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Abstract

We developed a real-time, high-quality video object segmentation algorithm for semi-supervised video segmentation. Its performance is on par with the most accurate, time-consuming online-learning model, while its speed is similar to the fastest template-matching method which has sub-optimal accuracy. The core in achieving this is a novel global context module that reliably summarizes and propagates information through the entire video. Compared to previous approaches that only use the first, the last, or a select few frames to guide the segmentation of the current frame, the global context module allows us to use all past frames to guide the processing. Unlike the state-of-the-art space-time memory network that caches a memory at each spatiotemporal position, our global context module is a fixed-size representation that does not use more memory as more frames are processed. It is straightforward in implementation and has lower memory and computational costs than the space-time memory module. Equipped with the global context module, our method achieved top accuracy on DAVIS 2016 and near-state-of-the-art results on DAVIS 2017 at a real-time speed.

1. Introduction

Video object segmentation aims to segment a foreground object from the background for all frames in a video. The task has numerous applications in computer vision. An important application is intelligent video editing. As video becomes the most popular form of media on mass content platforms, video content creation is getting increasing levels of attention. Object segmentation on each frame with image segmentation tools is time-consuming and has poor temporal consistency. Semi-supervised video object segmentation tries to solve the problem by segmenting the object in the whole video guided only by a fine object mask on the first frame. This problem is challenging since object appearance might vary drastically over time in a video due to pose changes, motion, and occlusions, etc.

With the success in many computer vision tasks, deep learning techniques are widely used in video object segmentation now. The essence is to learn an invariant representation that accounts for the variation of object appearance across frames. Some early works [2, 21, 23, 28] in semi-supervised video object segmentation use the first frame to train a model using various data augmentation strategies, which are commonly referred to as online-learning methods. These methods usually obtain accurate segmentation that are robust to occlusions. However online learning incurs huge computational costs that lead to several seconds of processing per frame. Another direction is propagation-based methods [4], which rely on the segmentation of the previous frame to infer for the current frame. These methods are simple and fast, but usually have sub-optimal segmentation accuracies. These methods cannot handle occlusions and may suffer from error drifts. Some later works take the advantages of both directions, use both the first and the previous frame [27, 30, 31, 34], and achieved both high accuracy and fast processing speed.
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A recent work [22] made a further step to use all previous frames with the corresponding object segmentation results to infer the object mask on the current frame. It proposes a novel space-time memory (STM) module that stores the segmentation information at each processed frame, i.e., this memory module saves information in all the spatio-temporal locations in previous frames. When working on a new frame, a read operation is used to retrieve relevant information from the memory by performing a dense feature correlation operation in both temporal and spatial dimensions. By using this memory that saves all guidance information, the method is robust against drastic object appearance changes and occlusions. It produces promising results and achieved state-of-the-art performance on multiple benchmark datasets.

While STM achieves state-of-the-art performance by making full use of the information from previous frames, we found leveraging the space-time memory is costly, especially on long video sequences. As STM keeps creating new memories to save new information and put it together with old memories, the computational cost and memory usage in the feature correlation step increases linearly with the number of frames. This makes the method slower and slower while processing and may cause GPU memory overflow. To resolve this issue, the authors proposed to reduce the memory saving frequency, e.g., saving a new memory every 5 frames. However the linear complexity with time still exists, and such reduction in memorization frequency defeats the original purpose to utilize information from every previous frame.

In this paper, building upon the idea of STM to use information in all past frames, we develop a global representation that summarizes the object segmentation information and guide the segmentation in the next frame. This representation automatically updates when the system moves forward by a frame. The core component of it is a novel global context (GC) module (illustrated in Fig. 1). By keeping only a fixed-size set of features, our memory and computational complexities for inference is constant with time, in comparison to the linear complexities of the STM module. We show that using this highly efficient global context module, our method is about three times faster than STM running on the DAVIS 2016 dataset and is the only one has both state-of-the-art accuracy and real-time processing speed.

The contribution of our paper can be summarized as:

- We propose a novel global context module that reliably maintains segmentation information of the entire video to guide the segmentation of incoming frames.
- We implement the global context module in a lightweight way that is efficient in both memory usage and computational cost.
- Experiments on the DAVIS 2016 and 2017 datasets show that our proposed GC module can achieve top accuracy in video object segmentation and is highly efficient that runs in real time.

2. Related works

**Online-learning methods.** Online-learning methods usually fine-tune a general object segmentation network on the object mask of the start frame to teach the network to identify the appearance of the target object in the remaining video frames [2]. They use online adaptation [28], instance segmentation information [21], data augmentation techniques [15], or an integration of multiple techniques [20]. Some methods reported that online learning boost the performance of their model [18, 30]. While online learning can achieve high-quality segmentation and is robust against occlusions, it is computationally expensive as it requires fine-tuning for each video. This huge computational burden makes it impractical for most applications.

**Offline-learning methods.** Offline-learning methods use strategies like mask propagation, feature matching, tracking, or a hybrid strategy. Propagation-based methods rely on the segmentation mask of the previous frame. It usually takes the previous mask as an input and learns a network to refine the mask to align it with the object in current frame. A representative work is MaskTrack [23]. This strategy of using the previous frame is also used in [1, 35]. Many works [5, 13, 23] also use optical flow [7, 12] in the propagation process. Matching-based methods [3, 11, 26, 27, 30, 31] treat the first frame (or intermediate frames) as a template and match the pixel-level feature embeddings in the new frame with the templates. A more common setup is to use both the first and the previous frames [27, 30, 31], which cover both long-term and short-term object appearance information.

**Space-time memory network.** The STM network [22] is a special feature matching-based method which performs dense feature matching across the entire spatio-temporal volume of the video. This is achieved by a novel space-time memory mechanism that stores the features at each spatio-temporal location. The space-time memory module mainly contains two components and two operations. The two components are a key map and a value map where the key encodes the visual semantic embeddings for robust matching against appearance variations, and the value stores detailed features for guiding the segmentation. The memory write operation simply concatenates the key and value maps generated on past frames and their object segmentation masks. When processing a new frame, the memory read operation uses the key to match and find the relevant locations in the spatio-temporal volume in the video. Then the features stored in the value maps at those locations are retrieved to predict the current object mask.
3. Our Method

3.1. Global Context Module

The space-time memory network [22] achieved great success in video object segmentation with the space-time memory (STM) module. The STM module is an effective module that queries features from a spatio-temporal feature store formed from previous frames to guide the processing of the current frame. This way, the current frame is able to use the features from semantically related regions in past frames to help refine its features. However, the STM module has a drawback in efficiency that it stores a pair of key and value vectors for each location of each frame in the memory. These feature vectors are simply concatenated over time when the system moves forward and their sizes keep increasing. This means its resource usage is highly sensitive to the spatial resolution and temporal span of the memory. Consequently, the module is limited to have memories with low spatial resolutions, short temporal spans, or reduced memory saving frequency in practice. To remedy this drawback, we propose the global context (GC) module. Unlike the STM module, the GC module keeps only a small set of fixed-size global context features yet retains exactly the same representational power compared to the STM module. To simplify the expressions, we assume the output to have $N = H \times W$ locations and $C$ channels in the following sections. Fig. 2 shows the overall pipeline of our proposed method using the global context module. The main structure is an encoder-decoder and the global context module is built on top of the encoder output, similarly to [22]. There are mainly two operations in our pipeline, namely 1) context extraction and update on a processes frame and its object mask, and 2) context distribution to the current frame under processing. There are two types of encoders used. One takes a color image and an object mask (ground truth mask for the start frame and segmentation results for intermediate frames) to encode the frame and segmentation information into the feature space. Another encoder encodes the current frame to a feature embedding. We distribute the global context features stored in the GC module and combine the distributed context features with local features. Then a decoder is used to produce the final object segmentation mask on this frame.

3.1.1 Context Extraction and Update

When extracting the global context features, the GC module first generates the keys and the values, following the same procedure as in the STM module. The keys and the values have size $H \times W \times C_N$ and $H \times W \times C_M$ respectively, where $C_N$ and $C_M$ are the numbers of channels used. Unlike the STM module that directly stores the keys and values, the GC module puts the keys and the values through a further step called global summarization.

The global summarization step treats the keys not as
In the distribution process, the GC module first produces a global context vector. The GC module organizes all context vectors into a global context matrix as the output of global summarization. This step can be efficiently implemented as a matrix product between the transpose of the context matrix, \(X_t\), and values. Having obtained \(C_t\), the rule for updating the global context feature is simply

\[
C_t = k(X_t)^T v(X_t),
\]

where \(t\) is the index of the current frame, \(C_t\) is the global context matrix, \(X_t\) is the input to the module (output of the encoder), and \(k, v\) are the functions that generate the keys and values. Having obtained \(C_t\), the rule for updating the global context feature is simply

\[
G_t = \frac{t-1}{t} G_{t-1} + \frac{1}{t} C_t,
\]

where \(G_t\) is the global context for the first \(t\) frames with \(G_0\) being a zero matrix. The weight coefficients before the sum make that each \(C_p\) for \(1 \leq p \leq t\) contributes equally to \(G_t\).

### 3.1.2 Context Distribution

At the current frame, our pipeline distributes relevant information stored in the global context module to each pixel. In the distribution process, the GC module first produces the query keys in the same way as the STM module. However, the GC module uses the queries differently. At each location, it interprets the query key as a set of weights over the global context features in the memory and computes the weighted sum of the features as the distributed context information. In contrast, the memory reading process of the STM module is much more complex. The STM module uses the query to compute a similarity score with the key at each location of each frame in the memory. After that, the module computes the weighted sum of the values in the memory weighted by these similarity scores. Following is an equation describing the context extraction process of the GC module:

\[
R_t = q(X_t)G_t,
\]

where \(R_t\) is the distributed context features for frame \(t\) and \(q\) is the function generating the queries.

Surprisingly, the simple context distribution process of the GC module and the much more complex process of the STM module accomplish the same goal, which is to summarize semantic regions across all past frames that are of interest to the querying location in the current frame. The STM module achieves this by first identifying such regions via query-key matching and then summarizing their values through a weighted sum. The GC module achieves the same much more efficiently since the global context vectors of the GC module are already global summarizations of regions with similar semantics across all past frames. Therefore, the querying location only needs to determine on an appropriate weighting over the global context vectors to produce a vector that summarizes all the regions of interest to itself. For example, if a pixel is interested in persons, it could...
place large weights on global context vectors that summarize faces and bodies. Another pixel might be interested in the foreground and could put large weights on vectors that summarize various foreground object categories. We will provide a mathematical proof that the GC and STM modules have exactly the same modeling power.

### 3.1.3 Comparison with the Space-Time Memory Module

We have plotted the detailed implementation of our global context module in Fig. 3 and compare with the space-time memory module used in [22]. There are a few places our GC has advantages in efficacy over STM.

The global summarization process is the first way the GC module gains efficiency advantage over the STM module. The global context matrix has size $C_M \times C_N$, which tends to be much smaller than the $H \times W \times C_N$ key and $H \times W \times C_M$ value matrices that the STM module produces. The second way the GC module improves efficiency is that it adds the extracted context matrix to the stored context matrix, thereby keeping constant memory usage however many frames are processed. In contrast, the STM module concatenates the obtained key and value matrices to the original key and value matrices in the memory, thus having a linear growth of memory with the number of frames.

For the computation on the current frame, i.e. the context distribution step, our GC only needs to perform a light weight matrix product of size $C_M \times C_N$ and $C_N \times HW$ with $C_M C_N HW$ multiplications involved. In contrast, the last step in the memory reading of STM module calculate a matrix product of size $HWTT \times HW$ and $HW \times C_M (C_M H^2 W^2 T$ multiplications), which has much larger memory usage and computation cost than GC and has linear complexities with respect to the time $T$. To get a more intuitive comparison of the two, we calculate the computation and resources needed in this step for the case where the input to the encoder is of size $384 \times 384$, $C_M = 512$, and $C_N = 128$ (the default setting in STM). The detailed numbers are listed in Table 1. It is noticeable that our GC module has great advantages over STM in terms of both computation and memory cost, especially when the number of processed frames $t$ becomes large along the processing.

### 3.2. Implementation

Our encoder and decoder design is the same as STM [22]. We use ResNet50 [10] as the backbone for both the memory encoder and query encoder where the memory encoder takes four-channel inputs and the query encoder takes three-channel inputs. The feature map at res4 is used to generate the key and value maps. After the context distribution operation, the feature is compressed to have 256 channels and fed into the decoder. The decoder takes this low-resolution input feature map and gradually upscales it by a scale factor of two each time. Skip connection is used to retrieve and fuse the feature map at the same resolution in query encoder with bilinearly upsampled feature map from the previous stage of the decoder. The key and value generation (i.e. $k, q, v$ in Equation (1) and (3)) are implemented using $3 \times 3$ convolutions. In our implementation, we set $C_M = 512$ and $C_N = 128$. We have tested with larger feature sizes which introduce more complexities, but we do not observe accuracy gain in segmentation (see Table 2).

### 3.3. Training

Our training process mainly contains two stages. We first pretrain the network using simulated videos generated from static images. After that we fine-tune this pretrained model on the video object segmentation datasets. We minimize the cross-entropy loss and train our model using the Adam [16] optimizer with a learning rate of $10^{-5}$.

#### Pre-training on images

We follow the successful practice in [22, 30, 31] that pre-trains the network using simulated video clips with frames generated by applying random transformation to static images. We use the images from the MSRA10K [6], ECSSD [33], and HKU-IS [17] datasets for the saliency detection task. We found these datasets cover more object categories than those semantic segmentation or instance segmentation datasets [8, 9, 19]. This is more suitable for our purpose to build a general video object segmentation model. There are in total about 15000 images with object masks. A synthetic clip contains three frames are then generated using image transformations. We use random rotation [$-30^\circ, 30^\circ$], scaling [$-0.75, 1.25$], thin plate spline (TPS) warping (as in [23]), and random cropping for the video data simulation. We use 4 GPUs and set the batch

| Method     | $t$ | FLOPS | Memory |
|------------|-----|-------|--------|
| STM        | 0   | 0.2 G | 4 MB   |
| 10         | 2.1 G | 40 MB |
| 100        | 21.2 G | 394 MB |
| GC (ours)  | any | 0.04 G | 1 MB   |

Table 1. The complexity comparison of the memory read operation in STM [22] and context distribution in our GC module. The memory usage is calculated using the float32 data type.

| GC feature size | $J \& F$ | # parameters | Runtime (s) |
|-----------------|----------|--------------|-------------|
| $512 \times 128$ | 86.6     | 38 M    | 0.040     |
| $512 \times 512$ | 86.1     | 46 M    | 0.046     |

Table 2. Study on the size of global context feature ($C_M \times C_N$). This result is on DAVIS 2016 test set and the $J \& F$ is a segmentation accuracy metric (details in Sec. 4).
size to be 8. We run the training for 100 epochs, and it takes
one day to finish the pre-training.

**Fine-tuning on videos.** After training on the synthetic
video data, we fine-tune our pre-trained model on video ob-
ject segmentation datasets [24, 25] at 480p resolution. The
learning rate is set to $10^{-6}$ and we run this fine-tuning for
30 epochs. Each training sample contains several tempo-
rely ordered frames sampled from the training video. We
use random rotation, scaling, and random frame sampling
interval in [1, 3] to gain more robustness to the appearance
changes over a long time. We have tested different clip
lengths (e.g. 3, 6, 9 frames) but did not observe performance
gains on lengths greater than three. Therefore, we stick to
three-frame clips. In the training, the network infers the
object mask on the second frame and back propagates the
error. Then, the soft mask from the network output is fed
to the encoder to infer the mask on the third frame without
thresholding as in [22].

### 4. Experimental Results

We evaluate our method and compare it with others on
the DAVIS benchmarks [24, 25]. The object segmentation
mask evaluation metrics used in our experiments are the av-
derage region similarity ($J$ mean), the average contour ac-
curacy ($F$ mean), and the average of the two ($J \& F$ mean).
The DAVIS benchmarks [24, 25] contain single-object and
multiple-object segmentation tasks.

#### 4.1. DAVIS 2016

DAVIS 2016 [24] is a widely used benchmark dataset for
single-object segmentation in videos. It contains 50 videos
among which 30 videos are for training and 20 are for test-
ing. There are in total 3455 frames annotated with a single
object mask for each frame.

We list the quantitative results for representative works
on the DAVIS 2016 validation set in Table 3, including
the most recent STM [22] and RANet [30]. To show their
best performance, we directly quote the numbers posted on
the benchmark website or in the papers. We can see that
online-learning methods can get higher scores in most met-
rics. However, recent works of STM [22] and RANet [30]
demonstrate comparable results without online learning.
Note that STM [22] reported a higher score using additional
datasets [32], which is not quoted here for a fair compari-
on. Overall, the scores for our GC are among the top, in-
cluding getting the highest $J$ mean score. This is likely due
to the hybrid loss used in our fine-tuning.

Furthermore, for a more intuitive comparison, we plot
the runtime in terms of average FPS and accuracy in terms
of $J \& F$ mean for different methods in Fig. 4. We test
the speed on one Tesla P40. It can be seen that although
the online-learning methods (e.g. [1, 20, 21]) can produce
highly accurate results, their speeds are extremely slow due
to the time consuming online learning process. The meth-
ods without online learning (e.g. [3, 31, 35]) are fast but
have lower accuracy. The most recent works STM [22]
and RANet [30] can get segmentation accuracy comparable
to online-learning method while maintaining faster speed
(STM [22] 0.15 s, RANet [30] 0.12 s to process a 480p
Our GC boosts the speed further (0.04 s) and still maintains high accuracy. Note that the videos in the DAVIS datasets are all short (<100 frames). If running on longer videos, our speed advantage over STM [22] will become more remarkable as STM has a linear time complexity with respect to the video length. While SiamMask [29] is the only method faster than our GC, its accuracy is very unsatisfactory compared to other methods. This demonstrates our GC is both fast and accurate which makes it a practical solution to the video object segmentation problem.

4.2. DAVIS 2017

DAVIS 2017 is an extension of DAVIS 2016 that contains video with multiple objects annotated per frame. It has 60 videos for training and 30 videos for testing. We do not use any additional module for multi-object segmentation which [22, 30] used, but simply treat each object individually. We still train the network to produce binary mask for the object. In testing, we use the network to get the soft probability map for each object separately and use a softmax operation as post-processing on the maps for all objects in the frame to produce the multi-label segmentation mask.

Table 4 summarizes the performance of existing methods and compare them with ours on the DAVIS 2017 dataset. The multi-object scenarios is more challenging than the single object ones due to the interactions and occlusions among multiple objects. It can be seen that again online-learning methods e.g. [1, 20] get decent scores in all metrics, but have longer runtime. For non-online methods, STM [22] ranks the highest overall. Note that STM [22] reports a higher score using additional datasets [32], which is not quoted here for a fair comparison. Our model can get almost identical performance with STM [22] but runs faster.

4.3. Qualitative Results

Fig. 5 shows visual examples of our segmentation results on the DAVIS 2016 and DAVIS 2017 test datasets. As can be seen in the figure, our GC module can handle many challenging cases such as appearance changes (row 1), size changes (row 3, 5, and 6), and occlusions (row 2 and 4).

4.4. Visualization of the Global Context Module

Fig. 6 shows visualization of global context module. The first row shows the frame and the rest shows the visualizations of two channels of the corresponding global context keys from context extraction phase of the global context module. The brighter a pixel is, the larger the weight of the pixel in the weighted summation that produces the corresponding global feature vectors. It can be seen that the second row focuses on object centers, and the third row places most attention on the ground.

4.5. Limitations

Fig. 7 shows a limitation of our GC method. In multi-object segmentation, sometimes GC will erroneously transfer the mask of one object to another one in the same object category when the two overlap together, like the dog in red (row 1) and the gold fish in green (row 2).

5. Conclusion

We have presented a practical solution to the problem of semi-supervised video object segmentation. It is achieved by a novel global context module that effectively and efficiently captures the object segmentation information in all processed frames with a set of fixed-size features. The evaluation on benchmark datasets shows that our method gets top performance, especially on the single-object DAVIS 2016 dataset, and runs at a much faster speed than all top-performing methods, including the state-of-the-art STM. We believe that our GC network has the potential to become a core module in practical video object segmentation tools. In the future, we want to optimize it further to make it suitable for running on portable devices like tablets and mobile phones. Applying the global context module to other video-related computer vision problems is also of our interest.

| Method           | $J$ & $F$ Mean | $J$ Mean | $F$ Mean |
|------------------|----------------|----------|----------|
| OSVOS [2]       | 60.3           | 56.6     | 63.9     |
| OnAVOS [28]     | 65.4           | 61.6     | 69.1     |
| OSVOS-S [21]    | 68.0           | 64.7     | 71.3     |
| CINM [1]        | 70.6           | 67.2     | 74.0     |
| PReMVOS [20]    | **77.8**       | **73.9** | **81.8** |
| OSMN [35]       | 54.8           | 52.5     | 57.1     |
| SiamMask [29]   | 56.4           | 54.3     | 58.5     |
| FAVOS [4]       | 58.2           | 54.6     | 61.8     |
| VidMatch [11]   | -              | 56.5     | -        |
| RANet [30]      | 65.7           | 63.2     | 68.2     |
| RGMP [31]       | 66.7           | 64.8     | 68.6     |
| FEELVOS [27]    | 69.1           | 65.9     | 72.3     |
| AGAME [14]      | 70.0           | 67.2     | 72.7     |
| STM* [22]       | **71.6**       | 69.2     | **74.0** |
| GC (ours)       | 71.4           | **69.3** | 73.5     |

Table 4. The quantitative comparison on DAVIS 2017 validation set. The upper parts are all online-learning methods. The results are sorted for online and non-online methods respectively according to $J$ & $F$ mean. The highest scores in each category are highlighted in bold.
Figure 5. The visual results of our GC on DAVIS dataset.

Figure 6. Visualization of global context keys.

Figure 7. Two cases our GC model fails.
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