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Abstract

A new approach for testing fuzzy hypotheses based on fuzzy data is introduced. According to the proposed approach, a method is first developed based on the defined fuzzy point estimation, which are then used to make a procedure for testing fuzzy hypotheses. This approach has been used to test simple, one-sided and two-sided fuzzy hypotheses. Two new criteria, called degree of acceptance (DA) and degree of rejection (DR), have been proposed to evaluate the test result. The application of the proposed method to lifetime testing is studied.
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1 Introduction

In classical inferential statistics, testing hypothesis is one of the most important and most investigated problems. The common approaches depend on precise data, exact hypotheses, and exact parameters. However, in practical situations, different kinds of uncertainty are present, especially in situations with imprecise data and/or imprecise hypotheses.

For example, in reliability analysis, measuring the lifetime of a battery may not yield an exact result. A battery may work perfectly over a certain period but be losing in power for some time, and finally go dead completely at a certain time. In this case, we may report the lifetime with words rather than numbers, such as: about 1000 (h), approximately 1400 (h), and so on. In addition, in the study of battery lifetime, we may like to test some non-precise (fuzzy) hypotheses. For instance, we may be interested in testing if the mean of lifetimes is “near to 1500 (h)” or, alternatively, it is much less than 1500 (h). As another area, in clinical treatments, some kind of diseases may be diagnosed by ill-defined criteria. For instance, the disease severity may be described as low, medium, high, very high, and so on. Similarly, in such studies, we may be interested in testing non-exact hypotheses. For example, we may like to test if the proportion of people infected
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by a certain virus is high (e.g., about 0.80) or, alternatively, if much less than 0.80. Many examples can be given from other fields in which the observed data and/or the hypotheses for testing are described in non-exact terms. New procedures will, therefore, be needed for the statistical analysis in such non-exact environments, based on soft computing methods \(^1,2,3\) and/or using the methods of computing with words \(^4,5\). In recent decades, much attention has been devoted to the development of statistical methods in non-exact environments, using the fuzzy set theory. In the following, a brief review will be presented of some works on hypothesis testing in fuzzy environments.

The problem of testing hypotheses with fuzzy data, first, was considered by Casals and Gil \(^6\), Casals et al. \(^7\), Grzegorzewski \(^8\), and Wu \(^9\). Körner \(^10\) proposed an asymptotic test for expectation of random fuzzy variables. Montenegro et al. \(^11\) studied the problem of two sample hypothesis tests of means of a fuzzy random variable. Arnold \(^12,13\), Taheri and Arefi \(^14\), and Taheri and Behboodian \(^15,16\) investigated the topic of testing statistical hypothesis when the hypotheses are presented by words rather than numbers. Arefi and Taheri \(^17\), Grzegorzewski \(^18\), Taheri and Behboodian \(^19\), and Torabi et al. \(^20\) studied the problem of testing statistical hypotheses when both hypotheses and observations are fuzzy (see also Kruse and Meyer \(^21\)). A generalized version of Neyman-Pearson lemma for testing fuzzy hypotheses using \(r\)-levels is investigated by Torabi \(^22\).

The \(p\)-value approach to testing hypothesis in fuzzy environments has been studied by Filzmoser and Viertl \(^23\) and Behboodian \(^15\). Montenegro et al. \(^11\) studied the problem of two sample hypothesis tests of means of a fuzzy random variable. Arnold \(^12,13\), Taheri and Arefi \(^14\), and Taheri and Behboodian \(^15,16\) investigated the topic of testing statistical hypothesis when the hypotheses are presented by words rather than numbers. Arefi and Taheri \(^17\), Grzegorzewski \(^18\), Taheri and Behboodian \(^19\), and Torabi et al. \(^20\) studied the problem of testing statistical hypotheses when both hypotheses and observations are fuzzy (see also Kruse and Meyer \(^21\)). A generalized version of Neyman-Pearson lemma for testing fuzzy hypotheses using \(r\)-levels is investigated by Torabi \(^22\).

The \(p\)-value approach to testing hypothesis in fuzzy environments has been studied by Filzmoser and Viertl \(^23\) and Behboodian \(^15\). Montenegro et al. \(^11\) studied the problem of two sample hypothesis tests of means of a fuzzy random variable. Arnold \(^12,13\), Taheri and Arefi \(^14\), and Taheri and Behboodian \(^15,16\) investigated the topic of testing statistical hypothesis when the hypotheses are presented by words rather than numbers. Arefi and Taheri \(^17\), Grzegorzewski \(^18\), Taheri and Behboodian \(^19\), and Torabi et al. \(^20\) studied the problem of testing statistical hypotheses when both hypotheses and observations are fuzzy (see also Kruse and Meyer \(^21\)). A generalized version of Neyman-Pearson lemma for testing fuzzy hypotheses using \(r\)-levels is investigated by Torabi \(^22\).

The \(p\)-value approach to testing hypothesis in fuzzy environments has been studied by Filzmoser and Viertl \(^23\) and Behboodian \(^15\). Montenegro et al. \(^11\) studied the problem of two sample hypothesis tests of means of a fuzzy random variable. Arnold \(^12,13\), Taheri and Arefi \(^14\), and Taheri and Behboodian \(^15,16\) investigated the topic of testing statistical hypothesis when the hypotheses are presented by words rather than numbers. Arefi and Taheri \(^17\), Grzegorzewski \(^18\), Taheri and Behboodian \(^19\), and Torabi et al. \(^20\) studied the problem of testing statistical hypotheses when both hypotheses and observations are fuzzy (see also Kruse and Meyer \(^21\)). A generalized version of Neyman-Pearson lemma for testing fuzzy hypotheses using \(r\)-levels is investigated by Torabi \(^22\).

The \(p\)-value approach to testing hypothesis in fuzzy environments has been studied by Filzmoser and Viertl \(^23\) and Behboodian \(^15\). Montenegro et al. \(^11\) studied the problem of two sample hypothesis tests of means of a fuzzy random variable. Arnold \(^12,13\), Taheri and Arefi \(^14\), and Taheri and Behboodian \(^15,16\) investigated the topic of testing statistical hypothesis when the hypotheses are presented by words rather than numbers. Arefi and Taheri \(^17\), Grzegorzewski \(^18\), Taheri and Behboodian \(^19\), and Torabi et al. \(^20\) studied the problem of testing statistical hypotheses when both hypotheses and observations are fuzzy (see also Kruse and Meyer \(^21\)). A generalized version of Neyman-Pearson lemma for testing fuzzy hypotheses using \(r\)-levels is investigated by Torabi \(^22\).

The \(p\)-value approach to testing hypothesis in fuzzy environments has been studied by Filzmoser and Viertl \(^23\) and Behboodian \(^15\). Montenegro et al. \(^11\) studied the problem of two sample hypothesis tests of means of a fuzzy random variable. Arnold \(^12,13\), Taheri and Arefi \(^14\), and Taheri and Behboodian \(^15,16\) investigated the topic of testing statistical hypothesis when the hypotheses are presented by words rather than numbers. Arefi and Taheri \(^17\), Grzegorzewski \(^18\), Taheri and Behboodian \(^19\), and Torabi et al. \(^20\) studied the problem of testing statistical hypotheses when both hypotheses and observations are fuzzy (see also Kruse and Meyer \(^21\)). A generalized version of Neyman-Pearson lemma for testing fuzzy hypotheses using \(r\)-levels is investigated by Torabi \(^22\).

This article is organized as follows. After reviewing some necessary concepts and notations in the present section, we will define, in Section 2, the concepts of fuzzy point estimation and fuzzy confidence interval when the available observations are fuzzy rather than crisp. In Section 3, we will investigate an approach to testing non-fuzzy hypotheses with fuzzy observations based on Kahraman’s work (see Kahraman et al.\(^37\)). In Section 4, after introducing simple, one-sided and two-sided fuzzy hypotheses, we will extend Kahraman et al.’s approach to the case when both the data available and the hypotheses of interest are fuzzy. A brief conclusion will be provided in Section 5.

First, let us recall some preliminary concepts and necessary notations about fuzzy sets and fuzzy numbers. For more details, see, e.g. Kruse and Meyer \(^21\) and Klir and Yuan \(^38\).

We place a “tilde” over a symbol to denote a fuzzy set. For more studies about statistical methods in fuzzy environments, see, e.g. Taheri \(^34\) and Viertl \(^35,36\).

This article is organized as follows. After reviewing some necessary concepts and notations in the present section, we will define, in Section 2, the concepts of fuzzy point estimation and fuzzy confidence interval when the available observations are fuzzy rather than crisp. In Section 3, we will investigate an approach to testing non-fuzzy hypotheses with fuzzy observations based on Kahraman’s work (see Kahraman et al.\(^37\)). In Section 4, after introducing simple, one-sided and two-sided fuzzy hypotheses, we will extend Kahraman et al.’s approach to the case when both the data available and the hypotheses of interest are fuzzy. A brief conclusion will be provided in Section 5.

First, let us recall some preliminary concepts and necessary notations about fuzzy sets and fuzzy numbers. For more details, see, e.g. Kruse and Meyer \(^21\) and Klir and Yuan \(^38\).

We place a “tilde” over a symbol to denote a fuzzy set. For more studies about statistical methods in fuzzy environments, see, e.g. Taheri \(^34\) and Viertl \(^35,36\).

2 Fuzzy confidence intervals

Let \(X_1, \ldots, X_n\) be a random sample of size \(n\) from a probability density function (or probability mass function) \(f(x; \theta)\), with the observed values \(x_1, \ldots, x_n\), where \(\theta\) is the unknown parameter. Below, we investigate an
approach to construct a fuzzy confidence interval for the unknown parameter \( \theta \), when the available data are fuzzy. In this regard, we recall two well-known definitions from classical statistics (Definitions 1 and 3), to consider them as basis for extension to the fuzzy environment.

**Definition 1** (see, Casella and Berger \(^{39}\)) A function \( Y = u(X_1, \ldots, X_n) \) which is independent of \( \theta \) is called a point estimator for \( \theta \). The observed value \( \hat{\theta}^* = u(x_1, \ldots, x_n) \) is called the point estimation of \( \theta \).

**Definition 2** Suppose that, instead of \( x_1, \ldots, x_n \), we can only get \( \tilde{X}_1, \ldots, \tilde{X}_n \) as fuzzy observations. Then, by replacing the \( \alpha \)-cuts of \( X_i \) (\( \tilde{X}_{\alpha i} \)) instead of \( x_i \) in the point estimation \( \hat{\theta}^* \), and using the interval arithmetic, we obtain the \( \alpha \)-cuts of the fuzzy point estimation \( \tilde{\theta}_{\alpha}^* = u(\tilde{X}_{1\alpha}, \ldots, \tilde{X}_{n\alpha}) \).

**Remark 1** In this paper, for simplicity we consider \( \tilde{X}_1, \ldots, \tilde{X}_n \) to be trapezoidal fuzzy numbers. Hence, \( \tilde{\theta}^* \) is a fuzzy number with the \( \alpha \)-cuts \( \tilde{\theta}_{\alpha}^* = [\tilde{\theta}_{\alpha L}^*, \tilde{\theta}_{\alpha U}^*] = u(\tilde{X}_{1\alpha}, \ldots, \tilde{X}_{n\alpha}) \).

**Definition 3** (see, Casella and Berger \(^{39}\)) Two-sided crisp confidence interval: Any interval \([\pi_1, \pi_2] \), where \( \pi_1 = \pi_1(\hat{\theta}^*, \delta) \) and \( \pi_2 = \pi_2(\hat{\theta}^*, \delta) \), which does not depend on \( \theta \) and \( P(\pi_1 \leq \theta \leq \pi_2) = 1 - \delta \) is called a two-sided crisp confidence interval for \( \theta \) at the confidence level of \( 1 - \delta \).

**Definition 4** (See Grzegorzewski \(^{8}\) and Kahraman et al. \(^{37}\)) Two-sided fuzzy confidence interval: Consider a two-sided crisp confidence interval \([\pi_1, \pi_2] \) for \( \theta \) at the confidence level of \( 1 - \delta \). Suppose that we observe the fuzzy data \( \tilde{X}_1, \ldots, \tilde{X}_n \). The \( \alpha \)-cuts \( \Pi_{\alpha} = [\Pi_{\alpha L}, \Pi_{\alpha U}] \) of the fuzzy confidence interval with the membership function \( \mu_{\Pi}(.) \) are defined as

\[
\begin{align*}
\Pi_{\alpha L} &= \min \{\pi_1(\tilde{\theta}_{\alpha L}^*, \delta), \pi_1(\tilde{\theta}_{\alpha U}^*, \delta), \pi_2(\tilde{\theta}_{\alpha L}^*, \delta), \pi_2(\tilde{\theta}_{\alpha U}^*, \delta)\}, \\
\Pi_{\alpha U} &= \max \{\pi_1(\tilde{\theta}_{\alpha L}^*, \delta), \pi_1(\tilde{\theta}_{\alpha U}^*, \delta), \pi_2(\tilde{\theta}_{\alpha L}^*, \delta), \pi_2(\tilde{\theta}_{\alpha U}^*, \delta)\}.
\end{align*}
\]

**Definition 5** One-sided crisp confidence interval: Let \( \Pi_{\alpha} = \Pi_{\alpha}(\theta^*, \delta) \) (or \( \Pi_{\alpha} = \Pi_{\alpha}(\theta^*, \delta) \)) be such that \( P(\Pi_{\alpha} \leq \theta) = 1 - \delta \) (or \( P(\theta \leq \Pi_{\alpha}) = 1 - \delta \)). Then \([\pi_1, \infty] \) (or \([-\infty, \pi_2] \) ) is called a lower (or upper) one-sided confidence interval for \( \theta \) at a confidence level of \( 1 - \delta \).

**Definition 6** (See Grzegorzewski \(^{8}\) and Kahraman et al. \(^{37}\)) One-sided fuzzy confidence interval: Suppose that we have the one-sided crisp confidence intervals \([\pi_1, \infty] \) and \([-\infty, \pi_2] \). The \( \alpha \)-cuts \( \Pi_{\alpha} \) of the lower and upper one-sided fuzzy confidence intervals are defined as follows

\[
\Pi_{\alpha} = \Pi_{\alpha L} = \left[ \min \{\pi_1(\tilde{\theta}_{\alpha L}^*, \delta), \pi_1(\tilde{\theta}_{\alpha U}^*, \delta)\}, \infty \right], \quad (2)
\]

and

\[
\Pi_{\alpha} = \left[ -\infty, \pi_2(\tilde{\theta}_{\alpha L}^*, \delta) \right] \pi_2(\tilde{\theta}_{\alpha U}^*, \delta)] \] \quad (3)

**Note:** For the numerical examples in this paper, we take the confidence level of \( (1 - \delta) \) equal to 0.95.

**Remark 2** Viertl \(^{35}\) proposed a method to define fuzzy confidence regions based on fuzzy data. His method is more general than ours in the sense that he does not assume the fuzzy data to be necessarily fuzzy numbers. In his approach, the data can be any normalized fuzzy subsets of the real line. Inside, Chachi and Taheri \(^{40}\) investigated the problem of constructing fuzzy confidence interval for fuzzy parameter, based on the h-cuts of normal (Gaussian) fuzzy random sample. It is remarkable that, in their method, they, first, obtained two different cases of the h-cuts of fuzzy confidence interval for h-cuts of fuzzy parameter, and then they introduced a method based on these h-cuts to obtain the membership function of the fuzzy confidence interval. But, in our method, we first obtain a fuzzy point estimation, and then the \( \alpha \)-cuts of fuzzy confidence interval is calculated based on the h-cuts of the fuzzy point estimation.

**Example 1** Suppose that we have taken a fuzzy random sample from \( \mathcal{N}(\theta, \sigma^2 = 1) \) and we observed the following trapezoidal fuzzy data:

| No. | Data | No. | Data |
|-----|------|-----|------|
| 1   | (65, 70, 70, 80) \( \tau \) | 6   | (65, 70, 80, 85) \( \tau \) |
| 2   | (55, 65, 70, 75) \( \tau \) | 7   | (50, 60, 70, 82) \( \tau \) |
| 3   | (60, 70, 75, 83) \( \tau \) | 8   | (55, 62, 75, 85) \( \tau \) |
| 4   | (55, 60, 65, 75) \( \tau \) | 9   | (58, 65, 65, 75) \( \tau \) |
| 5   | (50, 65, 66, 72) \( \tau \) |

Then, the two-sided crisp confidence interval for \( \theta \) at the confidence level of \( 1 - \delta \) is

\[
[\pi_1, \pi_2] = [\bar{X} - z_{1-\delta/2}\frac{1}{\sqrt{n}}, \bar{X} + z_{1-\delta/2}\frac{1}{\sqrt{n}}].
\]

Now, based on Definition 2, by substituting \( \tilde{X}_{\alpha} \) \( \tau \) and \( \tilde{X}_{\alpha} \) \( \tau \) in \( \bar{X} \), the two-sided fuzzy confidence interval for
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\( \theta \) at a confidence level of 0.95 can yield a fuzzy set with the following \( \alpha \)-cuts

\[
\Pi_\alpha = [\Pi_{\alpha}^L, \Pi_{\alpha}^U]
\]

\[
= \left[ \min(\tilde{X}_a)^L - z_{1-\delta/2} \frac{1}{\sqrt{n}}, (\tilde{X}_a)^U - z_{1-\delta/2} \frac{1}{\sqrt{n}} \right] \cup \left[ \max(\tilde{X}_a)^L + z_{1-\delta/2} \frac{1}{\sqrt{n}}, (\tilde{X}_a)^U + z_{1-\delta/2} \frac{1}{\sqrt{n}} \right]
\]

\[
= \left[ \tilde{X}_a^L - z_{1-\delta/2} \frac{1}{\sqrt{n}}, (\tilde{X}_a)^U + z_{1-\delta/2} \frac{1}{\sqrt{n}} \right]
\]

where \( \tilde{X} = (57.65, 70.78) \) and its \( \alpha \)-cut is \( \tilde{X}_a = [\tilde{X}_a^L, \tilde{X}_a^U] = [57.87, 78.87] \).

Remark 3 Note that, in a general setting, it is not necessary for \( \bar{\theta} \) to be a fuzzy number. If \( \bar{\theta} \) is a fuzzy set, then we can follow the proposed procedure to construct the fuzzy confidence region instead of the fuzzy confidence interval.

3 Testing hypotheses based on fuzzy data

In this section, based on fuzzy observations \( \tilde{X}_1, \ldots, \tilde{X}_n \) from a probability density function (or probability mass function) \( f(x, \theta) \), we review an approach to test the following hypotheses \( 8, 37 \) (we will extend this approach to fuzzy hypotheses in next section):

\[
a) \left\{ \begin{array}{ll}
H_0: \theta = \theta_0 & b) \left\{ \begin{array}{ll}
H_0: \theta \leq \theta_0 & c) \left\{ \begin{array}{ll}
H_0: \theta \geq \theta_0 & H_1: \theta \neq \theta_0
\end{array} \right.
\end{array} \right.
\end{array}
\]

Definition 7 For testing the above hypotheses based on fuzzy data \( \tilde{X}_1, \ldots, \tilde{X}_n \), a function \( \Phi : (FN(R))^n \rightarrow P\{0,1\} \) given by

\[
\Phi(\tilde{X}_1, \ldots, \tilde{X}_n) = \left\{ \begin{array}{ll}
\{0\} & \text{if } \theta_0 \in (\bar{S}_\Pi \cap (S_\Pi|\bar{e})
\{1\} & \text{if } \theta_0 \in (\bar{S}_\Pi \cap (S_\Pi|\bar{e})
\{0,1\} & \text{if } \theta_0 \in (\bar{S}_\Pi \cap (S_\Pi
\end{array} \right.
\]

is called a fuzzy test function at the significance level of \( \bar{\delta} \), where in the third part, \( H_0 \) is accepted with a degree of acceptance (DA) equal to \( \mu_{\bar{S}_\Pi}(\theta_0) \) and is rejected with a degree of rejection (DR) equal to \( \mu_{\bar{S}_\Pi}(\theta_0) \). For hypotheses \( a, b, \) and \( c \), the membership function of \( \Pi \) is obtained from relations (1), (2), and (3), respectively. Also, \( P\{0,1\} \) is the power set of \( \{0,1\} \), and \( S_\Pi \) and \( \bar{S}_\Pi \) are the supports of the fuzzy sets \( \mu_{\bar{S}_\Pi}(x) \) and \( \mu_{\bar{S}_\Pi}(x) = 1 - \mu_{\bar{S}_\Pi}(x) \), respectively. (See Fig. 2-4 for the cases \( a, b, \) and \( c \)).

Fig. 2. \( H_0 \) is accepted with DA=1.
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Example 3 Consider Example 1. Suppose that we want to test the following one-sided hypotheses:

\[
\begin{align*}
H_0 &: \theta \leq 75, \\
H_1 &: \theta > 75.
\end{align*}
\]

Based on Relation (5), the membership function \(\mu_{1\Pi}(x)\) of the one-sided fuzzy confidence interval is obtained as

\[
\mu_{1\Pi}(x) = \begin{cases} 
-\frac{56.45}{8} & 56.45 \leq x < 64.45, \\
1 & 64.45 \leq x, \\
0 & \text{otherwise}.
\end{cases}
\]

Hence, at the significance level of \(\delta = 0.05\), we accept \(H_0\) with \(DA=1\). (See Fig. 6).

Example 4 Consider Example 1. Suppose that we want to test the following one-sided hypotheses:

\[
\begin{align*}
H_0 &: \theta \geq 75, \\
H_1 &: \theta < 75.
\end{align*}
\]

Based on Relation (6), the membership function \(\mu_{1\Pi}(x)\) of the one-sided fuzzy confidence interval is obtained as

\[
\mu_{1\Pi}(x) = \begin{cases} 
\frac{78.55-x}{8} & x < 70.55, \\
1 & 70.55 \leq x < 78.55, \\
0 & \text{otherwise}.
\end{cases}
\]

Hence, at the significance level of \(\delta = 0.05\), we accept \(H_0\) with \(DA=0.44\). (See Fig. 7).

Remark 4 The above procedure can be reduced to the ordinary procedure for testing hypotheses, if the data set is crisp (non-fuzzy).

Example 2 Consider Example 1. Suppose that we are interested in testing the following hypotheses at a significance level of \(\delta = 0.05\)

\[
\begin{align*}
H_0 &: \theta = 75, \\
H_1 &: \theta \neq 75.
\end{align*}
\]

Based on Relation (4), the membership function \(\mu_{1\Pi}(x)\) is obtained as

\[
\mu_{1\Pi}(x) = \begin{cases} 
\frac{3x+109.04}{24} & 56.35 \leq x < 64.35, \\
1 & 64.35 \leq x < 70.65, \\
\frac{35.90-3x}{24} & 70.65 \leq x < 78.65.
\end{cases}
\]

Hence, \(H_0\) is accepted with \(DA = 0.46\) and is rejected with \(DR = 0.54\) (Fig. 5).
4 Testing fuzzy hypotheses based on fuzzy data

In this section, we extend the concepts of simple and composite hypotheses to simple and composite fuzzy hypotheses. Then, we investigate a new approach for testing hypotheses based on fuzzy data when the hypotheses of interest are fuzzy, too.

**Definition 8** Let \( \tilde{\theta}_0 \) be a known fuzzy number.

i) Any hypothesis of the form \( H : \theta = \tilde{\theta}_0 \) is called a fuzzy simple hypothesis.

ii) Any hypothesis of the form \( H : \theta \neq \tilde{\theta}_0 \) is called a fuzzy two-sided hypothesis.

iii) Any hypothesis of the form \( H : \theta < \tilde{\theta}_0 \) is called a fuzzy left one-sided hypothesis.

iv) Any hypothesis of the form \( H : \theta > \tilde{\theta}_0 \) is called a fuzzy right one-sided hypothesis.

In the following, we investigate some methods to test the hypotheses in the following forms

\[
\begin{align*}
\alpha') & \quad \{ H_0 : \theta = \tilde{\theta}_0, \\
& \quad H_1 : \theta \neq \tilde{\theta}_0 \\
\beta') & \quad \{ H_0 : \theta > \tilde{\theta}_0, \\
& \quad H_1 : \theta \leq \tilde{\theta}_0 \\
\gamma') & \quad \{ H_0 : \theta < \tilde{\theta}_0, \\
& \quad H_1 : \theta \geq \tilde{\theta}_0.
\end{align*}
\]

For simplicity, we will consider the fuzzy number \( \tilde{\theta}_0 \) to be a trapezoidal fuzzy number \( \tilde{\theta}_0 = (a_1, a_2, a_3, a_4)_T \). For constructing our method, we assume that

- \( A_T \) is the total area under the graph of \( \tilde{\theta}_0 \).

- \( A_{\Pi} \) is the area under both the graph \( \mu_{-\Pi}(x) \) and the graph \( \tilde{\theta}_0 \), limited to the interval \( [-\infty, \Pi_{0.5}] \cup [\Pi_{0.5}, \infty] \).

The above areas are shown in Fig. 8-10 for the hypotheses \( \alpha', \beta' \) and \( \gamma' \), respectively.

**Definition 9** For the above one-sided and two-sided fuzzy hypotheses and based on fuzzy data \( \tilde{X}_1, \ldots, \tilde{X}_n \), a function \( \Phi : (FN(R))^n \rightarrow P(\{0, 1\}) \) given by

\[
\Phi(\tilde{X}_1, \ldots, \tilde{X}_n) = \left\{ \begin{array}{ll}
\{0\} & \text{if } [a_1, a_4] \subseteq \Pi_{0.5} \\
\{1\} & \text{if } [a_1, a_4] \subseteq (-\Pi_{0.5}), \\
\{0, 1\} & \text{otherwise},
\end{array} \right.
\]

is called to be a fuzzy test function at the significance level of \( \delta \). In the third part of Relation (11), \( H_0 \) is accepted with a degree of acceptance \( DA = \frac{A_T}{A_{\Pi}} \) and is
Testing fuzzy hypotheses based on fuzzy data

rejected with a degree of rejection \( DR = \frac{A_1 - c}{\Delta} \). For hypotheses \( d, \theta \) and \( c \), \( \Pi_{0,\delta} \) is obtained from Relations \( (1), (2) \) and \( (3) \), respectively. Also, \([a_1, a_d]\) is the support of the fuzzy number \( \tilde{\theta}_0 \).

**Remark 5** The motivation behind the above definition is the one-to-one correspondence between confidence sets and tests of hypotheses (see e.g. Theorem 9.2.1 (Section 9) in Casella and Berger [39]). For example, in testing the hypothesis \( H_0 : \theta = \theta_0 \) vs. \( H_1 : \theta \neq \theta_0 \), we accept \( H_0 \) if \( \theta_0 \) belongs to the (same level) confidence interval and reject \( H_0 \) if not. Now, in the fuzzy case, we accept the fuzzy hypothesis "\( H_0 : \theta \approx \tilde{\theta}_0 \)" by a degree of acceptance (DA). This degree of acceptance, is calculated based on the area under the graph of \( \theta_0 \), which is under the graph of \( \mu_\Pi(\cdot) \) (the membership function of the fuzzy confidence interval).

**Example 5** Consider Example 1. Now suppose we would like to test the following fuzzy hypotheses at the significance level of \( \delta = 0.05 \)

\[
\begin{cases}
H_0 : \theta \text{ is } (65, 70, 76, 81)_T, \\
H_1 : \theta \text{ is not } (65, 70, 76, 81)_T.
\end{cases}
\]

Here, \( H_0 \) suggests that \( \theta \) is almost between 70 and 76, and \( H_1 \) suggests that \( \theta \) is away from the interval [70, 76]. As in Example 2, the membership function \( \mu_\Pi(x) \) is obtained in the following way:

\[
\mu_\Pi(x) = \begin{cases}
\frac{3x - 169.04}{24} & \text{if } 56.35 \leq x < 64.35 \\
1 & \text{if } 64.35 \leq x < 70.65 \\
\frac{235.96 - 3x}{24} & \text{if } 70.65 \leq x < 78.65 \\
0 & \text{otherwise}.
\end{cases}
\]

Hence, by Definition 9, at the significance level \( \delta = 0.05 \), \( H_0 \) is accepted with \( DA = \frac{A_1}{\Delta} = 0.56 \) and is rejected with \( DR = \frac{A_1}{\Delta} = 0.28 \). (See Fig. 11).

**Example 6** Consider Example 1. We are interested in testing the following one-sided fuzzy hypotheses at a significance level of \( \delta = 0.05 \)

\[
\begin{cases}
H_0 : \theta \text{ is larger than } (65, 70, 76, 81)_T, \\
H_1 : \theta \text{ is not larger than } (65, 70, 76, 81)_T.
\end{cases}
\]

In Example 3, the membership function \( \mu_\Pi(x) \) is obtained as

\[
\mu_\Pi(x) = \begin{cases}
1 & \text{if } x \leq 70.55 \\
\frac{78.55 - x}{8} & \text{if } 70.55 < x \leq 78.55 \\
0 & \text{otherwise}.
\end{cases}
\]

Therefore, by Definition 9, at the significance level of \( \delta = 0.05 \), \( H_0 \) is accepted with \( DA = \frac{A_1}{\Delta} = 0.55 \) and is rejected with \( DR = \frac{A_1}{\Delta} = 0.29 \). (See Fig. 12).

**Example 7** Consider Example 1. Suppose we want to test the following one-sided fuzzy hypotheses at a significance level of \( \delta = 0.05 \)

\[
\begin{cases}
H_0 : \theta \text{ is smaller than } (65, 70, 76, 81)_T, \\
H_1 : \theta \text{ is not smaller than } (65, 70, 76, 81)_T.
\end{cases}
\]

In Example 4, the membership function \( \mu_\Pi(x) \) is obtained as

\[
\mu_\Pi(x) = \begin{cases}
\frac{x - 56.45}{8} & \text{if } 56.45 \leq x \leq 64.45 \\
1 & \text{if } 64.45 < x \\
0 & \text{otherwise}.
\end{cases}
\]

Therefore, by Definition 9, at a significance level of \( \delta = 0.05 \), \( H_0 \) is accepted with \( DA = \frac{A_1}{\Delta} = 1 \) and is rejected with \( DR = \frac{A_1}{\Delta} = 0 \). (See Fig. 13).
Example 8 Application in lifetime testing: The lifetime of the batteries (in terms of hours) produced by a company has an exponential distribution with an unknown mean $\theta$, i.e.,

$$f(x; \theta) = \frac{1}{\theta} \exp\left(-\frac{x}{\theta}\right), \quad x > 0, \quad \theta > 0.$$  

In a random sample of size $n = 12$ batteries, we observed the following trapezoidal fuzzy data:

| No | Data | No | Data |
|----|------|----|------|
| 1  | $(0, 0, 700, 1200)_T$ | 7  | $(0, 0, 100, 700)_T$ |
| 2  | $(0, 0, 1050, 1100)_T$ | 8  | $(0, 0, 900, 1150)_T$ |
| 3  | $(0, 0, 700, 1050)_T$ | 9  | $(0, 0, 550, 1100)_T$ |
| 4  | $(0, 0, 100, 460)_T$  | 10 | $(0, 0, 150, 700)_T$  |
| 5  | $(0, 0, 1050, 1300)_T$ | 11 | $(0, 0, 1100, 1220)_T$ |
| 6  | $(0, 0, 700, 1180)_T$ | 12 | $(0, 0, 100, 600)_T$ |

Note that measuring the lifetime of a battery may not yield an exact number. A battery (for instance data no. 1) may work perfectly for 700 (h) before it begins to lose power during the next 500 (h). It finally goes completely dead after 1200 (h). Suppose we are interested in testing the following one-sided fuzzy hypothesis at the significance level of $\delta = 0.10$:

$$H_0 : \theta \text{ is larger than } (800, 1000, 1000, 1250)_T, \quad H_1 : \theta \text{ is not larger than } (800, 1000, 1000, 1250)_T.$$

The right one-sided crisp confidence interval for $\theta$ at a confidence level of $(1 - \delta)$ is

$$(0, \frac{2nX}{\chi^2_{(2n, \delta)}}).$$

Now, by substituting $\left(\widetilde{X}_\alpha\right)^U$ and $\left(\widetilde{X}_\alpha\right)^L$ of $\widetilde{X}$ instead of $X$ in the above relation, the upper one-sided fuzzy confidence interval for $\theta$ at a confidence level of $1 - \delta = 0.90$, is a fuzzy set with the following $\alpha$-cuts

$$\Pi_\alpha = (0, \tilde{\Pi}_\alpha^U] = \left(0, \max\left[\frac{2n(\widetilde{X}_\alpha)^L}{\chi^2_{(2n, \delta)}}, \frac{2n(\widetilde{X}_\alpha)^U}{\chi^2_{(2n, \delta)}}\right]\right]$$

$$= (0, 1502.042 - 582.424\alpha], \quad (12)$$

where the membership function of $\widetilde{X}$ is $\mu_{\widetilde{X}}(x)=(0, 0, 600, 980)_T$ and its $\alpha$-cut is $\left[\left(\widetilde{X}_\alpha\right)^L, \left(\widetilde{X}_\alpha\right)^U\right] = [0, 980 - 380\alpha]$. Based on Relation (12), the membership function $\tilde{\mu}_\Pi(x)$ is obtained as

$$\mu_{\tilde{\Pi}}(x) = \begin{cases} 
1 & \text{if } 0 \leq x < 919.618 \\
\frac{1502.042 - x}{582.424} & \text{if } 919.618 \leq x < 1502.042 \\
0 & \text{otherwise}.
\end{cases}$$

Therefore, by Definition 9, at the significance level of $\delta = 0.1$, $H_0$ is accepted with $DA = \frac{\tilde{\Pi}_1}{\Pi_1} = \frac{216.342}{225} = 0.962$ and is rejected with $DR = \frac{\tilde{\Pi}_0}{\Pi_0} = \frac{3.069}{225} = 0.017$. (See Fig. 14).

5 Conclusion

The new approach proposed in this paper for testing statistical hypotheses in fuzzy environments, which is an extension of the Kahraman et al.’s work $^{37}$, has certain merits as follows:

1) It is established upon the concept of fuzzy confidence interval. (Note that, in classical testing hypotheses, there is a close relationship between interval estimation and hypothesis testing $^{39}$).
II) By introducing the concepts of degree of acceptance (DA) and degree of rejection (DR), the procedure enables us to test fuzzy hypotheses in a rather natural way.

III) This work can be regarded as a step toward the computing with words in the field of statistical intelligent analysis.

Applications of the proposed method in fuzzy regression models and in quality control may be some directions for future researches.
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