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ABSTRACT

This study aims to determine the effect of BPK audit findings, government’s wealth, size of government as well as leverage on the performance of local government districts / cities in Indonesia. The analytical method used is descriptive analysis, Classical Assumption Test, Multiple Linear Regression Analysis, Testing Hypothesis, and the coefficient of determination. This study examined the relationship between BPK audit findings with the performance of local governments, government’s wealth with local government performance, size of government with local government performance, as well as leverage the performance of local governments. The population in this study are all local government districts / cities in Indonesia, the sample in this study were 47 local government districts / cities in Indonesia. The type of data in this research is secondary data. The selection of the sampling method is a purposive sampling method. And data processing using SPSS software. The results contained in this research is the BPK audit findings and leverage partially no significant effect on the performance of the district / city in Indonesia. While the government’s negative wealth effect and the size of government has positive influence on the performance of the government. And other results are BPK audit findings, government’s wealth, size of government as well as leverage together have a significant influence on the financial performance of the district / city in Indonesia.
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1. INTRODUCTION

Autonomy to the regions is based on the principle of decentralization in the form of broad, real and responsible autonomy. This autonomy is broad because the authority lies in the regions (such as in a federal state). Autonomy is real because it requires the authority to organize, grow, live and develop in the region. Meanwhile, autonomy is called responsible because the central government has handed over authority to the regions for the achievement of the objectives of regional autonomy. This is to improve public welfare services for a better, democratic, fair, equitable and harmonious relationship in the Republic of Indonesia.

The granting of broad autonomy and decentralization to districts and cities provides an avenue for local governments to make reforms in their regional financial management systems and
regional budgets. In managing regional finances, local governments are required to manage regional finances that are public oriented (Mardiasmo, 2002). This includes demands for local governments to make financial reports and transparency of budget information to the public so that local government performance can be achieved.

According to Soeprapto (2003), there are many factors that influence the implementation and success of capacity building programs in local government. However, it can be specifically stated that in the context of regional autonomy, significant factors influencing capacity building include 5 (five) main points, namely, joint commitment, leadership, regulatory reform, institutional reform, and recognition of strengths and weaknesses.

In supporting the administration of the Government, the Regional Government prepares a financial budget which is then used as a guideline in carrying out its various activities. The budget in the Regional Government is commonly referred to as the Regional Revenue and Expenditure Budget (APBD). All local government revenues and expenditures in the form of money, goods and/services in the relevant fiscal year must be budgeted in the APBD (Kawedar, 2008). APBD is a unit consisting of regional income, regional expenditure and regional financing (Darise, 2008).

To support a better Regional Revenue and Expenditure Budget (APBD), public accountability is the most important element and is the main challenge faced by the government and civil servants. Accountability is in the social sciences involving various other branches of social science such as economics, administration, politics, behavior and culture. In addition, accountability can be interpreted as a form of obligation to account for the success or failure of the implementation of the organization's mission in. Achieve the goals and objectives that have been set previously, through a medium of accountability that is carried out periodically (Stanbury, 2003). So that public accountability can be carried out in a transparent manner with the aim of creating good governance, to make concrete efforts to realize good governance, as well as increasing transparency and accountability of government financial management, both the central government and local governments are required to submit accountability reports in the form of financial reports.

The problem of local government performance in Indonesia has been widely studied, but there are still few studies that examine the effect of local government characteristics and BPK audit findings on the performance of district/city local governments in Indonesia. This research is a replication of previous research. The difference between this study and previous research lies in the leverage variable. With this study, there are several reasons, namely using the performance of district/city local governments in Indonesia as the dependent variable and knowing the effect if leverage is applied in local governments. This research is very important because it can increase knowledge about public sector accounting and regional financial reporting.

2. RESEARCH METHOD
This study is a hypothesis testing study with the aim of testing the hypotheses that have been previously proposed regarding the findings of the BPK audit, government's wealth, size of government, and leverage on local government performance. Hypothesis testing aims to explain certain kinds of relationships, influences, determine group differences or independence on the performance of local governments.

The data used in this research is secondary data. Secondary data is a type of data obtained through certain sources indirectly. The source of the data used in this study is the data on the 2014 District/City Government Financial Reports in Indonesia

2.1 Analysis Method
a. Descriptive Analysis
Descriptive analysis is used to produce an overview of the data that has been collected. Descriptive analysis used in this study is the average (mean), maximum, minimum, and standard deviation.

2.2 Classic assumption test
The use of the classical assumption test aims to determine and test the feasibility of the regression model used in this study. Another objective is to ensure that the regression model used
has data that are normally distributed, free from autocorrelation, multicollinearity and heteroscedasticity.

a. Normality test
   The data normality test aims to test whether in the regression model, the independent variables, and the dependent variable have a normal distribution and not. In this normality test there are 2 ways to detect whether the residuals are normally distributed or not, namely by graphical analysis and statistical tests (Ghozali, 2011). The test equipment used is the analysis of histogram graphs and normal probability plot graphs and statistical tests with Kolmogorov-Smirnov Z (1-Sample KS).

b. Autocorrelation Test
   The autocorrelation test aims to test whether in a linear regression model there is a correlation between the confounding error in a period and the previous period. Autocorrelation problems are often found in time series data or time series because disturbances in a company tend to affect disturbances in the same company in the next period. Meanwhile, in cross-sectional data, autocorrelation problems are relatively rare because disturbances in different observations come from different companies.

c. Heteroscedasticity Test
   The heteroscedasticity test aims to test whether in the regression there is an inequality of variance from the residuals of one observation to another. If the residual variance from one observation to another observation is still called homoscedasticity. Meanwhile, if the residual variance from one observation to another is different, it is called heteroscedasticity. A good regression model is homoscedasticity, there is no heteroscedasticity by looking at the graph plot between the predicted value of the dependent variable, namely ZPRED with the residual value of SRESID. Detection of presence or absence can be done by looking at the presence or absence of a certain pattern on the Scatterplot graph between SRESID and ZPRED where the Y axis is the predicted Y, and the X axis is the residual (Y predicted -Y actually) which has been standardized.

3. RESULTS AND DISCUSSIONS

3.1 Descriptive Analysis
   Descriptive analysis is used to produce an overview of the data that has been collected. Descriptive analysis used in this study is the average (mean), maximum, minimum, and standard deviation.

| Table 1. Descriptive Statistics Results |
|----------------------------------------|
| Descriptive Statistics                 |
| N                                      |
| Minimum                                |
| Maximum                                |
| mean                                   |
| Std. Deviation                         |
| BPK Audit Findings                     |
| 47                                     |
| .00                                    |
| 2.00                                   |
| .9574                                  |
| .75058                                 |
| Government's Wealth                    |
| 47                                     |
| 10.13                                  |
| 15.66                                  |
| 13.3214                                |
| 1.27716                                |
| Size                                   |
| 47                                     |
| 27.63                                  |
| 30.83                                  |
| 28.8733                                |
| .76917                                 |
| Leverage                               |
| 47                                     |
| .00                                    |
| 2.21                                   |
| .4851                                  |
| .59189                                 |
| Government Performance                 |
| 47                                     |
| .79                                    |
| 1.39                                   |
| 1.0041                                 |
| .11590                                 |
| Valid N (listwise)                     |
| 47                                     |

Based on table 1 above, it can be seen that the BPK audit findings variable has a minimum value of 0.00 and a maximum value of 2.00. The mean value for BPK audit findings is 0.9574 and the value of Std. Deviation 0.75058 with a total of 47 samples of observations.

The government's wealth variable has a minimum value of 10.13 and a maximum value of 15.66. The mean value for government's wealth is 13.3214 and the value of Std. Deviation 1.27716 with a total of 47 samples of observations.

The variable size of government has a minimum value of 27.63 and a maximum value of 30.83. The mean value for the size of government is 28.8733 and the value of Std. Deviation 0.76917 with a total of 47 samples of observations.
The leverage variable has a minimum value of 0.00 and a maximum value of 2.21. The mean value for leverage is 0.4851 and the value of Std. Deviation 0.59189 with a total of 47 samples of observations.

The government performance variable has a minimum value of 0.79 and a maximum value of 1.39. The mean value for government performance is 1.0041 and the value of Std. Deviation 0.11590 with a total of 47 samples of observations.

3.2 Classic assumption test
The classical assumption test was carried out to ensure that in this study there was no multicollinearity, autocorrelation and heteroscedasticity, and the resulting data had a normal distribution. If there is no multicollinearity, autocorrelation and heteroscedasticity found, then the classical assumption has been fulfilled.

a. Normality test
The normality test in this study was carried out using the One Sample Kolmogorov-Smirnov Test. In the One-Sample Kolmogorov-Smirnov Test, a data is said to have a normal distribution if the significance value or the Asymp value. Sig. (2-tailed) is greater than 0.05. So, decision making in this test is based on:

1) If the results of the One-Sample Kolmogorov-Smirnov above the 0.05 level of significance indicate a normal distribution pattern, then the regression model meets the assumption of normality.

2) If the results of One Sample Kolmogorov-Smirnov below the 0.05 level of significance do not show a normal distribution pattern, then the regression model does not meet the assumption of normality.

Normality test results are presented in Table 2 as follows.

| Table 2. Normality Test Results One-Sample Kolmogorov-Smirnov Test |
|---------------------------------------------------------------|
| N | 47 |
| Normal Parameters, b mean | .0000000 |
| Normal Parameters, b Std. Deviation | .1030897 |
| Most Extreme Differences Absolute | .190 |
| Most Extreme Differences Positive | .190 |
| Most Extreme Differences negative | -.136 |
| Kolmogorov-Smirnov Z asymp. Sig. (2-tailed) | 1.304 |
| Source: Results of data processing with SPSS, 2016 |

Table 2 shows that the Asymp value. Sig. (2-tailed) of 0.067 is greater than 0.05. So it can be concluded that the data tested in this study are normally distributed. In addition to the results of the one-sample Kolmogorov Smirnov test, the author also displays the results of the normality test using a graph test to support the results of the one-sample Kolmogorov Smirnov test.
If the data distribution is normal, then the line that represents the actual data will follow the diagonal line. Seen from Figure 1 above, the results of the graph test using the PP plot show that the points spread around the diagonal line and their distribution follows the direction of the diagonal line. This graph shows that the regression model is feasible to use because it meets the assumption of normality.

b. Autocorrelation Test

Autocorrelation test aims to determine whether in a linear regression model there is a correlation between the confounders in period t and errors in period t-1 (previous). The analytical tool used is the Durbin Watson Statistical test with the following conditions:

1) If the Durbin Watson (DW) value lies between the upper limit or Upper Bound (DU) and 4 – DU, then the autocorrelation coefficient is zero, meaning there is no autocorrelation.
2) If the DW value is lower than the lower limit or Lower Bound (DL), then the autocorrelation coefficient is greater than zero, meaning that there is a positive autocorrelation.
3) If the value of DW is greater than (4-DL), then the autocorrelation coefficient is smaller than zero, meaning that there is a negative autocorrelation.
4) If the value of DW lies between the upper limit (DU) and the lower limit (DL) or DW lies between (4-DU) and (4-DL), then the results cannot be concluded.

In this study, because it uses n = 47, k = 5 so that according to the Durbin Watson table at the level of significance 0.05, it is known that dl = 1.3073 du = 1.7736, 4-du = 2.2264, and 4-dl = 2.6927

Table 3. Autocorrelation Test Results

| Model | R   | R Square | Adjusted R Square | Error of the Estimate | Durbin-Watson |
|-------|-----|----------|-------------------|-----------------------|---------------|
| 1     | .457a | .209     | .134              | .10789                | 2.134         |

Based on Table 3, the Durbin Watson (DW) value lies between the upper limit or Upper Bound (du) and 4-du, namely 1.7736 < 2.134 < 2.2264. Then the autocorrelation coefficient is equal to zero, which indicates that there is no autocorrelation or there is no correlation between the confounding error in a period and the previous period in the regression model of this study.

c. Heteroscedasticity Test

The heteroscedasticity test aims to test whether in the regression there is an inequality of variance from the residuals of one observation to another. If the residual variance from one observation to another observation is still called homoscedasticity. Meanwhile, if the residual variance from one observation to another is different, it is called heteroscedasticity.

A good regression model is homoscedasticity, there is no heteroscedasticity by looking at the graph plot between the predicted value of the dependent variable, namely ZPRED with the residual value of SRESID. Detection of presence or absence can be done by looking at the presence or absence of certain patterns on the Scatterplot graph between SRESID and ZPRED where the Y axis is the predicted Y, and the X axis is the residual (Y predicted - actual Y).

![Figure 2. Heteroscedasticity Test Results](image)
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From the results of the heteroscedasticity test, it can be seen that there is no clear pattern, and the points spread above and below the number 0 on the Y axis, it can be concluded that there is no heteroscedasticity in this research model.

d. **Multicollinearity Test**

This test aims to test whether the regression model found a correlation between the independent variables (independent). A good regression model should not have a correlation between the independent variables. Provisions in the multicollinearity test:

If the Tolerance value > 0.10 and VIF < 10, it can be interpreted that there is no multicollinearity in the study. If the value of Tolerance < 0.10 and VIF > 10, it can be interpreted that there is a multicollinearity disorder in the study.

Table 4. Multicollinearity Test Results

| Coefficientsa |
|----------------|
| Model          | Collinearity Statistics |
|                | Tolerance | VIF  |
| 1 (Constant)   |           |      |
| BPK Audit Findings | .869      | 1.151 |
| Government's Wealth | .848      | 1.180 |
| Size           | .807      | 1.240 |
| Leverage       | .822      | 1.217 |

Source: Results of data processing with SPSS, 2016

Based on Table 4, it can be concluded that there is no symptom of multicollinearity in the interaction of BPK audit findings, government's wealth, size of government and leverage on government performance because each tolerance value is above 0.10 and the VIF value is below 10.

3.2 **Multiple Linear Regression Analysis**

The analytical technique used in this study is multiple linear regression analysis to describe the effect of BPK audit findings, government's wealth, size of government and leverage on government performance. The results of the regression analysis can be seen in the following table:

Table 5. Multiple Linear Regression Analysis Results

| Coefficientsa |
|----------------|
| Model          | Unstandardized Coefficients | Standardized Coefficients | t | Sig. |
|                | B | Std. Error | Beta |     |     |
| 1 (Constant)   | .141 | .618 | .229 | .820 |
| BPK Audit Findings | .005 | .023 | .036 | .242 | .810 |
| Government's Wealth | -.042 | .014 | -.458 | -3.070 | .004 |
| Size           | .049 | .023 | .327 | 2.142 | .038 |
| Leverage       | -.028 | .030 | -.141 | -.930 | .358 |

Source: Results of data processing with SPSS, 2016

3.3 **Hypothesis Testing**

a. **F Statistic Test (F-test)**

The F test is used to see the effect of BPK audit findings, government's wealth, size of government and leverage on government performance simultaneously. This effect needs to be tested to see whether this regression model can be continued by performing a t-test (partial) or not.

If the results of the F test have a significant effect, then this regression model can be continued by performing a t test. On the other hand, if it has no effect, then the t-test (partial test) cannot be carried out, because all independent variables do not affect the dependent variable. The following is a table of F test results.
Table 6. F Test Results

| Model     | Sum of Squares | df | Mean Square | F    | Sig. |
|-----------|----------------|----|-------------|------|------|
| Regression| .129           | 4  | .032        | 2.773| .039 |
| Residual  | .489           | 42 | .012        |      |      |
| Total     | .618           | 46 |             |      |      |

Source: Results of data processing with SPSS, 2016

Based on the table above, it can be seen that the F test results show a significant value of 0.039 which is smaller than 0.05. The results of this F test indicate that the independent variables simultaneously (simultaneously) have a significant influence on the dependent variable, namely government performance. To see what independent variables have an effect on government performance, a t-test (partial test) is carried out.

b. T-Statistic Test (T-test)

The t-statistical test basically shows how far the influence of one independent variable individually in explaining the dependent variable. The hypothesis is formulated as follows:

- $H_0 : X_i = 0$, meaning that there is no significant effect of the independent variable on the dependent variable.
- $H_1 : X_i = 0$, meaning that there is a significant effect of the independent variable on the dependent variable.

Acceptance or rejection of the hypothesis in a study can be done with the following criteria:

1) If the significance value of t statistic $> 0.05$, then $H_0$ is accepted. This means that an independent variable individually has no influence on the dependent variable.

2) If the statistical significance value of t $< 0.05$, then $H_0$ is rejected. This means that an independent variable individually affects the dependent variable.

Table 7. T Test Results (Partial)

| Model              | Unstandardized Coefficients | Standardized Coefficients | t    | Sig. |
|--------------------|-------------------------------|---------------------------|------|------|
|                    | B                             | Std. Error                | Beta |      |
| 1 (Constant)       | .141                          | .618                      | .229 | .820 |
| BPK Audit Findings| .005                          | .023                      | .036 | .242 | .810 |
| Government's Wealth| -.042                         | .014                      | -.458| -3.070| .004 |
| Size               | .049                          | .023                      | .327 | 2.142| .038 |
| Leverage           | -.028                         | .030                      | -.141| -.930| .358 |

Source: Results of data processing with SPSS, 2016

Based on Table 7, the results of the regression test analysis state that the BPK audit findings and leverage have no partial (individual) significant effect on government performance. However, government's wealth and size of government partially have a significant effect on government performance.

The BPK audit findings have a t significance value of 0.810 $> 0.05$, meaning that the BPK audit findings partially have no significant effect on government performance. Government's wealth has a significance value of t of 0.004 $< 0.05$, meaning that government's wealth partially has a significant effect on government performance. Size of government has a significance value of t of 0.038 $< 0.05$, meaning that the size of government partially has a significant effect on government performance. Leverage has a significance value of t of 0.358 $> 0.05$, meaning that partial leverage has no significant effect on government performance.

3.4 Coefficient of Determination Test

The coefficient of determination (R2) essentially measures how far the model's ability to explain the variation of the dependent variable. The value range is 0 to 1, if the value of R2 is small, it means that the ability of the independent variables in explaining the variation of the
dependent variable is very limited, on the other hand, if R2 is large (close to the value of 1), it means that the ability of the independent variables to explain the variation of the dependent variable is large. The value of R2 can be seen in the following table 8.

| Model | R   | R Square | Adjusted R Square | Std. Error of the Estimate |
|-------|-----|----------|-------------------|----------------------------|
| 1     | .457a | .209     | .134              | .10789                      |

Source: Results of data processing with SPSS, 2016

Based on table 8, the value of R Square (R2) is 0.209, which means 0.209 or (20.9%) the independent variables, namely the findings of the BPK audit, government's wealth, size of government and leverage are able to explain government performance. While the remaining 79.1% is influenced or explained by other variables that are not included in the research model.

4. CONCLUSION

BPK audit findings have no significant effect on the performance of district/city governments in Indonesia. With these results, H1 is rejected.

Government's wealth has a negative and significant effect on the performance of district/city governments in Indonesia. With these results, H2 is rejected.

Size of government positive and significant effect on the performance of district/city governments in Indonesia. With these results, H3 is accepted.

Leverage does not have a significant effect on the performance of district/city governments in Indonesia. With these results, H4 is accepted.

The findings of the BPK audit, government's wealth, size of government and leverage simultaneously have a significant effect on the performance of district/city governments in Indonesia. With these results, H5 is accepted.
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