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Abstract—In this paper, we design receivers for filter bank multicarrier-based (FBMC-based) massive MIMO considering practical aspects such as channel estimation and equalization. In particular, we propose a spectrally efficient pilot structure and a channel estimation technique in the uplink to jointly estimate all the users’ channel impulse responses. We mathematically analyze our proposed channel estimator and find the statistics of the channel estimation errors. These statistics are incorporated into our proposed equalizers to deal with the imperfect channel state information (CSI) effect. We revisit the channel equalization problem for FBMC-based massive MIMO, address the shortcomings of the existing equalizers in the literature, and make them more applicable to practical scenarios. The proposed receiver in this paper consists of two stages. In the first stage, a linear combining of the received signals at the base station (BS) antennas provides a coarse channel equalization and removes any multiuser interference. In the second stage, a per subcarrier fractionally spaced equalizer (FSE) takes care of any residual distortion of the channel for the user of interest. We propose an FSE design based on the equivalent channel at the linear combiner output. This enables the applicability of our proposed technique to small and/or distributed antenna setups such as cell-free massive MIMO. Finally, the efficacy of the proposed techniques is corroborated through numerical analysis.
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I. INTRODUCTION

THE emergence of new applications and technologies such as high data rate holographic communications and low latency high mobility communications for autonomous driving, as well as massive machine-type communications, has marked a new era in communications, [1]. This calls for the development of a flexible air interface in different levels and the associated modulation scheme to deliver unprecedented levels of connectivity, reliability, and flexibility, often supplemented with strict latency requirements. Even though orthogonal frequency division multiplexing (OFDM) has been chosen for the physical layer of both 4G and 5G systems, its shortcomings, such as its sensitivity to frequency errors and bandwidth efficiency loss due to the redundant cyclic prefix (CP) and high out-of-band emissions motivate consideration of other alternative waveforms. Its high spectral efficiency and flexibility in prototype filter design to serve a diverse set of applications in future networks make filter bank multicarrier (FBMC) a promising candidate waveform for future wireless systems [2], [3].

Design of novel physical layer technologies and flexible modulation schemes such as FBMC that are bolstered with advanced co-located/distributed multiple antenna systems contribute towards an increased capacity and reliability in the future multiuser networks. The authors in [4] and [5] started this line of research and demonstrated the self-equalization/channel-flattening effect of FBMC in massive MIMO channels. In a more recent work, [6], it was noted that the channel-flattening effect of FBMC is limited and, thus, a more accurate equalization method was needed. In particular, it was shown that this limit is the result of the correlation between combiner taps and channel impulse responses between the user terminal and the base station (BS) antennas, [6]. It was further shown that this correlation converges to an equivalent channel which resembles the power delay profile (PDP) of the set of channels between the user of interest and the BS antennas. This finding was then used to propose a per-subcarrier per-user equalizer that recovers the Nyquist property that was broken by this PDP channel.

The authors in [7] use concepts in random matrix theory to obtain the asymptotic performance of FBMC-based massive MIMO systems with a linear combiner, similar to those in [4] and [5], and presented the mean squared error (MSE) of the recovered data symbols. These results show that the MSE saturates to a lower bound and becomes uniform across all the subcarriers. Taking note that the MSE and signal-to-interference plus noise (SINR) are inversely related, one may realize that this result is inline with the results of [4]. The authors in [8], on the other hand, analyze the performance of FBMC in multiuser massive MIMO systems with co-located antennas and derive lower bound expressions for achievable sum-rates with and without perfect channel state information (CSI) in the uplink when linear combiners are deployed. The results in this paper are also in line with those in [6] and [7].

It is well known that, accurate estimates of the underlying channels are required at the BS to deliver the promising benefits of massive MIMO systems. Furthermore, many of the emerging applications in future wireless networks require ultra-reliable low-latency communications (URLLC). [9]. This necessitates the need for highly accurate channel estimation techniques with minimal training overheads, especially in multiuser scenarios. In addition, the current literature on FBMC-based massive MIMO is mainly focused on asymptotic analysis, without much focus on the practical aspects, [6]– [8]. In particular, to the best of our knowledge, there is no
published work to date that extensively addresses the practical problems of channel estimation that were noted above, e.g., equalization in the presence of imperfect CSI, as well as the scenarios where the number of BS antennas are limited.

Hence, the focus of this paper is on the design of a practical receiver for FBMC-based massive MIMO systems in the presence of imperfect CSI. We start with the channel estimation problem in the uplink of FBMC-based network. We note that, in FBMC, subcarriers are orthogonal in the real field. This makes channel estimation a more complex task when compared to its OFDM counterpart. Existing channel estimation methods for FBMC are mainly based on the interference approximation method (IAM), e.g., see [10]. IAM is a frequency domain channel estimation technique and requires the maximum channel delay spread to be much shorter than the symbol interval. Thus, when this condition does not hold, IAM leads to inaccurate channel estimates. To avoid this issue, the time domain channel estimation techniques were proposed [11]–[14]. The authors in [11] and [12] propose time domain channel estimation techniques where guard symbols are required to separate different users’ pilots. This leads to a spectral efficiency loss and limitations in terms of latency, especially as the number of users scales up. Hence, in multiuser scenarios, reducing the pilot overhead for channel estimation in FBMC systems is of a paramount importance. An alternative time domain channel estimation method for FBMC and its extension to MIMO channels was proposed in [13] and further studied in [14]. This method considers sending pilots for each user on all the subcarriers where the users’ pilots are multiplexed in the code domain to allow sharing the same time-frequency resources for channel estimation. However, this solution suffers from a large amount of computational load at the receiver for demultiplexing different users’ channel responses based on their code sequences.

To address the aforementioned issues for channel estimation and meet the stringent latency requirements of future networks, in this paper, we propose a pilot structure and a time domain channel estimation method for FBMC-based massive MIMO. Opposed to the existing literature, our proposed pilot structure interleaves different users’ pilots in time and frequency without any guard symbols between them. We show that for a given user with the channel length $L$, utilization of only $L$ pilots for channel estimation is sufficient. This clearly leads to a great amount of savings in signaling overhead. This, in turn, translates into a reduced latency and improved spectral efficiency, especially as the number of users increases. Furthermore, this brings a significant relaxation on the pilot contamination problem in massive MIMO networks. [15], given that the minimum number of pilots is assigned to each user. The proposed channel estimator takes advantage of the intrinsic interference due to the absence of guard symbols between different users’ pilots and jointly estimates all the users’ channel impulse responses. We also mathematically analyze our proposed channel estimator and obtain the statistics of the channel estimation errors, which prove to be useful in combating the imperfect CSI effect.

We also address the channel equalization problem in massive MIMO FBMC, more inclined towards practical scenarios with both co-located and distributed antenna setups, i.e., cell-free MIMO [16]. We note that the PDP equalization method that has been proposed in [6] may not be applicable to such cases. By calculating the equivalent channel that is seen at the linear combiner output, we propose a novel fractionally spaced equalizers (FSE) as the second equalization stage and show its excellent performance using simulations. The proposed FSE in this paper also serves as a benchmark for evaluating the effectiveness of the PDP-based equalizer in [6]. Our analyses in this paper also include a study of the effects of the channel estimation errors on both the PDP-based and equivalent channel-based equalizers. Furthermore, we have developed methods for compensating the effect of imperfect CSI in massive MIMO setups with both co-located and distributed antennas. We note that the proposed PDP equalizer in [6] assumes perfect knowledge of the underlying channel PDP at the receiver. Clearly, this is not the case in practice, and hence, an estimate of the channel PDP should be obtained. Such estimate is also derived, and its efficacy is proven through simulations.

To summarize, the main contributions of this paper are the following; (i) We propose a joint multiuser and spectrally efficient channel estimation technique for the uplink of FBMC-based networks that is applicable to massive MIMO with both co-located and distributed antennas; (ii) We revisit the channel equalization problem in FBMC-based massive MIMO and propose a practical two-stage equalization technique that is highly effective in massive MIMO with both co-located and distributed antenna setups; (iii) We derive the statistical characteristics of the estimation errors of our proposed channel estimator and incorporate them into our proposed equalizers to tackle the imperfect CSI effects.

The rest of the paper is organized as follows. Section II presents FBMC principles, paving the way towards presenting our proposed pilot structure and multiuser massive MIMO channel estimation technique in Section III. In Section IV the principles of FBMC for massive MIMO are explained along with an asymptotic analysis that sheds light on the need for an extra stage of equalization after resolving the multiuser interference and a coarse equalization of the channel in the first stage. We show that this equalizer should be a fractionally spaced one and should be designed separately for each user. Two design techniques for the equalizers are also proposed. Section V expands our analysis to the imperfect CSI and discusses the corresponding equalizers. Section VI provides numerical analysis, confirming the validity of our claims through simulations. Finally, the paper is concluded in Section VII.

Notations: Matrices, vectors and scalar quantities are denoted by boldface uppercase, boldface lowercase and normal letters, respectively. $A_{m,l}$ represents the element in the $m^\text{th}$ row and the $l^\text{th}$ column of $A$ and $A^{-1}$ signifies the inverse of $A$. $I_M$ is the identity matrix of size $M \times M$, and $D = \text{diag}(\mathbf{a})$ is a diagonal matrix with diagonal elements in the vector $\mathbf{a}$. Superscripts ($\cdot)^{-1}$, $(\cdot)^T$, $(\cdot)^H$ and $(\cdot)^*$ indicate inverse, transpose, conjugate transpose, and conjugate operations, respectively. $\Re\{\cdot\}$, $\Im\{\cdot\}$, $E\{\cdot\}$, $(\downarrow M)$, $\star$ and $\text{tr}\{\cdot\}$ represent real
value, imaginary value, expectation, \( M \) fold decimation, linear convolution and matrix trace operators, respectively. Finally, \( \delta_{ij} \) represents the Kronecker delta function.

II. FBMC PRINCIPLES

We consider the discrete time baseband equivalent of the staggered multi-tone (SMT) system. This modulation scheme divides the transmission bandwidth into \( M \) sub-carrier bands with the normalized bandwidth of \( 1/M \) each. The real-valued data symbols in SMT are placed on a regular time-frequency grid with the time and frequency spacings of \( T/2 \) and \( 1/T \), respectively. Thus, the synthesized signal is expressed as

\[
x[l] = \sum_{m=0}^{M-1} \sum_{n=-\infty}^{\infty} s_{m,n} f_{m,n}[l],
\]

where \( s_{m,n} \) is the real-valued data symbol at the frequency index \( m \) and the time index \( n \), and

\[
f_{m,n}[l] = f[l - nM/2]e^{j2\pi ml/M} e^{j\pi (m+n)/2},
\]

is the modulated and phase-adjusted pulse-shape that carries \( s_{m,n} \).

In (2), \( f[l] \) is a prototype filter that is designed such that for all pairs of \((m, n)\) and \((m', n')\)

\[
\Re \left\{ \sum_{l=-\infty}^{\infty} f_{m,n}[l] f_{m',n'}^{*}[l] \right\} = \delta_{mm'}\delta_{nn'}.
\]

This property, which is known as orthogonality in the real field, implies that the set of functions \( f_{m,n}[l] \), for all choices of \( m \) and \( n \), defines a basis set that carries the real-valued data symbols \( s_{m,n} \). These data symbols can be extracted from the synthesized signal \( x[l] \) by projecting \( x[l] \) on the basis functions \( f_{m,n}[l] \) and taking the real-part of the results. That is,

\[
s_{m,n} = \Re \{ \langle x[l], f_{m,n}[l] \rangle \},
\]

and projection of \( x[l] \) on \( f_{m,n}[l] \) is defined as

\[
\langle x[l], f_{m,n}[l] \rangle = \sum_{l=-\infty}^{\infty} x[l] f_{m,n}^{*}[l].
\]

Assuming a time-invariant channel, the received signal at the receiver can be written as

\[
r[l] = h[l] \ast x[l] + \eta[l],
\]

where \( h[l] \) represents multi-path channel impulse response with length \( L \) and \( \eta[l] \) is additive white Gaussian noise (AWGN) with the variance of \( \sigma_{\eta}^2 \), i.e., \( \eta[l] \sim \mathcal{CN}(0, \sigma_{\eta}^2) \).

We define the analyzed/demodulated signal samples

\[
z_{m,n} = \langle r[l], f_{m,n}[l] \rangle,
\]

and note that the data symbols \( s_{m,n} \) are extracted by passing the sequence \( z_{m,n} \) through an equalizer and taking the real-part of the output. In its simplest form, when the channel is approximated by a flat gain across each subcarrier band, a single-tap equalizer is sufficient. Since this approximation is not always valid, a multi-tap equalizer may be favorable, \[17\]. For the equalizer to provide a satisfactory performance, accurate channel estimation is of paramount importance. Thus, the following section is focused on channel estimation.

III. CHANNEL ESTIMATION

In this section, we propose a spectrally efficient pilot structure and a joint multiuser channel estimation technique for the uplink of FBMC-based networks. We also provide the estimation error characteristics of the proposed method. This will be used in the following sections to mitigate the imperfect CSI effects on the proposed channel equalization techniques. In our proposed channel estimation method, we use only \( L \) rather than \( M \) pilot subcarriers per user. Noting that typically \( L \ll M \), using \( L \) pilots significantly reduces the signaling overhead. Moreover, to further reduce the signaling overhead, guard bands are avoided between different users’ pilot subcarriers. However, to avoid interference between the pilot and data symbols, we follow the previous literature, \[11\], and insert a few guard symbols after pilot symbols. The proposed pilot structure is presented in Fig. 1.

As we perform per antenna channel estimation, for the sake of simplicity of the notations and without loss of generality, we drop the antenna index. We assume that \( K \) users transmit their pilot symbols simultaneously. The pilot symbols that are transmitted by the \( k \)th user are put together in the real-valued column vector \( p_{k} = [p_{k}^{0}, p_{k}^{1}, \ldots, p_{K-1}^{N_p}]^{T} \), where \( N_p \) is the number of pilots and the associated demodulated vector at the receiver is the complex-valued column vector \( z_{k} = [z_{p_{k}^{0}}, z_{p_{k}^{1}}, \ldots, z_{p_{K-1}}^{N_{p}}]^{T} \).

Following the SMT signal synthesis in (1) and signal analysis in (7), straightforward manipulations leads to

\[
\bar{z} = \bar{A}\bar{h} + \bar{\eta},
\]

where \( \bar{z} = [z_{0}^{T}, \ldots, z_{K-1}^{T}]^{T}, \bar{h} = [h_{0}^{T}, \ldots, h_{K-1}^{T}]^{T}, \bar{\eta} = [\eta_{0}^{T}, \ldots, \eta_{K-1}^{T}]^{T}, h_{k} = [h_{k}[0], \ldots, h_{k}[L-1]]^{T} \) is the channel vector of user \( k \), \( \eta_{k} \) is the noise contribution to the received pilot sequence of user \( k \), and

\[
\bar{A} = \begin{bmatrix}
A_{0} & \zeta_{0} & \cdots & \zeta_{K-1} \\
\zeta_{1} & A_{1} & \cdots & \zeta_{K-1} \\
\vdots & \vdots & \ddots & \vdots \\
\zeta_{K-1} & \zeta_{K-1} & \cdots & A_{K-1}
\end{bmatrix}.
\]
The matrices $A_k$ and $c_{kj}^k$ are of size $N_p^k \times L$ and $N_p^k \times L$, respectively, and have the elements

$$A_k(i,l) = \sum_{q} \sum_{n' \neq n} s_{m',n'}^k f[q - l - n' \frac{M}{2}] e^{j \frac{2\pi m' n}{M}},$$

and

$$c_{kj}^k(i,l) = \sum_{q} \sum_{n' \neq n} s_{m',n'}^k f[q - l - n' \frac{M}{2}] e^{j \frac{2\pi m' n}{M}},$$

where $(m_k^i, n_k^i)$ is the pair of time-frequency indices that map to the $i$th row of $A_k$. We may also note that the columns of $A_k$ are aligned with the sample position in the respective channel impulse response $h_k$.

The matrix $A_k$ is the gain factor indicating the contribution of pilots transmitted by the user $k$ on the respective demodulated signals at the receiver. The matrix $A_k^{-1}$, on the other hand, indicates the intrinsic interference produced by the pilots of the user $k$ on the demodulated signals of the user $k_j$. Hence, decouples the users' channel responses from their training sequences. This enables accurate estimation of all the users' channel impulse responses by taking into account the intrinsic interference between the users' pilot sequences.

We also note that overlapping of the subcarrier bands in SMT introduces some correlation among the elements of the noise matrix $C_{\bar{\eta} \bar{\eta}}$, whose impact on the minimum variance unbiased (MVU) estimate of $\bar{h}$ is reflected in the following equation, [18].

$$\hat{\bar{h}} = (\bar{A}^H C_{\bar{\eta} \bar{\eta}}^{-1} \bar{A})^{-1} \bar{A}^H C_{\bar{\eta} \bar{\eta}}^{-1} \bar{z}. \quad (12)$$

The $(i,j)$th element of the covariance matrix $C_{\bar{\eta} \bar{\eta}}$ may be calculated as

$$C_{\bar{\eta} \bar{\eta}}(i,j) = \text{cov}(|\eta_{m_i,n_i}, \eta_{m_j,n_j}|) = \mathbb{E}[|\eta_{m_i,n_i}, \eta_{m_j,n_j}|^2] - \mathbb{E}[|\eta_{m_i,n_i}|^2] \mathbb{E}[|\eta_{m_j,n_j}|^2]$$

$$= \sigma^2_{\bar{\eta}} \sum_{l=\infty}^{\infty} f[l] f^*[l] e^{j \frac{2\pi (m_i - m_j) l}{M}} e^{j \frac{2\pi (n_i - n_j) l}{M}}, \quad (13)$$

where $\sigma^2_{\bar{\eta}}$ is the noise variance at the receiver input, and the pairs of $(m_i,n_i)$ and $(m_j,n_j)$ are the pairs of time-frequency indices that map to the $i$th and $j$th elements of $\bar{\eta}$.

It is further noted that the presence of channel noise leads to inaccurate channel estimates $\hat{\bar{h}}$. This adversely affects signal detection. Hence, it is of a great importance to take the noise characteristics into account at the detection stage. To this end, we start from our recent results in [19] on channel estimation error where it is shown that the MSE of channel estimation can be found as

$$\text{MSE} = \text{tr}\{(\bar{A}^H C_{\bar{\eta} \bar{\eta}}^{-1} \bar{A})^{-1}\}. \quad (14)$$

This, in part, depends on pilot sets and prototype filter, hence, can be pre-calculated off-line. There is also a proportionality constant equal to the channel noise power that may be added on-line. Accordingly, the estimation error for the channel tap $l$ between BS antenna $i$ and user $k$, $\Delta h_i,k[l]$, may be approximated by a complex Gaussian distribution with zero mean and the variance

$$\sigma^2_{\text{et}} = \frac{\text{MSE}}{K \times L}. \quad (15)$$

Our proposed equalization techniques in the following section require the statistics of the estimation errors in the frequency domain. Using Parseval’s theorem, one may realize that estimation error at a given subcarrier $m$, also follows complex Gaussian distribution with the variance

$$\sigma^2_{\text{et}} = L \sigma^2_{\text{et}}. \quad (16)$$

That is, $\Delta H_i,m \sim \mathcal{CN}(0, \sigma^2_{\text{et}})$.

It may be further noted that the limited length of the channel response in the time-domain implies that the estimation errors $\Delta H_i,m$, across different subcarriers, are not independent. Nevertheless, since in this paper, signals from different subcarriers are processed independently, such correlation has no relevant impact on our receiver design and thus is ignored in the rest of our discussions.

IV. MASSIVE MIMO FBMC: ASYMPTOTIC ANALYSIS AND EQUALIZER DESIGN

In this section, we develop practical channel equalization techniques for FBMC-based massive MIMO with co-located and distributed antennas. To this end, we start with modifying the existing PDP equalizer in [6] and propose an equalizer shortening method that leads to a substantially reduced delay. This, in particular, makes our proposal attractive for applications with stringent latency requirements. We also take note that the PDP equalizer of [6] relies on the assumption that the number of BS antennas is large. We propose a per-subcarrier equivalent channel-based equalization technique that does not rely on this assumption. This new design will be found instrumental in cell-free networks where the number of effective antennas seen by each user terminal remains small and the channel PDPs vary among different receiver antennas. The proposed equivalent channel-based FSE also sets a benchmark for evaluating the performance of the PDP equalizer of [6] and its modified version here.

Let us consider a single-cell massive MIMO setup including a BS equipped with $N$ antennas and $K$ single-antenna users. The received signal at a given antenna $i$ can be expressed as

$$r_i[l] = \sum_{k=0}^{K-1} x_k[l] h_{i,k}[l] + \eta_i[l], \quad (17)$$

where $x_k[l]$ is user $k$ transmit signal, $\eta_i[l] \sim \mathcal{CN}(0, \sigma^2_{\eta})$ is the additive noise at BS antenna $i$ and $h_{i,k}[l]$ is the channel impulse response between user $k$ and BS antenna $i$. We assume that the BS antenna array is sufficiently compact and model the channels between any given user $k$ and all the BS antennas with the same PDP, i.e., $p_k[l]$ for $l = 0, \ldots, L - 1$. Thus, the channel taps $h_{i,k}[l]$ follow the distribution $\mathcal{CN}(0, p_k[l])$ and are independent of one another. Furthermore, we assume the average transmit power of unity for each user terminal.

Stacking the demodulated signals corresponding to different BS antennas, after phase adjustment (i.e., removing the phase
factor $e^{j\pi(m+n)/2}$ but before taking the real part, into $N \times 1$ vectors $z_{m,n}$, we have

$$z_{m,n} = \sum_{n'=-\infty}^{\infty} \sum_{m'=0}^{M-1} H_{mm',nn'} s_{m',n'} + \eta_{m,n},$$

where the vector $s_{m,n} = [s_{m,n}, \ldots, s_{m,n}^{K-1}]^T$ contains the real-valued data symbols of different users at the time-frequency slot $(m, n)$, $\eta_{m,n}$ is the contribution of noise, and $H_{mm',nn'}$ is the $N \times K$ gain matrix among data symbols across both time and frequency with the elements of

$$H_{mm',nn'} = h_{m,k}^i[n - n'] e^{j(m'+n'-m-n)\frac{\pi}{2}},$$

where $h_{m,k}^i[n] = (f_{m'}[l] * h_{i,k}[l] * f_m[l])_{\mathbb{R}}$.

Considering perfect synchronization and knowledge of the channel, and using a per-subcarrier combiner matrix $W_m$, the data symbols of different users are estimated as

$$\hat{s}_{m,n} = \mathbb{R}\{W_m^H z_{m,n}\} = \mathbb{R}\{\sum_{n'=-\infty}^{\infty} \sum_{m'=0}^{M-1} G_{mm',nn'} s_{m',n'} + \eta_{m,n}'\},$$

where $G_{mm',nn'} = W_m^H H_{mm',nn'}$ and $\eta_{m,n}' = W_m^H \eta_{m,n}$. The common linear combiners, the maximum ratio combining (MRC), the zero forcing (ZF) detector, and the minimum mean square error (MMSE) detector, are respectively defined as

$$W_m = \begin{cases} H_m D_m^{-1}, & \text{for MRC,} \\ H_m (H_m^H H_m)^{-1}, & \text{for ZF,} \\ H_m (H_m^H H_m + \sigma_n^2 I_k)^{-1}, & \text{for MMSE,} \end{cases}$$

where $H_m$ is the $N \times K$ channel matrix whose element, $(i, k)$ represents the channel gain at the center of a given subcarrier $m$ between user $k$ and BS antenna $i$, i.e., $H_{m,k}^i \triangleq \sum_{l=0}^{L-1} h_{i,k}[l] e^{-j\frac{\pi}{M} m l}$. In MRC, the $K \times K$ diagonal matrix $D_m$ normalizes the combiner outputs with the coefficients $D^{i,k}_m = \sum_{l=0}^{N-1} |H_{m,k}^i[l]|^2$.

The authors in [6] have shown that even with an infinite number of antennas, a residual interference remains at the output of any of the above combiners. It has been also noted that for a large number of antennas, all the above combiners converge to $1/N H_m$. Accordingly, the equivalent channel impulse response between the transmitted symbols at subcarrier $m'$ of terminal $k'$ and the received and combined signal at subcarrier $m$ of BS output corresponding to terminal $k$ may be expressed as

$$g_{mm',nk'}[n] = (f_{m'}[l] * h_{k,k',m}^{(\text{equivalent})}[l] * f_{m}[l])_{\mathbb{R}},$$

where

$$h_{k,k',m}^{(\text{equivalent})}[l] = \frac{1}{N} \sum_{i=0}^{N-1} (H_{m,k}^i * h_{i,k',m}[l]),$$

is the combined/equivalent channel between the user terminal $k'$ and the combiner output of the $k$th user over the subcarrier band $m$.

In [6], it is shown that for a large number of antennas $N$, at the BS, $h_{k,k',m}^{(\text{equivalent})}[l]$ vanishes to zero, when $k \neq k'$, and when $k = k'$, $h_{k,k,k,m}^{(\text{equivalent})}[l]$ in (22) may be replaced by

$$\bar{p}_{m,k}[l] = p_k[l] e^{j2\pi lm/M},$$

where $p_k[l]$ is the channel PDP between the user terminal $k$ and the BS antennas.

It has been further argued in [6] that the presence of $h_{k,k',m}^{(\text{equivalent})}[l]$ (equivalently, $\bar{p}_{m,k}[l] h_{i,k'}$) in (22) breaks the Nyquist property between the transmit and receive prototype filters. Hence, a per subcarrier equalizer should be adopted to undo the effect of $h_{k,k',m}^{(\text{equivalent})}[l]$. Accordingly, [6] has proposed the zero forcing equalizer

$$\Phi_{m,k}(\omega) = 1/\bar{p}_{m,k}(\omega),$$

where $\bar{p}_{m,k}(\omega)$ is the discrete-time Fourier transform (DTFT) of $p_{m,k}[l]$. Furthermore, it has been noted in [6] that the equalizer introduced in (25) is a modulated version of a baseband equalizer common to all the subcarriers. Hence, a single equalizer design will suffice.

The rest of this section is organized as follows. We first revisit the PDP-based equalizer design of [6], take note that it is only applicable to large and colocated antenna systems, mention some of the inherent problems of this design, and propose a new design technique for resolving these problems. Next, we note that in distributed antenna systems, where the antennas that are attached to a BS are distributed over a wide area for a higher diversity gain, [16], the underlying channels have different PDPs and thus the PDP equalizer design is not applicable. The same is true for cell-free MIMO systems [21]. Moreover, we note that when the number of BS antennas is small, the PDP equalizer may not be effective. We thus propose a new equalizer design that can serve these scenarios. Lastly, we take note that the distributed antenna/cell-free systems need a special treatment to keep the same fairness for all users in the network.

### A. Large and colocated antenna systems

Further study of the above equalizer design reveals that, [6], the equalizer (25) may be implemented at baseband, i.e., after the analysis filter bank, the $M/2$-fold decimation, and the combining (20), but before taking the real-part. This, obviously, reduces the complexity of the receiver significantly as the equalizer is implemented at a reduced sampling rate. Moreover, [6] has noted that only a common equalizer may be used for each subcarrier, as against $N$ separate equalizers (one for each antenna). The implemented equalizer in the baseband is the demodulated and $M/2$-fold decimated version of $\Phi_{m,k}(\omega)$, in the time domain. Furthermore, the demodulated version of $\Phi_{m,k}(\omega)$, i.e., $\Phi_{m,k}(\omega)$, before decimation has to be band limited through an antialiasing filter. Another point that needs to be noted is that the baseband equalizer designed here is an FSE [22] with tap-spacing of half symbol spacing.

In typical FBMC systems, the prototype filter is often chosen to be a square-root Nyquist filter with an excess bandwidth of 100%, equivalent to a roll-off factor $\alpha = 1$. This leaves no room for the transition band of the antialiasing filter that was
mentioned above. Hence, \cite{6} has proposed the use of a brick-wall antialiasing filter. Such brick-wall filter, unfortunately, increases the length of the equalizer significantly. This leads to both complexity and latency issues. Here, we propose a modified design that solves these shortcomings of the PDP equalizer design of \cite{6}.

We first note that for \( k = k' \) and \( m = m' \), replacement of (24) in (22) leads to

\[
g_{m,m'}^{k,k}[n] = (f_m[l] \ast p_k[l])e^{j2\pi lm/M} \ast f_m^*[l], \tag{26}
\]

where \( f_m[l] \triangleq f[l]e^{j2\pi lm/M} \). Noting that \( f_m[l] \) is a bandpass filter with a bandwidth of \( 2/M \), centered at the subcarrier frequency \( f_c = 1/M \), and following the basic theory of multirate signal processing \cite{23}, \cite{24}, it is straightforward to show that \( g_{m,m'}^{k,k}[n] \) is a baseband signal that spans over the frequency band \(-\frac{1}{M} < f < \frac{1}{M}\). It is also known that the decimation by \( M/2 \) may be viewed as a demodulation process that removes the modulation factor \( e^{j2\pi lm/M} \) from all the terms on the right-hand side of (26), leading to

\[
g_k[n] = (f[l] \ast p_k[l]) \ast f[l], \tag{27}
\]

where we have defined the pulse-shape \( g_k[n] = g_{m,m'}^{k,k}[n] \), noting that the right-hand side of (27) is independent of \( m \).

The result in (27) shows that a common equalizer that removes any inter-symbol interference (ISI) generated by the pulse-shape \( g_k[n] \) may be designed and applied to all subcarrier signals at the FBMC receiver output, i.e., after analysis filter bank, decimation, and combining. This equalizer is a fractionally spaced one, \cite{23}, \cite{25}, that, for any \( m \), covers the \( m \)-th band of the filter bank, including the portions of the band that overlap with the adjacent bands. It thus also removes the intrinsic interference from the adjacent bands. The equalizer design, here, may be a ZF or an MMSE one that can provide a satisfactory performance with a very small number of taps. As a result, our proposal here addresses the aforementioned complexity and latency issues of the equalizer in \cite{6}. Numerical examples that show the impact of these modifications on the design of the equalizer, when compared to equalizer design of \cite{6}, are discussed in Section \textbf{VI}.

\section*{B. Small antenna systems}

We first note that when the number of BS antennas is small, the ZF or MMSE combiners significantly outperform MRC, hence, should be adopted. When any of these combiners is adopted, the equivalent channel response (23), for \( k = k' \), should be replaced by

\[
h_{k,k,m}^{\text{(equiv)}}[l] = \sum_{i=0}^{N-1} (W_{m,i,k}^{\text{equiv}})^*h_{i,k}[l], \tag{28}
\]

where the coefficients \( W_{m,i,k}^{\text{equiv}} \) are the combiner coefficients given by the ZF or MMSE combiner in (21). Substituting (28) in (22) leads to

\[
g_{m,m'}^{k,k}[n] = \left[ f_m[l] \ast \left( \sum_{i=0}^{N-1} (W_{m,i,k}^{\text{equiv}})^*h_{i,k}[l] \right) \ast f_m^*[l] \right] \downarrow \frac{m}{M}. \tag{29}
\]

Following the discussions surrounding equations (26) and (27), above, one will find that, here, \( g_{m,m'}^{k,k}[n] \) is a baseband pulse-shape that, unlike \( g_k[n] \) in (27), varies with the subcarrier index \( m \). Hence, here, for each subcarrier band, we propose designing a ZF or MMSE equalizer that removes ISI in the pulse-shape \( g_{m,m'}^{k,k}[n] \) of (29). The numerical results that are presented in Section \textbf{VI} show an excellent performance of this design. In particular, we find that even for a small number of BS antennas, when this equalizer design is applied to the output of a ZF or MMSE combiner, the receiver performance remains very similar to that of the single user performance. This observation may be explained as follows. The ZF or MMSE combiner removes most of the multi-user interference. The remaining distortion, which is limited to the user of interest, is then removed by the equalizer.

\section*{C. Cell-free/distributed antenna systems}

In this scenario, \( N_{AP} \) distributed access points (APs) are connected to a central processing unit (CPU) through a backhaul network as in Fig 2. We consider a centralized processing scenario in the uplink, similar to (21), where the CPU performs detection by processing all the received signals from \( N \) total antennas. It is worth mentioning that distinct APs are assigned antenna indices that belong to mutually disjoint subsets of the available antennas, i.e., a given antenna is only assigned to one AP. In this work, without loss of generality, we consider APs that are equipped with an equal number of antennas, i.e., \( \frac{N}{N_{AP}} \) antennas each.

In the previous cases, we assumed perfect power control. Hence, we assumed the normalized PDP which would result in \( \sum_i p_{i,k}[l] = 1 \), for all pairs of \( i \) and \( k \). In a cell-free/distributed antenna scenario, \( \sum_i p_{i,k}[l] = \beta_{i,k} \), where \( \beta_{i,k} \) is a large-scale fading coefficient that depends on the distance between a given user \( k \) and an antenna \( i \) and any shadowing effects, \cite{16}, \cite{26}. We assume the same normalized PDP and the large-scale fading coefficient for a given user and all the antennas of a given AP.

The presence of different large-scale fading coefficients with large variations between a given user and APs in a cell-free massive MIMO architecture results in fairness issues \cite{16}. This necessitates the application of effective power control methods that can strike a balance between fairness and average SINR.
performance \cite{27}. Hence, here, we deploy the fractional power control that is proposed for OFDM-based cell-free massive MIMO in \cite{28}. This is an extended form of the power control method used in the long term evolution (LTE) standard. Based on the results of \cite{28}, the power control coefficient for a given user \( k \) in the uplink of a cell-free massive MIMO can be obtained as
\[
\mu_k \propto \frac{1}{(\sum_{i=0}^{N-1} \beta_{i,k})^{\nu}},
\]
(30)
where \( \nu \) is a design parameter to be set between 0.5 and 0.7, \cite{27}, \cite{29}. By changing \( \nu \), we are able to adjust the trade-off between fairness and average SINR. Thus, the transmit signal of user \( k \) may be expressed as
\[
x_k[l] = \sum_{m=0}^{M-1} \sum_{n=-\infty}^{\infty} \sqrt{\mu_k s_{m,n,l}^k}. \tag{31}
\]
This is a simple modification to (1) which leads to the following modified form of the equivalent channel \cite{28},
\[
h_{(eqvlt)}^k[k,k,m,l] = \sum_{i=0}^{N-1} (W_{m,l}^i)^* \sqrt{\mu_k h_{i,k,l}}. \tag{32}
\]
The FSE design thus follows accordingly.

D. Summary

Fig. 3 summarizes our proposal in this section as a two-stage equalization process following the analysis filter bank (AFB) steps expressed by (18) and (19). The first stage is a conventional linear combining that equalizes the channels at the center of the subcarrier bands and separates different users' signals. This stage can be thought of as a coarse equalization and multiuser detection stage. In the second stage, the output of the first stage is passed through a set of FSEs that repeat for each subcarrier \( m \) and every user \( k \) for removal of any residual ISI as well as any inter-carrier interference (ICI).

V. CHANNEL EQUALIZATION WITH IMPERFECT CSI

The equalizer designs that have been proposed so far are based on the assumption of having perfect CSI at all the BS antennas. Obviously, in practical systems, the presence of channel estimation errors can adversely affect the performance of these equalizers. Here, we use the results of Section III and modify our proposed designs in Section V to take the statistics of the channel estimation errors into account in the detection stage.

A. Large and co-located antenna systems

The combiners with imperfect CSI are derived by substituting \( H_{m,k}^i \) with \( \hat{H}_{m,k}^i = H_{m,k}^i + \Delta H_{m,k}^i \) in (21). Here, to get some insight, we look at these combiners by exploring their performance in the asymptotic regime where \( N \) grows to a large value.

We recall that, in the case of MRC, \( D_m \) is a diagonal matrix with the diagonal elements \( D_{m,k} = \sum_{i=0}^{N-1} |H_{m,k}^i|^2 \). With imperfect CSI, this becomes
\[
\hat{D}_{m,k} = \sum_{i=0}^{N-1} |H_{m,k}^i + \Delta H_{m,k}^i|^2. \tag{33}
\]
Assuming uncorrelated estimation errors and channel gains, by the law of large numbers, in the asymptotic regime, \( \hat{D}_m \) converges to
\[
N(E\{|H_{m,k}^i|^2\} + E\{|\Delta H_{m,k}^i|^2\}) = N + N\sigma_{ef}^2. \tag{34}
\]
Using a similar approach for the ZF combiner, it is not hard to show that in the asymptotic regime \( \hat{H}_m \) converges to \( D_m \). Hence, the ZF combiner performance loss due to channel estimation error follows that of the MRC.

In the MMSE combiner case, we argue that as \( N \) grows large, \( \sigma_{ef}^2 \) will become negligible when compared to \( N + N\sigma_{ef}^2 \) and, hence, MMSE combiner will converge to the ZF combiner which in the asymptotic regime is similar to the MRC. These show that in the asymptotic regime, all three combiners converge to \( \hat{W}_m = \frac{1}{N+1+\sigma_{ef}^2} \hat{H}_m \). Consequently, from (20), the combined/equivalent channel between the transmit symbol at subcarrier \( m' \) of terminal \( k' \) and the received one at subcarrier \( m \), at the \( k \)th combiner output converges to
\[
h_{(eqvlt)}^k[k,k',m,l] = \frac{1}{N(1+\sigma_{ef}^2)} \sum_{i=0}^{N-1} (\hat{H}_{m,k}^i)^* h_{i,k',l} \tag{35}
\]
Moreover, for large values of $N$, \((35)\), reduces to
\[
\hat{h}_{k,k',m}[l] = \frac{1}{1 + \sigma_{ef}^2} \mathbb{E}\{(\hat{H}^{i,k}_{m})^*h_{i,k'}[l]\}. \quad (36)
\]
Assuming independent channel responses for different users, independent channel taps, and uncorrelated channel estimation errors, one will find that
\[
\mathbb{E}\{(\hat{H}^{i,k}_{m})^*h_{i,k'}[l]\} = p_k[l]e^{j2\pi lm/M} \delta_{kk'}. \quad (37)
\]
Thus, the equivalent channel converges to
\[
\hat{h}_{k,k',m}[l] = \bar{p}_m[k][l] \delta_{kk'}, \quad (38)
\]
where
\[
\bar{p}_m[k][l] = \frac{\hat{p}_m[k][l]}{1 + \sigma_{ef}^2}. \quad (39)
\]

The above results lead to the following conclusion. To compensate for the imperfect CSI, the scaling factor $1/(1 + \sigma_{ef}^2)$ should be added to the PDP $\hat{p}_m[k][l]$. This is equivalent to adding the correction factor $1 + \sigma_{ef}^2$ to the designed equalizer. The accuracy of this modified design is corroborated through simulations in Section VI.

**PDP approximation:** In the imperfect CSI scenario, the knowledge of channel statistics is not always available. Thus, we propose to approximate the PDP by taking the average
\[
\hat{p}_k[l] = \frac{1}{N} \sum_{i=0}^{N-1} |\hat{h}_{i,k}[l]|^2. \quad (40)
\]
This is then replaced for $p_k[l]$ in \((37)\).

**B. Small antenna systems**

Substituting the channel estimates in \((28)\), we obtain the equivalent channel estimate
\[
\hat{h}_{k,k',m}[l] = \sum_{i=0}^{N-1} (W_i^{i,k}_m)^* \hat{h}_{i,k'}[l], \quad (41)
\]
where $\hat{h}_{i,k'}[l] = h_{i,k'}[l] + \Delta h_{i,k'}[l]$.

Here, for moderate and large values of $N$,
\[
\hat{h}_{k,k',m}[l] \to \frac{1}{1 + \sigma_{ef}^2} \mathbb{E}\{(\hat{H}^{i,k}_{m})^*h_{i,k'}[l]\}. \quad (42)
\]
Assuming independent channel responses and uncorrelated estimation errors,
\[
\mathbb{E}\{(\hat{H}^{i,k}_{m})^*h_{i,k'}[l]\} = \sum_{l'=0}^{L-1} E\{h_{i,k'}[l']|h_{i,k}[l]\} e^{j2\pi lm/M} + \sum_{l'=0}^{L-1} E\{\Delta h_{i,k'}[l']|\Delta h_{i,k'}[l]\} e^{j2\pi lm/M} = \bar{p}_m[k][l] \delta_{kk'} + \sigma_{ef}^2 e^{j2\pi lm/M} \delta_{kk'}. \quad (43)
\]

Hence, \((42)\) can be written as
\[
\hat{h}_{k,k',m}[l] \to \hat{h}_{k,k',m}[l] + \frac{\sigma_{ef}^2}{1 + \sigma_{ef}^2} e^{j2\pi lm/M}. \quad (44)
\]
where the second term on the right-hand side of \((44)\) is due to the effect of channel estimation errors. This can be simply mitigated by subtracting the correction term $\frac{\sigma_{ef}^2 e^{j2\pi lm/M}}{1 + \sigma_{ef}^2}$ from the equivalent channel estimate \((41)\) and designing the equalizer based on the modified channel estimate. The efficacy of this solution is corroborated by simulations in Section VI.

**C. Cell-free/distributed antenna systems**

Here, \((41)\) is replaced by
\[
\hat{h}_{k,k',m}[l] = \sum_{i=0}^{N-1} (W_i^{i,k}_m)^* \hat{h}_{i,k'}[l], \quad (45)
\]
Following the same line of derivations as in \((20)\), as the number of antennas, $N$, grows large, here, the combiners converge to $W_m = \text{diag}(\{\sum_{i=0}^{N-1} \beta_{i,0}, ..., \sum_{i=0}^{N-1} \beta_{i,K-1}\})^{-1}H_m$. Hence,
\[
\hat{h}_{k,k',m}[l] \to \bar{p}_m[k][l] \delta_{kk'} + \frac{N\sigma_{ef}^2}{\sum_{i=0}^{N-1} \beta_{i,k} + N\sigma_{ef}^2} e^{j2\pi lm/M} \delta_{kk'}. \quad (46)
\]
Also, assuming independent channel responses and uncorrelated estimation errors, one will find that
\[
\mathbb{E}\{(\hat{H}^{i,k}_{m})^*\hat{h}_{i,k'}[l]\} = \sum_{l'=0}^{L-1} E\{h_{i,k'}[l']|h_{i,k}[l]\} e^{j2\pi lm/M} + \sum_{l'=0}^{L-1} E\{\Delta h_{i,k'}[l']|\Delta h_{i,k'}[l]\} e^{j2\pi lm/M} = p_{i,k}[l] e^{j2\pi lm/M} \delta_{kk'} + \sigma_{ef}^2 e^{j2\pi lm/M} \delta_{kk'}. \quad (47)
\]
Substituting \((47)\) in \((45)\), leads to
\[
\hat{h}_{k,k',m}[l] \to h_{k,k',m}[l] + \frac{N\sigma_{ef}^2}{\sum_{i=0}^{N-1} \beta_{i,k} + N\sigma_{ef}^2} e^{j2\pi lm/M}. \quad (48)
\]
Similar to the co-located setup in the previous subsection, here, subtracting the correction factor $\frac{N\sigma_{ef}^2}{\sum_{i=0}^{N-1} \beta_{i,k} + N\sigma_{ef}^2} e^{j2\pi lm/M}$ from the equivalent channel estimate \((45)\), and designing the equalizer based on the modified channel estimate, mitigates the channel estimation error effects. This statement is confirmed through computer simulations in the following section.

**VI. SIMULATION RESULTS**

In this section, we evaluate our mathematical developments throughout the paper by computer simulations. We first present a set of results for a single cell scenario with co-located antennas at the BS. Then, simulation results that evaluate the performance of the proposed methods in a cell-free scenario are presented.

**A. Single cell scenario**

We consider QAM (quadrature amplitude modulation) symbols to be transmitted over $M = 64$ subcarriers of the SMT system with PHYDYAS prototype filter, \([30]\), and overlapping factor $\kappa = 4$. In our simulations, we use tap delay line-C (TDL-C) 5G channel model, \([31]\). This model provides a
PDP based on a normalized root mean square (RMS) delay spread. Following the instructions in [31], we randomly scale the normalized RMS delay spreads for different users in each simulation instance using a uniform distribution to achieve the RMS delay spreads within the range [90 ns, 110 ns], i.e., for channels with moderate lengths. The reason for this is that in realistic scenarios, PDPs between the users and the BS antennas are different. Perfect power control is assumed and, thus, the PDPs are normalized, i.e., we let \( \sum_{t=0}^{L-1} p_k[t] = 1 \) for \( k = 0, \ldots, K - 1 \). We consider the input signal-to-noise ratio (SNR) of 10 dB at the BS antennas unless otherwise is stated. We set the sampling frequency to 15.36 MHz. This leads to the subcarrier spacing of 240 kHz, which is inline with 5G NR specifications. [31]. We have obtained our results for 1000 independent realizations of the channel with \( K = 4 \) users.

The URLLC applications require the minimum possible delay. Thus, finding a minimum acceptable equalizer length is of a great importance. Fig. 4 shows the SINR performance of the PDP-based FSE design as \( L_{FSE} \) and the number of base station antennas, \( N \), vary. The result when the FSE is absent is also presented. Our results show the efficacy of the proposed FSE technique in removing the SINR saturation problem of the single stage equalization, i.e., the one with linear combining only. We also note that since in OFDM the channel is frequency flat over each subcarrier band, OFDM may be used as a benchmark for evaluating the efficacy of the proposed two-stage equalization. For the first stage, we consider ZF. For the channel scenario that is studied here, we find that an FSE length of \( L_{FSE} = 3 \) leads to a significant improvement over the case where there is no FSE. The improvement approaches the performance of OFDM for \( L_{FSE} = 9 \) and a minor deviation from this optimal performance is observed as \( L_{FSE} \) decreases to the values of 7 and 5. It appears that in the present channel scenario \( L_{FSE} = 5 \) strikes a good balance between the receiver complexity and latency, as well as its performance. Examining other channel models, we have found that this compromise choice remains the same over a wide range of channel conditions. Compared to the FSE design presented in [6], this FSE length is an order of magnitude smaller. The need for a very long FSE in [6] was an outcome of using the brick-wall antialiasing filter that was mentioned in Section IV.

In Fig. 5 we compare the uncoded bit error rate (BER) performance of the FSE with different lengths in a scenario with \( N = 100 \) BS antennas and the constellation size of 64-QAM. From Fig. 5 one may realize that using the proposed FSE brings a significant BER performance improvement even when \( L_{FSE} = 3 \). It is worth noting that for SNRs up to 5 dB, the BER performance when \( L_{FSE} = 3 \) is very close to those with a longer \( L_{FSE} \). At higher SNRs, this short equalizer leads to a loss of less than 1 dB at the BER of \( 10^{-6} \). Based on these results, in the following experiments, we set \( L_{FSE} = 5 \).

In Fig. 6 we evaluate the performance of our proposed FSE with the length \( L_{FSE} = 5 \) for different designs. The designs that are presented are: (i) based on the equivalent channel [28]; (ii) based on the exact PDP that has been used to generate the random channels; and (iii) based on the approximate/estimated PDP [40]. It is also assumed that the channel estimates are perfect. These results show that the proposed FSE using the equivalent channel and the exact PDP lead to about the same performance. This is while the proposed FSE with the approximate/estimated PDP leads to a negligible performance loss. This loss is only observable for a large number of BS antennas where the output SINR approaches a large value and noise effects are no longer dominant. These results show that when the second order statistics of the channel is available at the BS, the computational burden for calculation of the exact equivalent channel that needs to be treated separately at different subcarriers can be avoided.

To study the imperfect CSI scenario, our proposed channel
estimation method in Section III is deployed. We insert $\kappa - 1 = 3$ guard symbols in time to isolate the preamble from the data symbols. Considering the imperfect CSI statistics, in Fig. 6 we study the efficacy of the proposed modified equalizers in Section V. These results show that the modified equalizers lead to an improved performance compared with the ones in Section IV that do not take into account the imperfect CSI effects. According to the results of Fig. 7, as the number of BS antennas increases, imperfect CSI effects become more problematic if not compensated.

Noting that channel estimation errors leading to imperfect CSI depend on the noise level at the input of BS antennas, in Fig. 8 we use estimated channels and study the output SINR as a function of the input SNR for $N = 200$. Our results in this figure show that as the input SINR increases, hence, noise level decreases, channel estimates become more accurate, and thus, the equalizers of Section V achieve a similar performance to the modified ones in Section IV. On the other hand, at lower values of SNR, the proposed modifications in Section V can lead up to 6 dB SINR improvement. Last but not least, while the single-stage equalization (i.e., linear combining only) leads to about the same performance as the two-stage equalization in the low SNR regime, the addition of the FSE (the second stage) can lead to a gain of 10 dB or more at higher values of SNR.

**B. Cell-free scenario**

We perform simulations for a cell-free massive MIMO setup with APs that are located on a regular grid in a $2 \times 2$ square kilometers area. Each AP has 4 antennas. We deploy the wrap-around technique of [21] to imitate an infinite area and thus, avoid boundary effects. We consider $K = 4$ users that take random locations in each realization. We consider the same PDPs as the co-located setup. However, to take into account the distribution of antennas/APs, large-scale fading coefficients are added to different channels. The large-scale fading coefficients are modeled according to the COST Hata model as [32]

$$10 \log_{10}(\beta_{i,k}) = -135 - 35 \log_{10}(d_{i,k}) - X_{i,k},$$

(49)

where $d_{i,k} > 10$ m is the distance between a given user $k$ and antenna $i$ in kilometers and $X_{i,k} \sim \mathcal{CN}(0, \sigma_X^2)$ represents shadowing effect with $\sigma_X^2 = 8$ dB. Variance of noise is calculated using the noise figure as $\sigma_n^2 = K \times \kappa_B \times B \times NF$, where $K$, $\kappa_B$, $B$, and NF are temperature in kelvin, Boltzmann constant, bandwidth, and noise figure, respectively. Here, we let $K = 290$ K, $\kappa_B = 1.3 \times 10^{-23}$ J/K, $B = 20$ MHz and NF = 9 dB. The maximum transmit power of each user is assumed to be 200 mW.

Fig. 9 illustrates the cumulative distribution function (CDF) of the signal-to-interference ratio (SIR) performance for FBMC- and OFDM-based cell-free MIMO setup having 9
In this work, we designed practical receivers for FBMC-based massive MIMO in both co-located and distributed antenna setups with perfect/imperfect knowledge of CSI. We proposed a spectrally efficient channel estimation method that acquires the channel impulse responses of all the users jointly. Channel estimation error statistics were also calculated and utilized to improve the receiver designs. We proposed a two-stage equalization technique to improve on the performance of the FBMC-based massive MIMO systems. The proposed design consists of a linear combiner followed by a set of FSEs, i.e., one for each subcarrier of each user. We studied three different designs of the FSE. These designs may be thought of as modifications to a previously published work in our group, taking into account a number of needs in practical applications. The emphasis was to (i) reduce the FSE length, hence, save on the computational complexity and minimize the receiver processing latency; (ii) introduce new designs that are applicable to the more general applications, including distributed antenna systems and the recently proposed cell-free network architecture; (iii) take into account the channel estimation errors. Finally, we demonstrated the successful performance of the proposed designs through extensive numerical results.

VII. Conclusion

Fig. 10 presents simulation results for a case where CSI is estimated. The improvement that results from the correction term in (48) is also shown. Compared to the case of co-located antennas, the amount of improvement is relatively small. This difference may be attributed to the fact that in a distributed antenna/cell-free scenario, the number of effective antennas that serve each user remains small, no matter how large the total number of antennas or the number of APs will be. The SINR improvement that is seen in Fig. 11 as \( N_{AP} \) increases is due to the fact that for large values of \( N_{AP} \), there are always one or more APs near each user. Hence, the input SNR with a larger number of effective antennas can be very large.

Fig. 9. Comparison of the empirical CDF of OFDM and FBMC while using maximum power and power control.

Fig. 10. Output SINR vs. number of APs, \( N_{AP} \), for FSE design \( L_{FSE} = 5 \).

Fig. 11. Output SINR vs. number of APs, \( N_{AP} \), for FSE design \( L_{FSE} = 5 \).
