Influencing factors and prediction of carbon dioxide emissions using factor analysis and optimized least squares support vector machine
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ABSTRACT
As the energy and environmental problems are increasingly severe, researches about carbon dioxide emissions has aroused widespread concern. The accurate prediction of carbon dioxide emissions is essential for carbon emissions controlling. In this paper, we analyze the relationship between carbon dioxide emissions and influencing factors in a comprehensive way through correlation analysis and regression analysis, achieving the effective screening of key factors from 16 preliminary selected factors including GDP, total population, total energy consumption, power generation, steel production coal consumption, private owned automobile quantity, etc. Then fruit fly algorithm is used to optimize the parameters of least squares support vector machine. And the optimized model is used for prediction, overcoming the blindness of parameter selection in least squares support vector machine and maximizing the training speed and global searching ability accordingly. The results show that the prediction accuracy of carbon dioxide emissions is improved effectively. Besides, we conclude economic and environmental policy implications on the basis of analysis and calculation.
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1. Introduction
With rapid economic growth, China's energy and environmental problems are very prominent and the economic development presents typical high-carbon characteristic. At present, China is in the middle stage of industrialization. The energy consumption is huge and fossil energy is dominant in energy consumption structure. The US energy information agency data show that China has surpassed the US as the world's largest carbon emitter since 2009 [1]. In addition, China's economic scale is increasing year by year and the energy consumption grows rapidly. So carbon dioxide emissions present a rapid growth trend. This shows that China's carbon emissions reduction is not only a great challenge, but also very urgent [2]. From the perspective of actual situation of resources and environment in China and focusing on the rapid and coordinated development of China's economy [3, 4], it is necessary to study the influencing factors of carbon dioxide emissions to explore the key factors of China's carbon dioxide emissions and forecast future carbon dioxide emissions accurately. Then we can put forward policy implications to promote carbon emission reduction in China, which has very important significance for successful completion of China's 2020 carbon emission reduction targets and promoting the harmonious development of China's economy, resources and environment.

Researchers at home and abroad have spared no efforts to carry out researches about carbon dioxide emissions prediction and constantly come up with advanced theoretical methods to improve forecast accuracy for years. For carbon dioxide prediction, there are two main kinds of research methods. One kind is the trend extrapolation only considering the natural laws of the subject investigated, such as regression analysis and grey prediction, among which GM(1,1) is one of the basic models and has been widely used [5-9]. This kind of methods proceed from the view of the own laws of carbon dioxide emissions. And the future changes of the subject investigated are speculated directly from historical data. Meanwhile, the forecast results are often monotonous and
with poor stability which cannot reflect the random variation of carbon dioxide emissions. The other kind is correlating prediction comprehensively considering the key influencing factors to obtain the forecast values of electricity consumption like factor decomposition, input-output analysis, scenario analysis, etc. [10-12]. But it is often difficult to obtain the satisfactory prediction accuracy because of the subjectivity of qualitative analysis or the own limitation of prediction models. For there exists a complex nonlinear relationship between carbon dioxide emissions and the variables that affect it, this kind of methods call for accurate mathematical models in order to obtain satisfactory prediction accuracy. At the same time, some researchers focus on the relationship between carbon emissions and the influencing factors. They quantify the relationship between carbon emissions and driving factors including economic development, energy consumption, industrial structure and so on by means of causal analysis [13, 14], input-output analysis [15], Multivariate Cointegration Analysis [16, 17], etc. And these provide scientific basis for relevant policy-making and carbon emission reduction as well as provide useful references for us.

With the popularization and application of artificial intelligence algorithms [18-20], least squares support vector machine and other intelligence algorithms represented by neural networks has been more and more applied in carbon dioxide emissions forecasting. Back propagation (BP) neural network is the most basic and important one among all kinds of neural networks algorithms. It has the advantages of self-adaptation, self-organization, self-learning ability and non convexity, but it is not enough in global search, calculation speed, reliability and so on. While least squares support vector machine overcomes the defects of BP with global searching ability and faster convergence speed, which has been successfully used to solve prediction problems in many fields such as the prediction of gas concentration and wind speed [21, 22]. In addition, the predictive performance of least squares support vector machine is largely determined by the values of the two parameters. At present, some meta heuristic algorithms have been used to determine the proper values of these two parameters including particle swarm optimization, genetic algorithm, artificial bee colony algorithm, etc. However, these optimization algorithms are difficult to understand and it is slow to achieve the global optimal solution. The fruit fly optimization algorithm is a new evolutionary computation and optimization technique which is easy to understand. And it has advantages over other algorithms including simple computation, less parameters, easy adjustment, small amount of calculation, strong global searching ability and searching precision. These advantages make it easily applied to related practical problems [23]. Therefore, we select fruit fly algorithm to optimize the two necessary parameters of least squares support vector machine (LSSVM) model.

In this paper, we propose a carbon dioxide emissions prediction model based on factor analysis and LSSVM optimized by fruit fly algorithm with comprehensive consideration of the factors affecting carbon dioxide emissions. Firstly, we analyze the relationship between carbon dioxide emissions and its influencing factors in a comprehensive way by factor analysis including correlation analysis and regression analysis, achieving the effective screening of key factors. Secondly, we use fruit fly algorithm to optimize the parameters of LSSVM. Finally, the optimized least squares support vector machine is used for prediction. The combined models in this paper overcome the blindness of the parameter selection of LSSVM and maximize the training speed and the global searching ability accordingly. Then the prediction accuracy of carbon dioxide emissions is improved effectively, which is of great significance to carbon dioxide emissions controlling.

2. Methods and Models

2.1. Factor Analysis

Factor analysis is proposed by Spearman in 1904 which is a multivariable analytical method developed in the field of psychology based on the analysis of relationship between indicators and their influencing factors. Factor analysis determines the impact direction and extent of various factors on the object. Factor analysis cannot only analyze the impact of all factors on the object, but also analyze the influence of a certain factor on the object for further comparison or selection, which is widely used in financial analysis.

Statistical Product and Service Solutions (SPSS) is one of the world’s leading statistical analysis software. With the expansion of product service area and the increase of service depth, the strategic direction of SPSS was under a significant adjustment. And it can be quickly applied to natural science, social science and science of technology [24]. Many of the world’s influential newspapers and magazines have given a high degree of evaluation on SPSS automatic statistical drawing, in-depth analysis of data, convenient use, complete functions and so on [25-27]. In this paper, we use IBM SPSS Statistics for the whole process of factor analysis.

In practical problems, there often exists close relationships among variables. But we cannot determine the value of a variable by another one or several variables. That is to say, when the independent variable $x$ takes a certain value, the dependent variable $y$ may have more than one value. The non one-to-one correspondence or the uncertainty relation between variables is referred to as correlation. SPSS describes the degree of linear correlation among variables by drawing scatter diagram and calculating the correlation coefficient. Also SPSS uses appropriate statistical indicators to express correlation. The whole process is called SPSS correlation analysis. Regression analysis is the method studying on the influence on one variable by changes of other variables. Regression analysis can figure out the relation expressions between them according to the known information or data and speculate the value or scope of dependent variable from known independent variables as well. Correlation analysis aims at determining the extent of correlation between variables using correlation coefficient. While regression analysis focuses on the quantity change laws among variables and describes the relationship between variables through a mathematical expression in order to determine the influencing degree of one or several variables on another given variable.

As we all know, carbon dioxide emissions are influenced by multiple factors directly or indirectly in various fields. If the data of all factors are input into the prediction model, the amount of computation is too large and the computation complexity is too high. And too many factors will reduce the prediction accuracy.
Secondly, there may exist correlation or similar change law between the influencing factors of carbon dioxide emissions. So the factor screening and merging are necessary. In this paper, SPSS was used to analyze the correlation between carbon dioxide emissions and the initially selected factors to remove the ones with weak correlation. At the same time, the remaining factors were analyzed by regression analysis in order to identify the more significant and necessary variables without multicollinearity, after which further screening and determination of factors was done.

2.2. Least Squares Support Vector Machine

Support vector machine (SVM) theory is a new type of machine learning method based on Vapnik-Chervonenkis dimension theory and structural risk minimization. SVM shows excellent learning performance in the case of less statistical samples and overcomes the low generalization ability and over fitting of neural network, which is considered to be the alternative method of neural network. SVM is not only the most practical learning method in statistical learning theory but also the youngest part of it. It was originally developed by pattern recognition and extended to function regression problems later through which SVM is proved to show good function approximation performance.

LSSVM is the extension of SVM which was proposed by SuyKons and Vandewalle [28]. It transforms the inequality constraints of traditional SVM into equality constraints and considers sum squares error loss function as the loss experience of training set, which transforms quadratic programming problems into linear problem, which is shown as follow:

\[
\begin{align*}
\sum_{k=1}^{n} \alpha_k &= 0 \\
\alpha_k &= \epsilon_k \gamma \\
\omega^T \varphi(x_k) + b + \epsilon_k - y_k &= 0
\end{align*}
\]

According to Eq. (5), the optimization problem can be transformed into linear problem, which is shown as follow:

\[
\begin{bmatrix}
0 \\
1 \\
\vdots \\
1
\end{bmatrix}
K(x_i, x_j) + \frac{1}{\gamma} \begin{bmatrix} y_i \end{bmatrix} = 
\begin{bmatrix} B \end{bmatrix}
\begin{bmatrix} \alpha_k \\ \alpha_k \end{bmatrix}
\]

Solve formula (6) to get \( \alpha \) and \( b \), then the LSSVM optimal linear regression function is:

\[
f(x) = \sum_{k=1}^{n} \alpha_k K(x, x_k) + b
\]

According to Mercer condition, \( K(x, x_i) = \varphi(x)^T \varphi(x_i) \) is kernel function. In this paper, set radial basis function (RBF) as kernel function which is shown in Eq. (8):

\[
K(x, x_i) = \exp\left(-\frac{|x-x_i|^2}{2\sigma^2}\right)
\]

where \( \sigma^2 \) is the width of kernel function.

It can be seen from the whole operation process of LSSVM that kernel parameter \( \sigma^2 \) and penalty parameter \( \gamma \) are generally set based on experience, which leads to the existence of randomness and inaccuracy in the application of the LSSVM algorithm. To solve this problem, we use fruit fly optimization algorithm to optimize the parameters in order to improve the prediction accuracy of LSSVM. In addition, LSSVM shows excellent learning performance in small amount of statistical samples and overcomes low generalization ability as well as over fitting. It can effectively solve the nonlinear, high-dimensional and small sample problems [29]. So it is suitable for carbon dioxide emissions prediction in this paper. And we use MATLAB for the implement of LSSVM.

2.3. Fruit Fly Optimization Algorithm

Fruit fly optimization algorithm is a kind of intelligent optimization algorithm on the basis of fruit fly foraging behaviors proposed by Pan Wenchao in 2011. The basic concept of FOA is that fruit fly perceives food concentration according to its position, then it moves to the site of maximum or minimum concentration by comparing flavor concentration [30]. Finally the objective function extreme value can be obtained through repeated iterations of food concentration. Food finding iterative process of fruit fly swarm is shown as Fig. 1.
Fig. 1. Food finding iterative process of a fruit fly swarm.

According to the food finding characteristics of fruit fly swarm, the fruit fly optimization algorithm can be divided into the following steps:

1. Randomly initialize the fruit fly swarm location \((X_{axis}, Y_{axis})\);

2. Determine the random flight direction and the distance for food finding of an individual fruit fly by using olfactory:

\[
X_i = X_{axis} + \text{Random Value} \quad (9)
\]
\[
Y_i = Y_{axis} + \text{Random Value} \quad (10)
\]

3. Calculate the distance between the origin and each individual fruit fly position \((\text{Dist})\), and then calculate the value of flavor concentration \((S)\) which is the reciprocal of distance:

\[
\text{Dist} = \sqrt{X_i^2 + Y_i^2} \quad (11)
\]
\[
S = \frac{1}{\text{Dist}} \quad (12)
\]

4. Put the value of flavor concentration \(S\) into its fitness function, then get the flavor concentration of the individual fruit fly location \((\text{Smell})\);

5. Find out the individual fruit fly with minimal smell concentration among the fruit fly swarm:

\[
[\text{bestSmell}, \text{bestIndex}] = \max (\text{Smell}) \quad (13)
\]

6. Retain the best flavor concentration and its \(X, Y\) coordinates, then the fruit flies fly to the position by using vision.

\[
\text{Smell_{best}} = \text{bestSmell} \quad (14)
\]
\[
X_{axis} = X(\text{bestIndex}) \quad (15)
\]
\[
Y_{axis} = Y(\text{bestIndex}) \quad (16)
\]

7. Repeat (2)-(5) to enter the iterative optimization. When the fitness value reaches target set or the iterative number reaches the maximal iterative number, the circulation stops and if not, go to step (6).

The two parameters in LSSVM which need optimizing mentioned in the previous are kernel parameter and penalty parameter. Calculate the distance \(D_i\) between each individual fruit fly \(i\) and the origin as well as taste concentration \(S\) according to formula (11), (12). Set \(\gamma = 20^x S(i, 1), \sigma^2 = S(i, 2)\) and substitute it to train LSSVM. Establish the fitness function by using RMSE as the fitness function value, as shown in the formula:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}} \quad (17)
\]

Where \(y_i\) is the actual value of the \(i\)th point, \(\hat{y}_i\) is the forecast value for the \(i\)th point, \(n\) is the number of the predicted data. If the maximum number of iterations is reached or when RMSE < 0.01%, end the calculation and keep the best \(\gamma\) and \(\sigma^2\).

2.4. Hybrid Model of Factor Analysis, FOA and LSSVM

We combine SPSS factor analysis, FOA with LSSVM, which can better solve the complex nonlinear mapping problem and comprehensively reflect the characteristics of the research object. Also the hybrid model reveals the driving factors of carbon dioxide emissions and the relationship among them. At the same time, the proposed model has a higher prediction precision for the future development path of carbon dioxide emissions.

Firstly, SPSS correlation analysis and regression analysis were used to quantify the correlation between each influencing factor and carbon dioxide emissions. And the key factors are selected
to eliminate the interference of irrelevant factors. At the same time, the similarity and mutual influence of the influencing factors are excluded. Secondly, we optimize the parameters of LSSVM by fruit algorithm iterative to further improve the prediction effect. Finally, we use LSSVM optimized by FOA to construct the nonlinear regression prediction model with the identified key influencing factors as input factors and the corresponding carbon dioxide emissions as output. The specific process is shown in Fig. 2.

3. Case Analysis

3.1. The Analysis and Selection of Influencing Factors

The carbon dioxide emissions are influenced by many factors. In this paper, we analyze the influence of various factors on future development trend of carbon dioxide emissions from aspects of economic and social development. We select GDP, the primary industry GDP, the secondary industry GDP, the tertiary industry GDP, total population, per capita GDP, total energy consumption, power generation, steel production, regional final consumption, urban per capita disposable income, rural per capita net income, per capita GDP, coal consumption, private owned automobile quantity and total investment in fixed assets as 16 preliminary selected factors. The annual data of 16 influencing factors in 1980-2014 are shown in Table 1. Corresponding annual carbon dioxide emissions in 1980-2014 of China are shown in Table 2 (Data from the China Statistical Yearbook).

According to above data, we carry out the pairwise correlation analysis of influencing factors in Table 1(a). The Data of Influencing Factors from 1980 to 2014

| Year | GDP (100 million yuan) | Primary industry GDP (100 million yuan) | Secondary industry GDP (100 million yuan) | Tertiary industry GDP (100 million yuan) | Total population (10,000) |
|------|------------------------|------------------------------------------|-------------------------------------------|------------------------------------------|--------------------------|
| 1980 | 4,551.6                | 1,359.4                                  | 2,180.5                                   | 1,011.6                                  | 96,705                   |
| 1981 | 4,898.1                | 1,545.6                                  | 2,243.7                                   | 1,108.8                                  | 100,072                  |
| 1982 | 5,333.1                | 1,761.6                                  | 2,370.6                                   | 1,200.9                                  | 101,654                  |
| 1983 | 5,975.6                | 1,960.8                                  | 2,632.6                                   | 1,382.2                                  | 103,008                  |
| 1984 | 7,226.3                | 2,295.5                                  | 3,089.7                                   | 1,841.1                                  | 104,357                  |
| 1985 | 9,040                  | 2,541.6                                  | 3,846.8                                   | 2,651.6                                  | 105,851                  |
| 1986 | 10,308.7               | 2,763.9                                  | 4,469.9                                   | 3,074.9                                  | 107,507                  |
| 1987 | 12,102.2               | 3,204.3                                  | 5,225.3                                   | 3,672.6                                  | 109,300                  |
| 1988 | 15,101                 | 3,831                                    | 6,554                                     | 4,716                                    | 111,026                  |
| 1989 | 17,089.6               | 4,228                                    | 7,240                                     | 5,621.6                                  | 112,704                  |
| 1990 | 18,774                 | 5,017                                    | 7,678                                     | 6,079                                    | 114,333                  |
| 1991 | 21,835.6               | 5,228.6                                  | 9,055.8                                   | 7,551.2                                  | 115,823                  |
| 1992 | 27,068.3               | 5,800                                    | 11,640.4                                 | 9,627.9                                  | 117,171                  |
| 1993 | 35,524.4               | 6,887.3                                  | 16,373                                    | 12,264.1                                 | 118,517                  |
| 1994 | 48,459.6               | 9,471.4                                  | 22,333.5                                 | 16,654.7                                 | 119,850                  |
| 1995 | 61,129.8               | 12,020                                   | 28,536.2                                 | 20,573.6                                 | 121,121                  |
| 1996 | 71,572.3               | 13,877.8                                 | 33,665.8                                 | 24,028.7                                 | 122,389                  |
| 1997 | 79,429.5               | 14,264.6                                 | 37,353.9                                 | 27,810.9                                 | 123,626                  |
| 1998 | 84,883.7               | 14,618                                   | 38,808.8                                 | 31,456.8                                 | 124,761                  |
| 1999 | 90,187.7               | 14,548.1                                 | 40,827.6                                 | 34,812                                   | 125,786                  |
| 2000 | 99,776.3               | 14,716.2                                 | 45,326                                    | 39,734.1                                 | 126,743                  |
| 2001 | 110,270.4              | 15,501.2                                 | 49,262                                    | 45,507.2                                 | 127,627                  |
| 2002 | 121,002                | 16,188.6                                 | 53,624.4                                 | 51,189                                   | 128,453                  |
| 2003 | 136,564.6              | 16,968.3                                 | 62,120.8                                 | 57,475.6                                 | 129,227                  |
| 2004 | 160,714.4              | 20,901.8                                 | 73,529.8                                 | 66,282.8                                 | 129,988                  |
| 2005 | 185,895.8              | 21,803.5                                 | 87,127.3                                 | 76,964.9                                 | 130,756                  |
| 2006 | 217,656.6              | 23,313                                   | 103,163.5                                | 91,180.1                                 | 131,448                  |
| 2007 | 268,019.4              | 27,783                                   | 125,145.4                                | 115,090.9                                | 132,129                  |
| 2008 | 316,751.7              | 32,747                                   | 148,097.9                                | 135,906.9                                | 132,802                  |
| 2009 | 345,629.2              | 34,154                                   | 157,850.1                                | 153,625.1                                | 133,450                  |
| 2010 | 408,903                | 39,354.6                                 | 188,804.9                                | 180,743.4                                | 134,091                  |
| 2011 | 484,123.5              | 46,153.3                                 | 223,390.3                                | 214,579.9                                | 134,735                  |
| 2012 | 534,123                | 50,892.7                                 | 240,200.4                                | 243,030                                  | 135,404                  |
| 2013 | 588,018.8              | 55,321.7                                 | 256,810                                  | 275,887                                  | 136,072                  |
| 2014 | 636,138.7              | 58,336.1                                 | 271,764.5                                | 306,038.2                                | 136,782                  |
between carbon dioxide emissions and the influencing factors with the help of IBM SPSS Statistics. We solve the Pearson correlation coefficient and conduct significant test. Operation results are seen in Table 3. From the results of correlation analysis, we can see that all the 16 influencing factors are significantly related to carbon dioxide emissions at 0.01 level. The absolute value of Pearson correlation coefficient represents the degree of correlation. Its sigh shows positive or negative correlation. Correlation test proves that the preliminary selection of factors is reasonable and practical. Specifically, we can see from the result that the correlation between total energy consumption or coal consumption and carbon dioxide emissions are the most significant. That is to say, total energy consumption and coal consumption have a positive impact on the increase of carbon dioxide emissions to a great extent. In addition, from the Pearson coefficients of GDP, the primary industry GDP, the secondary industry GDP, the tertiary industry GDP and steel production, we can draw the conclusion that the secondary industry especially heavy industry has the greatest impact on carbon dioxide emissions. And from these analyses we can get policy implications.

In addition to correlation analysis, we analyze the 16 factors by multiple linear regression analysis for further screening and

Table 1(b). The Data of Influencing Factors from 1980 to 2014

| Year | GDP energy intensity (SCE/10,000 yuan) | Total energy consumption (10,000 tons of SCE) | Power generation (100 million kWh) | Steel production (10,000 tons) | Regional final consumption (100 million yuan) | Urban per capita disposable income (yuan) |
|------|----------------------------------------|-----------------------------------------------|-----------------------------------|-------------------------------|---------------------------------------------|------------------------------------------|
| 1980 | 13.24                                  | 60,275                                        | 3,006                             | 3,712                         | 2,974.3                                     | 477.6                                    |
| 1981 | 12.53                                  | 61,364                                        | 3,093                             | 3,560                         | 3,282.3                                     | 500.4                                    |
| 1982 | 12.13                                  | 64,686                                        | 3,277                             | 3,716                         | 3,580.7                                     | 535.3                                    |
| 1983 | 11.53                                  | 68,877                                        | 3,514                             | 4,002                         | 4,068.6                                     | 564.6                                    |
| 1984 | 10.45                                  | 75,493                                        | 3,770                             | 4,347                         | 4,797.3                                     | 652.1                                    |
| 1985 | 8.48                                   | 76,682                                        | 4,107                             | 4,679                         | 5,931.1                                     | 739.1                                    |
| 1986 | 7.84                                   | 80,850                                        | 4,495                             | 5,220                         | 6,739.5                                     | 900.9                                    |
| 1987 | 7.16                                   | 86,632                                        | 4,973                             | 5,628                         | 7,649                                       | 1,002.1                                  |
| 1988 | 6.16                                   | 92,997                                        | 5,452                             | 5,943                         | 9,433                                       | 1,180.2                                  |
| 1989 | 5.67                                   | 96,934                                        | 5,848                             | 6,159                         | 11,043                                      | 1,373.9                                  |
| 1990 | 5.26                                   | 98,703                                        | 6,212                             | 6,636                         | 12,011.1                                     | 1,510.2                                  |
| 1991 | 4.75                                   | 103,783                                       | 6,775                             | 7,100                         | 13,628.6                                     | 1,700.6                                  |
| 1992 | 4.03                                   | 109,170                                       | 7,539                             | 8,094                         | 16,246.1                                     | 2,026.6                                  |
| 1993 | 3.27                                   | 115,993                                       | 8,395                             | 8,956                         | 20,826.9                                     | 2,577.4                                  |
| 1994 | 2.53                                   | 122,737                                       | 9,281                             | 9,261                         | 28,305.9                                     | 3,496.2                                  |
| 1995 | 2.15                                   | 131,176                                       | 10,070.3                         | 9,536                         | 36,225.7                                     | 4,283                                    |
| 1996 | 1.89                                   | 135,192                                       | 10,813.1                         | 10,124                        | 43,117.6                                     | 4,838.9                                  |
| 1997 | 1.71                                   | 135,909                                       | 11,355.53                        | 10,894                        | 47,556.7                                     | 5,160.3                                  |
| 1998 | 1.6                                    | 136,184                                       | 11,670                            | 11,559                        | 51,509.8                                     | 5,425.1                                  |
| 1999 | 1.56                                   | 140,569                                       | 12,393                            | 12,426                        | 56,681.9                                     | 5,854                                    |
| 2000 | 1.47                                   | 146,964                                       | 13,556                            | 12,850                        | 63,729.2                                     | 6,280                                    |
| 2001 | 1.41                                   | 155,547                                       | 14,808.02                        | 15,163                        | 68,617.2                                     | 659.6                                    |
| 2002 | 1.4                                    | 169,577                                       | 16,540                            | 18,237                        | 74,171.7                                     | 7,702.8                                  |
| 2003 | 1.44                                   | 197,083                                       | 19,105.75                        | 22,234                        | 79,641.5                                     | 8,472.2                                  |
| 2004 | 1.43                                   | 230,281                                       | 22,033.09                        | 28,291                        | 89,224.8                                     | 9,421.6                                  |
| 2005 | 1.41                                   | 261,369                                       | 25,002.6                         | 35,324                        | 101,604.2                                    | 10,493                                   |
| 2006 | 1.32                                   | 286,467                                       | 28,657.23                        | 41,915                        | 114,894.9                                    | 11,759.5                                 |
| 2007 | 1.16                                   | 311,442                                       | 32,815.53                        | 48,929                        | 136,438.7                                    | 13,785.8                                 |
| 2008 | 1.01                                   | 320,611                                       | 34,668.82                        | 50,306                        | 157,746.3                                    | 15,780.8                                 |
| 2009 | 0.97                                   | 336,126                                       | 37,146.51                        | 57,218.23                     | 173,093                                      | 17,174.7                                 |
| 2010 | 0.88                                   | 360,648                                       | 42,071.6                         | 63,722.99                     | 199,508.4                                    | 19,109.4                                 |
| 2011 | 0.8                                    | 387,043                                       | 47,130.19                        | 68,528.31                     | 241,579.1                                    | 21,809.8                                 |
| 2012 | 0.75                                   | 402,138                                       | 49,875.53                        | 72,388.22                     | 271,718.6                                    | 24,564.7                                 |
| 2013 | 0.71                                   | 416,913                                       | 54,316.35                        | 77,904.1                      | 301,008.4                                    | 26,955.1                                 |
| 2014 | 0.67                                   | 426,000                                       | 56,495.83                        | 82,230.63                     | 329,450.8                                    | 29,381                                   |
to determine the key factors of carbon dioxide emissions. The results of analysis are shown in Table 4, Table 5 and Table 6. It can be seen from the results that GDP, tertiary industry GDP, total energy consumption and per capita GDP have serious collinearity with each other or with other factors, which influences the performance and accuracy of carbon dioxide emissions prediction. At the same time, we can analyze that information contained in GDP can be fully reflected by three types of industry. And the per capita GDP is directly derived from GDP and population. The total energy consumption can be replaced by coal consumption to reflect the impacts on carbon dioxide emissions to a great extent. In short, through regression analysis we exclude GDP, tertiary industry GDP, total energy consumption and per capita GDP to optimize the influencing factor system.

### 3.2. Carbon Dioxide Emissions Prediction Based on FOA-LSSVM

Through the above SPSS correlation analysis and regression analysis, we identified 12 key factors of carbon dioxide emissions. The data information of key influencing factors is used as the input of FOA-LSSVM model, while the corresponding carbon dioxide emissions.

| Year | Rural per capita net income (yuan) | per capita GDP (yuan) | Coal consumption (10,000 tons of SCE) | Private owned automobile quantity (10,000 units) | Total investment in fixed assets (100 million yuan) |
|------|----------------------------------|-----------------------|---------------------------------------|-----------------------------------------------|--------------------------------------------------|
| 1980 | 191.3                            | 461.13                | 43,518.55                             | 191.6                                         | 910.9                                            |
| 1981 | 223.4                            | 489.46                | 44,427.54                             | 213.62                                        | 961                                             |
| 1982 | 270.1                            | 524.63                | 47,544.21                             | 230.57                                        | 1,230.4                                         |
| 1983 | 309.8                            | 580.11                | 51,037.86                             | 248.04                                        | 1,430.1                                         |
| 1984 | 355.3                            | 692.46                | 56,393.27                             | 276.17                                        | 1,932.9                                         |
| 1985 | 397.6                            | 854.03                | 58,124.96                             | 339.59                                        | 2,543.2                                         |
| 1986 | 423.8                            | 958.89                | 61,284.3                              | 380.72                                        | 3,120.6                                         |
| 1987 | 462.6                            | 1,107.25              | 66,013.58                             | 423.47                                        | 3,791.7                                         |
| 1988 | 544.9                            | 1,360.13              | 70,863.71                             | 480.55                                        | 4,753.8                                         |
| 1989 | 601.5                            | 1,516.33              | 73,669.84                             | 529.84                                        | 4,410.4                                         |
| 1990 | 686.3                            | 1,642.05              | 75,211.69                             | 572.05                                        | 4,517                                           |
| 1991 | 708.6                            | 1,885.26              | 78,978.86                             | 628.36                                        | 5,594.5                                         |
| 1992 | 784                               | 2,310.15              | 82,641.69                             | 715.87                                        | 8,080.1                                         |
| 1993 | 921.6                            | 2,997.41              | 86,646.77                             | 848.18                                        | 13,072.3                                        |
| 1994 | 1221                             | 4,043.35              | 92,052.75                             | 973.83                                        | 17,042.1                                        |
| 1995 | 1,577.7                          | 5,047                 | 97,857.3                              | 1,076.67                                      | 20,019.3                                        |
| 1996 | 1,926.1                          | 5,847.94              | 99,366.12                             | 1,137.11                                      | 22,913.5                                        |
| 1997 | 2,090.1                          | 6,424.98              | 97,039.03                             | 1,256.39                                      | 24,941.1                                        |
| 1998 | 2,162                             | 6,803.7               | 96,554.46                             | 1,355.88                                      | 28,406.2                                        |
| 1999 | 2,210.3                          | 7,169.93              | 99,241.71                             | 1,489.66                                      | 29,854.7                                        |
| 2000 | 2,253.4                          | 7,872.33              | 100,670.34                            | 1,647.77                                      | 32,917.7                                        |
| 2001 | 2,366.4                          | 8,640.05              | 105,771.96                            | 1,844.88                                      | 37,213.5                                        |
| 2002 | 2,475.6                          | 9,419.94              | 116,160.25                            | 2,091.75                                      | 43,499.9                                        |
| 2003 | 2,622.2                          | 10,567.81             | 138,352.27                            | 2,433.54                                      | 55,566.6                                        |
| 2004 | 2,936.4                          | 12,363.79             | 161,657.26                            | 2,758.51                                      | 70,477.4                                        |
| 2005 | 3,254.9                          | 14,217                | 189,231.16                            | 3,231.32                                      | 88,773.6                                        |
| 2006 | 3,587                            | 16,558.38             | 207,402.11                            | 3,788.84                                      | 109,998.2                                       |
| 2007 | 4,140.4                          | 20,284.68             | 225,795.45                            | 4,466.67                                      | 137,323.9                                       |
| 2008 | 4,760.6                          | 23,851.43             | 229,236.87                            | 5,234.23                                      | 172,828.4                                       |
| 2009 | 5,153.2                          | 25,899.53             | 240,666.22                            | 6,347.53                                      | 224,598.8                                       |
| 2010 | 5,919                            | 30,494.44             | 249,568.42                            | 7,881.97                                      | 251,683.8                                       |
| 2011 | 6,977.3                          | 35,931.53             | 271,704.19                            | 9,446.28                                      | 311,485.1                                       |
| 2012 | 7,916.6                          | 39,446.62             | 275,464.53                            | 11,028.42                                     | 374,694.7                                       |
| 2013 | 8,895.9                          | 43,213.8              | 280,999.36                            | 12,767.89                                     | 446,294.1                                       |
| 2014 | 9,892                            | 46,507.49             | 281,160                               | 14,598.11                                     | 512,020.7                                       |
### Table 2. Annual Carbon Dioxide Emissions of 1980-2014

| Year | Carbon dioxide emissions (10,000 tons of SCE) | Year | Carbon dioxide emissions (10,000 tons of SCE) |
|------|-----------------------------------------------|------|-----------------------------------------------|
| 1980 | 40,235.82                                     | 1998 | 81,008.65                                     |
| 1981 | 39,996.16                                     | 1999 | 81,465.88                                     |
| 1982 | 41,857.69                                     | 2000 | 89,751.49                                     |
| 1983 | 44,263.54                                     | 2001 | 93,918.23                                     |
| 1984 | 47,909.07                                     | 2002 | 102,279.48                                    |
| 1985 | 51,611.69                                     | 2003 | 116,640.86                                    |
| 1986 | 54,744.58                                     | 2004 | 139,002.31                                    |
| 1987 | 58,419.65                                     | 2005 | 159,502.65                                    |
| 1988 | 62,232.19                                     | 2006 | 173,780.67                                    |
| 1989 | 63,210.71                                     | 2007 | 188,086.46                                    |
| 1990 | 63,025.77                                     | 2008 | 191,864.30                                    |
| 1991 | 65,816.06                                     | 2009 | 203,614.50                                    |
| 1992 | 68,025.61                                     | 2010 | 211,864.64                                    |
| 1993 | 71,261.93                                     | 2011 | 231,170.51                                    |
| 1994 | 76,501.52                                     | 2012 | 235,753.92                                    |
| 1995 | 79,217.35                                     | 2013 | 241,309.57                                    |
| 1996 | 83,495.33                                     | 2014 | 250,698.62                                    |
| 1997 | 81,062.92                                     | 2015 | NA                                            |

### Table 3. Correlation Analysis

| Factor                              | Pearson coefficient | Significance | Factor                              | Pearson coefficient | Significance |
|-------------------------------------|---------------------|--------------|-------------------------------------|---------------------|--------------|
| GDP                                 | 0.969**             | 0.000        | Steel production                    | 0.990**             | 0.000        |
| Primary industry GDP                | 0.974**             | 0.000        | Regional final consumption          | 0.968**             | 0.000        |
| Secondary industry GDP              | 0.976**             | 0.000        | Urban per capita disposable income  | 0.974**             | 0.000        |
| Tertiary industry GDP               | 0.959**             | 0.000        | Rural per capita net income         | 0.964**             | 0.419        |
| Total population                    | 0.859**             | 0.000        | Per capita GDP                      | 0.972**             | 0.000        |
| GDP energy intensity                | -0.687**            | 0.000        | Coal consumption                    | 0.999**             | 0.000        |
| Total energy consumption            | 0.999**             | 0.000        | Private owned automobile quantity   | 0.935**             | 0.000        |
| Power generation                    | 0.991**             | 0.000        | Total investment in fixed assets    | 0.923**             | 0.000        |

** indicates a significant correlation at 0.01 level (bilateral).

### Table 4. Model Summary

| model | R      | R²     | Adjusted R² | Error estimated of standard |
|-------|--------|--------|-------------|---------------------|
| 1     | 1.000a | 1.000  | 0.999       | 1,714.81019         |

a Predictive variables (constant): Total investment in fixed assets, GDP energy intensity, Coal consumption, Total population, Urban per capita disposable income, Primary industry GDP, Secondary industry GDP, Private owned automobile quantity, Steel production, Rural per capita net income, Regional final consumption, Power generation.

### Table 5. Anova

| Model | Quadratic sum | df  | Mean square | F      | Sig. |
|-------|---------------|-----|-------------|--------|------|
| Regression | 1.564E11    | 12  | 1.303E10    | 4,432.255 | .000a |
| 1     | Residual error | 64,692,627,672 | 22 | 2,940,573,985 | .000a |
| Sum   | 1.565E11     | 34  |             |        |      |

a Predictive variables (constant): Total investment in fixed assets, GDP energy intensity, Coal consumption, Total population, Urban per capita disposable income, Primary industry GDP, Secondary industry GDP, Private owned automobile quantity, Steel production, Rural per capita net income, Regional final consumption, Power generation.

b Dependent variable: Carbon dioxide emissions
emissions as the model output. Among them, the first 30 groups of sample data are taken as the training set and the last 5 groups of sample data as a test set to verify the validity and accuracy of the model. The parameters of LSSVM are optimized by fruit fly algorithm. In this paper, the initial population size is set to 40. The iterative number is set to 100. The optimized results are $C = 336.6509$, $e = 8.1913$.

### 3.3. Model Comparison and Result Analysis

In order to test whether the proposed model is suitable for prediction of carbon dioxide emissions and the superiority of it, we select the single LSSVM algorithm, BP neural network and GM(1,1) as contrast models for in-depth analysis. We calculated the mean absolute percentage error of four models (MAPE), percentage of the maximum absolute error (MAXAPE) and mean absolute percentage error median (MDAPE) of four models to evaluate the performance of different model in carbon dioxide emissions prediction, shown as Table 7. The fitting curves of different model test set are shown in Fig. 5, which shows the fitting effects of different models more intuitively. Both the forecast error statistical results and fitting curves of different models show that the proposed model is better than the contrast models. And the hybrid model of factor analysis, FOA and LSSVM has an incomparable fitting accuracy than other models.

### Table 7. Forecast Error Statistical Results of Different Models

| Model                | GM(1,1) | BP   | LSSVM | Proposed model |
|----------------------|---------|------|-------|----------------|
| MAPE (%)             | 12.24   | 11.26| 4.06  | 1.03           |
| MaxAPE (%)           | 16.65   | 21.43| 5.33  | 2.46           |
| MdAPE (%)            | 13.03   | 14.03| 4.37  | 0.88           |

---

### Table 6. Excluded Variables

| Model                  | Beta   | In t | Sig. | Partial correlation |
|------------------------|--------|------|------|---------------------|
| GDP                    | .562a  | .547 | .590 | .119                |
| Tertiary industry GDP  | .262a  | .547 | .590 | .119                |
| Total energy consumption | 1.282a | 3.182 | .004 | .570                |
| Per capita GDP         | .739a  | .603 | .553 | .130                |

*Predictive variables (constant): Total investment in fixed assets, GDP energy intensity, Coal consumption, Total population, Urban per capita disposable income, Primary industry GDP, Secondary industry GDP, Private owned automobile quantity, Steel production, Rural per capita net income, Regional final consumption, Power generation

*Dependent variable: Carbon dioxide emissions
4. Conclusions

In this paper, we use fruit fly algorithm to select the parameters of LSSVM automatically and establish the hybrid forecasting model based on factor analysis, thus avoiding the subjectivity and blindness of man-made parameter determination. The hybrid model is used to forecast carbon dioxide emissions of China. The model comparison and result analysis show that the hybrid model in this paper has the best fitting result compared to models without parameter optimization or other conventional prediction models. Compared to similar works mentioned in the section of Introduction, we not only examine the relationship between carbon dioxide emissions and the influencing factors but also propose a new feasible and effective hybrid model involving artificial intelligence algorithms. And the prediction accuracy of proposed model has been greatly improved.

Based on analysis in the previous sections of this paper, we conclude some policy implications about carbon emission reduction. The government should actively adjust the industrial structure, eliminate backward industries as well as implement high efficiency, high technology, low pollution and low energy consumption. In addition, it is of great significance to vigorously develop clean energy such as wind power, hydro-power and solar energy, which promotes the development of green energy and the transformation of energy structure, thus achieving energy saving and emission reduction.

Facing increasingly serious problems of energy consumption and environmental pollution, the study about carbon emissions becomes more important to all countries in the world. China is a country with a large population. Its industrialization and urbanization process is far from complete. The energy consumption of production and living is still in the stage of rapid growth. We still a lot of fossil energy for a long time in the future in order to ensure the sustainable development of economy and society. The attendant problem of carbon dioxide emissions deserves particular concern. We complete the influencing factor analysis, screening and treatment of carbon dioxide emissions as well as accurate prediction for carbon dioxide emissions, which contributes to the monitoring and decision-making processes of managers. Meanwhile, it is noteworthy that carbon dioxide emissions have become a global topic and low carbon development has been approved widely by all countries. Worldwide scholars can determine the influencing factors according to particular country as well as the actual situation and carry out researches about carbon emissions using reasonable methods. And this paper can provide a reference for related researches in other continents or countries. Besides, we will focus on future scenario prediction of carbon dioxide emissions on the basis of this study for our subsequent researches.
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