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We study the spin-1/2 ferromagnetic Heisenberg-Kitaev-$\Gamma$ model in the anisotropic (Toric code) limit to reveal the nature of the quantum phase transition between the gapped $Z_2$ quantum spin liquid and a spin ordered phase (driven by Heisenberg interactions) as well as a trivial paramagnet (driven by pseudo-dipolar interactions, $\Gamma$). The transitions are obtained by a simultaneous condensation of the Ising electric and magnetic charges- the fractionalized excitations of the $Z_2$ quantum spin liquid. Both these transitions can be continuous and are examples of deconfined quantum critical points. Crucial to our calculations are the symmetry implementations on the soft electric and magnetic modes that become critical. In particular, we find strong constraints on the structure of the critical theory arising from time reversal and lattice translation symmetries with the latter acting as an anyon permutation symmetry that endows the critical theory with a manifestly self-dual structure. We find that the transition between the quantum spin liquid and the spin-ordered phase belongs to a self-dual modified Abelian Higgs field theory while that between the spin liquid and the trivial paramagnet belongs to a self-dual $Z_2$ gauge theory. We also study the effect of an external Zeeman field to show an interesting similarity between the polarised paramagnet obtained due to the Zeeman field and the trivial paramagnet driven the pseudo-dipolar interactions. Interestingly, both the spin liquid and the spin ordered phases have easily identifiable counterparts in the isotropic limit and the present calculations may shed insights into the corresponding transitions in the material relevant isotropic limit.

I. INTRODUCTION

Recent research of spin-orbit coupled frustrated magnets have led to the discovery of a new class of candidate quantum spin liquid (QSL) materials. In a subset of such magnets which ultimately order (at very low temperatures), the low temperature properties bear unconventional experimental signatures akin to fractionalized excitations expected in a QSL. A framework to describe these properties start by positing that these systems are proximate to quantum phase transition between a spin ordered phase and a QSL, albeit just on the ordered side. The finite temperature properties of such a proximate QSL phase then may account for, among others, the neutron scattering of honeycomb lattice magnet $\alpha$-RuCl$_3$ and rare-earth pyrochlore Yb$_2$Ti$_2$O$_7$.

The case of $\alpha$-RuCl$_3$ is particularly interesting where a collinear Zig-Zag spin order is stabilized below $T \sim 7$ K. However, recent neutron scattering experiments reveal that unusually intense diffused spin excitations resembling that of the two-particle fractionalized spinon continuum of a QSL survive well above the spin ordering temperature. Further, in an in-plane Zeeman field, the spin order gives away to a field induced partially-polarised paramagnet with unusual spin dynamics and quantized thermal-Hall conductivity. This has led to the suggestion that zero Zeeman field Zig-Zag order in this material occurring below 7 K is fragile and proximate to a $Z_2$ QSL with ultra short-ranged spin correlations which supports fractionalized Majorana excitations and $Z_2$ fluxes.

Within the proximate-spin liquid scenario, therefore, the quantum phase transition between the Zig-Zag spin ordered phase and the $Z_2$ QSL then affects the low temperature physics of $\alpha$-RuCl$_3$. On generic grounds, such transitions cannot be captured within the conventional order parameter based description. Further, the $Z_2$ QSL is separated from a trivial paramagnet (one without topological order and fractionalised excitations) through a different and distinct quantum phase transition. In case of this latter transition an order parameter based description is unavailable. If the transitions are continuous as is pertinent to the present work- the correct critical theory has to essentially account for the fractionalisation and topological order in the $Z_2$ QSL in addition to the any possible spin order. Several examples of such deconfined critical points are known.

The minimal spin Hamiltonian that can capture the above physics of $\alpha$-RuCl$_3$ is given by the so-called Heisenberg-Kitaev-Pseudodipolar (JK$\Gamma$) Hamiltonian

$$H = J \sum_{\langle p, q \rangle} \mathbf{\sigma}_p \cdot \mathbf{\sigma}_q + \sum_{\langle p, q \rangle, \alpha} \left[ \Gamma_\alpha \left[ \sigma^\alpha_p \sigma^\alpha_q + \sigma^\alpha_q \sigma^\alpha_p \right] - K_\alpha \sigma^\alpha_p \sigma^\alpha_q \right]$$

(1)

where $\alpha = x, y, z$ refers to the $x, y, z$ bonds of the honeycomb lattice respectively (see Fig. 1(a)) and $\sigma^\alpha_p$ denotes Pauli matrices representing spin-1/2 operator on the site of the honeycomb lattice. $\langle pq \rangle$ refers to nearest neighbours while $\langle pq \rangle_\alpha$ refers to nearest neighbours along $\alpha$-bonds. Note that for a given $\alpha$: $\beta, \gamma = (x, y, z) \neq \alpha$. Remarkably, in addition to $\alpha$-RuCl$_3$, the Hamiltonian in Eq. 1 can effectively describe the magnetic properties of several other strong spin-orbit cou-
FIG. 1. (a) The $\sigma$ spins on the honeycomb lattice (with sub-lattice $A$ and $B$). The $x$, $y$, $z$ bonds are shown in blue, red and black respectively. (b) The low energy doublet in the anisotropic limit, the $\tau$ spins (see text), are shown in grey filled circles on the links of the light green square lattice which are also the location of the centres of the $z$-bonds of the honeycomb lattice. $d_1$ and $d_2$ generate translations of underlying honeycomb lattice. The plaquettes (light magenta) in the rhombic lattice become usual plaquettes (cyan) and stars (light orange) in the square lattice.

ple magnets on honeycomb lattice\cite{15,44–48} that include honeycomb iridates\cite{46,39–43} as well as three-dimensional harmonic iridates.\cite{15,44–48} The material relevant isotropic limit ($K_x = K_y = K_z$) has a rich phase diagram including a direct phase transition between the QSL and collinear spin ordered phases.\cite{15,44–48} The translations on the other hand, interchanges the sites and plaquettes of the underlying square lattice. This results in unconventional symmetry properties for the low energy theory in a novel way. In case of time-reversal symmetry, we find that the $\sigma$ spins in Eq. 1 form usual Kramers doublet and magnetic excitation of the QSL which transforms projectively un-}

An interesting and somewhat easier (for the present purpose) limit of Eq. 1 occurs when one of the Kitaev couplings, $K_x$ (say) is much larger than all other couplings, i.e., $|K_x| >> |J|, |K_y|, |K_z|, |\Gamma|$. In this Toric code\cite{46} limit the QSL survives for $J, \Gamma = 0$, albeit as a gapped $Z_2$ QSL with low energy bosonic Ising electric ($e$) and magnetic ($m$) charges while the Majorana fermion has a large gap of the order $\sim |K_x|$.\cite{28,56} On increasing $J$ and/or $\Gamma$ the QSL must give way to other phases. What are these other phases and what is the nature of such phase transition are then questions of interest by themselves since any such description must incorporate the non-trivial topological order and fractionalized $e$ and $m$ excitations of the QSL.\cite{57–60} Also the understanding of such phase transitions in the anisotropic limit may provide us useful insights to the nature of the phase transition in the isotropic limit and thereby shed light on the finite temperature properties of candidates such as RuCl$_3$ to ascertain the validity of the *proximate QSL* scenario.

In this paper, with the twin motivations above, we study the phases and phase transitions in the anisotropic limit of Eq. 1 and show that not only the QSL, albeit gapped, survives in the above anisotropic limit, but so do the neighbouring spin ordered phases. Ref. 61 and 62 considered an approach similar to ours. The starting point of Ref. 61 is slightly different version (Heisenberg exchange was also taken to be anisotropic) of the anisotropic limit for the Hamiltonian in Eq. 1 with $\Gamma = 0$. There, in the classical limit, all the magnetic states survive the anisotropy, and more interestingly even for quantum $S = 1/2$ systems, numerical results suggest that the transition between the (now) gapped QSL and the spin ordered, same as in the isotropic limit, exist. Ref. 62, on the other hand, considered Eq. 1 for $J = 0$ and derived the effective low energy Hamiltonian through strong coupling approaches. Some of their conclusions— such as the transverse-field Ising model results at lowest order (Eq. 104)— agree with our effective microscopic Hamiltonian. However these above works did not systematically analyse the theory of the phase transitions.

In this work, we substantially extend the formulation of the anisotropic problem incorporating both Heisenberg ($J$) and pseudo-dipolar ($\Gamma$) interactions to the ferromagnetic Kitaev magnet ($K_\alpha > 0$ in Eq. 1). We use a combination of strong coupling expansion, numerical diagonalisation and field theoretic calculations to study the quantum phase transitions between the QSL and various spin ordered as well as paramagnetic phases by explicitly deriving a candidate critical theory for the possible deconfined quantum critical points. Our finding are summarised in the phase diagram in Fig. 2. In a following work,\cite{63} we shall discuss the physics of antiferromagnetic Kitaev model ($K_\alpha < 0$) and its proximate phases. We shall find crucial difference between the two cases along with interesting similarities.

One of our central findings is the non-trivial implementation of the microscopic symmetries on the low energy degree of freedom. While this is quite generic to strongly correlated systems, it is even more rich in spin-orbit coupled systems where lattice and spin symmetries become intertwined. In the present case non-trivial implementation of two particular symmetries— time reversal, $\mathcal{T}$, and lattice translation, $\mathcal{T}_d$, $\mathcal{T}_d$ (see Fig. 1(b))— severely constrains the structure of the low energy theory in a novel way. In case of time-reversal symmetry, we find that while the $\sigma_i$ spins in Eq. 1 form usual Kramers doublet under time reversal ($\mathcal{T}^2 = -1$) as is relevant for the candidate materials, the effective low energy degrees of freedom in the anisotropic limit (Eq. 6) is a non-Kramers doublet ($\mathcal{T}^2 = +1$). The translations, $\mathcal{T}_d$ and $\mathcal{T}_{d_2}$, on the other hand, interchanges the sites and plaquettes of the underlying square lattice. This results in unconventional symmetry properties for the low energy $e$ and $m$ excitations of the QSL which transforms projectively under various symmetries.\cite{4,64} The non-Kramers nature of the low energy doublets determine— (a) how the system couples to an external Zeeman field, and, (b) the nature of time-reversal partners $e$ and $m$ modes that become soft at the magnetic transition in such a *non-Kramers QSL*.\cite{65} The translations on the other hand, interchanges the $e$ and $m$ charges resulting in a so called *anyon permutation symmetry*.\cite{64,66} A profound consequence of this permutation is that the $e$ and $m$ soft modes of the QSL have the same mass resulting in placing the system along a self-
dual line in the gauge-matter phase diagram of the type studied by Fradkin and Shenker in Ref. 67. The above symmetry implementation on the soft modes then heavily constrains the nature of the critical point and hence the deconfined phase transition is protected by them. While this is certainly a feature of all symmetry breaking phase transitions, we find that in particular the anyon permutation symmetry protects the nature of the deconfined critical point between the QSL and the spin-ordered phase as well as the QSL and the trivial paramagnet. We place our results in context of the existing knowledge about this similar critical points.

Considering the length and our multi-stage analysis of the problem, here we provide a summary of the central results obtained in this work along with the general outline of the rest of the paper.

A. Outline and summary of the central results

In the anisotropic limit the low energy degrees of freedom for the ferromagnetic Kitaev model are given by non-Kramers doublets, $\tau_i^z$ (Eq. 6) sitting on the $z$-bonds of the honeycomb lattice or alternately the bonds of the square lattice as shown in Fig. 1(b). Due to the non-Kramers nature, only $\tau^z$ is odd under time reversal (Eq. 9) and can couple to the Zeeman field at the linear order.

The effective Hamiltonian for the $\tau$-spins, obtained within the $1/|J_z|$ degenerate perturbation theory (Eq. 7) describes the interaction between the $\tau$-spins (Eq. 10). This Hamiltonian captures the gapped Z$_2$ QSL as well as other magnetically ordered and trivial paramagnetic phases. This is easily seen by considering various limits of the effective Hamiltonian which shows the gapped Z$_2$ QSL (in $J \sim \Gamma \sim 0$ limit) gives way to either a magnetically ordered phase due to Heisenberg coupling $J$ (in $\Gamma \sim K \sim 0$ limit) or a trivial paramagnetic phase due to pseudo-dipolar coupling $\Gamma$ (in $J \sim K \sim 0$ limit). The schematic phase diagram is given by Fig. 2. We perform exact diagonalisation calculations on finite spin clusters containing $12-32 \tau$-spins to further confirm the expectation for the phase diagram. While severely limited in system size, our numerical phase diagram–based on the analysis of the spectral gap, fidelity susceptibility peaks, topological entanglement entropy and two point correlation functions provide encouraging agreement (Fig. 9) with the schematic phase diagram–reiterating the possibility of a direct phase transition between the Z$_2$ QSL and the spin-ordered state and between the Z$_2$ QSL and a trivial paramagnet apart from a 3D–Z$_2$ transition between the spin ordered state and the trivial paramagnet.

A canonical way to understand the emergence of short-range entangled (with or without spontaneous symmetry breaking) phases from a QSL is in terms of the condensation of the deconfined excitations of the QSL which in this case are Z$_2$ e and m charges. While this formulation indeed is very powerful and lead us to understand the nature of the deconfined quantum phase transitions out of the Z$_2$ QSL, interestingly we provide an alternate insight towards understanding of the Z$_2$ QSL through proliferation of the selective domain walls of the magnetically ordered phase with a specific sign structure (Eq. 32) as opposed to random proliferation of the domain walls in the trivial paramagnet (Eq. 33).

To describe the phase transitions, it is important to understand the nature of excitations of the Z$_2$ QSL– the e and m charges. This is best done by expressing the microscopic interactions in terms of the well-known mapping to the Z$_2$ gauge theory with e and m charges (Eq. 41). These bosonic Z$_2$ charges are conserved modulo 2 and see each other as source of $\pi$ flux (mutual semions). Further, they transform under projective representations of the symmetry group. In particular, we find non-trivial implementation of the time reversal symmetry (Eq. 50) and translation (Eq. 48) under $T_{d_1}$ and $T_{d_2}$ (Fig. 1(b)) on the gauge charges. The latter leads to the permutation symmetry $e \leftrightarrow m$– an example of an anyon permutation symmetry.

Both the time reversal and the anyon permutation symmetry severely constrains the structure of the critical theory. Indeed for the Heisenberg perturbations the time-reversal partner soft modes of the e and m sectors are given by (Eqs. 63 and 64) whose structure is schematically shown in Figs. 10(a) and 10(b). These soft modes transform under the symmetries as a pair of complex bosons, $\Phi_e$, $\Phi_m$ (Eq. 65 and 66) up to a quartic term that reduces the symmetry to Z$_4$ from $U_e(1) \times U_m(1)$. Crucially however, anyon permutation $\Phi_e \leftrightarrow \Phi_m$ leads to a self-dual structure of the critical theory. The mutual semionic statistics between the $\Phi_e$ and $\Phi_m$ soft modes is implemented within a mutual $U(1) \times U(1)$ Chern Simons (CS) theory resulting in a self dual 3D Euclidean action (Eq. 72) with Lagrangian

$$L = |(\partial_\mu - i A_\mu)|\Phi_e|^2| + |(\partial_\mu - i B_\mu)|\Phi_m|^2| + u(|\Phi_e|^2 + |\Phi_m|^2| + v(|\Phi_e|^4 + |\Phi_m|^4|) + \lambda [(|\Phi_e|^4 + (\Phi_e^*)^4 + (\Phi_m|^4 + (\Phi_m^*)^4]) + w [(\Phi_e \Phi_m)^2 + (\Phi_e^* \Phi_m^*)^2] + c.c.] + i e^{\mu \nu \lambda} A_\mu \partial_\nu B_\lambda$$

For $u > 0$, $\Phi_e$ and $\Phi_m$ are gapped and the low energy effective action is given by the last term– the mutual CS action. This phase is nothing but the Z$_2$ QSL with gapped e and m charges. The phase, $u < 0$, on the other hand is characterised by finite collinear spin order characterised by the gauge invariant order parameters given by Eq. 81 that breaks time reversal symmetry. Using particle-vortex duality we can map the above action to a modified Abelian Higgs model (MAHM) which, at $u = 0$ describes the transition. We note that the $U_e(1) \times U_m(1)$ breaking anisotropy terms may be irrelevant at the critical point but relevant in the spin-ordered phases. An external Zeeman field lifts the symmetry of the two time reversal partners by allowing a second order term (Eq. 102) of the form $-h_z [(|\Phi_e|^2 + (\Phi_e^*)^2 + (\Phi_m|^2 + (\Phi_m^*)^2)]$. 

While the $Z_2$ QSL remains intact the spin-ordered phase gets affected and is now continuously connected to the polarised phase (for $J < 0$) or undergoes a spin-flop transition into a polarised phase for $J \sim |h_z| > 0$.

For the pseudo-dipolar, $\Gamma$, perturbations similarly we get a pair of complex scalar modes, $(\tilde{\Phi}_e, \tilde{\Phi}_m)$ (Eq. 111 and 112), which now are time reversal invariant. The PSG of the soft modes allow for a second order term (Eq. 116) similar to the Zeeman case. However now the Higgs phase correspond to a time reversal symmetric trivial paramagnet. In fact we find a continuous interpolation of the soft modes driven by the Zeeman perturbation and the pseudo-dipolar perturbations by identifying the residual symmetries when both these terms are simultaneously present (Eq. 130). The second-order anisotropic term acts like a pairing term in a superconductor and reduces the gauge group down to $Z_2$. The rest of the paper is organised as follows. In Section II, we start with the description of the anisotropic limit of the Hamiltonian given in Eq. 1 and identify the low energy degrees of freedom as well as their symmetry properties. The effective low energy Hamiltonian for the $\tau$ spins, derived using degenerate perturbation theory up to fourth order, is presented in Section III. Numerical exact diagonalisation results on finite spin clusters, as presented in Section IV. In Sec. V a $Z_2$ lattice gauge theory capturing $e$ and $m$ excitations of the $Z_2$ QSL is introduced and their symmetry transformations are analysed. In Sec. VI, we derive the critical theory for the transition driven by the Heisenberg interaction, $J$ and show that the transition indeed occurs through the condensation of $e$ and $m$ charges. Here we also study the effect of an external Zeeman field. In Sec. VII, we discuss the transition between the QSL and the trivial paramagnet driven by the pseudo-dipolar interactions. Finally we summarise our results in Sec. VIII. Various details are given in the appendices.

II. GENERALIZED HEISENBERG-KITAEV MODEL: ANISOTROPIC TORIC CODE LIMIT

The gapped $Z_2$ QSL stabilised in the anisotropic limit is the starting point of our analysis. It is obtained by neglecting the Heisenberg ($J$) and the pseudo-dipolar ($\Gamma$) couplings in the Hamiltonian in Eq. 1 and considering one of the three Kitaev coupling to be much larger than the other two. Depending on which Kitaev coupling we choose we get three equivalent gapped $Z_2$ QSLs whose properties are related by appropriately rotating the underlying honeycomb lattice by $\pm 2\pi/3$ about the center of the hexagon. For the rest of the paper we shall take the Kitaev couplings on the $z$-bonds of Fig. 1(a) to be stronger than that of the $x$ and $y$ bonds.

In presence of $J$ and $\Gamma$, our analysis of the anisotropic limit starts with derivation of the correct low energy effective Hamiltonian from Eq. 1 in the limit of $|K_z| >> |J|, |K_x|, |\Gamma|$. To this end we write the Hamiltonian in Eq. 1 as

$$H = H_0 + V,$$

where

$$H_0 = -(K_z - J) \sum_{\langle i,j \rangle, z} \sigma_i^z \sigma_j^z$$

and $V$ stands for the rest of the terms in Eq. 1 which can be treated as perturbation in this limit. For $V = 0$ the systems breaks up into isolated bonds and each bond has two ground states. The nature of these ground states depends crucially on the sign of $K_z$.

For $K_z > 0$, i.e. the ferromagnetic case, the two spins participating in the bond are both parallel to each other. Let us denote these states in the $\sigma^z$ basis by $|\uparrow\rangle$,

$$|\uparrow\rangle \equiv |+\rangle, \quad |\downarrow\rangle \equiv |\downarrow\rangle$$

where the first (second) spin belongs to sub-lattice $A$($B$) of Fig. 1(a). The two excited states are given by

$$|\uparrow\downarrow\rangle, \quad |\downarrow\uparrow\rangle$$

where the excitation energy is $2K_z$. For the $K_z < 0$, i.e. the antiferromagnetic case, the role of the two sets of doublet is reversed. As mentioned above, in this paper, we will concern ourselves with the ferromagnetic case while in a follow up work we shall treat the antiferromagnetic case, $K_z < 0$.

We now define $\tau^i$ operators for each $z$-bond to capture the ground state manifold, $\tau^z |\pm\rangle = \pm |\pm\rangle$ for both the cases of $K_z$. In terms of the underlying $\sigma^z$ spins,

$$\tau^z = (\sigma^z_A + \sigma^z_B)/2$$

where the subscripts $A$ and $B$ label the two spins belonging to the two different sublattices participating in a particular $z$-bond (Fig. 1(a)). If there are $N_z$ number of $z$ bonds then there are $2N_z$ $\sigma$-spins and hence $N_z$, $\tau$-spins. The $\tau$-spin span a rhombic lattice with $d_1$ & $d_2$ as the lattice vectors, as shown in Fig. 1(b) (and also Fig. 14 in Appendix A).

The ground state of $H_0$ is clearly $2^{N_z}$-fold degenerate. Depending on the various coupling parameters in $V$, it breaks this degeneracy either by selecting an ordered ground state through quantum order-by-disorder or through disorder-by-disorder to a QSL by macroscopic superposition of the states within the degenerate manifold leading to long-range quantum entanglement. We wish to understand the nature of such ordered or disordered phases along with the nature of possible intervening quantum phase transitions.

The effective low energy Hamiltonian below the $\sim K_z$ scale can then be gotten using a the strong coupling expansion in $1/K_z$ from the perturbation series

$$H_{\text{eff}} = P \left[ V + V \mathcal{G} V + \cdots \right] P$$

where

$$\mathcal{G} = \text{Diag}(1,1,1,1/2,1,1/2,\ldots)$$

and

$$\mathcal{M} = \text{Diag}(1,1,2,1,1,1/2,\ldots)$$

we get a pair of complex scalar modes, $(\Phi_e, \Phi_m)$ (Eq. 111 and 112), which now are time reversal invariant. The PSG of the soft modes allow for a second order term (Eq. 116) similar to the Zeeman case. However now the Higgs phase correspond to a time reversal symmetric trivial paramagnet. In fact we find a continuous interpolation of the soft modes driven by the Zeeman perturbation and the pseudo-dipolar perturbations by identifying the residual symmetries when both these terms are simultaneously present (Eq. 130). The second-order anisotropic term acts like a pairing term in a superconductor and reduces the gauge group down to $Z_2$. The rest of the paper is organised as follows. In Section II, we start with the description of the anisotropic limit of the Hamiltonian given in Eq. 1 and identify the low energy degrees of freedom as well as their symmetry properties. The effective low energy Hamiltonian for the $\tau$ spins, derived using degenerate perturbation theory up to fourth order, is presented in Section III. Numerical exact diagonalisation results on finite spin clusters, as presented in Section IV. In Sec. V a $Z_2$ lattice gauge theory capturing $e$ and $m$ excitations of the $Z_2$ QSL is introduced and their symmetry transformations are analysed. In Sec. VI, we derive the critical theory for the transition driven by the Heisenberg interaction, $J$ and show that the transition indeed occurs through the condensation of $e$ and $m$ charges. Here we also study the effect of an external Zeeman field. In Sec. VII, we discuss the transition between the QSL and the trivial paramagnet driven by the pseudo-dipolar interactions. Finally we summarise our results in Sec. VIII. Various details are given in the appendices.
where $P$ is the projector on the ground-state manifold of $H_0$ and $G = (1 - P)\frac{1}{(1 - P)}(1 - P)$ is the propagator in the excited manifold.

Before describing our strong-coupling calculations, however, it is useful to understand the action of the various symmetries on the $\tau^\alpha$ spins which will form an essential ingredient in our analysis.

### A. Symmetries of the low energy doublet

The lattice points of the rhombic lattice on whose sites the $\tau$-spins reside (see Fig. 1(b) and also Fig. 14 in the Appendix A) are given by

\[ i \equiv (i_1, i_2) = i_1d_1 + i_2d_2, \tag{8} \]

with the two diagonal translation vectors $d_1$ & $d_2$ of the rhombic lattice as shown in Fig. 1(b). Alternatively we can choose a Cartesian coordinate system (given by $\hat{x} = d_1 - d_2$ and $\hat{y} = d_1 + d_2$) with a two site-basis to describe the spins. We shall alternatively use both these descriptions whenever suitable.

Starting from the symmetries of the isotropic system (Eq. 1) on the honeycomb lattice (see Appendix A) and focussing on the anisotropic limit, we find the following generators of symmetries for the anisotropic limit:

- **Time reversal**, $\mathcal{T}$.
- **Lattice translations** in the honeycomb plane, $T_{d_1}$ and $T_{d_2}$. Under translation $T_{d_1} : (i_1, i_2) \to (i_1 + 1, i_2)$ and $T_{d_2} : (i_1, i_2) \to (i_1, i_2 + 1)$.
- **Reflection about $z$-bond of the honeycomb lattice**, $\sigma_v$ for which we have $\sigma_v : (i_1, i_2) \to (-i_2, -i_1)$.
- **$\pi$-rotation about the $z$-bond**, $C_{2z}$ which gives $C_{2z} : (i_1, i_2) \to (i_2, i_1)$

Note that due to spin-orbit coupling, the spin quantization axes and the real space are coupled and we choose the same convention as You et. al. in Ref. 70 to understand the symmetry transformations. Further, in addition to the symmetries listed above, we find it convenient to use the additional symmetry

- **$\pi$-rotation about the honeycomb lattice hexagon center**, $R_\pi = C_{2z} \sigma_v$.

The action of the above symmetry transformations on the ground state doublets are given by (see Appendix A for details):

\[\mathcal{T} : \{\tau^x_i, \tau^y_i, \tau^z_i\} \to \{\tau^x_i, \tau^y_i, -\tau^z_i\}\]

\[T_{d_1} : \{\tau^x_i, \tau^y_i, \tau^z_i\} \to \{\tau^x_{i_1 + d_1}, \tau^y_{i_1 + d_1}, \tau^z_{i_1 + d_1}\}\]

\[\sigma_v : \{\tau^x_i, \tau^y_i, \tau^z_i\} \to \{\tau^-x_i, \tau^y_i, -\tau^z_i\} \to \{\tau^-x_i, \tau^y_i, \tau^z_i\} \to \{\tau^x_i, \tau^y_i, \tau^z_i\} \to \{\tau^x_i, \tau^y_i, \tau^z_i\} \to \{\tau^x_i, \tau^y_i, \tau^z_i\}\]

\[R_\pi : \{\tau^x_i, \tau^y_i, \tau^z_i\} \to \{\tau^x_i, \tau^y_i, \tau^z_i\}\]

It is important to notice that, $\tau^\alpha$s are non-Kramers doublets. Hence any on-site (time reversal odd) magnetic ordering that can be described within this limit, has to be an ordering of $\tau^x$. This also means that an external Zeeman field can only couple to $\tau^x$ at linear order as is characteristic to such non-Kramers systems.

With the symmetries, we now start to analyze the low energy effective theories for the Hamiltonian (Eq. 1) in the anisotropic limit for the ferromagnetic ($K_\alpha > 0$) case.

## III. THE ANISOTROPIC LIMIT FOR $K_\alpha > 0$

For the Isotropic model with ferromagnetic Kitaev exchanges ($K_x = K_y = K_z > 0$), with increasing Heisenberg coupling, $J$, the Kitaev spin liquid gives way to a ferromagnetic (for $J < 0$) or a stripy spin ordered (for $J > 0$) (Fig. 3) phase. The situation with the pseudodipolar interactions are much less clear and recently both the possibilities of QSL and a lattice nematic has been suggested in related models.

In the anisotropic limit, the effective Hamiltonian in the anisotropic limit is obtained through degenerate perturbation theory as outlined in Eq. 7.

### A. The effective Hamiltonian

For $K_x = K_y = K_z > 0$, $\Gamma_\alpha = \Gamma$ (where $\alpha = x, y, z$), we derive the effective low energy Hamiltonian for the $\tau$-spins till fourth order perturbation theory which captures the QSL, the proximate spin ordered phases as well as possible trivial paramagnets. The effective low energy Hamiltonian for the $\tau$-spins is given by

\[H_{\text{eff}} = H_{[1]} + H_{[2]} + H_{[3]} + H_{[4]} \tag{10}\]

where

\[H_{[1]} = \left[2\Gamma \left(1 - \frac{\Gamma^2}{\Delta^2}\right) - \frac{2\Gamma^2\Delta^2}{\Delta^2}\right]\sum_i \tau^y_i \tag{11}\]

is the single spin interaction. The index $i$ now denotes the bonds of a square lattice as shown in Fig. 1(b). We have used

\[\delta = K - J \quad \text{and} \quad \Delta = K_z - J \tag{12}\]

for clarity. Note that the linear term in $\tau^y$ in Eq. 11 is time reversal invariant and is proportional to $\Gamma$ and hence is zero when $\Gamma = 0$. This term, as we shall see below, makes the $Z_2$ QSL unstable to a trivial paramagnet as $\Gamma$ is increased.

The other terms $a = 2, 3, 4$ in the Hamiltonian $H_{[a]}$ involves interactions among two, three and four spins respectively. Odd-spin terms are generically allowed due to the non-Kramers nature of the $\tau$-spins.

In writing the the higher order terms we use the convention: each plaquette of the rhombic lattice is associated with its left edge such that we denote the spin on
the left edge as \( \tau_i \) (Fig. 1(b)). Using the definition of \( d_1 \) and \( d_2 \), the top most spin is then given by \( \tau_{i+d_1} \) while the other two spin, the one on the right and the one in the bottom are \( \tau_{i+d_1-d_2} \) and \( \tau_{i-d_2} \) respectively. With this, the two spin interactions are given by

\[
\mathcal{H}_{[2]} = \left[ J - \frac{J_\delta}{2\Delta} - \frac{J^3\delta + J\delta^3}{8\Delta^3} \right] \sum_{(ij)} \hat{\tau}_i^x \hat{\tau}_j^x + \left[ \frac{J^2\delta^2}{2\Delta^3} \right] \sum_i \hat{\tau}_i^x \hat{\tau}_{i+d_1-d_2} - \left[ \frac{5J^2\delta^2}{8\Delta^3} \right] \sum_i \left( \hat{\tau}_i^x \hat{\tau}_{i+d_1-d_2} + \hat{\tau}_i^y \hat{\tau}_{i+d_1-d_2} \right)
\]

The leading term (proportional to \( J \)) is an Ising interaction which, as we shall see drives the transition from the \( Z_2 \) QSL to a spin ordered phase. Unlike the trivial paramagnet above, this spin-ordered phase breaks time reversal symmetry as well as lattice point groups symmetries \( \sigma_v \) and \( C_{2z} \) (Eq. 9).

The three spin interactions are given by

\[
\mathcal{H}_{[3]} = \left[ \frac{\Gamma^2}{\Delta} + \frac{7\Gamma^3\delta^2 - 4\Gamma^4}{4\Delta^3} \right] \sum_i \left( \hat{\tau}_i^x \hat{\tau}_{i+d_1-d_2} - \hat{\tau}_i^z \hat{\tau}_{i+d_1} \hat{\tau}_{i+d_1-d_2} \right) - \left[ \frac{\Gamma^2}{\Delta} - \frac{4\Gamma^4 - 6\Gamma^2\delta^2 + J^2\Gamma^2}{4\Delta^3} \right] \sum_i \hat{\tau}_i^x \hat{\tau}_{i+d_1-d_2} \left( \hat{\tau}_i^y + \hat{\tau}_{i+d_1-d_2}^y \right)
\]

These third order terms, along with others renormalises the energy of various excitations in both the QSL as well as the ordered phases and trivial paramagnet. However, we expect that they do not change the qualitative nature of the phase diagram.

Finally the four spin interactions are given by

\[
\mathcal{H}_{[4]} = - \left[ \frac{J^4 + \delta^4}{16\Delta^3} \right] \sum_i \hat{\tau}_i^y \hat{\tau}_{i+d_1-d_2} \hat{\tau}_{i+d_1} \hat{\tau}_{i+d_1-d_2} - \left[ \frac{J^2\delta^2}{8\Delta^3} \right] \sum_i \hat{\tau}_i^x \hat{\tau}_{i+d_1-d_2} \hat{\tau}_{i+d_1} \hat{\tau}_{i+d_1-d_2}
\]

where the first term is nothing but the Toric code Hamiltonain (exactly solvable for \( J = 0 \)) that has a \( Z_2 \) QSL ground state.\textsuperscript{28,56}

Thus we have the entire effective Hamiltonian consistent with the symmetries upto fourth order in perturbation theory in \( 1/K \) which incorporates the physics of all the relevant phases.

\section*{B. Phases and Phase diagram}

With the above effective low energy Hamiltonian (Eq. 10) we now study the phase diagram as a function of \( J/|K| \) vs \( \Gamma/|K| \). The central result of this analysis is shown in the schematic the phase diagram of Fig. 2. In the rest of this work using a combined method of various field theoretic techniques and exact diagonalisation calculations on small spin clusters we substantiate the above phase diagram as well as study the possible phase transitions.

Before delving into the detailed analysis that results in the phase diagram, let us focus on the different limits to gain insights into the phase diagram. This will also allow us to understand the nature of the low energy modes near the phase transitions.

\subsection*{1. Toric code limit : \( J \approx \Gamma \approx 0 \) and canonical representation}

In this limit the Hamiltonian in Eq. 10 becomes

\[
\mathcal{H}_{(J=\Gamma=0)} = -J_{TC} \sum_i \hat{\tau}_i^y \hat{\tau}_{i+d_1-d_2} \hat{\tau}_{i+d_1} \hat{\tau}_{i+d_1-d_2}
\]

where \( J_{TC} = \frac{K^4}{16\Delta^3} \). This is exactly equivalent to the Toric code model\textsuperscript{56} albeit in the \textit{Wen’s representation}.\textsuperscript{71}
bipolar (\(\Gamma\)) of the square lattice (Fig. 1(b)) respectively. Crucially, the \(e\) and \(m\) charges have a mutual semionic statistics, i.e., they see each other as source of Aharonov-Bohm flux of \(\pi\). It is useful to remind ourselves the exact ground states wave-function of a system at this point which is given by

\[
|\Psi_{G.S.|Toric}\rangle = \prod_s \left( \frac{1 + A_s}{2} \right) |0_z\rangle \tag{19}
\]

where

\[
|0_z\rangle = \bigotimes_i |+\rangle_i \tag{20}
\]

represents the reference all up state in the \(\hat{\tau}^z\) basis. Three other ground states on a 2-tori can be generated from the above state by operating with the following Wilson-loop operators along the two non trivial loops in the 2-tori:

\[
\mathcal{L}_{x(y)} = \prod_{i \in l_{x(y)}} \hat{\tau}_{i}^z ; \quad \mathcal{L}_{x(y)}^m = \prod_{i \in l_{x(y)}} \hat{\tau}_{i}^x \tag{21}
\]

\(\mathcal{L}_{x(y)}^e (\mathcal{L}_{x(y)}^m)\) is product over \(\hat{\tau}^z (\hat{\tau}^x)\) on the closed loop \(l_{x(y)} (l^e_{x(y)} \text{ or } l^m_{x(y)})\) defined on the links of the direct(dual) lattice along horizontal and vertical directions respectively. These operators have eigenvalues of \(\pm 1\). The four ground states of TC model are labeled by \((\mathcal{L}_{x}^e = \pm 1, \mathcal{L}_{y}^e = \pm 1)\). In this notation, the ground state \(|\Psi_{G.S.|Toric}\rangle\) in Eq. 19 is labeled as \(|1,1\rangle\). The other three states are \(|1,-1\rangle = \mathcal{L}_{x}^m |\Psi_{G.S.|Toric}\rangle, \ |-1,1\rangle = \mathcal{L}_{y}^m |\Psi_{G.S.|Toric}\rangle\) and \(|-1,-1\rangle = \mathcal{L}_{x}^m \mathcal{L}_{y}^m |\Psi_{G.S.|Toric}\rangle\).

The QSL is gapped and hence survives small Heisenberg and pseudo-dipolar perturbations as shown in Fig. 2. However due to these perturbations the \(e\) and \(m\) charges gain dispersion. The low energy effective description of the Z_2 QSL in the continuum limit is captured by a \(U(1) \times U(1)\) mutual CS theory\(^{31,32,72,73}\) given by Eq. 70 which correctly implements the semionic statistics between the gapped \(e\) and \(m\) excitations of the Z_2 QSL.

On cranking up the Heisenberg (\(J\)) and/or the pseudo-dipolar (\(\Gamma\)) couplings, however, the QSL ultimately gives way to other phases. Starting with the QSL, we can understand the possible destruction of the QSL by condensing the \(e\) and \(m\) charges.\(^{74}\) This leads to different short-ranged entangled phases without or without spontaneously broken symmetries whose exact nature depend on the quantum numbers of the soft modes of the \(e\) and \(m\) charges that condense. This, in turn is dictated by the energetics and the nature of the microscopic couplings, \(J\) and \(\Gamma\). Indeed we find that while the Heisenberg interactions, \(J\), lead to a time reversal symmetry broken magnetically ordered phase, the pseudo-dipolar term, \(\Gamma\), gives rise to a trivial product paramagnet.
perturbations in the rotated basis (Eq. 17) to obtain
\[ \tilde{\mathcal{H}}_{\Gamma = 0} = J \sum_{(i,j), (i \in H, j \in V)} \hat{\tau}^x_i \hat{\tau}^x_j - J_{TC} \left[ \sum_s A_s + \sum_p B_p \right] \]
(23)

where \( A_s \) and \( B_p \) are defined below Eq. 18. We note that the perturbation by the Heisenberg term is different from that considered in Ref. 57 of 75 as in the present case a term like \( \hat{\tau}^z_i \hat{\tau}^z_j \) (where \( i \in V \) and \( j \in H \)) is forbidden by time reversal.

As mentioned above, in the limit \( \Gamma = 0 \), the ground state wave-function in the rotated basis is given by Eq. 19. On the other hand, for \( J_{TC} = 0 \), when the Hamiltonian is just the first term of Eq. 22, albeit in the rotated basis, the two-fold degenerate ground states. (To be specific, let us consider \( J < 0 \) such that the ground state in the un-rotated basis is a ferromagnet)

\[ |\Psi^\pm_{FM} \rangle = \bigotimes_i |\psi^\pm_i \rangle \]
(24)

where

\[ |\psi^\pm_i \rangle = \begin{cases} |+1 \rangle & \forall i \in H \\ |-1 \rangle & \forall i \in V \end{cases} \]
(25)

for the two time reversal partner ground states.

Generalising the ideas of Ref. 74, we can think about obtaining the QSL from the spin ordered state by selectively proliferating the domain walls of the latter. Consider taking the above ferromagnetic ground state wave function in the rotated basis and project it in the zero \( e \) and \( m \) sector as follows

\[ |\Psi^\dagger \rangle = \prod_s \left( \frac{1 + A_s}{2} \right) \prod_p \left( \frac{1 + B_p}{2} \right) |\Psi^\dagger_{FM} \rangle \]
(26)

We note that the two projectors commute with each other. For a plaquette \( |\Psi^\dagger_{FM} \rangle \) is shown in Fig. 4 when expanded in the \( \hat{\tau}^z \)-basis. It is clear that on applying \( B_p \) operator to this plaquette, the amplitudes of the two contributions that has a \( m \) charge \( (B_p = -1) \) does not survive the projection of \( \prod_p (1+B_p)/2 \). Extending this argument, we conclude that the on a torus, acting \( S_B \) on \( |\psi^\dagger_{FM} \rangle \) leads to, upto normalisation,

\[ \prod_{x_j} \left[ \prod_{p \in j^{th \text{row}}} \left( \frac{1 + B_p}{2} \right) \right] |\Psi^\dagger_{FM} \rangle \approx \prod_{x_j} \left( 1 + \mathcal{L}^m_{x_j} \right) |0_z \rangle \]
(27)

where \( |0_z \rangle \) is defined in Eq. 20. \( \mathcal{L}^m_{x_j} \) are the horizontal Wilson loops (see Eq. 21) for each row in the square lattice, with \( x_j \) being the row index. Thus it consists of closed loops of down spins on the vertical bonds running along horizontal direction along the rows. In the above
the QSL state. The rest of the terms on the right hand twist is a choice and does not affect the observables in periodic boundary conditions. Clearly the position of the spins on the horizontal bonds both the states have pe-
the 2-tori for the spins on the vertical bonds (For the ary conditions (see Fig. 5(a)) along the x ordered state with periodic boundary and twisted bound-
\[ \sum_{x_j} L_{x_j}^m + \sum_{x_j \neq x_k} L_{x_j}^m L_{x_k}^m + \ldots \right| 0_z \rangle \]
\[ = \left( \sum_{\alpha} [L_{x_k}^m \ldots] + \sum_{\beta} [L_{x_k}^m \ldots] \right) | 0_z \rangle \]
where in the last expression we have collected all the even (first summation) and the odd (second summation) powers of the \( L^m \) operators separately. From Eq. \( 26 \), it is easy to see that on application of \( \prod_{\alpha} (1 + A_{s_{\alpha}}) / 2 \equiv S_{A} \), this leads to an equal weight superposition of the \( Z_2 \) QSL ground states belonging to two topological sectors, i.e.,
\[ | \Psi^+ \rangle \sim | 1, 1 \rangle + | 1, -1 \rangle \]
\[ | \Psi_{G.S.}^{\text{Toric}} \rangle \equiv | 1, 1 \rangle \approx (1 + L_y^c) S_A S_B | \Psi_{FM}^+ \rangle. \]
The above equation connects the QSL with the spin ordered state and the operators can be interpreted in terms of the domain walls of the spin ordered state. Expanding the right hand side of the above equation, we get
\[ | \Psi_{G.S.}^{\text{Toric}} \rangle \sim (1 + L_y^c) (1 + (A_{s_1} \cdots A_{s_m}) (B_{p_1} \cdots B_{p_n})) | \Psi_{FM}^+ \rangle \]
The first term \( (1 + L_y^c)| \Psi_{FM}^+ \rangle \) is a superposition of the ordered state with periodic boundary and twisted boundary conditions (see Fig. 5(a)) along the x direction on the 2-tori for the spins on the vertical bonds (For the spins on the horizontal bonds both the states have periodic boundary conditions). Clearly the position of the twist is a choice and does not affect the observables in the QSL state. The rest of the terms on the right hand side are products of \( A_{s} \) and \( B_{p} \) operators and they have a straightforward interpretation in terms of the selected domain walls (defined as location of frustrated bonds) of the spin order. With the spins located on the bonds, the domain walls pass through the vertices of the square lattice of Fig. 1(b) and has a two sub-lattice structure. As shown in Fig. 5(b)-(d), the \( A_{s} \) and the \( B_{p} \) operators create domain walls respectively of the spin ordering on the horizontal and vertical bonds. An arbitrary product of only \( A_{s} \) or \( B_{p} \) operators create such domain walls of the spin order and all these contributions have an amplitude with positive sign as is explicit. For a combined set of \( A_{s} \) and \( B_{p} \) operators the sign is given by \( (-1)^m \) where \( m \) denotes the total overlap of the horizontal bonds among the participating \( A_{s} \) and \( B_{p} \) operators. The \( A_{s} \) and \( B_{p} \) in Fig. 5(d) has zero (even) overlap on the horizontal bond compare to the single (odd) overlap in Fig. 5(e). Thus we have
\[ | \Psi_{G.S.}^{\text{Toric}} \rangle \sim | \Psi_{FM} \rangle + \sum_{\alpha} (-1)^m | d_{\alpha} \rangle \]
where $|d_\alpha\rangle$ denotes various domain walls states starting with the ferromagnetic state. Focusing on a single row of horizontal bonds, application of two neighbouring $A_s$ only on this row (for reference Fig. 5(b)) leads to two disconnected domain walls. On application of further $A_s$ belonging to this row, more domain walls are either created or the ones that are already present gets transported along the chain. As a result the spin on any site on this row of horizontal bond, locally has an equal superposition of up and down spins (in $\hat{\tau}_z$-basis). This is nothing but a state where the spins on this row of horizontal bonds are polarized along $\hat{\tau}_z$ leading to the gapping out of the $e$ charge. An argument for the row of vertical bonds and the $m$ charge would lead to a similar result. A calculation starting from $|\tilde{\psi}_{FM}^z\rangle$ leads to equal weight superposition of the other two topological sectors of the QSL. Incidentally one can perform the above analysis starting with an all up state (in $\hat{\tau}_z$-basis) as was considered in Ref. 74. In that case, the action of $B_p$ is trivial as the all up state is already in the zero $m$ sector resulting in a $Z_2$ QSL. Indeed the right hand side of the Eq. 26 in that case an be interpreted in terms of the selective domain walls of the all up $\hat{\tau}_z$-ferromagnet.

We can contrast Eq. 32 to the ground state of the trivial paramagnet obtained by arbitrarily proliferating the domain walls of the ferromagnetic state. Such a trivial paramagnet has a wave-function of the form

$$|\Psi_{\text{Trivial}}\rangle \sim |\Psi_{FM}\rangle + \sum_\alpha |d_\alpha\rangle$$

(33)

which crucially differs from Eq. 32 in nature along with the sign structure of the domain walls. Indeed $|\Psi_{\text{Trivial}}\rangle$ can be obtained from $|\Psi_{FM}\rangle$ by proliferating trivial domain walls using the $\hat{\tau}_z^z$ ($\hat{\tau}_y^z$) operators on the vertical (horizontal) bonds. Such domain wall states clearly lack the sign structure discussed above.

Inside the ferromagnetic phase, all types of domain walls are gapped. However depending on the energetics of the microscopic model there energy costs are different. Hence as a function of various coupling terms one can become energetically cheaper than the other within the ferromagnetic phase without causing a phase transition. This provides a crossover within the ferromagnetic phase similar to the U(1) case in three dimensions as discussed in Ref. 74. In this lights, it is clear that the Toric code interaction term such as in Hamiltonian in Eq. 23 favours decorated (by sign) domain walls energetically whose subsequent proliferation leads to the QSL. This also suggest that a different perturbation involving single-site spin operators can lead to a trivial paramagnet starting from the FM. This, we argue below is exactly what the $\Gamma$ term does.

3. Pseudo-dipolar limit : $J = K = 0$ :

Finally, we consider the effect of only $\Gamma$ term on the $\tau$ spins. From Eq. 10, we put $J = K = 0$, then we get

$$\mathcal{H}_{J=K=0}^\Gamma = 2\Gamma \sum_i \tau_i^\gamma + O \left[ (\Gamma^2/\Delta) \right]$$

(34)

In the $\Gamma/\Delta \to 0$ limit, only the first term survives which is just non-interacting spins in a “magnetic field”. The ground state is a product state, $|0;\Gamma=\pm\rangle = \otimes_j |\pm_i\rangle_j$. In terms of $z$-basis it is defined as $|\mp\rangle = \frac{[+1,\mp|\pm1,\mp]}{\sqrt{2}}$.

These two ground states describe a time reversal symmetric trivial paramagnetic states (one for either sign of $\Gamma$) of the form described by Eq. 33. To see this is is useful to go to the rotated basis (Eq. 17) whence the first term of Eq. 34 becomes

$$\mathcal{H}_{J=K=0} = 2\Gamma \left[ \sum_{i\in V} \tau_i^z + \sum_{i\in H} \tau_i^z \right]$$

(35)

However, as discussed above, in the FM state the same operators as above create elementary trivial domain walls of the ferromagnetic state leading to a paramagnet.

As an aside, it is interesting to note that, though explicitly broken in the anisotropic limit that we consider this work, the two above states have finite $z$-bond-spin-nematic correlations as measured from the expectation value of the operator

$$\hat{Q}_{i\nu}^{\alpha\beta} = \left( \sigma_i^\alpha \sigma_{i\nu}^\beta + \sigma_{i\nu}^\beta \sigma_i^\alpha \right) - \frac{1}{3} \delta_{\alpha\beta} \sigma_i^0 \sigma_{i\nu}^0$$

(36)

We find

$$\langle \pm | \hat{Q}_{i\nu}^{\alpha\beta} | \pm \rangle = \left[ \begin{array}{ccc} \frac{1}{3} & \mp1 & 0 \\ \mp1 & -\frac{1}{3} & 0 \\ 0 & 0 & 1 \end{array} \right]$$

(37)

which describes a nematic with principle axis along $\hat{n} = [110]$ for $\Gamma < 0$ and is along $\hat{n} = [110]$ for $\Gamma > 0$. However, as stated above, this does not break any symmetry of the anisotropic Hamiltonian spontaneously and hence represents a featureless paramagnetic phase with gapped excitations which is continuously connected to the product state. Indeed signatures of such a nematic phase was numerically observed in the isotropic $K - \Gamma$ model recently, where the rotational symmetry $\sigma_i C_6$ of the extended Kitaev model is spontaneously broken down by the development of the nematic order.

The above discussion of the phases sharpens the questions about the quantum phase transitions between the $Z_2$ QSL and the spin-ordered or a trivial paramagnetic phase as a function of $J/K$ and $\Gamma/K$ respectively as indicated in Fig. 2. However, before moving on to the theory of quantum phase transition, we present our preliminary numerical calculations in the form of exact diagonalisations on finite spin clusters. This provide further insights into the nature of the soft $e$ and $m$ modes which then is used to construct the critical theory.
IV. NUMERICAL RESULTS

We perform exact diagonalisation calculations on finite spin clusters\textsuperscript{76,77}. For the present purpose, we focus on the third quadrant of the phase diagram (Fig. 2) while other details will be discussed in a follow-up work.\textsuperscript{83} For this, we take the minimal Hamiltonian from Eqs. 22 and 34 which captures the leading perturbations to the QSL (Eq. 16) arising due to the Heisenberg and the pseudo-dipolar terms. The Hamiltonian that interpolates between the different limits is given by

\[ \mathcal{H}(t_1, t_2) = -(1-t_1)(1-t_2)\mathcal{H}_{TCM} - t_1(1-t_2)\mathcal{H}_T - t_2(1-t_1)\mathcal{H}_{zz} \]  

(38)

where to compare with the couplings introduced above, we note \( \mathcal{H}_{TCM} \equiv 1/\mathcal{J}_TC \mathcal{H}_F^{\Gamma=0} \), \( \mathcal{H}_T \equiv 1/\mathcal{J}_T \mathcal{H}_F^{\Gamma=K=0} \) and \( \mathcal{H}_{zz} \equiv 1/\mathcal{J}_TC \mathcal{H}_F^{\Gamma=K} \) defined in Eqs. 16, 22 and 34 respectively and \( t_1 = 2\mathcal{J}_T / (\mathcal{J}_T + \mathcal{J}_C) \), \( t_2 = \mathcal{J}_C / (\mathcal{J}_T + \mathcal{J}_C) \).

In this parameter space, at the points \((t_1, t_2) = (0,0), (1,0), (0,1)\) the \( \mathcal{H}(t_1, t_2) \) becomes \( \mathcal{H}_{TCM} \), \( \mathcal{H}_T \) and \( \mathcal{H}_{zz} \) respectively. We perform exact diagonalization (ED) for \( 2 \times 3 \), \( 3 \times 3 \), \( 5 \times 2 \), \( 4 \times 3 \), \( 5 \times 3 \) and \( 4 \times 4 \) clusters with periodic boundary conditions (PBC) such that they contain \( 12-32 \) spins.

To make an estimate of the phase boundaries in the system, we calculate ground state fidelity susceptibility and spectral gap. The numerical results for representative parameter sets, as discussed below, are plotted in Fig. 6. The three different phases are then characterised by calculating the Topological entanglement entropy\textsuperscript{78,79} that characterise the \( Z_2 \) QSL, the magnetisation, \( \langle \tau^y \rangle \), that characterises the trivial paramagnet and the two point correlator \( \langle \tau^x_1 \tau^y_2 \rangle \) that characterises the ferromagnet. These are then plotted in representative parameter regimes in Fig. 8. A combination of the above signatures result in the phase diagram given by Fig. 9 which should then be compared with the third quadrant of the schematic phase diagram in Fig. 2.

a. Fidelity Susceptibility: An estimate of the phase boundaries can be obtained from the study of the response of the ground state energy due to the change in the parameters \( t_1 \) and \( t_2 \) through the fidelity susceptibility\textsuperscript{80}: \( \chi_\lambda = -\partial^2 E_{GS} / \partial \lambda^2 \) (with \( \lambda = t_1, t_2 \)). In the Fig. 6 (a)-(d) we plot \( |\chi_{t_1}| \) as a function of \( t_1 \) for four different representative values of \( t_2 \). The peaks, which increase with system size indicate possible phase transitions. Similar peaks are observed in \( \chi_{t_2} \) (not shown). The position of the peaks is plotted in Fig. 9 which gives an estimate of the phase boundaries.

b. Ground state degeneracy and spectral gap: A related way to characterize the phase boundaries is ob-
FIG. 7. (a) The $3 \times 3$ cluster with 18 spins, the blue and red edges are identified due to PBC (b) Geometry of the four sub-systems, for the calculation of the topological entanglement entropy.

FIG. 8. (a) The topological entanglement entropy (TEE) for increasing system sizes (see text). The considered system sizes are $3 \times 3$, $5 \times 2$, $4 \times 3$, $5 \times 3$ and $4 \times 4$ which have 18, 20, 24, 30 & 32 spins respectively. Only the $3 \times 3$ cluster is shown in Fig. 7(a). (b) Magnetization in the $\Gamma$-direction, as function of $t_1$ for constant $t_2 = 0.0 \& 0.6$, along the red dashed lines in the Fig. 9. The dashed magenta line shows the phase transition points along $t_1$, obtained from the phase diagram in Fig. 9 for the respective $t_2$ values. (c) Plot of normalized correlation function as a function of distance for different values of $t_2$ (with $t_1 = 0$, see text for more details). Deep inside the FM phase the correlation does not decay, beyond $t_2 = 0.3$ the correlation decays exponentially.

FIG. 9. Numerically obtained phase diagram focusing on the third quadrant of the Fig. 2. The phase transition points are obtained from the gap analysis and the GS susceptibility peak for the cluster $3 \times 3$ (Fig. 7(a)). The magnetization plots in Fig. 8(b) are along the red dashed lines: $t_2 = 0.0 \& 0.6$.

tained by tracking the closing of the spectral gap. The corresponding results are shown in Fig. 6 ((e)-(h)) as a function of $t_1$ for the same values of $t_2$ as $\chi_{t_1}$ figures in the upper panel.

$t_1 = 0, t_2 = 0$ corresponds to the exactly solvable Toric code limit which has $Z_2$ QSL ground state, similarly at $(t_1 = 1, t_2 = 0)$, we have spin polarized ground state (paramagnetic phase). In the Toric code limit the system is expected to have four fold degenerate ground state. In the spin polarized limit, there is no GS degeneracy. The gap closing gives us an estimate of the transition which is again plotted in the numerical phase diagram of Fig. 9. The general agreement of the susceptibility data and the gap data is noticeable.

Fig. 6(e) shows for $t_2 = 0$ the evolution of gap at different $t_1$. At $t_1 = 0$ we have the exactly solvable Toric code model with a $Z_2$ QSL ground state with the gap scale is $\Delta_1$, above the four fold degenerate ground state which is exactly equal to 4 for the pure Toric code model in accordance with the expectation. The gap closes around $t_1 = 0.5$ and towards $t_1 = 1$ another gap, $\Delta_2$ opens up, which is above the trivial spin polarized paramagnetic ground state. In the $6(f)$ and $6(g)$, for $t_2 = 0.2$ and 0.3 respectively, the size of the gap and the closing point along $t_1$ changes significantly. In both the cases the perturbation to the Toric code model lifts the four fold degeneracy of the topologically ordered QSL ground state via finite size effects. Finally in $6(h)$, at $t_2 = 0.4$, the two fold degeneracy at $t_2 \sim 0.4$ originates from the two possible time reversal partners describing the ferromagnetic state which spontaneously breaks time reversal symmetry as discussed in the previous section. The gap above the ground state manifold is given by $\Delta_3$. At $t_1 \approx 0.7$ this gap closes so that the system goes into paramagnetic
phase signalled by the unique time reversal symmetric ground state as seen in the figure.

Having gotten an estimate of the phase boundaries, we now turn to further characterisation of the phases.

c. **Topological Entanglement Entropy** : In the $Z_2$ QSL, the entanglement entropy ($S_A$) between a sub-system ($A$), and its compliment ($\bar{A}$) follows the area law with a sub-leading topological correction given by\(^{78,79}\)

$$S_A(L) = aL - \tilde{\gamma}(L); \quad \gamma(L) = \log(2) + O(1/L) \quad (39)$$

Where $a$ is a non-universal constant and $L$ is the length of the boundary between $A & \bar{A}$. In the limit $L \to \infty$ the TEE saturates to $\log(2) \approx 0.693$. By partitioning the whole system into 4 sub-systems in a particular way, as shown in Fig. 7(b), the constant part of the TEE can be extracted as\(^{78,79}\)

$$-\gamma' = S_A + S_B + S_C + S_{ABC} - S_{AB} - S_{BC} - S_{AC} = \log(2) + \sum_\beta O(1/L_\beta)$$

(40)

where $\beta$ is the different choices of combinations of the sub-system, such as $\beta = A, AB$ and so on. In Fig. 8(a) the $\gamma'$ is shown as a function of increasing system (SS) size, which is denoted by the total number of spins in a cluster, for the higher system size TEE saturates to $\log(2)$. The clusters considered here are $3 \times 3, 5 \times 2, 4 \times 3, 5 \times 3 \& 4 \times 4$ which have $18, 20, 24, 30 \& 32$ spins respectively. For the smallest system with 18 spins, the sub-systems (A, B, C in Fig. 7(b)) has 3-4 spins, whereas for the largest system size considered here with 32 spins, the sub-systems has 7-8 spins.

d. **Transverse magnetisation along $\Gamma$** : To characterise the trivial paramagnet, we calculate the magnetisation along $\Gamma$, i.e. $\langle \tau_i^+ \rangle$. For two representative values of $t_1$ in Fig. 8(b), in the $(t_1, t_2)$ parameter space, these are along the red dotted lines in the Fig. 9. For both the values of $t_2$, the limit $t_1 = 1$, the system is in PM phase, where the magnetization saturates to 1. The magnetization decreases along with the decreasing $t_1$, eventually being zero in the limit $t_1 = 0$. However for two different values of $t_2$, the magnetization changes differently. From the Fig. 9, we see for $t_2 = 0.0$ (0.6) the phase transition is around $t_1 \approx 0.5$ (0.8), the magenta lines in Fig. 8(b) denote the corresponding $t_1$ values for phase transition.

e. **The two point correlator for the ferromagnetic order parameter** : To characterize the ferromagnet, connected correlator $c(r) = \langle \tau_i^+ \tau_{i+r}^+ \rangle - \langle \tau_i^+ \rangle \langle \tau_{i+r}^+ \rangle$ is used where $\langle \ldots \rangle$ denotes the ground state expectation value. The normalised $c(r)$ is plotted as a function of distance in Fig. 8(c) for different values of $t_2$ with $t_1$ being zero. This is along the $t_2$ axis of Fig. 9. In the FM phase, starting from the $t_2 = 1$ until $t_2 = 0.4$ the spins are correlated. Below $t_2 = 0.3$, the correlation falls off exponentially, however due to small system size it is difficult to extract the correlation length.

The above exact diagonalisation, is severely limited by system size. However, it has well understood limits. The results suggest possibility of direct transitions out of the $Z_2$ QSL into the symmetry broken ferromagnet or the symmetric trivial paramagnet. The results are summarised in Fig. 9 which is in rough agreement with the expectation of Fig. 2.

In the rest of this work, we present our understanding of the unconventional quantum phase transitions assuming that they are continuous. To successfully describe the transition, we need to obtain a description of the non-trivial low energy excitations of the QSL and their behaviour determines the critical theory. This naturally takes the form of a gauge theory coupled with matter matter fields.

V. **GAUGE THEORY DESCRIPTION OF THE PHASES AND PHASE TRANSITIONS**

As the first step towards the gauge theory description we find it convenient to separate the $e$ and $m$ charges and this is done by rotating the spins as outlined in Eq. 17.

Following usual techniques\(^{78,79}\) we introduce the Ising variables, $\mu^a$, on the sites and $\rho^a$ on the bonds of the square lattice (Fig. 1(b)) as follows:

$$\widehat{\tau}_i^a = \mu^a_i \rho_{ab}^a \quad (41)$$

with the Gauss’s law constraint

$$\prod_{b \in +} \rho_{ab}^a = \mu^a = \prod_{i \in +} \widehat{\tau}_i^a \quad (42)$$

where $a = (a_x, a_y)$ and $b$ denote sites the square lattice (fig. 1(b)) joined by the bond $i$ where $\tau_i$ sits. For $N$ sites, there are $2N$, $\tau^a$-spins sitting on the bonds. Hence the total dimension fo the Hilbert space is $2^{2N}$. In terms of the gauge theory, there are $N$ $\mu^a$-spins and $2N$ $Z_2$ gauge potentials $\rho$ leading to a total degree of freedom of $2^{2N} \times 2^{2N}$ which form a redundant description. However for each site there is one Gauss’s law constraint (Eq. 42) leading to $2^{2N} \times 2^{2N} = 2^{2N}$ physical degree of freedom equivalent to that of the $\tau^a$ spins. Thus the above mapping leads to a faithful representation.

The physical picture for the above mapping is easy to understand. The Gauss’s law shows that $\mu^a_z = +1(-1)$ denotes the absence (presence) of an $e$ charge at the sites of the square lattice in Fig. 1(b). Therefore, $\mu^a_z$ are creation/annihilation operators for $e$ charges at the sites and $\rho_{ab}^a$, are the electric fields of the $Z_2$ gauge theory whose flux is related to the density of the electric charges $\mu^a_z$ through the Gauss’s law. Finally, from Eq. 41, we get

$$\prod_{i \in \square} \widehat{\tau}_i^a = \prod_{ab \in \square} \rho_{ab}^a \quad (43)$$

This is nothing but the $m$ excitations which is now given by the lattice curl of the $Z_2$ gauge potential.
At this point it is useful to also introduce the dual gauge fields where the \( m \) charges are explicit. This is obtained using the standard \( Z_2 \) version of the electromagnetic duality\(^{81}\)

\[
\tilde{\tau}_i^x = \tilde{\rho}_a^x \tilde{\rho}_{ab}^z \tilde{\rho}_b^y; \quad \tilde{\tau}_i^z = \tilde{\rho}_{ab}^x \quad (44)
\]

where the \( m \) charge creation operators, \( \tilde{\rho}_a^z \) are now defined on the sites of the dual lattice, denoted by \( \vec{a} \equiv T_{\vec{a}}(\vec{a}) \equiv (\vec{a}_x, \vec{a}_y) \) and \( \vec{b} \) (we use the bar above the symbol to denote dual lattice sites), obtained by joining the centres of the direct square lattice of Fig. 1(b) such that in the above expression the bond of the direct lattice denoted by \( i \) is bisected by the dual bond joining the sites \( \vec{a} \) and \( \vec{b} \). The dual gauge fields, \( \tilde{\rho}_{ab}^\tau \), reside on the links of the dual lattice and the dual Gauss’s law is given by

\[
\prod_{\vec{b} \in +a} \tilde{\rho}_{\vec{a} \vec{b}}^x = \tilde{\rho}_{\vec{a}}^x = \prod_{i \in \Box_a} \tilde{\tau}_i^x \quad (45)
\]

Therefore in this dual representation, \( \tilde{\rho}_{ab}^x \) is the magnetic field of the \( Z_2 \) gauge theory whose divergence is equal to the \( m \) charge \( \tilde{\mu}_a \) at the site of the dual plaquette. As previously, the dual representation along with the dual Gauss’s law span the physical Hilbert space. This is further clear by the relation between the direct and the dual degrees of freedom which is obtained by comparing Eq. 41 and 44, which gives

\[
\rho_{ab}^x = \mu_a^x \tilde{\rho}_{ab}^x \tilde{\rho}_b^y \quad (46)
\]

where the \((ab)\) bond on the direct lattice bisect the dual bond \((\vec{a} \vec{b})\), and

\[
\prod_{\vec{b} \in +a} \tilde{\rho}_{\vec{a} \vec{b}}^x = \tilde{\rho}_{\vec{a}}^x = \prod_{i \in \Box_a} \tilde{\tau}_i^x \quad (47)
\]

The last equation encode that while the \( e \) and \( m \) charges are bosons, they see each other as source of \( \pi \) fluxes. In fact, these equations are actually not independent but are related to each other through duality.

We can use either of the representations discussed above. However, it is often useful to introduce both the charges explicitly, each coupled to its own gauge field and the mutual seonicism is then represented by a mutual \( Z_2 \) Chern-Simons (SC) action or,\(^{82,83}\) in the continuum limit, a mutual \( U(1) \times U(1) \) CS theory.\(^{31,32,72,73}\)

1. Action of the symmetries on the gauge charges and the gauge fields

Having expressed the elementary excitations, the gauge charges, of the QSL, we now turn to the action of symmetries on them. From Eq. 9, we get the symmetry transformations of the rotated spins \( \tilde{\tau}_s \) using Eq. 17 (Table II in Appendix A).

a. Lattice Translations : Under both the translations, along the directions \( \vec{d}_1 \) and \( \vec{d}_2 \) (see Fig. 1(b)), the plaquettes and the vertices are interchanged. Hence the \( e \) and \( m \) charges are interchanged (the original square lattice and its dual gets interchanged). This is thus an example of an anyon permutation symmetry.\(^{64}\) The translation symmetry acts on the gauge degrees of freedom in the following manner.

\[
\begin{align*}
\{\mu_x^x, \mu_x^z\}_{a} & \rightarrow \{\tilde{\mu}_x^x, \tilde{\mu}_x^z\}_{T_{\vec{a}}(a)} \\
\{\mu_x^x, \mu_x^z\}_{\vec{a}} & \rightarrow \{\tilde{\mu}_x^x, \tilde{\mu}_x^z\}_{\vec{a}} \\
\rho_x^x & \rightarrow \rho_x^z \\
\rho_x^z & \rightarrow \rho_x^x \\
\tilde{\rho}_{\vec{a} \vec{b}}^x & \rightarrow \tilde{\rho}_{\vec{a} \vec{b}}^z \\
\end{align*}
\quad (48)
\]

For translation along the cartesian axes, the lattice vectors are given by \( \vec{x} = \vec{d}_1 - \vec{d}_2 \) and \( \vec{y} = \vec{d}_1 + \vec{d}_2 \). Under this, the gauge charges and potentials transform as

\[
\begin{align*}
\{\mu_x^x, \mu_x^z\}_{a} & \rightarrow \{\tilde{\mu}_x^x, \tilde{\mu}_x^z\}_{\tilde{T}_{\vec{a}}(a)} \\
\{\mu_x^x, \mu_x^z\}_{\vec{a}} & \rightarrow \{\tilde{\mu}_x^x, \tilde{\mu}_x^z\}_{\vec{a}} \\
\rho_x^x & \rightarrow \rho_x^z \\
\rho_x^z & \rightarrow \rho_x^x \\
\tilde{\rho}_{\vec{a} \vec{b}}^x & \rightarrow \tilde{\rho}_{\vec{a} \vec{b}}^z \\
\end{align*}
\quad (49)
\]

b. Time Reversal : The bond dependent rotation of Eq. 17 imply that in the rotated basis, natural to the Toric code QSL, on the vertical bonds, the \( \tau^x \) is odd under time reversal, whereas on the vertical bonds \( \tau^z \) continues to remain time reversal odd. This endows the gauge charges and the gauge fields non-trivial transformation under time reversal which depends on their spatial location and is given by

\[
\begin{align*}
\{\mu_x^x, \mu_x^z\}_{a} & \rightarrow \{\tilde{\mu}_x^x, \tilde{\mu}_x^z\}_{\sigma_a} \\
\{\mu_x^x, \mu_x^z\}_{\vec{a}} & \rightarrow \{\tilde{\mu}_x^x, \tilde{\mu}_x^z\}_{\sigma_{\vec{a}}} \\
\rho_x^x & \rightarrow \rho_x^z \\
\rho_x^z & \rightarrow \rho_x^x \\
\tilde{\rho}_{\vec{a} \vec{b}}^x & \rightarrow \{\rho_x^x, \rho_x^z\}_{\sigma_{\vec{a}}} \\
\tilde{\rho}_{\vec{a} \vec{b}}^z & \rightarrow \{\rho_x^x, \rho_x^z\}_{\sigma_{\vec{a}}} \\
\end{align*}
\quad (50)
\]

c. Reflections about \( z \) bond, \( \sigma_z \):

\[
\begin{align*}
\{\mu_x^x, \mu_x^z\}_{a} & \rightarrow \{\mu_x^x, \mu_x^z\}_{\sigma_z(a)} \\
\{\mu_x^x, \mu_x^z\}_{\vec{a}} & \rightarrow \{\mu_x^x, \mu_x^z\}_{\sigma_z(\vec{a})} \\
\rho_x^x & \rightarrow \rho_x^z \\
\rho_x^z & \rightarrow \rho_x^x \\
\tilde{\rho}_{\vec{a} \vec{b}}^x & \rightarrow \{\rho_x^x, \rho_x^z\}_{\sigma_z(\vec{a})} \\
\tilde{\rho}_{\vec{a} \vec{b}}^z & \rightarrow \{\rho_x^x, \rho_x^z\}_{\sigma_z(\vec{a})} \\
\end{align*}
\quad (51)
\]

d. \( \pi \)-rotation about the \( z \)-bond, \( C_{2z} \):

\[
\begin{align*}
\{\mu_x^x, \mu_x^z\}_{a} & \rightarrow \{\mu_x^x, \mu_x^z\}_{C_{2z}(a)} \\
\{\mu_x^x, \mu_x^z\}_{\vec{a}} & \rightarrow \{\mu_x^x, \mu_x^z\}_{C_{2z}(\vec{a})} \\
\rho_x^x & \rightarrow \rho_x^z \\
\rho_x^z & \rightarrow \rho_x^x \\
\tilde{\rho}_{\vec{a} \vec{b}}^x & \rightarrow \{\rho_x^x, \rho_x^z\}_{C_{2z}(\vec{a})} \\
\tilde{\rho}_{\vec{a} \vec{b}}^z & \rightarrow \{\rho_x^x, \rho_x^z\}_{C_{2z}(\vec{a})} \\
\end{align*}
\quad (52)
\]

e. \( \pi \)-rotation honeycomb lattice centre, \( R_\pi \):

\[
\begin{align*}
\{\mu_x^x, \mu_x^z\}_{a} & \rightarrow \{\mu_x^x, \mu_x^z\}_{R_\pi(a)} \\
\{\mu_x^x, \mu_x^z\}_{\vec{a}} & \rightarrow \{\mu_x^x, \mu_x^z\}_{R_\pi(\vec{a})} \\
\rho_x^x & \rightarrow \rho_x^z \\
\rho_x^z & \rightarrow \rho_x^x \\
\tilde{\rho}_{\vec{a} \vec{b}}^x & \rightarrow \{\rho_x^x, \rho_x^z\}_{R_\pi(\vec{a})} \\
\tilde{\rho}_{\vec{a} \vec{b}}^z & \rightarrow \{\rho_x^x, \rho_x^z\}_{R_\pi(\vec{a})} \\
\end{align*}
\quad (53)\]
We start our analysis by decoupling the first term in Eq. 54 within gauge mean field theory \(^8^6\) where we systematically neglect the gauge fluctuations. A mean field decoupling of the gauge charges and the gauge fields in the \(e\) and \(m\) sectors for the first term in Eq. 54 : 
\[
H^F_{\Gamma=0} \rightarrow \tilde{H}^\text{GMFT}_{\Gamma=0} = \tilde{H}^\text{GMFT}_{\Gamma=0}(e) + \tilde{H}^\text{GMFT}_{\Gamma=0}(m)
\]
where 
\[
\tilde{H}^\text{GMFT}_{\Gamma=0}(e) = \sum_{(ab) \in H} J_{ab} \tilde{\rho}^x_{a} \tilde{\rho}^z_{b} \tilde{\rho}^x_{c} - J_{TC} \sum_{a} \tilde{\rho}^z_{a}
\]
describes the \(e\) sector with 
\[
J_{ab} = J \left[ \langle \rho^x_{a,b,y} \rangle + \langle \rho^x_{a,b,y} \rangle + \langle \rho^x_{a,a,y} \rangle + \langle \rho^x_{a,a,y} \rangle \right]
\]
being the effective coupling and 
\[
\tilde{H}^\text{GMFT}_{\Gamma=0}(m) = \sum_{(ab) \in H} J_{ab} \tilde{\rho}^z_{a} \tilde{\rho}^z_{b} \tilde{\rho}^x_{c} - J_{TC} \sum_{a} \tilde{\rho}^z_{a}
\]
describes the \(m\) sector with 
\[
J_{ab} = J \left[ \langle \rho^x_{a,b,y} \rangle + \langle \rho^x_{a,b,y} \rangle + \langle \rho^x_{a,a,y} \rangle + \langle \rho^x_{a,a,y} \rangle \right]
\]
Clearly, at this order in \(J\), the \(e\) and \(m\) sectors completely decouple into a series of transverse field Ising chains in the horizontal direction in Fig. 1(b). For the horizontal direction, we can choose a gauge
\[
\tilde{\rho}^z_{a,a+z} = \tilde{\rho}^z_{a,a+z} = +1
\]
as these links do not cross. The \(Z_2\) QSL is then the paramagnetic phase of this decoupled transverse field Ising chains where the \(e\) and \(m\) charges are both gapped. The Heisenberg term gives kinetic energy to both the \(e\) and \(m\) charges in the horizontal direction which then develops soft modes which condense to give rise to \(\langle \mu^z \rangle \neq 0\) and \(\langle \tilde{\rho}^x \rangle \neq 0\) for the respective chains.

For the above gauge the soft mode develops at zero momentum as shown in Fig. 10(a) for both the \(e\) and \(m\) sectors. This can be denoted by 
\[
\tilde{\rho}^{(1)}_e = 1; \quad \tilde{\rho}^{(1)}_m = 1
\]
for the \(e\) sector on the direct lattice and \(m\) sector on the dual lattice respectively.

Application of time reversal symmetry (see Eq. 50) gives the time reversal partner soft mode for both the \(e\) and \(m\) sectors as shown in Fig. 10(b) which are given by 
\[
\tilde{\rho}^{(2)}_e = e^{i\pi x}; \quad \tilde{\rho}^{(2)}_m = e^{i\pi x}
\]
and it is useful to define the complex soft mode amplitudes \( \Phi_e \) and \( \Phi_m \). The PSG analysis of the soft mode amplitudes. To this end, critical theory requires careful analysis starting with the sector, the soft mode expansion is given by

\[
\Psi_m = \phi_m^{(1)}(r, \tau) \hat{\nu}_m^{(1)} + \phi_m^{(2)}(r, \tau) \hat{\nu}_m^{(2)}
\]

where \( \phi_m^{(1)}(r, \tau), \phi_m^{(2)}(r, \tau) \) are real amplitudes of the magnetic soft modes.

The Higgs phase obtained by condensation of a combination of the above modes is nothing but the spin ordered phase as we shall see below, while the “uncondensed” phase represents the \( Z_2 \) QSL. However, due to the non-trivial projective symmetry group (PSG) transformation of the soft modes under various symmetries of the system and due to the non-trivial mutual semionic statistics between the \( e \) and \( m \) excitations, the construction of the critical theory requires careful analysis starting with the PSG analysis of the soft mode amplitudes. To this end, it is useful to define the complex soft mode amplitudes

\[
\Phi_e = \phi_e^{(1)} + i\phi_e^{(2)} = |\Phi_e|e^{i\theta_e}
\]

and

\[
\Phi_m = \phi_m^{(1)} + i\phi_m^{(2)} = |\Phi_m|e^{i\theta_m}
\]

where we have suppressed the arguments for clarity. Now, for the different symmetries considered in Eqs. 48-53, we have

\[
T_d : \begin{cases}
\Phi_e \rightarrow \Phi_m \\
\Phi_m \rightarrow \Phi_e
\end{cases}
\]

\[
T_x : \begin{cases}
\Phi_e \rightarrow \Phi_e^* \\
\Phi_m \rightarrow \Phi_m^*
\end{cases}
\]

\[
T_y : \begin{cases}
\Phi_e \rightarrow -i\Phi_e \\
\Phi_m \rightarrow -i\Phi_m
\end{cases}
\]

\[
T : \begin{cases}
\Phi_e \rightarrow i\Phi_e \\
\Phi_m \rightarrow i\Phi_m
\end{cases}
\]

\[
C_{2z} : \begin{cases}
\Phi_e \rightarrow i\Phi_e^* \\
\Phi_m \rightarrow i\Phi_m^*
\end{cases}
\]

\[
R : \begin{cases}
\Phi_e \rightarrow \Phi_e \\
\Phi_m \rightarrow \Phi_m
\end{cases}
\]

where, we have considered the origin of the coordinates to be centred at the site of the direct lattice. Clearly under \( T_d \) and \( T_{d2} \) the \( e \) and \( m \) soft modes transform into each other— as mentioned above— due to the fact that the horizontal and vertical bonds interchange under these transformation. This is an example of anyon permutation symmetry. Due to this, the mass of the \( e \) and \( m \) excitations are forced to be same in the critical theory.

The gauge invariant spin order parameter can be constructed out of the above soft modes by considering the symmetry transformation, as

\[
\bar{\tau}_e^i \sim |\Phi_e|^2 \cos(2\theta_e) \quad \forall i \in \text{Horizontal bonds}
\]

\[
\bar{\tau}_m^i \sim |\Phi_m|^2 \cos(2\theta_m) \quad \forall i \in \text{Vertical bonds}
\]

Among other transformations, it is clear from the symmetry transformation table that, as expected, the above two spin order parameters are odd under time reversal symmetry, \( T \).

A crucial ingredient missing from the above analysis of the soft modes is the mutual semionic statistics of the electric and the magnetic modes. This can either be implemented using a \( U(1) \times U(1) \) mutual Chern-Simons (CS) theory, or a slightly more microscopic mutual \( Z_2 \) CS theory. Both lead to equivalent results. Here we shall use the \( U(1) \times U(1) \) formalism.

\section{C. Mutual semionic statistics and the \( U(1) \times U(1) \) mutual Chern-Simons action}

Within the \( U(1) \times U(1) \) mutual CS formalism, the mutual semionic statistics between the \( e \) and \( m \) charges is implemented by introducing two internal \( U(1) \) gauge fields \( A_\mu \) and \( B_\mu \) that are minimally coupled to the electric (\( \Phi_e \)) and magnetic (\( \Phi_m \)) soft modes respectively. The PSG transformation of these fields are obtained from the fact that they are minimally coupled to \( \Phi_e \) and \( \Phi_m \) respectively. For the different symmetries in Eqs. 48-53,
this leads to

\[ T_{d_1} : \begin{cases} A_\mu \to B_\mu \\ B_\mu \to -A_\mu \end{cases} \quad T_{d_2} : \begin{cases} A_\mu \to -B_\mu \\ B_\mu \to A_\mu \end{cases} \]

\[ T_x : \begin{cases} A_\mu \to -A_\mu \\ B_\mu \to -B_\mu \end{cases} \quad T_y : \begin{cases} A_\mu \to A_\mu \\ B_\mu \to B_\mu \end{cases} \]

\[ \mathcal{T} : \begin{cases} A_\mu \to -A_\mu \\ B_\mu \to -B_\mu \end{cases} \quad \mathcal{R}_\pi : \begin{cases} A_\mu \to -A_\mu \\ A_y \to -A_y, A_\tau \to -A_\tau \\ B_x \to B_x, B_y \to -B_y, B_\tau \to -B_\tau \end{cases} \]

\[ \sigma_v : \begin{cases} A_x \to -A_x, A_y \to A_y, A_\tau \to -A_\tau \\ B_x \to -B_x, B_y \to B_y, B_\tau \to -B_\tau \end{cases} \quad C_{2z} : \begin{cases} A_x \to A_x, A_y \to -A_y, A_\tau \to -A_\tau \\ B_x \to B_x, B_y \to -B_y, B_\tau \to -B_\tau \end{cases} \]

The mutual \( U(1) \times U(1) \) CS action in continuum in \((2 + 1)\) dimensions is then given by\(^{31,73}\)

\[ S_{CS} = \frac{i}{\pi} \int d^2 r d\tau \epsilon^{\mu \nu \lambda} A_\mu \partial_\nu B_\lambda \]  

(70)

where \( \mu, \nu, \lambda = x, y, \tau \). It is easy to see that the above action implements the semionic statistics,\(^{90}\) for example, by extremizing \( S_{CS} \) with respect to \( A_\mu \) in presence of a static \( e \) charge density, \( \rho_e \), which gives

\[ \rho_e = \frac{1}{\pi} (\partial_x B_y - \partial_y B_x) \]  

(71)

Therefore the \( m \) charge, \( \Phi_m \), sees an odd number of \( e \) charge as a source of \( \pi \) flux as expected for a \( Z_2 \) QSL. Note that both \( A_\mu \) and \( B_\mu \) have their respective Maxwell terms. However such terms are irrelevant in presence of the CS term and the respective photons gain mass.\(^{90}\) Using the symmetry transformation in Eq. 69, we find that the CS action (Eq. 70) is odd under \( \mathcal{T} \) and \( \mathcal{R}_\pi \). However we note that since attachment of \( \pi \) and \( -\pi \) fluxes are equivalent, the above CS theory is in accordance with these symmetries.\(^{73}\)

\[ \mathcal{L}_m = |(\partial_\mu - iB_\mu)\Phi_m|^2 + u|\Phi_m|^2 + v|\Phi_m|^4 - \lambda (|\Phi_e|^4 + |\Phi_e|^4) \]  

(75)

\[ \mathcal{L}_{em} = w (|\Phi_e|\Phi_m)^2 + (\Phi_e^*\Phi_m^2 + c.c.) \]  

(76)

At this stage it is useful to draw attention to three important features of the above critical theory. Firstly, at the GMFT level (Eqs. 56 and 58), different horizontal chains are decoupled. Hence the soft modes do not have any rigidity in the vertical direction. However, fluctuations beyond the GMFT level leads to interactions between different horizontal chains. This is clear from Eq. 54, where each horizontal chain of \( e \) charges are coupled with two \( m \) horizontal chains at \( Y = y \pm 1/2 \). Thus integrating out the high energy \( m \) modes generate interaction between neighbouring electric chains and thereby providing effective dispersion to the electric soft mode along the vertical direction. Additional contributions to both horizontal and vertical dispersions are further obtained from higher order corrections of the perturbation theory. However the above mechanism lead to anisotropic dispersion and the couplings for horizontal and vertical directions for the kinetic terms are indeed different. However, such anisotropy can be scaled away by simultaneously re-scaling \( y \) (say) and the fields. Such anisotropy would be reflected in terms of correlation functions in terms of lattice unit of length.

Secondly, due to Eq. 67 and 69, the coupling constants of the \( e \) and \( m \) modes are equal. In particular the mass is related to the microscopic coupling constants as \( u \sim (J_{TC} - J) \) for both the \( e \) and \( m \) charges. This ensures that both the \( e \) and \( m \) soft modes condense together unless the translation symmetries, \( T_{d_1} \) and/or \( T_{d_2} \), are spontaneously broken. In terms of the soft modes this is then the continuum version of a \( Z_2 \) anyon permutation symmetry which places very strong constraints on the structure of the critical theory and ensures the correct phases as well as phase transitions.

Finally, for \( \lambda = w = 0 \), the system conserves fluxes in both the \( e \) and \( m \) sectors, \( U_e(1) \) and \( U_m(1) \), separately.\(^{73}\) Since, due to the mutual CS term, the fluxes of \( A_\mu (B_\mu) \) are attached to \( m(e) \) particle densities, the above flux conservation results in charge conservation for both \( e \) and \( m \) charges. This is broken down when \( \lambda \neq 0 \) to \( Z_2^e \) and \( Z_2^m \). Further, \( w \neq 0 \) indicates short range interaction between the \( e \) and \( m \) soft modes as expected, say, from Eq. 54. Both these terms receive contributions from various terms in the perturbation theory and as such these coupling constants can be both positive or negative. For \( w \neq 0 \) the symmetry is broken down further to \( Z_4 \). We note that, in principle, the \( \lambda \) term can be generated from the \( w \) term at the second order level due to integration of high energy modes with \( \lambda \sim w^2/u > 0 \), but we keep both these symmetry allowed terms as independent for our discussion.
E. The phases

The critical theory clearly captures the two phases as expected. At the mean field level, for \( u > 0 \), we have

\[
\langle \Phi_e \rangle = \langle \Phi_m \rangle = 0
\]  

(77)

Therefore both of them can be integrated out and the low energy effective theory is given by \( S_{CS} \) (Eq. 70) which is the \( Z_2 \) QSL with the right low energy spectrum consisting of the gapped electric and magnetic charges and a four fold ground state degeneracy in the thermodynamic limit on a two-tori.\(^{31,73}\)

For \( u < 0 \) both the electric and magnetic modes condense, i.e.,

\[
\langle \Phi_e \rangle, \langle \Phi_m \rangle \neq 0
\]  

(78)

Therefore both \( A_\mu \) and \( B_\mu \) gauge fields acquire mass through Anderson-Higgs mechanism and hence their dynamics can be dropped. To understand the nature of this phase we note that the four fold terms in Eqs. 74 and 75 becomes (using Eqs. 65 and 66)

\[
\sim -\lambda \left( |\Phi_e|^4 \cos(4\theta_e) + |\Phi_m|^4 \cos(4\theta_m) \right)
\]  

(79)

Therefore, for \( \lambda > 0 \) the free energy minima occurs for \( \theta_e, \theta_m = 0, \pm \pi /2, \pi \) (80)

which gives the two possible the symmetry broken partner spin ordered states as is now evident from Eq. 68 with the spin order parameters being:

\[
\langle \tilde{\tau}_e^x \rangle \sim \langle |\Phi_e|^2 \cos(2\theta_e) \rangle \sim \pm 1 \quad \forall \text{Horizontal bonds}
\]

\[
\langle \tilde{\tau}_m^x \rangle \sim \langle |\Phi_m|^2 \cos(2\theta_m) \rangle \sim \pm 1 \quad \forall \text{Vertical bonds}
\]  

(81)

Further the state also breaks \( \sigma_v \) and \( C_{Z_2} \). Note that the order parameter is indeed invariant under the \( Z_2 \) gauge transformations and individual gauge charges are absent in the low energy spectrum in the spin-ordered phases due to the mutual CS term.

In this phase, the interaction between the electric and the magnetic modes (Eq. 76) can be written as

\[
L_{em} \sim w|\Phi_e|^2|\Phi_m|^2 \cos(2\theta_e) \cos(2\theta_m)
\]  

(82)

For \( w < 0(> 0) \), this results in ferromagnetic (antiferromagnetic) spin ordering in terms of \( \tilde{\tau}_e \) (on horizontal bonds) and \( \tilde{\tau}_m \) (on the vertical bonds) giving rise to the two states shown in Fig. 3. The latter choice also breaks translation symmetry under \( T_{d_4} \) and \( T_{d_2} \) which interchanges a vertical and horizontal bond. The above phenomenology matches with the underlying microscopics for \( w \sim J \). Therefore the above critical theory indeed reproduces the right phases.

It is interesting to note that for \( \lambda < 0 \), Eq. 79 shows that the free energy is minimised for \( \theta_e, \theta_m = \pm \pi /4, \pm 3\pi /4 \)

(83)

It is easy to see that this phase is time-reversal symmetric. However, note that in such a state the order parameters

\[
\langle |\Phi_e|^2 \sin(2\theta_e) \rangle, \langle |\Phi_m|^2 \sin(2\theta_m) \rangle
\]  

(84)

are non-zero. These order parameters however break translation symmetry in the horizontal direction, \( T_x \), and possibly represent some type of bond nematic state. However, for the type of microscopic model that we are concerned with– as our numerical calculations suggest– this bond nematic is not relevant and hence we shall not pursue it further.

F. The critical point

We now turn to the critical point. It is useful to start with by neglecting the anisotropic terms in the critical theory described by Eq. 73 by putting \( \lambda = w = 0 \). The critical action can then be written as

\[
S = \int d^2rd\tau \left[ L_e + L_m \right] + S_{CS}
\]  

(85)

where, in this limit

\[
L_e = |(\partial_\mu - iA_\mu)\Phi_e|^2 + u|\Phi_e|^2 + v|\Phi_e|^4
\]  

(86)

\[
L_m = |(\partial_\mu - iB_\mu)\Phi_m|^2 + u|\Phi_m|^2 + v|\Phi_m|^4
\]  

(87)

and \( S_{CS} \) given by Eq. 70.

This class of mutual \( U(1) \times U(1) \) CS theories have been described in a number of different contexts.\(^{31,73,89,91}\) Most pertinent to our discussion is Ref. 73 where such theories were considered in context of transitions out of a \( Z_2 \) QSL– similar to the present case. However, there, in absence of the anyon-permutation symmetry that leads to constraint on the masses as given in Eq. 89, the above class of transitions in that case turns out to be fine-tuned and in general separated by an intermediate \( e \)-Higgs or \( m \)-Higgs phase each characterised by a distinct spontaneously broken symmetry. Hence the anyon-permutation symmetry due to the microscopic symmetry \( T_{d_4(2)} \) (Eqs. 48 and 67) is crucial to protect the above critical point facilitating the direct phase transition in the present case.

Ref. 91 studied the lattice version of the above model for generic values of the coupling parameters including the self-dual line which is directly relevant to us. Along the self-dual line, it was found\(^{91}\) the \( Z_2 \) QSL phase gives way to a line of first order transitions (separating the \( e \) and \( m \) condensates– not applicable to our work) before it leads to a \( e - m \) condensed phase which is characterised exactly through the order parameters as we find here (Eq. 68). The meaning of the line of first order phase transition along the self-dual line is not clear in the present context since our severely system size limited numerics did not find any signature of it.
To gain complementary insights into the critical theory, it is useful to apply particle-vortex duality\textsuperscript{92,93} for bosons in (2 + 1) dimensions to the either the e (in Eq. 86) or m (in Eq. 87) sector. Let us choose to dualise the m sector to get the dual of Eq. 87,

\[
\mathcal{L}_m^D = |(\partial_\mu - i b_\mu)\Phi_m^D|^2 + u_D |\Phi_m^D|^2 + v_D |\Phi_m^D|^4 + \frac{i}{2\pi} \epsilon^{\mu\nu\lambda} b_\mu \partial_\nu B_\lambda
\]

(88)

where \(\Phi_m^D\) is dual to the m soft mode, \(\Phi_m\) which is coupled to the internal gauge field \(b_\mu\). In other words, \(\Phi_m^D\) is the vortex of the m field, \(\Phi_m\), \(u_D\) and \(v_D\) are the respective couplings. It is clear that when the m-vortex condenses, \(\langle \Phi_m^D \rangle \neq 0\), then the m-charge, \(\Phi_m\), is gapped, \(\langle \Phi_m \rangle = 0\), and vice versa. Therefore on general grounds, we expect that at low energies, the dual couplings are given by

\[
u_D = -\kappa u \quad v_D = \eta v
\]

(89)

where \(\kappa, \eta > 0\) are proportionality constants and \(u, v\) are the coupling constants of the original theory of Eq. 87. This ensures that the m-vortex vacuum is mapped to the m-charge condensate and vice-versa. From Eq. 114 and 88 we can now integrate out \(B_\mu\) to get

\[
b_\mu + 2A_\mu = 0
\]

(90)

which when put back into Eq. 88, gives

\[
\mathcal{L}_m^D = |(\partial_\mu + i2A_\mu)\Phi_m^D|^2 - \kappa u |\Phi_m^D|^2 + \eta v |\Phi_m^D|^4
\]

(91)

The critical action is now given by

\[
S = \int d^3x \mathcal{L}_c
\]

(92)

where

\[
\mathcal{L}_c = |(\partial_\mu - iA_\mu)\Phi_c|^2 + |(\partial_\mu + i2A_\mu)\Phi_m^D|^2 + u(|\Phi_c|^2 - \kappa |\Phi_m^D|^2) + v(|\Phi_c|^4 + \eta |\Phi_m^D|^4) + g(\epsilon^{\mu\nu\lambda} \partial_\nu \partial_\lambda A_\lambda)^2
\]

(93)

where we have now explicitly written the Maxwell term for \(A_\mu\) with coupling constant \(g(> 0)\) in absence of any CS term. The resultant phase diagram is shown in Eq. 11 where \(\Phi_c, (\Phi_m^D)\) are condensed for \(u < 0(> 0)\) with \(u = 0\) being the critical point where, as an increasing function of \(u\) across \(u = 0\) lead to simultaneous condensation and un-condensation (gapping out) of \(\Phi_m^D\) and \(\Phi_c\) respectively. Clearly this is true irrespective of the renormalisation of the bare mass-scale, \(u\), and is not fine-tuned.

The \(\langle \Phi_m^D \rangle \neq 0\) phase represents the QSL where both the \(e\) and \(m\) charges are gapped. However due to the fact that \(\Phi_m^D\) carries charge-2 of the \(U(1)\) gauge field \(A_\mu\), on condensing \(\Phi_m^D\) the gauge group is reduced to \(Z_2\) as is appropriate for the \(Z_2\) QSL. In this phase both \(\Phi_c\) and \(\Phi_m\) exist as gapped excitations. To uncover the mutual

\[
\langle \Phi_c \rangle = 0 \quad \langle \Phi_m^D \rangle = 0 \quad \langle \Phi_c \rangle = 0 \quad \langle \Phi_m^D \rangle \neq 0
\]

\[
u = 0 \quad \nu = 0
\]

\[
S_{\text{DUAL}} = |(\partial_\mu - iB_\mu)\Phi_m|^2 + |(\partial_\mu + i2B_\mu)\Phi_c^D|^2 + u(|\Phi_m|^2 - \kappa |\Phi_c^D|^2) + v(|\Phi_m|^4 + \eta |\Phi_c^D|^4) + g(\epsilon^{\mu\nu\lambda} \partial_\nu \partial_\lambda B_\lambda)^2
\]

(94)

which is same as Eq. 93 once we identify the following mapping:

\[
(\Phi_c, \Phi_m^D, A_\mu) \leftrightarrow (\Phi_m, \Phi_c^D, B_\mu)
\]

(95)

which shows that the critical theory is self dual.\textsuperscript{94}

Turning to the anisotropy terms in the critical action in Eq. 73 by considering \(\lambda, w \neq 0\) in Eqs. 74-76. Due to the symmetry under \(T_{d(2)}\), we expect that the scaling dimension of the \(\Phi_c\) and \(\Phi_m\) are equal at the critical point. Hence, in order to judge the relevance of these quartic terms, for our formulation (Eq. 93), it is easiest to start with the \(\langle \Phi_m \rangle^4\) term. From Eq. 88 and 90, that the current of \(\Phi_m\) is related to the flux of \(A_\mu\) as

\[
j_m^\mu = \frac{1}{2\pi} \epsilon^{\mu\nu\lambda} \partial_\nu b_\lambda = -\frac{1}{\pi} \epsilon^{\mu\nu\lambda} \partial_\nu A_\lambda
\]

(96)
The anisotropic term breaks the $O(2)$ symmetry of the $m$ sector in Eq. 93 down to $Z_4$ since four $\Phi_m$ charges can be created/annihilated. Each such charge being proportional to $\pi$ flux of $A_\mu$, the $(\Phi_m)^4$ term therefore corresponds to the doubled monopole operator\textsuperscript{95} of $A_\mu$. For an Abelian Higgs model for a superconductor, such doubled monopoles may be irrelevant in a parameter regime\textsuperscript{96} raising hope that the present transition may indeed be controlled by the $\lambda = w = 0$. However, the critical theory needs to be studied in further detail to settle this issue.

The critical point described by $u = 0$ involving the simultaneous condensation and gapping out of the even and odd charges of $A_\mu$ respectively and the gauge flux of $A_\mu$ being conserved is novel and is expected to be different from the transition in Abelian Higgs model\textsuperscript{91} on one hand and the the transition in the dual Abelian Higgs model describing the condensation of paired vortices\textsuperscript{92,97} on the other.

The critical theory (Eq. 92) therefore suggests that the deconfined quantum phase transition between the $Z_2$ QSL and the magnetically ordered phase is described by a modified self-dual modified Abelian Higgs model (MAHM) with conserved flux. In absence of the mutual CS term, the critical action in Eq. 72 describes an easy-plane non-compact projective field theory (easy-plane NCCP\textsuperscript{41}) studied in Ref. 94 while the one with the mutual CS term was studied in Ref. 91. In the second study—as mentioned before—it was found that the QSL and the $e - m$ condensate phases are separated by a line of first order transition along the self-dual line. The relevance of this line is not clear in the present context. Hence, at present it is not clear to us whether the present self-dual modified Abelian Higgs model belongs to the same universality class at easy-plane NCCP\textsuperscript{1}.

The transition, therefore, is an example of a deconfined quantum critical point.\textsuperscript{83} The critical theory is not written in terms of the order parameters but the low energy degrees of freedom of the $Z_2$ QSL. Characteristic to deconfined critical points, the spin order parameter which is a bilinear in terms of the critical field—the gauge charges. Therefore we expect a large anomalous dimension for the order parameter which naively should be twice that of the critical field.\textsuperscript{94} The above critical theory is expected to be stable in presence of small $\Gamma$ as it does not add any new symmetry allowed terms to the critical theory at the lowest order, thus resulting in the phase diagram as shown in Fig. 2 for small $\Gamma$.

G. Effect of an external Zeeman field

So far we have neglected the experimentally relevant possibility of turning on an external magnetic field (we refer to it as a Zeeman field to avoid confusion) on Eq. 1 in the anisotropic limit. This perturbation in the isotropic limit is given by

$$H_{\text{Zeeman}} = -\sum_i \mathbf{h} \cdot \mathbf{\sigma}_i$$

(97)

for the spins, $\sigma_i^\mu$ on the sites of the honeycomb lattice, where $\mathbf{h} = (h_x, h_y, h_z)$ is the external Zeeman field. In the anisotropic limit ($|\mathbf{h}|/K_2$) that we are concerned with, the degenerate perturbation theory (Eq. 7) gives rise to the following addition in the leading order of $\mathbf{h}$ to Eq. 10:

$$\mathcal{H}_z = -2h_z \sum_i \tau_i^z$$

(98)

for the $\tau$-spins on the $z$-bond in the unrotated basis. This is clearly in agreement with the fact that $\tau_i^z$ is the time reversal odd component of the non-Kramers doublet (Eq. 9). In the rotated basis (Eq. 17) becomes

$$\tilde{\mathcal{H}}_z = -2h_z \left[ \sum_{i \in \Lambda} \tilde{\tau}_i^z + \sum_{j \in V} \tilde{\tau}_j^x \right]$$

(99)

where, the first sum is over the horizontal bonds and the second sum is over the vertical bonds. There are higher order terms in the above Zeeman field including cross terms involving the other perturbing terms in $\mathcal{V}$ of Eq. 2. We neglect the detailed structure of the these higher order time reversal symmetry breaking terms. Notice that the structure of above term is “opposite” to that of the leading order pseudo-dipolar term given by Eq. 35 with a crucial difference that unlike Eq. 35, the present term in Eq. 99 is time reversal odd since the Zeeman field breaks the time reversal symmetry. We explore this relation between the Zeeman and the pseudo-dipolar perturbations in the next section in the context of the latter.

In terms of the gauge theory, Eq. 99 becomes

$$\tilde{\mathcal{H}}_z = -2h_z \sum_a \mu_a^x \bar{\rho}_{a,\bar{a}+\bar{z}} \mu_{a+\bar{x}}^x - J_{TC} \sum_a \bar{\mu}_a^z - 2h_z \sum_{\bar{a}} \bar{\mu}_{\bar{a}}^x \bar{\rho}_{\bar{a},\bar{a}+\bar{z}} \bar{\mu}_{\bar{a}+\bar{x}}^x - J_{TC} \sum_{\bar{a}} \bar{\mu}_{\bar{a}}^z$$

(100)

This therefore leads to the dispersion of the $e$ and $m$ charges along the horizontal direction which renormalises the results of Eq. 56 and 58 for the $e$ and $m$ sectors respectively.

Crucially, however it lifts the degeneracy of the two time-reversal partner soft modes in Eq. 63 and 64. This allows the further term in addition to the ones already in the soft mode critical action in Eq. 72

$$S_x = \int d^\tau d\mathbf{z} \mathcal{L}_z$$

(101)

where,

$$\mathcal{L}_z = -\tilde{\mathcal{h}} \left[ (\Phi_e)^2 + (\Phi_m^*)^2 + (\Phi_m)^2 + (\Phi_m^*)^2 \right]$$

$$= -2\tilde{\mathcal{h}} \left[ |\Phi_e|^2 \cos(2\theta_e) + |\Phi_m|^2 \cos(2\theta_m) \right]$$

(102)
with $\tilde{h} \propto h_z$. This clearly lifts the degeneracy between the two time reversal invariant spin states. In presence of this second order term ($\propto \cos 2\theta$), the fourth order $Z_4$ anisotropy terms (proportional to $\lambda \cos 4\theta$) in Eq. 74 and 75 can be neglected.

The $Z_2$ QSL remains unchanged for $u - \tilde{h} > 0$. However, for $u - \tilde{h} < 0$, inside the spin-ordered phase, for $\tilde{h} > 0(<0)$, we have

$$\theta_e, \theta_m = 0, \pi(\pm \pi/2)$$

which is nothing but the polarised phase. This is indeed true for $w < 0$ in the $e - m$ coupling term in Eq. 76 or equivalently Eq. 137 where the $\tilde{h} = 0$ state is a ferromagnet. However, for $w > 0$, where the $\tilde{h} = 0$ ground state is antiferromagnetic, we expect a first order spin-flop transition from the antiferromagnet to a polarised phase within the spin ordered phase.

The critical point is given for $u - \tilde{h} = 0$. It turns out that for $J < 0$, this critical point is similar to that obtained by destabilising the $Z_2$ QSL using the pseudo-dipolar interactions, $\Gamma$. Hence to avoid repetition, we first develop the soft modes of the pseudo-dipolar limit and then return to discuss the critical point for both the Zeeman and the pseudo-dipolar limits together.

VII. PHASE TRANSITION BETWEEN QSL AND THE TRIVIAL PARAMAGNET

Having understood the transition to the spin ordered phase from the QSL we now turn to the transition between the QSL and the trivial paramagnet accessed by tuning the $\Gamma$ term (horizontal axis of the Fig. 2). Again a controlled description of the phase transition is achieved by starting with the QSL and understanding the fate of its excitations—the gauge charges. The effect of the Zeeman field—the topic of the last subsection—sheds crucial insight into this transition. This becomes even more clear by comparing the leading order perturbations due to the $h_z$ (Eq. 99) and $\Gamma$ (Eq. 35). It is clear that the reflection about the $x = y$ line of the square lattice in Fig. 1(b) and passing through the sites maps all the vertical bonds to horizontal bonds and vice versa and thereby mapping Eq. 99 to Eq. 35 when we perform a concomitant transformation of $h_z \rightarrow -\Gamma$. We note that under the above reflection the Toric code Hamiltonian (Eq. 18) remains unchanged. However, now the $\tilde{\tau}^z(\tilde{\tau}^z)$ on the horizontal (vertical) bonds are time-reversal odd. This is in accordance with our previous observation that Eq. 35 is time-reversal even. As a consequence a trivial time-reversal symmetric paramagnet realised due to the pseudo-dipolar perturbations, $\Gamma$.

A. Decoupled vertical Ising chains

Similar to the case of Heisenberg interactions, we first incorporate the leading order perturbation in $\Gamma$ given by Eq. 35 to the QSL Hamiltonian in Eq. 18 in the rotated basis. In terms of the gauge fields and the gauge charges this becomes

$$\tilde{H}_{J=0} = 2\Gamma \sum_a \mu^e_a \rho^e_{a, a+y} - J_{TC} \sum_a \mu^e_a$$

$$+ 2\Gamma \sum_a \tilde{\mu^e_a} \tilde{\rho^e_{a, a+y}} - J_{TC} \sum_a \tilde{\rho^e_a}$$

(104)

Contrast this with the effect of the Zeeman field given in Eq. 100. Here, evidently, the first (second) line denotes a series of now decoupled vertical, with respect to Fig. 1(b), transverse field Ising chains representing the $e(m)$ charges as opposed to the horizontal ones in Eq. 100. This can alternatively be looked up as a consequence of the $x = y$ reflections discussed above which converts the horizontal chains to vertical chains. This leads to important differences, particularly regarding the nature of the phase that the QSL transits into due to the non-trivial projective implementation of the time reversal symmetry (Eq. 50).

Similar to Eq. 60, we can choose the gauge

$$\rho^e_{a, a+y} = \tilde{\rho^e_a} = +1$$

(105)

as these links do not cross. Thus we get, from Eq. 104

$$\tilde{H}_{J=0} = 2\Gamma \sum_a \mu^e_a \tilde{\rho^e_{a, a+y}} - J_{TC} \sum_a \mu^e_a$$

$$+ 2\Gamma \sum_a \tilde{\mu^e_a} \tilde{\rho^e_{a, a+y}} - J_{TC} \sum_a \tilde{\rho^e_a}$$

(106)

The paramagnetic phase of each vertical chain—both for $e$ and $m$ sectors—for $\Gamma = 0$ is clearly the $Z_2$ QSL. On increasing $\Gamma$, the electric and the magnetic charges now develop dispersions along the vertical direction and when the minima of such dispersion hits zero they condense destroying the QSL.

For $\Gamma < 0(>0)$ the soft mode for $e$ and $m$ sectors are given by a charge arrangement similar to Fig. 10(a) (10b). However, very crucially, unlike the Heisenberg case of the previous section these two soft modes are not degenerate because they are not time reversal partners as is evident from Eq. 50. This will become more evident below. Anticipating the difference, we therefore denote these two soft modes as

$$\tilde{\xi}^{(1)}_e = 1 \quad \tilde{\xi}^{(2)}_e = e^{i\pi x}$$

(107)

for the $e$ sector on the direct lattice and

$$\tilde{\xi}^{(1)}_m = 1 \quad \tilde{\xi}^{(2)}_m = e^{ix}$$

(108)

for the $m$ sector on the dual lattice.

Indeed, as discussed above, for a given choice of $\Gamma$ the two states have different energies and hence we can completely work with one of the soft modes for each sign of $\Gamma$. This becomes more evident in the PSG analysis of the soft modes (see below) where we see that the two soft modes do not mix with each other under symmetry
transformations. This, to draw further analogy with the Zeeman perturbation, is like the lifting of the degeneracy of the two soft modes, of Eqs. 63 and 64, as discussed below Eq. 100. There, the existence of the time reversal symmetric point $h_z = 0$ allows us to use a theory with two soft modes each in the $e$ and $m$ sector which is subsequently broken down further by the Zeeman field through Eq. 102 in the critical theory.

Similarly, we define a hypothetical $\Gamma = 0$ situation where both these modes are degenerate as our starting point and then use a redundant description keeping both the soft modes and obtain the correct description for the phases and phase transition. We note that unlike the Zeeman case, this hypothetical situation is not realised in our model and indeed is actually an unstable quantum ground state with $\ln 2$ entropy per site as this does not break any symmetry of the anisotropic Hamiltonian. In the passing we note that the soft modes result in two distinct nematic states as given in Eq. 102 and hence may be relevant to the isotropic/near isotropic limit of Eq. 1. However, here we use this limit only as a convenient starting point for our analysis of the critical theory.

B. Soft modes

Similar to Eq. 63 and 64, we expand the gauge charges in terms of the soft modes. This gives

$$\Psi_e(r, \tau) = \tilde{\phi}_e^{(1)}(r, \tau) \tilde{\phi}_e^{(2)} + \phi_e^{(2)}(r, \tau)$$

for the $e$ sector and

$$\Psi_m(r, \tau) = \tilde{\phi}_m^{(1)}(r, \tau) \tilde{\phi}_m^{(2)} + \phi_m^{(2)}(r, \tau)$$

for the $m$ sector. Here $(\tilde{\phi}_e^{(1)}, \tilde{\phi}_e^{(2)})$ and $(\tilde{\phi}_m^{(1)}, \tilde{\phi}_m^{(2)})$ are the new $e(m)$ soft mode amplitudes. In order to obtain the PSG transformations we once again combine the two amplitudes of each sector as

$$\tilde{\Phi}_e = \tilde{\phi}_e^{(1)} + i\tilde{\phi}_e^{(2)} = |\tilde{\Phi}_e|e^{i\hat{\theta}_e}$$

and

$$\tilde{\Phi}_m = \tilde{\phi}_m^{(1)} + i\tilde{\phi}_m^{(2)} = |\tilde{\Phi}_m|e^{i\hat{\theta}_m}$$

The PSG transformations under different symmetries listed in Eqs. 48-53 are now given by

$$T_{d_1}: \begin{cases} \tilde{\Phi}_e \rightarrow \tilde{\Phi}_m \\ \tilde{\Phi}_m \rightarrow \tilde{\Phi}_e \end{cases} \quad T_{d_2}: \begin{cases} \tilde{\Phi}_e \rightarrow \tilde{\Phi}_e^* \\ \tilde{\Phi}_m \rightarrow \tilde{\Phi}_m^* \end{cases}$$

$$T_x: \begin{cases} \tilde{\Phi}_e \rightarrow \tilde{\Phi}_e^* \\ \tilde{\Phi}_m \rightarrow \tilde{\Phi}_m^* \end{cases} \quad T_y: \begin{cases} \tilde{\Phi}_e \rightarrow \tilde{\Phi}_e \\ \tilde{\Phi}_m \rightarrow \tilde{\Phi}_m \end{cases}$$

$$\mathcal{T}: \begin{cases} \tilde{\Phi}_e \rightarrow \tilde{\Phi}_e \\ \tilde{\Phi}_m \rightarrow \tilde{\Phi}_m \end{cases} \quad \sigma_v: \begin{cases} \tilde{\Phi}_e \rightarrow \tilde{\Phi}_e \\ \tilde{\Phi}_m \rightarrow \tilde{\Phi}_m \end{cases}$$

$$C_{22}: \begin{cases} \tilde{\Phi}_e \rightarrow -\tilde{\Phi}_e \\ \tilde{\Phi}_m \rightarrow \tilde{\Phi}_m \end{cases} \quad R_{\pi}: \begin{cases} \tilde{\Phi}_e \rightarrow -\tilde{\Phi}_e \\ \tilde{\Phi}_m \rightarrow \tilde{\Phi}_m \end{cases}$$

We shall find the Higgs phase resulting from condensing the above charges results in a trivial paramagnet.

C. The mutual $U(1) \times U(1)$ CS critical theory

Using a redundant description by keeping both the soft modes in each of the electric and magnetic sectors allows us to extend the $U(1) \times U(1)$ mutual CS formalism for this transition. In this case, the CS action is given by

$$\tilde{\mathcal{S}}_{CS} = \frac{i}{\pi} \int d^2r \tau \epsilon_{\mu\nu\lambda} \tilde{A}_\mu \partial_\nu \tilde{B}_\lambda$$

(114)

where now $\tilde{A}_\mu$ and $\tilde{B}_\mu$ are the internal $U(1)$ gauge fields that couple minimally to the soft modes $\tilde{\Phi}_e$ and $\tilde{\Phi}_m$ respectively. The PSG of the gauge fields are given by

$$T_{d_1}: \begin{cases} \tilde{A}_\mu \rightarrow \tilde{B}_\mu \\ \tilde{B}_\mu \rightarrow -\tilde{A}_\mu \end{cases} \quad T_{d_2}: \begin{cases} \tilde{A}_\mu \rightarrow -\tilde{B}_\mu \\ \tilde{B}_\mu \rightarrow \tilde{A}_\mu \end{cases}$$

(115)

$$T_x: \begin{cases} \tilde{A}_\mu \rightarrow -\tilde{A}_\mu \\ \tilde{B}_\mu \rightarrow -\tilde{B}_\mu \end{cases} \quad T_y: \begin{cases} \tilde{A}_\mu \rightarrow \tilde{A}_\mu \\ \tilde{B}_\mu \rightarrow \tilde{B}_\mu \end{cases}$$

$$\mathcal{T}: \begin{cases} \tilde{A}_\mu \rightarrow \tilde{A}_\mu \\ \tilde{B}_\mu \rightarrow \tilde{B}_\mu \end{cases} \quad \sigma_v: \begin{cases} \tilde{A}_\mu \rightarrow \tilde{A}_\mu \\ \tilde{B}_\mu \rightarrow \tilde{B}_\mu \end{cases}$$

$$C_{22}: \begin{cases} \tilde{A}_\mu \rightarrow -\tilde{A}_\mu \\ \tilde{B}_\mu \rightarrow -\tilde{B}_\mu \end{cases} \quad R_{\pi}: \begin{cases} \tilde{A}_\mu \rightarrow -\tilde{A}_\mu \\ \tilde{B}_\mu \rightarrow \tilde{B}_\mu \end{cases}$$

which are consistent with the CS modes in Eq. 114 as before up to inconsequential sign change under $C_{22}$. The resultant critical field theory is

$$\tilde{\mathcal{S}}_c = \int d^2r \tau \mathcal{L} + \tilde{\mathcal{S}}_{CS}$$

(116)

where $\tilde{\mathcal{S}}_{CS}$ is given by Eq. 114 and

$$\tilde{\mathcal{L}} = \tilde{\mathcal{L}}_e + \tilde{\mathcal{L}}_m + \tilde{\mathcal{L}}_{em}$$

(117)

with

$$\tilde{\mathcal{L}}_e = |(\partial_\mu - i\tilde{A}_\mu)\tilde{\Phi}_e|^2 + \bar{\tilde{\Phi}}_e\tilde{\Phi}_e^4$$

$$- \lambda \left[ (\tilde{\Phi}_e)^2 + (\tilde{\Phi}_e^*)^2 \right]$$

(118)

$$\tilde{\mathcal{L}}_m = |(\partial_\mu - i\tilde{B}_\mu)\tilde{\Phi}_m|^2 + \bar{\tilde{\Phi}}_m\tilde{\Phi}_m^4$$

$$- \lambda \left[ (\tilde{\Phi}_m)^2 + (\tilde{\Phi}_m^*)^2 \right]$$

(119)

$$\tilde{\mathcal{L}}_{em} = \bar{\tilde{\Phi}}_e (\tilde{\Phi}_m)^2 + (\tilde{\Phi}_e\tilde{\Phi}_m^*)^2 + \text{c.c.}$$

(120)

Considerations similar to those noted below Eq. 76 for the case of Heisenberg perturbations, also apply here with an important difference that in the present case, the decoupled limit pertains to vertical Ising chains. In particular the mass term, $u \sim J_{TC} - 2\Gamma$. 
Note that due to the presence of the second order anisotropic term proportional to $\lambda$ in the critical action given by Eq. 116, the discussion of the phases and phase transitions has an exact parallel with the case of the Zeeman term (Eq. 101)—a consequence of the $x = y$ reflection as discussed above—with the difference being, in the present case the condensation of the soft modes lead to a time-reversal symmetric paramagnet.

### D. The phases

Turning to the phases, clearly, as before, the uncondensed phase for $\bar{u} - \lambda > 0$, i.e.,

$$\langle \Phi_e \rangle = \langle \Phi_m \rangle = 0$$ (121)

is the $Z_2$ QSL with gapped $e$ and $m$ charges with mutual semionic statistics. For $\bar{u} - \lambda < 0$, the both electric and magnetic charges condense, i.e.

$$\langle \Phi_e \rangle, \langle \Phi_m \rangle \neq 0$$ (122)

This Higgs phase does not break time reversal symmetry. Indeed, in terms of symmetry, the $Z_2$ gauge invariant fields are given by

$$\hat{\Phi}_e^2 + (\hat{\Phi}_e)^2 \sim |\Phi_e|^2 \cos(2\bar{u}_e) \sim \bar{\tau}_i^z \quad \forall i \in \text{Horizontal bonds}$$

$$\hat{\Phi}_e^2 + (\hat{\Phi}_m)^2 \sim |\Phi_m|^2 \cos(2\bar{u}_m) \sim \bar{\tau}_i^z \quad \forall i \in \text{Vertical bonds}$$ (123)

These should be contrasted with Eq. 68 which characterises spin ordering. In spite of similar appearances, the above equations are exactly opposite in terms of the type of the bonds (vertical versus horizontal) with respect to that of Eq. 68 and this has a central effect in the nature of the resultant phase which for the present case is a symmetric non-degenerate paramagnet.

For $\lambda > 0 (< 0)$ in Eq. 118 and 119, the free energy is minimised for

$$\hat{\theta}_e, \hat{\theta}_m = 0, \pi(\pm \pi/2)$$ (124)

This correspond to ordering (see Eq. 123)

$$\bar{\tau}_i^z = \pm 1 \quad \forall i \in \text{Horizontal bonds}$$

$$\bar{\tau}_i^z = \pm 1 \quad \forall i \in \text{Vertical bonds}$$ (125)

all of which are time reversal symmetric (see Table. II in Appendix A). For each of these cases, the interaction between the $e$ and $m$ modes is given by Eq. 137, i.e.

$$\tilde{L}_{em} \sim w |\Phi_e|^2 |\Phi_m|^2 \cos(2\bar{u}_e) \cos(2\bar{u}_m)$$ (126)

For $w < 0 (> 0)$ the spin components as given in Eq. 125 are parallel (antiparallel). The latter case breaks translation by $T_{12}$ and $T_{23}$ which interchanges horizontal and vertical bonds and appears to be not relevant for the present case. The above phenomenology is consistent with the microscopic of Section III B 3 for $\lambda \sim -\Gamma$. This then completes the discussion of the two trivial paramagnets as shown in Fig. 2. We expect that the above theory to be stable to small Heisenberg perturbations, $J$. 

### E. Effects of Zeeman term and the critical point

Before discussing the critical point, we would like to understand the effect of the Zeeman term in this pseudo-dipolar limit which would throw critical insight into the nature of the transition both in the Zeeman limit of sub-section VI G and the present pseudo-dipolar limit. The starting point is the previously mentioned observation of the leading order Zeeman terms and pseudo-dipolar terms mapping into each other under $x = y$ reflection. This becomes more clear when we consider the leading Zeeman perturbing term given by Eq. 99 along with the leading pseudo-dipolar perturbation given by Eq. 35 whence the net leading perturbation is given by

$$\mathcal{H}_{\Gamma - z} = \sum_{i \in V}[2\Gamma \tilde{\tau}_i^x - 2h_z \tilde{\tau}_i^x] + \sum_{i \in H}[2\Gamma \tilde{\tau}_i^x - 2h_z \tilde{\tau}_i^x]$$ (127)

In particular for the limit $h_z = -\Gamma$ the above Hamiltonian becomes

$$\mathcal{H}_{{\Gamma - z}} = 2\Gamma \sum_i [\tilde{\tau}_i^x + \tilde{\tau}_i^z]$$ (128)

In conjunction with the Toric code term in Eq. 18, this is exactly the Hamiltonian studied in Refs. 98, 99 and 100 for a Toric code QSL in a “magnetic” field along the self-dual line. While this inference is drawn on the basis of the leading order perturbations, in the spirit of the discussions presented, it leads to interesting possibilities particularly in the lights of the rich properties of the self-dual line as known from very systematic numerical calculations.98 We shall return to this in a moment, but first let us notice that in presence of the Zeeman field, from the symmetry transformations in Eq. 9, it is clear that the the residual symmetry of the system is generated by only $T_{12}$, $T_{23}$ (and hence $T_x$, $T_y$) and $R_\pi$. This is the reason for the exact match between the transformation tables of the soft modes $(\Phi_e, \Phi_m)$ (Eq. 67) and $(\tilde{\Phi}_e, \tilde{\Phi}_m)$ (Eq. 69) with $(\Phi_e, \Phi_m)$ (Eq. 113) and $(\tilde{\Phi}_e, \tilde{\Phi}_m)$ (Eq. 115) under $T_{12}$, $T_{23}$ (and hence $T_x$, $T_y$) and $R_\pi$. Indeed, we can introduce the following linear superposition of the soft modes

$$\chi_e = \frac{1}{\sqrt{\Gamma^2 + h_z^2}} \left[ \Gamma \tilde{\Phi}_e - h_z \Phi_e \right]$$ (129)

$$\chi_m = \frac{1}{\sqrt{\Gamma^2 + h_z^2}} \left[ \Gamma \tilde{\Phi}_m - h_z \Phi_m \right]$$ (130)

and their corresponding gauge fields

$$C_\mu = \frac{1}{\sqrt{\Gamma^2 + h_z^2}} \left[ \Gamma \tilde{A}_\mu - h_z A_\mu \right]$$ (131)

$$D_\mu = \frac{1}{\sqrt{\Gamma^2 + h_z^2}} \left[ \Gamma \tilde{B}_\mu - h_z B_\mu \right]$$ (132)

for the perturbation corresponding to Eq. 127 which interpolates between the two limits $\Gamma = 0$ and $h_z = 0$. 
The left hand side of the above equation, by construction have the same transformation property as the right hand-side under $T_d$, $T_{y_1}$ (and hence $T_x$, $T_y$) and $R_z$. Clearly at the special value $h_z = -\Gamma$, corresponding to Eq. 128 whence the system enjoys a reflection symmetry to the leading order, stands for an equal superposition of the two sets of soft modes.

Hence following the symmetry arguments as before, we can write a critical action as

$$S^\chi_c = \int d^2 \tau \, \mathcal{L}_c^\chi + S_{\mathcal{C}S}^\chi$$

where

$$S_{\mathcal{C}S}^\chi = \frac{i}{\pi} \int d^2 \tau \, d\tau \, e^{\mu\nu\lambda} C_{\mu} \partial_{\nu} D_{\lambda}$$

and

$$\mathcal{L}_c^\chi = \mathcal{L}_c^\chi + \mathcal{L}_m^\chi + \mathcal{L}_{em}^\chi$$

with

$$\mathcal{L}_c^\chi = |(\partial_\mu - i C_{\mu}) \chi_e|^2 + \bar{\nu}|\chi_e|^2 + \bar{\nu}|\chi_e|^4$$

$$\mathcal{L}_m^\chi = |(\partial_\mu - i D_{\mu}) \chi_m|^2 + \bar{\nu}|\chi_m|^2 + \bar{\nu}|\chi_m|^4$$

and

$$\mathcal{L}_{em}^\chi = \bar{\nu} \left[ (\chi_e \chi_m)^2 + (\chi_e \chi_m)^2 \right]$$

which clearly interpolates between the two limits in Eqs. 116 (for $h_z = 0$) and 101 (for $\Gamma = 0$).

The discussions of the $Z_2$ QSL for $\tilde{u} - \tilde{\lambda} > 0$ and the trivial paramagnet for $\tilde{u} - \tilde{\lambda} < 0$ now directly follows from our previous discussions. Note that the trivial paramagnet continuously deforms from the polarised state (for $\Gamma = 0$) to a time-reversal symmetric trivial paramagnet (for $h_z \to 0^+$) with the $h_z = 0$ line being the time-reversal symmetric paramagnet.

The two fold anisotropy term proportional to $\lambda$ in given by Eq. 136 carries charge-2 under $C_\mu$ and $D_\mu$ respectively. Therefore this is like the pairing term in superconductors, albeit for bosons which breaks down the gauge group from $U(1)$ to $Z_2$. However, we note that in our case the $Z_2$ theory in naturally tuned to be along the self-dual line due to the $e \leftrightarrow m$ symmetry. Indeed a similar action was proposed in Ref. 89 for the transition to from the $Z_2$ QSL to a trivial paramagnet in context of Toric code models. However, there due to the absence of the $e \leftrightarrow m$ symmetry, the masses and other coupling constants of the $e$ sector were different from that of the $m$ sector and thereby away from the self-dual line.

In particular Eq. 128 corresponds to the exactly the numerical calculations of Refs. 98 and 99 and series expansion techniques of Ref. 100. In the lights of our present discussion it is certainly worthwhile to understand if the entire range from $h_z = 0$ to $\Gamma = 0$ is given by same physics as this would indicate an extremely interesting mapping of the physics under Zeeman perturbations to that of the pseudo-dipolar interactions. Of course this conclusion is tentative at this point as the above mapping is drawn on the basis of the effects of the leading order perturbations and the effects of the higher order terms needs to be taken into account in any systematic numerical calculation.

Assuming that the physics of the self-dual line is relevant for the present discussion, we now ask what do we know about this line? From the point of view of $Z_2$ gauge theory with dynamic electric and magnetic charges, the $e$-Higgs and the $m$-Higgs (confined) phases are smoothly connected with both phase transition belonging to $3D - Z_2$ universality class and meeting at a multicritical point which merges with a line of first order transition along the self-dual line ending in a critical point. Series expansion techniques of Ref. 100 show that along the self-dual line, the charge gap, $\Delta$, for both the $e$ and $m$ sectors vanishes as $\Delta \sim |h_z - h_z^c|^{2\nu}$ where the critical value of the field is estimated to be $h_z^c \approx 0.34$ (for $\Gamma = 1$) and the exponent, $2\nu \approx 0.69 - 0.70$, different from the $3D - Z_2$ value, $(zw)_{3D-Z_2} = 0.6301$. The first-order transition, on the other hand ends at $h_z^{1st} \approx 0.42$. The above picture is confirmed by Monte Carlo calculations.98,99,102,103

We end this section with two more comments. First, away from the self-dual line when either $e$ or $m$ charges condense, neglecting the gauge fluctuations of $A_\mu$ and $B_\nu$, the critical point on the grounds that the CS term makes the respective photons massive results in a transition correctly belonging to the $3D - Z_2$ universality class. A similar mean-field assumption would lead to $3D - XY$ transition in the present case with $(zw)_{3D-XY} \approx 0.67155$. Second, recent series expansion calculations and tensor-network based wavefunction analysis has been suggested that perturbations on the self-dual line in the vicinity of the multicritical point can open up a gapless phase with power-law correlations for the $e$ and $m$ charges with continuously varying exponents. However, in our severely finite-size limited ED results, we did not find any signatures of such a phase. The relevance of this physics to the anisotropic Kitaev model in a magnetic field as well as the higher order terms neglected in Eq. 99 remains to be understood.

This concludes our discussion of the phases and phase transitions for the ferromagnetic Kitaev-Heisenberg-$\Gamma$ model in the anisotropic limit.

VIII. SUMMARY AND OUTLOOK

We now summarise our results. In this work we have worked out the details for of the phases and phase transitions out of the gapped $Z_2$ QSL in the Toric code limit into a spin-ordered phase (driven by Heisenberg interactions) and a trivial paramagnet (driven by pseudo-dipolar interactions). These interactions are relevant for the ma-
terial realisation such as $\alpha$-RuCl$_3$, albeit in the isotropic limit. While, even in $\alpha$-RuCl$_3$ and other related materials, the three bonds are not exactly symmetric$^{106}$, our calculations are clearly do not apply to the known Kitaev materials in its present form but poses important starting point in understanding the unconventional deconfined phase transitions out of the $Z_2$ QSL.

In our present calculation for the anisotropic limit, we find that the transition between the $Z_2$ QSL and the spin ordered phase is given by a self-dual modified Abelian Higgs model whereas that between the QSL and the trivial paramagnet is given by a self-dual $Z_2$ gauge theory. The self duality owes its origin to the anyon permutation symmetry which protects the structure of the critical theory. Would be interesting to understand other examples of such anyon permutation symmetry protected phase transitions. Finally, the phase diagram in Fig. 2 allows for interesting multicritical points where all the three phases—topological, symmetry broken and trivial—meet. The nature of the multicritical point is worth investigating.

To end, does the present calculations shed any light on the material relevant isotropic Kitaev-Heisenberg-$\Gamma$ model? Given the correspondence of the QSL and the spin-ordered phases, it is tempting to conclude that the soft modes in the anisotropic limit indeed play an important role—along with the gapless Majorana—to determine the critical theory for the isotropic point. Outcomes of calculations along these lines would be interesting.
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Appendix A: Symmetry transformations

Since the Kitaev model is realised in spin-orbit coupled systems, the magnetic moment transforms non-trivially under spin and real space rotations. Following Ref. 70 we embed the honeycomb in a cube as shown in Fig. 12. The generators of the symmetries (Fig. 13) for the underlying honeycomb lattice are given by

- Time reversal symmetry, $\mathcal{T}$, where the $\sigma^\alpha$ spins transform as Kramers doublets in all the known candidate materials.
- Translations in the honeycomb plane, $T_{d_1}$ and $T_{d_2}$.
- $C_6$ rotation about $[111]$ axis, $\mathbb{C}_{2z}$. Light red plane cutting two of the $z$-bonds is the mirror reflection, $\sigma_v$. Purple dashed arrow along $[111]$ direction is the six fold rotation supplemented by the mirror reflection about the honeycomb plane, $\sigma_vC_6$. 

FIG. 12. The hexagon embedded in a cube with the cartesian [111] direction being normal to the honeycomb plane. The red and black sub-lattice structure of the $\sigma$-spins are same as in Fig. 13. Green dashed arrow along [110] direction is the $\pi$-rotation axis, $C_{2z}$. Light red plane cutting two of the $z$-bonds is the mirror reflection, $\sigma_v$. Purple dashed arrow along [111] direction is the six fold rotation supplemented by the mirror reflection about the honeycomb plane, $\sigma_vC_6$.

FIG. 13. Symmetries with respect to the hexagonal plane. The colouring have one to one correspondance with Fig. 12.

- Reflection, $\sigma_v$, about the $x=y$ plane.
TABLE I. The time reversal and point group symmetry operations on the \( \sigma \)-spin of the central hexagon of the Fig. 13. Second to fifth columns indicate the transformations of the lattice labels while last column shows the spin space rotations.

| Symmetry | \( 1 \) | \( 1' \) | \( 2 \) | \( 2' \) | \( 3 \) | \( 3' \) | \( 4 \) | \( 4' \) | \( \sigma^x \) | \( \sigma^y \) | \( \sigma^z \) |
|----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| \( \mathcal{T} \) | \( 1 \) | \( 1' \) | \( 2 \) | \( 2' \) | \( 3 \) | \( 3' \) | \( 4 \) | \( 4' \) | \( -\sigma^x \) | \( -\sigma^y \) | \( -\sigma^z \) |
| \( \sigma_h C_6 \) | \( 1' \) | \( 2' \) | \( 3' \) | \( 3' \) | \( 4' \) | \( 4' \) | \( 4' \) | \( -\sigma^y \) | \( -\sigma^x \) | \( -\sigma^z \) |
| \( \sigma_v \) | \( 1' \) | \( 1' \) | \( 2' \) | \( 2' \) | \( 3' \) | \( 3' \) | \( 3' \) | \( -\sigma^y \) | \( -\sigma^x \) | \( -\sigma^z \) |
| \( C_{2z} \) | \( 2 \) | \( 2 \) | \( 1' \) | \( 3 \) | \( 3' \) | \( 4' \) | \( 4' \) | \( -\sigma^y \) | \( -\sigma^x \) | \( -\sigma^z \) |
| \( R_x \) | \( 2' \) | \( 2' \) | \( 1' \) | \( 4' \) | \( 4' \) | \( 3' \) | \( 3' \) | \( \sigma^x \) | \( \sigma^y \) | \( \sigma^z \) |

TABLE II. Symmetry transformations of the \( \tilde{\tau} \) spins on the horizontal (\( h \)) and vertical (\( v \)) bonds.

\begin{align*}
\text{Spins as} \\
\tilde{\sigma}_v(11') &= \hat{E}(11')e^{-i\frac{n_{vz}}{\sqrt{2}}}e^{-i\frac{\sigma^x_1 + \sigma^y_1}{\sqrt{2}}} \\
\text{(A2)}
\end{align*}

where \( \hat{E}(11') \) is the exchange operator between the 1 & 1’ and \( n_v = \frac{1}{\sqrt{2}}(1, 1, 0) \). This gives rise to the following transformation:

\begin{align*}
\tilde{\sigma}_v(11') &= \left\{ |+\rangle_1, |+\rangle_1 \right\} \rightarrow \left\{ i |+\rangle_1, -i |+\rangle_1 \right\} \\
\text{(A3)}
\end{align*}

c. **Reflection symmetry, \( \sigma_v \):** Following Table I, we define the symmetry transformation operator for the \( \sigma \) as

\begin{align*}
\tilde{\sigma}_v(11') &= \hat{E}(11')e^{-i\frac{n_{vz}}{\sqrt{2}}}e^{-i\frac{\sigma^x_1 + \sigma^y_1}{\sqrt{2}}} \\
\text{(A4)}
\end{align*}

with \( \tilde{n}_{2z} = \tilde{n}_v \). For the \( \tau \) spins we therefore have

\begin{align*}
\tilde{C}_{2z}(12; 12') &= \hat{E}(12')e^{-i\frac{n_{2z}}{\sqrt{2}}}e^{-i\frac{\sigma^x_{2z} + \sigma^y_{2z}}{\sqrt{2}}} \\
\text{(A5)}
\end{align*}

d. **Rotation about the center of the hexagon, \( R_\pi \):** From Table I, we focus on the pair \( \sigma_1 \) and \( \sigma_2 \) which are mapped into each other under the symmetry transformation. This gives

\begin{align*}
\tilde{R}_\pi(12'; 12) &= \hat{E}(12')e^{-i\frac{n_{2z}}{\sqrt{2}}}e^{-i\frac{\sigma^x_{2z} + \sigma^y_{2z}}{\sqrt{2}}} \\
\text{(A6)}
\end{align*}

The above transformations result as summarised in Eq. 9.
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