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Abstract—Force control is essential for medical robots when touching and contacting the patient’s body. To increase the stability and efficiency in force control, an adaption module could be used to adjust the parameters for different contact situations. We propose an adaptive controller with an Adaption Module which can produce control parameters based on force feedback and real-time stiffness detection. We develop methods for learning the optimal policies by value iteration and using the data generated from those policies to train the Adaptive Module. We test this controller on different zones of a person’s arm. All the parameters used in practice are learned from data. The experiments show that the proposed adaptive controller can exert various target forces on different zones of the arm with fast convergence and good stability.

Index Terms—Force Control, Adaptive Control, Stiffness Detection, Value iteration.

I. INTRODUCTION

Contact is everywhere. To accurately control the exerted force when contacting with objects is crucial for medical robots and human-robot interaction. In a typical scenario of surgical applications, a robot can carry a medical device touching and scanning along a patient’s skin (Fig. 1), moving to the inspection position under the guidance of doctors, and incising tissues in the body. Force control plays a key role in those tasks. The robot should contact gently with different areas of the body and apply reference forces precisely. This requires the implemented controller to adjust to various contact environments and converge smoothly to the reference value.

Traditional force control methods include PI force control and impedance control. PI force control directly achieves target force through force feedback and PI control law [1]. It is simple and efficient, but it needs tuning the fixed parameters for each scenario. It also neglects the interaction between robots and environment; thus, it lacks robustness and may cause instabilities and oscillations at contact. Impedance control indirectly control the interaction force between robots and environment through impedance control law [2]. It simulates interaction dynamics as a mass-spring-damper system and adjusts interaction forces and motions. It is suitable for applying a compliant behavior through contact, so it’s widely used in polishing [3], grasping [4] and coating tasks [5]. But lacks the ability to precisely track forces due to partial knowledge of the environment.

There are many adaptations of those classical methods. An adaptive controller based on stiffness detection and force feedback for grasping object task is proposed in [6]. It calculates the stiffness of the object and adjusts the force feedback gain with piecewise linear functions. However, it only focusses on grasping mental objects which have very small deformations. An impedance controller for force-tracking by adapting the control gains from estimated environment stiffness is described in [7]. The controller uses analytical solutions from LQR to calculate the control gains and EKF to estimate the environment stiffness. That method needs an accurate modelling of the robot dynamics as well as predefined parameters, thus lacks robustness for various types of environments.

One method to learn from the environment and improve the force adaptation is by using Dynamical Systems (DS) framework. In [8], an adaptive motion
planning approach is used on impedance-controlled robots for polishing and pick-and-place tasks. Two types of parameterized time-independent dynamical systems (DS) are used for motion generation in different tasks. The parameters of the DS will be updated to adapt the robot’s motion to human interactions. In [9], the time-independent DS-based control framework is extended to adjust both the trajectory and the force when preforming contact tasks. The robot’s nominal DS is used to generate the desired motion and contact force. In [10], a state-dependent force correction model is proposed to improve force tracking accuracy. Those methods needs to learn the DS profile of the nonlinear surface.

Another method to enable robust physical interaction with the environment is to learn the constraints on the manipulated objects. In [11], a manifold learning approach is used to encode the Constrained Object Manipulations (COM) tasks. This achieves task-consistent adaptation based on an object-level impedance controller. The other method for motion and force adaptation is by using Reinforcement-Learning based controller. In [12] the Rapid Motor Adaptation algorithm (RMA) is proposed to allow legged robots move stably in difficult and changing terrains with changing payloads by real-time online adaptation. RMA has two subsystems: a base policy and an adaptation module. Those components are trained completely in simulation. The adaptation module is the key component of RMA which predicts the extrinsic vector using recent history of robot’s states and actions. The trained controller can be deployed directly on the A1 robot without any fine-tuning.

DQN [13] and SAC [14] are two popular model-free learning methods in reinforcement learning. However, if we have a good model of the dynamics, we can adopt model-based learning such as value iteration [15] to effectively derive the optimal policy for discrete-time non-linear dynamic system.

To exploit the idea of learning from environment and training an adaptation module to improve versatility and stability, we propose an adaptive controller with an Adaptation Module which can adjust the parameters based on force feedback and real-time stiffness detection, as shown in Fig. 2. The Stiffness Detector computes the real-time stiffness of the object. The process for training the Adaptation Module is shown in Fig. 3. We first sample data from different zones of the environment and fit those data to model local dynamics of those zones. Then we build corresponding dynamic systems and use value iteration to learn the optimal policies for those dynamic models. Finally, we generalize the results to all parts of the environment by training a neural network to learn the relation between environment feature variables and controller parameters.

We present the design of the controller and training methods in section II. We evaluate the results of training processes and experiments on different zones of a person’s arm in section III. We conclude with a discussion about the methods and future work in section IV.

II. METHODS

A. Designing the Adaptive Controller

The adaptive controller is based on a PID controller and an adaptive module which tunes the parameters for the PID controller. As seen from Fig. 2, the reference command \( r \) is fed into the system. The error \( e = r - f \) is used as the input to the standard PID controller. The controller output \( u \) is then used to drive the robot towards the reference force

\[
u = K_p e + K_i \int e \, dt + K_d \frac{de}{dt}
\]

where \( K_p, K_i, K_d \) are parameters for the controller.

In a position-controlled robot, \( u \) can be the displacement within a control period. \( x \) is the position of the robot end-effector in Cartesian space. The force-torque sensor at the end-effector reads the current force value \( f \) and feeds that value to the Stiffness Detector as well as the Adaptation Module. The Stiffness
Detector uses the current force value and position to calculate the stiffness of the object. Notice stiffness here is defined as the slope of force-deformation curve and thus represents the local property of the material. The equation to calculate the real-time stiffness is

\[ s = \frac{f_c - f_i}{dx} \tag{2} \]

where \( f_c \) is the current force value, \( f_i \) is the force value in last control period and \( dx \) is the displacement in last control period.

The output \( s \) is then passed to the Adaptation Module. The Adaptation Module uses the reference value \( r \), the current force value \( f \) and current stiffness \( s \) to compute the adjustable parameters \( K \) for the PID controller.

**B. Modeling Contact Dynamics from Data**

We model the dynamic dynamics for using dynamical systems in model-based learning. We focus on the relationship between contact force and pressing depth (deformation) of a person’s arm. We gather the data from some specific zones of the arm and generate approximation of dynamic model for other zones. From observation, when the pressing depth increases, the contact force as well as stiffness is also increasing smoothly. Thus, we can choose general exponential functions to fit the data

\[ y = f(x) = a \exp(-bx) + c \tag{3} \]

where \( a, b, c \) are parameters in the exponential function.

We can use non-linear least squares to fit exponential functions to those curves.

**C. Learning Optimal Policies using Value Iteration**

Now that we obtain environment dynamic models and we know the output equation of the PID controller, we can design the dynamic systems as

\[ \frac{dx}{dt} = K_p(f_r - f(x)) \tag{4} \]

where \( x \) is the state variable representing the depth of the deformation, \( K_p \) is the parameter in the PID controller, \( f_r \) is the reference value and \( f \) is the function of contact dynamics. Notice that for efficiency, we just include \( K_p \) as the parameter without \( K_i \) or \( K_d \) terms.

To learn the optimal policies given the dynamical systems and considering the discrete nature of real implementation of control program, we use value iteration algorithm. It’s important that we choose \( K_p \) as the input to the system. The cost function is chosen to be in quadratic form

\[ \min_{\pi(x)} \int_0^\infty [a(f_r - f(x))^2 + b(K_p)^2] \, dt \tag{5} \]

which pushes the system towards the equilibrium with a balance between speed and input magnitude.

**D. Training the Adaptive Module from Data**

We learn the \( K_p - x \) policies as the results from value iteration. Since each \( x \) relates to force \( f \) and its derivative \( \frac{df}{dx} \) from the dynamic models, we can gather those discrete \( K_p - x \) pairs and rewrite them to the corresponding \( [K_p, f, \frac{df}{dx}] \) pairs. Here we assume that every area of the arm has similar dynamic property and \( [f, \frac{df}{dx}] \) pair can fully capture that property at any pressing depth. Although we just sample data from some specific zones of the arm, we can generalize the learned policies to other areas of the arm given the feature \( [f, \frac{df}{dx}] \). Since we treat reference value \( r \) as an independent environment variable and we learn the policies for various \( r \), we also consider \( r \) as one input feature. Thus, our goal is to learn the function from input feature vector \( [r, f, \frac{df}{dx}] \) to \( K_p \).

Learning the approximate function from input features to output is a typical supervised learning problem. Consider the dimension of inputs and output as well as the amount of data, we choose a 3-layer fully connected neural network as the Adaptation Module architecture and train this neural network on input feature vectors and \( K_p \).

**E. Building a Hybrid Dynamical System**

In practice, we build a hybrid dynamical system for the whole control task, as shown in Fig. 4. The control system consists of three modes:

- **Mode 1**: Moving downwards when contact force is smaller than the minimum gate \( f_{min} \);
- **Mode 2**: Using adaptive controller to exert the reference value;
- **Mode 3**: Moving upwards when contact force is larger than the maximum gate \( f_{max} \).
The outputs will be reset when transiting from one mode to another mode.

III. EXPERIMENTAL EVALUATIONS

In this section, we discuss the processes of training and experiment results. We evaluate our adaptive controller on a UR5 robot arm, as shown in Fig. 1. A Shenyuansheng force-torque sensor is attached to its end-effector. The control program is run on CobotSys 3.0 platform, which is an industrial robot operating system developed by Wuhan Cobot Technology Co., Ltd. The control loop rate for this program is 100 Hz.

A. Fitting the Data for Dynamic Models

We collect data from three different Zones of a person’s arm shown as the blue circles in Fig. 5. We programmed the robot end-effector to move straightly downwards at steady step size until the force being sensed reaches a certain amount. To compensate for the uncertainties in each experiment, we record 10 sets of data on each Zone and take their mean value. The relationships of force and depth at those three Zones are plotted as solid lines in Fig. 6.

Different Zones have different force-depth curves, but they all have similar shapes. Each curve is ascending smoothly with increasing slope. We fit those curves by exponential functions, which perfectly match the data (dashed lines in Fig. 6).

B. Training the Adaptation Module

To build the dynamic systems and implement value iteration algorithm, we use Drake toolbox [16]. The state variable $x$ is discretized to be between $[0, 0.02]$ with 1001 steps. The input variable $K_p$ is discretized to be between $[0, 1]$ with 1000 steps. The parameters in cost function are set to $a = 1$, $b = 40$. The time step is set to 0.03 s. We choose reference value $r$ in the set $[4, 24]$ with step size 0.5. The optimal policies $K_p - x$ are computed for various values $r$ from the three dynamic systems. Fig. 7 shows $K_p - x$ policies for three Zones with $r$ ranges from 5 N to 20 N. It’s easy to see that all $K_p - x$ functions have similar shapes. When $r$ increases, the curves will be flatter, meaning $K_p$ will starts smaller and moves slower along the $x$. Notice that when the reference value $r$ is very small, there will be a little twist on the graph. That is the result of balancing between convergence rate and input magnitude and can be neglected. The results from value iteration are compatible with our intuition and suggest that the similar policy could be generalized to every other zone of the arm.

We build a 3-layer neural network for the Adaptation Module with layer sizes of $[6, 3, 1]$. The activation functions of all the nodes are ReLu functions. We train the Adaptation Module using supervised learning with input feature $[r, f, \frac{df}{dx}]$ and output label $K_p$. We use Adam optimizer to minimize MSE loss. We run the optimization process for 200 epoches with a learning rate of $1e-4$ and use a batch size of 64 split up into 4 mini-batches.

C. Testing on the arm

We test our adaptive controller on 5 Zones of the arm, as shown in Fig. 5. The blue Zones represent...
Fig. 7. The $K_p - x$ policies for each Zone at various reference values.

the places where we previously get the data for the dynamic models. The red Zones are other two areas on the arm. We range reference values from 5N to 20N. At the beginning of the experiments, the robot’s end-effector will move straghtly downwards, since it’s in Mode 1 (Fig. 8(a)) . After it contacts the arm, it uses adaptive controller to exert reference force value on the arm.

Fig. 9 shows the experimental results for each Zone. The convergence time and overshoot will increase as the reference value increases. Typically the convergen time is within 1s. The overshoot is about 5N. Due to measurement noises from the force-torque sensor and disturbances of the arm (slight movement of the muscle), there will be some small variations after the curve converges. After all, the controller is very stable. The results show that our controller can converge to the reference value very soon. It can adapt to different contact zones of the arm with good stability and accuracy.

IV. CONCLUSION

In this paper, we propose an adaptive controller which has an Adaptation Module to adjust parameters for the underlying force controller. The Adaptive Module will take in the reference, current force value and real-time stiffness to output appropriate parameters. The real-time stiffness of the object is evaluated by the Stiffness Detector. We sample data from different zones of the environment and model the local dynamics for each zone. The optimal policies are learned by value iteration from dynamical systems. We then train the Adaptaion Module as a neural network to learn the relations between environment feature vectors and controller parameters. In this way we generalize the results to all zones of the environment. Finally, we build a hybrid dynamical system which combines the adaptive controller and other motion modes for the whole contact task. The experimental results show that our controller can adjust to various environments with good convergence rate, stability, and accuracy. The idea of Adaptation Module and learning from environment variables is a broad concept which can be extended to a general framework for adaptive controller design. In the future, we will replace the underlying force controller to admittance controller for better stability and consider encoding more environmental variables and constraints in the model to have better performance. We will focus on designing an adaptive controller for contact task on all parts the person’s body.
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