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Abstract

Physical systems that have no memory have been very effectively modelled by Markov processes in their several forms. But many real-world systems clearly do not have this property, including e.g. foraging animals, stochastic learning machines, and quantum dynamic processes. There is therefore much interest in history-dependent processes whose evolution depends on all or part of their prior sample paths.

Here we consider a large family of history-dependent growth processes, the simplest of which was first defined by Stanislaw Ulam in this recursion for a random sequence of positive integers:

\[ X_{n+1} = X_{U(n)} + X_{V(n)}, \quad n \geq r \]

where \(U(n)\) and \(V(n)\) are independently and uniformly distributed on \(\{1, \ldots, n\}\), and the initial sequence, \(X_1 = x_1, \ldots, X_r = x_r\), is fixed. We consider the asymptotic properties of this sequence as \(n \to \infty\), showing, for example, that \(n^{-2} \sum_{k=1}^{n} X_k\) converges to a non-degenerate random variable. We also consider the moments and auto-covariance of the process, showing, for example, that when the initial condition is \(x_1 = 1\) with \(r = 1\), then \(\lim_{n \to \infty} n^{-2} \mathbb{E}X_n^2 = (2\pi)^{-1} \sinh(\pi)\); and that for large \(m < n\), we have \((mn)^{-1} \mathbb{E}X_m X_n \approx (3\pi)^{-1} \sinh(\pi)\).

We further consider new random adding processes where changes occur independently at discrete times with probability \(p\), or where changes occur continuously at jump times of an independent Poisson process. The processes are shown to have properties similar to those of the discrete time process with \(p = 1\), and to be readily generalised to a wider range of related sequences.
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1 Introduction

Much of the theory of random processes has been driven by the study of evolving physical systems that clearly either have no memory, or can be assumed forgetful to a good approximation. This leads naturally to models that require the Markov property in one of its forms. However, many real-world systems exhibit marked long-range dependence, together with the phenomenon of ‘lock-in’, (or ‘self-organization’), and other manifestations of non-ergodic behaviour. The customary assumption of the Markov property, though extraordinarily convenient, limits the extent to
which such properties can feature in the development of the process. A natural next step therefore is to abandon that restriction, and allow the short-term development of the process to have an explicit dependence on any part, or all, of its history. Applications include: history dependent (HD) quantum dynamics (Bennink and Lougovski, 2019), HD dynamic random utility (Frick et al., 2019), HD predator-prey models (Gerami and Ejtehadi, 2000), HD materials (Mozaffar et al., 2019), HD social networks (Corominas-Murtra et al., 2015; Pemantle and Skyrms, 2004), and so on.

Models for describing such phenomena fall into several types, and for a broad survey see Pemantle (2007). Among the various types of HD random processes, perhaps the most developed strand comprises the HD random walks (RW); these are known in general as self-exciting RW, or self-reinforcing RW, or self-interacting RW, or self-avoiding RW, and so on. Further sub-divisions arise according as the walk may be edge-reinforced, vertex reinforced, step reinforced, etc. See for example Kearney and Martin (2018); Baur (2020).

Notable special cases include: first the Shark Random Swim (Businger, 2018); second the Elephant Random Walk (ERW), first introduced by Schütz and Trimper (2004), and see also Bercu (2017); and third, the Reverting Random Walk (Boyer and Romo-Cruz, 2014; Clifford and Stirzaker, 2019).

The field now extends to HD Brownian motion and HD Lévy processes (Bertoin, 2020), and HD spatio-temporal processes (Reinhart, 2018).

Note that in many applications, especially the social sciences, such processes are called path-dependent, but this term is also used in stochastic analysis to denote the solution of a stochastic differential equation whose coefficients depend on the paths of another process, such as the Wiener process.

Here, we consider a type of HD growth process, first suggested by Stanislaw Ulam where the next step depends on the entire past of the process. Specifically, every member of the sequence of values is the sum of two values chosen from the previous history.

This type of sequence was studied in discrete time by Beyer et al. (1969), thus

\[ X_{n+1} = X_{U(n)} + X_{V(n)}, \quad n \geq 2, \]  

(1.1)

where \( X_1 = x_1 \) and \( X_2 = x_2 \) are given, and \((U(n), V(n); n \geq 1)\) comprise a sequence of independent random variables such that for given \( n \), \( U(n) \) and \( V(n) \) are each uniformly distributed on \( \{1, \ldots, n\} \). They note that \( EX_n = \frac{1}{2}(x_1 + x_2)n \), for \( n \geq 3 \), and they conjectured from computer simulations that \( EX_n^2 \) grows quadratically with \( n \) as \( n \to \infty \). (They made 5000 simulations each with 100 steps.) They also note that since the process \((X_n; n \geq 1)\) does not enjoy the Markov property, or similar simplifications, it is not straightforward to analyse.

The sequence defined in (1.1) was later considered by Ben-Naim and Krapivsky (2002), with the initial condition \( X_1 = x_1 \). They note that in this case \( EX_n = nx_1, n \geq 1 \). On the basis of further simulations (10^5 realisations, each of 1000 steps), they conjectured that \( EX_n^2 \) grows quadratically and also that \( EX_n^3 \) grows with the cube of \( n \).

We shall verify these conjectures, and identify a martingale that further elucidates the behaviour of \((X_n; n \geq 1)\). We will then consider a new randomised adding sequence, in which changes
occur randomly with probability $p$. Finally we consider a related adding process in continuous time, in which changes are regulated by a Poisson process. Such processes have previously been introduced in the context of history-dependent growth processes (Clifford and Stirzaker, 2008). The process is shown to reproduce, in continuous time, the essential properties of Ulam’s discrete time sequence. Furthermore, similar analyses can be made of many more general processes, which we briefly outline.

2 The adding process in discrete time

Consider the process defined in (1.1) with initial fixed sequence $(X_1 = x_1, \ldots, X_r = x_r)$ and let $s_r = \sum_{k=1}^{r} x_k$ and $t_r = \sum_{k=1}^{r} x_k^2$. Denote the mean of $X_n$ by $m_n = EX_n$. By conditional expectation,

$$m_{n+1} = 2 \frac{n}{r} \sum_{k=1}^{n} m_k, \quad n \geq r,$$

and an easy induction gives

$$m_n = \frac{2n}{r(r+1)} \sum_{k=1}^{n} x_k, \quad n > r. \quad (2.1)$$

For the second moment we have this:

Theorem 1.

$$\frac{EX_n^2}{n^2} \to K(x_1, \ldots, x_r), \quad \text{as } n \to \infty, \quad (2.2)$$

where

$$K(x_1, \ldots, x_r) = \frac{\sinh(\pi)}{2\pi W_r} \left\{ 2(r+1) \left( \frac{t_r}{r} + \frac{s_r^2}{r^2} \right) - (r+2)x_r^2 \right\}, \quad (2.3)$$

and

$$W_r = \frac{1}{2} \left\{ (r+1)^2 + 1 \right\} \prod_{k=1}^{r} \left( 1 + \frac{1}{k^2} \right). \quad (2.4)$$

Proof. Define $S_n = \sum_{k=1}^{n} X_k$ and let $p_n = ES_n^2$ and $q_n = EX_n^2$. By conditional expectation, for $n \geq r$,

$$q_{n+1} = 2 \frac{n}{r} \sum_{k=1}^{n} q_k + \frac{2}{n^2} p_n. \quad (2.5)$$

Also by conditional expectation,

$$p_{n+1} = E(S_n^2 + 2S_nX_{n+1} + X_{n+1}^2) = \frac{n+4}{n} p_n + q_{n+1}. \quad (2.6)$$

Eliminating $p_n$, we have

$$(n+1)^2 q_{n+2} - 2(n+1)(n+2)q_{n+1} + \{(n+2)^2 + 1\} q_n = 0, \quad (2.7)$$
with initial conditions
\[ q_r = x_r^2 \quad \text{and} \quad q_{r+1} = \frac{2t_r}{r} + \frac{2s_r^2}{r^2}. \]  
\[ (2.8) \]

By inspection, a particular solution of (2.7) is
\[ q^* = n + 1. \]
From the theory of difference equations (Elaydi, 2005), a second, linearly independent, solution \( q_n^\circ \) is given by
\[ q_n^\circ = q_n^* \sum_{k=0}^{n-1} \frac{W_k}{(k+1)(k+2)}, \quad n > r, \]
where \( W_k \) is the Casoratian associated with the difference equation. We may set \( W_0 = 1 \) and in this instance \( W_n \) is given by the recursion
\[ W_{n+1} = \frac{(n+2)^2 + 1}{(n+1)^2} W_n \]
\[ = \frac{1}{2} \left( (n+2)^2 + 1 \right) \prod_{k=1}^{n+1} \left( 1 + \frac{1}{k^2} \right) \]
\[ \sim n^2 (2\pi)^{-1} \sinh(\pi), \]
where we have used the product limit of Euler (1748, §156) and where the notation \( f(n) \sim g(n) \) indicates that \( \lim_{n \to \infty} f(n)/g(n) = 1 \).

The general solution of (2.7) is given by \( q_n = A(n+1) + Bq_n^\circ \), where the constants \( A \) and \( B \) are determined by the initial conditions (2.8). Hence for \( n > r \),
\[ q_n = \frac{(n+1)x_r^2}{r+1} + \frac{(n+1)}{W_r} \left( 2(r+1) \left( \frac{t_r}{r} + \frac{s_r^2}{r^2} \right) - (r+2)x_r^2 \right) \sum_{k=r}^{n-1} \frac{W_k}{(k+1)(k+2)}, \]
and since \( W_n \sim n^2 (2\pi)^{-1} \sinh(\pi) \), the limit (2.2) follows.

For the special case considered by Ben-Naim and Krapivsky (2002), the constant \( K \) becomes \( \sinh(\pi)/(2\pi) \approx 1.83804 \) in good agreement with the approximate value of 1.84 that they obtained by simulation.

Higher moments can be obtained in a similar fashion. For simplicity we restrict attention to the special case with initial condition \( x_1 = 1 \), as in Ben-Naim and Krapivsky (2002). For the third moment \( t_n = E(X_n^3) \) we define
\[ a^{[0,3]}_n = E \left\{ X_n S_{n-1}^k \right\} \quad \text{and} \quad b^{[0,3]}_n = E \left\{ \left( \sum_{\nu=1}^{n} X_\nu^3 \right) S_{n}^k \right\}. \]
By the usual conditional expectation arguments we find
\[ a^{[0,3]}_{n+1} = a^{[0,3]}_n + 3a^{[1,2]}_n + 3a^{[2,1]}_n + a^{[3,0]}_n, \quad a^{[1,2]}_{n+1} = 2 a^{[0,3]}_{n+1}, \]
\[ a^{[2,1]}_{n+1} = \frac{2}{n^2} a^{[0,3]}_n + \frac{2}{n} b^{[2,1]}_n, \quad a^{[3,0]}_{n+1} = \frac{2}{n} b^{[3,0]}_n + \frac{6}{n^2} b^{[2,1]}_n, \]
\[ b^{[2,1]}_{n+1} = a^{[0,3]}_n \left( 1 + \frac{2}{n} \right) + a^{[2,1]}_{n+1} + a^{[3,0]}_{n+1}, \quad b^{[3,0]}_{n+1} = b^{[3,0]}_n + a^{[3,0]}_{n+1}. \]
with initial conditions \(a_{1}^{0,4} = 0\) and \(b_{1}^{0,4} = 1\). Reducing this system to a single recurrence for \(t_{n} = a_{n}^{[3,0]}\) yields
\[
(4n - 3)(n + 1)^{2}(n + 2)^{2}t_{n+3} - 3(4n^{3} + 17n^{2} + 14n - 21)(n + 1)^{2}t_{n+2}
+ 12n^{5} + 87n^{4} + 234n^{3} + 177n^{2} - 84n - 126)t_{n+1}
- (n^{3} + 5n^{2} + 11n - 5)(4n + 1)(n + 3)t_{n} = 0,
\]
with initial conditions \(t_{1} = 1, t_{2} = 8, t_{3} = 63/2\).

Applying the methods of Adams (1928); Birkhoff (1930), we substitute trial solutions of the form \(n^{\sigma}\delta^{n}\) and then \(n^{\rho}\) into (3.7) and determine the values of \(\sigma, \delta\) and \(\rho\) for which the leading term is zero. We find that \(\delta = 1\) and then \(\rho = 1, 2, 3\) and therefore conclude that \(t_{n}\) grows asymptotically with the cube of \(n\). Solving the recurrence numerically for the given initial conditions we find that \(\lim_{n \to \infty} n^{-3}t_{n} = 5.7946\). This can be compared with the estimate 5.76 obtained by simulation in Ben-Naim and Krapivsky (2002).

For the fourth moment \(f_{n} = E(X_{n}^{4}) = a_{n}^{[4,0]}\) we have corresponding equations
\[
a_{n+1}^{[0,4]} = a_{n}^{[0,4]} + 4a_{n+1}^{[1,3]} + 6a_{n+1}^{[2,2]} + 4a_{n}^{[3,1]} + a_{n}^{[4,0]}, \quad a_{n+1}^{[4,0]} = 2n a_{n}^{[4,0]} + \frac{8}{n^{2}} b_{n}^{[3,1]} + \frac{6}{n^{2}} c_{n}^{[2]},
\]
\[
a_{n+1}^{[1,3]} = \frac{2}{n} a_{n+1}^{[0,4]}, \quad a_{n+1}^{[2,2]} = \frac{2}{n} b_{n}^{[2,2]} + \frac{2}{n^{2}} a_{n+1}^{[0,4]}, \quad a_{n+1}^{[3,1]} = \frac{2}{n} b_{n}^{[3,1]} + \frac{6}{n^{2}} c_{n}^{[2]},
\]
\[
b_{n+1}^{[2,2]} = b_{n}^{[2,2]} \left(1 + \frac{4}{n} + \frac{2}{n^{2}}\right) + \frac{2}{n} b_{n}^{[2,2]} + a_{n+1}^{[2,2]} + 2a_{n}^{[3,1]} + a_{n}^{[4,0]}, \quad b_{n+1}^{[4,0]} = b_{n}^{[4,0]} + a_{n+1}^{[4,0]},
\]
\[
c_{n+1}^{[2]} = c_{n}^{[2]} \left(1 + \frac{4}{n}\right) + \frac{4}{n^{2}} b_{n}^{[2,2]} + a_{n}^{[0,4]} + a_{n+1}^{[0,4]}, \quad c_{n+1}^{[3,1]} = c_{n}^{[3,1]} \left(1 + \frac{2}{n}\right) + a_{n+1}^{[3,1]} + a_{n+1}^{[4,0]},
\]
where \(c_{n}^{[2]} = E\left\{\left(\sum_{k=1}^{n} X_{k}^{2}\right)^{2}\right\}\). Again, reducing the system to a single recurrence for \(f_{n}\) and applying the methods of Adams (1928); Birkhoff (1930), we find that \(f_{n}\) grows asymptotically with the fourth power of \(n\). Solving the recurrence numerically we have \(\lim_{n \to \infty} n^{-4} f_{n} = 31.585\).

An understanding of further properties of the process \((X_{n}; n \geq 1)\) is greatly aided by the content of the following:

**Lemma 1.** Let \(M_{n} = S_{n}/(n(n + 1))\) where \(S_{n} = \sum_{k=1}^{n} X_{k}\), then \((M_{n}; n \geq r)\) is a martingale with respect to the increasing sequence of \(\sigma\)-fields \((F_{n}; n \geq r)\) generated by the sequence \((X_{n})\), or equivalently \((S_{n})\). Furthermore, there exists a non-degenerate random variable \(M\), such that \(M_{n}\) converges to \(M\) almost surely and in mean-square as \(n \to \infty\), where
\[
EM = \frac{1}{r(r + 1)} \sum_{k=1}^{r} x_{k} \quad \text{and} \quad E(M^{2}) = \frac{1}{6} K(x_{1}, \ldots, x_{r}).
\]

**Proof.** By conditional expectation
\[
E(M_{n+1}|F_{n}) = \frac{E(S_{n} + X_{n+1}|F_{n})}{(n + 1)(n + 2)} = \frac{S_{n} + 2S_{n}/n}{(n + 1)(n + 2)} = M_{n}.
\]
The mean of $M_n$, and hence of $M$, follows from (2.1). Dividing (2.5) by $n^2$, allowing $n \to \infty$, and noting (2.2), yields
\[
\lim_{n \to \infty} n^{-4} ES_n^2 = \frac{1}{6} K(x_1, \ldots, x_r).
\] (2.10)

The existence of this limit ensures that $EM_n^2$ is uniformly bounded for all $n$. The probabilistic limit results then follow from the martingale convergence theorem (Doob, 1953).

As an immediate corollary, we remark that
\[
E(X_m M_n | F_m) = \frac{X_m S_m}{m(m+1)}, \quad \text{for } n \geq m.
\] (2.11)

We now turn to consider the auto-covariance properties of the process $(X_n)$, where we have the following result.

**Theorem 2.** Let $m, n \to \infty$, with $m \leq n$ then,
\[
n^{-2}E(X_m X_n) \to \begin{cases} \frac{2}{3}\theta K & \text{if } m/n \to \theta \in (0, 1), \\ K & \text{if } m = n, \end{cases}
\] (2.12)

where $K = K(x_1, \ldots, x_r)$ is defined in (2.3) above.

**Proof.** By conditional expectation, we have
\[
E(X_{n+1} S_{n+1}) = \frac{2}{n}p_n + q_{n+1},
\]
so that (2.10) and theorem 1 give
\[
\lim_{n \to \infty} n^{-3}E(X_{n+1} S_{n+1}) = \frac{1}{3}K.
\] (2.13)

Again by conditional expectation, we have
\[
E(X_m X_{n+1}) = \frac{2}{n}E(X_m S_n), \quad n \geq m,
\] (2.14)

so that with $m = n$
\[
\lim_{n \to \infty} n^{-2}E(X_n X_{n+1}) = \lim_{n \to \infty} 2n^{-3}E(X_n S_n) = \frac{2}{3} K.
\] (2.15)

Finally, considering $m, n \to \infty$ with $m/n \to \theta$, for some fixed $\theta \in (0, 1)$, by (2.14) and (2.11) we have
\[
\frac{E(X_m X_n)}{n(n+1)} = \frac{2E(X_m S_{n-1})}{(n-1)n(n+1)} = \frac{2E(X_m S_m)}{(n-1)m(m+1)} \to \frac{2}{3}\theta K.
\]
2.1 Sample paths

We can now give an informal but quite precise description of a typical trajectory of the process \( (X_n, n \geq 1) \) for large \( n \). From lemma 1 we see that each trajectory has its own limiting value of \( \frac{M_n}{S_n} = \frac{S_0}{(n+1)} \). These values vary from trajectory to trajectory with \( EM_n^2 \rightarrow K/6 \) as \( n \rightarrow \infty \). Computer simulations show that, when scaled by \( \frac{S_n}{(n+1)} \), the variables \( X_{U(n)} + X_{V(n)} \) have approximate probability density \( f_{W}(w) = we^{-w}, w > 0 \), as illustrated in figure 1. This is not unexpected since a related energy splitting model (also due to Ulam, see Blackwell and Mauldin (1985)) has \( f_{W}(w) \) as its fixed point density. Specifically, the process \( (X_n, n \geq 1) \) can be reformulated as follows. At stage \( n+1 \), sample from the collection \( \{Y_k, k = 1, \ldots, n\} \) where \( Y_k = X_k/k \), by selecting an index \( k \) uniformly from \( \{1, \ldots, n\} \). Then multiply \( Y_k \) by \( k/(n+1) \), repeat independently and add the results to obtain \( Y_{n+1} \). The analogous splitting model is defined by the distributional equality \( W \overset{d}{=} UW_1 + VW_2 \) where \( U \) and \( V \) are independent variables uniform on \((0,1)\) and \( W_1 \) and \( W_2 \) are independent copies of \( W \). It is straightforward to show that \( f_{W}(w) \) is the fixed point density and it also follows that \( UW_1 \) and \( VW_2 \) are independently exponentially distributed. More formally we have the following

**Theorem 3.**

\[
\lim_{n \to \infty} P(X_n/(Mn) \leq x) = \int_0^x we^{-w}dw, \quad x \geq 0. \tag{2.16}
\]

Furthermore

\[
\lim_{n \to \infty} P(X_{U(n)}/(Mn) \leq x) = \int_0^x e^{-w}dw, \quad x \geq 0. \tag{2.17}
\]

**Proof.** Our approach follows that of Rösler (1991) and Geiger (2000) in their analysis of the Quicksort algorithm and Yaglom’s exponential limit law. We make use of the Mallows distance (also known as Vassershtein distance) between the distribution of random variables \( X \) and \( Y \), namely

\[
d_2(X,Y) = \inf_{\mathcal{C}} \sqrt{E(X - Y)^2},
\]

where the infimum is over all couplings of \( X \) and \( Y \), i.e. over all joint distributions with the specified margins. For background see Bickel and Freedman (1981, §8). In particular, note that the infimum is always attained.

Let \( \tilde{Y}(k) = X_k/(kM_{k-1}), k = 1, 2, \ldots \) and let \( U', V' \) be independently uniform on \((0,1)\) then (1.1) can be recast as

\[
\tilde{Y}(n + 1) = \frac{X_{U'n}}{(n+1)M_n} + \frac{X_{V'n}}{(n+1)M_n}. \tag{2.18}
\]

Now let \( \beta_k \) be the squared Mallows distance between the distribution of \( \tilde{Y}(k) \) and the distribution of \( W^2, k \geq 1 \). We will always choose a representation \( \tilde{Y}(k) \) that attains the infimum of \( E(\tilde{Y}(k) - W)^2 \) over all couplings \( \mathcal{C} \), so that

\[
\beta_k = d_2^2(\tilde{Y}(k), W) = E(\tilde{Y}(k) - W)^2, \quad k = 1, 2, \ldots.
\]

From lemma 8.3 in Bickel and Freedman (1981) for (2.16), it is sufficient to show \( \beta_n \to 0 \) as \( n \to 0 \).
From (2.18) and using $W = UW_1 + VW_2$ we have

$$
\beta_{n+1} = d_2^2(\bar{Y}(n+1), W) = d_2^2(\bar{Y}(n+1), W_1 U + W_2 V) = d_2^2 \left( \frac{X_{[U'n]}'}{(n+1)M_n} + \frac{X_{[V'n]}'}{(n+1)M_n}, W_1 U + W_2 V \right)
$$

$$
\leq d_2^2 \left( \frac{X_{[U'n]}'}{(n+1)M_n}, W_1 U \right) + d_2^2 \left( \frac{X_{[V'n]}'}{(n+1)M_n}, W_2 V \right) = 2d_2^2 \left( \frac{X_{[U'n]}'}{(n+1)M_n}, W_1 U \right),
$$

(2.19)

using lemma 8.7 of Bickel and Freedman (1981) for the inequality, since $X_{[U'n]}/(n+1)M_n$ and $X_{[V'n]}/(n+1)M_n$ are iid conditional on $F_n$, each with the same mean as $W_1 U$ and $W_2 V$.

With the coupling $U' = U$ we then have

$$
\beta_{n+1} \leq 2E \left( \frac{X_{[U'n]}'}{(n+1)M_n} - W_1 U \right)^2 = 2E \left( (Y([Un]) - W_1)\phi_n(U) + W_1 (\phi_n(U) - U) \right)^2 \leq 2E \left( (Y([Un]) - W_1)\phi_n(U) \right)^2 + 2E(W_1^2 (\phi_n(U) - U)^2)
$$

$$
= 2 \sum_{k=1}^n E(Y(k) - W)^2 \int_{(k-1)/n}^{k/n} \phi_n^2(u) du + 2E(W^2)E(\phi_n(U) - U)^2
$$

$$
= 2 \sum_{k=1}^n \beta_k \frac{k^2M_{k-1}^2}{n(n+1)^2M_n^2} + 12E(\phi_n(U) - U)^2,
$$

(2.20)

where $\phi_n(u) = [un]M_{[un]} - 1/(n+1)M_n$, $0 \leq u \leq 1$.

We can write the first term in (2.20) as the weighted average of $(\beta_kM_{k-1}^2)$ multiplied by a term converging to $2/(3M^2)$ as $n \to \infty$, so that for the $\lim \sup$ we have

$$
\lim \sup \sum_{k=1}^n \frac{6k^2\beta_kM_{k-1}^2}{n(n+1)(2n+1)} \frac{n(n+1)(2n+1)}{3n(n+1)^2M_n^2} \leq \lim \sup \{\beta_nM_{n-1}^2\} \frac{2}{3M^2} = \frac{2}{3}\beta,
$$

where $\beta = \lim \sup \beta_n$. Since the second term in (2.20) converges to 0 as $n \to \infty$, by taking the $\lim \sup$ of both sides of (2.20) we have $\beta \leq \frac{2}{3}\beta$ and hence $\beta_n \to 0$. The assertion (2.17) follows in the same way via (2.20) since $W_1 U$ has the standard exponential distribution.

Informally it can then be argued that $Y$, the limiting value of $Y_n$, is of the form $WM$ where $M$ is the limiting distribution of $M_n$. As a consequence, the moments of $Y$ should have a simple relation to those of $M$, for example $E(Y^2) = 6E(M^2)$.

Furthermore, we can write

$$
M_{n+1} = \frac{S_{n+1}}{(n+1)(n+2)} = \frac{S_n + X_{U(n)} + X_{V(n)}}{(n+1)(n+2)} = M_n \left\{ 1 + \frac{W_n - 2}{n+2} \right\},
$$

\(8\)
where \( W_n = \left( X_{U(n)} + X_{V(n)} \right) / M_n \), and since we have empirical evidence that \( (W_n) \) are independently distributed from the same distribution, we can anticipate that the limiting distribution of \( M_n \) will be approximately log-normal or, more generally, in the log-gamma family. Figure 1 shows the estimated density of \( \log(2M_n) \), simulated from the initial condition \( x_1 = 1 \), compared with fitted gamma and normal densities. (The factor of 2 is introduced for convenience, so that the mean of \( 2M_n \) is 1 with this initial condition.) The log-gamma density is seen to provide an excellent fit. As a more rigorous test, we can compare the numerically determined moments of \( 2M_n \) with those of the candidate distributions. Using \( \mu_k = E \{ (2M)^k \} = E \{ (2Y)^k \} / E(W^k) \) for \( k = 1, 2, 3, 4 \) and the moments of \( Y \) obtained in the previous section we find \( \mu_1 = 1, \mu_2 \approx 1.225, \mu_3 \approx 1.932, \mu_4 \approx 4.211 \). The fourth moment of a log-gamma distribution fitted by the first three of these moments is 4.194 which is within half a percent of the value \( \mu_4 \).

3 The \( p \)-adding process in discrete time

We now consider a simple modification of the process defined in (1.1), where history-dependent updates occur randomly and independently with probability \( p \), where \( p < 1 \). The new process is as follows.

**Definition 3.1.** Let \((J_n, n \geq 1)\) be a sequence of independent Bernoulli variables each with success probability \( p \) and let \((U(n))\) and \((V(n))\) be sequences of independent variables (also independent of \((J_n))\) such that for any given \( n \), \( U(n) \) and \( V(n) \) are each uniformly distributed on \( \{1, \ldots, n\} \). The \( p \)-adding process with fixed initial condition \((X_1 = x_1, \ldots, X_r = x_r)\) is defined by

\[
X_{n+1} = J_n [X_{U(n)} + X_{V(n)}] + (1 - J_n) X_n, \quad n \geq r. \tag{3.1}
\]
Theorem 4. The \( p \)-adding process has mean

\[
EX_n = (\nu + pn) \left\{ \frac{x_r}{\nu + pr} + \frac{Cpr}{\nu^r - 1} \sum_{k=r}^{n-1} \frac{\nu^{k-1}}{k(\nu + pk)(1 + pk)} \right\}, \quad n \geq r, \tag{3.2}
\]

where \( \nu = 1 - p \), \( C = 2s_r(\nu + pr)/r - (1 + \nu + pr)x_r \) and \( s_r = \sum_{k=1}^{r} x_k \), with the convention that the summation in (3.2) is zero when the upper limit is less than the lower.

Proof. Let \( m_n = EX_n \), then by the usual conditioning arguments

\[
m_{n+1} = \nu m_n + \frac{2p}{n} \sum_{k=1}^{n} m_k, \quad n \geq r, \tag{3.3}
\]

which can be recast as the difference equation

\[
(n + 1)m_{n+2} - [n(1 + \nu) + p + 1]m_{n+1} + nm_n = 0, \quad n \geq r. \tag{3.4}
\]

By inspection, \( \nu + pn \) is seen to be a solution and the Casoratian can be shown to be \( \nu^{k-1}/k \). The general solution is then

\[
(n + 1)m_{n+2} - [n(1 + \nu) + p + 1]m_{n+1} + \nu m_n = 0, \quad n \geq r.
\]

where \( A \) and \( B \) are arbitrary constants. The solution (3.2) then follows from the initial conditions \( m_r = x_r \) and \( m_{r+1} = \nu x_r + 2ps_r/r \).

From (3.2), since the partial sum has a finite limit, we see that \( m_n \) grows linearly with \( n \) as \( n \to \infty \). For the second moment we have

Theorem 5.

\[
\frac{EX_n^2}{n^2} \to K(p, x_1, \ldots, x_r), \quad \text{as } n \to \infty, \tag{3.5}
\]

where \( K \) is a function of \( p \) and \( x_1, \ldots, x_r \); equal to \( K \) in (2.3) when \( p = 1 \).

Proof. Define \( S_n = \sum_{k=1}^{n} X_k \) and let \( p_n = ES_n^2 \), \( q_n = EX_n^2 \), \( w_n = EX_nS_{n-1} \) and \( t_n = \sum_{k=1}^{n} q_k \). Using the usual conditional expectation arguments, we have

\[
q_{n+1} = (1 - p)q_n + p \left[ \frac{2t_n}{n} + \frac{2}{n^2}p_n \right], \quad w_{n+1} = (1 - p)(w_n + q_n) + \frac{2p}{n}p_n, \quad n \geq r, \tag{3.6}
\]

with the additional identities \( t_{n+1} = t_n + q_n \) and \( p_n = p_{n-1} + 2w_n + q_n \). Omitting the details for the sake of brevity, this system of recurrences can be reduced to the single fourth order linear difference equation for \( q_n \).

\[
(n + 1)^2q_{n+1} + [(2p - 4)n^2 + (4p - 18) - 3p - 21]q_{n+3}
+ [(6 - 6p + p^2)n^2 + (18 - 8p - 2p^2)n + 15 + 2p^2]q_{n+2}
- (1 - p)[(4 - 2p)n^2 + (2p + 6)n + 3]q_{n+1} + (1 - p)^2n^2q_n = 0. \tag{3.7}
\]
As before, we refer to Adams (1928); Birkhoff (1930) and substitute trial solutions of the form $n^\sigma \delta^n$ and then $n^\rho$ into (3.7). By considering the leading terms in the resulting expressions, we find that $\delta = 1, 1 - p$ and then $\rho = 1, 2$ and therefore conclude that $q_n$ grows quadratically as $n \to \infty$.

\[ \delta = \frac{1}{1 - p}, \quad \rho = \frac{1}{2} \]

Therefore conclude that $q_n$ grows quadratically as $n \to \infty$.

### 3.1 Numerical results

We have investigated the behaviour of $K(p, x_1, \ldots, x_r)$ numerically for various values of $p$ in the case $x_r = r = 1$. For comparison purposes, we rescale time so that for each $p$ jumps occur at mean rate 1. On this time scale the limiting constant is $K(p, 1)/p^2$. The results are illustrated in figure 2. The exact value at $p = 1$ is given in theorem 1. Theorem 8 for the continuized model provides the limiting value as $p \to 0$, namely $\cosh(\pi\sqrt{7}/2)/(4\pi) \approx 2.53961$.

Note that a simple lower bound for $K(p, 1)/p^2$ in all cases can be obtained from the observation that $ES_n^2 \geq (ES_n)^2$. Then, since $n^{-2}S_n \to \frac{1}{2}p$ from (3.2) and $n^{-4}ES_n^2 \to \frac{1}{n}K(p, 1)$, as will be shown in theorem 6 below, it follows that $K(p, 1)/p^2 \geq 1.5$. A similar calculation in terms of $EX_n^2$ yields the uniformly worse lower bound of 1.

Numerical values of the product moment $n^{-2}E(X_mX_n)$ for the $p$-adding process are shown in figure 3. A simple limiting pattern emerges with a discontinuity at $m = n$, at which the value drops by one third. This phenomenon is explained in theorem 6 below.

![Figure 2: Asymptotic growth rate of the second moment, $q_n$.](image)

![Figure 3: Convergence of the product moment, $n = 50, 100, \ldots, 1000; p = 0.2$.](image)

In considering the product moment of the basic adding process we are aided by the existence of the martingale that yields (2.11). Similar conclusions can be drawn for the $p$-adding process, as follows.

**Theorem 6.** Let $m, n \to \infty$, with $m \leq n$ then the limiting product moment of the $p$-adding
process \((X_n)\) with \(p < 1\) is given by

\[
n^{-2}E(X_nX_n) \rightarrow \begin{cases} 
\frac{2\theta K}{3} & \text{if } m/n \to \theta \in (0, 1), \\
K & \text{if } m = n,
\end{cases}
\]

where \(K = K(p, x_1, \ldots, x_r)\) is defined in (3.5) above.

**Proof.** First note that as a consequence of theorem 5, we have \(t_n/n^3 \to \frac{1}{6}K\). Dividing the first equation in (3.6) by \(n^2\), we then have \(p_n/n^4 \to \frac{1}{6}K\) and dividing the second equation by \(n^3\) we have \(w_n/n^3 \to \frac{1}{3}K\). By the usual conditioning arguments we also have \(E(X_{n+1}S_{n+1}) = \nu[E(X_nS_n) + q_n] + 2pn^{-1}p_n\) and, dividing both sides by \(n^3\), we have \(n^{-3}E(X_nS_n) \to \frac{1}{3}K\) as \(n \to \infty\).

Now let \(c_{m,n} = E(X_mX_n)\) then, as in (3.3), we have

\[
k_{m,n+1} = \nu k_{m,n} + \frac{2p}{n} \sum_{k=1}^{n} k_{m,k}, \quad n \geq m \geq r,
\]

with solution

\[
k_{m,n} = (\nu + pm) \left\{ A + B \sum_{k=r}^{n-1} \frac{\nu^{k-1}}{k(\nu + pk)(1 + pk)} \right\}, \quad n \geq m \geq r,
\]

where \(A\) and \(B\) can be determined from the initial conditions \(c_{m,m} = q_m\) and \(c_{m,m+1} = \nu q_m + 2pm^{-1} \sum_{k=1}^{m} c_{m,k}\). Thus

\[
k_{m,n} = (\nu + pm) \left\{ \frac{c_{m,n+1}}{\nu + p(m+1)} \frac{H_{n-1}}{H_m} - \frac{q_m}{\nu + pm} \frac{H_{n-1} - H_m}{H_m} \right\}, \quad n \geq m \geq r,
\]

where \(H_n = \sum_{k=r}^{n} \nu^{k-1}/[k(\nu + pk)(1 + pk)]\).

Returning to (3.9) with \(n = m\) we have \(c_{m,m+1} = \nu q_m + 2pm^{-1}E(X_mS_m)\). Dividing by \(m^2\) and using the earlier limit results we thus have \(c_{m,m+1}/m^2 \to \frac{2}{3}K\). Finally dividing (3.10) by \(n^2\), letting both \(m \to \infty\) and \(n \to \infty\) so that \(m/n \to \theta < 1\) and noting that \(\lim_{n \to \infty} H_n < \infty\), we have \(c_{m,n}/n^2 \to \frac{2}{3} \theta K\), as claimed.

For the discrete time \(p\)-adding process we have the following:

**Lemma 2.** Let

\[
M_n = \frac{pA_n}{n(1+np)}S_n + \frac{\nu B_n}{(n+1)(2+np)}X_n, \quad \nu = 1 - p,
\]

where \(A_n = \sum_{k=1}^{\infty} a_n/a_k\) with \(a_k = \nu^{-k}(\nu + kp)(1 + kp)\) and \(B_n = \sum_{k=1}^{\infty} b_n/b_k\) with \(b_k = \nu^{-k}(k+1)(\nu + kp + 1)(2 + kp)\) then \(M_n; n \geq r\) is a martingale with respect to the increasing \(\sigma\)-fields \((\mathcal{F}_n; n \geq r)\) generated by \((X_n)\) or equivalently \((S_n)\). Furthermore, there
exists a non-degenerate random variable $M$ with finite variance, such that $M_n$ converges to $M$ almost surely and in mean-square as $n \to \infty$, where

$$EM = \frac{pA_r}{r(1 + rp)} \sum_{k=1}^{r} x_k + \frac{\nu B_r x_r}{(r + 1)(2 + rp)}.$$ 

Note that both $A_n$ and $B_n$ converge to $1/p$ as $n \to \infty$.

**Proof.** Consider the sequence $(\alpha_n S_n + \beta_n X_n, n \geq r)$. In order for this to be a martingale we require that $E(\alpha_{n+1} S_{n+1} + \beta_{n+1} X_{n+1} | \mathcal{F}_n) = \alpha_n S_n + \beta_n X_n, n \geq r$. Referring to (3.1) we have

$$\alpha_{n+1} \left( S_n + \frac{2p}{n} S_n + (1 - p) X_n \right) + \beta_{n+1} \left( \frac{2p}{n} S_n + (1 - p) X_n \right) = \alpha_n S_n + \beta_n X_n.$$ 

Equating the coefficients of $X_n$ and $S_n$ gives the pair of difference equations:

$$\beta_n = (1 - p)(\alpha_{n+1} + \beta_{n+1}), \quad \alpha_n = \alpha_{n+1}(n + 2p)/n + \beta_{n+1}2p/n.$$ 

Eliminating $\beta_n$ to produce a second order difference equation for $\alpha_n$ and proceeding as in the solution of (3.4) we have

$$\alpha_n = \nu^{-n}(\nu + np) \left\{ C_1 + C_2 \sum_{k=1}^{n-1} \frac{\nu^k}{k(\nu + kp)(1 + kp)} \right\}$$

$$= \nu^{-n}(\nu + np) \left\{ C_1 + C_2 \Phi_p - C_2 \sum_{k=n}^{\infty} \frac{\nu^k}{k(\nu + kp)(1 + kp)} \right\},$$

where $\Phi_p = \sum_{k=1}^{\infty} \nu^k/(k(\nu + kp)(1 + kp))$. To find a positive solution that decreases with $n$ we start by setting $C_1 = -C_2 \Phi_p$. Rearranging terms then gives

$$\alpha_n = \frac{-C_2}{n(1 + np)} \sum_{k=n}^{\infty} \frac{\nu^k-n(\nu + np)(1 + np)}{k(\nu + kp)(1 + kp)} = \frac{-C_2}{n(1 + np)} A_n,$$

and we can now see that $A_n \to 1/p$ as $n \to \infty$. The solution for $\beta_n$ follows similarly. Taken together the constants in the solutions can be determined to solve the original pair of difference equations.

Finally from the calculations in the proof of theorem 5, we see that $EM^2_n$ is uniformly bounded and so the probabilistic limit follows from the martingale limit theorem (Doob, 1953).

It follows easily that we have this result, paralleling that of lemma 1:

**Corollary 1.** $S_n/(n(n + 1))$ converges to $pM$ almost surely and in mean-square as $n \to \infty$, where $M$ is as defined in lemma 2.
Proof. From theorem 5, we have that $EX_n^2/n^2 \to K(p, x_1, ..., x_r)$, as $n \to \infty$, and hence $EX_n^2/n^4 \to 0$ as $n \to \infty$, so that $X_n/n^2$ converges in m.s. to 0. Also, by Chebyshov’s inequality, $P(X_n/n^2 > a) < EX_n^2/(a^2n^4) \sim K/(a^2n^2)$ for $a > 0$ as $n \to \infty$, and the convergence of $\sum(1/n)^2$ implies the a.s. convergence of $X_n/n^2$ to 0, by the first Borel-Cantelli lemma, as $a$ is arbitrarily small.

Since $B_n$ converges to $1/p$ as $n \to \infty$, it follows that the second term $\nu B_n X_n/(n + 1)(2 + np)$ in the definition of $M_n$ converges a.s. and in m.s. to 0 and since the sum of two convergent sequences of random variables converges to the sum of the limiting variables both in m.s. and almost surely, the assertion of the corollary follows immediately, when we note that $A_n$ converges to $1/p$ as $n \to \infty$.

The conclusions of section 2.1, about the sample paths of Ulam’s base process, are now seen to transfer in just the same way to the $p$-adding process, mutatis mutandis. The existence of the convergent martingale was crucial in this.

4 The continuized adding process

A familiar method for gaining insight into many discrete-time processes is to consider analogous problems in continuous time. And of course, such processes are of natural interest in their own right. In this case the underlying idea is that the jumps of the discrete process $(X_n)$ should take place at the jump instants of a Poisson process $(N(t))$; the process $(X_n)$ is then said to be subordinate to $(N(t))$. Such continuized (or Poisson-regulated) processes have been used previously in analysing other history dependent random sequences (Clifford and Stirzaker, 2008) and are also discussed by Feller (1971). We define the continuized random adding process thus:

DEFINITION 4.1. Let $(T_r; r \geq 1)$ be the successive jump times of a Poisson process $(N(t), t > \tau)$ where $\tau \geq 0$ and $N(\tau) = 0$. For notational convenience let $T_0 = \tau$. Without essential loss of generality, we will take the Poisson intensity $\lambda$ to be 1. Let $(U_r; r \geq 1)$ and $(V_r; r \geq 1)$ be independent sequences of independent random variables, such that $U_r$ and $V_r$ are uniformly distributed on $[0, T_r]$. With initial conditions $X(t) = x(t), 0 \leq t \leq \tau$, the process is defined by

$$\begin{align*}
X(t) &= X(T_{r-1}) \text{ for } T_{r-1} \leq t < T_r, \\
X(T_r) &= X(U_r) + X(V_r).
\end{align*}$$

(4.1)

Note that many, more general, constructions are possible, in that

(a) we could permit $U_r$ and $V_r$ to have a distribution other than uniform,

(b) we could consider weighting factors so that

$$X(T_r) = AX(U_r) + BX(V_r),$$

where $A$ and $B$ are constants, or even random variables,
(c) the regulating Poisson process could be non-homogeneous, of rate $\lambda(t)$.

We return later to consider some of these more general problems.

For the process $(X(t))$ of definition 4.1, we have this

**Theorem 7.** Let $m(t) = E[X(t)]$ be the mean of $X(t)$, then for $t \geq \tau > 0$

$$m(t) = (1 + t) \left( x(\tau) + C \int_{\tau}^{t} \frac{e^{-y}}{y(1 + y)^2} dy \right),$$

where

$$\frac{Ce^{-\tau}}{\tau(1 + \tau)} + \frac{2 + \tau}{1 + \tau} x(\tau) = \frac{2}{\tau} \int_{0}^{\tau} x(u) du.$$  

When $\tau = 0$, and $x(0) = 1$, this yields

$$m(t) = 1 + t.$$  

**Proof:** for small $h > 0$, let $I_{h,t}$ be the indicator of the event that $N(t + h) = N(t)$. Then by conditional expectation, for $t \geq \tau$,

$$m(t + h) = E[E[X(t + h) | I_{h,t}]] = (1 - h)m(t) + hE[X(U) + X(V)] + o(h),$$

where $U$ and $V$ are uniformly and independently distributed over $[0, t]$. Hence

$$m' + m = \frac{2}{t} \int_{0}^{t} m(u) du.$$  

It follows that

$$tn'' + (1 + t)m' - m = 0,$$

where $m'$ and $m''$ are the first and second derivatives of $m(t)$.

By inspection, $m(t) = 1 + t$ is a particular solution of (4.4). The complete solution (4.2) follows routinely, on applying the initial conditions

$$m(\tau) = x(\tau) \quad \text{and} \quad m'(\tau) = -x(\tau) + \frac{2}{\tau} \int_{0}^{\tau} x(u) du.$$

We observe that the special case (4.3) essentially reproduces the behaviour of the discrete adding process started at $X_1 = 1$.

For the second moment $q(t) = E[X^2(t)]$, we have

**Theorem 8.** As $t \to \infty$, $q(t)$ grows quadratically with $t$. In particular, when $\tau = 0$ and $x(0) = 1$, we have $q(t)/t^2 \to \cosh(\pi \sqrt{7}/2)/(4\pi) \approx 2.53961$, as $t \to \infty$. The second moment is seen to have the same quadratic asymptotic growth behaviour as that of the discrete time processes, but with a larger constant; as perhaps is to be expected intuitively.
Differentiating again and substituting from (4.7), (4.8) and (4.9), we obtain
\[ Q' + q = E\{X^2(U)\} + E\{X^2(V)\} + 2E\{X(U)X(V)\}, \] (4.5)
where \( U \) and \( V \) are independently uniform, so that
\[ q' + q = \frac{2}{t} \int_0^t q(u)du + \frac{2}{t^2} \int_0^t \int_0^t c(u, v)dudv, \] (4.6)
where \( c(u, v) = E\{X(u)X(v)\} \).

In addition, for \( u < t \), by similar conditioning, we have
\[ \frac{\partial c(u, t)}{\partial t} + c(u, t) = \frac{2}{t} \int_0^t c(u, y)dy, \] (4.7)
and, for \( v < t \),
\[ \frac{\partial c(t, v)}{\partial t} + c(t, v) = \frac{2}{t} \int_0^t c(x, v)dx. \] (4.8)

Now define \( Q(t) = \int_0^t \int_0^t c(u, v)dudv \), with first derivative
\[ Q' = \int_0^t c(u, t)du + \int_0^t c(t, v)dv. \] (4.9)

Differentiating again and substituting from (4.7), (4.8) and (4.9), we obtain
\[ Q'' + Q' = 2q + \frac{4}{t}Q. \] (4.10)

Eliminating \( Q \) from (4.10) and (4.6) gives
\[ t^2q^{(iv)} + (6t + t^2)q''' + (6 + 4t + t^2)q'' - (6 + 2t)q' + 2q = 0. \] (4.11)

Following Erdélyi (1956), we determine the asymptotic growth rate of \( q(t) \), as \( t \to \infty \), by substituting trial solutions of the form \( q_1 = t^\rho e^{\delta t} \) and \( q_2 = t^\rho \); this procedure yields the leading term in an asymptotic expansion developed in inverse powers of \( t \). For \( q_1 \), we find that the leading term is zero when \( \delta^4 + 2\delta^3 + \delta^2 = 0 \) whence \( \delta = 0 \) or \( \delta = -1 \). We therefore consider substitutions of the form \( q_2 \), which then gives \((\rho - 2)(\rho - 1) = 0\). Thus \( q(t) \sim Kt^2 \), as asserted, where \( K \) is a constant depending on the initial conditions \( \{x(t), 0 \leq t \leq \tau\} \).

For the base case where \( \tau = 0 \) and \( x(0) = 1 \), we can determine the coefficient \( K \) explicitly. We start by defining the transform \( g(s) = s^{-1} \int_0^\infty e^{-t/s}q(t)dt \) for \( s > 0 \). The function \( g \) is well defined since we have established that \( q(t) \sim Kt^2 \). The asymptotic behaviours of \( g \) and \( q \) are related by a Tauberian theorem (Feller, 1971, page 220), namely
\[ q(t) \sim Kt^\alpha, \quad \text{as } t \to \infty \quad \text{if and only if} \quad g(s) \sim Ks^\alpha \Gamma(\alpha + 1), \quad \text{as } s \to \infty. \] (4.12)

For the base case, using (4.6) and (4.9), the initial conditions for \( q \) are found to be \( q(0) = 1, q'(0) = 3, q''(0) = 8/3 \) and \( q'''(0) = 4/9 \). Applying the transform to (4.11), after some reduction, we have
\[ s(s + 1)^2q''''(s) + 2(1 - s^2)q'(s) + 2(s - 3)q(s) = 0, \] (4.13)
with \( g(0) = 1 \) and \( g'(0) = 3 \). The method of Frobenius provides solutions for \( g(s) \) of the form

\[
C_1 P(s) + C_2 R(s)
\]

where

\[
P(s) = 1 + 3s + 8s^2/3 + \ldots ,
\]

\[
Q(s) = \log(s)[2 + 6s + 16s^2/3 + \ldots ] + s^{-1}[1 + 4s + 2s^2 + \ldots ].
\]

Clearly \( P(s) \) is the required solution of (4.13) but, expressed as a power series, it provides no immediate access to the asymptotic growth of \( g(s) \). An alternative pair of solutions can be found by shifting to the singular point \( s = -1 \), i.e. by defining \( g(s) = u(1+s)(1+s)^{2+\beta} \) and considering the differential equation satisfied by \( u \). Taking \( \beta \) to be \( \frac{1}{2}(1 - i\sqrt{7}) \) or its complex conjugate, we find

\[
w(w - 1)u''(w) + 2[(\beta + 1)w - \beta]u'(w) + 2\beta^2 u(w) = 0,
\]

(4.14)
a hypergeometric differential equation (Abramowitz and Stegun, 1965, §15.5.1) with a solution \( G(\beta, w) = F(\beta, \beta + 1, 2\beta, w) \) where \( F \) is the hypergeometric function defined in (Abramowitz and Stegun, 1965, §15.1.1). It follows that (4.13) has solution

\[
g(s) = B_1(1 + s)^{2+\beta}G(\beta, 1 + s) + B_2(1 + s)^{2+\beta}G(\bar{\beta}, 1 + s),
\]

(4.15)

where \( \bar{\beta} \) is the complex conjugate of \( \beta \) and \((B_1, B_2)\) are complex constants chosen so that \( g(s) = P(s) \).

First note that the general Frobenius solution has the property that \( s[C_1 P(s) + C_2 Q(s)] \) converges to \( C_2 \) as \( s \to 0 \). So, in order that \( C_2 = 0 \) we must have \( sg(s) \to 0 \) as \( s \to 0 \) in (4.15). Furthermore using Abramowitz and Stegun (1965, §15.5.3) we have \(-sG(\beta, 1 + s) = F(\beta, \beta - 1, 2\beta, 1 + s)\), and using Abramowitz and Stegun (1965, §15.1.20), the limiting value of the right-hand side of this equation, as \( s \to 0 \), is given by \( A(\beta) = \Gamma(2\beta)/[\Gamma(\beta)\Gamma(\beta + 1)] \). It follows that as \( s \to 0 \),

\[
-sg(s) \to B_1A(\beta) + B_2A(\bar{\beta}) = 0
\]

and hence \( B_2/B_1 = -A(\beta)/A(\bar{\beta}) \).

The solution we require is then

\[
B_0[A(\bar{\beta})(1 + s)^{2+\beta}G(\beta, 1 + s) - A(\beta)(1 + s)^{2+\beta}G(\bar{\beta}, 1 + s)],
\]

(4.16)

where \( B_0 \) has to be found so that \( g(s) \) satisfies the initial condition \( g(0) = 1 \). From Abramowitz and Stegun (1965, §15.3.12) the constant term in the expansion of \( G(\beta, 1 + s) \) about \( s = 0 \), i.e. the term with \( n = 0 \), is given by

\[
\frac{\Gamma(2\beta)}{\Gamma(\beta - 1)\Gamma(\beta)}[\psi(\beta) + \psi(\beta + 1) - \psi(1) - \psi(2)] = H(\beta) \quad \text{(say)},
\]

where \( \psi(z) = d/dz \log \Gamma(z) \). Thus the constant term on expanding \((1 + s)^{2+\beta}G(\beta, 1 + s)\) is \( H(\beta) - (2 + \beta)A(\beta) \), and after some simplification, the constant term in (4.16) is

\[
B_0[A(\bar{\beta})[H(\beta) - \beta A(\beta)] - A(\beta)[H(\bar{\beta}) - \bar{\beta}A(\bar{\beta})]] = B_0i\sqrt{7},
\]

from which it follows that \( B_0 = (i\sqrt{7})^{-1} \).
We now have the required solution explicitly in the form (4.16). It remains to determine the asymptotic behaviour as \( s \to \infty \). From Abramowitz and Stegun (1965, §15.3.4) we have \( G(\beta, 1 + s) = (-s)^{-\beta} F(\beta, \beta - 1, 2\beta, s^{-1}(1 + s)) \), so that, from the definition of \( A(\beta) \),

\[
\lim_{s \to \infty} (1 + s)^{\beta} G(\beta, 1 + s) = \lim_{s \to \infty} \left( \frac{1 + s}{-s} \right)^{\beta} A(\beta) = i e^{\frac{1}{2} \pi \sqrt{7}} A(\beta).
\]

Consequently using the form (4.16)

\[
\lim_{s \to \infty} \frac{g(s)}{(1 + s)^2} = \frac{A(\beta) A(\beta)}{\sqrt{7}} \left[ e^{\frac{1}{2} \pi \sqrt{7}} - e^{-\frac{1}{2} \pi \sqrt{7}} \right] = \frac{\cosh^2(\frac{1}{2} \pi \sqrt{7})}{2 \pi \sinh(\frac{\pi}{\sqrt{7}})} \times 2 \sinh(\frac{1}{2} \pi \sqrt{7}).
\]

Therefore \( g(s)/s^2 \to \cosh(\frac{1}{2} \pi \sqrt{7})/(2\pi) \) and from the Tauberian relation (4.12) with \( \alpha = 2 \) we have \( K = \cosh(\frac{1}{2} \pi \sqrt{7})/(4\pi) \) as claimed.

For the product-moment function \( c(s, t) = E\{X(s)X(t)\} \) we have this.

**Theorem 9.** For \( \tau \leq s < t \)

\[
c(s, t) = (1 + t) \left\{ \frac{q(s)}{1 + s} + e^s \left[ (1 + s)Q' - (2 + s)qs \right] \int_s^t \frac{e^{-y}}{y(1 + y)^2} dy \right\},
\]

and if \( s, t \to \infty \), with \( s \leq t \) then,

\[
t^{-2}c(s, t) \to \begin{cases} \frac{3}{2} \theta K & \text{if } s/t \to \theta \in (0, 1), \\ K & \text{if } s = t. \end{cases}
\]

**Proof.** From (4.7) we have \( tc'' + (1 + t)c' - c = 0 \), where \( c = c(u, t) \), \( u < t \) and \( c' \) indicates that differentiation is with respect to \( t \). This is essentially (4.4), so that we have as before

\[
c(s, t) = (1 + t) \left[ A(s) + B(s) \int_s^t \frac{e^{-y}}{y(1 + y)^2} dy \right],
\]

for suitable \( A(s) \) and \( B(s) \). The boundary conditions at \( t = s \) are

\[
c(s, t) \big|_{t=s} = q(s) \quad \text{and} \quad \frac{\partial c(s, t)}{\partial t} \big|_{t=s} = Q'(s)/s - q(s),
\]

the latter following from (4.7) and (4.9). The required result (4.18) then follows.

Now set \( s = \theta t \) in (4.18), where \( \theta \) is a fixed number between 0 and 1. As \( s, t \to \infty \), either integrating by parts or by use of 8.215 in Gradshney and Ryzhik (2000), we find that the leading term in the asymptotic expansion of the integral term is \( (\theta t)^{-3} e^{-\theta t} \). From theorem 8, we have \( q \sim Kt^2 \) and hence \( \int_0^t q(u)du \sim Kt^3/2 \), so that from (4.6) \( Q \sim Kt^4/6 \) and hence \( Q' \sim 2Kt^5/3 \). Substituting these asymptotic results in (4.18), after some reduction, we have

\[
\lim_{t \to \infty} t^{-2}c(\theta t, t) = \frac{2}{3} \theta K,
\]

as required. Once again we note that this is similar to the behaviour of the product-moment in the discrete case.
For the third moment $E\{X^3(t)\}$, we remark that a similar asymptotic analysis may be pursued. Introducing the notation $S_j(t) = E\{\int_0^t X^j(u)du\}$ and

$$\alpha_j = E\{X^j(t)[S_1(t)]^{3-j}\}, \quad \beta_j = E\{S_j(t)[S_1(t)]^{3-j}\}, \quad \gamma_j = E\{X^j(t)S_{3-j}(t)\},$$

and using the usual conditional expectation arguments, we have

$$\alpha'_0 = 3\alpha_1, \quad \alpha'_1 = -\alpha_1 + 2\alpha_2 + \frac{2}{t}\alpha_0, \quad \alpha'_2 = -\alpha_2 + \alpha_3 + \frac{2}{t^2}\alpha_0,$$

$$\alpha'_3 = -\alpha_3 + \frac{2}{t}\beta_3 + \frac{6}{t}\beta_2, \quad \beta'_2 = \alpha_2 + \gamma_1, \quad \beta'_3 = \alpha_3, \quad \gamma'_1 = -\gamma_1 + \alpha_3 + \frac{2}{t}\beta_2.$$

Reducing this system to a single differential equation for $\beta_3 = E\{\int_0^t X^3(u)du\}$ yields

$$t^4\beta_3^{(vii)} + 4(t+4)t^3\beta_3^{(vi)} + 2(3t^2 + 21t + 37)t^2\beta_3^{(v)} + 2(2t^3 + 15t^2 + 40t + 54)(t\beta_3^{(iv)} + (t^4 - 2t^3 - 44t^2 - 80t + 36)\beta_3'' - (6t^3 + 32t^2 + 72t + 112)\beta_3' + (18t^2 + 92t + 136)\beta_3'') = 0.$$ (4.21)

Again following Erdélyi (1956) we consider the asymptotic expansion of $\beta_3$ developed in inverse powers of $t$ for large $t$, and find the leading term by substituting trial solutions of the form $\beta_3 = t^\rho e^{\delta t}$ and $t^\rho$. These show that $\delta$ is either 0 or $-1$ and $\rho$ is either 2, 3 or 4. We conclude that $E\{\int_0^t X^3(u)du\}$ grows as $t^4$, and hence that $E\{X^3(t)\}$ grows as $t^3$.

As with the adding and $p$-adding processes a martingale is available:

**Lemma 3.** Let

$$M(t) = \frac{A(t)}{t(1+t)}S(t) + \frac{B(t)}{t(2+t)}X(t), \quad t \geq \tau,$$

where $S(t) = \int_0^t X(v)dv$ and where $A(t) = \int_0^\infty a(t)/a(v)dv$ with $a(v) = e^{-u}v(1+v)$ and $B(t) = \int_0^\infty b(t)/b(v)dv$ with $b(v) = e^{-v}v^2(2+v)^2$. Then $(M(t); t \geq \tau)$ is a martingale with respect to the increasing $\sigma$-fields $(\mathcal{F}(t); t \geq \tau)$ generated by $(X(t))$ or equivalently $(S(t))$. Furthermore, there exists a non-degenerate random variable $M$ with finite variance, such that $M(t)$ converges to $M$ almost surely and in mean-square as $t \to \infty$, where

$$EM = \frac{A(\tau)}{\tau(1+\tau)} \int_0^\tau x(v)dv + \frac{B(\tau)x(\tau)}{\tau(2+\tau)}.$$

Note that both $A(t)$ and $B(t)$ converge to 1 as $t \to \infty$.

**Proof.** From theorem 4.2 we know that $EX(t)|\mathcal{F}(u)$ and hence $ES(t)|\mathcal{F}(u)$ depend only on $X(u)$ and $S(u)$ for $\tau \leq u \leq t$.

Now consider the random process $(M(t) = \alpha(t)S(t) + \beta(t)X(t), t \geq \tau)$ where $\alpha$ and $\beta$ are differentiable functions. Let $m(t) = EX(t)|\mathcal{F}(u)$ and $\theta(t) = ES(t)|\mathcal{F}(u)$. The conditional expectation $EM(t)|\mathcal{F}(u)$ is then $\alpha(t)\theta(t) + \beta(t)m(t))$.

For $(M(t))$ to be a martingale we require that

$$E(\alpha(t)S(t) + \beta(t)X(t))|\mathcal{F}(u) = \alpha(u)S(u) + \beta(u)X(u), \tau \leq u \leq t$$
in particular the left-hand side should not depend on $t$, and consequently
\[
\frac{d}{dt}(\alpha \theta + \beta m) = \alpha' \theta + \alpha \theta' + \beta' m + \beta m'
= \alpha' \theta + \alpha m + \beta' m + \beta \left(\frac{2}{t} \theta - m\right)
= \theta \left(\alpha' + \frac{2}{t} \beta\right) + m (\alpha + \beta' - \beta) = 0
\]
Solving the pair of differential equations $(\alpha' + \frac{2}{t} \beta = 0; \alpha + \beta' - \beta = 0)$, we have
\[
\alpha = (1 + t) e^t \int_t^\infty \frac{e^{-v}}{v(1 + v)^2} dv = \frac{1}{t(1 + t)} \int_t^\infty \frac{e^{t-v} t(1 + t)^2}{v(1 + v)^2} dv = \frac{A(t)}{t(1 + t)}
\]
and
\[
\beta = t(2 + t) e^t \int_t^\infty \frac{e^{-v}}{v^2(2 + v)^2} dv = \frac{1}{t(2 + t)} \int_t^\infty \frac{e^{t-v} t^2(2 + t)^2}{v^2(2 + v)^2} dv = \frac{B(t)}{t(2 + t)}.
\]
Both of the integrals $A(t)$ and $B(t)$ converge to 1 as $t \to \infty$ by dominated convergence.

Finally from theorem 9, we see that $EM^2(t)$ is uniformly bounded and so the probabilistic limit follows from the martingale limit theorem.

Recalling lemma 2 and its corollary at the end of section 3, it is seen, by exactly the same argument, that $S(t)/t^2$ converges to $M$ a.s. and in m.s. as $t \to \infty$. And this implies very similar conclusions for the behaviour of the sample paths of the continuous-time process as that given in section 2 for Ulam’s discrete-time process. Once again, we see the great utility of a suitable martingale.

## 5 Generalized random adding

A natural generalization of the simple adding process is to allow weighting and non-uniform selection from the past. We define such a process thus:

**Definition 5.1.** With the notation and structure of definition 4.1, at jump times $(T_n)$, set
\[X(T_n) = AX(U_n) + BX(V_n), \quad n \geq 1,\]
where now $(U_r)$ and $(V_r)$ comprise sequences of independent random variables with respective distribution functions
\[
P\{U_r \leq u | T_r = t\} = \left(\frac{u}{t}\right)^\alpha, \quad 0 < u < t,
P\{V_r \leq v | T_r = t\} = \left(\frac{v}{t}\right)^\beta, \quad 0 < v < t.
\]
Here $A$ and $B$ are non-zero constants, $\alpha$ and $\beta$ are positive constants. As in section 4, we assume that the initial values in the process are fixed at $X(t) = x(t)$ for $0 \leq t \leq \tau$. 
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Theorem 10. Let \( m(t) = E X(t) \) then \( m(t) \) grows asymptotically as \( t^{\sigma} \) as \( t \to \infty \), where \( \sigma \) is a root of the following equation; in general that root having the larger real part:

\[
\sigma^2 + [\beta(1 - B) + \alpha(1 - A)]\sigma + [(1 - A - B)\alpha\beta] = 0. \tag{5.1}
\]

Proof. Conditioning on the events of the Poisson process \( (N(t)) \), we have

\[
m' + m = \frac{A\alpha}{t^{\alpha}} \int_0^t u^{\alpha-1} m(u) du + \frac{B\beta}{t^{\beta}} \int_0^t v^{\beta-1} m(v) dv.
\]

Differentiating with respect to \( t \), we obtain, for \( t \geq \tau \),

\[
(1 - A - B)\alpha \beta m + t^2 m''' + [(\alpha + \beta + 1)t + t^2]m'' + \{\alpha\beta + [1 + \beta(1 - B) + \alpha(1 - A)]t\}m' = 0. \tag{5.2}
\]

Following Erdélyi (1956), substituting the usual trial solutions in (5.2) and equating coefficients of the highest order terms, we find that \( m(t) \) grows asymptotically as \( t^{\sigma} \), where \( \sigma \) is given by (5.1). Note that when \( \alpha = \beta = 1 \) and \( A = B = 1 \) then \( \sigma = 1 \), as we know from 4.3.

We investigate the implications of equation (5.1) beginning with the question of when the roots are imaginary, corresponding to potentially oscillatory behaviour for \( m(t) \). For brevity of notation, we write \( x = 1 - A \) and \( y = 1 - B \). The roots \( \sigma_1 \) and \( \sigma_2 \) of (5.1) are real or imaginary according as the function

\[
f(\alpha, \beta, x, y) = \alpha^2 x^2 + 2\alpha\beta xy + \beta^2 y^2 - 4\alpha\beta(x + y - 1)
\]

is greater than or equal to, or less than, zero.

We observe that \( f = 0 \) defines a parabola \( P \) in the \( (x, y) \) plane for suitable fixed \( \alpha \) and \( \beta \). Writing \( f \) as

\[
f(\alpha, \beta, x, y) = \left[\frac{\alpha x + \beta y - 2\alpha\beta(\alpha + \beta)}{\alpha^2 + \beta^2}\right]^2 - \frac{4\alpha\beta(\beta - \alpha)}{\alpha^2 + \beta^2} \left[\beta x - \alpha y + \frac{\alpha^3 - \beta^3}{\alpha^2 + \beta^2}\right],
\]

we see that, the axis of \( P \) is

\[
\alpha x + \beta y = \frac{2\alpha\beta(\alpha + \beta)}{\alpha^2 + \beta^2},
\]

and the tangent \( T \) at the vertex is

\[
\beta x - \alpha y + \frac{\alpha^3 - \beta^3}{\alpha^2 + \beta^2} = 0.
\]

Note that the roots \( \sigma_1 \) and \( \sigma_2 \) are complex inside the parabola (with an obvious convention). If \( \alpha > \beta \), then the parabola is above \( T \); if \( \alpha < \beta \), then \( P \) lies below \( T \); if \( \alpha = \beta \) then the case is degenerate and \( P \) is the line \( x + y = 2 \) (corresponding to \( A + B = 0 \)).

Now let us consider the points \((1, 0)\) and \((0, 1)\) with respect to \( P \). The polar of \((1, 0)\), i.e. the chord of contact of the tangents from the point \((0, 1)\), is

\[
f_1 = \alpha(\alpha x + \beta y) - 2\alpha\beta(x + y - 1),
\]
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and the power of $(1, 0)$ with respect to $\mathcal{P}$ is $f_{11} = \alpha^2$. Therefore the tangents to $\mathcal{P}$ meeting at $(1, 0)$ are given by the line pair

$$0 = f_1^2 - f_{11} = \alpha^2(\beta - \alpha)(x - 1)(x + y - 1).$$

Likewise, the tangents to $\mathcal{P}$ from $(0, 1)$ are the line pair $(y - 1)(x + y - 1) = 0$. From an early result attributed to Lambert (1761) we know that the locus of the focus of parabolas with three specified tangent lines is the circle though the vertices of the triangle formed by the intersections of the lines; in this case the points $(0, 1), (1, 0)$ and $(1, 1)$. As $\alpha$ and $\beta$ run over all positive values,

![Figure 4: Region of oscillatory behaviour (shaded) in the case $\alpha > \beta$. When $\alpha < \beta$ the oscillatory region is given by reflection in the line $y = x$.](image)

the three points of contact with $x = 1, y = 1$, and $x + y = 1$, are seen to trace all points of these lines except those that lie in the region $\{x < 1\} \cap \{y < 1\}$. Thus these lines delineate the envelope of the parabolic region in which $m(t)$ is oscillatory; see figure 4.

Secondly, we consider whether $\sigma_1$ or $\sigma_2$ has positive real part (corresponding to potentially unbounded solutions for $m(t)$). If the roots are imaginary, $(\alpha, \beta)$ lying inside $\mathcal{P}$, then (being conjugate) they have a positive real part if $\alpha x + \beta y < 0$. If the roots are real, then at least one is positive if either $\alpha x + \beta y < 0$, or $x + y < 1$. The nature of the asymptotic behaviour of $m(t)$ as $t \to \infty$ is thus given in terms of the parameters $x$ and $y$; see figure 5. Alternatively, we may regard $A$ and $B$ and hence $x$ and $y$ fixed, and consider the quadratic form in $\alpha$ and $\beta$ given by

$$\phi = \alpha^2 x^2 + 2\alpha\beta(xy - 2x - 2y + 2) + \beta^2 y^2.$$  

A necessary condition for this to take negative values is that it should be a real line pair, for which a necessary and condition is that $(xy - 2x - 2y + 2)^2 > x^2y^2$ which is equivalent to
Figure 5: Region in which the roots of (5.1) are complex with positive real part (shaded).

$(x - 1)(y - 1)(x + y - 1) < 0$. Note that the two regions of oscillatory behaviour in figure 5 do indeed satisfy this constraint. The oscillatory region in the $(\alpha, \beta)$ plane then comprises those opposite angles lying between the line pairs in which $\phi$ is negative. In the case when $x < 1$, $y < 1$ and $x + y < 1$, no part of this region lies in $\{\alpha > 0\} \cap \{\beta > 0\}$, so there are no oscillatory solutions there.

Of course, we may also seek a solution of (5.2) as a power series in $t$. In the usual way, the indicial equation is found to be $c(c - \alpha + 1)(c - \beta + 1) = 0$, which supplies the required three linearly independent solutions in the ordinary case when $\alpha$ and $\beta$ are neither equal nor differ by an integer. In these cases the method of Frobenius may generally be employed to yield the required distinct solution in series. We refrain from an extended discussion. However we do mention the special case when the boundary condition is $\tau = 0$ with $x(0) = 1$. In this instance, in general, the power series corresponding to $c = 0$, with the form $m(t) = 1 + \sum_{r=1}^{\infty} a_r t^r$, supplies the solution that is regular at the origin. For example, if $A = B = 1$ then it is seen that $m(t) \sim t^\sigma$ with $\sigma = [\alpha\beta]^{1/2}$. If it is further assumed that $\alpha\beta = 4$ where neither $\alpha$ nor $\beta$ is an integer, then (5.2) has the solution $m(t) = 1 + t + 3t^2/[2(\alpha + \beta) + 12]$, by inspection. By the remarks above, this is the required $m(t)$ satisfying the boundary conditions $m(0) = m'(0) = 1$ and is such that $m(t)$ grows quadratically as $t \to \infty$. 
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5.1 The second moment in the generalized case

In considering the second moment \( q(t) = EX^2(t) \) of the process \( X(t) \) of definition 5.1, we will make the assumption that \( \alpha = \beta > 0 \), thus excluding the oscillatory behaviour. We have this:

**Theorem 11.** As \( t \rightarrow \infty \), \( q(t) \sim K t^\sigma \) where

\[
\sigma = \alpha \max\{A^2 + B^2 - 1, 2(A + B - 1)\},
\]

and \( K \) is a constant depending on \( A, B \) and \( \alpha \) and initial conditions.

**Proof.** Let \( C_1 = A + B \) and \( C_2 = A^2 + B^2 \), then by conditioning on the events of the Poisson process during \((t, t + h)\), we find in the usual way that

\[
q' + q = \frac{\alpha C_2}{t^\alpha} \int_0^t u^{\alpha - 1} q(u) du + \frac{2AB\alpha^2 Q}{t^{2\alpha}}, \quad (5.3)
\]

where \( Q = \int_0^t \int_0^t (uv)^{\alpha - 1} c(u, v) dv du \) and \( c(u, v) = E\{X(u)X(v)\} \). Likewise

\[
\frac{\partial c(u, t)}{\partial t} + c(u, t) = \frac{\alpha C_1}{t^\alpha} \int_0^t y^{\alpha - 1} c(u, y) dy, \quad u < t,
\]

with a similar equation for \( \partial c(t, v)/\partial t \), when \( v < t \). Differentiating \( Q \) we find

\[
\frac{d}{dt} \left( t^{\alpha - 1} \frac{dQ}{dt} \right) + t^{\alpha - 1} \frac{dQ}{dt} - 2t^{\alpha - 1} q = 2\alpha C_1 t^{-\alpha} Q,
\]

where we have substituted for \( \partial c(u, t)/\partial t \) and \( \partial c(t, v)/\partial t \), as necessary. Substituting for \( Q \) throughout, using (5.3), we have this equation for \( q(t) \):

\[
t^3 q^{(iv)} + 2(t + 2\alpha + 1)t^2 q''' + \{ t^3 + [(7 - 2C_1 - C_2)\alpha + 3]t^2 + (5\alpha^2 + \alpha)t \} q''
+ \{ [(3 - 2C_1 - C_2)\alpha + 1]t^2 + [(7 - 4AB - 2C_1 - 3C_2)\alpha^2 + \alpha]t + 2\alpha^3 - 2\alpha^2 \} q'
+ [2(C_2 - 1)(C_1 - 1)t\alpha^2 - 2\alpha^2(\alpha - 1)(2AB + C_2 - 1)] q = 0.
\]

(5.4)

Again following Erdélyi (1956), we find \( q(t) \) grows as \( t^\sigma \) for large \( t \), where \( \sigma \) is given by

\[
\sigma(\sigma - 1) + [(\alpha + 1) + \alpha(2 - C_2 - 2C_1)]\sigma + 2\alpha^2(1 - C_1)(1 - C_2) = 0.
\]

This factorises into

\[
[\sigma + 2\alpha(1 - C_1)] [\sigma + \alpha(1 - C_2)] = 0,
\]

giving the two roots as claimed. The leading term is therefore \( t^\sigma \) with \( \sigma = \alpha(A^2 + B^2 - 1) \) everywhere in the \((A, B)\) plane, except inside the circle \((A - 1)^2 + (B - 1)^2 = 1\). This is illustrated in figure 6. Numerical solutions of the differential equations, for various initial conditions and parameter values, demonstrate exactly the behaviour described theorems 10 and 11.
Finally, we briefly discuss the effects on \((X(t))\) if at each jump \(X(T_r) = A_r X(U_r) + B_r X(V_r)\) where now \((A_r)\) and \((B_r)\) comprise sequences of independent random variables, also independent of \((U_r, V_r)\), with means \(\mu_A = EA_r\) and \(\mu_B = EB_r\) respectively. It is easy to see that in (5.1) and (5.2), one simply replaces \(A\) and \(B\) by \(\mu_A\) and \(\mu_B\). The essential conclusions in figure 6 are the same, with some relabelling. For the second moment, we note that the product moment \(E(AB)\) is irrelevant to first order. The end result is that \(q(t)\) grows with \(t^\sigma\) where now \(\sigma = \alpha \max\{2(\mu_A + \mu_B - 1), EA^2 + EB^2 - 1\}\). The nature of the final figure will then be similar, but dependent on the actual distributions of \(A\) and \(B\), as expressed in their first two moments.

### 5.2 Generalized adding processes in discrete time

Of course, one can also define such generalized adding processes in discrete time, but we avoid discussing these in detail. We strongly conjecture that they will show essentially the same behaviour as continuous-time generalized processes, and we sketch one example to illustrate this. In the usual way, in the notation of (1.1) and lemma 1, let \(X_{n+1} = X_{U(n)} + 2X_{V(n)}, n \geq 2;\) and define \(M_n = S_n/(n(n + 1)(n + 2))\), where \(S_n = \sum_{k=1}^n X_k\), as usual. Then \((M_n; n \geq r)\) is a martingale with respect to the increasing sequence of \(\sigma\)-fields \((F_n; n \geq r)\) generated by the sequence \((X_n)\), or equivalently by \((S_n)\).

The convergence of this martingale, which we refrain from proving, shows that \(EX_n\) grows
asymptotically like \( n^2 \); and we note that this is entirely consistent with the result (5.1) of theorem 10, in the case when \( A = 1, B = 2 \), and \( \alpha = \beta = 1 \). Clearly numerous other similar martingales can be recruited to consider the behaviour of \( X_n \) and \( S_n \) in more general cases.

As an illustration, using the same notation, with the recurrence \( X_{n+1} = AX_U(n) + BX_V(n) \), \( n \geq 2 \); for suitable constants \( A \) and \( B \), we find that \( M_n = [(n-1)!/(n+A+B-1)!] S_n \) satisfies the martingale condition wrt \( (F_n) \); with the usual falling factorial convention for \( (n+c)! \), for \( n+c \) not an integer. And then \( M_n \) is a martingale for those values of \( A \) and \( B \) such that \( E|M_n| \) is finite.

The convergence of this martingale, whose proof we omit, entails the convergence of \( S_n/n^{A+B} \) to some r.v. as \( n \to \infty \), using the Stirling-DeMoivre formula for large \( n \). From which one may deduce that \( EX_n \) grows like \( n^{A+B-1} \), in agreement with the continuous time results.

The determination of the implicit constraints on \( A \) and \( B \), analogous to those given by theorems 10 and 11, is an open problem.

6 Conclusion

We have considered Ulam’s random adding process, introduced in Beyer et al. (1969), and verified the authors’ conjecture about the quadratic growth of the process’s second moment. We have also introduced a number of new, more general random adding processes, in both discrete and continuous time, showing that their moments exhibit similar behaviour. Furthermore, for the basic simple Ulam process of section 2, we showed that \( M_n = S_n/(n(n+1)) \) converges almost surely and in mean-square to a limiting random variable \( M \). The result depended crucially on the identification of a martingale. Related martingales were also identified for the \( p \)-adding and continuous-time processes, which established the a.s. and m.s. convergence of \( S_n/n^2 \) and \( S(t)/t^2 \) respectively, leading to similar conclusions about the behaviour of their sample paths. We have been unable to find suitable martingales for the generalized random adding processes of section 5, though it seems likely that similar convergence results will apply. A possible approach is to establish mean-square convergence by showing that the random sequence is Cauchy in mean-square. Our preliminary investigations suggest that limit results of the types given in theorems 6 and 9 are not precise enough for this purpose and that higher order approximations will be necessary. Finally, we note that there are many further obvious and interesting open problems about almost every aspect of this largely unexplored family of random processes.

Remark: The result (2.2) in the special case \( r = 1 = x_r \), was obtained but not published by Turner (2020), while working with Mark Kac who analysed another of Ulam’s history dependent recurrences (Kac, 1989).
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