Methodology to Create Analysis-Naïve Holdout Records as well as Train and Test Records for Machine Learning Analyses in Healthcare
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ABSTRACT
It is common for researchers to holdout data from a study pool to be used for external validation as well as for future research, and the same desire is true to those using machine learning modeling research. For this discussion, the purpose of the holdout sample it is preserve data for research studies that will be analysis-naïve and randomly selected from the full dataset. Analysis-naïve are records that are not used for testing or training machine learning (ML) models and records that do not participate in any aspect of the current machine learning study. The methodology suggested for creating holdouts is a modification of k-fold cross validation, which takes into account randomization and efficiently allows a three-way split (holdout, test and training) as part of the method without forcing. The paper also provides a working example using set of automated functions in Python and some scenarios for applicability in healthcare.
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Need for Sample Holdouts

It is common for researchers to hold out data from the study pool to be used for external validation as well as for future research, and the same desire is true to those using machine learning modeling as part of their patient research (Schorfheide & Wolpin, 2013). For this discussion, the purpose of the holdout sample it is preserve a subset of patients for future research studies that will be analysis-naïve and randomly selected from a group of patients diagnosed with a particular disease in an open medical and hospital claims dataset from Symphony Health (Symphony Health, 2022). Analysis-naïve patients are those records not used for testing or training machine learning (ML) models and means that these patient record do not participate in any aspect of the current machine learning study. This definition is slightly different than holdout records where after the model is trained (training data) and the model is used on the holdout records to test the model on unseen data (test data) (Cho et al. (2016). This analysis-naïve group will be called holdouts to conform with standard ML language (Martins, 1989; Scheider, 1997).

Why Use a Modification of K-Fold Cross Validation

The methodology suggested for creating holdouts is a modification of k-fold cross validation, which is a machine learning standard method for splitting records into test and train and ensures that every record has the opportunity to be in each category as per randomization (Martins, 1989; Scheider, 1997). The methodology was chosen because it takes into account randomization (Scheider, 1997), and while it is a performance evaluating technique as well, it efficiently separates records to allows the use of the folds for the required holdouts as well as test and train groups while simultaneously offering the ability to determine the optimized size of the groups needed for a study and sample creation evaluation (Dietterich, 1998; Raschka, 2018;
Wong, 2015). In addition, it allows a three-way split as part of the method, without forcing. While this approach is used more for neural network and certain regression designs, it can be taken advantage of for any machine learning design and study (Wiens et al., 2008). To provide a working example, the methodology will be explained using set of automated functions in Python for each of execution of the cross validation which also visualization of the output as part of the process (scikit-learn, 2021), which also is helpful in the configuration process.

**Creating Train, Test, and Hold-Out Records**

The standard k-fold cross validation will be extended (see Figure 1) as the data partitioning strategy in order to create three groups - holdout for future use, test, and train groups (James et al., 2017) rather than the typical two groups. Figure 1 was adapted from the original in the Python documentation (scikit-learn, 2021) to demonstrate and include the allocation of a fold to hold out data.

![Figure 1. Illustration of k-fold cross validation with extension for hold outs (scikit-learn, 2021)](image-url)
The k-fold cross validation process described below is commonly used across a wide array of machine learning projects. This approach involves randomly dividing patient records into k groups, or folds, of approximately equal size. The first fold is treated as a holdout set, the second is the test set, and the training set is created on the remaining $k - 2$ folds (Brownlee, 2018; Efron & Tibshirani, 1997; Martins, 1989; Scheider 1997).

**Process for Running K-Fold**

- Shuffle (which is literal and therefore, using the *shuffle* function in Python) the data to create a randomized version of the data, and in this case, the entire dataset will be randomized (scikit-learn, 2021)
- Split the data into k groups (scikit-learn, 2021)
- For each unique group:
  - Label the group as a holdout or test records. This is a critical step to ensure that the holdout records are kept separately and as analytics-naïve records. Fold 1 in Figure 1 is the holdout group.
  - For example, the records could be labeled by adding a field in the database that will contain a hash key, identifying the disposition of that records (holdout, train, or test) so that records cannot become confused.
  - While holdouts are selected and labeled once, test and train records could be labeled differently for subsequent model iterations using the same data, as it is possible that a record can be test in one study or project and train in another, but the holdout of analytics-naïve records would remain consistent.
  - The remaining groups are considered the training data set, and each record is labeled as train using the same hash key approach shown in Figure 1.
• Modeling is then run on the training records and evaluated on the test record and

AutoML can be used to fit a one-time model to balance or equate the size of the folds but not to inform or otherwise bias modeling or analysis. Therefore, individual variables would not be to evaluate the features of this modeling activity at this time (Rodriguez et al., 2009). The evaluation skill score (F1 score - overall correctness the model based on precision and recall) are kept and the model is discarded.

• This model is used to create the folds and is not used to evaluate objectives or for analysis except to balance skill scores, so it is discarded after the dataset is labeled. However, the skill score and results error terms will be also used as part of the sample frame to determine sample sizes needed.

• The model evaluation skill scores are kept for use in the Sample Frame (see below).

• The result is a split and labeled dataset with holdout, test and train records and a corresponding hash key in the newly added field for each record in the dataset.

**Configuration of K**

The configuration of k is important to ensure representativeness and three common tactics for choosing a value for k can be used with this overall methodology. They include:

• **Representative:** The value for k is chosen such that each train/test group of data samples statistically representative. A paired t-test, specifically a 5x2cv paired t-test, is used where the mean, variance and error terms are compared of 50%-50% test/train (or 2-fold) tests over 5 times selecting the k with lowest errors (Dietterich, 1998).

• **k=10:** The value for k is fixed to 10, a value that has been found through experimentation to generally result in a model skill estimate with low bias a modest variance, which is typical when there are a large number of variables and a known range of values from
which to approximate variance. This is a common choice as studies have found that is provide good trade-off of low computational cost and low bias in an estimate of model performance (Raschka, 2018) and might be valuable for studies and projects where more is known about features and variables a priori.

- \( k=n \): The value for \( k \) is fixed to \( n \), where \( n \) is the size of the dataset (excluding the hold-out subset) to give each observation an opportunity to be used as test set. This approach is called leave-one-out cross-validation (LOOCV), which computationally expensive, but can provide a good estimate of model performance given the available data (Wong, 2015). This can be useful for smaller datasets or where some data is used for holdouts, and analysis is not using all available data.

To balance and minimize bias, error rate, and data variability, the .632+ bootstrap method (Efron & Tibshirani, 1997) with the mean of the model skill scores is a preferred method to select the appropriate \( k \) to ensure \( k \) groups with the same number of samples, such that the sample of model skill scores are all equivalent (James et al., 2017).

**Putting K-Fold Cross Validation into Practice for Healthcare**

This approach may be useful in healthcare where the underlying data, market conditions, or some aspect of the brand or promotion may shift in the future, and both reevaluation of the model as well as for new research present valid use cases for the holdout sample group (Tougui et al., 2021). Some specific scenarios include the following:

- New data is integrated or added to existing data set thus the model should be re-tested (Schorfheide & Wolpin, 2013).

- If the market condition surrounding the original modeling have changed, reevaluation is warranted and the holdout may be useful (Saeb et al., 2021). For example, if a
competitive brand is newly launched or has a new indication; COVID-19 changed how physicians are treating a condition or how patients may receive care (i.e. telemedicine may be different that in office visits); patients were late to receive screening or treatment and that has long term impact on disease progression and future treatment (Saeb et al., 2021; Tohka & van Gils, 2021); or large payer with a restrictive formulary changes preferred products in a particular region and patients will be lost to health plan changes over time, thus decreasing the cohort (Delen et al., 2009).

- Promotion or product of interest changes over time whether there are new campaigns, new indications or brands. For example, the brand itself may change the model needs if it expands the market or changes the treatment journey for many patients. Omni-channel campaigns can drive awareness and increase the number of patients who require treatment (Tohka & van Gils, 2021; Tougui et al., 2021).

- A patient’s journey from diagnosis through treatments and disease progression changes over time, and the original holdout sample will still need to be relevant for the question of interest at the time they are used (Mihalik et al, 2020; Schorfheide & Wolpin, 2013). For example, if a model is used to predict first line initiation and the cohort of diagnosed untreated patients may have progressed through later lines, the holdout patient group will still need to be valid for model evaluation (Tohka & van Gils, 2021).

For Consideration

In addition, record that are to be designated for test an earlier study may also be considered analysis-naïve patients, as they were not used in the model training process and machine learning methodologists do consider test data as holdouts (Bauer & Kohavi, 1999;
Mihalik et al., 2020; Raschka, 2018). For smaller datasets, these records may be valuable to follow up studies while still remaining analysis-naïve data (Wong, 2015).

**Conclusion**

For those studies that wish to maintain a cohort of records that remain analysis-naïve and available for either future research or external validation, a modified k-fold cross validation provides a best-practice based approach that is straightforward to execute in Python or other machine learning toolsets (scikit-learn, 2021).
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