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In this paper, a new design method with performance improvements of multiloop controllers for multivariable systems is proposed. Precise expression is developed to show the relationship between the dynamic- and steady-state characteristics of the multiloop control system and its parameters. First, an equivalent transfer function (ETF) is introduced to decompose the multivariable system, based on which the multiloop controller parameters are calculated. According to the ETF matrix property, an analytical expression for the PI controller for multivariable systems is derived in terms of substituting the ETF matrix for the inverse open-loop transfer function. In the proposed controller design method, no approximation of the inverse of the process model is needed, implying that this method can be applied to some multivariable systems with high dimensions. Simulation results obtained from several examples demonstrate the effectiveness of the proposed method.

1. Introduction

In the actual industrial process, especially in multivariable systems such as petroleum, chemical, and biological, the interconnections introduced by the process configuration and control architecture are very common [1]. Due to the existence of these interconnection characteristics, a disturbance or a small change of process variable in one or more loops would be propagated to other loops, and in turn, feedback to the source loop to some extent, thereby critically affecting the controller performance and stability of the overall system. At the same time, this interconnection phenomenon makes the design process of multivariable controllers very complicated.

Compared to the single loop system, the multiloop control system’s design issues become very complicated as a result of these interconnections, which make it an open topic for many years. There are many reports on this field in the existing literature. From the perspective of controller structure design, these methods can classify into three categories, namely, decoupling plus single loop controller structure, centralized control structure, and multiloop control structure. The classic multiloop PID controller has been widely used in processes with moderate interaction due to some advantages, such as simple control structure, less adjustable parameters, and easy to understand features. For example, a multiloop controller design method is given by Huang et al. [2]. In this method, the multivariable target systems are decomposed into several single but equivalent loops for design. By doing this, prior information of controller dynamics in other loops is no longer needed in each loop, resulting in an interesting method designing controller directly and independently. Shen et al. [3] designed selected loop controllers independently based on equivalent transfer functions. Vu and Lee [4] propose an independent design method for multivariable processes, and firstly the multiloop system is decomposed into a set of single loops using effective open-loop transfer function (EOTF); then, the individual controller of every single loop is designed based on the corresponding EOTF model. Estévez-Sánchez et al. [5] proposed a design method of a multiloop PI controller with the linear quadratic regulator (LQR) methodology.
For the same target, meanwhile, the multiple time delays commonly occur in multivariable processes of high complexity. Particular examples can be found, such as pilot plant distillation columns and high purity distillation columns. The essence of the reason for time delay is the complex interactions between the numerous different pairs of input and output variables. Therefore, approximating the actual model by a reduced-order form by using some model reduction techniques is necessary, for example, the first-order plus dead time (FOPDT) and second-order plus dead time (SOPDT). On the contrary, for systems with time delays, the internal model control (IMC) method is a very practical approach for the design of IMC-PID controllers. Several results have been discussed and reported with some interesting results, extending the IMC-PID of the single-input and single-output (SISO) case to the multivariable case [6]. To overcome the above problems or drawbacks, an intuitive solution is designed multivariable controllers that are fully crosscoupled. To implement this kind of controllers, however, it is not an easy job since all the computation of control input is coupled, and the designers are required to compute the inverse of the transfer function matrix. For the system of high dimensions, the inverse of the transfer function can be quite complex and hard to be determined. Furthermore, based on the approach of direct synthesis, Vu and Lee [7] proposed a method of analytical solution for the design of the PI controller in a multiloop system. As the complication to obtain the inversion of the transfer function, the method has the limitation of only suitable for low-dimensional multivariable systems.

Motivated by the above, a novel decoupling method is proposed for multivariable control systems in this paper. By taking the essential effects of the interactions into account, we use the concept of the equivalent transfer function (ETF) to decompose the multivariable system under consideration into multiple univariate loops equivalently. After that, the properties of the ETF matrix and the target closed-loop diagonal transfer function that was specified to the nonminimum phase zeros and inherent time delays are used to derive the controller parameters. The relationship between proposed controller parameters and the open-loop transfer function is obtained without the prior acknowledge of the specific ETF model. We have established some equations directly to deduce the parameters of the multiloop PI controller. Finally, the proposed approach is applied to different industrial objects to verify its effectiveness.

2. Preliminaries

In the existing literatures, the idea that decomposes a system of the multiloop controller into several signal loops equivalently is the main approach to design controller for the multiloop system. By doing this, the next step is to design the controller for the transfer function obtained with open-loop feature. To give more details, for ETF loop $i$, its open-loop function is achieved as the transfer function of $u_i$ with $y_i$, where only the loop $i$ is open and all the other loops are closed. We show this idea by Figure 1, where the function of $u_i$ to other outputs is indicated by $y_j$, while the effect of $y_j$ by all the other control loops with closed feature is indicated by $y_j$. The $u$ and $y$ represent $r$, $u$, and $y$ with the corresponding $i$th elements, $r_i$, $u_i$, $y_i$, and $c_i(s)$, removed, respectively. Once the ETF is obtained, model reduction was used to approximate the ETF to FOPDT or SOPDT model. Therefore, some classic and well-understood PID parameter tuning methods for common univariate system can be used in the design of each individual PID controller obtained here.

The IMC-PID controller tuning method introduced by Lee et al. [8] is used to calculate the parameter of controller. The reduced ETF, $\bar{g}_{ii}$, is decomposed to $\bar{g}_{ii} = \bar{g}_{m,ii} \bar{g}_{p,ii}$, where $\bar{g}_{m,ii}$ and $\bar{g}_{p,ii}$ are the minimum phase portion and nonminimum phase portion, respectively. Through simple derivation, we can get the desired closed-loop response under the action of the ideal feedback controller, which is given by

$$g_{cl} = \frac{q_i}{(1 - \bar{g}_{ii})} = \frac{\bar{g}_{m,ii}^{-1}(s)}{(\lambda_i s + 1) - \bar{g}_{p,ii}(s)}$$

where $q_i$ is the IMC controller and is designed by

$$q_i = \bar{g}_{ii}^{-1} f_i$$

The IMC filter, $f_i(s)$, can be rewritten in the form of $f_i(s) = 1/(\lambda_i s + 1)^m$, where the adjustable filtering parameter $\lambda_i$ balances the trade-off between performance and robustness. Besides, to ensure the controller is practical and suitable, the order parameter $m_i$ is selected as a positive integer.

To use the above controller as the standard PID form, we need to approximate the feedback controller $g_{cl}$ by the PI controller forms of equivalent property. To this end, expanding $\bar{g}_{ii}$ by the Maclaurin series in $s$ yields the following equation:

$$g_{cl} = \frac{f_i(s)}{s} = \frac{1}{s} \left[ f_i(0) + f_i(0)s + \frac{f_i''(0)}{2!} s^2 + \cdots \right].$$

The controller stated by equation (3) can be interpreted as the traditional PID controller by using the first two terms given by

$$g_{cl}(s) = k_{cl} \left( 1 + \frac{1}{\tau_{cl} s} \right),$$

where

$$k_{cl} = f_i(0),$$

$$\tau_{cl} = \frac{f_i''(0)}{f_i(0)}.$$

Through the above descriptions, the concept of the ETF is introduced to solve the controllers design problem. In the following section, we will utilize the property of the ETF matrix to find the important relationship between the parameters of the controller and that of the considered model.
3. Design of Multiloop Controller

3.1. Controller Parameter Design. For a multivariable system with closed-loop controllers, we can write the forward transfer function to be of the form [9]

\[ G(s)G_c(s) = G(s)G^{-1}(s) = \frac{1}{s} \] (7)

In the above formula, \( G(s) \) is the process transfer function matrix and \( G_c(s) \) represents diagonal controller matrix of multivariable system. The detailed structure of these two matrices is as follows:

\[
G(s) = \begin{bmatrix}
g_{11}(s) & \cdots & g_{1n}(s) \\
\vdots & \ddots & \vdots \\
g_{m1}(s) & \cdots & g_{mn}(s)
\end{bmatrix},
\]

\[
G_c(s) = \begin{bmatrix}
g_{c,11}(s) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & g_{c,mn}(s)
\end{bmatrix}.
\] (8)

Due to the right half plane zeros and time delays in multivariable systems, which make an ideal controller that is equal to the inverse of open-loop transfer function matrix unrealistic, the closed-loop transfer function matrix of the IMC system [10] is given to

\[
G(s)G_c(s) = H(s) = \text{diag}[h_i], \quad i = 1, 2, \ldots, n,
\] (9)

where

\[
h_i = e^{-(\tau(G) - \tau_i)z} \prod_{z \in \mathbb{N}} \left( \frac{z - s_1}{z + s_1} \right)^{\eta_i(G(z)) - \eta_i(z)},
\] (10)

\( (\tau(G) - \tau_i) \) is the largest time delay of \( i \)th row element of \( G(s) \) and \( \eta_i(|G|) - \eta_i(z) \) is on its, \( h_i \) the nonminimum phase zeros. In order to ensure system stability and realization, we should restrict on the following conditions:

\[
\tau(h_i) \geq \tau(|G|) - \tau_j,
\]

\[
\eta_i(h_i) \geq \eta_i(|G|) - \eta_i(z).
\] (11)

According to the properties of the ETF, we have

\[
G^{-1}(s) = \begin{bmatrix}
g_{11}(s) & \cdots & g_{1n}(s) \\
\vdots & \ddots & \vdots \\
g_{n1}(s) & \cdots & g_{nn}(s)
\end{bmatrix}^{-1} = \begin{bmatrix}
1 & \cdots & \frac{1}{y_{m,n}} \\
\frac{1}{y_{m,11}} & \cdots & \frac{1}{y_{m,n1}}
\end{bmatrix}^T.
\] (12)

Comparing equations (1) and (9) and from literatures [11, 12], we can obtain

\[
\begin{bmatrix}
g_{11}(s) & \cdots & g_{1n}(s) \\
\vdots & \ddots & \vdots \\
g_{n1}(s) & \cdots & g_{nn}(s)
\end{bmatrix} \begin{bmatrix}
\frac{1}{\bar{y}_{m,11}} & \cdots & \frac{1}{\bar{y}_{m,n1}} \\
\frac{1}{\bar{y}_{m,11}} & \cdots & \frac{1}{\bar{y}_{m,n1}}
\end{bmatrix} = \begin{bmatrix}
h_1(s) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & h_n(s)
\end{bmatrix}.
\] (13)

Then,

\[
\begin{bmatrix}
\frac{1}{\bar{y}_{m,11}} & \cdots & \frac{1}{\bar{y}_{m,n1}} \\
\frac{1}{\bar{y}_{m,11}} & \cdots & \frac{1}{\bar{y}_{m,n1}}
\end{bmatrix} \begin{bmatrix}
g_{11}(s) & \cdots & g_{1n}(s) \\
\vdots & \ddots & \vdots \\
g_{n1}(s) & \cdots & g_{nn}(s)
\end{bmatrix}^{-1} = \begin{bmatrix}
h_1(s) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & h_n(s)
\end{bmatrix}.
\] (14)

In literatures [4, 7], for a weak coupling between each loop, a multiloop controller will give satisfied performance. By means of equation (14), we summarize it as follows:
\[
\frac{1}{g_{m,i}^{\prime}} = \left\{ G^{-1} (s) H \right\}_{i,i}^{-1}.
\]

From equation (1), we can obtain
\[
g_{ii} = \left\{ G^{-1} (s) H \right\}_{i,i}^{-1} \frac{\lambda_i}{\lambda_i + 1} - h_i = \left\{ G^{-1} (s) H \right\}_{i,i}^{-1} \frac{\lambda_i}{\lambda_i + 1} - h_i
\]
\[
\text{Similar to equations (5) and (6), the PI controller parameters are calculated as}
\]
\[
k_{\pi,ii} = \left\{ \frac{\text{adj} K_{ii}}{|K|} s h_i \right\}_{s = 0}^{-1},
\]
\[
k_{c,ii} = \left\{ \frac{\text{adj} G_{ii} s h_i}{|K|} \right\}_{s = 0}^{-1} = \left\{ \frac{\text{adj} K_{ii} s h_i}{|K|} \right\}_{s = 0}^{-1} - \frac{1}{|K|^2} \left( \sum_{n=1}^{n} \left( \sum_{p=1}^{n} \text{adj} K_{ii} \right) g_{qp} \right) \text{adj} K_{ii} s h_i \right\}_{s = 0}^{-1},
\]
\[
\text{where } g_{qp} \text{ represents the first derivative of } g_{qp} \text{ and}
\]
\[
|K| = \begin{bmatrix} k_{11} & \cdots & k_{1n} \\ \vdots & \ddots & \vdots \\ k_{m1} & \cdots & k_{mn} \end{bmatrix}
\]
\[
\text{For the convenience of presentation, we simplified adj } K_{ii}, \text{ adj } K_{ip}, \text{ and adj } K_{pn} \text{ into the same formula using subscripts } v \text{ and } w, \text{ which are defined as}
\]
\[
\text{adj } K_{vw} = (-1)^{v+w} \begin{bmatrix} k_{11} & \cdots & k_{1,n-1} & k_{1,v+1} & \cdots & k_{1,n} \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ k_{w-1,1} & \cdots & k_{w-1,v-1} & k_{w-1,v+1} & \cdots & k_{w-1,n} \\ k_{w+1,1} & \cdots & k_{w+1,v-1} & k_{w+1,v+1} & \cdots & k_{w+1,n} \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ k_{n,1} & \cdots & k_{n,v-1} & k_{n,v+1} & \cdots & k_{n,n} \end{bmatrix}
\]
\[
\text{where } k_{vw} \text{ is the steady gain.}
\]

Based on the analysis conventional methods to calculate the PI parameters, which decomposed multivariable systems to a set of multiloop control systems, then utilized single-input and single-output design technique, we establish some equations to deduce and solve the parameters of PI directly and omit the intermediate step, i.e., how to calculate ETF parameters. This section derives a direct relationship between the parameters of the multiloop controller and that of the open-loop transfer function matrix.

### 3.2. Performance of the Control System

To demonstrate the robust stability and also show its distinctive features, a popular and commonly used method of analysing robust stability is used in the presence of other controller design approaches. We use the output multiplication uncertainties to measure the robustness of the target system instead of input uncertainties, due to its advantage of less restrictive [4]. For the following system specified with an output uncertainty by
\[
\Delta G_{o} (s) = G (s) [I + \Delta_{o} (s)],
\]
where \( \Delta_{o} (s) \) denotes the uncertainties occurring at multiplicative outputs, if the following relationship is found, we can conclude that the closed-loop system is stable:
\[
y < \frac{1}{\sigma} \left( (I + G (jw) G_{c} (jw)^{-1}) G (jw) G_{c} (jw) \right),
\]
where \( y \) is used to indicate the robust stability and \( \sigma \) represents maximum singular value. The larger the value of \( y \), the better the robust stability is.

The error integration criterion is a performance index, which is computed by the integral of the deviation between the actual output and the expected output. The integral absolute error (IAE) index and integrated time absolute error (ITAE) index are widely used because of their good practicability and selectivity. The IAE is introduced as follows:
\[
\text{IAE} = \int_{0}^{\infty} |e(t)| dt,
\]
where
\[
e(t) = r(t) - y(t).
\]

To analyse the underlying performance, the IAE is first employed to evaluate the control performance of the target closed-loop systems. After that, the ITAE criterion comes in to give a new indicator showing closed-loop performance from the initial point to time infinity:
\[
\text{ITAE} = \int_{0}^{\infty} t|e(t)| dt.
\]

The system is optimal, which means the IAE and the ITAE get smaller than the relative methods.

### 4. Examples and Results

In order to illustrate the control performance and robustness of the controller achieved by the proposed method, three typical industrial examples are used for testing. To be specific, the purpose of Example 1 and Example 2 is to show that the proposed method provides better performance than other existing methods for nominal systems. The main target of Example 3 is to demonstrate the performance of the proposed method to the systems of high dimensions.

#### 4.1. Example 1

Consider the VL process [11], in which transfer function is given as
\[
\begin{bmatrix}
-2.2e^{-s} \\
7s + 1
\end{bmatrix}
\begin{bmatrix}
1.3e^{(-0.3s)} \\
7s + 1
\end{bmatrix}
\begin{bmatrix}
-2.8e^{(-1.8s)} \\
9.5s + 1
\end{bmatrix}
\begin{bmatrix}
4.3e^{(-0.35s)} \\
9.2s + 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
-2.2e^{-s} \\
7s + 1
\end{bmatrix}
\begin{bmatrix}
1.3e^{(-0.3s)} \\
7s + 1
\end{bmatrix}
\begin{bmatrix}
-2.8e^{(-1.8s)} \\
9.5s + 1
\end{bmatrix}
\begin{bmatrix}
4.3e^{(-0.35s)} \\
9.2s + 1
\end{bmatrix}
\]

We compare the multiloop tuning results obtained by the proposed method with those presented by Lee et al. [12] and Chen and Seborg [13]. For a fair comparison, we adjust the $\lambda_i$ used in the proposed method to be the same value of $y$ or larger than that of others. The control parameters used in the process are shown in Table 1.

Figure 2 shows the closed-loop response performance of the method developed in this paper and the algorithms introduced by [12, 13], where the sequential step changes are set at $t = 0$ and $t = 150$ to the first loop and second loop. From Figure 2, it is clear to see that the PI controller designed by the method proposed in this paper has a faster response than the other two methods and has well-balanced responses.

To further investigate the robustness of the proposed method, a perturbation uncertainty of $+50\%$ in process gain is inserted to the simulation study. As shown in Table 2, the IAE$_y$ and ITAE$_y$ values are smaller than those obtained by traditional methods. This verifies that the proposed method provides with better robust performance, where IAE$_y$ and ITAE$_y$ are the sum values of IAE and ITAE for each loop.

4.2. Example 2. Consider a $3 \times 3$ multivariable system:

\[
\begin{bmatrix}
0.66e^{-2.6s} & -0.61e^{-3.5s} & -0.0049e^{-s} \\
6.7s + 1 & 8.64s + 1 & 9.06s + 1 \\
1.11e^{-6.5s} & -2.36e^{-3s} & -0.012e^{-1.2s} \\
3.25s + 1 & 5s + 1 & 7.09s + 1 \\
-33.68e^{-9.2s} & 46.2e^{-9.4s} & 0.87e^{-s}(11.61s + 1) \\
8.15s + 1 & 10.9s + 1 & (3.89s + 1)(18.8s + 1)
\end{bmatrix}
\]  

(27)

According to equations (17) and (18), the controller parameters are calculated in Table 3. Multiloop tuning results presented by literatures [14, 15] are employed to compare with the proposed methods.

Figure 3 gives the closed-loop responses of the proposed method and the compared methods, where the sequential step changes are made at $t = 0$, $t = 300$, and $t = 600$ to the first, second, and third loop. From Figure 3, we can see that the fluctuation degree of the output signal corresponding to the proposed method is obviously smaller than that of other methods, and the steady state can be reached quickly.

Similar to the previous method, we also insert a perturbation uncertainty of $+50\%$ in process gain to test the robust performance. The performance indices results are shown in Table 4; the IAE$_y$ and ITAE$_y$ values show that the proposed method in this paper has better robust performance.

4.3. Example 3. To further illustrate the effectiveness of the proposed method in high-dimensional systems, a system of four dimensions is introduced to verify the control performance and robustness. The corresponding transfer function of A2 system [16] is stated as

\[
\begin{bmatrix}
4.09e^{-1.3s} & -6.36e^{-0.2s} & -0.25e^{-0.4s} & -0.49e^{-5s} \\
(33s + 1)(8.3s + 1) & (31.6s + 1)(20s + 1) & 21s + 1 & (22s + 1)^2 \\
-4.17e^{-4s} & 6.93e^{-1.01s} & -0.05e^{-5s} & 1.53e^{-2.8s} \\
45s + 1 & 44.6s + 1 & (34.5s + 1)^2 & 48s + 1 \\
-1.73e^{-17s} & 5.11e^{-11s} & 4.61e^{-1.02s} & -5.48e^{-0.5s} \\
(13s + 1)^2 & (13.3s + 1)^2 & 18.5s + 1 & 15s + 1 \\
-11.18e^{-2.6s} & 14.04e^{-0.02s} & -0.1e^{-0.05s} & 4.49e^{-0.6s} \\
(43s + 1)(6.5s + 1) & (45s + 1)(10s + 1) & (31.6s + 1)(5s + 1) & (48s + 1)(6.3s + 1)
\end{bmatrix}
\]  

(28)

Using equations (27) and (28), the controller parameters are obtained in Table 5. Since Shen et al. [3] and He et al. [16] designed the controller by utilizing the simple IMC method [17] and gain phase margin, the parameter $\lambda_i$ is not adjusted in this simulation.

The curves in Figure 4 show the closed-loop time response of the proposed method and the compared methods as well as the other two methods reported in literature [3, 16]. It can be seen that, except for the larger overshoot of signal $y_1$, other signals have good dynamic- and steady-state
Table 1: Controller parameters.

| Methods | Loop | $k_{C,ij}$ | $k_{I,ij}$ | $\lambda_i$ | $\gamma$ |
|---------|------|------------|------------|-------------|---------|
| Proposed | 1    | -1.7730    | -0.2710    | 1.72        | 0.59    |
|         | 2    | 2.9550     | 0.3436     | 0.75        |         |
| Lee     | 1    | -1.3100    | 0.5800     | —           | 0.53    |
|         | 2    | 3.9700     | 1.6400     | —           |         |
| Chen    | 1    | 1.2100     | 0.2600     | —           | 0.50    |
|         | 2    | 3.7400     | 3.4000     | —           |         |

Figure 2: Closed-loop step responses for Example 1.

Table 2: Performance indices.

| Methods | IAE$_1$ | ITAE$_1$ | Nominal +50% | ITAE$_1$ | IAE$_1$ | Nominal +50% |
|---------|---------|---------|---------------|---------|---------|---------------|
| Proposed | 6.391   | 22.675  | 6.007         | 19.24   |
| Lee      | 7.102   | 32.369  | 6.899         | 23.99   |
| Chen     | 7.370   | 27.066  | 7.506         | 25.23   |

Table 3: Controller parameters.

| Methods | Loop | $k_{C,ij}$ | $k_{I,ij}$ | $\lambda_i$ | $\gamma$ |
|---------|------|------------|------------|-------------|---------|
| Proposed | 1    | 0.9939     | 0.2976     | 8.00        |         |
|         | 2    | -0.1309    | -0.0471    | 12.0        | 0.07    |
|         | 3    | 7.5314     | 0.7602     | 1.00        |         |
| SAT [14]| 1    | 2.7100     | 0.3640     | —           | 0.01    |
|         | 2    | -0.3660    | -0.0350    | —           |         |
|         | 3    | 4.5600     | 1.4760     | —           |         |
| Lee [15]| 1    | 0.5930     | 0.1730     | —           | 0.06    |
|         | 2    | -0.1240    | -0.0430    | —           |         |
|         | 3    | 3.2200     | 0.4210     | —           |         |

Figure 3: Continued.
performance. This shows that the proposed PI controller yields fast, satisfying and well-balance response, though the model dimension is high.

Table 6 shows the robustness performance of the proposed methods when the process gain is increased by perturbation uncertainty of +50%. From Table 6, we can see that the IAE\(s\) and ITAE\(s\) values obtained by the new method is smaller than the other methods, which further verify that the proposed method provides with good robust performance for high dimension.
Figure 4: Closed-loop step responses for Example 3.

Table 6: Performance indices.

| Methods  | IAE \(_s\) | ITAE \(_s\) | IAE \(_s\) | ITAE \(_s\) |
|----------|------------|------------|------------|------------|
|          | Nominal    | +50%       | Nominal    | +50%       |
| Proposed | 234.4048   | 219.1850   | 16824.34   | 14245.40   |
| He       | 278.6150   | 447.8400   | 10393.18   | 20731.42   |
| Shen     | 316.1688   | 323.3098   | 25146.40   | 22231.41   |
5. Conclusions

In this paper, an effective controller design method for multivariable systems has been developed. Based on the properties of the ETF and the IMC design principle, the decentralized PI controller is established directly by the proposed method. This method analytically derives the relationships between controller parameters and the open-loop process transfer function. Three different simulation examples have proved the effectiveness of this method and it also can be applied to high-dimensional system. Further work will focus on designing the decentralized controller for nonsquare multivariable systems.
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