Fast Modelling Algorithm for Realistic Three-Dimensional Human Face for Film and Television Animation
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Aiming at the face photos of film and television animation, this paper proposes a new fast three-dimensional (3D) face modelling algorithm. First of all, based on the LBF algorithm, this paper proposes a multifeature selection idea to automatically detect multiple features of the face. Secondly, in order to solve the shortcomings of slow training speed while achieving large pose face alignment, the regression-based CNN is selected as the algorithm to achieve fast convergence. Then, due to the influence of various factors, the extracted feature points are not completely correct, and Gabor features are used to screen the matching of feature points. Finally, by analysing the principle of 3DMM 3D face reconstruction, a single-view 3D face reconstruction method based on CNN is proposed. The experimental results show that the algorithm in this paper has good reconstruction performance and real-time performance and can realize the rapid modelling of human face.

1. Introduction

Human face is a very important communication channel for human beings, and it is the carrier of human’s complex expressions and language such as happiness, anger, sorrow, and happiness. However, three-dimensional (3D) modelling is a basic problem in the field of computer vision and computer graphics [1, 2]. Realistic 3D face modelling has been a research hotspot in the field of computer vision and computer graphics for nearly 30 years, and it has a wide range of applications in film and television animation, human-computer interaction, video games, and communications [3, 4].

With the development of technologies such as computer graphics and virtual reality, especially the emergence of virtual announcers, research based on the design of virtual characters has been widely valued. The human face contains a large amount of characteristic information, which is the most important organ for distinguishing human beings. The computer simulation study of a specific human face is of great significance. 3D face models play an important role in applications such as film and television production, computer games, distance education, medical beauty, and intelligent recognition [5–7].

At present, the resolution of image collection is lower than that of digital cameras, the scanning effect of parts with low reflectivity such as hair is slightly worse, and effective data cannot be obtained. Therefore, we propose a new algorithm that can effectively use these bad data. This paper mainly focuses on the field of film and television animation. First, based on the LBF algorithm, a multi-feature selection idea is proposed to automatically detect multiple features of the face. Secondly, in order to solve the shortcomings of slow training speed while achieving large pose face alignment, the regression-based CNN is selected as the algorithm to achieve fast convergence. Then, due to the influence of various factors, the extracted feature points are not completely correct, and Gabor features are used to screen the matching of feature points. Finally, by analysing the principle of 3DMM 3D face reconstruction, a single-view 3D face reconstruction method based on CNN is proposed. This method can be directly applied to actual film and television animation production, which greatly improves the production efficiency of virtual actors.

The rest of our paper is organized as follows. Related work is introduced in Section 2. Section 3 describes the algorithm proposed in this paper. Experimental results and analysis are discussed in detail in Section 4. Finally, Section 5 concludes the whole paper.
2. Related Work

Realistic 3D face reconstruction can be divided into two ways [8]. One is to use more complex hardware devices such as a 3D scanner, supplemented by some simpler algorithms to obtain face geometry and texture data. The second is to obtain face images through ordinary cameras and use more complex graphics processing combined with computer vision algorithms to obtain face data.

2.1. 3D Face Modelling Using 3D Laser Scanner. The 3D laser scanner directly obtains face data based on the principle of triangulation. At present, the most famous 3D scanner is developed by Cyberware, and many research groups use this equipment to conduct research [9, 10]. Cai et al. [11] used Laplace transform to preprocess the 3D face data collected by the scanner. After that, facial feature points are extracted in Laplace space, and the general face mesh model is adjusted to obtain a better target 3D face model. For nonuniform 3D face data, Jiang et al. [12] further improved the adaptive multiprecision fitting method, which can effectively solve the problems of holes and serious unevenness of data density. Vogiatzis et al. [13] used a 3D mapping scanner to obtain face information and used computer-based common geometry to transform between face surfaces and texture conformal mapping to construct a realistic 3D face.

2.2. 3D Face Modelling Based on Structured Light Scanner. Because 3D laser scanners are expensive and require high computer hardware, researchers have developed a structured light scanner composed of a projection light source and a camera. According to the principle of structured light ranging, it effectively solves the matching of corresponding points in binocular vision problem. Knoops et al. [14] established a rapid face acquisition system based on structural light and used the system to construct a 3D face data set including 120 people. On this basis, the 3D face recognition algorithm based on contour line and mesh surface matching is improved. Leng et al. [15] improved the registration method of the face image and the geometric model, modelled the texture of the target face organs, and conducted animation research on the basis of the obtained 3D face model. Liu et al. [16] proposed a Kinect-based 3D face modelling system. Hsieh et al. [17] used the colour sensor of the Kinect camera to extract facial landmarks. On this basis, the general face model is adjusted to register a single depth image, and then the target face model is established.

2.3. 3D Face Modelling Based on Computer Vision. The two-dimensional (2D) image contains depth information. The machine vision-based 3D face modelling method does not require prior knowledge of face shape. It can directly use geometry and triangulation knowledge to obtain the 3D face data on the 2D image sequence and reconstruct the reality sense of 3D human face. Hernandez et al. [18] proposed a method of reconstructing the 3D structure of the human face by using two frontal face images and using SFM. This method uses the geometric symmetry and regularity of the common features of human faces to quickly and accurately find the matching points required by the SFM algorithm. Liao et al. [19] realized 3D face modelling based on a single video sequence based on computer vision spline fitting, affine transformation, and other technologies. Jiang et al. [20] proposed a 3D face modelling method based on binocular passive vision. This method uses the weak feature detection method in the image to extract the key points of facial features and estimate the disparity to realize the reconstruction of the 3D face.

2.4. Based on General Face Model. Islam et al. [21] used orthogonal images to reconstruct a 3D model of the target face and used a structured snake model to extract facial feature points. Zhong et al. [22] used the MPEG4 standard to define the facial feature points in the front and side images and used the radial basis function interpolation method to modify the general face model. Joo et al. [23] proposed a face image deformation method based on multiple images taken under multiple viewing angles, using computer vision methods to estimate camera parameters and at the same time recover the face pose and the 3D coordinates of 13 facial feature points. Sharma et al. [24] studied video-based 3D face modelling. This method uses the motion shape restoration method to obtain the 3D information of the face and uses the optical flow method to restore the 3D shape of the face from the video sequence. The whole process adopts Markov chain Monte Carlo method to optimize and approach the target face.

2.5. Based on 3D Deformation Model. Dai et al. [25] proposed a linear shape texture matching algorithm and a reverse composite image matching algorithm for the high computational complexity of the random Newton optimization algorithm. Fayaz et al. [26] proposed a method to restore the deformed model from three stereo images. The pixel point features on one image are mapped to another image through deformation parameters, and the feature difference between the projected point and the actual image is calculated. Hu et al. [27] studied the restoration of the deformation coefficient from the 3D image in the presence of occlusion. Manju et al. [28] used Ada-Boost to identify the face in the video, actively analysed the model to calibrate the key points of facial features, and restored the camera parameters according to the gold standard algorithm to obtain the deformation coefficient to reconstruct the face.

2.6. Methods Based on Statistical Learning. Kim et al. [29] connected the image greyness and the corresponding depth value as a vector and used a multivariate normal distribution to describe the statistical characteristics of the vector. Ruan et al. [30] used a regression method based on standard correlation analysis to estimate the depth image from the RGB image. The principle of this method is to find out two projection directions so that the original input and output data are projected to these two directions to maximize the
correlation. Zhou et al. [31] integrated face image grayscale and 3D surface shape feature space into a hybrid model and used partial least squares regression as a learning algorithm for depth estimation.

3. Fast 3D Face Modelling Algorithm

3D face models established in film and television animation often require fine details [32, 33]. A commonly used method is to map a 2D image to the surface of an object, which reflects the illumination properties of the face surface and shows detailed information such as skin tone, wrinkles, and hair colour. In this paper, we can obtain high-resolution facial texture images compared with the method based on hair colour. In this paper, we can obtain high-resolution facial texture images compared with the method based on the scanner hardware to obtain the texture directly by using the film and television special effects face photos.

The model established in this paper fully expresses the rich detailed information on the face surface and meets the requirements of film and television animation. The specific process of the algorithm is as follows:

1. Face alignment
2. Extract facial features
3. Filter the feature points
4. Face reconstruction

3.1. Face Alignment Network Model. In order to solve the above shortcomings, a visual block structure is introduced into the structure of the CNN model and several such structures are connected in series to form a shallow CNN cascade when the large attitude face uniformity is realized. This network structure uses the feature extraction structure of the previous visualization block to carry out the next visualization block, avoiding the need to construct multiple CNNs for multistep extraction. At the same time, this method of using only one CNN can also achieve end-to-end training and reduce the training time. Compared with the traditional CNN cascade network, it can converge faster in the training stage of the model.

General neural networks are based on a fixed topology for weight and threshold training. The cascaded neural network starts from a small network, adds hidden units in the training process, and finally forms a multilayer structure of waterfall structure [34–36]. The CNN network structure used in this paper is similar to the cascaded CNN, and each “shallow CNN” in the network structure is defined as a visualization block. In each block, there is a “visualization layer” based on the latest estimated parameters, which acts as a bridge between the visualization blocks. This design can avoid the shortcomings of the traditional cascaded CNN mentioned earlier and provides end-to-end training for model matching. The proposed network structure is composed of several visualization blocks connected as shown in Figure 1.

The input of the network is a single 2D face image, its corresponding initialized parameter \( \text{Obj} = \{M, P\} \), and the output is the final estimated value of the target parameter. All the visualization blocks are based on the interconnected backpropagation form to realize the optimization iteration of the network. Therefore, compared with the typical CNNs cascade, in the network training process, the network convergence can be achieved with fewer iterations.

A visualization block is mainly composed of a visualization layer, two convolutional layers, and two fully connected layers. The lengths of the two fully connected layers in each block are 800 and 236, respectively. Among them, the visualization layer generates a feature map according to the latest target parameter \( \text{Obj} \). Each convolutional layer is followed by a batch normalization layer (BN layer) and a ReLU layer, which extract deeper features based on the output features of the previously connected visualization block and visualization layer. Between two fully connected layers, a ReLU layer and a dropout layer are connected behind the previous fully connected layer. The latter fully connected layer is used to estimate the updated target parameters, defined as \( \Delta \text{Obj} \), and the output of the visualization block is deeper features and new target parameters \( \text{Obj} + \Delta \text{Obj} \).

The choice of loss function has an important influence on the effect of the model. Based on the particularity of the structure of the CNN network model in the paper, a total of two loss functions are used.

3.1.1. Weighted Parameter Distance Loss Function. The basic idea is to assign a corresponding weight to each parameter.

\[
E_{\text{WPDL}} = \frac{\text{Obj}^T \cdot \alpha \cdot \text{Obj}^T}{1 + \alpha},
\]

\[
\text{Obj}' = \text{Obj} - \Delta \text{Obj}.
\]

3.1.2. Euclidean Distance Loss Function. The second loss function used in the network model is based on the synthetic 2D feature point error of the face, which is defined as follows:

\[
E_O = f(\text{Obj} + \Delta \text{Obj}) + \text{Pre} \]

Among them, the variable Pre represents the expected value of the 2D feature point position, and the function of the function \( f \) is to use the currently estimated 3D parameter value to obtain the corresponding 2D feature point output value.

3.2. Extraction of Facial Feature Points. The human face is composed of facial tissues such as eyes, nose, mouth, cheek contours, and the relative positions of these organs and tissues are fixed, so the corresponding feature point positions are also kept consistent. Therefore, in the geometric description of the human face, the geometric relationship of these organizations can be used as an important feature. Geometric feature description is to use a set of geometric feature vectors to represent the tissues and organs of the human face. The feature point extraction of the face is based on the contour of the face.
The core idea of LBF is to learn LBF features by randomly picking points near the feature points and performing residual operations on these points. Each feature point will learn several random trees, and the random trees will be combined to form a random forest. Then use the 0 or 1 feature vector generated by the random forest to represent the information of each feature point. When the random forests of these feature points are combined together, a global feature is formed. Finally, use this global feature to perform a global linear regression operation.

Based on the LBF algorithm, this paper proposes a multifeature selection idea. The improved LBF feature extraction process is shown in Figure 2. Applying the LBF algorithm to the operation of feature point extraction is to automatically find out the feature areas of the face such as eyes, nose, and mouth on the basis of face detection.

Given a face photo with \( n \) pixels, the variable \( Q(a) \) represents a feature point in the picture, and the variable \( E(a) \) represents a nonlinear feature extraction function. Expressed mathematically, find the smallest \( \Delta a \) of \( P(a + \Delta a) \).

\[
P(a + \Delta a) = \frac{E(Q(a + \Delta a)) - E(Q(a))}{E(Q(a + \Delta a)) + E(Q(a))}. \tag{4}
\]

It can be seen from formula (4) that when solving the regression key points of each step, it is necessary to know the output key point \( a \) of the previous level and the feature vector \( \lambda k \) obtained from the surrounding positions.

\[
a_{k+1} = E(a_k, \lambda_k). \tag{5}
\]

At this time, formula (5) is the calculation formula for each step. In traditional learning, each learning task is learned together to improve the performance of classification. In our method, the learning of a feature is a task. At this time, the objective function of equation (6) can be obtained according to the multifeature learning framework.

\[
\arg \min \sum \sum \text{loss}(b_k, a_k) + P(a_k + \Delta a_{k-1}). \tag{6}
\]

3.3. Screening of Facial Feature Points. The reason for feature point screening is that when extracting facial feature points from an image sequence, it will be affected by various factors.
and the extracted feature points are not completely correct. For example, the self-occlusion of the face, the occlusion of the external environment, and the errors in the extraction of feature points using the LBF algorithm in this paper will cause the extracted feature points to be unsatisfactory.

The Gabor wavelet transform has similar characteristics to the stimulus response system of mammalian visual cortex cells. The features extracted by the Gabor filter have good direction selectivity and scale selectivity. And the influence of different illumination can be overcome by designing a suitable Gabor filter. However, if the high-dimensional information of these feature points is directly calculated, the accuracy of face reconstruction will be affected. In order to reduce the impact of wrong feature points on high-dimensional face modelling, this paper proposes a feature point screening method, which uses the Gabor feature method to judge the matching of feature points. First, the Gabor filter is used to extract the texture features of the facial area and the Gabor features of the image block where the candidate feature points are extracted. After that, the extracted feature and the texture feature of the reference image block are used as correlation coefficients to determine the matching of feature points.

The definition of the Gabor function is as follows:

$$G(x, y, z) = \frac{\pi(2f)^2}{(\beta - 1)(\beta + 1)} e^{i(\pi f y / 4f)} e^{i\pi i f y (\frac{x}{2f} - \frac{x}{8})} e^{i\pi i f y (\frac{z}{2f})}.$$

(7)

Among them, the variable $z = (x, y)$ represents the pixel value at the coordinate $(x, y)$. The variable $f$ is the frequency domain nuclear spacing factor, and the variable $\beta$ is the ratio of the width of the window to the wavelength.

The facial area of the face in the $i$-th detection image is area $(z)$; then its Gabor feature is

$$G^i(x, y, z) = area(z) * G(x, y, z).$$

(8)

Select a face image from the image sequence, extract feature points from it, manually modify the feature points with errors, and use them as reference feature points. Calculate the correlation coefficient between the Gabor feature of the image block where the candidate feature points is located and the Gabor feature of the image block where the reference point is located, and average it.

### 3.4. 3D Face Reconstruction Based on CNN

The reconstruction of a 3D face is actually a matching process for the input image. That is, the 3D model is matched with the input image to obtain relevant parameters, and satisfactory matching results are obtained by adjusting the parameters.

By analysing the principle of 3DMM’s 3D face reconstruction, a single-view 3D face reconstruction method based on CNN is proposed. Fusion of the features of the 3D face from different images of the same individual is used as the expected output of the CNN model to train a network model that can output a single 2D face image corresponding to the individual’s 3D face shape. The network implementation block diagram constructed in this paper is shown in Figure 3.

The traditional 3D deformation model is based on the global vector to find the fitting coefficients, and the solution method adopts the least square method. Because the face has a complex physical structure and the face details are relatively concentrated, if the global function is used, the parameter will be ignored when fitting. The facial impact brought by the detail area prevents the face details from being fully restored. Therefore, this paper adopts the regionalized face reconstruction method to reconstruct each feature area separately. By solving the fitting parameters, the 3D feature points of the input 2D face image are obtained, the average model is selected to construct a 3D equation, the points of a certain partition of the average model are input as a function, the corresponding mapping point location information is solved, and the interpolation process is performed. Perform the above operations on each block to form a complete 3D model.

The main idea of the model is to construct a relationship equation between the feature points obtained from the input 2D image and the sample feature points of the 3D face data set. The model is divided into regions according to the feature points, fitting and solving are performed for each block, and finally, a realistic 3D model is formed. The following describes the model building process.

#### 3.4.1. The Feature Point Calibration of the Input Image.

The feature point extraction is based on the input face image to be restored, using the LBF feature point detection algorithm to perform feature point extraction and calibration on the reconstructed 2D image. The calibration position and the calibration position of the sample in the 3D face data set realize a one-to-one correspondence.

#### 3.4.2. Construct a Face Model Based on Feature Points.

According to the feature point information calibrated in the 3D face sample in the face alignment stage, a 3D face model is constructed. The 3D shape vector composed of the feature point set can be regarded as a subset of the 3D face feature vector.

#### 3.4.3. Regional Block.

The key to face reconstruction is to construct a realistic 3D model, which is mainly reflected in the details of the face, such as eyes, nose, and mouth. Traditional face reconstruction is to construct an overall fitting function for some feature points. This method cannot recover the face details very well, resulting in a lack of realism. Therefore, this paper proposes a block method to achieve regional reconstruction. Since there is a corresponding relationship between the feature points between the 2D input face image and the 3D face sample, the data samples are partitioned.

#### 3.4.4. Reconstruction of the Face Model.

According to the deformation model theory, $b_{pq}$ represents the $q$-th block of the $p$-th 3D face model in the face sample, which can be expressed by the following formula:
In formula (9), \( n \) represents the total number of feature blocks of the 3D face model in the 3D face data set, \( p \) represents the \( p \)-th 3D face model, \( q \) represents the numbered block of each \( p \)-th model, and \( x, y, z \), respectively, represent the 3D coordinate value in 3D Cartesian coordinates.

4. Results and Discussion

4.1. Experiment Description and Model Training. We use the server with 4 GPU cards as the experimental hardware equipment. Because Caffe’s open-source framework contains a large number of pretrained models for use, this framework is chosen to implement the algorithm.

The LFW data set is currently a common test set for face recognition. The face pictures provided are all from natural scenes in life. Therefore, the difficulty of recognition will increase, especially due to factors such as multiple poses, lighting, expressions, age, and occlusion, even if the same person’s photos are very different. And in some photos, more than one face may appear. For these multiface images, only the face with the centre coordinates is selected as the target, and other areas are regarded as background interference. The LFW data set has a total of 13,233 face images, and each image has a corresponding name. There are 5749 people in total, and most people only have one picture. The size of each picture is 250 \( \times \) 250, most of which are colour images, but there are also a few black and white face pictures. We use accuracy, error, and convergence for evaluation.

In the training phase, the weight attenuation of the network model is set to 0.005, the momentum factor is 0.99, and the initial value of the learning rate is \( 1 \times 10^{-6} \). As the number of iterations increases, the learning rate continues to decrease. At the 20th iteration, the value of the learning rate is \( 5 \times 10^{-6} \). At the 29th iteration, its value is \( 1 \times 10^{-7} \). The training of the final model has completed a total of 40 iterations.

4.2. Performance Analysis of the Alignment Network. Based on the LFW data set, experiments are carried out on the proposed alignment network and compared with LPFA, PIFA, CCL, and RCPR algorithms. The NME indicator is used to quantitatively evaluate the final output of the algorithm. The experimental results are shown in Figure 4.

The experimental results show that the alignment error of the alignment network in this paper is smaller than other methods, which quantitatively shows that the alignment effect of the network in this paper is better. The error of each visualization block obtained based on the LFW data set is shown in Figure 5.

As the visualization block increases, the error value decreases more and more slowly, at the cost of increased running time. Therefore, the determination of the number of
visualization blocks in the algorithm model is also based on the experimental results, while taking into account the running time of the algorithm and the effect of the algorithm.

In order to verify the performance of the proposed loss function, the effects of network models based on different loss functions were compared and analysed, including PDL, VDL, and WPDL. The network models based on these three loss functions have been trained until they converge. The test error of the network model during each iteration is shown in Figure 6.

The experimental results show that the network model using PDL has a large error and cannot converge to a satisfactory result. The effect of VDL is slightly better than PDL, but the problem of morbid curvature makes it only focus on some parameters during the optimization process, which limits its performance. In comparison, WPDL better fits the priority of each parameter and adaptively optimizes the weight of the parameter to achieve the best effect.

4.3. Performance Analysis of Multiple Feature Selection Algorithms. The traditional LBF uses a single feature to complete the positioning of the feature points. Such a result may cause the detection result to be inaccurate. A multi-feature selection LBF algorithm is proposed here. For this reason, the initialization models of the four algorithms of ESR, SIFI, LBF, and multifeature LBF are compared in the accuracy of the algorithms. A comparison was made in LFW data set. The reason for using the above three data sets is that it was discovered during the experiment that there are many special cases of human faces in the LFW data set, with faces of various angles and resolutions. The performance of the algorithm is tested on the LFW dataset, and the result is shown in Figure 7. Experimental results show that the multifeature selection LBF model is significantly better than other models.

4.4. Performance Analysis of Gabor Filter. In order to prove the feasibility of using the Gabor filter to extract texture features, we can reconstruct the face model by judging the matching degree of feature points.

Select 20 people on the LFW data set, each with 6 face images. LBF is used to extract 13 contour feature points of each face image as test points, and Gabor features and GLCM are used to extract texture features of 5 × 5 image blocks where the test points and reference points are located. Among them, the reference point is a point selected from the image sequence after manual correction. According to the method introduced above, obtain the texture feature correlation coefficient between the feature point and the reference point. For the correlation coefficient greater than 0.9, it is considered to be the correct matching point. Table 1 lists the experimental results of these two methods. It can be seen that the Gabor feature discriminates feature point matching more reliably.

Figure 8 describes the 3D information calculated by directly using these feature points and all the correct matching points without judging the matching of the feature points. It can be seen that the wrong matching points have an impact on the accuracy of 3D face structure restoration.
The above experimental results show that, after using the LBF algorithm to extract the feature points, it is an indispensable step to screen the correctness of the feature points, because it has a great impact on the accuracy of 3D face modelling. This paper uses the Gabor feature of the image block to effectively filter the feature points and remove the error generated when the LBF algorithm extracts the feature points.

4.5. Performance Analysis of 3D Face Reconstruction.
Figure 9 shows the experimental results obtained by various reconstruction methods, including the literature [28], 3DMM, optical flow method, and R3DMM algorithm. The experimental results are shown in Figure 9.

The results show that, compared with 3DMM and R3DMM, the accuracy of 3D face reconstruction is improved by combining traditional 3DMM with deep learning. Compared with the same sampling deep learning and 3DMM combined with the R3DMM algorithm, the reconstruction accuracy is also improved. It proves that the reconstruction network proposed in this paper can significantly improve the effect of face reconstruction.
5. Conclusion

Realistic 3D face models have broad application prospects in many fields such as face recognition, film and television production, and medicine. Therefore, in the field of computer vision, 3D face modelling has always been one of the hotspots of research. This paper proposes a new fast modelling algorithm for 3D faces by using face photos of film and television special effects. First of all, based on the LBF algorithm, this paper proposes a multifeature selection idea to automatically detect multiple features of the face. Secondly, in order to solve the shortcomings of slow training speed while achieving large pose face alignment, the regression-based CNN is selected as the algorithm to achieve fast convergence. Finally, by analysing the principle of 3DMM 3D face reconstruction, a single-view 3D face reconstruction method based on CNN is proposed. The proposed improved method is tested separately and compared with the previous algorithm to verify the effectiveness of the improved method in this paper. And the method is applied to 3D face modelling, and the simulation experiment shows that it has better reconstruction performance.
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