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Abstract
The estimation of the ratio of two means is studied within the neutrosophic theory framework. The variable of interest Y is measured in a sample of units and the auxiliary variable X is obtainable for all units using records or predictions. They are correlated and the sample is selected using simple random sampling. The indeterminacy of the auxiliary variable is considered and is modeled as a neutrosophic variable. The bias and variance of the proposed estimator are derived.
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1. Introduction

Atanassov (1999), considered how the soft set theory constitutes a general mathematical tool for modeling uncertainty and impreciseness. This approach overcomes the need of parameterizing, as in the theories of probability, fuzzy sets and rough sets. The neutrosophic theory is based on a new set conceptualization. The roots of it may be found in Smarandache (2002, 2003). Neutrosophic set is a generalization of the so-called intuitionistic fuzzy sets. This theory is being used in different areas of knowledge. See recent examples as Ajay, (2020), Crespo Berti (2020) in modeling real life problems; Hatip (2020) and Saqlain et al. (2020) who developed extensions of it.

Neutrosophic theory may be used for characterizing the indeterminacy of a variable. In real life problems the parameters of a population are unknown, and statistical inferential procedures usually replace them by an adequate estimation. Therefore, the unknowledge of the value of a parameter is overcome by determining approximate values of it. The statistician knows that the obtained values are imprecise. The inaccuracy is measured by using some formulas that provide a confidence level or an estimation error of the estimation. See recent discussions in ratio
estimation in Bouza and Alomari (2019), where solutions are derived by using auxiliary information for ranking the pre-selected units, and Subzar et al. (2019) who derived robust alternative ratio estimators.

Neutrosophic theory provides a new framework for dealing with impreciseness. It is well known that using a Neutrosophic point of view statistical concepts and methods may expanded, see Smarandache (2013, 2014), Schweizer (2020), Cacuango et al. (2020), for example. This theory deals not with crisp values of the variables, but with set values.

Neutrosophic statistical data analysis issues have been discussed in different papers, and alternative tools have been derived on the domain of neutrosophic sets. In general, Neutrosophic Statistics may be considered as an alternative to classical statistics. Decision makers may be concerned with applications where to deal with Neutrosophy in the sample is needed. See for example the papers of Hanafy, et al. (2012) who studied neutrosophic correlation in this context, Patro and Smarandache (2016) and Alhabib et al. (2018), who dealt with distributions. This paper is highly motivated by the contributions of Aslam (2018, 2019b), Aslam, et al (2020b), where sampling based tools for control charts neutrosophic random variables were developed as well as the applications of Neutrosophic statistical tools reported in Aslam (2019a) and Aslam et al. (2020a).

A basic structure in neutrosophic theory is the set

\[ A_N = \{(\xi, T_A(\xi), I_A(\xi), F_A(\xi)) | \xi \in \chi ; (\xi) \neq \phi \} \quad (1.1) \]

\[ T_A(\xi) = \text{degree of membership} \quad (1.2) \]

\[ I_A(\xi) = \text{degree of indeterminacy} , F_A(\xi) = \text{degree of non membership} \quad (1.3) \]

\[ v_A(\xi) \chi \rightarrow [0,1], v = T, I, F ; v \in [-0,1^+] \] \quad (1.4)

From a practical point of view the interval [0,1] is used due to the difficulties that arise from using ] -0,1^+].

For developing estimation methods in the context of this study neutrosophic numerical measures play a key role. The following results are particularly important.

Take \( \forall y \in R, Z \neq 0, Z \neq -W \) and holds that \( yZ + yW_{I_Z} = y(Z + W_{I_Z}) \). Then

1. \( \forall y \in R, Z \neq 0, Z \neq -W \) holds that

\[ \frac{yZ}{Z + W_{I_Z}} = \frac{y}{Z + W_{I_Z}} \]

2. \( \forall Z \neq 0, Z \neq -W \) holds that

\[ \frac{I_Z}{Z + W_{I_Z}} = (Z + W_{I_Z})^{-1}I_Z \]

3. \( \forall Q \neq 0 \) holds that

\[ \frac{Z + W_{I_Z}}{Q} = \frac{Z}{Q} + \frac{W_{I_Z}}{Q} \]

4. \( \forall Z \neq 0, Z \neq -W \) holds that

\[ \frac{Z}{Z + W_{I_Z}} = \frac{Z}{Z + W_{I_Z}} \]
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See Smarandache (2013, 2014) for details.

The statistical procedures, based on equations and formulas, may be generalized, by using the framework provided by neutrosophic theory. Substituting an estimate of a parameter $\theta$ by a set value, say $\hat{\theta}_n$, the estimate determines a neighborhood of $\hat{\theta}$, which includes the point estimate $\hat{\theta}$. The impreciseness associated to the point estimator $\hat{\theta}$ is included in the neutrosophic representation of the estimate.

An open-minded statistician will agree with this modeling. In real life, a sample is selected from the population but when the statistics are computed the situation has changed. That is, the true value of the variable is different from the value measured and used in the computations. Consider for example a study of the persons infected with Covid-19. The researcher selects a sample for developing PSR-tests and the degree of infection of the selected persons is measured, say $Z$. When the laboratory ends processing the collection of tests, the real value of $Z$ in the patients may be very different. Hence, the decision making rule should consider that the value $Z$ is imprecise. Determining a neighborhood of the computed estimate would be more realistic. Referring only to randomness, for modeling uncertainty, is myopic in many cases. Developing particular neutrosophic statistical methods should allow dealing with randomness and indeterminacy at the same time.

Let us provide a theoretical frame for sampling. Take a finite population of items

$$U = \{u_1, ..., u_M\}$$

(1.5)

A random sample is selected from $U$ using a sample design $d$. The probabilistic model is characterized by $(U, d)$. The sample space $S$ is an adequate algebra. The sampler fixes to use as sampling design a certain probability measure

$$d(s) = \text{probability of observing a subset } s \subseteq U, \sum_{s \subseteq U} d(s) = 1$$

(1.6)

Taking $Y$ as the variable of interest and $u_i$ as an item of $U$ the evaluation is represented by $Y(u_i) = Y_i$. A random sample $s$ of size $m$ is selected by using the sample design $d$. If $u_i \in s$, then $Y_i$ is a random variable. In classical statistics $Y$ is evaluated in the units selected and an estimate (a statistic) is computed. The unknown parameter $\theta$ is estimated using an estimator

$$\hat{\theta} = \hat{\theta}(Y(s)), Y(s) = \{Y_1, ..., Y_m|\forall i = 1, ..., m; u_i \in s\}$$

(1.7)

The behavior of a statistic is evaluated considering how it behaves in the long run. That is, how is its performance when analyzing a long sequence of samples $s_1, ..., s_P, P \to \infty$. 
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Considering neutrosophic statistics an extension of the classical statistics may be developed using the similar principles. When the statistician considers that the data is known only approximately, he/she would not be confident in the inferences generated using crisp numbers. For example if a question is sensitive the respondent will tend to falsify the true value of \( Y \), if carrying the stigma. Then the data is expected to be indeterminate. This situation is present in different neutrosophic studies as in the problems analyzed in Cacuango et al. (2020).

Neutrosophic statistics framework admits that the information provided by the data is not crisp, but ambiguous, vague, imprecise and/or incomplete. When the indeterminacy is zero the analysis made using a neutrosophic point of view would coincide with the results derived by classical statistics. The practitioner, using neutrosophic statistical methods, would interpret and organize the data taking into account the existence of these indeterminacies for obtaining some clues on the underlying patterns.

Some basic ideas on the estimation within a neutrosophic theory framework are developed in the next section. Section 3 is concerned with the development of some aspects of estimation theory in a Neutrosophic context. Section 4 develops a theory on ratio estimation. Numerical experiments are discussed in the Section 5.

2. Estimation in a Neutrosophic context

The proposals of Smarandache (2014, 2016) discussed how common statistic equations and formulas, due to the data indeterminacy of some of the involved variables, may be better replaced by considering that they take values in a fixed set. The usual notation is to replace the variable crisp \( Z \) by its neutrosophic counterpart \( Z_N \). \( N \) identifies that the variable is “neutrosophic”. The impreciseness on the true value of \( Z \) is modeled by considering not a value but a set including it. In the applications of statistics the decision makers frequently deal with imprecise data. A convenient model seems to be considering \( Z_{IN} = Z_i + A_i I_Z \) instead of \( Z_i \). The statistician measures \( Z_i \) but has the feeling that it is imprecise. It is subject to a basic error, which belongs to an interval \( I_Z \), and is “tuned” by \( A_i \) for each “\( i \)”. For example, a promoter obtains in the web a value of the index of achievement of a singer, say \( Z_i \), but doubts that it is correct, as changes in the public preferences are constant. Hence, the change in the singers indexes moves in \( I_Z = (-2.5, 2.5) \) but for a particular singer the decision maker considers that it may be 3.5 times larger. Then, is recorded \( Z_i + 3.5 I_Z \). Note that now the decision maker is able to implement decision rules where impreciseness is modeled.

Consider a sample of size \( m \), the observations determine the sequence \( \{(Z_i + A_i I_Z), i = 1, \ldots, m\} \). From Smarandache (2014, 2016), is easily deduced that the sample mean is

\[
\bar{Z}_{N(m)} = \bar{Z}_m + \bar{A}_m I_Z = \frac{1}{m} \left( \sum_{i=1}^{m} Z_i + \sum_{i=1}^{m} A_i I_Z \right)
\]  

(2.1)

The deviation of each observation is
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\[ D_{N(m)i} = (Z_i + A_i l_x) - (\bar{Z}_m + \bar{A}_m l_x) \]  
and its square is given by
\[ D_{N(m)i}^2 = [D_{N(m)i} = (Z_i + A_i l_x) - (\bar{Z}_m + \bar{A}_m l_x)]^2 \]  

Therefore, the sample variance is
\[ s_{\bar{Z}_N}^2 = \frac{1}{m} \sum_{i=1}^{m} (Z_i - \bar{Z}_m)^2 + \frac{1}{m} \sum_{i=1}^{m} [2(Z_i - \bar{Z}_m)(A_i - \bar{A}_m) - (A_i - \bar{A}_m)^2] l_x \]  

(2.4)

because
\[ (Z_i - \bar{Z}_m + A_i l_x - \bar{A}_m l_x)^2 = (Z_i - \bar{Z}_m)^2 + [2(Z_i - \bar{Z}_m)(A_i - \bar{A}_m) + (A_i - \bar{A}_m)^2] l_x \]  

(2.1) and (2.4) estimate the neutrosophic parameters

\[ \bar{Z}_N = \bar{Z}_M + \bar{A}_M l_x = \frac{1}{M} \sum_{i=1}^{M} Z_i + \frac{1}{M} \sum_{i=1}^{M} A_i l_x \]  

(2.5)

\[ \sigma_{\bar{Z}_N}^2 = \frac{1}{M} \sum_{i=1}^{M} (Z_i - \bar{Z}_M)^2 + \frac{1}{M} \sum_{i=1}^{M} [2(Z_i - \bar{Z}_M)(A_i - \bar{A}_M) - (A_i - \bar{A}_M)^2] l_x \]  

(2.6)

The interest of the decision maker is concerned with estimating a ratio of two variables. One of them is measured and the other is obtained from records. For example, we may develop an inquiry and obtain an achievement index for singers of the disk company. The records obtained in the web provide information on the downloads of a song but they are considered imprecise. Then the decision maker has a crisp variable, obtained in the inquiry, and a neutrosophic one obtained from the web.

In the sequel the sample design considered is Simple Random Sample With Replacement (SRSWR). The paper is concerned with the estimation of the ratio of a crisp variable and a neutrosophic one. The approximated bias and variance of the proposal are derived in the next section.

3. Some considerations on sampling

The importance of sampling experiments in different fields of applied sciences is one of the most important achievements of statistical inferences. The model considers the existence of a finite population \( U = \{u_i, ..., u_M\} \). The units are well identifiable. The researcher is interested in estimating a function of a variable \( Y \). It is well defined for each individual of the finite population \( U \). It is useful assuming that the experimenter have the knowledge of an auxiliary variable \( X \) for any individual of \( U \{X(u_i) = X_i, i = 1, ..., M\} \) but \( Y \) is unknown. The sampler may use the known values of \( X \) in the inference process. Under some mild conditions we may develop models, which yield more accurate results including the information provided by \( X \). It is common that we should deal with indeterminacies in the values of \( X \) and is needed to determine how the model is affected. Hence, as the recorded values of \( X \) are imprecise an alternative is to use the neutrosophic number \( X+AI_X \).
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The sample experiments are described as usual. For the population \( U \) there is a sample space \( S \). The sampler selects a sample design \( d(s) \). It assigns a probability to each element of the sample space and allows determining the probability of selecting a certain unit of \( U \) by computing

\[
P(u_i) = \sum_{s \in S} d(s)
\]

The variable of interest \( Y \) is measured in each selected unit, it is a random variable \( y_i \) that provides a result \( Y(u_i) \). The sampler looks in the collection of recorded values of \( X, X_1, ..., X_M \) and obtains the corresponding random value \( x_i \). Due to the existence of some indeterminacy is considered that it is the neutrosophic random variable

\[
X_i + I_{x_i} I_{X_i} = A_i I.
\]

Then, in the study should be considered the existence of indeterminacy in the records and acknowledging this fact to work within a neutrosophic framework. Hence, taking an individual \( u_i \) of the population \( u \Rightarrow (Y_i, X_i + I_{x_i}), I_X = A_i I \) is obtainable from it. As the unit is selected with probability \( P(u_i) \) the gathered information is random. Using the sample design \( d \) the expectation of the result of the random experiment may be determined. Performing simple operations with neutrosophic numbers for an observation it is

\[
\mathbb{E}_d(Y_i, X_i + I_{x_i}) = \sum_{j=1}^{M} Y_j X_j + A_i I \quad P(u_i) = \left( \sum_{j=1}^{M} Y_j P(u_j), \sum_{j=1}^{M} X_j P(u_j) + \left( \sum_{j=1}^{M} A_j P(u_j) \right) I_X \right) = (\mu_{Y_i} + \mu_{X_i} + \mu_{I_{x_i}}).
\]

In the rest of the paper, without losing in generality, is considered that \( A_j = A \) for any \( j = 1, ..., M \).

The sampling design to be considered in this paper is Simple Random Sampling (SRS) Without replacement. It is defined, see Singh (2003), as

\[
d(s) = \begin{cases} \frac{1}{m} & \text{if } \|s\| = m \\ 0 & \text{otherwise} \end{cases}
\]

In that case

\[
\forall i = 1, ..., M, P(u_i) = \frac{m}{M}.
\]

This result also holds if the selection is made with replacement. When \( M \) is sufficiently large the difference between selecting with or without replacement is negligible, in terms of the inferential processes, when

\[
\frac{M-m}{M} \approx 1.
\]
A SRS sample is selected and are observed the realizations \( \{ y_i, x_i + A_i I_X, \forall i = 1, \ldots, m \} \). Under SRS \( P(u_i) \) is constant and using (3.2) the expectation is

\[
E_d(y_i, x_i + I_{x_i}) = (\overline{y}, \overline{x} + \overline{A} I_X), \overline{z} = \frac{1}{M} \sum_{j=1}^{M} z_j, Z = Y, X
\]

because, for this design

\[
\mu_{xZ} = \overline{Z} = \frac{1}{M} \sum_{i=1}^{M} Z_i; \quad Z = X, Y, A
\]

Using (2.6) is easily derived that the variance of \( x_i + I_{x_i} \) is given by

\[
V_d(x_i + I_{x_i}) = \sigma^2_{\hat{x}_M} = \frac{1}{M} \sum_{i=1}^{M} (X_i - \overline{X}_M)^2 + \frac{1}{M} \sum_{i=1}^{M} [2(X_i - \overline{X}_M)(A_i - \overline{A}_M) - (A_i - \overline{A}_M)^2] I_Z = \sigma^2_{\hat{x}} + \tau_{x,Z} I_X
\]

\[
Y \text{ is a crisp variable and its variance is}
\]

\[
V_d(y_i) = \sigma^2_{\hat{y}_M} = \frac{1}{M} \sum_{i=1}^{M} (Y_i - \overline{Y}_M)^2
\]

4. A ratio estimator

Frequently statistical research must deal with the estimation of a ratio or use it for deriving an estimator of the mean or the total of a variable of interest \( Y \). A concomitant, or auxiliary, variable \( X \), correlated with \( Y \), is known. The population ratio of them is \( \hat{R} = \frac{\overline{Y}}{\overline{X}} \). Consider that a SRS sample is drawn from the population. A naive estimator is \( \hat{R} = \frac{\overline{Y}}{\overline{X}} \), where \( \overline{y} \) and \( \overline{x} \) are the sample means of \( Y \) and \( X \). The auxiliary variable is obtained, commonly, from records or predictions, which usually are outdated and/or subject to impreciseness. The impreciseness may be modeled adequately in the context of Neutrosophic Theory. Consider the neutrosophic number \( +AI_X, I_X \in (a, b) \). The sampler may model the imprecise knowledge on \( X \) by determining that for every individual of the population a measurement error interval. For example, if the decision maker considers that the percent of tax under-report is between 0% and 20%, is fixing that \( I_X \in (0, 0.2X) \).

The variable \( Y \) is measured by direct interviewing the individuals of the population. It is a non-neutrosophic number. In the previous example, \( R \) may be

- The rate of the mean of the preferences of the public for a song with respect to the monthly mean of downloads.
- The rate of the reported taxes with respect to the previous occasion payments.
- The ratio of the fuel consumption reports of a transport enterprise in two consecutive months.
- The ratio of monthly incomes of employees versus the use of their credit card.
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The classical sampling theory assumes the non-existence of impreciseness in $X$. The sampler, being uncertain on the preciseness of the values of $X$, fixes $(x_0, x_1)$ and works with the neutrosophic value $X_N = x_i + A_I x_i; I_x_i \in (x_0, x_1), i = 1, ..., M$. Take the crisp ratio of the means of two variables $Y$ and $X$

\[ R = \frac{\sum_{i=1}^{n} Y_i}{\sum_{i=1}^{n} X_i} = \frac{\bar{Y}}{\bar{X}} \]  

(4.1)

$X$ is known but is expected that it may change when the data is processed for computing. As the values of $X$ come from imprecise recorded data, the decision maker fixes a conservative rule using $Q = \bar{Y}, Z = \bar{X}, W = \bar{X}$. In the context of neutrosophic $R$ is denoted as

\[ R = \frac{Q}{Z+W} = \frac{Q}{\bar{Z} + \bar{W}} \]  

(4.2)

The alternative neutrosophic population ratio is

\[ R_N = \frac{\bar{Y}}{\bar{X}} + \frac{\bar{V}}{\bar{X} + \bar{X}} I_x \]  

(4.3)

The operator $\frac{\bar{Y}}{\bar{X} + \bar{X}} = R^*$ is used for modeling the indetermination present in the unknowledge of the true value of $\bar{X}$. Values of $I_x$ close to zero model the decision maker’s confidence that $\bar{X}$ is the true expectation of $X$. In many occasions is adequate using

\[ I_x = \frac{1}{n} \sum_{i=1}^{N} I_{x_i} = I_{x}, I_X \in (x_0, x_1). \]  

(4.4)

The decision maker usually fixes $x_0=0$.

Once a sample is selected the sample mean of $X_N$ is computed

\[ \bar{x}_N = \bar{x} + A_m I_x; \bar{x} = \frac{1}{m} \sum_{i=1}^{n} x_i \]  

(4.5)

as well as

\[ \bar{y} = \frac{1}{m} \sum_{i=1}^{n} y_i \]  

(4.6)

The need of estimating a ratio of two variables in this context suggests using $\bar{A_m} = \bar{x}$. Then, the neutrosophic estimator is
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\[ \hat{R}_N = \frac{\hat{y}}{\hat{s}_N} = \frac{\hat{y}}{\hat{x}} + \frac{\hat{y}}{\hat{z}^2 + \hat{x}} \hat{I}_X = r + r^* \hat{I}_X \] (4.7)

Take the first term and analyze
\[ r - R = \frac{\hat{y}}{\hat{x}} - \frac{\hat{y}}{\hat{x}} \] (4.8)

Consider that \( \Delta_x = \frac{\hat{z} - \hat{y}}{2}, Z = X, Y \). As \( |\Delta_x| < 1 \) with \( \lim_{t \to \infty} \Delta_x = 0 \) is valid developing \( \Delta_x \) in the Taylor Series

\[ r \equiv R \left( 1 + \Delta_y \right) (1 + \Delta_x)^{-1} \equiv R \left[ 1 + \Delta_y - \Delta_x + \Delta_y^2 - \Delta_x^2 + O(\Delta_x) \right] \]

The expected values of the summands are
\[ E_d(\Delta_x^2) = 0, z = x, y E_d(\Delta_2^2) = \frac{\sigma_x^2}{nX^2}, E_d(\Delta_y \Delta_x) = \frac{\sigma_{xy}}{nY^2} \]

and is derived that
\[ E_d(r - R) \equiv \frac{\sigma_x^2}{nX^2} - \frac{\sigma_{xy}}{nY^2} \] (4.9)

For the second term
\[ (r^* - R^*) I_X \equiv \left( \Delta_y + \Delta_x^2 - \Delta_y \Delta_x + O(\Delta_x^2) \right) I_X \] (4.10)

where
\[ \Delta_{dx} \equiv \frac{(\bar{x}^2 + \bar{x}) - (\bar{x}^2 + \bar{x})}{\bar{x}^2 + \bar{x}} \] (4.11)

The approximation is valid assuming that \( \Delta_{dx} \equiv 0 \) for a sufficiently large sample size. The first term of the expected value is \( E_d(\Delta_y) = 0 \). Note that

\[ \Delta_x^2 = \frac{(\bar{x} - \bar{x})^2}{\bar{x}^2 + \bar{x}} \] (4.12)

Its design expectation is
\[ E_d(\Delta_x^2) = \frac{1}{(\bar{x}^2 + \bar{x})^2} \left[ (\mu_{X^4} - \bar{X}^4) + (\mu_{X^3} - \bar{X}^3) + \frac{2\sigma_x^2}{m} (1 - 2(\bar{X}^2 + \bar{X})) \right] \] (4.13)

On the other hand
\[ \Delta_y \Delta_{dx} = \frac{(\bar{y} - \bar{y})}{\bar{y}} \left( \frac{(\bar{x}^2 + \bar{x}) - (\bar{x}^2 + \bar{x})}{\bar{x}^2 + \bar{x}} \right) \] (4.14)

and
\[ E_d(\Delta_y \Delta_{dx}) \equiv \frac{1}{m} \left( \frac{1}{\bar{y}} \right) \left( \frac{1}{\bar{X}^2 + \bar{X}} \right) \left( m\sigma_{y\Delta_x^2} + \sigma_{yx} - \bar{y} \sigma_x^2 \right) \] (4.15)

Hence we may state that
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Bias \( \hat{R}_N \) is given by:

\[
\hat{R}_N \approx \left[ \frac{\sigma^2}{m^2} - \frac{\sigma y\nu}{m^2} \right] + \frac{1}{(\bar{x}^2 + \bar{y}^2)} \left[ (\mu_{\bar{x}4} - \bar{x}^4) + (\mu_{\bar{x}3} - \bar{x}^3) + \frac{\sigma^2}{m} (1 - 2(\bar{x}^2 + \bar{y}^2)) \right] + \frac{1}{m} \left( \frac{1}{\bar{x}^2 + \bar{y}^2} \right) \left( m\sigma_{\bar{x}2} + \sigma_{\bar{x}y} - \bar{y} \sigma_{\bar{x}} \right) \bigg|_{\bar{x}}
\]

(4.16)

Then, we have proved the following result.

**Proposition 1.** The expectation of the estimator \( \hat{R}_N = \frac{\bar{y}}{\bar{x}} + \frac{\bar{y}}{\bar{x}^2 + \bar{y}^2} I_{\bar{x}} = r + r' I_{\bar{x}} \) of the neutrosophic ratio \( R_N = \frac{\bar{y}}{\bar{x}} + \frac{\bar{y}}{\bar{x}^2 + \bar{y}^2} I_{\bar{x}} = R + R' I_{\bar{x}} \), when the sample is selected using simple random sampling, is approximately

\[
E_d(\hat{R}_N) \approx R_N + \left[ \frac{\sigma^2}{\bar{x}^2} - \frac{\sigma y\nu}{\bar{x}^2} \right] + \frac{1}{(\bar{x}^2 + \bar{y}^2)} \left[ (\mu_{\bar{x}4} - \bar{x}^4) + (\mu_{\bar{x}3} - \bar{x}^3) + \frac{\sigma^2}{m} (1 - 2(\bar{x}^2 + \bar{y}^2)) \right] + \frac{1}{m} \left( \frac{1}{\bar{x}^2 + \bar{y}^2} \right) \left( \sigma_{\bar{x}2} + \sigma_{\bar{x}y} - \bar{y} \sigma_{\bar{x}} \right) \bigg|_{\bar{x}}
\]

(4.17)

when the sample size is sufficiently large for accepting that both \( \Delta_{\bar{x}2} \) and \( \Delta_{\bar{y}} \) are approximately equal to zero for a large sample size \( m \).

For deriving the Mean Squared Error (MSE) consider

\[
(\hat{R}_N - R_N)^2 = \left( \frac{\bar{y}}{\bar{x}} + \frac{\bar{y}}{\bar{x}^2 + \bar{y}^2} I_{\bar{x}} - \frac{\bar{y}}{\bar{x}^2 + \bar{y}^2} I_{\bar{x}} \right)^2 = (r - R + r'I_{\bar{x}} - R'_NI_{\bar{x}})^2 = (r - R)^2 + (r'I_{\bar{x}} - R'_NI_{\bar{x}})^2 + 2((r - R)(r'I_{\bar{x}} - R'_NI_{\bar{x}}))
\]

(4.18)

Developing the first term in taylor series is obtained

\[
(r - R)^2 \equiv \Delta_{\bar{y}2} + \Delta_{\bar{x}2} - 2\Delta_{\bar{y}} \Delta_{\bar{x}}
\]

(4.19)

Hence

\[
E_d(r - R)^2 \equiv \frac{\sigma^2 y}{m^2} + \frac{\sigma^2 x}{m^2} - 2 \frac{\sigma y\nu}{m\bar{x}}
\]

(4.20)

The second term is

\[
(r' - R')^2 I_{\bar{x}} \equiv \left[ \Delta_{\bar{y}2} + \Delta_{\bar{y}dx} - 2\Delta_{\bar{y}dy}\Delta_{\bar{x}} + O(\Delta_{\bar{y}dx}) \right] I_{\bar{x}}
\]

(4.21)

and its expectation is given by

\[
E_d(\left( r' - R' \right)^2 I_{\bar{x}}) \equiv \left[ \frac{\sigma^2 y}{m^2} + \frac{1}{(\bar{x}^2 + \bar{y}^2)} \left[ (\mu_{\bar{x}4} - \bar{x}^4) + (\mu_{\bar{x}3} - \bar{x}^3) + \frac{\sigma^2}{m} (1 - 2(\bar{x}^2 + \bar{y}^2)) \right] - 2 \frac{1}{m} \left( \frac{1}{\bar{x}^2 + \bar{y}^2} \right) \left( \sigma_{\bar{x}2} + \sigma_{\bar{x}y} - \bar{y} \sigma_{\bar{x}} \right) \bigg|_{\bar{x}}
\]

(4.22)
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Developing the third term is obtained

\[
((r - R)(r^* I_X - R^*_N I_X)) \equiv (\Delta y - \Delta_y + \Delta^2_{xy} - \Delta^2_{x}) (\Delta_y + \Delta^2_{xy} - \Delta^2_{x}) I_X \equiv (\Delta^3_y - \Delta_y \Delta_x) I_X \quad (4.23)
\]

because only the terms of order \( t \leq 2 \) in the Taylor Series are considered as significant. Therefore

\[
E_d((r - R)(r^* I_X - R^*_N I_X)) \equiv \left( \frac{\sigma_y^2}{mY^2} - \frac{\sigma_{yx}}{mY \bar{X}} \right) I_X \quad (4.24)
\]

These results are used for proving the following proposition

**Proposition 2.** Under the set of hypothesis of proposition 1 the approximate MSE of

\[
\hat{R}_N = \frac{\bar{y}}{\bar{x}} = \frac{\bar{y}}{\bar{x}^2 + \bar{x}} I_X = r + r^* I_X \quad (4.25)
\]

is

\[
MSE(\hat{R}_N) \equiv \left[ \frac{\sigma_y^2}{mY^2} + \frac{\sigma^2}{mX^2} - 2 \frac{\sigma_{yx}}{mY \bar{X}} \right] + \left[ \frac{2\sigma^2}{mY^2} + \frac{1}{(\bar{X}^2 + \bar{X})^2} \left( (\mu_{y\bar{X}} - \bar{X})^2 + (\mu_{y\bar{X}} - \bar{X})^3 + \frac{\sigma^2}{m} \left( 1 - 2(\bar{X}^2 + \bar{X}) \right) \right) \right.
\]

\[
- 2 \left( \frac{1}{Y} \right) \left( \sigma_{yx^2} + \sigma_{y\bar{X}} - \bar{y} \sigma^2_{\bar{X}} \right) - \frac{\sigma_{yx}}{mY \bar{X}} I_X \right] \quad (4.26)
\]

Note that, if \( I_X = 0 \) the classical sampling results on ratio estimators are obtained.

5. **Numerical studies**

Only one of the multiple theoretical challenges of developing neutrosophic counterparts of sampling models is considered in this paper. The estimation of a ratio when the auxiliary variable is neutrosophic poses a set of theoretical problems to be solved for other classes of ratio estimators.

With the aims of illustrating the behavior of proposal, data obtained from four real life problems are analyzed numerically. They are:

P1. 230 persons with ages in the interval 15-35 were questioned on the preferences for 5 songs. The reports \( Y \) were measured in a scale 1-10. The mean of the daily downloads of the songs in the last 30 days was the auxiliary variable \( X \). The manager of a record company is the decision maker.
P2. The farmers tax-report was the variable of interest $Y$ and $X$ was the last month tax-payment. The population size was 450. The consensus of the specialists of the state office performed the role of the decision maker.

P3. The fuel consumption report of a fleet of 76 vehicles in two consecutive months was measured. $Y$ was the consumption in the actual month and $X$ the report in the previous month. The owner of the enterprise acted as decision maker.

P4. The monthly incomes of 117 employees of an enterprise was $Y$ and $X$ was the total amount of operations with their credit cards. The owner of the enterprise acted as decision maker.

The researchers had a complete knowledge of $Y$ and $X$. Hence was possible to compute the values of the involved parameters. $\hat{R}_N$ was obtained from the sample results and compared with the true value of $R_N$. $B$ random samples of size $m$ were selected from each population and the accuracy of the estimates was measured computing

$$α_{p_j} = \frac{1}{B} \sum_{i=1}^{B} |r - R_i|_x + \frac{1}{B} \sum_{i=1}^{B} |r^* - R_i^*|_x = α_{cj} + α_{nj} \quad j = 1, \ldots, 4$$

(5.1)

Using the population information was computed (4.26) for each population

$$MSE(\hat{R}_N) = M_{Cj} + M_{nj} = MSE_j \quad j = 1, \ldots, 4$$

(5.2)

See the results of the study in Table 1.

| Population | m  | B     | $α_{cj}$  | $α_{nj}$ | $α_{p_j}$ | $M_{Cj}$ | $M_{nj}$ | MSE$_j$ |
|------------|----|-------|-----------|----------|-----------|----------|----------|--------|
| 1          | 25 | 1000  | 0.324     | 0.072-0.250 | 0.396-0.774 | 1.561     | 6,331-7,117 | 7.892-8,678 |
| 2          | 50 | 1500  | 1.920     | 0.400-0.652 | 2,320-2,552 | 5,452     | 0.851-1,807 | 6,303-7,259 |
| 3          | 15 | 2600  | 2,690     | 0.841-1,741 | 3,531-4,431 | 8,785     | 6,263-11,549 | 15,048-20,334 |
| 4          | 25 | 2000  | 1,130     | 0,757-0,965 | 1,887-2,095 | 1,873     | 6,022-7,625 | 7,895-8,498 |

A lecture of the lines of the previous table suggests that the samples averaged an absolute difference between the estimate and the true value, which take values in the corresponding fifth column. The MSE of the methods appears in the eighth column. The decision makers fixed the corresponding $I_X$. They considered that was obtained a good description of the impreciseness of the estimates rules by their appreciations.
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