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Abstract. In this paper we address the problem of testing whether two observed trees \((t, t')\) are sampled either independently or from a joint distribution under which they are correlated. This problem, which we refer to as correlation detection in trees, plays a key role in the study of graph alignment for two correlated random graphs. Motivated by graph alignment, we investigate the conditions of existence of one-sided tests, i.e. tests which have vanishing type I error and non-vanishing power in the limit of large tree depth.

For the correlated Galton-Watson model with Poisson offspring of mean \(\lambda > 0\) and correlation parameter \(s \in (0, 1)\), we identify a phase transition in the limit of large degrees at \(s = \sqrt{\alpha}\), where \(\alpha \sim 0.3383\) is Otter’s constant. Namely, we prove that no such test exists for \(s \leq \sqrt{\alpha}\), and that such a test exists whenever \(s > \sqrt{\alpha}\), for \(\lambda\) large enough.

This result sheds new light on the graph alignment problem in the sparse regime (with \(O(1)\) average node degrees) and on the performance of the MPAlign method studied in [12, 19], proving in particular the conjecture of [19] that MPAlign succeeds in the partial recovery task for correlation parameter \(s > \sqrt{\alpha}\) provided the average node degree \(\lambda\) is large enough.

Introduction

Upon the observation of two unlabeled rooted trees \(t\) and \(t'\) of depth at most \(d\), how well can the statistician tell whether the trees are correlated or independent? This fundamental statistical task, namely correlation detection in trees, has been introduced in [11] and further studied in [12] and [19].

Correlation detection has also been studied for Erdős-Rényi graphs [1]: information-theoretic limits are given in [22, 8], and [16] proposes an algorithm based on counting trees which succeeds in polynomial time in some regime of parameters.

Correlation detection in trees can be defined per se and studied as such; indeed, the related question of finding proximity measures between unlabeled trees has been addressed in fields as diverse as e.g. combinatorics [17], theoretical computer science [21], and phylogenetics [4].

Recent work [11, 12, 19] also shows that this problem arises naturally in the study of graph alignment [6, 7, 23, 10] in the following manner. Consider the so-called correlated Erdős-Rényi graph model which consists of two graphs \(G, G'\) on node set \([n]\) where for each pair of nodes \(i < j \in [n]\), the indicators of \((i, j)\) edge presence in the two graphs are Bernoulli random variables with parameter \(q \in (0, 1)\) and correlation \(s \in (0, 1)\). Let then graph \(H\) be obtained from \(G'\) by relabeling its nodes according to some uniformly random permutation \(\pi^*\).

In this setup, graph alignment consists in recovering \(\pi^*\) from the observation of \((G, H)\). A potential approach aims to determine whether node \(u\) of \(G\) is matched to node \(u'\) of \(H\), namely whether \(u' = \pi^*(u)\), based on the local structures of the graphs \(G, H\) around these candidate vertices \(u, u'\). With this approach, considered in [11, 12, 19], one forms the estimator \(\hat{\pi}\).
such that $\tilde{\pi}(u) = u'$ if and only if the local structure of graph $G$ in the neighborhood of node $u$ is somehow close (or more precisely, correlated) to the local structure of graph $H$ in the neighborhood of node $u'$.

In the sparse regime where $q = \lambda/n$ with $\lambda = \Theta(1)$, it is well known [2] that the neighborhoods up to fixed distance $d$ of node $u$ (resp. $u'$) in $G$ (resp. $G'$), are both asymptotically as $n \to \infty$ distributed as Galton-Watson branching trees. More specifically, if $u' = \pi^*(u)$, then the two neighborhoods are asymptotically jointly distributed as correlated Galton-Watson branching trees $\mathbb{P}_{d}^{(\lambda,s)}$. On the other hand, for pairs of nodes $(u, u')$ taken at random in $[n]$, the two neighborhoods are asymptotically independent Galton-Watson branching trees $\mathbb{P}_{d}^{(\lambda)}$. Hence the problem of detecting correlation in random trees appears naturally as a 'subroutine' to solve the recovery task in the random graph alignment problem.

In the sparse regime, random graph alignment is particularly challenging. Indeed, only a partial fraction of the nodes can be recovered by any estimator, as shown by [6]. More precisely, the best fraction one can hope for is upper-bounded by the typical proportion of nodes in the giant component of the underlying intersection graph $\mathcal{G}$, implying that only a vanishing fraction can be aligned when the average degree $\lambda s$ of the intersection graph verifies $\lambda s \leq 1$, see [13]. Information-theoretic bounds for partial recovery have been progressively improved [14], [23], culminating with the result of [9] which shows that a non-vanishing fraction of nodes can be aligned provided $\lambda s > 1$. Combined with the aforementioned result of [13], it implies that $\lambda s = 1$ is the threshold for information-theoretic partial alignment.

Other recent works have provided algorithms for deciding whether the two local structures up to distance $d$ are correlated, namely if the pair $(u', u)$ corresponds to the same node in the underlying intersection graph $G \wedge G'$. As further discussed in Remark 1.6, the right notion of test in the present context is that of one-sided tests, namely tests for deciding between the null hypothesis (trees uncorrelated) and the alternative hypothesis (trees correlated) with vanishing type I error and non-vanishing power as the tree depth $d$ increases.

A first approach proposed in [11] consists in a test based on a measure of similarity between two trees: the tree matching weight, defined as the maximal size of a common subtree, measured by its number of leaves. [11] shows that a one-sided test can be constructed from the tree matching weight statistic for the parameter range $\{(\lambda, s) : \lambda \in (1, \lambda_0], s \in (s^*(\lambda), 1]\}$, where $\lambda_0 > 1$ and $s^*(\lambda) < 1$.

[12] studies the optimal test based on the likelihood ratio and characterizes ranges of parameters where it succeeds or fails at being one-sided.

[12] then proposes a message-passing algorithm for graph alignment, MPAlign, that is naturally inspired by the related problem on trees. [12] goes on to show that, in some parameter ranges, MPAlign provably returns a partial matching containing a non-vanishing fraction of correctly aligned nodes and a vanishing fraction of misaligned vertices, i.e. achieves one-sided partial recovery. The connection between the tree and the graph problems is formalized by the following

**Theorem 1** ([12], Theorem 2). *For a given $(\lambda, s)$, if there exists a one-sided test for correlation detection in the tree problem, then one-sided partial alignment in the correlated Erdős-Rényi model is achieved in polynomial time by the algorithm MPAlign.*

In parallel, [19] studied this same algorithm, giving also numerical results and insights for extensions to more general models. For the correlated Galton-Watson models, the authors conjectured – among other things – that $s = \sqrt{\alpha}$ is the sharp threshold for one-sided detection asymptotically in the limit $\lambda \to \infty$, where $\alpha \sim 0.3383$ is the Otter’s constant defined below in Proposition 1.1.

The goal of this study is to prove the previous conjecture, hence improving the understanding of correlation detection in trees. Most relevant to this conjecture and to the present paper is the recent work by Mao, Wu, Xu and Yu [16] previously mentioned, which studied the correlation detection problem in Erdős-Rényi graphs. The authors propose an algorithm based on counting (signed) trees, which can provably distinguish graph correlation efficiently as soon as $s > \sqrt{\alpha}$, for any average degree.

The results presented here are different for several reasons: first, we study the problem on trees instead of Erdős-Rényi graphs. Also, as we consider an optimal test, we are able to show that $s \leq \sqrt{\alpha}$ implies impossibility of one-sided detection, so that one-sided detection exhibits a sharp threshold at $s = \sqrt{\alpha}$, asymptotically in $\lambda$, see Figure 1.
We believe that this study paves the way for further work in this field such as generalizations to other graph models, and design of more efficient algorithms for tree correlation detection or graph alignment.

1. Problem statement, main results

1.1. Definitions, notations. Throughout the paper, $\mathbb{N}$ denotes the set of non-negative integers, and $\text{Poi}(\mu)$ denotes the Poisson distribution of parameter $\mu > 0$, namely for $k \in \mathbb{N}$

$$\text{Poi}(\mu)(k) = e^{-\mu} \frac{\mu^k}{k!}.$$ 

If $P$ and $Q$ are two probability measures on the same measurable space $\mathcal{X}$ such that $P$ is absolutely continuous with respect to $Q$, the Kullback-Leibler divergence (or relative entropy) from $Q$ to $P$ is defined as follows:

$$\text{KL}(P \| Q) := \int_{\mathcal{X}} \log \frac{dP}{dQ}(x) P(dx) = \mathbb{E}_P \left[ \log \frac{dP}{dQ}(X) \right].$$

Definition 1.1 (Finite rooted unlabeled trees). We recursively define the set $\mathcal{X}_d$ of finite rooted unlabeled trees of depth at most $d \geq 0$. For $d = 0$, $\mathcal{X}_d$ contains the trivial tree reduced to its root node, denoted $\bullet$. For $d \geq 1$, having defined $\mathcal{X}_0, \ldots, \mathcal{X}_{d-1}$, we define $\mathcal{X}_d$ as follows: a finite rooted unlabeled tree $t \in \mathcal{X}_d$ consists in a sequence $\{N_\tau\}_{\tau \in \mathcal{X}_{d-1}}$ of non-negative integers with finite support, that is such that

$$|\{\tau \in \mathcal{X}_{d-1}, N_\tau \neq 0\}| < \infty,$$

where $N_\tau$ is the number of children of the root in $t$ which subtrees are equal to $\tau$.

Remark 1.1. With the previous definition, equality between two rooted unlabeled trees $t := \{N_\tau\}_{\tau \in \mathcal{X}_{d-1}}$ and $t' := \{N_\tau'\}_{\tau \in \mathcal{X}_{d-1}}$ is defined as $N_\tau = N_\tau'$ for all $\tau \in \mathcal{X}_{d-1}$.

Remark 1.2. Denoting one-to-one correspondence by $\simeq$, we remark that $\mathcal{X}_1 \simeq \mathbb{N}$, and that more generally for each $d \geq 1$,

$$\mathcal{X}_d \simeq \bigcup_{t \geq 0} \bigcup_{\{\tau_1, \ldots, \tau_t\}} \mathbb{N}_+^t,$$

where the second union is over $t$ distinct elements in $\mathcal{X}_{d-1}$, and $\mathbb{N}_+$ are the positive integers.

Hence, $\mathcal{X}_d$ is countably infinite for each $d \geq 1$.

Definition 1.2 (Size of a rooted unlabeled tree). The size, or number of nodes, of a tree $t \in \mathcal{X}_d$ is denoted by $|t|$ and defined recursively as follows. First, if $d = 0$, we set $|\bullet| = 1$. Then, for $d \geq 1$, writing $t = \{N_\tau\}_{\tau \in \mathcal{X}_{d-1}}$, one has

$$|t| = 1 + \sum_{\tau \in \mathcal{X}_{d-1}} N_\tau \cdot |\tau|.$$ 

Definition 1.3 (Depth of a rooted unlabeled tree). The depth of a tree $t \in \mathcal{X}_d$ is denoted by $\text{depth}(t)$ and defined recursively as follows. First, if $d = 0$, we set $\text{depth}(\bullet) = 0$. Then, for $d \geq 1$, writing $t = \{N_\tau\}_{\tau \in \mathcal{X}_{d-1}}$, one has

$$\text{depth}(t) = 1 + \max \{ 1_{N_\tau \geq 1} \cdot \text{depth}(\tau), \tau \in \mathcal{X}_{d-1} \}.$$ 

Remark 1.3. Note that for $t \in \mathcal{X}_d$, $\text{depth}(t) \leq d$. Note also that for all $d < d'$ there is a canonical injective mapping $\phi_{d \rightarrow d'}$ from $\mathcal{X}_d$ to $\mathcal{X}_{d'}$ defined in the following recursive manner. For $t = \{N_\tau\}_{\tau \in \mathcal{X}_{d-1}} \in \mathcal{X}_d$, let $\phi_{d \rightarrow d'}(t) = \{N'_{\tau'}\}_{\tau' \in \mathcal{X}_{d'-1}}$ where

$$N'_{\tau'} = \begin{cases} N_\tau & \text{if there is } \tau \in \mathcal{X}_{d-1} \text{ such that } \tau' = \phi_{d-1 \rightarrow d'-1}(\tau), \\ 0 & \text{otherwise}, \end{cases}$$

the recursion being initialized by defining $\phi_0(\bullet) = \{N_\tau\}_{\tau \in \mathcal{X}_{d-1}}$ with $N_\tau \equiv 0$.

It is readily seen that $t \in \mathcal{X}_{d'}$ is in the image of $\phi_{d \rightarrow d'}$ if and only if $\text{depth}(t) \leq d$. In turn, assuming that $d = \text{depth}(t) \leq d'$, one can define the canonical representative $\text{rep}(t)$ of $t$ by setting $\text{rep}(t) := \phi_{d \rightarrow d'}^{-1}(t)$. 

Statistical limits of correlation detection in trees
**1.1.1. Formal power series.** If \( f \) is a formal power series in the variable \( x \), we denote \( [x^n]f(x) \) the coefficient of the monomial \( x^n \) in \( f \), i.e., if \( f(x) = \sum_{n \geq 0} a_n x^n \) then \( [x^n]f(x) := a_n \).

If \( f \) is a formal power series in \( m \) variables \( (x_1, \ldots, x_m) \), and \( \ell := (\ell_1, \ldots, \ell_m) \) is a tuple of non-negative integers, we use the shorthand notation \( [x_1^{\ell_1} \cdots x_m^{\ell_m}]f(x_1, \ldots, x_m) \) for \( [x_1^{\ell_1} \cdots x_m^{\ell_m}]f(x_1, \ldots, x_m) \).

Throughout the paper we will often consider families indexed by a countably infinite set \( Z \), and in particular use the same shorthand \( [x^d] \) for \( \prod_{z \in Z} x_z^d \), where \( x = \{x_z\}_{z \in Z} \) is a family of formal variables, and \( \ell = \{\ell_z\}_{z \in Z} \) a family of non-negative integers; in such occurrences only a finite number of \( \ell_z \) will be non-zero, the definition thus reduces to the finite-dimensional one by taking \( x_z = 0 \) whenever \( \ell_z = 0 \). This finite support property will also make summations over \( z \in Z \) of functions of \( \ell_z \) well-defined.

By convention \( \{u_z\}_{z \in Z} \) will stand for non-negative integer sequences \( \{u_z\}_{z \in Z} \) with finite support, hence from the definition of \( X_d \) the sum \( \sum_{t \in X_d} \) will be equivalently denoted \( \sum_{\{N_r\}_{r \in X_{d-1}}} \).

**1.1.2. Cardinality of unlabeled trees with given size and depth.**

**Definition 1.4 (Number of trees).** For \( n \geq 1 \), let us define

\[
A_n := |\{ t \in X_{n-1}, |t| = n \}|, \tag{1}
\]

that is \( A_n \) is the number of (distinct) unlabeled rooted trees of size \( n \). For \( d \geq 0 \), we furthermore define

\[
A_{d,n} := |\{ t \in X_d, |t| = n \}|, \tag{2}
\]

that is \( A_{d,n} \) is the number of (distinct) unlabeled rooted trees of size \( n \) and depth at most \( d \).

**Remark 1.4.** It follows from Remark 1.3 together with depth\( (t) \leq |t| - 1 \) that for all \( n \) the sequence \( (A_{d,n})_{d \geq 0} \) is non-decreasing and converges to \( A_n \).

We now state a celebrated result by Otter [18]:

**Proposition 1.1 (Asymptotic number of unlabeled trees, [18]).** One has

\[
A_n \sim \frac{D}{n^{3/2}} \left( \frac{1}{\alpha} \right)^n, \tag{3}
\]

for some \( D > 0 \), where \( \alpha \in (0,1) \) is the Otter constant, numerically \( \alpha = 0.3383219... \) As a consequence the power series

\[
\Phi(x) := \sum_{n \geq 1} A_n x^{n-1} \tag{4}
\]

has a radius of convergence equal to \( \alpha \), and \( \Phi(\alpha) < \infty \).

An object of interest in the sequel is the generating function of the sequence \( \{A_{d,n}\}_{n \geq 1} \). The following proposition defines this generating function \( \Phi_d \) and states some elementary properties of \( \Phi_d \).

**Proposition 1.2 (Control of the generating function of \( \{A_{d,n}\}_{n \geq 1} \)).** For all \( d \geq 0 \), define the power series

\[
\Phi_d(x) := \sum_{n \geq 1} A_{d,n} x^{n-1}. \tag{5}
\]

Then for all \( x \geq 0 \),

\[
\Phi_d(x) \xrightarrow{d \to \infty} \Phi(x). \tag{6}
\]

Moreover, for all \( d \geq 0 \) and \( t \in [0,1] \), there exists \( A = A(d,t) \) such that

\[
\forall x \in [0,t], \Phi_d(x) \leq A. \tag{7}
\]

**Proof of Proposition 1.2.** For each \( n \geq 1 \) the sequence \( A_{d,n} \) is non-decreasing in \( d \), and such that \( A_{d,n} \xrightarrow{d \to \infty} A_n \) (the limit being actually reached for \( d \geq n - 1 \)). The limit (6) thus follows from the monotone convergence theorem.
We now establish a recursion property on the $\Phi_d$. Write

$$\Phi_{d+1}(x) = \sum_{n \geq 1} x^{n-1} A_{d+1,n} = \sum_{t \in \mathcal{X}_{d+1}} x^{|t|-1} = \sum_{x \in X_d} x^{\sum_{\tau \in \mathcal{X}_d} N_{\tau}|\tau|}
\overset{(a)}{=} \prod_{\tau \in \mathcal{X}_d} \sum_{N_{\tau} \geq 0} (x^{\tau})^{N_{\tau}} = \prod_{\tau \in \mathcal{X}_d} \frac{1}{1-x^{\tau}} = \exp \left(- \sum_{\tau \in \mathcal{X}_d} \log(1-x^{\tau}) \right)
= \exp \left( \sum_{\tau \in \mathcal{X}_d} \sum_{j \geq 1} \frac{(x^j)^{|\tau|}}{j} \right) \overset{(b)}{=} \exp \left( \sum_{j \geq 1} \frac{x^j}{j} \Phi_d(x^j) \right).
$$

All terms being positive, the interchanges in steps (a) and (b) are legitimate. Equation (7) is then easy to establish by induction with this last formula. For $d = 0$, $A_{d,n} = I_{n=1}$, hence $\Phi_0(x) = 1$ and (7) holds with $A = 1$. Assume that (7) holds at depth $d$ for all $t \in [0,1]$ with constant $A(d,t)$. Then, by the previous computation, for all $t \in [0,1]$ and $x \in [0,1]$, since $x^j \in [0,1]$ for all $j \geq 1$ we have

$$\Phi_{d+1}(x) = \exp \left( \sum_{j \geq 1} \frac{x^j}{j} \Phi_d(x^j) \right) \leq \exp \left( \sum_{j \geq 1} \frac{x^j}{j} A(d,t) \right)
= \exp (-A(d,t) \log(1-x)) = \left( \frac{1}{1-x} \right)^{A(d,t)} \leq \left( \frac{1}{1-t} \right)^{A(d,t)} =: A(d+1,t).
$$

Thus, (7) holds at depth $d+1$. In particular, (7) shows that $\Phi_d$ has a radius of convergence not smaller than 1. As a matter of fact the radius of convergence of $\Phi_d$ is equal to 1 for all $d \geq 1$: indeed, $A_{d,n} \geq 1$ for all $n \geq 1$ (consider the tree made of the root and $n-1$ children), hence $\Phi_d(x) = \infty$ for all $x \geq 1$. □

1.1.3. Models of random trees. We now define the models of random trees considered in the study. Let us start with the Galton-Watson distribution of offspring $\text{Poi}(\mu)$ with $\mu > 0$ at depth at most $d$, denoted by $\text{GW}_d^{(\mu)}$.

**Definition 1.5** (Galton-Watson trees with Poisson offspring). Let $\mu > 0$. For $d = 0$, $\text{GW}_d^{(\mu)}$ is the Dirac mass at the trivial tree $\bullet \in \mathcal{X}_0$. For $d \geq 1$, a tree $t = \{N_{\tau}\}_{\tau \in \mathcal{X}_{d-1}} \sim \text{GW}_d^{(\mu)}$ is sampled as follows: for all $\tau \in \mathcal{X}_{d-1}$, $N_{\tau} \sim \text{Poi}(\mu \text{GW}_{d-1}^{(\mu)}(\tau))$ independently from everything else. Note that since the Poisson variables are independent, we have

$$\sum_{\tau \in \mathcal{X}_{d-1}} N_{\tau} \sim \text{Poi} \left( \mu \sum_{\tau \in \mathcal{X}_{d-1}} \text{GW}_{d-1}^{(\mu)}(\tau) \right) = \text{Poi}(\mu)$$

which is a.s. finite. Hence, we have $t \in \mathcal{X}_d$ a.s.

Throughout the study, we only consider Galton-Watson trees with Poisson offspring, which we will refer to as Galton-Watson trees for brevity.

**Definition 1.6** (Null model $\mathbb{P}_d^{(\lambda)}$). The null distribution $\mathbb{P}_d^{(\lambda)}$ on $\mathcal{X}_d \times \mathcal{X}_d$ of parameter $\lambda > 0$ is defined as the product $\text{GW}_d^{(\lambda)} \otimes \text{GW}_d^{(\lambda)}$: under the null model, the two trees are independent Galton-Watson trees with offspring $\text{Poi}(\lambda)$.

**Definition 1.7** (Correlated model $\mathbb{P}_d^{(\lambda,s)}$). The correlated model $\mathbb{P}_d^{(\lambda,s)}$ on $\mathcal{X}_d \times \mathcal{X}_d$ with parameters $\lambda > 0$ and $s \in [0,1]$ is defined as follows. For $d = 0$, $\mathbb{P}_0^{(\lambda,s)} = \mathbb{P}_0^{(\lambda)}$. For $d \geq 1$, a pair of trees $(t,t') = \{(N_{\tau})_{\tau \in \mathcal{X}_{d-1}}, \{N'_{\tau}\}_{\tau \in \mathcal{X}_{d-1}}\} \sim \mathbb{P}_d^{(\lambda,s)}$ is sampled as:

$$N_{\tau} := \Delta_{\tau} + \sum_{\tau \in \mathcal{X}_{d-1}} M_{\tau,\tau'} \quad \text{and} \quad N'_{\tau} := \Delta'_{\tau} + \sum_{\tau \in \mathcal{X}_{d-1}} M_{\tau,\tau'},
\text{ for all } t, t' \in \mathcal{X}_d,
$$

where $\{\Delta_{\tau}\}$, $\{\Delta'_{\tau}\}$ and $\{M_{\tau,\tau'}\}$ are families of independent random variables of Poisson laws with parameters $\lambda (1-s) \text{GW}_{d-1}^{(\lambda)}(\tau)$ for the first two, and $\lambda s \mathbb{P}_d^{(\lambda,s)}(\tau, \tau')$ for the last one. Note that for all $d$, $\mathbb{P}_d^{(\lambda,s)} = \mathbb{P}_d^{(\lambda)}$ if $s = 0$.  
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Remark 1.6. A maybe more traditional description of the law $GW_d^{(\mu)}$ consists in first considering the rooted labelled tree describing the first $d$ generations of a branching process where each vertex has a random number of offspring drawn independently from Pois($\mu$), and then identifying the trees that are related by parenthood-preserving isomorphisms to obtain their unlabeled equivalence class.

We will denote by $P_{d}^{(\lambda)}$ (respectively $P_{d}^{(\lambda,s)}$) the expectation associated with $P_{d}^{(\lambda)}$ (respectively $P_{d}^{(\lambda,s)}$).

The hypothesis test of interest can be formalized as follows: given the observation of a pair of (rooted, unlabeled, finite) trees $(X_d, X_d)$ in $\mathcal{X}_d \times \mathcal{X}_d$, we want to test

$$H_0 = "t, t' \ are \ drawn \ under \ P_{d}^{(\lambda)n}\" \ versus \ H_1 = "t, t' \ are \ drawn \ under \ P_{d}^{(\lambda,s)n}\". \quad (9)$$

Remark 1.6. In statistical detection theory, commonly considered asymptotic properties of tests are

- strong detection, i.e. tests $T_d : \mathcal{X}_d \times \mathcal{X}_d \rightarrow \{0, 1\}$ that verify
  $$\lim_{d \rightarrow \infty} \left[ P_{d}^{(\lambda)}(T_d(t, t') = 1) + P_{d}^{(\lambda,s)}(T_d(t, t') = 0) \right] = 0,$$
- weak detection, i.e. tests $T_d : \mathcal{X}_d \times \mathcal{X}_d \rightarrow \{0, 1\}$ that verify
  $$\limsup_{d \rightarrow \infty} \left[ P_{d}^{(\lambda)}(T_d(t, t') = 1) + P_{d}^{(\lambda,s)}(T_d(t, t') = 0) \right] < 1.$$

In words, strong detection corresponds to correctly discriminating with high probability between $P_{d}^{(\lambda)}$ and $P_{d}^{(\lambda,s)}$, whereas weak detection corresponds to strictly outperforming random guessing.

It is well-known that the likelihood ratio test achieves the minimal value of $P_{d}^{(\lambda)}(T_d(t, t') = 1) + P_{d}^{(\lambda,s)}(T_d(t, t') = 0)$, which is the sum of type I and type II error, and that this minimal value is given by $1 - d_{TV}(P_{d}^{(\lambda)}, P_{d}^{(\lambda,s)})$, where

$$d_{TV}(P_{d}^{(\lambda)}, P_{d}^{(\lambda,s)}) := \frac{1}{2} \sum_{(t, t') \in X_d^2 \cap \mathcal{V}_d} \left| P_{d}^{(\lambda)}(t, t') - P_{d}^{(\lambda,s)}(t, t') \right|$$

denotes the total variation distance between $P_{d}^{(\lambda)}$ and $P_{d}^{(\lambda,s)}$. Hence, strong detection (resp. weak detection) holds if and only if $d_{TV}(P_{d}^{(\lambda)}, P_{d}^{(\lambda,s)}) \rightarrow 1$ (resp. $\liminf_{d \rightarrow \infty} d_{TV}(P_{d}^{(\lambda)}, P_{d}^{(\lambda,s)}) > 0$).

We now argue that these are not the right notions for our problem. For this, consider the event $B_d := \{(t, t') = (\bullet, \bullet)\}.$

Note that for all $d > 0$, $P_{d}^{(\lambda)}(B_d) = e^{-2\lambda}$ and $P_{d}^{(\lambda,s)}(B_d) = e^{-2\lambda + \lambda s}$.

- First, let us prove that strong detection never holds. For all $d > 0$,
  $$d_{TV}(P_{d}^{(\lambda)}, P_{d}^{(\lambda,s)}) = \frac{1}{2} \sum_{(t, t') \in X_d^2 \cap \mathcal{V}_d} \left| P_{d}^{(\lambda)}(t, t') - P_{d}^{(\lambda,s)}(t, t') \right|$$
  $$\leq \frac{1}{2} \left(e^{-2\lambda + \lambda s} - e^{-2\lambda}\right) + \frac{1}{2} \left(1 - P_{d}^{(\lambda)}(B_d)\right) + \frac{1}{2} \left(1 - P_{d}^{(\lambda,s)}(B_d)\right)$$
  $$\leq 1 - e^{-2\lambda}.$$

This bound is uniform in $d$ and shows that strong detection never holds.

- Second, weak detection is always achievable as soon as $s > 0$: indeed, one has
  $$d_{TV}(P_{d}^{(\lambda)}, P_{d}^{(\lambda,s)}) \geq \frac{1}{2} \left| P_{d}^{(\lambda)}(B_d) - P_{d}^{(\lambda,s)}(B_d) \right|$$
  $$\geq \frac{1}{2} e^{-2\lambda} (e^{\lambda s} - 1),$$

this uniform bound being positive as soon as $s > 0$, so that weak detection holds.
Finally, a test of tree correlation yields efficient algorithms for graph alignment in the associated sparse correlated Erdős-Rényi model if it achieves a positive power (non-vanishing alarm detection) and a vanishing type I (false alarm) error. Indeed the candidate vertex pairs returned by the algorithm will then contain i) a non-negligible fraction of correctly matched pairs by the first property, and ii) a negligible fraction of incorrectly matched pairs by the second property.

We thus focus on the existence of a one-sided test, that is a test $T_d : \mathcal{X}_d \times \mathcal{X}_d \to \{0, 1\}$ such that $T_d$ chooses hypothesis $\mathcal{H}_0$ under $P_d^{(\lambda,s)}$ with probability $1 - \alpha(1)$, and chooses $\mathcal{H}_1$ under $P_d^{(\lambda,s)}$ with non-vanishing probability. According to the Neyman-Pearson Lemma, optimal tests are based on the likelihood ratio $L_d$ of the distributions under the distinct hypotheses $P_d^{(\lambda,s)}$ and $P_d^{(\lambda)}$, given for a pair of trees $(t, t')$ by

$$L_d(t, t') := \frac{P_d^{(\lambda,s)}(t, t')}{P_d^{(\lambda)}(t, t')}.$$ 

Note that provided $\lambda > 0$, $P_d^{(\lambda)}(t, t') > 0$ for all $t, t' \in \mathcal{X}_d$, so that there is no division by zero in the above definition.

We define

$$KL_d^{(\lambda,s)} := KL(P_d^{(\lambda,s)} \| P_d^{(\lambda)}) = E_d^{(\lambda,s)}[\log(L_d)],$$

with $KL$ denoting the Kullback-Leibler divergence.

The following Lemma gives an easy necessary condition for feasibility of one-sided detection. It is substantially the same as Proposition 3.2 in [12]. We however give a proof hereafter for the sake of self-consistence.

**Lemma 1.1.** If $\lambda, s$ are such that there exists a one-sided test, then $\lim_{d \to \infty} KL_d^{(\lambda,s)} = \infty$.

**Proof of Lemma 1.1.** Assume that there exists a one-sided test. Then for every $d \geq 0$ there is an event $A_d \subset \mathcal{X}_d$ such that $P_d^{(\lambda)}(A_d) \to 0$ and $\epsilon := \liminf_{d \to \infty} P_{d}^{(\lambda,s)}(A_d) > 0$. Elementary properties of the Kullback-Leibler divergence entail

$$KL_d^{(\lambda,s)} \geq P_d^{(\lambda,s)}(A_d) \log \frac{P_d^{(\lambda,s)}(A_d)}{P_d^{(\lambda)}(A_d)} + (1 - P_d^{(\lambda,s)}(A_d)) \log \frac{1 - P_d^{(\lambda,s)}(A_d)}{1 - P_d^{(\lambda)}(A_d)}$$

$$= -P_d^{(\lambda,s)}(A_d) \log P_d^{(\lambda)}(A_d) + P_d^{(\lambda,s)}(A_d) \log P_d^{(\lambda,s)}(A_d) + (1 - P_d^{(\lambda,s)}(A_d)) \log(1 - P_d^{(\lambda)}(A_d))$$

$$\leq 0$$

$$\geq -P_d^{(\lambda,s)}(A_d) \log P_d^{(\lambda)}(A_d) + g(P_d^{(\lambda,s)}(A_d)),$$

where for $x \in [0, 1]$, $g$ is defined by $g(x) := x \log(x) + (1 - x) \log(1 - x)$. Function $g$ is minimal at $x = 1/2$ and $g(1/2) = -\log(2)$, which gives the final bound

$$\liminf_{d \to \infty} KL_d^{(\lambda,s)} \geq \epsilon \lim_{d \to \infty} (- \log P_d^{(\lambda)}(A_d)) - \log 2 = +\infty.$$  

□

We now state the main results of this paper. Let $\alpha$ be the Otter constant introduced in Proposition 1.1.

**Theorem 2** (Negative result). If $s \leq \sqrt{\lambda}$, then for all $\lambda > 0$, $\limsup_{d \to \infty} KL(P_d^{(\lambda,s)} \| P_d^{(\lambda)}) < \infty$. Hence, in view of Lemma 1.1, one-sided detection is impossible.

**Theorem 3** (Positive result). If $s > \sqrt{\lambda}$, then there exists $\lambda(s) > 0$ such that for all $\lambda \geq \lambda(s)$, one-sided detection is feasible.

For the positive result, we are going to look at the high (but constant) degree limit $\lambda \to \infty$: this intuitively simplifies the problem, since the Poisson degree distribution becomes Gaussian. In the case where $d > 1$, if $(t, t')$ are viewed individually as trees of depth $d$, the notion of ‘gaussianity’ is however less clear. The strategy is hence to operate a ‘change of basis’ in which the limiting object will be easier to define and more appealing, see Section 3.1.
regions where this task is possible or not. The results of the present paper show that which from Theorem 2 contains the domain \( s \geq s_c \). According to Theorem 1 the regime \( \lambda > \lambda_0 \) that one-sided tests exist in some parts of the regime \( \lambda s > 1 \) is contained in the easy phase of the graph recovery problem. Note that one-sided correlation detection in trees, dividing the plane of parameters \( (\lambda, s) \) into the possible phase, in other words that there exists a phase transition line \( s_c(\lambda) \), such that for all \( \lambda \in [1, \lambda_1] \) and \( s < s_c(\lambda) \). It was shown in [12] that the regime \( \lambda s < 1 \) is contained in the impossible phase, and that one-sided tests exist in some parts of the regime \( \lambda s > 1 \); for \( \lambda \in [1, \lambda_1] \) these upper and lower bounds coincide, implying that \( s_c(\lambda) = 1/\lambda \) in some interval of \( \lambda \) slightly above 1. Since the transition line cannot cross \( \sqrt{\alpha} \), there exists a value \( \lambda_1 \geq 1.178 \) (marked with a black dot on the figure) such that \( s_c(\lambda) = 1/\lambda \) when \( \lambda \in [1, \lambda_1] \), and \( s_c(\lambda) > 1/\lambda \) for \( \lambda > \lambda_1 \).

In the right panel of the figure we consider instead the problem of partial recovery of the hidden permutation in random graph alignment. We divide the plane of parameters in three regions, the impossible phase where information-theoretic bounds forbid the recovery of a non-vanishing fraction of aligned vertices, the easy phase in which an algorithm achieves this goal in a time growing polynomially with the number of vertices, and the hard phase in which this task is information-theoretically possible but no efficient algorithm is known for it. The negative and positive results of [13] and [9] respectively imply that the boundary of the impossible phase is the curve \( \lambda s = 1 \).

According to Theorem 1 the regime \( s > s_c(\lambda) \) where one-sided detection in the tree problem is feasible is included in the easy phase of the graph recovery problem. Note that [12] conjectures that this inclusion is actually an equality, i.e. that if one-sided correlation detection in trees fails, then no polynomial-time algorithm achieves partial graph alignment. Under this conjecture the hard phase would fill the remaining of the phase diagram, i.e. the region \( \{(\lambda, s) : \lambda s > 1, s < s_c(\lambda)\} \), which from Theorem 2 contains the domain \( \{(\lambda, s) : \lambda s > 1, s \leq \sqrt{\alpha}\} \).

2. The impossible phase for \( s \leq \sqrt{\alpha} \)

2.1. Decomposition of the likelihood ratio. The key result of this section is the following

**Theorem 4 ( Decomposition of \( L_d \)).** For all \( \lambda > 0, d \geq 0 \), there exists a collection \( \{f_{d,\beta}^{(\lambda)}\}_{\beta \in \mathcal{X}_d} \) with \( f_{d,\beta}^{(\lambda)} : \mathcal{X}_d \to \mathbb{R} \), such that for each \( s \in [0,1] \),

\[
\forall t, t' \in \mathcal{X}_d, \quad L_d(t, t') = \sum_{\beta \in \mathcal{X}_d} s^{|\beta|-1} f_{d,\beta}^{(\lambda)}(t) f_{d,\beta}^{(\lambda)}(t').
\]

Moreover, the \( f_{d,\beta}^{(\lambda)} \) are independent of \( s \) and verify the following properties:

- **Value at the trivial tree:**
  \[
  \forall t \in \mathcal{X}_d, \quad f_{d,\bullet}^{(\lambda)}(t) = 1,
  \]

- **Orthogonality:**
  \[
  \forall \beta, \beta' \in \mathcal{X}_d, \quad \sum_{t \in \mathcal{X}_d} \mathbb{G}_d^{(\lambda)}(t) f_{d,\beta}^{(\lambda)}(t) f_{d,\beta'}^{(\lambda)}(t) = 1_{\beta = \beta'},
  \]
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**Figure 1.** A sketch of the conjectured phase diagram for (left) the one-sided hypothesis testing problem on trees, (right) partial recovery for random graph alignment.

**Remark 1.7.** We present on the left panel of Figure 1 a sketch of the conjectured phase diagram for the problem of one-sided detection in random trees, dividing the plane of parameters \((\lambda, s)\) in regions where this task is possible or not. The results of the present paper show that \( s \leq \sqrt{\alpha} \) lies in the impossible phase, while for any \( s > \sqrt{\alpha} \) the possible phase appears for sufficiently large \( \lambda \). We expect more precisely that increasing the correlation parameter \( s \) can only bring from the impossible to the possible phase, in other words that there exists a phase transition line \( s_c(\lambda) \), drawn on the left panel of Fig. 1, such that the inference task is feasible (resp. unfeasible) if \( s < s_c(\lambda) \) (resp. \( s > s_c(\lambda) \)). It was shown in [12] that the regime \( \lambda s < 1 \) is contained in the impossible phase, and that one-sided tests exist in some parts of the regime \( \lambda s > 1 \); for \( \lambda \in [1, \lambda_1] \) these upper and lower bounds coincide, implying that \( s_c(\lambda) = 1/\lambda \) in some interval of \( \lambda \) slightly above 1. Since the transition line cannot cross \( \sqrt{\alpha} \), there exists a value \( \lambda_1 \geq 1.178 \) (marked with a black dot on the figure) such that \( s_c(\lambda) = 1/\lambda \) when \( \lambda \in [1, \lambda_1] \), and \( s_c(\lambda) > 1/\lambda \) for \( \lambda > \lambda_1 \).
\[ \forall t, t' \in \mathcal{X}_d, \sum_{\beta \in \mathcal{X}_d} f_{d,\beta}^{(\lambda)}(t) f_{d,\beta}^{(\lambda)}(t') = \frac{I_{t = t'}}{G^W_d(\lambda)} . \tag{14} \]

- Limit of higher-order mixed moments: for \( n \geq 2, d \geq 1 \) and \( \beta^{(1)} = \{ \beta^{(1)}_\gamma \}_{\gamma \in \mathcal{X}_{d-1}} \), \( \ldots, \beta^{(n)} = \{ \beta^{(n)}_\gamma \}_{\gamma \in \mathcal{X}_{d-1}} \in \mathcal{X}_d \), one has

\[ \sum_{t \in \mathcal{X}_d} G^{W_d(\lambda)}(t) f_{d,\beta^{(1)}}^{(\lambda)}(t) \cdots f_{d,\beta^{(n)}}^{(\lambda)}(t) \xrightarrow{\lambda \to \infty} \prod_{\gamma \in \mathcal{X}_{d-1}} \left[ \prod_{i=1}^{n} \beta^{(1)}_\gamma \right] \left[ x_1^{(1)} \cdots x_n^{(n)} \right] e^{\sum_{1 \leq i < j \leq n} x_i x_j} . \tag{15} \]

**Remark 2.1.** Note that the right hand side of (15) simplifies for \( n = 2 \) to \( I_{\beta^{(1)} = \beta^{(2)}} \); (13) shows that for \( n = 2 \) the equality in (15) holds for all \( \lambda \), not only in the limit \( \lambda \to \infty \), which is nevertheless required for \( n > 2 \). Note also that (12) combined with (13) implies the following first moment condition:

\[ \forall \beta \in \mathcal{X}_d, \sum_{t \in \mathcal{X}_d} G^{W_d(\lambda)}(t) f_{d,\beta}^{(\lambda)}(t) = I_{\beta = \bullet} . \]

**Remark 2.2.** Introducing the (infinite-dimensional) matrices \( F \) and \( D \) with indices in \( \mathcal{X}_d \) as \( F(\beta, t) := f_{d,\beta}^{(\lambda)}(t) \) and \( D(\beta, \beta') := s^{(\beta) - 1} I_{\beta = \beta'} \), one can write (11) as \( L_d = F^T D F \), with \( F \) depending on \( \lambda \) but not on \( s \), while the diagonal matrix \( D \) depends on \( s \) but not on \( \lambda \). Furthermore, with \( G(t, t') := G^{W_d(\lambda)}(t) I_{t = t'} \), the orthogonality conditions (13) and (14) read \( F G F = I \) and \( F F^T = G^{-1} \) respectively; with \( \hat{F} := F G^{1/2} \) they become \( \hat{F} \hat{F}^T = \hat{F} \hat{F}^T = I \), these two relations would thus be equivalent for finite-dimensional matrices. Rewriting (11) as \( G^{1/2} L_d G^{1/2} = \hat{F}^{-1} \hat{F} \) reveals that we have achieved a diagonalization not exactly of \( L_d \) but rather of \( G^{1/2} L_d G^{1/2} \), with a slight abuse of vocabulary we shall call the \( f_{d,\beta}^{(\lambda)} \) "eigenvectors of \( L_d \"", keeping implicit this slight difference.

**Remark 2.3.** In [12] a Markov chain on the space of trees was introduced, with a transition kernel that reads in the above notations \( M(s) := L_d G \), emphasizing its dependency on the correlation parameter \( s \); its matrix elements can be easily seen to be \( M(s)(t, t') = E^{(\lambda,s)}_{\mathcal{X}}(t'|t) \). The above results show that \( M(s) = F^T D(s) F G = (F G)^{-1} D(s) F G \), i.e. that \( M(s) \) can be diagonalized with eigenvectors depending only on \( \lambda \), and eigenvalues depending only on \( s \). The semi-group property \( M(s) M(s') = M(s s') \) derived as Proposition 2.1 in [12] follows directly from the properties of the diagonalization stated here, in particular the obvious multiplication rule \( D(s) D(s') = D(s s') \).

**Remark 2.4.** One can view the \( f_{d,\beta}^{(\lambda)} \) as orthogonal polynomials on the space of unlabeled trees \( \mathcal{X}_d \), where the notion of orthogonality is with respect to the Galton-Watson measure \( G^{W_d(\lambda)} \); see (13). The proof below will indeed show that the dependency on \( t = \{ N_\tau \}_{\tau \in \mathcal{X}_{d-1}} \) of \( f_{d,\beta}^{(\lambda)}(t) \) is polynomial in the entries \( N_\tau \), with coefficients depending on the indexing tree \( \beta \).

In particular, the \( f_{d,\beta}^{(\lambda)}(t) \) for \( d = 1 \), indexed by \( m, t \in \mathbb{N} \simeq \mathcal{X}_1 \), are given by

\[ f_{1,m}^{(\lambda)}(t) := \sqrt{m!} |x|^m e^{-x} \left( 1 + \frac{x}{\sqrt{\lambda}} \right)^t , \]

see equation (16) in the proof. These functions are known as Charlier polynomials of degree \( m \), and are orthogonal for the Poisson distribution. Theorem 4 provides an infinite-dimensional extension of these polynomials, on trees of depth \( d \geq 2 \), that are orthogonal for the \( G^{W_d(\lambda)} \) distribution, consistent with \( G^{W_d(\lambda)} = \text{Poi}(\lambda) \). Since under \( G^{W_d(\lambda)} \) the Poisson random variables \( N_\tau \) are independent, a possible basis of orthogonal polynomials on \( \mathcal{X}_d \) could be built with products over \( \tau \in \mathcal{X}_{d-1} \) of Charlier polynomials of arguments \( N_\tau \); it will be seen in the proof that the \( f_{d,\beta}^{(\lambda)} \) are not of this simple factorized form, because of the additional requirement that they are eigenvectors of \( L_d \).

Also, note that equation (11) exhibits a duality between trees \( t \) in \( \mathcal{X}_d \) and the trees \( \beta \in \mathcal{X}_d \). This duality turns out to be very helpful for analysis, as shown below, e.g. giving a nice space in which one can prove weak convergence results – see Section 3.1.

**Remark 2.5.** The decomposition (11) may look reminiscent of the low-degree polynomials approach to hypothesis testing problems (see e.g. [15, 16]), in which the likelihood ratio is projected
onto the subspace of restricted degree polynomials in the observations. This similarity hides some differences, in particular (11) provides an exact expression of the likelihood ratio and not an approximation, and also the observations are here infinite-dimensional for \( d \geq 2 \), which makes the expansion basis less immediately apparent than for, say, the entries of the adjacency matrix of a graph. Nevertheless one can follow this idea to build approximate versions of the likelihood ratio by truncating the sum in (11) to a well-chosen sub-family of trees. Preliminary numerical results suggest that it is possible in this way to construct tests that achieve one-sided detection in a non-empty part of the phase diagram, while being computable recursively in a more efficient fashion than the exact likelihood ratio.

**Proof of Theorem 4.** We will prove the decomposition (11) as well as the properties (12), (13), (14) and (15) by induction on \( d \).

**Step 1: initialization at \( d = 1 \)** The set \( X_1 \) of trees with depth at most 1 is in bijection with \( \mathbb{N} \), since such a tree \( t \) is encoded by the number of children of its root, \( \ell \in \mathbb{N} \), in such a way that \(|t| = \ell + 1\). We will similarly represent the tree \( \beta \) by the integer \( m \), with \(|\beta| = m + 1\), and write \( f_{1,m}^{(\lambda)}(\ell) \) for the eigenvector parametrized in this way. Denote by \( \hat{p}_{1}^{(\lambda,s)}(k,k') \) the characteristic function defined on \( \mathbb{R}^2 \) by \( \hat{p}_{1}^{(\lambda,s)}(k,k') := \mathbb{E} e^{ik\ell + ik't} \) where \((t,t') \sim \hat{p}_{1}^{(\lambda,s)} \). Under this distribution \( \ell = \Delta + M \) and \( \ell' = \Delta' + M \) with \( \Delta, \Delta' \) and \( M \) three independent random variables of Poisson law with parameters \( \lambda(1-s) \), \( \lambda(1-s) \) and \( \lambda s \) respectively, hence

\[
\hat{p}_{1}^{(\lambda,s)}(k,k') = e^{\lambda(1-s)}(e^{ik} + e^{ik'}) - 1 + \lambda s(e^{i(k+k')} - 1) = e^{\lambda(1-s)}(e^{ik} - 1)e^{\lambda s}e^{i(k+k') - 1} - 1 + \lambda s(e^{i(k+k')} - 1) = \sum_{m \geq 0} s^m e^{\lambda m} \hat{g}_{1,m}^{(\lambda)}(k) \hat{g}_{1,m}^{(\lambda)}(k'),
\]

with

\[
\hat{g}_{1,m}^{(\lambda)}(k) := e^{-\lambda} \sqrt{\frac{\lambda^m}{m!}} e^{i k} - 1 e^{\lambda} - 1 = e^{-\lambda} \sqrt{m!} e^{i k} [x^m] e^{-x \sqrt{\lambda}} e^{i k} = e^{-\lambda} \sqrt{m!} [x^m] e^{-x \sqrt{\lambda}} e^{i k}.
\]

We have an easy upper bound of the form \( |\hat{g}_{1,m}^{(\lambda)}(k)| \leq C_m \sqrt{m} \), independently of \( m \), which establishes the normal convergence of the series \( \hat{p}_{1}^{(\lambda,s)}(k,k') \) in the above. Hence, inverting the Fourier transform, we get

\[
\hat{p}_{1}^{(\lambda,s)}(t,t') = \int_{[0,2\pi]^2} \frac{dkdk'}{2\pi^2} e^{-ikt - ik't'} \hat{p}_{1}^{(\lambda,s)}(k,k') = \sum_{m \geq 0} s^m g_{1,m}^{(\lambda)}(\ell) g_{1,m}^{(\lambda)}(\ell'),
\]

with

\[
g_{1,m}^{(\lambda)}(\ell) := \int_{[0,2\pi]} \frac{dk}{2\pi} e^{-ikt} \hat{g}_{1,m}^{(\lambda)}(k) = e^{-\lambda} \sqrt{m!} [x^m] e^{-x \sqrt{\lambda}} \int_{[0,2\pi]} \frac{dk}{2\pi} e^{-ikt} e^{i(\lambda + x \sqrt{\lambda}) e^{ik}} = e^{-\lambda} \sqrt{m!} [x^m] e^{-x \sqrt{\lambda}} \frac{(\lambda + x \sqrt{\lambda})^\ell}{\ell!}.
\]

We hence have that \( L_1 \) satisfies (11) with

\[
f_{1,m}^{(\lambda)}(\ell) := \sqrt{m!} [x^m] e^{-x \sqrt{\lambda}} \left( 1 + \frac{x}{\sqrt{\lambda}} \right)^\ell.
\]
Taking $m = 0$ in (16) gives $f_{1,m}^{(\lambda)}(\ell) = 1$ and proves condition (12) at $d = 1$. Let us now prove the orthogonality relations; note first that for all $m, m' \in \mathbb{N}$,

$$\sum_{\ell \geq 0} e^{-\gamma \lambda \ell} \ell^m f_{1,m}^{(\lambda)}(\ell) f_{1,m'}^{(\lambda)}(\ell) = \sqrt{m!m'!} \sum_{\ell \geq 0} e^{-\gamma \lambda \ell} [x^m y^{m'}] e^{-x\sqrt{\lambda} - y\sqrt{\lambda}} \left[ \left( 1 + \frac{x}{\sqrt{\lambda}} \right) \left( 1 + \frac{y}{\sqrt{\lambda}} \right) \right]^\ell$$

$$= \sqrt{m!m'!} [x^m y^{m'}] e^{-x\sqrt{\lambda} - y\sqrt{\lambda}} \exp \left[ -\lambda + \lambda \left( 1 + \frac{x}{\sqrt{\lambda}} \right) \left( 1 + \frac{y}{\sqrt{\lambda}} \right) \right]$$

$$= \sqrt{m!m'!} [x^m y^{m'}] e^{-xy} = \mathbf{1}_{m=m'},$$

which establishes (13) for $d = 1$. Previous computations are made rigorous by noticing that the formal series in (16) has infinite radius of convergence, and appealing to Fubini’s theorem. With the same arguments, a proof of (14) is obtained by writing

$$f_{1,m}^{(\lambda)}(\ell) = \sqrt{m!} [x^m] e^{-x\sqrt{\lambda}} \left( 1 + \frac{x}{\sqrt{\lambda}} \right)^\ell$$

$$= \sqrt{m!} [x^m y^\ell] e^{-x\sqrt{\lambda} + y\sqrt{\lambda}}$$

$$= \ell! [y^\ell] e^y \left( \frac{y}{\sqrt{\lambda}} - \sqrt{\lambda} \right)^m,$$

hence

$$\sum_{m \geq 0} f_{1,m}^{(\lambda)}(\ell) f_{1,m}^{(\lambda)}(\ell) = \ell! [x^m y^\ell] e^{x+y} \sum_{m \geq 0} \frac{1}{m!} \left( \frac{x}{\sqrt{\lambda}} - \sqrt{\lambda} \right)^m \left( \frac{y}{\sqrt{\lambda}} - \sqrt{\lambda} \right)^m$$

$$= \ell! [x^m y^\ell] e^{x+y+\lambda} = \frac{\mathbf{1}_{\ell=\ell'}}{e^{-x\sqrt{\lambda}/\ell!}},$$

which proves (14) for $d = 1$.

Generalizing the computation of (17) to a product of $n \geq 2$ eigenvectors yields

$$\sum_{\ell \geq 0} e^{-\gamma \lambda \ell} f_{1,m_1}^{(\lambda)}(\ell) \cdots f_{1,m_n}^{(\lambda)}(\ell) = \prod_{i=1}^n m_i! \sum_{\ell \geq 0} \frac{(-\gamma \lambda \ell)^n}{n!} [x_1^{m_1} \cdots x_n^{m_n}] e^{-x_1 \sqrt{\lambda} \sum_{i=1}^n x_i} \prod_{i=1}^n \left( 1 + \frac{x_i}{\sqrt{\lambda}} \right)^\ell$$

$$= \prod_{i=1}^n m_i! [x_1^{m_1} \cdots x_n^{m_n}] \exp \left[ -\lambda \sqrt{\lambda} \sum_{i=1}^n x_i + \lambda \prod_{i=1}^n \left( 1 + \frac{x_i}{\sqrt{\lambda}} \right) \right]$$

$$= \prod_{i=1}^n m_i! [x_1^{m_1} \cdots x_n^{m_n}] \exp \left[ \sum_{1 \leq i < j \leq n} x_i x_j + \varepsilon_\lambda(x_1, \ldots, x_n) \right],$$

(18)

with

$$\varepsilon_\lambda(x_1, \ldots, x_n) := \sum_{p=3}^n \lambda^{1-p/2} \sum_{1 \leq i_1 < \cdots < i_p \leq n} x_{i_1} \cdots x_{i_p}.$$

The terms corresponding to $[x_1^{m_1} \cdots x_n^{m_n}]$ in the expansion of $\exp \left[ \sum_{1 \leq i < j \leq n} x_i x_j + \varepsilon_\lambda(x_1, \ldots, x_n) \right]$ to which $\varepsilon_\lambda(x_1, \ldots, x_n)$ contributes are in finite number (independently of $\lambda$) and are all of order $O(\lambda^{-1/2})$. Hence, taking $\lambda \to \infty$, the property (15) is proved for $d = 1$ in (18).

Step 2: induction from $d$ to $d+1$ We will now assume that all the stated properties of the decomposition of $L_d$ have been proven, and show that they hold true for $L_{d+1}$. Let us thus consider a pair of random trees in $X_{d+1}$ sampled from the correlated model given in Definition 1.7, with $N, N' \in \mathbb{N}^{d+1}$ their corresponding vector representations. Given $k, N \in \mathbb{R}^{d+1}$ we shall write $k \cdot N := \sum_{\beta \in X_d} k_\beta N_\beta$ (in all the occurrences of this notation only a finite number of terms are non-vanishing, the sum is thus well-defined). The characteristic function of $\mathcal{P}^{(\lambda,\beta)}_{d+1}$ is defined
as $\mathbb{P}_d^{(\lambda)}(k, k') := \mathbb{E}\left[e^{ikN + ik't'}\right]$ and reads

$$
\mathbb{P}_d^{(\lambda)}(k, k') = \exp\left[\lambda(1 - s) \sum_{t \in X_d} GW_d^{(\lambda)}(t)(e^{ikt} + e^{ikt'}) - 2\right] + \lambda s \sum_{t, t' \in X_d} \mathbb{P}_d^{(\lambda)}(t, t')(e^{ikt + ik't'} - 1)
$$

$$
= e^\lambda \sum_{t \in X_d} GW_d^{(\lambda)}(t)(e^{ikt} - 1) + \lambda \sum_{t \in X_d} GW_d^{(\lambda)}(t)(e^{ikt'} - 1) \exp[\lambda s \sum_{t, t' \in X_d} \mathbb{P}_d^{(\lambda)}(t, t')(e^{ikt} - 1)(e^{ikt'} - 1)]
$$

$$
= e^\lambda \sum_{t \in X_d} GW_d^{(\lambda)}(t)(e^{ikt} - 1) + \lambda \sum_{t \in X_d} GW_d^{(\lambda)}(t)(e^{ikt'} - 1)
$$

$$
\times \sum_{m \geq 0} s^m \frac{\lambda^m}{m!} \left[ \sum_{t \in X_d} \mathbb{P}_d^{(\lambda)}(t, t')(e^{ikt} - 1) \right] \left[ \sum_{t \in X_d} \mathbb{P}_d^{(\lambda)}(t, t')(e^{ikt'} - 1) \right]^m
$$

Let us use the decomposition (11) at step $d$ in (i). Denoting $g_{d, \beta}(t) := f_{d, \beta}(t)GW_d^{(\lambda)}(t)$, this gives

$$
\sum_{t \in X_d} s^{(\beta)}(t) \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt} - 1) \right] \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt'} - 1) \right]^{\gamma^\beta}
$$

$$
\times \prod_{\beta \in X_d} \gamma^\beta \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt} - 1) \right] \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt'} - 1) \right]^{\gamma^\beta} \prod_{\beta \in X_d} \gamma^\beta = m,
$$

where we used a multinomial expansion. Summing $(i)$ for $m \geq 0$ gives an overall sum over all $\gamma = (\gamma^\beta)_{\beta \in X_d}$, that is over all $X_{d+1}$. Moreover, for $\gamma = (\gamma^\beta)_{\beta \in X_d} \in X_{d+1}$, one has

$$
|\gamma| = 1 + \sum_{\beta \in X_d} \gamma^\beta.\]$$

Hence, equation (19) becomes

$$
\mathbb{P}_d^{(\lambda)}(k, k') = \sum_{\gamma \in X_{d+1}} s^{(\lambda)}(k) \prod_{\beta \in X_d} \gamma^\beta \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt} - 1) \right] \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt'} - 1) \right] \gamma^\beta
$$

$$
\times \prod_{\beta \in X_d} \gamma^\beta \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt} - 1) \right] \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt'} - 1) \right]^{\gamma^\beta}
$$

$$
\times \prod_{\beta \in X_d} \gamma^\beta \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt} - 1) \right] \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt'} - 1) \right]^{\gamma^\beta}
$$

with

$$
g^{(\lambda)}_{d+1, \gamma}(k) := e^{\lambda \sum_{t \in X_d} GW_d^{(\lambda)}(t)(e^{ikt} - 1)} \prod_{\beta \in X_d} \frac{1}{\sqrt{\gamma^\beta}} \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt} - 1) \right]^{\gamma^\beta}
$$

$$
= e^{-\lambda} \sqrt{\gamma^\beta} \prod_{\beta \in X_d} \frac{1}{\sqrt{\gamma^\beta}} \left[ \sum_{t \in X_d} g_{d, \beta}(t)(e^{ikt} - 1) \right]^{\gamma^\beta}
$$

where $x = (x_\beta)_{\beta \in X_d}$ is a family of formal variables and $x^\gamma$ denotes $\prod_{\beta \in X_d} x_\beta^\gamma$ when $\gamma = (\gamma^\beta)_{\beta \in X_d}$. Recall that since the trees are finite, only a finite number of coordinates $\gamma^\beta$ are non-zero, which makes the infinite product problem disappear. The same arguments of normal convergence as in the case $d = 1$ apply to justify the integral/sum permutations.

As done in Step 1, we can invert the Fourier transform by integrating over every $k_t$, which gives
\[ g_{d+1,\gamma}^{(\lambda)}(N) = e^{-\lambda \prod_{\beta} \gamma_{\beta}^!} \prod_{x^{\beta} \in X_{\beta}} x^{\beta} g_{d,\beta}^{(\lambda)}(t) \prod_{t \in X} \left[ N_{t} \right] \left[ \lambda GW_{d}^{(\lambda)}(t) + \sum_{\beta} x^{\beta} \sqrt{\lambda} g_{d,\beta}^{(\lambda)}(t) \right]^{N_{t}}. \]

Dividing this expression by \( GW_{d+1}^{(\lambda)}(N) \) establishes that \( L_{d+1}(N,N') \) satisfies the decomposition (11) with \( f_{d+1,\gamma}^{(\lambda)} \) given by the following recursion

\[ f_{d+1,\gamma}^{(\lambda)}(N) := \sqrt{\prod_{\beta \in X_{\beta}} \gamma_{\beta}^! \prod_{x^{\beta} \in X_{\beta}} x^{\beta} g_{d,\beta}^{(\lambda)}(t) \prod_{t \in X} \left( 1 + \sum_{\beta \in X_{\beta}} \frac{x^{\beta}}{\sqrt{\lambda} f_{d,\beta}^{(\lambda)}(t)} \right)^{N_{t}}}, \tag{20} \]

which is independent of \( s \). Taking \( \gamma = \bullet \) in (20), that is \( \gamma_{\beta} = 0 \) for all \( \beta \), gives \( f_{d+1,\bullet}^{(\lambda)} = 1 \) and proves condition (12) at depth \( d + 1 \).

**Step 2.1: recursion for (13) and (15) at \( d + 1 \)**

Let us now prove the properties (13) and (15) at depth \( d + 1 \). For any \( \gamma^{(1)} = \{ \gamma_{\beta}^{(1)} \}_{\beta \in X_{\beta}}, \ldots, \gamma^{(n)} = \{ \gamma_{\beta}^{(n)} \}_{\beta \in X_{\beta}} \) in \( X_{d+1} \), the recursion (20) gives

\[
\sum_{N \in X_{d+1}} GW_{d+1}^{(\lambda)}(N) f_{d+1,\gamma^{(1)}}^{(\lambda)}(N) \cdots f_{d+1,\gamma^{(n)}}^{(\lambda)}(N) = \sqrt{\prod_{i=1}^{n} \prod_{\beta \in X_{\beta}} \gamma_{\beta}^{(i)!} \prod_{i=1}^{n} \left( \prod_{x^{\beta} \in X_{\beta}} x^{\beta} g_{d,\beta}^{(\lambda)}(t) \prod_{t \in X} \left( 1 + \sum_{\beta \in X_{\beta}} \frac{x^{\beta}}{\sqrt{\lambda} f_{d,\beta}^{(\lambda)}(t)} \right) \right)^{N_{t}}} \times \exp \left(-\lambda - \sqrt{\lambda} \sum_{\beta, t \in X_{\beta}} \sum_{i=1}^{n} x^{(i)}_{\beta}, \gamma^{(i)}_{\beta} + \lambda \sum_{t \in X} GW_{d}^{(\lambda)}(t) \prod_{i=1}^{n} \left( 1 + \sum_{\beta \in X_{\beta}} \frac{x^{(i)}_{\beta}}{\sqrt{\lambda} f_{d,\beta}^{(\lambda)}(t)} \right) \right).
\]

As in Step 1, when expanding the product in the exponential, the zero and first order terms simplify, which yields

\[
\sum_{N \in X_{d+1}} GW_{d+1}^{(\lambda)}(N) f_{d+1,\gamma^{(1)}}^{(\lambda)}(N) \cdots f_{d+1,\gamma^{(n)}}^{(\lambda)}(N) = \left( \prod_{i=1}^{n} \prod_{\beta \in X_{\beta}} \gamma_{\beta}^{(i)!} \prod_{i=1}^{n} \left( \prod_{x^{\beta} \in X_{\beta}} x^{(i)}_{\beta}, \gamma^{(i)}_{\beta} \right) \exp \left[ \sum_{1 \leq i < j \leq n} \sum_{x^{(i)}_{\beta}, x^{(j)}_{\beta} \in X_{\beta}} GW_{d}^{(\lambda)}(t) f_{d,\beta}^{(\lambda)}(t) f_{d,\beta}^{(\lambda)}(t) \right. \right. \left. \left. + \varepsilon_{\lambda}(x^{(1)}, \ldots, x^{(n)}) \right] \right), \tag{21}
\]

with

\[ \varepsilon_{\lambda}(x^{(1)}, \ldots, x^{(n)}) := \sum_{p=3}^{n} \lambda^{p-3/2} \sum_{1 \leq i_{1} < \cdots < i_{p} \leq n} \sum_{x^{(i_{1})}_{\beta_{1}}, \ldots, x^{(i_{p})}_{\beta_{p}} \in X_{\beta_{p}}} GW_{d}^{(\lambda)}(t) f_{d,\beta_{1}}^{(\lambda)}(t) \cdots f_{d,\beta_{p}}^{(\lambda)}(t). \]

Using the orthogonality property (13) at step \( d \), (21) reads

\[
\sum_{N \in X_{d+1}} GW_{d+1}^{(\lambda)}(N) f_{d+1,\gamma^{(1)}}^{(\lambda)}(N) \cdots f_{d+1,\gamma^{(n)}}^{(\lambda)}(N) = \left( \prod_{i=1}^{n} \prod_{\beta \in X_{\beta}} \gamma_{\beta}^{(i)!} \prod_{i=1}^{n} \left( \prod_{x^{\beta} \in X_{\beta}} x^{(i)}_{\beta}, \gamma^{(i)}_{\beta} \right) \exp \left[ \sum_{1 \leq i < j \leq n} \sum_{x^{(i)}_{\beta}, x^{(j)}_{\beta} \in X_{\beta}} GW_{d}^{(\lambda)}(t) f_{d,\beta}^{(\lambda)}(t) f_{d,\beta}^{(\lambda)}(t) \right. \right. \left. \left. + \varepsilon_{\lambda}(x^{(1)}, \ldots, x^{(n)}) \right] \right) \times \exp \left[ \varepsilon_{\lambda}(x^{(1)}, \ldots, x^{(n)}) \right]. \tag{22}
\]

For \( n = 2 \) the term \( \varepsilon_{\lambda} \) vanishes, hence

\[
\sum_{N \in X_{d+1}} GW_{d+1}^{(\lambda)}(N) f_{d+1,\gamma}^{(\lambda)}(N) f_{d+1,\gamma}^{(\lambda)}(N) = \prod_{\beta \in X_{\beta}} \left[ \sqrt{\gamma_{\beta}^{(\gamma_{\beta}^{(1)})} \gamma_{\beta}^{(\gamma_{\beta}^{(1)})}} e^{x^{(1)} x^{(2)}} \right] = \prod_{\beta \in X_{\beta}} \Gamma_{\gamma_{\beta} = \gamma_{\beta}^{(1)}} = \Gamma_{\gamma = \gamma^{(1)}},
\]

establishing the orthogonality property (13) for the rank \( d + 1 \).

Moreover, using the property (15) at step \( d \), \( \sum_{t \in X_{d}} GW_{d}^{(\lambda)}(t) f_{d,\beta_{1}}^{(\lambda)}(t) \cdots f_{d,\beta_{p}}^{(\lambda)}(t) \) has a finite limit when \( \lambda \to \infty \). Hence, as in Step 1, the terms corresponding to \( \left[ \prod_{i=1}^{n} (x^{(i)}_{\beta})^{\gamma_{\beta}^{(i)}} \right] \) in (22) to which \( \varepsilon_{\lambda}(x^{(1)}, \ldots, x^{(n)}) \) contributes are in finite number (independent of \( \lambda \)) and are all of order.
$O(\lambda^{-1/2})$. Taking $\lambda \to \infty$ thus establishes property (15) for the rank $d + 1$. Here again, previous computations are made rigorous since the trees are finite, by noticing that the series in (20) has infinite radius of convergence, and appealing to Fubini’s theorem. We use the same arguments to make computations rigorous in the rest of the proof.

**Step 2.2: recursion for **(14) **at** $d + 1$** We will now prove the orthogonality relation (14) for the rank $d + 1$. To do so we introduce another family of formal variables $y = (y_t)_{t \in X_d}$ and rewrite (20) as

$$f_{d+1,1,1}(N) = \sqrt{\prod_{t \in X_d} \gamma(t) \prod_{\beta \in X_d} N_t! [x^\gamma] y_t^N} e^{-\sqrt{\lambda} \sum_{t \in X_d} \sum_{s \in X_d} x^s \gamma(t) + \sum_{t \in X_d} y_t + \sum_{s \in X_d} x^s \gamma(t) f_{d+1,1}(t)}$$

$$= \prod_{t \in X_d} N_t! \left[ y^N_t \sum_{t \in X_d} y_t \prod_{\beta \in X_d} f_{d+1,1}(t) \left( \sum_{t \in X_d} f_{d+1,1}(t) \left( \frac{y_t}{\sqrt{\lambda}} - \sqrt{\lambda} GW_d(t) \right) \right)^{\gamma(t)} \right].$$

The above expression gives that for all $N, N' \in X_{d+1}$,

$$\sum_{\gamma \in X_{d+1}} f_{d+1,1,1}(N) f_{d+1,1,1}(N') = \prod_t N_t! N'_t! [x^N] y^{N'} e^{\sum_{t \in X_d} (x_t + y_t)}$$

$$\times e^{\sum_{t, r, t'} f_{d+1,1}(t) \lambda GW_d'(t')} \left( \frac{y_t}{\sqrt{\lambda}} - \sqrt{\lambda} GW_d(t) \right) \left( \frac{y_t}{\sqrt{\lambda}} - \sqrt{\lambda} GW_d'(t') \right)$$

$$= \prod_t N_t! N'_t! [x^N] y^{N'} e^{\sum_{t \in X_d} (x_t + y_t) + \sum_{\gamma} f_{d, \gamma}(t) \left( \frac{y_t}{\sqrt{\lambda}} - \sqrt{\lambda} GW_d(t) \right) \left( \frac{y_t}{\sqrt{\lambda}} - \sqrt{\lambda} GW_d'(t') \right)},$$

where we used (14) at step $d$ in the last step. This simplifies to

$$\sum_{\gamma \in X_{d+1}} f_{d+1,1,1}(N) f_{d+1,1,1}(N') = \prod_t N_t! N'_t! [x^N] y^{N'} e^{\sum_{t \in X_d} (x_t + y_t) + \sum_{\gamma} f_{d, \gamma}(t) \left( \frac{y_t}{\sqrt{\lambda}} - \sqrt{\lambda} GW_d(t) \right)}$$

$$= \prod_t \delta_{N_t = N'_t} e^{\lambda GW_d(t)} (\lambda GW_d'(t))^{-N_t} N_t! = \frac{N=N'}{GW_d(N)},$$

which proves (14) at step $d + 1$ and completes the proof of Theorem 4.

**2.2. Computation of cyclic moments, proof of Theorem 2.** Theorem 4 hereabove has a very natural Corollary that enables to compute the cyclic moments of the likelihood ratio.

**Corollary 1 (Cyclic moments).** The $m$-th cyclic moment of $L_d$ is defined as follows

$$C_{d,m}^{(\lambda,s)} := \mathbb{E}_{d}^{(\lambda,s)} \left[ L_d(T_1, T_2) \cdots L_d(T_{m-1}, T_m) L_d(T_m, T_1) \right],$$

where $T_1, \ldots, T_m$ are i.i.d. $GW_d^{(\lambda)}$ in the above expectation. One has

$$C_{d,m}^{(\lambda,s)} = \sum_{\beta \in X_d} \left( s \gamma \right)^{|\beta| - 1} = \sum_{n \geq 1} A_{d,n} (s^m)^{n-1} = \Delta_d(s^m),$$

where $A_{d,n}$, as defined in (2), denotes the number of unlabeled trees with $n$ vertices of depth at most $d$, and $\Delta_d$ is their generating function defined in Proposition 1.2. Note that in particular, the $C_{d,m}^{(\lambda,s)}$ do not depend on $\lambda$ (!) and by Proposition 1.2 they are upper bounded for each $d$ and $s \in [0,1)$ by some constant $A = A(d,s)$. We thus denote $C_{d,m}^{(s)} := C_{d,m}^{(\lambda,s)}$ in the sequel.

**Proof of Corollary 1.** By Theorem 4 we have

$$L_d(t, t') = \sum_{\beta \in X_d} s^{\gamma(t)} f_{d, \beta}^{(\lambda)} f_{d, \beta}^{(\lambda)}(t'),$$

where the above expression is valid for $t, t' \in X_d$. This completes the proof of Corollary 1.
Moreover, since
\[ \text{Proof of Theorem 2.} \]
According to Corollary 1, one has
\[ \square \text{by property (13) of Theorem 4.} \]

Cauchy-Schwartz inequality since the above computations are legitimate by Fubini’s theorem, the integrability following from the

By definition of the likelihood ratio, \[ E \]
e able function \[ f \]
to uniformly in \[ d \]

Then, applying Jensen’s inequality yields
\[ \text{with} \]
where we used the orthogonality property (13) between the third and fourth line. All steps in the above computations are legitimate by Fubini’s theorem, the integrability following from the Cauchy-Schwartz inequality since
\[ \forall \xi \in X, \quad E_d \left[ \left| f_d,\xi(T) \right|^2 \right] \leq \left( E_d \left[ f_d,\xi(T) \right]^2 \right)^{1/2} \left( E_d \left[ (f_d,\xi(T))^2 \right] \right)^{1/2} = 1, \]
by property (13) of Theorem 4.

We are now ready to give a proof of Theorem 2.

**Proof of Theorem 2.** According to Corollary 1, one has
\[ E_d^{(\lambda)} \left[ L_d(T, T^\prime)^2 \right] = C_d^{(s)} = \sum_{n \geq 1} A_{d,n} s^{2(n-1)}. \quad (24) \]

Moreover, since \[ A_{d,n} \leq A_n \] (by Definition 1.4) and \[ A_n \sim \frac{C_n}{\lambda} \left( \frac{1}{n} \right)^n \] by Proposition 1.1, the assumption \( s \leq \sqrt{\alpha} \) ensures that \[ E_d^{(\lambda)} \left[ L_d(T, T^\prime)^2 \right] \leq \sum_{n \geq 1} A_{d,n} s^{2(n-1)} \leq \sum_{n \geq 1} A_n s^{2(n-1)} < \infty, \]
uniformly in \( d \).

Then, applying Jensen’s inequality yields
\[ \text{KL}(P_d^{(\lambda,s)} \| P_d^{(\lambda)}) = E_d^{(\lambda,s)} [\log L_d(T, T')] \leq \log E_d^{(\lambda,s)} [L_d(T, T')] . \]

By definition of the likelihood ratio, \[ E_d^{(\lambda,s)} [f(T, T')] = E_d^{(\lambda)} [L_d(T, T') f(T, T')] \]
for every measurable function \( f \), we can thus continue the above inequality as
\[ \text{KL}(P_d^{(\lambda,s)} \| P_d^{(\lambda)}) \leq \log E_d^{(\lambda)} [L_d(T, T')^2] < \infty , \]
uniformly in \( d \), and conclude the proof.

\[ \square \]

**3. The high-degree regime: positive result when \( s > \sqrt{\alpha} \) in the Gaussian approximation**

In view of Definition 1.7, we recall that a pair of correlated trees \((t, t')\) of depth at most \( d + 1 \) sampled from \( p_{d+1}^{(\lambda,s)} \) are of the form \( t = \{ N_{\tau} \}_{\tau \in X_d} \) and \( t' = \{ N'_{\tau} \}_{\tau \in X_d} \) with
\[ N_{\tau} := \Delta_{\tau} + \sum_{\tau' \in X_d} M_{\tau,\tau'}, \quad N'_{\tau} := \Delta'_{\tau} + \sum_{\tau' \in X_d} M_{\tau,\tau'}. \]
with
\[ \Delta_{\tau}, \Delta'_{\tau} \sim \text{Poi}(\lambda(1 - s)GW_d^{(\lambda)}(\tau)) \quad \text{and} \quad M_{\tau,\tau'} \sim \text{Poi}(\lambda s^2_{d}^{(\lambda,s)}(\tau, \tau')) , \]
all these random variables being independent.
3.1. Gaussian approximation in the high-degree regime. Let us define $y = (y_\beta)_{\beta \in X_d}$ and $y' = (y'_\beta)_{\beta \in X_d}$ as follows:

$$y_\beta := \frac{1}{\sqrt{\lambda}} \sum_{\tau \in X_d} f^{(x)}_{d,\beta}(\tau)(N_\tau - \lambda GW^{(x)}_d(\tau))$$

(26)

$$y'_\beta := \frac{1}{\sqrt{\lambda}} \sum_{\tau \in X_d} f^{(x)}_{d,\beta}(\tau)(N'_\tau - \lambda GW^{(x)}_d(\tau))$$

(27)

where the $f^{(x)}_{d,\beta}$ are defined in Theorem 4. In other words, $y$ (resp. $y'$) is a centered version of $N$ (resp. $N'$), projected onto the basis of eigenvectors.

Let $(z, z') = ((z_\beta)_{\beta \in X_d}, (z'_\beta)_{\beta \in X_d})$ be an (infinite-dimensional) centered Gaussian vector defined by its covariance matrix:

$$\forall \beta, \beta' \in X_d, \ E[z_\beta z_{\beta'}] = E[z'_\beta z'_{\beta'}] = 1_{\beta = \beta'}, \ E[z_\beta z'_{\beta'}] = s^{[\beta]}1_{\beta = \beta'}.$$  

(28)

Let us denote by $p^{(x)}_{d+1}$ the joint distribution of $(y, y')$ when $(t, t')$ is drawn from $p^{(x)}_{d+1}$, and $\text{gw}^{(x)}_{d+1}$ the marginal distribution of $y$ (or $y'$). In view of the orthogonality property (14) in Theorem 4, the transformations $N \to y$ in (26) and $N' \to y'$ in (27) are affine and bijective, and can be inverted as follows:

$$N_\tau = \lambda GW^{(x)}_d(\tau) + \sqrt{\lambda} GW^{(x)}_d(\tau) \sum_{\beta \in X_d} y_\beta f^{(x)}_{d,\beta}(\tau).$$

Hence,

$$\text{KL}(p^{(x)}_{d+1} \parallel GW^{(x)}_d) = \text{KL}(p^{(x)}_{d+1} \parallel \text{gw}^{(x)}_{d+1}).$$

(29)

Lemma 3.1. When $\lambda \to \infty$, we have the following convergence in distribution:

$$(y, y') \overset{(d)}{\to} (z, z').$$

(30)

Proof. Let us first precise the space in which $(y, y')$ and $(z, z')$ lie. This space is $\mathbb{R}^{X_d} \times \mathbb{R}^{X_d}$, which we endow with the following distance:

$$\rho_d((y^{(1)}, y'^{(1)}), (y^{(2)}, y'^{(2)})) := \frac{1}{2} \sum_{\beta \in X_d} 2^{-|\beta|} \min(1, |y^{(1)}_\beta - y^{(2)}_\beta|) + \frac{1}{2} \sum_{\beta \in X_d} 2^{-|\beta|} \min(1, |y'^{(1)}_\beta - y'^{(2)}_\beta|).$$

The convergence of the sums is ensured by $\Phi_d(1/2) < \infty$, a consequence of Proposition 1.2. This metric turns $\mathbb{R}^{X_d} \times \mathbb{R}^{X_d}$ into a complete separable metric space (c.s.m.s. hereafter), and convergence in this metric is equivalent to simple convergence of each coordinate (see [3], Example 1.2, p.9). Importantly, convergence in distribution in $\mathbb{R}^{X_d} \times \mathbb{R}^{X_d}$ amounts to convergence of all finite-dimensional distributions (see [3], Example 2.4, p.19).

Let us then denote by $(k, k')$ a pair of real vectors in $\mathbb{R}^{X_d} \times \mathbb{R}^{X_d}$ with only a finite number of non-zero entries. We write $k \cdot y := \sum_{\beta \in X_d} k_\beta y_\beta$. We also define the following characteristic functions:

$$\tilde{p}^{(x)}(k, k') := E[e^{i k \cdot y + ik' \cdot y'}] \quad \text{and} \quad \tilde{\tau}^{(x)}(k, k') := E[e^{i k \cdot z + ik' \cdot z'}].$$

(31)

Proving Lemma 3.1 thus amounts to showing the simple convergence $\tilde{p}^{(x)}(k, k') \to \tilde{\tau}^{(x)}(k, k')$ when $\lambda \to \infty$. Since the (Gaussian) limit distribution is entirely determined by its moments, it suffices to show the convergence of the cumulants (for a proof, see Theorem 4.5.5 in [5]).

The covariance structure of $(z, z')$ given in (28) immediately yields

$$\tilde{\tau}^{(x)}(k, k') = \exp \left[ -\frac{1}{2} \sum_{\beta \in X_d} ((k_\beta)^2 + (k'_\beta)^2 + 2s^{[\beta]}k_\beta k'_\beta) \right].$$

(32)
In view of (25), (26) and (27), writing \( f_{d}^{(\lambda)}(\tau) := (f_{d,\beta}^{(\lambda)}(\tau))_{\beta \in \mathcal{X}_{d}} \), one has

\[
e^{i k y + i k' y'} = \exp \left[ -\sqrt{\lambda} \sum_{\tau \in \mathcal{X}_{d}} GW_{d}^{(\lambda)}(\tau)(ik \cdot f_{d}^{(\lambda)}(\tau) + ik' \cdot f_{d}^{(\lambda)}(\tau)) \right]
\times \prod_{\tau, \tau' \in \mathcal{X}_{d}} \left( \exp \left[ \frac{1}{\sqrt{\lambda}} (ik \cdot f_{d}^{(\lambda)}(\tau) + ik' \cdot f_{d}^{(\lambda)}(\tau')) \right] \right)^{M_{\tau, \tau'}}
\times \prod_{\tau \in \mathcal{X}_{d}} \left( \exp \left[ \frac{1}{\sqrt{\lambda}} ik' \cdot f_{d}^{(\lambda)}(\tau) \right] \right)^{\Delta_{\tau}}.
\]

The variables \( M_{\tau, \tau'}, \Delta_{\tau}, \Delta'_{\tau} \) being independent Poisson variables, taking the expectation gives

\[
\hat{p}^{(\lambda,s)}(k, k') = \exp \left[ -\sqrt{\lambda} \sum_{\tau \in \mathcal{X}_{d}} GW_{d}^{(\lambda)}(\tau)(ik \cdot f_{d}^{(\lambda)}(\tau) + ik' \cdot f_{d}^{(\lambda)}(\tau)) \right]
\times \exp \left[ \lambda (1 - s) \sum_{\tau \in \mathcal{X}_{d}} GW_{d}^{(\lambda)}(\tau) \left( e^{\frac{i k}{\sqrt{\lambda}} f_{d}^{(\lambda)}(\tau)} + e^{\frac{i k'}{\sqrt{\lambda}} f_{d}^{(\lambda)}(\tau)} - 2 \right) \right]
\times \exp \left[ \lambda s \sum_{\tau, \tau' \in \mathcal{X}_{d}} P_{d}^{(\lambda,s)}(\tau, \tau') \left( e^{\frac{i k}{\sqrt{\lambda}} f_{d}^{(\lambda)}(\tau) + ik' f_{d}^{(\lambda)}(\tau')} - 1 \right) \right].
\]

The cumulants of \((y, y')\) are obtained by expanding the logarithm of the last expression in power series in \( k, k' \). Using that \( \sum_{\tau \in \mathcal{X}_{d}} P_{d}^{(\lambda,s)}(\tau, \tau') = GW_{d}^{(\lambda)}(\tau) \), the first-order (linear) terms compensate to 0, which translates the fact that \( E[y_{n}] = E[y'_{n}] = 0 \). The second-order terms in \( \log \hat{p}^{(\lambda,s)}(k, k') \) evaluate to

\[
- \lambda (1 - s) \sum_{\tau \in \mathcal{X}_{d}} GW_{d}^{(\lambda)}(\tau) \frac{1}{2\sqrt{\lambda}} \sum_{\beta, \gamma \in \mathcal{X}_{d}} f_{d,\beta}^{(\lambda)}(\tau) f_{d,\gamma}^{(\lambda)}(\tau) (k_{\beta}k_{\gamma} + k'_{\beta}k'_{\gamma})
- \lambda s \sum_{\tau, \tau' \in \mathcal{X}_{d}} P_{d}^{(\lambda,s)}(\tau, \tau')
\times \frac{1}{2\sqrt{\lambda}} \sum_{\beta, \gamma \in \mathcal{X}_{d}} \left( f_{d,\beta}^{(\lambda)}(\tau) f_{d,\gamma}^{(\lambda)}(\tau) k_{\beta}k_{\gamma} + f_{d,\beta}^{(\lambda)}(\tau') f_{d,\gamma}^{(\lambda)}(\tau') k'_{\beta}k'_{\gamma} + 2 f_{d,\beta}^{(\lambda)}(\tau) f_{d,\gamma}^{(\lambda)}(\tau') k_{\beta}k'_{\gamma} \right).
\]

Using the orthogonality property (13) of the eigenvectors in Theorem 4, the previous equation simplifies into

\[
- \frac{1}{2} \sum_{\beta \in \mathcal{X}_{d}} ((k_{\beta})^2 + (k'_{\beta})^2) - s \sum_{\tau, \tau' \in \mathcal{X}_{d}} P_{d}^{(\lambda,s)}(\tau, \tau') \sum_{\beta, \gamma \in \mathcal{X}_{d}} f_{d,\beta}^{(\lambda)}(\tau) f_{d,\gamma}^{(\lambda)}(\tau') k_{\beta}k'_{\gamma} ,
\]

which in turn reads, using \( \mathcal{P}_{d}^{(\lambda,s)}(\tau, \tau') = GW_{d}^{(\lambda)}(\tau)GW_{d}^{(\lambda)}(\tau') \sum_{\gamma \in \mathcal{X}_{d}} s^{\gamma-1} f_{d,\gamma}^{(\lambda)}(\tau) f_{d,\gamma}^{(\lambda)}(\tau'):

\[
- \frac{1}{2} \sum_{\beta \in \mathcal{X}_{d}} ((k_{\beta})^2 + (k'_{\beta})^2) - s \sum_{\beta, \gamma, \gamma' \in \mathcal{X}_{d}} \lambda |\gamma|^{-1} k_{\beta}k'_{\gamma}
\times \left( \sum_{\tau \in \mathcal{X}_{d}} GW_{d}^{(\lambda)}(\tau) f_{d,\beta}^{(\lambda)}(\tau) f_{d,\gamma}^{(\lambda)}(\tau) \right) \left( \sum_{\tau' \in \mathcal{X}_{d}} GW_{d}^{(\lambda)}(\tau') f_{d,\beta}^{(\lambda)}(\tau') f_{d,\gamma}^{(\lambda)}(\tau') \right)
= - \frac{1}{2} \sum_{\beta \in \mathcal{X}_{d}} ((k_{\beta})^2 + (k'_{\beta})^2 + 2|\beta| k_{\beta}k'_{\beta})
\]

which is exactly the second cumulant of \((z, z')\) in (32). The remaining step is to show that the higher order cumulants tend to 0 when \( \lambda \) gets large. The terms of order \( n \) in the expansion of \( \log \hat{p}^{(\lambda,s)}(k, k') \) in powers of \((k_{\beta}, k'_{\beta})\) depends explicitly on \( \lambda \) through the prefactor \( \lambda^{1-n/2} \); moreover their implicit dependency through the eigenvectors \( f_{d,\beta}^{(\lambda)} \) is of the form

\[
\sum_{\tau \in \mathcal{X}_{d}} GW_{d}^{(\lambda)}(\tau) f_{d,\beta_{1}}^{(\lambda)}(\tau) \cdots f_{d,\beta_{n}}^{(\lambda)}(\tau).
\]
These quantities have been proved to remain finite when \( \lambda \to \infty \) by property (15) of Theorem 4. This shows that all the cumulants of \((y, y')\) of order \( \geq 3 \) tend to 0 when \( \lambda \to \infty \), and hence establishes the desired convergence in distribution.

**Remark 3.1.** A hint of the Gaussian convergence in the limit \( \lambda \to \infty \) can be a posteriori read from Equation (15). To explain this point let us first define the Hermite polynomials

\[
H_m(y) := \sqrt{m!} [x^m] e^{-\frac{1}{2} x^2},
\]

that are orthogonal with respect to the Gaussian distribution, i.e. \( \mathbb{E}[H_n(X)H_{m'}(X)] = \delta_{m=m'} \) if \( X \) is a standard Gaussian random variable. The average of a product of \( n \) orthogonal polynomials is studied in the general theory of orthogonal polynomials under the name of linearization coefficient (see e.g. [24]). For Hermite polynomials one finds

\[
\mathbb{E}[H_{m_1}(X) \cdots H_{m_n}(X)] = \prod_{i=1}^{n} m_i! [x^{m_i}] \exp \left[ \sum_{1 \leq i < j \leq n} x_i x_j \right],
\]

to be compared with the expression (18) in the Charlier case. The right hand side of (15) can thus be written as

\[
\mathbb{E} \left[ \prod_{j=1}^{n} \prod_{x \in X_{d-1}} H_{\beta_j}'(y_x) \right],
\]

with \( y_x \), i.i.d. standard Gaussian random variables. Comparing this expression with the left hand side of (15) suggests that in the limit \( \lambda \to \infty \) the eigenvectors \( f_{d, \beta}^{(\lambda)} \) behave as products of Hermite polynomials, and thus that the measure with respect to which they are orthogonal becomes the product measure of independent Gaussians.

### 3.2. Kullback-Leibler divergence in the high-degree regime

The following result compares the KL-divergence with finite \( \lambda \) to the KL-divergence between the limiting Gaussian distributions of Lemma 3.1. Together with the weak convergence established in Lemma 3.1, it will be instrumental to the proof of Theorem 3.

**Proposition 3.1.** Denoting

\[
\text{KL}_{d}^{(\lambda, s)} := \text{KL}(p_{d}^{(\lambda, s)} || p_{d}^{(\lambda)}) ,
\]

one has the following:

\[
\forall d \geq 1, \liminf_{\lambda \to \infty} \text{KL}_{d}^{(\lambda, s)} \geq \text{KL}_{d}^{(s)} := -\frac{1}{2} \sum_{\beta \in X_{d-1}} \log (1 - s^{2|\beta|}) = -\frac{1}{2} \log C_{d,2}^{(s)},
\]

where \( C_{d,2}^{(s)} \) was defined in Lemma 1, and shown by Equation (24) to be equal to

\[
C_{d,2}^{(s)} = \mathbb{E}_{d}^{(s)}[L_d] = \sum_{n \geq 1} A_{d,n}(s^2)^{n-1}. \tag{35}
\]

**Proof of Proposition 3.1.** Fix \( d \geq 1 \). In (29), we established that \( \text{KL}_{d}^{(\lambda, s)} \) is also the KL-divergence \( \text{KL}(p_{d}^{(\lambda, s)} || \text{gw}_{d}^{(\lambda)} \otimes \text{gw}_{d}^{(\lambda)}) \) where \( p_{d}^{(\lambda, s)} \) is the distribution of \((y, y')\) defined in Section 3.1. Moreover, Lemma 3.1 establishes that \((y, y')\) converges in distribution to a centered gaussian vector \((z, z')\) defined by its covariance matrix:

\[
\forall \beta, \beta' \in X_{d-1}, \mathbb{E}[z_{\beta} z_{\beta'}'] = \mathbb{E}[z'_{\beta} z_{\beta'}] = 1_{\beta = \beta'}, \mathbb{E}[z_{\beta} z'_{\beta'}] = s^{2|\beta|} 1_{\beta = \beta'} . \tag{36}
\]

If we denote by \( p_{1}^{(s)} \) the joint distribution of the gaussian vector \((z, z')\) and \( p_{0}^{(s)} \) the product of the marginals, the KL-divergence \( \text{KL}(p_{1}^{(s)} || p_{0}^{(s)}) \) is easily given by \(-\frac{1}{2} \log \det \Sigma\), where \( \Sigma \) is the covariance matrix of \((z, z')\), which is similar to a matrix with diagonal blocks of the form

\[
\begin{pmatrix}
1 & s^{2|\beta|} \\
s^{2|\beta|} & 1
\end{pmatrix}
\]

for all \( \beta \in X_{d-1} \), which gives

\[
\text{KL}(p_{1}^{(s)} || p_{0}^{(s)}) = -\frac{1}{2} \log \prod_{\beta \in X_{d-1}} (1 - s^{2|\beta|}).
\]
The last term is indeed $\text{KL}_d^{(s)}$ as defined in (34), since

$$
\mathbb{E}_d^{(\lambda,s)}[L_d] = \sum_{\beta \in \mathcal{X}_d} s^{2(\beta - 1)} = \prod_{\beta \in \mathcal{X}_{d-1}} \sum_{\gamma_0 \geq 0} s^{2\gamma_0\beta} = \prod_{\beta \in \mathcal{X}_{d-1}} \frac{1}{1 - s^{2|\beta|}}.
$$

The proof is concluded by appealing to the lower semi-continuity property of the KL-divergence with respect to the weak convergence of its arguments (see e.g. [20], Theorem 3.6), and to Lemma 3.1, yielding

$$\liminf_{\lambda \to \infty} \text{KL}_d^{(\lambda,s)} \geq \text{KL}_d^{(s)}. \quad \Box$$

Though the previous result is sufficient for our purpose, we are able to prove a stronger one, in line with the intuition: the likelihood-ratio converges weakly under $p^{(\lambda)}$ when $\lambda \to \infty$, and the KL-divergence with finite $\lambda$ converges to the KL-divergence between the limiting Gaussian distributions of Lemma 3.1. To show this convergence, we appeal to the following

**Proposition 3.2.** Let $\mathcal{X}$ be a complete separable metric space (c.s.m.s) endowed with its Borel $\sigma$-field. Let for all $\lambda > 0$, $p_{0,\lambda}, p_{1,\lambda}$ be two probability measures on $\mathcal{X}$ such that $p_{1,\lambda} \ll p_{0,\lambda}$, with $\mathbb{E}_{0,\lambda}[]$ and $\mathbb{E}_{1,\lambda}[]$ the corresponding expectations. Denote then by $L^{(\lambda)}$ the likelihood ratio $\frac{dp_{1,\lambda}}{dp_{0,\lambda}}$. Assume that as $\lambda \to \infty$, one has the weak convergences

$$p_{0,\lambda} \xrightarrow{w} p_0 \quad \text{and} \quad p_{1,\lambda} \xrightarrow{w} p_1. \quad (37)$$

Assume also that for some finite constant $c > 0$ one has

$$\forall \lambda > 0, \mathbb{E}_{0,\lambda}[(L^{(\lambda)})^2] \leq c. \quad (38)$$

Then $p_1 \ll p_0$, and if we assume further that the likelihood ratio $L := \frac{dp_{1,\lambda}}{dp_{0,\lambda}}$ satisfies

$$\mathbb{E}_{0,\lambda}[(L^{(\lambda)})^2] \xrightarrow{\lambda \to \infty} \mathbb{E}_0[L^2], \quad (39)$$

it then follows that:

(i) The distribution of $L^{(\lambda)}$ under $p_{0,\lambda}$ converges weakly as $\lambda \to \infty$ to the distribution of $L$ under $p_0$;

(ii) $\text{KL}(p_{1,\lambda}||p_{0,\lambda}) \xrightarrow{\lambda \to \infty} \text{KL}(p_1||p_0). \quad (40)$

This proposition is proved in Appendix A.

**Remark 3.2.** Note that the assumption (39) in the previous Proposition is crucial. To see this, consider the following counter-example. Set $p_{0,\lambda} = p_0$ to be the uniform distribution on $[0,1]$. Then, for $\lambda \geq 1$, we subdivide the interval $I = [0,1]$ in $n = 2\lfloor \lambda \rfloor$ intervals of the form $\left(\frac{i}{n}, \frac{i+1}{n}\right)$, and define $p_{1,\lambda}$ to be absolutely continuous with respect to $p_0$, with a density $1/2$ (resp. $3/2$) on the interval $\left(\frac{i}{n}, \frac{i+1}{n}\right)$ when $i$ is even (resp. $i$ is odd). In this setting, the likelihood ratio is bounded, $p_{1,\lambda}$ converges weakly to $p_1 = p_0$, hence $\text{KL}(p_1||p_0) = 0$, but for all finite $\lambda \geq 1$,

$$\text{KL}(p_{1,\lambda}||p_{0,\lambda}) = \frac{1}{4} \log(1/2) + \frac{3}{4} \log(3/2)$$

which is strictly positive, so that (40) does not hold.

As a corollary, we can now prove the following

**Proposition 3.3.** Denoting

$$\text{KL}_d^{(\lambda,s)} := \text{KL}(p^{(\lambda,s)}||p^{(\lambda)}), \quad (41)$$

one has the following:

$$\forall d \geq 1, \text{KL}_d^{(\lambda,s)} \xrightarrow{\lambda \to \infty} \text{KL}_d^{(s)} = -\frac{1}{2} \sum_{\beta \in \mathcal{X}_{d-1}} \log(1 - s^{2|\beta|}) = \frac{1}{2} \log C_{d,2}^{(s)} \quad (42)$$

where

$$C_{d,2}^{(s)} = \mathbb{E}_d^{(\lambda,s)}[L_d] = \sum_{n \geq 1} A_{d,n}(s^2)^{n-1}. \quad (43)$$
Proof of Proposition 3.3. The proof is the same as for Proposition 3.1, except that we want in addition to apply Proposition 3.2, with $\mathcal{X} = \mathbb{R}_+ \times \mathbb{R}_+^d$, $p_{0,\lambda} = \text{gw}_{d+1}/\text{gw}_{d}$ and $p_{1,\lambda} = p^{(\lambda)}_{d+1}$. The weak convergence of $p_{0,\lambda}$ and $p_{1,\lambda}$ in the limit $\lambda \to \infty$ are ensured by Lemma 3.1, hence the only additional thing that we need to check is that the likelihood ratio $\ell_\lambda$ of the pairs $(y,y')$ has a second moment that converges to that of the limiting likelihood ratio as $\lambda \to \infty$. Since the transformations $N \to y$ in (26) and $N' \to y'$ in (27) are bijective, one has
\[
\mathbb{E}_{\text{gw}_{d}/\text{gw}_{d}}[\ell_\lambda^2] = \mathbb{E}_{d}[L_\lambda^2] = \mathbb{E}_{d}[L_d^2],
\]
which by (35) does not depend on $\lambda$, and is readily seen to coincide with the second moment of the likelihood ratio between the limiting Gaussian distributions. Proposition 3.2 hence applies and we can conclude that
\[
\text{KL}^{(\lambda,s)}_{d} \xrightarrow{\lambda \to \infty} \text{KL}^{(s)}_{d}.
\]

3.3. Propagating bounds on the KL–divergence, proof of Theorem 3. The goal of this section is to use the result of Proposition 3.3 (or Proposition 3.2) and the fact that in view of (35) for $s > \sqrt{\alpha}$ (where $\alpha$ is Otter’s constant), $\text{KL}^{(s)}_{d} \to +\infty$ with $d$, in order to obtain Theorem 3, that is that for fixed $s > \sqrt{\alpha}$, there exists $\lambda(s)$ such that one-sided detection is feasible for $\lambda \geq \lambda(s)$.

The following Lemma shows that if $s > \sqrt{\alpha}$, for any small (resp. any large but bounded) probability that we fix, there exists $\lambda_1 > 0$, a depth $d_0$ and an event $S$ that has this small (resp. large) probability under $p^{(\lambda)}_{d_0}$ (resp. $p^{(\lambda,s)}_{d_0}$) for $\lambda \geq \lambda_1$. The proof is deferred to Appendix B.1.

Lemma 3.2. Assume that $s > \sqrt{\alpha}$. Then for any $c \in (0, 2/15)$ and any $\varepsilon \in (0, 1)$, there exists $\lambda_1 = \lambda_1(s,c,\varepsilon) > 0$ and $d_0 = d_0(s,c,\varepsilon) \in \mathbb{N}$ such that, for all $\lambda \geq \lambda_1$, there exists an event $S = S(s,c,\varepsilon) \subset \mathcal{X}^2_{d_0}$ for which the following inequalities hold:
\[
\mathbb{P}_{d_0}^{(\lambda,s)}(S) \geq c \quad \text{and} \quad \mathbb{P}_{d_0}^{(\lambda)}(S) \leq \varepsilon.
\]

Now that we know that this event $S$ exists at a certain initial depth $d_0$, we want to propagate similar bounds for arbitrary depth $d \geq d_0$. This is the object of the following Proposition, proved in Appendix B.2.

Proposition 3.4. For any fixed $c \in (0, 1)$ there exist constants $\varepsilon = \varepsilon(s,c) \in (0, 1)$ and $\lambda_0 = \lambda_0(s,c) > 0$ such that the following holds. For any $\lambda \geq \lambda_0$, any $d \in \mathbb{N}$, if there exists an event $S \subset \mathcal{X}^2_{d}$ such that
\[
\mathbb{P}_{d}^{(\lambda)}(S) \leq \varepsilon \quad \text{and} \quad \mathbb{P}_{d}^{(\lambda,s)}(S) \geq c,
\]
then there exists an event $S' \subset \mathcal{X}^2_{d+1}$ such that
\[
\mathbb{P}_{d+1}^{(\lambda)}(S') \leq \frac{1}{2} \mathbb{P}_{d}^{(\lambda)}(S) \leq \frac{\varepsilon}{2} \quad \text{and} \quad \mathbb{P}_{d+1}^{(\lambda,s)}(S') \geq c.
\]

In fact, with the usual notations $t = \{N_\tau\}_{\tau \in \mathcal{X}_d}$, $t' = \{N'_{\tau}'\}_{\tau \in \mathcal{X}_d}$ for elements of $\mathcal{X}_{d+1}$, and denoting, for all $\tau \in \mathcal{X}_d$
\[
\tilde{N}_\tau := N_\tau - \lambda \text{gw}_{d}(\tau) \quad \text{and} \quad \tilde{N}'_\tau := N'_{\tau}' - \lambda \text{gw}_{d}(\tau),
\]
the event $S'$ in the above is defined from $S$ in the following way:
\[
S' = \{Z_S \geq \sigma\}, \quad \text{where} \quad Z_S := \sum_{(\tau,\tau') \in S} \tilde{N}_\tau \tilde{N}'_{\tau'},
\]
for some suitable threshold $\sigma = \sigma(S)$.

Together, Lemma 3.2 and Proposition 3.4 yield the proof of Theorem 3.

Proof of Theorem 3. Assume that $s > \sqrt{\alpha}$. Choose $c \in (0, 2/15)$ and let $\varepsilon = \varepsilon(s,c)$. $\lambda_0 = \lambda_0(s,c)$ be the corresponding quantities from Proposition 3.4. Now that $c, \varepsilon$ are fixed, we appeal to Lemma 3.2 to obtain some $\lambda_1 = \lambda_1(s,c,\varepsilon)$ and $d_0 = d_0(s,c,\varepsilon) \in \mathbb{N}$ such that, taking $\lambda \geq \lambda_0 \lor \lambda_1$, there exists some event $S_{d_0} \subset \mathcal{X}^2_{d_0}$ such that
\[
\mathbb{P}_{d_0}^{(\lambda)}(S) \leq \varepsilon \quad \text{and} \quad \mathbb{P}_{d_0}^{(\lambda,s)}(S) \geq c.
\]
Proposition 3.4 then ensures the existence of a sequence of events $S_d \subset \mathcal{X}_d^2$, $d > d_0$ such that
\[
\mathbb{P}_d^{(\lambda)}(S_d) \leq 2^{-d-d_0}\varepsilon \quad \text{and} \quad \mathbb{P}_d^{(\lambda, s)}(S_d) \geq c,
\]
which shows that the test $T_d = 1_{S_d}$ achieves one-sided detection. \hfill \Box
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**Appendix A Proof of Proposition 3.2**

**Proof of Proposition 3.2.** Let us consider the family of measures $\{Q^{(\lambda)}\}_{\lambda}$, where $Q^{(\lambda)}$ is the push-forward of $p_{0,\lambda}$ on $\mathcal{X} \times \mathbb{R}_+$, endowed with the product measure/topology, by the mapping $\omega \mapsto$
(ω, L(λ)(ω)). In the sequel we denote ˆF the product of the Borel σ-algebra on X with the trivial sigma-algebra on ℜ_+.

Thanks to the weak convergence of p_{0,λ} and to uniform integrability of \{L(λ)\}_λ, which follows from assumption (38), the two families of marginals are tight and hence the family \{Q^{λ}\}_λ is tight.

Since X is a c.s.m.s., so is X × ℜ_+ and Prokhorov’s theorem applies: for any sequence λ_k diverging to +∞, one can extract a subsequence (λ_{φ(k)})_k along which Q^{λ_{φ(k)}} converges weakly to a limit. Let us denote such a weak limit by Q, a distribution on X × ℜ_+. Since by assumption p_{0,λ} → p_0, the marginal of Q on X is necessarily p_0.

By uniform integrability of the variables \{L(λ)(ω)\}_λ, for any bounded continuous function h : X → ℜ, the variables \{h(ω)L(λ_{φ(k)})\_k\} are also uniformly integrable, and

\[
\mathbb{E}_{0,λ(φ(k))}|h(ω)L(λ_{φ(k)})(ω)| \xrightarrow{k→∞} \mathbb{E}_{(ω,z)→Q}[h(ω)z].
\]

On the other hand

\[
\mathbb{E}_{0,λ(φ(k))}|h(ω)L(λ_{φ(k)})(ω)| = \mathbb{E}_{1,λ(φ(k))}|h(ω)| \xrightarrow{k→∞} \mathbb{E}_{1}|h(ω)|.
\]

Introducing the variable ˆz(ω) := \mathbb{E}_{(ω,z)→Q}[z | ˆF], the r.h.s. of (45) also reads

\[
\mathbb{E}_{(ω,z)→Q}[h(ω)z] = \mathbb{E}_{(ω,z)→Q}[h(ω)\mathbb{E}_{(ω,z)→Q}[z | ˆF]] = \mathbb{E}_{(ω,z)→Q}[h(ω) ˆz(ω)] = \mathbb{E}_{ω→p_0}[h(ω) ˆz(ω)].
\]

Hence, identifying limits in (45) and (46) gives that p_1 ≤ p_0 and that ˆz is p_0–almost surely the Radon-Nikodym derivative \frac{dp_1}{dp_0}, which is essentially unique, thus does not depend on the particular choice of subsequence (λ_{φ(k)})_k and weak limit Q. In line with the statement of the Proposition, we shall denote L := \frac{dp_1}{dp_0} in the sequel.

**Proof of (i)** We are now ready to prove (i), namely that the distribution of L(λ) under p_{0,λ} converges weakly as λ → ∞ to the distribution of L under p_0. As previously, consider a subsequence (λ_{φ(k)})_k along which Q^{λ_{φ(k)}} converges weakly to Q’. By the same arguments as before, one has

\[
\mathbb{E}_{0,λ(φ(k))}|h(ω)L(λ_{φ(k)})(ω)| \xrightarrow{k→∞} \mathbb{E}_{(ω,z)→Q’}[h(ω)z],
\]

and \mathbb{E}_{Q’}|z’| ˆF = L. By Fatou’s Lemma,

\[
\liminf_k \mathbb{E}_{0,λ(φ(k))}|(L(λ_{φ(k)})|^2|z’\rangle |z’\rangle dx ≥ \mathbb{E}_{(ω,z)→Q’}|(z’)^2|.
\]

Since L is ˆF–measurable then in turn \mathbb{E}_{Q’}|z’| L = L. By the conditional variance formula,

\[
\text{Var}_{Q’}|z’| = \mathbb{E}_{Q’}|Var_Q|z’| L| + Var_Q|L|
\]

so that

\[
\text{Var}_{Q’}|z’| ≥ \text{Var}_{Q}|L|
\]

with equality if and only if z’ is ˆF–measurable, that is if z’ = L, Q’-almost surely.

On the other hand, by (48) and assumption (39) one also has

\[
\mathbb{E}_{Q’}|(z’)^2| \leq \liminf_k \mathbb{E}_{Q’}|(L(λ_{φ(k)})|^2| = \mathbb{E}|L^2|.
\]

Since L is a likelihood ratio one has \mathbb{E}_{Q}|L| = 1, and taking h = 1 in (47) gives \mathbb{E}_{Q’}|z’| = 1. Hence inequality (49) is an equality and we have z’ = L, Q’-almost surely. There is only one possible distribution for z’ which is that of the likelihood ratio L = \frac{dp_1}{dp_0} under p_0, hence weak convergence follows.

**Proof of (ii)** To establish point (ii), we must show that \mathbb{E}_{0,λ}|φ(L(λ))| → \mathbb{E}_0|φ(L)| where φ(x) := x log(x). We already have from point (i) that the distribution of φ(L(λ)) weakly converges to the distribution of φ(L). The conclusion will follow if we can show that the family of random variables φ(L(λ)) under p_{0,λ} is uniformly integrable. This follows in turn if we can establish that for some ε > 0, one has

\[
\sup_{λ>0} \mathbb{E}_{0,λ}|φ(L(λ))|^{1+ε} < ∞.
\]
For $x \in [0, 1]$, $|\phi(x)| \leq 1/e$. For $x \in [1, +\infty)$ and any $\varepsilon \in (0, 1)$, one has $\phi(x)^{1+\varepsilon} \leq C_x x^2$ for some finite constant $C_x$. Thus

$$E_{0, \lambda}[|\phi(L^{(\lambda)})|^{1+\varepsilon}] \leq \frac{1}{e} + C_x c,$$

where $c$ is the constant appearing in (38). The desired uniform integrability therefore holds, and point (ii) follows. \hfill \Box

**APPENDIX B. OTHER POSTPONED PROOFS**

**B.1. Proof of Lemma 3.2.**

*Proof of Lemma 3.2. Since $s > \sqrt{\alpha}$, we have that $KL_{d_n}^{(s)} \to \infty$ when $d \to \infty$, in view of (35), the fact that $A_{d_n} \to A_\infty$ when $d \to \infty$, and Otter’s formula (3). For an arbitrarily large $K = K(c, \varepsilon)$ to be specified later, we can thus choose $d_0 = d_0(s, c, \varepsilon)$ such that $KL_{d_0}^{(s)} \geq K$.

Moreover, in view of (42) – or simply (34) – we can choose $\lambda_1 = \lambda_1(s, c, \varepsilon)$ such that

$$\lambda \geq \lambda_1 \Rightarrow KL_{d_0}^{(\lambda, s)} \geq \frac{1}{2} KL_{d_0}^{(s)} = \frac{1}{4} \log(C_{d_0, 2}^{(s)}).$$

We write then

$$KL_{d_0}^{(s)} = \int_0^\infty \log(x) P_{d_0}^{(\lambda, s)} (L_{d_0} \in dx) \leq \int_1^\infty \log(x) P_{d_0}^{(\lambda, s)} (L_{d_0} \in dx) = \int_1^\infty \frac{1}{u} P_{d_0}^{(\lambda, s)} (L_{d_0} \geq u) du.$$

We consider two reals $A, B$ with $1 < A < B$, and decompose the last integral as

$$\int_1^A \frac{1}{u} P_{d_0}^{(\lambda, s)} (L_{d_0} \geq u) du + \int_A^B \frac{1}{u} P_{d_0}^{(\lambda, s)} (L_{d_0} \geq u) du + \int_B^\infty \frac{1}{u} P_{d_0}^{(\lambda, s)} (L_{d_0} \geq u) du$$

$$\leq \int_1^A \frac{1}{u} P_{d_0}^{(\lambda, s)} (L_{d_0} \geq A)\int_A^B \frac{1}{u} du + \frac{1}{B} \int_B^\infty P_{d_0}^{(\lambda, s)} (L_{d_0} \geq u) du$$

$$\leq \log(A) + P_{d_0}^{(\lambda, s)} (L_{d_0} \geq A) \log(B/A) + \frac{1}{B} C_{d_0, 2}^{(s)},$$

where in the last step we have used

$$C_{d_0, 2}^{(s)} = P_{d_0}^{(\lambda, s)}[L_{d_0}] = \int_0^\infty x P_{d_0}^{(\lambda, s)} (L_{d_0} \in dx) = \int_0^\infty P_{d_0}^{(\lambda, s)} (L_{d_0} \geq u) du \geq \int_B^\infty P_{d_0}^{(\lambda, s)} (L_{d_0} \geq u) du.$$

Combining these inequalities yields

$$\frac{1}{4} \log(C_{d_0, 2}^{(s)}) \leq \log(A) + P_{d_0}^{(\lambda, s)} (L_{d_0} \geq A) \log(B/A) + \frac{1}{B} C_{d_0, 2}^{(s)},$$

hence

$$P_{d_0}^{(\lambda, s)} (L_{d_0} \geq A) \geq \frac{\frac{1}{4} \log(C_{d_0, 2}^{(s)}) - \log(A) - \frac{1}{B} C_{d_0, 2}^{(s)}}{\log(B/A)}.$$

Choosing $A = (C_{d_0, 2}^{(s)})^{1/16}$ and $B = 16C_{d_0, 2}^{(s)}/\log(C_{d_0, 2}^{(s)})$ gives, after re-expressing the result in terms of $KL_{d_0}^{(s)} = \frac{1}{2} \log C_{d_0, 2}^{(s)}$,

$$P_{d_0}^{(\lambda, s)} (L_{d_0} \geq A) \geq \frac{1}{4} \log(16) + \frac{KL_{d_0}^{(s)}}{15} KL_{d_0}^{(s)} - \log(2KL_{d_0}^{(s)}) - \log(2KL_{d_0}^{(s)}).$$

Since the function $K \mapsto \frac{1}{4} \log(16) + K \frac{KL_{d_0}^{(s)}}{15} KL_{d_0}^{(s)} - \log(2KL_{d_0}^{(s)})$ tends to $2/15$ as $K \to \infty$, for any $c \in (0, 2/15)$ we can find a constant $K_1(c)$ such that $KL_{d_0}^{(s)} \geq K_1(c)$ implies $P_{d_0}^{(\lambda, s)} (L_{d_0} \geq A) \geq c$.

Moreover, recalling that $P_{d_0}^{(\lambda)}[L_{d_0}] = 1$ by construction of the likelihood ratio, Markov’s inequality yields $P_{d_0}^{(\lambda)} (L_{d_0} \geq A) \leq A^{-1}$. Defining $K_2(c) = 8 \log(1/\varepsilon)$, one sees that $KL_{d_0}^{(s)} \geq K_2(c)$ implies $P_{d_0}^{(\lambda)} (L_{d_0} \geq A) \leq \varepsilon$.

The choice $K(c, \varepsilon) = \max(K_1(c), K_2(c))$ thus ensures the statement of the Lemma, for the event $S = \{L_{d_0} \geq A\}$.
B.2. Proof of Proposition 3.4. The proof of Proposition 3.4 relies on the following lemma.

**Lemma B.1.** Assume \( \lambda \geq 1 \). The random variable \( Z := Z_S \) defined in (44) verifies the following:

(i) \( \mathbb{E}(\lambda Z_{d+1} \mid Z) = 0 \).

(ii) \( \mathbb{E}(\lambda^2 Z_{d+1} \mid Z) = \lambda \sigma(p_{d+1}(S)) \).

(iii) \( \mathbb{E}(\lambda Z_{d+1} \mid Z^2) \leq 36 \lambda^2 \sigma(p_{d+1}(S))^2 + 13 \lambda^2 \sigma(p_{d+1}(S)) \).

(iv) \( \mathbb{Var}(\lambda^2 Z_{d+1} \mid Z) \leq \mathbb{E}(\lambda^2 Z_{d+1} \mid Z) + \lambda^2 (1 + 2 \sigma(p_{d+1}(S))) \).

**Proof of Lemma B.1.** We shall rely on the moments of Poisson random variables, in particular with \( \Delta \).

**Proof of Proposition 3.4.**

Recall the definition of \( Z := Z_S \):

\[
Z_S := \sum_{\tau, \tau' \in \mathcal{S}} \tilde{N}_\tau \tilde{N}_\tau',
\]

where

\[
\tilde{N}_\tau = N_\tau - \lambda GW_d(\lambda)(\tau) \quad \text{and} \quad \tilde{N}_\tau' = N_\tau' - \lambda GW_d(\lambda)(\tau).
\]

**Point (i):** recall that under \( \mathbb{P}_{d+1}^{(\lambda,s)} \), \( N \) and \( N' \) are sampled as follows:

\[
N_\tau = \Delta_\tau + \sum_{\theta' \in \mathcal{X}_d} M_{\tau, \theta'} \quad \text{and} \quad N'_\tau = \Delta'_\tau + \sum_{\theta' \in \mathcal{X}_d} M_{\tau', \theta'},
\]

with \( \Delta_\tau \), \( \Delta'_\tau \) and \( M_{\theta, \theta'} \) independent Poisson random variables with parameters \( \lambda(1-s)GW_d(\lambda)(\tau) \) for the first two and \( \lambda \sigma(p_{d+1}^{(\lambda,s)}(\theta, \theta')) \) for the last one. We introduce the notations:

\[
\Delta_\tau := \Delta_\tau - \lambda(1-s)GW_d(\lambda)(\tau), \quad \Delta'_\tau := \Delta'_\tau - \lambda(1-s)GW_d(\lambda)(\tau'), \quad \tilde{M}_{\theta, \theta'} := \sigma(p_{d+1}^{(\lambda,s)}(\theta, \theta')).
\]

Since the marginals of \( \mathbb{P}_{d+1}^{(\lambda,s)} \) are given by \( GW_d(\lambda) \), it holds that

\[
\tilde{N}_\tau = \Delta_\tau + \sum_{\theta' \in \mathcal{X}_d} \tilde{M}_{\tau, \theta'} \quad \text{and} \quad \tilde{N}_\tau' = \Delta'_\tau + \sum_{\theta' \in \mathcal{X}_d} \tilde{M}_{\tau', \theta'},
\]

which shows that

\[
\mathbb{E}(\lambda \tilde{N}_\tau \tilde{N}_\tau') = \mathbb{Var}(\lambda \tilde{N}_\tau \tilde{N}_\tau') = \lambda \sigma(p_{d+1}(\tau, \tau')).
\]

**Point (ii):** follows.

**Point (iii):** Write

\[
\mathbb{E}(\lambda^2 Z_{d+1} \mid Z^2) = \sum_{(\tau_1, \tau'_1) \in \mathcal{S}, (\tau_2, \tau'_2) \in \mathcal{S}, (\tau_3, \tau'_3) \in \mathcal{S}, (\tau_4, \tau'_4) \in \mathcal{S}} \mathbb{E}(\lambda^2 \tilde{N}_{\tau_1} \tilde{N}_{\tau_1'} \tilde{N}_{\tau_2} \tilde{N}_{\tau_2'} \tilde{N}_{\tau_3} \tilde{N}_{\tau_3'} \tilde{N}_{\tau_4} \tilde{N}_{\tau_4'}) \mathbb{E}(\lambda^2 \tilde{N}_{\tau_1} \tilde{N}_{\tau_1'} \tilde{N}_{\tau_2} \tilde{N}_{\tau_2'} \tilde{N}_{\tau_3} \tilde{N}_{\tau_3'} \tilde{N}_{\tau_4} \tilde{N}_{\tau_4'})
\]

Since the \( \tilde{N}_\tau \) are centered and independent the first expectation value in the above equation vanishes unless either \( \tau_1 = \tau_2 = \tau_3 = \tau_4 \) or \( \tau_1 = \tau_2 \neq \tau_3 = \tau_4 \) (and two cases obtained by permutation of the indices). We let \( \sigma(u, v) \) denote the summation of such terms with \( |\{\tau_i, i \in [4]\}| = u, |\{\tau'_i, i \in [4]\}| = v \), \( u, v \in [1, 2] \).

We have \( \sigma(1, 1) = \sum_{(\tau, \tau') \in \mathcal{S}} \mathbb{E}(\lambda \tilde{N}_{\tau} \tilde{N}_{\tau'}) \). Using the value of the fourth centered moment of a Poisson random variable recalled in (50), and the fact that \( GW_d(\lambda)(\tau), GW_d(\lambda)(\tau') \leq 1 \), one obtains

\[
\sigma(1, 1) = \sum_{(\tau, \tau') \in \mathcal{S}} \left[ 3 \lambda^2 GW_d(\lambda)(\tau)^2 + \lambda GW_d(\lambda)(\tau) \right] \left[ 3 \lambda^2 GW_d(\lambda)(\tau')^2 + \lambda GW_d(\lambda)(\tau') \right] \leq 9 \lambda^4 \sum_{(\tau, \tau') \in \mathcal{S}} GW_d(\lambda)(\tau)^2 GW_d(\lambda)(\tau')^2 + \lambda GW_d(\lambda)(\tau) \leq 9 \lambda^4 \sigma(p_{d+1}(S))^2 + 7 \lambda^3 \sigma(p_{d+1}(S)) \]

since \( \lambda \geq 1 \) and thanks to the easy bound \( \sum_i x_i^2 \leq (\sum_i x_i)^2 \) for positive \( x_i \).
The term $\sigma(1,2)$ verifies

$$\sigma(1,2) \leq 3 \sum_{\tau} \mathbb{E}_{d+1}^{(\lambda)}[\tilde{N}_\tau^2] \sum_{\tau':(\tau,\tau') \in S} \mathbb{E}_{d+1}^{(\lambda)}[\tilde{N}_{\tau'}^2] \mathbb{E}_{d+1}^{(\lambda)}[\tilde{N}_{\theta'}^2]$$

$$= 3 \sum_{\tau} \left[ 3\lambda^2 G^{(\lambda)}_d(\tau)^2 + \lambda G^{(\lambda)}_d(\tau) \right] \sum_{\tau':(\tau,\tau') \in S} \lambda^2 G^{(\lambda)}_d(\tau') G^{(\lambda)}_d(\theta')$$

$$\leq 9\lambda^4 \sum_{\tau} G^{(\lambda)}_d(\tau)^2 \sum_{\tau':(\tau,\tau') \in S} G^{(\lambda)}_d(\tau') G^{(\lambda)}_d(\theta') + 3\lambda^3 \sum_{\tau' \in S} G^{(\lambda)}_d(\tau') G^{(\lambda)}_d(\tau'),$$

where we used the fact that $\sum_{\theta':(\tau,\theta') \in S} G^{(\lambda)}_d(\theta') \leq 1$. Note now that

$$\sum_{\tau':(\tau,\tau') \in S} G^{(\lambda)}_d(\tau') G^{(\lambda)}_d(\theta') \leq \mathbb{P}_d^{(\lambda)}(S)^2$$

and $\sum_{\tau} G^{(\lambda)}_d(\tau)^2 \leq 1$

to conclude that $\sigma(1,2) \leq 9\lambda^4 \mathbb{P}_d^{(\lambda)}(S)^2 + 3\lambda^3 \mathbb{P}_d^{(\lambda)}(S)$; the same bound obviously holds also for $\sigma(2,1)$.

Finally, $\sigma(2,2)$ can be bounded as follows. Having fixed $\tau_1$, there must be exactly one index $j \in \{2,3,4\}$ such that $\tau_j = \tau_1$. Consider thus that $j = 3$ and $\tau_4 = \tau_2$. By symmetry, when accounting only for this case, we just need to multiply our evaluation by 3. This leads to the following bound:

$$\sigma(2,2) \leq 3 \sum_{\tau_1, \tau_2} \lambda^2 G^{(\lambda)}_d(\tau_1) G^{(\lambda)}_d(\tau_2) \sum_{\tau_{j',j} \in [4]} \mathbb{I}_{\{\tau_{j',j} \in S, (\tau_2, \tau_{j'}) \in S, (\tau_1, \tau_{j'}) \in S, (\tau_1, \tau_{j'}) \in S\}} \mathbb{E}_{d+1}^{(\lambda)} \left[ \prod_{l=1}^{4} \tilde{N}_{\tau_{j_l}}^2 \right]$$

$$\leq 3 \sum_{\tau_1, \tau_2} \lambda^2 G^{(\lambda)}_d(\tau_1) G^{(\lambda)}_d(\tau_2) 3 \lambda^3 G^{(\lambda)}_d(\tau_1') G^{(\lambda)}_d(\tau_2') \mathbb{I}_{\{\tau_{j',j} \in S, (\tau_2, \tau_{j'}) \in S, (\tau_1, \tau_{j'}) \in S\}}.$$

Indeed, there are three possibilities for the choice of index $j'$ such that $\tau_j' = \tau_1'$, and for each such choice the contribution is upper bounded by the same term. This yields $\sigma(2,2) \leq 9\lambda^4 \mathbb{P}_d^{(\lambda)}(S)^2$.

Summing our bounds on $\sigma(u,v)$ for $u, v \in \{1, 2\}$ yields (iii).

Point (iv): Write

$$\mathbb{E}_{d+1}^{(\lambda,s)}(Z^2)$$

$$= \mathbb{E}_{d+1}^{(\lambda,s)} \sum_{(\tau, \tau') \in S} \sum_{(\theta, \theta') \in S} \left[ \tilde{\Delta}_\tau + \sum_{u'} \tilde{M}_{\tau, u'} \right] \left[ \tilde{\Delta}'_{\tau'} + \sum_{u'} \tilde{M}_{\tau', u'} \right] \left[ \tilde{\Delta}_\theta + \sum_{v} \tilde{M}_{\theta, v} \right] \left[ \tilde{\Delta}'_{\theta'} + \sum_{v} \tilde{M}_{\theta', v} \right].$$

When expanding the product of brackets, the only terms that will yield a non-zero expectation must have the following sequence of degrees in variables $(\tilde{\Delta}, \tilde{\Delta}', \tilde{M})$: $(2,2,0)$, $(2,0,2)$, $(0,2,2)$, or $(0,0,4)$. Denote $\sigma(u,v,w)$ the summation of terms corresponding to exponents $(u,v,w)$. We have:

$$\sigma(2,2,0) = \sum_{(\tau, \tau') \in S} \mathbb{P}_d^{(\lambda,s)}[\tilde{\Delta}_\tau^2 \tilde{\Delta}'_{\tau'}^2] = \lambda^2 (1-s)^2 \mathbb{P}_d^{(\lambda)}(S).$$

We next have

$$\sigma(2,0,2) = \sum_{(\tau, \tau') \in S} \mathbb{E}_{d}^{(\lambda,s)} \left[ \tilde{\Delta}_\tau^2 \sum_u \tilde{M}_{\tau, u}^2 \right] = \lambda^2 s(1-s) \mathbb{P}_d^{(\lambda)}(S),$$

and the same expression holds for $\sigma(0,2,2)$. We finally evaluate $\sigma(0,0,4)$. It reads

$$\sigma(0,0,4) = \sum_{(\tau, \tau') \in S} \sum_{(\theta, \theta') \in S} \mathbb{E}_{d+1}^{(\lambda,s)} \left[ \tilde{M}_{\tau, u'} \tilde{M}_{\tau', v} \tilde{M}_{\theta, v'} \tilde{M}_{\theta', w} \right].$$
The non-zero terms in this expectation must comprise either the same term at the power 4, or two distinct terms each at power 2. This yields 4 contributions, that we denote by \(A, B, C, D\), which satisfy

\[
A = \sum_{(\tau, \tau') \in S} \text{E}_{d+1}^{(\lambda)}[M_{\tau, \tau'}^2] = \sum_{(\tau, \tau') \in S} \left[3\lambda^2s^2\text{E}_{d}^{(\lambda)}(\tau, \tau')^2 + \lambda s\text{E}_{d}^{(\lambda)}(\tau, \tau')\right],
\]

\[
B = \sum_{(\tau, \tau') \in S} \text{E}_{d+1}^{(\lambda)}[M_{\theta, \theta'}^2] \sum_{(\theta, \theta') \in S \setminus \{\tau, \tau\}} \text{E}_{d+1}^{(\lambda)}[M_{\theta, \theta'}^2] = \lambda^2s^2\text{E}_{d}^{(\lambda)}(\tau, \tau')^2 - \lambda^2s^2 \sum_{(\tau, \tau') \in S} \text{E}_{d}^{(\lambda)}(\tau, \tau')^2,
\]

and

\[
C = \sum_{(\tau, \tau') \in S} \left[\sum_{u' \in S} \text{E}_{d+1}^{(\lambda)}[M_{\tau, u'}^2]ight] \left[\sum_{u : (u, \tau) \neq (u', \tau)} \text{E}_{d+1}^{(\lambda)}[M_{u, \tau'}^2]\right] = \lambda^2s^2\text{E}_{d}^{(\lambda)}(S) - \lambda^2s^2 \sum_{(\tau, \tau') \in S} \text{E}_{d}^{(\lambda)}(\tau, \tau')^2,
\]

\[
D = \sum_{(\tau, \tau') \in S} \text{E}_{d+1}^{(\lambda)}[M_{\theta, \theta'}^2] \text{E}_{d+1}^{(\lambda)}[M_{\theta, \theta'}^2] \sum_{(\theta, \theta') \in S \setminus \{\tau, \tau\}} \text{E}_{d+1}^{(\lambda)}[M_{\theta, \theta'}^2] \leq \sum_{(\tau, \tau') \in S} \text{E}_{d+1}^{(\lambda)}[M_{\theta, \theta'}^2] \text{E}_{d+1}^{(\lambda)}[M_{\theta, \theta'}^2] - \lambda^2s^2 \sum_{(\tau, \tau') \in S} \text{E}_{d}^{(\lambda)}(\tau, \tau')^2 = \lambda^2s^2\text{E}_{d}^{(\lambda)}(S) - \lambda^2s^2 \sum_{(\tau, \tau') \in S} \text{E}_{d}^{(\lambda)}(\tau, \tau')^2.
\]

Summing the expressions of \(\sigma(2, 2, 0), \sigma(2, 0, 2), \sigma(0, 2, 2), A, B, C\) and the upper bound of \(D\) we obtain

\[
\text{E}_{d+1}^{(\lambda)}(Z^2) \leq \text{E}_{d+1}^{(\lambda)}[Z]^2 + \text{E}_{d+1}^{(\lambda)}[Z] + \lambda^2(1 + s^2)\text{E}_{d}^{(\lambda)}(S),
\]

and upper bound \((iv)\) follows. \(\square\)

We now turn to the proof of Proposition 3.4.

**Proof of Proposition 3.4.** Assuming that \(S \subset \lambda^2d^2\) is such that

\[
\text{E}_{d}^{(\lambda)}(S) \leq \epsilon \quad \text{and} \quad \text{P}_{d}^{(\lambda)}(S) \geq c,
\]

our goal is to choose a threshold \(\sigma \geq 0\) such that

\[
\text{P}_{d}^{(\lambda)}(Z \geq \sigma) \leq \frac{1}{2}\text{P}_{d}^{(\lambda)}(S) \leq \frac{\epsilon}{2} \quad \text{and} \quad \text{P}_{d+1}^{(\lambda)}(Z \geq \sigma) \geq c.
\]

**First point.** Using point \((iii)\) of Lemma B.1, and Markov’s inequality we have

\[
\text{P}_{d+1}^{(\lambda)}(Z \geq \sigma) \leq \frac{1}{\sigma^2}\text{E}_{d+1}^{(\lambda)}[Z^2] \leq \frac{1}{\sigma^2}(36\lambda^4\text{P}_{d}^{(\lambda)}(S))^2 + 13\lambda^3\text{P}_{d}^{(\lambda)}(S)).
\]

It thus suffices to choose \(\sigma^4 = \max\left(144\lambda^4\text{P}_{d}^{(\lambda)}(S), 52\lambda^3\right)\) to ensure the first property, that is guarantying that \(\text{P}_{d+1}^{(\lambda)}(Z \geq \sigma) \leq \frac{1}{2}\text{P}_{d}^{(\lambda)}(S)\). We can a fortiori take \(\sigma = \max(4\lambda\text{P}_{d}^{(\lambda)}(S))^{1/4}, 3\lambda^{3/4}\).

**Second point.** By point \((ii)\) of Lemma B.1, since \(\text{E}_{d+1}^{(\lambda)}[Z] = \lambda s\text{P}_{d}^{(\lambda)}(S) \geq \lambda sc\) we shall have \(\text{E}_{d+1}^{(\lambda)}[Z] \geq 2\sigma\) provided

\[
8\text{P}_{d}^{(\lambda)}(S)^{1/4} \leq sc \text{ and } 6\lambda^{-1/4} \leq sc,
\]

or equivalently

\[
\text{P}_{d}^{(\lambda)}(S) \leq \left(\frac{sc}{8}\right)^4 \quad \text{and} \quad \lambda \geq \left(\frac{6}{sc}\right)^4.
\] (51)

This provides the conditions on \(\lambda_0\) and \(\epsilon\) required in the statement of the proposition, but let us assume that (51) is satisfied for now. Using \(\sigma \leq \text{P}_{d+1}^{(\lambda)}[Z]/2\), Chebyshev’s inequality as well as the
bound \((iv)\) of Lemma B.1:

\[
P_{d+1}^{(\lambda,s)}(Z \leq \sigma) \leq P_{d+1}^{(\lambda,s)} \left( |Z - E_{d+1}^{(\lambda,s)}[Z]| \geq \frac{1}{2} E_{d+1}^{(\lambda,s)}[Z] \right) \leq \frac{\text{Var}_{d+1}^{(\lambda,s)}(Z)}{E_{d+1}^{(\lambda,s)}[Z]^2}
\]

\[
\leq \frac{4 \lambda s P_{d}^{(\lambda,s)}(S) + 2 \lambda^2 P_{d}^{(\lambda)}(S)}{\lambda^2 s^2 P_{d}^{(\lambda,s)}(S)^2} \leq \frac{4}{\lambda sc} + \frac{8 P_{d}^{(\lambda)}(S)}{s^2 c^2}.
\]

In order to ensure that \(P_{d+1}^{(\lambda,s)}(Z \leq \sigma) \leq 1 - c\), it thus suffices to ensure

\[
\frac{4}{\lambda sc} + \frac{8 P_{d}^{(\lambda)}(S)}{s^2 c^2} \leq 1 - c.
\]

We can for instance impose

\[
\lambda \geq \frac{8}{sc(1-c)}; \quad P_{d}^{(\lambda)}(S) \leq \frac{(1-c)s^2 c^2}{16}.
\]

Combining this requirement with \((51)\) we have the announced property by setting

\[
\lambda \geq \lambda_0(s,c) := \max \left( \frac{8}{sc(1-c)^4}, \left( \frac{6}{sc} \right)^4 \right); \quad P_{d}^{(\lambda)}(S) \leq \varepsilon(s,c) := \min \left( \left( \frac{sc}{8} \right)^4, \frac{(1-c)s^2 c^2}{16} \right).
\]

Since \(P_{d+1}^{(\lambda,s)}(Z \geq \sigma) \geq P_{d+1}^{(\lambda,s)}(Z > \sigma) = 1 - P_{d+1}^{(\lambda,s)}(Z \leq \sigma)\) the statement follows. \(\square\)