A Novel Ambiguity Parameter Estimation and Elimination Strategy for GNSS/INS Tightly Coupled Integration
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Abstract: The estimation of ambiguity in the global navigation satellite system/inertial navigation system (GNSS/INS) tightly coupled system is a key issue for GNSS/INS precise navigation positioning. Only when the ambiguity is solved correctly can the integrated navigation system obtain high-precision positioning results. Aiming at the problem of ambiguity parameter estimation in GNSS/INS tightly coupled system, a new strategy for ambiguity parameter estimation and elimination is proposed in this paper. Here, the ambiguity parameter is first added to the state equations of GNSS/INS in the estimation process. Then, the strategy of eliminating the parameter is used to improve efficiency. A residual test is carried out based on introducing the ambiguity parameter, thereby reducing or avoiding its influence on the filtering estimation process. Two groups of experiments were carried out and compared with GNSS positioning results. The results showed that, in the open sky observation environment, the positioning accuracy of the GNSS/INS tightly coupled method proposed in this paper was within 5 cm, and the ambiguity fixed rate was more than 97%, which is basically consistent. In a GNSS-denied environment, the positioning accuracy of the GNSS/INS tightly coupled method proposed in this paper was obviously better than that of GNSS, and the positioning accuracy in X, Y, and Z directions was improved by 82.46%, 78.87%, and 79.67%, respectively. The fixed rate of ambiguity increased from 73% to 78.57%. Therefore, in a GNSS-challenged environment, the novel strategy of the GNSS/INS tightly coupled system has higher ambiguity fixed rate and significantly improves positioning accuracy and continuity.
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1. Introduction

Global navigation satellite system (GNSS) real-time kinematic (RTK) technology is a real-time dynamic positioning technology based on carrier phase observations. In the case of a correct solution of ambiguity, it can achieve centimeter-level positioning accuracy, especially in short baseline positioning under an open sky field [1]. In GNSS-harsh environments, the attenuation, occlusion, and interruption of GNSS signals always cause the RTK technology to suffer from poor geometry and a reduction in the number of visible satellites, making it difficult to guarantee its position accuracy and reliability [2].

To solve this problem, GNSS is often integrated with inertial navigation system (INS) [3–5]. When GNSS is not available, INS can provide instantaneous high-precision position information without interruption, attitude information, and redundant geometric information for combined
positioning [6,7]. Therefore, GNSS/INS high-precision combined positioning technology has attracted more and more attention in recent years and is widely used in fields such as autonomous driving, precision agriculture, and smart cities [8–10].

As with GNSS precision positioning, ambiguity resolution is a key and complex issue in GNSS/INS high-precision integrated positioning, especially in the harsh environment of single-frequency users [11,12]. In recent years, many ambiguity resolution algorithms have been continuously proposed. Among them, the most commonly used method is the least-squares ambiguity decorrelation adjustment method proposed by Teunissen, referred to as LAMBDA [13], and it has been proven to have the highest success rate [14]. The algorithm performs integer transformation to reduce correlation on the ambiguity float solution, performs integer least-square search to obtain the ambiguity integer solution, and then obtains the original ambiguity integer solution through integer inverse transformation. According to the combination mode, it can be divided into loosely coupled and tightly coupled systems. In the loosely coupled process, GNSS and INS work independently, and they cannot improve positioning accuracy and availability without providing additional information for the ambiguity solving process. In the tightly coupled system, the aid of inertial information for accurate position prediction in the ambiguity solving process can not only improve the search efficiency and ambiguity fixed success rate but also effectively improve the overall performance of the system when the satellite observation conditions are poor.

In the GNSS/INS tightly coupled strategy, there are two different implementation methods for estimating ambiguity parameters [15]. They both estimate the float ambiguity through least-squares or the extended Kalman filter (EKF). Subsequently, using the information of the corresponding covariance matrix, the search process is performed by the LAMBDA algorithm. The first method is to use INS position information as virtual observations to assist independent resolution of ambiguity and achieve fixed ambiguity. It has been experimentally verified that the introduction of INS information can reduce the ambiguity search space, but it does not give a rigorous search space expression [16]. Chen et al. derived a theoretical formula for the integer solution of ambiguity under inertial assistance, but the formula is too complicated and difficult to be practical [17]. Lee et al. proposed a pseudolite (PL) and INS-assisted single-frequency global positioning system (GPS) ambiguity resolution method for GPS/PL/INS integrated system, which can quickly and reliably solve ambiguity [18]. Gan et al. proposed a direct INS-assisted GPS ambiguity solution based on linear combined observations taking into account ionospheric error to achieve single epoch rounding and fixed ambiguity [19]. Han et al. proposed a single-frequency GPS/BeiDou navigation satellite system (BDS)/INS ambiguity fixed robust model by introducing a robust estimation function [20]. Subsequently, a new INS-assisted single-frequency GPS/BDS partial ambiguity resolution method was studied, and single-frequency GPS/BDS/INS integrated positioning was realized [21]. Li et al. proposed an anti-outlier ambiguity resolution and Kalman filter strategy based on the innovation of the outliers or poor-quality observations for a GPS/BDS/GLONASS/INS integrated positioning model, which can obtain high-precision positioning solutions [22]. Li et al. proposed an INS measurement method to aid integer ambiguity search in the position domain and correct the positioning status through carrier phase measurement, which can provide continuous and accurate positioning results under harsh GNSS signal conditions [23]. To improve positioning accuracy and ambiguity fixed rate in a GNSS-denied environment, other sensors, such as camera, odometer, and lidar, are used to assist the GNSS/INS tightly coupled system [24–26]. The abovementioned methods have a simple structure, high degree of modularity, and good independence. However, they require two filters to complete, and the calculation efficiency needs to be improved. Another issue is that the right moment of INS-aided GNSS filtering is difficult to determine.

The second method is to add the ambiguity parameter into the state equation of a GNSS/INS tightly coupled system and estimate and verify the ambiguity in the same filter. This method is mostly used in the precise point positioning (PPP)/INS tightly coupled system. The INS information is used to assist in PPP ambiguity resolution, which can effectively improve the speed of re-fixing the
ambiguity after losing lock, but the initialization time is still long [27–30]. To improve the reliability of the RTK algorithm, Dorn et al. introduced single-difference ambiguity into the state equation to achieve high-precision positioning results, but it also introduced receiver clock bias and clock drift [31]. In the RTK/INS tightly coupled system, this method has been rarely studied, mainly due to the large number of state vectors when ambiguity parameters are introduced. In addition, it may lead to longer solution time and poor real-time performance of the system, especially in harsh environments. If there is a deviation in the ambiguity estimation of a satellite, this deviation estimation will affect the entire filtering process until the corresponding satellite is unavailable.

Therefore, to obtain positioning results with higher precision under a GNSS-challenged environment, ambiguity parameter estimation in the GNSS/INS tightly coupled system is very important. This paper proposes a new ambiguity parameter estimation and elimination strategy based on the state equation of GNSS/INS tightly coupled integration. Firstly, the double-difference ambiguity parameters are introduced into the filtering state equation for estimation. To better estimate the ambiguity parameters, a single-frequency and wide-lane combination strategy is adopted to improve the fixed success rate of ambiguity. Secondly, a strategy of eliminating parameters is used to reduce the amount of calculation required if the ambiguity is fixed correctly and there is no cycle slip, and the ambiguity is treated as a known amount. Finally, for a satellite, the deviation of ambiguity estimation will affect the whole filtering process. On this basis, a residual checking algorithm is used to avoid affecting the calculation of the next epoch or even the whole filtering process.

The rest of this paper is organized as follows. Section 2 describes the traditional GNSS/INS tightly coupled model, including the INS dynamic model and measurement model. In Section 3, a novel GNSS/INS tightly coupled algorithm is proposed to estimate and eliminate integer ambiguity parameters. In Section 4, the experimental results are described and compared with the results of GNSS only in different observation environments. The experimental results and performance of the algorithm are discussed in Section 5. Section 6 summarizes the conclusion of this paper and future research direction.

2. GNSS/INS Tightly Coupled Integration Model

In GNSS/INS tightly coupled navigation systems, the EKF is often used for system fusion. The EKF directly fuses the GNSS and inertial measurement unit (IMU) data to obtain optimal estimates of the integrated system state. To show the tightly coupled integration algorithm, the INS dynamic model and the measurement model will be introduced in this section.

2.1. INS Dynamic Model

For GNSS/INS integration, the system model generally consists of the INS dynamic model and sensor error. In this research, the IN dynamic model can be described as the following phi-angle error equations [32]:

\[
\delta r^n = -\omega_{en}^n \times \delta r^n + \delta \theta \times v^n + \delta v^n \tag{1}
\]

\[
\delta v^n = C_b^n b^n + C_p^n \phi - (2 \omega_{en}^n + \omega_{en}^n) \times \delta v^n + v^n \times (2 \delta \omega_{en}^n + \delta \omega_{en}^n) + \delta g^n \tag{2}
\]

\[
\dot{\phi} = -\omega_{in}^n \times \phi + \delta \omega_{in}^n - C_p^n \delta \omega_{jb}^n \tag{3}
\]

where all parameters are with respect to the navigation frame. The symbols are defined as follows:

- \( \delta r = \left[ \delta r_E / (R_m + h) \right. \quad -\delta r_N / (R_m + h) \quad -\delta r_E \tan \varphi / (R_m + h) \left. \right]^T \) is a rotation vector describing the misalignment of the computed frame with respect to the true navigation frame; \( R_m \) and \( R_N \) are the radiuses of curvature in the meridian and the prime vertical, respectively; \( h \) is the height; \( \varphi \) is the local geodetic latitude; \( \delta r, \delta v, \) and \( \phi \) are the position, velocity, and attitude error vectors, respectively; \( C_b^n \) represents the rotation matrix from the body frame \((b)\) to the navigation frame \((n)\); \( \omega_{en}^n, \omega_{en}^n, \) and \( \omega_{en}^n \) represent the angle rate of the navigation frame relative to the Earth frame \((e)\), the Earth frame relative to the inertial frame \((i)\), and the navigation frame relative to the inertial frame, respectively, and \( \delta \omega_{en}^n, \)
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\( \dot{\omega}_b \) and \( \dot{\omega}_s \) are the corresponding angular rate errors; \( \dot{f}^b \) is the specific force on the body frame; \( \ddot{g}^b \) is the normal local gravity error; and \( \dot{f}^b \) and \( \dot{\omega}_b \) represent the sensor errors of the accelerometers and gyroscopes, respectively.

In inertial navigation, the sensor error is the most influential error source, including the error of the gyroscopes and the error of the accelerometers. The error equation of the inertial sensor is given as follows.

\[
\begin{align*}
\dot{\omega}_b &= s_g \cdot \omega_b^b + b_g + \omega_s \\
\dot{f}^b &= s_a \cdot f^b + b_a + \omega_s
\end{align*}
\]

where \( s_g, b_g, s_a \) and \( b_a \) are the scale factors and bias errors of gyroscopes and accelerometers on each axis, respectively; \( \omega_s \) and \( \omega_t \) are white noise errors.

Therefore, the discrete form of the system state equation can be expressed as follows [33]:

\[
\delta x_{k+1} = \Phi_{k+1,k} \cdot \delta x_k + \omega_k
\]

where \( \Phi_{k+1,k} \) represents the system state transition matrix from epoch \( k \) to \( k+1 \), and \( \omega_k \) represents the system process noise of epoch \( k \).

\[\delta x = \begin{bmatrix} \delta r & \delta v & \phi & b_g & b_a \end{bmatrix}^T \]

is the state vector of the system equation.

2.2. Measurement Model

In the GNSS/INS tightly coupled Kalman filtering model, the difference between the GNSS double-difference carrier phase observations and the “pseudophase” observations obtained by the double-difference geometric distance calculated by the INS is used as the innovation of the Kalman filtering.

The GNSS double-difference observation model under a short baseline can be expressed as follows:

\[
\begin{align*}
\lambda \Delta \Phi_{lb}^j &= \Delta r_{lb}^j + \lambda \Delta N_{rb}^j + \epsilon \Delta \Phi \\
\Delta N_{rb}^j &= \Delta r_{lb}^j + \epsilon \Delta \Phi
\end{align*}
\]

where the subscripts \( b \) and \( r \) are the base station and the rover station, respectively, and the combination represents the difference between the stations; the superscripts \( j \) and \( k \) are the observation satellites, \( j \) represents the reference satellite, and the combination represents the difference between the stars; and \( \Delta r_{lb}^j \) can be based on the known calculated amount.

The double-difference geometric distance calculated by the INS, that is, the double-difference geometric distance between the position of the carrier where the INS is located and the position of the reference station and the observation satellite, respectively, can be expressed as follows:

\[
\Delta r_{lb}^j = \Delta r_{lb}^j - \Delta \Phi^j
\]

\[
= (e_j - e_k) \delta x + (e_j - e_k) \delta y + (e_j - e_k) \delta z + \Delta r_{lb}^j
\]

where \( \Delta r_{lb}^j \) can be calculated from the known quantity.

The difference between Formulas (7) and (8) can be used to obtain the innovation in tightly coupled Kalman filtering, which can be expressed as follows:

\[
\delta z_p = \lambda \Delta \Phi_{lb}^j - \lambda \Delta N_{rb}^j
\]

\[
= (e_j - e_k) \delta x + (e_j - e_k) \delta y + (e_j - e_k) \delta z - \lambda \Delta N_{rb}^j
\]

\[
\delta z_p = \lambda \Delta \Phi_{lb}^j - \lambda \Delta N_{rb}^j
\]

\[
= (e_j - e_k) \delta x + (e_j - e_k) \delta y + (e_j - e_k) \delta z
\]
The measurement equations for the tightly coupled system are

\[ \delta z = H \delta x + v \]  

(11)

where \( \delta z = \begin{bmatrix} \delta z^T_p \delta z^T_p \end{bmatrix} \)  

(12)

\[ H = \begin{bmatrix} D \cdot C & 0_{n \times 3} & 0_{n \times 6} & -\lambda I_n \\ D \cdot C & 0_{n \times 3} & 0_{n \times 6} & 0_{n \times n} \end{bmatrix} \]  

(13)

where \( D \) is the design coefficient of the position error vector; \( C \) is the error conversion matrix of space rectangular coordinate system and the geodetic coordinate system; \( v \) is the observation noise; \( n \) is the number of double differences; and \( n = 1, 2, \ldots, m \). Theoretically, the error compensation term of the lever arm from the IMU to the antenna phase center should be expressed.

3. A Novel Ambiguity Parameter Estimation and Elimination Strategy

For INS parameter estimation, the state vector generally includes INS navigation parameter errors and inertial sensor bias errors. For GNSS, if the ambiguity parameter is unknown, it needs to be estimated to obtain the correct positioning result. In this paper, GNSS double-difference observations are mainly used for short baseline positioning, and only the double-difference ambiguity is estimated. Therefore, the double-difference ambiguity parameter should be estimated with other INS error parameters in the state equation of the tightly coupled system. Besides, if there is no cycle slip or signal loss of lock in the GNSS, the ambiguity will remain unchanged, which can be set as a constant value.

Assuming that there are \( m + 1 \) satellites, there are \( 15 + m \) state vectors for the GNSS/INS tightly coupled model. Excluding 15 INS state parameters, it also includes \( m \) double-difference ambiguity error parameters. Therefore, the error state vector of the tightly coupled model can be expressed as follows:

\[ \delta x = \begin{bmatrix} \delta r & \delta v & \phi & b_g & b_a & N \end{bmatrix}^T \]  

(14)

where \( N \) represents \( m \) parameters of double-difference ambiguity, which can be expressed as follows:

\[ N = \begin{bmatrix} \nabla \Delta N_1 & \nabla \Delta N_2 & \cdots & \nabla \Delta N_m \end{bmatrix}^T \]  

(15)

In fact, this method is similar to the idea of GNSS carrier measurement, which is to add the ambiguity parameter as an unknown parameter to the filter state estimation, construct an augmented matrix, and estimate and fix the ambiguity parameter in the filter [34]. However, different from the position, velocity, and ambiguity parameters in the GNSS state equation, the GNSS/INS state equation mainly consists of INS navigation error parameters and sensor error parameters. If the ambiguity parameter is added again, the calculation will be too heavy and error-prone, and it will be a catastrophic challenge for applications with high real-time requirements. Therefore, this is also the main reason the author wants to solve the problem.

In a GNSS-challenged environment, the ambiguity fixed success rate of single-frequency observations will decrease, resulting in poor positioning results. To improve the ambiguity fixed rate, wide-lane combination observations are used because the wavelength of the wide-lane combination is about 0.86 m, making the ambiguity easier to solve. Taking the GNSS carrier phase as an example, the double-difference observation equation can be expressed as follows:

\[ z_k = \begin{bmatrix} \nabla \Delta \Phi_1 & \nabla \Delta \Phi_{WL} \end{bmatrix} \]  

(16)
The coefficient matrix of the observation equation can be expressed as follows:

\[
H_k = \begin{bmatrix}
\frac{\partial \Delta \phi_1}{\partial x} & \frac{\partial \Delta \phi_1}{\partial y} & \frac{\partial \Delta \phi_1}{\partial z} & 0 & 0 & 1 & 0 \\
\frac{\partial \Delta \phi_{WL}}{\partial x} & \frac{\partial \Delta \phi_{WL}}{\partial y} & \frac{\partial \Delta \phi_{WL}}{\partial z} & 0 & 0 & 0 & 1
\end{bmatrix}
\]  
(17)

The observations of the combination of L1 and wide lanes are related because the observations of the combination of wide lanes are formed by the observations of L1. Given that the combined observations of the wide lane are formed by the observations of L1 and L2, it can be expressed as follows:

\[
\begin{bmatrix} 1 & 0 \\ 1 & -1 \end{bmatrix} \begin{bmatrix} \varphi_1 \\ \varphi_2 \end{bmatrix} = \begin{bmatrix} \varphi_{1L} \\ \varphi_{2L} \end{bmatrix}
\]  
(18)

At this time, the combined measurement noise of L1 and wide lane can be expressed as follows:

\[
\begin{bmatrix} 1 & 0 \\ 1 & -1 \end{bmatrix} \begin{bmatrix} \sigma_{L1} & 0 \\ 0 & \sigma_{L2} \end{bmatrix} \begin{bmatrix} 1 & 1 \\ 0 & -1 \end{bmatrix} = \begin{bmatrix} \sigma_{L1} & \sigma_{L1} \\ \sigma_{L1} & \sigma_{L1+L2} \end{bmatrix}
\]  
(19)

For the issue of too many parameters in the state vector, we can eliminate the fixed ambiguity parameters from the state vector if there is no cycle slip. For the ambiguity parameter in the tightly coupled system, the float ambiguity is obtained after extended Kalman filter estimation, which is then fixed by the LAMBDA algorithm and fed back to GNSS. If the ambiguity can be fixed correctly and no cycle slip occurs, it can be treated as a known quantity. At this time, the ambiguity parameter is eliminated from the state vector, and it is unnecessary to estimate it, which not only reduces the complexity of the Kalman filter but also greatly reduces the calculation workload. On the contrary, if the ambiguity is not fixed correctly, the updated state and covariance matrices of the Kalman filter need to be substituted into the estimation of the next epoch. At the same time, the observation value of the double-difference carrier formed by GNSS will also contain a high-precision float solution, which will greatly increase the fixed ambiguity.

With the above strategy, ambiguity parameter estimation in the GNSS/INS tightly coupled system can be realized. However, during the filtering process, if an ambiguity estimation is biased, it may affect the entire filtering process until the corresponding satellite is unavailable. At this time, the filtering process needs to be checked before or after each estimation to avoid the impact of this situation. The method based on innovation test is often used to deal with the impact of outlier problems, such as faulty satellites, strong multipath measurements, or undetected cycle slips on the filtering process. However, one problem with the innovation test is that the combination of measured values (which may be very accurate, such as carrier phase) and states (which may be very inaccurate because they are model-based) is not necessarily very accurate. Therefore, a residual test method is proposed in this paper. The residual test method is similar to the innovation test except that the residual is defined as follows:

\[
v_k^{(+)} = z_k - H_k x_k^{(+)}
\]  
(20)

The covariance can be expressed as follows:

\[
C_{v_k^{(+)}} = H_k P_k^{(+)} H_k^T + R_k
\]  
(21)

The test statistic can be used to test the outlier problem generated during the filtering process, which is defined as follows:

\[
t_k = \frac{m_k^T C_{v_k^{(+)}}^{-1} v_k^{(+)} }{ \sqrt{ (C_{v_k^{(+)}}^{-1})_{ii} i^i } }
\]  
(22)

where \( m_k = \begin{bmatrix} 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \end{bmatrix} \) the ith position is 1.
The test statistic is used to test the null hypothesis that no outliers occur, defined as follows:

\[ t_k|H_0 \sim N(0,1) \]  

(23)

If \( |t_k| \geq n_{(1−α/2)} \), the null hypothesis is rejected. Assuming a Gaussian normal distribution, where \( n_{(1−α/2)} \) is a point on the axis and only \((1−α/2)\%\) exceeds this point, if the threshold is defined as 3 standard deviations, the area under the curve is 0.997, which is approximately equal to the threshold of 3 standard deviations. However, in actual testing, it was found that when using the residual test, this number is quite strict because it will also be affected by measurements such as multipath. If the value used is 5, it is closer to 5–6 standard deviations.

It is worth noting that the outlier detection method based on a test has been studied by scholars for a long time. Among them, the more classic method is the detection, identification, and adaptation (DIA) method proposed by Teunissen et al. [35,36]. In DIA, the detection process aims to determine whether there is a certain deviation or outlier through the overall test; the identification process is used to determine which channel to measure or process vector and in which period the deviation or outlier occurs. In the adaptation process, the detected deviation and outlier will be corrected or discarded. The theoretical derivation of this method is relatively rigorous, and multiple epochs can be involved in the test. However, the process is more complicated, and there are also some problems, such as how to choose an appropriate alternative hypothesis. Although the residual test method proposed in this paper is only a single epoch test, it has a simple structure and is easy to use, although it needs further improvement.

Figure 1 shows the principle of GNSS/INS tightly coupled ambiguity resolution.
(52.9519518690°, −1.184040010°, 96.680 m). The IMU raw data was collected using Honeywell’s HG1700AG58, and the data sampling rate was 100 Hz. The specific technical parameters are shown in Table 1. The data collection time was about 24 min, and the maximum baseline length was about 50 m. In the experiment, dual-frequency data of the GPS was used for analysis, and the GPS/INS dual-frequency carrier tightly coupled smoothed result solved by the commercial software IE8.8 was used as a reference value.

Table 1. The technical parameters of HG1700AG58.

| IMU        | Bias        | Random Walk | Scale Factor |
|------------|-------------|-------------|--------------|
| Gyroscopes | 1.0 deg/h   | 0.125 deg/sqrt(h) | 150 ppm     |
| Accelerometers | 1.0 mg   | -           | 300 ppm      |

Figure 2 shows the number of visible satellites and the position dilution of precision (PDOP) value of the rover during the experiment. It can be seen that the number of satellites was more than 7, and the overall observation environment was good. The PDOP value of the rover reflects the relationship with the number of visible satellites. The more visible satellites there are, the smaller is the PDOP value with better geometry. Figure 3 shows the velocity of the vehicle during the experiment. As the height was unchanged in the experiment on the roof, the velocity in the vertical direction was zero. However, when the vehicle started to move, the number of satellites began to decrease, and with each turn outside, the number of satellites was prone to change and changed frequently by the end of the experiment.

Figure 2. The number of visible satellites and the position dilution of precision (PDOP).
Figures 4 and 5 show the trajectory and height of the GPS solution and the tightly coupled solution with the reference value, respectively. As can be seen, the tightly coupled system performed better than the GPS results, and the GPS height error was greater. Both were relatively large in the initial stage, and the ambiguity was not yet fixed. Figure 6 shows the ambiguity status of the GPS and the tightly coupled system. Compared with the GPS fixed rate, the ambiguity fixed rate was slightly better at 97.81% and 99.58%, respectively.
Figures 5 and 8 show the position errors of GPS and the tightly coupled system with fixed initial ambiguity, respectively. For quantitative analysis, Table 2 gives the statistical results of the position error of GPS and the GPS/INS tightly coupled system. From Table 2, it can be seen that the positioning accuracy of GPS and the tightly coupled system in the three directions of X, Y, and Z were all within 5 cm. The positioning accuracy of the tightly coupled system was slightly higher.

Table 2. The statistical results of position errors of GPS and the tightly coupled system.

|                | Maximum (m) | Minimum (m) | RMS (m) |
|----------------|-------------|-------------|---------|
| GPS            | X           | 0.204       | −0.268  | 0.045   |
|                | Y           | 0.179       | −0.238  | 0.038   |
|                | Z           | 0.157       | −0.116  | 0.022   |
| Tightly coupled| X           | 0.207       | −0.273  | 0.044   |
|                | Y           | 0.161       | −0.241  | 0.034   |
|                | Z           | 0.137       | −0.122  | 0.017   |
4.2. GNSS-Denied Environment

The experimental data were collected in Calgary, Canada. In the experiment, the GNSS data of the reference station and rover station with 1 Hz were collected by a NovAtel dual-frequency receiver. The reference station was located on the roof of the building, and the coordinates were expressed by geodetic coordinates (51.1163604880°, −114.0383357250°, 1044.751 m). The IMU raw data was collected using NovAtel’s SPAN-FSAS, and the data sampling rate was 200 Hz. The specific technical parameters are shown in Table 3. The data collection time was about 28 min, and the maximum baseline length was about 8.5 km. In the experiment, dual-frequency data of the GPS was used for analysis, and the GPS/INS dual-frequency carrier tightly coupled smoothed result solved by the commercial software IE8.8 was used as a reference value.
Table 3. The technical parameters of SPAN-FSAS.

| IMU          | Bias      | Random Walk | Scale Factor |
|--------------|-----------|-------------|--------------|
| Gyrosopes    | 0.75 deg/h | 0.16 deg/sqrt (h) | 300 ppm      |
| Accelerometers | 1.0 mg   | 50 ug/sqrt (Hz)    | 300 ppm      |

Figure 9 shows the number of satellites visible in the experiment and the PDOP value of the rover. It can be seen from the figure that the visible number of satellites in the first third of the experiment was about nine, and the observation environment was good. This was because the IMU was aligning and waiting for some time after alignment to obtain enough observation satellites and make the receiver converge faster. In the middle part of the experiment, because there were many trees and viaducts in the observation environment and the distance between the viaducts was relatively close, the number of visible satellites began to decrease and change frequently, from 6–9 to 2–4. In the last part of the experiment, the number of visible satellites was very small, basically within five, and there were more than two satellites in the period. The main reason for this is that the signal is almost completely interrupted when entering dense urban buildings, and the GPS positioning results will therefore become particularly poor or even unable to be used for positioning. The PDOP value of the rover further reflects the poor satellite geometry. Figure 10 shows the velocity of the vehicle during the experiment. In the first third of the experiment, the velocity of the vehicle was zero, which further verifies the analysis in Figure 9.

![Figure 9. The number of visible satellites and the PDOP.](image-url)
Figure 10. The velocity of the reference trajectory.

Figure 11 shows the trajectory of the GPS solution and the tightly coupled solution with the reference value. It can be seen from the figure that, in the first half of the experiment, the results of the GPS solution and the tightly coupled solution were consistent with the reference trajectory, and there was no obvious deviation. However, in the second half of the experiment, especially when entering the dense urban buildings, the GPS solution obviously deviated and took a long time, while the trajectory of the tightly coupled solution slightly deviated but was consistent with the reference trajectory, which indicates that INS can improve GPS continuity in a short time.

For further analysis, their heights with reference values are given in Figure 12. Compared with the reference value, the highest height error of GPS was more than 300 m in dense buildings. In the beginning, the height of the tightly coupled system was consistent with the reference value at the dense place with buildings. However, it gradually deviated from the reference value with longer time of signal losing lock, and the maximum error reached more than 40 m. Figure 13 shows the ambiguity status of the GPS and the tightly coupled system. Compared with the GPS, the fixed ambiguity was slightly better than that of the GPS, and the fixed rates of ambiguity were 73% and 78.57% respectively.
Figures 12 and 13 show the position errors of GPS and the tightly coupled system, respectively. The positioning accuracy of GPS was poor on the whole, and the error was especially large in the dense city, which made the overall error larger. For quantitative analysis, the statistical results of GPS and tightly coupled position errors are given in Table 4. It can be seen that the positioning errors of GPS were relatively large in all directions, being more than 15 m and as high as 33.220 m in the Z direction. Compared with GPS, the positioning errors of the tightly coupled system were lower, all being within 7 m and as low as 2.869 m in the X direction. Therefore, the tightly coupled system can effectively improve the positioning accuracy of GPS in a GNSS-denied environment.
5. Discussion

The algorithm was evaluated by conducting two experiments, as shown in Section 4. In Experiment 1, in the open sky environment, many satellites could be seen, and the positioning accuracy of the tightly coupled system was the same as that of GPS, with no obvious difference. However, the ambiguity fixed rate of the tightly coupled system was slightly improved, all of them being above 97%. From another
perspective, when the observation environment is good, GNSS can fully meet the needs of users, and the use of INS will also increase the cost. In Experiment 2, under a GNSS-denied environment, there were trees, viaducts, and dense urban buildings in the experimental environment. The number of visible satellites changed greatly, which led to poor quality of observation values. In the whole experiment, the positioning accuracy and continuity of the tightly coupled system were better than GPS. In the environment with trees and viaducts, the positioning accuracy of the tightly coupled system was slightly improved compared with GPS, which was mainly due to the high positioning accuracy of INS in a short time. When entering an urban dense building environment, the GPS signal is blocked or even interrupted, resulting in poor signal quality. At this time, the GPS ambiguity cannot be fixed, and it is the same for the tightly coupled system. However, in our experiment, the positioning accuracy of the tightly coupled system was significantly better than that of the GPS. The main reason for this is that, in addition to the high accuracy of INS in a short time, the algorithm proposed in this paper also made a contribution. The use of a wide-lane combination makes it easier to fix the ambiguity. The ambiguity parameter is added to the GNSS/INS state equation, which provides a higher accuracy float solution when the ambiguity cannot be fixed correctly. In addition, the residual test method also eliminates the outliers to some extent. However, the residual test here was mainly to test a single epoch and therefore needs to be improved. The test of multiple epochs is relatively complex and prone to errors, especially in a GNSS-challenged environment. In conclusion, the proposed algorithm can be used to solve the ambiguity of GNSS/INS tightly coupled system and can effectively improve the positioning accuracy and continuity of GPS.

Unfortunately, this paper mainly took GPS as an example to evaluate the positioning performance of the algorithm in different environments under a short baseline. Medium and long baselines were not considered because of the impact of the environment and difficulty in data collection. However, we are also making efforts to prepare for work on medium and long baseline data collection and hope to make a comprehensive evaluation of the algorithm and constantly improve it.

6. Conclusions

In this paper, a novel ambiguity parameter estimation and elimination strategy is proposed for GNSS/INS tightly coupled integration. Here, the ambiguity parameter in the carrier phase is added to the filter state equation for estimation. At the same time, to improve the ambiguity fixed success rate, the observation model of a single-frequency and wide-lane combination is used. To avoid too many parameters in the state equation, thereby resulting in a large calculation workload, the strategy of eliminating parameters is adopted, that is, when the ambiguity parameters are fixed and no cycle slip occurs, the ambiguity parameters are removed from the state equation and no longer estimated, which can reduce the complexity of the filter. However, during the filtering estimation process of the above strategy, if a satellite’s ambiguity estimation has deviated, it can easily affect the entire filtering process. Therefore, a residual test strategy is used. After each epoch is estimated, the outliers or estimation deviations are tested by a residual test to reduce or avoid the impact on the next epoch. To evaluate the performance of the above strategy in a GNSS/INS tightly coupled system, vehicle experiments were conducted in an open sky environment and a GNSS-denied environment. The results showed that, compared with the GNSS positioning results, the positioning accuracy of the tightly coupled system was improved, especially in the GNSS-denied environment. Compared with GNSS, the ambiguity success fixed rate was also improved. In general, the ambiguity estimation and elimination strategy proposed for the tightly coupled system can effectively improve positioning accuracy and continuity. Our future research will mainly focus on the ambiguity resolution of a multifrequency multisystem GNSS/INS tightly coupled system under a GNSS-challenged environment.
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