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Abstract

Most of the existing defense methods improve the adversarial robustness by making the models adapt to the training set augmented with some adversarial examples. However, the augmented adversarial examples may not be natural, which might distort the training distribution, resulting in inferior performance both in clean accuracy and adversarial robustness. In this study, we explore the feasibility of introducing a reweighting mechanism to calibrate the training distribution to obtain robust models. We propose to train text classifiers by a sample reweighting method in which the example weights are learned to minimize the loss of a validation set mixed with the clean examples and their adversarial ones in an online learning manner. Through extensive experiments, we show that there exists a reweighting mechanism to make the models more robust against adversarial attacks without the need to craft the adversarial examples for the entire training set.

1 Introduction

Even though deep neural networks have achieved impressive performance on many natural language processing (NLP) tasks, they are vulnerable to adversarial examples intentionally crafted under certain semantic and syntactic constraints (Jia and Liang, 2017; Ebrahimi et al., 2017; Gao et al., 2018a; Zhao et al., 2018; Cheng et al., 2019; Zheng et al., 2020). The existence and pervasiveness of adversarial examples raise serious concerns, especially when deploying such NLP models to security-sensitive applications.

Recently, many methods have been proposed to defend against adversarial attacks for neural NLP models (Miyato et al., 2017a; Sato et al., 2018a; Jiang et al., 2020; Li and Qiu, 2020; Zhu et al., 2020; Zhou et al., 2021; Dong et al., 2021; Si et al., 2021). Existing defense methods usually augment the clean training examples with the adversarial ones in one way or another in the training stage and fit the models on the augmented training set. However, the introduced adversarial examples may not be natural, which may even hurt the distribution of original training examples, resulting in lower performance on both clean and adversarial test sets. Besides, these methods usually need to generate the adversarial examples for an entire training set, which is computationally intensive. We hypothesize that one of the reasons that NLP models are not robust is because they overfit to training data biases (Bras et al., 2020) — the training data is biased towards a certain distribution, so the resulting model can be broken under some perturbations. Despite augmenting training set by adversarial examples can partially mitigate this problem, are there better and more direct ways to calibrate the training distribution without introducing additional training samples? This motivates us to investigate whether there exists a reweighting mechanism to calibrate the training distribution and lead to robust models.

We propose to train adversarially robust text classifiers by a sample reweighting method, named WETAR (Weighting Examples Towards Adversarial Robustness), in which the example weights are learned to minimize the loss of a validation set mixed with the clean examples and their corresponding adversarial ones. We explore two ways to add adversarial samples to a validation set. A static way is to generate the adversarial examples from the clean data in the validation set before the training begins, and the generated examples remain unchanged throughout the entire training process. A dynamic way is to generate adversarial examples at every iteration to test the robustness of the models against test-time attacks.

Compared with exiting defense methods, our approach can achieve competitive performance without the need to perturb the training set. We show that there indeed exists a reweighting mechanism to
make the models robust without enlarging the clean training set with any adversarial examples. We determine the example weights of the current batch at every training iteration by an online reweighting method that performs validation at an additional small size. This study is among the first ones to improve the adversarial robustness of NLP neural models by reweighing training examples under the guidance of a relatively small validation set. Through extensive experiments on three different text classification benchmark datasets, we show that our method can significantly increase the robustness to adversarial examples crafted by three representative adversarial attack algorithms.

2 Related Work

2.1 Text Adversarial Defense

The goal of adversarial defenses is to learn a model capable of achieving high test accuracy on both clean and adversarial examples. Recently, many defense methods have been proposed to defend against text adversarial attacks which can roughly be divided into two categories: empirical (Miyato et al., 2017b; Sato et al., 2018b; Zhou et al., 2021; Dong et al., 2021) and certified (Jia et al., 2019; Huang et al., 2019; Ye et al., 2020) methods.

Adversarial data augmentation is one of the most effective empirical defenses (Ren et al., 2019a; Jin et al., 2020; Li et al., 2020) for NLP models. During the training time, they replace a word with one of its synonyms to create adversarial examples. By augmenting these adversarial examples with the original training data, the model is robust to such perturbations. Zhou et al. (2021) and Dong et al. (2021) relax a set of discrete points (a word and its synonyms) to a convex hull spanned by the word embeddings of all these points, and use a convex hull formed by a word and its synonyms to capture word substitutions. Adversarial training (Miyato et al., 2017b; Zhu et al., 2020) is another one of the most successful empirical defense methods by adding norm-bounded adversarial perturbations to word embeddings and minimizes the resultant adversarial loss. The downside of existing empirical methods is that failure to discover an adversarial example does not mean that another more sophisticated attack could not find one. To address this problem, some certified defenses (Jia et al., 2019; Huang et al., 2019; Ye et al., 2020) have been introduced to guarantee the robustness to certain specific types of attacks. However, the existing certified defense methods make an unrealistic assumption that the defenders can access the synonyms used by the adversaries. They would be broken by more sophisticated attacks by using synonym sets with large sizes (Jin et al., 2020) or generating synonyms dynamically with BERT (Li et al., 2020).

Most of the existing defense methods improve the robustness by making the models adapt to the training set augmented with adversarial examples crafted by adding adversarial perturbations to discrete tokens or distributed embeddings. In contrast, our method does not need to generate adversarial examples for the entire training set and only requires a relatively small validation set to be augmented with the adversarial instances. Besides, we improve the adversarial robustness by learning to assign weights to training examples based on the loss estimated on a validation set instead of exposing the models to certain perturbations during the training process.

2.2 Weighting Examples towards Robustness

Various methods of weighting examples have been proposed to train robust models against training set bias including class imbalance (Lin et al., 2017; Cui et al., 2019) or noisy data (Shin et al., 2020; Wang et al., 2021) or both (Ren et al., 2018). In response to these problems, different weights are assigned to examples in order to match one distribution to another, and the models are trained to optimize the weighted training loss encouraging learning the examples with more weights.

Recently, incorporating the weighting method to improve the robustness against adversaries also have been investigated in the image domain. However, they all use the weighting method to assign weights to the adversarial examples instead of the clean examples. Wang et al. (2020) weight training examples in order to reduce the KL-divergence between the predicted logits of each clean example and that of the adversarial one. Zhang et al. (2021) take into account the geometric distance from data points to the decision boundary and reweight training data based on the difficulty of attacking these data points. To better defend against targeted adversarial attacks, Kim et al. (2021) proposed to reweight training examples based on the entropies of their class softmax probabilities and suggested giving more weights to the examples with higher entropies whose labels could be easily flipped.

Different from existing reweighting methods, we
argue that in order to train a model that performs well in both clean accuracy and adversarial robustness, it only needs to construct a small validation set augmented with adversarial examples to guide training. In addition, we show that the adversarial examples can be added to the original validation set in a static or dynamic way. The constructed validation also can be used for the model selection. This study is among the first ones to improve the adversarial robustness of neural models by reweighting training examples in the language domain.

3 Method

We design a weighting method to improve the adversarial robustness of text classifiers by learning to reweight examples, partly inspired by the meta-learning algorithm proposed by Ren et al. (2018) from the image domain. In particular, we consider both clean accuracy and adversarial robustness by reweighting the training examples according to their similarity to the gradient descent of the validation loss, where the validation set is augmented with the adversarial examples. During the training, we ensure that a clean example and its corresponding adversary are present in the same mini-batch, which teaches the models how to balance the two training objectives. We also show how to make model selection based on the learned weight distribution over the training examples.

For text classification, a neural network-based classifier \( f(x) \) with a set of learnable parameters \( \theta \) maps an input text \( x \in \mathcal{X} \) to a label \( y \in \mathcal{Y} \). Given a training set \( D = \{(x_i, y_i)\}_{i=1}^{N} \), we assume there is a validation set \( D^v = \{(x^v_i, y^v_i)\}_{i=1}^{M} \) that consists of two parts: a set of clean examples \( D^c \), and a set of adversarial examples \( D^a \) generated by a certain attack algorithm from \( D^c \). The adversarial validation set \( D^v \) can be generated for \( D^c \) statically or dynamically (see Subsection 3.2). We consider a loss function \( L_\theta(x, y) \), and the goal of regular training is to find a solution of \( \theta \) that minimizes the expected loss \( \frac{1}{N} \sum_{i=1}^{N} L_\theta(x_i, y_i) \) for the training set, where each instance is equally weighted.

3.1 Learning to Reweight Examples

In this study, we guide the training by a relatively small validation set \( D^v \) mixed with clean and adversarial examples through a weighted loss. Thus, each training example \( x_i \) would be assigned with a weight \( w_i \), and we learn to reweight the examples by minimizing the following weighted loss:

\[
\theta^*(w) = \arg \min_{\theta} \frac{1}{N} \sum_{i=1}^{N} w_i L_\theta(x_i, y_i),
\]

where \( w = \{w_i\}_{i=1}^{N} \) can be viewed as training hyperparameters whose values are unknown from the beginning and can be optimized based on the validation set \( D^v \):

\[
w^* = \arg \min_{w \geq 0} \frac{1}{M} \sum_{i=1}^{M} L_\theta^*(w)(x^v_i, y^v_i),
\]

where we use superscript \( v \) to denote validation set and subscript \( i \) to denote the \( i \)-th example.

Determining the optimal \( w^* \) is a special case of the bilevel optimization problem where one problem is nested within another, and every single optimization can be very expensive. It could be worse when the adversarial validation set is created in a dynamic way, which is necessary to enhance the models in their ability to defend against test-time attacks. We use an online meta-learning algorithm (Ren et al., 2018) for reweighting training examples. At every training step, a mini-batch \( \{(x_i, y_i)\}_{i=1}^{n} \) is sampled from the training set \( D \), and \( n \) is the mini-batch size \( (n \ll N) \). At the same time, another mini-batch \( \{(x^v_i, y^v_i)\}_{i=1}^{M} \) is also sampled from the validation set \( D^v \). We examine the gradient descent of \( n \) sampled training examples on the loss surface and reweight them according to their similarity to the descent direction of \( m \) validation data.

We need to determine the importance of each training sample \( (x_i, y_i) \) at every training step for a mini-batch sampled from \( D^v \). Following (Koh and Liang, 2017), we assume the weight of each training sample \( (x_i, y_i) \) is perturbed by \( \epsilon_i \), and correspondingly the parameters are updated to \( \theta'_i \) according to the descent direction of the loss on the mini-batch at step \( t \) as follows:

\[
\theta'_i = \theta_i - \tau \nabla_{\theta_i} \sum_{i=1}^{n} \epsilon_i L_\theta(x_i, y_i),
\]

where \( \tau \) is the learning rate. To get a cheap estimate of \( w_i \) at step \( t \), we calculate the gradient \( g_{\epsilon_i} \) of \( \epsilon_i \) by taking a single gradient descent step on a mini-batch of validation samples \(^1\):

\[
g_{\epsilon_i} = \frac{\partial}{\partial \epsilon_i} \frac{1}{m} \sum_{j=1}^{m} L_\theta^v(x^v_j, y^v_j)|_{\epsilon_i=0}.
\]

\(^1\) We use a meta-learning paradigm in this step to calculate the gradient \( g_{\epsilon_i} \) for each \( \epsilon_i \). Specifically, we use the higher library (Grefenstette et al., 2019) released by Facebook.
We then estimate that the importance value $\tilde{w}_i$ of sample $(x_i, y_i)$ at step $t$ by comparing the opposite direction of gradient $g_{\epsilon_i}$ accumulated at $\epsilon_i$ when take adversarial validation mini-batch $\{(x_i^\epsilon, y_i^\epsilon)\}_{i=1}^m$ into account:
\[
\tilde{w}_i = \max(-g_{\epsilon_i}, 0), \\
w_i = \frac{\tilde{w}_i}{\sum_\epsilon \tilde{w}_\epsilon + \delta}.
\]
where $\delta = 1$ if $\sum_\epsilon \tilde{w}_\epsilon = 0$, and $\delta = 0$ otherwise. We consider normalizing the weights of all training examples in a mini-batch so that they sum up to one unless all of them are 0. Once each training example is assigned with a weight under the guidance of the gradients calculated on the validation samples, we can update the parameters with the gradient accumulated through the reweighted loss at step $t$ as follows:
\[
\theta_{t+1} = \theta_t - \tau \nabla_{\theta_t} \sum_\epsilon w_i L_{\theta_t}(x_i, y_i).
\]

We refer to Algorithm 1 in Appendix A for details.

### 3.2 Adversarial Validation Set Construction

We here describe two ways to construct a validation set whose subset of adversarial examples can be generated in a static or dynamic manner. If a clean example $(x_i^c, y_i^c)$ is sampled to be included in a validation mini-batch, we would add into the same mini-batch its adversarial example $(x_i^\epsilon, y_i^\epsilon)$, where $y_i^\epsilon = y_i^c$, crafted by some attack algorithms.

In the static construction method, for every clean example in the validation set, its corresponding adversarial one is generated before the training begins, and the generated adversarial examples remain unchanged throughout the training process. If a clean example is randomly selected to appear in a mini-batch, its adversary generated in advance will be retrieved and included in the same mini-batch.

Although generating the adversarial examples in a static way can speed up the training process, it is questionable whether the resulting models can still perform well under test-time attacks since they should be evaluated on the adversarial examples crafted on the fly against the robustly trained models rather than the original ones. Therefore, we propose to use another dynamic strategy to generate adversarial examples, in which we apply an attack algorithm to craft the adversarial examples for randomly selected clean ones against the current model at every iteration. In practice, we generate all required adversarial examples every one or two epochs to reduce the computational cost.

Some previous studies show that the models tend to overfit the adversarial examples, and their performance on the clean data will drop if too many adversarial examples are used. Therefore, we use a similar training strategy. In a mini-batch, we randomly select $\rho$ percent (say 50%) of the clean data in the validation set and generate their adversarial examples from them using a certain attack algorithm. We then merge these adversarial examples with the clean ones to form a final validation set.

If the static method is used to construct the validation set, the weight distribution of training examples will stabilize to some equilibrium distribution as the number of training epochs increases. Such a weight distribution is calculated for each epoch by accumulating the weights assigned to the sampled examples in every mini-batch and then normalizing the weights of all training examples to sum up to one. To compute the difference between two weight distributions before and after an epoch, we use the Wasserstein distance instead of the popular KL-divergence since the weights of many training examples will be assigned to zeros and the former is more suitable for this situation than the latter. As the training progresses, we can obtain a series of weight distributions and their differences. If such a difference does not reduce significantly for multiple epochs, we say that the distribution has stabilized. The first model obtained with its weight distribution stabilized is chosen as the final model. When the dynamic construction method is used, there will be a “spear-and-shield” battle between defender and attacker. Although the difference in weight distribution fluctuates more with the dynamic construction method than the static one, the trend of the overall decline in the distribution difference still can be used for model selection.

### 4 Experiments

In the following, we first evaluate the proposed method of WETAR by comparing it to four baseline methods both in clean accuracy and adversarial robustness on three text classification benchmarks. Then, we would like to study how the choice of an attack algorithm to construct the validation sets at the training stage impact the adversarial robustness of resulting models under different attacks. Finally, we investigate whether our method combined with adversarial data augmentation can further improve
Datasets | Methods | Clean% | TextFooler | BERT-Attack | TextBugger |
|---------|---------|--------|------------|-------------|------------|
|         |         | AoA%   | Suc% | #Query | AoA% | Suc% | #Query | AoA% | Suc% | #Query |
| SST-2   | Base    | 93.2%  | 5.6% | 94.0% | 89.2% | 6.2% | 93.3% | 111.7% | 27.9% | 69.8% | 47.5% |
|         | FreeLB  | 93.9%  | 8.5% | 91.4% | 95.4% | 9.2% | 90.2% | 118.6% | 32.0% | 65.9% | 49.5% |
|         | FreeLB+ | 92.9%  | 14.2% | 84.8% | 117.6% | 11.7% | 87.4% | 139.6% | 36.7% | 60.5% | 51.9% |
|         | ADA     | 89.5%  | 17.8% | 80.0% | 80.0% | 13.8% | 84.5% | 141.4% | 30.7% | 65.5% | 53.6% |
|         | WETAR-S | 92.9%  | 26.2% | 71.7% | 145.3% | 24.3% | 73.5% | 183.9% | 51.7% | 44.1% | 56.6% |
|         | WETAR-D | 92.9%  | 29.6% | 68.2% | 153.2% | 31.4% | 66.2% | 207.2% | 55.3% | 40.6% | 57.1% |
| AGNEWS  | Base    | 94.3%  | 19.6% | 79.3% | 329.3% | 22.9% | 75.9% | 432.3% | 41.4% | 56.3% | 186.8% |
|         | FreeLB  | 94.9%  | 28.0% | 70.4% | 380.3% | 29.0% | 69.4% | 479.8% | 47.9% | 49.4% | 194.6% |
|         | FreeLB+ | 95.1%  | 32.0% | 66.6% | 412.9% | 29.9% | 68.8% | 487.9% | 53.1% | 44.4% | 193.2% |
|         | ADA     | 94.6%  | 41.1% | 56.5% | 424.4% | 32.6% | 65.5% | 508.7% | 52.0% | 45.1% | 220.8% |
|         | WETAR-S | 94.1%  | 47.7% | 49.4% | 464.0% | 56.4% | 40.1% | 602.3% | 68.5% | 27.2% | 242.9% |
|         | WETAR-D | 94.2%  | 54.4% | 42.5% | 472.0% | 57.5% | 39.2% | 595.0% | 68.8% | 27.2% | 253.7% |
| MR      | Base    | 87.2%  | 8.3%  | 90.5% | 107.9% | 9.9%  | 88.7% | 141.7% | 29.9% | 65.7% | 53.6% |
|         | FreeLB  | 88.0%  | 8.4%  | 90.5% | 111.0% | 9.2%  | 89.6% | 139.6% | 31.8% | 63.9% | 54.4% |
|         | FreeLB+ | 88.3%  | 11.9% | 86.6% | 122.4% | 11.0% | 87.6% | 153.4% | 34.2% | 61.3% | 56.2% |
|         | ADA     | 85.1%  | 14.3% | 83.1% | 128.2% | 11.3% | 86.7% | 148.3% | 34.0% | 60.0% | 57.8% |
|         | WETAR-S | 86.6%  | 30.4% | 64.9% | 156.6% | 31.7% | 63.4% | 206.9% | 48.1% | 44.6% | 63.7% |
|         | WETAR-D | 86.2%  | 24.9% | 71.2% | 151.9% | 28.4% | 67.1% | 203.4% | 48.7% | 43.6% | 62.9% |

Table 1: The experimental results of our WETAR and baselines on SST-2, AGNEWS, and MR datasets. We use WETAR-S to denote the setting where the adversarial examples are constructed by the static method and WETAR-D to that by the dynamic method. The best results are highlighted in bold font.

The robustness of text classifiers.

We conducted experiments on two different tasks on three widely-used datasets: Stanford Sentiment Treebank (SST-2) (Socher et al., 2013), AG-News corpus (AGNEWS) (Zhang et al., 2015) and Movie Reviews (MR) (Pang and Lee, 2005). SST-2 consists about 67,000 training sentences for binary classification and MR contains about 9,000 movie reviews for training. AGNEWS has four categories pertaining about 30,000 new articles. For each dataset, we randomly select one-tenth examples from the training set to form a validation set from which the adversarial examples will be generated to guide the training and select the model. In Section 4, all experimental results are obtained over three runs with different initialization. We refer to Appendix B for more implementation details.

4.1 Attack Algorithms

The following three adversarial attack methods are used to evaluate the robustness of models, reimple-mented by TextAttack toolkit (Morris et al., 2020).

TextFooler (Jin et al., 2020) uses a greedy searching method, ranking the words in an input sequence based on the predicted changes before and after deleting them. Counter-fitted embeddings are used to find synonyms to replace the selected words.

BERT-Attack (Li et al., 2020) uses a BERT-based model to estimate an importance score of each subword for the prediction, and generate the top-K candidate sub-words by the masked language model to replace the word with the highest score.

TextBugger (Li et al., 2019) locates the vulnerable words by calculating the changes in predictions before and after removing them from a text. Different from TextFooler and BERT-Attack, both character-level perturbation and word-level perturbation will be applied to generate adversarial examples.

When investigating how the choice of an attack algorithm to construct the validation set impact the performance of models, we also take two other attack methods of PWWS (Ren et al., 2019b) and DeepWordBug (Gao et al., 2018b) into consideration for comprehensive assessment.

Following (Li et al., 2021), four different metrics are used to evaluate the generation and robustness of the models: (1) Clean accuracy, denoted as Clean%, is defined as the model’s classification accuracy on a clean test set; (2) Accuracy under attacks, denoted as AoA%, is the model’s accuracy under some adversarial attack; (3) Attack success rate, denoted as Suc%, is calculated as the number of texts successfully perturbed by an attack algorithm divided by the number of all texts attempted; (4) The number of queries, denoted as Query%, is the average number of times the attacker queries the model to form a successful attack.

4.2 Baseline methods

We evaluate the proposed method by comparing it with several representative methods. We primarily compare with the following recently proposed
defense methods, Base fine-tunes a pre-trained BERT on a training set consisting of clean examples. FreeLB (Zhu et al., 2020) adds norm-bounded adversarial perturbations to the input’s word embeddings using a gradient-based method, and enlarges the batch size with diversified adversarial samples under such norm constraints. FreeLB++ is a variant of FreeLB, which increases the number of ascent steps to further improve the adversarial robustness of models (Li et al., 2021). They demonstrated through extensive experiments that FreeLB and its variant of FreeLB++ outperform other defense methods including TAVAT (Li and Qiu, 2020) and DNE (Zhou et al., 2021). Therefore, we only report the results produced by FreeLB and FreeLB++ for comparison.

Adversarial Data Augmentation (ADA) is one of the widely used methods (Dong et al., 2021; Si et al., 2021; Zhou et al., 2021). During the training, they replace a word with one of its synonyms that maximizes the prediction loss. By augmenting these adversarial examples with the original training data, the model is robust to such perturbations.

4.3 Results

Table 1 shows the clean accuracy and adversarial robustness achieved by different defense methods under three attack algorithms. We use TextFooler as the attack algorithm to generate the adversarial examples for validation set construction because it was reported that TextFooler can generate high-quality, semantics-preserved adversarial examples (Hauser et al., 2021). For a fair comparison, ADA also use TextFooler to craft the adversarial examples for data augmentation. Unless otherwise specified, we set to 50% the percent of the clean data in the validation set from which the corresponding adversarial examples will be generated. We use WETAR-S to denote the setting where the adversarial examples are constructed by the static method and WETAR-D to that by the dynamic method.

From these numbers, a handful of trends are readily apparent: (1) The proposed WETAR achieved the highest robustness across three text classification datasets under different adversarial attacks over all the baseline methods while suffering little to no performance drop on the clean input data; (2) The models trained with FreeLB++ achieved the better performance than others in clean accuracy. However, the improvement in adversarial robustness is relatively small compared to WETAR; (3) The models trained with ADA method outperformed those trained with other baseline methods in adversarial robustness, but they suffer a significant drop in clean accuracy, especially on SST-2 and MR datasets.2

WETAR-D performed better than WETAR-S on SST-2 and AGNEWS datasets while the latter outperformed the former on MR dataset. One possible explanation is that the size of MR training set is much smaller than those of SST-2 and AGNEWS. For a given maximum number of training epochs, the number of mini-batches is relatively small when the models are trained on MR dataset. It would be hard for WETAR-D to tune the models sufficiently within a limited number of epochs since WETAR-D introduces the dynamics into the training process and requires more training epochs to converge.

4.4 Impact of the Types of Augmented Adversarial Examples

To better understand the impact of different attack algorithms used to construct the adversarial validation examples on the performance, we report in Table 2 accuracy achieved by WETAR and ADA methods under different attacks on the MR dataset. We found that both WETAR-D and WETAR-S perform better than ADA under almost all attack algorithms. Besides, WETAR is not sensitive to the choice of the attack algorithm used to construct validation set at the training stage, whereas ADA shows to be more sensitive to the type of attack algorithm applied to generate adversarial examples for data augmentation. Although the choice of attack algorithm has little impact on the adversarial robustness, the models trained by WETAR integrated with BERT-Attack achieved slightly better performance on MR dataset.

4.5 Impact of the Proportion of Adversarial Examples in the Validation Set

We conducted some experiments on SST-2 dataset to investigate the impact of different proportions of adversarial examples in the validation set. Figure 1 shows the clean accuracy and accuracy under attack of our WETAR where BERT-Attack was used to generate adversarial examples for validation set construction. We evaluated the adversarial robustness of the resulting models with TextFooler.

2In our experiments, we found our implemented ADA can achieve higher robustness than that reported in Li et al. (2021).
As shown in Figure 1, we found that WETAR in general can provide a great increase in robustness only with little sacrifice in clean accuracy. WETAR is also insensitive to the proportions of adversarial examples that are added into the validation set. However, adding too many adversarial examples to the validation set will hurt the performance of models in both clean accuracy and adversarial robustness. We do get surprised that our method using a validation set that only contains clean examples can make the models more robust against the word-substitution-based attacks. We believe that our training method can prevent the models from overfitting to a pre-defined training set, which leads to more robust models.

### 4.6 Combined Approach

We carried out some experiments to study whether the robustness of models can be further improved by combining WETAR with the data augmentation method. In this combination approach, we add some adversarial examples to the training set as the adversarial data augmentation. During the training process, WETAR will assign the weights to both the clean and adversarial examples based on the gradient direction of a small validation set.

We show in Figure 2 the experimental results achieved by WETAR combined with adversarial data augmentation. (a) WETAR with the static construction method. (b) WETAR with the dynamic construction method.

![Figure 2: The robustness results achieved by WETAR combined with adversarial data augmentation. (a) WETAR with the static construction method. (b) WETAR with the dynamic construction method.](image)

5 Analysis

We in this section give some analyses on the interpretability of the proposed reweighting method. First, we experimentally analyze the changes in the weight distributions over the training samples produced by our reweighting method. Base on this analysis, we propose an empirical method for model selection. Second, we visualize the weights obtained by the proposed method.

#### 5.1 Weight Distribution

To better understand the changes in the weight distributions over the training examples, we show in Figure 3 the weight distributions produced by WETAR at different epochs. Those weight distributions are obtained by normalizing the weights of all training samples at each epoch. To show whether and how those weight distributions will converge to some distribution, we use the Wasserstein distance to compute the difference between two weight distributions before and after each epoch. We remove all examples with zeros weights when visualizing the distributions.
As shown in Figure 3, we found that the performance of robustness generally increases when the differences in the weight distributions shrink as the number of epochs grows. For examples, the weight distribution starts to converge after 8 epochs when WETAR-S is used to train the model. Therefore, we select the model as the final one when the distance between two weight distributions is small (e.g., less than a given threshold). When WETAR-D is applied, there are some drops at the end of training process in adversarial robustness. One possible explanation is that after a long “spear-and-shield” battle, it is hard for any attack algorithm to generate good adversarial examples for a robust model, and the generated adversarial examples after that will go too far from the original ones, which hurts the decision boundary of the model and results in inferior performance in robustness. We give more experimental results about the weight distributions on AGNEWS and SST-2 in Appendix C.

5.2 Visualization

Learning to reweight scheme assigns different weights to examples in a mini-batch under the guidance of the adversarial validation set during the training phase. We illustrate the proposed reweighting process in Figure 4 to provide a better understanding of our method.

In the Figure 4, we plot the representations using t-SNE visualization by analyzing the final hidden states corresponding to [CLS] token of the model in the last training epoch. Visualization of more epochs are provided in Appendix D. In the t-SNE analysis, we use the average weights of data points during training as a measure of its importance. We normalized the average weights by the maximum weight this weight distribution could achieve. In Figure 4, the darker the color, the more larger weight this sample point is calculated into the loss function during training, and the more important it is in the training process.

We found that the samples distributed in one category, while close to the other one have greater non-zero weight values, which indicates they are relatively more important than the others, coinciding with the finding mentioned by Zhang et al. (2021); Kim et al. (2021). We can also observe that more weights will be given to some samples during the training process, making the whole weight distribution sparse. Through the analysis of visualization, we found the proposed mechanism can prevent the...
model from being overfitted to some training samples by assigning small weights to them. Guiding the training process via these sparse weight distributions leads to a significant increase in adversarial robustness with no or little drop in clean accuracy.

6 Conclusion

In this study, we propose a defense method against text adversarial attacks by reweighting examples automatically. The algorithm learns to weight training examples in proportion to their contributions to minimize the loss evaluated on a validation set augmented with adversarial examples. The proposed method can directly be applied to any deep learning architecture without any additional hyperparameter search. We showed through extensive experiments that there indeed exists a reweighting mechanism to make the model robust without generating adversarial examples for the entire training set, and our reweighting algorithm performs better than existing defense methods across three different text classification datasets.
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Algorithm 1 Weighting Examples Towards Adversarial Robustness Algorithm

**Input**: \( D \): training dataset \( \{(x_i, y_i)\}_{i=1}^{N} \), \( D^v \): adversarial validation set \( \{(x_i^v, y_i^v)\}_{i=1}^{M} \), \( \tau \): model parameters, \( \epsilon \): learning rate, \( \rho \): proportion of samples in \( D^v \), \( w \): weights for perturbation.

**Output**: \( \theta \): model weights

1. Initialize \( \theta \)
2. for Iterative step \( t = 1, \ldots, T \) do
3. for minibatch \( \{x_i, y_i\}_{i=1}^{n} \subset D \) do
4. // Initialize \( \epsilon \) and minibatch from \( D^v \)
5. Sample minibatch \( \{x_i^v, y_i^v\}_{i=1}^{m} \subset D^v \)
6. \( \epsilon \leftarrow 0 \)
7. // Calculate \( \nabla \theta_t \) and update meta model
8. \( g\theta_t \leftarrow \sum_{i=1}^{n} \epsilon_i L_{\theta_t}(x_i, y_i) \)
9. \( \theta_t' = \theta_t - \tau g\theta_t \)
10. // Calculate \( g_e \) and weights \( w \)
11. \( g_e \leftarrow \sum_{i=1}^{m} \epsilon_i L_{\theta_t'}(x_i^v, y_i^v) \)
12. \( w \leftarrow \max(-g_e, 0) \)
13. \( w \leftarrow \sum_j w_j + \delta w_j \)
14. // Update model with reweighted examples
15. \( \nabla \theta_{t+1} \leftarrow \sum_{i=1}^{n} w_i L_{\theta_{t+1}}(x_i, y_i) \)
16. \( \theta_{t+1} \leftarrow \theta_t - \tau \nabla \theta_{t+1} \)
17. end for
18. end for
19. return \( \theta \)

In this section, we provide the algorithm for training process of METAR and describe the whole algorithm process in detail. We would construct an adversarial validation set first and then proceed to the next step of training. In case of METAR-D method, we reconstruct our adversarial validation set after every 1-2 epochs.

As shown in Algorithm 1, we sample a minibatch from the adversarial validation set and initialize weight perturbation \( \epsilon \) in line 5-6. In line 8-9, we calculate \( \theta_t' \) in order to obtain the gradient \( g_\theta \) of \( \epsilon \) by meta-learning algorithm in line 11. We obtain the relative importance \( \bar{w} \) of samples by comparing the magnitude of \(-g_e\). Note that we use the opposite direction of \( g_e \) to evaluate the relative importance because we do a gradient descent operation in line 9. We then normalize this importance \( \bar{w} \) to \( w \) and use \( w \) to weight training samples in the regular training. In general, the theoretical computational complexity of our algorithm is about three times greater than the regular training method.

**B Implementation Details**

Table B shows the implementation details about the hyper-parameters we used to train models. “Adversarial Learning Rate” is the parameter setting for standard adversarial training methods. “Proportion \( \rho \) for WETAR” means that there are 50% of samples are clean samples in validation batch in each training iteration. In order to make the guidance function of adversarial validation set more obvious, we use relatively larger adversarial validation batch.

**C Weight Distribution**

In the section, we first provide the experimental basis for our empirical model selection method with respect to the Wasserstein distance of weight distribution at every two epochs. We also provide detailed weight distributions in this section.

Figure 5 shows the weight distribution of WETAR-D on AGNEWS and SST-2 datasets. We can draw the similar conclusion that our empirical model selection method based on Wasserstein distance could select a relatively robust model.

We provide more weight distributions in this section in addition to the above distributions. Figure 6 and 7 show the weight distribution provided by WETAR-D on AGNEWS dataset and SST-2 dataset respectively. Figure 10 and 9 show the weight distribution on MR dataset provided by WETAR-D and WETAR-S respectively.

**D Visualization**

Figure 8 shows t-SNE results of training examples in the SST-2 dataset. For each sub-figure, the dots are outputs of the last layer of the model for the corresponding epoch, and the relative importance of dots is calculated by the average weights.
Figure 5: The weight distributions produced by WETAR-D on AGNEWS and SST-2 datasets. Sub-figures (a), (b), and (c) show the weight distributions produced by WETAR-D at epoch 2, 5, and 8 on AGNEWS respectively. Sub-figures (e), (f), and (g) give the same distributions produced by WETAR-D at epoch 2, 5, and 8 on SST-2. Sub-figures (d) and (h) plot the curves of accuracy under attack and the Wasserstein distance between two weight distributions at every two epochs respectively.

Figure 6: Weight distribution provided by WETAR-D on AGNEWS dataset.

Figure 7: Weight distribution provided by WETAR-D on SST-2 dataset.
Figure 8: t-SNE visualization of the representations of SST-2 training examples produced by the model trained via WETAR.

Figure 9: Weight distribution provided by WETAR-S on MR dataset.

Figure 10: Weight distribution provided by WETAR-D on MR dataset.