WORD SENSE DISAMBIGUATION BASED ON STRETCHABLE MATCHING OF THE SEMANTIC TEMPLATE
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ABSTRACT. It is evident that the traditional hard matching of a fixed-length template cannot satisfy the nearly indefinite variations in natural language. This issue mainly results from three major problems of the traditional matching mode: 1) in matching with a short template, the context of natural language cannot be effectively captured; 2) in matching with a long template, serious data sparsity will lead to a low success rate of template matching (i.e., low recall); and 3) due to a lack of flexible matching ability, traditional hard matching is more prone to failure. Therefore, this paper proposed a novel method of stretchable matching of the semantic template (SMOST) to deal with the above problems. We have applied this method to word sense disambiguation in the natural language processing field. In the same case of using only the SemCor corpus, the result of our system is very close to the best result of existing systems, which shows the effectiveness of new proposed method.

1. Introduction. As a vital issue of natural language processing, word sense disambiguation (WSD), although it has been studied and addressed for a long time, still remains an open research problem [20, 22]. The performance of WSD systems has witnessed certain improvements in recent years in tandem with further research on machine learning, especially the wide application of deep learning. A WSD system can be knowledge-based, supervised, unsupervised, semi-supervised, or a combination of these forms. The knowledge-based method, which extracts information from electronic dictionaries or other knowledge sources for disambiguation, mainly relies on the scale and details of the words that are described in knowledge resources [21, 6, 8, 2]. The supervised method, which trains a special model for disambiguation on a manually labeled corpus, has one flaw in that a large-scale labeled corpus must be provided [37, 31, 24]. The unsupervised method, which directly trains a model on a large-scale unlabeled corpus for disambiguation to avoid the higher costs of a manually labeled corpus, still has a large performance gap...
compared to the supervised method [33, 23]. The semi-supervised method, which is a combination of the supervised and unsupervised methods, trains a model on a small-scale manually labeled corpus and a large-scale unlabeled corpus [23, 34].

Currently, the supervised method outperforms the others, but there are two problems that need to be solved: 1) it must consider how to further expand the manually labeled corpus so that the performance can be improved, and 2) determine how to fully discover valid information in an existing labeled corpus. It is known that even with the same size corpus, if the information for disambiguation can fully be explored, then the higher quality information that can be extracted will result in higher performance.

In order to explore more valid information for WSD in the existing corpus, this paper proposes a method based on the stretchable matching of the semantic template (SMOST) for word sense disambiguation. It has three main characteristics: 1) the semantic information of words in context is extended to alleviate data sparsity, 2) the word-order information in the context is considered to improve precision, and 3) a stretchable matching, rather than traditional fixed-length matching, is used to solve the problem of low matching success rates.

2. **Motivation.** Template matching is a common method that is used in natural language processing. Generally, it is implemented by matching the words in a test sentence with those in a template. As shown in Figure 1, the words in a test sentence are denoted by “Ws” (word of a sentence), and words in templates are denoted as “Wt” (word of a template). Template matching is successful when \( Ws1 = Wt1, Ws2 = Wt2, \cdots \) and \( Ws6 = Wt6 \) are true. This kind of word-by-word exact matching can usually provide the best result. However, as a result of the extreme flexibility of natural language, in general, sentences may or may not have some unimportant random words \( wr \), which are introduced into or removed from basic sentences at any time. This may lead to template matching failure due to the low success rate of exactly matching the test sentence with existing templates. As shown in Figure 2, the matching result is not good due to the existence of random words “wr1” and “wr2”. Even if the templates can be created with all the random words, the scale of the templates would be massive, and when the template length becomes longer, the combination explosion problem that is caused by the number of the combinations of many ambiguous words over a vast range is inevitable and is not feasible in reality. We suppose that the effects of the random words could be ignored by skipping them during the matching template. In this case, a longer matching distance and an extremely high matching success rate could be obtained as a result of the flexible word-order natural language. This paper conducted a study based on this assumption. Figure 3, Figure 4 and Figure 5 illustrate the template’s stretchable matching. In Figure 3, by skipping the random words wr1 and wr2 in the test sentence, the template matching is successful. In Figure 4, matching while ignoring the random words wr1 and wr2 in the template is successful. In Figure 5, matching by skipping random words wr1, wr2 and obstructing word Ws6 in the test sentence corresponding to Wt6 in the template is successful. This paper applies the method of SMOST to disambiguate word senses. The contexts to the left and the right of the ambiguous target word are matched using the stretchable matching of the semantic templates in the template bank, and then the matching scores of the contexts to the left and the right are combined to determine the target word’s sense using a maximum score strategy.
3. Relevant works. For word sense disambiguation, existing technologies are as follows: 1) use the word semantic information and the word itself to better cover similar words when the word context may easily lead to data sparsity [4, 25, 11, 35, 36, 17]; 2) introduce the syntactic information of the context in order to obtain the correlation of the collocations more efficiently [24, 33, 36]; 3) adopt the neural network model for the word order instead of an unordered model such as
the bag of words [34, 9, 28, 27, 10]; 4) apply various embedding methods such as word embedding [7], word sense embedding [3, 32] and the context vector [18]; 5) utilize the topic model that identifies the contextual topic so that ambiguous words and inappropriate senses can be filtered out earlier [2][12][30]; 6) employ a graph-based method with the random walk [19, 30, 26]; 7) use the probability weighted voting method with dynamic self-adaptation [13]; 8) use the gloss-augmented neural network (GAS) [14]; 9) apply the co-attention model (CAN) and hierarchical co-attention model (HCAN) [15]; 10) utilize the generative adversarial networks (WSD-GAN) to combine both supervised-based and knowledge-based approaches [5]; and 11) use SyntagNet which is a large-scale manually disambiguated lexical-semantic combination resource [16].

In similar template matching methods, Roberto Navigli and Paola Velardi [21] proposed the SSI (structural semantic interconnection) algorithm, which performs word sense disambiguation using the matching of the semantic templates that are generated by the words and their senses in context-free grammar. The result shows that the SSI has high precision but low recall. Myunggwon Hwang and Pankoo Kim [6] proposed an adapted-relation structure (A-RS) algorithm for noun WSD that takes the SSI [21] as a reference but does not use the various types of RS knowledge-bases and the rich knowledge sources such as WordNet. Jia Ke-liang [8] proposed a method of soft template matching to solve the low recall problem of hard template matching, which only matches at the word granularity level and only at fixed positions. W.K. Chan Samuel [1] proposed a method of semi-supervised WSD using template matching. The templates containing contextual information are created by using a large-scale unlabeled corpus and then correcting the smallest labeled corpus using a sliding window with a fixed size of 3.

4. Method. We proposed a new method that is illustrated from Figure 6 to Figure 12. In Figure 6, there is a test sentence containing several ambiguous words. The words in the test sentence are denoted by \( W \). The words are from \( W_1 \) to \( W_n \). Some are monosemic, such as \( W_{i-3} \), \( W_{i+1} \) and \( W_{i+3} \), and some are ambiguous words, such as \( W_1 \) with two senses \( S_{1(1)} \) and \( S_{1(2)} \) and \( W_{i-4} \) with three senses \( S_{i-4(1)} \), \( S_{i-4(2)} \) and \( S_{i-4(3)} \). \( W_i \) is an ambiguous word that has four senses \( S_{i(1)} \), \( S_{i(2)} \), \( S_{i(3)} \) and \( S_{i(4)} \). The lower part of Figure 7 is a sense-labeled template in the template bank, and the template’s words are denoted by \( TW \). There are words from \( TW_1 \) to \( TW_m \), and each has a word sense from \( S_1 \) to \( S_m \). The word \( TW_k \) in the template is related to the word \( W_i \) that is to be disambiguated in the test sentence.

4.1. Definition of semantic template. A semantic template is a word sense chain that consists of the WordNet senses of the words in a whole/partial labeled sentence. For example, a semantic template “1: 15:00::, 1:21:00::, 2:42:03::, 4:02:00::, 5:00:01:taxable:00” is derived from the WordNet senses of the words in the sentence “United States, income, is, not, subject”. Of course, the template also contains part-of-speech (POS) and lemma information, which is omitted here.

4.2. Working process. Word sense disambiguation, as a whole, is a process of continuously matching the ambiguous words and their senses in the test sentence’s context with those in the template’s context.

1) List all of the senses of each word in the test sentence according to the word sense item in WordNet. For example, in Figure 6, \( W_1 \) has senses \( S_{1(1)} \) and \( S_{1(2)} \), \( W_i \) has \( S_{i(1)} \), \( S_{i(2)} \), \( S_{i(3)} \) and \( S_{i(4)} \), \( W_n \) has \( S_{n(1)} \), \( S_{n(2)} \), \( S_{n(3)} \),
2) Take position $i$, where the word $W_i$ is to be disambiguated, as a central point whose left and right sides have two windows of width $L/2$, respectively, and where $L$ depends on the specific cases. The case of $L/2=4$ is selected as an example in this paper, as shown in Figure 7.

3) Match each word sense on the left side of the word sense $S_k$ in template with all word senses on the left side of the word sense $S_i$ in test sentence, as shown in figure 8. In the same way, match those on the right side of word sense $S_k$. The matching algorithm is given in Algorithm 1 in Figure 13.
4) Filter all node indexes of the matched word sense items in template to the left of word \( W_i \) in descending order. In contrast, filter those to the right of word \( W_i \) in ascending order. For example, the word senses of word \( W_{i-2} \) are arranged in descending order and those of words \( W_{i+2} \) and \( W_{i+4} \) are arranged in ascending order in Figure 9. The ordering operation aims to find the next nearest node from the current node and pass up the others in order to achieve fast, reasonable pruning. This creates the node chain with the most nodes within a certain matching distance and avoids the combination explosion problem, which is generated by a very large number of combinations that involve too many unnecessary nodes within a long sentence.

5) Create one node chain from right to left by finding the node index that is just lower than the current node index starting with \( W_{i-1} \) until word \( W_{i-4} \) (in this example) on the position of the width \( L/2 \). Likewise, do this from left to right. This obtains all the matched word sense node chains that are created by some ordered word sense node index, which are hereinafter referred to as the “node chains”. As shown in Figure 10, two node chains, \( S_{k-3} - S_{k-2} - S_{k-1} \) and \( S_{k-2} - S_{k-1} \), are created on the left side of \( W_i \). For the right side of \( W_i \), the node chains \( S_{k+1} - S_{k+2} - S_{k+3} \) and \( S_{k+3} - S_{k+4} \) are created. A chain from \( W_{i-2} \) to \( W_{i-4} \) bypassing word \( W_{i-3} \) is also shown. In this paper, creating node chain starts from every node in the test sentence to ensure that there is no loss of useful information and to discard the noise words.

6) Calculate the score of each node chain on the left side of word \( W_i \) (refer to the Algorithm 2 in Figure 14) and obtain \( \text{LeftChainMaxScore} \), which is one node chain on the left side with the maximum score, by using the function \( \text{MaxChainScore}() \). Similarly, obtain \( \text{RightChainMaxScore} \), which is the node chain on the right side of word \( W_i \) with the maximum score.

7) Add up the scores of both the left node chain and the right node chain, namely, \( \text{TotalScore}_1 = \text{LeftChainMaxScore} + \text{RightChainMaxScore} \), and obtain the matching score of the first template in the template bank and its corresponding sense item \( S_i \). In Figure 10, the process to obtain \( \text{TotalScore}_1 \) and \( \text{SenseItem}_1 \) is shown. \( \text{SenseItem}_1 \) is the word sense \( S_i \) of word \( TW_k \) in the template, and it is matched with \( S_{i(2)} \), which is one of several word senses of word \( W_i \) in the test sentence.

8) Follow the above steps to match all templates in the template bank to get all match results.

9) Filter and rank all the scores of the node chains that are created by the matched templates for word \( W_i \). Take the node chains with the maximum scores \( \text{Top1-TopX} \) and their corresponding sense items as candidates.
10) Using the optimal decision-making algorithm (refer to Algorithm 3 in Figure 15), choose the sense item with the highest score as the sense item for word $W_i$. Figure 11 illustrates the process of selecting the final sense for word $W_i$.

In particular, when no template corresponding to the target word in the template bank, obtain template through the word sense of target word to continue for disambiguation, which is shown in Figure 12. In addition, choose the most frequent
word sense of the target word as the final result when no template is still found by
the word sense of target word.

5. **Algorithms.** This paper applies different algorithms in various processes of word sense disambiguation including punctuation processing, matching a sense of word (Algorithm 1), obtaining the score of a matched node chain (Algorithm 2) and obtaining the final word sense (Algorithm 3).

5.1. **Punctuation processing.** Sometimes, punctuation is a mark that separates a sentence into multiple parts. To improperly combine the contextual information before or after punctuation can sometimes introduce incorrect information into matching. Therefore, there is a rule in this paper to stop matching word senses when some punctuation is detected, which may result in not reaching the specified window width $L/2$.

5.2. **Matching a sense of word.** Plenty of factors should be taken into consideration for template matching, including words, lemmas (lemmatization), POSs, and word senses. In WordNet, a word sense has three-level sub-codes. For example, a word sense “1:06:02::” has three-level sub-codes that are WNsub1(“1”), WNsub2(“06”) and WNsub3(“02”) respectively. By applying different weights, the total score can be calculated, as shown in Figure 13.

**Algorithm 1. Matching a Sense of Word**

```plaintext
1 Initialization: OneWordSenseScore ← 0
2 Get word sense information of both the words in template and the words in test sentence.
3 Test sentence data: Word Test, POS Test, Lemma Test, WN sub1 Test, WN sub2 Test, WN sub3 Test.
4 Template sentence data: Word Bank, POS Bank, Lemma Bank, WN sub1 Bank, WN sub2 Bank, WN sub3 Bank.
5 if POS Test = POS Bank, then
6 Set word match result: WordMatchScore ← 1
7 if Lemma Test = Lemma Bank, then
8 Set lemma match result: LemmaMatchScore ← 1
9 if WN sub1 Test = WN sub1 Bank, then
10 Set WN sub1 match result: WN sub1MatchScore ← 1
11 if WN sub2 Test = WN sub2 Bank, then
12 Set WN sub2 match result: WN sub2MatchScore ← 1
13 if WN sub3 Test = WN sub3 Bank, then
14 Set WN sub3 match result: WN sub3MatchScore ← 1
15 Clear WN sub3 match result: WN sub3MatchScore ← 0
16 goto 22
17 else
18 return OneWordSenseScore
19 else
20 return OneWordSenseScore
21 else
22 Clear lemma match result: LemmaMatchScore ← 0
23 goto 8
24 else
25 Clear word match result: WordMatchScore ← 0
26 goto 6
27 else
28 return OneWordSenseScore
29 Get word sense match score: OneWordSenseScore ← WordMatchScore * LemmaMatchScore * LemmaWeight + 
   WN sub1MatchScore * WN sub1Weight + WN sub2MatchScore * WN sub2Weight + WN sub3MatchScore * WN sub3Weight
30 return OneWordSenseScore
```

**Figure 13. Matching a Sense of Word (Algorithm 1)**
5.3. **Obtaining the score of a matched node chain.** The interval gap algorithm is introduced to only select the nodes whose distance is within the limited gap between two nodes. The closer the nodes are to the target word, the higher the scores are, as shown in Figure 14.

5.4. **Obtaining the final word sense.** The final result from candidate Top1 to TopX are selected, as shown in Figure 15.

---

**Algorithm 2. Obtaining the Score of a Matched Node Chain**

```plaintext
1 Initialization: Node_Last ← 0; Node_n ← FirstNode; TotalFinalScore ← 0;
2 Get the gap between two nodes: Gap(n) ← Position(Node_n) − Position(Node_Last)
3 if Gap(n) < MaxGapLimit, then
4 Get the node distance weight according to the distance to target word:
   DistanceWeight(n) ← (1.0 − Position(Node_n) / (MaxLimitLength + 1))^k
5 Get Node Score using distance weight:
   FinalScore (Node_n) ← MatchScore (Node_n) * DistanceWeight (n)
6 Update total score of matched semantic chain:
   TotalFinalScore ← TotalFinalScore + FinalScore(Node_n)
7 if Node_n = EndNode, then
8   return TotalFinalScore;
9 else
10   set next node: Node_Last ← Node_n; Node_n ← NextNode;
11   goto 2;
12 else
13   return TotalFinalScore;
```

**Figure 14.** Obtaining the Score of a Matched Node Chain (Algorithm 2)

6. **Experiments and discussion.** This paper has conducted some experiments using the Unified Evaluation Framework [29] and the resource provided by the website http://lcl.uniroma1.it/wsdeval. Firstly, the experimental results using different algorithms is listed in Table 1. P1 and P2 are two different parameter configurations. Among the results, the ones with the Max. score, the ones with the Max. vote and the ones with the Max. of score * vote were listed respectively. The results show that the ones with the Max. score is the worst and there are some small differences between the ones with the Max. vote and the ones with the Max. of score * vote. This result shows that the effect of voting cannot be ignored. Secondly, comparing the results of other existing systems is listed in Table 2. Since our system extracts semantic templates from only the SemCor corpus to disambiguate word senses, we chose the comparative data from the paper [28] and [29], and took the system It Makes Sense (IMS) [37] as a baseline, which is a supervised learning based WSD system by training only the SemCor corpus. The result of our system is close to the result of IMS. This result shows our new method is effective. Thirdly, comparing the experimental results of the systems using template matching method is listed in Table 3. As the result of other two systems [8] and [1] using template matching method are on Chinese test corpus, they cannot be directly compared here, so they are not listed. In addition, since comparable systems used the earlier Senseval-3 test sets rather than the new version of the Unified Evaluation Framework [29], we experimented with the same earlier
Algorithm 3. Obtaining the Final Word Sense

1. Initialization: set Top1, Top2, ..., TopX to 0; set MatchedChainPointer to 1.
2. Get the score and word sense of one matched semantic chain by MatchedChainPointer.
   For example,
   TotalFinalScore(MatchedChainPointer) = 130; WN(MatchedChainPointer) = 1.27:00:
3. Rank chain scores with word senses to get the top1 to topX.
   For example,
   1) Top1 = 200; WN(1) = 1:09:00::
   2) Top2 = 168; WN(2) = 1:06:02::
   3) Top3 = 118; WN(3) = 1:09:00::
   ... ...
   10) TopX = 40; WN(X) = 1:04:00::
4. if MatchedChainPointer = END, then
5.   Get the final word sense according to the max score and votes of word sense.
   For example,
   WN(1) = 1:09:00:: Score_1 = 200 * 2; MaxScore = 200, vote = 2;
   WN(2) = 1:06:02:: Score_2 = 168 * 1; MaxScore = 168, vote = 1;
   ... ...
   WN(X) = 1:04:00:: Score _X= 40 * 1; MaxScore = 40, vote = 1;
6. return WN(itemwithMaxScore(Score_1, Score_2, ..., Score_X));
7. else
8.   Set the next pointer of matched semantic chain: MatchedChainPointer ++;
9.   goto 2

Figure 15. Obtaining the Final Word Sense (Algorithm 3)

resources including SemCor2.1 and WordNet2.1. Experimental results show that our approach still has advantages over their systems.

Table 1. Comparison of F1 scores on our systems with different algorithms on five test sets

| Res.   | Different algorithms       | Sen2 | Sen3 | Sem07 | Sem13 | Sem15 |
|--------|---------------------------|------|------|-------|-------|-------|
|        | SMOST Max.score P1         | 65.8 | 63.9 | 57.6  | 62.0  | 65.6  |
|        | SMOST Max.score P2         | 66.3 | 64.6 | 57.8  | 61.7  | 65.5  |
|        | SMOST Max.vote P1          | 68.0 | 67.9 | 59.8  | 64.2  | **70.0** |
|        | SMOST Max.vote P2          | 68.8 | **68.3** | 60.2 | 64.2  | 67.5  |
|        | SMOST Max.vote*score P1    | 67.7 | 67.1 | 58.9  | **64.7** | 69.2  |
|        | SMOST Max.vote*score P2    | **68.9** | **68.0** | **61.1** | 64.4  | 66.6  |

Table 2. Comparison of F1 scores on several systems using supervised learning method on five test sets

| Res.   | System                     | Sen2 | Sen3 | Sem07 | Sem13 | Sem15 |
|--------|----------------------------|------|------|-------|-------|-------|
|        | MFS                        | 65.6 | 66.0 | 54.5  | 63.8  | 67.1  |
|        | IMS baseline(Zhong2010)    | 70.9 | 69.3 | 61.3  | 65.3  | 69.5  |
| SemCor | BLSTM(Raganato2017)        | 71.4 | 68.8 | 61.8  | 65.6  | 69.2  |
| 3.0    | Seq2Seq(Raganato2017)      | 68.5 | 67.9 | 60.9  | 64.3  | 67.3  |
|        | SMOST (this paper)         | **68.9** | **68.3** | **61.1** | **64.7** | **70.0** |
Table 3. Comparison of F1 scores on the systems using template matching method on Sen3 test set

| Resource       | System                                      | Recall | Precision | F1    |
|----------------|---------------------------------------------|--------|-----------|-------|
| multi-res.     | SSI (Navigli2004)                          | 68.40  | 68.50     | 68.45 |
|                | SSI-10words context (Hwang2008)            | 90.96  | 57.30     | 70.31 |
| SemCor2.1      | A-RS-10words context(Hwang2008)            | 56.80  | 75.53     | 64.84 |
| +WordNet2.1    | SMOST (this paper)                         | 100.0  | 59.84     | 74.87 |

7. Conclusion. The stretchable matching method proposed in this paper has been applied to word sense disambiguation and has achieved a good effect, indicating the application value from our method because semantic template matching has high matching coverage, good interpretability and no training required. This method breaks through the limitation encountered in the existing template that can only be hard matched in a fixed position; moreover, it can bypass some obstacle nodes to continue to achieve longer matching, such as matching a whole sentence. Furthermore, it can obtain a more flexible matching degree than the word template by combining the elastic multilevel word sense matching. Through the unique node index filtering method, the combination explosion problem can be prevented when there are too many ambiguous words in long sentences, which ensures that long sentence matching can be well implemented. Judging from the results of the word sense disambiguation, it should have favorable universality and could be applied to other tasks in NLP.
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