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Abstract

We propose Partially Interpretable Estimators (PIE) which attribute a prediction to individual features via an interpretable model, while a (possibly) small part of the PIE prediction is attributed to the interaction of features via a black-box model, with the goal to boost the predictive performance while maintaining interpretability. As such, the interpretable model captures the main contributions of features, and the black-box model attempts to complement the interpretable piece by capturing the “nuances” of feature interactions as a refinement. We design an iterative training algorithm to jointly train the two types of models. Experimental results show that PIE is highly competitive to black-box models while outperforming interpretable baselines. In addition, the understandability of PIE is comparable to simple linear models as validated via a human evaluation.

1. Introduction

Model interpretability has been increasingly desired in various real-world applications of machine learning in recent years. The need for interpretability comes from both model creators and model users - model creators wish to understand the inner workings of a model in order to validate, debug, and improve the model, and model users wish to understand how a prediction is generated in order to trust and adopt the model.

Existing solutions to achieving interpretability can be categorized into two broad areas. The first is to apply explainer methods that provide post-hoc explanations for a given black-box model. However, some concerns have been brought up (Rudin, 2019; Laugel et al., 2019) on potential issues of black-box explainers. For example, there may exist inconsistency (Ross et al., 2017) in the explanations since there is no ground truth and different explanations could be generated for the same prediction, by different explainers or same explainer with different parameters; the explanations can also be intentionally or unintentionally deceptive (Alvodji et al., 2019). These issues result from the fact that the explainers, after all, are not the decision-making process themselves. Therefore, the second area is receiving much attention in recent years, that focuses on building models that are inherently interpretable, such as rule-based models, decision trees, linear models, case-based models, etc., which do not need external explainers. While interpretable models have been advanced to achieve very competitive performance compared to black-box models in some examples by extensively searching the model space, interpretable models still fail often in the competition, given the constraint in model structure and complexity being simple and easy to understand.

In this paper, we propose a new framework for tabular data, where we refine the predictions of an interpretable model with a black-box model that is jointly trained with it. This collaboration of two types of models aims to preserve the understandability and intelligibility of interpretable models while utilizing the strength of a black-box model to boost predictive performance. We desire two properties when building such a model. First, the interpretable model should be very simple such that it can be understandable for any technical and non-technical users. In this paper, we adopt the additive feature attribution mechanism as the interpretable piece. Second, the contribution of the black-box should be as small as possible such that it only refines the prediction instead of dominating it, which will largely preserve the partial interpretability.

The feature attribution mechanism is widely adopted for prediction and explanation. Representative works include SHAP (Lundberg & Lee, 2017) and its variants (Lundberg et al., 2018; Shrikumar et al., 2017; Schwab & Karlen, 2019), which assign contributions to each feature used in a model, and the sum of the contributions is the difference between a model’s output and the target mean. For example, when a model predicts the income of a person to be $140,000 while the average income is $60,000, SHAP decomposes their difference, $80,000, to $40,000 for having a Ph.D. degree,
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$20,000 for majoring in computer science, and $20,000 for the site being in California. This form of the model is of particular interest to researchers and practitioners since it is very easy to understand and directly shows how much a feature contributes to a prediction. Feature attribution mechanism is also adopted in predictive models such as linear models and generalized additive models (GAM), where a prediction can be decomposed into contributions of each feature. However, these models are often inferior to black-box models (if no feature engineering or interactions are included) due to the simplistic model form and linearly additive nature of features.

To compensate the limitation in performance, we refine the prediction with a black-box model. Our model is built based on a key hypothesis that a prediction may not be perfectly decomposed to individual features, so we allow a possibly small part of the prediction to be attributed to the interaction of features. The idea is that the individual features can capture the main trend in data, ignoring the “nuances” in a prediction, while the interaction of features refines the interpretable piece, generated by a black-box model. In this paper, we use additive models to capture the main contributions from individual features and gradient boosting tree for the non-interpretable piece. The two models are trained jointly to globally optimize the predictive performance. Then, as long as the non-interpretable refinement, which we regularize during training, only accounts for a small proportion in the final output, we can consider the prediction largely interpretable. We name the model Partially Interpretable Estimator (PIE).

Then, for the same example above, our model may predict the income of a person to be $150,000 because this person has a Ph.D. degree, which contributes $40,000, majors in computer science, which contributes $80,000, works in California, which contributes another $20,000. Then the black-box model produces an additional $10,000, considering the interactions of features that cannot be disentangled to individual features.

The evaluation of PIE models considers both predictive performance and interpretability. Since a prediction comes from an interpretable model and a black-box model, larger contribution from the interpretable model is desired for interpretability purposes. We represent the interpretable contribution as the ratio of the explained variation (i.e., $R^2$) by the interpretable piece only to that of also using the black-box model as refinement, i.e., the percentage of explained variation that is due to the interpretable model only. We coin this metric $\pi$-score. We test our model on public datasets. We compare our model with three sets of baselines: (1) interpretable baselines ($\pi$-score of one) such as linear models and generalized additive models, (2) partially interpretable baseline, EBM ($\pi$-score less than one), and (3) a black-box baseline ($\pi$-score of zero), XGBoost.

Finally, we validate the understandability of PIE models via a survey evaluation with 57 human subjects, where we compare PIE with and linear models, when PIE has different $\pi$-scores. Results show the PIE models are very comparable to linear models in terms of ease of understanding.

2. Related Work

We will first review GAM with interaction terms and then discuss other models of forms similar to ours.

Generalized Additive Models and Their Extensions

GAMs (Hastie & Tibshirani, 1990) combine single-feature models called shape functions through a linear function. The shape functions can be arbitrarily complex. Canonical shape functions are based on various forms of splines (Marx & Eilers, 1998; Hastie & Tibshirani, 1990), trees (Lou et al., 2013), or neural networks in a recent work Neural Additive Models (NAM) (Agarwal et al., 2020). The additive nature of traditional GAMs has been the biggest advantage in interpretability and, meanwhile, a limitation for not considering feature interactions. The ignorance of interactions of features causes a possible loss in the predictive performance. Therefore, some earlier work proposed to add selected interactions into the model. For example, Coull et al. (2001) incorporates factor-by-curve interactions which consider the interactions between numeric features and categorical features. GA$^2$M (Lou et al., 2013; Caruana et al., 2015) adds pair-wise interaction terms for all features, which improves the overall predictive performance at a complexity cost of $\Omega(d^2)$ extra terms ($d$ is the number of features). We tackle this problem by using one black-box term to capture the interactions among all features. We will compare with a classic GAM, an improved version of GA$^2$M, called Explainable Boosted Machine (EBM) and the most recent NAM in this paper.

Model Hybrids

The idea of utilizing an interpretable model and a black-box model jointly to make a prediction is similar to recent works of hybrid models (Wang, 2019; Pan et al., 2020). The main difference is that the hybrid models partition the feature space, such that an instance is predicted by one of the models, either the interpretable model or the black-box model. Our proposed PIE models, however, partition the output space, where each prediction comes from both an interpretable piece and a non-interpretable piece. The idea is also similar to another recent work (Sani et al., 2020) that builds a simple parametric model using a set of pre-defined interpretable features and then adds a more complicated function consisting of uninterpretable features. Unlike PIE that is trained iteratively till convergence, their model is constructed in one pass - first building an interpretable model and then builds black-box model. In
addition, their solution works only for regression while PIE also works for classification.

**Feature Attribution as Black-box Explanations** Feature attribution is a type of method that assigns a contribution/importance score to each feature for a specific input (Sundararajan et al., 2017; Shrikumar et al., 2017). SHAP (Lundberg & Lee, 2017) computes contributions of a feature based on classic shapley value estimation from cooperative game theory. It assigns a value to each feature that represents its effect on the model’s output. The sum of the contributions describes how much a prediction deviates from the mean. Some other attribution methods produce gradient explanation, where an importance score for a feature is a function of the gradient around the input. These methods include Integrated Gradients (Sundararajan et al., 2017), SmoothGrad (Smilkov et al., 2017), Guided GradCAM (Selvaraju et al., 2016), etc. Motivated by gradient explanation, DeepLIFT (Shrikumar et al., 2017) propose to use slope describes how y changes as x differs from the baseline. The key difference between PIE and the above methods is that PIE is a predictive model by itself, not a post-hoc explainer, so the attribution faithfully represents how a prediction is produced and therefore does not suffer from any complaints related to explainer methods (Rudin, 2019).

### 3. Partially Interpretable Estimator

We work with a training data $D = \{(x_i, y_i)\}_{i=1}^n$, where $x_i = (x_{i0}, x_{i1}, \ldots, x_{ij}, \ldots, x_{id}) \in \mathcal{R}^{d+1}$, $y \in \mathcal{R}$ for regression and $y \in \{-1, 1\}$ for classification. Note that PIE works for tabular data. Without loss of generality, here for each $x_i$ we include $x_{i0} = 1$ to account for the intercept. In this work, we consider fitting a model $f$, whose output can be decomposed into an interpretable piece, which is a sum of contributions of individual features, as well as an uninterpretable piece, which represents the interaction of features. When we present the model below, we will ignore the instance index $i$ unless it is necessary.

**Definition 1.** Partially Interpretable Estimator, i.e., PIE, is a predictive model whose prediction equals the sum of contributions of individual features and interactions of features via a link function.

PIE can be used for regression and classification. For example, if the link function is an identity function, PIE is a regressor; if the link function is a sigmoid function, then PIE becomes a classifier.

**Definition 2.** Given an input $x$, the contribution of feature $x_j$ to the prediction $f(x)$ from a PIE is called **pie value** of feature $x_j$, written as $\pi_j(x_j)$; the contribution of interaction of features is **crust value**, written as $\kappa(x)$.

The crust value $\kappa(x)$ cannot be written as a sum of contributions to individual features.

Accordingly, an output of PIE model $f$ can be gleaned as

$$f(x) = \sum_{j=0}^d \pi_j(x_j) + \kappa(x).$$

(1)

We aim to employ two types of models, $g$ for estimating the interpretable piece (pie values) and $\kappa$ for estimating the uninterpretable piece (crust value). Here, denote

$$g(x) = \sum_{j=0}^d \pi_j(x_j).$$

(2)

### 3.1. Pie Value Model

The pie values can be modeled via an additive structure, such as a generalized additive model. Thus, for each coordinate $x_j$, $j = 1, \ldots, d$, we consider a linear basis expansion,

$$\pi_j(x_j) = \sum_{k=1}^K \alpha_{jk} \psi_{jk}(x_j),$$

(3)

$K$ is the number of basis functions and $\pi_0(x_0) = \alpha_0$ corresponds to the intercept.

The popular choices of the basis function $\psi_{jk}$ include B-splines and cubic splines; the details can be found in (Hastie & Tibshirani, 1990), for example. The estimation of function $g(\cdot)$ thereby boils down to estimating the basis coefficients $\alpha_{jk}$.

**Sparsity** In model (3), despite its simple additive structure, the model may still be hard to interpret if $g(x)$ embraces an excessive number of features. To this end, we assume that some pie values are zero, and $g(x)$ involves only a subset of the features. Such sparse representation also comforts with a common scientific hypothesis that the target variable may be affected by only a few important features. We will discuss later how to use a regularization term in the learning objective to identify zero pie values and thus find the set of active features.

**Evaluating $\pi$-score** Since the overall explainability of a prediction is desired, one would like a prediction to be contributed more to the individual features than interaction of features. Thus we define a **$\pi$-score** to represent the overall interpretability of a PIE model. It is defined as

$$\pi\text{-score}(f, D) = \frac{R^2(g, D)}{R^2(f, D)},$$

(4)

where $R^2$ is the coefficient of determination, and $R^2$ measures how much variation in the target variable can be explained by a model. Therefore, a $\pi$-score represents the percentage of variation explained by the interpretable model.
A large π-score indicates that the majority in the target variation can be explained by the interpretable piece (pie values), thus highly interpretable. On the other hand, a small π-score implies that κ plays a significant role in achieving high predictive performance and meanwhile, the PIE prediction is less interpretable.

### 3.2. Crust Value Model

In PIE, the uninterpretable piece κ is devised to capture the synergies and patterns that cannot be captured by the interpretable piece g. To estimate κ, in this work, we propose to employ gradient boosting, which ensembles T regression trees,

\[ \kappa(x) = \sum_{t=1}^{T} \beta_{(t)}(x). \]  

(5)

Each \( \beta_{(t)} \) is a regression tree with \( L_t \) leaves and \( \beta_{(t)}(x) = w_{jt} \) if \( x \) is allocated to the \( j \)th leaf, which is denoted by \( x \in \text{leaf}_j^t \). Thus we have

\[ \beta_{(t)}(x) = \sum_{j=1}^{L_t} w_{jt} I(x \in \text{leaf}_j^t), \]  

(6)

where \( I \) is the indicator function.

Boosting trees with a maximum depth of \( m \) induces a model with \( (m-1) \)th-order interactions (Friedman et al., 2000). The introduction of gradient boosting hence captures the interactions and creates an “refinement” to \( g \) to enhance the predictive performance.

Besides gradient boosting, one can broaden the choices by using other gradient-based black-box methods such as neural nets.

### 3.3. Learning Objective

Both models \( g \) and \( \kappa \) are jointly trained via a global objective,

\[
\min_{g, \kappa} \frac{1}{n} \sum_{i=1}^{n} L(y_i, g(x_i) + \kappa(x_i)) + \lambda_1 J_1(g) + \lambda_2 J_2(\kappa),
\]  

(7)

where \( L \) is a smooth convex loss function with common choices including least-squared loss \( L(y, f) = (y-f)^2 \) for regression and logistic loss \( L(y, f) = \log(1 + \exp(-yf)) \) for classification.

Two penalty terms \( J_1(g) \) and \( J_2(\kappa) \) are imposed in problem (7) and \( \lambda_1 \) and \( \lambda_2 \) are the corresponding tuning parameters. We now discuss those two penalties.

The penalty \( J_1(g) \) is chosen to be the grouped lasso penalty (Yuan & Lin, 2006),

\[
J_1(g) = \sum_{j=1}^{d} \| \alpha_j \|_2,
\]  

(8)

where each \( \| \alpha_j \|_2 = \sqrt{\sum_{k=1}^{K} \alpha_{jk}^2} \) denotes the \( \ell_2 \) norm. The penalty \( J_1(g) \) is used to select a set of active features \( S \subset \{1, 2, \ldots, d\} \). For any \( j \notin S \), the whole group of \( \alpha_{jk} \) is discarded and thus the corresponding pie value \( \pi_j(x_j) = 0 \).

The penalty \( J_2(\kappa) \) is imposed as a tree-structured regularization:

\[
J_2(\kappa) = \sum_{t=1}^{T} \mathcal{J}_2(\beta_{(t)}),
\]  

(9)

where for each tree, the number of leaves and the leaf values are bounded:

\[
\mathcal{J}_2(\beta_{(t)}) = \sum_{j=1}^{L_t} \left(1 + w_{jt}^2\right),
\]  

(10)

The above tree-structured regularization has been introduced by (Johnson & Zhang, 2013) to prevent the boosting machines from overfitting. In addition, penalizing \( J_2(\kappa) \) also regularizes the contribution from the interactions, which preserves interpretability.

Notably, simultaneously imposing the two penalties in model (7) essentially leads to a tradeoff between interpretability and predictability. The tradeoff effect is governed by the two tuning parameters, \( \lambda_1 \) and \( \lambda_2 \). In an extreme case when \( \lambda_1 < \infty \) and \( \lambda_2 = \infty \), the uninterpretable piece \( \kappa \) vanishes, making PIE purely interpretable. When \( \lambda_1 = \infty \) and \( \lambda_2 < \infty \), PIE fully arises from a black-box method; in such case, the prediction accuracy of PIE is high, as long as the black-box method delivers high accuracy. The tradeoff effect of interpretability and predictability will be demonstrated in the experiments. When solving PIE from problem (7), \( \lambda_1 \) and \( \lambda_2 \) are selected by cross-validation.

### 4. Training Algorithm

In this section, we develop an algorithm to solve \( g \) and \( \kappa \) in problem (7). With a given pair of \( (\lambda_1, \lambda_2) \), on the basis of additive splines and gradient boosting, problem (11) can be expressed as

\[
\min_{g, \kappa} \frac{1}{n} \sum_{i=1}^{n} L\left(y_i, \alpha_0 + \sum_{j=1}^{d} \psi_j(x_i)\alpha_j + \sum_{t=1}^{T} \beta_{(t)}(x_i)\right) + \lambda_1 J_1(g) + \lambda_2 J_2(\kappa),
\]  

(11)

We use \( \hat{g}^{(t)} \) to collect the solution \( \alpha_j^{(t)} \) and \( \alpha_0^{(t)} \) at step \( t \), and we denote by \( \hat{\kappa}^{(t)} \) the ensemble of regression trees \( \sum_{s=1}^{t} \hat{\beta}_{(s)}(x) \), where each tree is specified in (6).

Denote by \( Q(g; \kappa) \) the first term in the objective function in (11). First initialize \( \hat{g}^{(0)} = \hat{\kappa}^{(0)} = 0 \). In the \( t \)-th step, \( t =
1, 2, . . ., T, we fix κ at ˆκ(t−1) and problem (11) becomes
\[ \min_g \frac{1}{n} \sum_{i=1}^{n} L \left( y_i, a_0 + \sum_{j=1}^{d} \hat{\psi}_j(x_i)^t \alpha_j + ˆ\psi_t(x_i) \right) + \lambda_1 J_1(g). \] (12)

Because of the nonsmooth of the grouped lasso penalty term, we develop an algorithm based on the proximal gradient descent (Parikh & Boyd, 2014). In the t-th step, we update ˆg(t) from ˆg(t−1) by conducting a cycle of Gauss-Seidel blockwise coordinate proximal gradient descents.

In a blockwise manner, suppose we have updated ˆα(1), . . . , ˆα(−1), and we now update ˆα(t).

Define a proximal operator for the grouped lasso:
\[ \text{prox}_{\lambda_1 \delta_1 \| \alpha \|_2}(\gamma) = \arg \min_{\alpha} \left[ \lambda_1 \| \alpha \|_2 + \frac{1}{2\delta} \| \alpha - \gamma \|_2^2 \right], \]
where δ is a step size to be determined. The proximal gradient descent algorithm updates ˆα(t) by
\[ ˆ\alpha_j(t) = \text{prox}_{\lambda_1 \delta_1 \| \alpha \|_2} \left( ˆ\alpha_j(t−1) - \nabla_j \right), \] (13)
where \( \nabla_j \) is a K-vector
\[ \nabla_j = \frac{dQ(\gamma; \hat{\psi}_j \hat{\psi}_j^t + \sum_{i=1}^{n} \hat{\psi}_j^t \hat{\psi}_j \| \alpha \|_2^2 + \lambda_1 J_1(\hat{\psi})}, \]
and the gradient is computed at the current solution ˆκ(t−1) and
\[ \hat{g} = \{ ˆ\alpha_1(t), . . . , ˆ\alpha_{j−1}(t), ˆ\alpha_j(t−1), . . . , ˆ\alpha_d(t−1), ˆ\alpha_0(t−1) \}. \]

Solving problem (13) is equivalent to solving
\[ \min_{\alpha_j \in \mathbb{R}^K} Q(\hat{g}, ˆ\kappa(t−1)) + \nabla_j^t \left( \alpha_j - \hat{\alpha}_j(t) \right) + \frac{\delta}{2} \| \alpha_j - \hat{\alpha}_j(t) \|_2^2 + \lambda_1 J_1(\hat{\psi}), \] (14)
whose solution is
\[ \hat{\alpha}_j(t) = \left( \hat{\alpha}_j(t−1) - \delta_j \cdot \nabla_j \right) \left( 1 - \frac{\lambda_1}{\| \hat{\alpha}_j(t−1) / \delta_j - \nabla_j \|_2^2} \right) + \hat{\psi}_j \hat{\psi}_j^t \phi \psi_j \hat{\psi}_j. \]

We now determine the step size δj. The goal is to guarantee that the objective of (12) decreases after updating ˆα(t) in (13). To achieve the goal, we need the objective value of (14) to be no less than that of (12), and this can be satisfied if a Lipschitz condition on L holds, i.e., \( \| L'(u_1) - L'(u_2) \|_2 < M \| u_1 - u_2 \|_2 \). We have \( M = \frac{1}{4} \) for logistic loss. We then choose the step size δj to be the largest eigenvalue of \( \frac{1}{2M} \Psi_j^t \Psi_j \), where \( \Psi_j \) is an \( n \times K \) matrix whose \( n \)-th row is \( \hat{\psi}_j(x_i) \).

In the t-th step, after all \( \hat{\alpha}_j(t), j = 1, . . . , d \), have been computed, we update \( \hat{\alpha}_0(t) \). Since the grouped lasso penalty is not imposed on the intercept, the update of \( \hat{\alpha}_0(t) \) is from solving a smooth problem. We apply one step of gradient descent:
\[ \hat{\alpha}_0(t) = \hat{\alpha}_0(t−1) - \delta_0 \frac{dQ(\hat{g}; \hat{\kappa}(t−1))}{d\hat{\alpha}_0} \big|_{\hat{g}=\hat{g}, \lambda=\hat{\kappa}(t−1)}, \]
where \( \hat{g} = \{ \hat{\alpha}_1(t), . . . , \hat{\alpha}_d(t), \hat{\alpha}_0(t−1), \hat{\kappa}(t−1) \} \) is the current fit. Likewise, to ensure that the objective value of problem (12) decreases after updating \( \hat{\alpha}_0(t) \), we let the step size \( \delta_0 = 1/n \) for regression and \( 1/(4n) \) for logistic regression.

So far we have updated \( \hat{g}(t) \) in the t-th step and we now update \( \hat{\kappa}(t) \). The key idea is to reduce the objective in problem (11) by adding the current solution a regression tree that fits the negative gradient. We compute the pointwise negative gradient of L at the current solution:
\[ r_i(t) = \frac{dL(y_i, \hat{f}_i)}{d\hat{f}_i} \big|_{\hat{f}_i=\hat{f}_i}, \]
where \( \hat{f}_i = \hat{\alpha}_0(t) + \sum_{j=1}^{d} \hat{\psi}_j(x_i)^t \hat{\alpha}_j(t) + \sum_{s=1}^{d−1} \frac{1}{\sqrt{2}} \beta(s)(x_i) \).

We then use a regression tree \( \hat{b} \) to fit each \( r_i(t) \),
\[ \arg \min_{\hat{b}} \frac{1}{n} \sum_{i=1}^{n} (r_i(t) - \hat{b}(x_i))^2 + \lambda_2 J_{2t}(\hat{\beta}(t)). \] (15)

In this work, we adopt the top-down “best-fit” strategy proposed by (Friedman et al., 2000) to build regression trees, while other good algorithms can be used as well. After fitting \( \hat{b} \), we let \( \hat{\kappa}(t) = \hat{\kappa}(t−1) + \hat{\beta}(t) \), where \( \hat{\beta}(t) = \nu \hat{b} \) and \( \nu \) is a small constant dubbed the shrinkage parameter that is suggested by (Friedman et al., 2000) to improve the estimation.

Consequently, we have updated both \( \hat{\alpha}(t) \) and \( \hat{\kappa}(t) \) in the t-th step. We keep iterating the aforementioned procedure until convergence.

5. Experiments
We conduct detailed experimental evaluation of PIE models on public datasets. We compare with state-of-the-art interpretable, partially interpretable, and black-box baselines.1

5.1. Predictive Performance

Datasets We use some publicly available datasets at the UCI Machine Learning repository (Dua & Graff, 2017). See Table 2 for a summary of the datasets used in the experiments. We pre-process the data by applying one-hot encoding to categorical features and normalizing the numeric features.

1We focus on regression problems in the experiments and readers can refer to the supplementary material for additional results for classification.
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Table 1. The average and standard deviation of test RPE from 5-fold cross-validation.

| Datasets | Black-box | Partially Interpretable | Interpretable |
|----------|-----------|--------------------------|---------------|
|          | XGBoost   | EBM          | PIE           | PIE-GAM | GAM | NAM | Lasso | Ridge |
| winequality | .499(.011) | .534(.005) | .519(.026) | .672(.024) | .675(.020) | .974(.032) | .710(.015) | .710(.015) |
| CASP     | .361(.012) | .495(.004) | .359(.006) | .691(.016) | .681(.008) | .782(.034) | .718(.008) | .718(.008) |
| CBM      | .000(.000) | .000(.000) | .000(.000) | .000(.000) | .011(.000) | .002(.000) | .004(.000) | .004(.000) |
| gridp    | .406(.003) | .095(.003) | .045(.003) | .218(.009) | .217(.009) | .286(.008) | .354(.012) | .354(.012) |
| energyp  | .420(.011) | .653(.012) | .448(.012) | .891(.037) | .833(.006) | .856(.017) | .856(.007) | .856(.007) |
| parkinsons | .000(.000) | .026(.002) | .020(.000) | .107(.003) | .076(.005) | .099(.011) | .093(.005) | .093(.005) |
| Crime    | .143(.076) | .268(.151) | .077(.030) | .778(.231) | .091(.029) | .540(.130) | .114(.029) | .132(.067) |
| blog     | .371(.032) | .771(.146) | .492(.062) | .756(.074) | .595(.019) | .978(.090) | .611(.019) | .611(.019) |

Table 2. A summary of datasets for evaluation. Denote by \( n \) and \( d \) the number of instances and the number of features in each dataset.

| Datasets | \( n \) | \( d \) |
|----------|--------|--------|
| winequality | 6,497 | 13    |
| CASP     | 45,730 | 10    |
| CBM      | 11,934 | 14    |
| gridp    | 10,000 | 13    |
| energyp  | 19,735 | 25    |
| parkinsons | 5,875 | 21    |
| Crime    | 2,215  | 120   |
| blog     | 26,199 | 280   |

Baselines We first apply XGBoost (Chen & Guestrin, 2016) to the datasets, providing a benchmark to examine how much (if any) predictive performance PIE may lose by enforcing interpretability. We then compare PIE with the following interpretable models: Lasso, Ridge, and GAM, and the most recent Neural Additive Model (NAM) (Agarwal et al., 2020). All the four models are additive models, and the prediction can be decomposed into contributions from individual features. The comparison demonstrates the gain of PIE in predictive performance by allowing the interaction of features in PIE. We also include a comparison with the Explainable Boosted Machine (EBM), which is a fast derivative of GA2M (Caruana et al., 2015). Like PIE, EBM handles interactions of features, but EBM includes multiple pairwise interactions which follows heuristics to select the pairs to be included. As the most relevant competitor, EBM is compared against PIE in the \( \pi \)-score and predictive performance. The model setup and parameter tuning can be found in the supplementary material.

Evaluation Metrics For each method, we evaluate the predictive performance according to the relative prediction error (RPE),

\[
\text{RPE} = \frac{\sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y})^2}.
\]

In addition, we also quantify the contribution of interpretable models via \( \pi \)-score from formula (4). Since we desire a prediction that is “largely” interpretable, we tend to favor a large \( \pi \)-score.

Results Table 1 summarizes the average and standard deviation of the performance across five folds. PIE is highly competitive to XGBoost, beating all other baselines, including interpretable and partially interpretable competitors. It is also observed that PIE outperforms EBM. Although both PIE and EBM capture feature interaction, the methods are quite different in how the interactions are estimated. While EBM relies on heuristics to choose pairwise interactions, PIE uses one term to accommodate all feature interactions and optimize it under a global objective.

A PIE model jointly trains an interpretable model and a black-box model to benefit the overall prediction. We conjecture that the joint training may also benefit the predictive performance of the interpretable model. By capturing the “nuances” from the data, the black-box method may force the interpretable model to concentrate on the main trends and thus prevent it from overfitting. To address such conjecture, we extract the solely interpretable part, namely GAM, from the fitted PIE model. We call this procedure PIE-GAM. We evaluate the predictive performance and exhibit the results in Table 1. Surprisingly, we find that PIE-GAM is highly competitive to other interpretable models, even though PIE-GAM is not originally crafted as a predictive method but a collaborator with gradient boosting in the PIE model. The good performance of PIE-GAM implies another practice of PIE. If users do not tolerate any non-interpretable elements of PIE, they may choose to simply ignore the black-box part and only use the interpretable piece: the predictive performance may still be competitive to other interpretable baselines.

\( \pi \)-score Analysis The \( \pi \)-scores for EBM and PIE are reported in Table 3. We observe that one some datasets (winequality, CBM, gridp, parkinson), PIE models have higher \( \pi \)-scores compared to EBM while achieving smaller RPE, indicating a more efficient trade-off of interpretability and predictive performance. On other datasets, PIE models have smaller \( \pi \)-scores as well as smaller RPEs than EBM, implying that gradient boosting plays a more important role in boosting the predictive performance PIE than the pairwise interaction terms in that of EBM. This explains the better predictive performance of PIE than EBM. Combining
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Table 3. The average and standard deviation of RPE and $\pi$-scores on the test sets from 5-fold cross-validation. The sparse PIE models use not more than 8 non-zero features.

| Datasets | EBM | PIE | Sparse PIE |
|----------|-----|-----|------------|
|          | RPE | $\pi$-score | RPE | $\pi$-score | RPE | $\pi$-score |
| winequality | .543(.005) | .670(.017) | .519(.026) | .682(.027) | .519(.018) | .414(.137) |
| CASP | .495(.004) | .735(.006) | .359(.006) | .482(.025) | .382(.004) | .482(.005) |
| CBM | .000(.000) | .977(.001) | .000(.000) | 1.000(.000) | .000(.000) | 1.000(.000) |
| gridp | .059(.003) | .821(.006) | .045(.003) | .822(.008) | .045(.003) | .331(.002) |
| energyp | .653(.012) | .788(.019) | .448(.012) | .196(.065) | .451(.011) | .058(.005) |
| parkinsons | .026(.002) | .812(.017) | .002(.000) | .895(.003) | .002(.000) | .895(.003) |
| crime | .268(.151) | .943(.041) | .077(.030) | .235(.238) | .065(.011) | .485(.400) |
| blog | .771(.146) | .406(.124) | .492(.062) | .473(.099) | .503(.075) | .278(.046) |

Table 1 and 3, we find that the $\pi$-scores are small when interpretable baselines cannot achieve a good performance so that PIE has to rely heavily on gradient boosting to achieve small prediction error. See the energyp dataset as an example: PIE reduces RPE by almost the half as compared to the interpretable baselines, and the $\pi$-score is only 0.2. On the other hand, when the interpretable baseline is capable of obtaining good performance, then gradient boosting has a minimal participation in the prediction, yielding a relatively large $\pi$-score. Such case is exemplified by the CBM dataset.

5.2. PIE with Sparsity Constraints

The models reported in Table 1 were selected only based on predictive performance. In many real-world applications, the sparsity of the model is highly desired since it is relatively easier to understand a model with fewer non-zero factors contributing to the prediction. We propose a procedure named sparse PIE: we tune $\lambda_1$ and $\lambda_2$ in the PIE model, and we select only among the models with the maximum of eight non-zero features (so that the total explanation entities is 10, including an interaction term and the overall prediction). We then evaluate sparse PIE in terms of RPE and $\pi$-scores. Table 3 summarizes the results.

It is interesting to find, with the promotion of sparsity, PIE downgrades the performance only minimally, still beating every other baseline except XGBoost. However, PIE relies more on the non-interpretable part since the interpretable model’s representability has been discounted by the restriction of no more than eight non-zero features. Therefore, the $\pi$-scores decrease for sparse PIE compared to PIE models.

The above result suggests that allowing the interpretable part to be more expressive/complicated (such as using more features) can potentially increase the $\pi$-score, because PIE can attribute more contribution to the interpretable part rather than resort to the black-box component. The interaction term steps in when the interpretable part alone is incapable of a good predictive performance. A natural tradeoff thus arises between $\pi$-score and the sparsity of the interpretable model, which needs to be made by users when tuning the model in practice.

5.3. Tradeoff and Sensitivity Analysis

To understand the effect of the model parameters, we run experiments with different combinations of $\lambda_1$ and $\lambda_2$. We then evaluate RPE and $\pi$-score on test sets. Figure 1 depicts the results for parkinsons dataset. (More results are shown in the supplementary material.) It shows that RPE is more sensitive to $\lambda_2$, while $\pi$-score is more sensitive to $\lambda_1$. The RPE grows with $\lambda_2$ while $\pi$-score increases as $\lambda_1$ decreases. The findings are consistent with the discussion in Section 3. The results also suggest that users are provided with the flexibility to tune the model to obtain smaller or larger $\pi$-score, based on the need of the task.

5.4. Case Studies

We provide some visualizations of PIE models in this section. We choose an example from the parkinsons dataset.
This dataset predicts a patient’s Parkinson’s disease symptom score. Higher value indicates the patient has more severe parkinson’s symptoms. We plot the pie values and crust value in Figure 2. In this example, the feature motor_UPDRS contributes most to the target variable, followed by the intercept value. Motor_UPDRS describes the motor UPDRS score, where UPDRS stands for Unified Parkinson’s Disease Rating. The crust value in this case only contributes 0.011 to the output. Thus the prediction has a high \( \pi \)-score of 0.92.

![Figure 2. An example of the prediction breakdown for an instance from the Parkinsons data.](image)

6. Human Evaluation

We conduct a human evaluation for the understandability of PIE, and specifically, to compare with linear models. To do that, we design a survey where we display three models to each subject, a linear model with seven features, a PIE model with six pie values and crust value that accounts for 10% of the total prediction, and a model randomly chosen from the following: a PIE model with six pie values, but the crust value accounts for 40% of the total prediction, and a more complicated linear model with 14 features. We then ask each subject to rate how easy it is to understand and explain the model’s prediction on a scale of 1 to 5 (5 being very easy to understand). Finally, we ask subjects to provide comments, especially on the models they did not find easy to understand. The questions are provided in the supplementary material.

A total of 57 subjects took the survey, including undergraduate and graduate students from the computer science department, statistics department, and business schools in an R1 University with an analytics-related major. The average age is 26 and 25 subjects are female. We report their ratings for each model in Figure 3.

Results show that (1) since all models are linear or additive, there only exist small differences in the ratings; (2) when both PIE and the linear model have seven items to explain the prediction, PIE is almost as understandable as linear models when the crust value is relatively small (10% of the predicted value in the survey). Although PIE has a portion of a black-box, it seems that as long as the source of the contribution is identified, people find such an explanation acceptable. Interestingly, this PIE model is more easily to understand than a linear model with 14 features, although the linear model does not have black-box predictions. The result seems to suggest that users are less tolerant with a linear model with more features than a PIE model with fewer features and a relatively small black-box portion; (3) When the crust value increases from 10% to 40% of the output, the rating of the ease of understanding decreases. To understand this, we look at the comments on this PIE model. The main reason is summarized as below: the unknown synergy of features in the crust value accounts for too much of the prediction. Thus they find it “vague and not as trustworthy” than other models they saw in the survey.

7. Conclusion

We proposed a partially interpretable estimator that decomposes a prediction into contributions from individual features via an interpretable model and interaction of features via a black-box model. The black-box model captures the “nuances” in data, providing an “refinement” of the interpretable feature attribution. Experiments on publicly available datasets show that PIE is highly competitive to XGBoost while beating all interpretable and partially interpretable baselines. Human evaluation results show that PIE is almost equally understandable as a linear model with the same number of non-zero terms.

As a by-product, the interpretable model, GAM, in PIE achieves competitive performance compared to interpretable baselines. Therefore, it can be used individually as a predictive model if one desires complete transparency. This makes PIE highly adaptable and flexible in real applications.

PIE provides a novel way of attending to the collaboration between an interpretable model and a black-box model, utilizing the strength of the former in predictive performance and the latter for interpretability.
References

Agarwal, R., Frosst, N., Zhang, X., Caruana, R., and Hinton, G. E. Neural additive models: Interpretable machine learning with neural nets. arXiv preprint arXiv:2004.13912, 2020.

Aïvodji, U., Arai, H., Fortineau, O., Gambs, S., Hara, S., and Tapp, A. Fairwashing: the risk of rationalization. arXiv preprint arXiv:1901.09749, 2019.

Caruana, R., Lou, Y., Gehrke, J., Koch, P., Sturm, M., and Elhadad, N. Intelligible models for healthcare: Predicting pneumonia risk and hospital 30-day readmission. In Proceedings of the 21st ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, pp. 1721–1730. ACM, 2015.

Chen, T. and Guestrin, C. Xgboost: A scalable tree boosting system. In Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, pp. 785–794, 2016.

Coull, B. A., Ruppert, D., and Wand, M. Simple incorporation of interactions into additive models. Biometrics, 57(2):539–545, 2001.

Dua, D. and Graff, C. UCI machine learning repository, 2017. URL http://archive.ics.uci.edu/ml.

Friedman, J., Hastie, T., and Tibshirani, R. Additive logistic regression: a statistical view of boosting (with discussion). Annals of Statistics, 28(2):337–407, 2000.

Hastie, T. J. and Tibshirani, R. J. Generalized additive models, volume 43. CRC press, 1990.

Johnson, R. and Zhang, T. Learning nonlinear functions using regularized greedy forest. IEEE Transactions on Pattern Analysis and Machine Intelligence, 36(5):942–954, 2013.

Laugel, T., Lesot, M.-J., Marsala, C., Renard, X., and Detyniecki, M. The dangers of post-hoc interpretability: Unjustified counterfactual explanations. arXiv preprint arXiv:1907.09294, 2019.

Lou, Y., Caruana, R., Gehrke, J., and Hooker, G. Accurate intelligible models with pairwise interactions. In Proceedings of the 19th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, pp. 623–631. ACM, 2013.

Lundberg, S. M. and Lee, S.-I. A unified approach to interpreting model predictions. In Advances in Neural Information Processing Systems, pp. 4765–4774, 2017.

Lundberg, S. M., Erion, G. G., and Lee, S.-I. Consistent individualized feature attribution for tree ensembles. arXiv preprint arXiv:1802.03888, 2018.

Marx, B. D. and Eilers, P. H. Direct generalized additive modeling with penalized likelihood. Computational Statistics & Data Analysis, 28(2):193–209, 1998.

Pan, D., Wang, T., and Hara, S. Interpretable companions for black-box models. arXiv preprint arXiv:2002.03494, 2020.

Parikh, N. and Boyd, S. Proximal algorithms. Foundations and Trends in optimization, 1(3):127–239, 2014.

Ross, A. S., Hughes, M. C., and Doshi-Velez, F. Right for the right reasons: Training differentiable models by constraining their explanations. arXiv preprint arXiv:1703.03717, 2017.

Rudin, C. Stop explaining black box machine learning models for high stakes decisions and use interpretable models instead. Nature Machine Intelligence, 1(5):206, 2019.

Sani, N., Lee, J., Nabi, R., and Shpitser, I. A semiparametric approach to interpretable machine learning. arXiv preprint arXiv:2006.04732, 2020.

Schwab, P. and Karlen, W. Cxplain: Causal explanations for model interpretation under uncertainty. In Advances in Neural Information Processing Systems, pp. 10220–10230, 2019.

Selvaraju, R. R., Das, A., Vedantam, R., Cogswell, M., Parikh, D., and Batra, D. Grad-cam: Why did you say that? arXiv preprint arXiv:1611.07450, 2016.

Shrikumar, A., Greenside, P., and Kundaje, A. Learning important features through propagating activation differences. arXiv preprint arXiv:1704.02685, 2017.

Smilkov, D., Thorat, N., Kim, B., Viégas, F., and Wattenberg, M. Smoothgrad: removing noise by adding noise. arXiv preprint arXiv:1706.03825, 2017.

Sundararajan, M., Taly, A., and Yan, Q. Axiomatic attribution for deep networks. arXiv preprint arXiv:1703.01365, 2017.

Wang, T. Gaining free or low-cost interpretability with interpretable partial substitute. In International Conference on Machine Learning, pp. 6505–6514. PMLR, 2019.

Yuan, M. and Lin, Y. Model selection and estimation in regression with grouped variables. Journal of the Royal Statistical Society: Series B (Statistical Methodology), 68(1):49–67, 2006.