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Abstract

A finite-deformation crystal-elasticity membrane model for Transition Metal Dichalcogenide (TMD) monolayers is presented. Monolayer TMDs are multi-atom-thick two-dimensional (2D) crystalline membranes having atoms arranged in three parallel surfaces. In the present formulation, the deformed configuration of a TMD-membrane is represented through the deformation map of its middle surface and two stretches normal to the middle surface. Crystal-elasticity based kinematic rules are employed to express the deformed bond lengths and bond angles of TMDs in terms of the continuum strains. The continuum hyper-elastic strain energy of the TMD membrane is formulated from its inter-atomic potential. The relative shifts between two simple lattices of TMDs are also considered in the constitutive relation. A smooth finite element framework using B-splines is developed to numerically implement the present continuum membrane model. The proposed model generalizes the crystal-elasticity-based membrane theory of purely 2D membranes, such as graphene, to the multi-atom-thick TMD crystalline membranes. The significance of relative shifts and two normal stretches are demonstrated through numerical results. The proposed atomistic-based continuum model accurately matches the material moduli, complex post-buckling deformations, and the equilibrium energies predicted by the purely atomistic simulations. It also accurately reproduces the experimental results for large-area TMD samples containing tens of millions of atoms.
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1. Introduction

Transition metal dichalcogenides (TMDs) are emerging two-dimensional (2D) materials that exhibit exceptional electrical, optical, and chemical properties (Kolobov and Tominaga, 2016; Bhimanapati et al., 2015; Akinwande et al., 2017). TMDs are made of transition metal (Mo, W, etc.) and chalcogen (S, Se, Te, etc.) atoms covalently bonded with each other, yielding a range of compositions such as MoS2, WS2, MoSe2, WSe2, and MoTe2. The atomic arrangements of TMD monolayers are shown in figure 1. Monolayer TMDs have a direct bandgap, and hence they can be used in electronics as transistors and in optics as emitters and detectors (Splendiani et al., 2010; Sundaram et al., 2013). Similar to other 2D materials,
Figure 1: Different views showing the atomic arrangement of monolayer Transition Metal Dichalcogenides. (a) Top view where the rhombus represents the unit cell containing one transition metal atom (●) and two chalcogen atoms (○) (one superimposed on the other and straight line denotes the bond) (b) Isometric view, (c) Front view and (d) Side view.

TMDs behave like nonlinear-elastic membranes having stiff in-plane and very-weak bending rigidity, thus often showing distributed buckles like wrinkles or folds. The electronic band-gap in TMDs can be reversibly tuned via mechanical strain (He et al., 2013; Conley et al., 2013; Zhu et al., 2013). Wrinkles or folds in TMDs also can reversibly alter their electronic, opto-electronic, and surface properties (Castellanos-Gomez et al., 2013), which is promising for various high-impact applications. Therefore, predicting the mechanical deformations, such as wrinkles and folds, (Colas et al., 2019; Zhao et al., 2019) are important as it can allow us to alter their properties in very controlled manner.

Despite the tremendous growth both in experiments (Dai et al., 2020; Yang et al., 2018) as well as in small-scale simulations for TMDs, still there is no effective predictive modeling framework at the length-scale of experiments or devices. The modeling techniques to simulate 2D materials like TMDs can be divided in two categories: atomistic models and continuum models. The pure atomistic models, such as Molecular Dynamics (MD), and Density Functional Theories (DFT) are highly reliable but computationally prohibitive for experimental length-scales (Zhao and Liu, 2018; Jiang et al., 2013a; Li, 2012; Jiang et al., 2013b; Ansari et al., 2016; Gupta and Vasudevan, 2018). On the contrary, the phenomenological continuum models are efficient and easy to use, but they ignore the underlying atomistic physics (Castellanos-Gomez et al., 2012; Bertolazzi et al., 2011; Cooper et al., 2013).

To fill the gap between atomistic and continuum models, crystal–elasticity-based models have been developed for three-dimensional materials, which encode the inter-atomic interactions in the continuum theory instead of using phenomenological constitutive models (Xin
and He, 2012; Martin, 1975; Cousins, 1978; Hill, 1975; Milstein, 1982). In crystal-elasticity theories the Cauchy-Born rule is the key kinematic assumption that represents the lattice deformation through continuum strain measures for the bulk crystalline solids. It is shown in Arroyo and Belytschko (2002), that the standard Cauchy-Born rule is not applicable for curved 2D crystalline membranes. This is due to the fact that the standard Cauchy-Born rule incorrectly maps the deformed bonds to the tangent of the surface representing the membrane. To overcome this limitation of the standard Cauchy-Born rule, a new kinematic rule, namely the exponential Cauchy-Born rule is derived in (Arroyo and Belytschko, 2002, 2003, 2004). The exponential Cauchy-Born rule extends the standard Cauchy-Born rule for single-atom thick curved crystalline membranes, like graphene.

Several extensions to the Cauchy-Born rule are reported in various works; for instance, a modified Born rule is proposed to develop a finite-deformation shell theory for the single-wall carbon nanotubes in Wu et al. (2008). A higher-order Cauchy-Born rule is proposed for the curved crystalline membranes to obtain the deformation of single-wall carbon nanotubes in Guo et al. (2006). Based on the higher-order Cauchy-Born rule, a mesh-free computational framework is developed to simulate single-wall carbon nanotube under various loading conditions in Sun and Liew (2008). Derivation of continuum theories for sheets, plates and rods from the atomistic models is summarized in Yang and E (2006). While these aforementioned models provide continuum representation for the bonded interactions, the van der Waals interactions between the multi-layers is calculated in a discrete manner. A three-dimensional continuum model for multi-layered crystalline membranes that provides a continuum representation for the non-bonded interaction is developed in Ghosh and Arroyo (2013). Quasi-continuum (QC) modeling is yet another approach developed to achieve the atomistic accuracy in a continuum setting (Tadmor et al., 1996, 1999; Shenoy et al., 1999; Smith et al., 2000). These QC models provide simultaneous resolution of atomistic and continuum length-scales. In contrast to QC models for bulk crystalline solids, a QC formulation is proposed for curved crystalline membranes such as carbon nanotubes in Park et al. (2006).

At present, finite deformation crystal-elasticity models are available only for single-atom-thick crystalline membranes, e.g. graphene. These models cannot be applied to multi-atom-thick 2D materials such as TMDs since they have covalent bonds located out of the middle surface of the membrane. In the present work, a finite deformation crystal-elasticity membrane model for monolayer TMDs is presented. The deformed configuration of a TMD-membrane is represented through the deformation map of its middle surface and two stretches normal to the middle surface. Herein, the middle surface represents the layer made of transition metal atoms and the two stretches provide the location of the top and bottom layers made of chalcogen atoms. Based on this deformation map, the deformation of bond lengths and angles is obtained as a function of continuum strains. Finally, the continuum constitutive relation for TMD membrane is derived from its inter-atomic potential. This continuum membrane model is numerically implemented through a smooth finite element framework that uses the B-spline-based approximation. The relative shifts between the simple lattices constituting the complex lattice of TMDs is also considered in the formulation. To demonstrate the efficiency and accuracy of the proposed model, the results obtained are compared against atomistic simulations and experimental results.

The present paper is organized as follows. The kinematics of the proposed membrane formulation is provided in section 2. Section 2 also includes the calculations of deformed
bond lengths and bond angles as a function of continuum strains. Section 3 deals with the computation of strain energy density from the inter-atomic potentials for TMDs. This section explains the atomic arrangement of monolayer TMDs and the concept of relative shifts between two simple lattices. The section also includes the non-bonded interactions. The description of the boundary value problem is provided in section 4. The numerical implementation to solve the boundary value problem is explained in section 5. The validation of the numerical results is provided in section 6. All the results presented in this section are for MoS$_2$ monolayer. Finally, the conclusion and discussions are provided in the section 7.

2. Present Membrane Formulation

This section presents the kinematics used in the present formulation for multi-atom-thick 2D membranes. Monolayer TMDs are multi-atom thick where the atoms lie on three different surfaces, as shown in figure 1. However, their thickness is very small compared to its other two dimensions and hence can be modeled as 2D membranes. In the present formulation, the deformation of each surface is represented in terms of the deformation of the middle surface and the thickness variation. Covalent bonds of TMDs are inclined to the surfaces, connecting atoms on the middle surface to the atoms on the other surfaces. These covalent bonds between atoms from different surfaces restrict them from deforming individually. The interactions between the atoms lying on the same surface can also be represented through the deformation of the middle surface and normal stretches. Therefore, we divide the bonds into two components i) tangential to the middle layer and ii) normal to the middle surface. The deformation of the tangential component of the covalent bonds is obtained in terms of the deformation of the middle surface. The deformation of the normal component of covalent bonds is obtained by using the stretch variables. The details of the differential geometric concepts used to represent the deformation of the middle surface can be found in Pressley (2012); Do Carmo (2016). The notations used here follow Marsden and Hughes (1994); Arroyo and Belytschko (2002) except that the points in the Euclidean space are represented through their position vectors.

2.1. Kinematics

The kinematics used in the present formulation is presented in this section. This section includes the continuum deformation maps and strain measures. The schematics of the kinematics is shown in figure 2. The atoms in TMDs are arranged in three parallel layers in the undeformed configuration. The atoms in the deformed TMDs are also arranged in three layers, which are approximated as three locally parallel surfaces in the present formulation. In the present formulation, the middle surface corresponds to the transition metal atoms and other two surfaces (top and bottom) corresponds to chalcogen atoms.

2.1.1. Deformation map for the TMD membranes

Let $\Omega_0 \subset \mathbb{R}^3$ be the undeformed configuration. The undeformed configuration is considered as a collection of three parallel 2D surfaces $S^0$, $S^+$ and $S^-$ as,

$$\Omega_0 = S^+ \cup S^0 \cup S^-$$ (1)
where \( S^0, S^+ \) and \( S^- \) be open sets in \( \mathbb{R}^3 \) representing the middle, top and bottom surface of TMDs, as shown in figure 2. The quantities associated with top and bottom surfaces are denoted with superscript “+” and “−”, respectively. The co-ordinate of any point in \( \Omega_0 \) can be denoted as \( \mathbf{X} = \{X_1, X_2, X_3\} \), and the corresponding basis is given by \( \mathbf{B}_0 = \{I_1, I_2, I_3\} \), such that any point on the undeformed configuration is given by

\[
\Omega_0 = \{\mathbf{X} = (\mathbf{X} \times X_3) \in S^0 \times \{-h_0, 0, h_0\}\} 
\]

(2)

The three surfaces \( S^0, S^+ \) and \( S^- \) are parallel to the \( X_1X_2 \) plane and have values 0, \( +h_0 \) and \( -h_0 \) for the \( X_3 \) coordinate. Here, \( 2h_0 \) represents the distance between the top and bottom layers of atoms. Points on \( S^0 \) can be defined as \( \{\mathbf{X}, 0\} \) where \( \mathbf{X} = \{X_1, X_2\} \). On the surface \( S^0 \) at each \( \mathbf{X} \) a tangent plane \( T_{\mathbf{X}}S^0 \) can be defined, where \( \mathbf{m} \) is the unit normal defined on the tangent plane at that point. For the chosen planar undeformed configuration, \( \mathbf{m} \) is aligned with \( I_3 \). The basis for the tangent space \( T_{\mathbf{X}}S^0 \) is \( \mathbf{C}_0 = \{I_1, I_2\} \). For the chosen planar undeformed configuration, the tangent space \( T_{\mathbf{X}}S^0 \) and its convected bases \( \mathbf{C}_0 \) coincide with the surface \( S^0 \) and the first two components of the bases \( \mathbf{B}_0 \), respectively. Following the undeformed configuration defined in equation 2, the co-ordinate of any point on the \( S^+ \) and \( S^- \) surfaces are represented as \( \mathbf{X}^+ = \{\mathbf{X}, h_0\} \) and \( \mathbf{X}^- = \{\mathbf{X}, -h_0\} \), respectively. Here, \( \mathbf{X}^+ \) and \( \mathbf{X}^- \) represents points on surfaces \( S^+ \) and \( S^- \), respectively.

**Deformation map of the middle surface**

Let \( \varphi_0 \) be the map from the parametric domain \( \bar{\Omega} \subset \mathbb{R}^2 \) to the middle surface \( S^0 \) of undeformed configuration \( \Omega_0 \). Let the co-ordinate of the parametric domain be expressed as

![Figure 2: Kinematics showing the deformation map for monolayer TMDs.](image)

The three surfaces \( S^0, S^+ \) and \( S^- \) are parallel to the \( X_1X_2 \) plane and have values 0, \( +h_0 \) and \( -h_0 \) for the \( X_3 \) coordinate. Here, \( 2h_0 \) represents the distance between the top and bottom layers of atoms. Points on \( S^0 \) can be defined as \( \{\mathbf{X}, 0\} \) where \( \mathbf{X} = \{X_1, X_2\} \). On the surface \( S^0 \) at each \( \mathbf{X} \) a tangent plane \( T_{\mathbf{X}}S^0 \) can be defined, where \( \mathbf{m} \) is the unit normal defined on the tangent plane at that point. For the chosen planar undeformed configuration, \( \mathbf{m} \) is aligned with \( I_3 \). The basis for the tangent space \( T_{\mathbf{X}}S^0 \) is \( \mathbf{C}_0 = \{I_1, I_2\} \). For the chosen planar undeformed configuration, the tangent space \( T_{\mathbf{X}}S^0 \) and its convected bases \( \mathbf{C}_0 \) coincide with the surface \( S^0 \) and the first two components of the bases \( \mathbf{B}_0 \), respectively. Following the undeformed configuration defined in equation 2, the co-ordinate of any point on the \( S^+ \) and \( S^- \) surfaces are represented as \( \mathbf{X}^+ = \{\mathbf{X}, h_0\} \) and \( \mathbf{X}^- = \{\mathbf{X}, -h_0\} \), respectively. Here, \( \mathbf{X}^+ \) and \( \mathbf{X}^- \) represents points on surfaces \( S^+ \) and \( S^- \), respectively.
and the corresponding basis set is $\mathcal{B} = \{\overline{I}_1, \overline{I}_2\}$. Another map $\varphi$ takes the parametric domain $\overline{\Omega}$ to the deformed surface $\mathcal{S}^0$ lying in the deformed configuration $\Omega$. Let $\mathcal{S}^0 \subset \Omega$ be a smooth, open and orientable surface representing the deformed middle surface, $\hat{n}$ be the unit normal and $T_{\hat{x}}\mathcal{S}^0$ be the tangent space defined at $\hat{x}$ on $\mathcal{S}^0$. The map from the $\mathcal{S}^0$ to the $\mathcal{S}^0$ can be expressed as

$$\Phi = \varphi \circ \varphi_0^{-1} : \hat{x} \rightarrow \hat{x}, \; \hat{x} \in \mathcal{S}^0 \text{ and } \hat{x} \in \mathcal{S}^0$$

(3)

Note that the point mappings (e.g. $\varphi, \varphi_0, \Phi, \chi$) are denoted by lightface symbols. Whereas the boldface symbols are used for vectors and tensors. However, to represent the points in the Euclidean space, their position vectors are used (e.g. $X, \hat{X}, x$).

**Normal stretches**

The scalar field $\lambda(\hat{X}, X_3)$ is used to represent the thickness variation in the deformed configuration and can be expressed as

$$\lambda(\hat{X}, X_3) = \begin{cases} 
\lambda^+(\hat{X}) \in \mathbb{R}^+ \quad \text{for } X_3 = h_0 \\
0 \quad \text{for } X_3 = 0 \\
\lambda^-(\hat{X}) \in \mathbb{R}^+ \quad \text{for } X_3 = -h_0 
\end{cases}$$

(4)

Here, $\lambda^+(\hat{X}) h_0 = h^+(\hat{X})$ and $\lambda^-(\hat{X}) h_0 = h^-(\hat{X})$ are the deformed thicknesses at $\hat{X}$ in the middle surface $\mathcal{S}^0$ along $\hat{n}$ and $-\hat{n}$ respectively.

**Total deformation map**

Let $\chi$ be the deformation map that takes $\Omega_0$ to the deformed configuration $\Omega = \chi(\Omega_0)$. The map $\chi$ can be expressed as,

$$\Omega = \chi(\Omega_0) = \{\chi : X \rightarrow x = \Phi(\hat{X}) + h_0 \lambda(\hat{X}, X_3) \hat{n}(\Phi(\hat{X}))\}, \quad X \in \Omega_0, \; x \in \Omega$$

(5)

and the deformed configuration can also be expressed as the combination of three surfaces as,

$$\Omega = \mathcal{S}^+ \cup \mathcal{S}^0 \cup \mathcal{S}^-$$

(6)

where $\mathcal{S}^+$ and $\mathcal{S}^-$ represents the deformed top and bottom surfaces. Thus, the map $\chi$ represents any point in the deformed configuration $\Omega$ only through the deformation of the middle surface, $\Phi$, and two normal stretches, $\lambda^+$ and $\lambda^-$. The coordinate of any point in the deformed configuration can be represented as $x = \{x_1, x_2, x_3\} \in \mathbb{R}^3$ in the standard basis set $\mathcal{B} = \{i_1, i_2, i_3\}$. To obtain the deformed middle, top and bottom surfaces, the map $\chi$ is restricted to $X_3 = 0$, $X_3 = h_0$, and $X_3 = -h_0$ respectively, such that,

$$\chi(\hat{X} \in \mathcal{S}^0 \subset \Omega_0) = \hat{x} \in \mathcal{S}^0 \subset \Omega,$$
$$\chi(\hat{X}^+ \in \mathcal{S}^+ \subset \Omega_0) = x^+ \in \mathcal{S}^+ \subset \Omega,$$
$$\chi(\hat{X}^- \in \mathcal{S}^- \subset \Omega_0) = x^- \in \mathcal{S}^- \subset \Omega.$$

(7)

The next subsection follows Arroyo and Belytschko (2002) to represent the strains for the middle surface.

6
2.1.2. Strains for the middle surface

Following the deformation map for the middle surface, \( \Phi \), \( T_x S^0 \) defines the tangent plane in the undeformed and \( T_x S^0 \) defines the tangent plane in the deformed configurations. For the current case where the undeformed configuration is planar, the tangent space \( T_x S^0 \) and the surface \( S^0 \) are coincident. The convected basis \( \mathcal{C} = \{\mathbf{g}_1, \mathbf{g}_2\} \), for the tangent space \( T^\hat{x} S^0 \) of the deformed configuration can be defined as,

\[
\mathbf{g}_\alpha = \frac{\partial \mathbf{\varphi}^0}{\partial \xi^\alpha} i_a
\]  

(8)

The deformation gradient of the middle surface defined in the basis \( \mathcal{C}_0 - \mathcal{C} \) can be expressed as,

\[
\hat{\mathbf{F}} = T \Phi = T \varphi \circ T \varphi^{-1}
\]

\[
= [T \varphi]_{\mathcal{C} \mathcal{B}} [T \varphi^{-1}]_{\mathcal{B} \mathcal{C}_0}
\]

\[
= [T \varphi^{-1}]_{\mathcal{B} \mathcal{C}_0}
\]

(9)

The first part of the deformation gradient, \( [T \varphi]_{\mathcal{C} \mathcal{B}} \), becomes identity as the information about the deformation is contained in the convected basis vectors defining the tangent plane.

**Metric Tensor and Green Strain Tensor**

The metric tensor containing the information of the deformation can be expressed as

\[
[\mathbf{g}] = \begin{bmatrix}
g_{11} & g_{12} 
g_{21} & g_{22}
\end{bmatrix}
\]  

(10)

where \( g_{\alpha \beta} = \langle \mathbf{g}_\alpha | \mathbf{g}_\beta \rangle \) (\( \langle \cdot | \cdot \rangle \) denotes the Euclidean norm). The right Cauchy-Green strain tensor for the middle surface \( \hat{\mathbf{C}} \) in the undeformed configuration can be obtained as the pull-back of the metric tensor, \( \hat{\mathbf{C}}|_{\mathcal{C}_0} = \Phi^* \mathbf{g} \), and expressed as,

\[
[\hat{\mathbf{C}}]|_{\mathcal{C}_0} = \Phi^* \mathbf{g}
\]

\[
= [\hat{\mathbf{F}}]_{\mathcal{C} \mathcal{B}_0}[\mathbf{g}]|_{\mathcal{C} \mathcal{B}}[\hat{\mathbf{F}}]_{\mathcal{B} \mathcal{C}_0}
\]

(11)

**Curvature Tensor**

The unit normal at each point on the middle surface can be expressed as,

\[
\hat{\mathbf{n}} = \frac{\mathbf{g}_1 \times \mathbf{g}_2}{|| \mathbf{g}_1 \times \mathbf{g}_2 ||}
\]

(12)

The matrix elements of curvature tensor in the convected basis can be expressed as

\[
k_{\alpha \beta} = \langle \hat{\mathbf{n}} | \mathbf{g}_{\alpha \beta} \rangle
\]

(13)

where \( \mathbf{g}_{\alpha \beta} = \frac{\partial \mathbf{g}_\alpha}{\partial \xi_\beta} \). Similar to metric tensor, the pull-back of the curvature tensor in the undeformed configuration can be expressed as

\[
[\hat{\mathbf{K}}]|_{\mathcal{C}_0} = \Phi^* [\mathbf{k}]
\]

\[
= [\hat{\mathbf{F}}]_{\mathcal{C} \mathcal{B}_0} [\mathbf{k}]_{\mathcal{C} \mathcal{B}} [\hat{\mathbf{F}}]_{\mathcal{B} \mathcal{C}_0}
\]

(14)
Corresponding to the curvature tensor, $\hat{\mathbf{K}}$, and the Cauchy-Green tensor, $\hat{\mathbf{C}}$, the principal curvatures, $k_1$ and $k_2$, and the principal curvature vectors, $\mathbf{v}_1$ and $\mathbf{v}_2$, are the eigenvalues and eigenvectors of the Weingarten map. Further details of the Weingarten map are given in Appendix C.

The principal curvatures can be obtained by solving the generalized eigenvalue problem

$$[k]_{\mathcal{E}}[\mathbf{v}]_{\mathcal{E}} = k[g]_{\mathcal{E}}[\mathbf{v}]_{\mathcal{E}}$$  \hspace{1cm} (15)

Here, $k$ represents a principal curvature and $\mathbf{v}$ represents the corresponding principal direction in the convected basis. The principal curvatures and the corresponding principal directions can be obtained in the undeformed configuration as,

$$[\hat{\mathbf{K}}]_{\mathcal{E}_0}[\mathbf{V}]_{\mathcal{E}_0} = k[\hat{\mathbf{C}}]_{\mathcal{E}_0}[\mathbf{V}]_{\mathcal{E}_0}$$  \hspace{1cm} (16)

Further details on the eigenvalue problem and the derivative calculation of the principal curvatures and the principal directions with respect to the $\hat{\mathbf{C}}$ and $\hat{\mathbf{K}}$ are provided in Appendix D.

### 2.2. Calculation of lattice deformation for TMDs

In the present formulation, we use the crystal-elasticity theory to represent the energy of the deformed lattice of TMDs in terms of the continuum strain measures. Crystal-elasticity uses the Cauchy-Born rule for this purpose that links the deformed and undeformed lattice vectors through the continuum deformations. Following the Cauchy-Born rule, any deformed lattice vector $\mathbf{a}$ can be obtained as $\mathbf{a} = \mathbf{F} \mathbf{A}$, where $\mathbf{F}$ represents the deformation gradient and $\mathbf{A}$ is the undeformed bond vector. Since, the deformation gradient maps a vector to the tangent plane of a curved membrane whereas the deformed bonds of 2D crystalline membranes are the chords to the surface and not the tangents. Therefore, the Cauchy-Born rule cannot be directly applied to the purely two-dimensional (2D) crystalline membranes (surfaces). The exponential Cauchy–Born (ECB) rule resolves this issue by projecting the deformed bond vector on to the chord (Arroyo and Belytschko, 2002). Since graphene is a single atom thick, it is a purely 2D membrane, hence it is amenable to the ECB rule. This fact has been validated in Arroyo and Belytschko (2002, 2004). The ECB rule can not be directly used for TMDs since they are not purely 2D membranes but have finite thickness. On the contrary, due to its membrane characteristics, the use of the Cauchy-Born rule will be inefficient. Therefore, to efficiently model TMDs a new crystal-elasticity membrane model is needed that considers the effect of thickness in its deformation. In the present formulation, the deformed configuration is represented through the deformation of three surfaces and their relative distances (see figures 1(c,d) and 2). To compute the deformation of a bond inclined to the middle surface, it is first decomposed into a tangential and a normal component to the middle surface. The component of the bond tangential to the middle surface is denoted by $\mathbf{A}_t$, and the component of the bond along the normal to the middle surface is denoted by $\mathbf{A}_n$. The deformation of the tangential component of the bond is obtained by the exponential Cauchy–Born rule applied to the deformation of the middle surface ($\Phi$) whereas the deformation of the normal component of the bond is obtained by using the stretches ($\lambda^+$ and $\lambda^-$) normal to the middle surface.
2.2.1. Deformation of component of bonds tangential to the middle surface

In the present work, the deformation of the tangential component of a bond is obtained following the ECB rule. The tangential component of an undeformed bond vector is obtained as $A_t = \mathbb{P}_{m_0} A$. Here, $A$ is the bond (inclined to the middle surface $S^0$) in the undeformed configuration and $\mathbb{P}_{m_0}$ is the perpendicular projection operator that projects any vector in $\mathbb{R}^3$ on the tangent plane of the middle surface having $m_0$ as unit normal. The perpendicular projection operator can be expressed as

$$\mathbb{P}_{m_0} = \mathcal{I} - m_0 \otimes m_0$$

(17)

where $\mathcal{I}$ represents the identity operator and can be expressed as, $\mathcal{I} = \mathbb{I}_i \otimes \mathbb{I}_i$. Further details on the perpendicular projection operator are provided in Appendix B. Using the exponential Cauchy–Born rule, the deformed lattice vector ($a$) corresponding to the undeformed lattice vector ($A$) can be obtained as

$$a = \exp(\hat{X}^F) A$$

Here, the $\exp(\cdot)$ denotes the exponential map to a nonlinear surface at $X_1$. The ECB rule is applied on the tangential component of the undeformed bond $A_t$ to obtain the deformed bond $a_t$ following Arroyo and Belytschko (2002, 2004) as,

$$[a_t]_+ = \left\{ \begin{array}{c} a^1 \\
               a^2 \\
               a^3 \end{array} \right\} = \left\{ \begin{array}{c} w^1 \mathcal{Q}(k_1 w^1) \\
                 w^2 \mathcal{Q}(k_2 w^2) \\
                 \frac{k_1(w^1)^2}{2} \mathcal{Q}^2(k_1 w^1/2) + \frac{k_2(w^2)^2}{2} \mathcal{Q}^2(k_2 w^2/2) \end{array} \right\}$$

(18)

Here, $A_t$ lies on the undeformed middle surface $S^0$ and $a_t$ lies as the chord of the middle surface $S^0$ in the deformed configuration.

2.2.2. Deformation of the component of bonds normal to the middle surface

The deformed normal component of the bonds are computed by using two scalar stretch fields $\lambda^+ (\vec{X})$ and $\lambda^- (\vec{X})$, which define the stretches above and below the middle surface. Following the map defined in equation 5, the deformed normal components of bonds can be obtained as

$$a^+_n = \lambda^+ (\vec{X}) A^+_n$$

$$a^-_n = \lambda^- (\vec{X}) A^-_n$$

(19)

where $a^+_n$ and $a^-_n$ denote the deformed normal components of the undeformed bonds ($A^+_n$ and $A^-_n$) above and below the middle surface.

The sum of the two components $a_t$ and $a^+_n$ is the deformed Mo–S bond vector for an S–atom on the top surface. Similarly, the deformed Mo–S bond for an S–atom on the bottom surface.

---

1The exponential map as defined by Morgan (1993): “The exponential map $\exp_p$ at a point $p$ in $M$ maps the tangent space $T_p M$ into $M$ by sending a vector $v$ in the $T_p M$ to a point in $M$ a distance $|v|$ along the geodesic from $p$ in the direction of $v$.” For our case $M$ is the middle surface $S_0$ and $v$ is the vector that is obtained after applying the Cauchy–Born rule on the undeformed lattice vector.

In a simplistic way a geodesic is the shortest curve between two points lying on a non-linear surface. A more precise definition of geodesic is given in Pressley (2012) as: “A curve $\gamma$ on a surface is called geodesic if $\dot{\gamma}$ is zero or perpendicular to the tangent plane of the surface at the point $\gamma(t)$, i.e., parallel to its unit normal, for all values of the parameter $t$.”
surface is given by the sum of \( a_t \) and \( a_n \). The \( a_t \) is obtained in the basis \( \tilde{B} = \{v_1, v_2, v_1 \times v_2\} \) (following equation 18), where \( v_i \) are the principal curvature vectors. The basis for \( a_n \) is \( B \). Hence, the final deformed lattice vectors \( (a) \) corresponding to the undeformed lattice vector \( (A) \) can be obtained as a function of strain measures of the middle surface and two scalar fields defining the thickness variation such as,

\[
a = f(\hat{C}, \hat{K}, \lambda^+, \lambda^-, A)
\]

(20)

Similarly, the deformed bond angles can be obtained in terms of the strain measures as

\[
\theta = f(\hat{C}, \hat{K}, \lambda^+, \lambda^-, A, B)
\]

(21)

where \( B \) is another bond vector in the undeformed configuration. The energy of the deformed crystal-lattice are computed through an inter-atomic potential in terms of the deformed bond lengths and deformed bond angles. Therefore, the continuum energy of the deformed body can be represented in terms of the strains. For TMDs, the most widely used inter-atomic potential is the Stillinger-Weber (SW) potential (Stillinger and Weber, 1985). The details of the computation of the strain energy using the SW potential is provided in the next section. Henceforth, for the inter-atomic potential, the Molybdenum Disulfide (MoS$_2$) is considered as a representative TMD. Nevertheless, the present approach can be used for any TMD.

3. Constitutive Model

In this section, the lattice structure of MoS$_2$ is described. The lattice structure of MoS$_2$ is a complex lattice structure as it constitutes two simple Bravais lattices. These two simple lattices rigidly shift relative to each other during deformation. This relative shift is presented in this section. The formulation of the hyperelastic continuum constitutive model based on the Stillinger-Weber inter-atomic potential is also described. The steps including the non-bonded interaction are also presented in this section.

3.1. Lattice structure of MoS$_2$

Monolayer MoS$_2$ exhibits a trigonal prismatic crystal structure. Figure 3a shows the top view of a monolayer MoS$_2$ lattice where the green trapezoid represents the unit cell. The atoms lying in the unit cell and their first nearest neighboring atoms are given in figure 3b. The bond vectors and bond angles in the undeformed configuration of the unit cell can be defined through two variables, which are the height of the unit cell \( 2h_0 \) and the angle \( \Psi_0 = \angle(S2 - Mo1 - S5) \), as shown in figure 3. The length of the Mo-S bonds can be expressed as a function of \( h_0 \) and \( \Psi_0 \) as,

\[
b_0 = h_0 \sin^{-1}\left(\frac{\Psi_0}{2}\right)
\]

(22)

Considering Mo1 atom as the central atom positioned at \((0,0,0)\), the bond vectors between Mo1 and S-atoms of top surface in the undeformed configuration can be written as,
Figure 3: (a) Top view of the MoS$_2$ monolayer. B$_1$ and B$_2$ represents the two basis vectors to define the MoS$_2$ crystal lattice projected on the $X_1 - X_2$ plane. P represents the shift vector and $\eta^+$ and $\eta^-$ represents the *inner displacement* vectors for the S–atoms located above and below the middle Mo-atom. Three Mo-S bonds from the central Mo-atom before *inner displacements* are defined by $A_{01}$, $A_{02}$ and $A_{03}$, whereas bonds after *inner displacements* are defined as $A_1$, $A_2$ and $A_3$. A magnified view of the unit cell along with the nearest neighborhood atoms (b) without *inner displacements* and (c) with *inner displacements*.

\[
[A]_{\text{Mo1-S1}} = \begin{pmatrix}
-b_0 \cos\left(\frac{\psi_0}{2}\right) \sin\left(\frac{\pi}{3}\right) \\
b_0 \cos\left(\frac{\psi_0}{2}\right) \cos\left(\frac{\pi}{3}\right) \\
h_0
\end{pmatrix}, \quad [A]_{\text{Mo1-S2}} = \begin{pmatrix}
-b_0 \cos\left(\frac{\psi_0}{2}\right) \sin\left(\frac{\pi}{3}\right) \\
-b_0 \cos\left(\frac{\psi_0}{2}\right) \cos\left(\frac{\pi}{3}\right) \\
h_0
\end{pmatrix}
\]

and, \[A]_{\text{Mo1-S3}} = \begin{pmatrix}
b_0 \cos\left(\frac{\psi_0}{2}\right) \\
0 \\
h_0
\end{pmatrix}
\]

Similarly, the bond vectors between the central Mo–atom and S–atoms of bottom surfaces can be expressed as

\[
[A]_{\text{Mo1-S4}} = \begin{pmatrix}
-b_0 \cos\left(\frac{\psi_0}{2}\right) \sin\left(\frac{\pi}{3}\right) \\
b_0 \cos\left(\frac{\psi_0}{2}\right) \cos\left(\frac{\pi}{3}\right) \\
-h_0
\end{pmatrix}, \quad [A]_{\text{Mo1-S5}} = \begin{pmatrix}
-b_0 \cos\left(\frac{\psi_0}{2}\right) \sin\left(\frac{\pi}{3}\right) \\
-b_0 \cos\left(\frac{\psi_0}{2}\right) \cos\left(\frac{\pi}{3}\right) \\
-h_0
\end{pmatrix}
\]
and, $[A]_{\text{Mo1-S6}} = \begin{cases} b_0 \cos\left(\frac{\varphi_0}{2}\right) \\ 0 \\ -h_0 \end{cases}$ \hspace{1cm} (24)

The Mo-Mo bond vectors can be expressed as

$$[A]_{\text{Mo1-Mo2}} = \begin{cases} \left[1 + b_0 \cos\left(\frac{\varphi_0}{2}\right)\right] \cos\left(\frac{\pi}{3}\right) \\ b_0 \cos\left(\frac{\varphi_0}{2}\right) \sin\left(\frac{\pi}{3}\right) \\ 0 \end{cases}$$
and
$$[A]_{\text{Mo1-Mo3}} = \begin{cases} \left[1 + b_0 \cos\left(\frac{\varphi_0}{2}\right)\right] \cos\left(\frac{\pi}{3}\right) \\ -b_0 \cos\left(\frac{\varphi_0}{2}\right) \sin\left(\frac{\pi}{3}\right) \\ 0 \end{cases}$$

### 3.2. Deformation of lattice

The lattice structure of MoS$_2$ comprises of two simple interpenetrating lattices, hence it is a complex lattice. In complex lattice structures, there are more than one basis nuclei, and hence the crystal structure can be considered as combinations of inter-penetrating lattices. In the case of MoS$_2$ all the Mo-atoms can be defined by basis vectors $B_1$ and $B_2$. Whereas, the positions of S-atoms cannot be defined only by the positions of the Mo–atoms and the basis vectors. Therefore, an additional shift vector $P$ is used to obtain the positions of the S-atoms. The bond vectors can be expressed as $A = n_i B_i + m P$. Here, $n_i$ is an integer and a summation is implied over the repeated index $i$, where $i = \{1, 2\}$ and $m$ takes the value of 0 and 1 for Mo–atoms and S–atoms respectively.

Kinematic variables are commonly used to define the relative shifts between the simple lattices (Tadmor et al., 1999; Arroyo and Belytschko, 2002). These relative shifts are also referred to as inner displacements. Hereafter, relative shifts and inner displacements will be used interchangeably. In the case of MoS$_2$, two sets of inner displacements are considered for S–atoms, one affects the lattice arrangement of top S–atoms and the other affects the lattice arrangement of bottom S–atoms. Hence, the inner displacements ($\eta$) is a set consisting the inner displacements for top ($\eta^+$) and bottom ($\eta^-$) S–atoms as $\eta = \{\eta^+, \eta^–\}$. In figure 3, the lattice structure is shown where all the black and red dots are the S-atoms before and after the relative shift, respectively. The shift vector $P$ and the inner displacements $\eta$ are shown in figure 3. The equilibrium lattice is obtained by minimizing the energy with respect to the inner displacements for a given continuum deformation.

Note that $\eta$ is defined in the reference configuration. Since the Mo-S bond vectors don’t lie on the Mo-surface, the inner displacements $\eta$ are 3D vectors. Therefore, $\eta$ includes the relative shift along the thickness as well, as shown in figure 3c. Upon incorporation of the inner displacements, the bond vectors are given by

$$A^\pm = n_i B_i + m (P + \eta^\pm),$$

here $A^+$ and $A^-$ corresponds to the S–atoms at top and bottom surfaces, respectively. Here $\eta^+$ and $\eta^-$ are the inner displacements corresponding to $A^+$ and $A^-$. 

12
The deformed tangential components of $A^+$ and $A^-$ are obtained following equation 18 as,
\[ a^\pm_t = \exp(\chi(\hat{X} \circ \mathcal{F} \circ P_m((n_iB_i + m(P + \eta^\pm)))) \quad (26) \]
and the deformed normal components of $A^+$ and $A^-$ are obtained following equation 19 as,
\[ a^\pm_n = \lambda^\pm(\hat{X})[I - P_m((n_iB_i + m(P + \eta^\pm)))) \quad (27) \]
From the above equations, the lengths of the deformed lattice vectors can be represented in terms of the strains, undeformed lattice vectors, and the *inner displacements* as
\[ a = f(\hat{C}, \hat{K}, \lambda^+, \lambda^-, \eta^+, \eta^-, A) \quad (28) \]
Similarly, the bond angles can also be represented in terms of the strains, undeformed lattice vectors, and the *inner displacements* as
\[ \theta = f(\hat{C}, \hat{K}, \lambda^+, \lambda^-, \eta^+, \eta^-, A, B) \quad (29) \]
Here, $A$ and $B$ are any undeformed lattice vectors given in equations 23, 24 and 3.1. Therefore, the bond lengths and the bond angles of the deformed TMD lattice can be obtained in terms of the strains, undeformed lattice vectors, and the *inner displacements* through equations 28 and 29.

3.3. Inter-atomic Potential for monolayer TMDs

Inter-atomic potentials describe the interaction between an atom with its neighboring atoms and express the potential energy in terms of the bond lengths and bond angles. Therefore, from the above formulation, the potential energy can be computed using appropriate inter-atomic potentials in terms of the continuum strains. In the case of TMDs, Stillinger–Weber (SW) potential (Stillinger and Weber, 1985) is the commonly used inter-atomic potential. Several efforts have been made to obtain the parameters of SW potential for MoS$_2$ from different experiments and purely atomistic simulations. The parameters of SW potential are found by fitting to the experimentally obtained phonon spectrums (Jiang et al., 2013a), the energies obtained from molecular dynamics simulations based on valence force-field (Jiang, 2015), the lattice geometry, elastic constants and phonon frequencies obtained from First Principal calculations (Kandemir et al., 2016), and the lattice geometry and atomic forces obtained from *ab-initio* molecular dynamics simulations (Wen et al., 2017).

The SW potential energy $\mathcal{E}$ of a system consisting of $N$ atoms is
\[ \mathcal{E} = \sum_{i<j}^N \sum_{j>i}^N V_2(r_{ij}) + \sum_{i=1}^N \sum_{j>i}^N \sum_{k>j}^N \sum_{k \neq i}^N V_3(r_{ij}, r_{ik}, \theta_{ijk}) \quad (30) \]
where the two-body interaction takes the form
\[ V_2(r_{ij}) = A \times \exp\left(\frac{\rho}{r_{ij} - r_{max}}\right)\left(\frac{B}{r_{ij}^4} - 1\right) \quad (31) \]
and the three-body term can be expressed as

\[ V_3(r_{ij}, r_{ik}, \theta_{ijk}) = K \times \exp \left( \frac{\rho_1}{r_{ij} - r_{\text{max}ij}} + \frac{\rho_2}{r_{ik} - r_{\text{max}ik}} \right) (\cos(\theta_{ijk}) - \cos(\theta_{0ijk}))^2 \]  \hspace{1cm} (32)

Here, \( r_{ij} \) is the bond length between atoms \( i \) and \( j \) and \( \theta_{ijk} \) is the angle formed by atoms \( i, j \) and \( k \), where the \( i \)-th atom is the vertex of the angle. Here \( A, \rho, r_{\text{max}} \) and \( B \) are the parameters for the two-body interactions and \( K, \rho_1, \rho_2, r_{\text{max}ij}, r_{\text{max}ik} \) and \( \theta_{0ijk} \) are the parameters for the three-body interactions.

The continuum strain energy density i.e. the energy per unit area of the middle surface in the undeformed configuration, can be expressed as

\[ W = W(\hat{C}, \hat{K}, \lambda^+, \lambda^-, \eta^+, \eta^-) = \frac{1}{A_{rc}} \left[ \sum_{i=j}^{N_a} \sum_{j>i}^{N_a} V_2(r_{ij}) + \sum_{i=1}^{N_a} \sum_{j\neq i}^{N_a} \sum_{k>j}^{N_a} V_3(r_{ij}, r_{ik}, \theta_{ijk}) \right] \]  \hspace{1cm} (33)

where \( A_{rc} \) is the area of the representative cell in the undeformed configuration and \( N_a \) are the number of atoms in the representative cell. For the MoS\(_2\) system, there are three types of two body interactions (i.e. \( IJ \in \{Mo-Mo, Mo-S, S-S\} \)) and two types of three body interactions (i.e. \( IJK \in \{Mo-S-S, S-Mo-Mo\} \)).

The present work uses the parameters of SW potential for MoS\(_2\) obtained in Jiang (2015), since it is the most widely used and can produce elastic properties that matches with the experiments. However, we found that it yields negative energy under small compressive strain. We investigated this anomaly by exploring the energy in the parameter space. We found that the values of the lattice parameters (\( h_0 \) and \( \Psi_0 \) of equation 22) reported in Jiang (2015) do not correspond to the equilibrium. We have made the necessary corrections to the parameters and used them in our model. Further detail on the correction of the parameters is provided in Appendix A.

### 3.3.1. Inner relaxation: Optimal relative shifts between different simple lattices

The energy is minimized to obtain the optimal inner displacements (relative shifts) while all strains are held constant. This minimization step is termed as inner relaxation. To obtain the optimal inner displacements, the strain energy density of the representative cell is minimized with respect to the inner displacements (\( \eta^+ \) and \( \eta^- \)) as,

\[ \eta^+(\hat{C}, \hat{K}, \lambda^+, \lambda^-) = \arg \left( \min_{\eta^+} W(\hat{C}, \hat{K}, \lambda^+, \lambda^-, \eta^+, \eta^-) \right) \Rightarrow \frac{\partial W}{\partial \eta^+}|_{\eta^+} = 0 \]  \hspace{1cm} (34)

and

\[ \eta^-(\hat{C}, \hat{K}, \lambda^+, \lambda^-) = \arg \left( \min_{\eta^-} W(\hat{C}, \hat{K}, \lambda^+, \lambda^-, \eta^+, \eta^-) \right) \Rightarrow \frac{\partial W}{\partial \eta^-}|_{\eta^-} = 0 \]  \hspace{1cm} (35)

Here, \( \eta^+ \) and \( \eta^- \) are the optimum values of the inner displacements for given the strains to define the optimal positions of S-atoms on the top and bottom surfaces, respectively. The detailed steps to obtain the optimal shifts are provided below.
To begin with, two 3D vectors $\eta^+$ and $\eta^-$ are chosen to define the *inner displacements* corresponding to top and bottom of S-atoms relative to Mo-atoms. Energy density is minimized with respect to these two vectors. The minimization is done using Newton’s method. For a fixed $\hat{\mathbf{C}}$, $\hat{\mathcal{K}}$, $\lambda^+$ and $\lambda^-$, energy density is minimized with respect to the relative shift between the two lattices.

The *inner displacements* do not affect the distance between two Mo-atoms as all the three Mo-atoms in the unit cell are a part of one lattice in the complex lattice. Similarly, *inner displacements* do not affect the distance between two S-atoms in the same plane as all the S-atoms are displaced equally by either $\eta^+$ or $\eta^-$ corresponding to S–atoms lying on the top or bottom surface respectively. The optimal values of *inner displacements* are compactly written as $\bar{\eta} = \{\bar{\eta}^+, \bar{\eta}^-\}$.

The continuum strain energy density can be expressed in terms of the optimum shifts between two simple lattices as,

$$\begin{align*}
\mathcal{W}(\hat{\mathbf{C}}, \hat{\mathcal{K}}, \lambda^+, \lambda^-) &= W(\hat{\mathbf{C}}, \hat{\mathcal{K}}, \lambda^+, \lambda^-, \bar{\eta}^+(\hat{\mathbf{C}}, \hat{\mathcal{K}}, \lambda^+, \lambda^-), \bar{\eta}^-(\hat{\mathbf{C}}, \hat{\mathcal{K}}, \lambda^+, \lambda^-)).
\end{align*}$$

Based on the optimum shift, the second Piola-Kirchhoff stress tensor can be obtained as

$$S = 2 \frac{\partial \mathcal{W}}{\partial \mathbf{C}} = 2 \frac{\partial W}{\partial \mathbf{C}} \bigg|_{\eta=\bar{\eta}}$$

and the Lagrangian bending tensor can be defined as

$$M = \frac{\partial \mathcal{W}}{\partial \hat{\mathcal{K}}} = \frac{\partial W}{\partial \hat{\mathcal{K}}} \bigg|_{\eta=\bar{\eta}}$$

Two other stresses corresponding to two stretches denoting the separation of top and bottom surfaces from the middle surface can be expressed as,

$$L^+ = \frac{\partial \mathcal{W}}{\partial \lambda^+} \bigg|_{\eta=\bar{\eta}} \quad \text{and} \quad L^- = \frac{\partial \mathcal{W}}{\partial \lambda^-} \bigg|_{\eta=\bar{\eta}}$$

### 3.3.2. Inner forces and inner elastic constants

In order to minimize the energy density with respect to $\eta$ using Newton’s method, the derivative (residual, $r = \mathcal{W}_\eta$) and double derivative (jacobian, $J = \mathcal{W}_{\eta\eta}$) of energy with respect to $\eta$ must be computed. The residual $r$ and the jacobian $J$ can be be interpreted as inner out-of-balance forces and inner elastic constants, respectively (Cousins, 2001). Consider $p$ as a set containing all the bond lengths and bond angles of the representative cell, $p = \{r_{ij}, r_{ik}, \theta_{ijk}\}$. The inner forces of the system can be obtained by applying the chain rule as,

$$\mathcal{W}_\eta = \frac{1}{A_{rc}} \left[ \sum_{u=1}^{N_{2b}} \frac{\partial V_2}{\partial p_u} \frac{\partial p_u}{\partial \eta} + \sum_{v=1}^{N_{3b}} \frac{\partial V_3}{\partial p_v} \frac{\partial p_v}{\partial \eta} \right]$$

where $N_{2b}$ is the number of two-body interactions and $N_{3b}$ is the number of three-body interactions present in the representative cell. $\partial p_u/\partial \eta$ and $\partial p_v/\partial \eta$ represent the derivative of $u$-th and $v$-th components of the set $p$. To obtain the derivatives of the bond lengths and bond angles with respect to the inner displacements, the derivatives of the deformed bond
vectors must be defined. Since the deformed bond vectors are obtained in two components, their derivative can be obtained separately. The derivative of deformed tangential component of the bond can be obtained as

\[
\frac{\partial [a_i]}{\partial \eta} = \begin{cases} 
(2_I + k_1 w^1 2_I') w^1_I 
\left(2_{11} + k_2 w^2 2_{11}' \right) w^2_{11}
\end{cases}
\]

where

\[
2_I = 2(k_1 w^1), \quad 2_{11} = 2(k_2 w^2), \quad 2_{1/2} = 2(k_2 w^2/2), \quad 2_{11/2} = 2(k_2 w^2/2)
\]

\[
2_I' = 2'(k_1 w^1), \quad 2_{11}' = 2'(k_2 w^2), \quad 2_{1/2}' = 2'(k_2 w^2/2), \quad 2_{11/2}' = 2'(k_2 w^2/2)
\]

\[
2_I'' = 2''(k_1 w^1), \quad 2_{11}'' = 2''(k_2 w^2), \quad 2_{1/2}'' = 2''(k_2 w^2/2), \quad 2_{11/2}'' = 2''(k_2 w^2/2)
\]

The derivative of the deformed normal component of the bonds can be obtained as

\[
\frac{\partial [a_n^+]}{\partial \eta} = \lambda^+; \quad \frac{\partial [a_n^-]}{\partial \eta} = \lambda^-
\]

Similarly, the double derivative of the deformed tangential component of the bonds can be expressed as

\[
\frac{\partial^2 [a_i]}{\partial \eta^2} = \begin{cases} 
\frac{k_1 (2 2_I' + k_1 w^1 2_I'') w^1_I \otimes w^1_I 
\left(2_{1/2} + k_2 w^2 2_{1/2}' \right) w^2_{1/2}}{2} 
\frac{k_2 \left(2_{11} + k_2 w^2 2_{11}' \right) w^2_{11} \otimes w^2_{11}}{2}
\end{cases}
\]

and the double derivative of the deformed normal component of the bond can be expressed as,

\[
\frac{\partial^2 [a_n^+]}{\partial \eta^2} = 0
\]

In Eq. 41 and 43 \(w^1_\eta\) and \(w^2_\eta\) can be expressed as

\[
w^1_\eta = \tilde{C} V_n
\]

The double derivative of energy with respect to \(\eta\) can be expressed as

\[
\psi_{m \eta} = \frac{1}{A_{rc}} \sum_{v=1}^{N_{tb}} \left[ \frac{\partial V_2}{\partial p_u} \frac{\partial^2 p_u}{\partial \eta^2} + \frac{\partial^2 V_2}{\partial p_u^2} \otimes \frac{\partial p_u}{\partial \eta} \right] + \frac{1}{A_{rc}} \sum_{v=1}^{N_{tb}} \left[ \frac{\partial^3 V_3}{\partial p_v} \frac{\partial^2 p_v}{\partial \eta^2} + \frac{\partial^2 V_3}{\partial p_v^2} \otimes \frac{\partial p_v}{\partial \eta} + \sum_{v<w \leq N_{tb}} 2 \frac{\partial^2 V_3}{\partial p_v \partial p_w} \otimes_{symm} \frac{\partial p_w}{\partial \eta} \right]
\]
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where the operation $\otimes_{\text{symm}}$ is defined as,

$$\frac{\partial p_v}{\partial \eta} \otimes_{\text{symm}} \frac{\partial p_w}{\partial \eta} = \frac{1}{2} \left[ \frac{\partial p_v}{\partial \eta} \otimes \frac{\partial p_w}{\partial \eta} + \frac{\partial p_w}{\partial \eta} \otimes \frac{\partial p_v}{\partial \eta} \right]$$  \hspace{1cm} (48)

The steps for the inner relaxation are summarized in Box 1. The calculations for strains, strain energy density and stresses are summarized in Box 2.

**Box 1: Algorithm to obtain the optimum relative shifts**

- Initiate $\eta = \{\eta^+, \eta^-\}$, set $k = 0$, $r^k = 1$ and $\Delta \eta^k = 1$
- WHILE $||r^k|| > \text{Tolerance}_1$ .OR. $||\Delta \eta^k|| > \text{Tolerance}_2$
  - Compute residual $r^k = \frac{\partial W}{\partial \eta} |_{\eta = \eta^k}$ (Equation 40)
  - Compute Jacobian $J^k = \frac{\partial^2 W}{\partial^2 \eta} |_{\eta = \eta^k}$ (Equation 47)
  - $\Delta \eta^k = -[J^k]^{-1}r^k$
  - $\eta^{k+1} = \eta^k + \Delta \eta^k$
  - $k = k + 1$
- Check if $\det J^k > 0$, i.e. energy is minimum. If $\det J^k < 0$ the minimization is performed through quasi-newton method.
- $\hat{\eta} = \eta(\eta^k)$ and $\bar{\eta} = \eta^k$.

3.4. Non-bonded interactions

To obtain the total energy of the system, interactions between atoms which are not bonded also need to be considered in this subsection following Arroyo and Belytschko (2004). Such interactions are the result of (a) electrostatic interactions between two permanently charged atoms, (b) attractive interaction between a mono-pole and an induced mono-pole and (c) attractive interaction between two induced mono-poles. Van der Waals interaction between two atoms is the combination of all these interactions and hence is considered as the non-bonded interaction. The total non-bonded interaction between all the non-bonded atoms is given by

$$\mathcal{E}_{nb} = \sum_i \sum_{j>i,j \notin B_i} V_{nb}(r_{ij})$$  \hspace{1cm} (49)

where $V_{nb}$ represents the non-bonded interaction between atom $i$ and atom $j$, and $r_{ij}$ is the distance between those two atoms. Here, $B_i$ is the set containing all the atoms bonded to atom $i$. In the present model, a 6-12 Lennard-Jones potential (Lennard-Jones, 1931) is used to represent the non-bonded interaction which can be expressed as

$$V_{nb}(r_{ij}) = 4\epsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^6 \right]$$  \hspace{1cm} (50)

where $\epsilon$ and $\sigma$ denotes the non-bonded energy at equilibrium and spacing between atoms at equilibrium, respectively.
Box 2: Calculation of continuum strains, stresses and energy density.

1. **Deformation map**: The deformation map consists of two parts, i) the deformation map of the middle surface and ii) the stretches above and below the middle surface.

\[ \Omega = \chi(\Omega_0) = \{ \chi : X \rightarrow x = \Phi(\widehat{X}) + h_0 \lambda(\widehat{X}, X_3) \widehat{n}(\widehat{X}) \}, \quad X \in \Omega_0, \ x \in \Omega \]

2. **Strain measures of the middle surface**: Obtain the Cauchy green tensor \( \hat{C} \) and the curvature tensor \( \hat{K} \) following equations 11 and 16.

3. **Principal curvatures for middle surface**: Obtain the principal directions and principal values for the curvature at each point on the middle surface by solving the eigenvalue problem in equation 16. Following equations D.4-D.5, the derivatives of principal curvature and principal directions can be obtained:

\[ k_n, \frac{\partial k_n}{\partial \hat{C}}, \frac{\partial k_n}{\partial \hat{K}}, V_n, \frac{\partial V_n}{\partial \hat{C}}, \frac{\partial V_n}{\partial \hat{K}} \text{ for } n = 1, 2 \]

4. **Optimal shift**: Obtain the optimal value of \( \eta \), denoted by \( \bar{\eta} \), by performing the energy minimization, as shown in Box 1. Update the undeformed bonds following equation 25 as,

\[ A = n_i B_i + m(P + \bar{\eta}) \]

5. **Deformed lattice parameters and their derivatives**: Obtain the deformed lattice parameters following equations 26 and 27. Compute the derivatives of the deformed lattice parameters with respect to continuum variables, following Appendix E.

\[ a_i, \frac{\partial a_i}{\partial \hat{C}}, \frac{\partial a_i}{\partial \hat{K}}, \frac{\partial a_i}{\partial \lambda^+}, \frac{\partial a_i}{\partial \lambda^-}, \frac{\partial \theta_i}{\partial \hat{C}}, \frac{\partial \theta_i}{\partial \hat{K}}, \frac{\partial \theta_i}{\partial \lambda^+}, \frac{\partial \theta_i}{\partial \lambda^-} \]

6. **Energy density and stresses**: Calculate energy densities for unit cell using equation 36 and its derivatives with respect to continuum strains to obtain stress tensors

\[ S = 2 \sum_i \left( \frac{\partial \bar{W}}{\partial a_i} \frac{\partial a_i}{\partial \hat{C}} + \frac{\partial \bar{W}}{\partial \theta_i} \frac{\partial \theta_i}{\partial \hat{C}} \right); \quad M = \sum_i \left( \frac{\partial \bar{W}}{\partial a_i} \frac{\partial a_i}{\partial \hat{K}} + \frac{\partial \bar{W}}{\partial \theta_i} \frac{\partial \theta_i}{\partial \hat{K}} \right) \]

\[ L^+ = \sum_i \left( \frac{\partial \bar{W}}{\partial a_i} \frac{\partial a_i}{\partial \lambda^+} + \frac{\partial \bar{W}}{\partial \theta_i} \frac{\partial \theta_i}{\partial \lambda^+} \right) \quad \text{and} \quad L^- = \sum_i \left( \frac{\partial \bar{W}}{\partial a_i} \frac{\partial a_i}{\partial \lambda^-} + \frac{\partial \bar{W}}{\partial \theta_i} \frac{\partial \theta_i}{\partial \lambda^-} \right) \]

To represent the non-bonded energy density in the continuum form, the interaction between two representative cells is considered as

\[ \mathcal{V}_{nd}(d) = \left( \frac{n}{A_{rc}} \right)^2 V_{nb}(d) \]

where \( n \) is the number of atoms in the representative cell, which is 3 for the case of MoS$_2$. 
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$A_{rc}$ represents the area of the representative cell and $d$ is the distance between the centroid of the two representative cells.

The total non-bonded energy for the system can then be expressed as

$$\Pi_{nb}(\chi) = \frac{1}{2} \int_{S_0} \int_{S_0-B_X} \mathcal{V}_{nb}(||x - y||) \, dS_0Y \, dS_0X \tag{52}$$

where $S_0$ represents the undeformed surface, $B_X$ represents the set containing the representative cell within the cut-off distance to account for the bonds that are not a part of non-bonded interactions. Here, $x = \chi(X)$ and $y = \chi(Y)$.

4. Boundary value problem

The total energy of the continuum membrane is obtained by integrating the energy densities over the entire domain. In the presence of any external force whose energy can be described through the potential $\Pi_{ext}(\chi)$, the total energy can be expressed as

$$\Pi(\chi) = \Pi_{int}(\chi) + \Pi_{nb}(\chi) - \Pi_{ext}(\chi) \tag{53}$$

The total internal energy of the system due to the deformation $\chi$ can be obtained by integrating the energy density given in equation 36 as

$$\Pi_{int}(\chi) = \int_{S_0} \mathcal{W}(\hat{\mathbf{C}}(\chi), \hat{\mathbf{K}}(\chi), \lambda^+ + \lambda^-) \, dS_0 \tag{54}$$

The external potential due to the external body force per unit area, $B$, is given by

$$\Pi_{ext}(\chi) = \int_{S_0} B \cdot \chi \, dS_0 \tag{55}$$

and $\Pi_{nb}(\chi)$ is the total energy due to the non-bonded interaction as computed in equation 52.

The equilibrium configuration can be obtained by minimizing the total energy as,

$$\tilde{\chi} = \text{arg}\left(\min_{\chi} \Pi(\chi)\right) \tag{56}$$

The equilibrium configuration $\tilde{\chi}$ is one of the stationary points of the potential energy functional, and hence its first variation must vanish as,

$$\int_{S_0} \left( \frac{1}{2} S : \delta\hat{\mathbf{C}} + \mathbf{M} : \delta\hat{\mathbf{K}} + \mathbf{L}^+ \delta\lambda^+ + \mathbf{L}^- \delta\lambda^- \right) \, dS_0 + \delta\Pi_{nb}[\tilde{\chi}; \delta\tilde{\chi}] - \delta\Pi_{ext}[\tilde{\chi}; \delta\tilde{\chi}] = 0 \tag{57}$$

where $\delta(\cdot)$ represents the variation of the quantity $(\cdot)$. The variation of non-bonded interaction can be expressed as

$$\delta\Pi_{nb}[\tilde{\chi}; \delta\tilde{\chi}] = \frac{1}{2} \int_{S_0} \int_{S_0-B_X} \mathcal{V}_{nb}'(d) \delta d[\tilde{\chi}; \delta\tilde{\chi}] \, dS_0X \, dS_0Y \tag{58}$$

where $d = (||\tilde{\chi}(X) - \tilde{\chi}(Y)||)$ is the distance between two points $X$ and $Y$ on the two representative cells. The variation of the external body force potential can be expressed as

$$\delta\Pi[\tilde{\chi}; \delta\tilde{\chi}] = \int_{S_0} B \cdot \delta\tilde{\chi} \, dS_0 \tag{59}$$
5. Numerical implementation

This section describes the finite element discretization to solve the boundary value problem. The membrane is discretized using a Ritz-Galerkin finite element scheme through B-spline basis functions. Since the potential energy is a function of curvature, it requires the second-order derivatives to be square-integrable. B-splines provide a smoother approximation than the standard finite element approximations and ensure the square integrability of the second derivatives. A brief explanation of B-splines is provided in Appendix F. For a more detailed account of the B-splines and the finite element methods using B-splines, the reader is referred to Piegl and Tiller (1996) and Hollig (2003), respectively. A quasi-Newton method is used to perform the energy minimization to obtain the equilibrium configuration. The numerical implementation to minimize the total energy using a Ritz-Galerkin formulation is described in this section.

5.1. Finite element discretization using B-splines

We discretize the parametric domain, $\overline{\Omega}$, by partitioning it into a regular grid of knots using the B-spline basis functions. We have used second-order B-splines in both directions, $\xi_1$ and $\xi_2$. The schematic for the present finite element discretization is shown in figure 4. The superscript $(\cdot)^h$ denotes the discretized fields. The superscript $(\cdot)^e$ denotes the quantities restricted to an element $e$.

The map $\varphi^h_0$ is homogeneous. The map $\varphi^h_0$, its inverse, and its derivatives are obtained analytically. The B-spline approximation of the map $\varphi^h$ is given by

$$\varphi^h(\xi_1, \xi_2) = \sum_I N_I(\xi_1, \xi_2) Q^*_I, \quad Q^*_I \in \mathbb{R}^3$$

Figure 4: Schematic representing the finite element discretization used for the numerical implementation of the proposed continuum formulation.
where $N_I$ represents the $I$-th B-spline basis function and $Q^s_I$ represents the associated control point in the global node numbering. The control points associated with the surface $S^0$ are distinguished with a superscript $(\cdot)^s$. The deformation map for the middle surface is approximated as $\Phi^h = \varphi^h \circ \varphi_0^{h-1}$.

The two normal stretches are approximated through B-spline as,

$$(\lambda^\pm)^h = \sum I N_I(\xi_1, \xi_2) Q^\pm_I$$

(61)

Here, $Q^+_I$ and $Q^-_I$ are the $I$-th control points defining the stretches above and below the middle surface, respectively.

5.1.1. Calculation of Strains

The convected basis at each point in the domain can be computed as,

$$g_{\alpha} = \sum I N_{I,\alpha} Q^s_I$$

(62)

and the individual components can be expressed as,

$$g_{a}^\alpha = \sum I N_{I,\alpha} (Q^s_I)^a \quad \alpha = \{1, 2\}, \text{ and } a = \{1, 2, 3\}$$

(63)

Here, $N_{I,\alpha}$ represents the derivative of the basis function $N_I$ with respect to $\xi_\alpha$. The calculation of the metric tensor and the right Cauchy-Green strain tensor follows equations 10 and 11. Following equation 13, the calculation of the curvature tensor requires the derivative of the convected basis which can be obtained as

$$g_{\alpha,\beta} = \sum I N_{I,\alpha\beta} Q^s_I$$

(64)

where,

$$N_{I,\alpha\beta} = \frac{\partial^2 N_I}{\partial \xi_\alpha \partial \xi_\beta}$$

(65)

The deformed bond lengths and bond angles can be computed from the strains of the middle surface and the two normal stretches computed in the aforementioned steps.

5.2. Energies and out–of–balance forces

The total internal energy is obtained by integrating the energy per unit area of the reference configuration. The numerical integration is performed by defining the Gauss quadrature over the parametric domain as,

$$\Pi_{\text{int}}[\chi^h] = \int_{S^0} \tilde{\mathcal{W}}(\hat{C}, \hat{K}, \lambda^+, \lambda^-) dS_0$$

$$= \sum_{e=1}^{\text{nel}} \int_{\tilde{\Omega}^e} \tilde{\mathcal{W}}(\hat{C}, \hat{K}, \lambda^+, \lambda^-) \det(T\varphi_0^e) d\tilde{\Omega}^e$$

$$= \sum_{e=1}^{\text{nel}} \sum_{\text{int}} \tilde{\mathcal{W}}(\hat{C}, \hat{K}, \lambda^+, \lambda^-)|_{\xi_i} \det([T\varphi_0^e])\omega_i$$

(66)
where \( \text{nel} \) denotes the number of elements and \( \text{nint} \) denotes the number of integration points in each element. \( \xi_i = (\xi_{i1}, \xi_{i2}) \) defines the \( i \)-th integration point in the parametric domain. Here, \( \omega_i \) represents the Gauss weight corresponding to the \( i \)-th Gauss point. The \( T\varphi_0 \) is constant and the same for all elements. \( \bar{\Omega}^e \) represents an element in the parametric domain.

Internal forces for the bonded potential are obtained by computing the derivative of internal energy with respect to the control points \( Q_I \in \mathbb{R}^5 \). The control points \( Q_I \) are obtained by combining the control points for \( \Phi, \lambda^+ \) and \( \lambda^- \) as \( Q_I = \{Q^e_I, Q^f_I, Q^s_I\} \). Here, \( I \) corresponds to global node numbering. The elementwise out–of–balance forces can be expressed as,

\[
(f_{\text{int}}^e)^i = \frac{\partial \Pi_{\text{int}}^e}{\partial Q_J^e}
\]

\[
= \int_{\bar{\Omega}^e} \left( \frac{\partial \bar{\Pi}^e}{\partial Q_J^e} + \frac{\partial \bar{\Pi}^e}{\partial Q_J^e} \right) \det[(T\varphi_0^e)] d\bar{\Omega}^e
\]

\[
= \sum_{i=1}^{\text{nint}} \left( \frac{\partial \bar{\Pi}^e}{\partial Q_J^e} + \frac{\partial \bar{\Pi}^e}{\partial Q_J^e} \right) \det[(T\varphi_0^e)] (\xi_i)
\]

Here, \((f_{\text{int}}^e)^i)\) represents the elemental forces corresponding to local node numbering.

Similarly, following equation 52, the non-bonded energy is computed by integrating the non-bonded energy density over the interacting surfaces as,

\[
\Pi_{\text{nb}}[\chi^h] = \frac{1}{2} \int_{S_0} \int_{S_0-B_X} \mathcal{V}_{\text{nb}}(||x - y||) dS_0 y dS_0 x
\]

\[
= \sum_{e=1}^{\text{nel}} \sum_{f=e+1}^{\text{nel}} \int_{\bar{\Omega}^e} \mathcal{V}_{\text{nb}}(||x - y||) \det(T\varphi_0^e) d\bar{\Omega}^e d\Omega^e
\]

\[
\mathcal{V}_{\text{nb}}(||r_{i-j}^e-f||) \det(T\varphi_0^e) \det(T\varphi_0^f) \omega_i \omega_j
\]

where \( x \) and \( y \) are two points on the deformed configuration mapped from the points \( X \) and \( Y \) located in the undeformed configuration. Here, \( e \)-th element interacts with all other elements \( f > e \) out of the bonded region \( B_X \), and \( r_{i-j}^e-f \) represents the vector from the \( i \)-th integration point in element \( e \) to the \( j \)-th integration point on element \( f \). The out–of–balance forces due to the non-bonded interaction for element \( e \) with element \( f \) can be computed as the derivative of the non-bonded energy with respect to the control points as,

\[
(f_{\text{nb}}^e-f)^j = \frac{\partial \Pi_{\text{nb}}^e-f}{\partial Q_J^f}
\]

\[
= \sum_{i=1}^{\text{ngpt}} \sum_{j=1}^{\text{ngpt}} \mathcal{V}_{\text{nb}}'(||r_{i-j}^e-f||) \frac{1}{||r_{i-j}^e-f||} N_f(\xi_i) \det(T\varphi_0^e) \det(T\varphi_0^f) \omega_i \omega_j
\]

Here, \( \mathcal{V}_{\text{nb}}'(||r_{i-j}^e-f||) \) represents the derivative of \( \mathcal{V}_{\text{nb}}(||r_{i-j}^e-f||) \) with respect to the distance between two integration points \( (||r_{i-j}^e-f||) \). Corresponding to this, an elemental force in element
\( f \) can also be obtained as
\[
(f^e_{\text{nb}})_J = \frac{\partial \Pi^e_{\text{nb}}}{\partial Q^i_J} = -\sum_{i=1}^{n_{\text{gpt}}} \sum_{j=1}^{n_{\text{gpt}}} \frac{1}{||r^e_{i-j}||} \gamma^e_{\text{nb}} (||r^e_{i-j}||) r^e_{i-j} N_J(\xi_i) \det(T\varphi^e_0) \det(T\varphi^e_0) \omega_i \omega_j
\] (70)

The local elemental forces \( f_J \) are assembled to obtain the global forces \( f_I \).

In equations 68, 69 and 70, \( n_{\text{gpt}} \) denotes the number of Gauss-quadrature points for the calculation of non-bonded interaction. These Gauss-quadrature points can be different than that of the bonded energy calculations. The implementation of non-bonded interaction is required in the present formulation to compute the interaction due to self contact when the TMD folds to touch itself. This formulation can be used for non-bonded interaction between multiple TMDs as well. The parameters for 6-12 Lennard-Jones potential are considered for two neighboring S-atoms (Liang et al., 2009). The parameters for this potential are taken from Jiang et al. (2013a) and Jiang and Park (2015).

5.3. Energy minimization to obtain the equilibrium configuration

The equilibrium configuration \( \bar{\chi} \) for a given applied boundary condition is obtained by minimizing the total energy \( \Pi(\bar{\chi}) \). To minimize the energy, its derivatives with respect to the control points \( Q_I \) are obtained as explained in section 5.2. However, the derivation of the Hessian is difficult due to the complexity of the inter-atomic potential. Therefore, Newton’s method can not be used as it requires the calculation of Hessian. Quasi-Newton methods (Gilbert and Nocedal (1992), Liu and Nocedal (1989)) provide an attractive alternative to Newton’s method as they do not require the calculation of Hessian but still attain a super-linear convergence rate (Wright et al., 1999). In the present work, L-BFGS, a quasi-Newton optimization technique is used (Nocedal, 1980). An algorithm to perform the minimization of the total energy is provided in Algorithm 1.

6. Numerical Validations for the present model

This section describes the numerical experiments that are performed to validate the continuum model and its numerical implementation. The membrane model derived in the proposed work is valid for all TMDs. However, for numerical implementation, we choose the inter-atomic potential for MoS\(_2\). Therefore, to simulate other TMDs (such as WSe\(_2\), MoSe\(_2\) etc.) using the proposed formulation, only the parameters for inter-atomic potentials need to be changed. For MoS\(_2\) the Stillinger-Weber (SW) inter-atomic potential whose parameters are reported in Jiang (2015) is widely used. However, we found that the values for the lattice parameters for the undeformed MoS\(_2\) reported in Jiang (2015) do not correspond to the minimum of the potential. Thus, it shows an anomalous decrease in strain energy from the equilibrium under uniaxial compression. We found the correct lattice parameters corresponding to the minimum of the energy while keeping the other parameters provided in Jiang (2015) unchanged. The corrections required in the lattice parameters are less than 1.5%. A brief comparison between new and reported values is provided in Appendix A.
Algorithm 1 Algorithm for energy minimization for a given loading condition

- Initiate the control points $Q$ or take from last iteration.
- $\text{iter} = 1$

while $||f|| > \text{tolerance}$ do
  for $ele = 1$ to $ele = \text{nel}$ do
    for $gpt = 1$ to $gpt = \text{nint}$ do
      - Compute the convected basis $g$ and metric tensor $[g]$.
      - Compute the deformation gradient for the middle surface $\hat{F}$.
      - Compute the strains of the middle surface and their derivatives $\frac{\partial \hat{C}}{\partial Q_I}$, $\frac{\partial \hat{K}}{\partial Q_I}$.
      - Compute the stretches $\lambda^+$ and $\lambda^-$ their derivatives $\frac{\partial \lambda^+}{\partial Q_I}$ and $\frac{\partial \lambda^-}{\partial Q_I}$.
      - Perform the inner relaxation using the algorithm provided in Box.1.
      - Compute bond lengths $a_i$ and their derivatives as $\frac{\partial a_i}{\partial \hat{C}}$, $\frac{\partial a_i}{\partial \hat{K}}$, $\frac{\partial a_i}{\partial \lambda^+}$ and $\frac{\partial a_i}{\partial \lambda^-}$.
      - Compute bond angles $\theta_i$ and their derivatives as $\frac{\partial \theta_i}{\partial \hat{C}}$, $\frac{\partial \theta_i}{\partial \hat{K}}$, $\frac{\partial \theta_i}{\partial \lambda^+}$ and $\frac{\partial \theta_i}{\partial \lambda^-}$.
      - Compute the internal energy $\Pi_{int}$ and the stresses $S$, $M$, $L^+$ and $L^-$.
      - Compute non-bonded interaction and other external interactions.
      - Compute the forces as the derivative of energy with respect to $Q_I$ as
        \[
        (f_{ele}^gpt)_{J} = \frac{\partial \Pi_{int}}{\partial \hat{C}} \frac{\partial \hat{C}}{\partial Q_J} + \frac{\partial \Pi_{int}}{\partial \hat{K}} \frac{\partial \hat{K}}{\partial Q_J} + \frac{\partial \Pi_{int}}{\partial \lambda^+} \frac{\partial \lambda^+}{\partial Q_J} + \frac{\partial \Pi_{int}}{\partial \lambda^-} \frac{\partial \lambda^-}{\partial Q_J} + \frac{\partial \Pi_{nb}}{\partial Q_J} 
        \]
        \[
        (f_{ele})_{J} \leftarrow (f_{ele})_{J} + (f_{ele}^gpt)_{J} 
        \]
    end for
  end for
  - Assemble the local forces $f_J$ to the global forces $f_I$.
  - Compute norm of the total global force vector as $||f_I||$.
  - Supply the total energy and force to L-BGFS which in turn will provide the direction toward lower energy i.e. control points for next iteration as $Q^{new} \leftarrow \text{L-BFGS}(\Pi, f_I)$
  - $\text{iter} = \text{iter} + 1$
end while
The SW potential (Jiang (2015)) with the updated parameters are used in all the numerical examples presented here except in one case where the results by Jiang (2015) are compared.

To validate the present continuum model, it is compared with the molecular mechanics simulations, using the same inter-atomic potential under a wide variety of boundary conditions that create complex post-buckling responses. The material modulus, deformed shapes and energies (with and without inner relaxation) are compared. While comparing the results with the atomistic simulations, only small scale samples of a few nanometers are considered. In addition, the continuum model is also validated by comparing against the nano-indentation experiment performed on a micron-scale sample. To impose the boundary condition, the displacements for the control points at the boundary are prescribed while the rest of the control points are obtained through energy minimization. A large displacement boundary condition is reached in successive increments.

The sub-sections 6.1-6.5 contains the validation against molecular mechanics simulations for various loading conditions. In the sub-sections 6.1-6.3, the elastic constants are computed from the continuum simulation and compared against first principal calculations and experiments. The effect of inner relaxation between two simple lattices is also discussed in these sub-sections. Sub-sections 6.4 and 6.5 deals with various loading conditions that leads to complex post-buckling deformations. The total energies and the deformed configurations are compared with the atomistic calculations. The results obtained from the proposed continuum model are presented in the form of stresses, energy and the deformation patterns and compared against purely atomistic simulations. The sub-section 6.6 deals with the nano-indentation simulation for a large scale sample and experimental validation.

6.1. Uniaxial and Biaxial Tension Test

In this section, the present continuum model is compared against the atomistic models for MoS$_2$ subjected to uniaxial and biaxial tension. The stress-strain curves for uniaxial tension obtained by the present model are compared against the molecular dynamics simulation result reported in Jiang (2015), as shown in figure 5a. The curve is fitted to $\sigma = E\epsilon + \frac{1}{2}D\epsilon^2$, where $E$ is the Young’s modulus and $D$ is the Third order elastic constant. By considering the strain range $\epsilon \in [0, 0.01]$, the value of Young’s modulus obtained is 167.0 GPa. The experimental results reported in Cooper et al. (2013) measures Young’s modulus as 120 ± 30 Nm$^{-1}$, which corresponds to 195.12 ± 49.7 GPa, by considering an inter-layer distance of 6.15 Å. In another experiment (Bertolazzi et al., 2011), the reported value of Young’s modulus is 180 ± 60 Nm$^{-1}$, which corresponds to 297.9 ± 99.3 GPa, by considering an inter-layer distance of 6.092 Å.

While performing uniaxial tension, the deformation in the other direction is not allowed to mimic the boundary condition applied in Cooper et al. (2013). Figure 5b, shows the stress-strain results obtained from uniaxial and biaxial tension tests. The elastic properties, such as Young’s modulus ($E$) and the Poisson’s ratio ($\nu$), are obtained by fitting to the results for the small strain regime, $\epsilon \in [0, 0.01]$. The values of the material constants thus obtained are compared against the other methods in Table 1. The elastic constants obtained through the present formulation matches well with various atomistic calculations and experiments reported in the literature.
Figure 5: Stress-strain curves under tension. (a) Uniaxial tension test for monolayer MoS$_2$ of dimension $27.0 \times 28.1$ Å. The result obtained from the proposed continuum formulation is compared with atomistic simulation given in Jiang (2015). Only for this numerical uniaxial tension experiment the lattice parameters provided in Jiang (2015) are used in the continuum model without updating it since their results are based on the same lattice parameters. (b) Stress-strain curve for pure uniaxial tension and biaxial tension test plotted with equilibrium bond lengths and angles.

| Property | Continuum$^a$ | ReaxFF$^b$ | GGA$^c$ | LDA$^d$ | GGA$^d$ | TM$^e$ | AFM$^f$ | HSE06-D2$^g$ |
|----------|---------------|------------|---------|---------|---------|--------|--------|-------------|
| $C'_{11}$ (N/m) | 142.35 | 205.08 | 128.4 | 130 | 140 | | | 145.0 |
| $C'_{12}$ (N/m) | 53.3 | 81.59 | 32.6 | 40 | 40 | | | 82.90 |
| $E$ (N/m) | 125.41 | 176.32 | 120.1 | 118 | 129 | 123 | | 180±60 |
| $\nu$ | 0.37 | 0.39 | 0.254 | 0.31 | 0.29 | 0.25 | 0.27 (bulk) | 0.57 |
| $G$ (N/m) | 46.01 | 61.745 | 47.9 | 45 | 50 | | | 31.05 |

$^a$Present Atomistic-based continuum Model.
$^b$Ostadhossein et al. (2017).
$^c$Peng et al. (2013).
$^d$Cooper et al. (2013).
$^e$Li (2012).
$^f$Bertolazzi et al. (2011).
$^g$Peelaers and Van de Walle (2014).

ReaxFF: Reactive Force Field
GGA: Generalized Gradient Approximation (first principal calculation)
LDA: Local Density Approximation (first principal calculations)
TM: Trouiller-Martins (first principal calculations)
AFM: Atomic Force Microscopy
HSE: Heyd, Scuseria, and Ernzerhof (first principal calculations)

Table 1: Comparison of elastic constants.

6.2. Shear Test

To perform the shear test, pure shear is applied on the same sample used in the tension test, and the corresponding stress-strain curve is obtained, as shown in figure 6. Considering only the linear regime, the shear modulus obtained from the shear test is 45.2176 N/m. The shear modulus obtained from the biaxial tension test is 46.01 N/m following $G = (C'_{11} - C'_{12})/2$. Both the values lie well within the range provided in various atomistic simulations and experiments, given in Table 1.
6.3. Bending Modulus

In this section, the bending modulus is computed and compared with the values reported in the literature obtained from the simulations and experiments. To obtain the bending modulus of an MoS$_2$ sheet, cylinders of different radii are considered, and their energy is minimized to obtain the equilibrium configuration. The bent configurations obtained by this method are also compared. The effect of inner relaxation on bending modulus is also investigated. The results obtained from the continuum formulation are compared with the molecular mechanics simulations where both the models use the same inter-atomic potential. Energy density at various bending curvatures and the corresponding deformation patterns are presented in figure 7a. It shows an excellent match between the continuum model and molecular mechanics simulations for both of the following cases: (I) none of the atoms are allowed to move freely from the ideal cylindrical shape, (II) all of the atoms are allowed to move freely to attain equilibrium.

The bending modulus ($D$) is calculated by fitting the equation $E = \frac{1}{2}D\kappa^2$ to the energy-curvature ($E-\kappa$) data, plotted in figure 7a. The bending modulus computed by Jiang et al. (2013b) for MoS$_2$ is $D = 9.61eV$. However, this value is not for an equilibrated system – none of the atoms were allowed to move freely from the ideal cylindrical shape that has the same thickness as the planar undeformed MoS$_2$. When these assumptions are maintained in the present continuum model, it yields a bending modulus of $D = 9.6eV$, which matches well with Jiang et al. (2013b) (see the Case I of figure 7a). However, not allowing the atoms to move freely would overestimate the bending energy. In the present continuum model, all atoms are allowed to freely move during the energy minimization, and the relative shifts are incorporated. The present model does not overestimate the bending energy and matches excellently with the molecular mechanics simulation that does not constraint the atoms as shown in Case II of figure 7a. This energy (Case II) yields the bending modulus as $D = 7.656eV$. This value of the bending modulus falls within the experimentally obtained range, $D = 6.62 - 13.24eV$ (Bertolazzi et al., 2011; Cooper et al., 2013).

The equilibrium shapes obtained through the continuum model and the atomic positions obtained by the molecular simulation are compared for various curvatures in figure 7b, demonstrating high accuracy of the continuum model.
Figure 7: (a) Energy density of MoS\textsubscript{2} cylinders for various curvatures obtained by the continuum model and the molecular mechanics simulations. Case I: none of the atoms are allowed to move freely from the ideal cylindrical shape. The corresponding bending modulus is $D = 9.61 \text{eV}$. Case II: all atoms are allowed to move freely and the energy is minimized. The corresponding bending modulus is $D = 7.565 \text{eV}$. (b) The deformed shapes (for Case II) obtained by both continuum and molecular mechanics simulations for various curvatures ($\kappa = 0.0295, 0.0576$ and $0.1048 \text{Å}^{-1}$). The continuum membrane and the atomic positions are shown by the shaded surface and the colored spheres respectively. The three tubes are obtained from three different simulations.

6.4. Uniaxial Compression

To investigate the buckling behavior of the continuum membrane, a uniaxial compression test is performed. The deformed shapes and the energy are validated against the molecular mechanics simulation as shown in figure 8. A continuum membrane sample of size $200 \text{Å} \times 500 \text{Å}$ is subjected to uniaxial compression. In the continuum model, in addition to compressive strain (along $x_1$ direction), periodic boundary conditions are applied along both $x_1$ and $x_2$-directions (see figure 8(c,e)). This boundary condition is used in the continuum model to mimic the molecular mechanics simulation for validation.

The same simulation is performed via molecular mechanics that uses the same inter-atomic potential and periodic boundary conditions. The energy minimization is performed to obtain the equilibrium configuration at each load increment. The comparison of energy and the deformation pattern is shown in figure 8. Under compression, the MoS\textsubscript{2} membranes tend to bend easily as their bending rigidity is much smaller compared to their in-plane rigidity. A similar deformation pattern for MoS\textsubscript{2} under compression is shown in the experimental work by Castellanos-Gomez et al. (2013).

The total energy of MoS\textsubscript{2} membranes as a function of compressive strain is plotted in figure 8(a-b). Under small compression, the membrane gets compressed without buckling and the energy varies in a quadratic fashion. The buckling point is predicted very accurately by the continuum model. The continuum model without the inner relaxation also predicts the buckling point correctly but significantly overestimates the total energy density. After the buckling point, the energy grows linearly with compressive strain and the total energy is now dominated by the bending. In the post-buckling region, the energy obtained by the
The deformed configurations obtained from both the continuum and the molecular mechanics simulations at 0.0167 strain, just after buckling point, is shown in figure 8(c-d). A similar comparison at 0.1 strain is shown in figure 8(e-f). In figure 8(c-f), the shaded surface denotes the middle surface predicted by the present continuum model, whereas the positions of the atoms obtained by the molecular mechanics simulation are shown by spheres of
Figure 9: Normal stretches: (a) above ($\lambda^+$) and (b) below ($\lambda^-$) the middle surface at 10% compression.

different colors. The Mo-atoms coincided with the continuum surface ensuring remarkable accuracy by the present continuum model.

The change in thickness under compression are explored here by plotting the normal stretches in figure 9. The portion of the membrane near to the boundaries has unit normal stretches since they are kept fixed to impose the clamped boundary condition. At 10% strain, the membrane is buckled and its deformation is dominated by bending compared to the in-plane strains. In the middle portion of the membrane, the stretch above the middle surface ($\lambda^+$) is greater than 1, representing that the distance between the middle surface and the top surface has increased. Whereas, in this portion the normal stretch below the middle surface ($\lambda^-$) is less than 1, representing a reduction in distance between the middle surface and the bottom surface. These results are in accord with our intuition since in the middle of the sample, the top surface has lower radius of curvature than the middle surface; thus, the top surface is under compression. The top surface accommodates its extra length by moving away from the middle surface, thus showing a stretch greater than one. However, near the edges, the top surface has higher radius of curvature than the middle surface and hence shows stretch less than one. The bottom surface has the opposite change in its radius of curvature than the top surface and hence shows opposite change in stretches than the top. This result justifies the incorporation of the two normal stretches in the present membrane formulation.

6.5. Shear and Compression

The continuum model is put to the test to predict a more complicated post-buckling deformation by simultaneously applying shear and compression on a MoS$_2$ sample. In this test, equal compression and shear strains are applied simultaneously on the top and bottom edges of MoS$_2$ membrane as shown in figure 10a. The magnitude of normal and tangential displacements at the boundaries are kept the same at each displacement increment. In addition, a periodic boundary condition on the displacement normal to the undeformed membrane surface is also applied along both the directions. The deformed shapes predicted by the continuum model are compared against that by the molecular mechanics simulation. The boundary condition in the molecular mechanics simulation is kept the same as the continuum model at each increment, and the atoms are allowed to obtain the equilibrium configuration through energy minimization.

The deformed shapes and energies for combined shear and compression loading are shown in figure 10. Under this boundary condition, the energy shows two different regions with respect to strain, before and after the buckling as shown in figure 10b. Before buckling, the
Figure 10: Combined shear and compression test for a MoS$_2$ membrane of dimension $200 \times 200$ Å by both the continuum model and the molecular mechanics model. The strain is the same in both shear and compression. (a) Solution of the continuum model is shown by the colored surface. The atomic positions obtained by molecular mechanics are shown using the colored spheres. (b) The energies obtained by the continuum model with inner relaxation are compared against the molecular mechanics simulation. The energies by the continuum model without the inner relaxation is also shown. (a,c,e) Top views of the deformed shapes of the MoS$_2$ membrane at strains 0.033, 0.067 and 0.1 respectively. (d,f) Cross-sectional views and magnified views corresponding to figure (c) and (e) respectively. Colors on the surface obtained through the continuum model denote the mean curvature. The atomic arrangement is obtained through the molecular mechanics simulation.
membrane undergoes in-plane shear and compression without any out-of-plane deformation, as shown in figure 10a for 0.033 shear strain and 0.033 compressive strain. Before buckling, the energy increases in a quadratic fashion. The effect of inner relaxation is evident from the energy comparisons as shown in figure 10b. As expected, the energy predicted by the continuum model without the inner relaxation is higher than that with inner relaxation and the molecular mechanics simulation. The post-buckling deformations are shown in figure 10(c-f) for combined shear and compressive strain of 0.067 and 0.1. The colormap of the continuum surface denotes the mean curvature. To show the post-buckling wrinkles, colormaps of the mean curvature are plotted on the deformed MoS\textsubscript{2} membrane in figure 10(c,e). The undulations in the deformation are shown through magnified cross-sectional views in figure 10(d,f). The magnified views in figure 10(d,f) shows an excellent match between the present continuum model and the molecular mechanics model. The location of Mo-atoms predicted by the molecular mechanics simulation coincides with the deformed Mo-surface predicted by the continuum model. This combined loading leads to a very complicated buckled deformation. Despite this complexity in the deformation, the continuum model’s prediction matches remarkably well with the molecular mechanics.

Figure 11: Normal stretches ($\lambda^+$ and $\lambda^-$) on the deformed configurations at (a,b) 0.067 shear strain and (c,d) 0.1 shear strain.
The thickness variation of the monolayer MoS$_2$ sheet under this combined loading is studied here. The normal stretches above ($\lambda^+$) and below ($\lambda^-$) the middle surface are shown in Figure 11. The membrane shows significant normal stretch at the locations of high curvatures; the maximum stretch goes beyond 10%. This demonstrates the necessity to include the normal stretches in the present continuum membrane model to accurately capture the deformation.

The excellent match in both energy and deformation ensures a great accuracy by the proposed continuum formulation. For such a small sample, the computational advantage of the proposed continuum model over molecular mechanics is not very significant as both the simulations take a few seconds in a desktop computer.

6.6. Simulation of Nano-indentation experiment

We validate the continuum model against a nano-indentation experiment by simulating large-area samples. Nano-indentation test has proven to be one of the most effective methods for material characterization of 2D materials. Nano-indentation experiments typically contain micron-size samples containing millions or billions of atoms. In the absence of atomistic–based predictive models that can reach the length scale of experimental samples with a modest high performance computing facility, the following two routes are usually taken. First, the small scale atomistic models containing a few hundreds of atoms (Hu et al., 2016). Second, the phenomenological models whose parameters are obtained by fitting to experimental $F - \delta$ data (Cooper et al., 2013). The challenge with 2D materials is the dependency of material characteristics on the applied loads. Under small deformations, most of the 2D materials behave in an isotropic manner; however, for moderate to large deformations, they exhibit a nonlinear anisotropic behavior. Due to this complexity in the material character, it is difficult to derive an accurate analytical relationship between the indenter displacement and the in-plane stresses (Cao and Gao, 2019).

In experiments, a sheet of 2D material is mounted on the substrate and indented by using an Atomic Force Microscopy (AFM) tip. Depending on the absence or presence of substrate beneath the 2D material, the experiments can be classified in two categories (Cao and Gao, 2019): (i) indent on free standing sheet, referred to as free standing indentation (FSI) (ii) indent with substrate beneath the 2D material. The material properties of 2D materials are obtained by fitting the experimental $F - \delta$ curve to the analytical expression. The analytical

![Figure 12: Deformation patterns obtained for nano-indentation at 40nm. The colorplots show (a) the out-of-plane deformation, in-plane strains (b) $C_{11}$, and (c) $C_{22}$.](image-url)
expression depends on the geometry of the sample and the boundary condition applied to it, as discussed in Cao and Gao (2019). The experimental values of Young’s modulus mentioned in Table 1 are obtained following this methodology.

In the present work, the $F - \delta$ curve is obtained from the presented continuum model is compared against that by experiments performed in Bertolazzi et al. (2011). In the experiment by Bertolazzi et al. (2011), the MoS$_2$ monolayer is mounted on a substrate containing holes of diameter $550 \pm 10$ nm. The monolayer MoS$_2$ is indented by the atomic force microscopy (AFM) tip of radius $12 \pm 2$ nm at the center of the substrate-hole. To simulate the experiment by the continuum model, a sample of $560$ nm $\times$ $560$ nm is considered. The control points lying outside the hole radius are clamped and the rest of the control points are allowed to move freely under indentation. Figure 12a shows the deformation at 40 nm indentation depth. The corresponding in-plane strains ($C_{11}$ and $C_{22}$) at 40 nm indenter depth are provided in figure 12b and figure 12c. It is evident from the figures that the membrane experiences maximum strains (about 7% tension) under the indenter tip. As expected, it shows no compression anywhere in the membrane. We found that the mean curvature is almost zero everywhere except at the edge of the hole. Since the membrane is clamped at the edge, under tension, it does not slide over substrate and hence does not show any wrinkle.

The comparison of total energy and force with respect to the indenter displacement is shown in figure 13. Untill 38 nm indenter displacement, the comparison of $F - \delta$ is remarkable. The difference in force and energy in the later part is because of the difference in Young’s modulus predicted by two methods (continuum model and the experiment). The difference in Young’s modulus obtained by continuum and the experiment is mentioned in Table 1. In the experimental $F - \delta$ curve plotted here, the effect of pre-tension is eliminated as there exist no pre-tension in the continuum model. The comparison of $F - \delta$ with the experiment can be considered as the validation of the present formulation and its numerical implementation.

For this sample size, approximately 101,000,000 degrees of freedom are required to perform the purely atomistic simulation, whereas only 13,000,000 degrees of freedom are required for the present continuum model to obtain its response accurately. This reduction in degrees of freedom without compromising the accuracy demonstrates the computational efficiency.

Figure 13: Comparison of (a) energy and (b) force with respect to indentation depth obtained from the continuum simulation against experiment performed in Bertolazzi et al. (2011).
gained through the present continuum model. This enables the present continuum model to simulate larger scale samples while respecting the physics at the atomic length scale.

7. Conclusion and Discussions

A novel atomistic–based continuum membrane model for multi–atom–thick Transition metal Dichalcogenides (TMDs) is presented. The proposed crystal-elasticity formulation obtains the hyper-elastic potential of the material from the inter-atomic potential. TMDs have multiple atoms along their thickness and covalent bonds inclined to its middle surface; thus, the crystal-elasticity–based model for purely 2D membranes (e.g. Graphene) can not be directly applied to TMDs. This poses a key challenge for development of an efficient predictive model for TMDs. The present crystal-elasticity model overcomes this challenge by extending the purely 2D membrane model to incorporate the effect of thickness through two normal stretches. The covalent bonds inclined to the middle surface of TMDs are projected to the tangent and normal to the middle surface. The deformations of these tangential and normal components are computed using the exponential Cauchy-Born and Cauchy-Born rules, respectively, to compute the deformed bonds. Beyond this approximation, no other assumptions are used in the kinematics to incorporate the thickness of the membrane. The strain energy per unit area is represented in terms of the continuum strains. The strain energy of the continuum model depends on the strains defined in the reference frame, hence it is material frame-indifferent. The present model also incorporates the relative shifts between two simple lattices forming a complex lattice of TMD. In addition, a continuum energy is also computed for non-bonded interactions. Since the present continuum model builds on inter-atomic potentials, it is independent from any material modulus obtained from either the atomistic calculations or experiments. The continuum model is numerically implemented using a smooth finite element framework based on B-spline basis, which provides a greater smoothness of the approximated fields than standard finite element discretization. This greater smoothness of the approximated fields is required for the present continuum model due to its dependence on curvature.

Molecular mechanics simulations for small size TMDs are used as a reference for validation of the model since the aim is to replicate the prediction of the discrete molecular models with the present continuum model and its numerical implementation. The elastic material properties such as Young’s modulus, shear modulus, and the bending modulus of an MoS$_2$ mono-layer obtained by the present model shows a good match with various ab initio calculations, molecular mechanics simulations, and experiments reported in the literature. In addition, the present continuum model shows remarkable agreement with the molecular mechanics simulations for large post-buckled deformations of TMDs subjected to compression, shear, and their combinations. Both the complex deformed configurations and the equilibrium energies are compared to demonstrate the high accuracy of the present model. The present model also demonstrates that it can predict different normal stretches above and below the middle surface, which corroborates well with the deformation of the membrane. The effect of relative shift between two simple lattices (referred as inner relaxation) on the prediction of the model is found to be significant. The present model is also validated against nano-indentation experiments. It demonstrates that the present model can reach experimental length scales starting from inter-atomic potential while using a modest computational
The proposed model should offer significant computational efficiency over purely atomistic simulations of TMDs due to its continuum–finite element approach while offering accuracy similar to purely atomistic simulations. A detailed study on the computational efficiency will be undertaken in our future work.

The present results demonstrate the accuracy of the present continuum membrane model and validate it for a range of problems. However, further investigation is required to estimate the errors incurred due to the kinematic approximations and to identify the domain of applicability of the model.
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Appendix A. Optimization of equilibrium lattice parameters

The unit cell of MoS$_2$ is shown in figure 3b. All the bond lengths and bond angles of the undeformed unit cell can be obtained only through two lattice variables $b_0$ and $\Psi_0$. The thickness of the unit cell ($2h_0$) can be obtained using these two variables as

$$2h_0 = 2b_0 \sin \left( \frac{\Psi}{2} \right)$$

(A.1)

Along with the parameters for the Stillinger-Weber potential, these two lattice variables are provided in Jiang (2015). We found that these parameters do not correspond to minimum energy at equilibrium, which resulted in anomalous negative strain energy under compression. We optimized these parameters corresponding to the minimum energy. The comparison of values is shown in figure A.14. The optimized parameters are used to perform the numerical validation of the present formulation.

Appendix B. Properties of perpendicular projection operator

For any smooth and open surface $S$ defined in the basis $\mathcal{B}$, let $m$ be the unit vector and $\mathcal{T}$ be the tangent space defined at any point on the surface. Assuming that the tangent space is defined in the basis $\mathcal{C} = \{g_1, g_2\}$, the perpendicular projection of $\mathbb{R}^3$ to $\mathcal{T}$ at that point can be expressed as

$$P_m = I - m \otimes m$$

(B.1)

where $I$ is the identity operator which performs a linear transformation from $\mathbb{R}^3$ to $\mathbb{R}^3$. $g_1$ and $g_2$ represent the convected basis vectors. The surface gradient $\nabla_{\mathcal{S}_0} f$ of a scalar field $f$ at a point on the surface $S$ is defined as

$$\nabla_{\mathcal{S}_0} f = P_m \nabla f$$

(B.2)
Figure A.14: Comparison of the lattice parameters reported in from Jiang (2015) and optimized by energy minimization in the present work are shown via (a) surface plot and (b) contour plot.

For a given vector field \( \mathbf{v} \) defined on \( \mathbb{R}^3 \), the gradient and divergence with respect to the point can be denoted as \( \nabla \mathbf{v} \) and \( \text{Div} \mathbf{v} = \nabla \mathbf{v} \cdot \mathbf{I} \). The surface gradient of vector field \( \mathbf{v} \) defined at a point, where \( \mathbf{m} \) is the unit vector and \( \mathcal{T} \) is the tangent space on the surface \( S \), can be expressed by

\[
\nabla_S \mathbf{v} = (\nabla \mathbf{v}) \mathbf{P}_m
\]

Using the definition of gradient, we can obtain

\[
\nabla \mathbf{v} = \nabla \mathbf{v}(\mathbf{P}_m + \mathbf{m} \otimes \mathbf{m}) = \nabla_S \mathbf{v} + \frac{\partial \mathbf{v}}{\partial \mathbf{m}} \otimes \mathbf{m}
\]

where

\[
\frac{\partial \mathbf{v}}{\partial \mathbf{m}} = (\nabla \mathbf{v}) \mathbf{m}
\]

**Appendix C. The Weingarten Map of a surface**

The Weingarten map, \( \mathcal{W}(\mathbf{a}) \), at point \( \mathbf{a} \) on the surface \( S \) is defined by

\[
\mathcal{W}(\mathbf{a}) = -T_\mathbf{a} \mathcal{G}
\]

where \( \mathcal{G} \) is the Gauss map\(^2\).

\(^2\)Gauss Map:
Consider a point \( \mathbf{a} \) on \( S \). A Gauss map, \( \mathcal{G} \), maps a point \( \mathbf{a} \in S \) to a point \( \mathbf{n}_\mathbf{a} \) on the unit sphere, \( S^2 \), centred at \((0,0,0)\). Here, \( \mathbf{n}_\mathbf{a} \) is the unit normal at \( \mathbf{a} \). The map can be expressed as

\[
\mathcal{G} : \mathbf{a} \in S \rightarrow \mathbf{n}_\mathbf{a} \in S^2
\]

Moreover, the rate at which unit normal is varying can be obtained by taking the derivative of the Gauss map, such as

\[
T_\mathbf{a} \mathcal{G} : T_\mathbf{a} S \rightarrow T_{\mathcal{G}(\mathbf{a})} S^2
\]

Since the unit normal at point \( \mathbf{a} \) and \( \mathcal{G}(\mathbf{a}) \) is the same, the derivative of the Gauss map is a linear map from \( T_\mathbf{a} S \) to itself.
The matrix representation of Weingarten map, $\mathcal{W}(a)$, with respect to the convected basis set $\{g_1, g_2\}$ can be expressed as

$$[\mathcal{W}(a)] = \begin{bmatrix} E & F \\ F & G \end{bmatrix}^{-1} \begin{bmatrix} L & M \\ M & N \end{bmatrix}.$$  \hfill (C.4)

where the matrix $\begin{bmatrix} E & F \\ F & G \end{bmatrix}$ is the matrix representation of the First Fundamental Form and the matrix $\begin{bmatrix} L & M \\ M & N \end{bmatrix}$ is the matrix representation of the Second Fundamental Form of the surface $S$. The gaussian curvature, $K$, and mean curvature, $H$, for a surface are defined as

$$K = \det(\mathcal{W}), \quad H = \text{trace}(\mathcal{W})$$  \hfill (C.5)

For a point $a \in S$, consider scalars $k_1$ and $k_2$ and a basis set $\{v_1, v_2\}$ defined on the tangent plane $T_a S$, such that

$$\mathcal{W}(v_1) = k_1 v_1, \quad \mathcal{W}(v_2) = k_2 v_2.$$  \hfill (C.6)

The scalars $k_1$ and $k_2$ are the eigen values of the Weingarten map and are known as principal curvatures. Similarly, $v_1$ and $v_2$ are the principal vectors corresponding to $k_1$ and $k_2$.

**Appendix D. Principal directions and principal values of the curvature tensor**

Principal directions and principal values of the curvature tensor are obtained by solving the eigenvalue problem given in equation 16. See references Arroyo and Belytschko (2004, 2002) for further details. The eigenvalues of the curvature tensor are also called the principal curvatures. Gaussian curvature, $G$, and mean curvature, $H$, at each point is expressed as

$$G = \frac{\det[\hat{\mathcal{K}}]}{\det[\hat{C}]} = \frac{\hat{K}_{11}\hat{K}_{22} - \hat{K}_{12}^2}{\hat{C}_{11}\hat{C}_{22} - \hat{C}_{12}^2}$$ \hfill (D.1)

$$H = \frac{1}{2} \text{trace} \left( [\hat{C}]^{-1} [\hat{\mathcal{K}}] \right) = \frac{1}{2} \frac{\hat{K}_{11}\hat{C}_{22} - 2\hat{K}_{12}\hat{C}_{12} + \hat{K}_{22}\hat{C}_{11}}{\hat{C}_{11}\hat{C}_{22} - \hat{C}_{12}^2}$$ \hfill (D.2)

Using these expressions, the principal curvatures can be obtained as

$$k_{1,2} = H \pm \sqrt{H^2 - G}$$ \hfill (D.3)

Plugging the principal curvatures in the eigenvalue will result in eigenvectors or the principal directions, $V_1$ and $V_2$, corresponding to the principal curvatures. The derivatives of the principal curvatures with respect to $\hat{C}$ and $\hat{\mathcal{K}}$ can be obtained as

$$\frac{\partial k_n}{\partial \hat{\mathcal{K}}} = V_n \otimes V_n$$

$$\frac{\partial k_n}{\partial \hat{C}} = -k_n \frac{\partial k_n}{\partial \hat{\mathcal{K}}}$$ \hfill (D.4)
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Similarly, the derivatives of the principal directions with respect to \( \hat{\mathbf{C}} \) and \( \hat{\mathbf{K}} \) can be obtained as

\[
\frac{\partial V_n}{\partial \hat{\mathbf{C}}} = \frac{1}{(k_n - k_m)} V_m \otimes (V_n \otimes_{\text{symm}} V_m)
\]
\[
\frac{\partial V_n}{\partial \hat{\mathbf{K}}} = -\frac{1}{2} V_n \otimes V_n \otimes V_n - k_n \frac{\partial V_n}{\partial \hat{\mathbf{K}}}
\]

where the \( \otimes_{\text{symm}} \) operation between two matrices, \( \mathbf{A} \) and \( \mathbf{B} \), is defined as

\[
\mathbf{A} \otimes_{\text{symm}} \mathbf{B} = \frac{1}{2}(\mathbf{A} \otimes \mathbf{B} + \mathbf{B} \otimes \mathbf{A})
\]

Appendix E. Derivatives of deformed lattice parameters with respect to strain measures

Following references Arroyo and Belytschko (2004, 2002) the derivative of the tangent lattice parameter, \( w \), with respect to \( \hat{\mathbf{C}} \) and \( \hat{\mathbf{K}} \) can be expressed as

\[
\frac{\partial w_n}{\partial \hat{\mathbf{C}}} = \hat{\mathbf{C}} AB A A \frac{\partial (V_n)}{\partial \hat{\mathbf{C}}} + \mathbf{A} \otimes_{\text{symm}} V_n \quad (E.1)
\]
\[
\frac{\partial w_n}{\partial \hat{\mathbf{K}}} = \hat{\mathbf{C}} AB A A \frac{\partial (V_n)}{\partial \hat{\mathbf{K}}} \quad (E.2)
\]

Then, the derivative of the bond vector with respect to the \( \otimes_{\text{symm}} \) can be expressed as

\[
\frac{\partial [a_i]}{\partial \otimes_{\text{symm}}} = \begin{cases} 
2 \frac{\partial w_1}{\partial \otimes_{\text{symm}}} + w_1^2 \frac{\partial w_1}{\partial \otimes_{\text{symm}}} \left( w_1 \frac{\partial k_1}{\partial \otimes_{\text{symm}}} + k_1 \frac{\partial w_1}{\partial \otimes_{\text{symm}}} \right) \\
2 \frac{\partial w_2}{\partial \otimes_{\text{symm}}} + w_2^2 \frac{\partial w_2}{\partial \otimes_{\text{symm}}} \left( w_2 \frac{\partial k_2}{\partial \otimes_{\text{symm}}} + k_2 \frac{\partial w_2}{\partial \otimes_{\text{symm}}} \right) \\
\frac{1}{2} \left[ w_1^2 \frac{\partial w_2}{\partial \otimes_{\text{symm}}} \left( w_1 \frac{\partial k_1}{\partial \otimes_{\text{symm}}} + 2k_1 \frac{\partial w_1}{\partial \otimes_{\text{symm}}} \right) + k_1 \left( w_1 \right)^2 \frac{\partial w_2}{\partial \otimes_{\text{symm}}} \left( w_2 \frac{\partial k_1}{\partial \otimes_{\text{symm}}} + k_1 \frac{\partial w_1}{\partial \otimes_{\text{symm}}} \right) + \cdots \right] \\
\end{cases}
\]

and the derivative of the thickness component of the deformed bond with respect to the \( \lambda^\pm \) can be expressed as

\[
\frac{\partial [a_n^+]}{\partial \lambda^+} = \mathbf{A}_n^+ ; \quad \frac{\partial [a_n^-]}{\partial \lambda^-} = \mathbf{A}_n^- \quad (E.4)
\]

whereas

\[
\frac{\partial [a_n^+]}{\partial \lambda^-} = 0 ; \quad \frac{\partial [a_n^-]}{\partial \lambda^+} = 0 \quad (E.5)
\]

Therefore, the derivatives of each bond and angle can be obtained as

\[
\frac{\partial a_i}{\partial \circ} = \frac{1}{a_i} (a_i)^c \frac{\partial (a_i)^c}{\partial \circ} \quad (E.6)
\]
\[
\frac{\partial \theta_i}{\partial \circ} = \frac{-1}{\sin \theta_i a_j a_k} \left\{ (a_j)^c \frac{\partial (a_k)^c}{\partial \circ} + (a_k)^c \frac{\partial (a_j)^c}{\partial \circ} - \cos \theta_i \left[ a_j \frac{\partial a_k}{\partial \circ} + a_k \frac{\partial a_j}{\partial \circ} \right] \right\} \quad (E.7)
\]

Here, \( \circ = \hat{\mathbf{C}} \) or \( \hat{\mathbf{K}} \) or \( \lambda^+ \) or \( \lambda^- \)
Appendix  F. Finite element approximation using B-splines

In the present work, B-spline basis functions are used to discretize the domain as the potential energy is a function of curvature which requires the basis function to have bounded second order derivatives. In B-spline formulation, a map between the parametric domain and the physical domain (either undeformed or deformed configuration) is defined, as shown in figure F.15. The map is defined based on the order of polynomial and the number of elements required to discretize the domain. Similar to the standard finite element methods, the order of polynomial, \( p \), and the number of elements are chosen based on the desired accuracy. Based on this, a knot vector is defined which contains non-descending breaking points in it. For example for a open uniform B-spline where, \( \xi_{1,2} \in [0,1] \), the knot vector can be written as

\[
\xi_{1,2} = [0, 0, 0, 0.2, 0.4, 0.6, 0.8, 1, 1, 1] \quad \text{for } p = 2
\]

(F.1)

In any open B-spline, the first and last knot points repeat themselves \( p + 1 \) times. Open B-splines are used when interpolation of control points for first and last points on the boundaries of the physical domain is required. In the closed B-splines, the first and last control points do not interpolate to the boundaries of the physical domain. The distinction between these two approximations starts from the knot vector itself. In either open or closed B-splines, the number of elements is equal to the number of intervals between two distinct consecutive knot points. For example, in the above knot vector, there are 5 elements, one between \( \xi = 0 \) and \( \xi = 0.2 \), another between \( \xi = 0.2 \) and \( \xi = 0.4 \), and similarly, other elements can be obtained. Therefore, the knot vector is obtained based on the number of elements required in the discretization. The number of control points and basis functions to define the physical domain in each direction can be computed as

\[
n = m + p + 1
\]

(F.2)
Here, $n$ represents the number of basis function and control points, $m$ represents the size of the knot vector and $p$ is the order of polynomial. The basis functions are obtained as

$$
N_{i,0} = \begin{cases} 
1 & \text{if } \xi_i \leq \xi < \xi_{i+1} \\
0 & \text{otherwise}
\end{cases} \quad (F.3)
$$

$$
N_{i,p} = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} N_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}} N_{i+1,p-1}(\xi) \quad (F.4)
$$

$\xi$ in the equation represents the point in the parametric domain. In B-spline approximations, there are $p + 1$ non-zero basis functions in each element. The map can then be expressed as

$$
\varphi^e(\xi_1, \xi_2) = \sum_i Q_i^e N_I(\xi_1, \xi_2) \quad (F.5)
$$

Here, $\xi_1$ and $\xi_2$ represent the co-ordinates in the parametric domain. $Q_i^e$ represents the $I-th$ control point for element $e$. Control points are co-ordinates in the physical domain which define the shape. $N_I$ represents the $I-th$ basis function to define that element.
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