Fluctuation Spectroscopy of Two-Level Systems in Superconducting Resonators
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Superconducting quantum computing is experiencing a tremendous growth. Although major milestones have already been achieved, useful quantum-computing applications are hindered by a variety of decoherence phenomena. Decoherence due to two-level systems (TLSs) hosted by amorphous dielectric materials is ubiquitous in planar superconducting devices. We use high-quality quasilumped element resonators as quantum sensors to investigate TLS-induced loss and noise. We perform two-tone experiments with a probe and pump electric field; the pump is applied at different power levels and detunings. We measure and analyze time series of the quality factor and resonance frequency for very long time periods, up to 1000 h. We additionally carry out simulations based on the TLS interacting model in presence of a pump field. We find that loss and noise are reduced at medium and high power, matching the simulations, but not at low power.

I. INTRODUCTION

Superconducting quantum circuits [1] are among the leading systems in the race to develop a quantum computer; other relevant examples include trapped atomic ions and neutral atoms [2]. Although exciting and potentially disruptive, applications such as quantum simulations require a daunting amount of resources and complex infrastructures [3]. In contrast, an immediate application of superconducting devices is to use a single quantum circuit as a sensor for loss and noise processes in dielectric and superconducting materials [4]. Understanding such dissipative phenomena, which lead to quantum decoherence, is of paramount importance to further scale up quantum computers.

Superconducting devices based, for instance, on aluminum (Al) or niobium thin films deposited on silicon (Si) or sapphire substrates can be readily fabricated as integrated circuits; important examples include the Xmon transmon qubit [5] and planar resonators [6]. On-chip integration, however, comes at a price: Almost any interface separating different fabrication layers is characterized by unwanted amorphous dielectric materials, such as native silicon oxide [7]. In fact, one of the main sources of decoherence is attributable to two-level systems (TLSs) embedded in oxide layers [8, 9]. Interestingly, deleterious TLS effects are also impactful in other quantum computing platforms, such as trapped ions [10] and optical cavities [11]. Therefore, these implementations can also benefit from the research presented here.

Defects in amorphous dielectric materials, such as trapped charges, dangling bonds, tunneling atoms, or collective motion of molecules, can be modeled as TLSs with energy $E$. We distinguish between quantum-TLSs (Q-TLSs), for which $E > k_B T$, and thermal-TLSs (T-TLSs), for which $E < k_B T$; the typical operating temperature of our devices is $T \sim 50$ mK and, thus, the energy threshold between Q- and T-TLSs is $E/h \sim 1$ GHz [12].

Interactions with TLSs reduce the coherence properties of superconducting quantum circuits, resulting in shorter energy relaxation times $T_1$ for qubits and lower internal quality factors $Q_{\text{int}}$ for resonators. It is well known that driving resonators electrically saturates TLSs, leading to a higher $Q_{\text{int}}^r$ [9]: this can also be accomplished via an off-resonant drive [13–15]. The effect of TLSs is not limited to loss mechanisms but also leads to noise (i.e., time fluctuations) in $Q_{\text{int}}^r$ and in the resonator resonance frequency $f_r$ [16–18]: qubits exhibit an equivalent behavior [12, 20–23]. Our main motivation is to gain a deeper insight into the physics of TLS-induced time fluctuations for much longer time periods and a wider range of parameters compared to these previous works.

In this paper, we conduct a fluctuation spectroscopy experiment with quasilumped element resonators based on planar capacitors and inductors. The resonators are characterized by $Q_{\text{int}}^r \sim 350000$ when excited at low power. We perform a two-tone experiment by driving the resonators with a probe and pump electric field. The probe is used to measure $f_r$ and $Q_{\text{int}}^r$, and is always set to low power. The pump is used to excite Q-TLSs and can take different power values $P_p$ and resonator-pump detunings $\Delta_{r,p}$. We investigate time fluctuations in the time series $f_r(t)$ and $Q_{\text{int}}^r(t)$ for two resonators over a total observation time of 480 h; this time comprises four
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periods that are spread over one and a half months. Such a long measurement time allows us to accurately estimate the power spectral densities (PSDs) associated with the time series to frequencies as low as \( f = 5.8 \times 10^{-6} \text{Hz} \).

The present work represents a significant departure from our previous study of Ref. [12]. There, we have investigated the \( T_1 \) (equivalent to \( Q_{\text{int}}^r \)) spectrotemporal charts of an Xmon transmon qubit and compared them to detailed simulations based on the generalized tunneling model (GTM). Here, we add a pump, measure \( f_p \) (which we could not measure with an Xmon qubit), and extend the time series to a much longer time. We compare our experimental findings to GTM simulations, accounting for these more general conditions.

We find that the simulations match the experimental time series and PSDs for both \( f_p \) and \( Q_{\text{int}}^r \) when the pump is off. At low pump power, the loss and time fluctuations are not reduced compared to when the pump is off. In fact, in certain cases, we even observe a small increase in loss and fluctuations. This result slightly deviates from our simulations, which display a monotonic decrease in loss and fluctuations with increasing pump power. At medium and high power, as expected, loss and fluctuations are reduced both in experiments and simulations. This result is due to the different \( \Delta_p \), \( \Delta_r \), and \( \Delta \) respective energies of the TLSs. Each TLS can be modeled as a double-well potential with tunneling and asymmetry energies \( \Delta_0 \) and \( \Delta \), respectively. The diagonalized TLS Hamiltonian reads

\[
\hat{H}_{\text{TLS}} = E \hat{\sigma}_z / 2, \quad \text{where } \hat{\sigma}_z \text{ is the Pauli matrix in the energy basis and } E = \sqrt{\Delta_0^2 + \Delta^2} \text{ is the TLS energy.}
\]

Q-TLSs interact semiresonantly with quantum microwave resonators and, at the same time, with far-off-resonant T-TLSs. The first interaction induces decoherence as well as a frequency shift in the resonator (Sec. II A). The second interaction leads to stochastic time fluctuations and, thus, a dependence on time \( t \) in the transition frequency of a Q-TLS, \( f_{Q-TLS}(t) \) (Sec. II B).

### II. THEORY

Planar superconducting devices characterized by oxide layers offer a versatile environment for the study of TLSs. Each TLS can be modeled as a double-well potential with tunneling and asymmetry energies \( \Delta_0 \) and \( \Delta \), respectively. The diagonalized TLS Hamiltonian reads as

\[
\hat{H}_{\text{TLS}} = E \hat{\sigma}_z / 2, \quad \text{where } \hat{\sigma}_z \text{ is the Pauli matrix in the energy basis and } E = \sqrt{\Delta_0^2 + \Delta^2} \text{ is the TLS energy.}
\]

The pump Hamiltonian reads as

\[
\hat{H}_p = h J \cos(2\pi f_p t) (\hat{a}^\dagger + \hat{a}) ,
\]

where \( J = \sqrt{\Phi_p \Gamma_{\text{ext}}^r / 2} \) is the coupling coefficient between a quasi-one-dimensional transmission line and the resonator (see Sec. III A for device details [26]), and \( \hat{a}^\dagger \) and \( \hat{a} \) are the usual bosonic annihilation and creation operators of the resonator mode [27]; \( \Phi_p = P_p / h f_p \) is the transmission line photon flux, and \( \Gamma_{\text{ext}}^r \) is the engineered, or external, energy relaxation rate of the resonator.

In addition to the engineered losses described by \( \Gamma_{\text{ext}}^r \), the resonator suffers from internal dissipation processes. These processes, which are mainly due to conductive, radiative, and dielectric losses, are described by the internal decoherence rate \( \Gamma_{\text{int}}^r \). Among all types of dielectric losses, those strongly depending on \( P_p \) are predominantly caused by Q-TLSs. These losses are associated with an energy relaxation rate \( \Gamma_{\text{int}}^{r,\text{TLS}} \), whereas all other losses are accounted for by \( \Gamma_{\text{int}}^r \). In the case of high quality resonators, such as those studied in this work, the resonator pure dephasing rate is negligible and, thus, \( \Gamma_{\text{int}}^r \) is assumed to be an energy relaxation rate [28].

The rate \( \Gamma_{\text{int}}^{r,\text{TLS}} \) is given by the sum of partial decoherence rates, where each rate \( \kappa_{\text{int}}^{r,\text{TLS}} \) is due to the interaction between one Q-TLS and the resonator. This interaction additionally leads to a shift \( \delta f \) of the resonance frequency. Both \( \kappa_{\text{int}}^{r,\text{TLS}} \) and \( \delta f \) can be calculated by solving for the time evolution of a driven-dissipative Jaynes-Cummings interaction. In a reference frame rotating with \( f_p \) and after a rotating wave approximation,
the driven Jaynes-Cummings Hamiltonian reads as
\[
\hat{H}_{r,Q-TLS} = \frac{\Delta_{Q-TLS,p}}{2} \hat{\sigma}_z + h \Delta_{r,p} \hat{a} \hat{a}^\dagger + h g \left( \hat{\sigma}_+ \hat{a} + \hat{\sigma}_- \hat{a}^\dagger \right) + h J \left( \hat{a} \hat{a}^\dagger \right),
\]
where \( \Delta_{Q-TLS,p} = f_{Q-TLS}(t) - f_p \), \( \Delta_{r,p} = \tilde{f}_r - f_p \), \( g \) is the coupling strength of the Q-TLS–resonator interaction, and \( \hat{\sigma}_z \) are the Q-TLS lowering and raising operators in the energy basis; \( \tilde{f}_r \) is the unperturbed resonance frequency of the resonator.

The dissipative time evolution is obtained from the Lindblad operator
\[
\frac{d \hat{\rho}}{dt} = -\frac{i}{\hbar} \left[ \hat{H}_{r,Q-TLS}, \hat{\rho} \right] + \sum_L \left( \hat{L} \hat{\rho} \hat{L}^\dagger - \frac{1}{2} \left\{ \hat{L}^\dagger \hat{L}, \hat{\rho} \right\} \right),
\]
where \( \hat{\rho}(t) \) is the time dependent density matrix, \( \hat{H}_{r,Q-TLS} \) is given by Eq. (2), and \( \hat{L} \) and \( \hat{L}^\dagger \) are Lindblad operators with \( \hat{L} \in \{ \hat{L}_r, \hat{L}_{Q-TLS} \} \). For simplicity, we disregard the pure dephasing rate of the Q-TLS, \( \Gamma_{Q-TLS}^L = 0 \). Under these conditions, the Lindblad operators are \( \hat{L}_r = \sqrt{\Gamma_{ext}} \hat{a} \) and \( \hat{L}_{Q-TLS} = \sqrt{\Gamma_{Q-TLS}^L} \hat{\sigma}_z \), where \( \Gamma_{Q-TLS}^L \) is the energy relaxation rate of the Q-TLS for \( T \rightarrow 0^+ \); \( \tilde{f}_{Q-TLS} = E_{Q-TLS}/\hbar \) is the unperturbed Q-TLS transition frequency.

After solving the quantized Maxwell-Bloch equations in the stationary regime (see App. A), we find the 2-tuple \( (\kappa_{int}^{r,k}, \delta f_r) \). Such a tuple can be associated with the \( k \)th Q-TLS of an ensemble of Q-TLSs, \( (\kappa_{int}^{r,k} \rightarrow \kappa_{int}^{r,k}, \delta f_r \rightarrow \delta f_{r,k}) \). Each Q-TLS is characterized by a coupling strength \( g_k \), energy relaxation rate \( \Gamma_1^k \), and frequency \( f_k(t) \).

The collective effect of all Q-TLSs gives
\[
\Gamma_{int}^r = \tilde{\Gamma}_r^r + \kappa_{int}^{r,Q-TLS} = \tilde{\Gamma}_r^r + \sum_k \kappa_{int}^{r,k}
\]
and results in the instantaneous resonance frequency
\[
f_r = \tilde{f}_r + \Delta f_r = \tilde{f}_r + \sum_k \delta f_{r,k}. \quad (4b)
\]

Given \( \Gamma_{tot}^r = \Gamma_{ext}^r + \Gamma_{int}^r \), the intraresonator mean photon number \( \langle n \rangle \) can be obtained by solving the quantized Maxwell-Bloch equations for \( g = 0 \):
\[
\langle n \rangle = \frac{2\Phi_p \Gamma_{ext}^r}{16\pi^2 \Delta_{r,p}^2 + (\Gamma_{tot}^r)^2}.
\]

**B. Resonator stochastic fluctuations**

In Sec. II A, we describe the interaction between a resonator and an ensemble of Q-TLSs. Considering the model in our previous work of Ref. [12], we further assume that each Q-TLS strongly interacts with one or more T-TLSs according to the GTM. The interaction with one T-TLS shifts \( f_0, r \) by \( \delta \overline{f}^r \), where the sign depends on the state \( |\overline{f}^r \rangle \) of the T-TLS. This state switches in time due to thermal activation and can be modeled by a random telegraph signal (RTS) with switching rate \( \gamma \); therefore, the frequency shift varies in time also as an RTS, \( \delta \overline{f}^r(t) \).

The \( \delta \overline{f}^r(t) \) of all the T-TLSs coupled to the \( k \)th Q-TLS is characterized by a 2-tuple of fundamental parameters \( (\delta \overline{f}^r \rightarrow \delta f_{r,k}^r \rightarrow \gamma \rightarrow \gamma_{r,k}) \). The effective frequency of the \( k \)th Q-TLS due to the interaction with the T-TLSs can be written as a time series,
\[
f_k(t) = \tilde{f}_k + \sum_k \delta f_{r,k}^r(t), \quad (6)
\]
where \( \tilde{f}_k \) is the unperturbed transition frequency of the \( k \)th Q-TLS. The stochastic fluctuations inherent to Eq. (6) are present in Eq. (A1) as well as in Eqs. (A2a) and (A2b); thus, these fluctuations propagate to the sums in Eqs. (4a) and (4b) leading to the time series \( \Gamma_{int}^r(t) \) and \( f_k(t) \). The former replaces Eq. (9) in our work of Ref. [12] to account for the pump field, whereas the latter describes frequency shifts not presented in that work. These time series constitute the main model for the experiments and simulations presented in this paper.

**III. METHODS**

In this section, we describe the methods used to perform the resonator measurement (Sec. III A), the off-resonant pumping (Sec. III B), the simulations (Sec. III C), and the spectral analysis (Sec. III D).

**A. Resonator measurement**

In this work, we perform experiments on a set of superconducting microwave resonators. The resonators are implemented as quasilumped element planar structures, comprising an inductor with inductance \( L_r \) and a capacitor with capacitance \( C_r \).

We study hanger-type resonators coupled by means of a capacitor with capacitance \( C_{ext} \) to a coplanar waveguide (CPW) transmission line [6]—the feed line; this line has a characteristic impedance \( Z_0 \). The resonance frequency of each coupled resonator is \( \tilde{f}_r \approx 1/2\pi \sqrt{L_r (C_r + C_{ext})} \). Six resonators are arranged in a frequency multiplexed design, where each resonator has a different \( f_r \). We measure only the two highest quality resonators, which are labeled R1 and R2 in Fig. 5. Sample and setup details are given in App. B; sample parameters are reported in Table III.

The measurement of a resonator is conducted by means of a probe field with frequency \( f_{pr} \) and voltage amplitude \( V_{pr} \). This field interacts with the resonator according to the Hamiltonian of Eq. (1), with \( f_p \rightarrow f_{pr} \) and \( V_p \rightarrow V_{pr} \).
In the experiments, the probe field is generated by a vector network analyzer (VNA). We use this field to measure the frequency-dependent transmission coefficient $S_{21}$ of the resonator by sweeping $f_p$ over a narrow bandwidth centered at the resonance frequency. To improve data reliability in the low-transmission region of the Lorentzian resonance curve, we double the number of measurement points in the middle one-third section compared to the two side sections of the curve. This measurement is performed at a probe power $P_{pr} = V_r^2/2Z_0$.

In order to extract resonator parameters, we analyze the $S_{21}$ data using the normalized fitting function

$$\tilde{S}_{21} = \left( 1 + \frac{Q^r_{\text{int}} e^{i\phi}}{Q^r_{\text{ext}}} \frac{f_p}{f_p - i2Q^r_{\text{int}}\Delta_{r,pr}} \right)^{-1},$$  

(7)

where $Q^r_{\text{int}}$ and $Q^r_{\text{ext}}$ are, respectively, the internal and external quality factors of the resonator, $\phi$ is the impedance mismatch angle, and $\Delta_{r,pr} = f_r - f$. Details on the model and analysis procedure can be found in the works of Refs. [7, 29]. The quality factors are related to the energy relaxation rates by

$$\Gamma^r_{\text{int}} = \frac{2\pi f_r}{Q^r_{\text{int}}}, \quad \text{and} \quad \Gamma^r_{\text{ext}} = \frac{2\pi f_r}{Q^r_{\text{ext}}}.$$

We characterize each resonator over a wide range of $P_{pr}$ (see Fig. 6). In the high-power regime, the resonator–Q-TLS interaction is largely suppressed due to Q-TLS saturation. This regime allows us to estimate the unperturbed parameters $\Gamma^r_{\text{int}}$ and $f_r$ in Eqs. (4a) and (4b). We estimate $\Gamma^r_{\text{ext}}$ also in the high-power regime, although this rate should be power independent. In the low-power regime, energy relaxation is dominated by Q-TLS interactions. Sweeping $P_{pr}$ between the two regimes makes it possible to evaluate the total energy relaxation rate of the resonator due to Q-TLSs at zero mean photon number (i.e., zero power) and zero temperature, $\Gamma_{\text{int}}^{Q,\text{TLS}}(\langle n \rangle = 0, T = 0 K) = \Gamma^r_{\text{Q,TLS}}$. Additionally, an approximate value for the critical photon number $n_c$, $n_c \sim \langle n_s \rangle$ ($n_s$ is defined in App. A), can be found. The results of this characterization are given in App. B; characterization parameters are reported in Table III. Notably, our $Q^r_{\text{int}}$ are on the order of 350000 at low power, which is quite high for lumped-element resonators (e.g., significantly higher than in the work of Ref. [15]).

### B. Off-resonant pumping

Off-resonant pumping is implemented by linearly superposing the pump to the probe field. The pump (see Sec. II A) allows us to indirectly drive the Q-TLS distribution for a range of values of $\Delta_{r,pr}$ and $P_{pr}$. The probe is solely used to extract resonator parameters by measuring $S_{21}$ (see Sec. III A). For all experiments, we use a fixed value of $P_{pr}$ such that, when the pump is off ($P_b = 0 \text{dBm}$), $\langle n \rangle \sim n_c$.

Figure 1 shows the characterization of R1 and R2 in presence of a pump field. Our measurements reproduce the results reported in the works of Refs. [13–15]. As in those works, we also find that the rate $\Gamma_{\text{int}}^{Q}$ decreases with increasing $P_{pr}$ and with decreasing $|\Delta_{r,pr}|$. The frequency $f_r$ is pulled towards $f_p$; the frequency shift magnitude $|\Delta f_r|$ depends on $P_{pr}$, with the maximum shift occurring at an intermediate value of $P_{pr}$.

In order to avoid interference effects between the pump and probe fields, $f_p$ must be outside the frequency bandwidth of the $S_{21}$ resonator measurement. In our measurements, this bandwidth is at most approximately 0.7 MHz including normalization (i.e., calibration) points; thus, we choose the minimum detuning to be $|\Delta_{r,pr}| = 1 \text{MHz}$. In addition, we select the power of the microwave source used to generate the pump field, $P_{ms}$, such that $P_{ms} \leq 20 \text{dBm}$ for both resonators to remain below the 1-dB compression point of the amplification chain (see Sec. S3 of the Supplemental Material at [30] for more details on compression). Due to this constraint, we cannot reach complete Q-TLS saturation in the high-power regime of Fig. 1 (b).

We investigate stochastic fluctuations and pumping effects in the time series $\Gamma_{\text{int}}(t)$ and $f_r(t)$ by measuring each of the two resonators over four separate 120-h time periods. The time series data is acquired by cycling over different values of $P_{pr}$ and $\Delta_{r,pr}$ with a period $\Delta t = 520 \text{s}$. Each resonator measurement is realized by configuring the VNA with an intermediate frequency bandwidth $\Delta f_{IF} = 1 \text{Hz}$, 116 frequency points (including normalization points), and a measurement power of $-30 \text{dBm}$; this power corresponds to $P_{pr} \sim -160 \text{dBm}$ at the sample. With these settings, each resonator measurement takes $t_{\text{meas}} \approx 103 \text{s}$.

The microwave source used to generate the pump field is set to be either off or on at one of four 2-tuple of parameters: $(P_{ms} [\text{dBm}], \Delta_{r,pr} [\text{MHz}]) \in \{(-3, 2), (-3, -2), (10, 2), (10, -2)\}$; we refer to the $-3 \text{dBm}$ settings as low power and to the $10 \text{dBm}$ settings as medium power. The total attenuation between the source and the sample is $A \approx 89 \text{dB}$; thus, $P_{pr} = P_{ms} - A$. Notably, in our experiments a detuning of 2 MHz is equivalent to approximately 100 resonator linewidths; a linewidth is the full width at half maximum of the resonator’s Lorentzian curve.

### C. Simulations

We compare the time series experiments with simulations similar to those presented in the work of Ref. [12]. Here, we expand the scope of that work by simulating not only stochastic time fluctuations in the energy relaxation rate (i.e., $\Gamma_{\text{int}}^{Q}$) but also in $f_r$. Importantly, we also explore resonator pumping effects with different values of $(P_{ms}, \Delta_{r,pr})$, therefore allowing us to test our GTM-based model under more general conditions.

As in Ref. [12], the procedure to simulate the effect of
FIG. 1. Pumped resonator characterization for R1 (blue squares) and R2 (green circles). The values are obtained by fitting resonator measurements using Eq. (7). (a) $\Delta f_r$ vs. $\Delta r,p$ at $P_p = 5$ dBm. (b) $\Delta f_r$ vs. $P_p$ at $\Delta r,p = -2$ MHz. (c) $\Gamma_{\text{int}}$ vs. $\Delta r,p$ at $P_p = 5$ dBm. (d) $\Gamma_{\text{int}}$ vs. $P_p$ at $\Delta r,p = -2$ MHz. Error bars represent 95% confidence intervals. Lines are guides to the eye.

Table I. Simulation parameters for step (I).

| Parameter          | Value |
|--------------------|-------|
| $B_{\text{Q-TLS}}$ (MHz) | 300   |
| $D$ (GHz$^{-1}$ µm$^{-3}$) | 400   |
| $N_{\text{Q-TLS}}$ | $\sim 7500$ |
| $V_{\text{int}}$ (µm$^3$) | 157   |
| $g_{\text{min}}$ (kHz) | 2     |

In step (I), the interdigital geometry of the resonator capacitor results in a different electric field $\vec{E}_r$ compared to the qubit (see App. C). The field $\vec{E}_r$ is needed when determining the coupling strength between the resonator and each Q-TLS, $g = \vec{p} \cdot \vec{E}_r / h$, where $\vec{p}$ is the Q-TLS electric dipole moment. All the simulation parameters required to complete step (I) are reported in Table I.

In step (II), the simulated time series are generated using Eqs. (4a) and (4b), which are based on Eqs. (A2a) and (A2b). In this step, the main departure from Ref. [12] is due to the Q-TLS population $\sigma_{\text{z0}}$ of Eq. (A1). This population depends on the estimated sample temperature $T \sim 60$ mK and $\langle n \rangle$, where the latter is obtained from $P_p$ by means of Eq. (5) [31]. Except for the pump power and detuning, the pump-off and pump-on simulations are identical to each other. In particular, after randomly generating the Q-TLS frequency time series of Eq. (6), the same frequency series are used for all different pump settings.

The collections of T-TLSs and Q-TLSs used in the simulations are randomly drawn from distributions; therefore, each realization of a simulation is unique. In order to match the experimental time series, we run a few simulations and select those that visually resemble the experiments.
FIG. 2. Fluctuation spectroscopy experiments for R1. (a),(b) $\Delta f_r$ and $\Gamma^r_{\text{int}}$ vs. $t$; the mean fit errors are 150 Hz and 1.9 kHz, respectively. The four 120-h time periods are displayed in real time; the blank periods correspond to gaps between experiments. For presentation clarity, we clip the $y$-axis, therefore losing a few data points. Insets: detail of selected time windows displaying pronounced telegraphic jumps. (c),(d) $S_y$ and $S_z$ vs. $f$. Dots correspond to PSD values and solid lines (same color code as dots) to fitting curves from Eq. (8).

D. Spectral analysis

We analyze the experimental and simulated time series by estimating and fitting the PSD. The PSD is estimated using Welch’s method with approximately 48-h segments and rectangular windows; we use 50% overlap within each of the four individual 120-h time periods and no overlap across separate periods (in total, $4 \times 4 = 16$ segments).

We estimate the PSD for both $\Gamma^r_{\text{int}}(t)$ and $f_r(t)$ by normalizing them as

$$y(t) = \frac{f_r(t) - \langle f_r(t) \rangle}{\langle f_r(t) \rangle} \quad \text{and} \quad z(t) = \frac{\Gamma^r_{\text{int}}(t) - \langle \Gamma^r_{\text{int}}(t) \rangle}{\langle \Gamma^r_{\text{int}}(t) \rangle}.$$  

The PSD noise model, which can be used to analyze either $y(t)$ or $z(t)$, reads as

$$S(f) = h_0 + \frac{h_{-1}}{f} + \frac{h_{-2}}{f^2},$$  

where $f$ is the analysis frequency and $h_0$, $h_{-1}$, and $h_{-2}$ are the amplitudes of the white noise, $1/f$ (flicker) noise, and random walk (Brownian) noise, respectively.
TABLE II. Fluctuation spectroscopy pump-field settings and parameters extracted from the experimental time series and PSD fits of Figs. 2 (R1) and S1 (R2). We estimate $\langle n \rangle$ using Eq. (5), where $\Gamma_{\text{ext}} = \Gamma_{\text{tot}}$ from Table III and $\Gamma_{\text{int}} = \Gamma_{\text{ext}} + \langle \Gamma_{\text{int}}(t) \rangle$; $\langle n \rangle$ for pump off is solely due to $P_p$. For the average values ($f_s(t)$) and $\langle \Gamma_{\text{int}}(t) \rangle$, the number in parenthesis indicates the standard deviation of the associated time series. $h_{0,-1,-2}$: fitting parameters estimated for either $S_y$ or $S_z$ using Eq. (8); standard errors of the fit are shown in parenthesis.

| Res. | $P_p$ (dBm) | $\Delta_{\nu,p}$ (MHz) | $\langle n \rangle$ | $\langle f_s(t) \rangle$ (GHz) | $\langle \Gamma_{\text{int}}(t) \rangle$ (kHz) | $h_{0}^\nu$ (10$^{-12}$ Hz$^{-1}$) | $h_{-1}^\nu$ (10$^{-15}$) | $h_{-1}^\nu$ (10$^{-18}$ Hz) | $h_{0}^\nu$ (Hz$^{-1}$) | $h_{-1}^\nu$ (10$^{-3}$) | $h_{-2}^\nu$ (10$^{-9}$ Hz) |
|------|-------------|------------------------|-----------------|----------------------|-----------------------------|-------------------------------|------------------------|------------------------|-----------------|-----------------|------------------|
| off  | $-7 \times 10^{-2}$ | 5.581779(2) | 84(13) | 15(1) | 5.7(6) | 0.05(2) | 5.9(4) | 1.1(2) | 21(7) |
| $-3$ | 2          | 5.581777(1) | 85(12) | 8.0(8) | 5.6(3) | 0 | 4.3(3) | 1.5(2) | 15(6) |
| R1   | $-2 \times 10^{2}$ | 5.581781(2) | 89(24) | 14(3) | 18(1) | 0 | 7(1) | 6.4(6) | 0 |
| 10   | 2          | 5.5817760(7) | 66(5) | 1.9(2) | 0.48(8) | 0.03(5) | 1.5(1) | 0.30(4) | 5(2) |
| 10   | $-6 \times 10^{2}$ | 5.5817818(7) | 63(4) | 1.5(1) | 0.45(5) | 0.007(2) | 1.34(8) | 0.34(3) | 2(1) |
| off  | $6 \times 10^{-2}$ | 6.081403(2) | 118(15) | 19(2) | 9.1(9) | 0.06(3) | 3.6(3) | 1.0(1) | 27(7) |
| $-3$ | 2          | 6.081400(3) | 128(21) | 26(3) | 7(1) | 0.15(5) | 5.8(6) | 2.5(2) | 0 |
| R2   | $-2 \times 10^{2}$ | 6.081404(2) | 132(27) | 22(1) | 4.5(6) | 0.11(3) | 4.8(3) | 1.2(2) | 38(8) |
| 10   | 2          | 6.0813987(8) | 104(7) | 3.4(3) | 1.0(1) | 0.011(4) | 1.14(7) | 0.44(3) | 0 |
| 10   | $-2 \times 10^{2}$ | 6.0814061(9) | 103(7) | 4.0(3) | 0.8(1) | 0.026(6) | 1.18(9) | 0.49(3) | 0 |

We choose to fit $\log_{10}[S(f)]$ using the Levenberg-Marquardt algorithm; the fitting parameters are $h_{0}, h_{-1}, h_{-2}$. The logarithm eliminates the magnitude difference between high- and low-frequency noise, allowing for an evenly weighted fit [32]. Additionally, the fitting parameters are lower bounded to zero.

IV. RESULTS

The main results of this work are presented in Fig. 2, which shows the experimental time series $\Gamma_{\text{int}}(t)$ and $f_s(t)$ as well as the PSDs of the normalized time series $\tilde{y}(t)$ and $\tilde{z}(t)$, $S_y(f)$ and $S_z(f)$, for R1. Similar results for R2 are shown in Fig. S1 of the Supplemental Material. A set of parameters extracted from the experimental time series and PSD fits for both R1 and R2 are reported in Table II. We note that, at low and medium power, $\langle n \rangle$ is approximately 4000 and 90000 times larger than when the pump is off.

A continuous 120-h time period would allow us to reach $f = 2.3 \times 10^{-6}$ Hz; however, we choose to trade frequency bandwidth at low frequency for accuracy by averaging our data with Welch’s method. We average over 16 time windows, resulting in a fourfold reduction in the PSD variance. This approach makes it possible to accurately characterize fluctuations at very low frequencies.

A visual inspection of Fig. 2 (a) reveals that $f_s$ is pulled towards $f_p$, as in Fig. 1 (a). A similar inspection of Fig. 2 (b) indicates that $\Gamma_{\text{int}}$ remains practically unchanged when the pump field is either off or at low power, whereas it is reduced at medium power, as in Fig. 1 (d). These qualitative findings are corroborated by the average values ($f_s(t)$) and $\langle \Gamma_{\text{int}}(t) \rangle$ in Table II. Importantly, the noise level of the medium-power traces is noticeably reduced compared to the off and low-power regimes (in Fig. S3, we show that, at high power, the noise is even further reduced).

Performing measurements at different pump-field settings unveils a striking characteristic in the time series: Traces associated with different values of $P_p$ and $\Delta_{\nu,p}$ do not track each other. We refer to this behavior as the time-series asymmetry. For example, the inset of Fig. 2 (a) shows that $\Delta_{\nu}$ undergoes a pronounced telegraphic jump at $t \approx 285$ h for (10 dBm, 2 MHz) (purple trace) but not for any other settings. The inset of Fig. 2 (b) evinces a similar behavior at $t \approx 50$ h for pump off (blue trace) and at $t \approx 70$ h for (−3 dBm, 2 MHz) (orange trace). One more example is the time series for (−3 dBm, −2 MHz) (yellow trace), which shows drastic amplitude fluctuations in the third time period for both $f_s$ and $\Gamma_{\text{int}}$. We emphasize that our data is collected by cycling the pump-field settings (see Sec. III) and, thus, such large variations among different traces are unexpected.

The PSDs shown in Figs. 2 (c) and (d) confirm the behavior observed in the time series. Notably, we measure $\sim 1/f$-noise persisting down to $f = 5.8 \times 10^{-6}$ Hz. At medium power, as expected, the overall noise level is significantly reduced compared to pump off; unexpectedly, the noise level at low power is similar or even slightly higher. We refer to this overall behavior as noise-level power scaling. The yellow trace [−(−3 dBm, −2 MHz)], for example, displays drastic time-series fluctuations that lead to a higher noise level in $S_y$ and $S_z$. We also notice another effect: The yellow trace exhibits a higher noise level than the orange trace [−(−3 dBm, 2 MHz)], despite $P_p$ being the same for both traces. Additionally, we notice that the $S_y$ noise level for the purple trace [(10 dBm, 2 MHz)] is slightly higher than for the green trace [(10 dBm, −2 MHz)]. We refer to this effect as
It is comforting that the theoretical model described in Sec. II allows us to explain the experimental results when the pump is off as well as the general noise trend at low frequency, as explained in Sec. IV. At low and medium power, however, the departures between experiments and simulations suggest that injecting photonic excitations into the system results in more complex dynamics. Such dynamics are not entirely captured by the independent Jaynes-Cummings model implemented in our simulations.

The low and medium power regimes correspond to a scenario where a few hundred to a few thousand photons populate a system with approximately 10000 lossy Q-TLSs, which are simultaneously coupled to one resonator. A more sophisticated model is likely needed to capture the complexity of this system, such as a driven-dissipative Tavis-Cummings model for the Q-TLS–resonator interaction, where, following the GTM, each Q-TLS also interacts with a few T-TLSs undergoing stochastic fluctuations. At high power, the Q-TLSs are effectively turned off by saturation, thereby leading to simpler dynamics. It may also be required to include the effect of Q-TLS–Q-TLS interactions [17]. Unfortunately, a quantum computer would be likely required to simulate a Hilbert space of this size.

In the works of Refs. [17, 24, 25], the authors have measured $f_{\gamma}(t)$ up to approximately 3 h. While their measurement method allows them to access higher frequencies than ours, their lowest frequency is limited to larger than $10^{-3}$ Hz. Additionally, their measurements are performed for $\langle n \rangle \gtrsim 2$ in Refs. [17, 24] and $\gtrsim 40$ in

**V. DISCUSSION**

- noise-level asymmetry.

It is worth stressing that all the features observed for R1, particularly the time-series asymmetry, are also observed in the time series and PSDs for R2 (see Fig. S1), suggesting these effects are reproducible. We summarize the fluctuation spectroscopy results for R1 and R2 in Fig. 3, which displays $S_y$ and $S_z$ at very low frequency for the five pump-field settings investigated in this work. This figure highlights our findings on noise-level power scaling and asymmetry. In our work of Ref. [12], we have already demonstrated that GTM-based simulations can match $\gamma_{\text{int}}(t)$ for an Xmon transmon qubit; however, in that study we were unable to investigate fluctuations in $f_r(t)$. In fact, Xmon qubits are highly susceptible to flux noise, making them effectively insensitive to TLS fluctuations in the frequency. Measuring and simulating resonators, as in the present work, allows us to analyze TLS-induced fluctuations also in $f_r$ and, thus, to further corroborate the GTM.

Figure 4 shows simulations (see Sec. III C) of the experiments reported in Fig. 2; similar simulations for R2 are shown in Fig. S2. When the pump is off, the simulations accurately reproduce the experiments for both $f_r$ and $\gamma_{\text{int}}$. When the pump is set to medium power, the simulations also capture the overall reduction in $\gamma_{\text{int}}$ as well as a reduction in the noise level for both $S_y$ and $S_z$. In addition, the simulated $f_r$ is generally pulled towards $f_p$. Figure 3 shows that, at low frequency ($10^{-5}$ Hz), the simulated average noise levels match fairly well the experiments at all powers.

Interestingly, we observe differences between simulations and experiments at medium and, more prominently, at low power. Firstly, the simulated $f_r(t)$ and $\gamma_{\text{int}}(t)$ time series for pump on track the pump-off series. The simulated time series resemble scaled versions of each other; in contrast, the experimental traces are characterized by a time-series asymmetry. Secondly, at low power, the simulated noise level is reduced compared to pump off. This behavior is clearly expected in the simulations because any amount of Q-TLS saturation necessarily leads to a monotonic reduction in the impact of Q-TLSs [see Eqs. (4a) and (4b)]. Although experiments and simulations agree fairly well in this regard (Fig. 3), it is for this reason that the slight increase in experimental noise level at low power is unexpected. Finally, the simulations do not show any noise-level asymmetry; instead, they reveal an almost identical noise level for different values of $\Delta_{\text{r,p}}$.
FIG. 4. Fluctuation spectroscopy simulations for R1. (a),(b) $\Delta f_r$ and $\Gamma_{\text{int}}^r$ vs. $t$; the simulations are performed for 480 h and split into four 120-h time periods for the spectral analysis. For presentation clarity, we clip the $y$-axis, therefore losing a few data points. (c),(d) $S_y$ and $S_z$ vs. $f$. Dots correspond to PSD values and solid lines to fitting curves from Eq. (8). The color code is the same as in Fig. 2.

Ref. [25] (i.e., higher than ours) and only at $\Delta_{r,p} = 0$ (i.e., only on resonance). Within these constraints, their PSDs generally indicate a progressive noise reduction with increasing $\langle n \rangle$. These results are consistent with our observations at medium and high power (see Fig. S3 for the high power measurements) but cannot be compared to our findings at low power and pump off. Interestingly, the time series reported in Ref. [25] display a single dominant TLS in all time series; in contrast, our data reveals the presence of an ensemble of Q-TLSs. It is also worth noting that their technique does not make it possible to measure $\Gamma_{\text{int}}^r$, which, in our experiments, allows us to gain further information about the resonators' noise processes.

VI. CONCLUSIONS

In this work, we measure long time series of $f_r$ and $\Gamma_{\text{int}}^r$, allowing us to accurately characterize noise at very low frequency. In summary, our main results are:

1. Time-series asymmetry; that is, time series do not track each other.

2. Noise-level asymmetry; that is, for a given $P_p$, $\Delta_{r,p}$ affects the PSDs' noise level.

3. Noise-level power scaling; that is, the PSDs' noise level is unchanged at low power and significantly reduced at medium power. Additionally, any Q-TLS–induced noise is almost entirely suppressed at high power.

When comparing our experiments to simulations, we find a reasonable agreement but also a few interesting discrepancies. These indicate that further investigations are required to explain all the features observed in the experiments. Future work may focus on added complexity to the model, as suggested in Sec. V, or an entirely new approach to the description of stochastic time fluctuations due to driven-dissipative TLS interactions.

Finally, an outlook on possible quantum computing applications. Pumping resonators off resonance leads to improvements in $Q_{\text{int}}^{r}$ [13–15]. In Fig. S3, we show the results of a high-power pump at $\Delta_{r,p} = -2$ MHz. When the pump is on, $S_y(10^{-5}$ Hz) and $S_z(10^{-5}$ Hz) are reduced by a factor of $\sim 194$ and 133, respectively (we find similar results on other three resonators; data not shown). Naively, one may think to apply such a pumping to qubits in order to increase their $T_1$ and reduce time fluctuations; however, a strong pump, even when detuned by $\sim 100$ linewidths from the qubit transition frequency, results in a significant qubit population. Recently, an alternative method based on low-frequency Landau-Zener
transitions has been shown to improve $Q_{\text{int}}$, while keeping the resonator in the vacuum state \[33\]. Our results of Fig. S3 indicate that TLS saturation can be used as a powerful tool to largely improve qubit operations. Using low-frequency Landau-Zener transitions to reach saturation could, thus, lead to a major breakthrough in the reduction not only of loss but also of noise in superconducting qubits.
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**Appendix A: Q-TLS PARTIAL CONTRIBUTIONS**

Following the derivation in the work of Ref. \[15\], Eq. (3) allows us to find the quantized Maxwell-Bloch equations for the resonator field $\langle \hat{a} \rangle$, Q-TLS coherence $\langle \hat{\sigma} \rangle$, and Q-TLS population $\langle \hat{\sigma}_z \rangle$. In the stationary regime, these equations make it possible to find $\langle \hat{\sigma}_z \rangle = \sigma_z$:

$$\sigma_z = \frac{\left( \Gamma_{Q-TLS} \right)^2 \langle n \rangle}{16\pi^2 \Delta_{Q-TLS}^2 + \left( \Gamma_{Q-TLS} \right)^2 \left( 1 + \langle n \rangle \right) n_s} - 1,$$  \hspace{2cm} (A1)

where $1/n_s = 32\pi^2 g^2 / \left( \Gamma_{Q-TLS} \right)^2$; $\langle n \rangle$ is generated by steadily pumping the resonator (see Sec. IIIB for details), and Q-TLS saturation is reached upon exceeding $n_s$. Equation (A1) is the saturation law for the population of a single Q-TLS for any $\Delta_{Q-TLS}$.  

In order to find an expression for $\kappa_{Q-TLS}$, we need to consider the transient regime of $\langle \hat{a} \rangle$. This regime is described by a decaying sinusoidal function $\delta a(t) = \exp(-\Gamma_{Q-TLS} t/2) \exp(i \delta \omega t)$, where $\delta \omega = \nu_{Q-TLS} / \Delta_{Q-TLS} / 2 + 2\pi \delta f_t$. In the weak coupling approximation, $g \ll \Gamma_{Q-TLS}$, the Maxwell-Bloch equations for the transient dynamics lead to

$$\kappa_{Q-TLS} = -\sigma_z \frac{16\pi^2 g^2 \Gamma_{Q-TLS}}{16\pi^2 \Delta_{Q-TLS}^2 + \left( \Gamma_{Q-TLS} \right)^2}.$$

**Appendix B: SAMPLE AND SETUP**

Figure 5 shows micrographs of a sample identical to the one measured in this work. The sample is made from a 100-nm-thick Al film deposited by means of electron-beam evaporation on a Si substrate. The fabrication and substrate cleaning processes are similar to those outlined in our work in Ref. \[7\] but without the thermal annealing step.

The quasilumped elements used to implement the resonators are a meandering strip inductor and an interdigital capacitor. The capacitor has a total of 17 fingers, where each finger is 327.5-µm long and has a width $W_c = 5$ µm and a gap $W_c = 5$ µm. The resonance frequency $f_r$ is set by the inductor’s strip length, which varies between 4431 and 5375 µm; the strip width of the inductor is 5 µm, with a minimum intermeander spacing of 10 µm to avoid parasitic capacitances. The width and gap of the feed line are $S_f = 15$ µm and $W_f = 9$ µm, respectively, resulting in $Z_0 \approx 50$ Ω; the width of the ground
plane separating the feed line from the top edge of each resonator is \( G = 10 \, \mu m \).

Figure 6 shows the S-curve measurements for R1 and R2. When \( T \to 0^+ \), these curves follow the modified STM model [7]

\[
\frac{1}{Q_{\text{int}}} = F \tan \delta_{\text{Q-TLS}}^o \left( 1 + \frac{\langle n \rangle}{n_c} \right)^{-\alpha} + \frac{1}{Q_{\text{int}}^r},
\]

where \( F \tan \delta_{\text{Q-TLS}}^o = \Gamma_{\text{Q-TLS}}/2\pi f_r \) (\( F \) is the filling factor for the Q-TLS regions), \( \alpha \) is an exponent indicating the deviation from the STM (in the STM, \( \alpha = 1/2 \)), and the constant offset \( 1/Q_{\text{int}}^r = \Gamma_{\text{int}}^r/2\pi f_r \) accounts for all non-TLS losses.

In our experimental setup, the probe field is generated by means of a VNA from Keysight Technologies Inc., model PNA-X N5242A. The pump field is generated by means of a Keysight microwave source, model E8257D-UNY PSG with enhanced ultra-low phase noise. For all measurements, we use a rubidium timebase from Stanford Research Systems, model DG645 opt. 5, to ensure the long-term frequency stability of both probe and pump fields.

The probe and pump fields are superposed with a two-way power combiner from Krytar, Inc., model 6005180-471. As shown in Fig. S4, the combined field is heavily attenuated and filtered before reaching the sample. The total attenuation of the input line, including power combiner and cables’ attenuation, is \( A \approx 89 \, \text{dB} \), while the gain of the output line is approximately 59 dB. The sample is housed in a quantum socket [34] anchored to the mixing chamber stage of a dilution refrigerator, at approximately 10 mK. A schematic diagram of the entire experimental setup is shown in Fig. S4.

Appendix C: RESONATOR ELECTRIC FIELD

![Electric field simulations for R2. (a) Heat map of \( \|\vec{E}_0\| \) over the entire resonator structure. Inset: three-dimensional view of the resonator capacitor center region. The dashed horizontal blue-white line corresponds to the \( xz \) cross section where \( \vec{E}_r \) is calculated with higher resolution. Blue dashes: regions above the Al films. White dashes: regions above the Si substrate. (b) \( \|\vec{E}_0\| \) vs. \( x \). The field is plotted from the midpoint of one of the three fingers within the \( xz \) cross section to the midpoint of the next finger. The thick blue lines indicate Al films. The green portion of \( \|\vec{E}_0\| \) is at \( z = 1.5 \, \text{nm} \) above the 100-nm–thick Al films, whereas the purple portion is at \( z = 1.5 \, \text{nm} \) above the Si substrate. The electric field variation in proximity of the dashed black vertical lines is approximately 40% between \( z = 0.5 \) and 3.0 nm; away from any Al edge, the variation with \( z \) is negligible. Scale markers are indicated in all panels.](image)

FIG. 6. S-curve measurements for R1 (blue squares) and R2 (green circles). \( Q_{\text{int}} \) vs. \( \langle n \rangle/n_c \). Solid lines correspond to fitting curves obtained from Eq. (B1). All measurements are performed at \( T \sim 10 \, \text{mK} \). The fitting parameters are reported in Table III. Error bars represent 95% confidence intervals.
We simulate the electric field \( \vec{E}_r \) for R2 (same results for R1) by means of Ansys HFSS by ANSYS, Inc; the geometry details are given in App. B and the layout is shown in Figs. 5 (b) and (c). The simulated electric field is plotted in Fig. 7.

Using HFSS, we compute the electric mode volume associated with R2 (or R1) from

\[
V_m = \frac{\varepsilon_S i \iint_{\Omega_S} dV \vec{E}_r \cdot \vec{E}_r^* + \varepsilon_0 \iint_{\Omega_v} dV \vec{E}_v \cdot \vec{E}_v^*}{\max \left( \varepsilon_S \vec{E}_{r,Si} \cdot \vec{E}_{r,v}^*, \varepsilon_0 \vec{E}_{v,Si} \cdot \vec{E}_{v,v}^* \right)},
\]

where \( \varepsilon_S \) and \( \varepsilon_0 \) are the absolute electric permittivities of the silicon region \( \Omega_S \) and the vacuum region \( \Omega_v \) and \( \vec{E}_{r,Si} \) and \( \vec{E}_{v,v} \) are the electric fields in \( \Omega_S \) and \( \Omega_v \). We obtain \( V_m \approx 9.692 \times 10^{-17} \text{ m}^3 \). Hereafter, we refer to the integrals in the numerator of Eq. (C1) as \( I_{Si} \) and \( I_v \).

The zero-point electric field at a position \( \vec{r} \) can then be written as

\[
\vec{E}_0(\vec{r}) = \sqrt{\frac{\hbar f_r}{2 \varepsilon_0 V_m}} G_r(\vec{r}),
\]

where \( G_r(\vec{r}) = \vec{E}_r(\vec{r})/\max(|\vec{E}_r(\vec{r})|) \) is the electric mode function evaluated at \( f_r \) and \( \varepsilon_{eff} = \varepsilon_S q + \varepsilon_0 (1 - q) \) is the effective absolute electric permittivity; the filling factor \( q = I_{Si}/(I_{Si} + I_v) \approx 0.916 \) [36]. For \( \varepsilon_{Si}/\varepsilon_0 = 11.9 \), we obtain \( \varepsilon_{eff}/\varepsilon_0 \approx 10.981 \).

Figure 7 (a) confirms that \( ||\vec{E}_0|| \) is concentrated primarily around the resonator capacitor. Near the center region of the capacitor, we assume \( \vec{E}_0 \) to be uniform over the \( y \)-axis and periodic over the \( x \)-axis. As indicated in Fig. 7 (a), we consider an \( xz \) cross section intersecting three capacitor fingers. We discretize the cross section using a triangular mesh with triangles’ side lengths \( \leq 10 \text{ nm} \); this mesh is much finer than in the rest of the simulated structure. This approach allows us to efficiently compute high resolution values of the electric field within the cross section, \( \vec{E}_0(x, z) \).

We perform simulations for six different values of \( z \) with a spacing of 0.5 nm, from 0.5 to 3.0 nm above the top surface of either the Al film or the Si substrate. The results for one value of \( z \) are shown in Fig. 7 (b). We generate \( g \) by evaluating \( ||\vec{E}_0|| \) at randomly picked points \( (x, z) \) corresponding to Q-TLS positions.
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Supplemental Material for “Fluctuation Spectroscopy of Two-Level Systems in Superconducting Resonators”

S1: RESULTS FOR R2

Figure 8 shows the experimental time series $\Delta f_r(t)$ and $\Gamma_{\text{int}}(t)$ as well as the PSDs of the normalized time series $y(t)$ and $z(t)$, $S_y(f)$ and $S_z(f)$, for R2. Figure 9 shows simulations of the experiments reported in Fig. 8.

S2: HIGH-POWER PUMP

Figure 10 shows $\Gamma_{\text{int}}(t)$ and $f_r(t)$ as well as $S_y(f)$ and $S_z(f)$ for R1 at two pump settings: pump off and (22 dBm, $-2$ MHz), that is, with a high-power pump. This experiment is performed during a different cooldown than for the experiments reported in the main text. In this cooldown, $f_r \approx 5.556966$ GHz and $\Gamma_{\text{int}} \approx 35$ kHz. In these experiments, we measure only one 60-h time period; the PSDs are estimated using Welch’s method with approximately 24-h segments, rectangular windows, and 50% overlap. The high-power results match well with our GTM-based simulations (not shown). These experiments indicate a noise reduction by more than two orders of magnitude, even for a detuning of $\sim 100$ linewidths away from resonance.

S3: SETUP

Figure 11 shows our experimental setup. The probe field power used in the experiments is always very low; however, the pump field power could reach large enough values to drive unwanted nonlinearities in the amplification chain (i.e., gain compression). Thus, we conduct two-tone compression experiments to verify we are not saturating the amplifiers. These experiments are reported in Fig. 12. Compression never exceeds 1 dB in any of our experiments.
FIG. 8. Fluctuation spectroscopy experiments for R2. (a),(b) $\Delta f_r$ and $\Gamma^\text{int}_r$ vs. $t$; the mean fit errors are 214 Hz and 2.7 kHz, respectively. The four 120-h time periods are displayed in real time; the blank periods correspond to gaps between experiments. For presentation clarity, we clip the $y$-axis, therefore losing a few data points. (c),(d) $S_y$ vs. $f$. Dots correspond to PSD values and solid lines to fitting curves from Eq. (8) in the main text.
FIG. 9. Fluctuation spectroscopy simulations for R2. (a),(b) $\Delta f$ and $\Gamma^\text{int}$ vs. $t$; we display only one 120-h time period. (c),(d) $S_y$ and $S_x$ vs. $f$. Dots correspond to PSD values and solid lines to fitting curves from Eq. (8) in the main text. The color coding is the same as in Fig. 8.
FIG. 10. High-power pump for R1 (different cooldown). (a),(b) $\Delta f$ and $\Gamma_{\text{int}}$ vs. $t$. (c),(d) $S_y$ and $S_z$ vs. $f$. Dots correspond to PSD values and solid lines to fitting curves from Eq. (8) in the main text.
FIG. 11. Setup schematic diagram. Yellow boxes indicate attenuators. Orange boxes indicate filters. CNT: carbon nanotube. Blue circles indicate circulators. Purple triangles indicate amplifiers. HEMT: high-electron-mobility transistor. LNA: low-noise amplifier. CP: cold plate. MC: mixing chamber.
FIG. 12. Two-tone compression for R1 (blue squares) and R2 (green circles). (a) $|S_{21}|$ vs. $P_p$ at $\Delta r,p = -2$ MHz. (b) $|S_{21}|$ vs. $\Delta r,p$ at $P_p = 5$ dBm; note that this second experiment is used to test for frequency nonuniformity in the amplification chain. Power and detuning ranges are as in Fig. 1 of the main text. Error bars represent 95% confidence intervals. Lines are guides to the eye.