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Abstract. In this work, a semi-automatic computational strategy is proposed for brain tumor segmentation. The filtering (erosion + gaussian filters), segmentation (level set technique) and quantification (BT volume) stages are applied to magnetic resonance imaging in order to generate the three-dimensional morphology of brain tumors. The Jaccard's Similarity Index is considered to contrast manual segmentation with semi-automatic segmentations of brain tumor. In this sense, the highest Jaccard's Similarity Index provides the best parameters of the techniques that constitute the semi-automatic computational strategy. Results are promising, showing an excellent correlation between these segmentations. The volume is used for the brain tumors characterization.

1. Introduction
In this paper, brain tumors (BT) are classified according to the American Brain Tumor Association. In this sense, a scheme about the types of BT is presented in Figure 1 [1].

![Figure 1. General diagram for BT classification.](image-url)
Additionally, in the context of digital image processing, the main problem with brain MRI is the Riccian noise [2,3]. In order to approach this problem, usually, a filtering stage is used for modifying the attributes of the images acquired by any of the imaging modalities presented through Figure 2. Although there are different modalities of medical imaging, in this investigation, we chose to work with magnetic resonance imaging (MRI).

![Figure 2. Main imaging modalities used in the medical context.](image)

On the other hand, worldwide, many researchers have developed computational models of brain tumors following approaches such as: deep learning [4,5], random forest algorithm [6], fuzzy logic [7], template system [8], diffusion tensor imaging [9], a BT classification system based on multi-modal image radiomics features [10] and active contour model [11].

In our paper, we focus the attention on the application of a filter bank and level set segmentation technique for semi-automatic segmentation of astrocytomas and meningiomas brain tumors.

### 2. Materials and methods

#### 2.1. Datasets
Two three-dimensional MRI datasets were used, supplied by the Instituto de Bioingeniería y Diagnóstico S.A., Táchira, Venezuela. They correspond to anatomical structures present in patients with meningioma and astrocytoma tumors.

In addition, BT manual segmentation (ground truth) generated by a neuro-oncologist, is available.

#### 2.2. Computational strategy suggested
Figure 3 shows a scheme of the semi-automatic computational strategy (SACS), proposed in the present investigation, to segment the BT.

![Figure 3. Diagram about the proposed strategy (SACS).](image)
2.3. Filter bank
At this stage, a filter bank is applied to the datasets described in 2.1 section. A brief explanation of these filters is found below.

2.3.1. Erosion filter. The mathematical model of morphological erosion ($\Theta$) filter, considering an image ($I$) and a structuring element ($S$), is shown using Equation (1).

$$(I \Theta S) = \{x \mid (S)x \subset I\} \quad (1)$$

In this work, a spherical structuring element was considered, and its size is fixed in (3,3,3) according to Ibañez et al. [12].

2.3.2. Gaussian Filter. This filter, in several dimensions, is a one-dimensional superposition in the orthogonal directions. This allows the development of implicit discretization schemes of the heat equation with a stable Gaussian filtering process [13]. In this sense, a discrete Gaussian distribution represented by a kernel, with arbitrary size, can be used. The kernel values are obtained according to Newton’s binomial theorem. In this paper, during smoothing, to decrease the number of parameters of the Gaussian filter, the size of its neighborhood is arbitrarily set to (3,3,3); while the values of its standard deviation, in any direction, to be equal to the standard deviation of the eroded image generated by the morphological erosion filter.

2.3.3. Gradient Magnitude Filter (GMF). The mathematical model, to obtain a filtered image by gradient magnitude ($I_{GM}$), is presented by Equation (2). In this work, a scheme based on finite differences was used for GMF computational implementation [14,15].

$$I_{GM} = \left(\left(\frac{\partial I}{\partial i}\right)^2 + \left(\frac{\partial I}{\partial j}\right)^2 + \left(\frac{\partial I}{\partial k}\right)^2\right)^{1/2} \quad (2)$$

where: $i, j, k$ represents the spatial directions in which the gradient is calculated and $\left(\frac{\partial I}{\partial i}, \frac{\partial I}{\partial j}, \frac{\partial I}{\partial k}\right)$ are the partial derivatives of the considered image.

2.4. Segmentation
This stage involves two steps: seed point detection and level set segmentation technique. An explanation of these is presented next.

2.4.1. Seed point detection. In each dataset, a neuro-oncologist manually chooses the seed voxel considering the centroid of BT.

2.4.2. Level set technique (LS). This technique allows the iterative deformation of a geometric iso-sphere. The sparse field level set algorithm, based on uniformity of regions (feature image), is chosen to perform the BT segmentation to exploit their ability for both contraction and expansion. The ItkSnap implementation of the sparse field LS algorithm is modeled by the Equation (3) and it is used to perform the brain tumors segmentation [16].

$$I_{LS} = [\alpha G(I) + \beta G(I)\bar{k}]n \quad (3)$$

being: $I_{LS}$ segmented image, $\alpha$ and $\beta$ LS tuning parameters, $G(I)$ feature image, $\bar{k}$ average curvature of an iso-sphere and $n$ the normal direction in which each point of the iso-sphere moves.
In ItkSnap, the iso-sphere propagation speed is controlled in terms of: a) the feature image ($\alpha$) and b) the average curvature of the contour being processed ($\beta$). The values for $\alpha$ and $\beta$ can be selected from the real interval $[0,1]$ with step size of $0.1$, by default.

During the tuning process, the Jaccard’s similarity index (JSI) is used to compare semi-automatic and manual segmentations of BT [17]. The JSI is implemented by Equation (4).

$$\text{JSI} = \frac{|\text{MS} \cap \text{SAS}|}{|\text{MS} \cup \text{SAS}|}$$  \hspace{2cm} (4)

where: MS is the manual segmentation and SAS is the semi-automatic segmentation.

The optimal values for the parameters of the LS ($\alpha$ and $\beta$) are matched to the experiment that generates the highest value for the JSI.

3. Results
A maximum JSI of 0.8731 is obtained from the tuning, which generated the optimal parameters for LS technique ($\alpha = 1$, $\beta = 0.2$).

Figure 4 shows an axial view of an original image using the selected dataset, and the images linked to digital processing developed with the SACS.

![Figure 4. Effect of the SACS using a 2D view of the brain tumor type meningioma. (a) Original, (b) eroded, (c) gaussian, and (d) gradient.](image-url)
Additionally, Figure 5 shows the three-dimensional morphology of segmented BT.

![Figure 5](image)

Figure 5. Three-dimensional representation of segmented brain tumors. (a) Meningioma, (b) astrocytoma type II, and (c) anaplastic astrocytoma type III.

Finally, Table 1 shows the volume values (voxel size multiplied by the number of BT voxels) considering the semi-automatic segmentations of the brain tumors [18].

| BT                      | Volume (cm$^3$) |
|-------------------------|-----------------|
| Meningioma              | 36.8800         |
| Astrocytoma type II     | 43.5375         |
| Anaplastic astrocytoma type III | 24.9500       |

According to the results, the SACS had a good performance segmenting BT because the maximum JIS value obtained for the BT segmentation was 0.8731. This value is comparable with JSI= 0.8889 [10] and JSI = 0.9470 [9].

Another interesting result is the high morphological variability of considered tumors. This fact contradicts the geometric hypotheses considered by clinical experts, to estimate the BT volume [18].

4. Conclusions

The BT semi-automatic segmentations generated using the proposed strategy, allow the volume calculation of each considered tumor, without any geometrical hypotheses. The JSI value reported in this paper suggests that the SACS have an excellent performance.

It is planned, for the future, to use this strategy in the segmentation and quantification of other types of tumors affecting the human brain, such as multi-form glioblastom, ependymoma, medulloblastoma oligodendroglioma and pituitary tumors.
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