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I. INTRODUCTION

Anthracnose is a phytopathology which attacks several commercial tropical crops such as coffee. The Anthracnose of coffee is known under the name coffee berry disease (CBD) and its pathogen is the Colletotrichum kahawae, an ascomycete fungus. The literature on Anthracnose pathosystem is very large [4], [5], [7], [13], [15], [19], [20]. There are also several attempts of modelling in order to better understand CBD spread and identify efficient control strategies [9], [10], [12], [16], [17], [18], [19], [20], [26]. These approaches to control anthracnose disease. Among them there are genetic methods [4], [5], [7], [15], [17], [22], [23], biological control [11], chemical control [5], [21], [23] and cultivation practices [5], [18], [19], [20]. The chemical method seems more efficient but presents several ecological risks. Moreover, inadequate application of treatments could induce resistance in the pathogen [24]. A dynamical spatial model including chemical control have been proposed and analysed in [15]. The aim of that work was to optimize the used of the chemical control with respect to a given cost functional. The disease dynamics was represented by an inhibition rate $\theta$ satisfying the following problem.

\[
\partial_t \theta = \alpha (t, x) \left( 1 - \frac{1}{(1 - \sigma u (t, x))} \right) + \text{div} \left( A (t, x) \nabla \theta \right),
\]

on $\mathbb{R}^+ \times \Omega$

\[
\left\langle A (t, x) \nabla \theta (t, x), n (x) \right\rangle = 0, \quad \text{on } \mathbb{R}^+ \times \partial \Omega
\]

where $n (x)$ denotes the normal vector on the boundary at $x$ and

\[
\theta (0, x) = \rho (x) \geq 0, \quad x \in \Omega \subseteq \mathbb{R}^3
\]

The main contribution of the present paper is to include into the model above a pulse control strategy representing cultivation practices such as pruning old infected twigs and removing mummified fruits. Indeed, those actions are made at discrete times with a certain rhythm. Although the action of antifungal compounds is continuous their application is not continuous in the time. In the same manner parameters of the model are not necessarily continuous. In addition, this paper assume more weak conditions on the regularity of the parameter of the model than [13]. We then propose the following impulsive model.

\[
\partial_t \theta = \alpha (t, x) \left( 1 - \frac{1}{(1 - \sigma u (t, x))} \right) + \text{div} \left( A (t, x) \nabla \theta \right),
\]

on $\mathbb{R}^+ \setminus \{ (t_i)_{i \in \mathbb{N}} \} \times \Omega$

\[
\theta (t_i^+, x) = (1 - v_i (x)) \theta (t_i, x), \quad i \in \mathbb{N}^+, x \in \Omega
\]

\[
\tau_0 = t_0 = 0 \quad \text{and} \quad \tau_i = \inf \{ t_k > \tau_{i-1}; k > 0 \}
\]

\[
\| \theta (t_k, \cdot) \|_{H^1 (\Omega)} \geq \sigma^*
\]

where $(t_k)_{k \in \mathbb{N}}$ is an increasing sequence in $\mathbb{R}^+$ such that $\lim_{k \to \infty} t_k = \infty$.

\[
\left\langle A (t, x) \nabla \theta (t, x), n (x) \right\rangle = 0, \quad \text{on } \left( \mathbb{R}^+ \setminus \{ (t_i)_{i \in \mathbb{N}} \} \right) \times \partial \Omega
\]

where $n (x)$ designates the normal vector on the boundary at $x$ and

\[
\theta (0, x) = \rho (x) \geq 0, \quad x \in \Omega \subseteq \mathbb{R}^3
\]

Let recall that $\theta (t^+, x)$ and $\theta (t^-, x)$ mean respectively $\lim_{s \to t, s > t} \theta (s, x)$ and $\lim_{s \to t, s < t} \theta (s, x)$. Here, $\theta$ is assumed left continuous with respect to the time $\theta (t, \cdot) = \theta (t^-, \cdot)$.
In the model \(1 \rightarrow 5\) function \(\alpha\) represents the inhibition pressure which could also depend on climatic and environmental conditions \([9], [10], [12]\). It could be an almost periodic function with respect to time, taking into account climatic seasons. The term \(\text{div}(A\nabla \theta)\) refers to the spatial spread of the disease in the open domain \(\Omega \subset \mathbb{R}^2\). The boundary condition \((A\nabla \theta, n) = 0\) where \(A\) is a \(3 \times 3\)-matrix \((a_{ij})\) could be understood as the law steering migration of the disease between \(\Omega\) and its exterior. For instance, if \(A\) is reduce to \(I\) the identity matrix then \((\nabla \theta, n) = 0\) means that the domain \(\Omega\) is isolated or closed. That is \(\Omega\) does not have any exchange with its exterior. In order to give a mathematical sense to the term \((A\nabla \theta, n)\) we assume that \(\partial \Omega \in H^1(\mathbb{R}; \mathbb{R}^2)\).

There is two means of control in the model \(1 \rightarrow 5\). The first one is the chemical control corresponding the effects after application of fungicides. Those effects are modeled by a function \(v\) taking its values in the set \([0, 1]\). \(1 - \sigma\) is a threshold parameter that models the inhibition rate below which it is not possible and not necessary to try any control strategy. It may correspond to the to epidermis penetration by hyphae. The second control measure of anthracnose is cultivational practices which reduce at discrete times the density of the pathogen and therefore inhibition rate \(\theta\).

In the model \(1 \rightarrow 5\) cultivational practices are represented by the sequence \((v_i)_{i \in \mathbb{N}^*} \subset [0, 1]\). \(\sigma^*\) is a parameter that models the critical threshold above which it is necessary to intervene to reduce severity and diffusion of the disease. The sequence \((t_k)_{k \in \mathbb{N}}\) could be viewed as times when usual interventions are possible. It can be in terms of hours, days, months or weeks as it is common in coffee cultivation for instance. Indeed, practically it is not realistic to monitor or intervene the whole time. Thus, based on the hypothesis that any major events could not happen in a "small" interval of time a calender is established. Obviously, something could happen even in a little interval of time. However, we can assume that during that period chemical control still acts. We then assume that the period of activity of chemical treatment is finite and greater than \(\sup_{k \in \mathbb{N}^*} |t_k - t_{k-1}| < \infty\).

The remainder of the paper has the following structure. In section II we study the well-posedness of the model \(1 \rightarrow 5\) and its aggregate version. Section III focuses on the optimal control of anthracnose based only on the pulse strategy. In subsection III-A we look at the optimal control of the aggregate version while in subsection III-B we do the same work for the general model. In subsection III-C we present and discuss some numerical simulations corresponding to results stated in previous subsections. Section IV is devoted to the study of the optimal control of anthracnose using simultaneously pulse and continuous strategies. In subsections IV-A and IV-B we study respectively the optimal control of the aggregate model and the general model. In subsection IV-C we present and discuss some numerical simulations corresponding to results of the two previous subsections. Finally, in section V we discuss the model and some results.

II. WELL-POSEDNESS OF THE MODEL

A. An aggregate version of the model

An aggregate version of the model \(1 \rightarrow 5\) might correspond to the spatially averaged inhibition rate of anthracnose all over the spatial domain of study \(\Omega\). Let \(|\Omega|\) denotes the volume \(\int_\Omega dx\). If we replace \(\alpha, u\) and \(v_i\) respectively by spatial averages \(\frac{1}{|\Omega|} \int_\Omega \alpha (., x) dx\), \(\frac{1}{|\Omega|} \int_\Omega u (., x) dx\) and \(\frac{1}{|\Omega|} \int_\Omega v_i (., x) dx\) but we keep the same notation then the spatial average \(\Theta (t) = \frac{1}{|\Omega|} \int_\Omega \theta (t, x) dx\) satisfies the following impulsive differential equation.

\[d\Theta = (\alpha (1 - \Theta) - \sigma u(t)) \quad \text{on} \quad \mathbb{R}_+^* \setminus \{\tau_i\}_{i \in \mathbb{N}^*} \]

\[\Theta (\tau_i^+) = (1 - v_i) \Theta (\tau_i) \quad i \in \mathbb{N}^* \quad (7)\]

\[\tau_0 = t_0 = 0 \quad \text{and} \quad \tau_i = \inf \{t_k > \tau_{i-1}; k > 0, \Theta (t_k) \geq \sigma^*\} \quad (8)\]

\[\Theta (0) = \Theta_0 \in [0, 1] \quad (9)\]

The aggregate model is simpler to study and exhibit the average behaviour of the general model. On the other hand, tools used for the aggregate model give an idea on the generalizations that are necessary to study the general model.

Let denote by the solution of \((3) \rightarrow (4)\) a piecewise absolutely continuous function \(\Theta\) satisfying in each set \([\tau_k, \tau_{k+1}]\)

\[\Theta (t) = \Theta (\tau_k^+) + \int_{\tau_k}^t \alpha (s) (1 - \Theta (s) / (1 - \sigma u(s))) \, ds \quad (10)\]

We make the following assumptions in order to survey existence and the uniqueness of such a solution.

\[(H1): \alpha \in L^\infty_{\text{loc}}(\mathbb{R}_+^*; \mathbb{R}_+)\]

\[(H2): u \in L^\infty([0, 1])\]

**Proposition 1:** If \(\Theta\) is a solution of \((3) \rightarrow (4)\) then \(\Theta\) is \([0, 1] \rightarrow \mathbb{R}_+^*\)-valued.

**Proof:** Let \(\Theta\) be the solution of \((3) \rightarrow (4)\). Since \(v_i \in [0, 1]\) it suffices to establish that the restriction of \(\Theta\) on \([t_0, t_1]\) is \([0, 1] \rightarrow \mathbb{R}_+^*\)-valued. Let

\[f = \begin{cases} -\Theta, & \Theta < 0 \\ 0, & \Theta \geq 0 \end{cases} \quad \text{and} \quad g = \begin{cases} \Theta - 1, & \Theta > 1 \\ 0, & \Theta \leq 1 \end{cases} \]

We first prove that \(\Theta \geq 0\). Assume that the subset \(U \subset [t_0, t_1]\) is the nonempty interior of the set where \(f = \) is not null. \(f\) is continuous and is null on \(\partial U\) the boundary of \(U\) because the set \([t_0, t_1]\) is convex. For every time \(t \in U\), \(f\) satisfies \(f(\inf U) = 0\) and

\[f(t) = \int_{\inf U}^t (1 - \sigma (s)/(1 - \sigma u(s))) \, ds \leq 0\]

That is a contradiction which means \(U\) is empty. Using again the continuity of \(f\) we get that \(f\) is null on \([t_0, t_1]\). We conclude that \(\Theta\) remains nonnegative.

Now we prove that \(\Theta \leq 1\). Assume that the subset \(V \subset [t_0, t_1]\) is the nonempty interior of the set where \(g = \) is not null.
$g$ is continuous and is null on $\partial V$ because the set $]t_0, t_1]$ is convex. For every time $t \in V$, $g$ satisfies $g(\inf V) = 0$ and

$$
g(t) = \int_{\inf V}^{t} \alpha(s)(1 - (g(s) + 1)/(1 - \sigma u(s))) \, ds
= \int_{\inf V}^{t} \alpha(s)(1 - 1/(1 - \sigma u(s))) \, ds
- \int_{\inf V}^{t} \alpha(s)g(s)/(1 - \sigma u(s)) \, ds
\leq 0
$$

That is a contradiction which means $V$ is empty. Using again the continuity of $g$ we get that $g$ is null on $[t_0, t_1]$. We conclude that $\Theta$ remains less than 1.

**Proposition 2:** The problem (10) has a unique global solution.

**Proof:** It suffices to establish existence of a local solution and use the proposition [1] to conclude the result. It also suffices to restrict ourselves to the set $[t_0^+, t_1]$. The function $(t, x) \in [t_0^+, t_1] \times [0, 1] \rightarrow \alpha(t)(1 - x/(1 - \sigma u(t)))$ is integrable with respect to $t$, lipschitz continuous with respect to $x$ and upper bounded by $\alpha$ which is also integrable with respect to $t$. Then by the Carathéodory theorem (see [3]) there is a local $[0, 1]$ valued solution. Let now prove the uniqueness of solution. Assume that $x$ and $y$ are solutions on $[t_0^+, t_1]$.

$$
|x(t) - y(t)| = |x(t_0^+) - y(t_0^+)|
+ \int_{t_0}^{t} \alpha(s) |y(s) - x(s)|/(1 - \sigma u(s)) \, ds
$$

Using Gronwall lemma we get

$$
|x(t) - y(t)| \leq |x(t_0^+) - y(t_0^+)|
\times \exp \left( \int_{t_0}^{t} \alpha(s)/(1 - \sigma u(s)) \, ds \right)
$$

and more generally if $t \in [t_0^+, t_{k+1}]

$$
|x(t) - y(t)| \leq \left( \prod_{i=0}^{k} |x(t_0) - y(t_0)| \right)
\times \exp \left( \int_{t_0}^{t} \alpha(s)/(1 - \sigma u(s)) \, ds \right)
$$

Thus solution is unique and depends continuously on initial conditions.

It is important to notice that the solution of (10) is continuous with respect to control strategies $u$ and $(v_i)$.

**B. The main model**

Let denote by the solution of (10) a piecewise absolutely continuous $H^2(\Omega; \mathbb{R})$ -valued function $\theta$ satisfying in each set $]\tau_k, \tau_{k+1}]$, $\forall x \in \Omega$

$$
\theta(t, x) = \theta(\tau_k^+, x) + \int_{\tau_k}^{t} \alpha(s,x)(1 - \theta(s,x)/(1 - \sigma u(s,x))) \, ds
+ \int_{\tau_k}^{t} \text{div}(A(s,x)\nabla\theta(s,x)) \, ds
$$

and

$$
\theta(0^-, x) = \rho(x) \in [0, 1], \forall x \in \overline{U} \subseteq \mathbb{R}^3
$$

By the weak solution of (10) we mean a piecewise absolutely continuous $H^1(\Omega; \mathbb{R})$ -valued function $\theta$ satisfying the two last conditions. Additionaly the weak solution shall satisfy in each set $]\tau_k, \tau_{k+1}]$

$$
\int_{\Omega}^{\theta(t, x)} \psi(t, x) \, dx
= \int_{\Omega}^{\theta(\tau_k^+, x)} \psi(\tau_k^+, x) \, dx
- \int_{\Omega \setminus \tau_k} \langle A(s,x) \nabla \theta(s,x), \nabla \psi(s,x) \rangle \, dsdx
+ \int_{\Omega \setminus \tau_k} \alpha(s,x) \psi(s,x)(1 - \theta(s,x)/(1 - \sigma u(s,x))) \, dsdx
$$

where $\psi \in H^1(\Omega; \mathbb{R})$. We make the following assumptions in order to survey existence and the uniqueness of such a solution.

**H3:** $\alpha \in L^\infty_{\text{loc}}(\mathbb{R}^+; L^\infty(\Omega; \mathbb{R}^+))$.

**H4:** $\forall i, j \in \{1, 2, 3\}, a_{ij} \in L^\infty_{\text{loc}}(\mathbb{R}^+; W^{1, \infty}(\Omega; \mathbb{R}))$.

**H5:** $\exists \delta \in \mathbb{R}^+$ such that $\forall t \in \mathbb{R}^+, \forall w \in W^{1, 2}(\Omega; \mathbb{R})$

$$
\int_{\Omega} \langle A(t, x) \nabla w(x), \nabla w(x) \rangle \, dx \geq \delta \int_{\Omega} \langle \nabla w(x), \nabla w(x) \rangle \, dx.
$$

**H6:** $u \in L^\infty(\mathbb{R}^+; L^\infty(\Omega; [0, 1]))$.

**H7:** $\forall i \in \mathbb{N}, v_i \in L^\infty(\Omega; [0, 1])$.

**Proposition 3:** If $\theta$ is a solution of (10) then $\forall t \in \mathbb{R}^+$, $\theta(t, x) \in [0, 1]$ for almost every $x \in \Omega$.

**Proof:** Let $\theta$ be the solution of (10). Since $v_i \in L^\infty(\Omega; [0, 1])$ it suffices to establish the result for the restriction of $\theta$ on $]t_0, t_1]$. Let

$$
f = \begin{cases} 
-\theta, & \theta < 0 \\
0, & \theta \geq 0
\end{cases}
\quad \text{and} \quad
g = \begin{cases} 
\theta - 1, & \theta > 1 \\
0, & \theta \leq 1
\end{cases}
$$

We first prove that $\theta \geq 0$. Assume that a subset $U = U_1 \times U_2 \subset [t_0, t_1] \times \Omega$ is the nonempty interior of a set where $f$ is not null. $f$ is continuous and is null on $\partial U$ the boundary of
V because the set \([t_0, t_1] \times \Omega\) is convex. \(f \left( \inf U_1, . \right) = 0\) and

\[
\frac{1}{2} \partial_t \|f(t, .)\|^2_{L^2(U_2; \mathbb{R})} = \frac{1}{2} \partial_t \int_{U_2} f^2 (t, x) \, dx = \int_{U_2} f (t, x) \partial_t f (t, x) \, dx = -\int_{U_2} \alpha (t, x) f (t, x) \, dx + \int_{U_2} \div \left( A(t, x) \nabla f(t, x) \right) f(t, x) \, dx
\]

\[
\leq 0
\]

Using the Gronwall lemma \(\|f(t, .)\|^2_{L^2(U_2; \mathbb{R})} \leq 0\) and is consequently null. That is a contradiction which means \(U_2\) is empty. We conclude that \(\forall t \in [t_0, t_1], \theta (t, .)\) remains nonnegative almost everywhere in \(\Omega\).

Now we prove that \(\theta \leq 1\). Assume that a subset \(V = V_1 \times V_2 \subset [t_0, t_1] \times \Omega\) is the nonempty interior of a set where \(g\) is not null, \(g\) is continuous and is null on \(\partial V\) the boundary of \(V\) because the set \([t_0, t_1] \times \Omega\) is convex. \(g \left( \inf V_1, . \right) = 0\) and

\[
\frac{1}{2} \partial_t \|g(t, .)\|^2_{L^2(U_2; \mathbb{R})} = \int_{V_2} \alpha (t, x) g (t, x) \left( 1 - 1 / \left( 1 - \sigma u (t, x) \right) \right) \, dx + \int_{V_2} \div \left( A(t, x) \nabla g(t, x) \right) g(t, x) \, dx
\]

\[
\leq 0
\]

Using the Gronwall lemma \(\|g(t, .)\|^2_{L^2(U_2; \mathbb{R})} \leq 0\) and is consequently null. That is a contradiction which means \(U_2\) is empty. We conclude that \(\forall t \in [t_0, t_1], \theta (t, .)\) remains less than 1 almost everywhere in \(\Omega\).

From assumptions (H4)-(H5) the following problem has a unique solution in \(H^1 (\Omega)\) for an arbitrary but fixed time \(t > 0\).

\[
\begin{aligned}
\div \left( A(t, x) \nabla w (x) \right) &= f (x), \forall x \in \Omega \\
\left( A(t, x) \nabla w (x), n (x) \right) &= 0, \forall x \in \partial \Omega
\end{aligned}
\]

where \(f \in L^2 (\Omega)\). Following [2] in theorems 3.6.1 and 3.6.2 we can easily establish that there is an orthonormal complete system \((\varphi_n (t, .))_{n \in \mathbb{N}} \subset L^2 (\Omega)\) of eigenfunctions and eigenvalues \((\lambda_n (t))\) such that \(\forall n \in \mathbb{N},\)

\[
\begin{align*}
\div \left( A(t, x) \nabla \varphi_n (t, x) \right) &= \lambda_n (t) \varphi_n (t, x), \forall x \in \Omega \\
\left( A(t, x) \nabla \varphi_n (t, x), n (x) \right) &= 0, \forall x \in \partial \Omega
\end{align*}
\]

Moreover, \((\varphi_n (t, .))_{n \in \mathbb{N}} \subset H^1 (\Omega)\) and if \(\partial \Omega\) is of class \(C^2\) then \((\varphi_n (t, .))_{n \in \mathbb{N}} \subset H^2 (\Omega)\).

Now we make the following assumption

**(H8):** The sequence \((\varphi_n)\) does not depend on the time (ie \(\varphi_n (t, .) = \varphi_n (., .), \forall t > 0\)).

(H8) could happen if \(A (t, .)\) has the form \(\mu (t) B (.)\) with \(\mu (t) \in \mathbb{R}, \forall t \geq 0\). It will be the case in particular if \(A (t, .) = \mu (t) I\) and therefore \(\div \left( A(t, x) \nabla w \right) = \Delta w\). Here \(I\) denotes the identity matrix of \(\mathbb{R}^2\). Whether (H8) is satisfied a weak solution \(\theta\) of (6) - (9) can be written as the sum \(\sum_{n \geq 0} \theta_n \varphi_n\) where each \(\theta_n\) is an absolutely continuous function of the time and satisfies in each set \([\tau_k, \tau_{k+1}]\),

\[
\begin{align*}
\theta_n (t) &\int_{\Omega} \varphi_n^2 (x) \, dx \\
&= \theta_n (\tau_k^{+}) \int_{\Omega} \varphi_n^2 (x) \, dx \\
&- \int_{\tau_k}^{t} \theta_n (s) \int_{\Omega} \alpha (s, x) \varphi_n^2 (x) / (1 - \sigma u (s, x)) \, dx dx \\
&+ \int_{\tau_k}^{t} \lambda_n (s) \theta_n (s) \int_{\Omega} \varphi_n^2 (x) \, dx dx + \int_{\tau_k}^{t} \int_{\Omega} \alpha (s, x) \varphi_n (x) \, dx dx
\end{align*}
\]

**Theorem 4:** The problem [8] - [11] has a unique global weak solution \(\theta\). Moreover, if \(\Omega\) is of class \(C^2\) then \(\forall t > 0, \theta (t, .) \in H^2 (\Omega)\).

**Proof:** It suffices to establish existence of a local solution and use the proposition[3] to conclude the result. It also suffices to restrict ourselves to the set \([t_0^{+}, t_1]\).

The function

\[
(t, w) \in \left[ t_0^{+}, t_1 \right] \times [0, 1] \rightarrow \lambda_n (t) w + \int_{\Omega} \alpha (s, x) \varphi_n (x) \, dx dx / \left( \int_{\Omega} \varphi_n^2 (x) \, dx \right)
\]

is integrable with respect to \(t\), lipschitz continuous with respect to \(w\). Using proposition[3] and the Carathéodory theorem the problem [11] - [15] has a unique global weak solution \(\theta \in L^2 (\Omega; [0, 1])\). That weak solution depends continuously on initial conditions.

It is important to notice that the solution of [8] - [11] is continuous with respect to control strategies \(u\) and \((v_i)\).
III. Optimal Control Based Only on the Pulse Strategy

In this section we restrict the time of study to the set \([0, T]\) where \(T \in [\tau_k, \tau_{k+1}]\) corresponds to the annual production period with respect to a time unit.

A. The aggregate model

The aim of this subsection is to prove the existence and characterize of strategy \(v^* = (v^*_i)_{i \in \mathbb{N}}\) which minimizes the following cost functional.

\[
J(v) = \int_0^T \Theta(s) \, ds + \sum_{i=0}^k c_i v_i \Theta(\tau_i) + \Theta(T)
\]

where \(c = (c_i)_{i \in \mathbb{N}} \subseteq \mathbb{R}_+^k\) is a sequence of cost ratios related to the use of control. Looking at \(J\) we are just interested by the \(k + 1\) first terms of \(v\) and \(c\).

**Proposition 5:** There is an optimal strategy \(v^* = (v^*_i)_{i \in \mathbb{N}}\) which minimizes \(J\).

**Proof:** The problem can be reduced to find \(v^* = (v^*_i)_{0 \leq i \leq k} \in [0,1]^{k+1}\) with other terms null since they are useless in \(J\). Note that \(0 \leq J \leq 1 + T + \sum_{i=0}^k c_i\). Let \(J^* = \min_{v \in [0,1]^{k+1}} J(v)\). There is a sequence \((v^n)_{n \in \mathbb{N}}\) such that the sequence \((J(v^n))_{n \in \mathbb{N}}\) converges to \(J^*\). Since \([0,1]^{k+1}\) is compact and \(J\) is continuous there is a subsequence \((v^{n_m})\) which converges to \(v^* = (v^*_i)_{0 \leq i \leq k} \in [0,1]^{k+1}\) and \(J(v^*) = J^*\).

In the remaining of the subsection we try to characterize the optimal control strategy in order to compute it. We have mentioned above that the solution of \((6) - (9)\) is continuous with respect to control strategies \(u\) and \((v_i)\). Now we do the additional assumption that the solution of \((6) - (9)\) is gâteaux differentiable with respect to \(v = (v_i)_{0 \leq i \leq k} \in [0,1]^{k+1}\). Let \(\Theta_u\) be the solution of \((6) - (9)\) associated to a chosen control strategy \(u\) \(\Phi = D_u \Theta_u\) and \(J_v = D_v J (v) = \Gamma^v u\). Let \(\Phi\) be the semiflow corresponding to \((6) - (9)\). \(\Phi\) satisfies \(\forall t \in [\tau_i, \tau_{i+1}]\),

\[
\Phi(t, \tau_i, x) = x \exp \left( \int_{\tau_i}^t \frac{\alpha(s)}{1 - \sigma u(s)} \, ds \right) + \int_{\tau_i}^t \alpha(s) \exp \left( \int_s^t \frac{\alpha(\tau)}{1 - \sigma u(\tau)} \, d\tau \right) \, ds
\]

and \(\partial_t \Phi(t, \tau_i, x) = \exp \left( -\int_{\tau_i}^t \frac{\alpha(s)}{1 - \sigma u(s)} \, ds \right)\).

On the other hand

\[
\Theta_u(t) = \Phi(t, \tau_i, \Theta_u(\tau_i^+)) = \Phi(t, \tau_i, v_i \Phi(\tau_i, \tau_i-1, \sigma u_{\theta}(\tau_i-1)))
\]

We have \(\forall t \in [\tau_i, \tau_{i+1}]\),

\[
z_v(t) = \omega^i v_0 \Theta_u(0) \exp \left( -\int_0^t \frac{\alpha(s)}{1 - \sigma u(s)} \, ds \right)
\]

and \(\forall t \in [\tau_i, \tau_{i+1}] \), \(i \in \mathbb{N}^*\)

\[
z_v(t) = (\omega^i v_i \Theta_u(\tau_i) + \underline{\omega}^i z_v(\tau_i))
\]

\[
\times \exp \left( -\int_{\tau_i}^t \frac{\alpha(s)}{1 - \sigma u(s)} \, ds \right)
\]

\[
= \left( \prod_{j=0}^i \omega^j \right) z_v(\tau_0)
\]

\[
\times \exp \left( -\int_0^t \frac{\alpha(s)}{1 - \sigma u(s)} \, ds \right)
\]

\[
+ \sum_{j=0}^{i-1} \left( \prod_{\tau_j}^i \omega^j \right) v_j \Theta_u(\tau_j) \times \exp \left( -\int_{\tau_j}^t \frac{\alpha(s)}{1 - \sigma u(s)} \, ds \right)
\]

\[
= \sum_{j=0}^{i-1} \left( \prod_{\tau_j}^i \omega^j \right) v_j \Theta_u(\tau_j) \times \exp \left( -\int_{\tau_j}^t \frac{\alpha(s)}{1 - \sigma u(s)} \, ds \right)
\]

and thus \(z_v\) satisfies

\[
dz_v/dt = -\alpha(t) z_v(t) / (1 - \sigma u(t)), \quad \text{on} \quad \mathbb{R}_+^k \setminus (\tau_i)_{i \in \mathbb{N}}
\]

\[
z_v(0) = 0 \in [0,1]
\]

\[
\forall i \in \mathbb{N}^*, \quad z_v(\tau^+_i)
\]

\[
= \sum_{j=0}^{i-1} \left( \prod_{\tau_j}^i \omega^j \right) v_j \Theta_u(\tau_j) \times \exp \left( -\int_{\tau_j}^t \frac{\alpha(s)}{1 - \sigma u(s)} \, ds \right)
\]

\[
\forall t \in [0, T], \quad \Psi_{\Lambda}(t) \in \mathbb{R}^{k+1} \text{ is such that} \quad \Psi_{\Lambda}(0) = 0 \quad \text{and} \quad \forall t \in [\tau_i, \tau_{i+1}]\),

\[
\Psi_{\Lambda}(t) = \begin{cases} \prod_{\tau_j}^i \omega^j \Theta_u(\tau_j) \exp \left( -\int_{\tau_j}^t \frac{\alpha(s)}{1 - \sigma u(s)} \, ds \right), & \text{if } 0 \leq j \leq i \\ 0, & \text{if } j > i \end{cases}
\]

**Proposition 6:** If \(v = v^*\) is an optimal strategy then \(\forall v \in V\),

\[
\sum_{i=0}^k (c_i - p_{v^*}(\tau^+_i)) v_i \Theta_u(\tau_i) = J_v \geq 0
\]

where

\[
V = \left\{ v \in \mathbb{R}^{k+1}; \exists \varepsilon > 0; v^* + \varepsilon v \in [0,1]^{k+1} \right\}
\]

and \(p_{v^*}\) is solution of the following adjoint problem

\[
dp_{v^*}/dt = \alpha(t) p_{v^*} / (1 - \sigma u(t)) - 1, \quad \text{if } t \in [0, T] \setminus \{\tau_i\}, \quad i \in [0, k] \cap \mathbb{N}^* \\
p_{v^*}(T) = 1, \quad p_{v^*}(\tau_i) = c_i v^*_i + p_{v^*}(\tau_i^+) (1 - v^*_i)\]
Using integration by part we get
\[ p_{v^*}(t) = (c_i v^*_{i+1} + p_{v^*}(\tau_{i+1}^+)) (1 - v^*_{i+1}) \]
\[ \times \exp\left( -\int_t^{\tau_{i+1}^+} \alpha(s) / (1 - \sigma u(s)) \, ds \right) \]
\[ + \int_t^{\tau_{i+1}^+} \exp\left( -\int_s^\infty \alpha(\tau) / (1 - \sigma u(\tau)) \, d\tau \right) \, ds \]
\[
\text{and } \forall t \in [\tau_k, T] \]
\[ p_{v^*}(t) = \exp\left( -\int_t^T \alpha(s) / (1 - \sigma u(s)) \, ds \right) \]
\[ + \int_t^T \exp\left( -\int_s^\infty \alpha(\tau) / (1 - \sigma u(\tau)) \, d\tau \right) \, ds \]
For an arbitrary but fixed \( v \in V \) and \( \varepsilon > 0 \) sufficiently small we have \( J(v^* + \varepsilon v) \geq J(v^*) \) and consequently
\[ 0 \leq \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_0^T (\Theta_{v^* + \varepsilon v}(s) - \Theta_{v^*}(s)) \, ds \]
\[ + \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \sum_{i=0}^k c_i ((v^*_i + \varepsilon v_i) \Theta_{v^* + \varepsilon v}(\tau_i) - v^*_i \Theta_{v^*}(\tau_i)) \]
\[ + \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \left( (\Theta_{v^* + \varepsilon v}(T) - \Theta_{v^*}(T)) \right) \]
\[ = z_v(T) + \int_0^T z_v(s) \, ds + \sum_{i=0}^k c_i (v^*_i z_v(\tau_i) + v_i \Theta_{v^*}(\tau_i)) \]
\[ = J_v \]
Using integration by part we get
\[ \int_0^T p_{v^*}(s) \, dz_v(s) \]
\[ = \int_0^T p_{v^*}(s) \, dz_v(s) + \sum_{i=0}^{k-1} \int_{\tau_k}^{\tau_{i+1}^+} p_{v^*}(s) \, dz_v(s) \]
\[ = p_{v^*}(T) z_v(T) - p_{v^*}(\tau_{i+1}^+) z_v(\tau_{k+1}^+) \]
\[ + \sum_{i=0}^{k-1} p_{v^*}(\tau_{i+1}^+) z_v(\tau_{i+1}) - p_{v^*}(\tau_i^+) z_v(\tau_i) \]
\[ - \sum_{i=0}^{k-1} \int_{\tau_i}^{\tau_{i+1}^+} z_v(s) \, dp_{v^*}(s) - \int_0^T z_v(s) \, dp_{v^*}(s) \]
\[ = p_{v^*}(T) z_v(T) - p_{v^*}(\tau_{i+1}^+) z_v(\tau_{k+1}^+) \]
\[ + \sum_{i=0}^{k-1} p_{v^*}(\tau_{i+1}^+) z_v(\tau_{i+1}) - p_{v^*}(\tau_i^+) z_v(\tau_i) \]
\[ - \int_0^T (\alpha(s) p_{v^*}(s) / (1 - \sigma u(s)) - 1) \, z_v(s) \, ds \]
and
\[ \int_0^T p_{v^*}(s) \, dz_v(s) \]
\[ = -\int_0^T (\alpha(s) / (1 - \sigma u(s))) p_{v^*}(s) \, z_v(s) \, ds \]
Thus
\[ p_{v^*}(T) z_v(T) - p_{v^*}(\tau_{k+1}^+) z_v(\tau_{k+1}^+) + \int_0^T z_v(s) \, ds \]
\[ + \sum_{i=0}^{k-1} p_{v^*}(\tau_{i+1}^+) z_v(\tau_{i+1}) - p_{v^*}(\tau_i^+) z_v(\tau_i) \]
\[ = 0 \]
and
\[ J_v = z_v(T) + \int_0^T z_v(s) \, ds + \sum_{i=0}^k c_i (v^*_i z_v(\tau_i) + v_i \Theta_{v^*}(\tau_i)) \]
\[ = (1 - p_{v^*}(T)) z_v(T) + \sum_{i=0}^k c_i (v^*_i - p_{v^*}(\tau_i)) z_v(\tau_i) \]
\[ + \sum_{i=0}^k c_i v_i \Theta_{v^*}(\tau_i) \]
\[ = \sum_{i=0}^k (c_i v_i^* - p_{v^*}(\tau_i)) + p_{v^*}(\tau_i^+) \]
\[ + \int_0^T \left( c_i (1 - v_i^*) \right) v_i \Theta_{v^*}(\tau_i) \]
\[ = \sum_{i=0}^k (c_i - p_{v^*}(\tau_i^+)) v_i \Theta_{v^*}(\tau_i) \]

The result above is a version of the maximum principle but it does not give an efficient way to compute the optimal strategy. We propose to use the gradient method to estimate an optimal strategy. That method is described in \([\text{1}]\). From the proof above \( \Gamma_{\overline{J}} \in \mathbb{R}^{k+1} \) is such that \( \forall j \in [0,k] \cap \mathbb{N}_0 \),
\[ \Gamma_{\overline{J}}^j = (c_j - p_{v^*}(\tau_j^+)) \Theta_{v^*}(\tau_j) \]

**B. The main model**

In this subsection we prove the existence and characterize a strategy \( v^* = (v^*_i)_{i \in \mathbb{N}} \) which minimizes the following cost functional.
\[ J(v) = \int_0^T \int_\Omega \Theta(s, x) \, dx \, ds + \int_\Omega \Theta(T, x) \, dx \]
\[ + \sum_{i=0}^k \int_\Omega c_i (v_i(x) \Theta(\tau_i, x) \, dx) \]

where \( \forall i \in \mathbb{N}_0, v_i \in L^{\infty}(\Omega; [0,1]) \), \( c_i \in L^{\infty}(\Omega; \mathbb{R}_+) \), \( \forall x \in \Omega, c(x) = (c_i(x))_{i \in \mathbb{N}_0} \subset \mathbb{R}^k_+ \) is a sequence of cost ratios related to the use of control. Looking at \( J \) we are just interested by the first \( k+1 \) terms of \( v \) and \( c \).

**Theorem 7:** There is an optimal strategy \( v^* = (v^*_i)_{i \in \mathbb{N}} \) which minimizes \( J \).

Before giving a proof to the proposition \([\text{7}]\) we recall the following lemma stated in \([\text{1}], [\text{6}]\).

**Lemma 8:** (Mazur)

Let \( (x_n)_{n \in \mathbb{N}} \) be a sequence in a real Banach space \( X \) that is weakly convergent to \( x \in X \). Then there exists a sequence \( (y_n)_{n \in \mathbb{N}} \subset X \) which converges strongly to \( x \) and such that \( \forall n \in \mathbb{N}, y_n \) is an element of the convex closure of \( (x_n)_{n \in \mathbb{N}} \).

**Proof:** (of theorem \([\text{7}]\)) The problem can be reduced to find \( v^* = (v^*_i)_{0 \leq i \leq k} \in [0,1]^{k+1} \) with other terms null since they are useless in \( J \). Note that \( 0 \leq J \leq \mathbb{R} \left( 1 + T + \sum_{i=0}^k \|c_i\|_{L^{\infty}(\Omega; \mathbb{R})} \right) \). Let \( J^* = \min_v J(v) \).

There is a sequence \( (v^n)_{n \in \mathbb{N}} \subset (L^{\infty}(\Omega; [0,1]))^{k+1} \) such that
the sequence \((J(u^n, v^n))_{n \in \mathbb{N}}\) converges to \(J^*\). The sequence 
\((v^n)_{n \in \mathbb{N}}\) is bounded and there is a subsequence \((v^{n_m})\) which
converges weakly to a strategy \(v^* \in (L^\infty(\Omega; [0, 1]))^{k+1}\).
Using the lemma of Mazur there is a sequence \((\varphi^m)_{n \in \mathbb{N}}\)
in\(\text{conv}((v^n))_{n \in \mathbb{N}}\) \(\subset (L^\infty(\Omega; [0, 1]))^{k+1}\) which
converges strongly to \(v^*\). Since \(J\) is continuous \(J(v^*) = J^*\).

In the remaining of the subsection we characterize the optimal control strategy in order to compute it. The solution of (11) – (13) is continuous with respect to control strategies \((v_i)\).
Now we do the additional assumption that the solution of (11) – (13) is gâteaux differentiable with respect to \(v = (v_i)_{0 \leq i \leq k} \in (L^\infty(\Omega; [0, 1]))^{k+1}\). Let \(\theta_{k}\) be the solution of (11) – (13) associated to a chosen control strategy \(\varphi\),
\(z_v = D_v \varphi, v = \Psi^v\) and \(J_v = D_v J(v)\) \(v = \Gamma^v\). \(z_v\) satisfies
\[
\partial_t z_v = -\alpha(t, x) z_v(t, x) / (1 - \sigma v(t, x)) \\
+ \operatorname{div}(A(t, x) \nabla z_v(t, x))
\]
on \(\mathbb{R}^*_+ \setminus \{\tau_i\} \times \Omega\)
\(z_v(0, x) = 0, x \in \Omega\)
\(\forall i \in \mathbb{N}^*, \)
\(z_v(\tau_i^+, x) = (1 - v_i(x)) z_v(\tau_i^-, x) - v_i(x) \theta_{k}(\tau_i^-, x)\)
\(, x \in \Omega\)
(16)
(17)
(18)

Theorem 9: If \(v = v^*\) is an optimal strategy then \(\forall v \in V\),
\[
\sum_{i=0}^{k} \int_\Omega (c_i(x) - p_{v^*}(\tau_i^+, x)) v_i(x) \theta_{v^*}(\tau_i, x) dx = J_v \geq 0
\]
where \(V = \{v \in (L^\infty(\Omega; \mathbb{R}))^{k+1}; \exists \varepsilon > 0; v^* + \varepsilon v \in (L^\infty(\Omega; [0, 1]))^{k+1}\}\)
and \(p_{v^*}\) is solution of the following adjoint problem
\[
dp_{v^*}/dt = \alpha(t, x) p_{v^*} / (1 - \sigma u(t, x)) \\
- \operatorname{div}(A(t, x) \nabla p_{v^*}(t, x)),
\]
(t, x) \(\in \{0, T\} \setminus \{\tau_i\} \times \Omega\), \(i \in [0, k] \cap \mathbb{N}^*\)
\(\forall x \in \Omega, p_{v^*}(T, x) = 1, \)
\(p_{v^*}(\tau_i, x) = (1 - v_i(x)) p_{v^*}(\tau_i^+, x) + c_i(x) v_i^*(x)\)
\(\langle A(t, x) \nabla p_{v^*}(t, x), n(x) \rangle = 0, \text{ on } \mathbb{R}^*_+ \times \partial \Omega\)
(19)
(20)
(21)

Proof: Using the similar reasoning than the proof of proposition \(\text{[4]}\) there is a unique absolutely solution \(p_{v^*}\) to the problem (19) – (21). For an arbitrary but fixed \(v \in V\) and \(\varepsilon > 0\) sufficiently small we have \(J(v^* + \varepsilon v) \geq J(v^*)\) and consequently
\[
0 \leq \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_0^T \int_\Omega (\Theta_{v^*+\varepsilon v}(s, x) - \Theta_{v^*}(s, x)) dx ds
+ \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \sum_{i=0}^{k} \int_\Omega c_i(x) ((v_i^* + \varepsilon v_i(x)) - v_i(x)) \times \Theta_{v^*+\varepsilon v}(\tau_i, x) - v_i^*(x) \Theta_{v^*}(\tau_i, x) dx
+ \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_\Omega ((\Theta_{v^*+\varepsilon v}(T, x) - \Theta_{v^*}(T, x)) x dx
= \int_\Omega z_v(T, x) dx + \int_0^T \int_\Omega z_v(s, x) dx ds
+ \sum_{i=0}^{k} \int c_i(x) (v_i^*(x) z_v(\tau_i, x)) + v_i(x) \Theta_{v^*}(\tau_i, x) dx
= J_v
\]

Using integration by part we get
\[
\int_0^T p_{v^*}(s, x) z_v(s, x) dt
= p_{v^*}(T, x) z_v(T, x) - \int_0^T z_v(s, x) \partial_t p_{v^*}(s, x) dt
+ \sum_{i=0}^{k-1} p_{v^*}(\tau_{i+1}, x) z_v(\tau_{i+1}, x)
- \sum_{i=0}^{k} p_{v^*}(\tau_i, x) z_v(\tau_i, x)
= p_{v^*}(T, x) z_v(T, x) + \int_0^T z_v(s, x) ds
+ \sum_{i=0}^{k-1} p_{v^*}(\tau_{i+1}, x) z_v(\tau_{i+1}, x)
- \sum_{i=0}^{k} p_{v^*}(\tau_i^+, x) z_v(\tau_i^+, x)
- \int_0^T \alpha(x) p_{v^*}(s, x) z_v(s, x) / (1 - \sigma u(s, x)) ds
\]

and
\[
\int_0^T p_{v^*}(s, x) dz_v(s, x)
= - \int_0^T \alpha(s) p_{v^*}(s, x) z_v(s, x) / (1 - \sigma u(s, x)) ds
+ \int_0^T p_{v^*}(s, x) \partial_t p_{v^*}(s, x) dt
\]

Thus
\[
\int_\Omega p_{v^*}(T, x) z_v(T, x) dx + \int_0^T \int_\Omega z_v(s, x) dx ds
+ \sum_{i=0}^{k-1} \int_\Omega p_{v^*}(\tau_{i+1}, x) z_v(\tau_{i+1}, x) dx
- \sum_{i=0}^{k} \int_\Omega p_{v^*}(\tau_i^+, x) z_v(\tau_i^+, x) dx
= 0
\]
and

$$J_v = \int_{\Omega} z_v (T, x) \, dx + \int_{0}^{T} \int_{\Omega} z_v (s, x) \, dx \, ds$$

\[+ \sum_{i=0}^{k} \int_{\Omega} c_i (x) \left( v_i^+ (x) \right) z_v (\tau_i, x) + v_i (x) \theta_v (\tau_i, x) \, dx\]

\[= \int_{\Omega} \left( 1 - \sum_{i=0}^{k} \int_{\Omega} \left( 1 - c_i (x) \right) v_i (x) \theta_v (\tau_i, x) \, dx \right) z_v (T, x) \, dx\]

\[- \sum_{i=0}^{k} \int_{\Omega} p_v (\tau_i, x) z_v (\tau_i, x) \, dx\]

\[+ \sum_{i=0}^{k} \sum_{i=0}^{\infty} \int_{\Omega} \left( 1 - c_i (x) \right) v_i (x) \theta_v (\tau_i, x) \, dx\]

\[= \sum_{i=0}^{\infty} \int_{\Omega} \left( c_i (x) - p_v (\tau_i, x) \right) v_i (x) \theta_v (\tau_i, x) \, dx\]

For those simulations we used following [13] an inhibition pressure of the form

$$\alpha (t) = a \left( t - b \right)^2 \left( 1 - \cos \left( 2\pi t / c \right) \right),$$

with $b$ and $c$ in $[0, 1]$. This function reflects the seasonality of empirically-based severity index models found in the literature [9, 10, 12]. The particular values used in the simulation were $a = 1$, $b = 0.75$, $c = 0.2$ and $c_i = 1$, $\forall i \in \mathbb{N}$. Indeed, we assume that each pulse intervention has the same cost. That choice could be in general not realistic taking into account special features related to season and other conditions depending on time. However, it is simpler and no reason have been found to choose another special cost since theoretical results remain independently true and we are just illustrating them. We have distinguished two cases of initial conditions. The first one is under the parameter $\sigma^* = 0.2$ and the second is above it.

Let consider in $(L^\infty (\Omega; \mathbb{R}))^{k+1} \supset (L^\infty (\Omega; [0, 1]))^{k+1}$ the inner product

$$\langle v_1, v_2 \rangle = \sum_{i=0}^{k} \int_{\Omega} v_i^1 (x) v_i^2 (x) \, ds$$

with its associated norm

$$\|v\|_2 = \sum_{i=0}^{k} \left( \int_{\Omega} \left( v_i^1 (x) \right)^2 \, ds \right)^{1/2}.$$ 

Note that $\forall v \in (L^\infty (\Omega; \mathbb{R}))^{k+1}$,

$$\|v\|_2 \leq \sqrt{|\Omega|} \times \sum_{i=0}^{k} \sup_{x \in \Omega} \sup_{s \in [0, T]} \left| v_i^j (x) \right|.$$ 

That allows us to find $v^*$ using the topology given by $\|\cdot\|_2$. Since $\Gamma_\theta$ is a linear continuous operator there is a unique $\tau \in L^\infty ([0, T]; \mathbb{R})$ such that

$$\langle \tau, v \rangle = \Gamma_\theta v$$

From the proof above, $\forall j \in [0, k] \cap \mathbb{N}$, $\forall x \in \Omega$,

$$\tau_j (x) = \left( c_j (x) - p_v (\tau_j^+, x) \right) \theta_v (\tau_j, x)$$

$$= \Gamma_\theta (x)$$

After we identify $\Gamma_\theta$ to $\tau$. That identification is useful to implement the gradient method.

C. Computer simulations of the optimal pulse strategy

In this subsection we performed simulations in order to illustrate theoretical results stated above. We only present the aggregate model which is more easier to display graphically and presents the average behaviour of the general model.
**Proposition 10:** There is an optimal strategy \((u^*, v^*)\) which minimizes \(J\).

**Proof:** The problem can be reduced to find \(v^* = (v^*_i)_{0 \leq i \leq k} \in [0,1]^{k+1}\) with other terms null since they are useless in \(J\). Note that 0 ≤ \(J\) ≤ 1 + \(\sup_{s \in [0,T]} C(s)\) \(T + \sum_{i=0}^k c_i\).

Let \(J^* = \min_{(u,v) \in L^\infty([0,T];[0,1]) \times [0,1]^{k+1}} J(u,v)\). There is a sequence \((u^n,v^n)_{n \in \mathbb{N}} \subset L^\infty([0,T];[0,1]) \times [0,1]^{k+1}\) such that the sequence \((J(u^n,v^n))_{n \in \mathbb{N}}\) converges to \(J^*\). The sequence \((u^n,v^n)_{n \in \mathbb{N}}\) is bounded and there is a subsequence \((u^{n_m},v^{n_m})\) which converges weakly to a strategy \((u^*,v^*)\) \(\in L^\infty([0,T];[0,1]) \times [0,1]^{k+1}\). Using the lemma of Mazur there is a sequence \((u^{n_m},v^{n_m})_{n \in \mathbb{N}}\) in \(conv((u^n,v^n)_{n \in \mathbb{N}}) \subset L^\infty([0,T];[0,1]) \times [0,1]^{k+1}\) which converges strongly to \((u^*,v^*)\). Since \(J\) is continuous \(J(u^*,v^*) = J^*\). \(\blacksquare\)

Let \(\hat{\Theta}_{\hat{w},\hat{u}}\) be the solution of (11) – (14) associated to a chosen control strategy \((u,v), z_u = D_u\hat{\Theta}_{\hat{w},\hat{u}} u = \Psi_{\hat{w},\hat{u}} u\) and \(J_u = D_u J(u,v) u = \Gamma_{\hat{w},\hat{u}} u\). Let also \(\Phi\) be the semiflow corresponding to (11) – (14). \(\forall t \in [\tau_i, \tau_{i+1}],\)

\[
\Psi_{\hat{w},\hat{u}} u (t) = z_u (t) = \hat{w} \left( z_u (\tau_i) - \sigma \hat{\Theta}_{\hat{w},\hat{u}} (\tau_i) \int_{\tau_i}^t \alpha(s) u(s) / (1 - \sigma u(s))^2 ds \right) \times \exp \left( - \int_{\tau_i}^t \alpha(s) / (1 - \sigma u(s)) ds \right) \times \int_{\tau_i}^t \alpha(s) \exp \left( - \int_{\tau_i}^s \alpha(\tau) / (1 - \sigma u(\tau)) d\tau \right) \times \int_s^t \alpha(\tau) u(\tau) / (1 - \sigma u(\tau))^2 d\tau ds
\]

In this section we restrict the time of study to the set \([0,T]\) where \(T \in [\tau_k, \tau_{k+1}[,\) corresponds to the annual production period with respect to a time unit.

**IV. Optimal control based both on the continuous and the pulse strategies**

Throughout this subsection we study existence and characterize of a strategy \((u^*, v^*) = (u^*_i, v^*_i)_{i \in \mathbb{N}}\) which minimizes the following cost functional.

\[
J(u,v) = \int_0^T \Theta(s) + C(s) u(s) ds + \sum_{i=0}^k c_i v_i \Theta(\tau_i) + \Theta(T)
\]

where \(C \in L^\infty_{loc}(\mathbb{R}_+;\mathbb{R}_+)\) is almost everywhere positive and \(c = (c_i)_{i \in \mathbb{N}} \subset \mathbb{R}_+.\) \(C\) and \(c\) are time dependent cost ratios related to the use of the control strategy. Looking at \(J\) we are just interested by the \(k + 1\) first terms of \(v\) and \(c\). We can also consider the restriction of \(u\) on \([0,T]\) which belongs to the set \(L^\infty([0,T];[0,1]).\)

Figures above show how efficient is the pulse control strategy. Impulsions are much probable and intensive when the inhibition pressure increase.
\[- v \theta_{\underline{u}, \overline{u}} (\tau_i) \int_{\tau_i}^{t} (\alpha (s) u (s) / (1 - \sigma_u (s))^2 \, ds \\
\times \exp \left( - \int_{\tau_i}^{t} \frac{\alpha (s)}{1 - \sigma_u (s)} \, ds \right) \\
- \int_{\tau_i}^{t} \sigma \alpha (s) \left( \int_{s}^{t} \alpha (\tau) u (\tau) / (1 - \sigma_u (\tau))^2 \, d\tau \right) \\
\times \exp \left( - \int_{s}^{t} \frac{\alpha (\tau)}{1 - \sigma_u (\tau)} \, d\tau \right) \, ds \right) \\
+ z_u (\tau_0) \left( \Pi_{j=0}^{i-1} v_j \right) \exp \left( - \int_{\tau_0}^{t} \alpha (s) / (1 - \sigma_u (s)) \, ds \right) \]

\[= - \sum_{j=0}^{i-1} \left( \Pi_{j=0}^{i-1} v_j \right) \int_{\tau_j}^{\tau_{j+1}} \alpha (s) u (s) / (1 - \sigma_u (s))^2 \, ds \]
\[\times \sigma \theta_{\underline{u}, \overline{u}} (\tau_j) \exp \left( - \int_{\tau_j}^{t} \alpha (s) / (1 - \sigma_u (s)) \, ds \right) \]
\[- \sum_{j=0}^{i-1} \left( \Pi_{j=0}^{i-1} v_j \right) \int_{\tau_j}^{\tau_{j+1}} \int_{s}^{\tau_{j+1}} \alpha (\tau) u (\tau) / (1 - \sigma_u (\tau))^2 \, d\tau \]
\[\times \sigma \alpha (s) \exp \left( - \int_{s}^{\tau_{j+1}} \frac{\alpha (\tau)}{1 - \sigma_u (\tau)} \, d\tau \right) \, ds \]
\[+ \int_{\tau_i}^{t} \alpha (\tau) / (1 - \sigma_u (\tau))^2 \, d\tau \]
\[\times \sigma \alpha (s) \exp \left( - \int_{\tau_i}^{t} \frac{\alpha (s)}{1 - \sigma_u (s)} \, ds \right) \]
\[\times \psi \vartheta_{\underline{u}, \overline{u}} (\tau_i) \exp \left( - \int_{\tau_i}^{t} \alpha (s) / (1 - \sigma_u (s)) \, ds \right) \]

Thus \(z_u\) satisfies

\[dz_u / dt = - \alpha (t) z_u (t) / (1 - \sigma_u (t)) \]
\[- \sigma \alpha (t) u (t) \theta_{\underline{u}, \overline{u}} (t) / (1 - \sigma_u (t)), \text{ on } \mathbb{R}^*_+ \]
\[z_u (0) = 0 \in [0, 1] \]
\[z_u (\tau_i^+) = (1 - \underline{u}) z_u (\tau_i^-) \]

**Proposition 11:** If \((\underline{u}, \overline{u}) = (u^*, v^*)\) is an optimal strategy then \( \forall (u, v) \in V, \)
\[0 \leq J_u + J_v \]
\[= \int_{0}^{T} C (s) u (s) \, ds + \sum_{i=0}^{k} (c_i - p_{u^*} (\tau_i^+)) v_i \theta_{v^*} (\tau_i) \]
\[- \int_{0}^{T} \sigma u (s) \alpha (s) p_{u^*} (s) \theta_{u^* \cdot v^*} (s) / (1 - \sigma_u^* (s))^2 \, ds \]

where
\[V = \{(u, v) \in L^\infty ([0, T]; \mathbb{R}) \times \mathbb{R}^k; \exists \varepsilon > 0; \]
\[(u^* + \varepsilon u, v^* + \varepsilon v) \in L^\infty ([0, T]; [0, 1]) \times [0, 1]^{k+1} \}

and \(p_{u^*} = p_{v^*}\) the solution to the problem \([13] - [15]\).

**Proof:** For an arbitrary but fixed \((u, v) \in V \) and \( \varepsilon > 0 \) sufficiently small we have \(J (u^* + \varepsilon u, v^* + \varepsilon v) \geq J (u^*, v^*) \) and consequently

\[0 \leq \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_{0}^{T} (\theta_{u^* + \varepsilon u, v^* + \varepsilon v} (s) - \theta_{u^* \cdot v^*} (s)) \, ds \]
\[+ \lim_{\varepsilon \to 0^+} \sum_{i=0}^{k} c_i ((v_i^* + \varepsilon v_i) \theta_{u^* + \varepsilon u, v^* + \varepsilon v} (\tau_i) - v_i \theta_{u^* \cdot v^*} (\tau_i)) \]
\[+ \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} ((\theta_{u^* + \varepsilon u, v^* + \varepsilon v} (T) - \theta_{u^* \cdot v^*} (T)) \]
\[= z_u (T) + z_v (T) + \int_{0}^{T} (z_u (s) + z_v (s)) \, ds \]
\[+ \sum_{i=0}^{k} c_i (v_i^* (z_v (\tau_i) + z_u (\tau_i)) + v_i \theta_{v^*} (\tau_i)) \]
\[= J_u + J_v \]

Using integration by part we get
\[\int_{0}^{T} p_{u^*} dz_u (s) \]
\[= p_{u^*} (T) z_u (T) - \int_{0}^{T} z_u dp_{u^*} (s) \]
\[- \sum_{i=0}^{k} (p_{u^*} (\tau_i^+) z_u (\tau_i^+) \]
\[- \sum_{i=0}^{k} p_{u^*} (\tau_i^-) z_u (\tau_i^-) \]
\[= p_{u^*} (T) z_u (T) + \int_{0}^{T} z_u (s) \, ds \]
\[- \int_{0}^{T} \alpha (s) p_{u^*} (s) z_u (s) / (1 - \sigma_u^* (s)) \, ds \]
\[+ \sum_{i=1}^{k} (p_{u^*} (\tau_i^+) \alpha (s) (p_{u^*} (s \theta_{u^* \cdot v^*} (s) / (1 - \sigma_u^* (s))^2) \, ds \]

and
\[\Gamma_u = J_u \]
\[= \int_{0}^{T} z_u (s) + C (s) u (s) \, ds + \sum_{i=0}^{k} c_i z_u (\tau_i) + z_u (T) \]
\[= \int_{0}^{T} \Psi_u u (s) + C (s) u (s) \, ds + \sum_{i=1}^{k} c_i (\Psi_u u (\tau_i) + \Psi_{\underline{u}, \overline{u}} (T) \]
\[+ \Psi_{\underline{u}, \overline{u}} (T) \]

and
\[\int_{0}^{T} p_{u^*} dz_u (s) \]
\[= - \int_{0}^{T} \alpha (s) p_{u^*} (s) z_u (s) / (1 - \sigma_u^* (s)) \, ds \]
\[- \int_{0}^{T} \sigma u (s) (s) p_{u^*} (s) \theta_{u^* \cdot v^*} (s) / (1 - \sigma_u^* (s))^2 \, ds \]
Thus
\[ p_{u^*} (T) z_u (T) + \int_0^T z_u (s) \, ds + \sum_{i=1}^k (p_{u^*} (\tau_i) - (1 - u^*_i) p_{u^*} (\tau_i^+)) z_u (\tau_i) \]
\[ + \int_0^T \sigma u (s) \alpha (s) p_{u^*} (s) \Theta_{u^*} (s) / (1 - \sigma u^* (s))^2 \, ds = 0 \]

\[ J_u = \int_0^T z_u (s) + C (s) u (s) \, ds + \sum_{i=1}^k c_i u^*_i z_u (\tau_i) + z_u (T) \]
\[ + \int_0^T z_u (s) + C (s) u (s) \, ds - \int_0^T z_u (s) \, ds + \sum_{i=1}^k \left( c_i v^*_i - p_{u^*} (\tau_i) + (1 - u^*_i) p_{u^*} (\tau_i^+) \right) z_u (\tau_i) \]
\[ - \int_0^T \sigma u (s) \alpha (s) p_{u^*} (s) \Theta_{u^*} (s) / (1 - \sigma u^* (s))^2 \, ds = 0 \]
\[ J_v = \int_0^T C (s) u (s) \, ds \]
\[ - \int_0^T \sigma u (s) \alpha (s) p_{u^*} (s) \Theta_{u^*} (s) / (1 - \sigma u^* (s))^2 \, ds \]
and
\[ J_u + J_v = \int_0^T C (s) u (s) \, ds + \sum_{i=0}^k (c_i - p_{u^*} (\tau_i^+)) v_i \Theta_{u^*} (\tau_i) \]
\[ - \int_0^T \sigma u (s) \alpha (s) p_{u^*} (s) \Theta_{u^*} (s) / (1 - \sigma u^* (s))^2 \, ds \]

From the proof above it follows that
\[ \Gamma_u = \int_0^T C (s) u (s) \, ds \]
\[ - \int_0^T \sigma u (s) \alpha (s) p_{u^*} (s) \Theta_{u^*} (s) / (1 - \sigma u^* (s))^2 \, ds \]

Let consider in \( L^\infty ([0, T]; \mathbb{R}) \) the inner product
\[ \langle u_1, u_2 \rangle = \int_0^T u_1 (s) u_2 (s) \, ds \]
with its associated norm \( \| u \|_3 = \left( \int_0^T u^2 (s) \, ds \right)^{1/2} \). Note that \( \forall u \in L^\infty ([0, T]; \mathbb{R}), \| u \|_3 \leq \sqrt{T} \times \text{ess sup}_{t \in [0, T]} |u (t)|. \)

That allows us to find \( u^* \) using the topology given by \( \| . \|_3. \)

Since \( \Gamma_u \) is a linear continuous operator there is a unique \( \overline{u} \in L^\infty ([0, T]; \mathbb{R}) \) such that
\[ \langle \overline{u}, u \rangle = \Gamma_u u \]
Indeed,
\[ \overline{u} = C - \sigma \alpha p_{u^*} \Theta_{u^*} / (1 - \sigma u^*)^2 \]

We then identify \( \Gamma_{\overline{u}} \) to \( \overline{u} \).

\[ J (u, v) = \int_{\Omega} \int_0^T \theta (s, x) + C (s, x) u (s, x) \, d s d x \]
\[ + \sum_{i=0}^k \int_{\Omega} c_i (x) v_i (x) \theta (\tau_i, x) \, d x + \int \Theta (T, x) \, d x \]

where \( C \in L^\infty_{\text{loc}} (\mathbb{R}_+ \times \Omega; \mathbb{R}_+) \) is almost everywhere positive, \( \forall i \in \mathbb{N}, v_i \in L^\infty (\Omega; [0, 1]), c_i \in L^\infty (\Omega; \mathbb{R}_+), \forall x \in \Omega, c (x) = (c (x_i))_{i \in \mathbb{N}} \subset \mathbb{R}_+ \). C and \( c \) are time dependent cost ratios related to the use of the control strategy. Looking at \( J \)
we are just interested by the \( k + 1 \) first terms of \( v \) and \( c \). We can also consider the restriction of \( u \) on \([0, T]\) which belongs to the set \( L^\infty ([0, T]; [0, 1]) \).

**Theorem 12:** There is an optimal strategy \( (u^*, v^*) = (u^*_i, v^*_i)_{i \in \mathbb{N}} \) which minimizes \( J \).

Proof: The problem can be reduced to find \( v^* = (v^*_i)_{0 \leq i \leq k} \in (L^\infty (\Omega; [0, 1]))^{k+1} \) with other terms null since they are useless in \( J \). Note that
\[ 0 \leq J \leq |\Omega| \left( 1 + \left( 1 + \sup_{s \in [0, T]} C (s) \right) T + \sum_{i=0}^k c_i \right) \]

Let \( J^* = \min_{(u, v) \in \mathcal{L}_{\text{loc}} ([0, T]; [0, 1]) \times (L^\infty (\Omega; [0, 1]))^{k+1}} J (u, v) \).

There is a sequence \( \{u^n, v^n\}_{n \in \mathbb{N}} \subset \mathcal{L}_{\text{loc}} ([0, T]; [0, 1]) \times (L^\infty (\Omega; [0, 1]))^{k+1} \) such that the sequence \( \{J (u^n, v^n)\}_{n \in \mathbb{N}} \) converges to \( J^* \). The sequence \( (u^n, v^n)_{n \in \mathbb{N}} \) is bounded and there is a sequence \( (u^{n_m}, v^{n_m})_{m \in \mathbb{N}} \) in \( \mathcal{L}_{\text{loc}} ([0, T]; [0, 1]) \times (L^\infty (\Omega; [0, 1]))^{k+1} \) which converges strongly to \( (u^*, v^*) \). Since \( J \) is continuous \( J (u^*, v^*) = J^* \).

Let \( \Psi_{\overline{u}} \) be the solution of \( (1) - (5) \) associated to a chosen control strategy \((u, v)\), \( z_u = D_u \theta_{\overline{u}} u = \Psi_{\overline{u}} u \) and \( J_u = D_u J (u, v) u = \Gamma_{\overline{u}} u. z_u \) satisfies
\[ dz_u / dt = -\alpha (t, x) z_u (t, x) / (1 - \sigma u (t, x)) \]
\[ - \sigma u (t, x) u (t, x) \theta_{\overline{u}} (t, x) / (1 - \sigma u (t, x)) \]
\[ + \text{div} \left( A (t, x) \nabla z_u (t, x) \right) , \]
on \( (\mathbb{R}_+ \setminus \{ \tau_i \}_{i \in \mathbb{N}}) \times \Omega \)
\[ z_u (0, x) = 0, x \in \Omega \]
\[ z_u (\tau_i, x) = (1 - \psi (x)) z_u (\tau_i, x), x \in \Omega \]
\[ \Gamma \mathbf{u} = J_u \]
\[ = \int_0^T \int_{\Omega} z_u (s, x) + C (s, x) u (s, x) \, dx \, ds + \sum_{i=0}^k \int_{\Omega} c_i (x) \psi_i (x) \, dx \]
\[ + \int_{\Omega} \Psi u (s, x) + C (s, x) u (s, x) \, dx \, ds + \sum_{i=1}^k \int_{\Omega} c_i (x) \psi_i (x) \Psi u_i (\tau_i, x) \, dx \]
\[ + \int_{\Omega} \Psi u (T, x) \, dx \]

**Theorem 13:** If \((u, v) = (u^*, v^*)\) is an optimal strategy then
\[ \forall (u, v) \in V, \]
\[ 0 \leq J_u + J_v \]
\[ = \int_0^T \int_{\Omega} C (s, x) u (s, x) \, dx \, ds + \sum_{i=0}^k \int_{\Omega} (c_i (x) - p_u^* (\tau_i^+, x)) v_i (x) \]
\[ \times \theta_{u^*, v^*} (\tau_i, x) \, dx \]
\[ - \int_0^T \int_{\Omega} \sigma u (s, x) \alpha (s, x) p_u^* (s, x) \theta_{u^*, v^*} (s, x) \]
\[ / (1 - \sigma u^* (s, x))^2 \, dx \, ds \]

where

\[ V = \{(u, v) \in L^\infty ([0, T]; \mathbb{R}) \times (L^\infty (\Omega; \mathbb{R}))^{k+1} \mid \exists \varepsilon > 0; \]
\[ (u^* + \varepsilon u, v^* + \varepsilon v) \in L^\infty ([0, T]; [0, 1]) \times (L^\infty (\Omega; [0, 1]))^{k+1} \} \]

and \(p_{u^*} = p_{u^*}\) the solution to the problem \([19] - [21]\).

**Proof:** For an arbitrary but fixed \((u, v) \in V\) and \(\varepsilon > 0\) sufficiently small we have \(J (u^* + \varepsilon u, v^* + \varepsilon v) \geq J (u^*, v^*)\)

\[ 0 \leq \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_0^T \int_{\Omega} \big( \theta_{u^*, u^*, v^*} (s, x) - \theta_{u^*, v^*} (s, x) \big) \, dx \, ds \]
\[ + \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_{\Omega} \bigg( \int_{\Omega} (\varepsilon v_i^* (x) + \varepsilon v_i (x)) \]
\[ \times \theta_{u^*, u^*, v^*} (\tau_i, x) - v_i^* (x) \theta_{u^*, v^*} (\tau_i, x) \bigg) \, dx \]
\[ + \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_0^T \int_{\Omega} \big( \theta_{u^*, u^*, v^*} (T, x) - \theta_{u^*, v^*} (T, x) \big) \, dx \, ds \]
\[ = \int_0^T \int_{\Omega} \big( z_u (T, x) + z_v (T, x) \big) \, dx \, ds \]
\[ + \int_0^T \int_{\Omega} \big( z_u (s, x) + z_v (s, x) \big) \, dx \, ds \]
\[ + \sum_{i=0}^k \bigg( \int_{\Omega} c_i (x) v_i^* (x) z_v (\tau_i, x) \bigg) \]
\[ + \int_{\Omega} c_i (x) z_v (\tau_i, x) \, dx \]
\[ + \int_{\Omega} c_i (x) v_i (x) \theta_{v^*} (\tau_i, x) \, dx \]
\[ = J_u + J_v \]

Using integration by part we get

\[ \int_0^T p_{u^*} (s, x) \partial_t z_u (s, x) \]
\[ = p_{u^*} (T, x) z_u (T, x) - \int_0^T z_u (s, x) \partial_t p_{u^*} (s, x) \]
\[ + \sum_{i=1}^k p_{u^*} (\tau_i, x) z_u (\tau_i, x) \]
\[ - \sum_{i=1}^k (1 - w_i (x)) p_{u^*} (\tau_i^+, x) z_u (\tau_i, x) \]
\[ + \int_0^T z_u (s, x) \, dx \, ds \]
\[ = p_{u^*} (T, x) z_u (T, x) + \int_0^T z_u (s, x) \, dx \, ds \]
\[ - \int_0^T \alpha (s, x) p_{u^*} (s, x) z_u (s, x) / (1 - \sigma u^* (s, x)) \, ds \]
\[ + \sum_{i=1}^k p_{u^*} (\tau_i, x) z_u (\tau_i, x) \]
\[ - \sum_{i=1}^k (1 - w_i (x)) p_{u^*} (\tau_i^+, x) z_u (\tau_i, x) \]
\[ + \int_0^T z_u (s, x) \, dx \, ds \]
\[ = p_{u^*} (T, x) z_u (T, x) + \int_0^T z_u (s, x) \, dx \, ds \]
Thus

\[
\int_\Omega^T p_{u^*} (T, x) z_u (T, x) \, dx \\
+ \int_0^T \int_\Omega^T z_u (s, x) \, dxds \\
+ \sum_{i=1}^k \int_\Omega^T c_i (x, v^*_i (x)) z_u (\tau_i, x) \, dx \\
- \sum_{i=1}^k \int_\Omega^T (1 - \mathcal{U}_i (x)) p_{u^*} (\tau_i^+, x) z_u (\tau_i, x) \, dx \\
+ \int_0^T \int_\Omega^T \sigma u (s, x) \alpha (s, x) p_{u^*} (s, x) \Theta_{u^*, v^*} (s, x) \\
/ (1 - \sigma u^* (s, x))^2 \, dxds
\]

\[= 0\]

\[
J_u = \int_0^T \int_\Omega^T z_u (s, x) + C (s, x) u (s, x) \, ds \\
+ \sum_{i=0}^k \int_\Omega^T c_i (x) v^*_i (x) z_u (\tau_i, x) \, dx \\
+ \int_\Omega^T z_u (T, x) \, dx \\
= \int_0^T \int_\Omega^T z_u (s, x) + C (s, x) u (s, x) \, dxds \\
- \int_0^T \int_\Omega^T z_u (s, x) \, dxds \\
+ \sum_{i=1}^k \int_\Omega^T c_i (x) v^*_i (x) - p_{u^*} (\tau_i, x) z_u (\tau_i, x) \, dx \\
+ \sum_{i=1}^k \int_\Omega^T (1 - \mathcal{U}_i (x)) p_{u^*} (\tau_i^+, x) z_u (\tau_i, x) \, dx \\
- \int_0^T \int_\Omega^T \sigma u (s, x) \alpha (s, x) p_{u^*} (s, x) \Theta_{u^*, v^*} (s, x) \\
/ (1 - \sigma u^* (s, x))^2 \, dxds
\]

\[= \int_0^T \int_\Omega^T C (s, x) u (s, x) \, dxds \\
- \int_0^T \int_\Omega^T \sigma u (s, x) \alpha (s, x) p_{u^*} (s, x) \Theta_{u^*, v^*} (s, x) \\
/ (1 - \sigma u^* (s, x))^2 \, dxds
\]

From the proof above it follows that

\[
\Gamma_{\mathcal{U}} u = \int_0^T \int_\Omega^T C (s, x) u (s, x) \, dxds \\
- \int_0^T \int_\Omega^T \sigma u (s, x) \alpha (s, x) p_{u^*} (s, x) \Theta_{u^*, v^*} (s, x) \\
/ (1 - \sigma u^* (s, x))^2 \, dxds
\]

Let consider in \(L^\infty ([0, T] \times \Omega; \mathbb{R}) \supset L^\infty ([0, T] \times \Omega; [0, 1])\) the inner product

\[\langle u_1, u_2 \rangle = \int_0^T \int_\Omega u_1 (s) u_2 (s) \, dxds\]

with its associated norm \(\| u \|_4 = \left( \int_0^T \int_\Omega u^2 (s) \, dxds \right)^{1/2}\).

Note that \(\forall u \in L^\infty ([0, T] \times \Omega; \mathbb{R})\), \(\| u \|_4 \leq \sqrt{\| \Omega \| T} \times \text{ess sup} |u (t)|\). That allows us to find \(u^*\) using the topology given by \(\| \cdot \|_4\). Since \(\Gamma_{\mathcal{U}}\) is a linear continuous operator there is a unique \(\mathcal{U} \in L^\infty ([0, T] \times \Omega; \mathbb{R})\) such that

\[\langle \mathcal{U}, u \rangle = \Gamma_{\mathcal{U}} u\]

Indeed,

\[\mathcal{U} = C - \sigma \alpha p_{\mathcal{U}} \mathcal{U} / (1 - \sigma \mathcal{U})^2\]

We then identify \(\Gamma_{\mathcal{U}} \) to \(\mathcal{U}\).

C. Computer simulations of the optimal coupled strategy

In this subsection we performed simulations in order to illustrate theoretical results stated in the two subsections above. For the same reasons given in subsection III-C we only present the aggregate model. We keep the same inhibition pressure. The others values used in the simulation were \(C (t) = 1\), \(\forall t \in [0, 1]\) and \(c_i = 1\), \(\forall i \in \mathbb{N}\). Indeed, we assume that each pulse intervention has the same constant cost with continuous chemical control strategy. The hypothesis of constant costs still remains in general not realistic taking into account special features related to season and other conditions depending on time. Moreover, the impact in terms of costs is probably not the same for the chemical approach and the cultivational one. However, assuming that the two strategies have the same cost allows us to compare them in term of effectiveness. We have
also distinguished the same two cases of initial conditions surveyed in [III-C].

Figure 5: Inhibition pressure and continuous control strategy for $\Theta (0) = 0.14$.

Figure 6: Inhibition pressure and pulse control strategy for $\Theta (0) = 0.14$.

Figure 7: Inhibition dynamic rate for $\Theta (0) = 0.14$.

Figure 8: Inhibition pressure and continuous control strategy for $\Theta (0) = 0.40$.

Figure 9: Inhibition pressure and pulse control strategy for $\Theta (0) = 0.40$.

Figure 10: Inhibition dynamic rate for $\Theta (0) = 0.40$.

Figures above presents the impact of control strategies. Moreover, comparing thoses figures with the others displayed in [III-C] we observe that if the costs of chemical an cultiva-
tional strategies are the same then it seems better to use only the cultivational control. In other terms cultivational practices are more effective in controlling the anthracnose than chemical control.

V. DISCUSSION

In this paper a spatial diffusion model of anthracnose control with two different strategies \( (u \text{ and } v) \) has been surveyed. The single chemical strategy \( u \) have been studied in [13]. The added pulse strategy \( v = (v_i)_{i \in \mathbb{N}} \) represents the cultivational practices such as pruning old infected twigs, removing mummified fruits [5], [18], [19], [20], [26]. The model is quite general and conditions of smoothness on parameters are sufficiently weak. Indeed, parameters are just assumed measurable and essentially locally bounded on \( \Omega \). Moreover, we have showed existence and uniqueness of a solution valued in the set \( [0, 1] \) in order for the model to be well formulated mathematically and epidemiologically. We were able to establish the existence and to characterize an optimal control strategy that effectively reduces the inhibition rate compared to the case where no control is used. The proposed method to find an optimal control strategy was the gradient method presented in [11].

Numerical simulations have been performed for aggregate version of the model in order to give relevant interpretations with simple representations. As explained in subsection II-A the aggregate version of the model represents its average behaviour on the bounded domain \( \Omega \). Moreover, we have observed that it is better to use exclusively the pulse cultivational strategy if the related costs are at most equal to those related to continuous chemical strategy including environmental damages. Indeed, the simultaneous use of both strategy gives a lower performance than the exclusively use of the pulse cultivational strategy.

ACKNOWLEDGEMENTS

The author thanks Doctor Martial NDEFFO MBAH from the Yale School of Medecine and the University of Cambridge for all his useful remarks concerning the presentation of the paper.

REFERENCES

[1] ANITA S., ARNAUTU V., CAPASSO V., An Introduction to Opti-
mal Control Problems in Life Sciences and Economics, Springer Sci-
cence+Business Media, New York, 2011.
[2] BARBU V., Partial Differential Equations and Boundary Value Prob-
lems, Kluwer Academic Publishers, Dordrecht, 1998.
[3] BELLA-MANGA, BIEYSSE D., MOUEN B., NYASS S., BERRY D., Elaboration d’une stratégie de lutte durable et efficace contre l’anthracnose des baies du caféier arabica dans les hautes terres de l’Ouest-Cameroun: bilan des connaissances acquis et perspectives, COLLOQUE Scientifique International sur le Café, 19, Trieste, Mai 2001.
[4] BIEYSSE D., BELLA-MANGA D., MOUEN B., NDEUMENI J., ROUSSEL J., FABRE V. and BERRY D., L’anthracnose des baies une menace potentielle pour la culture mondiale de l’arabica. plantations, recherche, développement, pp 145-152, 2002.
[5] BOISSON C., L’anthracnose du cafetier, revue de mycologie, 1960.
[6] BREZIS H., Functional Analysis, Sobolev Spaces and Partial Differential Equations, Springer Science+Business Media, New York, 2011.
[7] CHEN Z., NUNES M., SILVA M., RODRIGUEZ J., Appressorium turgor pressure of Colletotrichum kahawae might have a role in coffee cuticle penetration, mycologia, 96(6), pp. 1199–1208, 2004.
[8] CODDINGTON E., LEVINSON N., Theory of Ordinary Differential Equations, McGraw-Hill, New York, 1955.
[9] DANNEBERGER T., VARGAS J., JONES Jr., and JONES A., A model for weather-based forecasting of anthracnose on annual bluegrass, Phytopathology, Vol. 74, No. 4, pp 448-451, 1984.
[10] DODD J., ESTRADA A., MÁCHAM J., JEFFRIES P., JGER J., The effect of climatic factors on Colletotrichum gloeosporioides, causal agent of mango anthracnose, in the Philippines, Plant Pathology (40), pp 568-575, 1991.
[11] DURAND N., BERTRAND B., GUIYOT B., GUIRAUD J. & FONTANA T. Study on the coffea arabica/Colletotrichum kahawae pathosystem: Impact of a biological plant protection product, J.Plant Dis.Protect. 116 (2), pp 78–85, 2009.
[12] DUTHIE J., Models of the response of foliar parasites to the combined effects of temperature and duration of wetness, Phytopathology, Vol. 87, No. 11, 1997.
[13] FOTSA D., HOUPA E., BEKOLLE D., THRON C., NDOUMBE M., Mathematical modelling and optimal control of anthracnose, Biomath, Vol. 3, 2014.
[14] GANESH D., PETITOT A., SILVA M., ALARY R., LECOULS A., FERNANDEZ D., Monitoring of the early molecular resistance responses of coffee (coffe arabica L.) to the rust fungus (lemieila vastatrix) using real-time quantitative RT-PCR, Plant Science 170, pp 1045–1051, 2006.
[15] JEFFRIES P., DODD J., JGER M., PLUMBLEY R., The biology and the control of Colletotrichum sppices on tropical fruit crops, Plant Pathology (39), pp 343-366, 1990.
[16] MOUEN B., BIEYSSE D., CILAS C., and NOTTEGHEM J., Spatio-
temporal dynamics of arabica coffee berry disease caused by Col-
etotrichum kahawae on a plot scale, Plant Dis. 91: 1229-1236, 2007.
[17] MOUEN B., BIEYSSE D., NYASSE S., NOTTEGHEM J., and CILAS C., Role of rainfall in the development of coffee berry disease in coffee arabica caused by Colletotrichum kahawae, in cameroon, Plant pathology, 2009.
[18] MOUEN B., BIEYSSE D., NIAJYOUNOU I., DEUMENI J., CILAS C., and NOTTEGHEM J.,Effect of cultural practices on the development of arabica coffee berry disease, caused by Colletotrichum kahawae, Eur J Plant Pathol. 119: 391–400, 2007.
[19] MOUEN B., CHILLET M., JULLIEN A., BELLAIRE L., Le gainage précoce des régimes de bananes améliore la croissance des fruits et leur état sanitaire vis-à-vis de l’anthracnose (Colletotrichum musae), fruits, vol. 58, p. 71–81, 2003.
[20] MOUEN B., NIAJYOUNOU I., BIEYSSE D., NDOUMBE N., CILAS C., and NOTTEGHEM J., Effect of shade on arabica coffee berry disease development: Toward an agroforestry system to reduce disease impact, Phytopathology, Vol. 98, No. 12, 2008.
[21] MULLER R., GESTIN A., Contribution à la mise au point des méthodes de lutte contre l’anthracnose des baies du caféier d’arabe (coffe arabica) due à une forme du Colletotrichum coffeanum Noack au Cameroun, café cacao thé, vol. XI (2), 1967.
[22] MULLER R., L’évolution de l’anthracnose des baies du caféier d’arabe (coffe arabica) due à une forme du Colletotrichum coffeanum Noack au Cameroun, café cacao thé, vol. XIV (2), 1970.
[23] MULLER R., La lutte contre l’anthracnose des baies du caféier arabica due à une souche de Colletotrichum coffeanum au Cameroun, note technique, institut français du café, du cacao et autres plantes stimulantes, 1971.
[24] RAMOS A. and KAMIDI R., Determination and significance of the mutation rate of Colletotrichum coffeanum from benomyl sensitivity to benomyl tolerance, phytopathology, vol. 72 No. 4, 1982.
[25] SILVA M., VÁRZEA V., GUERRA-GUIMARÃES L., AZINEIRA G., FERNANDEZ D., PETITOT A., BERTRAND B., LASHERMES P. and NICOLE M., Coffee resistance to the main diseases: leaf rust and coffee berry disease, Braz. J. Plant Physiol., 18(1): 119-147, 2006.
[26] WHARTON P., DIEGUEZ-URIBEONDO J., The biology of Col-
etotrichum acutatum, Anales del Jardín Botánico de Madrid 61(4): 3-22, 2004.