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ABSTRACT
Recent ALMA observations have found many protoplanetary discs with rings that can be explained by gap-opening planets less massive than Jupiter. Meanwhile, recent research has suggested that protoplanetary discs should have low levels of turbulence. Past computational work on low-viscosity discs has hinted that these two developments might not be self-consistent because even low-mass planets can be accompanied by vortices instead of conventional double rings. We investigate this potential discrepancy by conducting hydrodynamic simulations of growing planetary cores in discs with various aspect ratios ($H/r = 0.04, 0.06, 0.08$) and viscosities ($1.5 \times 10^{-5} \lesssim \alpha \lesssim 3 \times 10^{-4}$), having these cores accrete their gas mass directly from the disc. With $\alpha < 10^{-4}$, we find that sub-Saturn-mass planets in discs with $H/r \lesssim 0.06$ are more likely to be accompanied by dust asymmetries compared to Jupiter-mass planets because they can trigger several generations of vortices in succession. We also find that vortices with $H/r = 0.08$ survive $> 6000$ planet orbits regardless of the planet mass or disc mass because they are less affected by the planet’s spiral waves. We connect our results to observations and find that the outward migration of vortices with $H/r \geq 0.08$ may be able to explain the cavity in Oph IRS 48 or the two clumps in MWC 758. Lastly, we show that the lack of observed asymmetries in the disc population in Taurus is unexpected given the long asymmetry lifetimes in our low viscosity simulations ($\alpha \sim 2 \times 10^{-5}$), a discrepancy we suggest is due to these discs having higher viscosities.
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1 INTRODUCTION
It was once thought that protoplanetary discs needed to have high levels of turbulence to explain observed stellar accretion rates (e.g. Alexander et al. 2014; Hartmann et al. 2016) because it was assumed that turbulence drives angular momentum transport through the disc. This turbulence was thought to originate from hydrodynamic and magnetohydrodynamic (MHD) instabilities, most notably the magneto-rotational instability (MRI: Balbus & Hawley 1991, 1998). Recent computational studies, however, have demonstrated that non-ideal MHD effects should suppress the MRI in the bulk of the disc’s midplane (Bai & Stone 2013; Bai 2017; Wang et al. 2019) because of the low levels of ionization in this region (Gammie 1996, Fromang et al. 2002, Cleeves et al. 2013).

Without the MRI, stellar accretion rates may instead be driven by magneto-thermal disc winds (Bar et al. 2016), while other instabilities could instead generate a weaker amount of turbulence (e.g. the vertical shear instability: Nelson et al. 2013; Lin & Youdin 2015; Manger et al. 2020; Flores-Rivera et al. 2020). Observational studies have offered preliminary support for the idea that protoplanetary discs have low levels of turbulence. By analyzing spectral line broadening, Flaherty et al. (2015, 2018) were able to constrain the level of turbulence in certain discs to be $\alpha < 10^{-3}$ (where $\alpha$ is the standard turbulent parameter from Shakura & Sunyaev 1973), which is weaker than expected in the surface layers of the disc. Meanwhile, Rosotti et al. (2020) demonstrated that the deviations from Keplerian velocity at the edges of planetary gaps in a few specific discs indicate the level of turbulence is weak if grain growth is also limited.

These low levels of turbulence provide favorable conditions for gap-opening planets to generate vortices through the Rossby Wave instability (RWI: Lovelace et al. 1999; Li et al. 2000, 2001), a global non-axisymmetric instability that can arise in regions of a disc with a maximum in their RWI critical function profile, which is proportional to the ratio of the density divided by the vorticity, a quantity also known as the inverse vortensity. Such maxima naturally occur at or near the edges of a gap opened by a planet where there is a maximum in the disc’s density profile (Li et al. 2005). These maxima can become unstable and create a vortex if the bump
is sufficiently sharp (Ono et al. 2016) and the disc has sufficiently low viscosity of $\alpha < 10^{-3}$ (de Val-Borro et al. 2007).

Despite this expectation that discs should have low viscosities, vortices are not prevalent in observations of protoplanetary discs. Vortex candidates in the form of large-scale crescent-shaped asymmetries only appear in $< 25\%$ of resolved discs (van der Marel et al. 2021). Furthermore, the fraction of conventional two-sided gaps with an adjacent crescent-shaped feature is even lower given that many discs contain multiple gaps, and that many observed asymmetries — e.g. HD 142527 (Boehler et al. 2017) — are associated with cavities rather than gaps.

Why aren’t more gaps associated with crescent-shaped asymmetries? One possibility is that not all of these gaps are associated with planets. A single planet can open multiple gaps (Dong et al. 2017). Even without planets, it is possible to create gaps through other means such as MHD-driven zonal flows (Johansen et al. 2009; Riols et al. 2020). Although vortices can also form at the edges of these gaps (e.g. Krapp et al. 2018), their properties have not yet been studied in detail. Regardless of the source of these gaps, disc self-gravity can inhibit the RWI altogether in more massive discs, even in discs that are not gravitationally unstable (Lin & Papaloizou 2011; Lin 2012b; Lovelace & Hohlfeld 2013). It has also been demonstrated that dust feedback can limit vortex lifetimes to a few hundred orbits in 2-D simulations (Fu et al. 2014), albeit feedback in 3-D simulations has been shown to have less of an effect (Lyra et al. 2018). Layered turbulence in 3-D discs has also been shown to shorten vortex lifetimes (Lin 2014).

Even without those physical effects, Fu et al. (2014) found that only planets well above Jupiter-mass in discs with a narrow range of aspect ratios near $H/r = 0.06$ trigger long-lived vortices that survive on the order of ten thousand planet orbits. Hammer et al. (2017) extended that work and showed that these lifetimes dropped significantly when incorporating the time it takes to grow a giant planet during the runaway gas growth phase of core accretion, a process that can last hundreds to thousands of orbits (Lissauer et al. 2009).

Could it just be that the planet candidates associated with gaps in ALMA observations are not massive enough to generate vortices? Lodato et al. (2019) collected a sample of 48 of these gap-opening planet candidates and estimated many of them to have mass ratios between Neptune-mass and Jupiter-mass relative to the Sun. The prevalence of planets in this mass range accentuates the need to study vortices induced by lower-mass planets. These planets have been neglected in previous studies even though it has been demonstrated that planets below Saturn-mass can trigger vortices in viscous discs (Hammer et al. 2017; Hallam & Paardekooper 2020) and super-Earths can trigger vortices in inviscid discs (Fung & Chiang 2017).

In this work, we investigate the dependence of vortex lifetime on planet mass and disc aspect ratio, with a focus on planets less massive than Jupiter. We also develop a more realistic model for the planet’s growth compared to our method from Hammer et al. (2017). Additionally, we incorporate simulations of the dust in these discs to help measure vortex lifetimes and determine how vortices should appear in observations.

This work is organized as follows: We provide an overview of the hydrodynamic simulations and the associated methodology in Section 2 and outline the parameters we explored in Section 3. We present an overview of our main results in Section 4 and a more in-depth analysis of specific cases in Section 5. We then discuss our synthetic observations and their methodology in Section 6. We conclude our work in Section 7 and how our results apply to observations in Section 8.



2 METHODS

We use the hydrodynamic code FARGO3D (see Section 2.1) to conduct a parameter study of planetary cores accreting gas from the low viscosity discs in which they are embedded. We explore planets accreting gas at different rates, along with discs that have different aspect ratios and viscosities. The simulations in our main parameter study only include the gas component of the disc (see Sections 2.2.1 and 2.3). For each case, we also conduct a two-fluid simulation consisting of both a gas fluid and a dust fluid that represents a single fixed grain size to probe the end of the dust asymmetry lifetime and potentially other important phases in the evolution of the vortex. The majority of these two-fluid simulations start in the middle of the vortex lifetime (see Section 2.4).

2.1 Hydrodynamic code

FARGO3D (Benítez-Llambay & Masset 2016) is a multi-purpose 3-D finite-difference Eulerian (magneto-)hydrodynamic grid code that is the successor to the original FARGO code (Masset 2000).

Like its predecessor, FARGO3D can invoke the FARGO (Fast Advection in Rotating Gaseous Objects) algorithm to speed up simulations (Masset 2000). The algorithm relies on all of the grid cells in a given annulus having similar values for the azimuthal velocity, a routine property of any disc that rotates at close to a Keplerian rate. By subtracting out the average of this similar azimuthal velocity in each annulus when evaluating the Courant-Friedrich-Levy (CFL) condition, the code can increase the timestep by about an order of magnitude, making it feasible to run a suite of simulations with sufficient resolution for several thousand planet orbits.

2.2 Gas dynamics

2.2.1 Hydrodynamic equations

In our study, we use the 2-D hydrodynamic setup of FARGO3D that solves the Navier-Stokes equations in cylindrical polar coordinates $(r, \phi)$. These equations consist of the continuity equation, given by

$$\frac{\partial \Sigma}{\partial t} + \nabla \cdot (\Sigma \vec{v}) = 0, \quad (1)$$

where $\Sigma$ is the gas surface density, $\vec{v}$ is the velocity vector, and $t$ is time; as well as the momentum equations given by

$$\Sigma \left( \frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} \right) = -\nabla P - \nabla \phi + \nabla \cdot T \quad (2)$$

where $P$ is the pressure and $\phi$ is the gravitational potential. The stress tensor $T$ is given by

$$T = \Sigma \nu \left[ \vec{v} + (\vec{v})^T - \frac{2}{3} (\nabla \cdot \vec{v}) \vec{I} \right], \quad (3)$$

where $\nu$ is the kinematic viscosity of the disc and $\vec{I}$ is the identity tensor. We use a locally isothermal equation of state $P = \Sigma e_s$, where $e_s = H \Omega_K$ is the sound speed, $H$ is the scale height, and $\Omega_K$ is local Keplerian orbital frequency. We use a flat, constant aspect ratio $h \equiv H/r$ in all of our simulations. The scale height at the location of the planet is defined to be $H_0$. We also apply a constant viscosity of $\nu = \nu_0 H_0$, where $r_p$ is the planet’s fixed orbital...
radius and $\Omega_p$ is the planet’s orbital frequency. For simplicity, we typically refer to $\dot{\nu}$ as $\nu$ in subsequent mentions. As all of the discs in our study are locally isothermal, our simulations do not need to solve the energy equation.

### 2.2.2 Disc setup

The disc in each simulation begins with a power-law radial surface density profile of $\Sigma = \Sigma_0(r/r_p)^{-\nu}$, where $r_p$ is the orbital radius of the planet. We choose the value of the initial surface density at the location of the planet $\Sigma_0 = 5.787 \times 10^{-4} M_\odot r_p^{-2}$ to set the total disc mass in the simulation domain to be $20 M_\text{Jup}$. Although this disc mass is relatively high, we neglect self-gravity. We discuss $\phi$ in radius and total disc mass in the simulation domain to be $\Sigma = \Sigma_0 (r/r_p)^{-\nu}$, consistent with its constant aspect ratio. The simulation domain extends from $r \in [0, 2.5] r_p$ in radius and $\phi \in [0, 2\pi]$ in azimuth. The grid across this domain consists of $N_r \times N_\phi = 1536 \times 2048$ arithmetically-spaced cells. This radial spacing resolves the scale height at the location of the planet and in the outer disc by at least 11 cells for $h = 0.04$, at least 16 cells for $h = 0.06$, and at least 22 cells for $h = 0.08$.

We employ evanescent boundary conditions towards the inner edge ($1.00 r_{\text{in}} < r < 1.25 r_{\text{in}}$) and outer edge ($0.84 r_{\text{out}} < r < 1.00 r_{\text{out}}$) of every simulation. These boundary conditions are designed to damp waves by reducing the density and velocity fields towards their initial values (e.g. de Val-Borro et al. 2006). We keep the outer zone mostly unperturbed by rapidly damping any changes on a timescale of 1/500th the orbital period at the outermost radius in the simulation domain. The inner zone is only damped on a timescale of 1/3rd the orbital period at the innermost radius. We employ standard periodic boundary conditions in the azimuthal direction.

### 2.3 Planet

#### 2.3.1 Planet setup

We begin each simulation with a $0.05 M_\text{Jup}$ planetary core at $r = r_p$ on a fixed circular orbit around a solar-mass star ($M_* = 1.0 M_\odot$). The planet orbits at an angular frequency of $\Omega_p = \sqrt{G M_\odot/r_p^3}$, where $G$ is the gravitational constant. For convenience, we set $r_p = \Omega_p / G = M_\text{p} = 1$ in each simulation. As such, the planet completes one orbital period in a time of $T_p = 2\pi$. We model the planet’s gravitational potential as

$$\phi_p(r) = GM_\text{p} \frac{1}{\sqrt{(r - r_p)^2 + r_p^2}}$$

where a smoothing length of $r_s = 0.6 H_0$ is included to avoid a gravitational singularity. The planet’s initial core mass is introduced over $T_{\text{growth}} = 5 T_p$ following a profile of $m_\text{p}(t) = \sin^2(\pi t / 2 T_{\text{growth}})$. The planet is allowed to accrete from the start of the simulation.

#### 2.3.2 Accretion onto the planet

Our main interest in modelling accretion onto the planet is to have the gap edges evolve self-consistently with the growth of the planet so that the properties of the resulting vortices are more realistic. We emphasize that we are not attempting to model the accretion process onto the planet in great detail. The actual accretion process is difficult to resolve in 2-D global hydrodynamic simulations and requires local or mesh-refined 3-D simulations to study (e.g. Ayliffe & Bate 2009; Szulágyi & Mordasini 2017).

We begin each simulation with a $0.05 M_\text{Jup}$ planetary core that can accrete gas from the disc within a fraction of its Hill sphere following the scheme used in the original FARGO code, where the Hill radius is defined as $R_{\text{H}} \equiv a q/3^{1/3}$, $a$ is the planet semimajor axis, and $q$ is the planet-to-star mass ratio. This scheme is based on Kley (1999) and contains two similar steps that are performed at each timestep. First, a fraction $f_1$ of the mass contained within all grid cells less than 0.75 $R_{\text{H}}$ from the planet is removed. Then, a larger fraction $f_2$ of the mass in all grid cells less than 0.45 $R_{\text{H}}$ from the planet is also removed. The values of the fractions are $f_1 = 1/3 \times A \times \Omega_p dt$ and $f_2 = 2/3 \times A \times \Omega_p dt$, where the timestep $dt$ is included to scale the fractional removals of mass 1/3 $A$ and 2/3 $A$ to take place over an amount of time $\Delta t = 1$ instead of instantaneously. Whereas the accretion parameter $A = 1$ by default in the original FARGO code, we instead vary $A$ to model planets growing at different rates (analogous to the methods used by Muley et al. 2019; Bergez-Casalou et al. 2020).

This accretion scheme is intended to model the growth of the planet from a solid core to a gas giant during the runaway gas accretion phase of the core accretion model when the planet rapidly accretes the vast majority of its atmosphere. This phase begins at about when the atmosphere’s mass surpasses the core mass (e.g. D’Angelo et al. 2010). We neglect the time it takes for the atmosphere’s mass to reach the core mass primarily because this earlier phase can last for hundreds of thousands of years or longer, which would greatly increase the time needed to run each simulation and also be unlikely to affect the outcome.

We therefore chose a relatively high initial planet mass of $0.05 M_\text{Jup}$, equivalent to $\approx 16 M_\oplus$ (where $M_\text{Jup}$ is the mass of Jupiter and $M_\oplus$ is the mass of the Earth) so that our core could be thought of as already having accreted some of its atmosphere. As a result, we are starting out with a core mass that is larger than the presumed masses for gas giant cores, which are typically around $\approx 10 M_\oplus$. This choice also speeds up the time it takes for the lowest-mass planets to trigger the RWI.

The rate at which the planet accretes is almost always less than the physical limit set by the mass flux through the cross-section of the planet where it can accrete gas. The planet’s cross section itself is set by the minimum of the Hill radius ($R_{\text{H}}$) and the Bondi radius ($R_B$), the latter of which is defined as $R_B \equiv 2GM_p/c_s^2$, where $G$ is the gravitational constant, $M_p$ is the planet mass, and $c_s$ is the sound speed (e.g. D’Angelo et al. 2010). The physical limit on the accretion rate is then

$$M_{p, \text{limit}} = \frac{\Sigma_{\text{p}}}{\sqrt{2 \pi H}} \min\left(R_{\text{H}} R_B\right)^2,$$

For giant planets, the minimum radius is the Hill radius, as the Bondi radius becomes the larger of the two at the relatively low crossover mass of

$$M_{p, \text{cross}} = 0.044 M_\text{Jup} \left(\frac{h}{0.06}\right)^3,$$

where $R$ is the separation from the star. With the high starting core mass and the planet accreting from only a fraction of the Hill sphere in our simulations, the planet naturally accretes at a rate below the physical limit except at the beginning of simulations with $h = 0.08$ where the planet has $M_{p, \text{cross}} = 0.104 M_\text{Jup}$. The planet’s initially unphysical accretion rate is not a concern in this case since the planet does not trigger the RWI until after it grows past the crossover mass.
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2.4 Dust dynamics

2.4.1 Overview

We also use FARGO3D to simulate dust with the gas, where the dust is implemented as a pressureless fluid (Benítez-Llambay et al. 2019). The dust also experiences radial and azimuthal drag forces as a result of being coupled to the gas that cause it to behave differently from the gas. These drag forces act as additional source terms added to the momentum equation given by

\[
\frac{\partial v_{r,d}}{\partial t} = - \frac{v_{r,d} - v_r}{t_s},
\]

\[
\frac{\partial v_{\phi,d}}{\partial t} = - \frac{v_{\phi,d} - v_{\phi}}{t_s},
\]

where \( v_r \) and \( v_{\phi} \) are the radial and azimuthal velocity components and \( v_{r,d} \) and \( v_{\phi,d} \) are the dust and gas components respectively. We only simulate small particles where the stopping time falls in the Epstein regime (Weidenschilling 1977). The stopping time in the midplane is defined as

\[
t_s = \frac{\text{St}}{\Omega} = \left( \pi \rho d \right)^{1/2} \frac{1}{\Omega},
\]

where \( \rho_d \) is the physical density of each dust grain (which we take to be 1 g/cm\(^3\)) and \( s \) is the size of each grain. The Stokes number \( \text{St} \) is the dimensionless form of the stopping time.

In addition to drag forces, the dust experiences turbulence from the gas that can cause it to diffuse through the disc. The dust diffusion is modeled as another source term (Clarke & Pringle 1988) included in the continuity equation as

\[
\frac{\partial \Sigma_d}{\partial t} = \nabla \cdot \left( D \nabla \left( \frac{\Sigma_d}{\Sigma} \right) \right),
\]

where the diffusion coefficient \( D = D_r \Omega \) and \( D_r \approx \hat{v} \) since the particles in this study are small enough to satisfy \( \text{St} \ll 1 \) (Youdin & Lithwick 2007). We note that due to the low viscosities in our study, incorporating dust diffusion has hardly any effect on the behavior of the dust in our simulations. Additionally, we defer incorporating dust feedback to our future work and discuss the implications of leaving it out in this study in Section 4.4.

2.4.2 Dust setup

For each gas simulation in our main parameter study, we run a corresponding simulation of a single-size dust grain primarily to determine the end of the vortex lifetime. To conserve computational resources, we initialize these two-fluid gas and dust simulations in the middle of the gas simulation towards the end of the vortex lifetime.

Similar to the gas, the dust is initialized to a matching power-law radial surface density profile of \( \Sigma_d = \Sigma_{d,0}(r/r_p)^{-1} \) with a constant initial dust-to-gas ratio of \( \Sigma_{d,0}/\Sigma_g = 1/100 \). The dust spans the same simulation domain as the gas and uses the same boundary conditions. We simulate dust grains with a reference initial Stokes number of \( \text{St}_0 = 0.023 \) at the location of the planet. This Stokes number corresponds to a grain size of

\[
s = 1.9 \text{ mm} \left( \frac{\rho_d}{1 \text{ g/cm}^3} \right)^{-1} \left( \frac{M_*}{1 \text{ M}_\odot} \right)^{1/2} \left( \frac{r_p}{20 \text{ AU}} \right)^{-2},
\]

depending on the physical separation between the star and the planet, the mass of the star, and the physical density of each dust grain. The grain size itself is fixed throughout the simulation domain, leaving the Stokes number to vary as the gas surface density changes. We choose a Stokes number of \( \text{St}_0 = 0.023 \) to probe the vortex lifetimes because we found in our previous study that it lies in-between smaller grains that spread throughout most of the vortex and larger grains that are routinely much more concentrated (Hamer et al. 2019).

We initialized the two-fluid simulations at around when the gas vortex spreads out into a ring with the goal of selecting a start time of a few hundred to one thousand planet orbits before the dust asymmetry also spreads into a ring. Since the smooth axisymmetric initial conditions for the dust are not consistent with the gas component that already contains a vortex by the time we restart the simulation, we only used start times where the dust evolves into a clear asymmetry at the outer gap edge, a process that takes about 50 to 100 orbits. If there was no dust asymmetry by that point (in other words, if the vortex was already dead), we tried an earlier start time instead. We tested the effect of choosing different start times in some cases and found that it did not change the dust asymmetry lifetime by more than 100 orbits.

2.4.3 Determining dust asymmetry lifetimes

We define the total dust asymmetry lifetime as the time from when the \( m = 1 \) vortex first appears in the gas until it disappears in the dust either by fading into a ring by being replaced a different signature, and provided that the vortex stays at \( r < 2.0 \ r_p \).

With this definition, we are actually measuring the lifetime of the dust asymmetry associated with the vortex, not the lifetime of the gas vortex itself. While it is typically straightforward to tell when the dust asymmetry forms just by looking for the appearance of the RW1 in the gas, it is non-trivial to identify the end of the dust asymmetry lifetime just by analyzing the gas.

To find the end of the dust asymmetry lifetime, we monitor the standard deviation in the azimuthal dust profile in the vicinity of the vortex. We first radially-average the dust surface density across two scale heights around the peak in the radial surface density profile. Once the normalized standard deviation \( \sigma(\Sigma_d(\phi))/\Sigma_d(\phi) > 0.023 \) drops below a threshold of 10%, we consider the vortex dead. Because this quantity drops rapidly as the dust becomes more symmetric and spreads out into a ring, choosing a different threshold would not change the lifetime by more than 100 orbits. In cases where the RW1 starts out as an \( m = 1 \) mode, we also use this method to identify that start of the lifetime.

Even though many cases have gas vortices that re-form, we note that the dust asymmetry persists in-between successive gas vortices. We did not find any cases where the dust asymmetry fades into a ring and then reappears later. In cases with \( h = 0.08 \), we mark the end of the vortex lifetime when the vortex migrates out to \( r > 2.0 \ r_p \). This definition excludes the phase when there are multiple vortices in the outer disc as well as the next phase when there is just a single vortex at a much larger separation than usual. We made this choice because the original vortex has moved much further away from the planet and because each of these vortices that migrated outwards survives past the end of the simulation.

We stress that the variation in the gas is not so useful for identifying the end of the dust asymmetry lifetime because the dust asymmetry does not disappear at the same as the gas asymmetry. Even when a vortex spreads into a ring, the outer gap edge retains a weak azimuthal pressure bump that can still trap dust even if the variation in the gas is very low.
Table 1. Parameter study. The final mass $M_{p,3000}$ is recorded at 3000 planet orbits. Planets in simulations that were extended beyond this point have higher mass by the end.

| $h$   | $\nu / \nu^* M_p$ | $A$   | $M_{p,3000}/M_1$ |
|-------|--------------------|-------|------------------|
| 0.08  | $10^{-7}$          | 0.01, 0.02, 0.05, 0.167 | 0.18, 0.33, 0.59, 1.22 |
| 0.06  | $10^{-7}$          | 0.02, 0.05, 0.167, 0.5 | 0.21, 0.36, 0.63, 0.92 |
| 0.04  | $10^{-7}$          | 0.05, 0.167, 0.5, 1.0 | 0.21, 0.36, 0.53, 0.67 |
| 0.06  | $10^{-6}$          | 0.05, 0.167, 0.5 | 0.37, 0.70, 1.26 |
| 0.08  | $10^{-6}$          | 0.02, 0.05, 0.167 | 0.52, 0.84, 1.18 |

3 SUITE OF SIMULATIONS

3.1 Parameter Study

We conduct a total of 18 one-fluid gas simulations in our main parameter study comprising three disc aspect ratios ($h = 0.04$, 0.06, and 0.08), two different viscosities ($\nu = 10^{-6}$ and $10^{-7}$), and four different accretion parameters. These parameters are outlined in Table 1.

Twelve of the simulations use the lower viscosity $\nu = 10^{-7}$ (equivalent to $1.5 \times 10^{-5} \leq \alpha \leq 6 \times 10^{-5}$ at $r = r_p$). For the intermediate scale height $h = 0.06$, we choose $A = 0.02, 0.05, 0.167,$ and 0.5. With these accretion parameters, the final planet masses at $t = 3000$ planet orbits fall in the range of $0.2 M_J$ to $1.0 M_J$ (where $M_J \equiv M_{\text{Jup}}$) with the lower viscosity $\nu = 10^{-7}$. For the lowest aspect ratio $h = 0.04$, we replace $A = 0.02$ with $A = 1$. For the largest aspect ratio $h = 0.08$, we replace $A = 0.5$ with $A = 0.01$. These replacements were chosen so that the range of final planet masses is similar for all three aspect ratios. We note that it is necessary to decrease the largest $A$ with the largest aspect ratio $h = 0.08$ because the gap-opening timescales are slower at a given planet mass. The opposite is true with the smallest aspect ratio $h = 0.04$. Lastly, the remaining six simulations use the larger viscosity $\nu = 10^{-6}$ (equivalent to $1.5 \times 10^{-4} \leq \alpha \leq 3 \times 10^{-4}$ at $r = r_p$), only encompassing the two larger aspect ratios and their three largest respective accretion parameters.

3.2 Additional Simulations

Outside of our main parameter study, we run additional simulations primarily to test the causes of various phenomena described in our results. These additional tests include simulations with different disc masses, planet masses, or viscosities not covered in our main parameter study. All of these supplementary simulations are described alongside the results and caveats. We also present resolution tests in Appendix A.

4 MAIN RESULTS

4.1 Overview

In discs with a low viscosity ($\nu = 10^{-7}$), we find that lower-mass planets and planets in discs with larger aspect ratios in general preferentially induce longer-lived dust asymmetries than higher-mass planets (see Figure 1). Similar trends occur in the cases with the higher viscosity ($\nu = 10^{-6}$), but are much weaker.

There are several different reasons that these dust asymmetries have longer lifetimes in the low viscosity cases with lower planet masses. With lower disc aspect ratios ($h \leq 0.06$), the total lifetimes in these cases are longer even though the initial gas vortices are very short-lived. These initial vortices are almost all short-lived regardless of planet mass because of the combination of two effects: [1] the disc’s viscosity halting the growth of the RWI after $\sim 10^4$ orbits, and [2] shocks from the planet’s spiral waves distorting the vortex’s smooth elliptical structure. Nonetheless, after the initial vortex spreads into a ring, those spiral shocks create a new maximum in the RWI critical function (defined in Section 4.2.1), making it possible to form later-generation vortices in every case. In the cases with higher-mass planets, however, the width of the gap grows too quickly for the location of the pressure bump to stay near the more inward location of the bump in the RWI critical function, preventing later-generation vortices from forming after only about $\sim 10^4$ orbits. On the contrary with lower-mass planets, the pressure bump stays closer to the planet and the RWI critical function maximum for a much longer period of time. As a result, a series of later-generation vortices can form that drastically extend the total lifetime of the dust asymmetry. We find that the cutoff between the low-mass and high-mass planet regimes is roughly the classical thermal mass $M_{\text{th}} = 3h^3 M_1$, the mass at which a planet can open a “full gap” with $R_1 \geq H_0$ Lin & Papaloizou [1993].

With larger disc aspect ratios ($h \geq 0.08$), the initial gas vortices are all very long-lived regardless of planet mass or disc mass. In our parameter study, the continued growth of the planet enables the RWI to grow unimpeded until the vortex becomes strong enough to shed angular momentum via its own spiral waves. With a lower disc mass, the deeper gap opened because of the accretion onto the planet halts the growth of the RWI like in the cases with lower disc aspect ratios. Nonetheless, the vortices in these cases still survive well over 6000 planet orbits because the planet generates much weaker spiral shocks in these cases.

1 Other studies define $M_{\text{th}}$ with a coefficient of 1 or $\frac{7}{3}$ instead of 3 Goodman & Rafikov [2001].

Figure 1. Total $m = 1$ dust asymmetry lifetimes as a function of planet mass (recorded at $t = 3000$ planet orbits). With a low viscosity of $\nu = 10^{-7}$, vortices live longer when triggered by lower-mass planets than higher-mass ones. With $h = 0.08$ and $\nu = 10^{-7}$, an asymmetry survives past the end of each simulation in all cases (as indicated by the arrows).
4.2 Theoretical Interpretation

4.2.1 General background on RWI

Planets can generate vortices through the Rossby wave instability at their inner and outer gap edges where they create sharp maxima in the disc’s radial inverse vortensity profile, where the vortensity is defined as the disc’s density divided by its vorticity. The complete critical function for the RWI in an adiabatic disc is presented in Lovelace et al. (1999) as

\[ L = \frac{\sum \omega}{S^2 / \gamma}, \]

(12)

where \( \omega \) is the vorticity, \( S \equiv P / \Sigma^2 \) is the entropy, and \( \gamma \) is the adiabatic index. A similar critical function applies for locally isothermal discs and is given in Lin (2012a) as

\[ L_{\text{iso}} = c_s^2 \frac{\sum \omega}{S}. \]

(13)

Because this function depends on both density and vorticity, the outer radial position at which the disc initially becomes unstable is located slightly interior to the peak in the disc’s radial density profile by up to one scale height.

The instability itself can be thought of as the interaction between two separate Rossby waves that form on either side of the maximum in the critical function (Umurhan 2010). One Rossby wave forms on each side of the bump where there is a sharp vorticity gradient, moving in opposite directions along the azimuth. If the bump is narrow enough, these waves will interact and merge after growing by a sufficient amount in the radial direction. This merger makes the waves unstable and results in the formation of one or more vortices. Once these initial one or more vortices form, we observe that the growth of the instability in both density and vorticity causes the vortices to migrate outward slightly into the center of the pressure bump. At this point, the maximum in the critical function largely settles at the center of the pressure bump, allowing the vortices to continue to grow, albeit at a much slower rate.

We find that the location at which the initial maximum in the critical function \( L_{\text{iso}} \) arises depends strongly on the disc aspect ratio and only weakly on the planet mass. As the planet grows, its spiral waves generate a change in vortensity \( [\omega / \Sigma] \) as they shock the disc given by

\[ \frac{[\omega / \Sigma]}{[\omega / \Sigma]} = -\left( \frac{M^2 - 1}{\Sigma M^2} \right) \frac{\partial u_{\perp}}{\partial S} \left( \frac{M^2 - 1}{\Sigma M^2 u_{\perp}} \right) \frac{\partial \omega}{\partial S}, \]

(14)

where \( M = u_{\perp} / c_s \) is the Mach number, \( u_{\perp} \) is the pre-shock relative velocity perpendicular to the shock front, \( S \) is the direction along the shock front away from the planet, and the first term involving \( \partial u_{\perp} / \partial S \) dominates the vortensity change (Li et al. 2005, Lin & Papaloizou 2010). Previous work has shown that spiral shocks impart a positive change in vortensity in the horseshoe region close to the planet, leading up to a peak positive vortensity change occurring just outside of that region (see Figure 6 in Lin & Papaloizou 2010). Just beyond that peak, the planet imparts a negative change in vortensity in the rest of the outer disc. The peak negative vortensity change – in other words, where the maximum in \( L_{\text{iso}} \) develops – occurs only slightly exterior to the location at which the local Rossby number turns negative (where the local Rossby number is defined as \( \text{Ro} \equiv [\nabla \times (v - v_K)]_S / 2 \Omega \)), and then decays at larger radii.

4.2.2 Initial vortex formation

Past computational studies of vortices that largely neglect the growth of the planet have found that the RWI generates compact vortices at the outer gap edge (e.g. Fu et al. 2014). These vortices have strong enough vorticity minima (\( \text{Ro} < -0.15 \)) to be well-described by the compact Gaussian vortex model developed by Surville & Barge (2015). In these simulations with planets growing to their final mass in \(< 100 \) orbits, the RWI starts out with three to five small-scale co-orbital vortices as a result of one of the \( m = 3 \) to 5 modes beginning as the fastest-growing mode (Mehet et al. 2012). Like the final \( m = 1 \) vortex that eventually emerges, these initial vortices also start out with strong vorticity minima (\( \text{Ro} < -0.15 \)). As a result, when the initial mode grows enough for the vortices to interact, they seamlessly merge in both their density and vorticity structures, creating a final \( m = 1 \) vortex with a compact overall structure.

On the other hand, the slower-growing planets in our study all generate vortices with elongated shapes, albeit through two separate pathways. Like the compact vortex cases from past studies, the faster-growing planets \( (M_{p, 3000} > M_{1b}) \) in our parameter study also start out by generating three small-scale vortices. Unlike those compact cases, however, these initial vortices do not develop strong vorticity minima. As a result, when these vortices grow enough to interact, they only merge smoothly in their density structure while still remaining separated in their vorticity structure (see Section 5.1.1). During this phase, the vorticity minima at the center of each initial vortex stay separate and rotate around each other. This behavior ultimately prevents the final \( m = 1 \) vortex from developing a vorticity minima at its center and leads to the vortex spreading out in azimuth instead of staying compact. The elongated vortex that develops is better described by the so-called GNG model from Goodman et al. (1987) rather than the more compact model from Surville & Barge (2015).

With the slowest-growing planets \( (M_{p, 3000} < M_{1b}) \), the outer gap edge becomes unstable later on in the simulation \( (> 500 \ T_p) \) and these cases instead begin with an \( m = 2 \) or an \( m = 1 \) mode. These mode numbers arise because they have the fastest growth rates in their respective cases. The dominant mode numbers \( m \) being lower in these cases indicates that the corresponding outer gap edges are closer to marginal instability (Ono et al. 2016), which is consistent with these cases having the slowest planet growth times. In the cases that start with an \( m = 1 \) mode, the vortex begins elongated with a weak vorticity minimum (\( \text{Ro} > -0.15 \)) and typically remains that way for the rest of its lifetime. In the larger disc aspect ratio \( (h = 0.08) \) cases in our parameter study, however, the vortex eventually becomes compact, but only after a few to tens of thousands of orbits.

Regardless of the pathway, the elongated shape of a vortex does not necessarily lead to shorter total dust asymmetry lifetimes like in Hammer et al. (2017). Planets in the sub-thermal mass regime generate vortices that sustain long-lived dust asymmetries \( (> 3000 \ T_p) \) even though they start out elongated.

4.2.3 Role of gap-opening process and timescales

The slow gap-opening timescales for low-mass planets in low-viscosity discs determine if and when each planet initially triggers the RWI, and can also sustain the growth of the RWI if the gap remains shallow.

We note that the starting planetary core mass in these cases is essentially already massive enough to eventually open up gaps that
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Figure 2. Planet mass (top panels) and planet mass accretion rate (bottom panels) as a function of time for cases with the lower viscosity \( \nu = 10^{-7} \). A circle denotes the start of the vortex lifetime; a hexagon denotes the end. The vortex lifetime is highlighted in bold. The start and end of the vortex lifetime are marked on each side of the bold line with a circle and a hexagon respectively. We measure the accretion rates as the increase in planet mass over each orbit divided by one orbit.

Figure 3. Gap depths as a function of time for cases with the lower viscosity \( \nu = 10^{-7} \). The vortex lifetime is highlighted in bold. The start and end of the vortex lifetime are marked on each side of the bold line with a circle and a hexagon respectively.

can trigger vortices. Figure 2 shows the growth tracks — that is, the planet masses and accretion rates over time — for the planets in our study with \( \nu = 10^{-7} \). According to Duffell & MacFadyen (2013), the gap-opening mass for planets in low-viscosity discs is given empirically by

\[
M_{\text{gap}} = h^{3/2} \frac{29}{f_0} \delta_{\text{gap}} \nu,
\]

where \( \delta_{\text{gap}} \equiv \Sigma_0 / \Sigma_{\text{min}} \) is the depth of the gap to be opened. For \( \delta_{\text{gap}} = 2 \), the approximate gap depth at which all of the outer gap edges have already become unstable to the RWI in our simulations, \( M_{\text{gap}} \approx 0.019, 0.035, \) and \( 0.054 \) \( M_{\text{Jup}} \) for \( h = 0.04, 0.06, \) and \( 0.08 \) respectively, implying that the starting core mass of \( 0.05 \) \( M_{\text{Jup}} \) or just above should eventually trigger a vortex in the low viscosity cases.

Although the starting cores are already massive enough to open gaps that make the disc unstable, they do not open these gaps immediately. Figure 3 shows the evolution of the gap depths for all of the \( \nu = 10^{-7} \) cases. The gap depth never reaches a steady state over the timescales we explore, and in most cases it continually increases over time. Several different studies have shown that the gap depth depends on the planet mass, the disc aspect ratio, and the disc viscosity in the following way:

\[
\delta_{\text{gap}} - 1 \equiv \frac{\Sigma_0}{\Sigma_{\text{min}}} - 1 = f_0 \frac{q^2}{h^2 \nu},
\]

where \( q = M_p / M_\star \) and \( f_0 = 0.45/3 \pi \) (Duffell & MacFadyen 2013; Fung et al. 2014; Kanagawa et al. 2015). For instance, a Saturn-mass planet \((0.3 \ M_{\text{Jup}})\) should open a gap with \( \delta_{\text{gap}} = 84 \) in a disc with \( h = 0.08 \). Yet, the case with \( A = 0.02 \) illustrates that the gap depth is only \( \delta_{\text{gap}} = 3.70 \) when the planet reaches \( 0.3 \ M_{\text{Jup}} \) at \( t \approx 2600 \ T_p \). This behavior is not surprising given that the time for a gap to reach a steady state can be approximated.
by the viscous timescale $t_{\text{visc}} \sim h^2/\nu$, which is inherently large due to the low viscosities associated with planet-induced vortices. For example with $\nu = 10^{-7}$, this timescale exceeds $10^4$ orbits and is longer than any of our simulations.

With these slow gap-opening timescales, the planet continues to grow substantially for roughly 500 to 2000 planet orbits in all cases. This growth helps sustain the growth of the RWI over the same timeframe as well until it is stopped by the disc viscosity. In the cases with a larger disc aspect ratio ($h = 0.08$) where the gap-opening timescales are the slowest, the gap remains shallow enough for the continued growth of the planet to prevent the viscosity from ever stopping the growth of the instability. This outcome requires a relatively high disc mass and/or a disc aspect ratio even larger than $h = 0.08$. Otherwise with a lower disc mass, the accretion onto the planet itself depletes the gap enough to prevent the planet and in turn the vortex from continuing to grow significantly.

4.2.4 Role of later-generation vortices

Planets that trigger short-lived initial gas vortices can still prolong the lifetimes of their associated dust asymmetry by re-triggering one or more later-generation vortices. When the initial vortex collapses and spreads into a ring in the $h = 0.04$ and $h = 0.06$ cases, it smooths out the critical function so that it is too flat to become unstable again if it were left unchanged. Nonetheless, the profile is still subject to change because of the planet.

While no vortex is present, the planet can induce a drop in the vortensity and recreate a maximum in the critical function $L_{\text{iso}}$ at the location with the peak negative vortensity change if the profile still has not reached a steady state. As shown in Figures 4 and 5, the maximum in the critical function and the pressure bump move further from the planet compared to when the outer gap edge initially becomes unstable to the RWI. More importantly, the separation between these two locations also increases. As a result, the new maximum in the critical function does not necessarily generate a later-generation vortex at the pressure bump.

The separation between these two locations results in three

Figure 4. Example radial profiles of the RWI critical function $L_{\text{iso}}$ (solid lines) and associated pressure bump locations (vertical dashed lines). The initial vortex forms at $t = 60$ (black). At $t = 1220$ (blue), the outer gap edge is a ring and a new bump arises in $L_{\text{iso}}$. At $t = 1440$ (light blue), that bump causes a later-generation vortex to form. At $t = 2180$ (purple), although another bump in $L_{\text{iso}}$ arises, it is too far inside the pressure bump to form another vortex at the gap edge ($r_{\text{pressure}} - r_{\text{crit}} > 3.25 H_0$).

Figure 5. Top and middle panels: Locations of the pressure bump ($r_{\text{pressure}}$) and the $L_{\text{iso}}$ critical function maximum ($r_{\text{crit}}$) as a function of time for cases with the lower viscosity $\nu = 10^{-7}$ and lower aspect ratios $h = 0.04$ and $h = 0.06$. A circle denotes the start of the vortex lifetime; a hexagon denotes the end. The lifetime itself is in bold. Each point for $r_{\text{crit}}$ refers to a time at which a later-generation maximum arises in $L_{\text{iso}}$. Bottom panel: Different outcomes as a function of the separation between the two maxima. A new vortex forms if $r_{\text{pressure}} - r_{\text{crit}} \leq 3.25 H_0$. With larger separations, only interior vortices can form, if any form at all.
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possible outcomes in the lower ($h = 0.04$) and intermediate ($h = 0.06$) aspect ratio cases:

(i) Re-triggered vortex:

If the separation between the maximum in the critical function ($r_{\text{crit}}$) and the pressure bump ($r_{\text{pressure}}$) remains small ($r_{\text{pressure}} - r_{\text{crit}} < 3.25 H_0$), the disc becomes unstable at the location of the critical function maximum. The vortices that form at this location alter $L_{\text{iso}}$ and shift the maximum much closer to the pressure bump. As a result, a new later-generation vortex typically forms at the pressure bump. Because the bump is only marginally unstable, this later-generation vortex starts out as an $m = 1$ mode and does not survive more than 100 orbits.

(ii) No vortex (with dust):

If the separation between the maximum in the critical function and the pressure bump is too large ($r_{\text{pressure}} - r_{\text{crit}} > 3.25 H_0$), we do not find any cases where a vortex forms at the pressure bump. In lower-mass cases where $r_{\text{crit}}$ and $r_{\text{pressure}}$ are closer to the planet, an interior re-triggered vortex that is able to collect dust can still form (see the last case below). In higher-mass cases, it is also possible for vortices to form; however, they are so far interior to the pressure bump that the bump itself collects all of the dust drifting in from the outer disc and prevents any of it from reaching these vortices.

(iii) Re-trigger (interior):

In other cases, the later-generation vortex forms slightly interior to the pressure bump by about one scale height. Although this vortex is not at the center of the pressure bump, it is still close enough to collect the dust that accumulated at the pressure bump and trap it in an asymmetry interior to the bump (see Figure 6). While these interior vortices do not create any substantial signature in the gas density structure, they can survive for several thousand orbits, much longer than the re-triggered vortices with a density signature at the bump itself and possibly longer than the initial vortex.

The radial profiles of the critical function in the first and second cases are presented in Figure 4 in comparison to the profile when the initial vortex formed. The times and locations of both maxima are shown in Figure 5. We find that $r_{\text{crit}}$ typically stays at about 4 to 5 $H_0$ away from the planet after the initial gas vortex dies and that this location is not strongly dependent on planet mass. On the other hand, $r_{\text{pressure}}$ increases monotonically throughout each simulation due to the increasing planet masses and slow gap-opening timescales.

In the lower-mass cases, the first or first few maxima in $L_{\text{iso}}$ result in regular re-triggered vortices. These are followed by maxima that produce a mode of interior re-triggered vortices and then one or more “no vortex” outcomes. In the higher-mass cases, the first maximum may already produce a “no vortex” outcome because of their larger gap widths, skipping the re-triggered vortex phase, the interior re-triggered vortex, or both.

Regardless of whether a later-generation vortex forms, the ring that forms when the initial gas vortex dies is not initially perfectly axisymmetric. The disc maintains a remnant of the vortex in the form of an azimuthal pressure bump. Although it lacks vortical motion, this remnant pressure bump can sustain the existing dust asymmetry for a few hundred to a little over a thousand planet orbits before the dust spreads into a ring like the gas. As a result, even though the initial re-triggered vortices are very short-lived, they can greatly extend the total lifetime of the dust asymmetry, especially if more than one arise in succession. Additionally, the dust asymmetry from an early vortex always survives until the formation of the next-generation vortex. This behavior is the reason we define the dust asymmetry lifetime from the start of the first $m = 1$ vortex to the end of the last one.

### 4.2.5 Role of spiral shocks

Without taking the later-generation vortices into account, we find that the lifetimes of the initial gas vortices are primarily dependent on the disc aspect ratio and only weakly dependent on the planet mass (see Figure 7). In our parameter study, all of the initial gas vortices with $h = 0.08$ live longer than those at $h = 0.06$, which
in turn live longer than those at $h = 0.04$. In particular, the vortex in the second-highest mass case with $h = 0.06$ outlives the lowest-mass case with $h = 0.04$ even though both planets grow to roughly their respective values of the thermal mass.

We suspect that trend results from the planet’s spiral waves producing stronger shocks with lower disc aspect ratios. These shocks are stronger because the pre-shock Mach number is inversely proportional to the sound speed and in turn, the aspect ratio. We find that all cases have multiple shocks passing through the vortex, one from the planet itself and another from the material that collects at the $L_5$ Lagrange point behind the planet. These spiral shocks play a strong role in disrupting the vortex and causing it to spread into a ring.

5 IN-DEPTH ANALYSIS (FOCUS: $\nu = 10^{-7}$)

In this section, we delve deeper into how the main results described in Section 4 manifest in specific cases. We focus on the low-viscosity cases ($\nu = 10^{-7}$) throughout most of the section, exploring in depth both the intermediate aspect ratio cases with $h = 0.06$ in Section 5.1 and the larger aspect ratio cases with $h = 0.08$ in Section 5.2. We then briefly highlight the key results for the lower aspect ratio cases with $h = 0.04$ in Section 5.3 and all of the high-viscosity cases ($\nu = 10^{-6}$) in Section 5.4.

5.1 Intermediate Aspect Ratio ($h = 0.06$)

With an intermediate aspect ratio of $h = 0.06$, we simulate cases both above and below the thermal mass in our parameter study. The two higher-mass cases ($A = 0.5$ and 0.167) are near or above the thermal mass of $M_{\text{th}} = 0.65 M_{\text{Jup}}$, while the other two cases ($A = 0.05$ and 0.02) are well below the thermal mass. We discuss the general growth tracks of the planet in Appendix B.

5.1.1 Super-thermal mass

Both high-mass cases follow a similar evolution, as depicted in Figure 8 by the $A = 0.167$ case that has $M_{p, 3000} = 0.63 M_{\text{Jup}}$. Once the outer gap edge becomes unstable, it takes 40 to 50 orbits for the initial $m = 3$ mode of the RWI to saturate and merge into a single $m = 1$ elongated vortex that lacks smooth elliptical contours because of the interaction with the planet’s two exterior spiral waves. Even after this vortex materializes, the instability continues to grow non-linearly at an extremely slow rate for about 1000 orbits, as illustrated by the evolution of the vortex’s density contrast in Figure 9. Within a few hundred orbits after the growth of the instability stops, the vortex suddenly collapses into a ring over just a few orbits.

When a maximum in $L_{\text{iso}}$ arises afterwards, it is located too far interior to the bump to generate any signature in the dust. Nonetheless, the dust asymmetry associated with the remnant azimuthal pressure bump persists for an additional 1000 orbits after the initial gas vortex collapsed into a ring. As a result, the total lifetime of the dust asymmetry is $\approx 2400$ orbits in both cases (see the aqua lines with pentagon points in Figure 11).

With regard to the total dust asymmetry lifetimes discussed in this section that are shown in Figure 11, we note that we are tracking the degree of asymmetry in the dust, as discussed in Sections 2.2.2 and 2.3.3. On the other hand, the lifetimes of individual gas vortices are instead based on when the gas spreads into a ring or causes the appearance of the dust to change.

5.1.2 Sub-thermal mass

Both low-mass cases follow a similar evolution to each other. Although the initial evolution is also similar to the high-mass cases (aside from starting out with an $m = 1$ mode in the lowest-mass case), the location of the pressure bump remains relatively close to the $L_{\text{iso}}$ maximum ($r_{\text{pressure}} - r_{\text{crit}} < 3.25 H_0$) after the initial gas vortex collapses in about 1500 orbits. As a result, both cases produce two short-lived regular later-generation vortices. Afterwards, the third maxima that arise in $L_{\text{iso}}$ each yield a long-lived interior vortex that survives for over 2000 orbits. As a result, the total lifetimes of both $m = 1$ dust asymmetries are $\approx 6000$ orbits, about 2.5 times longer than the vortices in the super-thermal mass regime.

Aside from the usual $m = 1$ dust asymmetry, both low-mass cases can also generate an $m \geq 3$ dust asymmetry after the initial $m = 1$ vortex collapses.

(i) In particular in the lowest-mass case ($A = 0.02$ case that has $M_{p, 3000} = 0.21 M_{\text{Jup}}$), when the $m = 1$ interior dust asymmetry disappears at $t = 7500 T_p$, it does not spread into a ring. Instead, the mode of the RWI changes from $m = 1$ to $m = 3$ (see Figure 10), resulting in three dust-trapping vortices at the same separation as the previous interior one (see Figure 11). Like the $m = 1$ interior vortices, these $m = 3$ vortices do not create a noticeable perturbation in the density and are much easier to identify in the vortical motion of the velocity field or using dust to trace them out. These $m = 3$ vortices survive at least another 1500 orbits, at which point we stop the simulation because they do not show any sign of decaying.

(ii) Similarly in the second-lowest mass case ($A = 0.02$ case that has $M_{p, 3000} = 0.36 M_{\text{Jup}}$), an $m = 4$ set of vortices arises at $t = 3500 T_p$, while only a remnant pressure bump was present. Unlike the lowest-mass case, these vortices only survive about 50 orbits, at which point they alter the $L_{\text{iso}}$ function and generate a regular short-lived later-generation vortex at the pressure bump.

We suspect these interior $m \geq 3$ vortices can survive due to the large gradient in $L_{\text{iso}}$ at the interior side of the outer gap edge pressure bump. In general, Rossby waves arise at sharp gradients in the vortensity or $L_{\text{iso}}$ (Umurhan2010). With strong Rossby waves present at the location of these vortices, these sharp gradients can act to sustain the vortices generated by the instability.

Like the super-thermal test with a lower disc mass, we found that the general sub-thermal behavior does not depend on disc mass. We ran an additional simulation with a 70% lower disc mass and a planet that grows to $M_{p, 3000} = 0.24 M_{\text{Jup}}$ as $A = 0.125$. We also tested whether this behavior is independent of disc mass with an additional simulation that has 70% lower disc mass and a planet that grows to $M_{p, 3000} = 0.46 M_{\text{Jup}}$ with $A = 1.0$. Although we found a similar total lifetime of 2100 orbits, the initial vortex only survives about 300 orbits, likely due to the deeper gap resulting in the vortex not developing as high of a contrast as in those other cases. With this shorter lifetime, however, the planet can generate three later-generation vortices because the pressure bump is still relatively close to the planet early in the simulation. By the time a fourth maximum arises though, $r_{\text{pressure}} - r_{\text{crit}} > 3.25 H_0$, there is too big of a separation to create another vortex. This test confirms that higher-mass planets still generate shorter-lived dust asymmetries with lower disc masses and also demonstrates that the boundary between regimes is not exactly the thermal mass.

© 2016 RAS, MNRAS
5.1.3 Role of spiral waves (with lower fixed planet mass)

Since none of the initial gas vortices in our parameter study are particularly long-lived with \( h = 0.06 \), we ran an additional simulation with an even lower fixed mass of \( M_p = 0.08 \, M_{\text{Jup}} \). We found that the initial vortex in this case survives at least 4400 orbits from \( t = 600 \) to \( t > 5000 \, T_p \), at which point we stop the simulation because the vortex does not show any sign that it is close to collapsing into a ring. As indicated by the azimuthal density contrast, the instability continues to grow until \( t \approx 2000 \, T_p \) when the contrast reaches a peak value of \( \approx 1.5 \) before decaying at a very slow rate for the rest of the simulation.

Unlike in our parameter study where the vortex is repeatedly disrupted by two exterior waves for nearly its entire lifetime, the vortex in this case is initially only disrupted by the one spiral wave directly induced by the planet. The second wave does not appear until \( t \approx 3000 \, T_p \) when the planet finally clears out enough of the material in the gap for the remaining material to collect at the \( L_5 \) Lagrange point. Moreover, both waves are associated with weaker density perturbations because the planet has a lower mass. As a result, the initial vortex never abruptly collapses and ultimately survives for more than three times as long as the \( h = 0.06 \) initial vortices from our parameter study. We observe similar behavior in the low disc mass cases with \( h = 0.08 \) that also have weaker spiral shocks (see Section 5.2.4).

We further tested the role of the planet’s spiral waves by weakening the shocks in the \( A = 0.02 \) case. To do that, we restarted the simulation at \( t = 810 \, T_p \) when the planet has a mass of \( 0.11 \, M_{\text{Jup}} \) and did not allow the planet to accrete any more mass. As a result, the second wave from the \( L_5 \) Lagrange point takes longer to emerge, the waves do not strengthen over time, and the initial vortex survives an additional 350 orbits compared to in our parameter study. This longer lifetime verifies that the strength of the spiral shocks primarily determines if and when the vortices spread into rings in the \( \nu = 10^{-7} \) cases.
5.1.4 Role of viscosity

We demonstrated that the planet’s spiral waves are responsible for causing the initial vortex to collapse with the fixed lower-mass case. Does the viscosity also play a role in killing the vortex? We tested this possibility with the $A = 0.167$ case where the gas vortex spreads into a ring at $t = 1347 T_p$ when the planet has a mass of $0.57 M_{\text{Jup}}$. More specifically, we restarted the simulation at $t = 1000 T_p$ with the prescribed viscosity reduced to zero. We found that the vortex survives until at least the end of the simulation at $t = 3000 T_p$, well beyond the end of the lifetime in our parameter study. We find that with no prescribed viscosity, the vortex and the instability continue to grow at a rather slow rate as indicated by the evolution of the density contrast. This behavior demonstrates that the non-zero viscosity damps and eventually halts the growth of the instability in our parameter study, which in turn leads to the spiral waves causing the vortex collapse shortly after the instability stops growing.

5.2 Larger Aspect Ratio ($h = 0.08$)

Just like in discs with lower aspect ratios, we find that slower-grown planets with lower masses also trigger longer-lived vortices in discs with a large aspect ratio of $h = 0.08$, albeit through two separate pathways. Each case in our parameter study features a planet below the thermal mass ($M_{\text{th}} = 1.54 M_{\text{Jup}}$). In all four cases, the vortex is sustained by the RWI continuing to grow for thousands of orbits, as emphasized in Figure 12. Eventually, the vortex becomes strong enough for its own waves to drastically shrink the vortex by dissipating a significant amount of angular momentum (see Figure 13). With this dissipation, the evolution of the RWI in the outer disc is more complicated than any of the other cases, as illustrated in Figure 14. On the other hand in lower-mass discs, the planet opens up...
a deeper gap as a result of accreting a much larger fraction of the gas in its vicinity. Although that depletion halts the growth of the instability, these vortices are still long-lived because the waves that shock the vortex are weaker with a larger disc aspect ratio.

Unlike in discs with lower aspect ratios, the RWI can continue to grow at a high rate for thousands of orbits because the shallow gap depths allow the planet to keep growing at an appreciable rate over that period of time (as shown in Figure 12). The instability grows unimpeded until the following critical points in each case:

- \([A = 0.17]\): \(t \approx 2000 \, T_p\), \((m_p \approx 0.97 \, M_j), \, \delta_{gap} \approx 42.7\)
- \([A = 0.05]\): \(t \approx 2750 \, T_p\), \((m_p \approx 0.57 \, M_j), \, \delta_{gap} \approx 12.6\)
- \([A = 0.02]\): \(t \approx 8150 \, T_p\), \((m_p \approx 0.48 \, M_j), \, \delta_{gap} \approx 10.8\)
- \([A = 0.01]\): \(t \approx 11700 \, T_p\), \((m_p \approx 0.36 \, M_j), \, \delta_{gap} \approx 8.8\).

The three lower-mass gaps maintain shallow gap depths \(\delta_{gap} < 20\) up until those times. Although the highest-mass planet creates a deeper gap by about 1000 orbits, it still continues to grow significantly up until it reaches that critical point. Unlike the lower aspect ratio cases, viscosity never stops the instability from growing.

Instead, the vortex eventually develops waves that are strong enough to halt the growth of the instability. As the vortex’s peak density and contrast both gradually increase over time, the vortex that was initially elongated also slowly develops a clear vor-

The lack of symmetry between the inner and outer waves enables the vortex to transport angular momentum through the disc, which in turn typically causes the vortex itself to lose angular momentum. As Paardekooper et al. (2010) derived, the angular momentum excess of a vortex is given by

\[
\mathcal{J} \approx \int_{r_0-s}^{r_0+s} dr r^2 (\delta \Sigma \Omega(r) + \Sigma u_\phi) \Delta \phi
\]

\[
\approx \Sigma_0 \omega_{rot} s^3 r_0 \Delta \phi \left[ -\frac{r_0^2 \Omega(r_0)^2}{c_s^2} + 1 \right],
\]

where \(\Delta \phi\) is the azimuthal extent of the vortex, \(s\) is the radial half-width of the vortex, \(r_0\) is the radial center of the vortex, \(\Sigma_0\) is the unperturbed density without the vortex, \(\delta \Sigma\) is the perturbation of the density due to the vortex, \(u_\phi\) is the relative azimuthal velocity in the vortex, and \(\omega_{rot}\) is the rotation rate of the vortex.

5.2.1 Excess accretion onto the planet

The planets in the \(h = 0.08\) cases have irregular growth tracks because of the supplemental accretion due to the vortex’s stronger spiral waves. Early in the vortex lifetime, the accretion rate from the vortex is negligible and the total accretion rate follows a predictable declining pattern based on the mass of the planet and the depth of the gap (see Figure 2). At some point though, the accretion rates in all four cases eventually reach a minimum and then begin to increase, indicating that the vortex-induced accretion rate begins to overtake the standard viscous accretion rate. These minima are reached at
Figure 13. Vortex azimuthal extent (blue), radial extent (orange), and radial center (green) as a function of time for cases with $h = 0.08$ and $\nu = 10^{-7}$ ($\alpha \approx 1.5 \times 10^{-5}$). In all four cases, the vortex becomes more compact (blue) and becomes wider (orange) over time during its lifetime. The vortices in the two higher-mass cases (e.g. left panel) migrate outwards, while the vortices in the two lower-mass cases (e.g. right panel) migrate inwards.

Figure 14. Gas density (top panels) and Rossby number evolution (bottom panels) in the highest-mass case ($A = 0.167$) with $h = 0.08$ and $\nu = 10^{-7}$. Density contours (at $\Sigma/\Sigma_0 = 0.3, 0.4, 0.5$, etc.) are overlaid on all panels. Column 1: The initial elongated vortex. Column 2: The vortex has transitioned to compact ($Ro < -0.15$) and is still shrinking. Column 3: The initial vortex has migrated to $r > 2.0 r_p$ and a new elongated vortex has formed in its place at $r \sim 1.4 r_p$. Column 4: The later-generation vortex has become more compact.
5.2.2 Late-stage evolution of initial vortex

Once the critical time is reached, the rate at which the vortex becomes more compact accelerates. In the two higher-mass cases, the RWI still continues to grow for a few hundred orbits until the density starts to decline rapidly. In the other two cases, that density decline begins almost immediately. Meanwhile, the Rossby number minimum also drops (see Figure 15). It reaches a higher amplitude value that the vortex maintains until it depletes enough of the density in its vicinity to remove the initial pressure bump (see Figure 16). The flow of that density into the gap leaves the vortex in a region of the disc with a positive density gradient. As Paardekooper et al. (2010) found, that positive density gradient causes the vortex to migrate outwards until it reaches the new pressure bump located at $r \geq 2.0 \, r_p$. While the vortex is migrating, its vorticity minimum continues to drop. This higher magnitude vorticity allows the vortices to maintain their strong spiral waves and migrate outward even though their density signatures almost completely vanish.

After the vortex reaches the new outer pressure bump, it continues to survive for at least several thousand more orbits. Not long after the vortex has migrated, however, a new later-generation vortex forms at the location of the initial pressure bump, thereby leaving the disc with a different signature than the original $m = 1$ dust asymmetry. In the highest-mass case, the original vortex merges with a low-amplitude elongated $m = 1$ vortex at the outer pressure bump. Over time, this vortex slowly migrates inwards with the outer pressure bump and the amplitude of its vorticity gradually drops towards zero. Due to the much more negative minimum Rossby number at its center, the vortex does not decay very quickly. Ultimately, all of the initial vortices survive until at least 10000 orbits, and each of the initial vortices in the three highest-mass cases are still present at the end of their respective simulations.

The lone exception to the pattern of outward migration is the lowest-mass case, in which the vortex instead continues to migrate inwards. The vortex in this case had already been migrating inwards before it started to become more compact. Eventually, the inner edge of the vortex becomes co-orbital with the planet, at which point the vortex quickly decays completely even though the amplitude of the minimum Rossby number at its center had increased to a much higher value. We suspect the vortex dissipates due to its interactions with the planet.

5.2.3 Later-generation vortices

The outward migration of the initial vortices clears out space for a later-generation vortex to form in its place. With the initial vortex no longer competing against the planet to fill the gap, the planet resumes opening the gap and creates a new maximum in the critical function $L_{vac}$ at the location of the peak negative vortensity change, as shown in Figure 17. These two factors are essentially the same as the two factors responsible for the generation of the initial vortex. The new maxima arise at 1.20 to 1.55 $r_p$, closer in than the maxima responsible for the initial vortices. These new maxima become

---

**Figure 15.** Evolution of minimum Rossby number in vortices with $h = 0.08$ and $\nu = 10^{-7}$ ($\alpha \approx 1.5 \times 10^{-5}$). When the minimum Rossby number falls below $R_o = -0.15$, it drops significantly and the vortex transitions from elongated to compact. The Rossby number undergoes a second major drop when the vortex migrates outward in the three higher-mass cases ($A \geq 0.02$). With such a low Rossby number, these vortices survive past the ends of the simulations.

- $[A = 0.17]$: $t \approx 1600 \, T_p$ ($m_p \approx 0.90 \, M_J$), $\delta_{gap} \approx 37.9$
- $[A = 0.05]$: $t \approx 2200 \, T_p$ ($m_p \approx 0.52 \, M_J$), $\delta_{gap} \approx 14.7$
- $[A = 0.02]$: $t \approx 5000 \, T_p$ ($m_p \approx 0.39 \, M_J$), $\delta_{gap} \approx 14.5$
- $[A = 0.01]$: $t \approx 7800 \, T_p$ ($m_p \approx 0.30 \, M_J$), $\delta_{gap} \approx 10.1$,

times which also correspond to local maxima in the gap depth due to the increased accretion rates filling the gap. All of the minima occur before the vortex reaches the critical point at $R_o = -0.15$, showing that the waves can transport angular momentum before the vortex develops a compact structure and starts to rapidly shrink in azimuth. The minima in the two higher-mass cases precede the critical times by only a few hundred orbits, while the accretion rates in the other two cases start to increase thousands of orbits before the critical times. This added accretion due to the waves is responsible for keeping the gap shallow. It also provides a means for the planet to continue accreting at a high rate even after it has opened a gap, something that does not happen otherwise due to the disc’s low viscosity.

**Figure 16.** Radial gas density (azimuthally-averaged) profiles over time for the highest-mass case with $h = 0.08$ and $\nu = 10^{-7}$ ($\alpha \approx 1.5 \times 10^{-5}$). The initial vortex forms at $t = 325$, reaches peak contrast and starts to become compact at $t = 2000$. It migrates outwards at $t = 3900$ due to the positive density gradient, and a second vortex forms in its place. This later-generation vortex reaches peak contrast and starts to become compact at $t = 5500$ before disappearing completely at $t = 7000$. The decay of both vortices keeps the gap shallow, allowing the planet to accrete a substantial amount of mass up until that point.

The initial vortex forms at $t = 325$, reaches peak contrast and starts to become compact at $t = 2000$. It migrates outwards at $t = 3900$ due to the positive density gradient, and a second vortex forms in its place. This later-generation vortex reaches peak contrast and starts to become compact at $t = 5500$ before disappearing completely at $t = 7000$. The decay of both vortices keeps the gap shallow, allowing the planet to accrete a substantial amount of mass up until that point.
unstable and generate $m = 1$ elongated vortices during the phase when the initial vortices are rapidly migrating outwards.

Like the initial vortices, these later-generation vortices are also relatively long-lived and follow a similar evolutionary pathway. These vortices start out elongated and then continue to grow longer after they formed. As the vortex grows, it migrates outwards slightly. Eventually the vortex grows enough to establish a new pressure bump located at $r \approx 1.6 r_p$, roughly the same location as the initial pressure bump. Once this pressure bump forms, the vortex stops migrating. At its new location, the vortex also grows enough to transition from elongated to compact, at which point it starts to become more compact due to the emission of its own spiral waves. Unlike the initial vortices, they cannot migrate outward to the exterior pressure bump during this phase because that is where the initial vortex is still located. Instead, they continue to shrink until they fade completely. We suspect this vortex completely disappears as a result of interacting with the stronger initial vortex. The later-generation vortex in the highest-mass case survives for 3100 orbits (until $t = 7000T_p$), while the corresponding vortex in the second highest-mass case survives for at least 2700 orbits (past the end of the simulation).

In the lowest-mass case, a later-generation vortex also forms because of the same two factors. With no other vortex present in the outer disc, however, we expect this vortex to be longer-lived than the other later-generation vortices, albeit we did not track its evolution beyond a few hundred orbits.

5.2.4 Role of spiral waves (with lower disc mass)

We tested the dependence on disc mass by running an additional simulation with a 70% lower disc mass and $A = 0.25$ that yields a planet mass of $M_p, 3000 = 0.50 M_{Jup}$, a value that lies between the second and third highest planet masses from our parameter study. We found that this case yields a low-contrast vortex (see Figure 18) that closely resembles the case with $h = 0.06$ and a low fixed-mass planet that was not part of our main parameter study, largely because they are both less affected by the planet’s spiral waves.

Like the fixed-mass case, the initial vortex that forms is low-contrast and long-lived, surviving until at least $t = 7500 T_p$ at which point we stop the simulation. The initial vortex forms at $t = 700 T_p$ and the RWI only grows until $t = 1500 T_p$ when the vortex reaches a peak azimuthal density contrast of $\approx 2.2$. After this peak, the contrast gradually decays to 1.3 by the end of the simulation (see Figure 12 labelled as 0.3 $\Sigma_0$), suggesting the vortex can persist much longer. The $m = 1$ dust asymmetry lifetime of over 6800 orbits is already nearly twice as long as the lifetimes in either of the two higher-mass $h = 0.08$ cases from our parameter study, the latter of which has the most similar final planet mass.

Furthermore, we showed this long-lived outcome occurs independent of planet mass in the sub-thermal mass regime by running two additional simulations, a higher-mass case with $A = 1.0$ and $M_p, 3000 = 0.73 M_{Jup}$, and a lower-mass case with $A = 0.1$ and $M_p, 3000 = 0.36 M_{Jup}$. The vortex in the higher-mass case also survives until at least $t = 7500 T_p$. Although the vortex in the lower-mass case spreads into a ring slightly earlier at $t = 6600 T_p$ likely due to the vortex being more elongated, a later-generation vortex forms within ten orbits because of the low separation between the maxima ($\rho_{\text{pressure}} - \rho_{\text{crit}} < 3.25 H_p$). The first two later-generation vortices extend the total lifetime beyond $t = 7500 T_p$, demonstrating that later-generation vortices can extend asymmetry lifetimes in low-mass planet cases with $h = 0.08$ as well.

5.3 Lower Aspect Ratio ($h = 0.04$)

We find that the vortices in thinner discs with an aspect ratio of $h = 0.04$ are the shortest-lived among the lower-viscosity cases in our parameter study. Whereas all of the initial $h = 0.06$ gas vor-
In that expression, $B_{\lambda}(T)$ is the spectral radiance following Planck’s law, and the optical depth $\tau$ is

$$\tau_{\lambda} = \sum_{\text{dust}} (r, \phi; \delta) \kappa_{\nu}.$$  \hfill (21)

where $\kappa_{\lambda}$ is the opacity of a dust grain of a given size when observed at a given wavelength. These values for the opacity are derived from the Jena database\footnote{[http://www.astro.uni-jena.de/Laboratory/Database/databases.html](http://www.astro.uni-jena.de/Laboratory/Database/databases.html)} assuming Mie theory applies ($2\pi s \approx \lambda$, see [Bohren & Huffman 1983]) and dust grains that are magnesium-iron silicates (Jaeger et al. 1994; Dorschner et al. 1995).

We calculate the images at $\lambda = 0.87$ mm, which lies within ALMA Band 7. In order to add a physical scale the hydrodynamics simulations, we set the separation between the star and the planet to $r_p = 20$ AU. We incorporate a temperature profile of $T = T_0(r/r_p)^{-1}$ that is consistent with the scale height and flaring index from our hydrodynamic simulations assuming a mean molecular weight of $\mu = 2.34$. We fix the star’s temperature to that of the Sun, $T_0 = 5770$ K, and view the disc face-on with an inclination of $i = 0^\circ$.

We convolve the flux image with different beam diameters, either 0.057" or 0.284" which correspond to scales of 4 AU and 20 AU in the disc. In order to focus on the vortex at the outer edge of the gap, we filter out any contributions from the dust co-orbital with the planet and further interior ($r < 1.08 r_p$) to avoid contaminating the outer disc with the larger artificial beam diameters.

6.2 Results

Unlike in [Hammer et al. 2019] where we found that elongated gas vortices always appear elongated in the dust, we find that the elongated gas vortices in this study can appear as either compact or elongated as the dust circulates around the vortex. Like in [Hammer et al. 2019], we also find that the dust typically collects in off-center peaks as a result of that circulation.

Figure 19 shows three distinct example synthetic images of vortices with $h = 0.06$ while the gas vortex is alive. To calculate these images, we initialized the dust at $t = 500 T_p$ and incorporated an exponential cutoff of $e^{-(r/c_{\text{cut}})^2}$ to the initial dust surface density profile. With $c_{\text{cut}} = 1.6 r_p$, the dust in the outer disc depletes by $> 80\%$ by 900 $T_p$ and fully depletes by 1000 $T_p$. This dust distribution better resembles discs such as HD 135344B and RY Lupus where no dust is observed at any distance beyond the asymmetry, either because the dust supply is depleted or because the dust growth is limited at those distances.

With a limited dust supply, we find that the dust largely collects in a radially narrow clump. Near the azimuthal edges of the vortex, this clump is also azimuthally compact, creating a compact signature. In the middle of the vortex, however, it commonly spreads out in azimuth, creating an elongated signature that on occasion can have two peaks\footnote{[http://www.astro.uni-jena.de/Laboratory/Database/databases.html]}. We ran a comparison without the exponential cutoff and found that the two-peak signature only appears with the cutoff. As with the cutoff, the vortex can also appear compact or elongated without the cutoff. It may be more difficult to measure the azimuthal extent without the cutoff, however, due to...
the dust piling up just exterior to the vortex and creating a ring-like feature that blends with the vortex with too low of a resolution.

In general, we find that elongated vortices in discs with different aspect ratios and associated with different-mass planets have similar appearances due to their similar azimuthal extents. In the cases with $h = 0.08$, however, the appearance of the vortex can vary significantly after it becomes more compact. Figure 20 compares three different stages of the highest-mass $h = 0.08$ case, highlighting when the vortex is elongated, when the vortex is compact, and when two vortices are present. Even with the original vortex located at the outer pressure bump, we find that the inner later-generation vortex can still collect dust.

### 6.3 Origin of vortex signatures

Despite the same two signatures – an elongated azimuthal extent and an off-center peak – being present as in our previous work, the explanation for these signatures is slightly different.

In [Hammer et al. (2019)], we had simulated a Jupiter-mass planet grown over 750 orbits on a prescribed sine-squared profile and found that the resulting vortex lacked a series of smooth elliptical surface density contours across a wide region in its center. Instead, the vortex had a highly disrupted pattern of contours in large part due to the planet’s spiral density waves repeatedly passing through and shocking the vortex. These waves also kept the dust preferentially towards the front side of the vortex even as it circulated around.

On the contrary with the more realistic planet growth in this work, we find that the vortices in our study largely maintain their series of elliptical contours in their centers. In the simulations with higher-mass planets, we attribute this behavior to the planet generating a stronger vortex from the start. The vortex is stronger because the planet is initially growing at a faster rate compared to the planet in our previous study. In the simulations with lower-mass planets, we attribute these differences to the planet’s weaker spiral waves not affecting the vortex as much.
Nonetheless, even without the planet’s spiral waves having a strong influence on the dust dynamics, the dust peak still circulates around the vortex. Unlike with the stronger waves, the dust circulates around the entire vortex, instead of staying towards the front. This circulation can create compact or elongated signatures.

7 CAVEATS

7.1 Effects of dust feedback

As vortices can quickly accumulate high amounts of dust due to the fast drift speeds of large grains, the feedback effects of the dust on the evolution of the gas quickly become relevant. Although the earliest 2-D studies of vortices that incorporated these effects showed that feedback can reduce vortex lifetimes (Fu et al. 2014), more recent 3-D work has demonstrated that feedback has much less of an effect on the overall structure of vortices away from the midplane and thereby should not affect vortex lifetimes (Lyra et al. 2018).

As such, the primary effect feedback should have on vortices is to alter their appearance in the dust. Previous studies have shown that with sufficiently high dust-to-gas ratios, feedback concentrates dust into more compact clumps or produces multiple clumps in the same vortex (Fu et al. 2014; Crnkovic-Rubasen et al. 2015; Miranda et al. 2017). In our preliminary studies of elongated vortices with dust feedback, we found the same type of clumped dust signatures, which do not match the appearance of elongated crescent-shaped dust asymmetries in observations such as HD 135344B (van der Marel et al. 2016; Cazzoletti et al. 2018). It is possible that feedback might not affect observed vortices because they do not have dust-to-gas ratios of order unity, either due to the vortex having a low supply of large dust grains from the outer disk where grain growth times are slow, or from the formation of planetesimals depleting the vortex’s supply of dust. We will present the effects of dust feedback on elongated vortices in more detail in a forthcoming publication.

7.2 Effects of self-gravity

Unlike simpler hydrodynamic simulations of discs that are scale free, the results of our study are dependent on the disc mass because of the role it plays in governing the growth of the planet. Moreover, self-gravity should affect our results at higher disc masses, in particular with the disc masses in our parameter study. On the other hand, the simulations we conducted with lower disc masses should not be affected by self-gravity.

We tested whether self-gravity can prevent the unimpeded RWI growth and outward vortex migration scenario from the $h = 0.08$ cases in our parameter study by replicating the highest-mass case ($A = 0.67$) while adding self-gravity using the FARGO-ADSG code (Baruteau & Masset 2008). Although these $h = 0.08$ cases initially have a relatively high $Q = 22.5$ (with $\Sigma = 1.0 \Sigma_0$ and $r = 1.4 \nu H$), where $Q$ is the Toomre Q parameter (Toomre 1964), the increase in density in the vortex causes a drop to $Q = 7.6$ (with $\Sigma = 2.0 \Sigma_0$ and $r = 1.7 \nu H$). Lovelace & Hohlfeld (2013) have shown that self-gravity can prevent the disc from becoming unstable to the RWI in idealized circumstances when $Q < (\pi/2)(H/r)^{-1}$, where this critical value is $Q = 19.6$ in our $h = 0.08$ cases. As such, we find that self-gravity eventually stops the growth of the RWI, preventing it from shrinking or eventually migrating outwards, consistent with expectations from previous work (Lin & Papaloizou 2011; Lin 2012b; Zhu & Baruteau 2016). Instead, the vortex behavior matches that of the $h = 0.08$ cases with a lower disc mass, surviving for several thousands of orbits due to the weaker shock from the planet’s spiral waves. Therefore, vortices in low-viscosity discs with $h = 0.08$ can still be long-lived at high disc masses even with the effects of self-gravity.

Because self-gravity can prevent the unimpeded growth scenario from occurring in sufficiently massive discs, we tested whether lower-mass discs can also produce that growth and outward vortex migration with an additional simulation that has a 40% lower disc mass and a larger aspect ratio of $h = 0.1$. The planet accretes with $A = 0.1$ and grows to $M_p, 3000 = 0.85 M_{\text{Jup}}$. We found that this case reproduces the three main features from our parameter study, namely unimpeded RWI growth, outward migration of the vortex, and the formation of a later-generation vortex. Unlike the $h = 0.08$ cases from our parameter study, this case also maintains a value of $Q \times (H/r) > \pi/2$ throughout the simulation, indicating that this scenario can still occur in discs not massive enough for self-gravity to affect the outcome.

7.3 Effects of planet migration

One simplified feature of our simulations is that the planets remain on fixed orbits even though a actual planet would naturally migrate due to the uneven torques exerted on the planet by the disc material in its vicinity (see review by Nelson 2018). This migration of the planet should affect how quickly it opens up a gap and the shape of the gap, factors that affect both how much the planet can grow and the properties of any resulting vortices that form at the gap edges.

We tested whether the planet migrating could inhibit the formation of later-generation vortices by running two additional simulations with $h = 0.06$ and $\nu = 10^{-7}$, one with $A = 0.04$ and our fiducial disc mass that yields a planet with $M_p, 3000 = 0.57 M_{\text{Jup}}$, and another with $A = 0.1$ and a 70% lower disc mass that yields a planet with $M_p, 3000 = 0.34 M_{\text{Jup}}$. In both simulations, the planet initially migrates inward (Type I) before speeding up as a partial gap is opened (Type III). After the gap empty, by a sufficient amount, however, the planet stops migrating inwards and begins to migrate outwards at a very slow, near-negligible rate due to the asymmetry in the gap structure, matching the pattern found by Lega et al. (2020). Because the planet largely stops migrating in the third stage, it can still generate later-generation vortices, albeit potentially with a different type of signature. We will present the consequences of planet migration on elongated vortices in depth in a future study.

8 APPLICATIONS TO OBSERVATIONS

8.1 Why don’t more discs contain dust asymmetries?

With the long vortex lifetimes we have found in this study, why aren’t more planetary gap candidates associated with dust asymmetries? Assuming each gap was opened by a planet, we can estimate the likelihood of observing an asymmetry at specific gaps by assuming a vortex of a given lifetime was induced by a planet in each gap and then comparing the vortex lifetime to the age of the system. We apply this method to the sample of gaps in Taurus from Long et al. (2018), where the cluster age is 1-2 Myr and discs with substructures have a slightly higher median age of 3.2 Myr (Long et al. 2019). We only include planet candidates where the planet-to-star mass ratio exceeds Saturn-to-solar mass, according
to a simple model by [Lodato et al. 2019]. None of these six gaps are associated with an asymmetry.

In Table 2 we compare vortex lifetimes of 1000, 2000, and 4000 $T_p$ to both the cluster age of 2 Myr and the stellar ages, the former of which is more reliable due to the high uncertainties associated with each individual stellar age. We find that with assumed lifetimes of 1000 $T_p$, which is characteristic in a disc with a higher viscosity near $\alpha \sim 2 \times 10^{-3}$, we would expect to find one to two vortices between all six systems based on the fraction of the system lifetime when a vortex would be present. That number should be an underestimate given both that planets are not likely to prevortices from arising if a planet formed in a disc young enough to still be massive.

We would expect to see at least two vortices with longer lifetimes of 2000 $T_p$, and at least three with lifetimes of 4000 $T_p$. With lifetimes of 2000 $T_p$ and the cluster age in particular, all six gaps have at least a one-fifth probability that being accompanied by a vortex, which suggests there should be a higher amount of asymmetries than the zero that are observed. As these longer lifetimes are more characteristic of vortices in discs with lower viscosities of $\alpha \sim 2 \times 10^{-5}$, we assert that this sample of discs in Taurus should have higher viscosities in order to explain the lack of asymmetries in these systems. It could also be the case that the associated planets formed too early in the disc lifetime for vortices to arise, or that these gaps are not associated with planets.

### 8.2 Preference for vortices at large separations

One peculiarity of known crescent-shaped asymmetries is that they are preferentially located in the outer disc, even though existing observations (e.g. the DSHARP survey: [Andrews et al. 2018]) are capable of resolving such features at 20 AU or less. Nearly all of these features are located at $\gtrsim 50$ AU – e.g. in IRS 48 [van der Marel et al. 2013], MWC 758 [Marino et al. 2015], HD 135344B [van der Marel et al. 2016], RY Lupus [Ansdell et al. 2016], and T4 [Pascucci et al. 2016]. The inner asymmetry in HD 163296 at 4 AU is the only known exception thus far [Isella et al. 2018].

It is natural to expect vortices to be longer-lived in the outer disc where the Keplerian orbital timescales are much longer. Due to flaring though, the outer region of a disc should also have a larger aspect ratio ([Chiang & Goldreich 1997]. [Fu et al. 2014] had previously found, however, that an aspect ratio of $H/r = 0.06$ maximized vortex lifetimes with $5 M_{\text{Jup}}$ planets and that larger aspect ratios lead to much shorter lifetimes. They argue that dependence was due to the initial bump at the outer gap edge being much wider relative to the amplitude due to the larger scale height, thereby creating a weaker vortex ([Ono et al. 2016]. Although we also find that the vortex initially has a much lower peak density compared to lower aspect ratio cases, we do not find that this lower density shortens the lifetime of the vortex.

Our findings that (1) low-mass planets induce long-lived vortices with $H/r = 0.06$, and that (2) every case with $H/r \gtrsim 0.08$ has a vortex alive at the end of the simulations lends support to ALMA preferentially finding nearly all vortex candidates in the outer disc at $\gtrsim 50$ AU, where these discs should have large aspect ratios.

### 8.3 Location of dust trap in Oph IRS 48

The disc around Oph IRS 48 contains an asymmetric dust trap at 61 AU ([van der Marel et al. 2015] even though CO observations found that the gas cavity in the inner part of the disc only extends out to about 20 AU, three times closer in than the dust asymmetry itself ([van der Marel et al. 2013]: [Bruderer et al. 2014]). Previous work has attempted to model this system with a planet triggering a vortex that in turn triggers another vortex at a larger separation that survives longer than the first ([Lobo Gomes et al. 2015]. More recent work has modeled this system with an undetected companion star driving an eccentricity and an associated instability at the inner edge of the cavity ([Ragusa et al. 2017]; [Calcino et al. 2019]. Alternatively, we suggest that the initial vortex migrating outwards – as it does in the large aspect ratio ($h \gtrsim 0.08$) cases with high disc masses – could potentially explain that wide separation.

In those cases, the initial vortex migrates outwards as a result of residing in the middle of a positive pressure gradient after the vortex itself causes the initial pressure bump to deplete by becoming more compact. After a second-generation vortex forms and dissipates, the original vortex is left as the only major dust feature in the outer disc at a location of $r \gtrsim 20$ $r_p$. Even though the vortex ends up far from the planet, the outer edge of the gap (or cavity) in
the gas is still much closer to the planet (see Figure 16). The separation in Oph IRS 48 may be even larger than in our simulations because it has a larger aspect ratio. Bruderer et al. [2014] fit the aspect ratio to $h = 0.14$ at the location of the asymmetry. This large aspect ratio falls safely in the $h \geq 0.08$ range in which the vortex can migrate outwards in our parameter study, and also makes it less likely for disc self-gravity to affect this scenario.

8.4 Multiple asymmetries in MWC 758

The disc around MWC 758 contains two asymmetries at about 55 AU and 80 AU (Boehler et al. 2018). Previous work has attempted to model these features with two gas giant planets (Baruteau et al. 2019), one interior to the inner asymmetry and the other exterior to the outer asymmetry that is also responsible for the spirals in the system (Ren et al. 2020). Recently, it has also been suggested that the inner planet could produce the spirals if it has an eccentric orbit (Calcino et al. 2020). Like with Oph IRS 48, the scenario of an initial vortex migrating outwards from our parameter study could also potentially explain the multiple asymmetries.

Whereas Oph IRS 48 resembles the time after the later-generation vortex has dissipated, the MWC 758 system could instead resemble the third panel of Figure 20 with both the initial vortex (the outer asymmetry) and the later-generation vortex (the inner asymmetry) present. As this disc has been modelled to have $h = 0.088$ (Boehler et al. 2018 Baruteau et al. 2019), the properties of this system may be consistent with the parameters needed for this scenario to occur. Given that Ren et al. (2020) modeled the outer planet to be rather far from the outer asymmetry at 172 AU, we suggest that an inner planet could instead potentially be responsible for both asymmetries. Meanwhile, an outer planet could still be responsible for the spiral features.

9 CONCLUSIONS

9.1 Summary

In this study, we investigated the lifetimes of dust asymmetries associated with vortices over a range of planet masses, disc aspect ratios, and disc viscosities. Our key innovation in the methodology of the study was to have the planet accrete its gas from the disc instead of prescribed growth. Just like with prescribed growth, we find that our accreting planets generally trigger vortices that are elongated. Although these vortices are generally weaker compared to compact vortices in terms of their density contrasts, we find that they can still be long-lived and exhibit a variety of different dust signatures.

Which planets trigger longer-lived vortices: low-mass or high-mass? Like planets at Jupiter-mass and above, we find that lower-mass planets can also generate long-lived dust asymmetries at the outer gap edge that frequently have even longer lifetimes than the asymmetries associated with higher-mass planets in discs with the same parameters. Regardless of planet mass, these asymmetries require very low viscosity of $\nu = 10^{-7}$ (equivalent to $\alpha < 10^{-4}$) to survive more than 1500 planet orbits. With an aspect ratio of $H/r = 0.06$, we find that dust asymmetry lifetimes exceed 4500 orbits for low-mass planets ($M_p < 0.4 M_{\text{Jup}}$) below the classical gap-opening mass. Meanwhile with $H/r = 0.08$, there are still asymmetries present at the end of all of our simulations — all of which are run out to at least 7500 orbits (corresponding to vortex lifetimes above 6000 orbits) — regardless of planet mass or disc mass.

Why are the vortices elongated, and do they appear elongated in the dust? We characterize the vortices in our study as elongated because of their wide azimuthal extents and their less negative minimum Rossby numbers of $Ro > -0.15$, characteristics that are captured by the GNG model from Goodman et al. [1987]. These $m = 1$ vortices end up elongated because the initial $m \geq 1$ set of vortices that form also have $Ro > -0.15$ and also lack a clear vorticity minimum at the center of the vortex. We find that vortices that are elongated in the gas can appear either elongated or compact as the dust circulates around the vortex, and commonly have off-center peaks due to the dust not settling at the center of the vortex.

Why do planet-induced vortices dissipate? We demonstrate that a combination of the planet’s spiral waves and the disc’s viscosity are responsible for elongated vortices spreading into rings. The shocks from the planet’s spiral waves can disrupt the vortex’s elliptical density structure and vortical motion. The viscosity halts the growth of the Rossby Wave instability after about $10^3$ orbits in most cases, preventing the vortex from continuing to develop a stronger density maximum or vorticity minimum. Once this growth ends, the initial vortex becomes susceptible to being disrupted by shocks and does not survive more than a few hundred orbits in the cases where the shocks are strong. As such, the initial gas vortices with $H/r = 0.04$ are the shortest-lived because they experience the strongest shocks. On the contrary, the initial vortices in the $H/r = 0.08$ cases can survive for thousands of orbits after the RWI stops growing — more than twice as long as the initial $H/r = 0.06$ vortices from our parameter study — because they experience the weakest shocks.

How and when can vortices re-form? Despite the spiral waves and viscosity destroying the initial gas vortices in the $H/r = 0.06$ cases rather quickly, the cases with lower-mass planets still sustain long-lived asymmetries in the dust because they can spawn later-generation vortices to replace the original. Whether another vortex can form depends on the locations of the peaks in two related radial profiles: the pressure bump and the RWI critical function. By the time the initial gas vortex spreads into a ring, the locations of these two maxima have both migrated outwards compared to where they were when the initial vortex formed. More importantly, the separation between the two maxima has increased as well. We find that these maxima need to stay relatively close ($r_{\text{pressure}} - r_{\text{crit}} < 3.25 H_0$) to form a later-generation vortex. Given that the location of the pressure bump moves farther from the planet with an increasing planet mass while the location of the RWI critical function maximum appears to be largely independent of planet mass, later-generation vortices preferentially arise with lower-mass planets.

What other signatures can planet-induced vortices have? The only cases where a non-zero viscosity does not halt the growth of the RWI are the ones with large disc aspect ratios ($H/r \geq 0.08$) and the high disc mass in our parameter study. The RWI continues to grow in these cases because the gap remains shallow and the planet keeps growing at a substantial rate. Eventually, the vortex grows enough to transition from elongated (where $Ro > -0.15$) to compact (where $Ro < -0.15$ and the vortex is well-described by the Gaussian model from Surville & Barge 2015). At this point, the vortex sheds angular momentum through its own spiral waves and ultimately migrates away from the planet to $r > 2.0 r_p$. During this phase, a relatively long-lived later-generation vortex can arise at the location of the original before ultimately dissipating and leaving the
initial vortex alone in the outer disc at a much farther separation from the planet.

9.2 Implications

With dust asymmetries being longer-lived in regions of discs with larger aspect ratios, it is even more natural to expect to find asymmetries at large separations from their stars, where orbital timescales are longer and aspect ratios are larger. This result differs from the optimal intermediate aspect ratio that \( \alpha = 10^{-4} \) found in their study of planets with a higher fixed mass.

With the long dust asymmetry lifetimes at low disc viscosities \( (\alpha \sim 2 \times 10^{-5}) \) and the large orbital separations of the gap population from ALMA observations, it would be natural to expect the fraction of discs containing asymmetries to be larger than the 20 to 25\% that is observed. Planets at semimajor axes of \( \sim 30 \) to 60 AU would only need to induce vortices that survive for about 2000 planet orbits to last 0.5 to 1 Myr, already a significant fraction of the disc lifetime in young to medium-aged discs. We have demonstrated those lifetimes are typical when \( H/r \geq 0.06 \), and that they can underestimate the lifetime by a factor of two or more with planets of Saturn-mass and below or in regions of discs with larger aspect ratios. In particular, we showed in the Taurus sample of discs from \( \text{[Long et al. (2018)]} \) that there are enough high-enough mass planet candidates at distant-enough separations from their stars to expect to find multiple asymmetries, even though none were observed. We propose this discrepancy is a consequence of these discs having higher viscosities \( (\alpha \geq 10^{-4}) \).

These discs having high values of \( \alpha \) would support MHD simulations that found discs to have effective values of \( \alpha \) higher than the lower set of values of \( \alpha \) in our parameter study, even with non-ideal effects and no prescribed viscosity \( (\text{e.g. } \text{Zhu \\& Stone (2014)}) \). Another possible outcome with high viscosities is that lower-mass planets might not trigger vortices at all, which is also a more natural outcome with slow prescribed planet growth times \( (\text{Hallam \\& Paardekooper (2020)}) \). As such, we might observe so few asymmetries because planets in discs with these higher viscosities never triggered vortices.

The scenario we found where the vortex migrates outwards is particularly interesting because it creates two qualitatively different outcomes from a usual planet-induced vortex in the outer disc. First, it makes it possible for there to be two asymmetries in the outer region of a disc with only one planet. Second, the outward migration could then leave the initial vortex at a much larger separation from the planet compared to normal. The first outcome could potentially explain the two clumps observed in MWC 758, while the second outcome could potentially explain the large separation between the planet candidate and the asymmetric dust trap in Oph IRS 48. This scenario can be inhibited by disc masses that are too low or too high. Disc masses that are too low prevent the vortex from migrating outwards as a result of the planet gap depth being too large. Disc masses that are too high are susceptible to self-gravity preventing the vortex from growing enough to migrate. As such, this scenario may require both a high aspect ratio \( (H/r \geq 0.08) \) and an intermediate disc mass.
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APPENDIX A: RESOLUTION TESTS

A1 Intermediate Aspect Ratio (h = 0.06)

We performed a resolution test with the lowest-mass case (A = 0.02) from our parameter study with h = 0.06 and ν = 10^{-7} by re-running that case up to t = 3500 Tp at a higher resolution of N_r × N_φ = 2048 × 3072. Like with the fiducial resolution, the planet triggers the initial vortex at t ≈ 750 Tp followed by a series of three later-generation vortices. These vortices also coincide with maxima arising in the critical function. Like the corresponding fiducial case, the first two of these vortices are short-lived re-triggers while the last one is a longer-lived interior re-trigger at 3230 Tp. This simulation supports that sub-thermal mass planets generate long-lived dust asymmetries and that the vorticity drop in the gap is the mechanism for triggering later-generation vortices.

A2 Larger Aspect Ratio (h = 0.08)

We also performed a resolution test with the highest-mass case (A = 0.167) from our parameter study with h = 0.08 and ν = 10^{-7} by re-running that case up to t = 3500 Tp at the same higher resolution as above of N_r × N_φ = 2048 × 3072. Just as with the fiducial resolution, viscosity never stops the growth of the RWI, allowing the vortex to eventually transition from elongated to compact and begin to rapidly shrink. This simulation supports the existence of this pathway for creating different types of vortex structures in a disc.

Lastly, we tested that the h = 0.08 vortices are still long-lived at lower disc mass by re-running the intermediate planet-mass case (A = 0.25) with a lower initial surface density of 0.3 Σ_0 at a lower resolution of N_r × N_φ = 768 × 1024. As with the fiducial resolution, the initial vortex survives past 8000 orbits, at which point we stop the simulation. This simulation supports that shocks from the planet’s spiral waves do not have a significant effect on the vortex with h = 0.08.

APPENDIX B: PLANET GROWTH

The growth tracks of the planet masses themselves in the h = 0.06 low-viscosity fiducial set of cases all follow a similar “inverse parabola” pattern. Initially, the accretion rate onto the planet increases as the planet becomes more massive and its Hill sphere becomes larger, as demonstrated in the second bottom panel of Figure 2. Once the outer gap edge becomes unstable to the RWI, the accretion rate begins to decrease in spite of the planet continuing to grow in mass and the gap having yet to become significantly depleted. The accretion rate then continues to steadily decrease as the vortex becomes stronger. We interpret this behavior as a sign that some of the gas ends up trapped in the vortex instead of flowing towards the star at the usual viscous rate.

Eventually, the gap becomes depleted enough to also limit the accretion onto the planet. At this point, the mass of the planet begins to asymptote towards a final value. This slowing of the accretion rate occurs at:

- [A = 0.50]: t ≈ 600 T_p (m_p ≈ 0.75 M_J), δ_{gap} ≈ 22.5
- [A = 0.17]: t ≈ 750 T_p (m_p ≈ 0.49 M_J), δ_{gap} ≈ 9.2
- [A = 0.05]: t ≈ 1250 T_p (m_p ≈ 0.28 M_J), δ_{gap} ≈ 6.1
- [A = 0.02]: t ≈ 2000 T_p (m_p ≈ 0.18 M_J), δ_{gap} ≈ 5.0,

where the planet masses at which the depletion of the gap limits accretion are different due to the planet clearing out the gap slowly instead of instantaneously.

In general, we note that the accretion rates only scale with the accretion coefficient A at t = 0. Afterwards, the accretion rates are much more sensitive to the planet’s mass and later on the gap’s depletion rate and the presence of vortices themselves. Coincidentally, the competition between the planet’s growth amplifying the accretion rates and the gap depth limiting the accretion rates leaves all of the planets in the h = 0.06 with similar accretion rates as a function of time once the outer gap edges become unstable to the RWI.