Cubic B-spline quasi-interpolation and an application to numerical solution of generalized Burgers-Huxley equation
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Abstract
Nonlinear partial differential equations are widely studied in Applied Mathematics and Physics. The generalized Burgers-Huxley equations play important roles in different nonlinear physics mechanisms. In this paper, we develop a kind of cubic B-spline quasi-interpolation which is used to solve Burgers-Huxley equations. Firstly, the cubic B-spline quasi-interpolation is presented. Next we get the numerical scheme by using the derivative of the quasi-interpolation to approximate the spatial derivative of the dependent variable and modified Euler scheme to approximate the time derivative of the dependent variable. Moreover, the efficiency of the proposed method is illustrated by the agreement between the numerical solution and the analytical solution which indicate the numerical scheme is quite acceptable.
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Introduction
Nonlinear phenomena play a crucial role in various nonlinear fields of science which has undergone many studies.¹⁻⁵ It is known that various phenomena in scientific fields can be described by nonlinear partial differential equations. The Burgers-Huxley equations arise from the mathematical modeling of many nonlinear scientific phenomena.

Consider the following generalized Burgers-Huxley equation (1)

\[ \frac{\partial u}{\partial t} + \alpha u^\delta \frac{\partial u}{\partial x} - \frac{\partial^2 u}{\partial x^2} = \beta u(1-u^\delta)(u^\delta - \gamma), \quad (1) \]

where \( \alpha, \beta, \gamma \) and \( \delta \) are parameters, \( \beta \geq 0, \delta > 0, 0 < \gamma < 1 \). This equation describes the interaction between reaction mechanisms, convection effects and diffusion transport.⁶

- when \( \beta = 0, \delta = 1 \), equation (1) degenerates into the following Burgers equations

\[ \frac{\partial u}{\partial t} + \alpha u \frac{\partial u}{\partial x} - \frac{\partial^2 u}{\partial x^2} = 0. \quad (2) \]

This equation is a very important fluid dynamic model which has many applications in fields as gas dynamics, number theory, heat conduction, elasticity etc.

- when \( \alpha = 0, \delta = 1 \), equation (1) is reduced to the following Huxley equation which describes nerve
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pulse propagation in nerve fibers and wall motion in liquid crystals,
\[
\frac{\partial u}{\partial t} + \frac{\partial^2 u}{\partial x^2} = \beta (1 - u(u - \gamma)).
\]
(3)

As we all know, the nonlinear diffusion equations (2) and (3) play an important role in nonlinear physics.

Since the Burgers’ equation was firstly discussed by Bateman in 1915, it had attracted many scholars’ attention.8–11 Hodgkin and Huxley12 used the Huxley equation to predict the quantitive behavior of a model nerve. The homotopy analysis method was presented to get the analytical solution of the Burgers-Huxley equation (2). In 2013, Kevorkian and Cole13 proposed a numerical scheme to solve the coupled highly dimensional nanofluid flow among the rotating circu-

The framework of the paper is organized as follows. Some preliminaries regarding B-spline quasi-interpolation are addressed in Sec.2. In Sec.3, the numerical scheme to solve the generalized Burgers-Huxley equation is proposed. The accuracy and efficiency of our method are verified with two numerical examples in Sec.4. Finally, the paper is completed with a conclusion.

Cubic B-spline quasi-interpolation

Given an interval \( I = [a, b] \), let \( S_d(x_n) \) denote the space of splines of degree \( d \) and \( C^{d-1} \) on the uniform partition \( x_n = \{x_i = a + ih, 0 \leq i \leq n\} \) with meshlength \( h = \frac{b-a}{n} \), where \( b = x_n \). With the following de-Boor-Cox formula,27
\[
B_{i,0}(x) = \begin{cases} 1, & u \in [x_i, x_{i+1}] \\ 0, & \text{otherwise} \end{cases}
\]
for \( d = 0 \) and
\[
B_{i,d}(x) = \begin{array}{c}
\frac{x-x_i}{x_i+d-x_i}B_{i,d-1}(x) \\
+ \frac{x_{i+d+1}-x}{x_{i+d+1}-x_{i+1}}B_{i+1,d-1}(x),
\end{array}
\quad x \in [x_i, x_{i+1}],
\]
(5)

for \( d \geq 1 \), the basis functions \( B_{j,d}(x), j = \{1, 2, \ldots, n + d\} \) of space \( S_d(x_n) \) can be presented. As usual, multiple knots \( a = x_0 = x_{-1} = \ldots = x_{-d} \) and \( b = x_n = x_{n+1} = \ldots = x_{n+d} \) are added at endpoints.

Univariate spline quasi-interpolations can be defined as operators of the form
\[
Qf(x) = \sum_{j \in J} \mu(j)B_{j,d}(x),
\]
where \( \{B_{j,d}(x), j \in J\} \) are the B-spline basis functions of \( S_d(x_n) \). We denote by \( \Pi_d \) the space of polynomials of total degree at most \( d \). In general, we impose that \( Q \) is
exact on the space $\Pi_d$, that is, $Qp = p$ for all $p \in \Pi_d$. Some authors impose further that $Q$ is a projector on the space of splines itself. As a consequence of this property, the approximation order is $O(h^{d+1})$ on smooth functions, $h$ being the maximum step length of the partition. The coefficients $\mu_j$ is a linear combination of discrete values of $f$ at some points in the neighborhood of $\text{supp}(B_{j,d}(x))$. The associated quasi-interpolation is called a discrete quasi-interpolation.

The main advantage of quasi-interpolation is that they have a direct construction without solving any system of linear equations. Moreover, they are local, in the sense that the value of $Qf(x)$ depends only on values of $f(x)$ in a neighborhood of $x$. Finally, they have a rather small infinity norm, so they are nearly optimal approximations. In this paper, we use cubic B-spline quasi-interpolation to construct the numerical scheme of PDE.

Given some values of an unknown function $f(x_i) = f_i, i = 0, 1, \ldots, n$, consider $C^2$ cubic B-spline quasi-interpolation.\textsuperscript{26}

$$Q_3f(x) = \sum_{j=1}^{n+3} \mu_j(f) B_{j,3}(x),$$

the coefficient functionals are respectively:

$$\begin{align*}
\mu_1(f) &= f_0, \\
\mu_2(f) &= \frac{1}{18} (7f_0 + 18f_1 - 9f_2 + 2f_3), \\
\mu_j(f) &= \frac{1}{6} (-f_{j-3} + 8f_{j-2} - 7f_{j-1}), \quad j = 3, \ldots, n + 1, \\
\mu_{n+2}(f) &= \frac{1}{18} (2f_{n-2} - 9f_{n-1} + 18f_n) + 7f_n, \\
\mu_{n+3}(f) &= f_n.
\end{align*}$$

For $f \in C^4(I)$, the error estimation is

$$||f(x) - Q_3f(x)|| = O(h^4).$$

Let $\mu(f) = [\mu_0(f), \mu_1(f), \ldots, \mu_{n+3}(f)]$, and $f = [f_0, f_1, \ldots, f_n]$, in matrix form

$$\mu(f) = P \cdot f,$$

where

$$P = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 1/18 & 1 & -1/2 & 1/9 & 0 & \cdots & 0 \\
-1/6 & 0 & 4/3 & -1/6 & 0 & 0 & \cdots & 0 \\
-1/6 & 0 & 4/3 & -1/6 & 0 & 0 & \cdots & 0 \\
& \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & -1/6 & 4/3 & -1/6 & 0 \\
0 & \cdots & 0 & 1/9 & -1/2 & 1 & 7/18 & 0 \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}.$$
Numerical scheme using cubic B-spline quasi-interpolation

In this section, we construct the numerical scheme for solving Burgers-Huxley equation (1) with the cubic B-spline quasi-interpolation in space and modified Euler method for time. This scheme reduces the equation into a system of first-order ordinary differential equation (ODE) which is solved by modified Euler scheme. The efficiency of the proposed method is illustrated by two numerical experiments, which confirm that obtained results are in good agreement with earlier studies. This scheme is an easy, economical and efficient technique for finding numerical solutions for various kinds of (non)linear physical models as compared to the earlier schemes.

Discretizing Burgers-Huxley equation (1) with modified Euler scheme in time, we obtain

\[
2\frac{u_i^{n+1} - u_i^n}{\tau} = (-\alpha u_i^{n+1} (u_i^n)^2 + (u_{xx})_i^n)
+ \beta u_i^n (1 - u_i^{n+1} (u_i^n - \gamma))
\]

(8)

\[
+ (-\alpha u_i^{n+1} (u_i^n)^2 + (u_{xx})_i^n)
+ \beta u_i^n (1 - u_i^{n+1} (u_i^n - \gamma)),
\]

where \( u_i^n = u(x_i, t_n) \), \( (u_{xx})_i^n = u_{xx}(x_i, t_n) \) and \( (u_{xx})_i^n = u_{xx}(x_i, t_n) \) are approximated by the derivatives of cubic B-spline quasi-interpolant \( Q_j(u(x_i, t_n)) \), \( \tau \) is the time step. To dump the dispersion of the scheme, we define switch function \( g_i^n \) as explained in Chen and Wu, whose values are 0 or 1 at discrete points \( (x_i, t_n) \) as

\[
g_i^n = \max\{0, 1 + \min\{0, \text{sgn}(u_i^n) \cdot \text{sgn}(u_{xx}^n)\}\},
\]

where \( k = i - \text{sgn}(u_i^n) \). Thus, the resulting numerical scheme is

\[
u_i^{n+1} = u_i^n + \tau \left\{ [-\alpha u_i^{n+1} (u_i^n)^2 + (u_{xx})_i^n] + \beta u_i^n (1 - u_i^{n+1} (u_i^n - \gamma)) \right\}
\]

with \( \text{sgn}(u_i^n) \cdot \text{sgn}(u_{xx}^n) \). The comparison of the numerical solution and the analytical solution at \( x = 1, x = 6.25, x = 24.5 \) for \( t = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 \) are shown in Figures 3 and 4. From Figure 4, the errors vary from \(-1 \times 10^{-5}\) to \(4 \times 10^{-5}\) which implies the scheme is feasible and efficient.

Conclusions and further work

In this paper, we develop a kind of cubic B-spline quasi-interpolation and use it to solve Burger-Huxley equation. The accuracy and efficiency of derived solutions and errors (Analytical-numerical) of equation (9) at \( t = 0, 3, 6, 9 \) using CBSQI are shown in Figure 1. Three-dimensional graphical output of numerical solutions and errors from equation (9) are shown in Figure 2 which indicates the errors vary between \(-1 \times 10^{-5}\) and \(4 \times 10^{-5}\). Moreover, in Tables 1–4, we compare the numerical solution with the analytical solution at \( x = -12, x = -5, x = 0.6, x = 4.6 \) for \( t = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 \), respectively. These results show that the numerical solution obtained by our proposed method is in good agreement with the analytical solution. It means that this scheme is valid.

Example 2 Consider the Burgers-Fisher equation

\[
\begin{cases}
u_t + \nu^2 u_x - u_{xx} = \nu(1 - u^2), & t > 0, \quad -5 \leq x \leq 25 \\
u(x, 0) = \left(\frac{1}{2} - \frac{1}{2} \tanh \left(\frac{1}{9} (3x - 10t)\right)\right)^{\frac{1}{2}}, & -5 \leq x \leq 25
\end{cases}
\]

with the exact solution [2]

\[
u(x, t) = \left(\frac{1}{2} - \frac{1}{2} \tanh \left(\frac{1}{9} (3x - 10t)\right)\right)^{\frac{1}{2}}.
\]

The versatility and the accuracy of the proposed method are measured by the difference between numerical solutions and analytical solutions. The numerical solutions and errors (Analytical-numerical) of equation (9) at \( t = 0, 3, 6, 9 \) using CBSQI are shown in Figure 1. Three-dimensional graphical output of numerical solutions and errors from equation (9) are shown in Figure 2 which indicates the errors vary between \(-1 \times 10^{-5}\) and \(4 \times 10^{-5}\). Moreover, in Tables 1–4, we compare the numerical solution with the analytical solution at \( x = -12, x = -5, x = 0.6, x = 4.6 \) for \( t = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 \), respectively. These results show that the numerical solution obtained by our proposed method is in good agreement with the analytical solution. It means that this scheme is valid.

Example 1. Consider the following Burgers-Huxley equation

\[
\begin{cases}
u_t + \nu^2 u_x - u_{xx} = \nu(1 - u^2), & t > 0, \quad -14 \leq x \leq 6 \\
u(x, 0) = \left(\frac{1}{2} + \frac{1}{2} \tanh \left(\frac{1}{2} x\right)\right)^{\frac{1}{2}}, & -14 \leq x \leq 6
\end{cases}
\]

with the analytical solution [2]

\[
u(x, t) = \left(\frac{1}{2} + \frac{1}{2} \tanh \left(\frac{1}{9} (3x - 10t)\right)\right)^{\frac{1}{2}}.
\]
numerical scheme have been nicely validated through numerical examples which confirm that obtained results agree well with the analytic solutions. There are some valuable aspects that deserve further exploration in our future work. (i) how to analyze the stability of the numerical scheme. (ii) how to generalize the quasi-

**Figure 1.** Numerical solutions and errors to equation (9) for $t = 0, 3, 6, 9$ with CBSQI.

**Figure 2.** Numerical solutions and errors to equation (9) with CBSQI in 3D.

| Table 1. Comparison of solution of equation (9) at $x = -12$. | Table 2. Comparison of solution of Equation (9) at $x = -5$. |
|----------------------|----------------------|
| $t$ | Numerical solution | Analytical solution | Error | $t$ | Numerical solution | Analytical solution | Error |
|------|---------------------|---------------------|-------|------|---------------------|---------------------|-------|
| 0.00 | 0.18313 | 0.18313 | 0.000000 | 0.00 | 0.185594 | 0.185594 | 0.000000 |
| 1.00 | 0.20464 | 0.20464 | 0.000000 | 1.00 | 0.206525 | 0.206525 | 0.000003 |
| 2.00 | 0.22867 | 0.22867 | 0.000000 | 2.00 | 0.229582 | 0.229577 | 0.000005 |
| 3.00 | 0.25553 | 0.25553 | 0.000000 | 3.00 | 0.254898 | 0.254891 | 0.000008 |
| 4.00 | 0.28558 | 0.28558 | 0.000000 | 4.00 | 0.282582 | 0.282570 | 0.000012 |
| 5.00 | 0.31905 | 0.31906 | 0.000001 | 5.00 | 0.312702 | 0.312686 | 0.000016 |
| 6.00 | 0.35650 | 0.35651 | 0.000001 | 6.00 | 0.345278 | 0.345258 | 0.000021 |
| 7.00 | 0.39834 | 0.39835 | 0.000001 | 7.00 | 0.380259 | 0.380234 | 0.000025 |
| 8.00 | 0.44506 | 0.44507 | 0.000001 | 8.00 | 0.417505 | 0.417475 | 0.000030 |
| 9.00 | 0.49725 | 0.49725 | 0.000001 | 9.00 | 0.456771 | 0.456737 | 0.000034 |
| 10.00 | 0.55551 | 0.55552 | 0.000001 | 10.00 | 0.497696 | 0.497658 | 0.000038 |
Table 3. Comparison of solution of equation (9) at $x = 0.6$.

| $t$  | Numerical solution | Analytical solution | Error  |
|-----|--------------------|---------------------|--------|
| 0.00| 0.773749           | 0.773749            | 0.000000 |
| 1.00| 0.806666           | 0.806675            | -0.000008 |
| 2.00| 0.836293           | 0.836302            | -0.000009 |
| 3.00| 0.862525           | 0.862533            | -0.000008 |
| 4.00| 0.885408           | 0.885415            | -0.000006 |
| 5.00| 0.905107           | 0.905111            | -0.000004 |
| 6.00| 0.921864           | 0.921867            | -0.000003 |
| 7.00| 0.935975           | 0.935976            | -0.000001 |
| 8.00| 0.947754           | 0.947753            | 0.000000 |
| 9.00| 0.957512           | 0.957511            | 0.000001 |
| 10.00| 0.965547          | 0.965546             | 0.000002 |

Figure 3. Numerical solutions and errors to equation (10) for $t = 0, 1.5, 3.5$ with CBSQI.

Table 4. Comparison of solution of equation (9) at $x = 4.6$.

| $t$  | Numerical solution | Analytical solution | Error  |
|-----|--------------------|---------------------|--------|
| 0.00| 0.977495           | 0.977495            | 0.000000 |
| 1.00| 0.981859           | 0.981858            | 0.000001 |
| 2.00| 0.985395           | 0.985394            | 0.000000 |
| 3.00| 0.988254           | 0.988254            | 0.000000 |
| 4.00| 0.990562           | 0.990561            | 0.000000 |
| 5.00| 0.992421           | 0.992421            | 0.000000 |
| 6.00| 0.993918           | 0.993917            | 0.000000 |
| 7.00| 0.995121           | 0.995120            | 0.000000 |
| 8.00| 0.996088           | 0.996087            | 0.000000 |
| 9.00| 0.996864           | 0.996863            | 0.000000 |
| 10.00| 0.997486          | 0.997486             | 0.000001 |

Figure 4. Numerical solutions and errors to equation (10) with CBSQI in 3D.
interpolation scheme to solve high dimension PDE. These research topics are more challenging.
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