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1 INTRODUCTION

In combinatorics, many optimisation problems are defined as "the way of ordering \( n \) number of items," such that a specific function is maximized (or minimized). Referred to as permutation-based problems, or simply permutation problems, these combinatorial problems are characterized by the fact that their solutions are naturally codified as permutations. Motivated principally by their versatility—ordered sets of items, collection of disjoint cycles, transpositions, matrices or graphs—permutations appear in a vast range of domains, such as graph theory, mathematical psychology or bioinformatics, and, particularly, in logistic problems such as routing (Toth and Vigo 2001), scheduling (Gupta and Stafford 2006) or assignment (Burkard et al. 1998). The DNA fragment assembly (Parsons et al. 1995), vehicle routing (Toth and Vigo 2001), or aircraft landing scheduling (Beasley et al. 2000) problems are examples of the presence of permutation problems in a wide range of real-world scenarios.

If no constraints are assumed, then the search space of solutions is defined as the set of all the permutations of \( n \) items (\( n! \) solutions in total). Due to the factorial cardinality of the search space, permutation problems are known as very hard problems when \( n \) goes above a relatively small number. Indeed, the work of Garey and Johnson (1979) on computational complexity demonstrated that many of these problems are NP-hard.

In view of their complexity, computing optimal solutions is intractable, in general. For this reason, we are usually satisfied with good solutions. In this sense, the artificial intelligence community has proposed a large number of metaheuristic algorithms that provide acceptable solutions in reasonable computation times. Generally, these algorithms neither guarantee the optimality of solutions nor define how close the obtained solutions are from the optimal ones. Among the vast amount of metaheuristic algorithms, tabu search, scatter search, local search, variable neighbourhood search, ant colony optimisation, simulated annealing, and genetic algorithms are some of the metaheuristics that have been applied on permutation problems.

Estimation of Distribution Algorithms (EDAs) (Larrañaga and Lozano 2002; Lozano et al. 2006; Pelikan et al. 2002) have also been applied successfully to permutation problems (Ceberio 2014). EDAs are population-based optimization algorithms that, at each generation, estimate a probability distribution from the set of selected solutions to represent the (in)dependencies between the variables. Then, the new solutions are obtained by sampling the probability distribution estimated in the previous step. This process (hopefully) leads the algorithm towards the optimal solutions. Different EDAs have been proposed for discrete, continuous, and mixed problems. Many works in the literature confirm the good performance of EDAs in artificial as well as real-world problems: Protein Folding (Armañanzas et al. 2008), Capacitated Vehicle Routing Problems (Tsutsui and Wilson 2004), Calibration of Chemical Applications (Mendiburu et al. 2006), Finding the Optimal Path in 3D Spaces (Yuan et al. 2007), Software Testing (Sagarna and Lozano 2006), Chemotherapy Treatment Optimization for Cancer (Brownlee et al. 2008), Nuclear Reactor Fuel Management Parameter Optimization (Jiang et al. 2006), Dynamic Pricing (McCall et al. 2012), or Molecular Docking (Soto et al. 2012).

A recent review by Ceberio et al. (2012) studied the performance of several classical EDAs, confirming that, in general, when applied to permutation-based problems, they are not very competitive. The permutation codification of solutions represents a real challenge for EDAs, since classical probability distributions on the discrete or continuous domains can not be efficiently adapted to deal with permutation solutions. Notions, such as variable independence, are not naturally translated into the domain of permutations, since, in contrast to integer problems, two given positions in a permutation can not ever have the same value. This simple constraint, known as the mutual exclusivity constraint (Huang et al. 2009), requires in general a more complex mathematical machinery to deal efficiently with the permutation nature of the solutions.
To overcome this drawback, several distance-based probability models, such as the Mallows and the Generalized Mallows models, have been included in the context of EDAs (Ceberio et al. 2011a, 2011b, 2014, 2013, 2015). This step opens new research lines, both methodological and applied, in a topic (solving permutation problems) of growing interest in the literature. In fact, Mallows and Generalized Mallows models have been recently addressed in a number of papers (Aledo et al. 2017, 2016; Zangari et al. 2017), and EDAs based on these models have been successfully applied in real world problems such as permutation flowshop scheduling (Ceberio et al. 2014), aircraft arrival sequencing (Ji et al. 2016, 2017), network design (Anton-Sanchez et al. 2017), and routing problems (Perez-Rodriguez and Hernandez-Aguirre 2017).

Taking into account its potential, and with the aim of providing a powerful tool for the community, we present a complete framework of EDAs for permutation problems in Matlab, which is implemented as an extension to the Mateda-2.0 toolbox of EDAs developed by Santana et al. (2010). Particularly, we focus on two distance-based exponential probability models, called the Mallows model (Mallows 1957) and the Generalized Mallows model (Fligner and Verducci 1986). To enhance the applicability and robustness of this framework, based on these two models, we present five different EDAs (combinations of two models with the distance-metrics): the Mallows EDA (MEDA) and the Generalized Mallows EDA (GMEDA), under the Kendall’s-τ, Cayley, and Ulam distance-metrics. In addition, four classical permutation problems have been also implemented: Traveling Salesman Problem (TSP) (Goldberg and Jr. 1985), Permutation Flowshop Scheduling Problem (PFSP) (Gupta and Stafford 2006), Linear Ordering Problem (LOP) (Ceberio et al. 2014), and Quadratic Assignment Problem (QAP) (Koopmans and Beckmann 1955).

Complementary to this manuscript, a User’s Manual with installation, implementation, and usage details of perm_mateda toolbox is provided. Any practitioner interested in the implementation of EDAs for solving permutation problems is referred to address the user’s manual.

The remainder of the article is structured as follows: in Section 2, a brief introduction on EDAs is given. In Section 3, the Mallows and Generalized Mallows models under the Kendall’s-τ, Cayley, and Ulam distances are introduced. Section 4 describes the four permutation problems implemented in the toolbox. Afterwards, Section 5 presents some experimental runs of EDAs implemented in perm_mateda and tested on instances of three permutation problems. Finally, conclusions and ideas for future work are presented in Section 6.

2 A BRIEF REVIEW OF EDAS ON MATEDA-2.0

Algorithm 1 provides the general overview of EDAs. The methods the user can implement or adapt are highlighted in italics.

EDAs begin with the generation of an initial set of solutions (usually called a population). Although the first population is usually randomly generated, it can be done using a particular heuristic or seeding method in some situations, e.g., when previous information about the approximate location of the optimal solutions is available.

Selection methods serve to identify the subset of solutions that will be used to learn the probabilistic model. This subset usually gathers the solutions with the best value, according to the evaluation function defined for the optimization problem at hand.

The learning method is a characteristic and critical component of EDAs. Depending on the class of probability models used, this step involves parametric or structural learning, also known as model fitting and model selection, respectively.

1Due to theoretical restrictions, the Generalized Mallows model under the Ulam distance has not been considered.
ALGORITHM 1: General pseudocode of Estimation of Distribution Algorithms (EDAs)

\[ t = 0; \]
Generate an initial population \( D_t \) using a seeding method;
If required, then apply a repairing method to \( D_t \);
Evaluate (all the objectives of) population \( D_t \) using an evaluation method;
If required, then apply a local optimization method to \( D_t \);

\[ \text{while } \text{The termination criterion is not met} \text{ do} \]
  Select a set \( D^S_t \) of points from \( D_t \) according to a selection method;
  Compute a probabilistic model of \( D^S_t \) using a learning method;
  Sample a \( D_{Sampled} \) population using a sampling method;
  If required, then apply a repairing method to \( D_{Sampled} \);
  Evaluate (all the objectives of) population \( D_{Sampled} \) using an evaluation method;
  If required, then apply a local optimization method to \( D_{Sampled} \);
  \( t = t + 1; \)
  Create \( D_t \) population from populations \( D_{t-1} \) and \( D_{Sampled} \) using a replacement method;
end

Sampling methods are used to generate new solutions from the learned probabilistic model. They depend on the type of probabilistic model and the characteristics of the problem. In addition, they can be conceived to deal with certain types of constraints in the solutions.

Repairing methods should be applied for constrained problems where sampled solutions may be infeasible and some strategy to repair these solutions is available.

The evaluation method comprises the call to the evaluation function (which measures the quality of the solutions). For multi-objective problems this may imply the evaluation of a set of functions. An advantage of EDAs and other evolutionary algorithms is that the evaluation function does not have to be differentiable or even continuous.

EDAs are global optimization algorithms and their results can be improved when used together with local optimization methods that perform some local search departing from the current solution.

Replacement methods combine the solutions stored in the previous generation with the current set of sampled solutions. These methods can help to retain the best solutions found so far, maintain the diversity in the population, and so on.

Finally, the termination criteria method determines the stopping conditions for the EDA algorithm. These criteria can be as simple as a fixed number of generations or may imply a statistical analysis of the current population.

Mateda-2.0 provides a suitable modular framework to implement EDAs for permutation problems. The design of the new algorithms can be mainly focused on the implementation of new learning and sampling methods. In addition, for real-world permutation problems other modules could be also modified, such as local optimization or selection methods.

3 THE MALLOWS AND GENERALIZED MALLOWS MODELS

Before going into the details on probability models, some notation on permutations and distances is required. Throughout this section, permutations will be in general denoted as \( \sigma \) or \( \pi \). By \( \pi^{-1} \) the inverse permutation of \( \pi \) is denoted. The composition of \( \sigma \) and \( \pi \) is stated as \( \sigma \circ \pi \), and implies \( \sigma \pi(i) = (\sigma \circ \pi(i)) = \sigma(\pi(i)) \). The permutation \( e \) stands for the identity permutation, i.e., \( e = 1234 \ldots n \). Distance \( d(\sigma, \pi) \) measures the disagreements between the two permutations and,
for convenience, \( d(\sigma, e) \) is denoted as \( d(\sigma) \). For every distance considered in this manuscript, the right invariance property holds, i.e., \( d(\sigma, \pi) = d(\sigma\pi^{-1}, e) = d(\sigma\pi^{-1}) \).

The Mallows model (Mallows 1957) is a distance-based exponential probability model over permutation spaces. Given a distance over permutations, the Mallows model is defined by two parameters: the central permutation \( \sigma_0 \), and the spread parameter \( \theta \). Formally, the probability of every permutation \( \sigma \) under the Mallows model is defined as follows:

\[
P(\sigma) = \psi(\theta)^{-1} \exp(-\theta d(\sigma, \sigma_0)),
\]

(1)

where \( \psi(\theta) \) denotes the normalization constant, and \( d(\sigma, \sigma_0) \) denotes the distance between \( \sigma \) and \( \sigma_0 \) for a distance metric among permutations. When \( \theta > 0 \), \( \sigma_0 \) is the permutation with the highest probability value (the mode), and the probability of the other \( n! - 1 \) permutations decreases exponentially with the distance to the central permutation. Roughly speaking, the closer a permutation \( \sigma \) to \( \sigma_0 \), the higher its probability. Moreover, when \( \theta = 0 \), we obtain the uniform distribution and, as \( \theta \) increases, the distribution becomes more concentrated around the central permutation \( \sigma_0 \).

As an extension to the Mallows model, the Generalized Mallows (GM) model was proposed in Fligner and Verducci (1986). Like the Mallows model, the GM is exponential and unimodal. However, instead of using a single spread parameter \( \theta \), the GM model makes use of a \((n - 1)\)-dimensional spread parameter \( \theta = (\theta_1, \theta_2, \ldots, \theta_{n-1}) \), where each \( \theta_j \) affects a particular position in the permutation, and \( n \) is the size of the permutation. This allows modeling a distribution with more emphasis on the consensus of certain positions of the permutation while having more uncertainty in others.

Before going into details, it is worth stating that not every distance that can be considered for the Mallows model can also be implemented for the GM model (this is the case of the Ulam distance-metric). In fact, the GM model requires the distance-metric to be decomposed as the sum of \( n - 1 \) terms:

\[
d(\sigma, \sigma_0) = \sum_{j=1}^{n-1} S_j(\sigma\sigma_0^{-1}).
\]

(2)

The vector grouping the terms \( S(\sigma\sigma_0^{-1}) = (S_1(\sigma\sigma_0^{-1}), \ldots, S_{n-1}(\sigma\sigma_0^{-1})) \) is denoted as the distance decomposition vector. The GM model, whose definition relies on this vector, is expressed as

\[
P(\sigma) = \psi(\theta)^{-1} \exp\left(\sum_{j=1}^{n-1} -\theta_j S_j(\sigma\sigma_0^{-1})\right).
\]

(3)

In what follows, we introduce in detail the Kendall’s-\( \tau \), Cayley, and Ulam distances, together with the methods defined to learn and sample the Mallows and GM models under each of these distance-metrics. Further discussion about Mallows and GM models with the three distances, as well as several different sampling and learning algorithms, can be found in Irurozki (2014) and Irurozki et al. (2016).

It is worth mentioning that, according to Ceberio et al. (2015), there is no one best distance-metric in general. Interestingly, some distances behave good for some problems (meaning that it will perform good for most instances of the problem) and other distances for other problems. Despite not being possible to make an exhaustive correspondence between distances and problems, as a general rule, we can state that an EDA under a particular distance-metric will perform good for a problem in a certain domain if that metric is adequate to measure the discrepancies of the permutations in that domain. In the following sections, we present the distance-metrics on permutations considered in the toolbox and emphasize the type of discrepancies they measure. Later, in the experimental section, we will propose a possible correspondence between these metrics and the considered permutation problems.
In the following section, we do not include any Matlab code. It is provided together with additional explanations in the user manual.

3.1 Kendall’s-τ Distance
The Kendall’s-τ distance \( d_\tau (\sigma, \pi) \) counts the number of pairwise disagreements between \( \sigma \) and \( \pi \):

\[
d_\tau (\sigma, \pi) = | \{(i, j) : i < j, \ (\sigma(i) < \sigma(j) \land \pi(i) > \pi(j)) \lor (\pi(i) < \pi(j) \land \sigma(i) > \sigma(j))\} |.
\]

It is the best choice when our permutations are interpreted as rankings (in recommender systems for example). It is equivalent to counting the number of adjacent swaps to convert \( \sigma^{-1} \) into \( \pi^{-1} \).

The Kendall’s-τ distance \( d_\tau (\sigma) \) can be broken down into a distance decomposition vector \( V(\sigma) = (V_1(\sigma), \ldots, V_{n-1}(\sigma)) \), which is also referred to as inversion vector, and can be expressed as follows:

\[
V_j(\sigma) = \sum_{i=j+1}^{n} 1_{\{\sigma(i) < \sigma(j)\}}.
\]

(4)

It follows that \( V_j(\sigma) \) is equal to the number of items of higher index than \( j \) that are smaller than \( \sigma(j) \) and it ranges for \( 0 \leq V_j(\sigma) \leq n - j \) for \( 1 \leq j \leq n \). As an example, if \( \sigma = 213, 645 \), then \( V(\sigma) = (10, 020) \) and \( d_\tau (\sigma) = \sum_{j=1}^{n-1} V_j(\sigma) = 3 \). The conversion from \( V(\sigma) \) to \( \sigma \) and vice versa is carried out in \( O(n^2) \).

The spread parameter \( \theta \) of the GM model under the Kendall’s-τ distance is an \( (n-1) \)-dimensional vector. Let \( \sigma \) be a permutation sampled from a GM model under the Kendall’s-τ distance, with parameters \( \theta \) and \( \sigma_0 \), where \( \sigma_0(j) = i \). The spread parameter \( \theta_j \) is related to position \( j \) in \( \sigma \) in the sense that, the larger \( \theta_j \), the larger the probability of \( \sigma(j) \leq i \). When permutations are interpreted as rankings, this means that item \( j \) is ranked in the first \( i \) positions with high probability. Further details of the Mallows and GM models under this distance can be found in Fligner and Verducci (1986).

3.2 Cayley Distance
The Cayley distance \( d_c (\sigma, \pi) \) counts the minimum number of swaps (not necessarily adjacent) to transform \( \sigma \) into \( \pi \). The Cayley distance is related to the concept of cycles in \( \sigma \), defined as ordered sets \( \{i_1, \ldots, i_s\} \subseteq \{1, \ldots, n\} \) such that \( \sigma(i_1) = i_2, \sigma(i_2) = i_3, \ldots, \sigma(i_s) = i_1 \). When the reference permutation is the identity, \( d_c (\sigma) \) equals \( n \) minus the number of cycles in \( \sigma \).

The distance decomposition vector \( X(\sigma) = (X_1(\sigma), \ldots, X_{n-1}(\sigma)) \) of the Cayley distance has length \( n-1 \) and each term can be expressed as follows:

\[
X_j(\sigma) = \begin{cases} 
0 & \text{iff } j \text{ is the largest item in its cycle in } \sigma, \\
1 & \text{otherwise.}
\end{cases}
\]

(5)

Given \( \sigma = 213, 645 \), its corresponding cycle notation is \( (21)(3)(456) \), the distance decomposition vector is \( X(\sigma) = 10, 011 \) and \( d_c (\sigma) = \sum_{j=1}^{n-1} X_j(\sigma) = 3 \). This conversion from \( \sigma \) to \( X(\sigma) \) can be run in \( O(n) \).

Like the GM model under the Kendall’s-τ, the GM model (Equation (3)) under the Cayley distance considers an \( (n-1) \)-dimensional vector spread parameter \( \theta \). So, again, the larger \( \theta_j \), the larger the probability that \( \sigma(j) \leq i \). For further discussion on the Cayley distance, we refer the interested reader to Irurozki et al. (2018).

3.3 Ulam Distance
The Ulam distance \( d_u (\sigma, \pi) \) counts the length of the complement of the longest common subsequence (LCS) in \( \sigma \) and \( \pi \), i.e., the number of items that are not part of the LCS. If the reference
permutation is the identity, then \( d_u(\sigma) \) equals \( n \) minus the length of the longest increasing subsequence (LIS).

The classical example to illustrate the Ulam distance, \( d_u(\sigma, \pi) \), considers a shelf of books in the order specified by \( \sigma \) (Diaconis 1988). The objective is to order the books as specified by \( \pi \) with the minimum possible number of movements, where a movement consists of taking a book and inserting it into another position (delete-insert). The minimum number of movements is exactly \( d_u(\sigma, \pi) \).

For example, given \( \sigma = 2, 136, 457 \), the length of the LIS\(^2\) is 5 and, therefore, \( d_u(\sigma) = 2 \).

The computation of the Ulam distance between two given permutations has complexity \( O(n \log l) \) where \( l \) is the length of the longest common subsequence.

Currently, no distance decomposition vector for the Ulam distance has been reported in the literature. Consequently, the GM model cannot be extended to the Ulam distance. More details in this regard can be found in Irurozki et al. (2014).

### 3.4 Learning & Sampling

Learning the parameters of the Mallows or GM models given a sample of permutations is either known or conjectured to be NP-Hard for all the distance-metrics considered in this manuscript. Note that there exist several approaches to learn the models considered in this article (Irurozki 2014). In this sense, EDAs do not require the model that most accurately represents the selected solutions to be learned in each generation. This is so, because approximate models can be beneficial to explore other areas of the search space. Moreover, approximate algorithms are computationally more affordable than exact approaches, which is also desirable. Therefore, the learning step is usually split into two stages as follows:

1. Approximate the central permutation \( \sigma_0 \).
2. Obtain the maximum-likelihood estimator (MLE) of the spread parameter(s), \( \theta \), for the given distance.

For step (1), we considered three different alternatives, which are:

- **Borda** (de Borda 1781): Selects as the central permutation the result of sorting the items in descending order according to their average position across all the input permutations. When the permutations come from a Mallows model under the Kendall’s-\(\tau\) distance, the Borda permutation is an asymptotically optimal estimator of the central permutation (Fligner and Verducci 1988). Note that, although it can be used for any type of distance-metric, we recommend to consider it exclusively for the Kendall’s-\(\tau\) distance.

- **SetMedianPermutation**: Selects the individual in the sample that minimizes the sums of distances to the rest (given a particular distance).

- **BestPermutation**: Chooses the permutation with the best evaluation (objective) value.

In step (2), once the central permutation \( \sigma_0 \) has been obtained, the spread parameter(s) are estimated. In the case of MLE, the expression for these parameter(s) is obtained by equating the derivative of the likelihood to zero. Although these expressions differ for each distance, in most of the cases numerical methods can be used to obtain an approximate value. Exact expressions can be found in Irurozki et al. (2016, 2014), Irurozki (2014), and Mandhani and Meila (2009).

\(^2\)Note that there can be more than one sequence with the same LIS value. In this case, there are two sequences: 13457 and 23457.
The sampling process consists of generating a representative sample from a distribution, which in our case means generating permutations from the model obtained in the learning stage. The sampling algorithm depends on the distance considered in the model.

Mallows and GM models under the Kendall’s-$\tau$ and Cayley distances can be factorized, leading to efficient sampling algorithms. Roughly speaking, given the distributions obtained in the previous learning step, the sampling step, first, randomly generates decomposition vectors, and then converts the vector to a permutation. Clearly, the complexity of the sampling process depends on the complexity of each of these two steps. Details of the sampling algorithms for both distances can be found in Irurozki (2014) called Multistage sampler.

In the case of Ulam, randomly generating permutations is equivalent to randomly generating Young Tableaux, combinatorial objects from representation theory. Details can be found in Irurozki (2014) by the name of Distances sampler.

4 PERMUTATION PROBLEMS

Mateda-2.0 toolbox includes implementations of discrete and continuous optimization problems. Following the same idea, we have incorporated four problems defined on permutations: Traveling Salesman Problem (TSP), Permutation Flowshop Scheduling Problem (PFSP), Linear Ordering Problem (LOP), and Quadratic Assignment Problem (QAP). These problems are challenging and they appear frequently in the literature.

Each problem is defined by two modules: one for reading the instance file and processing the parameters (Read{TSP,PFSP,LOP,QAP}Instance), and the other for evaluating the solutions (permutations) (Eval{TSP,PFSP,LOP,QAP}).

Although the problems described above have similar methods to read and evaluate, each of them has its own structure and, thus, the data stored for each problem is different:

— Traveling Salesman Problem (TSP): This problem is described by one matrix of size $n \times n$ containing the distances between the cities. The TSP implementation can work with both symmetric and asymmetric matrices. Once the data is read, the distance matrix of the problem and the number of cities are stored, in this order, in a global variable named TSPInstance.

— Permutation Flowshop Scheduling Problem (PFSP): The data is contained in one matrix of size $m \times n$ containing the processing times for executing job $j$ for $j = 1, 2, \ldots, n$ in machine $i$ for $i = 1, 2, \ldots, m$. The matrix that contains the processing times, the number of machines, and the number of jobs are stored, in this order, in a global variable named PFSPInstance.

— Quadratic Assignment Problem (QAP): The data is contained in two matrices of size $n \times n$. The first matrix contains the flow between the facilities and the second one the distances between the locations. Once the data is read, the distance matrix, flow matrix, and problem size are stored, in this order, in a global variable named QAPInstance.

— Linear Ordering Problem (LOP): It is described by one matrix of size $n \times n$ with arbitrary natural numbers. Once the data is read, the matrix and problem size are stored, in this order, in a global variable named LOPInstance.

5 EXPERIMENTAL STUDY

In this section, to show the usefulness of the proposed toolbox, we carry out an experimental run of three EDAs on three permutation problems. Specifically, we chose one instance of PFSP, QAP, and LOP, tai50_20_0, tai40b, and N-be75eec, respectively, downloaded from well known on-line benchmarks (Taillard’s benchmark, QAPLIB, and LOLIB). For each problem, one algorithm implemented in perm_mateda has been selected (following the comments in Ceberio et al. (2015) and considering the suitability of each distance-metric for the enumerated problems): for the PFSP, the
Algorithm 989: perm_mateda: A Matlab Toolbox of EDAs for Permutation-based Problems

Table 1. Summary of the Results Obtained by the Three Algorithms Across the 30 Repetitions on the Three Problems (Instances) Considered in the Experimental Study

| Problem | Instance | Algorithm | Best Known | Avg. Result | Avg. Time (s) |
|---------|----------|-----------|------------|-------------|--------------|
| PFSP    | tai50_20_0 | GMEDA\textsubscript{K} | 125,831    | 143,603     | 102.68       |
| QAP     | tai40b    | GMEDA\textsubscript{C} | 637,250,948 | 701,293719  | 36.42        |
| LOP     | N-be75eec | MEDA\textsubscript{U}   | 236,464    | 212,501     | 595.05       |

Fig. 1. Convergence plots of the population average fitness values obtained throughout the optimization (averaged across 30 repetitions).

Generalized Mallows EDA under the Kendall’s-\(\tau\) distance, for the QAP, the Generalized Mallows EDA under the Cayley distance, and for the LOP the Mallows EDA under the Ulam distance. The code implemented to carry out this experimental study is provided as an example in the User’s Manual.

5.1 Settings

The parameter settings for the experimentation are

- Population size: 10n
- Selection method: the best 10% solutions are selected by truncation.
- Replacement method: population aggregation. The population is updated by adding the newly created 10n solutions and preserving 10n solutions with the best evaluation value.
- Stopping criterion: 500 generations.
- The learning algorithm is SetMedianPermutation in all cases.

Each algorithm-instance pair has been run 30 times, and the results have been summarized as the average error with respect to the best known solutions reported in the literature. The exact details of the results can be found in Table 1.

In addition, from the log information stored by the toolbox during the optimization process, it is possible to illustrate the behavior of the algorithm when solving a particular instance. Figure 1 shows the best evaluation value of the individuals in the population across 500 generations. It is worth to remark that the purpose of this experimentation is not to provide state-of-the-art results, but to show the flexibility and power of this new toolbox.

Additionally, using the information stored about the probabilistic model, in Figure 2 the evolution (convergence) of the \(\theta\) variable has been illustrated. In the GMEDA cases, in each generation, the average of the \(n-1\) parameters have been displayed.

As can be seen in Figure 1, in the initial phase of the optimization, the best-found solution improves rapidly. However, as the optimization progresses, the improvements become more
In parallel, we can observe in Figure 2, a two-phase scenario in the behavior of the $\theta$ parameter. In the first generations, it takes very low values, denoting a high spread among the solutions in the population (exploration), and later, it increases rapidly, suggesting a convergence of the population (exploitation). At this point, the probability of sampling a solution far from the consensus permutation (probably the best-found solution), is extremely low. In this sense, the practitioner of the toolbox might decide to set a lower maximum $\theta$ value to permit the algorithm (even with low-probability) to escape from getting stuck, or at least, to delay such scenario.

Alternatively, to provide some performance data regarding the toolbox, in addition to the execution times introduced in Table 1, in Figure 3, we have introduced the average execution time required by the most relevant components of EDAs: learning, sampling and evaluation functions, which almost represent the total execution time. Results have been obtained from the execution of the EDAs carried out in the previous experiments, and by averaging computation times across the generations and repetitions.

The figure shows that GMEDA-Cayley is the fastest algorithm. The differences are observed in the learning and sampling steps, which are coherent with the complexity of the particular procedures reported for each distance-metric.

6 CONCLUSIONS
Permutation-based optimization problems are present in many real-world scenarios, such as those related to logistics, planning, and so on. Recently, new estimation of distribution algorithms have
been proposed to solve this kind of problems in an efficient way. In this article, we propose an extension of the Mateda 2.0 toolbox called perm_mateda, designed for solving permutation-based problems. Based on two distance-based exponential probability models, the Mallows and Generalized Mallows models, the toolbox implements the functions required to run both models under the Kendall’s-τ, Cayley, and Ulam distances. To provide a testbed of functions, four classical permutation problems have also been implemented: Traveling Salesman Problem, Permutation Flowshop Scheduling Problem, Linear Ordering Problem, and Quadratic Assignment Problem. For the sake of illustrating the different functionalities, an experimental comparison of algorithms on a set of permutation problem instances has been carried out. Furthermore, to provide some performance data, a brief analysis of the execution times required by the learning, sampling, and evaluation steps of different EDAs provided in the toolbox is introduced.

The algorithms have been implemented taking into account the modular nature of the original Mateda framework. In this sense, it will be easy for a future user to extend presented EDAs, including new probabilistic models, such as Plackett-Luce (Plackett 1975; Luce R. 1959), add new distance metrics to existing models, for example, Hamming (Deza et al. 1998) or even implement mixtures or kernels of the probabilistic models for permutation spaces (Santamaria et al. 2015; Ceberio et al. 2015).
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