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Abstract

Addressing the non-uniform missing mechanism of rating feedback is critical to recommending items users prefer from biased real-world datasets. To tackle the challenging issue, we first define an ideal loss function that should be optimized to achieve the goal of recommendation. Then, we derive the generalization error bound of the ideal loss that alleviates the variance and the misspecification problems of the previous causal-based methods. We further propose a meta-learning method minimizing the bound. Empirical evaluation using real-world datasets validates the theoretical findings and demonstrates the practical advantages of the proposed method.

1 Introduction

The goal of recommendation systems is to recommend a new item that users will prefer. To achieve this, recommendation algorithms predict the potential preferences or relevance of non-interacted user-item pairs by using sparse observed ratings. Developing effective recommendation algorithms is critical to improving the profit margin of marketing platforms (e.g., Amazon and eBay) or the user experience in user-interactive systems (e.g., Spotify and Netflix). Therefore, the field of personalized recommendation has been widely studied in both academia and industry.

Within the area of recommender systems, most of the existing studies assume that the observed rating data is missing-at-random (MAR). Generally, this assumption does not hold because real-world recommender systems are subject to selection biases. The selection biases are primarily due to the following two reasons: First, the probability of observing each rating is highly dependent on a past recommendation policy. For example, if the observed rating dataset is collected under the most popular policy, a policy that always recommends some of the popular items to all users, the probability of observing ratings of such popular items may be large. This leads to the non-uniform missing mechanism, and the MAR assumption is violated. The second cause is user self-selection. This type of selection happens because users are free to choose the items that they wish to rate. For example, in a movie recommendation system, users usually watch and rate movies that they like and rarely rate movies that they do not like [1]. Another example is a song recommendation system, in which users tend to rate songs that they like or dislike and seldom rate songs that they have a neutral preference [2]. These findings suggest that most of the rating datasets collected through real-world user-interactive systems are missing-not-at-random (MNAR). Several studies have theoretically and empirically indicated that the conventional methods of using only observed ratings lead to suboptimal prediction models because the observed ratings are not the representative data of the target population [3]. Thus, developing a recommendation algorithm and a debiasing method that can lead to high prediction accuracy under the MNAR assumption is essential to achieve the goal of recommendation systems in the real world.
Several related approaches directly address the MNAR problem. Among these, the most promising approach is causal-based debiasing methods involving, for example, the inverse propensity score (IPS) or doubly robust (DR) estimations. These methods have been established in fields such as causal inference and missing data analysis [4, 5], and have been proposed to be utilized for debiasing learning and evaluation of MNAR recommendations [6, 7]. IPS estimation relies on the propensity score, which is the probability of observing each rating. By weighting each sample by the inverse of its propensity score, one can generate a pseudo dataset for which the users and items are uniformly distributed. Based on this weighting method, IPS provides an unbiased estimation of the loss function of interest. The benefits of these causal-based methods are theoretically principled and empirically outperform naive methods based on the unrealistic MAR assumption [6, 7].

For such causal-based methods to succeed, accurately estimating the propensity score is critical. This is because the unbiasedness of the loss function is guaranteed when the true propensities are available; an IPS estimator may still have a bias depending on the propensity estimation bias [6, 8]. However, correctly estimating the propensity score is almost impossible, and model misspecification often occurs in real-world settings [9]. Moreover, propensity-based methods such as the IPS approach generally suffer from high variance and can lead to sub-optimal estimation when the item popularity or user activeness is highly diverse [8, 10, 11]. Improving the robustness to the propensity misspecification and the high variance problem of the causal-based methods is an important and unsolved problem.

To improve the robustness and prediction accuracy of arbitrary recommendation algorithms on MNAR ratings, we propose a theoretically principled meta-learning method called the asymmetric tri-training for missing-not-at-random recommendation. It utilizes two rating predictors to generate a reliable missing-completely-at-random (MCAR) data with pseudo ratings. The proposed method is based on the asymmetric tri-training framework proposed in unsupervised domain adaptation [12]. Similar to causal inference, unsupervised domain adaptation addresses the problem setting in which the data-generating distributions are different between the training and test datasets [13, 14]. Moreover, unsupervised domain adaptation does not rely on the propensity score. Thus, this approach is considered to be useful to overcome the problems related to propensity weighting used in MNAR recommendation algorithms. However, the methods of unsupervised domain adaptation have not yet been applied to the MNAR recommendation, and this is the first work to bridge the two closely related areas.

In our theoretical analysis, we establish the generalization error bound of the ideal loss function and demonstrate that our meta-learning method minimizes this bound. In contrast to the bounds presented in previous studies [6, 8], the generalization error bound expected to be minimized by the proposed method is independent of the propensity score, and thus, the problems related to propensity scoring such as the high variance or propensity misspecification are solved. Finally, we conducted extensive experiments using standard benchmark datasets. In particular, we demonstrate that the proposed method is robust to the propensity misspecification and the variance problems.

The contributions of this paper can be summarized as follows.

- We propose a meta-learning method based on a method proposed for unsupervised domain adaptation. The proposed method is general and can be applied to any existing algorithm to improve the prediction accuracy under the MNAR setting.

- We theoretically analyze the recommendation using MNAR ratings and show that the proposed meta-learning method is interpreted as minimizing the generalization error bound of the loss function of interest.

- We demonstrate the effectiveness of our method on popular benchmark datasets. In particular, the
The proposed method successfully solves the propensity misspecification and the variance problems of the previous causal-based algorithms.

The remaining paper is organized as follows. In Section 2, we review the previous related works on both causal-based recommendations and unsupervised domain adaptation. Section 3 describes the formulation of the MNAR problem. In Section 4, we propose and theoretically analyze the asymmetric tri-training for the missing-not-at-random recommendation. The experimental setup and results are described in Section 5. Section 6 presents conclusions and future research directions.

2 Related Work

In this section, we review the existing related studies.

2.1 Causal-based Recommendation

To handle MNAR rating datasets, some works consider the missing data model and rating model and estimate the parameters via the EM algorithms [2, 15]. However, these methods are highly complex and do not perform well on real-world datasets [6].

The causal-based recommendation is a different approach to tackle the MNAR problem [6, 7, 16]. In this approach, the IPS estimation [4, 5, 17] established in causal inference is applied to the rating prediction methods based on matrix factorization. The probability of observing each entry of the rating matrix is defined as the propensity score, and the unbiased estimator for the metric of interest can be derived by weighting each instance by the inverse of its propensity. The method of matrix factorization with IPS (MF-IPS) has been demonstrated to outperform the naive matrix factorization and the probabilistic generative model [15] under MNAR settings. Moreover, the DR estimation, used in the off-policy evaluation of the bandit algorithm and reinforcement learning [18, 19], has also been applied to the MNAR recommendation [8]. DR estimation effectively combines the propensity score estimation and the error imputation model and improves the statistical properties of the IPS estimator. The error imputation model is the model of the predicted errors for the missing ratings, and the performance of the DR estimator has been proved to be dependent on the accuracy of the propensity score estimation and the error imputation model [8]. These causal-based algorithms utilize the unbiased loss function; however, the performance of these methods largely depends on the propensity score estimation and error imputation model. Ensuring the accuracy of the propensity score estimation and error imputation model is challenging in real-world settings [9], and thus, methods to improve the robustness of the causal-based approaches are highly desired.

2.2 Unsupervised Domain Adaptation

Unsupervised domain adaptation aims to train a predictor that works well on a target domain by using only labeled source samples and unlabeled target samples during training [12]. One difficulty is that the feature distributions and the labeling functions\(^1\) are different between the source and target domains. Therefore, a model trained on the source does not generalize well on the target domain, and measuring the difference between the two domains is critical in unsupervised domain adaptation [14]. Some discrepancy measures to measure this difference have been proposed. Among them, \(\mathcal{H}\)-divergence and \(\mathcal{H}\Delta\mathcal{H}\)-divergence [20, 21] have been used to construct many prediction methods. For example, domain adversarial neural

\(^1\)mapping from feature space to outcome space
network (DANN) simultaneously minimizes the source empirical errors and the $\mathcal{H}$-divergence between the source and target domains in an adversarial manner [22, 23]. The asymmetric tri-training framework trains three networks asymmetrically and is considered to minimize the $\mathcal{H}$-divergence during training [12]. Our proposed method is based on this framework, and it is the first extension of the unsupervised domain adaptation method to alleviate the bias of the MNAR recommendation.

3 Preliminaries

In this section, we introduce the basic notation and formulation of the MNAR explicit recommendation.

3.1 Problem Formulation

Let $\mathcal{U}$ be a set of users ($|\mathcal{U}| = m$), and $\mathcal{I}$ be a set of items ($|\mathcal{I}| = n$). We denote the set of all user and item pairs as $\mathcal{D} = \mathcal{U} \times \mathcal{I}$. Let $\mathbf{R} \in \mathbb{R}^{m \times n}$ be a true rating matrix; each entry $R_{u,i}$ is the true rating of user $u$ to item $i$.

The focus of this study is to establish an algorithm to obtain an optimal predicted rating matrix denoted as $\hat{\mathbf{R}}$. Each entry $\hat{R}_{u,i}$ is the predicted rating for the user-item pair $(u, i)$. To achieve this goal, we formally define the ideal loss function that should be minimized to derive the predictions $\hat{\mathbf{R}}$ as

$$
\mathcal{L}_{\text{ideal}} (\hat{\mathbf{R}}) = \frac{1}{|\mathcal{D}|} \sum_{(u,i) \in \mathcal{D}} \ell (R_{u,i}, \hat{R}_{u,i})
$$

(1)

where $\ell(\cdot, \cdot) : \mathbb{R} \times \mathbb{R} \to \mathbb{R}_{\geq 0}$ is an arbitrary loss function. For example, when $\ell(x, y) = (x - y)^2$, $\mathcal{L}_{\text{ideal}}(\hat{\mathbf{R}})$ is the mean-squared-error (MSE).

In reality, it is impossible to calculate the ideal loss function, as most of the true ratings are often missing. To formulate the missing mechanism of the true ratings, we introduce another matrix $\mathbf{O} \in \{0, 1\}^{m \times n}$ called the indicator matrix, and each entry $O_{u,i}$ is a Bernoulli random variable representing whether the true rating of $(u, i)$ is observed. If $O_{u,i} = 1$, then $R_{u,i}$ is observed; otherwise, $R_{u,i}$ is unobserved. Using indicator variables, we can denote the set of user-item pairs for the observed ratings as $\mathcal{O} = \{(u, i) \mid O_{u,i} = 1\}$. Accurately estimating the ideal loss function using the observed dataset $\mathcal{O}$ is essential to derive an effective recommender.

3.2 Naive Estimator

The simplest estimator for the ideal loss function is called the naive estimator, which is defined as follows:

$$
\mathcal{L}_{\text{naive}} (\hat{\mathbf{R}}) = \frac{1}{|\mathcal{O}|} \sum_{(u,i) \in \mathcal{O}} \ell (R_{u,i}, \hat{R}_{u,i})
$$

(2)

This estimator calculates the average loss function over the observed ratings, and most existing methods are based on this simple estimator. If the missing ratings are MAR, the naive estimator is unbiased against the ideal loss function. However, in the case of MNAR datasets, the naive estimator is biased [3, 6].

$$
\mathbb{E}_\mathcal{O} \left[ \mathcal{L}_{\text{naive}} (\hat{\mathbf{R}}) \right] \neq \mathcal{L}_{\text{ideal}} (\hat{\mathbf{R}})
$$

Thus, the naive estimator should be debiased when learning a recommender using MNAR rating datasets.
3.3 Inverse Propensity Score Estimator

In [6, 7], the authors applied the IPS estimation to debias the naive estimator under the MNAR mechanism. The propensity scoring method has been previously proposed in the context of causal inference to estimate treatment effects using observational data [4, 5, 17]. The basic idea of this estimator is to create a pseudo-MAR dataset by weighting the observed ratings by the inverse of its propensity score.

In this work, the propensity score of user-item pair \((u, i)\) is formally defined as \(P_{u,i} = \mathbb{P}(O_{u,i} = 1) = \mathbb{E}[O_{u,i}]\). By using the propensity score, the unbiased estimator for the ideal loss function can be derived as follows:

\[
\hat{L}_{IPS}^\ell (\hat{R}) = \frac{1}{|D|} \sum_{(u,i) \in D} \frac{\ell(R_{u,i}, \hat{R}_{u,i})}{P_{u,i}} \\
= \frac{1}{|D|} \sum_{(u,i) \in D} O_{u,i} \cdot \frac{\ell(R_{u,i}, \hat{R}_{u,i})}{P_{u,i}}
\]

This IPS estimator is unbiased against the ideal loss function, and thus considered to be more desirable than the naive estimator.

\[
\mathbb{E}_O \left[ \hat{L}_{IPS}^\ell (\hat{R}) \right] = \mathcal{L}^\ell_{ideal} (\hat{R})
\]

As theoretically and empirically stated in [6], unbiasedness of the IPS estimator is desirable; however, this property depends on the true propensity score. In reality, the true propensity score is not observable and thus has to be estimated using the naive Bayes, logistic regression, or Poisson factorization [6, 7]. If the propensity estimation model is misspecified, the IPS estimator is no longer an unbiased estimator. Moreover, the IPS estimator often suffers from a high variance because the inverse of the propensities might be large [9, 18].

These problems can also be theoretically explained.

**Theorem 1.** (Theorem 5.2 of [6]) For any finite hypothesis space of predictions \(\mathcal{H} = \{\hat{R}_1, \ldots, \hat{R}_{|\mathcal{H}|}\}\) and for any \(\delta \in (0, 1)\), the following inequality holds with a probability of at least \(1 - \delta\).

\[
\mathcal{L}_{ideal} (\hat{R}_{ERM}) \leq \hat{L}_{IPS} (\hat{R}_{ERM} | D) + \frac{\Delta}{|D|} \sum_{(u,i) \in D} \left| 1 - \frac{P_{u,i}}{\hat{P}_{u,i}} \right| + \Delta \left( \frac{1}{2} \log \frac{2|\mathcal{H}|}{\delta} \right) \sqrt{\frac{\sum_{(u,i) \in D} \frac{1}{\hat{P}_{u,i}^2}}}
\]

where \(\hat{P}_{u,i}\) is an estimated value for \(P_{u,i}\), and the empirical risk minimizer is

\[
\hat{R}_{ERM} = \arg \min_{R \in \mathcal{H}} \hat{L}_{IPS} (\hat{R} | D)
\]

The generalization error bound of the empirical risk minimizer in Theorem 3.1 depends on both the bias and variance terms. When the estimation error of the propensity estimator is large, the bias term can also be large. Moreover, the variance term depends on the inverse of the estimated propensity scores; the variance problem results in a loose generalization upper bound.

Therefore, developing learning methods that are robust to the propensity misspecification and the variance of the estimator is critical to apply the methods to real-world MNAR problems.
4 Method

This section presents the proposed meta-learning method called asymmetric tri-training for missing-not-at-random recommendation. Asymmetric tri-training has been previously established in the field of unsupervised domain adaptation [12] and considered to be useful for constructing a learning method that is robust to the selection bias of the MNAR problem. This is because unsupervised domain adaptation, including asymmetric tri-training, does not rely on the propensity score, and thus, the estimation bias caused by the propensity misspecification and high variance of propensity-based methods are eliminated.

4.1 Meta-learning procedure

The objective here is to construct a rating predictor that can obtain a smaller value of the ideal loss function. To realize this, the asymmetric tri-training framework utilizes three rating predictors asymmetrically. First, two of the three predictors are trained to assign pseudo-ratings to generate a pseudo-MCAR dataset. After generating a reliable pseudo-MCAR dataset, the other predictor is trained on that pseudo dataset. We can use any recommendation algorithm, such as matrix factorization [24, 25], MF-IPS [6, 7], factorization machines [26], and neural network matrix factorization [27], for the three predictors. Thus, the proposed method is highly general and can be used to improve the prediction accuracy of methods proposed in the future.

The asymmetric tri-training framework consists of the three steps. First, in the pre-training step, we pre-train the three selected recommendation algorithms \( A_1, A_2, \) and \( A_3 \) using the observed rating data \( O \). Next, we generate an MCAR dataset with pseudo-ratings by randomly sampling user-item pairs, which is considered as an unlabeled MCAR dataset \( \mathcal{D}' \), denoted as \( \mathcal{D}' \). Then, we predict the ratings of the unlabeled dataset \( \mathcal{D}' \) using two of the three algorithms \( A_1, A_2 \). The predicted rating for \((u, i) \in \mathcal{D}'\) by \( A_1 \) and \( A_2 \) is denoted as \( \hat{R}_{u,i}^{(1)} \) and \( \hat{R}_{u,i}^{(2)} \), respectively. We regard one of the two predicted values (here, \( \hat{R}_{u,i}^{(1)} \) or \( \hat{R}_{u,i}^{(2)} \)) as the pseudo-rating for \((u, i)\) if the two predicted values are sufficiently similar. The resulting pseudo MCAR dataset is denoted as

\[
\mathcal{D} = \{ (u, i, \hat{R}_{u,i}^{(1)}) : (u, i) \in \mathcal{D}', |\hat{R}_{u,i}^{(1)} - \hat{R}_{u,i}^{(2)}| \leq \varepsilon \}
\]  

where \( \varepsilon > 0 \) is a hyperparameter. This step is the pseudo labeling step. Finally, we train the remaining predictor \( A_3 \) by minimizing the following loss function.

\[
\mathcal{L}_{\text{pseudo}}(\hat{R}, \hat{R}^{(1)}) = \frac{1}{|\mathcal{D}|} \sum_{(u,i) \in \mathcal{D}} \ell (\hat{R}_{u,i}, \hat{R}_{u,i}^{(1)}) = \frac{1}{|\mathcal{D}'|} \sum_{(u,i) \in \mathcal{D}'} O'_{u,i} \cdot \ell (\hat{R}_{u,i}, \hat{R}_{u,i}^{(1)})
\]

where \( \{ \hat{R}_{u,i}^{(1)} \} \) are the pseudo-ratings provided by \( A_1 \), \( \{ \hat{R}_{u,i} \} \) are the predicted ratings provided by \( A_3 \), and \( \{ O'_{u,i} \} \) are other indicator variables representing whether the user-item pairs are in the pseudo-MCAR dataset \( \mathcal{D} \).

In the actual algorithm, we iterate the pseudo-labeling step several times to generate a reliable pseudo-MCAR dataset. Algorithm 1 describes the complete learning procedure of the asymmetric tri-training for missing-not-at-random recommendation.

4.2 Theoretical Analysis

In this subsection, we theoretically analyze the MNAR recommendation based on the theoretical framework of unsupervised domain adaptation. In particular, we drive the generalization error bound of the ideal loss function and demonstrate that the proposed asymmetric tri-training framework can minimize the bound.

---

This sampling is optional; one can simply use \( \mathcal{D} \) as the unlabeled MCAR dataset.
Algorithm 1: Asymmetric Tri-training for Missing-Not-At-Random Recommendation

Input: observed rating dataset $O$, three predictors $A_1, A_2, A_3$, set of hyperparameters $\{\varepsilon, \text{iter, number of steps}\}$

Output: predicted rating matrix $\hat{R}$ by $A_3$

1: Pre-train $A_1, A_2, A_3$ using the observed rating dataset $O$
2: randomly sample user-item pairs from $D$ to generate $D'$
3: generate pseudo-MCAR dataset $\tilde{D}$ with $A_1, A_2, D', \varepsilon$
4: for $i = 1$ to number of steps do
5: for $j = 1$ to iter do
6: Update $A_1$ and $A_2$ with mini-batch from $\tilde{D}$
7: Update $A_3$ with mini-batch from $\tilde{D}$
8: end for
9: randomly sample user-item pairs from $D$ to generate $D'$
10: generate pseudo-MCAR dataset $\tilde{D}$ with $A_1, A_2, D', \varepsilon$
11: end for
12: return $\hat{R}$ by $A_3$

In the following proposition, we first derive a simple upper bound of the ideal loss function based on the triangle inequality.

Proposition 1. Assume that the loss function $\ell$ obeys the triangle inequality. Then, for any predicted rating matrices $\hat{R}^{(1)}, \hat{R}^{(2)},$ and $\hat{R}$, the following inequality holds.

$$L^\ell_{\text{ideal}}(\hat{R}, \hat{R}) \leq L^\ell_{\text{ideal}}(\hat{R}, \hat{R}^{(1)}) + L^\ell_{\text{ideal}}(\hat{R}^{(1)}, \hat{R}^{(2)}) + L^\ell_{\text{ideal}}(\hat{R}^{(2)}, \hat{R})$$ (6)

Proof. We apply the triangle inequality twice:

$$L^\ell_{\text{ideal}}(\hat{R}, \hat{R}) \leq L^\ell_{\text{ideal}}(\hat{R}, \hat{R}^{(1)}) + L^\ell_{\text{ideal}}(\hat{R}^{(1)}, \hat{R})$$

$$\leq L^\ell_{\text{ideal}}(\hat{R}, \hat{R}^{(1)}) + L^\ell_{\text{ideal}}(\hat{R}^{(1)}, \hat{R}^{(2)}) + L^\ell_{\text{ideal}}(\hat{R}^{(2)}, \hat{R})$$

Based on the inequality derived in Proposition 4.1, we further analyze the generalization error bound of the ideal loss function that is independent of the propensity score.

Lemma 1. (Hoeffding’s Inequality) Independent bounded random variables $Z_1, ..., Z_n$ that take values in intervals of sizes $\zeta_1, ..., \zeta_n$ satisfy the following inequality for any $\epsilon > 0$.

$$\mathbb{P}\left(\left|\sum_{i=1}^n Z_i - \mathbb{E}\left[\sum_{i=1}^n Z_i\right]\right| \geq \epsilon\right) \leq 2 \exp\left(-\frac{2\epsilon^2}{\sum_{i=1}^n \zeta_i^2}\right)$$ (7)

See Theorem 2 in [28] for the proof.

Theorem 2. (Propensity-agnostic generalization error bound) A pseudo-labeled dataset $\tilde{D}$, and two predicted matrices $\hat{R}^{(1)}$ and $\hat{R}^{(2)}$ are given. In addition, a loss function $\ell$ obeys the triangle inequality and is bounded
We obtain Eq. (11) because the loss function takes value in the interval $[0, M]$. Then, for any $\hat{R} \in \mathcal{H}$ where $\mathcal{H} = \{\hat{R}_1, \ldots, \hat{R}_{|\mathcal{H}|}\}$ is a given finite hypothesis space, and for any $\delta \in (0, 1)$, the following inequality holds with a probability of at least $1 - \delta$.

\[
\mathcal{L}_{\text{ideal}}^\ell (\hat{R}, \hat{R}) \leq \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) + \text{bias} \left( \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) \right)
\]

\[
+ \mathcal{L}_{\text{ideal}}^\ell (\hat{R}^{(1)}, \hat{R}^{(2)}) + \mathcal{L}_{\text{ideal}}^\ell (\hat{R}^{(2)}, \hat{R}) + M \frac{|\mathcal{D}|}{|\mathcal{D}|} \sqrt{\frac{|\mathcal{D}|}{2} \log \left( \frac{2|\mathcal{H}|}{\delta} \right)}
\]

(8)

where

\[
\text{bias} \left( \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) \right) = \mathcal{L}_{\text{ideal}}^\ell (\hat{R}, \hat{R}^{(1)}) - \mathbb{E} \left[ \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) \right]
\]

**Proof.** We prove that the following inequality holds with a probability of at least $1 - \delta$:

\[
\mathcal{L}_{\text{ideal}}^\ell (\hat{R}, \hat{R}^{(1)}) \leq \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) + \text{bias} \left( \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) \right) + M \frac{|\mathcal{D}|}{|\mathcal{D}|} \sqrt{\frac{|\mathcal{D}|}{2} \log \left( \frac{2|\mathcal{H}|}{\delta} \right)}
\]

(9)

First, the following equation holds:

\[
\mathcal{L}_{\text{ideal}}^\ell (\hat{R}, \hat{R}^{(1)}) = \mathcal{L}_{\text{ideal}}^\ell (\hat{R}, \hat{R}^{(1)}) - \mathbb{E} \left[ \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) \right] + \mathbb{E} \left[ \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) \right]
\]

\[
= \mathbb{E} \left[ \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) \right] + \text{bias} \left( \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) \right)
\]

(10)

Here $\{O_u,i\}$ are independent, and we apply Hoeffding’s inequality in Lemma 4.2 to $\mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)})$, which yields:

\[
\mathbb{P} \left( \left| \mathbb{E} \left[ \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) \right] - \mathcal{L}_{\text{pseudo}}^\ell (\hat{R}, \hat{R}^{(1)}) \right| \geq \epsilon \right) \leq 2 \exp \left( \frac{-2|\mathcal{D}|^2 \epsilon^2}{|\mathcal{D}| M^2} \right)
\]

(11)

We obtain Eq. (11) because the loss function takes value in the interval $[0, M]$ by assumption. Furthermore,
We set $\delta = 2 |\mathcal{H}| \exp \left( \frac{-2 |\mathcal{D}|^2 \epsilon^2}{|\mathcal{D}| M^2} \right)$, and solving it for $\epsilon$ yields:

$$
\mathbb{P} \left( \left| \mathbb{E} \left[ \hat{\ell}_{\text{pseudo}} \left( \hat{R}, \hat{R}^{(1)} \right) \right] \right| - \mathbb{E} \left[ \hat{\ell}_{\text{pseudo}} \left( \hat{R}, \hat{R}^{(1)} \right) \right] \right| \leq \frac{M}{|\mathcal{D}|} \sqrt{\frac{|\mathcal{D}|}{2} \log \left( \frac{2 |\mathcal{H}|}{\delta} \right)} \right) \geq 1 - \delta
$$

(12)

By combining Eq. (10) and Eq. (12), Eq. (9) is obtained. Finally, combining Eq. (6) and Eq. (9) completes the proof.

As suggested in Theorem 4.3, the following three conditions are essential to achieve a small ideal loss:

(a) the loss with respect to the pseudo-ratings.

(b) the similarity of the predicted values by $A_1$ and $A_2$.

(c) the ideal loss of $A_2$ with respect to the true ratings.

In the experiments, we used the MF-IPS as $A_2$, because it generally achieves a smaller ideal loss than that of other simple factorization models in MNAR settings [6, 7] and is thus expected to provide better pseudo-ratings. Note that the derived generalization error bound is independent of the propensity score, even if we use propensity-based algorithms for $A_1$ or $A_2$. This is because the pseudo-labeling step and the final prediction step of the proposed algorithm do not use propensity scoring, and thus, the high variance and the propensity misspecification problems are avoided.

It should also be noted that the asymmetric tri-training framework is interpreted as minimizing the generalization error bound derived in Theorem 4.3. As described in Algorithm 1, two of the three predictors $A_1$ and $A_2$ are trained independently using the observed rating dataset $\mathcal{O}$. Subsequently, the other predictor $A_3$ is trained using the pseudo-MCAR dataset generated by pre-trained $A_1$ and $A_2$. In the pseudo-labeling step, the predicted value of $A_1$ (i.e., $\hat{R}^{(1)}_{u,i}$) is regarded as the pseudo rating for the pair $(u, i)$ if the two predicted values are sufficiently similar. Thus, the value of $(b)$ in the RHS of the generalization error bound is kept small during the pseudo-labeling step. In addition, the other predictor $A_3$ is trained using the pseudo-MCAR dataset $\mathcal{D}$, and this minimizes the value $(a)$ in the RHS of the generalization error bound. Therefore, the asymmetric tri-training is a theoretically principled approach because it minimizes the generalization error bound of the ideal loss function.

In the experiments, we empirically demonstrate that our method actually minimizes the sum of two terms in the generalization error bound ($(a) + (b)$), and minimizing the upper bound of the generalization error bound is an effective approach to further improve the prediction accuracy on a test set.

5 Experimental Results

We conducted comprehensive experiments using three benchmark real-world datasets. In particular, we addressed the following three research questions (RQs).

RQ1. Is the proposed method robust to the variance problem?

RQ2. Is the proposed method robust to the misspecification of the propensity score estimator?

---

[3] The analogous discussion can be found in [14]; however, their discussion is based on the unsupervised domain adaptation setting and complexity of deep neural networks, which is different from the MNAR recommendation setting.
Figure 1: Rating distributions of training and test sets for all the datasets. The distributions are significantly different between the training and test sets. KL is the Kullback–Leibler divergence of the rating distributions between training and test sets.

RQ3. Does the proposed method actually minimize the generalization upper bound?

RQ4. Is the upper bound minimization approach effective?

5.1 Experimental Setup

5.1.1 Datasets

We used the following three real-world datasets.

- Movie Lens (ML) 100K and 1M datasets\(^4\): They contain five-star movie ratings collected from a movie recommendation service, and the ratings are MNAR. The 100K dataset involves approximately 100,000 ratings from 943 users and 1,682 movies, in contrast, the 1M dataset involves approximately 1 million ratings from 6,040 users and 3,706 movies. In the experiments, we kept movies that had been rated by at least \(\text{min\_items}\) users, and the values of \(\text{min\_items}\) varied with respect to the experimental settings.

- Yahoo! R3 dataset\(^5\): It contains five-star user-song ratings. The training data contains approximately 300,000 MNAR ratings from 15,400 users against 1,000 songs, and the test data is collected by asking a subset of 5,400 users to rate 10 randomly selected songs. Thus, the test data is regarded as a MAR dataset.

- Coat dataset\(^6\): It contains five-star user-coat ratings from 290 Amazon Mechanical Turk workers on an inventory of 300 coats. The training data contains 6,500 MNAR ratings collected through self-selections by the Turk workers. On the other hand, the test data is MAR collected by asking the Turk workers to rate 16 randomly selected coats.

5.1.2 Train/Validation/Test Splits

For the ML 100K dataset, we followed the procedure used in \([7, 29]\) and created a test set having different item distribution from the original one. We created it by first sampling a test set with 50% of the original

\(^4\)http://grouplens.org/datasets/movielens/
\(^5\)http://webscope.sandbox.yahoo.com/
\(^6\)https://www.cs.cornell.edu/~schnabts/mnar/
dataset, then, resampling data from the test set based on the inverse of the relative item probabilities in Eq. (13). This creates a test set, such that each item has a uniform observed probability.

\[ P_{u,i} = \frac{\sum_{u \in U} O_{u,i}}{\max_{i \in I} \sum_{u \in U} O_{u,i}} \]  

(13)

In contrast, for the ML 1M dataset, we created a test set having different rating distribution from the original one. We created it by resampling data from the test set based on the inverse of the rating density ratio in Eq. (14). This creates a test set with completely different item distribution with the training set.

\[ P_r = \frac{\mathbb{P}(R = r | O = 1)\mathbb{P}(O = 1)}{\mathbb{P}(R = r)} \]  

(14)

We set \( \mathbb{P}(R = 1) = 0.35, \mathbb{P}(R = 2) = 0.30, \mathbb{P}(R = 3) = 0.2, \mathbb{P}(R = 4) = 0.1, \mathbb{P}(R = 5) = 0.05 \), which is a prior distribution of rating.

For the Yahoo! R3 and Coat datasets, the original datasets were divided into training and test sets. We randomly selected 10% of the original training set for the validation set.

Figure 1 shows the rating distributions of training and test sets for the Movie Lens 1M, Yahoo! R3, and Coat datasets. The rating distributions are completely different between the training and test sets, which introduces a severe bias when training a recommendation algorithm.

5.1.3 Baselines

Here we describe the baseline and the proposed methods compared in the experiments. We implemented all the methods in the Tensorflow environment.

Matrix Factorization with Inverse Propensity Score [6]: MF-IPS is based on the matrix factorization models. It predicts each rating by

\[ \hat{R}_{u,i} = \theta_u^\top \beta_i + b_u + b_i + b \]  

where \( \{\theta_u\} \) and \( \{\beta_i\} \) are user and item latent factors, \( b_u \) and \( b_i \) are the user and item bias terms, and \( b \) is the global bias. It optimizes its parameters by minimizing the IPS loss in Eq. (3) with regularization terms.

MF-IPS with asymmetric-tri training (MF-IPS with AT): We used MF-IPS with different initializations for \( A_1 \) and \( A_2 \), and the vanilla MF for \( A_3 \). Thus, the final training step is guaranteed to be independent of the propensity score.

5.1.4 Propensity estimators

For both the baseline and the proposed methods, we tested the following propensity estimators\(^7\).

- uniform propensity: \( \hat{P}_{*,*} = \frac{\sum_{u,i \in D} O_{u,i}}{|D|} \)
- user propensity: \( \hat{P}_{u,*} = \frac{\sum_{i \in I} O_{u,i}}{\max_{u \in U} \sum_{i \in I} O_{u,i}} \)
- item propensity: \( \hat{P}_{*,i} = \frac{\sum_{u \in U} O_{u,i}}{\max_{i \in I} \sum_{u \in U} O_{u,i}} \)
- user-item propensity: \( \hat{P}_{u,i} = \hat{P}_{u,*} \cdot \hat{P}_{*,i} \)
- NB with uniform prior: \( \hat{P}_r = \mathbb{P}(R = r | O = 1)\mathbb{P}(O = 1) \)

\(^7\)NB represents Naive Bayes
where \( r \in \{1, 2, 3, 4, 5\} \) is a realization of rating. Note that when the uniform propensity is used, the MF-IPS is identical to the MF with the naive loss function [25].

In contrast to previous works [6, 8], we did not use any data in the test set for the propensity estimation to imitate the real-world situation. However, in Section 5.2.2, we report the results with the following propensity estimator, just as reference.

\[
\text{NB with true prior : } \hat{P}_r = \frac{\mathbb{P}(R = r | O = 1) \mathbb{P}(O = 1)}{\mathbb{P}(R = r)}
\]

NB with true prior is, in reality, infeasible in most of the real-world problems, because it requires the MCAR explicit feedback to estimate the prior rating distribution.

### 5.1.5 Hyperparameter Tuning

For all the baselines, the tuning of the regularization hyperparameter was performed in the range of \( \{10^{-2}, 10^{-3}, \ldots, 10^{-6}\} \) and that of the dimensions of the latent factors was performed in the range of \( \{5, 10, \ldots, 30\} \) for all the datasets. For the proposed method, we used the same hyperparameter tuning procedure with the baselines for the base algorithms \((A_1, A_2, A_3)\) and tuned \( \epsilon \) in the range of \( \{10^{-1}, 10^{-2}, 10^{-3}\} \). For all the methods, we conducted mini-batch optimization with a batch size of \( 2^{10} \) using the Adam optimizer [30] with an initial learning rate of 0.01. The detailed description of the hyperparameter searching spaces and other hyperparameter settings can be found in the appendix.

![Figure 2: Relative prediction accuracies and their standard errors of MF-IPS and MF-IPS with AT on a different value of min_items. Both methods were trained with the specified propensity model. The proposed asymmetric tri-training framework significantly outperforms the vanilla MF-IPS, especially when a large skewness of the propensity score distribution is present (with a small value of min_items).](image)

### 5.2 Results & Discussions

Here, we present the experimental results.

#### 5.2.1 RQ1. Is the proposed method robustness to the variance problem?

First, we evaluated the influence of the skewness of the propensity score distribution on the performance of the MF-IPS and MF-IPS with AT using the ML 100K dataset. To evaluate the effects of skewness, we investigated
the performance corresponding to varying values of the \textit{min\_items}\textsuperscript{8}. A smaller value of \textit{min\_items} introduces a large skewness of the propensity score distribution because the minimum value of the propensity score in Eq. (13) also becomes small. For example, when \textit{min\_items} is 1, the minimum relative propensity is 0.0017, on the other hand, when \textit{min\_items} is 50, the minimum relative propensity is 0.0859. Note that each model was trained with the specified propensity model in Eq. (13) to evaluate the pure effect of the variance.

Figure 2 shows the effect of the skewness of the propensity score distribution on the performance of the vanilla MF-IPS and MF-IPS with AT. The result shows that the vanilla MF-IPS is severely affected by the skewness of the propensity distribution, its performance is worsened for a smaller \textit{min\_items}. This is because the IPS approach generally suffers from the skewness and variance of the loss function based on the propensity score. In contrast, the MF-IPS with AT relatively performed well, especially when the skewness of the propensity score distribution was large. This is because the final prediction step of our asymmetric tri-training does not rely on the propensity score and thus does not suffer from the variance problem. The result empirically shows that the proposed meta-learning method is robust to the variance problem of the IPS estimator.

| Metrics | MSE | MAE |
|---------|-----|-----|
|         | vanilla | AT | Improvements | vanilla | AT | Improvements |
| Datasets propensity estimator | | | | | | |
| ML-1M uniform | 1.847 | 1.748 | 5.56% | 1.133 | 1.099 | 3.12% |
| ML-1M user | 1.971 | 1.818 | 8.40% | 1.182 | 1.128 | 4.80% |
| ML-1M item | 1.883 | 1.751 | 7.55% | 1.145 | 1.101 | 3.98% |
| ML-1M user-item | 2.029 | 1.930 | 5.16% | 1.212 | 1.166 | 4.00% |
| ML-1M NB (uniform) | 1.143 | 1.217 | -6.11% | 0.863 | 0.888 | -2.77% |
| ML-1M NB (true) | 0.962 | 0.955 | 0.71% | 0.769 | 0.772 | -0.48% |

Table 1: Results on Movie Lens 1M, Yahoo! R3, and Coat datasets. For all the methods, the average results over five different simulations are reported. The MF-IPS with AT is the combination of the proposed asymmetric tri-training framework and the MF-IPS. The proposed method significantly improves the prediction accuracy compared to the vanilla method in most cases.

5.2.2 RQ2. Is the proposed method robustness to the misspecification of the propensity score estimator?

Subsequently, we evaluated the influence of the misspecification of the propensity score estimation model on the performance of the vanilla MF-IPS and MF-IPS with AT using the ML 1M, Yahoo! R3, and Coat datasets. For all the methods, the average results over five different simulations are reported. The MF-IPS with AT is the combination of the proposed asymmetric tri-training framework and the MF-IPS. The proposed method significantly improves the prediction accuracy compared to the vanilla method in most cases.

\textsuperscript{8}The values of \textit{min\_items} were set as 1, 2, 5, 10, 20, and 50
datasets. To evaluate the effects of misspecification, we investigated the performance of the methods trained from different propensity score estimators described in Section 5.1.4.

Table 1 shows the performance of the MF-IPS w/o AT with different propensity estimators. First, The results suggest that the vanilla MF-IPS is severely affected by the propensity model misspecification. For example, for the Yahoo! R3 datasets, only the vanilla MF-IPS with NB (true) achieves the performance reported in the previous works [6, 8], and it completely fails to make rating predictions with other propensity estimators. On the other hand, for the Coat dataset, the effect of using different propensity estimators is relatively small. This is because the shift of rating distributions between training and test sets is small in this dataset (see Figure 1). However, the MF-IPS with NB (uniform) performs worse than that with the uniform propensity. Therefore, the MF-IPS is highly susceptible to the propensity misspecification problem, and it is difficult to debias the effect of selection biases of real-world recommender systems when the true prior information is not available.

In contrast, the MF-IPS with AT is not substantially affected by the propensity model misspecification and outperforms the vanilla MF-IPS in most cases. In particular, the proposed method significantly improves the prediction accuracy on the Yahoo! R3 and Coat datasets. Thus, this result validates that the proposed asymmetric tri-training is robust to the misspecification of the propensity estimation model on the biased real-world datasets. For the ML-1M dataset, the improvement by our proposed method is relatively small. This is because the ML-1M dataset has a large divergence between the training and test rating distributions, as shown in Figure 1, and the prediction accuracy of a base algorithm (the term $(c)$ of the generalization error upper bound in Eq. (8)) becomes large. However, the proposed method still outperforms the vanilla counterparts in cases where the huge level of selection biases present.

5.2.3 RQ3. Does the proposed method actually minimize the generalization upper bound?

Next, we empirically show that the proposed asymmetric tri-training method can actually minimize the upper bound of the generalization error bound derived in Theorem 4.3.

Figure 3 shows that the values of the loss on pseudo-labels, $(a)$, the similarity between $A_1$ and $A_2$, $(b)$, and their summations, $(a) + (b)$ during the pseudo-labeling step of the proposed method for the three datasets. It can be noted that the proposed meta-learning method minimizes the sum of $(a)$ and $(b)$ (the green lines) of the generalization error bound in Eq. (8). Thus, as discussed in Section 4.2, the propensity-agnostic generalization error bound derived can be effectively minimized by the proposed meta-learning method.

5.2.4 RQ4. Is the upper bound minimization approach effective?

Finally, we demonstrate that minimizing the upper bound of the generalization error bound in Eq. (8) is an effective approach to improve the prediction accuracy.

Figure 4 shows the MSE on test sets during the pseudo-labeling step of the proposed method. We iterated the pseudo-labeling step 200 times for all the datasets. The results suggest that the MSE on the test sets considerably decreases during the pseudo-labeling step, and thus, minimizing the generalization error bound is empirically justified to be an effective way to improve the prediction accuracy.

6 Conclusion

In this study, we explored the problem of learning rating predictors from missing-not-at-random explicit rating datasets. First, we proposed a meta-learning method called the asymmetric tri-training for missing-not-at-random recommendation, which is based on a method for unsupervised domain adaptation. Next, we
Figure 3: Values of the loss on the pseudo-MCAR dataset, \((a)\), and the similarity between \(A_1\) and \(A_2\), \((b)\), in Eq. (8) during the pseudo-labeling step of the proposed method using NB with true prior as a propensity estimator. The green line represents the sum of the two terms. The results show that asymmetric tri-training minimizes the sum of the two terms during training.

Figure 4: The MSE on the test set during the pseudo-labeling step of the proposed method. The values almost monotonically decrease with iterations. This results suggest that minimizing the upper bound in Eq. (8) is a valid approach to improve rating predictors.

derived the propensity-agnostic generalization error bound of the ideal loss function and demonstrated that the meta-learning method minimizes the bound and is thus theoretically principled. Finally, experimental results showed that the proposed method is robust to the variance problem and the misspecification of the propensity estimation model. Moreover, the proposed method effectively improved the prediction accuracy of matrix factorization models on standard benchmark datasets.

As future work, we plan to apply other unsupervised domain adaptation methods such as domain adversarial learning [22, 23] to the MNAR recommendation. Moreover, we plan to construct a similar learning method for implicit feedback recommendation [31, 32]. Implicit feedback data is prevalent in real-world interactive systems; however, methods for debiasing the implicit feedback recommender have not yet been proposed. Thus, we believe that the proposed method can have a significant impact on the implicit feedback recommendation.
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A Appendix

A.1 Statistics of the used datasets

The statistics of the datasets used in the experiments after preprocessing are given in Table 2.

| Datasets       | #User | #Item | #Train data | Sparsity | Avg rating of training | Avg rating of test | KL-divergence |
|----------------|-------|-------|-------------|----------|------------------------|--------------------|---------------|
| Movie Lens 1M  | 6,040 | 3,260 | 449,342     | 2.28%    | 3.58                   | 2.20               | 0.633         |
| Yahoo! R3      | 15,400| 1,000 | 280,533     | 1.82%    | 2.89                   | 1.82               | 0.470         |
| Coat           | 290   | 300   | 6,264       | 7.20%    | 2.61                   | 2.23               | 0.05          |

Table 2: Statistics of datasets used in the experiments after pre-processing. KL-divergence is the divergence of rating distributions between training and test sets.

A.2 Detailed hyperparameter searching spaces and the selected hyperparameters

The hyperparameter searching spaces and the fixed hyperparameters used in the experiments are given in Table 3.

| Methods            | \(d\) | \(\lambda\) | \(\epsilon\) | optimizer | init. learning_rate | batch_size |
|--------------------|-------|-------------|---------------|-----------|---------------------|------------|
| MF-IPS             | \{5, 10, \ldots, 30\} | \{10^{-2}, 10^{-3}, \ldots, 10^{-6}\} | - | Adam | 0.01 | 1,024 |
| MF-IPS (with AT)   | \{5, 10, \ldots, 30\} | \{10^{-2}, 10^{-3}, \ldots, 10^{-6}\} | \{10^{-1}, 10^{-2}, 10^{-3}\} | Adam | 0.01 | 1,024 |

Table 3: hyperparameter searching spaces. The same searching spaces were used in all the datasets. \(d\) is the dimension of the latent factors. \(\lambda\) is the hyperparameter for the L2-regularization.
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