Using an expert deviation carrying the knowledge of climate data in usual clustering algorithms
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Abstract

In order to help physicists to expand their knowledge of the climate in the Lesser Antilles, we aim to identify the spatio-temporal configurations using clustering analysis on wind speed and cumulative rainfall datasets. But we show that using the L2 norm in conventional clustering methods as K-Means (KMS) and Hierarchical Agglomerative Clustering (HAC) can induce undesirable effects. So, we propose to replace Euclidean distance (L2) by a dissimilarity measure named Expert Deviation (ED). Based on the symmetrized Kullback-Leibler divergence, the ED integrates the properties of the observed physical parameters and climate knowledge. This measure helps comparing histograms of four patches, corresponding to geographical zones, that are influenced by atmospheric structures. The combined evaluation of the internal homogeneity and the separation of the clusters obtained using ED and L2 was performed. The results, which are compared using the silhouette index, show five clusters with high indexes. For the two available datasets one can see that, unlike KMS-L2, KMS-ED discriminates the daily situations favorably, giving more physical meaning to the clusters discovered by the algorithm. The effect of patches is observed in the spatial analysis of representative elements for KMS-ED. The ED is able to produce different configurations which makes the usual atmospheric structures clearly identifiable. Atmospheric physicists can interpret the locations of the impact of each cluster on a specific zone according to atmospheric structures. КMS-L2 does not lead to such an interpretability, because the situations represented are spatially quite smooth. This climatological study illustrates the advantage of using ED as a new approach.
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1 Introduction

Climate data are spatio-temporal in nature and handled by complex dynamics. In order to analyze and extract knowledge from them, machine learning methods are welcomed [5, 17, 7]. A research domain named “Climate Informatics” covers the subject of such an approach [19]. Among the machine learning methods, clustering algorithms are applied in the present study. Unsupervised classification methods such as K-means (KMS) or Hierarchical Agglomerative Clustering (HAC) should allow data with similar spatial patterns to be grouped together so that global trends may be identified within clusters. Surprisingly, the literature shows no numerical evaluation of the quality of the clusters and this evaluation relies exclusively on visual inspection by experts.

In this article, we show that for data describing meteorological parameters, the most common clustering algorithms, such as KMS and HAC with default settings produce clusters with no physical relevance. It is also shown that the origin of this weakness mainly lies in the use of Euclidean distance (L2) as a measure of the dissimilarity between two weather patterns represented by vectors of nearly 20,000 components. We propose a new measure, called Expert Deviation (ED), based on an Image Retrieval approach, combined to a physical expertise and the use of Kullback-Leibler (KL) symmetrized divergence [11, 25, 12]. ED is used in place of L2 in the clustering methods, in order to get more physical relevance and better built clusters. Moreover, coherence of the clusters will be assessed by silhouette index to evaluate the internal homogeneity of each cluster and the separation between them [20, 14]. The silhouette index also provides information in the selection of the number of clusters and the algorithm to be retained from the clustering analysis.

Two examples of applications are presented to describe the conception and the use of an ED for a meteo-
logical parameter: $ED_{\text{RAINFALL}}$ for daily cumulative rainfall and $ED_{\text{WIND}}$ for daily mean wind speed. The datasets used and the methodology developed are presented in Section 2. Section 3 provides an explanation and evaluation of the results obtained for the study. The interpretation of these results is discussed in Section 4. Section 5 concludes the article and gives some perspectives.

2 Materials and methods

2.1 Datasets

The first set of data comes from the reanalysis daily outputs of the ECMWF ERA-5 model for the wind components at an 850 hPa isobar (about 1400 m above sea level) from years 1979 to 2014. The geographic area is from $-66.25$ to $-20.25^\circ$ E and from 5 to $30^\circ$ N (Fig 1). With a resolution of 0.25°, each day is thus represented by a field of 101 x 189 values, transformed into a vector of 19,089 components. The data cover a period representing a base of 13,140 days.

The second dataset comes from the reanalysis of daily cumulative rainfall measured by satellite by the NASA’s TRMM project, from 2000 to 2014, for the same geographic area and resolution as the first dataset. The data cover a period representing a base of 5,415 days.

Figure 2: Representation of the characteristics of the L2 distance: (a) a strong and localized fluctuation $X_a$ produces the same L2 distance as a multitude of small variations $Y_a$ from the reference $R_a$, (b) whether a small spatial shift $X_b$, or a large one $Y_b$, produces the same L2 distance from the reference $R_b$.

For the purpose of illustration, Figure 2 shows two schematic examples of a reference field and two other situations. The distance L2 between the reference and each situation is the same, even though one is “physically” much closer to the reference that the other. Two reasons underlie such a behavior. First, when data are described in a large vector space, a multitude of small fluctuations that are spatially spread across the field can be considered to be as important as one single large and very localized fluctuation (Fig 2a). Second, a situation ($X_b$) that presents the same spatial structure but slightly translated from the reference ($R_b$) has the same L2 norm than a situation ($Y_b$), where the spatial

2.2 Issues generated by the L2 distance

Most of previous studies in this domain [7, 17, 24, 14] use the same distance to compare two fields: the distance associated with the L2 norm. This distance between two vectors $V = (v_1, v_2, ..., v_n)$ of daily data for two days $d_1$ and $d_2$ is calculated by:

$$d_{L2}(V(d_1), V(d_2)) = \sqrt{\sum_{i=1}^{n} (v_i(d_1) - v_i(d_2))^2} \quad (1)$$

where $v_i(d_j)$ is the $i$-th value of the vector $V(d_j)$ of data for the day $d_j$ and $n$ is the number of daily data. Although L2 is commonly used in the clustering methods, we think that L2 is partly responsible for the difficulties encountered in computerized climate analysis study.
shift is large (Fig 2b). This is probably more sensitive when the clustering is applied to variables, such as rainfall, which are spatio-temporal intermittent fields. Two fields, slightly translated, do not have many pixels in common, even if they are similar. In the clustering process these side effects tend to skew the comparison between the daily spatial patterns and therefore affects the quality of the clusters.

2.3 Design of the Expert Deviation

The effects of L2 in clustering methods have already been highlighted in many studies from other domains and other measures have been proposed [27, 19, 9, 22]. In this section, an original dissimilarity measure based on an Image Retrieval approach, is proposed. The conception of the measure consists in three phases: first, subdivide the area of interest into zones according to the specialists knowledge; second, build histograms for quantifying the variable of interest while reducing the influence of spatial location; third, apply a dissimilarity measure to the histograms. In the example chosen for this study, geographic segmentation into zones is performed according to atmospheric structures (Fig 1).

2.3.1 Partial management of spatialization

For a number of computer vision applications, the image can be analyzed at the patch level rather than at the individual pixel level [3, 8, 2]. Image patches contain contextual information and have advantages in terms of computation and generalization [10]. From this point of view, the decomposition of an image into patches or zones that do not overlap, provides a simple but effective way of overcoming the curse of dimensionality [26]. In this work, we subdivided the cumulative rainfall and wind fields of the North Atlantic tropical area into four zones (Fig 1), to limit the computation time and demonstrate the value of the approach without seeking to optimize it. These zones are defined in order to take the knowledge of experts into consideration. Thus, three zones correspond to specific and known centers of action. In Fig 1, A1 is the western depressions forming zone; A2 is the North Atlantic Subtropical High (NASH) zone; the zone of interest, called A3, includes the landmass, i.e. the continental zone and the arc of the Lesser Antilles; and A4 is the zone of low pressure linked to the Intertropical Convergence Zone (ITCZ). To compare two fields of values, we subdivided the fields according to these four zones and then compared them with each other.

2.3.2 Comparison of intensity distribution

Once each field has been spatially subdivided, we no longer have to pinpoint the exact location of the phenomena in each zone. It seems relatively reasonable to ignore their position down to the exact mesh, and instead to look at the distribution of each fields of the datasets, ignoring in this way the notion of spatial location. We have opted for a discrete representation of the data by frequency histograms, in order to estimate the distribution of the intensities. An estimation of continuous probability densities would have raised unnecessary parameterization problems. Moreover, quantification might help reducing the effects of the small fluctuations reported in Section 2.2 even though edge effects around the boundaries of the selected intensity classes would remain. For the wind dataset, the Beaufort scale is used to set histogram edges for representing wind speed distribution. For computing the rainfall dataset histograms, bins are determined from the rainfall data collected in the area (Table 1). We selected eight bins of possible intensities. The boundaries of these bins were selected so that the distribution of the rainfalls over these bins is uniform.

For comparing histograms without defining a specific distribution, the Kullback-Leibler symmetrized divergence appears to be a judicious choice [8, 2, 10], with a formula as follows:

\[ D_{KL}(P, Q) = \sum_{c=1}^{m} D_{KL}(P(c), Q(c)) = \sum_{c=1}^{m} P(c) \log \frac{P(c)}{Q(c)} \]  

where \( P \) and \( Q \) are two distributions of discrete probabilities, \( c \) is the index of a bin for each distribution and \( m \) the number of bins. Although it is possible to use the Kullback-Leibler symmetrized divergence with continuous fields, we thought it was more interesting to quantify the data. The distinct intensity distributions obtained are then used to compute the Kullback-Leibler divergence in each zone. The average of the divergences by zone provides the dissimilarity between two days. We named Expert Deviation, referred to as ED, the quantity defined by:

\[ ED(d_1, d_2) = \frac{1}{p} \sum_{i=1}^{p} D_{KL}(Z_i(d_1), Z_i(d_2)) \]  

where \( d_1 \) and \( d_2 \) are two days, \( Z_i(d) \) is the histogram of the zone with reference \( i \) and \( p \) the number of zones.
Table 1: Boundaries of the histogram classes used to quantify daily rainfall data. These edges are determined from rainfall records of the study area.

| Centiles (%) | 0  | 0.35 | 0.5 | 0.7 | 0.8 | 0.9 | 0.95 | 0.99 | 1  |
|--------------|----|------|-----|-----|-----|-----|------|------|----|
| Rainfall (mm)| 0  | [0,1.2]| [1.2,2.2]| [2.2,5.2]| [5.2,8.7]| [8.7,16.4]| [16.4,26.9]| [26.9,59.2]| 59.2,∞|

($p = 4$ in this study). All of the operations listed above are summarized in Fig. 3, a specific ED being designed for including expertise concerning each dataset (e.g. Beaufort scale for the wind).

### 2.3.3 Clustering assessment

In order to assess and compare the results produced by the ED method with those produced by L2, we use the silhouette index which allows to quantify the internal homogeneity of each cluster and the separation between the different clusters [20, 4]. This index also provides information in the selection of the number of clusters and the algorithm to be retained from the clustering analysis. This step was not always carried out in the previously mentioned studies, misconsidering the visual coherency of the centroid patterns as being sufficient to validate the clustering. Of course, the computation of the silhouette index also integrates ED to perform an effective evaluation of the results from clustering using ED.

### 2.3.4 Integration in clustering analysis

The integration of these new dissimilarity measure in clustering algorithms to replace L2 is the next step. By default, in KMS, at the end of each iteration, the centroids of each cluster are calculated as their barycenter. These centroids are the average field computed over each cluster. We think that these centroids are artificial and not representative of realistic spatial configuration since the average smooths every small spatial structure, resulting in huge structure that appears in no observed field. Hence, the clustering process leads to group together the days around a non relevant field. This method is not efficient for intermittent fields such as cumulative rainfall. Therefore, we propose firstly to define the centroid as a group of four histograms which correspond to the geographic zones previously introduced in Section 2.3.1. Secondly, in their visual analysis process of the clusters, other authors rely once more on these centroids as representative of each cluster, raising the same questions about their relevance. In order to get a significative (or, at least, a more relevant) view of each cluster center, we propose to select the nearest element from the centroid according to ED. This center is now an existing field.

![Figure 3: Schema showing the computation process of the expert deviation: zonal quantification using custom edges, the use of symmetrized Kullback-Leibler divergence ($D_{KLS}$) on each zone to get four values and the computation of the average to obtain $ED(d_1, d_2)$](image)

### 3 Results

#### 3.1 Numerical assessment of the quality of the clusters

To reveal the possibilities of using these two measures, the numerical assessment of the quality of the clusters obtained by HAC-L2, KMS-L2, HAC-ED and KMS-ED was performed by computing the silhouette coefficients. Figure 4 (a) and (b) show the evolution of the silhouette coefficient as a function of the number $k$ of clusters for both datasets. It reflects the combined evaluation of the proximity of an element to the elements of its cluster and the distance of the cluster to all of the other elements. This result highlights two interesting points as follow:

1) HAC algorithms produce coefficients that are notably lower than those obtained by KMS type algorithms. For HAC-ED$_{WIND}$, the silhouette coefficient is irrelevant. HAC-L2$_{RAINFALL}$ silhouette coefficient is quite better; Regarding HAC-ED$_{RAINFALL}$, the silhouette coefficient nears zero as soon as the number of searched clusters ($k$) is greater than three, indicating the irrelevance of the possible clusters detected. Worse, in the case of HAC-L2$_{RAINFALL}$, the silhouette coefficient becomes negative for the same value of $k$, indicating that many points are assigned to clusters...
that do not represent the best possible choice.

2) The numerical values obtained for KMS-L2 and KMS-ED are more instructive than the results obtained by HAC. Although the shape of the curves is generally decreasing with \( k \), we can observe a slight inflection around \( k = 5 \) for both datasets. For this value of \( k \), KMS-L2\(_\text{RAINFALL} \) has a silhouette value of 0.08, while KMS-ED\(_\text{RAINFALL} \) has a value of 0.26. KMS-L2\(_\text{WIND} \) has a silhouette value of 0.13, while KMS-ED\(_\text{WIND} \) has a value of 0.23. As before, the results obtained by the method based on L2 are very lower to those obtained by the method based on ED. In addition, only the KMS-ED\(_\text{RAINFALL} \) method obtains silhouette coefficients greater than 0.20 for a significant number of clusters and KMS-ED\(_\text{WIND} \) produce the best results for wind dataset, thus indicating the presence of relevant structures, although weakly marked within the datasets.

Numerically, the introduction of the Expert Deviation enabled us to obtain clusters that seem relevant (silhouette > 0.2) whereas L2 gives clusters without any coherence (silhouette \( \approx 0.1 \)). The low silhouette index of the methods based on L2 probably explain that previous studies did not present such numerical evaluation.

3.2 Spatio-temporal dynamics analysis

In order to strengthen the analysis of this comparative study, the results obtained by both methods were reviewed by atmospheric physicists. This sub-section presents their observations.

In Figure 5 to enhance the analysis, we present the representative elements of each cluster found with KMS-ED\(_\text{WIND} \) and KMS-L2\(_\text{WIND} \). According to Figure 5\( b \), three of the five patterns of KMS-L2\(_\text{WIND} \) show an increase in wind intensity over southern Lesser Antilles. Furthermore the five situations represented are spatially quite smooth, the usual atmospheric structures (such as NASH or ITZC) are not clearly visible. KMS-L2\(_\text{WIND} \) does not produce clusters with a distinct monthly dynamic. Moreover there is a strong similarity in distribution shape of clusters C3, C4 and C5 (Fig 6\( b \)).

For KMS-ED\(_\text{WIND} \) the effect of patches can be observed (Fig 5\( a \)). Indeed, the configurations are all different and the usual atmospheric structures are clearly identifiable. It is now possible to interpret these situations for experts. In KMS-ED\(_\text{WIND} \) C1, the trade winds are south-westerly and of low intensity spread over a narrow maritime strip that spreads to the south of the Lesser Antilles. One can also see a divergence phenomenon in atmospheric circulation, leading to stronger trade winds, especially in the northern part of the Lesser Antilles. C2 shows several divergence bands which produce very localized strong winds under the North Atlantic Subtropical High (NASH) which is located westward between 25 and 30°N. The configuration promotes a weakening of the trade winds with south-easterly component as they approach the arc of the Lesser Antilles. It could indicate the tropical easterly wave passages over the Lesser Antilles. In C3, trade winds are strong and have an east to northeast component. C4 presents the NASH giving increasingly strong winds from the north of the Lesser Antilles to the South American continent. C5 show a situation of trade wind failure in the Lesser Antilles.

![Figure 4: Silhouette index evolution n function of k, the number of clusters - HAC (solid line), KMS (broken line), using L2 (black), using ED (red). Results for clustering of wind dataset in (a) and for rainfall dataset in (b).](image-url)
Figure 5: Comparative graph of representative elements of the clusters of wind at 850 hPa from the KMS-ED_{WIND} (a) and KMS-L2_{WIND} (b) method, with \( k = 5 \).

Figure 6: Monthly distribution of clusters using the KMS-ED_{WIND} (a) and KMS-L2_{WIND} (b) method over the year for the period 1979 to 2014.

Figure 6a gives an overview of the monthly repartition of clusters. KMS-ED_{WIND} produces clusters with a distinct monthly dynamic specific to each cluster.

The interest of our approach is reinforced by figures 7 and 8 which present the same studies on the second dataset (cumulative rainfalls). According to the experts, the results are equally significant since the representative elements of KMS-ED_{RAINFALL} describe different configurations of daily cumulative rainfall (Fig 7a) whereas KMS-L2_{RAINFALL} ones show dry situations with a active ITZC for certain clusters and cold surges arrival form north-west for another (Fig 7b).

Experts highlight that monthly distribution of clusters C4 and C5 of KMS-DE_{RAINFALL} respectively correspond to dry and rainy periods for the Lesser Antilles. C1, C2 and C3 are in the transition periods between the two main seasons (Fig 8a). For KMS-L2_{RAINFALL}, the monthly distribution of C1 corresponds to dry season where C2, C3 and C5 are in rainy season. C4 seems to represent cold surge situation which appends during the year (Fig 8b).

This evaluation of the clusters by experts of the application field confirms the numerical results from the silhouette index, for every dataset tested: The Expert Deviation is by far a better candidate for clustering meteorological data than L2.

4 Discussions

In this article, clustering was used to analyze the characteristics of the spatio-temporal fields of the cumulative rainfall obtained by satellite measurements on either side of the Lesser Antilles (the Atlantic Ocean and the Caribbean Sea). Our aim was to give more relevance and weight to physical information from clustering. We have shown that the L2 standard, frequently used in the classification of climate data, leads to groupings that can be made up of spatio-temporal fields having a very different interpretation or physical meaning.

The analysis we have carried out using these methods reveals the following difficulties: as rainfall totals are widely scattered, “near” fields in the meaning of L2 are rare; this norm tends to agglomerate fields with a common spatial structure, although they are otherwise different. The centroid used by KMS does not always represent a realistic physical situation.

It gives too much importance to data matching. This hinders the identification and interpretation of main trends in a region known for its high variability (Section 2.2). These difficulties have been confirmed by several publications such as [1, 13, 22]. The innovation concerns the integration of a new metric, called expert
deviation, to better quantify the similarity of the fields between them. This is a new step forward in this domain. Similar concerns have already emerged in the field of Image Retrieval, where surveys can be found in [21, 23]. In addition, to increase the relevance of our results, we believed it was logical and judicious to develop a suitable subdivision of the fields (as suggested by [15, 13]). So we spatially subdivided the daily fields into patches corresponding to known precipitation drivers. Thus, it allows us to include physical meaning in the proposed measure. Once these zones have been defined, the dissimilarity measure implemented will be based on a relaxation of the precision of the spatial location of the fields. To this end, it seemed logical to us to use measures related to information theory, such as the Kullback-Leibler divergence [8, 2]. Other measures of dissimilarity between histograms exist [13, 6], but this latter was chosen because there was no a priori distribution of the data. From the patches of the daily rainfall fields, we compiled all histograms and compared them, using this divergence. The resulting method is still an unsupervised classification method. The innovation concerns the integration of an expert deviation to better quantify the similarity of the fields between them.

In spite of its originality, the Expert Deviation can be directly compared to conventional methods thanks to the silhouette index, usually used to quantify the clusters coherence (Fig 4). These have been completed a visual interpretation of the clusters obtained for each method (Fig 5 and 7).

From a numerical point of view, the use of ED produces systematically better results than L2. Thus, among the clusters obtained by KMS-ED, five of them were retained. The design of this new metric is more responsive to the knowledges of the meteorological structures issued from observational data and scientific literature [17, 7, 24]. It applies both to a complex and intermittent spatio-temporal field (rain) and to a classical one like winds. It is difficult to compare our results with those of other authors because few studies have combined this type of measurement with a regional subdivision of the field to be analyzed.

However, the proposed ED provides more reliable and interpretable results compared to traditional clustering methods. This is the most effective way to produce results that are truly reliable and interpretable. It requires a prior spatial separation and quantification of the field to improve the physical relevance of clusters and thus reveal possible changes in transitions between seasons.
5 Conclusion and perspectives

Studying the climate using clustering methods is a very interesting approach since there is a large amount of data available which is constantly increasing over the years. However, it should be noted that the most common methods of analysis are not necessarily appropriate to all types of data and that these types of methods should be adjusted. Especially if the data have a spatio-temporal nature, such as meteorological parameters.

In this article, we proposed the use of a silhouette index to evaluate numerically the quality of the clusters. We raised some theoretic issues that might appear when using L2 as a distance for clustering meteorological data. We also proposed a new dissimilarity measure (ED) to overcome these issues. As expected, the new metric gives much better results than the traditional L2. Moreover, these results have been analyzed by atmospheric physicists who confirmed the quality of the information that can be extracted from these clusters.

Unlike L2, the ED is able to produce different configurations which renders the usual atmospheric structures clearly identifiable. Atmospheric physicists can interpret impacts of each cluster on a specific zone according to atmospheric structure locations. KMS-L2\textsubscript{WIND} does not provide this, the situations represented are spatially quite smooth, the usual structures are not clearly visible.

The perspectives of this work are multiple: At first, one could design expert deviations for each meteorological parameter characterizing the climate. The use of a numerical evaluation now allows comparison of the quality of the discovered clusters for each possible parameter. The analysis of the dynamic of the clusters over time can also be an interesting way to continue this work.

It should also be possible to design expert deviation in order to cluster the days according to several parameters. A clustering with this combined ED could allow a more complete comparison of days since it would depend on multiple meteorological variables.

At last, it would be very interesting to cluster data according to a parameter (let us say the wind) and see if the days grouped into clusters are relevant when observed from a second parameter (rainfall for example), hence enabling to define which parameter influences the most to other observations.
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