Velocity filtration and temperature inversion in a system with long-range interactions

Lapo Casetti and Shamik Gupta

1 Dipartimento di Fisica e Astronomia and CSDC, Università di Firenze, and INFN, Sezione di Firenze, via G. Sansone 1, I-50019 Sesto Fiorentino (FI), Italy
2 INAF-Osservatorio Astrofisico di Arcetri, Largo E. Fermi 5, I-50125 Firenze, Italy
3 Laboratoire de Physique Théorique et Modèles Statistiques (CNRS UMR 8626), Université Paris-Sud, Orsay, France

Received: date / Revised version: date

Abstract. Temperature inversion due to velocity filtration, a mechanism originally proposed to explain the heating of the solar corona, is demonstrated to occur also in a simple paradigmatic model with long-range interactions, the Hamiltonian mean-field model. Using molecular dynamics simulations, we show that when the system settles into an inhomogeneous quasi-stationary state in which the velocity distribution has suprathermal tails, the temperature and density profiles are anticorrelated: denser parts of the system are colder than dilute ones. We argue that this may be a generic property of long-range interacting systems.

PACS. 05.20.-y Classical statistical mechanics – 52.65.Ff Fokker-Planck and Vlasov equation – 96.60.P- Corona

1 Introduction

Velocity filtration is a dynamical phenomenon originally suggested by Scudder [1,2] to explain temperature inversion in inhomogeneous plasmas like the outer atmosphere of the Sun, i.e., the solar corona [4]. By temperature inversion we mean that the temperature grows while the density decreases with increasing distance from the photosphere, so that temperature and density profiles are anticorrelated: Temperatures of order $10^6$ K are attained in the corona [5]. Despite recent advances [6], the question of what heats the solar corona remains one of the most important open problems in astrophysics [7]. Although velocity filtration itself might not be the complete solution of the problem [7,8,9], it provides a simple explanation of how such a counterintuitive phenomenon may occur in general.

This paper does not address velocity filtration and temperature inversion in its original astrophysical context. It rather aims at showing that this phenomenon is very general and may occur in situations quite far from that originally envisaged by Scudder. In particular, temperature inversion due to velocity filtration may occur in a system with long-range interactions in a quasi-stationary state (QSS), provided the particle distribution in the QSS is inhomogeneous. QSSs are out-of-equilibrium states that occur during relaxation of an isolated long-range interacting system to equilibrium. Due to a fast “violent” relaxation on times of $O(1)$, a generic initial condition reaches a QSS. These states persist for very long times, diverging with the number of degrees of freedom $N$ as $N^\alpha$ with $\alpha \geq 1$. Then, finite-$N$ effects drive the system to equilibrium. The lifetime of a QSS is thus effectively infinite in the thermodynamic limit $N \to \infty$ [10,11].

The system we shall study in this paper is a paradigmatic model with long-range interactions, the so-called Hamiltonian Mean Field (HMF) model [12]. The model can be seen either as a system of globally coupled point particles moving on a circle or as a system of fully coupled (mean-field) $XY$ spins, with Hamiltonian

$$\mathcal{H} = \frac{1}{2} \sum_{i=1}^{N} p_i^2 + \frac{J}{N} \sum_{i=1}^{N} \sum_{j<i} \left[ 1 - \cos (\vartheta_i - \vartheta_j) \right] - h \sum_{i=1}^{N} \cos \vartheta_i .$$

Here $\vartheta_i \in (0, 2\pi]$ is the angular coordinate of the $i$th particle ($i = 1, \ldots, N$) on the circle, while $p_i$ is the conjugated momentum. In the following, we shall consider two cases: (i) the antiferromagnetic (AF) case ($J < 0$), with an external field $h > 0$, and (ii) the ferromagnetic (F) case

$^2$ Interactions are called long-range when they decay asymptotically with the interparticle distance $r$ as $r^{-\alpha}$ with $0 \leq \alpha < d$ in $d$ dimensions. See e.g. Refs. [10,11].
(J > 0), without the external field, i.e., \( h = 0 \). In the AF case, the system settles into an inhomogeneous QSS due to the action of the external field that forces the particles to cluster around \( \vartheta = 0 \). In the F case, a clustered QSS is attained via a spontaneous breaking of the \( O(2) \) symmetry by the attractive interaction, provided the total energy is small enough. The HMF is a toy model not capable of accurately describing any real physical system. However, the cosine interaction in Eq. (1) is the first mode of a Fourier expansion of a Coulomb or gravitational potential energy. Hence, the AF case may be considered as a simplified model of a one-component plasma in an external field that promotes clustering, while the F case may be seen as a simplified model of a self-gravitating system \(^{12,13} \). Moreover, a system of self-gravitating particles with a short-distance regularisation and constrained on a ring \(^{14} \) is equivalent to the HMF model in the limit of large regularisation scale \(^{15,16} \).

By means of molecular dynamics (MD) simulations, we shall demonstrate that temperature inversion occurs in both the AF and the F case, for suitable classes of initial conditions with suprathermal velocity distributions (i.e., tails “fatter” than those of a Maxwellian), provided the QSS the system settles into is clustered. Before describing the numerical simulations and discussing our results, let us briefly recall the original argument due to Scudder \(^{1} \), and discuss why it should also hold in our situation.

### 2 Velocity filtration and temperature inversion

Let us consider a system of noninteracting particles moving in one dimension on a semi-infinite line \( x \geq 0 \) in presence of an external potential \( \psi(x) \), such that \( \psi'(x) > 0 \). A typical case is that of an atmosphere, where \( x \) is the height above the surface and the potential \( \psi(x) \) is the gravitational one. The one-particle distribution function \( f(x,p,t) \) obeys the Vlasov equation

\[
\frac{\partial f}{\partial t} + p \frac{\partial f}{\partial x} - \frac{\partial}{\partial x} \left( \frac{\partial f}{\partial p} + \psi(x) \right) = 0 ,
\]

which is equivalent to the HMF model in the limit of large regularisation scale \(^{15,16} \).

The one-particle distribution function \( f(x,p,t) \) is obtained from the exponential atmosphere:

\[
f_0(p) = \exp \left( -\frac{p^2}{2T_0} \right) ,
\]

being a decreasing function of \( x \). Consider a Maxwellian boundary condition,

\[
f_0^M(p) = \frac{n_0}{(2\pi T_0)^{1/2}} \exp \left( -\frac{p^2}{2T_0} \right) ,
\]

where \( n_0 = n(0) \), and for ease of notation, we take particles of unit mass and set the Boltzmann constant \( k_B \) to unity. Then, the stationary solution \( f(x,p) \) of Eq. (2) is the exponential atmosphere:

\[
f(x,p) = \exp \left( -\frac{\psi(x) - \psi(0)}{T_0} \right) f_0^M(p) .
\]

The system is isothermal, i.e., the temperature profile

\[
T(x) = \frac{1}{2} \frac{\int_{-\infty}^{\infty} dp p^2 f(x,p)}{\int_{-\infty}^{\infty} dp f(x,p)} = \frac{1}{2\nu(x)} \int_{-\infty}^{\infty} dp p^2 f(x,p)
\]

is constant, \( T(x) = T_0 \). However, while velocity filtration occurs for any boundary condition \( f_0(p) \), it yields a constant temperature profile only in the special case of the Maxwellian. This is due to the fact that \( f(x,p) \) given by Eq. (6) is separable in \( x \) and \( p \). In Ref. \(^{1} \), a graphical argument was put forward as follows. If we plot \( \ln f(x,p) \) as a function of the kinetic energy \( k = p^2/2 \), we get a straight line. Now \( f(x,k) \) is obtained from \( f(0,k) \) by removing the part of the distribution corresponding to kinetic energies smaller than the potential barrier \( \Delta\psi(x) \), and then rigidly translating the remaining part towards the origin. We thus get a straight line with the same slope, and since in this case \( T = -(\ln f/dk)^{-1} \), the temperature does not vary with \( x \). However, the same graphical construction shows that if the tails of \( f_0(p) \) are more populated than in a Maxwellian (i.e., \( f_0(p) \) is suprathermal), then velocity filtration yields a broader distribution at \( x \), that is, temperature increases as density decreases with increasing \( x \). This qualitative argument is confirmed by direct calculations. To give an example, in Fig. 1 we plot the density and temperature profiles calculated solving Eq. (2) for a linear potential \( \psi(x) = 25x \) and a power-law boundary condition

\[
f_0(p) = \frac{\sqrt{2}}{\pi(1 + p^2)} .
\]

Why do we expect the same phenomenon to also occur in a long-range-interacting system in an inhomogeneous QSS? Because for times for which the system stays in a QSS, its one-particle distribution function \( f(\vartheta,p,t) \) still obeys a Vlasov equation,

\[
\frac{\partial f}{\partial t} + p \frac{\partial f}{\partial \vartheta} - \frac{\partial}{\partial \vartheta} \left( \frac{\partial f}{\partial p} + \psi(\vartheta) \right) \frac{\partial f}{\partial p} = 0 .
\]

The only difference with respect to Eq. (2) is that the potential is now composed of two terms: the mean-field interaction,

\[
\langle u \rangle(\vartheta,t) = \int d\vartheta' \int dp' u(\vartheta - \vartheta') f(\vartheta',p',t),
\]

where \( u \) is the two-body interaction, and (possibly) an external field \( \psi(\vartheta) \), such that the total potential energy \( V \)

\[Since we shall be mainly concerned with the HMF model, we shall use \( (\vartheta,p) \) as conjugated variables.\]
The MD simulations involved integrating the equations of motion for the system (11):
\[
\frac{d\vartheta_i}{dt} = p_i, \quad (14)
\]
\[
\frac{dp_i}{dt} = J(m_y \cos \vartheta_i - m_x \sin \vartheta_i) - h \sin \vartheta_i, \quad (15)
\]
where \(i = 1, \ldots, N\) and
\[
m_x = \frac{1}{N} \sum_{i=1}^{N} \cos \vartheta_i, \quad (16)
\]
\[
m_y = \frac{1}{N} \sum_{i=1}^{N} \sin \vartheta_i. \quad (17)
\]
We used a fourth-order symplectic integration algorithm [17] with timestep \(\Delta t = 0.01\) that ensured energy conservation up to \(10^{-6}\). We simulated systems with \(N = 5 \times 10^3\) particles and with \(N = 10^5\) particles. The initial state was prepared by either (i) putting all the particles at \(\vartheta = 0\) (clustered initial state with \(m = (m_x^2 + m_y^2)^{1/2} = 1\)), or (ii) with \(\vartheta\)'s uniformly distributed in \((0, 2\pi)\) (homogeneous initial state with \(m = 0\)). The initial momenta were sampled according to the “kappa” distribution (11)
\[
P_\kappa(p) = \frac{\sqrt{\pi} \Gamma(\kappa)}{w \sqrt{\pi} \Gamma(\kappa + 1/2)} \left[ 1 + \frac{p^2}{\kappa w^2} \right]^{-\kappa-1} \quad (18)
\]
that has power-law tails \(|p|^{-2(\kappa+1)}\) and where \(w^2\) is an effective temperature, becoming the usual one when \(\kappa \to \infty\) so that \(P_\kappa(p)\) converges to a Maxwellian. We let the system evolve for a sufficiently long time that it reaches a QSS, and then collected data for the coordinates and the momenta of the particles at different times separated by a decoraulation time window.

Let us start by presenting the results for the AF case, i.e., \(J = -1\) and \(h > 0\) in Eq. (11). Figure 2 shows a typical outcome for the density and temperature profiles when a system with \(N = 5 \times 10^3\) particles has reached a QSS after starting from the \(m = 1\) initial condition with \(\kappa = 1\) and \(w = 5\). The external field strength is \(h = 5\). Temperature inversion is well evident, since temperature and density profiles are anticorrelated. Figure 3 shows the momentum distribution \(f(\vartheta, |p|)\) measured in the QSS at two different positions, \(\vartheta = 2\pi\) (i.e., the highest-density point) and \(\vartheta = \pi\) (i.e., the lowest-density point). It is clear that there is a velocity filtration effect, since \(f(\pi, |p|)\) is much broader than \(f(0, |p|)\). Moreover, although the momentum distribution changes with respect to the initial one, the suprathermal tails survive in the QSS.

Figures 4 and 5 show the density and temperature profiles and the momentum distributions, respectively, for a system with \(N = 10^5\) particles, in the same conditions as in Figs. 2 and 3. It is apparent that increasing \(N\) does not change the phenomenology.

We always observed temperature inversion in the AF case, even starting from the \(m = 0\) initial condition and
varying $\kappa$ and $w$ in the initial momentum distribution or varying the external field $h$ (data not shown). The only changes observed were quantitative, i.e., in the amount of spatial clustering in the QSS and in the strength of the temperature inversion. Conversely, and as expected, we did not observe temperature inversion when starting with a Maxwellian momentum distribution (data not shown).

The phenomenology of the F case ($J > 0$ and $h = 0$) turns out to be more complicated. The spatial structure of the QSS may vary a lot, from a single cluster analogous to that always observed in the AF case to multi-clustered structures with many superimposed density peaks to almost uniform states, while starting even from very similar initial conditions. This sensitive dependence on the choice of the initial distribution is more pronounced for “hotter” initial data, i.e., with $w \simeq 5$. For smaller values of $w$, one still observes either a single cluster, or more than one cluster which tend to be close to one another. The spatial structure of the QSS is thus strongly dependent on the details of the initial conditions: this is a very interesting phenomenon whose investigation is left for future work. This notwithstanding, as regards temperature inversion, the situation is as clear as in the AF case. Namely, whenever the QSS is appreciably clustered, we do observe temperature inversion, even in multi-clustered states. An example of density and temperature profiles for a QSS with a single cluster, obtained setting $J = 5$ and starting from the $m = 1$ initial condition with $\kappa = 1$ and $w = 1$ with $N = 5 \times 10^3$ particles, is shown in Fig. 6. In Fig. 7, we show the momentum distribution at the highest and lowest density points. Again, temperature inversion is well evident, and the velocity filtration effect is witnessed by the momentum distributions. Here the effect is particularly strong in that only the very fast particles survive in the low-density part of the system. As in the AF case, a similar situation can be observed also in a larger system. Density and temperature profiles for a QSS with a single cluster, obtained setting $J = 7$ and starting from the $m = 1$ initial condition with $\kappa = 1$ and $w = 1$ with $N = 10^5$ particles, is shown in Fig. 8.
Figure 6. (Color online) F case with $J = 5$ and $N = 5 \times 10^3$. Temperature (blue solid line) and density (red dashed line) profiles after the system has reached a QSS while starting from an initial state with $m = 1$, $\kappa = 1$ and $w = 1$.

Figure 7. (Color online) F case. Momentum distributions $f(\vartheta, |p|)$ in the same conditions as in Fig. 6, for $\vartheta = 2.17$ (blue filled squares) and $\vartheta = 5.25$ (red open circles). The black line is the initial momentum distribution [13].

Figure 8. (Color online) As in Fig. 6, with $N = 10^5$, and $J = 7$.

Figure 9. (Color online) F case. Momentum distributions $f(\vartheta, |p|)$ in the same conditions as in Fig. 8, that is, with $N = 10^5$, for $\vartheta = 2.29$ (blue filled squares) and $\vartheta = 5.43$ (red open circles). The black line is the initial momentum distribution [13].

$N = 10^5$ particles, is shown in Fig. 8 the momentum distribution at the highest and lowest density points is shown in Fig. 9.

4 Concluding remarks

From our results, it is evident that nonthermal boundary conditions are not necessary for temperature inversion due to velocity filtration. A nonthermal initial condition, which could be modified by the violent relaxation, may be sufficient, provided the initial suprathermal tails survive and the stationary state reached by the system is sufficiently clustered. The details of the spatial structure, however, are irrelevant as to the occurrence of the temperature inversion effect. Temperature inversion appears then as a very robust phenomenon, and it is reasonable to expect that it may be present in any system with long-range interactions whenever the stationary state reached by the dynamical evolution is sufficiently clustered and has a suprathermal momentum distribution.

Clearly, we do not expect that every state resulting from violent relaxation exhibits a temperature inversion. For instance, in real self-gravitating systems like globular clusters the temperature profile is not flat, thus indicating that thermal equilibrium is not fully reached, but typically temperature decreases with the distance from the center [18,19]. However, core-halo states [20] typically found in long-range-interacting systems support particle-wave interactions that may give high energy to halo particles and may thus support suprathermal distributions [21]; work is in progress along this direction. There are other astrophysical systems where anticorrelation between density and temperature profiles has been observed; an example is the hot gas in the so-called “cooling-core” galaxy clusters (see e.g. Refs. [22,23]). Another example is provided by some dark molecular clouds [24].

It is interesting to note that a non-uniform temperature profile was also found in a one-dimensional model of
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