Effective potential at finite temperature in a constant hypermagnetic field: Ring diagrams in the Standard Model
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We study the symmetry breaking phenomenon in the standard model during the electroweak phase transition in the presence of a constant hypermagnetic field. We compute the finite temperature effective potential up to the contribution of ring diagrams in the weak field, high temperature limit and show that under these conditions, the phase transition becomes stronger first order.
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I. INTRODUCTION

The problem of baryogenesis is still one of the outstanding open questions in cosmology, despite the large amount of work devoted to find a viable explanation. The conditions for developing a baryon asymmetry in an initially symmetric universe were established by Sakharov in 1967 [1] and the search for a scenario to encompass them continues. These three well-known conditions are:

(1) existence of interactions that violate baryon number;
(2) C and CP violation and
(3) departure from thermal equilibrium.

The Standard Model (SM) of electroweak interactions meets all these requirements, provided the electroweak equilibrium. This evolution is determined by the finite temperature effective potential of the theory, that develops phase. This evolution is determined by the finite temperature effective potential of the theory, that develops

During the EWPT, the Higgs field vacuum expectation value changes from zero (false vacuum) in the symmetric phase, to a finite value $\langle v \rangle$ (true vacuum) in the broken phase. This evolution is determined by the finite temperature effective potential of the theory, that develops a barrier between the two minima if the phase transition is first order. The temperature at which the two minima are degenerate is called the critical temperature $T_c$ and this instant is considered the beginning of the phase transition. From there on, the transition is accomplished through the nucleation, expansion and percolation of true vacuum bubbles in the background of false vacuum, leading to a departure from equilibrium conditions.

The existence of baryon number violation is realized in the SM by means of its vacuum structure through sphaleron mediated processes. The sphaleron [4] is a static and unstable solution of the field equations of non-Abelian gauge theories, corresponding to the top of the energy barrier between topologically distinct vacua, where the minima correspond to configurations with zero gauge field energy but different baryon number. Transitions are associated to baryon number $n_B - n_{\bar{B}}$ violation and can either induce or wash out a baryon asymmetry.

The above property of sphalerons makes the preservation of a given baryon asymmetry one of the most difficult conditions to meet during the baryogenesis process in the majority of the proposed scenarios. This requires that the baryon violating transition between different topological vacua is suppressed in the broken phase, when the universe returns to thermal equilibrium. In other words, the sphaleron transitions must be slow compared to the expansion rate of the universe and this in turn translates into the condition $\langle v \rangle / T_c \geq 1.0 - 1.5$ [3]. Although the above is an estimate emerging from approximate calculations, it is nowadays widely accepted and has proven to be a rather difficult condition to meet.

Although there have been several attempts to link the baryogenesis process to the EWPT [3, 6] in general these all share the characteristic that the Sakharov conditions are only partially met. Here we want to further explore the possibility to embed the baryogenesis process in the EWPT scenario, including the effect of an extra ingredient: the possible presence of primordial magnetic fields. Before the EWPT, magnetic fields couple to matter through the particle’s hypermordial magnetic fields. Magnetic fields seem to pervade the entire universe and their generation may be either primordial or associated to the process of structure formation. They have been observed in galaxies, clusters, intracluster medium and high redshift objects [7]. In order to distinguish between primordial and protogalactic fields, it is useful to search for their imprint on the cosmic microwave background radiation (CMBR). A homogeneous magnetic field would give rise to a dipole anisotropy in the background radiation, on this basis, Cosmic Background Explorer (COBE) results give an upper bound on the present equivalent field strength of $B_0 \lesssim 10^{-9}$ G [8]. An upper limit to the field strength of $B_0 \lesssim 4.7 \times 10^{-9}$ G at the present scale of 1 Mpc is obtained by an analysis that includes small scale CMBR anisotropies from Wilkinson Microwave Anisotropy Probe (WMAP), Cosmic Background Imager (CBI) and Arc Minute Cosmol-
ogy Bolometer Array Receiver (ACBAR) [9]. On the other hand, tangled random fields on small scales could reach up to $\sim 10^{-6}$ G [10]. Nucleosynthesis also imposes limits on primordial magnetic fields since they have an influence on both the universe expansion rate and the electron quantum statistics. The observed helium abundance implies $B \lesssim 10^{12}$ G at scales greater than 10 cm at the end of nucleosynthesis [11].

Although at present there is no conclusive evidence about the origin of magnetic fields, their existence prior to the EWPT cannot certainly be ruled out making it important to investigate their effect on the baryogenesis process [12]. In fact, it has been shown that these fields provide mechanisms to affect all the Sakharov conditions: In the presence of a magnetic field, the phase transition becomes stronger first order in analogy to the case of a type I superconductor, where the Meissner effect brings the phase transition from second to first order [13, 14, 15]; it has also been shown that extra CP violation is obtained from the segregation of axial charge during the reflection and transmission of fermions through the vacuum bubbles due to the chiral nature of their coupling to the hypermagnetic field [14]; finally, regarding the sphaleron transitions the presence of a magnetic field works against the preservation of a baryon asymmetry due to the coupling between the sphaleron dipole moment and the magnetic field that lowers the energy barrier between topologically distinct minima [15].

The effect of magnetic fields on the EWPT has been analytically studied both classically [13] and to one-loop order [14], as well as by means of lattice simulations [15]. These calculations all agree that the strength of the phase transition is enhanced by the presence of hypermagnetic fields, although the ratio $\langle v \rangle/T_c$ does not reach the desired value, for a large Higgs boson mass. On the other hand, other analytical approaches where the SM finite temperature effective potential is studied for the case of strong magnetic fields [16, 10], reach the conclusion that these fields inhibit the first order phase transition and attribute the result to the contribution of light fermion masses which are generally neglected in other computations.

In this work we concentrate on studying the relation between the presence of a large scale magnetic field and the dynamics of the EWPT by computing the SM finite temperature effective potential in a constant hypermagnetic field up to the contribution of ring diagrams, that have been shown to be crucial for the description of the long wavelength properties of the theory [20]. We carry out a systematic calculation of each SM sector showing that the major contribution producing an enhancement of the EWPT comes from the Higgs and gauge boson sectors and that fermions do not act against this behavior. Working in the limit where the magnetic field is weak, we find an enhanced value of the ratio $\langle v \rangle/T_c$.

The paper is organized as follows: In Sec. III we lay down the formalism to include weak magnetic fields in the computation of hypercharged particle propagators. In Sec. IV we write down the SM using the degrees of freedom in the symmetric phase. In Sec. V we work with these degrees of freedom to compute particle self energies that are used in Sec. VI to compute the SM effective potential up to the contributions of ring diagrams. In Sec. VII we study this effective potential as a function of the magnetic field and find an enhanced value of the ratio $\langle v \rangle/T_c$. We conclude and discuss our results in Sec. VII and leave for the appendix the computation of some intermediate results of the analysis.

II. CHARGED PARTICLE PROPAGATORS IN THE PRESENCE OF A HYPERMAGNETIC FIELD

We work with the degrees of freedom of the SM in the symmetric phase, where the external (hyper)magnetic field belongs to the $U(1)_Y$ group. To include the effect of the external field, we use Schwinger’s proper time method [21]. In the symmetric phase, we have only two kinds of hypercharged particles that couple to the external field namely, scalars and fermions, whose propagators are

$$D_H(x, x') = \phi(x, x') \int \frac{d^4 K}{(2\pi)^4} e^{-ik(x-x')} D_H(k),$$

$$S_H(x, x') = \phi(x, x') \int \frac{d^4 K}{(2\pi)^4} e^{-ik(x-x')} S_H(k),$$

respectively. The phase factor $\phi(x, x')$, that breaks translation invariance, is given by

$$\phi(x, x') \equiv e^{i\sqrt{4\pi} \int_0^\beta ds \int d\xi [B^W_\mu + \hat{H} \epsilon^\mu_{\nu\rho} (\xi-x)^\nu]},$$

where the vector potential $B^W_\mu = H_\mu(0, y, -x, 0)$ gives rise to a constant hypermagnetic field of strength $H$ along the $\hat{z}$ axis and $F^W_{\mu\nu} = \partial_\mu B^W_\nu - \partial_\nu B^W_\mu$ is the external field strength tensor.

The momentum dependent functions $D_H(k)$ and $S_H(k)$ are given by

$$iD_H(k) = \int_0^\infty \frac{ds}{\cos \frac{\sqrt{4\pi} \gamma H s}{\sqrt{Y H s}}} \times \exp \left\{ is(k_{||}^2 - k_{\perp}^2 \tan \frac{\gamma H s}{2Y H s} - m^2 + i\epsilon) \right\}$$

$$iS_H(k) = \int_0^\infty \frac{ds}{\cos \frac{\sqrt{4\pi} \gamma H s}{\sqrt{Y H s}}} \times \exp \left\{ is(k_{||}^2 - k_{\perp}^2 \tan \frac{\gamma H s}{2Y H s} - m^2 + i\epsilon) \right\} \times \left[ (m_f - \bar{\ell}_f) e^{i\sqrt{4\pi} \gamma H s \sigma_3} \frac{\bar{k}_\perp}{\cos \frac{\sqrt{4\pi} \gamma H s}{\sqrt{Y H s}}} \right].$$
where \( \mathbf{y} \) is the particle’s hypercharge and we use the notation \( k_{\parallel}^2 = k_0^2 - k_3^2 \) and \( k_{\perp}^2 = k_1^2 + k_2^2 \).

Since the gauge bosons do not couple to the external field their propagator is given by

\[
iD^{\mu
u}_{ab}(k) = -i \left( g^{\mu
u} - \frac{(1 - \xi) k^\mu k^\nu}{k^2 - m_G^2 + i\epsilon} \right) \delta_{ab},
\]

where \( a, b = 1, 2, 3, 4 \) and the first three values correspond to the \( SU(2)_L \) fields and the fourth to the \( U(1)_Y \) field. Notice that the matrix \( m_G \) is not diagonal in the basis of the weak-interacting fields in the symmetric phase.

It has been show that, by deforming the contour of integration, Eqs. (4) and (5) can be written as

\[
iD_H(k) = 2i \sum_{l=0}^{\infty} \left( -1 \right)^l L_l \left( \frac{2k^2}{\mathbf{y}^2} \right) \exp \left\{ -\frac{k^2}{\mathbf{y}^2} \right\},
\]

\[
iS_H(k) = i \sum_{l=0}^{\infty} \frac{d_l(k^2)}{k^2 - 2(2l + 1)\mathbf{y}^2 - m_f^2 + i\epsilon},
\]

where \( d_l(\alpha) \equiv (-1)^l e^{-\Lambda L_l^{-1}(2\alpha)} \), \( d'_n = \partial d_n / \partial \alpha \),

\[
D = (m_f + k_{\parallel}) + k_{\perp} \frac{m_f^2 - k_{\parallel}^2}{k_{\perp}^2},
\]

\[
\bar{D} = \gamma_5 \mathbf{\not}{y}(m_f + k_{\parallel}),
\]

\( L_l, L_l^m \) are Laguerre and Associated Laguerre polynomials, respectively, and \( \mu^\alpha, b^\mu \) are four-vectors describing the plasma rest frame and the direction of the hypermagnetic field, respectively.

\[D(k)_{\mathbf{y}H} = \frac{1}{k^2 - m^2} \left( 1 - \frac{(\mathbf{y}H)^2}{(k^2 - m^2)^2} - \frac{2(\mathbf{y}H)k_{\parallel}^2}{(k^2 - m^2)^3} \right), \]

and

\[S(k)_{\mathbf{y}H} = \frac{k + m_f}{k^2 - m_f^2 + \gamma_5 \mathbf{\not}{y}(k_{\parallel} + m_f)} (\mathbf{y}H) \left( \frac{1}{(k^2 - m_f^2)^3} \right)
- \frac{2(\mathbf{y}H)k_{\parallel}^2}{(k^2 - m_f^2)^4} (m_f + k_{\parallel} + k_{\perp} m_f^2 - k_{\parallel}^2), \]

respectively.

There is an analogous result for gauge bosons, but since in the symmetric phase these do not couple to the external hypermagnetic field, we do not need to account for them.

### III. STANDARD MODEL

In order to consider all the contributions to the SM effective potential, we write the Lagrangian for each sector.

The Lagrangian for the Higgs sector is

\[\mathcal{L}_H = (D_{\mu} \Phi)^\dagger (D^\mu \Phi) + c^2 (\Phi^\dagger \Phi)^2 - \lambda (\Phi^\dagger \Phi)^2, \]

where \( D_{\mu} = \partial_{\mu} + ig A_{\mu}^a + ig' \gamma_{\mu} B_{\mu}^a \), \( a \) are the Pauli matrices, \( B_{\mu}^a = B_{\mu} + B_{\mu}^{\ast} \) and \( A_{\mu}^a, B_{\mu} \) are the \( SU(2)_L \) and \( U(1)_Y \) gauge bosons, respectively. To allow for spontaneous symmetry breaking the mass parameter \( c \) must satisfy \( c^2 > 0 \).

The Higgs field is a complex doublet with \( \mathbf{y} = +1 \)

\[\Phi = \frac{1}{\sqrt{2}} \left( \begin{array}{c} \phi_3 + i \phi_4 \\ \phi_1 + i \phi_2 \end{array} \right), \]

where \( \phi_1 \) and \( \phi_4 \) are real scalar fields. We take \( \phi_1 \) as the physical Higgs field that develops a vacuum expectation value \( v \). Extremizing the tree level potential, the parameter \( c \) is related to the classical minimum \( v_{\text{class}} \) by

\[c^2 = \lambda v_{\text{class}}^2. \]

For the Higgs field hypercharge conjugate doublet we use \( \Phi = i \sigma_2 \Phi^\ast \).

The kinetic energy from the \( SU(2)_L \) and \( U(1)_Y \) gauge bosons is

\[\mathcal{L}_{gb} = -\frac{1}{4} F_{\mu\nu}^\ast F_{\mu\nu} - \frac{1}{4} F_{\mu\nu}^T F_{\mu\nu}^T, \]

where \( \mathbf{y}H \ll m^2 \ll T^2 \).
where
\[ F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - g A_\mu \times A_\nu \]
\[ F'_{\mu\nu} = \partial_\mu B'_\nu - \partial_\nu B'_\mu. \]  
(17)

The Lagrangian for the fermion sector is
\[ \mathcal{L}_f = \bar{\Psi}_R \left( i \gamma^\nu \partial_\nu - \frac{g'}{2} \gamma^\nu B'_\nu \right) \Psi_R + \]
\[ \bar{\Psi}_L \left( i \gamma^\nu \partial_\nu - \frac{g'}{2} \gamma^\nu B'_\nu - \frac{g}{2} \tau \cdot \mathbf{A} \right) \Psi_L, \]  
(18)

where \( \Psi_L = \frac{1}{2} (1 - \gamma_5) \Psi \) is an \( SU(2) \) doublet of left-handed fermions and \( \Psi_R = \frac{1}{2} (1 + \gamma_5) \Psi \) is an \( SU(2) \) singlet of right-handed fermions.

We work in the limit that all fermion masses except the top quark mass are negligible, so that the main contribution to the Yukawa sector is
\[ \mathcal{L}_{Yukawa} = f q^I \tilde{\Phi} \tilde{q}^I + h.c. \]  
(19)

Finally, in the \( R_\xi \) gauge, the gauge fixing Lagrangian is
\[ \mathcal{L}_{gf} = - \frac{1}{2} \xi \left( \partial^\mu A_\mu^I - \frac{1}{2} \xi g v_\phi^I \right)^2 - \frac{1}{2} \xi \left( \partial^\mu B_\mu^I - \frac{1}{2} \xi g' v_\phi^I \right)^2, \]  
(20)

where \( i = 2, 3, 4 \) and \( \xi \) is the gauge parameter. We choose to work in the Landau gauge \( (\xi = 0) \) in which the ghost fields do not acquire mass and hence do not contribute to the \( v \)-dependent part of the one-loop effective potential. Note that the effective potential is in principle a gauge dependent object \[22\] However, physical quantities obtained from it are gauge independent \[21\].

**IV. SELF-ENERGIES**

In this section we compute the SM self-energies that are in turn used for the computation of the ring diagrams in the effective potential.

It is well known that in the absence of an external magnetic field, the SM thermal self-energies are gauge independent when considering only the leading contributions in temperature \[28\]. However, as we will show, when considering the effects of and external magnetic field, these self-energies turn out to be gauge dependent.

In what follows, we work in the imaginary-time formalism of thermal field theory. First, we note that the integration over four-momenta is carried out in Euclidean space with \( k_0 = i k_4 \), this means that
\[ \int \frac{d^4 k}{(2\pi)^4} \rightarrow i \int \frac{d^4 k_E}{(2\pi)^4}. \]  
(21)

Next, we recall that boson energies take discrete values, namely \( k_4 = \omega_n = 2n\pi T \) with \( n \) an integer, and thus
\[ \int \frac{d^4 k_E}{(2\pi)^4} \rightarrow T \sum_n \int \frac{d^3 k}{(2\pi)^3}. \]  
(22)

**A. Higgs boson**

Figure 1 shows the diagrams that contribute to the Higgs boson self-energies affected by the hypermagnetic field. Let us explicitly compute the momentum independent diagram shown in fig. 1(I) for a single scalar field. In the weak field limit, its expression is
\[ \Pi_{Higgs}^{(1)} = \frac{\lambda}{4} T \sum_n \int \frac{d^3 k}{(2\pi)^3} \times D_H(\omega_n, k; m^2 \rightarrow m^2 + \Pi_1), \]  
(23)

where \( D_H \) is given by Eq. \[11\]. Notice that Eq. \[23\] is computed self-consistently, with the approximation that on the right hand-side, \( \Pi_{Higgs}^{(1)} \rightarrow \Pi_1 \), where \( \Pi_1 \) is given by \[20\]
\[ \Pi_1 = \frac{T^2}{4} \left\{ \frac{3}{4} g'^2 + \frac{1}{4} g^2 + 2\lambda + f^2 \right\}, \]  
(24)

and represents the leading temperature contribution to the scalar self-energy. The need to compute \( \Pi_{Higgs}^{(I)} \) self-consistently is linked to the fact that, on the one hand, in the SM, scalar masses can vanish as a function of \( v \) and, on the other, the presence of the magnetic field originates terms inversely proportional to these masses [see
Eq. (32)]. Thus, for soft momentum, where the contribution of the ring diagrams is relevant, a naive perturbative expansion is not sufficient. The well known correction of the infrared behavior is given by the plasma screening properties and in the case of Eq. (23) we approximate such correction as consisting only of the leading temperature contribution to $\Pi^{\text{Higgs}}$ which, upon resummation, take care of the most severe infrared divergences [26].

Using the Euclidean version of Eq. (14), we have

$$\Pi^{\text{Higgs}}_{(I)} = \frac{\lambda T}{4} \sum_n \int \frac{d^3k}{(2\pi)^3} \left[ \frac{1}{\omega_n^2 + k^2 + \hat{m}^2} \right] \times \left( 1 - \frac{(yH)^2}{(\omega_n^2 + k^2 + \hat{m}^2)^2} + \frac{2(yH)^2k^2}{(\omega_n^2 + k^2 + \hat{m}^2)^3} \right),$$

(25)

where we use the short hand notation $\hat{m}^2 = m^2 + \Pi_1$.

The integrand in Eq. (25) contains terms whose general form is

$$I_{\alpha \beta}(k, \mathbf{q}) = \frac{1}{(\omega_n^2 + k^2 + \hat{m}^2)^{\alpha}[\omega_n^2 + (k - q)^2 + \hat{m}^2]^{\beta}}.$$

(26)

We make use of the Feynman parametrization to write $I_{\alpha \beta}$ as

$$I_{\alpha \beta}(k, \mathbf{q}) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \int_0^1 dx \ x^{\alpha-1}(1-x)^{\beta-1}$$

$$\times \frac{1}{[\omega_n^2 + k^2(x) + m'^2(x)]^{\alpha+\beta}},$$

(27)

where

$$k'(x) = k - (1-x)\mathbf{q}$$

$$m'^2(x) = \hat{m}^2 + x(1-x)\mathbf{q}^2,$$

and $\Gamma$ is the Gamma function. Notice that this parametrization is allowed since we work in the imaginary-time formalism [29].

To carry out the sum over Matsubara frequencies together with the integration in Eq. (25), we perform an asymptotic expansion in the high temperature limit. This is done by means of a Mellin transform as described in detail in Ref. [30]. The explicit result, generalized to also include the fermion case is

$$T \sum_n \int \frac{d^d k}{(2\pi)^d} k^{2\alpha} \omega_n^{2\beta} I_{\alpha \beta}(k, \mathbf{q}) = \frac{(2T)(2\pi T)^{d+2\alpha+2\beta-2(\alpha+\beta)}}{(4\pi)^{d/2}\Gamma(\alpha)\Gamma(\beta)} \frac{\Gamma(\frac{d}{2} + \alpha + a)}{\Gamma(\frac{d}{2})} \mu^{2\epsilon} \sum_{j=0}^{\infty} \frac{(-1)^j}{j!} \zeta(2(j + \alpha + \beta - t - \frac{d}{2} - a), Z)$$

$$\times \Gamma(j + \alpha + \beta - \frac{d}{2} - a) \int_0^1 dx \ x^{\alpha-1}(1-x)^{\beta-1} \left( \frac{m'(x)}{2\pi T} \right)^2,$$

(29)

where $\zeta$ is the modified Riemann Zeta function, $\mu$ is the energy scale of dimensional regularization and $d = 3 - 2\epsilon$. For fermions the sum runs over all integers $n$ and $Z = 1/2$, while for bosons the $n = 0$ term is excluded and $Z = 0$. It is important to stress that the method advocated in Ref. [30] to perform an expression such as Eq. (29) calls for the use of dimensional regularization, which is an appropriate method to use for non-Abelian gauge theories.

For the terms involving the $n = 0$ Matsubara frequency for bosons, we use the result

$$T \int \frac{d^d k}{(2\pi)^d} k^{2\alpha} I_{\alpha \beta}(k, \mathbf{q}) = \frac{T}{(4\pi)^{d/2}} \frac{\Gamma(\frac{d}{2} + \alpha + a)}{\Gamma(\frac{d}{2})} \frac{\Gamma(\alpha + \beta - \frac{d}{2})}{\Gamma(\beta)} \int_0^1 dx \ x^{\alpha-1}(1-x)^{\beta-1} \left( \frac{1}{m'(x)} \right)^{2\alpha+2\beta-d+2\alpha} + I_{40}(k, 0),$$

(30)

In terms of the functions $I_{\alpha \beta}$ defined in Eq. (26) we can write Eq. (25) as

$$\Pi^{\text{Higgs}}_{(I)} = \frac{\lambda T}{4} \sum_n \int \frac{d^3 k}{(2\pi)^3} \left[ I_{10}(k, 0) + I_{30}(k, 0) \right].$$

(31)

Using Eq. (29) for the terms with $n \neq 0$ and Eq. (30).
for the term with \( n = 0 \), we get

\[
\Pi_{Higgs}^{(I)} = \frac{\lambda}{2} T^2 \left( 1 - \sum_{i=1}^{\infty} \left[ \frac{3}{2\pi} \frac{\tilde{m}_i}{T} + \frac{(\mathbf{\chi} H)^2}{16\pi T \tilde{m}_i^3} \right] \right),
\] (32)

where we have included the contribution from all scalar fields with \( \tilde{m}_i^2 = m_i^2 + \Pi_1 \), \( m_i \) standing for the scalar boson masses, given by

\[
m_1^2 = 3\lambda v^2 - c^2
\]

\[
m_2^2 = m_3^2 = m_4^2 = \lambda v^2 - c^2.
\] (33)

In a similar fashion the contribution from the diagram in fig. (II) in the infrared limit, namely \( q_0 = 0, q \to 0 \), is

\[
\Pi_{Higgs}^{(II)}(0) = \frac{f^2}{4} T^2 \left( 1 + \frac{14\zeta(3) (\mathbf{\chi} H)^2}{(2\pi)^4 T^4} \right),
\] (34)

where hereafter we use the notation \( \mathcal{F}(0) \equiv \mathcal{F}(q_0 = 0, q \to 0) \) to represent the infrared limit of any function \( \mathcal{F} \).

We point out that in Eqs. (32) and (34) we have kept terms representing the leading contribution of each kind arising in the calculation, namely, terms of order \( (\mathbf{\chi} H)^2/T^4 \), \( \tilde{m}_i/T \) and \( (\mathbf{\chi} H)^2/T \tilde{m}_i^3 \). For the hierarchy of scales considered, the first kind of terms can be safely neglected. Recall that terms of order \( \tilde{m}_i/T \) are usually neglected in a high temperature expansion. However, since we are interested in keeping the leading contribution in the magnetic field strength, we are forced to keep this kind of terms which, for a large top quark mass, namely a large \( f \), are of the same order as terms \( (\mathbf{\chi} H)^2/T \tilde{m}_i^3 \). Notice that for large values of the coupling constants, a perturbative calculation is not entirely justified. Nevertheless, here we consider our calculation as an analytical tool to explore this non-perturbative domain and regard terms of order \( \tilde{m}_i/T \) as an estimate of the theoretical uncertainty of our results.

On the other hand, the diagram in fig. (III) is proportional to the parameter \( \xi \) and thus vanishes for our gauge parameter choice. Accounting also for the diagrams that are not affected by the hypermagnetic field, and that are depicted in fig. [2] the Higgs field self-energy, in the infrared limit is given by

\[
\Pi_{Higgs}^{(III)}(0) = \frac{T^2}{4} \left\{ \frac{3}{4} g^2 + \frac{1}{4} g'^2 + 2\lambda + f^2 \right\}
- \frac{\lambda}{\pi} \sum_{i=1}^{\infty} \left[ \frac{3(m_i^2 + \Pi_1)^{3/2}}{T} \right.
+ \left. \frac{(\mathbf{\chi} H)^2}{8T(m_i^2 + \Pi_1)^{3/2}} \right\}.
\] (35)

B. Gauge bosons

To express the gauge boson self-energies, in the presence of the external field, we have three independent vectors to our disposal to form tensor structures transverse to the gauge boson momentum \( q^\mu \), namely \( u^\mu, q^\mu \) and \( b^\mu \). This means that in general, these self-energies can be written as linear combinations of nine independent structures [31]. Since we are interested in considering the infrared limit, \( q_0 = 0, q \to 0 \), only \( u^\mu \) and \( b^\mu \) remain. Notice that the correct symmetry property for the self-energy is \( \Pi_{ab}^{\mu\nu}(q) = \Pi_{ba}^{\nu\mu}(q) [32] \). However, in the infrared limit, this condition means that the self-energy must be symmetric under the exchange of the Lorentz indices and therefore we can write

\[
\Pi_{ab}^{\mu\nu} = \Pi_{ab}^{Q} Q_{\mu\nu} + \Pi_{ab}^{R} R_{\mu\nu} + \Pi_{ab}^{S} S_{\mu\nu} + \Pi_{ab}^{M} g_{\mu\nu},
\] (36)

where

\[
Q_{\mu\nu} = u^{\mu} u^{\nu},
\]

\[
R_{\mu\nu} = b^{\mu} b^{\nu},
\]

\[
S_{\mu\nu} = u^{\mu} b^{\nu} + u^{\nu} b^{\mu},
\] (37)

and the transversality condition \( q_{\mu} \Pi_{ab}^{\mu\nu} = 0 \) is trivially satisfied in the infrared limit.

Figure 3 shows the gauge boson self-energy diagrams that are affected by the external hypermagnetic field. These include diagrams involving scalars as well as fermions in the loop. Let us explicitly compute the diagram shown in fig. (I) for the \( B_\mu \) field. Its expression is

\[
\Pi_{B_\mu}^{I}(q) = \left( \frac{g'}{2} \right)^2 \int \frac{dk}{(2\pi)^4} (2k^\mu - q^\mu)(2k'^\nu - q'^\nu) \times D_H(k) D_H(k' - q).
\] (38)

Notice that since the net hypercharge flowing in the loop is zero, the phase factor in Eq. (33) vanishes.

Let us compute \( \Pi_{B_\mu}^{I}(q) \) for a single scalar field with mass \( m \). Working in the rest frame of the medium, \( \Pi_{B_\mu}^{I}(q) = \Pi_{B_\mu}^{Q} + \Pi_{B_\mu}^{M} \). From Eq. (38) and at finite temperature
FIG. 4: Self-energy Feynman diagrams for the gauge bosons that contain loop particles not affected by the hypermagnetic field. These particles are represented by thin lines. c represents the ghost fields.

\[ \Pi_{(l)B}^{00}(0) = -g^2 T \sum_n \frac{d^3k}{(2\pi)^3} \omega_n^2 \left\{ I_{11}(k,0) + (\mathbf{y} H)^2 \left[ I_{13}(k,0) + I_{31}(k,0) + 2k_1^2 I_{14}(k,0) + 2k_3^2 I_{41}(k,0) \right] \right\}. \]  

(40)

Using Eq. (29) into Eq. (40) and keeping only the leading term as discussed in Sec. [VIA] we get

\[ \Pi_{(l)B}^{00}(0) = \frac{g^2}{12} T^2 \]  

(41)

where the contribution from the four real scalar fields has been accounted for.

In a similar fashion, the explicit expressions for \( \Pi^{00}_{(II)B} \) and \( \Pi^{00}_{(III)B} \) are computed to yield

\[
\Pi^{00}_{(II)B}(0) = \frac{5g^2}{3} T^2
\]

\[
\Pi^{00}_{(III)B}(0) = \frac{g^2}{12} T^2 \left( 1 - \sum_i \frac{3 \tilde{m}_i}{4\pi T} + \frac{(\mathbf{y} H)^2}{32\pi T \tilde{m}_i^2} \right),
\]

(42)

where in the first of the Eqs. (42) we have performed the sum over all hypercharged fermions. We stress that the origin of the terms \( \sim 1/\tilde{m}_i^2 \) is the topology of diagrams such as the one in Fig. III, involving a tadpole of hypercharged scalars in the presence of the external field. In the computation of these diagrams, we require to consider the replacement \( m^2 \rightarrow m^2 + \Pi_1 \) (see the discussion in Sec. [VIA]).

Adding up the above three contributions, we get

\[ \Pi_{B}^{00} = \frac{11}{6} g^2 T^2 \left( 1 - \sum_i \frac{3 \tilde{m}_i}{88\pi T} + \frac{(\mathbf{y} H)^2}{704\pi T \tilde{m}_i^2} \right) \]  

(43)

this component is given by

\[
\Pi_{(l)B}^{00}(q) = -g^2 T \sum_n \frac{d^3k}{(2\pi)^3} \omega_n^2 \times D_H(\omega_n, k; m^2) \times D_H(\omega_n, k - q; m^2).
\]

(39)

Since the integral in Eq. (39) does not give rise to terms inversely proportional to \( m \), we have omitted the replacement \( m^2 \rightarrow m^2 + \Pi_1 \).

Using the Euclidean version of the scalar propagator \( D_H \) obtained from Eq. (11), and in terms of the functions \( I_{a\beta} \) defined in Eq. (27), we can write Eq. (39) as

\[
\Pi_{ab}^{00} = \frac{g^2}{6} T^2 \left( 1 - \sum_i \left[ \frac{3}{88\pi T} (m_i^2 + \Pi_1)^{1/2} + \frac{(\mathbf{y} H)^2}{704\pi T (m_i^2 + \Pi_1)^{3/2}} \right] \right) \delta_{ab}.
\]

(44)

where \( \tilde{g} = g \) for \( a = b = 1, 2, 3 \) and \( \tilde{g} = g' \) for \( a = b = 4 \).

As is sketched in the appendix, the other non zero components of the gauge boson self-energy are negligible

\[
\Pi_{11}^{ab} = \Pi_{22}^{ab}, \quad \Pi_{33}^{ab} = \Pi_{ab}^{33} \sim \mathcal{O}(m_i^2)
\]

\[
\Pi_{a\beta}^{00} = \Pi_{ab}^{30} \sim \mathcal{O}(\mathbf{y} H),
\]

(45)

which means that \( \Pi_{00}^{ab} \simeq \Pi_{ab}^{00} \).

Notice that in Eq. (44) we have not included terms of order \( \mathcal{O}(M_{ab}/T) \), where \( M_{ab} \) is the gauge boson mass matrix. These masses are proportional to \( \tilde{g} v \) whereas for large \( f \), \( \tilde{m}_i \) are proportional to \( f \tilde{v} \). Thus in this limit, terms of order \( \mathcal{O}(M_{ab}/T) \) are smaller than terms of order \( \mathcal{O}(\tilde{m}_i/T) \). These terms can in principle be calculated by diagonalization of \( M_{ab} \), or else by explicitly considering the calculation in the basis of fields in the broken symmetry phase. We will present such calculation in a forthcoming work along with the gauge parameter dependence of the self-energies and effective potential.
Although in principle the fermion self-energies are also affected by the hypermagnetic field, as in the case of zero external field, their contribution to the ring diagrams is subdominant in the infrared and do not need to be taken into account.

V. EFFECTIVE POTENTIAL

A. One-loop

In the standard model the tree level potential is

\[ V_{\text{tree}}(v) = -\frac{1}{2} e^2 v^2 + \frac{1}{4} \lambda v^4. \]  \hspace{1cm} (46)

To one loop, the effective potential (EP) receives contributions from each sector, namely

\[ V^{(1)}(v) = V^{(1)}_{gb}(v) + V^{(1)}_{\text{Higgs}}(v) + V^{(1)}_f(v), \]  \hspace{1cm} (47)

where in general each one of these contributions is given by

\[ V^{(1)}(v) = T \sum_i \sum_n \frac{d^3 k}{(2\pi)^3} \ln[D_H^{-1}(\omega_n, k; m^2_i + \Pi_1)] \simeq T \sum_i \sum_n \frac{d^3 k}{(2\pi)^3} \ln(\omega^2_n + k^2 + m^2_i + \Pi_1). \]  \hspace{1cm} (48)

with \( D \) stands for either the scalar, fermion or gauge boson propagator, and the trace is taken over all internal indices.

In the weak field limit, the contribution from the Higgs sector is given by

\[ V^{(1)}_{\text{Higgs}} = \frac{4}{2} T \sum_n \int \frac{d^3 k}{(2\pi)^3} \ln[D_H^{-1}(\omega_n, k; m^2_i + \Pi_1)] \simeq \frac{4}{2} T \sum_n \int \frac{d^3 k}{(2\pi)^3} \ln(\omega^2_n + k^2 + m^2_i + \Pi_1), \]  \hspace{1cm} (49)

The first term in Eq. (49) with \( \Pi_1 = 0 \) represents the lowest order contribution to the effective potential at finite temperature and zero external magnetic field, usually referred to as the boson ideal gas contribution \[28\]. In order to keep track of the lowest order corrections in \( \lambda \), we set \( \Pi_1 = 0 \) in Eq. (49). Thus for the hierarchy of scales considered here and dropping out the zero-point energy, this contribution is given by \[28\]

\[ \sum_i T \sum_n \int \frac{d^3 k}{(2\pi)^3} \ln(\omega^2_n + k^2 + m^2_i) \simeq \sum_i \left( \frac{\pi^2 T^4}{90} + \frac{m_i^3 T^2}{24} - \frac{m_i^3 T^2}{12\pi} - \frac{m_i^3}{32\pi^2} \ln \frac{m_i}{4\pi T} + \mathcal{O}(m_i^4) \right). \]  \hspace{1cm} (50)

Notice that there are potentially dangerous terms \( m_i^3 \) in Eq. (50) that can become imaginary for negative values of \( m_i \). However as we will show, these terms cancel when including the Higgs contribution from the ring diagrams.

The second, \( H \)-dependent term in Eq. (49) vanishes identically \[22\]. Therefore, to one-loop order, the contribution to the EP in the weak field case from the Higgs sector is independent of \( \chi H \) and is given by Eq. (50).

In the weak field limit, the contribution from the fermion sector is given by

\[ V^{(1)}_f = \sum_{i=1}^{N_f} T \sum_n \int \frac{d^3 k}{(2\pi)^3} \ln[S_H^{-1}(\omega_n, k; m_{f_i})] \simeq \sum_{i=1}^{N_f} 2T \sum_n \int \frac{d^3 k}{(2\pi)^3} \ln(\omega^2_n + k^2 + m_{f_i}^2) \]  \[ + 2(\chi H)^2 \frac{\omega^2_n + k^2 + m_{f_i}^2}{(\omega^2_n + k^2 + m_{f_i}^2)^3}, \]  \hspace{1cm} (51)
where the sum runs over the number of SM fermions, $N_f$, with masses $m_{f_i} = \frac{1}{\sqrt{2}} v$. We emphasize that the only fermion mass we keep in the analysis is the top mass.

The second term in Eq. (51) is subdominant, after taking care of renormalization and running of the coupling constant, as we sketch in the Appendix. Therefore, to one-loop order, the contribution to the EP in the weak field case from the fermion sector is only given by Eq. (52).

Finally, since in the symmetric phase the gauge bosons do not couple to the external field, their contribution to the EP is given by [20]

$$V^{(1)}_{gb} = \sum_G \frac{T}{2} \sum_n \frac{d^3k}{(2\pi)^3} \text{Tr} \ln[(D_{\mu\nu}^{ab})^{-1}(\omega_n, k; m_G)]$$

$$\approx \frac{T}{2} \sum_n \frac{d^3k}{(2\pi)^3} \left\{ 6 \ln(\omega_n^2 + k^2 + m_W^2) \right\}$$

The factors in front of each contribution correspond to the two $W$'s, the $Z$ and the photon polarizations.

Using Eq. (50) into Eq. (53), the contribution to the EP from the gauge boson sector is

$$V^{(1)}_{gb} = -11 \frac{\pi^2 T^4}{90} + 3 \left( \frac{m_W^2 + m_Z^2}{2} \right) T^2 \frac{T^2}{12}\pi + \frac{m_W^4}{32\pi^2} \ln \left( \frac{m_W}{4\pi T} \right) - \frac{3 m_Z^4}{32\pi^2} \ln \left( \frac{m_Z}{4\pi T} \right) + O(m_W^4).$$

In our expressions for the 1-loop potential, ultraviolet divergences are absorbed by the standard renormalization procedure [33].

B. Ring diagrams

It is well known that the next order correction to the EP comes from the so called ring diagrams. These are schematically depicted in fig. 6. Their contribution to the EP is given by

$$V^{(ring)}_{Higgs}(v) = -\sum_{i=1}^{N_f} \frac{T}{2} \sum_n \frac{d^3k}{(2\pi)^3} \text{Tr}$$

$$\times \left\{ \sum_{N=1}^{\infty} \frac{1}{N} \left[ -D_H(\omega_n, k; m_i)\Pi^{Higgs}(0) \right]^N \right\}$$

$$= -\sum_{i=1}^{N_f} \frac{T}{2} \sum_n \frac{d^3k}{(2\pi)^3}$$

$$\times \text{Tr} \ln[1 + \Pi^{Higgs}(0) D_H(\omega_n, k; m_i)],$$

for the scalar case, and by

$$V^{(ring)}_{gb}(v) = -\frac{T}{2} \sum_n \frac{d^3k}{(2\pi)^3} \times \text{Tr} \left\{ \sum_{N=1}^{\infty} \frac{1}{N} \left[ -\Pi^{ab}(0) D^\lambda_{bc}(\omega_n, k) \right]^N \right\},$$

for the gauge boson case. The dominant contribution comes from the mode $n = 0$ in Eqs. 55 and 56. The scalar case has been treated in detail in Ref. 22 for the weak field limit and here we just quote the result.
\begin{equation}
V^{(\text{ring})}_{Higgs} = -4 \sum_{i=1}^{4} \left\{ \frac{T}{12\pi} \left[ (m_i^2 + \Pi_1)^{3/2} - m_i^3 \right] - \frac{(yH)^2}{4\pi} \left( \frac{\Pi_1}{48} \right) \left( \frac{T}{(m_i^2 + \Pi_1)^{3/2}} \right) \right\},
\end{equation}

where the contributions from all scalars has been accounted for.

In order to compute the contribution from the gauge bosons, we have to diagonalize the matrix product \( \Pi_{ab}^{(0)}(0)D^{bc}_\mu(\omega_n,k) \) in Eq. (56). In the gauge group space, we notice that since \( \Pi_{ab}^{(0)}(0) \) is, according to Eq. (44), diagonal we can use the same matrix that diagonalizes the mass matrix, given explicitly for instance in Ref. [33]. On the other hand in Lorentz space, the Euclidean version of the gauge boson propagator in the Landau gauge can be written as

\begin{equation}
P_{\mu\nu} = \left\{ P_{\mu\nu}^L + P_{\mu\nu}^T \right\} \frac{1}{k^2 + m^2},
\end{equation}

where

\[ P_{00}^T = P_{01}^T = 0 \quad P_{ij}^T = \delta_{ij} - \hat{k}_i\hat{k}_j \]

It is easy to see that considering only the dominant term in the product \( \Pi_{\mu\lambda}(0)D^{\lambda\nu}(\omega_n,k) \) one gets

\begin{equation}
\Pi_{\mu\lambda}D^{\lambda\nu} = \frac{\Pi_{ab}^Q}{k^2 + m_G^2} \left[ 1 + \frac{(k \cdot u)^2}{k^2} \right] Q'_{\mu}. \tag{60}
\end{equation}

Considering the \( n = 0 \) term and taking the trace, Eq. (56) gives

\begin{equation}
V_{gb}^{(\text{ring})}(v) = - \sum_{G} \frac{T}{2} \int \frac{d^3k}{(2\pi)^3} \ln[1 + \frac{\Pi_{ab}^Q}{k^2 + m_G^2}]
\end{equation}

\[ = - \frac{T}{12\pi} \left\{ 2m_W^3(T,H) + m_Z^3(T,H) + m_\gamma^3(T,H) - 2m_W^3 - m_Z^3 \right\}, \tag{61} \]

where \( m_G(T,H) \) are explicitly given by

\begin{align}
m_W^2(T,H) &= m_W^2 + g^2 \Pi_G \\
m_Z^2(T,H) &= \frac{1}{2} \left\{ m_Z^2 + (g^2 + g'^2)\Pi_G + \sqrt{m_Z^2 + (g^2 + g'^2)\Pi_G^2 - 8 \frac{g^2g'^2\Pi_G}{(g^2 + g'^2)} \left[ m_Z^2 + \frac{(g^2 + g'^2)}{2} \Pi_G \right]} \right\} \\
m_\gamma^2(T,H) &= \frac{1}{2} \left\{ m_Z^2 + (g^2 + g'^2)\Pi_G - \sqrt{m_Z^2 + (g^2 + g'^2)\Pi_G^2 - 8 \frac{g^2g'^2\Pi_G}{(g^2 + g'^2)} \left[ m_Z^2 + \frac{(g^2 + g'^2)}{2} \Pi_G \right]} \right\}. \tag{62}
\end{align}

Note that both the temperature as well as the magnetic field corrections to the gauge boson masses are encoded in \( \Pi_G \). When \( H \to 0 \) the gauge boson masses tend to their usual thermal masses

\begin{align}
m_W^2(T,H \to 0) &\to m_W^2(T) \\
m_Z^2(T,H \to 0) &\to m_Z^2(T). \tag{63}
\end{align}

where \( m_G^2(T) \) can be obtained from Eqs. 44 and 52 by setting \( H = 0 \).
To bring about the explicit dependence of \( V^{\text{ring}} \) on the hypermagnetic field strength, let us expand the the cube of the gauge boson masses appearing in Eq. (61) up to order \((\gamma H)^2\), which is our working order. From the expressions in Eqs. (62) this gives

\[
V_{gb}^{\text{ring}}(v) = -\frac{T}{12\pi} \left\{ 2m_W^4(T) + m_Z^4(T) + m_W^2(T) - 2m_W^3 - m_Z^3 \right\} \\
+ \frac{T}{12\pi} \left\{ \frac{3}{4} \left[ 2g^2 m_W(T) + (g^2 + g'^2)(m_Z(T) R_Z - m_r(T) R_r) \right] \right\} \\
\times \frac{T}{384\pi} \sum_{i=1}^{4} \left( \frac{1}{m_i^2 + \Pi_i} \right)^{3/2} \} (\gamma H)^2
\]

where

\[
R_Z = \frac{2m_Z^2(T)}{m_Z^2(T) - m_W^2(T)} - \frac{g^2 g'^2}{(g^2 + g'^2)^2} \frac{m_Z^2(T) + m_W^2(T)}{m_Z^2(T) - m_W^2(T)}
\]

\[
R_r = \frac{2m_r^2(T)}{m_r^2(T) - m_W^2(T)} - \frac{g^2 g'^2}{(g^2 + g'^2)^2} \frac{m_r^2(T) + m_W^2(T)}{m_r^2(T) - m_W^2(T)}.
\]

The final expression for the effective potential is obtained by adding up the results in Eqs. (46), (50), (52), (54), (57) and (64).

\[
V(v) = V_{tree}(v) + V_{Higgs}^{(1)} + V_{f}^{(1)} + V_{gb}^{(1)} + V_{gb}^{\text{ring}}.
\]

Notice that the dangerous terms \(m_i^3\) which come from \(V_{Higgs}^{(1)}\) cancel with the corresponding terms coming from \(V_{gb}^{\text{ring}}\). The cubic term in the masses of the gauge bosons do not cancel but since these masses are positive definite, these terms do not pose any problem. Also, in order for the terms involving the square of the bosons’ thermal mass to be real, the temperature must be such that

\[
T > T_1 \equiv \sqrt{\frac{-16m_1^2(v=0)}{3g^2 + g'^2 + 8\lambda + 4f^2}},
\]

which defines a lower bound for the temperature. A more restrictive bound is obtained by requiring that \(\gamma H < \tilde{m}^2\) for the weak field expansion to work. This condition translates into the bound

\[
T > T_2 \equiv \sqrt{\frac{\gamma H - 16m_1^2(v=0)}{3g^2 + g'^2 + 8\lambda + 4f^2}}.
\]

The relevant factor that enhances the order of transition, present both in \(V_{Higgs}^{\text{ring}}\) and \(V_{gb}^{\text{ring}}\), is \((\gamma H)^2/\tilde{m}_i^3\) which can be traced back to the boson self-energy diagrams involving a tadpole of hypercharged scalars in the presence of the external field.

VI. SYMMETRY BREAKING

In order to quantitatively check the effect of the magnetic field during the EWPT, we proceed to plot \(V_{eff}\) as a function of the vacuum expectation value \(v\). For the analysis we use \(g' = 0.344\) and \(g = 0.637\), \(m_Z = 91\) GeV, \(m_W = 80\) GeV, \(f = 1\), \(\lambda = 0.11\) which corresponds to the current bound on the Higgs mass.

Figure 5 shows \(V_{eff}\) for different temperatures and \(H = 0\). This figure shows the usual behavior whereby at high temperature the symmetry is restored and, when decreasing the temperature, \(V_{eff}\) develops a secondary minimum that becomes degenerate with the original one for a critical temperature \(T_c\); where \(v = v_0\). Lowering further the temperature below \(T_c\) produces the system to spinodaly decompose.

To study the effect of the hypermagnetic field on the effective potential, we parametrize \(H = h(100\text{ GeV})^2\). In what follows, we always choose values for \(h\) that comply with the condition \(h(\gamma (100\text{ GeV})^2) < \tilde{m}_i^2(v=0)\), as required from our hierarchy of scales, since the smallest possible mass is always that of a scalar boson in the symmetric phase. Figure 6 shows \(V_{eff}\) for different field strengths \(H_3 > H_2 > H_1\) and constant \(T\) where \(T\) is taken as the critical temperature for the \(h = 0\) case. We can see that for higher field strengths, the phase transition is delayed, favoring higher values of the ratio of the vacuum expectation value \(v\) in the broken symmetry phase to the critical temperature \(T_c\). This makes the transition stronger first order as the strength of the field.
the symmetry is restored. Decreasing the temperature ($T$) causes $V_{\text{eff}}$ to develop a secondary minimum that becomes degenerate with the original one for a critical temperature $T_c^0 < T_1 < T_2$, where $v = v^0$. Lowering further the temperature below $T_c^0$ produces the system to spinodally decompose. For the analysis we use $g' = 0.344$ and $g = 0.637$, $m_Z = 91$ GeV, $m_W = 80$ GeV, $f = 1$, $\lambda = 0.11$.

In conclusion, we have shown that in the presence of an external magnetic field, the EWPT becomes stronger first order. Our treatment has been implemented for the case of weak fields for the hierarchy of scales $\chi H \ll m^2 \ll T^2$ where $m$ is taken as a generic mass involved in the calculation. Notice that when this relation is applied to the case of the scalar masses, $m_i^2$ should be regarded as $\tilde{m}_i^2$. We have explicitly worked with the degrees of freedom in the symmetric phase where the external magnetic field belongs to the $U(1)_Y$ group and therefore properly receives the name of hypermagnetic field. The calculation is carried out up to the contribution of ring diagrams to the effective potential at finite temperature. To include the effects of this external field, we have made use of the Schwinger proper-time method. In this way, the contribution from all Landau levels has been accounted for. We have carried out a systematic expansion up to order $(\chi H)^2$. The presence of the external hypermagnetic field gives rise to terms in the effective potential proportional to $1/\tilde{m}_i^3$, where $\tilde{m}_i^2 = m_i^2 + \Pi_1$, coming from tadpole diagrams in the boson self-energies where the loop particle is a hypercharged scalar and $m_i$ are their masses. These terms are the relevant ones for the strengthening of the order of the phase transition since $\tilde{m}_i(v)$ is small for small values of $v$, which enhances the curvature of the effective potential near $v = 0$.

The presence of the hypermagnetic field has two simultaneous effects: first it delays the beginning of the phase transition as compared to the case with no hypermagnetic field. Second, the Higgs vacuum expectation value in the broken symmetry phase becomes larger. Both effects favor the suppression of the sphaleron transition rate and therefore help the freezing of a possible baryon asymmetry during the EWPT.

VII. DISCUSSION AND CONCLUSIONS

In conclusion, we have shown that in the presence of an external magnetic field, the EWPT becomes stronger first order. Our treatment has been implemented for the case of weak fields for the hierarchy of scales $\chi H \ll m^2 \ll T^2$ where $m$ is taken as a generic mass involved in the calculation. Notice that when this relation is applied to the case of the scalar masses, $m_i^2$ should be regarded as $\tilde{m}_i^2$. We have explicitly worked with the degrees of freedom in the symmetric phase where the external magnetic field belongs to the $U(1)_Y$ group and therefore properly receives the name of hypermagnetic field. The calculation is carried out up to the contribution of ring diagrams to the effective potential at finite temperature. To include the effects of this external field, we have made use of the Schwinger proper-time method. In this way, the contribution from all Landau levels has been accounted for. We have carried out a systematic expansion up to order $(\chi H)^2$. The presence of the external hypermagnetic field gives rise to terms in the effective potential proportional to $1/\tilde{m}_i^3$, where $\tilde{m}_i^2 = m_i^2 + \Pi_1$, coming from tadpole diagrams in the boson self-energies where the loop particle is a hypercharged scalar and $m_i$ are their masses. These terms are the relevant ones for the strengthening of the order of the phase transition since $\tilde{m}_i(v)$ is small for small values of $v$, which enhances the curvature of the effective potential near $v = 0$.

The presence of the hypermagnetic field has two simultaneous effects: first it delays the beginning of the phase transition as compared to the case with no hypermagnetic field. Second, the Higgs vacuum expectation value in the broken symmetry phase becomes larger. Both effects favor the suppression of the sphaleron transition rate and therefore help the freezing of a possible baryon asymmetry during the EWPT. Although our study suggests that for reasonable values of the magnetic field strength the ratio $(v)/T$ does not reach the necessary values to avoid the sphaleron erasure, we should keep in mind that we have worked under very restrictive assumptions, derived from our assumed hierarchy of scales. Lifting some of the restrictions, in particular the weakness of the magnetic field compared to the mass scale, could open a window to make the above ratio larger, while remaining within the observational bounds. This is a subject under current study and will be reported elsewhere. The calculation has been carried out in the framework of perturbation theory but in order to make contact with the values for the masses of the top quark and the current bounds on the Higgs mass, in the numerical analysis we have used large values for the coupling constants, in particular we have considered the top Yukawa coupling...
and that the ratio of the field, the barrier between minima becomes higher and that the ratio \(v/T\) becomes larger. For the analysis we use \(g' = 0.344\) and \(g = 0.637\), \(m_Z = 91\) GeV, \(m_H = 80\) GeV, \(f = 1\), \(\lambda = 0.11\).

\(f = 1.0\) in this sense, our calculation has to be considered as an analytical tool to explore this non-perturbative regime.

Our results go along the same direction as the ones obtained at tree [13] and one-loop [14] levels. We should however point out that the same problem has been also treated in Refs. [18, 19] in the context of strong external magnetic/hypermagnetic fields. These authors conclude that the magnetic field gives rise to logarithmic terms of the ratio of the temperature to the fermion masses and that for light fermions, these terms increase the inertia of the Higgs field producing the phase transition to become second order. Similar logarithmic terms appear in a weak field expansion of the effective potential in Ref. [34] although, as pointed out by the authors of that work, their weak field expansion is not necessarily reliable since it is given in terms of a Borel summable rather than a convergent series. In this work we have not come across such terms but a detailed comparison between the methods used in the above mentioned works with ours to include the effects of the magnetic field is certainly called for. Also the study of the gauge parameter dependence and the inclusion of small but not negligibly negligible terms proportional to the gauge boson masses is a natural extension of this work. Progress in this direction is being made and we will report on it elsewhere [35].
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\[\text{Appendix}\]

First we sketch the computation of the diagram depicted in fig. 3 representing the fermion contribution to the one-loop gauge boson self-energy tensor up to order \((\mathbf{Y}H)^2\), where it is not evident that the off-diagonal components are negligible. We use the notation \(^n\Pi_{\mu\nu}\), \(n = 0, 1, 2\), where \(n\) is the power of \(\mathbf{Y}H\). To zeroth order we have

\[0\Pi_{\mu\nu} = \left(\frac{g}{4}\right)^2 T \sum_n \int \frac{d^3k}{(2\pi)^3} \frac{16\mu_b k_\nu - 8k^2\delta_{\mu\nu}}{[k^2 + m_{f_1}^2([m - p]^2 + m_{f_1}^2)]}.\] (69)

Using the result in Eq. (29) for fermions we get

\[0\Pi_{\mu\nu} = \left(\frac{g}{4}\right)^2 \left\{ \left(\frac{2}{3} T^2 + \frac{m_{f_1}^2}{2\pi^2} \left[ \frac{1}{\epsilon} + \gamma_E + \ln \frac{4\mu^2}{\pi T^2} - 1 \right] \right) \times \delta_{\mu\nu} \delta_{0\nu} + \frac{m_{f_1}^2}{(4\pi)^2} \left[ \frac{2}{3} + \frac{1}{\epsilon} + \gamma_E + \ln \frac{4\mu^2}{\pi T^2} \right] \delta_{\mu\nu} \delta_{0\nu} \right\}.\] (70)

To first order we have

\[1\Pi_{\mu\nu} = -8(\mathbf{Y}H)\left(\frac{g}{4}\right)^2 T \sum_{n} \int \frac{d^3k}{(2\pi)^3} \times \left[ k_3(k_\mu u_\nu + k_\nu u_\mu) + \omega_n(k_\mu b_\nu + k_\nu b_\mu) \right] - 2\omega_n k_3 \delta_{\mu\nu} [I_{12}(\mathbf{k}, \mathbf{q}) + I_{21}(\mathbf{k}, \mathbf{q})] + 8\epsilon_{\mu\nu\rho\beta} \left[ k_3 k_\rho u_\nu + \omega_n k_\rho b_\nu \right] \times \left[ I_{12}(\mathbf{k}, \mathbf{q}) - I_{21}(\mathbf{k}, \mathbf{q}) \right].\] (71)

Using again Eq. (29) we explicitly get

\[1\Pi_{\mu\nu} = \left(\frac{g}{4}\right)^2 \left(\frac{\mathbf{Y}H}{2\pi^2} \right) \left[ \frac{1}{\epsilon} + \gamma_E + \ln \frac{4\mu^2}{\pi T^2} + \frac{1}{3} \right] \times (\delta_{\mu3} \delta_{0\nu} + \delta_{\mu0} \delta_{0\nu}).\] (72)

To second order we get contributions from two terms

\[2\Pi_{\mu\nu}^a = 8(\mathbf{Y}H)^2 \left(\frac{g}{4}\right)^2 T \sum_{n} \int \frac{d^3k}{(2\pi)^3} \left[ k_3^2 (2u_\mu u_\nu - \delta_{\mu\nu}) \right] + 2\omega_n k_3 (u_\nu b_\mu + u_\mu b_\nu) + \omega_n^2 (2b_\mu b_\nu - \delta_{\mu\nu}) \times I_{22}(\mathbf{k}, \mathbf{q}),\] (73)

and

\[2\Pi_{\mu\nu}^b = -8(\mathbf{Y}H)^2 \left(\frac{g}{4}\right)^2 T \sum_{n} \int \frac{d^3k}{(2\pi)^3} \times \left[ 4k_\mu k_\nu (k_3^2 - \omega_n^2) - 2((k_\mu b_\nu + k_\nu b_\mu) k_3 \right] - (k_\mu b_\nu + k_\nu b_\mu) \omega_n (\omega_n^2 + k^2) \times (I_{41}(\mathbf{k}, \mathbf{q}) + I_{14}(\mathbf{k}, \mathbf{q})) - 2\epsilon_{\mu\nu\rho\beta} \left[ k_3 k^\rho b_\beta - \omega_n u^\rho k^\beta \right] k^2 \times (I_{41}(\mathbf{k}, \mathbf{q}) - I_{14}(\mathbf{k}, \mathbf{q})).\] (74)
Using once more Eq. (29) we get

\[ 2\Pi^a_{\mu\nu} = -8 \left( \frac{YH}{T} \right)^2 \left( \frac{g}{4} \right)^2 \frac{7\xi(3)}{48\pi^4} \delta_{\mu0}\delta_{\nu0} \\
+ (2 + 3b'b')\delta_{\mu\nu} \delta_{ij} \right), \tag{75} \]

and

\[ 2\Pi^b_{\mu\nu} = 8 \left( \frac{YH}{T} \right)^2 \left( \frac{g}{4} \right)^2 \frac{7\xi(3)}{144\pi^4} \{ \delta_{\mu\nu} \delta_{ij} \\
+ 6\delta_{\mu3}\delta_{\nu3} - 9\delta_{\mu0}\delta_{\nu0} \}. \tag{76} \]

From Eq. (70), we see that the leading contribution corresponds to the term proportional to \( T^2 \) and thus the result in the first of Eqs. (42), after summing over all hypercharged fermions. After factorizing the leading contribution, we also notice that the terms proportional to \( (m_{f_i}/T)^2 \) come together with a factor reminiscent of renormalization and running of the fermion mass and couplings with the scale \( \mu \). We do not carry out this procedure in detail but when absorbing these factors into the redefinition of the fermion mass, we see that corrections to the leading term are proportional to \( (m_{f_i}/T)^2 \) and therefore for the values taken by \( \nu \) during the EWPT, these corrections can be safely neglected.

From Eq. (72), and by the same procedure as for the case of the zeroth order terms, the off-diagonal terms contribute an amount proportional to \( \gamma H/T^2 \), compared to the leading term and thus for the hierarchy of scales considered, this term can also be neglected.

Finally from Eqs. (69) and (70) we can see that the second order contributions are proportional to \( (\gamma H/T^2)^2 \) and therefore can also be safely neglected.

Next, we sketch the computation of the hypermagnetic field contribution to the fermion one-loop effective potential \( V_f^{(1)} \). According to Eq. (51), this contribution is of second order in \( \gamma H \).

\[ 2V_f^{(1)} = 2(\gamma H)^2 T \sum_n \int \frac{d^3k}{(2\pi)^3} \frac{\omega_n^2 + k^2 + m_{f_i}^2}{2\pi^2} \left( \omega_n^2 + k^2 + m_{f_i}^2 \right)^{3/2}. \tag{77} \]

Using Eq. (29) we get

\[ 2V_f^{(1)} = \frac{2(\gamma H)^2}{32\pi^2} \int \frac{d^3k}{(2\pi)^3} \frac{1}{\epsilon} \frac{\xi(3) m_{f_i}}{2\pi^2 T^2} \left( \omega_n^2 + k^2 + m_{f_i}^2 \right)^{3/2} + \ln \left( \frac{4\pi^2}{\pi T^2} \right) \gamma E + \frac{2}{3}. \tag{78} \]

After renormalization and running of the couplings with the scale \( \mu \) we see that this contribution is of order \( (\gamma H/T^2)^2 \) and can also be safely neglected.
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