New experimental setup for in situ measurement of slow ion induced sputtering
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A new experimental equipment allowing to study the sputtering induced by ion beam irradiation is presented. The sputtered particles are collected on a catcher which is analyzed in situ by Auger electron spectroscopy without breaking the ultra high vacuum (less than $10^{-9}$mbar), avoiding thus any problem linked to possible contamination. This method allows to measure the angular distribution of sputtering yield. Thanks to this new setup it is now possible to study the sputtering of many elements especially light elements such as carbon based materials. Preliminary results are presented in the case of highly oriented pyrolytic graphite and tungsten irradiated by an Ar$^+$ beam at respectively 2.8 keV and 7 keV.
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I. INTRODUCTION

Sputtering has been studied for decades, this phenomenon is present in different fields of science and technology such as the cleaning of surfaces, the secondary ion mass spectrometry or the deposition of thin films.

Sputtering is also an important parameter for the fusion technology. The walls of tokamaks are experiencing an influx of heat and particles from the plasma. The ensuing erosion, which is partially enhanced by chemical reactions, leads not only to a surface modification of the wall elements, but also to the introduction of high-Z materials into the plasma which can contribute to its instabilities. Understanding the reaction between the plasma and the wall materials is thus one of the challenges of the present fusion research.

Most of actual tokamak reactors are using carbon based components as wall materials. This choice is mainly due to their high thermal conductivity, their low Z-value and their capability to sublimate instead of melting. However, the hydrogen isotope retention of carbon materials is high compared to other vessel materials like W and Be. In order to respect the tritium inventory limitation, the use of carbon based components in ITER will be restricted only to the deuterium-deuterium fusion reaction. Nevertheless, none of the above-mentioned materials reunites all the advantages of carbon. Therefore, the search for replacement materials is still the subject of intense investigations. The first iteration of wall cladding of the ITER reactor still contains carbon for divertor materials, and a total carbon-free cladding is not planned before 2020. Therefore, besides the search of alternatives, the knowledge on carbon based materials and their interaction with the plasma, in particular sputtering, needs to be improved.

Many previous studies on carbon sputtering were performed using plasma immersion. Their application is however limited to basic plasmas, which do not simulate very well the plasma in tokamaks, especially in terms of energy density. An efficient way to study plasma-wall interaction is to simulate the plasma influx by means of ion beams. Contrary to the case of plasma immersion, particle properties are well defined, so the effects of ion species, charge state, energy and flux can be studied separately. It became then possible to extrapolate specific plasma properties. By using ion beam, the erosion can be characterized by the mass loss measured by quartz crystal microbalance. The sputtered particles can also be analyzed by different techniques such as mass spectrometry, or the so-called catcher method. This
last technique has the capability to study neutral species which represent the majority of the sputtered particles.

The catcher method was adopted in this work in order to study sputtering by ion beams, specially the sputtering of fusion relevant materials such as carbon based materials. To avoid pollution, like from hydrocarbons present in air, our setup was designed in order to allow an in situ analysis of the catcher by Auger electron spectroscopy (AES), in such way that the catcher does not leave the vacuum in-between preparation, irradiation and measurement.

II. EXPERIMENTAL SETUP

To measure the sputtering yield of graphite induced by ion-surface interactions using the catcher method, the catcher has to stay under ultra high vacuum during all the phases of the experiment. This means that the catcher cleaning by sputtering (Step 1), the irradiation of the target (Step 2) and the catcher analysis (Step 3) have to be performed in the same chamber without breaking the vacuum, implying that the catcher needs to be transferred to different locations. To ensure such a transfer, the catcher is stuck with UHV patches on a belt which can be moved by pulleys as shown in figure 1. Two of them have teeth, allowing to stretch the belt in the vertical way and to rotate it. The catcher can thereby move, facing the different areas (as shown in figure 1). In the area A, the catcher is placed in front of an ion sputter gun for the purpose of cleaning. In the area B dedicated to the irradiation itself, the catcher is bent around the target in order to collect all the sputtered particles produced by ion-surface interaction. Finally the catcher is analyzed in the area C by Auger electron spectroscopy. These different steps are described below.

The set-up is placed in a high vacuum chamber, pumped by a dry primary pump and two turbo-molecular pumps in series. After baking at 150°C a pressure below $5.10^{-10}\text{mbar}$ is reached. A gate valve and a collimator are placed between the chamber and the beam line.

To collect the sputtered graphite the chosen material for the catcher is silicon, because of its good sticking coefficient, close to one. The silicon also allows the analysis by Auger Electron Spectroscopy (AES) since the Auger electron energies of silicon, carbon and oxygen (belonging to the native oxide) are well separated. Moreover, it is possible to get relatively flat Si surfaces and the diffusion coefficient of carbon at this surface is well known. The
FIG. 1. Overview of the experimental setup: (a) shows the back side of the experimental setup, the beam arrives from the top of the picture, (b) shows a schematic view from the top of the setup.
Catcher can be made of a thin wafer of silicon, less than 40 µm thick, which can easily be bent. It is then composed of two pieces of $25 \times 5 \text{ mm}^2$ each. The catcher can also be made of several pieces of thicker wafer.

The catcher analysis has to be sensitive to very low matter deposition, it is therefore perfectly clean before the sputtering experiment and the analysis by AES which is sensitive to sub-layer deposition. To get an atomically clean surface, a first chemical cleaning is done, the Si catcher is dived for thirty minutes into solvents bathes, respectively trichloroethylene, acetone, methanol and then in pure water. The first bath dissolves grease and hydrocarbons while the other bathes dissolve the previous solvent. A last cleaning is done under vacuum by sputtering using an argon sputter gun. The latter produces single charged ions at 500 eV, it is placed at 10 cm from the catcher and at 22° from its normal. The ion beam spot on the catcher is estimated to have a FWHM of 1 cm for an intensity of 0.1 µA. This last cleaning step is carried on until no pollution is detected by the Auger Spectrometer.

Once cleaned, the catcher is transferred to the irradiation area where it is bent around the target in a semi-circular geometry. To get the right belt curvature, an empty pulley, as shown in figure 2, is located in this area. The target is placed in the middle of this pulley and the catcher is positioned at 22 mm from the ion beam impact. The target holder is isolated, so by applying a positive potential to it during ion irradiation, the secondary electrons emitted from the target by incident ions are attracted back to the target allowing thus a precise measurement of the ion beam current. The target holder can host samples with a size up to $25 \times 25 \times 20 \text{ mm}^3$, allowing the study of actual plasma facing materials such as tokamak CFC tiles. The ion beam hits the target after going across the belt through 8 mm and 3 mm diameter holes. Just behind the 8 mm hole, a 5 mm and a 4 mm collimators are placed in order to measure the beam current. The target holder can be replaced by a small Faraday cup equipped with a guard ring. For the study of plasma relevant ion beams, noble gases such as He and Ar can be produced by means of filament ion sources. For other elements as H, C, N and O, electron cyclotron resonance sources, such as the Mono1000\cite{14}, can be used. To simulate the very low energy particles present in the plasma, this setup can easily be moved to dedicated facilities equipped with low energy beam lines\cite{15} or deceleration lenses\cite{7}.

During the irradiation, the sputtered particles are collected on the catcher. Once the desired fluence is reached, the catcher is transferred in front of the Auger spectrometer for
analysis. The Auger spectrometer is a four-grid retarding field analyzer coupled with a lock-in amplifier (LEED/Auger, OMICRON). The electron beam spot diameter is approximately 0.5 mm. The catcher is scanned all along its length in order to obtain the angular sputtering yield. To deduce the amount of sputtered carbon from the Auger spectrum, we use a prior calibration of the Auger spectrometer which is described in the following paragraph.

III. AES CALIBRATION

Many theoretical models predict the evolution of Auger spectrum as a function of the material composition. In the case of a catcher material collecting another different material we can simulate it by a heterogeneous sample, composed of a substrate of silicon with an upper layer of deposited material. The transition between the condensate and the substrate is assumed sharp. As the analyzing electron spot is rather small, the material can be considered homogeneous all along the surface. Briggs and Seah\textsuperscript{16} proposed a simple model to predict the Auger electron intensity of the different elements of the material. In this model the deposited layer is considered flat and uniform. It is thus not completely suited to describe sub-monolayer and film growth modes like that of Volmer-Weber or Stranski-Kratanov\textsuperscript{17}. However it is well adapted to the description of amorphous carbon film growth. For a condensate $C$ deposited on a substrate $S$, the amplitude of the Auger electron peak $I_C$ and that of the elastic electron peak $I_{EP}$ follow respectively Eqs. \ref{eq:1} and \ref{eq:2}.
\[ I_C = k_C I_0 \frac{1 + r_C}{1 + r_S} \left( 1 - \exp \left[ -d/\Lambda_{C,E_A} \right] \right), \tag{1} \]

\[ I_{EP} = k_{EP} I_0 \left( R_C - (R_C - R_S) \exp \left[ -2d/\Lambda_{C,E_{EP}} \right] \right). \tag{2} \]

In these equations \( I_0 \) is the primary electron beam intensity and \( d \) is the layer thickness. The constants \( k_C \) and \( k_{EP} \) depend, among other parameters, on the detector efficiency, the conversion between the number of electrons and the peak amplitude, and in the case of Auger electrons on the ionization cross section and the emission probability. The constants \( \Lambda_{C,E_A} \) and \( \Lambda_{C,E_{EP}} \) correspond respectively to the attenuation length of the electrons in the condensate at the energy of \( E_A \) and \( E_{EP} \); these parameters are linked to the inelastic mean free path (imfp) \( (\lambda_{C,E_A} \text{ and } \lambda_{C,E_{EP}}) \) through a correction factor, \( k \), taking into account the elastic collisions and the detector geometry. \( r_S \) and \( r_C \) correspond respectively to the backscattering correction factor of the \( E_A \) energy electrons in the material substrate and the condensate. \( R_C \) and \( R_S \) correspond to the backscattering probability of primary electrons on the condensate and the substrate.

In the case of a thin film of carbon covering silicon, \( r_C \) and \( r_S \) are negligible. To eliminate any fluctuation of \( I_0 \), it is possible to study the ratio between the Auger and the elastic peaks. This ratio is given by the following expression:

\[ \frac{I_C}{I_{EP}} = \alpha \frac{1 - \exp \left( -d/\Lambda_{C,E_A} \right)}{R_C - (R_C - R_S) \exp \left( -2d/\Lambda_{C,E_{EP}} \right)}, \tag{3} \]

where \( \alpha = \left[ k_C \left( 1 + r_C \right) \right] \left[ k_{EP} \left( 1 + r_S \right) \right] \).

The above equations include intrinsic and extrinsic parameters. While intrinsic parameters can easily be found in the literature, the extrinsic parameters which are linked to the Auger spectrometer need to be determined. To measure them we used a setup (described by Akcöltekin et al.) dedicated to sample preparation and post-irradiation analysis. It is equipped for producing clean surface samples, depositing thin calibrated carbon films, and analyzing them with the Auger spectrometer.

The thin films of carbon were deposited from a graphite rod sublimated by electron heating. The flux of evaporated particles was measured by using a quartz crystal microbalance located at the sample position. The microbalance was temperature stabilized by water cooling. During the deposition the stability of the carbon flux was monitored with the measurement of the intensity of the particle beam.
FIG. 3. Intensity measurement of (a) $C_{KLL}$ Auger peak and (b) the elastic peak. $I_C \propto \Delta C$ and $I_{EP} \propto \Delta EP$.

The calibration was achieved for silicon samples coated with carbon layers up to 2.8 nm thick. The Auger spectra were recorded in the derivative mode, the Auger and elastic peak currents were evaluated from the peak-to-peak height deduced from derived spectra (see Fig. 3). This method is appropriate to relatively Gaussian shaped peaks (as shown in Ref. 19), which is the case in our study. For the carbon peak we have taken into account the base-line, as shown in figure 3.

During the calibration, the lock-in parameters of the Auger spectrometer were fixed: modulation amplitude and frequency were respectively 5 Vpp and 4.75 kHz. The time constant was set to 1 s, the integration time was 2 s and the lock-in used the High Dynamic Reserve mode.
IV. RESULTS AND DISCUSSION

At this point we observed the same behavior than that described in the Seah’s model. However, we did not succeed in getting a clean surface free of carbon and the initial carbon contamination was modeled by a carbon layer of 0.2 nm. By using the imfp of $C_{KLL}$ Auger electrons in carbon, $\lambda_{C,E_A} = 0.75$ nm, we obtained (Fig 4) a correction factor of $k = 0.74$, which is the value found by Seah for such a detector. The relative intensity between the $C_{KLL}$ Auger peak and the elastic peak shows the trend described by Eq. 3. The theoretical curve shown in figure 5 is obtained by using the following parameters: $\lambda_{C,E_A} = 0.75$ nm, $\lambda_{C,EP} = 2.09$ nm (for 1.5 keV electrons, according to the universal function given by Seah and Dench), $k = 0.74$, $R_C=1.7 \times 10^{-4}$ and $R_S=5 \times 10^{-4}$ from Ref. 22. The fit of Eq. 3 to the experimental data provides $\alpha=2\times10^{-5}$. The measurable can be evaluated to a layer thickness spanning 0 to 1.5 nm.

Different sources of uncertainties can affect this calibration. The two main sources come from the uncertainty on the thickness of the layer and on the intensity of the Auger and elastic peaks. The uncertainty on the thickness of the layer is related to the measurement of the flux and its stability. The quartz crystal micro balance has a systematic error due to the uncertainty on the carbon density and on the geometric configuration. These uncertainties can be neglected. The stability of the flux was estimated to be 2%. The uncertainty on the peak amplitude measurement was obtained by statistics. As the number of Auger spectra is limited by the measurement time, this uncertainty was estimated from the standard devia-
FIG. 5. Ratio of the intensity of $C_{KLL}$ Auger peak and the elastic peak versus the carbon thickness.

FIG. 6. Normalized intensity of $C_{KLL}$ peak and the elastic peak as a function of the amplitude of modulation of the lock-in detection.

The measurement corrected by a Student factor corresponding to a confidence interval of 70%. As all the measurements were performed by using specific lock-in parameters, the calibration can be considered valid for this set of parameters. However, some parameters such as the modulation amplitude, have to be tuned in order to improve the resolution. A correction factor was then applied to estimate the peak corresponding to a 5 Vpp modulation. Figure 6 shows the evolution of the peak intensities as a function of the amplitude of modulation.
V. PRELIMINARY EXPERIMENTS

A set of experiments were performed by irradiating multiple fusion relevant targets. A first experiment was achieved with a target of highly oriented pyrolytic graphite (HOPG) irradiated by an Ar$^+$ beam of 1 $\mu$A at 2.8 keV produced by a filament ion source. The target was previously cleaned under atmospheric pressure, and then sputtered under UHV by using the same ion beam than for the experiment. During this phase, the target was electrically biased in order to collect the secondary electrons emitted from the target. The current due to this emission is evaluated to be 10.8%. During the actual sputtering experiment the target was grounded and the ion beam current was deduced analytically. Some extra Si catchers were placed away from the target in order to estimate the pollution during the irradiation. No pollution was detected from these catchers. The catcher analysis started when a fluence of $1.91 \times 10^{18}$ ions was reached. Figure 7 shows the angular distribution of the deposition thickness, $0^\circ$ corresponds to the beam incidence. The maximum is reached at around $13^\circ$. It corresponds to a deposited carbon layer thickness of about 8.5 Å. The distribution also shows two shoulders around $70^\circ$ from the normal. Tripathi et al.$^{10,11}$ showed similar results for HOPG irradiated at higher energy (Ag and Au at hundred MeV). They concluded by referring to a crystalline effect leading to preferential angles of sputtering. More data are however necessary to extrapolate such an explanation to lower energies.

A second experiment was performed with a target of tungsten irradiated by an Ar$^+$ beam of 1.5 $\mu$A at 7 keV produced by the Mono1000 ion source. The fluence was $4 \times 10^{16}$ ions. The
FIG. 8. Distribution of the tungsten deposition for a tungsten target irradiated with Ar$^+$ at 7 keV.

Layer thickness was measured by using Eqs 1 and 2 with the amplitude of the $W_{N\text{VV}}$ Auger electron (180 eV) and the elastic peak. Figure 8 shows the distribution of the collected tungsten. The shape of the angular distribution of the sputtering yield exhibits a maximum near the normal incidence and can be described by a cosine law with extra preferential angle around 0° and 50°. This observation was also previously made by Emmoth using similar conditions (tungsten bombarded by Ar$^+$ at 40 keV).

VI. CONCLUSION AND PERSPECTIVES

An experimental setup that allows the measurement of the angular sputtering yield has been developed. It uses the so-called catcher method to collect sputtered particles, which are then analyzed by Auger electron spectroscopy without leaving the vacuum. This in situ measurement allows the study of carbon based materials and other materials like tungsten. The Auger spectrometer was calibrated and preliminary experiments were performed with HOPG and W targets irradiated by an Ar$^+$ beam, showing an angular yield distribution with preferential angles.

In the future, several experiments are scheduled in order to simulate more closely the irradiation conditions encountered in fusion reactors. For instance, we plan to irradiate various relevant plasma facing materials (such as CFC and W tiles) with very light ions (such as H$^+$, D$^+$ and He$^+$) at energies of a few hundreds eV. With this setup, it is also possible to study the effect of nitrogen seeding in fusion reactors.
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