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ABSTRACT
Graph attention networks (GATs) are powerful tools for analyzing graph data from various real-world scenarios. To learn representations for downstream tasks, GATs generally attend to all neighbors of the central node when aggregating the features. In this paper, we show that a large portion of the neighbors are irrelevant to the central nodes in many real-world graphs, and can be excluded from neighbor aggregation. Taking the cue, we present Selective Attention (SA) and a series of novel attention mechanisms for graph neural networks (GNNs). SA leverages diverse forms of learnable node-node dissimilarity to acquire the scope of attention for each node, from which irrelevant neighbors are excluded. We further propose Graph selective attention networks (SATs) to learn representations from the highly correlated node features identified and investigated by different SA mechanisms. Lastly, theoretical analysis on the expressive power of the proposed SATs and a comprehensive empirical study of the SATs on challenging real-world datasets against state-of-the-art GNNs are presented to demonstrate the effectiveness of SATs.
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1 INTRODUCTION
Graph neural networks (GNNs) \cite{b1,b4,b13,b22,b24,b33,b41,b45,b48,b49,b52,b53,b58} have achieved great success in semi-supervised learning tasks in graph-structured data. Among various types of GNNs, graph attention networks have gained popularity with multifarious real-world applications, especially arising from social and collaboration graphs \cite{b3,b10,b32,b41,b43,b51,b56}. In each graph attention layer \cite{b41}, the node representation is generally learned following a two-step procedure. Attention scores (attention coefficients) between each node and all its neighbors are firstly computed by some attention mechanism. The node representation for downstream tasks is then computed as a weighted aggregation of all neighbor features.

Existing GNNs typically include all neighbors in the scope (i.e., the receptive field) for feature aggregation \cite{b54}. However, it might not be always best to do so in attention-based GNNs (Fig. 1). Recent studies \cite{b36,b61} have shown that incorporating all neighbors in the scope for feature aggregation can possibly lead to deterioration in the predictive performances of GNNs on various graph learning tasks. Notably, our study also indicates that most neighbors in widely used social and collaboration graph datasets, such as Cora and Cite \cite{b38}, are found to be far apart (see Appendix A for more details). This reveals that most neighbors in real-world graphs are highly dissimilar to the central node and are hence likely irrelevant for feature aggregation. Our idea is that adapting the scope of attention appropriately (i.e., the receptive field of graph attention for feature aggregation) can enable attention-based GNNs to learn better representations by attending more to highly relevant neighbors while ignoring the irrelevant ones. We conjecture that with better representations, the performance of GNNs on semi-supervised learning tasks would improve.
Our present idea is inspired and motivated by studies \cite{6, 9, 20} in cognitive science. Humans are known to be capable of determining the number of stimuli to respond to well, such as spoken words and presented images within their apprehension span \cite{6}. The high quality of cognition is maintained by paying Selective Attention \cite{9, 20} to the few stimuli identified in the apprehension span as most relevant to the cognitive goal, and ignoring the irrelevant ones. Although the idea of apprehension span has been tentatively adapted to solve some learning-based tasks in computer vision \cite{18} and natural language processing \cite{14, 30}, how to adapt the scope of attention in attention-based GNNs for representation learning of graph data remains under-explored to date.

In this paper, we present an investigation on Graph selective attention networks that takes an analogy between the scope of attention for feature aggregation in GNNs and the apprehension span in human cognition. A series of Selective Attention (SA) mechanisms for graph neural networks is also proposed, and diverse forms of node-node dissimilarities for learning the node-wise scope of attention are investigated. Neighbors that are dissimilar to the central node based on the scope of attention are deemed as highly irrelevant, and hence excluded in the feature aggregation process. Our proposed SA mechanisms also return attention coefficients that are differentially pruned by the learned scope of attention, allowing highly irrelevant nodes to be ignored in feature aggregation. Subsequently, we propose and construct Graph selective attention networks (SATs) capable of learning effective representations that favor highly relevant nodes while ignoring the irrelevant ones (identified using the SA mechanisms). The main contributions of the paper are summarized as follows:

- We propose Selective Attention (SA), which comprises a class of novel attention mechanisms for GNNs. SA leverages node-node dissimilarity to learn the node-wise scope of attention, which can exclude irrelevant neighbors from the feature aggregation. SA thus endows GNNs with capabilities to learn representations that concentrate and aggregate features from highly relevant neighbors while ignoring irrelevant neighbors.
- The expressive power of the proposed SA layers is analyzed. The theoretical analysis verifies that the expressive power of the proposed SA layers can reach the upper bound of all message-passing GNNs, indicating that SA layers are more powerful than those layers used in existing attention-based GNNs.
- We further use the proposed SA layers to construct Graph selective attention networks (SATs) for various downstream learning tasks arising from social and collaboration graphs. SATs are comprehensively tested on several well-established benchmarking datasets and compared to a number of state-of-the-art GNNs for the task of semi-supervised node classification and clustering. The results demonstrate that SATs can outperform other strong baselines.

2 RELATED WORK

Attention in GNNs. Graph attentions \cite{3, 10, 12, 15, 25, 41, 42, 46} take advantage of effective attention mechanisms \cite{5, 47} to dynamically learn the normalized node-node correlations regarding node features (attention scores/coefficients), which determine the neighbor importance for the subsequent feature aggregation. To further enhance the learning performance, there is a trend to inject graph structures into the computation of attention coefficients \cite{8, 19, 31, 32, 51, 56}. Compared with existing attention-based GNNs, our method is fundamentally different. Our method can ignore irrelevant neighbors by considering diverse forms of dissimilarity between node pairs. Dissimilarity pertaining to graph structure is one possible choice of our approach. Besides, our experiments, which analyze the distribution of attention scores, show that injecting the graph structure into the computation of graph attention without considering the node-node dissimilarity cannot exclude those irrelevant neighbors from the feature aggregation.

Adjusting the scope of GNNs. In general, the scope (the receptive field) for each node in one GNN layer \cite{54} is its first-order neighbors (including itself), and after \( k \) layers, it can capture the information from \( k \)-hop neighbors \cite{3, 22, 41, 45}. There is a rich literature on carefully designing the scope for GNNs. This includes approaches (e.g., \cite{4, 13, 26, 36, 55, 57}) that apply sampling strategies to improve the scalability of GNNs. Different from these methods, our work is not based on any sampling strategy. There are also some approaches \cite{10, 61} adopting the top-\( k \) strategy to select the \( k \) most relevant neighbors in a real-world dataset. Most of the learned attention scores learned by SAT are very close to 0, which means the corresponding neighbors are excluded from the feature aggregation. (Please refer to Section 5.4 for more details.)
neighbors for aggregation. Unlike the top-$k$ strategy, our method can learn how many neighbors to ignore for each node adaptively. In parallel, there have been several studies (e.g., [16, 27, 29, 49, 56, 60]) on designing adaptive receptive fields, either for each node [29] or for different parts of models [60]. To the best of our knowledge, none of these methods generate receptive fields by identifying and ignoring irrelevant neighbors.

### 3 GRAPH SELECTIVE ATTENTION NETWORKS

In this section, we introduce the proposed Graph selective attention networks (SATs). The Selective Attention layers adopting different Selective Attention mechanisms are firstly elaborated. How to use the proposed Selective Attention layers to construct SATs is then introduced. The computational complexity of SATs is finally analyzed.

#### 3.1 Notations

Let $G = (V, E)$ denote a graph, where $V$ and $E$ represent the node and edge set. In $G$, there are $N$ nodes, $|E|$ edges, and $C$ classes ($C \ll N$) which the nodes possibly belong to. The adjacency matrix of $G$ and the input node feature matrix are denoted as $A \in \{0, 1\}^{N \times N}$ and $X \in \mathbb{R}^{N \times D}$. Node $i$ and its one-hop neighbors are denoted as $N_i$, $W^l$ and $\{h^l_i\}_{i=1,...,N}$ denote the learnable weight matrix and output representation of node $i$ at $l$-th layer of SATs, respectively, and $h^0_i$ is set to be the input feature $X$.

#### 3.2 Selective Attention layers

In this subsection, we present the Selective Attention (SA) layer, which is the core for building the Graph selective attention networks (SATs). The present graph attention mechanisms attempt to compute attention coefficients to all neighbors of each node. However, our preliminary study has shown that most neighbors in widely used graph datasets are quite irrelevant when evaluated by simple criteria (Appendix A). Thus, these irrelevant neighbors can be excluded from the neighbor aggregation in an appropriate way. Meanwhile, humans flexibly adjust the number of stimuli to respond in their apprehension span [6]. Specifically, in order to maintain the quality of cognition, human selectively attends to a few stimuli that are most relevant to the cognitive goal but ignores those irrelevant ones. Inspired by these, in this paper, we propose Selective Attention, which utilizes diverse forms of node-node dissimilarity to learn the scope of attention for each node. Irrelevant neighbors can be ignored in the feature aggregation stage. SA therefore endows SATs with the capability of learning representations concentrating on highly relevant neighbors.

Given a set of node features $\{h^l_i\}_{i=1,...,N}$, $h^l \in \mathbb{R}^{D^l}$, the Selective Attention layer maps them to $D^{l+1}$ dimensional vectors $\{h^{l+1}_i\}_{i=1,...,N}$. The mapping requires weighted aggregation, with weights computed from both correlations of node features and diverse forms of node-node dissimilarity. The feature correlation between two connected nodes is firstly obtained. To generate the correlations of node features between connected nodes, we adopt the method in [41]:

$$f_{ij} = \frac{\exp(\text{LeakyReLU}(a^T(W^l h^l_i \| W^l h^l_j)))}{\sum_{k \in N_i} \exp(\text{LeakyReLU}(a^T(W^l h^l_i \| W^l h^l_k)))},$$  \hspace{1cm} (1)

where $a \in \mathbb{R}^{D^l+1}$ is a vector of attention parameters, $\|$ stands for the concatenation function for two vectors, and $W^l$ is a $D^{l+1} \times D^l$ parameter matrix for feature mapping. Given $f_{ij}$ computed from Eq. (1), the proposed SA layer can capture the feature correlations between connected nodes.

As mentioned above, existing graph attention mechanisms [3, 15, 41, 56] do not consider adjusting the scope of attention, resulting in somewhat less informative attention scores. To address this, the proposed Selective Attention further considers utilizing diverse forms of node-node dissimilarity to learn the scope of attention for each node in the graph. The node-node dissimilarity, which will be introduced later in this subsection, can quantify the extent that a neighbor can be ignored. Leveraging the aforementioned feature correlations (Eq. (1)) and node-node dissimilarity, we propose two different strategies derived from the SA concept to compute attention coefficients.

The first strategy is named as Contractive apprehension span, which is able to exponentially contract the normalized feature correlations (Eq. (1)). The attention score obtained via the Contractive apprehension span is defined as follows:

$$a_{ij} = \frac{f_{ij} \cdot \exp(-\beta S_{ij})}{\sum_{k \in N_i} f_{ik} \cdot \exp(-\beta S_{ik})},$$  \hspace{1cm} (2)

where $S_{ij}$ represents the node-node dissimilarity, and $\beta \in (0, 1]$ is a positive hyperparameter used to control the significance of $S_{ij}$. As shown in Eq. (2), the feature-based attention scores are reduced as $S_{ij}$ goes higher. The scope of attention for a given node is contracted as the attention coefficients obtained by Eq. (2) might be very close to zero. Those irrelevant neighbors can be less attended to in the feature aggregation according to $S_{ij}$, and the SA layer can therefore pay higher attention to those neighbors that are more relevant to the central node.

The second strategy is called Subtractive apprehension span. As its name implies, this strategy attempts to adjust the scope of attention by directly subtracting the effect brought by the dissimilarity between node pairs. The attention coefficient computed by the Subtractive apprehension span is defined as follows:

$$a_{ij} = \frac{f_{ij}(1 - \beta T_{ij})}{\sum_{k \in N_i} f_{ik}(1 - \beta T_{ik})}, \hspace{1cm} T_{ij} = \frac{\exp(S_{ij})}{\sum_{k \in N_i} \exp(S_{ik})},$$  \hspace{1cm} (3)

where $\beta \in (0, 1]$ is a positive hyperparameter controlling the effect of $T_{ij}$. Compared with the Contractive apprehension span, the above Subtractive apprehension span enables the SA layers to adjust the scope of the attention for feature aggregation in a more radical way, as some attention coefficients between connected nodes can be reduced to zero when $T_{ij}$ is sufficiently high. Subtractive apprehension span allows SA layers to concentrate only on those relevant nodes when aggregating neighboring features for message passing in the GNN.

With the Selective Attention coefficients, the SA layer now can aggregate features associated with each node and its neighbors to generate layer outputs, which will be either propagated to the
higher layer, or be used as the representations for downstream tasks. The described aggregation phase can be formulated as follows:

\[ h_i^{l+1} = (\alpha_{ii} + \epsilon \cdot \frac{1}{|N_i|}) W_l h_i^l + \sum_{j \in N_i, j \neq i} \alpha_{ij} W_l h_j^l , \]

where \( \epsilon \in (0, 1) \) is a learnable parameter to improve the expressive power of the SA layer.

**Node-node dissimilarity for Selective Attention.** The proposed Selective Attention (SA) allows diverse node-node dissimilarity to be used to compute attention coefficients. In this paper, we use the following method to compute dissimilarity \( (S_{ij}) \) between each pair of connected nodes in the graph:

\[ S_{ij} = \sum_k \phi_k(c_i^k, c_j^k), \text{ subject to } \sum_k \phi_k = 1 , \]

where \( \phi(\cdot, \cdot) \) is a distance metric, \( k \) is the type index of dissimilarity, \( c_i^k \) is a vector characterizing node \( i \) from type \( k \), and \( \phi_k \) is a learnable parameter used to balance the relative significance of different types of node properties, i.e., \( c_i^k \). In this paper, we focus on two types of dissimilarity, which are node features (inputs) at each layer of the GNN and the structure of the nodes in the graph. By replacing \( \phi(\cdot, \cdot) \) as Euclidean distance function, Eq. (5) can be rewritten as:

\[ S_{ij} = r_f \cdot \|W h_i - W h_j\|^2 + r_p \cdot \|p_i - p_j\|^2 , \text{ subject to } r_f + r_p = 1, \]

where \( W h_i \) is the features of node \( i \) in a GNN layer, and \( p_i \) is defined as a 1-by-\( C \) vector of node \( i \) in the latent space learned from graph structure. As \( p_i \) is assumed to be learnable, different learning approaches enable \( p_i \) to capture different properties in the graph structure. In this paper, we mainly consider the learnable properties hidden in the graph adjacency. Thus, we have:

\[ L(P) = \arg \min_{P \in \mathbb{R}^{N \times N}} \sum_{i,j} (A_{ij} - [P^T]_{ij})^2, \]

where \( P \) is an \( N \)-by-\( C \) matrix containing all \( p_i \)'s. As shown in Eq. (7), \( P \) is learned by matrix factorization, which assumes that the edge adjacency matrix \( A \) can be reconstructed by \( P^T \). Through Eq. (7), similar nodes in the graph will induce a lower distance in Eq. (6), and vice versa.

**3.3 The architecture of Graph selective attention networks**

Now, we can build Graph selective attention networks (SATs) with the proposed SA layers. “To stabilize the learning process”, we follow [15, 40, 41] to use the multi-head attention strategy when constructing SATs. SATS either concatenate the node representations generated by multiple attention heads as the input of the next layer, or compute the mean of node features obtained by multiple attention heads as the output representations. As we in this paper additionally define learnable latent spaces for each node in the graph, the overall loss function for SATs is slightly different from classical graph attention networks. It is conceptually written as follows:

\[ L = L_{task} + L(P), \]

where \( L(P) \) is the MF method shown in Eq. (7), and \( L_{task} \) is the task-specific loss.

**3.4 Computational complexity of Selective Attention layers**

As each layer in SATs additionally requires node-node dissimilarity to compute Selective Attention coefficients, the computational complexity is slightly different from classical attention-based GNNs. Let \( D_l \) (or \( D_{l+1} \)) denote the dimension of the input (or output) vector of the \( l \)-th layer. The complexity of feature aggregation in the \( l \)-th layer is \( O(|N| D_{l+1} + (|E| + |C|) D_{l+1}) \) for one attention head, where \( |E| \) represents the average degree of each node and \( |N| \) is the number of nodes in the input graph. This is the same as that of classical graph attention networks [41]. When there are \( K \) attention heads, the complexity is \( O(K N D_{l+1} + K(|E| + |C|) D_{l+1}) \). Additional computation in SATs is demanded as SATs have to capture node-node dissimilarity for the computation of Selective Attention coefficients. The complexity for learning the node-node dissimilarity in each attention head is \( O(\epsilon (D_{l+1} + 2|C|)) \), where \( C \) represents the dimension of each \( p \) in Eq. (6).

**4 THEORETICAL ANALYSIS**

In this section, the expressive power of the proposed SATs is analyzed. The expressive power evaluates whether a GNN can discriminate distinct (sub)structures wherein nodes have different features. Thus, it can theoretically reveal whether a GNN is sufficiently powerful for various downstream tasks. Recent studies [7, 48, 59] have shown that the feature aggregations in all message-passing GNNs are similar to the injective 1-dimensional Weisfeiler-Lehman test (1-WL test) [44]. Theoretically, the expressive power of all message-passing GNNs is as most as the 1-WL test [48].

As the proposed SATs belong to message-passing GNNs, their expressive power can be verified by showing the injectivity of the feature aggregation in SATs. To do so, we first prove that either Contriactive (Eq. (2)), or Subtractive apprehension span (Eq. (3)) is still unable to distinguish some structures satisfying some conditions, without the improving term shown in Eq. (4), i.e., \( \epsilon \cdot \frac{1}{|N_i|} \|W h_i\|^2 \). Then, we prove that all the SA layers can discriminate all different structures when aggregating neighboring features utilizing either of the two proposed strategies integrated with \( \epsilon \cdot \frac{1}{|N_i|} \|W h_i\|^2 \) (Eq. (4)). Before the proof, we follow [15, 48] to give the notations for multisets. For the nodes in \( N \), their feature vectors form a multi-set \( X_i = \{M_i, \mu_i\} \), where \( M_i = \{c_1, \ldots, c_p\} \) is the underlying set of \( X_i \) containing its distinct elements, and \( \mu_i : M_i \rightarrow \mathbb{N}^* \) gives the multiplicity of each distinct element in \( M_i \).

For the neighborhood aggregating function that is solely based on the Contriactive apprehension span (Eq. (2)), the following theorem shows that it still cannot distinguish some structures.

**Theorem 4.1.** Let \( c_i \) denote the feature vector of node \( i \), and \( X_i = \{M_i, \mu_i\} \in \mathcal{X} \) a multiset comprising the features from nodes in \( N_i \), where \( \mathcal{X} \) represents the countable feature space. The aggregation function using the attention scores computed by Eq. (2) is denoted as \( h(c_i, X_i) = \sum_{x \in X_i} \alpha_{x,i} g(x) \), where \( g(\cdot) \) is a function defined on \( X_i \) and \( \alpha_{x,i} \) is the attention score between \( g(c_i) \) and \( g(x) \). For all \( a \), any two nodes 1 and 2 and the Contriactive apprehension span in Eq. (2), \( h(c_1, X_1) = h(c_2, X_2) \) holds if and only if \( c_1 = c_2, M_1 = M_2 = M \),

and \( q \cdot \sum_{y \in X, y \in X_i} \psi(-\beta S c y) = \sum_{y \in X, y \in X_j} \psi(-\beta S c y), \) for \( q > 0 \) and \( x \in M \), where \( \psi(\cdot) \) is a function for mapping values to \( \mathbb{R}^\ast \).
Proof. Due to space limitations, here we briefly illustrate the method for completing the proof of Theorem 4.1. The full proof can be checked in supplementary materials. The proof of Theorem 4.1 can be divided into two parts, i.e., the proof of the sufficiency and necessity of the iff conditions [15, 48, 59]. Given \( c_1 = c_2 \), \( M_1 = M_2 \), and \( q \sum_{x \in X_1} \beta \psi(S_1, y) = \sum_{y \in X_2} \beta \psi(S_2, y) \), \( h(c_1, X_1) = h(c_2, X_2) \) can be easily verified. Thus, the sufficiency of the iff conditions stated in Theorem 4.1 is proved. Given \( h(c_1, X_1) = h(c_2, X_2) \), the necessity of the iff conditions can be proved by showing possible contradictions when \( M_1 \neq M_2, c_1 \neq c_2, \) or \( q \sum_{x \in X_1} \beta \psi(S_1, y) \neq \sum_{y \in X_2} \beta \psi(S_2, y) \).

Theorem 4.1 shows that the function for feature aggregation (\( h \)) using the attention scores obtained by Eq. (2) may map different multisets into the same embedding if and only if these multisets share the same central node feature and the same node features whose node-node dissimilarity is proportional.

For the neighborhood aggregating function that is solely based on the Subtractive apprehension span (Eq. (3)), the following theorem shows that it cannot distinguish some structures.

Theorem 4.2. Given the same assumptions shown in Theorem 4.1 and the aggregation function using the attention scores computed by Eq. (3) is denoted as \( h(c_1, X_1) = \sum_{x \in X_1} \alpha c_1 g(x) \), for all \( g \), any two nodes 1 and 2 and the Subtractive apprehension span in Eq. (3), \( h(c_1, X_1) = h(c_2, X_2) \) holds if and only if \( c_1 = c_2, M_1 = M_2 = M, \) and \( \sum_{x \in X_1, y \in X_2} \psi(S_1, x) - \psi(S_2, y) = \sum_{x \in X_1, y \in X_2} \psi(S_2, x) - \psi(S_1, y) \), for \( q > 0 \) and \( x \in M \), where \( \psi(\cdot) \) is a function for mapping values to \( \mathbb{R}^+ \).

Proof. The full proof of Theorem 4.2 can also be checked in supplementary materials.

Theorem 4.2 shows that \( h \) solely based on Eq. (3) may map different multisets into the same embedding if and only if these multisets share the same central node feature, and the same node features whose adjusted negative dissimilarity is proportional. Theorems 4.1 and 4.2 show that the expressive power of SA layers solely utilizing Contractive (Eq. (2)) or Subtractive apprehension span (Eq. (3)) is stronger than that of classical graph attention networks [41], although they cannot discriminate some structures. As shown in the two presented theorems, the conditions giving rise to the failure of attention layers solely utilizing the Contractive or Subtractive apprehension span in distinguishing all structures are dependent on both node features and node-node dissimilarity. As node features and node-node dissimilarity are generally heterogeneous, it is infrequent for the conditions stated in Theorems 4.1 and 4.2 to be simultaneously satisfied. Such observation may well explain those attention-based GNNs additionally considering properties other than node features, e.g., injecting structural node embeddings [35] into the computation of attention coefficients can outperform classical graph attention networks.

However, the expressive power of SATs can be immediately improved to be equivalent to the 1-WL test through the slight modification as Eq. (4) shows. We next prove the proposed Selective Attention mechanisms (Eqs. (2) to (4)) can reach the upper bound of the expressive power of all message-passing GNNs by verifying that the aggregation function based on Eq. (4) can successfully discriminate the structures whose properties meet the conditions stated in Theorems 4.1 and 4.2.

Corollary 4.3. Assume \( T \) is the attention-based aggregator shown in Eq. (4) and utilizes either Contractive (Eq. (2)) or Subtractive apprehension span (Eq. (3)). \( H \) is a mapping of countable feature space \( X \). \( T \) operates on a multiset \( H \in H \). \( H \) exists so that with the attention-based aggregator in Eq. (4), \( T \) can distinguish all different multisets that it previously cannot distinguish.

Proof. Corollary 4.3 can be proved by following the procedure presented in [15, 48]. According to Theorem 4.1, we assume \( X_1 = (\mathcal{M}, \mu_1), X_2 = (\mathcal{M}, \mu_2), c \in \mathcal{M}, \) and \( q \sum_{x \in X_1} \psi(\cdot) = \sum_{y \in X_2} \psi(\cdot) \), for \( q > 0 \). When \( T \) uses the attention scores solely according to Eq. (2) to aggregate node features, we have \( \sum_{x \in X_1} \alpha c_1 g(x) = \sum_{y \in X_2} \alpha c_2 g(x) \). This means \( T \) fails to discriminate the structures satisfying the conditions stated in Theorem 4.1. When \( T \) uses Eq. (4) where the attention coefficients are obtained by the Contractive apprehension span (Eq. (2)) to aggregate node features, we have \( \sum_{x \in X_1} \alpha c_1 g(x) - \sum_{y \in X_2} \alpha c_2 g(x) = e(1 - \frac{|X_1|}{|X_2|}) \alpha c_2 g(x) \), where \( |X_1| \neq |X_2| \). Since \( |X_1| \neq |X_2| \), \( \sum_{x \in X_1} \alpha c_1 g(x) - \sum_{y \in X_2} \alpha c_2 g(x) 
eq 0 \), which means \( T \) based on Eqs. (2) and (4) is able to discriminate all the structures that \( T \) solely based on Eq. (2) fails to distinguish. Following the similar procedure, when the Selective Attention layer (Eq. (4)) utilizes the Subtractive apprehension span (Eq. (3)), we are able to prove that the corresponding aggregation function also can distinguish those distinct structures that the aggregation function only using Subtractive apprehension span fails to discriminate.

Remarks. Based on the conducted theoretical analysis, the proposed SATs are the most powerful message-passing GNNs and are consequently more powerful than popular attention-based GNNs, e.g., GATs [41] and HardGAT [10]. In this paper, we mainly verify that the proposed Graph selective attention networks are the most powerful message-passing GNNs under the condition that the feature space is countable [15, 48, 59]. Recent studies have shown that a simplex operator for feature aggregations in some GNN layer is injective, i.e., the 1-WL test equivalent in the countable feature space [7]. But such injectivity might not hold when the simplex operator operates in the uncountable feature space. To ensure injectivity when a GNN deals with uncountable features, diverse forms of operators, e.g., mean, max, and min operators are required to collaboratively aggregate neighbor features. Thus, the expressive power of the proposed SATs can be equivalent to the 1-WL test in uncountable feature space by appropriately integrating with other effective operators for feature aggregation.
5 EXPERIMENT AND ANALYSIS

In this section, we evaluate the effectiveness of the proposed Selective Attention by comparing SATs with state-of-the-art approaches for two semi-supervised learning tasks on well-established benchmarking datasets. To understand the performance of SATs, we also perform ablation studies and visualize the distribution of learned attention coefficients. We also analyze the effect of $\beta$ and the space consumption of SATs.

5.1 Experimental set-up

Baselines. SATs are compared with twelve strong baselines, including MoNet [33], GCN [22], GraphSage [13], JKNet [49], APPNP [23], ARMA [2], GIN [48], Neural Sparse [61], GAT [41], GATv2 [3], CAT [15], and HardGAT [10]. MoNet, GCN, JKnet, APPNP, and ARMA are five representative GNNs that leverage graph convolutional operators to learn representations. GIN and CAT are two state-of-the-art GNNs whose expressive power is equivalent to the 1-WL test. GAT and GATv2 are two powerful attention-based GNNs that learn representations by attending to all neighbors of each node in the graph. GraphSage, Neural Sparse, and HardGAT are three state-of-the-art GNNs that perform graph learning tasks by aggregating the features from sampled neighbors. By comparing with diverse types of GNNs which consider different scopes of neighbors for feature aggregation, the effectiveness of the proposed SATs can be better validated.

Datasets. Six widely used datasets, including Cora, Cite, Pubmed [28, 38], Wiki [28], Uai [28], and CoauthorCS [39] are used for evaluation. Cora, Cite, and Pubmed are citation networks widely used for the evaluation of GNNs. However, recent studies show that they may be insufficient to evaluate the performance of GNNs due to their limited data size [17, 39]. By following previous work, we additionally include Wiki, Uai, and CoauthorCS in our experiments. The data statistics are summarized in Table 1, and more details can be found in Appendix B.1.

Evaluation and experimental settings. Following previous work [15, 22, 24, 41], we mainly consider two learning tasks to test the effectiveness of different approaches, i.e., semi-supervised node classification and semi-supervised node clustering. For the training and testing paradigms, we closely follow the established settings reported in the previous studies [15, 22, 23, 41, 50]. The classification and clustering performances of all approaches are evaluated by Accuracy. In the training phase, all the GNNs are implemented with the two-layer network structure, i.e., one hidden layer followed by the output layer. All approaches are run 10 times on each testing dataset to obtain the average performance. We report the detailed experimental settings in Appendix B.2.

5.2 Results of semi-supervised learning

Semi-supervised node classification and clustering are closely related to several important applications from real-world graph data, such as social community detection and document classification. In our experiments, we use the proposed SATs to perform these two learning tasks in the aforementioned real graph datasets and compare their performance with that of state-of-the-art GNNs. The corresponding results are summarized in Tables 2 and 3.

The performance comparisons of semi-supervised node classification are presented in Table 2. As the table shows, SATs consistently outperform all the baselines on all the datasets. Specifically, SAT archives 0.76%, 0.72%, 0.56%, 2.81%, 0.89%, and 0.69% improvement over the best baselines (which are underlined in Table 2) in terms of Accuracy. It is worth noting that SAT achieves significant performance gain over all attention-based GNNs. Specifically, SAT archives 0.76%, 0.72%, 0.75%, 3.11%, 9.35% and 0.69% performance gain over the best attention-based GNNs. The better performance of SATs could be attributed to its ability of identifying irrelevant neighbors and only attending to those highly relevant ones. This is why the performance improvement of SATs over attention-based GNNs is much more significant on Wiki, Uai, and CoauthorCS, where the density of edges is higher and more irrelevant neighbors exist. We will visualize the distribution of attention scores learned by SATs in Section 5.4 to demonstrate their ability to identify and ignore irrelevant neighbors.

The results of semi-supervised clustering are summarized in Table 3. SAT archives the best scores on five datasets, and it outperforms all the attention-based methods on all six datasets. Specifically, SAT archives 0.48%, 0.84%, 0.26%, 2.57%, 6.98%, 0.40% performance gain over the best attention-based GNN. Similar to the results on the first task, the Accuracy increases reported by SAT over attention-based GNNs are more significant on dense graphs, including Wiki, Uai, and CoauthorCS.

5.3 Ablation studies

To further investigate the effectiveness of our model, we conduct ablation studies on the two types of dissimilarity (Eq. (6)) of SAT. We consider vanilla GAT, SAT with dissimilarity only regarding node features (C/S-F) (i.e. $r_f = 1, r_p = 0$ in Eq. (6)), SAT with the similarity of graph structure only (C/S-P) (i.e. $r_f = 0, r_p = 1$ in Eq. (6)), and the complete SAT model. The results of semi-supervised node classification and clustering tasks are summarized in Tables 4 and 5. From the tables, we observe that either using node features or node structural properties to compute node-node dissimilarity can improve the performances of graph attention, which demonstrates that ignoring irrelevant neighbors in graph attention indeed improves the performance. Meanwhile, considering both dissimilarities produces better and more stable results.

5.4 Visualization of attention scores

To demonstrate the ability of SA to ignore irrelevant neighbors, we compare the attention scores obtained by the output layer of GAT, CAT, and SATs. Here we show the results on Uai and the results on the other datasets are given in Appendix B.3. In Fig. 2, we conduct a case study on a node to show how SA mechanisms influence the values of attention coefficients of neighbors, and then we show the histogram of all attention scores. We observe that some attention scores obtained by SAT are close to zero, showcasing that SAT indeed can learn the scope of attention to exclude the irrelevant neighbors from the feature aggregation. Such observation generalizes to the whole graph, as the histogram of attention scores (Fig. 2) shows that more attention scores acquired by SAT are close to zero compared with GAT and SAT. We also conduct the case study on CAT [15], which utilizes both node features and graph.
Table 2: Performance comparison on semi-supervised node classification. The results in bold show that SAT outperforms all the baselines and the best baselines are underlined.

| Models     | Cora    | Cite    | Pubmed  | Wiki    | Uai    | CoauthorCS |
|------------|---------|---------|---------|---------|--------|------------|
| MoNet      | 80.93 ± 0.41 | 67.54 ± 0.69 | 80.06 ± 0.55 | 68.36 ± 0.27 | 53.58 ± 0.26 | 87.86 ± 0.35 |
| GCN        | 81.79 ± 0.21 | 71.83 ± 0.72 | 79.80 ± 0.31 | 66.99 ± 0.15 | 60.72 ± 0.23 | 88.50 ± 1.06 |
| JKNet      | 78.70 ± 0.45 | 66.30 ± 0.16 | 79.73 ± 0.04 | 63.86 ± 0.19 | 54.08 ± 0.84 | 87.66 ± 1.62 |
| APPNP      | 82.50 ± 0.42 | 72.04 ± 0.48 | 82.76 ± 0.37 | 66.94 ± 0.20 | 52.74 ± 0.34 | 88.46 ± 0.21 |
| ARMA       | 80.47 ± 0.71 | 69.45 ± 0.57 | 76.63 ± 0.56 | 66.94 ± 0.17 | 54.56 ± 0.15 | 82.18 ± 0.37 |
| GIN        | 81.27 ± 0.57 | 66.30 ± 0.59 | 80.37 ± 0.69 | 71.24 ± 0.27 | 57.26 ± 0.16 | 82.94 ± 0.21 |
| GAT        | 83.72 ± 0.78 | 70.48 ± 0.39 | 81.17 ± 0.49 | 66.12 ± 0.14 | 54.02 ± 0.09 | 87.44 ± 0.55 |
| GATv2      | 84.06 ± 0.83 | 71.44 ± 0.45 | 81.94 ± 0.29 | 66.82 ± 0.41 | 56.02 ± 0.21 | 87.84 ± 0.11 |
| CAT        | 84.38 ± 0.25 | 72.08 ± 0.70 | 82.60 ± 0.27 | 71.73 ± 0.38 | 54.84 ± 0.52 | 90.71 ± 0.21 |
| HardGAT    | 79.44 ± 0.52 | 72.14 ± 0.44 | 81.00 ± 0.29 | 60.22 ± 0.21 | 46.82 ± 0.15 | 86.30 ± 0.62 |
| GraphSage  | 81.36 ± 0.44 | 70.50 ± 0.66 | 79.28 ± 0.26 | 68.04 ± 0.21 | 57.44 ± 0.19 | 89.96 ± 0.97 |
| NeuralSparse | 83.33 ± 0.18 | 71.50 ± 0.22 | 81.07 ± 0.21 | 68.77 ± 0.11 | 46.40 ± 0.22 | 88.07 ± 0.74 |

Table 3: Performance comparison on semi-supervised node clustering. The results in bold show that SAT outperforms all the baselines and the best baselines are underlined.

| Models     | Cora    | Cite    | Pubmed  | Wiki    | Uai    | CoauthorCS |
|------------|---------|---------|---------|---------|--------|------------|
| MoNet      | 79.06 ± 0.61 | 63.35 ± 0.29 | 79.78 ± 0.40 | 71.68 ± 0.14 | 55.21 ± 0.31 | 87.52 ± 0.92 |
| GCN        | 74.61 ± 0.24 | 63.61 ± 0.80 | 77.56 ± 0.56 | 72.78 ± 0.51 | 60.14 ± 0.18 | 88.72 ± 0.73 |
| JKNet      | 76.94 ± 0.48 | 64.33 ± 0.02 | 79.53 ± 0.47 | 67.90 ± 0.17 | 57.15 ± 0.09 | 87.89 ± 0.48 |
| APPNP      | 80.44 ± 0.94 | 70.33 ± 0.45 | 82.53 ± 0.45 | 69.71 ± 0.19 | 53.63 ± 0.40 | 88.68 ± 0.39 |
| ARMA       | 77.99 ± 0.91 | 68.07 ± 0.89 | 78.01 ± 0.98 | 71.28 ± 0.12 | 58.44 ± 0.13 | 82.43 ± 0.33 |
| GIN        | 79.59 ± 0.36 | 66.04 ± 0.83 | 78.39 ± 0.88 | 74.18 ± 0.15 | 60.39 ± 0.11 | 85.34 ± 0.29 |
| GAT        | 81.46 ± 0.26 | 68.49 ± 0.26 | 81.30 ± 0.17 | 70.52 ± 0.13 | 56.45 ± 0.64 | 88.00 ± 0.36 |
| GATv2      | 80.79 ± 0.54 | 70.03 ± 0.36 | 81.43 ± 0.17 | 69.10 ± 0.17 | 57.47 ± 0.22 | 88.13 ± 0.56 |
| CAT        | 81.13 ± 0.24 | 70.35 ± 0.33 | 82.07 ± 0.16 | 73.29 ± 0.37 | 56.11 ± 0.41 | 90.48 ± 0.22 |
| HardGAT    | 76.53 ± 0.36 | 69.68 ± 0.44 | 79.89 ± 0.18 | 63.19 ± 0.18 | 47.65 ± 0.15 | 87.32 ± 0.55 |
| GraphSage  | 78.50 ± 0.67 | 68.92 ± 0.42 | 79.74 ± 0.49 | 70.72 ± 0.70 | 59.77 ± 0.11 | 89.97 ± 0.43 |
| NeuralSparse | 80.69 ± 0.24 | 69.97 ± 0.19 | 80.79 ± 0.04 | 71.19 ± 0.35 | 50.98 ± 0.20 | 88.38 ± 0.44 |
| SAT-C      | **81.85 ± 0.27** | **70.82 ± 0.19** | **82.28 ± 0.09** | **75.17 ± 0.31** | **61.48 ± 0.61** | **90.84 ± 0.21** |
| SAT-S      | **81.47 ± 0.21** | **70.94 ± 0.09** | **82.22 ± 0.07** | **74.05 ± 0.38** | **59.31 ± 0.55** | **90.29 ± 0.09** |

Table 4: Ablation study in semi-supervised node classification

| Dissimilarity node feature | Dissimilarity node structure | SAT (Constructive apprehension span) |
|---------------------------|-------------------------------|--------------------------------------|
| CAT                       | C-F                           | 83.86 ± 0.36 85.39 ± 0.91 66.12 ± 54.02 87.44 |
| C-P                       | 83.87 ± 0.20 82.17 ± 61.67 90.77 |
| S-P                       | 84.37 ± 0.20 82.70 ± 71.50 59.13 90.20 |
| SAT-C                     | 85.62 ± 0.40 83.16 ± 71.96 41.26 91.34 |

Table 5: Ablation study in semi-supervised node clustering

| Dissimilarity node feature | Dissimilarity node structure | SAT (Constructive apprehension span) |
|---------------------------|-------------------------------|--------------------------------------|
| CAT                       | C-F                           | 83.89 ± 0.36 85.20 ± 0.88 70.52 ± 56.45 88.00 |
| C-P                       | 83.89 ± 0.20 82.01 ± 72.69 90.48 |
| S-P                       | 83.89 ± 0.18 78.42 74.99 59.07 89.78 |
| SAT-C                     | 85.81 ± 0.72 82.28 75.77 61.48 90.84 |

structure to compute attention coefficients for graph analysis, and draw the distribution of its attention scores. We do not observe a
significant difference in the histogram of attention scores between CAT and GAT, showing that CAT is not able to ignore irrelevant neighbors.

5.5 The effect of \( \beta \)

SATs use \( \beta \) to control the influence from the node-node dissimilarity when computing attention coefficients. The effect of the node-node dissimilarity becomes larger when \( \beta \) goes high. Potentially, SATs can learn smaller scopes of attention, which exclude more neighbors, or compute very low attention coefficients for more neighbors when \( \beta \) is set to high values. To show this, in Table 6, we list the number of edges with small attention scores (<0.05) when \( \beta \) ranges in \([0.1, 0.5, 0.75, 1.0]\) on all testing datasets. As seen in the table, more neighbors are assigned with very small attention scores as \( \beta \) goes higher.

We show the Accuracy of our models with varying values of \( \beta \) in the range of \([0.01, 1.0]\) in Fig. 3. Based on the results in Table 6 and Fig. 3, one possible way to find a better setting of \( \beta \) is to configure it according to the density of the graph. Generally, SATs can perform better when \( \beta \) is set to a higher value in dense graphs, such as Wiki, Uai, and CoauthorCS. In these graphs, SATs can identify a large number of dissimilar neighbors as irrelevant to the feature aggregation, so that they can learn representations by concentrating on the features of a few relevant nodes. However, in sparse graphs such as Cora, Cite, and Pubmed, SATs can perform better when a relatively small \( \beta \) is used. In these graphs, the number of neighbors connecting each central node is small. Thus, SATs do not need to identify as many neighbors as irrelevant ones.

Table 6: The number of neighbors with very low attention coefficients (<0.05) and proportions

| Dataset   | C: Contractive | S: Subtractive | \( \beta = 0.1 \) | \( \beta = 0.5 \) | \( \beta = 0.75 \) | \( \beta = 1 \) |
|-----------|----------------|----------------|------------------|------------------|------------------|------------------|
| Cora      |                |                | 2273 (0.171)     | 2747 (0.201)     | 2746 (0.201)     | 2746 (0.201)     |
| Cite      |                |                | 229 (0.142)      | 2169 (0.140)     | 2169 (0.140)     | 2169 (0.140)     |
| Pubmed    |                |                | 208 (0.132)      | 208 (0.132)      | 208 (0.132)      | 208 (0.132)      |
| Wiki      |                |                | 2135 (0.149)     | 2135 (0.149)     | 2135 (0.149)     | 2135 (0.149)     |
| Uai       |                |                | 2214 (0.167)     | 2214 (0.167)     | 2214 (0.167)     | 2214 (0.167)     |
| CoauthorCS |               |                | 2214 (0.167)     | 2214 (0.167)     | 2214 (0.167)     | 2214 (0.167)     |

Table 7: Parameter comparison between GAT and SAT.

| Dataset   | GAT   | SAT-C | SAT-S |
|-----------|-------|-------|-------|
| # Parameters | 92430 | 237644 | 32454 |
| Space consumption | 272105 | 2682658 | 2682150 |

5.6 Comparisons on model parameters and space consumption between GAT and SATs

To show the difference in architecture between GAT and SATs, we compare the number of parameters and memory usage between them. The results have been summarized in Table 7. SATs uses slightly more memory since more parameters, which are mainly due to the learning of latent spaces (i.e., \( p \)), are used to perform the task of representation learning. Thus, SATs use slightly more memory in the training stage.

6 CONCLUSION

In this paper, we have proposed Selective Attention (SA), which generalizes a class of novel attention mechanisms for GNNs. Motivated by the analogy between the apprehension span of human cognition and the scope of attention for feature aggregation, SA leverages diverse forms of node-node dissimilarity to adapt the node-wise scope of attention, which can flexibly exclude those irrelevant neighbors from the feature aggregation stage. SA therefore enables GNNs to learn representations by favoring the features of highly relevant neighbors and ignoring irrelevant neighbors. Given different SA mechanisms, we build Graph selective attention networks (SA(s)) to learn representations for various tasks arising from real-world graph data. SATs have been tested on widely used benchmarking datasets.
datasets and compared to several strong baselines. The obtained no-
table results can validate the effectiveness of the proposed Selective
Attention. In the future, the proposed SA will be further improved
by exploring more forms of node-node dissimilarity that can be
used for computing SA coefficients and developing SA mechanisms
that are compatible with multi-view graphs.
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APPENDICES

A IRRELEVANCE BETWEEN CONNECTED NODES

In this section, we show a large amount of neighbors are found to highly differ regarding either node features or graph structure. The corresponding results obtained from Cora and Cite are exemplified here to demonstrate such phenomenon (Fig. 4 and 5).

![Cumulative Histogram on Cora dataset](image1.png) ![Cumulative Histogram on Cite dataset](image2.png)

Figure 4: Cumulative histograms of normalized Euclidean distance regarding node features. Large values mean connected node pairs have very different features. Here most distances are large.

![Cumulative Histogram on Cora dataset](image3.png) ![Cumulative Histogram on Cite dataset](image4.png)

Figure 5: Cumulative histograms of common neighbors between connected node pairs. Small values mean connected node pairs differ in terms of graph structure. Here most values are 0s or close to 0.

The difference between the node features of connected nodes is measured by normalized Euclidean distance, with Fig. 4 depicting its cumulative histograms. It is evident that the distances of most node pairs in both datasets are very close to the largest. Specifically, the normalized distance of more than 70% of connected nodes in both datasets is higher than 0.7. This indicates that connected nodes have quite different features from their neighbors, and thus are highly irrelevant regarding node features.

The number of common neighbors is applied to measure the difference in the structure of connected nodes, with Fig. 5 depicting its cumulative histograms. The number of common neighbors is a widely used method to measure the similarity of two connected nodes [34, 37]. It is observed that around 50% of connected node pairs do NOT have even one common neighbor in Cora and Cite, and most connected node pairs (about 90%) have very few (0, 1 or 2) common neighbors. Thus, the structure of connected node pairs is highly different, indicating these nodes are very irrelevant.

Such observations indicate that a large portion of neighbors are irrelevant to the central node. These neighbors are possibly less informative for feature aggregation. Thus, they should be ignored by some appropriate attention mechanisms. Motivated by the discovered phenomenon that most neighbors are highly irrelevant, we propose Selective Attention to endow graph neural networks with the capability of flexibly ignoring irrelevant neighbors that can be identified by diverse forms of node-node dissimilarity.

B MORE DETAILS ON EXPERIMENTS

B.1 Data

Data description. The dataset statistics can be found in Table 1. Cora, Cite, and Pubmed are citation networks, where nodes, edges, and node features respectively represent the documents, document-document citations, and the keywords of the documents. Wiki and Uai are two web networks, where nodes, edges and node features represent web pages, web-web hyperlinks and descriptive information on these web pages, respectively. CoauthorCS is a co-authorship graph, where nodes are authors, which are connected by an edge if they co-author a paper, node features represent keywords for each author’s papers, and class labels indicate the most active fields of study for each author. For Cora, Cite and Pubmed, we follow previous works [22, 41] to use 20 nodes from each label as the training set, 500 nodes as the validation set, and 1000 nodes as the test set. For Wiki, Uai, and CoauthorCS, as there are no established splits for training and testing, we randomly generate five sets of splits. In each of them, 20 nodes of each ground truth class are sampled for training, 500 nodes are sampled for validation, and 1000 nodes are done for testing. For each of them, we randomly generate five sets of splits (i.e., training, validation, and testing splits) for the classification tasks, and use all nodes in each dataset for clustering tasks.

Pre-processing. From Table 1, we find the dimension of input features are too high in Wiki, Uai and CoauthorCS, which may cause unstable training performances. Thus we apply a trainable linear layer without non-linearity activation to reduce the feature dimensions. After the linear layer, the dimension of the input to the GNNs are reduced to 512. This pre-processing step is applied for both our models and all the baselines.

B.2 Detailed settings of all approaches

SATs are compared with twelve strong graph neural networks, including MoNet [33], GCN [22], GraphSage [13], JKNet [49], APPNP [23], ARMA [2], GIN [48], Neural Sparse [61], GAT [41], GATv2 [3], CAT [15], and HardGAT [10].

To perform unbiased comparisons, the source codes released by the authors are used to implement all the mentioned baselines. In our experiments, all the baselines use a two-layer network structure to learn node representations, meaning that the output layer of each GNN is followed by one hidden layer. As for the tuning of each baseline, we mainly follow the configurations presented in [15, 22, 41]. The configurations of the proposed SATs are generally same to those of GAT. Specifically, 8 attention heads are used in hidden layers, while the number of hidden layer dimension (for one head) is 8 for Cora, Cite, and Pubmed, and 32 for Wiki, Uai, and CoauthorCS. For the output layer, 1 attention head is used. “LeakyReLU” is used as the non-linearity in the attention mechanism with the negative slope as 0.2. All attention-based GNNs are trained with learning rate as 0.005, weight decay as 0.0005, number of training epochs as 1000 and dropout ratio as 0.6. For Contractive apprehension span, $\beta = 1.0$, while for Subtractive apprehension span, $\beta = 0.5$. All GNNs are initialized with Glorot initialization [11], and all GNNs are trained to minimize the cross-entropy loss of the training nodes using Adam optimizer [21]. All the experiments are...
conducted on an NVIDIA RTX 3090 graphics card. The software environment of the experiments is CUDA 11.1, Python 3.8, and PyTorch 1.8.1.

B.3 Visualization of attention scores

We show the histograms of attention scores from the output layers of GAT, CAT and SATs in Fig. 6-11. It is not surprising that the attention coefficients learned by different variants of SAT are generally more concentrated. We observe that SAT is able to learn ignoring on Cora, Cite, Wiki and Uai datasets. SAT ignores fewer neighbors in citation networks, as Cora, Cite, and Pubmed are three very sparse graphs, which means there are few nodes having many neighbors, so SAT does not have enough training samples to learn ignoring. However, things are different on Wiki and Uai datasets, where there are much more very small attention values, which indicates SAT indeed learns to ignore irrelevant neighbors. It is obvious that learning-to-ignore is indeed the reason that SATs achieve state-of-the-art performances on all the testing datasets.
SUPPLEMENTARY MATERIALS

PROOFS OF EXPRESSIVE POWER

Proof of Theorem 4.1

PROOF. The proof of Theorem 4.1 can be divided into two parts, i.e., the proof of the sufficiency and necessity of the iff conditions [15, 48, 59]. The sufficiency of the iff conditions stated in Theorem 4.1 is firstly proved. Given a central node \( c_i \), its aggregation function \( h(c_i, X_i) \) can be written as:

\[
h(c_i, X_i) = \sum_{x \in X_i} \alpha_{c_i x} g(x), \quad \alpha_{c_i x} = \frac{f_{c_i x} \cdot d_{c_i x}}{\sum_{x \in X_i} f_{c_i x} \cdot d_{c_i x}},
\]

(9)

where \( m_{c_i x} \) is the feature correlations between \( c_i \) and the neighbor having vectorized features \( x \). Given Eq. (9), for two central nodes \( c_1 \) and \( c_2 \), \( h(c_1, X_1) \) and \( h(c_2, X_2) \) can be written as:

\[
h(c_1, X_1) = \sum_{x \in X_1} \alpha_{c_1 x} g(x) = \sum_{x \in X_1} \left[ \frac{f_{c_1 x} \cdot d_{c_1 x}}{\sum_{x \in X_1} f_{c_1 x} \cdot d_{c_1 x}} \right] \cdot g(x)
\]

(10)

If \( M_1 = M_2 \), \( h(c_2, X_2) \) can be written as follows:

\[
h(c_2, X_2) = \sum_{x \in M_2} \left[ \frac{f_{c_2 x} \cdot \sum_{y \in x \in X_2} d_{c_2 y}}{\sum_{x \in M_2} f_{c_2 x} \cdot \sum_{y \in x \in X_2} d_{c_2 y}} \right] \cdot g(x)
\]

(11)

Given \( q \cdot \sum_{y \in x \in X_2} \psi(\beta S_{c_1 y}) = \sum_{y \in x \in X_2} \psi(\beta S_{c_1 y}) \), and let \( \psi(\cdot) \equiv \exp(\cdot) \), we have:

\[
h(c_2, X_2) = \sum_{x \in M_2} q \cdot \exp(m_{c_2 x}) \sum_{y \in x \in X_2} \psi(\beta S_{c_1 y}) = \frac{\sum_{x \in M_2} q \cdot \exp(m_{c_2 x}) \sum_{y \in x \in X_2} \psi(\beta S_{c_1 y})}{\sum_{x \in M_2} q \cdot \exp(m_{c_2 x})} \cdot g(x).
\]

(12)

To prove the necessity of the iff conditions, we assume \( h(c_1, X_1) = h(c_2, X_2) \). We proceed with the proof.

Firstly assuming \( M_1 \neq M_2 \), we thus have:

\[
h(c_1, X_1) - h(c_2, X_2) = \frac{\sum_{x \in M_1 \setminus M_2} \sum_{y \in x \in X_1} \exp(m_{c_1 x}) \sum_{y \in x \in X_1} \psi(\beta S_{c_1 y})}{\sum_{x \in M_1 \setminus M_2} q \cdot \exp(m_{c_1 x})} \cdot g(x)
\]

(14)

As Eq. (14) holds for any possible \( g(\cdot) \), we define a new function \( g'(\cdot) \):

\[
g(x) = g'(x), \text{ for } x \in M_1 \cap M_2
\]

(15)

\[
g(x) = g'(x) - 1, \text{ for } x \in M_1 \setminus M_2
\]

(16)

\[
g(x) = g'(x) + 1, \text{ for } x \in M_2 \setminus M_1
\]

(17)

It is known that Eq. (14) holds for both \( g(\cdot) \) and \( g'(\cdot) \). Thus, we have:

\[
h(c_1, X_1) - h(c_2, X_2) = 0
\]

As Eqs. (14) and (16) are equal to zero, we have:

\[
\frac{\sum_{x \in M_1 \setminus M_2} \sum_{y \in x \in X_1} \exp(m_{c_1 x}) \sum_{y \in x \in X_1} \psi(\beta S_{c_1 y})}{\sum_{x \in M_1 \setminus M_2} q \cdot \exp(m_{c_1 x})} \cdot g(x) = 0.
\]

(18)

To ensure the equation above to hold, each term in it has to be zero:

\[
\exp(m_{c_1 x}) \sum_{y \in x \in X_1} \psi(\beta S_{c_1 y}) = 0.
\]

(19)

It is seen that Eq. (17) does not hold as \( \exp(\cdot) \) is positive. \( M_1 \neq M_2 \) is therefore not true. Now assuming \( M_1 = M_2 = M \) and excluding the irrational terms, Eq. (14) can be rewritten as follows:

\[
\frac{\sum_{x \in M_1 \cap M_2} \sum_{y \in x \in X_1} \exp(m_{c_1 x}) \sum_{y \in x \in X_1} \psi(\beta S_{c_1 y})}{\sum_{x \in M_1 \cap M_2} q \cdot \exp(m_{c_1 x})} \cdot g(x) = 0.
\]

To ensure the equation above to hold, each term in it has to be zero:

\[
\exp(m_{c_1 x}) \sum_{y \in x \in X_1} \psi(\beta S_{c_1 y}) = 0.
\]
The above equation can be further rewritten as:

$$
\sum_{y=x,y \in X_1} d_{c_1,y} = \frac{\sum_{y=x,y \in X_2} d_{c_2,y}}{\exp(m_{c_2}) \sum_{x \in M_1} \exp(m_{c_1}) \sum_{y \in y_x} d_{c_1,y}} \frac{\sum_{x \in M_2} \exp(m_{c_2}) \sum_{y \in y_x} d_{c_2,y}}{\exp(m_{c_1}) \sum_{x \in M_2} \exp(m_{c_2}) \sum_{y \in y_x} d_{c_2,y}}
$$

(20)

Assuming $M = \{s, s_0\}$, $c_1 = s_0$, $c_2 = s$, the feature correlations between the central node and its neighbors are $m_{c_1,x} = 1$ for $x \in M$, $m_{c_2,x} = 1$, and $m_{s_0,s_2} = 2$. When $x = s$, we have:

$$
\sum_{x \in X_1} d_{c_1,x} = \sum_{x \in X_2} d_{c_2,x} = \frac{e^{e \sum_{x \in X_1} d_{c_1,x}} + e^{e \sum_{y \in X_2} d_{c_2,y}}}{e^{e \sum_{x \in X_1} d_{c_1,x}} + e^{e \sum_{y \in X_2} d_{c_2,y}}}
$$

(21)

d_{c_2} = \exp(-\beta S_{c_2}) can be any positive value as the computation of feature correlation and the learning of node-node similarity (S) are mutually independent. Considering $d_{c_1} = \exp(-\beta S_{c_1}) = a > 0$, we have $\frac{d_{c_1}}{d_{c_2}} = \frac{\beta S_{c_1}}{\beta S_{c_2}}$. This equation does not hold because LHS (a rational number) does not equal RHS (an irrational number). Thus, $c_1 \neq c_2$ is not true. Let $c_1 = c_2 = c$, Eq. (20) can be rewritten as follows:

$$
\sum_{y=x,y \in X_1} d_{c_1,y} = \sum_{x \in M_1} \exp(m_{c_1}) \sum_{y \in y_x} d_{c_1,y} \sum_{x \in M_2} \exp(m_{c_2}) \sum_{y \in y_x} d_{c_2,y} = \text{const} > 0.
$$

(22)

Setting $\frac{d_{c_2}}{d_{c_1}} = \text{const}$ and $d_{c_2} = \exp(-\beta S_{c_2}) = \psi(-\beta S_{c_2})$, we finally have $\sum_{y=x,y \in X_1} \psi(-\beta S_{c_2}) = \sum_{y=x,y \in X_2} \psi(-\beta S_{c_2})$.

\[\Box\]

**Proof of Theorem 4.2**

**Proof.** Theorem 4.2 can also be proved by considering the sufficiency and necessity of the iff conditions stated. The sufficiency of the iff conditions in Theorem 4.2 is firstly proved. Given a central node $c_i$, its aggregation function $h(c_i, X_i)$ can be written as:

$$
h(c_1, X_1) = \sum_{x \in X_1} \alpha_{c_1,x} g(x), \quad \alpha_{c_1,x} = \frac{f_{c_1,x} \cdot d_{c_1,x}}{\sum_{x \in X_1} f_{c_1,x} \cdot d_{c_1,x}}.
$$

(23)

$$
f_{c_1,x} = \frac{\exp(m_{c_1,x})}{\sum_{x \in X_1} \exp(m_{c_1,x})}, \quad d_{c_1,x} = 1 - \beta \frac{\exp(S_{c_1,x})}{\sum_{x \in X_1} \exp(S_{c_1,x})}.
$$

Given $c_1 = c_2$, $M_1 = M_2 = M$, $g[\sum_{y=x,y \in X_1} \sum_{x \in X_1} \psi(S_{c_1,x}) - \psi(S_{c_2,x})] = 0, \psi(\cdot) \neq \exp(\cdot)$, we have:

$$
h(c_1, X_1) = \sum_{x \in X_1} f_{c_1,x} \cdot d_{c_1,x} = \sum_{x \in M_1} \exp(m_{c_1,x}) \sum_{y \in y_x} d_{c_1,y} \cdot \frac{g(x)}{\sum_{x \in M_2} \exp(m_{c_2,x}) \sum_{y \in y_x} d_{c_2,y}} = \sum_{x \in M_1} \frac{\exp(m_{c_1,x}) \sum_{y \in y_x} d_{c_1,y} \cdot g(x)}{\sum_{x \in M_2} \exp(m_{c_2,x}) \sum_{y \in y_x} d_{c_2,y}} = h(c_1, X_1).
$$

(24)

Next, we prove the necessity of the iff conditions stated in Theorem 4.2. Given $h(c_1, X_1) = h(c_2, X_2)$, we have:

$$
h(c_1, X_1) - h(c_2, X_2) = \sum_{x \in X_1} \frac{f_{c_1,x} \cdot d_{c_1,x}}{\sum_{x \in X_1} f_{c_1,x} \cdot d_{c_1,x}} \cdot g(x)
$$

(25)

Assuming $M_1 \neq M_2$, we have:

$$
h(c_1, X_1) - h(c_2, X_2) = \sum_{x \in M_1} \frac{\exp(m_{c_1,x}) \sum_{y \in y_x} d_{c_1,y}}{\sum_{x \in M_1} \exp(m_{c_1,x}) \sum_{y \in y_x} d_{c_1,y}} \cdot g(x)
$$

(26)

Again we may define $g'$ as Eq. (15) shows. It is known that $h(c_1, X_1) = h(c_2, X_2) = 0$ holds for both $g(\cdot)$ and $g'(\cdot)$. Thus, we have:

$$
h(c_1, X_1) - h(c_2, X_2) = \sum_{x \in M_1} \frac{\exp(m_{c_1,x}) \sum_{y \in y_x} d_{c_1,y}}{\sum_{x \in M_1} \exp(m_{c_1,x}) \sum_{y \in y_x} d_{c_1,y}} \cdot g(x)
$$

(27)

As both Eqs. (26) and (27) equal zero, we have:

$$
\sum_{x \in M_1} \frac{\exp(m_{c_1,x}) \sum_{y \in y_x} d_{c_1,y}}{\sum_{x \in M_1} \exp(m_{c_1,x}) \sum_{y \in y_x} d_{c_1,y}} = 0,
$$

(28)

Like the analysis on proving Theorem 4.1, $M_1 \neq M_2$ is false. Now we are able to assume $M_1 = M_2 = M$. The terms about $x \in M_1 \setminus M_2$ and $x \in M_2 \setminus M_1$ in Eq. (26) can therefore be eliminated and it is known that the following equation must hold to ensure $h(c_1, X_1) = h(c_2, X_2) = 0$:

$$
\sum_{y \in y_x} d_{c_1,y} = \frac{\exp(m_{c_1,x}) \sum_{y \in y_x} d_{c_1,y}}{\sum_{y \in y_x} d_{c_2,y}} \cdot \frac{\exp(m_{c_2,x}) \sum_{y \in y_x} d_{c_1,y}}{\sum_{y \in y_x} d_{c_2,y}}
$$

(29)
Assuming \( M = \{ s, s_0 \} \), \( c_1 = s_0 \) and \( c_2 = s \), the feature correlations between the central node and its neighbors are \( m_{x, x} = 1 \) for \( x \in M \), \( m_{c_2 x} = 1 \), and \( m_{c_2 s_0} = 2 \). When \( x = s \), we have:

\[
\frac{\sum_{s \in X_1} d_{c_1 s}}{\sum_{s \in X_2} d_{c_2 s}} = e^{\beta \sum_{s \in X_1} d_{c_1 s} + \epsilon} \frac{e^{\sum_{s \in X_1} d_{c_1 s} + \epsilon}}{e^{2 \sum_{s \in X_2} d_{c_2 s} + \epsilon}}
\]

(30)

\( d_{c x} = 1 - \frac{\epsilon}{\sum_{s \in X} \exp(S_{c x})} \) can be any positive value as the computation of feature correlation and the learning of \( S \) are mutually independent. Considering \( d_{c x} = a > 0 \), we have \( \frac{\alpha_{c x}(x)}{\alpha_{c x}(s_0)} = \frac{|X_1|}{|X_2| - n + n e} \).

This equation does not hold because LHS (a rational number) does not equal RHS (an irrational number). Thus, \( c_1 \neq c_2 \) is false. Since \( c_1 = c_2 = c \), Eq. (29) can be rewritten as:

\[
\frac{\sum_{y \in X_1 \sum_{x \in X_1}} \exp (S_{c x}) - \beta \exp (S_{c y})}{\sum_{y \in X_1 \sum_{x \in X_2}} \exp (S_{c x}) - \beta \exp (S_{c y})} = \frac{\sum_{x \in M_1} \exp (m_{c x}) \sum_{y \in X_1 \sum_{x \in X_1}} \exp (S_{c x}) - \beta \exp (S_{c y})}{\sum_{x \in M_2} \exp (m_{c x}) \sum_{y \in X_2 \sum_{x \in X_1}} \exp (S_{c x}) - \beta \exp (S_{c y})} = \text{const} > 0.
\]

(31)

Letting \( \text{const} = \frac{1}{q} \) and \( \exp (\cdot) = \psi (\cdot) \), we finally have \( q \sum_{y \in X_1 \sum_{x \in X_1}} \psi (S_{c x}) - \beta \psi (S_{c y}) = \sum_{y \in X_1 \sum_{x \in X_2}} \psi (S_{c x}) - \beta \psi (S_{c y}) \).

\( \square \)

**Proof of Corollary 4.3**

Proof. We may complete this proof by following the procedure presented in [15, 48]. According to Theorem 4.1, we assume \( X_1 = (M, \mu_1), X_2 = (M, \mu_2), c \in M \), and \( q \sum_{y \in X_1 \sum_{x \in X_1}} \psi (-\beta S_{c x}) = \sum_{y \in X_1 \sum_{x \in X_2}} \psi (-\beta S_{c y}) \), for \( q > 0 \). When \( T \) uses the attention scores solely according to Eq. (2) to aggregate node features, we have \( \sum_{y \in X_1} a_{c x} g(x) = \sum_{y \in X_2} a_{c y} g(x) \). This means \( T \) fails to discriminate the structures satisfying the conditions stated in Theorem 4.1. When \( T \) uses Eq. (4) where the attention coefficients are obtained by the *Contractive apprehension span* (Eq. (2)) to aggregate node features, we have \( \sum_{x \in X_1} a_{c x} g(x) - \sum_{x \in X_2} a_{c x} g(x) = e(\frac{1}{|X_1|} - \frac{1}{|X_2|}) a_{c x} g(c) \), where \( |X_1| = |N_1| \), and \( |X_2| = |N_2| \). Since \( |X_1| \neq |X_2| \), \( \sum_{x \in X_1} a_{c x} g(x) - \sum_{x \in X_2} a_{c x} g(x) \neq 0 \), which means \( T \) based on Eqs. (2) and (4) is able to discriminate all the structures that \( T \) solely based on Eq. (2) fails to distinguish. Following the similar procedure, when the Selective Attention layer (Eq. (4)) utilizes the *Subtractive apprehension span* (Eq. (3)), we are able to prove that the corresponding aggregation function also can distinguish those distinct structures that the aggregation function only using *Subtractive apprehension span* fails to discriminate.  \( \square \)