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Abstract

Dynamic mode decomposition (DMD) has recently become a popular tool for the non-intrusive analysis of dynamical systems. Exploiting the proper orthogonal decomposition as dimensionality reduction technique, DMD is able to approximate a dynamical system as a sum of (spatial) basis evolving linearly in time, allowing for a better understanding of the physical phenomena or for a future forecasting. We propose in this contribution an extension of the DMD to parametrized dynamical systems, focusing on the future forecasting of the output of interest in a parametric context. Initially, all the snapshots — for different parameters and different time instants — are projected to the reduced space, employing the DMD (or one of its variants) to approximate the reduced snapshots for a future instant. Still exploiting the low dimension of the reduced space, the predicted reduced snapshots are then combined using a regression technique, enabling the possibility to approximate any untested parametric configuration in any future instant. We are going to present here the algorithmic core of the aforementioned method, presenting at the end three different test cases with incremental complexity: a simple dynamical system with a linear parameter dependency, a heat problem with nonlinear parameter dependency and a fluid dynamics problem with nonlinear parameter dependency.

1 Introduction

Several applications in the field of computational sciences require an iterative or real–time evaluation of the mathematical model in hand. In these contexts, Reduced Order Modeling (ROM) constitutes a popular tool for boosting the performance of the methods by reducing the dimensionality of the original model. Among all ROM methods, Dynamic Mode Decomposition (DMD) [23] has lately gained popularity for what concerns the simulation of dynamical systems, thanks to the wide applicability of the method in multiple contexts, e.g. fluid dynamics problems [9, 34, 31, 13]. DMD provides dimensionality reduction in a data-driven fashion, which then enables locating dominant structures in the original problem and finally predicting the system state in future time instants.

However, in many applications, it is fundamental to study not only the dynamics of the system but also its parametric dependency. For practical examples, the reader can think of the position of the source in an unsteady heat problem, or the fluid velocity in a computational fluid dynamics one. The task, in this case, is usually to predict the evolution of the system for both unseen parameters and future time instants.

There have been several attempts to achieve this goal, which we briefly summarize in this paragraph. Parametric time-dependent problems can be treated in a projection framework exploiting Proper Orthogonal Decomposition (POD) [14, 19] for dimensionality reduction. Such an approach requires — due to the projection step — the knowledge of the original model, as well as access to the discrete operators characterizing the problem. Earlier attempts were made with non-intrusive methodologies as well. Extracting the main spatio-temporal structure of the problem to isolate

∗francesco.andreuzzi@sissa.it
†nicola.demo@sissa.it
‡gianluigi.rozza@sissa.it
the parameter dependency was proposed in [20]. Even though this technique is not able to predict the output of the system for future time steps, it enables the reconstruction of the parametric manifold. A different direction was probed in [7], where authors employ POD to classify the dynamic region of the current sample and provide a low-rank approximation by means of Galerkin projection. A second attempt in this direction is presented in [22]: the authors employed DMD to analyze and classify complex flow in different regimes, thus providing a coarse reconstruction of the system’s state by means of a low-order flow approximation. A pipeline similar to ours is depicted in [3], where authors employ projection-based ROM and interpolation on a reduced space. However, they do not take into account DMD or any other time forecasting techniques. Finally, a parametric version of DMD has been already studied in [33], however, the aim of that work is the extraction of coherent structures shared between the different configurations of the system, rather than obtaining predictions on unseen parameters in future time instants.

In this work, we propose an extension of a previous work presented in [35], which consists in the application of DMD to parameter-dependent scalar output in order to predict such output for untested parameters and time steps. Our aim is to predict vectorial fields as well, thus achieving the general goal task outlined above. To the best of the authors’ knowledge, an approach for predicting the fields of interest for unseen time instants and parameters is not explored in the literature yet.

Following the standard DMD method, our extension takes in input an initial dataset of high-fidelity snapshots, equispaced in time and for different parametric configurations. Such snapshots are then reduced in dimensionality by means of POD, and then re-arranged in order to feed the DMD algorithm. DMD is applied in order to forecast the reduced snapshots in the future. This step output reduced snapshots for all the parametric samples which compose the initial dataset. Then, the parametric manifold can be reconstructed using an approach similar to POD with interpolation [2, 9] by means of a regression technique whose aim is approximating the mapping between parameters and reduced snapshots. Since this technique works on a reduced space, the computational cost for any new parametric evaluation (a popular use case in the field) is small with respect to traditional discretization methods like Finite Elements and Finite Volumes. Moreover, the method is equation-agnostic, since it relies only on the high-fidelity snapshots, thus not requiring any kind of information about the original model (except for the parameters that generated the observed samples). The present work will focus also on a novel approach that exploits the knowledge of the problem at hand in order to stabilize the DMD operator, such that forecasting in the future — the goal of this work — exhibits a greater accuracy with respect to standard operator.

The present contribution is organized as follows: in section 2 we briefly introduce DMD and a few of the variants taken into account in our experiments, and in section 3 we discuss in detail our novel pipeline for extending DMD to parametric time-dependent problems. Section 4 is devoted to the discussion of the stabilization approach applied to the DMD operator, while in section 5 we present numerical results on three problems with heterogeneous parametric dependency. Finally, in section 6 we discuss several possible future developments for subsequent works.

2 Methods

We dedicate this section to a brief introduction to Dynamic Mode Decomposition and some of its variants already introduced in the literature, in order of providing an algorithmic overview to the reader. The original algorithm, even if slightly modified, is indeed the backbone of the parametric extension here presented. We specify moreover the capability to exploit the introduced approach also with DMD variants, extending the possibility of applications.

DMD is a data-driven method for the analysis of dynamic systems. We provide a brief introduction to the general technique in order to make the extension described in section 2 more clear to the reader. We consider a time-dependent vector function \( x(t) \in \mathbb{R}^m \) and we call \( x_{t^k} \) the snapshot of the vector quantity of interest collected at time instant \( t^k \). We seek an operator \( A \in \mathbb{R}^{m \times m} \) such that:

\[
x_{t^{k+1}} = Ax_{t^k},
\]

where \( x_{t^k}, x_{t^{k+1}} \) are the two snapshots collected in sequential time instants. The reader could think of the operator \( A \) as a finite approximation of the infinite-dimensional Koopman operator [21]. In
order to build such an operator satisfying eq. (2.1) up to an acceptable degree of approximation, we consider a set \( T \) of discrete time instants equispaced in time, which we are going to refer to as tested – or known – time instants. These equispaced time instants are labeled with cardinal numbers \( \{1, \ldots, N\} \) (therefore we assume that the cardinality of \( T \) is \( N \)). Thus we take \( N \) snapshots \( \{x_{t1}, \ldots, x_{tN}\} \) of the function of interest, to be used during the training phase of DMD. We arrange the snapshots in two matrices \( X, Y \in \mathbb{R}^{n \times N-1} \) defined as follows:

\[
X = \begin{bmatrix} x_{t1} & x_{t2} & \ldots & x_{tN-1} \end{bmatrix}, \quad Y = \begin{bmatrix} x_{t2} & x_{t3} & \ldots & x_{tN} \end{bmatrix}.
\]

We now attempt to find the matrix \( A \) such that \( Y \approx AX \) (note that such an operator satisfies the condition eq. (2.1) \( \forall k \in \{1, \ldots, N-1\} \)). Denoting the Moore-Penrose pseudo-inverse operator by \( \dagger \), we can find the best-fit operator \( A = YX^\dagger \) [29]. However this computation is expensive and generally intractable, therefore we follow another path.

Consider the \( r \)-ranked singular value decomposition of \( X \approx U_r \Sigma_r V_r^\dagger \) [30]. Since the matrix \( U_r \) is orthogonal, we take the low-rank projection \( \tilde{A} \in \mathbb{R}^{r \times r} \) of the operator \( A \) onto the subspace spanned by the columns of \( U_r \):

\[
\tilde{A} = U_r^\dagger AU_r = U_r^\dagger YX^\dagger U_r = U_r^\dagger YY^\dagger U_r = U_r^\dagger YV_r \Sigma_r^{-1} U_r = U_r^\dagger YV_r \Sigma_r^{-1}.
\]

Note that this computation does not involve the evaluation of the unprojected operator \( A \). It can be shown that the eigenvalues of the full-dimensional operator \( A \) are the same of the low-dimensional operator \( \tilde{A} \), and that we can use the eigenvectors of the former to compute the eigenvectors of the latter [23]. Since the eigendecomposition of the low-rank operator involves a tractable computation due to the low dimensionality of the matrix \( \tilde{A} \), the eigendecomposition of the full-dimensional operator \( A \) is easily obtainable through the manipulation of low-rank matrices.

Assuming that the eigendecomposition of the full-dimensional operator \( A \) yields the matrix \( \Phi \in \mathbb{R}^{m \times r} \) of eigenvectors of \( A \), and the diagonal matrix \( \Lambda \in \mathbb{R}^{r \times r} \) of its eigenvalues, it can be shown that:

\[
x_{t+k} = \Phi \Lambda^k \Phi^\dagger x_{t1}.
\]

There are virtually no constraints on \( k \in \mathbb{N} \), therefore it is possible to use eq. (2.4) to extrapolate the value of \( x_{t+k} \) for \( k > N \), namely we can predict the behavior of the function of interest outside the tested time window, clearly, with some uncertainty [27].

### 2.1 Higher-Order DMD variant

The quality of results obtained using DMD decays if \( m \approx N \) [24], where \( m \) is the space dimension (the number of components of the vector function of interest) and \( N \) is the number of time instants considered during the training phase. It has been observed that the situation becomes even worse when \( m < N \). A possible cure for this problem is provided by Higher Order variants of DMD [24, 36].

The key part of those variants is the replacement of the usual expression \( x_{t,k+1} \approx Ax_{t,k} \) with the following expression, which uses \( d \) time lagged snapshots:

\[
x_{t,k+d} = A_1 x_{t,k} + A_2 x_{t,k+1} + \cdots + A_d x_{t,k+d-1}.
\]

This is usually called higher order Koopman assumption. Then we set:

\[
\bar{x}_{t,k} := \begin{bmatrix} x_{t,k} & x_{t,k+1} & \ldots & x_{t,k+d-1} \end{bmatrix}^\top
\]

This enables rewriting eq. (2.5) in a compact form which resembles eq. (2.1): indeed it is clear that \( \bar{x}_{t,k+1} = A \bar{x}_{t,k} \). In fact this form enables finding an approximation of the operator \( A \) like we did in section 2. Experimental results show that this approach produces better results in several settings [26, 25].

Higher Order DMD variants are useful additions to our toolchain since we usually consider a significant dimensionality reduction before the application of DMD. This is a compulsory step because otherwise, the interpolation would be unfeasible from a computational perspective otherwise.
2.2 Noise-tolerant DMD variants

DMD results could be damaged by the noisy data [5], even if the reduced space is used for projecting the DMD operator. Moreover, in our pipeline, we consider multiple steps which could propagate and in some cases increase the effect of noise. Along with the simple methodology depicted in section 3, a feasible way to improve the quality of results in presence of sample noise is using noise-tolerant DMD variants. The implementation style of our parametric DMD variant in [11] enables easy selection of several DMD variants, thus easing fine-tuning the DMD variant choice and the corresponding hyperparameters.

In this brief paragraph, we briefly mention a few works which could improve the results of our algorithm. In [8] the authors propose a few techniques to improve DMD results in presence of noise, by means of well-known methods in sound processing, combining forward and backward in time DMD, and via a novel total-least-squares DMD algorithm. Total DMD [16] claims to be able to incorporate noise information to de-bias the usual subspace projection step in DMD by means of an augmented snapshot matrix. Finally, statistical bagging is proposed as an alternative solution for noise. This way of dealing with the problem is explored in [32], whose authors propose the Bagging OPtimized DMD (BOP-DMD). It’s important to spend a few words also on time measurement noise since problematic datasets are not always caused by bad sensors or uncertain measurements. An additional source of problems is given by measurements performed in uneven time instants. This issue is addressed in [4], where the authors pair the DMD with the variable projection method for a nonlinear least squares problem. We decided not to include an in-depth analysis of noise-tolerant DMD variants to avoid overloading the current work. We reserve to pursue this direction further in future developments.

3 Dynamic Mode Decomposition for parametric problems

In this section we propose a possible application of DMD to a parametrized dynamical system. The parameter belongs to a generic set $P$, which we refer to as parameters set. Considering a discrete space, we define the output of interest as the vector function $x_{\mu}^t \in \mathbb{R}^m$, which depends on the parameter $\mu \in P$ and on the time instant $t$.

As in the original formulation, we initially collect a set of $N$ high-fidelity snapshots of the system with a fixed parameter at equispaced time instants. We recall that $\mathcal{T}$ is the set of time instants used during the training phase, we keep using the labeling of time instants introduced in section 2 namely $\mathcal{T} = \{1, \ldots, N\}$. We also consider $p$ parameters, which we collect into the training set $S = \{\mu_1, \ldots, \mu_p\}$, and we replicate the previous step $p$ times, one for each parametric sample. We obtain then $p$ parametric configurations, each one containing $N$ time instants, overall $p \times N$ snapshots. The basic idea is then to apply a POD-based reduction to the snapshots in order to obtain their reduced representation, also referred to in the literature as modal coefficients or reduced snapshots [18]. Then we apply DMD in order to approximate reduced snapshots in future time instants [23]: this allows us to explore the solution manifold using some regression techniques [2] in future time instants, approximating the relation between parameters and reduced snapshots. Finally, the interpolated reduced snapshot is mapped back to the full-dimensional space.

During the numerical experiments, we consider two different approaches for the application of DMD to the reduced snapshots. In the first case, we build a unique linear operator to fit the dynamics of the entire (parameterized) system. Alternatively, $p$ linear operators are constructed to approximate the dynamics of the $p$ parametric configurations. Figure 1 visually schematized these two alternatives, highlighting similarities and differences between them. In the next subsections, we formally define these two approaches, referred from now on as monolithic and partitioned, presenting also the regression technique and some numerical stabilization we impose on DMD operator for more robust forecasting.

To conclude this preliminary section, we highlight that both the versions we are going to explain have been implemented in the PyDMD package [11], an open-source Python package collecting several implementations of DMD and its variants.
Figure 1: Scheme of the numerical pipeline to perform the offline stage, isolating the differences between monolithic and partitioned.

3.1 Monolithic approach

We consider \( p \) matrices \( \mathbf{X}^{\mu} \) (one for each parameter in the training set \( \mathcal{S} = \left\{ \mu_1, \ldots, \mu_p \right\} \)) and the matrix \( \mathbf{X}_1 \) defined as follows:

\[
\mathbf{X}^{\mu_i} := \begin{bmatrix}
   x_{\mu_i}^1 & \cdots & x_{\mu_i}^N
\end{bmatrix} \in \mathbb{R}^{m \times N}, \quad \mathbf{X}_1 := \begin{bmatrix}
   \mathbf{X}^{\mu_1} & \cdots & \mathbf{X}^{\mu_p}
\end{bmatrix} \in \mathbb{R}^{m \times N_p}.
\] (3.1)

Note that the columns of each \( \mathbf{X}^{\mu_i} \) are the (sampled) evolution over time of the vector function \( x_{\mu_i}^t \in \mathbb{R}^m \), in the time instants belonging the set \( T \). We apply POD to the matrix \( \mathbf{X}_1 \) to obtain the optimal space of dimension \( n \) to represent all the original snapshots, with \( 0 < n \leq \min(m, N_p) \).

POD method returns indeed the matrix \( \mathbf{U}_n \in \mathbb{R}^{m \times n} \) which contains the reduced space basis, or POD modes \([18]\). The number \( n \) of retained POD modes is selected by the user and must be selected carefully since it affects the quality of the results provided by the algorithm. A small value may result in a low-quality reconstruction of the output function, since important spatial information may have been discarded; a high value may increase the computational cost of the online phase, as well as increase the error introduced by regressors due to the higher dimension.

We can exploit the matrix \( \mathbf{U}_n \) to compute the modal coefficients corresponding to the snapshots stored in the columns of the matrix \( \mathbf{X}_1 \): in matrix form, we have \( \mathbf{X} = \mathbf{U}_n \mathbf{X}_1 \in \mathbb{R}^{n \times N_p} \). The columns of \( \mathbf{X} \) are the reduced snapshots that we mentioned earlier. We refer by \( \mathbf{X}^{\mu_k} := \mathbf{U}_n \mathbf{x}_{\mu_k} \in \mathbb{R}^n \) to the vector of POD coefficients corresponding to the \( k \)-th snapshot of the system with parameter \( \mu \). Note that POD coefficients evolve in time, therefore we would like to predict this evolution in future time instants in order to obtain the full-dimensional counterpart of the snapshot, which we could later use to explore the solution manifold.

In order to employ the DMD method introduced in section [2] we arrange POD coefficients in the following way:

\[
\tilde{\mathbf{X}}^{\mu_i} := \mathbf{U}_n \mathbf{X}^{\mu_i} = \begin{bmatrix}
   \tilde{x}^{\mu_i}_1 & \cdots & \tilde{x}^{\mu_i}_N
\end{bmatrix} \in \mathbb{R}^{n \times N}, \quad \mathbf{X}_2 := \begin{bmatrix}
   \tilde{\mathbf{X}}^{\mu_1} & \cdots & \tilde{\mathbf{X}}^{\mu_p}
\end{bmatrix} \in \mathbb{R}^{np \times N}.
\] (3.2)

\(^1\)in linear sense
Each matrix $\tilde{X}^{\mu_i}$ is the reduced representation (in the POD subspace) of the corresponding matrix $X^{\mu_i}$ and is obtained with a single matrix multiplication with POD modes. At this point, we apply DMD to the matrix $\mathcal{X}_1$, whose columns are temporal snapshots representing different realizations of the parametric system. Arranging these columns in two matrices, $\mathcal{X}_1^1 \in \mathbb{R}^{np \times (N-1)}$ and $\mathcal{X}_1^2 \in \mathbb{R}^{np \times (N-1)}$, we recall that the DMD operator is the matrix $\tilde{A}$ such that $\tilde{A}^2 = \tilde{A} \tilde{X}^{\mu_1}_1$ as we stated in section 3.1. We note that, since in our method the dimension reduction is employed at the beginning, the typical compression step performed in the standard DMD formulation (eq. (2.3)) might not be needed, depending by the number of parametric samples. In this case, the DMD operator can be found using just the least-square procedure. 

As we mentioned the DMD operator $\tilde{A}$ can be used to advance a vector of reduced snapshots by one time instant:

$$
\begin{bmatrix}
\tilde{x}^{\mu_1}_{t+1} \\
\vdots \\
\tilde{x}^{\mu_p}_{t+1}
\end{bmatrix} = \tilde{A} 
\begin{bmatrix}
\tilde{x}^{\mu_1}_t \\
\vdots \\
\tilde{x}^{\mu_p}_t
\end{bmatrix} \in \mathbb{R}^{np}.
$$

It might not be formally correct to keep using the notation $\tilde{x}^{\mu_i}_t$ when $k > N$, since in this case, the vector is an approximation of the reduced snapshot computed using DMD and eq. (2.4). However, we are going to use the same notation to avoid introducing another one for predicted reduced snapshots. We do this without ambiguity since in this work we are not going to consider reduced snapshots for $k > N$.

We rewrite the last equation using the notation adopted, and we also replace the generic $k$ with the first time instant of interest for our discussion, namely the last one:

$$
\begin{bmatrix}
\tilde{x}^{\mu_1}_{N+1} \\
\vdots \\
\tilde{x}^{\mu_p}_{N+1}
\end{bmatrix} = \tilde{A}^2 
\begin{bmatrix}
\tilde{x}^{\mu_1}_N \\
\vdots \\
\tilde{x}^{\mu_p}_N
\end{bmatrix} \in \mathbb{R}^{np}. 
$$

**Algorithm 1 Dynamic Mode Decomposition for parametric problems — Monolithic**

**Input:** $X^{\mu_1}, \ldots, X^{\mu_p} \in \mathbb{R}^{m \times N}$

Construct the matrix $\mathcal{X}_1 \in \mathbb{R}^{m \times Np}$

Compute the POD coefficients of the columns of $\mathcal{X}_1$

Store the coefficients into $\tilde{X}^{\mu_i}, i \in \{1, \ldots, p\}$

Construct the matrix $\mathcal{X}_2 \in \mathbb{R}^{np \times N}$

Compute the DMD operator $\tilde{A}$ by fitting $\mathcal{X}_2$

We remark that the monolithic approach relies on a unique DMD operator to express the dynamics of the parametric system. This implies that the operator is able to detect recurrent patterns in the dynamics of different parametric configurations, making its usage particularly profitable when the different realizations share common behaviors.

### 3.2 Partitioned approach

We considered also another similar approach, inspired by the observation of patterns extracted with DMD as shown in section 3.1 for particular dynamical systems. We are going to use the same notation, when possible, introduced in section 3.1.

Starting from the $p$ matrices $X^{\mu_i}$ we construct $\mathcal{X}_1$ as in eq. (3.1). Then we apply POD to $\mathcal{X}_1$ to obtain POD modes $U_n \in \mathbb{R}^{m \times n}$, and we compute modal coefficients $\tilde{X}^{\mu_i} = U_n X^{\mu_i}$ of the full order snapshots, for each parameter in the training set $S = \{\mu_1, \ldots, \mu_p\}$. Note that this procedure is the same which we presented in section 3.1. However, at this point we do not build the matrix $\mathcal{X}_2$: instead we perform $p$ separate DMDs, one for each matrix $\tilde{X}^{\mu_i}, i \in \{1, \ldots, p\}$. Namely, for each $\mu_i$ with $i \in \{1, \ldots, p\}$ we consider the matrices $\tilde{X}^{\mu_i}_1, \tilde{X}^{\mu_i}_2 \in \mathbb{R}^{n \times (N-1)}$ which results from taking $N - 1$ columns of $\tilde{X}^{\mu_i}$ — as in the standard DMD method — and we approximate the DMD operator $\tilde{A}^{\mu_i} \in \mathbb{R}^{n \times n}$ such that $\tilde{X}^{\mu_i}_2 = \tilde{A}^{\mu_i} \tilde{X}^{\mu_i}_1$. After that the prediction of future POD coefficients is carried out independently for each tested parameter using eq. (3.3).
**Algorithm 2** Dynamic Mode Decomposition for parametric problems — Partitioned

**Input:** $X^\mu_1, \ldots, X^\mu_p \in \mathbb{R}^{m \times N}$

Construct the matrix $X_1 \in \mathbb{R}^{m \times Np}$

Compute the POD coefficients of the columns of $X_1$

Store the coefficients into $\tilde{X}^\mu_i$, $i \in \{1, \ldots, p\}$

for $i \in \{1, \ldots, p\}$ do

Compute the DMD operator $\tilde{A}^\mu_i$ by fitting $\tilde{X}^\mu_i$

end for

According to our experiments this approach is more reliable than that presented in section 3.1 when applied on systems for which the variation of the parameter leads to a considerable change in the behavior. Different instances of these systems (i.e. realizations with different parameters) are often weakly coupled, in the sense that it is usually hard to find recurrent patterns, if not possible at all. The application of the method presented in this section partially fixes the problem.

### 3.3 Online phase

Using the features presented in section 2 and the methods proposed in section 3.1 and section 3.2 we are able to exploit eq. (2.4) to predict the value of POD coefficients in future time instants. To simplify the discussion we are going to assume that the approach is used to predict just one time instant, namely $t^*$.

After the *offline phase* we can exploit the DMD operator (or the several DMD operators in case of the partitioned approach) to predict the reduced snapshots at time $t^*$ for the parameters in the training set $S = \{\mu_1, \ldots, \mu_p\}$, obtaining then the matrix $X_3$ which has the following form:

$$X_3 = \begin{bmatrix} X_1^{\mu_1} & \cdots & X_1^{\mu_p} \\ \vdots & \ddots & \vdots \\ X_p^{\mu_1} & \cdots & X_p^{\mu_p} \end{bmatrix} \in \mathbb{R}^{n \times p} \quad (3.4)$$

The matrix $X_3$ has one row for each retained POD coefficient and one column for each realization of the parametric system used to train the algorithm.

![Figure 2: Scheme of the numerical pipeline to perform the online stage.](image)

In the *online phase* we explore the *solution manifold* for untested parameters in $\mathbb{P}$ using an approach similar to POD with Interpolation (PODI) [2, 10]. This means that the mapping between the parameter space and the POD space is approximated by using some regression or interpolation techniques. Formally we train the regressor $I : \mathbb{P} \rightarrow \mathbb{R}^n$ on the system of $p = |S|$ vectorial equations $I(\mu_i) = X_3^{\mu_i}$ for $i \in \{1, \ldots, p\}$. Using $I$ we are able to approximate a new reduced snapshot $\tilde{X}_3^{\mu_*}$ for an untested parameter $\mu_*$. We remark that in order to obtain the approximated reduced snapshot we need a multidimensional regressor; alternatively, a single regressor can be built for any components of the reduced snapshots.
At this point, we are able to recover the approximated full order vector \( x_t^{∗∗} = \hat{x}_t^{∗∗} = U_n \hat{x}_t^{∗∗} \in \mathbb{R}^m \), which is the predicted realization of the system with the untested parameter \( \mu^∗ \) in the future time instant \( t^∗ \). We have summarizes the online procedure in Figure 2, showing the integration of the numerical tools adopted within the introduced pipeline.

**Algorithm 3** Dynamic Mode Decomposition for parametric problems — Online phase

| Input: | The operator \( \mathbf{A} \) (or the operators \( \{ \mathbf{A}^{\mu_i} \}_{i=1}^p \)) |
|-------|---------------------------------|
| Input: | the POD basis \( \mathbf{U}_n \) |
| Input: | the parameter \( \mu^∗ \in \mathbb{P} \) |
| Input: | the time instant \( t^∗ \) |

Predict the reduced snapshots \( \hat{x}_t^{∗∗i} \in \mathbb{R}^n \) using DMD operator(s) for \( i \in \{1, \ldots, p\} \)

Build the mapping \( \mathcal{I}: \mathbb{P} \rightarrow \mathbb{R}^n \) such that \( \mathcal{I}(\mu_i) = \hat{x}_t^{∗∗i} \) for \( i \in \{1, \ldots, p\} \)

Approximate the new reduced snapshot \( \hat{x}_t^{∗∗} = \mathcal{I}(\mu^∗) \)

Recovr the full dimensional representation \( \hat{x}_t^{∗∗} = U_n \hat{x}_t^{∗∗} \in \mathbb{R}^m \)

### 4 Knowledge-based DMD operator stabilization

It may happen in some cases that DMD produces *not physical* modes in a frequency sense. The eigenvalues corresponding to the modes give us indeed precise information about their stability, which we can exploit together with our a priori knowledge about the problem at hand. Let us suppose to deal with a stable dynamical system, whose output is used to compute the DMD operator. Nonetheless the stability of the original system, DMD could compute divergent modes, which means that the eigenvalues associated with these modes reside outside the unit circle (*modulo* greater than one). This is a very problematic aspect if we intend to perform prediction on future time instants, since these eigenvalues are very likely to diverge due to Eq. (2.4), making the prediction unusable. The DMD dynamics — i.e. the evolution in time of the modes — is strictly correlated to the problem at hand, but it is also affected by numerical approximation, noisy data, or a limited set of input snapshots, which may induce the DMD to compute divergent modes even when applied to stable systems. To overcome these difficulties, we propose here a simple approach to stabilize the DMD operator by looking at its eigenvalues. The main idea is to keep only the modes that show dynamics consistent with the nature of the problem, discarding all the spurious contributions.

We consider a threshold \( \epsilon \ll 1 \) as the unique (hyper)parameters of such a stabilization. First of all, we discard all the DMD modes that have the modulo of the corresponding eigenvalue greater than \( 1 + \epsilon \), which we remark be the divergent ones. We perform the same procedure also to convergent modes — which tend to have a nil contribution advancing in time —, removing the modes that have the corresponding eigenvalue inside the unit circle. Finally, the eigenvalues of the remaining modes are projected onto the unity circle (i.e. the eigenvalue is normalized), in order to stabilize the operator. Formally, we manipulate the eigenvalues such that:

\[
\lambda_{i}^{\text{stable}} = \begin{cases} 
0 & \text{if } |\lambda_i - 1| > \epsilon \\
\frac{\lambda_i}{|\lambda_i|} & \text{otherwise} 
\end{cases} \quad \text{for } i = 1, \ldots, r. \tag{4.1}
\]

Defining \( \mathbf{\Lambda} = \text{diag}(\lambda_1^{\text{stable}}, \ldots, \lambda_r^{\text{stable}}) \) is sufficient to obtain the stabilized prediction since the contribution of unstable modes is neglected by applying Eq. (2.4). It must be said that this discarded contribution we apply to the DMD operator may cause a higher error in the reconstruction of the training snapshots, but it aims to limit such an error in unseen time instants, resulting in an ideal procedure to apply for future forecasting. Finally, we conclude by specifying the generality of this approach: during one of the experiments collected in this work, we applied such processing to stabilize the DMD operator(s), since we knew the periodically stable nature of the studied problem (5.3). The same approach could be applied by exploiting all the knowledge we have: in the case of a damped system, only converging (eigenvales modulo less than one) modes should be considered, whereas if dominant frequencies should be present, only modes with those frequencies (or their multiples) could be taken into account to improve the future accuracy.
Figure 3: Graphical example of stabilization: on left, the eigenvalues (red) of the DMD operator are sketched together with the unitary circle (solid black line) in the complex plane. On right, we show the same entities after the stabilization: the eigenvalues distant from the unit circle have been discarded, whereas the closest are scaled in order to have the modulo equal to one.

Figure 4: On the left, the two simple functions which we are using for the composition. We consider 10 values of $\mu$ to train our algorithm, the realizations corresponding to $\mu \in \{0.1, 0.3, 0.5, 0.7\}$ are shown on the right.

5 Numerical results

In this section we present the numerical results obtained using the two approaches discussed in sections 3.1 and 3.2 on three problems in different topics.

5.1 Numerical study 1: System of algebraic equations with linear parameter dependency

For our first experiment we consider the simple system depicted in fig. 3 which is the parametrized composition of two time dependent functions:

$$f(x, t, \mu) = \mu f_1(x, t) + (1 - \mu) f_2(x, t), \quad \begin{cases} f_1(x, t) = \text{sech}(x + 3) \exp(i2.3t) \\ f_2(x, t) = 2 \text{sech}(x) \tanh(x) \exp(i2.8t) \end{cases} \quad (5.1)$$

We consider the time instants set $\mathcal{T}$ to be an equispaced sampling of the time frame $[0, 4\pi]$ (we retain $N = 129$ samples); the spatial domain $\Omega$ is $[-5, 5]$ (we take $m = 1000$ equispaced samples from this interval). Therefore our output function, which is a discrete version of that shown in eq. (5.1), has the form $\mathbf{f}^k \in \mathbb{R}^{1000}$, $k \in \mathcal{T}$: each component of the vector corresponds to one of the 1000 samples of the space domain $\Omega$. From the formulation of the problem it is clear that the dependency of the system on the parameter $\mu$ is linear. We consider the training parameters set $\mathcal{S}$ to be an equispaced sampling of the set $[0, 0.9]$ (we retain $p = 10$ samples from this interval).
Considering the linear dependency of the system on the parameter $\mu$, we apply the monolithic method discussed in section 3.1. From fig. 5a, we infer that the optimal value for $n$ (the number of POD modes retained for each realization of the system) is $n = 2$. The optimality of this value is also confirmed by the fact that the corresponding POD modes (fig. 5b) are physically coherent with the system depicted in fig. 4. After the application of DMD (we take only the first two modes employing the singular values criteria, fig. 6a), we obtain the matrix $\Phi \in \mathbb{R}^{np \times 2} = \mathbb{R}^{20 \times 2}$ of the two DMD modes extracted from $X_2$ defined like in eq. (3.2). In order to visualize the results of the analysis, we split $\Phi$ in $p$ sub-components $\Phi_i \in \mathbb{R}^{n \times 2} = \mathbb{R}^{2 \times 2}$: each column contain the part of the DMD mode relative to a particular parameter. After that, we use the matrix of POD modes to recover the full-dimension appearance of each DMD mode (fig. 6b). The dynamics of the two DMD modes are then visualized in fig. 6c, as expected they are periodic functions.

We are now able to start the online phase: using DMD modes and dynamics we approximate POD coefficients corresponding to future time instants ($t > N$) for tested values of the parameter. We would like to double the amplitude of the time frame, namely we intend to approximate the behavior of the system until $t = 8\pi$ (we keep the same time difference between consecutive snapshots). We also consider three untested parameters: $\mu_x \in \{0.375, 0.525, 0.875\}$. After the examination of fig. 7a, we can assume that POD coefficients are arranged roughly along a straight line for all time instants. This situation is ideal for the interpolation, assuming that DMD preserves this kind of arrangement. In fig. 7b we plot the results of the interpolation, versus the expected POD coefficients, which we obtained projecting the matrix $X_{\mu_x}$ onto the reduced POD subspace spanned by the columns of the matrix $U_n$ of POD modes, where $\mu_x$ is any of the untested parameters which we mentioned above.

In fig. 8 we depict the system predicted/interpolated using our approach, for the three untested parameters $\mu_x \in \{0.375, 0.525, 0.875\}$, in the doubled time frame $[0, 8\pi]$. The non-null error is most likely given by the fact that we considered a small number of POD modes with respect to the high dimensionality of the original system.

5.2 Numerical study 2: An heat conductivity problem

We consider now a parametric nonlinear unsteady heat problem introduced in [15, 20]. We want to compute the unknown $u(x, t, \mu)$ with $x = (x_1, x_2) \in \Omega = [0, 1] \times [0, 1]$, $t \in [0, 2]$ and $\mu = (\mu_1, \mu_2) \in \mathbb{P} = [0.01, 10]^2$ such that

$$\begin{align*}
\frac{\partial u}{\partial t} - \nabla^2 u &= 100 \sin (2\pi x_1) \sin (2\pi x_2) \sin (2\pi t) - \frac{\mu_1}{\mu_2} (e^{\mu_2 u} - 1) \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega.
\end{align*}$$

The discrete solution of such a problem is obtained by employing the finite element framework. The 2D spatial domain is divided in 800 triangular cells with P1 element.

![Figure 5: Looking at singular values of the system, on the left, we deduce that the most contribution is given by the first two POD modes. We drew those modes on the right.](image)
(a) First 20 singular values extracted during the application of DMD to $\mathcal{A}_2$.

(b) Appearance of the two DMD modes extracted from $\mathcal{A}_2$, divided into subcomponents.

(c) Dynamics extracted with DMD applied on $\mathcal{A}_2$.

Figure 6: Results of the application of DMD to the matrix $\mathcal{A}_2$: singular values (fig. 6a), DMD modes (fig. 6b), dynamics of the extracted modes (fig. 6c).

(a) First and second POD coefficients for tested parameters at several time instants.

(b) Interpolated/predicted and expected POD coefficients at $t = 6\pi$.

Figure 7: On the left we show the arrangement of POD coefficients for $t = \pi, 3\pi < N$ as $\mu$ varies. On the right, the results of the prediction and interpolation of five untested parameters for $t = 6\pi > N$.

We consider 95 instances of the system. The distribution of the parameters (tested and untested) is depicted in fig. 9a, alongside the physical appearance of the system at several (known) time instants. For all the parametric samples, we collect 86 snapshots equispaced in the time window $[0, 85]$. We retained 30 POD modes for the reduced space, and did not perform an additional reduction during the DMD-step. We attempt to predict/interpolate the system for three more untested parameters, depicted in red in fig. 9a, which we collect into the set $\mathcal{Q}$. We also consider an extended time frame $86 \leq t \leq 100$.

In fig. 10a we observe that, unlike the system considered for the first experiment, POD applied on $\mathcal{A}_1$ needs a considerable number of POD modes in order to capture all the significative characteristic structures of the parametric system. The first hard step occurs around the 100-th singular value, however we preferred to choose a lower threshold in order to keep the interpolation error under control. We can still see that the first modes are the most significative ones, even when
POD is applied simultaneously on more realizations of the same parametric system. In fig. 11 we see that the distribution of POD modal coefficients (starting from the second one) is less regular than the distribution in the first experiment. In fig. 12 we plot the result of the interpolation (we used a linear interpolator) for two tested and three untested parameters. The error on POD coefficients for tested parameters are visualized to check in which step we introduce the biggest error. In fact we can see that in the unknown time frame (starting from $t = 85$) the error on tested POD coefficients starts to increase slightly, while the error on untested POD coefficients remains stable. This means that the error introduced with the prediction provided by DMD is negligible with respect to the error introduced by interpolators.

Finally, we plot the prediction for one of the untested parameters and unknown time instants computed using our approach, alongside the truth solution, the relative and absolute error. The red cross at the center of fig. 14b is given by the fact that that region of $\Omega$ maintains values around zero for the majority of time instants, therefore the relative error appears high with respect to the neighborhoods. The same “problem” does not appear in fig. 14a since no division is performed.

For this problem we consider a set of experiments aimed at checking the sensitivity of the approach on the number of tested parameters and on the size of the time frame used during the training of DMD. We also take into account several interpolators with different features for the online phase, in order to assess which one could really provide better performances. In order to visualize such measurements we are going to compute a scalar function $e_T(S, T, t, \mu)$ defined as the relative error at time $t$ between the reconstructions of the system in the untested parameter $\mu \in Q$ and the high-fidelity validations. Since we consider more than one $\mu$ for this measurement (we recall that $Q$ is a set of untested parameters which we presented above), we are going to consider the mean relative error. Formally we define it as:

$$e_T(S, T, t) = \frac{1}{|Q|} \sum_{\mu \in Q} \frac{\|\hat{x}^\mu_{S,T} - x^\mu_t\|_2}{\|x^\mu_t\|_2}$$

where $\hat{x}^\mu_{S,T}$ refers to the snapshots approximation of the algorithm trained over $S$ parametric samples and $T$ time instants. We would like to investigate the accuracy of the prediction in the experiments, therefore we are going to evaluate the value of $e_T(S, T, t)$ for several combinations of the parameters taken into account, in order to assess the sensitivity of the proposed method on the different factors which affect the quality of the reconstruction.

Since we need to interpolate values on a 2-dimensional surface, during the experiment we are going to consider the following regressors, for which we provide a brief explanation:

- **Linear**: divides the surface in 2-dimensional simplices, and interpolates linearly on each sub-surface [20];

![Figure 8](image)

(a) Reconstruction of the system for untested parameters in future time instants.

(b) Absolute error of the reconstructed system.

Figure 8: On the left we plot the result of the algorithm discussed in section 3.1; on the right we show the absolute error between the expected and reconstructed system.
Figure 9: On the left we plot the distribution of parameters we considered for the system, and on the right we depict the realization of the system represented by the solid blue point in four time instants.

Figure 10: Unlike the system shown in section 5.1, it is clear that we would need to consider an higher number of POD modes in this case in order to guarantee an high fidelity reconstruction.

- **Cubic**: return the value determined from a piecewise cubic polynomial surface [20];
- **Nearest neighbor**: Return the nearest value in the dataset [6];
- **GPR**: Interpolates using a Gaussian Process [37].

In the first experiment we consider a random initial training set $S_0$ which contains 20 parameters. We add random parameters one by one in such a way that $S_{k+1} = S_k \cup \text{rand}(\mathbb{P} - S_k)$, where the function $\text{rand}$ extracts a random member from the set passed as argument, and $\mathbb{P}$ is the set which contains all the allowed parameters for the parametric system taken into account. This procedure is iterated $r$ times, until the size of the training set (which we refer to as $p = |S_r|$) is equal to 95. In this experiment the size of the time frame used for the training phase is fixed ($T = \{ t \ | \ 1 \leq t \leq 85 \}$). We also consider five distinct untested parameters $\bar{S}$ extracted randomly from the set $\mathbb{P} - S_r$. The distribution of parameters used for the training phase and those used to validate the approach is plotted in fig. 9a.

Using the approach presented in section 3.2 for each training set $S_k$ we interpolate the system in the untested parameters $\bar{U}$ and predict the system in the time frame $86 \leq t \leq 100$. We also evaluate the function $e_T(S_k, T, t)$ for each possible combination of its arguments (keeping $T$ fixed, and $k \in \{0, \ldots, r\}$). The value $e_T(S_k, T, t = 90)$ is shown in the left part of fig. 15.
dependency of the mean relative error on the cardinality of the set $S_k$ of training time instants considered during the offline phase. It is clear that the error decreases in general when the number of tested parameter increases as expected; however there is a little bit of overfitting around $p = 90$ for all the interpolators.

In the second experiment the set of tested parameters is fixed ($p = 95$, we consider the biggest training set $S_r$ from the last experiment). We consider an initial time frame $T_0$ which spans from 1 to 50; at each step we add one time instant to the training time frame in such a way that $T_{k+1} = \min(N - T_k)$. We iterate this process $q$ times, until $85 \in T_r$.

Then we execute the same operations performed in the last experiment: we interpolate and predict the system in the time frame $86 \leq t \leq 100$ for five untested parameter (the same of the last experiment), and we compute the values of the function $e_I(S_r, T_k, t)$ for all the possible combinations of its parameters (this time we keep $S_r$ fixed and let $k \in \{0, \ldots, q\}$).

The results of the experiment are plotted in the right part of fig. 15 for $t = 90$, where we depict the dependency of the error function on the cardinality of the set $T_k$ of training time instants considered during the offline phase. After a critical phase, which is most likely due to the internal working of DMD (we remark that the error taken into account is relative), the error decades as the number of time instants increases, which is the expected behavior; finally (time frame $0 \leq t \leq 60$, approximately) the error becomes almost stable.

5.3 Numerical study 3: Navier-Stokes’s cylinder

The third numerical experiment is the simulation of a parametric Navier-Stokes flow passing around a circular cylinder. The equations that describes the problem are:

\[
\begin{cases}
\frac{\partial u}{\partial t} + (u \cdot \nabla) u + \nabla p - \nu \Delta u = f & \text{on } \Omega \times [0, T], \\
\nabla \cdot u = 0 & \text{on } \Omega \times [0, T], \\
u_x = \mu & \text{in } \Gamma_{IN} \times [0, T], \\
u = 0 & \text{in } \Gamma_{Cyl} \cup \Gamma_S \cup \Gamma_N \times [0, T],
\end{cases}
\]

(5.4)

where $\Omega$ is the 2-dimensional rectangular domain containing a circular hole (which represents the cylinder), depicted in Figure 16. We set $T = 5000$ and $\Delta t = 0.2$ for time discretization in the full-order model. The parameter $\mu$ controls the horizontal component of the velocity of the fluid entering the inlet (the vertical component is set to zero), and consequently also the Reynolds number. Since the parameter space is set to $\mathbb{P} = [0.0001, 0.002]$, we are here in laminar regime, making unnecessary the employment of turbulence models. We impose on the physical walls (namely the cylinder and the two horizontal walls) the no-slip boundary condition. For the training set, we considered 14 equispaced values of $\mu \in \mathbb{P}$ and 200 time instants in the time window $[4000, 4800]$ with $\Delta t = 4$. Initial time steps show the propagation of boundary condition, obfuscating the real physical phenomena, and then they are discarded by the training set.

![Figure 11](image1.png)

(a) First POD coefficient at $t = 10$.

![Figure 11](image2.png)

(b) Second POD coefficient at $t = 10$.

Figure 11: The first POD coefficients (fig. 11a) for each value of $\mu$ are arranged roughly on a flat surface. However, the second POD coefficients (fig. 11b) are much more scattered, but we could attempt the interpolation using a linear interpolator, or the algorithm K-NearestNeighbors.
Figure 12: Evolution over time of the absolute error on the first and second POD coefficient for several tested and untested values of the parameter. We employed the partitioned procedure discussed in section 3.2 to test the results of our approach on the two untested parameters $\mu = 0.0005$, $\mu = 0.001775$, for which we predicted an approximated solution for the time instants between 4800 and 5000. For this experiment we only considered the horizontal component of the point-wise velocity of the fluid, in order to simplify the presentation of the results.

We considered 40 POD modes, and did not perform an additional reduction during the application of DMD. We used HODMD, the variant of DMD described in section 2.1, since the spatial complexity (which is 40 in this case, since we only retain 40 POD coefficients) was much lower than the number of time instants considered for the training (we remind to the reader that for the modular approach DMD is applied individually to each matrix $A_{\mu_i} \in \mathbb{R}^{n \times N}$ of POD coefficients). We also used the stabilization approach presented in section 4 and retained only DMD modes corresponding to eigenvalues whose distance from the unit circle was at most $\epsilon = 10^{-3}$. As we can see in fig. 19, thanks to such approach we are able to discard all the divergent modes, obtaining a good prediction also in test time window $[4800, 5000]$ (relative mean error equal to 0.04). We

Figure 13: Graphical result for an untested parameter in the heat problem, at $t = 91$. (a) Original system. (b) Output returned by pDMD.
(a) Absolute error.  
(b) Relative error.  

Figure 14: Error plot for the untested parameter (same as section 5.2).

Figure 15: Sensitivity on the number of tested parameters ($S_k$) and on the number of tested time instants ($T_k$).

Figure 16: The domain $\Omega$ for the parametric Stokes flow simulation.
remark that without stabilization the error for future time instants is several order of magnitude bigger, since the exponential growth of some modes.

Figure 19: DMD Stabilization in the Navier-Stokes problem. On top, DMD eigenvalues and dynamics before stabilization. On bottom, DMD eigenvalues and dynamics after stabilization.

In section 5.3 we show the physical appearance of the system for one of the tested parameters. After the examination of the decay of the singular values of the matrix $X_1$ (fig. 18) we observe that the system is poorly represented if we use a low number of POD modes. However, the proposed approach relies on the interpolation of POD modal coefficients, which becomes less and less precise (for same number of samples) at higher dimensions. Therefore we expect an increase in the error if the number of POD modes is increased. While we see some advantages in raising the number of POD modes (especially for systems like this one) it is recommended to look for a compromise between the error given by regression and error given by POD space projection.

In fig. 18 we also observe the first POD modes, which are the characteristic modes for low values of the parameter (first mode, in this case the system is stationary and has almost no waves) and high values of the parameter (second and third modes). This confirms that POD is able to extract dominant structures simultaneously from different instances of a parameterized system.

In fig. 20 we provide an analysis of the error on the first POD coefficients as a function of the time, in the predicted time frame ($4800 \leq t \leq 5000$). Like in the previous cases, the error is computed with a multiplication between the high-dimensional matrix which represents the system

Figure 17: The system for $\mu = 0.0015$ (one of the tested parameters) at $t = 850$. 
in the untested parameters and the matrix $U_r$ of POD modes obtained during the offline phase. Again, POD coefficients do not appear to be placed along a linear path as $\mu$ varies, however we are able to obtain an acceptable approximation for intermediate values of the parameter.

Finally, in figs. 21 and 22 we show the results of the proposed algorithm (above) against the truth solution (below). In the regions outside the cylinder trail the pointwise error is higher, due to the low number of POD modes we considered. However we are able to obtain an acceptable approximation of the region of $\Omega$ in the trail: we obtain a low pointwise error near the cylinder; as we proceed towards the right wall the error increases, but we are able to capture and represent the characteristic behaviors of the waves.

6 Conclusions

In this contribution, we introduced a novel approach to exploit dynamic mode decomposition even in the case of parametrized dynamical systems. Keeping the data-driven nature and the offline–online subdivision of the original algorithm, we exploit reduction and regression techniques in order to obtain a quick approximation of the output of interest for new untested parameters, in any temporal instant. The such methodology demonstrated its effectiveness with three different numerical experiments, presenting some limitations where the original model is not well represented.
in a POD space, as for the Navier-Stokes problem. A possible solution for these problems has been proposed in [17], in parallel to the preparation of this manuscript, by interpolating the different DMD operators computed for different parameter values.

In this work, we presented the results obtained by taking parameters individually (partitioned approach) and all together (monolithic approach). We theorize that the accuracy may be improved by introducing some clustering techniques to group parameters (e.g. spatial position, resulting Reynolds number, ...). The goal is to put into the same cluster parameters which lead to similar realizations of the dynamical system. This modification – which could be tuned according

Figure 21: Results of the proposed algorithm (above) for the Cylinder problem for \( \mu = 0.0005 \) at \( t = 1250 \) (truth solution below).

Figure 22: Results of the proposed algorithm (above) for the Cylinder problem for \( \mu = 0.001775 \) at \( t = 5000 \) (truth solution below).
to some hyperparameter that determines the number of clusters to be found in the set — might enable finding the optimal approach by moving on a segment whose extremes are the monolithic and the partitioned approaches. It may even be interesting to consider clusters with non-empty intersections, in order to improve the linking between different groups of parameters. However, we expect that finding an optimal configuration, in this case, would be much more difficult. Another further improvement of the proposed framework could be the usage of other dimensionality reduction techniques in order to replace the POD method. A possible candidate is a class of autoencoder methods, which have already been used to analyze and explain the temporal evolution of fluids [12]. Finally, we postponed the application of noise-tolerant DMD variants in order to improve the robustness and accuracy of our method.
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