Stationary states of trapped spin-orbit-coupled Bose–Einstein condensates
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We numerically investigate low-energy stationary states of pseudospin-1 Bose–Einstein condensates in the presence of Rashba–Dresselhaus-type spin-orbit coupling. We show that for experimentally feasible parameters and strong spin-orbit coupling, the ground state is a square vortex lattice irrespective of the nature of the spin-dependent interactions. For weak spin-orbit coupling, the lowest-energy state may host a single vortex. Furthermore, we analytically derive constraints that explain why certain stationary states do not emerge as ground states. Importantly, we show that the distinct stationary states can be observed experimentally by standard time-of-flight spin-independent absorption imaging.

Introduction—Ultracold atomic gases have proven to be excellent systems to emulate various phenomena arising in condensed matter and high-energy physics. However, due to the charge neutrality of the constituent atoms, no Lorentz force acts on these systems in the presence of an electromagnetic field. This apparently limits the use of these systems in simulating phenomena arising from the coupling between a matter field and a gauge field. Therefore, methods to generate effective gauge potentials for ultracold atoms have been actively studied in recent years [1–12]. One way to create such an artificial gauge field, is to couple the atoms with spatially varying laser fields [5,8]. This scheme is advantageous since it can be used to create both Abelian and non-Abelian gauge potentials [13,14], and the resulting field may be controlled and shaped by adjusting the laser beams [11].

These techniques can be used to create an artificial gauge potential that mimics the vector potential arising from the spin-orbit coupling (SOC), i.e., the interaction that couples the spin and momentum degrees of freedom [1–4,12,13]. A special case of SOC is the Rashba–Dresselhaus (RD) coupling which is actively studied due to its relevance in spintronics [15,20]. In RD coupling, the vector potential is proportional to the spin-1/2 operator of a particle within a plane. In Ref. [12], it was proposed that RD-type SOC could be generalized for spins larger than 1/2 in cold atomic gases using the so-called N-pod setup, where N laser beams are used to couple N internal atomic ground states to a common auxiliary state. A tetrapod setup (N = 4) was suggested to generate RD-type coupling where the vector potential is proportional to a spin-1 operator within a plane. The RD coupling has been shown to generate non-trivial structures in spin-1/2, spin-1, and spin-2 Bose–Einstein condensates (BECs) [21,22].

In the homogeneous RD-coupled BEC, the solutions of the single-particle Hamiltonian are plane waves. These solutions provide insight into the stationary states of a trapped system, which can be approximated by superpositions of different number of the degenerate single-particle solutions. In Ref. [21], it was stated that the ground state of the trapped RD coupled condensate has two possible phases in the spin-1 case, namely the plane-wave (PW) and the standing-wave (SW) phases. In the PW phase the ground state of the condensate can be approximated by a single plane wave, whereas in the SW phase each spinor component consists of two counter-propagating coherent plane waves forming a standing wave. In Ref. [22], symmetry properties of the system were used to classify the ground-states of a trapped BEC with strong RD coupling. It was predicted that in addition to the PW and SW states, also exotic lattice states, namely, the triangular-lattice state and the square-lattice (SL) state emerge as the ground states of the spin-1 condensate. These states are superpositions of three and four plane waves, respectively, and they are invariant under simultaneous discrete spin and space rotations about the z-axis. Such vortex lattices cannot be created by rotating the condensate as the total angular momentum of these states vanishes. The SL state has also been predicted to occur in rapidly quenched spin-orbit coupled Bose gases [20]. Furthermore, in Ref. [23], states preserving the combined SO(2) spin-space rotational symmetry of the Hamiltonian were found to be ground states in some regions of the parameter space. These states can be approximated by an infinite number of degenerate single-particle solutions.

In this Rapid Communication, we analyze the energetics of stationary states arising from the RD-type SOC in an optically trapped pseudospin-1 BEC. In Refs. [21] and [24], exotic ground states were predicted to emerge but only a few discrete values of parameters were considered. In our analysis, we concentrate on the effect of the SOC strength on the energies of the stationary states for realistic density-density coupling strengths and determine the ground state of the condensate in different regions of the parameter space. The SL state is found to emerge as the ground state for strong SOC, irrespective of the spin-dependent interactions. Starting from the homogeneous approximation, we analytically derive constraints for the possible ground states and neglect the states that are found to be energetically unfavorable.
These unfavorable states include the triangular lattice, described above, for the reasons we will explicate below. Furthermore, we propose a robust method to observe the exotic stationary states by imaging only the particle density in time-of-flight experiments.

Theory—In the tetrapod setup described in Ref. [12], four laser beams are used to couple four internal atomic ground states to a common auxiliary state. This coupling gives rise to three degenerate dark states, that is, zero-energy eigenstates of the atom-light Hamiltonian that are superpositions of the four atomic ground states. The condensed atoms reside in the dark states which play the role of internal pseudospin degrees of freedom [11], and the order parameter of the system takes the form of a three-component spinor denoted by \( \Psi = (\Psi_1, \Psi_0, \Psi_{-1}) \).

The stationary states of the system are solved from the time-independent Gross–Pitaevskii (GP) equation

\[
\mathcal{H}[\Psi] = \mu \Psi(r),
\]

(1)

where the effective Hamiltonian of the system is given by

\[
\mathcal{H}[\Psi] = \frac{1}{2m} \left( \frac{\hbar}{i} \nabla - \alpha \mathbf{A} \right)^2 + \Theta + V(r) + c_0 \Psi^4(r) \Psi(r).
\]

(2)

Here \( m \) is the atomic mass, \( V \) is the optical trapping potential, \( \alpha \) is the SOC strength, and \( c_0 \) is the density-density coupling constant. The vector \( \mathbf{A} \) represents the non-Abelian gauge potential and the matrix \( \Theta \) is an effective scalar potential. In the tetrapod setup \( \Theta = \alpha^2 F_z^2 / (2m) \) and the vector potential is of the Rashba–Dresselhaus form \( \mathbf{A} = F_x \hat{e}_x + F_y \hat{e}_y \) [12]. With this vector potential and assuming that the optical trapping potential \( V \) is cylindrically symmetric, the Hamiltonian in Eq. (2) is invariant under the combined spin and spatial rotation about the \( z \)-axis \( \mathbf{R} = e^{i \gamma F_z} + \gamma L_z \).

The simple Hamiltonian in Eq. (2) yields a good description of the system in the case that the four internal atomic states coupled to the auxiliary state are chosen such that the density-density coupling is roughly independent of the internal state. For example, if the states are chosen from the \( F = 2 \) manifold of \(^{87}\)Rb, the atom-atom interaction Hamiltonian is a sum of the density-density, spin-spin, and spin-singlet pairing interaction terms [30]. The magnitudes of the latter two terms are of order 1% of the first one [31]. Hence, we obtain the Hamiltonian in Eq. (2) by keeping only the density-density term which retains its form also in the dark state basis. Counting on the possibility that an analogous spin-orbit interaction is realized in a genuine spin-1 system, we also perform calculations in the presence of a spin-spin coupling term \( \mathcal{H}_{ss} = c_2 \Psi \dagger \mathcal{F} \Psi(r) \cdot \mathcal{F} \) [32, 33], where \( c_2 \) is the spin-spin coupling constant and \( \mathcal{F} = (F_x, F_y, F_z)^T \) is a vector of spin-1 matrices. We consider both the ferromagnetic (\( c_2 < 0 \)) and the antiferromagnetic (\( c_2 > 0 \)) interactions.

Significant understanding of our results can be gained by considering the homogeneous RD-coupled BEC. The minimum-energy eigenstate of the single-particle Hamiltonian, \( \mathcal{H}_1 = (-h^2 \nabla^2 + 2i \hbar \alpha \mathbf{A} \cdot \nabla + 2h^2 \alpha^2) / (2m) \), is a plane wave \( \Psi_k = \Phi_k e^{i k \cdot r} \) [12], where \( k \) lies in the \( xy \)-plane, \( \Phi_k = (1, \sqrt{2} e^{i \theta_k}, e^{-i \theta_k})^T / 2 \), and \( \theta_k = \arctan(k_y / k_x) \). The corresponding energy is given by \( E_k = h^2 (k^2 - 2 \alpha k + 2 \alpha^2) / (2m) \). Let us consider states which are superpositions of the degenerate single-particle ground states

\[
\Psi^{(n)} = B f(r) \sum_{j=1}^{n} a_j \Phi_{k_j} e^{i k_j \cdot r},
\]

(3)

where \( B \) is a normalization constant and \( f(r) \) models the presence of the trapping potential and the effect of repulsive interactions. Thus, \( |f(r)|^2 \) yields a density profile characteristic of trapped condensates. It is straightforward to show analytically that, irrespective of \( f(r) \), the SOC energies of the states with arbitrary \( n \) are degenerate, \( \mathcal{E}_{SOC} = \int \Psi^{(n)}(r) (2i \hbar \alpha \mathbf{A} \cdot \nabla + 2h^2 \alpha^2) \Psi^{(n)}(r) \langle \mathbf{r} \rangle / 2m = h^2 (-\alpha k + \alpha^2) / m \). However, some of these superposition states give rise to density profiles which are energetically unfavorable. Hence, we require that the condensate density profile should be smooth, i.e.,

\[
\nabla \left| \Psi^{(n)}(r) / f(r) \right|^2 = 0.
\]

(4)

This requirement assures that the interference of the plane waves does not cause spatial variations in the density. We note that if the density-density coupling is very weak, the energy contribution coming from the density modulations might not be large enough to render the state energetically unfavorable. However, for typical experimental values of \( c_0 \), Eq. (4) should be fulfilled. Equation (4) is trivially satisfied for \( n = 1 \), but for other odd values of \( n \), the condition never holds, implying that these states are energetically unfavorable due to density modulations. For \( n = 2 \) the requirement is satisfied if \( \theta_1 - \theta_2 = \pi \), where \( \theta_j = \arctan(k_y / k_x) \). For other even superpositions, the requirement is satisfied only if the constants \( a_j \) in Eq. (3) satisfy the condition \( a_i^* a_j + a_j^* a_{i'} = 0 \) with \( i, j = 1, 2, \ldots, n, \theta \) is a positive integer. We conclude that the energetically favorable solutions consist of either a single \( k \) or one or multiple pairs \( (k, -k) \). In particular, the above condition implies that the counter-propagating plane waves must have equal amplitudes. When \( n \rightarrow \infty \), the ansatz in Eq. (3) gives a cylindrically symmetric state and the order parameter \( \Psi \) in the cylindrical coordinates \((\rho, \phi, z)\) reads

\[
\Psi(\rho, \phi, z) = \begin{pmatrix}
\Psi_1(\rho, z) e^{i(\phi - (\rho - 1) \phi)} \\
\Psi_0(\rho, z) e^{i \phi} \\
\Psi_{-1}(\rho, z) e^{i(\phi + 1) \phi}
\end{pmatrix},
\]

(5)
shows the energies of various stationary states of the SOC strength. Panels (a)-(c) represent the pseudospin case $c_2 = 0$, the antiferromagnetic case ($c_2/c_0 = -0.01$), and the ferromagnetic case ($c_2/c_0 = 0.01$), respectively. Here we take $c_0 = 200$. The various stationary states can be approximated by superpositions of degenerate plane-wave solutions of the single-particle Hamiltonian. The plane-wave (PW) state can be approximated by a single plane wave, whereas the standing-wave (SW) state corresponds to a superposition of two coherent counter-propagating plane waves. Furthermore, the square-lattice (SL) state is formed by two pairs of counter-propagating plane waves. The dashed lines correspond to cylindrically symmetric states with different values of $\kappa$ in Eq. (5). Here, $0.5 \tilde{\alpha}^2$ has been subtracted from the energies for clarity.

**Numerical results**—The stationary states are found by solving the time-independent GP equation [11]. In order to obtain the excited states, we solve the time-independent GP equation enforcing symmetries characteristic of each state. For the cylindrically symmetric stationary states the form of the order parameter is fixed by Eq. (5). We carried out most of the computations for a pancake-shaped condensate and assumed Gaussian profile in the axial direction. A truly three-dimensional system was simulated for various values of $\alpha$ and the coupling constant $c_2$ and the obtained ground states agree with the ones obtained in the effectively two-dimensional case. We measure length in units of the radial harmonic oscillator length $a_r = \sqrt{\hbar/(m\omega_z)}$ and energy in units $\hbar\omega_z$. The dimensionless coupling constants for the effectively two-dimensional case are given by $\tilde{c}_0 \approx \sqrt{\pi}Na/a_z$, and $\tilde{\alpha} = \alpha a_z$. Here, $\alpha$ is the vacuum s-wave scattering length and $a_z = \sqrt{\hbar/(m\omega_z)}$ is the axial harmonic oscillator length. The exact form of $\tilde{c}_0$ is setup dependent.

Figure 1 shows the energies of various stationary states as functions of the SOC strength $\alpha$. For the pseudospin case with $c_2 = 0$ the SW and SL states are nearly degenerate for the intermediate values of $\alpha$, whereas for the antiferromagnetic case with $c_2 > 0$, the SW state is found to be the ground state of the condensate. For the ferromagnetic case with $c_2 < 0$, the PW state emerges for small and intermediate values of $\alpha$. We observe that in all three cases, there is a region where the ground state of the condensate is a cylindrically symmetric vortex state, corresponding to $n \rightarrow \infty$ in Eq. (5). For the ferromagnetic case, the ground state hosts a Mermin–Ho vortex with $\kappa = 1$ in Eq. (5), whereas for the antiferromagnetic case the $\kappa = 0$ state emerges as the ground state for small values of $\alpha$. In the absence of spin-spin coupling, both $\kappa = 0$ and $\kappa = 1$ vortices appear as ground states. Furthermore, for large SOC strengths the lowest-energy state is, irrespective of the value of $c_2$, a square lattice (SL) state, which can be approximated by putting $n = 4$, $|a_1|^2 = |a_2|^2 = |a_3|^2 = |a_4|^2$, and $\theta_j = j\pi/2$ in Eq. (5). We found two of these lattice states: one in which the $\Psi_0$ component has a density minimum in the middle of the
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FIG. 1. (Color online) Energies of low-energy stationary states for effectively two-dimensional condensates as functions of the SOC strength. Panels (a)-(c) represent the pseudospin case $c_2 = 0$, the antiferromagnetic case ($c_2/c_0 = 0.01$), and the ferromagnetic case ($c_2/c_0 = -0.01$), respectively. Here we take $c_0 = 200$. The various stationary states can be approximated by superpositions of degenerate plane-wave solutions of the single-particle Hamiltonian. The plane-wave (PW) state can be approximated by a single plane wave, whereas the standing-wave (SW) state corresponds to a superposition of two coherent counter-propagating plane waves. Furthermore, the square-lattice (SL) state is formed by two pairs of counter-propagating plane waves. The dashed lines correspond to cylindrically symmetric states with different values of $\kappa$ in Eq. (5). Here, $0.5 \tilde{\alpha}^2$ has been subtracted from the energies for clarity.
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FIG. 2. (Color online) (a) The magnetization of the square-lattice state. The arrows represent the projection of the magnetization to the $xy$-plane and the $z$-component of the magnetization is illustrated with the colormap. Black color corresponds to small values and white color to large values. (b) The density isosurfaces of the spinor components in the square-lattice state. The green color corresponds to $|\Psi_{-1}|^2$, the black color to $|\Psi_0|^2$ and the red one to $|\Psi_1|^2$. The field of view is $6.6 \times 3.3 \times 2.4 a_z^2$ and the isosurfaces correspond to the density $0.02 N/a_z^3$. The density isosurfaces are capped with density colormap where the lightest color corresponds to the largest density. The dimensionless value of the SOC strength was taken to be $\tilde{\alpha} = 5.0$. (Continued on the next page.)
FIG. 3. (Color online) Spinor components in the square-lattice state. The orientation of the axes in all the panels is the same. Panels (a)–(c) represent the amplitudes and panels (d)–(f) the phases of $\Psi_1$, $\Psi_0$, and $\Psi_{-1}$, respectively. The insets in panels (a)–(c) represent the absolute value of the Fourier transform for the corresponding spinor component. The horizontal and the vertical axes on the insets correspond to $k_x$ and $k_y$, respectively. The values of the coupling constants were taken to be $\tilde{c}_0 = 200$, $c_2 = 0$, and $\tilde{\alpha} = 5.0$.

The oscillations in the SL state energy curves in Figs. 1(a)–(c) are caused by the increase in the vortex density as the SOC strength increases. On the other hand, the oscillations in the curves for the SW state and the radially symmetric states are caused by the increasing number of nodes in the density profiles of the spinor components. We also investigated the effect of the density-density coupling on the energetics of the SL state. We observed that increasing $c_0$ increases the critical value of $\alpha$ for which the SL state becomes the ground state of the system. Hence, for strongly interacting BECs, strong SOC is required to render the SL state the ground state.

Finally, we demonstrate that the exotic stationary states of the spin-orbit-coupled condensates can be observed by time-of-flight experiments. Since the stationary states can be approximated by a single plane wave or superpositions of standing waves, they are characterized by either a single $k$ or pairs $\{k, -k\}$. Hence, when such a state is left to evolve in time after instantaneously removing the SOC and the optical trapping in the $x$- and $y$-directions, one would expect that the condensate density begins to move in the directions specified by the $k$-vectors. Figure 4 shows the three-dimensional dynamics for the SL state after the $xy$-trap and the SOC were switched off. We observe that the condensate density separates into four equal portions moving in the four directions dictated by the $k$-vectors. We also computed the temporal evolution for the SW state and observed that it separates into two segments moving in opposite directions. For the PW state, the condensate density moves in the direction specified by the single $k$, whereas the cylindrically symmetric states of Eq. (5) expand radially. Thus the states can be observed from the total particle density by a standard absorption imaging technique, regardless of whether the states are obtained using a genuine spin-1 condensate or a pseudospin-1 condensate. Furthermore, measurement of the separation of the interference fringes visible in Fig. 4(b) yields information on $|k|$.

Conclusions—We have computed the energies of various stationary states of trapped Rashba–Dresselhaus coupled pseudospin-1 BECs as functions of the spin-orbit coupling strength $\alpha$. Our results indicate that for weak spin-orbit coupling, states with a single vortex can emerge as ground states. With intermediate values of $\alpha$, the plane-wave and standing-wave states were found to be the ground states for the cases $c_2 < 0$ and $c_2 > 0$, respectively. For strong spin-orbit coupling, the exotic square lattice is the ground state irrespective of the spin-spin coupling strength. This indicates that the emergence of the SL state as the ground state is not affected by the setup-dependent spin-spin coupling term. Importantly, we suggested a robust method to observe these
states by imaging the total particle density of the condensate in typical time-of-flight experiments.
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