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Abstract

Let $\Omega$ be an unbounded two dimensional strip on a ruled surface in $\mathbb{R}^d$, $d \geq 2$. Consider the Laplacian operator in $\Omega$ with Dirichlet and Neumann boundary conditions on opposite sides of $\Omega$. We prove some results on the existence and absence of the discrete spectrum of the operator, which are influenced by the twisted and bent effects of $\Omega$. Provided that $\Omega$ is thin enough, we show an asymptotic behavior of the eigenvalues. The interest in those considerations lies on the difference from the purely Dirichlet case. Finally, we perform an appropriate dilatation in $\Omega$ and we compare the results.
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1 Introduction

Let $\Omega$ be an unbounded two dimensional strip on a ruled surface in $\mathbb{R}^d$, $d \geq 2$, and consider the Laplacian operator restricted to $\Omega$. On the boundary $\partial \Omega$, suppose the Dirichlet or Neumman conditions, or a combination of these ones. The spectrum of this class of operators has been extensively studied in the last years [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 13, 14, 15, 17, 18, 20, 21, 22, 23, 25]. In particular, the existence of discrete eigenvalues depends on the geometry of $\Omega$ and the boundary conditions on $\partial \Omega$. For the model studied in this paper, we consider a combination of the Dirichlet and Neumann conditions on $\partial \Omega$.

At first, suppose that $\Omega$ is an unbounded straight strip in $\mathbb{R}^2$. In this case, it is known that the spectrum of the Dirichlet (resp. Neumann) Laplacian operator in $\Omega$ is purely essential. However, the spectral analysis of the Laplacian operator is a non trivial problem if we consider combined Dirichlet and Neumann conditions on different parts of the boundary $\partial \Omega$ [4, 6, 24]. For example, the authors of [4] proved the existence of discrete spectrum for the Laplacian operator in $\Omega = \mathbb{R} \times (0,1)$ with Neumann conditions on the segment $(a,b) \times \{1\}$, $-\infty < a < b < \infty$, and Dirichlet conditions on $\partial \Omega \backslash \{(a,b) \times \{1\}\}$. By taking $\Omega = \mathbb{R} \times (0,d)$, $0 < d < \infty$, one of the results of [6] ensures the existence of a discrete eigenvalue for the Laplacian in $\Omega$ with Dirichlet conditions on $\{(x,d); |x| > a\}$, for any $a > 0$, and Neumann conditions on $\partial \Omega \backslash \{(x,d); |x| \geq a\}$. On the other hand, in [24], the main result is a Hardy-type inequality for the Laplacian in $\mathbb{R} \times (-d,d)$, subject to Dirichlet conditions on the segments $(-\infty,0) \times \{-d\}$ and $(0,\infty) \times \{d\}$, and Neumann conditions on the segments $(-\infty,0) \times \{d\}$ and $(0,\infty) \times \{-d\}$.

Now, let $T$ be a lower bounded self-adjoint operator. Denote by $\{\lambda_j(T)\}_{j \in \mathbb{N}}$ the non-decreasing sequence of numbers corresponding to the spectrum of $T$ according to the minimax principle; each $\lambda_j(T)$ represents a discrete eigenvalue that is less or equal to the threshold of the essential spectrum of $T$. Throughout the text, $-\Delta_\mathbb{R}$ denotes the one-dimensional Laplacian operator on $\mathbb{R}$; $\mathbf{1}$ denotes the identity operator.

Let $\Gamma : \mathbb{R} \to \mathbb{R}^2$ be a plane curve parameterized by its arc-length $s$ and denote by $\gamma(s)$ its signed curvature at $s$; $\Gamma$ is supposed to satisfy some regularity conditions which will not be detailed in this text. Consider the
case where $\Omega$ is an unbounded planar strip obtained by moving the segment $(0, \varepsilon)$, $\varepsilon > 0$, along $\Gamma$ with respect to its normal vector field. At first, let $-\Delta^D_\Omega$ be the Dirichlet Laplacian in $\Omega$. If $\Omega$ is asymptotically straight (i.e., $\gamma(s) \to 0$, as $|s| \to \infty$), then $(\pi/2\varepsilon)^2$ is the threshold of the essential spectrum of $-\Delta^D_\Omega$. In addition, if $\gamma(s) \neq 0$, then the discrete spectrum is nonempty. If $\Omega$ is thin enough, i.e., if $\varepsilon$ is small enough, one has

$$\lambda_j(-\Delta^D_\Omega) = \left(\frac{\pi}{2\varepsilon}\right)^2 + \lambda_j \left(-\Delta_{\partial \Omega} - \frac{\gamma^2}{4}\right) + O(\varepsilon).$$

(1)

However, the Neumann Laplacian, denoted by $-\Delta^N_\Omega$, has a purely essential spectrum, given by $[0, \infty)$, even in the case that $\gamma \neq 0$. If $\varepsilon$ is small enough, then

$$\lambda_j(-\Delta^N_\Omega) = \lambda_j(-\Delta_{\partial \Omega}) + O(\varepsilon).$$

(2)

See, for example, [9, 10, 15, 21] for more on these results. Now, let $-\Delta^{DN}_\Omega$ be the Laplacian operator with Dirichlet conditions in $\Gamma(\mathbb{R})$ and Neumann conditions on the opposite boundary. This situation was studied in [7, 18, 21]. If $\Omega$ is asymptotically straight, $(\pi/2\varepsilon)^2$ is the threshold of the essential spectrum. Under the condition that $\gamma$ has a compact support, the results of [7] ensure that if $\int_\Omega \gamma(s) ds < 0$, then the discrete spectrum of the operator is nonempty. On the other hand, if $\gamma(s) \geq 0$, for all $s \in \mathbb{R}$, then there are no discrete eigenvalues. In [21], the authors obtained similar results with less restrictions on $\gamma$. In particular, they proved that if $\Omega$ is asymptotically straight, $\gamma \neq 0$, $\gamma \in L^1(\mathbb{R})$, and $\int_\Omega \gamma(s) ds \leq 0$, then the discrete spectrum of the operator is nonempty. In addition, they showed that the number of eigenvalues can be arbitrarily large if $\Omega$ is thin enough. In [18], the author found that, for $\varepsilon$ small enough,

$$\lambda_j(-\Delta^{DN}_\Omega) = \left(\frac{\pi}{2\varepsilon}\right)^2 + \lambda_j \left(-\Delta_{\partial \Omega} + \frac{2\gamma}{\varepsilon}\right) + O(1) = \left(\frac{\pi}{2\varepsilon}\right)^2 + \inf_{\varepsilon} \frac{\gamma}{\varepsilon} + o(\varepsilon^{-1}).$$

(3)

As discussed in that work, this expansion ensures the existence of discrete eigenvalues if $\Omega$ is asymptotically straight and $\gamma(s)$ assumes a negative value; the number of eigenvalues increases to infinity as $\varepsilon$ approaches zero. Note that, locally, the condition $\gamma < 0$ means that the ratio of the curvature of the Neumann boundary to the Dirichlet one is the biggest.

Now, let $\Omega$ be a two dimensional strip (surface) in $\mathbb{R}^d$, $d \geq 2$, obtained by translating a segment along a curve with respect to an appropriate frame. A model of this type was previously introduced in [23] where the authors performed a detailed spectral study of the Dirichlet Laplacian in $\Omega$; as we will discuss later. Inspired by [7, 18, 21, 23], our purpose is to study the spectral problem of the Laplacian operator with Dirichlet and Neumann conditions on opposite sides of a two dimensional strip as the one defined in [23]. In the next paragraphs, we present more details of the problem.

Let $\Gamma : \mathbb{R} \to \mathbb{R}^{n+1}$, $n \geq 1$, be a curve of class $C^2$ parameterized by its arc-length $s$, i.e., $|\Gamma'(s)| = 1$, for all $s \in \mathbb{R}$. The vector $T(s) := \Gamma'(s)$ denotes its unitary tangent vector at the point $\Gamma(s)$ and the number $k(s) := |\Gamma''(s)|$, $s \in \mathbb{R}$, is called the curvature of $\Gamma$ at the position $\Gamma(s)$. It is known that a Frenet frame for the curve $\Gamma$ does not need to exist. However, in Appendix A of [23], the authors proved the existence of a relatively parallel adapted frame for $\Gamma$, which consists of $n$ normal vector fields $N_1, \ldots, N_n$ of class $C^1$ that satisfy

$$\begin{pmatrix} T \\ N_1 \\ \vdots \\ N_n \end{pmatrix}' = \begin{pmatrix} 0 & k_1 & \cdots & k_n \\ -k_1 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ -k_n & 0 & \cdots & 0 \end{pmatrix} \begin{pmatrix} T \\ N_1 \\ \vdots \\ N_n \end{pmatrix},$$

(4)

where $k_j : \mathbb{R} \to \mathbb{R}$, $j \in \{1, \ldots, n\}$, are continuous functions, and $k_1^2 + \cdots + k_n^2 = k^2$. Throughout this paper, we are going to adopt the adapted frame given by (4).

Let $\Theta_j : \mathbb{R} \to \mathbb{R}$, $j \in \{1, \ldots, n\}$, be functions of class $C^1$ that satisfy

$$\Theta_1^2 + \cdots + \Theta_n^2 = 1.$$
Define the function $\Theta : \mathbb{R} \to \mathbb{R}^n$ by $\Theta := (\Theta_1, \cdots, \Theta_n)$, and the normal field
\[ N_\Theta := \Theta_1 N_1 + \cdots + \Theta_n N_n. \]

Let $\varepsilon > 0$ be a real number. Consider the map
\[ \mathcal{L}_\varepsilon : \mathbb{R}^2 \to \mathbb{R}^{n+1}, \]
\[ (s, t) \mapsto \Gamma(s) + \varepsilon t N_\Theta(s). \]

Finally, define the strip
\[ \Omega_\varepsilon = \mathcal{L}_\varepsilon (\mathbb{R} \times (0, 1)). \]

Roughly speaking, $\Omega_\varepsilon$ is obtained by translating the segment $(0, \varepsilon)$ along $\Gamma$ with respect to a normal field (6). As in [23], $\Theta$ is called a twisting vector; if $\Theta' = 0$, then $\Omega_\varepsilon$ is called untwisted or purely bent strip; if $k \cdot \Theta := k_1 \Theta_1 + \cdots + k_n \Theta_n = 0$, then $\Omega_\varepsilon$ is called unbent or purely twisted strip. Geometrically, interpreting $\Gamma$ as a curve in $\Omega_\varepsilon$, $k \cdot \Theta$ is the geodesic curvature of $\Gamma$, and $-|\Theta'|^2/\varepsilon$ is the Gauss curvature of $\Omega_\varepsilon$; $f_\varepsilon$ is given by (19) in Section 2. A detailed geometric description of $\Omega_\varepsilon$ (including figures of several possible cases) can be found in [23].

Now, let $-\Delta^{DN}_\varepsilon$ be the Laplacian operator in $\Omega_\varepsilon$ with Dirichlet and Neumann conditions on $\Gamma(\mathbb{R}) = \mathcal{L}_\varepsilon (\mathbb{R} \times \{0\})$ and $\mathcal{L}_\varepsilon (\mathbb{R} \times \{1\})$, respectively. It is defined as the self-adjoint operator associated with the quadratic form
\[ \int_{\Omega_\varepsilon} |\nabla \varphi|^2 \, dx, \quad \text{dom } a_\varepsilon := \{ \varphi \in H^1(\Omega_\varepsilon); \varphi = 0 \text{ on } \Gamma(\mathbb{R}) \}; \]

\[ \nabla \varphi \text{ denotes the gradient of } \varphi \text{ corresponding to the metric induced by the immersion } \mathcal{L}_\varepsilon|_{\mathbb{R} \times (0,1)}. \]

For simplicity, we denote $-\Delta^{DN}_\varepsilon := -\Delta^{DN}_{\Omega_\varepsilon}$.

The goal of the first part of this paper is to study the spectral problem of $-\Delta^{DN}_\varepsilon$. For technical reasons, we assume that
\[ k \cdot \Theta \in L^\infty(\mathbb{R}), \quad \text{and } \varepsilon \|k \cdot \Theta\|_{L^\infty(\mathbb{R})} < 1. \]

In this situation, we find the essential spectrum and we discuss conditions that ensure the existence or the absence of the discrete spectrum for $-\Delta^{DN}_\varepsilon$. As in [23], we analyze how the geometry of $\Omega_\varepsilon$ affects the results.

Denote by $-\Delta^{DN}_{(0,\varepsilon)}$ the Laplacian operator acting in $L^2(0, \varepsilon)$ with Dirichlet and Neumann conditions on $\{0\}$ and $\{\varepsilon\}$, respectively; its first eigenvalue is $(\pi/2\varepsilon)^2$. In the particular case where $k \cdot \Theta = 0$ and $\Theta' = 0$, the region $\Omega_\varepsilon$ is a flat strip in the sense that the metric induced by $\mathcal{L}_\varepsilon$ is Euclidean; see Section 2. Thus, $-\Delta^{DN}_{\varepsilon}$ coincides with the Laplacian operator in $\mathbb{R} \times (0, \varepsilon)$ with Dirichlet and Neumann conditions on $\mathbb{R} \times \{0\}$ and $\mathbb{R} \times \{\varepsilon\}$, respectively. In this situation, it is known that the spectrum of $-\Delta^{DN}_{\varepsilon}$ is purely essential and coincides with the interval $[(\pi/2\varepsilon)^2, \infty)$. In this work, we assume that
\[ \lim_{|s| \to \infty} (k \cdot \Theta)(s) = 0 \quad \text{and} \quad \lim_{|s| \to \infty} |\Theta'(s)| = 0, \]

where $|\Theta'| := (\Theta_1'^2 + \cdots + \Theta_n'^2)^{1/2}$. Since the conditions in (11) imply that the bent and twisted effects locally slow down at the infinity, it is expected the stability of the essential spectrum in that situation. This is confirmed by the following result.

**Theorem 1.** Assume the conditions (5), (10), and (11). Then,
\[ \sigma_{ess}(-\Delta^{DN}_{\varepsilon}) = [(\pi/2\varepsilon)^2, \infty). \]

The proof of this theorem follows the arguments of the proof of Theorem 3.1 of [23]; it will be omitted in this text. Our next result provides sufficient conditions to the existence of discrete eigenvalues for $-\Delta^{DN}_{\varepsilon}$ below $(\pi/2\varepsilon)^2$.

**Theorem 2.** Assume the condition (5). If $k \cdot \Theta = 0$ and $\Theta' \neq 0$, then
\[ \inf \sigma(-\Delta^{DN}_{\varepsilon}) < \left(\frac{\pi}{2\varepsilon}\right)^2. \]
The proof of this result is presented in Section 3.

Under the assumptions of Theorems 1 and 2 one has that the discrete spectrum of $-\Delta x^{DN}$ is nonempty. Then, we can say that the twisted effect can create discrete eigenvalues for the operator. At this point, there is a natural question: can the bending effect also create discrete eigenvalues? To answer this question, at first, define the function $r : [0, 4/5) \rightarrow \mathbb{R}$,

$$r(x) := \frac{x^2(2-x)}{4(1-x)^2(4-5x)}.$$  

Let $x_0 \in (0, 4/5)$ be so that $r(x_0) = (\pi/2)^2$. Then, we present the following result.

**Theorem 3.** Assume the conditions (5) and (10). If $\Theta' = 0$ and $k \cdot \Theta \neq 0$ satisfies $k \cdot \Theta \geq 0$, $\varepsilon \|k \cdot \Theta\|_{L^\infty(\mathbb{R})} \leq x_0$, then there exists a positive constant $c$ such that

$$-\Delta^x_{DN} - \left(\frac{\pi}{2\varepsilon}\right)^2 \geq c\rho,$$

where $\rho(s) := 1/(1 + s^2)$.

**Theorem 3** deals with the case where $\Omega x$ is a purely bent strip. If an appropriate twisted effect is added, we obtain the following version.

**Theorem 4.** Assume the conditions (5) and (10). Let $k$ and $\Theta$ be so that

$$k \cdot \Theta \neq 0, \quad k \cdot \Theta \geq 0, \quad \varepsilon \|k \cdot \Theta\|_{L^\infty(\mathbb{R})} \leq x_0, \quad |\Theta'(s)| \leq \frac{\delta}{1 + s^2},$$

for some $\delta \geq 0$. Then,

$$-\Delta^x_{DN} > \left(\frac{\pi}{2\varepsilon}\right)^2,$$

for all $\delta$ enough small.

Under the assumptions of Theorems 1 and 3 (resp. 4) one has the absence of the discrete spectrum for $-\Delta x^{DN}$. Theorem 4 shows that the twisted effect is not a sufficient condition to create discrete eigenvalues for the operator. The proofs of Theorems 3 and 4 are presented in Section 4.

In Section 4 of [18], possible extensions for the results presented there was discussed. In particular, the case of strips embedded in an abstract two-dimensional Riemannian manifold was mentioned and the expected result in that situation was announced. In this text, we will provide details of the in case of ruled strips.

To study the model where $\Omega x$ is thin enough, i.e., $\varepsilon > 0$ is small enough, we add the assumptions

$$(k \cdot \Theta)', |\Theta'|, |\Theta''| \in L^\infty(\mathbb{R}).$$  

(14)

Based on arguments of [18], in Section 5, we prove the following result.

**Theorem 5.** Assume the conditions (5), (10), and (14). If $k \cdot \Theta \neq 0$, then, for each $j \in \mathbb{N}$,

$$\lambda_j(-\Delta x^{DN}) = \left(\frac{\pi}{2\varepsilon}\right)^2 + \lambda_j\left(-\Delta_R + \frac{k \cdot \Theta}{\varepsilon} - 1\right) + O(1) = \left(\frac{\pi}{2\varepsilon}\right)^2 + \frac{\inf(k \cdot \Theta)}{\varepsilon} + o(\varepsilon^{-1}),$$  

(15)

for all $\varepsilon > 0$ small enough.

Note that (the twisted effect) $\Theta'$ does not influence the asymptotic behavior given by (15). As in [18], it can be used to ensure the existence of discrete spectrum for $-\Delta x^{DN}$. In fact, in addition to the assumptions of Theorem 5, assumes the conditions in (11). In this case, one has $\inf \sigma_{ess}(-\Delta x^{DN}) = (\pi/2\varepsilon)^2$. If $k \cdot \Theta$ assumes a negative value, then, for each $j \in \mathbb{N}$, the equality (15) implies the existence of discrete eigenvalues for $-\Delta x^{DN}$. Furthermore, the number of these eigenvalues can be arbitrarily large since $\Omega x$ is thin enough. As also noted in [18, 19], the existence of discrete spectrum is ruled by a local phenomenon, i.e., by extreme points where the curve $\mathcal{L}_x(\mathbb{R} \times \{0\})$ is locally bigger than $\mathcal{L}_x(\mathbb{R} \times \{0\})$. 
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Remark 1. Let $\Sigma$ be a connected orientable $C^2$ hypersurface in $\mathbb{R}^d$, $d \geq 2$, whose orientation is ruled by a globally defined unit normal vector field $n : \Sigma \to \mathbb{S}^{d-1}$. For each $\varepsilon > 0$ small enough, define the tubular neighborhood $\mathcal{T} := \{x + \varepsilon n(x) \in \mathbb{R}^d; (x, t) \in \Sigma \times (0, 1)\}$. In [19], was considered the Laplacian operator subject to Dirichlet and Neumann conditions on $\Sigma$ and $\Sigma_\varepsilon := \Sigma + \varepsilon n(\Sigma)$, respectively. Using the notation $-\Delta_{\mathcal{T}}^N$ for this operator, in that work, it was found that

$$\lambda_j(-\Delta_{\mathcal{T}}^N) = \left(\frac{\pi}{2\varepsilon}\right)^2 + \lambda_j\left(-\Delta_\Sigma + \frac{k_M}{\varepsilon}1\right) + O(1),$$

where $-\Delta_\Sigma$ denotes the Laplace-Beltrami operator on $\Sigma$, subject to Dirichlet conditions if $\partial \Sigma$ is not empty, and $k_M$ is a $d-1$ multiple of the mean curvature of $\Sigma$; the asymptotic expansion is local and depends on the extreme points where the ratio of the area of the Neumann boundary to the Dirichlet one is locally the biggest.

When $\Omega_\varepsilon$ is a purely twisted strip, we get the following result.

**Theorem 6.** Assume the conditions (5) and (14). If $k \cdot \Theta = 0$, then, for each $j \in \mathbb{N}$,

$$\lambda_j(-\Delta_{\varepsilon}^N) = \left(\frac{\pi}{2\varepsilon}\right)^2 + \lambda_j\left(-\Delta_{\mathcal{R}} - \frac{|\Theta'|^2}{2}1\right) + O(\varepsilon),$$

for all $\varepsilon > 0$ small enough.

The proof of Theorem 6 is presented in Section 5.

Remark 2. In [23], the authors studied the Dirichlet Laplacian restricted to the symmetric strip $\mathcal{S} := \mathcal{L}_\varepsilon(\mathbb{R} \times (-1, 1))$, where $\mathcal{L}_\varepsilon$ is given by (7). In particular, under the conditions in (11), they proved that the assumptions $k \cdot \Theta \neq 0$ and $\Theta' = 0$ ensure the existence of discrete spectrum for the operator. However, when $k \cdot \Theta = 0$ (resp. $|k \cdot \Theta|(s) \leq \delta/(1 + s^2)$, for some $\delta > 0$ small enough), and $\Theta' \neq 0$ satisfies $\varepsilon \sup |\Theta'| \leq \sqrt{2}$, they obtained Hardy-type inequalities for the operator. In that work, the geodesic curvature acts as an attractive interaction in the sense that it diminishes the spectrum and creates discrete eigenvalues. The Gauss curvature acts as a repulsive interaction in the sense that it induces Hardy-type inequalities. Following the same terminologies of [23], for the model studied in this work, as a consequence of Theorems 1, 2, 3, and 4, the Gauss curvature acts as an attractive interaction; if the geodesic curvature is positive, then it acts as a repulsive interaction; if the geodesic curvature is negative, then it acts as an attractive interaction.

Theorem 5 is obtained as a consequence of the “convergence” in the norm resolvent sense of the family of operators $\{-\Delta_{\varepsilon}^N\}_{\varepsilon > 0}$. Due to the $\varepsilon$ dependency of the operator $-\Delta_{\mathcal{R}} + (k \cdot \Theta/\varepsilon)1$, we do not have an effective operator in the usual sense, as $\varepsilon$ approaches to zero. This phenomenon was also noted in [18, 19], and can be seen as a characteristic due to the boundary conditions of the model. In the next paragraphs, we present an adaptation of the problem which eliminates the $\varepsilon$ dependency of the effective operator.

For each $\varepsilon > 0$ small enough, let $\Theta_\varepsilon : \mathbb{R} \to \mathbb{R}^n$ be a function of class $C^1$ defined by

$$\Theta_\varepsilon(s) := \Theta\left(\frac{s}{\sqrt{\varepsilon}}\right), \quad s \in \mathbb{R};$$

by using the notation $\Theta_\varepsilon(s) = (\Theta_1^\varepsilon, \cdots, \Theta_n^\varepsilon)$, due to (5), one has $(\Theta_1^\varepsilon)^2 + \cdots + (\Theta_n^\varepsilon)^2 = 1$. With respect to the reference curve $\Gamma$, denote by $\Gamma_\varepsilon$ the curve of class $C^2$ whose curvature $k_\varepsilon$ is given by

$$k_\varepsilon(s) := k\left(\frac{s}{\sqrt{\varepsilon}}\right), \quad s \in \mathbb{R}.$$ 

The normal vector fields of $\Gamma_\varepsilon$ are denoted by $N_1^\varepsilon, \cdots, N_n^\varepsilon$, and $N_\Theta^\varepsilon := \Theta_1^\varepsilon N_1^\varepsilon + \cdots + \Theta_n^\varepsilon N_n^\varepsilon$.

Consider the mapping

$$\tilde{\mathcal{L}}_\varepsilon : \mathbb{R}^2 \to \mathbb{R}^{n+1},$$

$$(s, t) \mapsto \Gamma_\varepsilon(s) + \varepsilon t N_\Theta^\varepsilon(s),$$
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and the thin strip  
\[ \tilde{\Omega}_\varepsilon := \tilde{\mathcal{L}}_\varepsilon(\mathbb{R} \times (0, 1)). \]

Let \(-\Delta^{DN}_\varepsilon\) be the Laplacian operator in \(\tilde{\Omega}_\varepsilon\) with Dirichlet and Neumann conditions on \(\Gamma_\varepsilon(\mathbb{R})\) and \(\tilde{\mathcal{L}}_\varepsilon(\mathbb{R} \times \{1\})\), respectively, i.e., it is the self-adjoint operator associated with the quadratic form

\[ \tilde{a}_\varepsilon(\varphi) = \int_{\tilde{\Omega}_\varepsilon} |\nabla \varphi|^2 \, dx, \quad \text{dom} \, \tilde{a}_\varepsilon = \{ \varphi \in H^1(\tilde{\Omega}_\varepsilon); \varphi = 0 \text{ on } \Gamma_\varepsilon(\mathbb{R}) \}. \]  

(17)

For simplicity, write \(-\tilde{\Delta}^{DN}_\varepsilon := -\Delta^{DN}_\varepsilon\). In Section 6, we prove the following result.

**Theorem 7.** Assume the conditions (5), (10), and (14). Then, for each \(j \in \mathbb{N}\),

\[ \lambda_j(-\tilde{\Delta}^{DN}_\varepsilon) = \left( \frac{\pi}{2\varepsilon} \right)^2 + \frac{1}{\varepsilon} \lambda_j \left( -\Delta_R + \left( k \cdot \Theta - \frac{|\Theta'|^2}{2} \right) I \right) + O(1), \]  

(18)

for \(\varepsilon > 0\) small enough.

As in Theorem 5, Theorem 7 is obtained from the convergence in the norm resolvent sense of the operators \(\{-\tilde{\Delta}^{DN}_\varepsilon\}_{\varepsilon > 0}\). We emphasize that the effective operator in (18) does not depend on the parameter \(\varepsilon\). Furthermore, define \(V(s) := (k \cdot \Theta)(s) - |\Theta'(s)|^2/2\) and assume the conditions in (11). As a consequence of the asymptotic behavior given by (18), if there exists a real number \(s_0 > 0\) so that \(\int_{-s_0}^{s_0} V(s) \, ds < 0\), then \(V(s)\) acts as a repulsive contribution as \(\varepsilon \to 0\).

This paper is organized as follows. In Section 2 we present some details of the construction of the region in (8) and we make usual change of coordinates in the quadratic form in (9). Section 3 is dedicated to study the discrete spectrum of \(-\Delta^{DN}_\varepsilon\) when \(\Omega\) is a purely twisted strip. In Section 4 we prove some results on the absence of discrete spectrum of the operator as well as the proofs of Theorems 3 and 4. In Sections 5 and 6 we find an asymptotic behavior for the eigenvalues of \(-\Delta^{DN}_\varepsilon\) and \(-\tilde{\Delta}^{DN}_\varepsilon\), respectively. In Appendix 7 results that are useful in this text are presented.

### 2 Geometry of the region and change of coordinates

Recall the mapping \(\mathcal{L}_\varepsilon\) and the quadratic form \(a_\varepsilon(\varphi)\) are given by (7) and (9), respectively, in the Introduction. In this section, we identify \(\Omega_\varepsilon = \mathcal{L}_\varepsilon(\Lambda)\) with the Riemannian manifold \((\Lambda, G_\varepsilon)\), where \(\Lambda := \mathbb{R} \times (0, 1)\) and \(G_\varepsilon\) is given by (19), below. After that, we perform a usual change of coordinates in the quadratic form \(a_\varepsilon(\varphi)\).

Define the metric \(G_\varepsilon := \nabla \mathcal{L}_\varepsilon \cdot (\nabla \mathcal{L}_\varepsilon)^\perp\). Some calculations show that

\[ G_\varepsilon = \begin{pmatrix} f_\varepsilon^2 & 0 \\ 0 & \varepsilon^2 \end{pmatrix}, \quad f_\varepsilon(s, t) := \sqrt{(1 - \varepsilon t(k \cdot \Theta)(s))^2 + \varepsilon^2 t^2 |\Theta'(s)|^2}. \]  

(19)

Let \(\mathcal{J}_\varepsilon\) be the Jacobian matrix of \(\mathcal{L}_\varepsilon\). One has \(\det \mathcal{J}_\varepsilon = |\det G_\varepsilon|^{1/2} = \varepsilon f_\varepsilon > 0\), for all \((s, t) \in \Lambda\). Since \(\Gamma\) and \(\Theta\) are smooth functions, the inverse function theorem implies that the map \(\mathcal{L}_\varepsilon : \Lambda \to \Omega_\varepsilon\) is a local smooth diffeomorphism. In addition, assume that \(\mathcal{L}_\varepsilon\) is injective. Thus, the strip \(\Omega_\varepsilon\) does not self-intersect and it is interpreted as an immersed submanifold in \(\mathbb{R}^{n+1}\). As a consequence, the map \(\mathcal{L}_\varepsilon : \Lambda \to \Omega_\varepsilon\) is a global smooth diffeomorphism. Therefore, \((\Lambda, G_\varepsilon)\) is an abstract Riemannian manifold.

Now, we perform a change of coordinates so that the quadratic form \(a_\varepsilon(\varphi)\) starts to act in the Hilbert space \(\mathcal{H}_\varepsilon := L^2(\Lambda, f_\varepsilon \, ds \, dt)\) instead of \(L^2(\Omega_\varepsilon)\). Consider the unitary operator

\[ \mathcal{U}_\varepsilon : \quad L^2(\Omega_\varepsilon) \quad \to \quad L^2(\Lambda, f_\varepsilon \, ds \, dt), \]

\[ \psi \quad \mapsto \quad \psi \circ \mathcal{L}_\varepsilon, \]
and define the quadratic form
\[ b_\varepsilon(\psi) := a_\varepsilon \left( U_\varepsilon^{-1} \psi \right) = \int_\Lambda \langle \nabla \psi, G_\varepsilon^{-1} \nabla \psi \rangle f_\varepsilon \, ds \, dt \]
\[ = \int_\Lambda \frac{\left| \partial_\psi \psi \right|^2}{f_\varepsilon} \, ds \, dt + \frac{1}{\varepsilon^2} \int_\Lambda \left| \partial_t \psi \right|^2 f_\varepsilon \, ds \, dt, \] (20)
\[ \text{dom } b_\varepsilon := U_\varepsilon(\text{dom } a_\varepsilon); \quad \partial_t = \partial/\partial t \text{ and } \partial_s = \partial/\partial s. \] In particular, if \(|\Theta'| \in L^\infty(\mathbb{R})\), one has \( \text{dom } b_\varepsilon = \{ \psi \in H^1(\Lambda); \psi(s,0) = 0 \text{ a.e. } s \in \mathbb{R} \} \).

3 Existence of discrete eigenvalues

This section is dedicated to prove Theorem 2.

**Proof of Theorem 2.** Let \( \varphi \in C_0^\infty(\mathbb{R}) \) be a real-valued function so that \( 0 \leq \varphi \leq 1, \varphi = 1 \text{ on } [-1,1], \) and \( \varphi = 0 \) on \( \mathbb{R}\setminus(-2,2) \). For each \( n \in \mathbb{N} \), define
\[ \psi_n(s,t) := \varphi_n(s) \chi_1(t), \]
where \( \varphi_n(s) := \varphi(s/n) \) and
\[ \chi_1(t) := \sqrt{2} \sin \left( \frac{\pi t}{2} \right). \] (21)
In particular, \( \chi_1 \) is the eigenfunction corresponding to the first eigenvalue of the Laplacian operator in \( (0,1) \) with Dirichlet and Neumann boundary conditions on \( \{0\} \) and \( \{1\} \), respectively. Note that \( \psi_n \) is a non-trivial, non-negative function. Then, it is sufficient to take \( n_0 \) large enough so that
\[ b_\varepsilon(\psi_n) - \left( \frac{\pi}{2\varepsilon} \right)^2 \| \psi_n \|_{H_\varepsilon}^2 < 0, \]
and the result follows by minimax principle. \( \square \)
4 Absence of discrete spectrum

This section is dedicated to prove Theorems 3 and 4. At first, we assume that $\Theta' = 0$. Under this condition, the function $f(\varepsilon, t)$ defined in (19) is reduced to $h(\varepsilon, s) := 1 - \varepsilon t(k \cdot \Theta)(s)$. Consider the quadratic form

$$c(\psi) := \int_\Lambda \frac{\partial \psi}{h^2} \mathrm{d}s \mathrm{d}t + \frac{1}{\varepsilon^2} \int_\Lambda |\partial \psi|^2 h \mathrm{d}s \mathrm{d}t,$$

$\text{dom } c := \{\psi \in H^1(\Lambda); \psi(s, 0) = 0 \text{ a.e. } s \in \mathbb{R}\}$, acting in the Hilbert space $H := L^2(\Lambda, h \mathrm{d}s \mathrm{d}t)$.

To prove Theorem 3, for each $s \in \mathbb{R}$, we define the auxiliary one-dimensional self-adjoint operator

$$S(s) := -\partial^2_t + \varepsilon (k \cdot \Theta)(s) \partial_t, \quad \text{dom } S(s) := \{v \in H^2(0, 1); v(0) = v'(1) = 0\},$$

acting in the Hilbert space $L^2((0, 1), h(s, \cdot)) \mathrm{d}t$: the case $\varepsilon = 0$ corresponds to the Laplacian operator $-\Delta_{(0, 1)}^{DN}$ in $L^2(0, 1)$. Denote by $\lambda_0(s)$ the first eigenvalue of $S(s)$.

By minimax principle, we have the estimate

$$c(\psi) - \frac{(\pi/2)^2}{2} \int_\Lambda |\psi|^2 h \mathrm{d}s \mathrm{d}t \geq \int_\Lambda \left( \frac{\lambda_0(s)}{\varepsilon^2} - \left( \frac{\pi}{2\varepsilon} \right)^2 \right) |\psi|^2 h \mathrm{d}s \mathrm{d}t.$$

Then,

$$-\Delta_{(0, 1)}^{DN} - \left( \frac{\pi}{2\varepsilon} \right)^2 \geq \frac{\lambda_0(s)}{\varepsilon^2} - \left( \frac{\pi}{2\varepsilon} \right)^2,$$

(23)

in the quadratic form sense.

Recall the point $x_0$ defined by $r(x_0) = (\pi/2)^2$, where $r$ is given by (12) in the Introduction. We start with the following lemma.

**Lemma 1.** Assume that $k \cdot \Theta \neq 0$ satisfies $k \cdot \Theta \geq 0$ and $\varepsilon \| k \cdot \Theta \|_{L^\infty(\mathbb{R})} \leq x_0$. Then, $\lambda_0(s) - (\pi/2)^2$ is a non-trivial, non-negative function.

**Proof.** Fix $s \in \mathbb{R}$. Consider the unitary operator

$$V : \begin{array}{c} L^2(0, 1) \rightarrow L^2((0, 1), h(s, \cdot)) \mathrm{d}t \end{array},$$

$$v \mapsto h^{-1/2} v,$$

and define the self-adjoint operator $\tilde{S}(s) := V^{-1} S(s) V$. More precisely,

$$\tilde{S}(s) := -\partial^2_t - \varepsilon (k \cdot \Theta)(s)^2 - \frac{\varepsilon^2 (k \cdot \Theta)(s)^2}{4h(s, s)} \mathbf{1},$$

$$\text{dom } \tilde{S}(s) = \left\{ v \in H^2(0, 1); v(0) = 0, v'(1) = 0 \right\}.$$

In particular, denote by $\tilde{u}_0(s, \cdot)$ the normalized eigenfunction of $\tilde{S}(s)$ corresponding to the eigenvalue $\lambda_0(s)$.

Now, define the operator $Y(s) := \partial^2_t$, dom $Y(s) = \text{dom } \tilde{S}(s)$. Denote by $\nu_0(s)$ its first eigenvalue and by $\nu_0(s)$ the corresponding (real) eigenfunction.

**Lemma 4** in Appendix 7 and the assumption $k \cdot \Theta \geq 0$ ensure that

$$\left( \frac{\pi}{2} \right)^2 \leq \nu_0(s) - \frac{\varepsilon (k \cdot \Theta)(s)}{2h(s, s)} \frac{\nu_0(s, 1)^2}{\|\nu_0(s, \cdot)\|^2_{L^2(0, 1)}}$$

$$\leq \lambda_0(s) - \frac{\varepsilon (k \cdot \Theta)(s)}{2h(s, s)} \frac{\nu_0(s, 1)^2}{\|\nu_0(s, \cdot)\|^2_{L^2(0, 1)}} + \int_0^1 \frac{\varepsilon^2 (k \cdot \Theta)(s)^2}{4h(s, s)^2} \|\tilde{u}_0(s, t)\|^2 \mathrm{d}t$$

$$\leq \lambda_0(s) - \frac{\varepsilon (k \cdot \Theta)(s)}{2h(s, s)} \frac{\nu_0(s, 1)^2}{\|\nu_0(s, \cdot)\|^2_{L^2(0, 1)}} + \frac{\varepsilon^2 (k \cdot \Theta)(s)^2}{4h(s, s)^2}. \quad (24)$$
A straightforward calculation shows that \( v_0^\varepsilon(s,t) = \sin(\sqrt{\nu_0^\varepsilon}(s)t) \) and \( \nu_0^\varepsilon(s) \) satisfies

\[
\sqrt{\nu_0^\varepsilon(s)} = -\frac{\varepsilon(k \cdot \Theta)(s)}{2h_\varepsilon(s,t)} \tan\left(\sqrt{\nu_0^\varepsilon(s)}\right), \quad \text{and} \quad \nu_0^\varepsilon(s) \in ((\pi/2)^2, \pi^2).
\]

Then,

\[
\frac{\nu_0^\varepsilon(s,1)^2}{\|v_0^\varepsilon(s,\cdot)\|^2_{L^2(0,1)}} = \frac{\sin^2\left(\sqrt{\nu_0^\varepsilon(s)}\right)}{\frac{1}{2} - \frac{\sin(2\sqrt{\nu_0^\varepsilon(s)})}{4\sqrt{\nu_0^\varepsilon(s)}}} = \frac{2\nu_0^\varepsilon(s)}{\alpha(s)^2 + \alpha(s) + \nu_0^\varepsilon(s)},
\]

where \( \alpha(s) := \varepsilon(k \cdot \Theta)(s)/2h_\varepsilon(s,1) \).

Now, the strategy is to show that

\[
\alpha(s)\frac{2\nu_0^\varepsilon(s)}{\alpha(s)^2 + \alpha(s) + \nu_0^\varepsilon(s)} - \alpha(s)^2 \geq 0. \tag{25}
\]

Since \( r \) is an increasing function,

\[
\alpha(s)^2 \frac{1 + \alpha(s)}{2 - \alpha(s)} = r(\varepsilon(k \cdot \Theta)(s)) \leq r(x_0) = \left(\frac{\pi}{2}\right)^2 \leq \nu_0^\varepsilon(s), \tag{26}
\]

for all \( s \in \mathbb{R} \). Then, (25) follows from (26). Finally, the inequalities (24) and (25) imply that \( \lambda_0^\varepsilon(s) - (\pi/2)^2 \geq 0 \).

It remains to prove that \( \lambda_0^\varepsilon(s) - (\pi/2)^2 \) is a non-trivial function. Suppose that \( \lambda_0^\varepsilon(s) - (\pi/2)^2 = 0 \). Using (24) and (25) together with the assumption \( k \cdot \Theta \geq 0 \), one has \( \alpha(s) = 0 \). Then, \( k \cdot \Theta = 0 \), which is not allowed. \( \square \)

Lemma 1 shows that (23) is a Hardy-type inequality whenever the assumptions of Theorem 3 hold true. However, the function \( \lambda_0^\varepsilon(s) - (\pi/2)^2 \) might not be positive everywhere in \( \Lambda \). As in [23], we call (23) a local Hardy inequality. The next step is to transfer it into the global Hardy inequality (13) of Theorem 3.

**Proof of Theorem 3.** Lemma 1 ensures that \( \lambda_0^\varepsilon(s) - (\pi/2)^2 \) is a non-negative, non-trivial function. Then, there exists a bounded open interval \( I \subset \mathbb{R} \) so that \( \lambda_0^\varepsilon(s) - (\pi/2)^2 > 0 \), for all \( s \in I \). Define the operator

\[
Z_\varepsilon := -\partial_s^2 + \left(\frac{\lambda_0^\varepsilon(s)}{\varepsilon^2} - \left(\frac{\pi}{2\varepsilon}\right)^2\right) \mathbf{1},
\]

acting in \( L^2(I) \), where the functions in \( \text{dom } Z_\varepsilon \) satisfy the Neumann boundary conditions on \( \partial I \). Denote by \( \mu_0^\varepsilon > 0 \) its first eigenvalue.

Now, define \( C_1 := 1 - \varepsilon \|k \cdot \Theta\|_{L^\infty(\mathbb{R})} \). For each \( \psi \in \text{dom } c_\varepsilon \), we obtain

\[
c_\varepsilon(\psi) - \left(\frac{\pi}{2\varepsilon}\right)^2 \|\psi\|^2_{\mathcal{H}_\varepsilon} \geq \int_\Lambda |\partial_s \psi|^2 \mathrm{d}s \mathrm{d}t + \int_\Lambda \left(\frac{\lambda_0^\varepsilon(s)}{\varepsilon^2} - \left(\frac{\pi}{2\varepsilon}\right)^2\right) |\psi|^2 h_\varepsilon \mathrm{d}s \mathrm{d}t
\]

\[
\geq C_1 \int_{I \times (0,1)} |\partial_s \psi|^2 + \left(\frac{\lambda_0^\varepsilon(s)}{\varepsilon^2} - \left(\frac{\pi}{2\varepsilon}\right)^2\right) |\psi|^2 \mathrm{d}s \mathrm{d}t
\]

\[
\geq C_1 \mu_0^\varepsilon \int_{I \times (0,1)} |\psi|^2 \mathrm{d}s \mathrm{d}t. \tag{27}
\]

Furthermore, since \( \lambda_0^\varepsilon(s) - (\pi/2)^2 \geq 0 \), one has

\[
c_\varepsilon(\psi) - \left(\frac{\pi}{2\varepsilon}\right)^2 \|\psi\|^2_{\mathcal{H}_\varepsilon} \geq \int_\Lambda |\partial_s \psi|^2 \mathrm{d}s \mathrm{d}t. \tag{28}
\]
Let \( s_0 \) be the middle point of \( I \). Let \( \eta \in C^\infty(\mathbb{R}) \) be such that \( 0 \leq \eta \leq 1, \eta = 0 \) in a neighbourhood of \( s_0 \), and \( \eta = 1 \) in \( \mathbb{R} \setminus I \). For \( \psi \in \text{dom } c_\varepsilon \), write \( \psi = \eta \psi + (1 - \eta)\psi \). Then,
\[
\int_A \frac{|\psi|^2}{1 + (s - s_0)^2} \, ds \, dt \leq 2 \int_A \frac{|\eta \psi|^2}{(s - s_0)^2} \, ds \, dt + 2 \int_A |(1 - \eta)\psi|^2 \, ds \, dt \\
\leq 8 \int_A |\partial_s(\eta \psi)|^2 \, ds \, dt + 3 \int_{I \times (0,1)} |\psi|^2 \, ds \, dt \\
\leq 16 \int_A |\partial_s \psi|^2 \, ds \, dt + 16 C_2 \int_{I \times (0,1)} |\psi|^2 \, ds \, dt,
\]
where \( C_2 := \|\eta''\|^2_{L^\infty(\mathbb{R})} + 1/8 \); in the second estimate was used the classical Hardy inequality \( 4 \int_{\mathbb{R}} |\varphi|^2 \, dx \geq \int_{\mathbb{R}} (|\varphi'|^2 + x^2) \, dx, \varphi \in H_0^1(\mathbb{R} \setminus \{0\}) \).

As a consequence of (28) and (29),
\[
c_\varepsilon(\psi) - \left( \frac{\pi}{2 \varepsilon} \right)^2 \|\psi\|^2_{H^2} \geq \frac{1}{16} \int_A \frac{|\psi|^2}{1 + (s - s_0)^2} \, ds \, dt - C_2 \int_{I \times (0,1)} |\psi|^2 \, ds \, dt.
\]

By (27) and (30), for each \( \delta \in (0,1) \), one has
\[
c_\varepsilon(\psi) - \left( \frac{\pi}{2 \varepsilon} \right)^2 \|\psi\|^2_{H^2} \geq \delta \int_A \frac{|\psi|^2}{1 + (s - s_0)^2} \, ds \, dt + [(1 - \delta)\mu_0 C_1 - \delta C_2] \int_{I \times (0,1)} |\psi|^2 \, ds \, dt.
\]

Taking \( \delta = \mu_0 C_1 / (\mu_0 C_1 + C_2) \), we have
\[
c_\varepsilon(\psi) - \left( \frac{\pi}{2 \varepsilon} \right)^2 \|\psi\|^2_{H^2} \geq \frac{\mu_0 C_1}{16(\mu_0 C_1 + C_2)} \int_A \frac{|\psi|^2}{1 + (s - s_0)^2} \, ds \, dt \\
\geq \frac{\mu_0 C_1}{16(\mu_0 C_1 + C_2)} \inf_{s \in \mathbb{R}} \frac{1 + s^2}{1 + (s - s_0)^2} \int_A \frac{1}{1 + s^2} |\psi|^2 \, ds \, dt.
\]

The result follows with a real constant \( c > 0 \) so that
\[
c \leq \frac{\mu_0 C_1}{16(\mu_0 C_1 + C_2)} \inf_{s \in \mathbb{R}} \frac{1 + s^2}{1 + (s - s_0)^2}.
\]

\[ \square \]

**Proof of Theorem 4.** Define \( C_3 := \varepsilon / (1 - \varepsilon \|k \cdot \Theta\|_{L^\infty(\mathbb{R})}) \). Since \( |\Theta'(s)| \leq \delta / (1 + s^2) \), we obtain
\[
\left| \frac{f_\varepsilon(s, t)}{h_\varepsilon(s, t)} - 1 \right| \leq \frac{C_3 \delta}{1 + s^2},
\]
for all \((s, t) \in A \). Recall that \( \rho(s) = 1 / (1 + s^2) \) and assume \( C_3 \delta < 1 \). For each \( \psi \in \text{dom } b_\varepsilon \), (31) implies that
\[
b_\varepsilon(\psi) - \left( \frac{\pi}{2 \varepsilon} \right)^2 \|\psi\|^2_{H^2} \geq \frac{1}{1 + C_3 \delta} \int_A \frac{|\partial_s \psi|^2}{h_\varepsilon} \, ds \, dt + \int_A (1 - C_3 \delta \rho(s)) \left( |\partial_t \psi|^2 - \left( \frac{\pi}{2 \varepsilon} \right)^2 |\psi|^2 \right) h_\varepsilon \, ds \, dt \\
- 2 \left( \frac{\pi}{2 \varepsilon} \right)^2 \int_A C_3 \delta \rho(s) |\psi|^2 h_\varepsilon \, ds \, dt \\
\geq \frac{1}{1 + C_3 \delta} \left( b_\varepsilon(\psi) - \left( \frac{\pi}{2 \varepsilon} \right)^2 \|\psi\|^2_{H^2} \right) - 2 \left( \frac{\pi}{2 \varepsilon} \right)^2 \int_A C_3 \delta \rho(s) |\psi|^2 h_\varepsilon \, ds \, dt.
\]

By Theorem 3, there exists a constant \( c > 0 \) so that
\[
b_\varepsilon(\psi) - \left( \frac{\pi}{2 \varepsilon} \right)^2 \|\psi\|^2_{H^2} \geq \left( \frac{1 - C_3 \delta}{1 + C_3 \delta} c - C_3 \delta \frac{\pi^2}{2 \varepsilon^2} \right) \int_A \rho(s) |\psi|^2 h_\varepsilon \, ds \, dt.
\]

Now, just to take \( \delta > 0 \) small enough so that
\[
\frac{1 - C_3 \delta}{1 + C_3 \delta} c - C_3 \delta \frac{\pi^2}{2 \varepsilon^2} > 0.
\]

Thus, it follows the result. \[ \square \]
5 Thin strips

In this section we present the proof of Theorem 5 stated in the Introduction. In fact, it is a consequence of Theorem 8 stated below. Before we introduce Theorem 8, we present some important considerations. Throughout this section, we assume the conditions in (10) and (14); $\varepsilon$ is always small enough.

For each $s \in \mathbb{R}$, consider the auxiliary operator

$$T_\varepsilon(s) := -\partial^2_t - \frac{\partial f_\varepsilon}{f_\varepsilon} \partial_s,$$

acting in the Hilbert space $L^2((0,1),f_\varepsilon(s)\cdot dt)$. Denote by $\Sigma(s,\varepsilon)$ the first eigenvalue of $T_\varepsilon(s)$. By the analytic perturbation theory,

$$\Sigma(s,\varepsilon) = \left(\frac{\pi}{2}\right)^2 + \beta(s,\varepsilon) + O(\varepsilon^2),$$

where

$$\beta(s,\varepsilon) := \frac{\varepsilon(k \cdot \Theta)(s) - \varepsilon^2(k \cdot \Theta)^2(s) - \varepsilon^3|\Theta'(s)|}{\sqrt{1 - \varepsilon(k \cdot \Theta)(s)^2 + \varepsilon^2|\Theta(s)|^2}} + \frac{1}{2} \int_0^1 (\partial^2_t f_\varepsilon) \chi_s^2 dt; \quad (32)$$

see [16] for more details.

Recall the definition of $b_\varepsilon(\psi)$ in (20). For each $\psi \in \text{dom } b_\varepsilon$, by the minimax principle,

$$b_\varepsilon(\psi) \geq \int_{\Lambda} \frac{\Sigma(s,\varepsilon)}{\varepsilon^2} |\psi|^2 f_\varepsilon ds dt. \quad (33)$$

This estimate will be useful in the next paragraphs.

From now on, it is more convenient to perform another change of coordinates so that the quadratic form $b_\varepsilon(\psi)$ starts to act in the Hilbert space $L^2(\Lambda)$ with the usual metric. For this, consider the unitary operator

$$V_\varepsilon : L^2(\Lambda) \rightarrow L^2(\Lambda, f_\varepsilon ds dt)$$

$$\psi \mapsto f_\varepsilon^{-1/2} \psi,$$

and define

$$d_\varepsilon(\psi) := b_\varepsilon(V_\varepsilon \psi),$$

dom $d_\varepsilon := V_\varepsilon^{-1}(\text{dom } b_\varepsilon)$. Due to the conditions in (14), dom $d_\varepsilon = D := \{ \psi \in H^1(\Lambda); \psi(s,0) = 0 \text{ a.e. } s \in \mathbb{R} \}$.

Some calculations show that

$$d_\varepsilon(\psi) = \int_{\Lambda} \frac{|\partial_\psi|^2}{f_\varepsilon^2} ds dt + \frac{1}{\varepsilon^2} \int_{\Lambda} |\partial_\xi| f_\varepsilon |\partial_\psi|^2 ds dt + \int_{\Lambda} V_\varepsilon |\psi|^2 ds dt - \mathcal{R} \int_{\Lambda} \frac{\partial f_\varepsilon}{f_\varepsilon^2} \overline{\psi} \partial_\psi \psi ds dt + \int_{\partial} v_\varepsilon |\psi|^2 ds dt,$$

where

$$V_\varepsilon(s,t) := \frac{1}{4} \left( \frac{(\partial_s f_\varepsilon(s,t))^2}{f_\varepsilon(s,t)^4} - \frac{1}{4\varepsilon^2} \frac{(\partial_t f_\varepsilon(s,t))^2}{f_\varepsilon(s,t)^2} + \frac{1}{2\varepsilon^2} \frac{\partial^2_t f_\varepsilon(s,t)}{f_\varepsilon(s,t)} \right),$$

and

$$v_\varepsilon(s) := \frac{1}{2\varepsilon} \frac{(k \cdot \Theta)(s) - \varepsilon(k \cdot \Theta)^2(s) - \varepsilon|\Theta'(s)|^2}{(1 - \varepsilon(k \cdot \Theta)(s)^2 + \varepsilon^2|\Theta(s)|^2)}.$$

The integral sign $\int_{\partial}$ refers to an integration over the boundary $\mathbb{R} \times \{1\}$. Denote by $D_\varepsilon$ the self-adjoint operator associated with $d_\varepsilon(\psi)$.

In particular, by (32) and (33),

$$d_\varepsilon(\psi) \geq \left(\frac{\pi}{2\varepsilon}\right)^2 \int_{\Lambda} |\psi|^2 ds dt + \int_{\Lambda} \frac{\beta(s,\varepsilon)}{\varepsilon^2} |\psi|^2 ds dt + O(1) \int_{\Lambda} |\psi|^2 ds dt$$

$$\geq \left(\frac{\pi}{2\varepsilon}\right)^2 \int_{\Lambda} |\psi|^2 ds dt + \int_{\Lambda} \frac{k \cdot \Theta}{\varepsilon} |\psi|^2 ds dt + O(1) \int_{\Lambda} |\psi|^2 ds dt. \quad (34)$$
As a consequence, one has
\[ D_\varepsilon \geq \left[ \left( \frac{\pi}{2\varepsilon} \right)^2 + \frac{k \cdot \Theta}{\varepsilon} + O(1) \right] 1. \]

Let \( H_\varepsilon \) be the decoupled operator
\[ H_\varepsilon := \left( -\Delta_\mathbb{R} + \frac{k \cdot \Theta}{\varepsilon} 1 \right) \otimes 1 + 1 \otimes \left( -\frac{1}{\varepsilon^2} \Delta_{(0,1)}^D \right) \text{ in } L^2(\mathbb{R}) \otimes L^2(0,1). \]

Fix a number \( \kappa > 0 \) so that \( \kappa + \inf k \cdot \Theta > 0. \)

Consequently, \( D_\varepsilon - (\pi/2\varepsilon)^2 1 + (\kappa/\varepsilon) 1 \) and \( H_\varepsilon - (\pi/2\varepsilon)^2 1 + (\kappa/\varepsilon) 1 \) are positive operators.

Now, we have conditions to state the following result.

**Theorem 8.** Assume the conditions (10) and (14) in the Introduction. If \( k \cdot \Theta \neq 0, \) then there exist positive constants \( \varepsilon_0 \) and \( K_0 \) so that, for each \( \varepsilon \in (0, \varepsilon_0), \)
\[ \left\| \left[ \left( D_\varepsilon - \left( \frac{\pi}{2\varepsilon} \right)^2 \right) \right] + \frac{\kappa}{\varepsilon} 1 \right\|^{-1} - \left[ \left( H_\varepsilon - \left( \frac{\pi}{2\varepsilon} \right)^2 \right) + \frac{\kappa}{\varepsilon} 1 \right]^{-1} \leq K_0 \varepsilon^{3/2}. \]

The proof of Theorem 8 is divided into two steps; Propositions 1 and 2 stated below. For simplicity, we write
\[ L_\varepsilon := \left( D_\varepsilon - \left( \frac{\pi}{2\varepsilon} \right)^2 \right) + \frac{\kappa}{\varepsilon} 1. \]

The quadratic form associated with \( L_\varepsilon \) is denoted by \( l_\varepsilon(\psi); \) dom \( l_\varepsilon = \mathcal{D}. \)

Now, we introduce an intermediate operator in the following way. The conditions in (10) and (14) imply that
\[ \| 1/f_\varepsilon^2 - 1 \|_{L^\infty(\Lambda)} \leq K_1 \varepsilon, \quad \| \partial_s f_\varepsilon / f_\varepsilon^3 \|_{L^\infty(\Lambda)} \leq K_1 \varepsilon, \quad \| V_\varepsilon \|_{L^\infty(\Lambda)} \leq K_1, \text{ for some } K_1 > 0. \]

These estimates motivate the definition of the quadratic form
\[ m_\varepsilon(\psi) := \int_\Lambda |\partial_s \psi|^2 dsdt + \frac{1}{\varepsilon^2} \int_\Lambda \left[ |\partial_s \psi|^2 - \left( \frac{\pi}{2} \right)^2 |\psi|^2 \right] dsdt + \int_\Lambda \frac{\kappa}{\varepsilon} |\psi|^2 dsdt + \int_\partial \varepsilon |\psi|^2 dsdt, \]
dom \( m_\varepsilon = \mathcal{D}. \) Denote by \( M_\varepsilon \) the operator self-adjoint associated with \( m_\varepsilon(\psi). \)

The first step is to prove that \( L_\varepsilon \) approaches to \( M_\varepsilon \) in the norm resolvent sense, as \( \varepsilon \) goes to zero.

**Lemma 2.** Assume the conditions (10) and (14) in the Introduction. Then there exists \( K_2 > 0 \) so that
\[ l_\varepsilon(\psi) \geq K_2 (\| \partial_s \psi \|^2_{L^2(\Lambda)} + \varepsilon^{-1} \| \psi \|^2_{L^2(\Lambda)}), \quad m_\varepsilon(\psi) \geq K_2 (\| \partial_s \psi \|^2_{L^2(\Lambda)} + \varepsilon^{-1} \| \psi \|^2_{L^2(\Lambda)}), \]
for all \( \psi \in \mathcal{D}, \) for all \( \varepsilon > 0 \) small enough.

**Proof.** By (34), it is easy to note that
\[ l_\varepsilon(\psi) \geq K_3 (\| \partial_s \psi \|^2_{L^2(\Lambda)} + \varepsilon^{-1} \| \psi \|^2_{L^2(\Lambda)}), \]
for some \( K_3 > 0. \) By (35),
\[ |l_\varepsilon(\psi) - m_\varepsilon(\psi)| \leq \int_\Lambda \left[ \frac{1}{f_\varepsilon^2} - 1 \right] |\partial_s \psi|^2 dsdt + \int_\Lambda |V_\varepsilon| |\psi|^2 dsdt + \int_\Lambda \left| \frac{\partial_s f_\varepsilon}{f_\varepsilon^3} \right| |\psi| |\partial_s \psi| dsdt \]
\[ \leq K_4 (\varepsilon \| \partial_s \psi \|^2_{L^2(\Lambda)} + \| \psi \|^2_{L^2(\Lambda)}), \]
for some \( K_4 > 0. \) Then, due to (36) and (37),
\[ m_\varepsilon(\psi) \geq K_5 (\| \partial_s \psi \|^2_{L^2(\Lambda)} + \varepsilon^{-1} \| \psi \|^2_{L^2(\Lambda)}), \]
for some \( K_5 > 0. \)
As a consequence of Lemma 2, $L_\epsilon$ and $M_\epsilon$ are positive operators and

$$\|L_\epsilon^{-1}\| \leq K_2^{-1}\epsilon, \quad \|M_\epsilon^{-1}\| \leq K_2^{-1}\epsilon.$$  

(38)

These estimates will be useful latter.

**Proposition 1.** Assume the conditions (10) and (14) in the Introduction. Then there exist positive constants $\epsilon_1$ and $K_6$ so that, for each $\epsilon \in (0, \epsilon_1)$,

$$\|L_\epsilon^{-1} - M_\epsilon^{-1}\| \leq K_6\epsilon^2.$$  

Proof. Denote by $l_\epsilon(\phi, \varphi)$ and $m_\epsilon(\phi, \varphi)$ the sesquilinear forms associated with $l_\epsilon(\psi)$ and $m_\epsilon(\psi)$, respectively. Due to the estimates in (35),

$$|l_\epsilon(\phi, \varphi) - m_\epsilon(\phi, \varphi)| \leq \int_\Lambda \left| \frac{1}{f_\epsilon^2} - 1 \right| |\partial_s \phi| |\partial_s \varphi| dsdt + \int_\Lambda \left| V_\epsilon \right| |\phi||\varphi| dsdt + \int_\Lambda \left| \frac{\partial_s f_\epsilon}{f_\epsilon^3} \right| |\phi| |\varphi| dsdt \leq K_7 \sqrt{\epsilon |\partial_s \phi|_{L^2(\Lambda)}^2 + |\phi|_{L^2(\Lambda)}^2} \sqrt{\epsilon |\partial_s \varphi|_{L^2(\Lambda)}^2 + |\varphi|_{L^2(\Lambda)}^2},$$

for some $K_7 > 0$. By Lemma 2,

$$|l_\epsilon(\phi, \varphi) - m_\epsilon(\phi, \varphi)| \leq K_8 \epsilon \sqrt{m_\epsilon(\phi) l_\epsilon(\varphi)},$$  

(39)

for some $K_8 > 0$.

Now, let $\eta, \xi \in L^2(\Lambda)$ be arbitrary functions. Take $\phi = M_\epsilon^{-1}\eta$ and $\varphi = L_\epsilon^{-1}\xi$. Denoting by $\langle \cdot, \cdot \rangle$ the inner product in $L^2(\Lambda)$, we have $\langle M_\epsilon^{-1}\eta, \eta \rangle = m_\epsilon(\phi)$, $\langle L_\epsilon^{-1}\xi, \xi \rangle = l_\epsilon(\varphi)$, and

$$|\langle (L_\epsilon^{-1} - M_\epsilon^{-1})\eta, \xi \rangle | = |m_\epsilon(\phi, \varphi) - l_\epsilon(\phi, \varphi)|.$$

Consequently, by the estimate in (39),

$$|\langle (L_\epsilon^{-1} - M_\epsilon^{-1})\eta, \xi \rangle | \leq K_8 \epsilon \sqrt{m_\epsilon^{-1}(\eta, \eta)} |(L_\epsilon^{-1}\xi, \xi)|.$$  

(40)

Finally, (38) and (40) imply that

$$|\langle (L_\epsilon^{-1} - M_\epsilon^{-1})\eta, \xi \rangle | \leq K_9 \epsilon^2 \|\eta\|_{L^2(\Lambda)} \|\xi\|_{L^2(\Lambda)},$$

for some $K_9 > 0$. This completes the proof.

The next step is to prove that $M_\epsilon$ approaches to the self-adjoint operator

$$N_\epsilon := \left( H_\epsilon - \left( \frac{\pi}{2\epsilon} \right)^2 1 \right) + \frac{\kappa}{\epsilon} 1$$

in the norm resolvent sense, as $\epsilon$ goes to zero. Denote by $n_\epsilon(\psi)$ the quadratic forms associated with $N_\epsilon$; dom $n_\epsilon = D$. A straightforward calculation shows that

$$n_\epsilon(\psi) = \int_\Lambda |\partial_s \psi|^2 dsdt + \frac{1}{\epsilon^2} \int_\Lambda \left[ |\partial_t \psi|^2 - \left( \frac{\pi}{2} \right)^2 |\psi|^2 \right] dsdt + \int_\Lambda \frac{k \cdot \Omega + \kappa}{\epsilon} |\psi|^2 dsdt.$$  

We can see that

$$n_\epsilon(\psi) \geq K_{10} (\|\partial_s \psi\|_{L^2(\Lambda)}^2 + \epsilon^{-1} \|\psi\|_{L^2(\Lambda)}^2),$$  

(41)

for some $K_{10} > 0$. Consequently, $N_\epsilon$ is a positive operator and

$$\|N_\epsilon^{-1}\| \leq K_{10}^{-1}\epsilon.$$  

(42)
Proposition 2. Assume the conditions (10) and (14) in the Introduction. If $k \cdot \Theta \neq 0$, then there exist positive constants $\varepsilon_2$ and $K_{11}$ so that, for each $\varepsilon \in (0, \varepsilon_2)$,

$$\|M^{-1}_\varepsilon - N^{-1}_\varepsilon\| \leq K_{11} \varepsilon^{3/2}.$$ 

Proof. Consider the closed subspace

$$\mathcal{A} := \{\psi_w := w(s)\chi_1(t) : w \in H^1(\mathbb{R})\}$$

of the Hilbert space $L^2(\Lambda)$; recall that $\chi_1$ is given by (21). One has the orthogonal decomposition $L^2(\Lambda) = \mathcal{A} \oplus \mathcal{A}^\perp$. Each $\psi \in \mathcal{D}$ can be written as

$$\psi = \psi_w + \psi_w^\perp, \quad w \in H^1(\mathbb{R}), \psi_w^\perp \in \mathcal{D} \cap \mathcal{A}^\perp.$$ 

In particular, for each $\psi_w^\perp \in \mathcal{Q} \cap \mathcal{A}^\perp$,

$$\int_0^1 \psi_w^\perp(s, t)\chi_1(t)dt = 0 \quad \text{and} \quad \int_0^1 \partial_t \psi_w^\perp(s, t)\chi_1(t)dt = 0,$$ 

for almost every $s \in \mathbb{R}$.

According to (43),

$$n_\varepsilon(\psi) = n_\varepsilon(\psi_w) + 2\Re n_\varepsilon(\psi_w, \psi_w^\perp) + n_\varepsilon(\psi_w^\perp);$$

$n_\varepsilon(\varphi, \phi)$ denotes the sesquilinear form associated with $n_\varepsilon(\psi)$. As a consequence of (44), $n_\varepsilon(\psi_w, \psi_w^\perp) = 0$. We also have

$$n_\varepsilon(\psi_w^\perp) \geq \frac{1}{\varepsilon^2} \|\partial_t \psi_w^\perp\|^2_{L^2(\Lambda)} - \left(\frac{\pi}{2\varepsilon}\right)^2 \|\psi_w^\perp\|^2_{L^2(\Lambda)}$$

$$= \frac{1}{\varepsilon^2} \|\partial_t \psi_w^\perp\|^2_{L^2(\Lambda)} + \frac{1}{2\varepsilon^2} \|\partial_t \psi_w^\perp\|^2_{L^2(\Lambda)} - \left(\frac{\pi}{2\varepsilon}\right)^2 \|\psi_w^\perp\|^2_{L^2(\Lambda)}$$

$$\geq \frac{1}{\varepsilon^2} \|\partial_t \psi_w^\perp\|^2_{L^2(\Lambda)} + \left(\frac{\pi}{2\varepsilon}\right)^2 - \left(\frac{\pi}{2\varepsilon}\right)^2 \|\psi_w^\perp\|^2_{L^2(\Lambda)}$$

$$\geq \frac{1}{\varepsilon^2} \|\partial_t \psi_w^\perp\|^2_{L^2(\Lambda)} + \|\psi_w^\perp\|^2_{L^2(\Lambda)}.$$ 

(45)

Now, we define the auxiliary quadratic form

$$q_\varepsilon(\psi) := m_\varepsilon(\psi) - n_\varepsilon(\psi) = \int_0^1 v_\varepsilon|\psi|^2ds + \int_\Lambda \frac{k \cdot \Theta}{\varepsilon}|\psi|^2ds,$$

dom $q_\varepsilon = \mathcal{D}$. In particular,

$$|q_\varepsilon(\psi)| \leq |q_\varepsilon(\psi_w)| + 2|q_\varepsilon(\psi_w, \psi_w^\perp)| + |q_\varepsilon(\psi_w^\perp)|;$$

(46)

$q_\varepsilon(\varphi, \phi)$ denotes the sesquilinear form associated with $q_\varepsilon(\psi)$. A straightforward calculation shows that

$$q_\varepsilon(\psi_w) = \int_\mathbb{R} \left(2v_\varepsilon - \frac{k \cdot \Theta}{\varepsilon}\right)|w|^2ds.$$ 

Since $k \cdot \Theta \neq 0$, (10) and (14) imply that

$$\|2v_\varepsilon - k \cdot \Theta/\varepsilon\|_{L^\infty(\mathbb{R})} \leq K_{12}, \quad \|v_\varepsilon\|_{L^\infty(\mathbb{R})} \leq K_{12} \varepsilon^{-1},$$

for some $K_{12} > 0$. These estimates, together with (41) and (45), ensure that there exist $K_{13}, K_{14}, K_{15} > 0$ so that

$$|q_\varepsilon(\psi_w)| \leq K_{12} \|w\|^2_{L^2(\mathbb{R})} \leq K_{13} \varepsilon n_\varepsilon(\psi_w),$$

(47)
and

\[
|q_\varepsilon(\psi_w)| \leq K_{12}\varepsilon^{-1} \left( \int_0^1 |\psi_w^\perp|^2 dsdt + \int_\Lambda |\psi_w^\perp|^2 dsdt \right)
\]
\[
= K_{12}\varepsilon^{-1} \left( 2\mathcal{R} \int_\Lambda \psi_w^\perp \overline{\partial_t \psi_w^\perp} dsdt + \int_\Lambda |\psi_w^\perp|^2 dsdt \right)
\]
\[
\leq K_{12}\varepsilon^{-1} \left( 2\|\psi_w^\perp\|_{L^2(\Lambda)} \|\partial_t \psi_w^\perp\|_{L^2(\Lambda)} + \|\psi_w^\perp\|^2_{L^2(\Lambda)} \right)
\]
\[
\leq K_{14}\varepsilon^{-1} \left( \|\partial_t \psi_w^\perp\|^2_{L^2(\Lambda)} + \|\psi_w^\perp\|^2_{L^2(\Lambda)} \right)
\]
\[
\leq K_{15}\varepsilon n_\varepsilon(\psi_w^\perp) .
\]

(48)

Finally, some calculations show that

\[
|q_\varepsilon(\psi_w, \psi_w^\perp)| = \left| \int_\partial \nu_\varepsilon \overline{\psi_w \psi_w^\perp} dsdt \right|
\leq K_{16}\varepsilon^{-1} \left( \int_\partial |\psi_w|^2 dsdt \right)^{1/2} \left( \int_\partial |\psi_w^\perp|^2 dsdt \right)^{1/2}
\]
\[
\leq 2K_{12}\varepsilon^{-1} \|w\|_{L^2(\mathbb{R})} \left( \|\psi_w^\perp\|_{L^2(\Lambda)} \|\partial_t \psi_w^\perp\|_{L^2(\Lambda)} \right)^{1/2}
\]
\[
\leq 2K_{12}\varepsilon^{-1} \|w\|_{L^2(\mathbb{R})} \left( \|\partial_t \psi_w^\perp\|^2_{L^2(\Lambda)} + \|\psi_w^\perp\|^2_{L^2(\Lambda)} \right)^{1/2} .
\]

Combining these estimates with (41) and (45),

\[
|q_\varepsilon(\psi_w, \psi_w^\perp)| \leq K_{16}\varepsilon^{-1/2} \sqrt{n_\varepsilon(\psi_w)n_\varepsilon(\psi_w^\perp)}
\]
\[
\leq K_{16}\varepsilon^{-1/2} \left( n_\varepsilon(\psi_w) + n_\varepsilon(\psi_w^\perp) \right),
\]

(49)

for some $K_{16} > 0$. As a consequence of (46)-(49),

\[
|q_\varepsilon(\psi)| \leq K_{17}\varepsilon^{1/2} (n_\varepsilon(\psi_w) + n_\varepsilon(\psi_w^\perp)) = K_{17}\varepsilon^{1/2} n_\varepsilon(\psi) ,
\]

(50)

for some $K_{17} > 0$.

By the polarization identity and (50),

\[
|q_\varepsilon(\phi, \varphi)| \leq K_{17}\varepsilon^{1/2} (n_\varepsilon(\phi) + n_\varepsilon(\varphi)) .
\]

(51)

Furthermore, (50) implies that

\[
K_{18} n_\varepsilon(\varphi) \leq m_\varepsilon(\varphi) \leq K_{18} n_\varepsilon(\varphi) ,
\]

(52)

for some $K_{18} > 0$. Then, as consequence of (51) and (52),

\[
|q_\varepsilon(\phi, \varphi)| \leq K_{19}\varepsilon^{1/2} (n_\varepsilon(\phi) + m_\varepsilon(\varphi)) ,
\]

(53)

for some $K_{19} > 0$.

Now, let $\eta, \xi \in L^2(\Lambda)$ be arbitrary functions. Similarly as in the proof of Proposition 1, it follows from (53) that

\[
\left| \left\langle (M_\varepsilon^{-1} - N_\varepsilon^{-1}) \eta, \xi \right\rangle \right| \leq K_{19}\varepsilon^{1/2} \left( \left\langle N_\varepsilon^{-1} \eta, \eta \right\rangle + \left\langle M_\varepsilon^{-1} \xi, \xi \right\rangle \right) .
\]

(54)

Using (54) together with (38) and (42), one has

\[
\left| \left\langle (M_\varepsilon^{-1} - N_\varepsilon^{-1}) \eta, \xi \right\rangle \right| \leq K_{20}\varepsilon^{3/2} \left( \|\eta\|_{L^2(\Lambda)} + \|\xi\|_{L^2(\Lambda)} \right) ,
\]

for some $K_{20} > 0$. Thus, we get the result.

\[ \square \]

**Proof of Theorem 8.** Apply Propositions 1 and 2. \[ \square \]
Finally, we present the proof of Theorem 5. We start with the following result.

**Lemma 3.** Suppose that \( k \cdot \Theta \in L^\infty(\mathbb{R}) \). One has

\[
\lambda_1(H_\varepsilon) = \lambda_1 \left( -\Delta + \frac{k \cdot \Theta}{\varepsilon} 1 \right) + \left( \frac{\pi}{2\varepsilon} \right)^2.
\]

Furthermore, for any integer \( N \geq 2 \), there exists a positive constant \( \varepsilon_3 := \varepsilon_3(N, k \cdot \Theta) \) so that, for each \( \varepsilon \in (0, \varepsilon_3) \),

\[
\lambda_j(H_\varepsilon) = \lambda_j \left( -\Delta + \frac{k \cdot \Theta}{\varepsilon} 1 \right) + \left( \frac{\pi}{2\varepsilon} \right)^2, \quad \forall j \in \{2, \cdots, N\}.
\]

The proof of this lemma can be obtained by simple adaptations of the proof of Lemma 3.5 of [18], which will be omitted in this text.

**Proof of Theorem 5.** For each \( j \in \mathbb{N} \), consider \( \varepsilon > 0 \) small enough so that the conclusions of Theorem 8 and Lemma 3 hold. Theorem 8 and Lemma 3 ensure that

\[
\left| \frac{1}{\varepsilon} \left( \lambda_j \left( -\Delta + \frac{\pi^2}{\varepsilon} 1 \right) + \left( \frac{\pi}{2\varepsilon} \right)^2 \right) \right| \leq K_0 \varepsilon^{1/2}.
\]

By Theorem 9 in Appendix 7, one has

\[
\lim_{\varepsilon \to 0} \varepsilon \left( \lambda_j \left( -\Delta + \frac{\pi^2}{\varepsilon} 1 \right) + \left( \frac{\pi}{2\varepsilon} \right)^2 \right) = \lim_{\varepsilon \to 0} \varepsilon \lambda_j \left( -\Delta + \frac{k \cdot \Theta}{\varepsilon} 1 \right) = \inf(k \cdot \Theta).
\]

\( \square \)

**Purely twisted strips**

We finish this section with the proof of Theorem 6. In particular, it is a consequence of the convergence in the norm resolvent sense of the family of operators \( \{D_\varepsilon\}_{\varepsilon > 0} \). Hereafter, we assume that \( k \cdot \Theta = 0 \). Under this condition, we keep the same notation for the auxiliary operators and their respective quadratic forms.

From now on, for technical reasons, we take

\[
\kappa > \sup \frac{|\Theta'|^2}{2}.
\]

Since \( k \cdot \Theta = 0 \) and \( \Theta \) satisfies (14), one has

\[
\|\frac{1}{f_\varepsilon^2} - 1\|_{L^\infty(\Lambda)} \leq K_{21} \varepsilon, \quad \|\partial_s f_\varepsilon / f_\varepsilon^3\|_{L^\infty(\Lambda)} \leq K_{21} \varepsilon, \quad \|V_\varepsilon - |\Theta'|^2/2\|_{L^\infty(\Lambda)} \leq K_{21} \varepsilon,
\]

for some \( K_{21} > 0 \). These estimates motivate the definition of the quadratic form

\[
m_\varepsilon(\psi) := \int_\Lambda \left| \partial_s \psi \right|^2 ds dt + \int_\Lambda \left( \frac{|\partial_s \psi|^2}{\varepsilon^2} - \left( \frac{\pi}{2\varepsilon} \right)^2 |\psi|^2 \right) ds dt + \int_\Lambda \frac{|\Theta'|^2}{2} |\psi|^2 ds dt + \int_\partial V_\varepsilon |\psi|^2 ds dt + \kappa \int_\Lambda |\psi|^2 ds dt,
\]

\( \text{dom } m_\varepsilon = D \). Denote by \( M_\varepsilon \) the self-adjoint operator associated with \( m_\varepsilon(\psi) \). Theorem 3 of [1] ensures that

\[
\left\| \left( D_\varepsilon - \left( \frac{\pi^2}{2\varepsilon} \right) 1 + \kappa 1 \right)^{-1} - M_\varepsilon^{-1} \right\| \leq K_{22} \varepsilon,
\]

for some \( K_{22} > 0 \).
Now, define the one-dimensional quadratic form
\[ n_\varepsilon(w) := m_\varepsilon(w_1) = \int_{\mathbb{R}} \left( |w'|^2 + \left( \frac{|\Theta|^2}{2} + 2v_\varepsilon \right) |w|^2 \right) ds dt + \kappa \int_{\mathbb{R}} |w|^2 ds dt, \]
\[ \text{dom } n_\varepsilon = H^1(\mathbb{R}). \]
Denote by \( N_\varepsilon \) the self-adjoint operator associated with \( n_\varepsilon(\psi) \). Considering the orthogonal decomposition given in (43), we get the following result.

**Proposition 3.** There exists a number \( K_{23} > 0 \) so that
\[ \| M_\varepsilon^{-1} - N_\varepsilon^{-1} \oplus 0 \| \leq K_{23} \varepsilon^{1/2}, \]
for all \( \varepsilon > 0 \) small enough, where \( 0 \) is the null operator on the subspace \( A_\perp \).

**Proof.** For each \( \psi \in \mathcal{D} \), it follows from (43) that
\[ \psi = w_1 + \psi_\perp, \quad w_1 \in H^1(\mathbb{R}), \psi_\perp \in \mathcal{D} \cap A_\perp. \]
Note that
\[ m_\varepsilon(w_1) = n_\varepsilon(w) \geq K_{24} \| w \|_{L^2(\mathbb{R})}^2, \]
for some \( K_{24} > 0 \), and
\[ m_\varepsilon(\psi_\perp) \geq \frac{1}{2\varepsilon^2} \left( \| \partial_t \psi_\perp \|_{L^2(A)}^2 + \| \psi_\perp \|_{L^2(A)}^2 \right); \]
the last estimate follows the lines of (45) in Section 5. Denote by \( m_\varepsilon(\phi, \varphi) \) the sesquilinear form associated with \( m_\varepsilon(\psi) \). Following the same procedure as the first inequality of (49),
\[ m_\varepsilon(w_1, \psi_\perp) \leq K_{25} \varepsilon^{1/2} \sqrt{n_\varepsilon(w) m_\varepsilon(\psi_\perp)}, \]
for some \( K_{25} > 0 \). Then, the result follows by Proposition 3.1 of [13]. \( \square \)

Since \( k \cdot \Theta = 0 \) and \( |\Theta'| \in L^\infty(\mathbb{R}) \), one has
\[ \| 2v_\varepsilon + |\Theta'|^2 \|_{L^\infty(\mathbb{R})} \leq K_{26} \varepsilon, \]
for some \( K_{26} > 0 \). Thus, define the quadratic form
\[ n(w) := \int_{\mathbb{R}} \left( |w'|^2 - \frac{|\Theta|^2}{2} |w|^2 \right) ds dt + \kappa \int_{\mathbb{R}} |w|^2 ds dt, \]
\[ \text{dom } n = H^1(\mathbb{R}). \]
Denote by \( N \) the self-adjoint operator associated with \( n(w) \). Again, Theorem 3 of [1] implies that
\[ \| N_\varepsilon^{-1} - N^{-1} \| \leq K_{27} \varepsilon, \]
for some \( K_{27} > 0 \).

As a consequence of (55)-(57),
\[ \left\| \left[ \left( D_\varepsilon - \left( \frac{\pi}{2\varepsilon} \right)^2 \right) + \kappa 1 \right]^{-1} - \left[ \left( -\Delta_\mathbb{R} - \frac{|\Theta|^2}{2} 1 \right) + \kappa 1 \right]^{-1} \oplus 0 \right\| \leq K_{28} \varepsilon^{1/2}, \]
for some \( K_{28} > 0 \).

**Proof of Theorem 6.** Follows from estimate (58). \( \square \)
6 Scaled strips

Based on arguments of Section 5, we prove that $\varepsilon(-\bar{\Delta}_\varepsilon^{DN} - (\pi/2\varepsilon)^21)$ converges in the norm resolvent sense, as $\varepsilon$ goes to zero. Recall that $-\bar{\Delta}_\varepsilon^{DN}$ is the self-adjoint operator associated with the quadratic form $\tilde{a}_\varepsilon(\varphi)$; see (17). Consequently, one proves Theorem 7 in the Introduction. In this section, we also assume the conditions in (10) and (14); $\varepsilon$ is always small enough.

At first, define

$$\tilde{f}_\varepsilon(s, t) := \sqrt{(1 - \varepsilon t(k_\varepsilon \cdot \Theta_\varepsilon)(s))^2 + \varepsilon^2 t^2 |\Theta'_\varepsilon(s)|^2}.$$ 

Performing a change of coordinates similar to that in Section 5, $\tilde{a}_\varepsilon(\varphi)$ becomes

$$\tilde{d}_\varepsilon(\psi) := \int_\Lambda \frac{1}{\tilde{f}_\varepsilon(s, t)^2} d\delta s dt + \frac{1}{\varepsilon^2} \int_\Lambda |\partial_t \psi|^2 d\delta s dt + \int_\Lambda \tilde{V}_\varepsilon|\psi|^2 d\delta s dt - \mathcal{R} \int_\Lambda \frac{\partial_s \tilde{f}_\varepsilon}{\tilde{f}_\varepsilon^2} \bar{\psi} \partial_s \psi d\delta s dt + \int_\partial \tilde{v}_\varepsilon |\psi|^2 d\delta s dt,$$

dom $\tilde{d}_\varepsilon := \{\psi \in H^1(\Lambda); \psi(s, 0) = 0 \text{ a.e. } s \in \mathbb{R}\} \subset L^2(\Lambda)$, where

$$\tilde{V}_\varepsilon(s, t) := \frac{1}{4} \left( \frac{(k_\varepsilon \cdot \Theta_\varepsilon)(s)^2}{\tilde{f}_\varepsilon(s, t)^4} - \frac{(\partial_t \tilde{f}_\varepsilon)(s, t)^2}{\tilde{f}_\varepsilon(s, t)^2} + \frac{1}{2 \varepsilon^2} \frac{\partial^2 \tilde{f}_\varepsilon}(s, t) \right),$$

and

$$\tilde{v}_\varepsilon(s) := \frac{1}{2 \varepsilon} \left( \frac{(k_\varepsilon \cdot \Theta_\varepsilon)(s) - \varepsilon (k_\varepsilon \cdot \Theta_\varepsilon)(s)^2 - \varepsilon |\Theta'_\varepsilon(s)|^2}{(1 - \varepsilon (k_\varepsilon \cdot \Theta_\varepsilon)(s)^2 + \varepsilon^2 |\Theta'_\varepsilon(s)|^2)} \right).$$

Recall that the integral sign $\int_\partial$ refers to an integration over the boundary $\mathbb{R} \times \{1\}$.

Now, we perform another change of coordinates in order to work with the functions $k \cdot \Theta$ and $|\Theta'|$ instead of $k_\varepsilon \cdot \Theta_\varepsilon$ and $|\Theta'_\varepsilon|$. Let $W_\varepsilon : L^2(\Lambda) \rightarrow L^2(\Lambda)$ be the unitary operator generated by the horizontal dilation $(s, t) \mapsto (\varepsilon^{1/2}s, t)$, i.e.,

$$(W_\varepsilon \psi)(s, t) := \varepsilon^{1/4} \psi(\varepsilon^{1/2}s, t).$$

Then, define the quadratic form

$$y_\varepsilon(\psi) := \tilde{d}_\varepsilon \left( W_\varepsilon^{-1} \psi \right),$$

dom $y_\varepsilon := \{\psi \in H^1(\Lambda); \psi(s, 0) = 0 \text{ a.e. } s \in \mathbb{R}\}$, and denote

$$\tilde{h}_\varepsilon(s, t) := \sqrt{(1 - \varepsilon t(k \cdot \Theta)(s))^2 + \varepsilon t^2 |\Theta'(s)|^2}.$$ 

A straightforward calculation shows that

$$y_\varepsilon(\psi) := \frac{1}{\varepsilon} \left[ \int_\Lambda \frac{|\partial_s \psi|^2}{h_\varepsilon^2} d\delta s dt + \frac{1}{\varepsilon} \int_\Lambda |\partial_t \psi|^2 d\delta s dt + \int_\Lambda W_\varepsilon |\psi|^2 d\delta s dt - \mathcal{R} \int_\Lambda \frac{\partial_s \tilde{h}_\varepsilon}{h_\varepsilon^2} \bar{\psi} \partial_s \psi d\delta s dt + \int_\partial w_\varepsilon |\psi|^2 d\delta s dt \right],$$

where

$$W_\varepsilon(s, t) := \frac{1}{4} \left( \frac{(k \cdot \Theta)(s)^2}{h_\varepsilon(s, t)^4} - \frac{(\partial_t h_\varepsilon)(s, t)^2}{h_\varepsilon(s, t)^2} + \frac{1}{2 \varepsilon} \frac{\partial^2 h_\varepsilon}(s, t) \right),$$

and

$$w_\varepsilon(s) := \frac{1}{2} \left( \frac{(k \cdot \Theta)(s) - \varepsilon(k \cdot \Theta)(s)^2 - |\Theta'(s)|^2}{(1 - \varepsilon(k \cdot \Theta)(s))^2 + \varepsilon |\Theta'(s)|^2} \right).$$

For technical reasons, take a constant

$$\tilde{\kappa} > \|(k \cdot \Theta) - |\Theta'|^2/2\|_\infty,$$

and define

$$\tilde{I}_\varepsilon(\psi) := \varepsilon \left[ y_\varepsilon(\psi) - \left( \frac{\pi}{2 \varepsilon} \right)^2 \int_\Lambda |\psi|^2 d\delta s dt \right] + \tilde{\kappa} \int_\partial |\psi|^2 d\delta s dt,$$
dom $\tilde{L}_\varepsilon = \tilde{D} := \{ \psi \in H^1(\Lambda) ; \psi(s,0) = 0 \text{ a.e. } s \in \mathbb{R} \}$. Denote by $\tilde{L}_\varepsilon$ the self-adjoint operator associated with $\tilde{L}_\varepsilon(\psi)$. Due to conditions (10) and (14), one has

$$
\| 1/\tilde{h}_\varepsilon^2 - 1 \|_{L^\infty(\Lambda)} \leq \tilde{K}_1 \varepsilon, \quad \| \partial_s \tilde{h}_\varepsilon / \tilde{h}_\varepsilon^3 \|_{L^\infty(\Lambda)} \leq \tilde{K}_1 \varepsilon, \quad (59)
$$

$$
\| W_\varepsilon - |\Theta'|^2/2 \|_{L^\infty(\Lambda)} \leq \tilde{K}_1 \varepsilon, \quad \| 2w_\varepsilon - k \cdot \Theta + |\Theta'|^2 \|_{L^\infty(\mathbb{R})} \leq \tilde{K}_1 \varepsilon, \quad (60)
$$

for some $\tilde{K}_1 > 0$. Define the one dimensional quadratic form

$$
\tilde{n}(w) := \int_{\mathbb{R}} \left( |w|^2 + \left( k \cdot \Theta - \frac{|\Theta'|^2}{2} \right) |w|^2 \right) \, ds + \tilde{c} \int_{\mathbb{R}} |w|^2 \, dsdt,
$$

dom $n = H^1(\mathbb{R})$, and denote by $\tilde{N}$ its associated self-adjoint operator. Following the same steps of the proof of Proposition 3, and by the estimates in (59) and (60), we obtain

$$
\left\| \tilde{L}_\varepsilon^{-1} - \tilde{N}^{-1} \oplus 0 \right\| \leq \tilde{K}_2 \varepsilon^{1/2}, \quad (61)
$$

for some $\tilde{K}_2$. Recall that $0$ is the null operator on the subspace $A^\bot$.

**Proof of Theorem 7.** Follows from estimate (61). $\square$

## 7 Appendix

In this appendix we present some results already known in the literature that were cited in this work.

**Lemma 4.** Let $\alpha \in \mathbb{R}$ and $V$ be a real measurable bounded function on $(0,1)$. Consider the self-adjoint operator $H_\alpha := -\partial_t^2 + V(t)1$, dom $H_\alpha := \{ \psi \in H^2(0,1) ; \psi(0) = 0, \psi'(1) + \alpha \psi(1) = 0 \}$, acting in $L^2(0,1)$. Let $E_1(\alpha)$ be the first eigenvalue of $H_\alpha$. If $\alpha_1 \leq \alpha_2$, then $E_1(\alpha_1) \leq E_1(\alpha_2)$. More precisely,

$$
E_1(\alpha_1) \leq E_1(\alpha_2) + (\alpha_1 - \alpha_2) \frac{\psi_1(1)^2}{\ell^2},
$$

where $\psi_1$ is a real eigenfunction corresponding to $E_1(\alpha_1)$.

**Theorem 9.** Let $\mu \in \mathbb{R} \setminus \{0\}$ and $V$ be a real measurable bounded function on $\mathbb{R}$. Consider the self-adjoint operator $H_\mu := -\Delta + \mu V(s)1$, dom $H_\mu := H^2(\mathbb{R})$, acting in $L^2(\mathbb{R})$. Then, for each $j \in \mathbb{N},$

$$
\lim_{\mu \to +\infty} \frac{\lambda_j(H_\mu)}{\mu} = \inf_{s \in \mathbb{R}} V(s).
$$

The proofs of Lemma 4 and Theorem 9 can be found in [21] and [12], respectively, which will skipped for being beyond the scope of this paper.
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