Thermodynamic characteristics of ideal quantum gases in harmonic potentials within exact and semiclassical approaches
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We theoretically examine equilibrium properties of the harmonically trapped ideal Bose and Fermi gases in the quantum degeneracy regime. We analyze thermodynamic characteristics of gases with a finite number of atoms by means of the known semiclassical approach and perform comparison with exact numerical results. For a Fermi gas, we demonstrate deviations in the Fermi energy values originating from a discrete level structure and show that these are observable only for a small number of particles. For a Bose gas, we observe characteristic softening of phase transition features, which contrasts to the semiclassical predictions and related approximations. We provide a more accurate methodology of determining corrections to the critical temperature due to finite number of particles.

I. INTRODUCTION

Cold atomic gases in external harmonic traps are the most prototypical examples of tunable many-body systems in the regime of quantum degeneracy. Over the last three decades, the experimental cooling and trapping techniques became well established and many observations are supported by convincing theoretical analysis [1, 2].

At the same time, while learning the subject of non-interacting Bose and Fermi gases in harmonic potentials from modern textbooks [3–5] and references therein, several important questions appear, which, in our opinion, should be addressed accordingly. First, the widely used approach for studying such systems involves the semiclassical approximation. However, it omits the lowest energy of the harmonic oscillator by setting it to zero and approximates the discrete spectrum by continuous distribution with a certain density of states. By accepting this step, one neglects the corrections originating from delta-peak-like contributions of discrete energy levels and smooths out all of them assuming these are located close enough to each other to form a continuous structure. Second, the cold-atom experiments are restricted to the finite number of particles. Even though these numbers can be as high as several millions [1, 2], such restrictions can lead to observable corrections to thermodynamic quantities. Third, despite some estimates for Bose gases in anisotropic harmonic confinement and finite number of particles are present in the literature, the magnitude of these effects for Fermi gases remains unclear.

In the paper, we discuss the mentioned aspects by systematic analysis involving analytic (semiclassical) and exact numerical approaches for both quantum statistics. We take ultracold lithium-6 and lithium-7 atomic gases in anisotropic harmonic trap as prototypical systems that allows to compare results and analyze the magnitude of the effects in corresponding experiments [6].

II. GENERAL EQUATIONS AND SEMICLASSICAL APPROXIMATION

Let us briefly remind general quantum-mechanical results and main steps in the theoretical description of the system under study. We describe an ideal atomic (bosonic or fermionic) gas of atoms with mass \( m \) in the external harmonic oscillator potential with the trapping frequencies \( \omega_i, i = \{x, y, z\} \),

\[
U(r) = \frac{m}{2}(\omega_x x^2 + \omega_y y^2 + \omega_z z^2).
\]

The eigenenergies of the Hamiltonian \( \mathcal{H} = p_i^2/2m + U(r) \) are given by

\[
\varepsilon_{n_x n_y n_z} = \sum_{i=\{x,y,z\}} \hbar \omega_i \left( n_i + \frac{1}{2} \right)
\]

with \( n_i = 0, 1, 2, \ldots \), while the eigenfunctions are

\[
\psi_{n_x n_y n_z}(x; y, z) = \frac{1}{\sqrt{\pi^{3/4} \prod_{j=x,y,z} (2^{n_j} \lambda_j n_j)!^{1/2}}} \exp \left(-\frac{j^2}{2\lambda_j}\right) H_n \left( \frac{j}{\lambda_j} \right),
\]

where \( \lambda_j = (\hbar/m \omega_j)^{1/2} \) and \( H_n(x) \) is the Hermite polynomial of the order \( n \). Below, we focus on the most common case of anisotropic harmonic trap with two characteristic frequencies: longitudinal \( \omega_\perp \equiv \omega_x \) and transverse \( \omega_\parallel \equiv \omega_{xy} \). For the purpose of the subsequent analysis, let us specify the ground-state wave function (for simplicity, we denote the ground state by the single index \( 0 \)), which, according to Eq. (3), has the following form:

\[
\psi_0(r) = \left( \frac{m \omega_\perp}{\pi \hbar^3} \right)^{3/4} \exp \left[-\frac{m}{2\hbar} \left( \omega_\parallel (x^2 + y^2) + \omega_\perp z^2 \right) \right],
\]
where $\tilde{\omega}_s = (\omega_x \omega_y \omega_z)^{1/3}$ is the geometric mean frequency.

The distribution functions over the states with energies $\varepsilon_i \equiv \varepsilon_{n_x n_y n_z}$ are

$$f(\varepsilon_i) = \{\exp[(\varepsilon_i - \mu)/T] \pm 1\}^{-1}, \quad (5)$$

where the signs “+” and “−” correspond to the Fermi and Bose statistics, respectively. Here and below, the temperature $T$ is given in units $k_B = 1$, unless specified otherwise. In terms of the gas fugacity,

$$z = \exp[\mu(T)/T], \quad (6)$$

the distribution function (5) can also be rewritten as $f(\varepsilon_i) = [z^{-1} \exp(\varepsilon_i/T) \pm 1]^{-1}$. The chemical potential $\mu$ is determined from the normalization condition for the total number of atoms,

$$N = \sum_{i=0}^{\infty} f(\varepsilon_i). \quad (7)$$

Let us also recall here general formulas for the main thermodynamic quantities. The internal energy of a gas is given by

$$E = \sum_{i=0}^{\infty} \varepsilon_i f(\varepsilon_i), \quad (8)$$

while the grand potential can be obtained from

$$\Omega = \mp T \sum_{i=0}^{\infty} \ln[1 \mp f(\varepsilon_i)], \quad (9)$$

where the upper and lower signs correspond to fermions and bosons, respectively. One can also relate the grand potential $\Omega$ with the gas pressure $P$ and the volume $V$ as $\Omega = -PV$. However, in case of the harmonically-trapped gases, the volume $V$ becomes somehow ill-defined quantity, since the system does not have rigid spatial boundaries. There are ways to introduce effective spatial characteristics by relating them to trapping frequencies [4, 7], but we omit this issue.

The specific heat and the entropy are usually calculated from the above formulas in a straightforward manner. In particular, the specific heat is determined as $C_N = (\partial E/\partial T)_N$. The entropy is defined from the relation

$$S = \frac{1}{T} (E - \Omega - \mu N). \quad (10)$$

Alternatively, the entropy can be obtained by employing the derivatives $S = - (\partial \Omega/\partial T)_N - N (\partial \mu/\partial T)_N$, which is typically useful for verification purposes.

### A. Smoothed density of states

The sums over the quantum states in all thermodynamic quantities are computed below numerically to perform exact analysis of quantum gases in the asymmetric harmonic potential. However, to compare exact results with analytical predictions, let us also introduce the semiclassical approximation [3–5], which allows one to replace the sums over the quantum numbers $n_x, n_y, n_z$ by corresponding integrals. The key ingredient of this approximation is the smoothed density of states defined by

$$\rho(\varepsilon) \approx \int \int \int_{0}^{\infty} \delta(\varepsilon - \varepsilon_{n_x n_y n_z} + \varepsilon_0)dn_x dn_y dn_z. \quad (11)$$

Performing successive integration and employing the well-known relation between the Dirac delta-function and the Heaviside step function, one obtains from Eq. (11)

$$\rho(\varepsilon) = \frac{1}{2} \tilde{\varepsilon}^2 / (\hbar \tilde{\omega}_s)^3. \quad (12)$$

Replacing the sum by an integral is usually a good choice if the density of states is high, i.e., the energy spacing between nearest levels is small in comparison with temperature, $\hbar \omega_j \ll T$. However, in the regime $\hbar \omega_j \gtrsim T$ this may lead to notable inaccuracies. It is also worth mentioning that the density of states in the form (12) does not account for the effects related to the zero-point energy $\varepsilon_0$.

In terms of $\rho(\varepsilon)$, the total particle number (7) can be written as

$$N = \int_{0}^{\infty} f(\varepsilon) \rho(\varepsilon) d\varepsilon. \quad (13)$$

This allows us to determine characteristic energy scales for quantum gases obeying both statistics. In particular, for the Bose gas with the given $N$, one can specify the critical temperature $T_c$ below which the lowest single-particle state becomes macroscopically occupied, i.e., $N_0 \neq 0$ at $T \leq T_c$. However, as we discuss below in more detail, this criterion is rigor only in the thermodynamic limit $N \to \infty$, where the semiclassical approach is valid. For the trapped Fermi gas, the relevant thermodynamic quantity, the Fermi energy $\varepsilon_F$, can be obtained from the energy of the highest occupied state in the limit $T \to 0$. It can be determined for the given trap curvature and the total number of particles both exactly and within the semiclassical treatment.

### B. Approximation for the Bose gas

According to the semiclassical approximation, see Eq. (12), the lowest state has zero energy, $\min(\varepsilon) = 0$. The chemical potential of the Bose gas cannot exceed this minimal value (otherwise, the distribution function for certain states becomes negative) and, thus, should be taken zero below $T^c_c$. Evaluation of the integral (13) with the given density of states (12) and the Bose distribution function (5) under condition $\mu(T = T^c_c) = 0$ results in

$$N = (T^c_c / \hbar \tilde{\omega}_s)^3 \zeta(3), \quad (14)$$
where $\zeta(s)$ is the Riemann zeta function. This provides with the definition of the critical temperature

$$T_c^{\text{sc}} \approx 0.94\hbar\omega_{1r}N^{1/3}. \quad (15)$$

Here, $T_c^{\text{sc}}$ determines the temperature below which the lowest single-particle state ($\varepsilon = 0$) becomes macroscopically occupied.

Within the semiclassical approximation, the chemical potential above the critical temperature can be determined by employing the equation for the total number of particles in the integral form (13). It can be written as

$$\frac{1}{\zeta(3)}(T/T_c^{\text{sc}})^3 g_3(z) = 1, \quad (16)$$

where $z$ is the gas fugacity (6) and $g_s(z) = \Gamma^{-1}(s) \int_0^\infty dx x^{s-1}(z^{-1}e^x - 1)^{-1}$ is the Bose-Einstein function [4, 5]. The chemical potential, thus, can be determined on the whole temperature range by means of numerical root-search algorithms, as in Ref. [8] for homogeneous gases.

Below $T_c^{\text{sc}}$ and at $\mu = 0$, the right-hand side of Eq. (13) also determines the number of particles in the thermal component $N_T$. Therefore, replacing $N$ by $N_T$ there and using that $N = N_0 + N_T$, we obtain the number of particles, which occupy the lowest single-particle state at $T \leq T_c$,

$$N_0 = \left[1 - (T/T_c^{\text{sc}})^3\right] N. \quad (17)$$

The gas density can be expressed as a sum of the condensate and the thermal components,

$$n(r) = N_0|\psi_0(r)|^2 + n_T(r), \quad (18)$$

where $\psi_0$ is the ground-state wave function (4) and $N_0$ is determined by Eq. (17). To obtain the explicit form of the second term, one needs to replace the quantized energies by the classical expression $\varepsilon(p, r) = p^2/(2m) + U(r)$ in the distribution function (5). The subsequent integration of $n_T(r) = (2\pi\hbar^2)^{-3/2} \int dp f(p, r)$ over momentum $p$ yields

$$n_T(r) = \lambda_T^{-3} g_{3/2} \left[ \exp \left( \frac{\mu - U(r)}{T} \right) \right], \quad (19)$$

where $\lambda_T = \sqrt{2\pi\hbar^2/mT}$ is the thermal de Broglie wavelength.

Within the semiclassical approach, the thermodynamic quantities can be obtained in terms of the Bose-Einstein functions by replacing the sums by the integrals with the given density of states. In particular, according to Eqs. (8) and (12), the total energy reads

$$E = 3T \left( \frac{T}{\hbar\omega_{1r}} \right)^3 g_4(z). \quad (20)$$

The grand potential can be obtained from Eqs. (9) and (12),

$$\Omega = -T \left( \frac{T}{\hbar\omega_{1r}} \right)^3 g_4(z). \quad (21)$$

Taking derivative $(\partial E/\partial T)_N$ of the internal energy (20) and using recurrent relation $\partial g_s(z)/\partial z = g_{s-1}(z)/z$ [5], we obtain the specific heat,

$$C_N \equiv \frac{\partial E}{\partial T} \bigg|_N = \begin{cases} \frac{12z(2)}{\zeta(3)} \left( \frac{T}{T_c^{\text{sc}}} \right)^3, & T \leq T_c^{\text{sc}}, \\ \frac{1}{\zeta(3)} \left( \frac{T}{T_c^{\text{sc}}} \right)^3 \left( 12g_4(z) - \frac{9g_5^2(z)}{\pi^2} \right), & T > T_c^{\text{sc}}. \end{cases} \quad (22)$$

The entropy can be expressed in the following form:

$$S = \frac{4}{\zeta(3)} \left( \frac{T}{T_c^{\text{sc}}} \right)^3 g_4(z) - \ln z. \quad (23)$$

From Eqs. (22) and (23) we can ensure that the specific heat exhibits the discontinuity $\Delta C_N = -9N\zeta(3)/\zeta(2)$ at $T = T_c^{\text{sc}}$ ($z = 1$), while the entropy remains a continuous function.

**C. Approximation for the Fermi gas**

For the Fermi gas at $T = 0$ the mean occupation number of the single-particle state is equal to

$$f(\varepsilon) = \begin{cases} 1, & \varepsilon < \mu(0); \\ 0, & \varepsilon > \mu(0). \end{cases} \quad (24)$$

Taking into account (24), we see that at $\varepsilon < \mu(0)$ all energy states are occupied according to the Pauli exclusion principle. The highest occupied energy state refers to the Fermi energy $\varepsilon_F = \mu(0)$.

Integrating the density $\rho(\varepsilon)$ of single-particle states in the framework of semiclassical approximation, see Eq. (12), we obtain the equation defining the Fermi energy $\varepsilon_F$ (or, equivalently, the Fermi temperature $T_F^{\text{sc}}$),

$$\varepsilon_F = (6N)^{1/3} \hbar\omega_{1r}. \quad (25)$$

Within the same approach, the chemical potential on the whole temperature range can be determined by employing the equation for the total number of particles in the integral form (13),

$$6\left( \frac{T}{T_c^{\text{sc}}} \right)^3 f_3(z) = 1, \quad (26)$$

where $z$ is the gas fugacity (6) and $f_s(z) = \Gamma^{-1}(s) \int_0^\infty dx x^{s-1}(z^{-1}e^x + 1)^{-1}$ is the Fermi-Dirac function.

The density distribution of the Fermi gas in a harmonic trap can be calculated similarly to the density of the Bose gas, see the text above Eq. (19),

$$n(r) = \lambda_T^{-3} f_{3/2} \left[ \exp \left( \frac{\mu - U(r)}{T} \right) \right]. \quad (27)$$

Furthermore, we can obtain equations, which describe the main thermodynamic characteristics of the Fermi gas. The internal energy (8) reads

$$E = 3T \left( \frac{T}{\hbar\omega_{1r}} \right)^3 f_4(z). \quad (28)$$
The grand potential (9) is

$$\Omega = -T \left( \frac{\varepsilon}{\hbar \omega_{xy}} \right)^3 f_4(z), \quad (29)$$

which is connected to the total energy by the relation $E = -3\Omega$.

In particular, from Eq. (32) we see that, as soon as the ideal Bose gas consisting of the finite number of particles.

Contrary to the specific heat of the Bose gas, which has a discontinuity at $T = T_c^{sc}$, the one of the Fermi gas is a continuous function defined on the whole temperature range in the following way:

$$\frac{C_N}{N} = 6 \left( \frac{T}{T_c^{sc}} \right)^3 \left[ 12f_4(z) - \frac{9f_2^2(z)}{f_2(z)} \right]. \quad (30)$$

Using Eqs. (10), (28), and (29) we can obtain the equation for the entropy of the Fermi gas,

$$S = 24 \left( \frac{T}{T_c^{sc}} \right)^3 f_4(z) - \ln z. \quad (31)$$

In the next sections, we employ the provided analytic expressions for thermodynamic quantities as a convenient visual reference for numerical dependencies obtained within exact techniques for systems with finite number of particles and quantized energy spectrum.

### III. TOTAL PARTICLE NUMBER AND CHEMICAL POTENTIAL

Let us point out an important consequence of equivalence of the trapping frequencies ($\omega_x = \omega_y$) that allows to simplify the succeeding numerical analysis beyond the semiclassical approximation. In particular, Eq. (7) can be transformed to the following expression:

$$N = \sum_{q=0}^{\infty} \sum_{n_z=0}^{\infty} \exp\left\{ [\varepsilon_0 + \hbar \omega_{z} (n_z + \chi q) - \mu]/T \right\} \pm 1, \quad (32)$$

where we introduced the quantum number $q = n_x + n_y$. In the given form, the factor $(1 + q)$ in the numerator corresponds to the degeneracy of the harmonic-oscillator states due to equal trapping frequencies along two spatial directions ($\omega_{x,y} = \omega_z$). For convenience, we also denoted the ratio of the longitudinal and transverse frequencies by $\chi = \omega_z/\omega_x$. Compared to the general relation (7), Eq. (32) significantly reduces computational cost in the numerical analysis of thermodynamic quantities, thus, achieving sufficient accuracy for systems with $N \sim 10^6$ atoms or higher in the temperature range corresponding to the quantum degeneracy regime.

Next, let us emphasize another important effect for the ideal Bose gas consisting of the finite number of particles. In particular, from Eq. (32) we see that, as soon as the total number $N$ of particles in the system is taken finite (and $T > 0$), the chemical potential cannot exceed or even become equal to the minimal energy $\varepsilon_0$, $\mu(T) < \varepsilon_0$.

In other words, for any finite $N$ one can always determine the chemical potential, such that

$$\mu(T) = \varepsilon_0 - \delta_N(T), \quad (33)$$

where $\delta_N(T) \geq 0$, whereas the equality holds only in two cases: (i) at $T = 0$ or (ii) at $N = \infty$ and $T \leq T_c^{sc}$.

The asymptotic behavior of the chemical potential with $\delta_N > 0$ corresponds to the fact that for the system with a finite number of particles there is no conventional phase transition associated with the discontinuities of thermodynamic quantities at the critical point. The “exact” critical temperature $T_c$ cannot be determined in the mathematically strict manner, thus, we avoid this notation below.

Let us estimate the finite-number correction $\delta_N(T)$ in the low-temperature regime, i.e., at $T \ll T_c^{sc}$. Obviously, by taking the first term in Eq. (32) ($q = n_z = 0$), i.e., $\varepsilon_0 \approx N$, with $\mu(T)$ given by Eq. (33) we obtain

$$\exp[\delta_N(T)/T] - 1 = N^{-1}. \quad (34)$$

Next, assuming that the strong inequality $N \gg 1$ remains valid, the Taylor expansion yields

$$\delta_N(T) \approx T/N. \quad (35)$$

In Fig. 1(a) we plot $\mu(T)$ dependencies for a system consisting of finite number of particles and compare these to the semiclassical results. The saturated nonzero values of the chemical potentials at a given value of $N$ and $T < T_c^{sc}$ correspond (up to the correction $\delta_N(T)$) to the zero-point energy $\varepsilon_0$. Let us emphasize that in the saturated regime $\mu(T)$ are not constant but slowly decreasing functions of temperature. In contrast, the semiclassical approximation yields $\varepsilon_0 = 0$. The correction $\delta_N(T)$ is shown separately in Fig. 1(b) and agrees well with the low-T expansion (35) in the limit $T \rightarrow 0$.

Note that with an increase of $T$ exact results departure from the linear dependence (35). Among the possible reasons, we verified that the second order Taylor expansion does not lead to a better match of $\delta_N^{(2)}$ with the curves at.
FIG. 2. Temperature dependencies of the chemical potential (a) and its relative difference with respect to semiclassical results (b) of the Fermi gas. In panel (b), the lines correspond to \( N = 7, 9, 11, 15, 20, 50, 100 \) from top to bottom on the right-hand side at \( \chi = 11.1 \). Dependencies of the Fermi energy on the total particle number for different trap anisotropies (c): \( \{\chi_1, \ldots, \chi_6\} = \{1, \sqrt{8}, 8, 11.1, 15, 20\} \). Solid lines correspond to the semiclassical approach, while dots are numerical results connected by dashed lines for sake of visibility.

finite \( N \). The true reason is that the further corrections come from the next few terms in Eq. (32) corresponding to the excited states, as we observe by means of exact numerical analysis. The complete match is achieved if all occupied levels are taken into account.

Accounting for the finite number of particles in a Fermi gas leads to relatively small corrections to the chemical potential. In particular, for \( N < 100 \), these corrections become only visible at \( T \to 0 \) due to observable corrections to the Fermi energy originating from the discrete energy structure, see Fig. 2(b,c).

In Fig. 2(a), the slightly broadened pink curve summarizes the temperature dependencies of the chemical potential for a small number of particles \( (N < 100) \), while the black line corresponds to the case \( N \geq 1000 \), which we identify with the large-\( N \) limit, or, equivalently, the limit of validity of the semiclassical approximation. The disagreement between numerical and semiclassical values of the Fermi energy are noticeable only at \( N < 100 \), see Fig. 2(c), where trap anisotropies \( \chi_2, \chi_4 \) are taken from Refs. [6, 9]. With a further increase in \( N \) the difference vanishes. Therefore, below, while describing the properties of the Fermi gas with \( N \geq 1000 \), we omit the index “sc” for brevity.

The obtained explicit dependencies of the chemical potentials on the temperature are crucial and allow one further to construct all relevant thermodynamic characteristics as functions of temperature similar to homogeneous gases [8]. Since these are now calculated both within the semiclassical treatment and exactly for the finite number of particles in a trap, the differences in the behavior should also be noticed in other observables.

IV. SPATIAL DENSITY DISTRIBUTIONS

The bunching and antibunching effects for Bose and Fermi gases, respectively, were nicely demonstrated on the example of atomic \(^7\text{Li}\) and \(^6\text{Li}\) gases in the experiment [6]. Due to natural experimental limitations in the original work, it was difficult to keep the number of atoms fixed and to cool the Bose gas significantly below the critical temperature. For the given experimental parameters, we perform our theoretical analysis with the fixed number of particles in the whole temperature range and show our results in Fig. 3. The color-coded images are obtained by the integration of the corresponding density distributions (18) and (27) along one of transverse directions [10]. For the Bose gas at temperature slightly above \( T_{sc} \), we find a good agreement for spatial extents of the atomic cloud with the experiment [6], where the data was given for the same number of particles \( (N = 2.2 \times 10^4) \) and trap curvature.

At temperatures exceeding \( T_F \) (or approximately twice \( T_{sc} \)), the density distributions of quantum gases in harmonic trap become almost indistinguishable one from another (see upper row of Fig. 3) and can be approximated by classical Boltzmann statistics. As we show in the next section, a similar behavior in the high-\( T \) limit holds for other relevant characteristics of quantum gases.

In Fig. 4, we also provide quantitative dependencies of...
the column density in different spatial directions demonstrating the condensate peak and melting of the Fermi surface, in accordance with Eqs. (18), (19), and (27), respectively. In particular, the fixed value of the particle number $N$ leads to the same areas under the curves for all cases. This means that with the temperature decrease the Fermi surface becomes more rigid and approaches a certain saturated value at $T = 0$ due to the Fermi pressure, whereas in the Bose gas a characteristic narrow condensate peak starts to form.

Note that for the Fermi gas in the limit $T \ll T_F$, the Sommerfeld-expansion approximation can be applied to construct the distribution of the gas density. We obtain, in particular,

$$n(r) \approx \frac{\sqrt{2\pi m m^2}}{3\pi^2 \hbar^3} \Delta r^{3/2} + \frac{\sqrt{2\pi m \hbar^2}}{12 \pi \hbar^3 \Delta r^{1/2}} + O(T^4),$$

where $\Delta_r \equiv (\mu - U(r))$. It is worth mentioning that this approximation requires $\Delta_r > 0$ and fails faster at the edges than in the trap center, since $\Delta_r$ becomes of the order of $T$ faster in this region with the temperature increase.

In case of the Bose gas, the density distributions are shown in lower panels of Fig. 4. At $T = T_c^\infty$ almost all particles occupy the excited states, which corresponds to the horizontal line with $n_0 \approx 0$ [11]. Given that at $T < T_c^\infty$ bosons start to macroscopically occupy the lowest single-particle state, the condensate peak develops. We observe a rapid peak growth with a small decrease of $T$. It is explained by the cubic temperature dependence of the number of particles in excited states, see Eq. (17), in contrast to the uniform gas with $N_0 \propto [1 - (T/T_c)^{3/2}].$

V. THERMODYNAMIC CHARACTERISTICS AT FINITE PARTICLE NUMBER

As we already mentioned, by following the semiclassical treatment, the energy and the grand potential are related by $E = -\Omega$, see Eqs. (20) and (21), as well as Eqs. (26) and (27). For the Fermi gas with the given $N = 1000$ and $N = 22000$, this relation holds with a good accuracy in the whole temperature range. In particular, the total energy $E \to 3/4 N \epsilon_F$ and the grand potential $\Omega \to -1/4 N \epsilon_F$ as $T \to 0$, see Fig. 5, where the corresponding lines overlap. Here, the non-vanishing $\Omega$ is associated with the Fermi pressure in homogeneous gases.

However, in case of the Bose gas, the relation between $E$ and $\Omega$ is no longer valid according to the quantum approach, in particular, due to non-vanishing lowest-state energy $\epsilon_0$. This effect can be seen for the Bose gas in Fig. 5, where $E \to N \epsilon_0$, while $\Omega \to 0$ in the zero-temperature limit. Furthermore, as soon as we go beyond the semiclassical approach ($N$ is finite), the energy becomes a smooth function of temperature, i.e., a characteristic kink in the Bose gas at $T \approx T_c^\infty$ disappears. The reason of such behavior is discussed below.

For the Fermi gas, both the specific heat and the entropy are continuous functions of temperature that agrees both with Eq. (10) and Eqs. (28) and (29); for the chosen $N$ the deviations between methods are negligible small, see Fig. 6, where the corresponding curves overlap. At $T \approx T_F$ the specific heat $C_N$ saturates and approaches $3N T$, in agreement with the equipartition theorem valid for classical limit.

As we also observe from Fig. 6, the temperature dependence of the entropy $S$ of the trapped Bose gas is qualitatively similar to the temperature dependence of the total energy $E$, see Eqs. (10) and (23), i.e., there is a characteristic kink at $T = T_c^\infty$ only if one applies the semiclassical approach. At higher temperatures the numerical results demonstrate a good agreement with the semiclassical ones and reproduce the classical behavior $S^c/N = 4 + \ln(T/\hbar \omega_0)/N$ valid for both statistics.

In accordance with Eq. (22), at $T = T_c^\infty$ the specific heat of the Bose gas has a discontinuity, which indicates
FIG. 5. Temperature dependencies of the total energy $E$ and the grand potential $\Omega$ for the Fermi (left) and the Bose (right) gases. The solid lines represent numerical results, while the dotted line corresponds to the semiclassical approximation.

FIG. 6. Temperature dependencies of the specific heat (upper row) and the entropy (lower row) for the Fermi (left) and the Bose (right) gases. The solid lines correspond to different number of particles while the dotted line corresponds to the semiclassical approximation. The vertical arrows indicate the positions of the $C_N$ maxima.

FIG. 7. Left panel: corrections to the critical temperature of the Bose gas as a function of total particle number at $\chi = 11.1$. Right panel: temperature dependence of the normalized particle number in the lowest state with $\epsilon_0$. The dashed lines correspond to the approximation (37), while the solid lines and points are numerically obtained data (see main text).

The first-order phase transition. However, numerical calculations give us qualitatively different temperature dependence of the specific heat, see Fig. 6. At finite $N$ this becomes a continuous function. Note that the peak softening of the curve depends on the total particle number of the gas and implies the absence of the first-order phase transition. Therefore, the definition of the critical temperature is not valid anymore. We suggest that the position of the maximum of $C_N$ can be put into correspondence with the transition temperature. The vertical arrows in Fig. 6 demonstrate that the latter is shifted toward smaller values with the decrease of $N$.

Let us now discuss in more detail corrections to the critical temperature in the system under study. Some steps to improve the semiclassical approximation consist of accounting for the zero-point energy [3], or, alternatively, introducing the effective density of states for trapped bosons [12]. As for the first method, it yields the shift $\Delta T$ of the original critical temperature $T_c^{sc}$ to the lower values in accordance with the relation

$$\frac{\Delta T}{T_c^{sc}} \approx -0.73 \frac{\omega_m}{\omega_{tr}} N^{-1/3}, \quad (37)$$

where the arithmetic mean $\omega_m = (\omega_x + \omega_y + \omega_z)/3$.

In Fig. 7 we plot the estimated correction given by Eq. (37), as well as the calculated corrections from the exact numerical analysis of the specific heat discussed above. We observe that the widely-used approximation (37), even with further corrections [13], systematically underestimates the effective transition temperature at $N \gtrsim 100$. The estimated critical temperature tends to the exact results only at $N > 10^5$ (for the regime of small $N$, see [14]). Note that in the experimental studies, e.g., in Ref. [9, 15], one can also notice the deviations between the experimentally measured data and the theoretical predictions relying on Eq. (37). To show the effect more explicitly, in Fig. 7 we also plot dependencies of the number of particles in the ground state $N_0/N$. Note that in addition to the physically justified bend of the curves (indicating absence of the phase transition), we also observe smaller values of $N_0/N$ in the intermediate range of temperatures due to corrections from the discrete structure of the first excited levels. Similar behavior of $N_0/N$ was also pointed out in theoretical studies of ideal gas with finite $N$ in isotropic 3D harmonic potential [16].

VI. CONCLUSION

We studied equilibrium properties of the harmonically trapped ideal Bose and Fermi gases in the quantum degeneracy regime. The analysis of thermodynamic characteristics of gases was performed by means of the semiclassical approach and compared with exact numerical results for a finite number of particles.

We examined the limits of applicability of the semiclassical approach widely employed in the literature. To this end, we constructed exact temperature dependencies of the chemical potentials in systems consisting of finite
number of trapped atoms. For a Fermi gas, we demonstrated deviations in the Fermi energy values originating from a discrete level structure and showed that these appear only for a small number of particles. For a Bose gas, we observed characteristic softening of phase transition features, which contrasts to the semiclassical predictions [3–5] and related approximations [13, 17]. We provided a more accurate methodology of determining corrections to the critical temperature due to finite number of atoms. At the same time, we point out that the concept of phase transition in these systems is not valid in a strict sense due to smooth character of all thermodynamic functions.

Our results are valuable from the point of view of theoretical approaches and experiments aiming to accurately determine shifts in the transition temperature in weakly-interacting Bose gases. The origin of these shifts is typically twofold: the first one comes from the finite number of particles and another one is associated with the interaction effects [18]. By improving the description of systems with finite number of particles, one can give more accurate predictions on the impact of interaction effects in cold-atom systems. These are relevant in view of recent developments in theoretical and experimental approaches in the field, see, e.g., Refs. [19, 20].
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