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Abstract. We show-case an application of information extraction methods, such as named entity recognition (NER) and relation extraction (RE) to a novel corpus, consisting of documents, issued by a state agency. The main challenges of this corpus are: 1) the annotation scheme differs greatly from the one used for the general domain corpora, and 2) the documents are written in a language other than English. Unlike expectations, the state-of-the-art transformer-based models show modest performance for both tasks, either when approached sequentially, or in an end-to-end fashion. Our experiments have demonstrated that fine-tuning on a large unlabeled corpora does not automatically yield significant improvement and thus we may conclude that more sophisticated strategies of leveraging unlabelled texts are demanded. In this paper, we describe the whole developed pipeline, starting from text annotation, baseline development, and designing a shared task in hopes of improving the baseline. Eventually, we realize that the current NER and RE technologies are far from being mature and do not overcome so far challenges like ours.
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1 Introduction

Information extraction tasks, named entity recognition (NER) and relation extraction (RE), have been studied extensively. NER and RE are sometimes

* The extended notes for invited talk “When CoNLL-2003 is not Enough: are Academic NER and RE Corpora Well-Suited to Represent Real-World Scenarios?” delivered by Ivan Smurov
thought of as easy and almost solved problems. However, outside of the idealistic academic setup, many complications may arise. The most used datasets, leveraged to compare new methods and establish state-of-the-art (SoTA) results are CoNLL03 [27], TACRED [32], SenEval-2010 Task 8 [10], CoNLL04 [4], ACE 2005 [28], OntoNotes [11]. However, as the choice of open sources for dataset construction appears to be quite limited, these datasets are usually assembled from news articles. What is more, the annotation scheme typically is driven by academic interest, rather than practical considerations. Real-life applications though may vary a lot and target domains other than news. Such applications cover Legal Tech (previous studies had focused on extraction of organization and person names [8], while more recent studies look beyond classical NER types [3,18,19], medical domain [12,29] list more than forty corpora) and noisy user texts [25], and may require a domain-specific and application-driven annotation scheme. It might prove to be difficult in practice to adopt exciting approaches to NER and RE to other domains, as straightforward domain adaptation techniques do not lead to the desired quality. A question of how big the gap between academic benchmarks and real-life applications is rarely explored.

Adaptation to languages other than English complicates the usage of the SoTA methods. If no corpora, similar to the one developed for English, in terms of size, domain, and annotation quality, is available, it is almost impossible to draw a fair comparison. For example, for the Russian language, used in this paper, the only corpora for joint NER and RE are FactRuEval [27], significantly smaller than OntoNotes or TACRED, and RuRED [9], which partially replicates TACRED annotation. As no identical setup for evaluation of NER and RE methods is available for different languages, it may be difficult to investigate whether the same methods deliver comparable results for different languages. Transfer learning [31] is a promising paradigm that helps to re-use cross-lingual models, trained for English, for other languages. However, early attempts show that the application of transfer learning techniques turns out to be rather challenging. For example, so far, neither NER nor RE tasks benefit from transfer learning approaches, when applied to TACRED and RuRED.

In this paper, we explore a typical industrial case: prototyping NER and RE models in a specific application domain based on existing SoTA approaches. We describe a problematic real-life setup, which requires both 1) adaptation to a new domain and an unconventional annotation scheme and 2) processing text, written in a language other than English. Our results show a significant decrease in quality when compared to SoTA academic results. We aim to bring more attention to the challenges of NER and RE tasks and show that existing methods so far can be treated as off the shelf solutions only in a limited scope. The task under consideration comes from e-Government domain: we investigate the corpus of strategic planning documents, which are annually issued by the Ministry of Economic Development of the Russian Federation. The entities considered relate to different types of state assets and enterprises. At the same time, the relations
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[8] The corpus is open and available online on the Ministry of Economic Development of the Russian Federation website.
express various aspects of strategic planning, i.e., goal setting and forecasting. As the current approach to strategic planning is in desperate need of innovative organizational development, the NER and RE methods should be at the forefront of automation efforts. Extracted entities and relations between them allow for faster retrieval, ontology-based analysis, and compliance testing.

The remainder is organized as follows. Section 2 introduces the corpus and the annotation scheme. Section 3 presents with the methods used for NER and RE as well as with a shared task, which was held in hopes of improving baseline solution quality. Section 4 concludes by discussing the results and outlining the directions for future work.

2 Corpus annotation

We develop guidelines for entity and relation identification in order to maintain uniformity of annotation in our corpus.

| Entity     | Description                              | Examples                                      |
|------------|------------------------------------------|-----------------------------------------------|
| **MET** (metric) | indicator or object on which the comparison operation is defined | unemployment rate, total length of roads, average life expectancy |
| **ECO** (economics) | economic entity or infrastructure object | private business, PJSC Sberbank, hospital complex |
| **BIN** (binary) | binary characteristics or single action | modernization, development, invest |
| **CMP** (comparative) | comparative characteristic | reduction of level, positive dynamics, increase of |
| **QUA** (qualitative) | quality characteristic | ineffective, fault tolerant, stable |
| **ACT** (activity) | activities, events or measures taken by the authorities | restoration work, educational project “Silver University”, drug prevention |
| **INST** (institutions) | institutions, structures and organizations | cultural center, region administration, youth employment center |
| **SOC** (social) | social object | leisure activities, historical heritage, population of the country |

We define eight types of entities described in Table 1 and nine types of relations that describe actions taken in the past and present time and also forecasts. We distinguish them in terms of tonality, whether the actions or state of affairs
are positive, negative, or neutral. Another two relations are GOL, used for abstract goals, and TSK used for specific tasks. Such relations tightly correspond to the domain: strategic planning is based on setting goals and targets due to past, current, and predicted state of affairs.

All annotations were obtained using a Brat Rapid Annotation Tool (BRAT) [24]. Annotation instructions are available at the GitHub repository [9]. Each document in the corpus was annotated by two annotators independently, while a moderator resolved disagreements. To speed up and facilitate the annotation process, we used active learning techniques [22]. We applied widely used architecture, namely char-CNN-BiLSTM-CRF described in [17] and [20] and used pre-trained FastText embeddings [2] from RusVectors [16]. For RE, we employed morphological, syntactical, and semantic features obtained from Compreno [1,33] and some hand-made features, such as capitalization templates and dependency tree distance between relation members.

The resulting corpus contains 394,966 tokens, 120,989 entities and 12,648 relations. Annotation consistency is evaluated by measuring annotators agreement on documents, which were marked up twice, leading to Cohen’s kappa equal to 0.698.

3 Baselines and Evaluation

As a baseline for the NER task, we employed standard BERT-based [7] architecture, fine-tuned for the Russian language, namely RuBERT [15] with an MLP on top of it. Although being close to SoTA on most academic corpora, this model yielded a rather disappointing strict token-based f1-score of 0.53.

To explore our corpus and double-check ourselves, we decided to conduct an external evaluation of both NER and RE tasks. As for our internal evaluation, we have chosen to continue working with NER (leaving the RE models exploration to the external evaluation). External evaluation, organized in the form of RuREBus-2020 Shared Task, is vital in broadening the scope of tested models and providing additional validation for the scores obtained on the corpus. To provide an additional grounding for our results, we were also able to draw some comparisons between our setting and some other non-classical sequence-labelling tasks.

3.1 External evaluation

We provide a full account on the RuREBus Shared Task results in [13]. Here we publish only the ones most useful for further analysis of the corpus.

Unsurprisingly the most fruitful approach in the NER task was based on contextualised word embeddings in particular on BERT. While some participants attempted to use some additional layers such as BLSTMs and CRFs on top of contextualized word embeddings, the two systems with highest scores

[9] https://github.com/dialogue-evaluation/RuREBus/
both employed standard, but powerful MLP on top of BERT model. The scores obtained by the two systems are 0.561 and 0.547. There is no significant difference between both models other than the version of BERT the participant used (multilingual uncased base BERT in the first case and RuBERT for the second one). We should also note that both systems only fitted BERTs on the train set and did not employ the finetuning on the 299M token unmarked corpus provided.

RE task yielded diverse models. Two top models, while once again both used BERT, had different architectures. One of the systems employed R-BERT based solution and was able to obtain 0.441 on RE task (given gold standard NERs). Another system used a SpanBERT inspired model. While two systems have substantial differences, scores obtained by them are roughly comparable (0.441 for R-BERT and 0.394 for SpanBERT).

3.2 Internal evaluation

As a part of our internal evaluation, we have decided to fine-tune the language model of the contextual encoders for the NER task on the 299M token unmarked corpus.

In this ongoing work so far, we have been able to obtain some rather unexpected results. Fine-tuning our BERT-based baseline model did not leave to a significant improvement the performance and scored 0.54 on the NER task. We also tried fine-tuning multilingual BERT, but it scored only 0.44 on the NER task. In contrast fine-tuning ELMo yielded the absolute best score obtained in both internal and external evaluation: 0.57. We should also note that the ELMo model used for fine-tuning was pre-trained on English. Thus it had essentially non-random weights only on “middle layers” (as both embeddings and softmax were pre-trained on different vocabulary). We intend to explore this unexpected result further.

3.3 Evaluation analysis

During the internal and external evaluation, several SoTA-like models were tested, scoring 0.53-0.57 for the NER task and 0.39-0.44 for the RE task. While these results can be improved, we can interpret them as a sort of industrial baseline for the corpus. Such results can be obtained by a specialist rigorously following academic publications, but not conducting large-scale research independently.

One can easily notice the contrast between these scores and the results obtained on most often cited academic corpora such as CoNLL-2003 and SemEval2010 Task 8. In our opinion, this can be explained by domain-specific content of the corpus and by the nature of entities and relations (that are often longer and have less well-defined boundaries than “standard” entities).

10 Obtained after the shared task deadline
The last assumption can be illustrated by the fact that there is a direct correlation between the average length of the entity and the difference between token-based f-measure for entities and char-based f-measure, see Table 2.

| Metrics            | ACT | BIN | CMP | ECO | INST | MET | QUA | SOC |
|--------------------|-----|-----|-----|-----|------|-----|-----|-----|
| Average span-based | 0.23| 0.55| 0.79| 0.43| 0.44 | 0.41| 0.53| 0.36|
| Average f1 diff    | 0.28| 0.03| 0.00| 0.23| 0.21 | 0.27| 0.00| 0.19|
| Mean no. chars     | 34  | 12  | 10  | 24  | 27   | 31  | 12  | 21  |
| Mean no. tokens    | 4.74| 1.05| 1.16| 2.78| 3.69 | 4.23| 1.14| 2.77|

Table 2: Differences in char-based f-measure and span-based

We can draw a direct comparison between RuREBus corpus and SemEval-2020 Task 11 corpus for propaganda detection [6]. While these two corpora have completely different domains and are in different languages, both involve span extraction of long entities with sometimes less-than-clear borders and yield comparable results (0.57 f-measure for RuREBus, 0.52 for SemEval-2020 Task 11). While not all entities in industrial settings are of this type, some are, and thus, RuREBus can be treated as “worst-case business scenario”.

4 Conclusion

In this paper, we deal with a real-world situation when one applies SoTA methods for NER and RE tasks. To this end, we have retrieved a large domain-specific text collection and manually annotated a small fraction of it with a ‘non-standard’ annotations (RuREBus corpus). The BERT-based baseline, as well as other independently developed and tested models, have shown low results (f1-score 0.53-0.57 for the NER task and 0.39-0.44 for RE task). This negative result helps to learn about the extent of the gap between the academic evaluations of SoTA models and the results of the same models in practical applications. Our result is consistent with another study (in a different domain) of information extraction models (SemEval-2020 Task 11).

Indeed, our ad-hoc approach can be criticized for many reasons (e.g., for the lack of deep analysis of errors, for the lack of diverse methods, or for the presence of ‘non-standard’ types in annotation schema). However, we argue that in industrial cases, many parameters may be less controllable than the in-vitro setting, which leads to more laborious tasks. Thus, the RuREBus corpus can be considered as a typical “worst-case business scenario” for NER and RE tasks. Future work direction include investigating domain adaptation and fine-tuning strategies and leveraging semi-supervised methods, such as cross-view training [5] to make reasonable use of unlabelled texts.
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