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Abstract

Decision making has become quite a critical factor in our everyday living. The provision of data alongside its consequent processing has further sought to extend and expand our reasoning faculties as well as effectively aid proper decision making. But data is daily, produced at an exponential rapid rate and the volume in amount of data churned out to be processed even more so that we now require data storage optimization techniques to process such humongous volume of data. These have today, necessitated the need for advancement in data mining process. With the tremendous advances made in data mining, machine learning, storage virtualization and optimization – amongst other fields of computing – researchers now seek a new paradigm and platform called data science. This field today has become quite imperative as it seeks to provide beneficial support in constructing models and algorithms that can effectively assist domain experts and practitioners to make comprehensive and sound decisions regarding potential problematic cases. We focus on modeling social graph using implicit suggest algorithm in medical diagnosis to effectively respond to problematic cases of Tuberculosis (TB) in Nigeria. We introduce spectral clustering and Bayesian Network, construct algorithms cum models for predicting potential problematic cases in Tuberculosis as well as compare the algorithms based on data samples collected from an Epidemiology laboratory at the Federal Medical Center Asaba in Delta State of Nigeria. The volume of data was collated and divided into two data sets which are the training dataset and the investigation dataset. The model constructed by this study has shown a high predictive capability strength compared to other models presented on similar studies.
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1. Introduction

Tuberculosis has remained a leading cause of death from a single infectious agent. While, it propagates as an infectious disease and thrives as a contagion, tuberculosis is curable. The disease caused by Mycobacterium tuberculosis mainly – and occasionally by the Mycobacterium tuberculosis complex (Cruz et al, 2014; Marais et al; 2004; Chiang et al, 2015). The World Health Organization (WHO) has since declared tuberculosis (TB) an epidemic. TB is most commonly, transmitted by inhalation of infected droplet nuclei that are discharged in the air when an infected patient with untreated sputum-positive pulmonary TB coughs, sneezes, talks and/or spits. Furthermore, consumption of raw milk containing Mycobacterium bovis, is also a plausible means of being infected with TB (WHO, 2008; 2015). Smear positive TB patients are responsible for up to 90% of transmission occurring in the community (Zar et al, 2005; Starke, 2014; American Academy of Pediatrics, 2015). Its negative impact on the society at an increased alarming rate can be attributed to the various forms of living standards, social habits and other factors that includes poverty and living habits, migration, population growth and HIV/AIDS. A significant problem and challenge to the society thus, is the fact that many instances of TB remains undetected, undiagnosed and even unreported either due to the non-provision of medical aid, late reach to medical facility, lack of finance to get adequate medical care etc – to mention a few.
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Machine learning algorithm requires gathering of necessary dataset as cases, examples, and instances of all possible object classes. This is because in order to effectively train the adopted and adapted model, instances of dataset must be appropriately labelled in order to minimize the error rate in the classification (Ojugo and Eboka, 2019; 2020). These errors discern cum determine how effective and efficient the model progressed and is able to mine the data features of interest. Also, these errors can be resultant of the fact that in grouping cum labelling the data, some data points – even when not in the same class or group, can have lots of similarities under the unsupervised learning, or as they are used to predict new objects in a class under supervised learning. Also, the dataset must also be formatted appropriately to be used by the model; Else, it will result in data-type mismatch as the users tries to encode the data (via pre-processing stages) so that model is adequately trained to classify the data points into their corresponding classes (Ojugo and Otakore, 2020; Ojugo and Yoro, 2020).

1.1. Tuberculosis In Nigeria

Tuberculosis has been and will remain an epidemic and major health challenge that requires quick medical attention in Africa and the sub-Saharan countries. It is easily transmitted when an infected patient (with the pulmonary tuberculosis) coughs, spits or sneezes, they leave droplets of the tubercle bacilli in the air – so that an exposed person that inhales only a few of the droplet gets infected. WHO in 2015, reported that a third of the world’s population is infected with latent tuberculosis (i.e. persons are infected with the tubercle bacilli but they are not sick and cannot transmit the disease). Also, in furtherance to this – it has been confirmed that throughout their lives – infected patients have a 10-percent chance of developing the disease (WHO, 2015; Stockdale et al, 2010; Pfyffer, 2015).

Even with the often reported high prevalence of tuberculosis, its high rate of mortality, high development of anti-TB drugs as well as reported high incidences – there has also been seen and reported, a high rate in morbidity resulting from TB infection as tuberculosis continues to threaten public health worldwide. A major reason has been attributed to improper diagnosis and treatment, poor adherence to medication from experts, presence of multi-resistant TB, underlying medical conditions, increased migration pattern and HIV pandemic (Sun et al, 2011; Parasha et al, 2013).

The tubercle bacilli particularly, has a high risk propagation arte in overcrowded scenarios without adequate ventilation and light as the bacilli can survive in the stale conditions for long periods of time. This implies that exposure and its transmission can also effectively occur indoors. Also, casual cum random contact, mass public transport and genetic susceptibility are the main factors for the epidemics of TB in recent years. Over-crowding that is ever present in mass public transport plays a primary role for close contact or overcrowded conditions which can facilitate the transmission of PTB. Awareness campaigns among other means about TB transmission can act as preventive measures and practices especially in high risky or overcrowded conditions were one of the major stop TB strategy to achieve the Millennium Development Goals – MDGs (Brittle et al, 2009; Sanchini et al, 2014).

1.2. Problem Formulation With Dataset Encoding

Disease propagation as contagion is not left behind in these scenes as relevant phenomenon, paradigms and theories emerge when investigating biological theories and social impacts on many of such tasks or events (Ojugo and Otakore, 2020a; 2020b; 2021). For this study, we retrieved the data from the Federal Medical Centre Epidemiology laboratory (Epi-lab) of the various Medical Centres in Akwa-Ibom, Cross-Rivers, Delta, Edo, Rivers and Imo States of Nigeria – for the period 2010 to May 2020. Dataset contains about 4687 instances and cases with about 34-attributes, including patient’s personal data, symptoms the patient suffers from, HIV and other tests, history of the disease, diagnostic tools used, treatment that includes regimen for the type of the disease and doses given, with its drug reaction, the follow-up results for the whole treatment period, also costs and hospitalization paid. Also, attributes that are likely to affect the patient behaviour towards treatment includes: chemotherapy completed, treatment failed, treatment discontinued, death, and transferred out (Ojugo and Eboka, 2020; 2021).
2. Materials and Methods

2.1. Study Area and Sample Gathering

We employ a cross-sectional study involving the analysis of secondary data from various unit TB registers in urban areas. Nigeria ranks within the 20 high-TB-burden countries; Its diagnostic and treatment services are provided in health centers and hospitals. Various strategies to end TB in the country has been adopted and committed to reaching missed TB cases in the vulnerable population. The Niger Delta is an urban region, responsible for the oil-rich deposits of the country. It has a population of over 46 million people. Health service coverage has reached to 95% of the population. There are over 345 health facilities to include (and not limited to) public hospital, public health centres, private health centers and non-governmental organization (NGO) clinics to provide health services to the population in the area. All public and private health facilities provide TB screening services for patients, 98% of the health facilities provide diagnostic and treatment services; while 97% provide diagnostic services. The TB case finding and treatment outcome data were obtained from the TB registers of facilities at the capital of the states to include Akwa-Ibom, Cross-Rivers, Delta, Edo, Rivers and some parts of Imo for the period within 2010 to May 2020. All TB patients that were registered and received treatment in the selected health facilities were included in the study.

2.2. Study Design

The dataset contains about 54 attributes and 24,687 instances, including personal data of the patient, symptoms the patient suffers from, HIV/AIDS and other tests, history of the disease, diagnostic tools used, treatment that includes regimens for the type of the disease and doses given, with its drug reaction, the follow-up results for the whole treatment period, also costs and hospitalization paid. However, attributes that are likely to affect the patient behaviour towards the treatment (treatment outcome is one of the following: cured, treatment completed, treatment failed, treatment discontinued, death, and transferred out). The dataset was further categorized into:

1. Attributes related to particular patient (age, sex, etc)
2. Attributes related to regimen TB classification and category
3. Attributes that are related to proximity to health center
4. Attribute related to treatment’s side effect (social or clinical)
5. Attributes that are related to duration of treatment

For the implicit suggest algorithm, we employ a graph-based model to process the dataset. We also study interesting statistics about the attributes concerning the class distribution over the values of each attribute as well as present cum discuss the results therein. The usually steps in data mining includes: (a) data gathering, (b) data pre-processing to ensure the dataset to be used is appropriately formatted, (c) selection of features of interest, (d) data analysis involves knowing which operations with attributes selected to encode into the model as well as what data transformations is required etc, (e) data-mining involves learning of the relationship between the overall attributes and probability of underlying feats of interest with target algorithm deployed and implemented in order to construct the prediction model, (f) evaluate our model by domain expert, comparing the results with other researchers, or by sensitivity analysis, and an optional, (g) if the model achieves the acceptable accuracy then the process will terminate; Else, items (c) to (f) is repeated.

2.3. Experimental Bayesian Belief Network

Bayesian network (BN) is a directed acrylic graph commonly used in many domains which includes software reliability assessment and prediction, medical diagnosis. With Bayes theorem of conditional probabilities of random events, BN is a probabilistic model that uses a direct cycle graph to represent the random variables by nodes, which are connected by edges. The edge connect nodes A to B, where A as a parent node, represents a conditional probability P(B, A) (Singh et al. 2001). Selection of algorithms depends on various factors, which includes availability of data (as an important feature that impacts on an algorithm’s performance). A crucial feat of BN is its tolerance for noisy, incomplete data as it seeks to achieve good performance when the attribute is large (Ojugo and Otakore, 2021; Ojugo et al, 2015).
BN has been successfully applied to fields such as machine learning, medicine etc. BN represents knowledge and exploits data via a mathematical structure with simplified visual display cum representations of graphic probability relations between a set of variables under domain of uncertainty. BN is structured as a directed graph and conditional probability tables (CPTs) given the occurrence of its parent nodes (Ojugo and Eboka, 2018; 2021). BN probability is related to the degree of belief – measuring plausibility of an event given incomplete knowledge. It states the probability of an event A conditional on another event B denoted as $P(A|B)$ (Ojugo and Otakore, 2021b); And it is generally different from probability of B conditional on A written as $P(B|A)$. It implies that: (a) there is a definite relation between events $P(A|B)$ and $P(B|A)$, and Bayes theorem is the statement of such relations, (b) it computes $P(A|B)$ given the data about $P(B|A)$, and lastly, (c) its result employs new data to update the conditional probability of an event (Ojugo and Eboka, 2020). Given a sample space $s$, with a set of mutually exclusive events ($A_1$, $A_2$,....,$A_n$) from $s$ – B is any event from $s$ whose probability is denoted as $P(B) > 0$. Using Bayes theorem, BN is described via Equation 1 and 2 (Ojugo and Okobah, 2018):

$$P(A_k|B) = \frac{P(A_k \cap B)}{P(A_1 \cap B) + P(A_2 \cap B) + \ldots + P(A_n \cap B)} \quad (1)$$

Invoking: $P(A_k|B) = P(A_k).P(B|A_k)$ – probability becomes:

$$P(A_k|B) = \frac{P(A_k).P(B|A_k)}{P(A_1).P(B|A_1) + P(A_2).P(B|A_2) + \ldots + P(A_n).P(B|A_n)} \quad (2)$$

For the BN classifier, we built the model to train the dataset via a conditional probability table (CPT) so that the algorithm first seeks to learn the structure of the BN. After which, it learns the train-dataset labels (and data points based on parameter(s) or feats of interest). It then builds the probability distribution tables for each nodal relationship in the network. It achieves this via two learning processes namely: (a) structured learning or casual discovery in which the Bayesian network learns the structure and parameters provided with the input dataset. The causal discovery is learned via using either of $K_2$, Hill climbing and Tabu-Search, and (b) it achieves probability distribution learning with algorithms like BN estimator and multinomial estimator. Once, parameter learning is complete and the structure for CPT for each feat in the BN is also learned and completed, investigation cum testing of the model can commence.

To apply BN for detection of the tuberculosis treatment, we adopt selected parameters whose probability distribution will yield the appropriate stochastic outcomes for the underlying feats of interest. To classify the data-points, we use the supervised learning model for the Bayesian network designed as in figure 1.

![Fig. 1. Target Prediction Model Construction](image)

### 3. Result Findings and Discussion

#### 3.1. Presentation of Result Findings

Applying the Bayesian model with 5-fold retraining and/or cross validation in evaluating the prediction model based on the correctly classified instances, the model has produced 93.7563 percent accuracy rate (Table 1) showing confusion matrix with the five classes (a,b,c,d,e) representing the various treatment outcome groups.
Table 1. Confusion Matrix and Percentage Achieved by Model

| Class     | A     | B     | C     | D     | E     |
|-----------|-------|-------|-------|-------|-------|
| a=Confirmed | 568   | 1     | 0     | 0     | 0     |
| b=Discharged | 134   | 0     | 1     | 0     | 1     |
| c=Death     | 20    | 0     | 3     | 5     | 0     |
| d=Active    | 409   | 0     | 2     | 1     | 2     |
| e=Absconded | 2     | 0     | 0     | 1     | 0     |

A confusion matrix represents per true and false classes correct classification. Table 2 shows that confirmed class of 568 cases. Then the discharged class of 134 cases correctly classified as true as in class (a); while, 2 others (from b-to-e) classified as false. Classes (a) and (b) respectively shows no significant difference between them. Thus, the error in the classification do not have significant effect. But, the general percentage obtained from software (correctly classified instances) for proposed Bayesian model is 93.7563 percent.

3.2. Discussion of Result Findings

Table 2 shows the variable(s) relationship for the probabilities of the underlying feats. We note, that discharge class is dependent upon variable (piw) by 0.962 probabilities. Thus, we can violate the independent assumption “no more than one parent”. This is expressed by the set (maxNrOfParents=1) with which this process leads to achieve 94-percent accuracy. And the graphical model changes as in Figure 5 that describes how the probability distribution effect on model representation. The relations between attributes and their affection to the prediction result in accordance with the Bayesian belief network.

Table 2. Probability Distribution of (piw) Variable

| Class     | Yes   | No    |
|-----------|-------|-------|
| a=Confirmed | 0.999 | 0.001 |
| b=Discharged | 0.962 | 0.038 |
| c=Death    | 0.107 | 0.893 |
| d=Active   | 0.01  | 0.99  |
| e=Absconded | 0.136 | 0.864 |

From figure 1, some assumption(s) made thus includes that: (a) all variables are statistically independent, and (b) all variables are completely independent in accordance with the independent assumptions. Figure 2 shows the data loading for the target prediction model.

4. Summary and Conclusion

With graph-based model, there are still a lot more variance to understand such as predictive variables and “behind-the-scenes” data. Though, the addition of more data to the task at hand may not solve it – but, we have aimed to define some parameters that helps predict social graph. There is the need to standardize parameters for social-graph models, which in turn raises new questions for the theory. In modelling ties, it is important to know: (a) what feats and parameters are necessary predictors to be used in predicting threshold, and (b) what limits are to be set for behavioural evolution. We believe our work makes some important contributions to the theory as thus: (a) extending tie-strength dimension as manifested in all social-graphs, (b) defining network structure dimension as a function of probability distribution of agents in problem space, (c) all dimensions modelled as a continuous value, (d) our result extends the realization of how structural dimension in predictive variables used in task help modulates other dimensions within, by filtering agent relationships via cliques and clusters, and (e) previous works assumed either the presence or absence of a link in the graph without recourse to the properties of the link itself.
Fig. 2. Data Loading unto the Target Prediction Model

Acknowledgements

We acknowledge gratefully Tertiary Education Trust Fund (TetFund) for fully funding this research under the Institution Based Research (IBR) efforts. We also appreciate our Vice Chancellor Prof. Akpofure Rim-Rukeh, who has continued in the strides of research as a way of life in the Federal University of Petroleum Resources, Effurun. Thank you for the vision. We acknowledge the contributions of Prof. S.C. Chiemeke for your push and cooperation. We express also our thanks to our colleagues in the Department of Computer Science at the Federal University of Petroleum Resources Effurun, for providing healthy competition, ideas and other materials necessary for this research.

References

Ali, A. Elfaki, M., Jawawi, D.N.A., 2012. Using Naïve Bayes and Bayesian Network for prediction of potential problematic cases in tuberculosis, Int. J. Info. Comm. Tech., 1(2), 63-71

American Academy of Pediatrics Committee on Infectious Diseases. 2015. Tuberculosis. In Kimberlin D, Brady MT, Jackson MA, Long S (ed), Red book: 2015 report of the Committee on Infectious Diseases, 30th ed. American Academy of Pediatrics, Elk Grove, IL.

Bouckaert, R.R. 2008. Bayesian Network Classifiers in Weka for Version 3-5-7. Available: http://www.cs.waikato.ac.nz/~remco/weka_bn/index.html

Brittle W, Marais B, Hesseling A, Schaaf H, Kidd M, Wasserman E, Botha T. 2009. Improvement in mycobacterial yield and reduced time to detection in pediatric samples by use of a nutrient broth growth supplement. J Clin Microbiol 47:1287–1289. http://dx.doi.org/10.1128/JCM.02320-08.

Chiang S, Swanson D, Starke J. 2015. New diagnostics for childhood tuberculosis. Infect Dis Clin North Am 29:477–502. http://dx.doi.org/10.1016/j.idc.2015.05.011.

Cruz A, Starke J. 2014. Tuberculosis, p 1335–1380. In Cherry J, Harrison G, Kaplan S, Steinbach W, Hotez P (ed), Feigin and Cherry’s textbook of paediatric infectious diseases. Elsevier Saunders, Philadelphia, PA.
Friedman, N et al., 2000. Using Bayesian networks to analyze expression data, J. of Comp. Biology, 7, pp. 601-620

Kazmierska, J. and J. Malicki, 2008. Application of the Naive Bayesian Classifier to optimize treatment decisions." Radiother Oncol, vol. 86, pp. 211-216.

Lin, J. H., Haug, P.J., 2008. Exploiting missing clinical data in Bayesian network modeling for predicting medical problems, Journal of biomedical informatics, vol. 41, pp. 1-14

Marais B, Gie R, Schaa H, Hesselink A, Obihara C, Starke J, Enarson D, Donald P, Beyers N. 2004. The natural history of childhood intrathoracic tuberculosis: a critical review of literature from the prechemotherapy era. Int J Tuberc Lung Dis 8:392–402.

Mukherjee A, Singh S, Lodha R, Singh V, Hesselinck A, Grewal H, Kabra S. 2013. Ambulatory gastric lavages provide better yields of Mycobacterium tuberculosis than induced sputum in children with intrathoracic tuberculosis. Pediatr Infect Dis J 32:1313–1317. http://dx.doi.org/10.1097/INF.0b013e31829f5c58.

Ojugo, A.A., Otakore, D.O., 2020. Empirical solution for an optimized machine learning framework for anomaly detection, Tech. Report of Kansai Univ., TRKU-13-08-2020-10996, 62(10): pp6353-6364

Ojugo, A.A., Otakore, D.O., 2021. Intelligent cluster connectionist recommender system using Implicit graph friendship algorithm for social networks, Int. J. Artificial Intel., 9(3): pp429-439, 2020, doi: 10.11591/iija.v9.i3.pp429-439

Ojugo, A.A., Otakore, O.D., 2020a. Intelligent cluster connectionist recommender system using implicit graph friendship algorithm for social networks, Int. J. Arti. Intel., 9(3): pp497–506, doi: 10.11591/iija.v9.i3.pp497–506

Ojugo, A.A., Otakore, O.D., 2020b. Computational solution of networks versus cluster groupings for social network contacts recommender system, Int. J. Info. Comm. Tech., 9(3): pp185–194, doi: 10.11591/ijict.v9.i3.pp185–194

Ojugo, A.A., Otakore, D.O., 2020. Empirical solution for an optimized machine learning framework for anomaly-based network intrusion detection, Tech. Report of Kansai Univ., TRKU-13-08-2020-10996, 62(10): pp6353-6364

Ojugo, A.A., Otakore, D.O., 2020. Empirical solution for an optimized machine learning framework for anomaly-based network intrusion detection, Tech. Report of Kansai Univ., TRKU-13-08-2020-10996, 62(10): pp6353-6364
Ojugo, A.A., Yoro, R.E., 2021. Forging a deep learning neural network intrusion detection framework to curb distributed denial of service attack, Int. J. Elect. & Computer Engineering, Vol. 11, No. 2, pp 128-138.

Parashar D, Kabra S, Lodha R, Singh V, Mukherjee A, Arya T, Grewal H, Singh S. 2013. Does neutralization of gastric aspirates from children with suspected intrathoracic tuberculosis affect mycobacterial yields on MGIT culture? J Clin Microbiol 51:1753–1756. http://dx.doi.org/10.1128/JCM.00202-13.

Pfyffer G. 2015. Mycobacterium: general characteristics, laboratory detection, and staining procedures, p 536–569. In Jorgensen J, Pfaller M, Carroll K, Funke G, Landry M, Richter S, Warnock D(ed), Manual of Clinical Microbiology, 11th ed. ASM Press, Washington, DC.

Sanchini A, Fiebig L, Drobniowski F, Haas W, Richter E, Katalinic- Jankovic V, et al., 2014. Laboratory diagnosis of paediatric tuberculosis in the European Union/European Economic Area: analysis of routine laboratory data, 2007-2011. Euro Surveil., 19(11):20744. [web]: www.eurosurveillance.org/ViewArticle.aspx?ArticleId_20744.

Singh, H et al., 2001. A Bayesian approach to reliability prediction and assessment of component based systems, pp.12

Stockdale A, Duke T, Graham S, Kelly J. 2010. Evidence behind the WHO guidelines: hospital care for children: what is the diagnostic accuracy of gastric aspiration for the diagnosis of tuberculosis in children? J Trop Pediatr 56:291–298. http://dx.doi.org/10.1093/tropej/fmq081.

Stolfo, S.J and Prodromidis, A.L, (1999). Agent-based distributed learning applied to fraud detection, Technical Report CUCS-014-99, Columbia University, 1999

Sun L, Xiao J, Miao Q, Feng W, Wu X, Yin Q, Jiao W, Shen C, Liu F, Shen D, Shen A. 2011. Interferon gamma release assay in diagnosis of pediatric tuberculosis: a meta-analysis. FEMS Immunol Med Microbiol 63:165–173. http://dx.doi.org/10.1111/j.1574-695X.2011.00838.x.

World Health Organization. Coronavirus Disease (2019) Situation Reports. [web: www.who.int/emergencies/diseases/novel-coronavirus-2019/situation-reports (accessed on 2March 2020).

World Health Organization. Infectious Diseases Contagion Reports. Available online: www.who.int/emergencies/diseases/infectious-contagion-2015/situation-reports (March 2020).

World Health Organization. Tuberculosis contagion Situation Reports. Available online: https://www.who.int/emergencies/diseases/tuberculosis-2008/situation-reports (accessed on March 2020).

Zar H, Hanslo D, Apolles P, Swingler G, Hussey G. 2005. Induced sputum versus gastric lavage for microbiological confirmation of pulmonary tuberculosis in infants and young children: a prospective study. Lancet 365:130–134. http://dx.doi.org/10.1016/S0140-6736(05)17702-2.