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Abstract—Robots are used for collecting samples from natural environments to create models of, for example, temperature or algae fields in the ocean. Adaptive informative sampling is a proven technique for this kind of spatial field modeling. This paper compares the performance of humans versus adaptive informative sampling algorithms for selecting informative waypoints. The humans and simulated robot are given the same information for selecting waypoints, and both are evaluated on the accuracy of the resulting model. We developed a graphical user interface for selecting waypoints and visualizing samples. Eleven participants iteratively picked waypoints for twelve scenarios. Our simulated robot used Gaussian Process regression with two entropy-based optimization criteria to iteratively choose waypoints. Our results show that the robot can on average perform better than the average human, and approximately as good as the best human, when the model assumptions correspond to the actual field. However, when the model assumptions do not correspond as well to the characteristics of the field, both human and robot performance are no better than random sampling.

I. INTRODUCTION

Environmental modeling is a common application in field robotics, where a robot is used to create a model of the environment, such as a spatial field. One application is in ocean sampling, where one can create models of sea-surface temperature, or algae distributions. Informative sampling is a proven technique for spatial field modeling \cite{1}–\cite{3}. In informative sampling a model is created of the field using, for example, Gaussian Process (GP) regression. Information-theoretic metrics, such as entropy or mutual information, are then used to decide where the robot should sample next. When sampling is run on-line, incorporating data sampled by the robot, this is called adaptive sampling.

In this work, we investigate how humans select waypoints, when given the same information as a robot sampling a field, and we compare the modeling performance between the manual and autonomous waypoint selection methods. We construct a graphical user interface where humans can iteratively set waypoints for a robot, and where they get to see what data is revealed along the way. The humans are given the instruction to guide the robot to best model the underlying field. Simulations are run for robotic adaptive sampling, with one random sampling approach and two informative sampling approaches. Results show that for scenarios that correspond to the robot’s on-board model assumptions, the robot performs better than the average human, though similar to the best human. For scenarios that do not correspond to the modeling assumptions, the robot performs similar to the average human, and random sampling performs on average as well as sampling based on GP models.

II. RELATED WORK

Borji and Itti \cite{4} performed a similar study where they compared human search behavior with various search strategies, including Bayesian Optimization methods and Gaussian Processes. Their study was more extensive in terms of number of search strategies considered and the number of participants recruited. However, in their study, the task was simplified to seeking a maximum of a 1D function. As a stopping criteria, participants judged when they had found the maximum. The study results showed that humans are surprisingly good at this task, and that Bayesian Optimization methods based on Gaussian Processes came closest to the human performance. Furthermore, they concluded that the participants focus on exploring uncertain regions, in active tasks. This supports our study into comparing adaptive sampling by humans to sampling with robots that use Gaussian Process models.

Chien et al. \cite{5} compared manual (human) path planning with automated path planning for search and rescue scenarios. They used a deterministic roadmap planner, maximizing information gain, and making local decisions. This automated approach was evaluated against data from human subject experiments. Results showed that for coverage achieved and regions explored, there was no significant difference between human and automated path planning. The automated path planning did lead to a higher count for victims found, though the manual path planning required less teleoperation. Overall they concluded that a human path planner could be replaced with an automated path planner without loss in performance. We are interested to see if their results hold in our environmental modeling scenarios, given the differences in modeling approach and application domain.

Other studies have looked at deducing human strategies and human-like behavior to create planners for robots. These studies actively try to imitate human or animal behavior. Henry et al. \cite{6} used Gaussian Process regression to estimate the density and flow of crowds of people. They then employed maximum entropy inverse reinforcement learning...
to learn cost weights for the features, i.e. the density and flow of crowds, to understand how to navigate through crowded spaces. Sexton and Ren [7] developed a crowdsourcing game to learn human search strategies. They made the assumption that human actions stem from Bayesian Optimization (Gaussian Processes), and used maximum likelihood estimation to learn the model covariance function.

In contrast to these kinds of studies, we are not attempting to learn strategies from our human subject experiment. Instead, we are comparing performance of the human and adaptive sampling strategies over time, and we gather explicit feedback from the participants about their strategies through a questionnaire. We wish to better understand how well humans perform at adaptive sampling if given the same information as a robot, what strategies they use, and which approaches are able to learn a good model more quickly. The results of this project could help identify the potential benefits of using autonomous sampling techniques. This is especially useful for applications where the manual setting of waypoints by a human operator is infeasible or undesirable due to communication constraints or because the human operator has to control too many robots at the same time.

III. GAUSSIAN PROCESS REGRESSION

Gaussian Process (GP) regression is a standard method for spatial field modeling [8]. We briefly recap the theory here: A GP model is specified by its prior mean and covariance function, also known as the kernel. A standard approach is to use a zero mean prior and the isotropic squared exponential kernel. The squared exponential kernel is given by [8]:

\[
k(x, x') = \sigma_f^2 \exp\left\{-\frac{1}{2l^2}||x-x'||^2\right\}
\]

(1)

where \(x\) and \(x'\) are locations of a training sample, \(\sigma_f^2\) is the signal variance (or amplitude), and \(l\) is the kernel’s length scale. \(\sigma_f^2\) and \(l\) are the GP’s hyperparameters. The hyperparameters are typically estimated from the data, by using, for example, maximum likelihood estimation [8].

To make predictions based on a GP model, one calculates the predictive mean and variance for test locations:

\[
y_*(X_*, X, y) = K(X_*, X)K(X, X)^{-1}y
\]

(2)

\[
\Sigma_*(X_*, X) = K(X_*, X_*) - K(X_*, X)K(X, X)^{-1}K(X, X_*)
\]

(3)

where \(X\) are the training locations, \(y\) are the training samples, and \(X_\ast\) are the test locations. The entropy for every test location can then be calculated using the standard equation for entropy:

\[
H = \frac{1}{2} \ln(2\pi \sigma^2)
\]

(4)

For our robotic adaptive sampling approaches, we test three different approaches for waypoint selection: one random and two informative sampling approaches. The first informative approach uses the GP and selects waypoint locations based on maximum entropy. Note that the entropy does not depend on the measured values, and only depends on the locations of the training samples. Therefore, we also test another selection method, where we combine the entropy with the predictive mean:

\[
G = \frac{H}{\max(H)} + \alpha \frac{\mu_\ast - \mu}{\max(\mu_\ast)}
\]

(5)

where \(G\) is the new acquisition function, \(H\) is the entropy for all test locations, \(\mu_\ast\) is the predictive mean for all test locations, and \(\alpha\) is an exploration-exploitation parameter which determines the importance of the predictive mean in the waypoint selection. We set \(\alpha = 0.25\).

IV. EXPERIMENTAL SET-UP

We use the Matlab GPML libraries [9] both for running GP regression on the sampled data, as well as for generating simulation scenarios.

A. Scenarios

Figure 1 shows the 12 scenarios created for this study. The first six scenarios are random samples from a Gaussian Process model, whose hyperparameters were set based on averages from prior field data to \(l = \exp\{-7.81\}\) and \(\sigma_f^2 = \exp\{1.68\}\). In doing so, we obtain the same smoothness parameters as observed fields. The latter six scenarios are Gaussian mixture models (GMMs), where the number of Gaussians, their locations and their orientations are all randomly sampled. Random noise is added up to 5% of the maximum data value. Data values are ranged from 0 to 20 as a proxy for Chlorophyll measurements (\(\mu g/L\)), which indicates algae abundance. For all scenarios, data are simulated over a space of 400x200 m, along a grid with 10 m grid spacing.

B. Humans

For the human subject experiment, we created a graphical user interface (GUI) using python. The GUI loads an image of the scenario, and creates a black overlay over the scenario. The user then iteratively selects waypoints, after which the underlying data is revealed between the previously selected and currently selected waypoints. To simplify data collection
and viewing, the black overlay is a grid of squares of the same size as the simulated data grid. This means that sampled data can easily be indexed from the generated data file. Furthermore, the revealed squares are large enough for humans to easily observe.

Figure 2 shows the created GUI both at the initial state, and after a user has selected waypoints up to the maximum revealed number of squares, i.e. the path length. The GUI includes a description of the task, such that the instructions are the same for all participants. It also includes a colorbar to indicate the meaning of the colors, and it shows how many squares can still be revealed. The total number of squares revealed is limited to 190, which corresponds to 1900-2660 meters of sampling, depending on whether the path is completely horizontal or vertical, or diagonal. This length was chosen because it is approximately 40% of the time required to run both a north-south and east-west 20 m grid spaced lawnmower survey over the area. Without a time limit, every model would end up being equally good. Though the path length was limited, participants were not restricted in time regarding how long they took to decide where to place the waypoints. Similarly, computation time for the robot was not considered, though it is on the order of seconds on an Intel i7 quad-core machine with 32GB RAM.

We recruited 11 human participants for this study: 7 men and 4 women, aged between early 20s and mid 40s. Nine participants were computer science and robotics students and professors, one participant works in oceanography and marine biology, and one participant works in student affairs. None of the participants had run this study before, nor had they seen the scenarios. All participants ran all scenarios in the order given in Figure 1. Participants were asked to follow the instructions on the screen. No feedback was given about their performance, throughout the experiment. Some participants asked questions about what their strategy should be, and were told that they should choose waypoints so as to collect data that would create the best model of the underlying field.

All participants were also given a survey after running the experiment, which included the following questions:

- Describe your strategy when choosing waypoints, if you had one. 
- Did the data revealed along the path change the way you chose waypoints?

C. Robot

For the robot experiments, three approaches were tested: (1) random waypoints, (2) GP model with entropy optimization, (3) GP model optimizing for entropy plus predictive mean. Equations (2) and (3) showed the calculations for approaches (2) and (3). Given that there is no sensor or sampling noise, a single run was done for each approach. The robots created GP models whose kernel is a combination of the isotropic squared exponential covariance function and a white noise kernel, such that there are three hyperparameters: the length scale $l$, signal variance or amplitude $\sigma_f^2$ and signal noise $\sigma_n^2$. The log of the hyperparameters are initialized to $-7.5, 0.5$ and 1.0, respectively, based on prior simulations [10]. The length scale, which is set in longitude/latitude degrees, roughly corresponds to a length of 55 m at a latitude of 34.086. The hyperparameters are re-estimated when every batch of samples is received and a new waypoint needs to be calculated.

V. Results

For evaluation, we use two methods of reconstructing the fields using the sampled data. The first method is a spline-based method, V4, which is one of Matlab’s standard interpolation methods, which also allows for extrapolation. The second method is GP regression, using the GPML Matlab libraries [9], with a standard isotropic squared-exponential covariance function. Hyperparameters are estimated on the collected data for every model. We evaluate performance in terms of the root mean squared error (RMSE) between the ground truth (simulated scenarios) and the learned models.

Figures 3 and 4 show the results of the experiments, with human performance as boxplots (median, 25th, 75th percentiles), and robot performance as points. For the V4 interpolation, shown in Figure 3 we see that the robot was able to perform better than the average human in most cases, though the best human was able to outperform the robot in all cases, except scenarios 10 and 11. For the GP interpolation, we see the RMSE greatly declines for the initial 6 scenarios. This result is logical because these were generated from a GP model. For the first six scenarios, where the robot optimizes on a GP model, it always performs well when using entropy optimization and approximately as good as the best human. For the latter six scenarios, the robot performance is similar to the average human performance for all methods.

Table I shows the modeling error averaged over all scenarios, for all sampling and modeling methods. This table shows that models created using GP regression were on average better than models created with V4 interpolation, due to the great improvement for scenarios 1-6 with GP modeling. Overall, for the robot performance, the best approach was the one that used a GP model with entropy for optimization.

We further evaluate the modeling performance over time, from the start of each run until all samples are collected.

| Method               | Average RMSE |
|----------------------|--------------|
| GP model             |              |
| Human                | 0.048        |
| GP + entropy         | 0.029        |
| GP + entropy + mean  | 0.037        |
| Random               | 0.056        |
| V4 model             |              |
| Human                | 0.064        |
| GP + entropy         | 0.042        |
| GP + entropy + mean  | 0.048        |
| Random               | 0.083        |

Table I

Average RMSE over all scenarios, for each method of sampling and modeling.
We evaluate the timed performance for the GP interpolation, given the overall better performance compared to V4 interpolation. We divide the 190 samples into batches of 20 samples (10 for the last group), and create a GP model at every batch. We calculate the RMSE between the GP model and the ground truth. Because of the difference in the generation method for the scenarios, we split this evaluation between fields 1-6 and fields 7-12. Figures 5 and 6 show the RMSE boxplots (median, 25th and 75th percentiles) over time, for the two groups of fields.

Figure 5 shows that overall the performance of both humans and the robot using the GP with entropy criterion are the most consistent for the six scenarios that were sampled from a GP. For the initial 20 samples (number of samples axis label $n = 1$), performance is quite similar across all approaches, and none are much better than random. After 40-60 samples have been gathered ($n = 2$-$3$), the GP with entropy criterion is on average better than the humans at improving the model. This advantage disappears somewhat over time, though it has a consistently good model across all scenarios towards the end of all simulations. The random approach is overall the worst in consistency and performance. The GP with entropy plus mean has more variance in performance across the scenarios, and is less consistent overall, though

![GUI used by human subjects. The scenario is hidden by a black overlay (top), which is removed as the human iteratively selects waypoints and creates a path for the robot to traverse (bottom).](image)
Fig. 3. Robot versus human RMSE boxplots (median, 25th, 75th percentiles) for each field, using a spline-based method (V4) for field interpolation.

Fig. 4. Robot versus human RMSE boxplots for each field, using GP regression for field interpolation.
The current study had eleven participants with predominantly computer science and robotics backgrounds. It would be interesting to run this experiment with a wider range of participants, including subject experts, for example oceanographers, biologists, or people who often process field data, as well as more participants that do not have computer science or robotics backgrounds. If such a wide pool of participants were recruited, we could also investigate the differences in performance between different backgrounds.

VII. Conclusions

Adaptive informative sampling approaches are commonly used in robotics for spatial field modeling. In this paper, we evaluate the modeling performance between an adaptive sampling algorithm and human participants. We developed a GUI where the human participants could iteratively select waypoints and reveal data, to obtain similar amounts of information that a robot might collect. Our goal was to better understand how well humans can choose waypoints for adaptive sampling if given the same amount of information, and which strategies they employ. Results showed that for scenarios that were generated under different assumptions than the model, the GP models with entropy-based criteria and the humans performed no better than random sampling. When the modeling assumptions corresponded well to the characteristics of the actual field, the robot performance using the GP model and entropy selection criterion, was the most consistent and the best on average. However, some humans were still able to outperform the robot. The most commonly used strategy by humans was to optimize for coverage, followed by optimizing for maxima and exploring boundary zones.
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A. Overall review from editor

In this paper the authors perform a study to compare the performance of humans sampling vs. adaptive informative sampling algorithms in spatial fields. Therefore, the authors perform a user study in which the human and simulated robot are presented with different scenarios. The authors show that when a spatial field is sampled from a GP, GP-based algorithms perform better than humans. If it was generated randomly, the algorithmic approach and the human performed similarly.

The authors address a very interesting question: how well do humans perform in information gathering tasks compared to algorithms? However, most of the reviewers felt that the paper was falling short in the experimental methodology or result section. Reviewer 3 raised very important questions regarding the human user study such as (i) did the participants have training sessions? or (ii) did the participants understand the scoring system? These questions should be addressed and discussed in the paper. Reviewer 5 and Reviewer 8 raised questions about the conclusions of the result. Mostly the reviewers felt that the result that GP based algorithms performed well on GP generated fields (with same mean and co-variance) and not so good on random Gaussian mixture model fields are obvious. Also, they had problems drawing a significant conclusion from the paper.

Overall, I agree with the reviewers that the question addressed by the authors is of great interest, but that the experimental design in its current state does not allow to draw a significant conclusion. I therefore rate the paper as C.

B. Reviewer 3 of ICRA 2018 submission 1444

This paper compares the performance of humans versus adaptive informative sampling algorithms for selecting informative waypoints, in which the humans and simulated robot are given the same information for selecting waypoints, and both are evaluated on the accuracy of the resulting model.

A very interesting study, following are some comments:

1) the sample size is too small- only eleven participants are recruited. Given there were only 12 participants and the participants’ background were pretty diverse (regarding age differences and knowledge levels), the results could be significantly affected by the outliers.

2) Page 3, “No feedback was given about their performance, throughout the experiment”, however as shown in figure 2, the system provided the total points recorded and remaining in the bottom of the system. The feedback given did not indicate performance, it only indicated how many samples (points) were and could still be taken.

3) Page 3, figure 2 (bottom), the participant used the zigzag strategy to explore the environment. Although lots of the areas remained unexplored, the participant already received the full points (total point remaining: 0). I was wondering how did the system calculate the points? Also, did the participants take training sessions before the real tasks (i.e., the 12 experimental sessions)? Did the participants fully understand the scoring mechanism in the system?

Again, points are samples, not awarded ‘points’ for performance. There were no training sessions. The instructions shown in Figures were the instructions given to participants, which explains that the goal is to collect data such that the best possible model of the algae distribution can be created. This did not further explain the scoring, nor did participants see the scoring.

4) As the participants experienced 12 experimental scenarios, were there any learning effects?

The scenarios were presented in the order given in Figures and . Thereby you can try to deduce if there was a learning effect. This was not yet analyzed. From just looking at those figures, I would not expect to find a significant learning effect. Furthermore, because the participants did not receive feedback about their performance, this is also not likely to occur.

5) Table II, how did the authors identify the participants’ strategies? As half of the The participants were asked to fill out a survey that asked them about their strategy, if they had any. The review comment is unfinished, and it is not clear what the reviewer wanted to add to this question.

6) It will be interesting to know what type of strategies did the best human apply.

Coverage (zigzag) + exploring boundaries.

7) I would like to encourage the authors to include more details in the discussion and provide more insights in the conclusion.

We will leave this up to whomever wants to take over and expand this work :)

C. Reviewer 5 of ICRA 2018 submission 1444

Firstly, the paper tackles a very important problem: ”Which is more accurate in acquiring information, human sampling or informative sampling?” I think this is relevant and needs to be addressed by the community. Having said that, I have several suggestions for improvement regarding the way the authors have gone about evaluating that hypothesis. Rather than just going into those details, I would go over the paper highlighting both my suggestions for writing and the approach:

1C- / 2.5 ”Reject: The paper needs substantial improvements. I will strongly argue for rejection.”
Abstract summarizes the work well and is consistent.

Thank you! :)

Introduction does a good job of describing the problem, summarize your approach and results. But it falls short when it comes to motivating the problem. Why does the community need to care about answering this question? How does it affect the current research and what are the potential implications? None of these are brought up. Some thoughts on this; we are developing algorithms that are supposedly good for replacing a lot of human effort, and we wondered if that is the case. So from this the question comes how humans would approach the problem if presented with the same data as the robot. Furthermore we were interested in asking humans to see if they have thought on what a good strategy would be, which would be both informational and interesting for choosing future strategies. This related to some bigger questions as mentioned in the Related Works discussion about whether we can replace humans with algorithms without loss in performance; and can we actually achieve better performance? This is also recapped at the end of the Related Work section where we explicitly say: “We wish to better understand how well humans perform at adaptive sampling if given the same information as a robot, what strategies they use, and which approaches are able to learn a good model more quickly. The results of this project could help identify the potential benefits of using autonomous sampling techniques. This is especially useful for applications where the manual setting of waypoints by a human operator is infeasible or undesirable due to communication constraints or because the human operator has to control too many robots at the same time.”

Related work is well-written but has very few citations. I am sure there are more works which have tackled (or compared) human performance vs. automated computational performance. The section cites 4 papers, of which 2 are not related to the work and are described only to highlight that this work doesn’t tackle the same problem. Might need to expand it a bit more.

Left up for future researchers, these are the most relevant works we could find at the time of writing.

Approach section could have been written better. Most of the stuff is just textbook GP regression material (which could have just been cited from Rasmussen’s text) and that stuff could have been devoted to explaining how GP regression problem is related to the waypoint selection problem. How are training and test points related to waypoints? How is alpha an exploitation-exploration tradeoff parameter? What’s the motivation behind using entropy+predictive mean as an acquisition function? The equation for entropy has inconsistent notation, what is sigma? mu* is the same as y*? If so, why new notation? In general, I think this section could be written way better and more rigorously.

Fair point, this could be improved. We think it would be good to leave in the general GP discussion, but could add more information on the choices made and consolidate notation.

Coming to experiments and results, I am not sure why the authors did not expect the results they obtained. If 6 of the scenarios are sampled from a GP with squared exponential (SE) kernel and fixed hyper parameters, then the robots fitting a GP model with the same SE kernel would have a really good performance, I understand that the authors claim that this means the underlying field agrees with the robot’s model assumption, but then the model would do well compared to average human, which is what the results show. I would have really liked to see for real algae scenarios, how does the human vs robot model fare? If humans did well, why? Is it model mismatch or something else?

‘Real algae scenarios’ are only available by approximation: in most cases some form of interpolation would be used on point measurements taken. The generated scenarios are based on what we know and expect algal blooms to look like. While it would theoretically be possible to create more scenarios from interpolating field data, this is only feasible if somebody has already collected a lot of data. To be able to get numerous scenarios from field data, as is necessary to do this kind of study - it would be hard to say anything conclusive if only two scenarios are used - will become challenging.

The authors don’t point out why they didn’t compare with a GP+Bayesian optimization approach that is typically used in robotics for tuning hyper parameters.

The first author thinks that ‘typical’ is in the eye of the beholder, it is dependent which lab you are in, which professor you work with, which robots you work with, and which applications you work with, what is considered the ‘typical’ approach. The focus in this work is not at all about finetuning hyperparameters, one cannot address every possible thing that could have been varied in every paper, some choices have to be made. For more investigation into hyperparameter tuning, and how one might obtain pilot data to do that for field applications, we refer to the first author’s ICRA 2018 paper.

I liked the GUI and I think its very useful for future research in this area. I also liked the way the human study was conducted.

Thank you!

The RMSE in table 1 is calculated over all scenarios (which has scenarios from the GP model). Of course, the GP model would have a better average RMSE. I would have liked to see just the GMM scenarios. That would have been good to list, it will not be added at this time, but it is a good suggestion for someone who decides to redo this study (if they execute it in the same manner).

Another issue that I had with the evaluation was that only 12 scenarios (and for figures 5 and 6, only 6 each) were chosen. I understand that due to limitations in human study, you can only choose a small number of scenarios. But for the model-based approaches, the authors could have used a large number of simulated scenarios, to get a better estimate of the
variance of RMSE. With just 6 scenarios, the variance estimate is too unreliable. Fair point, but it would also not be a fair comparison if the robot and the human were not using the same models, unless both are evaluating a large number. Because of the limitations on time needed for human testing, and because this was a pilot study, the number was kept limited and same scenarios were used for both. This can of course be extended in a follow up study.

I also would have liked to see the strategy employed by the best human in these scenarios, rather than just listing them all (like in table 2). Also, no inferences were drawn from table 2. As this is commented on again, it obviously should have been listed: Coverage (zigzag) + exploring boundaries. Table 2: correct, it was considered too few data to really make strong conclusions on this, and we would recommend that for a future study.

To end on a good note, I liked the problem that the authors took up and I hope the above suggestions would help them improve their current submission.

Thanks :) We hope that someone can pick up this work and take it to the next level!

D. Reviewer 8 of ICRA 2018 submission 1444

Summary:
Authors conduct studies to compare the performance of humans vs. algorithms for the task of adaptive informative sampling in spatial fields. E.g. algae population in oceans.

1. They show that whenever spatial fields are sampled from a model (e.g. Gaussian process (GP)) GP-based sampling (two variants: GP+entropy, GP+entropy+mean prediction) do better than human average performance however algorithms are unable to beat the best human performance.

2. On spatial fields which are randomly generated using Gaussian mixture models algorithms and humans have similar performance.

Comments:
The premise of the paper is interesting: how well does human intuition perform in information gathering tasks as compared to algorithms? But the experimental methodology and results are not very interesting:

a. It is not surprising that on spatial fields generated by the same mean and covariance functions as the fitted GP, the fitted GP does really well while not doing as well on the random Gaussian mixture model fields where humans and algorithms are similar. In fact if one examines the performance of the random sampling method it is not too far from human and GP’s on field number 7-12 (random generation). So the takeaway seems a bit uninteresting: GP does better than humans on fields generated from GPs. Humans, GP and random sampling are similar on random fields.

Correct, this is a fair point. As often happens in research, it was not something groundbreaking. However, it was also not something that anyone else had yet investigated or reported. It was a pilot study meant to see if our assumptions are correct, and if this would be interesting for further studies.

b. There is no discussion on what the results mean for adaptive sampling scenarios. Is the takeaway that humans intuition is better/worse/should not be used?

The current results are too preliminary to conclude this, at this point. Furthermore, a question is whether this is purely ‘intuition’ versus ‘experience’. Because a lot of people who are currently sampling data are (barely) using robot(ic)s, i.e. using them with static waypoints, the authors wondered if running a study like this one could give insights into what strategies humans use, and how their performance compares to autonomously deciding sampling locations. We also refer forward to the comment on the next point that this work is not meant to conclusively say that humans or robots are better or worse, but to gain understanding in underlying processes.

In the robotics community, it is somehow accepted as a fact that ‘of course’ the algorithms that we are developing should be used and are best towards obtaining the desired data, but there have not been many studies to demonstrate that this is true. I (first author) could go into a long discussion now about what I see as flaws in our research setups and experimental designs, based on assumptions that are made early on. Suffice to say that I recommend other students and researchers to think critically about what they are using and why, and I do hope someone will pick up this study and put some more research into it to make it big enough to be accepted into a conference and start more conversations on how good algorithms really are (or are not), versus what an expert in the field can do, and to gain more understanding on what current experts are actually doing and why.

The study here was a summer project for a high-school student, who did an exceptional job with coding up the GUI and running the tests. Resources were limited, this was not a grand-scale study with tons of humans (both experts and non-experts) to really investigate things, it was a first exploration. The point of trying to publish this in 2017-2018, and trying to publish it now on Arxiv (2021), was to get folks thinking more critically about what we are doing and why. With the hopes of achieving this, I am also including this rebuttal to reviewer comments, because several valid points were made to improve upon this study.

c. How will the experiments handle sampling strategies learnt from prior data? See: Adaptive Information Gathering via Imitation Learning, https://arxiv.org/abs/1705.07834
That is not within the scope of this study. To repeat from the Related Works intro / motivation: “We wish to better understand how well humans perform at adaptive sampling if given the same information as a robot, what strategies they use, and which approaches are able to learn a good model more quickly. The results of this project could help identify the potential benefits of using autonomous sampling techniques. This is especially useful for applications where the manual setting of waypoints by a human operator is infeasible or undesirable due to communication constraints or because the human operator has to control too many robots at the same time.” In general, the point here is that we are looking at sampling in the field, for places where there is no prior data - how would a human (expert) go about this, and how do the standard adaptive sampling approaches match up?

d. Usually human experts are good at such tasks because they bring a large amount of side-information to the table (prior history of sampling in the same area, etc). The experiments in this paper provide a simple environment where side-information cannot be leveraged. What would be more interesting is to see how good humans become as they go through many spatial fields drawn from reasonable distributions as a function of the number of prior fields they have had a chance to train with. (Note this cannot work with completely random fields since there is no pattern to leverage from one field to the next so a human cannot improve.)

This is a fair comment, but also simplifies things again. Humans will learn certain strategies and knowledge that they may not consciously be aware of, that are not a direct link to the input provided for a study. If expert A is used to sampling algae blooms in lakes and oceans, they may extrapolate a general strategy from that, irrespective of whether or not they have sampled in that certain area before. For example, always start with a general coverage, then zone in, or start with a small exploration and then start to exploit as soon as possible. Irrespective of what the whole field may look like for that area. And someone may know how to sample in Arctic oceans but not in the Mediterranean Sea. So the idea with this study was to see whether or not there were more general strategies that someone might have learned, and to have an initial overview of whether or not people who are at all familiar with this problem to those who are new to this, have similar strategies in any case, or whether there is a difference. Having humans train within this artificial study would require to have them feedback on performance as they complete each field, but part of the point of not giving that, is that you are never going to get that in real life. You do not have the ground truth for a certain area in a lake, sea or ocean. So if you think about how do we create the best algorithms for actual (non-simulated) fields, given that we do not have a perfect understanding or perfect model of those fields, then training on non-perfect models is likely not a good strategy. It would be interesting to create more fake fields, using also e.g. Poisson distributions or field generated using many interpolation techniques from field data, to try and improve these simulation experiments.

E. Final notes from authors

The authors would like to thank all the reviewers for their comments. As the above rebuttal will show, many of these comments were very to-the-point and insightful and addressing them could greatly improve the paper. The authors simply never found the time to do so, as the first author was wrapping up their PhD studies.

The rebuttal to reviewer comments was done by the first author. We hope this will be useful and educational to either someone who is interested in taking up this study, or to anyone who has to write a review to a paper for the first time, given that these are now some free examples. Thank you for reading.