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Abstract. Recently it was introduced a negation of a probability distribution. The need for such negation arises when a knowledge-based system can use the terms like \textit{NOT HIGH}, where \textit{HIGH} is represented by a probability distribution (pd). For example, \textit{HIGH PROFIT} or \textit{HIGH PRICE} can be considered. The application of this negation in Dempster-Shafer theory was considered in many works. Although several negations of probability distributions have been proposed, it was not clear how to construct other negation. In this paper, we consider negations of probability distributions as point-by-point transformations of pd using decreasing functions defined on $[0,1]$ called negators. We propose the general method of generation of negators and corresponding negations of pd, and study their properties. We give a characterization of linear negators as a convex combination of Yager’s and uniform negators.
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1. Introduction

The concept of negation of probability distribution (pd) was recently introduced by Yager [18]. He defined the negation $\vec{P}$ of a finite probability distribution $P = (p_1, \ldots, p_n)$ by: $\vec{P} = (\overline{p}_1, \ldots, \overline{p}_n)$, where $\overline{p}_i$ is defined by: $\overline{p}_i = \frac{1-p_i}{n-1}$. He noted that the last function is decreasing, and the negation of probability distribution (pd) increases its entropy. Yager proposed that the negation of pd can be used in a knowledge-based system operating with concepts like \textit{NOT HIGH}, where \textit{HIGH} is represented by a probability distribution. Similar concepts like \textit{HIGH PROFIT} or \textit{HIGH PRICE} can appear in soft computing models with economic applications [2, 7, 11]. Negations of probability distributions and their application in Dempster-Shafer theory was considered in many works [4-6, 8, 9, 12-20]. Yager mentioned [18] that there could exist other negations of probability distributions (pd). In [20], it was introduced another example of the negation of probability distributions based on Tsallis entropy. But how to construct other negations of pd is still not clear. Moreover, the general properties of the negations of pd were not studied.

In this paper, we study a special type of point-by-point transformations and negations of probability distributions based on transformation functions and negators. Negators are introduced as decreasing functions defined on the set of probability values $[0,1]$. Although some properties of negators may be related to the properties of fuzzy negations, negators differ from negation operations of fuzzy logic [1, 15]. We propose the general method of generation of negators and study their properties. We introduce the parametric class of linear negations, including Yagers’s negation as a particular case. We give a characterization of such negators and show that they can be represented as a convex combination of Yager’s and uniform negators.

The paper has the following structure. In Section 2, we consider transformations of probability distributions that can be used as negations of probability distributions. In Section 3, we consider the functions defined on $[0,1]$, called transformation functions or negators, that can be used for point-by-point
transformation of a probability distribution into its negation. We propose a method of construction of negators using generator functions and using a weighted sum of other negators. Section 4 studies the properties of negators and negations of pd related to the fixed points of these transformations. Section 5 studies the properties of images of pd-independent transformation functions and negators. Section 6 introduces the parametric class of linear negators as a convex combination of Yager’s and uniform negators. Section 7 contains conclusions.

2. Transformations and Negations of Probability Distributions

A sequence \( P = (p_1, \ldots, p_n) \) of \( n \) real values \( p_i \) satisfying for all \( i = 1, \ldots, n \), \( n \geq 2 \), the properties:

\[
0 \leq p_i \leq 1, \quad \sum_{i=1}^{n} p_i = 1,
\]

will be called a probability distribution (pd) of the length \( n \). One can consider \( p_i \) as a probability of an event \( x_i \) in some experiment \( X \) with outcomes \( \{x_1, \ldots, x_n\} \), \( n \geq 2 \). All probability distributions discussed in this paper will have the same length \( n \).

Consider the simplest examples of probability distributions.

The probability distribution \( P_U = (p_1, \ldots, p_n) \) will be called the uniform distribution if:

\[
p_i = p_j \quad \text{for all} \quad i, j = 1, \ldots, n.
\]

From (2) and (1) we have:

\[
p_i = \frac{1}{n} \quad \text{for all} \quad i = 1, \ldots, n, \quad \text{and} \quad P_U = \left( \frac{1}{n}, \ldots, \frac{1}{n} \right).
\]

The probability distribution \( P_{(i)} = (p_1, \ldots, p_n) \) satisfying the property: \( p_i = 1 \) for some \( i \) in \( \{1, \ldots, n\} \), and \( p_j = 0 \) for all \( j \neq i \), will be referred to as a degenerate or point distribution [3]. For example, for \( i = 1 \) and \( i = n \) we have the following point distributions: \( P_{(1)} = (1,0,\ldots,0) \), and \( P_{(n)} = (0,\ldots,0,1) \).

Let \( \mathcal{P}_n \) be the set of all probability distributions of the length \( n \). In this paper, we will consider transformations of probability distributions \( P = (p_1, \ldots, p_n) \) into probability distributions \( TR(P) = Q = (q_1, \ldots, q_n) \) satisfying for all \( i, j = 1, \ldots, n \), the following properties:

\[
0 \leq q_i \leq 1, \quad \sum_{i=1}^{n} q_i = 1,
\]

\[
\text{if} \quad p_i = p_j \quad \text{then} \quad q_i = q_j.
\]

A transformation of probability distributions will be called a negation of probability distributions and denoted as \( neg(P) \) if it transforms any pd \( P = (p_1, \ldots, p_n) \) into a probability distribution \( neg(P) = Q = (q_1, \ldots, q_n) \) satisfying for all \( i, j = 1, \ldots, n \), the following property:

\[
\text{if} \quad p_i \leq p_j \quad \text{then} \quad q_i \geq q_j.
\]

Note that from (6), it follows (5).
In this paper, we will study a special type of point-by-point transformations and negations of probability distributions based on transformation functions and negators considered below.

3. Transformation Functions and Negators

A *transformation function* is a function of probability values \( N(p) \) transforming point-by-point any probability distributions \( P = (p_1, \ldots, p_n) \) into a probability distribution: \( TR_N(P) = (N(p_1), \ldots, N(p_n)) \), such that for all \( i = 1, \ldots, n \), it is fulfilled:

\[
0 \leq N(p_i) \leq 1, \quad \sum_{i=1}^{n} N(p_i) = 1, \quad (7)
\]

\[
\text{if } p_i = p_j \text{ then } N(p_i) = N(p_j). \quad (8)
\]

A transformation function \( N \) will be called *pd-independent* or *independent* if for any probability distributions \( P = (p_1, \ldots, p_n) \) and \( Q = (q_1, \ldots, q_n) \) for all \( i, j = 1, \ldots, n \) it is fulfilled:

\[
\text{if } p_i = q_j \text{, then } N(p_i) = N(q_j). \quad (9)
\]

A transformation function \( N \) will be called a *negator* if it is a decreasing function, such that for all probability distributions \( P = (p_1, \ldots, p_n) \) and all \( i, j = 1, \ldots, n \) it is fulfilled:

\[
\text{if } p_i \leq p_j \text{, then } N(p_i) \geq N(p_j). \quad (10)
\]

A negator \( N \) transforms point-by-point the probability distribution \( P = (p_1, \ldots, p_n) \) into its negation: \( neg_N(P) = (N(p_1), \ldots, N(p_n)) \). A pd-independent negator \( N \) is a decreasing function independent on any probability distribution and satisfying the properties (7), (9) and (10), see Example 1.

**Theorem 1.** Let \( P = (p_1, \ldots, p_n) \) be an arbitrary probability distribution and \( f(p) \) be a non-negative real-valued function satisfying the property: \( \sum_{i=1}^{n} f(p_i) > 0 \), then the function \( N \) defined for all \( i = 1, \ldots, n \) by:

\[
N(p_i) = \frac{f(p_i)}{\sum_{i=1}^{n} f(p_i)}, \quad (11)
\]

is a transformation function. If \( f(p) \) is a decreasing function of \( p \), then \( N \) is a negator.

The proof is straightforward taking into account that \( \sum_{i=1}^{n} N(p_i) = \sum_{i=1}^{n} \frac{f(p_i)}{\sum_{i=1}^{n} f(p_i)} = 1. \)

The function \( f \) in (11) will be called a *generator* of a transformation function or negator \( N \).

**Example 1.** Consider transformation functions and negators \( N \) with corresponding generators defined for all \( P = (p_1, \ldots, p_n) \) and for all \( i = 1, \ldots, n \) as follows:

\[
N_I(p_i) = p_i, \quad f(p_i) = p_i,
\]

\[
N_{RS}(p_i) = \sqrt{\frac{p_i}{\sum_{i=1}^{n} \sqrt{p_i}}}, \quad f(p_i) = \sqrt{p_i},
\]
\[ N_U(p_i) = \frac{1}{n}, \quad f(p_i) = 1, \]
\[ N_Y(p_i) = \frac{1-p_i}{n-1}, \quad f(p_i) = 1 - p_i, \]
\[ N_T(p_i) = \frac{1-p_i^k}{n-\sum_{i=1}^{n} p_i^k}, \quad f(p_i) = 1 - p_i^k, \quad k \neq 0. \]

The function \( N_I \) defines the identity transformation \( TR_{N_I}(P) \) of any probability distribution into itself: \( TR_{N_I}(P) = (N_I(p_1), ..., N_I(p_n)) = (p_1, ..., p_n) = P \). The function \( N_I \) is strictly increasing hence it is not a negator and the transformation \( TR_{N_I} \) is not a negation of probability distributions.

The function \( N_{RS} \) is the strictly increasing transformation function, and hence it is not a negator.

The function \( N_U \) is decreasing (non-increasing). It will be referred to as the uniform negator. It ignores information about the probability values in \( P \) and defines the transformation of any pd into the uniform distribution: \( neg_{N_U}(P) = (N_U(p_1), ..., N_U(p_n)) = \left( \frac{1}{n}, ..., \frac{1}{n} \right) = P_U \).

The negator \( N_Y \) is introduced by Yager [18]. This negator defines the following negation of a probability distribution \( P \): \( neg_{N_Y}(P) = (N_Y(p_1), ..., N_Y(p_n)) = \left( \frac{1-p_1}{n-1}, ..., \frac{1-p_n}{n-1} \right) \). For example, for the point distribution \( P_{(1)} = (1,0, ..., 0) \) we obtain: \( neg_{N_Y}(P_{(1)}) = \left( 0, \frac{1}{n-1}, ..., \frac{1}{n-1} \right) \).

The negator \( N_T \) is based on Tsallis entropy [20].

The transformation function \( N_{RS} \) and negator \( N_Y \) generally depend on probability distributions. For example, the property (9) will not be fulfilled for the negator \( N_T \) for \( k \neq 1 \) for some pd \( P = (p_1, ..., p_n) \) and \( Q = (q_1, ..., q_n) \) if \( \sum_{i=1}^{n} p_i^k \neq \sum_{i=1}^{n} q_i^k \).

The transformation function \( N_I \) and negators \( N_U \) and \( N_Y \) are pd-independent.

**Theorem 2.** Let \( N_1, ..., N_m \) be transformation functions, \( w_1, ..., w_m \), are the weights, such that \( 0 \leq w_k \leq 1 \) for all \( k = 1, ..., m \), and \( \sum_{k=1}^{m} w_k = 1 \), then
\[ N(p_i) = \sum_{k=1}^{m} w_k \cdot N_k(p_i), \quad i = 1, ..., n, \quad (12) \]
is a transformation function. If all \( N_1, ..., N_m \) are negators then \( N \) is a negator. If all \( N_k \) are pd-independent then \( N \) is pd-independent.

**Proof.** From the definition of \( N(p_i) \) it follows that \( N(p_i) \geq 0, i = 1, ..., n \), and together with
\[ \sum_{i=1}^{n} N(p_i) = \sum_{i=1}^{n} \sum_{k=1}^{m} w_k N_k(p_i) = \sum_{k=1}^{m} w_k N_k(p_i) = \sum_{k=1}^{m} w_k \sum_{i=1}^{n} N_k(p_i) = \sum_{k=1}^{m} w_k \cdot 1 = 1 \]
we obtain \( 0 \leq N(p_i) \leq 1 \), i.e., (7) is fulfilled, and \( N \) is a transformation function. If \( p_i \leq p_j \), then \( N_k(p_i) \geq N_k(p_j) \) for all \( k = 1, ..., m \), and from (12) it follows \( N(p_i) \geq N(p_j) \), i.e., \( N \) is decreasing. Hence \( N \) is a negator. It is clear that \( N \) is pd-independent if all negators \( N_k \) are pd-independent.
4. Fixed points of Transformations of Probability Distributions and Negators

A probability distribution $P$ will be called a fixed point of the transformation of probability distributions $TR(P)$ if

$$TR(P) = P.$$  

An element $p$ in $[0,1]$ will be called a fixed point of a transformation function $N$ if

$$N(p) = p.$$  

**Proposition 1.** The universal distribution $P_U = \left( \frac{1}{n}, \ldots, \frac{1}{n} \right)$ is a fixed point of any transformation $TR$ of probability distributions, i.e.:

$$TR(P_U) = P_U.$$  \hspace{1cm} (13)

**Proof.** For any transformation $TR$ of $P_U = (p_1, \ldots, p_n) = \left( \frac{1}{n}, \ldots, \frac{1}{n} \right)$, we have: $TR(P_U) = TR((p_1, \ldots, p_n)) = TR\left( \left( \frac{1}{n}, \ldots, \frac{1}{n} \right) \right) = (q_1, \ldots, q_n)$, where from (5) and (4) it follows: $q_i = q_j = \frac{1}{n}$, for all $i, j = 1, \ldots, n$, hence $TR(P_U) = P_U$.  

For the pd-independent transformation function $N_I$ from Example 1, any element $p$ in $[0,1]$ will be a fixed point. Also, any probability distribution $P$ will be a fixed point of the identity transformation: $TR_{N_I}(P) = (N_I(p_1), \ldots, N_I(p_n)) = (p_1, \ldots, p_n) = P$. One can check that the probability distribution $P_U = \left( \frac{1}{n}, \ldots, \frac{1}{n} \right)$ will be the fixed point of all transformations and negations of probability distributions defined by transformation functions from Example 1.

**Proposition 2.** Any pd-independent transformation function $N$ has the fixed point $p = \frac{1}{n}$, i.e.:

$$N\left( \frac{1}{n} \right) = \frac{1}{n}.$$  \hspace{1cm} (14)

**Proof.** From the definition of the pd-independent transformation functions and from Proposition 1 it follows: $TR_N\left( \left( \frac{1}{n}, \ldots, \frac{1}{n} \right) \right) = \left( N\left( \frac{1}{n} \right), \ldots, N\left( \frac{1}{n} \right) \right) = \left( \frac{1}{n}, \ldots, \frac{1}{n} \right)$, i.e., $N\left( \frac{1}{n} \right) = \frac{1}{n}$.  

**Theorem 3.** Any pd-independent negator $N$ has the unique fixed point $p = \frac{1}{n}$, i.e., $N\left( \frac{1}{n} \right) = \frac{1}{n}$, and any negation of probability distributions $neg_N$ has a unique fixed point $P_U$.

**Proof.** From Propositions 1 and 2 it follows that $p = \frac{1}{n}$ is a fixed point of any pd-independent negator $N$, and $P_U$ is the fixed point of any negation $neg_N$. We need to prove the uniqueness of these fixed points. Suppose that $q \in [0,1]$ is a different from $\frac{1}{n}$ fixed point of some pd-independent negator $N$, i.e., $N(q) = q$, and $q \neq \frac{1}{n}$. If $q < \frac{1}{n}$ then from (10) and (14), it follows: $N(q) \geq N\left( \frac{1}{n} \right) = \frac{1}{n} > q$, that contradicts to the assumption $N(q) = q$. The similar contradiction we obtain if $q > \frac{1}{n}$. Hence $p = \frac{1}{n}$ is the unique fixed point of $N$.  

Let \( P = (p_1, \ldots, p_n) \) be a fixed point of \( \text{neg}_N \) for some independent negator \( N \). Then \( \text{neg}_N(P) = (N(p_1), \ldots, N(p_n)) = P = (p_1, \ldots, p_n) \), and \( N(p_i) = p_i \) for all \( i = 1, \ldots, n \). Since \( \frac{1}{n} \) is the unique fixed point of any independent negator \( N \), we obtain \( p_i = \frac{1}{n} \) for all \( i = 1, \ldots, n \), hence \( P = (p_1, \ldots, p_n) = (\frac{1}{n}, \ldots, \frac{1}{n}) = P_U \), i.e. \( P_U \) is the unique fixed point of any negation of probability distributions \( \text{neg}_N \) generated by a pd-independent negator \( N \). 

Below we will describe the images of negators to the left and right of the fixed point \( N\left(\frac{1}{n}\right) = \frac{1}{n} \).

5. The Properties of Images of pd-Independent Negators

**Proposition 3.** Let \( N \) be an independent transformation function then for any \( p \) in \([0,1]\) it is fulfilled:

\[
N\left(\frac{1-p}{n-1}\right) = \frac{1-N(p)}{n-1}.
\] (15)

**Proof.** Let us show that (15) is fulfilled for any \( p \) in \([0,1]\). Consider the probability distribution \( P = (p_1, \ldots, p_n) \) such that \( p_1 = p \) and \( p_i = p_j \) for all \( i, j \geq 2 \). Denote \( q = p_i \) for \( i \geq 2 \). Then \( P = (p_1, \ldots, p_n) = (p, q, \ldots, q) \), and from \( \sum_{i=1}^{n} p_i = 1 \), we obtain:

\[
q = \frac{1-p}{n-1}.
\] (16)

For the probability distribution \( \text{TR}_N(P) = (N(p_1), \ldots, N(p_n)) = (N(p), N(q), \ldots, N(q)) \), from \( \sum_{i=1}^{n} N(p_i) = 1 \), it follows: \( N(q) = \frac{1-N(p)}{n-1} \), and from (16) we obtain: \( N\left(\frac{1-p}{n-1}\right) = \frac{1-N(p)}{n-1} \). 

**Proposition 4.** For independent transformation function \( N \) it is fulfilled:

\[
N(0) = \frac{1-N(1)}{n-1}.
\] (17)

**Proof.** From (15) we obtain for \( p = 1 \): \( N\left(\frac{1-1}{n-1}\right) = N(0) = \frac{1-N(1)}{n-1} \).

Below we consider the properties of independent negators following from the properties (15) and (17).

**Proposition 5.** For any independent negator \( N \) it is fulfilled:

\[
N(1) \in \left[0, \frac{1}{n}\right],
\] (18)

\[
N(0) \in \left[\frac{1}{n}, \frac{1}{n-1}\right].
\] (19)

**Proof.** From \( 1 > \frac{1}{n} \) (10) and (14) it follows: \( N(1) \leq N\left(\frac{1}{n}\right) = \frac{1}{n} \), and hence (18) is fulfilled. From (17) we obtain for border cases of (18): for \( N(1) = 0 \), \( N(0) = \frac{1-0}{n-1} = \frac{1}{n-1} \), and for \( N(1) = \frac{1}{n} \), \( N(0) = \frac{1-\frac{1}{n}}{n-1} = \frac{1}{n} \), that together with (18) and (10) gives (19).

The following Theorem extends the results of the previous propositions.
**Theorem 4.** For any independent negator $N$ it is fulfilled:

$$N(p) \in [0, \frac{1}{n}] \text{ if } p \geq \frac{1}{n},$$  \hspace{1cm} (20)

$$N(p) \in \left[\frac{1}{n}, \frac{1}{n-1}\right] \text{ if } p \leq \frac{1}{n}. \hspace{1cm} (21)$$

**Proof.** Since $N$ is a non-negative decreasing function and independent negator from (10) and from $N\left(\frac{1}{n}\right) = \frac{1}{n}$ we obtain:

- if $\frac{1}{n} \leq p$ then $N(p) \leq N\left(\frac{1}{n}\right) = \frac{1}{n}$, and (20) is fulfilled,

- if $0 \leq p \leq \frac{1}{n}$ then $N(0) \geq N(p) \geq N\left(\frac{1}{n}\right) = \frac{1}{n}$, and from (19) it follows (21) \Box

From Theorem 3 it follows that $p = \frac{1}{n}$ is the unique fixed point of any independent negator $N$, i.e., $N\left(\frac{1}{n}\right) = \frac{1}{n}$, and Theorem 4 describes the values of such negators to the left and right of this fixed point.

Using the results of this Section, in the following Section, we characterize linear independent negators.

6. Parametric class of linear negators

We will say that an independent negator $N$ is **linear** if $N(p)$ is a linear function of $p \in [0,1]$. The negation $neg_N(P) = (N(p_1), ..., N(p_n))$ of a probability distribution $P = (p_1, ..., p_n)$ will be called a **linear negation** of pd if $N(p)$ is a linear negator.

Let us consider the convex combination of negators $N_U$ and $N_Y$:

$$N(p) = \alpha N_U(p) + (1 - \alpha)N_Y(p) = \alpha \frac{1}{n} + (1 - \alpha)\frac{1-p}{n-1}, \hspace{1cm} (22)$$

where $\alpha \in [0,1]$ is a parameter of convex combination, and $p$ is a probability. Since $N_U$ and $N_Y$ are pd-independent negators from Theorem 2 it follows that (22) is also an independent negator. From (18) we have $N(1) \in \left[0, \frac{1}{n}\right]$ and $nN(1) \in [0,1]$, hence in (22), we can use $\alpha = nN(1)$, and represent (22) as follows:

$$N(p) = N(1) + (1 - nN(1))\frac{1-p}{n-1}. \hspace{1cm} (23)$$

For $p = 0$ from (23) we obtain (compare also with (17)): $N(0) = \frac{1-nN(1)}{n-1}$, and then:

$$N(1) = 1 - (n - 1)N(0). \hspace{1cm} (24)$$

Replacing $N(1)$ in (23) by (24) after equivalent transformations we can represent (23) as follows:

$$N(p) = N(0) + (1 - nN(0))p. \hspace{1cm} (25)$$

**Theorem 5.** A function $N(p)$ is a linear negator if and only if it is a convex combination of negators $N_U$ and $N_Y$, i.e. for some $\alpha \in [0,1]$ for all $p$ in $[0,1]$ it is fulfilled (22).
Proof. From Theorem 2 it follows that (22) is a linear negator. Let us show that any linear negator $N^*$ can be represented by (22) for some $\alpha \in [0,1]$. Due to (14) and (18) the line corresponding to the linear function $N^*$ passes through two points $(p, N^*(p))$ with coordinates $p_1 = \frac{1}{n}, N^*(p_1) = N^*\left(\frac{1}{n}\right) = \frac{1}{n}$, and $p_2 = 1, N^*(p_2) = N^*(1)$, where $N^*(1) \in \left[0, \frac{1}{n}\right]$, see Fig. 1. Since only one line passes through two different points, it is sufficient to show that for some $\alpha$ the line corresponding to the linear function (22) also passes through these two points. Since (14) fulfills for all independent negators then it is sufficient to show that for some $\alpha$ the linear negator (22) have the value $N(1) = N^*(1)$. Denote $\alpha = nN^*(1)$, and obtain from (22) and (23) the linear negator: $N(p) = N^*(1) + \left(1 - nN^*(1)\right)\frac{1-p}{n-1}$, such that $N(1) = N^*(1)$.

Figure 1. Linear negator $N$ defined by (22) for $n = 4$ as a convex combination of negators $N_U$ and $N_Y$.

The Yager’s negator $N_Y$ and the uniform negator $N_U$ are the border cases of linear negators (22). When $N(1) = 0$ we obtain from (23): $N(p) = \frac{1-p}{n-1} = N_Y$, and when $N(1) = \frac{1}{n}$ we obtain from (23): $N(p) = N(1) = \frac{1}{n} = N_U$.

Example 2. Consider probability distribution $P = (0,0.1,0.2,0.3,0.4)$. We have $n = 5$ and fixed point $\frac{1}{n} = \frac{1}{5} = 0.2$. For any negator we have $N(0.2) = 0.2$. From (23) we have: $N(p) = N(1) +$
\[(1 - nN(1))^{1/p} = N(1) + (1 - 5N(1))^{1/p} = \frac{1}{4}(1 - N(1) - (1 - 5N(1))p)\]. Construct linear negator for \(N(1) = \frac{1}{2}n = \frac{1}{10} = 0.1\). Then we obtain: \(N(p) = \frac{1}{4}[1 - 0.1 - 0.5p] = 0.25(0.9 - 0.5p)\). Calculating negators for all components of \(pd\) \(P = (0, 0.1, 0.2, 0.3, 0.4)\) we obtain: \(neg_N(P) = (0.225, 0.2125, 0.2, 0.1875, 0.175)\). Compare with Yager’s negation of \(P\): \(neg_{N_Y}(P) = (0.25, 0.225, 0.2, 0.175, 0.15)\) and with uniform negation \(neg_{N_U}(P) = (0.2, 0.2, 0.2, 0.2, 0.2)\). As we can see, the negation \(neg_N(P)\) is closer to \(neg_{N_U}\) than \(neg_{N_Y}(P)\).

In [18], it was considered the entropy of probability distribution defined as follows:

\[H(P) = \sum_{i=1}^{n} (1 - p_i)p_i.\]

It was shown [18] that Yager’s negation of \(pd\) (based on Yager’s negator) increases the entropy of probability distribution. The uniform distribution has the maximal entropy, hence the negation of \(pd\) defined by the uniform negator \(N_U\) gives the maximal increase in the entropy, comparing with other possible negations of probability distributions. As a result, linear negators constructed in (22) as a convex combination of Yager’s negator and the uniform negators will define linear negation of \(pd\) increasing the entropy of probability distributions.

7. Conclusion
The paper studied the general properties of functions defined on \([0,1]\), called negators, that can be used for a point-by-point transformation of probability distributions into negations of these distributions. We proposed a method of construction of negators using generator functions and using a weighted sum of other negators. The paper studied the properties of negators and negations of \(pd\) related to the fixed points of these transformations. We considered two classes on negators: dependent and independent on probability distributions. We introduced the concept of linear negators as decreasing linear functions defined on \([0,1]\) and independent on probability distributions. These linear negators are characterized as convex combinations of Yager’s and uniform negators.

As future work, it is supposed to solve the Open Problem: prove or disprove a hypothesis that any independent negator is linear. Also, it is supposed to develop probabilistic models of decision making in economics based on negations of probability distributions considering some approaches studied in [2, 7, 11].
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