Novel ray tracing method for stray light suppression from ocean remote sensing measurements
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Abstract: We developed a new integrated ray tracing (IRT) technique to analyze the stray light effect in remotely sensed images. Images acquired with the Geostationary Ocean Color Imager show a radiance level discrepancy at the slot boundary, which is suspected to be a stray light effect. To determine its cause, we developed and adjusted a novel in-orbit stray light analysis method, which consists of three simulated phases (source, target, and instrument). Each phase simulation was performed in a way that used ray information generated from the Sun and reaching the instrument detector plane efficiently. This simulation scheme enabled the construction of the real environment from the remote sensing data, with a focus on realistic phenomena. In the results, even in a cloud-free environment, a background stray light pattern was identified at the bottom of each slot. Variations in the stray light effect and its pattern according to bright target movement were simulated, with a maximum stray light ratio of 8.5841% in band 2 images. To verify the proposed method and simulation results, we compared the results with the real acquired remotely sensed image. In addition, after correcting for abnormal phenomena in specific cases, we confirmed that the stray light ratio decreased from 2.38% to 1.02% in a band 6 case, and from 1.09% to 0.35% in a band 8 case. IRT-based stray light analysis enabled clear determination of the stray light path and candidates in in-orbit circumstances, and the correction process aided recovery of the radiometric discrepancy.

OCIS codes: (010.0280) Remote sensing and sensors; (290.2648) Stray light.
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1. Introduction

In practical fields of remote sensing science, the suppression of stray light is required for image correction. Stray light from an unknown source may affect radiometric accuracy. Although stray light sources are considered before remote sensing instruments are launched, the unexpected presence of such light often impacts the acquired images. Therefore, when stray light phenomena have been discovered on remote sensing images, attempts have been made to apply corrections. For example, in the case of the FY-2 satellite, stray light is introduced from outside of the Earth’s atmosphere and from direct solar irradiation at midnight. An analysis of the mechanism and modeling of direct reflection was performed, and a mathematical model based on images acquired daily was developed to reduce the impact of stray light on the FY-2 satellite [1]. The Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) is also affected by stray light from outside sources or the instrument itself, and this impact has been analyzed using calibrated in-orbit lunar images [2]. For another spaceborne spectrometer, the Medium Resolution Imaging Spectrometer (MERIS), an empirical correction method is used to reduce the stray-light radiometric errors caused by multiple reflections and scattering [3]. For the Moderate Resolution Imaging Spectrometer (MODIS), radiometric discrepancy phenomena such as striping noise, Sun glint, and stray light effects have been identified and studied. Striping noise is induced randomly by poor gain-and-offset calibration among detectors, scanning mirror operation error, and brightness effects in the observation target related to high reflectance, which occurs at levels close to sensor saturation [4, 5].
The Geostationary Ocean Color Imager (GOCI), which was a target optical system in this study, has also been affected by a radiometric discrepancy issue due to stray light. The GOCI has a three-mirror anastigmat optical system [Fig. 1(a)] with a 140-mm entrance pupil diameter. The filter wheel for a total of eight spectral bands is located in front of the detector, and a wedged filter system, which pairs of filter are combined with a different gap angle for each spectral band, is used to reduce ghost phenomena. The detector module features a complementary metal-oxide-semiconductor array of about 2 megapixels, with a pixel size of 14.81 μm (east–west) × 11.53 μm (north–south) to compensate for the Earth’s oblique projection over the Korean Peninsula. The 2500 × 2500-km coverage area of the GOCI is shown in Fig. 1(b), with the sequence of slot acquisition for 16 slots centered at 130°E, 36°N, acquired sequentially using a step and stare observation method. Each slot has an overlap area of about 80 pixels and an acquisition time of about 2 minutes per image, which is due to the time required to operate the pointing mirror (POM) and filter wheel mechanism (FWM) when taking images at different bands [6]. Although the GOCI optics were designed to minimize the ghost effect, a radiometric issue referred to as the inter-slot radiometric discrepancy (ISRD) is present due to the effects of stray light, as shown in Fig. 2 [7]. Figure 2 shows the ISRD phenomena at the boundary between slots 7 and 10. The red arrows in images from bands 6 and 8 indicate the distinct lines separating the upper and lower slots, with a difference in radiance. Although the effect of radiance variations due to the change in the Sun’s elevation angle is removed, the ISRD phenomenon is less than 3% in most overlap areas, but may be up to 15% for particular bands [7].

These conventional studies were performed with the aim of improving remotely sensed images by correcting the stray light effect based on mathematical and experimental methods, rather than identifying the reason for the effect. On the other hand, conventional stray light analysis conducted during the development phase is usually based on ray tracing, with...
consideration of the optical and mechanical geometry of the instrumental system. Optical properties such as reflectance, transmittance, and the bidirectional reflectance distribution function (BRDF) have been used to determine abnormal ray paths [8–10]. Furthermore, after launching and operating the satellite, it is quite complicated to simulate the similar operating environments with only controlling the illumination ray source. In short, ray trace–based stray light analysis has concentrated on the internal effects of optical systems and the ideal design of models; the estimation of in-orbit performance and the amount of stray light that could affect an image is thus difficult.

Previous studies of stray light issues using the aforementioned techniques have focused on optical systems per se, without consideration of unexpected external factors such as the operating mechanism acquisition concept, observational environment, and so on. To achieve not only the optimal design engineering, but also radiometric image processing, an in-orbit stray light reduction technique is needed, which could be applied to remote sensing research and used to understand the cause and effect of stray light on images. In this study, a new stray light analysis concept that considers the observational environment was developed. The method was based on an integrated ray tracing (IRT) technique, by which “ray tracing” was used for the simultaneous computation of imaging and radiative transfer equations. The IRT technique is used widely for end-to-end performance simulations for satellite instruments [11–13], Earth spectral analysis modeling [14–17], and Earthshine modeling between the Earth and Moon [18]. To embody the operational concept of the GOCI, we constructed an IRT model consisting of a Sun model as a light source, a target Earth model, and the GOCI optical system model. We then combined these models in a Monte Carlo–based ray tracing computation.

The remainder of this paper is organized as follows. Section 2 describes the IRT model for stray light analysis, including relevant concepts and a simulation procedure. Section 3 shows the results of simulation using the IRT method for the GOCI, based on two case studies. ISRD phenomena candidates for the GOCI images and the limits of the IRT method are discussed in section 4. Finally, section 5 provides a summary of the new method and the conclusions of the study.

2. Target and methods

2.1 A new concept of stray light analysis based on IRT

![Fig. 3. (a) A conceptual diagram of integrated ray tracing (IRT) including three steps (Sun, Earth, and instrument models). (b) Flow chart of a simulation and the characteristics of its source model.
](#)

The new ray tracing technique was intended to combine the light source (phase 1), measurement target (phase 2), and instrument structure (phase 3) in a single Monte-Carlo ray traction computation procedure, as illustrated in Fig. 3(a). We saved the ray tracing information for the flux and direction in each step, and then generated a new ray set in the next step [Fig. 3(b)]. The source model characteristics were changed to account for light emitted from the Sun (source) and traveling to Earth (target), and reflection and scattering of
the rays at the surface of the Earth (target) to the instrument in orbit. The following three equations were used to obtain ray information for the simulation in each step.

\[ I_{E(TA)} = f(\rho_{E,ETAI}, \theta_{SUN}, \phi_{SUN}, \theta_{GOCI}, \phi_{GOCI}) \]  
\[ \Phi_{GAP} = f(I_{E(TA)}, \Omega_{AP}) \]  
\[ \Phi_{DRT} = f(\Phi_{GAP}, BRDF_{surf}(\theta_s, \phi_s, \theta_v, \phi_v)) \]  

In phase 1, rays from the Sun were generated and emitted in all directions in a statistical manner, and then traced to the target area on Earth. The rays were then scattered and reflected, and the intensity \( I_{E(TA)} \), as defined in Eq. (1), from the Earth target area was generated and traced to the aperture area of the optical instrument in phase 2. The intensity \( I_{E(TA)} \) was related to the Earth target reflectance \( \rho_{E,ETAI} \), which is constructed with 8 different spectral band and 3 environmental conditions (ocean, land, and cloud), and the positions of the Sun \( (\theta_{SUN}, \phi_{SUN}) \) and instrument \( (\theta_{GOCI}, \phi_{GOCI}) \). Because the reflected rays from this target area on Earth diverged in all directions in space, an enormous waste of rays can occur in phase 2. To avoid inefficiency, the rays heading only to the GOCI aperture were generated and traced, as shown in phase 2. In Eq. (2), the radiant flux at the instrument’s aperture \( \Phi_{GAP} \) is defined using the intensity of the Earth target area and the solid angle of aperture \( \Omega_{AP} \). Finally, in phase 3, the rays arriving at the aperture of the system travelled through the optical instrument until they reached the detector plane. To efficiently construct the reflected ray source from the Earth model, we retraced the optical ray path with consideration of changes in instrument operation, such as the scan mirror angle variation. The final radiant flux at the detector plane \( \Phi_{DRT} \) was estimated with the BRDF properties \( BRDF_{surf}(\theta_s, \phi_s, \theta_v, \phi_v) \) of each optical and opto-mechanical element, such as mirrors, mounts, and filters. \( BRDF_{surf}(\theta_s, \phi_s, \theta_v, \phi_v) \), defined in Eq. (3), consisted of the incident zenith angle \( \theta_s \), azimuth angle \( \phi_s \), scattering zenith angle \( \theta_v \), and azimuth angle \( \phi_v \).

2.2 Phase 1: the IRT simulation process from the Sun to the Earth’s surface \( I_{E(TA)} \)

In phase 1 of this study, the initial source model for Sun scattering was determined with a random polar grid source, generating the calculated power for the particular simulation circumstance [19]. We assumed that the Sun is a Lambertian spherical source, with a total energy of 591.4 W/m² at a wavelength range of 400–900 nm (defined as the solar constant) [20]. In the Sun model construction, the solar radiance \( L_s \) and solar radiant flux \( \Phi_s \) at the Sun’s surface were computed from the solar irradiance data \( E_{S(earth)} \) at the top of the atmosphere (TOA) using Eqs. (4) and (5).

\[ L_s = \frac{4\pi D_{SE}^2 \cdot E_{S(earth)}}{\pi \cdot 4\pi R_s^2} \]  
\[ \Phi_s = \pi L_s \cdot 4\pi R_s^2 , \]  

where \( D_{SE} (=1.4960 \times 10^{11} \text{ m}) \) is the Sun–Earth distance and \( R_s (= 6.9550 \times 10^8 \text{ m}) \) is the Sun’s radius. The flux reaching the Sun’s observation target area was calculated using Eq. (6):

\[ E_{S(TA)} = \frac{\Phi_s}{4\pi D_{SE}^2} \cdot A_{S(TA)} , \]  
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where $E_{STA}$ indicates the solar irradiance data at the target area ($A_{STA} = 6.2500 \times 10^{12} \text{m}^2$), which was the area observed by the GOCI. The reflected intensity $I_{STA}$ was calculated using Eq. (7). The equation was derived from the general expression for Lambert diffuse reflection [21].

$$I_{STA} = \frac{\rho_{S,STA} \cdot E_{STA} \cdot R_E^2}{\pi} \left[ \sin \phi_{GOCI} \int_{\phi - \pi/2}^{\pi/2} \cos \phi \cos \phi - \epsilon \left\{ \left[ \int_{\theta - \pi/2}^{\pi/2} \sin \theta d\theta \right] d\phi \right\} \right]$$

where $\rho_{S,STA}$ is the reflectivity of each surface property, $R_E ( = 6.3710 \times 10^6 \text{m})$ is the Earth’s mean radius, $\phi$ is the azimuth angle, $\epsilon$ is the angle between the Sun and the GOCI azimuth angle, $\theta$ is the latitude angle, and $\alpha$ is the angle between the Sun and the GOCI latitude angle [Fig. 4].

$$I_{STA} = \frac{\rho_{S,STA} \cdot E_{STA} \cdot R_E^2}{\pi} \left[ \sin \phi_{GOCI} \int_{\phi - \pi/2}^{\pi/2} \cos \phi \cos \phi - \epsilon \left\{ \left[ \int_{\theta - \pi/2}^{\pi/2} \sin \theta d\theta \right] d\phi \right\} \right]$$

Fig. 4. Conceptual geometric diagram for the calculation of radiative transfer

2.3 Phase 2: the IRT simulation process from the Earth’s surface to the instrument’s aperture ($\Phi_{GOCI}$)

To calculate $I_{STA}$ in this study, we adjusted the three simulation cases using the orbit coordinate parameters, as summarized in Table 1. The azimuth and latitude angles of the Sun ($\theta_{SUN}, \phi_{SUN}$) were derived from the ephemeris values according to the time and day, which was the same as in the real GOCI image acquisition environment, and we used standard orbit data from the GOCI ($\theta_{GOCI}, \phi_{GOCI}$) because it is a geostationary satellite located in the same position. In addition, we assumed the TOA reflectance ($\rho_{S,STA}$) over the sea surface to be 0.7, and land and cloud TOA reflectance to be 0.3 and 0.99, respectively, in the IRT simulation.

| Time   | SUN EL($\theta_{SUN}$) | SUN AZ($\phi_{SUN}$) | GOCI EL($\theta_{GOCI}$) | GOCI AZ($\phi_{GOCI}$) |
|--------|------------------------|-----------------------|--------------------------|------------------------|
| UTC-00 | 26.1829                | 124.8634              | 0.0                      | 128.5                  |
| UTC-03 | 44.8996                | 175.5551              | 0.0                      | 128.5                  |
| UTC-06 | 20.1576                | 241.7085              | 0.0                      | 128.5                  |

After obtaining the reflected intensity from the target area of the Earth’s surface ($I_{STA}$), were assumed that the rays traveled in all spatial directions, with optical properties determined by the instrument. During this process, we had to control the ray information
(intensity amount and ray direction vectors) heading in the instrument’s direction. Then, $\Phi_{E(TA)}(W)$ and $\Phi_{G(AP)}(W)$ were calculated using Eq. (8) and Eq. 9:

$$\Phi_{E(TA)} = I_{E(TA)} \frac{A_{S(TA)}}{\pi \cdot R_E^2}$$  (8)

$$\Phi_{G(AP)} = \Phi_{E(TA)} \frac{A_{G(AP)}}{4\pi \cdot D_{EG}^2}$$  (9)

where $D_{EG}$ is the Earth–GOCI distance (= 36,000 km), which was fixed in this study.

2.4. Phase 3: in-depth stray light analysis at the instrument level ($\Phi_{DET}$)

| Path # | Ray Patha | Flux Ratio [%] | Path Description | Path # | Ray Path | Flux Ratio [%] | Path Description |
|--------|-----------|----------------|------------------|--------|-----------|----------------|------------------|
| 1, 2   | Reflected from the filters (front and back) and sit on the thermal heater | 94.3037 | 1 | Direct transmission through the window and filters to reach the thermal heater | 93.3152 |
|        |                                                     |                       | 4 | Direct transmission through the window and filters, reflected from M2 to reach the thermal heater | 0.2130 |
| 3, 4   | Reflected from the filters (front and back), M4 and M3 in order, and sit on the support beam | 5.3431 | 2 | Direct transmission through the windows and filters, reflected from M4 and M3 to reach the support beam | 4.1177 |
| 5, 6   | Reflected from the filters (front and back) and M4, and sit on the support beam | 0.2432 | 3 | Direct transmission through the windows and filters, reflected from M4, M3, and M2 to reach the support beam | 2.3542 |

*aRay history according to path number.
*bThe relative contribution of each path’s flux to all returned rays.
*cThe rear surface faces the detector along the line of sight, and the front surface faces the opposite way.
Finally, in phase 3, to estimate the flux on the detector plane \((\Phi_{DET})\), we completed two processes. The first process was the identification of stray light and ghost candidates in the instrument and adjustment of each optical property to the candidates. The second process was to create a simulation with the same operational activity of the instrument. In the case of the GOCI, we followed the same operational procedure and controlled the pointing mirror angle to acquire the flux on the detector plane, with the simulation image.

Table 2 shows the ray paths of the illuminated and critical objects which were suspected to be the candidates of stray light sources. Although the GOCI optical system lacks a lens element, each pair of spectral filter in the filter wheel can generate split rays by internal reflection and make a ghost image at the detector plane. The locations where the ray paths reached a thermal heater and a support beam are illustrated in Table 2. The path ratio reflected from the wide and planar thermal heater, which faced parallel to the focal plane, covered more than 93% of the critical path and 94% of the illuminated path. In the case of a support beam, the scattered rays from M3 or M4 reached about 7% of the critical and illuminated paths.

Multi-reflected rays between the front and back surfaces of filters, another stray light source, were simulated at the instrument level. In the simulation, we focused on the signal impacts from light sources outside of the field of view (FOV). Generally, one GOCI slot image covers ±0.4° in the north–south direction. In the simulation, we set the boundaries of FOV coverage at 0.4° to 1.2°, and executed each ghost analysis according to an incident angle of 0.03°. Figure 5 shows the ghost signals (excluding nominal signals) on the detector plane at each incident angle. Figure 5(a) shows that no ghost signal from sources outside of the FOV was present until the incident angle was 0.7°. Most ghost effects were revealed in the incident angle range of 0.78–0.90°, as shown in Figs. 5(b)–5(f). The light sources outside of the upper slot area of the FOV affected the detector plane in the southward direction. These results indicate that a bright light source located in the center of the upper slot (about 0.8–0.9°) would influence the lower area, below the slot image, in the southerly direction. These instrument-level simulations were based on an in-depth IRT analysis simulation, which is described in the following section.

![Fig. 5. Ghost simulation results from light sources outside of the field of view in the band 6 case. The simulation was performed with input source angles of (a) 0.7°, (b) 0.78°, (c) 0.81°, (d) 0.84°, (e) 0.87°, and (f) 0.90°.](image)

Following the real operational sequences of the GOCI, a simulation was conducted in which the satellite was targeting a 5.1° area. Each subsequent simulated slot image was
controlled using the POM angle on the GOCI instrument. To simulate with the same operational environment, we calculated the simulation parameters (nominal vector angle on each axis) of POM angles with regard to the slot center positions on the GOCI image, as shown in Table 3 [13].

Considering the complex pointing mirror mechanism of the step-and-stare observation technique used for the GOCI [6], the IRT technique has the advantage of calculating the relationship between the center of the target area and the rotation angle of the pointing mirror at a specific time, with the specific Sun altitude relative to the target area and the instrument orientation. The IRT method described here can be used to build a well-composed simulation condition that is similar to the real in-orbit environment. Furthermore, to determine how unwanted light affects the acquired image, the IRT technique is useful for examining the amount and origin of stray light. The verification results are shown in the following section.

Table 3. Simulated pointing mirror angles to match the slot center positions on a GOCI image [13]

| Slot | Longitude (°E) | Latitude (°N) | X axis (°) | Y axis (°) | Z axis (°) |
|------|----------------|---------------|------------|------------|------------|
| 1    | 120.264        | 26.614        | 0.0000     | 135.6174   | 0.6296     |
| 2    | 126.642        | 26.656        | 0.0000     | 135.1213   | 0.6305     |
| 3    | 133.020        | 26.704        | 0.0000     | 134.6247   | 0.6395     |
| 4    | 139.534        | 26.763        | 0.0000     | 134.1273   | 0.6541     |
| 5    | 140.241        | 31.955        | 0.0000     | 134.1243   | -0.1091    |
| 6    | 133.316        | 31.854        | 0.0000     | 134.6207   | -0.1086    |
| 7    | 126.549        | 31.783        | 0.0000     | 135.1181   | -0.1018    |
| 8    | 119.775        | 31.769        | 0.0000     | 135.6145   | -0.0921    |
| 9    | 118.982        | 37.443        | 0.0000     | 135.6257   | -0.8197    |
| 10   | 126.335        | 37.415        | 0.0000     | 135.1285   | -0.8388    |
| 11   | 133.662        | 37.516        | 0.0000     | 134.6321   | -0.8618    |
| 12   | 141.171        | 37.657        | 0.0000     | 134.1362   | -0.8754    |
| 13   | 142.849        | 44.231        | 0.0000     | 134.1521   | -1.6463    |
| 14   | 134.402        | 44.019        | 0.0000     | 134.6461   | -1.6196    |
| 15   | 126.209        | 43.897        | 0.0000     | 135.1419   | -1.5851    |
| 16   | 117.976        | 43.931        | 0.0000     | 135.6392   | -1.5520    |

3. Results

3.1 Case 1: stray light pattern in a cloud-free environment

For the three simulation phases, the first case considered the effect of stray light under cloud-free conditions. We compared simulated images according to the acquired time variation in TOA-level radiance. Figure 6 shows the stray light pattern that was subtracted from a mosaicked image by selecting abnormal ray paths in spectral cases. We selected and compared simulation images among bands 2, 6, and 8. Generally, these stray light patterns show the degradation pattern in the north–south direction in each slot image. The stray light pattern changed according to the time variation, as shown in Fig. 6. The UTC-00 simulation results showed that the effect was greater in the southeastern area than in other locations. On the other hand, the UTC-06 results indicated that a bright stray light pattern occurred in the southwestern area. The lowest slot areas (slots 13–16) had a wide zone affected by stray light, which reached about 30%, as shown in Fig. 6(e).

Table 4 shows mean, minimum, and maximum periodical and spectral stray light ratios. The minimum values were used to match the nominal background effects of stray light, and the maximum values indicate the strongest stray light effect in slot areas, which were usually located in the southern areas. The mean values, including the standard deviations, indicate the representative stray light effects in the total slot area (i.e., the area of slot 10 in Table 4). The
The largest amount of stray light at UTC-03 was 1.3340% at band 2 (443 nm) in the area of slot 10 via the nominal radiance in the cloud-free simulation at all spectral bands. Spectral comparison showed that the simulation images from near-UV bands (bands 1–3) had relatively large background stray light effects. Standard deviations for bands 5 and 6 were small, indicating that the region affected by stray light was spread over most slot areas.

Fig. 6. Simulated images showing stray light patterns for various dates and spectral bands. (a) Band 2 (443 nm), (b) band 6 (680 nm), and (c) band 8 (865 nm) simulated images for October 16, 2012 (UTC 00). (d) Band 2 (443 nm), (e) band 6 (680 nm), and (f) band 8 (865 nm) simulated images for October 16, 2012 (UTC 03). (g) Band 2 (443 nm), (h) band 6 (680 nm), and (i) band 8 (865 nm) simulated images for October 16, 2012 (UTC 06).

Table 4. Spectral stray light ratios in the slot 10 area, obtained by cloud-free simulation

| Band | Mean ± SD UTC-00 | Min. | Max. | Mean ± SD UTC-03 | Min. | Max. | Mean ± SD UTC-06 | Min. | Max. |
|------|-----------------|------|------|-----------------|------|------|-----------------|------|------|
| 1    | 0.3485 ± 0.0094 | 0.2422 | 0.7024 | 0.3519 | 0.2562 | 0.8168 | 0.3542 | 0.2602 | 0.7464 |
| 2    | 0.5406 ± 0.0166 | 0.3354 | 1.1649 | 0.3724 | 0.1334 | 1.3340 | 0.5529 | 0.3833 | 1.2907 |
| 3    | 0.5984 ± 0.0134 | 0.4045 | 1.1089 | 0.4478 | 1.2088 | 0.5529 | 0.4607 | 1.1914 |
| 4    | 0.1853 ± 0.0043 | 0.1286 | 0.3709 | 0.1350 | 0.3766 | 0.1381 | 0.3895 |
| 5    | 0.0697 ± 0.0014 | 0.0740 | 0.1500 | 0.0779 | 0.1458 | 0.0734 | 0.1571 |
| 6    | 0.0697 ± 0.0011 | 0.0466 | 0.1119 | 0.0531 | 0.1238 | 0.0517 | 0.1230 |
| 7    | 0.1201 ± 0.0040 | 0.0844 | 0.3072 | 0.0925 | 0.3122 | 0.0947 | 0.3381 |
| 8    | 0.0340 ± 0.0024 | 0.0784 | 0.2690 | 0.0837 | 0.2664 | 0.0863 | 0.2984 |
3.3 Case 2: stray light pattern from an out-of-field bright source

Figure 7 shows the variation in the effect of stray light from a bright source outside of the FOV. When the cloud source was located in slot 8, the most powerful effect of stray light was in the same location as the cloud, but the semicircular stray light pattern appeared at the slot 9 position. These results indicate that the southern slot can be affected from a northern bright source as a ghost phenomenon. In addition, a cloud-induced ghost pattern followed a cloud moving from west to east.

![Stray light pattern simulation images](image)

Fig. 7. Stray light pattern simulation images (bands 6 and 8), including pseudo-cloud sources from outside of the field of view. The pseudo-cloud source moved sequentially from the center of slot 8 to slot 5.

The spectral stray light ratios induced from a nearby bright source are summarized in Table 5. The minimum values are almost the same as those shown in Table 4, but the mean and maximum values of all spectral images were higher due to the brightness of the source. In the cloud-free simulation, the largest effect was observed for the UTC-03 results; in the cloudy simulation, the greatest effect was found for the UTC-06 results. The maximum stray light effect was 8.5841% in the band 2 image at UTC-06. This amount was 6.65 times greater than that of the cloud-free simulation result. Figure 8 shows stray light profiles for different bands in cloud-free and cloudy simulations under the same conditions (slot 10 area, UTC-03). Each colored dot is an average of the 10 surrounding pixels, and the error bar indicates its standard deviation. In the cloud-free simulation, an abnormal stray light pattern was apparent from about 3600 lines, and those values gradually increased. On the other hand, we noticed that the cloud-induced stray light effect region started at about 3800 lines, in which the pixels were about 1/3 of the distance from the southern area of slot 10.

| Band | UTC-00 Mean ± Min. | UTC-03 Mean ± Min. | UTC-06 Mean ± Min. |
|------|-------------------|-------------------|-------------------|
|      | Max.              | Max.              | Max.              |

Table 5. Spectral stray light ratios in the slot 10 area, obtained by cloud-free simulation
| SD | 0.5376 ± 0.3282 | 3.8542 ± 0.5683 | 4.2450 ± 0.5752 |
|-----|------------------|------------------|------------------|
| 2   | 0.9552 ± 0.6838  | 7.3323 ± 0.5683  | 6.9570 ± 0.5752  |
| 3   | 0.9298 ± 0.5411  | 5.8085 ± 0.5683  | 6.9570 ± 0.5752  |
| 4   | 0.3065 ± 0.1935  | 2.0705 ± 0.2191  | 1.311 ± 0.0462   |
| 5   | 0.1259 ± 0.0410  | 0.5231 ± 0.0462  | 0.1300 ± 0.0462  |
| 6   | 0.0958 ± 0.0419  | 0.4813 ± 0.0473  | 0.0997 ± 0.0473  |
| 7   | 0.2487 ± 0.1816  | 1.7971 ± 0.2671  | 1.8921 ± 0.2671  |
| 8   | 0.2181 ± 0.1544  | 1.5424 ± 0.2355  | 1.5964 ± 0.2355  |

**Fig. 8.** Comparison of stray light ratio profiles in different bands for the area of slot 10 at UTC-03. (a) Cloud-free simulation, and (b) cloud source located on slot 8.

### 4. Discussion

As already mentioned in the previous section, simulation results show that stray light appear at the lower end of slot boundary in a clear sky condition [Fig. 6], and a bright light source...
located on upper slot also makes stray light as a ghost effect [Fig. 7]. Although we cannot be sure that it is the only reason for the present ISRD problem in the GOCI data, we attempted to apply the simulated results, obtained with the proposed method, to the results of other studies for verification [7]. Figure 9 shows two spectral band images from 680 and 865 nm [Figs. 9(a) and 9(d)], which are compared with the stray light effect determined by the method proposed by Kim et al. (2015). In the real acquired images [Figs. 9(a) and 9(d)], we could figure out the ISRD pattern with a complicated gradation shape in about 400 pixel columns at the lower slot boundary [Fig. 9(b) and 9(e)]. This ISRD pattern is expected that diffused stray light bias made the largest contribution to the differences among slot boundaries, which is similar to that seen on simulation results. By examining correspondence between the simulated stray light pattern and that appearing on real acquired images, we removed the stray light effect at each pixel value with based on simulation results, and then obtained first-order corrected images, as shown in Figs. 9(c) and 9(f). Although not all effects of stray light were removed, they were drastically decreased in the bottom slot areas on both images. For example, the red patterns in Figs. 9(b) and 9(e) changed to green, indicating the absence of a stray light effect. The stray light ratio in Fig. 9(b) has a maximum value of 2.54% and mean value of 2.38% ± 0.16% in the dotted box area. After correction using the IRT method, the stray light ratio was reduced to 1.02% ± 0.17% and the maximum value was 1.21% [Fig. 9(c)]. The results for the band 8 case also showed that a decrease in the average value from 1.09% ± 0.07% to 0.35% ± 0.07%, and a decrease in the maximum value from 1.18% to 0.47%, as shown in Figs. 9(e) and 9(f). This verification results indicate that IRT based simulation have generated statistically similar pattern comparing with ISRD phenomena in a real acquisition image. Compared with conventional stray light analysis methods, the advantages of the proposed method are as follows: 1) it can be applied to most remote sensing environments after payloads have been successfully launched in orbit; 2) as a ray tracing–based method, it can easily determine stray light candidates; and 3) the inner (instrument-level) and outer (observational environment–level) conditions can be modified for in-depth applications. Its limitation is that the current analytical environment is focused on TOA-level radiance, with no consideration of atmospheric conditions. Thus, quantitative comparison with real acquired remote sensing images is difficult, and direct correction is currently challenging.

5. Conclusion

In this study, we developed a new stray light analysis method for step-and-stare type instruments in geostationary orbit that incorporates a Monte Carlo based ray tracing technique, which can be used to determine historical and radiometric reasons for stray light. The results proved that a changeable bright source was a candidate source of stray light and that it disturbed the closure of the slot image from the next slot target. The IRT end-to-end simulation technique revealed evidence of ISRD phenomena during the use of the GOCI. Elements of the observational environment, such as the orbit, Sun’s zenith angle, and instrument characteristics, were fully considered to determine the stray light path. The IRT technique developed in this study not only overcomes the limitations of these conventional stray light analysis methods by modifying the details of the Sun and Earth models and applying instrument parameters directly, but it also actively controls the orientation of the simulation environment and traces the ray paths of stray light candidates, which helps to determine the reason for stray light effects.

In conclusion, stray light analysis is usually used in the development phase to determine the optimal design of a sensor. However, the in-orbit stray light analysis method developed in this study confirmed that it is also useful for the identification of discrepancies or abnormal phenomena in remotely sensed images, and for supporting the image correction algorithm. The IRT method presented in this paper can be used to build well-composed simulation conditions similar to the real in-orbit environment. Furthermore, to determine how unwanted light affects an acquired image, the IRT technique can be used to determine the amount of
stray light and its origin. In the near future, the specific stray light correction algorithm will be further investigated.
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