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ABSTRACT

We study the eigenvector mass distribution for generalized Wigner matrices on a set of coordinates $I$, where $N^\varepsilon \leq |I| \leq N^{1-\varepsilon}$, and prove it converges to a Gaussian at every energy level, including the edge, as $N \to \infty$. The key technical input is a four-point decorrelation estimate for eigenvectors of matrices with a large Gaussian component. Its proof is an application of the maximum principle to a new set of moment observables satisfying parabolic evolution equations. Additionally, we prove high-probability Quantum Unique Ergodicity and Quantum Weak Mixing bounds for all eigenvectors and all deterministic sets of entries using a novel bootstrap argument.

1. INTRODUCTION

Wigner random matrices are the simplest example of a fully delocalized random Hamiltonian, and consequently, they are a fundamental model in mathematical physics. The goal of this work is to prove a strong form of delocalization for such matrices, which we characterize by the averages over subsets of eigenvector entries. When averaging over coordinate sets asymptotically smaller than the size of the matrix, one expects that the entries should behave as independent random variables. To make this notion precise, we begin by considering a matrix of Gaussians, which is amenable to direct computation.
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Recall that the Gaussian Orthogonal Ensemble (GOE) is defined as the \( N \times N \) real symmetric random matrix \( GOE_N = \{ g_{ij} \}_{1 \leq i, j \leq N} \) whose upper triangular entries \( g_{ij} \) are mutually independent Gaussian random variables with variances \((1 + I_{i=j})N^{-1}\). Its distribution is invariant under multiplication by orthogonal matrices, which implies its \( \ell^2 \)-normalized eigenvectors are uniformly distributed on the unit sphere \( \mathbb{S}^{N-1} \). Using this fact, one can directly calculate the mass distribution of these eigenvectors. Fix \( \alpha \in (0, 1) \), let \( I_N \) denote a set \( I_N \subset [1, N] \) with \( |I_N| = |N^{\alpha}| \), and let the norm \( \| \cdot \|_N^2 \) denote the \( \ell^2 \) norm restricted to the coordinates in \( I_N \). A straightforward computation shows that if \( v_N \) is uniformly distributed on \( \mathbb{S}^{N-1} \), then

\[
\sqrt{\frac{N^2}{2|I_N|} \left( \|v_N\|_N^2 - \frac{|I_N|}{N} \right)} \to \mathcal{N}(0, 1) \tag{1.1}
\]

in distribution as \( N \to \infty \), where \( \mathcal{N}(0, 1) \) is a standard normal random variable [41, Theorem 2.4]. This central limit theorem makes precise the notion that the GOE\( _N \) eigenvector entries fluctuate independently on all sub-global scales.

This paper is devoted to a proof of (1.1) for a broad class of mean-field random matrices, including Wigner matrices.

### 1.1. Main results

We first define generalized Wigner matrices.

**Definition 1.1.** A generalized Wigner matrix \( H \) is a real symmetric or complex Hermitian \( N \times N \) matrix whose upper triangular elements \( \{ h_{ij} \}_{i \leq j} \) are independent random variables with mean zero and variances \( \sigma_{ij}^2 = \mathbb{E} \left[ |h_{ij}|^2 \right] \) that satisfy

\[
\sum_{i=1}^{N} \sigma_{ij}^2 = 1 \quad \text{for all } j \in [1, N] \tag{1.2}
\]

and

\[
\frac{c}{N} \leq \sigma_{ij}^2 \leq \frac{C}{N} \quad \text{for all } i, j \in [1, N] \tag{1.3}
\]

for some constants \( C, c > 0 \). Further, we suppose that the normalized entries have finite moments, uniformly in \( N, i, \) and \( j \), in the sense that for all \( p \in \mathbb{N} \) there exists a constant \( \mu_p \) such that

\[
\mathbb{E} \left| \sqrt{N} h_{ij} \right|^p \leq \mu_p. \tag{1.4}
\]

for all \( N, i, \) and \( j \).

Our first main result determines the mass distribution for a single eigenvector on all local scales.

**Theorem 1.2.** Let \( H \) be a generalized Wigner matrix and fix \( \varepsilon > 0 \). Let \( I = I_N \subset [1, N] \) be a deterministic sequence of subsets satisfying \( N^{\varepsilon} \leq |I| \leq N^{1-\varepsilon} \), let \( i = i_N \in [1, N] \) be a sequence of indices, and let \( u = u^{(N)}_i \) be the corresponding sequence of \( \ell^2 \)-normalized eigenvectors of \( H \). Let \( (q_{\alpha})_{\alpha \in I} = (q_{\alpha}^{(N)})_{\alpha \in I} \) be a deterministic sequence of sets of orthogonal vectors in \( \mathbb{S}^{N-1} \). Then

\[
\sqrt{\frac{\beta N^2}{2|I|} \left( \sum_{\alpha \in I} (q_{\alpha}, u)^2 - \frac{|I|}{N} \right)} \to \mathcal{N}(0, 1) \tag{1.5}
\]

with convergence in the sense of moments. Here \( \mathcal{N}(0, 1) \) is a standard real Gaussian random variable; we take \( \beta = 1 \) if \( H \) is real symmetric, or \( \beta = 2 \) if it is complex Hermitian.

**Remark 1.3.** The proof gives an explicit rate of convergence. The \( n \)th moment converges with rate \( N^{-c} \) for some constant \( c(\varepsilon, n) > 0 \).
As an intermediate step in the proof of Theorem 1.2, we establish the following theorem. It provides high-probability quantum unique ergodicity and quantum weak mixing estimates for all eigenvectors, on all scales, with an error bound that is optimal up to a factor of $N^\varepsilon$.

**Theorem 1.4.** Let $H$ be a generalized Wigner matrix. Let $I = I_N \subset [1, N]$ be a deterministic sequence of subsets, let $(i, j) = (i_N, j_N) \in [1, N]^2$ be a sequence of index pairs with $i_N \neq j_N$ for all $N$, and let $(u, v) = (u_i^{(N)}, v_i^{(N)})$ be the corresponding sequence of eigenvector pairs of $H$. Let $(q_{\alpha})_{\alpha \in I} = (q_{\alpha}^{(N)})_{\alpha \in I}$ be a deterministic sequence of sets of orthogonal vectors in $S^{N-1}$. Then for every $D, \varepsilon > 0$, there exists $C(D, \varepsilon) > 0$ such that

$$
P \left( \left| \sum_{\alpha \in I} (q_{\alpha}, u)^2 - \frac{|I|}{N} \right| \leq N^\varepsilon \sqrt{|I|} N \right) \leq C N^{-D}$$

and

$$
P \left( \left| \sum_{\alpha \in I} (q_{\alpha}, u)(q_{\alpha}, v) \right| \leq N^\varepsilon \sqrt{|I|} N \right) \leq C N^{-D}. \tag{1.7}$$

**Remark 1.5.** Given the conclusion of Theorem 1.4, the factor of $N^\varepsilon$ could likely be improved to the optimal logarithmic factor by mimicking the bootstrap argument used to achieve optimal eigenvector delocalization bounds in [10]. For brevity we do not take this up here.

### 1.2. Background.

In a disordered quantum system, delocalization can be understood in many ways. Perhaps the most familiar perspective is that a delocalized eigenstate is globally “flat,” with a small number of entries, and that the delocalization rate can be improved in a number of directions, including weakening the assumptions on the entries [1, 3, 31, 32], treating $L^1$ entries, and that $\ell_1$ bounds were achieved in the seminal papers [24–26], which showed $\|\sqrt{N}u_i\|_{\infty} \lesssim (\log N)^4$ with high probability, assuming strong smoothness and decay conditions on the matrix entries, and that $u_\mathcal{U}$ corresponds to an eigenvalue in the bulk of the spectrum. This result was then successively generalized to eigenstates in any fixed coordinate of multiple eigenvectors. Further, [15] was a conceptual breakthrough because it introduced a dynamical approach to the study of eigenvectors via the eigenvector moment flow, which we will discuss in detail below. This approach was later applied to sparse matrices [14], Lévy matrices [2], and deformed Wigner matrices [8]; it was also used to prove the optimal delocalization of eigenvectors in [10]. Recently, [39] introduced the colored eigenvector moment flow and gave a sophisticated analysis of it using the energy method, from which the authors derived the joint normality of any finite collection of eigenvector entries, from any row or column of the matrix of eigenvectors.

One can also ask about the behavior of individual eigenvector entries of (generalized) Wigner matrices. Preliminary investigations into this question were made in [35, 50]. Shortly after, [15] obtained joint normality of any finite number of entries $((u_{k_1}(\alpha_1), \ldots, u_{k}(\alpha_j)))$ of a fixed eigenvector $u_k$, and also joint normality of collections such as $(u_{k_1}(\alpha), u_{k_2}(\alpha), \ldots, u_{k}(\alpha))$, concerning a fixed coordinate of multiple eigenvectors. Further, [15] was a conceptual breakthrough because it introduced a dynamical approach to the study of eigenvectors via the eigenvector moment flow, which we will discuss in detail below. This approach was later applied to sparse matrices [14], Lévy matrices [2], and deformed Wigner matrices [8]; it was also used to prove the optimal delocalization of eigenvectors in [10]. Recently, [39] introduced the colored eigenvector moment flow and gave a sophisticated analysis of it using the energy method, from which the authors derived the joint normality of any finite collection of eigenvector entries, from any row or column of the matrix of eigenvectors.

Another form of delocalization, Quantum Unique Ergodicity (QUE), was introduced as a conjecture in [43]. In its original form, it states that for any compact manifold $\mathcal{M}$ of negative curvature, the eigenstates of the Laplacian become uniformly distributed with respect to the volume form; that is, for any open $U \subset \mathcal{M}$:

$$
\int_U |\psi_k(x)|^2 \, d_{\text{vol}} \rightarrow \int_U d_{\text{vol}} \quad \text{as } k \rightarrow \infty. \tag{1.8}
$$

Earlier notions of quantum ergodicity demanded only that most eigenstates tend to uniformity [21, 46, 52]. Geometric quantum ergodicity, QUE, and related questions continue to be subjects of active research [4–6, 17, 18, 23, 33, 34, 37, 38, 40, 44, 45].
In the random matrix setting, QUE was proved in [15] in the following form for all \( I \subset [1, N] \). For any generalized Wigner matrix and trace zero diagonal matrix \( A \) supported on \( I \) coordinates with \( \| A \| \leq 1 \), the mass average \( \mathcal{N}(I) \left( \frac{1}{|I|} \langle u, Au \rangle \right) \) tends to zero in probability. It represents a form of eigenvector delocalization on all scales, including those intermediate between single entry normality and global \( \ell^\infty \) control. The convergence rate was later strengthened in [16] for Gaussian divisible ensembles, where it was used to prove universality results for random band matrices; see [12] for a recent survey. Recently, [9] proved decorrelation between the QUE averages for distinct eigenvectors by introducing a new set of moment observables following a variant of the eigenvector moment flow. We also note that a QUE estimate was obtained for random \( d \)-regular graphs and Erdős–Rényi graphs in [7] using the exchangeability of the entries.

One can also consider the stronger Eigenstate Thermalization Hypothesis (ETH), which states that for a disordered quantum system, general observables become uniformly distributed [22, 47]. Very recently, [19] obtained a version of the ETH for Wigner matrices with identically distributed entries. Their result states that if \( H \) is a Wigner matrix, then for any deterministic matrix \( A \) with \( \| A \| \leq 1 \),

\[
\max_{i,j} |\langle u_i, Au_j \rangle - \delta_{ij} N^{-1} \text{Tr} A| \lesssim N^{-1/2+\varepsilon}
\] (1.9)

with high probability (in the sense of Theorem 1.4); a similar statement holds with \( \mathbf{u} \) replacing \( u_j \). In follow-up work, [20] proved Gaussian fluctuations in QUE for global observables. More precisely, for a Wigner matrix \( H \) and deterministic traceless \( A \) with \( \| A \| \leq 1 \) and \( \text{Tr} A^2 \geq cN \) for some \( c > 0 \),

\[
\sqrt{\frac{\beta N^2}{2 \text{Tr} A^2}} \langle u_i, Au_i \rangle \to \mathcal{N}(0, 1)
\] (1.10)

for any eigenvector \( u_i \) corresponding to an eigenvalue \( \lambda_i \) in the bulk of the spectrum.

Lastly, we discuss how our results relate to these previous works. Compared to Theorem 1.2, (1.10) identifies fluctuations in a complementary regime. Theorem 1.2 studies QUE fluctuations on local scales, \( |I| \ll N \), while (1.10) studies the global scale and identifies the corrections coming from \( \ell^2 \) normalization. Additionally, there are significant differences in the hypotheses. Theorem 1.2 is stated for any matrix with variance structure (1.2), and applies to any eigenvector. The result (1.10) requires that \( u_i \) be a bulk eigenvector and \( H \) has identically distributed entries (the diagonal and off-diagonal entries may take different distributions).

Regarding Theorem 1.4, we observe that (1.9) gives the same bounds for sets \( I \) satisfying \( |I| \geq cN \) and \( A \) taken from a specific type of observable. However, when \( |I| \ll N \), Theorem 1.4 gives a stronger bound for this choice of observable. This bound is optimal up to the \( N^\varepsilon \) factor and thus captures the true size of the fluctuations for QUE on all scales.

1.3. Proof strategy. The proof of Theorem 1.2 is based on the dynamical approach to random matrix theory, which was introduced in [27]. It consists of the following three steps; our novel contributions come in the second and third steps.

Step 1: Local law and rigidity. To begin our analysis, we require a priori estimates on the eigenvalues and eigenvectors of Wigner matrices. The local semicircle law controls the resolvent of a generalized Wigner matrix and identifies the spectral distribution on all scales asymptotically larger than the typical eigenvalue spacing. An important consequence is the rigidity of eigenvalues, first derived in [30]. It states that with high probability, all eigenvalues are simultaneously close to their classical (deterministic) locations. Another useful corollary is the high-probability delocalization bound \( \| u \|_\infty^2 \lesssim N^{-1+\varepsilon} \).

Step 2: Relaxation by Dyson Brownian motion. We next use the a priori estimates on generalized Wigner matrices from the first step to study such matrices as they are evolved through time by a matrix Ornstein–Uhlenbeck process. The moments of the QUE observables in our main result belong to a class of perfect matching observables of eigenvectors. The time evolution of the matrix induces a parabolic differential equation with random coefficients on these observables, the eigenvector moment flow.
We aim to use the maximum principle to show that the moments of the QUE observables at times \( t = N^{-\tau} \) for small \( \tau > 0 \) relax to their equilibrium state, the corresponding Gaussian moments. However, the estimates from the first step alone do not suffice to complete this argument. It is necessary to see that the eigenvectors of the matrix process decorrelate in a quantitative way at times \( t = N^{-\tau} \), so that their correlation functions are much smaller than the bound obtained from \( \ell^\infty \) delocalization. For this, we require a novel four-point decorrelation estimate (see (1.11) below). To prove it, we introduce two new sets of symmetrized observables and study their relaxation to equilibrium using the maximum principle. We also remark that in the final analysis, \( \tau \) must be chosen as a function of both \( n \) and the parameter \( \varepsilon \) in the bound \( |I| \leq N^{1-\varepsilon} \), so that \( n\tau \) is small relative to \( \varepsilon \).

**Step 3: Comparison.** The previous step shows that the \( n \)th moment of the quantity in Theorem 1.2 converges to the \( n \)th moment of a Gaussian for all matrices of the form \( \sqrt{1-tH} + \sqrt{1} \text{GOE}_N \), if \( t \ll 1 \) is chosen appropriately. Using the fact that matrices with small additive Gaussian noise are “dense” in the space of all generalized Wigner matrices, we complete the argument by showing this convergence extends to any matrix satisfying Definition 1.1.

Our approach here is based on the four-moment matching technique [48]. Given a generalized Wigner matrix \( H \), we use a standard result to exhibit a generalized Wigner matrix \( \tilde{H} \) and time \( t \ll 1 \) such that \( H \) and \( \tilde{H} = \sqrt{1-tH} + \sqrt{1} \text{GOE}_N \) have entries whose first four moments match, up to a small error. If the normalized eigenvector sums in Theorem 1.2 were regular with respect to small perturbations in the matrix entries, it would be straightforward to transfer the moment convergence from \( \tilde{H} \) to \( H \). However, because derivatives of eigenvector entries with respect to the matrix entries are highly singular, this cannot be done directly. We instead construct a smoothed analogue of these sums, which closely approximates them but has better regularity. The derivatives of this substitute observable are controlled using Theorem 1.4, and the resulting estimates suffice to complete the moment matching. We discuss the details of the smoothed observable, and the proof of Theorem 1.4, below.

We now discuss the details of the second and third steps. Our primary technical contribution in the second step is the proof of eigenvector correlation estimates for pairwise distinct entries, such as

\[
\mathbb{E} \left[ N^2 \langle \mathbf{q}_{\alpha_1}, \mathbf{u}_k^* \rangle \langle \mathbf{q}_{\alpha_2}, \mathbf{u}_k^* \rangle \langle \mathbf{q}_{\alpha_3}, \mathbf{u}_k^* \rangle \langle \mathbf{q}_{\alpha_4}, \mathbf{u}_k^* \rangle \right] = \mathcal{O} \left( \frac{N^d}{N^{3/2}} \right),
\]

(1.11)

for eigenvectors of the Ornstein–Uhlenbeck matrix dynamics at times \( s \gg N^{-1/3} \) (see Proposition 4.6). For times \( s \approx 1 \), this bound is order \( \mathcal{O} \left( N^{-1+\delta} \right) \), which improves the \( \mathcal{O} \left( N^d \right) \) estimate given by \( \ell^\infty \) delocalization bounds, and therefore captures the decorrelating influence of the dynamics. A major obstacle to obtaining bounds like (1.11) is that the evolution equations for general products of eigenvector entries under the eigenvector moment flow are not represented by a positive \( L^\infty \) operator. Therefore, the maximum principle cannot be applied to deduce short-time equilibration, as it was in [15] for products of even moments of entries. Further, while general product observables were analyzed using the energy method in [39], the convergence rate given there is not strong enough to deduce (1.11).

To prove eigenvector decorrelation, we introduce two systems of *symmetrized* eigenvector moment observables containing sums of products of eigenvector entries averaged over symmetry groups. These symmetries are chosen so that the observables satisfy parabolic evolutions, which permits the use of the maximum principle to give a short proof of optimal decorrelation bounds for large times. The first set of moment observables, given in Definition 4.3, can be seen as an extension to pairwise distinct indices of the observables from [15] and follow the same flow. The second set, given in Definition 4.7, are signed and are used to partially relax the symmetries in the first set. They follow the Fermionic eigenvector moment flow introduced in [9]. A limitation of this approach is that we cannot in general access expectations of individual products of eigenvector projections, but only expectations of averages over certain symmetries; the bound (1.11) is an exceptional case where control of a single product is possible. Fortunately, these symmetrized bounds suffice to complete our analysis of the dynamics of the perfect matching observables, and therefore complete the dynamical step of our argument.

We note that we do not use the ETH proved in [19], but instead rely entirely on symmetrized moment observables following parabolic equations and QUE bounds proved dynamically in [9, 16]. For this reason, we believe that our dynamical analysis can be refined to admit a much more general class of initial data by following
similar generalizations for other eigenvector observables [2, 14, 16, 39]. We also remark that the proof of short-time equilibration does not use the intricate energy method from [39], which played a crucial role in the proof of (1.10) in [20], but only the maximum principle.

For the third step of the argument, the main task is to exhibit an appropriate regularized observable to which four-moment matching can be applied. We begin by reviewing the regularization of individual eigenvector entries, which was carried out in [35]. Let \( \mathbf{u}_k \) be an eigenvector with corresponding eigenvalue \( \lambda_k \). For any \( \eta > 0 \), we have

\[
|\langle \mathbf{q}_\alpha, \mathbf{u}_k \rangle|^2 = \frac{\eta}{\pi} \int_{\mathbb{R}} \frac{|\langle \mathbf{q}_\alpha, \mathbf{u}_k \rangle|^2 \, dE}{(E^2 - \lambda_k^2)^2 + \eta^2} \approx \frac{\eta}{\pi} \int_{I} \frac{|\langle \mathbf{q}_\alpha, \mathbf{u}_k \rangle|^2 \, dE}{(E - \lambda_k)^2 + \eta^2},
\]

where \( I \) is an interval with length \( |I| \gg \eta \) centered at \( \lambda_k \), and we used that the Poisson kernel integrates to unity. Recall that the resolvent for \( H \) is defined by \( G = (H - z)^{-1} \) for \( z \in \mathbb{H} \). Now suppose that \( \eta \) is taken smaller than the typical size of the eigenvalue gap \( \lambda_{k+1} - \lambda_k \). Then, with probability \( 1 - o(1) \),

\[
\frac{\eta}{\pi} \int_{I} \frac{|\langle \mathbf{q}_\alpha, \mathbf{u}_k \rangle|^2 \, dE}{(E - \lambda_k)^2 + \eta^2} \approx \frac{\eta}{\pi} \int \sum_j |\langle \mathbf{q}_\alpha, \mathbf{u}_j \rangle|^2 \, dE \approx \int \text{Im} \langle \mathbf{q}_\alpha, G(E + \imath \eta) \mathbf{q}_\alpha \rangle \, dE,
\]

where we used the fact that \( \lambda_j \) is typically outside of \( I \) for \( j \neq k \) and therefore the corresponding term in the sum is negligible. Combining (1.12) and (1.13) shows that \( |\mathbf{u}_k(\alpha)|^2 \) can be written in terms of entries of \( G \) evaluated at points with imaginary part slightly below the typical eigenvalue spacing. These can be effectively controlled using the estimates from the first step of the outline, and because derivatives of resolvents can be written in terms of their entries using the identity \( \partial H_{ij}G_{ab} = -G_{ai}G_{bj} - G_{aj}G_{ib} \), their derivatives are also straightforward to control.

For the normalized sums of eigenvector entries \( |I|^{-1/2} \sum_{\alpha \in I} |\langle \mathbf{q}_\alpha, \mathbf{u}_k \rangle|^2 \) appearing in (1.2), it is natural to regularize the sum by replacing each term by its regularization in (1.13). However, it is not permissible to bound each term (or its derivative) in the sum individually. In order to capture the right order, it is necessary to see cancellation between each \( \langle \mathbf{q}_\alpha, G \mathbf{q}_\alpha \rangle \). For this, we note by (1.12) that high-probability control on \( \sum_{\alpha \in I} \langle \mathbf{q}_\alpha, G \mathbf{q}_\alpha \rangle \) is equivalent to high-probability control on \( \sum_{\alpha \in I} |\langle \mathbf{q}_\alpha, \mathbf{u}_k \rangle|^2 \), which is provided by Theorem 1.4. Given this control, the standard four-moment matching argument can be applied to finish the proof of Theorem 1.2.

Finally, we discuss the proof of Theorem 1.4, which also proceeds by the dynamical approach to random matrix theory. Since the theorem was proved for matrices with Gaussian noise in [9], it suffices to complete the comparison step. The argument is rather technical, so we mention only a few key points here and defer a detailed outline to the beginning of Section 5. There are three main ingredients. The first is the observation that if we define, for \( k \neq \ell \),

\[
p_{kk} = \sum_{\alpha \in I} |\langle \mathbf{q}_\alpha, \mathbf{u}_k \rangle|^2 - \frac{|I|}{N}, \quad p_{k\ell} = \sum_{\alpha \in I} \langle \mathbf{q}_\alpha, \mathbf{u}_k \rangle \langle \mathbf{q}_\alpha, \mathbf{u}_\ell \rangle,
\]

then

\[
\sum_{i,j} \frac{\eta_k \eta_\ell \eta_i^2 \eta_j^2}{(\lambda_i - E_1)^2 + \eta_i^2}(\lambda_j - E_2)^2 + \eta_j^2)
\]

may be written as a sum of products of resolvent entries; the exact expression is complicated and given as (5.14) below.\(^1\) This provides a single simultaneous regularization of all the quantities in Theorem 1.4, and by integrating over small intervals centered at \( \lambda_k \) and \( \lambda_\ell \), one can recover the individual \( p_{k\ell}^2 \) for any \( k, \ell \in [1, N] \).

The second main idea is bootstrapping on the scale of \( I \). As with the observable (1.13), control over the \( p_{k\ell} \) is necessary to control (1.15) and its derivatives. But there is an apparent circularity here, since Theorem 1.4 is what we intend to use to bound the \( p_{k\ell} \), yet we need high-probability control over \( p_{k\ell} \) in its proof. The way

\(^1\)This expression is analogous to an observable used in [20]; see [20, (1.17)].
out is to induct on the size of $I$, increasing the range of $I$ over which we have control by a factor of $N^\sigma$ at each step for a small, fixed $\sigma > 0$. By $\ell^\infty$ eigenvector delocalization bounds, if the $p_{k\ell}$ are bounded by $N^\omega$ for sets $I$ satisfying $|I| \leq N^\kappa$ and all $k, \ell \in [1, N]$, then we have estimates of order $N^{\omega + \sigma}$ for sets $|I| \leq N^{\kappa + \sigma}$. If $\sigma$ is small enough, the $N^{\kappa + \sigma}$ estimate and regularization (1.15) are sufficient to complete the comparison and prove the improved $N^\omega$ bound holds for $|I| \leq N^\kappa + \sigma$, justifying the induction step. For the base case, we take $I$ to be constant size, where the bounds in Theorem 1.4 hold by eigenvector delocalization.

The third main idea is that, since we only need to bound the $p_{k\ell}$ from above, we do not need to restrict the comparison to the probability $1 - N^{-c}$ set where the regularization (1.15) holds exactly, where eigenvalues abnormally close to $\lambda_k$ and $\lambda_{\ell}$ are excluded. Due to the positivity of the terms in (1.15), after integrating over the appropriate intervals it dominates $p_{k\ell}^2$ deterministically (compare (1.13)). This is what permits the stronger $N^{-D}$ error in Theorem 1.4. The analogous observation for the regularization of a single eigenvector entry was used in [10] to prove optimal $\ell^\infty$ delocalization bounds.

We remark that it would not be possible to use the observable (1.15) for the proof of Theorem 1.2, since it only identifies the absolute value of $p_{kk}$, and not its sign.

1.4. Outline of the paper. Section 2 states preliminary estimates from previous works. In Section 3, we prove short-time relaxation of the eigenvector moment flow for perfect matching observables, assuming a key eigenvector decorrelation estimate. In Section 4, we prove this estimate. Section 5 constructs a regularized observable that is necessary for the comparison step of our argument. Section 6 completes the proof of Theorem 1.4, and Section 7 defines another regularized observable and completes the proof of Theorem 1.2. Appendix A provides bounds on the observables of the previous sections. Appendix B provides a more general viewpoint on the symmetrized moment observables.
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2. Preliminaries

For brevity, we write all statements and proofs for the real symmetric case of Definition 1.1 only. The complex Hermitian case differs only in notation. The origin of the different $\beta$ in the Hermitian version of Theorem 1.2 is the Hermitian analogue of Theorem 3.1 quoted below, which can be found at the same reference given there.

2.1. Notation. We write $X \ll Y$ if there exists a constant $c > 0$ such that $N^c |X| \leq Y$. We also write $X = O(Y)$ if there exists a constant $C > 0$ such that $|X| \leq CY$. The constant $C$ will not depend on other parameters, unless this is explicitly mentioned. Set $\mathbb{H} = \{ z \in \mathbb{C} : \text{Im } z > 0 \}$ and $S^{N-1} = \{ x \in \mathbb{R}^N : \|x\|_2 = 1 \}$. Although the constants in all results below may depend on the constants in Definition 1.1, we will not notate this dependence explicitly.

Let $\text{Mat}_N$ be the set of $N \times N$ real symmetric matrices. We index the eigenvalues of matrices $M \in \text{Mat}_N$ in increasing order, so that $\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_N$. For $z \in \mathbb{H}$, the resolvent of $M \in \text{Mat}_N$ is given by $G(z) = (M - z \text{Id})^{-1}$, and the Stieltjes transform of $M$ is

$$m_N(z) = \text{Tr} G(z) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\lambda_i - z}. \quad (2.1)$$

The resolvent has the spectral decomposition

$$G(z) = \sum_{i=1}^{N} \frac{u_i u_i^*}{\lambda_i - z}. \quad (2.2)$$

where $u_i$ is the eigenvector corresponding to the eigenvalue $\lambda_i$ of $M$ such that $\|u_i\|_2 = 1$; we fix the sign of $u_i$ arbitrarily by demanding that $u_i(1) \geq 0$. 
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The semicircle distribution and its Stieltjes transform are
\[ \rho_{sc}(E) = \frac{\sqrt{(4 - E^2)_+}}{2\pi} dE, \quad m_{sc}(z) = \int_{\mathbb{R}} \frac{\rho_{sc}(x) \, dx}{x - z}, \] (2.3)
for \( E \in \mathbb{R} \) and \( z \in \mathbb{H} \). For \( i \in [1, N] \), we denote the \( i \)th \( N \)-quantile of the semicircle distribution by \( \gamma_i \) and define it implicitly by
\[ \frac{i}{N} = \int_{\gamma_i}^{\infty} \rho_{sc}(x) \, dx. \] (2.4)

### 2.2. Dyson Brownian motion

The \( N \times N \) real symmetric Dyson Brownian motion is the stochastic process \((H_s)_{0 \leq s \leq 1}\) defined by
\[ dH_s = \frac{1}{\sqrt{N}} dB(s) - \frac{1}{2} H_s \, ds, \] (2.5)
where \( B(s) \in \text{Mat}_N \) is a symmetric matrix such that \( B_{ij}(s) \) and \( B_{ij}(s)/\sqrt{2} \) are mutually independent standard Brownian motions for \( 1 \leq i < j \leq N \).

The process \((H_s)_{0 \leq s \leq 1}\) has the same distribution as \((u^* \lambda(s)(u^*)^*)_{0 \leq s \leq 1}\), where \( \lambda(s) = (\lambda_1(s), \ldots, \lambda_N(s)) \in \mathbb{R}^N \) and \( u^* = (u_1^*, \ldots, u_N^*) \in \mathbb{R}^{N \times N} \) solve
\[ \frac{d\lambda_k(s)}{\sqrt{N}} = \frac{1}{N} \sum_{\ell \neq k} \frac{1}{\lambda_k(s) - \lambda_\ell(s)} - \frac{\lambda_k(s)}{2} \, ds, \] (2.6)
\[ \frac{d\u^*_k}{\sqrt{N} \lambda_k(s) - \lambda_\ell(s)} \u^*_\ell = -\frac{1}{2N} \sum_{\ell \neq k} \frac{dt}{\lambda_k(s) - \lambda_\ell(s)^2} \u^*_k, \] (2.7)
with initial data \( H_0 = u^0 \lambda(0)(u^0)^* \), and \( \tilde{B} \) has the same distribution as \( B \) [15, Theorem 2.3]. We let \( m_{sc}(z) \) be the Stieltjes transform of \( H_s \) and \( G^*(z) \) be its resolvent.

### 2.3. Initial estimates

For any \( \omega > 0 \), we define
\[ D_\omega = \{ z = E + i\eta \in \mathbb{C} : |E| < \omega^{-1}, N^{-1+\omega} \leq \eta \leq \omega^{-1} \}. \] (2.8)

Given \( k \neq \ell \in [1, N] \), \( I \subset [1, N] \), and a family of orthogonal vectors \( \bq = (\bq_\alpha)_{\alpha \in I} \) with \( \bq_\alpha \in \mathbb{S}^{N-1} \) for all \( \alpha \in I \), we set
\[ p_{kk}(s) = \sum_{\alpha \in I} \langle \bq_\alpha, \u^*_k \rangle^2 - \frac{|I|}{N}, \quad p_{k\ell}(s) = \sum_{\alpha \in I} \langle \bq_\alpha, \u^*_k \rangle \langle \bq_\alpha, \u^*_\ell \rangle. \] (2.9)
We use the shorthand \( p_{k\ell} = p_{k\ell}(0) \). We also define the error parameter
\[ \Psi(s) = \frac{|I|}{N^{3/2} \sqrt{N}} + \sqrt{\frac{|I|}{N^{2/3}}} \] (2.10)

**Lemma 2.1** ([15, Lemma 4.2], [9, Proposition 3.5]). Fix \( D, \omega > 0 \), \( I \subset [1, N] \), and a family of orthogonal vectors \( \bq = (\bq_\alpha)_{\alpha \in I} \) in \( \mathbb{S}^{N-1} \). Let \( H \) be a \( N \times N \) generalized Wigner matrix, and define \( H_s, G^*, \u^*_k, m_{sc}(z), p_{kk}(s), \) and \( p_{k\ell}(s) \) as above. Let \( \mu \) be the measure on the space of joint eigenvalue and eigenvector trajectories \((\lambda(s), \u(s))_{0 \leq s \leq 1}\) induced by the Dyson Brownian Motion \((H_s)_{0 \leq s \leq 1}\). Then there exists \( N_0(D) > 0 \) such that for \( N \geq N_0 \) we have
\[ \mathbb{P}_\mu(\mathcal{A}(\omega, \bq, I)) \geq 1 - N^{-D}, \] (2.11)
where \( \mathcal{A}(\omega, \bq, I) \) is the set of trajectories \((\lambda(s), \u(s))_{0 \leq s \leq 1}\) where all of the following statements hold.
1. For all \( z = E + i \eta \in D_\omega \),

\[
\sup_{s \in [0,1]} |m_s^\omega(z) - m_{sc}(z)| \leq \frac{N^\omega}{N^\eta}, \quad \sup_{i,j \in [1,N]} \sup_{s \in [0,1]} |G_{ij}^\omega(z) - \mathbb{1}_{i=j}m_{sc}(z)| \leq N^\omega \left( \frac{\text{Im} m_{sc}(z)}{N^\eta} + \frac{1}{N^\eta} \right),
\]

\[
\sup_{\alpha, \beta \in I} \sup_{s \in [0,1]} |\langle q_\alpha, G_s(z)q_\beta \rangle - \mathbb{1}_{\alpha=\beta}m_{sc}(z)| \leq N^\omega \left( \frac{\text{Im} m_{sc}(z)}{N^\eta} + \frac{1}{N^\eta} \right). \tag{2.12}
\]

2. For all \( k \in [1,N] \),

\[
\sup_{s \in [0,1]} |\lambda_k(s) - \gamma_k| \leq N^{-2/3+\omega} \left( \min(k, N-k+1) \right)^{-1/3}, \quad \sup_{s \in [0,1]} \sup_{j \in [1,N]} |u_k^s(j)|^2 \leq N^{-1+\omega},
\]

\[
\sup_{s \in [0,1]} \sup_{\alpha \in I} (q_\alpha, u_k^s)^2 \leq N^{-1+\omega}. \tag{2.13}
\]

3. For any \( s \in [N^{-1/3+\omega}, 1] \),

\[
\sup_{k, \ell \in [1,N]} |p_{k\ell}(s)| \leq N^\omega \Psi(s). \tag{2.14}
\]

3. RELAXATION BY DYSON BROWNIAN MOTION

3.1. Eigenvector moment flow. Let \( H \) be a generalized Wigner matrix, and let \( H_s \) be Dyson Brownian motion (2.6) with initial condition \( H_0 = H \). It was proved in [16] that certain products of the \( p_{k\ell}(s) \) observables for \( H_s \) obey parabolic equations, which may be described in terms of particle configurations on \([1, N]\). We begin by reviewing these dynamics.

Let \( \{(i_1, j_1), \ldots, (i_m, j_m)\} \) be an index set with pairwise distinct \( i_k \in [1,N] \) and positive \( j_k \in \mathbb{N} \). We associate with such a set the vector \( \xi = (\xi_1, \xi_2, \ldots, \xi_N) \in \mathbb{N}^N \) with \( \xi_{j_k} = j_k \) for \( 1 \leq k \leq m \) and \( \xi_p = 0 \) for \( p \notin \{i_1, \ldots, i_m\} \). We view \( \xi \) as a particle configuration on \([1, N]\), with \( j_k \) particles at site \( i_k \) for all \( k \) and zero particles on the sites not in \( \{i_1, \ldots, i_m\} \). The configuration \( \xi^i_j \) is defined by moving one particle in \( \xi \) from \( i \) to \( j \), if this is possible. More precisely, if \( i \neq j \) and \( \xi_i > 0 \), then \( \xi^i_j \) equals \( \xi_i + 1 \) if \( k = j \), \( \xi_k - 1 \) if \( k = i \), and \( \xi_k \) if \( k \notin \{i, j\} \). When \( \xi_i = 0 \), set \( \xi^i_j = \xi_i \).

For any configuration \( \xi \), we define the vertex set \( \mathcal{V}_\xi = \{(i, a) : 1 \leq i \leq n, 1 \leq a \leq 2\xi_i\} \). \( \tag{3.1} \)

We let \( \mathcal{G}_\xi \) be the set of perfect matchings of the complete graph on \( \mathcal{V}_\xi \). For any edge \( e = \{(i_1, a_1), (i_2, a_2)\} \) of a graph \( G \in \mathcal{G}_\xi \), we set \( p(e) = p_{i_1i_2}(s) \) and \( P_s(G) = \prod_{e \in \mathcal{E}(G)} p(e) \), where \( \mathcal{E}(G) \) denotes the edge set of \( G \).

(a) A configuration \( \xi \) with \( N(\xi) = 6 \) particles.

(b) An example of a perfect matching \( G \in \mathcal{G}_\xi \) with \( P(G) = p_{i_1i_2}^2p_{i_2i_3}p_{i_3i_4} \).
We now define the perfect matching observables \( f_s : \mathbb{N}^N \to \mathbb{R} \). Given \( I \subset [1, N] \) and a path \( \lambda = (\lambda(s))_{0 \leq s \leq 1} \) of eigenvalues of \( H_s \), we set

\[
  f_s(\xi) = f_{\lambda,s}(\xi) = \frac{1}{\mathcal{M}(\xi)} \mathbb{E} \left[ \sum_{G \in \mathcal{G}_q} P_s(G) \left\| \lambda \right\| \right], \quad \text{where} \quad \mathcal{M}(\xi) = \prod_{k=1}^{N} (2\xi_k - 1)!!. \tag{3.2}
\]

The eigenvectors in the definition of \( P_s(G) \) are defined using the eigenvectors \( \mathbf{u}^* \) of \( H_s \).

The time evolution of the observable \( f_s(\xi) \) is given by the parabolic equation in the following theorem.

**Theorem 3.1** ([16, Theorem 2.6]). For all \( s \in (0, 1) \), the perfect matching observable \( f_s \) defined in (3.2) satisfies the equation

\[
  \partial_s f_s(\xi) = \sum_{k \neq \ell} 2\xi_k (1 + 2\xi_\ell) \frac{f_s(\xi^{k,\ell}) - f_s(\xi)}{N(\lambda_k(s) - \lambda_\ell(s))^2}. \tag{3.3}
\]

Finally, we define \( \mathcal{A}_1(\omega, q, I) \) to be the set of paths \( \lambda = (\lambda(s))_{0 \leq s \leq 1} \) such that the statements (2.12), (2.13), and (2.14) hold with probability at least \( 1 - N^{-D} \) with respect to the marginal distribution on paths \( \lambda \) induced by the measure \( \mathbb{P}_t \) defined in Lemma 2.1. By Lemma 2.1 and Fubini’s theorem,

\[
  \mathbb{P}_t (\mathcal{A}_1(\omega, q, I)) \geq 1 - N^{-D}. \tag{3.4}
\]

### 3.2. Gaussian divisible ensembles

We now use the flow (3.3) to obtain a bound on the observable \( f_s(\xi) \) for arbitrarily large configurations \( \xi \) and times \( s \) close to 1. To analyze the dynamics, we require the following decorrelation estimate, which is proved in Section 4.

**Lemma 3.2.** Fix \( D, \varepsilon, \omega > 0 \) and \( n \in \mathbb{N} \), and let \( I \subset [1, N] \) satisfy \( N^\varepsilon \leq |I| \leq N^{1-\varepsilon} \). Let \( \mathbf{q} = (\mathbf{q}_\alpha)_{\alpha \in I} \) be orthogonal vectors with \( \mathbf{q}_\alpha \in \mathbb{S}^{N-1} \) for all \( \alpha \in I \). Let

\[
  Q_s = \prod_{i=1}^{n} p_{a_i, b_i}, \tag{3.5}
\]

be a product of \( n \) observables defined by (2.9) for some \( a_i, b_i \in [1, N] \). Then there exist \( C(D, n, \varepsilon, \omega) > 0 \) and an event \( \mathcal{A}_2(\varepsilon, \omega, \mathbf{q}, I) \subset \mathcal{A}_1(\omega, \mathbf{q}, I) \) such that the following holds. We have \( \mathbb{P}(\mathcal{A}_2(\varepsilon, \omega, \mathbf{q}, I)) \geq 1 - N^{-D} \), and for every \( \lambda \in \mathcal{A}_2, s \in [N^{-1/3+\varepsilon}, 1] \), and \( j, k \in [1, N] \),

\[
  \left| \sum_{\alpha \neq \beta \in I} \mathbb{E} \left[ (\mathbf{q}_\alpha, \mathbf{u}_j^*) (\mathbf{q}_\beta, \mathbf{u}_k^*) \text{Im}(\mathbf{q}_\alpha, \mathbf{G}(\mathbf{z})\mathbf{q}_\beta) Q_s | \lambda \right] \right| \\
  \leq CN^{\omega_2} \Psi^n(z) \left( \frac{|I|^2}{N^2} \left( \frac{1}{\eta} + \frac{\sqrt{2}}{\eta^2} + \frac{N^{2\omega}}{s^{3/4} \sqrt{\eta}} \right) + \frac{|I|^{3/2} N^{2\omega}}{N^{3/2} \sqrt{\eta}} \right). \tag{3.6}
\]

**Proposition 3.3.** Fix \( \varepsilon > 0 \) and \( n \in \mathbb{N} \). There exist \( \theta(n, \varepsilon) > 0 \) and \( N_0(n, \varepsilon) > 0 \) for which the following holds. For all \( N \geq N_0 \),

\[
  \sup_{I} \sup_{\xi : |\xi| = n} \sup_{t \in [N^{-\theta}, 1]} \left| \frac{N}{\sqrt{|I|}} \right|^n \mathbb{E} \left[ f_{\lambda,s}(\xi) \right] - 2^n \mathbb{E} \left[ g^n \right] \leq N^{-\theta}, \tag{3.7}
\]

where the supremum on \( I \) is taken over coordinate sets \( I \subset [1, N] \) with \( N^\varepsilon \leq |I| \leq N^{1-\varepsilon} \). Here \( g \) is a real Gaussian random variable with mean 0 and variance 1.

**Proof.** For \( m \in \mathbb{N} \), we define \( \bar{\xi} = \bar{\xi}^{(m)}(s) \) to be the maximizer among all configurations with \( m \) particles for the perfect matching observable (3.2):

\[
  f_s(\bar{\xi}) = \sup_{\xi : |\xi| = m} f_s(\xi). \tag{3.8}
\]
If the supremum is attained by multiple configurations $\xi$, we select one arbitrarily, subject to the requirement that $\xi(s)$ remains piecewise constant in $s$. We denote the number of particles in $\xi$ at site $i$ by $\xi_i$. We let $(k_1, \ldots, k_p)$ be the sites where $\xi$ has at least one particle; these are the indices $k_i \in [1, N]$ such that $\xi_{k_i} > 0$. We let the implicit constants in each occurrence of the $O$ notation in this proof depend on $m$; however, they will be independent of all other parameters in the statement of the proposition.

We begin by deriving a differential inequality for $f_s(\xi^{(m)}(s))$ for any number of particles $m \leq n$. Let $\omega > 0$ be a small parameter, which will be fixed later. Fix some path $\lambda = \mathcal{A}_2(\epsilon, \omega, q, I)$, which was defined in Lemma 3.2. It is straightforward to show that there exists a countable subset $\mathcal{C} = \mathcal{C}(H_0, \lambda) \subset [0, 1]$ such that the continuous function $f_s(\xi)$ is differentiable on $[0, 1] \setminus \mathcal{C}$ (see the proof of [2, Lemma 6.10]). Using the flow (3.3), we see that for any $\eta > 0$ and $s \in [0, 1] \setminus \mathcal{C}$,

$$\partial_s f_s(\xi) = \sum_{i=1}^{p} \sum_{k \neq k_i} 2\xi_{k_i}(1 + 2\xi_{\ell_i}) \frac{f_s(\xi^{k_i, \ell}) - f_s(\xi)}{N(\lambda_{k_i}(s) - \lambda_{\ell}(s))^2}$$

$$\leq \frac{2}{N\eta} \sum_{i=1}^{p} \sum_{k \neq k_i} \left(f_s(\xi^{k_i, \ell}) - f_s(\xi)\right) \frac{\eta}{(\lambda_{k_i}(s) - \lambda_{\ell}(s))^2 + \eta^2}$$

$$= \frac{2}{N\eta} \sum_{i=1}^{p} \text{Im} \sum_{k \neq k_i} f_s(\xi^{k_i, \ell}) \frac{\eta}{N(\lambda_{k_i}(s) - z_{k_i})} - \frac{2}{\eta} \sum_{i=1}^{p} \text{Im} \sum_{k \neq k_i} f_s(\xi) \frac{\eta}{N(\lambda_{k_i}(s) - z_{k_i})}$$

In the last line, we set $z_{k_i} = \lambda_{k_i} + i\eta$. In the inequality, we used the fact that $f_s(\xi^{k_i, \ell}) \leq f_s(\xi)$ by the definition of $\xi$. We also used that $\xi_{k_i} > 0$ for all $i \in [1, N]$, and $\xi_{k_i} > 0$.

We bound the second term in (111) by

$$\sum_{i=1}^{p} \text{Im} \sum_{k \neq k_i} f_s(\xi) \frac{\eta}{N(\lambda_{k_i}(s) - z_{k_i})} = f_s(\xi) \left(\sum_{i=1}^{p} \text{Im} m_N^s(z_{k_i}) - \frac{1}{N\eta}\right)$$

$$= f_s(\xi) \left(\sum_{i=1}^{p} \text{Im} m_{\text{sc}}(z_{k_i}) + O\left(\frac{N^\omega}{N\eta}\right)\right),$$

$$= f_s(\xi) \sum_{i=1}^{p} \text{Im} m_{\text{sc}}(z_{k_i}) + O\left(\frac{N^\omega}{N\eta}\right).$$

We used (2.12) in (133), and (2.14) in the last equality.

For the first term in (111), we use (2.14) to see that

$$\sum_{i=1}^{p} \text{Im} \sum_{k \neq k_i} f_s(\xi^{k_i, \ell}) \frac{\eta}{N(\lambda_{k_i}(s) - z_{k_i})} = \sum_{i=1}^{p} \text{Im} \sum_{k \neq k_i, \ldots, k_p} f_s(\xi^{k_i, \ell}) \frac{\eta}{N(\lambda_{k_i}(s) - z_{k_i})} + O\left(\frac{N^{\omega_m} \Psi^m(s)}{N\eta}\right).$$

For the first term in (115), fix an index $i \in [1, p]$ and some $\ell \notin \{k_1, \ldots, k_p\}$; note that $\xi^{k_i, \ell}$ has a unique particle on site $\ell$. We divide the sum in the definition of $f_s(\xi^{k_i, \ell})$ into three parts depending on the structure of the graph $G_{\xi^{k_i, \ell}}$: there is an edge between the two vertices corresponding to $\ell$, there are two edges from the vertices on $\ell$ connected to vertices on the same site $k_j$, and there are two edges from the vertices on $\ell$ going to different sites $k_{ij}$ and $k_{ij}$. Let $G_{\xi^{(1)}_{k_i, \ell}} \subset G_{\xi^{k_i, \ell}}$ be the subset of graphs corresponding to the first case, and define $G_{\xi^{(2)}_{k_i, \ell}}$ and $G_{\xi^{(3)}_{k_i, \ell}}$ similarly.

We begin by considering the observable

$$f_s(\xi^{(1)}_{k_i, \ell}) = \frac{1}{\mathcal{M}(\xi^{k_i, \ell})} \sum_{G \in G_{\xi^{(1)}_{k_i, \ell}}} \mathbb{E}[P_s(G)|\lambda] = \frac{1}{\mathcal{M}(\xi \setminus \{k_i\})} \sum_{G \in G_{\xi^{(1)}_{k_i, \ell}}} \mathbb{E}[p_{\ell} P_s(G)|\lambda].$$

(3.16)
where $\xi \setminus \{k_i\}$ denotes the configuration $\tilde{\xi}$ with a particle removed from site $k_i$. Note that we have $\mathcal{M}(\tilde{\xi}^{k_i, \ell}) = \mathcal{M}(\xi \setminus \{k_i\})$ from the condition that $\ell \not\in \{k_1, \ldots, k_p\}$ so that $(2\tilde{\xi}^{k_i, \ell}(\ell) - 1)! = 1$. We have

$$\text{Im} \sum_{\ell \neq k_1, \ldots, k_p} \frac{f_s^{(1)}(\tilde{\xi}^{k_i, \ell})}{N(\lambda_\ell - z_{k_i})} = \frac{1}{\mathcal{M}(\xi \setminus \{k_i\})} \sum_{G \in G^{(1)}_{\xi \setminus \{k_i\}}} \mathbb{E} \left[ \sum_{\ell \neq k_1, \ldots, k_p} \frac{p_{\ell \ell}}{N(\lambda_\ell - z_{k_i})} P_s(G) \right] \lambda,$$

and using the definition of $p_{\ell \ell}$ we deduce

$$\sum_{\ell \neq k_1, \ldots, k_p} \frac{p_{\ell \ell}}{N(\lambda_\ell - z_{k_i})} = \sum_{\ell = 1}^N \frac{p_{\ell \ell}}{N(\lambda_\ell - z_{k_i})} + \mathcal{O} \left( \frac{N^2 \Psi(s)}{N\eta} \right)$$

$$= \frac{|I|}{N} \text{Im} \left( \frac{1}{|I|} \sum_{\alpha \in \ell} \langle q_\alpha, G(z_{k_i})q_\alpha \rangle - m_{uc}(z_{k_i}) \right) + \mathcal{O} \left( \frac{N^2 \Psi(s)}{N\eta} \right),$$

where the last equality follows from the local law (2.12). We conclude using (2.14) that

$$\text{Im} \sum_{\ell \neq k_1, \ldots, k_p} \frac{f_s^{(1)}(\tilde{\xi}^{k_i, \ell})}{N(\lambda_\ell - z_{k_i})} = \mathcal{O} \left( \frac{|I|N^{m_w}\Psi^{-1}(s)}{N\sqrt{N\eta}} + \frac{N^{m_w}\Psi^m(s)}{N\eta} \right).$$

We next consider

$$f_s^{(2)}(\tilde{\xi}^{k_i, \ell}) = \frac{1}{\mathcal{M}(\xi \setminus \{k_i\})} \sum_{G \in G^{(2)}_{\xi \setminus \{k_i\}}} \mathbb{E}[P_s(G) \lambda]$$

$$= \sum_{j=1}^p \frac{2\tilde{\xi}^{k_i, \ell}(k_j)(2\tilde{\xi}^{k_i, \ell}(k_j) - 1)}{\mathcal{M}(\xi^{k_i, \ell})} \mathbb{E} \left[ \sum_{G \in G^{(2)}_{\xi \setminus \{k_i\}}} \frac{p_{k_j \ell}^2}{N(\lambda_\ell - z_{k_i})} P_s(G) \lambda \right].$$

The combinatorial factor in (3.23) comes from counting the number of ways two edges from site $\ell$ can connect to vertices on site $k_j$. Motivated by (3.15), we want to understand

$$\text{Im} \sum_{\ell \neq k_1, \ldots, k_p} \frac{p_{k_j \ell}^2}{N(\lambda_\ell - z_{k_i})} = \text{Im} \sum_{\ell = 1}^N \frac{p_{k_j \ell}^2}{N(\lambda_\ell - z_{k_i})} + \mathcal{O} \left( \frac{N^{2m_w}\Psi^2(s)}{N\eta} \right).$$
This can be written in terms of the resolvent as
\[
\Im \sum_{\ell=1}^{N} \frac{p_{k_{\ell}}^2}{N(\lambda_{\ell} - z_{k_{\ell}})} = \Im \sum_{\ell=1}^{N} \sum_{\alpha, \beta \in I} \frac{\langle q_\alpha, u_{k_{\ell}} \rangle \langle q_\beta, u_{k_{\ell}} \rangle \langle q_\alpha, u_\ell \rangle \langle q_\beta, u_\ell \rangle}{N(\lambda_{\ell} - z_{k_{\ell}})} \tag{3.26}
\]
\[
= \frac{1}{N} \sum_{\alpha, \beta \in I} \langle q_\alpha, u_{k_{\ell}} \rangle \langle q_\beta, u_{k_{\ell}} \rangle \Im (q_\alpha, G(z_{k_{\ell}})q_\beta) \tag{3.27}
\]
\[
= \frac{1}{N} \sum_{\alpha \in I} \langle q_\alpha, u_{k_{\ell}} \rangle^2 \Im (q_\alpha, G(z_{k_{\ell}})q_\alpha) + \frac{1}{N} \sum_{\alpha \neq \beta} \langle q_\alpha, u_{k_{\ell}} \rangle \langle q_\beta, u_{k_{\ell}} \rangle \Im (q_\alpha, G(z_{k_{\ell}})q_\beta) \tag{3.28}
\]
\[
= |I|^{-1} \Im m_{sc}(z_{k_{\ell}}) + \frac{1}{N} \Im m_{sc}(z_{k_{\ell} k_{j}}) \tag{3.29}
\]
\[
+ \frac{1}{N} \sum_{\alpha \neq \beta \in I} \langle q_\alpha, u_{k_{\ell}} \rangle \langle q_\beta, u_{k_{\ell}} \rangle \Im (q_\alpha, G(z_{k_{\ell}})q_\beta) + O \left( \frac{N^{2\omega}|I|}{N^2 \sqrt{N\eta}} \right), \tag{3.30}
\]
where in (3.29) we used (2.12). Combining this with (3.24) gives
\[
\Im \sum_{\ell \neq k_1, \ldots, k_p} \frac{f_s^{(2)}(\tilde{\xi}^{k_{\ell}, \ell})}{N(\lambda_{\ell}(s) - z_{k_{\ell}})} = \frac{|I|}{N^2} \Im m_{sc}(z_{k_{\ell}}) \sum_{j=1}^{p} 2 \left( \tilde{\xi} \setminus \{ k_{\ell} \} \right) (k_{j}) f_s(\tilde{\xi} \setminus \{ k_{\ell}, k_{j} \})
\]
\[
+ O \left( \frac{N^{m\omega}|I|^{3/2}\Psi^{m-2}(s)}{N^{5/2} \sqrt{\eta}} + \frac{N^{m\omega}\Psi^m(s)}{N\eta} + \frac{N^{(m-1)\omega}\Psi^{m-1}(s)}{N} + \frac{|I|N^{m\omega}\Psi^{m-2}(s)}{N^2 \sqrt{N\eta}} \right). \tag{3.31}
\]
In this calculation, we used (3.6) to bound
\[
\sum_{j=1}^{p} \frac{2 \tilde{\xi}^{k_{\ell}, \ell}(k_{j})}{M(\tilde{\xi} \setminus \{ k_{\ell}, k_{j} \})} \sum_{G \in \mathcal{G}^{(3)}_{\tilde{\xi}^{k_{\ell}, \ell}}} \frac{1}{N} \sum_{\alpha \neq \beta \in I} \Im \left[ \langle q_\alpha, u_{k_{\ell}} \rangle \langle q_\beta, u_{k_{\ell}} \rangle \Im (q_\alpha, G(z_{k_{\ell}})q_\beta) \right] P_s(G) |\lambda|
\]
\[
= O \left( \frac{N^{(m\omega)|I|^{3/2}\Psi^{m-2}(s)}}{N^{5/2} \sqrt{\eta}} \right). \tag{3.32}
\]
Note that we only used the last error from Lemma 3.2 since this is the largest one with our choice of parameters.

Our final observable, \( f_s^{(3)}(\tilde{\xi}^{k_{\ell}, \ell}) \), contains the graphs in \( \mathcal{G}^{(3)}_{\tilde{\xi}^{k_{\ell}, \ell}} \), where the two edges going from the site \( \ell \) connect to two distinct sites. Since we perform perfect matchings after doubling the number of particles, we see that there exist \( r \geq 3 \) and \( j_1, \ldots, j_r \in \{1, \ldots, p\} \) pairwise distinct such that there exist edges in the matching corresponding to \( p^{k_{j_1}, k_{j_1+1}} p^{k_{j_r-1}, k_{j_r}} p^{k_{j_r}, \ell} \). At each site, choosing the two sites corresponding to this path

Figure 3: A configuration where a path \( p^{k_{j_1}, k_{j_1+1}} p^{k_{j_r-1}, k_{j_r}} p^{k_{j_r}, \ell} \) is illustrated in red.

gives a combinatorial term of
\[
\prod_{p=1}^{r} \left( 2 \left( \tilde{\xi} \setminus \{ k_{j_p} \} \right) (k_{j_p}) \right) \left( 2 \left( \tilde{\xi} \setminus \{ k_{j_p} \} \right) (k_{j_p}) - 1 \right). \tag{3.33}
\]
Note that this quantity represents an upper bound on the cardinality of $G^{(3)}_{\xi, s}$; it overcounts because the same configuration of particles can have two such paths $p_{k_{j_{1}}}p_{k_{j_{2}}} \cdots p_{k_{j_{r-1}}}k_{r}p_{k_{j_{2}}}$. However, this crude bound suffices to show these graphs are negligible.

Using (3.33), we thus want to consider

$$f_{s}^{(3)}(\xi^{k_{i}, \ell}) = \frac{1}{\mathcal{M}(\xi^{k_{i}, \ell})} \sum_{G \in \mathcal{G}_{\xi^{k_{i}, \ell}}^{(3)}} \mathbb{E}[P_{s}(G)|\lambda]$$

$$= \sum_{r=3}^{p} \sum_{j_{1}, \ldots, j_{r} \text{pairwise } \neq}^{p} \mathcal{O} \left( \prod_{q=1}^{r} \left( \tilde{\xi} \setminus \{k_{i}\} \right) (k_{j_{q}}) \right) \mathbb{E} \left[ p_{k_{j_{1}}}p_{k_{j_{2}}} \cdots p_{k_{j_{r-1}}}k_{r}p_{k_{j_{2}}} \mathcal{G}_{\xi_{i}(k_{i}, k_{j_{1}}, \ldots, k_{j_{r}})} \sum_{G \in \mathcal{G}_{\xi_{i}(k_{i}, k_{j_{1}}, \ldots, k_{j_{r}})}} P_{s}(G) \right],$$

where the combinatorial factor is derived using (3.33). As before, we consider

$$\text{Im} \sum_{\ell \neq k_{1}, \ldots, k_{p}} \frac{p_{k_{j_{1}}}p_{k_{j_{2}}} \ell}{N(\lambda_{k_{i}} - z_{k_{i}})} = \text{Im} \sum_{\ell = 1}^{N} \frac{p_{k_{j_{1}}}p_{k_{j_{2}}} \ell}{N(\lambda_{k_{i}} - z_{k_{i}})} + \mathcal{O} \left( \frac{N^{2\omega} \Psi^{2}(s)}{N\eta} \right),$$

and following (3.29) we obtain

$$\text{Im} \sum_{\ell = 1}^{N} \frac{p_{k_{j_{1}}}p_{k_{j_{2}}} \ell}{N(\lambda_{k_{i}} - z_{k_{i}})} = \frac{1}{N} \text{Im } m_{\text{sec}}(z_{k_{i}})$$

$$+ \frac{1}{N} \sum_{\alpha \neq \beta \in \ell} \langle q_{\alpha}, u_{k_{j_{1}}} \rangle \langle q_{\beta}, u_{k_{j_{2}}} \rangle \text{Im } G_{\alpha \beta}(z_{k_{i}}) + \mathcal{O} \left( \frac{N^{2\omega}|I|}{N^{2} \sqrt{N\eta}} + \frac{N^{\omega} \Psi^{2}(s)}{N} \right),$$

where we used (2.14) to bound the term $p_{k_{j_{1}}}p_{k_{j_{2}}}$ appearing in this calculation. Then (3.6) yields

$$\text{Im} \sum_{\ell \neq k_{1}, \ldots, k_{p}} \frac{f_{s}^{(3)}(\xi^{k_{i}, \ell})}{N(\lambda_{k_{i}}(s) - z_{k_{i}})}$$

$$= \mathcal{O} \left( \frac{N^{m\omega}|I|^{3/2} \Psi^{m-2}(s)}{N^{5/2} \sqrt{\eta}} + \frac{N^{m\omega} \Psi^{m}(s)}{N\eta} + \frac{N^{(m-1)\omega} \Psi^{m-1}(s)}{N} + \frac{N^{m\omega} |I| \Psi^{m-2}(s)}{N^{5/2} \sqrt{\eta}} \right).$$

We now insert our estimates (3.14), (3.15), (3.21), (3.31), and (3.38) into (3.11). This gives

$$\partial_{s} f_{s}(\xi) \leq -2 \eta \sum_{i=1}^{p} \text{Im } m_{\text{sec}}(z_{k_{i}}) \left( f_{s}(\xi) - \frac{|I|}{N^{2}} \sum_{j=1}^{p} 2 \left( \tilde{\xi} \setminus \{k_{i}\} \right) (k_{j}) f_{s}(\xi \setminus k_{i}, k_{j}) \right)$$

$$+ \mathcal{O} \left( \frac{N^{m\omega}|I|^{3/2} \Psi^{m-2}(s)}{N^{5/2} \sqrt{\eta}} + \frac{N^{m\omega} \Psi^{m}(s)}{N\eta} + \frac{N^{(m-1)\omega} \Psi^{m-1}(s)}{N} + \frac{|I| N^{2\omega} \Psi^{m-2}(s)}{N^{5/2} \sqrt{\eta}} \right)$$

$$+ \mathcal{O} \left( \frac{|I| N^{m\omega} \Psi^{m-1}(s)}{N \sqrt{\eta \eta}} + \frac{N^{m\omega} \Psi^{m}(s)}{N\eta} + \frac{N^{(m+1)\omega} \Psi^{m}(s)}{N\eta} + \frac{N^{(m+1)\omega} \Psi^{m}(s)}{N\eta} \right).$$

With $\theta$ as a parameter, we now suppose that $s \geq N^{-\theta}/2$ and set $\eta = N^{-2\theta - \omega}$ (so that $s \gg \sqrt{\eta}$, needed later). If $\theta$ is chosen small enough relative to $\varepsilon$, the second term in the definition of $\Psi(s)$ dominates. We now
fix $\theta$ and $\omega$ small enough, in a way that depends only on $n$ and $\varepsilon$, so that we have
\[
\partial_s f_s(\tilde{\xi}) \leq -\frac{2}{\eta} \sum_{i=1}^{p} \text{Im} \, m_{sc}(z_{k_i}) \left( f_s(\tilde{\xi}) - \frac{|I|}{N^2} \sum_{j=1}^{p} 2 \left( \tilde{\xi} \setminus \{k_j\} \right) (k_j) f_s(\tilde{\xi} \setminus \{k_i, k_j\}) \right) \tag{3.42}
\]
\[+ C N^{-\varepsilon/2} \left( \frac{\sqrt{|I|}}{N} \right)^m, \tag{3.43}
\]
where $C(m) > 0$ is a constant.

Using (3.42), we proceed by induction on the particle number $m$. Consider the set of times $t_k = t - (n - k) N^\omega/\eta^{1/2}$ for $0 \leq k \leq n$. Our induction hypothesis at step $m$ is that there exists $N_0(m, \varepsilon) > 0$ such that for all $\ell \leq m$ and $N \geq N_0$,
\[
\sup \sup \sup_{\xi, |\xi|=\ell \in \mathbb{R}} E[f_{\lambda, s}(\xi)] - \left( \frac{\sqrt{2|I|}}{N} \right)^\ell E[g^m] \leq N^{-\theta} \left( \frac{\sqrt{|I|}}{N} \right)^\ell. \tag{3.44}
\]
For the base case $m = 0$, (3.44) is trivial, since $f_s(\tilde{\xi}) = 1$. Next, for the induction step, fix $m < n$ and suppose that (3.44) holds for $m - 1$. We now consider times $s \geq t_{m-1}$. Using the induction hypothesis to simplify the second term in (3.42), we have
\[
\partial_s f_s(\tilde{\xi}) \leq -\frac{2}{\eta} \sum_{i=1}^{p} \text{Im} \, m_{sc}(z_{k_i}) \left( f_s(\tilde{\xi}) - \left( \frac{\sqrt{2|I|}}{N} \right)^m (m-1)E[g^{m-2}] \right) + C N^{-\theta} \left( \frac{\sqrt{|I|}}{N} \right)^m. \tag{3.45}
\]
Note that we get the correct recursion since $(m-1)E[g^{m-2}] = E[g^m]$. Recall that $\text{Im} \, m_{sc}(z) \geq c_{sc} \sqrt{\eta}$ for $|z| \leq 10$.

By (3.9), $f_s(\tilde{\xi})$ is decreasing. So, if there exists a time $r \geq t_{m-1}$ such that
\[
f_r(\tilde{\xi}) \leq \left( \frac{\sqrt{2|I|}}{N} \right)^m E[g^m] + c_{sc}^{-1} C \eta^{1/2} N^{-\theta} \left( \frac{\sqrt{|I|}}{N} \right)^m, \tag{3.46}
\]
then this inequality also holds for all $s > r$. We therefore assume that (3.46) is false for all $s \in [t_{m-1}, t_m]$. Otherwise, the induction hypothesis holds for $m$, and the induction step is complete.

When (3.46) is false, the quantity in parentheses on the right side of (3.45) is positive. Then using the inequality $\text{Im} \, m_{sc}(z) \geq c_{sc} \sqrt{\eta}$ in (3.45) and integrating the resulting differential inequality, we have
\[
\partial_s \log \left( f_s(\tilde{\xi}) - \left( \frac{\sqrt{2|I|}}{N} \right)^m E[g^m] - C \eta^{1/2} N^{-\theta} \left( \frac{\sqrt{|I|}}{N} \right)^m \right) \leq - \frac{c}{\sqrt{\eta}} \tag{3.47}
\]
for some constant $c > 0$, where we adjusted $C$ upward to absorb $c_{sc}^{-1}$.

Integrating (3.47) on the interval $[t_{m-1}, t_m]$ gives, after exponentiation,
\[
f_{t_m}(\tilde{\xi}) \leq \left( \frac{\sqrt{2|I|}}{N} \right)^m E[g^m] + C \eta^{1/2} N^{-\theta} \left( \frac{\sqrt{|I|}}{N} \right)^m + f_{t_{m-1}}(\tilde{\xi}) \exp \left( - \frac{c}{\sqrt{\eta}} (t_m - t_{m-1}) \right). \tag{3.48}
\]
Using (2.14) to bound $f_{t_{m-1}}(\tilde{\xi})$, we deduce that there exists $N_0(m, \varepsilon) > 0$ such that, for $N \geq N_0$,
\[
f_{t_m}(\tilde{\xi}) \leq \left( \frac{\sqrt{2|I|}}{N} \right)^m E[g^m] + N^{-\theta} \left( \frac{\sqrt{|I|}}{N} \right)^m. \tag{3.49}
\]
Recalling the logic following (3.42), this implies
\[
\sup_{t \in [s, 1]} f_s(\bar{\xi}) \leq \left( \frac{\sqrt{2|I|}}{N} \right)^m \mathbb{E}[g^m] + N^{-\theta} \left( \frac{\sqrt{|I|}}{N} \right)^m.
\] (3.50)

Applying the same argument to the minimizing configuration \( \bar{\xi}_{\text{min}} \), we obtain the corresponding lower bound. This proves (3.44) for \( \ell = m \) and completes the induction step.

Integrating over \( \lambda \in \mathcal{A}_2 \), we have shown that
\[
\sup_{\xi \in [\mathbb{R}^N]} \sup_{\xi \in [\mathbb{R}^N \times [1, N]]} \left| \mathbb{E} [\mathbb{1}_{A_2} f_{\lambda,s}(\xi)] - \left( \frac{\sqrt{2|I|}}{N} \right)^n \mathbb{E}[g^m] \right| \leq N^{-\theta} \left( \frac{\sqrt{|I|}}{N} \right)^n,
\] (3.51)
The conclusion follows, since \( \mathbb{E} [\mathbb{1}_{A_2} f_{\lambda,s}(\xi)] \) is negligible due to (2.14) and (3.4).

\[\Box\]

**Corollary 3.4.** Fix \( \varepsilon > 0 \) and \( n \in \mathbb{N} \). There exist \( \theta(\varepsilon, n) > 0 \) and \( N_0(\varepsilon, n) > 0 \) for which the following holds. For all \( N \geq N_0 \),
\[
\sup_{t \in [1, N]} \sup_{k \in [1, N]} \sup_{\xi \in [\mathbb{R}^{N_0 \times [1, N]}]} \left| \left( \frac{N^2}{2|I|} \right)^n \mathbb{E} [p_{kk}(t)] - (2n - 1)!! \right| \leq N^{-\theta},
\] (3.52)
where the supremum on \( I \) is taken over coordinate sets \( I \subset [1, N] \) with \( N^\varepsilon \leq |I| \leq N^{1-\varepsilon} \), and \( p_{kk}(t) \) is defined with respect to \( I \).

**Proof.** The claim is immediate from (3.7) by considering the particle configurations \( \xi \) with \( n \) particles at site \( k \). Then \( f_s(\xi) \) is exactly the moment in (3.52), up to rescaling. \( \Box \)

### 4. Decorrelation Estimate

Before giving the proof of Lemma 3.2, we need to introduce a few important tools. First, we state the dynamics of the resolvent entries given in [9].

**Lemma 4.1 ([9, Lemma 3.11]).** Recall that \( (\lambda(s), u^s) \) was defined as the solution to the system (2.6) and (2.7).

For any \( z \) such that \( \text{Im } z \neq 0 \), if one defines
\[\bar{G}^s = e^{-s/2}G^s,\] (4.1)
then we have for any \( \alpha, \beta \in [1, N] \) that
\[
d(q_\alpha, \bar{G}^s(z) q_\beta) = \left( s(z) + \frac{z}{2} \right) \partial_z (q_\alpha, \bar{G}^s(z) q_\beta) ds - \frac{1}{\sqrt{N}} \sum_{k, \ell=1}^N \frac{\langle q_{\alpha k}, u^s_{k \ell} \rangle \langle q_{\beta \ell}, u^s_{\ell k} \rangle}{(\lambda_k - z)(\lambda_\ell - z)} d\lambda_{k,\ell}.
\] (4.2)

We make the time change in (4.1) to connect the dynamics of \( \bar{G}^s \) with the following stochastic advection equation, which first appeared in [13]. The proof is a straightforward computation and therefore omitted.

**Lemma 4.2.** Let the characteristic \( z_s \) be defined as
\[z_s = \frac{1}{2} \left( e^{s/2}(1 + \sqrt{z^2 - 4}) + e^{-s/2}(z - \sqrt{z^2 - 4}) \right).\] (4.3)
Then for any function \( h_0 \in C^\infty(\mathbb{H}) \), we have
\[
\partial_s h_s(z) = \left( m_{sc}(z) \pm \frac{z}{2} \right) \partial_z h_s(z) \quad \text{with} \quad h_s(z) = h_0(z_s)
\] (4.4)
for all \( z \in \mathbb{H} \).
We will use this equation to relate the resolvent at time $s$ with itself at time $0$, in order to decorrelate the resolvent from the eigenvectors in (3.6). This reduces the problem to one of eigenvector decorrelation for eigenvector entries with distinct indices. For this, we begin by introducing a new family of eigenvector moment observables.

**Definition 4.3.** Let $\alpha_1, \alpha_2, \beta_1, \beta_2 \in [1, N]$ be a set of pairwise distinct indices and let $j, k \in [1, N]$ such that $j \neq k$. Write $u_k = u_k^\ast$. We define averaged moment observables by

$$g_s(k, k) = \frac{N^2}{3} \mathbb{E} \left[ \langle q_{\alpha_1}, u_k \rangle \langle q_{\beta_1}, u_k \rangle \langle q_{\alpha_2}, u_k \rangle \langle q_{\beta_2}, u_k \rangle | H_0, \lambda \right]$$

(4.5)

and

$$g_s(j, k) = \frac{N^2}{6} \mathbb{E} \left[ Z | H_0, \lambda \right],$$

(4.6)

where $Z$ is the symmetrized four-point function given by

$$Z = \langle q_{\alpha_1}, u_j \rangle \langle q_{\beta_1}, u_j \rangle \langle q_{\alpha_2}, u_k \rangle \langle q_{\beta_2}, u_k \rangle + \langle q_{\alpha_1}, u_j \rangle \langle q_{\beta_1}, u_k \rangle \langle q_{\alpha_2}, u_j \rangle \langle q_{\beta_2}, u_k \rangle$$

+ $\langle q_{\alpha_1}, u_j \rangle \langle q_{\beta_1}, u_k \rangle \langle q_{\alpha_2}, u_j \rangle \langle q_{\beta_2}, u_j \rangle$ + $\langle q_{\alpha_1}, u_k \rangle \langle q_{\beta_1}, u_j \rangle \langle q_{\alpha_2}, u_k \rangle \langle q_{\beta_2}, u_j \rangle.$

(4.7)

(4.8)

(4.9)

We omit the dependence on $q_{\alpha_1}, q_{\alpha_2}, q_{\beta_1}, q_{\beta_2}$ in the notation of $g_s(j, k)$.

**Remark 4.4.** These moment observables generalize the original ones introduced in [15], which treated the case $\alpha_1 = \alpha_2 = \beta_1 = \beta_2$. Though they now involve different entries of different eigenvectors, due to the symmetrization they still satisfy a parabolic equation. While we only need this four moment observable for our main results, an extension to higher moments is possible. The details are provided in Appendix B.

**Lemma 4.5.** Suppose that $(\lambda(s), u^s)$ is the solution to the Dyson vector flow (2.7). Then $g_s$ given by Definition 4.3 satisfies the equation

$$\partial_s g_s(j, k) = \sum_{\ell \neq k} \zeta^{(j, k)}_\ell (1 + 2 \zeta^{(j, k)}_\ell) \frac{g_s(j, \ell) - g_s(j, k)}{N(\lambda_\ell - \lambda_k)^2} + \sum_{\ell \neq j} \zeta^{(j, k)}_\ell (1 + 2 \zeta^{(j, k)}_\ell) \frac{g_s(\ell, k) - g_s(j, k)}{N(\lambda_\ell - \lambda_j)^2},$$

(4.10)

where we define, for $j \neq k$,

$$\zeta^{(j, k)}_\ell = 0 \quad \text{if} \quad \ell \neq j, \quad \zeta^{(j, k)}_j = \zeta^{(j, k)}_k = 1, \quad \zeta^{(j, j)}_\ell = 0 \quad \text{if} \quad \ell \neq j, \quad \text{and} \quad \zeta^{(j, j)}_j = 1.$$

(4.11)

We will later drop the superscript $(j, k)$ for ease of notation.

**Proof.** For any $k \in [1, N]$, we have by Itô’s lemma and (2.7) that

$$d \left( \langle q_{\alpha}, u_k \rangle \langle q_{\beta}, u_k \rangle \right) = \sum_{\ell \neq k} \frac{\langle q_{\alpha}, u_k \rangle \langle q_{\beta}, u_\ell \rangle - \langle q_{\alpha}, u_\ell \rangle \langle q_{\beta}, u_k \rangle}{N(\lambda_k - \lambda_\ell)^2}$$

(4.12)

+ $\frac{1}{\sqrt{N}} \sum_{\ell \neq k} dB_{k\ell} \left( \langle q_{\alpha}, u_k \rangle \langle q_{\beta}, u_\ell \rangle + \langle q_{\beta}, u_\ell \rangle \langle q_{\alpha}, u_k \rangle \right).$

(4.13)

It is then straightforward to derive (4.10) from (4.12) and Itô’s lemma by writing the product of four eigenvector entries as the product of two pairs of entries. \qed

Because this observable follows a parabolic equation, we can obtain a quantitative bound on it using the maximum principle. The following proposition shows decorrelation of different entries of eigenvectors up to symmetrization. In particular, if $j = k$ we obtain a bound on the joint moment of distinct entries of the same eigenvector.
Proposition 4.6. Fix $\omega, \varepsilon > 0$, $a \in (0, 1/3)$, and an initial condition $H_0$. Let $I \subset [1, N]$ be such that $N^\varepsilon \leq |I| \leq N^{1-\varepsilon}$ and set $s = N^{-1/3+a}$. There exists an event $A_2(\varepsilon, \omega, \mathbf{q}, I) \subset A_3(\omega, I)$ with $\mathbb{P}(A_2(\varepsilon, \omega, \mathbf{q}, I)) \geq 1 - N^{-D}$ such that the following holds for all eigenvalue paths $\lambda \in A_2(\varepsilon, \omega, \mathbf{q}, I)$. There exists $C(a, \delta, \varepsilon, \omega) > 0$ such that

$$\sup_{j,k} |g_s(j, k)| \leq \frac{CN^{5\omega}}{N^{s^{3/2}}}. \quad (4.14)$$

Proof. Let $(j_m, k_m)$ be a pair of indices such that

$$g_s(j_m, k_m) = \max_{j,k \in [1,N]} g_s(j, k) \quad (4.15)$$

Note that this maximum is not necessarily unique; in this case we pick one arbitrarily under the constraint that $(j_m(s), k_m(s))$ remains piecewise constant in $s$. From Lemma 4.5, we have

$$\partial_s g_s(j_m, k_m) = \sum_{\ell \neq k_m} \zeta_m (1 + 2\zeta_\ell) \frac{g_s(j_m, \ell) - g_s(j_m, k_m)}{N(\lambda_\ell - \lambda_{k_m})^2} + \sum_{\ell \neq j_m} \zeta_m (1 + 2\zeta_\ell) \frac{g_s(\ell, k_m) - g_s(j_m, k_m)}{N(\lambda_\ell - \lambda_{j_m})^2}. \quad (4.16)$$

The two sums in (4.16) are bounded in the same way, so we give details for the first sum only. Note that by definition of $(j_m, k_m)$ we have $g_s(j_m, \ell) - g_s(j_m, k_m) < 0$. Let $\eta > 0$, so that

$$\sum_{\ell \neq k_m} \zeta_m (1 + 2\zeta_\ell) \frac{g_s(j_m, \ell) - g_s(j_m, k_m)}{N(\lambda_\ell - \lambda_{k_m})^2} \leq \frac{1}{\eta} \left( \sum_{\ell \neq k_m} \frac{\eta g_s(j_m, k_m)}{N((\lambda_\ell - \lambda_{k_m})^2 + \eta^2)} + \sum_{\ell \neq k_m} \frac{\eta g_s(j_m, \ell)}{N((\lambda_\ell - \lambda_{k_m})^2 + \eta^2)} \right). \quad (4.17)$$

If we denote $z_k = \lambda_{k_m} + i\eta$, the first sum becomes

$$\sum_{\ell \neq k_m} \frac{g_s(j_m, k_m)\eta}{N((\lambda_\ell - \lambda_{k_m})^2 + \eta^2)} = \frac{g_s(j_m, k_m)}{N} \text{Im} \sum_{\ell = 1}^{N} \frac{1}{\lambda_\ell - z_{k_m}} + \mathcal{O}\left( \frac{g_s(j_m, k_m)}{N\eta} \right) \quad (4.18)$$

$$= \text{Im} \frac{m_{sc}(z_{k_m})}{s} g_s(j_m, k_m) + \mathcal{O}\left( \frac{N^{\omega} g_s(j_m, k_m)}{N\eta} \right), \quad (4.19)$$

where we used the local law (2.12).

For the second sum in (4.17), we first note that

$$\sum_{\ell \neq j_m, k_m} \frac{\eta g_s(j_m, \ell)}{N((\lambda_\ell - \lambda_{k_m})^2 + \eta^2)} = \text{Im} \sum_{\ell \neq j_m, k_m} \frac{g_s(j_m, \ell)}{N(\lambda_\ell - z_{k_m})} + \mathcal{O}\left( \frac{g_s(j_m, \ell)}{N\eta} \right). \quad (4.20)$$

Considering the term $\mathbb{E}\left[ N^2 \langle \mathbf{q}_{\alpha_1}, \mathbf{u}_{j_m} \rangle \langle \mathbf{q}_{\beta_1}, \mathbf{u}_{j_m} \rangle \langle \mathbf{q}_{\alpha_2}, \mathbf{u}_{\ell} \rangle \langle \mathbf{q}_{\beta_2}, \mathbf{u}_{\ell} \rangle | H_0, \lambda \rangle \right]$ in the definition of $g_s(j_m, \ell)$, we bound, using the conditioning on $\lambda$,

$$\mathbb{E}\left[ N \langle \mathbf{q}_{\alpha_1}, \mathbf{u}_{j_m} \rangle \langle \mathbf{q}_{\beta_1}, \mathbf{u}_{j_m} \rangle \text{Im} \sum_{\ell \neq j_m, k_m} \frac{\langle \mathbf{q}_{\alpha_2}, \mathbf{u}_{\ell} \rangle \langle \mathbf{q}_{\beta_2}, \mathbf{u}_{\ell} \rangle}{\lambda_\ell - z_{k_m}} | H_0, \lambda \rangle \right] = \mathbb{E}\left[ N \langle \mathbf{q}_{\alpha_1}, \mathbf{u}_{j_m} \rangle \langle \mathbf{q}_{\beta_1}, \mathbf{u}_{j_m} \rangle \text{Im} \langle \mathbf{q}_{\alpha_2}, G^*(z_{k_m}) \mathbf{q}_{\beta_2} \rangle | H_0, \lambda \rangle + \mathcal{O}\left( \frac{g_s(j_m, j_m) + g_s(j_m, k_m)}{N\eta} \right) \right]. \quad (4.21)$$

In order to bound the last expectation, we use the dynamics of the resolvent given in (4.2). By Duhamel’s formula we have

$$\tilde{G}_{\alpha_\beta}(z) - \tilde{G}_{\alpha_\beta}^0(z_s) = -\int_0^s d\tilde{G}_{\alpha_\beta}(\tau)(z_{s_\tau}) = \frac{1}{\sqrt{N}} \sum_{p=1}^{N} \int_0^s \langle \mathbf{q}_{\alpha_1}, \mathbf{u}_{p_\tau}^- \rangle \langle \mathbf{q}_{\beta_1}, \mathbf{u}_{p_\tau}^- \rangle dB_{pq}(\tau) \left( \frac{1}{\lambda(\tau) - z_{s_\tau}} + \mathcal{O}\left( \frac{N^{\omega}}{N\eta} \right) \right) \quad (4.22)$$
from the equation (4.2) with \( \tilde{G}_{\alpha \beta}(z) = e^{-s/2}G_{\alpha \beta}(z) \), where we used (4.4) to bound the drift term.

Now we observe that in (4.21), we condition over the trajectory \( \lambda \), which consists in conditioning over the Brownian paths \( ((B_{kk}(\tau))_{\tau \in [0,1]}|_{k \in [1,N]}) \). However, the eigenvector dynamics is only driven by the off-diagonal \( (B_{kk})_{k \neq \ell} \), so that when introducing the sum over the stochastic integrals above, only the diagonal terms have nonzero expectation. Thus

\[
E \left[ N(q_{\alpha_1}, u_{j_m}) \langle q_{\beta_1}, u_{j_m} \rangle \right] = e^{s/2} \left[ E \left[ N(q_{\alpha_1}, u_{j_m}) \langle q_{\beta_1}, u_{j_m} \rangle \right] \right] \tag{4.23}
\]

\[
eq e^{s/2} E \left[ N(q_{\alpha_1}, u_{j_m}) \langle q_{\beta_1}, u_{j_m} \rangle \right] \left( \frac{N}{N \eta} \right) \tag{4.24}
\]

\[
eq e^{s/2} E \left[ N(q_{\alpha_1}, u_{j_m}) \langle q_{\beta_1}, u_{j_m} \rangle \right] \left( \frac{N^{2\omega}}{N \eta^2} \right). \tag{4.25}
\]

For the second term in the equation above, we use the Burkholder–Gundy–Davis inequality to see that the quadratic variation is bounded by

\[
\sum_{p=1}^{N} \int_{0}^{s} \left( \frac{\langle q_{\alpha_2}, u_{p}^{\tau} \rangle \langle q_{\beta_2}, u_{p}^{\tau} \rangle}{(\lambda(\tau) - (z_{m-})_{s-})^2} \right) d B_{pp}(\tau) = O \left( \frac{N^{2\omega}}{N \eta^2} \right). \tag{4.26}
\]

where we also used the eigenvector delocalization (2.13) and the fact that the imaginary part of a characteristic (4.3) is increasing in \( s \) so that \( \text{Im}(z_{m-}) \geq \eta \). Using this bound, we are able to control the martingale term since we have that for any \( D > 0 \),

\[
P \left( \sup_{s \in [0,1]} \left| \sum_{p=1}^{N} \int_{0}^{s} \left( \frac{\langle q_{\alpha_2}, u_{p}^{\tau} \rangle \langle q_{\beta_2}, u_{p}^{\tau} \rangle}{(\lambda(\tau) - (z_{m-})_{s-})^2} \right) d B_{pp}(\tau) \right| \leq \frac{\sqrt{s} N^{3\omega}}{\sqrt{N \eta^2}} \right) \geq 1 - N^{-D}. \tag{4.27}
\]

We now define, \( A_{2}(\varepsilon, \omega, q, I) \) to be the intersection of \( A_{1}(\omega, I) \) and the set of paths such that the inequality above holds for all choices of \( \alpha_2, \beta_2 \in I \). Using this bound in (4.21), we have

\[
e^{s/2} E \left[ \langle q_{\alpha_1}, u_{j_m} \rangle \langle q_{\beta_1}, u_{j_m} \rangle \right] \left( \frac{N}{N \eta} \right) \tag{4.28}
\]

\[
e^{s/2} E \left[ N(q_{\alpha_1}, u_{j_m}) \langle q_{\beta_1}, u_{j_m} \rangle \right] \left( \frac{N^{2\omega}}{N \eta} \right). \tag{4.29}
\]

Here we used the entrywise local law (2.12) and the bound [9, (3.12)], which states that

\[
E \left[ N(q_{\alpha_1}, u_{j_m}) \langle q_{\beta_1}, u_{j_m} \rangle \right] = O \left( \frac{N^{\omega}}{\sqrt{N \eta \text{Im}(z_{m-})}} \right). \tag{4.30}
\]

Combining the previous estimates, we obtain a bound for \( E \left[ N^2(q_{\alpha_1}, u_{j_m}) \langle q_{\beta_1}, u_{j_m} \rangle \langle q_{\alpha_2}, u_{l} \rangle \langle q_{\beta_2}, u_{l} \rangle \right] \) in \( g_s(j_m, \ell) \). The other terms in \( g_s(j_m, \ell) \) are bounded the same way. Now we use this bound on \( g_s(j_m, \ell) \) in (4.17) together with the bound (4.18) to control the first term of (4.16). The second term of (4.16) may be bounded similarly, and we obtain

\[
\partial_s g_s(j_m, k_m) \leq - \frac{C}{\eta} \left( \left( \text{Im}(z_{m(*)}) + \text{Im}(z_{m(*)}) \right) g_s(j_m, k_m) \right) \tag{4.31}
\]

\[
+ O \left( \frac{N^{3\omega}}{N \eta} + \sqrt{s} N^{3\omega} \frac{N^{2\omega}}{N \eta^2} \right) + \frac{N^{2\omega}}{N \eta \sqrt{\text{Im}(z_{m(*)})}} + \frac{N^{2\omega}}{N \eta \sqrt{\text{Im}(z_{m(*)})}}. \tag{4.32}
\]
Here, we used eigenvector delocalization (2.13) to control the $g_s$ observables in the error terms of the previously mentioned estimates.

Recall the bounds $c\sqrt{\eta} \leq \text{Im} \, m_{sc}(z_{j,m}) \leq C$, and set $\eta = N^{-2\omega} s^2$, so that

$$\left(\frac{\text{Im} \, m_{sc}(z_{j,m}) + \text{Im} \, m_{sc}(z_{j,m})}{\eta}\right)^s \geq cN^\omega \cdot (4.33)$$

We obtain

$$g_s(j_m, k_m) = O\left(\frac{N^{3\omega}}{N} + \frac{\sqrt{\eta} N^{3\omega}}{N\eta} + \frac{N^{3\omega}}{N\eta^{1/4}} + e^{-cN^\omega}\right) \cdot (4.34)$$

The second error term is the largest term, and we obtain an upper bound on the maximizer $g_s(j_m, k_m)$. The same proof can be done with the minimizer instead of the maximizer to get a bound on the absolute value by reversing all inequalities. This completes the proof.

The next step of our strategy is to relax the symmetrization assumption. Indeed, while we get quantitative decorrelation bounds on symmetrized eigenvector moments, they are not enough to bound one of the joint moments, say $\mathbb{E} \left[ N^2(q_{\alpha_1}, u_j)(q_{\alpha_2}, u_j)(q_{\beta_1}, u_k)(q_{\beta_2}, u_k) \right]$, by itself. We now introduce another set of moment observables which also follows a form of the eigenvector moment flow.

**Definition 4.7.** Let $\alpha_1, \beta_1, \alpha_2, \beta_2 \in [1, N]$ be a family of pairwise distinct indices, let $j, k \in [1, N]$ be such that $j \neq k$, and write $u_k = u_k^\dagger$. We define the observables

$$h_s(j, k) = h_s(k, j) = \frac{N^2}{2} \mathbb{E} \left[ Y|H_0, \lambda \right] - g_s(j, k) \cdot (4.35)$$

with

$$Y = (q_{\alpha_1}, u_j)(q_{\beta_1}, u_j)(q_{\alpha_2}, u_k)(q_{\beta_2}, u_k) + (q_{\alpha_1}, u_k)(q_{\beta_1}, u_k)(q_{\alpha_2}, u_j)(q_{\beta_2}, u_j), \cdot (4.36)$$

and set

$$h_s(j, j) = 0. \cdot (4.37)$$

The dynamics for $h_s$ is given by the following lemma, which resembles the Fermionic eigenvector moment flow of [9]. Its proof is similar to that of Lemma 4.5, so we omit it.

**Lemma 4.8.** Suppose that $u^\dagger$ is the solution to the Dyson vector flow (2.7) and $h_s$ is given by 4.7 then it satisfies the equation

$$\partial_s h_s(j, k) = \sum_{\ell \neq j, k} \frac{h_s(\ell, k) - h_s(j, k)}{N(\lambda_j - \lambda_\ell)^2} + \sum_{\ell \neq j, k} \frac{h_s(j, \ell) - h_s(j, k)}{N(\lambda_k - \lambda_\ell)^2}. \cdot (4.38)$$

Since we obtain a parabolic equation, we are able again to use a maximum principle to get quantitative bounds on $h_s(j, k)$ and thus to transfer our bounds on the average over six symmetrized moments to the average over only two moments. This quantitative estimate is given in the following proposition. We omit the proof, since it is similar to the proof of Proposition 4.6.

**Proposition 4.9.** Fix $\omega, \varepsilon > 0$, $a \in (0, 1/3)$, and an initial condition $H_0$. Let $I \subset [1, N]$ be such that $N^\varepsilon \leq |I| \leq N^{1-\varepsilon}$ and set $s = N^{-1/3 + a}$. Then the following holds for all eigenvalue paths $\lambda \in \mathcal{A}_2(\omega, \varepsilon, q, I)$, where $\mathcal{A}_2$ is the set from Proposition 4.6. There exists $C(a, \delta, \varepsilon) > 0$ such that

$$\sup_{j,k} |h_s(j, k)| \leq \frac{CN^{5\omega}}{N^{3\omega/2}}. \cdot (4.39)$$

We now have all the tools to prove Lemma 3.2.
Proof of Lemma 3.2. We start by using the resolvent dynamics to relate the resolvent at time $s$ to the resolvent at time 0 as in the proof of Proposition 4.6. Indeed, $Q_s$ is an observable depending only on the eigenvector dynamics, and the same reasoning holds, so we obtain

$$
E \left[ \sum_{\alpha \neq \beta \in I} \langle q_\alpha, u_k \rangle \langle q_\beta, u_j \rangle \Im \langle q_\alpha, G^0(z_s) q_\beta \rangle Q_s \bigg| \lambda \right] = e^{s/2} E \left[ \sum_{\alpha \neq \beta} \langle q_\alpha, u_k \rangle \langle q_\beta, u_j \rangle \Im \langle q_\alpha, G^0(z_s) q_\beta \rangle Q_s \bigg| \lambda \right] \\
+ \mathcal{O} \left( \frac{N^{(n+2)\omega} |I|^2 \Psi^n(z)}{N^2 \eta} \right). \tag{4.40}
$$

The estimate is similar to (4.23); the only difference comes from bounding $Q_s = \mathcal{O} \left( N^{(n-2)\omega} \Psi^n(z) \right)$ by (2.14).

To bound the term on the right side of (4.40), we use the conditional Cauchy–Schwarz inequality to get

$$
E \left[ \sum_{\alpha \neq \beta} \langle q_\alpha, u_k \rangle \langle q_\beta, u_j \rangle \Im \langle q_\alpha, G^0(z_s) q_\beta \rangle P_s(G) \bigg| \lambda \right] \\
\leq \sqrt{E \left[ \sum_{\alpha \neq \beta; \alpha \neq \beta \neq \beta \in I} \langle q_{\alpha_1}, u_k \rangle \langle q_{\beta_1}, u_j \rangle \langle q_{\alpha_2}, u_k \rangle \langle q_{\beta_2}, u_j \rangle \Im \langle q_{\alpha_1}, G^0(z_s) q_{\beta_1} \rangle \Im \langle q_{\alpha_2}, G^0(z_s) q_{\beta_2} \rangle \bigg| \lambda \right] E \left[ P_s(G)^2 \bigg| \lambda \right]. \tag{4.42}
$$

The second expectation in the square root can be bounded by $Q_s^2 = \mathcal{O} \left( N^{2n\omega} \Psi^{2n}(z) \right)$ using (2.14). For the first expectation we begin by noting that if two indices are equal, say $\alpha_1 = \alpha_2$, then we can bound directly using delocalization and entrywise local law. Using that the imaginary part of $z_s$ is increasing in $s$ we obtain

$$
E \left[ \sum_{\alpha \neq \beta; \alpha \neq \beta \neq \beta \in I} \langle q_\alpha, u_k \rangle \langle q_\beta, u_j \rangle \langle q_\alpha, u_k \rangle \langle q_\beta, u_j \rangle \Im \langle q_\alpha, G^0(z_s) q_\beta \rangle \Im \langle q_\alpha, G^0(z_s) q_\beta \rangle \bigg| \lambda \right] = \mathcal{O} \left( \frac{|I|^3 N^{4\omega}}{N^3 \eta} \right). \tag{4.43}
$$

It is clear that we get an even better bound if more than 2 indices are equal. Thus, it remains to bound the sum over 4 pairwise distinct indices; we denote by $\sum^*$ the sum over such indices. We now use that our resolvent depends only on the initial data $H_0$ to write

$$
E \left[ \sum_{\alpha_1, \beta_1, \alpha_2, \beta_2 \in I} \langle q_{\alpha_1}, u_k \rangle \langle q_{\beta_1}, u_j \rangle \langle q_{\alpha_2}, u_k \rangle \langle q_{\beta_2}, u_j \rangle \Im \langle q_{\alpha_1}, G^0(z_s) q_{\beta_1} \rangle \Im \langle q_{\alpha_2}, G^0(z_s) q_{\beta_2} \rangle \bigg| \lambda \right] = E \left[ \sum_{\alpha_1, \beta_1, \alpha_2, \beta_2 \in I} \Im \langle q_{\alpha_1}, G^0(z_s) q_{\beta_1} \rangle \Im \langle q_{\alpha_2}, G^0(z_s) q_{\beta_2} \rangle \bigg| H_0, \lambda \right]. \tag{4.44}
$$

Since the resolvent matrix is symmetric, $G_{\alpha_1, \beta_1} = G_{\beta_1, \alpha_1}$, we can symmetrize the sum and obtain

$$
E \left[ \sum_{\alpha_1, \beta_1, \alpha_2, \beta_2 \in I} \Im \langle q_{\alpha_1}, u_k \rangle \langle q_{\beta_1}, u_j \rangle \langle q_{\alpha_2}, u_k \rangle \langle q_{\beta_2}, u_j \rangle \bigg| H_0, \lambda \right] \Im \langle q_{\alpha_1}, G^0(z_s) q_{\beta_1} \rangle \Im \langle q_{\alpha_2}, G^0(z_s) q_{\beta_2} \rangle \bigg| \lambda \right] = E \left[ \frac{1}{2} \sum_{\alpha_1, \beta_1, \alpha_2, \beta_2 \in I} \frac{2}{N^2} (h_s(j, k) + g_s(j, k)) \Im \langle q_{\alpha_1}, G^0(z_s) q_{\beta_1} \rangle \Im \langle q_{\alpha_2}, G^0(z_s) q_{\beta_2} \rangle \bigg| \lambda \right] = \mathcal{O} \left( \frac{|I|^4 N^\omega}{N^4 \eta} \right). \tag{4.45}
$$
where we used Propositions 4.6 and 4.9 and the entrywise local law (2.12). Putting all these estimates together, we obtain

\[
\mathbb{E} \left[ \sum_{\alpha \neq \beta \in I} \langle \mathbf{q}_\alpha, \mathbf{u}_k \rangle \langle \mathbf{q}_\beta, \mathbf{u}_j \rangle \text{Im}(\mathbf{q}_\alpha, G^s(z)\mathbf{q}_\beta)Q_s | \lambda \right] \\
= O \left( N^{\eta \alpha} \Psi^\alpha(z) \left( \frac{|I|^2}{N^2} \left( \frac{1}{\eta} + \frac{\sqrt{s}}{\eta^2} + \frac{N^{2\omega}}{s^{3/4}\sqrt{\eta}} \right) \right) \right). \tag{4.46}
\]

This proves the lemma. \qed

5. Regularized Observable

This section and the next are devoted to the proof of Theorem 1.4. Before entering into details, we give an outline of the argument.

We proceed by induction using the following induction hypothesis, where we recall that the quantities \( p_{k\ell} \) were defined in (2.9). For the purpose of this outline, we state a slightly simplified version. The precise definition is given below as Definition 5.9.

- Let \( H \) be a generalized Wigner matrix. Fix \( a \geq 0 \) and a family of orthogonal vectors \( \mathbf{q} = (\mathbf{q}_\alpha)_{\alpha \in [1,N]} \) in \( \mathbb{S}^{N-1} \). The induction hypothesis holds with parameter \( \tau \) if for every \( D > 0 \), there exists \( C(\tau, a, D) > 0 \) such that

\[
\sup_{k, \ell \in [1,N]} \sup_{I_N \subset [1,N]} \mathbb{P} \left( |p_{k\ell}(I_N)| \geq N^a \frac{\sqrt{|I_N|}}{N} \right) \leq C N^{-D}. \tag{5.1}
\]

Let \( a > 0 \) and \( \mathbf{q} \) be fixed, and suppose the induction hypothesis holds with parameter \( \tau \). We will show as a consequence that there exists \( s(\omega) > 0 \) such that the induction hypothesis holds for the parameter \( \tau + s \). In short, this means that a joint QUE–QWM bound for sets of size \(|I_N| \leq N^\tau \) implies the same bound for set of size \(|I_N| \leq N^{\tau + s} \). Since the base case \( \tau = 0 \) holds by the delocalization estimate (2.13), it suffices to complete this induction step to show that this estimate applies to all \(|I_N| \leq N \), proving Theorem 1.4.

We begin with a preliminary technical obstacle noted in the introduction: the observables in Theorem 1.4 are not regular with respect to the matrix entries. We introduce in this section the regularized observable \( v(k, \ell, I) \), defined below in (5.13), which serves as a smoothed substitute for the overlap between the \( k \)th and \( \ell \)th eigenvector appearing in Theorem 1.4 (or the centered self-overlap when \( k = \ell \)). It has the property that

\[
\left( \frac{N}{\sqrt{T}} p_{k\ell}(I) \right)^2 \lesssim v(k, \ell, I) \tag{5.2}
\]

and

\[
v(k, \ell, I) \lesssim \sum_{(i,j) \in \mathcal{W}} \left( \frac{N}{\sqrt{T}} p_{ij}(I) \right)^2 \tag{5.3}
\]

for a set of index pairs \( \mathcal{W} \) containing \((k, \ell)\), which satisfies \(|\mathcal{W}| \leq N^\kappa \) for arbitrary \( \kappa > 0 \). Equation (5.2) shows that it is enough to prove Theorem 1.4 for the regularizations \( v(k, \ell, I) \), and (5.3), together with (2.14), shows that the desired ergodicity and mixing bounds for \( v(k, \ell, I) \) hold for matrices with large Gaussian noise. Hence, it remains to remove the hypothesis of Gaussian noise and show these bounds on \( v(k, \ell, I) \) hold for all generalized Wigner matrices.

We use the four-moment method to remove this hypothesis. As mentioned in the introduction, given a generalized Wigner matrix \( H \) and a time \( t \ll 1 \), we can find a generalized Wigner matrix \( X \) such that the first three moments of the entries of \( X_t \) match those of \( H \), with error \( O(N^{-2}t) \) in the fourth moment. If the
first five derivatives of \(v(k, \ell, I)\) satisfy good bounds, then by exchanging the entries of \(H\) and \(X_t\) one at a time using Taylor expansion to fifth order, we can transfer the aforementioned bound on \(v(k, \ell, I)\) for \(X_t\) to \(H\) by comparing moments. Since \(O(N^2)\) elements need to be exchanged, with each exchange accumulating error \(O(N^{-2})\) multiplied by the derivative, it is necessary that the derivatives are \(o(t)\) for this to work.

However, we observe that to obtain the bound in (5.1), the time in (2.14) degenerates to one as \(a\) tends to zero. Therefore, we require precise estimates on the derivatives to ensure they are \(o(t)\). Obtaining these derivative estimates is the main idea behind the induction step. Assuming the induction hypothesis on sets \(I_N\) with \(|I_N| \leq N^r\), we show that the derivatives of \(v(k, \ell, I)\) for \(|I_N| \leq N^{r+s}\) satisfy
\[
\|\partial_{ab}^k v(k, \ell, I)\| \lesssim N^{2(a+s)}
\]
for \(j \in [1, 5]\), where \(\partial_{ab}\) denotes the derivative with respect to the \((a, b)\) entry. We will see that if \(s\) is chosen small enough relative to \(a\), then the derivatives are \(o(t)\), and therefore the four moment method implies the moments of \(v(k, \ell, I)\) can be controlled when \(|I_N| \leq N^{r+s}\). As mentioned previously, this is enough to complete the induction step and hence prove Theorem 1.4.

In this section, we construct the regularized observables \(v(k, \ell, I)\) and establish their basic properties. The estimates (5.2) and (5.3) are proved in Lemma 5.14 and Corollary 5.13, and the derivatives of \(v(k, \ell, I)\) are controlled in Lemma 5.19. In the next section, Section 6, we give the four moment matching argument in Lemma 6.1 and prove Theorem 1.4.

5.1. Regularized eigenvalues. We begin by recalling a result on the regularization of eigenvalues from [10].

**Definition 5.1.** For any \(w \in [0, 1]\), \(M = (m_{ij})_{1 \leq i, j \leq N} \in \text{Mat}_N\), and indices \(a, b \in [1, N]\), we define \(\Theta^{(a, b)}_w M \in \text{Mat}_N\) as follows. Let \(\Theta^{(a, b)}_w M\) be the \(N \times N\) matrix whose \((i, j)\) entry is equal to \(m_{ij}\) if \((i, j) \notin \{(a, b), (b, a)\}\). If \((i, j) \in \{(a, b), (b, a)\}\), then set the \((i, j)\) entry equal to \(w m_{a,b} = w m_{b,a}\). We also set \(\Theta^{(a, b)}_w G = (\Theta^{(a, b)}_w M - z)^{-1}\).

For \(k \in [1, N]\), we set \(\hat{k} = \min(k, N + 1 - k)\).

**Proposition 5.2** ([10, Proposition 4.1]). Fix \(D, \delta, \varepsilon > 0\). For all \(i \in [1, N]\), there exist functions \(\hat{\lambda}_{i, \delta, \varepsilon} : \text{Mat}_N \to \mathbb{R}\) such that the following holds, where we write \(\hat{\lambda}_i = \hat{\lambda}_{i, \delta, \varepsilon}\). For any generalized Wigner matrix \(H\), there exists an event \(\mathcal{A} = \mathcal{A}(\delta, \varepsilon)\) such that for all \(j \in [1, 5]\) and \(a, b, c, d \in [1, N]\),
\[
1_{\mathcal{A}} \left| \hat{\lambda}_i(H) - \lambda_i(H) \right| \leq \frac{N^{\varepsilon}}{N^{2/3 + \delta/3}} \sup_{0 \leq w \leq 1} 1_{\mathcal{A}} \left| \partial_{ab}^j \hat{\lambda}_i(\Theta^{(c, d)}_w H) \right| \leq \frac{N^{j(\varepsilon + \delta)}}{N^{2/3}}
\]
and
\[
P(\mathcal{A}^c) \leq C_1 N^{-D},
\]
for some constant \(C_1(D, \delta, \varepsilon) > 0\). Further, there exists \(C > 0\) such that
\[
\sup_{0 \leq w \leq 1} \left| \partial_{ab}^j \hat{\lambda}_i(\Theta^{(c, d)}_w H) \right| \leq CN^{Cj}.
\]

**Remark 5.3.** We note that [10, Proposition 4.1] had stronger error estimates and was stated for random matrices whose entry distributions have subexponential decay. It is routine to see that the same proof gives the previous proposition under the finite moment assumption (1.4). The same remark holds for Lemma 5.6 below.

5.2. Construction of regularized observable. Given Proposition 5.2, we can now state the definition of our regularized observable. For any \(i \in [1, N]\), \(x \in \mathbb{R}\) and \(\delta_2 > 0\), we define intervals
\[
I_{\delta_2}(x) = \left[ x - \frac{N^{-\delta_2}}{N^{2/3}}, x + \frac{N^{-\delta_2}}{N^{2/3}} \right], \quad \tilde{I}_{\delta_2}(x) = \left[ x - \frac{N^{-\delta_2}}{2N^{2/3}}, x + \frac{N^{-\delta_2}}{2N^{2/3}} \right].
\]
When considering intervals \( I_{s_k}(\lambda_m) \) or \( \hat{I}_{s_k}(\lambda_m) \) centered at some eigenvalue \( \lambda_m \), we always set \( i = m \) in their definitions. For any interval \( I \subset \mathbb{R} \), we denote the function that counts the eigenvalues \( \lambda \) of a given matrix in \( I \) by
\[
N_\lambda(I) = |\{i \in [1,N] \mid \lambda_i \in I\}| .
\] (5.8)

**Definition 5.4.** Suppose \( M \in \text{Mat}_N \) and fix \( \delta_1, \epsilon_1, \delta_2, \epsilon_2 > 0 \). Let \( I_N \subset [1,N] \) be a deterministic subset and \( q = (q_\alpha)_{\alpha \in I} \) be an orthogonal family of vectors in \( \mathbb{S}^{N-1} \). Let \( \tilde{\lambda}_i = \tilde{\lambda}_{i,\delta_1,\epsilon_1}(M) \) denote the regularized eigenvalues of Proposition 5.2. Let \( G = (M - z)^{-1} \) and set
\[
Z(z_1, z_2) = Z(M, q, z_1, z_2) = \frac{1}{|I_N|} \sum_{\alpha, \beta \in I_N} \text{Im}(q_\alpha, G(z_1)q_\beta) \text{Im}(q_\alpha, G(z_2)q_\beta) - 2N^{-1} \sum_{\alpha \in I_N} \langle q_\alpha, \text{Im}G(z_1) \rangle \text{Im}(G(z_2)q_\alpha) + N^{-2}|I_N| \text{Tr} \text{Im}G(z_1) \text{Im}G(z_2),
\] (5.9)
\[
\text{where } z_1, z_2 \in \mathbb{C} \setminus \mathbb{R} .
\]

Given \( k, \ell \in [1,N] \) and \( E_1, E_2 \in \mathbb{R} \), set
\[
\eta_k = \frac{N^{-\epsilon_2}}{N^{2/3}k^{1/3}}, \quad \eta_\ell = \frac{N^{-\epsilon_2}}{N^{2/3}\ell^{1/3}},
\] (5.12)
and define the regularized observable
\[
v(k, \ell) = \frac{N^2}{\pi^2} \int_{I_{s_k}(\lambda_k)} \int_{I_{s_\ell}(\lambda_\ell)} Z(M, E_1 + i\eta_k, E_2 + i\eta_\ell) \, dE_1 \, dE_2 .
\] (5.13)

The function \( Z(z_1, z_2) \) is chosen because
\[
Z(z_1, z_2) = \frac{1}{|I_N|} \sum_{i,j} \eta_k \eta_\ell p_{ij}^2 (\lambda_i - E_1)^2 + \eta_k^2)(\lambda_j - E_2)^2 + \eta_\ell^2).
\] (5.14)

Following [10, Definition 4.4], we also define an event where various useful estimates hold simultaneously.

**Definition 5.5.** Suppose \( M \in \text{Mat}_N \). Given \( \omega, \delta_1, \epsilon_1, \delta_2, \epsilon_2, \epsilon_3 > 0 \), and a family of orthogonal vectors \( q = (q_\alpha)_{\alpha \in I} \) in \( \mathbb{S}^{N-1} \), we define the events

\[
B(\omega, \delta_1, \epsilon_1, \delta_2, \epsilon_2, q) = B_1(\omega, q) \cap B_1(\epsilon_2/8, q) \cap B_2(\delta_1, \epsilon_1),
\] (5.15)
\[
\tilde{B}(\omega, \delta_1, \epsilon_1, \delta_2, \epsilon_2, \delta_3, q, k, \ell) = B(\omega, \delta_1, \epsilon_1, \delta_2, \epsilon_2, q) \cap B_3(\delta_2, \delta_3, k, \ell),
\] (5.16)
where

- \( B_1(\omega, q) \) is the event where the local semicircle laws (2.12), and rigidity and isotropic delocalization (2.13) hold for all \( \Theta_w^{(a,b)}M \) uniformly in \( a, b \in [1,N] \) and \( w \in [0,1] \);

- \( B_1(\epsilon_2/8, q) \) is defined analogously to \( B_1(\omega, q) \) with \( \epsilon_2/8 \) replacing \( \omega \);

- \( B_2(\delta_1, \epsilon_1) \) is the event where
\[
|\tilde{\lambda}_i(M) - \lambda_i(M)| \leq \frac{N^{\epsilon_1}}{N^{2/3+\delta_1^{1/3}}}
\] (5.17)

\(^2\)More precisely, we demand that these equations hold with \( \Theta_w^{(a,b)}G \) replacing \( G^* \), \( \lambda_k(\Theta_w^{(a,b)}M) \) replacing \( \lambda_k \), the eigenvectors \( \Theta_w^{(a,b)}u_k \) of \( \Theta_w^{(a,b)}M \) replacing \( u_k^* \), and \( \sup_{a,b \in [1,N]} \sup_{w \in [0,1]} \sup_{s \in [0,1]} \).
Lemma 5.6 \( \{10, \text{Lemma 4.6}\} \). Let \( H \) be a generalized Wigner matrix. For every choice of \( D, \omega, \delta_1, \delta_2, \delta_3 > 0 \), and family of orthogonal vectors \( q = (q_\alpha)_{\alpha \in [1,N]} \) in \( \mathbb{S}^{N-1} \), there exists a constant \( C(D, \omega, \delta_1, \delta_2, \delta_3, q) \) such that
\[
\mathbb{P} ( B^c(\omega, \delta_1, \delta_2, \delta_3, q) ) \leq C N^{-D}.
\] (5.19)

Lemma 5.7. Let \( H \) be a generalized Wigner matrix and let \( k, \ell \in [1,N] \). For any \( D, \omega, \delta_1, \delta_2, \delta_3 > 0 \) with \( 1/100 > \delta_2 > \delta_1 > 0 \), and family of orthogonal vectors \( q = (q_\alpha)_{\alpha \in [1,N]} \) in \( \mathbb{S}^{N-1} \), there exists \( C(D, \omega, \delta_1, \delta_2, \delta_3, q) > 0 \) such that
\[
\mathbb{P} \left( B^c(\omega, \delta_1, \delta_2, \delta_3, q, k, \ell) \right) \leq C N^{-D}.
\] (5.20)

**Proof.** This follows immediately from Lemma 5.6 and the rigidity statement in Lemma 2.1. \( \square \)

**Remark 5.8.** The bound in the previous lemma is uniform in the choice of \( k, \ell \in [1,N] \). Therefore, a union bound gives a high-probability estimate for all choices of \( k, \ell \) simultaneously:
\[
\mathbb{P} \left( \bigcap_{k, \ell \in [1,N]} B(\omega, \delta_1, \delta_2, \delta_3, q, k, \ell) \right) \geq 1 - C N^{-D}.
\] (5.21)

Given \( M \in \text{Mat}_N \) and a set of orthogonal vectors \( q = (q_\alpha)_{\alpha \in [1,N]} \), we define the rescaled ergodicity and mixing observables for any \( k, \ell \in [1,N] \) and \( I \subset [1,N] \) by
\[
\hat{p}_{k\ell}(I) = \frac{N}{|I|} \hat{p}_{k\ell}(I).
\] (5.22)

**Definition 5.9.** Let \( H \) be a generalized Wigner matrix. Fix \( r, a \geq 0 \) and a family of orthogonal vectors \( q = (q_\alpha)_{\alpha \in [1,N]} \) in \( \mathbb{S}^{N-1} \). We say that the bootstrap hypothesis \( Q(r, a, q) \) holds for \( H \) if for every \( D > 0 \), there exists \( C(r, a, D) > 0 \) such that
\[
\sup_{I_N \subset [1,N]} \mathbb{P}(E(a, q, I_N)^c) \leq C N^{-D},
\] (5.23)

where
\[
E(a, q, I_N) = \bigcap_{a, b \in [1,N]} \bigcap_{0 \leq w \leq 1} \bigcap_{k, \ell \in [1,N]} \left\{ \left| \hat{p}_{k\ell}(\Theta_w(a,b)H, I_N) \right| \leq N^a \right\}.
\] (5.24)

**Lemma 5.10.** Fix \( r, s, a \geq 0 \), a family of orthogonal vectors \( q = (q_\alpha)_{\alpha \in [1,N]} \) in \( \mathbb{S}^{N-1} \), and suppose the bootstrap hypothesis \( Q(r, a, q) \) holds. Then \( Q(r + s, a + s, q) \) holds.

**Proof.** We first consider the \( \hat{p}_{k\ell} \) with \( k = \ell \). We may assume that \( N^r \leq |I_N| \leq N^{r+s} \), since otherwise there is nothing to prove. Since \( |I_N| \leq N^{r+s} \) we can partition the index set \( I_N \) into at most \( N^s \) disjoint sets of size at most \( N^r \), which we call \( J_\beta \):
\[
I_N = \bigcup_{\beta \in S} J_\beta, \quad |J_\beta| \leq N^r, \quad |S| \leq N^s, \quad S = [1, |S|].
\] (5.25)
Then using the definition of $Q(r, a, q)$, for any $\ell \in [1, N]$ we have on the set
\[
E_0 = \bigcap_{\beta \in S} E(a, q, J_{\beta})
\]
that
\[
\frac{1}{\sqrt{|I_N|}} \sum_{a \in I_N} N(q_a, u_k)^2 = \frac{1}{\sqrt{|I_N|}} \sum_{\beta \in S} \sum_{a \in J_\beta} N(q_a, u_k)^2 \leq \frac{1}{\sqrt{|I_N|}} \sum_{\beta \in S} |J_\beta| + N^{a+s}
\]
(5.27)
\[
\leq \sqrt{|I_N|} + N^{a+s}.
\]
(5.28)
\[
A \text{ similar argument gives a lower bound of } \sqrt{|I_N|} - N^{a+s}, \text{ and we conclude that }
\]
\[
|\hat{p}_{ir}(I_N)| \leq N^{a+s}
\]
(5.30)
for all $\ell \in [1, N]$. The argument for $p_{kt}$ with $k \neq \ell$ is similar. Finally, we observe that for any $D > 0$, there exists $C(r + s, a + s, D) > 0$ such that $\mathbb{P}(E_0) \leq CN^{-D}$ by applying a union bound to (5.23). In particular, this constant is independent of the choice of $I_N$ above.

5.3. Estimates on the regularized observable. We first state a preliminary lemma.

**Lemma 5.11** ([10, Lemma 4.9]). Let $H$ be a generalized Wigner matrix, and fix $\omega, \delta_1, \epsilon_1, \delta_2, \epsilon_2 > 0$. Then there exists $C = C(\omega) > 0$ such that, for all $\ell \in [1, N]$, we have\footnote{In fact, the proof of [10, Lemma 4.9] yields the stronger upper bound $CN^{2/3 - 2\omega - \delta_2 \hat{\ell}^{1/3}}$, but we do not need this improvement.}
\[
1_{B} \sum_{p : |p - \ell| > N^{2\omega}} \int_{I_{k_2}(\lambda_k)} dE \leq CN^{2/3 + 2\omega - \delta_2 \hat{\ell}^{1/3}},
\]
(5.31)
where $B = B(\omega, \delta_1, \epsilon_1, \delta_2, \epsilon_2)$.

The following lemma relates the regularized observable $v(k, \ell)$ to the $\hat{p}_{ij}$. We define
\[
J = J(k, \ell) = \{(i, j) : i \in I_{k_2}(\lambda_k) \text{ and } j \in I_{k_2}(\lambda_j)\}.
\]
(5.32)

**Lemma 5.12.** Let $H$ be a generalized Wigner matrix. Fix $\delta_1, \epsilon_1, \delta_2, \omega > 0, r, s, a \geq 0$ with $\delta_1 > \epsilon_1$ and $\epsilon_2 > \delta_2 + 3a$, and a family of orthogonal vectors $q = (q_\alpha)_{\alpha \in [1, N]} \in S^{N-1}$. Suppose $I_N \subset [1, N]$ satisfies $|I_N| \leq N^{\omega + \sigma}$. Then for all $k, \ell \in [1, N]$, we have
\[
1_{B \cap E} v(k, \ell) = 1_{B \cap E} \frac{1}{\pi^2} \int_{I_{k_2}(\lambda_k)} \int_{I_{k_2}(\lambda_j)} \sum_{(i, j) \in J} \frac{\eta_k \eta_j \hat{\rho}^2_{ij}}{(\lambda_i - E_1)^2 + \eta_k^2} (\lambda_j - E_2)^2 + \eta_j^2) dE_1 dE_2 + O_a (N^{2s + 6a + \delta_2 - \epsilon_2} (N^2 (I_{k_2}^{(2)}(\lambda_k)) + N^2 (I_{k_2}^{(2)}(\lambda_k)))) + O(|J| N^{\epsilon_1 + 2 \epsilon_2 - \delta_1 - \delta_2}),
\]
(5.33)
where $B = B(\omega, \delta_1, \epsilon_1, \delta_2, \epsilon_2, q)$ and $E = E(a + s, q, I)$.

**Proof.** We work exclusively on the event $B \cap E$ and drop this from our notation.

Define
\[
\bar{v}(k, \ell) = \frac{N^2}{\pi^2} \int_{I_{k_2}(\lambda_k)} \int_{I_{k_2}(\lambda_j)} Z(M, E_1 + i \eta_k, E_2 + i \eta_j) dE_1 dE_2,
\]
(5.35)
where we have changed the intervals of integration compared to \(v(k, \ell)\). Using (5.14) and (5.22), we write

\[
\bar{v}(k, \ell) = \frac{1}{\pi^2} \int_{\hat{I}_{2}(\lambda_k)} \int_{\hat{I}_{2}(\lambda_\ell)} \sum_{(i,j) \in \mathcal{I}} \frac{\eta_k \eta_\ell \hat{P}_{i,j}^2}{((\lambda_i - E_1)^2 + \eta_k^2)((\lambda_j - E_2)^2 + \eta_\ell^2)} \, dE_1 \, dE_2 \tag{5.36}
\]

\[
+ \frac{1}{\pi^2} \int_{\hat{I}_{2}(\lambda_k)} \int_{\hat{I}_{2}(\lambda_\ell)} \sum_{(i,j) \in \mathcal{I}^c} \frac{\eta_k \eta_\ell \hat{P}_{i,j}^2}{((\lambda_i - E_1)^2 + \eta_k^2)((\lambda_j - E_2)^2 + \eta_\ell^2)} \, dE_1 \, dE_2, \tag{5.37}
\]

where we define

\[
\mathcal{I} = \mathcal{I}(k, \ell) = \{(i, j) : |i - k| \leq N^{2a} \text{ and } |j - \ell| \leq N^{2a}\}. \tag{5.38}
\]

We now show that (5.37) is a negligible error term. Using (5.30) and (5.31), we estimate

\[
\frac{1}{\pi^2} \int_{\hat{I}_{2}(\lambda_k)} \int_{\hat{I}_{2}(\lambda_\ell)} \sum_{|i-k| \leq N^{2a}} \frac{\eta_k \eta_\ell \hat{P}_{i,j}^2}{((\lambda_i - E_1)^2 + \eta_k^2)((\lambda_j - E_2)^2 + \eta_\ell^2)} \, dE_1 \, dE_2 \leq C \eta_k N^{2a+2a} \int_{\hat{I}_{2}(\lambda_k)} \int_{\hat{I}_{2}(\lambda_\ell)} \sum_{|i-k| \leq N^{2a}} \frac{\eta_\ell}{((\lambda_i - E_1)^2 + \eta_k^2)((\lambda_j - E_2)^2 + \eta_\ell^2)} \, dE_1 \, dE_2 \tag{5.39}
\]

\[
\leq C \eta_k N^{2a+2a} \int_{\hat{I}_{2}(\lambda_k)} \int_{\hat{I}_{2}(\lambda_\ell)} \sum_{|i-k| \leq N^{2a}} \frac{1}{((\lambda_i - E_1)^2 + \eta_k^2)} \, dE_1 \, dE_2 \tag{5.40}
\]

\[
\leq C \eta_k N^{2a+2a} N^{2a+4a-\delta_2-\epsilon_2} \tag{5.41}
\]

\[
\leq C \eta_k N^{2a+4a-\delta_2-\epsilon_2} \tag{5.42}
\]

\[
\leq C \eta_k N^{2a+4a-\delta_2-\epsilon_2} \tag{5.43}
\]

where \(C = C(a) > 0\) is a constant that depends on \(a\). In line (5.41), we used the bound

\[
\frac{1}{\pi} \int_{\hat{I}_{2}(\lambda_k)} \sum_{j=1}^{N} \frac{\eta_{\ell}}{(\lambda_j - E_2)^2 + \eta_\ell^2} \, dE_2 \leq \mathcal{N}_k(I_{2}(\lambda_k)) + N^{2a} \eta_\ell N^{\epsilon_2-\delta_2} \frac{\eta_\ell}{(\frac{1}{2} \eta_\ell N^{\epsilon_2-\delta_2})^2} + CN^{2a-\delta_2-\epsilon_2} \tag{5.44}
\]

which follows from (5.31), \(\mathcal{I}_{2}(\lambda_k) = \eta_k N^{\epsilon_2-\delta_2}\), and partitioning the sum into the subsets \(\{j \in I_{2}(\lambda_\ell)\},\) \(\{j \in I_{2}(\lambda_k)\}^c \cap \{|j-\ell| \leq N^{2a}\},\) and \(\{|j-\ell| \geq N^{2a}\}\). In the second subset, we bounded the integrand by using \(|\lambda_j - E_2| > \frac{1}{2} \eta_\ell N^{\epsilon_2-\delta_2}\) in the denominator.

An identical estimate holds for the sum over \(1 \leq i \leq N\) and \(|j-\ell| > N^{2a}\) in (5.37). We conclude

\[
\bar{v}(k, \ell) = \frac{1}{\pi^2} \int_{\hat{I}_{2}(\lambda_k)} \int_{\hat{I}_{2}(\lambda_\ell)} \sum_{(i,j) \in \mathcal{I}} \frac{\eta_k \eta_\ell \hat{P}_{i,j}^2}{((\lambda_i - E_1)^2 + \eta_k^2)((\lambda_j - E_2)^2 + \eta_\ell^2)} \, dE_1 \, dE_2 \tag{5.46}
\]

\[
+ \mathcal{O}_a \left(N^{2a+4a-\delta_2-\epsilon_2} \left(\mathcal{N}_k(I_{2}(\lambda_k)) + \mathcal{N}_\ell(I_{2}(\lambda_\ell))\right)\right). \tag{5.47}
\]

Next, we remove the terms in the sum in (5.46) corresponding to the eigenvalues that do not lie in the sub-microscopic region \(\mathcal{J}\). We observe that

\[
\{(i, j) \in \mathcal{I} \setminus \mathcal{J} \} \subset \{(i, j) \in \mathcal{I} \cap \lambda_i \notin I_{2}(\lambda_k)\} \cup \{(i, j) \in \mathcal{I} \cap \lambda_j \notin I_{2}(\lambda_\ell)\} \tag{5.48}
\]

\[
:= \mathcal{K}_1 \cup \mathcal{K}_2. \tag{5.49}
\]

We give details for the sum over \(\mathcal{K}_1\), since the sum over \(\mathcal{K}_2\) is analogous. We use \(\mathcal{I}_{2}(\lambda_k) = \eta_k N^{\epsilon_2-\delta_2},\)
\[ |\lambda_i - E| \geq |\tilde{T}_{ij}(\lambda_k)|, \quad |K_1| \leq N^{4a}, \text{ and } (5.30) \text{ to deduce} \]

\[
\frac{1}{\pi^2} \int_{\tilde{T}_{ij}(\lambda_k)} \int_{\tilde{T}_{ij}(\lambda_{i})} \sum_{(i,j) \in K_1} \frac{\eta_k \eta_i \hat{p}_{ij}^2}{((\lambda_i - E_1)^2 + \eta_k^2)((\lambda_j - E_2)^2 + \eta_i^2)} \ dE_1 \ dE_2
\]

\[ \leq \frac{N^{2s+2a}}{\pi^2} \eta_k N^{\varepsilon_2 - \varepsilon_2} \int_{\tilde{T}_{ij}(\lambda_i)} \sum_{(i,j) \in K_1} \frac{\eta_k \eta_i}{(\frac{1}{2} \eta_k N^{\varepsilon_2 - \varepsilon_2})^2} \ dE_1 \ dE_2 \]

\[ \leq \frac{N^{2s+2a}}{\pi} \eta_k N^{\varepsilon_2 - \varepsilon_2} 2 N^{4a} \frac{\eta_k}{(\frac{1}{2} \eta_k N^{\varepsilon_2 - \varepsilon_2})^2}
\]

\[ = 4 N^{2s+6a+\delta_2 - \varepsilon_2}. \]

We have shown (5.33) with \( \tilde{v}(k, \ell) \) in place of \( v(k, \ell) \). To finish, we bound the difference of \( \tilde{v} \) and \( v \). Observe that by (5.17),

\[ |\tilde{T}_{ij}(\lambda_k) \triangle \tilde{T}_{ij}(\lambda_{i})| \leq |\lambda_k - \lambda_i| \leq \frac{N^{\varepsilon_2}}{N^{2/3 + \delta_1} k^{1/3}}, \]

and similarly for \( \ell \) in place of \( k \). Then, using that the integrand is bounded by \( N^{2s+2a}(\eta_k \eta_i)^{-1} \), we obtain

\[ \frac{1}{\pi^2} \int_{\tilde{T}_{ij}(\lambda_k)} \int_{\tilde{T}_{ij}(\lambda_{i})} \frac{\eta_k \eta_i \hat{p}_{ij}^2}{((\lambda_i - E_1)^2 + \eta_k^2)((\lambda_j - E_2)^2 + \eta_i^2)} \ dE_1 \ dE_2 \]

\[ = \frac{1}{\pi^2} \int_{\tilde{T}_{ij}(\lambda_k)} \int_{\tilde{T}_{ij}(\lambda_{i})} \frac{\eta_k \eta_i \hat{p}_{ij}^2}{((\lambda_i - E_1)^2 + \eta_k^2)((\lambda_j - E_2)^2 + \eta_i^2)} \ dE_1 \ dE_2 \]

\[ + O(N^{\varepsilon_2 + 2\varepsilon_2 - \delta_2 - \delta_2}). \]

We conclude by combining the estimates (5.46), (5.53), and (5.57) to obtain (5.33).

**Corollary 5.13.** Retain the notation and hypotheses of the previous lemma, and fix \( \delta_3 > 0 \). Then

\[ I_{B \in \mathcal{E}} v(k, \ell) \leq I_{\tilde{B} \in \mathcal{E}} \sum_{k = k - N^{4s}}^{k + N^{4s}} \sum_{\ell = \ell - N^{4s}}^{\ell + N^{4s}} \hat{p}_{ij}^2 + O_a(N^{2s+6a+\delta_2 - \delta_2} + O(N^{\varepsilon_2 + 2\varepsilon_2 - \delta_2}), \]

where \( \tilde{B} = B(\omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2, \delta_3, q, k, \ell) \) and \( \mathcal{E} = \mathcal{E}(a + s, q, I) \).

**Proof.** The claim (5.58) is immediate from (5.33) and the definition of \( \tilde{B} \).

**Lemma 5.14.** Let \( H \) be a generalized Wigner matrix. Fix \( \delta_1, \varepsilon_1, \delta_2, \varepsilon_2, \omega > 0 \), \( r, s, a \geq 0 \) and a family of orthogonal vectors \( q = (q_i)_{i \in [1, N]} \in \mathbb{S}^{N-1} \). Suppose \( I_N \subset [1, N] \) satisfies \( |I_N| \leq N^{\varepsilon_2} \). Then for all \( k, \ell \in [1, N] \), we have

\[ \int_{B \in \mathcal{E}} \left( \Theta_{w}^{(a,b)}H \right) \leq v \left( \Theta_{w}^{(a,b)}H, k, \ell \right) + O(N^{2s+2a+\delta_2 - \delta_2} + O(N^{\varepsilon_2 + 2\varepsilon_2 - \delta_2}), \]

where the error is uniform in \( a, b \in [1, N] \) and \( w \in [0, 1] \), and \( B = B(\omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2, q, \mathcal{E} = \mathcal{E}(a + s, q, I) \).

**Proof.** Using \( \int \frac{dx}{x^2 + a^2} = \arctan \left( \frac{x}{a} \right) \), we have on \( B \) that

\[ \hat{p}_{ij}^2 = \frac{1}{\pi^2} \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{\eta_k \eta_i \hat{p}_{ij}^2}{((\lambda_k - E_1)^2 + \eta_k^2)((\lambda_j - E_2)^2 + \eta_j^2)} \ dE_1 \ dE_2 \]

\[ = \frac{1}{\pi^2} \int_{\tilde{T}_{ij}(\lambda_k)} \int_{\tilde{T}_{ij}(\lambda_i)} \frac{\eta_k \eta_i \hat{p}_{ij}^2}{((\lambda_k - E_1)^2 + \eta_k^2)((\lambda_j - E_2)^2 + \eta_i^2)} \ dE_1 \ dE_2 \]

\[ + O(N^{2s+2a+\delta_2 - \delta_2}). \]

Finally, (5.61), (5.57), and (5.14) imply (5.59).
Remark 5.15. We observe that the previous lemma holds with no restriction on the size of \( a \) or \( s \). In particular, the error term may grow with \( N \) if \( a \) is taken large; this case will be used in the next section.

For \( M \in \text{Mat}_N \), \( I_N \subset [1, N] \), \( k, \ell \in [1, N] \), and \( n \in \mathbb{N} \), we define the shorthand
\[
T(M) = v(M, k, \ell), \quad T_n(M) = T(M)^n. \tag{5.63}
\]
We now control moments of the observable \( T(M) \) for the matrix process \( H_s \). Recall that the bootstrap hypothesis is not needed for \( H_s \) since we already have the bound (2.14).

Lemma 5.16. Fix \( \delta, b > 0 \) and a family of orthogonal vectors \( q = (q_\omega)_{\omega \in [1,N]} \) in \( S^{N-1} \). Set \( s = N^{-b/4} \).

For any generalized Wigner matrix \( H \), and all \( k, \ell \in [1, N] \), \( I_N \subset [1, N] \), and \( n \in \mathbb{N} \), there exists a constant \( C = C(\delta, b, n) > 0 \) such that
\[
\mathbb{E} \left[ T_n(H_s) \right] \leq CN^{n(1+\delta)^b}, \tag{5.64}
\]
where \( T_n(H_s) \) is defined as in (5.63) using \( \delta_1 = \delta \), \( \varepsilon_2 = \delta_1/10^2 \), \( \delta_2 = \delta_1/10^3 \), and \( \varepsilon_1 = \delta_1/10^4 \).

Proof. Set \( \omega = \min(\varepsilon_1, 10^{-5}b/3) \), \( B = B(\omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2, \omega, q, k, \ell) \subset \mathcal{B}(\omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2, b, q, k, \ell) \), and \( \mathcal{E} = \mathcal{E}(\omega, I, q) \). We write
\[
\mathbb{E} \left[ T_n(H_s) \right] = \mathbb{E} \left[ T_n(H_s) \left( 1_{\mathcal{B} \cap \mathcal{E}} + 1_{(\mathcal{B} \cap \mathcal{E})^c} \right) \right]. \tag{5.65}
\]
By (5.58) with \( a = \omega, s = 0, \) and \( \delta_4 = \omega \), we have
\[
1_{\mathcal{B} \cap \mathcal{E}} v(k, \ell) \leq 1_{\mathcal{B} \cap \mathcal{E}} \frac{\sum_{i=k-N^\omega}^{k+N^\omega} \sum_{j=\ell-N^\omega}^{\ell+N^\omega} \tilde{p}_{ij}^2 + \mathcal{O}_\omega \left( N^{-\theta} \right)}{} \quad \tag{5.66}
\]
for some \( \theta(\delta) > 0 \). Note that (2.14) and (2.10) give that \( \tilde{p}_{ij}^2 \leq N^\omega \left( \frac{|1|}{K^n} + s^{-3} \right) \leq 2N^{\omega+b} \). Together with (5.66), this implies
\[
\mathbb{E} \left[ T_n(H_s) 1_{\mathcal{B} \cap \mathcal{E}} \right] \leq \left[ \left( \frac{\sum_{i=k-N^\omega}^{k+N^\omega} \sum_{j=\ell-N^\omega}^{\ell+N^\omega} \tilde{p}_{ij}^2 + \mathcal{O}_\omega \left( N^{-\theta} \right)}{n} \right) \right] \leq CN^{3n\omega+n^b} \leq CN^{n(1+\delta^b)} \quad \tag{5.67}
\]
for some constant \( C(\delta, b, n) > 0 \). Note that for every \( D > 0 \) there exists \( C(D, \delta, b) > 0 \) such that
\[
\mathbb{P}(\mathcal{B}^c) + \mathbb{P}(\mathcal{E}^c) \leq CN^{-D}, \tag{5.68}
\]
by Lemma 5.7 and (2.14). Using the deterministic bound \( |G_{\alpha\beta}(z)| \leq (\text{Im} z)^{-1} \) in the definition of \( T_n \) (in particular in Definition 5.4) we have the bound \( T_n \leq CN^{10n} \), so we take \( D = 20n \). Together with (5.68), this shows
\[
\mathbb{E} \left[ T_n(M) 1_{(\mathcal{B} \cap \mathcal{E})^c} \right] \leq C \quad \tag{5.69}
\]
for some constant \( C(\delta, b, n) > 0 \). Combining (5.67) and (5.69) completes the proof. □

We also require bounds on the derivatives of \( T(H) \), which will be used in the next section. We begin with the following bounds on \( Z(k, \ell) \), which are proved in Appendix A.

Lemma 5.17. Fix \( \omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2 > 0 \), \( r, s, a \geq 0 \) such that \( \delta_1 > \varepsilon_1 \), a family of orthogonal vectors \( q = (q_\omega)_{\omega \in [1,N]} \) in \( S^{N-1} \), and \( k, \ell \in [1, N] \). Let \( H \) be a generalized Wigner matrix, and let \( B = B(\omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2, q) \) be the set from Definition 5.5. Let \( \eta_k = \frac{N^{-\varepsilon_2}}{N^{2/3}k^{1/3}} \) and \( \eta_\ell = \frac{N^{-\varepsilon_2}}{N^{2/3}\ell^{1/3}} \). Set \( z_1 = E_1 + i\eta_k \) and \( z_2 = E_2 + i\eta_\ell \),
and suppose $I_N \subset \{1, N\}$ satisfies $|I_N| \leq N^{\tau + s}$. Then there exists a constant $C = C(\varepsilon_2) > 0$ such that for all $E_1 \in I_\delta \lambda_k \cup I_\delta \hat{\lambda}_k$ and $E_2 \in I_\delta \lambda_\ell \cup I_\delta \hat{\lambda}_\ell$,

$$\sup_{a,b \in \{1, N\}} \sup_{w \in \{0, 1\}} |Z(\Theta^{(a,b)}_w H)| \leq CN^{2s + 2a + 8\varepsilon_2} \left(\frac{k}{N}\right)^{1/3} \left(\frac{\ell}{N}\right)^{1/3},$$

(5.70)

$$\sup_{a,b \in \{1, N\}} \sup_{w \in \{0, 1\}} |Z(\Theta^{(a,b)}_w H)| \leq CN^{2s + 2a + 20k(\omega + \varepsilon_2)} \left(\frac{k}{N}\right)^{1/3} \left(\frac{\ell}{N}\right)^{1/3}.$$  

(5.71)

Here $E = E(a + s, q, I)$. We also have the bounds

$$\sup_{a,b \in \{1, N\}} \sup_{w \in \{0, 1\}} |Z(\Theta^{(a,b)}_w H)| \leq CN^{10},$$

(5.72)

$$\sup_{a,b \in \{1, N\}} \sup_{w \in \{0, 1\}} |Z(\Theta^{(a,b)}_w H)| \leq CN^{20j}.$$  

(5.73)

Remark 5.18. In this lemma and the next, it is essential that the dependence on $a$ in the bounds on the high-probability set is $N^{2a}$, and not some higher power of $N^a$. Otherwise, the comparison argument in the next section would not go through.

Given Lemma 5.17, the proof of the following theorem is nearly identical to that of [10, Lemma 4.13], so we omit it.

**Lemma 5.19.** Let $H$ be a generalized Wigner matrix. Fix $\delta_1, \varepsilon_1, \delta_2, \varepsilon_2, \omega \in (0, 1)$, $r, s, a \in \{0, 1\}$, a family of orthogonal vectors $q = (q_a)_{a \in \{1, N\}}$ in $S^{N-1}$, and suppose $\delta_1 > \varepsilon_1$. Let $I \subset \{1, N\}$ satisfy $|I| \leq N^{\tau + s}$, and denote $B = B(\omega, \delta_1, \varepsilon_1, \delta_2, q)$, $E = E(a + s, q, I)$. Then there exists $C = C(\varepsilon_2) > 0$ such that for all $k, \ell \in \{1, N\}$ and $j \in \{1, 5\}$, we have

$$\sup_{a,b,c,d \in \{1, N\}} \sup_{0 \leq w \leq 1} |\partial^j_{ab} T(\Theta^{(c,d)}_w H)| \leq CN^2 a + 2a + 40j(\omega + \varepsilon_1 + \delta_1 + \delta_2 + \varepsilon_2),$$

(6.3)

and

$$\sup_{a,b,c,d \in \{1, N\}} \sup_{0 \leq w \leq 1} |\partial^j_{ab} T(\Theta^{(c,d)}_w H)| \leq CN^{C_j},$$

(6.5)

where we recall $T(M)$ was defined in (5.63).

6. PROOF OF THEOREM 1.4

In this section and the next, we fix the choice of parameters made in the statement of Lemma 5.16; additionally, we will fix $\omega$ and $s$. Given $\delta > 0$, we set

$$\delta_1 = \delta, \quad \varepsilon_2 = \delta_1/10^2, \quad \delta_2 = \delta_1/10^3, \quad \varepsilon_1 = \delta_1/10^4, \quad \omega = s = \delta_1/10^5$$

(6.1)

We remark that (6.1) implies $\delta_1 > \varepsilon_2 > \delta_2 > \varepsilon_1$, and therefore these choices satisfy the hypotheses of all results in the previous section, including Lemma 5.7 and Lemma 5.12. (For Lemma 5.12, we also need that $a$ is small relative to $\varepsilon_2, \delta_2$.) Given the definitions in (6.1), $T(H)$ is determined by the choice of eigenvalue indices $k, \ell \in \{1, N\}$, $I_N \subset \{1, N\}$, and the free parameter $\delta$. For the proof of the next lemma, we follow closely the induction scheme used to prove [10, Lemma 5.1].

**Lemma 6.1.** Fix $r, b \geq 0$, a family of orthogonal vectors $q = (q_a)_{a \in \{1, N\}}$ in $S^{N-1}$, and let $H$ be a generalized Wigner matrix. Then for every $n \in \mathbb{N}$, there exists $\delta(b) > 0$ and $C(b, n) > 0$ such that if $H$ satisfies the bootstrap hypothesis $Q(r, (21/40)b, q)$, then for all $k, \ell \in \{1, N\}$ and all $I_N \subset \{1, N\}$ satisfying $|I_N| \leq N^{\tau + s}$, we have

$$\sup_{a,b \in \{1, N\}} \sup_{w \in \{0, 1\}} \mathbb{E} \left[ T_n \left( \Theta^{(a,b)}_w H \right) \right] \leq CN^{a(1 + 10^{-5}b)}.$$  

(6.2)
Here $s$ and the parameters in the definition of $T_n$ are chosen as in (6.1) in terms of $\delta$.

**Proof.** Set $s_1 = N^{-b/4}$ as in Lemma 5.16 and let $H_s$ denote the dynamics defined in (2.5). By [28, Lemma 16.2], there exists a generalized Wigner matrix $H_0$ such that the matrix $Q = H_s$ satisfies $E[h_{ij}^k] = E[q_{ij}^k]$ for $k \in [1, 3]$ and $|E[h_{ij}^4] - E[q_{ij}^4]| \leq C N^{-2} s_1$, where $C > 0$ is a constant depending only on the constants used to show that $H_0$ satisfies Definition 1.1. Fix a bijection

$$\psi: \{(i, j) : 1 \leq i \leq j \leq N\} \rightarrow [1, \gamma_N],$$

where $\gamma_N = N(N + 1)/2$, and define the matrices $H^1, H^2, \ldots, H^{\gamma_N}$ by

$$h_{ij}^\gamma = \begin{cases} h_{ij} & \text{if } \psi(i, j) \leq \gamma \\ q_{ij} & \text{if } \psi(i, j) > \gamma \end{cases}$$

for $i \leq j$.

Fix any $\gamma \in [1, \gamma_N]$ and consider the index pair $(i, j)$ such that $\psi(i, j) = \gamma$. For any $p \geq 1$, Taylor expanding $T_p(H^\gamma)$ in the $(i, j)$ entry gives

$$T_p(H^\gamma) - T_p\left(\Theta_0^{(i,j)} H^\gamma\right) = \partial T_p\left(\Theta_0^{(i,j)} H^\gamma\right) T_p(H^\gamma) + \frac{1}{2^!} \partial^2 T_p\left(\Theta_0^{(i,j)} H^\gamma\right) h_{ij}^2 + \frac{1}{3!} \partial^3 T_p\left(\Theta_0^{(i,j)} H^\gamma\right) h_{ij}^3 + \frac{1}{4!} \partial^4 T_p\left(\Theta_0^{(i,j)} H^\gamma\right) h_{ij}^4 + \frac{1}{5!} \partial^5 T_p\left(\Theta_0^{(i,j)} H^\gamma\right) h_{ij}^5,$$

where we write $\partial = \partial_{ij}$ and $w_1(\gamma) \in [0, 1]$ is a random variable depending on $h_{ij}$. Similarly, we expand $T_p\left(H^{\gamma-1}\right)$ and obtain

$$T_p\left(H^{\gamma-1}\right) - T_p\left(\Theta_0^{(i,j)} H^{\gamma-1}\right) = \partial T_p\left(\Theta_0^{(i,j)} H^{\gamma-1}\right) q_{ij} + \frac{1}{2^!} \partial^2 T_p\left(\Theta_0^{(i,j)} H^{\gamma-1}\right) q_{ij}^2 + \frac{1}{3!} \partial^3 T_p\left(\Theta_0^{(i,j)} H^{\gamma-1}\right) q_{ij}^3 + \frac{1}{4!} \partial^4 T_p\left(\Theta_0^{(i,j)} H^{\gamma-1}\right) q_{ij}^4 + \frac{1}{5!} \partial^5 T_p\left(\Theta_0^{(i,j)} H^{\gamma-1}\right) q_{ij}^5,$$

where $w_2(\gamma) \in [0, 1]$ is a random variable depending on $q_{ij}$. Subtracting (6.7) and (6.8) from (6.5) and (6.6) gives

$$\mathbb{E}[T_p(H^\gamma)] - \mathbb{E}[T_p(H^{\gamma-1})] = \frac{1}{4!} \mathbb{E}\left[\partial^4 T_p\left(\Theta_0^{(i,j)} H^\gamma\right) h_{ij}^4\right] - \frac{1}{4!} \mathbb{E}\left[\partial^4 T_p\left(\Theta_0^{(i,j)} H^{\gamma-1}\right) q_{ij}^4\right] + \frac{1}{5!} \mathbb{E}\left[\partial^5 T_p\left(\Theta_0^{(i,j)} H^\gamma\right) h_{ij}^5\right] - \frac{1}{5!} \mathbb{E}\left[\partial^5 T_p\left(\Theta_0^{(i,j)} H^{\gamma-1}\right) q_{ij}^5\right].$$

Here we took expectation and used that $\Theta_0^{(i,j)} H^\gamma$ is independent from $h_{ij}$ and $q_{ij}$, and $\mathbb{E}[h_{ij}^k] = \mathbb{E}[q_{ij}^k]$ for $k \in [1, 3]$.

By Lemma 5.16 and our choice of $s_1$, there exists $C_0(\delta, b, n) > 0$ such that for any $p \in \mathbb{N}$ with $p \leq n$,

$$\mathbb{E}[T_p(Q)] \leq C_0 N^{p(1+10^{-5})b}.$$

We will now use (6.11), (6.9), and (6.10) to show that $\mathbb{E}[T_p(H)] \leq 2C_0 N^{p(1+10^{-5})b}$ for all $p \leq n$. We use induction, with the induction hypothesis at step $p \in \mathbb{N}$ being that

$$\mathbb{E}\left[T_q\left(\Theta_w^{(a,b)} H^\gamma\right)\right] \leq 3C_0 N^{q(1+10^{-5})b},$$

holds for all $0 \leq q \leq p$ and choices of $w \in [0, 1]$ and $(a, b) \in [1, N]^2$. 
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The base case $p = 0$ is trivial. Assuming the induction hypothesis holds for $p - 1$, we will show it holds for $p$. Using the independence of $h_{ij}$ and $q_{ij}$ from $\Theta_0^{(i,j)} H^\gamma$, we write the first two terms on the right side of (6.9) as
\[
\mathbb{E} \left[ \partial^4 T_p \left( \Theta_0^{(i,j)} H^\gamma \right) h^4_{ij} \right] = \mathbb{E} \left[ \partial^4 T_p \left( \Theta_0^{(i,j)} H^\gamma \right) q^4_{ij} \right] = \mathbb{E} \left[ \partial^4 T_p \left( \Theta_0^{(i,j)} H^\gamma \right) \right] \mathbb{E} \left[ h^4_{ij} - q^4_{ij} \right].
\]
For the second factor in (6.13), we compute $|\mathbb{E} \left[ h^4_{ij} \right] - |\mathbb{E} \left[ q^4_{ij} \right]| \leq C N^{-2}s_1 = C N^{-2-\delta/4}$. For the first, we compute
\[
\partial^4 T_p = \partial^4 (T^p) = p T_{p-1} T^{(4)} + 3p(p-1) T_{p-2} (T^{(2)})^2 + p(p-1)(p-2)(p-3) T^{(4)}
\]
\[
+ 4p(p-1) T_{p-2} T^{(1)} T^{(3)} + 6p(p-1)(p-2) T_{p-3} T^{(2)} T^{(2)}.
\]
Set $a = (21/40)b$ and $\mathcal{F} = B(\omega, \delta_1, \varepsilon_1, \delta_2, q) \cap \mathcal{E}(a + s, q, I)$. Using $T_q \geq 0$ and the induction hypothesis (6.12) for $q \leq p - 1$, and (5.74), we find that
\[
\left| \mathbb{E} \left[ \mathbb{I}_x \partial^4 T_p \left( \Theta_0^{(i,j)} H^\gamma \right) \right] \right| \leq K C_0 N^{p(1+10^{-5})b+b/5+8\delta+160(\omega+\delta_1+\varepsilon_1+\delta_2+\varepsilon_2),}
\]
for some $K(\delta, b, n) > 0$. To see this, we note the worst term in (6.14) is the one containing $T_{p-4}(T')^4$, which we bound as
\[
\mathbb{E} \left[ \mathbb{I}_x \partial^4 T_p \left( \Theta_0^{(i,j)} H^\gamma \right) \right] \leq K N^{8a+8\delta+160(\omega+\delta_1+\varepsilon_1+\delta_2+\varepsilon_2)} \mathbb{E} \left[ \mathbb{I}_x T_{p-4} \right]
\]
\[
\leq K C_0 N^{p(1+10^{-5})b+b/5+8\delta+160(\omega+\delta_1+\varepsilon_1+\delta_2+\varepsilon_2)}
\]
\[
\leq K C_0 N^{p(1+10^{-5})b+b/5+8\delta+160(\omega+\delta_1+\varepsilon_1+\delta_2+\varepsilon_2)}
\]
\[
(6.16)
\]
using the hypothesis that $8a \leq (4 + 1/5)b$.

Next, by (5.75), Lemma 5.6, Lemma 5.10, and the bootstrap assumption $Q(t, a, q)$, we find
\[
\left| \mathbb{E} \left[ \mathbb{I}_x \partial^4 T_p \left( \Theta_0^{(i,j)} H^\gamma \right) \right] \right| \leq K N^{-2}
\]
(6.20)
where we increased $K(\delta, b, n)$ if needed.\(^4\)

It follows from (6.13), (6.16) and (6.20) that if $\delta = \delta_1$ is chosen small enough in a way that depends only on $b$, so that (recall (6.1))
\[
10\delta + 200(\omega + \delta_1 + \varepsilon_1 + \delta_2 + \varepsilon_2) < b/10^3,
\]
then
\[
\left| \mathbb{E} \left[ \partial^4 T_p \left( \Theta_0^{(i,j)} H^\gamma \right) h^4_{ij} \right] - \mathbb{E} \left[ \partial^4 T_p \left( \Theta_0^{(i,j)} H^\gamma \right) q^4_{ij} \right] \right| \leq K C_0 N^{-2-b/21+(1+10^{-5})b},
\]
holds; we now fix $\delta(b)$ so that (6.21) holds. (The bound (6.21) is stronger than necessary for the fourth order term, but will be needed for the fifth order remainder term.) Therefore, if $N \geq N_0(\delta, b, n)$, then
\[
\left| \mathbb{E} \left[ \partial^4 T_p \left( \Theta_0^{(i,j)} H^\gamma \right) h^4_{ij} \right] - \mathbb{E} \left[ \partial^4 T_p \left( \Theta_0^{(i,j)} H^\gamma \right) q^4_{ij} \right] \right| \leq \frac{1}{2} C_0 N^{-2+b/21+(1+10^{-5})b}.
\]
(6.23)

Let $D$ be the event where $\sup_{i,j} |q_{ij}| + |h_{ij}| \leq C N^{-1/2+\delta_1}$ holds. Since the variables $q_{ij}$ and $h_{ij}$ have all moments finite, for every $D > 0$ there exists $C(D) > 0$ such that
\[
\mathbb{P}(D^c) \leq C N^{-D}.
\]
(6.24)

For the terms in (6.10), we compute
\[
\left| \mathbb{E} \left[ \partial^5 T_p \left( \Theta_{w_1}^{(i,j)} H^\gamma \right) h_{ij} \right] \right| \leq \left| \mathbb{E} \left[ \mathbb{I}_D \partial^5 T_p \left( \Theta_{w_1}^{(i,j)} H^\gamma \right) h_{ij} \right] \right| + \left| \mathbb{E} \left[ \mathbb{I}_{D^c} \partial^5 T_p \left( \Theta_{w_1}^{(i,j)} H^\gamma \right) h_{ij} \right] \right|
\]
(6.25)
\[
\leq C N^{-5/2+5\delta_1} \left( \mathbb{E} \left[ \partial^5 T_p \left( \Theta_{w_1}^{(i,j)} H^\gamma \right) \right] \right) + 1
\]
(6.26)
\(^4\)The constants in the probability bound given by Lemma 5.6 do not depend on the choice of $\gamma$, since the $H^\gamma$ satisfy Definition 1.1 simultaneously for a single choice of constants. Therefore, the constant in (6.20) is uniform in $\gamma$.
for some $C(\delta_1) > 0$. In the last line, we used (6.24) and the inequality of (5.75). An analogous bound holds for the second term in (6.10).

Similarly to the proof of (6.16) and (6.20), using (6.21) we find that there exists $C(\delta) > 0$ such that

$$\left| \mathbb{E} \left[ \partial^5 T_p \left( G^{i,j}_{w_1(\gamma)} H^\gamma \right) \right] - \mathbb{E} \left[ \partial^5 T_p \left( G^{i,j}_{w_2(\gamma)} H^\gamma \right) \right] \right| \leq K C_0 N^{-5/2+5\delta_1+\rho(1+10^{-5})b+10n+10s+200(\omega+\delta_1+\delta_2+\epsilon_1+\epsilon_2)}$$

(6.27)

where we increased the value of $K$, if necessary. Therefore, if $N \geq N_0(\delta, b, n)$, then

$$\left| \mathbb{E} \left[ \partial^5 T_p \left( G^{i,j}_{w_1(\gamma)} H^\gamma \right) \right] - \mathbb{E} \left[ \partial^5 T_p \left( G^{i,j}_{w_2(\gamma)} H^\gamma \right) \right] \right| \leq \frac{1}{2} C_0 N^{-2+p(1+10^{-5})b}.$$ 

(6.28)

Together (6.23) and (6.30) yield

$$\left| \mathbb{E} \left[ T_p (H^\gamma) \right] - \mathbb{E} \left[ T_p (H^{\gamma-1}) \right] \right| \leq C_0 N^{-2+p(1+10^{-5})b},$$

(6.31)

and summing (6.31) over all $\gamma_N$ pairs $(i, j)$, we find

$$\left| \mathbb{E} \left[ T_p (Q) \right] - \mathbb{E} \left[ T_p (H^\gamma) \right] \right| \leq C_0 N^{p(1+10^{-5})}$$

(6.32)

for any $\gamma$. Using (6.11) and (6.32), we obtain

$$\mathbb{E} \left[ T_p (H^\gamma) \right] \leq 2 C_0 N^{p(1+10^{-5})b}.$$ 

(6.33)

This verifies the induction hypothesis (6.12) when $w = 1$.

To address other values of $w$, we consider the following expansion:

$$T_p (H^\gamma) - T_p \left( \Theta^{(a,b)}_w H^\gamma \right) = \partial T_p \left( \Theta^{(a,b)}_0 H^\gamma \right) h_{ij} + \frac{1}{2!} \partial^2 T_p \left( \Theta^{(a,b)}_0 H^\gamma \right) h^2_{ij} + \frac{1}{3!} \partial^3 T_p \left( \Theta^{(a,b)}_0 H^\gamma \right) h^3_{ij} + \frac{1}{4!} \partial^4 T_p \left( \Theta^{(a,b)}_0 H^\gamma \right) h^4_{ij} + \frac{1}{5!} \partial^5 T_p \left( \Theta^{(a,b)}_0 H^\gamma \right) h^5_{ij}$$

(6.34)

(6.35)

Here $\tau(w) \in [0, 1]$ is a random variable. The same argument that gave (6.27) shows that the right side of (6.34) and (6.35) may be bounded in absolute value by $C_0 N^{p(1+10^{-5})b}$ for $N \geq N_0(\delta, b, n)$. (Note that we are only controlling a single difference, instead of the sum of $N^2$ differences as before.) We conclude

$$\sup_{w \in [0, 1]} \sup_{a, b \in [1, n]} \mathbb{E} \left[ T_p \left( \Theta^{(a,b)}_w H^\gamma \right) \right] \leq 3 C_0 N^{p(1+10^{-5})b}.$$ 

(6.36)

This finishes the induction step and completes the proof.

\[\square\]

**Proof of Theorem 1.4.** Set $b = \varepsilon$, where $\varepsilon$ was fixed in the hypotheses of the theorem. Fix $\delta(b) > 0$ to the value given by Lemma 6.1. Observe that this also fixes $s > 0$, via (6.1).

Note that by eigenvector delocalization (2.13), $H$ satisfies $Q(0, (21/40)b, q)$. With this as the base case, we will use induction to complete the proof; in particular, we will show that if $H$ satisfies $Q(\tau, (21/40)b, q)$, then it satisfies $Q(\tau + s, (21/40)b, q)$. This induction terminates when it reaches index sets $I$ of size $|I| \geq N$, at which point the proof is complete by the definition of $Q$ and $b$. Various constants will increase at each step, but since the induction terminates in a finite number of steps (a number which depends only on $b$), these increases are not problematic.
Now suppose $H$ satisfies $Q(r,(21/40)b,q)$. By Lemma 6.1, for every $I_N \subset [1,N]$ with $|I_N| \leq N^{c_2}$, $k, \ell \in [1,N]$, there exists $C(b,n) > 0$ such that (6.2) holds. By applying Markov’s inequality with a sufficiently high moment $n$, this shows that for every $D > 0$, there exists $C(D,b) > 0$ such that

$$\sup_{a,b \in [1,N]} \sup_{k,\ell} \mathbb{P} \left( v \left( \Theta_w^{(a,b)} H \right) \geq N^{(1+2\cdot10^{-5})b} \right) \leq CN^{-D} \quad (6.37)$$

for any fixed $w \in [0,1]$, where recall that $T(M) = v(M,k,\ell)$, and $v$ is defined using $I_N$. A union bound gives

$$\mathbb{P} \left( \bigcup_{a,b \in [1,N]} \bigcup_{k,\ell \in [1,N]} \left\{ v \left( \Theta_w^{(a,b)} H \right) \geq N^{(1+2\cdot10^{-5})b} \right\} \right) \leq CN^{-D}. \quad (6.38)$$

We now claim that we can take the union over $w \in [0,1]$ inside the parentheses in (6.38). In particular, we claim that a standard stochastic continuity argument reduces this task to taking a union over $N^C$ discrete values $w \in [0,1]$, which shows the result after increasing $D$ appropriately. Indeed, $v \left( \Theta_w^{(a,b)} H, I_N \right)$ is $N^C$-Lipschitz continuous in $w$ by (5.75) applied with $(a,b) = (c,d)$. We conclude that

$$\mathbb{P} \left( \bigcup_{w \in [0,1]} \bigcup_{a,b \in [1,N]} \bigcup_{k,\ell \in [1,N]} \left\{ v \left( \Theta_w^{(a,b)} H \right) \geq N^{(1+2\cdot10^{-5})b} \right\} \right) \leq CN^{-D}. \quad (6.39)$$

Then using (5.59) with $a = (21/40)b$, (5.21), the induction hypothesis $Q(r,(21/40)b,q)$ to bound the probability $\mathbb{P}(\mathcal{E}(a,q,I)^c) \leq CN^{-D}$, and a union bound, we have

$$\mathbb{P} \left( \bigcup_{w \in [0,1]} \bigcup_{a,b \in [1,N]} \bigcup_{k,\ell \in [1,N]} \left\{ \left| \hat{p}_{k\ell}(G_w^{(a,b)} H, I_N) \right| \geq N^{(21/40)b} \right\} \right) \leq CN^{-D}, \quad (6.40)$$

where $C(D)$ is independent of the choice of $I_N$. We used that the exponent of $N$ in the error term of (5.59) is strictly less than $2a$ with our choice of parameters (6.1) and that $1/2 + 10^{-5} < 21/40$. This proves that $Q(r+s,(21/40)b,q)$ holds, completing the induction step (and the proof).

7. **Proof of Theorem 1.2**

We begin by defining a new regularized observable.

**Definition 7.1.** Suppose $M \in \text{Mat}_N$, and fix $\delta_1, \varepsilon_1, \delta_2, \varepsilon_2 > 0$ and a family of orthogonal vectors $q = (q_\alpha)_{\alpha \in [1,N]}$ in $\mathbb{S}^{N-1}$. Let $\tilde{\lambda}_i = \tilde{\lambda}_{i,\delta_1,\varepsilon_1}(M)$ denote the regularized eigenvalues of Proposition 5.2. For $\ell, \alpha \in [1,N]$, we define the regularized and centered eigenvector entries of $M$ by

$$v_\ell(\alpha) = v_\ell(M,\alpha,\delta_1,\varepsilon_1,\delta_2,\varepsilon_2) = \frac{1}{\pi} \int_{\tilde{\lambda}_i} \text{Im} \left( \langle q_\alpha, G(E + i\eta)q_\alpha \rangle - m_N(E + i\eta) \right) dE, \quad \eta_\ell = \frac{N^{-\varepsilon_2}}{N^{2/5}\ell^{1/4}}. \quad (7.1)$$

We define the regularized ergodicity observables for $M$ by

$$q_{\ell\ell}(I_N) = q_{\ell\ell}(M,I_N,q) = \frac{N}{\sqrt{|I_N|}} \sum_{\alpha \in I_N} v_\ell(\alpha). \quad (7.2)$$

The proof of the following is similar to Lemma 5.12 and uses Theorem 1.4; we omit it.
Lemma 7.2. Let $H$ be a generalized Wigner matrix. Fix $\omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2 > 0$ with $\delta_1 > \varepsilon_1$ and $\varepsilon_2 > \delta_2$ and a family of orthogonal vectors $q = (q_\alpha)_{\alpha \in \ell}$ in $\mathbb{S}^{N-1}$. Suppose $I_N \subset [1, N]$. Then for all $\ell \in [1, N]$, we have
\begin{equation}
\mathbb{I}_{B^c \cap E} \hat{p}\nu(I_N) = \mathbb{I}_{B \cap E} \hat{p}\nu(I_N) + \mathcal{O}_{\omega, \varepsilon_2} \left(N^{3\omega+\delta_2-\varepsilon_2} + N^{\omega+\varepsilon_1+4\varepsilon_2-\delta_1}\right) \tag{7.3}
\end{equation}
where $B = B(\omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2, 0, \mathcal{E}, \ell)$ and $\mathcal{E} = \mathcal{E}(\omega, q, I_N)$.

Remark 7.3. Since we take $\delta_3 = 0$ in the previous lemma, we can no longer appeal to Lemma 5.7 to show that $B$ holds with high probability. Instead, we will use Proposition 7.6 below. The estimate on $\mathbb{P}(B^c)$ it yields is weaker, but still sufficient for our purposes.

The following bounds are proved in Appendix A.

Lemma 7.4. Fix $\omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2 > 0$ such that $\delta_1 > \varepsilon_1$, a family of orthogonal vectors $q = (q_\alpha)_{\alpha \in [1, N]}$ in $\mathbb{S}^{N-1}$, and $\ell \in [1, N]$. Let $H$ be a generalized Wigner matrix, and let $B = B(\omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2, q)$ be the set from Definition 5.5. Let $\eta_k = \frac{N^{-\nu}}{N^{2/3}}$ and suppose $I_N \subset [1, N]$. Then there exists a constant $C = C(\varepsilon_2) > 0$ such that for all $E \in I_{\delta_2}(\lambda_k) \cup I_{\delta_3}(\lambda_k)$,
\begin{equation}
\sup_{a, b \in [1, N]} \sup_{w \in [0, 1]} \mathbb{I}_{B^c \cap E} \frac{1}{\sqrt{|I_N|}} \left| \sum_{\alpha \in I_N} \text{Im} \left( \Theta_w^{(a,b)}(q_\alpha, G(E + i\eta_k)q_\alpha) - \Theta_w^{(a,b)}m_N(E + i\eta_k) \right) \right| \leq CN^{\omega+4\varepsilon_2} \left( \frac{\ell}{N} \right)^{1/3}, \tag{7.4}
\end{equation}
\begin{equation}
\sup_{a, b \in [1, N]} \sup_{j \in [1, 5]} \sup_{w \in [0, 1]} \mathbb{I}_{B^c \cap E} \frac{1}{\sqrt{|I_N|}} \left| \partial_{ab}^j \sum_{\alpha \in I_N} \text{Im} \left( \Theta_w^{(a,b)}(q_\alpha, G(E + i\eta_k)q_\alpha) - \Theta_w^{(a,b)}m_N(E + i\eta_k) \right) \right| \leq CN^{10k(\omega+\varepsilon_2)} \left( \frac{\ell}{N} \right)^{1/3}. \tag{7.5}
\end{equation}

Here $\mathcal{E} = \mathcal{E}(\omega, q, I_N)$.

For $M \in \text{Mat}_N$, $I_N \subset [1, N]$, $\ell \in [1, N]$, and $n \in \mathbb{N}$, we define
\begin{equation}
S(M) = S(M, \ell) = Nq_{\ell\ell}(M, I_N, q), \quad S_n(M) = S(M)^n. \tag{7.6}
\end{equation}

Given Lemma 7.4, the proof of the following lemma is essentially identical to the proof of Lemma 5.17, so we omit it.

Lemma 7.5. Let $H$ be a generalized Wigner matrix. Fix $\varepsilon_1, \delta_1, \varepsilon_2, \delta_2, \omega \in (0, 1)$, suppose $\delta_1 > \varepsilon_1$, and denote $B = B(\omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2, q) = \mathcal{E}(\omega, q, I_N)$. Then there exists $C = C(\varepsilon_2) > 0$ such that for all $k, \ell \in [1, N]$ and $j \in [1, 5]$, we have
\begin{equation}
\sup_{a, b, c, d \in [1, N]} \sup_{0 \leq u \leq 1} \mathbb{I}_{B^c \cap E} \left| \partial_{ab}^j S(\Theta_w^{(c,d)}H) \right| \leq CN^{40j(\omega+\varepsilon_1+\varepsilon_2)}, \tag{7.7}
\end{equation}
\begin{equation}
\sup_{a, b, c, d \in [1, N]} \sup_{0 \leq u \leq 1} \left| \partial_{ab}^j S(\Theta_w^{(c,d)}H) \right| \leq CN^{Cj}. \tag{7.8}
\end{equation}

We also require the following level repulsion estimate.

Proposition 7.6 ([10, Proposition 5.7]). Let $H$ be a generalized Wigner matrix. Then there exists $\delta_0 > 0$ such that for all $\delta \in (0, \delta_0)$, there exist constants $C = C(\delta)$ and $c = c(\delta) > 0$ such that for any $i \in [1, N-1]$,
\begin{equation}
\mathbb{P} \left( \lambda_{i+1} - \lambda_i < \frac{N^{-\delta}}{N^{2/3}\ell^{1/3}} \right) < C(\delta)N^{-\delta-c}. \tag{7.9}
\end{equation}
Given the previous bounds, the proof of Theorem 1.2 is very similar to the proof of Theorem 1.4. For brevity, we provide only a sketch.

**Sketch of the proof of Theorem 1.2.** Let \( i_N \) and \( \varepsilon \) be as in the statement of the theorem. We can find \( c(\varepsilon, n) > 0 \) such that the moment convergence for \( H_{s_1} \) with \( s_1 = N^{-c} \) is true by Corollary 3.4. Note that such a time \( s_1 \) exists due to our assumption that \( |I| \leq N^{1-c} \). As in the proof of Lemma 6.1, let \( R = H_{s_1} \) be a matrix that matches \( H \) to three moments exactly, with \( N^{-2s_1} \) error in the fourth moment. Using Lemma 7.5 and applying four moment matching, we find that for any \( n \in \mathbb{N} \), there exists \( \delta > 0 \) such that

\[
|S_n(H, i_N) - S_n(R, i_N)| \leq CN^{-c}
\]

(7.10)

for some constants \( C(n, \varepsilon), c(n, \varepsilon) > 0 \), where we choose the parameters for \( S \) as in (6.1). Given that we know the desired moment convergence for \( R \) by Corollary 3.4, it suffices to show that \( |S_n(H, i_n) - E[\hat{P}_n]| \leq CN^{-c} \) and similarly for \( R \). We give the proof for \( H \) only, since it will apply to any generalized Wigner matrix.

By (7.3), we have

\[
\mathbb{P}_{\hat{B} \cap \mathcal{E}} \eta_n^2(I_N) = \mathbb{P}_{\hat{B} \cap \mathcal{E}} \left( \hat{p}_{ii}(I_N) + O(N^{-c}) \right)^n
\]

(7.11)

for some \( c(\delta) > 0 \) and any \( n \in \mathbb{N} \). Expanding the product and taking expectation, we conclude that

\[
E \left[ \mathbb{P}_{\hat{B} \cap \mathcal{E}} \eta_n^2(I_N) \right] = E \left[ \mathbb{P}_{\hat{B} \cap \mathcal{E}} p_{ii}^n(I_N) \right] + O(N^{-c/2}).
\]

(7.12)

after taking \( \omega(\delta) > 0 \) small enough in \( \mathcal{E}(\omega, q, I_N) \).

Finally, we use Lemma 5.6, Proposition 7.6, and Theorem 1.4 to conclude that

\[
E \left[ \mathbb{P}_{\hat{B} \cap \mathcal{E}} p_{ii}^n(I_N) \right] = O \left( N^{-c/2} \right).
\]

(7.13)

This completes the proof.

\( \square \)

**A. RESOLVENT ESTIMATES**

The following lemma was proved in [10].

**Lemma A.1** ([10, Lemma 4.8]). Fix \( \omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2 > 0 \) such that \( \delta_1 > \varepsilon_1 \) and \( \ell \in [1, N] \). Let \( H \) be a generalized Wigner matrix, and let \( B = B(\omega, \delta_1, \varepsilon_1, \delta_2, \varepsilon_2) \) be the set from Definition 5.5. Let \( \eta_\ell = \frac{N^{\varepsilon_2}}{N^{2/3}x^{1/3}} \). Then there exists a constant \( C = C(\varepsilon_2) > 0 \) such that for all \( E \in I_{s_2}(\lambda_\ell) \cup I_{s_2}(\tilde{\lambda}_\ell) \),

\[
\sup_{a,b,c,d \in [1, N]} \sup_{w \in [0, 1]} \mathbb{I}_B \mathbb{I}_A \Im (a,b) G_{ca}(E + i\eta_\ell) \leq CN^{4\varepsilon_2} \left( \frac{\ell}{N} \right)^{1/3}
\]

(A.1)

and

\[
\sup_{a,b,c,d \in [1, N]} \sup_{w \in [0, 1]} \mathbb{I}_B \Re (a,b) G_{ca}(E + i\eta_\ell) \leq CN^{4\varepsilon_2}.
\]

(A.2)

In what follows we write \( H \) for \( \Theta^{(a,b)} w H \), and similarly for \( G \) and \( m_N \), omitting the rank one perturbation from the notation.

**Proof of Lemma 5.17.** We first observe by the spectral theorem that

\[
|I_N|N^{-2} \text{Tr } \Im (z_1) \Im G(z_2) = \frac{1}{N^2} \sum_{j=1}^{N} \frac{|I_N| |\eta_k \eta_\ell|}{((\lambda_j - E_1)^2 + \eta_k^2)((\lambda_j - E_2)^2 + \eta_\ell^2)}.
\]

(A.3)
In (A.9), we used the definition of the bootstrap bound the imaginary part of and The second term is canceled by (A.3) and (A.4), except for the derivative of (A.5) is, where \( \sum_{N=1}^{N} \left( \langle \alpha, \beta | (A.5) \rangle \right) \) Im \( \langle q_{\alpha}, G(z_1)q_{\beta} \rangle \langle q_{\alpha}, G(z_2)q_{\beta} \rangle \) (A.5) Im \( \langle q_{\alpha}, G(z_1)q_{\beta} \rangle \langle q_{\alpha}, G(z_2)q_{\beta} \rangle \) (A.6) \( \frac{1}{|I_N|} \sum_{\alpha, \beta \in I_N} \left( \sum_{j=1}^{N} \eta_k \langle q_{\alpha}, u_j \rangle \langle q_{\beta}, u_j \rangle \right) \left( \sum_{m=1}^{N} \eta_k \langle q_{\alpha}, u_m \rangle \langle q_{\beta}, u_m \rangle \right) \) (A.7) \( \frac{1}{|I_N|} \sum_{\alpha, \beta \in I_N} \left( \sum_{j=1}^{N} \frac{\eta_k \eta_k \hat{p}_{jm}^2(I_N)}{(\lambda_j - E_1)^2 + \eta_k^2} \right) \left( \sum_{m=1}^{N} \frac{\eta_k \eta_k \hat{p}_{jm}^2(I_N)}{(\lambda_m - E_2)^2 + \eta_k^2} \right) \) (A.8) The second term is canceled by (A.3) and (A.4), except for the \( p^2_{jm} \) term, and \( \frac{1}{N^2} \sum_{j,m=1}^{N} \left( \frac{\eta_k \eta_k \hat{p}_{jm}^2(I_N)}{(\lambda_j - E_1)^2 + \eta_k^2} \right) \left( \frac{\eta_k \eta_k \hat{p}_{jm}^2(I_N)}{(\lambda_m - E_2)^2 + \eta_k^2} \right) \leq N^{2a+2a} \left( \text{Im} m_N(E_1 + i\eta_k) \right) \left( \text{Im} m_N(E_2 + i\eta_k) \right) \) (A.9) \( \leq N^{2a+2a+8\epsilon_2} \left( \frac{\hat{k}}{N} \right)^{1/3} \left( \frac{\hat{\ell}}{N} \right)^{1/3} \) (A.10) In (A.9), we used the definition of the bootstrap set \( \mathcal{E} \). In the last line, we averaged (A.1) over all indices to bound the imaginary part of \( m_N \). This proves the first claim. The first derivative of (A.5) is, where \( (e_{\alpha})_{\alpha \in [1,N]} \) is the standard basis, \( \partial_{ab} \left( \frac{1}{|I_N|} \sum_{\alpha, \beta \in I_N} \left( \frac{\eta_k \eta_k \hat{p}_{jm}^2(I_N)}{(\lambda_j - E_1)^2 + \eta_k^2} \right) \left( \frac{\eta_k \eta_k \hat{p}_{jm}^2(I_N)}{(\lambda_m - E_2)^2 + \eta_k^2} \right) \right) \) (A.11) \( = -\frac{1}{|I_N|} \sum_{\alpha, \beta \in I_N} \left( \langle q_{\alpha}, G(z_1)q_{\beta} \rangle \langle q_{\alpha}, G(z_2)q_{\beta} \rangle \right) \) (A.12) \( = -\frac{1}{|I_N|} \sum_{\alpha, \beta \in I_N} \left( \langle q_{\alpha}, G(z_1)q_{\beta} \rangle \langle q_{\alpha}, G(z_2)q_{\beta} \rangle \right) \) (A.13) \( = -\frac{1}{|I_N|} \sum_{\alpha, \beta \in I_N} \left( \langle q_{\alpha}, G(z_1)q_{\beta} \rangle \langle q_{\alpha}, G(z_2)q_{\beta} \rangle \right) \) (A.14) \( = -\frac{1}{|I_N|} \sum_{\alpha, \beta \in I_N} \left( \langle q_{\alpha}, G(z_1)q_{\beta} \rangle \langle q_{\alpha}, G(z_2)q_{\beta} \rangle \right) \) (A.15)
Thus, there can only be a quadratic term for $p$ and we can again use (A.1) to bound the imaginary part of

\[ \text{Im}(q_{\alpha}, G(z_1)e_\alpha)\langle e_\beta, G(z_1)q_{\beta} \rangle \text{ Im}(q_{\alpha}, G(z_2)q_{\beta}) \]  

(A.16)

\[ = \frac{1}{|I_N|} \sum_{\alpha, \beta \in I_N} \text{Im} \left( \frac{N}{(\lambda_i - z_1)(\lambda_j - z_1)} \right) \text{ Im} \left( \frac{1}{\lambda_i - z_2} \right) \langle q_{\alpha}, u_i(b) \rangle \langle q_{\beta}, u_j(b) \rangle \]  

(A.17)

\[ = \frac{1}{|I_N|} \sum_{\alpha, \beta \in I_N} \sum_{i,j=1}^{N} \text{Im} \left[ \frac{u_i(a)u_j(b)}{(\lambda_i - z_1)(\lambda_j - z_1)} \right] \text{ Im} \left( \frac{1}{\lambda_m - z_2} \right) \langle q_{\alpha}, u_i(a) \rangle \langle q_{\alpha}, u_m \rangle \langle q_{\beta}, u_m \rangle \langle q_{\beta}, u_j \rangle . \]  

(A.18)

When $i \neq m$ and $j \neq m$, this can be bounded similarly to the previous computation by applying the bootstrap hypothesis and eigenvector delocalization. We also observe the bound

\[ \sum_{i,j} \left| \text{Im} \left( \frac{1}{(\lambda_i - z_1)(\lambda_j - z_1)} \right) \right| = \sum_{i,j} \text{Im} \left( \frac{1}{\lambda_i - z_1} \right) \text{Re} \left( \frac{1}{\lambda_j - z_1} \right) + \text{Re} \left( \frac{1}{\lambda_i - z_1} \right) \text{Im} \left( \frac{1}{\lambda_j - z_1} \right) \]  

(A.19)

\[ \leq 2 \sum_{i,j} \text{Im} \left( \frac{1}{\lambda_i - z_1} \right) \frac{1}{|\lambda_j - z_1|} \]  

(A.20)

\[ \leq 2N \text{ Im} m_N(z_1) \left( \sum_i 1 + \frac{1}{|\lambda_i - z_1|^2} \right) \]  

(A.21)

\[ \leq 2N \text{ Im} m_N(z_1) \left( N(1 + \text{ Im} m_N(z_1)) \right) , \]  

(A.22)

and we can again use (A.1) to bound the imaginary part of $m_N$.

We now consider the other cases. When $i = j = m$ we get

\[ \frac{1}{|I_N|} \sum_{\alpha, \beta \in I_N} \sum_{i=1}^{N} \text{Im} \left[ \frac{u_i(a)u_i(b)}{(\lambda_i - z_1)(\lambda_i - z_1)} \right] \text{ Im} \left( \frac{1}{\lambda_i - z_2} \right) \langle q_{\alpha}, u_i(a) \rangle^2 \langle q_{\beta}, u_i \rangle^2 \]  

(A.23)

\[ = \frac{1}{|I_N|} \sum_{i=1}^{N} \text{Im} \left[ \frac{u_i(a)u_i(b)}{(\lambda_i - z_1)(\lambda_i - z_1)} \right] \text{ Im} \left( \frac{1}{\lambda_i - z_2} \right) \left( p_{ii}(I_N) + \frac{|I_N|}{N} \right) ^2 . \]  

(A.24)

The $p_{ii}(I_N)^2$ term is negligible, and the $\left( \frac{|I_N|}{N} \right) ^2$ term in the expansion is canceled by the derivative of (A.3). (Note that the cross-term $2p_{ii}(I_N)|I_N|N^{-1}$ contributes to the $\left( \frac{|I_N|}{N} \right) ^2$ term by the definition of $p_{ii}$.) We are left with

\[ \frac{2}{N} \sum_{i=1}^{N} \text{Im} \left[ \frac{u_i(a)u_i(b)}{(\lambda_i - z_1)(\lambda_i - z_1)} \right] \text{ Im} \left( \frac{1}{\lambda_i - z_2} \right) \left( p_{ii} + \frac{|I_N|}{N} \right) . \]  

(A.25)

With $i = m, j \neq m$ or $j = m, i \neq m$, we get cross-terms

\[ \frac{1}{N} \sum_{i \neq j} \text{Im} \left[ \frac{u_i(a)u_j(b)}{(\lambda_i - z_k)(\lambda_j - z_k)} \right] \text{ Im} \left( \frac{1}{\lambda_i - z_2} \right) p_{ij}, \frac{1}{N} \sum_{i \neq j} \text{Im} \left[ \frac{u_i(a)u_j(b)}{(\lambda_i - z_k)(\lambda_j - z_k)} \right] \text{ Im} \left( \frac{1}{\lambda_j - z_2} \right) p_{ij} . \]  

(A.26)

Together with the previous sum, these are canceled by the derivative of (A.4). The other three terms in (A.15) are similar.

The higher derivatives in (5.70) are controlled in the same way. One thing important to note is that differentiating only adds resolvent terms and, in particular, does not add any sums over eigenvector entries. Thus, there can only be a quadratic term for $p_{\ell k}$ which is bounded by $N^{2a+2a}$ regardless of the order of the derivatives. We omit the straightforward but tedious computations.

The remaining two almost sure bounds are trivial consequences of the inequality $|G_{ij}(z)| \leq (\text{Im} z)^{-1}$. \(\square\)
Proof of Lemma 7.4. We denote \( z = E + i\eta \) and we use the spectral theorem to see that

\[
\frac{1}{\sqrt{|IN|}} \left| \sum_{\alpha \in IN} \text{Im}(q_\alpha, G(z)q_\alpha) - \text{Im} m_N(z) \right| = \frac{1}{\sqrt{|IN|}} \left| \sum_{k=1}^{N} \sum_{\alpha \in IN} \eta \left( \frac{(q_\alpha, u_k)^2 - N^{-1}}{(E - \lambda_k)^2 + \eta^2} \right) \right| \quad (A.27)
\]

\[
\leq \frac{1}{N} \sum_{k=1}^{N} \left| \hat{p}_{kk}(IN) \right| \left( (E - \lambda_k)^2 + \eta^2 \right) \quad (A.28)
\]

\[
\leq N^{-1+\sigma+\omega} \sum_{k=1}^{N} \frac{\eta}{(E - \lambda_k)^2 + \eta^2} \quad (A.29)
\]

\[
= CN^{\sigma+\omega} \text{Im} m_N(z) \quad (A.30)
\]

\[
\leq CN^{\sigma+\omega+4\varepsilon_2} \left( \frac{\ell}{N} \right)^{1/3} . \quad (A.31)
\]

In the last line we used (A.1). Here \( C = C(\varepsilon_2) > 0 \) is a constant depending on \( \varepsilon_2 \).

For the first derivative, we have

\[
\partial_{ab} \left( \frac{1}{\sqrt{|IN|}} \sum_{\alpha \in IN} \text{Im}(q_\alpha, G(z)q_\alpha) - \text{Im} m_N(z) \right) = \frac{1}{\sqrt{|IN|}} \sum_{\alpha \in IN} \left( \text{Im}(q_\alpha, G(z)e_a)\langle e_b, G(z)q_\alpha \rangle - \text{Im} \frac{1}{N} \sum_{i=1}^{N} G_{ia}(z)G_{bi}(z) \right) . \quad (A.32)
\]

Using the spectral theorem, we compute

\[
\langle q_\alpha, G(z)e_a \rangle \langle e_b, G(z)q_\alpha \rangle = \left( \sum_{k=1}^{N} \langle q_\alpha, u_k \rangle \frac{u_k(a)}{\lambda_k - z} \right) \left( \sum_{j=1}^{N} \frac{u_j(b)}{\lambda_j - z} \right) \quad (A.33)
\]

\[
= \sum_{k=1}^{N} \langle q_\alpha, u_k \rangle^2 \frac{u_k(a)u_k(b)}{(\lambda_k - z)^2} + \sum_{k \neq j} \langle q_\alpha, u_k \rangle \langle q_\alpha, u_j \rangle \frac{u_k(a)u_j(b)}{(\lambda_k - z)(\lambda_j - z)} . \quad (A.34)
\]

We also have

\[
\frac{1}{N} \sum_{i=1}^{N} G_{ia}(z)G_{bi}(z) = \frac{1}{N} \sum_{i=1}^{N} \left( \sum_{k=1}^{N} \frac{u_k(i)u_k(a)}{\lambda_k - z} \right) \left( \sum_{j=1}^{N} \frac{u_j(b)u_j(i)}{\lambda_j - z} \right) \quad (A.35)
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} \frac{u_k(a)u_k(b)}{(\lambda_k - z)^2} . \quad (A.36)
\]

We used that the terms in the product with \( k \neq j \) vanish due to the sum over \( i \) and the orthogonality of \( u_k \) and \( u_j \).
Subtracting (A.36) from the first term of (A.34), we have
\[
\text{Im} \frac{1}{\sqrt{|I_N|}} \sum_{k=1}^{N} \sum_{\alpha \in I_N} \frac{(q_{a\alpha}, u_k)^2 - N^{-1})u_k(a)u_k(b)}{(\lambda_k - z)^2} = \frac{1}{N} \text{Im} \sum_{k=1}^{N} \frac{\hat{p}_{kk}(I_N)u_k(a)u_k(b)}{(\lambda_k - z)^2}
\]
\[
\leq N^{-2+\sigma + 3\omega} \sum_{k=1}^{N} \frac{1}{|\lambda_k - z|^2} \quad \text{(A.38)}
\]
\[
\leq N^{-2+\sigma + 3\omega} \frac{1}{\eta} \text{Im} \sum_{k=1}^{N} \frac{1}{(\lambda_k - z)^2} \quad \text{(A.39)}
\]
\[
\leq N^{\sigma + 3\omega + 5\epsilon_2} \left( \frac{\ell}{N} \right)^{1/3}. \quad \text{(A.40)}
\]

In the last inequality, we used (A.1). It remains to control the second term in (A.34). Using (A.19), this is
\[
\text{Im} \sum_{k \neq j} \frac{1}{\sqrt{|I_N|}} \sum_{\alpha \in I_N} (q_{a\alpha}, u_k)(q_{a\alpha}, u_j)u_k(a)u_j(b) = \frac{1}{N} \text{Im} \sum_{k \neq j} \frac{\hat{p}_{kj}(a)u_k(b)}{(\lambda_k - z)(\lambda_j - z)} \quad \text{(A.41)}
\]
\[
\leq N^{-2+\sigma + 3\omega} \sum_{k \neq j} \frac{1}{(\lambda_k - z)(\lambda_j - z)} \quad \text{(A.42)}
\]
\[
\leq N^{\sigma + 3\omega + 8\epsilon_2} \left( \frac{\ell}{N} \right)^{1/3}. \quad \text{(A.43)}
\]

For the second derivative, we compute
\[
\partial_{ab}^2 \left( \frac{1}{\sqrt{|I_N|}} \sum_{\alpha \in I_N} \text{Im} \langle q_{a\alpha}, G(z)q_{a\alpha} \rangle - \text{Im} m_N(z) \right) \quad \text{(A.44)}
\]
by noting that
\[
\partial_{ab}^2 (q_{a\alpha}, G(z)q_{a\alpha}) = 2(q_{a\alpha}, G(z)e_a)G_{ba}(z)\langle e_b, G(z)q_{a\alpha} \rangle + (q_{a\alpha}, G(z)e_a)G_{aa}(z)\langle e_b, G(z)q_{a\alpha} \rangle + (q_{a\alpha}, G(z)e_a)G_{ba}(z)\langle e_a, G(z)q_{a\alpha} \rangle \quad \text{(A.45)}
\]
\[
+ (q_{a\alpha}, G(z)e_a)G_{ba}(z)\langle e_a, G(z)q_{a\alpha} \rangle \quad \text{(A.46)}
\]
One representative term is
\[
\frac{2}{\sqrt{|I_N|}} \sum_{\alpha \in I_N} \left( \text{Im} (q_{a\alpha}, G(z)e_a)G_{ba}(z)\langle e_b, G(z)q_{a\alpha} \rangle - \text{Im} \frac{1}{N} \sum_{i=1}^{N} G_{ia}(z)G_{ba}(z)G_{bi}(z) \right) \quad \text{(A.48)}
\]
\[
= \frac{2}{\sqrt{|I_N|}} \sum_{\alpha \in I_N} \left( \text{Im} \left[ G_{ba}(z) \left( (q_{a\alpha}, G(z)e_a)\langle e_b, G(z)q_{a\alpha} \rangle - \frac{1}{N} \sum_{i=1}^{N} G_{ia}(z)G_{ba}(z)G_{bi}(z) \right) \right] \right) \quad \text{(A.49)}
\]
\[
= \frac{2}{\sqrt{|I_N|}} \text{Im} G_{ba}(z) \sum_{\alpha \in I_N} \text{Re} \left( (q_{a\alpha}, G(z)e_a)\langle e_b, G(z)q_{a\alpha} \rangle - \frac{1}{N} \sum_{i=1}^{N} G_{ia}(z)G_{bi}(z) \right) \quad \text{(A.50)}
\]
\[
+ \frac{2}{\sqrt{|I_N|}} \text{Re} G_{ba}(z) \sum_{\alpha \in I_N} \text{Im} \left( (q_{a\alpha}, G(z)e_a)\langle e_b, G(z)q_{a\alpha} \rangle - \frac{1}{N} \sum_{i=1}^{N} G_{ia}(z)G_{bi}(z) \right) \quad \text{(A.51)}
\]
\[
\leq CN^{\sigma + 3\omega + 12\epsilon_2} \left( \frac{\ell}{N} \right)^{1/3}. \quad \text{(A.52)}
\]
In the last line, we used (A.1), (A.2), and repeated the computations for (A.32) to obtain

$$
\frac{2}{\sqrt{|I_N|}} \sum_{\alpha \in I_N} \text{Re} \left( (q_{\alpha}, G(z)e_b) (e_b, G(z)q_{\alpha}) - \frac{1}{N} \sum_{i=1}^{N} G_{ia}(z)G_{bi}(z) \right) \leq CN^{\sigma + 3\omega + 8\epsilon_2}. \tag{A.53}
$$

Differentiating further, we find terms such as

$$
\frac{(k + 1)!}{\sqrt{|I_N|}} \sum_{\alpha \in I_N} \text{Im} \left( (q_{\alpha}, G(z)e_b) G_{ba}(z)^k (e_b, G(z)q_{\alpha}) - \frac{1}{N} \sum_{i=1}^{N} G_{ia}(z)G_{ba}(z)^k G_{bi}(z) \right) \tag{A.54}
$$

These higher derivatives are bounded exactly as the second derivative was. For example, in (A.54), we separate out the $G^k_{ba}$ term and bounding it using (A.1).

\[\square\]

**B. Symmetrized moment observables**

In this section, we define a generalization of the moment observables given in Definition 4.3, which facilitated the proof of decorrelation estimates for entries of one or two eigenvectors. These generalized observables lead to decorrelation estimates for more than two eigenvectors, which may be of independent interest. For brevity, we only verify that the observables follow a parabolic equation. We omit the proofs of the corresponding decorrelation estimates, since they are straightforward applications of the maximum principle, as in Section 4.

Consider a configuration of $n$ particles $\xi$ as in Subsection 3.1. We denote by $i_1, \ldots, i_p$ the sites where there is at least one particle and define the set of vertices

$$\mathcal{V}_\xi = \{ (i_q, a) \in \mathbb{N}^2, q \in [1, p], a \in [1, \xi_{i_q}] \}. $$

Note that $\mathcal{V}_\xi$ differs from $\mathcal{V}_\xi$ (defined in (3.1)) since we do not double the number of particles here. We define now a set of matchings $\mathcal{M}_\xi$ as the set of functions $\sigma$ such that if $v \in \mathcal{V}_\xi$, then $\sigma(v) = (\sigma_1(v), \sigma_2(v)) \in [1, 2n]^2$ with $\sigma_1(v) < \sigma_2(v)$ and $\bigcup_{v \in \mathcal{V}_\xi} \{ \sigma_1(v), \sigma_2(v) \} = [1, 2n]$. This matches each particle to a pair of distinct indices in $[1, 2n]$. Note that $|\mathcal{M}_\xi| = 2^{-n}(2n)!$.

We then define the generalized moment observable as

$$g_s(\xi) = \frac{2^n}{(2n)! \mathcal{M}(\xi)} \sum_{\sigma \in \mathcal{M}_\xi} \text{E} \left[ \prod_{v \in \mathcal{V}_\xi} \langle q_{\sigma_1(v), u_k}, u_k \rangle \langle q_{\sigma_2(v), u_k}, u_k \rangle \Bigg| \lambda \right] \text{ with } \mathcal{M}(\xi) = \prod_{i=1}^{N}(2\xi_i - 1)!. $$

**Proposition B.1.** For all $s \in (0,1)$, the perfect matching observable $f_s$ defined in (3.2) satisfies the equation

$$
\partial_s g_s(\xi) = \sum_{k \neq \ell} \xi_k (1 + 2\xi_k \frac{g_s(\xi^{k,\ell}) - g_s(\xi)}{N(\lambda_k(s) - \lambda_\ell(s))^2 - 1}.
$$

where $\xi^{k,\ell}$ is the configuration where we move a particle from $k$ to $\ell$. 
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Before giving the proof of Proposition B.1, we recall the generator for the dynamics (2.7).

**Lemma B.2.** The generator acting on smooth functions of the eigenvector diffusion (2.7) is

\[
\mathcal{L}_s = \frac{1}{2} \sum_{1 \leq k < \ell \leq N} \frac{1}{N(\lambda_k - \lambda_\ell)^2} X_{k\ell}^2
\]

with

\[
X_{k\ell} = \sum_{\alpha=1}^N (u_k(\alpha) \partial u_\ell(\alpha) - u_\ell(\alpha) \partial u_k(\alpha)).
\]

**Proof of Proposition B.1.** To simplify the notation we define \( v_k(p) = (q_{\alpha p}, u_k) \) so that

\[
g_s(\xi) = \frac{2^n}{(2n)!M(\xi)} \sum_{\sigma \in \mathfrak{S}_n} \mathbb{E} \left[ \prod_{v \in \gamma^k \xi} v_k(\sigma_1(v)) \prod_{v \in \gamma^\ell \xi} v_k(\sigma_2(v)) \right] \lambda.
\]

Consider \( k, \ell \in [1, N] \) such that there is at least one particle of \( \xi \) on sites \( k \) and \( \ell \). Then we can write

\[
\prod_{v \in \gamma^k \xi \atop v = (p,a)} v_p(\sigma_1(v)) v_p(\sigma_2(v)) = P(k, \ell) Q(k) Q(\ell)
\]

with

\[
Q(j) = \prod_{v \in \gamma^k \xi \atop v = (j,a)} v_j(\sigma_1(v)) v_j(\sigma_2(v)) \quad \text{and} \quad P(k, \ell) = \prod_{v \in \gamma^\ell \xi \atop v = (p,a)} v_p(\sigma_1(v)) v_p(\sigma_2(v)).
\]

Note that \( P(k, \ell) \) does not involve any eigenvectors \( u_k \) or \( u_\ell \). We have

\[
X_{k\ell}^2 \left[ P(k, \ell) Q(k) Q(\ell) \right] = P(k, \ell) X_{k\ell}^\prime \left[ Q(\ell) X_{k\ell} Q(k) + Q(k) X_{k\ell} Q(\ell) \right].
\]

We now consider the first term \( X_{k\ell} Q(\ell) X_{k\ell} Q(k) \) + \( Q(\ell) X_{k\ell}^2 Q(k) \); the second term can be computed similarly. We have

\[
X_{k\ell} Q(k) = \sum_{v = (k,a) \in \gamma^k \xi} (-v_\ell(\sigma_1(v)) v_k(\sigma_2(v)) - v_k(\sigma_1(v)) v_\ell(\sigma_2(v))) \prod_{v' = (k,b) \in \gamma^k \xi \atop b \neq a} v_k(\sigma_1(v')) v_k(\sigma_2(v')).
\]

After symmetrization, we obtain

\[
\frac{2^n}{(2n)!M(\xi)} \sum_{\sigma \in \mathfrak{S}_n} \mathbb{E} \left[ P(k, \ell) X_{k\ell} Q(k) X_{k\ell} Q(\ell) | \lambda \right] = \frac{2^n(4 \xi_k \xi_\ell)}{(2n)!M(\xi)} \sum_{\sigma \in \mathfrak{S}_n} \mathbb{E} \left[ Q(k) Q(\ell) P(k, \ell) | \lambda \right] = -4 \xi_k \xi_\ell g_s(\xi),
\]

where the 4 comes from unfolding the products and \( \xi_k \xi_\ell \) comes from choosing the particles in the sum in (B.3). There are two terms when computing \( X_{k\ell}^2 Q(k) \) coming from either differentiating the first term or the product in (B.3). When differentiating the first term we obtain

\[
(I) = \sum_{v = (k,a) \in \gamma^k \xi} (-2v_k(\sigma_1(v)) v_k(\sigma_1(v)) + 2v_\ell(\sigma_1(v)) v_\ell(\sigma_2(v))) \prod_{v' = (k,b) \in \gamma^k \xi \atop b \neq a} v_k(\sigma_1(v')) v_k(\sigma_2(v')).
\]
When differentiating the second term, we obtain a term with a double sum
\[(II) = \sum_{v=(k,a)\in \mathcal{Y}_k \atop w=(k,b)\in \mathcal{Y}_k \atop a\neq b} (-v_k(\sigma_1(v))v_k(\sigma_2(v)) - v_k(\sigma_1(v))v_k(\sigma_2(v)))(-v_k(\sigma_1(w))v_k(\sigma_2(w)) - v_k(\sigma_1(w))v_k(\sigma_2(w))) \times \prod_{v'=(k,c)\in \mathcal{Y}_k \atop c\neq a,b} v_k(\sigma_1(v'))v_k(\sigma_2(v')). \tag{B.6} \]

After symmetrization, we have
\[
\frac{2^n}{(2n)!\mathcal{M}(\xi)} \sum_{\sigma \in \mathfrak{S}_{2n}} \mathbb{E}[P(k,\ell)Q(\ell)(I)|\lambda] = -2\xi_k g_s(\xi) + 2\xi_k \frac{2\xi_\ell + 1}{2\xi_k - 1} g_s(\xi^{k,\ell}), \tag{B.7} \]
where the \(\xi_k\) comes from the sum in (B.5) and the second term stems from the identity \(\mathcal{M}(\xi^{k,\ell}) = \frac{2\xi_\ell + 1}{2\xi_k - 1} \mathcal{M}(\xi)\). Similarly, the symmetrization gives
\[
\frac{2^n}{(2n)!\mathcal{M}(\xi)} \sum_{\sigma \in \mathfrak{S}_{2n}} \mathbb{E}[P(k,\ell)Q(\ell)(II)|\lambda] = 4\xi_k(\xi_k - 1) \frac{2\xi_\ell + 1}{2\xi_k - 1} g_s(\xi^{k,\ell}). \tag{B.8} \]

Finally, when summing (B.4), (B.7), (B.8), and adding the second term coming from (B.2), we obtain
\[X_{k\ell}^2g_s(\xi) = 2\xi_k(1 + 2\xi_\ell)(g_s(\xi^{k,\ell}) - g_s(\xi)) + 2\xi_\ell(1 + 2\xi_k)(g_s(\xi^{\ell,k}) - g_s(\xi)). \]

If there is a particle on site \(k\) and not on site \(\ell\), the computation is similar but easier and if there are no particles in site \(k\) and \(\ell\) then \(X_{k\ell}g_s(\xi) = 0\). This completes the proof of Proposition B.1. \(\square\)
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