Parity-engineered light-matter interaction
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The concept of parity describes the inversion symmetry of a system and is of fundamental relevance in the standard model, quantum information processing, and field theory. In quantum electrodynamics, parity is conserved and large field gradients are required to engineer the parity of the light-matter interaction operator. In this work, we engineer a potassium-like artificial atom represented by a specifically designed superconducting flux qubit. We control the wave function parity of the artificial atom with an effective orbital momentum provided by a resonator. By irradiating the artificial atom with spatially shaped microwave fields, we select the interaction parity in situ. In this way, we observe dipole and quadrupole SRs for single state transitions and induce transparency via longitudinal coupling. Our work advances quantum simulations to a new level with promising application perspectives in simulations of non-stoquastic Hamiltonians and chemical compounds including spin-orbit coupling.

Parity and its underlying symmetries play an elementary role in several pioneering theories such as CP violation [1], the Higgs formalism [2], and quantum phase transitions [3]. Parity measurements are essential in quantum information processing [4–6], field theory [7, 8], and light-matter interaction [9–11]. In the latter, the application of high-frequency electromagnetic fields tuned into resonance with a desired state transition is a very common approach to obtain information on the internal structure of matter. Depending on both symmetry and strength of the probe field, various multipole moments can be activated [12] and the corresponding SRs become apparent [13]. In natural atoms, a systematic study of SRs is aggravated by the fact that the odd-parity dipole operator typically dominates the interaction. Due to the small atomic length scale, the even-parity quadrupole interaction is relevant only for large field gradients. In this work, we therefore use a specific superconducting artificial atom [14], which is suitable for future experiments in quantum simulation and quantum chemistry [15, 16]. In comparison to previous studies [10, 17–20], our approach allows for the simulation of systems including orbital momentum and spin-orbit physics by choosing a qubit architecture, where a single loop introduces a magnetic dipole moment and a gradiometer loop gives rise to a magnetic quadrupole moment. With those spatial degrees of freedom, we create an artificial potassium-like atom by introducing an effective orbital momentum provided by the wavefunction parity of a superconducting resonator. A carefully tailored pair of antennas additionally allows us to conveniently engineer the parity of the light-matter interaction operator in situ. By means of a proper drive amplitude and phase, we shape the symmetry of the excitation field. As a consequence, we control the parity of the interaction between our artificial atom and an external light field because the dipole moment provides longitudinal [21] (even interaction parity) and the quadrupole moment transversal coupling (odd interaction parity) [9]. With this implementation we induce transparency [20, 22] even when the potential of the artificial atom on its own does not exhibit a well-defined symmetry. Therefore, we can probe SRs not only for dipole, but also for quadrupole radiation. Using the dispersively coupled resonator, we activate dipole forbidden transitions via sideband transitions [23]. The interaction Hamiltonian in our experiments can be straightforwardly brought into a non-stoquastic regime [24–26], which is important for quantum annealing [24, 27, 28]. Such interaction Hamiltonians can also be used for adiabatic quantum computation, which is polynomially equivalent to the standard model of quantum computation [29]. In addition, we find the in-situ addressability of different coupling mechanisms in our circuit architecture promising in the context of symmetries in the quantum Rabi model [7, 19, 30], quantum metrology [31] and simulations of nuclear [32] and Raman [33] interactions.

As shown in Fig. 1a, we couple a tunable-gap gradiometric flux qubit [14, 34] galvanically to the fundamental current mode of a half-wavelength coplanar waveguide resonator operating at $\omega_r/2\pi \approx 3.9$ GHz (see Ref. 35 for details). In the first part of this work, we use the resonator only to detect the qubit state. In the second part, we additionally use the resonator to probe symmetry effects beyond the two-level atom approximation. The qubit itself consists of a gradiometric aluminum loop patterned on a high-resistivity silicon substrate (Fig. 1b). The center conductor is interrupted by two Josephson junctions and a DC SQUID where the latter provides an effective Josephson junction with a tunable critical current. To avoid loss in niobium-aluminum interfaces [36], the sample is fabricated from a single Al/AlOx/Al trilayer structure using the shadow evaporation technique.
We mount the sample to the 25 mK base temperature stage of a custom-made dilution refrigerator. The resonator with Hamiltonian $\hat{H}_r = h \omega_r \hat{a}^{ \dagger } \hat{a}$ is characterized by its external coupling rate $\kappa_s / 2 \pi \simeq 2.47$ MHz and internal loss rate $\kappa_i / 2 \pi \simeq 70$ kHz. The qubit excited state probability and the coherence times $T_1 \simeq 2.6$ µs and $T_2 \simeq 0.1$ µs are obtained with a dispersive read-out scheme [37]. The qubit-resonator coupling is predominantly transversal and has a coupling strength $g_{k} / 2 \pi \simeq 41$ MHz. Therefore, we describe the qubit-resonator interaction by a simple light-matter interaction term $\hat{H}_{qg} = h (g_b \cos \theta \hat{\sigma}_z - g_a \sin \theta \hat{\sigma}_x) (\hat{a}^{ \dagger } + \hat{a})$. We trap one flux quantum in the outer qubit loop to generate a double well potential (Fig. 1c). In terms of the odd- and even-parity Pauli operators $\hat{\sigma}_x$ and $\hat{\sigma}_z$, the resulting Hamiltonian reads $\hat{H}'_{qg} = (\Delta \hat{\sigma}_x + \varepsilon \hat{\sigma}_z) / 2$. We set the tunnel coupling between the wells to $\Delta / h \simeq 2 \pi \times 8.2$ GHz and vary the energy bias $\varepsilon$ with a pair of on-chip antennas placed symmetrically with respect to the qubit. The relevant $z$-component of the magnetic field irradiated by the antennas contains DC and AC components, i.e., $B_z(x, y) = B^d_z(x, y) + B^a_z(x, y) \cos \omega t$, where $\omega / 2 \pi$ is the drive frequency. Depending on the relative phase $\varphi$ between the two drive fields, we generate either a symmetric field configuration, $B_{z, sq} = \Phi_{sq} / A_{sq}$ and $\delta B_{z, gr} / \delta x = 0$, or antisymmetric field gradients, $\delta B_{z, gr} / \delta x = (2 \Phi_{gr} / A_{gr}) / \delta x$ and $B_{z, gr} = 0$. The fluxes $\Phi_{sq}$ and $\Phi_{gr}$ are the integrals of $B_z(x, y)$ over the areas $A_{sq}$ and $A_{gr}$ of the SQUID and a single gradiometer loop, respectively (see Fig. 1b). For arbitrary $\varphi$, the total field $B_{z, tot} = B_{z, sq} + \delta B_{z, gr} / \delta x$ is a superposition of symmetric and antisymmetric contributions. To control the amplitude distribution of the qubit drive, we use a single microwave source and a room temperature phase shifter to generate the phase shift $\varphi$ in one of the RF lines. By carefully equalizing the effective length of both antenna lines, we assure that there is no frequency dependent phase shift. Furthermore, we adjust the attenuation of the lines to generate drive fields with equal amplitudes.

Due to the elaborate sample geometry, the two terms of $B_{z, tot}$ couple to different Pauli operators in the Hamiltonian $\hat{H} = p B_{z, sq} \hat{\sigma}_z + \delta B_{z, gr} / \delta x \hat{\sigma}_x$ (see Ref. 35 for details). Here, the SQUID dipole moment $p$ and the gradiometer quadrupole moment $Q$ define the longitudinal and transversal coupling strengths $\Omega_x(\varphi) = p B^d_{z, sq}(\varphi) / h$ and $\Omega_z(\varphi) = Q (\delta B^a_{z, gr}(\varphi) / \delta x) / h$, respectively. Hence, the qubit couples longitudinally to symmetric fields ($\varphi \in \{0, 2\pi, \ldots\} \rightarrow \Omega_z = 0$) and transversally to antisymmetric fields ($\varphi \in \{\pi, 3\pi, \ldots\} \rightarrow \Omega_z = 0$). In the qubit energy eigenbasis, where $\hat{H}_q = h \omega_q \hat{\sigma}_z \equiv \sqrt{\Delta^2 + \varepsilon^2} \hat{\sigma}_z$ and $\theta = \tan^{-1}(\Delta / \varepsilon)$ is the Bloch angle controlled by $B^d_z$, the interaction Hamiltonian reads

$$\hat{H}_{\text{int}} = h \cos(\omega t) \left[ (\Omega_x(\varphi) \cos \theta - \Omega_z(\varphi) \sin \theta) \hat{\sigma}_x + (\Omega_z(\varphi) \cos \theta + \Omega_x(\varphi) \sin \theta) \hat{\sigma}_z \right] / 2.$$  

Figure 1. Experimental architecture and interaction symmetries. a Chip layout and detection scheme. b False-colored micrograph of the qubit architecture. Crosses indicate Josephson junctions as the one shown in the atomic force micrograph (inset). The SQUID with area $A_{sq} = 60 \mu m^2$ is placed on the symmetry axis of the qubit and the center point of the two gradiometer loops with respective areas $A_{gr} = 400 \mu m^2$ (green shaded area) are separated by $\delta x = 20 \mu m$. c The symmetric double well potential for flux qubits results in two eigenstates with opposite parity (blue and red wave functions). The interaction is defined by the symmetry of a drive field that can be even, odd, or without a specific symmetry. This symmetry is controlled by the relative phase $\varphi$ between two frequency-degenerate microwave drives.

In addition to the field symmetry characterized by $\Omega_x$ and $\Omega_z$ as described above, the parity of $\hat{H}_{\text{int}}$ depends on the symmetry of the qubit wave functions. The latter is governed by the qubit parity operator $\hat{\Pi}_q = - \hat{\sigma}_z$, which results in an odd parity for pure $\hat{\sigma}_z$ interaction, an even parity for pure $\hat{\sigma}_x$ interaction, and no well-defined parity when both terms are present [10]. Even interaction parity results in forbidden transitions (transparency) because the commutator $[\hat{\Pi}_q, \hat{\sigma}_x] = 0$. Then, $\hat{\sigma}_x$ is a constant of motion, $i h \delta \hat{\sigma}_z / \delta t = 0$, and the qubit remains in the ground state with a modulated qubit gap $\Delta$. Since, in contrast to Ref. 10, we activate $\hat{\sigma}_x$ with a symmetric
drive field at $\theta = \pi/2$, the most natural interpretation of our system in the case of a well-defined parity is given in terms of magnetic SRs.

In a first experiment, we investigate the two-antenna control of the drive symmetry required to observe magnetic SRs. We operate at the point of optimal phase coherence, $\theta = \pi/2$, where the qubit potential is symmetric and initial state $|g\rangle$ and final $|e\rangle$ state have opposite parity [9], $\Pi_e = -\Pi_g$. In Fig. 2a, we plot the qubit excited state probability $p_e = (\langle \sigma_z \rangle + 1)/2$ for different spatial distributions controlled by the relative phase $\varphi$. The resonant drive ($\omega = \omega_q$) is kept at constant power and is split symmetrically into the two antenna lines. We observe oscillations between the extrema $p_e \simeq 0$ and $p_e \simeq 0.5$ occurring when $\varphi$ assumes integer multiples of $\pi$. For these values, also the drive has a well-defined parity which leads to the formation of magnetic SRs. In any case, however, as long as $\varphi$ is not set to an integer multiple of $\pi$, we shape a drive field without specific symmetry ($\Omega_e, \Omega_g \neq 0$). Then, there are no SRs and $p_e$ follows qualitatively the expected $\sin^2(\varphi/2)$-dependence (solid line in Fig. 2a). There is, however, a small residual excitation probability $p_e \simeq 0.05$ for pure $\hat{\sigma}_z$ interaction. We attribute this effect to a constant thermal contribution to the transversal drive, $\hbar \Omega_e \rightarrow \hbar \Omega_e(\varphi) + k_B T_e$. Using this ansatz, we find a quantitative agreement between theory and experiment for $T_e \simeq 125 \text{ mK}$. Similar values are found in other experiments on superconducting circuits [37–39].

In the next step, we demonstrate an enhanced level of control by investigating SRs for a tilted qubit potential, $\theta \neq \pi/2$. To this end, we measure the averaged excited state probability $p_e$ as a function of drive frequency $\omega$ and potential tilt, which is controlled by $\theta$. In the cases of purely symmetric and antisymmetric drives, which are shown in the left and middle column of Fig. 2b, the broken symmetry of the qubit potential leads to the absence of SRs [10]. Clearly, the transition is allowed for both symmetric and antisymmetric drive fields away from the optimal point. However, our specific qubit and antenna geometry allows us to restore the broken symmetry and observe rigorous SRs also for a tilted qubit potential. To this end, we sweep $\theta$ for a certain ratio $\Omega_e/\Omega_g \simeq 30$ and observe a strong decrease in $p_e$ for $\theta^* \simeq 0.4\pi$ and $\theta^* \simeq 0.6\pi$ as shown in the right column of Fig. 2b. At these points, the ratio $\Omega_e/\Omega_g$ is equal to the asymmetry parameter $\tan \theta^* \equiv \Delta^*/|\varepsilon^*|$ of the qubit potential. In other words, we exploit that the presence of SRs is determined by the symmetry properties of the interaction operator $\hat{H}_{\text{int}}$, rather than by those of the qubit alone. The vanishing transition matrix element at $\theta^*$ is known as longitudinal coupling-induced transparency [22]. It can be understood from a formal point of view, because the $\hat{\sigma}_z$-term in the Hamiltonian of Eq. (1) vanishes when $\Omega_e/\Omega_g = \Delta^*/|\varepsilon^*|$. In this case, one can rotate into a basis where both qubit potential and drive field are symmetric such that the interaction Hamiltonian becomes $\hat{H}_{\text{int}} = \Omega_e \hat{\sigma}_z / \cos \theta^*$.

The agreement between experiment and theory shown in Fig. 2b becomes even more pronounced when analyzing the transitions only at the qubit frequency. To this end, we apply a resonant drive, $\omega = \omega_q$, for different symmetries of the drive field and for different Bloch angles $\theta$ (see Fig. 3). In this way, we find a quantitative agreement when modeling the transition based on Eq. (1) and assuming the effective temperature $T_e \simeq 125 \text{ mK}$ extracted from a fit to the data shown in Fig. 2a.

So far, our discussion has been restricted to an artificial two-level atom, where the qubit states $|g\rangle$ and
|\rangle\hspace{1cm}e\rangle\hspace{1cm}g\rangle\rangle $e$ behave similar to the $1s$ and $2p$-state of a hydrogen atom, respectively, and transparency due to longitudinal coupling could be induced. To observe also the opposite phenomenon, which is the activation of a transversally forbidden transition between states of equal parity by longitudinal coupling, we engineer a more complex artificial atom using the dispersively coupled resonator. In the parity operator for the resonator, $[\hat e] \Omega_\ell = e^{i\pi n}$, the eigenvalues $n$ of the photon number operator $\hat n$ play the role of the quantum number of an orbital momentum in natural atoms. As shown in Fig. 4a, we now exploit the parity $[\hat e] \Omega_\ell \hat n = -\hat n e^{i\pi n}$ of the combined qubit-resonator system and map the state $|g, n\rangle$ to the even $s$-orbital. Similarly, when the qubit is in the excited state, the resonator states $|n + 1\rangle$, $|n\rangle$, and $|n - 1\rangle$ give rise to artificial even $s$, odd $p$, and even $d$-orbitals, respectively. We note that, although the qubit parity enters into the details of our mapping, it is essentially the resonator, which acts as an artificial orbital momentum. In this way, the qubit-resonator system qualitatively mimics the energy levels and parity properties of a potassium atom with electron configuration $[Ar]4s^1$ (see Fig. 4a). The corresponding electric SRs are precisely reproduced if we realize the symmetric (antisymmetric) electric drive as a physical antisymmetric (symmetric) magnetic field. However, in order to avoid confusion with our previous discussion of magnetic SRs, we prefer to present the experimental results in the more universal language of transversal and longitudinal coupling. We first investigate the effect of SRs between states of equal parity by probing the red and blue sideband transitions, $|g, n\rangle \rightarrow |e, n\pm 1\rangle$ (cases Ia–Id in Fig. 4b). The photon required for the absorption process of the red sideband transition, $|g, n\rangle \rightarrow |e, n-1\rangle$, is provided by the readout tone, which contains approximately $\tilde n \approx 30$ photons on average. Without longitudinal coupling ($\Omega_t = 0$), resonant transitions between states of equal parity are forbidden and both sidebands vanish at $\theta = \pi/2$. Changing the relative phase $\varphi$ to apply a purely longitudinal drive ($\Omega_t \neq 0$), these transitions become allowed and we observe a strong increase in $p_e$ at $\theta = \pi/2$. Interestingly, the transition is always allowed for the two-photon blue sideband [case (Ia) and case (Ib)] and always forbidden for the two-photon qubit excitation [case (IIIa) and case (IIIb) in Fig. 4b]. The reason for this behavior is simply that applying an odd or an even operator twice always produces an even-parity operator [23]. Despite the more complex scenario, all transitions are allowed when the symmetry of the qubit potential or the interaction is not purely transversal or purely longitudinal. We note that higher-order sideband transitions can be neglected in our experiments because they are detuned strongly in frequency and typically require a much higher driving power to be activated. Quantitatively, this effect becomes apparent when expressing the interaction Hamiltonians $\hat H_{\text{int}}$ in terms of Bessel functions. After a unitary transformation into a nonuniformly rotating frame and applying a Bessel expansion (see Ref. 35 for details), we find for the one- and two-photon transitions

$$
\hat H_{\text{int}}^{(1)} \approx \hbar \frac{\Omega_t}{4} \cos \theta - \frac{\Omega_t}{4} \sin \theta \left| J_0(\lambda) + J_2(\lambda) \right| \hat \sigma_x ,
$$

$$
\hat H_{\text{int}}^{(2)} \approx -\hbar \frac{\Omega_t}{4} \cos \theta - \frac{\Omega_t}{4} \sin \theta \left| J_1(\lambda) + J_3(\lambda) \right| \hat \sigma_x ,
$$

respectively. Here, $J_k$ is the $k^{\text{th}}$ Bessel function of the first kind and $\lambda = (\Omega_t \cos \theta + \Omega_t \sin \theta)/\omega$. For weak driving, $\lambda \ll 1$, the Bessel functions simplify to $J_0 + J_2 \approx 1$ and $J_1 + J_3 \approx \lambda/2$. We use $\hat H_{\text{int}}^{(1)}$ to simulate the excited state probability in Fig. 2c. Higher-order sideband transitions scale with $J_i(\lambda)$, where $i$ is the transition order. For example, a three-photon process ($i = 3$) is already suppressed by the factor by $J_3(\lambda) \approx 10^{-5}$ assuming that the transitions are only thermally driven, $\lambda \rightarrow \lambda_{\text{th}} \approx k_B T/\hbar \omega$. For the two-photon transitions analyzed in the manuscript, we use another unitary transformation [21]. When applying a rotating wave approximation, the interaction Hamiltonians for the sidebands read [23]

$$
\hat H_{\text{int}}^{\text{red}} \approx -\frac{\hbar g_t}{\Delta - \omega_r} \left[ \frac{\Omega_t}{2} \sin \theta - \frac{\Omega_t}{2} \cos \theta \right] \left[ \hat \sigma_+ \hat a + \hat \sigma_- \hat a^\dagger \right],
$$

$$
\hat H_{\text{int}}^{\text{blue}} \approx -\frac{\hbar g_t}{\Delta + \omega_r} \left[ \frac{\Omega_t}{2} \sin \theta - \frac{\Omega_t}{2} \cos \theta \right] \left[ \hat \sigma_+ \hat a^\dagger + \hat \sigma_- \hat a \right].
$$

In conclusion, we have established a superconducting architecture allowing for full in situ control over the parity of light-matter interaction and the participating quantum states. We have selectively addressed the magnetic dipole and quadrupole moment of our artificial atom and verified the corresponding SRs. Furthermore, we show that a dispersively coupled resonator acts as an artificial orbital momentum and enables the simulation of multilevel artificial atoms. This central result will be essential for future experiments in quantum chemistry and spin-orbit physics. Our new concept can be extended to scenarios that are even more complex by increasing the number of qubits or resonators [16].

![Figure 3](image-url) Excited state probability plotted versus Bloch angle $\theta$ for different symmetries of the external drive. Solid line is a numerical fit based on Eq. (1) and a finite effective temperature $T_e = 125$ mK.
coexistence of longitudinal and transversal coupling is important for adiabatic quantum computing in the non-stoquastic regime [24–26], where non-stoquastic Hamiltonians are the key for the quantum supremacy in the framework of coherent quantum annealing [29]. With our qubit type we can reach this regime if we tune $\Omega_\ell(\phi) \cos \theta > \Omega_n(\phi) \sin \theta$ in Eq. (1). This regime is of high relevance for quantum annealing [27, 28]. In addition, for increasing coupling strengths, longitudinal coupling terms may lead to new experimental studies of the symmetries in the quantum Rabi model [7, 30] and help to obtain the quantum Fisher information for probabilistic parameters in time-dependent Hamiltonians [31]. The range of possible applications can be even further extended by considering longitudinal qubit-resonator coupling [40], quantum state engineering [41, 42], and the simulation of relativistic physics [43].
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Figure 4. Tunable SRs for an artificial potassium-like atom. a Energy level diagram for ground and first three excited states for a potassium atom (top) and the qubit-resonator system (bottom). The atom follows electric SRs, which have a close analogy to sideband transitions in the qubit-resonator system. b Top panel: Level scheme and corresponding parity of composite qubit-resonator states for multi-potential transitions $|g, \delta n\rangle \rightarrow |e, \pm 1\rangle$. Crossed out arrows denote forbidden transitions. Lower panel: Qubit excited state probability $p_e$ plotted versus Bloch angle $\theta$ and drive frequency $\omega/2\pi$. The circled areas show the red and blue sidebands (Ia-d), the two-photon transition of the blue sideband (IIB), and the direct two-photon transition (IIIa,b) for a symmetric qubit potential. Due to different power levels required to drive the transitions, the data is an overlay of different measurements.
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Supplemental Materials: Parity-engineered light-matter interaction

INTRODUCTION

This document contains Supplementary Materials for the main text in the following order: (1) Supplementary Methods for sample fabrication and measurement techniques, (2) theoretical derivations of selection rules (SRs), Supplementary Figure S1 and Figure S2.

SUPPLEMENTARY METHODS

In this section, we present fabrication details, sample parameters, and introduce the measurement setup used in the main article.

**Sample layout** The sample chip is mounted in a gold plated sample box made from copper as shown in Fig. S1 (a). To connect the sample to coaxial cables, we use CPW/SMA adapters. The heart of the sample is a tunable-gap gradiometric flux qubit [14, 34] that can be controlled by two on-chip antennas as shown in Fig. S1 (b). The area of each gradiometer loop is \( A_{\text{sq}} = 20 \, \mu\text{m} \times 20 \, \mu\text{m} \) and the DC SCQUID loop area is \( A_{\text{sq}} = 5 \, \mu\text{m} \times 12 \, \mu\text{m} \). All qubit lines are 500 nm wide. The two larger Josephson junctions have overlap areas of 250 nm \( \times \) 200 nm [cf. Fig. S1 (c)] and the DC SCQUID junctions have areas of 150 nm \( \times \) 200 nm. The resonator has a length of approximately 15.25 mm and interdigital coupling capacitors as shown in Fig. S1 (d). Additionally, we use quadratic 8 \( \mu\text{m} \) wide holes in the ground plane to trap possible magnetic flux vortices.

**Spin coating parameters** We use spin coating to apply electron beam resist to the substrate. Before the spin coating, we clean the 525 nm thick Si/SiO\(_2\) substrate with an oxygen plasma for five minutes to remove residual particles on the surface. We then place it for 10 min on a hotplate at 160 °C to evaporate possible humidity at the substrate surface. For spin coating of the lower, 680 nm thick, layer of PMMA/MA33 % resist, we use a rotation rate of 2000 rpm. We bake the resist at 160 °C for 10 min. In a second step, we coat the sample with 70 nm of PMMA950K resist, spinning at a rate of 4000 rpm. Afterwards, we again bake the resist at 160 °C for 10 min.

**Evaporation parameters** For metallization, we evaporate a 40 nm thick Al film at an angle of 17°. This layer forms the bottom electrode of the Josephson junctions but also covers the complete CPW structure. We then oxidize the sample for 3000 s at an oxygen pressure of 3.3 \times 10^{-4} \text{mbar} aiming at a current density of approximately 500 A/cm\(^2\). In a subsequent step, a 70 nm thick Al film is evaporated at an angle of \(-17°\), creating the second electrode of the junction. To oxidize all surfaces without contamination from air, we oxidize the sample once more inside the evaporation chamber. Here, we oxidize for 3000 s at an oxygen pressure of 7.3 \times 10^{-3} \text{mbar}.

**EBL parameters** We fabricate the samples using electron beam lithography (EBL). The flux qubit sample is fabricated in one fabrication step from an Al/AlO\(_x\)/Al sandwich structure, i.e., we do not use Nb for the CPW structure. That way, we omit the lossy Al/Nb interface to increase the coherence times of qubit and resonator [36]. To pattern the structure in one single EBL process step, we use two independent electron beam currents at an acceleration voltage of 80 kV. In the first step, we pattern the large CPW structures and in the second step, we pattern the qubit and the Josephson junctions. For both steps, we use the auto conjugate function of a n5 electron beam lithography system using gold nanoparticles to focus the beam. For the ground plane structures, we use a beam current of 14.5 nA and a dose of 400 \mu C/cm\(^2\), while the center conductor and the antenna lines are written with a dose of 480 \mu C/cm\(^2\). Furthermore, we scale the main-fields with a factor 1.001 to avoid stitching errors. The qubit is written with a beam current of 2.6 nA and a dose of 800 \mu C/cm\(^2\). We develop the sample in two steps. First, we develop both resist layers using an AR600-56 developer for 45 s. Then, we immerse the sample in isopropanol at 4 °C for 120 s to selectively develop only the lower resist layer.

**Cryogenic sample setup** For our experiments, we fix the sample with silver glue inside a gold-plated copper box and mount it to the base temperature of 25 mK of our dilution refrigerator, i.e., 25 mK [see Fig. S1 (f)]. Our low temperature setup has a multistage shielding against magnetic flux noise containing \( \mu \)-metal shields at room temperature, a cryoperm shield at 4.2 K and an Al shield at the sample stage. Additionally, we use a gridded ground plane for the CPW resonator to prevent the motion of flux vortices.

**Measurement setup** The sample is connected to several RF and DC control lines as depicted in Fig. S1 (g). We perform measurements mainly with a vector network analyzer (VNA) and characterize the qubit decay rate with a
time-domain measurement setup. We filter input and output lines with band-pass filters at room temperature and at the sample stage to protect the qubit from RF noise entering the sample box through the resonator ports. That way, we further suppress the noise for frequencies outside the band-pass region. We control the qubit using two on-chip antennas, which are connected to bias tees for AC and DC control signals. These bias tees are specified to work between 2 GHz and 18 GHz for the RF input and have a 200 MHz bandwidth of the DC port. Hence, the DC cables to the bias tees are additionally low-pass filtered at cryogenic temperatures. Using the DC port of these bias tees, we generate on-chip static magnetic fields with a controlled spatial amplitude distribution. Additionally, we use the on-chip antennas to generate an RF field with varying spatial distribution. We use a room temperature phase shifter to control the phase difference φ between the two antenna lines. By measuring the transmitted power between the antenna lines and the resonator, we find a precise sinusoidal behavior of the field amplitude. From further auxiliary measurements, we find a flat frequency distribution in the relevant frequency regime above 8 GHz, which ensures that the amplitude distribution of the RF field is not affected by the usage of additional microwave components such as mixers, bias tees or, filters. When carefully adjusting the attenuation of the input lines, we can generate a situation where the effective field across the qubit area vanishes. We optimize the amplitude distribution of the driving field by using an attenuator configuration that creates a maximum signal difference for a phase shift of π. That way, we achieve an on/off ratio of 30 dB for 14 dB of additional attenuation in one of the antenna lines.

**Resonator characterization** In the following paragraphs, we characterize the sample using spectroscopic and time-resolved measurements. Spectroscopic measurements of qubit-resonator systems are a convenient method to access the excitation spectrum of the system [44, 45]. With our sample architecture, we can either populate the resonator with readout photons through the input line or excite the qubit through the antenna lines. We first characterize the resonator with a single-tone transmission experiment to extract the resonator frequency \( \omega_r \). From the linear fit, we calculate a resonator population of 331 photons/mW. From the center frequency of a Lorentzian fit, we determine the qubit gap \( \Delta \) from the center frequency of a Lorentzian fit. We perform additional qubit spectroscopy measurements at different operating points and we observe qubit gap frequencies up to a maximum \( \Delta \approx 0.25 \Phi_0 / \text{mA} = 1.25 \text{pH} \), which describes the field difference between the two gradiometer loops induced by the external coil.

**Magnetic flux control of the qubit** Even though we shield the sample against external flux noise, we generate a static magnetic field using a superconducting coil attached to the sample holder to flux-bias the qubit. For the homogeneous field across the qubit area, we assume that the generated field is spatially homogeneous across the qubit area. Hence, one expects the transition frequency of the flux qubit to only depend on the magnetic flux through the \( \alpha \)-SQUID. Due to a finite gradiometer quality [34], there is also a flux difference between the two gradiometer loops. This flux difference between the gradiometer loops arises mostly from the current circulating in the \( \alpha \)-SQUID, which converts the homogeneous field to an effective field gradient. To characterize the flux-dependent transition frequency of the qubit, we vary the magnetic field with the on-chip antenna lines in order to identify qubit-resonator anticrossings. The anticrossings are located at \( \Phi_{gr} = N \Phi_0 \), where \( \Phi_{gr} = \Phi_{g1} - \Phi_{g2} = 3 \delta \omega_t / \delta \) is the flux difference in the two gradiometer loops. From the spacing of the anticrossings, we calculate an effective mutual inductance \( M_e \approx 0.625 \Phi_0 / \text{mA} = 1.25 \text{pH} \), which describes the field difference between the two gradiometer loops induced by the external coil.

**Qubit transition frequency** For coil-spring systems, we observe clear anticrossings between qubit and resonator frequency and extract the transverse coupling strength \( g_t / 2\pi \approx 40 \text{ MHz} \). To further characterize the qubit, we perform qubit spectroscopy by applying an additional RF tone with frequency \( \omega \) in a two-tone experiment as shown in Fig. 2 (b) of the main text. For simplicity, we use only one of the antenna lines for the RF drive tone for these characterization measurements. In the two-tone experiment, we utilize the qubit-state-dependent AC Stark shift in the dispersive regime \( (g^2 / \delta^2 \approx 10^{-3}) \), where \( \delta \equiv \omega_q - \omega_t \). To control the operating point, we use a DC flux-bias generated by the external coil as well as a local magnetic field generated by the on-chip antenna lines. The on-chip control is particularly important to adjust the magnetic energy bias \( \varepsilon \), i.e., the tilt of the double well potential of the qubit. By adjusting \( \varepsilon \approx 0 \), we determine the qubit gap \( \Delta \) from the center frequency of a Lorentzian fit. We perform additional qubit spectroscopy measurements at different operating points and we observe qubit gap frequencies up to a maximum \( \Delta_{\text{max}} / h \approx 2 \pi \times 10.5 \text{ GHz} \).

**Readout photons** Due to uncertainties in the transmission properties of both our measurement lines and the insertion loss of the resonator itself, we require an in situ calibration of the resonator population. To this end, we determine the readout photon number \( \bar{n} = \langle \hat{a}^\dagger \hat{a} \rangle \), using the photon number dependence of the qubit frequency [44]. We control \( \bar{n} \) by varying the output power \( P_r \) of the VNA and measure the frequency shift \( \delta \omega_0 = 2 \bar{n} g^2_t / \delta \) relative to the bare qubit transition frequency \( \omega_{q,0} \). From the linear fit, we calculate a resonator population of 331 photons/mW power emitted from the VNA. All measurements presented in the main article are performed with \( \bar{n} = 33 \) photons.
on average. This value is still well below the critical photon number \( n_{\text{crit}} \equiv \delta^2/(2g_r)^2 \approx 1900 \) above which the dispersive limit breaks down. The finite number of readout photons, however, increases the qubit dephasing rate accordingly due to measurement induced dephasing \([37, 47]\).

**Qubit spectroscopy power** We calibrate the number of drive photons \( \bar{n}_d \) that arrive at the qubit for a given source power \( P_d \) used for the drive tone. Similar to the AC Stark calibration used to calibrate \( n \), we calibrate the drive photons by detecting the power broadening \([44, 48]\) of the qubit linewidth

\[
\gamma_q = \sqrt{\gamma_1^2 + \bar{n}_d(2g)^2}\frac{\gamma_2}{\gamma_1^2}.
\]

We extract the photon number by assuming a linear power-to-photon conversion \( \alpha_d \), i.e., \( \bar{n}_d = \alpha_d P_s \). Using \( \gamma_2/2\pi = 9.7 \text{MHz} \) and \( \gamma_1/2\pi = 385\text{kHz} \) measured above, we obtain \( \alpha_d \approx 0.16 \text{ photons/mW} \).

### MULTIPOLE EXPANSION

**Dipole and Quadrupole moments** Here, we derive a multipole expansion \([49]\) for the coupling between a magnetic field \( B(\omega, t) = B \cos \omega t \) and the tunable-gap gradiometric flux qubit. Here, \( \omega \) is the drive frequency and \( t \) is the time. Because the qubit is located in the \( xy \)-plane, only the \( z \)-component \( B_z \) is relevant. To calculate the multipole coupling to this field component, we first calculate the dipole moment for a quasiplanar loop and the quadrupole moment for a gradiometer. For a quasiplanar loop with area \( A \) carrying a constant current \( I \), the magnetic dipole moment \([50]\)

\[
p = (1/2) \int_A \mathbf{r} \times j \text{ d}r
\]

can be simplified to \( p = (I/2) \int d_A \mathbf{r} \times (0, 0, I \mathbf{A}) \). This leads to the dipole moment \( p = |p| = |I| \mathbf{A} \) stated in the main text where the area is the SQUID area, \( A = A_{\text{sq}} \). For the components of the magnetic quadrupole moment we obtain \( Q_{ij} = (2I/3) \sum_k p_{k,i} r_{k,j} \), where \( p_k \) is the \( k^{\text{th}} \) dipole positioned at \( \mathbf{r}_k \). For a single loop \( (k=1) \) and \( \mathbf{r}_1 = (0, 0, 0) \), all components of \( Q \) are zero. For the quadrupolar gradiometer case in the main text, the dipole moment is zero and \( Q \) has the finite component \( Q \equiv Q_{zz} = 4I A d/3 \), where \( A = A_{\text{gr}} \) is the area of a single gradiometer loop.

**Single-loop flux qubit** Integrating three Josephson junctions with suitable parameters into a single superconducting loop forms a flux qubit with persistent current \( I_p \) and area \( A_q \). In the bare qubit basis, the dipolar interaction Hamiltonian between the qubit and an oscillating magnetic field reads \( \tilde{H}_{\text{int}} = B_{z0} p \hat{\sigma}_z \). Here, \( p = I_p A_q \) is the qubit dipole moment and \( B_{z0} = A_q^{-1} \int A_q B_z(r) \text{d}^2r \) is the effective magnetic field penetrating the qubit loop. When exposing the qubit to a constant field gradient in \( x \)-direction with \( B_x(L/2) = 0 \), the interaction strength vanishes. For arbitrary field gradients, the interaction Hamiltonian reads \( \tilde{H}_{\text{int}}^{Q} = Q(\delta B_z/\delta x) \hat{\sigma}_z \), where \( (\delta B_z/\delta x) = A_q^{-1} \int A_q \partial_x B_z(r) \text{d}^2r \) is the effective magnetic field gradient penetrating the qubit loop.

**Gap-tunable gradiometric flux qubit** We now turn to the special case of gradiometric flux qubits with tunable gap, where a DC SQUID replaces the \( \alpha \) junction on the center line of a gradiometer structure \([14, 34]\). Here, we only consider a symmetric situation, where two currents split equally in the two gradiometer parts and flow in opposite direction on the center line including the Josephson junctions. Then, antisymmetric fields create transversal coupling via the quadrupole moment \( Q \). In the ideal case, the two currents cancel each other on the center line and the SQUID dipole moment \( p \) does not couple to the qubit phase \( \theta_q \) and is thus irrelevant for the qubit. However, because the flux threading the SQUID loop changes the qubit gap \( \Delta \) the symmetric part of the magnetic field creates longitudinal coupling proportional to the SQUID dipole moment \( p \). This situation leads to the Hamiltonian \( \hat{H} \) presented in the main text.

### SELECTION RULES

A selection rule constrains the possible transition between two quantum states induced by an external drive due to the conservation of different quantum numbers such as angular momentum or parity \([51]\). Originating from quantum optics, SRs are also valid for circuit QED experiments using flux qubits as artificial atoms \([9, 10, 19, 52]\). In our case, the corresponding quantum states are either reflected by the initial and final state of the qubit, or by the dressed qubit-resonator states, if we are probing sideband transitions. To derive SRs, we calculate the transition moment integral \( \int \psi_f \hat{\mu} \psi_i \). Here, \( \psi_f \) and \( \psi_i \) are the wave functions of final and initial state and \( \hat{\mu} \) is the interaction operator. The terminology of which transitions are called “allowed” and which ones are called “forbidden” is based on a hydrogen-like atom with 1s1 electron configuration. For superconducting flux qubits, SRs reduce to pure parity arguments,
and transitions are allowed if the total parity of $\psi_{\mu}\psi_{\nu}$ is even. Hence, an odd-parity $\hat{\mu}$ induces transitions between states of equal parity and an even-parity $\hat{\mu}$ induces transitions between states of equal parity. For atoms and qubits, $\hat{\mu}$ is represented by an external electromagnetic drive field. Concerning the parity of drive fields, one has to consider the structure of $E$- and $B$-fields in Maxwell’s equations. Generally, one finds that the electric field has even parity and the magnetic field has odd parity. Consequently, an electric field gradient has even parity and a magnetic field gradient has odd parity. For qubits with corresponding parity operator $\Pi_q = -\hat{\sigma}_z$, one finds that $\hat{\sigma}_x$ is odd and $\hat{\sigma}_z$ is even by calculating the commutator and anticommutator relations [10].

For flux qubits at the degeneracy point, the ground state $|g\rangle$ has even parity, while the excited state $|e\rangle$ has odd parity [53]. In the same way as for $\Pi_q$, we define an even operator $\hat{A}_+$ if it commutes with $|g\rangle$ and vice versa. Even operators cannot induce transitions between states of different parities, which is expressed in the vanishing matrix element $\langle e|\hat{A}_+|g\rangle = 0$. On the other hand, an odd operator $\hat{A}_-$ can induce transitions between $|g\rangle$ and $|e\rangle$, i.e., $\langle e|\hat{A}_-|g\rangle > 0$. Using this formalism, one finds that $\hat{\sigma}_x$ is an odd operator, while $\hat{\sigma}_z$ is even if the qubit states have opposite parity [51]. This fact results in dipolar SRs for $\hat{\sigma}_x$-interactions and quadrupolar SRs for $\hat{\sigma}_z$-interactions. If the two participating quantum states have equal parity, the situation changes and even operators induce transitions while they are forbidden for odd operators.

**One-photon transitions for a $\hat{\sigma}_x + \hat{\sigma}_z$ drive** For the tunable-gap gradiometric flux qubit placed between two antennas as depicted in Fig. S1 (b), we can induce longitudinal interaction with a symmetric, in the ideal case spatially homogeneous microwave drive $B = (0, 0, B_z)$. Furthermore, we can induce transversal interaction with an antisymmetric microwave drive, i.e., a pure field gradient $\nabla B \propto (0, 0, x)$. These fields reflect the variables $B_{z\theta}$ and $\delta B_x/\delta x$ in the main article. Here, we describe the two drives in terms of their creation and annihilation operators $\hat{\ell}^+, \hat{\ell}^-$ (longitudinal drive) and $\hat{t}^+, \hat{t}^-$ (transversal drive), respectively. Hence, the operator $\hat{t}$ creates a symmetric field distribution, while $\hat{\ell}$ creates an antisymmetric field distribution. Both driving fields are assumed to be coherent states, $|\beta_{\ell,t}\rangle$, where $\hat{\ell}|\beta_{\ell}\rangle = \beta_{\ell}|\beta_{\ell}\rangle$ and $\hat{t}|\beta_{\ell}\rangle = \beta_{t}|\beta_{t}\rangle$. The respective interaction with the qubit in the bare basis can be expressed as

$$\hat{\mathcal{H}}_{\text{int,}\ell} = \hbar g_{\ell,\ell} e^{i\omega t}(\hat{\ell}^+ + \hat{\ell}^\dagger)\hat{\sigma}_x \approx \frac{\hbar}{2} \cos(\omega t)\hat{\sigma}_x,$$

$$\hat{\mathcal{H}}_{\text{int,}t} = \hbar g_{t,\ell} e^{i\omega t}(\hat{t}^+ + \hat{t}^\dagger)\hat{\sigma}_z \approx \frac{\hbar}{2} \cos(\omega t)\hat{\sigma}_z. \tag{S3}$$

Here, $g_{\ell,\ell}$ and $g_{t,\ell}$ denote the longitudinal and transversal vacuum coupling strength between the microwave drive and the qubit, respectively. In the classical limit (CL) on the right-hand side of Eq. (S2) and Eq. (S3), the drives with frequency $\omega$ are characterized by their amplitudes $\Omega_{\ell} = 4\hbar g_{\ell,\ell}\beta_{\ell}$ and $\Omega_{t} = 4\hbar g_{t,\ell}\beta_{t}$, respectively. For simplicity, we neglect cross-coupling due to imperfections of the qubit structure in the following. Then, applied to the eigenstates $|e\rangle$ and $|g\rangle$, one finds that Eq. (S2) anti-commutes with the qubit operator $\hat{\sigma}_z$, while Eq. (S3) commutes when operating at the qubit degeneracy point. For a superposition of both drives and away from the degeneracy point, however, the system parity is not well-defined and the transition probabilities change as discussed below.

In the following calculations, we derive transition matrix elements for qubit transitions under a mixed ($\Omega_{\ell} + \Omega_{t}$) drive. We show that the selection rules known for circuit QED setups [9, 10, 52] must be modified taking the longitudinal drive into account. We start our calculations with the coupled qubit-resonator Hamiltonian without the external drive:

$$\hat{\mathcal{H}}_{\text{sys,}b} = \frac{\hbar}{2} \hat{\sigma}_x + \frac{\hbar}{2} \hat{\sigma}_z + \hbar \omega_a \hat{a}^\dagger \hat{a} + \hbar \omega_q (\hat{a}^\dagger + \hat{a}) \hat{\sigma}_z + \hbar g_{\ell} (\hat{a} + \hat{a}^\dagger) \hat{\sigma}_x. \tag{S4}$$

In a next step, we transfer Eq. (S4) to the qubit eigenenergy basis, which yields

$$\hat{\mathcal{H}}_{\text{sys,}a} = \frac{\hbar \omega_q}{2} \hat{\sigma}_z + \hbar \omega_a \hat{a}^\dagger \hat{a} + \hbar g_{\ell} \cos \theta (\hat{a} + \hat{a}^\dagger) \hat{\sigma}_z - \hbar g_{\ell} \sin \theta (\hat{a}^\dagger + \hat{a}) \hat{\sigma}_x + \hbar g_{\ell} \cos \theta (\hat{a} + \hat{a}^\dagger) \hat{\sigma}_x + \hbar g_{\ell} \sin \theta (\hat{a} + \hat{a}^\dagger) \hat{\sigma}_z. \tag{S5}$$

Here, we introduce the Bloch angle $\theta = \tan^{-1}(\Delta/\varepsilon)$ and $\omega_q = \sqrt{\Delta^2 + \varepsilon^2}$. At the flux degeneracy point, we find $\theta = \pi/2$ and $(\cos \theta, \sin \theta) = (0, 1)$.

With Eq. (S4) and Eq. (S5) we describe the qubit-resonator coupling in its most general form, which means there could be both longitudinal and transversal coupling at the sweet spot. The longitudinal coupling would be present if the resonator current induces flux into the DC SQUID. For our specific sample geometry, however, the longitudinal coupling
coupling strength $g_{t}$ between qubit and resonator vanishes. This is because we place the DC SQUID on the symmetry axis of the gradiometric qubit. Therefore, most current runs on the outer lines because the Josephson inductance on the center line and of the DC SQUID strongly damps any AC current. Even if a small residual current runs through the center line, it will to first order split symmetrically into both SQUID arms and therefore not couple any flux into the DC SQUID. Hence, there is no longitudinal coupling at the sweet spot for our geometry. We could introduce such a coupling mechanism by rotating the qubit by 90° with respect to the resonator. In this case, the resonator would induce flux into the DC SQUID. The transversal coupling is mainly determined by the flux difference that the resonator induces into the gradiometer loop. The resulting coupling strength $g_{t}$ depends on the special geometry and the mutual inductance between the two gradiometer loops and the resonator. Hence, it can be considered constant for our sample.

We now add the two drive terms defined in Eq. (S2) and Eq. (S3) to $\hat{H}_{\text{sys,q}}$, which results in

$$
\hat{H}_{\text{tot}} = \frac{\hbar \omega_t}{2} \hat{\sigma}_z + \hbar \omega_r \hat{\sigma}_z + \hbar g_{t} \cos \theta (\hat{a} + \hat{a}^\dagger) \hat{\sigma}_x
$$

$$+ h g_{t} \cos \theta (\hat{a} + \hat{a}^\dagger) \hat{\sigma}_x - h g_{t} \sin \theta (\hat{a} + \hat{a}^\dagger) \hat{\sigma}_x
$$

$$+ \frac{\hbar \Omega_{t}}{2} \cos \theta \cos(\omega t) \hat{\sigma}_x - \frac{\hbar \Omega_{t}}{2} \sin \theta \cos(\omega t) \hat{\sigma}_x
$$

$$+ \frac{\hbar \Omega_{t}}{2} \cos \theta \cos(\omega t) \hat{\sigma}_x + \frac{\hbar \Omega_{t}}{2} \sin \theta \cos(\omega t) \hat{\sigma}_x .$$

(S6)

Next, we cancel the time-dependent terms $\frac{1}{2} \Omega_{t} \cos \theta \cos(\omega t) \hat{\sigma}_z$ and $\frac{1}{2} \Omega_{t} \sin \theta \cos(\omega t) \hat{\sigma}_z$ by moving to a nonuniformly rotating frame, where $\hat{H}_{\text{rot}} = \hat{U} \hat{H}_{\text{rot,\hat{U}}} \hat{U}^\dagger - \hbar \theta \hat{U} \dot{\hat{U}} \hat{U}^\dagger / \partial t$, and we chose

$$
\hat{U} = \exp \left[ \frac{i}{2} \hat{\sigma}_z \sin(\omega t) \left( \frac{\Omega_{t}}{\omega} \cos \theta + \frac{\Omega_{t}}{\omega} \sin \theta \right) \right] .
$$

(S7)

That way, the effective Hamiltonian reads

$$
\hat{H}_{\text{rot}} = \frac{\hbar \omega_t}{2} \hat{\sigma}_z + \hbar \omega_r \hat{\sigma}_z + \hbar g_{t} \cos \theta (\hat{a} + \hat{a}^\dagger) \hat{\sigma}_x + \hbar g_{t} \sin \theta (\hat{a} + \hat{a}^\dagger) \hat{\sigma}_x
$$

$$+ \frac{\hbar \Omega_{t}}{2} \cos \theta \cos(\omega t) \hat{\sigma}_x - \frac{\hbar \Omega_{t}}{2} \sin \theta \cos(\omega t) \hat{\sigma}_x
$$

$$\times \left[ \hat{\sigma}_+ e^{-i \phi} + \hat{\sigma}_- e^{+i \phi} \right] ,
$$

(S8)

where $\phi = - \sin(\omega t) (\Omega_{t} \cos \theta + \Omega_{t} \sin \theta) / \omega$. We now move to the interaction picture with respect to qubit and resonator, which yields in the rotating wave approximation

$$
\hat{H}_{\text{eff}} = \hbar \left[ g_{t} \cos \theta (\hat{a} e^{-i \omega_{r} t} + \hat{a}^\dagger e^{+i \omega_{r} t}) - g_{t} \sin \theta (\hat{a} e^{-i \omega_{r} t} + \hat{a}^\dagger e^{+i \omega_{r} t}) \right]
$$

$$+ \frac{\hbar \Omega_{t}}{2} \cos \theta \cos(\omega t) - \frac{\hbar \Omega_{t}}{2} \sin \theta \cos(\omega t) \times \left[ \hat{\sigma}_+ e^{+i \omega_{r} t} e^{-i \phi} + \hat{\sigma}_- e^{-i \omega_{r} t} e^{+i \phi} \right] .$$

We split this interaction Hamiltonian into a qubit-resonator term $\hat{H}_{\text{eff,r}}$ and into a qubit-driving term $\hat{H}_{\text{eff,q}}$ defined as

$$
\hat{H}_{\text{eff,r}} = \hbar \left[ g_{t} \cos \theta (\hat{a} e^{-i \omega_{r} t} + \hat{a}^\dagger e^{+i \omega_{r} t}) - g_{t} \sin \theta (\hat{a} e^{-i \omega_{r} t} + \hat{a}^\dagger e^{+i \omega_{r} t}) \right]
$$

$$\times \left[ \hat{\sigma}_+ e^{+i \omega_{r} t} e^{-i \phi} + \hat{\sigma}_- e^{-i \omega_{r} t} e^{+i \phi} \right] ,
$$

(S9)

$$\hat{H}_{\text{eff,q}} = \hbar \left[ \frac{\hbar \Omega_{t}}{2} \cos \theta - \frac{\hbar \Omega_{t}}{2} \sin \theta \right] \cos(\omega t) \left[ \hat{\sigma}_+ e^{+i \omega_{r} t} e^{-i \phi} + \hat{\sigma}_- e^{-i \omega_{r} t} e^{+i \phi} \right] .
$$

(S10)

For low power (one-photon) driving, the transition Hamiltonian can be approximated using Bessel functions, which results in

$$
\hat{H}_{\text{trans,1}} = \hbar \left[ \frac{\hbar \Omega_{t}}{2} \cos \theta - \frac{\hbar \Omega_{t}}{2} \sin \theta \right] \left[ J_0(\lambda) + J_2(\lambda) \right] \hat{\sigma}_x \approx \frac{\hbar \Omega_{t}}{2} \cos \theta - \frac{\hbar \Omega_{t}}{2} \sin \theta \hat{\sigma}_x .
$$

(S11)
Here, $J_k$ is the $k^\text{th}$ Bessel function of the first kind and $\lambda = (\Omega_{t} \cos \theta + \Omega_{t} \sin \theta)/\omega$. Equation (S11) means that we can drive one-photon transitions at the degeneracy point via an antisymmetric magnetic field due to the $\sin \theta$ term. This effect becomes weaker when we move away from the degeneracy point. However, in this case the longitudinal drive starts to activate transitions via the $\cos \theta$-term. Additionally, there is a certain angle $\theta^*$, for which both drives cancel each other. In Figs. S2 (a) – (d), we show numerical calculations of the one-photon transition using Eq. (S11). Moving from (a) to (d), we increase the impact of the longitudinal drive, while staying in the low power (one-photon) limit, where $\Omega_{t}, \Omega_{t} \ll \omega_{t}$. As apparent, the coupling at the degeneracy point becomes weaker when increasing the ratio between longitudinal and transversal drive, implementing a controllable selection rule.

**Two-photon transitions** For increasing drive power, we can activate multi-photon transitions by shining electromagnetic fields of frequency $\omega_{n}/n$. In the case $n = 2$, the two photons have frequency $\omega = \omega_{g}/2$ and a combined even parity. Therefore, two-photon processes are forbidden at the qubit degeneracy point for transversal and for longitudinal drives. For the general $n$-photon case, we can express the parity as $(\Pi_{q} \Pi_{n})^{n} = (-1)^{n} \Pi_{n}^{n}$ [52]. If we move away from the qubit degeneracy point, we can derive the effective Hamiltonian via a Schrieffer-Wolff transformation [10, 54]. For possible two-photon transitions in the bare basis, i.e., $\omega = \Delta / \sin \theta$, we find

$$
\hat{H}_{\text{trans},2} = \frac{\hbar}{2} \left[ \frac{\Omega_{t}}{2} \cos \theta - \frac{\Omega_{t}}{2} \sin \theta \right] \left[ -J_{1}(\lambda) - J_{3}(\lambda) \right] \hat{\sigma}_{x}
$$

$$
\approx \frac{\hbar}{2} \left[ \frac{\Omega_{t}}{\omega} \cos \theta - \frac{\Omega_{t}}{\omega} \sin \theta \right] \left[ -\frac{\Omega_{t}}{2\omega} \cos \theta - \frac{\Omega_{t}}{2\omega} \sin \theta \right] \hat{\sigma}_{x}
$$

$$
= \frac{\hbar}{8} \left[ (\Omega_{t}^2 - \Omega_{s}^2) \sin^2 \theta \cos \theta + \Omega_{t} \Omega_{s} \left( \sin^2 \theta - \cos^2 \theta \sin \theta \right) \right] \hat{\sigma}_{x}.
$$

(S12)

This Hamiltonian consists of two parts. First, a part proportional to $\sin^2 \theta \cos \theta$, which is well-known from circuit QED experiments studying the controlled symmetry breaking of two-photon processes [10, 52]. For a mixed $(\Omega_{t} + \Omega_{s})$ drive, there is an additional term proportional to $\Omega_{t} \Omega_{s}$, which also depends strongly on the Bloch angle [see case (a) in Figs. S2 (e) – (h)].

**Sidebands** In the one-photon case, the red sideband transition $(\omega_{q} - \omega_{r})$ and the blue sideband transition $(\omega_{q} + \omega_{r})$ are forbidden for a transversal $\hat{\sigma}_{x}$-like drive. However, due to the even parity of the $\hat{\sigma}_{z}$ operator, sideband transitions are allowed for $\hat{\sigma}_{z}$ drives [23]. To calculate the transition matrix element, we chose a unitary transformation via

$$
\hat{U} = \exp \left[ -\frac{i}{2} \Delta' \hat{\sigma}_{z} + i(\omega_{s} t) \hat{a} \hat{a}^\dagger \right],
$$

(S13)

where $\Delta' = \Delta + (\gamma_{+} + \gamma_{-})/2$ with $\gamma_{\pm} = g_{t} / (\Delta \pm \omega_{r})$. In this frame, within a RWA, the sideband Hamiltonians read [21]

$$
\hat{H}_{\text{red}} = \hbar g_{t} (\gamma_{+} + \gamma_{-}) \hat{\sigma}_{z} \hat{a} \hat{a}^\dagger - \frac{\hbar}{2} \left[ \frac{\Omega_{t}}{2} \sin \theta - \frac{\Omega_{t}}{2} \cos \theta \right] 2\gamma_{-} [\hat{a} \hat{\sigma}_{+} + \hat{a}^\dagger \hat{\sigma}_{-}],
$$

(S14)

$$
\hat{H}_{\text{blue}} = \hbar g_{t} (\gamma_{+} + \gamma_{-}) \hat{\sigma}_{z} \hat{a} \hat{a}^\dagger - \frac{\hbar}{2} \left[ \frac{\Omega_{t}}{2} \sin \theta - \frac{\Omega_{t}}{2} \cos \theta \right] 2\gamma_{+} [\hat{a}^\dagger \hat{\sigma}_{+} + \hat{a} \hat{\sigma}_{-}].
$$

(S15)

As shown in Figs. S2 (e) – (h), the transition probability for sideband transitions is opposite compared to the one-photon transition depicted in Figs. S2 (a) - (f).
Figure S1. (a) Photograph of the sample box for the flux qubit sample including four SMA connectors for the RF-lines and the sample chip in the center. The resonator meanders across the substrate and at the corners of the substrate, silver-glue is visible. (b) Microscope image of the area where the tunable-gap gradiometric flux qubit is located. The resonator center conductor runs from left to right and is galvanically coupled to the qubit. There are two antenna lines approaching from the bottom and from the top to shape the driving field. Arrows indicate the positions where Josephson junctions are located. (c) Scanning electron microscope image showing one of the two larger Josephson junctions. (d) Microscope image of one of the coupling capacitors confining the half-wavelength resonator. (e) Sketch of a flux qubit galvanically coupled to a readout resonator and inductively coupled to two on-chip antennas. (f) Photograph of the cryogenic measurement setup. (g) Detailed measurement setup including microwave and DC components.
Figure S2. Top row from (a) to (d): Color encoded excitation spectra for the direct one-photon transition of a qubit under a continuous drive plotted versus Bloch angle $\theta$ and drive frequency calculated. The transition probabilities are calculated from the Bessel functions defined in Eq. (S11). From panel (a) to panel (e) we increase the ratio $\Omega_\ell/\Omega_t$. To model the qubit linewidth, we superimpose the qubit hyperbola $\omega_q = \hbar^{-1} \sqrt{\Delta^2 + \varepsilon^2}$ with a Lorentzian lineshape, which increases proportional to $\gamma_q(\theta) \propto \gamma_2 + \gamma_\phi |\theta - \pi/2|$. In panel (c), we show the situation $\Omega_\ell/\Omega_t = \Delta/|\varepsilon|$ at the angle $\theta^*$ where longitudinal coupling-induced transparency appears. Bottom row from (e) to (h): Color encoded excitation spectra for the two-photon process ($\alpha$), the red sideband ($\beta$), and the two-photon process of the blue sideband ($\gamma$) for a resonator frequency $\omega_r = 4$ GHz.