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Abstract—Early prostate cancer detection and staging from MRI are extremely challenging tasks for both radiologists and deep learning algorithms, but the potential to learn from large and diverse datasets remains a promising avenue to increase their generalization capability both within- and across clinics. To enable this for prototype-stage algorithms, where the majority of existing research remains, in this paper we introduce a flexible federated learning framework for cross-site training, validation, and evaluation of deep prostate cancer detection algorithms. Our approach utilizes an abstracted representation of the model architecture and data, which allows unpolished prototype deep learning models to be trained without modification using the NVFlare federated learning framework. Our results show increases in prostate cancer detection and classification accuracy using a specialized neural network model and diverse prostate biopsy data collected at two University of California research hospitals, demonstrating the efficacy of our approach in adapting to different datasets and improving MR-biomarker discovery. We open-source our FLtools system, which can be easily adapted to other deep learning projects for medical imaging.
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I. INTRODUCTION

PROSTATE cancer is the most prevalent cancer in American men but data shows that it affords a 99% survival rate if the cancer is detected early [1]. Compared with the low sensitivity of PSA blood tests and the potential complications of invasive biopsy, screening based on magnetic resonance imaging (MRI) offers the potential of a fast, safe (non-invasive), and localized detection of prostate cancer that can aid in both diagnosis and treatment planning [2]. Unfortunately, the current PIRADSv2 radiological standard for reading MRI has been shown to correlate poorly with the Gleason grade (cancer severity) determined by biopsy and histopathological analysis, with a positive predictive value of just 35% [3], [4]. As such, there is great interest in developing data-driven machine learning algorithms to assist and improve radiologists’ capabilities in detecting and staging of clinically-significant prostate cancer (CS-PCa).

However, to-date accurate and early MRI-based detection of prostate cancer has eluded even deep learning algorithms, with most results in the literature either focused on staging of severe disease (Gleason patterns ≥ 3 + 3) [5] or achieving similar accuracy to PIRADS using more-balanced screening populations [6]. A persistent issue in these works is validating and improving the generalization behavior (i.e. accuracy) of models, both within institutions and across institutions, where MRI protocols, granularity of biopsy data, MRI hardware, and patient populations can vary significantly [7], [8]. This is especially important for screening populations where prostate cancer is typically less salient in MRI, and single-site training may suffer from inadvertent bias or brittleness that ultimately limits performance even on data collected at the same institution.

Federated learning (FL) is a presents an opportunity here to overcome these barriers, by offering a platform to share models and abundant data for extensive cross-site validation and enhanced model training (Fig. 1) without the need to share images or other sensitive protected health information (PHI). However, existing FL implementations have many require-
ments, such as the use of only-standard neural network architectures, freezing of model evaluation code and data pipelines, or restrictions on the format of the data, which creates barriers for inclusion of research sites and specialized approaches [9]. This is especially prohibitive for medical imaging problems where patient examination protocols differ by research site, deep learning is still exploratory, and the community has not agreed on an ideal model architecture or data format, as is the case for the assessment of prostate cancer with MRI.

To this end, we introduce a framework for model- and data-agnostic federated learning of research prototype algorithms that enables cross-site validation and joint-training of deep neural networks (DNNs) with zero modifications to existing site-specific model architecture code or local training routines. We achieve this vision by defining data and model abstractions (currently implemented for pytorch) that are used jointly by local- and federated-training routines, but can crucially differ across research sites. Our open-source toolkit, FLtools, is built on top of the NVidia NVFlare framework [10], and also includes a simulation system (FLsim) that allows for model debugging and inspection of intermediate tensors while applying the same routines used in the full-scale FL system.

We demonstrate the efficacy of this system on the cross-institution training of a custom deep learning model for multi-parametric MRI-based detection and classification of prostate cancer. For this we use our proposed "UCNet", which utilizes a fully-convolutional backbone, but features a 3D region-of-interest (ROI) classification head that enables per-lesion, per-sextant, and ultimately per-exam prediction of prostate cancer severity. The UCNet model achieves this by utilizing a histogram representation of the International Society of Urological Patholog (ISUP) grade group that reflects a common image representation for prostate cancer histopathology across research sites, which may themselves include exams and groundtruth pathology data at various granularities.

Other medical imaging applications that would directly benefit from this approach include classification of less common cancers, e.g. in the brain or in the kidneys, where the ability to utilize data from multiple sites and all sources of histology groundtruth jointly can significantly increase dataset sizes and the potentially boost overall detection accuracy. The presented FL design pattern is especially useful for data-starved deep learning problems that are challenging enough to necessitate the use of non-standard architectures or loss functions, where its desirable to expand dataset size and diversity while retaining model, dataloader, and learning algorithm mutability.

A. Prior Work

Prior work in federated learning includes both problems of theoretical interest (learning strategies under various constraints, such as communication bottlenecks, non-iid data, or privacy concerns) and of practical value; with the latter focusing on the development of tools and frameworks to alleviate various user constraints. [11] provides an excellent overview of various available frameworks and research problems. One of the primary practical challenges an FL system faces is making the workflow as straightforward as possible, ideally approaching the ease-of-use achieved by ML systems for local (single computer) training. In this paper we address this by developing a library and design pattern that specifically extends NVidia’s NVFlare toolkit for federated training.

Specifically for prostate cancer detection from MRI, several works have utilized federated learning. [8] multi-center federated training improves prostate gland segmentation, an important sub-step in the search for prostate cancer biomarkers. [12] proposed a variation-aware federated learning framework where where the variations among clients are minimized by transforming the images (ADC maps) of all clients onto a common image space. Both these works, however, utilize homogeneous annotation datatypes, which is an important variation both within and across institutions. Our work addresses this with a model architecture that leverages highly heterogeneous radiological annotation and histopathology. We realize this vision with multi-center federated learning (FL).

B. Contributions

Thus our contributions are as follows:

- We introduce a model and data abstraction for prostate MRI cancer detection and classification algorithms that supports intra- and inter-site exam heterogeneity.
- We introduce a modular design pattern for federated learning (FL) that uses these abstractions to enable synchronous cross-site training with zero modifications to existing research code and minimal engineering overhead.
- We demonstrate the utility of this approach by training a custom deep learning model (UCNet) that is well-suited to the format and uncertainties associated with prostate MRI and associated histopathology, using data from two University of California hospitals (1800+ exams total).
- We open-source our code: gitlab.com/abhe/prostate-FL

II. DATASET AND ASSUMPTIONS

A. Multi-parametric Magnetic Resonance Imagery

Multi-parametric magnetic resonance imagery (mp-MRI) prostate exams are composed of T2-weighted imaging, diffusion-weighted imaging (DWI), and dynamic contrast-enhanced (DCE) MRI. T2-weighted MRI provides structural information based on water content and tissue composition, DWI and associated apparent diffusion coefficient (ADC) maps represent the restriction of water movement in tissue that is typically altered due to the increased density of prostate tumors compared to healthy tissue, and DCE provides measurements of vasculature that is altered by tumors. Thus, mp-MRI provides a rich combination of information, but may vary in appearance due to subtle differences in choice of MR pulse sequence, scanner hardware, and physiologic variability in healthy prostate and tumors (Fig. 2). In this paper, the T2-weighted and DWI as well as the associated ADC maps from mp-MRI series were reconstructed and subsequently registered (downsampled) to the same spatial resolution of [0.66, 0.66, 2.24] mm for x, y, and z axis respectively for all series in datasets from both research sites.
B. Histopathology Derived from Prostate Biopsy

Prostate MRIs are typically conducted after an indication of a high prostate-specific antigen (PSA) blood concentration, or age. At both research sites, a board-certified radiologist annotated the mp-MRI series with possible lesions, suggesting areas for prostate biopsy. At UCSF, the prostate biopsy is conducted by transrectal-ultrasound (TRUS) MR-guided biopsy, where a T2 series is fused with the ultrasound to help navigate the needle and target the MR-annotated regions. In addition to targeted biopsy, at UCSF urologists systematically sample the prostate in 6 regions, providing additional confidence to the gland-wise cancer designation. Unfortunately, as the prostate is highly non-rigid, only coarse coordinates are associated with each biopsy core sample. That is, for UCSF data we assume the location of the systematic biopsies based on a geometric division of the prostate into sextants in the registered MR-image space, and we assume the targeted biopsy occurs in a bounding prism around each MR-identified lesion. The groundtruth histopathology for each biopsy sample was determined by a pathologist who observed stained slices of the biopsy core under a microscope and assigned a Gleason pattern to each. We convert this Gleason pattern to the standardized ISUP grade group (1-5, 0 for negative), where a grade group $\geq 2$ indicates clinically significant prostate cancer (CS-PCa).

At UCLA, a similar targeted TRUS prostate biopsy is conducted, but with additional innovation to identify the location of needle in the joint ultrasound-MRI image space, and enhanced radiologist-defined contouring of each lesion. The histopathology for each biopsy core is determined in a similar fashion as UCSF, resulting in a set of ISUP grade group scores. In this paper however, for data from the UCLA site we assume the highest ISUP grade group in each exam is known, but not to which lesion they correspond. For the UCLA site, we also do not include any systematic biopsy data. This mismatch in available data provides additional consideration for the design and supervision of our chosen deep architecture and supervision system, as will become apparent in Section IV.

C. Gland Segmentation and Contrast Normalization

As T2 and DWI have arbitrary non-quantitative image amplitudes, we apply interquartile range (IQR)-based intra-image normalization to address the relative nature of MR image intensity values both within and across research sites and to eliminate outlying values created by imaging artifacts. Specifically, each image was normalized to the image-level IQR computed within the 3D prostate gland (annotated by a radiologist or previously developed neural network segmentation model [13]) according to [14]:

$$I_{\text{norm}} = \frac{I - \text{percentile}(I, 1)}{\text{percentile}(I, 99) - \text{percentile}(I, 1)}$$

Z-score image normalization followed IQR-based normalization to overcome the problem of high variability of intensity distribution between different patients by transforming the intensities to have zero mean and unit variance.

D. Summary of Datasets at Research Sites

Table I summarizes the distribution of ISUP grade groups in training, validation, and testing exams for both research sites. As evident, our data is highly non-iid with respect to the cancer grade distribution, in addition to subtle differences in the characteristics of the imagery.

| ISUP Grade Group | UCSF-Train | UCSF-Val | UCSF-Test | UCLA-Train | UCLA-Val | UCLA-Test |
|------------------|------------|----------|-----------|------------|----------|-----------|
| 0                | 92         | 27       | 40        | 172        | 27       | 34        |
| 1                | 222        | 55       | 80        | 197        | 33       | 31        |
| 2                | 228        | 30       | 73        | 197        | 27       | 40        |
| 3-5              | 137        | 19       | 24        | 172        | 24       | 34        |
| Total            | 679        | 96       | 198       | 737        | 101      | 148       |

TABLE I

NUMBER OF EXAMS AS A FUNCTION OF ISUP GRADE GROUP.

III. MODULAR FRAMEWORK FOR FEDERATED LEARNING

In this paper, we are using federated learning (FL) as a way to combine and maximize the use of non-sensitive (anonymized) prostate MRI exams across research sites with minimal impact to research prototype algorithm design and existing validation pipelines.

In this context, FL involves adapting a “local” training loop into a “federated” training loop, where training is synchronized between the clients and a central server to implement learning algorithms like federated stochastic gradient descent (FedSGD) or weight averaging (FedAverage). However, this synchronization demands advanced engineering and researchers consequently often rely on FL frameworks.
to implement the details and help them build federated loops quicker. To achieve this, many frameworks (e.g. NVidia Clara) use programming design patterns like dependency injection to maintain control of the main program logic (e.g. looping structures) while also providing programming hooks for custom code. Although this simplifies the interface and increases adoption for well-calibrated production-ready models in established problem domains, this presents an obstacle for researchers developing new models in problem domains at their infancy (like prostate cancer detection from MRI). This is because the researcher cannot easily develop, debug, and refactor the core model or training logic as a module independent of the FL framework engineering code.

To address this, we present a design pattern for FL that separates model development and FL implementation code, providing a rich FL development environment medical imaging researchers. Our approach utilizes Nvidia’s NVFlare, an independent python library from Nvidia that allows researchers to collaboratively train deep learning models without sharing patient data [10]. In addition to “Bring Your Own Trainer” (BYOT) capabilities, NVFlare includes a “Bring Your Own Component” (BYOC) mode that enables users to develop their own FL components, e.g. to extract, aggregate, serialize, and transfer model weights and gradients between clients, using high-level APIs separated from the deep learning model architecture and data-specific code, such as pre-processing or model execution. We develop these components as a lightweight library of modules, FLTools, that can be imported into existing research repositories, enabling a separation between local model development and FL deployment. Furthermore, FLTools includes a simulation tool FLsim that enables researchers to test FL deployment on one or more systems outside of NVidia’s federated environment (Table 4).

A. System Design and Components

To separate FL deployment from model development, we define a deep learning design pattern composed of 4 elements:

1) Model Abstraction: We adopt the pytorch lightning [15] design pattern for specifying models, which involves defining a class with the key methods:

- forward – a function that implements a forward pass or inference given a batch of input data, using the model architecture and weights (defined elsewhere in the class), resulting in a set of tensors as the model’s output.

- training_step – a function that accepts a batch of training data (paired input data and groundtruth data), calls forward with input data to produce output data, and computes metrics and losses by comparison with the groundtruth to monitor and improve model performance.

- validation_step – (optional) a function that performs the same function on training_step using a frozen version of the model on a batch of validation data.

- unpack_batch – (optional) a function we define (extending pytorch lightning) to accept and unpack a dictionary of collated training or validation data, to enable easy dispatch of forward or training_step calls.

- configure_optimizers – a function that returns a neural network optimization function of the user’s choice.

2) Data Abstraction: There are two abstractions we use here, one for the general FL design pattern, and the second for the specific MRI-based prostate cancer detection problem.

For the general FL design pattern, we require each client to provide a get_objects function that returns the following:

- model – a python class, defined with the aforementioned member functions and learnable algorithm parameters.

- train_dataloader – a python iterable that (when iterated on) returns a collated dictionary of batched training data using client-specific code and data sources.

- val_dataloader – same as train_dataloader, but returning a collated dictionary of validation data.

Thus, from the perspective of the FL training loops, data yielded by client-specific dataloaders are fed directly to training_step, without additional specification or connector code within the FL environment. This provides flexibility for prototype algorithm developers at each research site to change model and data specifications (e.g. DNN topology, file loading, pre-processing, augmentation) without modifying the interface. Moreover, each site is free to modify and optimize local implementations of all the aforementioned components (including choice of training objectives and metrics), albeit within constraints of the federated algorithms employed.

Specifically, for the MRI-based prostate cancer detection problem, this design pattern provides a flexible framework for researchers to develop, debug, and refactor their models and training logic independently, while still benefiting from the FL deployment capabilities provided by NVFlare.
problem, we define the content of the training data using a flexible dictionary interface. Besides imaging data (provided as a registered, multi-channel 3D tensor, \( x \in \mathbb{R}^{3 \times X \times Y \times Z} \)), we also include 3D binary region masks \( y \in \mathbb{R}^{R \times X \times Y \times Z} \) representing each of the \( R \) regions where histopathology data is included (lesions and sextants). Crucially, for this work we encode the histopathology data using a \( z \in \mathbb{Z}^{R \times 2} \) matrix, representing a supervision signal \{0,1,2\} and a maximum ISUP grade group (0-negative, 1-5) for each region. The supervision signal is used to dynamically select learning objectives applicable to the type of histopathology groundtruth on a region-by-region basis, enabling large heterogeneity in the types of exams that can be included for training both within and across prostate cancer research sites. This operation is clarified in Section IV.

3) Federated Toolkit (FLtools): Our FLtools library includes several components that represent baseline implementations of various NVFlare’s components, but which are crucially reusable across models and FL experiments:

- **FLComponents** - BYOT & BYOC implementations utilizing the get\_objects interface. This decouples the model implementation from NVFlare’s library, enabling reuse across models and experiments.
- **FLTrainer** - A reusable module extending the “Trainer” component, which uses the get\_objects interface to perform the training on the clients.
- **FLAggregator** - A reusable module that extends the “Aggregator” component, responsible for (a) validating the gradient contribution from each clients, and (b) aggregating gradient averaging using FLUtils.
- **FLSharableGenerator** - A reusable module that extends the “Sharable Generator” component and converts a model to a sharable, a dictionary of weights and gradients that can be transmitted between the server and clients.
- **FLModelPersistor** - A reusable model that extends “ModelPersistor”, responsible for saving and loading of the checkpoint file on the server.

Figure 5 depicts a sequence diagram elucidating the communication between various entities present in the federated topology implemented for FedSGD (Fig. 3). An important feature of FLtools is the clear separation between the engineer’s duties responsible for the machine learning operations (MLOps) team and the researcher developing the model. We found that the autonomy of the respective experts to work in separate areas and integrate via a programming contract fosters an environment of collaboration, conducive to FL success.

4) Local Simulation (FLsim): Figure 6 shows how FLsim simulates the federated loop (Fig. 5) on the local machine of the researcher. Since FLsim is decoupled from NVFlare, the researcher is free to use existing debug tools (e.g. pdb) to fine-tune model or computational hyperparameters (e.g. batch size) prior to running the federated training via NVFlare.

B. Model Training and Implementation Details

For the FL experiments in this paper, we host the central server on an Amazon Web Services (AWS) EC2 instance, and two clients that are behind institutional firewalls at UCSF and UCLA, respectively (Fig. 3). The central server aggregates...
A. Spatial Prediction

Highly heterogenous data within and across institutions. In this paper, UCNet takes registered 3D mp-MRI as input and produces as output: lesion segmentation maps, 1-hot-encoded cancer grading maps (for classification of clinically-significant prostate cancer, \( K = 2 \)), and per-region classifications (\( L_{\text{global}} \) not trained).

UCNet takes 3D mp-MRI as input and predicts 3D lesion segmentation maps, 1-hot-encoded cancer grading maps (for classification of clinically-significant prostate cancer, \( K = 2 \)), and region-wise histograms that are used to determine region-wise and exam-wise cancer severity. We believe this architecture is representative of many deep learning tasks in medical imaging, but is particularly suited to our problem of detecting CS-PCa compared to multi-class grading approaches.

IV. UCNet for Mixed Histopathology Supervision

For this problem, we utilize a 3D residual UNet with an additional fully-connected classification output head, an architecture we call “UCNet”. Our UNet implementation takes 3D mp-MRI as input and predicts 3D lesion segmentation maps, 3D ISUP grade group maps, and region-wise histograms that are used to determine region-wise and exam-wise cancer severity. We believe this architecture is representative of many deep learning tasks in medical imaging, but is particularly suited to handling the variety of groundtruth data available for prostate cancer. Of particular importance here is the dynamically-populated multi-task objective we use to train UCNet using highly heterogenous data within and across institutions.

A. Spatial Prediction

1) Backbone: We use a fully-convolutional 3D residual UNet [16] as the backbone for UCNet, which in this case accepts a image tensor \( X \) as input, and produces voxel-wise tanh-activated lesion maps \( \hat{y}_{\text{seg}} \in \mathbb{R}^{1 \times Y \times X} \) and softmax-activated grade group membership predictions \( \hat{y}_{gg} \in \mathbb{R}^{K \times X \times Y \times Z} \), where \( K \in \{0, 1\} \) represents the number of unique grade groups chosen for regression. For example, \( K = 2 \) in the case of binary detection of CS-PCa (ISUP grade groups \( K \geq 2 \)). \( K \) is an adjustable hyperparamter, but we find \( K = 2 \) yields slightly higher validation accuracy for detection of CS-PCa compared to multi-class grading approaches.

2) Strong Supervision of Lesion Segmentation and Grading:

We use a combination of dice and weighted binary cross-entropy losses to supervise the radiological lesion segmentation output, \( \hat{y}_{\text{seg}} \), given the groundtruth segmentations \( y_{\text{seg}} \), since this has been shown to achieve higher accuracy [17]:

\[
L_{\text{segmentation}}(y_{\text{seg}}, \hat{y}_{\text{seg}}) = L_{\text{seg-dice}} + L_{\text{seg-BCE}}
\]

\[
L_{\text{seg-dice}}(y_{\text{seg}}, \hat{y}_{\text{seg}}) = 1 - \frac{\sum_{x} \sum_{y} y_{\text{seg}}(x) \hat{y}_{\text{seg}}(x)}{|z| \cdot n_z}
\]

\[
L_{\text{seg-BCE}}(y_{\text{seg}}, \hat{y}_{\text{seg}}) = \sum_{z} \sum_{x} \frac{\text{BCE}(y_{\text{seg}}(x), \hat{y}_{\text{seg}}(x))}{|z| \cdot n_z}
\]

where \( \epsilon \) is chosen arbitrarily small to prevent overflow, BCE represents the binary cross-entropy function, \( n_z \) represents the number of voxels in class \( z \in \{0, 1\} \) and \( |z| \) is the number of classes. Here, \( y_{\text{seg}} \) is determined from the voxel-wise max of the region masks \( y \in \mathbb{R}^{R \times X \times Y \times Z} \), over regions where the supervision signal in the first column of the histopathology matrix \( z \in \mathbb{R}^{R \times 2} \) is 1 to represent MRI-annotated lesions.

Similarly, we apply categorical binary cross entropy loss to each voxel of the predicted grade membership maps, \( \hat{y}_{gg} \in \mathbb{R}^{K \times X \times Y \times Z} \), given one-hot encoded groundtruth histopathology data \( y_{gg} \in \mathbb{R}^{R \times K} \) from regions \( R^+ \) where \( z \) holds a supervision signal of 1 and a regression grade group that is not NaN. This is an important subtlety that allows supervision of segmentation outputs from the UCLA dataset even when the a grade group is not known for individual lesions. This strong voxel-wise grading or classification loss is then defined.
selecting the voxels corresponding spatially to region \( r \), or exams where only the highest grade is known), we don’t correspond to the groundtruth grade group: cancer profile, so we penalize non-zero histogram bins that lesions), we assume the biopsy core represents a homogeneous tissue throughout the gland, preventing the use of such strong voxel-wise objectives.

To this end, we utilize two weak supervision objectives in regions \( R^* \) where the supervision signal in \( z \) is \( \geq 1 \):

1) Histogram Suppression: Rather than regressing by value with a voxel-wise classification loss, we regress by distribution by computing and penalizing a histogram of predicted voxel-dimension \( z \), indicating the presence of various ISUP grade groups in regions \( R^* \).

To maintain the clearest interpretation of \( \hat{h} \), in this paper we use a single-layer ReLU-activated network with tunable bias and weight-matrix frozen as identity \( I_K \). The bias, thereby representing a set of “optimal” thresholds for declaring clinically-significant cancer in given region, is optimized through back-propagation, just as other parameters in the fully-convolutional portion of UCNet, via the loss:

\[
\mathcal{L}_{\text{region-classifier}}(z, y_{gg}, \hat{z}) = \frac{1}{|R^*|} \sum_{r \in R^*} \sum_{k=1}^K y_{gg}[r, k] \log \hat{z}[r, k]
\]

While \( R^* \) generally includes both segmented sextant and lesion regions, its worth noting that this can differ from the total region count \( R \), e.g. in exams where individual lesion contours are available but the individual scores are not.

C. Global Prediction

The UCNet architecture supports global prediction modules, which can be based either on the spatial map that is rendered by the decoding branch or the fully-encoded features produced by the encoding branch, of the fully-convolutional backbone. We do not use either capability in this paper, and instead focus on lesion-wise cancer classification accuracy.

D. Multi-task Objective

Then, our multi-task objective is:

\[
\mathcal{L}(x, y_{gg}, z) = \alpha_1 \lambda_1 \mathcal{L}_{\text{region-classifier}} + \alpha_2 \lambda_2 \mathcal{L}_{\text{GGmap-hist}} + \alpha_3 \lambda_3 \mathcal{L}_{\text{GGmap}} + \alpha_4 \lambda_4 \mathcal{L}_{\text{segmentation}}
\]

where we empirically choose \( \hat{\lambda} = [1.0, 0.5, 1.0, 1.0] \), and \( \hat{\alpha} \) is chosen based on the availability of different annotation groundtruth available for each exam in a minibatch, as well as the the type of supervision signals desired in the experiment. In this paper, we choose \( \hat{\alpha} = [1.0, 1.0, 1.0, 1.0] \) to use all described objectives whenever possible. We use the AdamW optimizer, initialized with an initial learning rate of 0.0015 both locally and during federated training, to optimize the parameters of UCNet with respect to Equation 5.

E. Inference

Inference is performed in a similar fashion to training, except with all augmentation turned off. Note that, due to the nature of weak histopathology groundtruth, it is not straightforward to train UCNet using volumetric patches. Instead, we feed full (registered and resampled) multi-contrast prostate MRI exams as input to UCNet, producing the collection of predictions for each region over the whole prostate gland.
V. RESULTS

The federated learning system that we designed was successful in enabling multi-center training of the UCNet model, while avoiding having to share and centralize institutional patient data. Tables III-III below compares the test-set performance of various model checkpoints trained locally and using FL, selected at each site by finding the checkpoint with the highest validation performance at each site. This is an important point that leads to two versions of the federated model, as each site may select different checkpoints as “best”.

![Table III](image)

From Table III we can see that both local models performed well on their own private test sets, but the performance on the set from the different institution was much lower. UCLA local model showed 47.9% accuracy on UCSF data, which is 30% lower than UCSF local model performance. The result of UCLA model evaluation on UCSF data showed high TNR (0.93) and low TPR (0.03), which means low usability of the model on data in another institution. UCSF local model showed slightly higher accuracy of 53.3% on the UCLA data, which was still 23% lower than UCLA local model result. Although the best FL model was chosen on each site separately based on the local validation performance, both FL models succeeded in generalization. UCLA-FL model increased the UCSF dataset classification accuracy by 14.8% with subsequent increase in TNR and TPR, which made the model usable in practise by another institution. The same result achieved UCSF-FL model, which increased UCLA local dataset performance accuracy by 9.5% with increase in TNR and TPR.

In Figures 8 and 9 we show results of local and FL models from both institutions evaluated on UCSF and UCLA test sets, respectively. As mentioned above, UCSF and UCLA local models performed well on data from the same sites, but couldn’t generalize well, which is clear in Row 2 of Figure 8.A and Figure 9.A. The last two rows of the figures show that FL models are able to reclaim accuracy loss when cross-site evaluation is performed. Overall FL models evaluated on the same sites resulted in a slight accuracy drop, but still in some cases FL could improve the performance of the local model as shown in Figure 8.B and Figure 9.B (Row 1 vs. Rows 3-4).

VI. DISCUSSION

In this work we addressed realistic scenario when highly heterogeneous MRI data, patient distributions, and groundtruth annotations (both within and across institutions) are available for training a deep learning algorithm. Our bespoke architecture, UCNet, was able to handle this task, and resulted in good performance in both local and federated training. The resulting models chosen on each site individually based on the local validation performance, gained the benefit of having learned from each of the private datasets without ever needing to transfer, pool, or homogenize data at a single location. Both FL checkpoints showed desirable generalization performance, and resulted in higher accuracy evaluated on the local datasets from the opposite institutions, while neither site had sufficient data to generalize well on their own.

However, the stopping criteria (for choosing checkpoints) individually on private institutional validation data should be revisited. We believe a better methodology may be to monitor global validation accuracy since the accuracy on the other institution’s dataset is withheld and may give a better indicator of performance. This is evident from the deviation between within-site performance on validation and test sets, which was especially bad for UCLA with -15.4% classification accuracy and -45% lesion segmentation IoU.

In terms of federated learning, due to current limitations of the NVFlare framework, the server requires a small GPU to implement the central update. We believe this can be resolved in a future update to FLtools by performing aggregation on the central server, but pushing the weight update with all appropriate momentum terms to each client. Note that the presented FedSGD technique implemented in FLComponents achieves $O(1)$ memory complexity with respect to the number of clients, and thus is highly scalable for training with 100’s of research sites.

However, one practical issue with FedSGD is that it has a relatively high time and communication complexity $O(n)$, since it must wait until every client responds before updating the global model at every iteration. In this respect, FedAvg may be a more desirable aggregation strategy, although the training dynamics have not yet been explored with UCNet and prostate MRI. As such, one option to reduce the complexity constants for FedSGD may be to implement asynchronous peer-to-peer distribution of gradients and local update of weights, with the central server only acting to globally update momentum terms. We leave this as future work for FLtools.

VII. CONCLUSION

We develop and open-source a federated learning toolkit FLtools that is built on NVFlare and provides extensible and reusable features to researchers with custom deep learning models and workflows, or with heterogeneous datasets that can vary in specification across clients in a federation. We successfully applied this toolkit to a custom UCNet deep learning model we developed to handle diverse prostate MRI and associated radiological and histopathology annotation, demonstrating between 9.50-14.8% improvement in generalization performance. However, within site performance has not
Fig. 8. Evaluation of UCNet on UCSF data from Exp. ID 1111. (A) depicts a transverse slice of an exam where UCLA’s model performs poorly, but federated models (Rows 3-4) achieve the same level of accuracy as UCSF’s local model. (B) depicts a transverse slice of an exam where both local models perform poorly, but federated models perform well. Notably, for both (A-B), federated checkpoint chosen by UCLA stopping criteria (Row 3) performs better than the checkpoint chosen by UCSF (Row 4), highlighting that neither site has sufficient data to generalize well on their own.
A: Evaluation on UCLA test data, where FL reclaims accuracy lost by cross-site evaluation (Row 2).

B: Evaluation on UCLA test data, where FL improves accuracy of UCLA-local model (Row 1 vs Rows 3-4).

Fig. 9. Evaluation of UCNet on UCLA data from Exp. ID 1111. (A) depicts a transverse slice of an exam where UCSF’s model performs poorly, but federated models (Rows 3-4) achieves the same level of accuracy as UCLA’s local model. (B) depicts a transverse slice of an exam where both local models performs poorly, but federated models perform well.
yet improved, indicating that the full potential of federated learning has not yet been realized for prostate MRI even with 1800+ exams. This provides motivation for inclusion of even more multi-institution prostate MRI using federated learning.
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