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Abstract—Cooperative perception is challenging for connected and automated driving because of the real-time requirements and bandwidth limitation, especially when the vehicle location and pose information are inaccurate. We propose an efficient object-level cooperative perception framework, in which data of the 3D bounding boxes, location, and pose are broadcast and received between the connected vehicles, then fused at the object level. Two Iterative Closest Point (ICP) and Optimal Transport theory-based matching algorithms are developed to maximize the total correlations between the 3D bounding boxes jointly detected by the vehicles. Experiment results show that it only takes 5ms to associate objects from different vehicles for each frame, and robust performance is achieved for different levels of location and heading errors. Meanwhile, the proposed framework outperforms the state-of-the-art benchmark methods when location or pose errors occur.

Index Terms—Cooperative perception, vehicle-to-vehicle, location error, heading error, optimal transport.

I. INTRODUCTION

Automated driving relies on the accurate perception of the surrounding vehicles and dynamic environment. However, single automated vehicle is limited by the physical capabilities (e.g., detection range) of the on-board sensors, this might cause traffic safety and efficiency issues. To extend the boundary of single vehicle, the connected automated vehicles (CAVs) becomes a promising paradigm recent years [1].

CAVs are connected with vehicle-to-vehicle (V2V) or vehicle-to-everything (V2X) and sense the surrounding environments through multi agent cooperation. In practice, the effectiveness of cooperative perception hinges on two aspects: 1) real-time and faithful data transmission within the limited network bandwidth, and 2) robust information aggregation under highly dynamic and noisy environments.

The primary bottleneck for cooperative perception is the sharing of precise data with low latency and low communication burden [2]. Generally, sharing raw data provides the best performance because of the slightest information loss. But it can easily overload the communication network with heavy data loads. As a trade-off, features extracted from the raw data by deep neural networks can reduce the amount of data to be shared and simultaneously maintain a relatively good data fusion performance. To further reduce the communication load, sharing fully processed data, such as the detected objects, takes fewer communication resources. Transmitting more data results in an increase in delay and communication burden. In this paper, we opt to fuse data from different CAVs at the object level, i.e., share data after processing (i.e., 3D bounding boxes, location and pose information) on the local CAVs. This minimizes the burden on the communication network, allowing for rapid processing, and it also reduces the sensitivity of the cooperative perception system to the loss of information. Most importantly, it doesn’t rely on the type of connected agents and on-board sensors, it also has no requirement of strong computational capacity. This makes it a general method to be applied in multiple scenarios.

The second challenge is the robust information combination in highly dynamic and noisy environments. Cooperative perception is a difficult time-varying task working in the context of sensor noise, position errors and even malicious attacks. Nevertheless, most of the available studies concentrate on ideal traffic environments and do not account for potential errors in the system that poses significant threats to road safety [3]. For cooperative perception at the object level, to reinforce the perception performance of the Ego vehicle that receives and aggregates messages from others, data received from other CAVs must first be converted to Ego coordinates. In reality, the transformation matrices are estimated from sensor measurements, such as global positioning system (GPS), real-time kinematic (RTK) and inertial measurement unit (IMU), with limited resolution and accuracy. Therefore, the estimated transformation matrix shared among the CAVs is inaccurate. In addition to low fidelity, the location and pose data transmitted via the network can be lost or deliberately revised. The failure of cooperation caused by these reasons could lead to serious road safety consequences as shown in Fig. 1.

For these purposes, our paper focuses on the problem of cooperative perception at the object level with inaccuracies in the received location and pose information. To the best of our knowledge, most of the existing V2V-based cooperative perception algorithms assumed that accurate location and pose information are available. In this paper, we propose a cooperative perception framework robust to the inaccurate location and pose, and we propose two methods to fuse objects into a unified coordinates.

The main contributions are summarized as follows:

- We propose an efficient and robust object-level coopera-
A. Cooperative perception

In recent years, there has been an increasing interest in Cooperative driving [4], [5], [6]. Depending on cooperative agents, it can be classified into Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I). V2I has attracted a lot of interest from researchers [7], [8], [9], [10]. Our paper focuses on V2V cooperative perception, and the proposed algorithms can be also applied in V2I scenarios. As for V2V cooperative perception, recent studies primarily merge information from multiple CAVs at the feature level. F-Cooper [11] introduced feature-level data fusion to connected autonomous vehicles to enhance object detection. V2VNet [12] aggregated the feature information received from nearby vehicles to see through occlusions and detect long-range objects. OPV2V [13] released a large scale simulated V2V cooperation dataset, and presented a benchmark with 16 implemented models, within which we implement our models. However, these existing studies are vulnerable to location and pose errors which are common and inevitable in real-world applications. FPV-RCNN [2] tried to introduce a location error correction module based on keypoints matching before feature fusion to make the model more robust, but it cannot handle larger errors. Vadivelu et al. proposed a deep learning based framework to estimate potential errors [14], but they rely on feature-level fusion, which requires high computational capacity and is not general among different scenarios. In this paper, we try to take these errors into account, and design an efficient and robust object-level cooperative perception framework.

B. Optimal Transport Theory

The optimal transport theory was proposed by French geomter Gaspard Monge at the end of the 18th century for the first time [15]. In 2013, Cuturi [16] smoothed the classic optimal transport problem with an entropic regularization term and proposed a novel implementation of Sinkhorn’s matrix scaling algorithm [17]. This makes the graphic processing unit (GPU) available for the optimal transport problem and accelerates its calculation much faster than conventional methods. In recent years, optimal transport has shown strong performance on several tasks with the rapid development of GPU. [18] presented a framework that generalizes the optimal transport problem in input spaces to (potentially) infinite-dimensional feature spaces. Sarlin et al. [19] formulated assignment of graph features as a differentiable optimal transport problem. [20] established the problem of finding dense correspondences across semantically similar images as an optimal transport problem. Qin et al. [21] applied optimal transport theory on

---

**Fig. 1. Illustration of cooperative perception.** (a) No cooperation. The Ego (yellow) might crash the pedestrian M because of occlusion of the bus (gray). (b) Successful cooperation. CAV_k sends its own accurate location P_k and the relative location of M to Ego. Crash might not happen. (c) Failed cooperation. CAV_k sends a noisy location P_k to Ego, a fake M will appear from Ego’s perspective. Crash might still happen.
point cloud registration problem and developed a method with 100 times acceleration. For the simplicity and efficiency of optimal transport and Sinkhorn algorithm, we employ it to find the object correspondences between the Ego and CAVs.

III. PROPOSED APPROACH

A. System Framework

In this paper, we consider the vehicle-to-vehicle (V2V) communication setting, where each vehicle can broadcast and receive information to/from nearby vehicles within their communication range. We propose a distributed cooperative perception framework as shown in Fig. 2a. In a cooperative context, any connected vehicle can be the Ego vehicle to receive and fuse the information from other CAVs to improve its perception. Let $P_k = [x_k, y_k, z_k]^T$ be the real location of CAV$_k$ and $E_k = [\theta_k, \psi_k, \phi_k]^T$ be the pitch, roll and heading (yaw) angle, respectively. The measured location is

$$P_k = [x_k + \delta_x, y_k + \delta_y, z_k + \delta_z]^T$$  \hspace{1cm} (1)

where Gaussian noise $\delta_x \sim \mathcal{N}(0, \sigma_x)$. Without loss of generality, noiseless pitch and roll angles are considered [10], [12]. The measured pose is described as

$$E_k = [\theta_k, \psi_k, \phi_k + \delta_\phi]^T$$  \hspace{1cm} (2)

where Gaussian noise $\delta_\phi \sim \mathcal{N}(0, \sigma_\phi)$ is assumed. Here $k$ and $\hat{k}$ are used to distinguish the real and measured location and pose for CAV$_k$.

After data collection and object detection, CAV$_k$ produces a set of 3D bounding boxes $\mathcal{P}_k$ and $E_k$, as well as the set $\mathcal{P}^k$ are shared with Ego via V2V connections. These information will be fused with Ego’s ($\mathcal{P}^0$, $P_0 = [x_0, y_0, z_0]^T$ and $E_0 = [\theta_0, \psi_0, \phi_0]^T$) in the proposed framework, cooperative and augmented perception $\mathcal{P} = \mathcal{P}^0 \cup \mathcal{P}^k$ is achieved, where $\mathcal{P}^0$ and $\mathcal{P}^k$ denotes objects in Ego and CAV$_k$ coordinate, respectively.

As illustrated in Fig. 2, the proposed fusion framework is consisted of four modules: Coarse Matching, Object Association, Fine Matching, and Global Fusion.

1) In the Coarse Matching module, the Ego will first calculate the relative transformation matrix $T_k^0$ using $\{P_k, E_k\}$ and $\{P_0, E_0\}$, followed by transforming the received bounding boxes $\mathcal{P}^k$ into Ego coordinate to formulate another set of $\mathcal{P}^0$.

2) For the Object Association module, the geometric centers of $\mathcal{P}^0$ and $\mathcal{P}^k$ are extracted as point sets $\mathcal{P}^0 = \{p_1^0, \ldots, p_M^0\} \in \mathbb{R}^{3 \times M}$ and $\mathcal{P}^k = \{q_1^k, \ldots, q_N^k\} \in \mathbb{R}^{3 \times N}$. Points from the same targets will be associated, and others are temporarily ignored.

3) Then, in the Fine Matching module, the remaining points are used to find a transformation matrix, which is applied to the coarse matched results. For example, after Coarse Matching, green boxes 1', 2', 3' are converted to the vicinity of yellow boxes 1, 2, but not precisely aligned.
It’s done in the Object Association and Fine Matching modules to recognize that 1 and 1’ (2 and 2’) are the same car (bus) in the real-world and estimate the transformation from set \{1’, 2’, 3’\} to \{(1, 2)\} (i.e., \(T^k_{00}\)).

4) Finally, the targets are merged in an Non-maximum suppression (NMS)[13, 22] style, fused 3D bounding boxes are generated for the downstream tasks of the Ego vehicle.

To find the association between objects and match them further, we propose two algorithms: Iterative Closest Point (ICP)-based and Optimal Transport theory (OT)-based. They are introduced in section III-B and III-C, respectively.

B. ICP-based framework

Mathematically, given \(P^0_{c}\) and \(Q^0_{c}\), we intend to design an algorithm to find the common targets set \(\hat{M}\) (e.g., \{\{(1, 1’), (2, 2’)\}\} in Fig. 2) and align them to calculate the relative transformation \(T^k_{k}\) between the real and noisy location of CAV\(_k\), i.e.,

\[
\min_{M, \hat{T}^k_{k}} \frac{1}{2} \sum_{(i,j)\in M} \left\| P^0_{j} \hat{T}^k_{k} Q^0_{k} - \hat{T}^k_{k} \right\|_2^2
\]

\[
\text{s.t.} \quad p^0_{j} \in P^0_{c}\) and \(q^0_{k} \in Q^0_{c}\)
\]

where \((i, j)\) is a possible object pair representing same target in the real world, transformation matrix \(T^p_{p}\) is defined as

\[
T^p_{p} = \begin{bmatrix} R^p_{p} & t^p_{p} \\ 0 & 1 \end{bmatrix},
\]

and the coarse transformation matrix \(T^p_{p}\) can be calculated easily with the relative location and pose information between the Ego and the CAV\(_k\) as mentioned in section III-A.

Problem (3) can be solved by Iterative Closest Point (ICP) [23], which is one of the widely used algorithms for point cloud registration [24, 25, 26]. It finds the rigid transformation between source points and target points via iterative optimization and is guaranteed to converge to a locally optimal alignment [24]. In practice, a simple neighbour search algorithm is applied first to find the possible sets \(\hat{M}_1\) and \(\hat{M}_2\) that contains the common objects in \(P^0_{c}\) and \(Q^0_{c}\), respectively. Then ICP is used on \(\hat{M}_1\) and \(\hat{M}_2\) to find \(\hat{M}\) and estimating the transformation matrix \(T^k_{k}\), which is applied on \(Q^0_{c}\), i.e., coarse matched bounding boxes of CAV\(_k\). Finally, the 3D bounding boxes \(P^0_{c}\) and \(Q^0_{c}\) are aligned more accurately. The detailed algorithm is summarized in Algorithm 1.

C. OT-based framework

For neighbour selection step in Algorithm 1, parameter \(r\) need to be selected properly because it will directly influence the registration result (we set \(r = 2m\)). If \(r\) is too small, \(\hat{M}_1\) and \(\hat{M}_2\) will be empty. While if \(r\) is too large, a few outliers (i.e., those points with no correspondence), to which we empirically observed ICP being sensitive, will be contained. Under these, we propose a robust optimal transport (OT) based fusion algorithm as shown in Algorithm 2. The two methods will be compared and analyzed in section IV-B.

![Algorithm 1 ICP-based Framework](image)

**Input:** Centers of 3D bounding boxes of Ego and CAV\(_k\), \(P^0_{c} \in \mathbb{R}^{3 \times M}\) and \(Q^0_{c} \in \mathbb{R}^{3 \times N}\).

**Output:** Transformation matrix \(T^k_{k}\)

\[
\text{\textbf{\textgreater Step 1: Neighbour Selection}}
\]

1: for \(i = 1, 2, \ldots, M\) and \(j = 1, 2, \ldots, N\) do
2: \(\text{if } ||P^0_{c}(i) - Q^0_{c}(j)||_2 \leq r\) then
3: \(\hat{T}^k_{k}(i) \in M_{1}, Q^0_{c}(j) \in M_{2};\)
4: end if
5: end for

\[
\text{\textbf{\textgreater Step 2: Point Set Registration}}
\]

6: Calculate \(T^k_{k}\) using ICP with \(\hat{M}_1\) as the target points and \(\hat{M}_2\) as the source points.

![Algorithm 2 OT-based Framework](image)

**Input:** Centers of 3D bounding boxes of Ego and CAV\(_k\), \(P^0_{c} \in \mathbb{R}^{3 \times M}\) and \(Q^0_{c} \in \mathbb{R}^{3 \times N}\).

**Output:** Transformation matrix \(T^k_{k}\)

\[
\text{\textbf{\textgreater Step 1: Optimal Transport}}
\]

1: for \(i = 1, 2, \ldots, M\) and \(j = 1, 2, \ldots, N\) do
2: Calculate \(C(i, j) = ||P^0_{c}(i) - Q^0_{c}(j)||_2\)
3: end for
4: \(C = C;\)
5: \(C(M + 1, :) = \alpha_{1}1_{N+1}\) and \(C(:, N + 1) = \alpha_{1}1_{M+1};\)
6: Calculate assignment matrix \(P\) using Sinkhorn;
7: \(P = P(:, :);\)
8: Obtain \(\hat{M} = \{\{o^p_{i}, o^c_{j}\}\}\) if \(P(i, j) = \arg\max P(i, :) = \arg\max P(:, j);\)
9: for \(s = 1, 2, \ldots, n_{s}\) do
10: Random sample subset \(\hat{M}_s\) from \(\hat{M}\)
11: Calculate \(T^k_{k,s}\) on \(\hat{M}_s\) via SVD;
12: Apply \(T^k_{k,s}\) to \(\hat{M}_s\), calculate matching ratio \(\eta_{s};\)
13: end for

\[
\text{\textbf{\textgreater Step 3: Optimal Transformation Selection}}
\]

14: \(s^* = \arg\max_{s} s_{1, 2, \ldots, n_s} \eta(s)\) and \(T^k_{k} = T^k_{k,s^*};\)

To solve (3), the critical step is to find the common target set \(\hat{M}\) and assign pair-wise correspondence. Given two sets of the point representing the targets measured by Ego and CAV\(_k\), it can be formulated as an optimal transport problem to minimize the transportation cost between source (points in \(P^0_{c}\)) and target (points in \(Q^0_{c}\)). For each point in \(P^0_{c}\), we want to assign an unique correspondence from the point in \(Q^0_{c}\). Similar to the graph matching task [19], two constraints should be satisfied: 1) a target in \(P^0_{c}\) can have at most one single correspondence in \(Q^0_{c}\); and 2) some targets will be unmatched because of different visions, occlusion, or detection errors.

We define a cost matrix \(C \in \mathbb{R}^{M \times N}\), to describe the transportation cost for association, where \(C(i, j)\) is the Euclidean distance between \(P^0_{c}(i)\) and \(Q^0_{c}(j)\). In order to propose a generalized formulation to handle the non-matched points, we follow [19, 27] augmenting \(C\) to \(C\) by appending a new row and column called dustbin, filled with a single hyperparameter.
\( \alpha \in \mathbb{R}, \)
\[
C(M + 1, :) = \alpha 1_{N+1}^T \quad \text{and} \quad C(:, N + 1) = \alpha 1_{M+1}
\]  

Consequently, for each point in \( P^0_c \), it is either matched to a point in \( Q^0 \) or to the dustbin. Once the cost matrix is defined, the task is to find the optimal assignment matrix \( P \in \mathbb{R}^{(M+1) \times (N+1)} \), where \( P(i, j) \) denotes the assignment probability on \( C(i, j) \), then we have the following modified form of the optimal transport:
\[
\max_P \sum_{i,j} -P(i,j)C(i,j) \\
\text{s.t.} \quad P1_{N+1} = \left[ 1_{M}^T N \right]^T, \quad P^T 1_{M+1} = \left[ 1_{N}^T M \right]^T
\]
which can be solved efficiently on GPU by Sinkhorn algorithm [16].

Assignment matrix \( P \) is constructed by dropping the last row and column of \( P \), points \( P^0(i) \) and \( Q^0(j) \) are associated if \( P(i, j) = \arg\max P(i, :) = \arg\max P(:, j) \), where \( i \in [1, M] \) and \( j \in [1, N] \). Set \( M = \{ (o_i^0, o_j^0) \} \) is consisted of all the possible point pairs \( (P^0(i), Q^0(j)) \).

It’s worth noting that \( M \) might be inaccurate due to outliers or noisy bounding box information. Random sampling techniques are utilized to further enhance the robustness of the proposed method. The procedure can be repeated \( n_s \) times or processed in parallel to find the best transformation matrix that maximizes the correctly matching ratio \( \eta \). For the \( s \)th step, we randomly select a subset \( M_s \subseteq M \), then estimate \( T^k_{k,s} \) using singular value decomposition (SVD). Applying \( T^k_{k,s} \) on all the point pairs \( (o_i^0, o_j^0) \) in \( M_s \), if \( ||o_i^0 - T^k_{k,s} o_j^0||_2 \leq \tau \), it is regarded as an aligned pair. The aligned ratio \( \eta_s \) is calculated for the \( s \)th step. We set \( \tau = 0.25m \) because we find that a simple late fusion system without object association can handle the location error whose Gaussian standard deviation (std) \( \sigma_p \leq 0.2 \), and lighter \( \tau \) decreases the effect of random sampling. Optimal \( s^* \) is selected to maximize the correctly matching ratio, which is given by
\[
s^* = \arg\max_{s=1,2,\cdots,n_s} \eta_s.
\]
the selected vehicles is easy. Furthermore, it is convenient to compare the results with ground truth.

The location and pose are described as \([x, y, z, \theta, \psi, \phi]\), where \([x, y, z]\) define the location, and \([\theta, \psi, \phi]\) are pitch, roll and heading (yaw) angles, respectively. In the following experiments, Gaussian noises \(\delta_p \sim N(0, \sigma_p)\) where \(\sigma_p \in [0, 1]\) are added on the real location of the CAVs. Without loss of generality, \(\delta_\theta \sim N(0, \sigma_\theta)\) and \(\sigma_\theta \in [0, 2.5]\) is added on the real heading angle. The standard deviation of the noise is uniformly sampled and the average precision (AP) is reported as the index for comparison.

![Image of Fig. 3 illustrating the numerical results](https://example.com/fig3.png)

![Image of Fig. 4 illustrating the distribution of RTE and RRE](https://example.com/fig4.png)

### 1) Test Culver City

Fig. 3 illustrates the numerical results on Test Culver City. The Ego vehicle senses the environment independently for no fusion case, therefore, the average precision of Intersection-over-Union (IoU) 0.7 is a constant and keeps stable at 0.47. For accurate location and heading scenarios (i.e., \(\sigma_p = 0, \sigma_\theta = 0\)), early fusion outperforms late fusion, because the raw point clouds are utilized for fusion and less information is lost. Best performance is achieved for intermediate fusion models (e.g., F-Cooper and OPV2V). Similar performance is observed for the proposed methods and the late fusion. While the performance of early fusion, late fusion, OPV2V and F-Cooper all decrease dramatically when the location or heading error occurred. The performance of F-Cooper drops below the no fusion method when \(\sigma_p \geq 0.4m\) or \(\sigma_\theta \geq 1^\circ\). While best performance is achieved for the proposed ICP and OT-based methods. Compared with OT-based method, slightly better performance is achieved for ICP-based method, but larger variations are also observed when the levels of position and heading errors are increased. For OT based method, only 0.06 and 0.05 decrease respect to the accurate case when \(\sigma_p = 1m\) and \(\sigma_\theta = 2.5^\circ\).

#### 2) Default Test

Test set Default Test is considered to further evaluate the robustness of the proposed methods. Table I and II show the AP at IoU 0.7 (AP70) of the models under different levels of \(\sigma_p\) and \(\sigma_\theta\) on the test set Default Test. The average precision is higher than Test Culver City set because of the higher similarity to the training data.

The performance of the benchmarks is similar to the previous test set. It’s worth noting that the proposed methods outperform the benchmarks with a large margin. Furthermore, the ICP based method is good at handling location errors, while OT-based method performs well with the heading errors. This is reasonable because the object association for ICP based method is achieved by searching neighbours within a given radius, which makes it robust to the errors caused by \(\sigma_p\). For the proposed methods, only the set of 3D bounding boxes, location and pose of the CAVs are transmitted to Ego via the V2V connections. Therefore, the communication burden is low. Furthermore, they are efficient in terms of processing time, the proposed object association module takes only 5ms in average for each frame.

| Model               | 0  | 0.2 | 0.4 | 0.6 | 0.8 | 1.0 |
|---------------------|----|-----|-----|-----|-----|-----|
| No fusion           | 0.60 | 0.60 | 0.60 | 0.60 | 0.60 | 0.60 |
| Early fusion        | 0.85 | 0.72 | 0.40 | 0.25 | 0.19 | 0.17 |
| Late fusion         | 0.80 | 0.60 | 0.34 | 0.24 | 0.23 | 0.25 |
| F-Cooper            | 0.82 | 0.74 | 0.49 | 0.32 | 0.23 | 0.19 |
| OPV2V               | 0.82 | 0.74 | 0.58 | 0.49 | 0.44 | 0.42 |
| Our model (ICP)     | 0.77 | 0.77 | 0.76 | 0.76 | 0.73 | 0.67 |
| Our model (OT)      | 0.76 | 0.74 | 0.72 | 0.71 | 0.69 | 0.68 |

**TABLE II**

| Model     | 0  | 0.5 | 1.0 | 1.5 | 2.0 | 2.5 |
|-----------|----|-----|-----|-----|-----|-----|
| No fusion | 0.60 | 0.60 | 0.60 | 0.60 | 0.60 |
| Early fusion | 0.85 | 0.72 | 0.54 | 0.42 | 0.36 | 0.30 |
| Late fusion | 0.80 | 0.64 | 0.47 | 0.38 | 0.32 | 0.29 |
| F-Cooper   | 0.82 | 0.69 | 0.51 | 0.41 | 0.35 | 0.31 |
| OPV2V      | 0.82 | 0.74 | 0.66 | 0.60 | 0.57 | 0.54 |
| Our model (ICP) | 0.77 | 0.77 | 0.76 | 0.71 | 0.67 | 0.62 |
| Our model (OT) | 0.76 | 0.75 | 0.74 | 0.73 | 0.72 | 0.70 |

**B. Comparison of ICP and OT-based methods**

As mentioned before, accurate location and pose information can be recorded in simulation environment. Therefore, we can compare the noisy transformation matrix \(T_k^0 = T_k^bT_k^0\) estimated by our algorithm with ground truth \(T_k^0\) to evaluate the calibration effect of the proposed models. For simplicity, we recover the \(T_k^b\) back to a rotation matrix \(R_k^b\) and a translation vector \(t_k^b\) as in Eq. 4. Following [21], [32], two metrics are
utilized to evaluate the difference between estimated results and ground truth.

- Relative Translation Error (RTE): Euclidean distance between the estimated and ground-truth translation vectors.

\[
\text{RTE} = \|\hat{t}_k^0 - t_k^0\|_2
\]  

(8)

- Relative Rotation Error (RRE): the geodesic distance between the estimated and ground-truth rotation matrices.

\[
\text{RRE} = \arccos \left( \frac{\text{trace} \left( (\hat{R}_k^0)^T \cdot \hat{R}_k^0 \right) - 1}{2} \right)
\]  

(9)

For comparison, ICP and OT-based methods are implemented on the same Test Culver City set with \(\sigma_p = 1\)m. Excluding the frames with only one connected vehicle (i.e., Ego), 478 frames are left for testing. For each frame, both RRE and RTE are calculated, the cumulative distribution results are shown in Fig.4a and Fig.4b, respectively.

As shown in Fig. 4a, the RTE of more than 90.6% of frames is smaller than 0.5m for OT-based method, which cuts the translation errors greatly. Furthermore, 1.9% of the frames has a larger RTE (>1m) for OT-based method, while for ICP-based method, the number is 17.6%. For ICP-based method, RTE of 64% of the frames is smaller than 0.2m, which is much higher than that of the OT-based method, which is 42%. That is the reason why ICP performs better overall in Table I. Furthermore, as shown in Fig. 4a and Fig. 4b, OT based method outperforms ICP when RTE \(\in [0.1, 1]\) m and RRE \(\in [0.2, 1]\)°. That is the reason why the slightly better robust performance is achieved for the OT-based method.

C. Hyperparameters

The radius of neighbour selection \(r\) and value of dutbin \(\alpha\) are the hyperparameters of ICP and OT based method, respectively. To guarantee the generalization, the two parameters are selected on the Train set \((r = 2, \alpha = -15)\), and applied on the Default Test and Test Culver City sets. To explore the sensitivity of the proposed algorithm to hyperparameters, we illustrate the AP70 curve with respect to different levels of errors under various \(r\) and \(\alpha\) in Fig.5.

It is interesting to observe that OT-based method is robust to parameter \(\alpha\), and similar performance is achieved with minor fluctuations. While for ICP-based method, besides the robustness, some changes happened when relative small or large \(r\) is selected. The number of targets within the common FOV is reduced for \(r = 1\), therefore, performance degradation occurred. It drops to the level of the standard Late fusion method without calibration. For larger \(r\) value \((r = 4)\), more outliers are introduced, that resulting in an overall deterioration in performance.
perception framework for connected and automated driving. Furthermore, ICP and OT theory-based algorithms are developed to find the correspondence between the sets of the 3D bounding boxes. The proposed algorithms outperform the state-of-the-art performance on benchmark datasets when location or heading errors occur, which is common and inevitable in real-world applications. While the performance of ICP and OT-based methods are dependent on the number of targets within the common FOV.

### D. Limitations

The instant RTE and RRE curves over timestamps with $\sigma_p = 1\text{m}$ on Test Culver City are shown in Fig. 6a and Fig. 6b, respectively. The legend w/o is the results of vanilla late fusion without object association operation, the other two curves denote the filtered results of the proposed methods. It is interesting to observe that, lowest RTE is achieved for OT-based method, while slightly higher RRE is also occurred. This is because the 3D bounding boxes of the targets are realigned, but are impossible to be associated accurately due to the uncertainties in the detected bounding boxes, which suffer from information loss comparing to raw sensor data.

Same as the other cooperative perception techniques, common field-of-view (FOV) is required for the proposed methods, otherwise the system should degrade into non-cooperative mode. Here the number of common targets (NCT) is defined as the number of associated targets, after neighbor selection step in Algorithm 1 or optional transport step in Algorithm 2. As illustrated in Fig. 7a and Fig. 7b, the performance of ICP-based methods is highly correlated with NCT, OT-based method relies less on it and performs more robust. It would be an interesting future work to further investigate the relationship, but beyond the scope of this paper.

### V. CONCLUSIONS

We propose an efficient and robust object-level cooperative perception framework for connected and automated driving. Efficiency is evaluated in terms of communication load and processing time because only the location, pose and 3D bounding boxes are required to share between Ego and CAVs. Furthermore, ICP and OT theory-based algorithms are developed to find the correspondence between the sets of the 3D bounding boxes. The proposed algorithms outperform the state-of-the-art performance on benchmark datasets when location or heading errors occur, which is common and inevitable in real-world applications. While the performance of ICP and OT-based methods are dependent on the number of targets within the common FOV.
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