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Abstract. Lloyd S. Shapley [19, 20] introduced a set of axioms in 1953, now called the Shapley axioms, and showed that the axioms characterize a natural allocation among the players who are in grand coalition of a cooperative game. Recently, Stern and Tettenhorst [23] showed that a cooperative game can be decomposed into a sum of component games, one for each player, whose value at the grand coalition coincides with the Shapley value. The component games are defined by the solutions to the naturally defined system of least squares linear equations via the framework of the Hodge decomposition on the hypercube graph.

In this paper we propose a new set of axioms which characterizes the component games. Furthermore, we realize them through an intriguing stochastic path integral driven by a canonical Markov chain. The integrals are natural representation for the expected total contribution made by the players for each coalition, and hence can be viewed as their fair share. This allows us to interpret the component game values for each coalition also as a valid measure of fair allocation among the players in the coalition. Our axioms may be viewed as a completion of Shapley axioms in view of this characterization of the Hodge-theoretic component games, and moreover, the stochastic path integral representation of the component games may be viewed as an extension of the Shapley formula.
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1. Introduction

Let $N$ denote the set of positive integers. For $N \in \mathbb{N}$, let $[N] := \{1, 2, \ldots, N\}$ denote the set of players. The set of cooperative games is defined by

$$G_N = \{v : 2^{|N|} \to \mathbb{R} \mid v(\emptyset) = 0\}.$$ 

Thus a cooperative game here is simply a (value) function on the subsets of $[N]$, where each $S \subseteq [N]$ represents a coalition of players in $S$, and $v(S)$ represents the value assigned to the coalition $S$, where the null coalition $\emptyset$ receives zero value.

Lloyd Shapley considered the question of how to split the grand coalition value $v([N])$ among the players for a given game $v \in G_N$. It is uniquely defined according to the following theorem, which is quoted from Stern and Tettenhorst [23].

**Theorem 1.1 (Shapley [20]).** There exists a unique allocation $v \in G_N \mapsto (\phi_i(v))_{i \in [N]}$ satisfying the following conditions:

- **efficiency:** $\sum_{i \in [N]} \phi_i(v) = v([N])$.
- **symmetry:** $v(S \cup \{i\}) = v(S \cup \{j\})$ for all $S \subseteq [N] \setminus \{i, j\}$ yields $\phi_i(v) = \phi_j(v)$.
- **null-player:** $v(S \cup \{i\}) - v(S) = 0$ for all $S \subseteq [N] \setminus \{i\}$ yields $\phi_i(v) = 0$.
- **linearity:** $\phi_i(\alpha v + \alpha' v') = \alpha \phi_i(v) + \alpha' \phi_i(v')$ for all $\alpha, \alpha' \in \mathbb{R}$ and $v, v' \in G_N$.

Moreover, this allocation is given by the following explicit formula:

$$\phi_i(v) = \sum_{S \subseteq [N] \setminus \{i\}} \frac{|S|!(N - 1 - |S|)!}{N!} \left( v(S \cup \{i\}) - v(S) \right). \tag{1.1}$$

The four conditions listed above are often called the Shapley axioms. Quoted from [23], they say that [efficiency] the value obtained by the grand coalition is fully distributed among the players, [symmetry] equivalent players receive equal amounts, [null-player] a player who contributes no marginal value to any coalition receives nothing, and [linearity] the allocation is linear in the game values.

(1.1) can be rewritten also quoted from [23]: Suppose the players form the grand coalition by joining, one-at-a-time, in the order defined by a permutation $\sigma$ of $[N]$. That is, player $i$ joins immediately after the coalition $S_{\sigma,i} = \{ j \in [N] : \sigma(j) < \sigma(i) \}$ has formed, contributing marginal value $v(S_{\sigma,i} \cup \{i\}) - v(S_{\sigma,i})$. Then $\phi_i(v)$ is the
average marginal value contributed by player \(i\) over all \(N!\) permutations \(\sigma\), i.e.,

\[
\phi_i(v) = \frac{1}{N!} \sum_{\sigma} \left( v(S_{\sigma,i} \cup \{i\}) - v(S_{\sigma,i}) \right).
\]

We see an important principle here, which we may call the \textit{Shapley’s principle}: 

\textbf{Shapley’s principle.} The value allocated to player \(i\) is based entirely on the marginal values \(v(S \cup \{i\}) - v(S)\) the player \(i\) contribute.

Extensive research on the cooperative and noncooperative games have been inspired by and evolved from the pioneering study by Shapley [19–22], and various concepts of solutions have been proposed, e.g., Kalai and Samet [8], Ruiz et al. [18] and Kultti and Salonen [12]. In particular, the combinatorial Hodge decomposition has recently been applied to game theory in various contexts, including noncooperative games (Candogan et al. [1]), cooperative games (Stern and Tettenhorst [23]), and also other interesting problems in economics, e.g., ranking of social preferences (Jiang et al. [7]). In addition, there have been efforts to model various cooperation restrictions, e.g., Faigle and Kern [5], Khmelnitskaya et al. [9], and Koshevoy et al. [11]. On the other hand, computational aspects of Shapley theory have been studied by Castro et al. [2, 3] and Deng and Papadimitriou [4]. We refer to Lim [13] for an elementary introduction to the Hodge theory on graphs, while more general and profound theory of Hodge goes back to Hodge [6] and Kodaira [10]. For more comprehensive treatment of game theory, we refer to e.g. Roth [16, 17], Peters [15].

In particular, Stern and Tettenhorst [23] showed that, given a game \(v \in \mathcal{G}_N\), there exist component games \(v_i \in \mathcal{G}_N\) for each player \(i \in [N]\) which are naturally defined via the \textit{combinatorial Hodge decomposition}, satisfying \(v = \sum_{i \in [N]} v_i\). Moreover, it holds \(v_i([N]) = \phi_i(v)\), hence they obtained a new characterization of the Shapley value as the value of the grand coalition in each player’s component game.

In this context, the \textit{combinatorial Hodge decomposition} boils down to the \textit{Fundamental Theorem of Linear Algebra}. For finite-dimensional inner product spaces \(X, Y\) and a linear map \(d : X \to Y\) and its adjoint \(d^* : Y \to X\) given by \(\langle dx, y \rangle_Y = \langle x, d^* y \rangle_X\), FTLA asserts that the orthogonal decompositions hold:

\[
X = \mathcal{R}(d^*) \oplus \mathcal{N}(d), \quad Y = \mathcal{R}(d) \oplus \mathcal{N}(d^*),
\]

where \(\mathcal{R}(\cdot), \mathcal{N}(\cdot)\) stand for the range and nullspace respectively.
In order to introduce the work of [23], let us briefly review the setup. Let $G = (V, E)$ be an oriented graph, where $V$ is the set of vertices and $E \subseteq V \times V$ is the set of edges. “Oriented” means at most one of $(a, b)$ and $(b, a)$ is in $E$ for $a, b \in V$.

If $f : E \to \mathbb{R}$ and $(a, b) \in E$, define $f(b, a) := -f(a, b)$ for the reverse-oriented edge. Let $\ell^2(V)$ be the space of functions $V \to \mathbb{R}$ with the inner product

$$\langle u, v \rangle := \sum_{a \in V} u(a)v(a).$$

Similarly, denote by $\ell^2(E)$ the space of functions $E \to \mathbb{R}$ with inner product

$$\langle f, g \rangle := \sum_{(a, b) \in E} f(a, b)g(a, b).$$

Next, define a linear operator $d : \ell^2(V) \to \ell^2(E)$, the gradient, by

$$du(a, b) := u(b) - u(a).$$

Then its adjoint $d^* : \ell^2(E) \to \ell^2(V)$, the (negative) divergence, is given by

$$(d^* f)(a) = \sum_{b \sim a} f(b, a),$$

where $b \sim a$ denotes that $(a, b) \in E$ or $(b, a) \in E$.

Now to study the cooperative games, given the set of players $[N]$, Stern and Tettenhorst [23] applied the above setup to the hypercube graph $G = (V, E)$, where

$$V = 2^{[N]}, \quad E = \{(S, S \cup \{i\}) \in V \times V \mid S \subseteq [N] \setminus \{i\}, \ i \in [N]\}.$$

Notice each vertex $S \subseteq [N]$ can correspond to a vertex of the unit hypercube in $\mathbb{R}^N$, and each edge is oriented in the direction of the inclusion $S \hookrightarrow S \cup \{i\}$.

For each $i \in [N]$, let $d_i : \ell^2(V) \to \ell^2(E)$ denote the partial differential operator

$$d_iu(S, S \cup \{j\}) = \begin{cases} du(S, S \cup \{i\}) & \text{if } j = i, \\ 0 & \text{if } j \neq i. \end{cases}$$

Thus $d_i v \in \ell^2(E)$ encodes the marginal value contributed by player $i$ to the game $v$, which is a natural object to consider in view of the Shapley’s principle. Indeed, given $v \in G_N$, Stern and Tettenhorst [23] defined the component game $v_i$ for each
i ∈ [N] as the unique solution in \( G_N \) to the following least squares equation\(^1\)

\[
d^* dv_i = d^* d_i v
\]

and showed that the component games satisfy some natural properties analogous to the Shapley axioms (see \([23, \text{Theorem 3.4}]\)). Moreover, by applying the (pseudo) inverse of the Laplacian \( d^* d \) to \((1.3)\), they provided an explicit formula for \( v_i \) (see \([23, \text{Theorem 3.11}]\)). In particular, for the pure bargaining game \( \delta_{[N]} \), defined by

\[
\delta_{[N]}([N]) = 1, \quad \delta_{[N]}(S) = 0 \text{ if } S \subsetneq [N]
\]

they also showed the complex general formulas in \([23, \text{Theorem 3.11}]\) could be simplified (see \([23, \text{Theorem 3.13}]\)) due to the substantial symmetry of this game.

Let us, for example, calculate the \( v_i \)'s for the pure bargaining game \( \delta_{[N]} \) when \( N = 2, 3 \) using the formulas in \([23, \text{Theorem 3.13}]\). For \( N = 2 \), one can compute

\[
v_1(\{1\}) = v_2(\{2\}) = \frac{1}{4}, \quad v_1(\{2\}) = v_2(\{1\}) = -\frac{1}{4}, \quad v_1(\{1, 2\}) = v_2(\{1, 2\}) = \frac{1}{2},
\]

and \( v_i(\emptyset) = 0 \). For \( N = 3 \), one can compute

\[
v_1(\{1\}) = v_2(\{2\}) = v_3(\{3\}) = \frac{1}{12},
\]

\[
v_1(\{2\}) = v_1(\{3\}) = v_2(\{1\}) = v_2(\{3\}) = v_3(\{1\}) = v_3(\{2\}) = -\frac{1}{24},
\]

\[
v_1(\{2, 3\}) = v_2(\{1, 3\}) = v_3(\{1, 2\}) = -\frac{1}{4},
\]

\[
v_1(\{1, 2\}) = v_1(\{1, 3\}) = v_2(\{1, 2\}) = v_2(\{2, 3\}) = v_3(\{1, 3\}) = v_3(\{2, 3\}) = \frac{1}{8},
\]

\[
v_1(\{1, 2, 3\}) = v_2(\{1, 2, 3\}) = v_3(\{1, 2, 3\}) = \frac{1}{3}.
\]

While we would not try to further compute for \( N \geq 4 \), we already see, for example, \( v_i \) can take negative values even when \( v \) is nonnegative, as already noted in \([23]\).

This leads us to ask the following question: What is the economic meaning of the \( v_i(S) \) (except for \( v_i([N]) \)), as it coincides with the Shapley value \( \phi_i(v) \)?

In this paper we assert that, just as \( v_i([N]) \), \( v_i(S) \) can also represent a fair allocation to the player \( i \) of the value \( v(S) \) for each coalition \( S \). We shall justify

\(^1\)The equation \( du = f \) is solvable if only if \( f \in R(d) \). When \( f \notin R(d) \), a least squares solution to \( du = f \) instead solves \( du = f_1 \) where \( f = f_1 + f_2 \) with \( f_1 \in R(d) \), \( f_2 \in N(d^*) \) given by FTLA. By applying \( d^* \), we get \( d^* du = d^* f_1 = d^* f \). The substitution \( u \to v_i \) and \( f \to d_i v \) yields \((1.3)\).
this in two different angles. First, we present a set of new axioms which completely characterizes the component games. Our axioms will be an extension of the Shapley axioms, and may be seen as a completion in view of this characterization of the Hodge-theoretic component games. In particular, the Discussion (iv) in Section 2 explains why the new reflection axiom can be regarded natural in view of the Shapley principle, and therefore, why the component value $v_i(S)$ can be interpreted as a fair allocation. Second, we present the value function $V_i(S)$ described by a stochastic path integral which is a natural representation of the total contribution by the player $i$, on average, toward each coalition $S$. Hence the value $V_i(S)$ can also be regarded as a fair allocation of $v(S)$ to the player $i$. Now Theorem 3.1 verifies a remarkable connection between stochastic path integrals and Hodge theory. From the coincidence $V_i = v_i$, we further justify our assertion, namely, $v_i(S) = V_i(S)$ can be viewed a fair allocation for the player $i$ and for each terminal coalition state $S$.

2. An extension of Shapley axioms

Let $G = \bigcup_{N \in \mathbb{N}} G_N$. For $i, j \in [N]$ and $S \subseteq [N]$, define $S^{ij} \subseteq [N]$ by

$$S^{ij} = \begin{cases} S & \text{if } S \subseteq [N] \setminus \{i, j\} \text{ or } \{i, j\} \subseteq S, \\ S \cup \{i\} \setminus \{j\} & \text{if } i \notin S \text{ and } j \in S, \\ S \cup \{j\} \setminus \{i\} & \text{if } j \notin S \text{ and } i \in S. \end{cases}$$

Given $v \in G_N$, define $v^{ij} \in G_N$ by $v^{ij}(S) = v(S^{ij})$. Intuitively, the contributions of the players $i, j$ in the game $v$ are interchanged in the game $v^{ij}$.

Of course, a cooperative game can be considered on any finite set of players $M$ through a bijection $M \leftrightarrow |[M]|$. In this sense, for $v \in G_N$ and $i \in [N]$, we define $v_{-i}$ to be the restricted game of $v$ on the set of players $[N] \setminus \{i\}$, i.e. $v_{-i}(S) = v(S)$ for all $S \subseteq [N] \setminus \{i\}$. We are ready to describe our extension of Shapley axioms.

**Theorem 2.1.** There exists a unique allocation $v \in G \mapsto (\Phi_i[v])_{i \in \mathbb{N}}$ satisfying $\Phi_i[v] \in G_N$ with $\Phi_i[v] \equiv 0$ if $i \geq N + 1$ for $v \in G_N$, and moreover the following:

A1 (efficiency): $v = \sum_{i \in \mathbb{N}} \Phi_i[v]$.

A2 (symmetry): $\Phi_i[v^{ij}](S^{ij}) = \Phi_j[v](S)$ for all $v \in G_N$, $i, j \in [N]$ and $S \subseteq [N]$.

A3 (null-player): If $v \in G_N$ and $d_i v = 0$ for some $i \in [N]$, then $\Phi_i[v] \equiv 0$, and $\Phi_j[v](S \cup \{i\}) = \Phi_j[v](S) = \Phi_j[v_{-i}](S)$ for all $j \in [N] \setminus \{i\}, S \subseteq [N] \setminus \{i\}$. 
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A4 (linearity): For any \( v, v' \in G_N \) and \( \alpha, \alpha' \in \mathbb{R} \), \( \Phi_i[\alpha v + \alpha' v'] = \alpha \Phi_i[v] + \alpha' \Phi_i[v'] \).

A5 (reflection): For any \( v \in G_N \), \( i \in [N] \) and \( S, T \subseteq [N] \setminus \{i\} \), it holds
\[
\Phi_i[v](S \cup \{i\}) - \Phi_i[v](T \cup \{i\}) = -\left( \Phi_i[v](S) - \Phi_i[v](T) \right).
\]

Moreover, the solutions \((v_i)_{i \in [N]}\) to (1.3) satisfy A1–A5 with \( \Phi_i[v] = v_i \).

Discussion. (i) A1, A4 seem natural analogues of corresponding Shapley axioms.
(ii) The condition in A2 is just as if the players \( i, j \) exchange their labels. We may interpret as, if the contributions of \( i, j \) are interchanged, then so are their payoffs.
(iii) A3 says that if \( d_i v = 0 \) then everything is just as if \( i \) is not present. In other words, if player \( i \) contributes nothing, then the reward of the rest is independent of the participation of the null player \( i \), and hence by efficiency, the player \( i \) receives nothing. So \( \Phi_i[v] \equiv 0 \) is in fact a consequence rather than a part of the axioms.
(iv) Perhaps A5 – which is newly introduced – is the least intuitive of all the axioms. To convince its innocuousness, let \( S, T \subseteq [N] \setminus \{i\} \), and consider an arbitrary connected path \( \theta \) of cooperation process from \( S \) to \( T \) on the hypercube graph:
\[
\theta : X_0 \to X_1 \to \cdots \to X_n
\]
where \( X_0 = S, X_n = T \), and each \((X_k, X_{k+1})\) is either a forward- or reverse-oriented edge of the hypercube graph. Then there exists its reflection with respect to \( i \):
\[
\theta' : X'_0 \to X'_1 \to \cdots \to X'_n
\]
where \( X'_k := X_k \cup \{i\} \) if \( i \notin X_k \), and \( X'_k := X_k \setminus \{i\} \) if \( i \in X_k \). Now observe that the contribution of the player \( i \) (i.e. the integral of \( d_i \)) along the path \( \theta \) and \( \theta' \) have the opposite sign, since whenever the player \( i \) joins / leaves coalition along \( \theta \), \( i \) leaves / joins coalition along \( \theta' \) respectively. In view of the Shapley’s principle and the arbitrariness of \( \theta \), this is the rationale for us to adopt the reflection axiom. Note that while (1.2) takes into account the coalition processes of joining direction only, our consideration above allows for the coalitions to proceed in either direction.

Now we present a proof of Theorem 2.1.

Proof. We claim that A1–A5 determines the linear operator \( \Phi \) uniquely (if exists).
For each \( N \in \mathbb{N} \), define the basis games \( \delta_{S,N} \) of \( G_N \) for every \( S \subseteq [N], S \neq \emptyset \), by
\[
\delta_{S,N}(S) = 1, \quad \delta_{S,N}(T) = 0 \text{ if } T \neq S.
\]
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We proceed by an induction on $N$. The case $N = 1$ is already from A1. Suppose the claim holds for $N - 1$, so $\Phi_i[\delta_{S,N-1}]$ are determined for all $S \in 2^{[N-1]} \setminus \{\emptyset\}$. Now define the games $\Delta_{(S,S\cup\{i\})}$ in $\mathcal{G}_N$ for each $i \in [N]$, $S \subseteq [N] \setminus \{i\}$, $S \neq \emptyset$, by

$$\Delta_{(S,S\cup\{i\})}(T) = 1 \text{ if } T = S \text{ or } T = S \cup \{i\}, \quad \Delta_{(S,S\cup\{i\})}(T) = 0 \text{ otherwise.}$$

Notice then A3 determines $\Phi$ for all $\Delta_{(S,S\cup\{i\})} \in \mathcal{G}_N$. By A4, to prove the claim, it is enough to show A1–A5 can determine $\Phi$ for the pure bargaining game $\delta := \delta_{[N],N}$.

By A2, $\sum_{S \subseteq [N]} \Phi_i[\delta](S)$ is constant for all $i \in [N]$, thus it is $1/N$ by A1. Define

$$u_i(S) := \Phi_i[\delta](S) - \frac{1}{N^2} \quad \text{for all } S \subseteq [N]$$

so that $u_i(\emptyset) = -\frac{1}{N^2}$ and $\sum_{S \subseteq [N]} u_i(S) = 0$ for all $i$. Now observe A5 implies:

$$u_i(S) + u_i(S \cup \{i\}) \text{ is constant for all } S \subseteq [N] \setminus \{i\}, \text{ hence it is zero.}$$

This determines $u_i$ thus $\Phi_i[\delta]$ as follows: suppose $u_i(S)$ has been determined for all $i$ and $|S| \leq k - 1$. Let $|T| = k$. Then we have $u_i(T) = -u_i(T \setminus \{i\})$ for all $i \in T$ and it is constant (say $c_k$) by A2. Then by A1 and A2, $u_j(T) = -\frac{kX}{N^2}$ for all $j \notin T$. By induction, the proof of uniqueness of the operator $\Phi$ is therefore complete.

It remains to show the solutions $(v_i)_{i \in [N]}$ to (1.3) satisfy A1–A5 with $\Phi_i[v] = v_i$. Note that $v_i \in \mathcal{G}_N$ is uniquely determined by (1.3) since $\mathcal{N}(d)$ is one-dimensional space spanned by the constant game $1_N \equiv 1 \in \ell^2(2^{|N|})$, and since $v_i(\emptyset) = 0$.

A4 is clearly satisfied by $(v_i)$. To show A1, we compute similarly as in [23]:

$$\sum_{i \in [N]} v_i = \sum_{i \in [N]} d^* d v_i = \sum_{i \in [N]} d^* d_i v = d^* \sum_{i \in [N]} d_i v = d^* d v,$$

since $d = \sum_{i \in [N]} d_i$. Hence by unique solvability of (1.3), $\sum_{i \in [N]} v_i = v$ as desired.

Next let $\sigma$ be a permutation of $[N]$. As in [23], let $\sigma$ act on $\ell^2(V)$ and $\ell^2(E)$ via

$$\sigma v(S) = v(\sigma(S)) \text{ and } \sigma f(S, S\cup\{i\}) = f(\sigma(S), \sigma(S\cup\{i\})), \quad v \in \ell^2(V), \quad f \in \ell^2(E).$$

It is easy to check $d\sigma = \sigma d$ and $d_i\sigma = \sigma d_{\sigma(i)}$. We also have $d^* d = \sigma d^*$, since

$$\langle v, d^* d f \rangle = \langle dv, \sigma f \rangle = \langle \sigma^{-1} dv, f \rangle = \langle d\sigma^{-1} v, f \rangle = \langle \sigma^{-1} v, d^* f \rangle = \langle v, \sigma d^* f \rangle$$

for any $v \in \ell^2(V)$ and $f \in \ell^2(E)$. Now let $\sigma$ be the transposition of $i,j$. We have

$$d^* d(\sigma v)_i = d^* d_i \sigma v = d^* \sigma d_j v = \sigma d^* d_j v = \sigma d^* d v_j = d^* d \sigma v_j.$$
which shows \((\sigma v)_i = \sigma v_j\) by the unique solvability. Notice this corresponds to A2.

For A3, let \(v \in \mathcal{G}_N, i \in [N]\), and let \(d_iv = 0\). Then by (1.3) we readily get \(v_i \equiv 0\). Fix \(j \neq i\), and let \(d_i, d_j\) be the differential operators restricted on \([N] \setminus \{i\}\), and let \(\tilde{v} = v_{-i}\), i.e., \(\tilde{v}\) is the restricted game of \(v\) on \([N] \setminus \{i\}\). Let \(\tilde{v}_j\) be the corresponding component game on \([N] \setminus \{i\}\), solving the defining equation \(\tilde{d}^* \tilde{d}\tilde{v}_j = \tilde{d}^* \tilde{d}_j \tilde{v}\). Finally, in view of A3, define \(v_j \in \mathcal{G}_N\) by \(v_j = \tilde{v}_j\) on \(2^{[N] \setminus \{i\}}\) and \(d_i v_j = 0\). Now observe that A3 will follow if we verify this \(v_j\) indeed solves the equation \(d^* dv_j = d^* d_j v\).

To show this, let \(S \subseteq [N] \setminus \{i\}\). In fact the following string of equalities holds:
\[
d^* dv_j (S \cup \{i\}) = d^* dv_j (S) = \tilde{d}^* \tilde{d}\tilde{v}_j (S) = \tilde{d}^* \tilde{d}_j \tilde{v}(S) = d^* d_j v(S) = d^* d_j v(S \cup \{i\})
\]
which simply follows from the definition of the differential operators. For instance
\[
d^* dv_j (S, T, S) = \sum_{T \sim S} dv_j (T, S) = \sum_{T \sim S, T \neq S \cup \{i\}} dv_j (T, S) = \tilde{d}^* \tilde{d}\tilde{v}_j (S, T, S)
\]
where the second equality is due to \(d_i v_j = 0\). On the other hand, since \(j \neq i\),
\[
d^* d_j v(S) = \sum_{T \sim S} d_j v(T, S) = \sum_{T \sim S} d_j \tilde{v}(T, S) = \tilde{d}^* \tilde{d}_j \tilde{v}(S).
\]
The first and last equalities in the string should now be obvious, verifying A3.

Finally we verify A5. For this, we need to verify the following claim
\[
v_i (S) + v_i (S \cup \{i\}) \text{ is constant over all } S \subseteq [N] \setminus \{i\}.
\]
Let \(S \subseteq [N] \setminus \{i\}\), and recall \(d^* d_i v(S) = v(S) - v(S \cup \{i\}) = -d^* d_i v(S \cup \{i\})\). Hence \(d^* dv_i (S) + d^* dv_i (S \cup \{i\}) = 0\). Define \(w_i \in \ell^2 (2^{[N]})\) by \(w_i (S) = v_i (S \cup \{i\})\) and \(w_i (S \cup \{i\}) = v_i (S)\). Then it is clear \(d^* dv_i (S \cup \{i\}) = d^* dw_i (S)\), thus \(d^* d (v_i + w_i) \equiv 0\), hence \(v_i + w_i \in \mathcal{N}(d)\), meaning \(v_i + w_i\) is constant. This proves the claim.

\[\square\]

3. A PATH INTEGRAL REPRESENTATION OF THE COMPONENT GAMES

Recall the Shapley value \(\phi_i (v) = v_i ([N])\) admits the representation formula (1.2). For \(v \in \mathcal{G}_N\), could \(v_i (S)\) for \(S \subseteq [N]\) also have an analogous representation?

To give an answer, consider a Markov chain \((X_n)_{n \in \mathbb{N} \cup \{0\}}\) on the state space \(2^{[N]}\), \(X_0 = \emptyset\), equipped with the transition probability \(p_{S,T}\) from \(S\) to \(T\) as follows:
\[
p_{S,T} = 1/N \text{ if } (S, T) \text{ is a forward- or reverse-oriented edge}, \ p_{S,T} = 0 \text{ otherwise}.
\]
Notice the Markov chain describes the canonical coalition progression in which every player can join or leave the current coalition state equally likely at any time.

Let \((\Omega, \mathcal{F}, \mathcal{P})\) be the underlying probability space for formality. For each \(S \subseteq [N]\), let \(\tau_S = \tau_S(\omega)\) denote the first time the Markov chain \((X_n(\omega))_n\) visits \(S\). We define the total contribution of the player \(i\) along the sample path \(\omega \in \Omega\) toward \(S\) by

\[
D_i v(S) = D_i v(S)(\omega) := \sum_{n=1}^{\tau_S(\omega)} d_i v(X_{n-1}(\omega), X_n(\omega)).
\]

Finally, we define value functions for each \(i \in [N]\) via the following path integral

\[
V_i(S) = V_i[v](S) := \int_{\Omega} D_i v(S)(\omega) d\mathcal{P}(\omega) = \mathbb{E}[D_i v(S)].
\]

Observe \(V_i(S)\) represents the expected total contribution made by player \(i\) leading to the state \(S\) along all possible coalition paths, and hence can be viewed as a fair allocation of the value \(v(S)\) to the player \(i\) given that \(S\) is the destination state.

Now the following theorem shows \(V_i\) is a valid representation of the component game \(v_i\). This gives a further justification for the interpretation of the component game value \(v_i(S)\) to be a fair and natural reward allocation for the player \(i\) at \(S\).

**Theorem 3.1.** For every \(v \in \mathcal{G}_N\) and \(i \in [N]\) it holds \(V_i = v_i\), where \(v_i \in \mathcal{G}_N\) is the unique solution to the equation \([1.3]\) characterized by A1–A5 in Theorem 2.1.

**Proof.** Fix \(v \in \mathcal{G}_N\). We may show that \((V_i)_{i \in [N]}\) satisfies A1–A5 with \(\Phi_i(v) := V_i\) thanks to Theorem 2.1. A4 may be trivially verified and we omit. For A1, notice

\[
\sum_{i \in [N]} D_i v(S) = \sum_{i \in [N]} \sum_{n=1}^{\tau_S} d_i v(X_{n-1}, X_n) = \sum_{n=1}^{\tau_S} d v(X_{n-1}, X_n) = v(S)
\]

since \(d = \sum_i d_i\). Hence \(\sum_i V_i(S) = \mathbb{E}[\sum_i D_i v(S)] = v(S)\). This verifies A1.

For \(i \neq j\), note that each sample path \(\omega\) has its counterpart \(\omega^{ij}\) satisfying

\[
X_n(\omega) = S \text{ if and only if } X_n(\omega^{ij}) = S^{ij}\text{ for every } n \in \mathbb{N} \text{ and } S \subseteq [N]
\]

and moreover, \(D_i v(S)(\omega) = D_j v(S^{ij})(\omega^{ij})\). Taking expectation then verifies A2.

For A3, assume \(d_i v = 0\). Then \(D_i v = 0\) readily gives \(V_i \equiv 0\). Next we may proceed by an induction on \(N\), so let \((\tilde{X}_n)_n\) denote the Markov chain on the state space \(2^{[N] \setminus \{i\}}\) with the analogous transition rates and \((\tilde{V}_i)_i\) be the associated value
functions. Observe that \((\tilde{X}_n)_n\) can be embedded in \((X_n)_n\) via the identification
\[
\tilde{X}_n := S \in 2^{[N] \setminus \{i\}} \quad \text{if and only if} \quad X_n = S \quad \text{or} \quad X_n = S \cup \{i\}
\]
yielding \(\tilde{V}_j(S) = \int_\Omega \sum_{n=1}^{\tau_S \land \tau_{S \cup \{i\}}} d_j v(X_{n-1}, X_n) d\mathcal{P}\) for all \(j \in [N] \setminus \{i\}\). Now consider an arbitrary connected finite path \(\theta : X_0 \to X_1 \to \cdots \to X_n\) on the hypercube graph where \(X_0 = S\) and \(X_n = S \cup \{i\}\), or \(X_0 = S \cup \{i\}\) and \(X_n = S\). Its reversed path is then given by \(\theta' : X'_0 \to \cdots \to X'_n\) where \(X'_{k-1} = X_{n-k}\). Finally flip the reversed path with respect to \(i\) and get the path \(\theta^* : X^*_0 \to \cdots \to X^*_n\), where \(X^*_k = S \in 2^{[N] \setminus \{i\}}\) if \(X'_k = S \cup \{i\}\) and \(X^*_k = S \cup \{i\}\) if \(X'_k = S\). Observe that the correspondence \(\theta \leftrightarrow \theta^*\) is bijective, both starts at \(S\) and ends at \(S \cup \{i\}\) (or \(S \cup \{i\}\) and \(S\), and
\[
\sum_{k=1}^{n} d_j v(X_{k-1}, X_k) = -\sum_{k=1}^{n} d_j v(X^*_{k-1}, X^*_k)
\]
since \(d_i v = 0\). Notice, in view of the path integral formula for \(V_j\), this implies
\[
\tilde{V}_j(S) = V_j(S) = V_j(S \cup \{i\}).
\]
Induction hypothesis gives \(\tilde{V}_j(S) = \bar{v}_j(S)\) where \(\bar{v}\) is the restriction of \(v\) on \(2^{[N] \setminus \{i\}}\), and moreover \(\bar{v}_j(S) = v_j(S \cup \{i\})\) by Theorem 2.1. This verifies A3.

Finally let us verify A5. For any states \(S, T \subseteq [N]\), consider the Markov chain \((X^S_n)_n\) whose initial state is \(X^S_0 = S\) (instead of \(\emptyset\)). Define analogously \(D^S_i v(T)\) and \(V^S_i(T) = \mathbb{E}[D^S_i v(T)]\) via \(X^S\) in place of \(X\). By the correspondence between paths from \(S\) to \(T\) and their reverse from \(T\) to \(S\), it readily follows \(V^S_i(T) = -V^T_i(S)\). Now we prove the following transition formula
\[
(3.1) \quad V_i(T) - V_i(S) = V^S_i(T).
\]
To see this, we compute
\[
D_i v(T) - D_i v(S) = \sum_{n=1}^{\tau_T} d_i v(X_{n-1}, X_n) - \sum_{n=1}^{\tau_S} d_i v(X_{n-1}, X_n) = 1_{\tau_S < \tau_T} \sum_{n=\tau_S + 1}^{\tau_T} d_i v(X_{n-1}, X_n) - 1_{\tau_T < \tau_S} \sum_{n=\tau_T + 1}^{\tau_S} d_i v(X_{n-1}, X_n).
\]
By taking expectation, we obtain via the Markov property
\[
\mathbb{E}[D_i v(T)] - \mathbb{E}[D_i v(S)] = \mathcal{P}({\tau_T < \tau_S}) V^S_i(T) - \mathcal{P}({\tau_T < \tau_S}) V^T_i(S) = V^S_i(T)
\]
which proves (3.1). Now for any $S, T \subseteq [N] \setminus \{i\}$, we observe

$$V_i(T \cup \{i\}) - V_i(S \cup \{i\}) = V_i^{S \cup \{i\}}(T \cup \{i\}) = -V_i^S(T) = -(V_i(T) - V_i(S))$$

where the middle equality stems from the correspondence of reflected paths with respect to $i$ given in the discussion (iv) in the previous section. This verifies A5. □

A recent work of Lim [14] discusses this theorem in more general graph settings.
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