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Abstract
This paper investigates multi-modal aspects of audiovisual quality assessment for interactive communication services. It shows how perceived auditory and visual qualities integrate to an overall audiovisual quality perception in different experimental contexts. Two audiovisual experiments are presented and provide experimental data for the present analysis. First, two experimental contexts are compared, i.e., passive ‘viewing and listening’ and interactive, with regard to their impact on the audiovisual qualities as subjectively perceived by the user. Second, the effects of cross-modal interactions on the assessment of the audio and video qualities are measured for those experimental contexts. The results are compared to the ones found in the literature revealing both similarities and differences in terms of magnitude and also in which cases they occur. Third, the impact of the conversational scenario on the assessment of the auditory and visual qualities is investigated. Finally, results from the literature related to audiovisual integration are gathered by the type of application. A general integration function is proposed for each category, and the performances of these ‘application-oriented’ models demonstrate a direct gain in prediction.
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1 Introduction
Audiovisual telecommunication services like video on demand (VoD), Internet protocol television (IPTV), mobile television (MoTV), and videotelephony became broadly used multimedia services in the past two decades. In order to ensure a high level of user satisfaction, it is required to efficiently assess the quality of experience (QoE) with regard to the quality of service (QoS) through the variety of audiovisual services. The present study focuses on interactive video services like videotelephony and proposes to evaluate the audiovisual quality as subjectively perceived by the user. Perceived audiovisual quality stems from the cognitive processing of multi-sensory stimuli like the auditory and visual ones. In order to predict the quality of the perceived auditory and visual signals, instrumental models were developed. They are categorized depending on their inputs: parameter-based models use parameters from the application and the network layers; media-based models perform a quality analysis on the physical characteristics of the transmitted signal itself. Finally, hybrid models constitute a mixture of the media-based and bitstream-based models. For further information on the current state of the art on audio and video quality metrics, one can refer to exhaustive surveys on that particular topic [1-3]. The aforementioned models were developed in a passive paradigm and assume a single modality (audio or video).

Several aspects pertaining to human perception should be considered when building a multi-sensory perceptual model. Hollier et al. proposed such a theoretical model that includes the degradations on the sensory streams, cross-modal interactions (inter-stream synchronization and cross-modal influences on quality), as well as a task-related perceptual layer [4]. This layer can refer to the mode of communication (passive watching, interactive videotelephony, remote teaching, etc.) or the task itself (listening to a speech, looking at documents, etc.). Its architecture as well as its level of granularity are elements which were not explicitly defined as they depend on the type of application. The impact of the communication mode on multi-modal quality can be evaluated by adapting the experimental context. This latter will here refer
to the degree of interactivity, if any, experienced by the subjects during the quality evaluation phase.

Concerning cross-modal interactions, experimental evidence support the hypothesis that sensory streams actually interact: signals proceeding from different modalities are not processed separately [5]. For instance, the well-known ‘McGurk’ effect illustrates this distinctive characteristic of the human information processing system [6]. It shows that the human perception of speech is bimodal as the acoustic speech can be affected by visual cues from lip movements. The characteristics of these cross-modal interactions were studied in a passive experimental context, and literature reports heterogenous results: in particular, the type of content was shown to be an influencing factor. Strong differences arose when comparing cross-modal effects between virtual reality content (fly-through with narration) and ‘talking head’ content [4]. In the first case, no inter-modal dependency could be observed as in the second case, both auditory and visual modes interacted in a significant way. For television contents (e.g., reports, news, sport), adding a high-quality soundtrack could either lessen the perception of the visual impairments or combine to provide an impression of better visual quality [7]. Due to the bimodality in speech perception, audiovisual interaction is an important design factor for multi-modal communication systems such as videotelephony. It is however unclear whether cross-modal effects do have an impact on the audiovisual integration and if they should be accounted for in the construction of a perceptual audiovisual model.

Transmission delay can have a significant influence on the interactivity of a conversation and thus on the perceived quality. Early studies on the impact of conversational delay on speech quality, like the one from Kitawaki and Itoh [8], predicted a severe impact of transmission delay on the perceived speech quality especially when considering highly interactive tasks like the ‘Random Number Verification’ task [9]. However, recent studies [10-12] suggested that the impact of delay in close-to-natural conversation scenarios is far less important as suggested in [8]. In the case of everyday life conversations, it was observed that people tend to adapt their communication strategy affecting both the structure and the semantic flow of the conversation (e.g., misunderstandings and interruptions). Still opened is the question about the relative contribution of pure delay impairment to other types of degradations such as coding or network packet loss. In Yamagishi and Hayashi [13], the authors addressed the audiovisual quality prediction of interactive multimedia services such as videotelephony through the use of perceptual dimensions. They identified two dimensions, namely ‘aesthetic feeling’ and ‘feeling of activity’. The first dimension referred to factors like audio and video coding and packet loss, namely factors distorting the shape of the audiovisual signal. The second dimension was affected by factors related to the temporal continuity like one-way transmission delay and video frame rate. In their experiment, they used the ‘Name Guessing Task’ [9] conversational scenario which has a relatively low interactivity level. In that case, they found the aesthetic feeling dimension to carry more weight in the overall quality perception. However, other findings indicate that for highly interactive scenarios, the impact due to delay predominates quality perception. In contrast, Gros et al. studied the impact of three factors on conversational speech quality: temporal quality degradation profile, network packet loss (between 0% and 30%), and jitter (between 500 and 800 ms) [14]. They used short conversation test (SCT) scenarios defined in [15] which are close-to-natural conversational scenarios (e.g., ordering a pizza) and exhibit a middle to low level of interactivity. They pointed out that subjects were sensitive to variations in the transmission characteristics (temporal quality profile) and to packet loss. In turn, adding jitter to packet loss would not lead to a significant decrease in quality ratings. Therefore, delay as an impairment factor may belong to a different perceptual quality dimension, and its weight on the overall quality evaluation compared to other types of impairments like coding and network packet loss impairments depends on the interactivity induced by the conversational scenario. In this study, the focus is brought into the influence of the combined effect of coding and transmission factors and of the type conversational scenario on the perceived audiovisual conversational quality.

Finally, audiovisual quality integration in the case of multi-modal services defines how users process multiple sources of information and aggregate these information (or derived attributes) into an overall perceived quality impression. Descriptive studies, encompassing different kinds of applications, converge to agree that audiovisual quality can be predicted on the basis of the individual auditory and visual qualities. Nevertheless, significant gaps in knowledge remain concerning the human perceptual processing of sensory information, as no neurophysiological model came to describe the binding between different functional areas of the brain and thus multi-modal processing [16]. Current models for audiovisual quality prediction were developed and trained for specific applications (i.e., IPTV, mobile streaming, etc.) and communication modes. Hence, there is a need for understanding which factors actually do impact the audiovisual quality integration, positing that it can be accurately predicted from single modalities.

In this paper, we investigate several aspects of audiovisual perception within the framework of interactive video communication services. First, we will compare two different experimental contexts: passive viewing and listening versus interactive. Second, we take a closer look at the cross-modal interactions occurring for both experimental
contexts with regard to the impact of cross-modal effects on the audiovisual integration. Third, focusing on the interactive situation, we will quantify the influence of the conversational scenarios on the audio, video, and audiovisual qualities. Finally, we propose four general audiovisual integration functions for specific applications jointly based on the results presented in this analysis and on the results from the literature.

2 Related work

2.1 Audiovisual quality perception

The psychophysical processes involved in the perception of uni-modal stimuli (e.g., visual or auditory) have been well established. Audiovisual perception is a multi-modal process that consists of the integration of both visual and auditory sensory channels. This multi-modal processing of information suffers from a lack of understanding from a neurophysiological point of view: how do the neurons of the specific cortical areas for single sensory perception communicate? In summary, how is the information coming from different functional areas shared in order to achieve multi-modal processing, and at what stage of the processing do cross-modal interactions occur? [16]

Even though the low-level processing details remain unknown, there is empirical evidence demonstrating certain key characteristics of the multi-modal perception, for example, information coming from one sensory modality can be influenced by information coming from another sensory modality (inter-sensory biases). The different sources of information are not processed independently, but they are integrated: new information is produced that could not have been obtained with a single modality. Cross-modal studies showed several implications of this characteristic: modalities can influence each other not only on thresholds (e.g., ability to detect visual motion influenced by sound) but also on the intensity of the perception itself, when one modality improves the experience of another modality [17]. For instance, under impaired hearing conditions (e.g., background noise), speech intelligibility can be greatly enhanced by adding a visual channel showing the lip movements of the speaker’s mouth [18]. A spatial and temporal lack of proximity between modalities can impair the bimodal integration [19], e.g., the ventriloquist effect describes the effect of sound source perception modified by a visual stimulation. Inter-stream asynchrony can also hinder the perception, particularly in the case of videotelephony where the lips of the speaker are clearly visible and with audio led asynchrony.

According to the modality appropriateness hypothesis [20], the more suitable sensory modality (e.g., in terms of accuracy like spatial or temporal resolution for a given task) will tend to have a stronger influence on the multi-modal perception. It would stem from the differences in the suitability of the modalities for the perceptual coding of a certain stimulus feature [21]. It has been hypothesized that the visual modality can be dominant for spatial task and the audio modality for temporal ones due to their respective resolution accuracy [22]. A task dependency was found when investigating the relative importance between audio and visual information with respect to the interaction scenario (human-human or human-machine interaction) and to the degree of interactivity [23,24].

2.2 Impact of the experimental context on perceived audiovisual quality

The evaluation of human perception of audiovisual quality also depends on the employed experimental methodology. In particular, the situation of assessment in which the judging subject is placed (listening/viewing or conversational context referred as experimental context) can impact the judgement process [11]. Subjective tests should reflect the ecological environment of the service or application under assessment. For evaluating conversational speech quality, conversation tests constitute a realistic situation where a natural behavior can be expected from test participants. This interactive situation differs from a passive one as the assessment task, in a passive paradigm, is conducted without any other cognitive load than the one caused by watching or listening to the stimuli. The interactive situation impacts the perception mainly because the attentional resources are split between the task of assessing the quality and the activity of communication [14]. It was hypothesized by Kahneman that the attentional resources are limited in quantity [25]. Therefore, the sharing of attention between two tasks can potentially hinder the cognitive processes of either integrating the quality or evaluating it. Indeed, in the case where interactors firstly focus on the content of what is said or viewed, less attentional resources will be dedicated to analyzing the form of the auditory and visual signals thus leading to fewer diagnostic information describing these signals [15]. As a result, quality judgements in an interactive situation could diverge from those obtained in a passive situation of assessment. For that reason, Hollier et al. [4] mentioned the need to take the granularity of the task (passive watching, one-to-one conversation, etc.) into account within the process of building a multi-modal model for subjective quality prediction.

A study from Gros et al. [14] on the impact of the experimental context on speech quality reported that subjective judgments were similar between the listening and the conversational contexts. It was stated that the ‘conversation doesn’t seem to disturb the perception, integration and the memorization (cf. recency effect) of the degradations and their variations, nor the elaboration of a quality judgment. However the range of judgments in the conversational context appeared to be more limited than in a listening situation.’ For the assessment of audiovisual quality,
Chateau [26] compared passive and interactive contexts using 10-s videoconferencing clips for the passive context and one interactive scenario (similar to the Name Guessing Task described in the ITU-T Rec. P.920 [9]) for the interactive context. They reported similar video quality ratings for both contexts, but the MOS range of the audio scores was significantly reduced for the interactive situation. A possible explanation was that audio was rather judged in terms of acceptability in the interactive situation. The difference when comparing an interactive to a passive context of assessment could be the loss of discrimination (reduced MOS range) and potentially an asymmetrical assessment depending on the modality that interactants dedicate most of their shared attentional resources to.

2.3 Cross-modal interactions

Cross-modal perception involves interactions between two or more different sensory modalities. Empirical observations showed that one modality can modify the perceptual experience formed by another modality. Quality experiments involving different audiovisual contents and communication modes reported heterogenous results. As stated earlier, when video accompanies the acoustic utterance, it increases the speech intelligibility, thanks to the visual information brought by the lips’ movements [5]. For the passive evaluation of videotelephony content (head-and-shoulders with a fixed background), a study from Rimmel et al. revealed strong mutual compensation between modalities [27]. Increasing the quality of one modality significantly improved the perceived quality of the other modality. This experiment was based on the evaluation of 6-s video clips consisting of a talker’s upper body (two males and two females). A similar study from Chateau, using 10-s video clips of videotelephony material (one male and one female), did not demonstrate any influence of the audio channel on the perceived video quality and only a weak influence of the video channel on the perceived audio quality [26]. The fact that the audio quality levels used in that experiment were above the intelligibility level could explain that the perception of video quality was independent from the audio quality level. Within the same study, cross-modal interactions were investigated for an interactive context where a pair of interactants had to carry out a conversational task (Name Guessing Task) through an audiovisual link established between two separate rooms. Results between both passive and interactive contexts were similar except for the weak effect of the video channel on the perceived audio quality found in the passive context that became more conspicuous in the interactive context.

Such contradicting results were also found for experiments using television material. Two studies support the hypothesis that television images presented with a high-quality soundtrack are more ‘involving’ and of better quality [7,17]. However, another study from Beerends [28] based on 25-s commercials reported asymmetric interaction effects with a noticeable influence of the video quality level on the perceived audio quality (0.5 on a 5-point MOS scale) and a weaker influence of the audio quality level on the perceived video quality (only 0.15 on a MOS). Comparing these results to the ones obtained with head-and-shoulders material, Hands pointed out that the nature of the audiovisual content may have influenced the results as commercials are visually more captivating, thus leading to a more video dominant situation [29].

In a recent survey on audiovisual quality assessment [3], the authors concluded that ‘when measuring individual audio or video quality in audio-visual stimuli, the influence of the other modality might be small, but cannot be neglected totally.’ It is yet unclear if this mutual influence also has an impact on the audiovisual integration. Even though cross-modal interactions are reported in the aforementioned studies, the presence and the magnitude of these effects strongly depend on the audiovisual content and on the experimental context.

2.4 Audiovisual quality integration

As stated in Section 1, fairly accurate quality metrics were developed for the audio and video modalities. They are based on the comprehension of the psychophysical processes involved in the auditory and visual perception. In audiovisual perception, it remains undetermined at which stage of the perceptual processing chain the modalities do actually combine. Therefore, there is yet no clear cognitive basis that explicitly describes how users of multimedia services integrate information from different sources (audio, video, haptic, etc.) to form an overall quality judgement [16]. Researchers have turned toward theories of attention as an attempt to bring some insight into the audiovisual perception process. The preferred theory, called late fusion, states that the auditory and visual signals are internally processed to produce separate auditory and visual qualities that are fused at a late stage to give a judgment of the overall perceived quality [3]. Audiovisual quality is thus generally described as a combination of two dimensions (audio and video qualities) leading to the following integration model:

\[
\text{MOS}_{AV} = \alpha \text{MOS}_A + \beta \text{MOS}_V + \gamma \text{MOS}_A \cdot \text{MOS}_V + \zeta, \tag{1}
\]

with MOS_{AV} being the audiovisual quality; MOS_A, the audio quality; MOS_V, the video quality; and \(\alpha, \beta, \gamma, \) and \(\zeta\), the scalar coefficients. Several early experiments were conducted in the 90s to derive this mathematical formula that performs the audiovisual integration from the quality metrics of the single modalities.
Based on the results of those experiments, the International Telecommunication Union (ITU) proposed to only use the multiplicative term between the audio and video qualities (MOSA · MOSV) with an additive shift as an estimator of the audiovisual quality [34]. The recommended values of the equation coefficients are an average of the values derived in the studies mentioned above. Further experiments were conducted in order to derive audiovisual integration functions fitted for specific applications like mobile television [35,36] or high-definition audiovisual integration models and concluded that the MOS ranges of conversation smoothly and in a natural way. At the end of each conversation, test participants had to rate the audiovisual, video, and audio qualities of the entire conversation using the same 11-point scale as in the first experiment. We split the test participants into three groups of eight pairs, leading to 24 ratings per test condition. Each pair of participants experienced all conditions but only associated with a subset of all possible scenarios. That distribution was designed to keep the total duration of the experiment under 1 h. The quality assessment methodology followed the procedure described in the ITU-T Rec. P920 for the assessment of audiovisual interactive communications.

The experimental procedure involved in this study does comply with the Helsinki declaration and has been discussed with and approved by the ethics committee of the Technische UniversitŁt Berlin.

### 3 Research method

#### 3.1 Test procedure

We carried out two subjective audiovisual experiments. In the first experiment, the quality of short samples was evaluated in a passive context (listening and viewing only). The content of these samples was a 'head-and-shoulders' videotelephony scene with a fixed background. In each sample, a speaker uttered one or two sentences. Each sample was about 9-s long in order to be in line with ITU-T Rec. P911 for the subjective evaluation of audiovisual stimuli. After each video clip, test participants were asked to rate the audiovisual, video, and audio qualities in that specific order. To that end, they used the 11-point continuous rating scale defined in ITU-T Rec. P910 [39]. The stimuli were presented in a randomized order so that two consecutive sequences could not be of the same speaker or have the same test condition.

In the second experiment, pairs of participants were invited to carry out a set of interactive videotelephony conversations using different conversational scenarios. For each conversation, participants were provided with a description of the scenario and a set of instructions as guidance for the realization of the conversation. The conversing partners were informed beforehand about the content of the scenario in order for them to run the conversation smoothly and in a natural way.

#### 3.2 Test participants

Twenty-one naı̈ve participants carried out the first experiment, and 24 pairs of participants carried out the second experiment. Prior to the experiments, participants were screened for normal visual acuity and color vision according to ITU-T Rec. P911. They were not experienced assessors and were not involved in image or audio quality evaluation as part of their work. All of them received a monetary compensation.

#### 3.3 Test bed

For the passive experiment, the test sequences were displayed on a 10.1-in. (1,024 × 600 pixels) laptop screen and on a 19-in. LCD monitor with a resolution of 1,080 × 1,024 pixels for the interactive experiment. The audio playback was realized using a high-quality sound card (Edirol UA-25, Roland Corp., Los Angeles, CA, USA) and headphones (Sennheiser HMD 410, Hanover, Germany). The test participants were sitting in a room designed for video testing and compliant with the experimental listening and viewing conditions defined in ITU-T Rec. P911. The viewing distance was approximately 30 cm for the passive experiment and 50 cm for the interactive one, both corresponding to three times the height of the picture. Both distances were within the range recommended in ITU-T Rec. P911 and ensured a viewing angle (apparent size of the image) identical between both experiments.

A videotelephony client [40] was developed based on the Voice over IP framework PJPROJECT 0.8.3 [41]. This client could be used in two modes: (1) processing mode ('off-line'), where the original (unimpaired) audiovisual sequences were processed prior to the experiment and
according to the test conditions. This mode was used to produce the stimuli for the passive experiment. (2) Videotelephony mode (‘on-line’), where an audiovisual link between two experiment rooms was established. The audio and video quality parameters of the multimedia link were controlled separately. This mode was used for the interactive experiment.

For the passive experiment, stimuli were displayed using an interface with a uniform gray background. After each stimulus, rating scales were displayed on the screen for the quality evaluation phase. For the needs of the interactive experiment, a second user interface was designed to guide the participants through the test, allowing them to be autonomous during the test session, i.e., controlling when the conversation should start and end. Rating scales for the evaluation phase were automatically displayed after each conversation.

3.4 Audiovisual stimuli
3.4.1 Passive experiment
Audiovisual recordings of two German speakers (one male and one female) were realized using different scene backgrounds and conversation topics. The stimuli were recorded in raw format (uncompressed planar YUV 4:2:0) with a VGA (640 × 480) resolution and a frame rate of 25 frames per second. The audio recordings were made using a sampling frequency of 16 kHz and 8-bit quantization. Once recorded, the stimuli were degraded to achieve seven equidistant targeted levels of quality for both the audio and video channels leading to 49 possible predefined combinations of audio and video quality levels for each sample. From these combinations, 33 were selected for testing. Each quality level depends on a set of selected parameters related to the application and the network. For video, these parameters were the type of video codec (H.264 codec taken from [42]), the video encoding bit rate (Br), and information loss introduced by dropping data packets of streamed video with a fixed packet loss (Pl) rate. Packet loss was achieved through a network emulator (netem module [43]) with a random loss distribution. The parameters’ values have been determined using a pretest containing seven different test conditions. The average MOS values were found to span the entire quality range.

For audio, we selected two speech codecs: a narrowband codec (GSM-EFR) and a wideband codec (AMR-WB). The WB-E-model [44], which is a planning model for the quality of transmitted speech, was used to help determine the values of network Pl that would lead to the targeted levels of QoE. The same packet loss emulation tool was used for video and audio. The relevant QoE parameters of the audio and video channels which were varied in the experiments are presented in Table 1. The chosen values of the parameters for each quality level are listed in Table 2. Lv1 and La1 denote levels of poor quality, whereas Lv7 and La7 denote levels of high quality for video and audio, respectively.

3.4.2 Interactive experiment
Three different conversational scenarios were used in the interactive experiment. The first one is referred as ‘SCT’ which stands for short conversation test. It has been developed for use in audio-only conversations [15] and involves mainly the audio channel. The second type of scenario called audiovisual short conversation test (‘AVSCT’) can be considered as an audiovisual version of the SCT scenario in the sense that visual cues were added to the dialogs. This scenario is intended to simulate an ‘average’ videotelephony conversation with a balanced use of the audio and video channels. It consists of a semi-structured dialog where interactants alternately answer each other’s questions. These dialogues have been developed for the German language. An extract of the ‘car renting’ scenario is provided below:

- Interlocutor 1: Was für ein Auto möchten sie mieten? (What kind of vehicle would you like to rent?)
- Interlocutor 2: Einen Kombi, zeige Bild eines Kombis (A break, show a picture of a break). Wie sieht der Kleintransporter im Angebot aus? (How does the small pick-up look like in the offer?)
- Interlocutor 1: Beschreibe den Kleintransporter (Farbe...) und zeige ein Foto (Describe the small pick-up (color etc.) and show a picture). Wann wollen sie das Fahrzeug mieten? (When do you want to rent the vehicle?)
A full description of this scenario and its implementations can be found in [45]. Finally, the third scenario is the building block scenario (‘BB’) described in ITU-T Rec. P.920, where the use of the video channel was found to be predominant [45]. The participants were asked to perform the tasks associated with each scenario as efficiently as possible in order to limit the duration of each conversation. These were intended to last around 3 min. We selected four levels of video quality combined with three levels of wideband audio quality codec leading to 12 audiovisual conditions. Additionally, 4 conditions with the narrowband codec were selected that resulted in a total of 16 test conditions.

### 4 Influence of the experimental context on the audiovisual modalities

In this section, we will look at the influence of the experimental context (passive vs. interactive) on audiovisual quality. We will perform a cross-experimental comparison of the quality ratings (audio, video, or audiovisual) obtained for similar test conditions between both experiments.

#### 4.1 Influence of the experimental context on subjective video quality

The subjective video quality scores obtained for different video quality levels and for two different experimental contexts are represented in Figure 1. A univariate analysis of variance computed on the video MOS revealed a main effect of the video quality level \( F(6, 2073) = 328.5, p < 0.01 \) and of the audio quality level \( F(6, 2073) = 4.4, p < 0.01 \) and a significant influence of the experimental context \( F(1, 2073) = 13.1, p < 0.01 \). No interaction effect was detected between the factors ‘audio quality level’ and ‘experimental context.’ The impact of the experimental context on the video MOS did not depend on the level of audio quality. The video scores displayed in Figure 1 were thus computed over all audio quality conditions.

For the passive experiment, video levels were different from each other according to a post hoc test (Scheffe, \( p < 0.05 \)), except for levels Lv3 and Lv4, and levels Lv4 and Lv5. For the interactive experiment, only Lv6 did not reach the level of statistical difference when compared to Lv2 and Lv7.

In a passive context, test participants can dedicate their attentional resources to assessing multimedia quality. They are therefore expected to be more discriminant in detecting visual impairments and therefore conscious distinctions between different levels of quality can be established. In an interactive context, they are asked to fulfil a task which requires attentional resources. In the latter case, quality ratings were clustered on a smaller portion of the scale. Our interactive tasks (referred as conversational scenarios) drove the test participants to avoid using the low end of the scale. Hence, when presented with identical levels of poor video quality, test participants judged the quality significantly worse in a passive context than in an interactive context. However, ratings collected for levels of high video quality did not differ between both experimental contexts.

#### 4.2 Influence of the experimental context on subjective audio quality

A univariate analysis of variance performed on the audio MOS revealed a main effect of the audio quality level \( F(6, 2073) = 209.5, p < 0.01 \) and the video quality level \( F(6, 2073) = 5.7, p < 0.01 \) and a significant impact of the experimental context \( F(1, 512) = 54, p < 0.01 \). An interaction effect was detected between the factors ‘video quality level’ and ‘experimental context.’ The impact of the experimental context on the video MOS did depend on the level of video quality \( F(3, 2073) = 3.4, p < 0.05 \). However, this effect was weak in comparison to the impact of the experiment and only affected the differences in audio scores between both experimental contexts toward low audio quality levels (La1 and La2). It however did not change the general effect of the experiment. The audio scores presented in Figure 2 were thus computed over all video conditions.

For the passive context, several audio quality levels did not significantly differ according to a post hoc test: levels La2, La3, and La4 when compared to each other, and La4 compared to La5 (Scheffe, \( p > 0.05 \)). For the interactive context, all audio levels were different
from each other except for levels Lv4 and Lv6 (Scheffé, \( p > 0.05 \)).

As can be seen in Figure 2, the impact of the experiment was significant for conditions of poor audio quality (levels La1 to La4) for which more optimistic ratings were given for the interactive context. The conditions of high audio quality were rated similarly for both experiments. The impact of the experimental context followed the same pattern for both visual and auditory modalities. It can be argued that the sole collection of quality ratings may not be sufficient for explaining the differences in ratings for our experimental contexts. For instance, a strong difference in quality ratings was observed for La4, which is a test condition including narrowband encoding with no packet loss, thus corresponding to an undisturbed telephone connection (no packet loss, echo, or delay). Why was this condition rated above the level of fairness (MOS = 3) in an interactive context and below in a passive context? Bearing in mind the goal of fulfilling the task, it is conceivable that test participants granted more importance to the criteria of intelligibility (‘Is the speech quality good enough so that I can understand my interlocutor without any difficulty?’) than to the criteria of quality (for example, dissociating narrowband from wideband encoding) when emitting the quality judgement. Indeed, the difference in subjective scores between conditions La4 and La7 (narrowband and wideband encoding with no packet loss) was much smaller in an interactive context than in a passive one.

### 4.3 Influence of the experimental context on subjective audiovisual quality

A univariate analysis of variance performed on the audiovisual MOS revealed a main effect of the interaction of the audio and video quality levels \( F(14, 1290) = 82.6, p < 0.01 \) and a significant impact of the experiment \( F(1, 1290) = 75.2, p < 0.01 \). Differences in audiovisual scores were spotted for low levels of video quality (Lv1 and Lv2) (see Figure 3). This observation is justified by the fact that both modalities present discrepancies between experimental contexts toward low quality levels. As audiovisual quality is the integration of both modalities, similar perceptual effects were observed. This experimental result also suggests that strong visual impairments impact less severely the audiovisual perception in an interactive context, implying a stronger influence of the video channel on the audiovisual quality in a passive context. The comparison of two different experimental contexts pointed out that quality judgements collected in an interactive context tend to be more optimistic toward low quality levels for
all three modalities. The corresponding MOS ranges were therefore reduced due to poorer diagnostic information on the audio and video signals. The loss of discrimination occurring in an interactive context can be ascribed to the fact that attentional resources of the test participants were primarily dedicated to the realization of the task rather than to the analysis of the audiovisual content.

5 Influence of cross-modal interactions

In the last section, a statistical analysis of the subjective scores for both experimental contexts confirmed that the audio quality level has an influence on the video MOS and vice versa. In this section, cross-modal interactions will be investigated for each experimental context considered separately in order to determine for which particular test conditions these interactions actually occur. To complement this analysis, the type of conversational scenario will also be accounted for. Finally, the impact of cross-modal interactions on the audiovisual integration will be assessed for each experimental context.

5.1 Cross-modal interactions for passive testing

A straightforward method for representing cross-modal interactions and their impact on quality consists of comparing subjective scores obtained for one modality with a fixed quality level and vary, with a sufficient magnitude, the quality level of the other modality. In Figure 4, subjective scores for audio and video quality are represented for three distinct levels of quality for each modality (La1, La3, and La7 for audio and Lv1, Lv3, and Lv7 for video). The black vertical lines connect data points belonging to the same audio quality level and the horizontal lines connect data points belonging to the same video quality level. Lines of isoquality (dashed blue lines) were added in order to show where the data points should have theoretically been located in the absence of cross-modal interactions. The observed data clearly deviate from the isoquality lines demonstrating the quality impact of cross-modal interactions. An ANOVA was performed on the quality scores to detect the significant variations in ratings: a difference between the extreme levels of audio quality (La1 and La7) was found for the video level Lv3 and an almost significant difference for Lv7, with a maximal difference of 0.35 MOS. Similarly, the video quality level impacted the audio MOS: differences were detected for two levels of audio quality (La1 and La7) when comparing extreme levels of video quality (Lv1 and Lv7). The difference of video MOS for La7 was 0.54. A mutual influence of one modality onto the other was thus detected in both directions (of audio on video...
and vice versa), but the differences in ratings were only statistically significant when comparing extreme levels of quality.

The second question under study consisted of determining whether the measured cross-modal interactions actually impacted the audiovisual quality integration and in such a case to which extent would it differ from an integration performed in the absence of cross-modal effects. To this end, we could compare the observed data to theoretical values taken as upper and lower bounds. The intersections of the dashed blue lines in Figure 4 represent the corrected theoretical locations of the data points in the space \{MOS_A; MOS_V\} assuming the absence of cross-modal effects. There were two possibilities concerning the audiovisual scores that could be attributed to these points. The first hypothesis was that cross-modal effects modified the location of the points in the space \{MOS_A; MOS_V\} but did not alter the audiovisual perception; thus, the same audiovisual score as their corresponding data points could be assigned. The second hypothesis was that if the location was modified, the audiovisual score should be computed accordingly. This score could be predicted on the basis of a non-linear multiple regression performed on the experimental dataset taking as a mathematical model of audiovisual integration the one described by Equation 1. The upper bound thus coincides with the predictive model trained on the experimental dataset.

Both hypotheses are illustrated in Figure 5, where the observed quality scores are assorted of their upper and lower bound values in the audiovisual space \{MOS_A; MOS_V; MOS_{AV}\}. A visual inspection of the data distribution suggests that there is not a great deal of variation between the lower and the upper bounds. The Pearson correlation computed between both bounds (0.98) and the low RMSE value (0.16) come to support this observation and confirm the tight proximity between both alternatives. Locations of noticeable disparity between both bounds are found in the corners of either high video quality combined with poor audio quality and the other way around, i.e., where cross-modal effects are statistically significant. However, the amplitude of variation at these locations is relatively modest and does not seem to impact the overall audiovisual integration.
5.2 Cross-modal interactions for interactive testing

A similar analysis was performed for the interactive experimental context. In Figure 6, subjective scores for audio and video quality are represented for two levels of video quality and three levels of audio quality (La1, La4, and La7 for audio and Lv1 and Lv7 for video). An ANOVA computed on the video quality scores revealed only one significant difference between the extreme levels of audio quality (La1 and La7) and for high video quality (Lv7) with a MOS difference of 0.45. The type of conversational
scenario was added as an independent variable to the computation of the ANOVA to determine if the scenario influenced the result found for the main effect. A similar difference was detected for the SCT and AVSCT scenarios (MOS difference of 0.49 for the SCT scenario and of 0.65 for the AVSCT scenario) but was absent for the BB scenario. In contrast, no statistical difference in the audio MOS was detected due to variation of the video quality level. A trend for increase was observed for the level of high audio quality (La7) but did not reach the threshold of statistical significance. A scenario-wise analysis led to the same result for the SCT and AVSCT scenarios, and the trend for increase was only observed for the BB scenario but again was not significant. A summary of the significant cross-modal interactions detected for both experimental contexts can be found in Table 3.

The observed quality scores along with their lower and upper bounds are illustrated in Figure 7. The obtained results are similar to the ones found for the passive experimental context. The Pearson correlation computed between both bounds (0.98) and the low RMSE value (0.15) confirm the bound proximity found for the passive context. The influence of the audio quality level on the video MOS for high video quality leads to a clear offset between both bounds. The value of this offset depends on the level of audio quality but remains below 0.5 MOS. In this case, it can be considered as a minor influence on the audiovisual integration. However, if cross-modal effects would increase due to the conversational scenario, one could expect a greater impact on the audiovisual integration: it would cause the video channel to appear more correlated with the overall quality.

### 5.3 Discussion

In this section, it was demonstrated that cross-modal effects principally occur in the high-quality domain. First, differences in quality ratings for one modality were statistically significant only when compared for extreme levels of the other modality. The level of audio quality had an impact on the perceived visual quality for both passive and interactive experimental contexts with an absolute value neighboring 0.5 MOS. However, the level of video quality only had an impact on the audio quality for the passive experimental context. Second, cross-modal effects do depend on the conversational scenario: the impact of the audio quality level on the video MOS was detected for the SCT and AVSCT scenario but not for the BB scenario. This corroborates the hypothesis that if a scenario requires an extensive usage of a particular channel, like

---

**Table 3 Recapitulation of the cross-modal interactions for both experimental contexts and for the conversational scenarios**

| Context | Passive | Interactive |
|---------|---------|-------------|
|         | SCT     | AVSCT | BB   | All |
| A → V   | x       |       | x    | none | x   |
| V → A   | x       | none  | none | none | none |

Figure 6 Cross-modal interactions for the interactive experimental context (Exp. 2). Scatter plot of the subjective audio and video scores with their 95% confidence intervals obtained for different combinations of audio and video levels. Vertical and horizontal lines connect data points obtained for similar audio and video quality levels, respectively (La1, La4, and La7 for audio and Lv1 and Lv7 for video). The dashed blue lines represent isoquality lines in the absence of cross-modal interactions.
the BB scenario with the video channel, the variation in quality of the other channel will not significantly affect its perception. Moreover, the fact that the level of video quality does not impact the perception of the audio quality in an interactive context (although the opposite case is true) suggests that the audio channel has a greater importance in a testing situation where test participants are not only placed in a judging position but are also asked to carry out a task for which they primarily rely on the audio channel to achieve. It could explain the trend in the audio ratings to be improved by the video quality level (even if not significantly) observed for the BB scenario.

For both experimental contexts, cross-modal effects turned out to have a very limited impact on the audiovisual integration. These results contrast with the work of Chateau [26] who found a strong impact of the video channel on the audio quality in an interactive context, but no cross-modal effects in a passive context. Two reasons can explain this difference of results: in his interactive experiment, the MOS range for the audio channel was very narrow, and the conversational scenario mainly involved the audio channel (Name Guessing Task).

6 Impact of the conversational scenario on the audiovisual modalities

In the last section, experimental evidence showed that cross-modal interactions could vary depending on the type of conversational scenario. This section will focus on measuring the actual influence of the conversational scenario on the evaluation of the perceived auditory and visual qualities. More precisely, each scenario involves different tasks that require using a channel more saliently than the other, both in terms of attention and information conveying. Interactants tend to adapt themselves and find strategies to convey the information in a visual manner if the auditory channel is impaired and vice versa [46]. Such adaptations could also lead interactants to shift their attention toward the channel predominantly used for carrying out the task and therefore constitute a significant cause of disparity in quality ratings between conversational scenarios.

6.1 Influence of the conversational scenario on auditory and visual qualities

Differences between conversational scenarios were observed when at least one channel was impaired. Quality ratings for a clean channel were similar, on average, across our conversational scenarios (see Figure 8 for quality levels La7 and Lv7). Starting with the impact of the scenario on the audio MOS, the SCT scenario was rated more negatively than the other scenarios in the case of strong audio degradations (La1 and La2) with an average difference of 0.58 MOS (computed over all video conditions). The difference in ratings between the SCT and the BB scenarios was statistically significant according to a post hoc test (Scheffé, \( p < 0.05 \)). Conditions of no packet loss (La4 and La7) did not lead to any difference between the scenarios reflecting the fact that as long as the intelligibility of the...
speech signal was not affected, the type of scenario did not impact the perception of audio quality.

Concerning the impact of the scenario on the video MOS, the AVSCT and BB scenarios were judged more severely than the SCT scenario in the case of strong video degradations (Lv1) with a difference of 0.47 MOS (computed over all audio conditions). No difference was found for the other levels of video quality. It is interesting to notice that meaningful differences between scenarios only appeared for the combinations of a clear channel associated with a strongly impaired channel. The amplitude of the scenario's influence in terms of MOS value revolved around 0.5 MOS which is comparable to the influence of the cross-modal effects found in the last section. Finally, if a scenario did not require the usage of a channel (audio or video) for the task to be carried out, the quality ratings associated with this channel were more optimistic and inversely.

6.2 Impact of the conversational scenario on the audiovisual quality

Quality ratings for all conversational scenarios (introduced in Figure 8) are represented in the audiovisual space in Figure 9. No significant difference was observed for extreme levels of audiovisual quality, i.e., when both channels were left unimpaired (Lv7-La7) or were strongly impaired (Lv1-La1). However, when only one channel was strongly impaired and the other one was clean, differences could be observed: in the case of clean video combined with strongly impaired audio (Lv7-La1), the BB scenario received better audiovisual ratings as this latter drives the attention mostly on the video channel (MOS difference of 0.47 between the SCT and BB scenarios). Inversely, in the case of clean audio combined with strongly impaired video (Lv1-La7), the SCT scenario received better ratings with a MOS difference of 0.4. These differences were however not significant: one reason could be that only 16 ratings per conditions were gathered leading to a greater variance in quality judgements. Even if not statistically significant, the impact of the conversational scenario on the audiovisual quality will cause a higher apparent correlation of the audio dimension to the audiovisual one for the SCT scenario and a higher correlation for the video one for the BB scenario. The AVSCT scenario was equally affected by both modalities leading to a more balanced integration. The criterion differentiating the audiovisual integration between the scenarios is the correlation of the channel predominantly used for solving the task with the audiovisual quality as can be observed in Figure 9.

7 Application-oriented audiovisual integration

Predicting the audiovisual quality from the audio and video qualities was largely studied, and several quality-based models have been proposed. For such models, the perceived audiovisual quality (abr. MOSAV) is expressed as a function of the audio and video qualities (respectively...
MOS_A and MOS_V). A general model found in the literature reporting a good correlation between observed and predicted data is described by Equation 1. Some variants to this model only include a subset of the terms of Equation 1 depending on each term's contribution for explaining the variance of the experimental data. However, the direct impact of the visual and auditory modalities (or their interaction) on the audiovisual judgement depends on the type of application and on the audiovisual content. For television content, the video channel was found to be mostly predominant: the video quality strongly correlates with the audiovisual one [37]. Interactive services, like videotelephony, require a greater usage of the audio channel which will tend to emphasize the weight of the audio quality in the overall evaluation [29].

In this section, we will gather the audiovisual prediction models from the literature and from our experiments depending on the type of application and on the experimental context. First, we propose to define four categories to classify the different audiovisual services. Second, a single integration function is computed for each category. Third, we analyze the similarity between the individual integration functions and the models proposed category-wise. Two criteria were chosen to perform this analysis: (1) the Pearson correlation coefficient computed on the experimental data (usually reported in the literature) and the one computed between the predicted values of the individual models and of the proposed models for each category, and (2) an analytical distance between the individual integration functions and the categories’ functions. Taken together, these two criteria provide a reliable indication of similarity between different integration functions.

7.1 Quality-based audiovisual metrics: literature review

Prior experiments on audiovisual integration are listed in Table 4. For each experiment, information concerning the laboratory and the year of publication are provided along with details concerning the experimental setup: the type of playout devices, the type of auditory and visual impairments, the employed testing methodology with the associated rating scale, and finally details concerning the audiovisual stimuli used in the experiments. The duration of the stimuli was generally comprised between 5 and 12 s except for experiment 2 where 25-s stimuli were used. For each experiment, a mathematical model for predicting the global audiovisual quality from the individual audio and video qualities could be derived. Several models based on Equation 1 were proposed for each experiment, and the coefficients are detailed in Table 5. As stated in [38], the multiplicative model usually reports a high correlation between observed and predicted data through a large variety of experimental conditions. However, this model can only achieve equal to lower performance in comparison to the model proposed in Equation 1 (see Table 5). This latter can explicitly reflect the weights of the individual correlations among the audio, video, and audiovisual qualities.

7.2 Experimental factors of influence

Factors related to the test design can be considered as having an impact on the experimental results: the
| Category=index | Laboratory | Year | Playout devices                  | Degradation types | Scale, methodology | Audiovisual material | Reference |
|---------------|-----------|------|----------------------------------|-------------------|--------------------|---------------------|-----------|
| Video         | Belcore   | 1995 | Television monitor and speakers  | Random noise,     | Temporally correlated | 2 clips, 18 s | Conversations in the street and in a library | [47]     |
|               |           |      |                                  | simulated blurring, and blockiness | noise, MNRU, and random noise |                      |           |
| Video         | KPN       | 1999 | Television monitor and stereo loudspeakers | Spatial filtering of luminance | Temporal filtering (bandwidth limitation) | 2 clips, 25 s | Commercials | [33]     |
| Audio         | BT        | 2004 | Television monitor and loudspeakers | Emulated blockiness | MNRU                | 1 clip, 5 s | Bicycle race with audio commentary | [29]     |
| Videotelephony| ICRFE     | 2005 | Cellphone and handset             | Coding             | Coding              | 2 clips, 8 s | Movie trailer, music clip | [36]     |
| Audio         | EPFL      | 2006 | PC monitor and headphones         | Coding             | Coding              | 6 clips, 8 s | Entertainment with speech and music | [35]     |
| Video         | ITS       | 2010 | HD monitor and loudspeakers       | Coding             | Coding              | 10 clips, 11 to 12 s | Entertainment with speech and music | [38]     |
| Audio         | DT        | 2011 | HD monitor and loudspeakers       | Coding, packet loss, PLC | Coding, packet loss | 5 clips, 16 s | Entertainment with speech and music | [37]     |
| Videotelephony| ITS       | 1998 | PC monitor and speakers           | Coding             | Coding              | 6 clips, 5 to 9 s | VTC (head-and-shoulders) | [48]     |
| Audio         | FT/CNET   | 1998 | Television monitor and loudspeakers | Coding, frame rate, resolution | Coding              | 2 clips, 10 s | VTC (head-and-shoulders) | [26]     |
| Audio         | BT        | 2004 | Television monitor and loudspeakers | Emulated blockiness | MNRU                | 1 clip, 5 s | VTC (head-and-shoulders) | [29]     |
| Audio         | ICRFE     | 2005 | Cellphone and handset             | Coding             | Coding              | 1 clip, 8 s | VTC (head-and-shoulders) | [36]     |
| Audio         | DT        | 2012 | PC monitor and headphones         | Coding, packet loss | Coding, packet loss | 2 clips, 10 s | VTC (head-and-shoulders) | Exp. 1    |
| Experiment ID | Scenario | Setup | Conditions | Results | Reference |
|---------------|----------|-------|------------|---------|-----------|
| 13 DT 2009    | PC monitor and headphones | Coding, packet loss | Coding, packet loss | 11-point mapped to 5-point, ACR | Scenario SCT, BB [23] |
| 14 DT 2012    | PC monitor and headphones | Coding, packet loss | Coding, packet loss | 11-point mapped to 5-point, ACR | Scenario SCT Exp. 2 |

Videotelephony interactive 2 (4)

| Experiment ID | Scenario | Setup | Conditions | Results | Reference |
|---------------|----------|-------|------------|---------|-----------|
| 15 NTT 2007   | PC monitor and headphones | Coding, packet loss | Coding, packet loss | 5-point, ACR | Scenario Name Guessing Task [49] |
| 16 DT 2012    | PC monitor and headphones | Coding, packet loss | Coding, packet loss | 11-point mapped to 5-point, ACR | Scenario AVSCT Exp. 2 |
| 17 DT 2012    | PC monitor and headphones | Coding, packet loss | Coding, packet loss | 11-point mapped to 5-point, ACR | Scenario BB Exp. 2 |
### Table 5 Overview of the audiovisual integration coefficients

|       | α    | β    | γ    | ζ    | \(\rho_{\text{exp}}\) | \(\rho_{\max}/\rho_{\min}\) | \(D_{\min}/D_{\max}\) |
|-------|------|------|------|------|-----------------|-----------------|-----------------|
| **Television** passive (1) |      |      |      |      |                 |                 |                 |
| 1     | 0    | 0    | 0.114| 1.912| 0.99 (1) / 0.91 (3) | 1.92 (1) / 4.56 (3) |                 |
| 2     | 0.007| 0.24 | 0.088| 1.12  | 0.98 (1) / 0.87 (3) | 1.78 (1) / 5.70 (3) |                 |
| 3     | 0    | 0.25 | 0.15 | 0.95  | 0.82 (1) / 0.87 (3) | 3.60 (1) / 6.95 (3) |                 |
| 4     | 0.5691| 0.5064| 0.1697| −0.9222 | 0.91 (1) / 0.93 (3) | 4.32 (1) / 7.06 (3) |                 |
| 5     | 0.456| 0.770| 0    | −1.51 | 0.94 (1) / 0.88 (3) | 1.83 (1) / 4.89 (3) |                 |
| 6     | −0.0525 | 0.0274| 0.1969| 0.9845 | 0.96 (1) / 0.91 (3) | 2.57 (1) / 6.01 (3) |                 |
| 7     | 0    | 0.13 | 0.006| 28.49 | 0.94 (1) / 0.88 (3) | 1.32 (1) / 4.56 (3) |                 |
| Model (1) | −0.001| 0.101| 0.158| 1.101 | 0.98 | - | - |
| **Videotelephony** passive (2) |      |      |      |      |                 |                 |                 |
| 8     | −0.0058 | 0.654| 0.042| 0.517 | 0.98 (2) / 0.92 (3) | 2.02 (2) / 6.36 (3) |                 |
| 9     | 0.217 | 0.888| 0    | −0.677| 0.98 | - | - |
| 10    | 0    | 0    | 0.121| 1.514 | 0.93 | - | - |
| 11    | 0.35 | 0.57 | 0    | −0.13 | 0.96 (2) / 0.91 (3) | 1.28 (2) / 6.40 (3) |                 |
| 12    | 0    | 0    | 0.10 | 1.76  | 0.96 | - | - |
| Model (2) | 0.020 | 0.046| 0.141| 1.162 | 0.98 | - | - |
| **Videotelephony** interactive 1 (3) |      |      |      |      |                 |                 |                 |
| 13    | 0.457| 0.355| 0.052| 0.08  | 0.98 (3) / 0.82 (1) | 2.09 (3) / 5.87 (1) |                 |
| 14    | 0.684| 0.332| −0.034| 0.209 | 0.99 (3) / 0.96 (2) | 2.44 (3) / 6.10 (2) |                 |
| Model (3) | 0.584 | 0.357| 0.0013| 0.127 | 0.98 | - | - |
| **Videotelephony** interactive 2 (4) |      |      |      |      |                 |                 |                 |
| 15    | −0.144| 0.186| 0.154| 1.17  | 0.97 (4) / 0.93 (3) | 2.47 (4) / 4.05 (2) |                 |
| 16    | −0.038| −0.175| 0.172| 1.96  | 0.98 (4) / 0.99 (2) | 1.79 (4) / 4.43 (2) |                 |
| 17    | 0.237| 0.193| 0.06 | 1.06  | 0.98 (1) / 0.81 (3) | 3.23 (1) / 6.46 (3) |                 |
| Model (4) | 0.030 | 0.079| 0.123| 1.374 | 0.96 | - | - |

The original Pearson correlation of the integration functions with the experimental data is reported in the column \(\rho_{\text{exp}}\). The column \(\rho_{\max}/\rho_{\min}\) reports the highest and the lowest Pearson correlation coefficients between the individual and the category functions associated with the category's index. The column \(D_{\min}/D_{\max}\) reports the smallest and the largest distances between the individual and the category functions associated with the category's index.
number, type and length of the stimuli, the range and type of impairments, the experimental context, the testing methodology, the number of test participants, and the targeted application. Four of these factors will be left out for the choice of the categories: (1) the variety of stimuli - the analysis realized here is performed at a coarse level, and the internal differences within one class of audiovisual contents are not taken into account; (2) the type and range of impairments - recent studies mainly include the same type of impairments, i.e., encoding-related degradations and losses of information packet for transmitted signals. The range of impairments is related to the balance of the test design, (3) the testing methodology - several commonly used methodologies and rating scales for audio and video quality assessment (SSCQE, DSCQS, ACR5, ACR11) were compared in [50–52], and results showed similarities between the testing methodologies; (4) the number of test participants - this factor influences the precision of the experimental data. We selected the experimental context and the targeted application as distinctive criteria for our categories. Results from Section 4 suggest that the experimental context is an influencing factor as the decrease of the audiovisual quality due to increasing the level of auditory and visual impairments was smaller in an interactive context than in a passive one, especially toward low visual quality. In Section 6, we showed that the impact of the conversational scenario had to be accounted for, and a distinction could be made between the SCT and BB scenarios.

Moreover, the contribution of both modalities to the overall quality can be measured by computing the linear Pearson correlation between those quantities. Table 5 summarizes the correlation coefficients obtained for prior experiments and for the ones presented in this study. For the evaluation of television contents in a passive context, either the video quality dominates the overall quality or both modalities have the same impact. Similar results are found for the evaluation of videotelephony contents in a passive context. For the interactive context, however, the SCT scenario showed a higher correlation of audio with the audiovisual quality than the video. We observe that the correlation of the audio quality to the audiovisual one increases from 0.62 to 0.93 between the BB and the SCT scenarios.

As a result, we propose to group the integration functions into four broad categories reflecting different types of application: (1) television contents, including various audiovisual material with potentially complex visual scenes and soundtracks (e.g., music); (2) videotelephony contents assessed in a passive context, characterized by a typical 'head-and-shoulders' scene and a fixed background, usually exhibiting low motion and scene complexity and accompanied with speech only; (3) videotelephony contents assessed in an interactive context including conversational scenarios mainly using the audio channel; and (4) videotelephony contents assessed in an interactive context including conversational scenarios mainly involving the video channel.

### 7.3 Computational procedure for application-oriented integration functions

In order to derive a single integration function for each category, we used integration models reported from prior experiments in the literature and the ones derived from the experiments presented in this study. Table 5 provides the values of the audiovisual integration coefficients computed from the experimental data. The computation of a single integration function for each category was realized following a three-step procedure:

**Step 1.** Generating data points using the models specified in Table 5.

**Step 2.** Mapping the data points onto the 5-point ACR scale: according to Table 4, the scales used in these experiments were the 5-point, 9-point, and 11-point ACR scales and for one model, the R-scale. The first three scales are described in ITU-T Rec. P.910, and it is possible to map the scores from one scale onto another using a linear transformation.

**Step 3.** Computing a multiple regression analysis on the mapped data points using the model defined in Equation 1.

The obtained model's coefficients were added to Table 5 at the bottom of each category and designated

---

**Table 6** Contribution of the audio and video qualities to the global audiovisual quality

| Experiment | AV content  | A/AV | V/AV |
|------------|-------------|------|------|
| [28]       | Television  | 0.33 | 0.90 |
| [29]       | Television  | 0.44 | 0.68 |
| [35]       | Television  | 0.55 | 0.67 |
| [38]       | Television  | 0.68 | 0.66 |
| [37]       | Television  | 0.47 | 0.80 |
| [48]       | Videotelephony passive | 0.41 | 0.97 |
| [26]       | Videotelephony passive | 0.49 | 0.88 |
| [29]       | Videotelephony passive | 0.61 | 0.55 |
| Exp. 1     | Videotelephony passive | 0.66 | 0.77 |
| Exp. 2     | Videotelephony interactive (SCT) | 0.93 | 0.75 |
| Exp. 2     | Videotelephony interactive (SCT, BB) | 0.77 | 0.63 |
| Exp. 2     | Videotelephony interactive (AVSCT) | 0.78 | 0.89 |
| Exp. 2     | Videotelephony interactive (BB) | 0.62 | 0.89 |

Linear Pearson correlation coefficient between the subjective audio and audiovisual qualities (A/AV) and between the video and audiovisual qualities (V/AV).
by ‘Model (x),’ x being the corresponding category’s index (1 to 4).

7.4 Performance evaluation

The application-oriented models aim at replacing the individual models for each proposed category. The underlying assumption is that the integration functions obtained for similar experimental contexts and audiovisual contents (or conversational scenarios) should present the same characteristics in the audiovisual space. Hence, the resulting audiovisual integration surfaces belonging to the same category should be spatially close to each other and can thus be merged into a unique function. One efficient way to directly calculate the distance between two integration functions is to evaluate the volume enclosed between the resulting integration surfaces. In the audiovisual space, the term ‘close’ means that for a given couple of audio and video MOS values, the corresponding audiovisual MOS values predicted by two individual functions \( f_i \) and \( f_j \) should be similar such as \( f_i(\text{MOS}_A,\text{MOS}_V) \approx f_j(\text{MOS}_A,\text{MOS}_V) \). It implies that the graphical representations of these functions should have a spatial proximity. In order to compute the volume, as a measure of distance between two integration functions, the following cases must be considered:

1. First case: the surfaces do not intersect each other.
   The volume between two functions is given by
   \[
   D_{ij} = \int_{1}^{5} \int_{1}^{5} f_i(x, y) - f_j(x, y) \, dx \, dy
   \]
   \[
   = 16(3\alpha_{ij} + 3\beta_{ij} + 9\gamma_{ij} + \zeta_{ij}),
   \]
   with \( D_{ij} \) being the volume between the functions \( f_i \) and \( f_j \), \( c_{ij} = c_i - c_j \) with \( c \in \{ \alpha, \beta, \gamma, \zeta \} \), and \( x \) and \( y \) being the variables of the audio and video quality dimensions, respectively.

2. Second case: the surfaces do intersect each other.
   The volume between the two functions is then given by
   \[
   D_{ij} = \int \int f_i(x, y) - f_j(x, y) \, dR_1 - \int \int f_j(x, y) - f_i(x, y) \, dR_2,
   \]
   with \( R_1 \) being the region where \( f_i(x, y) \geq f_j(x, y) \) and \( R_2 \) the region where \( f_j(x, y) \geq f_i(x, y) \).

In the second case, an analytical solution of the double integral depends on the values of the \( c_{ij} \) coefficients. The resulting integral can be approximated using a global adaptive quadrature procedure in accordance with the separating function between the regions \( R_1 \) and \( R_2 \).

In order to evaluate the similarity between the category and the individual functions, we computed the linear Pearson correlation coefficients as well as the above-defined distance between them and summarized the results in Table 5. It can be observed that the functions belonging to a same category are close to their corresponding category functions both in terms of correlation (correlation coefficients above 0.97) and distance measure. There were only two exceptions: functions n°12 and n°17 belonging to the categories ‘videotelephony passive’ and ‘videotelephony interactive 2,’ respectively, were closer to the category ‘television.’ Figure 10 shows the goodness of fit between the predictions of the individual and application-oriented functions. The resulting Pearson correlation coefficients values above 0.96, summarized in Table 5, demonstrate that the application-oriented models can efficiently replace the individual models.

8 Conclusion

The goal of this article was threefold: first, investigating the influence of audiovisual interactivity on QoE evaluation by comparing the results obtained for an interactive context to the classical passive viewing-and-listening context; second, analyzing the impact of the conversational scenario on the audiovisual quality evaluation; and third, proposing unified integration functions for audiovisual services jointly based on the results of the present study and from the literature. The analysis of two subjective experiments revealed a systematic impact of the experimental context: the variation of the MOS ranges shrank in passing from a passive to an interactive experimental context, which is in line with the results of Gros et al. for the evaluation of speech quality [14]. Noticeable differences in quality ratings were mainly found in the low-quality domain: in that case, ratings emitted in a passive context were more severe than in an interactive context. Cross-modal interactions occurred for both experimental contexts but were restricted to the high-quality domain. The audio quality level had a positive influence on the subjective video quality only when comparing extreme levels of audio quality and toward high video quality (for both experimental contexts). In turn, the video quality level had an impact on the subjective audio quality toward high audio quality and for the passive context only. The observed cross-modal interactions were measured to be on average of 0.5 on a 5-point MOS scale, which is in line with two studies from the literature [26,28] but contrasts with the larger value found in [27] (above 2 MOS points). The absence of significant influence of the audio quality level on the perceived video quality for both experimental contexts in [26] can be explained by the reduced range of variation in audio quality level used in that experiment. Cross-modal interactions also varied with the conversational scenario: an
influence of the audio quality level on the video quality was detected for the SCT and AVSCT scenarios but not for the BB scenario. A comparison between three different interactive conversational scenarios with respect to their impact on the audio, video, and audiovisual qualities, respectively, showed that the conversational scenario directly influenced the quality evaluation. For the SCT scenario, the audio quality was rated more negatively in the case of strong audio degradations than for the other scenarios. The AVSCT and BB scenarios received poorer video quality ratings in case of strong video degradations. It is interesting to note that toward high video or audio quality, ratings for both modalities do not differ depending on the conversational scenario. The influence of the conversational scenario on the audiovisual quality was noticeable only when one modality was impaired: in the case of strong impairment of the audio channel, the BB scenario collected higher ratings; reciprocally, if only the video channel was strongly impaired, the SCT scenario obtained higher audiovisual ratings. Finally, in addition to propose several audiovisual integration functions for interactive video services, we derived an integration function for each type of application and showed that the resulting models can accurately replace the individual models from the literature without significantly affecting the prediction accuracy. These new models can thus be applied in a general context. The modeling approach as presented in this study focused on the ‘satisfaction of a subject perceiving the signals regardless of what information is conveyed’ [3]. A semantic analysis of the audiovisual content could help in determining which segments of the stimuli or of the conversation in an interactive context are more critical for the evaluation and thus should be attributed a greater weight in the modeling process.

Endnotes

aThe linear mapping function is defined as follows: \( Q_{\text{new}} = (M_{\text{new}} - m_{\text{new}}) \cdot \frac{Q_{\text{old}} - m_{\text{old}}}{M_{\text{old}} - m_{\text{old}}} + m_{\text{new}} \), where \( Q_{\text{new}} \) and \( Q_{\text{old}} \) represent the quality scores on the new and old scales, respectively; \( M_{\text{new}} \) and \( m_{\text{new}} \), the maximal and minimal values on the new scale, respectively; and \( M_{\text{old}} \) and \( m_{\text{old}} \), the maximal and minimal values on the old scale, respectively. After mapping, the quality scores exceeding the range \([M_{\text{new}}, m_{\text{new}}]\) were clipped.

bLet’s note that this distance satisfies the four conditions defining a metric: 1. non-negativity: \( D_{ij} \geq 0 \),
2. triangle inequality: \( D_{ij} = 0 \Leftrightarrow f_i = f_j \), 3. symmetry: \( D_{ij} = D_{ji} \) and 4. triangle inequality: \( D_{ik} \leq D_{ij} + D_{jk} \).
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