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Abstract

Tumor development is driven by complex combinations of biological elements. Recent advances suggest that molecularly distinct subtypes of breast cancers may respond differently to pathway-targeted therapies. Thus, it is important to dissect pathway disturbances by integrating multiple molecular profiles, such as genetic, genomic and epigenomic data. However, missing data are often present in the -omic profiles of interest. Motivated by genomic data integration and imputation, we present a new statistical framework for pathway significance analysis. Specifically, we develop a new strategy for imputation of missing data in large-scale genomic studies, which adapts low-rank, structured matrix completion. Our iterative strategy enables us to impute missing data in complex configurations across multiple data platforms. In turn, we perform large-scale pathway analysis integrating gene expression, copy number, and methylation data. The advantages of the proposed statistical framework are demonstrated through simulations and real applications to breast cancer subtypes. We demonstrate superior power to identify pathway disturbances, compared with other imputation strategies. We also identify differential pathway activity across different breast tumor subtypes.
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1. Introduction

Large-scale genomic studies offer opportunities for comprehensive analysis of complex diseases at the molecular level. These studies produce rich datasets measured across hundreds of patients, permitting comparisons not only between healthy and diseased genomic profiles, but also to contrast different subtypes of a single umbrella disease. Integrated datasets observed on -omics data types beyond gene expression allow for an unprecedented level of detail.

To match the complexity and novelty of these datasets, statistical methods have been developed to model complex biological processes and to integrate multiple data types. Recent work has gone beyond simpler methods for statistical analysis, such as gene-set enrichment analysis (GSEA) (Subramanian \textit{et al.}, 2005). Recent work emphasizes application of system-level models of biological processes. Pathway analysis incorporates knowledge of biological network structure into statistical models of expression. Pathway models, such as the NetGSA model (Shojaie and Michailidis, 2009) exploit results from graph theory to account for co-expression due to pass-through effects from features with differential activity to those that are not. The availability of -omics data platforms has also spurred research into integrative genomics. In their clinical study, Danielsen \textit{et al.} (2015) integrated...
the results of multiple separate analyses by data type in an ad-hoc, manual fashion. This approach is
typical of the literature.

Systematic statistical models provide a solid theoretical foundation for integrative analysis. Much
work has been done to identify common signals across genomic features and -omics data types. The
iCluster model of Shen et al. (2009) applies PCA-style dimension reduction for cluster analysis.
PARADIGM (Vaske et al., 2010) uses network information to integrate -omics data via a latent fac-
tor model. DIG (Zhang et al., 2017b) is a statistical framework for estimating networks integrating
multiple -omics data types and biological conditions.

These methods are based on complete data that exhibit no missingness. In practice, datasets col-
lected across dozens of clinical locations on thousands of genomic features contain substantial missing
data. This limits the viability of many statistical methods, a problem that will only worsen as inte-
grative studies become more common. Some work has begun to look at imputation of integrative
datasets. Fryett et al. (2018) reviewed imputation methods for transcriptome data, highlighting in
particular the FUSION model (Gusev et al., 2016). That method integrates genotype and expression,
followed by downstream analysis to identify phenotypic drivers. Several imputation schemes
were also considered, including a variant of nearest neighbors imputation, linear predictors, and the
Bayesian linear mixed models introduced by Zhou et al. (2013). Gamazon et al. (2015) employed a
penalized regression framework to obtain similar linear predictions.

Schulz et al. (2017) performed integrative analysis of methylation and expression data in the
human brain. For expression imputation, they use the IMPUTE model. IMPUTE (Howie et al.,
2009) uses hidden Markov models for simulation-based imputation of missing data. Chudasama et al.
(2018) also applied IMPUTE for imputation, and performed an integrative analysis of expression and
transcriptome observations in cancer.

Work on imputation for genomic pathway analysis is in the early stages. Some authors simply in-
roduce methodological adjustments to work around missing data. Zhao et al. (2017) scored pathways
and corrected for a deterministc impact of smaller sample sizes due to missing data on the pathway
rank. Likewise, Köksal et al. (2018) appealed to parsimony by assuming that missing values have an
insignificant effect on the overall analysis.

Other work uses predictive models for imputation: PAIRUP-MS (Hsu et al., 2019) imputes metabolic
data for pathway analysis using a linear regression model to predict unobserved biological signals.
The Perseus -omics software (Tyanova et al., 2016) uses simulation-based methods to obtain imputed
values suitable for downstream analysis. Outside of the genomics literature, Krause et al. (2018)
imputed longitudinal data for social networks analysis via simulation-based methods.

Dimension-reduction is also applied for imputation. Some methods based on the singular value
decomposition expression imputation (Troyanskaya et al., 2001). Mazumder et al. (2010) iteratively
imputed missing data with a soft-thresholding algorithm. Tsuchiya et al. (2017) used reduced-rank
methods to impute values in unequally-spaced gene expression time series.

In this paper, we address the widespread missingness in data from large-scale, multi-platform
genomic studies. We propose a procedure for iterative integrated imputation (I3) that adapts the
low-rank, structured matrix completion (SMC) method (Cai et al., 2016). Whereas the original SMC
method imputes rectangular sub-matrices for downstream statistical analysis of a complete dataset, our
imputation is applicable to datasets with arbitrary configurations of missing data. After imputation,
we then integrate gene expression (E), methylation (M) and copy number variations (C) to perform
multi-modal network-based gene-set significance analysis based on the EMC-NetGSA model (Zhang
et al., 2017a).

Our approach enables analysis of a broader range of pathways than is possible without imputa-
tion. This allows analysis of biological processes using all data available, not just data that is well-formatted. In turn, this provides the opportunity to examine the organic systems that underlie complex diseases in finer detail and greater depth. We demonstrate both these perspectives with our data analysis: large-scale discovery among many pathways and granular analysis of specific pathways.

The paper proceeds as follows. We introduce a motivating breast cancer dataset from The Cancer Genome Atlas. We give details of our iterative imputation procedure for multi-platform -omics data, and give an overview of the EMC-NetGSA pathway model. We demonstrate our method’s improved statistical power to detect pathway disturbances via a simulation study. Finally, we apply our strategy to analyze pathway disturbance across several breast tumor subtypes.

2. Methods

We constructed a multi-platform breast cancer dataset from data published by The Cancer Genome Atlas (TCGA) (Tomczak et al., 2015). This long-running study collects observations of cancerous tissue in more than 30 cancers, on multiple -omics data platforms. For each of the project’s cancer types, we acquired multi-platform -omics measurements of gene expression, copy number variation, and methylation for all tumor tissue samples, as well as control tissue samples collected from corresponding matched, healthy tissue.

The end goal is to perform integrative pathway analysis on all available samples, so we downloaded the NCI Pathway Interaction Database (PID) (Schaefer et al., 2008), which contains 212 genomic signaling pathways defined across 2,393 genes. These pathways specify functional relationships between genes, and correspond to \( q = 6,973 \) -omics features in the TCGA dataset, after the processing steps discussed below in Section 3.2.

We format the -omics data as a \( q \times N \) matrix \( X = (x_1, \ldots, x_N) \), where \( N \) is the total number of subjects. We denote by \( q_E \) the number of genes with observed mRNA expression in the dataset; \( q_C \) the number of genes with copy number observed; and \( q_M \) the methylation features. In principle, a full dataset for the NCI PID would contain \( q_E = q_C = q_M = 2,393 \) features, for a total of 7,179 features. However, in practice, we have \( q_E \neq q_C \neq q_M \).

The data exhibit several patterns of missingness, particularly entire -omics platforms missing in all samples collected at specific sites, and individual -omics features with missing values that vary according to subject, typically missing because of data quality problems.

Structured matrix completion (SMC) addresses the first of these scenarios. The method builds on results for recovery of missing-at-random elements of low-rank matrices, for example, Candès and Tao (2010). The authors consider matrix \( X \) that is approximately rank \( r \), in the sense that its \( r^{th} \) largest singular value is much larger than the next; contains continuous elements; and the matrix of deviations \( (X - \hat{X}) \) is well-conditioned. Here, \( X \) is the rank-\( r \) singular value decomposition (SVD) approximation to \( X \) constructed using the first \( r \) singular dimensions.

Further, suppose \( X \) is a block matrix:

\[
X = \begin{pmatrix} X_1 & X_2 \\ X_1^T & X_2^T \end{pmatrix} = \begin{pmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{pmatrix},
\]

(2.1)

where \( X_{22} \) is entirely missing. We approximate \( X_{22} \) using the SVD. If \( X \) were exactly rank \( r \), one could exactly recover \( X_{22} \) with the component \( X_{21}X_{12} \) of the Schur complement of \( X \), where \( X_{11} \) is the Moore-Penrose pseudo-inverse. For known \( r \) but \( X \) approximately rank \( r \), we may recover \( X_{22} \) using the rank-\( r \) SVD approximation to \( X_{11}, X_{12}, X_{21} \). Finally, we choose \( \hat{r} \) as the largest value of \( r \) for which the SVD approximation to \( X_{11} \) is non-singular, and the approximation to \( X_{22} \) is well-conditioned.
This block approach works when the missing data in \( \mathbf{X} \) has clean margins, i.e., the same features are either all missing or all observed in all samples. However, this is not typically true of real-world datasets, in which some subjects are naturally missing a small number of non-overlapping features. A direct solution is to form \( \mathbf{X}_{22} \) as be the minimal covering submatrix for all missing values. When the number of observed values in \( \mathbf{X}_{22} \) is small, we may justify discarding small portions of data prior to imputation, especially when the entire dataset at large is of interest, as opposed to individual features.

In real-world data matrices, however, the missingness in \( \mathbf{X}_{22} \) is sparse. In our TCGA dataset, for example, less than 5% of its elements are missing. The dimensions of \( \mathbf{X}_{22} \) must extend to cover all features with missing values, even those that are observed in most samples. In the pathway analysis framework, \( \mathbf{X} \) is a composite matrix of data generated from multiple signaling pathways. It is thus important to maximize the amount of information we use when imputing each given feature, so that we do not discard information of importance to a specific subset of pathway features of interest.

Also of critical importance is the assumption that \( \mathbf{X}_{12} \) is non-degenerate, i.e., has a positive (nonzero) number of rows. This assumption requires the presence of at least some features observed in all samples, which is not generally guaranteed in -omics studies. We demonstrate a toy example, below, that illustrates this case.

To address these limitations of SMC, we perform an iterative imputation independently across each sample. In the notation of (2.1), and without loss of generality, \( \mathbf{X}_1 \) is \( q \times N_1, N_1 < N \), and contains no missing values; and \( \mathbf{X}_2 \) is \( q \times N_2 \). Here, \( N_1 \) is the number of samples with complete observations for all \( q \) genomic features, while \( N_2 \) is the number of samples with any missing values, \( N_1 + N_2 = N \). Suppose further that \( q_1 \times N_2 \) matrix \( \mathbf{X}_{12} \) contains no missing values, and \( \mathbf{X}_{22} \) is the \( q_2 \times N_2 \) minimal covering submatrix for all missing values in \( \mathbf{X} \), \( q_1 + q_2 = q \), \( q_1 \geq 0 \) is the number of features with no missing values, and may equal to zero, in which case every row of matrix \( \mathbf{X}_2 \) contains at least one missing value, so that \( \mathbf{X}_2 = \hat{\mathbf{X}}_{22} \).

We may then consider individual columns \( \mathbf{x}_i \) of \( \mathbf{X}_2, i = N_1 + 1, \ldots, N \), each of which is a sample with complete observations on at least \( q_1 \) features. Of the elements of \( \mathbf{x}_i \), we denote by \( q_i \leq q_2 \) the number of missing features.

If most of the values of \( \mathbf{X}_{22} \) were missing, we might apply SMC directly, replacing the imputed values with observed elements of \( \mathbf{X}_{22} \), where available. However, \( \mathbf{X}_{22} \) is often quite dense: in our data, more than 95% of the entries \( \mathbf{X}_2 \) are observed, so imputing all elements of \( \mathbf{X}_{22} \) with SMC risks losing possibly considerable structural information in its many nonzero elements.

We apply SMC iteratively and independently to each of the samples in columns of \( \mathbf{X}_2 \). Sample \( \mathbf{x}_i \) is a vector of \( q \) elements, \( i = N_1 + 1, \ldots, N \). By invariance of the singular values of \( \mathbf{X} \) under row and column permutations, we may suppose without loss of generality that the first \( (q - q_1) \) elements of \( \mathbf{x}_i \) are entirely observed, so that the matrix \( \begin{pmatrix} \mathbf{X}_1 & \mathbf{x}_i \end{pmatrix} \) is entirely observed except for a missing \( q_1 \times 1 \) submatrix in its lower-right corner.

Turning our attention to the remaining columns of \( \mathbf{X}_2 \), we identify all \( 0 \leq k_i \leq N_2 - 1 \) other \( \mathbf{x}_r \) with complete observed values for the \( (q - q_1) \) elements observed in \( \mathbf{x}_i \). Denoting the index set for these vectors by \( \{\omega_{in}\}_{n=1}^{k_i} \), we form the matrix

\[
\chi_i = \begin{pmatrix} \mathbf{X}_1 & \mathbf{x}_i & \mathbf{x}_{a_{1i}} & \cdots & \mathbf{x}_{a_{k_i}} \end{pmatrix}
\]  

(2.2)

\( \chi_i \) is \( q \times (N_1 + k_i + 1) \) matrix, and we treat the entire lower-right \( q \times (k_i + 1) \) submatrix as missing. The first column of that submatrix, which corresponds to the missing elements in \( \mathbf{x}_i \), is entirely missing. Subsequent columns come from \( \mathbf{X}_2 \) and are missing a subset, possibly improper, of the same missing values in \( \mathbf{x}_i \). We impute this corner matrix using SMC and use the first column to form imputed vector \( \hat{\mathbf{x}}_i \).
Figure 1: Iterative integrated imputation with a toy example. $X$ is a data matrix of 5 observation vectors with missing values that do not form a rectangle. Iteratively for each column with missing elements $x_i$ ($i = 3,4,5$), we apply structured matrix completion to the matrix $\chi_i$, consisting of all complete data vectors; $x_i$; and any columns with missing values that are a subset of those missing from $x_i$. Imputation is performed on the entire rectangular submatrix of all features missing in $x_i$, with any observed elements not from $x_i$ treated as missing. So, imputing $x_3$ and $x_4$ uses $x_5$, whereas $x_5$ is imputed using only the complete data vectors.

We repeat this procedure for all $i = 1,\ldots,N_2$, at the end of which, we have an imputed matrix $b^2_X = (b^1 x_1 \cdots b^1 x_N)$. In turn, this yields an imputed matrix $b^2 = (b^1 X, b^2 X)$.

As a toy example to demonstrate the procedure, we consider a matrix with elements that equal to 1, or are missing (denoted ‘-’):

\[
X = \begin{pmatrix}
1 & 1 & 1 & - & 1 \\
1 & 1 & - & - & - \\
1 & 1 & - & 1 & 1 \\
\end{pmatrix}
\]  

We observe that, as originally proposed, SMC is unable to directly impute any of the missing values in $x_3$, $x_4$, $x_5$, because none of the rows of $X$ is completely observed.

Figure 1 displays the configuration of $X$, as well as the corresponding $\chi_i$, $i = 3,4,5$. $x_5$ contains a single missing value, which is a subset of the missing elements in $x_3$, whereas $x_4$ is missing that element. So, $k_3 = 1$, and we impute the missing values in $x_3$, using the element in $x_5$ corresponding to the observed value in $x_3$; but we ignore the observed element in $x_5$ that is missing in $x_3$ and $x_4$, so $k_5 = 0$. Implicitly, we impute this value of $x_5$, as well, but we discard this value, and keep only the imputed values for $x_3$. A symmetric argument applies to $x_4$.

On the other hand, because both $x_3$ and $x_4$ are missing elements that are observed in $x_5$, we cannot use either of these in imputing the missing value in $x_5$.

An appealing property of our iterative imputation procedure arises when the missing data has a block structure, as in the original SMC setting. In that case, iterative imputation produces identical imputed values to those from SMC. Moreover, as demonstrated in our toy example, we may apply our procedure to matrices for which $q_1 = 0$, that is, no features are fully observed across all subjects. In contrast, SMC cannot be used to impute that type of matrix.

After imputation of the full dataset, we turn our attention to downstream analysis of the dataset. Between the $q_E$ genes in $X$ are a known set of genomic signaling pathways. These pathways specify directed functional relationships between sets of genes, where the relationships represent known biological interactions between genes. In particular, for a specific pathway we consider a set of $p$ genes, $p \leq q_E$. We define the graph $G = (V,E)$, where $V$ is a set of $p$ vertices (genes), and $E$ is a set of directed edges between the elements of $V$ (functional relationships).

We represent $G$ by the $p \times p$ graph adjacency matrix $A^* = \{a_{jk}\}_{j=1,\ldots,p; k=1,\ldots,p}$, the elements of which indicate conditional dependence of gene $j$ on gene $k$, that is, $a_{jk} = 1$ if there is a directed edge from gene $k$ to gene $j$. For a given pathway pathway, we observe a vector $y_{ilt}$ of $p$ gene expression values,
For each element in \( \mathbf{y}_{it} \), we also observe copy number and methylation beta values for the corresponding genes. Denote the vectors of copy number and methylation by \( \mathbf{y}_2 \) and \( \mathbf{y}_3 \), respectively. We use the EMC-NetGSA to integrate methylation and copy number into the graph topology. We augment \( \mathcal{G} \) by adding \( 2p \) vertices to \( \mathcal{V} \), one each for copy number and methylation for every gene. We also add \( 2p \) edges to \( \mathcal{E} \), with directed from the copy number or methylation vertex to the corresponding gene expression vertex. Therefore, the final EMC-NetGSA graph consists of two separate layers of network topology:

1. The primary, inter-gene signaling pathway network, giving edges between elements of \( \mathbf{y}_{it} \):
2. A secondary integration network of edges between elements of \( \mathbf{y}_2 \) or \( \mathbf{y}_3 \), and the corresponding elements in \( \mathbf{y}_{it} \).

Denote the full observation vector for sample \( i \) by \( \mathbf{y}_i = (\mathbf{y}_{i1}', \mathbf{y}_{i2}', \mathbf{y}_{i3}')' \). Without loss of generality, we assume \( \mathbf{y}_2 \) and \( \mathbf{y}_3 \) each contain \( p \) elements. As discussed above, some genes’ copy number or methylation values are missing across all subjects, and so cannot be imputed. In these cases, the number of copy number (methylation) observations in \( \mathbf{y}_{i2} \) (\( \mathbf{y}_{i3} \)) will be less than \( p \). We resolve this by removing the non-expression vertex from \( \mathcal{V} \) and the corresponding integrated edge from \( \mathcal{E} \).

The EMC-NetGSA integration is implemented in the adjacency matrix by concatenating identity matrices along the right-hand margin and zero matrices along the bottom:

\[
\mathbf{A}_{\text{EMC}}^* = \begin{pmatrix}
\mathbf{A}_E^* \\
\mathbf{O}_{2p \times p} \\
\mathbf{I}_{p \times p} \\
\mathbf{O}_{2p \times p} \\
\mathbf{I}_{p \times p}
\end{pmatrix},
\]

(2.4)

where \( \mathbf{O}_{2p \times p} \) is a \( 2p \times p \) matrix of zeros. Here, the identity matrices reflect the directed edges from copy number and methylation vertices to expression, and the zero matrices reflect the lack of any network structure within or between the additional data types, or a directed relationship from genes to -omics features.

Each pair of vertices in \( \{(j,k) | \alpha_{jk} \neq 0\} \) specifies a directed edge from \( y_{ik} \) to \( y_{jk} \), \( i = 1, \ldots, N \). This is a conditional dependence relation of vertex \( j \) on vertex \( k \), given the effects of the other \( (3p - 2) \) network features. In the context of Gaussian graphical models, conditional dependence of random variables \( X_j \) and \( X_k \), conditional on a set \( \mathcal{Z} \) of additional random variables of interest, is formalized as the partial correlation \( \rho_{jk} \) with respect to \( \mathcal{Z} \). That is, \( \rho_{jk} = \text{corr}(X_j \mid \mathcal{Z}, X_k \mid \mathcal{Z}) \), where \( X_j \mid \mathcal{Z} = X_j - \mathcal{P}_\mathcal{Z}X_j \) is the orthogonal complement of \( X_j \) with respect to \( \mathcal{Z} \), and \( \mathcal{P}_\mathcal{Z} \) is a projection onto \( \mathcal{Z} \) (Krämer et al., 2009). Intuitively, \( \rho_{jk} \) represents the association between -omics features \( j \) and \( k \), controlling for each of their associations with other features in the pathway. We estimate \( \rho_{jk} \) by the sample partial correlation \( r_{jk} \), which is obtained by regressing each of \( X_j \) and \( X_k \) separately on \( \mathcal{Z} \), and then calculating Pearson’s correlation coefficient between the vectors of residuals. Using the partial correlations and \( \mathbf{A}^* \), we construct the weighted adjacency matrix \( \mathbf{A} \) with elements \( a_{jk} = r_{jk} \alpha_{jk}, j,k = 1, \ldots, p \).

To build a statistical model for the data \( \{\mathbf{y}_i\}_{i=1}^N \), we consider a transformation of \( \mathbf{A} \) introduced by Shojaie and Michailidis (2009). The influence matrix \( \mathbf{A} \) captures the cumulative network effect of each gene on the expression of all others. In the case of directed acyclic graphs (DAGs), the authors derive the identity \( \mathbf{A} = (\mathbf{I}_p - A)^{-1} \). Shojaie and Michailidis (2010) extended this formula to apply to general, non-DAG graphs.

NetGSA uses \( \mathbf{A} \) to structure the mean in a mixed-effects model with unknown regression coefficients \( \beta \in \mathbb{R}^p \), with \( \mathbb{E}\mathbf{y}_i = \mathbf{A}\beta \). We may interpret \( \beta \) as the network-adjusted expression coefficients for the \( 3p \) -omics features, and we note \( \mathbf{A} \) also structures the covariance of \( \mathbf{y}_i \).
NetGSA offers a significance testing framework to compare two populations, control (healthy) and treatment (disease). Denote the population label for sample $i$ as $c_i \in \{C, T\}$. The control and treatment populations are modeled using separate adjacency matrices $A_C, A_T$, corresponding to influence matrices $A_C', A_T'$, and parameterized with population-specific pathway-adjusted expression parameters $\beta_C, \beta_T$, respectively. The statistical model is

$$y_i = X_i \beta + \epsilon, \quad i = 1, \ldots, N,$$

$$\gamma_i \sim N_{3p}(0, \sigma_\gamma^2 1_{3p}),$$

$$\epsilon_i \sim N_{3p}(0, \sigma_\epsilon^2 1_{3p}).$$

To test differential activity in subsets of the pathway’s genomic features, represented by elements of $\beta_C$ and $\beta_T$, we specify features of interest through an indicator vector $b$. We use the NetGSA network contrast $\ell = (-b \cdot b \beta_C, b \cdot b \beta_T)$ to compute the test statistic $T \propto \ell \beta$, where $\beta = (\beta_C', \beta_T')'$. $T$ follows a Student’s $t$ distribution with degrees of freedom estimated by the Satterthwaite approximation.

### 3. Results

Applied to large-scale datasets, iterative imputation produces a complete matrix $\hat{X}$, using which we perform downstream analysis of pathway disturbance. We explore the power of our two-stage imputation and pathway analysis using a simulation. Then, we apply the method to breast cancer data to analyze pathway disturbances by tumor subtype.

#### 3.1. Simulations

We follow a similar simulation design to that of Zhang et al., (2017a). For the treatment group, we construct a five-level binary tree. The control group network derives from the treatment network, with all edges in the left branch (including the root) removed. Correlation between expression vertices is set to 0.8 in the tree’s top third (two levels); the middle third (third level) has association 0.5; and the lower third (last level) has association 0.2. We also add vertices for methylation and copy number, integrated via directed edges to the expression vertex. We set correlation of expression with copy number to 0.5, and correlation with methylation to −0.25.

We generate integrated data vectors $y_i, i = 1, \ldots, N$, from the NetGSA model in Equation 2.5, where $N_T + N_C, N_T$ (or $N_C$) is the number of treatment (control) samples. We set $\sigma_\gamma^2 = 5, \sigma_\epsilon^2 = 0.5$, and $N_C = 50$ and $N_T = 150$. We consider four gene sets:

1. All genes in the network;
2. Top one-third levels of the tree;
3. First two-thirds levels of the tree;
4. The last level of the tree.

Denote by $\beta_C1, \beta_C2, \beta_C3$, the mean vectors of gene expression, copy number, and methylation, respectively, in the control population. The treatment population is defined analogously. We simulate two scenarios for the network-adjusted mean coefficient $\beta$:

1. $\beta_{T1} = \beta_{C1} = \beta_{T3} = \beta_{C3} = \beta_{T2} = \beta_{C2} = 0$;
2. $\beta_{T1} = 0.251, \beta_{T2} = 1, \beta_{T3} = 0.51$ for top two-thirds levels, otherwise same as first scenario.
The TCGA dataset, introduced in Section 2 and analyzed below, displays missingness of two types. The first is block-wise missing data in samples collected at specific research sites for entire classes of measurements. This type of missing data motivated the original SMC method, and as noted previously, our iterative imputation is identical to SMC in the special case that the missingness in $X$ forms a block.

The second type of missingness varies the specific features that are missing within any single sample. In this case, the SMC procedure cannot simultaneously impute all missing values and use all observed data points. We note that the missingness does not alter the low-rank structure of the matrix. Therefore, we designed our simulation to mimic this variety of missingness, namely, where the features with missing values vary by sample, but we also include block-wise missingness, as well. This allows us to compare the novel aspect of our iterative imputation with the performance of the original formulation of SMC.

Within each simulation replicate, we generated a full data matrix, $X$. We randomly selected sub-sets of features and subjects to exhibit missing data, giving a data matrix with missing values. Additionally, we removed a full rectangular submatrix, which reflects the composition of missing data that is sometimes observed. We removed all samples with missing observations to form $\tilde{X}$. Finally, we iteratively imputed the missing values to obtain $\tilde{X}$. For comparison, we also imputed the matrix using SMC on the covering submatrix $X_{22}$, as well as the $K$-nearest neighbors (KNN) method taking median among $K = 10$ nearest neighbors, as implemented in bnstruct (Franzin et al., 2017).

We performed 1,000 simulation replicates for each mean scenario. We performed NetGSA on all five data matrices for both mean scenarios, and we calculated the power for each test by checking the significance of the Benjamini-Hochberg (BH) adjusted $p$-value (Benjamini and Hochberg, 1995), at the $\alpha = 0.05$ level. The power is then the proportion of simulations in which the null hypothesis of no difference is rejected.

Our combination of mean scenarios and gene sets provides simulations in which all genes in a gene set are differential; some (but not all) genes are differential; and none of the genes are differential. Moreover, our simulation scenario includes missing data that is characteristic of the real data, with a composition of data that is missing in block form, as well as data that is missing on a by-feature basis within individual samples. This simulation setting more accurately characterizes the real-world missing data, but this type of by-feature missingness was not considered by the authors of SMC.

The left panel of Figure 2 gives boxplots of $-\log_{10}(p)$ for the $p$-values in the first mean scenario, in which the expression coefficients are equal across the two populations. The power of the pathway analysis that uses our imputed matrix $\tilde{X}$ is comparable to that of the true data. Our procedure corresponds to a minor increase in the type I error rate over the true data. In comparison, direct application of SMC to the minimal covering submatrix for the missing values results in a higher false positive rate.

The right panel of Figure 2 displays simulation significance results from the second mean scenario, in which the top 2/3 levels of nodes in the binary tree are differentially expressed. Our iterative integrated imputation procedure exhibits power comparable to that of the true data, and consistently dominates use of the truncated data, $\tilde{X}$. Application of SMC to a rectangular submatrix is similar, but with a higher rate of false positives. In turn, this results in power that is higher than the true data, because of the inflated propensity to reject the null hypothesis.

KNN is comparable to our iterative imputation, but with weaker power. This relative performance of KNN to our method is robust to a range of $K$, both large and small. A benefit of our method is that the imputed values do not change the outcome of inference, as compared with the true data. The KNN imputation uses real observed values from other observations that are “close.” In contrast, the
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Figure 2: Boxplots of \(-\log_{10}(p)\)-values for simulation study tests of pathway disturbance. Network structure is a binary tree. X (shown in blue) represents EMC-NetGSA applied to the complete data matrix, with no missing values. \(\tilde{X}\) is the matrix with all samples with any missing values dropped. I3 (in green) refers to our integrated, iteratively imputed matrix. SMC uses imputed values obtained by treating the entire minimal covering submatrix as missing, and KNN is \(K = 10\)-nearest neighbors imputation. Horizontal line gives \(-\log_{10}(0.05)\). Scenario 1 (left): No features differential. Scenario 2 (right): Top 2/3 features differential.

SVD-based methods construct a (linear) functional model for the data, and can thus directly predict the missing values.

The direct application of SMC to the minimal covering submatrix of the missing data in X is similar to our iterative method, but with a higher false positive rate. The elevated false discovery rate reflects that SMC accentuates statistical noise, thereby reinforcing and strengthening spurious deviations due to statistical variation. SMC propagates dominant low-rank structure in X. But, discarding the information contained in samples with missing values results in an over-emphasis of features that are not reflective of the overall data matrix. This occurs even when imputing across a data matrix for which the mean structure is the same across all subjects, as in the first mean scenario.

Our imputation leverages the imputation using linear dependence due to the underlying SMC method, while also maximizing the available information about each sample. This provides a more nuanced and complete picture of the linear structure of the network data. For pathway analysis, it is particularly important that any imputed values be locally accurate. The features in the TCGA data matrix X, discussed below, encompass hundreds of different pathways, so the matrix-wide contamination we observed in the SMC simulations poses a serious obstacle to valid statistical inference.

These results are robust to variations in the combination of block-wise and at-random missingness. The balance between these two types may vary by dataset: for instance, the original SMC method was designed for block-missing data from the TCGA study, but our data analysis indicates that at-random missing values are also widespread within individual subjects. As the missingness progresses from at-random to block-wise, we find that the performance of SMC improves relative to the iterative imputation. Equivalent power is achieved when the missing data is fully rectangular, which reflects that our method gives the same result as SMC for this edge case. This power is shown in Figure 3.

However, when the data composes both block-wise and at-random missingness, our method offers
improved control of false discoveries, without a cost in terms of power.

Finally, we note that real-world data matrices, as in the TCGA dataset we analyze, the features in $\mathbf{X}$ may be drawn from many different pathways, some of which may exhibit disturbance in tumor samples, but others of which may have equal means in the sample populations. This is reflected in the fourth test set in the second simulation scenario. The genes of interest in the test set are not differentially expressed, although other features in the data matrix do feature different means. Our iterative method identifies the differential structure in the regions of the data matrix, without a corresponding increase in false positives. If the minimal covering submatrix for the missing values contains all features that are differentially expressed, in the samples with the pathway disturbance, the original SMC method will fail to reveal any pathway disturbance. On the other hand, our method will use the partial information available in each sample, thereby retaining the differential structure in the imputed values it returns.

### 3.2. Data analysis

To demonstrate the superiority of the imputed data in pathway analysis, compared with the truncated data, we performed an analysis of pathway disturbances in breast tumor subtypes.

We downloaded the TCGA data from the NCI Genomic Data Commons (GDC) (Grossman et al., 2016), and using the TCGA-Assembler software, v2.0.0 (Zhu et al., 2014; Wei et al., 2017).

Our dataset is similar to that of the original SMC paper. We acquired level 3 TCGA data for all breast cancer tumors and matched control samples, measured on three -omics platforms: (1) gene expression (RNASeqV2); (2) copy number variation (CNV, germline CNVs omitted); (3) methylation (HumanMethylation450 BeadChip). We used normalized RNASeq read counts, and applied a log$_2$ transformation. We averaged gene-level CNV by DNA region, and we averaged methylation beta...
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Our TCGA dataset contained 838 tissue samples. After downloading the NCI Pathway Interaction Database (PID) using the graphite software (Sales et al., 2018), which spans 2,393 genes across 212 pathways, the matrix $X$ had $q = 6,973$ rows (genomic features), observed on $N = 838$ tissue samples.

It might be possible to impute the tumor and healthy sample populations as separate matrices. However, a major limitation of the TCGA datasets is imbalanced sample sizes, relative to the large number of features. This could result in sensitivity of the imputed values in the control population, and may be unnecessary. In principle, healthy and tumorous tissues should share many structural characteristics, namely, all non-malignant signaling activity. Therefore, we impute both populations jointly.

Of the 838 samples, $N_2 = 719$ samples contained missing values (681 tumor, 38 healthy), spread across $q_2 = 171$ features. 157 features measured copy number, and the other 14 measured methylation. The values $k_i$, giving the number of additional columns of $X_2$ used in forming $\chi_i$, were generally quite high: only 6 columns used fewer than 50 other samples for imputation, or less than 1% of the total number of columns we imputed. Our imputation procedure uses a substantial amount of the non-missing information contained in $X_2$, when forming $\chi_i$, despite our separate imputation of each column of $X_2$.

Several distinct breast tumor subtypes are defined in terms of the immunohistochemistry characteristics of specific genes (Dai et al., 2015). These subtypes are strongly associated with tumor grade, clinical outcome, and overall subtype prevalence. It is therefore critical to understand the distinctions between separate tumor types, which may operate under substantially different biological mechanisms.

A key assumption of the SMC imputation method is that the data matrix is approximately low rank. Conceptually, the data satisfy the low-rank assumption: within each population, conditional on the subject-level random effects, the mean matrix is simply noisy observations of a rank 1 matrix. We verified empirically the low-rank structure of the submatrix $X_1$, i.e., all rows with no missing values.

To determine the breast tumor intrinsic subtype, we followed the classification given in Dai et al. (2015). These subtypes are defined according to immunohistochemistry (IHC) status of several specific genes: ER, PR, HER2, and KI67. The TCGA dataset contains the IHC status for ER, PR, and HER2, but not KI67, so we employ four tumor subtypes: luminal A / HER2- luminal B; HER2+ luminal B; HER2 over-expression; and basal, or triple negative. The specific immunohistochemical criteria used is given in Table 1. We categorized tumors described as “normal-like” as luminal A / HER2- luminal B, since they cannot be distinguished on the basis of ER, PR, and HER2 IHC status.

Although we were unable to distinguish tumors on the basis of KI67, this reflected practical considerations that apply beyond the current study. Indeed, Cheang et al. (2009) note that “Ki67 is not included in routine clinical decision-making because of a lack of clarity regarding how Ki67 measurements should influence clinical decisions.” In the BRCA dataset, 479 samples had IHC status available for ER, PR, and HER. Frequency and prevalence of the subtypes is given in Table 1, and clearly matches that in Dai et al. (2015).

We applied EMC-NetGSA to the raw and imputed datasets for 176 of the 212 NCI pathways. In the remaining 36 pathways, our dataset was missing expression observations across all subjects for at least one gene, so we were unable to analyze these pathways. We applied the BH adjustment to the pathway-level $p$-values.

We ranked the pathways by the variance between the $-\log_{10}(p)$-values in the 4 subtypes. We considered the five pathways that exhibited the highest variability, which reflects major differences in the disturbance of these pathways between subtypes. These most-variable pathways were (1) EPHB
Table 1: Breast tumor subtype definitions and prevalence in data from The Cancer Genome Atlas (TCGA). IHC status refers to immunohistochemical status for the three specified genes. Prevalence measures a proportion.

| Subtype                  | Luminal A / HER2- luminal B | HER2+ Luminal B | HER2 over-expression | Basal |
|--------------------------|-----------------------------|-----------------|----------------------|-------|
| IHC status               | ER+ or PR+, HER2-           | ER+ or PR+, HER2+ | ER-, PR-, HER2+      | ER-, PR-, HER2- |
| Prevalence               | 0.62                        | 0.14            | 0.11                 | 0.12  |
| Tumor grade              | 1, 2, 3                     | 2, 3            | 2, 3                 | 3     |
| Outcome                  | Good, Intermediate          | Intermediate, Poor | Poor                 | Poor  |

Tumor subtype population characteristics from Dai et al. (2015)

| TCGA breast cancer tumor sample population |
|--------------------------------------------|
| Count                                      |
| Prevalence                                 |
| 307                                        | 0.64                           |
| 74                                         | 0.15                           |
| 17                                         | 0.04                           |
| 81                                         | 0.17                           |

Figure 4: –\log_{10}(p)-values for integrative tests of network disturbance in genetic signaling pathways. Shown are pathways that changed significance after imputation in at least one sample population. Separate differential analyses were performed for each of four breast cancer subtypes, as well as a composite population of all tumors.

Forward signaling, (2) FOXA2 and FOXA3 transcription factor networks, (3) ErbB2/ErbB3 signaling events, (4) Validated nuclear estrogen receptor alpha network, and (5) E2F transcription factor network. The nuclear estrogen receptor network contains known oncogenes and plays an established role in breast cancer (Sommer and Fuqua, 2001), as does EPHB (Pasquale, 2010), (Kaenel et al., 2012). But while the role of E2F is established in cancers such as retinal cancer (Nevins, 2001), its possible role in breast cancer has only been explored recently (Johnson et al., 2016). This is also true of ErbB2/ErbB3 (Ma et al., 2014), and while FOXA1 is implicated in breast cancer (Bochkis et al., 2012), this is not true of FOXA2 and FOXA3.

We identified the pathways for which the test for overall pathway disturbance changed significance between the raw and imputed datasets in at least one subtype. This resulted in ten pathways with different statistical conclusions between the raw and imputed datasets. Figure 4 shows the –\log_{10}(p)-values for the raw and imputed datasets in these pathways, across the different subtypes.

Changes in significance are in some cases minimal, and likely represent insubstantial statistical variation—for example, significance in any subtype is questionable in the HIV-1 and HDAC1-
mediated signaling events. Likewise, $\beta_1$ integrin cell surface interactions appear significant only in luminal B subtypes, and $\beta_2$ integrin cell surface interactions is significant in HER2 over-expression subtypes. In these cases, the significance is strong in both the raw and imputed datasets. Moreover, we verified the robustness of the pathways shown in Figure 4 with SMC on the entirety of $X_{11}$, as well as KNN imputation, and in both cases, the same pathways changed significance, with similar conclusions.

Of the pathways we tested, regulation of Smad2 and Smad3 signaling was identified as significantly disturbed across all subtypes, although only marginally so for luminal subtypes; and the pathway contains ESR1, an oncogene implicated in breast cancer. Smad2 and Smad3 play a well-established role in transcription growth factor $\beta$ (TGF-$\beta$) (Brown et al., 2007), and we considered this regulatory pathway for further analysis.

Our data contained a total of $N = 479$ breast tumor samples with valid IHC observations. The Smad2 / Smad3 signaling pathway consists of 68 genes, comprising 200 -omics features after integration of copy number and methylation data. We performed NetGSA on the raw and imputed datasets, which contained 371 and 543 samples, respectively. Of the 172 samples with imputation, 119 were luminal A / HER2- luminal B subtype; 23 were luminal B; 6 were HER2 over-expression; and 24 were basal. We conducted significance tests for the full pathway, as well as each integrated triplet corresponding to one gene: three nodes, one for each integrated platform.

The network topology for the pathway consists of 423 directed edges between the expression nodes, as well as two directed edges for each expression node to integrate copy number and methylation, where available. A graphical representation of the network may be accessed online, as discussed below.

Figure 5 plots $p$-values for all breast cancer samples, as well as individual subtypes. Comparison is given between the raw and imputed datasets. Shown are the results of testing the entire pathway, as well as selected individual genes, with Bonferroni testing for multiple correction. Gene-level significance tests considered gene-level trios of pathway vertices, namely, those for expression, copy number, and methylation.

We note that, tested across all tumors, the pathway is only marginally significant. In contrast,
analyzed at the subtype level, a clean partition is clear: Smad2 and Smad3 regulation is disturbed in HER2 over-expression and basal subtypes, with strong statistical significance, but not disturbed significantly in either luminal A or B subtypes. These results are consistent between the raw and imputed datasets, but exhibit stronger significance in the imputed dataset.

Considered more granularly, TG-interacting factor 1 (TGIF1) displays only marginal significance in HER2 over-expression subtypes, consistent with the low significance of TGIF2. TGIF2 is strongly significant in the other three subtypes, but in the raw data, TGIF1 strongly significant only in basal subtypes. However, our imputed method identifies these as significantly disturbed in luminal subtypes.

Our imputation method also reveals disturbance in Smad3 in luminal A / HER2- luminal B subtypes, and reinforces the lack of significance in basal tumors. The effect of Smad2 is reduced in luminal B tumors but increased in luminal A.

Across all subtypes, MED15 is not identified as disturbed, but within each subtype it is. This suggests a biological difference between the role this gene places in different subtypes. Figure 6 shows gene expression coefficient estimates $\beta$ from the NetGSA analysis, and MED15 demonstrates down-regulation in HER2 over-expressed tumors, compared with up-regulation in basal tumors. Luminal B and basal tumors have comparable, mid-level expression in CEBPB, small in comparison with control; in HER2 over-expressed tumors, this value is under-expressed, whereas in luminal A tumors it is over-expressed.

HER2 over-expressed tumors exhibit expression in MYC in the opposite direction of the other subtypes, while the imputation actually causes a change in the sign of HDAC1 in luminal B tumors. Recent work found inconclusive results on the role of this gene in cancer tumors (Tang et al., 2015). The sign switch is only in luminal B tumors, whereas in other tumors the difference is absent, or at least more muted.

Also of note is the HER2 over-expression subtype. The sample size for this subtype is already
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Figure 7: Expression coefficient estimates for a selected subset of Smad2/Smad3 signaling pathway genes, by subtype. Coefficients were estimated separately by population (cancerous tumor and healthy control). Within the tumor population, separate estimates were obtained using the raw data with missing data removed, and using the imputed data.

small, at 17, but with the raw data, only 11 samples are available for analysis of HER2 over-expression. We observed sign changes between the raw and imputed data among several genes in this subtype, including the gene CDKN1A, FOXH1, and MEF2C. The latter two genes are only marginally significant, especially compared with the very large p-values in other subtypes. But CDKN1A is strongly significant, and is known to relate to Smad signaling.

Smad3 is known to inhibit tumor cell growth (Zelivianski et al., 2010), but phosphorylation by CDK prevents this tumor-suppressive behavior (Liu, 2011). Counteracting this effect, inhibiting CDK promotes transcription by Smad3, with the effect of suppressing cancer cell growth. This is speculated to reflect a non-canonical interaction between CDK and Smad3 that promotes tumor growth (Tarasewicz et al., 2014).

Addressing a lack of bio-marker targets for basal (triple-negative) breast tumors, recent research on this subtype has considered targeted suppression of CDK phosphorylation of Smad3. In particular, CDK has been observed to mediate a malignant interaction between Pin1 and Smad3 that increases proliferation of cancer cells in aggressive breast tumors (Thomas et al., 2017). Targeted inhibition of CDK2 and CDK4 was prevented the Pin1-Smad3 interaction in basal subtypes, confirming the finding in (Tarasewicz et al., 2014) that suppression of CDK2/4 leads to increased Smad3 activity in basal subtypes.

Figure 7 shows expression coefficient estimates for the four tumor subtypes, for CDKN1A, CDKN2B, and Smad3. CDKN1A inhibits CDK2 phosphorylation of Smad3, while CDKN2B inhibits CDK4 (Driver et al., 2008). In the healthy control tissue, CDKN1A expression is strong, whereas CDKN2B and Smad3 are not expressed at all.

We observe negative expression in Smad3 in the basal subtype, and the same in luminal A / HER2- luminal B tumors. This compares with slight positive expression of Smad3 in the other two subtypes. All four subtypes display positive expression for CDKN1A, which inhibits CDK2, however, the luminal and HER2 over-expression subtypes all display negative expression for CDKN2B, with
the strongest effect in luminal B tumors. This corresponds to small, positive expression in Smad3.

For comparison, we also analyzed the pathway using NetGSA on only expression data; with integration of only one of methylation and copy number at a time; and GSEA of expression (Wu et al., 2010). The GSEA analysis identified only differential expression in HER2+ subtypes. The other three NetGSA methods were strongly significant in HER2+ and basal subtypes, as well as across all tumor types. However, while all four methods found marginal to no significance in luminal subtypes, the EC-NetGSA exhibited stronger significance. This supports the premise that Smad2 and Smad3 are central to transcription.

Taken as a whole, the results of our data analysis give strong support to the value of subtype analysis in complex diseases such as cancer. Among breast tumors, we identify Smad2 and Smad3 signaling pathway disturbance in basal and HER2 over-expression subtypes, with weaker disturbance in luminal subtypes. We identify separate roles of Smad3 in basal and HER2 over-expressed subtypes, suggesting the gene-level mechanism for the pathway disturbance may differ in the two subtypes.

Given the multivariate nature of our data, as well as the cross-sectional comparisons performed in our inference, even straightforward analyses generate large volumes of statistical output that requires detailed attention. Our discussion above of Smad2 and Smad3 signaling demonstrates this point. However, considered across five sub-populations compared with normal tissue, separate raw and imputed datasets, 176 pathways, and many hypothesis tests within each pathway, it is prohibitively impractical to generate these results “on-demand” for individual pathways, or to manually explore thousands of procedurally-generated plots.

To address this problem and assist in our data analysis, we implemented an interactive web application using the Shiny software package in R (Chang et al., 2018). This framework generates responsive, modern web content form within R, with a focus on data-driven and statistical applications and requiring no direct understanding of HTML.

The application aggregates pathway-level significance test results for all 176 pathways, for discovery at the level of pathways and subtypes. We also implement an interface to explore individual pathways. We provide a dynamic visualization of the network topology and adjacency matrix partial correlations, built with igraph (Csardi and Nepusz, 2006) and visnetwork (Almende et al., 2018) packages. We also display p-values and test statistics for NetGSA tests of the integrated gene-level subsets, and a comparison view of the expression coefficient estimates $\beta$.

The application is publicly available online at

https://zhang-lab.shinyapps.io/pathway-analysis-missing-data/

4. Conclusion

In this paper, we presented a procedure to impute missing data in integrative genomics. We applied a matrix completion method in an iterative fashion, imputing non-rectangular missing data in a way that uses all available information in a genomic sample. Our approach permits application of a theoretically-appealing model for imputation to real-world data. We applied pathway analysis to the imputed data, and demonstrated through simulation the increased power of our strategy, with a smaller rise in false discoveries than the original SMC method. We demonstrated that the I3 method improves the precision of the basic SMC method, while still leveraging the linear dependencies that make SMC attractive in the first place.

The results of our data analysis demonstrate the power to stabilize coefficient estimates of subtypes, despite small sample sizes. Furthermore, they reinforce the importance of subtype analysis of tumors, rather than across entire populations. Among the pathways in the NCI Pathway Interaction
Database, we found many possible pathway disturbances. Ranked by variability between the subtypes, we identified the pathways (1) EPHB forward signaling, (2) FOXA2 and FOXA3 transcription factor networks, (3) ErbB2/ErbB3 signaling events, (4) Validated nuclear estrogen receptor alpha network, and (5) E2F transcription factor network, as warranting further study. Some of these pathways play known roles in breast cancer, which supports evidence of disturbance in other pathways not previously known. The FOXA2 and FOXA3 transcription factor networks and the ErbB2/ErbB3 signaling events pathways, in particular, display pathway disturbances that have been relatively unexplored in breast cancer.

Our method identifies differential disturbances of the Smad2 and Smad3 signaling pathway across subtypes, including disturbance in basal and HER2 over-expressed tumors, but lesser disturbance in luminal subtypes. Moreover, our findings suggest different mechanisms by which Smad3 operates in basal and HER2 over-expressed tumors. We provide access to the results of the paper in a web application available for public use.

Based on the results of the simulation study and the data analysis, we conclude that iterative integrated imputation (I3) successfully strikes a balance between local accuracy and global structural constraints when imputing missing data. We demonstrate the bias introduced by the assumption that missing data occurs in blocks. We propose a procedure based on SMC that includes the original block-missing SMC as a special case, while flexibly handling non-rectangular missing data. Our method imputes values that permit analysis of datasets with missing data, without providing imputed values that distort the output statistical analysis.
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