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Abstract

The computational effort for the evaluation of numerical simulations based on e.g. the finite-element method is high. Metamodels can be utilized to create a low-cost alternative. However the number of required samples for the creation of a sufficient metamodel should be kept low, which can be achieved by using adaptive sampling techniques. In this thesis adaptive sampling techniques are investigated for their use in creating metamodels with the Kriging technique, which interpolates values by a Gaussian process governed by prior covariances. The Kriging framework with extension to multifidelity problems is presented and utilized to compare adaptive sampling techniques found in the literature for benchmark problems as well as applications for contact mechanics. This thesis offers the first comprehensive comparison of a large spectrum of adaptive techniques for the Kriging framework. Furthermore a multitude of adaptive techniques is introduced to multifidelity Kriging as well as well as to a Kriging model with reduced hyperparameter dimension. In addition, an innovative adaptive scheme for binary classification is presented and tested for identifying chaotic motion of a Duffing’s type oscillator.
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Chapter 1

Introduction

Computational models play an increasingly important role in many aspects of science and engineering analysis. Due to the increasing capabilities in computer hardware, modern engineering problems are solved with methods like computational fluid dynamics (CFD) and finite element analysis (FEA) in order to create accurate high-fidelity simulations. In general these simulations can assumed to be black box functions, with no prior knowledge about their inner workings, that map parametric input values to an output. This can be used to examine and understand the behavior of the engineering system and to determine regions of interest in the parametric space. For real-world physical problems however evaluations of the mapping require high computational resources.

Surrogate models, also known as metamodels or response surfaces, are used to replace expensive function evaluations by evaluating the surrogate model itself, which in turn mitigates the computing costs. Herein surrogate models are an approximation of the input/output function. Generally, metamodels can be categorized into global and local models [Crombecq et al., 2009], where global models are used to approximate the simulator on the entire domain. The surrogate aims to become a complete replacement of the original simulator, whereas the goal of local models is to accurately approximate the behavior of the simulator locally and therefore e.g. to direct an optimization algorithm towards the global optimum.

Surrogate model approaches such as Polynomial Regression (PR)(see e.g. Kleijnen [2017]), Kriging [Kleijnen, 2009], Support Vector Machines (SVM) [Clarke et al., 2005] or Radial Basis Function Network (RBFN) models [Park and Sandberg, 1991] have been developed and continuously improved in recent years. The global metamodel approach Kriging as the most intensively investigated metamodel [Jiang et al., 2017]. Originally developed by Krige [1951] for the use in geostatistics it has since been extended to deterministic [Sacks et al., 1989] and random simulations models [Van Beers and Kleijnen, 2003]. The tech-
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Technique has established itself in various fields under different names e.g. Gaussian process regression [Williams and Rasmussen, 1996] in machine learning. This thesis employs the term Kriging. In contrast to most of the aforementioned metamodel approaches Kriging is an accurate interpolative Bayesian surrogate modeling technique. Hence, the algebraic difference between the training data and the predicted points equals zero. Furthermore, Kriging exhibits a stochastic property. Therefore, in addition to the predicted values, the predicted variances between the responses of the black box function and the Kriging surrogate model can be obtained. Additionally, Kriging can be used to include multi-fidelity models in the surrogate, whereby numerical models of varying degrees of fidelity and computational expense are combined.

The quality of the approximation of the black box function is dependent on the quality of the metamodel, which is largely influenced by the sample points where the simulator is evaluated. Generally, the design considerations of surrogates are influenced by a conflict between high accuracy and low computational costs [Jin et al., 2002]. On one hand more sample points lead to a more accurate metamodel but also more evaluations of the black box function and thus higher computational expenses. On the other hand fewer sample points require less evaluations but result in surrogates that may be inaccurate and even distorted.

Sampling approaches, as shown in Figure 1.0.1, can generally be divided into one-shot and sequential techniques. One-shot sampling generates the sample points in a single step. Common approaches include orthogonal array [Owen, 1992], Latin Hypercube Design (LHD) [Husslage et al., 2011] and Optimal Latin Hypercube Design (OLHD) [Park, 1994]. The advantage of one-shot sampling is the ease of implementation and the good coverage of the design space. However, when the behavior of the input/output function is unknown the determination of an optimal sample size is difficult. Therefore sequential sampling strategies have been introduced, see e.g. [Sacks et al., 1989] or [Jin et al., 2002], where an iterative sampling process is employed to determine new sample points using the information available from previously executed iterations. The process continues until a threshold number of sample points is exceeded or the desired accuracy is reached. Sequential sampling approaches can be categorized into adaptive and space-filling sequential sampling. Here, space-filling techniques generate samples iteratively from a one-shot sampling method. Adaptive sampling generates points in regions of the parametric space with large prediction errors in order to adapt to the properties of the black box function function. Consequently, in comparison to space-filling techniques, surrogates built from adaptively sampled points tend to show more proficient approximations of the simulator while requiring fewer samples. A comprehensive review and comparison of sequential sampling techniques for Kriging is missing in the literature. Furthermore the existing techniques are seldomly tested for multi-fidelity modeling.
The basic principles of proficient sampling techniques are explored in this thesis and common adaptive methods are compared on benchmark problems and mechanical applications with varying degrees of fidelity. In this process it has been observed that commonly used sampling techniques found in the literature are unable to sufficiently generate samples when utilizing the Kriging approach to build surrogates for binary classification problems. To overcome this shortcoming, the innovative adaptive sampling technique MC-Intersite Voronoi (MIVor) is introduced.

The thesis is organized as follows.

- A general overview over the Kriging framework is given in chapter 2. Critical modeling consideration including the design choices made in this thesis are introduced. Ordinary Kriging as a proficient compromise between accuracy and computational efficiency is highlighted. Furthermore the method is compared to common surrogate modeling techniques found in the literature.

- Adaptive sampling strategies are discussed and explained in chapter 3. Representative groups of techniques are selected and studied. A review of design considerations for adaptive techniques is given and the choices that have been made in this thesis are presented.

- Commonly utilized adaptive sampling strategies are compared for benchmark problems in chapter 4 using Ordinary Kriging.
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- Adaptive sampling techniques are investigated for their use in creating surrogates for the study of a nonlinear oscillator of Duffing’s type with a nonlinear friction force model in chapter 5.

- The novel MIVor technique is introduced in chapter 6 and validated for the generation of a metamodel for binary classification of chaotic motion of a dynamic system.

- A multifidelity Kriging version called Hierarchical Kriging (HK) is studied in chapter 7. Adaptive sampling techniques are utilized for building HK metamodels for benchmark problems as well as a multifidelity Finite-Element application involving nonlinearity with contact.

- A method to reduce the computational effort present when employing Kriging in high-dimensionality problems by utilizing partial least square dimension reduction is studied and expanded for its use with HK in chapter 8. Furthermore adaptive sampling techniques are employed to efficiently create high-dimensional metamodels utilizing these approaches.

- Concluding remarks and a final evaluation of the tested adaptive sampling methods are presented in chapter 9.
Chapter 2

Kriging surrogate modeling

From a given set of observations \( \mathcal{D} = \{(\mathbf{x}^{(i)}, y^{(i)}) \mid i = 1, \ldots, m\} \) the surrogate model in global metamodeling aims to reproduce the statistical relationship of a given mapping \( \mathcal{M} : \mathbb{X} \rightarrow \mathbb{Y} \) between an input \( \mathbf{x} \in \mathbb{X} \subset \mathbb{R}^n \) and some output \( \mathbf{y} \in \mathbb{Y} \subset \mathbb{R}^d \). The computed surrogate model will be denoted by \( \tilde{\mathcal{M}} \). Creating metamodels in this framework is known as supervised learning [Rasmussen and Williams, 2006] or active learning [Settles, 2010]. For univariate output (\( d = 1 \)) the mapping evaluations are gathered in the vector \( \mathbf{y} = (y_i, i = 1, \ldots, m) \).

For the applications of this thesis the input space \( \mathbb{X} \) is continuous. The chosen samples in the input space are called Design of experiments (DOE) and are denoted by the set \( \mathcal{X} = \{\mathbf{x}^{(i)}, i = 1, \ldots, m\} \).

Generally, the construction of the commonly used surrogate models follows a basic work-flow. As illustrated in Figure 2.0.1 the basic steps are:

- **Generation of the initial data \( \mathcal{D} \).** Employment of a sampling approach (DOE technique) either one-shot or sequential to generate sample points in the input space \( \mathcal{X} = \{\mathbf{x}^{(i)}, i = 1, \ldots, m\} \). The responses are calculated by evaluating the mapping \( \mathcal{M} \). For real-world engineering problems these evaluations may be computationally expensive.

- **Construction of the surrogate model \( \tilde{\mathcal{M}} \).** With the generated data set \( \mathcal{D} \) determine the internal parameters of the surrogate model to approximate \( \mathcal{M} \) at best with a low-cost.

- **Convergence criteria and enrichment.** Measure the quality of the surrogate model using a chosen, dedicated criterion. In a one-shot sampling approach the construction of the surrogate model is finished. In sequential approaches if the criterion is not reached an enrichment strategy is employed to add points to the previous set of sample points in order to update the surrogate model \( \tilde{\mathcal{M}} \). Hence, these strategies post-process the current
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surrogate, until reaching the criterion and so proposing a satisfactory surrogate model.

At the end of this process an approximation of the mapping is found whose evaluation requires less computational expenses than $M$. Depending on the number of evaluations the construction of the surrogate model can be time consuming. However it should lead to an overall reduction in time in comparison to numerous evaluations needed to evaluate the full solution for the whole parametric space, e.g. required for optimization or reliability analysis problems.

![Diagram](image)

Figure 2.0.1 – Scheme of the basic steps in building a surrogate model, inspired by Laurent et al. [2017].

The surrogate modeling approach in this thesis is Kriging, also known as Gaussian process modeling. Originally, Kriging was proposed by a mining engineer called Krige for the use in geostatistics [Krige 1951]. Matheron [1963] developed the mathematical foundation for the approach and established the name. For an overview the reader is referred to Kleijnen [2009] and Kleijnen [2017]. The classical types of Kriging are Ordinary Kriging (OK), simple Kriging, Universal Kriging (UK) and Gradient-Enhanced Kriging (GEK) [Li et al., 2010b]. Generally Kriging is the best linear unbiased prediction and can be used as an interpolative surrogate modeling technique utilizing the Bayesian prediction methodology, see e.g. Santner et al. [2013]. In the following the general idea behind UK is introduced and the special case OK is explained.
2.1 Universal Kriging

Consider the training data set \( \{(x^{(i)}, y^{(i)}) : i = 1, \ldots, m\} \) of a black-box mapping \( M \). The idea is that the functional relationship between the input and the output is definable by a sample path of a Gaussian process \( Y \) and therefore the output will be considered uncertain. A short overview over Gaussian processes is given in A.1.

UK is a generalized version of the well known linear regression with a noise term (see Appendix A.2 for more details about the least squares linear regression model and specifically equation (A.2.1)) in which \( Y \) is approximated by a general linear model where the additional noise term is now represented by a Gaussian process and depends on \( x \). UK therefore assumes a general polynomial trend in the random function. This concept can be written as

\[
Y_i(x^{(i)}) = \sum_{j=1}^{p} \beta_j f_j(x^{(i)}) + Z(x^{(i)}), \quad i = 1, \ldots, m, \tag{2.1.1}
\]

where \( Y = (Y_i, i = 1, \ldots, m)^T \) is the vector of observations, \( \beta = (\beta_j, j = 1, \ldots, p)^T \) is the vector of weights, \( f = (f_j, j = 1, \ldots, p)^T \) is a collection of regression functions. Equation (2.1.1) describes a two-stage Gaussian process. The first stage contains a linear combination on a given functional basis with \( p \leq m \). The second stage consists of a stationary Gaussian process with zero mean and stationary autocovariance \( C \) given by

\[
C(x, x') = \sigma^2 R(x - x', \theta), \tag{2.1.2}
\]

where \( \sigma^2 \) is the variance and the spatial autocorrelation function \( R \) (or kernel) only depends on the euclidean distance between the input combinations \( x \) and \( x' \) and some hyperparameters \( \theta \) which are considered to be known. Equation (2.1.1) can be reformulated as the matrix equation system

\[
Y(x) = F(x)\beta + Z(x). \tag{2.1.3}
\]

Here, \( F \) is the so-called regression matrix

\[
F_{ij} = f_j(x^{(i)}), \quad i = 1, \ldots, m, \quad j = 1, \ldots, p, \tag{2.1.4}
\]

which for e.g. \( x = x \) and \( f = \{1, x, x^2, \ldots, x^p\} \) can be written as

\[
F = \begin{bmatrix}
1 & x^1 & (x^1)^2 & \cdots & (x^1)^p \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & x^m & (x^m)^2 & \cdots & (x^m)^p
\end{bmatrix}. \tag{2.1.5}
\]
Because of the Gaussian assumption in equation \(2.1.1\) the vector consisting of the observations \(Y\) and a prediction of an unobserved value \(Y_0\) corresponding to point \(x^{(0)}\) can be approximated by a random vector with normal distribution. Before considering the estimation for the unobserved quantity of interest, kernel formulations will be shortly presented.

### 2.2 Kernel formulations

The details of the autocovariance function need to be chosen before constructing the surrogate model. This entails assuming a functional form of the autocorrelation as well as determining the respective parameters governing the function. The latter are also referred to as hyperparameters. The choice of autocorrelation function should reflect the underlying smoothness and dependence of the dataset. However these properties are rarely a priori known. Han et al. [2009] mention that to produce better conditioned covariance matrices for multiple dimensions multidimensional kernels should be built by taking the product of unidimensional kernel \(h\). This is called the product correlation rule [Sasena, 2002] and for an \(n\)-dimensional input space reads

\[
R(\mathbf{x} - \mathbf{x}', \mathbf{\theta}) = \prod_{i=1}^{n} h_i(x_i - x_i', \theta_i),
\]

(2.2.1)

Different choices for the kernel can be found in the literature. The most common kernels will be reviewed hereafter.

The power exponential correlation function reads

\[
R(\mathbf{x} - \mathbf{x}', \mathbf{\theta}) = \exp \left( - \sum_{i=1}^{n} \left( \frac{|x_i - x_i'|}{\theta_i} \right)^\nu \right)
\]

(2.2.2)

with the scale parameters \(\{\theta_i > 0, i = 1, \ldots, n\}\) and \(0 < \nu \leq 2\). As special cases of this function the exponential (\(\nu = 1\)) and squared exponential or Gaussian (\(\nu = 2\)) forms can be considered (see Figure 2.2.1).

Stein [2012] introduced the Matérn class of autocorrelation function [Matérn, 1960] to the Kriging surrogate model framework. They have the convenient property of being highly adjustable. The general Matérn autocorrelation function is given as

\[
R(\mathbf{x} - \mathbf{x}', \mathbf{\theta}, \nu) = \prod_{i=1}^{n} \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \frac{\sqrt{2\nu|x_i - x_i'|}}{\theta_i} \right)^\nu K_\nu \left( \frac{\sqrt{2\nu|x_i - x_i'|}}{\theta_i} \right)
\]

(2.2.3)

with the scale parameters \(\{\theta_i > 0, i = 1, \ldots, n\}\) and \(\nu > 0\) called shape parameter.
2.2. Kernel formulations

Figure 2.2.1 – Autocorrelation function for various scale parameters. (a) exponential kernel and (b) squared exponential kernel

Here, $K_\nu$ is the Bessel function of second kind and $\Gamma(\nu)$ is the Gamma function. In practice $\nu = 1.5$ and $\nu = 2.5$ lead to the most used autocorrelation functions called Matérn 3/2 and Matérn 5/2 respectively. In closed form Matérn 3/2 yields

$$R(x - x', \theta, \nu = 3/2) = \prod_{i=1}^{n} \left( 1 + \frac{\sqrt{3}|x_i - x'_i|}{\theta_i} \right) \exp \left( -\frac{\sqrt{3}|x_i - x'_i|}{\theta_i} \right)$$

(2.2.4)

and Matérn 5/2 can be described by

$$R(x - x', \theta, \nu = 5/2) = \prod_{i=1}^{n} \left( 1 + \frac{\sqrt{5}|x_i - x'_i|}{l_i} + \frac{5(x_i - x'_i)^2}{3\theta_i^2} \right) \exp \left( -\frac{\sqrt{5}|x_i - x'_i|}{\theta_i} \right).$$

(2.2.5)

Both autocorrelation functions are depicted for different scale parameter values in Figure 2.2.2.

In practice the squared exponential autocorrelation function is often encountered (see e.g. Aute et al. [2013], Bouhlel and Martins [2017], Jiang et al. [2017]) in context with Kriging surrogate model construction because of its easy formulation. Such metamodels however inherit an extreme smoothness, which is not necessarily representative of the true mapping and furthermore may lead to ill-conditioning of matrices (see section 2.7). This is the reason why Laurent et al. [2017] mention that Matérn autocorrelation functions should generally be the preferred choice. Since computational experiments are the main focus of this thesis and no measurements of input data is available, the Matérn autocorrelation functions will be used in this thesis. In the following a general form of Kriging surrogate modeling will be summarized.
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Figure 2.2.2 – Matérn autocorrelation functions for various scale parameters. 
(a) Matérn 3/2 and (b) Matérn 5/2

Best linear unbiased predictor for Kriging

The Best linear unbiased predictor (BLUP) offers a prediction for an unobserved quantity $Y_0$ of equation (2.1.3). For more information about this algorithm see Appendix A.4. It yields that the estimate of the first stage of equation (2.1.3) is given by

$$\hat{\beta} = (F^T R^{-1} F)^{-1} F^T R^{-1} y.$$  \hfill (2.2.6)

The variance estimate of $\beta$ yields

$$\hat{\sigma}^2 = \frac{1}{m} \left( y - F \hat{\beta} \right)^T R^{-1} \left( y - F \hat{\beta} \right).$$  \hfill (2.2.7)

These results can be interpreted as the estimates of the generalized least squares linear regression model see (Appendix A.2). Furthermore the best linear unbiased predictor of the metamodel is the Gaussian random variate $\hat{Y}_0$ with mean

$$\mu_{\hat{Y}_0} = f_0^T \hat{\beta} + r_0^T R^{-1} (y - F \hat{\beta})$$  \hfill (2.2.8)

and minimal variance

$$\sigma_{\hat{Y}_0}^2 = \sigma^2 \left( 1 - r_0^T R^{-1} r_0 + u_0^T (F^T R^{-1} F)^{-1} u_0 \right),$$  \hfill (2.2.9)

where $u_0$ is given by

$$u_0 = F^T R^{-1} r_0 - f_0.$$  \hfill (2.2.10)

Furthermore $f_0$ is the collection of regression functions evaluated at $x^{(0)}$. $r_0$ describes the cross-correlations between $x^{(0)}$ and observations as

$$r_{0i} = R(x^{(0)} - x^{(i)}, \theta) \quad i = 1, \ldots, m.$$  \hfill (2.2.11)
2.3. Ordinary Kriging

$\mathbf{R}$ is the correlation matrix of the observations given by

$$R_{ij} = R(x^{(i)} - x^{(j)}, \theta) \quad i, j = 1, \ldots, m.$$  \hfill (2.2.12)

Since the BLUP is a linear combination of Gaussian vectors the estimator has the distribution

$$\hat{\mathbf{Y}}_0 = \mathbf{a}_0^T \mathbf{Y} \sim \mathcal{N}(\mu_{\hat{Y}_0}, \sigma^2_{\hat{Y}_0}).$$  \hfill (2.2.13)

Hence, the predictor inherits convenient properties like a simple formulation of the confidence interval

$$\hat{Y}_0 \in \left[ \mu_{\hat{Y}_0} - \Phi^{-1} \left( 1 - \frac{\alpha}{2} \right) \sigma_{\hat{Y}_0}; \mu_{\hat{Y}_0} + \Phi^{-1} \left( 1 - \frac{\alpha}{2} \right) \sigma_{\hat{Y}_0} \right]$$  \hfill (2.2.14)

with the probability $1 - \alpha$ and where $\Phi^{-1}(\cdot)$ is the inverse cumulative distribution function of the standard normal distribution.

2.3 Ordinary Kriging

A simplification of UK is the so-called Ordinary Kriging (OK), see e.g. Kleijnen [2009] or Kleijnen [2017]. Here $\beta_j f_j(x^{(i)})$ of equation (2.1.1) is replaced by a constant $\mu$, which can be interpreted as the mean of the term. Therefore instead of a general polynomial trend as in UK, OK sets an unknown mean in the local neighborhood of $x^{(0)}$ and hence assumes a stationary constant mean of the underlying random function. The random function is thus defined as

$$\mathbf{Y}(x) = \mu(x) + \mathbf{Z}(x).$$  \hfill (2.3.1)

Kleijnen [2017] points out that OK is used more often than UK in practical applications, which for the author is due to the supplementary needed parameters $\beta$ of the latter which often leads to a comparably higher mean squared error. The regression matrix of UK is simplified to the unit vector $\mathbf{1}$. The generalized least-square estimate of the first stage of equation (2.3.1) is then given by

$$\hat{\mu} = \left( \mathbf{1}^T \mathbf{R}^{-1} \mathbf{1} \right)^{-1} \mathbf{1}^T \mathbf{R}^{-1} \mathbf{y},$$  \hfill (2.3.2)

and the variance estimate of $\mu$ yields

$$\hat{\sigma}^2 = \frac{1}{m} (\mathbf{y} - \mathbf{1} \hat{\mu})^T \mathbf{R}^{-1} (\mathbf{y} - \mathbf{1} \hat{\mu}).$$  \hfill (2.3.3)

The best linear unbiased predictor of equation (2.3.1) is the Gaussian random variate $\hat{Y}_0$, the mean of which reads

$$\mu_{\hat{Y}_0}(x) = \hat{\mu} + \mathbf{r}_0^T(x) \mathbf{R}^{-1} (\mathbf{y} - \mathbf{1} \hat{\mu}),$$  \hfill (2.3.4)
and its minimal variance

$$\sigma^2_{\hat{Y}_0}(x) = \sigma^2 \left( 1 - r_0^T(x) R^{-1} r_0(x) + u_0^T (1^T R^{-1} 1)^{-1} u_0(x) \right)$$ \hspace{1cm} (2.3.5)

with

$$u_0(x) = 1^T R^{-1} r_0(x) - 1.$$ \hspace{1cm} (2.3.6)

Generally, there is no analytical solution for the estimation of the hyperparameters $\theta$. Therefore the correlation matrix consisting of $\sigma^2 R(\bullet, \theta)$ is a priori unknown. In order to estimate $\theta$ the application-dependent autocorrelation function has to be chosen. The most common technique for estimating $\theta$ and its variance $\sigma^2$ is the so-called Maximum likelihood estimation (MLE). This approach is generally preferred since in contrast to other estimation methods, e.g. Variogram estimation (see Ver Hoef and Cressie [1993] or Chiles and Delfiner [1999]) or Cross-Validation (CV), it does not depend on the dimension of the input space $X$. Bachoc [2013] compared MLE and CV and established that the variance of the surrogate is larger when using CV. Furthermore if the model is correct, i.e. the variance in the observations and the expected output vanished, Bachoc [2013] points out that MLE always performs better than CV. MLE will therefore be employed in this thesis.

### 2.4 Maximum likelihood estimation for the hyperparameters

MLE tries to maximize the likelihood of the observations $y$ defined by the multivariate normal probability density function

$$L(y|\beta, \sigma, \theta) = \frac{1}{((2\pi \sigma^2)^m \left| \det R(\theta) \right|)^{1/2}} \exp \left[ -\frac{1}{2\sigma^2} (y - F\beta)^T R(\theta)^{-1} (y - F\beta) \right],$$ \hspace{1cm} (2.4.1)

which only depends on $\sigma^2, \beta$ and $\theta$. Maximizing this quantity is equivalent to minimizing its opposite natural logarithm which yields

$$-\log L (y|\beta, \sigma^2, \theta) = \frac{1}{2\sigma^2} (y - F\beta)^T R(\theta)^{-1} (y - F\beta) + \frac{m}{2} \log(2\pi)$$
$$+ \frac{m}{2} \log(\sigma^2) + \frac{1}{2} \log \left( \left| \det R(\theta) \right| \right),$$ \hspace{1cm} (2.4.2)
2.4. Maximum likelihood estimation for the hyperparameters

with the maximum likelihood estimates as a function of the hyperparameters given as

\[ \hat{\beta}(\theta) = \left( F^T R(\theta) F \right)^{-1} F^T R(\theta)^{-1} y \]

\[ \hat{\sigma}^2(\theta) = \frac{1}{m} \left( y - F \hat{\beta} \right)^T R(\theta)^{-1} \left( y - F \hat{\beta} \right). \] (2.4.3)

Equation (2.4.2) can be expressed to be only dependent on the hyperparameters with

\[ -\log L(y|\beta, \sigma^2, \theta) = \frac{m}{2} \log(2\pi) + \frac{m}{2} \log \left( \hat{\sigma}^2(\theta) \right) + \frac{1}{2} \log \left( \det R(\theta) \right) \]

\[ = \frac{m}{2} \log \left( \psi(\theta) \right) + \frac{m}{2} \left( \log(2\pi) + 1 \right). \] (2.4.4)

Here,

\[ \psi(\theta) = \hat{\sigma}^2(\theta) \left[ \det R(\theta) \right]^{1/m} \] (2.4.5)

is the so-called reduced likelihood function. Eventually the maximum likelihood estimate of the hyperparameters \( \theta \) can be calculated by evaluating an auxiliary optimization problem of the form

\[ \hat{\theta} = \arg \min_{\theta^*} \psi(\theta^*). \] (2.4.6)

Since there is no analytical solution for the optimization problem, it is necessary to use numerical optimization tools. Bouhlel and Martins [2017] mention this step as being the most challenging for the construction of surrogate models with Kriging because of the multi-modality of the likelihood function. For this reason, during optimization the hyperparameters are constrained as suggested by Martin and Simpson [2005].

The software UQLAB [Lataniotis et al., 2015], a framework for Uncertainty Quantification in MATLAB of ETH Zurich, which also employs gaussian process modeling, has three optimization methods implemented. Firstly, an interior point gradient-based method as described in Byrd et al. [1999]. Secondly, a genetic algorithm (e.g. Goldberg [1989]), which is also available as a hybrid version where the final solution of the genetic algorithm is used as a starting point of the gradient method that was previously mentioned. And at last a different population based approach known as Differential evolution (DE) [Storn and Price, 1997] as well as multiple hybrid versions of this technique.

The DACE toolbox [Lophaven et al., 2002] uses a modified version of the direct seach algorithm of Hooke and Jeeves [Hooke and Jeeves, 1961]. Researchers like Chugh et al. [2016] prefer this solution over population-based techniques due to the prohibitively high computation time of larger computational models. For a similar reason Bouhlel et al. [2016] use the derivative-free optimization algorithm.
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COBYLA [Powell, 1994]. However, instead of the minimization problem of eq. (2.4.6) Forrester et al. [2008] solve an equivalent maximization problem for the hyperparameters. The authors point out that a global search method like the genetic algorithm produces the best results for the hyperparameter determination. The comparison of different optimization techniques for the MLE optimization is out of the scope of this thesis. Hence, a hybridized particle swarm optimization similar to the method suggested by Toal et al. [2011] will be employed here.

2.5 Illustrations of Kriging

This section provides inside into the implications that different autocorrelation functions have on the effective prediction of the stationary Gaussian process and points out differences between UK and OK. Considering the one-dimensional Schwefel function $M_{\text{Schwefel}}^{1d}(x) = x \sin(x)$, with $x$ being part of the set $\{x \in \mathbb{R} | 0 \leq x \leq 15\}$, and $m = 10$ equidistant observations.

2.5.1 Autocorrelation functions

All predictions are done with the OK approach and only the autocorrelation functions are varied in order to investigate their influence. The one-dimensional hyperparameter is fitted using MLE where the optimization was found employing DE. The probabilistic predictions as well as the confidence interval for the two introduced power exponential correlation functions as well as the Matérn 3/2 and Matérn 5/2 autocorrelation functions are pictured in Figure 2.5.1. The 95% confidence-interval is also depicted as well. The results are highly dependent on the selected correlation kernel. It can be seen that the squared exponential Gaussian holds the least amount of variance, whereas the pure exponential version is the least proficient in terms of prediction quality. The prediction variance over the input space and depending on the autocorrelation functions is pictured in Figure 2.5.3. It can be clearly stated that it depends on the $x$-value positions of the given observations and on the used autocorrelation function.

The normalized version of the reduced likelihood function $\psi$ over the hyperparameter $l$ is plotted in Figure 2.5.2. The normalization was performed with respect to the largest absolute value found. It is noticeable that sharper autocorrelation functions lead to shapes of $\psi$ which are easier to minimize. It can be seen that the squared exponential Gaussian autocorrelation function leads to the worst $\psi$ in terms of ease-of-optimization since it features a large plateau which contains the sought optimal solution, which are marked on the respective lines. The Matérn autocorrelation functions offer a trade-off between prediction quality and desirable shape of $\psi$. 
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Figure 2.5.1 – Ordinary Kriging models for $\mathcal{M}_\text{Schwefel}^{1D}$ and various autocorrelation functions. The probabilistic predictions (orange curve), the function $\mathcal{M}$ (blue curve) and the 95% confidence-interval (grey area) are plotted. (a) Gaussian exponential kernel, (b) Gaussian squared exponential kernel, (c) Matérn 3/2 kernel, (d) Matérn 5/2 kernel
Figure 2.5.2 – Normalized form of the reduced likelihood function $\psi$ over hyperparameter $l$ of $M_{Schwefel}^{1D}$ for different autocorrelation functions. The optimal solution found with differential evolution algorithm is marked with a black dot on each respective line.

Figure 2.5.3 – Prediction variance over the input space for the OK approximation of $M_{Schwefel}^{1D}$ for different kernels. (a) Over the whole space, (b) Close up of (a).
2.5.2 Difference between UK and OK

As explained before the crucial difference between UK and OK is the modeling of the mean of the random function. UK assumes a polynomial trend whereas OK uses a constant mean. The difference in the parameter estimation of an unknown observation lies in the regressor matrix $F$ which is the unit vector for the OK case but in UK holds entries that assume the shape of the underlying random function. The matrix can be fully defined by the collection of regression functions $f = (f_j, j = 1, \ldots, p)^T$. Consider four different trends for the problem at hand. A linear model $f_{\text{lin}} = (1, |x|)^T$, a quadratic model $f_{\text{quadratic}} = (1, |x|, |x|^2)^T$, a cubic version $f_{\text{cubic}} = (1, |x|, |x|^2, |x|^3)^T$ and a sinusoidal depiction $f_{\text{sin}} = (1, \sin x)^T$.

Both approaches analyzed here utilize Matérn autocorrelation function. MLE has been optimized with DE to find the hyperparameters. The function approximations of the metamodels with an OK model are displayed in Figure 2.5.4. The 95% confidence intervals are fitted to the color of the respective metamodel. Hence, the 95% confidence-interval of OK appears in light red whereas the 95% confidence-interval of the UK models appears in light blue. The linear UK approach is compared to OK in Figure 2.5.4a. It can be seen that OK offers a slightly better mean estimation. Furthermore its 95% confidence-interval also has slightly smaller bounds. The same holds true for the squared UK model (Figure 2.5.4b) and the cubic version as seen in Figure 2.5.4c. However when the polynomial trend is close to the actual function as it is the case for $f_{\text{sin}}$ the UK approach yields better approximation results.

The prediction errors of the UK models and OK over the input space of function of interest $M^{1D}_{\text{Schwefel}}$ are shown in Figure 2.5.5. A full overview of the error value is shown in the upper figure whereas the focus lies on the area of the rectangle in the lower figure. It can be seen that $f_{\text{sin}}$ has the lowest prediction error. The OK version however is favored over the other three approaches.

This investigation shows that when the underlying polynomial is known and the regressor can be chosen accordingly UK can yield very good results. However this is rarely the case for computer experiments. Therefore OK will be preferred for this work as it offers the best mix between accuracy and time efficiency as no extra weights need to be computed.
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Figure 2.5.4 – Differences in function approximation between OK and different trend functions with UK. Blue filler indicates the 95% confidence interval of the respective UK function whereas red filler shows the 95% confidence interval of UK. (a) Linear Regessor, (b) Squared regressor, (c) Cubic regressor, (d) Sinus regressor.
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(a) Prediction variances of the metamodels.

(b) Close up of window of (a).

Figure 2.5.5 – Prediction variance for the OK approximation of $\mathcal{M}^{1D}_{Schwefel}$ for four different UK models defined by their regressor functions.
2.6 Comparison of metamodeling techniques

Ordinary Kriging is compared to commonly found surrogate modeling techniques in this section. The basis of this comparison is the one-dimensional Schwefel function $M_{\text{Schwefel}}^{1D}$ on the domain $[0, 35]$. Common metamodel techniques for regression are SVM (e.g. Clarke et al. [2005]), RBFN (Park and Sandberg [1991]), Neural Networks (NN) in form of multilayer perceptron and PR (see e.g. Edwards [2002]).

For the comparison OK is utilized using the Matérn 3/2 autocorrelation function. The SVM is employed using the radial basis kernel as well as an automatic choice of the scale value for the kernel function as defined in the MATLAB software. For the RBFN the hidden layer has 10 neurons. The centers are calculated with K-means clustering algorithm and the widths are set to unity.

For the polynomial regression a seven degree best fit (in a least-squares sense) for the data is used. The NN is employed with 1 hidden-layer with 20 neurons and tanh activation function where Bayesian regularization is used as the training function. The approximation results of $M_{\text{Schwefel}}^{1D}$ for the 5 given metamodeling techniques for 20, 25 and 30 sample points respectively are shown in Figure 2.6.1. Here, the right-hand sides show the results for the whole input domain. Whereas the left-hand sides focus on the domain as highlighted with the rectangle. It can be seen that SVM and PR are not able to obtain a good approximation with the given data. OK, RBFN and NN show around the same approximation capabilities. With increasing sample size the error gets reduced. The Mean Absolute Error (MAE) of the three sample examples is listed in Table 2.6.1. The MAE is defined by

$$\text{MAE} = \frac{1}{m} \sum_{i=1}^{m} \left| y_i - \hat{Y}_i \right|,$$

(2.6.1)

where $m$ is the number of design points, $y_i$ are the exact responses and the estimated response values are given by $\hat{Y}_i$. The results indicate that OK yields the best approximation of the target function for all three sample sizes. As a side-note as illustrated in Figure 2.6.2 SVM needs around 300 sample points to yield equivalent results to OK, RBFN and NN. PR is not able to proficiently fit the data even with 300 sample points.
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Figure 2.6.1 – Comparison of different metamodel techniques for $M_{Schwefel}^{1D}$ and 20, 25 and 30 samples respectively. The sample locations are indicated by the dots below the curves. Left hand-side corresponds to the whole domain. Right hand-side illustrates the domain in of the highlighted box.
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| Metamodel method | 20 Samples | 25 Samples | 30 Samples |
|------------------|------------|------------|------------|
| SVM              | 11.1664    | 9.9002     | 9.7856     |
| OK               | **2.6769** | **0.6724** | **0.1553** |
| RBFN             | 3.098      | 0.8872     | 0.2149     |
| NN               | 7.6794     | 0.6995     | 0.3571     |
| PR               | 11.5258    | 9.4992     | 9.4619     |

Table 2.6.1 – Comparison of the mean absolute error for $M_{Schwefel}^{1D}$ of 5 metamodeling techniques for different sample sizes.

Figure 2.6.2 – Comparing SVM and PR for 300 sample points in the domain for $M_{Schwefel}^{1D}$.铆
2.7 Limitations of Kriging

The limitations and challenges when utilizing Kriging as a surrogate model approach for computer experiments are summarized in the following section.

2.7.1 High dimensional problems

Problematic with the Kriging approach for building surrogate models is the fact that the models are only limitedly suited for large dimensional problems ($n > 15$). The reason for this is the resulting prohibitively high computational complexity. Recent works in the field have addressed this problem (see e.g. [Bouhlel et al. 2016] or [Damianou and Lawrence 2013]). Chugh et al. [2016] and Hensman et al. [2013] mention that the complexity of training in Kriging is $O(m^3)$, where $m$ is the size of training data. Furthermore when the hyperparameters are determined by using MLE the issue is even more apparent [Chugh et al., 2016]. Liu et al. [2014] determined that when constructing a Kriging model for a 50-dimensional benchmark problem for a training set of $m = 150$ it takes between 240-400s to obtain the hyperparameters using the MATLAB optimization toolbox on a Xeon 2.66 GHz computer. When the number of training data is increased to 250 and 550 the computation time takes between 1000-1800s and 12000-20000s respectively. These results suggest that using Kriging for computationally efficient surrogates is no longer viable for high-dimensional problems. Especially the optimization of the subproblem, MLE, can be an issue because of the matrix inversion needed. Solutions are to reduce the number of hyperparameters, e.g. proposed by [Mera 2007], albeit including the assumption that the applicable Kriging models employ the same dynamics in all directions. [Bouhlel et al. 2016] propose to introduce partial least squares dimension reduction to effectively reduce the number of hyperparameters and speed up the surrogate construction.

2.7.2 Degeneracy of the covariance

A second problem is the degeneracy of the covariance and therefore correlation matrix, which makes the inversion of the correlation matrix with numerical tools unreliable because some columns of the matrix are almost identical. This may occur in case of linear dependencies between covariances of subsets of sample points, which is commonly found when observed points are too close to each other. Generally this occurs when the information of the observations is made redundant by the covariance function. This is often found in Kriging procedures involving sequential sampling since the sample points tend to pile up around the region’s of interest (for more information see section 3).
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Mainly, three different solutions were presented in the literature to circumvent this problem:

- by controlling the location of generated sample points to guarantee good conditioning (see e.g. Osborne et al. [2009] or Rennen [2009]),
- by selecting the correlation function so that respective matrix avoids to become ill-conditioned. Influences on the condition number are researched in Davis and Morris [1997],
- by regularizing the covariance matrix. This can for example be done by introducing a pseudoinverse [Mohammadi, 2016] or by adding a small scalar to the diagonal, which is called a "nugget" (see e.g. Booker et al. [1999] or Santner et al. [2013]).

The pseudoinverse and the 'nugget' approach are the literature standard, since in contrast to the other approaches they can be used a posteriori in computer experiments algorithms without major redesign of the methods [Mohammadi et al., 2016]. Approaches involving the pseudoinverse and and a regularization involving "nuggets" are compared in Mohammadi et al. [2016].

2.8 Concluding remark

The mathematical background of Kriging has been presented. The general properties have been explained and differences between Universal and Ordinary Kriging have been highlighted. MLE has been explained as a mean to compute the hyperparameters of the metamodel process. Limitations of the Kriging approach and solutions to these limitations employed in this thesis have been described. As a result of the discussions the following modeling choices will be made:

- Ordinary Kriging will be utilized.
- The 3/2 Matérn autocorrelation function will be employed.
- The MLE will be utilized for the determination of the hyperparameters. The given optimization problem will be solved with a hybridized particle swarm optimization procedure.
Chapter 3

Adaptive Sampling techniques

In this chapter the selection of the best design of experiments \( X = (x^{(i)}, i = 1, \ldots, m) \) in context of the emulator \( \mathcal{M} \) providing an accurate representation of \( \mathcal{M} \) over the entire input space \( X \) is investigated. A created emulator should contain as few sample points \( m \) as possible. Two general arguments substantiate this thesis. Firstly, a surrogate model is constructed to emulate a computationally expensive simulation model. In order to be viable the building cost of a metamodel together with the resources of performing an analysis of interest (e.g. optimization, reliability analysis) with this model needs to be far smaller than an equivalent computation with the expensive-to-evaluate simulator \( \mathcal{M} \). Secondly, when the number of sample points in the dataset \( D \) gets too large a constructed \( \tilde{\mathcal{M}} \) becomes computationally inefficient and even insoluble (see e.g. Dubourg [2011]). Because the mapping \( \mathcal{M} \) is assumed to be a black box, the size of the experimental design for the desired accuracy is difficult to predict. Sequential design and in particular adaptive sampling offers a solution to this problem since it selects samples in an iterative procedure. Adaptive sampling techniques can be distinguished by the number of new sample points that are iteratively added. Liu et al. [2017b] use the term single selection to denote that one sample point is generated per iteration. In contrast batch selection describes the case when more than one sample point is added to the dataset per iteration. This approach is of interest when working with parallelization of surrogate model construction. However, Liu et al. [2017b] mention that single selection adaptive sampling approaches are the main focus of research in the literature because new points are commonly determined with the help of an auxiliary optimization procedure. Hence, single selection approaches will also be employed in this thesis. The general workflow of a single selection adaptive sampling technique used for global metamodeling is depicted in Figure 3.0.1.
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A bounded design space $\mathcal{X}$
A score function $\text{Score}$
A simulator $\mathcal{M}$

Initial input data $\mathcal{X} = \{x^{(1)}, \ldots, x^{(m)}\}$

Evaluate the simulator $\mathcal{M}$ at new input ($\mathcal{X}$ or $x^{(m+1)}$)

Update the dataset with responses $\mathcal{Y}$
$\mathcal{D} = \{\mathcal{X}, \mathcal{Y}\}$

Fit the metamodel $\tilde{\mathcal{M}}(\mathcal{D})$

Find the best next sample point
$x^{(m+1)} = \arg \min_{x^* \in \mathcal{X}} \text{Score}(x^*)$

$m = m + 1$

Convergence?

no

yes

Done!

Figure 3.0.1 – General workflow of creating a surrogate model with an adaptive sampling approach.

Consider a set of initial data $\mathcal{D}_{ini} = \{(x^{(i)}, y^{(i)}), i = 1, \ldots, m\}$. The creation of the surrogate model begins by fitting $\mathcal{M}$ to this data. New points are iteratively added to the dataset $\mathcal{D}$ until a convergence criterion is reached. These points are generated based on an adaptive sampling criterion, which solves an optimization problem. Assume single selection so that a single new sample point $x^{(m+1)}$ is generated in each iteration then this point is determined by minimizing a score function or refinement criterion of the form

$$x^{(m+1)} = \arg \min_{x^* \in \mathcal{X}} \text{Score}(x^*) \ . \quad (3.0.1)$$
Generally, as illustrated in Figure 3.0.2, an adaptive sampling approach needs to consider a trade-off between two conflicting parts, namely, local exploitation and global exploration:

- **Global exploration**: this part aims to explore the domain evenly in order to detect unknown regions of interest, i.e. nonlinear behavior such as discontinuities or optima. This way regions with large prediction error can be identified. Global exploration is independent of the evaluated responses.
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- **Local exploitation.** This part is key for adaptive sampling approaches. It aims to generate data points in (already identified) interesting regions to reduce the prediction error there. The prediction error however is a priori unknown. As an example consider a global minimum in the black box. In order to accurately represent the minimum with the metamodel the sampling process needs to focus on generating more samples around this domain. In contrast to global exploration local exploitation involves the evaluated outputs of earlier iterations in order to guide the sampling process.

Some proposed methods just focus to optimize one of the effects. For example the global Monte Carlo method MC-intersite-proj-th (MIPT) which was developed by [Crombecq et al., 2011c] purely relies on exploration. The idea is to find the best new adaptive sampling point by finding the best possible candidate out of a large number of randomly generated points by just considering the distance to existing sampling points. Another example is the Maximin Scaled Distance (MSD) method [Jin et al., 2002], which aims to maximize the minimum distance between existing points.

However for an optimization of the sampling procedure, exploration and exploitation can be combined to yield a function of the form [Liu et al., 2017b]

$$\text{Score}(\text{local}(x), \text{global}(x)) = w_{\text{local}} \cdot \text{local}(x) + w_{\text{global}} \cdot \text{global}(x).$$ (3.0.2)

Here $w_{\text{local}}$ is the weight for the local exploitation, whereas $w_{\text{global}}$ represents the corresponding value for global exploration. The summation of the values yields unity. $\text{local}(x)$ and $\text{global}(x)$ are user-defined functions specifying the chosen adaptive sampling technique. This definition leads to a refinement criterion optimization problem for the new sample point of the form

$$x^{(m+1)} = \arg \min_{x^* \in X} \text{Score}(\text{local}(x^*), \text{global}(x^*)).$$ (3.0.3)

Inspired by the work of [Liu et al., 2017b] three different strategies for flexible balance strategies can be summarized.

- **Decreasing strategy.** The strategy depicted in Figure 3.0.3a works as follows. The global weight $w_{\text{global}}$ is near 1 at the beginning of the metamodel construction. This leads to a reasonable exploration of the input space in order to determine regions of interest. During the computation the $w_{\text{global}}$ decreases while $w_{\text{local}}$ increases until the latter is near zero at the end of the metamodel construction. This implies pure local exploitation of the interesting regions at the end of the computation. Two applications of this strategy are given in [Turner et al., 2007] and [Kim et al., 2009].
• **Greedy strategy.** Here, a strategy is introduced which governs a switch between pure exploitation and exploration. (see for example Sasena [2002] and Sasena et al. [2002]). An example procedure is depicted in Figure 3.0.3b. Initially, starting with full global exploration the uncertainty of the entire domain is reduced. Then after the switch the local exploitation starts to efficiently enhance the accuracy of the model locally. If the improvement of accuracy in the local domains is considered sufficient the procedure switches back to global exploration to find new undiscovered regions of interest. Therefore with as few points as possible the strategy iteratively swaps between global exploration and local exploitation.

• **Switch strategy.** This strategy employs dynamic switching between local and global weights. Herein, the weights are changed by taking information from previous iterations into account, i.e. the differences between prediction errors. This strategy is visualized for an example in Figure 3.0.3c. In their paper Singh et al. [2013] show that this procedure works more efficiently than the decreasing and greedy strategies. It has also been employed in Liu et al. [2017a].

![Figure 3.0.3](image.png)

**Figure 3.0.3** – Adaptive strategies to balance local exploitation and global exploration. (a) Decreasing strategy, (b) Greedy strategy, (c) Switch strategy.

Generally, four categories of adaptive sampling approaches can be identified in the literature. Here, it is assumed, that the initial experimental design was built and that a first metamodel $\tilde{M}$ is available.
3.1 Cross-validation based adaptive sampling

A generic, i.e. model-independent, approach that is used in the literature is the so-called Cross-validation based adaptive sampling. This group of methods either use the actual CV error or the Cross-Validation Variance (CVV) to find the location of new sample points by estimating the actual prediction error. CV has been thoroughly studied by multiple researchers including e.g. Cressie [1992] or Meckesheimer et al. [2002].

The basic idea of CV is to judge a constructed surrogate model by its performance with respect to unknown data. For the k-fold cross validation (see e.g. Fushiki [2011]) for example a dataset \( D \) and \( K \) mutually exclusive and collectively exhaustive subsets of \( D \) with \( \{D_k, k = 1, \ldots, K\} \) may be given, then \( D \) can be split with

\[
D_i \cap D_j = \emptyset, \quad \forall (i, j) \in [1; K]^2 \quad \text{and} \quad \cup_{k=1}^{K} D_k = D. \tag{3.1.1}
\]

When fitting the model employing all except the k-th subset \((D \setminus D_k)\) the k-th set of cross-validated prediction can be determined if a prediction is made on the specific subset that was left apart. The leave-one-out cross-validation (LOCVV) is a special case of the general form, whereby \( K = m \). This approach is commonly used (see e.g. Liu et al. [2016b], Martin and Simpson [2003] or Laurenceau and Sagaut [2008]) and will be investigated in this thesis.

Let the prediction from a surrogate model \( M_{\text{LOOCV}} \) that was constructed from the reduced dataset \( D_{-1} = D \setminus (x^{(i)}, y_i) \) and evaluated at the point \( x^{(i)} \) be written as \( \hat{Y}_{-i} \) in the following. The general LOOCV error at point \( x^{(i)} \) then yields

\[
\hat{e}(x^{(i)}) = \hat{e}_i = |y^{(i)}(x^{(i)}) - \hat{Y}_{-i}(x^{(i)})|, \quad 1 \leq i \leq m. \tag{3.1.2}
\]

Small \( \hat{e}(x^{(i)}) \) suggest that the effect of a loss of \( x^{(i)} \) to the surrogate model is not significant, which implies a well fitted metamodel around \( x^{(i)} \). On the contrary large values of \( \hat{e}(x^{(i)}) \) give the recommendation that more sample points are needed in the surrounding domain of \( x^{(i)} \). This conclusion leads to the idea of an adaptive sampling process in areas with larger local LOOCV error.

Using the cross-validation errors \( \hat{e} = \{\hat{e}_1, \ldots, \hat{e}_m\} \) a generalized error, the so-called Generalized Mean Square Cross-Validation Error (GMSE) (see e.g. Liu et al. [2016b]) can be obtained with

\[
\text{GMSE} = \sqrt{\frac{1}{m} e^T e}. \tag{3.1.3}
\]
3.1. Cross-validation based adaptive sampling

Liu et al. [2016b] mention that the GMSE generally overestimates the real mean-squared error of the metamodel, however this effect can be diminished by utilizing a sufficient number of observed points as e.g. stated in Viana et al. [2009]. Jin et al. [2002] proposed a generalized version of the LOOCV defined as

\[ \hat{\epsilon}(x) = \sqrt{\frac{1}{m} \sum_{i=1}^{m} \left( y(i)(x) - \hat{Y}_{-i}(x(i)) \right)^2}. \] (3.1.4)

This approach was also employed by Kim et al. [2009] and extended to include a weighted version of the LOOCV by Jiang et al. [2015].

Generally, two problems can be observed when using CV for adaptive sampling. Firstly, as pointed out the LOOCV error is not a sufficient measure of the accuracy of the metamodel but in fact a measure of the sensitivity or insensitivity of the model to lost information [Cressie, 1992]. Therefore an error estimation is needed for points which are not part of the current design, i.e. unobserved points. To account for this issue some researchers like Aute et al. [2013] and Li et al. [2010a] propose to develop a metamodel \( M_{\hat{\epsilon}} \) for the error at unobserved points.

Secondly, Jin et al. [2001] point out that a pure cross-validation based sampling approach can lead to clustered samples. Therefore this approach represents a pure focus on local exploitation. Aute et al. [2013] and Li et al. [2010a] counter this problem by introducing a distance constraint involving a space-filling metric \( S \) in order to only create new sample points within a limit euclidean distance to existing points and therefore to account for global exploration. The optimization problem to generate new sample points then reads

\[ x^{(m+1)} = \arg \max_{x^* \in X} M_{\hat{\epsilon}}, \]

\[ \text{with } \| x^* - x_k \| \geq S, \forall x_k \in X. \] (3.1.5)

Aute et al. [2013] and Li et al. [2010a] also suggest formulations to determine the space-filling criterion \( S \).

Aute et al. [2013] call their approach Space-Filling Cross Validation Tradeoff (SFCVT) and utilize a maximin criterion. In a first step the minimum distance of each point in the design of experiments \( X \) is determined

\[ ds(x^{(i)}) = \min \left( \| x^{(i)} - x^{(j)} \| \right), \quad \forall x^{(i)} \in X \cap (i \neq j). \] (3.1.6)

In a second step the maximum of these minimum distances is computed and the space-filling criterion is set to be one half of the resulting value

\[ S = 0.5 \max (ds(x^{(i)})), \quad \forall x^{(i)} \in X. \] (3.1.7)
Li et al. [2010a] present a method called ACcumulative Error (ACE) for which they define an exponential Degree-of-Influence (DOI) function

$$DOI(x^{(i)}) = \exp\left(-\alpha \| x^{(i)} - x^{(0)} \| \right).$$

(3.1.8)

The DOI represents a measure for influence that the LOOCV error has for $x^{(i)}$ over $x^{(0)}$. The factor $\alpha$ adjusts the rate of decreasing influence. The authors offer a summary of the effect of $\alpha$ on the sampling algorithm and provide a coherent formulation of determining its value. The new sampling point can be generated from the constrained optimization

$$x^{(m+1)} = \arg \max_{x^* \in \mathbb{X}} \sum_{i=1}^{n} \hat{e}(x^{(i)}) \left( \exp\left(-\alpha \| x^{(i)} - x^* \| \right) \right),$$

(3.1.9)

with $\| x^{(i)} - x^* \| \geq S$.

The cluster threshold $S$ is then obtained in a two-step process. Firstly, the minimum distance among all sample points in the DOE is calculated. Secondly the average value of these minimum distances is determined. The cluster threshold is then one-half of this average value.

Jiang et al. [2015] follow a similar approach to account for the global exploration and set the value of $S$ according to a multi-step procedure involving averaging the minimum distance to surrounding points of the design.

Other researchers split up the design space and select the partition with the highest CV error and therefore are able to account for global exploration in this way. An early adaption of this technique was given by Devabhaktuni and Zhang [2000], who utilized $2^n$ regions for this approach. A similar method known as Cross-Validation-Voronoi (CVVOR) was presented by Xu et al. [2014] who employs the Voronoi diagram algorithm as described by Aurenhammer [1991] to subdivide the design space into Voronoi cells. The cell with the largest CV error is selected as the one to generate a new sample point in. This approach manages to find a sensible balance between local exploitation and local clustering of sample points. The general scheme of the method is illustrated in Box 3.1.

A different approach called the the Smart Sampling Algorithm (SSA) was introduced by Garud et al. [2017]. Here the authors use the cross-validation technique to create a set of optimization problems to generate a new sample point.

In order to account for exploration the authors choose the Crowding Distance Metric (CDM)

$$CDM(x) = \sum_{i=1}^{m} \left( \| x - x^{(i)} \| \right)^2,$$

(3.1.10)

as presented by Zhang et al. [2012] in order to account for global exploration. A higher metric value indicates a local isolation of a sample point.
3.1. Cross-validation based adaptive sampling

- Given a design of experiments $\mathcal{X} = \{x^1, \ldots, x^m\}$
- Given a set of observations $\mathcal{D} = \{(x^{(i)}, y^{(i)}) , i = 1, \ldots, m\}$.
- Construct metamodel $\hat{M}$ with $\mathcal{D}$.

While stopping criterion is not reached.
Do:
- Partition the current DOE into a set of Voronoi cells $C = \{C_1, \ldots, C_m\}$
- Find the sensitive Voronoi cell $C_{\text{sensitive}}$ by comparing the prediction error of each cell.
- Determine the new sample point $x^{(m+1)}$ by utilizing the point in the cell farthest away from the corresponding cell sample point $x_{\text{sensitive}}$.

end

Box 3.1 – Algorithm for CVVOR

The exploitation is assured by a departure function $\Delta$. It provides a measure for the impact of generating a new sample point close to an existing one. For all points of the observations it is given as

$$\Delta_j(x) = \tilde{M}(x) - \tilde{M}_j(x), \quad j = 1, \ldots, m.$$  \hspace{1cm} (3.1.11)

Here $\tilde{M}_j$ is the surrogate model constructed from all points of the DOE except for $x^{(j)}$.

The crowding metric and the departure function are then combined in order to obtain the new sample point which should maximize both measures. This is achieved by multiplication. For each point of the DOE an optimization problem can be established with

$$x^{(m+1)} = \arg \max_{x^* \in \mathcal{X}} (\Delta_j(x^*))^2 CMD(x^*), \quad j = 1, \ldots, m.$$  \hspace{1cm} (3.1.12)

The new sample point is the one with the optimal solution of this equation. The algorithm is summarized in Box 3.2.
• Given a set of observations $D = \{(x^{(i)}, y^{(i)}) \mid i = 1, \ldots, m\}$.

• Construct metamodel $\hat{M}$ with $D$.

While stopping criterion not reached.
Do:

Compute $CMD_j = CMD(x^j)$ using equation (3.1.10).

Arrange $CMD_j$ in descending order. Define an index for the order $p = 1, \ldots, m$. Set $p = 1$.

Define subset of observations with $D_p = \{(x^{(p)}, y^{(p)})\}$.

Construct metamodel $\hat{M}_p$ with $D_{-1} = D \setminus D_p$.

Solve equation (3.1.12) and gain optimal solution $x^\star$.

If $\exists i = 1, \ldots, m$ such that $\|x^\star - x^{(i)}\| < \epsilon$, set $p = p + 1$. Else set the new sample point $x^{(m+1)} = x^\star$.

end

Box 3.2 – Algorithm for SSA

Generally new sample points for CV based adaptive sampling can be obtained by finding the solution to the optimization problem of the form

$$x^{(m+1)} = \arg\max_{x^\star \in X} \text{Score}(\hat{e}(x^\star), d(x^\star)) .$$

(3.1.13)

Here local exploitation is achieved by evaluating some variant of a cross-validation error, and global exploration is controlled by a distance constraint or a partitioned input space.

Dubrule [1983] presented a way to calculate the leave-one-out predictions specifically for universal Kriging. The derivation starts by introducing the matrix $S$ as

$$S = \begin{bmatrix} \sigma^2 R & F \\ F^T & 0 \end{bmatrix} .$$

(3.1.14)

Let then the matrix $B$ be defined by

$$B_{ij} = S_{ij}, \quad i, j = 1, \ldots, m .$$

(3.1.15)

Dubrule [1983] concluded that the mean and the variance of the $m$ leave-one-out
predictions come out to

\[ \mu_{\hat{Y}_{-i}} = - \sum_{j=1}^{m} \frac{B_{ij}}{B_{ii}} \cdot y^{(j)}, \quad i = 1, \ldots, m \]  

(3.1.16)

and

\[ \sigma^2_{\hat{Y}_{-i}} = \frac{1}{B_{ii}}, \quad i = 1, \ldots, m. \]  

(3.1.17)

Then, the GMSE for Kriging reads

\[ GMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (\mu_{\hat{Y}_{-i}} - y^{(i)})^2}. \]  

(3.1.18)

Instead of the GMSE the Kriging-related literature introduces the Generalized Cross-Validation (GCV) score as introduced by [Golub et al. 1979] to measure the cross-validation. The definition however varies in the literature, a good overview is given in Gu and Xiang [2001]. In this thesis the GCV score is written as

\[ Q^2 = 1 - \frac{1}{m} \sum_{i=1}^{m} \left( \frac{\mu_{\hat{Y}_{-i}} - y^{(i)}}{\sigma_{\hat{Y}_{-i}}} \right)^2. \]  

(3.1.19)

### 3.2 Variance-based adaptive sampling

The basic concept of variance-based adaptive sampling relies on the idea that large prediction errors of the surrogate model \( \tilde{M} \) occur in domains with large prediction variances. Since the prediction variance is a byproduct of the Kriging metamodel generation, this strategy evolves natural out of the Kriging procedure. Variance-based adaptive sampling methods rely on the inner properties of the metamodel, i.e. exhibit stochastic properties, and are then model-dependent and hard to extend to other surrogate modeling techniques that do not offer simple ways to obtain their prediction variance.

Intuitively, one can use the Mean-Squared Error (MSE) (c.f. eq. (2.2.9)) to sample a new point. Jin et al. [2002] employ this approach, which writes

\[ x^{(m+1)} = \arg\min_{x^* \in \mathcal{X}} \left( \arg\max_{x^* \in \mathcal{X}} \sigma_Y(x^*) \right). \]  

(3.2.1)

Here the new sample is selected at the point which minimizes the largest MSE in the existing Kriging model. The approach is commonly referred to as Maximum Mean-Squared Error (MMSE) [Sacks et al. 1989]. In fact, this strategy is a
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special representation of the entropy approach presented by Shannon [1948] and further developed by Currin et al. [1988] and later Currin et al. [1991] for the case that only one new point is selected at each iteration. Another strategy developed by Sacks et al. [1989] called Integrated Mean-Squared Error (IMSE) considers a weighted averaged MSE value over the entire input space of the form

$$x^{(m+1)} = \arg \min_{x^* \in X} \int_X \sigma_Y(x^*) w(x^*) dx^*,$$

(3.2.2)

where $w$ is a probability density function which means a unit integral over $X$. It selects a new point that minimizes the averaged best linear unbiased predictor over the entire domain after adding it in the sample set. The entropy approach, the MMSE approach and the IMSE approach are in this form not suitable for other metamodels than Kriging.

However the representation of the prediction error solely with the prediction variance is inaccurate as can be seen when reintroducing, e.g. the bias-variance decomposition explained by Geman et al. [1992] in the field of neuronal networks

$$\frac{E\{[\hat{Y}(x) - y(x)]^2\}}{\text{estimation error}} = \frac{E\{[\hat{Y}(x) - y(x)]^2\}}{\text{bias}} + \frac{E\{[\hat{Y}(x) - E(y(x))]^2\}}{\text{variance}}.$$

(3.2.3)

This equation highlights the potential of adjusting the prediction variance to reduce the estimation error. The left-hand side of the equation represents the prediction error. The first term of the right-hand side is the difference between the prediction response $\hat{Y}$ and the actual response $y$, is the bias [Geman et al., 1992]. The second term is the prediction variance $\sigma^2_Y$ of the surrogate model. Therefore when reducing the estimation error both the bias and the variance need to be decreased. Since the actual response is unknown the bias in itself is non-adjustable. However information about the estimation of the bias can be used to adjust the prediction variance $\sigma^2_{adj}$.

New points with this strategy can be written in the general form of exploration and exploitation as

$$x^{m+1} = \arg \min_{x^* \in X} \text{Score} (\sigma_{adj}(x^*), \sigma_Y(x^*)).$$

(3.2.4)

The local exploitation is achieved with the prediction variance, whereas the variance of the surrogate model provides the global exploration of the adaptive sampling process. In general, there are two ways to make an adjustment on the prediction error to account for the bias, namely internal and external variance-based approaches.
3.2. Variance-based adaptive sampling

3.2.1 Internal variance-based adaptive sampling

The first adjustment strategy is to incorporate the bias information directly into the prediction variance. As established for stationary Gaussian processes the correlation function only depends on the euclidean distance between two points. Lin et al. [2004] used this to establish an adjusted correlation function of the general form

\[
\hat{\sigma}(x^{(i)}, x^{(j)}) = \sigma^2 R_{adj}(x^{(i)}, x^{(j)}, \theta, \eta_i, \eta_j).
\] (3.2.5)

Here the adaption of the prediction variance is achieved by introducing two adjustment factors \(\eta_i\) and \(\eta_j\) that try to introduce the prediction bias at the sample points \(x_i\) and \(x_j\). Since the correlation matrix affects the prediction variance, this method presents a way to include the bias information. However generally the values of the two factors are unknown. Using the cross-validation error to make estimations, Liu et al. [2016a] could establish values for these factors. The authors called their approach Adaptive maximum entropy (AME). In order to avoid local clustering the adjustments factors are set to be

\[
\eta_i(x^{(i)}) = \left(\frac{\hat{e}_i(x^{(i)})}{\hat{e}_{\text{max}}}\right)\gamma,
\] (3.2.6)

where \(\hat{e}_i(x^{(i)})\) is the LOOCV error at the sample point \(x^{(i)}\). \(\hat{e}_{\text{max}}\) is the maximum LOOCV error. Given the auxiliary notation

\[
r_i^* = R_{adj}(x^* - x^{(i)}, \theta, \eta_i), \quad i = 1, \ldots, m,
\] (3.2.7)

with the adjusted correlation function, \(R_{adj}(\bullet)\) the matrix

\[
R^* = \begin{bmatrix}
R_{adj} & r_i^*
\end{bmatrix}
\] (3.2.8)

can be defined with the goal to find a new sample point by maximizing the determinant of the correlation matrix. Therefore the optimization problem is of the form

\[
\arg\max_{x^* \in \mathbb{X}} = \det \left(\sigma^2 R^*(x^*)\right).
\] (3.2.9)

The sampling procedure for AME is summarized in Box 3.3.

3.2.2 External variance-based adaptive sampling

This strategy adds an external bias term to the prediction variance to adjust it. Jones et al. [1998] proposed the so-called Expected Improvement (EI) criterion.
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- Given a design of experiments \( \mathcal{X} = \{ \mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(m)} \} \)

- Choose a trade-off search pattern \( \gamma = \{ \gamma_1, \ldots, \gamma_N \} \) and set \( \Theta = 1 \)

While the adaptive sampling stopping criterion is not satisfied. Do:

Construct metamodel \( \hat{M} \) with regular covariance matrix.

Determine the trade-off coefficient. Set \( \gamma = \gamma(\Theta) \). If \( \Theta > N \) set \( \Theta = 1 \).

Adjust covariance matrix entries.

Identify new sampling point with optimization scheme.

end

Box 3.3 – Algorithm for AME

For this the authors introduce what they call improvement as a random variable of the form

\[
I(\mathbf{x}) = \begin{cases} 
    y_{\min} - \hat{Y}(\mathbf{x}), & \text{if } \hat{Y}(\mathbf{x}) \leq y_{\min} \\
    0, & \text{otherwise}
\end{cases}
\]

(3.2.10)

Here \( y_{\min} = \{ y^{(i)}, i = 1, \ldots, m \} \) defines the minimum value of \( \mathcal{M} \) in the dataset \( \mathcal{D} \). 

[Jones et al. 1998] describe this variable with its expectation, yielding the expected improvement

\[
EI(\mathbf{x}) \equiv \mathbb{E}[I(\mathbf{x})] = \int_{-\infty}^{y_{\min}} (y_{\min} - \hat{y}) \varphi \left( \frac{\hat{y} - \mu_{\hat{Y}}(\mathbf{x})}{\sigma_{\hat{Y}}(\mathbf{x})} \right) d\hat{y}
\]

(3.2.11)

which turns into [Bichon 2010]

\[
EI(\mathbf{x}) = (y_{\min} - \mu_{\hat{Y}}(\mathbf{x})) \Phi \left( \frac{y_{\min} - \mu_{\hat{Y}}(\mathbf{x})}{\sigma_{\hat{Y}}(\mathbf{x})} \right) + \sigma_{\hat{Y}}(\mathbf{x}) \varphi \left( \frac{y_{\min} - \mu_{\hat{Y}}(\mathbf{x})}{\sigma_{\hat{Y}}(\mathbf{x})} \right)
\]

(3.2.12)

where \( \varphi \) and \( \Phi \) are the standard Gaussian PDF and CDF respectively. The next point that should be added is then defined by

\[
x^{(m+1)} = \arg \max_{\mathbf{x}^* \in \mathcal{X}} EI(\mathbf{x}^*)
\]

(3.2.13)
The EI function may be interpreted as a fixed balance between global exploration and local exploitation. The first term of eq. (3.2.12) favors exploitation, whereas the second term searches for new regions of interest and is therefore the part responsible for exploration. Various variants and improvements can be found in the literature. Sóbester et al. [2005] presented the Weighted Expected Improvement (WEI), which introduces a tuneable parameter \(0 \leq w \leq 1\) to the expected improvement in the form of

\[
WEI(x) = w (y_{\text{min}} - \mu_{\hat{Y}}(x)) \Phi \left( \frac{y_{\text{min}} - \mu_{\hat{Y}}(x)}{\sigma_{\hat{Y}}(x)} \right) \\
+ (1 - w) \sigma_{\hat{Y}}(x) \phi \left( \frac{y_{\text{min}} - \mu_{\hat{Y}}(x)}{\sigma_{\hat{Y}}(x)} \right)
\] (3.2.14)

in order to be able to adjust the weights on global exploration and local exploitation. Evident values for \(w\) are \(w = 0\) which yields full exploration, \(w = 1\) which focuses on exploitation. For \(w = 0.5\) the algorithm becomes equivalent to EI. Another approach is given by Xiao et al. [2012] with the Adaptive Weighted Expected Improvement (AWEI), which is built up on WEI. The issue with the latter are the model-dependent weights. AWEI tunes the parameter \(w\) in response to the environment feedback, e.g. initial tests. Lam [2008] introduced the Expected Improvement for Global Fit (EIGF). It selects new points in regions with significant variation of the response values. It can be written as

\[
EIGF(x) = (\mu_{\hat{Y}}(x) - y(x^*))^2 + \sigma^2_{\hat{Y}}(x),
\] (3.2.15)

where \(x_*\) is the sample point that is closest in distance to the candidate \(x\). Hence, \(y(x_*)\) is the response at that point. The first term in the right-hand side represents the role of exploitation. It is large when the estimation of the response \(\hat{Y}(x)\) tends to be different than the response at the nearest point. The global exploration, given by the second term on the right-hand side, is larger when the model has more uncertainty inherent. A different procedure is employed by Busby [2009] who uses a discontinuous adaptive gridding scheme to partition the input space and to account for exploration. The method is termed Hierarchical Adaptive Experimental Design (HAED) by the author. The idea is to split a normalized input space in \(\mathbb{R}^n\) into smaller hypercuboidal subdomains of equal size, where the edge length of such cells in the dimension \(i\) corresponds to the correlation length \(\theta_i\) of the Kriging technique. After that the prediction error is estimated in each cell by calculating the root mean-squared error of all sample points in a given cell. If a cell contains no points the corresponding value is set to \(+\infty\). Therefore when the root mean-squared error is small the metamodel
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accurately approximates the mapping. In cells with higher local prediction error
new sample points need to be added. This can be done until a stopping criterion
is reached.

A recently introduced external variance-based technique involving the switch
strategy was presented by Liu et al. [2017a]. The authors employ the decompo-
sition of equation (3.2.3) and term the technique Maximizing Expected Prediction
Error (MEPE). Here the true bias term $e_{true}^2$ incorporating the first term of the
right-hand side of equation (3.2.3) is estimated by a continuously approximated
LOOCV error $\hat{e}(x)$ the variance is given by the natural Kriging prediction vari-
ance. The authors introduce a balance factor $\alpha$ to adjust the exploitative bias
term and the exploratory variance term in order to adaptively switch between
the two components depending on the estimation quality of the bias term. The
continuous Expected Prediction Error (EPE) to be maximized is given by

$$EPE(x) = \alpha \hat{e}(x) + (1 - \alpha) \hat{\sigma}^2_{Y},$$

(3.2.16)

where $\hat{e}(x)$ is the value of $\hat{e}(x^{(i)})$ when $x$ is located in the Voronoi cell of point
$x^{(i)}$. Otherwise its values are zero. In order to fasten the computation [Liu et al.
2017a] utilize an approximation of $\hat{e}(x^{(i)})$ as given in Sundararajan and Keerthi
2000.

The computation of the balance factor for the calculation of the sample point
$x^{(m+q-1)}$ reads

$$\alpha = \begin{cases} 
0.5, & \text{if } q = 1 \\
0.99 \min \left[ 0.5 \frac{e_{true}^2(x^{(m+q-1)})}{\hat{e}(x^{(m+q-1)})}, 1 \right], & \text{if } q > 1.
\end{cases}$$

(3.2.17)

The algorithm is presented in Box 3.4.

### 3.3 Gradient-based adaptive sampling

The basic idea gradient-based adaptive sampling strategies is the assumption
that it is difficult to construct a sufficient metamodel with low prediction errors
in regions with large gradients. Therefore information about the gradients is
helpful for the generation of new sample points. For some surrogate modeling
techniques like RBF, the gradient information can be easily and cheaply derived,
however for other models this is not the case. Generally this strategy faces the
substantial restriction that gradients need to be obtainable.

Methods to use gradient information in the Kriging model are under investigation,
see e.g. Bouhlel and Martins [2019] or Ulaganathan et al. [2016].
3.3. Gradient-based adaptive sampling

- Given a design of experiments \( \mathcal{X} = \{ x^{(1)}, \ldots, x^{(m)} \} \).

While the adaptive sampling stopping criterion is not satisfied, do:

1. Update the balance factor \( \alpha \) with equation (3.2.17).
2. Obtain the LOOCV error at each sample point \( \hat{e}(x^{(i)}) \).
3. Obtain a new point by maximizing the EPE-criterion of equation (3.2.16) over the input domain.
4. Update the design of experiments with the new found point and its response.

end

Box 3.4 – Algorithm for MEPE

The keyword here is GEK [Liu, 2003] which in some instances is also referred to as Co-Kriging (see e.g. [Laurent et al., 2013]). A good overview of general gradient-enhanced metamodels which also includes GEK is given in [Laurent et al., 2017]. However the use of adaptive sampling in combination with gradient-enhanced Kriging models has not been extensively researched.

Rumpfkeil et al. [2011] introduced a gradient and Hessian enhanced Kriging model with a dynamic sampling approach. Under the assumption that the gradient information at the observed points is available the authors use this information to build local metamodels in domains around specific test candidate points by using the so-called Dutch Intrapolation method (see e.g. [Kraaijpoel, 2003]). After that a comparison is employed between the global Kriging surrogate model and the local Dutch Intrapolation model to find the point in the parametric domain with largest discrepancy between the two models. This point is then added to the DoE. In order to achieve global exploration the authors try to avoid clustering of sample points with the help of a distance criterion.

Paul-Dubois-Taine and Nadarajah [2013] employ an adaptive sampling strategy where the sensitivity of the model, which is derived from the GEK gradient information, is coupled with the mean-squared error to present a new error estimation method. This technique is utilized with a distance criterion to sample new points. The results are promising, especially in comparison to CV-based sampling approaches for higher dimensional cases.

Gradient-based adaptive sampling techniques have been used more extensively in other types of metamodels. Yao et al. [2009] employ a radial basis function neu-
Adaptive surrogate models for parametric studies

ral network (RBFN) metamodel and use the gradient information of this model to sample in regions of interest. The global exploration was achieved by using OLHD (see e.g. Giunta et al. [2003]). Instead of using the gradient information some researchers (see e.g. Mackman et al. [2011], or Wei et al. [2012]) utilize the curvature as a way to sample new points. Gradient-based adaptive sampling has also been used by Pickett and Turner [2011] in the context of NURBS-based surrogate models.

A model-independent technique was proposed by Crombecq et al. [2011b] and denoted LOLA-Voronoi by the authors. It has been revisited by Crombecq et al. [2011a] and has been the focus of other research (see e.g. van der Herten et al. [2015]). Furthermore the method has been implemented in the MATLAB surrogate toolbox (SUMO) [Gorissen et al., 2010].

LOLA-Voronoi as presented by Crombecq et al. [2011b] performs a Voronoi Tessellation process to describe the density of existing sample points by calculating the volume of each Voronoi cell. This is done in order to have an accurate measure $V(\bullet)$ for the exploration of the model at hand. However, since Voronoi tessellation as for example defined in Aurenhammer [1991] is non-trivial Crombecq et al. [2011b] approximate the cells and the respective volume with a Monte Carlo approach. In order to account for exploitation the gradient of the mapping $\mathcal{M}$ is linearly approximated with the Local Linear Approximation (LOLA). Hence, the region’s of the input space can be ranked according to their approximated nonlinearity with the help of the nonlinearity measure $E(\bullet)$. A new sample point is then obtained by means of optimization of a combination of these two measures:

$$x^{(m+1)} = \arg \max_{x^* \in \mathcal{X}} E(x^*) + V(x^*).$$

Generally the optimization problem for generating new sample point in gradient-based adaptive sampling reads

$$x^{(m+1)} = \arg \max_{x^* \in \mathcal{X}} \text{Score}(\hat{g}(x^*), d(x^*)).$$

Local exploitation is performed by using estimated first or second order gradients $\hat{g}$ dependent on the chosen surrogate model. Global exploration is achieved by using a distance metric $d$ to avoid clusters of sample points.

3.4 Query-by-committee based adaptive sampling

The Query-By-Committee (QBC) approach was presented by Seung et al. [1992] and Freund et al. [1993] as a method for filtering informative queries from a
random stream of inputs. The basic idea is to employ a committee of different surrogate models, where each of the models is used to predict the response value at a candidate point \( x \). The point in the domain with the most "differences" between the committee is chosen as the new sample point. The ambiguous term "differences" is defined by [Krogh and Vedelsby, 1995] as the variance of the prediction of the committee members.

Let a committee \( C \) consist of \( n_C \) members \( C = \{ \hat{Y}_i \} \) with \( i = 1, \ldots, n_C \), the predicted variance \( \hat{\sigma}_{QBC}^2 \) is then given as

\[
\hat{\sigma}_{QBC}^2(x) = \frac{1}{n_C} \sum_{i=1}^{n_C} (\hat{Y}_i(x) - \overline{Y}(x))^2
\]

(3.4.1)

where \( \overline{Y} = \sum_{i=1}^{n_C} \hat{Y}_i(x) \) is the average value of the committee evaluated at the candidate point. For Kriging the different surrogate models can for example be built by constructing models employing different autocorrelation functions (e.g. different Matérn and power exponential functions). In comparison to the variance-based adaptive sampling approaches the QBC technique is more generic since it is model-independent. Different types of metamodels can define a committee. Therefore a new sample point for a construction of a Kriging surrogate model can be for example found by different forms of RBF and SVR. Furthermore this strategy supports the use of ensemble metamodels (see e.g. [Mendes-Moreira et al., 2012] or [Acar and Rais-Rohani, 2009]).

[Mendes-Moreira et al., 2012] explain the reasoning why QBC is able to reduce the estimation error of the surrogate models involved in the committee. However, [Melville and Mooney, 2004] argue that there must be diversity in the committee members in order for the QBC approach to reduce the generalization error. This is the reason why two general strategies can be distinguished: homogeneous and heterogeneous QBC. In homogeneous QBC the members of the committee are all part of the same surrogate model type. An example is given in [Kleijnen and Beers, 2004], where the idea is to create different committee members by using a statistical technique called jackknifing. Here competing metamodels are generated by leaving out subsets of the DOE. This approach is utilized in the Mixed Adaptive Sampling Algorithm (MASA) introduced by [Eason and Cremaschi, 2014] developed for neural networks. Here in a first step the committee members are constructed. Thereafter a large set of points is randomly generated in the design space. For each of these points a quality parameter based on the variance of the respective point as well as the euclidean distance to existing sample points is calculated. The new sample point is chosen to be the best performing point of the set. The algorithm is summarized in Box 3.5. In contrast heterogeneous means in this context that the committee members are constructed using different metamodeling approaches.
Given a design of experiments \( \mathcal{X} = \{ x^{(1)}, \ldots, x^{(m)} \} \)

Choose number of committee members \( K \) and select \( K \) subsets \( \mathcal{X}_i \) \( (i = 1, \ldots, K) \) of \( \mathcal{X} \)

for \( i = 1 : K \)

Construct metamodel \( \hat{M}_i \) by approximating \( M(\mathcal{X}_i) \)

end

Create randomly generated set of points \( P \)

for all \( p \) in \( P \)

for \( i = 1 : K \)

Predict the metamodel response at point \( p \).

\[ \hat{Y}_i = \hat{M}_i(p) \]

end

Predict the variance at point \( p \) with \( \hat{\sigma}_{QBC}^2(p) \). Save the maximum value \( \hat{\sigma}_{max,QBC}^2 \).

Calculate the euclidean distance \( d_{ep} \) between \( x^{(1)} \) and \( p \). Save the maximum value \( d_{max, ep} \).

for \( j = 1 : m \)

Set \( Y_d \) = euclidean distance between \( x^{(j)} \) and \( p \)

if \( Y_d < d_{ep} \)

Set \( d_{ep} = Y_d \)

end

end

for all \( p \) in \( P \)

Set \( \eta_p = \frac{d_{ep}}{d_{max, ep}} + \frac{\hat{\sigma}_{QBC}^2(p)}{\hat{\sigma}_{max,QBC}^2(p)} \)

end

Set the new sampling point as the point \( p \) with the highest value of \( \eta_p \)

Box 3.5 – Algorithm for MASA
3.5. Investigated adaptive sampling techniques

For instance, this approach is used by Douak et al. [2012], where regressors of partial least squares regression, SVM, ridge regression and kernel ridge regression build a committee. According to the authors the results showed good performance in comparison to other adaptive sampling techniques. The new sample points in QBC adaptive sampling are generally found by

$$x^{(m+1)} = \arg \max_{x^* \in \mathbb{X}} \text{Score}(\hat{\sigma}_{\text{QBC}}(x^*), d(x^*)) .$$  \hspace{1cm} (3.4.2)

Local exploitation is generated by the QBC-variance, whereas global exploration is achieved by a distance function $d(\bullet)$ that presents local clustering of sample points as e.g. seen in CV-based adaptive sampling approaches.

### 3.5 Investigated adaptive sampling techniques

The adaptive sampling techniques investigated in thesis are listed here. To the best of the authors knowledge the presented methods are the most commonly applied techniques throughout the literature. Furthermore it was tried to utilize methods with unique features. The following methods are compared

- ACCumulative Error (ACE) [Li et al., 2010a]
- Adaptive Maximum Entropy (AME) [Liu et al., 2016a]
- Cross-Validation Distance (CVD) [Jin et al., 2002]
- Cross-Validation-Voronoi (CVVOR) [Xu et al., 2014]
- Expected Improvement (EI) [Jones et al., 1998]
- Expected Improvement for Global Fit (EIGF) [Lam, 2008]
- LOLA-Voronoi [Crombecq et al., 2011b]
- Mixed Adaptive Sampling Algorithm (MASA) [Eason and Cremaschi, 2014]
- Maximizing Expected Prediction Error (MEPE) [Liu et al., 2017a]
- MC-intersite-proj-th (MIPT) [Crombecq et al., 2011c]
- Maximin Scaled Distance (MSD) [Jin et al., 2002]
- Space-Filling Cross Validation Tradeoff (SFCVT) [Aute et al., 2013]
- Smart Sampling Algorithm (SSA) [Garud et al., 2017]
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The general properties and an overview over the features of these methods is given in Table 3.5.1. In the next section additional design considerations of surrogate models with adaptive sampling are discussed.
3.5. Investigated adaptive sampling techniques

| Sampling method | Exploitation | Exploration | Special features |
|-----------------|--------------|-------------|-----------------|
| ACE             | $\hat{e}_{\text{LOOCV}}$ | Distance Constraint. | Continuous optimization. Approximation of LOOCV error at unobserved points. |
| AME             | $\hat{e}_{\text{LOOCV}}$ + adjusted prediction variance | Unsampled point error equal to closest sample. | Continuous optimization. Adaptive adjustment of E & E. |
| CVVor           | $\hat{e}_{\text{LOOCV}}$ in each cell | Distance Constraint. | Discontinuous optimization. Voronoi tessellation. |
| EI              | $y_{\text{min}} - \mu_Y$ | $\sigma_\hat{Y}^2(x)$ | Continuous optimization. Fixed balance between E & E. Performs well in low dimensionality. |
| EIGF            | $\mu_Y - y(x_*)$ | $\sigma_\hat{Y}^2$ | Continuous optimization. Fixed balance between E & E. |
| LOLA            | Gradient in cell. | Volume of cell. | Discontinuous optimization. Voronoi tessellation. Fixed balance between E & E. |
| MASA            | Prediction variance between committee members | $D_{\text{min}}$ | Discontinuous optimization. Fixed balance between E & E. |
| MEPE            | $\hat{e}_{\text{LOOCV}}$ | $\sigma_\hat{Y}^2$ | Continuous optimization. Adaptive adjustment of E & E. |
| MIPT            | - | $D_{\text{min}}$ | Discontinuous optimization. Space-filling property. |
| MSD             | - | $D_{\text{min}}$ | Discontinuous optimization. |
| CVD             | $\hat{e}_{\text{LOOCV}}$ | Distance considered. | Continuous optimization. |
| SFCVT           | Metamodel for $\hat{e}_{\text{LOOCV}}$ | Distance Constraint. | Continuous optimization. |
| SSA             | Departure function. | $D_{\text{min}}$ | Continuous optimization. Multiple NLP solved. Multiplication of E & E. |

Table 3.5.1 – Overview of implemented adaptive sampling algorithms
($\hat{e}_{\text{LOOCV}}$: LOOCV error, $y_{\text{min}}$: Minimum value of sample points, $\mu_Y$: Prediction value of Kriging model, $y(x_*)$: Response value of closest sample to $x_*$, $\sigma_\hat{Y}^2(x)$: Prediction variance, E & E: Exploration and Exploitation, NLP: Nonlinear programming with constraint, $D_{\text{min}}$: Nearest neighbor distance)
3.6 Design consideration of surrogate models with adaptive sampling

The design considerations made for the benchmark problems and applications of this thesis are reviewed in this section. Specifically the size of the initial data and the stopping criterion. Here, the literature is reviewed for these difficulties and a sensible approach is chosen for each case.

3.6.1 Initial data

A sampling procedure, specifically an adaptive one, begins with some initial sample points. For this one-shot and/or sequential space-filling sampling procedures can be employed. As Kleijnen [2009] point out LHD is a commonly used data generation technique. Assume that the input space \( X \) is a \([0, k-1]^n\) hypercube. Then the \( n \)-dimensional LHD of \( k \) points, is a set of \( k \) points of the form \( x_i = (x_{i1}, \ldots, x_{in}) \in \{0, \ldots, k-1\}^n \), such that for each dimension \( j \) all \( x_{ij} \) are distinct [Husslage et al., 2011]. Two reasons make LHD popular:

1. LHD is space-filling, see Crombecq et al. [2011c]. This is especially needed when no details of the mapping is available. Hence, it is important to be able to obtain information from the entire input space \( X \). To further improve the space-filling property, LHD can be combined with the maximin criterion [Van Dam et al., 2007].

2. LHD is non-collapsing [Husslage et al., 2011]. The collapsing property (see e.g. Janssen [2013]) describes the phenomenon that when one of the design parameters has almost no influence on the response, then two sample points that are only different in this parameter can be considered as the same point. Hence, they will be evaluated twice to create the surrogate model, which especially for Kriging creates ill-conditioned matrices. The non-collapsing property is enforced by LHD, which means that after removing one or more parameters the spatial design is still useable.

For these reasons LHD will be used to create the initial data in this thesis in form of the approach proposed by Viana et al. [2010] called Translational Propagation Latin Hypercube Design (TPLHD) (a LHD obtained via the translational propagation algorithm) with a one-point seed. TPLHD is able to obtain near optimal Latin hypercube designs without using formal optimization. This leads to less computational effort with results basically provided in real time. Its aim is to approximately find the the solution to the optimization problem quickly instead of focusing on the best possible solution. The process is found to be able to approximate the optimal solution proficiently in lower dimensions [Liao et al., 2010].
mention this as up to 6). In higher dimensions the sample positioning given by TPLHD diverges from the optimal solution. However for the cases considered in this thesis the use of TPLHD is sufficient even in higher dimensions. However a problem with this creation is the fact that an assumption needs to be made of how many sample points \( m_I \) need to be created in the initial step in order to start the adaptive sampling procedure. On one hand Kim et al. [2009] as well as Ghoreyshi et al. [2009] mention that if the initial sample size is too small and hence the metamodel is of poor quality, the adaptive sampling technique may generate points in unwanted regions of interest because global exploration was not sufficiently covered. On the other hand, if the initial sample size is too large then the computational costs are too high and should have better been spent on iterations of the adaptive sampling strategy [Crombecq et al., 2011b].

The number of initial sample points is dependent on the application. Specifically on the dimensionality \( n \) of the input space, the quality of the initial data (space-filling) and the complexity of the mapping \( M \).

However, overall, choosing the sample size for deterministic computer experiment is important but lacks formal guidance. Some researchers presented empirical formulas and rule of thumbs for their own applications. A study of the dimensionality and the respective initial data size can be found in Liu et al. [2016a].

Jones et al. [1998] introduced the rule that \( m_I = 10n \). This formula was used and investigated for gaussian processes in Loeppky et al. [2009] who came to the conclusion that it is a reasonable rule of thumb. Furthermore the authors present suggestions for follow up strategies if the rule was a posteriori found to be insufficient. For the applications of this thesis the rule was employed.

### 3.6.2 Stopping criterion

When using the adaptive sampling technique in metamodeling a stopping criterion needs to be included to determine at what point of the iteration enough sample points were generated. Generally four stopping criteria can be distinguished.

1. The first one is the trivial but not to be underestimated case of external time constraints of building the metamodel, e.g. project deadline. For academic purposes this case will be neglected.

2. A commonly used stopping criterion is dependent on the available computational budget. In practice this means the procedure will be stopped after the maximal number of mapping evaluations is reached (with the hope that the obtained surrogate model meets the requirement for accuracy). This criterion is for example employed by Martin and Simpson [2002], Van Beers and Kleijnen [2008] or Li et al. [2010a].
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3. The created surrogate model is checked according to a desired accuracy. Possible techniques are the Root Mean-Squared Error (RMSE) [Coulibaly et al., 2000] or the Relative Maximum Absolute Error (RMAE) [Goel et al., 2009]. An overview over some of the more common error formulas is offered in Table 3.6.1. The choice of validation metric depends on the application. RMSE and the mean absolute error (MAE) are global performance metrics, while RMAE reflects the presence of poor prediction in local areas. The smaller the values of RMSE, MAE and RMAE the more accurate the surrogate.

The $R^2$ score can be interpreted as giving information about the goodness of fit. A value of 1 indicated a perfect fit, whereas a value of 0 signals bad prediction capability.

4. The successive relative improvement between iterations is evaluated and when no significant improvements are apparent, the procedure is stopped. Variations of the cross-validation error are used in this technique, e.g. Dubourg et al. [2013], Kleijnen and Beers [2004] employed cross-validation and computed the jackknifing variance. Another approach was used by Kim et al. [2009] who utilized the absolute relative error.

Depending on the application a different stopping criterion of the aforementioned will be used.

| Validation metric                  | Formula                                                                 |
|-----------------------------------|-------------------------------------------------------------------------|
| Mean absolute error               | $\frac{1}{m} \sum_{i=1}^{m} |y_i - \hat{Y}_i|$                                                                 |
| Root mean squared error           | $\sqrt{\frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{Y}_i)^2}$                 |
| Relative maximum absolute error   | $\max \left( |y_1 - \hat{Y}_1|, \ldots, |y_m - \hat{Y}_m| \right) / \sigma_{y_i}$ |
| $R^2$ score                       | $1 - \frac{\sum_{i=1}^{m} (y_i - \hat{Y}_i)^2}{\sum_{i=1}^{m} (y_i - \bar{y})^2}$ |

**Table 3.6.1** – Error measures used to validate metamodels ( $m$: number of design points, exact responses $y_i$, estimated response values $\hat{Y}_i$, mean of the response values $\bar{y}$, standard deviation of the exact responses $\sigma_{y_i}$)
3.6.3 Normalization

In order to avoid numerical problems arising from scaling as recommended by Forrester et al. [2008] a normalization of the input space is conducted before constructing the surrogate model. Consider the given input $x \in \mathbb{R}^n$, with an upper limit $x^u_i$ and a lower limit $x^l_i$ for each dimension $i$. The normalized input value is then given as

$$z_i = \frac{x_i - x^l_i}{x^u_i - x^l_i}.$$  \hspace{1cm} (3.6.1)

This procedure ensures that $0 \leq z_i \leq 1$. After the construction of the surrogate model the values will be transferred back into their original limits.

3.7 Concluding remark

The framework of adaptive sampling for metamodeling has been presented. Common techniques used in the literature have been explained by a division into four groups: Cross-Validation-based approaches, Variance-based approaches, Query-By-Committee methods and Gradient-based techniques. A summary of the techniques considered in this thesis has been given. Design considerations for adaptive sampling employed in this thesis have been described. The different adaptive sampling techniques will be investigated for benchmark problems in the following chapter.
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Chapter 4

Comparison of sampling technique in Ordinary Kriging

The computational testing consists of two experiments to evaluate the adaptive sampling techniques. In the first experiment the adaptive sampling techniques are compared for benchmark problems. In a second step the techniques are applied to generate metamodels for a dynamic application problem in chapter 5. The one-dimensional Schwefel function $M_{Schwefel}^{1d}$ as proposed by Schwefel [1981], the two-dimensional six-hump camel function $M_{SHC}^{2d}$ [Branin, 1972], the two-dimensional Ackley function $M_{Ackley}^{2d}$ (first employed by Ackley [1987]), the three-dimensional Hartmann function $M_{H3}^{3d}$ [Hartman, 1973], the five-dimensional Trid function $M_{Trid}^{5d}$ [Adorio and Diliman, 2005] and the seven-dimensional Lévy function $M_{Levy}^{7d}$ [Laguna and Martí, 2005] are chosen in this thesis for the comparison. They are utilized to represent functions with different shapes and hence different demands for the accurate metamodels. The interested reader shall be referred to Jamil and Yang [2013] and the project of Surjanovic and Bingham [2013] for more resources on benchmark functions for computer experiments. Because an evolutionary algorithm (a hybridized particle swarm optimization) is used to determine the optimal solutions for the hyperparameters the final model may vary after a computation. To avoid unrepresentative results, the models are constructed 10 times and the results are averaged over these computations. To measure the accuracy 5000\textperiodcentered$n$ points are randomly selected to calculate the errors. The initial space-filling sample is generated with TPLHD and the Matérn 3/2 autocorrelation function is chosen for all metamodels. In the following sections these adaptive sampling algorithms are compared for their computational effort and for their ability to create proficient metamodels for OK and HK.
4.1 Computation time in higher dimension

This section compares the computational time of the adaptive sampling techniques as described in the last chapter. The comparison will be done on the two dimensional Ackley-function $M_{\text{Ackley}}^{2d}$ and the five-dimensional Trid-function $M_{\text{Trid}}^{5d}$. For the Ackley function the average time needed to find the 41st sample point after 40 initially created sample points is considered whereas for Trid the time to evaluate the 101st sample starting from 100 initial samples created with TPLHD will be investigated.

Since the methods vary between continuous and discontinuous optimizations with or without nonlinear constraints a general comparable approach is difficult to generate. However in order to make the comparisons viable the following restrictions will be set:

- The code performance is optimized to the best of the authors knowledge and experience.
- Continuous optimizations as needed with EI, EIGF, SSA, MSE, ACE, MEPE or SFCVT will be done with the default genetic algorithm provided by the Matlab software. The default options will be kept except for the population size which will be set to 1000 times the number of dimensions $n$.
- Methods requiring a form of the Monte Carlo method (LOLA, MIPT, MSD, CVVor) are evaluated with a fixed number of $100^n \times m$ randomly generated points ($n$: Number of dimensions, $m$: Number of samples points).
- The MLE optimization for the hyperparameters will also be solved with the genetic algorithm as described above.
- The average time will be computed over 10 iterations.
- The computations are carried out on the cluster system at the Leibniz University of Hannover, Germany, to circumvent local computation issues.
- No parallelization or forms of threading are used.

For the Ackley function the results can be seen in Figure 4.1.1. The results are illustrated in boxplot format. The idea behind a boxplot is the following: A central mark is used to show the median of the value of the data. A box is used to show the 25th and 75th percentiles respectively. Whiskers extend until the most extreme data points without considering outliers. The symbol $+$ is used to indicate outliers of data. The continuous techniques EI, EIGF, MEPE, MIPT and MSD require the least computational effort to find the next sample.
4.1. Computation time in higher dimension

LOLA appears as an outlier as 13800 seconds are required. This can be explained by the need to find the best neighbors of sample points for the calculation of the gradient at a point. When trying to find the next point with LOLA starting from 40 then for each sample point a function score needs to be evaluated which for the two-dimensional case involves the computation of all possible neighborhood combinations for each point. This results in \( \frac{40!}{4! \cdot (39-4)!} = 3290040 \) evaluations.

This is why the LOLA algorithm requires a lot of computational effort in comparison to other techniques. As a result, this thesis will not consider LOLA for the benchmark problems that have more than two dimensions. The rest of the methods need between 600 and 2000 seconds with CVD and SSA needing considerably more time then the other ones. For the five-dimensional Trid function the results are illustrated in Figure 4.1.2. Similarly to the results for the two-dimensional case the five continuous techniques (EI, EIGF, MEPE, MIPT and MSD) need considerably less time than the other methods. It can be seen that all of the methods took longer (between 3 and 4 times). The methods based on LOOCV are usually slower (MEPE utilizes an approximation of this technique and is therefore faster). AME is an outlier. This variance-based method needs notably more computational effort. This is due to the adjustment of the autocorrelation function (see Algorithm 3.3).

Figure 4.1.1 – Comparison of time needed to find the 41st sample for \( M_{\text{Ackley}}^{2d} \).
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Figure 4.1.2 – Comparison of time needed to find the 101st sample for the five-dimensional Trid function $M_{5d}^{\text{Trid}}$.

It can be observed that in the present implementation of this thesis the most computational effort is put into the assembly of the autocorrelation matrix. Hence, sampling with AME takes longer in higher dimensions with more sample points. Therefore AME will not be regarded for problems with dimensions 5 or higher.

4.2 OK benchmark problems

The sampling techniques of Table 3.5.1 are utilized to generate OK metamodels on benchmark problems of varying dimension. The results are compared in the following sections.

4.2.1 One-dimensional problem - Schwefel function

At first the results of the previously presented adaptive sampling strategies are compared for their ability to construct a metamodel for the introduced one-dimensional Schwefel function as e.g. used as a benchmark in [Laguna and Marti]
The function has many local optima and is given by

\[ M_{\text{Schwefel}}^{1d} = x \sin(x). \] (4.2.1)

The nonlinear function is depicted in Figure 4.2.1 and is constricted to the domain \([0, 15]\), in which it can be observed that the function has 2 local minima and 3 local maxima.

Furthermore the initial samples created by TPLHD are represented by black dots in Figure 4.2.1. For this benchmark an initial \( m = 10 \) observations are randomly chosen with TPLHD as described earlier. It can be seen that initially no sample is found around the lower bound of the parametric space at \( x = 0 \). A good adaptive sampling technique is expected to find at least one point close to this boundary. This needs to be done with the global exploration of the method. Furthermore it can be seen that there are no samples close to the global minimum and maximum of the function. Here the local exploitation needs to act to sample closer to these required values.

In a first step the error of the metamodel created with the initial samples is compared to the error of the Kriging models generated by adding 10 additional samples by utilizing the adaptive sampling techniques. Furthermore a comparison is done with the surrogate model created by 20 randomly selected samples with TPLHD. Here four error measures (MAE, RMAE, RMSE and \( R^2 \)) are determined and the results are summarized in Table 4.2.1. ACE and CVVor are not able to consistently bring the number of samples to 20 before the process fails because of sample clustering issues. All other strategies are able to achieve a considerable improvement compared to the initially constructed surrogate model. For this benchmark CVD is the method which locates new samples the best.
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| Method | MAE     | RMAE    | RMSE    | R²     |
|--------|---------|---------|---------|--------|
| TPLHD  | 0.4828  | 0.4094  | 0.7557  | 0.9859 |

Table 4.2.1 – Error measures for $M_{Schwefel}^{1d}$ after 20 samples (methods with clustering problems are indicated by empty rows).

However, TPLHD, the randomly space-filling LHD technique, performs well compared to most other sampling techniques. In a second step it is investigated how many samples with each sampling method are needed to reduce the MAE below 0.01 until the limit of 50 samples. The results are presented in Table 4.2.2. The variance of this number over 10 iterations is symbolized by the ± value. It can be seen that there is no variation of the number for this one-dimensional case for all sampling technique except for MASA, which could be due to variations in the hyperparameter optimization process.

Generally 8 out of 13 sampling techniques are able to reduce the MAE error to this threshold within the first 50 samples. It can be seen that CVD, SSA and MEPE need the least amount of samples on average with CVD just needing 21. The number of needed samples is illustrated in Figure 4.2.2 by showing the convergence of the MAE value.

Next, the focus lies on the location of the samples points as given in Figures 4.2.3 and 4.2.4. The results of one adaptive sampling technique is illustrated in each subplot of these Figures. The Schwefel function as well its metamodel approximation for each technique after 20 samples is plotted.
4.2. OK benchmark problems

Table 4.2.2 – Average amount of samples to each MAE < 0.01 for $\mathcal{M}_{Schwefel}^{ld}$. The variation of the number of samples over 10 computations is given as an additional value. Methods that do not reach the target value because of clustering or because they need more than 50 samples have been omitted.

![Diagram](embed.png)

Figure 4.2.2 – Convergence of MAE error for the respective sampling methods until threshold value of 0.01 is reached for $\mathcal{M}_{Schwefel}^{ld}$.

Reducing the MAE means that a proficient exploration of the whole domain is needed as well as an exploitation component.

The sample positions of the adaptive techniques that were able to reduce the
MAE below the threshold are displayed in Figure 4.2.3. The black points are the initial sample locations. The blue points in the middle illustrate the points that are added up to 20 samples. The red points are the remaining points needed to achieve the necessary MAE value. AME is shown in Figure 4.2.3a. 23 samples on average are needed with AME to reduce the MAE value below the threshold. In the first 20 samples the method already samples in the locations that are needed to achieve a good approximation (around $x = 0$ and around the maxima). Therefore it is already difficult to identify any differences between the two plotted lines at that stage. The last 3 points are added in positions in between previous samples. No forms of clustering and space-filling sample positions are shown with AME. The samples of EIGF are plotted in Figure 4.2.3b. It can be noticed that a sample is created around $x = 0$ in the first 20 samples. However the method seems to focus more on the right-hand side of the plot where the largest absolute values are located. There is one sample at the $x$-value positions of all optima on this side of the parametric domain. Therefore the global minimum and maximum are exactly represented. However the left hand-side of the plot is neglected at first stage. Therefore double the amount of points are needed (46) as compared to AME.

The next technique is MEPE shown in Figure 4.2.3c. In the first 20 points all optima except the left-most are found with MEPE. Furthermore a sample around $x = 0$ is created. The adaptive form of the exploitation and exploration of the method can be seen by means of the three points around the global maximum, where local exploitation of the function is prevalent. Overall MEPE shows good approximation behavior for this function with on average only 23 samples needed to reach the threshold.

MIPT as shown in Figure 4.2.3d is a pure exploration-based technique. It is noticeable that for the harmonic behavior of the Schwefel function this procedure is able to reduce the existing error effectively. The method needs 31 points for the reduction. With this procedure it is obvious why TPLHD is a proficient method to create the initial samples as it can be seen as a one-shot counterpart to MIPT. So since TPLHD (in the 1-dimensional case) generates equidistant samples MIPT creates the first ten samples in-between the initial samples and at the previously uncovered lower boundary.

Similar to MIPT, MSD (Figure 4.2.3e) is also purely exploration-based. When comparing the created samples to MIPT they are not as equidistant. However only 30 samples points are needed to reduce the error measure below the given value.

CVD as shown in Figure 4.2.3f needs the least amount of samples overall. Due to the distance constrained of the technique a space-filling spread is achieved. The exploitation part (using LOOCV) samples an additional sample close to the global maximum where the highest prediction error can be found.
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Figure 4.2.3 – Sample locations for $M_{\text{Schwefel}}$. Target function and metamodel at 20 samples are indicated by lines. Black dots: 10 initial samples. Blue dots: 10th to 20th samples. Red dots: Additional samples until $\text{MAE}<0.01$ reached.
23 samples are needed with SSA in this benchmark problem as shown in Figure 4.2.3g. It can however be seen that it has problems to avoid clustering around the local maximum in the middle of the function. But since the origin and all the other optima are sampled the technique achieves an efficient reduction of the error value. The respective plots for the adaptive sampling techniques that were unable to reduce the MAE error either because of clustering or because more than 50 points are needed, are displayed in Figure 4.2.4. In these subplots the black points also represent the locations of the initial samples. The black points are the samples between the 10th and the 20th sample. All additional samples after this are illustrated by the red dot.

The ACE technique is shown in Figure 4.2.4a. The method runs into problems in the first 10 adaptive samples steps since a clustering issue at the upper boundary emerges (as highlighted by the ellipse around the corresponding points). This leads to an ill-conditioned autocorrelation matrix and numerical problems. The same problem can be found when employing CVVor (Figure 4.2.4b). The exploration of the method is not proficient enough to sample in the lower boundary around zero in this one-dimensional problem.

EI is depicted in Figure 4.2.4c. The method is known to run into problems with clustering especially in lower dimensions since the exploration component is not pronounced enough. Even though exploration of the domain is done (sample at the lower bound) the technique can not avoid to create points around the global minimum. However since there is no superposition of points or clustering the process can continue albeit with a high condition number of the autocorrelation matrix.

LOLA is a discontinuous sampling technique based on a gradient estimation with Voronoi tessellation. The generated samples are depicted in Figure 4.2.4d. The technique stops after 33 samples due to clustering at a value around 0.1 as indicated by the ellipse in the plot. The exploration character of this technique is not sufficient enough, which can also be seen by the fact that until the 33rd sample no point is created around the lower boundary.

The committee-based technique MASA (Figure 4.2.4e) also shows problems with clustering. In this case however around the global maximum. This problem is especially obvious in the first 10 adaptively added samples (blue points) since the exploration character of the method is low and no point around the local boundary is generated. However the exploration is proficient enough to let the technique sample at least until 50 points.

Lastly SFCVT is discussed (Figure 4.2.4f). The method is proficient for the first 20 samples, as visible from the good approximation results after 20 samples, which indicates a space-filling property. Here the lower boundary is sampled. However no optima is exactly found with these samples. The 21st and 22nd samples show clustering effects at both boundaries, which leads the technique
to run into numerical problems. Overall this benchmark problem could show the general properties needed of a technique to obtain good approximation results. For this one-dimensional benchmark problem, a proficient space-filling component was necessary and sufficient for good metamodel generation.

Figure 4.2.4 – Adaptive sampling techniques unable to reduce MAE below 0.01 for $M^{1d}_{\text{Schwefel}}$. Potential cluster regions are highlighted with ellipses. EI and MASA need over 50 samples to reach threshold. Black dots: 10 initial samples. Blue dots: 10th to 20th sample. Red dots: Supplementary samples.
4.2.2 Two-dimensional benchmark problems

Two two-dimensional benchmark problems with different complexity are compared. 20 initial samples are computed with TPLHD. The normalized locations are depicted in Figure 4.2.5. No extra measures were taken for samples to occur at the boundary since the exploration component of the adaptive sampling technique should sample in these areas.

![Normalized initial samples for the two-dimensional benchmark tests.](image)

4.2.2.1 Ackley function

The first two-dimensional test is Ackley’s path, which is given by

\[
M_{\text{Ackley}}^{2d}(x) = -20 \exp \left(-0.2 \sqrt{0.5 (x_1^2 + x_2^2)} \right) - \exp \left(0.5 \cos(2\pi x_1) + \cos(2\pi x_2) \right) + \exp(1) + 20.
\]  

(4.2.2)

It is defined for \((x_1, x_2) \in [-2, 2]^3\). The function is plotted in Figure 4.2.6. The shape is multimodal with a global minimum \(M_{\text{Ackley}}^{2d}(x_{\text{min}}) = 0\) with \(x_{\text{min}} = [0, 0]^T\). This benchmark was for example employed by Bäck and Schwefel [1993].

The location of the initial samples over the function contour is shown in Figure 4.2.7a. The resulting absolute error of these initial samples utilizing OK is illustrated in Figure 4.2.7b.
It can be noted that due to an initial sample close to the global minimum the absolute error around this domain is not as significant as other areas in order to reduce the mean global error.

The error measures for the adaptive sampling strategies when starting with 20 samples and iteratively extending the sample size to 40 samples are listed in Table 4.2.3.

It can be seen that all of the presented techniques are able to reduce the initial error significantly. The best approximation of the shape of the function (when judged by $R^2$ and MAE) is given by EIGF.
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| Method | MAE | RMAE | RMSE | R²  |
|--------|-----|------|------|-----|
| TPLHD  | 0.6130 | 1.5993 | 0.7819 | 0.6962 |
| ACE    | 0.4126 | 1.5903 | 0.6175 | 0.8105 |
| AME    | 0.5081 | 1.2917 | 0.6355 | 0.8002 |
| CVVor  | 0.4035 | 1.5181 | 0.5421 | 0.8546 |
| CVD    | 0.4124 | 1.5889 | 0.5526 | 0.8489 |
| EI     | 0.4669 | 1.5788 | 0.6245 | 0.8070 |
| EIGF   | **0.3404** | 1.3663 | **0.4653** | **0.8929** |
| MASA   | 0.5291 | 1.4447 | 0.6858 | 0.7673 |
| MEPE   | 0.4729 | 1.4551 | 0.6037 | 0.8197 |
| MIPT   | 0.4752 | 1.3212 | 0.6150 | 0.8129 |
| MSD    | 0.5556 | 1.6283 | 0.7129 | 0.7486 |
| SFCVT  | 0.3869 | 1.5671 | **0.5342** | 0.8588 |
| SSA    | 0.4520 | 1.5941 | 0.6083 | 0.8169 |

Table 4.2.3 – Error measures for $M_2^{d\text{Ackley}}$ after 40 samples.

In comparison to a one-shot TPLHD sample generation nine out of the twelve techniques show a more proficient approximation behavior when looking at MAE. Furthermore eight of the methods improve the RMSE error in this respect. After 100 samples as shown in Table 4.2.4 the results have changed. It should be noted that EI and SFCVT were not able to reach 100 sample points because of clustering issues. The space-filling algorithm MIPT yields on average the best approximation results. Six methods provide a better MAE value then the one-shot TPLHD method and only four a better RMSE measure. The convergence of the average MAE error with an increasing sample size starting from 20 and ending at 120 samples is illustrated in Figure 4.2.8. It can be seen that AME shows high variation for smaller sample sizes but is able to finish at a comparatively low MAE value. Most of the methods indicate a similar behavior by decreasing the error measure quickly in the beginning and stalling more at higher sample sizes. MIPT reaches the lowest value. The positions of the generated samples after 100 added points (with the initial 20) are shown for the respective adaptive sampling techniques in Figure 4.2.9. The sample positions for the ACE method are depicted in Figure 4.2.9a. It can be noticed that the method tends to generate samples that cluster in certain areas e.g. around (0.0, 1.0) or (0.8, 0.8). The exploration component of the method is not pronounced enough.
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| Method | MAE   | RMAE  | RMSE  | $R^2$ |
|--------|-------|-------|-------|-------|
| **Errors after 20 samples** | | | | |
| TPLHD  | 0.6130 | 1.5993 | 0.7819 | 0.6962 |
| ACE    | 0.2692 | 0.9398 | 0.3752 | 0.9303 |
| AME    | 0.1803 | 0.7206 | 0.2310 | 0.9736 |
| CVVor  | 0.2948 | 1.9316 | 0.4286 | 0.9091 |
| CVD    | 0.1942 | 1.2137 | 0.2984 | 0.9559 |
| EI     | -     | -     | -     | -     |
| EIGF   | 0.2112 | 1.0552 | 0.3245 | 0.9479 |
| MASA   | 0.2991 | 1.3664 | 0.4339 | 0.9068 |
| MEPE   | 0.2033 | 0.8973 | 0.2836 | 0.9602 |
| MIPT   | **0.1788** | **0.6755** | **0.2275** | **0.9743** |
| MSD    | 0.1979 | 0.8698 | 0.2646 | 0.9653 |
| SFCVT  | -     | -     | -     | -     |
| SSA    | 0.2955 | 1.3728 | 0.4426 | 0.9030 |

**Table 4.2.4** – Error measures for $M_{\text{Ackley}}^{2d}$ after 100 samples (methods with clustering problems are indicated by empty rows).

This can be noticed by the lack of samples around three of the four corners of the domain.

The positions for AME are illustrated in Figure 4.2.9b. Here the focus lies on exploration. The samples are space-filling and all edges and corners are sufficiently sampled.

CVVor (Figure 4.2.9c) does not sample in three of the four corners. Furthermore, local optima (e.g., around $(0.3, 0.8)$) are not sampled. This leads to an overall worse approximation result than other methods like CVD (Figure 4.2.9d). CVD creates samples around all local minima. Furthermore, the edges and corners are due to the exploration component sufficiently covered.

The points for EIGF are displayed in Figure 4.2.9e. The method shows a balance between exploration and exploitation, all corners are sampled but a focus is put onto the center of the domain where the local and global optima are located.

MASA (Figure 4.2.9f) shows exploitation around the maximum absolute values and does not succeed to sample around the minima in the center. Hence, relatively bad results are obtained.

MEPE has both exploration and exploitation components as seen in Figure 4.2.9g. The edges as well as all local minima are thoroughly sampled.

MIPT (Figure 4.2.9h) yields the best MAE error over 120 samples.
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Figure 4.2.8 – Average value of MAE error of 10 adaptive sampling techniques for $M_{\text{Ackley}}^d$ over the sample size, until 120 samples.

This is due to the space-filling behavior which in this application samples all optima as well as the edges. The 120 points for MSD are displayed in Figure 4.2.9i. It can be seen that the exploitation component is not sufficient enough. The samples are mostly created on the edges. SSA, as depicted in Figure 4.2.9j, explores the domain edges and corners however it starts to cluster around the global minimum and neglects to catch the overall form of the function while doing so.
Figure 4.2.9 – Sample positions for the respective adaptive sampling techniques in the normalized input domain after 120 samples for $M^{2d}_{\text{Ackley}}$. 
4.2.2.2 Six-Hump camel

The second two-dimensional benchmark is the six-hump camel function. For usage as a surrogate model benchmark see e.g. Laurent et al. [2017]. The function reads as

\[
\mathcal{M}^{2d}_{SHC}(\mathbf{x}) = (4 - 2x_1^2 + \frac{x_1^4}{3})x_1^2 + x_1x_2 + (-4 + 4x_2^2)x_2^2. \tag{4.2.3}
\]

Let the domain be defined as \((x_1, x_2) \in [-2, 2]^2\). The function is valley-shaped as shown in Figure 4.2.10. In the given domain the function has two global minima with \(\mathcal{M}^{2d}_{SHC}(x_{min}) = -1.0316\) with \(x_{min} = [0.0898, -0.7126]^T\) and secondly with \(x_{min} = [-0.0898, 0.7126]^T\). The maximum value of the function is around 50 on the edges of the parametric space. Hence the spread of the function is around 51.

![Plot of six-hump camel function](image)

**Figure 4.2.10** – Plot of six-hump camel function \(\mathcal{M}^{2d}_{SHC}\)

The location of the initial sample points as well as a contour plot of the Six-hump camel function are shown in Figure 4.2.11a. It can be seen that the 20 TPLHD samples spread the domain evenly. The quality of the initial metamodel is displayed in Figure 4.2.11b in which the contour level of the absolute error in the domain is plotted. A proficient adaptive sampling technique needs to generate samples in the following areas:

- There are no samples around the edges of the domain. Here, the Kriging models needs to extrapolate from the given samples. A task for the adaptive sampling techniques is to sample in these areas.
There is already a sample point in the upper left global minimum. The other minimum value is unsampled.

The curvature in the center of domain is not well represented due to lack of samples.

The respective techniques will be judged by these criteria as well as the error measures.

Figure 4.2.11 – Initial state of $M_2^{SHC}$, (a) Location of 20 initial samples created with TPLHD, (b) Initial absolute error over the domain.

The error measures for the adaptive sampling strategies when starting with 20 samples and iteratively extending this to 40 are listed in Table 4.2.5. It can be seen that all adaptive sampling techniques were able to reduce the error significantly compared to the initial metamodel. Judging by the RMSE error, which can give hints to the shape approximation, most of the adaptive methods do worse than general TPLHD at 40 samples. In this category only 4 algorithms perform well. The relative maximum absolute error however was better for 10 out of the 13 compared techniques, than the TPLHD counterpart. MEPE is the best technique for this application. It is able to reduce the error far more proficient and has the best values in all error measurements.

In a next step the convergence of the techniques is studied. The aim is to reduce the MAE error below 0.1, which is considered to be a satisfactory approximation of the target function. To avoid the randomness in the optimization methods, 10 iterations were computed and their performance averaged. The number of samples needed to achieve this threshold for the respective techniques are listed in Table 4.2.6. The cutoff was set to 120 samples. The number behind the ±-symbol indicate the variation of the average number. It can be seen that 8 out of the 13 methods were able to reach the target. MEPE is again the best method in this study with an average of only 48 samples needed.
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| Method | MAE | RMAE | RMSE | R²  |
|--------|-----|------|------|-----|
| TPLHD  | 0.2264 | 0.1553 | 0.3437 | 0.9992 |
| ACE    | 0.2165 | 0.1182 | 0.2958 | 0.9994 |
| AME    | 0.4472 | 0.1366 | 0.5630 | 0.9980 |
| CVVor  | 0.2796 | 0.4348 | 0.5518 | 0.9981 |
| EI     | 0.4744 | 0.5376 | 0.395 | 0.9945 |
| EIF    | 0.2922 | 0.1137 | 0.3823 | 0.9991 |
| LOLA   | 0.2833 | 0.5586 | 0.7026 | 0.9969 |
| MASA   | 0.3071 | 0.1116 | 0.3918 | 0.9990 |
| MEPE   | 0.1284 | 0.0464 | 0.1636 | 0.9998 |
| MIPT   | 0.2949 | 0.1308 | 0.3849 | 0.9990 |
| MSD    | 0.2309 | 0.1013 | 0.3200 | 0.9993 |
| MSE    | 0.3458 | 0.1464 | 0.4528 | 0.9987 |
| SFCVT  | 0.2533 | 0.1205 | 0.3459 | 0.9992 |
| SSA    | 0.2655 | 0.1113 | 0.3421 | 0.9992 |

Table 4.2.5 – Error measures for $M_{SHC}^{2d}$ after 20 samples.

The purely exploration-based approach MIPT requires the most samples with 63. SFCVT, EI, CVVor and MASA have problems with clustering. The variation of the numbers are low for all studied methods which validates the implementation. The convergence towards the threshold is displayed in Figure 4.2.12. The methods with clustering problems run into numerical issues and therefore the error measure increases. The other methods show a constant decrease. As a comparison consider the converged obtained using TPLHD (see Figure 4.2.13). Here, every 5 samples steps a TPLHD metamodel is created and the resulting MAE error is plotted here over the respective number of samples. The target threshold of 0.1 is highlighted with a dotted line. It can be seen that the plot is jittery for a sample size over 50. This is due to the TPLHD sampling which shifts the samples in the parametric domain. However the MAE target value is not reached. This result shows the difference between a space-filling method and the adaptive sampling methods. Space-filling methods require more sample points when trying to reduce the approximation error to a very low target. Here, the adaptive schemes perform better when they are not accompanied by numerical problems. To highlight this consider the data listed in Table 4.2.7. Recall that after 40 samples TPLHD was performing better or equal to basically all adaptive sampling methods except SSA.
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Figure 4.2.12 – Convergence of the MAE value for $M^{2d}_{SHC}$ for different adaptive sampling techniques.

Figure 4.2.13 – Convergence of MAE for $M^{2d}_{SHC}$ with samples created by TPLHD.
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| Sampling method | Average number of Samples |
|-----------------|---------------------------|
| ACE             | 53 ± 1                    |
| AME             | 55 ± 0                    |
| CVD             | 57 ± 1                    |
| CVVor           | -                         |
| EI              | -                         |
| EIGF            | 62 ± 0                    |
| MASA            | -                         |
| MEPE            | 48 ± 0                    |
| MIPT            | 63 ± 0                    |
| MSD             | 57 ± 0                    |
| SFCVT           | -                         |
| SSA             | 62 ± 1                    |

Table 4.2.6 – Average amount of samples required before MAE < 0.1 for $M_{SHC}^{24}$. The variation of the number of samples over 10 computations is given as an additional value. Methods that do not reach the target value because of clustering or because they need more than 120 samples were omitted.

After 60 samples this notion is completely changed. Here, TPLHD is by far the worst performing method.

This proves once again the effectiveness of adaptive schemes. The next step studies the positions of the generated samples for the respective techniques to reach an MAE value of below 0.1. The plots are summarized in Figure 4.2.14 with the contour of the target function given in the background and recall the requirements for the sample position of a proficient metamodel stated earlier in this section. The sample points of ACE which needs 53 samples until the threshold are shown in Figure 4.2.14a. A lot of points are used to sample three distinct locations in the domain: The area around (0, 0), the already found global minimum as well as an area on the right where the function value suddenly increases and the biggest absolute error was recorded in the initial metamodel (c.f. Figure 4.2.11b). It can be seen that the exploitation factor of the function is more pronounced than the exploration. Nevertheless the function is able to reduce the MAE error. The AME (Figure 4.2.14b) samples show a distinct exploration-based approach. The edges of the domain are evenly sampled. Even three out of four corner have obtained a point. CVD, as depicted in Figure 4.2.14c, balances exploration and exploitation with a constant factor.
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| Errors after 20 samples | Method | MAE   | RMAE  | RMSE   | R²    |
|-------------------------|--------|-------|-------|--------|-------|
|                         | TPLHD  | 0.7861| 0.6409| 1.3227 | 0.9890|

| Errors after 60 samples | Method | MAE   | RMAE  | RMSE   | R²    |
|-------------------------|--------|-------|-------|--------|-------|
|                         | TPLHD  | 0.1846| 0.1698| 0.3555 | 0.9992|
|                         | ACE    | **0.0695** | **0.0560** |        | 0.9999|
|                         | AME    | 0.0669| 0.0341| **0.0911** | 0.9999|
|                         | CVD    | 0.1117| 0.0670| 0.1583 | 0.9998|
|                         | EIGF   | 0.1153| 0.0444| 0.1581 | 0.9998|
|                         | MEPE   | 0.0772| 0.0285| 0.0997 | 0.9999|
|                         | MIPT   | 0.1123| 0.0621| 0.1580 | 0.9998|
|                         | MSD    | 0.0900| 0.0503| 0.1404 | 0.9998|
|                         | SSA    | 0.1087| 0.0602| 0.1494 | 0.9998|

Table 4.2.7 – Error measures for $\mathcal{M}_{SHC}^{2I}$ after 60 samples.

It seems in this application the exploration was more pronounced. The domain is evenly covered and not much exploitation of certain areas are visible. Therefore CVD needs 65 sample points to reach the threshold. EIGF (Figure 4.2.14d) has its focus on the valleys on the upper and lower sides of the domain. As it was noticed before the exploitation factor of EIGF draws points towards high function values. It can be seen that EIGF does not sample in the center and therefore needs 62 samples to reduce the error. MEPE as shown in Figure 4.2.14e is the best method in this application. The adaptive balance between exploration and exploitation can be seen as the method is space-filling but also focuses unnecessarily on an area around $(1.0, 0.0)$. MIPT is purely exploration-based as seen in Figure 4.2.14f. Therefore it takes 63 samples, i.e. 15 samples more than MEPE to reduce MAE to the target. The 57 samples of MSD are displayed in Figure 4.2.14g. The exploration of the algorithm is visible since the edges are evenly covered. However in comparison to the other exploration-based methods MSD also seems to create clusters of samples. Finally SSA is covered in Figure 4.2.14h. The algorithm needs 62 sample points and shows both exploration and exploitation in its sample generation. The adaptive techniques that were unable to reduce the MAE error are presented in Figure 4.2.15. CVVor, as depicted in Figure 4.2.15a, needs more than 120 samples. It can be seen that some parts of the domain are not covered at all, and that CVVor tends to cluster around certain points. As remarked earlier the exploitation of EI (Figure 4.2.15b) focuses on minimal values. The exploration character underperforms here. Therefore the method exceeds the sample size cap. The samples of the MASA algorithm, which
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focuses only on the maximum values at the edges of the domain and therefore exceeds 120 samples, are shown in Figure 4.2.15c. SFCVT (Figure 4.2.15d) is the only algorithm which runs into numerical problems since two points were created at the same spot, here at \((0, 0)\). Hence, SFCVT is not able to pursue the adaptive scheme after reaching 55 sample points.
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(a) ACE - 53 samples

(b) AME - 55 samples

(c) CVD - 65 samples

(d) EIGF - 62 samples

(e) MEPE - 48 samples

(f) MIPT - 63 samples

(g) MSD - 57 samples

(h) SSA - 62 samples

Figure 4.2.14 – Sample locations for $M^{2d}_{SHC}$ until threshold $\text{MAE} < 0.1$ reached for different methods.
Figure 4.2.15 – Sample locations for $M^{2d}_{SHC}$ of methods failing to reach threshold of $MAE < 0.1$ until 120 samples or numerical problems.
4.2.3 Three-dimensional Hartmann function

The three-dimensional Hartmann function, denoted by $M_{H3}^{3d}$, has 4 local minima. The function is evaluated on the hypercube $x_i \in [0, 1]$, for all $i = 1, 2, 3$ and has a global minimum at $M_{H3}^{3d}(0.1146, 0.5556, 0.8525) = -3.8627$. The function is given as

$$M_{H3}^{3d}(x) = -\sum_{i=1}^{4} \alpha_i \exp \left( -\sum_{j=1}^{3} A_{ij} (x_j - P_{ij})^2 \right)$$  \hspace{1cm} (4.2.4)$$

with

$$\alpha = \begin{bmatrix} 1.0 & 1.2 & 3.0 & 3.2 \end{bmatrix}^T,$$

$$A = \begin{bmatrix} 3.0 & 10.0 & 30.0 & 3.0 & 10.0 & 30.0 & 0.1 & 10.0 & 35.0 \\ 0.1 & 10.0 & 35.0 & 3.0 & 10.0 & 30.0 & 3.0 & 10.0 & 35.0 \end{bmatrix},$$

$$P = 10^{-4} \begin{bmatrix} 3689.0 & 1170.0 & 2673.0 \\ 4699.0 & 4387.0 & 7470.0 \\ 1091.0 & 8732.0 & 5547.0 \\ 381.0 & 5743.0 & 8828.0 \end{bmatrix}. \hspace{1cm} (4.2.5)$$

This function has for example been used as a benchmark for metamodel construction in Jiang et al. [2018]. The Hartman function over the $x_1 - x_2$-plane with the third value fixed to unity is displayed in Figure 4.2.16. It shows that there is high nonlinearity involved in the function. Furthermore the spread of the function is around $3.7$. This gives an idea for the non-relative error measures that will follow later.

![Figure 4.2.16 – $x_1$-$x_2$-plane of $M_{H3}^{3d}$ for $x_3 = 1$.](image-url)
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| Sampling method | MAE   | RMAE  | RMSE  | \(R^2\) |
|-----------------|-------|-------|-------|----------|
| Errors after 30 samples | TPLHD | 0.2161 | 1.3858 | 0.3201 | 0.8883 |
| TPLHD           | 0.1624 | 1.0775 | 0.2600 | 0.9263 |
| ACE             | 0.1333 | \textbf{0.9687} | 0.1949 | 0.9583 |
| AME             | 0.1147 | 1.1641 | 0.2085 | 0.9523 |
| CVD             | 0.1136 | 1.1544 | 0.1966 | 0.9576 |
| CVVor           | 0.1556 | 1.0840 | 0.2221 | 0.9459 |
| EI              | 0.1551 | 1.1542 | 0.2198 | 0.9470 |
| EIGF            | \textbf{0.1039} | 1.1272 | \textbf{0.1602} | \textbf{0.9718} |
| MASA            | 0.1508 | 1.1572 | 0.2131 | 0.9502 |
| MEPE            | 0.1253 | 1.1726 | 0.2041 | 0.9543 |
| MIPT            | 0.1315 | 1.0121 | 0.2071 | 0.9529 |
| MSD             | 0.16124 | 1.1694 | 0.2426 | 0.9354 |
| SFCVT           | 0.1073 | 1.0228 | 0.1662 | 0.9696 |
| SSA             | 0.1266 | 1.2507 | 0.2168 | 0.9484 |

Errors after 60 samples

| Sampling method | MAE   | RMAE  | RMSE  | \(R^2\) |
|-----------------|-------|-------|-------|----------|
| TPLHD           | 0.1624 | 1.0775 | 0.2600 | 0.9263 |
| ACE             | 0.1333 | \textbf{0.9687} | 0.1949 | 0.9583 |
| AME             | 0.1147 | 1.1641 | 0.2085 | 0.9523 |
| CVD             | 0.1136 | 1.1544 | 0.1966 | 0.9576 |
| CVVor           | 0.1556 | 1.0840 | 0.2221 | 0.9459 |
| EI              | 0.1551 | 1.1542 | 0.2198 | 0.9470 |
| EIGF            | \textbf{0.1039} | 1.1272 | \textbf{0.1602} | \textbf{0.9718} |
| MASA            | 0.1508 | 1.1572 | 0.2131 | 0.9502 |
| MEPE            | 0.1253 | 1.1726 | 0.2041 | 0.9543 |
| MIPT            | 0.1315 | 1.0121 | 0.2071 | 0.9529 |
| MSD             | 0.16124 | 1.1694 | 0.2426 | 0.9354 |
| SFCVT           | 0.1073 | 1.0228 | 0.1662 | 0.9696 |
| SSA             | 0.1266 | 1.2507 | 0.2168 | 0.9484 |

Table 4.2.8 – Error measures for \(M_{1/3}^{\text{pol}}\) after 60 samples.

Since the computational effort for LOLA would be too high, the technique is omitted here. The error measures for the adaptive sampling strategies when starting with 30 samples and iteratively extending to 60 are listed in Table 4.2.8. It can be pointed out that in three dimensions no sampling technique stopped due to numerical problems e.g. clustering. It can be seen that up to 60 samples EIGF yields the best results for 3 out of the 4 error measures. RMAE is the lowest with ACE after 60 samples. The results show that all adaptive sampling methods were able to reduce the initial error considerably. Furthermore for MAE, RMSE and \(R^2\) sampling points individually offers the better results than just using a space-filling TPLHD approach. Since all of these measures describe the general goodness of shape approximation it can be said that the form of the Hartmann function is fitted more proficiently this way. RMAE for 60 TPLHD samples performs better than for 9 out of the 12 methods, which can be explained by the fortunate point placement of the space-filling method and the accurate prediction of OK at sample points. Generally all tested methods provide good results and the difference between them is not drastic. In a second step the convergence of the described techniques is studied. The number of samples needed for each method to reduce the MAE error below 0.05 are listed in Table 4.2.9. A number of 130 samples is taken as the cut-off. It can be seen that 8 of the 12 methods are able to reduce the measure accordingly.
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| Sampling method | Average number of Samples |
|-----------------|---------------------------|
| ACE             | -                         |
| AME             | 84 ± 1                    |
| CVD             | 78 ± 0                    |
| CVVor           | 118 ± 1                   |
| EI              | -                         |
| EIGF            | 96 ± 0                    |
| MASA            | -                         |
| MEPE            | 96 ± 0                    |
| MIPT            | 98 ± 1                    |
| MSD             | -                         |
| SFCVT           | 98 ± 1                    |
| SSA             | 104 ± 2                   |

Table 4.2.9 – Average amount of samples required before MAE $< 0.05$ for $M_{III}$<sup>3</sup>. The variation of the number of samples over 10 computations is given as an additional value. Methods that do not reach the target value because of clustering or because they need more than 130 samples are omitted.

The variation of the needed points is small which speaks for the hybrid particle swarm optimization as a proficient optimization scheme for the hyperparameters and furthermore that the implementations of these methods are sufficient in reducing the randomness of the optimizations involved. Amongst the methods listed in Table 4.2.9 CVD is the most efficient method with a need of only 78 samples. CVVor needs the most with 118. The rate of convergence of MAE of all methods until 130 samples is shown in Figure 4.2.17. The values given are the average over ten computations. The target MAE value of 0.05 is illustrated as a horizontal line. It can be seen that after around 70 samples the accuracy of MASA and MSD is stagnating with MSD only dipping again in the last samples. EI and ACE are close to the threshold and might be able to reduce the measure further with more points. The rest of the technique show a more or less constant decline with occasional jumps involved. The errors of Kriging models based on samples generated with TPLHD starting with 30 samples, up to 250 and incremented with 10 each step, is displayed in Figure 4.2.18. Plotted are the MAE and RMSE measures. It can be noticed that without an adaptive approach the MAE error threshold (blue-dotted line) is only reached after 230 sample points of TPLHD.
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Figure 4.2.17 – Convergence of MAE value for \( \mathcal{M}^{3d}_{H3} \) until MAE < 0.05 (capped at 130 samples).

As a comparison the best adaptive sampling technique (CVD) needs around a third of the points. The evolution of the error measure RMSE is plotted for all the methods between 30 to 130 samples in Figure 4.2.19. With this measure it is more obvious that some methods start stagnating after a certain amount of points are reached. Besides, the techniques that have been successfully able to reduce the MAE error show a more proficient converging behavior with RMSE as well.

Figure 4.2.18 – MAE and RMSE values for \( \mathcal{M}^{3d}_{H3} \) in with samples created with TPLHD with step size 10 (blue dotted line illustrates MAE threshold).
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Figure 4.2.19 – Convergence of MAE value for $\mathcal{M}_{H3}^{3d}$ until 130 samples for different adaptive sampling techniques.
### 4.2.4 Five-dimensional Trid function

The five-dimensional Trid function as e.g. found in Adorio and Diliman [2005] has the form

$$M_{\text{Trid}}^{\text{5d}}(x) = \sum_{i=1}^{5} (x_i - 1)^2 - \sum_{i=1}^{5} x_i x_{i-1}. \quad (4.2.6)$$

The function is here evaluated in the input domain $[-25, 25]$ for each dimension. The function has one global minimum $M_{\text{Trid}}^{\text{5d}}(x_{\text{min}}) = -30$ at $x_{\text{min}} = (5, 8, 9, 8, 5)^T$. The underlying nonlinearity of the function is highlighted in Figure 4.2.20. The function response over the normalized $x_1$-$x_2$-plane with the rest of the 5 parameters being set to zero is depicted.

![Figure 4.2.20 – Trid function $M_{\text{Trid}}^{\text{5d}}$ projected onto the normalized $x_1$-$x_2$-plane with all other parameter values equaling zero.](image)

The average error measures of the adaptive sampling techniques when starting from 50 samples and extending the sample size to 150, is listed in Table 4.2.10. It can be seen that all the methods are able to reduce the error with respect to the initial metamodel with 50 TPLHD samples. However EI shows clustering behavior and therefore does not show a substantial improvement. Except EI, the other presented methods show more proficient results than a metamodel created with 150 TPLHD samples. SSA, AME, MEPE and MIPT are able to reduce the MAE error by 3 with respect to the one-shot model. As highlighted, SSA shows the best results in all four error categories. The average scores after adding additional 50 samples are listed in Table 4.2.11. It can be seen that with respect to the error after 150 samples of Table 4.2.10 the TPLHD created metamodel after 200 samples shows an improved approximation. When looking at the MAE error 10 out of the 12 adaptive techniques achieve a more sufficient solution than the one-shot method. In addition to EI, MASA is the second method that shows clustering.
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| Errors after 50 samples | Method  | MAE     | RMAE    | RMSE    | R²     |
|-------------------------|---------|---------|---------|---------|--------|
| TPLHD                   | 93.8611 | 1.1550  | 118.1866| 0.9455  |        |
| ACE                     | 46.2450 | 0.7657  | 68.7834 | 0.9826  |        |
| AME                     | 19.0769 | 0.2626  | 25.9363 | 0.9975  |        |
| CVD                     | 38.9972 | 0.4285  | 49.3561 | 0.9910  |        |
| CVVor                   | 31.0931 | 0.5944  | 46.9048 | 0.9919  |        |
| EI                      | 78.4929 | 1.2724  | 116.2119| 0.9505  |        |
| EIGF                    | 38.0913 | 0.5281  | 51.0940 | 0.9904  |        |
| MASA                    | 51.9301 | 0.5639  | 67.2773 | 0.9834  |        |
| MEPE                    | 21.7821 | 0.2394  | 27.5633 | 0.9972  |        |
| MIPT                    | 24.826  | 0.4689  | 33.1095 | 0.9959  |        |
| MSD                     | 43.4871 | 0.3884  | 53.7404 | 0.9894  |        |
| SFCVT                   | 40.4675 | 0.8251  | 58.0677 | 0.9876  |        |
| SSA                     | 17.7730 | 0.2524  | 23.6932 | 0.9979  |        |

| Errors after 150 samples | Method  | MAE     | RMAE    | RMSE    | R²     |
|--------------------------|---------|---------|---------|---------|--------|
| TPLHD                    | 62.6720 | 0.9387  | 87.9973 | 0.9698  |        |
| ACE                      | 46.2450 | 0.7657  | 68.7834 | 0.9826  |        |
| AME                      | 19.0769 | 0.2626  | 25.9363 | 0.9975  |        |
| CVD                      | 38.9972 | 0.4285  | 49.3561 | 0.9910  |        |
| CVVor                    | 31.0931 | 0.5944  | 46.9048 | 0.9919  |        |
| EI                       | 78.4929 | 1.2724  | 116.2119| 0.9505  |        |
| EIGF                     | 38.0913 | 0.5281  | 51.0940 | 0.9904  |        |
| MASA                     | 51.9301 | 0.5639  | 67.2773 | 0.9834  |        |
| MEPE                     | 21.7821 | 0.2394  | 27.5633 | 0.9972  |        |
| MIPT                     | 24.826  | 0.4689  | 33.1095 | 0.9959  |        |
| MSD                      | 43.4871 | 0.3884  | 53.7404 | 0.9894  |        |
| SFCVT                    | 40.4675 | 0.8251  | 58.0677 | 0.9876  |        |
| SSA                      | 17.7730 | 0.2524  | 23.6932 | 0.9979  |        |

**Table 4.2.10** – Error measures for $M_{Trid}^{5d}$ after 150 samples.

**Figure 4.2.21** – Convergence of the MAE error for $M_{Trid}^{5d}$ until 200 samples.

It can be seen that MEPE overall is able to add the samples most effectively after 200 points. The MAE error over the added samples (from 50 to 200) is displayed in **Figure 4.2.21**. All methods show a trend towards a constant decrease of the measure. However after reaching 150 samples, the methods appear to be stalling or decreasing at a slower rate.
## Table 4.2.11 – Error measures for $\mathcal{M}_{\text{Trid}}^{sd}$ after 200 samples.

| Method  | MAE   | RMAE  | RMSE  | $R^2$  |
|---------|-------|-------|-------|--------|
| TPLHD   | 93.8611 | 1.1550 | 118.1866 | 0.9455 |
| ACE     | 28.5187 | 0.7657 | 40.4943 | 0.9947 |
| AME     | 14.6074 | 0.2491 | 23.0186 | 0.9983 |
| CVD     | 24.4153 | 0.2436 | 30.2288 | 0.9966 |
| CVVor   | 36.4604 | 0.8105 | 57.7857 | 0.9877 |
| EI      | 73.0383 | 1.2359 | 110.1668 | 0.9582 |
| EIGF    | 22.6122 | 0.4153 | 30.1483 | 0.9966 |
| MASA    | 42.4401 | 0.5633 | 55.6606 | 0.9886 |
| MEPE    | 14.7321 | 0.1427 | 18.7683 | **0.9989** |
| MIPT    | 24.3554 | 0.3861 | 31.7237 | 0.9963 |
| MSD     | 36.2998 | 0.3130 | 44.5949 | 0.9927 |
| SFCVT   | 24.9267 | 0.3513 | 33.4248 | 0.9959 |
| SSA     | 23.8567 | 0.4013 | 32.1571 | 0.9962 |
4.2.5 Seven-dimensional Lévy function

The next benchmark function is the 7-dimensional form of the Lévy function and was for example utilized in [Laguna and Martí 2005]. The function is of the form

\[
\mathcal{M}_{\text{Levy}}^{7d}(\boldsymbol{x}) = \sin^2(\pi w_1) + \sum_{i=1}^{7} (w_i - 1)^2 \left[ 1 + 10 \sin^2(\pi w_i + 1) \right] + (w_7 - 1)^2 \left[ 1 + \sin^2(2\pi w_7) \right],
\] (4.2.7)

where \( w_i = 1 + \frac{x_i - 1}{4}, \) for all \( i = 1, \ldots, 7. \) The input domain for all \( x_i \) is \([-2,2]\). The function has a global minimum \( \mathcal{M}_{\text{Levy}}^{7d}(\boldsymbol{x}_{\text{min}}) = 0 \) at \( \boldsymbol{x}_{\text{min}} = (1, \ldots, 1)^T. \) To put the following error measures into perspective the spread of the function in the specified domain is around 17.5.

The average results of the error measures after 150 samples when starting from 70 samples for 10 adaptive sampling techniques are listed in Table 4.2.12. It can be noticed that all sampling techniques except for EI reduce the error significantly with respect to the one-shot TPLHD metamodel and the initial model. The space-filling algorithm MIPT yields the best results followed by SSA. Since the problem is seven-dimensional, additional samples with regard to the results of Table 4.2.12 are only found with the 5 most time-efficient methods (EI, EIGF, MEPE, MIPT and MSD).

| Method  | MAE   | RMAE  | RMSE  | \( R^2 \) |
|---------|-------|-------|-------|-----------|
| TPLHD   | 1.9768| 2.9701| 2.5296| 0.44031   |
| ACE     | 1.0392| 1.3564| 1.2974| 0.8527    |
| CVVor   | 0.4014| 0.6603| 0.5157| 0.9767    |
| EI      | 0.3259| 0.4516| 0.4259| 0.9892    |
| EIGF    | 1.4894| 2.5317| 1.9733| 0.6594    |
| MASA    | 0.4466| 0.7158| 0.5613| 0.9724    |
| MEPE    | 0.3256| 0.4425| 0.4067| 0.9855    |
| MIPT    | 0.2314| 0.3040| 0.2888| 0.9927    |
| MSD     | 0.4487| 0.7740| 0.5614| 0.9724    |
| MSE     | 0.3268| 0.4979| 0.4064| 0.9855    |
| SFCVT   | 0.3003| 0.5501| 0.3915| 0.9865    |
| SSA     | 0.2915| 0.4137| 0.3616| 0.9885    |

Table 4.2.12 – Error measures for \( \mathcal{M}_{\text{Levy}}^{7d} \) after 150 samples.
Adaptive surrogate models for parametric studies

| Method  | MAE   | RMAE  | RMSE  | R²   |
|---------|-------|-------|-------|------|
| Errors after 100 samples | TPLHD | 1.9768 | 2.9701 | 2.52960 | 0.44031 |
| Errors after 250 samples | TPLHD | 0.9310 | 1.2336 | 1.1615 | 0.8820 |
| EI      | 1.5860 | 3.1906 | 2.1284 | 0.6037 |
| EIGF    | 0.1602 | 0.2934 | 0.2116 | 0.9944 |
| MEPE    | 0.1872 | 0.2239 | 0.2380 | 0.9981 |
| MIPT    | 0.1754 | 0.2806 | 0.2226 | 0.9956 |
| MSD     | 0.2510 | 0.2830 | 0.2899 | 0.9957 |

Table 4.2.13 – Error measures for $M^{7d}_{Levy}$ after 250 samples.

The error values for these five methods after 250 samples are shown in Table 4.2.13. EI is clearly the worst and yields less proficient results than the one-shot method. However, all other methods reduce the error significantly with EIGF approximating the shape of the function best (judged by MAE and RMSE) whereas MEPE reduces the absolute error most noticeable. The convergence behavior of the MAE error of the 5 techniques is illustrated in Figure 4.2.22. It can be seen that all methods except EI show a sufficient decreasing rate. However after 150 samples the error is not reducing with the same rate and is more or less stagnating.

![Figure 4.2.22 – Convergence of the MAE error for $M^{7d}_{Levy}$ until 250 samples.](image-url)
4.3 Concluding remark

The introduced adaptive sampling techniques have been tested on different benchmark problems in the OK framework. An analysis of the computation time has been employed. It was found that five techniques (EI, EIGF, MEPE, MIPT and MSD) can be used in higher dimensionality $\geq 7$ in order to efficiently add new sample points to the DOE in an efficient manner. CVD yields the best results for the one-dimensional case. In the higher dimensions MEPE shows the most proficient balance between exploration and exploitation and hence can be used as a versatile adaptive sampling scheme for black-box functions.
Adaptive surrogate models for parametric studies
Chapter 5

Investigation of a dynamic problem utilizing a Kriging approach

Parametric studies for dynamic systems are of high interest to detect the risks of instabilities. The ability of Kriging with adaptive sampling is for such application is herein investigated. An indicator for the system chaotic motion is presented. It is found that for the given application the presented adaptive sampling techniques are not sufficient. Therefore an adaptive method for classification with Kriging is suggested, which to the best of the authors knowledge is a novelty.

5.1 Mathematical modeling of the dynamic system

Friction can be the cause of dynamic instabilities leading to self-excited vibrations which can result in a performance decrease of mechanical systems. Dry friction refers to two solid bodies in contact. Oscillating systems excited by dry friction are frequently encountered in many practical applications, including brake squeal systems [Barton and Blackwood 2004] and hydraulic cylinders [Owen and Croft, 2003].

Linear spring mass systems placed on a moving belt, commonly referred to as mass-on-belt systems, are generally utilized as a mathematically simplified version of a stick-slip system, see e.g. Stelter [1990], Hinrichs et al. [1997], Galvanetto and Bishop [1999] or Jiménez et al. [2007]. Nonlinear systems of this type have yet to be analyzed to the same extent [Devarajan and Balaram, 2017]. However, the practical applications e.g. brake systems contain inherent nonlinearities. Therefore studies of these systems are of importance.
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The mass-on-belt system with additional nonlinearities for its bifurcation behavior is investigated in Santhosh et al. [2016], Awrejcewicz and Sendkowski [2005]. Devarajan and Balaram [2017] studied a Duffing’s type oscillator analytically in order to obtain expressions for stick-slip and pure-slip vibration amplitudes and frequencies. An estimation method for the spectrum of Lyapunov exponents proposed by [Balcerzak et al., 2018] is employed in Pikunov and Stefanski [2019] to analyze the stability of a nonlinear mass-on-belt system. The mechanical problem investigated in this paper is the oscillator of Duffing’s type as schematized in Figure 5.1.1 with a damping term. A mass $M$ is placed upon a moving belt with constant velocity $V_0$. The displacement of the mass over the time $t$ is represented by $X(t)$. The movement of the mass is restricted by a nonlinear spring of stiffness $K_1X^2 + K_2$ and a dashpot with the damping coefficient $D$ parallel to the spring. The relative velocity between the belt and the body is denoted by $V_R(t) = V_0 - \dot{X}(t)$. A time-dependent harmonic force $U(t) = U_0 \sin(\Omega t)$ with the amplitude $U_0$ and the angular frequency $\Omega$ as well as a normal load $N_0$ are applied on the mass.

![Figure 5.1.1 – Scheme of the analyzed nonlinear mass-on-belt system.](image)

The equation of motion of the system reads

$$M\ddot{X}(t) = -D\dot{X}(t) - K_1X^3(t) - K_2X(t) + F_R(V_R) + U_0 \sin(\Omega t), \quad (5.1.1)$$

where $F_R(V_R) = N_0 f_R(V_R)$ is the friction force. $f_R(V_R)$ is called the friction function which denotes the friction force per unit of normal load and is a user-chosen function. An overview of common choices is presented in Pennestri et al. [2016]. Generally, static and dynamic friction force models can be distinguished [Olsson et al., 1998], where in a dynamic model the friction force does not only depend on the relative velocity between two bodies but also on other state variables. Herein, a dynamic model called the elasto-plastic model is employed as found in Dupont et al. [2000] and Dupont et al. [2002]. Elasto-plastic models
were first introduced by Prandtl [1924] to model the behavior of solids subjected to stress. Here, the displacement \( X \) of the body is the sum of an elastic (memoryless) contribution denoted \( z \) and a plastic (history-dependent) part \( w \) such that

\[
X = z + w.
\]

(5.1.2)

During the sticking phase, the plastic displacement is constant. In contrast, while slipping the elastic component remains fixed. A physical analogy of this model is depicted in Figure 5.1.2.

\[t_0\]

sliding mass

\[
X
\]

\[w\]

\[z\]

sliding mass

Figure 5.1.2 – Physical analogy of elasto-plastic model. Block moves over surface. Displacement \( X \) can be broken down into elastic component \( z \) and plastic part \( w \) (modified from Dupont et al. [2000]).

Here, due to the deformation of a single lumped elastic asperity or bristle the mass is subject to the friction force \( F_R \). The state history of this model is only characterized by the state variable \( z \), which in the physical analogy is the deflection of the bristle. The friction function is defined as

\[
f_R(V_R, z) = \sigma_0 z + \sigma_1 \dot{z} + \sigma_2 V_R,
\]

(5.1.3)

which can be compared to the force model of the classical LuGre model of De Wit et al. [1995]. \( \sigma_0 \) is the bristle stiffness, \( \sigma_1 \) is the average bristle damping coefficient and \( \sigma_2 \) is a viscous component of the friction force. The concept is illustrated in Figure 5.1.3.

The velocity of bristle deflection has been defined by Dupont et al. [2000] as

\[
\dot{z} = \left(1 - \alpha(z, \dot{V}_R) \frac{\sigma_0}{g(V_R)} z \cdot \text{sgn}(V_R)\right) V_R,
\]

(5.1.4)

where \( \alpha(z, \dot{V}_R) \) is a state variable, which depends on the relative velocity and is utilized to capture the stiction effect see e.g. Townsend and Salisbury [1987].
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Figure 5.1.3 – Basic concept of friction force formulation. Asperities in the contact surface are modeled as elastic bristle with damping. For simplicity the LuGre-model takes an average bristle deflection \( z \) for the determination of the friction force.

The function \( \alpha \) defines the elastic deformation until the breakaway force of the system is exceeded, i.e.

\[
\alpha(z, \dot{g}) = \begin{cases} 
\alpha(z), & \text{if } \dot{g}_T \cdot z \geq 0 \\
0, & \text{if } \dot{g}_T \cdot z < 0 
\end{cases} 
\] (5.1.5)

where

\[
\alpha(z) = \begin{cases} 
0, & \text{if } z \leq z_{ba} \\
\frac{1}{2} \left( \sin \left( \pi \frac{\|z\| - \frac{z_{max} + z_{ba}}{2}}{z_{max} - z_{ba}} \right) + 1 \right), & \text{if } z_{ba} < \|z\| < z_{max} \\
1, & \text{if } z_{max} \leq \|z\|, 
\end{cases} 
\] (5.1.6)

with \( z_{max} \) representing the maximum bristle deflection and \( z_{ba} \) the bristle deflection for the breakaway condition. The function \( g(V_R) \) models the Strubeck-effect, which describes an increase of the friction coefficient with increasing relative contact velocity \( \text{Stribeck} \) \cite{1902}. It is given by

\[
g(V_R) = N_0 \left( \mu_k + (\mu_s - \mu_k) \exp \left( -\frac{V_R^2}{V_S^2} \right) \right),
\] (5.1.7)

where \( V_S \) is a parameter called the characteristic Stribeck velocity, and \( \mu_s \) and \( \mu_k \) denote the static and kinetic friction coefficients respectively. Therefore, the
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The complete equation of motion of the system in state-space form with the modified elasto-plastic friction model reads

\[
\begin{align*}
\frac{dX}{dt} & = \dot{X} \\
\frac{d^2X}{dt^2} & = -\frac{D}{M} \dot{X} - \frac{K_1}{M} X^3 - \frac{K_2}{M} X + \frac{N_0}{M} f_R(V_R) + \frac{U_0}{M} \sin(\Omega t) \\
\frac{dz}{dt} & = \left( 1 - \alpha(z, V_R) \frac{\sigma_0}{g(V_R)} z \right) V_R,
\end{align*}
\] (5.1.8)

which can be solved e.g. via numerical integration. Knowing the equations of motion, the next step is to analyze the dynamic behavior of the system. An example of the time-response and a phase-plot are displayed in Figure 5.1.4.

\[\text{Figure 5.1.4} \quad \text{– Time response and phase space for the nonlinear mass-on-belt system with } \Omega = 0.5 \text{ rad/s, } M = 1 \text{ kg, } V_0 = 0.1 \text{ m/s, } D = 0.0 \text{ Ns/m, } K_1 = 1 \text{ N/m}^3, K_2 = 0.0 \text{ N/m, } \mu_s = 0.3, \mu_k = 0.15, V_s = 0.1 \text{ m/s, } U_0 = 0.1 \text{ N, } N_0 = 1.0 \text{ N, } \sigma_0 = 100.0 \text{ N/m, } \sigma_1 = 10.0 \text{ Ns/m and } \sigma_2 = 0.1 \text{ Ns/m. } X \text{ given in m, } \dot{X} \text{ in m/s and the time } t \text{ in seconds.}\]

This dynamic system is studied with the help of a surrogate model to evaluate at low-cost the critical values. Hereby two different values are investigated:

1. the sticking time of the system,
2. the Largest Lyapunov Exponent (LLE) in order to characterize instability.

The LLE is investigated in section 5.3 The importance of the sticking time is explained in the next section.
5.2 Surrogate model for the Sticking time

Qualitatively, the sticking and slipping mode define the oscillation of a dry-friction oscillator. Lima and Sampaio [2015] point out that in order to reduce the sticking time and therefore improve properties e.g. endurance of mechanical systems the role of the acting parameters needs to be determined. These can then be used to find countermeasures for systems where undesirable stick occurs. This can be used for example to the application described by Navarro-López and Suárez [2004] and later Navarro-López and Cortés [2007], where the authors model a generic oilwell drillstring with multiple degrees of freedom as commonly found in the petroleum extraction industry. Sticking of the drillstring is the origin of problems such as drill pipe fatigue or components failure. Therefore a reduction of the harmful sticking time has an economic interest. However as Lima and Sampaio [2015] point out the duration of the sticking mode and the cumulative sticking time has not got the needed attention in the literature. The adaptive sampling techniques are herin studied for their use in generating a surrogate model for the sticking time of the nonlinear mass-on-belt problem.

Figure 5.2.1 – Sticking time and absolute error of the evaluation of the sticking time. $K_1$ is given in N/m$^3$, $K_2$ in N/m and the absolute error in seconds.

In the following sticking of the mass on the belt is defined when the relative velocity $V_R(t) = V_0 - \dot{X}(t)$ is below the threshold of $10^{-4} m/s$. The sticking time is evaluated by numerically integrating equation (5.1.8) with a six-stage, fifth-order, Runge-Kutta method with variable step-size until 250 seconds. In order to avoid transient behavior the sticking time is the cumulative time from 150 to 250 seconds with $V_R < 10^{-4} m/s$.

The parametric domain for the sticking time is given by the two spring stiffnesses with $K_1 \in [0.5, 1.0] N/m^3$ and $K_2 \in [0.0, 0.6] N/m$. The rest of the parame-
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ter values are given by $M = 1\, \text{kg}$, $V_0 = 0.1\, \text{m/s}$, $D = 0.0\, \text{Ns/m}$, $\mu_s = 0.3$, $V_s = 0.1\, \text{m/s}$, $U_0 = 0.1\, \text{N}$, $N_0 = 1.0\, \text{N}$, $\sigma_0 = 100.0\, \text{N/m}$, $\sigma_1 = 10.0\, \text{Ns/m}$, $\sigma_2 = 0.1\, \text{Ns/m}$, $\Omega = 0.6\, \text{rad/s}$ and $\mu_k = 0.15$. The sticking time over the input domain is plotted in Figure 5.2.1a. Initially 20 samples are spread across the domain with TPLHD leading to a metamodel with an absolute error as distributed in Figure 5.2.1b. It can be noticed that the spread of the sticking time in the parametric domain $\{K_1, K_2\}$ is around 5 seconds and the highest initial absolute error around 1.6 seconds. From an initial TPLHD model using 20 samples surrogate models utilizing 60 samples are built using 12 alternative sampling techniques. Furthermore a direct TPLHD model with 60 samples is generated. The error measures for the different surrogate models are listed in Table 5.2.1. In the majority of the ten iterations EI, SFCVT and SSA provoke numerical issues because of clustering. It can be noticed that CVD yields the best MAE error value, whereas EIGF excels in the other criteria. All other techniques perform more proficient then the initial and final one-shot metamodels. As a next step the average amount of samples needed to reduce the MAE error below 0.1 s is studied. Here the limit is set to 150 points.

| Method | MAE[s] | RMAE | RMSE[s] | $R^2$ |
|--------|--------|------|---------|-------|
| TPLHD  | 0.2847 | 1.2684 | 0.3822 | 0.9251 |
| ACE    | 0.2277 | 1.4008 | 0.3370 | 0.9364 |
| AME    | 0.1586 | 1.6147 | 0.3142 | 0.9447 |
| CVVor  | 0.1955 | 1.2527 | 0.3205 | 0.9424 |
| CVD    | 0.1380 | 1.2326 | 0.2412 | 0.9674 |
| EI     | -      | -     | -       | -     |
| EIGF   | 0.1576 | **0.9986** | **0.2205** | **0.9727** |
| MASA   | 0.1959 | 1.6615 | 0.3152 | 0.9443 |
| MEPE   | 0.1660 | 1.0896 | 0.2687 | 0.9595 |
| MIPT   | 0.1610 | 1.680  | 0.3091 | 0.9464 |
| MSD    | 0.2259 | 1.6384 | 0.3992 | 0.9107 |
| SFCVT  | -      | -     | -       | -     |
| SSA    | -      | -     | -       | -     |

Table 5.2.1 – Error measures for the sticking time metamodel 60 samples (methods with clustering problems are indicated by empty rows).
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Figure 5.2.2 – Sample positions and average number of samples needed to reduce the reach \( \text{MAE} < 0.1 \) for the sticking time problem.

Amongst the nine methods that do not provoke numerical issues five are able to reach this threshold within this limit. This can be seen in the convergence of the MAE error over the sample size as given in Figure 5.2.3. The lowest average number of points is needed with MEPE (105 samples on average). The sample positions of the added points of the 5 successful methods as well as the number of points needed are shown in Figure 5.2.2.
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Figure 5.2.3 – MAE error over the sample size for selected adaptive sampling techniques for the sticking time until 150 samples.

The later a point is added the more its color tends towards light red. MEPE as displayed in Figure 5.2.2d over the contour of the target function balances exploration and exploitation most proficiently. The sample locations of two of the methods (ACE and MASA) that need more than 150 samples to reach the threshold are shown in Figure 5.2.4. It can be seen that these methods are clustering around regions of the input domain and therefore do not gain more information while increasing the number of samples.

Figure 5.2.4 – Sample positions and average number of samples for methods unable to reach the error threshold for the sticking time problem.
5.3 Surrogate model for classification of chaotic motion

Lyapunov Exponents (LE) introduced by Oseledec [1968] are defined as the average divergence or convergence rate of nearby orbits in the state space. They are one of the most useful tools to characterize the stability of a dynamic system Kocarev et al. [2006]. A brief introduction to LE as well as suitable estimation methods for the problem at hand are given in the next section. Afterwards the ability of the presented adaptive sampling techniques to create a metamodel for this indicator is discussed and a new and more suitable sampling method is introduced and tested on different examples of data.

5.3.1 Estimation method for Lyapunov exponent

Consider a general equation of motion of an $N$-dimensional time-continuous system can be recast into first order differential equation system of the form

$$\dot{x} = f(x), \quad (5.3.1)$$

with the state-space vector $x \in \mathbb{R}^N$ and $f$ being a set of $N$ functions i.e. $f = [f_1(x), \ldots, f_N(x)]$.

Consider an $N$-dimensional sphere of initial conditions. With progressing time the sphere evolves into an ellipsoid whose principal axes are contracting or expanding with rates governed by the spectrum of LEs, here denoted by $\{\lambda_i\}_{i \in [1,N]}$. A positive exponent indicates local instability in its particular direction and hence characterizes chaotic motion, see Rosenstein et al. [1993]. Therefore in practice and for the purpose of this thesis the computation of the largest Lyapunov exponent is sufficient. The presence of a positive LLE indicates chaos, whereas negative values are characteristic for regular motion. Since the analytic calculation is mostly restricted to simple linear systems, LEs are usually determined with numerical methods see e.g. Shimada and Nagashima [1979], Benettin et al. [1980], Kantz [1994] or Benettin et al. [1980].

When the equations of the analyzed system are available and the system is smooth with an analytically obtainable Jacobian matrix, the LLE can be calculated with e.g. the algorithm as given in Wolf [1986], where the system of equations is solved for $N$ nearby initial conditions and correct state space orientation is maintained by repeatedly orthonormalizing the corresponding set of vectors using the Gram-Schmidt procedure. However, the dry friction problem at hand is a non-smooth system. The Jacobian matrix cannot be determined or is strongly ill-conditioned, which leads to significant numerical problems when employing the algorithm proposed by Wolf [1986]. To overcome this obstacle,
a novel method has recently been presented in [Balcerzak et al. 2018], which estimates the Jacobian matrix by a truncated Taylor series expansion with small orthogonal perturbations. Consider a discretization in time given by the set \( \{ t_i | i = 1, \ldots, n \} \). Let \( x(t_i) \) be denoted by \( x_i \). The discrete dynamical system of the mapping \( f \) introduced in equation (5.3.1) at time \( t_i \) reads

\[
x_{i+1} = G(x_i),
\]

where \( G(x_i) = [G_1(x_i), \ldots, G_N(x_i)] \). Because the operator \( G \) in equation (5.3.2) may be discontinuous, an analytic expression for the Jacobian cannot be given. However, by introducing a perturbation vector \( \Delta_i = [\delta_1, \ldots, \delta_N]^T \), where each element is a value of small magnitude, equation (5.3.2) can be rewritten in two ways

\[
x_{i+1} + \Delta_{i+1} = G(x_i + \Delta_i) \approx G(x_i) + JG(x_i) \Delta_i
\]

\[
x_{i+1} - \Delta_{i+1} = G(x_i - \Delta_i) \approx G(x_i) - JG(x_i) \Delta_i
\]

Here \( JG(x_i) \) is the Jacobian matrix of \( G(x_i) \), which can be approximated as

\[
JG(x_i) \Delta_i \approx G(x_i + \Delta_i) - G(x_i), \\
JG(x_i) \Delta_i \approx -G(x_i - \Delta_i) + G(x_i).
\]

The equations correspond to forward difference and backward difference schemes respectively. Adding these two expressions yields an estimation of each column vector of the Jacobian as

\[
JG_j(x_i) \approx \frac{G(x_i + \Delta_j^i) - G(x_i - \Delta_j^i)}{2\delta}
\]

where \( \Delta_j^i = \delta e_j^T \) and \( e_j \) is the unit vector with unit in the \( j \)-th element. From this robust numerical estimation of the Jacobian matrix, any algorithm for calculating the LLE can be easily employed even for non-smooth applications. Here, the algorithm mentioned in [Wolf 1986] has been implemented. The presented method has been used for a non-smooth application by [Pikunov and Stefanski 2019].

In the following a short study of the validity of the presented LLE estimation method is given. This will be done by first comparing the results of the estimation method on a continuous three-dimensional problem with the exact Jacobian matrix and afterwards validating the method on the discontinuous ODE-system of equation (5.1.8).

The continuous example is taken out of [Molaie et al. 2013]. It reads

\[
\dot{x} = y \\
\dot{y} = z \\
\dot{z} = -ax - y - 4z + y^2 + xy
\]
Here $a$ is a given parameter. The bifurcation diagram of the problem for the domain $a \in [3.3, 3.4]$ is plotted in the upper image of Figure 5.3.1.

![Bifurcation Diagram](image)

**Figure 5.3.1** – Upper image bifurcation diagram of the problem of equation (5.3.6) over the parameter $a$. Middle image: LLE with exact Jacobi matrix for the equation. Lower image: LLE with utilized estimation method of the Jacobi matrix.

It can be seen that with an increasing value of the parameter the response gets more chaotic. The LLE estimated with the algorithm as described in [Wolf 1986], utilizing the exact Jacobi matrix of the system, is illustrated in the middle picture. It can be seen that the LLE mirrors the chaotic behavior of the bifurcation diagram. The same algorithm but with the estimated Jacobi matrix of section 5.3.1 yields the LLE values of the lowest image in Figure 5.3.1. Here a perturbation vector given by $\Delta = 10^{-4} [1, 1, 1]^T$ was employed. It can be seen that the presented Jacobi estimation method is able to achieve similar results to the exact Jacobi matrix representation.

The bifurcation diagram and the respective LLE values for the dynamic problem defined by equation (5.1.8) are plotted over the angular frequency in Figure 5.3.2. Here the same perturbation vector as in the previous example is employed. It can be seen that the estimated LLE value with the given method is also consistent with the bifurcation graph.
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5.3.2 Metamodel for the LLE indicator

Issues arise when trying to utilize the presented adaptive sampling techniques for a metamodel of the LLE. The LLE value over the two spring stiffnesses that define the spring of the nonlinear mass-on-belt problem (of Figure 5.1.1) is depicted in Figure 5.3.3a. A given LLE value classifies the behavior of the given dynamic system into chaotic or regular motion.

Consider a user defined output for the mass-on-belt problem (MoB) (e.g. output after 150 seconds, output after one integration step, ...) of the systems of equations of (5.1.8) given as a blackbox function denoted by $M_{MoB}(x)$ where $x$ defines the parametric input. Let $C_{MoB}(x)$ be a blackbox function classifying the motion of the system with

$$C_{MoB}(x) = \begin{cases} 1, & \text{if } M_{LLE,MoB}(x) \geq 0 \\ 0, & \text{if } M_{LLE,MoB}(x) < 0 \end{cases} \quad (5.3.7)$$

where $M_{LLE,MoB}(x)$ provides the LLE value of the function $M_{MoB}$ with input $x$.

The output of the classification function $C_{MoB}$ of the data illustrated in Figure 5.3.3a is depicted in Figure 5.3.3b. On one hand values yielding $C_{MoB} = 1$,
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characterizing chaotic behavior, are highlighted in red in Figure 5.3.3b. On the other hand values generating the output $C_{MoB} = 0$, which characterize regular motion, are indicated in gray.

\[ LLE \]

Figure 5.3.3 – Example of LLE values over the spring-stifnesses, (a) LLE values over parametric space, (b) Outcome of $C_{MoB}$ (red: $C_{MoB} = 1$, gray = $C_{MoB} = 0$). With $K_1$ given in N/m$^2$, $K_2$ in N/m and LLE is unitless.

The main focus of a metamodel for this application should be to identify if $LLE = M_{LLE,MoB}(x)$ for a point $x$ of the parametric domain is above or below 0, whereas the precise value of the LLE, as seen in Figure 5.3.3a, is not of particular interest.

5.3.2.1 Comparison of Kriging metamodel for classifier or data

There are to be two different ways of creating a metamodel for this application:

1. Generating a metamodel $\hat{M}$ for the smooth data function $M_{LLE,MoB}(x)$ after which it can be evaluated depending on the algebraic sign of the output, e.g. with

\[
\hat{f}(x) = \begin{cases} 
1, & \text{if } \hat{M}(x) \geq 0 \\
0, & \text{if } \hat{M}(x) < 0.
\end{cases}
\]  

(5.3.8)

2. Creating a surrogate model $\hat{M}_C$ with the data of the classification $C_{MoB}$ and evaluating the output of the metamodel with e.g. an auxiliary function

\[
\hat{f}(x) = \begin{cases} 
1, & \text{if } \hat{M}_C(x) \geq 0.5 \\
0, & \text{if } \hat{M}_C(x) < 0.5.
\end{cases}
\]  

(5.3.9)
In the following the two approaches will be compared on a modified Schwefel function given by

\[
M_{\text{Schwefel,mod}}(x) = \begin{cases} 
  x \sin(x), & \text{if } x \leq 10 \\
  -x \cos(x), & \text{if } x > 10.
\end{cases}
\] (5.3.10)

The function classifying the output of \(M_{\text{Schwefel,mod}}\) is given by

\[
C_{\text{Schwefel,mod}}(x) = \begin{cases} 
  1, & \text{if } M_{\text{Schwefel,mod}}^{1d} \geq 0 \\
  0, & \text{if } M_{\text{Schwefel,mod}}^{1d} < 0.
\end{cases}
\] (5.3.11)

\(M_{\text{Schwefel,mod}}\) and \(C_{\text{Schwefel,mod}}\) are displayed in Figure 5.3.4. Next, two metamodels are generated employing different sample sets:

- a metamodel for the data function \(M_{\text{Schwefel,mod}}\), here denoted by \(\hat{M}_{\text{Schwefel,mod}}\),
- and a metamodel \(\hat{M}_C\) for classifier \(C_{\text{Schwefel,mod}}\).

In order to compare the results of the two metamodels the following auxiliary functions are defined:

- A function for \(\hat{M}_{\text{Schwefel,mod}}\) with boolean output

\[
\hat{f}_{\hat{M}_{\text{Schwefel,mod}}}(x) = \begin{cases} 
  1, & \text{if } \hat{M}_{\text{Schwefel,mod}}(x) \geq 0 \\
  0, & \text{if } \hat{M}_{\text{Schwefel,mod}}(x) < 0.
\end{cases}
\] (5.3.12)
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Figure 5.3.5 – Difference between metamodel for classifier $C_{Schwefel,mod}$ and metamodel for data function $M_{Schwefel,mod}^{1d}$. Samples every 0.2 steps. Black dots represent sample points. (a) Classifier and its metamodel generated from the given samples, (b) Data function and its metamodel (classifier in black), (c) Difference between the target classifier and the two metamodels.

- A binary output function for $\hat{M}_C$ with

$$f_{\hat{M}_C}(x) = \begin{cases} 1, & \text{if } \hat{M}_C(x) \geq 0.5 \\ 0, & \text{if } \hat{M}_C(x) < 0.5. \end{cases} \quad (5.3.13)$$

The differences between $C_{Schwefel,mod}$ and the two auxiliary functions are defined in order to compare the performance with

$$\Delta \hat{C}_C(x) = f_{\hat{M}_C}(x) - C_{Schwefel,mod}(x)$$

$$\Delta \hat{C}_{Schwefel,mod}(x) = f_{M_{Schwefel,mod}^{1d}}(x) - C_{Schwefel,mod}(x). \quad (5.3.14)$$

In order to evaluate the respective classification performance of $\hat{M}_C$ and $M_{Schwefel,mod}^{1d}$ with the help of the auxiliary functions of equation (5.3.14), three
different sets of observations over the input domain \( x \in [9, 13] \) are presented. Equidistant samples every 0.2 step is chosen over the domain \( x \in [9, 13] \) in Figure 5.3.5. The metamodel for the classifier is depicted in Figure 5.3.5a \( \mathcal{M}_{\text{Schwefel,mod}} \) and the target function are displayed in Figure 5.3.5b.

![Figure 5.3.5](image.png)

**Figure 5.3.5** – Difference between metamodel for classifier \( C_{\text{Schwefel,mod}} \) and metamodel for data function \( \mathcal{M}_{1d_{\text{Schwefel,mod}}} \). Samples every 0.1 steps. Black dots represent sample points. (a) Classifier and its metamodel generated from the given samples, (b) Data function and its metamodel (classifier in black), (c) Difference between the target classifier and the two metamodels.

The error between the metamodels and the target classifier as defined in equation (5.3.14) are illustrated in Figure 5.3.14 over the shortened domain of \([9.2, 11.5]\), which highlights the binary transition regions. It can be seen that generating a metamodel for the smooth target function instead of the classifier yields more proficient results. The same is true when refining the sample distances to include a sample every 0.1 steps as shown in Figure 5.3.6. Furthermore when only utilizing essential samples around the edge points as seen in Figure 5.3.7b, which
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yield very proficient results for the metamodel of $M_{Schwefel,mod}$. Here, it can be noticed that $M_C$ appears to exhibit numerical issues. Overall, after studying the given artificial application, the generation of a surrogate model for the smooth target function instead of its classifier should be the preferred choice when aiming to create low-cost functions with Kriging for classification problems.

**Figure 5.3.7** – Difference between metamodel for classifier $C_{Schwefel,mod}$ and metamodel for data function $M_{Schwefel,mod}^{bd}$. Samples selected as represented by black dots. (a) Classifier and its metamodel generated from the given samples, (b) Data function and its metamodel (classifier in black), (c) Difference between the target classifier and the two metamodels.
5.3.2.2 Evaluation of common adaptive sampling techniques for the metamodel generation for the LLE indicator

The samples for a proficient Kriging metamodel $\hat{M}$ for the smooth data function $M_{LLE,MoB}(x)$ need to be positioned on the edges between regular (positive) and chaotic (negative) outcome. This can be seen when considering $M_{Schwefel,mod}^{id}$ of equation (5.3.10) with a discontinuous jump at 10 and its classifying function $C_{Schwefel,mod}$ as presented in equation (5.3.11). The function and its classification are displayed in Figure 5.3.8a over the domain $x \in [9, 13]$. The metamodel of $M_{Schwefel,mod}^{id}$ when considering 21 equidistant samples generated every 0.2 steps is shown in Figure 5.3.8b. The samples are represented by the red dots on the classification function. The $y$-value of the points reflect the output of the classifier for the particular $x$-value. The Kriging metamodel generated with the given sample values is depicted by the red line. It can be noticed that the overall shape of the function is approximated proficiently. However the classification around the sharp transition at $x = 10$ is not sufficient. The same problem can be noticed when 41 equidistant samples every 0.1 steps are utilized. Even though it can be seen that with respect to the last metamodel the classification is improved. Next, consider the 10 sample points of Figure 5.3.8d. It can be seen that the samples are carefully placed along the transitions of the classifier value. The metamodel $\hat{M}$ is not approximating $M_{Schwefel,mod}^{id}$ as proficiently as before, however the classification of the metamodel yields better results. Hence, when intentionally adding samples points at the edges between two classification values the efficiency of the metamodel can be drastically improved. This fact yields to be problematic for the discussed adaptive sampling techniques because they focus on an exact representation of the output values and not on finding the transitions of the classifier function $C_{MoB}$ and therefore exhibit a lack of ability to adaptively create samples for classification problems. This is demonstrated in Figure 5.3.9. Four different commonly utilized adaptive sampling techniques, representative of the previously investigated techniques of this thesis, are used to adaptively sample the problem of Figure 5.3.3, in order to create a low-cost metamodel. The left-hand side of each row displays 85 created samples with the respective technique after, initially, five samples were generated with TPLHD. Here, the contour of the classification is illustrated in each image. On the right-hand side the respective metamodels generated with the 90 samples (shown in the left-hand side) are displayed. It is noticeable that the majority of samples created by these techniques is in areas not around the transition edges. However even without sampling the edge regions of $C_{MoB}$, AME (Figure 5.3.9a) and SSA (Figure 5.3.9d) display proficient results. Nevertheless the sampling procedures are not efficient for this application.
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To the best of the authors knowledge no adaptive sampling technique presented in the literature is aimed for classification problems in context of Kriging meta-modeling with focus on sampling near the transition regions. An innovative adaptive sampling technique aiming to fill this gap is proposed and tested in the next chapter.

Figure 5.3.8 – Sample positions for classification of $M_{\text{Schweifl,mod}}^{1d}$. 

(a) $M_{\text{Schweifl,mod}}^{1d}$ and $C_{\text{Schweifl,mod}}$

(b) Equidistant samples every 0.2 steps.

(c) Equidistant samples every 0.1 steps.

(d) Samples located at the transitions.
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Figure 5.3.9 – Sample positions for different adaptive sampling techniques for the classification of chaotic motion after 90 samples. $K_1$ is given in $\text{N/m}^3$, $K_2$ in $\text{N/m}$. 
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5.4 Concluding remark

The mathematical model of a non-linear oscillator of Duffing’s type with an elastoplastic friction model has been investigated. A metamodel for the sticking time was successfully created with the help of adaptive sampling. The largest Lyapunov exponent as well as the sticking time have been introduced as means to indicate the chaotic behavior of the system. A negative value of the largest Lyapunov exponent results in regular motion. Values equal or larger than zero point towards chaotic motion. Common adaptive sampling techniques have been studied for their use in the generation of a surrogate model for this indicator in order to classify the motion of the presented system system. It was found that the presented adaptive sampling techniques were not able to yield satisfying results, because of their inability to sample near transition edges.
Chapter 6

Novel adaptive sampling technique for surrogate classification with Kriging

The proposed adaptive sampling technique is aimed for the use of binary classification with Kriging. Mathematically this can be defined by a function $\mathcal{M}: \mathbb{C}^n \rightarrow \mathbb{R}$ and a classifier $C_M$. The classifier maps the output of $\mathcal{M}$ to the set $S = \{0, 1\}$. The mapping reads

$$C_M(x) = \begin{cases} 1, & \text{if } \mathcal{M}(x) \geq a \\ 0, & \text{if } \mathcal{M}(x) < a \end{cases} \quad (6.0.1)$$

where $x = \mathbb{C}^n$ and $a \in \mathbb{R}$. Binary classification has been of interest in many application fields including e.g. medical research [Tang et al. 2004] and chemical processes [Merkwirth et al. 2004]. However in this thesis the focus lies on the classification of the motion of the system of equations (5.1.8) as presented in section 5.3.2.

6.1 Construction of the technique

The proposed adaptive sampling technique discretizes the parametric space with Voronoi tessellation and is based on the MIPT algorithm. It was observed that LLE values of above 0, i.e. indicating chaotic motion, cluster together in the input domain. Hence, the classifier of the dynamic motion as presented in equation 5.3.7 exhibits clearly defined edges between the two states.

In the next steps this phenomenon is taken as an assumption to build the innovative, hybrid MC-interisite Voronoi (MIVor) adaptive sampling technique.
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Let the initial input data be defined by \(X = \{x^{(1)}, \ldots, x^{(m)}\}\) where \(x^{(i)} \in \mathbb{R}^n\) and the one-dimensional output data (here: e.g. the LLE) be given by \(Y = \{y^{(1)}, \ldots, y^{(m)}\}\). The output data can be classified to yield either chaotic motion (\(y^{(i)} \geq 0\)) or regular motion with \(y^{(i)} < 0\) by the mapping \(C_{MoB}\) of equation (5.3.7).

The method is based on MIPT for exploration and discretizes the input domain with Voronoi tessellation in order to find the largest cell that indicates chaotic motion. This cell is then used to define an exploitation character. In the following the concepts of Voronoi tessellation and MIPT are shortly defined before MIIVor procedure is presented.

MIPT

MIPT as presented in [Crombecq et al., 2011c] is an efficient adaptive space-filling algorithm. It uses the Monte Carlo approach in the input domain to define a set of \(nn\) points \(P = \{p_1, \ldots, p_{nn}\}\) where \(p_i \in \mathbb{R}^n\). The points are evaluated and ranked with respect to their distance to the existing sample points. A new point is selected by the highest rank or score. A distance threshold is defined to create the space-filling character in the method with

\[
d_{\text{min}} = \frac{1}{nn}. \tag{6.1.1}
\]

MIPT over the set of Monte Carlo points \(P\) then ranks each point \(p_i \in P\) according to

\[
MIPT(P, p) = \begin{cases} 0 & \text{if } \min_{p_i \in P} \|p_i - p\|_{-\infty} < d_{\text{min}} \\ \min_{p_i \in P} \|p_i - p\|_2 & \text{if } \min_{p_i \in P} \|p_i - p\|_{-\infty} \geq d_{\text{min}}. \end{cases} \tag{6.1.2}
\]

Here, \(\|\cdot\|_2\) describes the euclidean distance and \(\|\cdot\|_{-\infty}\) is the negative infinity norm defined by \(\|p\|_{-\infty} = \min(p_i) \forall i = 1, \ldots, n\).

Voronoi tessellation

To discretize the input domain the well-known Voronoi tessellation [Aurenhammer, 1991] around the existing sample points is employed. The idea is that the set of cells \(\{C_1, \ldots, C_n\}\) tesselate the whole space \(\mathcal{X}\) employing the so-called dominance function

\[
\text{dom}(x^{(i)}, x^{(j)}) = \{x \in \mathbb{R}^n | \|x - x^{(i)}\| \leq \|x - x^{(j)}\|\}. \tag{6.1.3}
\]

This means, that the subset of a plane needs to be as least as close to \(x^{(i)}\) as it is to \(x^{(j)}\) in order for \(x^{(i)}\) to be dominant over \(x^{(j)}\). Utilizing this, the Voronoi cell of the point \(x^{(i)}\) defines the subset of the input space in which \(x^{(i)}\) is dominant.
over all other sample points in $X$ with
\[ C_i = \cap_{x(i) \in X \setminus x(i)} \text{dom}(x(i), x(j)). \] (6.1.4)

The computation of the Voronoi tessellation requires high computational effort especially in higher dimensions. However the volume of each corresponding cell can be estimated by employing the Monte Carlo method. For this the parametric space is randomly filled with points. A particular point lies in the influence zone of the sample point that it has the closest euclidean distance to. The volume of each Voronoi cell is estimated by the amount of points in each cell as explained in Box 6.1. Simplified, the Voronoi cell with the largest volume is the one with the highest number of randomly sampled points in its influence domain. This is an effective way to define a volume $V_{ol_i}, i = 1, \ldots, n$ of the Voronoi cell for each sample point.

- Initial sample data given with $X = \{x^{(1)}, \ldots, x^{(m)}\}$.
- Obtain $nn$ Monte Carlo points in the input domain and define $P = \{p_1, \ldots, p_{nn}\}$.
- Define $Vol = \{Vol_i, i = 1, \ldots, m\}$. Initially set all $Vol_i = 0$.

\begin{align*}
\text{for } p \in P \quad & \text{Find closest point } x^{(i)} \text{ for } p \text{ in } X \text{ with } x^{(i)} = \min_{x^* \in X} \|p - x^*\|_2. \\
& \text{Set } Vol_i = Vol_i + 1.
\end{align*}

- Set $Vol_i = \frac{Vol_i}{\|Vol\|_1}$ for all $i = 1, \ldots, m$.

**Box 6.1 – Estimation of normalized Voronoi cell volume**

**Mc-intersite Voronoi (MIVor)**

The basic idea behind the classification problems MIVor is to focus on sampling around edges between positive ($C_{MoB} = 0$) and negative ($C_{MoB} = 1$) outcomes. For instance in Figure 5.3.3, it has been observed that chaotic motion indicated by the red points seems to cluster in the parametric domain.
As presented in the example of Figure 5.3.9, Kriging is an accurate interpolative method. The edges between areas indicating chaotic and regular motion need to be sampled sufficiently in order to create a proficient metamodel for binary classification. The exploitation component of the presented method aims to sample close to these edges.

The first part of the process is purely exploration-based, i.e. new samples are added with MIPT: Then, as soon as one sample gives a chaotic outcome ($C_{MoB} = 1$), an exploitation contribution is added to the adaptive algorithm using a decreasing strategy as illustrated in Figure 3.0.3a. Initially an exploration rate $0 \leq r \leq 1$ is chosen by the user as well as a decreasing factor $\alpha > 1.0$. In order to choose if the next sampling step is exploration or exploitation-based a uniformly distributed random variable $u \sim U[0, 1]$ is sampled:

- If $u < r$ then the next sample will be found by exploration employing the presented MIPT algorithm.
- If $u \geq r$ the algorithm aims to sample a new point close to a predicted edge between positive and negative outcome. Therefore this step represents the exploitation component.

Let $n_{chaotic}$ be the number of samples with $C_{MoB}(x^{(i)}) = 1$ for $i = 1, \ldots, m$. Define the set $\mathcal{X}_{chaotic}$, that contains all samples indicating chaotic motion and let $\mathcal{X}_{regular} = \mathcal{X} \setminus \mathcal{X}_{chaotic}$ be the set containing the parametric values yielding regular motion. Let the neighboring points of sample $x^{(i)}$ be defined by its $2n$ nearest points by euclidean distance of the set $\mathcal{X} \setminus x^{(i)}$, where $n$ is the dimension of $x^{(i)}$.

The exploitation component of MIVor is based the following ideas:

- The volumes of the Voronoi cells of samples $x \in \mathcal{X}_{chaotic}$ are a measure for the density of samples with $C_{MoB}(x^{(i)}) = 1$. The larger the volume of a particular cell the more uncertain the chaotic region around this respective sample and hence, a new point needs to be created.
- The more points in the neighborhood of a sample $x \in \mathcal{X}_{chaotic}$ are in the set $\mathcal{X}_{regular}$ the closer $x$ is to an edge.

MIVor combines these two ideas by ranking the points $x \in \mathcal{X}_{chaotic}$ in a combined score of their volume and the amount of neighboring samples with a positive outcome. The samples are ranked by the multiplicative score

$$R(x^{(i)}) = V ol_x N_i, \quad \forall x^{(i)} \in \mathcal{X}_{chaotic}$$

where $N_i$ is the number of points part of the set $\mathcal{X}_{regular}$ in the neighborhood of $x^{(i)}$. As described in section 6.1, a Monte Carlo approach is employed in order to
evaluate the volumes of the Voronoi cells. The sample point with the highest score is evaluated

\[ x^{\text{max}} = \max_{x^* \in \mathcal{X}_{\text{chaotic}}} R(x^*). \]  

(6.1.6)

The Monte Carlo points defining the cell \( C_{\text{max}} \) around this point are stored in the set \( P_{\text{max}} \subset P \).

In order to estimate the location of the edge between two regions accurately the Monte Carlo point of the set \( P_{\text{max}} \) that is closest to a sample point with positive outcome (from the set \( \mathcal{X}_{\text{regular}} \)) is taken as a candidate \( x^{\text{cand}} \) for the next added sample.

\[ x^{\text{cand}} = \min_{p \in P_{\text{max}}} \| p - x^{(i)} \| \; \forall x^{(i)} \in \mathcal{X}_{\text{regular}}. \]  

(6.1.7)

In order to avoid clustering of sample points and hence numerical issues a space-filling metric \( S \) is introduced with

\[ ds(x^{(i)}) = \min (\| x^{(i)} - x^{(j)} \|), \quad \forall x^{(i)} \in \mathcal{X} \cap (i \neq j) \]

\[ S = 0.1 \max(ds(x^{(i)})), \quad \forall x^{(i)} \in \mathcal{X}. \]  

(6.1.8)

If the candidate point \( x^{\text{cand}} \) is closer than \( S \) to an existing sample point, i.e.

\[ \exists x^{(i)} \in \mathcal{X} \text{ with } \| x^{(i)} - x^{\text{cand}} \| < S, \]  

(6.1.9)

it will be rejected. The new candidate point is the Monte Carlo point of the set \( P_{\text{max}} \) with the highest variance

\[ x^{\text{cand}} = \max_{p \in P_{\text{max}}} \sigma^2(p). \]  

(6.1.10)

If \( x^{\text{cand}} \) still violates the distance constraint, MIPT is employed. Otherwise the candidate point is taken as the new sample point. The workflow for deciding on a new sample point is illustrated in Figure 6.1.1. The general procedure of the exploitation step is illustrated in Figure 6.1.2. Consider ten initial samples as shown in Figure 6.1.2a over the presented LLE classification problem of Figure 5.3.3b. The Voronoi tessellation with its respective cells around each sample point is depicted with black lines. It can be seen that two initial points are inside the red area. The estimated volumes of the cells (see Box 6.1) are represented proportionally by the area of the points of Figure 6.1.2b. As there are only two points with negative outcome the score only needs to be calculated twice. The respective score values of the two points with negative outcome are shown in Figure 6.1.2c. Here the area around the points (in cyan) is proportional to the score value. In a next step, the neighbors of the sample point with the highest score are scanned for sample points with positive outcome.
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Candidate point $x^{\text{cand}}$
Space-filling metric $S$
Set of Monte Carlo points $P_{\text{max}}$
Set of samples $\mathcal{X}$

Check if:
$\exists x^{(i)} \in \mathcal{X}$ with $\|x^{(i)} - x^{\text{cand}}\| < S$

no
$\rightarrow x^{(m+1)} = x^{\text{cand}}$

yes
$\rightarrow x^{\text{cand}} = \max_{p \in P_{\text{max}}} \sigma^2(p)$

Check if:
$\exists x^{(i)} \in \mathcal{X}$ with $\|x^{(i)} - x^{\text{cand}}\| < S$

no
$\rightarrow x^{(m+1)} = x^{\text{cand}}$

yes
$\rightarrow$ Find $x^{(m+1)}$ with MIPT.

Figure 6.1.1 – Workflow of finding a new sample point $x^{(m+1)}$ from the candidate point with MIvor.

The closest point is highlighted by the dotted line. As seen in Figure 6.1.2d, the next sample point is chosen to be the Monte Carlo point, in the Voronoi cell of the sample with the highest score, that is closest to this neighbor.

Summarized, the procedure is defined by the following steps:

1. **Create initial metamodel $\hat{M}$.**
   With the initial design of experiments $\mathcal{D} = \{\mathcal{X}, \mathcal{Y}\}$ generate an initial metamodel. Define rate of exploration $r$ and reduction factor $\alpha$.

2. **Check number of samples indicating chaotic motion.**
   In the input set check for the number of samples indicating chaotic motion $n_{\text{chaotic}}$. As long as $n_{\text{chaotic}} = 0$, sample new points with MIPT. As soon as $n_{\text{chaotic}} > 0$ go to the next step.

3. **Exploration or Exploitation.**
   Sample a uniform random variable $u \sim U[0,1]$, if $u < r$, find the next sample point by MIPT and reduce $r$ by factor $\alpha$ else go to step 2.

4. **Rank the existing sample points of set $\mathcal{X}_{\text{chaotic}}$.**
   Identify $\mathcal{X}_{\text{chaotic}}$ and $\mathcal{X}_{\text{regular}}$. Evaluate the volumes of the Voronoi cells
of samples in $\mathcal{X}_{\text{chaotic}}$. Rank the $n_{\text{chaotic}}$ points according to the formula of equation (6.1.5). Identify the highest scoring sample $x^{\text{max}}$. Store the Monte Carlo points of $x^{\text{max}}$ in $P_{\text{max}}$.

3. **Sample in Voronoi cell with highest score**
   Find the closest point in $\mathcal{X}_{\text{regular}}$ in the neighborhood of $x^{\text{max}}$. Set this point as the candidate point $x^{\text{cand}}$. Find the new sample point by following the workflow of Figure 6.1.1. Go back to step 2.

![Figure 6.1.2](image-url)

**Figure 6.1.2** – Process of sampling a new point with MIVor over contour of LLE classification. (a) Initial samples and Voronoi cells, (b) Size of sample proportional to estimated volume of its Voronoi cell, (c) Size of samples proportional to their Score value (in cyan). Dotted line indicates closest point to highest scoring sample, (d) New point created in the middle of the dotted line of (c).

The following section validates the presented method and compares the novel approach with respect to the commonly used adaptive sampling techniques previously introduced in Table 3.5.1.
6.1.1 One-dimensional LLE classification

MIvOr is first tested on the one-dimensional LLE values as given in Figure 5.3.2. The input parameter values are given by $K_1 = 1.0 \text{ N/m}^3$ and $K_2 = 0.0 \text{ N/m}$, $\mu_k = 0.15$, $M = 1 \text{ kg}$, $V_0 = 0.1 \text{ m/s}$, $D = 0.0 \text{ Ns/m}$, $\mu_s = 0.3$, $V_s = 0.1 \text{ m/s}$, $U_0 = 0.1 \text{ N}$, $N_0 = 1.0 \text{ N}$, $\sigma_0 = 100.0 \text{ N/m}$, $\sigma_1 = 10.0 \text{ Ns/m}$ and $\sigma_2 = 0.1 \text{ Ns/m}$. As seen in Figure 5.3.2, $\Omega$ varies between 0.2 and 1.0 rad/s. Five initial sample points are set with TPLHD, i.e. $[0.2, 0.36, 0.52, 0.68, 0.84]^T$. None of them yields a chaotic output. This is done to show the exploration component of the technique.

5000 sample points are created inside the domain to test the performance of the metamodel. A metamodel for classification is judged by how many of the points yielding $C_{MoB} = 0$ on one hand and how many points yielding $C_{MoB} = 1$ on the other hand are predicted. The measure is stated in percent of accurately predict points. The process is stopped when both percentages yield a value of above 99%. This means that the probability to correctly classify a point in its chaotic or regular motion with over 99%. The evolution of the accuracy with regards to the sample size is shown in Figure 6.1.3b. After 39 samples, i.e. 35 samples have been added to the initial samples, the procedure stops. Finally, 99.48% of the 5000 random points that yield $\text{LLE} \geq 0$ are evaluated correctly with the metamodel and 99.67% of the points with $\text{LLE} < 0$.

![Figure 6.1.3](image)

Figure 6.1.3 – One-dimensional LLE example. $\Omega$ is given in rad/s, (a) LLE value and metamodel for classification, (b) Evolution of the performance of MIvOr with the number of samples.

The target LLE plot, the metamodel $\hat{M}$ after 39 samples and the respective sample positions (black dots) at the end of the adaptive process are shown in Figure 6.1.3a. It can be seen that a proficient metamodel has been created.
Furthermore as intended with MIVor most of the created samples lie in the area that indicates chaotic behavior.

### 6.1.2 Two-dimensional LLE classification

In this thesis MIVor is restricted to two-dimensional applications. Higher dimensions are out of the scope of this thesis. 

The investigated is defined by equation (5.1.8) with parameters $M = 1\text{ kg}$, $V_0 = 0.1\text{ m/s}$, $D = 0.0\text{ Ns/m}$, $\mu_s = 0.3$, $V_s = 0.1\text{ m/s}$, $U_0 = 0.1\text{ N}$, $N_0 = 1.0\text{ N}$, $\sigma_0 = 100.0\text{ N/m}$, $\sigma_1 = 10.0\text{ Ns/m}$ and $\sigma_2 = 0.1\text{ Ns/m}$. Hereafter, four different problem settings with increasing difficulty are investigated. The methods are compared according to their ability to correctly predict if input data yields regular or chaotic motion, by considering 12000 points which are space-fillingly placed into the input domain with TPLHD. For each of these points the output LLE is calculated by the surrogate model and by the full model for comparison. The following computations have been repeated 10 times to avoid performance outliers. The average of these 10 iterations has been taken for evaluating the performance. Illustrated sample positions have been taken randomly from one of iteration set.

**Problem $P_1$**

Consider the input domain for the two spring-stiffnesses given by $K_1 \in [0.5, 1.0]\text{ N/m}$ and $K_2 \in [0.0, 0.6]\text{ N/m}$ with $\Omega = 0.6\text{ rad/s}$ and $\mu_k = 0.15$. The LLE over this domain is plotted in Figure [6.1.4a](#). The classification problem is displayed in Figure [6.1.4b](#). It can be seen that the shape of the area belonging to LLE values above or equal 0 is fairly simple. Values with $\text{LLE} \geq 0$ lie predominantly in the middle of the given domain and are shaped like an ellipse. However there is a small chaotic part around $(0.0, 0.3)$ that is separated from the main chaotic regime. Here, common adaptive sampling techniques with an exploration component will sample in the red area. Therefore this a problem where usual space-filling techniques should be able to generate a proficient classification model for the $\mathcal{M}_{\text{LLE},MoB}$.

The problem is studied until 90 samples are reached starting from 5 sample created with TPLHD.

The sample position of the 90 MIVor samples are displayed in Figure [6.1.4c](#). It can be noticed that most of the generated points are located around the red area that indicates chaotic motion. The metamodel of the classified LLE values with the 90 samples is shown in Figure [6.1.4d](#). It can be seen that full model, see Figure [6.1.4b](#) can be proficiently approximated.
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Figure 6.1.4 – Results and data for the 2D problem case $P_1$. $K_1$ is given in N/m$^3$, $K_2$ in N/m. LLE is unitless.

The MAE error after 90 sample points for the respective adaptive sampling techniques including MIVor as well as the initial model and a one-shot TPLHD model with 90 samples is listed in Table 6.1.1. Furthermore the amount of correctly classified points for $LLE \geq 0$ and $LLE < 0$ are given. It can be seen that MIVor achieves the best results out of all tested sampling techniques with over 99% of points correctly identified for both cases. However for this simple example the space-filling techniques (MIPT and MSD) as well as SSA and AME yield proficient results with all being able to classify more than 95% of cases accurately. Nevertheless, consistently accurate classification (similar to MIVor) is only possible with a high number of sample points for these techniques.

The percentage value of correctly classified point with $\mathcal{M}_{LLE,MoB} \geq 0$ over the sample size from 5 until 90 samples is plotted in Figure 6.1.5.
6.1. Construction of the technique

| Method   | MAE     | Equal or Above 0[\%] | Below 0[\%] |
|----------|---------|-----------------------|-------------|
| TPLHD    | 0.0114  | 81.40                 | 84.73       |

Values after 5 samples

| Method   | MAE     | Equal or Above 0[\%] | Below 0[\%] |
|----------|---------|-----------------------|-------------|
| TPLHD    | 0.0024  | 94.34                 | 98.25       |
| ACE      | 0.0223  | 11.07                 | 0.9972      |
| AME      | 0.0024  | 96.15                 | 99.63       |
| CVD      | 0.0019  | 96.07                 | 99.57       |
| CVVor    | 0.0767  | 55.37                 | 76.90       |
| El       | 0.0882  | 0.04                  | 100.0       |
| EIGF     | 0.0077  | 22.56                 | 100.0       |
| MASA     | 0.0424  | 1.03                  | 100.0       |
| MEPE     | 0.0023  | 88.38                 | 99.33       |
| MIPt     | 0.0030  | 96.86                 | 99.42       |
| MSD      | 0.0042  | 95.28                 | 99.46       |
| SFCVT    | 0.0028  | 85.00                 | 99.64       |
| SSA      | 0.0021  | 95.20                 | 98.01       |
| MIVor    | 0.0074  | 99.21                 | 99.79       |

| Values after 90 samples |
|-------------------------|

Table 6.1.1 – Error measures for first 2D LLE classification problem case after 90 samples.

![Figure 6.1.5](image-url) – Convergence of correctly classified points with $LLE \geq 0$ for 2D LLE case $P_1$. 
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Figure 6.1.6 – Convergence of correctly classified points with $LLE < 0$ for 2D LLE case $P_1$.

MIVor is highlighted with the thicker line. It can be noticed that after around 50 samples MIVor holds a constant value whereas the other methods fluctuate more. The percentage of correctly identified points is shown in Figure 6.1.6. MIVor yields the best results after 90 samples but has almost reached convergence performance after around 40 samples.
Problem case $\mathcal{P}_2$

The proposed method is tested for a second problem test which aims at evaluating its ability of proficiently exploring the parametric domain if only a small percentage of the domain has a LLE value that indicated chaotic motion. Consider the input domain for the two spring-stiffnesses given by $K_1 \in [0.5, 1.0] \text{N/m}^3$ and $K_2 \in [0.0, 0.5] \text{N/m}$ with $\Omega = 0.6 \text{rad/s}$ and $\mu_k = 0.15$. Consider 10 initial sample points created with TPLHD and adaptive sampling until 65 samples.

The plot of $\mathcal{M}_{LLE,MoB}$, provided by the reference model, over the input domain is shown in Figure 6.1.7a. The indicator values are plotted in Figure 6.1.7b. It can be seen that only a fraction of the domain yields chaotic motion, only 112 points of the 12000 points that were spread in the domain in a space-filling manner, i.e. around 0.93%. The point locations of the 55 samples created with MIVor over the normalized input space are highlighted in Figure 6.1.7c.

![Figure 6.1.7](image)

**Figure 6.1.7** – Results and data second 2D problem case $\mathcal{P}_2$. $K_1$ is given in $\text{N/m}^3$, $K_2$ in $\text{N/m}$. LLE is unitless.
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It can be observed that they are predominantly spread in and around the red area that indicated chaos. This leads to an accurate surrogate model $\mathcal{M}_{\text{LLE,MoB}}$ for the classification problem as shown in Figure 6.1.7d. The sample positions of MIVor can be compared AME, EIGF and MIPT as displayed in Figure 6.1.8. AME is a balance between exploration and exploitation and samples only 1 sample inside the red area, as previously seen in Figure 6.1.8b. EIGF focuses on the regions with high absolute error and fails to sample inside the relevant chaotic domain. It can therefore not be expected to yield a good classification results. Similarly to AME, MIPT (Figure 6.1.8c) generates a single sample inside the red area. Even tough AME and MIPT only manage to sample one point each in the chaotic domain they represent the two best classifiers after MIVor when looking at the results given in Table 6.1.2. It can be seen that MIVor fits around 99% of points for both cases accurately. All other sampling techniques as well as the one-shot method perform worse. The convergence of the percentage of $LLE \geq 0$ values for MIVor and 6 selected adaptive sampling techniques is depicted in Figure 6.1.9.

![Sample positions for AME, EIGF and MIPT for 2D LLE case $P_2$ after 65 samples. $K_1$ is given in N/m$^3$, $K_2$ in N/m.](image-url)

**Figure 6.1.8** – Sample positions for AME, EIGF and MIPT for 2D LLE case $P_2$ after 65 samples. $K_1$ is given in N/m$^3$, $K_2$ in N/m.
6.1. Construction of the technique

It can be seen that MIVor shows a big jump around 32 sample points. This is due to the fact that the algorithm needs to identify the small area of Figure 6.1.7b. After the jump a constant behavior of MIVor can be noticed. Similarly the convergence of the classification of points below 0 is plotted in Figure 6.1.10. As a large part of the domain is below this threshold value the metamodel prediction is accurate here for all considered methods with the values varying between 98 – 100%.

| Method | MAE | Equal or above 0[\%] | Below 0[\%] |
|--------|-----|----------------------|-------------|
| TPLHD  | 0.0498 | 0.0                  | 100.0       |
| ACE    | 0.0346 | 0.0                  | 100.0       |
| AME    | 0.0098 | 92.55                | 99.65       |
| CVD    | 0.0113 | 0.0                  | 100.0       |
| CVVor  | 0.0255 | 61.70                | 99.98       |
| EI     | 0.0354 | 15.95                | 100.0       |
| EIGF   | 0.0533 | 0.0                  | 100.0       |
| MASA   | 0.0380 | 0.0                  | 100.0       |
| MEPE   | 0.0116 | 82.97                | 100.0       |
| MIPT   | 0.0117 | 95.74                | 99.70       |
| MSD    | 0.0178 | 0.0                  | 100.0       |
| SFCVT  | 0.0125 | 78.72                | 99.92       |
| SSA    | 0.0197 | 46.80                | 100.0       |
| MIVor  | 0.0179 | 98.93                | 99.91       |

Table 6.1.2 – Error measures for 2D LLE classification problem case $P_2$ after 65 samples.
Figure 6.1.9 – Convergence of correctly classified points with $LLE \geq 0$ for 2D LLE case $P_2$.

Figure 6.1.10 – Convergence of correctly classified points with $LLE < 0$ for 2D LLE case $P_2$. 
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Problem case $P_3$

The third problem aims at testing MIVor with regard to its ability to detect disconnected regions of the input domain associated with chaotic behavior. Consider the input domain for the spring-stiffness given by $K_2 \in [0.0, 0.5] \text{ N/m}$ and the kinematic friction coefficient given by $\mu_k \in [0.08, 0.18]$ with $\Omega = 0.6 \text{ rad/s}$ and $K_1 \in 1.0 \text{ N/m}^3$. Here 5 points sampled with TPLHD are considered initially. The adaptive sampling techniques are evaluated after adding 100 sample points and the results are average over 10 iterations. The LLE plot is given in Figure 6.1.11a, which yields the classification displayed in Figure 6.1.11b. It can be seen that there are two major areas indicate chaotic motion. These two areas are almost disconnected. The locations of the sample points of MIVor after 105 samples are shown in Figure 6.1.11c. It can again be noticed that the method is effective in sampling around the red zones indicating chaos. Furthermore the rest of the domain is space-fillingly sampled with MIPT.

![Figure 6.1.11](image)

**Figure 6.1.11** – Results and data for 2D problem case $P_3$. 
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The resulting metamodel after 105 samples is displayed in Figure 6.1.11d and shows an accurate prediction performance. The best performing sampling techniques of the previous two examples are compared to the results of MIVor in Table 6.1.3. It can be seen that MIVor performs a lot better than all the other selected methods with both percentages being above $98\%$. In this case even the techniques, e.g. AME and MIPT, that yielded accurate results in the previous problem achieve less proficient results here.

| Method | MAE   | Above 0\% | Below 0\% |
|--------|-------|-----------|-----------|
| Values after 5 samples | TPLHD | 0.0529    | 18.75     | 99.94     |
| TPLHD  | 0.0132 | 66.49     | 99.81     |
| AME    | 0.0159 | 85.59     | 99.34     |
| CVD    | 0.0142 | 75.54     | 99.80     |
| MEPE   | 0.0143 | 76.17     | 99.71     |
| MIPT   | 0.0146 | 85.68     | 99.55     |
| MSD    | 0.0191 | 83.87     | 99.69     |
| SSA    | 0.0170 | 75.45     | 99.75     |
| Values after 105 samples | MIVor | 0.0263    | 98.00     | 99.19     |

Table 6.1.3 – Error measures for 2D LLE classification problem case $P_3$ after 105 samples.

The convergence of the percentage values is displayed in Figures 6.1.12 and 6.1.13. The performance of MIVor compared to the existing methods is clearly visible especially in Figure 6.1.12.
6.1. Construction of the technique

**Figure 6.1.12** – Convergence of correctly classified points with $LLE \geq 0$ for 2D LLE problem $P_3$. $K_1$ is given in N/m$^3$, $K_2$ in N/m. LLE is unitless.

**Figure 6.1.13** – Convergence of correctly classified points with $LLE < 0$ for 2D LLE problem $P_3$. $K_1$ is given in N/m$^3$, $K_2$ in N/m. LLE is unitless.
Problem case $P_4$

Consider the input domain for the two spring-stiffnesses given by $K_1 \in [0.5, 1.0] \text{ N/m}^3$ and $K_2 \in [0.0, 0.6] \text{ N/m}$ with $\Omega = 0.7 \text{ rad/s}$ and $\mu_k = 0.15$. Here 5 points are given initially sampled using the TPLHD technique. The adaptive sampling techniques are evaluated after reaching 115 sample points. The plot of the LLE’s is shown in Figure 6.1.14a, the corresponding classification for this case is pictured in Figure 6.1.14b. It can be noticed that the chaotic area is complex and not as smooth as the previously investigated problems. The created samples needed to generate the metamodel of Figure 6.1.14d are shown in Figure 6.1.14c. It can be seen that the holes inside the red domain are not detected by the surrogate model. This will reduce the percentage of correctly classified points. However an accurate prediction of these holes with Kriging would increase the number of needed samples significantly.

![Plot of the LLE's and Classification](image)

Figure 6.1.14 – Results and data for the 2D LLE case $P_4$. $K_1$ is given in N/m$^3$, $K_2$ in N/m. LLE is unitless.
6.1. Construction of the technique

| Method | MAE | Above 0[\%] | Below 0[\%] |
|--------|-----|-------------|-------------|
| Values after 5 samples | TPLHD | 0.0152 | 60.39 | 91.41 |
| Values after 115 samples | TPLHD | 0.0052 | 93.53 | 96.39 |
| | AME | - | - | - |
| | CVD | 0.0016 | 83.04 | 96.75 |
| | MEPE | 0.0223 | 12.59 | 99.49 |
| | MIPT | 0.0056 | 92.46 | 96.68 |
| | MSD | 0.0057 | 93.95 | 96.20 |
| | SSA | 0.0073 | 86.61 | 95.94 |
| | MIIVor | 0.0055 | 97.22 | 97.61 |

Table 6.1.4 – Error measures for 2D LLE classification problem case $P_4$ after 115 samples (methods with clustering problems are indicated by empty rows).

Furthermore identifying a point inside the red domain as safe (with regular motion) might lead to a perceived reliability of the system’s dynamics around the found area which is not the case. The interest of creating a surrogate model which is able to accurately reproduce these holes might thus be discussed. The results of the MIIVor metamodel after 115 samples and 6 selected adaptive sampling techniques are shown in Table 6.1.4. The selected techniques represent the most proficient methods of the last problem cases. Here AME can not be used because of clustering problems. MIIVor achieves the best result in comparison to the other selected methods with over 97\% of points classified accurately in both cases. Considering the form of the chaotic region of Figure 6.1.14b (with holes and narrow inlets) the result must be rated highly. The space-filling methods MSD and MIPT are not able to achieve similar results. The convergence of the percentage values are displayed in Figures 6.1.15 and 6.1.16. The validity of the MIIVor with respect to the existing methods is especially noticeable in Figure 6.1.15 where the percentage value is more or less constant starting from around 55 sample points. Furthermore the average values of MIIVor show less jitters in comparison with the other methods which hints at less variance over the 10 iterations.
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Figure 6.1.15 – Convergence of correctly classified points with $LLE \geq 0$ for 2D LLE case $\mathcal{P}_4$.

Figure 6.1.16 – Convergence of correctly classified points with $LLE < 0$ for 2D LLE case $\mathcal{P}_4$. 
6.2 Conclusive evaluation of MIVor

The four investigated problems show a range of difficulties in detecting chaotic and regular motion in the parametric space. The introduced MIVor adaptive sampling techniques appears to offer promising performances compared to established approaches. Furthermore its use is not a priori limited to this application. The technique could be applied to any problems which is defined by boolean output. Thus, an innovative adaptive sampling technique has been herein proposed for classification using Kriging. In future work this method should be investigated for higher dimensionality problems and other application fields.
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Chapter 7

Multi-fidelity Kriging

Multi-fidelity modeling is used to further improve the efficiency of surrogate model construction, whereby numerical models of varying degrees of fidelity and computational expense are combined. Here, Low-Fidelity (LF) models are employed in order to reduce the number of expensive mapping evaluations and hence yield process speedup. High-Fidelity (HF) models are leveraged to establish the necessary accuracy of the surrogate model. A good overview is given in Peherstorfer et al. [2018].

Kennedy and O’Hagan [2000] first suggested to apply this technique to the Kriging framework in context with computer experiments. The authors developed a method called Co-Kriging, in which the correlation matrix is built in a multistage process. First, a Kriging model is built for LF data. Then, a Kriging model is constructed for the difference in outputs between low- and high-fidelity model. Here, the tuning of a scaling factor is needed. Finally, the correlation matrix is built and the multi-fidelity Kriging process is fitted. However the implementation of the method was found to be complicated and less robust [Han and Görtz, 2012] and furthermore the estimation of the mean-squared error is not suitable for some adaptive sampling techniques.

In recent years multi-fidelity Kriging has been investigated and enhanced (see e.g. Kuya et al. [2011], J. Toal and Keane [2011], Ghoreyshi et al. [2009]). Some considerations about the performance of multi-fidelity Kriging concerning for example the necessary correlation between LF and HF models are discussed in Toal [2015].

An interesting approach was introduced by Han and Görtz [2012], called Hierarchical Kriging (HK), which directly takes the low-fidelity model as a trend for the construction of the high-fidelity surrogate. The respective estimation of the mean-squared error is more proficient and the correlation matrix has a lower dimensionality than in Co-Kriging.

Consider an expensive HF mapping $\mathcal{M}_{HF}: \mathbb{X} \rightarrow \mathbb{Y}$ between an input $x \in \mathbb{X}$ and the corresponding output $y \in \mathbb{Y}$.
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$X \subset \mathbb{R}^n$ and some output $y \in Y \subset \mathbb{R}$ from the given set of observations $D_{HF} = \{(x_{HF}^{(i)}, y_{HF}^{(i)}) : i = 1, \ldots, m_{HF}\}$. The LF sampled data is denoted by $D_{LF} = \{(x_{LF}^{(i)}, y_{LF}^{(i)}) : i = 1, \ldots, m_{LF}\}$ and is used to approximate the LF mapping $M_{LF} : X \rightarrow Y$. Generating a metamodel for the HF mapping requires a LF surrogate model, which will assist in the prediction.

In HK the HF function can be written as

$$Y_{HF,i}(x^{(i)}) = \mu_{HF} Y_{LF}(x^{(i)}) + Z(x^{(i)}), \quad i = 1, \ldots, m$$

(7.0.1)

where $\mu_{LF}$ is the LF model, which can be directly constructed by a Kriging model from the given LF sampled points. An unknown constant factor $\mu_{HF}$ yields the global trend of the HF model. As in the standard Kriging approach $Z(\cdot)$ is a stationary random process.

After a derivation which can be found in Han and Görzt [2012] the HK predictor can be written as

$$\hat{\mu}_{HF} = \hat{\mu}_{LF} Y_{LF}(x^{(i)}) + r_0^T R^{-1} (y - \hat{\mu}_{HF} F),$$

(7.0.2)

with

$$F = [\mu_{LF}(x^{(1)}), \ldots, \mu_{LF}(x^{(m)})]^T, \quad i = 1, \ldots, m_{HF}$$

(7.0.3)

and $\hat{\mu}_{HF}$ reads

$$\hat{\mu}_{HF} = (F^T R^{-1} F)^{-1} F^{-1} R^{-1} y.$$  

(7.0.4)

Finally, the mean-squared error of the HK prediction is given by

$$\sigma^2_{HF} = \sigma^2 \{1 - r_0^T R^{-1} r_0 + [r_0^T R^{-1} F - \mu_{LF}]^T (F^T R^{-1} F)^{-1} [r_0^T R^{-1} F - \mu_{LF}] \}.$$  

(7.0.5)

Similarly to standard Kriging the unknown hyperparameters can be obtained with MLE. As an example take the following high-fidelity map

$$M_{Test,HF}(x) = (6x - 2)^2 \sin(12x - 4)$$

(7.0.6)

and the low-fidelity counterpart defined by

$$M_{Test,LF}(x) = 0.5 M_{Test,HF}(x) + 10(x - 0.5) - 5.$$  

(7.0.7)

Consider the functions to be defined between 0 and 1 as plotted in Figure 7.0.1a. For the construction of the metamodel four high-fidelity samples given at $x_{HF} = [0.0, 0.4, 0.6, 1.0]$ and six respective low-fidelity ones at $x_{LF} = [0.0, 0.1, 0.4, 0.6, 0.75, 0.9, 1.0]$ are used.
The metamodels of Hierarchical Kriging $\hat{M}_{HK}$, and as a comparison Ordinary Kriging $\hat{M}_{OK}$ approximated with high-fidelity samples, are depicted in Figure 7.0.1b. With the help of the low-fidelity model Hierarchical Kriging is able to achieve a better result even though as given in Figure 7.0.1a the low-fidelity function is a poor approximation of the high-fidelity one. An overview over adaptive sampling methods is given in the next section.

Figure 7.0.1 – Example of Hierarchical Kriging for $M_{Test,HF}^{1d}$. (a) Example functions for Hierarchical Kriging, (b) Constructed metamodels with given sampling values. HK achieves better results compared to OK.
7.1 Benchmark problems for Hierarchical Kriging

In the following section the adaptive sampling algorithms presented in Chapter 3 are tested and compared on benchmark problems with respect to their ability in the HK framework.

7.1.1 One-dimensional Forrester function

Consider the Forrester function as a multifidelity function with two levels as introduced in Forrester et al. [2008]. The high-fidelity function reads

$$M^{1d}_{\text{Forrester, HF}}(x) = (6x - 2)^2 \sin(12x - 4)$$  \hspace{1cm} (7.1.1)

and the low-fidelity is given by

$$M^{1d}_{\text{Forrester, LF}}(x) = 0.5M^{1d}_{\text{Forrester, HF}}(x) + 10(x - 0.5) - 5.$$  \hspace{1cm} (7.1.2)

The function is restricted to the domain $[-3, 3]$ as seen in Figure 7.1.1. In the following it is considered that the low-fidelity version is less expensive to compute.

![Figure 7.1.1](image)

**Figure 7.1.1** – 10 HF-samples and 70 LF-samples for metamodel creation of $M^{1d}_{\text{Forrester, HF}}$. Red line: HF-function. Black line: LF-function.

Hence, HK aims at requiring less computational effort to achieve comparable results in comparison to using the HF-model with OK. The error measures between the two fidelity levels computed from 5000 points yield: MAE: 38.7069,
RMAE: 1.8210 and RMSE: 57.7046. It is therefore obvious that the LF-version only represents a rudimentary approximation of the HF-function. For this problem initially 10 high-fidelity and 70 low-fidelity samples are created, both of which are shown in Figure 7.1.1 with the high-fidelity points symbolized by the red dots and the low-fidelity ones in black. It can be seen that in order to create a high accuracy metamodel adaptive samples need to be created around the lower boundary and closer to the optima of the function. The results when extending the high-fidelity samples with the respective adaptive sampling techniques to 20 samples are listed in Table 7.1.1.

| Method   | MAE   | RMAE  | RMSE   | $R^2$   |
|----------|-------|-------|--------|---------|
| Errors after 10 HF samples |       |       |        |         |
| TPLHD    | 1.2510 | 1.173 | 6.9847 | 0.9959  |
| Errors after 20 HF samples |       |       |        |         |
| TPLHD    | 0.72635 | 1.1643 | 6.8283 | 0.9961  |
| ACE      | 6.4188 | 1.2950 | 10.3576 | 0.9911  |
| AME      | 6.1958 | 1.0472 | 16.4926 | 0.9774  |
| CVD      | 5.2940 | 0.7767 | 10.8063 | 0.9903  |
| CVVor    | -     | -     | -      | -       |
| EI       | 24.8405 | 1.4131 | 41.1386 | 0.8599  |
| EI GF    | 4.5476 | 0.7656 | 10.6914 | 0.9905  |
| LOLA     | 1.4546 | 1.1885 | 7.0994 | 0.9958  |
| MASA     | 16.6938 | 0.6901 | 24.5789 | 0.9499  |
| MEPE     | 17.5687 | 0.9159 | 28.2937 | 0.9337  |
| MIPT     | 6.0020 | 0.9893 | 19.5133 | 0.9684  |
| MSD      | 5.0636 | 1.0684 | 17.7577 | 0.9739  |
| SFCVT    | 19.3477 | 0.9434 | 29.5930 | 0.9275  |
| SSA      | 37.2579 | 0.7545 | 42.6750 | 0.8492  |

Table 7.1.1 – Error measures for $\mathcal{M}_1^{\text{HF}, \text{Forrester}}$ after 20 HF samples with 70 LF samples (methods with clustering problems are indicated by empty rows).

Firstly, it can be observed that the error measures get worse in comparison to the initial TPLHD sample and the metamodel created with 20 HF-TPLHD points. This can be explained by the Figures 7.1.2. The HK metamodel created with the initial 10 HF-samples as indicated with the black dots is shown in Figure 7.1.2a. It can be seen that even though there are no HF-sample points below a normalized value of around 0.1, the metamodel predicts the actual HF-function very accurately in that area. In fact even though there is no exact sample point on the global maximum the optimum is approximated without much difference. This can be explained by the property of HK to follow the shape of the low-fidelity function in unsampled areas. In fact when modifying the low-fidelity
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function as shown in Figure 7.1.2b where in the unsampled HF-area a damping factor is introduced to change the shape of the function, the quality of the metamodel decreases dramatically since the shape of $M_{LF}$ shows a decrease of function value and the HK prediction follows that. Therefore when looking at the adaptive sampling technique, samples are added in the unsampled area near 0 as shown in Figure 7.1.2c with EI. Here, the HK approximation loses its ties to the low-fidelity function and tries to accurately predict the value at 0. Because none of the optima have a sample point the value of the metamodel changes drastically. In the next few steps until 20 samples and beyond the adaptive sampling algorithm are required to refit the high-fidelity model. This explains the less proficient performance in comparison to general HK created with TPLHD samples. However as will be shown later HK with TPLHD has issues with reducing the error measure below a certain threshold. This is where the adaptive sampling performs exceedingly better. As seen in Table 7.1.1 the best performing adaptive sampling technique after 20 samples is LOLA. CVVor is not able to reach 20 samples because of clustering problems.

| Sampling method | RMSE HK | RMSE OK |
|-----------------|---------|---------|
| TPLHD           | 6.8283  | 140.7895 (50*) |
| ACE             | 10.3576 | 203.7317 (*46) |
| AME             | 16.4926 | 14.5884 (*50) |
| CVD             | 10.8063 | 29.6253 (50*) |
| CVVor           | -       | -       |
| EI              | 41.1386 | 81.8168 (*26) |
| EIGF            | 10.6914 | 55.6776 (*28) |
| LOLA            | 7.0994  | 98.9523 (*15) |
| MASA            | 24.5789 | 85.5948 (*21) |
| MEPE            | 28.2937 | 6.8543 (*50) |
| MIPT            | 19.5133 | 15.7892 (*50) |
| MSD             | 17.7577 | 135.4633 (*50) |
| SFCVT           | 29.5930 | 74.954 (18*) |
| SSA             | 42.6750 | 41.1706 (*36) |

Table 7.1.2 – Comparison of error measures for $M_{Forrester,HF}^{lid}$ with OK and HK. HK starting from 10 HF samples and increasing sample size to 20. The value behind the RMSE OK version indicates at what number of samples the best RMSE value is obtainable. This caps off at 50 samples. The difference is due to clustering issues and therefore numerical problems worsening the result.
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Figure 7.1.2 – Explanation as to why the metamodels with TPLHD obtain better error measurements for $M_{\text{Forrester,HF}}^{1d}$. (a) Initial metamodel created with the initial 10 HF samples, (b) Metamodel created with the initial 10 HF samples and a modified low-fidelity function, (c) Metamodel after adding 1 sample with the EI algorithm.
In order to prove the validity of HK in comparison to OK the data listed in Table 7.1.2 is studied. The RMSE values of the adaptive sampling methods created up to 20 samples as well as for TPLHD with the equivalent counterparts are evaluated in comparison with an OK model up to 50 samples. Since some sampling techniques run into clustering problems in this 1-dimensional example for OK. The best average value with an upper limit of 50 samples is chosen, the respective sample number is indicated in brackets behind the RMSE OK values. It can be seen that HK produces much better results for most methods except for MEPE and AME. The data can be interpreted to find out how computationally expensive the evaluation of $M_{LF}$ can be in comparison to $M_{HF}$ in order to make HK viable. Since (without taking into account the clustering issue) OK needs to evaluate 30 more high-fidelity samples. Since most of the methods used with OK have not been able to reduce the RMSE error below their HK counterparts it can be said that when using CVD for example the low-fidelity computation can be more than around 2.5 times faster than the HF-version according to this data. In a next step the convergence of RMAE is studied. Here a considerable low value for the complexity of the function is chosen to deliberately see which techniques show clustering problems. 8 out of the 13 investigated methods (ACE, CVVor, EI, LOLA, MASA, MIPT, SFCVT and SSA) were unable to reach the set threshold within the first 100 HF-sample points. This is mostly due to clustering issues as shown in Figure 7.1.3. Here, each subplot presents an adaptive sampling technique and shows the samples until numerical problems emerge or more than 100 samples are required without reaching the set threshold. The metamodel at 20 samples is plotted in blue and the target high-fidelity Forrester function is indicated by a dotted red-line. The black dots symbolize the initial HF samples, the blue dots represent the next 10 samples up to 20 and the rest of the points are shown in red. In order for the RMAE value to be reduced the optima need to be fitted very proficiently which means for HK that HF samples need to be created around the maxima and minima.

The samples for ACE are depicted in Figure 7.1.3a. The method does not sample near zero in the first 20 points which shows that the exploitation factor of the method is not sufficient. However some of the first samples points are created close to the maxima in the lower half of the domain. In the end ACE is only able to generate 35 HF samples since the points cluster around 0.

As for the 1-dimensional OK function CVVor (Figure 7.1.3b) produces the worst results and is the first to run into numerical problems. Here after 13 sample points are superposed around 1 as indicated with the ellipse. The results of the EI algorithm are displayed in Figure 7.1.3c. As remarked in earlier OK problems EI tends to cluster samples around the minimum. This is also the case in this problem and EI is not able to continue after 25 sample points.
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- (a) ACE - 35 samples
- (b) CVVor - 13 samples
- (c) EI - 25 samples
- (d) LOLA - 21 samples
- (e) MIPT - 100 samples
- (f) MASA - 27 samples
- (g) SFCVT - 26 samples
- (h) SSA - 21 samples

Figure 7.1.3 – Adaptive sampling techniques not able to reduce RMAE < 0.1 for $M_{Forrester, HF}$. The cluster region is highlighted with an ellipse. MIPT has no clustering issue but needs over 100 samples. Black dots: 10 initial samples. Blue dots: 10th to 20th sample. Red dots: Supplementary samples.
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The LOLA technique (Figure 7.1.3d) stops after 21 points since a clustering phenomenon appears around a point around 0.1. It indicates a high computed gradient value in that area.

The results for MIPT are displayed in Figure 7.1.3e. It is the only method to run through to the cut off of 100 HF-samples. The points are all evenly spaced in the domain and a constant decrease of the RMAE value is visible. However the threshold is not reached until 100 points. At the 100th samples point MIPT shows an average RMAE measure of around 0.1402. Therefore further points are needed with this method.

Similar to EI and ACE, MASA (Figure 7.1.3f) creates a cluster of points around the minimum value close to the lower boundary and the numerical process stops after 27 samples points.

SFCVT (Figure 7.1.3g) and SSA (Figure 7.1.3h) show similar clustering problems to earlier methods. 5 out of the 13 presented techniques are able to reduce the RMAE value below the target. The convergence of this value for these 6 techniques (AME, EIGF, CVD, MEPE and MSD) and the aforementioned MIPT method are shown in Figure 7.1.4. On average AME needs 87 samples, EIGF 75, MEPE 43, MSD 59 and CVD the lowest value of 36 samples. Since RMAE is dependent on sampling points being close to the optimum values the convergence plot as seen in Figure 7.1.4 shows jumps when a better sample is found. As a comparison between the adaptive techniques utilizing HK and HK with TPLHD the convergence seen in Figure 7.1.4 can be contrasted to the RMAE convergence as displayed in Figure 7.1.5.

Figure 7.1.4 – Convergence of RMAE error for $M_{Forrester,HF}^{1d}$ until threshold of 0.1 for different sampling methods.

The error measure over the TPLHD sample size is shown in Figure 7.1.5. Starting from 10 samples the sample size is increased by 5 samples each step. It can be seen that after a peak the RMAE value shows a rather smooth convergence.
until 200 sample points. However the lowest reached value after this amount of samples is around 0.4. Therefore much more points are needed to reduce the measure below the target. Here the adaptive sampling techniques are able to work a lot more efficient.

Figure 7.1.5 – Convergence of RMAE error for $M^{1d}_{Forrester, HF}$ utilizing HK generated with samples from TPLHD.

The sample points of the techniques that converge to the error threshold are shown in Figure 7.1.6. Again, the black dots symbolize the initial points, the blue dots the first 10 adaptively generated samples and the red point the other points until the threshold is reached. It can be seen that AME (Figure 7.1.6a) focuses on exploration. All created points are equally-spaced in the domain. This way the method reduces the RMAE measure however with more points than needed.

The 75 HF-sample points needed for EIGF are displayed in Figure 7.1.6b. The exploitation character of this method is clearly visible since the method tends to sample around high absolute values of the target function. The unknown areas around the lower boundary are proficiently sampled to reduce the error efficiently. The second best method for this application is MEPE (Figure 7.1.6c) for which 43 samples are enough. The method shows a good balance between exploitation (sampling around the optima) and exploration (generating sample around the lower bound). Similar to EIGF no extra samples are created around the flat domain of the HF function.

MSD is illustrated in Figure 7.1.6d. MSD is a purely exploration-based method and therefore evenly spaces the created sample points.

As in the one-dimensional OK benchmark the most proficient method is CVD (Figure 7.1.6e). It shows a sufficient balance between exploration and exploitation, so it is able to sample around the lower boundary as well as the optima values.
Figure 7.1.6 – Location of samples for $\mathcal{M}_{\text{Forrester, HF}}^{1d}$ reaching the error threshold of $\text{RMAE} < 0.1$. Lines show function and metamodel at 20 samples. Black dots: 10 initial samples. Blue dots: 10th to 20th sample. Red dots: Supplementary samples.
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7.1.2 Two-dimensional Currin function

Next consider the two-dimensional Currin function first employed by Currin et al. [1988]. The high-fidelity version reads

\[
\mathcal{M}_{\text{Currin},HF}^{2d}(x_1, x_2) = \left[ 1 - \exp \left( -\frac{1}{2x_2} \right) \right] \frac{2300x_3^3 + 1900x_1^2 + 2092x_1 + 60}{100x_3^4 + 500x_1^2 + 4x_1 + 20}.
\]

(7.1.3)

The low-fidelity version is given by

\[
\mathcal{M}_{\text{Currin},LF}^{2d}(x_1, x_2) = 0.25\mathcal{M}_{HF}(x_1 + 0.05, x_2 + 0.05) + 0.25\mathcal{M}_{HF}(x_1 + 0.05, \max(0, x_2 - 0.05)) + 0.25\mathcal{M}_{HF}(x_1 - 0.05, x_2 + 0.05) + 0.25\mathcal{M}_{HF}(x_1 - 0.05, \max(0, x_2 - 0.05)).
\]

(7.1.4)

The function is evaluated on the input domain \([0, 1]^2\). \(\mathcal{M}_{\text{Currin},HF}^{2d}\) and \(\mathcal{M}_{\text{Currin},LF}^{2d}\) are displayed in Figure 7.1.7. It can be seen that the low-fidelity version is a damped version of the HF function. The error measures computed from 10000 points between the two fidelities yield MAE:0.1140, RMAE :0.3661 and RMSE: 0.2151. It can therefore be seen that the LF variant distorts the real HF-function somewhat. Here it is assumed again that the LF-variant needs significantly less computation time. All of the following computations are done starting with 10 HF samples and 30 LF samples created with TPLHD. The positions of the points are displayed in Figure 7.1.8a with an overlaid contour plot of the HF-function. The black dots represent the HF points whereas the LF samples are indicated by the red dots. It can be seen that there are no HF samples around the global optimum. Furthermore the boundary values are not covered by neither HF- nor LF samples. The adaptive sampling techniques need to generate samples in these two problematic areas in order to create proficient surrogate models. This is also visible from the absolute error of the initial metamodel over the domain as displayed in Figure 7.1.8b. Especially the uncovered corner around \((0, 0.1)\) yields a high error measure. A comparison of the error measure of the created metamodels after 20 HF Samples is listed in Table 7.1.3. It can be seen that out of the adaptive sampling techniques only 6 perform better (RMSE error) than if the samples are created by the one-shot TPLHD method. The most proficient method is CVD realizing the best error measures in all 4 categories. However MEPE and EIGF do not fair much worse over all. SFCVT runs into numerical problems with clustering early on in the computation. At a next step the convergence behaviors of the adaptive sampling methods are studied. The goal is to decrease the MAE error below a threshold value of 0.1. The average numbers of samples (over 10 iterations) needed to reach this limit are listed in Table 7.1.4.
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In addition to a HK method starting with 10 HF samples and 30 LF samples an OK technique is employed starting with 10 samples generated by TPLHD to compare the effectiveness of HK. It can be seen that in addition to SFCVT, EI is not able to reach this threshold and is therefore omitted. Only focusing on HK at first, the data indicates that CVD requires the least amount of samples on average with $21 \pm 1$. The $\pm$-symbol illustrates the variation. CVVor needs the highest number of samples with 53.

Figure 7.1.7 – Multifidelity in the Currin function. (a) $M_{Currin,HF}^{2d}$, (b) $M_{Currin,LF}^{2d}$.
## 7.1. Benchmark problems for Hierarchical Kriging

![Initial samples](image1)

![Initial absolute error](image2)

**Figure 7.1.8** – Initial state of the metamodel generation for $M_{2d, \text{Currin,HF}}^d$. (a) Initial dataset: 10 high-fidelity (black) samples and 30 low-fidelity samples (red). Two low-fidelity samples are in the same position as high-fidelity ones. (b) Initial absolute error over the domain.

| Errors after 10 HF samples | Method | MAE  | RMAE | RMSE  | $R^2$ |
|---------------------------|--------|------|------|-------|-------|
|                           | TPLHD  | 0.2230 | 1.2891 | 0.4630 | 0.9696 |
|                           | ACE    | 0.1758 | 1.4649 | 0.3970 | 0.9775 |
|                           | AME    | 0.1807 | 0.5519 | 0.3048 | 0.9867 |
|                           | CVD    | 0.1004 | 0.2372 | 0.1406 | 0.9971 |
|                           | CVVor  | 0.1811 | 1.6343 | 0.4420 | 0.9721 |
|                           | EI     | 0.2698 | 0.9870 | 0.4731 | 0.9680 |
|                           | EIGF   | 0.1103 | 0.3359 | 0.1685 | 0.9959 |
|                           | LOLA   | 0.2115 | 1.3452 | 0.4775 | 0.9674 |
|                           | MASA   | 0.1953 | 1.4147 | 0.4657 | 0.9690 |
|                           | MEPE   | 0.1104 | 0.3209 | 0.1685 | 0.9959 |
|                           | MIPT   | 0.1686 | 0.5419 | 0.3014 | 0.9870 |
|                           | MSD    | 0.1486 | 0.7030 | 0.2859 | 0.9883 |
|                           | SFCVT  | -     | -    | -     | -     |
|                           | SSA    | 0.2402 | 0.9174 | 0.4882 | 0.9660 |

**Table 7.1.3** – Error measures for $M_{2d, \text{Currin,HF}}^d$ after 20 HF samples and 30 LF samples (methods with clustering problems are indicated by empty rows).
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When comparing these values to the average amount of samples needed for the adaptive methods in OK to reach this limit, it is noticeable that except for the SSA technique OK requires more samples to reach the accuracy target.

Looking closer at the CVD technique, which represents the best value for HK, when utilizing this method an algorithm with OK needs 18 HF samples and therefore 18 HF function evaluations more. Hence, HK is efficient if one LF-evaluation (with 30 initial samples) needs around half of the computational time in comparison to HK.

| Sampling method | Number samples HK | Number Samples OK |
|-----------------|-------------------|-------------------|
| ACE             | 30 ± 0            | 97 ± 2            |
| AME             | 31 ± 0            | 34 ± 0            |
| CVD             | 21 ± 1            | 39 ± 1            |
| CVVor           | 53 ± 2            | 75 ± 3            |
| EI              | -                 | -                 |
| EIGF            | 27 ± 1            | 60 ± 1            |
| LOLA            | 38 ± 2            | -                 |
| MASA            | 49 ± 1            | 69 ± 2            |
| MEPE            | 27 ± 0            | 37 ± 0            |
| MIPT            | 28 ± 0            | 37 ± 0            |
| MSD             | 37 ± 2            | 45 ± 1            |
| SFCVT           | -                 | -                 |
| SSA             | 36 ± 2            | 34 ± 2            |

Table 7.1.4 – Average amount of samples to get a value of MAE below 0.1 for $\mathcal{M}_{\text{Currin, HF}}^{d}$. Computation until 55 H-samples. Comparison to the average amount of samples needed for OK until 100 samples (methods with clustering problems are indicated by empty rows).

The degree of convergence of the studied techniques is displayed in Figure 7.1.9. Here, the MAE threshold is represented by the dotted-line.

In the next step the locations of the generated samples that are needed to reach the MAE limit are investigated. The respective plots for each technique are shown in Figure 7.1.10. Here in the background the contour of the HF Currin function is plotted. Furthermore the later a sample is added the more the color of the points in the plots tend towards light red. Hence, the initial HF-samples appear in black. The sample locations for ACE are shown in Figure 7.1.10a. The technique reaches the MAE limit after 30 sample points.
It can be seen that early samples are added in the domain where initially a high absolute error was present (c.f. Figure 7.1.8b). Later the samples also focus on the optimum area. It can be seen that ACE has a good balance between exploration and exploitation for this application in HK. Figure 7.1.10b displays the 31 samples of AME. The approach samples the domain with evenly spread points. All edges are well sampled which allows to lower the MAE error below the threshold. The most proficient technique for this application is CVD (Figure 7.1.10c). It can be seen that the whole focus lies on the left side of the domain where the optimum and the area with the initially high MAE error was located. Here, the method shows that it balances between exploitation and exploration. CVVor (Figure 7.1.10d) requires 53 sample points. The algorithm faces difficulties due to its lack of exploration in this application. The area around the optimum is not sampled at all. A strong focus lies here on the area with the initially high prediction error. This leads the algorithm to be the worst performing method.

The EIGF scheme is displayed in Figure 7.1.10e. It is visible that only the left side of the domain is sampled. This fits with the initial prediction error. The exploitation character is neglected. However it works for this application. LOLA (Figure 7.1.10f) manages to reduce the error below the threshold without sampling in the area where the initial metamodel had the highest prediction error.
Furthermore the optimum value is not covered because the algorithm bases its exploitation on the gradients of the existing sample points. Therefore the method wastes a lot of samples in unnecessary areas.

The samples of the MASA scheme are plotted in Figure 7.1.10g. It gets proven again that MASA focuses on the maximum absolute value of the target function, but without the occurrence of clustering due to a constraint.
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(a) EI - not able to reach limit  
(b) SFCVT - not able to reach limit

**Figure 7.1.11** – Location of samples for $M^{2d}_{\text{Currin},HF}$ of techniques unable to reach error threshold because of clustering or needing more than 55 HF samples.

However the initial area of high prediction error is not sampled at all. Here, the scheme uses too many samples unnecessarily.

MEPE (Figure 7.1.10h) needs 28 samples points. The method has a good exploration component, which provides samples at all corners of the domain. Furthermore the exploitation character adds samples in the left-hand side of the domain. The exploration-based character of MIPT which evenly spaces the points is depicted in Figure 7.1.10i. This procedure is very effective for the given application. MSD (Figure 7.1.10j) covers the domain evenly but not as effective as MIPT and hence requires more sample points.

SSA (Figure 7.1.10k) shows its exploration character by sampling all corners. However the exploitation is not proficient enough to lie the main focus on the left-hand side of the domain. Hence 36 sample points are needed.

The two methods that were unable to reach the MAE target value are displayed in Figure 7.1.11. As indicated earlier EI (Figure 7.1.11a) has problems with clustering around the minimum values of the target function, an issue which is also apparent here. Furthermore SFCVT suffers repeatedly from the fact that it places multiple samples on the point $(0,0)$ as highlighted within the plot.
7.1.3 Four-dimensional Park function

Next consider the four-dimensional Park function first employed by [Park 1991] and later e.g. utilized in [Xiong et al. 2013]. The high-fidelity version reads

\[
M^{4d}_{Park,HF}(\mathbf{x}) = \frac{x_1}{2} \sqrt{1 + \left( x_2 + x_3^2 \right)^{x_4/x_1^2} - 1} + (x_1 + 3x_4) + \exp[1 + \sin(x_3)].
\]

(7.1.5)

The low accuracy version is given by

\[
M^{4d}_{Park,LF}(\mathbf{x}) = \left[ 1 + \frac{\sin(x_1)}{10} \right] M_{HF}(\mathbf{x}) - 2x_1 + x_2^2 + x_3^2 + 0.5.
\]

(7.1.6)

The input domain is chosen to be \( x_i \in [0, 1] \forall i = 1, 2, 3, 4 \). To give an idea for the error measurements the spread (absolute difference between the minimum and maximum) is around 36. To visualize the complexity of the function consider \( x_2 = x_3 = 1.0 \). The HF and LF functions for this scenario over the input domain are displayed in Figure 7.1.12.

![Figure 7.1.12 - Two-dimensional plots of the HF and LF functions of the Park function. Here, \( x_1 \) and \( x_3 \) are plotted over their input domain while the other two inputs are set to unity respectively.](image)

The nonlinearity of the function can be seen. Furthermore the LF function is a stretched and shifted version of the higher-fidelity function. The error between the two fidelity versions yield MAE: 0.7368, RMAE: 0.4768 and RMSE: 0.8947. It can therefore be seen that the LF-function distorts the value of the HF-version.

The results of the adaptive sampling techniques and the TPLHD are compared in Table 7.1.5. Here the initial HF-samples size is 40, which gets adaptively increased to 80. 250 LF-samples are generated with TPLHD.
## 7.1. Benchmark problems for Hierarchical Kriging

It can be seen that all adaptive sampling techniques provide better results than the initial metamodel and the metamodel created with 80 HF-samples. For MAE the negative outlier is EI, which as already known tends to cluster around the global minimum due to the lack of exploration. Furthermore it can be seen that the space-filling approaches MIPT and CVVor yield the worst relative maximum absolute error value. The behavior of two error measure with increasing sample size is shown in Figures 7.1.13 and 7.1.14. In Figure 7.1.13 the evolution of the MAE error over the sample size from 40 HF samples up to 120 samples is plotted. It can be seen that ACE, CVVor, EI, MASA, MSD and SFCVT have problems with the convergence and show flattening or in the case of SFCVT increases. This points towards numerical issues with sample points being generated too close to each other hence raising the condition number of the autocorrelation matrix and distorting its inverse. The rest of the methods show a decline but also seem to flatten around respective values. However the MAE error at 120 samples e.g. for SSA is around 0.03. This proves the effectiveness of the adaptive scheme to create a proficient approximation for a nonlinear four-dimensional function with a spread of around 36. The RMSE error over the sample size is plotted in Figure 7.1.14. It can be seen that the same behavior is observed as described for Figure 7.1.13 i.e. some adaptive schemes face convergence problems. The final values

### Table 7.1.5 – Error measures for $M_{Park,HF}^{2d}$ after 80 HF samples and 250 LF samples.

| Method  | MAE  | RMAE | RMSE  | $R^2$ |
|---------|------|------|-------|-------|
| TPLHD   | 0.110 | 0.3379 | 0.1733 | 0.9988 |
| ACE     | 0.0318 | 0.0571 | 0.0422 | 0.9999 |
| 0.0293  | 0.0325 | 0.0393 | 0.9999 |
| CVVor   | 0.0564 | 0.1100 | 0.0812 | 0.9997 |
| EI      | 0.1334 | 0.3230 | 0.1826 | 0.9987 |
| EIGF    | 0.0286 | 0.0249 | 0.0358 | 0.9999 |
| MASA    | 0.0482 | 0.0880 | 0.0676 | 0.9998 |
| MEPE    | 0.0179 | 0.0186 | 0.0229 | 0.9999 |
| MIPT    | 0.0425 | 0.1118 | 0.0565 | 0.9998 |
| MSD     | 0.0608 | 0.0621 | 0.0745 | 0.9998 |
| MSE     | **0.0183** | 0.0194 | 0.0234 | 0.9999 |
| SFCVT   | 0.0708 | 0.1062 | 0.0930 | 0.9996 |
| SSA     | 0.0202 | **0.0192** | 0.0256 | 0.9999 |

Errors after 40 HF samples

### Table 7.1.5 – Error measures for $M_{Park,HF}^{2d}$ after 80 HF samples and 250 LF samples.

Errors after 80 HF samples

It can be seen that all adaptive sampling techniques provide better results than the initial metamodel and the metamodel created with 80 HF-samples. For MAE the negative outlier is EI, which as already known tends to cluster around the global minimum due to the lack of exploration. Furthermore it can be seen that the space-filling approaches MIPT and CVVor yield the worst relative maximum absolute error value. The behavior of two error measure with increasing sample size is shown in Figures 7.1.13 and 7.1.14. In Figure 7.1.13 the evolution of the MAE error over the sample size from 40 HF samples up to 120 samples is plotted. It can be seen that ACE, CVVor, EI, MASA, MSD and SFCVT have problems with the convergence and show flattening or in the case of SFCVT increases. This points towards numerical issues with sample points being generated too close to each other hence raising the condition number of the autocorrelation matrix and distorting its inverse. The rest of the methods show a decline but also seem to flatten around respective values. However the MAE error at 120 samples e.g. for SSA is around 0.03. This proves the effectiveness of the adaptive scheme to create a proficient approximation for a nonlinear four-dimensional function with a spread of around 36. The RMSE error over the sample size is plotted in Figure 7.1.14. It can be seen that the same behavior is observed as described for Figure 7.1.13 i.e. some adaptive schemes face convergence problems. The final values
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at 120 samples are shown in Figure 7.1.6. As visible in the Figures, the best working method seems to be EIGF, which also reduces the RMAE value to the lowest value. However SSA and MEPE are not much worse.

Figure 7.1.13 – Convergence of MAE error for $\mathcal{M}_{Park, HF}^{4d}$ for until 120 HF-samples.

Figure 7.1.14 – Convergence of RMSE error for $\mathcal{M}_{Park, HF}^{4d}$ for until 120 HF-samples.
7.1. Benchmark problems for Hierarchical Kriging

| Method   | MAE  | RMAE | RMSE  | $R^2$  |
|----------|------|------|-------|--------|
| **Errors after 40 HF samples** |      |      |       |        |
| TPLHD    | 0.1110 | 0.3379 | 0.1733 | 0.9988 |
| ACE      | 0.0645 | 0.2169 | 0.0972 | 0.9996 |
| AME      | 0.0373 | 0.0403 | 0.04538 | 0.9997 |
| CVD      | 0.0235 | 0.0290 | 0.0295 | 0.9999 |
| CVVor    | 0.0711 | 0.1902 | 0.1109 | 0.9995 |
| EI       | 0.1151 | 0.4502 | 0.1891 | 0.9986 |
| EIGF     | **0.0086** | **0.0202** | **0.0139** | 0.9997 |
| MASA     | 0.1114 | 0.2342 | 0.1590 | 0.9990 |
| MEPE     | 0.0237 | 0.0361 | 0.0248 | 0.9998 |
| MIPT     | 0.0235 | 0.1018 | 0.0283 | 0.9998 |
| MSD      | 0.0650 | 0.1258 | 0.0864 | 0.9997 |
| SFCVT    | 0.1035 | 0.1802 | 0.1346 | 0.9993 |
| SSA      | 0.0309 | **0.0275** | 0.0386 | 0.9999 |

| **Errors after 120 HF samples** |      |      |       |        |
| TPLHD    | 0.0921 | 0.30747 | 0.1397 | 0.9992 |
| ACE      | 0.0645 | 0.2169 | 0.0972 | 0.9996 |
| AME      | 0.0373 | 0.0403 | 0.04538 | 0.9997 |
| CVD      | 0.0235 | 0.0290 | 0.0295 | 0.9999 |
| CVVor    | 0.0711 | 0.1902 | 0.1109 | 0.9995 |
| EI       | 0.1151 | 0.4502 | 0.1891 | 0.9986 |
| EIGF     | **0.0086** | **0.0202** | **0.0139** | 0.9997 |
| MASA     | 0.1114 | 0.2342 | 0.1590 | 0.9990 |
| MEPE     | 0.0237 | 0.0361 | 0.0248 | 0.9998 |
| MIPT     | 0.0235 | 0.1018 | 0.0283 | 0.9998 |
| MSD      | 0.0650 | 0.1258 | 0.0864 | 0.9997 |
| SFCVT    | 0.1035 | 0.1802 | 0.1346 | 0.9993 |
| SSA      | 0.0309 | **0.0275** | 0.0386 | 0.9999 |

Table 7.1.6 – Error measures for $M_{Park,HF}^{2d}$ after 120 HF samples and 250 LF samples.
7.2 Finite-element application for Hierarchical Kriging

Consider the two-dimensional contact problem shown in Figure 7.2.1.

![Image of two-dimensional contact problem](image)

Figure 7.2.1 – Scheme of the two-dimensional contact problem.

This application is utilized to study the use of adaptive HK. An elastic-deformable block with an area of $1\,mm^2$ is pushed onto an infinitely extended plane rigid surface by a displacement boundary condition on the top of the block. The displacement $\bar{u} = 0.3\,mm$ is parameterized by an angle $\gamma$ in rad. The contact optimization problem is approximated by the penalty method. The mechanical problem is solved using the finite-element method. For the HK surrogate approach the high-fidelity approach discretizes the block with 144 quadrature elements considering 12 in each row and column respectively as illustrated in Figure 7.2.2b. The low-fidelity approach yields a mesh of nine elements with three in each row and column as displayed in Figure 7.2.2a. After 10000 runs of the employed code with the same starting configurations it was found that on average the low-fidelity simulation runs 12.5 times quicker than the high-fidelity version.

The aim is to study the maximum von Mises stress value in x-direction over all Gauss points during the whole duration of the simulation.

As described in section 5.1 friction force models can be distinguished into static and dynamic models. In Chapter 5 the dynamic elastoplastic model is employed. Static models as described by Piatkowski [2014] are derived from the classic
Coulomb model (see Coulomb [1821]). When following the classification of Marques et al. [2016], static models can further be subdivided into models that are or are not able to capture a phenomenon called stiction. Stiction is characterized by a higher friction force at zero relative velocity between contacting bodies [Morin 1833]. In this application a static model and a static model with stiction are investigated, the classical Coulomb law (section 7.2.1) as well a velocity-dependent model (section 7.2.2) with stiction.

![Meshes for the two-dimensional contact problem. (a) Low-fidelity mesh, (b) High-fidelity mesh](image)

**Figure 7.2.2** – Meshes for the two-dimensional contact problem. (a) Low-fidelity mesh, (b) High-fidelity mesh

### 7.2.1 Static friction model: Coulomb law

The investigated static friction model is the classical Coulomb model with friction coefficient \( \mu \). The friction law takes the form

\[
t_T = \mu |p_N| \frac{\dot{g}_T}{\|\dot{g}_T\|}, \quad \text{if } \|t_T\| > \mu |p_N|,
\]

where \( t_T \) is the tangential stress, \( p_N \) is the contact normal pressure and \( \dot{g}_T \) is the relative velocity between the two contacting bodies. The friction coefficient is constant with increasing relative velocity \( \dot{g}_T \) between the two contacting bodies as seen in Figure 7.2.3.
7.2.1.1 Coulomb law with two input parameters

In this academic example the Young’s modulus of the block is given as $E = 10\text{MPa}$ and the Poisson ration $\nu$ is set to 0.3. The parametric space for the surrogate model is given by the parameter set $\mu \in [0.3, 0.5]$ and $\gamma \in [0.7, 2.4]$. The maximum von Mises stress in $x$-direction over this parametric space is displayed in Figure 7.2.4. Initially 5 HF and 45 LF sample points are created with TPLHD as shown in Figure 7.2.5a. Therefore the computation time for the initial surrogate model corresponds to the same time required to compute 9 HF-samples. The absolute error over the input domain of this setting is displayed in Figure 7.2.5b.

Figure 7.2.3 – Coefficient of friction for the static Coulomb friction model.

Figure 7.2.4 – Shape of the output function for the two-dimensional contact problem i.e. the maximum von Mises stress in MPa over the input domain.
It can be observed that especially the center of the domain lacks accuracy. Furthermore the left-hand side also shows increased errors. The error measures of the initial metamodel are: MAE: 0.1264, RMAE: 0.7756 and RMSE: 0.1878.

![Initial samples](image1.png)

(a) Initial samples

![Initial absolute error](image2.png)

(b) Initial absolute error

**Figure 7.2.5** – Initial state for the metamodel generation for the two-dimensional contact problem. (a) 20 Initial samples, (b) initial absolute error.

For 10000 points the error measures between the high-fidelity and low-fidelity simulations yield the following differences: MAE: 5.9318, RMAE: 7.3037, RMSE: 5.9698 and R²-score: -42.9293. Therefore there is a significant difference in the output values of the two simulation configurations.

The error measures after 15 HF samples are listed in Table 7.2.1. All the investigated techniques except EI, which shows clustering issues, improve the metamodel significantly in comparison to the initial prediction. 5 out of the 13 investigated adaptive sampling techniques yield a better MAE error than the one-shot TPLHD technique. However the RMAE measure is more proficient in 8 out of the 13 techniques. MEPE shows the best overall results with the best MAE, RMSE and R² measures.

In a next step the convergence of the methods with respect to the MAE measure is studied. Until 70 HF samples the average number of samples for each method to reach a threshold value of 0.01 is studied. The results are shown in Table 7.2.2. Blank lines indicate that the respective method has not reached the limit within the 70 sample constraint. The variation number over the 10 iterations is represented by the ± values. It can be seen that 8 out of the 13 samples are able to reach the threshold. In this two-dimensional case ACE and AME perform best. The convergence of the average MAE value for the respective methods is depicted in Figure 7.2.6. The dashed lines indicate methods that do not reach the threshold. The horizontal line represents the MAE threshold value.
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Table 7.2.1 – Error measures for FE contact problem with static friction and two-dimensional parametric space after 15 HF samples.

| Errors after 15-HF samples | Method | MAE     | RMAE    | RMSE    | $R^2$ |
|----------------------------|--------|---------|---------|---------|-------|
| TPLHD                      | 0.0355 | 0.4366  | 0.0585  | 0.9957  |
| ACE                        | 0.0300 | 0.1872  | 0.0410  | 0.9979  |
| AME                        | 0.0243 | 0.2259  | 0.0356  | 0.9984  |
| CVD                        | 0.0371 | 0.1809  | 0.0513  | 0.9967  |
| CVVor                      | 0.0333 | 0.2305  | 0.0507  | 0.9968  |
| ELI                        | 0.2789 | 0.7432  | 0.3575  | 0.8424  |
| EIGF                       | 0.0453 | 0.3295  | 0.0741  | 0.9932  |
| LOLA                       | 0.0390 | 0.2935  | 0.0569  | 0.9960  |
| MASA                       | 0.0314 | 0.4378  | 0.0602  | 0.9955  |
| MEPE                       | 0.0276 | 0.2198  | 0.0348  | 0.9985  |
| MIPT                       | 0.0398 | 0.4561  | 0.0681  | 0.9942  |
| MSD                        | 0.0518 | 0.5951  | 0.1027  | 0.9869  |
| SFCVT                      | 0.0795 | 0.6299  | 0.1292  | 0.9794  |
| SSA                        | 0.0372 | 0.2799  | 0.0542  | 0.9963  |

Table 7.2.2 – Average amount of samples needed for the FE contact problem with static friction and two-dimensional parametric space to get MAE below 0.01 up until 70 HF sample points (methods that do not reach the threshold are left blank).

| Sampling method | Average number of Samples |
|-----------------|---------------------------|
| ACE             | 38 ± 1                    |
| AME             | 37 ± 0                    |
| CVD             | 61 ± 2                    |
| CVVor           | -                         |
| ELI             | -                         |
| EIGF            | 67 ± 0                    |
| LOLA            | -                         |
| MASA            | 52 ± 3                    |
| MEPE            | 45 ± 0                    |
| MIPT            | 53 ± 1                    |
| MSD             | -                         |
| SFCVT           | -                         |
| SSA             | 45 ± 1                    |
7.2. Finite-element application for Hierarchical Kriging

Figure 7.2.6 – Convergence of the MAE error for the FE contact problem with static friction and two-dimensional parametric space. Dashed line indicates methods that do not reach the MAE threshold as represented by the horizontal line.

The sample positions of the methods that reach the limit are summarized in Figure 7.2.7. The evaluation of the sample positions is done with regards to the shape of the initial absolute error as shown in Figure 7.2.5b. ACE requires on average 38 samples. One set of sample positions is shown in Figure 7.2.7a. The exploitation component of the method can be seen. The majority of points are sampled around the initially problematic center of the domain.

The least amount of samples are needed with AME (Figure 7.2.7b). The technique samples predominantly around the edges of the domain where there are no initial HF-samples. With this approach AME is able to achieve a proficient result. The exploration character of CVD is noticeable in Figure 7.2.7c. The points are spread evenly. As seen in previous studies, the exploitation character of CVD is the less dominant component. As previously noticed, EIGF (Figure 7.2.7d) focuses the majority of the points around the highest absolute value. Since the highest absolute error in this application the horizontal line of $\gamma = 0.5$ (in the normalized case) the samples are evenly spread in this area. The MASA technique is illustrated in Figure 7.2.7e. The sample points are spread evenly in the area. This means the individual metamodels of the committee members result in rather constant prediction errors.
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Figure 7.2.7 – Location of samples of respective adaptive sampling technique for the FE contact problem with static friction and two-dimensional parametric space to reach a MAE-value of below 0.01.
The method that balances exploitation and exploration adaptively is MEPE as shown in Figure 7.2.7f. This feature can be seen in the sample positions in this application. The edges are sampled. However the majority of the points are around the center of the domain with the highest initial absolute error. The sequential space-filling method MIPT is shown in Figure 7.2.7g. With 53 needed samples it is a good compromise between accuracy and required samples for symmetric application problems as seen in this application. SSA is depicted in Figure 7.2.7h. The method highlights a proficient balance between exploration and exploitation.

7.2.1.2 Coulomb law with four input parameters

As an extension to the two-dimensional case the Young’s modulus and the displacement boundary are added to the input space. Hence, the parametric space for the surrogate model is given by the parameter set \( \mu \in [0.3, 0.5], \gamma \in [0.7, 2.4], \tau \in [0.28, 0.3] \text{ mm} \) and \( E \in [9.9, 10.1] \text{ MPa} \). The low-fidelity sample size is set to 150 which corresponds to the simulation time of 12 high-fidelity simulations. 40 initial HF samples are created with TPLHD. Here, only the proficient adaptive sampling techniques of the lower dimensional case are considered. The error measures after 80 HF-samples are shown in Table 7.2.3. ACE has issues with clustering and therefore numerical problems in the majority of the 10 iterations. The values for ACE are therefore left blank. It can be noticed that CVD yields the best results. Furthermore all considered sampling techniques are able to reduce the initial error significantly and show a more proficient performance when compared to TPLHD at 80 HF-samples. When comparing these results to the two-dimensional problem of the previous section it can be observed that the added parameters do not necessarily increase the complexity (in form of e.g. nonlinearities) of the black-box function.

The convergence of the MAE error is depicted in Figure 7.2.8. It can be observed that all techniques show a drastic initial decrease. However after around 90 samples the measure appears to be stalling. Furthermore it can be seen that CVD, the most proficient method at 80 HF-samples (see Table 7.2.3), exhibits numerical issues provoked by clustering. The MAE error value of the method increases after 100 samples. Overall SSA yields the most proficient MAE measure after 150 samples.
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| Errors after 40-HF samples | Method  | MAE   | RMAE  | RMSE  | $R^2$ |
|----------------------------|---------|-------|-------|-------|-------|
|                            | TPLHD   | 0.1660| 0.4909| 0.2195| 0.9748|
| Errors after 80-HF samples | TPLHD   | 0.1369| 0.4912| 0.1776| 0.9835|
|                            | ACE     | -     | -     | -     | -     |
|                            | AME     | 0.0868| 0.3854| 0.1106| 0.9936|
|                            | CVD     | **0.0502** | 0.4380 | **0.0716** | **0.9973** |
|                            | EIGF    | 0.0969| 0.3510| 0.1269| 0.9915|
|                            | MASA    | 0.1033| 0.4605| 0.1313| 0.9896|
|                            | MEPE    | 0.0782| 0.4566| 0.1071| 0.9940|
|                            | MIPT    | 0.0779| **0.3457** | 0.1011 | 0.9946|
|                            | SSA     | 0.0885| 0.3760| 0.1120| 0.9934|

Table 7.2.3 – Error measures for FE-contact problem with static friction and four-dimensional parametric space after 80-HF samples (blank rows indicate numerical problems).

![Figure 7.2.8](image)

Figure 7.2.8 – Convergence of the MAE error for the FE-contact problem with static friction and four-dimensional parametric space.
7.2. Finite-element application for Hierarchical Kriging

7.2.2 Velocity-dependent Coulomb’s friction law

The investigated static friction law with stiction [Wriggers and Zavarise, 2004] is considered in the following. Here, the friction force is higher at standstill than when sliding occurs. Hence, the friction coefficient is now considered to be dependent on the relative velocity. Therefore equation (7.2.1) can be rewritten to include this dependence with

\[ t_T = \mu(\dot{g}_T)|p_N|\frac{\dot{g}_T}{\|\dot{g}_T\|}, \quad \text{if } \|t_T\| > \mu(\dot{g}_T)|p_N|. \]  

(7.2.2)

A heuristic friction law that incorporates \( \dot{g}_T \) into its expression is

\[ \mu(\dot{g}_T) = \mu_k + (\mu_s - \mu_k) \exp(-c\|\dot{g}_T\|). \]  

(7.2.3)

Here three constitutive parameters, the kinetic friction \( \mu_k \), the static friction \( \mu_s \), and an additional parameter \( c \) that governs how fast the static coefficient approaches the static one as depicted in Figure 7.2.9. As a result the friction force at standstill is higher than with sliding motion between the contacting bodies.

![Figure 7.2.9 – Coefficient of friction for the static Coulomb friction model with stiction.](image)

7.2.2.1 Velocity-dependent law with four input parameters

Consider the four-dimensional parametric space given by \( \mu_s \in [0.2, 0.3], \mu_k \in [0.1, 0.15], c \in [1.0, 2.0], \gamma \in [0.7, 2.4]. \) The Young’s modulus is set to \( E = 10\text{MPa} \) and the Poisson ration \( \nu \) to 0.3. The low-fidelity sample size is set to 150 which corresponds to the simulation time of 12 high-fidelity simulations. 40 initial HF-samples are created with TPLHD. The same adaptive sampling
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techniques as in section 7.2.1.2 are employed. The error measures after 80 HF-
samples are listed in Table 7.2.4. Similarly to section 7.2.1.2 ACE has issues
with clustering. After adding 40-HF samples it can be seen that all selected
sampling techniques are able to significantly reduce the initial error. CVD is
the best performing method, i.e. reducing the RMSE error by factor four when
comparing to the initial error. Furthermore all methods perform more proficiently
than the one-shot TPLHD method at 80 HF-samples.

| Method    | MAE   | RMAE  | RMSE  | R²    |
|-----------|-------|-------|-------|-------|
| TPLHD     | 0.1427| 0.8285| 0.2072| 0.9473|
| Errors after 10-HF samples
| TPLHD     | 0.1266| 0.6578| 0.1688| 0.9650|
| AME       | 0.0815| 0.6289| 0.1105| 0.9850|
| CVD       | 0.0409| 0.3444| 0.0541| 0.9964|
| EIGF      | 0.1085| 0.5927| 0.1501| 0.9723|
| MASA      | 0.1121| 0.6486| 0.1543| 0.9710|
| MEPE      | 0.0648| 0.4612| 0.0855| 0.9910|
| MIPT      | 0.1015| 1.0025| 0.1390| 0.9763|
| SSA       | 0.0731| 0.3337| 0.0893| 0.9902|

Table 7.2.4 – Error measures for FE contact problem with stiction and
four-dimensional parametric space after 80 HF samples (blank rows indicate
numerical problems)

The convergence of the MAE error is shown in Figure 7.2.10. Similarly to the
results in Figure 7.2.8, it can be seen that all methods initially drastically reduce
the error measure. MIPT and SSA yield the best measure after 150 samples. The
MAE value of CVD is increasing again due to clustering issues after 100
samples. When comparing the two convergence behaviors of Figure 7.2.10 and
7.2.8 it can be noticed that when judging by the MAE error, adding a friction
law with stiction, appears to have increased the "difficulty" of the black-box
function. Since the final error values of stiction problem are higher on average.

7.2.2.2 Velocity-dependent law with six input parameters

The four-dimensional parametric space of section 7.2.2.1 is extended to include
the Young’s modulus with $E \in [9.8, 10.2]\text{MPa}$ and the amplitude of the displace-
ment boundary $\ddot{u} \in [0.27, 0.32]\text{mm}$. The five best performing methods of the
previous investigation (CVD, EIGF, MIPT, MEPE and SSA) are considered here.
Initially, 60 HF samples and 250 LF samples are generated with TPLHD. The error measures after 120 HF samples are shown in Table 7.2.5. Here no clear best performing method can be selected, since dependent on the error measure different methods perform more proficiently. Overall MEPE, SSA and MEPE show the best results. It can be seen that all methods significantly decrease the errors with respect to the initial error and that all adaptive techniques achieve more proficient error with respect to the one-shot technique.

| Method  | MAE | RMAE | RMSE | R² |
|---------|-----|------|------|----|
| Errors after 60-HF samples | TPLHD | 0.3796 | 1.1399 | 0.4802 | 0.9077 |
| TPLHD | 0.2962 | 1.1362 | 0.4080 | 0.9305 |
| CVD | 0.1523 | 0.6892 | 0.1923 | 0.9789 |
| EIGF | 0.2080 | 0.7383 | 0.2682 | 0.9699 |
| MEPE | 0.1443 | 0.5465 | 0.1879 | 0.9852 |
| MIPT | **0.1442** | 0.9350 | 0.2191 | 0.9799 |
| SSA | 0.1457 | **0.4716** | **0.1824** | **0.9861** |

Table 7.2.5 – Error measures for FE contact problem with stiction and six-dimensional parametric space after 120 HF samples
The convergence of the MAE error of the five selected methods until 150 HF-samples is shown in Figure 7.2.11. All methods show a drastic initial decrease in error. However after around 100 samples the measure stalls. As in the previous studies SSA shows the best performance after 150 samples.

Figure 7.2.11 – Convergence of the MAE error for the FE-contact problem with stiction friction and six-dimensional parametric space.

7.3 Concluding remark

Hierarchical Kriging has been herein presented as a tool to combine multi-fidelity approaches in Kriging to yield a metamodel. As a novel contribution, different adaptive sampling techniques have been compared for different benchmark problems utilizing Hierarchical Kriging. The techniques have also been successfully tested on a two-dimensional Finite-Element problem involving contact nonlinearities. Here two different friction laws have been investigated.
Chapter 8

Partial-least squares Kriging

As discussed in section 2.7, a limiting factor of using Kriging is the dimensionality of the inputs because of the resulting computational expenses in determining the hyperparameters with MLE in higher dimensions. [Bouhlel et al., 2016] suggested the use of Partial Least Squares (PLS) method in combination with Kriging to reduce the number of hyperparameters in the MLE optimization process. The author called this approach partial least squares Kriging (PLSK). Since this thesis highlights the use of OK, the method will be termed Partial Least Squares Ordinary Kriging (PLSOK) in the following. The idea is that the hyperparameters \( \theta_i \) with \( i = 1, \ldots, n \) represent a measure of how strongly the respective inputs influence the output. The PLS technique finds a linear relationship between the inputs \( X = [x^{(1)}, \ldots, x^{(m)}] \) and the outputs \( y = [y^{(1)}, \ldots, y^{(m)}]^T \) by a projection of \( X \) onto \( h \) principal components \( t^l \) with \( l = 1, \ldots, h \) which is supposed to be lower than its initial dimension \( m \). Utilizing this principle [Bouhlel et al., 2016] were able to reduce the number of hyperparameters needed for Kriging and significantly speed up the MLE optimization process. A thorough introduction to PLS is given in [Geladi and Kowalski, 1986]. The most commonly used method for calculating the principal components of a data set is the NIPALS ("nonlinear iterative partial least squares") algorithm developed by [Wold, 1973] which is also employed in this thesis.

After employing this technique a matrix \( W^* = [w^*(1), \ldots, w^*(h)] \) can be defined by

\[
W^* = W \left( P^T W \right)^{-1}.
\] (8.0.1)

Here, \( W = [w^{(1)}, \ldots, w^{(h)}] \) contains the best directions and \( P = [p^{(1)}, \ldots, p^{(h)}] \) is the matrix with the coefficients \( p^{(l)} \) that define the regression of the inputs onto the principal component \( t^{(l)} \). The coefficients of the vectors \( w^*_l \) measure the influence of the input on the output. These can be used to define linear transformations in the autocorrelation functions that include the PLS weights.
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and hence reduce the dimensionality of the hyperparameters to \( h \). Information for this process can be found in Bouhlel et al. [2016]. Considering the Matérn 3/2 autocorrelation matrix as used in this thesis the PLS-expanded version yields

\[
R_{KPLS}(x, x', \theta) = \prod_{l=1}^{h} \prod_{i=1}^{n} \left( 1 + \frac{\sqrt{3}m_i^{(l)}}{\theta_l} \right) \exp \left( \frac{\sqrt{3}m_i^{(l)}}{\theta_l} \right)
\] (8.0.2)

with \( m_i^{(l)} = \left| w_i^{(l)}(x^{(i)} - x^{(i)}) \right| \).

In a novel approach this thesis applies the PLS model reduction of the hyperparameters to HK. In the following partial least squares hierarchical Kriging will be shortened to Partial Least Squares Hierarchical Kriging (PLSHK). A significant limitation of HK is the need of hyperparameter optimization for each fidelity level. Here, PLSHK enables a significant time reduction.

### 8.1 Ten-dimensional Wong function

A ten-dimensional example that is used to validate adaptive sampling in combination with PLSOK is the Wong function proposed by Wong [1970], later used by Asaadi [1973] and for example Michalewicz and Schoenauer [1996]. The function reads

\[
M_{10d_{Wong}}(x) = x_1^2 + x_2 + x_1x_2 - 14x_1 - 16x_2
+ (x_3 - 10)^2 + (x_4 - 5)^2 + (x_5 - 3)^2 + 2(x_6 - 1)^2
+ 5x_7^2 + 7(x_8 - 11)^2 + 2(x_9 - 10)^2 + (x_{10} - 7)^2 + 45.
\] (8.1.1)

Here, let all \( x_i \) with \( i = 1, \ldots, 10 \) be defined in the domain \([-10, 10]\]. According to Asaadi [1973] the function has its minimum at \( M(x_{\text{min}}) = 24.31 \) at \( x_{\text{min}} = (2.17, 2.36, 8.77, 5.09, 0.99, 1.43, 1.32, 1.43, 8.27, 8.37) \). The viability of the model reduction of the hyperparameters in Kriging can be seen in Figures 8.1.1, 8.1.2 and 8.1.3. In each of these figures one relevant parameter is compared for Kriging models created with TPLHD. The parameters of interest for this study are the computation time, RMSE and RMAE. The process is as follows: every 10 steps (starting from 100) the required amount of samples are generated with TPLHD and the parameter is evaluated up until 200 samples. This procedure is evaluated 10 times in order to avoid random outliers. The parameters are shown in boxplot format over the 10 iterations.

The boxplot for the creation time of the metamodel for OK and PLSOK with 3 and 4 dimensions respectively is shown in Figure 8.1.1.
8.1. Ten-dimensional Wong function

The Kriging MLE for the hyperparameters is optimized with a simulated annealing algorithm and a fixed function tolerance of $10^{-8}$ that needs to be held over 5000 iterations. The time is shown in seconds. The computations are carried out on the cluster system at the Leibniz University of Hannover, Germany, to circumvent local computation issues. It can be seen that with increasing number of samples the computation time increases for all of the three Kriging methods. However the evaluation time of the standard OK method is on average considerably higher than the ones of PLSOK. Furthermore there seems to be a higher variance involved in the computational time for OK in comparison to the other two. This hints towards that the optimization problem for the OK model is more complex than the other two and hence there is more variation involved in the optimization algorithm until the needed function tolerance is found. This must be due to the higher dimensionality of the optimization problem for OK. When comparing the two PLSOK methods it can be seen that the lower dimensionality needs less computation time on average for all samples and the variance is also lower. However the differences are not stark. The results of the error indicator RMAE between the three methods are depicted in Figure 8.1.2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure811.png}
\caption{Time comparison between OK and PLSOK for $\mathcal{M}_{10d}^{Wong}$ at samples created with TPLHD and reduced dimension of the hyperparameters to 3 and 4 respectively.}
\end{figure}
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Figure 8.1.2 – RMAE comparison between OK and PLSOK for $M_{\text{Wong}}^{10d}$ using samples created with TPLHD and reduced dimension of the hyperparameters to 3 and 4 respectively.

It can be seen that the largest variation of the error measure is found for the 3-dimensional PLSOK model. OK shows less variation and the PLSOK for 4 dimensions is basically free of variance. Surprisingly it can be seen that the PLSOK models generate a metamodel with less RMAE error which indicates that the hyperparameter optimization was solved more proficiently, i.e. a better optimum was found. This hints that the used optimization scheme (Simulated annealing) is not well suited for higher dimensionality. Since the general OK model when solved correctly should be more accurate than the models with dimensionality reduction of the hyperparameters. This fact again hints towards an easier optimization problem in lower dimensionality.

It can be seen that whereas the error measure stays basically flat with increasing samples the PLSOK errors increase. This might be explained with the non-optimality of the TPLHD samples in higher dimensions as discussed in section 3.6.1 Furthermore it seems the model reduction works more proficient for a smaller sample size. However since the RMAE measure is still lower for PLSOK it is still a valid method. When comparing the resulting PLSOK measures the 4-dimensional model shows less variation and a lower error value overall and must therefore be the preferred choice here.
8.1. Ten-dimensional Wong function

Figure 8.1.3 – RMSE comparison between OK and PLSOK for $M_{10d}^{\text{Wong}}$ at samples created with TPLHD and reduced dimension of the hyperparameters to 3 and 4 respectively.

The RMSE error for all three models over the sample size is shown in Figure 8.1.3. A similar effect to RMAE is visible where with increasing sample size the RMSE value for OK reduces whereas an increase is shown for PLSOK. Here, again, the PLSOK metamodels indicate a lower RMSE over all samples which hints at a better approximation of the surrogate model. The 3-dimensional version shows more variation in this parameter of interest than the other two, where the hyperparameter model reduction to 4 dimensions has almost no variation which hints at a straightforward optimization problem.

Considering all three of the described graphs it can be seen that PLSOK can be validated as an efficient method for Kriging metamodel generation. Due to the lower dimensionality of the optimization problem even better results are obtained. This opens PLSOK up for the use in adaptive sampling with introduced techniques for the Wong function.

The adaptive sampling is here performed with a model reduction to 4 hyperparameter dimensions.

For the investigation of the adaptive sampling techniques an initial sample size of 100 samples is chosen. Because of the high-dimensionality of the problem the sampling techniques that require higher computational effort are only used
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to add 50 more samples from an initial 100 samples. The more time-efficient methods (EI, EIGF, MEPE, MIPT and MSD) are calculated ten times until 300 samples to yield the average error measures.

The errors after adding 50 samples to the initial sample size are listed in Table 8.1.1. The values can be compared to a metamodel created with the one-shot TPLHD method. As observed in the comparison of the results for OK and PLSOK the increased TPLHD metamodel yields worse results than the initial model. However all the adaptive sampling techniques are able to reduce the values significantly with respect to the one-shot methods. As noticed in earlier problems EI performs worst. After 150 samples EIGF reduces the errors most proficiently.

| Method   | MAE   | RMAE  | RMSE   | R²     |
|----------|-------|-------|--------|--------|
| TPLHD    | 94.4414 | 0.3851 | 116.4710 | 0.9895 |
| ACE      | 109.5913 | 0.47935 | 137.8352 | 0.9854 |
| CVvor    | 46.2332 | 0.2763 | 42.2743 | 0.9801 |
| EI       | 95.0939 | 0.3427 | 118.5459 | 0.9892 |
| EIGF     | 26.4332 | 0.1249 | 33.6435 | 0.9991 |
| MASA     | 60.2378 | 0.2818 | 62.6726 | 0.9899 |
| MEPE     | 40.2932 | 0.2028 | 50.2783 | 0.9980 |
| MIPT     | 66.8788 | 0.2740 | 83.4779 | 0.9946 |
| MSD      | 31.7074 | 0.1853 | 40.5203 | 0.9987 |
| MSE      | 46.7074 | 0.2839 | 56.2367 | 0.9945 |
| SFCVT    | 41.2481 | 0.2148 | 51.9043 | 0.9979 |
| SSA      | 38.5541 | 0.1425 | 47.9274 | 0.9982 |

Table 8.1.1 – Error measures for $M_{W_{avg}}^{10d}$ after 150 samples.

The results for the five time-efficient techniques after 300 samples are listed in Table 8.1.2. When comparing the values to Table 8.1.1 a further significant decrease can be noticed. EI yields by far the worst result. MEPE and EIGF perform most proficiently. The space-filling techniques (MIPT and MSD) achieve similar values.

Figure 8.1.4 displays the convergence of the MAE error with increasing sample size for the 5 investigated techniques. All methods show a decrease in the error value. However after around 200 samples the values is stagnating. In the following section a benchmark problem for PLSHK is investigated.
## 8.2. Eight-dimensional Application for PLSHK: Borehole function

| Method | MAE   | RMAE  | RMSE   | $R^2$  |
|--------|-------|-------|--------|--------|
| TPLHD  | 94.4414 | 0.3851 | 116.4710 | 0.9895 |
| TPLHD  | 35.0384 | 0.3356 | 41.4699 | 0.9922 |
| EI     | 62.4272 | 0.3143 | 90.7335 | 0.9883 |
| EIGF   | 16.5853 | **0.0772** | 25.2345 | **0.9984** |
| MEPE   | **13.3693** | 0.1043 | **20.7335** | 0.9978 |
| MIPT   | 26.0037 | 0.1923 | 34.8743 | 0.9934 |
| MSD    | 22.8202 | 0.1734 | 32.2342 | 0.9911 |

Table 8.1.2 – Error measures for $M_{Wong}^{10d}$ after 300 samples.

**Figure 8.1.4** – MAE measure for $M_{Wong}^{10d}$ over the sample size for 5 different adaptive sampling techniques.

### 8.2 Eight-dimensional Application for PLSHK: Borehole function

As a benchmark application for PLSHK the borehole function e.g., given in Harper and Gupta [1983] is considered. The function is used to model water flow through a hole. It is a usual application problem in multifidelity approaches in the literature see e.g. Xiong et al. [2013] or Moon et al. [2012]. The low-fidelity
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version reads

\[ M_{\text{borehole}, \text{HF}}^{8d}(x) = \frac{1}{\ln(r/r_w)} \frac{2\pi T_u (H_u - H_l)}{1 + \frac{2LT_u}{\ln(r/r_w)r_w^2K_w} + \frac{T_w}{T_l}} \]  

(8.2.1)

and the low-accuracy model is given by

\[ M_{\text{borehole}, \text{LF}}^{8d}(x) = \frac{1}{\ln(r/r_w) 1.5} \frac{5T_u (H_u - H_l)}{1 + \frac{2LT_u}{\ln(r/r_w)r_w^2K_w} + \frac{T_w}{T_l}}. \]  

(8.2.2)

The difference between the two fidelity levels is captured in the following error between them calculated from 40000 points: \( MAE: 15.8715, \quad RMAE: 1.1340, \quad \text{and} \quad RMSE: 18.3973. \) Hence the LF function distorts the frame of the HF version. The physical interpretation of the parameters as well as the input domain for the creation of the metamodel is given in Table 8.2.1.

| Parameter               | Domain                     |
|-------------------------|----------------------------|
| \( r_w \) - Radius of the borehole | [0.05, 0.15] [m]          |
| \( r \) - Radius of influence | [100, 50000] [m]          |
| \( T_u \) - Transmissivity of upper aquifer | [63070, 115600] [m²/year] |
| \( H_u \) - Potentiometric head of upper aquifer | [990, 1100] [m]          |
| \( T_l \) - Transmissivity of lower aquifer | [63.1, 116] [m²/year]     |
| \( H_l \) - Potentiometric head of lower aquifer | [700, 820] [m]           |
| \( L \) - Length of borehole | [1120, 1680] [m]          |
| \( K_w \) - Hydraulic conductivity of borehole | [9855, 12045] [m/year]    |

Table 8.2.1 – Parameter domains for borehole functions: \( M_{\text{borehole}, \text{HF}}^{8d} \) and \( M_{\text{borehole}, \text{LF}}^{8d} \)

Adaptive sampling for 8 dimensions as given here is a computationally expensive procedure. Furthermore the defined space of the hyperparameter optimization problem is also 8-dimensional and hence complicated to solve. As introduced PLSHK can be an option for model reduction of the hyperparameter space. In contrast to PLSOK the multifidelity version PLSHK has different levels of fidelity for which a Kriging metamodel needs to be created or at least the MLE for the hyperparameters needs to be maximized. This implies that each fidelity level can have its own hyperparameter dimensionality. This concept would require further investigation. Here, for validation of PLSHK, similar to the benchmark problem for PLSOK the parameters Time, RMSE and RMAE are compared for metamodels created for samples which were generated by TPLHD. This is done
8.2. Eight-dimensional Application for PLSHK: Borehole function

by starting with 100 samples and increasing the sample size by 10 up until 200 samples are reached. To show the variation of the parameters 10 iterations of the computations are done and the values are then illustrated with boxplots. The comparison is done between a general HK-model and two PLSHK models which are reduced to 3 and 4 dimensions in both fidelity levels respectively.

![Figure 8.2.1](image)

**Figure 8.2.1** – Time comparison between HK and PLSHK for $\mathcal{M}_{borehole,HF}^{8d}$ at samples created with TPLHD and reduced dimension of the hyperparameters to 3 and 4 in both fidelity-levels respectively.

Furthermore the same restrictions as for PLSOK for the Wong function are placed with simulated annealing algorithm used as an approximation method with a fixed function tolerance of $10^{-8}$ that needs to be held over 5000 iterations. The computations are again carried out on the cluster system at the Leibniz University of Hannover, Germany, to circumvent local computation issues. The time of metamodel generation of the 3 considered models for each sample size step is displayed in Figure 8.2.1. It can be seen that HK needs the most time on average and shows a higher variation than the other two models. Predictably, the 3-dimensional version of PLSHK needs less time than the four dimensional
version. The RMSE errors between the 3 models are compared in Figure 8.2.2. Similar to the Wong function it can be seen that with an increase in sample size the error measure actually increases which hints at either bad sample placement or problems with the optimization of the hyperparameter optimization problem with e.g. numerical issues. However is is still valuable to compare the obtained values.

![Figure 8.2.2](image)

**Figure 8.2.2** – RMSE comparison between HK and PLSHK for $t_{M_{-8d, borehole,HF}}$ at samples created with TPLHD and reduced dimension of the hyperparameters to 3 and 4 in both fidelity-levels respectively.

It can be seen that the 3-dimensional PLSHK version creates the highest measure error in comparison to the other two. The 4 dimensional model however is on average lower than the general HK and shows less variation in its values. This again hints that the used optimization tool is not proficient enough for higher (in this case 8) dimensions as the optimal solution for the hyperparameters is not found. The RMAE measure of the 3 methods is displayed in Figure 8.2.3. It shows similar results to RMSE, i.e. that the 4 dimensional PLSHK is able to obtain the best surrogate model with the least variation.
Therefore PLSHK is a valid method in comparison to HK for the borehole function. Furthermore the four-dimensional version needs to be the preferred choice because all studied parameter values are significantly reduced with respect to HK. The following adaptive sampling computations were performed with 60 HF samples and 250 LF samples initially. Similar to the Wong function an adaptive sampling to higher sample sizes (> 150) is only performed with 5 techniques that are most time-efficient (EI, EIGF, MEPE, MIPT and MSD). The other methods are compared after adding 60 HF-samples. Table 8.2.2 shows a comparison of the error measure values after adding 60 points. It can be noticed that all methods significantly decrease the initial error. Judging by MAE only 2 (EI and MASA) out of the 11 methods show a worse results than the one-shot TPLHD. SSA and EIGF perform the best. The results after 200 HF-samples for the 5 techniques that require the least computational effort are listed in Table 8.2.3. Here, all methods except EI perform better than TPLHD. EIGF yields the most proficient metamodel, by e.g. reducing the initial MAE error by factor 5.
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| Method | MAE | RMAE | RMSE | $R^2$ |
|--------|-----|------|------|-------|
| TPLHD  | 7.3548 | 1.0219 | 9.8656 | 0.95313 |

Errors after 60-HF samples

| Method | MAE | RMAE | RMSE | $R^2$ |
|--------|-----|------|------|-------|
| TPLHD  | 4.1312 | 0.8717 | 5.4317 | 0.9857 |
| ACE    | 3.2628 | 0.5508 | 4.1053 | 0.9862 |
| CVD    | 3.9450 | 0.6598 | 4.9965 | 0.9831 |
| CVVor  | 3.9901 | 1.2409 | 5.7568 | 0.9863 |
| EL     | 5.5435 | 1.2943 | 7.6987 | 0.9717 |
| EIGF   | 2.8550 | 0.4965 | 3.7218 | 0.9933 |
| MASA   | 4.8223 | 1.1234 | 6.5625 | 0.9734 |
| MEPE   | 3.7130 | 0.5928 | 5.1018 | 0.9875 |
| MIPT   | 4.7297 | 1.2173 | 6.4905 | 0.9798 |
| MSD    | 3.6700 | 0.4447 | 4.7714 | 0.9891 |
| SFCVT  | 3.1776 | 0.8280 | 4.4055 | 0.9907 |
| SSA    | 2.2701 | 0.3738 | 2.9714 | 0.9957 |

Errors after 120-HF samples

| Method | MAE | RMAE | RMSE | $R^2$ |
|--------|-----|------|------|-------|
| TPLHD  | 4.2018 | 1.1472 | 6.5265 | 0.9794 |
| EI     | 6.2193 | 1.5798 | 9.0259 | 0.9611 |
| EIGF   | 1.4656 | 0.1858 | 1.8702 | 0.9983 |
| MEPE   | 1.9984 | 0.3717 | 2.7079 | 0.9965 |
| MIPT   | 2.7403 | 0.7270 | 3.8755 | 0.9928 |
| MSD    | 2.2533 | 0.3537 | 3.0203 | 0.9956 |

Table 8.2.2 – Error measures $M_{borehole,HF}^{8d}$ after 120 HF- and 250 LF-samples.

Errors after 60-HF samples

| Method | MAE | RMAE | RMSE | $R^2$ |
|--------|-----|------|------|-------|
| TPLHD  | 7.3548 | 1.0219 | 9.8656 | 0.95313 |

Errors after 200-HF samples

| Method | MAE | RMAE | RMSE | $R^2$ |
|--------|-----|------|------|-------|
| TPLHD  | 4.2018 | 1.1472 | 6.5265 | 0.9794 |
| EI     | 6.2193 | 1.5798 | 9.0259 | 0.9611 |
| EIGF   | 1.4656 | 0.1858 | 1.8702 | 0.9983 |
| MEPE   | 1.9984 | 0.3717 | 2.7079 | 0.9965 |
| MIPT   | 2.7403 | 0.7270 | 3.8755 | 0.9928 |
| MSD    | 2.2533 | 0.3537 | 3.0203 | 0.9956 |

Table 8.2.3 – Error measures $M_{borehole,HF}^{8d}$ after 200 HF- and 260 LF-samples.

It can be observed that contrary to the pure TPLHD approach the adaptive sampling methods are reducing the error with increasing sample size. The MAE error over the added samples (from 60 to 200) is depicted in Figure 8.2.4 displays. The EI method shows clustering of the sample points since the error is not decreasing or even increasing. All other methods show a decreasing behavior with occasional spikes.
8.3 Concluding remark

The partial least squares method has been utilized in the generation of the Ordinary Kriging and in a novelty approach in Hierarchical Kriging in order to reduce the number of hyperparameters. It was found that the method is able to speed up the computations of Kriging in higher dimensions. Furthermore due to the simplification of the hyperparameter optimization problem the results are more proficient when using this technique. Adaptive and sequential sampling techniques have been compared utilizing this approach. Four out of five were found to be proficient when compared to one-shot techniques.

Figure 8.2.4 – Convergence of the MAE error for $M^{sd}_{\text{borehole, HF}}$ with increasing samples size for the 5 respective sampling techniques.
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Chapter 9

Conclusion and outlook

Concepts of the Kriging framework and adaptive sampling have been presented and studied for the use of global metamodeling in computer experiments. An overview of the work, a conclusive evaluation of the investigated and newly introduced adaptive sampling techniques, and a perspective for future research are given in this chapter.

Overview of the work

An overview over the general concepts of global surrogate modeling, specifically Kriging, with adaptive sampling techniques and restriction to univariate output has been provided. Two different formulations of the Kriging method in Universal and Ordinary Kriging (OK) have been presented and compared. It has been observed that OK offers more consistent metamodeling results. Occurring challenges and limitations of OK have been stated and a literature review for the solutions to these problems has been performed. It has been found that Ordinary Kriging performs the approximation of a one-dimensional function more proficiently than other surrogate modeling techniques found in the literature. A multifidelity variant of Kriging called Hierarchical Kriging (HK) has been studied. A solution for the use of OK in high-dimensional problems by reduction of the hyperparameter space has been investigated (here termed partial least squares ordinary Kriging (PLSOK)). In a novelty approach this thesis has also established the hyperparameter reduction for Hierarchical Kriging (PLSHK). The concepts of adaptive sampling for global surrogate modeling have been discussed, in particular the role of global exploration and local exploitation for finding new samples. Common sampling techniques found in the literature have been reviewed. As a first investigation of this scale, thirteen of the methods have been implemented and compared by means of benchmark problems for OK. Furthermore, for the first time, a majority of the methods has been utilized for
surrogate model creation with HK. A two-dimensional Finite Element application including contact nonlinearities and two different friction force models has been employed for the validation of adaptive sampling for HK. In a novelty approach different adaptive sampling techniques have also been successfully introduced and studied for their use in PLSOK and PLSHK.
In the following a conclusive evaluation of the studied sampling techniques is given.

Evaluation of the investigated adaptive sampling techniques

Thirteen sampling techniques have been compared on benchmark problems and application examples of different fidelity. It was found that for all presented problems the adaptive sampling techniques were able to significantly improve the accuracy of the metamodel when comparing it to the one-shot TPLHD approach. It could be noticed that EI, CVVor, SFCVT and SSA are prone to provoke numerical issues in form of clustering of points (see problems in sections: 4.2.1 or 4.2.2.2). This is particularly the case in lower dimensions. Therefore it is not advised to employ these techniques for global metamodeling with aims to reach an accuracy threshold.

It was found that LOLA is restricted to lower dimensionality because of the computational efforts involved. In this thesis the limit is set to 2 dimensions. The same holds true for AME, whose use is not advised in large dimensions, i.e. higher than 5. It was found that the methods that achieve proficient results for ordinary Kriging are also able to do so in the multi-fidelity case. However in HK, more methods including MASA and ACE appear to experience numerical issues by cumulating sample points in specific areas (see section 7.1.1).

The best results were generally found by methods relying on cross-validation or the variance to find new sample points. The chosen Query-by-committee technique MASA as well as the gradient-based method LOLA do not achieve the same accuracy of the metamodel with respect to the target function. In lower dimensionality CVD is a pertinent choice, i.e. yielding the best average outcome for the one-dimensional Schwefel function (section 4.2.1) and the one-dimensional multi-fidelity Forrester function of section 7.1.1.

In higher dimensions the space-filling methods MIPT and MSD as well as the adaptive techniques EIGF and MEPE should be the preferred choices when the time of surrogate model generation is of concern. Over all dimensionality and fidelity levels, MEPE seems to be the most consistent choice of adaptive sampling technique. It is able to consistently improve the metamodel in comparison to one-shot techniques. It combines exploration and exploitation in a switch strategy and has no issues with point clustering. A drawback is that the method is restricted to Kriging because the prediction variance needs to be known. Af-
ter MEPE, EIGF is the second best choice. However the method predominantly samples around the highest absolute values of the target function, which is not ideal for global metamodeling.

**Adaptive sampling for classification with Kriging**

A dynamic, nonlinear mass-on-belt oscillator of Duffing’s type with an elasto-plastic friction law has been studied with the goal to build a metamodel for the classification of the chaotic behavior of the system. Here, the largest Lyapunov exponent as an indicator for chaotic motion has been selected. However, it has been observed that the adaptive sampling techniques found in the literature were not able to proficiently generate sample for classification problem with Kriging. In order to adaptively sample for this application, an innovative adaptive sampling technique termed MC-Intersite Voronoi (MIVor) for binary classification problems with Kriging has been introduced and successfully validated to classify chaotic behavior of a dynamic system.

**Perspective**

Challenges remain for efficiently reducing the number of required samples for generating proficient surrogates. The majority of introduced methods found in the literature are high in computational effort, especially in higher dimensions. In general, discontinuous methods lack efficiency of continuous ones. New techniques need to find a balance between exploration, exploitation and creating a fast optimization environment to find new samples.

The concept of PLSHK should be studied further in particular with regards to the number of required dimensions in each fidelity level. However it was found to be an effective method to reduce the computation time and the complexity of the MLE optimization problem.

Kriging should be further investigated as a modeling choice for generating surrogates for binary classification problems. Adaptive sampling for these applications should be explored. MIVor could be applied to different binary classification problems. In addition the method should be tested on problems of higher dimensionality.
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Appendix A

Stochastic background

A.1 Gaussian processes

The fundamental mathematical object of random-variables is the probability space \(\Omega, \mathbb{F}(\Omega), P\), where

- \(\Omega\) is the sample space comprised of all possible elementary events \(\omega_i \in \Omega\),
- \(\mathbb{F}(\Omega)\) is a complete system of subsets of \(\Omega\) covering all events,
- \(P\) assigns probabilities to the elements of \(\mathbb{F}(\Omega)\).

A real-random variable is formally defined as a mapping between the probability space and an output space \(T \subseteq \mathbb{R}\)

\[
T : \Omega \rightarrow T \\
\omega \rightarrow T(\omega) := t.
\]  
(A.1.1)

A random variable is completely defined by its cumulative distribution function

\[
F_T(t) = P(T \leq t).
\]  
(A.1.2)

Continuous random variables can be described by a probability density function

\[
f_T(t) = \frac{dF_T(t)}{dt}.
\]  
(A.1.3)

The expectation value of the random variable \(T\) reads

\[
\mathbb{E}(T) = \int_{-\infty}^{\infty} t f_T(t) dt
\]  
(A.1.4)
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and the variance

\[ \text{Var}(T) = \sigma^2 = \mathbb{E} \left[ (T - \mathbb{E}(T))^2 \right] . \]  

(A.1.5)

The covariance between two random variables \(T_1\) and \(T_2\) is defined as

\[ \text{cov}(T_1, T_2) = \mathbb{E} \left[ (T_1 - \mathbb{E}(T_1)) (T_2 - \mathbb{E}(T_2)) \right] . \]  

(A.1.6)

A random vector \(T\) is a collection of random variables

\[ T : \Omega \rightarrow \mathbb{T} \subseteq \mathbb{R}^n \]

\(\omega \rightarrow T(\omega) := t.\)  

(A.1.7)

A Gaussian random vector is a vector given by

\[ T \sim \mathcal{N}(\mu, \Sigma). \]  

(A.1.8)

Here \(\mu\) is a vector containing the means and \(\Sigma\) is its covariance matrix. The variable is completely defined by the probability density function

\[ f_T(t) = \frac{1}{(2\pi)^{n/2}\sqrt{\det \Sigma}} \exp \left( -\frac{1}{2} (t - \mu)^\top \Sigma^{-1} (t - \mu) \right) . \]  

(A.1.9)

Reusing the definition given in equation (A.1.1) a stochastic process \(Z\) is a set of random variables indexed by a continuous value \(s\). It expands the random variable and reads as the mapping

\[ Z(s) : \mathbb{I} \times [\Omega, \mathcal{F}(\Omega), P] \rightarrow \mathbb{T} \]

\((s, \omega) \rightarrow T(s, \omega) := t(s).\)  

(A.1.10)

\(t(s)\) is a realization of the process and \(\mathbb{I} \in \mathbb{R}^n\) denotes an index space with \(s \in \mathbb{I}\). A Gaussian random process is a random process in which for all \(s_1, \ldots, s_n\) the random vector \((Z(s_1), \ldots, Z(s_n))\) is Gaussian i.e. has a multivariate normal distribution. Therefore it can be uniquely defined by its mean function

\[ \mu(s) = \mathbb{E}(Z(s)) \]  

(A.1.11)

and its autocovariance function \(\mathbb{C}\) that gives the covariance of the process with itself between two indexes \(s\) and \(s'\) as

\[ \mathbb{C}(s, s') = \text{cov}(Z(s), Z(s')) \]

\[ = \mathbb{E} \left[ (Z(s) - \mathbb{E}(Z(s))) (Z(s') - \mathbb{E}(Z(s'))) \right] . \]  

(A.1.12)

For a given \(\omega_0\) the function \((s, \omega_0) \rightarrow T(s, \omega_0)\) is a realization of the Gaussian process.

The autocovariance function is symmetric and (non-strictly) positive semi-definite.
For the simplified case of a stationary Gaussian process (it is invariant by translation [Pavliotis, 2014]) the mean function is a constant

$$\mu(s) = \mu_0.$$  \hfill (A.1.13)

Furthermore the autocovariance function can be simplified to

$$C(s, s') = \sigma^2 R(s - s'),$$  \hfill (A.1.14)

where $\sigma^2$ is the variance and the spatial autocorrelation function $R$ only depends on the euclidean distance between the input combinations $s$ and $s'$. For more information on general probability theory refer to [Zio, 2007].

### A.2 Least squares linear regression model

Consider a given set of observations $D = \{(x^{(i)}, y^{(i)}) , i = 1, \ldots, m\}$ with an input $x \in \mathbb{X} \subset \mathbb{R}^n$ and a scalar output $y \in \mathbb{Y} \subset \mathbb{R}$. The linear regression assumes that the relationship between the input and the output is linear

$$Y_i = \sum_{j=1}^{m} \beta_j f_j(x^{(i)}) + Z_i, \quad \text{for } i = 1, \ldots, m.$$  \hfill (A.2.1)

Here, the unknown $\beta$ is a $m$-dimensional parameter vector, $f$ is a chosen $m$-dimensional collection of regressor functions and $Z$ is a $m$-dimensional random vector that expresses the noise term. The equation can be summarized in the matrix equation

$$Y = F\beta + Z,$$  \hfill (A.2.2)

where $F_{ij} = f_j(x^i)$. For simplification and due to the lack of knowledge about the data the noise term is usually chosen to be a Gaussian random vector with zero mean and a covariance function

$$\text{cov}(Z, Z) = \sigma^2 R,$$  \hfill (A.2.3)

with the variance $\sigma^2$ which needs to be estimated and a correlation matrix $R$ which is known. Since $Z$ is a Gaussian vector the distribution of the observations $Y$ can be set to be a multivariate normal distribution with

$$Y \sim N_m(F\beta, \sigma^2 R).$$  \hfill (A.2.4)

The optimal unknown parameters need to be estimated e.g. using a maximum likelihood approach which yields

$$\mathcal{L}(y|\beta, \sigma^2) = \frac{1}{(2\pi \sigma^2)^{m/2} \sqrt{\det R}} \exp \left( -\frac{1}{2\sigma^2} (y - F\beta)^t R^{-1} (y - F\beta) \right).$$  \hfill (A.2.5)
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The best estimates of the parameters \((\hat{\beta}, \hat{\sigma})\) can be found by maximizing the likelihood function

\[
(\hat{\beta}, \hat{\sigma}) \equiv \arg \max_{(\beta, \sigma)} L(y|\beta, \sigma^2)
\]

which yields

\[
\hat{\beta} = \left( F^T R^{-1} F \right)^{-1} F^T R^{-1} y,
\]

and

\[
\hat{\sigma}^2 = \frac{1}{m} \left( y - F \hat{\beta} \right)^T R^{-1} (y - F \beta).
\]

A.3 Bayesian prediction methodology

Consider a given set of uncertain data \(Y = \{Y^{(i)}, i = 1, \ldots, m\}\) and an unobserved random variable \(Y_0\). \(Y\) and \(Y_0\) are dependent random variables. Therefore a predictor for the unobserved quantity should be dependent on the joint distribution of \(Y\) and \(Y_0\). Hence it is assumed that a \(y_0\) is a realization of a random vector distributed according to a joint parametric distribution \(F \in \mathcal{F}\)

\[
\begin{pmatrix} Y \\ Y_0 \end{pmatrix} \sim F \in \mathcal{F}.
\]

Bayesian prediction methodology as e.g. described in Santner et al. [2013] tries to derive an estimator \(\hat{Y}_0\) for the data point \(y_0\) by utilizing this statistical dependency. This general framework allows \(F\) to belong to a large class of probability distributions. In context of Kriging however it is enough to restrict \(F\) to the multivariate Gaussian distribution.

Predictors may have a general form. However, to the best of the authors knowledge the mean-squared prediction error is usually employed as a prediction criterion. This allows to define the fundamental theorem of prediction [Santner et al., 2013].

**Definition.** Suppose that \(\{Y, Y_0\}\) has a joint distribution function \(F\) for which the conditional mean of \(Y_0\) given \(Y\) exists. Then

\[
\hat{Y}_0 = \mathbb{E}(Y_0|Y)
\]

is the best mean-squared prediction error of \(Y_0\).

A.4 Best linear unbiased predictor (BLUP)

Let the training data \(\{(x^{(i)}, y^{(i)}), i = 1, \ldots, m\}\) be given of a blackbox function \(M\). Let \(x^{(0)}\) be an unobserved data point. The goal is to predict a random
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variable $Y_0 = \mathcal{M}(x^{(0)})$ based on training data which is assumed to be uncertain with
$Y = (Y_1, \ldots, Y_m)^T$. Let $\hat{Y}_0 = \hat{Y}_0(Y)$ be a predictor of the random variable $Y_0$ based on $Y$. Consider the regression model given in equation (2.1.3)

$$Y(x) = F(x)\beta + Z(x), \quad (A.4.1)$$

where $F$ is the regression matrix, $\beta$ is the vector of weights and $Z(x)$ is a stationary Gaussian process with zero mean, of which the stationary autocovariance $C$ is given by

$$C(x, x') = \sigma^2 R(x - x', \theta), \quad (A.4.2)$$

where $\sigma^2$ is the variance and the spatial autocorrelation function $R$ (or kernel) only depends on the euclidean distance between the input combinations $x$ and $x'$ and some hyperparameters $\theta$ which are considered to be known. Then the joint distribution of $\hat{Y}_0$ and $Y$ is given as the multivariate normal distribution of the form

$$\begin{pmatrix} Y \\ Y_0 \end{pmatrix} \sim N_{1+m} \left( \begin{pmatrix} F\beta \\ f_0'\beta \end{pmatrix}, \sigma^2 \begin{pmatrix} R & R \\ 1 & r_0' \end{pmatrix} \right), \quad (A.4.3)$$

where $f_0$ is the collection of regression functions evaluated at $x^{(0)}$, $r_0$ describes the cross-correlations between $x^{(0)}$ and each observation as

$$r_{0i} = R(x^{(0)} - x^{(i)}, \theta) \quad i = 1, \ldots, m. \quad (A.4.4)$$

$R$ is the correlation matrix of the observations given by

$$R_{ij} = R(x^{(i)} - x^{(j)}, \theta) \quad i, j = 1, \ldots, m. \quad (A.4.5)$$

Consider a class of estimators $\{Y_{ul}\}$ for $Y_0$ that are unbiased and linear. The best estimator $\mu_{Y_0} = \mathbb{E}[\hat{Y}_0]$ in the sense of mean-squared out of this collection has the following properties:

- The estimator is linear in $Y$

$$\hat{Y}_0 = \sum_{i=1}^m a_{0i} Y_i = a_0^T Y. \quad (A.4.6)$$

- The estimator is unbiased

$$\mathbb{E}[\hat{Y}_0 - Y_0] = 0. \quad (A.4.7)$$

- The estimator has the least expected mean-squared error i.e. prediction variance

$$\hat{Y}_0 = \arg\min_{Y_0^* \in \{Y_{ul}\}} \mathbb{E} \left[ (Y_0^* - Y_0)^2 \right]. \quad (A.4.8)$$
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Under these conditions the best estimator is (for proof see e.g. Santner et al. [2013])

$$\hat{\mu}_Y = \hat{Y}_0 = f_0^T \hat{\beta} + r_0^T R^{-1} (y - F \hat{\beta})$$  \hspace{1cm} (A.4.9)

with the minimal variance

$$\sigma_{\hat{Y}_0}^2 = \sigma^2 (1 - r_0^T R^{-1} r_0 + u_0^T (F^T R^{-1} F)^{-1} u_0),$$  \hspace{1cm} (A.4.10)

where $\hat{\beta}$ is the best linear regression estimator for the weights see e.g. equation (A.2.7) and $u_0$ is given by

$$u_0 = F^T R^{-1} r_0 - f_0.$$  \hspace{1cm} (A.4.11)
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