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In applications such as rank aggregation, mixture models for permutations are frequently used when the population exhibits heterogeneity. In this work, we study the widely used Mallows mixture model. In the high-dimensional setting, we propose a polynomial-time algorithm that learns a Mallows mixture of permutations on \( n \) elements with the optimal sample complexity that is proportional to \( \log n \), improving upon previous results that scale polynomially with \( n \). In the high-noise regime, we characterize the optimal dependency of the sample complexity on the noise parameter. Both objectives are accomplished by first studying demixing permutations under a noiseless query model using groups of pairwise comparisons, which can be viewed as moments of the mixing distribution, and then extending these results to the noisy Mallows model by simulating the noiseless oracle.

1. Introduction. Rank aggregation is the task that aims to combine different rankings on the same set of alternatives, to obtain a central ranking that best represents the population. The problem of rank aggregation has been studied in social choice theory since Jean-Charles de Borda [3] and Marquis de Condorcet [10] in the 18th century. More recently, due to the ubiquity of preference data, rank aggregation has found applications in a variety of areas, including web search, classification and recommender systems [14, 15, 24, 2, 22].

In these practical applications, the population of interest is often heterogeneous in the sense that different subpopulations have divided preferences over the alternatives. For example, multiple groups of people may have different preferences for movies or electoral candidates [29, 17]. In such a scenario, rather than seeking a single central ranking, it is preferable to find a mixture of rankings to represent the preferences of the population [21, 33, 7, 18, 1, 37, 23, 11].

1.1. Mallows mixture and related work. In this work, we adopt a statistical approach to the problem of heterogeneous rank aggregation. Let \( S_n \) denote the set of permutations on \( [n] \triangleq \{1, \ldots, n\} \). A ranking of \( n \) alternatives is described by a permutation \( \pi \in S_n \). We refer to \( n \) as the size of a permutation. Furthermore, we model the preference of the population by a distribution on the set of permutations \( S_n \). Suppose that \( N \) independent permutations are generated from the distribution, each of which represents an observed ranking.

In this paper, we focus on the Mallows model \( M(\pi, \phi) \) on \( S_n \), with central permutation \( \pi \in S_n \) and noise parameter \( \phi \in (0,1) \) [27]. In the Mallows model, the probability of generating a permutation \( \sigma \in S_n \) is equal to

\[
\frac{1}{Z(\phi)} \phi^{\det(\pi, \sigma)},
\]

where \( \det(\pi, \sigma) \) is the signed determinant of the matrix formed by placing the elements of \( \pi \) and \( \sigma \) in parallel, and

\[
Z(\phi) = \sum_{\sigma \in S_n} \phi^{\det(\pi, \sigma)}.
\]

*1 C. Mao is supported in part by the NSF Grant DMS-2053333.
† Y. Wu is supported in part by the NSF Grant CCF-1900507, the NSF CAREER award CCF-1651588, and an Alfred Sloan fellowship.
Primary 62F07, 62H30; secondary 68P10

Keywords and phrases: mixture of permutations, Mallows model, rank aggregation, group of pairwise comparisons, method of moments
where $Z(\phi)$ is a normalization factor (see (10)) and $d_{KT}(\pi, \sigma)$ denotes the Kendall tau distance between permutations $\pi$ and $\sigma$, defined by

$$
(1) \quad d_{KT}(\pi, \sigma) \triangleq \sum_{i,j \in [n]} 1 \{ \pi(i) < \pi(j), \sigma(i) > \sigma(j) \}.
$$

There have been decades of work studying theoretical properties and efficient learning algorithms for the Mallows model and its generalizations [16, 12, 31, 25, 8, 6, 5, 20].

To model a heterogeneous population, we consider the Mallows mixture

$$
(2) \quad \mathcal{M} \triangleq \sum_{i=1}^{k} w_i M(\pi_i, \phi)
$$

with $k$ components, where the $i$th component has central permutation $\pi_i \in S_n$, noise parameter $\phi \in (0, 1)$, and weight $w_i \geq \gamma$ for some $\gamma > 0$. We assume for simplicity that the noise parameter $\phi$ is known and common for all components of the mixture. In general, different components may have different, unknown noise parameters $\phi_i \in (0, 1)$, which we briefly discuss in Section 5. Let us remark that, the number of components $k$ in a mixture of permutations is typically a small quantity, so we let $k$ be a fixed constant throughout this work. On the other hand, the size $n$ of the permutations is typically large because it represents the number of alternatives.

The Mallows mixture has also received considerable attention in recent years [30, 26, 1, 9, 23, 11]. More specifically, Chierichetti et al. [9] established the identifiability of the Mallows mixture given sufficiently many permutations generated from $\mathcal{M}$ under mild conditions. The first polynomial-time algorithm to learn the Mallows mixture with two components was proposed by Awasthi et al. [1], who particularly showed that the central permutations can be recovered exactly with high probability, when the sample size $N$ exceeds $\text{poly}(n, \frac{1}{\phi(1-\phi)}, \frac{1}{\gamma})$.

In the case of the Mallows $k$-mixture for any fixed constant $k$, Liu and Moitra [23] introduced a polynomial-time algorithm with sample complexity $\text{poly}(n, \frac{1}{1-\phi}, \frac{1}{\gamma})$ that exactly recovers the central permutations with high probability.

1.2. Major contributions. The first main result of this work concerns the sample complexity of learning Mallows mixture when the size of the permutation is large.

**Theorem 1.1** (Informal statement of Corollary 3.5). There is a polynomial-time algorithm with the following property. Fix any $0 < \delta < 0.1$. Given $\text{poly}(\frac{1}{1-\phi}, \frac{1}{\gamma}) \cdot \log \frac{n}{\delta}$ i.i.d. observations from the Mallows $k$-mixture (2), the algorithm exactly recovers the set of central permutations $\{\pi_1, \ldots, \pi_k\}$ with probability at least $1 - \delta$.

In the above statement, $\text{poly}(\frac{1}{1-\phi}, \frac{1}{\gamma})$ denotes a polynomial in $\frac{1}{1-\phi}$ and $\frac{1}{\gamma}$ whose degree depends on $k$; see Corollary 3.5 for the explicit expression of this polynomial. Most importantly, this polynomial does not depend on the size $n$ of the permutations, and the sample complexity bound only depends on $n$ logarithmically. This logarithmic dependency on $n$ is a significant improvement over the previous polynomial dependency and is in fact optimal (see the remark after Corollary 3.5).

Complementing Theorem 1.1, the next result makes precise the optimal dependency of the sample complexity on the noise level $\frac{1}{1-\phi}$ when the size of the permutation is fixed.

**Theorem 1.2** (Informal statement of Corollary 4.2). Consider the equally weighted Mallows $k$-mixture (that is, (2) with $w_1 = \cdots = w_k = 1/k$) in the high-noise regime where $\phi$ is close to 1. For fixed $n$ and $k$, the optimal sample complexity for recovering the central permutations is of the order $(\frac{1}{1-\phi})^2[\log n + k] + 2$.
1.3. Logarithmic sample complexity and groups of pairwise comparisons. To motivate our main methodology based on pairwise comparisons, we briefly discuss why the sample complexity for learning the central permutation \( \pi \) in the single-component Mallows model \( M(\pi, \phi) \) scales as \( \log n \). Mallows showed in his original paper [27] that, for indices \( i, j \in [n] \) such that \( \pi(i) < \pi(j) \),

\[
P_{\sigma \sim M(\pi, \phi)} \{ \sigma(i) < \sigma(j) \} = \frac{\pi(j) - \pi(i) + 1}{(1 - \phi)^2} - \frac{\pi(j) - \pi(i)}{(1 - \phi)^2} \geq \frac{1}{2} + \frac{1 - \phi}{4}.
\]

In other words, the probability that a random permutation \( \sigma \) from \( M(\pi, \phi) \) agrees with \( \pi \) on \( \{i, j\} \) is at least 1/2 plus the positive constant \( \frac{1 - \phi}{4} \). Therefore by Hoeffding’s inequality, given \( N \) i.i.d. random permutations from \( M(\pi, \phi) \), a simple majority vote recovers \( \{\pi(i) < \pi(j)\} \) correctly with probability at least \( 1 - e^{-c(1-\phi)^2 N} \) for a constant \( c > 0 \). As a result, if \( N \geq \frac{C \log n}{(1-\phi)^2} \) for a constant \( C > 0 \), by a union bound, we readily obtain \( \{\pi(i) < \pi(j)\} \) for all distinct \( i, j \in [n] \) with high probability, from which any comparison sort algorithm (such as Quicksort or Heapsort) can be used to recover the central permutation \( \pi \).

Crucially, the size \( n \) of the permutations does not affect the sample complexity of learning each pairwise comparison \( \{\pi(i) < \pi(j)\} \). Instead, \( n \) enters the overall sample complexity only through a union bound of exponentially small probabilities, so that the dependency on \( n \) is logarithmic. In fact, this high-level strategy generalizes to the case of learning the Mallows \( k \)-mixture. However, the caveat is that pairwise comparisons alone are no longer sufficient for identifying a mixture of permutations; as such, we need to consider groups of pairwise comparisons. This framework of demixing permutations using groups of pairwise comparisons is rigorously developed in Section 2 under a noiseless oracle model, which is of independent interest. Later in Section 3, we extend these results to the noisy case by simulating the noiseless oracle using logarithmically many observations drawn from the Mallows mixture model.

1.4. Method of moments and comparison with Gaussian mixtures. In the high-noise regime where \( \phi \rightarrow 1 \), the sample complexity \( \left( \frac{1}{1-\phi} \right)^{2 \lfloor \log_2 k \rfloor + 2} \) for learning the Mallows \( k \)-mixture is achieved by a method of moments of combinatorial flavor, which we now explain informally. For a distribution on the set \( S_n \) of permutations, it is not obvious how to define an appropriate notion of moments. We show in Section 2.2 that, in fact, it is natural to view the set of all groups of \( m \) pairwise comparisons as the \( m \)th-order moment of the mixing distribution \( \sum_{i=1}^{k} w_i \delta_{\pi_i} \), associated with the Mallows mixture \( M = \sum_{i=1}^{k} w_i M(\pi_i, \phi) \). Moreover, the exponent of \( \frac{1}{1-\phi} \) in the optimal sample complexity is precisely determined by the maximum number of moments two distinct mixtures can match. Namely, there exist two distinct \( k \)-mixtures with the same first \( \lfloor \log_2 k \rfloor \) moments, but any \( k \)-mixture can be identified from the first \( \lfloor \log_2 k \rfloor + 1 \) moments, giving rise to the optimal sample complexity \( \left( \frac{1}{1-\phi} \right)^{2 \lfloor \log_2 k \rfloor + 2} \).

From this perspective, learning a Mallows mixture from groups of pairwise comparisons can be viewed as a combinatorial method of moments.

Furthermore, we draw a comparison between the Mallows mixture and the better-studied Gaussian mixture [34]. Specifically, consider the \( k \)-component \( n \)-dimensional Gaussian location mixture \( \sum_{i=1}^{k} w_i N(\mu_i, I_n) \), where \( n \) and \( k \) are both fixed constants. It is known [32, 19, 35, 13] that the sharp sample complexity of learning the mixing distribution \( \sum_{i=1}^{k} w_i \delta_{\mu_i} \), up to an error \( \epsilon \) in the Wasserstein \( W_1 \)-distance is of the order \( \epsilon^{4k-2} \), which can be achieved by a version of the method of moments. In contrast to the exponential growth of the sample complexity in the Gaussian mixture model, for Mallows mixtures the optimal sample complexity scales polynomially with the number of components, thanks to the discrete nature of permutations.
1.5. Relation to Zagier’s work on group determinant. It is worth mentioning that the identifiability of the Mallows mixture model is related to a result of Zagier in mathematical physics [36]. In [36, Theorem 2], Zagier computed the determinant of the matrix $A(\phi) \in \mathbb{R}^{n! \times n!}$ indexed by permutations in $S_n$ and defined by

$$A(\phi)_{\pi,\sigma} \triangleq \phi^{d_{KT}(\pi,\sigma)}.$$

This is an instance of the group determinant associated with the symmetric group $S_n$; see Section A.8 for details. In particular, Zagier showed that

$$\det(A(\phi)) \neq 0, \quad \text{for all } \phi \in (0, 1).$$

Note that, up to the normalization factor $1/Z(\phi)$, the row of $A(\phi)$ indexed by $\pi$ is precisely the probability mass function (PMF) of the Mallows model $M(\pi, \phi)$. Moreover, the rows of $A(\phi)$ are linearly independent since the determinant of $A(\phi)$ is nonzero. Therefore, if two Mallows mixtures $\sum_{i=1}^{k} w_i M(\pi_i, \phi)$ and $\sum_{i=1}^{k} w'_i M(\pi'_i, \phi)$ are identical, then the two sets of central permutations must coincide and so do the corresponding weights. Therefore, Zagier’s result implies the identifiability of the Mallows mixture.

However, in the finite-sample setting, as noted by Liu and Moitra [23], the direct quantitative implication of [36] is very weak, as it only guarantees a sample complexity that is exponential in $n$. As in [23], we also use Zagier’s result as a building block; see Lemma A.2.

Furthermore, we remark that another group determinant (defined in (A.22) which is a variant of the one studied in [36, Section 3]) appears naturally in one of our technical proofs. See Section A.8 for details.

1.6. Organization. The remainder of the paper is organized as follows. In Section 2, we define groups of pairwise comparisons and interpret them as moments of a mixture. Moreover, we study learning a mixture of permutations from groups of pairwise comparisons under a generic, noiseless model. Extending these results to the noisy case, in Section 3, we consider the Mallows mixture and present an algorithm that achieves the sample complexity logarithmic in the size of the permutations. In Section 4, we study the sample complexity of learning the Mallows mixture in the high-noise regime. Section 5 discusses potential extensions of our results and proof techniques. The proofs are presented in Section 6 and in the supplement [28].

1.7. Notation. Let $[n] \triangleq \{1, \ldots, n\}$ and $\mathbb{N} \triangleq \{1, 2, \ldots\}$. Let $\text{TV}(\mathcal{P}, \mathcal{Q})$ stand for the total variation distance between two probability distributions $\mathcal{P}$ and $\mathcal{Q}$.

Let $S_n$ denote the set of permutations on $[n]$. When presenting concrete instances of permutations, we use the notation

$$\pi = (\pi^{-1}(1), \pi^{-1}(2), \ldots, \pi^{-1}(n)),$$

so that when $\pi$ is understood as a ranking, $\pi^{-1}(i)$ is the element that is ranked in the $i$th place by $\pi$. For example, $(3, 2, 4, 1)$ denotes the permutation $\pi$ with $\pi(3) = 1, \pi(2) = 2, \pi(4) = 3$ and $\pi(1) = 4$.

For a permutation $\pi \in S_n$ and a subset $J \subset [n]$, we use the notation $\pi(J) \triangleq \{\pi(j) : j \in J\}$. We let $\pi|_J$ denote the restriction of $\pi$ on $J$, which is an injection from $J$ to $[n]$. Moreover, let $\pi||_J$ denote the bijection from $J$ to $|J|$ induced by $\pi|_J$. That is, if $\sigma$ is the increasing bijection from $\pi(J)$ to $|J|$, then $\pi||_J = \sigma \circ \pi|_J$.

For example, consider $\pi = (3, 2, 4, 6, 1, 5)$ and $J = \{1, 4, 5\}$. Then $\pi|_J(1) = 5, \pi|_J(4) = 3$ and $\pi|_J(5) = 6$, while $\pi||_J(1) = 2, \pi||_J(4) = 1$ and $\pi||_J(5) = 3$. We also write $\pi||_J = \sigma \circ \pi|_J$.
(4, 1, 5), which can be easily obtained from the notation $\pi = (3, 2, 4, 6, 1, 5)$ by retaining only the elements of $J$.

Note that $\pi || J$ can be viewed as a total order on $J$. Moreover, by identifying the elements of $J$ with $1, \ldots, |J|$ in the ascending order, we can identify bijections from $J$ to $|J|$ with permutations in $S_{|J|}$. Hence $\pi || J$ can be equivalently understood as a permutation in $S_{|J|}$. We may therefore refer to $\pi || J$ informally as a permutation or a relative order on $J$. Moreover, for nested sets $J \subset J' \subset [n]$, we clearly have $(\pi || J') || J = \pi || J$.

2. Demixing permutations with groups of pairwise comparisons. In this section, we set up a general approach to learning mixtures of permutations: We first formalize the notions of groups of pairwise comparisons and comparison moments, and then characterize when a mixture of permutations can be learned from groups of pairwise comparisons in a generic noiseless model.

2.1. Groups of pairwise comparisons. Let $M$ denote a distribution on $S_n$. In this work, we are interested in the situation where $M$ is a certain model for a mixture of permutations. To motivate the method of learning the mixture $M$ from groups of pairwise comparisons, let us first consider some simple examples:

- If $M$ is the Dirac delta measure $\delta_\pi$ for a fixed permutation $\pi \in S_n$, we are tasked with identifying the single permutation $\pi$. Let us consider the pairwise comparison oracle: Given any pair of distinct indices $(i, j) \in [n]^2$, the oracle returns whether $i$ is placed before $j$ by $\pi$, that is, $\mathbb{1}\{\pi(i) < \pi(j)\}$. Based on this oracle, any comparison sorting algorithm (for example, quicksort) can be deployed to identify $\pi$.

- For a general distribution $M$, the pairwise comparison oracle naturally extends to the following: Given any pair of distinct indices $(i, j) \in [n]^2$, the oracle returns the distribution of $\mathbb{1}\{\pi(i) < \pi(j)\}$ where $\pi \sim M$.

However, as pointed out by Awasthi et al. [1], even for the noiseless 2-mixture $M = \frac{1}{2}(\delta_{\pi_1} + \delta_{\pi_2})$, the pairwise comparison oracle is not sufficient for identifying $M$. For example, if the permutations $\pi_1$ and $\pi_2$ are reversals of each other, then for any pair of distinct indices $(i, j)$, the output of the pairwise comparison oracle is always Bernoulli($\frac{1}{2}$), which is uninformative.

- Now that comparing one pair of indices at a time does not guarantee identifiability, how about comparing two pairs simultaneously? This motivates the following oracle that returns a group of two pairwise comparisons: Given pairs of distinct indices $(i_1, j_1), (i_2, j_2) \in [n]^2$, the oracle returns the distribution of

$$\begin{pmatrix}
\mathbb{1}\{\pi(i_1) < \pi(j_1)\} \\
\mathbb{1}\{\pi(i_2) < \pi(j_2)\}
\end{pmatrix},$$

where $\pi \sim M$.

To illustrate why groups of two pairwise comparisons are sufficient for identifying a mixture of two permutations, we consider a mixture $M = \frac{1}{2}(\delta_{\pi_1} + \delta_{\pi_2})$ where the two permutations satisfy $\pi_1(1) < \pi_1(2)$ and $\pi_2(1) > \pi_2(2)$. When we make a query on the group of pairs $(1, 2), (i, j)$ for any distinct indices $i, j \in [4]$, the oracle returns the mixture of two delta measures at

$$\begin{pmatrix}
\mathbb{1}\{\pi_1(i) < \pi_1(j)\} \\
\mathbb{1}\{\pi_2(i) < \pi_2(j)\}
\end{pmatrix}$$

respectively. Therefore, using the pair $(1, 2)$ as a signature for the two permutations in the mixture, we can demix the pairwise comparisons $\mathbb{1}\{\pi_1(i) < \pi_1(j)\}$ and $\mathbb{1}\{\pi_2(i) < \pi_2(j)\}$ for every pair of indices $(i, j)$, from which $\pi_1$ and $\pi_2$ can be recovered.

It turns out that this argument can be made rigorous and extended to the case of a general $k$-mixtures (Theorem 2.6).
Given these considerations, we are ready to formally define a group of pairwise comparisons.

**Definition 2.1 (Group of \( m \) pairwise comparisons, the strong oracle).** Consider a distribution \( M \) on \( S_n \) and a random permutation \( \pi \sim M \). For \( m \in \mathbb{N} \), let \( \mathcal{I} \) be the tuple of \( m \) pairs of distinct indices \( (i_1, j_1), \ldots, (i_m, j_m) \in [n]^2 \). Upon a query on \( \mathcal{I} \), the strong oracle of group of \( m \) pairwise comparisons returns the distribution of the random vector \( \chi(\pi, \mathcal{I}) \) in \( \{0, 1\}^m \), whose \( r \)-th coordinate is defined by

\[
\chi(\pi, \mathcal{I})_r \equiv \mathbb{1}\{\pi(i_r) < \pi(j_r)\} \quad \text{for} \quad r \in [m].
\]

We emphasize that in the tuple \( \mathcal{I} \) of pairs of distinct indices, \( i_r \) and \( j_r \) are required to be distinct for each \( r \in [m] \), but we allow the scenarios where \( i_1 = i_2 \) or \( i_1 = j_2 \), for example. Moreover, throughout this work, the queries we consider are adaptive: Our algorithms make queries to the oracle in a sequential fashion, where a given query is allowed to depend on the outcomes of previous ones.

In addition, we introduce a weaker oracle of group of pairwise comparisons. This definition is motivated by interpreting a “mixture” as a set of permutations in \( S_n \), rather than a distribution.

**Definition 2.2 (Group of \( m \) pairwise comparisons, the weak oracle).** Consider a set \( \{\pi_1, \ldots, \pi_k\} \) of \( k \) permutations in \( S_n \). For \( m \in \mathbb{N} \), let \( \mathcal{I} \) be a tuple of \( m \) pairs of distinct indices in \( [n] \). Upon a query on \( \mathcal{I} \), the weak oracle of group of \( m \) pairwise comparisons returns the set of binary vectors \( \{\chi(\pi_i, \mathcal{I}) : i \in [k]\} \), where \( \chi(\pi_i, \mathcal{I}) \) is defined by (5).

If \( M \) is a distribution on \( S_n \) supported on \( \{\pi_1, \ldots, \pi_k\} \), then the set \( \{\chi(\pi_i, \mathcal{I}) : i \in [k]\} \) returned by Definition 2.2 is simply the support of the random vector \( \chi(\pi, \mathcal{I}) \) returned by Definition 2.1. In this sense, the oracle in Definition 2.2 is weaker. If \( |\text{supp}(M)| = k \), then the strong and the weak oracle are equivalent; otherwise the weak oracle is strictly less informative. In the special case of \( k = 2 \), they are always equivalent. We emphasize that the weak oracle only returns \( \chi(\pi_i, \mathcal{I}) : i \in [k]\) as a collection of (possibly less than \( k \)) distinct, unlabeled elements—it does not specify what each \( \chi(\pi_i, \mathcal{I}) \) is. This weaker notion will be useful later when we study noisy mixtures of permutations.

Besides groups of pairwise comparisons, it is also natural to consider \( \ell \)-wise comparisons, whose strong and weak versions are defined as follows. Recall the notation \( \pi||_J \) for relative order as defined Section 1.7.

**Definition 2.3 (\( \ell \)-wise comparison, the strong oracle).** Consider a distribution \( M \) on \( S_n \) and a random permutation \( \pi \sim M \). For \( \ell \in \mathbb{N} \), let \( J \) be a subset of \( [n] \) of cardinality \( |J| = \ell \). Upon a query on \( J \), the strong oracle of \( \ell \)-wise comparison returns the distribution of the relative order \( \pi||_J \).

**Definition 2.4 (\( \ell \)-wise comparison, the weak oracle).** Consider a set \( \{\pi_1, \ldots, \pi_k\} \) of \( k \) permutations in \( S_n \). For \( \ell \in \mathbb{N} \), let \( J \) be a subset of \( [n] \) of cardinality \( |J| = \ell \). Upon a query on \( J \), the weak oracle of \( \ell \)-wise comparison returns the set of relative orders \( \{\pi_i||_J : i \in [k]\} \).

For \( \ell = 2 \), the oracle of \( \ell \)-wise comparison simply reduces to the pairwise comparison oracle. Moreover, for \( \ell = 2m \), the (strong or weak) oracle of \( \ell \)-wise comparison is stronger than the corresponding oracle of group of \( m \) pairwise comparisons. This is because for any tuple \( \mathcal{I} \) of \( m \) pairs of indices in \( [n] \), we can choose \( J \subset [n] \) with \( |J| = \ell = 2m \) that contains all indices appearing in \( \mathcal{I} \). Then, for any permutation \( \pi_i \), we can obtain the binary vector \( \chi(\pi_i, \mathcal{I}) \) from the relative order \( \pi_i||_J \).
2.2. Comparison moments. We now interpret groups of pairwise comparisons in Definition 2.1 as moments of the random permutation \( \pi \). Toward this end, we adopt the following notation throughout this paper. For any (random) permutation \( \pi \in \mathcal{S}_n \) and a pair of distinct indices \((i, j) \in \{n \}^2\), we define

\[
X_{i,j}^\pi \triangleq 1 \{ \pi(i) < \pi(j) \}.
\]

In this work, we frequently identify the permutation \( \pi \) with the array \( X^\pi = \{X_{i,j}^\pi \}_{i \neq j} \). There is certainly redundancy in \( X^\pi \) as we lift \( \pi \in \mathcal{S}_n \) to \( X^\pi \in \{0, 1\}^{n^2-n} \). For example, \( X_{i,j}^\pi + X_{j,i}^\pi = 1 \), and if \( X_{i,j}^\pi = 1 \) and \( X_{j,k}^\pi = 1 \), then we must have \( X_{i,k}^\pi = 1 \).

In Definition 2.1, consider the oracle that returns the distribution of \( \chi(\pi, I) \) in the form of its PMF:

\[
f_{\chi(\pi, I)}(v) \triangleq \mathbb{P}\{ \chi(\pi, I) = v \} \quad \text{for each } v \in \{0,1\}^m.
\]

For example, at the all-ones vector \( 1_m \in \{0,1\}^m \),

\[
f_{\chi(\pi, I)}(1_m) = \mathbb{E}[1 \{ \chi(\pi, I) = 1_m \}] = \mathbb{E}\left[ \prod_{r=1}^{m} 1 \{ \pi(r) < \pi(j_r) \} \right] = \mathbb{E}\left[ \prod_{r=1}^{m} X_{i_r,j_r}^\pi \right],
\]

which is an \( m \)th moment of \( X^\pi \). This motivates the following definition.

**DEFINITION 2.5 (Comparison moment).** Consider a distribution \( M \) on \( \mathcal{S}_n \). For a random permutation \( \pi \sim M \), let \( X^\pi \) be defined by (6). For \( m \in \mathbb{N} \), let \( I \) denote the tuple of \( m \) pairs of distinct indices \((i_1, j_1), \ldots, (i_m, j_m) \in [n]^2\). The comparison moment of \( \pi \) with index \( I \) is the vector \( m(\pi, I) \in \mathbb{R}^{2^m} \), defined by

\[
m(\pi, I)_v \triangleq \mathbb{E}\left[ \prod_{r=1}^{m} (X_{i_r,j_r}^\pi)^{v_r} (1 - X_{i_r,j_r}^\pi)^{1-v_r} \right] \quad \text{for } v \in \{0,1\}^m.
\]

Note that the comparison moment defined above is of order at most \( m \) in the usual sense, as

\[
(X_{i_r,j_r}^\pi)^{v_r} (1 - X_{i_r,j_r}^\pi)^{1-v_r} = \begin{cases} X_{i_r,j_r}^\pi & \text{if } v_r = 1, \\ X_{j_r,i_r}^\pi & \text{if } v_r = 0. \end{cases}
\]

Moreover, by (5), (6) and (7), we see that the PMF of the random vector \( \chi(\pi, I) \) is precisely the comparison moment \( m(\pi, I) \) as

\[
f_{\chi(\pi, I)}(v) = \mathbb{E}[1 \{ \chi(\pi, I) = v \}] = \mathbb{E}\left[ \prod_{r=1}^{m} 1 \{ X_{i_r,j_r}^\pi = v_r \} \right] = \mathbb{E}\left[ \prod_{r=1}^{m} (X_{i_r,j_r}^\pi)^{v_r} (1 - X_{i_r,j_r}^\pi)^{1-v_r} \right] = m(\pi, I)_v.
\]

As a result, the group of pairwise comparisons on \( I \) can be equivalently defined as the oracle that returns the comparison moment \( m(\pi, I) \). Learning a mixture of permutations from groups of pairwise comparisons can therefore be viewed a combinatorial method of moments.
2.3. Efficient learning in a generic model. With the above definitions formulated, we are ready to study demixing permutations with groups of pairwise comparisons or $\ell$-wise comparisons. In this section, we consider the following generic noiseless model for a mixture of $k$ permutations:

$$M \triangleq \sum_{i=1}^{k} w_i \delta_{\pi_i},$$

where $\pi_1, \ldots, \pi_k$ are permutations in $S_n$ and $w_1, \ldots, w_k$ are positive weights that sum to one.

It is clear that the more pairs we compare in a group, the more information we obtain. In other words, the larger $m$ is, the stronger the oracle in Definition 2.1 becomes. Similarly, the larger $\ell$ is, the stronger the oracle in Definition 2.3 becomes. Is there a polynomial-time algorithm that learns the $k$-mixture $M$ from a polynomial number of groups of $m$ pairwise comparisons for any large $n$, where $m$ only depends on $k$ but not on $n$? Furthermore, for a fixed $k$, what is the weakest oracle we can assume, that is, what is the smallest $m$, so that such an algorithm exists? The analogous questions can also be asked for the oracle of $\ell$-wise comparison. As the main result of this section, the following theorem answers these questions.

**Theorem 2.6.** Let $k$ be a positive integer, and define

$$m_k^* \triangleq \lceil \log_2 k \rceil + 1.$$

(a) For any mixture $M = \sum_{i=1}^{k} w_i \delta_{\pi_i}$ of permutations in $S_n$, there is a polynomial-time algorithm that recovers $M$ from groups of $m_k^*$ pairwise comparisons, with at most $1 + \frac{k}{2}(n-2)(n+1)$ adaptive queries to the strong oracle in Definition 2.1.

(b) Conversely, for $n \geq 2m_k^*$ and $\ell \leq 2m_k^* - 1$, there exist distinct mixtures $M = \frac{1}{k} \sum_{i=1}^{k} \delta_{\pi_i}$ and $M' = \frac{1}{k} \sum_{i=1}^{k} \delta_{\pi'_i}$ of permutations in $S_n$, which cannot be distinguished even if all $\binom{n}{\ell}$ $\ell$-wise comparisons are queried from the strong oracle in Definition 2.3.

As we have noted, if $\ell \geq 2m$, then the oracle of $\ell$-wise comparison is stronger than the oracle of group of $m$ pairwise comparisons. Therefore, the above theorem implies: (1) The oracle of group of $m$ pairwise comparisons is sufficient for identifying the $k$ mixture if and only if $m \geq m_k^*$; (2) The oracle of $\ell$-wise comparison is sufficient for identifying the $k$ mixture if and only if $\ell \geq 2m_k^*$.

In addition to the above theorem which studies the permutation demixing problem assuming the strong oracles, we also have the following result that assumes the weak oracle given by Definition 2.2. Recall that here we view the mixture as a set of permutations rather than a distribution.

**Theorem 2.7.** There is an $O(k^4n^2)$-time algorithm (see Algorithm 6 in Section 6.3) that learns a set $\{\pi_1, \ldots, \pi_k\}$ of permutations in $S_n$ from groups of $k+1$ pairwise comparisons, with at most $1 + \frac{k}{2}(n-2)(n-1)$ adaptive queries to the weak oracle in Definition 2.2.

Unlike Theorem 2.6 where the smallest number $m$ of pairs compared in a query is precisely $m_k^*$, Theorem 2.7 only shows that $m$ is at most $k+1$ and we do not have a matching lower bound. Nevertheless, the crucial observation is that $m$ again only depends on $k$, the number of components, but not on $n$, the size of the permutations.

The algorithms for Theorems 2.6(a) and 2.7 are similar in nature and are both generalizations of Insertion Sort. The latter, called Insertion Demixing, is detailed in Algorithm 6.
Furthermore, note that the query complexity for both algorithms is $O(kn^2)$. This is not optimal in general: When $k = 1$ (single component), the problem reduces to comparison sort and the optimal query complexity is $O(n \log n)$, which is achieved by Heapsort for example. However, Insertion Sort has query complexity $O(n^2)$, and because our algorithms are generalizations of Insertion Sort to the mixture setting, the query complexity with respect to $n$ cannot be improved. It is an interesting open problem to determine the optimal query complexity for the mixture models.

In addition to interest in their own right, the above results have laid the foundation for studying the Mallows mixture in the next two sections. On the one hand, Theorem 2.7 provides a “meta-algorithm” for learning the central permutations, so it suffices to simulate the weak oracle using sample from the Mallows mixture, which we do in Section 3. On the other hand, Theorem 2.6 sheds light on the fundamental limit of learning mixtures of permutations, which we further explore in Section 4 for the Mallows mixture in the high-noise regime.

### 3. Mallows mixture in high-dimensional regime

Moving from the noiseless to the noisy case, we now turn to the popular Mallows mixture model. Denote the Kendall tau distance between two permutations $\pi, \sigma \in S_n$ by $d_{KT}(\pi, \sigma)$ as defined in (1). For a central permutation $\pi \in S_n$ and a noise parameter $\phi \in (0, 1)$, the Mallows model denoted by $M(\pi, \phi)$ is the distribution on $S_n$ with PMF

$$f_{M(\pi, \phi)}(\sigma) = \frac{\phi^{d_{KT}(\sigma, \pi)}}{Z(\phi)} \quad \text{for } \sigma \in S_n,$$

where $Z(\phi) \triangleq \sum_{\sigma \in S_n} \phi^{d_{KT}(\sigma, id)}$.

Note that $\phi$ determines the noise level of the Mallows model. As $\phi \to 0$, $M(\pi, \phi)$ converges to the noiseless model, a delta measure at $\pi$. On the other hand, as $\phi \to 1$, $M(\pi, \phi)$ converges to the noisiest model, the uniform distribution on $S_n$. In fact, it is also common [31, 4, 20] to parametrize the noise level by $\beta = 1/\log(1/\phi)$ so that $\phi = e^{-1/\beta}$. Particularly, we have $\beta \approx \frac{1}{1-\phi} \to \infty$ as $\phi \to 1$.

In this work, we consider a mixture $\mathcal{M}$ of $k$ Mallows models $M(\pi_1, \phi), \ldots, M(\pi_k, \phi)$ with a common noise parameter $\phi \in (0, 1)$ and respective weights $w_1, \ldots, w_k > 0$ such that $\sum_{i=1}^k w_i = 1$. In other words, $\mathcal{M}$ is the distribution on $S_n$ with PMF

$$f_{\mathcal{M}}(\sigma) = \sum_{i=1}^k w_i \frac{\phi^{d_{KT}(\sigma, \pi_i)}}{Z(\phi)} \quad \text{for } \sigma \in S_n.$$ 

We also write $M(\pi_i) \equiv M(\pi_i, \phi)$ and

$$\mathcal{M} = \sum_{i=1}^k w_i M(\pi_i)$$

for brevity. Note that if $\phi = 0$, then $\mathcal{M}$ reduces to the noiseless model $\sum_{i=1}^k w_i \delta_{\pi_i}$, considered in Section 2.

Furthermore, suppose that we are given $N$ i.i.d. observations $\sigma_1, \ldots, \sigma_N$ from the mixture $\mathcal{M}$. Let

$$\mathcal{M}_N \triangleq \frac{1}{N} \sum_{i=1}^N \delta_{\sigma_i}$$

denote the empirical distribution with PMF

$$f_{\mathcal{M}_N}(\sigma) = \frac{1}{N} \sum_{i=1}^N \mathbb{1}\{\sigma_i = \sigma\} \quad \text{for } \sigma \in S_n.$$
Assuming that the number of components $k$ and the noise parameter $\phi$ are known, we aim to exactly recover the set of central permutations $\{\pi_1, \ldots, \pi_k\}$ in the mixture. We assume the knowledge of $\phi$ for technical convenience. In principle, this assumption can be removed, which we discuss in Section 5.

In this section, we consider the “high-dimensional” setting where the size $n$ of the permutations is large, and establish the logarithmic dependency of the sample complexity on $n$. As hinted earlier, our strategy is to use Algorithm 6 (from Theorem 2.7 for the noiseless case) as a “meta-algorithm” to recover the central permutations of the Mallows mixture. To this end, we need to simulate the weak oracle in Definition 2.2 using noisy observations from the Mallows mixture (which is done by Algorithm 2 below). Furthermore, recall that the weak oracle of $\ell$-wise comparison in Definition 2.4 is stronger than the weak oracle of group of $m$ pairwise comparisons in Definition 2.2, provided that $\ell \geq 2m$. Therefore, a main goal of this section is to introduce a subroutine (Algorithm 1) which simulates the weak oracle in Definition 2.4 using logarithmically many observations from the Mallows mixture.

Figure 1 illustrates the dependency among various algorithms in this paper. Specifically, Algorithm 1 learns a set of relative orders on a small set of indices given noisy samples from the Mallows mixture. Algorithm 2 then uses it to simulate the key oracle of groups of pairwise comparisons. This oracle is repeatedly called by Algorithm 6, a recursion, which is the demixing algorithm for the noiseless case. Algorithm 3 is the main algorithm that learns the central permutations for the Mallows mixture based on noisy observations. Given these exactly recovered central permutations, Algorithm 4 then estimates their respective weights in the mixture. Algorithm 5 is a simple subroutine that is used in both Algorithms 6 and 4.

3.1. Marginalization of Mallows mixture. Given i.i.d. observations $\sigma_1, \ldots, \sigma_N$ from the Mallows mixture $M = \sum_{i=1}^{k} w_i M(\pi_i)$ and a subset $J \subset [n]$, the goal of Algorithm 1, denoted by SubOrder, is to learn the set of relative orders $\pi_1\|J, \ldots, \pi_k\|J$. We recall that the relative order $\pi_i\|J$ is the bijection from $J$ to $[|J|]$ induced by $\pi_i|_J$; we are not aiming at recovering $\pi_i|_J$ itself.

Toward this end, we consider the marginalization of the Mallows mixture, as well as the observations, as follows. For any distribution $\mathcal{M}$ on $S_n$ and a set of indices $J \subset [n]$, we let $\mathcal{M}|_J$ denote the marginal distribution of $\sigma|_J$ where $\sigma \sim \mathcal{M}$. That is, the PMF of $\mathcal{M}|_J$ is given by

$$f_{\mathcal{M}|_J}(\rho) = \mathbb{P}_{\sigma \sim \mathcal{M}} \{\sigma|_J = \rho\}$$

for every injection $\rho : J \rightarrow [n]$. Moreover, given $N$ i.i.d. observations $\sigma_1, \ldots, \sigma_N$ from $\mathcal{M}$, the empirical version of (11) is given by

$$f_{\mathcal{M}_N|_J}(\rho) = \frac{1}{N} \sum_{m=1}^{N} \mathbb{1}\{\sigma_m|_J = \rho\}.$$
Note that although our goal is to learn the relative order $\pi_i \mid J : J \to \{\mid J\}$ for $i \in [k]$, not the actual values of $\pi_i(j)$ for $j \in J$, the marginalization is with respect to the restriction on $J$ only, and does maintain the values of $\sigma(j)$ for $j \in J$. This is crucial to establishing the following identifiability result for marginalized Mallows mixtures.

**Proposition 3.1.** Consider the Mallows mixtures $M = \sum_{i=1}^{k} w_i M(\pi_i)$ and $M' = \sum_{i=1}^{k} w'_i M'(\pi'_i)$ on $S_n$ with a common noise parameter $\phi \in (0,1)$. Let us define $\gamma \triangleq \min_{i \in [k]} (w_i \wedge w'_i) > 0$. Fix a set of indices $J \subset [n]$ and let $\ell \triangleq \mid J \mid$. Suppose that the two sets of central permutations $\{\pi_1 \mid J, \ldots, \pi_k \mid J\}$ and $\{\pi'_1 \mid J, \ldots, \pi'_k \mid J\}$ are not equal (as sets). Then we have

$$TV(M \mid J, M' \mid J) \geq \eta(k, \ell, \phi, \gamma),$$

where

$$\eta(k, \ell, \phi, \gamma) \triangleq \left(\frac{\gamma}{6k}\right)^{(3\ell)^{1+4}} \left(\frac{1-\phi}{\ell}\right)^{(4\ell)^{1+2k\ell^2}}.$$

Crucially, the above lower bound is dimension-free, that is, it does not depend on $n$. This is one of the two key ingredients (the other being the concentration inequality in Proposition 3.3 below) that enable us to achieve a sample complexity that ultimately depends logarithmically on $n$. The proof of Proposition 3.1 leverages the notion of block structure introduced by Liu and Moitra [23]; see Section A.2 for details.

In addition, we observe a useful property of marginalized Mallows models.

**Lemma 3.2.** For any subset $J \subset [n]$, if the central permutations $\pi, \pi' \in S_n$ satisfy $\pi \mid J = \pi' \mid J$, then the marginalized Mallows models $M(\pi, \phi) \mid J$ and $M(\pi', \phi) \mid J$ coincide for all $\phi \in (0,1)$.

**Proof.** Let $\tau \in S_n$ be a relabeling of indices $1, \ldots, n$ such that $\pi' = \pi \circ \tau$. Since $\pi \mid J = \pi' \mid J$, we have $\tau(j) = j$ for every $j \in J$. It follows that $(\sigma \circ \tau) \mid J = \sigma \mid J$ for any $\sigma \in S_n$. Moreover, it holds that $d_{KT}(\sigma \circ \tau, \pi') = d_{KT}(\sigma \circ \tau, \pi \circ \tau) = d_{KT}(\sigma, \pi)$ by the right invariance of the Kendall-tau distance. In view of the definition of the Mallows model and marginalization on $J$, we reach the conclusion.

Proposition 3.1 and Lemma 3.2 together motivate the subroutine introduced in the sequel.

### 3.2. The subroutine.

We are ready to define the subroutine formally. The first step is to define a set of polynomially many candidate models. Let $S_{n,J}$ denote the set of injections $\rho : J \to [n]$, which has cardinality at most $n^{\ell}$ where $\ell = \mid J \mid$. For each $\rho \in S_{n,J}$, fix an arbitrary permutation $\pi_\rho$ in $S_n$ such that $\pi_\rho \mid J = \rho$. Let $L$ be a positive integer to be determined later. For $\phi \in (0, 1)$ and $\gamma \in (0, 1/k]$, we define a set of Mallows mixtures by discretizing the weights

$$M \equiv M(n, k, \phi, \gamma, J, L) \triangleq \left\{ \sum_{i=1}^{k} \frac{r_i}{L} M(\pi_\rho, \phi) : \rho_i \in S_{n,J}, r_i \in [L], r_i \geq \gamma L, \sum_{i=1}^{k} r_i = L \right\}.$$

Note that the weights $r_i / L$ sum to 1 and each weight is at least $\gamma$. Since there are at most $L$ choices for each weight and at most $\mid S_{n,J} \mid \leq n^{\ell}$ choices for each $\rho_i$, we have $\mid M \mid \leq L^k n^{k\ell}$.

In view of the total variation lower bound in Proposition 3.1, it is natural to consider the minimum-distance estimator that selects the Mallows mixture model in $M$ whose marginal
is closest in total variation to that of the empirical distribution $\mathcal{M}_N$; however, without an explicit formula for the marginalized distribution $\mathcal{M}'|_J$ for $\mathcal{M}' ∈ \mathcal{M}$ it is difficult to directly compute the total variation. Fortunately, we can efficiently sample from $\mathcal{M}'|_J$ and thus approximate the marginalized distribution sufficiently well in polynomial time. This motivates Algorithm 1.

**Algorithm 1 SubOrder**

**Input:** $σ_1, \ldots, σ_N$ ∈ $\mathcal{S}_n$, $k ∈ \mathbb{N}$, $φ ∈ (0, 1)$, $γ ∈ (0, 1/k)$, $N' ∈ \mathbb{N}$, and $J ⊂ [n]$

**Output:** a set $\mathfrak{R}$ of relative orders on $J$

1. $ℓ ← |J|$
2. $η ← η(k, ℓ, φ, γ)$ as defined in (13)
3. $L ← \lceil 3k/η \rceil$
4. $\mathcal{M} ← \mathcal{M}(n, k, φ, γ, J, L)$ as defined in (14)
5. $\mathcal{M}_N|_J ← 1/N \sum_{m=1}^{N} δ_{σ_m|_J}$ $\triangleright$ compute the marginalized empirical distribution as in (12)
6. $\mathfrak{R} ← \emptyset$
7. **for** $\mathcal{M}' = \sum_{\pi_i=1}^{k} \mathcal{M}(\pi_\rho_i, φ)$ ∈ $\mathcal{M}$ **do**
8. generate $N'$ i.i.d. random permutations $σ'_1, \ldots, σ'_N$ from $\mathcal{M}'$
9. $\mathcal{M}'_N|_J ← 1/N' \sum_{m=1}^{N'} δ_{σ'_m|_J}$
10. if $TV(\mathcal{M}'_N|_J, \mathcal{M}_N|_J) ≤ η/2$ **then**
11. $\mathfrak{R} ← \{π_{ρ_i} ||_J : i ∈ [k]\}$
12. **end if**
13. **end for**
14. return $\mathfrak{R}$

Let us remark that sampling from the Mallows model is computationally efficient with the help of the Repeated Insertion Model of Doignon, Pekeč, and Regenwetter [12] (see also Section 2.2.3 of [26]). In short, to sample from $M(id, φ)$, it suffices to start from the empty ranking and repeatedly insert index $i = 1, \ldots, n$ into the current ranking at position $j ≤ i$ with probability $φ^{j−1}/(1 + φ + \cdots + φ^{j−1})$. This sampling procedure can be easily done in $O(n^2)$ time. Furthermore, as an anonymous reviewer pointed out, the time complexity of each insertion step can be improved to $O(\log n)$ by considering a stochastic transition rule on a binary tree with the possible rank positions as the leaves, where the transition probabilities on each edge can be computed explicitly so that the probabilities of outputting each leaf agrees with the values specified above. As a result, sampling from the Mallows model can be done in $O(n \log n)$ time.

Consequently, in Algorithm 1, the computation of $\mathcal{M}'_N|_J$ takes $O(N' n \log n)$ time (where $N'$ will be taken to be logarithmic in $n$). Moreover, since $\mathcal{M}_N|_J$ and $\mathcal{M}'_N|_J$ are distributions with at most $N$ and $N'$ atoms respectively, computing $TV(\mathcal{M}'_N|_J, \mathcal{M}_N|_J)$ takes time less than $O(N N' n)$. Furthermore, as we have seen, there are at most $L k^{k^L}$ candidate models where $L = [3k/η]$. We conclude that Algorithm 1 runs in $O((2kqL)^k N N' n^{k+1} \log n)$ time.

To analyze Algorithm 1, we first state a concentration inequality for the marginalized empirical distribution for the Mallows mixture.

**Proposition 3.3.** For $J ⊂ [n]$, let $\mathcal{M}_N|_J$ and $\mathcal{M}_N'|_J$ be the marginalized Mallows mixture and the marginalized empirical distribution defined by (11) and (12) respectively. For any $s ∈ (0, 1)$,

$$P\{TV(\mathcal{M}_N|_J, \mathcal{M}_N'|_J) > s\} ≤ \exp\left(-N \frac{3s}{10}\right) + 2(2kq)^{ℓ}\exp\left(-N \frac{s^2}{(2kq)^{2ℓ}}\right)$$


where \( \ell \triangleq |J| \) and \( q \triangleq 1 + \frac{1}{1-\phi} \log \frac{8\ell}{s(1-\phi)} \).

Similar to the total variation lower bound in Proposition 3.1, the above concentration inequality is also dimension-free (independent of \( n \)). This is possible because although \( \mathcal{M} \mid_J \) is a distribution on \( \Theta(n^\ell) \) elements, its “effective support size” is independent of \( n \) thanks to a basic property of the Mallows model (Lemma A.1). Propositions 3.1 and 3.3 together enable us to establish the following theoretical guarantee for Algorithm 1.

**Theorem 3.4.** Suppose that we are given i.i.d. observations \( \sigma_1, \ldots, \sigma_N \) from the Mallows mixture \( \mathcal{M} = \sum_{i=1}^k w_i M(\pi_i) \) on \( S_n \) with a noise parameter \( \phi \in (0,1) \). Fix a set of indices \( J \subset [n] \) and let \( \ell \triangleq |J| \). Fix a positive constant \( \gamma \leq \min_{i \in [k]} w_i \) and a probability of error \( \delta \in (0,1) \). Let

\[
\eta = \frac{k}{n}, \quad \log n \rangle \quad \text{where} \quad \zeta(k, \ell, \phi, \gamma) \triangleq e^{(9\ell)^{\ell+1}} \left( \frac{k}{\gamma} \right)^{(6\ell)^{\ell+1}} \left( \frac{\ell}{1-\phi} \right)^{3(4\ell^3 + 8\ell^2)}.
\]

If the sample size satisfies \( N \geq \zeta(k, \ell, \phi, \gamma) \cdot \log \frac{1}{\delta} \) and we choose an integer \( N' \geq \zeta(k, \ell, \phi, \gamma) \cdot \log \frac{N}{\delta} \), then Algorithm 1 returns the set of relative orders \( \{\pi_i \mid J : i \in [k]\} \) with probability at least \( 1 - \delta \) in \( O\left( \left( \frac{3k}{\eta} \right)^k N' n^{k\ell + 1} \log n \right) \) time, where \( \eta = \eta(k, \ell, \phi, \gamma) \) is defined in (13).

### 3.3. Exact recovery of the central permutations. Consider a set of indices \( J \subset [n] \) and a tuple \( \mathcal{I} \) of pairs of distinct indices \( (i_1, j_1), \ldots, (i_m, j_m) \in J^2 \). For any permutation \( \pi \in S_n \), we have \( \mathbb{1}\{\pi \mid J(i_r) < \pi \mid J(j_r)\} = \mathbb{1}\{\pi(i_r) < \pi(j_r)\} \) for \( r \in [m] \) by the definition of the relative order \( \pi \mid J \). Since Algorithm 1 returns the set of relative orders \( \{\pi_i \mid J : i \in [k]\} \) with high probability, in particular, we can obtain the set of binary vectors \( \{\chi(\pi_i, \mathcal{I}) : i \in [k]\} \), where \( \chi(\pi_i, \mathcal{I}) \) is defined by (5). This step is formulated as Algorithm 2.

**Algorithm 2 SimulateOracle**

**Input:** \( \sigma_1, \ldots, \sigma_N \in S_n, k \in \mathbb{N}, \phi \in (0,1), \gamma \in (0,1/k), N' \in \mathbb{N}, \) and a tuple \( \mathcal{I} \) of pairs of distinct indices \( (i_1, j_2), \ldots, (i_m, j_m) \in [n]^2 \)

**Output:** a set \( V \) of vectors in \( \{0,1\}^m \)

1: \( J \leftarrow \) the set of all indices that appear in the tuple \( \mathcal{I} \)
2: \( \mathcal{R} \leftarrow \) the set of relative orders on \( J \) returned by **SubOrder** (Algorithm 1) with inputs \( \sigma_1, \ldots, \sigma_N, k, \phi, \gamma, N' \), and \( J \)
3: \( V \leftarrow \{v^r : \pi \in \mathcal{R} \} \), where \( v^r \in \{0,1\}^m \) is defined by \( v^r \triangleq 1 \{\pi(i_r) < \pi(j_r)\} \) for \( r \in [m] \)
4: return \( V \)

Recall that the set \( \{\chi(\pi_i, \mathcal{I}) : i \in [k]\} \) is precisely what we assume the weak oracle in Definition 2.2 returns. Therefore, this oracle is available with high probability for the Mallows mixture provided that the sample size \( N \) is sufficiently large. Consequently, Algorithm 6 (recall Theorem 2.7) can be used as a meta-algorithm to recover the central permutations \( \{\pi_i : i \in [k]\} \) in the Mallows mixture. We formulate this main algorithm as Algorithm 3. Corollary 3.5 then provides theoretical guarantees for Algorithm 3.

**Corollary 3.5.** Suppose that we are given i.i.d. observations \( \sigma_1, \ldots, \sigma_N \) from the Mallows mixture \( \mathcal{M} = \sum_{i=1}^k w_i M(\pi_i) \) on \( S_n \) with a known noise parameter \( \phi \in (0,1) \). Fix a positive constant \( \gamma \leq \min_{i \in [k]} w_i \) and a probability of error \( \delta \in (0,1) \). If the sample size satisfies \( N \geq \zeta(k, 2k + 2, \phi, \gamma) \cdot \log \frac{n^{2k+2}}{\delta} \) where \( \zeta \) is defined in (16), then with probability
at least $1 - \delta$, Algorithm 3 successfully returns the set of central permutations $\{\pi_1, \ldots, \pi_k\}$ with time complexity $O\left( N n^{2(k^2 + k + 2)} \left( \frac{e k}{\eta(1 - \phi)} \right)^{(2k)^{2k + 9}} \log \frac{1}{\delta} \right)$.

**Proof.** It suffices to show that Algorithm 1 indeed simulates the oracle in Definition 2.2 with high probability, so that Algorithm 6 returns the set of permutations $\{\pi_1, \ldots, \pi_k\}$ as guaranteed by Theorem 2.7. More precisely, we need to prove that Algorithm 2 returns the set of binary vectors $\{\chi(\pi_i, I) : i \in [k]\}$ for every tuple $I$ of $k + 1$ pairs of distinct indices in $[n]$ with probability at least $1 - \delta$.

Recall that $J$ is defined to be the set $\{i_1, j_1, \ldots, i_m, j_m\}$ if $I$ consists of the pairs $(i_1, j_1), \ldots, (i_m, j_m)$. As we have noted at the beginning of this subsection, it then holds that $1 \{\pi_1|J(i_r) < \pi_1|J(j_r)\} = 1 \{\pi(i_r) < \pi(j_r)\}$ for any $\pi \in S_n$ and $r \in [m]$. Therefore, Algorithm 2 returns the set of binary vectors $\{\chi(\pi_i, I) : i \in [k]\}$ whenever Algorithm 1 returns the set of relative orders $\{\pi_i|J : i \in [k]\}$.

Moreover, Algorithm 6 requires the tuple $I$ to consist of $k + 1$ pairs of indices. Hence $J$ has cardinality at most $2k + 2$. Since there are less than $n^{2k + 2}$ possible subsets $J$ of $[n]$ that have cardinality at most $2k + 2$, we can replace the error probability $\delta$ in Theorem 3.4 by $\delta n^{-2k - 2}$ and take a union bound to guarantee that Algorithm 1 returns $\{\pi_i|J : i \in [k]\}$ for all such $J$ with probability at least $1 - \delta$. This then guarantees the success of Algorithm 2 in simulating the oracle. (Note that although Algorithm 6 only makes at most $1 + \frac{\delta}{2}(n - 2)(n - 1)$ queries to the oracle of Definition 2.2 (see Theorem 2.7), we still need to take the union bound over all possible subsets of $[n]$ that have cardinality at most $2k + 2$ because the queries are made adaptively.)

Finally, for the time complexity, recall that Algorithms 6 runs in $O(k^4 n^2)$ time and requires $O(k n^2)$ queries (Theorem 2.7). For each query, Algorithm 2 simulates the oracle and the bottleneck of time complexity lies in Algorithm 1. We take $\ell \leq 2k + 2$ in Algorithm 1, giving a time complexity $O\left( \left( \frac{e k}{\eta} \right)^{k} N N' n^{2k + 2k + 1 + \log n} \right)$ according to Theorem 3.4 where $\eta = \eta(k, 2k + 2, \phi, \gamma)$. Therefore, the overall time complexity is $O\left( N n^{2(k^2 + k + 2)} \left( \frac{e k}{\eta(1 - \phi)} \right)^{(2k)^{2k + 9}} \log \frac{1}{\delta} \right)$ by plugging in the definitions of $\eta$, $N'$, and $\zeta$ and then simplifying the formula. \qed

Note that the factor $N$ in the time complexity can be easily incorporated into the other factors, because we can just use a logarithmic number of samples in the algorithm and ignore the rest, which will not hurt the theoretical guarantee on recovering the central permutations.

We remark that the logarithmic dependency of the sample complexity $N$ on the size $n$ of the permutations is optimal, even in the case $k = 1$ where we aim to learn a single central permutation in the Mallows model. More precisely, the proof of Lemma 10 of [5] established the following information-theoretic lower bound: Given $N$ random observations from the Mallows model $M(\pi, 1/2)$ on $S_n$, if $N \leq c \log n$ for a sufficiently small constant $c > 0$, then any algorithm fails to exactly recover the central permutation $\pi$ with a constant probability.

---

**Algorithm 3 DemixMallows**

**Input:** $\sigma_1, \ldots, \sigma_N \in S_n$, $k \in \mathbb{N}$, $\phi \in (0, 1)$, $\gamma \in (0, 1/k]$, and $\delta \in (0, 0.1)$

**Output:** a set $\mathcal{G}$ of permutations in $S_n$

1. $N' \leftarrow \zeta(k, 2k + 2, \phi, \gamma) \cdot \log \frac{2k + 3}{\delta}$, where $\zeta$ is defined in (16)
2. $\mathcal{G} \leftarrow$ the set of permutations in $S_n$ returned by InsertionDemixing (Algorithm 6) with the oracle given by SimulateOracle (Algorithm 2) with inputs $\sigma_1, \ldots, \sigma_N$, $k$, $\phi$, $\gamma$, and $N'$
3. return $\mathcal{G}$
3.4. Learning the weights. Once the central permutations in the Mallows mixture are recovered exactly according to Corollary 3.5, their corresponding weights can be learned as well. To see the identifiability of the weights, we first establish a total variation bound for two Mallows mixtures with the same set of central permutations but different weights.

**Proposition 3.6.** Consider the Mallows mixtures \( \mathcal{M} = \sum_{i=1}^{k} w_i M(\pi_i) \) and \( \mathcal{M}' = \sum_{i=1}^{k} w'_i M(\pi_i) \) on \( S_n \) with a common noise parameter \( \phi \in (0,1) \). Suppose that \( \xi \triangleq \max_{i \in [k]} |w_i - w'_i| > 0 \). Let \( J \) be a subset of \([n]\) such that \( \pi_i \not\equiv \pi_j \) for any distinct \( i, j \in [k] \). Define \( \ell \triangleq |J| \) and define \( \eta(k/2, \ell, \phi, 1) \) as in (13). Then we have

\[
\text{TV}(\mathcal{M}|_J, \mathcal{M}'|_J) \geq \xi \cdot \eta(k/2, \ell, \phi, 1).
\]

Based on the above total variation lower bound, Algorithm 4 provides a method for estimating the weights in the Mallows mixture.

**Algorithm 4 EstimateWeights**

**Input:** \( \sigma_1, \ldots, \sigma_N \in S_n, \phi \in (0,1), \gamma \in (0,1/k], \) and distinct permutations \( \pi_1, \ldots, \pi_k \in S_n \)

**Output:** a vector of weights \( \hat{w} \in [0,1]^k \)

1. \( \mathcal{I} \leftarrow \) the tuple returned by FindTuple (Algorithm 5) with inputs \( \hat{\pi}_1, \ldots, \hat{\pi}_k \)
2. \( J \leftarrow \) the set of all indices that appear in the tuple \( \mathcal{I} \)
3. \( \mathcal{M}_N|_J \leftarrow \frac{1}{N} \sum_{m=1}^{N} \delta_{\sigma_m|_J} \)
4. \( L \leftarrow [kN^{1/2}] \)
5. \( N' \leftarrow [kN \log N] \)
6. \( \mathcal{R}(L) \leftarrow \{r \in [L]^k : r_i \geq \gamma L, \sum_{i=1}^{k} r_i = L \} \)
7. for \( r \in \mathcal{R}(L) \) do
8. \( \mathcal{M}'(r) \leftarrow \sum_{i=1}^{k} r_i M(\hat{\pi}_i, \phi) \)
9. generate \( N' \) i.i.d. random permutations \( \sigma_1' , \ldots, \sigma_N' \) from the Mallows mixture \( \mathcal{M}'(r) \)
10. \( \mathcal{M}'(N', r)|_J \leftarrow \frac{1}{N'} \sum_{m=1}^{N'} \delta_{\sigma_m'|_J} \)
11. end for
12. \( \hat{w} \leftarrow \frac{1}{L} \arg\min_{r \in \mathcal{R}(L)} \text{TV}(\mathcal{M}'(N', r)|_J, \mathcal{M}_N|_J) \)
13. return \( \hat{w} \)

Similar to Algorithm 1, it is not hard to see that Algorithm 4 runs in polynomial time: First, a call to Algorithm 5 takes \( O(k^3n^2) \) time by Lemma 6.2. Then we need to search through the set \( \mathcal{R}(L) \) of at most \( L^k \approx k^k N^{k/2} \) candidate models, yielding a total time complexity \( O(k^kN^{k/2}N' \log n) \) for comparing all the empirical models. Therefore, the overall time complexity is \( O(k^3n^2 + k^{k+1} N^{k/2 + 2} n (\log N)(\log n)) \) in view of the definition of \( N' \).

The following theorem bounds the entrywise error for \( \hat{w} \) returned by Algorithm 4 and concludes this section.

**Theorem 3.7.** Suppose that we are given \( N \) i.i.d. observations sampled from the Mallows mixture \( \mathcal{M} = \sum_{i=1}^{k} w_i M(\pi_i) \) on \( S_n \) with distinct central permutations \( \pi_1, \ldots, \pi_k \) and a known noise parameter \( \phi \in (0,1) \). Fix a positive constant \( \gamma \leq \min_{i \in [k]} w_i \) and a probability of error \( \delta \in (0,0.1) \). Let \( \{\hat{\pi}_1, \ldots, \hat{\pi}_k\} \) be the set of permutations returned by Algorithm 3. Furthermore, let \( \hat{w} \in [0,1]^k \) be the vector of weights returned by Algorithm 4. If \( N \geq \zeta(k, 2k + 2, \phi, \gamma) \cdot \log \frac{2n^{2\gamma+2}}{\delta} \) where \( \zeta \) is defined in (16), then the following holds with probability at least \( 1 - \delta \): Up to a relabeling, for every \( i \in [k] \), it holds that \( \hat{\pi}_i = \pi_i \) and

\[
|\hat{w}_i - w_i| \leq \frac{(\log N)^{\ell+1}}{N^{1/2}} \left( \zeta(k, 2k - 2, \phi, 1) \cdot \log(4/\delta) \right)^{1/2}.
\]
The time complexity of the entire algorithm is $O(N n^{2(k^2 + k + 2)} \left( \frac{e^k}{\gamma(1 - \phi)} \right)^{2k+9} \log \frac{1}{\delta} + k^{k+1} N^{k/2 + 2} n (\log N)(\log n))$.

4. Mallows mixture in high-noise regime. We turn to study the sample complexity for learning the Mallows mixture in the high-noise regime. For simplicity, we focus on the equally-weighted case. For a Mallows model on $S_n$ with noise parameter $\phi \in (0, 1)$, we let $\varepsilon \triangleq 1 - \phi$ and consider the high-noise regime where $n$ is fixed and $\varepsilon \to 0$, as which the Mallows model converges to the uniform distribution on $S_n$. We are interested in how the sample complexity scales with $1/\varepsilon$.

More formally, let $\mathcal{M}_\varepsilon$ denote the collection of $k$-mixtures of Mallows models on $S_n$ with equal weights and a common noise parameter $\phi \in (0, 1)$, that is,

$$\mathcal{M}_\varepsilon \equiv \mathcal{M}_\varepsilon(n, k, \phi) \triangleq \left\{ \frac{1}{k} \sum_{i=1}^{k} M(\pi_i, \phi) : \pi_1, \ldots, \pi_k \in S_n \right\}.$$  

Some results in this section can be generalized to mixtures with different weights. However, we focus on the case of equally weighted mixtures to ease the notation, which already includes all the main ideas. The following result characterizes the total variation distance between two Mallows mixtures in the high-noise regime up to constant factors.

**Theorem 4.1.** For $m_k' = \lfloor \log_2 k \rfloor + 1$ as defined in (9), the following statements hold as $\varepsilon = 1 - \phi \to 0$:

(a) Suppose that $k \leq 255$. For any distinct Mallows mixtures $\mathcal{M}$ and $\mathcal{M}'$ in $\mathcal{M}_\varepsilon$, we have $\text{TV}(\mathcal{M}, \mathcal{M}') = \Omega(\varepsilon^{m_k'})$.

(b) On the other hand, for $n \geq 2m_k'$, there exist distinct Mallows mixtures $\mathcal{M}$ and $\mathcal{M}'$ in $\mathcal{M}_\varepsilon$ for which $\text{TV}(\mathcal{M}, \mathcal{M}') = O(\varepsilon^{m_k'})$.

The hidden constants in $\Omega(\cdot)$ and $O(\cdot)$ above may depend on $n$ and $k$.

The key to proving the above theorem is to view groups of pairwise comparisons as moments and relate them to the total variation distance between two Mallows mixtures. After establishing this link, the upper and lower bounds follow naturally from the two parts of Theorem 2.6 respectively.

Note that there is a condition $k \leq 255$ in part (a) of the above theorem. This is purely a technical assumption used in one step of the proof. We conjecture that the same result holds without this restriction on the number of components $k$ in the mixture. See Section A.8 for details.

Theorem 4.1 characterizes the precise exponent of $\varepsilon$ in the total variation distance between two Mallows mixtures. From this, we easily obtain matching upper and lower bounds of order $1/\varepsilon^{2m_k'}$ on the optimal sample complexity for learning a Mallows $k$-mixture in the high-noise regime.

**Corollary 4.2.** Suppose that for a Mallows mixture $\mathcal{M} \in \mathcal{M}_\varepsilon$, we are given i.i.d. observations $\sigma_1, \ldots, \sigma_N \sim \mathcal{M}$, and let $P_{\mathcal{M}}$ denote the associated probability measure. We let $\varepsilon \triangleq 1 - \phi$ and consider the setting where $n$ is fixed and $\varepsilon \to 0$. For $m_k' = \lfloor \log_2 k \rfloor + 1$ as defined in (9), the following statements hold:

(a) Suppose that $k \leq 255$, and that $k$ and $\phi$ are known. Let $\mathcal{M}_N$ denote the empirical distribution of $\sigma_1, \ldots, \sigma_N$ with PMF $f_{\mathcal{M}_N}(\sigma) = \frac{1}{N} \sum_{i=1}^{N} 1\{\sigma_i = \sigma\}$ for each $\sigma \in S_n$. Consider the minimum total variation distance estimator

$$\hat{\mathcal{M}} \equiv \arg\min_{\mathcal{M}' \in \mathcal{M}} \text{TV}(\mathcal{M}', \mathcal{M}_N).$$
If $N \geq C \log(\frac{1}{\delta})/\varepsilon^{2m_k}$ for a sufficiently large constant $C = C(n, k) > 0$ and any $\delta \in (0, 1)$, then we have

$$\max_{\mathcal{M} \in \mathcal{M}_*} \mathbb{P}_{\mathcal{M}}(\widehat{\mathcal{M}} \neq \mathcal{M}) \leq \delta.$$ 

(b) On the other hand, if $n \geq 2m_k$ and $N \leq c/\varepsilon^{2m_k}$ for a sufficiently small constant $c = c(n, k) > 0$, then we have

$$\min_{\mathcal{M}} \max_{\mathcal{M} \in \mathcal{M}_*} \mathbb{P}_{\mathcal{M}}(\widehat{\mathcal{M}} \neq \mathcal{M}) \geq 1/8,$$

where the estimator $\widehat{\mathcal{M}}$ of the mixture is measurable with respect to the observations $\sigma_1, \ldots, \sigma_N$.

The computational complexity of the minimum total variation distance estimator $\widehat{\mathcal{M}}$ is polynomial in the sample size $N$, which itself depends polynomially on $1/\varepsilon$. Therefore, the estimator is polynomial-time in the high-noise regime where $n$ is fixed and $1/\varepsilon$ grows. On the other hand, the computational cost depends exponentially on $n$, as it involves an exhaustive search over the class $\mathcal{M}_*$ in (17), whose cardinality grows as $(n!)^k$. Finding a statistically optimal estimator that is polynomial-time in $n$ is an interesting open question.

Before ending this section, we remark that Liu and Moitra [23] proved an algorithmic lower bound for learning the Mallows mixture based on a local query model they proposed. In their model, upon receiving a query over a pair of sets $\{j_1, \ldots, j_m\}, \{i_1, \ldots, i_m\} \subset [n]$, the oracle returns the probability

$$\mathbb{P}_{\sigma \sim \mathcal{M}}(\sigma(j_1) = i_1, \ldots, \sigma(j_k) = i_k)$$

up to an additive error $\tau > 0$. The cost of each query is defined to be $1/\tau^2$, and the total cost of an algorithm is the sum of its query costs. For $k = 2^{m-1}$ so that $m = \log_2 k + 1$, they presented two Mallows mixtures $\mathcal{M}$ and $\mathcal{M}'$ with a common noise parameter $\phi = 1 - \sqrt{k/n}$ that cannot be distinguished if $\tau \leq (\frac{2k}{n})^{m/2}$. As a result, the query complexity for identifying $\mathcal{M}$ is at least $(\frac{n}{2\tau})^m = \left(\frac{1}{\sqrt{2(1-\phi)}}\right)^{2m}$.

This local query complexity is defined in a different way from the sample complexity that we study. However, note that their lower bound $\left(\frac{1}{\sqrt{2(1-\phi)}}\right)^{2m}$ is very similar to our lower bound of order $(\frac{1}{\varepsilon})^{2m} = \left(\frac{1}{1-\phi}\right)^{2m}$ in Corollary 4.2(b); in particular, the exponent $2m = 2(\log_2 k + 1)$ is exactly the same in both bounds. This is because, ultimately, both lower bounds are proved by matching the combinatorial moments of two distinct mixtures of permutations. Compared to the particular instance considered by Liu and Moitra, we have formalized the combinatorial method of moments more generally and established matching upper and lower bounds on the sample complexity.

5. Discussion. In this work, we proposed a methodology to learn a mixture of permutations based on groups of pairwise comparisons. We first set up the framework using a generic noiseless model for a mixture of permutations. Then, we studied the Mallows mixture model, and introduced a polynomial-time algorithm for learning the central permutations with a sample complexity logarithmic in the size of the permutations. Finally, we studied the sample complexity for learning the Mallows mixture in a high-noise regime.

For the algorithms in this work, we assumed the knowledge of the noise parameter $\phi$. This is indeed restrictive, but we conjecture that our main result on the logarithmic sample complexity in Section 3 continues to hold without this assumption. Specifically, the value of $\phi$ is needed in the definition of the class of mixtures (14), which is used in Algorithm 1.
In the case where \( \phi \) is unknown, we can augment the class of models (14) by allowing \( \phi \) to take values in a fine grid in \((0, 1)\). In view of the continuity of the model in \( \phi \) and good concentration properties of the model, we believe the same sample complexity can be proved without the knowledge of \( \phi \). We choose not to introduce this technical complication which does not add much to our general methodology.

Moreover, in general, a Mallows \( k \)-mixture model allows its components to have different noise parameters \( \phi_1, \ldots, \phi_k \). While the results in Section 4 depend strictly on the assumption of a common noise parameter \( \phi \), it is possible to adapt part of our approach in Section 3 to the heterogeneous setting. However, there is a fundamental obstacle which our current proof techniques cannot resolve. Namely, the success of Algorithm 1 relies on Proposition 3.1, which is a dimension-free lower bound on the total variation distance between two marginal-ized Mallows mixtures whose central permutations do not yield the same set of relative or-

ders on \( \sigma \). The current proof of this lower bound (see Lemma A.7, which is a more general version of Proposition 3.1) leverages a block structure that makes up \( J \) and is ultimately based on Lemma A.2, an identifiability result for each block in the block structure. However, Lemma A.2 does not generalize to the setting where we have different noise parameters \( \phi_i \). For example, in the case where \( n = 2 \) and \( k = 2 \), identifiability no longer holds due to the extra degrees of freedom given by \( \phi_1 \) and \( \phi_2 \). We do not know how to get around this difficulty and defer a potential solution to future work.

Last but not least, our general approach of learning a mixture of permutations from groups of pairwise comparisons has potential applications beyond the Mallows mixture model. It would be interesting to apply the framework proposed in Section 2.3 to other models for pair comparisons, such as the Plackett-Luce model [37] and various of the Mallows model [11].

6. Proofs. We now prove our results of Section 2. Additional proofs for Sections 3 and 4 are presented in the supplement [28].

6.1. Proof of Theorem 2.6(a). Throughout the proof, we write \( m \equiv m_k^* \equiv \lceil \log_2 k \rceil + 1 \) as in (9). We start with a lemma which is the source of the logarithmic dependency of \( m \) on \( k \).

**Lemma 6.1.** Consider a set \( \Sigma \) of \( k \) distinct permutations in \( \mathcal{S}_n \) where \( n \geq 2 \). There exists \( \pi^* \in \Sigma \) and a tuple \( \mathcal{I} \) of \( \ell \) pairs of distinct indices \((i_1, j_1), \ldots, (i_\ell, j_\ell) \in [n]^2\), such that \( \ell \leq \lfloor \log_2 k \rfloor \) and \( \chi(\pi^*, \mathcal{I}) \neq \chi(\pi, \mathcal{I}) \) for all \( \pi \in \Sigma \setminus \{\pi^*\} \), where \( \chi(\pi, \mathcal{I}) \) is defined by (5). In addition, this tuple \( \mathcal{I} \) can be found in polynomial time.

**Proof.** Let us start with \( \Sigma_0 = \Sigma \) and apply the following bisection argument iteratively. Given a nonempty set \( \Sigma_{r-1} \) of distinct permutations where \( r \geq 1 \), it is easy to find a pair of indices \( i_r, j_r \in [n] \) such that both of the following sets are nonempty:

\[
\Sigma^+_r = \{ \pi \in \Sigma_{r-1} : \pi(i_r) > \pi(j_r) \} \quad \text{and} \quad \Sigma^-_r = \{ \pi \in \Sigma_{r-1} : \pi(i_r) < \pi(j_r) \}.
\]

Since \( \Sigma^+_r \cup \Sigma^-_r = \Sigma_{r-1} \), either \( \Sigma^+_r \) or \( \Sigma^-_r \) has size at most \( |\Sigma_{r-1}|/2 \). We call it \( \Sigma_r \) so that \( \Sigma_r \subset \Sigma_{r-1} \) and \( |\Sigma_r| \leq |\Sigma_{r-1}|/2 \). This procedure is iterated until we have \( |\Sigma_r| = 1 \).

For any \( r \geq 1 \), we have \( |\Sigma_r| \leq k/2^r \) by construction. In particular,

\[
|\Sigma_{\lfloor \log_2 k \rfloor}| \leq k/2^{\lfloor \log_2 k \rfloor} \leq 2.
\]

Thus there exists \( \ell \leq \lfloor \log_2 k \rfloor \) such that \( |\Sigma_{\ell}| = 1 \). We denote the permutation in \( \Sigma_{\ell} \) by \( \pi^* \).

Note that by (19) and the definition of \( \Sigma_r \), we have \( 1 \{ \sigma(i_r) < \sigma(j_r) \} \neq 1 \{ \pi(i_r) < \pi(j_r) \} \) for any \( \sigma \in \Sigma_r \) and \( \pi \in \Sigma_{r-1} \setminus \Sigma_r \). Since the sets \( \Sigma_r \)'s are nested, it holds that \( 1 \{ \pi^*(i_r) <
ing the measure \( \sum \) by repeating the above procedure. Indeed, when querying a group of pairwise comparisons of the form \( \chi(\pi, \mathcal{I}) \) defined in (5) where \( \pi \sim M \). For this, we do an induction on \( n \geq 2 \), as the case \( n = 1 \) is vacuous.

**Base case.** For \( n = 2 \) and any \( k \geq 1 \), we can simply take \( \mathcal{I} \) to be the tuple of \( m \) copies of \((1, 2)\). The oracle of Definition 2.1 then returns the distribution of \( \chi(\pi, \mathcal{I}) \), from which we immediately read off the distribution of \( \mathbb{1} \{ \pi(1) < \pi(2) \} \) and thus the distribution of \( \pi \).

**Induction hypothesis.** As the induction hypothesis, we assume that the statement of Theorem 2.6(a) holds for \( n - 1 \) where \( n \geq 3 \). Consider a mixture \( \sum_{s=1}^{k} w_s \delta_{\pi_s} \) of permutations in \( S_n \) which we aim to learn. Then each \( \pi_s \mid [n-1] \) is a permutation in \( S_{n-1} \), and by definition (5), we have \( \chi(\pi_s \mid [n-1], \mathcal{I}) = \chi(\pi_s, \mathcal{I}) \) for any tuple \( \mathcal{I} \) of pairs of indices in \([n-1] \). Hence the induction hypothesis implies that we can obtain the mixture \( \sum_{s=1}^{k} w_s \delta_{\pi_s} \mid [n-1] \) of permutations on \([n]\) from those on \([n-1]\), our task is to insert the index \( n \) into each permutation on \([n-1] \) at the correct position.

**Induction step.** Toward this end, let us apply Lemma 6.1 to the distinct elements of the set \( \{ \pi_1 \mid [n-1], \ldots, \pi_k \mid [n-1] \} \) of permutations in \( S_{n-1} \). Thus there exists \( s^* \in [k] \) and a tuple \( \mathcal{I} \) of \( \ell \) pairs of distinct indices in \([n-1]\), such that \( \ell \leq \lfloor \log_2 k \rfloor \) and \( \chi(\pi_s, \mathcal{I}) \neq \chi(\pi_{s^*}, \mathcal{I}) \) for all \( s \in [k] \setminus S^* \) where we define

\[
S^* \triangleq \{ s \in [k] : \pi_s \mid [n-1] = \pi_{s^*} \mid [n-1] \}.
\]

Next, for any index \( r \in [n-1] \), we choose an \( m \)-tuple \( \mathcal{I}_r \) consisting of all pairs of indices in \( \mathcal{I} \) and also the pair \((r, n)\). Such a tuple \( \mathcal{I}_r \) can be chosen because \( \ell \leq \lfloor \log_2 k \rfloor = m - 1 \). Then we query the group of \( m \) pairwise comparisons on \( \mathcal{I}_r \) (Definition 2.1) to obtain the distribution \( \sum_{s=1}^{k} w_s \delta_{\chi(\pi_s, \mathcal{I}_r)} \) for each \( r \in [n-1] \). Recall that the definitions of \( \mathcal{I} \) and \( S^* \) guarantee that \( \chi(\pi_s, \mathcal{I}) = \chi(\pi_{s^*}, \mathcal{I}) \) if and only if \( s \in S^* \). Since \( \mathcal{I}_r \) includes all pairs of indices in \( \mathcal{I} \), we can distinguish those components of \( \sum_{s=1}^{k} w_s \delta_{\chi(\pi_s, \mathcal{I}_r)} \) supported at \( \chi(\pi_s, \mathcal{I}_r) \) with \( s \in S^* \) from those with \( s \in [k] \setminus S^* \). Therefore, we obtain the measure \( \sum_{s \in S^*} w_s \delta_{\chi(\pi_s, \mathcal{I}_r)} \) for any \( r \in [n-1] \).

Moreover, since \((r, n) \in \mathcal{I}_r \), from the measure \( \sum_{s \in S^*} w_s \delta_{\chi(\pi_s, \mathcal{I}_r)} \), we can easily compute the function \( f(r) \triangleq \{|s \in S^* : \pi_s(r) < \pi_s(n)\}| \) where \( r \in [n-1] \). In addition, we set \( f(0) \triangleq |S^*| \). The measure \( \sum_{s \in S^*} w_s \delta_{\pi_s} \), can be recovered from the sequence of numbers \( \{f(r)\}_{r=1}^{n-1} \) as follows. By definition, the permutations \( \pi_s \mid [n-1] \) for \( s \in S^* \) are all the same, so by re-indexing \( 1, \ldots, n-1 \), we can assume that they are all equal to the identity permutation \((1, 2, \ldots, n-1)\) to ease the notation. Then \( f(r) \) is simply the total weight of permutations \( \pi_s \) that place \( n \) after \( r \), so particularly the sequence \( \{f(r)\}_{r=0}^{n-1} \) is nonincreasing. Moreover, \( f(r) - f(r+1) \) is equal to the total weight of the permutations in the mixture \( \sum_{s \in S^*} w_s \delta_{\pi_s} \) satisfying \( \pi_s(n) = r+1 \). Therefore, we can recover the measure \( \sum_{s \in S^*} w_s \delta_{\pi_s} \) from the sequence \( \{f(r)\}_{r=1}^{n-1} \).

Finally, once we have learned the measure \( \sum_{s \in S^*} w_s \delta_{\pi_s} \), the task becomes recovering the measure \( \sum_{s \in S^*} w_s \delta_{\pi_s} \) from the measure \( \sum_{s \in S^*} w_s \delta_{\pi_s} \mid [n-1] \), which can be done by repeating the above procedure. Indeed, when querying a group of pairwise comparisons \( \sum_{s=1}^{k} w_s \delta_{\chi(\pi_s, \mathcal{I}_r)} \), we can easily subtract the components with \( s \in S^* \) to obtain \( \sum_{s \not\in S^*} w_s \delta_{\chi(\pi_s, \mathcal{I}_r)} \). Therefore, the above procedure can be iterated to eventually yield the entire mixture \( \sum_{s=1}^{k} w_s \delta_{\pi_s} \). This completes the induction.
Time and sample complexity. To finish the proof, note that every step in this algorithmic construction is clearly polynomial-time. For the total number of groups of pairwise comparisons, recall that in the base case \( n = 2 \), we need one query, and in the induction step from \( n - 1 \) to \( n \), we learn at least one component of the mixture from \( n - 1 \) queries. In summary, the total number of queries needed is at most \( 1 + \frac{1}{k} \sum_{i=2}^{n-1} i = 1 + \frac{k}{2} (n - 2)(n + 1) \).

6.2. Proof of Theorem 2.6(b). Throughout the proof, we write \( m \equiv m_k^* \triangleq \lceil \log_2 k \rceil + 1 \) as in (9) and fix \( \ell \leq 2m - 1 \). Intuitively, it is harder to identify a \( k \)-mixture of permutations in \( S_n \) for larger \( n \) and larger \( k \). Indeed, let us justify that we can assume without loss of generality that \( n = 2m \) and \( k = 2^{m-1} \):

- Suppose that we can prove the statement of part (b) for \( n = 2m \), that is, we have two mixtures \( \frac{1}{k} \sum_{i=1}^{k} \delta_{\pi_i} \) and \( \frac{1}{k} \sum_{i=1}^{k} \delta_{\pi'_i} \) of permutations in \( S_{2m} \) that cannot be identified using \( \ell \)-wise comparisons. For any \( n > 2m \), we may extend each of the above permutation to a permutation in \( S_n \) by defining \( \pi_s(j) = \pi'_s(j) = j \) for all \( s \in [k] \) and \( 2m < j \leq n \). Then \( \ell \)-wise comparisons still cannot distinguish the two mixtures, because indices larger than \( 2m \) are completely uninformative. As a result, we may assume \( n = 2m \) without loss of generality.
- Suppose that we can establish the desired result for \( k \)-mixtures. Then for any \( k' > k \), if we define \( \pi_s = \pi'_s = \text{id} \) for all \( k < s \leq k' \), then the mixtures \( \frac{1}{k'} \sum_{i=1}^{k'} \delta_{\pi_i} \) and \( \frac{1}{k'} \sum_{i=1}^{k'} \delta_{\pi'_i} \) still cannot be distinguished using groups of \( \ell \)-wise comparisons. Hence the statement of the theorem also holds for \( k' \) in place of \( k \). For any fixed \( m \in \mathbb{N} \), the smallest \( k \) such that \( \lceil \log_2 k \rceil + 1 = m \) is equal to \( 2^{m-1} \). Therefore, we may assume that \( k = 2^{m-1} \) without loss of generality.

With these simplifications, for a fixed \( m \in \mathbb{N} \), we now construct two sets \( \Sigma_1 \) and \( \Sigma_2 \) of permutations in \( S_{2m} \) such that \( |\Sigma_1| = |\Sigma_2| = 2^{m-1} \), and such that groups of \( \ell \)-wise comparisons cannot distinguish the two mixtures \( \frac{1}{k} \sum_{\pi \in \Sigma_1} \delta_{\pi} \) and \( \frac{1}{k} \sum_{\pi \in \Sigma_2} \delta_{\pi} \). For each vector \( v \in \{0,1\}^m \), we define a permutation \( \pi_v \in S_m \) by

\[
\pi_v(2j - 1) = 2j - 1, \quad \pi_v(2j) = 2j \quad \text{if } v_j = 0 \\
\pi_v(2j - 1) = 2j - 1, \quad \pi_v(2j) = 2j - 1 \quad \text{if } v_j = 1
\]

for all \( j \in [m] \).

Moreover, we define

\[
\Sigma_1 \triangleq \{ \pi_v : v \in \{0,1\}^m, \|v\|_1 \text{ is odd} \} \quad \text{and} \quad \Sigma_2 \triangleq \{ \pi_v : v \in \{0,1\}^m, \|v\|_1 \text{ is even} \}.
\]

It is clear that both \( \Sigma_1 \) and \( \Sigma_2 \) have cardinality \( 2^{m-1} \).

Next, consider an arbitrary set of indices \( J \subset [2m] \) with \( |J| = 2m - 1 \). We claim that

\[
\{ \pi_v \| J : v \in \{0,1\}^m, \|v\|_1 \text{ is odd} \} = \{ \pi_{v'} \| J : v \in \{0,1\}^m, \|v\|_1 \text{ is even} \}.
\]

To prove this claim, let \( j_1 \) denote the only element of \([n] \setminus J\). If \( j_1 \) is odd, we let \( j_2 = j_1 + 1 \); otherwise, we let \( j_2 = j_1 - 1 \). For any \( v \in \{0,1\}^m \) with odd \( \|v\|_1 \), we define \( v' \in \{0,1\}^m \) by \( v'_i = 1 - v_i \) for \( i = \lceil j_1/2 \rceil \) and \( v'_i = v_i \) for \( i \neq \lceil j_1/2 \rceil \). Since \( v' \) differs from \( v \) in only one coordinate, \( \|v'\|_1 \) must be even. As a result, we have \( \pi_{v'} \in \Sigma_1 \) and \( \pi_{v'} \in \Sigma_2 \). This clearly gives a bijection between the sets \( \Sigma_1 \) and \( \Sigma_2 \). Furthermore, by definition (20), \( \pi_v \) and \( \pi_{v'} \) only differ on the pair \((j_1, j_2)\). Since \( J \) does not contain \( j_1 \), we must have \( \pi_{v'} \| J = \pi_{v'} \| J \). Consequently, equation (21) holds, so that any \( \ell \)-wise comparison (Definition 2.3) returns the same distribution for the two mixtures \( \frac{1}{k} \sum_{\pi \in \Sigma_1} \delta_{\pi} \) and \( \frac{1}{k} \sum_{\pi \in \Sigma_2} \delta_{\pi} \). This completes the proof.
for any distinct \( i, j \in [k] \) such that \( \pi_i(r) < \pi_i(s) \) and \( \pi_j(r) > \pi_j(s) \). Therefore, if we let \( I \) consist of the single pair \((r, s)\), then \( \chi(\pi_i, I) \neq \chi(\pi_j, I) \).

Next, at the beginning of step \( j \) of the loop where \( 3 \leq j \leq k \), we have \( \chi(\pi_i, I) \neq \chi(\pi_{i'}, I) \) for any distinct \( i, i' \in [j] \). For \( j = 2 \), because \( \pi_1 \) and \( \pi_2 \) are assumed to be distinct, we can find indices \( r, s \in [n] \) such that \( \pi_1(r) < \pi_2(s) \) and \( \pi_2(r) > \pi_2(s) \). Therefore, if we let \( I \) consist of the single pair \((r, s)\), then \( \chi(\pi_1, I) \neq \chi(\pi_2, I) \).

Finally, the time complexity of the algorithm is \( O(k^3 n^2) \) because it searches through \( j = 2, \ldots, k \) and \( i = 1, \ldots, j - 1 \); for a pair \((i, j)\), binary vectors of length at most \( k - 1 \) are compared; and finding a pair \((r, s)\) takes time \( O(n^2) \).

We now prove Theorem 2.7 for \( n \geq 2 \) as the case \( n = 1 \) is trivial. This proof is structurally similar to Theorem 2.6(a), but the key step in the induction is different. We note an intricacy throughout this proof: When queried with the tuple \( I \), the oracle in Definition 2.2 returns the set \( \{ \chi(\pi_i, I) : i \in [k] \} \) where \( \chi(\pi_i, I) \) is defined by (5). This set (as opposed to an ordered tuple or multiset) is represented by its distinct elements without labels, so it is possible that it contains less than \( k \) distinct elements and we do not know their multiplicities.

Note that Algorithm 6 is recursive with respect to \( n \); correspondingly, we prove Theorem 2.7 by induction on \( n \geq 2 \).

**Base case (lines 1–9 of Algorithm 6).** For \( n = 2 \), as in Algorithm 6, we simply take \( I \) to be the tuple of \( k + 1 \) copies of \((1, 2)\). Then every entry of \( \chi(\pi_i, I) \) is equal to \( \mathbb{1}\{\pi_i(1) < \pi_i(2)\} \).

The oracle returns the set \( \{ \chi(\pi_i, I) : i \in [k] \} \), from which we immediately read off the set \( \{ \mathbb{1}\{\pi_i(1) < \pi_i(2)\} : i \in [k] \} \) and thus the set \( \{ \pi_i : i \in [k] \} \) as detailed in the algorithm.
Algorithm 6 InsertionDemixing

**Input:** $n$, $k$, and $\{\chi(\pi, I) : i \in [k]\}$ for tuples $I$ of $k+1$ pairs of distinct indices in $[n]$ queried in the algorithm

**Output:** a set $\mathcal{S}_n$ of permutations in $S_n$

1: if $n = 2$ then
2: $I \leftarrow$ the tuple of $k+1$ copies of $(1, 2)$ \hspace{1cm} $\triangleright \text{all entries of } \chi(\pi, I) \text{ are equal to } 1 \{\pi_i(1) < \pi_i(2)\}$
3: if $\{\chi(\pi_i, I) : i \in [k]\} = \{1\}$ then
4: $\mathcal{S}_2 \leftarrow \{(1, 2)\}$
5: else if $\{\chi(\pi_i, I) : i \in [k]\} = \{0\}$ then
6: $\mathcal{S}_2 \leftarrow \{(2, 1)\}$
7: else $\triangleright \{\chi(\pi_i, I) : i \in [k]\} = \{0, 1\}$
8: $\mathcal{S}_2 \leftarrow \{(1, 2), (2, 1)\}$
9: end if
10: else $\triangleright n \geq 3$
11: $\mathcal{S}_{n-1} \leftarrow$ the subset of $\mathcal{S}_{n-1}$ returned by InsertionDemixing run with inputs $n-1$, $k$, and $\{\chi(\pi_i, I) : i \in [k]\}$ for tuples $I$ of $k+1$ pairs of indices in $[n-1]$
12: let $\sigma_1, \ldots, \sigma_k \in \mathcal{S}_{n-1}$ denote the elements of $\mathcal{S}_{n-1}$
13: if $k' > |\mathcal{S}_{n-2}|$ then
14: $I \leftarrow$ the tuple returned by FindTuple (Algorithm 5) with inputs $\sigma_1, \ldots, \sigma_k$
15: end if
16: $\mathcal{S}_n \leftarrow \emptyset$
17: for $j = 1$ to $k'$ do
18: for $r = 2$ to $n-1$ do
19: $I_r \leftarrow \left[ I, \ldots, (\sigma_j^{-1}(r-1), n), (n, \sigma_j^{-1}(r)) \right] \hspace{1cm} \triangleright \text{here ... means some arbitrary pairs of indices we append to } I \text{ for concreteness so that } I_r \text{ consists of exactly } k+1 \text{ pairs}$
20: call the oracle in Definition 2.2 to obtain the set $\{\chi(\pi_i, I_r) : i \in [k]\}$
21: $X_j(r) \leftarrow \{\chi(\pi_i, I_r) : i \in [k], \chi(\pi_i, I_r) = \chi(\sigma_j, I_r)\}$
22: if there is $v \in X_j(r)$ such that $v_k = v_{k+1} = 1$ then
23: $\mathcal{S}_n \leftarrow \mathcal{S}_n \cup \{(\sigma_j^{-1}(1), \ldots, \sigma_j^{-1}(r-1), n, \sigma_j^{-1}(r), \ldots, \sigma_j^{-1}(n-1))\}$
24: end if
25: end for
26: if there is $v \in X_j(2)$ such that $v_k = 0$ then
27: $\mathcal{S}_n \leftarrow \mathcal{S}_n \cup \{(n, \sigma_j^{-1}(1), \ldots, \sigma_j^{-1}(n-1))\}$
28: end if
29: if there is $v \in X_j(n-1)$ such that $v_{k+1} = 0$ then
30: $\mathcal{S}_n \leftarrow \mathcal{S}_n \cup \{(\sigma_j^{-1}(1), \ldots, \sigma_j^{-1}(n-1), n)\}$
31: end if
32: end for
33: end if
34: return $\mathcal{S}_n$

**Induction hypothesis (lines 10–12 of Algorithm 6).** Fix $n \geq 3$ and assume that the conclusion of the theorem holds for $n-1$. Consider a mixture of permutations $\pi_1, \ldots, \pi_k \in S_n$ which we aim to learn. Then each $\pi_i \mid_{[n-1]}$ where $i \in [k]$ is a permutation in $S_{n-1}$. By definition (5), we have $\chi(\pi_i \mid_{[n-1]}, I) = \chi(\pi_i, I)$ for any tuple $I$ of pairs of indices in $[n-1]$. Hence the induction hypothesis implies that the algorithm returns the set of permutations $\mathcal{S}_{n-1} = \{\pi_i \mid_{[n-1]} : i \in [k]\}$. 
Let us denote the distinct elements of $\mathcal{S}_{n-1}$ by $\sigma_1, \ldots, \sigma_{k'} \in \mathcal{S}_{n-1}$, where $k' \leq k$. To obtain the set $\{\pi_i : i \in [k]\}$ of permutations on $[n]$ from those on $[n-1]$, our task is to insert the index $n$ into $\sigma_j$ at the correct position for each $j \in [k']$. Note that $|\{\pi_i : i \in [k]\}| \leq |\{\pi_i : i \in [k]\}|$ and we may need to obtain more than one permutation in $\mathcal{S}_n$ from each $\sigma_j$ where $j \in [k']$.

**Induction step (lines 14–32 of Algorithm 6).** Run Algorithm 5 with inputs $\sigma_1, \ldots, \sigma_{k'}$.

Lemma 6.2 guarantees that we obtain an $\ell$-tuple $I$ of pairs of distinct indices in $[n-1]$ such that $\ell \leq k' - 1$ and $\chi(\sigma_i, I) \neq \chi(\sigma_j, I)$ for any distinct $i, j \in [k']$. This guarantees that $\pi_i|_{[n-1]} = \sigma_j$ if and only if $\chi(\pi_i, I) = \chi(\sigma_j, I)$ for $i \in [k]$ and $j \in [k']$.

We now fix $j \in [k']$ (line 17) and aim to recover those $\pi_i$ such that $\pi_i|_{[n-1]} = \sigma_j$. To simplify the notation in the sequel, we assume that $\sigma_j$ is equal to the identity permutation on $[n-1]$, denoted by $(1, 2, \ldots, n-1)$. Algorithm 6 is stated in full generality, and the proof of its validity is essentially the same. With the assumption $\pi_i|_{[n-1]} = (1, 2, \ldots, n-1)$, to recover $\pi_i$, it suffices to determine where $n$ should be inserted into $(1, 2, \ldots, n-1)$.

Note that $k + 1 \geq k' + 1 \geq \ell + 2$. Hence, for each $r = 2, \ldots, n-1$, we can define an $(k+1)$-tuple $I_r$ (line 19) containing all the $\ell$ pairs of indices in $I$ and the pairs $(r-1, n)$ and $(n, r)$. In the case that $k + 1 > \ell + 2$, the remaining $k - \ell - 1$ pairs of indices in $I_r$ can be defined arbitrarily for concreteness—we will not use the comparison information on those pairs. Then, we query the group of pairwise comparisons on $I_r$ according to Definition 2.2 to obtain the set $\{\chi(\pi_i, I_r) : i \in [k]\}$.

Since $I_r$ includes all pairs of indices in $I$, we can compute

$$X_j(r) \triangleq \chi(\pi_i, I_r) : i \in [k], \chi(\pi_i, I_r) = \chi(\sigma_j, I_r) \subseteq \chi(\pi_i, I_r) : i \in [k].$$

Note that $\pi_i|_{[n-1]} = \sigma_j$ if and only if $\chi(\pi_i, I_r) = \chi(\sigma_j, I_r)$. By the definition of $X_j(r)$, for each fixed $r = 2, \ldots, n-1$, we have that $\pi_i|_{[n-1]} = \sigma_j$ if and only if $\chi(\pi_i, I_r) = \chi(\sigma_j, I_r)$ for $i \in [k]$. In particular, when we take $v \in X_j(r)$ in the algorithm, $v = \chi(\pi_i, I_r)$ for some $\pi_i$ such that $\pi_i|_{[n-1]} = \sigma_j$.

It remains to recover $\pi_i$ for which $\pi_i|_{[n-1]} = \sigma_j$ from the collection of sets $\{X_j(r)\}_{r=2}^{n-1}$. First, fix $r$ and recall that the pairs $(r-1, n)$ and $(n, r)$ are both in $I_r$. If

$$\pi_i = (1, \ldots, r-1, n, r, \ldots, n-1)$$

for some $i \in [k]$, then $\pi_i|_{[n-1]} = \sigma_j$ and the set $X_j(r)$ must contain a vector $v = \chi(\pi_i, I_r)$ whose entries $v_k = 1\{\pi_i(r-1) < \pi_i(n)\}$ and $v_{k+1} = 1\{\pi_i(n) < \pi_i(r)\}$ are both equal to 1. Conversely, if $X_j(r)$ contains some vector $v$ with $v_k = v_{k+1} = 1$, then we know that $\pi_i|_{[n-1]} = \sigma_j$ and $\pi_i$ must be equal to $(1, \ldots, r-1, n, r, \ldots, n-1)$. As a result, we successfully recover this $\pi_i$ (line 23).

This argument clearly works for $\pi_i$ equal to $(n, 1, \ldots, n-1)$ or $(1, \ldots, n-1, n)$ as well, in the respective cases (lines 26–31):

- $r = 2$ and $v_k = \chi(\pi_i, I_2)_k = 1\{\pi_i(1) < \pi_i(n)\} = 0$;
- $r = n-1$ and $v_{k+1} = \chi(\pi_i, I_{n-1})_{k+1} = 1\{\pi_i(n) < \pi_i(n-1)\} = 0$.

Therefore, we are able to recover all distinct $\pi_i$ such that $\pi_i|_{[n-1]} = \sigma_j$ for $i \in [k]$.

Finally, repeating the above procedure for each $j \in [k']$ yields the set $\{\pi_i : i \in [k]\}$.

**Time and sample complexity.** In each recursion of Algorithm 6, the bottleneck of time complexity is a call to Algorithm 5 (line 14) which takes $O(k^3 n^2)$ time, but this step only needs to be run at most $k$ times. Moreover, the step of inserting $n$ to the current mixture takes less than $O(k^4 n)$ time (lines 17–32). As a result, the overall time complexity is $O(k^7 n^2)$.

For the total number of groups of pairwise comparisons, recall that in the base case $n = 2$, we need one query, and in the induction step from $n - 1$ to $n$, we learn at least one component of the mixture from $n - 2$ queries. In summary, the total number of queries needed is at most

$$1 + k \sum_{i=3}^{n} (i-2) = 1 + \frac{k}{2} (n-2)(n-1).$$
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**SUPPLEMENTARY MATERIAL**

Supplement to “Learning Mixtures of Permutations: Groups of Pairwise Comparisons and Combinatorial Method of Moments”

We provide additional technical proofs of our results in this supplement.
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