Abstract—In recent years, Deep Learning (DL) has been successfully applied to detect and classify Radio Frequency (RF) Signals. A DL approach is especially useful since it identifies the presence of a signal without needing full protocol information, and can also detect and classify non-communication waveforms, such as radar signals. In this work, we focus on the different pre-processing steps that can be used on the input training data, and test the results on a fixed DL architecture. While previous works have mostly focused exclusively on either time-domain or frequency domain approaches, we propose a hybrid image that takes advantage of both time and frequency domain information, and tackles the classification as a Computer Vision problem. Our initial results point out limitations to classical pre-processing approaches while also showing that it’s possible to build a classifier that can leverage the strengths of multiple signal representations.
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I. INTRODUCTION

Being able to classify unknown RF signals is an important topic, such as for cognitive radio and defense applications, and should remain open to techniques of the future, such as DL. As DL has been successfully applied to image classification, object detection, and speech prediction, etc., it has also been beneficial in detecting and classifying RF transmissions. RF transmissions can be thought of in a cooperative context, such as being the intended recipient of a transmission, but also in a non-cooperative context, such as detecting the presence of an unauthorized transmission. In a non-cooperative context, prior information about the signal type cannot always be assumed, which means looking for specific features, preamble, pilot tones, etc. cannot be used to help detect and classify the signal. Such a scenario is also called blind detection, which is especially important in a military application where the goal is to achieve spectral awareness [1].

Using DL to identify the presence of RF signals is a fairly new approach, and it can be applied to both commercial and military domains. In the context of cognitive radio, for example, DL has been used in the form of a Convolutional Neural Network (CNN) to identify the presence of a Radar waveform against a background of Wi-Fi and LTE signals [2]. This approach allows a low-cost device to make a decision about the specific presence of a signal from the physical layer, which reduces control overhead [3]. The end result is that the listening device, termed a secondary user, will share the RF spectrum with the radar waveform and only transmit when it identifies the waveform is not present. From a security perspective, DL has also been used in the form of a Dense Neural Network (DNN) to both detect the presence of a drone signal and to also distinguish between drones from different manufacturers, which can be important if the counter-measure used depends on the type of drone detected [4]. DL has also been used to classify unknown modulation types from the raw time-domain samples of an RF signal, which is important both to build software defined radio (SDR) networks that can quickly adapt to different modulation schemes, or as a first step in a system that provides more information about what type of RF transmissions are occurring in a certain area [5].

The main motivation of our work started from the observation that the classification of drone types and specific wireless technologies have mostly focused on frequency-domain representations of the RF signals [4], [6]–[12], while classifying unknown modulation schemes has focused on time-domain representations [1], [3], [12]–[14]. This is because distinguishing between many modulation schemes requires the phase information of the signal, which gets lost in common frequency domain representations such as the Power Spectral Density (PSD) and the Short-Time Fourier Transform (STFT). To classify different drone models however, it has been shown that time domain envelopes are more easily lost in background noise, making frequency domain representations more suitable to successfully classify the drone models [9]. This shows the need to investigate a hybrid approach that uses both time domain and frequency domain representations of RF signals to classify both unknown modulation schemes and also specific technology identification. Using a fixed CNN architecture, we test the model’s ability to predict various RF signals after different pre-processing steps, which shows the limitations of classical approaches and how hybrid pre-processing steps are required for more robustness.

In the next section we will provide a brief literature review with the focus on pre-processing steps used for signal classification with DL. In Section III we outline our experimental setup. In Section IV we discuss our results, and finally conclude the work in Section V.
II. LITERATURE REVIEW

In the past, most signal classification techniques have required advanced domain knowledge and the ability to extract features of identified signals in order to classify them. This can include statistical moments [15] and/or spectral correlation [16], among other techniques. A survey that goes over the traditional techniques can be found in [17]. RF Signal classification with DL on the other hand requires less expert knowledge, since CNNs and other DL techniques can be used to extract features from raw data. We will show however that there still needs to be special attention paid to the pre-processing steps.

RF signal classification with DL has mostly been studied in the context of either Automatic Modulation Classification (AMC) [13], [14], [18] or Wireless Interference Identification (WII) [6]–[8]. These are essentially the same tasks with the difference being the signals involved. Work in AMC has mostly been using time-domain information, while work in WII has been performed using frequency domain representations. The authors in [19] performed experimental work comparing the results of a CNN used for AMC, and then again separately for WII. They showed that frequency-domain representations outperform time-domain representations for WII due to the signals involved having more distinct features in the frequency domain, although both time and frequency representations successfully performed WII.

AMC is less forgiving in this regards, since certain modulation schemes are difficult to distinguish if we lose the phase information, which is the case with popular frequency domain representations. This is precisely why AMC works have focused on time-domain representations. A popular time-domain representation of an RF signal is to use the IQ values, which are a complex pair representing the amplitudes of the in-phase and quadrature components of the signal in rectangular coordinates. Another popular time-domain representation is to convert the IQ values to polar coordinates to have an amplitude-phase representation. The authors of [12] attempted this representation on the dataset of [5], using the same CNN architecture, but found similar results to using IQ values. Significantly, they also attempted a Short Term Memory (LSTM) architecture with IQ representation but the model was not able to learn at all. The same LSTM model however with amplitude-phase signal representations achieved better results than the IQ representation used with the CNN. This shows the importance of considering both pre-processing steps and DL architecture, since certain DL architectures might fail to learn, depending on the pre-processing steps.

Another pre-processing step to consider is that these time-domain representations can be segmented and kept as time-series vectors as performed in many papers [5], [13], [14], [19], or these segments can instead be plotted and used to train an image classifier as performed in [9].

For WII, frequency domain representations have performed better since the frequency components of a signal remain more distinctive even under lower SNR. WII can appear as different use cases, such as classifying different UAVs [4], [9], [11], [20], detecting/classifying different Radar Waveforms [2], [21], identifying specific technologies in the ISM band [8], securing Global Navigation Satellite Systems (GNSS) signals [22], and more. Like time-domain representations, frequency-domain representations can also be kept as a vector of values (such as DFT coefficients) used in [4] or further transforms can be applied to make a PSD image, or STFT image (also known as a spectrogram), used in [9], [11] and others. A benefit of using STFT images is that a time dependency can be captured which allows such a system to be used to detect frequency hopping signals such as in [23]. In Fig. 1, we summarized the classical pre-processing steps used in these different works.

III. METHODOLOGY

In this section, we present our approach to construct and demonstrate the proposed DL system. That includes generating the experimental data, describing the pre-processing steps in detail, and showing proposed representation of the signal and the DL network architecture. Without loss of generality, we demonstrate our approach on BPSK, QPSK, 16-QAM, and GFSK signals to have a sufficient variety that would be either easy or difficult to discern based on the pre-processing steps. These signals would emulate building a RF signal detector that can alert for certain signals, while declaring other signals as safe/authorized transmissions. Also, in a real world setting there would be more advanced techniques, such as multi-carrier, frequency hopping, and time/frequency multiplexing, but this will of course depend on the use case when designing a DL based classifier.

A. Data Generation

In the literature, we found the datasets of captured signals in the real world for the purpose of academic usages is limited. Moreover, the variety of the signals in some publicly available datasets is narrow. Therefore, we used the GNU Radio platform to simulate real world signals captured for different modulation schemes with noise. The actual modulation schemes were chosen so that the classification accuracy would depend on the pre-processing steps used.

Shown in Fig. 2, each signal was simulated with random data at a sampling rate of one million samples per second. The result was four different signal recordings, that where
then clipped to all be the same length. We then segmented the signals into complex 1D vectors of length [1x512], and kept 50 segments for each signal type. For four signal types this gave us 200 total RF segments for classification purposes.

B. Classical Pre-Processing Steps

We followed the flowgraph of Fig. 1, namely turning the recorded signals into their time and also frequency representations. The time domain images show the in-phase and quadrature components of our signal. For the time representation tests we normalized the data between negative one and one, and then plotted the amplitudes of the in-phase and quadrature components as an image, shown in Fig. 3. Looking at the images, we see the BPSK signal has steep amplitude transitions from one to negative one, which is how the scheme conveys binary data. QPSK uses the same technique but with both the I and Q components. The 16-QAM time image has a staggered appearance instead of a steep vertical transitions, and this is due to 16-QAM having more possible states which allows it to transmit more bits per symbol. Finally, GFSK modulates a carrier wave with binary data by changing the frequency of the carrier wave, which will show distinct peaks in the frequency domain. The methods each modulation scheme uses to vary its amplitude and/or phase is how the time domain images allows us to distinguish between the signals, but as there is increasing noise or impairments it will become difficult to visually distinguish between them.

C. Proposed representation

It has been shown in other RF classification works that gray scale images will have the same results as RGB images [2]. This opens up an opportunity for us since we only need
one channel to represent a given input. We used the in-phase component time image as the R channel, the quadrature component time image as the G channel, and the PSD image as the B channel, to form a hybrid three channel image, shown in Fig. 6. The image will not make much sense to the human eye, but the reason this will work for the CNN is because the filters will have a depth of three (the same as our RGB input) and each layer will extract features from each channel separately, before combining the weights to a single activation/feature map. Training a single model that can leverage the strengths of the time-domain representations used in AMC works and the noise-robustness of the frequency representations of the WII works will make for a detector/classifier that can handle different scenarios instead of treating AMC and WII as separate problems.

### D. Neural Architecture

We implemented our CNN network using Tensorflow/Keras, with the architecture shown in Table I; where all filters has a size of 3 by 3. We fixed the same architecture to test all different pre-processing steps for the purpose of a fair comparison. For all models, we used a batch size of 32 and trained for 20 epochs. We used the Adam optimizer and a categorical cross-entropy loss function. For our proposed hybrid images, we will show in the results section that our CNN learned the unique features in each channel of the image, which allowed it to obtain results that none of the classical pre-processing steps were able to achieve.

| Layer         | Size       | Activation |
|---------------|------------|------------|
| Conv2D        | 16 Filters | ReLU       |
| Max Pooling 2D| 2x2        | –          |
| Conv2D        | 32 Filters | ReLU       |
| Max Pooling 2D| 2x2        | –          |
| Conv2D        | 64 Filters | ReLU       |
| Max Pooling 2D| 2x2        | –          |
| Dense         | 256 Neurons| ReLU       |
| Dense         | 4 Neurons  | Softmax    |

Using the pre-processing steps discussed prior, we used GNU Radio to add noise to our signals, trained four different models with a fixed CNN architecture, an 80/20 training validation split, and tested against a separate directory of images. The final scores for the different pre-processing steps as are follows: 92.5% accuracy for the time domain images, 80% accuracy for the PSD images, and 75% accuracy for the spectrograms, and finally 100% for the proposed approach. The Confusion Matrix for our proposed approach is in Fig. 7.

For our time domain tests, the model performed well because it’s easy to see how the most of the images are different from each other as in Fig. 3. However, the addition of noise made the GFSK time domain image difficult to distinguish from that of the 16-QAM signal. For our PSD and spectrogram tests, what is most relevant to our discussion is that using frequency domain representations had poorer overall results, even though we are using the same signal recordings. The exception of course was no confusion between the GFSK signal with the other signals, and this point is precisely what allows our hybrid images to achieve full accuracy. It was clear from the frequency representations in Figs. 4 and 5 that our model trained on frequency images would have difficulty between the BPSK, QPSK, and 16-QAM signals, but not the GFSK signal since it has two distinct peaks that are obvious only in the frequency domain.

Using our proposed representation, we were able to achieve full accuracy for our test set, as shown in Fig. 7. This shows that the CNN used the information in the R and G channels (In-phase and Quadrature time images) to help distinguish between BPSK, QPSK, and 16-QAM, and that it also used the B channel (PSD images) to allow it to distinguish GFSK from the other signals. The proof for this is that neither the time domain images nor frequency domain images achieved 100% accuracy on their own, as shown in Fig. 8.
In this work, we tested a fixed CNN architecture with several proposed pre-processing steps using the same signal datasets. We showed that a CNN fed with multiple representations of a signal will learn what it needs to minimize its loss function, and thus take advantage of the strengths of the different channels in our proposed hybrid image. Where most other works either focused on AMC or WII as separate problems, we showed that due to CNN filters extracting features from each image channel individually, we can use hybrid images to allow us to classify RF signals even if they only have more distinctive features in the frequency domain as opposed to the time domain, or vice versa.

The promising preliminary results open research direction to examine the proposed method for more signals types and for different SNR values. Moreover, testing the proposed method against time-frequency transforms that maintain phase information, is also another potential research area.

REFERENCES

[1] H. Javed, M. R. Khalid, and H. Soomro, “A novel practical method for blind detection of dsss signal in multiple signals environment,” in 2020 17th International Bhurban Conference on Applied Sciences and Technology (IBCAST), 2020, pp. 664–668.
[2] A. Selim, P. Paisana, J. A. Arökkiä, Y. Zhang, L. Doyle, and L. A. DaSilva, “Spectrum monitoring for radar bands using deep convolutional neural networks,” in GLOBECOM 2017 - 2017 IEEE Global Communications Conference, 2017, pp. 1–6.
[3] P. Wu, B. Sun, S. Su, J. Wei, J. Zhao, and X. Wen, “Automatic modulation classification based on deep learning for software-defined radio,” Mathematical Problems in Engineering, vol. 2020, 2020.
[4] M. S. Allahham, M. F. Al-Sa’d, A. Al-Ali, A. Mohamed, T. Khatab, and A. Erbad, “Dronerf dataset: A dataset of drones for rf-based detection, classification and identification,” Data in brief, vol. 26, p. 104313, 2019.
[5] T. J. O’Shea, J. Corgan, and T. C. Clancy, “Convolutional radio modulation recognition,” in International conference on engineering applications of neural networks. Springer, 2016, pp. 213–226.
[6] S. Behura, S. Kedia, S. M. Hiremath, and S. K. Patra, “Wist id—deep learning-based large scale wireless standard wireless technology identification,” IEEE Transactions on Cognitive Communications and Networking, vol. 6, no. 4, pp. 1365–1377, 2020.
[7] M. Schmidt, D. Block, and U. Meier, “Wireless interference identification with convolutional neural networks,” in 2017 IEEE 15th International Conference on Industrial Informatics (INDIN). IEEE, 2017, pp. 180–185.
[8] X. Zhang, T. Seyfi, S. Ju, S. Ramjee, A. E. Gamal, and Y. C. Eldar, “Deep learning for interference identification: Band, training snr, and sample selection,” in 2019 IEEE 20th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC), 2019, pp. 1–5.
[9] E. Ozturk, F. Erden, and I. Guvenic, “RF-based low-snr classification of gnss raw signals based on roof antennas and spectracom generator,” 2020.
[10] S. Guinna, D. Block, and U. Meier, “Multi-label wireless interference identification with convolutional neural networks,” 2018.
[11] S. Basak, S. Rajendran, S. Pollin, and B. Scheers, “Drone classification from rf fingerprints using deep residual nets,” 2020.
[12] S. Rajendran, W. Meert, D. Giustiniano, V. Lenders, and S. Pollin, “Deep learning models for wireless signal classification with distributed low-cost spectrum sensors,” IEEE Transactions on Cognitive Communications and Networking, vol. 4, no. 3, pp. 433–445, 2018.
[13] K. Tekbıyık, A. R. Ekti, A. Görçin, G. K. Kurt, and C. Keçeci, “Robust and fast automatic modulation classification with cnn under multipath fading channels,” in 2020 IEEE 91st Vehicular Technology Conference (VTC2020-Spring), 2020, pp. 1–6.
[14] T. J. O’Shea, T. Roy, and T. C. Clancy, “Over-the-air deep learning based radio signal classification,” IEEE Journal of Selected Topics in Signal Processing, vol. 12, no. 1, pp. 168–179, 2018.
[15] S. S. Soliman and S.-Z. Hsue, “Signal classification using statistical moments,” IEEE Transactions on Communications, vol. 40, no. 5, pp. 906–916, 1992.
[16] A. Fehske, J. Gueddert, and J. H. Reed, “A new approach to signal classification using spectral correlation and neural networks,” in First IEEE International Symposium on New Frontiers in Dynamic Spectrum Access Networks, 2005. DySPAN 2005. IEEE, 2005, pp. 144–150.
[17] O. A. Dobre, A. Abdi, Y. Bar-Ness, and W. Su, “Survey of automatic modulation classification techniques; classical approaches and new trends,” IET communications, vol. 1, no. 2, pp. 137–156, 2007.
[18] S. Chen, K. Qiu, S. Zheng, Q. Xuan, and X. Yang, “Radio–image transformer: Bridging radio modulation classification and imagenet classification,” Electronics, vol. 9, no. 10, p. 1646, 2020.
[19] M. Kulin, T. Kazaz, I. Moerman, and E. De Poorter, “End-to-end learning from spectrum data: A deep learning approach for wireless signal identification in spectrum monitoring applications,” IEEE Access, vol. 6, pp. 18484–18501, 2018.
[20] M. Ezuma, F. Erden, and I. Guvenc, “Detection and classification of uavs using rf fingerprints in the presence of wi-fi and bluetooth interference,” IEEE Open Journal of the Communications Society, vol. 1, pp. 60–76, 2020.
[21] F. Ç. Akyö̅n, Y. K. Alp, G. Gök, and O. A. Dobre, “Deep learning in electronic warfare systems: Automatic intra-pulse modulation recognition,” in 2018 26th Signal Processing and Communications Applications Conference (SiU). IEEE, 2018, pp. 1–4.
[22] R. Morales-Ferre, W. Wang, A. Sanz-Abia, and E.-S. Lohan, “Identifying gnss signals based on their radio frequency (rf) features—a dataset with gnss raw signals based on roof antennas and spectrumcom generator,” Data, vol. 5, no. 1, 2020.
[23] K. Lee and S. Oh, “Detection of frequency-hopping signals with deep learning,” IEEE Communications Letters, vol. 24, no. 5, pp. 1042–1046, 2020.