Parameter Estimation for the McKean-Vlasov Stochastic Differential Equation
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Abstract. We consider the problem of parameter estimation for a stochastic McKean-Vlasov equation, and the associated system of weakly interacting particles. We study two cases: one in which we observe multiple independent trajectories of the McKean-Vlasov SDE, and another in which we observe multiple particles from the interacting particle system. In each case, we begin by establishing consistency and asymptotic normality of the (approximate) offline maximum likelihood estimator, in the limit as the number of observations \( N \to \infty \). We then propose an online maximum likelihood estimator, which is based on a continuous-time stochastic gradient ascent scheme with respect to the asymptotic log-likelihood of the interacting particle system. We characterise the asymptotic behaviour of this estimator in the limit as \( t \to \infty \), and also in the joint limit as \( t \to \infty \) and \( N \to \infty \). In these two cases, we obtain a.s. or \( L_1 \) convergence to the stationary points of a limiting contrast function, under suitable conditions which guarantee ergodicity and uniform-in-time propagation of chaos. We also establish, under the additional condition of global strong concavity, \( L_2 \) convergence to the unique maximiser of the asymptotic log-likelihood of the McKean-Vlasov SDE, with an asymptotic convergence rate which depends on the learning rate, the number of observations, and the dimension of the non-linear process. Our theoretical results are supported by two numerical examples, a linear mean field model and a stochastic opinion dynamics model.
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1. Introduction. In this paper, we consider a family of McKean-Vlasov stochastic differential equations (SDEs) on \( \mathbb{R}^d \), parametrised by \( \theta \in \mathbb{R}^p \), of the form

\[
\begin{align*}
\text{(1.1)} & \quad dx_t^\theta = B(\theta, x_t^\theta, \mu_t^\theta)dt + \sigma(x_t^\theta)dw_t, \quad t \geq 0 \\
\text{(1.2)} & \quad \mu_t^\theta = \mathcal{L}(x_t^\theta),
\end{align*}
\]

where \( B : \mathbb{R}^p \times \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}^d \), \( \sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) are Borel measurable functions, \( (w_t)_{t \geq 0} \) is a \( \mathbb{R}^d \)-valued standard Brownian motion, and \( \mathcal{L}(x_t^\theta) \) denotes the law of \( x_t^\theta \). We assume that \( x_0 \in \mathbb{R}^d \), or that \( x_0 \) is a \( \mathbb{R}^d \)-valued random variable with law \( \mu_0 \), independent of \( (w_t)_{t \geq 0} \). This equation is non-linear in the sense of McKean [83, 84, 108]; in particular, the drift coefficient depends on the law of the solution, in addition to the solution itself. We will restrict our attention to the case in which the dependence on the law only enters linearly in the drift.
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namely, that
\[ B(\theta, x, \mu) = b(\theta, x) + \int_{\mathbb{R}^d} \phi(\theta, x, y) \mu(dy), \]
for some Borel measurable functions \( b : \mathbb{R}^p \times \mathbb{R}^d \to \mathbb{R}^d \) and \( \phi : \mathbb{R}^p \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \). This choice of dynamics, while not the most general possible, is sufficiently broad for many applications of interest. Moreover, it includes the popular case in which \( b \) and \( \phi \) both have gradient forms, that is, \( b(\theta, x) = -\nabla V_\theta(x) \) and \( \phi(\theta, x, y) = -\nabla W_\theta(x - y) \), in which case \( V_\theta \) and \( W_\theta \) are referred to as the confinement potential and the interaction potential, respectively (e.g., [41, 81]).

The McKean-Vlasov SDE arises naturally as the mean field limit \((N \to \infty)\) of the weakly interacting particle system (IPS)
\[ dx^\theta_{i,N}(t) = B(\theta, x^\theta_{i,N}(t), \mu^\theta_{i,N}(t))dt + \sigma(x^\theta_{i,N}(t))dw^i_t, \quad i = 1, \ldots, N \]
where \((w^i_t)_{t \geq 0}\) are \(N\) independent \(\mathbb{R}^d\)-valued independent standard Brownian motions, \(x^0_{i,0}\) are a family of i.i.d. \(\mathbb{R}^d\)-valued random variables with common law \(\mu_0\), independent of \((w^i_t)_{t \geq 0}\), and \(\mu^\theta_{i,N} = \frac{1}{N} \sum_{i=1}^N \delta_{x^\theta_{i,N}(t)}\) is the empirical law of the interacting particles. In particular, under relatively weak assumptions, it is well known that the empirical law \(\mu^\theta_{i,N} \to \mu^\theta_i\) weakly as \(N \to \infty\) (e.g., [92]). This phenomenon is commonly known as the propagation of chaos [108].

The McKean-Vlasov SDE also has a natural connection to a non-linear, non-local partial differential equation on the space of probability measures (e.g., [28]). In particular, under some regularity conditions on \(b\) and \(\phi\), one can show that \(\mathcal{L}(\mu^\theta_t)\) is absolutely continuous with respect to the Lebesgue measure for all \(t \geq 0\) [84, 109] and its density, which we will denote by \(u^\theta_t\), satisfies a non-linear partial differential equation of the form
\[ \frac{\partial u^\theta_t(x)}{\partial t} = \nabla \left[ \frac{1}{2} \sigma(x)\sigma^T(x)u^\theta_t(x) + u^\theta_t(x) \left[ b(\theta, x) + \int_{\mathbb{R}^d} \phi(\theta, x, y) u^\theta_t(y)dy \right] \right]. \]
In the particular case that \(b(x) = \nabla V(x)\) and \(\phi(x, y) = \nabla W(x - y)\), this is commonly referred to as the granular media equation or the McKean-Vlasov-Fokker-Planck equation (e.g., [6, 28]).

1.1. Literature Review. The systematic study of McKean-Vlasov SDEs was first initiated by McKean [83] in the 1960s, inspired by Kac’s programme in Kinetic Theory [61]. We refer to [44, 87, 108] for some other classical references. In the last two decades, the study of non-linear diffusions has continued to receive considerable attention, with extensive results on well-posedness (e.g., [29, 57]), existence and uniqueness (e.g., [5, 44, 52, 60, 70, 89, 112]), ergodicity (e.g., [4, 12, 20, 27, 28, 37, 42, 53, 81, 110]), and propagation of chaos (e.g., [6, 19, 41, 81, 82]). This has no doubt been motivated, at least in part, by the increasing number of applications for McKean-Vlasov SDEs, including in statistical physics [7], multi-agent systems [6], mean-field games [24, 22, 23], stochastic control [17], filtering [36], mathematical biology (including neuroscience [2] and structured models of population dynamics [18, 90]), epidemic dynamics [3], social sciences (including opinion dynamics [30, 50] and cooperative behaviours [21]), financial mathematics [49], high dimensional sampling [74, 64], and the analysis of neural networks [56, 86, 101, 105].
Despite the recent renewed interest in the study of McKean-Vlasov SDEs, however, the problem of parameter estimation for this class of equations has received relatively little attention. This is contrast to the wealth of literature on parameter inference in linear (i.e., not measure-dependent) diffusion processes (e.g., [10, 15, 65, 72]). Recently, Wen et al. [114] established the asymptotic consistency and asymptotic normality of the (offline) maximum likelihood estimator (MLE) for a broad class of McKean-Vlasov SDEs, based on continuous observation of \((x_t)_{t \in [0,T]}\). These results have since been extended by Liu et al. to the path-dependent case [73]. We also mention the work of Catalot and Laredo [46, 47, 48], who have studied parametric inference for a particular class of nonlinear self-stabilising SDEs using an approximate log-likelihood function, again based on continuous observation of the non-linear diffusion process, and established asymptotic properties (consistency, normality, convergence rates) of the resulting estimators in several asymptotic regimes (e.g., small noise and long time limit). On a related topic, Gomes et al. [51] have considered parameter estimation for a McKean-Vlasov PDE, based on independent realisations of the associated non-linear SDE, in the context of models for pedestrian dynamics.

In a slightly different framework, Maestra and Hoffmann [39] consider non-parametric estimation of the drift-term in a McKean-Vlasov SDE, and the solution of the corresponding non-linear Fokker-Planck equation, based on continuous observation of the associated IPS over a fixed time horizon, namely \((x_t^{i,N})_{i=1,\ldots,N}^{T \in [0,T]}\), in the limit as \(N \to \infty\). The authors obtain adaptive estimators based on the solution map of the Fokker-Planck equation, and prove their optimality in a minimax sense. Moreover, in the case that \(b(x) = -\nabla V(x)\) and \(\phi(x, y) = -\nabla W(x - y)\), the authors derive an estimator of the interaction potential, and establish its consistency. We also refer to [79, 68, 77, 34, 116] for some other recent contributions on non-parametric inference for IPSs.

Despite these recent contributions, however, there are no existing works which tackle the problem of online parameter estimation for McKean-Vlasov SDEs. The main purpose of this paper is to address this gap. There is significant motivation for this approach. In comparison to classical (offline) methods, which process observations in a batch fashion, online methods perform inference in real time, can track changes in parameters over time, are
more computationally efficient, and have significantly smaller storage requirements. Even for standard diffusion processes, literature on online parameter estimation is somewhat sparse, with some notable recent exceptions [9, 104, 106, 107]. The problem of recursive estimation in continuous-time stochastic processes was first rigorously analysed by Levanony et al. [69]. These authors propose an online MLE which, irrespective of initial conditions, is consistent and asymptotically efficient. This estimator, however, involves computing gradients of a Girsanov log-likelihood, \( \mathcal{L}_t(\theta) \), every time a new observation arrives; as a result, it is computationally expensive, and cannot be implemented in a truly online fashion, since \( \nabla_\theta \mathcal{L}_t(\theta) \) depends on the entire trajectory of the process \( x_t \). This problem has more recently been revisited by Sirignano and Spiliopoulos [104, 106], who propose an online statistical learning algorithm - ‘stochastic gradient descent in continuous time’ - for the estimation of the parameters in a fully observed ergodic diffusion process. These authors establish the a.s. convergence of this estimator to the stationary points of a suitably defined objective function [104], and, under additional assumptions, also obtain an \( L^p \) convergence rate and a central limit theorem [106]. These results have since also been extended to partially observed diffusion processes [107], and jump-diffusion processes [9].

There also exists relatively little previous literature on statistical inference for IPSs, in the limit as the number of particles \( N \to \infty \). In the context of parameter estimation, the mean field regime was first analysed by Kasonga [62], who considered a system of interacting diffusion processes, depending linearly on some unknown parameter, and established that the MLE based on continuous observations over a fixed time interval \([0, T]\) is consistent and asymptotically normal in the limit as \( N \to \infty \). Bishwal [11] later extended these results to the case in which the parameter to be estimated is a function of time, proving consistency and asymptotic normality of the sieve estimator (in the case of continuous observations) and an approximate MLE (in the case of discrete observations). In this paper, we extend the results in [62] in another direction, establishing consistency and asymptotic normality of the offline MLE when the parametrisation is not linear.

More recently, Giesecke et al. [49] have established the asymptotic properties (consistency, asymptotic normality, and asymptotic efficiency) of an approximate MLE for a much broader class of dynamic interacting stochastic systems, widely applicable in financial mathematics, which additionally allow for discontinuous (i.e., jump) dynamics. In addition, Chen [33] has established the optimal convergence rate for the MLE in an interacting parameter system with linear interaction for \( \phi \), simultaneously in the large \( N \) (mean-field limit) and large \( T \) (long-time dynamics) regimes. For other more recent contributions, we refer also to [1, 80, 88, 96]. None of the these works, however, considers parameter estimation for the IPS in the online setting.

1.2. Contributions. The main contributions of this paper relate to both the methodology and the theory of parameter estimation for the McKean-Vlasov SDE (1.1) - (1.2). Regarding methodology:

- We discuss how one can formulate an appropriate approximation to the true likelihood function in this problem, under various modelling assumptions.
- We distinguish between cases in which the data consists of multiple independent samples from the McKean-Vlasov SDE (Case I), or multiple interacting trajectories from
In each of these cases, we perform a rigorous asymptotic analysis of the MLE, with a focus on online parameter estimation. Our main theoretical contributions can be summarised as follows:

- In Case II, we establish asymptotic consistency and asymptotic normality of the offline MLE, in the limit as the number of particles \( N \to \infty \). Our results generalise those in [62] to the case in which \( b \) and \( \phi \) depend non-linearly on the parameter.

- In Case I and Case II, we propose implementable online estimators for the parameters of the McKean-Vlasov SDE, which evolve according to continuous-time stochastic gradient ascent algorithms with respect to the asymptotic log-likelihood function of the corresponding IPS.

- We establish that these estimators converge, either almost surely (in the limit as \( t \to \infty \)) or in \( L^1 \) (in the limit as \( t \to \infty \) and \( N \to \infty \)) to the stationary points of certain contrast functions. These results hold under assumptions which guarantee ergodicity and, in the double asymptotic framework, uniform-in-time propagation of chaos.

- We establish, under the additional condition of global strong concavity, that these estimators converge in \( L^2 \) to the true parameter \( \theta_0 \), i.e., the unique maximiser of the asymptotic log-likelihood of the McKean-Vlasov SDE. We also provide explicit convergence rates, which depend on the dimension of the non-linear process, the number of observations, and the learning rate.

Finally, we provide numerical examples to illustrate the application of these results to two cases of interest, namely, a linear mean-field model, and a stochastic opinion dynamics model. It is worth emphasising that, given the connection between the McKean-Vlasov SDE (1.1) - (1.2) and the non-linear, non-local PDE (1.4), the results of this paper are also applicable when one is primarily interested in parameter estimation for the non-linear PDE (1.4).

1.3. Paper Organisation. The remainder of this paper is organised as follows. In Section 2, we formulate the estimation problem, and propose a recursive estimator for the McKean-Vlasov SDE. In Section 3, we state our assumptions and our main results regarding the asymptotic properties of the offline and online MLEs. In Section 4, we provide the proofs of these results. In Section 5, we provide several numerical examples illustrating the performance of the proposed algorithm. Finally, in Section 6, we provide some concluding remarks.

1.4. Additional Notation. We will assume throughout this paper that \( (x_\theta^0)_{t \geq 0} \) is defined on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P}_\theta)\), equipped with filtration \((\mathcal{F}_t)_{t \geq 0}\), and denote the corresponding expectation by \( \mathbb{E}_\theta \). In addition, if \( (x_\theta^t)_{t \geq 0} \) is a solution with \( x_0 = x \in \mathbb{R}^d \), we will occasionally make explicit the dependence on the initial condition by writing \( x_\theta^t := x_\theta^{0,x} \), \( \mu_\theta^t := \mu_\theta^{0,x} \), and \( \mathbb{E}_\theta := \mathbb{E}_{0,x} \). We will use \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) to denote, respectively, the Euclidean inner product and the corresponding norm on \( \mathbb{R}^d \). We write \( \mathcal{P}(\mathbb{R}^d) \) and \( \mathcal{P}_p(\mathbb{R}^d), p > 0 \), for the collection of all probability measures on \( \mathbb{R}^d \), and the collection of all probability measures on \( \mathbb{R}^d \) with finite \( p \)th moment. In a slight abuse of notation, we will frequently write \( \mu(|\cdot|^p) \) for the \( p \)th moment of \( \mu \); that is, \( \mu(|\cdot|^p) = \int_{\mathbb{R}^d} |x|^p \mu(dx) \). For \( \mu, \nu \in \mathcal{P}_p(\mathbb{R}^d) \), we write \( \mathcal{W}_p(\mu, \nu) \).
to denote the Wasserstein distance between $\mu$ and $\nu$, viz
\[
W_p(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \left[ \int_{\mathbb{R}^d \times \mathbb{R}^d} ||x - y||^p \pi(dx, dy) \right]^{\frac{1}{p}}.
\]
where $\Pi(\mu, \nu)$ is the set of all couplings of $\mu, \nu$. That is, if $\pi \in \Pi(\mu, \nu)$, then $\pi(A \times \mathbb{R}^d) = \mu(A)$ and $\pi(\mathbb{R}^d \times A) = \nu(A)$ for all $A \in \mathcal{B}(\mathbb{R}^d)$.

2. Parameter Estimation for the McKean-Vlasov SDE. We will assume, throughout this paper, that there exists a true, static parameter $\theta_0 \in \mathbb{R}^p$ which generates observations $(x_t)_{t \geq 0} := (x_t^{\theta_0})_{t \geq 0}$ of the McKean-Vlasov SDE (1.1), with corresponding law $(\mu_t)_{t \geq 0} := (\mu_t^{\theta_0})_{t \geq 0}$. Thus, in our notation, we will suppress the dependence of the observed path, and its law, on the true parameter $\theta_0$. We will make the same assumption when instead we observe trajectories of the IPS (1.3), in which case the observations are $(x_t^{\theta,N})_{t \geq 0} = (x_t^{\theta_0,i,N})_{t \geq 0}^{i=1,...,N}$, with corresponding empirical law $(\mu_t^{\theta,N})_{t \geq 0} := (\mu_t^{\theta_0,N})_{t \geq 0}$.

2.1. The Likelihood Function. Let $\mathbb{P}_\theta$ denote the probability measure induced by a path $(x_s^\theta)_{s \in [0,t]}$ of the McKean-Vlasov SDE (1.1). Then, under certain regularity conditions, to be specified below, one can use the Girsanov formula to obtain a likelihood function as (e.g., [114])
\[
\mathcal{L}_t(\theta) = \log \frac{d\mathbb{P}_\theta}{d\mathbb{P}^0} = \int_0^t \left\langle [B(\theta, x_s, \mu_s^\theta) - B(\theta, x_s, \mu_0)], (\sigma(x_s)\sigma^T(x_s))^{-1} dx_s \right\rangle - \frac{1}{2} \int_0^t \left[ ||\sigma^{-1}(x_s)B(\theta, x_s, \mu_s^\theta)||^2 - ||\sigma^{-1}(x_s)B(\theta, x_s, \mu_0)||^2 \right] ds.
\]
In the case that the diffusion coefficient $\sigma$ depends on the unknown parameter $\theta$, the measures $\{\mathbb{P}_\theta\}$ are, in general, mutually singular (e.g., [66, Section 1.3]). We thus adopt the standard condition of parameter independence for the diffusion coefficient, and for convenience set $\sigma = 1$ (e.g., [15, 69, 114]). For linear diffusion processes (in the sense of McKean), there are several approaches which can be applied when $\sigma$ does depend on an unknown parameter, including those based on a quasi log-likelihood function [55, 58], or on minimising a least squares type function for the diffusion coefficient [104]. In principle, the methods introduced in this paper can be extended to either of these cases.

In order to proceed, it will be convenient to define the functions $G : \mathbb{R}^p \times \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \times \mathcal{P}(\mathbb{R}^d) \rightarrow \mathbb{R}^d$ and $L : \mathbb{R}^p \times \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \times \mathcal{P}(\mathbb{R}^d) \rightarrow \mathbb{R}$ according to $G(\theta, x, \mu, \mu') := B(\theta, x, \mu) - B(\theta, x, \mu')$ and $L(\theta, x, \mu, \mu') := -\frac{1}{2} ||G(\theta, x, \mu, \mu')||^2$. We can then write the log-likelihood function as
\[
\hat{L}_t(\theta) = \int_0^t -\frac{1}{2} ||B(\theta, x_s, \mu_s^\theta) - B(\theta, x_s, \mu_0)||^2 ds + \int_0^t \left\langle B(\theta, x_s, \mu_s^\theta) - B(\theta, x_s, \mu_0), dw_s \right\rangle := L_t(\theta, x_s, \mu_s^\theta).
\]
In general, while we may observe a sample path $(x_t)_{t \geq 0}$ of the McKean-Vlasov SDE, typically we will not have direct access to its law $(\mu_t)_{t \geq 0}$. As such, it is generally not possible...
to compute the likelihood function \( L_t(\theta) \) in (2.1) directly. On this basis, even if one is interested in fitting data to the McKean-Vlasov SDE, it will typically be necessary to approximate the corresponding likelihood function. In order to make such an approximation, we will assume that we can simultaneously observe multiple continuous sample paths. Indeed, this is much more typical of the data that we observe in practice. Within this framework, there are now two main possibilities, as we outline below.

2.1.1. Case I. The first possibility is to assume the observed paths are \( N \) independent instances \( (x^i_t)_{t \geq 0}^{i=1,...,N} \) of the McKean-Vlasov SDE (1.1). In this case, we can approximate the true log-likelihood function \( L_t(\theta) \) using

\[
L_t^{[N]}(\theta) := \frac{1}{N} \sum_{i=1}^{N} L_t^{[i,N]}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \left[ \int_0^t L(\theta, x^i_s, \mu^{[N]}_s, \mu^{[N]}_s) ds + \int_0^t G(\theta, x^i_s, \mu^{[N]}_s, \mu^{[N]}_s), dw^i_s \right],
\]

where \( \mu^{[N]}_i = \frac{1}{N} \sum_{i=1}^{N} \delta_{x^i_s} \) denotes the empirical measure of the sample paths. In this approximation, the functions \( L_t^{[i,N]}(\theta) \), \( i = 1, \ldots, N \), can be viewed as \( N \) ‘Monte Carlo-esque’ approximations of \( L_t(\theta) \), obtained by replacing both \( \mu^\theta \) and \( \mu_t \) in (2.1) by the empirical law \( \mu^{[N]}_i := \mu^\theta_{t,i,N} \). The approximation \( L_t^{[N]}(\theta) \) then follows by independence. Alternatively, this approximation can also be obtained by substituting the observations of the McKean-Vlasov SDE \( (\theta^i_t)_{t \geq 0}^{i=1,...,N} \) into the log-likelihood function of the corresponding IPS (see below).

2.1.2. Case II. The second possibility is to assume that the observed paths correspond to the trajectories of \( N \) particles \( (x^i_{t,N})_{t \geq 0}^{i=1,...,N} \) from the IPS (1.3). In this case, we can approximate \( L_t(\theta) \) by the Girsanov log-likelihood function for the IPS, which is given by (e.g., [11, 33, 62, 80])

\[
L_t^{N}(\theta) := \frac{1}{N} \sum_{i=1}^{N} L_t^{i,N}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \left[ \int_0^t L(\theta, x^i_s, \mu^N_s, \mu^N_s) ds + \int_0^t \langle G(\theta, x^i_s, \mu^N_s, \mu^N_s), dw^i_s \rangle \right],
\]

where \( \mu^N = \frac{1}{N} \sum_{j=1}^{N} \delta_{x^j_s,N} \) denotes the empirical measure of the IPS, and we have included \( \frac{1}{N} \) as a normalisation factor. The connection between the functions \( L_t^{N}(\theta) \) and \( L_t^{[N]}(\theta) \) is now abundantly clear. In particular, they are identical as functions of the data.

2.1.3. Discussion. These two cases are summarised in Table 1. Case I is of particular interest if one believes that the true data-generating model is the McKean-Vlasov SDE. In particular, the function \( L_t^{[N]}(\theta) \) in (2.2) should be regarded as an approximation of the true log-likelihood \( L_t(\theta) \) in (2.1), which can be computed under more realistic modelling assumptions. Meanwhile, Case II is of particular interest if one believes that the true data-generating model is the IPS, for a fixed and finite number of particles. Indeed, in this scenario, the function \( L_t^{i,N}(\theta) \) in (2.3) can and should be regarded as the true likelihood function. Nonetheless, it will be interesting to consider the behaviour of this function in the mean-field limit, in order to analyse any differences that arise with Case I.

In the limit as \( N \to \infty \), standard propagation-of-chaos results (e.g., [81]) show that the dynamics of the observations in Cases I and II will coincide. In our results, we will
establish rigorously that this also holds for the different implied ‘likelihood’ functions, $L^N_t(\theta)$ and $L^N_t(\theta)$. This should not be a surprise given the similarities between these two functions.

2.2. Offline Parameter Estimation. In the offline setting, the objective is to estimate the true parameter $\theta_0$ after receiving a batch of data over a fixed time interval $[0, t]$. In this case, a natural objective is to maximise the log-likelihood of the Mckean-Vlasov SDE in order to obtain the MLE

$$\hat{\theta}_t = \arg \sup_{\theta \in \mathbb{R}^p} L_t(\theta).$$

In practice, however, we cannot compute this estimator, since the log-likelihood is a function not only of the sample trajectory $(x_t)_{t \geq 0}$, but also on its law $(\mu_t)_{t \geq 0}$. Instead, we will consider the estimators obtained by maximising the (approximate) log-likelihood of the McKean-Vlasov SDE in (2.10), and the log-likelihood of the IPS in (2.3).

2.2.1. Case I. We first consider the case in which we observe $N$ independent paths $(x^i_t)_{t \geq 0}^{i=1,...,N}$ from the McKean-Vlasov SDE (1.1). In particular, we are interested in analysing the asymptotic properties of the approximate MLE

$$\hat{\theta}^N_t = \arg \sup_{\theta \in \mathbb{R}^p} L^N_t(\theta),$$

in the limit as the number of observations $N \to \infty$. Other than some related results in [80] (see, e.g., Proposition 10), we are not aware of any works which study the asymptotic properties of this approximate maximum likelihood estimator. In Theorems 1.1 - 1.2, we establish consistency and asymptotic normality of this estimator as $N \to \infty$, given a fixed time horizon $t$.

2.2.2. Case II. We next consider the case in which we observe $N$ trajectories $(x^i_{t, s})_{s \in [0, t]}^{i=1,...,N}$ following the dynamics of the IPS (1.3). In this case, we aim instead to maximise the value of $L^N_t(\theta)$, and are thus interested in the asymptotic properties of the following MLE

$$\hat{\theta}^N_t = \arg \sup_{\theta \in \mathbb{R}^p} L^N_t(\theta).$$

The asymptotic properties of this estimator as $t \to \infty$, for fixed $N$, are covered by well established results for parameter estimation in standard SDEs (e.g., [10, 69, 72]). Conversely,
there are relatively few results on the properties of this MLE in the limit as \( N \to \infty \), aside from in the case of a linear parametrisation [11, 62].

We thus find it instructive to revisit this problem. In Theorems 1.1 - 1.2, we extend previous results to the more general and possible non-linear setting (in the sense of parametrisation), establishing consistency and asymptotic normality of this estimator as \( N \to \infty \), for fixed \( t \).

**2.3. Online Parameter Estimation.** In the online setting, our objective is to estimate the true parameter \( \theta_0 \) in real time, using the continuous stream of observations. In this case, a natural objective function is the asymptotic (or average) log-likelihood function \( \hat{L}(\theta) \) of the McKean-Vlasov SDE, viz

\[
\hat{L}(\theta) = \lim_{t \to \infty} \frac{1}{t} L_t(\theta) \overset{a.s.}{=} \int_{\mathbb{R}^d} L(\theta, x, \mu_{\infty}) \mu_{\infty}(dx).
\]

where \( \mu_{\infty}(dx) \) denotes the unique invariant measure of \( (x_t^\theta)_{t \geq 0} \), which exists under suitable conditions on (1.1), and similar to before we write \( \mu_{\infty} := \mu_{\infty}^\theta \). In the spirit of [9, 104, 107], one can recursively maximise this objective function by defining an estimator \( (\theta_t)_{t \geq 0} \) which follows the gradient of the integrand of the log-likelihood \( L_t(\cdot) \) in (2.1), evaluated with the current parameter estimate. This represents a stochastic estimate for the direction of steepest ascent of the asymptotic log-likelihood \( \hat{L}(\cdot) \). In our case, initialised at \( \theta_{\text{init}} \in \mathbb{R}^p \), this yields

\[
d\theta_t = \gamma_t \left( \nabla \hat{L}(\theta_t) + \nabla B(\theta_t, x_t, \mu_{\infty}^\theta) dt \right) \tag{2.5}
\]

where \( \gamma_t : \mathbb{R}_+ \to \mathbb{R}_+ \) is a positive, non-increasing function known as the learning rate and, in a slight abuse of notation, \( (\mu_{t}^\theta)_{t \geq 0} \) denotes the law of \( (x_t^\theta)_{t \geq 0} \), the solution of (1.1) integrated with the online parameter estimate. One also arrives at this estimator by considering a ‘least-squares’ type objective for the drift function (see [104]). This evolution equation does indeed represent a continuous-time stochastic gradient ascent scheme on the asymptotic log-likelihood function. To see this, we can rewrite the parameter update equation (2.5) in the form

\[
d\theta_t = \gamma_t \left( \nabla \hat{L}(\theta_t) dt \right) \tag{2.6}
\]

The first term in this decomposition represents the true ascent direction \( \nabla \hat{L}(\theta_t) \), the second term the deviation between the stochastic gradient ascent direction \( \nabla B(\theta_t, x_t, \mu_{t}^\theta, \mu_t) \) and the true gradient ascent direction \( \nabla \hat{L}(\theta_t) \), while the third term is a zero-mean noise term. Heuristically, we might expect that, provided the learning rate decreases (sufficiently quickly), the ascent term will dominate the fluctuations term and the noise term for sufficiently large \( t \). If this is the case, we could then reasonably expect \( \theta_t \) to converge to a local maximum of \( \hat{L}(\theta) \).

\[\text{Since this preprint first appeared on the arXiv, we note that Maestra and Hoffmann [80] have considerably strengthened existing results on this estimator in the limit as } N \to \infty, \text{ establishing local asymptotic normality and global minimax optimality.}\]
Unfortunately, there are several challenges associated with implementing the ‘ideal’ online estimator (2.5). In particular, this estimator depends on \((\mu_t^N)_{t \geq 0}\), the law of the solution of the McKean-Vlasov SDE (1.1), integrated with the online parameter estimate. We will thus seek approximate, easy-to-implement estimators based on the approximations to the log-likelihood given in (2.2) and (2.3). Following our earlier discussion, we consider two cases.

2.3.1. Case I. We begin with the case in which the \(N\) sample paths \((x_i^t)_{t \geq 0, i = 1, \ldots, N}\) correspond to independent replicates of the McKean-Vlasov SDE (1.1). In this case, it is natural to consider an estimator \((\theta_t^{[i,N]})_{t \geq 0}\) which evolves according to the gradient of the integrand of the function \(L_t^{[i,N]}(\theta)\) in (2.2). This yields the update equation

\[
\begin{align*}
\text{(2.7)} & \quad \text{d}\theta_t^{[i,N]} = \gamma_t \left[ \nabla_\theta \bar{L}(\theta_t^{[i,N]}, x_t^i, \mu_t^{[N]}, \mu_t^{[N]}) dt + \nabla_\theta B(\theta_t^{[i,N]}, x_t^i, \mu_t^{[N]}) dw_t^i \right],
\end{align*}
\]

Alternatively, one could average over all of the trajectories, which is equivalent to defining an estimator \((\theta_t^{[N]})_{t \geq 0}\) which evolves according to the gradient of the integrand of the function \(L_t^{[N]}(\theta)\) in (2.2), viz

\[
\begin{align*}
\text{(2.8)} & \quad \text{d}\theta_t^{[N]} = \gamma_t \frac{1}{N} \sum_{i=1}^N \left[ \nabla_\theta \bar{L}(\theta_t^{[N]}, x_t^i, \mu_t^{[N]}, \mu_t^{[N]}) dt + \nabla_\theta B(\theta_t^{[N]}, x_t^i, \mu_t^{[N]}) dw_t^i \right].
\end{align*}
\]

The advantage of (2.7) is that the computation can be performed locally at each particle, following a message passing step for retrieving the empirical law \(\mu_t^N\). It is thus convenient for a distributed implementation. On the other hand, (2.8) will typically be more accurate, as we will later demonstrate (see, in particular, the bounds in Theorem 2.2*). These two schemes can be seen as stochastic gradient ascent algorithms for maximising the average of the approximate ‘likelihood’ function of the \(i\)th realisation of the McKean-Vlasov SDE or the approximate ‘likelihood’ function of \(N\) realisations of the McKean-Vlasov SDE, as defined by (2.2). That is,

\[
\begin{align*}
\hat{L}^{[i,N]}(\theta) & = \lim_{t \to \infty} \frac{1}{t} L_t^{[i,N]}(\theta) \quad \text{or} \quad \hat{L}^{[N]}(\theta) = \lim_{t \to \infty} \frac{1}{t} L_t^{[N]}(\theta).
\end{align*}
\]

Under suitable conditions on the learning rate, we can expect, based on a decomposition analogous to (2.6), that the online estimates defined in (2.7) and (2.8) will converge to local maxima of \(\hat{L}^{[i,N]}(\theta)\) and \(\hat{L}^{[N]}(\theta)\) as \(t \to \infty\). In Theorems 2.1 and 2.1*, we show rigorously that this is indeed the case. Meanwhile, by the law of large numbers, we expect that \(\hat{L}^{[i,N]}(\theta)\) and \(\hat{L}^{[N]}(\theta)\) will converge to a limiting contrast function \(\hat{L}(\theta)\) as \(N \to \infty\). In the joint limit as \(t \to \infty\) and \(N \to \infty\) it thus seems reasonable to hypothesise that the estimates (2.7) and (2.8) will in fact converge to stationary points of \(\hat{L}(\theta)\). In Theorem 2.1*, we establish rigorously that this is the case, and provide an explicit characterisation of the limiting contrast function as

\[
\begin{align*}
\hat{L}(\theta) & := \lim_{t \to \infty, N \to \infty} \frac{1}{t} L_t^{[N]}(\theta) = \int_{\mathbb{R}^d} L(\theta, x, \mu_\infty, \mu_\infty) \mu_\infty(dx).
\end{align*}
\]

It is worth noting that this function is distinct from \(\hat{L}(\theta)\), the asymptotic log-likelihood of the McKean-Vlasov SDE, as defined in (2.4). Importantly, however, these functions are both maximised at the true parameter \(\theta = \theta_0\).
2.3.2. Case II. We now consider the case in which the observations \( (x_{i,N}^t)_{i=1,...,N} \) correspond to the trajectories of the IPS (1.3). In this case, we can use essentially the same update equations. This should not be surprising, given that the ‘approximations’ of the log-likelihood of the McKean-Vlasov SDE given in (2.2) and (2.3) were identical up to specification of the data. To be explicit, we now have

\[
d\theta_{i,N}^t = \gamma_t \left[ \nabla_{\theta} L(\theta_{i,N}^t, x_{i,N}^t, \mu_{i,N}, \mu_{i,N})dt + \nabla_{\theta} B(\theta_{i,N}^t, x_{i,N}^t, \mu_{i,N}, \mu_{i,N})d\omega_i^t \right],
\]

and

\[
d\theta_{i,N} = \gamma_t \frac{1}{N} \sum_{i=1}^{N} \left[ \nabla_{\theta} L(\theta_{i,N}, x_{i,N}^t, \mu_{i,N}, \mu_{i,N})dt + \nabla_{\theta} B(\theta_{i,N}, x_{i,N}^t, \mu_{i,N}, \mu_{i,N})d\omega_i^t \right].
\]

These two schemes now represent stochastic gradient ascent algorithms for maximising the average log-likelihood of the \( i \)th particle in the IPS, or the average log-likelihood of all of the particles in the IPS, respectively. That is, the functions

\[
\hat{\theta}_{i,N}^t = \lim_{t \to \infty} \frac{1}{t} L_{i,N}^t(\theta) \quad \text{or} \quad \hat{\theta}_N^t = \lim_{t \to \infty} \frac{1}{t} L_N^t(\theta).
\]

Based on similar arguments to before, we can expect that the estimates defined in (2.11) and (2.12) will converge to local maxima of \( \hat{\theta}_{i,N}^t \) and \( \hat{\theta}_N^t \) as \( t \to \infty \). We establish this rigorously in Theorems 3.1 - 3.2. Meanwhile, due to uniform-in-time propagation of chaos, we might also reasonably expect \( \hat{\theta}_{i,N}^t \) and \( \hat{\theta}_N^t \) to converge to \( \hat{\theta} \) as \( N \to \infty \), the same limiting function as obtained in Case I. Thus, in the long-time and large-particle regime, we should obtain convergence results very similar to those obtained before. This is the subject of Theorems 3.1*-3.2*. 

3. Main Results. We are now almost ready to outline our main results. Before doing so, let us elaborate on our standing assumptions. We begin with the following integrability assumption on the initial condition.

**Assumption A.1.** The initial law satisfies \( \mu_0 \in \mathcal{P}_k(\mathbb{R}^d) \) for all \( k \in \mathbb{N} \).

This condition, alongside the conditions below, guarantees that the solutions of the McKean-Vlasov SDE and the IPS have bounded moments of all orders (see Proposition A.1), and so do their invariant measures (see Proposition A.2). In turn, this ensures that one can control the polynomial growth of the log-likelihood and its derivatives (in the offline case), and the polynomial growth of the solutions of the relevant Poisson equations (in the online case). This condition has also appeared in other studies on parameter estimation for the McKean-Vlasov SDE and its associated IPS (see, e.g., Assumption 1 in [80]).

Regarding the drift function \( B(\theta_0, \cdot, \cdot) : \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}^d \) we will work under the following rather classical assumptions.

**Assumption B.1.** The function \( b(\theta_0, \cdot) : \mathbb{R}^d \to \mathbb{R}^d \) has the following properties.

\( i \) \( b(\theta_0, \cdot) \) is locally Lipschitz. That is, for all \( x, x' \in \mathbb{R}^d \) such that \( ||x||, ||x'|| \leq R \), there exists \( 0 < L_{\theta_0,1} < \infty \) such that

\[
||b(\theta_0, x) - b(\theta_0, x')|| \leq L_{\theta_0,1} ||x - x'||.
\]
(ii) \( b(\theta, \cdot) \) is ‘monotonic’. That is, for all \( x, x' \in \mathbb{R}^d \), there exists \( \alpha_{b_0} > 0 \) such that

\[
\langle x - x', b(\theta_0, x) - b(\theta_0, x') \rangle \leq -\alpha_{b_0} ||x - x'||^2.
\]

**Assumption B.2.** The function \( \phi(\theta_0, \cdot, \cdot) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \) has the following property.

(i) \( \phi(\theta_0, \cdot, \cdot) \) is globally Lipschitz. In particular, there exists \( 0 < 2L_{b_0,2} < \alpha_{b_0} \) such that, for all \( x, y, x', y' \in \mathbb{R}^d \),

\[
||\phi(\theta_0, x, y) - \phi(\theta_0, x', y')|| \leq L_{b_0,2}(||x - x'|| + ||y - y'||).
\]

These two conditions are used to establish existence and uniqueness of the strong solution to the McKean-Vlasov SDE (e.g., [87, Theorem 2.2]), uniform moment bounds, uniform-in-time propagation of chaos, and the existence of, and exponential convergence to, a unique invariant measure (see Appendix A). In the literature on non-linear diffusions, it is typical to consider the case in which \( b(\theta, x) = -\nabla V(\theta, x) \) for some confinement potential \( V \), and \( \phi(\theta, x, y) = -\nabla W(\theta, x - y) \) for some interaction potential \( W \). In this case, classical conditions which can be used in place Conditions B.1 - B.2 (e.g., convexity) may be found in [81].

Let us remark briefly upon some weaker conditions under which these results still hold, and therefore under which the main results of our paper will also still hold (albeit with some additional technical overhead). In the case that there is no confinement potential (i.e. \( V \equiv 0 \)), and the interaction potential is uniformly convex with gradient that is locally Lipschitz with polynomial growth, Malrieu established uniform-in-time propagation of chaos and exponential convergence to equilibrium [82]. Cattiaux et al. [28] later established the same results in the case that the interaction potential is degenerately convex. Meanwhile, in [26, 27], the authors establish exponential convergence to equilibrium under the strict convexity condition \( \text{Hess}(V + 2W) \geq \beta I_d, \) for some \( \beta > 0 \).

In the case that \( V + 2W \) is not convex, far fewer results are available; indeed, without additional conditions on \( V \) and \( W \), even the existence of a unique stationary distribution is not guaranteed (see, e.g., [53]). This being said, Bolley et al. [12] proved uniform exponential convergence to equilibrium in both degenerately convex, and weakly non-convex cases. More recently, [41, 42] have established uniform-in-time propagation of chaos and exponential convergence to equilibrium in the non-convex case, provided the confinement potential \( V \) is strictly convex outside a ball, and the interaction potential is globally Lipschitz with sufficiently small Lipschitz constant. For some other relevant recent contributions, see also [25, 38, 67, 75].

In addition to Assumptions B.1 - B.2, we will also impose the following regularity conditions.

**Assumption C.1.** The functions \( b : \mathbb{R}^p \times \mathbb{R}^d \to \mathbb{R}^d \) and \( \phi : \mathbb{R}^p \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \) have the following properties.

(i) \( b(\theta, \cdot) \in C^{2+\alpha}(\mathbb{R}^d), \phi(\theta, \cdot, \cdot) \in C^{2+\alpha}(\mathbb{R}^d, \mathbb{R}^d) \) with \( \alpha \in (0, 1) \), \( \nabla b(\cdot, x), \nabla \phi(\cdot, x, y) \in C^2(\mathbb{R}^p) \) for all \( x, y \in \mathbb{R}^d \), \( \frac{\partial^2}{\partial \theta^2} \nabla b \in C(\mathbb{R}^p, \mathbb{R}^d), \frac{\partial^2}{\partial \theta^2} \nabla \phi \in C(\mathbb{R}^p, \mathbb{R}^d, \mathbb{R}^d) \), and \( \nabla_b^i b(\theta, \cdot) \in C^{1+\alpha}(\mathbb{R}^d), \nabla_b^i \phi(\theta, \cdot, \cdot) \in C^{1+\alpha}(\mathbb{R}^d, \mathbb{R}^d), i = 1, 2, \) uniformly in \( \theta \in \mathbb{R}^p \) for some \( \alpha \in (0, 1) \).

(ii) For all \( \theta \in \mathbb{R}^p \), the functions \( \nabla_h b(\theta, \cdot, \cdot) \) and \( \nabla_h \phi(\theta, \cdot, \cdot) \) are locally Lipschitz with
terms of the functions $b$ only linearly in the drift coefficient $B$. In the recent literature, we have restricted our attention to the case in which the measure enters the parameter $\theta$. Condition C.1(ii), in which note, as in [106], that our convergence results also hold under a slightly weaker version of Condition C.1 ensures that these solutions are unique, and that 103, 104, 106, 107], we control such terms by rewriting them in terms of the solutions of some established in the analysis of stochastic approximation algorithms in continuous time [9, 102, (2.6), tend to zero sufficiently quickly as $t \to \infty$. Using an approach which is now well established in the analysis of stochastic approximation algorithms in continuous time [9, 102, 103, 104, 106, 107], we control such terms by rewriting them in terms of the solutions of some related Poisson equations. Condition C.1 ensures that these solutions are unique, and that they grow at most polynomially in a suitable sense (see Lemma C.11 in Appendix C). We note, as in [106], that our convergence results also hold under a slightly weaker version of Condition C.1(ii), in which $b(\theta, x)$ and $\phi(\theta, x, y)$ are allowed to grow linearly with respect to the parameter $\theta$.

We should remark that, for the sake of convenience and to remain in line with much of the recent literature, we have restricted our attention to the case in which the measure enters only linearly in the drift coefficient $B(\theta, x, \mu)$. As such, our main conditions are stated in terms of the functions $b : \mathbb{R}^p \times \mathbb{R}^{d} \times \mathbb{R}^{d}$ and $\phi : \mathbb{R}^p \times \mathbb{R}^{d} \times \mathbb{R}^{d} \to \mathbb{R}^{d}$. Our main results, however, can be extended straightforwardly to more general choices of interaction function, under suitable conditions on $B : \mathbb{R}^p \times \mathbb{R}^{d} \times \mathcal{P} (\mathbb{R}^{d}) \to \mathbb{R}^{d}$. In particular, in the online setting, we simply require conditions which guarantee the existence of a unique invariant measure, and uniform-in-time propagation of chaos. As an example, we can replace Condition C.1(ii) by $||\nabla_{\theta} B(\theta, x, \mu)|| \leq K [1 + ||x||^{q} + \mu(||x||^{q})]$.  

3.1. Offline Parameter Estimation. For our results on offline parameter estimation, we will require the following additional assumptions.

Assumption D.1. For all $t > 0$, and for all $\theta \in \mathbb{R}^p$, the function $m_t : \mathbb{R}^p \to \mathbb{R}$, defined according to

$$m_t(\theta) = \int_0^t \int_{\mathbb{R}^d} L(\theta, x, \mu_s, \mu_s) \mu_s(dx) ds$$

satisfies $\sup_{||\theta - \theta_0|| > \delta} m_t(\theta) < 0$ a.s. $\forall \delta > 0$.

Assumption D.2. For all $t > 0$, the matrix $I_t(\theta_0) = [I_t(\theta_0)]_{k,l=1,...,p} \in \mathbb{R}^{p \times p}$, defined according to

$$[I_t(\theta_0)]_{k,l} = \int_0^t \int_{\mathbb{R}^d} [\nabla_{\theta} B(\theta_0, x, \mu_s)]_k [\nabla_{\theta} B(\theta_0, x, \mu_s)]_l \mu_s(dx) ds$$
is positive-definite, with $\lambda^T I_1(\theta_0) \lambda$ increasing for all $\lambda \in \mathbb{R}^p$, and $I_0(\theta_0) = 0$.

The first of these two conditions relates to parameter identifiability, guaranteeing the uniqueness of $\theta_0$ as the optimal parameter in the sense of some asymptotic cost, and is necessary in order to establish consistency of the MLE as $N \to \infty$. It can be seen, in some sense, as an analogue of the classical condition used to obtain consistency in the long-time regime (e.g., [15], [76, pp. 137-139], [69, pp. 252 - 253] [97, Condition A5]). It is also closely related to the so-called ‘coercivity condition’, introduced in [13], which appears in the study of non-parametric inference for IPSs (see also [71, 78, 77, 79]). Meanwhile, the second condition is necessary in order to establish asymptotic normality, and can be seen as a generalisation of a similar condition introduced in [62] (see also [11]).

We are now ready to state our two main results in the offline case.

**Theorem 1.1.** Assume that Conditions A.1, B.1 - B.2, C.1, and D.1 hold. Let $\Theta \subseteq \mathbb{R}^p$ be a compact set, and suppose $\theta_0 \in \Theta$. Then, for all $t > 0$, $\hat{\theta}_t^{[N]}$ and $\hat{\theta}_t^N$ are weakly consistent estimators of $\theta_0$ as $N \to \infty$. That is, as $N \to \infty$,

$$\hat{\theta}_t^{[N]} \xrightarrow{P} \theta_0 \quad \text{and} \quad \hat{\theta}_t^N \xrightarrow{P} \theta_0.$$

**Proof.** See Section 4.1.1.

**Theorem 1.2.** Assume that Conditions A.1, B.1 - B.2, C.1, and D.1 - D.2 hold. Let $\Theta \subseteq \mathbb{R}^p$ be a compact set, and suppose $\theta_0 \in \Theta$. Then, for all $t > 0$, $N^{\frac{1}{2}}(\hat{\theta}_t^{[N]} - \theta_0)$ and $N^{\frac{1}{2}}(\hat{\theta}_t^N - \theta_0)$ are asymptotically normal with mean zero and variance $I_t^{-1}(\theta_0)$. That is, as $N \to \infty$,

$$N^{\frac{1}{2}}(\hat{\theta}_t^{[N]} - \theta_0) \xrightarrow{D} N(0, I_t^{-1}(\theta_0)) \quad \text{and} \quad N^{\frac{1}{2}}(\hat{\theta}_t^N - \theta_0) \xrightarrow{D} N(0, I_t^{-1}(\theta_0)).$$

**Proof.** See Section 4.1.2.

Interestingly, the properties of $\hat{\theta}_t^{[N]}$ (Case I) and $\hat{\theta}_t^N$ (Case II) are identical as the number of observations $N \to \infty$. This should not be surprising, given that the dynamics of the McKean-Vlasov SDE and the IPS, and thus the functions $L_t^{[N]}(\theta)$ and $L_t^N(\theta)$, coincide as $N \to \infty$.

### 3.2. Online Parameter Estimation

In the online case, we will also require some additional assumptions. We first proceed with some additional assumptions which will be required in order to establish our $L^2$ convergence results (Theorems 3.2 and 3.2∗, and Theorems 2.1∗ and 2.2∗).

**Assumption E.1.** There exists a positive constant $R < \infty$, and an almost everywhere positive function $\kappa : \mathbb{R}^d \times \mathcal{P}({\mathbb{R}}^d) \times \mathcal{P}({\mathbb{R}}^d) \to \mathbb{R}$, such that, for all $||\theta|| \geq R$,

$$\left< \nabla_\theta L(\theta, x, \mu, \mu), \theta \right> \leq -\kappa(x, \mu)||\theta||^2.$$

**Assumption E.2.** Define the function $\tau : \mathbb{R}^p \times \mathbb{R}^d \times \mathcal{P}({\mathbb{R}}^d) \to \mathbb{R}$ according to

$$\tau(\theta, x, \mu) = \left< \nabla_\theta B(\theta, x, \mu) \nabla_\theta B^T(\theta, x, \mu), \frac{\theta}{||\theta||} \right>.$$

Then, there exists $0 < q, K < \infty$ such that, for all $\theta, \theta' \in \mathbb{R}^p$, for all $x, y \in \mathbb{R}^d$,

$$|\tau(\theta, x, \mu) - \tau(\theta', x, \mu)| \leq K||\theta - \theta'||(1 + ||x||^q + ||\mu|| \cdot ||y||^q).$$
These two conditions ensure, via the comparison theorem (e.g., [59, 115]), that the online parameter estimates generated by the McKean-Vlasov SDE and the IPS, namely \((\theta_t)_{t \geq 0}\) and \((\theta_t^{i,N})_{i \geq 0}\), have uniformly bounded moments (see Lemma C.12). We refer to [63] for some more general conditions under which this result still holds. The first condition relates to the drift terms in the two parameter update equations, and can be seen as a recurrence condition; the second condition relates to the diffusion terms, and can be seen as an extension of Condition B.2. This condition was introduced in [104], and has since also appeared in [9]. Instead of these conditions, one could instead use a projection or truncation device to ensure that the online parameter estimates remain bounded (e.g., [31]). This is fairly common within the stochastic approximation literature (e.g., [14]).

In order to establish consistency, we will also require strong concavity for at least one of the asymptotic objective functions.

**Assumption F.1.** The function \(\tilde{L}^{i,N}(\theta)\), or equivalently \(\tilde{L}^{i,N}(\theta)\), is strongly concave with constant \(\eta > 0\), for all \(N \in \mathbb{N}\), \(i = 1, \ldots, N\).

**Assumption F.2.** The function \(\tilde{L}(\theta)\) is strongly concave with constant \(\eta > 0\).

The first condition implies that \(\tilde{L}^{i,N}(\theta)\) and \(\tilde{L}^{i,N}(\theta)\) have unique maximisers for each fixed \(N \in \mathbb{N}\), and will be used when we consider asymptotics in the long-time regime, for a fixed number of particles. The second condition implies that \(\tilde{L}(\theta)\) has a unique maximiser, and will be relevant when we consider the double asymptotic framework as \(t \to \infty\) and \(N \to \infty\).

It is worth emphasising that neither Assumption F.1, nor Assumption F.2 is redundant. In particular, one of these conditions may hold, while the other does not. For example, in the linear mean field model studied in Section 5.1, we will see that Assumption F.1 is satisfied, while Assumption F.2 is not (see Appendix D).

It remains only to specify our conditions on the learning rate.

**Assumption G.1.** The learning rate \(\gamma_t : \mathbb{R}_+ \to \mathbb{R}_+\) is a positive, non-increasing function such that \(\int_0^\infty \gamma_t dt = \infty\), \(\int_0^\infty \gamma^2_t dt < \infty\), \(\int_0^\infty \gamma'_t dt < \infty\). Moreover, there exists \(p > 0\) such that \(\lim_{t \to \infty} \gamma_t^{2p+1/2} = 0\).

**Assumption G.2.** Let \(\Phi_{s,t} = \exp(-2\eta \int_s^t \gamma_u du)\), for the constant \(\eta\) defined in Condition F.2. The learning rate \(\gamma_t : \mathbb{R}_+ \to \mathbb{R}_+\) satisfies \(\int_0^t \gamma^2_s \Phi_{s,t} ds = O(\gamma_t)\), \(\int_0^t \gamma'_s \Phi_{s,t} ds = O(\gamma_t)\), \(\int_0^t \gamma_s \Phi_{s,t} ds = O(1)\), \(\int_0^t \gamma_s \Phi_{s,t} e^{-\lambda s} ds = O(\gamma_t)\), and \(\Phi_{t,t} = O(\gamma_t)\).

The first of these conditions represents the continuous-time analogue of the standard step-size condition used in the convergence analysis of stochastic approximation algorithms in discrete time (e.g., [100, 104]). The second condition, first introduced in [106], is specific to stochastic gradient descent in continuous time, and is only required in order to establish our \(L^2\) convergence results (Theorems 3.2 and 3.2*, and Theorems 2.2 and 2.2*). A standard choice of learning rate which satisfies both of these conditions is \(\gamma_t = C_\gamma (C_{\theta,0} + t)^{-1}\), where \(C_\gamma, C_{\theta,0} > 0\) are positive constants such that \(C_\gamma \eta > 1\).

We are now ready to state our main results in the online case. These results are summarised in Table 2.

**3.2.1. Case I.** We begin, once more, with the case in which we observe \(N\) independent sample paths \((x^{i,N}_t)_{i \geq 1, N}\) from the McKean-Vlasov SDE (1.1). We thus generate online pa-
rameter estimates according to (2.7) or (2.8). We will consider two asymptotic regimes.

(i) \( t \to \infty \) and \( N \in \mathbb{N} \). We begin by considering asymptotics only in the long-time regime, with the number of sample paths fixed and finite. In this case, we can establish a.s. convergence of (2.7) and (2.8) to the stationary points of the contrast functions \( \tilde{L}^{i,N}(\theta) \) and \( \tilde{L}^{[N]}(\theta) \), respectively. Under additional assumptions on these functions, including strong concavity (Condition F.1), we also obtain \( L_2 \) convergence to their unique maximisers, with a convergence rate which depends on the learning rate \( (\gamma_t)_{t \geq 0} \).

**Theorem 2.1.** Assume that Conditions A.1, B.1 - B.2, C.1, and G.1 hold. Then, for all \( N \in \mathbb{N}, i = 1, \ldots, N \), it holds a.s. that

\[
\lim_{t \to \infty} ||\nabla_{\theta} \tilde{L}^{i,N}(\theta_i^{[N]}))|| = \lim_{t \to \infty} ||\nabla_{\theta} \tilde{L}^{[N]}(\theta_i^{[N]})|| = 0.
\]

**Theorem 2.2.** Assume that Conditions A.1, B.1 - B.2, C.1, E.1 - E.2, F.1, and G.1 - G.2 hold. Then, for all \( N \in \mathbb{N}, i = 1, \ldots, N \), and for sufficiently large \( t \), there exist positive constants \( K_{\theta_0,1}, K_{\theta_0,2} \), such that

\[
\mathbb{E}_{\theta_0} \left[ ||\theta_i^{[N]} - \theta_0||^2 \right] \leq (K_{\theta_0,1} + K_{\theta_0,2}) \gamma_t,
\]

\[
\mathbb{E}_{\theta_0} \left[ ||\theta_i^{[N]} - \theta_0||^2 \right] \leq (K_{\theta_0,1} + \frac{K_{\theta_0,2}}{N}) \gamma_t.
\]

(ii) \( t \to \infty \) and \( N \to \infty \). We next consider joint asymptotics in the many observations and the long-time regime. In this case, we establish \( L_1 \) convergence of (2.7) and (2.8) to the stationary points of \( \tilde{L}(\theta) \), the contrast function defined in (2.10). Under the additional assumption of strong log-concavity for this contrast function (Condition F.2), among other technical assumptions, we then obtain convergence to the unique maximiser of \( \tilde{L}(\theta) \), with a convergence rate which depends on the learning rate \( (\gamma_t)_{t \geq 0} \), the number of sample paths \( N \), and the dimension of the non-linear process \( d \).

It is worth emphasising that, even though we now take \( N \to \infty \), the first of these two results does not guarantee convergence to the stationary points of \( \tilde{L}(\theta) \), the true asymptotic log-likelihood function of the McKean-Vlasov SDE. This should be seen as the penalty for replacing \((\mu_t^{[N]})_{t \geq 0}\) in the ‘theoretically correct’ (but intractable) update equation (2.5), which depends on the path of the online parameter estimates, by \((\hat{\mu}_t^{[N]})_{t \geq 0}\) in the approximate (but easy-to-implement) update equations (2.7) and (2.8), which depends only on the true data-generating parameter \( \theta_0 \).

**Theorem 2.1'.** Assume that Conditions A.1, B.1 - B.2, C.1, and G.1 hold. Then, in \( L^1 \), it holds that

\[
\lim_{t,N \to \infty} ||\nabla_{\theta} \tilde{L}(\theta_i^{[N]}))|| = \lim_{t,N \to \infty} ||\nabla_{\theta} \tilde{L}(\theta_i^{[N]})|| = 0.
\]

Suppose, in addition, that \( \Theta_0 = \{ \theta \in \mathbb{R}^p : \nabla_{\theta} \tilde{L}(\theta) = 0 \} = \{ \theta_0 \} \). Then, in \( L^1 \), it also holds that

\[
\lim_{t,N \to \infty} ||\nabla_{\theta} \tilde{L}(\theta_i^{[N]}))|| = \lim_{t,N \to \infty} ||\nabla_{\theta} \tilde{L}(\theta_i^{[N]})|| = 0.
\]
or (2.12). Once again, we will consider two asymptotic regimes.

**Case Limit(s) Theorem**

| Case   | Limit(s) | Theorems | Parameter Estimates | Objective Function | Convergence Rate |
|--------|----------|----------|---------------------|--------------------|------------------|
| Case I | $t \to \infty, N \in \mathbb{N}$ | 2.1 - 2.2 | $\hat{\theta}_1^{[i,N]}$ from (2.7) | $\bar{L}^{[i,N]}(\theta)$ | $(K_{\theta_0,1} + K_{\theta_0,2}) \gamma_t$ |
|        |          |          | $\hat{\theta}_1^{[N]}$ from (2.8)   |                    | $(K_{\theta_0,1} + K_{\theta_0,2}) \gamma_t$ |
| Case I | $t \to \infty, N \to \infty$ | 2.1* - 2.2* | $\hat{\theta}_1^{[i,N]}$ from (2.7) | $\bar{L}^{[N]}(\theta)$ | $(K_{\theta_0,1} + K_{\theta_0,2}) \gamma_t + K_{\theta_0,3} \alpha(N)$ |
|        |          |          | $\hat{\theta}_1^{[N]}$ from (2.8)   |                    | $(K_{\theta_0,1} + K_{\theta_0,2}) \gamma_t + K_{\theta_0,3} \alpha(N)$ |
| Case II| $t \to \infty, N \in \mathbb{N}$ | 3.1 - 3.2 | $\hat{\theta}_1^{[i,N]}$ from (2.11) | $\bar{L}^{[i,N]}(\theta)$ | $(K_0^{1} + K_{\theta_0,2}) \gamma_t$ |
|        |          |          | $\hat{\theta}_1^{[N]}$ from (2.12) |                    | $(K_0^{1} + K_{\theta_0,2}) \gamma_t$ |
| Case II| $t \to \infty, N \to \infty$ | 3.1* - 3.2* | $\hat{\theta}_1^{[i,N]}$ from (2.11) | $\bar{L}^{[N]}(\theta)$ | $(K_0^{1} + K_{\theta_0,2}) \gamma_t + K_{\theta_0,3} \alpha(N) + \frac{K_0^{1}}{N^{1/2}}$ |
|        |          |          | $\hat{\theta}_1^{[N]}$ from (2.12) |                    | $(K_0^{1} + K_{\theta_0,2}) \gamma_t + K_{\theta_0,3} \alpha(N) + \frac{K_0^{1}}{N^{1/2}}$ |

**Table 2**

**Online Parameter Estimation: Summary of Main Results**

**Theorem 2.2**. Assume that Conditions A.1, B.1 - B.2, C.1, E.1 - E.2, F.2, and G.1 - G.2 hold. Then, for sufficiently large $t$, there exist positive constants $K_{\theta_0,1}, K_{\theta_0,2}, K_{\theta_0,3}$, such that

$$
\mathbb{E}_{\theta_0} \left[ ||\hat{\theta}_t^{[i,N]} - \theta_0||^2 \right] \leq (K_{\theta_0,1} + K_{\theta_0,2}) \gamma_t + K_{\theta_0,3} \alpha(N),
$$

$$
\mathbb{E}_{\theta_0} \left[ ||\hat{\theta}_t^{[N]} - \theta_0||^2 \right] \leq (K_{\theta_0,1} + K_{\theta_0,2} \frac{N}{\gamma_t} + K_{\theta_0,3} \alpha(N),
$$

where $\alpha : \mathbb{N} \to \mathbb{R}_+$ is a function defined according to

$$
\alpha(N) = \begin{cases} 
N^{-\frac{1}{4}} & \text{if } d = 1 \\
N^{-\frac{1}{4}} \log(1 + N)^{\frac{1}{2}} & \text{if } d = 2 \\
N^{-\frac{1}{2d}} & \text{if } d \geq 3.
\end{cases}
$$

**3.2.2. Case II.** We now turn our attention to the case in which we observe $N$ particles $(x_t^{(i)})_{i=1}^{N}$ from the IPS (1.3), and generate online parameter estimates according to (2.11) or (2.12). Once again, we will consider two asymptotic regimes.

(i) $N \in \mathbb{N}$ and $t \to \infty$. We first consider asymptotics in the long-time regime, for a fixed number of particles. This is perhaps the most natural asymptotic regime for Case II,
in which implicitly we have assumed that the true data-generating model is a finite system of interacting particles. Thus, arguably, our objective should simply be to maximise the ‘partial’ asymptotic log-likelihood of the IPS, \( \tilde{\mathcal{L}}^{i,N}(\theta) \), or the ‘complete’ asymptotic log-likelihood of the IPS, \( \tilde{\mathcal{L}}^N(\theta) \), for finite \( N \), since this corresponds to the true log-likelihood of the data-generating process.

We begin by establishing a.s. convergence of (2.11) or (2.12) to the stationary points of these two functions. Assuming also strong concavity for these asymptotic log-likelihood functions (Condition F.1), we then obtain \( \mathbb{L}_2 \) convergence to their unique maximisers, with an \( \mathbb{L}_2 \) convergence rate which depends on the learning rate \( (\gamma_t)_{t \geq 0} \).

Theorem 3.1. Assume that Conditions A.1, B.1 - B.2, C.1, and G.1 hold. Then, for all \( N \in \mathbb{N}, i = 1, \ldots, N \), it holds a.s. that

\[
\lim_{t,N \to \infty} \|\nabla_{\theta} \tilde{\mathcal{L}}^{i,N}(\theta^{i,N}_t)\| = \lim_{t,N \to \infty} \|\nabla_{\theta} \tilde{\mathcal{L}}^N(\theta^N_t)\| = 0.
\]

Theorem 3.2. Assume that Conditions A.1, B.1 - B.2, C.1, E.1 - E.2, F.1, and G.1 - G.2 hold. Then, for all \( N \in \mathbb{N}, i = 1, \ldots, N \), and for sufficiently large \( t \), there exist positive constants \( K_{\theta_0,1}^+, K_{\theta_0,2}^+ \), such that

\[
\mathbb{E}_{\theta_0}[\|\theta^N_t - \theta_0\|^2] \leq \left( K_{\theta_0,1}^+ + K_{\theta_0,2}^+ \right) \gamma_t.
\]

\[
\mathbb{E}_{\theta_0}[\|\theta^N_t - \theta_0\|^2] \leq (K_{\theta_0,1}^+ + K_{\theta_0,2}^+ N) \gamma_t.
\]

(ii) \( N \to \infty \) and \( t \to \infty \). Finally, for completeness, we consider joint asymptotics in the large particle and the long-time regime. Given that the assumed form of the data-generating mechanism in this case (the IPS) and in the previous case (the McKean-Vlasov SDE) coincide as \( N \to \infty \) and \( t \to \infty \), it is natural to analyse whether the same is true for the resulting parameter estimates.

Similar to before, we first establish \( \mathbb{L}_1 \) convergence of (2.11) and (2.12) to the stationary points of the contrast function \( \tilde{\mathcal{L}}(\theta) \). Under the additional assumption of strong concavity for this contrast function (Condition F.2), we then obtain \( \mathbb{L}_2 \) convergence to the unique maximiser of \( \tilde{\mathcal{L}}(\theta) \), with a convergence rate which once again depends on the learning rate \( (\gamma_t)_{t \geq 0} \), the number of particles \( N \), and the dimension of each of the particles \( d \).

Theorem 3.1*. Assume that Conditions A.1, B.1 - B.2, C.1, and G.1 hold. Then, in \( \mathbb{L}_1 \), it holds that

\[
\lim_{t,N \to \infty} \|\nabla_{\theta} \tilde{\mathcal{L}}^{i,N}(\theta^{i,N}_t)\| = \lim_{t,N \to \infty} \|\nabla_{\theta} \tilde{\mathcal{L}}^N(\theta^N_t)\| = 0.
\]

Suppose, in addition, that \( \Theta_0 = \{\theta \in \mathbb{R}^p : \nabla_{\theta} \tilde{\mathcal{L}}(\theta) = 0\} = \{\theta_0\} \). Then, in \( \mathbb{L}_1 \), it also holds that

\[
\lim_{t,N \to \infty} \|\nabla_{\theta} \tilde{\mathcal{L}}^{i,N}(\theta^{i,N}_t)\| = \lim_{t,N \to \infty} \|\nabla_{\theta} \tilde{\mathcal{L}}^N(\theta^N_t)\| = 0
\]
Theorem 3.2∗. Assume that Conditions A.1, B.1 - B.2, C.1, E.1 - E.2, F.2, and G.1 - G.2 hold. Then, for sufficiently large $t$, and for $N \geq 1$, $1 \leq i \leq N$, there exist positive constants $K_{θ_1,i}^1, K_{θ_2,i}^1, K_{θ_3,i}^1, K_{θ_4,i}^1$, such that

$$
\mathbb{E}_{θ_0} \left[ ||θ_t^N - θ_0||^2 \right] \leq \left( K_{θ_1,i}^1 + K_{θ_2,i}^1 \right) γ_t + K_{θ_3,i}^1 α(N) + \frac{K_{θ_4,i}^1}{N^2},
$$

$$
\mathbb{E}_{θ_0} \left[ ||θ_t^N - θ_0||^2 \right] \leq \left( K_{θ_1,i}^1 + \frac{K_{θ_2,i}^1}{N^2} \right) γ_t + K_{θ_3,i}^1 α(N) + \frac{K_{θ_4,i}^1}{N^2},
$$

where $α : \mathbb{N} \rightarrow \mathbb{R}_+$ is the function defined in (3.1).

3.2.3. Discussion. Let us briefly compare the results obtained in Case I (Theorems 2.1 - 2.2 and Theorems 2.1∗ - 2.2∗) and Case II (Theorems 3.1 - 3.2 and Theorems 3.1∗ - 3.2∗). As noted previously, the online parameter estimates in both of these cases follow the same update equations; the only difference is in the assumed form of the data-generating model. We thus expect that the results obtained in these two cases will be similar, if not identical.

In particular, in Case II (Theorem 3.2∗ and Theorems 3.1∗ - 3.2∗), this is indeed seen to be the case.

In particular, Theorem 2.1 and Theorem 3.1∗ establish that, regardless of the data-generating mechanism, the online parameter estimates generated via (2.7) - (2.8) and (2.11) - (2.12) converge to the stationary points of $\tilde{L}(θ)$ as $N \rightarrow ∞$ and $t \rightarrow ∞$. Meanwhile, Theorem 2.2∗ and Theorem 3.2∗ establish $L^2$ convergence to the true parameter $θ_0$. It is worth noting that there is a difference between the rates established in Theorem 2.2∗ and Theorem 3.2∗. In particular, in Case II (Theorem 3.2∗) there is an additional $O(N^{-\frac{1}{2}})$ term. We can interpret this term as a penalty for the mismatch between the asymptotic likelihood function implied by the data-generating model in Case II, namely the IPS (1.3), and the asymptotic likelihood function of the limiting McKean-Vlasov SDE (1.1).

4. Proof of Main Results. In this section, we provide proofs of our main results. Many of these proofs will rely on additional auxiliary lemmas; in the interest of brevity, the statements and proofs of these lemmas have been deferred to the appendices.

4.1. Offline Parameter Estimation. We first provide proofs of our results in the offline case, namely Theorem 1.1 and Theorem 1.2.

4.1.1. Proof of Theorem 1.1. We begin by establishing consistency of the offline MLEs $\hat{θ}_t^N$ (Case I) and $\hat{θ}_i^N$ (Case II) as $N \rightarrow ∞$. In the interest of brevity, we will provide full details of the proof for $\hat{θ}_t^N$ (Case II), noting that essentially identical arguments can be used for $\hat{θ}_t^N$ (Case I).²

We should emphasise that, throughout this proof, the value of $t$ will be fixed and finite. This being said, our method of proof will broadly follow the classical approach for establishing strong consistency of the MLE in a different asymptotic regime, namely, in the limit as $t \rightarrow ∞$ (e.g., [15]). Since we consider an entirely different asymptotic regime, however, at times we

²In particular, the arguments in this proof remain valid if we replace, e.g., $(x_{s,t}^N)_{s \in [0,t]}$ by $(x_s^i)_{s \in [0,t]}$ and $(μ_s^N)_{s \in [0,t]}$ by $(μ_s^i)_{s \in [0,t]}$, since all of the required properties (e.g., uniformly bounded moments) hold both for the McKean-Vlasov SDE and the IPS.
follows, by definition of the log-likelihood, that 

$$\lim_{N \to \infty} \frac{\text{d}\mathbb{P}_{t,N}^\theta}{\text{d}\mathbb{P}_{t,N}^{\hat{\theta}_t^N}} \geq \frac{\text{d}\mathbb{P}_{t,N}^{\theta}}{\text{d}\mathbb{P}_{t,N}^{\hat{\theta}_t^N}} \text{ a.s.}$$

for all $\hat{\theta} \in \Theta$. We thus have, setting $\tilde{\theta} = \theta_0$, that $\text{d}\mathbb{P}_{t,N}^\theta / \text{d}\mathbb{P}_{t,N}^{\theta_0} \geq 1$ a.s., from which it follows, by definition of the log-likelihood, that

$$\mathcal{L}_t^N(\hat{\theta}_t^N) = \frac{1}{N} \sum_{i=1}^{N} \left[ \int_0^t \langle G(\theta, x_s^{i,N}, \mu_s^N, \mu_s^N), dw_s^i \rangle_{\theta = \hat{\theta}_t^N} - \frac{1}{2} \int_0^t \left\| G(\hat{\theta}_t^N, x_s^{i,N}, \mu_s^N, \mu_s^N) \right\|^2 \, ds \right]$$

$$\geq 0 \text{ a.s.}$$

It follows straightforwardly that

$$\frac{1}{N} \sum_{i=1}^{N} \int_0^t \langle G(\theta, x_s^{i,N}, \mu_s^N, \mu_s^N), dw_s^i \rangle_{\theta = \hat{\theta}_t^N} \geq \frac{1}{2N} \sum_{i=1}^{N} \int_0^t \left\| G(\hat{\theta}_t^N, x_s^{i,N}, \mu_s^N, \mu_s^N) \right\|^2 \, ds \geq 0.$$ 

In addition, by Lemma B.1, we have that $\frac{1}{N} \sum_{i=1}^{N} \int_0^t \langle G(\theta, x_s^{i,N}, \mu_s^N, \mu_s^N), dw_s^i \rangle_{\theta = \hat{\theta}_t^N} \xrightarrow{\mathbb{P}} 0$ as $N \to \infty$. Thus, taking the limit as $N \to \infty$, we have

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \int_0^t \left\| G(\hat{\theta}_t^N, x_s^{i,N}, \mu_s^N, \mu_s^N) \right\|^2 \, ds \xrightarrow{\mathbb{P}} 0.$$ 

We next observe, making use of the Cauchy-Schwarz inequality, that

$$\left| \frac{1}{N} \sum_{i=1}^{N} \int_0^t \left\| G(\theta, x_s^{i,N}, \mu_s^N, \mu_s^N) \right\|^2 \, ds - \frac{1}{N} \sum_{i=1}^{N} \int_0^t \left\| G(\theta', x_s^{i,N}, \mu_s^N, \mu_s^N) \right\|^2 \, ds \right|$$

$$\leq \left[ \frac{1}{N} \sum_{i=1}^{N} \int_0^t \left\| G(\theta, x_s^{i,N}, \mu_s^N, \mu_s^N) - G(\theta', x_s^{i,N}, \mu_s^N, \mu_s^N) \right\|^2 \, ds \right]^{\frac{1}{2}}$$

$$\cdot \left[ \frac{1}{N} \sum_{i=1}^{N} \int_0^t \left\| G(\theta, x_s^{i,N}, \mu_s^N, \mu_s^N) + G(\theta', x_s^{i,N}, \mu_s^N, \mu_s^N) \right\|^2 \, ds \right]^{\frac{1}{2}}$$

$$\leq K ||\theta - \theta'|| \left[ \frac{1}{N} \sum_{i=1}^{N} \int_0^t \left( \frac{1}{N} \sum_{j=1}^{N} (1 + ||x_s^{i,N}||^q + ||x_s^{j,N}||^q) \right)^{\frac{1}{2}} \, ds \right]^{\frac{1}{2}}$$

$$\cdot \left[ \frac{2}{N} \sum_{i=1}^{N} \left[ \int_0^t \left\| G(\theta, x_s^{i,N}, \mu_s^N, \mu_s^N) \right\|^2 \, ds + \int_0^t \left\| G(\theta', x_s^{i,N}, \mu_s^N, \mu_s^N) \right\|^2 \, ds \right]^{\frac{1}{2}} \right]^{\frac{1}{2}}$$
where in the final line we have used Conditions C.1(i) - C.1(ii). In addition, the uniform moment bounds on the IPS (Proposition A.1), which follow from Condition A.1, together with Condition C.1(ii), imply that all terms on the RHS of this inequality are bounded. It follows immediately that the function \( \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t} \left| G(\theta, x_{s}^{i,N}, \mu_{s}^{N}, \mu_{s}^{N}) \right|^2 ds \) is Lipschitz continuous in \( \theta \), uniformly in \( N \). Combining this with (4.1), we have that, as \( N \to \infty \),

\[
\hat{\theta}_{t}^{N} \overset{P}{\rightarrow} D_{t}^{N} = \left\{ \theta \in \Theta : \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t} \left| G(\theta, x_{s}^{i,N}, \mu_{s}^{N}, \mu_{s}^{N}) \right|^2 ds = 0 \right\}
\]

by which we we mean more precisely that \( \inf_{\theta \in D_{t}} \| \hat{\theta}_{t}^{N} - \theta \| \overset{P}{\to} 0 \) as \( N \to \infty \). It remains to observe that, by a repeated application of the McKean-Vlasov Law of Large Numbers (Proposition A.5), as \( N \to \infty \), and for all \( t > 0 \), we have

\[
D_{t}^{N} \overset{P}{\rightarrow} D_{t} = \left\{ \theta \in \Theta : \int_{0}^{t} \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} G(\theta, x, \mu_{s}, \mu_{s}) \mu_{s}(dx) \right] ds = 0 \right\} = \{ \theta_{0} \},
\]

where in the second equality we have also made use of the identifiability condition in Condition D.1. It follows immediately, combining (4.2) and (4.3) that, for all fixed \( t > 0 \), as \( N \to \infty \), \( \hat{\theta}_{t}^{N} \overset{P}{\rightarrow} \theta_{0} \).

### 4.1.2. Proof of Theorem 1.2

The proof of this theorem, similarly to the previous proof, combines well known techniques used to establishing strong consistency of the MLE as \( t \to \infty \) (e.g., [69]) with ideas relevant to the asymptotic regime as \( N \to \infty \) (e.g., [62]). Once again, we emphasise that throughout this proof the value of \( t \) will be fixed and finite, and we will consider the limit only as \( N \to \infty \).

**Proof.** We begin by considering a Taylor expansion of \( \nabla_{\theta} L_{t}^{N}(\theta) \) around the true value of the parameter \( \theta = \theta_{0} \), viz,

\[
0 = \nabla_{\theta} L_{t}^{N}(\hat{\theta}_{t}^{N}) = \nabla_{\theta} L_{t}^{N}(\theta_{0}) + (\hat{\theta}_{t}^{N} - \theta_{0}) \nabla_{\theta}^{2} L_{t}(\hat{\theta}_{t}^{N})
\]

where \( \hat{\theta}_{t}^{N} \) is point in the segment connecting \( \hat{\theta}_{t}^{N} \) and \( \theta_{0} \). The validity of this expansion is based on the sample path continuity of the log-likelihood and its derivatives. It follows that

\[
N^{\frac{1}{2}} (\hat{\theta}_{t}^{N} - \theta_{0}) \nabla_{\theta}^{2} L_{t}^{N}(\hat{\theta}_{t}^{N}) = -N^{\frac{1}{2}} \nabla_{\theta} L_{t}^{N}(\theta_{0})
\]

To deal with the terms in this equation, we will rely extensively on a multivariate version of Rebolledo’s Central Limit Theorem [98], as stated in [62, Corollary to Theorem 2]. Let us begin by considering the RHS. First observe that

\[
N^{\frac{1}{2}} \nabla_{\theta} L_{t}^{N}(\theta_{0}) = N^{-\frac{1}{2}} \sum_{i=1}^{N} \int_{0}^{t} \left\langle \nabla_{\theta} B(\theta_{0}, x_{s}^{i,N}, \mu_{s}^{N}), dw_{s}^{i} \right\rangle
\]

\[
+ N^{-\frac{1}{2}} \sum_{i=1}^{N} \int_{0}^{t} \nabla_{\theta} B(\theta_{0}, x_{s}^{i,N}, \mu_{s}^{N}) G(\theta_{0}, x_{s}^{i,N}, \mu_{s}^{N}, \mu_{s}^{N}) ds
\]

\[
= N^{-\frac{1}{2}} \sum_{i=1}^{N} \int_{0}^{t} \left\langle \nabla_{\theta} B(\theta_{0}, x_{s}^{i,N}, \mu_{s}^{N}), dw_{s}^{i} \right\rangle
\]
where in the second line we have used the fact that, by definition, $G(\theta_0, \cdot) = 0$ is identically equal to zero. It follows, using also Condition C.1(ii) (the polynomial growth property) and Proposition A.1 (uniform moment bounds for the solutions of the IPS), that for all $t \geq 0$, $(N^\frac{1}{2}\nabla_{\theta} L_{t}^{N}(\theta_0))_{N \in \mathbb{N}}$ is a sequence of local square integrable martingales, which implies that the first condition of [62, Corollary to Theorem 2] is satisfied.

Next, observe that the process $(N^\frac{1}{2}\nabla_{\theta} L_{t}^{N}(\theta))_{t \geq 0}$ is continuous (in time), and thus the second condition of [62, Corollary to Theorem 2] (the Lindeberg condition) is satisfied. Finally, we have that, for all $k, l = 1, \ldots, p$, as $N \to \infty$,

$$
\langle [N^\frac{1}{2}\nabla_{\theta} L_{t}^{N}(\theta_0)]_{k}, [N^\frac{1}{2}\nabla_{\theta} L_{t}^{N}(\theta_0)]_{l} \rangle
$$

$$
= \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t} [\nabla_{\theta} B(\theta_0, x_{s}^{i,N}, \mu_{s}^{N})]_{k} [\nabla_{\theta} B(\theta_0, x_{s}^{i,N}, \mu_{s}^{N})]_{l} ds
$$

(4.4)

$$
\overset{P}{\to} \int_{0}^{t} \left[ \int_{\mathbb{R}^{d}} [\nabla_{\theta} B(\theta_0, x, \mu_{s})]_{k} [\nabla_{\theta} B(\theta_0, x, \mu_{s})]_{l} \mu_{s}(dx) \right] ds = [I_{t}(\theta_0)]_{kl},
$$

where in the final line, we have used a repeated application of the weak law of large numbers for the empirical distribution of the IPS (Proposition A.5), and the definition of $I_{t}(\theta)$ (see Condition D.2). Thus, the final condition in [62, Corollary to Theorem 2] is satisfied. It follows from this result that

$$
-N^\frac{1}{2}\nabla_{\theta} L_{t}^{N}(\theta_0) \overset{D}{\to} N_{p}(0, I_{t}(\theta_0)).
$$

It remains to prove that $\nabla_{\theta}^2 L_{t}^{N}(\theta_0) \overset{P}{\to} -I_{t}(\theta_0)$. In fact, since $\hat{\theta}_{t}^{N} \stackrel{P}{\to} \theta_{0}$ as $N \to \infty$ by Theorem 1.1, the continuity of $\{\nabla_{\theta}^2 L_{t}^{N}(\cdot)\}_{N \in \mathbb{N}}$ in $\theta$ implies that this limit holds provided we can establish that $\nabla_{\theta}^2 L_{t}^{N}(\theta_0) \overset{P}{\to} -I_{t}(\theta_0)$. To do so, let us begin with the observation, via a simple calculation, we have that

$$
[\nabla_{\theta}^2 L_{t}^{N}(\theta_0)]_{kl} = \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t} [\nabla_{\theta}^2 B(\theta_0, x_{s}^{i,N}, \mu_{s}^{N})]_{kl} dw_{s}^{i}
$$

$$
- \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t} [\nabla_{\theta} B(\theta_0, x_{s}^{i,N}, \mu_{s}^{N})][\nabla_{\theta} B(\theta_0, x_{s}^{i,N}, \mu_{s}^{N})] ds
$$

(4.5)

Arguing as in the proof of Lemma B.1 (see Appendix B), we can show that, as $N \to \infty$, we have

$$
\frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t} \nabla_{\theta}^2 B(\theta_0, x_{s}^{i,N}, \mu_{s}^{N}) dw_{s}^{i} \overset{P}{\to} 0.
$$

Moreover, we have already established, c.f. (4.4), that, as $N \to \infty$, we have

$$
\frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t} [\nabla_{\theta} B(\theta_0, x_{s}^{i,N}, \mu_{s}^{N})][\nabla_{\theta} B(\theta_0, x_{s}^{i,N}, \mu_{s}^{N})] ds \overset{P}{\to} [I_{t}(\theta_0)]_{kl}.
$$

(4.6)

It follows, substituting (4.6) - (4.7) into (4.5), that $\nabla_{\theta}^2 L_{t}^{N}(\theta_0) \overset{P}{\to} -I_{t}(\theta_0)$ as $N \to \infty$. By our previous remarks, this completes the proof.
4.2. Online Parameter Estimation. We now provide proofs of our main results in the online case; namely Theorems 2.1 - 2.2, 2.1* - 2.2*, 3.1 - 3.2, and 3.1* - 3.2*.

Before we proceed, it will be necessary to introduce some additional notation. As in Section 2.1, we will write \((x_t^i)_{t \geq 0}\) for a solution of the McKean-Vlasov SDE (1.1), where the Brownian motion \((w_t)_{t \geq 0}\) is replaced by \((w_t^i)_{t \geq 0}\). We will still write \((\mu_t)_{t \geq 0}\) for the law of this solution. We also now write

\[
\mathcal{L}_t^i(\theta) = \int_0^t L(\theta, x_s^i, \mu_s^\theta, \mu_s) \, ds + \int_0^t \langle G(\theta, x_s^i, \mu_s^\theta, \mu_s), dw_s^i \rangle.
\]

(4.8)

In addition, we now define \(\hat{x}_t^N = (x_1^{1,N}, \ldots, x_t^{N,N})^T \in (\mathbb{R}^d)^N\), the process consisting of the concatenation of the \(N\) solutions of the IPS (1.3). This process is the solution of the following SDE on \((\mathbb{R}^d)^N\)

\[
d\hat{x}_t^N = \hat{B}(\theta, \hat{x}_t^N)\, dt + d\hat{w}_t^N,
\]

where \(\hat{w}_t^N\) is a \((\mathbb{R}^d)^N\)-valued Brownian motion, and the function \(\hat{B}(\theta, \cdot) : (\mathbb{R}^d)^N \to (\mathbb{R}^d)^N\) is of the form \(\hat{B}(\theta, \hat{x}^N) = (\hat{B}^{1,N}(\theta, \hat{x}^N), \ldots, \hat{B}^{N,N}(\theta, \hat{x}^N))^T\), where, for \(i = 1, \ldots, N\), \(\hat{B}^{i,N}(\theta, \cdot) : (\mathbb{R}^d)^N \to \mathbb{R}\) is defined according to

\[
\hat{B}^{i,N}(\theta, \hat{x}^N) = b(\theta, x_i^{1,N}) + \frac{1}{N} \sum_{j=1}^N \phi(\theta, x_i^{1,N}, x_j^{1,N}).
\]

It will also be useful to define the functions \(\hat{G}^{i,N}(\theta, \cdot) : (\mathbb{R}^d)^N \to \mathbb{R}^d\) and \(\hat{L}^{i,N}(\theta, \cdot) : (\mathbb{R}^d)^N \to \mathbb{R}\) according to \(\hat{G}^{i,N}(\theta, \hat{x}^N) = \hat{B}^{i,N}(\theta, \hat{x}^N) - \hat{B}^{i,N}(\theta_0, \hat{x}^N)\) and \(\hat{L}^{i,N}(\theta, \hat{x}) = -\frac{1}{2} \langle \hat{G}^{i,N}(\theta, \hat{x}^N) \rangle^2\).

Finally, we will write \(\hat{\mu}_t^N = \mathcal{L}(\hat{x}_t^N)\) to denote the law of \(\hat{x}_t^N = (x_1^{1,N}, \ldots, x_t^{N,N})\).

4.2.1. Proof of Theorem 2.1, Theorem 2.1*, Theorem 3.1, and Theorem 3.1*. We first turn our attention to our \(\mathbb{L}^1\) convergence results. We will focus, in particular, on the proofs of Theorems 3.1 and 3.1*, later demonstrating how the same approach can be used to obtain Theorems 2.1 and 2.1*.

Proof. Using the triangle inequality, we can decompose \(\hat{L}(\theta_t^{i,N})\), the approximate asymptotic log-likelihood of the McKean-Vlasov SDE evaluated at the online parameter estimates generated by the IPS, as

\[
\left|\nabla_{\theta} \hat{L}(\theta_t^{i,N})\right| \leq \left|\nabla_{\theta} \hat{L}(\theta_t^{i,N}) - \frac{1}{t} \nabla_{\theta} \hat{L}_t^i(\theta_t^{i,N})\right| + \left|\frac{1}{t} \nabla_{\theta} \hat{L}_t^i(\theta_t^{i,N}) - \frac{1}{t} \nabla_{\theta} \hat{L}_t^{i,N}(\theta_t^{i,N})\right|
\]

\[
\rightarrow 0 \text{ as } t \to \infty \quad \forall N \in \mathbb{N} \text{ by Lemma 4.1}
\]

\[
\rightarrow 0 \text{ as } N \to \infty \quad \forall t \in \mathbb{R}_+ \text{ by Lemma 4.4}
\]

\[
+ \left|\frac{1}{t} \nabla_{\theta} \hat{L}_t^{i,N}(\theta_t^{i,N}) - \frac{1}{t} \nabla_{\theta} \hat{L}_t^{i,N}(\theta_t^{i,N})\right| + \left|\frac{1}{t} \nabla_{\theta} \hat{L}_t^{i,N}(\theta_t^{i,N}) - \nabla_{\theta} \hat{L}_t^{i,N}(\theta_t^{i,N})\right|
\]

\[
\rightarrow 0 \text{ as } N \to \infty \quad \forall t \in \mathbb{R}_+ \text{ by Lemma 4.3}
\]

\[
\rightarrow 0 \text{ as } t \to \infty \quad \forall N \in \mathbb{N} \text{ by Lemma 4.2}
\]

(4.10)

\[
\rightarrow 0 \text{ as } t \to \infty \quad \forall N \in \mathbb{N} \text{ by Lemma 4.5}
\]
or, almost identically, as
\[
\| \nabla_{\theta} \tilde{\mathcal{L}}(\theta_{i}^{N}) \| \leq \| \nabla_{\theta} \tilde{\mathcal{L}}(\theta_{i}^{N}) - \frac{1}{t} \nabla_{\theta} \mathcal{L}_{i}^{N}(\theta_{i}^{N}) \| + \| \frac{1}{t} \nabla_{\theta} \mathcal{L}_{i}^{N}(\theta_{i}^{N}) - \theta_{i}^{N} \nabla_{\theta} \tilde{\mathcal{L}}^{N}(\theta_{i}^{N}) \| \\
\quad \rightarrow 0 \text{ as } t \rightarrow \infty \quad \forall N \in \mathbb{N} \text{ by Lemma 4.1}
\]
\[
\| \nabla_{\theta} \tilde{\mathcal{L}}(\theta_{i}^{N}) \| \leq \| \nabla_{\theta} \tilde{\mathcal{L}}(\theta_{i}^{N}) - \frac{1}{t} \nabla_{\theta} \mathcal{L}_{i}^{N}(\theta_{i}^{N}) \| + \| \frac{1}{t} \nabla_{\theta} \mathcal{L}_{i}^{N}(\theta_{i}^{N}) - \theta_{i}^{N} \nabla_{\theta} \tilde{\mathcal{L}}^{N}(\theta_{i}^{N}) \| \\
\quad \rightarrow 0 \text{ as } N \rightarrow \infty \quad \forall t \in \mathbb{R}_{+} \text{ by Lemma 4.4}
\]
\[
\| \nabla_{\theta} \tilde{\mathcal{L}}^{N}(\theta_{i}^{N}) \| \\
\quad \rightarrow 0 \text{ as } N \rightarrow \infty \quad \forall t \in \mathbb{R}_{+} \text{ by Lemma 4.3}
\]
\[
\| \nabla_{\theta} \tilde{\mathcal{L}}^{N}(\theta_{i}^{N}) \| \\
\quad \rightarrow 0 \text{ as } t \rightarrow \infty \quad \forall N \in \mathbb{N} \text{ by Lemma 4.2}
\]

(4.11)

where \( \tilde{\mathcal{L}}(\theta) \) is defined in (2.10), \( \tilde{\mathcal{L}}[i,N](\theta) \) and \( \tilde{\mathcal{L}}^{[N]}(\theta) \) are defined in (2.9), and \( \tilde{\mathcal{L}}^{i,N}(\theta) \) and \( \tilde{\mathcal{L}}^{N}(\theta) \) are defined in (2.13).

In both (4.10) and (4.11), the final limit holds a.s.. This proves Theorem 3.1. Meanwhile, all of the limits hold in \( L^{1} \). This proves the first statement in Theorem 3.1*. Now suppose that \( \Theta_{0} = \{ \theta : \nabla_{\theta} \tilde{\mathcal{L}}(\theta) = 0 \} = \{ \theta_{0} \} \). Then, from the previous result, we have \( \theta_{i}^{N} \rightarrow \theta_{0} \) in \( L^{1} \). By continuity, it follows immediately that \( \| \nabla_{\theta} \tilde{\mathcal{L}}(\theta_{i}^{N}) \| \rightarrow \nabla_{\theta} \tilde{\mathcal{L}}(\theta_{0}) = 0 \) in \( L^{1} \), using the definition of \( \tilde{\mathcal{L}}(\theta) \) in (2.4). This proves the second statement in Theorem 3.1*.

Theorem 2.1 and 2.1* are proved in the same fashion. In this case, in (4.10) and (4.11), we must now replace \( \theta_{i}^{N} \) by \( \theta_{i}^{[i,N]} \), \( \mathcal{L}_{i}^{[i,N]}(\cdot) \), and \( \tilde{\mathcal{L}}^{[i,N]}(\cdot) \) by \( \tilde{\mathcal{L}}^{[i,N]}(\cdot) \) in (4.10), and \( \theta_{i}^{N} \) by \( \theta_{i}^{[N]} \), \( \mathcal{L}_{i}^{[N]}(\cdot) \), and \( \tilde{\mathcal{L}}^{[N]}(\cdot) \) by \( \tilde{\mathcal{L}}^{[N]}(\cdot) \) in (4.11). The third term in (4.10) and (4.11) now vanishes entirely. The limits for the remaining terms in (4.10) and (4.11), established in Lemmas 4.1, 4.2, 4.4, and 4.5 all still hold. Thus, arguing as above, we obtain the claimed results.

Before we proceed to the proofs of Lemmas 4.1 - 4.5, let us provide a brief high level overview of these results. We note that the proofs of these Lemmas will rely on several auxiliary results. The statements and proofs of these results can be found in A and C.

(i) In Lemmas 4.1 and 4.2, we establish the existence of \( \tilde{\mathcal{L}}(\theta) \), \( \tilde{\mathcal{L}}^{i,N}(\theta) \), and \( \tilde{\mathcal{L}}^{N}(\theta) \), as well as their derivatives. We provide explicit expressions for these functions in terms of the unique invariant measure of the McKean-Vlasov SDE or the IPS, and prove appropriate convergence results as \( t \rightarrow \infty \) (both a.s. and in \( L^{1} \)).

(iii) In Lemma 4.3, we prove that, for all \( t \geq 0 \), the gradient of the particle based approximation of the log-likelihood of the McKean-Vlasov SDE, as defined in (2.2), converges to the gradient of the log-likelihood of the IPS as \( N \rightarrow \infty \) (in \( L^{1} \)). We also provide \( L^{1} \) convergence rates. The proof of this result relies on classical uniform-in-time propagation of chaos results [19, 81].

(iv) In Lemma 4.4, we prove that, for all \( t \geq 0 \), the gradient of the particle based approximation of the log-likelihood of the McKean-Vlasov SDE in (2.2) converges to the gradient of the ‘approximate’ log-likelihood of the McKean-Vlasov SDE in (4.8) as \( N \rightarrow \infty \) (in \( L^{1} \)). We also provide \( L^{1} \) convergence rates. The proof relies on existing results on the convergence of the empirical law of the McKean-Vlasov SDE [43].

(vi) In Lemma 4.5, we establish that, for all \( N \in \mathbb{N} \), the gradient of the asymptotic log-likelihood of the IPS, evaluated at the relevant online parameter updates, converges
to zero as $t \to \infty$ (both a.s. and in $L^1$). This result can be seen as a generalisation of [104, Theorem 2.4].

**Lemma 4.1.** Assume that Conditions A.1, B.1 - B.2, and C.1 hold. Then the processes $\frac{1}{t} \nabla^k \mathcal{L}^i_t(\theta)$, $k = 0, 1, 2$, converge, both a.s. and in $L^1$, to the functions

$$\nabla^k \tilde{\mathcal{L}}^i_t(\theta) = \int_{\mathbb{R}^d} \nabla^k L(\theta, x, \mu_\infty, \mu_\infty) \mu_\infty(dx).$$

**Proof.** We will prove Lemma 4.1 for the function $\mathcal{L}^i_t(\cdot)$, in the case $k = 0$. The results for $k = 1, 2$ are proved similarly. Let us begin by recalling the definition of $\frac{1}{t} \mathcal{L}^i_t(\theta)$, viz

$$\frac{1}{t} \mathcal{L}^i_t(\theta) = \frac{1}{t} \int_0^t L(\theta, x^i_s, \mu_s, \mu_s) ds + \frac{1}{t} \int_0^t \langle G(\theta, x^i_s, \mu_s, \mu_s), dw^i_s \rangle$$

We will first consider the first term on the RHS. We will characterise the asymptotic behaviour of this term via the following decomposition

$$\frac{1}{t} \int_0^t L(\theta, x^i_s, \mu_s, \mu_s) ds = \frac{1}{t} \int_0^t \left[ L(\theta, x^i_s, \mu_s, \mu_s) - L(\theta, x^i_s, \mu_\infty, \mu_\infty) \right] ds$$

$$+ \frac{1}{t} \int_0^t L(\theta, x^i_s, \mu_\infty, \mu_\infty) ds$$

(4.12)

where $\mu_\infty$ is the unique invariant measure of $(x_t)_{t \geq 0}$, which exists as a consequence of Proposition A.3 (see Appendix A). We begin with the observation that, as $t \to \infty$, we have

$$\frac{1}{t} \int_0^t \left[ L(\theta, x^i_s, \mu_s, \mu_s) - L(\theta, x^i_s, \mu_\infty, \mu_\infty) \right] ds \xrightarrow{a.s.} 0$$

(4.13)

the former by Proposition A.3 (see Appendix A) and the latter by an appropriate version of the ergodic theorem (e.g., [99, Chapter X]). Let us now demonstrate that $I_{1,1}^N(\theta, t)$ also converges to zero in $L^1$. Using Condition C.1, Proposition A.1 (moment bounds for the McKean-Vlasov SDE), Proposition A.3 (the exponential contractivity of the McKean-Vlasov SDE), and Proposition A.2 (moment bounds for the invariant measure of the McKean-Vlasov SDE), we have

$$\| L(\theta, x^i_s, \mu_s, \mu_s) - L(\theta, x^i_s, \mu_\infty, \mu_\infty) \| \leq K_0 \left[ 1 + ||x^i_s||^q \right] e^{-\lambda_0 s}$$

Regarding the results for $k = 1, 2$, we note that the processes $\frac{1}{t} \nabla^k \mathcal{L}^i_t(\theta)$, and hence also $\nabla^k \tilde{\mathcal{L}}^i_t(\theta)$, exist due to Condition C.1. With this established, the proof when $k = 1, 2$ is almost identical to the proof when $k = 0.$
where $\lambda_\theta = \alpha_{\theta_0} - 2L_{\theta_0,2} > 0$, and $\alpha_{\theta_0}, \lambda_\theta > 0$ are the constants defined in Condition B.2. It follows, making use once more of Proposition A.1, and allowing the value of the constant to increase between inequalities, that

$$
\mathbb{E}_{\theta_0}[|I_{1,1}^N(t)|] \leq \frac{1}{t} \int_0^t K_{\theta_0} (1 + \mathbb{E}_{\theta_0}[|I_x^t|^q]) e^{-\lambda_\theta t} ds \leq \frac{K_{\theta_0}}{t} \int_0^t e^{-\lambda_\theta s} ds \leq \frac{K_{\theta_0}(1 - e^{-\lambda_\theta t})}{\lambda_\theta t},
$$

so that the convergence of $I_{1,1}^N(\theta, t)$ to zero does also hold in $\mathbb{L}^1$. We thus have, substituting (4.13) into (4.12), that $I_{1,1}^N(\theta, t) \rightarrow \mathcal{L}(\theta)$, both a.s. and in $\mathbb{L}^1$.

We now turn our attention $I_{2}^N(\theta, t)$. Using the Itô’s isometry, Condition C.1(ii) (the polynomial growth of $B$ and therefore also $G$), Proposition A.1 (the bounded moments of the McKean-Vlasov SDE), and Lemma C.1 (the asymptotic growth rate of the moments of the McKean-Vlasov SDE), we have

$$
\mathbb{E}_{\theta_0} \left[ \int_0^t |G(\theta, x_s^t, \mu_s, \mu_s), dw_s^t| \right]^2 = \mathbb{E}_{\theta_0} \left[ \int_0^t ||G(\theta, x_s^t, \mu_s, \mu_s)||^2 ds \right] \\
\leq \mathbb{E}_{\theta_0} \left[ \int_0^t K \left( 1 + ||x_s^t||^q + \mu_s(|| \cdot ||^q) \right) ds \right] \leq K_{\theta_0} t \left( 1 + \sqrt{t} \right)
$$

where, in the final inequality, we have once more made explicit the dependence of the constant $K_{\theta_0}$ on the true parameter $\theta_0$. It follows that for each $\theta \in \mathbb{R}^p$,

$$
\mathbb{E}_{\theta_0} \left[ \frac{1}{t} |G(\theta, x_s, \mu_s, dw_s)|^2 \right] \leq \frac{K_{\theta_0}(1 + \sqrt{t})}{t},
$$

and so this term converges in $\mathbb{L}^2$ (and hence $\mathbb{L}^1$) to zero.

It remains only to demonstrate a.s. convergence of this term to zero. To do so, consider the local martingale

$$
M_t = \int_0^t \frac{1}{s} \langle G(\theta, x_s^t, \mu^t_s, \mu_s), dw_s^t \rangle \\
= \frac{1}{t} \int_0^t \langle G(\theta, x_s^t, \mu^t_s, \mu_s), dw_s^t \rangle + \int_0^t \frac{1}{s^2} \left[ \int_0^s \langle G(\theta, x_s^t, \mu^t_s, \mu_s), dw_u^t \rangle \right] ds,
$$

where the second equality follows from Itô’s Lemma. Using the Itô isometry, Condition C.1(ii) (the polynomial growth of $G$), and Proposition A.1 (the bounded moments of the McKean-Vlasov SDE), and arguing as above, we have

$$
\sup_{t > 0} \mathbb{E}_{\theta_0} [M_t^2] = \mathbb{E}_{\theta_0} \left[ \int_0^{\infty} \frac{1}{s^2} \mathbb{E}_{\theta_0} \left[ ||G(\theta, x_s^t, \mu^t_s, \mu_s)||^2 \right] ds \right] \\
\leq K_{\theta_0} \left[ \int_0^{\infty} \frac{1}{s^2} \left( 1 + \mathbb{E}_{\theta_0}[ ||x_s^t||^q ] \right) ds \right] < \infty.
$$

By Doob’s martingale convergence theorem [40], there thus exists a finite random variable $M_\infty$ such that $M_t \rightarrow M_\infty$ a.s. It follows immediately that $\frac{1}{t} \int_0^t \langle G(\theta, x_s^t, \mu^t_s, \mu_s), dw_u^t \rangle$ also converges
to zero a.s., as claimed. Putting everything together, we thus have that \( \frac{1}{t} \mathcal{L}_i^t(\theta) \) converges to \( \tilde{L}(\theta) \) both a.s. and in \( L^1 \) 

**Lemma 4.2.** Assume that Conditions A.1, B.1 - B.2, and C.1 hold. Then, for all \( N \in \mathbb{N} \), the processes \( \frac{1}{t} \nabla^k \mathcal{L}_i^{tN}(\theta) \) and \( \frac{1}{t} \nabla^k \mathcal{L}_i^{\hat{t}N}(\theta) \), \( m = 0, 1, 2 \), converge, both a.s. and in \( L^1 \), to the functions

\[
\nabla^k \tilde{L}^{iN} = \int_{(\mathbb{R}^d)^N} \nabla^k \tilde{L}^{iN}(\theta, \hat{x}^N) \hat{\mu}_\infty(d\hat{x}^N), \quad \nabla^k \tilde{L}^N = \frac{1}{N} \sum_{i=1}^N \nabla^k \tilde{L}^{iN}(\theta).
\]

**Proof.** We will begin by proving that the statement holds for the function \( \mathcal{L}_i^{tN}(\theta) \). The proof, in this case, is very similar to the proof of Lemma 4.1, with some simplifications. We will provide a sketch of the proof, signposting differences with the previous proof where necessary. As previously, we will only consider the case \( k = 0 \), with the results for \( k = 1, 2 \) proved analogously. We begin by recalling the definition of the function \( \tilde{L} \), which we now write in the form

\[
(4.14) \quad \frac{1}{t} \mathcal{L}_i^{tN}(\theta) = \frac{1}{t} \int_0^t \tilde{L}^{iN}(\theta, \hat{x}^N)ds + \frac{1}{t} \int_0^t \langle \tilde{G}^{iN}(\theta, \hat{x}^N), dw_i^s \rangle
\]

We begin with the first term on the RHS. By Proposition A.3, the IPS admits a unique invariant measure \( \hat{\mu}_\infty \in P((\mathbb{R}^d)^N) \). Thus, for all \( N \in \mathbb{N} \), by the ergodic theorem (e.g., [99, Chapter X]) we have that as \( t \rightarrow \infty \),

\[
\frac{1}{t} \int_0^t \tilde{L}^{iN}(\theta, \hat{x}^N) ds \xrightarrow{a.s.} \frac{1}{t} \int_0^t \tilde{L}^{iN}(\theta, \hat{x}^N) \hat{\mu}_\infty(d\hat{x}^N) = \tilde{L}^{iN}(\theta),
\]

It remains to bound the second term on the RHS of (4.14). We show that this term converges to zero a.s. and in \( L^1 \), and satisfies the required convergence rate, using essentially identical arguments to those used in the proof of Lemma 4.1. This concludes the proof. We now turn our attention to the function \( \mathcal{L}_i^N(\theta) \). The proof of the statements regarding this function now follows easily. In particular, using the definition of \( \mathcal{L}_i^N(\theta) \), c.f. (2.3), and the results above, we have

\[
\frac{1}{t} \mathcal{L}_i^N(\theta) = \frac{1}{t} \left[ \frac{1}{N} \sum_{i=1}^N \mathcal{L}_i^{tN}(\theta) \right] = \frac{1}{N} \left[ \frac{1}{t} \mathcal{L}_i^{tN}(\theta) \right] \xrightarrow{a.s.} \frac{1}{N} \sum_{i=1}^N \tilde{L}^{iN}(\theta) = \tilde{L}^N(\theta).
\]

**Lemma 4.3.** Assume that Conditions A.1, B.1 - B.2, and C.1 hold. Then, for all \( \theta \in \mathbb{R}^p \), for all \( t > 0 \), for all \( i = 1, \ldots, N \), we have, in \( L^1 \), that

\[
\lim_{N \rightarrow \infty} \left\| \frac{1}{t} \nabla^k \mathcal{L}_i^{tN}(\theta) \right\| = \left\| \frac{1}{t} \nabla^k \mathcal{L}_i^{[i,N]}(\theta) \right\| \quad \text{and} \quad \lim_{N \rightarrow \infty} \left\| \frac{1}{t} \nabla^k \mathcal{L}_i^{N}(\theta) \right\| = \left\| \frac{1}{t} \nabla^k \mathcal{L}_i^{[N]}(\theta) \right\|.
\]

In addition, there exists a positive constant \( K_{\theta_0} \) such that, for all \( \theta \in \mathbb{R}^p \), for all \( t > 0 \), for all \( N \in \mathbb{N} \), and for all \( i = 1, \ldots, N \),

\[
\mathbb{E}_{\theta_0} \left[ \left\| \frac{1}{t} \nabla^k \mathcal{L}_i^{tN}(\theta) - \frac{1}{t} \nabla^k \mathcal{L}_i^{[i,N]}(\theta) \right\| \right] \leq \frac{K_{\theta_0}}{\sqrt{N}} \left( 1 + \frac{1}{\sqrt{t}} \right),
\]

and this bound also holds if \( \mathcal{L}_i^{tN}(\cdot) \) and \( \mathcal{L}_i^{[i,N]}(\cdot) \) are replaced by \( \mathcal{L}_i^N(\cdot) \) and \( \mathcal{L}_i^{[N]}(\cdot) \).
We begin by seeking a bound for \( \mathbb{E}_\theta [I_2^1(\theta, t) - I_2^2(\theta, t)] \). Using Assumption C.1, Proposition A.1 (bounded moments of the McKean-Vlasov SDE and the IPS), and Proposition A.4 (uniform-in-time propagation-of-chaos), there exists a constant \( K_{\theta_0} > 0 \) (independent of \( \theta \)), such that

\[
\sup_{t \geq 0} \mathbb{E}_\theta \left[ \left\| \nabla_\theta G(\theta, x^{i,N}_t, \mu^N, \mu^N) - \nabla_\theta G(\theta, x^i_t, \mu^N_t, \mu^N_t) \right\|^2 \right] \\
\leq K_{\theta_0} \sup_{t \geq 0} \mathbb{E}_\theta \left[ \left\| x^i_t - x^{i,N}_t \right\|^2 + \|\theta^2(\mu^N_t, \mu^N_t)\right] \\
\leq \frac{K_{\theta_0}}{N}.
\]

It follows, using also the Itô isometry and Fubini’s Theorem, that for all \( \theta \in \mathbb{R}^p \), and for all \( t > 0 \),

\[
\mathbb{E}_\theta \left[ \left\| I_2^1(\theta, t) - I_2^2(\theta, t) \right\|^2 \right] \\
\leq \frac{K_{\theta_0}}{t^2} \int_0^t \mathbb{E}_\theta \left[ \left\| \nabla_\theta G(\theta, x^{i,N}_s, \mu^N_s, \mu^N_s) - \nabla_\theta G(\theta, x^i_s, \mu^N_t, \mu^N_t) \right\|^2 \right] ds \\
\leq \frac{K_{\theta_0}}{\sqrt{Nt}},
\]

and so, by the Hölder inequality,

\[
\mathbb{E}_\theta \left[ \left\| I_2^1(\theta, t) - I_2^2(\theta, t) \right\| \right] \\
\leq \frac{K_{\theta_0}}{\sqrt{Nt}}.
\]

In much the same fashion, we can obtain a bound for \( \mathbb{E}_\theta [I_1^1(\theta, t) - I_1^2(\theta, t)] \). We begin by noting that

\[
\sup_{t \geq 0} \mathbb{E}_\theta \left[ \left\| \nabla_\theta L(\theta, x^{i,N}_s, \mu^N_s, \mu^N_s) - \nabla_\theta L(\theta, x^i_s, \mu^N_t, \mu^N_t) \right\| \right] \\
= \sup_{t \geq 0} \mathbb{E}_\theta \left[ \left\| \nabla_\theta G(\theta, x^{i,N}_t, \mu^N_t, \mu^N_t) \right\| \\
\times \left\| G(\theta, x^{i,N}_t, \mu^N_t, \mu^N_t) - \nabla_\theta G(\theta, x^i_t, \mu^N_t, \mu^N_t) \right\| G(\theta, x^i_t, \mu^N_t, \mu^N_t) \right] \\
\leq \sup_{t \geq 0} \left[ \mathbb{E}_\theta \left[ \left\| Z_N \right\|^2 \right] \right] \cdot \mathbb{E}_\theta \left[ \left\| Y_N - Y_{[N]} \right\|^2 \right] + \mathbb{E}_\theta \left[ \left\| Y_{[N]} \right\|^2 \right] \cdot \mathbb{E}_\theta \left[ \left\| Z_N - Z_{[N]} \right\|^2 \right]
\]

where the final line follows from the triangle inequality and the Cauchy-Schwarz inequality. Now, using Condition C.1 (the polynomial growth of \( G \)) and Proposition A.1 (bounded moments of the McKean-Vlasov SDE and the IPS) for the two left-most inequalities, and arguing
as in (4.15) for the two right-most inequalities, there exist constants \( K_{\theta_0,1}, K_{\theta_0,2}, K_{\theta_0,3}, K_{\theta_0,4} > 0 \) (all independent of \( \theta \)), such that

\[
\begin{align*}
\sup_{t \geq 0} \mathbb{E}_{\theta_0} \left[ \left| \nabla \theta L(\theta, x_t^i, \mu_t^i, \mu_t^i) \right| \right] & \leq K_{\theta_0,1} \frac{K_{\theta_0,2}}{N} \\
\sup_{t \geq 0} \mathbb{E}_{\theta_0} \left[ \left| \nabla \theta L(\theta, x_t^i, \mu_t^i, \mu_t^i) - \nabla \theta L(\theta, x_t^i, \mu_t^i, \mu_t^i) \right| \right] & \leq K_{\theta_0,3} \\
\sup_{t \geq 0} \mathbb{E}_{\theta_0} \left[ \left| \nabla \theta L(\theta, x_t^i, \mu_t^i, \mu_t^i) - \nabla \theta L(\theta, x_t^i, \mu_t^i, \mu_t^i) \right| \right] & \leq K_{\theta_0,4} \frac{K_{\theta_0,2}}{N}.
\end{align*}
\]

Substituting (4.18) - (4.19) into the previous bound, we finally arrive at

\[
\sup_{t \geq 0} \mathbb{E}_{\theta_0} \left[ \left| \nabla \theta L(\theta, x_t^i, \mu_t^i, \mu_t^i) - \nabla \theta L(\theta, x_t^i, \mu_t^i, \mu_t^i) \right| \right] \leq K_{\theta_0,1} \left[ \frac{K_{\theta_0,2}}{N} \right]^2 + K_{\theta_0,3} \left[ \frac{K_{\theta_0,4}}{N} \right]^2
\]

and so, arguing similarly to (4.16), that for all \( t > 0 \),

\[
\mathbb{E}_{\theta_0} \left[ \left| I_{i,N}(\theta, \cdot) - I_{i,N}(\theta, t) \right| \right] \leq K_{\theta_0} \frac{K_{\theta_0,4}}{N}
\]

Combining inequalities (4.17) and (4.20), and making use of the triangle inequality one final time, we have that the desired result. This establishes convergence in \( L^1 \) as \( N \to \infty \), for all \( t > 0 \). It remains only to establish that the statements of the lemma also hold for \( L^N(\theta) \), which now follows almost trivially. We omit the calculations, which are essentially identical to those used at the end of the proof of Lemma 4.2.

**Lemma 4.4.** Assume that Conditions A.1, B.1 - B.2, and C.1 hold. Then, for all \( \theta \in \mathbb{R}^p \), for all \( t \geq 0 \), for all \( i = 1, \ldots, N \), we have, in \( L^1 \),

\[
\lim_{N \to \infty} \left| \frac{1}{t} \nabla \theta L_{i,N}(\theta) \right| = \left| \frac{1}{t} \nabla \theta L_i(\theta) \right| \quad \text{and} \quad \lim_{N \to \infty} \left| \frac{1}{t} \nabla \theta L_{i,N}(\theta) \right| = \left| \frac{1}{t} \nabla \theta L_i(\theta) \right|.
\]

In addition, there exists a positive constant \( K_{\theta_0} \) such that, for all \( \theta \in \mathbb{R}^p \), for all \( N \in \mathbb{N} \), and for all \( i = 1, \ldots, N \),

\[
\mathbb{E}_{\theta_0} \left[ \left| \frac{1}{t} \nabla \theta L_i(\theta) - \frac{1}{t} \nabla \theta L_{i,N}(\theta) \right| \right] \leq K_{\theta_0} \alpha(N) \left( 1 + \frac{1}{\sqrt{t}} \right),
\]

where the function \( \alpha : \mathbb{N} \to \mathbb{R}_+ \) is defined according to

\[
\alpha(N) = \begin{cases} 
N^{-\frac{1}{2}} & \text{if } d = 1 \\
N^{-\frac{1}{d}} \log(1 + N)^{\frac{1}{2}} & \text{if } d = 2 \\
N^{-\frac{1}{d}} & \text{if } d \geq 3.
\end{cases}
\]
Moreover, this bound also holds if $\mathcal{L}_t^{[i,N]}(\cdot)$ is replaced by $\mathcal{L}_t^{[N]}(\cdot)$.

Proof. The proof of this result is very similar to the proof of the previous result. We will just sketch the main details. Recall that

\[
\frac{1}{t} \nabla_\theta \mathcal{L}_t^{[i,N]}(\theta) = \frac{1}{t} \int_0^t \nabla_\theta L(\theta, x^i_s, \mu^i_s, \mu_2^i) \, ds + \frac{1}{t} \int_0^t \left\langle \nabla_\theta G(\theta, x^i_s, \mu^i_s, \mu_2^i), dw^i_s \right\rangle
\]

\[
\frac{1}{t} \nabla_\theta \mathcal{L}_t^i(\theta) = \frac{1}{t} \int_0^t \nabla_\theta L(\theta, x^i_s, \mu^i_s, \mu_s) \, ds + \frac{1}{t} \int_0^t \left\langle \nabla_\theta G(\theta, x^i_s, \mu^i_s, \mu_s), dw^i_s \right\rangle
\]

Using Assumption C.1 and Proposition A.1 (bounded moments of the McKean-Vlasov SDE), there exists a constant $K_{\theta_0} > 0$ (independent of $\theta$), such that

\[
\sup_{t \geq 0} E_{\theta_0} \left[ \left| \nabla_\theta G(\theta, x^i_t, \mu^i_t, \mu_2^i) - \nabla_\theta G(\theta, x^i_t, \mu_t, \mu_t) \right| \right] \leq K_{\theta_0} \sup_{t \geq 0} E_{\theta_0} \left[ \mathcal{W}_2(\mu^i_t, \mu_t) \right] \leq K_{\theta_0} \alpha(N)^2.
\]

where the final inequality follows from Theorem 1 in [43] (the rate of convergence of the empirical law of the McKean-Vlasov SDE to the true law of the McKean-Vlasov SDE). It follows, arguing as in Lemma 4.3, that

\[
E_{\theta_0} \left[ \left| I_{1}^{[i,N]}(\theta, t) - I_{1}^{i}(\theta, t) \right| \right] \leq K_{\theta_0} \alpha(N)^2, \quad E_{\theta_0} \left[ \left| I_{1}^{[i,N]}(\theta, t) - I_{1}^{i}(\theta, t) \right| \right] \leq K_{\theta_0} \alpha(N)^2.
\]

Combining these bounds, and using the triangle inequality, we obtain the stated bound for $\mathcal{L}_t^{[i,N]}(\cdot)$. The result for $\mathcal{L}_t^{[N]}(\cdot)$ follows by arguing as at the end of Lemma 4.2.

Lemma 4.5. Assume that Conditions A.1, B.1 - B.2, C.1, and G.1 hold. Then, for all $N \in \mathbb{N}$, we have, both almost surely and in $L^1$, that

\[
\lim_{t \to \infty} \left\| \nabla_\theta \tilde{\mathcal{L}}^{i,N}(\theta^i_t) \right\| = 0 \quad \text{and} \quad \lim_{t \to \infty} \left\| \nabla_\theta \tilde{\mathcal{L}}^{N}(\theta^N_t) \right\| = 0.
\]

Proof. We will prove the first statement of the lemma, with the second proved identically. We will use a modified version of the approach in [104], which itself is a continuous-time version of the approach first introduced in [8]. We will require the following additional notation. Define an arbitrary constant $\kappa > 0$, with $\lambda = \lambda(\kappa) > 0$ to be determined. Set $\sigma = 0$, and define the cycle of random stopping times $0 = \sigma_0 \leq \tau_1 \leq \sigma_1 \leq \tau_2 \leq \sigma_2 \leq \ldots$ via

\[
\tau_k = \inf \left\{ t > \sigma_{k-1} : \left\| \nabla_\theta \tilde{\mathcal{L}}^{i,N}(\theta^i_t) \right\| \geq \kappa \right\}
\]

\[
\sigma_k = \sup \left\{ t > \tau_k : \frac{1}{2} \left\| \nabla \tilde{\mathcal{L}}^{i,N}(\theta^i_{\tau_k}) \right\| \leq \left\| \nabla \tilde{\mathcal{L}}^{i,N}(\theta^i_t) \right\| \leq 2 \left\| \nabla \tilde{\mathcal{L}}^{i,N}(\theta^i_{\tau_k}) \right\| \forall s \in [\tau_k, t], \right\}
\]

\[
\int_{\tau_k}^{t} \gamma(s) \, ds \leq \rho
\]
The purpose of these stopping times is to control the periods of time for which \( ||\nabla\hat{L}^{i,N}(\theta_{t_k}^N)|| \) is close to zero, and those for which it is away from zero. In addition, let \( \eta > 0 \), and set \( \sigma_{k,N} = \sigma_k + \eta \). We are now ready to prove this result. First consider the case in which there are a finite number of stopping times \( \tau_k \). In this case, there exists finite \( t_0 \) such that, for all \( t \geq t_0 \), \( ||\nabla\hat{L}^{i,N}(\theta_t^N)|| < \kappa \). Now consider the case in which there are an infinite number of stopping times \( \tau_k \). Then, using Lemmas C.7 - C.8 (see Appendix C), there exist \( 0 < \beta_1 < \beta \), and \( k_0 \in \mathbb{N} \), such that for all \( k \geq k_0 \), almost surely,

\[
\hat{L}^{i,N}(\theta_{\tau_k}^N) - \hat{L}^{i,N}(\theta_{\tau_{k-1}}^N) \geq \beta \quad \text{and} \quad \hat{L}^{i,N}(\theta_{\tau_k}^N) - \hat{L}^{i,N}(\theta_{\tau_{k-1}}^N) \geq -\beta_1.
\]

It follows straightforwardly that

\[
\hat{L}^{i,N}(\theta_{t_{n+1}}^N) - \hat{L}^{i,N}(\theta_{t_{n}}^N) = \sum_{k=k_0}^{n} \left[ \hat{L}^{i,N}(\theta_{\tau_k}^N) - \hat{L}^{i,N}(\theta_{\tau_{k-1}}^N) \right]
\]

since \( \beta - \beta_1 > 0 \), this implies that \( \hat{L}^{i,N}(\theta_{t_{n+1}}^N) \to \infty \) as \( n \to \infty \). But this contradicts Lemma C.2 (see Appendix C), which states that \( \hat{L}^{i,N}(\theta_t^N) \) is bounded from above. Thus, there must exist a finite time \( t_0 \) such that, for all \( t \geq t_0 \), \( ||\nabla\hat{L}^{i,N}(\theta_t^N)|| < \kappa \). Since our original choice of \( \kappa \) was arbitrary, this completes the proof that, for all \( N \in \mathbb{N} \), \( \lim_{t \to \infty} ||\nabla\hat{L}^{i,N}(\theta_t^N)|| = 0 \) a.s. Finally, we observe that, by Lemma C.2, \( ||\nabla\hat{L}^{i,N}(\theta)|| \) is bounded above for all \( \theta \in \mathbb{R}^P \). Thus, we also have convergence in \( L^1 \) via Lebesgue’s dominated convergence theorem (e.g., [113, Chapter 5]).

4.3. Proof of Theorem 2.2, Theorem 2.2*, Theorem 3.2, and Theorem 3.2*.

Proof. The proof of this result closely follows the proof of Theorem 2.7 in [106], adapted appropriately to our particular case. We will focus on Theorem 3.2*, later outlining how our approach can be adapted to obtain the other results. We begin by rewriting the parameter update equation in the following form

\[
\begin{align*}
(4.21) \quad \text{d}\theta_t^N &= \gamma_t \nabla_{\theta} \hat{L}(\theta_t^N) d\theta_t + \gamma_t (\nabla_{\theta} \hat{L}^{i,N}(\theta_t^N) - \nabla_{\theta} \hat{L}(\theta_t^N)) dt \\
&\quad + \gamma_t (\nabla_{\theta} L(\theta_t^N, x_{t}^N, \mu_t)) - \nabla_{\theta} \hat{L}(\theta_t^N)) dt + \gamma_t \nabla_{\theta} B(\theta_t^N, x_{t}^N, \mu_t) d\theta_t
\end{align*}
\]

Using a first order Taylor expansion, we have that

\[
(4.22) \quad \nabla_{\theta} \hat{L}(\theta_t^N) = \nabla_{\theta} \hat{L}(\theta_0) + \nabla_{\theta}^2 \hat{L}(\theta_t^N)(\theta_t^N - \theta_0) = \nabla_{\theta}^2 \hat{L}(\theta_t^N)(\theta_t^N - \theta_0)
\]

where \( \nabla_{\theta}^2 \hat{L}(\cdot) \) denotes the Hessian, and \( \hat{\theta}_t^N \) is a point in the segment connecting \( \theta_t^N \) and \( \theta_0 \). Substituting (4.22) into (4.21), we obtain the following equations for \( Z_t^N = \theta_t^N - \theta_0 \)

\[
\begin{align*}
(4.23) \quad \text{d}Z_t^N &= \gamma_t \nabla_{\theta} \hat{L}(\theta_t^N) Z_t^N d\theta_t + \gamma_t (\nabla_{\theta} \hat{L}^{i,N}(\theta_t^N) - \nabla_{\theta} \hat{L}(\theta_t^N)) dt \\
&\quad + \gamma_t (\nabla_{\theta} L(\theta_t^N, x_{t}^N, \mu_t)) - \nabla_{\theta} \hat{L}(\theta_t^N)) dt + \gamma_t \nabla_{\theta} B(\theta_t^N, x_{t}^N, \mu_t) d\theta_t
\end{align*}
\]
Applying Itô’s formula to the function $||\cdot||^2$, and using the strong concavity of $\hat{L}(\theta)$ (Condition F.2), it follows that

\begin{equation}
(4.23) \quad d||Z_{t,i,N}||^2 + 2\gamma_t ||Z_{t,i,N}||^2 dt \leq \gamma_t (\langle Z_{t,i,N}^i, \nabla_\theta \hat{L}_{i,N}(\theta_{t,i,N}) - \nabla_\theta \hat{L}(\theta_{t,i,N}) \rangle dt + \langle Z_{t,i,N}^i, \nabla_\theta L(\theta_{t,i,N}^i, x_{t,i,N}^i, \mu_{t,i,N}) - \nabla_\theta \hat{L}_{i,N}(\theta_{t,i,N}) \rangle dt + \gamma_t (\langle Z_{t,i,N}^i, \nabla_\theta B(\theta_{t,i,N}^i, x_{t,i,N}^i, \mu_{t,i,N}) \rangle dt) + \frac{\gamma_t^2}{2} \langle \nabla_\theta B(\theta_{t,i,N}^i, x_{t,i,N}^i, \mu_{t,i,N}) \rangle^2 dt
\end{equation}

where $||\cdot||_F$ is the Frobenius norm. Now, let us define the function $\Phi_{t,t'} = \exp[-2\eta \int_t^{t'} \gamma_s du]$, with $\partial_t \Phi_{t,t'} = 2\eta \gamma_t \Phi_{t,t'}$. Using the product rule, and (4.23), we obtain

\begin{equation}
(4.24) \quad \mathbb{E}_{\theta_0} ||Z_{t,i,N}||^2 \leq \mathbb{E}_{\theta_0} \left[ \Phi_{1,t} ||Z_{1,i,N}||^2 \right] + \mathbb{E}_{\theta_0} \left[ \int_1^t \gamma_s \Phi_{s,t} (\langle Z_{s,i,N}^i, \nabla_\theta \hat{L}_{i,N}(\theta_{s,i,N}) - \nabla_\theta \hat{L}(\theta_{s,i,N}) \rangle ds + \int_1^t \gamma_s \Phi_{s,t} (\langle Z_{s,i,N}^i, \nabla_\theta L(\theta_{s,i,N}^i, x_{s,i,N}^i, \mu_{s,i,N}) - \nabla_\theta \hat{L}_{i,N}(\theta_{s,i,N}) \rangle ds + \int_1^t \gamma_s \Phi_{s,t} (\langle \nabla_\theta B(\theta_{s,i,N}^i, x_{s,i,N}^i, \mu_{s,i,N}) \rangle^2 ds
\end{equation}

Finally, rewriting this in integral form, setting $t' = t$, and taking expectations, we arrive at

\begin{equation}
(4.25) \quad \mathbb{E}_{\theta_0} \left[ \Omega_{1,i,N}^{(1)} \right] + \mathbb{E}_{\theta_0} \left[ \Omega_{1,i,N}^{(2)} \right] + \mathbb{E}_{\theta_0} \left[ \Omega_{1,i,N}^{(3)} \right] + \mathbb{E}_{\theta_0} \left[ \Omega_{1,i,N}^{(4)} \right]
\end{equation}

We will deal with each of these terms separately, beginning with $\Omega_{1,i,N}^{(1)}$. For this term, by Lemma C.12 (the moment bounds for $\theta_{t,i,N}^i$), and Condition G.1 (the conditions on the learning rate), for sufficiently large $t$ we have that

\begin{equation}
(4.26) \quad \mathbb{E}_{\theta_0} \left[ \Omega_{1,i,N}^{(1)} \right] = \Phi_{1,t} \mathbb{E}_{\theta_0} \left[ ||Z_{1,i,N}||^2 \right] \leq K_{\theta_0}^{(1)} \gamma_t
\end{equation}

We now turn our attention to $\Omega_{1,i,N}^{(2)}$. For this term, using Lemmas 4.1, 4.2, 4.3, and 4.4, we have that, for all $\theta \in \mathbb{R}^p$,

\begin{equation}
(4.27) \quad ||\nabla_\theta \hat{L}_{i,N}(\theta) - \nabla_\theta \hat{L}(\theta)|| = \lim_{t \to \infty} ||\nabla_\theta \hat{L}_{i,N}(\theta) - \nabla_\theta \hat{L}(\theta)|| \leq \lim_{t \to \infty} \left[ ||\nabla_\theta \hat{L}_{i,N}(\theta) - \frac{1}{t} \nabla_\theta \hat{L}_1(\theta)|| + ||\frac{1}{t} \nabla_\theta \hat{L}_1(\theta) - \frac{1}{t} \nabla_\theta \hat{L}_{i,N}(\theta)||
\end{equation}

\begin{equation}
(4.28) \quad + ||\frac{1}{t} \nabla_\theta \hat{L}_{i,N}(\theta) - \frac{1}{t} \nabla_\theta \hat{L}_{i,N}(\theta)|| + ||\frac{1}{t} \nabla_\theta \hat{L}_{i,N}(\theta) - \nabla_\theta \hat{L}_{i,N}(\theta)|| \right] \leq K_{\theta_0,1} \alpha(N) + \frac{K_{\theta_0,2}}{N^\frac{1}{2}}
\end{equation}
where \( \alpha : \mathbb{N} \to \mathbb{R}_+ \) is the function defined in (3.1). Substituting this bound into (4.24), and using Condition G.1 (the conditions on the learning rate) to bound the final integral, we obtain

\[
\mathbb{E}_{\theta_0} \left[ \Omega_1^{(2)} \right] \leq \int_1^T \gamma_s \Phi_{s,t} \mathbb{E}_{\theta_0} \left[ \left\| Z_{s,N} \right\| \sup_{\theta_s} \left\| \nabla_{\theta_s} \mathcal{L}_{s,N}^i (\theta^i_{s,N}) - \nabla_{\theta_s} \mathcal{L}_s (\theta^i_{s,N}) \right\| \right] ds \\
\leq \left[ K_0,1 (N) + \frac{K_0,2}{N^\frac{1}{2}} \right] \int_1^T \gamma_s \Phi_{s,t} ds \leq K_0^{(2,1)} (N) + \frac{K_0^{(2,2)}}{N^\frac{1}{2}}.
\]

(4.29)

We now turn our attention to \( \Omega_1^{(3)} \). We will analyse this term by constructing an appropriate Poisson equation. Let us define \( R^i_{s,N} (\theta, \hat{x}^N) = (\theta - \theta_0, \nabla_{\theta_x} \mathcal{L}^i_{x,N} (\theta, \hat{x}^N) - \nabla_{\theta_x} \mathcal{L}^{i,N} (\theta)) \), where, as previously, \( \hat{x}^N = (x^1,N, \ldots, x^{N,N}) \). This function satisfies all of the conditions of Lemma C.10. Thus, by Lemma C.10, the Poisson equation

\[
\mathcal{A} v^i_{t,N} (\theta, \hat{x}^N) = R^i_{s,N} (\theta, \hat{x}^N), \quad \int_{\mathbb{R}^d} v^i_{t,N} (\theta, \hat{x}^N) \mu_\infty (d\hat{x}^N) = 0
\]

has a unique twice differentiable solution which satisfies \( \sum_{j=0}^2 \left| \frac{\partial^j v^i_{t,N}}{\partial \theta^j} (\theta, \hat{x}^N) \right| \leq K (1 + \| x^i,N \|^\eta + \frac{1}{N} \sum_{j=0}^N \| x^{j,N} \|^\eta) \). Now, by Itô’s formula, we have that

\[
v^i_{t,N} (\theta^i_{t,N}, \hat{x}^N) - v^i_{s,N} (\theta^i_{s,N}, \hat{x}^N) = \int_s^t A_0 v^i_{t,N} (\theta^i_{t,N}, \hat{x}^N) du + \int_s^t A_\mathcal{Z} v^i_{t,N} (\theta^i_{t,N}, \hat{x}^N) du + \int_s^t \gamma_u \partial_{\theta_x} v^i_{t,N} (\theta^i_{t,N}, \hat{x}^N) \nabla_{\theta_x} \mathcal{L}^i_{x,N} (\theta^i_{t,N}, \hat{x}^N) d\hat{x}^N + \int_s^t \partial_{\theta_x} v^i_{t,N} (\theta^i_{t,N}, \hat{x}^N) du + \int_s^t \partial_{\theta_x} v^i_{t,N} (\theta^i_{t,N}, \hat{x}^N) \nabla_{\theta_x} \mathcal{L}^i_{x,N} (\theta^i_{t,N}, \hat{x}^N) du
\]

where \( \hat{w}^N_u \) was defined in (4.9). It follows, now writing \( v^i_{t,N} := v^i_{t,N} (\theta^i_{t,N}, \hat{x}^N) \), that

\[
R^i_{s,N} (\theta^i_{t,N}, \hat{x}^N) dt = A_0 v^i_{t,N} (\theta^i_{t,N}, \hat{x}^N) dt + \partial_{\theta_x} v^i_{t,N} (\theta^i_{t,N}, \hat{x}^N) d\hat{x}^N - \gamma_t \partial_{\theta_x} v^i_{t,N} (\theta^i_{t,N}, \hat{x}^N) \nabla_{\theta_x} \mathcal{L}^i_{x,N} (\theta^i_{t,N}, \hat{x}^N) d\hat{x}^N
\]

where \( \hat{w}^N_u \) was defined in (4.9). It follows, now writing \( v^i_{t,N} := v^i_{t,N} (\theta^i_{t,N}, \hat{x}^N) \), that
Thus, we can rewrite $\Omega_{t,i,N}^{(3)}$ as

\begin{align}
\Omega_{t,i,N}^{(3)} &= \int_1^t \gamma_s \Phi_{s,t} \left( \theta_s^{i,N} \right) \left( \theta_0, \nabla_\theta \hat{L}_t^{i,N} (\theta_s^{i,N}, \hat{x}_s^{i,N}) - \nabla_\theta \hat{L}_t^{i,N} (\theta_s^{i,N}) \right) ds \\
&\quad + \int_1^t \gamma_s \Phi_{s,t} \left( \theta_s^{i,N} \right) \left( \theta_0, \nabla_\theta \hat{L}_t^{i,N} (\theta_s^{i,N}, \hat{x}_s^{i,N}) \right) ds \\
&\quad - \int_1^t \frac{2 \gamma_s}{\hat{x}_s^{i,N}} \nabla_\theta \hat{L}_t^{i,N} (\theta_s^{i,N}, \hat{x}_s^{i,N}) ds \\
&\quad - \int_1^t \frac{1}{\hat{x}_s^{i,N}} \nabla_\theta \hat{L}_t^{i,N} (\theta_s^{i,N}, \hat{x}_s^{i,N}) ds \\
&\quad - \int_1^t \frac{1}{\gamma_s} \frac{2}{\hat{x}_s^{i,N}} \nabla_\theta \hat{L}_t^{i,N} (\theta_s^{i,N}, \hat{x}_s^{i,N}) ds \\
&\quad - \int_1^t \frac{1}{\gamma_s} \frac{2}{\hat{x}_s^{i,N}} \nabla_\theta \hat{L}_t^{i,N} (\theta_s^{i,N}, \hat{x}_s^{i,N}) ds.
\end{align}

(4.30)

We can rewrite the first term in this expression by applying Itô’s formula to $f(s, v_s) = \gamma_s \Phi_{s,t} v_s$.

This yields

$$
\gamma_t \Phi_{t,t} v_t^{i,N} - \gamma_1 \Phi_{1,t} v_1^{i,N} = \int_1^t \gamma_s \Phi_{s,t} v_s^{i,N} ds + \int_1^t \gamma_s \Phi_{s,t} v_s^{i,N} ds + \int_1^t 2 \gamma_2 \Phi_{s,t} v_s^{i,N} ds.
$$

Substituting the resulting expression for $\int_1^t \gamma_s \Phi_{s,t} ds^{i,N}$ into (4.30), and taking expectations, we obtain

$$
\mathbb{E}_{\theta_0} \left[ \Omega_{t,i,N}^{(3)} \right] = \mathbb{E}_{\theta_0} \left[ \gamma_t \Phi_{t,t} v_t^{i,N} (\theta_t^{i,N}, \hat{x}_t^{i,N}) \right] - \mathbb{E}_{\theta_0} \left[ \gamma_1 \Phi_{1,t} v_1^{i,N} (\theta_1^{i,N}, \hat{x}_1^{i,N}) \right] \\
= \mathbb{E}_{\theta_0} \left[ \int_1^t \gamma_s \Phi_{s,t} \nabla_\theta v_s^{i,N} (\theta_s^{i,N}, \hat{x}_s^{i,N}) ds \right] - \mathbb{E}_{\theta_0} \left[ \int_1^t 2 \gamma_2 \Phi_{s,t} \nabla_\theta v_s^{i,N} (\theta_s^{i,N}, \hat{x}_s^{i,N}) ds \right] \\
= \mathbb{E}_{\theta_0} \left[ \int_1^t \gamma_s \Phi_{s,t} \nabla_\theta v_s^{i,N} (\theta_s^{i,N}, \hat{x}_s^{i,N}) ds \right] \\
\leq K_{\theta_0} \left( \gamma_t + \int_1^t \left( \gamma_s + \frac{1}{\hat{x}_s^{i,N}} \right) \Phi_{s,t} ds \right) \leq K_{\theta_0}^{(3)} \gamma_t,
$$

(4.31)

where in the penultimate inequality we have used the polynomial growth of $v_s^{i,N} (\theta, \hat{x}_s^{i,N})$ and $\partial_\theta v_s^{i,N} (\theta, \hat{x}_s^{i,N})$, Condition C.1(ii) (which implies the polynomial growth of $\nabla_\theta \hat{L}_t^{i,N} (\theta, \hat{x}_s^{i,N})$), Proposition A.1 (the moment bounds for $\hat{x}_s^{i,N}$), Lemma C.12 (the moment bounds for $\theta_s^{i,N}$), and in the final inequality we have used Condition G.1 (the conditions on the learning rate).

It remains only to bound $\Omega_{t,i,N}^{(3)}$. For this term, using the same assumptions, we obtain

$$
\mathbb{E} \left[ \Omega_{t,i,N}^{(3)} \right] = \mathbb{E}_{\theta_0} \left[ \int_1^t \gamma_s \Phi_{s,t} \nabla_\theta B (\theta_s, x_s, \mu_s) \right] ^2 ds \leq K_{\theta_0} \int_1^t \gamma_s \Phi_{s,t} ds \leq K_{\theta_0}^{(4)} \gamma_t.
$$

(4.32)

Combining inequalities (4.26), (4.29), (4.31), and (4.32), and setting $K_{\theta_0,1} = \max \{ K_{\theta_0}^{(1)}, K_{\theta_0}^{(3)} \}$,
where, modulo changes in the arguments from \( \theta_i \) to the function \( \theta \)

Using a first order Taylor expansion around \( \theta \), that \( \mathcal{L} \), as in (4.22) - (4.23), we obtain

Continuing to follow our previous arguments, we finally arrive at

where, modulo changes in the arguments from \( \theta_i^N \) to \( \theta \), \( \hat{\Omega}_{i,i}^{(1)} \), \( \hat{\Omega}_{i,i}^{(2)} \), \( \hat{\Omega}_{i,i}^{(3)} \) are identical to \( \Omega_{i,i}^{(1)} \), \( \Omega_{i,i}^{(2)} \), \( \Omega_{i,i}^{(3)} \) as defined in (4.24) - (4.25). We thus have, using (4.26), (4.29), (4.31), and (4.32), that

\[
\mathbb{E}_{\theta_0} \left[ \left| \left| Z_{i,i}^N \right| \right|^2 \right] = \left( K_{\theta_0,1}^1 + \frac{K_{\theta_0,2}^2}{N^2} \right) \gamma_t + K_{\theta_0,3}^2 \alpha(N) + \frac{K_{\theta_0,4}^2}{N^2},
\]
It remains to outline how to adapt this proof to obtain the results in Theorems 2.2, 2.2*, and 3.2. Let us start with Theorem 3.2. In this case, we replace $\mathcal{L}(\cdot)$ by $\hat{\mathcal{L}}^{i,N}(\cdot)$ in (4.21), use a first order Taylor expansion for $\hat{\mathcal{L}}^{i,N}(\cdot)$ instead of $\mathcal{L}(\cdot)$ in (4.22), and the strong concavity of $\hat{\mathcal{L}}^{i,N}(\cdot)$ (Condition F.1) rather than $\mathcal{L}(\cdot)$ (Condition F.2) in (4.23). Following the subsequent arguments, we see that the second term $\Omega^{(2)}_{t,i,N}$ in (4.25) vanishes, with all other terms unchanged. The result is that, in (4.33) and (4.34), only the first two terms appear. This completes the proof of Theorem 3.2.

We now turn our attention to Theorem 2.2*. In this case, we replace $x^{i,N}_t$ by $x^i_t$, $\mu^N_t$ by $\mu^N_t$, $\theta^{i,N}_t$ by $\theta^{i,N}_t$, $\theta^N_t$ by $\theta^N_t$, $\mathcal{L}^{i,N}_t(\cdot)$ by $\mathcal{L}^{i,N}_t(\cdot)$, $\mathcal{L}^N_t(\cdot)$ by $\mathcal{L}^N_t(\cdot)$, and $\mathcal{L}_t(\cdot)$ by $\mathcal{L}_t(\cdot)$. The arguments in our proof now go through essentially unchanged. The only material difference appears in (4.27), where the third term vanishes. The result is that only the second term in (4.28) and hence (4.29) vanishes. Thus, in particular, the final term in (4.33) and (4.34) no longer appears. This completes the proof of Theorem 2.2*. Finally, Theorem 2.2 can be deduced from Theorem 2.2* in the same way that Theorem 3.2 was obtained from Theorem 3.2* (see above).

5. Numerical Examples. To illustrate the results of Section 3, we now provide two illustrative examples of parameter estimation in McKean-Vlasov SDEs, and the associated systems of interacting particles. In particular, we consider a one-dimensional linear mean-field model with two unknown parameters, and a stochastic opinion dynamics model with a single unknown parameter. In both cases, we simulate sample paths and implement the recursive MLE using a standard Euler-Maruyama scheme with $\Delta t = 0.1$. In addition, we will focus on the case in which we observe trajectories $(x^{i,N}_t)_{t \geq 0}$ from the IPS (Case II) rather than independent trajectories $(x^i_t)_{t \geq 0}$ from the McKean-Vlasov SDE (Case I).

5.1. Linear Mean Field Dynamics. We first consider a one-dimensional linear mean field model, parametrised by $\theta = (\theta_1, \theta_2)^T \in \mathbb{R}^2$, given by

$$
\begin{align*}
\text{d}x_t = & -\left[ \theta_1 x_t + \theta_2 \int_{\mathbb{R}} (x_t - y) \mu_t(\mathrm{d}y) \right] \mathrm{d}t + \sigma \mathrm{d}w_t, \\
\mu_t = & \mathcal{L}(x_t).
\end{align*}
$$

where $\sigma > 0$ and $w = (w_t)_{t \geq 0}$ is a standard Brownian motion. We will assume that $x_0 \in \mathbb{R}$. This is clearly of the form of the McKean-Vlasov SDE (1.1) - (1.2) with $b(\theta, x) = -\theta_1 x$ and $\phi(\theta, x, y) = -\theta_2 (x - y)$. The corresponding system of interacting particles is given by

$$
\begin{align*}
\text{d}x^{i,N}_t = & -\left[ \theta_1 x^{i,N}_t + \theta_2 \frac{1}{N} \sum_{j=1}^N (x^{i,N}_t - x^{j,N}_t) \right] \mathrm{d}t + \sigma \mathrm{d}w^{i,N}_t, \quad i = 1, \ldots, N.
\end{align*}
$$

In this model, the parameter $\theta_1$ controls the strength of attraction of the non-linear process (or, in the IPS, of each individual particle) towards zero, while the strength of the parameter $\theta_2$ controls the strength of the attraction of the non-linear process (of each individual particle) towards its mean (the empirical mean).

We will generally consider the case in which both parameters are unknown, and to be estimated from data. In this case, one can show that all of the assumptions required for our
offline results (Theorems 1.1 - 1.2) are satisfied, but that one of the assumptions required for some of our online results (Theorems 2.1* - 2.2* and Theorems 3.1* - 3.2*) are not satisfied. We discuss this further in Section 5.1.2.

5.1.1. Offline Parameter Estimation. We begin by illustrating the performance of the offline MLE. In this case, since this model is linear in both of the parameters, it is possible to obtain the MLE in closed form as (see also [62])

\[ \hat{\theta}_{1,t}^N = \frac{A_t^N - B_t^N}{C_t^N - D_t^N}, \quad \hat{\theta}_{2,t}^N = \frac{D_t^N A_t^N - C_t^N B_t^N}{(C_t^N)^2 - C_t^N D_t^N} \]

where we have defined, writing \( \bar{x}_s^N = \frac{1}{N} \sum_{j=1}^{N} x_{s,j}^N \),

\begin{align*}
A_t^N &= \int_0^t \sum_{i=1}^{N} (x_{s,i}^N - \bar{x}_s^N) dx_{s,i}^N, \\
B_t^N &= \int_0^t \sum_{i=1}^{N} x_{s,i}^N dx_{s,i}^N \\
C_t^N &= \int_0^t \sum_{i=1}^{N} (x_{s,i}^N - \bar{x}_s^N)^2 ds, \\
D_t^N &= \int_0^t \sum_{i=1}^{N} (x_{s,i}^N)^2 ds.
\end{align*}

For our first simulation, we assume that the true parameter is given by \( \theta^* = (1, 0.5)^T \), and that the diffusion coefficient is equal to the identity, \( \sigma = 1 \). The performance of the MLE is visualised in Figure 1, in which we plot the mean squared error (MSE) of the offline parameter estimate for \( t \in [0, 30] \), and \( N \in \{2, 5, 10, 25, 50, 100\} \), averaged over 500 random trials. As expected, the parameter estimates converge to the true parameter values as \( N \) increases with \( t \) fixed (see Theorem 1.1), and also as \( t \) increases with \( N \) fixed (see, e.g., [15, 69]).

![Figure 1](image-url)

Figure 1. L² error of the offline MLE for \( t \in [0, 30] \) and \( N = \{2, 5, 10, 25, 50, 100\} \). The L² error is plotted on a log-scale.

We investigate the convergence rate of the offline MLE further in Figure 2, in which we plot the mean absolute error (MAE) of the offline parameter estimate for \( N \in \{20, 21, \ldots, 400\} \) with \( t = 5 \), and also for \( t \in [50, 2000] \) with \( N = 2 \), averaged over 500 random trials. Our results suggest that the offline MLE for this model has an L¹ convergence rate of order \( O((Nt)^{-\frac{1}{2}}) \). This is rather unsurprising: such a rate was recently established by Chen [32] for a linear mean field model (of arbitrary dimension) in the absence of the global confinement term.
To conclude this section, we provide numerical confirmation of the asymptotic normality of the MLE (Theorem 1.2). For the linear mean field model of interest, it is in fact possible to obtain the asymptotic information matrix in closed form (see also [62]). In particular, it is given by

$$I_t(\theta) = \begin{pmatrix} D_t(\theta) & C_t(\theta) \\ C_t(\theta) & C_t(\theta) \end{pmatrix},$$

where, with $\gamma(\theta) = -2(\theta_1 + \theta_2)$,

$$C_t(\theta) = \frac{1}{\gamma(\theta)}(e^{\gamma(\theta)t} - 1) - \frac{t}{\gamma(\theta)} + \frac{\sigma_0^2}{\gamma(\theta)}(e^{\gamma(\theta)t} - 1),$$

$$D_t(\theta) = \frac{1}{\gamma(\theta)}(e^{\gamma(\theta)t} - 1) - \frac{t}{\gamma(\theta)} + \frac{\sigma_0^2}{\gamma(\theta)}(e^{\gamma(\theta)t} - 1) - \frac{\mu_0^2}{2\theta_1}(e^{-2\theta_1 t} - 1).$$

As such, in Figure 3, we are able to provide a direct comparison of the asymptotic normal distribution of the MLE, and the approximate normal distribution obtained using a finite number of particles.

5.1.2. Online Parameter Estimation. We now turn our attention to online parameter estimation. In particular, we will utilise the update equations in (2.12), which for this model...
are given by

\[ d\theta_{1,t} = \frac{\gamma_{1,t}}{N\sigma^2} \sum_{i=1}^{N} \left[ -x_{i,t}^{i,N} dx_{i,t}^{i,N} - x_{i,t}^{i,N} (\theta_{1,t} x_{i,t}^{i,N} + \theta_{2,t} (x_{i,t}^{i,N} - \bar{x}_t^{i,N})) dt \right], \]

\[ d\theta_{2,t} = \frac{\gamma_{2,t}}{N\sigma^2} \sum_{i=1}^{N} \left[ -(x_{i,t}^{i,N} - \bar{x}_t^{i,N}) dx_{i,t}^{i,N} - (x_{i,t}^{i,N} - \bar{x}_t^{i,N}) (\theta_{1,t} x_{i,t}^{i,N} + \theta_{2,t} (x_{i,t}^{i,N} - \bar{x}_t^{i,N})) dt \right]. \]

We will initially assume that one of the parameters is fixed (and equal to the true value), while the other parameter is to be estimated. The true parameters are given by \( \theta^*_1 = 0.5 \) and \( \theta^*_2 = 0.1 \). Meanwhile, the initial parameter estimates are randomly generated according to \( \theta^0_1, \theta^0_2 \sim U([2,5]) \). Finally, the learning rates are given by \( \gamma_{i,t} = \min\{\gamma^0_{i,t}, \gamma^0_{i,t} - \alpha\} \), \( i = 1,2 \), where \( \gamma^0_1 = 0.05, \gamma^0_2 = 0.30, \) and \( \alpha = 0.51 \). The performance of the stochastic gradient descent algorithm is visualised in Figures 4, in which we plot the MSE of the online parameter estimates for \( t \in [0,1000] \) and \( N = \{2,5,10,25,50,100\} \). The results are computed over 500 independent random trials. Interestingly, increasing the number of particles can result in a relatively significant reduction in the MSE of the interaction parameter \( \theta_2 \), but has little consequence for the error of the confinement parameter \( \theta_1 \).

Figures 5 and 6 provide a numerical illustration of why the finite-time performance of the online estimator improves with the number of particles, and why this improvement is more pronounced for the interaction parameter \( \theta_2 \). As the number of particles increases,
we observe that the time weighted average of the log-likelihood of the IPS $\hat{L}_T^N(\theta)$ (the noisy objective function) much more closely resembles the asymptotic log-likelihood of the IPS $L_N^T(\theta)$ (the true objective function), even for small time values. This means, in particular, that fluctuations terms of the form

$$\int_0^T \gamma_s(\nabla_\theta \tilde{L}_s^N(\theta_s) - \frac{1}{N} \sum_{i=1}^{N} \nabla_\theta L(\theta_s^N, x^N_s, \mu_s^N))ds,$$

converge more rapidly to zero (as a function of time), for larger values of $N$. This disparity in the convergence rate of the log-likelihood (as a function of the time), for different values of $N$, appears to be much more significant for the interaction parameter $\theta_2$ (Figure 6) than it is for the confinement parameter $\theta_1$ (Figure 5). Consequently, the online parameter estimate $\hat{\theta}_{2,t}^N$ converges more rapidly as $N$ increases, while there is little difference in the convergence rate of $\hat{\theta}_{1,t}^N$.

(a) $T = 1.0$. (b) $T = 2.5$. (c) $T = 5.0$. (d) $T = 7.5$.

**Figure 5.** Plots of the average log-likelihood, $\frac{1}{T}L_T^N(\theta_1)$, for $T = \{1, 2.5, 5, 7.5\}$ and $N = \{5, 10, 50\}$.

(a) $T = 1.0$. (b) $T = 2.5$. (c) $T = 5.0$. (d) $T = 7.5$.

**Figure 6.** Plots of the average log-likelihood, $\frac{1}{T}L_T^N(\theta_2)$, for $T = \{1, 2.5, 5, 7.5\}$ and $N = \{5, 10, 50\}$.
We should remark that, in the linear mean field model, the asymptotic log-likelihood of the IPS is strongly concave for all values of $N$, with unique global maximum at the true parameter value. This is visualised in Figures 5d and 6d, in which we have plotted approximations of profile asymptotic log-likelihood of the IPS for several values of $N$. We are thus in the regime of Theorems 3.1 - 3.2, meaning $\theta_N^{t}$ will eventually converge to the true parameter as $t \to \infty$, regardless of the value of the number of particles.

Let us now turn our attention to the case in which both parameters are unknown, and to be estimated from the data. In this case, one can show that the linear mean-field model satisfies Conditions A.1, B.1 - B.2, C.1, E.1 - E.2, F.1 (but not Condition F.2), and G.1 - G.2 (see Appendix D). Thus, the conditions of Theorems 3.1 - 3.2 and Theorem 3.1* are satisfied, but those of Theorem 3.2* are not. In practice, this means that the asymptotic log-likelihood of the IPS admits a unique maximiser $\theta_0$, and thus the online parameter estimate is guaranteed to converge to $\theta_0$ as $t \to \infty$, for finite $N \in \mathbb{N}$. On the other hand, the asymptotic log-likelihood of the McKean-Vlasov SDE may not admit a unique maximiser, and thus the online parameter estimate may not convergence to $\theta_0$ as $t \to \infty$ and $N \to \infty$.

For the sake of comparison, we will once more assume that that the true parameter is given by $\theta^* = (\theta_1^*, \theta_2^*) = (0.5, 0.1)$. The initial parameter estimates are now generated according to $\theta_1^0 \sim \mathcal{U}([-1, 2])$ and $\theta_2^0 \sim \mathcal{U}([-2, 2])$. Finally, we use constant learning rates, with $\gamma_{1,t} = 0.1$ and $\gamma_{2,t} = 0.2$. The performance of the stochastic gradient descent algorithm is illustrated in Figure 7, in which we plot the MSE of the online parameter estimates for both of the unknown parameters, averaged over 500 random trials.

\begin{figure}[h]
\centering
\subfloat[$\theta_1^{N,t}$]{
\includegraphics[width=0.45\textwidth]{fig1.png}
}
\subfloat[$\theta_2^{N,t}$]{
\includegraphics[width=0.45\textwidth]{fig1.png}
}
\caption{L^2 error of the online MLEs for $T \in [0, 5000]$ and $N = \{2, 5, 10, 25, 50, 100\}$.}
\end{figure}

In this case, the evolution of the MSE indicates three distinct learning phases. In the initial phase, the performance of the online estimator improves as a function of the number of particles, with this improvement being more noticeable for the interaction parameter $\theta_2$. In the middle phase, the online estimator performs significantly better for smaller values of $N$. In the final learning phase, the MSE of the online parameter estimate decreases as a function of the number of particles.

These observations are readily explained by considering the asymptotic log-likelihood of the IPS for different numbers of particles (see Figure 8), and our theoretical results. Regarding the initial learning phase, we note that, far from the global maximum at $\theta_0 = (0.5, 0.1)$, the asymptotic log-likelihood decreases more steeply as $N$ increases. Thus, in this phase, the
online parameter estimate moves more quickly towards the global maximum for larger $N$. On the other hand, close to the global maximum at $\theta_0$, the asymptotic log-likelihood exhibits an increasingly large plateau as $N$ increases; that is, the maximum is increasingly ‘flat’. In fact, in the mean field limit, the asymptotic log-likelihood does not even admit a unique maximum at $\theta_0$, but instead is maximised by any $\theta = (\theta_1, \theta_2)^T$ on the line $\theta_1 + \theta_2 = \theta_{0,1} + \theta_{0,2}$ (see Appendix D). This region of the optimisation landscape is largely responsible for the middle learning phase, which explains the slower convergence of the estimator for larger numbers of particles. In the final learning phase, the MSE is governed by the results in Theorem 3.2, which show that the asymptotic $L_2$ error of the online parameter estimate implemented here decreases with the number of particles.

**5.2. Stochastic Opinion Dynamics.** We now consider a one-dimensional stochastic opinion dynamics model, parametrised by $\theta = (\theta_1, \theta_2)^T \in \mathbb{R}^2$, of the form

$$dx_t = -\left[\int_{\mathbb{R}} \varphi_{\theta}(||x_t - y||)(x_t - y)\mu_t(dy)\right]dt + \sigma dw_t,$$

where $\sigma > 0$, $w = (w_t)_{t\geq0}$ is a standard Brownian motion, $x_0 \in \mathbb{R}$, and the interaction kernel $\varphi_{\theta} : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ is given by the scaled indicator function $\varphi_{\theta}(r) = \theta_1 \mathbb{1}_{r \in (0, \theta_2]}$. In practice, we require a differentiable approximation to this function, and will thus use

$$\varphi_{\theta}(r) = \begin{cases} \theta_1 \exp\left[-\frac{0.01}{1-(r-\theta_2)^2}\right], & r > 0 \\ 0, & r \leq 0. \end{cases}$$

This model is perhaps more frequently specified in terms of the corresponding system of interacting particles, which is given by

$$dx_t^{i,N} = -\frac{1}{N} \sum_{j=1}^{N} \varphi_{\theta}(||x_t^{i,N} - x_t^{j,N}||)(x_t^{i,N} - x_t^{j,N})dt + \sigma dw_t.$$ 

In this model, we can interpret $\theta_1$ as a scale parameter, which controls the strength of the attraction between particles, and $\theta_2$ as a range parameter, which determines the distance within which particles must be of one another in order to interact.
Models of this form arise in various applications, from biology to the social sciences, in which \( \varphi \) determines how the dynamics of one particle (e.g., the opinions of one person) may influence the dynamics of other particles (e.g., the opinions of other people). For a more detailed account of such models, we refer to [16, 30, 45, 77, 91] and references therein. For deterministic models of this type, it is well known that, asymptotically, the particles merge into clusters, the number of which depends both on the interaction kernel (i.e., the range and strength of the interaction between particles) and the initialisation. In the stochastic setting, the random noise prohibits the formation of exact clusters; instead, the particles merge into metastable ‘soft clusters’ (see also [77]). This is shown in Figure 9 and Figure 10.

![Figure 9. Sample trajectories of the system of interacting particles for \( \theta_2 = \{0.0, 0.3, 0.5, 1.0\} \).](image)

We provide illustrative results for the case in which the scale parameter \( \theta_1 \) is fixed, and the range parameter \( \theta_2 \) is to be estimated. We assume that \( \theta_0 = (2, 0.5) \). This corresponds to an interaction kernel with with compact support on \([0, 0.5] \). The initial parameter estimates are generated uniformly at random on \([1.5, 2.5] \). Finally, we use constant learning rates with \( \gamma_{2,t} = 0.002 \). The performance of the recursive MLE is illustrated in Figure 11, in which we plot the sequence of online parameter estimates for \( \theta_2 \), for several values of \( N \), and for 50 different random initialisations.

![Figure 10. Sample trajectories of the system of interacting particles for \( N = \{10, 20, 50\} \).](image)

Encouragingly, the vast majority of the online parameter estimates converge to within a small neighbourhood of the true value of the parameter, suggesting that it is indeed possible to estimate the range of the interaction kernel in an online fashion. As before, the performance of the online estimator improves as the number of particles is increased. We should remark that, in this case, the performance is highly dependent on the initial conditions of the particles.
This should not come as a surprise; indeed, if the distance between particles is greater than the support of the interaction kernel, then the interaction kernel (and its gradient) are identically zero, and thus so too are all of the terms in the parameter update equation. Thus, the value of the parameter estimate will remain unchanged. We see this phenomenon in Figure 11, particularly when there are fewer particles.

![Figure 11](image_url)

**Figure 11.** Sequence on online parameter estimates (blue) for the range parameter \(\theta_2\), for 50 different random initialisation \(\theta_0^k \sim U([1.5, 2.5])\), and \(N = \{10, 20, 50\}\). We also plot the true parameter value (orange), the mean online parameter estimate plus/minus one standard deviation (black: solid, dashed).

### 6. Conclusions.

In this paper, we have considered the problem of parameter estimation for a stochastic McKean-Vlasov equation and the associated system of weakly interacting particles. We established consistency and asymptotic normality of the offline MLE for the IPS as the number of particles \(N \to \infty\), extending classical results in [62]. We also proposed an online estimator for the parameters of the stochastic McKean-Vlasov equation, and studied its asymptotic properties.

Regarding directions for future research, in the offline case, it may be of interest to establish a non-asymptotic \(L^p\) convergence rate for the MLE in both the mean-field and long time regimes, extending the recent results in [32] to a more general class of IPSs. In the online case, a natural extension of our results is to obtain a central limit theorem for the recursive estimator, extending the results in [106] to non-linear McKean-Vlasov diffusions. Alternatively, one could aim to extend our results to the case in which the diffusion coefficient is unknown, and must be estimated online (see [104] for online estimation of the diffusion coefficient in the linear case, and [57] for offline estimation of the diffusion coefficient in IPSs). This is a particularly interesting problem given that, for a broad class of McKean-Vlasov SDEs, the uniqueness (or non-uniqueness) of the invariant measure(s) is known to depend on the magnitude of the noise coefficient (e.g., [53, 54, 110]).

### Appendix A. Existing Results on the McKean-Vlasov SDE.

In this appendix, we present some existing results on the McKean-Vlasov SDE (1.1), and the associated system of interacting particles (1.3). For completeness, we also include the proofs of most of these results. These results are well known, and have appeared in a number of existing papers (e.g., [12, 28, 81, 82, 111]), albeit under conditions which are different to our own. Under our particular set of assumptions, these results can also be found in [19].
Proposition A.1 (Moment Bounds). Assume that Conditions A.1 and B.1(i) - B.2(i) hold. Then, for all \( N \in \mathbb{N} \), \( i = 1, \ldots, N \), and for all \( k \geq 0 \), there exists \( C_{k,\theta_0} > 0 \) such that

\[
\sup_{t \geq 0} \mathbb{E}_{\theta_0}[|x_t|^k] \leq C_{k,\theta_0} \left( \int_{\mathbb{R}^d} ||x||^k \mu_0(dx) + 1 \right)
\]

(A.1)

\[
\sup_{t \geq 0} \mathbb{E}_{\theta_0}[|x_t^i|^k] \leq C_{k,\theta_0} \left( \int_{\mathbb{R}^d} ||x||^k \mu_0(dx) + 1 \right)
\]

Proof. We follow the approach in [19, Lemma 2.3.1] (see also [28, Corollary 2.3]). We will establish the first bound in (A.1), with the second bound obtained similarly. We begin by applying Itô’s Lemma to \( |.|^2k \), and taking expectations, which yields

\[
\mathbb{E}_{\theta_0}[|x_t|^2k] = \mathbb{E}_{\theta_0}[|x_0|^2k] + \int_0^t 2k|x_s|^{2k-2}\langle x_s, B(\theta_0, x_s, \mu_0) \rangle ds
\]

\[
+ k(d + 2(k - 1))\mathbb{E}_{\theta_0} \left( \int_0^t |x_s|^{2k-2} ds \right)
\]

Due to Conditions B.1(i) - B.2(i), there exists \( C_{\theta_0} > 0 \) such that \( \langle x_s, B(\theta_0, x_s, \mu_0) \rangle \leq - (\alpha_0 - L_{\theta_0,2})||x_s||^2 + C_{\theta_0}||x_s|| + L_{\theta_0,2}||x_s|| \mathbb{E}_{\theta_0}[||x_s||] \). It follows, defining \( C_k = \frac{d}{2} + k - 1 > 0 \), that

\[
\mathbb{E}_{\theta_0}[|x_t|^2k] \leq \mathbb{E}_{\theta_0}[|x_0|^2k] - 2k \mathbb{E}_{\theta_0} \left[ \int_0^t (\alpha_0 - L_{\theta_0,2})||x_s||^{2k} ds \right]
\]

\[
+ 2k \mathbb{E}_{\theta_0} \left[ \int_0^t C_{\theta_0}||x_s||^{2k-1} ds \right] + 2k \mathbb{E}_{\theta_0} \left[ \int_0^t L_{2}||x_s||^{2k-1} \mathbb{E}_{\theta_0}[||x_s||] ds \right]
\]

\[
+ 2k \mathbb{E}_{\theta_0} \left[ \int_0^t C_k||x_s||^{2k-2} ds \right]
\]

By Young’s inequality, we then have

\[
\mathbb{E}_{\theta_0}[|x_t|^2k] \leq \mathbb{E}_{\theta_0}[|x_0|^2k] - 2k \mathbb{E}_{\theta_0} \left[ \int_0^t (\alpha_0 - L_{\theta_0,2})||x_s||^{2k} ds \right]
\]

\[
+ 2k \mathbb{E}_{\theta_0} \left[ \int_0^t C_{\theta_0}||x_s||^{2k-1} ds \right] + 2k \mathbb{E}_{\theta_0} \left[ \int_0^t L_{2} \frac{2k - 1}{2k} ||x_s||^{2k} ds \right]
\]

\[
+ 2k \mathbb{E}_{\theta_0} \left[ \int_0^t L \frac{1}{2k} ||x_s||^{2k} ds \right] + 2k \mathbb{E}_{\theta_0} \left[ \int_0^t C_k||x_s||^{2k-2} ds \right]
\]

It follows, writing \( \lambda_{\theta_0} = \alpha_0 - L_{\theta_0,2} \), that

\[
\mathbb{E}_{\theta_0}[|x_t|^2k] \leq \mathbb{E}_{\theta_0}[|x_0|^2k] + 2k \left[ \int_0^t \mathbb{E}_{\theta_0} \left[ -\lambda_{\theta_0}||x_s||^{2k} + C_{\theta_0}||x_s||^{2k-1} + C_k||x_s||^{2k-2} \right] ds \right]
\]

We next use the fact that, for any \( a > 0 \), there exists \( b \) such that \( C_{\theta_0}||x||^{2k-1} + C_k||x||^{2k-2} \leq a||x||^{2k} + b \). This implies, in particular, that there exists \( C_{k,\theta_0,1} > 0 \), \( C_{k,\theta_0,2} \) such that

\[
\mathbb{E}_{\theta_0}[|x_t|^2k] \leq \mathbb{E}_{\theta_0}[|x_0|^2k] + 2k \left[ \int_0^t -C_{k,\theta_0,1}\mathbb{E}_{\theta_0}[||x_s||^{2k}] + C_{k,\theta_0,2} ds \right].
\]
The result now follows via an extension of Grönwall’s inequality (see, e.g., [28, Proposition 2.1]).

Proposition A.2 (Asymptotic Moment Bounds). Assume that Conditions A.1 and B.1 - B.2 hold. Then, for all \( N \in \mathbb{N} \), for all \( i = 1, \ldots, N \), and for all \( k \in \mathbb{N} \), there exists a positive constant \( K_{k,\theta_0} > 0 \) such that

\[
\int_{\mathbb{R}^d} ||x||^k \mu_\infty(dx) \leq K_{k,\theta_0}, \quad \int_{(\mathbb{R}^d)^N} ||x^{1:N}||^k \hat{\mu}_\infty^N(dx^N) \leq K_{k,\theta_0}.
\]

Proof. By Proposition A.3 (see below), the McKean-Vlasov SDE (1.1) admits a unique equilibrium measure \( \mu_\infty \) which is independent of \( \mu_0 \). By the ergodic theorem (e.g., [99, Chapter X]), we thus have, for all \( k \in \mathbb{N} \),

\[(A.2) \quad \lim_{t \to \infty} \frac{1}{t} \int_0^t ||x_s||^k \, ds = \int_{\mathbb{R}^d} ||x||^k \mu_\infty(dx), \quad \text{a.s.}\]

Using Jensen’s inequality and the moment bounds in Proposition A.1, we obtain uniform integrability of the family \( \{ \frac{1}{t} \int_0^t ||x_s||^k \, ds \}_{t > 0} \). It follows, taking expectations of (A.2), using uniform integrability in order to interchange the limit and the expectation, and once more making use of Proposition A.1, that

\[
\int_{\mathbb{R}^d} ||x||^k \mu_\infty(dx) = \lim_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{E}_{\theta_0} \left[ ||x_s||^k \right] \, ds \\
\leq \sup_{\mu_0 \in \mathcal{P}_2(\mathbb{R}^d)} C_{k,\theta_0} \left( \int_{\mathbb{R}^d} ||x||^k \mu_0(dx) + 1 \right) \leq K_{k,\theta_0},
\]

where in the final inequality we have used Condition A.1. The proof of the bound for the IPS is identical, noting that all of the relevant results (Propositions A.1 and A.3) apply to both the McKean-Vlasov SDE and the IPS.

Proposition A.3 (Unique Invariant Measure). Assume that Conditions A.1 and B.1 - B.2 hold. Then, for \( \theta = \theta_0 \), the McKean-Vlasov SDE (1.1) and IPS (1.3) admit unique invariant measures \( \mu_\infty \) and \( \hat{\mu}_\infty^N \) which are independent of the initial conditions \( \mu_0 \) and \( (\hat{\mu}_0)^\otimes N \). Moreover, writing \( \lambda_{\theta_0} = \theta_0 - 2L_{\theta_0} \), and \( \hat{\mu}_t^{(k),N} \) for the law of a subset of \( 1 \leq k \leq N \) interacting particles, the following contraction rates hold

\[(A.3) \quad \mathbb{W}_2(\mu_t, \mu_\infty) \leq e^{-\lambda_{\theta_0} t} \mathbb{W}_2(\mu_0, \mu_\infty), \quad \mathbb{W}_2(\hat{\mu}_t^{(k),N}, \hat{\mu}_\infty^{(k),N}) \leq e^{-\lambda_{\theta_0} t} \mathbb{W}_2((\mu_0)^\otimes k, \hat{\mu}_\infty^{(k),N}).
\]

Proof. We follow the approach in [19, Theorem 2.3.3] (see also [112, Theorem 3.1]). We prove the first inequality in (A.3), with the second derived in a similar fashion. Let \( (x_t^x)_{t \geq 0} \) and \( (x_t^y)_{t \geq 0} \) be solutions of (1.1), starting from \( x \) and \( y \), respectively. We will write \( \mu_t \) for the law of \( x_t^x \), and \( \nu_t \) for the law of \( x_t^y \). By Itô’s formula, we have

\[
\frac{d}{dt} \mathbb{E}_{\theta_0} \left[ ||x_t^x - x_t^y||^2 \right] = 2 \mathbb{E}_{\theta_0} \left[ (x_t^x - x_t^y, B(\theta_0, x_t^x, \mu_t) - B(\theta_0, x_t^y, \nu_t)) \right].
\]
Using Conditions B.1 and B.2, it follows that
\[
\frac{d}{dt} \mathbb{E}_{\theta_0} \left[ ||x_t^x - x_t^y||^2 \right] \leq -2(\alpha_{\theta_0} - 2L_{\theta_0,2}) \mathbb{E}_{\theta_0} \left[ ||x_t^x - x_t^y||^2 \right],
\]
and thus, writing \( \lambda_{\theta_0} = \alpha_{\theta_0} - 2L_{\theta_0,2} \), that \( \mathbb{E}_{\theta_0} \left[ ||x_t^x - x_t^y||^2 \right] \leq e^{-2\lambda_{\theta_0} t} ||x - y||^2 \). Let \( \pi_0 \) be an arbitrary coupling of \( \mu_0 \) and \( \nu_0 \). By Condition A.1, we have that \( \mu_0, \nu_0 \in \mathcal{P}_2(\mathbb{R}^d) \). We thus have from the previous inequality that
\[
\int_{\mathbb{R}^d} \mathbb{E}_{\theta_0} \left[ ||x_t^x - x_t^y||^2 \right] \pi_0(dx, dy) \leq e^{-2\lambda_{\theta_0} t} \int_{\mathbb{R}^d} ||x - y||^2 \pi_0(dx, dy).
\]
It follows, taking the infimum over all coupling measures \( \pi_0 \), and taking square roots, that
\[
\mathcal{W}_2(\mu_t, \nu_t) \leq e^{-\lambda_{\theta_0} t} \mathcal{W}_2(\mu_0, \nu_0).
\]
We now establish the existence of an equilibrium measure for the McKean-Vlasov SDE. Let \( (x_t)_{t \geq 0} \) denote a solution of (1.1) with initial law \( \mu_0 \), and \( (y_t)_{t \geq 0} \) the solution of (1.1) with initial law \( \mathcal{L}(x_s) \), for some \( s > 0 \). Using (A.4), homogeneity, and Proposition A.1, there exists \( K > 0 \) such that
\[
\mathcal{W}_2(\mathcal{L}(x_t), \mathcal{L}(x_{t+s})) = \mathcal{W}_2(\mathcal{L}(x_t), \mathcal{L}(y_t)) \leq e^{-\lambda_{\theta_0} t} \mathcal{W}_2(\mu_0, \mathcal{L}(x_s)) \leq Ke^{-\lambda_{\theta_0} t}.
\]
Thus, \( \mathcal{L}(x_t) \) converges to a unique limit \( \mu_\infty \), which is independent of the initial measure. We will now demonstrate that this equilibrium measure is also the unique invariant measure of the McKean-Vlasov SDE. Let \( 0 < t_1 < t_2 \). Consider the functional \( P_{t_1} : \mathcal{P}(\mathbb{R}^d) \to \mathcal{P}(\mathbb{R}^d) \), defined such that \( P_{t_1}(\mu) \) is the law of the solution of the McKean-Vlasov SDE (1.1) at time \( t_1 \) when the initial law is \( \mu \). Similarly, define \( P_{t_2} : \mathcal{P}(\mathbb{R}^d) \to \mathcal{P}(\mathbb{R}^d) \). Following (A.4), each of these functionals admits a unique fixed point. We will denote these fixed points by \( \bar{\mu}_i \in \mathcal{P}_2(\mathbb{R}^d) \). Note that, by homogeneity of (1.1), that \( P_{nt_i}(\bar{\mu}_i) = \bar{\mu}_i \) for all \( n \in \mathbb{N} \). It follows, again using (A.4), that
\[
\mathcal{W}_2(\bar{\mu}_1, \mu_\infty) = \mathcal{W}_2(P_{nt_1}(\bar{\mu}_1), \mu_\infty) \leq Ke^{-\lambda_{\theta_0} nt_1}
\]
\[
\mathcal{W}_2(\bar{\mu}_2, \mu_\infty) = \mathcal{W}_2(P_{nt_2}(\bar{\mu}_2), \mu_\infty) \leq Ke^{-\lambda_{\theta_0} nt_2}
\]
Taking the limit as \( N \to \infty \), and using the existence of a unique limit, we have that \( \bar{\mu}_1 = \bar{\mu}_2 = \mu_\infty \). Since \( t_1 \) was chosen arbitrarily, it follows that \( \mu_\infty \) is the unique invariant measure in \( [t_1, \infty) \). It remains to check that \( \mu_\infty \) that this is also true in \( (0, t_1) \). This is indeed the case. Let \( (x_t)_{t \geq 0} \) be a solution of (1.1) starting from \( \bar{\mu}_1 \), and write \( \mathcal{L}(x_t) \) for the law of this solution. By construction, we have that \( \mathcal{L}(x_{t_1}) = \mu_1 = \bar{\mu}_2 = \mu_\infty \). Let \( (y_t)_{t \geq 0} \) be a solution of (1.1) starting from \( \mu_\infty \), with law \( \mathcal{L}(y_t) = \mathcal{L}(x_{t+t_1}) \). Since \( \mu_\infty \) is the unique invariant measure in \( [t_1, \infty) \), and \( \mathcal{L}(x_{t_1}) = \mu_\infty \), we must have \( \mathcal{L}(x_{t+t_1}) = \mu_\infty \) for \( t \in [0, \infty) \). But this implies that \( \mathcal{L}(y_t) = \mathcal{L}(x_{t+t_1}) = \mu_\infty \) for all \( t \in (0, \infty) \). This concludes the proof.

The bound in (A.3) now follows straightforwardly by setting \( \nu_0 = \mu_\infty \) in (A.4), and using the fact that \( \mu_\infty \) is an invariant measure.
Proposition A.4 (Propagation of Chaos). Let $x^i = (x^i_t)_{t \geq 0}$ be $N$ independent copies of the solutions of (1.1) driven by independent Brownian motions $w^i = (w^i_t)_{t \geq 0}$. Assume that Conditions A.1 and B.1 - B.2 hold. Then there exist $0 < C_{\theta_0} < \infty$, independent of time, such that
\[
\sup_{t \geq 0} \mathbb{E}_{\theta_0} \left[ ||x^i_{t,N} - x^i_t||^2 \right] \leq \frac{C_{\theta_0}}{N}.
\]

Proof. We follow the approach in [19, Lemma 2.4.1] (see also [81, Theorem 3.3], [28, Theorem 3.1]). Let $(x_t)_{t \geq 0}$ be a solution of (1.1), independent of $(x^i_t)_{t \geq 0}$ for all $i = 1, \ldots, N$.

Using Itô’s formula, and Condition B.1, we have
\[
\mathbb{E}_{\theta_0} \left[ ||x^i_{t,N} - x^i_t||^2 \right] \leq -2\alpha_{\theta_0} \int_0^t \mathbb{E}_{\theta_0} \left[ ||x^i_s - x^i_{s,N}||^2 \right] ds + 2 \int_0^t \mathbb{E}_{\theta_0} \left[ ||x^i_{s,N} - x^i_s|| \right. \\
\left. \frac{1}{N} \sum_{j=1}^N \phi(\theta_0, x^i_s, x^j_s) - \int_{\mathbb{R}^d} \phi(\theta_0, x^i_s, y) \mu_s(dy) \right]_{\psi_s(N)} ds.
\]

Meanwhile, using Condition B.2, and the triangle inequality, we then have
\[
\psi_s(N) \leq L_{\theta_0,2} \left[ ||x^i_{s,N} - x^i_s|| + \frac{1}{N} \sum_{j=1}^N ||x^j_{s,N} - x^j_s|| \right] + \frac{1}{N} \sum_{j=1}^N \phi(\theta_0, x^i_s, x^j_s) - \int_{\mathbb{R}^d} \phi(\theta_0, x^i_s, y) \mu_s(dy) ||.
\]

Using this bound, the Hölder inequality, and that the particles are identically distributed, it follows that
\[
\mathbb{E}_{\theta_0} \left[ ||x^i_{t,N} - x^i_t||^2 \right] \leq -2(\alpha_{\theta_0} - 2L_{\theta_0,2}) \int_0^t \mathbb{E}_{\theta_0} \left[ ||x^i_s - x^i_{s,N}||^2 \right] ds + 2 \int_0^t \mathbb{E}_{\theta_0} \left[ ||x^i_s - x^i_s||^2 \right] ^{\frac{1}{2}} \mathbb{E}_{\theta_0} \left[ ||\frac{1}{N} \sum_{j=1}^N \phi(\theta_0, x^i_s, x^j_s) - \int_{\mathbb{R}^d} \phi(\theta_0, x^i_s, y) \mu_s(dy) ||^2 \right] ^{\frac{1}{2}} ds.
\]

Let $\xi^j_s = \phi(\theta_0, x^i_s, x^j_s) - \int_{\mathbb{R}^d} \phi(\theta_0, x^i_s, y) \mu_s(dy)$. If $j \neq k$, one of them is not equal to $i$, and thus $\mathbb{E}_{\theta_0} \left[ (\xi^j_s, \xi^k_s) \right] = 0$. It follows, using also Condition B.2, and the moment bounds in
Proposition A.1, that
\[
\mathbb{E}_\theta \left[ \left| \left| \sum_{j=1}^{N} \phi(\theta_0, x_i^j, x_s^j) - \int_{\mathbb{R}^d} \phi(\theta_0, x_s^j, y) \mu_s(dy) \right| \right|^2 \right] \\
\leq \frac{1}{N^2} \sum_{j=1}^{N} \mathbb{E}_{\theta_0} \left[ \left| \phi(\theta_0, x_i^j, x_s^j) - \int_{\mathbb{R}^d} \phi(\theta_0, x_s^j, y) \mu_s(dy) \right|^2 \right] \\
\leq \frac{1}{N^2} \sum_{j=1}^{N} \mathbb{E}_{\theta_0} \left[ \int_{\mathbb{R}^d} \left| x_s^j - y \right|^2 \mu_s(dy) \right] \\
\leq \frac{2}{N^2} \sum_{j=1}^{N} \mathbb{E}_{\theta_0} \left[ \left| x_s^j \right|^2 + \mathbb{E}_{\theta_0} \left[ \left| x_s \right|^2 \right] \right] \leq \frac{C_{\theta_0}}{N}.
\]

We thus have, substituting this bound into our previous bound, and taking derivatives, that
\[
\frac{d}{dt} \mathbb{E}_{\theta_0} \left[ \left| \left| x_t^{i,N} - x_t^{i} \right| \right|^2 \right] \leq -2(\alpha_{\theta_0} - 2L_{\theta_0,2}) \mathbb{E}_{\theta_0} \left[ \left| \left| x_t^{i,N} - x_t^{i} \right| \right|^2 \right] + \frac{C_{\theta_0}}{\sqrt{N}} \mathbb{E}_{\theta_0} \left[ \left| x_t^{i,N} - x_t^{i} \right|^2 \right]^{1/2}
\]

The result now follows from Grönwall’s inequality (see, e.g., [81, Theorem 3.1]).

Proposition A.5 (A Law of Large Numbers, [35, Theorem 1.2], [92]). Assume that Conditions B.1(i) - B.2(i) hold. If \( (\mu^N_0)_{N \in \mathbb{N}} \) converge weakly to \( \mu_0 \), then for all \( g \in C(\mathbb{R}^d) \) and for all \( t \geq 0 \), as \( N \to \infty \),
\[
\lim_{N \to \infty} \left[ \frac{1}{N} \sum_{i=1}^{N} g(x_t^{i,N}) \right] = \int_{\mathbb{R}^d} g(x) \mu_t(dx).
\]

Proof. See [92, Lemma 9].

Appendix B. Additional Lemmas for Theorem 1.1 and Theorem 1.2.

Lemma B.1. For all \( T \geq 0 \), for all \( \theta \in \Theta \subseteq \mathbb{R}^p \),
\[
\lim_{N \to \infty} \sup_{0 \leq t \leq T} \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t} \langle G(\theta, x^{i,N}_s, \mu^N_s), dw^i_s \rangle = 0
\]

Proof. For ease of notation, let us define
\[
M_t^N(\theta) := \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t} \langle G(\theta, x^{i,N}_s, \mu^N_s), dw^i_s \rangle.
\]

Now, for all \( N \in \mathbb{N} \), and for all \( \theta \in \mathbb{R}^p \), \( (M_t^N(\theta))_{t \geq 0} \) is a zero mean continuous square integrable martingale, with quadratic variation
\[
[M^N(\theta)]_t = \frac{1}{N^2} \sum_{i=1}^{N} \int_{0}^{t} \left| G(\theta, x^{i,N}_s, \mu^N_s) \right|^2 ds.
\]
It follows, using the elementary fact that $\sup_x [f(x) - g(x)] \geq \sup_x f(x) - \sup_x g(x)$, and the martingale inequality \cite[page 25]{85}, that

$$
P \left( \sup_{0 \leq t \leq T} M_t^N(\theta) - \sup_{0 \leq t \leq T} \frac{\alpha}{2} [M^N(\theta)]_t > \beta \right) \leq P \left( \sup_{0 \leq t \leq T} \left\{ M_t^N(\theta) - \frac{\alpha}{2} [M^N(\theta)]_t \right\} > \beta \right) < e^{-\alpha \beta}.
$$

Thus, substituting (B.1) and using symmetry, we have that

$$
P \left( \sup_{0 \leq t \leq T} |M_t^N(\theta)| > \beta + \frac{\alpha}{2N^2} \sum_{i=1}^N \int_0^T \|G(\theta, x_i^{t,N}, \mu_s^N)\|^2 \, ds \right) < 2e^{-\alpha \beta}.
$$

Let $\alpha = N^a$, $\beta = N^{-b}$, for some $0 < a < b < 1$. Then

$$
P \left( \sup_{0 \leq t \leq T} |M_t^N(\theta)| > \frac{1}{N^b} + \frac{1}{2N^{1-a}} \sum_{i=1}^N \int_0^T \|G(\theta, x_i^{t,N}, \mu_s^N)\|^2 \, ds \right) < 2e^{-N^{a-b}}.
$$

By a repeated application of Proposition A.5 (the McKean-Vlasov Law of Large Numbers), we have that, as $N \to \infty$,

$$
\frac{1}{N} \sum_{i=1}^N \int_0^T \|G(\theta, x_i^{t,N}, \mu_s^N)\|^2 \, ds \xrightarrow{P} \int_0^T \left\{ \int_{\mathbb{R}^d} \|G(\theta, x, \mu_s)\|^2 \mu_s(dx) \right\} \, ds.
$$

By definition, Condition C.1(ii), and Proposition A.1 the limiting function on the RHS is finite and non-random. Moreover, we have that $\sum_{N=1}^{\infty} e^{-N^{a-b}} < \infty$. The Borel-Cantelli Lemma thus implies

$$
\lim_{N \to \infty} \sup_{0 \leq t \leq T} M_t^N(\theta) = 0.
$$

**Appendix C. Additional Lemmas for Theorems 2.1, 2.1*, 3.1, and 3.1*.**

**Lemma C.1.** Assume that Conditions A.1 and B.1 - B.2 hold. Then, for all $N \in \mathbb{N}$, $i = 1, \ldots, N$, for all $t \geq 0$, and for all $k \geq 1$, there exists $K_{k, \theta_0} > 0$ such that

$$
\mathbb{E}_{\theta_0} \left[ \sup_{0 \leq s \leq t} ||x_s||^k \right] \leq K_{k, \theta_0} t^{\frac{k}{2}} \quad \text{and} \quad \mathbb{E}_{\theta_0} \left[ \sup_{0 \leq s \leq t} ||x_i^{t,N}||^k \right] \leq K_{k, \theta_0} t^{\frac{k}{2}}.
$$

**Proof.** We will prove the first claim (the proof of the second being essentially identical). By Itô’s Lemma, we have

$$
||x_t||^{2k} = ||x_0||^{2k} + \int_0^t 2k ||x_s||^{2k-2} \langle x_s, B(\theta_0, x_s, \mu_s) \rangle \, ds + \int_0^t k ||x_s||^{2k-2} \text{Tr} [I_d + (k - 2) \sum_{i,j=1}^d ||x_s||^{-2}] \, ds + \int_0^t 2k ||x_s||^{2k-2} \langle dx_s, dw_s \rangle.
$$
It follows, taking the supremum and taking expectations, that

\begin{equation}
\Pi_t \leq \mathbb{E}_{\theta_0} \left[ \sup_{0 \leq s \leq t} ||x_t||^{2k} \right] \leq \mathbb{E}_{\theta_0} \left[ ||x_0||^{2k} \right] + 2k \int_0^t \mathbb{E}_{\theta_0} \left[ ||x_s||^{2k-2} \langle x_s, B(\theta_0, x_s, \mu_s) \rangle \right] ds \tag{C.1} \end{equation}

\begin{equation}
+ |kd + 2k(k-1)| \int_0^t \mathbb{E}_{\theta_0} \left[ ||x_s||^{2k-2} \right] ds \tag{C.2} \end{equation}

\begin{equation}
+ 2k \mathbb{E}_{\theta_0} \left[ \sup_{0 \leq s \leq t} ||x_s||^{2k-2} \langle x_s, dw_s \rangle \right] \tag{C.3} \end{equation}

We begin by bounding the first term. Due to Conditions B.1 - B.2, there exist $C_{\theta_0,0}, C_{\theta_0,1} > 0$ such that

\begin{equation}
\langle x_s, B(\theta, x_s, \mu_s) \rangle \leq - (\alpha_{\theta_0} - L_{\theta_0,2}) ||x_s||^2 + C_{\theta_0,0} ||x_s|| + L_{\theta_0,2} ||x_s|| \mathbb{E}_{\theta_0} \left[ ||x_s|| \right] \leq C_{\theta_0,1} \left[ ||x_s||^2 + ||x_s|| + ||x_s|| \mathbb{E}_{\theta_0} \left[ ||x_s|| \right] \right] \tag{C.4} \end{equation}

It follows straightforwardly, using the moment bounds in Proposition A.1, that

\begin{equation}
(\theta, x, \mu, \mu) \leq \langle \theta, x, \mu, \mu \rangle \tag{C.5} \end{equation}

Similarly, for the second term in (C.1),

\begin{equation}
\Pi_t^2 \leq |kd + 2k(k-1)| \int_0^t \mathbb{E}_{\theta_0} \left[ ||x_s||^{2k-2} \right] ds \leq C_{k,\theta_0,2} t \tag{C.6} \end{equation}

Finally, for the final term in (C.1), we have

\begin{equation}
\Pi_t^2 \leq 2k \mathbb{E}_{\theta_0} \left[ \int_0^t ||x_s||^{2k} ds \right] \leq 2k \left[ \int_0^t \mathbb{E}_{\theta_0} \left[ ||x_s||^{2k} \right] ds \right] \leq C_{k,\theta_0,3} t^{\frac{1}{2}} \tag{C.7} \end{equation}

where we have used the Burkholder-Davis-Gundy inequality, and once more Proposition A.1. Combining equations (C.1), (C.2), (C.3), and (C.4), and using the Hölder inequality, the conclusion follows.

**Lemma C.2.** Assume that Conditions A.1, B.1 - B.2, C.1 hold. Then, for $k = 0, 1, 2$, there exist $K_{\theta_0} > 0$ such that, for all $\theta \in \mathbb{R}^p$, \[ ||\nabla_\theta^k \mathcal{L}^N(\theta)|| \leq K_{\theta_0} \text{ and } \| \nabla_\theta^k \mathcal{L}^{N}(\theta) || \leq K_{\theta_0} \]

**Proof.** Using the definition of $\nabla_\theta^k \mathcal{L}(\theta)$ (established in Lemma 4.1), the polynomial growth of $\nabla_\theta^k L(\theta, x, \mu, \mu)$ (from Condition C.1), and the finite moments of the invariant measure of the McKean-Vlasov SDE (Proposition A.2), we have that

\[ ||\nabla_\theta^k \mathcal{L}(\theta)|| \leq \int_{\mathbb{R}^d} ||\nabla_\theta^k L(\theta, x, \mu, \mu)|| \mu_\infty(dx) \]

\[ \leq K \int_{\mathbb{R}^d} \left[ 1 + ||x||^q + \int_{\mathbb{R}^d} ||y||^q \mu_\infty(dy) \right] \mu_\infty(dy) \leq K_{\theta_0}. \]
The bound for \( \nabla \theta \hat{L}^{i,N}(\theta) \) follows identically, this time using the definition of \( \nabla \theta \hat{L}^{i,N}(\theta) \) (Lemma 4.2), and the finite moments of the invariant measure of the IPS (Proposition A.2).

### C.1. Additional Lemmas for Lemma 4.3.

**Lemma C.3.** Assume that Conditions A.1 and B.1 - B.2 hold. For all Lipschitz functions \( \varphi \), there exists \( K_{\theta_0} > 0 \) such that, for all \( t \geq 0 \), for all \( N \in \mathbb{N} \),

\[
\mathbb{E}_{\theta_0} \left[ \left\| \int_{\mathbb{R}^d} \varphi(y) \mu_t(dy) - \frac{1}{N} \sum_{i=1}^{N} \varphi(x^{i,N}_t) \right\|^2 \right] \leq \frac{K_{\theta_0}}{N}
\]

**Proof.** Let \( x^i_t, i = 1, \ldots, N \) denote independent solutions of the McKean-Vlasov SDE (1.1). We then have, using the elementary inequality \( |a + b|^2 \leq 2|a|^2 + 2|b|^2 \), that

\[
\mathbb{E}_{\theta_0} \left[ \left\| \int_{\mathbb{R}^d} \varphi(y) \mu_t(dy) - \frac{1}{N} \sum_{i=1}^{N} \varphi(x^{i,N}_t) \right\|^2 \right] \leq 2 \mathbb{E}_{\theta_0} \left[ \left\| \int_{\mathbb{R}^d} \varphi(y) \mu_t(dy) - \frac{1}{N} \sum_{i=1}^{N} \varphi(x^{i}_t) \right\|^2 \right] + 2 \mathbb{E}_{\theta_0} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \left( \varphi(x^{i}_t) - \varphi(x^{i,N}_t) \right) \right\|^2 \right]
\]

For the first term, using independence of \( (x^{i}_t)_{i \geq 0} \), the Lipschitz property of \( \varphi \), and Proposition A.1 (bounded moments of the McKean-Vlasov SDE), we have that

\[
\mathbb{E}_{\theta_0} \left[ \left\| \int_{\mathbb{R}^d} \varphi(y) \mu_t(dy) - \frac{1}{N} \sum_{i=1}^{N} \varphi(x^{i}_t) \right\|^2 \right] \leq \frac{1}{N} \mathbb{E}_{\theta_0} \left[ \left\| \varphi(x^{i}_t) - \mathbb{E}[\varphi(x^{i}_t)] \right\|^2 \right] 
\]

\[
\leq \frac{1}{N} \mathbb{E}_{\theta_0} \left[ \left\| \varphi(x^{i}_t) - \varphi(\mathbb{E}[x^{i}_t]) \right\|^2 \right] \leq \frac{K_{\theta_0}}{N}.
\]

Meanwhile, for the second term, using the Cauchy-Schwarz inequality, the Lipschitz property of \( \varphi \), and Proposition A.4 (uniform-in-time propagation of chaos), we obtain

\[
\mathbb{E}_{\theta_0} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \left( \varphi(x^{i}_t) - \varphi(x^{i,N}_t) \right) \right\|^2 \right] \leq \frac{K_{\theta_0}}{N} \sum_{i=1}^{N} \mathbb{E}_{\theta_0} \left[ \left\| x^{i}_t - x^{i,N}_t \right\|^2 \right] \leq \frac{K_{\theta_0}}{N}.
\]

The result follows immediately. ■

**Lemma C.4.** Assume that Conditions A.1 and B.1 - B.2 hold. Suppose also that \( \mu_0 \in \mathcal{P}_2(\mathbb{R}^d) \). Let \( x^i_t \) denote a solution of the McKean-Vlasov SDE, driven by \( w^i = (w^i_t)_{t \geq 0} \). Then, for all Lipschitz functions \( \varphi \), there exists \( K_{\theta_0} > 0 \) such that, for all \( t \geq 0 \), for all \( N \in \mathbb{N} \),

\[
\mathbb{E} \left[ \left\| \int_{\mathbb{R}^d} \varphi(x^i_t, y) \mu_t(dy) - \frac{1}{N} \sum_{i=1}^{N} \varphi(x^{i,N}_t, x^{i,N}_t) \right\|^2 \right] \leq \frac{K_{\theta_0}}{N}
\]
Then, almost surely, \( |\hat{\nabla} j| \) that, for \( i \in S \), we provide the proofs of these results in full, appropriately adapted to the current setting. We begin by noting that this function is ‘centred’ with respect to the invariant measure \( \hat{\mu}_\infty (\cdot) \), using the definition of \( \hat{\nabla} \tilde{L}^i,N (\cdot) \) from Lemma 4.2. In addition, \( S^i,N (\theta, \hat{x}) \in C^{2,\alpha} (\mathbb{R}^p, (\mathbb{R}^d)^N) \) and, due to Condition C.1, there exist positive constants \( q, K > 0 \) such that, for \( j = 0, 1, 2, \) \( |\partial^j \hat{S}^i,N (\theta, \hat{x})| \leq K (1 + ||x||^q + \frac{1}{N} \sum_{j=1}^{N} ||x_j||^q) \). Thus, the function \( S^i,N : \mathbb{R}^p \times (\mathbb{R}^d)^N \to \mathbb{R}^p \) satisfies the conditions of Lemma C.11. It follows that, for all \( i = 1, \ldots, N \), the Poisson equation

\[
A_{\hat{x}} v^i,N (\theta, \hat{x}) = \hat{S}^i,N (\theta, \hat{x}) , \quad \int_{(\mathbb{R}^d)^N} v^i,N (\theta, \hat{x}) \, \hat{\mu}_\infty (d\hat{x}) = 0
\]
We now prove the convergence of each term on the right hand side of this equation. First, where 

\[ J_l \text{ has a unique twice differentiable solution which satisfies } \sum_{j=0}^{2} |\frac{\partial^j u^{i,N}}{\partial \theta^j}(\theta, \hat{x}^N)| + |\frac{\partial^j u^{i,N}}{\partial \theta^j}(\theta, \hat{x}^N)| \leq K(1 + |u^{i,N}|^q + \frac{1}{2} \sum_{j=1}^{N} ||x^{j,N}||^q). \] 

Let \( u^{i,N}(t, \theta, \hat{x}^N) = \gamma_t v^{i,N}(\theta, \hat{x}^N). \) Applying Itô's formula to each component of this vector-valued function, we obtain, for \( l = 1, \ldots, p, \)

\[
u^{i,N}(t_2, \theta^{t_2}_N, \hat{x}^{t_2}_N) - \nu^{i,N}(t_1, \theta^{t_1}_N, \hat{x}^{t_1}_N) = \int_{t_1}^{t_2} \partial_s \nu^{i,N}(s, \theta^{t_N}_s, \hat{x}^{t_N}_s)ds + \int_{t_1}^{t_2} A_s \nu^{i,N}(s, \theta^{t_N}_s, \hat{x}^{t_N}_s)ds + \int_{t_1}^{t_2} \gamma_s \text{Tr} \left[ \nabla_\theta \hat{B}^{i,N}(\theta^{t_N}_s, \hat{x}^{t_N}_s) \partial_\theta \nu^{i,N}(s, \theta^{t_N}_s, \hat{x}^{t_N}_s) \right] ds + \int_{t_1}^{t_2} \gamma_s \partial_\theta \nu^{i,N}(s, \theta^{t_N}_s, \hat{x}^{t_N}_s) \cdot \nabla_\theta \hat{B}^{i,N}(\theta^{t_N}_s, \hat{x}^{t_N}_s) dw_s^i
\]

where \( A_s \) and \( \partial_\theta \) are the infinitesimal generators of \( \hat{x}^N \) and \( \theta, \) and we recall from (4.9) that \( \hat{w}_t^N = (\nu_{t1}^N, \ldots, \nu_{tN}^N) \). Rearranging this identity, and also recalling that \( v^{i,N}(\theta, \hat{x}^N) \) is the solution of the Poisson equation, we obtain

\[
\gamma_{\sigma_{k,N}} \int_{t_k}^{t_{k+1}} \gamma_{\sigma_{k,\eta}} A_{k,N} v^{i,N}(\theta^{t_N}_{s,N}, \hat{x}^{t_N}_{s,N}) ds
\]

\[
= \gamma_{\sigma_{k,N}} v^{i,N}(\theta^{t_{k+1}}_{s,N}, \hat{x}^{t_{k+1}}_{s,N}) - \gamma_{\sigma_{k,N}} v^{i,N}(\theta^{t_{k}}_{s,N}, \hat{x}^{t_{k}}_{s,N}) - \int_{t_k}^{t_{k+1}} \gamma_{\sigma_{k,\eta}} A_{k,N} v^{i,N}(\theta^{t_N}_{s,N}, \hat{x}^{t_N}_{s,N}) ds
\]

\[
= \gamma_{\sigma_{k,N}} v^{i,N}(\theta^{t_{k+1}}_{s,N}, \hat{x}^{t_{k+1}}_{s,N}) - \gamma_{\sigma_{k,N}} v^{i,N}(\theta^{t_{k}}_{s,N}, \hat{x}^{t_{k}}_{s,N}) - \int_{t_k}^{t_{k+1}} \gamma_{\sigma_{k,\eta}} A_{k,N} v^{i,N}(\theta^{t_N}_{s,N}, \hat{x}^{t_N}_{s,N}) ds
\]

We now prove the convergence of each term on the right hand side of this equation. First, define \( J_t^{(1)} = \gamma_t ||v^{i,N}(\theta^{t_{k+1}}_{s,N}, \hat{x}^{t_{k+1}}_{s,N})|| \). We have, using the polynomial growth of \( v^{i,N}(\theta, \hat{x}^N) \), and Proposition A.1 (the bounded moments of the IPS), that

\[
\mathbb{E}_{\theta_0} ||J_t^{(1)}||^2 \leq K \gamma_t^2 \left( 1 + \mathbb{E}_{\theta_0} ||x^{i,N}_{t}||^q + \frac{1}{N} \sum_{j=1}^{N} \mathbb{E}_{\theta_0} ||x^{j,N}_{t}||^q \right) \leq K_0 \gamma_t^2.
\]

Applying the Borel-Cantelli argument as in [106, Appendix B], it follows that \( J_t^{(1)} \) converges to zero with probability one. We next consider the term

\[
\gamma_{\sigma_{k,N}} \int_{t_k}^{t_{k+1}} \gamma_{\sigma_{k,\eta}} A_{k,N} v^{i,N}(\theta^{t_N}_{s,N}, \hat{x}^{t_N}_{s,N}) ds + \int_{t_k}^{t_{k+1}} \gamma_{\sigma_{k,N}} v^{i,N}(\theta^{t_{k+1}}_{s,N}, \hat{x}^{t_{k+1}}_{s,N}) - \gamma_{\sigma_{k,N}} v^{i,N}(\theta^{t_{k}}_{s,N}, \hat{x}^{t_{k}}_{s,N}) - \int_{t_k}^{t_{k+1}} \gamma_{\sigma_{k,\eta}} A_{k,N} v^{i,N}(\theta^{t_N}_{s,N}, \hat{x}^{t_N}_{s,N}) ds
\]

\[
= \gamma_{\sigma_{k,N}} v^{i,N}(\theta^{t_{k+1}}_{s,N}, \hat{x}^{t_{k+1}}_{s,N}) - \gamma_{\sigma_{k,N}} v^{i,N}(\theta^{t_{k}}_{s,N}, \hat{x}^{t_{k}}_{s,N}) - \int_{t_k}^{t_{k+1}} \gamma_{\sigma_{k,\eta}} A_{k,N} v^{i,N}(\theta^{t_N}_{s,N}, \hat{x}^{t_N}_{s,N}) ds
\]
This term obeys the bound
\[
\sup_{t>0} \mathbb{E}_\theta |J_{0,t}^{(2)}| \leq K \int_0^\infty (|\gamma_s| + \gamma_s^2)(1 + \mathbb{E}_\theta [||x_s^{i,N}||] + 1/N \sum_{j=1}^N \mathbb{E}_\theta [||x_s^{j,N}||])ds
\leq K \theta \int_0^\infty (|\gamma_s| + \gamma_s^2)ds < \infty.
\]

Here, the first inequality follows from the growth properties of the \(v^{i,N}(\theta, \hat{x}^N)\), the second inequality from Proposition A.1 (the bounded moments of the IPS), and the final inequality from Condition G.1 (the properties of the learning rate). It follows that there exists a finite random variable \(J_{0,\infty}^{(2)}\) such that, with probability one,
\[
\text{(C.5)} \quad J_{0,t}^{(2)} \to J_{0,\infty}^{(2)}, \quad \text{as } t \to \infty.
\]

The last term to consider is the stochastic integral
\[
J_{0,t}^{(3)} = \int_0^t \gamma_s \partial_x v^{i,N}(\theta_s^{i,N}, \hat{x}_s^N) \cdot d\hat{w}^N_s + \int_{\tau_k} \gamma_s \partial_\theta v^{i,N}(\theta_s^{i,N}, \hat{x}_s^N) \cdot \nabla_\theta \hat{B}^{j,N}(\theta_s^{j,N}, \hat{x}_s^N)dw^i_s
\]
In this case, using the BDG inequality, and the same bounds as above, we have
\[
\mathbb{E}_\theta \left[|J_{0,t}^{(3)}|^2\right] \leq K \int_0^\infty \left(\gamma_s^2 + \gamma_s^4\right) \left[1 + \mathbb{E}_\theta [||x_s^{i,N}||] + 1/N \sum_{j=1}^N \mathbb{E}_\theta [||x_s^{j,N}||]\right]ds
\leq K \theta \int_0^\infty \gamma_s^2 ds < \infty.
\]

Thus, by Doob’s martingale convergence theorem, there exists a square integrable random variable \(J_{0,\infty}^{(3)}\) such that, both almost surely and in \(L^2\),
\[
\text{(C.6)} \quad J_{0,t}^{(3)} \to J_{0,\infty}^{(3)}, \quad \text{as } t \to \infty.
\]

It remains only to observe, combining (C.5) and (C.6), we have
\[
||\Gamma_{k,\eta}|| \leq J_{\sigma_{k,\eta}} + J_{\sigma_{k,h,\eta}}^{(1)} + J_{\tau_k,\sigma_{k,h,\eta}}^{(2)} + J_{\tau_k,\sigma_{k,h,\eta}}^{(3)} \xrightarrow{k \to \infty} 0.
\]

\[\square\]

**Lemma C.6.** Assume that Conditions B.1 - B.2, C.1, A.1 and G.1 hold. Let \(\rho > 0\) be such that, for a given \(\kappa > 0\), it is true that \(3\rho + \frac{\rho}{4\kappa} = \frac{1}{2L}\), where \(L\) denotes the Lipschitz constant of \(\nabla_\theta \hat{B}^{i,N}(\theta)\). For \(k\) large enough, and for \(\eta > 0\) small enough (potentially random, and depending on \(k\)), one has
\[
\int_{\tau_k}^{\sigma_{k,\eta}} \gamma_s ds > \rho \quad \text{and, a.s.,} \quad \frac{\rho}{2} \leq \int_{\tau_k}^{\sigma_{k,\eta}} \gamma_s ds \leq \rho.
\]
Proof. We proceed by contradiction. Let us assume that \( \int_{\tau_k}^{\sigma_{k,\eta}} \gamma_s \, ds \leq \rho \). Choose arbitrary \( \varepsilon > 0 \) such that \( \varepsilon \leq \frac{\rho}{3} \). We begin with the observation that, via the Itô isometry, we have that

\[
\sup_{t \geq 0} \mathbb{E}[\theta_0] \left| \int_0^t \gamma_s \frac{K}{||\nabla \hat{L}^i,N(\theta_{\tau_k})||} \nabla_\theta \hat{B}^{i,N}(\theta_{\tau_k}, \hat{x}_s^N) \, dw_s^i \right|^2 \leq \int_0^t K \gamma_s^2 (1 + \mathbb{E}[\theta_0] [||\hat{x}_s^N||^q]) \, ds < \infty
\]

where, we have used the polynomial growth of \( \nabla \hat{B}^{i,N}(\theta, \hat{x}) \), Proposition A.1 (the bounded moments of the IPS), and Condition G.1 (the properties of the learning rate). Thus, by the Doob’s martingale convergence theorem, there exists a finite random variable \( M \) such that, both almost surely and in \( L^2 \),

\[
\int_0^t \gamma_s \frac{K}{||\nabla \hat{L}^i,N(\theta_{\tau_k})||} \nabla_\theta \hat{B}^{i,N}(\theta_{\tau_k}, \hat{x}_s^N) \, dw_s^i \to M
\]

It follows that, for the chosen \( \varepsilon > 0 \), there exists \( k \) such that

\[
(C.7) \quad \int_{\tau_k}^{\sigma_{k,\eta}} \gamma_s \frac{K}{||\nabla \hat{L}^i,N(\theta_{\tau_k})||} \nabla_\theta \hat{B}^{i,N}(\theta_{\tau_k}, \hat{x}_s^N) \, dw_s^i < \varepsilon.
\]

Let us now also assume that, for the given \( k, \eta \) is small enough such that for all \( s \in [\tau_k, \sigma_{k,\eta}] \), we have \( ||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)|| \leq 3||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)|| \). We can then compute

\[
||\theta_{\sigma_{k,\eta}}^N - \theta_{\tau_k}^N|| = ||\int_{\tau_k}^{\sigma_{k,\eta}} \gamma_s \nabla \hat{L}^i,N(\theta_{\tau_k}^N, \hat{x}_s^N) \, ds + \int_{\tau_k}^{\sigma_{k,\eta}} \gamma_s (\nabla_\theta \hat{B}^{i,N}(\theta_{\tau_k}^N, \hat{x}_s^N), \, dw_s^i) ||
\]

\[
\leq 3||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)|| ||\int_{\tau_k}^{\sigma_{k,\eta}} \gamma_s \, ds + ||\int_{\tau_k}^{\sigma_{k,\eta}} \gamma_s (\nabla_\theta \hat{B}^{i,N}(\theta_{\tau_k}^N, \hat{x}_s^N) - \nabla_\theta \hat{L}^i,N(\theta_{\tau_k}^N)) \, ds ||
\]

\[
+ \frac{||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)||}{K} \int_{\tau_k}^{\sigma_{k,\eta}} \gamma_s \frac{K}{||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)||} ||\nabla_\theta \hat{B}^{i,N}(\theta_{\tau_k}^N, \hat{x}_s^N), \, dw_s^i ||
\]

\[
\leq 3||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)|| + \varepsilon + \frac{||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)||}{K} \varepsilon \leq ||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)|| \left[ 3\rho + \frac{\rho}{4K} \right]
\]

where in the penultimate line we have used Lemma C.5 and (C.7), and in the final line we have used the fact that our choice of \( \varepsilon \) satisfies \( \varepsilon \leq \frac{\rho}{3} \). We thus obtain

\[
||\theta_{\sigma_{k,\eta}}^N - \theta_{\tau_k}^N|| \leq ||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)|| \left[ 3\rho + \frac{\rho}{4K} \right] \leq ||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)|| \frac{1}{2L}.
\]

Thus, using also the definition of the Lipschitz constant \( L \), we obtain

\[
||\nabla \hat{L}^i,N(\theta_{\sigma_{k,\eta}}^N) - \nabla \hat{L}^i,N(\theta_{\tau_k}^N)|| \leq L ||\theta_{\sigma_{k,\eta}}^N - \theta_{\tau_k}^N|| \leq \frac{1}{2} ||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)||
\]

which then yields

\[
\frac{1}{2} ||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)|| \leq ||\nabla \hat{L}^i,N(\theta_{\sigma_{k,\eta}}^N)|| \leq 2||\nabla \hat{L}^i,N(\theta_{\tau_k}^N)||.
\]
But this implies that \( \sigma_{k, \eta} \in [\tau_k, \sigma_k] \), which is a contradiction. Thus we do indeed have \( \int_{\tau_k}^{\sigma_k} \gamma_s ds > \rho \). We now turn our attention to the second part of the Lemma. By definition, we have that \( \int_{\tau_k}^{\sigma_k} \gamma_s ds \leq \rho \). Thus, it remains only to show that \( \frac{\rho}{2} \leq \int_{\tau_k}^{\sigma_k} \gamma_s ds \). From the first part of the Lemma, we have that \( \int_{\tau_k}^{\sigma_k} \gamma_s ds > \rho \). Moreover, for \( k \) sufficiently large and \( \eta \) sufficiently small, we must have \( \int_{\tau_k}^{\sigma_k} \gamma_s ds \leq \frac{\rho}{2} \). We thus obtain

\[
\int_{\tau_k}^{\sigma_k} \gamma_s ds \geq \rho - \int_{\tau_k}^{\sigma_k} \gamma_s ds \geq \rho - \frac{\rho}{2} = \frac{\rho}{2}.
\]

Lemma C.7. Assume that Conditions B.1 - B.2, C.1, A.1 and G.1 hold. Suppose that there are an infinite number of intervals \([\tau_k, \sigma_k]\). Then there exists a fixed constant \( \beta = \beta(\kappa) > 0 \) such that, for \( k \) large enough, almost surely,

\[
\hat{L}^{i,N}(\theta^{i,N}_{\tau_k}) - \hat{L}^{i,N}(\theta^{i,N}_k) \geq \beta.
\]

Proof. By Itô’s formula, we have that

\[
\hat{L}^{i,N}(\theta^{i,N}_{\tau_k}) - \hat{L}^{i,N}(\theta^{i,N}_k) = \int_{\tau_k}^{\sigma_k} \gamma_s ||\nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s)||^2 ds
\]

\[
+ \int_{\tau_k}^{\sigma_k} \gamma_s (\nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s), \nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s, \hat{x}_s) - \nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s)) ds
\]

\[
+ \int_{\tau_k}^{\sigma_k} \frac{1}{2} \gamma_s^2 \text{Tr} \left[ \nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s, \hat{x}_s) \nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s, \hat{x}_s)^T \nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s) ds \right]
\]

We will deal with each of these terms individually. First consider \( A_{1,k}^{i,N} \). For this term, we have that

\[
A_{1,k}^{i,N} = \int_{\tau_k}^{\sigma_k} \gamma_s ||\nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s)||^2 ds \geq \frac{||\nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s)||^2}{4} \int_{\tau_k}^{\sigma_k} \gamma_s ds \geq \frac{||\nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s)||^2}{8} \rho
\]

where, in the first inequality, we have used the definition of the \( \{\tau_k\}_{k \geq 0} \), namely, that \( ||\nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s)|| \geq \frac{1}{2} ||\nabla_\theta \hat{L}^{i,N}(\theta^{i,N}_s)|| \) for all \( s \in [\tau_k, \sigma_k] \), and in the second inequality we have used Lemma C.6.

We now turn our attention to \( A_{2,k}^{i,N} \). We will handle this term using a very similar to approach to that used in the proof of Lemma C.5. Let us consider the function \( T^{i,N}(\theta, \hat{x}_N) = (\nabla_\theta \hat{L}^{i,N}(\theta), \nabla_\theta \hat{L}^{i,N}(\theta, \hat{x}_N) - \nabla_\theta \hat{L}^{i,N}(\theta)) \). It is clear that \( T^{i,N}(\theta, \hat{x}_N) \in C^{2,\alpha}(\mathbb{R}^p, \mathbb{R}^d) \), and that
\[ \|\partial^j T^i,N(\theta, \hat{x}^N)\| \leq K(1 + \|x^i,N\|^q + \frac{1}{N} \sum_{j=1}^{N} \|x_j\|^q), \text{ for } j = 0, 1, 2. \]

Moreover, it is straightforward to show that this function satisfies \( \int_{[0, \infty)} T^i,N(\theta, \hat{x}^N)\mu(\hat{x}^N) = 0 \). Thus, Lemma C.11, the Poisson equation

\[ A_i(t, \hat{x}^N) = T^i,N(\theta, \hat{x}^N), \quad \int_{[0, \infty)} v^i,N(\theta, \hat{x}^N)\mu(\hat{x}^N) = 0 \]

has a unique twice differentiable solution which satisfies \( \sum_{j=0}^{2} |\frac{\partial^j v^i,N}{\partial \theta_j}(\theta, \hat{x}^N)| + |\frac{\partial^2 v^i,N}{\partial \theta^2}(\theta, \hat{x}^N)| \leq K[1 + \|x^i,N\|^q + \frac{1}{N} \sum_{j=1}^{N} \|x_j^i,N\|^q] \). Using the same steps as in the proof of Lemma C.5, we can then prove that, a.s.,

\[ \left\| \int_{\tau_k}^{\tau_k+\sigma_k} \gamma_s(\nabla_\theta \tilde{L}^i,N(\theta_s^i,N), \nabla_\theta \tilde{L}^i,N(\theta_s^i,N, \hat{x}_s^N) - \nabla_\theta \tilde{L}^i,N(\theta_s^i,N) ) ds \right\| \xrightarrow{k \to \infty} 0. \]

We next consider \( A_{i,k}^i \). Using Itô's isometry, Lemma C.2 (the bound on the asymptotic log-likelihood of the IPS), the polynomial growth of the function \( \nabla_\theta \tilde{B}^i,N(\theta, \hat{x}) \), Proposition A.1 (the moment bounds for solutions of the IPS) and Condition G.1 (the square summability of the learning rate), we have that

\[
\sup_{t \geq 0} \mathbb{E}_{\theta_0} \left[ \int_{0}^{t} \gamma_s(\nabla_\theta \tilde{L}^i,N(\theta_s^i,N), \nabla_\theta \tilde{B}^i,N(\theta_s^i,N, \hat{x}_s^N) ) dw_s^i \right]^2 \\
\leq K_{\theta_0} \mathbb{E}_{\theta_0} \int_{0}^{\infty} \gamma_2^2 \|\nabla_\theta \tilde{B}^i,N(\theta_s^i,N, \hat{x}_s^N)\|^2 ds \\
\leq K_{\theta_0} \int_{0}^{\infty} \gamma_2^2 (1 + \mathbb{E}_{\theta_0} [\|x_s^i,N\|^q] + \frac{1}{N} \sum_{j=1}^{N} \mathbb{E}_{\theta_0} [\|x_j^i,N\|^q]) ds < \infty.
\]

Thus, by Doob’s martingale convergence theorem, there exists a finite random variable \( A_{3,\infty}^i \) such that, both almost surely and in \( \mathbb{L}^2 \),

\[
\int_{0}^{t} \gamma_2(\nabla_\theta \tilde{L}^i,N(\theta_s^i,N, \hat{x}_s^N) ) dw_s^i \rightarrow A_{3,\infty}^i
\]

as \( t \rightarrow \infty \). It follows that \( A_{3,k}^i \rightarrow 0 \) a.s. as \( k \rightarrow \infty \). Finally, we turn our attention to \( A_{4,k}^i \). For this term, we observe that

\[
\sup_{t \geq 0} \mathbb{E}_{\theta_0} \left[ \int_{0}^{t} \frac{1}{2} \gamma_2^2 Tr \left[ \nabla_\theta \tilde{B}^i,N(\theta_s^i,N, \hat{x}_s^N) \nabla_\theta \tilde{B}^i,N(\theta_s^i,N, \hat{x}_s^N) ^T \nabla_\theta \tilde{L}^i,N(\theta_s^i,N) \right] ds \right] \\
\leq K_{\theta_0} \int_{0}^{\infty} \gamma_2^2 (1 + \mathbb{E}_{\theta_0} [\|x_s^i,N\|^q] + \frac{1}{N} \sum_{j=1}^{N} \mathbb{E}_{\theta_0} [\|x_j^i,N\|^q]) ds < \infty,
\]

where, as above, we have used Lemma C.2, the polynomial growth of \( \nabla_\theta \tilde{B}^i,N(\theta, \hat{x}) \), Proposition A.1, and Condition G.1. It follows that the random variable

\[
\int_{0}^{\infty} \frac{1}{2} \gamma_2^2 Tr \left[ \nabla_\theta \tilde{B}^i,N(\theta_s^i,N, \hat{x}_s^N) \nabla_\theta \tilde{B}^i,N(\theta_s^i,N, \hat{x}_s^N) ^T \nabla_\theta \tilde{L}^i,N(\theta_s^i,N) \right] ds
\]
is finite a.s., which in turn implies that there exists a finite random variable $A_{4,\infty}^i$ such that
\[ \int_0^t \frac{1}{2} \gamma_s^2 \text{Tr} \left[ \nabla_\theta \tilde{B}^i_{\cdot,N}(\theta_s^{i,N}, \hat{x}_s^{N}) \nabla_\theta \tilde{B}^i_{\cdot,N}(\theta_s^{i,N}, \hat{x}_s^{N})^T \nabla_\theta \tilde{L}^i_{\cdot,N}(\theta_s^{i,N}) \right] ds \to A_{4}^i \]
almost surely. It follows, in particular, that $A_{4,k}^i \to 0$ a.s. as $k \to \infty$. Summarising, we thus have that, for all $\varepsilon > 0$, there exists $k$ such that
\[ \bar{\mathcal{L}}^{i,N}(\theta_{\sigma_k}^i, N) - \bar{\mathcal{L}}^{i,N}(\theta_{\sigma_{k-1}}^i, N) \geq A_{1,k}^i - \|A_{2,k}^i\| - \|A_{3,k}^i\| - \|A_{4,k}^i\| = \frac{\|\nabla_\theta \tilde{L}^{i,N}(\theta_s^{i,N})\|^2}{8} \rho - 3\varepsilon \]
The claim follows by setting $\varepsilon = \frac{\rho(\kappa)^2}{32}$ and $\beta = \frac{\rho(\kappa)^2}{32}$. \qedhere

**Lemma C.8.** Assume that Conditions A.1, B.1 - B.2, C.1, and G.1 hold. Suppose that there are an infinite number of intervals $[\tau_k, \sigma_k)$. Then there exists a fixed constant $0 < \beta_1 < \beta$ such that, for $k$ large enough,
\[ \bar{\mathcal{L}}^{i,N}(\theta_{\sigma_k}^i, N) - \bar{\mathcal{L}}^{i,N}(\theta_{\sigma_{k-1}}^i, N) \geq -\beta_1. \]

**Proof.** Using Itô’s formula, we have that
\[ \bar{\mathcal{L}}^{i,N}(\theta_{\tau_k}^i, N) - \bar{\mathcal{L}}^{i,N}(\theta_{\sigma_{k-1}}^i, N) \geq \int_{\sigma_{k-1}}^{\tau_k} \gamma_s \langle \nabla_\theta \bar{\mathcal{L}}^{i,N}(\theta_s^{i,N}), \nabla_\theta \tilde{B}^{i,N}(\theta_s^{i,N}, \hat{x}_s^{N}) \rangle ds \]
\[ + \int_{\sigma_{k-1}}^{\tau_k} \gamma_s \langle \nabla_\theta \tilde{B}^{i,N}(\theta_s^{i,N}, \hat{x}_s^{N}) \rangle dB^i_{\cdot,N}(s) \]
\[ + \int_{\sigma_{k-1}}^{\tau_k} \frac{1}{2} \gamma_s^2 \text{Tr} \left[ \nabla_\theta \tilde{B}^{i,N}(\theta_s^{i,N}, \hat{x}_s^{N}) \nabla_\theta \tilde{B}^{i,N}(\theta_s^{i,N}, \hat{x}_s^{N})^T \nabla_\theta \tilde{L}^{i,N}(\theta_s^{i,N}) \right] ds \]
Arguing as in the proof of Lemma C.7, the magnitude of each of the terms converges to zero a.s. as $k \to \infty$. This is sufficient for the conclusion. \qedhere

**C.2.2. Technical Lemmas: On A Related Poisson Equation.**

**Lemma C.9.** Assume that Conditions A.1 and B.1 - B.2 hold. Suppose that, for all $\theta \in \mathbb{R}^p$, $f(\theta, \cdot) : \mathbb{R}^d \to \mathbb{R}$ is locally Lipschitz, and satisfies a polynomial growth condition, viz
\[ ||f(\theta, x) - f(\theta, y)|| \leq K||x - y|| \left[ 1 + ||x||^q + ||y||^q \right]. \]
Then, for all $\theta \in \mathbb{R}^p$, $x, y \in \mathbb{R}^d$, $t \geq 0$, there exist positive constants $q, K_{d_0} > 0$ such that
\[ \left| \mathbb{E}_{\theta, x} [f(\theta, x_t)] - \int_{\mathbb{R}^d} f(\theta, z) \mu_\infty(\text{d}z) \right| \leq K_{d_0}[1 + ||x||^q]e^{-\lambda t}. \]
\[ \left| \mathbb{E}_{\theta, x} [f(\theta, x_t)] - \mathbb{E}_{\theta, y} [f(\theta, x_t)] \right| \leq K_{d_0}[1 + ||x||^q + ||y||^q]e^{-\lambda t}. \]
Alternatively, suppose that, for all \( \theta \in \mathbb{R}^p \), \( f(\theta, \cdot) : (\mathbb{R}^d)^N \to \mathbb{R} \) is locally Lipschitz and satisfies a polynomial growth condition in the sense that
\[
\left| f(\theta, \hat{x}^N) - f(\theta, \hat{y}^N) \right| \leq K \left[ 1 + ||x^1, N||^q + ||y^1, N||^q + \frac{1}{N} \sum_{j=1}^N ||x^{j, N}||^q + \frac{1}{N} \sum_{j=1}^N ||y^{j, N}||^q \right] \cdot \left[ ||x^{i, N} - y^{i, N}|| + \left( \frac{1}{N} \sum_{j=1}^N \|x^{j, N} - y^{j, N}\|^2 \right)^{\frac{1}{2}} \right]
\]
where \( \hat{x}^N = (x^1, \ldots, x^N) \in (\mathbb{R}^d)^N \). Then, for all \( i = 1, \ldots, N \), and for all \( \theta \in \mathbb{R}^p \), there exist positive constants \( q, K_{\theta_0} > 0 \) such that
\[
\left| \mathbb{E}_{\theta_0, \hat{x}^N}[f(\theta, \hat{x}^N_t)] - \int_{(\mathbb{R}^d)^N} f(\theta, z)^N \hat{\mu}_{\infty}(dz^N) \right| \leq K_{\theta_0} \left[ 1 + ||x^1, N||^q + \frac{1}{N} \sum_{j=1}^N ||x^{j, N}||^q \right] e^{-\lambda t}
\]
\[
\left| \mathbb{E}_{\theta_0, \hat{x}^N}[f(\theta, \hat{x}^N_t)] - \mathbb{E}_{\theta_0, \hat{y}^N}[f(\theta, \hat{y}^N_t)] \right| \leq K_{\theta_0} \left[ 1 + ||x^1, N||^q + ||y^1, N||^q + \frac{1}{N} \sum_{j=1}^N (||x^{j, N}||^q + ||y^{j, N}||^q) \right] e^{-\lambda t}
\]
for all \( \hat{x}^N, \hat{y}^N \in (\mathbb{R}^d)^N \), and for all \( t \geq 0 \).

**Proof.** We will focus on the first statement of the first part of the lemma. Let \( \mu, \nu \in \mathcal{P}(\mathbb{R}^d) \), and \( \pi \in \Pi(\mu, \nu) \). Then, using the Hölder inequality and the local Lipschitz assumption, it follows that
\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} |f(\theta, y) - f(\theta, z)| \pi(dy, dz)
\]
\[
\leq K \left[ \int_{\mathbb{R}^d \times \mathbb{R}^d} ||y - z||^2 \pi(dy, dz) \right] \frac{1}{2} + \left[ \int_{\mathbb{R}^d \times \mathbb{R}^d} ||y||^{2q} \pi(dy, dz) \right] \frac{1}{2} \]
\[
= K \left[ \int_{\mathbb{R}^d \times \mathbb{R}^d} ||y - z||^2 \pi(dy, dz) \right] \frac{1}{2} + \left[ \int_{\mathbb{R}^d} ||y||^{2q} \mu(dy) \right] \frac{1}{2}
\]
Let \((x_t)_{t \geq 0}\) be a solution of the McKean-Vlasov SDE (1.1) starting from \( x \in \mathbb{R}^d \). Let \( \mu^\pi_t \) denote the law of \( x_t \), and let \( \mu^\infty \) denote the invariant measure. Moreover, let \( \pi^\infty_t \) denote an arbitrary coupling of \( \mu^\pi_t \) and \( \mu^\infty \). It then follows straightforwardly from the previous inequality that
\[
\left| \mathbb{E}_{\theta_0, x}[f(\theta, x_t)] - \int_{\mathbb{R}^d} f(\theta, z) \mu^\infty(dz) \right| = \left| \int_{\mathbb{R}^d} f(\theta, y) \mu^\pi_t(dy) - \int_{\mathbb{R}^d} f(\theta, z) \mu^\infty(dz) \right|
\]
\[
\leq \int_{\mathbb{R}^d \times \mathbb{R}^d} |f(\theta, y) - f(\theta, z)| \pi^\infty_t(dy, dz)
\]
\[
\leq K \left[ \int_{\mathbb{R}^d \times \mathbb{R}^d} ||y - z||^2 \pi^\infty_t(dy, dz) \right] \frac{1}{2} + \left[ \int_{\mathbb{R}^d} ||y||^{2q} \mu^\pi_t(dy) \right] \frac{1}{2} + \left[ \int_{\mathbb{R}^d} ||z||^{2q} \mu^\infty(dz) \right] \frac{1}{2}
\]
Finally, using the fact that the chosen coupling was arbitrary, Proposition A.1 (the moment bounds for the McKean-Vlasov SDE), Proposition A.2 (the bounded moments of the invariant measure of the McKean-Vlasov SDE), and Proposition A.3 (exponential contractivity of the McKean-Vlasov SDE), the previous inequality implies

\[ \left| \mathbb{E}_{\theta_0,x} \left[ f(\theta, x_t) \right] - \int_{\mathbb{R}^d} f(\theta, z) \mu_\infty(dz) \right| \leq K W_2^2(\mu_{\theta_0}^x, \mu_\infty^x) \left( 1 + \int_{\mathbb{R}^d} ||y||^q \mu_\infty(dy) \right)^{\frac{1}{2}} \leq K_0 \left[ ||x||^2 + \int_{\mathbb{R}^d} ||y||^2 \mu_\infty(dy) \right]^{\frac{3}{2}} \left[ 1 + ||y||^q \right] e^{-\lambda t} \leq K_0 \left[ 1 + ||x||^q \right] e^{-\lambda t} \leq K_{\theta_0} \left[ 1 + ||x||^q \right] \]

where, as elsewhere, we have allowed the value of the constants \( q \) and \( K_{\theta_0} \) to increase from line to line, and we have explicit the dependence of \( K_{\theta_0} \) on the true parameter. This completes the proof of the first statement of the first part of the lemma. The proof of the second statement is essentially identical, this time considering an arbitrary coupling of \( \mu_{\theta_0}^x \) and \( \mu_{\theta_0}^y \), and making use of the bound \( W_2^2(\mu^x_\theta, \mu^y_\theta) \leq e^{-\lambda t} W_2^2(\mu^x_0, \mu^y_0) \). Finally, the proof of the second part of the Lemma follows closely the previous proof, now using the statements in Proposition A.2, Proposition A.1, and Proposition A.3 that are relevant to the IPS.

Lemma C.10. Assume that Conditions A.1 and B.1 - B.2 hold. Suppose that, for all \( \theta \in \mathbb{R}^p \), \( f(\theta, \cdot) : (\mathbb{R}^d)^N \to \mathbb{R} \) satisfies a polynomial growth condition of the form

\[ ||f(\theta, \hat{x}^N)|| \leq K \left( 1 + ||x^i,N||^q + \frac{1}{N} \sum_{j=1}^N ||x^{j,N}||^q \right) \]

Moreover, suppose that \( f(\theta, \cdot) \) is centred, in the sense that \( \int (\mathbb{R}^d)^N f(\theta, \hat{x}^N) d\hat{\mu}_\infty^N(d\hat{x}^N) = 0 \). Then, for all \( N \in \mathbb{N} \), the function

\[ F(\theta, \hat{x}^N) = \int_0^\infty \mathbb{E}_{\hat{x}^N, \theta_0} \left[ f(\theta, \hat{x}_t^N) \right] \, dt \]

is a well defined, continuous function of Sobolev class \( \cap_{p \geq 1} W_{p, \mathrm{loc}}^2 \), which satisfies the Poisson equation

\[ A_{\hat{x}^N, \theta_0} F(\theta, \hat{x}^N) = -f(\theta, \hat{x}^N). \]

Moreover, \( F \) is centred, in the sense that \( \int (\mathbb{R}^d)^N F(\theta, \hat{x}^N) d\hat{\mu}_\infty^N(d\hat{x}^N) = 0 \), and there exist con-
stants \( q, K > 0 \) such that

\[
|F(\theta, \hat{x}^N)| \leq K_0 \left[ 1 + \|x^{i,N}\|^q + \frac{1}{N} \sum_{j=1}^{N} \|x^{j,N}\|^q \right]
\]

(C.10)

\[
|\nabla_{\hat{x}^N} F(\theta, \hat{x})^N| \leq K_0 \left[ 1 + \|x^{i,N}\|^q + \frac{1}{N} \sum_{j=1}^{N} \|x^{j,N}\|^q \right]
\]

(C.11)

**Remark.** This is essentially a statement of [93, Theorem 1], adapted appropriately to the current statement. In our case, however, since we are interested in the solution of the Poisson equation associated with the generator of the IPS \( \hat{x}^N = (x^{1,N}, \ldots, x^{N,N}) \in (\mathbb{R}^d)^N \) for any \( N \in \mathbb{N} \), a little care is needed in places to ensure that arguments in the proof of [93, Theorem 1], in particular those used to establish that the solution is well defined, and that it satisfies the bounds in (C.10) - (C.11), are independent of \( N \). Indeed, we are interested in the solution of this Poisson equation for arbitrarily large \( N \), since we will later take the limit as \( N \to \infty \).

As an example, if we were to use [93, Theorem 1] directly, we would only have, in place of (C.10), the bound \(|F(\theta, \hat{x})| \leq K (1 + \|\hat{x}^N\|^q)\), which, due to the \( \|\hat{x}^N\|^q \) term, is unbounded in the limit as \( N \to \infty \).

**Proof.** We begin by showing that the function \( F(\theta, \hat{x})^N \) is well defined, and that it satisfies (C.10). Let \( \hat{x}_1^N \) denote a solution of the IPS starting from \( \hat{x}^N \in (\mathbb{R}^d)^N \). Let \( \hat{\mu}_1^N \) denote the law of \( \hat{x}_1^N \). Using the bounds in Lemma C.9, and that \( f \) is centred, we have

\[
\left| \mathbb{E}_{\theta_0,\hat{x}^N} [f(\theta, \hat{x}_1^N)] \right| = \left| \mathbb{E}_{\theta_0,\hat{x}^N} [f(\theta, \hat{x}^N)] - \int_{(\mathbb{R}^d)^N} f(\theta, \hat{z}^N) \hat{\mu}_1^N (d\hat{z}^N) \right|
\]

\[
\leq K_0 \left[ 1 + \|x^{i,N}\|^q + \frac{1}{N} \sum_{j=1}^{N} \|x^{j,N}\|^q \right] e^{-\lambda t}
\]

(C.12)

We remark that, crucially, the constants \( q, K, \lambda > 0 \) are independent of \( N \). Thus, for all \( N \in \mathbb{N} \), the function \( F \), as defined in (C.8), is absolutely integrable, and thus well defined. Moreover, via the triangle inequality, we immediately obtain the bound in (C.10).

The remaining statements in Lemma C.10 now follow directly from [93, Theorem 1]. In particular, the arguments in the proof of [93, Theorem 1(b), 1(c), 1(d), 1(f)] show that (C.8) defines a continuous, centred solution, unique in the class of solutions belonging to \( \cap_{p \geq 1} W^2_{p,\text{loc}} \) of the Poisson equation (C.9).

Finally, we can obtain the bound in (C.11) using the argument in the proof of [93, Theorem 1(e)], replacing the intermediate bound on \( ||F(\theta, \cdot, \cdot)|| \) by (C.10), and the intermediate bound on \( ||f(\theta, \cdot, \cdot)|| \) by our condition on the polynomial growth of \( f(\cdot) \).

This completes the proof.

**Lemma C.11.** Assume that Conditions A.1 and B.1 - B.2 hold. Suppose that the function \( f(\theta, \hat{x}^N) \in C^{\alpha,2}(\mathbb{R}^p, (\mathbb{R}^d)^N) \), for some \( \alpha > 0 \), is centred in the same sense as Lemma C.10,

\[ ^4 \text{In the original notation, these are the bounds on } ||u|| \text{ and } ||Lu||, \text{ respectively. See [93, pg. 1070].} \]
and satisfies
\[ |f(\theta, \hat{x}^N)| + |\partial_\theta f(\theta, \hat{x}^N)| + |\partial^2_{\theta} f(\theta, \hat{x}^N)| \leq K \left[ 1 + ||x_i^N||^q + \frac{1}{N} \sum_{j=1}^{N} ||x_j^N||^q \right] \]
where \( \hat{x} = (x_1^{1.N}, \ldots, x_1^{N.N}) \). Then the solution (C.8) of the Poisson equation (C.9) satisfies \( F(\cdot, \hat{x}^N) \in C^2 \) for all \( \hat{x}^N \in (\mathbb{R}^d)^N \). Moreover, there exist \( q', K' > 0 \) such that
\[
\sum_{k=0}^{2} \left| \frac{\partial^k F}{\partial \theta^k} \right| + \left| \frac{\partial^2 F}{\partial \hat{x} \partial \theta} \right| \leq K_{\theta_0} \left[ 1 + ||x_i^N||^q + \frac{1}{N} \sum_{j=1}^{N} ||x_j^N||^q \right] e^{-\lambda t}
\]

Proof. The first statement of the Theorem follows directly from [94, Theorem 3]. Now, observe that, since \( \partial^k_{\theta} f, k = 0, 1, 2 \), satisfies a polynomial growth condition in the required sense, \( \partial^k_{\theta} f_i^N \) can be shown to satisfy bounds of the form given in Lemma C.9. It follows, arguing as in (C.12), that
\[
\left| \mathbb{E}_{\theta_0, \hat{x}^N} \left[ \frac{\partial^k f}{\partial \theta^k} (\theta, \hat{x}^N) \right] \right| \leq K_{\theta_0} \left[ 1 + ||x_i^N||^q + \frac{1}{N} \sum_{j=1}^{N} ||x_j^N||^q \right] e^{-\lambda t}
\]
We thus have that, allowing the value of the constant \( K \) to change from line to line, that
\[
\left| \frac{\partial^k F}{\partial \theta^k} (\theta, \hat{x}^N) \right| \leq \int_0^\infty \left| \mathbb{E}_{\theta_0, \hat{x}^N} \left[ \frac{\partial^k f}{\partial \theta^k} (\theta, \hat{x}^N) \right] \right| dt \leq K_{\theta_0} \int_0^\infty \left[ 1 + ||x_i^N||^q + \frac{1}{N} \sum_{j=1}^{N} ||x_j^N||^q \right] e^{-\lambda t} dt \leq K_{\theta_0} \left[ 1 + ||x_i^N||^q + \frac{1}{N} \sum_{j=1}^{N} ||x_j^N||^q \right].
\]
Finally, the bound on the mixed derivative follows from (C.11) in Lemma C.10.

C.3. Additional Lemmas for Theorem 3.2∗.

Lemma C.12. Assume that Conditions A.1, B.1 - B.2, C.1, E.1 - E.2, and G.1 hold. Then, for all \( q \geq 1 \), for all \( i = 1, \ldots, N \), for all \( N \in \mathbb{N} \), there exists \( K \) such that
\[
\sup_{t>0} \mathbb{E}_{\theta_0} [||\theta_i^N||^q] \leq K \quad \text{and} \quad \sup_{t>0} \mathbb{E}_{\theta_0} [||\theta_{i,t}^N||^q] \leq K.
\]

Proof. This Lemma follows straightforwardly as an extension of [106, Lemma A.1], making use of the appropriate bounds in Conditions E.1 - E.2.

Appendix D. Verification of Conditions for the Linear Mean Field Model. In this Appendix, we verify that the conditions of Theorems 1.1 - 1.2 (offline parameter estimation), as well as Theorem 3.1, Theorem 3.1∗, and Theorem 3.2 (online parameter estimation) hold for the linear one-dimensional mean field model studied in Section 5.1. We also demonstrate that one of the conditions of Theorem 3.2∗ (Assumption F.2) is not satisfied.
D.1. Main Conditions.

Assumption A.1. We assume that \( x_0 \in \mathbb{R} \) and thus this condition is trivially satisfied. We note that this condition would also be satisfied if \( x_0 \sim N(\mu, \sigma^2) \) for some \( \mu, \sigma \in \mathbb{R} \).

Assumption B.1. For this model, we have \( b(\theta, \cdot) : \mathbb{R} \to \mathbb{R} \), with \( b(\theta, x) = -\theta_1 x \). This function is Lipschitz continuous with constant \( \theta_1 \), and satisfies \( \langle x - x', b(\theta, x) - b(\theta, x') \rangle = (x - x', -\theta_1(x - x')) = -\theta_1||x - x'||^2 \). This verifies Condition B.1, provided \( \theta_1 > 0 \).

Assumption B.2. For this model, we have \( \phi(\theta, \cdot, \cdot) : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \), with \( \phi(\theta, x, y) = -\theta_2(x - y) \). This function is twice differentiable with respect to both of its arguments, and is globally Lipschitz with constant \( |\theta_2| \). This verifies Condition B.2, provided \( |\theta_2| \leq \frac{1}{2} \theta_1 \).

Assumption C.1. The functions \( b : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) and \( \phi : \mathbb{R} \times \mathbb{R} \times \mathbb{R} \) are infinitely differentiable with respect to all of their arguments. Moreover, we have that \( ||\nabla_\theta^2 b(\theta, x)|| = ||\nabla_\theta^2 \phi(\theta, x, y)|| = 0 \) for \( i = 1, 2, 3 \). Finally, \( ||b(\theta, x) - b(\theta', x)|| \leq ||\theta - \theta'||||x||, ||\phi(\theta, x, y) - \phi(\theta', x, y)|| \leq ||\theta - \theta'||(||x|| + ||y||) \). This verifies Condition C.1.

D.2. Offline Parameter Estimation.

Assumption D.1. For this model, we have \( B(\theta, x, \mu_s) = -\theta_1 x - \theta_2(x - \mathbb{E}_{\theta_0}[x_s]) \) and thus \( G(\theta, x, \mu_s, \mu_s) = -\theta_1 - \theta_1 x - \theta_2(\theta_2) - \theta_2(\theta_2)(x - \mathbb{E}_{\theta_0}[x_s]) \), where \( \theta_0 = (\theta_1, \theta_2, \theta_2) \in \mathbb{R}^2 \) denotes the true value of the parameter. We can then compute

\[
L(\theta, x, \mu_s) = -\frac{1}{2} \left( (\theta_1 - \theta_{1,0})x + (\theta_2 - \theta_{2,0})(x - \mathbb{E}_{\theta_0}[x_s]) \right)^2
\]

and thus

\[
m_t(\theta) = \int_0^t \int_{\mathbb{R}^d} L(\theta, x, \mu_s) \mu_s(dx) ds
\]

\[
= -\frac{1}{2} \int_0^t \left( \theta_1 - \theta_{1,0} \right)^2 \mathbb{E}_{\theta_0} \left[ x_s^2 \right] + 2(\theta_1 - \theta_{1,0})(\theta_2 - \theta_{2,0}) \mathbb{E}_{\theta_0} \left[ x_s \right] + (\theta_2 - \theta_{2,0})^2 \mathbb{E}_{\theta_0} \left[ x_s^2 \right] ds
\]

Let \( \mathbb{E}_{\theta_0} \left[ x_0 \right] = \mu_0 \) and \( \mathbb{V}_{\theta_0} \left[ x_0 \right] = \sigma^2_0 > 0 \). It is then relatively straightforward to compute (e.g., [62]), defining \( \gamma(x_0) = -2(\theta_{1,0} + \theta_{2,0}) \),

(D.1) \[
\mathbb{E}_{\theta_0} \left[ x_s \right]^2 = \mu_0^2 e^{-2\theta_{1,0} s}
\]

(D.2) \[
\mathbb{V}_{\theta_0} \left[ x_s \right] = \sigma^2_0 \gamma(x_0)^s + \frac{e^{\gamma(x_0)s} - 1}{\gamma(x_0)}
\]

We thus have \( \mathbb{E}_{\theta_0} \left[ x_s \right]^2 > 0 \), provided \( \mu_0 > 0 \), and \( \mathbb{V}_{\theta_0} \left[ x_s \right] > 0 \). It follows that \( m_t(\theta) \leq 0 \), with equality if and only if \( \theta_1 = \theta_{1,0} \) and \( \theta_2 = \theta_{2,0} \).

\footnote{We remark that, if \( \mu_0 = 0 \), then \( \mathbb{E}_{\theta_0} \left[ x_s \right]^2 = 0 \) for all \( s \geq 0 \). Thus, while we certainly still have \( m_t(\theta) \leq 0 \), we now have equality whenever \( \theta_1 = \theta_{1,0} + \theta_{2,0} = 0 \). That is, whenever \( \theta_1 + \theta_2 = \theta_{1,0} + \theta_{2,0} \). Thus, in this case, \( \theta_1 \) and \( \theta_2 \) are no longer jointly identifiable.}
0 a.s. ∀δ > 0. This verifies Condition D.1.

Assumption D.2. For this model, as noted above, we have \( B(\theta, x, \mu_s) = -\theta_1 x - \theta_2 (x - \mathbb{E}_{\theta_0}[x]) \), and thus \( \nabla_\theta B(\theta, x, \mu_s) = [-x, -(x - \mathbb{E}_{\theta_0}[x])] \). It follows that

\[
I_t(\theta_0) = \int_0^t \int_{\mathbb{R}^d} \nabla_\theta B(\theta_0, x, \mu_s) \otimes \nabla_\theta B(\theta_0, x, \mu_s) (dx) ds
\]

where, using (D.1) - (D.2), and integrating, we can obtain \( C_t(\theta_0) \) and \( D_t(\theta_0) \) explicitly as

\[
C_t(\theta_0) = \frac{1}{\gamma^2(\theta_0)} (e^{\gamma(\theta_0)t} - 1) - \frac{t}{\gamma(\theta_0)} + \frac{\sigma_0^2}{\gamma(\theta_0)} (e^{\gamma(\theta_0)t} - 1),
\]

\[
D_t(\theta_0) = \frac{1}{\gamma^2(\theta_0)} (e^{\gamma(\theta_0)t} - 1) - \frac{t}{\gamma(\theta_0)} + \frac{\sigma_0^2}{\gamma(\theta_0)} (e^{\gamma(\theta_0)t} - 1) - \frac{\mu_0^2}{2\theta_{1,0}} (e^{-2\theta_{1,0}t} - 1),
\]

It remains to show that this matrix is positive-definite, and that for all \( \lambda = (\lambda_1, \lambda_2) \in \mathbb{R}^2 \), \( \lambda^T I_t(\theta_0) \lambda \) is increasing as a function of \( t \). Observe that

\[
\lambda^T I_t(\theta) \lambda = \lambda_1^2 D_t(\theta_0) - 2\lambda_1 \lambda_2 C_t(\theta_0) + \lambda_2^2 C_t(\theta_0)
\]

\[
= \lambda_1^2 (D_t(\theta_0) - C_t(\theta_0)) + (\lambda_1 - \lambda_2)^2 C_t(\theta_0) > 0
\]

where, to obtain the final inequality, we have use the fact that \( C_t(\theta_0) = \int_0^t \text{Var}_{\theta_0}(x_s) ds > 0 \) and \( D_t(\theta_0) - C_t(\theta_0) = \int_0^t [\mathbb{E}_{\theta_0}[x_s^2] - \text{Var}_{\theta_0}(x_s)] ds = \int_0^t \mathbb{E}_{\theta_0}[x_s^2] ds > 0 \) for all \( s \geq 0 \). Thus, \( I_t(\theta) \) is positive definite. Finally, it is straightforward to see that \( \lambda^T I_t(\theta_0) \lambda \) is increasing as a function of \( t \), and that \( I_0(\theta_0) = 0 \). This verifies Condition D.2.

D.3. Online Parameter Estimation.

Assumption E.1. For this model, we have that \( L(\theta, x, \mu, \mu) = -\frac{1}{2}((\theta_1 - \theta_{1,0}) x + (\theta_2 - \theta_{2,0})(x - \mathbb{E}_\mu[x]))^2 \). For simplicity, let us focus on the ‘pure interaction’ case, in which \( \theta_1 = \theta_{1,0} = 0 \). In this case, we have \( L(\theta, x, \mu, \mu) = -\frac{1}{2}(\theta_2 - \theta_{2,0})^2 (x - \mathbb{E}_\mu[x])^2 \), and thus \( \nabla_\theta L(\theta, x, \mu, \mu) = -(\theta_2 - \theta_{2,0})(x - \mathbb{E}_\mu[x])^2 \). It is then straightforward to compute

\[
\langle \nabla_\theta L(\theta, x, \mu, \mu), \theta \rangle = -(\theta_2 - \theta_{2,0})(x - \mathbb{E}_\mu[x])^2 \theta_2^2.
\]

It follows that, for all \( ||\theta_2|| = ||\theta_{2,0}|| \), we have \( \langle \nabla_\theta L(\theta, x, \mu, \mu), \theta \rangle \leq -2(x - \mathbb{E}_\mu[x])^2 ||\theta_2||^2 = -\kappa(x, \mu)||\theta_2||^2 \).

Assumption E.2. For this model, we recall that \( \nabla_\theta B(\theta, x, \mu) = [-x, -(x - \mathbb{E}_\mu[x])] \). We thus have

\[
\tau(\theta, x, \mu) = \langle \nabla_\theta B(\theta, x, \mu) \nabla_\theta B^T(\theta, x, \mu) \frac{\theta}{||\theta||}, \frac{\theta}{||\theta||} \rangle^\frac{1}{2} = [x^2 + (x - \mathbb{E}_\mu[x])^2]^{\frac{1}{2}}.
\]

Thus implies, in particular, that \( |\tau(\theta, x, \mu) - \tau(\theta', x, \mu)| = 0 \), which verifies Condition E.2.
Assumption F.1. The unique invariant measure $\tilde{\mu}_\infty^N(d\tilde{x}^N)$ of the interacting particle system associated with the linear mean field model is multivariate normal, with mean 0 and covariance $\Sigma^N_\infty$ given by the solution of the Lyapunov equation (e.g., [95, Chapter 3]) $A\Sigma^N_\infty + \Sigma^N_\infty A^T = I$, where $A = (\theta_{1,0} + \theta_{1,0})_1N - \theta_{2,0}J_N$, with $I_N$ the $R^{N\times N}$ identity matrix, and $J_N$ the $R^{N\times N}$ matrix of ones. We also have that

$$\hat{L}^i,N(\theta, \bar{x}^N) = -\frac{1}{2} \left[ (\theta_1 - \theta_{1,0})x^i,N + (\theta_2 - \theta_{2,0})(x^i,N - \bar{x}^N) \right]^2$$

where $\bar{x}^N = \frac{1}{N}\sum_{j=1}^{N} x^j,N$. We can thus obtain the asymptotic log-likelihood as

$$\tilde{L}^i,N(\theta) = -\frac{1}{2}(\theta_1 - \theta_{1,0})^2 \int_{\mathbb{R}^N} (x^i,N)^2 \tilde{\mu}_\infty^N(d\tilde{x}^N)$$

$$- (\theta_1 - \theta_{1,0})(\theta_2 - \theta_{2,0}) \int_{\mathbb{R}^N} x^i,N \left( x^i,N - \bar{x}^N \right) \tilde{\mu}_\infty^N(d\tilde{x}^N)$$

$$- \frac{1}{2}(\theta_2 - \theta_{2,0})^2 \int_{\mathbb{R}^N} \left( x^i,N - \bar{x}^N \right)^2 \tilde{\mu}_\infty^N(d\tilde{x}^N)$$

The Hessian can now be computed as

$$\nabla^2 \tilde{L}^i,N(\theta) = \begin{pmatrix} -C^i,N_1 & -C^i,N_2 \\ -C^i,N_2 & -C^i,N_3 \end{pmatrix}$$

In order to establish strong concavity, we are required to show that there exists $\eta > 0$ such that, for all $\theta \in \mathbb{R}^2$, $\nabla^2 \tilde{L}^i,N(\theta) \preceq -\eta I$. That is, the matrix $\nabla^2 \tilde{L}^i,N(\theta) + \eta I$ is negative semi-definite. We will show, equivalently, that $\text{trace}(\nabla^2 \tilde{L}^i,N(\theta) + \eta I) < 0$ and $\text{det}(\nabla^2 \tilde{L}^i,N(\theta) + \eta I) > 0$. First note that

$$\text{trace}(\nabla^2 \tilde{L}^i,N(\theta) + \eta I) = -C^i,N_1 - C^i,N_3 + 2\eta \leq -C^i,N_1 + 2\eta.$$ 

Since $\Sigma^N_\infty$ is a covariance matrix, we must have $C^i,N_1 = [\Sigma^N_\infty]_{ii} > 0$. Thus, for any $\eta \in (0, \frac{1}{2} C^i,N_1)$, we do indeed have $\text{trace}(\nabla^2 \tilde{L}^i,N(\theta) + \eta I) < 0$. We now turn our attention to

$$\text{det}(\nabla^2 \tilde{L}^i,N(\theta) + \eta I) = \eta^2 - \left( C^i,N_1 + C^i,N_2 \right) \eta + \left( C^i,N_1 C^i,N_3 - (C^i,N_2)^2 \right)$$

The roots of this quadratic are given by

$$\eta_\pm = \frac{C^i,N_1 + C^i,N_2}{2} \pm \sqrt{\left( C^i,N_1 + C^i,N_2 \right)^2 - 4 \left( C^i,N_1 C^i,N_3 - (C^i,N_2)^2 \right)}$$
These roots are real, since \((C_1^{i,N} + C_2^{i,N})^2 - 4(C_1^{i,N}C_3^{i,N} - (C_2^{i,N})^2) = (C_1^{i,N} - C_2^{i,N})^2 + 2(C_2^{i,N})^2 > 0\). It follows that \(\det(\nabla_\theta^2 \mathcal{L}^{i,N}(\theta + \eta I)) > 0\) for \(\eta \in (-\infty, \eta_-) \cup (\eta_+, \infty)\). We claim that \(\eta_-\) is positive, and thus \(\det(\nabla_\theta^2 \mathcal{L}^{i,N}(\theta + \eta I)) > 0\) for all \(\eta \in (0, \eta_-)\). To see this, note that
\[
C_1^{i,N} C_3^{i,N} - (C_2^{i,N})^2 = \int_{\mathbb{R}^N} (x^{i,N})^2 \mu_\infty(d\mathbf{x}) \int_{\mathbb{R}^N} (x^{i,N} - \bar{x}_N)^2 \mu_\infty(d\mathbf{x})
- \left(\int_{\mathbb{R}^N} x^{i,N} (x^{i,N} - \bar{x}_N) \mu_\infty(d\mathbf{x})\right)^2 > 0
\]

by the Cauchy-Schwarz inequality. It follows that \((C_1^{i,N} + C_2^{i,N})^2 - 4(C_1^{i,N}C_3^{i,N} - (C_2^{i,N})^2) < (C_1^{i,N} + C_2^{i,N})^2\), and thus \(\eta_-\) is indeed positive. This completes the verification of Condition F.1, since for any \(0 < \eta < \min(\frac{1}{2}C_1^{i,N}, \eta_-)\), we have both \(\text{trace}(\nabla_\theta^2 \mathcal{L}^{i,N}(\theta + \eta I)) < 0\) and \(\det(\nabla_\theta^2 \mathcal{L}^{i,N}(\theta + \eta I)) > 0\).

Assumption F.2. The unique invariant measure \(\mu_\infty(dx)\) of the linear mean-field model is normal, with mean \(\mu_\infty = 0\) and variance \(\sigma_\infty^2 = \frac{1}{2(\theta_1,0 + \theta_2,0)}\) (e.g., [62]). It follows that \(L(\theta, x, \mu_\infty, \mu_\infty) = -\frac{1}{2}[(\theta_1 - \theta_1,0)x + (\theta_2 - \theta_2,0)x]^2\). We can thus compute the asymptotic contrast function as
\[
\mathcal{L}(\theta) = -\frac{1}{2}[(\theta_1 + \theta_2) - (\theta_1,0 + \theta_2,0)]^2 \int_{\mathbb{R}} x^2 \mu_\infty(dx) = -\frac{[(\theta_1 + \theta_2) - (\theta_1,0 + \theta_2,0)]^2}{4(\theta_1,0 + \theta_2,0)}.
\]

This function is not strongly concave, and does not admit a unique maximiser. Indeed, it is maximised by any \(\theta = (\theta_1, \theta_2)^T\) such that \(\theta_1 + \theta_2 = \theta_1,0 + \theta_2,0\). This demonstrates that Condition F.2 is not satisfied by the linear mean field model.

Assumption G.1 - G.2. Conditions G.1 - G.2 are satisfied by \(\gamma_t = \min\{\gamma^0, \gamma^0 t^{-\delta}\}, \gamma^0 \in [0, \infty), \delta \in (\frac{1}{2}, 1]\).
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