An Improved Nonhomogeneous Grey Model with Fractional-Order Accumulation and Its Application
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1. Introduction

The prediction plays an important role in management and decision-making science. In the past decades, there are a variety of forecasting techniques, such as autoregressive integrated moving average (ARIMA), artificial neural networks, and support vector machine. These models have their modeling mechanism and application scope. However, these models have a common flaw that they usually require more samples to build the model so as to obtain relatively high prediction precision. However, the behaviors of most systems in practice are often uncertain and unknown, and the effect of large-sized sample-based prediction models may be relatively poor. On this basis, grey system models focusing on small-sized observations have been received more attention in the recent decades [1].

As previous literature revealed, for the ability to analyse and process data sequences, grey-based models have been broadly applied among diverse disciplines because of their excellent implementation on small-scale sample modeling, such as natural gas consumption [2–4], electric power supply and demand [5–8], renewable energy [9, 10], industry [11, 12], and medicine [13, 14]. Although grey-based models have their own advantages, there still exist some shortcomings. For instance, the traditional grey model (denoted as GM(1, 1)) only fits time-series sequence with pure exponential characteristics well but fails to fit time series with other features. To this end, Cui et al. [15] brought forward a nonhomogeneous grey model for forecasting data series with approximate nonhomogeneous index feature. In fact, the nonhomogeneous grey model is nascent, and this model has certain defects. To be specific, these defects mainly exist in the background value, cumulative order, time response function, and application scope. Later, to improve the nonhomogeneous grey model, many scholars have paid their attention to this issue. For example, Ma and Liu [16] optimised the background value in accord with general expression for its time response function, and application scope. Later, to improve the nonhomogeneous grey model, many scholars have paid their attention to this issue. For example, Ma and Liu [16] optimised the background value in accord with general expression for its time response function, and application scope. Later, to improve the nonhomogeneous grey model, many scholars have paid their attention to this issue. For example, Ma and Liu [16] optimised the background value in accord with general expression for its time response function, and application scope. Later, to improve the nonhomogeneous grey model, many scholars have paid their attention to this issue. For example, Ma and Liu [16] optimised the background value in accord with general expression for its time response function, and application scope. Later, to improve the nonhomogeneous grey model, many scholars have paid their attention to this issue. For example, Ma and Liu [16] optimised the background value in accord with general expression for its time response function, and application scope.
Considering the vital impact of the background value on the prediction performance of the nonhomogeneous grey model, Zeng and Liu [18] presented an improved nonhomogeneous grey model based on fractional-order accumulation, which can achieve high accurate prediction by virtue of fractional-order accumulation. Subsequently, a series of variants of the nonhomogeneous grey model with fractional-order accumulation have emerged. For example, Wu et al. [19] established a discrete nonhomogeneous grey model based on fractional-order accumulation. Later, Wu et al. [20] presented a conformable fractional nonhomogeneous grey model based on fractional-order accumulation. Zeng and Liu [18] presented an improved nonhomogeneous grey model based on fractional-order accumulation and integral median theorem for improving the background value. Recalling, Wu et al. [21] first placed the fractional accumulation on the grey system models, which is a significant innovation to improve the prediction precision of grey models, on the foundation of grey-based models [29, 30].

To further increase the prediction performance of the abovementioned models, many optimization approaches are only suitable for special cases. The optimization methods for increasing the prediction precision of the grey models include fractional accumulation and integral median theorem aiming to optimize the background value. Recalling, Wu et al. [21] first placed the fractional accumulation on the grey system models, which is a significant innovation to improve the prediction precision of grey models, on the foundation of grey-based models with fractional-order accumulation [22–25].

To further increase the prediction performance of the abovementioned models, there are a variety of studies that are committed to explore the combination of fractional-order accumulation and grey modeling technique. For instance, Zhu et al. [26] brought forward a newly designed fractional grey model, of which the fractional accumulated generating operation sequence is dependent on an adaptive grey score weight; additionally, this model is applied to predict Jiangsu’s electricity consumption. Chen et al. [27] put forward a fractional Hausdorff grey model, and Ma et al. [28] presented a novel grey model by using conformable fractional-order accumulation. These studies greatly enriched the grey system theory and enabled the combination of fractional calculus with the grey modeling technique. On the other hand, the adaptation of the integral median value theorem for improving the background value can enhance the prediction precision of the grey-based models [29, 30].

On the foundation of the previous knowledge, this study constructs a novel discrete nonhomogeneous grey model by incorporating the idea of fractional accumulation and the dynamic integral median theorem; the composite grey model (denoted as FDNGM(1,1) for short) is developed thereby, which can fit diverse series sequence through altering the fractional accumulation order and background-value coefficients. The principal innovations and contributions are outlined as follows. (1) We combine the dynamic background value with the grey modeling technique. (2) An effective intelligent technique, namely, the whale optimization algorithm, is utilized to ascertain the proper parameters for the proposed approach. (3) The several examples are used to certify the feasibility of this model.

The rest of this study is listed as follows. Section 2 briefly depicts the computational steps of the basic nonhomogeneous grey model. The proposed approach is studied in Section 3. Section 4 introduces the solution method for the proposed model. Section 5 reports the experimental results, and Section 6 concludes.

### 2. Basic NGM(1,1,k,c) Model

Assuming a raw sequence can be denoted as
\[ S^0 = \{s^0(i) | k = 1, 2, \ldots, n\}, n \geq 4, \]
whose 1st-order accumulative generation operator data series is calculated as
\[ S^1 = \{s^1(i) | i = 1, 2, \ldots, n\}, \]
where \( s^1(i) = \sum_{j=1}^{i} s^0(j), i = 1, 2, \ldots, n. \)

Then, the differential equation for the basic NGM(1,1,k,c) model is written as
\[
\frac{ds^1(t)}{dt} + as^1(t) = bt + c. \tag{2}
\]

For the sake of estimating the system parameters for the abovementioned model, we get the discrete formula for equation (2) as
\[
s^0(i) + az^1(i) = b t^2 - (i - 1)^2 + c. \tag{3}
\]

In equation (3), \( z^1 \) refers to the background value, for which \( z^1(i) = 0.5(s^1(i) + s^1(i - 1)). \)

With the help of the least-squares method, the system parameters for the conventional NGM(1,1,k,c) model should be computed as
\[
(a, b, c)^T = (\gamma^T \gamma)^{-1} \gamma^T \Omega, \tag{4}
\]
where
\[
\gamma = \begin{bmatrix}
-z^1(2) & 3 & 2 & 1 \\
-z^1(3) & 5 & 2 & 1 \\
\vdots & \vdots & \vdots & \vdots \\
-z^1(n) & \frac{n^2 - (n - 1)^2}{2} & 1
\end{bmatrix},
\]
\[
\Omega = \begin{bmatrix}
s^0(2) \\
s^0(3) \\
\vdots \\
s^0(n)
\end{bmatrix}.
\]

After that, we get the time response function for equation (2) calculated as...
where 

\[
sr(i) = \left\{ \begin{array}{ll}
\phi(1) + \frac{b - ac - ab}{a^2} \exp(-a(k-1)) \\
+ \frac{bk}{a} + \frac{(ac - b)}{a^2}
\end{array} \right. 
\] (6)

Eventually, the restored values of the raw data are given by

\[
\bar{x}^{(0)}(k) = \left\{ \begin{array}{ll}
\bar{x}^{(1)}(k) - \bar{x}^{(1)}(k-1), & k = 2, 3, \ldots, \infty \\
\bar{x}^{(1)}(1), & k = 1. 
\end{array} \right. 
\] (7)

We observe from the modeling procedure above that the prediction precision is dependent on the system parameters influenced by the background value and cumulative sum operator. In NGM(1,1,κ,c), we apply the integer-order accumulation and trapezoid formula to generate the accumulated sequence and background value, and it is evident that the fixed accumulation order and approximate discrete error will impair the prediction performance to a large degree. For this, we apply the fractional accumulation and dynamic integral median theorem on the modeling procedure for improving the prediction capacity of the existing nonhomogeneous model.

3. Presentation of FDNGM(1,1,κ,c)

Suppose that

\[
S^0 = \{s^0(i) | i = 1, 2, \ldots, N\}, 
\] (8)

is the given data sequence that is nonnegative, then its r-order fractional accumulating generation operation data series can be calculated as

\[
S^r = \{s^r(i) | i = 1, 2, \ldots, N\}, 
\] (9)

where \(s^r(i) = \sum_{j=1}^{i} \left[ \frac{i - j + r - 1}{i - j} \right] s^0(j)\), \(i = 1, 2, v, n\).

Based on \(S^r\), the differential equation for the proposed model is obtained as

\[
\frac{dD^r(t)}{dt} + aD^r(t) = bt + c. 
\] (10)

In this study, we place the dynamic integral median theorem on the background value for the proposed model so as to eliminate the discretization error generated by the transition process.

**Theorem 1.** If \(s^r(j)\) is continuous over given interval \([i-1,i]\), then we get

\[
\int_{i-1}^{i} s^r(j) dj = s^r(I) = (1 - \varphi)s^r(i-1) + \varphi s^r(i), 
\] (11)

where \(\varphi \in [0, 1]\) and \(I \in [i-1,i]\).

**Proof.** Since \(s^r(j)\) keeps continuous over \([i-1,i]\), there exist the maximum value \(D\) and minimum value \(d\) for \(s^r(j)\) over \([i-1,i]\), which makes \(d \leq s^r(j) \leq D\) hold true; then, we have

\[
\varphi d \leq \varphi s^r(i) \leq \varphi D, 
\] (12)

which is also

\[
(1 - \varphi)d \leq (1 - \varphi)s^r(i-1) \leq (1 - \varphi)D. 
\] (13)

Combining equations (12) and (13), we have

\[
d \leq (1 - \varphi)s^r(i-1) + \varphi s^r(i) \leq D. 
\] (14)

In accord with the intermediate value theorem, \(\varphi \in [k-1, k]\) that makes \(s^r(\varphi) = (1 - \varphi)s^r(i-1) + \varphi s^r(i)\) hold. It can be further concluded that for any value \(s^r(\varphi)\) of the continuous function \(s^r(i)\) on \([i-1,i]\), there exists \(\varphi \in [0,1]\) that makes \(s^r(\varphi) = (1 - \varphi_1)s^r(i-1) + \varphi_1 s^r(i)\) hold true. Thereafter, in accord with the integral mean value theorem, we get

\[
\int_{i-1}^{i} s^r(j) dj = s^r(I), \quad I \in [i-1,i]. 
\] (15)

Furthermore, we have

\[
\int_{i-1}^{i} s^r(j) dj = s^r(I) = (1 - \varphi)s^r(i-1) + \varphi s^r(i). 
\] (16)

It is proved.

Therefore, the newly designed background value for the proposed model can be given as

\[
\varphi(i) = (1 - \varphi_1)s^r(i-1) + \varphi_1 s^r(i), \quad i = 2, 3, \ldots, n. 
\] (17)

Then, we get the least-squares estimation for system parameters expressed as

\[
(a, b, c)^T = (\sigma^T \sigma)^{-1} \sigma^T \omega, 
\] (18)

where

\[
\sigma = \begin{pmatrix}
-\varphi^r(2) & 3 & 2 & 1 \\
-\varphi^r(3) & 5 & 2 & 1 \\
\vdots & \vdots & \vdots & \vdots \\
-\varphi^r(n) & (n^2 - (n - 1)^2) & 2 & 1
\end{pmatrix}
\] (19)

\[
\omega = \begin{pmatrix}
s^r^{-1}(2) \\
s^r^{-1}(3) \\
\vdots \\
s^r^{-1}(n)
\end{pmatrix}
\]

Similar to the calculation steps mentioned in Section 2, the time response function for the proposed model can be acquired. Moreover, the predicted values of the original data series is given as
\[ s^0(i) = \{\alpha^1 s^\prime(1), \alpha^1 s^\prime(2), \ldots, \alpha^1 s^\prime(n)\}. \quad (20) \]

4. Determination of Parameter

Notice that the proposed model is constructed under the assumption that the emerging coefficients \( \phi_1, r \) are known.

Thus, they have a significant impact on the prediction precision directly. Aiming to effectively enhance the prediction precision of the proposed model, a relative simple optimization problem can be established, whose calculation formula can be defined as

\[
\min f(r, \phi_1) = \frac{1}{n-1} \sum_{i=2}^{n} \left| \frac{s^\prime(i) - s^\prime(i)}{s^\prime(i)} \right| \times 100%
\]

\[
\phi_1 \in [0, 1], \quad r \geq 0
\]

\[
(a, b, c) = (y^T \theta)^{-1} y^T \omega,
\]

\[
\theta = \begin{pmatrix} -z^\prime(2) & 3 & 2 & 1 \\ -z^\prime(3) & 5 & 2 & 1 \\ \vdots & \vdots & \vdots \\ -z^\prime(n) & \frac{n^2 - (n-1)^2}{2} & 1 \end{pmatrix}
\]

\[
\omega = \begin{pmatrix} s^{-1}(2) \\ s^{-1}(3) \\ \vdots \\ s^{-1}(n) \end{pmatrix}
\]

\[
s^1(i) = \left[ s^0(1) + \frac{b - ac - ab}{a^2} \right] \exp\left(-a(k-1) + \frac{bk}{a} + \frac{(ac - b)}{a^2}\right).
\]

As previous literature revealed, the abovementioned equation is difficult to solve by the ordinary approach on account of its nonlinear features. Therefore, this study introduces a metaheuristic technique, namely, the whale optimization algorithm (denoted as WOA), to search the best values of the background-value coefficients and fractional accumulation order.

In 2016, Mirjalil and Lewis [31] designed the whale optimization algorithm which describes the social behavior of the whale group. Over the past 5 years, this algorithm has been applied in various fields [32, 33]. More importantly, this approach is regarded as an effective technique to solve nonlinear optimization problems [34]. This is the main motivation for us to choose the WOA to solve the abovementioned equation. To be specific, the modeling steps of the WOA are listed.

Whales move in spiral to surround the school of fish, which is considered the best solution for predation. After that, they change their position by reference to the candidate solution. We get the expression of this behavior shown as
In equation (22), \( \vec{P}(i) \), \( \vec{P}^*(i) \) denote the whales’ current position and their current best position, respectively. \( r \) refers to a arbitrary number generated within \([0, 1]\), \( l \) is a random number produced from \([-1, 1] \), \( \beta \) is the key for controlling the shape of whales’ moving spiral, \( T \) is denoted as the maximum number of iterations, and the movement strategy will be chosen by the probability \( \xi \). Whales change their position according to the equation expressed as

\[
\vec{P}(i + 1) = \begin{cases} 
\vec{P}^*(i) - (2f(i)\vec{r} - f(i))\vec{D}, & \xi < 0.5(a), \\
\vec{P}^*(i) - \vec{P}(i)\varepsilon^\beta \cos(2\pi l) + \vec{P}^*(i), & \xi \geq 0.5(b). 
\end{cases}
\]

In accord with the predicted values mentioned in Table 2, we find that the predicted values by the NGM(1,1,k,c), FHGM(1,1), and ONGM(1,1,k,c) models all deviate far away from the actual series, and those of the proposed approach are much closer to the actual data. In addition, we observe from Table 3 that the MAPE values of the FDNGM(1,1,k,c) model are obviously lower than those of others. Moreover, the same discovery can be supported in Figure 3, indicating the proposed approach is more suitable for predicting the electric power consumption in Chongqing than other competitors.

**Case 2. (Forecasting China’s natural gas consumption)**

Chinese economy experienced a high growth in the new stage; additionally, natural gas, as a clean energy, has been regarded as an alternative source. Under the background of oil and gas system reform, the supply and demand for natural gas have dramatically changed as time goes on. Developing a accurate and sustainable forecasting model for the development trend of natural gas is of great practical significance.

Analogous with Case 1, the original series is gathered from Statistical Yearbook of China, as given in Table 4. First, the searching process by the WOA technique-based proposed approach is shown in Figure 4. By referring to the current study and references therein, we tabulate the predicted values of China’s natural gas consumption and corresponding error-value indices by using different models in Tables 4 and 5, respectively.

By screening the predicted values of natural gas consumption in Table 5 that the predicted values of NGM(1,1,k,c), FHGM(1,1), and ONGM(1,1) models deviate away from the observations, and the those of the proposed approach are much closer to the actual data. What is more, the error of the proposed model is smaller than other benchmarks, as shown in Figure 5. Specifically, the APEs and MAPEs of the proposed approach in this case, referring that the proposed model, should be regarded as a promising approach in this case.
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Figure 1: Schematic diagram of the calculation process of the FDNGM(1,1,k,c) model.
Table 1: Parameters of the competitors in the two real-world cases.

| Parameter | Case 1      | Case 2      |
|-----------|-------------|-------------|
| $\phi_1$  | 0.85363     | 0.98361     |
| $\phi_2$  | 0.69486     | 0.99217     |
| $\phi_3$  | 0.62772     | 0.70541     |
| $\phi_4$  | 0.49884     | 0.99948     |
| $\phi_5$  | 0.66898     | 0.75600     |
| $\phi_6$  | 0.10179     | 0.03251     |
| $\phi_7$  | 0.02099     | 0.98822     |
| $\phi_8$  | 0.63933     | 0.96816     |
| $\phi_9$  | 0.37460     | 0.99913     |
| $r$       | 0.28715     | 0.02580     |

Table 2: The predicted values of original domain by employing the competing models in Case 1.

| Year | Data | NGM | FHGM(1,1) | FDNGM | PR(3) | ONGM |
|------|------|-----|-----------|-------|-------|------|
| 2003 | 294.19 | 294.19 | 294.83 | 294.19 | 294.09 | 294.19 |
| 2004 | 309.06 | 306.71 | 302.47 | 305.74 | 314.59 | 302.43 |
| 2005 | 347.68 | 350.15 | 347.61 | 348.78 | 347.87 | 347.57 |
| 2006 | 405.20 | 396.48 | 395.35 | 398.12 | 390.42 | 395.31 |
| 2007 | 449.22 | 445.90 | 445.86 | 450.10 | 441.44 | 445.81 |
| 2008 | 484.41 | 498.59 | 499.28 | 503.75 | 498.32 | 499.23 |
| 2009 | 533.80 | 554.79 | 555.79 | 558.71 | 558.93 | 555.74 |
| 2010 | 626.44 | 614.72 | 615.57 | 614.86 | 621.10 | 615.52 |
| 2011 | 717.03 | 678.63 | 678.81 | 672.13 | 682.68 | 678.75 |
| 2012 | 723.50 | 746.79 | 745.70 | 730.52 | 741.53 | 745.64 |
| 2013 | 813.30 | 819.48 | 816.46 | 790.01 | 795.49 | 816.40 |
| 2014 | 867.24 | 897.00 | 891.30 | 850.59 | 842.41 | 891.24 |
| 2015 | 875.37 | 979.67 | 970.48 | 912.28 | 880.13 | 970.41 |
| 2016 | 924.89 | 1067.83 | 1054.23 | 975.06 | 906.51 | 1054.16 |
| 2017 | 996.55 | 1161.85 | 1142.82 | 1038.95 | 919.40 | 1142.75 |
| 2018 | 1118.79 | 1262.12 | 1236.54 | 1103.93 | 916.64 | 1236.46 |
Table 3: The error-value indices of the competing models in Case 1.

| Year | Data   | NGM (%) | FHGM (%) | FDNGM (%) | PR(3)  | ONGM (%) |
|------|--------|---------|----------|-----------|--------|----------|
| 2003 | 294.19 | 0.0000  | 0.2159   | 0.0000    | 0.0332 | 0.0000   |
| 2004 | 309.06 | 0.7614  | 2.1318   | 1.0743    | 1.7908 | 2.1437   |
| 2005 | 347.68 | 0.7111  | 0.0210   | 0.3173    | 0.0745 | 0.0322   |
| 2006 | 405.20 | 2.1508  | 2.4305   | 1.7479    | 3.6479 | 2.4406   |
| 2007 | 449.22 | 0.7399  | 0.7488   | 0.1961    | 1.7325 | 0.7584   |
| 2008 | 484.41 | 2.9274  | 3.0699   | 3.9915    | 2.8725 | 3.0604   |
| 2009 | 533.80 | 3.9316  | 4.1202   | 4.6662    | 4.7076 | 4.1110   |
| 2010 | 626.44 | 1.8714  | 1.7347   | 1.8493    | 0.8526 | 1.7429   |
| 2011 | 717.03 | 5.3555  | 5.3306   | 6.2615    | 4.7901 | 5.3382   |
| 2012 | 723.50 | 3.2189  | 3.0683   | 2.3416    | 2.4921 | 3.0603   |
| 2013 | 813.30 | 0.7596  | 0.3881   | 2.8641    | 2.1901 | 2.5209   |
| 2014 | 867.24 | 3.4312  | 2.7748   | 1.9197    | 2.8637 | 2.7674   |
| 2015 | 875.37 | 11.9145 | 10.8650  | 4.2162    | 0.5438 | 10.8573  |
| 2016 | 924.89 | 15.4547 | 13.9845  | 5.4247    | 1.9871 | 13.9767  |
| 2017 | 996.55 | 16.5873 | 14.6781  | 4.2545    | 7.7419 | 14.6704  |
| 2018 | 1118.79| 12.8112 | 10.5247  | 1.3278    | 18.0688| 10.5175  |
| MAPE |        | 2.4076  | 2.2872   | 2.1920    | 2.2994 | 2.5209   |

Figure 3: APEs and MAPEs of the competitive models in Case 1.
Table 4: The error-value indices of the competing models in Case 2.

| Year | Data | NGM (%) | FHGM (%) | FDNGM (%) | PR(3) | ONGM (%) |
|------|------|---------|----------|-----------|-------|----------|
| 2001 | 274.30 | 0.0000 | 3.7915 | 0.0000 | 0.1272 | 0.0000 |
| 2002 | 291.84 | 4.9274 | 11.7633 | 0.0003 | 0.2375 | 12.1678 |
| 2003 | 339.08 | 0.3097 | 4.4149 | 1.4094 | 1.4931 | 4.8043 |
| 2004 | 396.72 | 2.5333 | 0.3907 | 0.0000 | 0.0835 | 0.0215 |
| 2005 | 467.63 | 3.6653 | 2.8313 | 1.8665 | 1.9901 | 2.4816 |
| 2006 | 561.41 | 2.1125 | 2.0377 | 1.7288 | 2.0552 | 1.7143 |
| 2007 | 705.23 | 4.4709 | 4.2454 | 3.6870 | 3.3347 | 4.5319 |
| 2008 | 812.94 | 3.1097 | 2.8981 | 1.6931 | 1.5280 | 3.1753 |
| 2009 | 895.20 | 2.4330 | 2.3727 | 3.8457 | 3.5135 | 2.0920 |
| 2010 | 1069.41 | 0.5330 | 1.0726 | 0.0003 | 1.1227 | 1.3341 |
| MAPE | 2.6772 | 3.5818 | 1.5814 | 1.5486 | 3.5914 |
| 2011 | 1305.30 | 5.7519 | 6.8781 | 6.7281 | 8.8285 | 7.1163 |
| 2012 | 1463.00 | 2.9973 | 4.9200 | 6.1571 | 9.6438 | 5.1568 |
| 2013 | 1705.37 | 4.2114 | 6.9715 | 9.9592 | 14.9601 | 7.1983 |
| 2014 | 1868.94 | 0.4216 | 3.4672 | 8.8931 | 15.8696 | 3.6971 |
| 2015 | 1931.75 | 11.4466 | 5.9433 | 2.9000 | 12.7471 | 5.6952 |
| 2016 | 2078.06 | 18.6741 | 11.4756 | 1.1905 | 14.0055 | 11.2188 |
| 2017 | 2393.70 | 17.8744 | 9.3366 | 6.6300 | 21.7045 | 9.0883 |
| MAPE | 8.7682 | 6.9989 | 6.0706 | 13.9656 | 7.0244 |

Figure 4: Searching process of the WOA-based FDNGM(1,1,k,c) model in Case 2.

Table 5: The predicted values of original domain by employing the competing models in Case 2.

| Year | Data | NGM | FHGM | FDNGM | PR(3) | ONGM |
|------|------|-----|------|-------|-------|------|
| 2001 | 274.30 | 274.30 | 284.70 | 274.30 | 274.65 | 274.30 |
| 2002 | 291.84 | 277.46 | 257.51 | 291.84 | 292.53 | 256.33 |
| 2003 | 339.08 | 338.03 | 324.11 | 334.30 | 334.02 | 322.79 |
| 2004 | 396.72 | 406.77 | 398.27 | 396.72 | 396.94 | 479.23 |
| 2005 | 467.63 | 484.77 | 480.87 | 476.36 | 476.94 | 479.23 |
| 2006 | 561.41 | 573.27 | 572.85 | 571.12 | 572.95 | 571.03 |
| 2007 | 705.23 | 673.70 | 675.29 | 679.23 | 681.71 | 673.27 |
| 2008 | 812.94 | 787.66 | 789.38 | 799.18 | 800.52 | 787.13 |
| 2009 | 895.20 | 916.98 | 916.44 | 929.63 | 926.65 | 913.93 |
| 2010 | 1069.41 | 1063.71 | 1057.94 | 1069.41 | 1057.40 | 1055.14 |
| 2011 | 1305.30 | 1230.22 | 1215.52 | 1217.48 | 1190.06 | 1212.41 |
6. Conclusion

Aiming to improve the prediction precision of the existing NGM(1,1,k,c) model by combining the ideal of fractional accumulation and dynamic integral median theorem. As a result, a novel model named FDNGM(1,1,k,c) is proposed thereby. The proposed model is proved to grasp a more flexible and general structure to fit different series by changing the variable of fractional accumulation parameter and dynamic background-value coefficients, thus obtaining a much stronger adaptability in practice. To demonstrate the performance of this approach, we carried out two practical examples to certify the feasibility of the FDNGM(1,1) approach. Additionally, this study presents the dynamic parameters to perfect the background value for the grey modeling technique, applicable for all grey forecasting models.

In addition, we have discussed the superiorities of the proposed FDNGM(1,1,k,c) model; however, it still has some shortcomings, for example, many parameters are contained in the proposed model (elaborated on in Section 3), which brings trouble into the calculation process. How to simplify the model structure will be addressed in our next work.
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