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Abstract

We present Posterior Temperature Optimized Bayesian Inverse Models (POTOBIM), an unsupervised Bayesian approach to inverse problems in medical imaging using mean-field variational inference with a fully tempered posterior. Bayesian methods exhibit useful properties for approaching inverse tasks, such as tomographic reconstruction or image denoising. A suitable prior distribution introduces regularization, which is needed to solve the ill-posed problem and reduces overfitting the data. In practice, however, this often results in a suboptimal posterior temperature, and the full potential of the Bayesian approach is not being exploited. In POTOBIM, we optimize both the parameters of the prior distribution and the posterior temperature with respect to reconstruction accuracy using Bayesian optimization with Gaussian process regression. Our method is extensively evaluated on four different inverse tasks on a variety of modalities with images from public data sets and we demonstrate that an optimized posterior temperature outperforms both non-Bayesian and Bayesian approaches without temperature optimization. The use of an optimized prior distribution and posterior temperature leads to improved accuracy and uncertainty estimation and we show that it is sufficient to find these hyperparameters per task domain. Well-tempered posteriors yield calibrated uncertainty, which increases the reliability in the predictions. Our source code is publicly available at \url{github.com/Cardio-AI-mfvi-dip-mia}.
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1. Introduction

Automated methods for improving image quality have several applications in medical imaging, as acquiring high-quality images is time-consuming, costly, or entails a considerable radiation dose to the patient and medical personnel. Use cases include post-processing methods such as denoising and artifact removal in low-dose computed tomography (CT) (Yang et al., 2018; Ma et al., 2020; Wang et al., 2018), despeckling in ultrasound or optical coherence tomography (Michailovich and Tannenbaum, 2006; Bernardes et al., 2010), super-resolution of magnetic resonance imaging (MRI) (Tanno et al., 2017), or inpainting for hair removal in dermoscopy images (Abbás et al., 2011). Other approaches try to enhance image quality at the reconstruction level, e.g., sparse-view CT reconstruction (Lee et al., 2018a) or reconstruction from undersampled measurements (Tezcán et al., 2018) and motion artifact removal in MRI (Huang et al., 2019, 2021). Improving medical images of poor quality is a fundamental step for better diagnosis or subsequent image analysis.

The aforementioned methods involve solving an inverse imaging problem by attempting to reconstruct a high-quality image \( \hat{x} \) from a low-quality observation \( y = \mathcal{F}[x] \) of the true, but unknown image \( x \) affected by some forward process \( \mathcal{F} \). Possible forward processes include undersampling, image corruption by occlusion and additive noise, or the Radon transform. As the forward operator \( \mathcal{F} \) is typically not invertible directly, the reconstruction of \( x \) comprises minimization of an ill-posed objective function

\[ \hat{x} = \arg \min_{x} \left\{ \mathcal{L}(y, \mathcal{F}[\hat{x}]) + \lambda \mathcal{R}(\hat{x}) \right\}, \tag{1} \]

governed by a similarity measure \( \mathcal{L} \) and some regularizing image prior \( \mathcal{R} \), weighted by a factor \( \lambda \) (Sotiras et al., 2013). Common priors for image quality enhancement are total variation or penalization of first and higher order spatial derivatives (Rudin et al., 1992). The prior is of particular importance as it is responsible for the properties of the enhanced image; its manual selection is a delicate task.

More recently, deep-learning-based convolutional autoencoders have been trained to enhance images using sets of corrupted and uncorrupted data pairs (Jain and Seung, 2009). Autoencoders extract important visual features from the corrupted input image and reconstruct the input from the extracted features using learned image statistics. Through this, the neural networks implicitly learn regularization priors from data.

However, deep-learning-based methods show insufficient robustness to input data that lay outside their training domain. Antun et al. (2020) have demonstrated that state-of-the-art deep learning methods for CT and MR image reconstruction, such as AUTOMAP (Zhu et al., 2018), show severe instabilities to tiny perturbations in the input data, which causes the reconstructions to contain considerable artifacts. These artifacts are composed out of learned image statistics, which can lead to false anatomical structures being embedded in the reconstruction that are not present in the imaged object (Bhadra et al., 2020). This phenomenon is referred to as hallucination and is not limited...
to tomographic reconstruction but also happens in other deep-learning-based inverse image tasks (Laves et al., 2020b). Hallucinations can result in misdiagnosis and must be avoided at all costs in medical imaging. Motivated by the need for preventing the occurrence of hallucinations, we utilize Bayesian methods that incorporate predictive uncertainty in their reconstruction, with which, given the estimates are well calibrated, unnatural deviations in the reconstructions, i.e., hallucinations can be detected.

Contributions. Our contribution is the Posterior Temperature Optimized Bayesian Inverse Model (POTOBIM), a novel approximate Bayesian approach to inverse problems in medical imaging by employing mean-field variational inference (MFVI) with posterior temperature optimization. We use Bayesian optimization (BO) to tune the temperature and the parameters of the prior distribution on a per-task level and show its superiority to similar approaches on a variety of inverse medical image problems and modalities. Besides improved reconstruction accuracy, POTOBIM provides well-calibrated pixel-wise uncertainty maps. In our preliminary work presented at the “Fourth Conference on Medical Imaging with Deep Learning” (MIDL 2021) (Tölle et al., 2021), we used Bayesian optimization for an empirical improvement of the right amount of induced regularization lacking the theoretical background provided in this paper by the cold posterior effect (see Fig. 1). We extend the BO introducing full posterior temperature optimization as a new method and, thus, provide new experimental results on a more diverse set of inverse imaging postprocessing tasks, i.e., CT reconstruction for an increased number of test images. We further perform assessment of uncertainty calibration in particular tackling the possible occurrence of hallucinations. Our code is publicly available at github.com/Cardio-AI/mfvi-dip-mia.

1.1. Related Work

Deep learning based methods have seen increased use for medical image post-processing or tomographic reconstruction. Most approaches rely on supervised learning from data sets of input and output image pairs. Generative adversarial networks (GANs) are popular among enhancement methods in the image domain, such as noise reduction in low-dose CT (Wolterink et al., 2017). More recent works have adapted to more advanced networks, such as conditional Wasserstein GANs (Yi and Babyn, 2018). Usually, the networks are trained using data pairs of low-dose and clinical-dose CTs from the same patient. GANs have also been used for de-aliasing in MRI reconstruction (Yang et al., 2018) and quality enhancement in low-dose PET imaging (Wang et al., 2018). Bayesian approaches have been used by applying variational dropout to subpixel convolutional networks for MRI super-resolution (Tanno et al., 2017) and Bayesian inversion with conditional Wasserstein GANs for upsampling extreme low-dose CT (Adler and Öktem, 2019). A prominent method using CNNs for CT image reconstruction from sinograms is AUTOMAP, which directly maps information from the sensor-domain to image-domain using supervised learning (Zhu et al., 2018). The sinograms are fed into a CNN and the reconstruction is transformed back using the Radon transform to compute the loss between input and output. Hammernik et al. (2018) proposed to learn accelerated MRI reconstruction by combining variational methods with deep learning.

The concept of deep image prior (DIP) for inverse tasks does not require supervised training, and thus it is not affected by the aforementioned instabilities and hallucinations. As Lempitsky et al. (2018) have shown the structure of a CNN is sufficient to capture a great amount of image statistics and impose a strong prior to restore a high-quality image from a low-quality observation without having access to any data. Therefore, in DIP, a convolutional autoencoder with skip-connections is interpreted as a parameterization of the image to be reconstructed. Besides empirical evidence, the effectiveness of DIP can be explained by the spectral bias of deep networks (Rahaman et al., 2019). An autoencoder network decouples the frequency components of an image, comparable to a Fourier transform (Chakrabarty and Maji, 2019). During optimization, the frequency components are learned at different rates. Lower frequencies are reconstructed first, which behaves like a low pass filter; image corruptions such as noise are usually encoded in the high-frequency components. This makes early stopping in optimization a crucial step in order to not overfit the corrupting features (see Fig. 1). An alternative to early stopping is carefully selecting the number of trainable parameters, which introduces an architectural form of regularization. The deep decoder framework has demonstrated...
that manually fine-tuned under-parameterization of a decoder network can also address overfitting (Heckel and Soltanolkotabi, 2020). DIP in a non-Bayesian setting was already used for unsupervised CT reconstruction (Baguer et al., 2020).

However, both early stopping and under-parameterization require expert human interaction. We seek to find a more automated way to prevent DIP from overfitting in order to take advantage of its robustness towards hallucinations. Cheng et al. (2019) presented a first Bayesian approach to DIP in the context of natural images, where a prior distribution is placed over the weights of the network and the posterior distribution is used to output the final image. They derived a Monte Carlo (MC) sampler from DIP using stochastic gradient Langevin dynamics (SGLD) as Bayesian approximation, which uses injection of Gaussian noise into the gradients during each SGD step (Welling and Teh, 2011). The authors claim to have solved the problem of overfitting and provide pixel-wise reconstruction uncertainty estimates. SGLD DIP has already been applied to PET image reconstruction (Carrillo et al., 2021). Prior to (Töll et al., 2021), we have shown that DIP with SGLD shows almost unchanged weights of the network and the posterior distribution is used to output the final image. They derived a Monte Carlo (MC) sampler from DIP using stochastic gradient Langevin dynamics (SGLD) as Bayesian approximation, which uses injection of Gaussian noise into the gradients during each SGD step (Welling and Teh, 2011). The authors claim to have solved the problem of overfitting and provide pixel-wise reconstruction uncertainty estimates. SGLD DIP has already been applied to PET image reconstruction (Carrillo et al., 2021). Prior to (Töll et al., 2021), we have shown that DIP with SGLD shows almost unchanged overfitting behavior in the case of medical images (Laves et al., 2020b). As a solution, we proposed a variational inference (VI) approach to DIP using Monte Carlo dropout (MCD) (Gal and Ghahramani, 2016).

In this paper, we show that Bayesian approaches to DIP employing SGLD or MCD show overfitting on medical images at some point. We attribute this to the misspecified posterior temperature and prior distribution over the weights of the network in Bayesian inference. In SGLD and MC dropout, the prior is implicitly defined by weight decay or the dropout rate. We hypothesize that the potential of DIP can be utilized in medical image enhancement using a well-defined posterior temperature and prior distribution in a Bayesian setting.

1.2. Bayesian Deep Learning

In Bayesian deep learning, a prior distribution \( p(w | \alpha) \) is placed over the weights \( w \) of a neural network, governed by a hyperparameter \( \alpha \). After observing the data \( D = \{X; Y\} \) consisting of pairwise observations with \( x_i \in \mathcal{X} \) and \( y_i \in \mathcal{Y} \), we are interested in the posterior

\[
p(w | D, \alpha) = p(D | w, \alpha)p(w | \alpha)/p(D) ,
\]

where we use \( p(D) \) as abbreviation for \( p(Y | \mathcal{X}) \) for convenience. However, this distribution is not tractable in general as the normalizing factor involves marginalization of the model likelihood over the prior

\[
p(D) = \int p(D | w, \alpha)p(w | \alpha) \, dw .
\]

Consequently, the posterior predictive distribution is intractable as well. This gives rise to different approximate Bayesian inference techniques that rely on either sampling or VI. SGLD is a framework that derives a Markov chain Monte Carlo (MCMC) sampler from SGD by injecting Gaussian noise into the gradients after each learning step (Welling and Teh, 2011). Under suitable conditions (i.e., variance of injected noise and learning rate decay), SGLD eventually converges to the posterior distribution. When applied to inverse tasks, SGLD is very sensitive to the learning rate decay scheme. Choosing a decrease that is too slow (i.e., \( \epsilon_t = 0.9999^t \epsilon_0 \) can result in overfitting; a decrease that is too fast (i.e., \( \epsilon_t = 0.9^t \epsilon_0 \) can result in convergence to a worse-than-possible reconstruction.

In VI, we try to find a simpler, variational approximation to the Bayesian posterior distribution. VI uses optimization instead of sampling to find the member \( q_\phi(w) \) of a family of distributions (e.g., a multivariate Gaussian) that is close to the exact posterior, defined by the variational parameters \( \phi \). We optimize \( q_\phi \) w.r.t. \( \phi \), such that the Kullback-Leibler (KL) divergence is minimized with regard to the true posterior (Blei et al., 2017). Two practical implementations are MC dropout (Gal and Ghahramani, 2015) and Bayes by backprop (Blundell et al., 2015). The former uses dropout before every weight layer during training and at inference time, which allows sampling from the approximate posterior. The latter assumes a fully factorized Gaussian distribution \( w_{ij} \sim \mathcal{N}(\mu_{ij}, \sigma^2_{ij}) \), also known as mean-field distribution, which treats the mean and variance of each weight of a multi-layer network as learnable parameters. In contrast to MC dropout, MFVI allows us to directly compute the KL divergence between the variational posterior and the prior, which enables us to select other (non-Gaussian) prior distributions, where no closed form exists.

1.3. Cold Posteriors

In order to bring the variational distribution \( q_\phi(w) \) close to the true posterior in variational inference, a lower bound on the log-evidence (ELBO) is derived and maximized. Graves (2011) already suggested to reweight the complexity term in the ELBO using a factor \( \lambda \) to balance both terms in case of discrepancy between number of weights and training samples:

\[
\text{ELBO}(q_\phi(w)) = \mathbb{E}_{w \sim q_\phi(w)}[\log p(D | w)] - \lambda \text{KL}(q_\phi(w) \| p(w)) .
\]

It is common for Bayesian deep learning researchers to employ values of \( \lambda < 1 \) to achieve better predictive performance (Ashukha et al., 2020; Blundell et al., 2015). While their main motivation was to qualitatively balance out discrepancies between number of model parameter and dataset size, the reweighting has recently been studied in more detail and described as the “cold posterior” effect (Wilson and Izmailov, 2020). Wenzel et al. (2020) derived the tempered Bayesian posterior \( p(w | D) \propto \exp(-U(w)/T) \) with posterior energy function \( U(w) = -\log p(D | w) - \log p(w) \) and have shown empirically that cold posteriors with \( T < 1 \) perform considerably better. The authors also recover Eq. (2) and show that introducing \( \lambda \) into the ELBO is equivalent to a partially tempered posterior, where only the likelihood term is scaled. In this paper, we will not argue whether cold posteriors invalidate Bayesian principles, as there is disagreement among researchers (Wilson and Izmailov, 2020), but use it in a directed way to increase predictive performance and uncertainty calibration.
1.4. Deep Image Prior

DIP uses a convolutional image-generating network $\hat{x} = f_w(z)$ with randomly-initialized weights $w$ as neural parameterization of an image. The input $z$ is sampled from a uniform distribution $z \in \mathbb{R}^{C \times H \times W} \sim \mathcal{U}(0, 0.1)$ and has the same spatial dimensions as $\hat{x}$ with channels $C$, width $W$ and height $H$. Given a low-quality target observation $y$ and corresponding forward process $F$, the reconstructed image $\hat{x}$ is obtained by minimizing the pixel-wise mean squared error $\|y - F[\hat{x}]\|^2$ w.r.t. the weights $w$. Due to the spectral bias of convolutional networks towards lower frequencies, early stopping behaves like a low-pass filter (Chakrabarty and Maji, 2019), making it suitable for many inverse image tasks.

1.5. Cold Posteriors in Inverse Modeling

Wilson and Izmailov (2020) advocate to scale the posterior for any model and data, as it would be highly surprising if $T = 1$ would be the optimal value for this hyperparameter. Deep models for inverse tasks do not scale their capacity to the available data and are most likely misspecified at $T = 1$. We hypothesize that a cold posterior would be beneficial in our case (rather than $T \geq 1$), as the incorporated deep image prior uses highly over-parameterized networks for the task of reconstructing a single image. A cold posterior implicates overcounting the data, which, if optimized as proposed below, reduces the regularization introduced by the Bayesian approach to the correct amount. The model will neither overfit the noisy or sparse data, nor converge to a subpar solution.

Concurrent works have made similar findings in MRI reconstruction with MFVI (Narnhofer et al., 2021) and variational autoencoders (Edupuganti et al., 2021), where scaling the KL improved the results. However, these works only used a partially scaled posterior and did not optimize the scaling factor in a directed way. We will use a temperature optimized posterior in conjunction with MFVI as methodological improvement.

2. Methods

2.1. Mean-Field Variational Inference for Deep Image Prior

During optimization, DIP aims at finding the optimal weight point estimate $\hat{w}$ by maximum likelihood estimation (MLE) with gradient descent. Before turning to a Bayesian approach, we model heteroscedastic reconstruction uncertainty by assuming that the low-quality observation $y$ is sampled from a spatial random process and that each pixel $i$ follows a Gaussian distribution $\mathcal{N}(\hat{y}_i; \hat{y}_i, \hat{s}_i^2)$ with mean $\hat{y}_i$ and variance $\hat{s}_i^2$. We extend the last layer such that the network outputs these values for each pixel of the reconstructed image $f_w(z) = \{\hat{x}, \hat{s}\}$ and apply the forward operator to the parameters, resulting in $\hat{y} = F[\hat{x}]$ and $\hat{s}^2 = F[\hat{s}]$. This works in cases where the forward transform of a Gaussian remains to be a Gaussian (cf. § 3). Maximum posterior estimation is performed by minimizing the negative log-likelihood, which leads to the following optimization criterion

$$
\mathcal{L}(w) = \frac{1}{N} \sum_{i=1}^{N} \hat{s}_i^{-2} \|y_i - \hat{y}_i\|^2 + \log \hat{s}_i^2 ,
$$

where $N$ is the number of pixels per image. In this case, $\hat{s}_i^2$ captures the pixel-wise aleatoric uncertainty and is jointly estimated with $\hat{y}$ by finding $w$ that minimizes Eq. (3) with gradient descent. For numerical stability, Eq. (3) is implemented such that the network directly outputs $-\log \hat{s}_i^2$, if the forward operator does not involve adding pixel values (see § 3).

Next, we employ a MFVI approach to DIP by assuming that the variational posterior can be factorized as $q_\phi(w) = \prod_{i=1}^{L} \mathcal{N}(w_i | \mu_i, \sigma_i^2)$, with number of layers $L$. In each forward pass, the weights are sampled using reparameterization $w = \mu + \sigma \odot \epsilon$ with $\epsilon \sim \mathcal{N}(0, I)$, where $\odot$ denotes element-wise multiplication. The variational parameters $\phi = \{\mu, \sigma\}$ are optimized by minimizing the negative log evidence lower bound (ELBO)

$$
\phi^* = \arg \min_{\phi} \text{KL}[q_\phi(w) \| p(w)] - \mathbb{E}_{q_\phi} [\log p(D \| w)] ,
$$

using backpropagation without weight decay. This effectively doubles the number of trainable parameters and is known as Bayes by backprop (Blundell et al., 2015). The first term in Eq. (4) is usually approximated with MC integration by

$$
\text{KL}[q_\|p] \approx \frac{1}{T} \sum_{i=1}^{T} \log q_\phi(w_i) - \log p(w_i) ,
$$

with $T$ Monte Carlo samples $w_i$ drawn from the variational posterior $q_\phi(w)$. In case of a Gaussian prior, it can be implemented in closed form accelerating training by omitting the need for drawing MC samples (see derivation in supplemental material). The second term in Eq. (4), the log-likelihood, is implemented using Eq. (3) in the same MC fashion over draws from the posterior

$$
- \mathbb{E}_{q_\phi} [\log p(D \| w)] \approx \frac{1}{T} \sum_{i=1}^{T} \hat{s}_i^{-2} \|y_i - \hat{y}_i\|^2 + \log \hat{s}_i^2 .
$$

The mean-field approximation to the true posterior has the same mean or mode (depending on the direction of the KL divergence), but different shape (Blei et al., 2017). In practice, the approximate posterior is usually narrower and the scale of the posterior Gaussians is underestimated. This results in an underestimation of uncertainty in the predictive distribution, which could be fixed with post-hoc calibration.

After convergence, we obtain the high-quality reconstruction $\mathbb{E}[\hat{x}]$

$$
\mathbb{E}_{q_\phi}[\hat{x}] \approx \frac{1}{T} \sum_{i=1}^{T} \hat{x}_{w_i} ,
$$

and the accompanying pixel-wise uncertainty $\text{Var}[\hat{x}]$

$$
\text{Var}_{q_\phi}[\hat{x}] \approx \frac{1}{T} \sum_{i=1}^{T} \hat{s}_i^2 \hat{x}_{w_i} - \left( \frac{1}{T} \sum_{i=1}^{T} \hat{x}_{w_i} \right)^2 + \frac{1}{T} \sum_{i=1}^{T} \hat{s}_i^2 ,
$$

by integrating MC samples from the predictive posterior (Kendall and Gal, 2017).
While the resulting reconstruction can exhibit zero cost compared to the degraded measurement, it can still be far off the original image. We circumvent this problem by employing a distance by means of KL divergence, essentially leading to higher costs compared to the degraded measurement, but getting a reconstruction closer to the true image by taking into account all possible optimization curves indicated by the blue curves. Note that we do also take the optimization curves of non-Bayesian DIP into account but weigh them with probability \( p \) of the true image by taking into account all possible optimization curves indicated by the blue curves. Non-Bayesian DIP achieves its superior results to conventional reconstruction techniques with and without prior by re-parameterisation of the optimization curve.

2.2. Temperature-scaled Posterior

\[ p_T(\mathbf{w} | \mathbf{D}) \] be the fully tempered posterior (Wenzel et al., 2020):

\[
\begin{align*}
&\text{KL} [q_\phi(\mathbf{w}) \parallel p_T(\mathbf{w} | \mathbf{D})] \\
&= \mathbb{E}_\mathbf{w} \left[ \log q_\phi(\mathbf{w}) - \log p_T(\mathbf{w} | \mathbf{D}) \right] \\
&= \mathbb{E}_\mathbf{w} \left[ \log q_\phi(\mathbf{w}) - \log \left( \frac{(p(\mathbf{D} | \mathbf{w})p(\mathbf{w}))^{1/T}}{\int p(\mathbf{D} | \mathbf{w'})p(\mathbf{w'})^{1/T} d\mathbf{w'}} \right) \right] \\
&= \mathbb{E}_\mathbf{w} \left[ \log q_\phi(\mathbf{w}) - \log (p(\mathbf{D} | \mathbf{w})p(\mathbf{w}))^{1/T} \right] \\
&+ \log \int (p(\mathbf{D} | \mathbf{w})p(\mathbf{w}))^{1/T} d\mathbf{w} \\
&\quad + \log \frac{\text{const. w.r.t. } \mathbf{w}}{T} = \log E_T \\
&= \mathbb{E}_\mathbf{w} \left[ \log q_\phi(\mathbf{w}) - \frac{1}{T} \log p(\mathbf{D} | \mathbf{w}) \right] \quad \rightarrow \text{ELBO}_T(q_\phi(\mathbf{w})) \\
&\Rightarrow \log E_T = \text{KL} [q_\phi(\mathbf{w}) \parallel p_T(\mathbf{w} | \mathbf{D})] + \text{ELBO}_T(q_\phi(\mathbf{w}))
\end{align*}
\]
As the tempered evidence $E_T$ is constant, maximizing ELBO$_T$ minimizes the KL, thus bringing the variational distribution $q_\phi(w)$ closer to the fully tempered posterior $p_T(w | D)$:

$$\text{ELBO}_T(q_\phi(w)) = -\mathbb{E}_w [\log q_\phi(w) - \frac{1}{T} \log p(w)] + \mathbb{E}_w \left[ \frac{1}{T} \log p(D | w) \right]$$

$$= -\text{KL} \left[ q_\phi(w) \| p(w)^{1/T} \right] + \mathbb{E}_w \left[ \frac{1}{T} \log p(D | w) \right].$$

In practice, the scaled log-likelihood is straightforward to implement. The scaled KL contains the scaled prior $p_T(w)$, which, in contrast to Eq. (2), optimizes the fully temperature-scaled posterior is visualized in Fig. 2; the unscaled prior. In case of a Normal prior, this is equivalent to the unscaled prior. In case of a Normal prior, this is equivalent to a scaled prior variance (Aitchison, 2021):

$$p(w) \propto \exp(-\frac{1}{2\sigma^2}||w||^2),$$

$$p(w)^{1/T} \propto \exp(-\frac{1}{2\sigma_T^2}||w||^2),$$

$$\sigma_T = \sqrt{T}\sigma.$$ (20)

We therefore set $p_T(w) = \mathcal{N}(0, \sigma_T^2 I^2)$, which results in the following minimization criterion (with scaling by $-T$)

$$\arg \min_{\phi} T \cdot \text{KL} \left[ q_\phi(w) \| p_T(w | T) \right] - \mathbb{E}_w \left[ \log p(D | w) \right],$$

which, in contrast to Eq. (2), optimizes the fully temperature-scaled ELBO$_T$. A conceptual overview of POTOBIM utilizing the temperature-scaled posterior is visualized in Fig. 2; the restoration process in image space is further explained in Fig. 3.

2.4. Posterior Temperature Optimization

Instead of manually selecting the optimal posterior temperature using heuristics or inefficient grid search, we employ derivative-free Bayesian optimization (BO) in two dimensions to jointly find the posterior temperature $T$ and prior scale $\sigma$. BO allows us to optimize black-box functions that are expensive to evaluate, such as the training of a deep network (Snoek et al., 2015). It uses a computationally inexpensive surrogate model to retrieve a distribution over functions.

In this work, we apply optimization of the posterior temperature to multiple inverse post-processing problems in the medical domain and maximize the peak signal-to-noise ratio (PSNR) between the reconstructed image $\hat{x}$ and the ground truth image $x$ as a function of the hyperparameters $T$ and $\sigma$

$$\max_{T \in T, \sigma \in \mathcal{S}} f(T, \sigma) = \max_{T \in T, \sigma \in \mathcal{S}} \text{PSNR}(\hat{x}(T, \sigma), x)$$

using a Gaussian process (GP) as surrogate $f \sim \mathcal{GP}$. In each step of the BO, we evaluate our objective function $f$ at the current candidates $T^*$ and $\sigma^*$ to increase the set of observations $\mathcal{D}_{\text{BO}}$ and update the posterior of the surrogate model. Next, we maximize an acquisition function $a(T, \sigma; \mu_{\mathcal{GP}}, \sigma^2_{\mathcal{GP}})$ using the current GP posterior mean $\mu_{\mathcal{GP}}$ and variance $\sigma^2_{\mathcal{GP}}$. Its maximizing arguments $T^*, \sigma^* \leftarrow \text{arg max } a(T, \sigma; \mu_{\mathcal{GP}}, \sigma^2_{\mathcal{GP}})$ are used as candidates for the next iteration (Frazier, 2018). We choose the commonly accepted expected improvement (EI) as acquisition function

$$a_{\text{EI}}(T, \sigma; \mu_{\mathcal{GP}}, \sigma^2_{\mathcal{GP}}) = \mathbb{E} \left[ \max(y - f^*), 0 \right] \mid y \sim \mathcal{N}(\mu_{\mathcal{GP}}, T, \sigma^2_{\mathcal{GP}}(T, \sigma)) \right],$$

(25)

where $f^* = f(T_{\text{best}}, \sigma_{\text{best}})$ is the minimal value of the objective function observed so far. Eq. (25) can be solved analytically as shown in (Jones et al., 1998). We utilize automatic differentiation from modern deep learning frameworks to optimize the acquisition function in order to get the next candidates $T^*$ and $\sigma^*$ (Gardner et al., 2018).

3. Experiments

We evaluate the performance of our POTOBIM approach on the following four inverse imaging tasks and compare it to non-Bayesian DIP (Lempitsky et al., 2018), Bayesian DIP with SGLD (Cheng et al., 2019) and with MC dropout (Laves et al., 2020b), and to domain algorithms not based on deep learning methods. We apply BO to optimize the posterior temperature $T$ and the variance $\sigma$ of a zero-mean Gaussian prior per inverse task. Non-negativity constrains on $T$ and $\sigma$ are implemented by performing the BO in log space. To ensure a fair comparison, the other Bayesian DIP methods receive the same amount of hyperparameter optimization by additionally performing BO to find optimal values for SGLD and MC dropout. We choose to optimize the learning rate decay parameter $\gamma$, with learning rate $\epsilon_t = \gamma^t\epsilon_0$ at iteration step $t$, for SGLD, the dropout rate $p$ for MC dropout, and the amount of decoupled weight decay $\lambda$, with parameter update step $w_{t+1} = (1 - \lambda)w_t - \epsilon\nabla L_t(w_t)$, for both
methods (Loschilov and Hutter, 2019). In the following experiments, we use the same convolutional encoder-decoder network architecture with skip-connections as proposed by Lempitsky et al. (2018).

**CT Reconstruction.** In computed tomography, multiple projections are created by passing X-rays through an object from a large number of different viewing angles. Many algorithms exist to reconstruct the scanned object from the projections, e.g., the filtered back-projection (FBP) or algorithms that aim at solving Eq. (1) iteratively, where the Radon transform is used as forward operator.

One practical way to reduce the radiation dose and scanning time is to acquire less projections per slice, which is referred to as sparse-view CT. In general, (dense-view) CTs are computed from 1,000–2,000 projections per rotation and sparse-view CT refers to 10–100 projections per rotation (Kudo et al., 2013). In this experiment, we simulate sparse-view CT by computing only 45 projections from lung CTs of COVID-19 patients using the parallel-ray forward Radon transform. This equals to one X-ray every 4° per 180° rotation per slice. As for super-resolution, this involves adding adjacent pixels, which are dependent random variables, rendering estimation of aleatoric uncertainty impossible. Therefore, all networks in this experiment are trained by minimizing the pixel-wise mean-squared error only. We use publicly available data from https://coronacases.org. Unfortunately, we do not know the exact number of projections used in the employed public data and estimate the sparsification to be between 4.5% and 2.25% of the original data. A single CT slice from the center of the 3D CT volume is used and rescaled to 256 × 256 pixels. The Hounsfield units are converted to floating point values and normalized. The setup of this experiment is visualized in Fig. 2.

**Super-Resolution.** In CT and MRI, the sampling frequency is limited due to inherent physical limitations of the imaging utility, i.e., the pitch or spacing of the detector (Greenspan, 2009). The resolution can be enhanced by reducing the size of detectors, but this comes at the expense of increased noise. Since imaging devices are usually tuned towards low noise and short acquisition time, part of the resolution is sacrificed. This motivates resolution-enhancing inverse post-processing methods using a
single image. We use slices of a high-resolution T1-weighted in vivo whole brain MRI with isotropic resolution of 250 µm (Lüsebrink et al., 2017) from public data sets. The 512 × 448 pixel full-resolution images act as ground truth x and are downsampled by a factor of 4 to obtain low-resolution images y. The image-generator network is optimized by applying a downsampling operator as forward process \( F: \mathbb{R}^{4H\times4W} \rightarrow \mathbb{R}^{H\times W} \) to its output \( \hat{x} \). Since there are many high-resolution images that reduce to the same low-resolution image, super-resolution is an ill-posed problem and choosing the downsampling operator is far from surjective. Nearest neighbor downsampling preserves y to be Gaussian after performing the forward transform, as it is equivalent to an identity map for the remaining pixels. Other methods, such as bilinear interpolation involve adding two or more highly dependent neighboring pixels. The sum of two Gaussian random variables is not necessarily Gaussian, if the random variables are not independent, which prohibits direct estimation of aleatoric uncertainty as of Eq. (3). We therefore use nearest neighbor downsampling as forward operator.

**Denoising.** Optical coherence tomography (OCT) and ultrasound are prone to speckle noise due to interference phenomena, which can obscure small anatomical details and reduce image contrast. Although speckle patterns contain information about the tissue microstructure, denoising of such images is desirable because this information is imperceptible to a human observer. Speckle noise can be modeled as additive white Gaussian noise on log-transformed image intensities (Michailovich and Tannenbaum, 2006). Noise in low-dose X-ray originates from irregular photon density and can be modeled with Poisson noise (Lee et al., 2018b; Žabič et al., 2013). We approximate the Poisson noise with Gaussian noise since Poisson(\( \lambda \)) approaches a Normal distribution as \( \lambda \rightarrow \infty \). We first create a low-noise image \( x \) by smoothing and downsampling the original image to 256 × 256 pixel. This averages over highly correlated neighboring pixels affected by uncorrelated noise and decreases the observation noise. The downsampled image acts as ground truth and is corrupted by \( y = x + \mathcal{N}(0, 0.1^2 I) \) using normal (X-ray) or log-transformed intensities (OCT). The implemented forward operator for denoising is the identity mapping \( F: x \rightarrow y \) and thus, \( \hat{y} \) remains to be Gaussian. We use retinal OCT scans and pediatric pneumonia chest X-rays with native resolutions of 496 × 496 and 1029 × 1260 pixel from a public data set (Kermany et al., 2018).

**Inpainting.** Applications of inpainting in medical imaging are hair removal in dermoscopy (Abbas et al., 2011), specular highlight removal in endoscopy (Arnold et al., 2010), or metal artifact removal in CT sinograms (Peng et al., 2020) and MRI (Armanious et al., 2020). In this paper, we focus on the former task and sample images from the HAM10000 data set (Tschantl et al., 2018) showing different skin lesions with hair occlusions. We manually mask the hair and optimize the fully-tempered ELBO with zero-weighting the masked pixels in the likelihood term. The networks thus interpolate the masked areas.

### 4. Results

The results are presented as follows: First, we present the results of the BO used to optimize the posterior temperature \( T \) and the variance of the prior \( \sigma \) of POTOBIM on a per task level. We further show the results of BO for the other Bayesian methods, SGLD (Cheng et al., 2019) and MC dropout (Laves et al., 2020b), where we optimized the amount of decoupled weight decay \( \lambda \) for both and the exponential learning rate decay parameter \( \gamma \) for SGLD and the dropout rate \( p \) for MC dropout respectively. Second, we provide comparison of all four approaches on a variety of test images sampled from public data sets for four inverse imaging tasks. We show that despite the optimized hyperparameters, DIP with SGLD and MC dropout overfit the corrupting patterns in inverse imaging tasks after sufficient enough iterations and converge to inferior reconstructions in terms of PSNR. Our method on the other hand employing MFVI outperforms the aforementioned methods by means of reconstruction accuracy (PSNR) on all task and further provides well-calibrated predictive uncertainty maps. For comparison we also provide the results of using the non-Bayesian DIP from Lempitsky et al. (2018) and another unsupervised reconstruction technique per task.

### Bayesian Optimization. **Fig. 4** shows the Gaussian process posterior mean \( \mu'_{\mathcal{GP}}^{(11)} \) after BO termination for all Bayesian methods and inverse tasks. The quantitative values for each optimized parameter are presented in Tab. 1. For each task and Bayesian method, we find a distinct optimum in the search space. The dropout rate \( p \) has a considerable effect on the performance of MC dropout, while the weight decay parameter \( \lambda \) contributes less (see, e.g., BO for denoising). For SGLD, we often observe the learning rate decay parameter \( \gamma \) converging to 1.0, confirming the results of Brosse et al. (2018). The values for \( \lambda \) converge to different values compared to MC dropout, indicating different optimal prior distributions per task for the two methods. In MFVI, we see higher contribution from the temperature \( T \) exemplified by the vertical band present in all BOs, which indicates a
Figure 5: Our MFVI approach with an optimized prior does not overfit. The plots show $\mu \pm \sigma$ from three runs with different random initialization. In denoising and super-resolution all methods except for POTOBIM exhibit overfitting and converge to sub-optimal results. POTOBIM on the other hand safely converges to its optimum. In CT reconstruction no method shows overfitting, but POTOBIM obtains the highest reconstruction accuracy.

Figure 6: Qualitative results for sparse-view CT reconstruction for COVID-19 test image 4 from https://coronacases.org using only 45 projections. (Top) Reconstruction results after 100k iterations and FBP as comparison. (Bottom) Squared error to ground truth and reconstruction uncertainty from Bayesian methods. POTOBIM yields highest reconstruction accuracy (e.g., see ribs, green arrows) without sparse-view related artifacts (cf. FBP and DIP) and provides best uncertainty estimates (e.g., high uncertainty around ribs correlates with the error). Best viewed with digital zoom.

For completeness, we additionally performed the CT reconstruction experiment for test image 1 with $T = 1$ (and $\sigma = 1.7e^{-7}$ as reported in Tab. 1) and received poor results with PSNR = 15.1 dB. A lower temperature emphasizes the contribution of the negative log-likelihood (i.e., MSE) and places weight away from the epistemic towards the aleatoric uncertainty; a narrow prior prevents weights from growing too large, effectively avoiding overfitting the corrupted image (note that we use a zero-mean prior). The reconstruction accuracy landscape is highly non-linear as can be seen in the presented figure, which emphasizes the need for a derivative-free GP model as surrogate. Additional figures showing intermediate BO steps can be found in the supplemental material to this paper.

CT Reconstruction. In contrast to denoising or super-resolution, we do not observe overfitting of the low-resolution target image during optimization with any method by means of PSNR (cf. Fig. 5). However, the right amount of regularization introduced by the optimized posterior temperature in POTOBIM helps to safely converge with highest reconstruction accuracy. We observed this consistently for all test images, shown by the quantitative results in Tab. 2 POTOBIM shows the least amount of sparse-view related artifacts as introduced by FBP and non-Bayesian DIP (see Fig. 6). The uncertainty for all methods is high at intensity discontinuities (i.e., image edges), which correlates well with the reconstruction error. All methods exhibit a higher reconstruction error around the ribs, where only POTOBIM shows high predictive uncertainty.

Super-resolution. In super-resolution we opt for a smooth reconstruction with high uncertainties in regions with edges, i.e., high Fourier frequencies, while anatomical details are reserved as

less prominent effect of the prior’s variance $\sigma$. The temperature for all tasks is found to be at the lower spectrum. A considerable drop in reconstruction performance can be observed for $T \rightarrow 1$ in all tasks, highlighting the inferiority of an unscaled posterior with $T = 1$. For completeness, we additionally performed the CT reconstruction experiment for test image 1 with $T = 1$ (and $\sigma = 1.7e^{-7}$ as reported in Tab. 1) and received poor results with PSNR = 15.1 dB. A lower temperature emphasizes the contribution of the negative log-likelihood (i.e., MSE) and places weight away from the epistemic towards the aleatoric uncertainty; a narrow prior prevents weights from growing too large, effectively avoiding overfitting the corrupted image (note that we use a zero-mean prior). The reconstruction accuracy landscape is highly non-linear as can be seen in the presented figure, which emphasizes the need for a derivative-free GP model as surrogate. Additional figures showing intermediate BO steps can be found in the supplemental material to this paper.
Table 2: Quantitative results for sparse-view CT reconstruction using COVID-19 lung scans from https://coronacases.org as test data. Higher is better for reconstruction accuracy (PSNR and SSIM); lower is better for calibration error (UCE). We report means from three runs with different random initialization. Bold font denotes best values per test image.

| Method        | Test Image 1 | Test Image 2 | Test Image 3 | Test Image 4 |
|---------------|--------------|--------------|--------------|--------------|
|               | PSNR | SSIM | UCE | PSNR | SSIM | UCE | PSNR | SSIM | UCE | PSNR | SSIM | UCE |
| FBP           | 25.68 | 0.733 | —   | 22.78 | 0.702 | —   | 25.57 | 0.736 | —   | 25.29 | 0.734 | —   |
| DIP           | 34.07 | 0.936 | —   | 30.71 | 0.865 | —   | 32.72 | 0.898 | —   | 34.22 | 0.907 | —   |
| MCD           | 32.31 | 0.927 | 0.048 | 30.62 | 0.875 | 0.077 | 31.77 | 0.906 | 0.056 | 33.11 | 0.910 | 0.037 |
| SGLD          | 32.89 | 0.931 | 0.045 | 30.46 | 0.868 | 0.085 | 32.43 | 0.906 | 0.053 | 33.34 | 0.915 | 0.037 |
| POTOBIM (ours)| 34.51 | 0.943 | 0.034 | 31.17 | 0.882 | 0.074 | 34.18 | 0.924 | 0.043 | 35.05 | 0.924 | 0.029 |

Figure 7: Qualitative results for MRI super-resolution test image 1. (Top) Reconstruction results after 50k iterations and bilinear upsampling as comparison. (Bottom) Squared error to ground truth and reconstruction uncertainty from Bayesian methods. POTOBOM shows the least aliasing artifacts (orange arrows), which can be caused by the employed nearest neighbor downsampling. MCD erroneously exhibits high uncertainty in the area of the lateral ventricles (green arrows), although the reconstruction error there is small. Best viewed with digital zoom.

well. Further, as we employed nearest neighbor downsampling as forward operator the reconstructions are prone to aliasing, of which POTOBIM’s reconstructions exhibit the least expressed in the higher PSNR values (cf. Tab. 3). As indicated by the narrow peaks for non-Bayesian DIP and SGLD, the overfitting behavior starts early in the training phase again (Fig. 5). While overfitting can not be observed for MCD neither, POTOBIM generally yields higher reconstruction accuracies, which can be interpreted as an indicator for better detail preservation as well. Additionally, both, POTOBIM and MCD, exhibit high uncertainties in edged regions as needed, but MCD unfortunately predicts high uncertainty in the area of the lateral ventricles as well (Fig. 7). The uncertainty estimate of SGLD is qualitatively and in terms of UCE inferior to POTOBIM’s.

**Denoising.** Even with BO applied to optimize the related hyperparameters, it is not possible for SGLD and MC dropout to eliminate overfitting the corrupting noisy patterns. Compared to the non-Bayesian DIP, both converge to a reconstruction that has less noise, but is inferior to the reconstruction of POTOBIM, which safely converges to its highest value (see Fig. 5). The non-Bayesian DIP requires manually applied early stopping, which is indicated by the narrow PSNR peak. SGLD shows almost identical overfitting behaviour without performing BO, while MC dropout exhibits less severe overfitting, as we showed in our MIDL submission (Tölle et al., 2021). With BO applied, the peaks for both SGLD and MC dropout get wider before overfitting starts making early stopping still essential for obtaining the best reconstruction accuracy. However, our approach using MFVI does not overfit the corrupting patterns and outperforms the other approaches in terms of PSNR on all test images (cf. Tab. 4). Further, our approach provides well calibrated predictive uncertainty maps by means of UCE, indicating a greater robustness towards eventual hallucinations compared to DIP with SGLD and MC dropout (Fig. 8). We additionally provide results from wavelet denoising with BayesShrink for comparison (Chang et al., 2000).

**Inpainting.** For the task of hair inpainting we expect our reconstruction to be smooth with a corresponding high uncertainty in regions that were occluded by hair. As can be seen in Fig. 9–10 POTOBIM yields smooth reconstructions without still present
Table 3: Quantitative results for MRI super-resolution. We use different slices from a high-resolution T1-weighted brain MRI as test data (Lüsebrink et al., 2017). Higher is better for reconstruction accuracy (PSNR and SSIM); lower is better for calibration error (UCE). We report mean values from three runs with different random initialization. Bold font denotes best values per test image.

| Method       | Test Image 1 | Test Image 2 | Test Image 3 | Test Image 4 |
|--------------|--------------|--------------|--------------|--------------|
|              | PSNR SSIM UCE| PSNR SSIM UCE| PSNR SSIM UCE| PSNR SSIM UCE|
| Bilinear     | 23.19 0.789 — | 23.19 0.788 — | 26.20 0.833 — | 25.49 0.818 — |
| DIP          | 29.10 0.879 — | 29.56 0.841 — | 29.74 0.855 — | 29.65 0.867 — |
| MCD          | 29.03 0.882 0.068 | 29.50 0.845 0.017 | 29.55 0.855 0.016 | 29.23 0.861 0.114 |
| SGLD         | 28.80 0.881 0.172 | 29.22 0.833 0.107 | 29.73 0.842 0.100 | 28.70 0.843 0.116 |
| POTOBIM (ours) | 29.91 0.893 0.091 | 29.70 0.844 0.096 | 29.86 0.859 0.092 | 29.49 0.866 0.104 |

Figure 8: Qualitative results for denoising test image 4 (OCT). (Top) Reconstruction results after 100k iterations and wavelet denoising as comparison. (Bottom) Squared error to ground truth and reconstruction uncertainty from Bayesian methods. The distinct retinal layers on the right are best resolved by POTOBIM (green arrows). We observed a collapse of the aleatoric uncertainty from SGLD in all denoising test experiments. Best viewed with digital zoom.

5. Discussion

This work presents a novel uncertainty-aware methodology to solve inverse tasks in medical imaging. We use the tools of deep learning but avoid supervised learning to alleviate the failure modes of existing data-driven methods, such as hallucinations or their application to out-of-domain data. By optimizing a randomly-initialized convolutional network as neural representation for each image, the reconstruction does not depend on learned image features or implicit regularization priors. The optimization of the posterior temperature ensures convergence with highest accuracy. However, selecting a subpar posterior temperature in practice does not result in a failed reconstruction, as shown by the PSNR landscape from the GP posterior.

5.1. Limitations & Future Work

Optimizing a network with several million parameters for each image anew entails a considerable amount of computational effort. Depending on the task, the reconstruction of a single image can take up to one hour on recent hardware (i.e., NVIDIA Titan RTX), which prevents POTOBIM to be deployed in clinical routine. To address this, we envision a combination of supervised learning and image-based optimization by training a network on a large-scale dataset, which acts as a prior distribution (instead of a zero-mean Gaussian) during optimization of a network that has been initialized by a draw from the “prior network”. This is possible within our presented Bayesian framework and should enable much faster convergence without showing the aforementioned pitfalls of methods trained with full supervision. Besides the addressed inverse tasks, POTOBIM could further be applied to unsupervised deformable registration (Laves et al., 2019) or any other inverse task as long as the forward operator (e.g., point spread function for fluorescence microscopy) can

hairs as is the case for the other methods. DIP shows color artifacts and MCD tends to overly smooth out the inpainted areas. Even worse, MCD and especially SGLD sometimes exhibit artifacts in their reconstructions, which must be avoided at all costs. Qualitatively, POTOBIM’s predicted uncertainty is high in regions corresponding to hair as desired and low in the region of the chloasma, as this is important for the downstream task of classifying the skin lesion (Fig. 9).
Table 4: Quantitative results for denoising. Test images 1–3 are pediatric pneumonia chest X-rays and test image 4 is a retinal OCT scan showing choroidal neovascularization. All images are sampled from a public data set presented by Kermany et al. (2018). High UCE values for SGLD are caused by a collapse of the aleatoric uncertainty (cf. Fig. 8). Higher is better for reconstruction accuracy (PSNR and SSIM); lower is better for calibration error (UCE). We report mean values from three runs with different random initialization. Bold font denotes best values per test image.

| Method   | Test Image 1 | Test Image 2 | Test Image 3 | Test Image 4 |
|----------|--------------|--------------|--------------|--------------|
|          | PSNR | SSIM | UCE | PSNR | SSIM | UCE | PSNR | SSIM | UCE |
| Wavelet  | 28.73 | 0.861 | —   | 31.22 | 0.897 | —   | 28.73 | 0.861 | —   |
| DIP      | 23.11 | 0.431 | —   | 22.77 | 0.313 | —   | 23.10 | 0.431 | —   |
| MCD      | 30.87 | 0.840 | 1.12 | 32.47 | 0.831 | 1.05 | 30.82 | 0.839 | 1.11 |
| SGLD     | 30.03 | 0.913 | 80.5 | 32.16 | 0.848 | 82.8 | 29.95 | 0.817 | 86.6 |
| POTOBIM (ours) | **30.91** | **0.841** | **0.99** | **33.59** | **0.872** | **1.00** | **30.97** | **0.844** | **0.99** |

Figure 9: Qualitative results for hair removal in dermoscopy images for skin lesion classification from the HAM10000 data set as test data of test image 1 (Tschandl et al., 2018). (Top) Reconstruction results after 50k iterations. (Bottom) Squared error to ground truth and reconstruction uncertainty from Bayesian methods. SGLD is prone to creating artifacts in the reconstruction (blue arrows) and MCD overly smoothes out the inpainted areas (see zoomed window). POTOBIM yields highest reconstruction accuracy without artifacts and provides best uncertainty estimates (e.g., high uncertainty in regions corresponding to hair, green arrow). Best viewed with digital zoom.

6. Conclusion

We presented Posterior Temperature Optimized Bayesian Inverse Models (POTOBIM), a mean-field variational inference approach to deep image prior with a temperature scaled posterior. In general, Bayesian methods are more robust to overfitting due to their inbuilt regularization. However, as shown empirically for SGLD and MC dropout, overfitting can still be caused even with an optimized weight prior, i.e., a partially tempered posterior. Since MFVI allows for a broader selection of weight prior distributions, we can obtain a fully tempered posterior making it the method of choice for POTOBIM. We demonstrated its superiority on four inverse imaging post-processing tasks in the medical domain, namely CT reconstruction, super-resolution, denoising, and inpainting. Although BO with reconstruction accuracy as quality criterion was performed for all methods to obtain temperature scaled posteriors, POTOBIM does still outperform SGLD and MC dropout, which we attribute to the more detailed options of prior selection. Our approach yields uncertainty estimates that are qualitatively appealing to a human observer and well-calibrated in terms of UCE as well, producing a tool that is well-equipped against hallucinations. BO could also be employed with respect to a calibration criterion to further increase the predictive uncertainty maps’ expressiveness.
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• A single BO step took approx. 75 min and the BO was manually terminated after 11 steps, resulting in an overall runtime of approx. 13.75 hours per BO. Note that per BO step, up to 4 temperature candidates are evaluated in parallel.
Figure 11: CT reconstruction with POTOBIM: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration $i \in \{0, 5, 7, 11\}$. Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.
Figure 12: MRI super-resolution with POTOBIM: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration \( i \in \{0, 5, 7, 11\} \). Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.
Figure 13: Denoising with POTOBIM: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration \( i \in \{0, 5, 7, 11\} \). Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.
Figure 14: Hair inpainting with POTOBIM: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration $i \in \{0, 7, 11\}$. Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.
Figure 15: CT reconstruction with MCD: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration \( i \in \{0, 5, 7, 11\} \). Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.
Figure 16: MRI super-resolution with MCD: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration $\tau \in \{0, 7, 11\}$. Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.
Figure 17: Denoising with MCD: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration $i \in \{0, 5, 7, 11\}$. Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.
Figure 18: Hair inpainting with MCD: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration $i \in \{0, 5, 7, 11\}$. Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.
Figure 19: CT reconstruction with SGLD: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration \( i \in \{0, 5, 7, 11\} \). Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.
Figure 20: MRI super-resolution with SGLD: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration $i \in \{0, 5, 7, 11\}$. Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.
Figure 21: Denoising with SGLD: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration $i \in \{0, 5, 7, 11\}$. Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.
Figure 22: Hair inpainting with SGLD: GP mean, confidence (2 standard deviations) and expected improvement acquisition function after BO iteration \( i \in \{0, 5, 7, 11\} \). Green dots denote observed points and green crosses show candidates for the next BO iteration. Note that per BO step, up to 4 candidates are evaluated in parallel.