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Abstract

To achieve the full passive beamforming gains of intelligent reflecting surface (IRS), accurate channel state information (CSI) is indispensable but practically challenging to acquire, due to the excessive amount of channel parameters to be estimated which increases with the number of IRS reflecting elements as well as that of IRS-served users. To tackle this challenge, we propose in this paper two efficient channel estimation schemes for different channel setups in an IRS-assisted multi-user broadband communication system employing the orthogonal frequency division multiple access (OFDMA). The first channel estimation scheme, which estimates the CSI of all users in parallel simultaneously at the access point (AP), is applicable for arbitrary frequency-selective fading channels. In contrast, the second channel estimation scheme, which exploits a key property that all users share the same (common) IRS-AP channel to enhance the training efficiency and support more users, is proposed for the typical scenario with line-of-sight (LoS) dominant user-IRS channels. For the two proposed channel estimation schemes, we further optimize their corresponding training designs (including pilot tone allocations for all users and IRS time-varying reflection pattern) to minimize the channel estimation error. Moreover, we derive and compare the fundamental limits on the minimum training overhead and the maximum number of supportable users of these two schemes. Simulation results verify the effectiveness of the proposed channel estimation schemes and training designs, and show their significant performance improvement over various benchmark schemes.
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I. INTRODUCTION

Driven by the skyrocketing growth of mobile devices and wide deployment of Internet of things (IoT), various advanced wireless technologies such as massive multiple-input multiple-output (MIMO), millimeter wave (mmWave) and network densification, have been proposed and extensively investigated in the last decade for substantially improving the network capacity and connectivity of wireless communication systems [1]. However, the performance improvement of these technologies generally comes at the expense of increased network energy consumption and hardware complexity due to the ever-increasing number of active antennas/radio-frequency (RF) chains, which incurs high system implementation cost and may hinder their future applications. Moreover, due to the lack of control over the wireless propagation channel, these technologies need to adapt to the time-varying wireless environments, which, however, cannot always guarantee the quality-of-service (QoS) with uninterrupted connectivity in some harsh propagation conditions (e.g., severe attenuation and poor diffraction due to the blockage of wireless communication links in mmWave frequency bands).

Leveraging the recent advances in reconfigurable meta-surfaces [2]–[4], intelligent reflecting surface (IRS) (a.k.a. reconfigurable intelligent surface or other equivalents) has emerged as an innovative technology to achieve cost-effective improvement in communication coverage, throughput, and energy efficiency [5]–[8]. Different from the existing technologies that are only able to adapt to the dynamic wireless channels, IRS can program the signal propagation by intelligently controlling a large number of passive reflecting elements (e.g., low-cost printed dipoles [9]), each of which is capable of altering the amplitude and/or phase of the reflected signal, thus collaboratively enabling the real-time reconfiguration of wireless propagation environment. Furthermore, IRS can achieve full-duplex passive beamforming without requiring any costly processing for self-interference cancellation and signal decoding/amplification, thus substantially reducing the complexity, energy consumption, and hardware cost. These appealing advantages have motivated active research on the joint design of IRS with other communication techniques, e.g., orthogonal frequency division multiplexing (OFDM) [10]–[12], multi-antenna communication [13], non-orthogonal multiple access (NOMA) [14], [15], physical layer security [16]–[18], and so on.

To fully achieve the passive beamforming gains of IRS, the acquisition of accurate channel state information (CSI) at the access point (AP)/IRS is of paramount importance in practice,
which, however, is fundamentally challenging due to the following reasons. First, without any active components, the passive IRS elements are lack of baseband processing capabilities and thus incapable of transmitting/receiving pilot signals, which makes the conventional pilot-aided channel estimation by IRS inapplicable. As such, an alternative approach is to estimate the cascaded user-IRS-AP channels at the AP based on the user pilot signals and time-varying IRS reflection pattern [10], [11]. Second, due to the massive number of IRS reflecting elements, it is practically difficult to estimate the full CSI associated with each reflecting element given a limited channel training time. To reduce the training overhead with the increasing number of IRS elements and simplify the passive beamforming design, a novel elements-grouping strategy was proposed in [10], [11], which groups adjacent IRS elements with high channel correlation into a sub-surface and thus only needs to estimate the effective cascaded user-IRS-AP channel associated with each sub-surface. Moreover, the size of each sub-surface can be adjusted to provide a flexible system trade-off between training overhead and passive beamforming performance [10]. Furthermore, to improve the channel estimation accuracy of the ON/OFF-based IRS reflection pattern design that does not fully exploit the IRS array gain [11], a discrete Fourier transforms (DFT)-based IRS reflection pattern design was proposed in [10] as well as [19] to achieve the minimum channel estimation error. In [20] and [21], a practical IRS reflection design was proposed under the more realistic setting with discrete phase shifts [22] at the IRS and variable-length pilot symbols for channel training. Besides, for IRS-assisted MIMO systems, various channel estimation methods have been proposed in [23]–[25] by exploiting certain IRS channel properties such as low-rank, sparsity, spatial correlation, etc.

Note that the above-mentioned works mainly focus on the channel estimation for the IRS-assisted single-user system, which, however, cannot be efficiently applied to the IRS-assisted multi-user system since the straightforward user-by-user successive channel estimation will incur prohibitive training overhead that scales with the number of users and thus may be unaffordable given a finite channel coherence time in practice. Although some initial channel estimation studies have been recently pursued for the IRS-assisted multi-user narrowband system [26]–[29], the fundamental limits of the multi-user channel estimation in terms of training overhead, number of supportable users as well as channel estimation performance have not been fully characterized yet, to the best of our knowledge. Moreover, for broadband communications over frequency-selective fading channels in general, the above-mentioned multi-user channel estimation methods tailored for narrowband communications become inapplicable due to the frequency-selective
fading channels but frequency-flat IRS reflections [10], [11], which thus calls for innovative solutions to tackle these new challenges.

Motivated by the above, in this paper, we consider an IRS-assisted multi-user system employing the orthogonal frequency division multiple access (OFDMA), where an IRS is deployed to aid the communications between an AP and multiple users in its service region under frequency-selective fading channels, as shown in Fig. 1. In particular, we propose two efficient channel estimation schemes for different channel setups in the users’ uplink transmissions, while the estimated CSI at the AP can also be applied to the downlink if the uplink-downlink channel reciprocity is assumed. For both schemes, we optimize their corresponding channel training designs (including the pilot tone allocations for all users and IRS time-varying reflection pattern) to minimize the channel estimation error, and characterize the minimum training overhead as well as the maximum number of supportable users. The main contributions of this paper are summarized as follows.

- First, we consider a general IRS-assisted multi-user OFDMA system under arbitrary frequency-selective fading channels for all the involved user-AP, user-IRS, and IRS-AP links and propose a low-complexity channel estimation scheme, called simultaneous-user channel estimation, to estimate the CSI of all users in parallel simultaneously at the AP. To unveil the fundamental limits of this scheme, we derive its minimum training time and maximum number of supportable users. Moreover, we optimize the training design in terms of user pilot tone allocations and IRS reflection pattern to minimize the channel estimation error, for which the optimal solution is derived in closed-form.

- Next, we consider a typical scenario where the user-IRS channels are line-of-sight (LoS)
dominant and propose a new customized channel estimation scheme, called sequential-user channel estimation, to increase the maximum number of supportable users by exploiting a key property that all the users share the same (common) IRS-AP channel. Specifically, the proposed new scheme first estimates the CSI of an arbitrarily-selected reference user, based on which the CSI of the remaining non-reference users is then recovered by only estimating their effective user-IRS channels normalized by that of the reference user. Moreover, as the corresponding joint training design for all users is highly challenging in this case, we propose an efficient training design that first optimizes the pilot tone allocations and IRS reflection pattern for the reference user, and then solves the pilot tone allocation problem jointly for the remaining non-reference users with fixed IRS reflection pattern for the reference user.

- Finally, we compare the two proposed channel estimation schemes in terms of complexity, maximum number of supportable users, and minimum training overhead of each user, given the same channel training time. In general, as compared to the simultaneous-user channel estimation, the sequential-user channel estimation is able to support more users at the expense of higher channel estimation complexity and some degraded channel estimation performance for the users. Moreover, we provide extensive numerical results to validate the performance improvement of our proposed training designs over other benchmark schemes with different pilot tone allocations and IRS reflection patterns.

The rest of this paper is organized as follows. Section II presents the system model for the IRS-assisted multi-user OFDMA system. In Sections III and IV we propose two channel estimation schemes for different channel setups, respectively. Simulation results and discussions are presented in Section V. Finally, conclusions are drawn in Section VI.

Notation: Upper-case and lower-case boldface letters denote matrices and column vectors, respectively. Upper-case calligraphic letters (e.g., \( \mathcal{J} \)) denote discrete and finite sets. Superscripts \( (\cdot)^T \), \( (\cdot)^H \), and \( (\cdot)^{-1} \) stand for the transpose, Hermitian transpose, and matrix inversion operations, respectively. \( \mathbb{C}^{a \times b} \) denotes the space of \( a \times b \) complex-valued matrices. \( n \mod a \) denotes the modulo operation which returns the remainder after division of \( n \) by \( a \). \( |\cdot| \) denotes the absolute value if applied to a complex number or the cardinality if applied to a set. \( \|\cdot\| \) denotes the \( \ell_2 \)-norm. \( \|\cdot\|_F \) denotes the Frobenius norm, \( \mathcal{O}(\cdot) \) denotes the standard big-O notation, \( \lfloor \cdot \rfloor \) is the floor function, \( * \) denotes the convolution operation, and \( \mathbb{E}\{\cdot\} \) stands for the statistical expectation. \( I_a \), \( 1_{a \times b} \), and \( 0_{a \times b} \) denote an identity matrix of size \( a \times a \), an all-one matrix of size \( a \times b \), and an all-zero matrix of size \( a \times b \), respectively. \( \text{diag}(\mathbf{x}) \) returns a diagonal matrix with the elements
in $\mathbf{x}$ on its main diagonal. The relative complement of set $A$ in set $B$ is denoted by $B \setminus A$, while the union and intersection of two sets $A$ and $B$ are denoted by $A \cup B$ and $A \cap B$, respectively. The distribution of a circularly symmetric complex Gaussian (CSCG) random vector with mean vector $\mu$ and covariance matrix $\Sigma$ is denoted by $\mathcal{N}_c(\mu, \Sigma)$; and $\sim$ stands for “distributed as”.

II. SYSTEM MODEL AND PROBLEM DESCRIPTION

As illustrated in Fig. 1, we consider an IRS-assisted multi-user broadband wireless communication system in the uplink employing OFDMA, where an IRS is deployed to assist the communications between a single-antenna AP and $K$ single-antenna users. All the users are assumed to be in the vicinity of the IRS and denoted by the set $\mathcal{K} \triangleq \{1, 2, \ldots, K\}$. By adopting a similar elements-grouping strategy as in [10], [11], the IRS composed of $M_0$ reflecting elements is divided into $M$ sub-surfaces, denoted by the set $\mathcal{M} \triangleq \{1, 2, \ldots, M\}$, each of which consists of $\eta = M_0/M$ (assumed to be an integer) adjacent elements that share a common reflection coefficient for reducing the channel estimation and passive beamforming complexity. Moreover, the IRS is connected to a smart controller that dynamically adjusts the desired reflections of IRS elements and also exchanges (control) information with the AP via a separate wireless link [5], [8]. In this paper, the quasi-static block fading channel model is assumed for all the involved links, which remain approximately constant within the channel coherent time. This is a valid assumption as IRS remains at a fixed location once deployed and is practically used to mainly support low-mobility users in its neighborhood.

In practice, since IRS is typically deployed at the network edge to serve its nearby users that are far from the AP, the user-AP and IRS-AP links usually have relatively large multi-path delay spread due to the long propagation distances and thus are modeled as frequency-selective fading channels, whereas the user-IRS link is also modeled generally as a frequency-selective fading channel but with much smaller multi-path delay spread, or even a frequency-flat fading channel with one (equivalent) single path due to the much shorter distances between the IRS-served users and the IRS. Let $L_d$, $L_1$, and $L_2$ denote the maximum multi-path delay spread (normalized by $1/B$ with $B$ denoting the system bandwidth) of the user-AP, IRS-AP, and user-IRS links, respectively, where we have $1 \leq L_2 < \min\{L_1, L_d\}$. Accordingly, the baseband equivalent channels from user $k$ to the AP, from the IRS to the AP, and from user $k$ to the IRS are denoted

\footnote{The proposed channel estimation schemes in this paper can be readily extended to the AP with multiple antennas by estimating their associated channels in parallel.}
by \( \bar{d}_k \in \mathbb{C}^{L_d \times 1} \), \( \bar{G} \triangleq [\bar{g}_1, \bar{g}_2, \ldots, \bar{g}_M] \in \mathbb{C}^{L_1 \times M} \), and \( \bar{U}_k \triangleq [\bar{u}_{k,1}, \bar{u}_{k,2}, \ldots, \bar{u}_{k,M}] \in \mathbb{C}^{L_2 \times M} \), respectively, where \( \bar{g}_m \in \mathbb{C}^{L_1 \times 1} \) and \( \bar{u}_{k,m} \in \mathbb{C}^{L_2 \times 1} \) denote the corresponding time-domain channels from sub-surface \( m \) to the AP and from user \( k \) to sub-surface \( m \), respectively. Let \( \theta \triangleq [\theta_1, \theta_2, \ldots, \theta_M]^T \) denote the equivalent reflection coefficients of the IRS sub-surfaces, where \( \phi_m \in [0, 2\pi) \) and \( \beta_m \in [0, 1] \) are the phase shift and reflection amplitude of the \( m \)-th sub-surface, respectively. To maximize the signal power reflected by the IRS and reduce the hardware cost, we set \( \beta_m = 1, \forall m \in \mathcal{M} \) and only consider the phase-shift design of the IRS. Thus, the effective time-domain reflecting channel from user \( k \) to the AP via each sub-surface \( m \) can be expressed as the convolution of the user-IRS channel, the IRS reflection coefficient, and the IRS-AP channel, which is given by

\[
\bar{u}_{k,m} * \theta_m * \bar{g}_m = \theta_m \bar{u}_{k,m} * \bar{g}_m = \theta_m \bar{q}_{k,m}
\]

where \( \bar{q}_{k,m} \triangleq \bar{u}_{k,m} * \bar{g}_m \in \mathbb{C}^{L_r \times 1} \) denotes the cascaded user-IRS-AP channel (without the effect of phase shifts) associated with each sub-surface \( m \) and \( L_r = L_1 + L_2 - 1 \) is the maximum delay spread of the cascaded user-IRS-AP channel. Let \( L = \max\{L_r, L_d\} \) denote the maximum delay spread of the effective time-domain channel between the users and AP, while letting \( \bar{q}_{k,m} \) and \( \bar{d}_k \) denote the zero-padded cascaded user-IRS-AP (reflecting) channel of \( \bar{q}_{k,m} \) and zero-padded user-AP (direct) channel of \( \bar{d}_k \) for user \( k \), with the zero padding lengths of \( L - L_r \) and \( L - L_d \), respectively. As a result, the superimposed channel impulse response (CIR) from user \( k \) to the AP by combining the user-AP (direct) channel and the cascaded user-IRS-AP (reflecting) channel in the time domain, denoted by \( h_k \in \mathbb{C}^{L \times 1} \), is obtained as

\[
h_k = Q_k \theta + \bar{d}_k
\]

where \( Q_k = [q_{k,1}, q_{k,2}, \ldots, q_{k,M}] \in \mathbb{C}^{L \times M} \) denotes the zero-padded cascaded user-IRS-AP channel matrix (without the effect of phase shifts) by stacking \( q_{k,m} \) with \( m = 1, \ldots, M \). According to (2), it is sufficient to estimate the cascaded reflecting channels \( \{Q_k\}_{k=1}^K \) and the direct channels \( \{\bar{d}_k\}_{k=1}^K \) for the multi-user passive beamforming design in the IRS-assisted OFDMA communication system [12].

For the OFDMA-based broadband communication system, the total bandwidth \( B \) is equally divided into \( N \) sub-carriers, which are indexed by \( n \in \mathcal{N} \triangleq \{0, 1, \ldots, N-1\} \) and shared by the \( K \) users with \( N \geq K \) in general. Since the IRS elements have no transmit/receive RF chains, we
consider the uplink training for the multi-user channel estimation at the AP over \( \tau \) consecutive OFDM symbols during the time slots \( t \in \mathcal{T} = \{1, 2, \ldots, \tau\} \) of each channel coherent time. To avoid inter-user interference and simplify the training design, we consider the disjoint pilot tone allocations for all the users in this paper, where each sub-carrier at each time slot is allocated to at most one user. Specifically, let \( \delta_{k,n}^{(t)} \) indicate whether sub-carrier \( n \) is allocated to user \( k \) at time slot \( t \), i.e., \( \delta_{k,n}^{(t)} = 1 \) if sub-carrier \( n \) is assigned to user \( k \) at time slot \( t \), and \( \delta_{k,n}^{(t)} = 0 \) otherwise. Thus, we have \( \delta_{k,n}^{(t)} \in \{0, 1\} \) and \( \sum_{k=1}^{K} \delta_{k,n}^{(t)} \leq 1, \forall t \in \mathcal{T}, \forall n \in \mathcal{N} \). Here we denote \( \mathcal{J}_k^{(t)} \) as the index set of the pilot tones assigned to user \( k \) at time slot \( t \), which is given by \( \mathcal{J}_k^{(t)} = \{n|\delta_{k,n}^{(t)} = 1\} \). As the CSI is unknown \textit{a priori}, we consider the equal transmit power allocation for each user over the assigned \( |\mathcal{J}_k^{(t)}| \) sub-carriers at each time slot \( t \), where the transmit power of user \( k \) on each assigned sub-carrier is given by \( P/|\mathcal{J}_k^{(t)}|, \forall k \in \mathcal{K}, \forall t \in \mathcal{T} \).

Let \( x_k^{(t)} \triangleq \begin{bmatrix} x_{k,0}^{(t)}, x_{k,1}^{(t)}, \ldots, x_{k,N-1}^{(t)} \end{bmatrix}^T \) denote the transmitted OFDM symbol of user \( k \) at time slot \( t \), with each element given by

\[
X_{k,n}^{(t)} = \frac{P}{|\mathcal{J}_k^{(t)}|} \delta_{k,n}^{(t)} s_{k,n}^{(t)}, \quad \forall t \in \mathcal{T}, \forall n \in \mathcal{N}, \forall k \in \mathcal{K}
\]

where \( s_{k,n}^{(t)} \) denotes the pilot symbol which is simply set as \( s_{k,n}^{(t)} = 1 \) for ease of exposition, and we have \( \|x_k^{(t)}\|^2 = P \).

Before transmission, each OFDM symbol \( x_k^{(t)} \) is first transformed into the time domain via an \( N \)-point inverse DFT (IDFT), and then appended by a cyclic prefix (CP) of length \( L_{cp} \) to mitigate the inter-symbol-interference (ISI), which is assumed to satisfy \( L_{cp} \geq L - 1 \). After removing the CP and performing an \( N \)-point DFT at the AP side, the equivalent baseband received signal in the frequency domain is given by

\[
y^{(t)} = \sum_{k=1}^{K} X_k^{(t)} F h_k^{(t)} + v^{(t)}
\]

where \( y^{(t)} \triangleq \begin{bmatrix} y_0^{(t)}, y_1^{(t)}, \ldots, y_{N-1}^{(t)} \end{bmatrix}^T \) is the received OFDM symbol at time slot \( t \), \( X_k^{(t)} = \text{diag}(x_k^{(t)}) \) is the diagonal matrix of the OFDM symbol \( x_k^{(t)} \), \( F \) is an \( N \times L \) matrix consisting of the \( N \) rows and the first \( L \) columns of the \( N \times N \) unitary DFT matrix, and \( v^{(t)} \triangleq \begin{bmatrix} v_0^{(t)}, v_1^{(t)}, \ldots, v_{N-1}^{(t)} \end{bmatrix}^T \sim \mathcal{N}(0, \sigma^2 I_N) \) is the additive white Gaussian noise (AWGN) vector at the AP with \( \sigma^2 \) being the noise power. Note that the effective channel \( h_k^{(t)} \) in (4) is time-varying over \( t \) in general with dynamically tuned IRS reflection coefficients \( \theta \) over different time slots.
to facilitate the channel estimation (as will be shown later in this paper). As such, by denoting \( \theta^{(t)} \) as the IRS reflection coefficients at time slot \( t \) and substituting (2) into (4), we obtain

\[
y^{(t)} = \sum_{k=1}^{K} X^{(t)}_k F (Q_k \theta^{(t)} + d_k) + v^{(t)}.
\] (5)

In this paper, the uplink training for the multi-user channel estimation at the AP is based on the pilot signals sent by the users and the time-varying reflection pattern design at the IRS. Specifically, the uplink training design consists of two parts: the pilot tone allocations \( \{\delta^{(t)}_{k,n}\} \) for different users over \( \tau \) OFDM pilot symbols and the IRS reflections \( \{\theta^{(t)}\} \) over different OFDM pilot symbols, both of which need to be carefully designed to minimize the channel estimation error for all the users. In the following two sections, we present two efficient channel estimation schemes with optimized training designs for different channel setups, respectively, and derive the fundamental limits of these schemes on the minimum training overhead and the maximum number of supportable users in the IRS-assisted multi-user OFDMA system.

III. SIMULTANEOUS-USER CHANNEL ESTIMATION AND TRAINING DESIGN FOR ARBITRARY CHANNELS

In this section, we first propose a general channel estimation scheme for the IRS-assisted multi-user OFDMA system under arbitrary channels, where the CSI of all users is estimated in parallel simultaneously at the AP, thus referred to as the simultaneous-user channel estimation (SiUCE) scheme. For this scheme, the minimum training time, the maximum number of supportable users, and the corresponding optimal joint training design of pilot tone allocations and IRS reflection pattern to minimize the channel estimation error are derived accordingly.

A. Channel Estimation and Maximum Number of Supportable Users

Without loss of generality, we assume that the pilot tones assigned to each user are identical over different time slots, i.e., \( \delta^{(t)}_{k,n} = \delta_{k,n}, \forall t \in \mathcal{T}, \forall n \in \mathcal{N}, \forall k \in \mathcal{K}. \) As such, we have \( \mathcal{J}^{(t)}_k = \mathcal{J}_k \) and \( X^{(t)}_k = X_k, \forall t \in \mathcal{T}, \forall k \in \mathcal{K}. \) By defining \( \tilde{Q}_k = [d_k, Q_k] \) and \( \tilde{\theta}^{(t)} = \begin{bmatrix} 1 \\ \theta^{(t)} \end{bmatrix}, \) (2) can be written in a compact form as \( h^{(t)}_k = \tilde{Q}_k \tilde{\theta}^{(t)} \) and (5) can be rewritten as

\[
y^{(t)} = \sum_{k=1}^{K} X_k F \tilde{Q}_k \tilde{\theta}^{(t)} + v^{(t)}.
\] (6)
Due to the disjoint pilot tone allocations, the received signal vectors for different users can be decoupled as

\[
y_k^{(t)} = \Pi_{J_k} y^{(t)} = \Pi_{J_k} \left( X_k F \hat{Q}_k \theta^{(t)} + v^{(t)} \right) = \sqrt{\frac{P}{|J_k|}} \Pi_{J_k} F \hat{Q}_k \theta^{(t)} + \Pi_{J_k} v^{(t)} = \sqrt{\frac{P}{|J_k|}} F_k \hat{Q}_k \theta^{(t)} + v^{(t)}, \quad \forall k \in \mathcal{K}
\]

where \( \Pi_{J_k} \) denotes the sub-carrier selection matrix which consists of the \(|J_k|\) rows indexed by \( J_k \) of the identical matrix \( I_N \), (a1) holds since \( \Pi_{J_k} X_k' = 0_{|J_k| \times N} \) for \( k' \neq k \), (a2) holds since \( \Pi_{J_k} X_k = \sqrt{\frac{P}{|J_k|}} \Pi_{J_k} \) according to (3), \( F_k = \Pi_{J_k} F \) denotes the \(|J_k| \times L\) matrix consisting of the \(|J_k|\) rows indexed by \( J_k \) of \( F \), and \( v^{(t)} = \Pi_{J_k} v^{(t)} \) is the corresponding AWGN vector on the tones of \( J_k \) at each time slot \( t \).

By stacking the received signal vectors \( \left\{ y_k^{(t)} \right\} \) over time slots \( \mathcal{T} \) into \( Y_k = [y_k^{(1)}, y_k^{(2)}, \ldots, y_k^{(\tau)}] \), we obtain

\[
Y_k = \sqrt{\frac{P}{|J_k|}} F_k \hat{Q}_k \Xi + V_k, \quad \forall k \in \mathcal{K}
\]

where \( \Xi \triangleq [\hat{\theta}^{(0)}, \hat{\theta}^{(1)}, \ldots, \hat{\theta}^{(\tau)}] \) denotes the IRS reflection pattern matrix that collects all reflection coefficients \( \{\hat{\theta}^{(t)}\} \) over time slots \( \mathcal{T} \) and \( V_k = [v_k^{(1)}, v_k^{(2)}, \ldots, v_k^{(\tau)}] \) denotes the corresponding AWGN matrix. Let \( F_k^\dagger = (F_k^H F_k)^{-1} F_k^H \) and \( \Xi^\dagger = \Xi^H (\Xi \Xi^H)^{-1} \) denote the left pseudo-inverse of \( F_k \) and the right pseudo-inverse of \( \Xi \), respectively. By left- and right-multiplying \( Y_k \) in (8) by \( \sqrt{\frac{|J_k|}{P}} F_k^\dagger \) and \( \Xi^\dagger \), respectively, we obtain the least-square (LS) estimates of \( d_k \) and \( Q_k \) as

\[
\begin{bmatrix}
  d_k, \hat{Q}_k
\end{bmatrix} = \hat{Q}_k = \sqrt{\frac{|J_k|}{P}} F_k^\dagger Y_k \Xi^\dagger = \hat{Q}_k + \sqrt{\frac{|J_k|}{P}} F_k^\dagger V_k \Xi^\dagger, \quad \forall k \in \mathcal{K}
\]

where \( \hat{d}_k, \hat{Q}_k, \) and \( \hat{Q}_k \) denote the estimates of \( d_k, Q_k, \) and \( \hat{Q}_k \), respectively. Note that for the channel estimation based on (2), the left pseudo-inverse of \( F_k \) exists if and only if \( F_k \) is of full column rank, which requires

\[
|J_k| \geq L, \quad \forall k \in \mathcal{K}
\]

and the right pseudo-inverse of \( \Xi \) exists if and only if \( \Xi \) is of full row rank, which requires

\[
\tau \geq M + 1.
\]
From the above, we can infer that for the training overhead of each user $k$, the number of assigned sub-carriers $|J_k|$ should be no less than the maximum delay spread $L$, while the number of OFDM pilot symbols $\tau$ should be no less than the number of all channel links including the direct link and the reflecting links associated with the $M$ sub-surfaces. It is worth pointing out that although (10) and (11) are the necessary but not necessarily sufficient conditions for achieving the full column rank of $F_k$ and full row rank of $\Xi$, respectively, we claim that a full-column-rank $F_k$ and a full-row-rank $\Xi$ always exist when the conditions in (10) and (11) are satisfied, which will be specified in the next subsection. In addition, the number of training time slots $\tau$ should satisfy (11) for attaining a unique solution to the estimation based on (9) and thus the minimum training time is $\tau_{\text{min}} = M + 1$. To minimize the channel training time, we hereafter set $\tau = \tau_{\text{min}} = M + 1$ in this paper. Furthermore, according to (10) and the disjoint pilot tone allocations for all users, the number of supportable users, $K$, should satisfy the following condition:

$$KL^{(b)} \leq \sum_{k=1}^{K} |J_k| \leq N \quad (12)$$

where the equality of $(b)$ holds if and only if $|J_k| = L, \forall k \in K$. Thus, the maximum number of supportable users by the SiUCE scheme, denoted by $K_1$, is given as

$$K_1 = \lfloor N/L \rfloor. \quad (13)$$

**B. Optimal Training Design**

Note that the required CSI of each user can be recovered from (9) when $F_k$ has full column rank and $\Xi$ has full row rank. However, the inversion operation for computing the pseudo-inverses of $F_k$ and $\Xi$ has a cubic time complexity in general and may lead to suboptimal channel estimation due to the potential noise enhancement if either $F_k$ or $\Xi$ is ill-conditioned. For this sake, in this subsection we optimize the joint training design of the pilot tone allocations for all users and IRS time-varying reflection pattern to minimize the channel estimation error as well as reduce the implementation complexity of the proposed SiUCE scheme.

From (9), the average mean square error (MSE) of the SiUCE scheme over the $K$ users is given by

$$\varepsilon = \frac{1}{KL(M + 1)} \sum_{k=1}^{K} \mathbb{E}\left\{ \left\| [\hat{d}_k, Q_k] - [d_k, Q_k] \right\|_F^2 \right\}$$
\[
= \frac{1}{KL(M + 1)} \sum_{k=1}^{K} \mathbb{E} \left\{ \| \sqrt{\frac{|J_k|}{P}} F_k^\dagger V_k \Xi^\dagger \|^2_F \right\}.
\] (14)

Accounting for the constraints on the training design, the optimization problem for minimizing the MSE in (14) is formulated as follows (with constant/irrelevant terms omitted for brevity).

(P1): \[
\min_{\{\theta_{m}^{(t)}\},\{\delta_{k,n}\}} \sum_{k=1}^{K} \mathbb{E} \left\{ \| \sqrt{\frac{|J_k|}{P}} F_k^\dagger V_k \Xi^\dagger \|^2_F \right\}
\] (15)

s.t. \[
\sum_{k=1}^{K} \delta_{k,n} \leq 1, \forall n \in \mathcal{N} \]
(16)
\[
\delta_{k,n} \in \{0, 1\}, \forall n \in \mathcal{N}, \forall k \in \mathcal{K}
\] (17)
\[
|\theta_{m}^{(t)}| = 1, \forall t \in \mathcal{T}, \forall m \in \mathcal{M}.
\] (18)

It can be verified that problem (P1) is a non-convex optimization problem. Specifically, the binary constraint in (17) and the unit-modulus constraint in (18) are non-convex. Moreover, the objective function in (15) is non-convex over \( \{\theta_{m}^{(t)}\} \) and \( \{\delta_{k,n}\} \) via \( \Xi \) and \( F_k \). Although the non-convex optimization problem is generally difficult to solve, we obtain the optimal solution to problem (P1) in the following proposition.

**Proposition 1**: The optimal solution to problem (P1) for minimizing the MSE of the SiUCE scheme should satisfy:

- The optimal IRS reflection pattern \( \Xi \) is an orthogonal matrix with each entry satisfying the unit-modulus constraint, i.e., \( \Xi \Xi^H = (M + 1)I_{M+1} \);
- The optimal pilot tones allocated to each user \( k \) are equispaced over \( |J_k| \) sub-carriers with \( |J_k| \geq L \) and \( J_k \cap J_{k'} = \emptyset \) for \( k \neq k' \), for which it satisfies \( F_k^H F_k = \frac{|J_k|}{N} I_L, \forall k \in \mathcal{K} \).

Moreover, the minimum MSE is given by
\[
\varepsilon_{\text{min}} = \frac{\sigma^2 N}{P(M + 1)}.
\] (19)

**Proof**: Please refer to the Appendix. \( \blacksquare \)

According to Proposition 1, one optimal training design for the SiUCE scheme is given as follows: use the \( (M + 1) \times (M + 1) \) DFT matrix as the reflection pattern \( \Xi \) with each IRS reflection coefficient given by
\[
\theta_{m}^{(t)} = e^{-j2\pi m(t-1)/(M+1)}, \quad \forall m \in \mathcal{M}, \forall t \in \mathcal{T}
\] (20)
Fig. 2. An illustration of the equispaced pilot tone allocation design for the SiUCE scheme.

and the equispaced pilot tones allocated to each user are indexed by

$$J_k = \left\{ n \mid n \mod \frac{N}{L_p} = k - 1, n \in \mathbb{N} \right\}, \quad \forall k \in \mathcal{K}$$

(21)

where $L_p$ denotes the number of pilot tones allocated to each user at each time slot, which is set to be identical for all the users for fairness (i.e., $|J_k| = L_p, \forall k \in \mathcal{K}$) and satisfies $L \leq L_p \leq \frac{N}{K}$, and the spacing of adjacent pilot tones of each user is $\frac{N}{L_p}$. Moreover, given Proposition 1, we can readily obtain that $\Xi^\dagger = \frac{1}{M+1} \Xi^H$ and $F_k^\dagger = \frac{N}{|J_k|} F_k^H, \forall k \in \mathcal{K}$, both of which dispense with the matrix inversion operation for reducing the implementation complexity.

Last, we give an illustrative example of the proposed equispaced pilot tone allocation design for the SiUCE scheme in Fig. 2 with $N = 9$, $M = 3$, and $L_p = L = 3$. It can be observed that given the minimum channel training time $\tau_{\text{min}} = M + 1 = 4$, the maximum number of supportable users by the SiUCE scheme is $K_1 = \lfloor N/L \rfloor = 3$ in this example.

IV. SEQUENTIAL-USER CHANNEL ESTIMATION AND TRAINING DESIGN FOR LoS DOMINANT USER-IRS CHANNELS

In this section, we consider a typical scenario where the user-IRS channels are LoS dominant. For this scenario, by exploiting the same (common) IRS-AP channel $\bar{G}$ shared by all the users, we propose a customized channel estimation scheme that is capable of supporting more users for channel estimation than the SiUCE scheme proposed in Section III which is applicable to arbitrary channels. Specifically, our proposed new channel estimation scheme first estimates the CSI of one arbitrarily selected user, denoted as the reference user, and then recovers the CSI of the remaining non-reference users based on the reference user’s CSI, thus referred to as the sequential-user channel estimation (SeUCE) scheme. For this scheme, the minimum training
overhead of each user, the maximum number of supportable users, and the corresponding training design for minimizing the channel estimation error are derived as well.

For the SeUCE scheme, we consider the case of \( L_2 = 1 \) (i.e., all the user-IRS channels are LoS paths) or simply estimate the strongest/dominant time-domain LoS path as an approximation of each user-IRS link for the case of \( L_2 > 1 \) (i.e., by ignoring all the non-LoS (NLoS) paths and treating them as noise) to reduce the estimation complexity. This is usually valid in practice since the distance between each IRS-served user and the IRS is typically short and thus the corresponding channel is dominated by the strong LoS component, while the other NLoS components are much weaker and thus negligible (say, the Rician fading channel with a very high Rician factor). By slight abuse of notation, we define \( L = L_1 \) and \( L = \max\{L_1, L_2\} \), which may be different from those defined in Section III due to different channel setups.

Without loss of generality, we assume that the first row of \( \bar{U}_k \) corresponds to the dominant LoS component of the user-IRS channel for each user \( k \) and denote it by \( u_k^T \triangleq [u_{k,1}, u_{k,2}, \ldots, u_{k,M}] \in \mathbb{C}^{1 \times M} \). As such, the cascaded user-IRS-AP channel matrix (without the effect of phase shifts) can be simplified as (as compared with that given in (1))

\[
Q_k = G \text{ diag}(u_k)
\]

(22)

where \( Q_k \in \mathbb{C}^{L \times M} \), and \( G \) denotes the zero-padded IRS-AP channel with zero padding length of \( L - L_1 \) on each column of \( \bar{G} \). Then it can be observed that, if given the cascaded user-IRS-AP channel matrix of any user (say, \( Q_1 = G \text{ diag}(u_1) \) of user 1), we can re-express (22) as

\[
Q_k = G \text{ diag}(u_k) = G \text{ diag}(u_1) (\text{diag}(u_1))^{-1} \text{ diag}(u_k)
= G \text{ diag}(u_1) \text{ diag}(a_k) = Q_1 \text{ diag}(a_k)
\]

(23)

where \( \text{diag}(a_k) = (\text{diag}(u_1))^{-1} \text{ diag}(u_k) \) is the diagonal user-IRS channel matrix normalized by \( u_1 \), and we have \( a_k \in \mathbb{C}^{M \times 1} \) and \( a_1 = 1_{M \times 1} \). This key observation indicates that given the cascaded user-IRS-AP channel matrix of an arbitrary user, other users’ cascaded reflecting CSI can be recovered with the normalized user-IRS channel \( a_k \), which has a much lower dimension than \( Q_k \). As such, without loss of generality, by taking user 1 as the reference user and substituting \( Q_k \) of (23) into (2), the superimposed CIR from user \( k \) to the AP in the time
domain can be rewritten as

$$h_k = Q_k \theta + d_k = Q_1 \text{diag} \left( a_k \right) \theta + d_k = Q_1 \Theta a_k + d_k$$  \hfill (24)$$

where $\Theta = \text{diag} \left( \theta \right)$ represents the diagonal reflection matrix of the IRS and $d_k \in \mathbb{C}^{L \times 1}$ is the zero-padded user-AP direct channel of $d_k$ with the zero padding length of $L - L_d$. According to (24), it is sufficient to acquire the channel knowledge of the reference user’s cascaded reflecting channel $Q_1$, the normalized user-IRS channels $\{a_k\}_{k=2}^K$, and the direct channels $\{d_k\}_{k=1}^K$ for the $K$ users, which inspires us to propose the SeUCE scheme. It is worth pointing out that for the typical scenario where $L_d \geq L_r$ and thus $L = \max \{L_r, L_d\} = L_d$ is identical for the two proposed channel estimation schemes, namely, SiUCE and SeUCE, the number of channel coefficients to be estimated in the SeUCE scheme is significantly reduced to $LM + (K - 1)M + KL$ by exploiting the common IRS-AP channel, as compared to the SiUCE scheme that requires estimating $(M + 1)KL$ coefficients of $\{Q_k\}_{k=1}^K$ and $\{d_k\}_{k=1}^K$, due to the fact that $L + K \ll LK$ in practical OFDMA systems. After substituting (24) into (4), the received signal is rewritten as

$$y^{(t)} = \sum_{k=1}^K X^{(t)}_k F \left( Q_1 \Theta a_k + d_k \right) + v^{(t)}.$$  \hfill (25)$$

Based on the above discussions (especially the property revealed in (23)), the main procedures of the proposed SeUCE scheme are described as follows and will be further elaborated in the subsequent subsections.

1) With the received pilot signals assigned to user 1 (the reference user), we estimate the CSI of $Q_1$ and $d_1$ for the reference user;

2) With the received pilot signals assigned to users 2 to $K$ (the remaining non-reference users), we estimate the CSI of $\{a_k\}_{k=2}^K$ and $\{d_k\}_{k=2}^K$ for the remaining non-reference users and recover each $Q_k$ from the estimated $Q_1$ and $a_k$ according to (23).

For the SeUCE scheme, we further derive the minimum training overhead of each user and the maximum number of supportable users, as well as optimize the corresponding training design for minimizing the channel estimation error of all users. Note that as the channel estimation for the non-reference users is coupled with that for the reference user, the optimal joint training design for all the users is highly challenging in general. To tackle this challenge, we propose a suboptimal training design by decoupling the joint design problem into the following two sub-problems, with details given in the subsequent subsections as well.
1) Given the number of the pilot tones allocated to user 1 (the reference user), we optimize the pilot tone allocation for the reference user and the IRS reflection pattern $\Xi$;

2) Given the optimized IRS reflection pattern $\Xi$ and the remaining pilot tones (not occupied by the reference user), we optimize the pilot tone allocations jointly for the remaining $K-1$ non-reference users.

A. Channel Estimation and Optimal Training Design for Reference User

1) Channel Estimation: Let $J_1$ denote the index set of the pilot tones allocated to user 1 (the reference user), which is assumed to be identical over different time slots. Thus, we have $J_1^{(t)} = J_1$ and $X_1^{(t)} = X_1, \forall t \in T$. Similar to the case of $k = 1$ in Section III-A, the received signal of the reference user (by collecting the pilot tones of $J_1$) is expressed as

$$y_1^{(t)} = \Pi_{J_1} y^{(t)} \overset{(c1)}{=} \Pi_{J_1} X_1 F (Q_1 \theta^{(t)} + d_1) + \Pi_{J_1} v^{(t)} \overset{(c2)}{=} \sqrt{P} \tilde{Q}_1 \tilde{\theta}^{(t)} + v_1^{(t)}$$

where $(c1)$ holds since $\Pi_{J_1} X_k^{(t)} = 0_{|J_1| \times N}$ for $k \neq 1$ due to the disjoint pilot tone allocations and $\theta^{(t)} = \Theta^{(t)} 1_{M \times 1} = \Theta^{(t)} a_1$, and $(c2)$ holds since $\Pi_{J_1} X_1 = \sqrt{P} \Pi_{J_1}$ and $F_1 = \Pi_{J_1} F$. By stacking the received signal vectors $\{y_1^{(t)}\}$ over time slots $T$ into $Y_1 = [y_1^{(1)}, y_1^{(2)}, \ldots, y_1^{(M+1)}]$, we obtain

$$Y_1 = \sqrt{P} F_1 \tilde{Q}_1 \Xi + V_1.$$  \hspace{1cm} (27)

Then, left- and right-multiplying $Y_1$ in (27) by $\sqrt{\frac{|J_1|}{P}} F_1^\dagger$ and $\Xi^{-1}$, respectively, we get the LS estimates of $d_1$ and $Q_1$ as follows.

$$[\hat{d}_1, \hat{Q}_1] = \hat{Q}_1 = \sqrt{\frac{|J_1|}{P}} F_1^\dagger Y_1 \Xi^{-1} = \tilde{Q}_1 + \sqrt{\frac{|J_1|}{P}} F_1^\dagger V_1 \Xi^{-1}$$

where $\hat{d}_1, \hat{Q}_1$, and $\hat{Q}_1$ denote the estimates of $d_1, Q_1$, and $Q_1$ for the reference user, respectively, and $F_1^\dagger = (F_1^H F_1)^{-1} F_1^H$ is the left pseudo-inverse of $F_1$. Note that for the channel estimation based on (28), the left pseudo-inverse of $F_1$ exists if and only if $F_1$ is of full column rank, which requires $|J_1| \geq L$ for the training overhead of the reference user.

2) Training Design: Following a similar procedure for optimizing the training design in Section III-B with $k = 1$, we can readily conclude that the minimum MSE of the channel estimation in (28) for the reference user can be achieved when the IRS reflection pattern $\Xi$ is an orthogonal
matrix with each entry satisfying the unit-modulus constraint, i.e., \( \Xi \Xi^H = (M + 1)I_{M+1} \), and the pilot tones assigned to the reference user are equispaced with \(|\mathcal{J}_1| \geq L\), for which it satisfies \( F_1^H F_1 = \frac{|\mathcal{J}_1|}{N} I_L \). Moreover, one optimal training design can be obtained according to (20) and (21) with \( k = 1 \), and the corresponding minimum MSE is given as \( \varepsilon_{\text{ref}} = \frac{\sigma^2 N}{P(M+1)} \).

B. Channel Estimation for Non-reference Users and Maximum Number of Supportable Users

After acquiring the CSI of \( Q_1 \) from (23), we then estimate the normalized user-IRS channel \( a_k \) to recover the cascaded reflecting channel \( Q_k \) for each non-reference user according to (23). As the pilot tones of \( \mathcal{J}_1 \) have been occupied by the reference users, we set \( \delta_k^{(t)} = 0 \), \( \forall t \in \mathcal{T}, \forall n \in \mathcal{J}_1, \forall k \in \bar{K} \triangleq K \setminus \{1\} \) for the remaining non-reference users. Due to the disjoint pilot tone allocations, the received signal vector for each of the remaining \( K-1 \) non-reference users can be expressed as

\[
\begin{align*}
\mathbf{z}_k^{(t)} &= \Pi_{\mathcal{J}_k^{(t)}} \mathbf{y}^{(t)} = \Pi_{\mathcal{J}_k^{(t)}} \mathbf{X}_k^{(t)} F (Q_1 \Theta_1^{(t)} a_k + d_k) + \Pi_{\mathcal{J}_k^{(t)}} \mathbf{v}^{(t)} \\
&= \sqrt{\frac{P}{|\mathcal{J}_k^{(t)}|}} \mathbf{F}_k^{(t)} (Q_1 \Theta_1^{(t)} a_k + d_k) + \mathbf{v}_k^{(t)} \\
&= C_k^{(t)} \mathbf{\lambda}_k + \mathbf{v}_k^{(t)}, \quad \forall k \in \bar{K}
\end{align*}
\]

(29)

where \( \Pi_{\mathcal{J}_k^{(t)}} \) denotes the sub-carrier selection matrix which consists of the \(|\mathcal{J}_k^{(t)}| \) rows indexed by \( \mathcal{J}_k^{(t)} \) of the identical matrix \( I_N \), (d) holds since \( \Pi_{\mathcal{J}_k^{(t)}} \mathbf{X}_k^{(t)} = \sqrt{\frac{P}{|\mathcal{J}_k^{(t)}|}} \Pi_{\mathcal{J}_k^{(t)}} \mathbf{F} \), and \( \lambda_k \triangleq \begin{bmatrix} a_k \\ d_k \end{bmatrix} \), \( C_k^{(t)} \triangleq \sqrt{\frac{P}{|\mathcal{J}_k^{(t)}|}} \mathbf{F}_k^{(t)} [Q_1 \Theta_1^{(t)}, I_L] \), and \( \mathbf{v}_k^{(t)} = \Pi_{\mathcal{J}_k^{(t)}} \mathbf{v}^{(t)} \) is the corresponding AWGN vector on the pilot tones of \( \mathcal{J}_k^{(t)} \) at each time slot \( t \).

By collecting the received signal vectors \( \{\mathbf{z}_k^{(t)}\} \) of non-reference user \( k \) over time slots \( \mathcal{T} \) into \( \mathbf{z}_k = \begin{bmatrix} (\mathbf{z}_k^{(1)})^T, \ldots, (\mathbf{z}_k^{(M+1)})^T \end{bmatrix}^T \), we obtain

\[
\mathbf{z}_k = C_k \mathbf{\lambda}_k + \mathbf{v}, \quad \forall k \in \bar{K}
\]

(31)

where \( \mathbf{v} = \begin{bmatrix} (\mathbf{v}^{(1)})^T, \ldots, (\mathbf{v}^{(M+1)})^T \end{bmatrix}^T \) and

\[
C_k = \begin{bmatrix} C_k^{(1)} \\ \vdots \\ C_k^{(M+1)} \end{bmatrix} = \begin{bmatrix} \sqrt{\frac{P}{|\mathcal{J}_k^{(1)}|}} \mathbf{F}_k^{(1)} [Q_1 \Theta_1^{(1)}, I_L] \\ \vdots \\ \sqrt{\frac{P}{|\mathcal{J}_k^{(M+1)}|}} \mathbf{F}_k^{(M+1)} [Q_1 \Theta_1^{(M+1)}, I_L] \end{bmatrix}.
\]

(32)
Let $C_k^† = (C^H_kC_k)^{-1}C^H_k$ denote the left pseudo-inverse of $C_k$. Then, left-multiplying $z_k$ in (31) by $C_k^†$, we obtain the LS estimates of $a_k$ and $d_k$ as

$$
\begin{bmatrix}
\hat{a}_k \\
\hat{d}_k
\end{bmatrix} = \hat{\lambda}_k = C_k^†z_k = \lambda_k + C_k^†v_k, \quad \forall k \in \bar{K}
$$

(33)

where $\hat{a}_k$, $\hat{d}_k$, and $\hat{\lambda}_k$ denote the estimates of $a_k$, $d_k$, and $\lambda_k$, respectively. Note that for the channel estimation based on (33), the left pseudo-inverse of $C_k$ exists if and only if $C_k$ is of full column rank, which requires

$$
\zeta_k \triangleq \sum_{t=1}^{M+1} |J_k^{(t)}| \geq M + L, \quad \forall k \in \bar{K}
$$

(34)

where $\zeta_k$ denotes the total number of pilot tones assigned to non-reference user $k$ (i.e., training overhead), which should be no less than $M + L$. Similarly, although (34) is a necessary but generally not sufficient condition for achieving the full column rank of $C_k$, a full-column-rank matrix $C_k$ exists when the condition in (34) is met, which will be specified in the next subsection. Moreover, due to the disjoint pilot tone allocations for the non-reference users, we have

$$
\sum_{k=2}^{K} |J_k^{(t)}| \leq N - |J_1|, \quad \forall t \in T.
$$

(35)

By combining (34) and (35), we arrive at the following condition on the number of supportable users by the SeUCE scheme (recall that $|J_1| \geq L$ pilot tones at each time slot are required for the reference user):

$$
(K - 1)(M + L) \leq \sum_{t=1}^{M+1} \sum_{k=2}^{K} |J_k^{(t)}| \leq (M + 1)(N - |J_1|) \leq (M + 1)(N - L)
$$

(36)

where the equality of (e1) holds if and only if $\zeta_k = \sum_{t=1}^{M+1} |J_k^{(t)}| = M + L, \forall k \in \bar{K}$, and the equality of (e2) holds if and only if $|J_1| = L$. As a result, the maximum number of supportable users by the SeUCE scheme, denoted by $K_2$, is given as

$$
K_2 = \left\lfloor \frac{(M + 1)(N - L)}{M + L} \right\rfloor + 1.
$$

(37)

By comparing (13) and (37) and assuming that the variables of the floor function $\lfloor \cdot \rfloor$ are integers
in both of them, we have

\[ K_2 - K_1 = \frac{(M + 1)(N - L)}{M + L} + 1 - \frac{N}{L} = \frac{M(N - L)(L - 1)}{(M + L)L} \geq 0 \]  \hspace{1cm} (38)

where the equality of \((f)\) holds if and only if \(L = 1\) or \(N = L\), which implies that the maximum number of supportable users by the SeUCE scheme is always no less than that by the SiUCE scheme. Note that \(L = 1\) corresponds to the case in which all the involved user-AP, user-IRS, and IRS-AP links are frequency-flat fading channels with one (equivalent) single path (e.g., LoS channels), while \(N = L\) is impossible for practical OFDMA systems. Moreover, (38) provides direct insight into the effects of different parameters \((N, M, \text{and } L)\) on the relationship between the two channel estimation schemes in terms of maximum number of supportable users.

**Remark 1**: Note that for the general case with non-negligible multi-path delay spread in the user-IRS link, how to extend the proposed SeUCE scheme to exploit the common IRS-AP channel for all users to recover the (exact) channels of the non-reference users based on the estimated CSI of the reference user is very challenging and still remains open, due to the convolution of the user-IRS and (common) IRS-AP channels, as given in (1). Nevertheless, the proposed SeUCE scheme is also applicable to this case by only estimating the dominant LoS path of each user-IRS link, while the effect of multi-path interference in the user-IRS link on the MSE performance will be evaluated by simulations in Section V.

**C. Pilot Tone Allocation for Non-reference Users**

In this subsection, we aim to minimize the average MSE for the remaining \(K - 1\) non-reference users by jointly optimizing the corresponding pilot tone allocations. From (33), the average MSE of the LS channel estimation over the \(K - 1\) non-reference users is derived as

\[ \varepsilon_{\text{non}} = \frac{1}{(M + L)(K - 1)} \sum_{k=2}^{K} \mathbb{E} \left\{ \| \hat{\lambda}_k - \lambda_k \|^2 \right\} = \frac{1}{(M + L)(K - 1)} \sum_{k=2}^{K} \mathbb{E} \left\{ \| C_k^\dagger v_k \|^2 \right\} \]

\[ = \frac{1}{(M + L)(K - 1)} \sum_{k=2}^{K} \operatorname{tr} \left\{ C_k^\dagger \mathbb{E} \{ v_k v_k^H \} (C_k^\dagger)^H \right\}. \]  \hspace{1cm} (39)

Since \( \mathbb{E} \{ v_k v_k^H \} = \sigma^2 I_{\zeta_k} \), the average MSE in (39) can be written as

\[ \varepsilon_{\text{non}} = \frac{\sigma^2}{(M + L)(K - 1)} \sum_{k=2}^{K} \operatorname{tr} \left\{ C_k^\dagger (C_k^\dagger)^H \right\} = \frac{\sigma^2}{(M + L)(K - 1)} \sum_{k=2}^{K} \operatorname{tr} \left\{ (C_k^H C_k)^{-1} \right\}. \]  \hspace{1cm} (40)
Moreover, according to (32), we have

\[ D_k \triangleq C_k^H C_k = \sum_{t=1}^{M+1} (C_k^{(t)} C_k^{(t)})^H = \sum_{t=1}^{M+1} P \frac{\partial}{\partial j_k^{(t)}} \begin{pmatrix} (\Theta^{(t)})^H Q_1^H \\ I_L \end{pmatrix} (F_k^{(t)} F_k^{(t)})^H [Q_1 \Theta^{(t)}, I_L] \]

where

\[ \tilde{\mathcal{N}} \triangleq \mathcal{N} \setminus J_1, \tilde{f}_n^H \in \mathbb{C}^{1 \times L} \text{ denotes the } n\text{-th row vector of } F, \text{ and } (g) \text{ holds since} \]

\[ (F_k^{(t)})^H F_k^{(t)} = \sum_{n \in \mathcal{N}} \delta_{k,n} \tilde{f}_n \tilde{f}_n^H. \]

To guarantee the feasibility of the LS channel estimation based on (33), each \( D_k \) should be of full rank. However, it is difficult to obtain the explicit constraints on the pilot tone allocations for the non-reference users, i.e., \( \{\delta_{k,n}\} \), to guarantee the full rank of \( D_k \), which can be observed from (41). To overcome this difficulty, we first present an important conjecture as follows.

**Conjecture 1**: Assuming that the channel realization \( Q_1 \) is a random matrix, each \( (M+L) \times (M+L) \) matrix \( D_k \) is of full rank with probability 1 if the following conditions are satisfied:

\[ \sum_{n \in \tilde{\mathcal{N}}} \delta_{k,n}^{(t)} \geq 1, \quad \forall t \in \mathcal{T}, \forall k \in \bar{K} \tag{42} \]

\[ \left| \bigcup_{t=1}^{M+1} J_k^{(t)} \right| \geq L, \quad \forall k \in \bar{K} \tag{43} \]

\[ \sum_{t=1}^{M+1} \sum_{n \in \tilde{\mathcal{N}}} \delta_{k,n}^{(t)} \geq M + L, \quad \forall k \in \bar{K}. \tag{44} \]

In the above, (42) is required for estimating the normalized user-IRS channel \( a_k \) in the absence of interference from the user-AP direct channel \( d_k \), i.e., \( d_k = 0_{L \times 1} \) in (29); (43) is required for estimating the user-AP direct channel \( d_k \) in the absence of interference from the user-IRS channel \( u_k^T \), i.e., \( u_k^T = 0_{1 \times M} \) and thus \( a_k = 0_{M \times 1} \) in (29); and (44) is readily derived from (34) for jointly estimating \( a_k \) and \( d_k \) based on (30). In particular, by extensive simulations (more than 10000 random channel realizations of \( Q_1 \)), we observe that \( D_k \) is always of full rank when the pilot tone allocations for the non-reference users meet the conditions given in (42)-(44), which numerically verifies Conjecture 1, while the rigorous proof for it is still unknown based on our best knowledge and thus will be left for our future work.

Conjecture 1 provides the design constraints for the pilot tone allocations of the non-reference users. On the other hand, since the exact information of \( Q_1 \) in (41) is unavailable prior to
designing the pilot tone allocations, we instead aim to minimize the MSE in (40) averaged over $Q_1$, which is formulated as follows (with constant/irrelevant terms omitted for brevity).

\[
\text{(P2): } \min_{\{\delta^{(t)}_{k,n}\}} \sum_{k=2}^{K} \mathbb{E}_{Q_1} \left\{ \text{tr} \left\{ D_k^{-1} \right\} \right\} \tag{45}
\]

\[
\text{s.t. } \sum_{k=2}^{K} \delta^{(t)}_{k,n} \leq 1, \forall t \in T, \forall n \in \tilde{N} \tag{46}
\]

\[
\delta^{(t)}_{k,n} \in \{0, 1\}, \forall t \in T, \forall n \in \tilde{N}, \forall k \in \tilde{K} \tag{47}
\]

\[(42) - (44).\]

It can be verified that problem (P2) is a non-convex combinatorial optimization problem due to the binary constraints. Moreover, due to the lack of the distribution knowledge of $Q_1$ and the matrix inversion involved in the objective function, the closed-form expression for the objective function (45) in problem (P2) is intractable, which makes problem (P2) difficult to solve.

To overcome such difficulty and draw useful insights into the pilot tone allocation design for the non-reference users, we first consider some simple system setups with small $N$ and/or $M$ for the SeUCE scheme, for which we are able to perform a brute-force search for all possible pilot tone allocations for the non-reference users and retain those allocation patterns that achieve the minimum MSE of (45). Note that due to the lack of a closed-form expression for (45), the expectation of (45) is calculated based on the Monte-Carlo method. Then, by learning the structure of the obtained optimal solutions to problem (P2) under these simple system setups, we propose a low-complexity yet efficient pilot tone allocation design for the non-reference users. Specifically, for each non-reference user $k$, the allocation of $\zeta_k$ pilot tones includes the following two steps:

1) Assign $\tilde{L}_{p,k} \triangleq \left\lfloor \frac{\zeta_k - M + 1}{M + 1} \right\rfloor$ sub-carriers over $M + 1$ time slots to non-reference user $k$, totally $\tilde{L}_{p,k}(M + 1)$ pilot tones;

2) Assign the remaining $\zeta_k - \tilde{L}_{p,k}(M + 1)$ pilot tones over different unassigned sub-carriers at one time slot to non-reference user $k$.

Note that the above design can be applied to a system of arbitrary size (i.e., any values of $N$ and $M$). Next, we give an illustrative example of the proposed pilot tone allocation design for the SeUCE scheme in Fig. 3, with the same system setup as in Fig. 2, i.e., $N = 9$, $M = 3$, and $L = 3$. It can be observed that given the (same) minimum training time $\tau_{\min} = M + 1 = 4$, the
maximum number of supportable users by the SeUCE scheme is $K_2 = \lfloor \frac{(M+1)(N-L)}{M+L} \rfloor + 1 = 5$, which is larger than that by the SiUCE scheme (i.e., $K_1 = 3$) in Section III.

The comparison between the two proposed channel estimation schemes is summarized in Table I. Note that when the number of users $K$ is in the range of $1 \leq K \leq K_1$, we should adopt the SiUCE for simplicity; while when the number of users $K$ is in the range of $K_1 + 1 \leq K \leq K_2$, we should adopt the SeUCE for supporting more users at the cost of higher complexity.

V. Simulation Results

In this section, we present simulation results to numerically validate the effectiveness of our proposed channel estimation schemes as well as their corresponding training designs. The IRS consists of $M_0 = 16 \times 8 = 128$ reflecting elements with half-wavelength spacing and is divided into $M = 8$ sub-surfaces, each with $\eta = M_0/M = 16$ elements. For the purpose of exposition, we consider the uplink training over $\tau_{\min} = M + 1 = 9$ consecutive OFDM symbols and each OFDM symbol consists of $N = 16$ sub-carriers appended by a CP of length $L_{\text{cp}} = 6$. Moreover, the maximum delay spreads of both the user-AP (direct) channel and the cascaded user-IRS-AP (reflecting) channel are set as $L_r = L_d = 4$ and thus $L = \max\{L_r, L_d\} = 4$, while the exact settings of $L_1$ and $L_2$ for the IRS-AP and user-IRS channels will be specified later depending on the scenarios. Accordingly, the maximum numbers of supportable users by the SiUCE and
SeUCE schemes are $K_1 = \left\lceil \frac{N}{L} \right\rceil = 4$ and $K_2 = \left\lceil \frac{(M+1)(N-L)}{M+L} \right\rceil + 1 = 10$, respectively. The distance-dependent channel path loss is modeled as $\gamma = \gamma_0/D^\alpha$, where $\gamma_0$ denotes the reference path loss at the reference distance of 1 meter (m), $D$ denotes the individual link distance, and $\alpha$ denotes the path loss exponent. The SNR of each user is defined as the ratio between the average power of the received pilot tone and the noise power at the AP, which is given by

$$\text{SNR} = \mathbb{E}\left\{ \frac{P\|Q_k\theta + d_k\|^2}{\sigma^2 N} \right\} = \frac{P(M_0\gamma_0^2 D_1^{-\alpha_1} D_2^{-\alpha_2} + \gamma_0 D_3^{-\alpha_3})}{\sigma^2 N}$$

where $D_1$, $D_2$, and $D_3$ denote the distances of the user-IRS, IRS-AP, and (direct) user-AP links, respectively, $\alpha_1$, $\alpha_2$, and $\alpha_3$ denote the path loss exponents of these links, which are set as 2.2, 2.4, and 3.5, respectively, the path loss at the reference distance $\gamma_0 = -30$ dB for each individual link, and the noise power is set as $\sigma^2 = -80$ dBm. The distance between the IRS and AP is 50 m and the users are located on a semi-circle around the IRS with distance of 1.5 m, similarly as in [12].

For the user-AP and IRS-AP links, the frequency-selective fading channel is modeled by an exponentially decaying power delay profile with a root-mean-square delay spread, where each tap is generated according to Rayleigh fading and the spread power decaying factor is 2. For each user-IRS link modeled by the frequency-selective Rician fading channel (i.e., $L_2 > 1$), the first tap is set as the LoS component and the remaining taps are NLoS Rayleigh fading components, with $\kappa$ being the Rician factor that is defined as the ratio of signal power in the dominant LoS component over the total scattered power in NLoS components. We calculate the normalized MSE over 10000 independent fading channel realizations, which is given by

$$\bar{\varepsilon} = \frac{1}{KL(M+1)} \sum_{k=1}^K \mathbb{E}\left\{ \frac{\|\hat{Q}_k - \tilde{Q}_k\|_F^2}{\|\tilde{Q}_k\|_F^2} \right\}.$$  

Note that for the SiUCE scheme, $\hat{Q}_k = [\hat{d}_k, \hat{Q}_k]$ is obtained according to (9), while for the SeUCE scheme, we obtain $\hat{Q}_k = \tilde{Q}_1 \text{diag}(\hat{a}_k)$ with $\tilde{Q}_1$ and $\hat{a}_k$ given in (28) and (33), respectively, $\forall k \in \tilde{K}$.

For the pilot tone allocations, we consider the following two benchmark designs for the proposed SiUCE and SeUCE schemes, respectively.

- **Pilot Tone Allocation Benchmark Design 1 (Adjacent Pilot Tone Allocation):** As shown in Fig. 4(a), we consider a heuristic benchmark pilot tone allocation design for
\( \mathcal{J}_k = \{(k-1)L_p, (k-1)L_p + 1, \ldots, kL_p - 1\}, \forall k \in \mathcal{K} \) with \( L_p \) given in (21).

- **Pilot Tone Allocation Benchmark Design 2 (Permutated Pilot Tone Allocation):** As shown in Fig. 4(b), we consider another heuristic benchmark pilot tone allocation design for the SeUCE scheme, where the same equispaced pilot tones are allocated to the reference user as that in Section IV-A, while the pilot tones assigned to each of the remaining non-reference users are permuted over different sub-carriers and different time slots, which satisfies the conditions in (42)-(44) as well.

For the IRS reflection pattern over different time slots, besides the proposed DFT-based reflection pattern for the SiUCE and SeUCE schemes, we also consider two benchmark designs as follows.

- **ON/OFF-based Reflection Pattern:** The ON/OFF-based reflection pattern proposed in [11] is considered for comparison, where the direct channels of all users are estimated first with all the IRS sub-surfaces turned OFF (i.e., \( \beta_m = 0, \forall m \)) in the first time slot, and the reflecting channels are then estimated with one out of \( M \) sub-surfaces (say, \( i \)) turned ON (i.e., \( \beta_i = 1 \) and \( \beta_m = 0, \forall m \neq i \)) sequentially in the remaining time slots. Note that this reflection pattern design is only applicable for the SiUCE scheme.

- **Random Reflection Pattern:** The IRS reflection coefficients at each time slot are generated with random phase shifts (uniformly distributed within \([0, 2\pi])\) and the maximum reflection amplitude (i.e., \( \beta_m = 1, \forall m \)), which are known at the AP for channel estimation. Note that this reflection pattern design is applicable for both the SiUCE and SeUCE schemes.

In Figs. 5(a) and 5(b), we compare the normalized MSE of different pilot tone allocations and IRS reflection patterns for the SiUCE scheme with \( \kappa = 4.5 \) dB, \( L_1 = 3 \), and \( L_2 = 2 \). It is
observed that the theoretical analysis of MSE given in (54) is in agreement with the simulation results. Moreover, compared to the benchmark schemes, our proposed equispaced pilot tone allocation and DFT-based reflection pattern jointly achieve the minimum MSE as shown in (19). Specifically, given the same DFT-based reflection pattern, our proposed equispaced pilot tone allocation design achieves substantial SNR gains over the adjacent pilot tone allocation benchmark due to the ill-conditioned \( \{F_k\} \) in the latter case. On the other hand, given the same equispaced pilot tone allocation, our proposed DFT-based reflection pattern achieves about 12 dB SNR gain over the ON/OFF-based reflection benchmark without fully utilizing the large aperture of IRS and 7 dB SNR gain over the random reflection benchmark due to the noise enhancement after random matrix inversion. Therefore, the choices of pilot tone allocation and/or IRS reflection pattern have a significant impact on the MSE performance of the proposed SiUCE scheme.

With the equispaced pilot tone allocation and the DFT-based reflection pattern applied to the reference user, we examine the normalized MSE of different pilot tone allocations for the SeUCE scheme with \( L_1 = 4 \) and \( L_2 = 1 \) in Fig. 6(a). It is observed that for the SeUCE scheme, the proposed pilot tone allocation design achieves up to 13 dB SNR gain over the permuted pilot tone allocation benchmark. This can be explained by the fact that \( C_k \) (given in (32)) of the proposed pilot tone allocation design typically has a smaller matrix condition number than that of the permuted benchmark, as verified by a large number of randomly generated \( Q_1 \). Note that given any \( Q_1 \), the smaller the matrix condition number of \( C_k \) is, the lower the MSE in (40) is resulted; and this also holds for the expectation of (40) over \( Q_1 \), as shown in (45). Therefore,
the proposed pilot tone allocation design based on the optimal solution for the system setups with small \( N \) and/or \( M \) is an effective solution for the general system setups with larger \( N \) and/or \( M \) for MSE minimization.

In Fig. 6(b), we examine the effect of the multi-path interference in the user-IRS link on the channel estimation performance for the SeUCE scheme and show the normalized MSE versus the Rician factor \( \kappa \) (dB) with SNR = 20 dB, \( L_1 = 3 \) and \( L_2 = 2 \). In this case, the channel estimation performance is affected by both the multi-path interference and AWGN. As the Rician factor \( \kappa \) increases, it is observed that the normalized MSE decreases drastically in the range of \( \kappa \in [0, 20] \) dB, while it approaches an error floor in the range of \( \kappa \in [20, 40] \) dB. This can be explained by the fact that given SNR = 20 dB, the channel estimation error is mainly due to the NLoS interference as its power is higher than the noise power (i.e., \( \kappa < 20 \) dB); while the channel estimation error mainly results from the noise power when the power of the NLoS components is lower than the noise power (i.e., \( \kappa > 20 \) dB). Besides, we observe that for the SeUCE scheme, the proposed pilot tone allocation design always outperforms the permuted pilot tone allocation benchmark, regardless of the NLoS-limited or noise-limited region.

In Fig. 7, we compare the normalized MSE of different pilot tone allocations versus the number of users, \( K \), with SNR = 10 dB, \( L_1 = 4 \), and \( L_2 = 1 \), assuming the same DFT-based reflection pattern at the IRS. We observe that when the SiUCE scheme is preferred (i.e., \( 1 \leq K \leq K_1 \), the normalized MSE of the proposed equispaced pilot tone allocation design (see Fig. 2) is invariant to \( K \), while that of the adjacent pilot tone allocation benchmark increases dramatically as \( K \)
Fig. 7. Normalized MSE of different pilot tone allocations versus number of users with SNR = 10 dB, $L_1 = 4$, and $L_2 = 1$.

increases. This is expected since the minimum MSE achieved by the SiUCE scheme with the proposed equispaced pilot tone allocation is irrelevant to $K$ according to (19). On the other hand, when the SeUCE scheme is preferred (i.e., $K_1 + 1 \leq K \leq K_2$), the normalized MSE of both the proposed and permuted pilot tone allocation designs increases with $K$, while the proposed pilot tone allocation design (see Fig. 3) achieves better performance especially for the system with larger $K$.

VI. CONCLUSIONS

In this paper, we proposed two efficient uplink channel estimation schemes for different channel setups in the IRS-assisted multi-user OFDMA system. By exploiting the property that all users share the common IRS-AP channel, the proposed SeUCE scheme was shown to be able to achieve more supportable users as compared to the SiUCE scheme, but at the expense of higher channel estimation complexity and some degraded channel estimation performance. Moreover, for the two proposed channel estimation schemes, we optimized their corresponding training designs (including user pilot tone allocations and IRS reflection pattern) to minimize the channel estimation error, and derived their fundamental limits on the minimum training overhead and the maximum number of supportable users. Simulation results demonstrated the effectiveness of the proposed channel estimation schemes and training designs as compared to heuristic benchmark schemes. Although the proposed schemes apply to the uplink channel estimation at the (multi-antenna) AP, their essential approaches and design methods can be extended to the downlink for each user to estimate its channels from the multi-antenna AP in parallel, by treating each AP antenna/user as an equivalent user/AP antenna in the uplink case.
APPENDIX

The objective function in (15) can be expanded as

\[
\sum_{k=1}^{K} \mathbb{E} \left\{ \left\| \sqrt{\frac{J_k}{P}} F_k^\dagger V_k \Xi \right\|_F^2 \right\} = \sum_{k=1}^{K} \frac{|J_k|}{P} \text{tr} \left\{ (\Xi^\dagger)^H \mathbb{E} \left\{ V_k^H (F_k^\dagger)^H F_k^\dagger V_k \right\} \Xi \right\}. \tag{50}
\]

As each \( V_k \) is an AWGN matrix, we have

\[
\mathbb{E} \left\{ V_k^H (F_k^\dagger)^H F_k^\dagger V_k \right\} = \mathbb{E} \left\{ [F_k^\dagger v_k^{(1)}, \ldots, F_k^\dagger v_k^{(M+1)}]^H [F_k^\dagger v_k^{(1)}, \ldots, F_k^\dagger v_k^{(M+1)}] \right\}
\]

\[
= \mathbb{E} \left\{ \begin{bmatrix} (v_k^{(1)})^H (F_k^\dagger)^H F_k^\dagger v_k^{(1)} & \cdots & (v_k^{(1)})^H (F_k^\dagger)^H F_k^\dagger v_k^{(M+1)} \\ \vdots & \ddots & \vdots \\ (v_k^{(M+1)})^H (F_k^\dagger)^H F_k^\dagger v_k^{(1)} & \cdots & (v_k^{(M+1)})^H (F_k^\dagger)^H F_k^\dagger v_k^{(M+1)} \end{bmatrix} \right\}
\]

where

\[
\mathbb{E} \left\{ (v_k^{(t)})^H (F_k^\dagger)^H F_k^\dagger v_k^{(t')} \right\} = \mathbb{E} \left\{ \text{tr} \left\{ F_k^\dagger v_k^{(t')} (v_k^{(t)})^H (F_k^\dagger)^H \right\} \right\}
\]

\[
= \text{tr} \left\{ F_k^\dagger \mathbb{E} \left\{ v_k^{(t')} (v_k^{(t)})^H \right\} (F_k^\dagger)^H \right\} = \begin{cases} \sigma^2 \text{tr} \left\{ (F_k^H F_k)^{-1} \right\}, & t = t' \\ 0, & \text{otherwise} \end{cases} \tag{52}
\]

since \( \mathbb{E} \left\{ v_k^{(t')} (v_k^{(t)})^H \right\} = \sigma^2 I_{|J_k|} \) for \( t = t' \) and \( \mathbb{E} \left\{ v_k^{(t')} (v_k^{(t)})^H \right\} = 0_{|J_k| \times |J_k|} \) for \( t \neq t' \).

Accordingly, (51) can be simplified as

\[
\mathbb{E} \left\{ V_k^H (F_k^\dagger)^H F_k^\dagger V_k \right\} = \sigma^2 \text{tr} \left\{ (F_k^H F_k)^{-1} \right\} I_{M+1}. \tag{53}
\]

By substituting (53) into (50), the objective function of problem (P1) is further derived as

\[
\sum_{k=1}^{K} \mathbb{E} \left\{ \left\| \sqrt{\frac{J_k}{P}} F_k^\dagger V_k \Xi \right\|_F^2 \right\} = \sum_{k=1}^{K} \frac{|J_k| \sigma^2}{P} \text{tr} \left\{ (F_k^H F_k)^{-1} \right\} \text{tr} \left\{ (\Xi^\dagger)^H \Xi \right\}
\]

\[
= \text{tr} \left\{ (\Xi^\dagger)^{-1} \right\} \sum_{k=1}^{K} \frac{|J_k| \sigma^2}{P} \text{tr} \left\{ (F_k^H F_k)^{-1} \right\}. \tag{54}
\]

From (54), we see that the optimal joint training design of the IRS reflection pattern and the pilot tone allocation for each user can be decoupled for the SiUCE scheme. As such, the
optimization problem (P1) can be decomposed into two sub-problems as follows.

(P1.1): \[ \min_{\theta^{(t)}} \text{tr} \left\{ \left( \Xi \Xi^H \right)^{-1} \right\} \]  
\[ \text{s.t.} \quad |\theta^{(t)}_m| = 1, \forall t \in T, \forall m \in M. \]  
\[ (55) \]

(P1.2): \[ \min_{\delta_{k,n}} \sum_{k=1}^{K} \frac{|J_k| \sigma^2}{P} \text{tr} \left\{ \left( F_k^H F_k \right)^{-1} \right\} \]  
\[ \text{s.t.} \quad \sum_{k=1}^{K} \delta_{k,n} \leq 1, \forall n \in N \]  
\[ \delta_{k,n} \in \{0, 1\}, \forall n \in N, \forall k \in K. \]  
\[ (57) \]

For problem (P1.1), the optimal IRS reflection pattern to minimize the objective function in (55) should satisfy \( \Xi \Xi^H = (M + 1) I_{M+1} \) \[30\], which implies that the optimal IRS reflection pattern \( \Xi \) is an orthogonal matrix with each entry satisfying the unit-modulus constraint. Moreover, it can be verified that the IRS reflection pattern using the \((M + 1) \times (M + 1)\) DFT matrix can meet this requirement and thus is an optimal solution to problem (P1.1). Accordingly, the minimum value of (55) is given by \( \text{tr} \left\{ \left( \Xi \Xi^H \right)^{-1} \right\} = 1 \).

For problem (P1.2), to minimize the objective function in (57), we can minimize \( \text{tr} \left\{ \left( F_k^H F_k \right)^{-1} \right\} \) for each user \( k \). This optimization problem is equivalent to the MSE minimization problem for traditional multi-user OFDMA systems. According to \[31\], the minimum MSE can be achieved when the pilot tones assigned to each user are equispaced with \( |J_k| \geq L \), i.e., \( J_k = \left\{ n \mid n \mod \frac{N}{|J_k|} = j_{k,0}, n \in N \right\} \), where \( \frac{N}{|J_k|} \) is the spacing of adjacent pilot tones of user \( k \) and \( j_{k,0} \in \{0, \ldots, \frac{N}{|J_k|} - 1\} \) is the initial pilot tone position, such that it satisfies \( F_k^H F_k = F^H \Pi_{J_k}^T \Pi_{J_k} F = \frac{|J_k|}{N} I_L \). Moreover, due to the disjoint pilot tone allocations for all users, the initial pilot tone position of each user \( j_{k,0} \) should be selected such that \( J_k \cap J_{k'} = \emptyset \) for \( k \neq k' \). Given the above conditions, the minimum value of (57) is achieved with

\[ \sum_{k=1}^{K} \frac{|J_k| \sigma^2}{P} \text{tr} \left\{ \left( F_k^H F_k \right)^{-1} \right\} = \frac{\sigma^2 NKL}{P}. \]  
\[ (60) \]

Combining the optimal solutions to problems (P1.1) and (P1.2) yields the results in Proposition 1, thus completing the proof.
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