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Abstract

In this computational paper, we perform sensitivity analysis of long-time (or ensemble) averages in chaotic regime using the shadowing algorithm. We introduce automatic differentiation to eliminate the tangent/adjoint equation solvers used in the shadowing algorithm. In a gradient-based optimization, we use the computed shadowing sensitivity to minimize different long-time averaged functionals of a chaotic time delayed system by optimal parameter selection. In combined state and parameter estimation for data assimilation, we use the computed sensitivity to predict the optimal trajectory given information from a model and data from measurements beyond the predictability time. The algorithms are applied to a thermoacoustic model. Because the computational framework is rather general, the techniques presented in this paper may be used for sensitivity analysis of ensemble averages, parameter optimization and data assimilation of other chaotic problems, where shadowing methods are applicable.
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1. Introduction

Sensitivities are quantitative measures of the response of model outputs to infinitesimal changes in inputs, which are crucial to engineering design [1][2]. They are employed in parameter estimation and model selection [3][4], uncertainty quantification [5][6], data assimilation [7][8][9] and design and optimization (see [10][11][12][13] for recent reviews of the applications of sensitivity derivatives in different engineering disciplines). With the growing ability to simulate high-dimensional complex dynamics, much research effort has been invested into commensurately improving sensitivity analysis methods. Adjoints of mathematical models have been developed and used successfully in many fields; for example, adjoint sensitivity analysis in meteorology [14][15], aircraft design [16], systems biology [17], chemical kinetics [7], thermo-fluids [13], among others. The adjoint method is generally used when the input parameter space is high-dimensional. Tangent Linear Models (TLMs) and finite difference methods are also used for sensitivity analysis when the dimension of the input parameter space is small enough that the cost of
simulating the original dynamics repeatedly is not prohibitive. In many of these applications, automatic differentiation (AD) has successfully replaced the TLM or adjoint computations \cite{18,19}. For example, MITGCM \cite{20}, a popular climate model uses OpenAD \cite{21,22}, an open source source-transformation AD software \cite{23,24,25,26}; and Tapenade \cite{27,28} has replaced adjoint differentiation in a few industrial-size numerical codes.

In recent times, simultaneous advances in simulation capabilities and computing power have led to a proliferation of scale-resolving simulations of chaotic systems \cite{29,30,31,32}. For many of the above target applications, the relevant observables, or outputs, in chaotic systems are statistically stationary or infinitely long-time averaged functions \cite{30,31,32,33,34}. Useful gradients of ensemble averages, which are equal to infinite time averages in ergodic systems, cannot be obtained by time-averaging the instantaneous gradients in chaotic systems \cite{35}. Indeed, in the infinite time limit, the time averages of the instantaneous gradients diverge despite that the ensemble averages of the functions may have a well-defined gradient. This is because the tangent space of a chaotic attractor is exponentially unstable. Likewise, the sensitivities computed on time-integrating the adjoint sensitivities diverge exponentially. For the same reasons, other methods, such as TLMs and AD, also fail to compute meaningful sensitivities in chaotic systems. Due to these challenges, sensitivity analysis of chaotic systems has not developed as much as sensitivity analysis of non-chaotic systems has \cite[e.g.,][]{36,37,35}.

One approach for the computation of sensitivities of long-time-averaged functionals in chaotic systems is the Least Squares Shadowing \cite{35,38} (LSS) method. This method by-passes the exponential instability by computing the derivatives along a close shadowing direction, which is obtained as the solution of a constrained minimization problem. A recent variant of the LSS method—the Non-Intrusive Least Squares Shadowing (NILSS) \cite{36}—has been proposed to reduce the computational cost and memory requirements of the original LSS problem by projecting the gradients onto the unstable subspaces only. The NILSS method has found successful applications in chaotic computational fluid dynamics; e.g., \cite{29} and \cite{37} applied NILSS to scale-resolving Direct Simulations of chaotic flows around bluff bodies, \cite{39} developed the adjoint version of NILSS and applied it to wall-bounded chaotic flows; and \cite{33} applied it to the optimization of chaotic acoustic oscillations subject to synthetic turbulence. Other methods for sensitivity analysis in chaotic systems are conceptually based on extensions of the fluctuation-dissipation theorem for nonequilibrium systems in physics. One method is based on estimating the invariant probability distribution \cite{40}. Other recent approaches \cite{41,42,43,44} computationally evaluate Ruelle’s response formula for nonequilibrium systems \cite{45}. In this paper, we are concerned with the NILSS algorithm and, in particular, on the development of the automatically differentiated version of the algorithm. The algorithm is generalized to tackle time delayed systems.

Delayed differential systems, which often tend to be chaotic, are extensively used for mathematical modelling of transport and non-Markovian processes, such as population dynamics and cell proliferation in mathematical ecology and biology \cite{46,47}, chemical processes \cite{48}, neural networks, networked control systems \cite{49,50} thermoacous-
tics \[13\], among others. Sensitivity derivatives with respect to the parameters, including the delay parameter, have been employed for model selection, system identification and stability analysis \[51, 52\] \[13\]. The objective function to be optimized, in the case of the model parameter estimation or system identification problems, is typically a mean quantity that depends on the parameters, including the time delays \[51, 53\]. The tangent and adjoint discrete AD-shadowing methods developed in this paper offer a solution to this problem in chaotic time-delayed systems. In order to compute sensitivities using AD, differentiating the numerical solution of the primal dynamics is necessary.

If the time delay is treated approximately as an integer number of timesteps by the time integrator, differentiating with respect to the delay poses a problem since chain rule differentiability is lost. In order to circumvent this issue, in this paper we exploit the fact that the effect of a time delay can be replaced by a linear advection equation, and, therefore, we solve for an extended primal system.

A practical engineering problem modelled with time-delayed equations is thermoacoustics \[13\]. Gas-turbine and rocket-motor manufacturers strive to design engines that do not experience thermoacoustic instabilities \[53\]. Thermoacoustic instabilities occur when the heat released by the flame is sufficiently in phase with the acoustic pressure \[54\], such that the thermal energy of the flame that is converted into acoustic energy exceeds dissipation mechanisms. Unstable thermoacoustic systems have intricate nonlinear behaviours when design parameters are varied, from periodic, through quasi periodic to chaotic oscillations \[55\]. Although methods to investigate the sensitivity of fixed points (with eigenvalue analysis) and periodic solutions (with Floquet analysis) are well-established \[13\], a stability and sensitivity framework to tackle chaotic acoustic oscillations is only at its infancy \[33, 34\]. In thermoacoustics, sensitivity analysis quantitatively informs the practitioner on how to optimally change design parameters, such as geometric quantities; which passive device is most stabilizing; and how large is the uncertainty of the stability calculations \[56, 57, 58\], as reviewed by \[13\]. All these studies are concerned with the calculation of sensitivities of eigenvalues around non-chaotic attractors. These established eigenvalue-sensitivity methods fail in chaotic systems because of the butterfly effect \[59, 60, 61, 33\] \[8\]. In this paper, we apply the computational framework we develop to the calculation of the derivative of two infinite time-averaged cost functionals, one being an energy norm and the second being an integral metric, with respect to the parameters’ vector. These derivatives give us a quantitative estimate of the long-term response of chaotic acoustic oscillations. We use these sensitivities to stabilize a nonlinearly unstable, yet eigenvalue-stable, thermoacoustic system. Physically, the cost functionals represent the acoustic energy, which we want to minimize to make the combustor operate in stable conditions. We use these sensitivities in a gradient-based optimization algorithm to suppress a chaotic acoustic oscillation, which cannot be achieved by only stabilizing the eigenvalues or through short-term chaotic sensitivity calculations.

The paper is structured as follows. In section \[2.5\], the idea behind the NILSS algorithm is reviewed. Section \[2\] defines the problem with a mathematical background on sensitivity analysis in chaotic systems. The main features of the shadowing algorithm are explained in \[3\]. The AD version of the algorithm is provided in Appendix \[C\].
We present the chaotic time-delayed model of a prototypical thermoacoustic system in section 4. The tangent and adjoint shadowing sensitivities of this model are calculated and applied for parameter estimation for gradient-based optimization in section 5, and for data assimilation in section 6. The paper ends with a final discussion in Section 7.

2. Shadowing sensitivity in chaotic systems

Before we describe the NILSS algorithm, we recall the problem of extreme sensitivity to perturbations in chaotic systems, which leads to ill-conditioning of linearized models, such as the tangent equation, the adjoint equation and algorithmic differentiation. We define the primal problem by a set of ordinary differential equations (ODEs), which may be spatially discretized partial differential equations, as,

\[ \frac{du}{dt} = F(u, S), \quad S \in \mathbb{R}^p \]

\[ u(0) = u_0 \in \mathbb{R}^d. \]  

(1)

Here \( u \in \mathbb{R}^d \) is the state of the system, and, \( S \in \mathbb{R}^p \) is a vector of system parameters. The system parameters, which can be, e.g., control variables in an adjoint-based design problem, do not change with time. The right hand side \( F : \mathbb{R}^d \times \mathbb{R}^p \to \mathbb{R}^d \) of the primal ODE (Eq. 1), which is also referred to as the time-derivative direction, is a function of the instantaneous state and \( S \).

In this paper, we study the discrete-time system obtained by time-integration of the primal ODE. Throughout, we use a subscript to denote a discrete time, which is represented by a positive integer. In particular, \( u_0 \in \mathbb{R}^d \) is the initial state; \( u_n \in \mathbb{R}^d \) is the solution vector at time \( n \in \mathbb{Z}^+ \).

We define the function \( f : \mathbb{R}^d \times \mathbb{R}^p \to \mathbb{R}^d \) to denote the time-one map, i.e., the time-integrator that evolves a solution state by one timestep, so that \( u_1 = f(u_0, S) \). We use the notation \( f_n \) to denote the \( n \)-time composition of the map \( f \), at a fixed set of parameters, so that \( u_n = f_n(u, S), \ n \in \mathbb{Z}^+ \). The set of vectors \( \{u_n\} \) is an orbit or a trajectory of the dynamics \( f(\cdot, S) \). Let \( \mathcal{J} \) be a set of \( l \) scalar observables in \( C^2(\mathbb{R}^d) \), and \( J \) be an observable in this set. Given an initial state \( u_0 \), the \( N \)-time average of \( J \) is \( \langle J \rangle_N := (1/N) \sum_{n=1}^{N-1} J(u_n) \). In ergodic systems, in the limit \( N \to \infty \), the \( N \)-time-average, which is referred to as ergodic average and denoted as \( \langle J \rangle \), is well-defined and independent of the initial state \( u_0 \). The ergodic average \( \langle J \rangle \) is a function of the parameters \( S \) only. Its value is equal to an expectation of \( J \) with respect to the ergodic, stationary probability distribution achieved by the state vector under the dynamics \( f \). In chaotic systems, ergodic averages of observables are often the quantities of interest for optimization and control problems. In these problems, the long-term response of a chaotic system to infinitesimal perturbations may be desired (e.g. [62]), as opposed to a short-term or intermediate-term response. The problem of nonlinear acoustic oscillations that is studied in this paper is one such example [33]. Our goal is to compute, for all \( J \in \mathcal{J} \) and all \( s \in S \) the quantity,

\[ d_s(\langle J \rangle) := d_s \left( \lim_{N \to \infty} \langle J \rangle_N \right) \]  

(2)
where $d_s := d/ds$ denotes the differentiation operator with respect to $s$. We assume that the ergodic average $\langle J \rangle$ is differentiable with respect to $s$. In uniformly hyperbolic systems, a stationary probability distribution, known as the SRB measure [63], exists, with respect to which ergodic averages converge starting from an open set in $\mathbb{R}^d$ containing the attractor. Under certain smoothness conditions on the map, the SRB measure is differentiable with respect to parameters [45], for small, smooth parameter perturbations. The assumption of uniform hyperbolicity is involved in the shadowing algorithm (section 3) and in the data assimilation scheme (section 6). There is a wealth of numerical and experimental evidence [64, 37] that shows that physical systems exhibit quasi-hyperbolic behavior. Hyperbolicity of the time-delayed system we consider in this paper, has been numerically verified by Huhn and Magri [33] for a range of design parameters (numerical experiments are also presented in Figure 5 later in this paper).

2.1. Tangent dynamics

The tangent equation describes the response of the system’s state to infinitesimal perturbations in a parameter $s \in S$ in a neighborhood of a reference trajectory $\{u_n\}$. By introducing the shorthand $v_n := \partial_s u_n$, the tangent equation is

$$v_{n+1} = \partial_s f(u_n, S) + (D_u f)(u_n, S) v_n$$

$$v_0 = 0 \in \mathbb{R}^d,$$

where $D_u$ denotes the differentiation with respect to the state vector. We refer to the solutions $v_n$ as the inhomogeneous tangent solutions. On setting the source term in Eq. 3 to zero, and starting with a non-zero initial perturbation, we obtain the time evolution of the perturbations in the initial state, denoted $q_n$. We refer to $q_n$ as the homogeneous tangent solution whose time evolution is given by

$$q_{n+1} = (D_u f)(u_n, S) q_n,$$

The solution $q_n$ is the derivative: $q_n := (D_u f_n)(u_0, S) q_0$, which means that the homogeneous tangent equation is an iterative application of the chain rule. The homogeneous tangent solution is the difference between two orbits of $f$ at $n$, which are separated by an infinitesimal distance along $q_0$ at time 0. The inhomogeneous tangent solution, on the other hand, is the difference between two orbits of $f(\cdot, S)$ at infinitesimally different $s$, starting from the same initial condition. We can write down the following difference approximation of the inhomogeneous tangent equation:

$$v_n \approx \frac{f_n(u, s + \epsilon) - u_n}{\epsilon},$$

The homogeneous tangent equation can also be approximately computed by finite differences

$$q_n \approx \frac{f_n(u + \epsilon q_0, S) - u_n}{\epsilon}.$$
Both these finite difference approximations are valid only up to an index \( n \) for which the perturbed trajectory, and the original trajectory \( \{ u_n \} \), remain near each other. Because of chaos, for almost every direction \( q_0 \), the perturbed and unperturbed trajectories, exponentially diverge from each other. The finite difference approximations are bounded by \( D/\epsilon \), where \( D \) is a scalar upper bound for the attractor within which all state vectors lie. On the other hand, the tangent solutions \( v_n \) and \( q_n \), which are limits as \( \epsilon \to 0 \) of the right hand sides of Eq. 5 and Eq. 6 respectively, continue to diverge exponentially with \( n \) in a chaotic system, unlike the finite difference approximations. That is, for large \( n \), and almost every \( q_0 \), \( \| v_n \|, \| q_n \| \sim e^{\lambda_1 n} \), where \( \lambda_1 > 0 \) is the largest characteristic Lyapunov exponent [65]. In this paper, we refer to \( 1/\lambda_1 \) as the Lyapunov time, which is a timescale for the number of iterations needed to increase the norm of a linear perturbation by a factor \( e \). However, not all infinitesimal perturbations diverge exponentially. There are initial conditions, \( q_0 \), at every \( u \) on a chaotic attractor that generate (asymptotically) exponentially decaying homogeneous tangent solutions along the orbit of \( u \). This is because the space of tangent solutions \( \mathbb{R}^d \), has the direct sum decomposition \( \mathbb{R}^d = E^u(u) \oplus E^s(u) \oplus E^c(u) \). The linear subspaces \( E^u(u) \) and \( E^s(u) \) contain tangent vectors at \( u \) that exponentially grow/decay asymptotically under the tangent dynamics in Eq. 3 respectively. There is a maximum of \( d \) possible Lyapunov exponents that give the asymptotic exponential growth/decay rates of tangent vectors (see [65] for Oseledets theorem). Hereafter, we assume that there are \( d_u \) strictly positive Lyapunov exponents, which means that the unstable subspace at each point is \( d_u \)-dimensional. In a chaotic system, \( d_u \geq 1 \), i.e., the unstable subspace is at least one-dimensional at every \( u \). In this paper, the center subspace \( E^c(u) \) consists of all the tangent vectors that asymptotically neither grow nor decay on an exponential scale, i.e. the tangent vectors in this subspace have a zero Lyapunov exponent. For example, consider the tangent vector \( \mathcal{F}(u) \), whose flow is our primal system (Eq. 1). If \( f \) is a numerical discretization of the dynamical system in Eq. 1 \( \mathcal{F} \) approximately satisfies Eq. 3 (it exactly satisfies the continuous-in-time formulation of Eq. 3). In this paper, we assume that \( E^c(u) \) is one-dimensional at every \( u \) and is spanned by a bounded tangent vector field, say \( \tilde{\mathcal{F}} \), which exactly satisfies Eq. 3

\[
\tilde{\mathcal{F}}(u_{n+1}) = (\partial_tf)(u_n, S) + (Duf)(u_n, S) \tilde{\mathcal{F}}(u_n),
\]

The vector field \( \tilde{\mathcal{F}} \) is approximated by the known vector field \( \mathcal{F} \), and will be referred to as the center direction. Note that this is a slight generalization of uniform hyperbolicity (\( E^c \) is technically absent in a uniformly hyperbolic system), for which we assume the uniqueness and differentiability of the SRB measure [66].

2.2. Adjoint dynamics

Exponential divergence also holds for adjoint equations starting from almost every initial condition. Fixing \( N \in \mathbb{N} \), the \( N \)-time average \( \langle J \rangle_N \) is affected by the primal solution at each \( n \leq N \). If \( u_n \) is infinitesimally perturbed, then, \( J(u_m) \) is modified for all \( m \geq n \), causing the \( N \)-time average \( \langle J \rangle_N \) to be altered. Viewed in this manner, at a
fixed $S$, $(J)_N$ is a function of $N$ variables, $\{u_m\}_{m=0}^{N-1}$, where each variable $u_m$ is, in turn, a function of $u_n$, $n < m$. That is, $(J)_N \equiv (J)_N(u_0, u_1, u_2, \cdots, u_{N-1})$, with $u_n = f(u_{n-1}, S)$. The adjoint solution at time $n$ is the response of $(J)_N$ to an infinitesimal perturbation in $u_n$, keeping the states prior to $n$ fixed at a reference orbit. At $n \leq N$, the adjoint solution is defined as

$$v^*_n := (D_{u_n}(J)_N)^T(u_n^{N-1}) \in \mathbb{R}^d,$$

where $D_{u_n}$ refers to the total derivative with respect to $u_n$ and $^T$ stands for transpose. For $n = N$, Eq. 8 gives $v^*_N = (1/N) (D_uJ)^T(u_N, S)$. By applying the chain rule, the adjoint vectors, $v^*_n$, satisfy the inhomogenous adjoint equation, which is an iterative equation

$$v^*_n = (D_u f)^T(u_n, S) v^*_{n+1} + \frac{1}{N} (D_u J)^T(u_n)$$

$$v^*_{N+1} = 0.$$ (9)

The inhomogenous adjoint equation is solved backward in time with the zero vector as the initial condition at $N + 1$. The homogeneous adjoint solution is defined by setting the source term to zero, which yields

$$q^*_n = (D_u f)^T(u_n, S) q^*_{n+1}.$$ (10)

This equation, which is solved backward in time with a non-zero initial condition at $N$, is an iterative application of the chain rule, at a fixed $S$, to the definition $q^*_n := (D_u (f_{N-n} \cdot q^*_n))^T(u_n)$. In other words, the homogeneous adjoint solution at time $n$ is the sensitivity to $u_n$ of the solution at time $N$ projected along $q^*_n$, $N \geq n$. Similar to the tangent solutions, the adjoint solutions asymptotically grow exponentially, backward in time, for almost every initial condition, i.e., for large $N$, $q^*_0, v^*_0 \sim O(e^{d/2})$. Intuitively, we can understand this growth as complementary to the growth of tangent solutions. That is, since infinitesimal perturbations to the state increase in norm exponentially forward in time, we expect the solution at a given time to be more sensitive (exponentially) to its far past compared to its recent past. The Lyapunov exponents characterizing the adjoint dynamics' growth are the same as those for the tangent equations. The tangent and adjoint solutions are connected by bi-orthogonality, which means that, homogeneous adjoint solution and tangent solutions that are associated with two different Lyapunov exponents, are orthogonal to each other. In particular, the tangent solutions with negative LEs, which span $E^c$, must be orthogonal to adjoint solutions associated to positive or zero LEs. In other words, it can be shown that the unstable adjoint subspace, consisting of all the adjoint solutions that exponentially grow (at most at $d_u$ different asymptotic rates) backward in time, is orthogonal to $E^c$ and $E^c$. Similarly, the stable adjoint subspace is orthogonal to $E^u$ and $E^c$. [67].

2.3. Automatic differentiation to compute tangent and adjoint solutions

We consider another class of linear perturbation methods: automatic differentiation (AD). Given a program, with output $O$ and input $I$, where $O$ and $I$ can be scalar or vector-valued, AD obtains the derivative $dO/dI$. In forward
mode, the program is traversed sequentially, and each line is differentiated with respect to \( I \) using the derivatives of the variables computed in the previous lines. Ultimately, \( dO/dI \) is obtained exactly. In reverse mode AD, the derivative \( dO/dI \) is again obtained exactly, but by traversing the program in reverse order and using the chain rule to update the derivatives.

As noted in section 2.1 and section 2.2, each of the four linear perturbation solutions discussed (homogeneous/inhomogeneous tangent/adjoint solutions) can be written in the form of a derivative. By specifying \( O \) and \( I \) appropriately, all of them can be computed through AD. From their derivative-based definitions, the functions that specify \( O \) only require the primal solver (i.e., a time-integrator, \( f(\cdot, S) \)) and the definition of the objective function. As a result, in order to compute linear perturbation solutions, AD does not require the user to compute the Jacobian, and eliminates the need for tangent/adjoint calculations through their respective iterative equations. For example, consider the AD solution of the inhomogeneous adjoint equation (Eq. 9). To compute it, we define a function that returns a value \( O = (1/N) \sum_{n=0}^{N-1} J(f_n(u_0), S) \). The function takes the argument \( I = u_0 \) time-integrates the primal for \( N \) steps, evaluates \( J \) at each step for averaging at the end. Then, \( dO/dI \) computed by applying AD in reverse-mode is the solution of the inhomogeneous adjoint equation at time 0. The reader is referred to texts on AD (e.g. Ch 3 [68], Ch. 10 [69] and Ch. 15 [70] of Griewank and Walther) for the application of AD to replace tangent/adjoint solvers. In this paper, our focus is the implementation of the shadowing algorithm [36] to compute sensitivities. We use AD to replace the tangent/adjoint solvers needed within the shadowing algorithm. The inputs and outputs to AD must be defined appropriately in the AD version of shadowing, as discussed in Appendix C.

While development time is reduced by AD through the elimination of hand-differentiation, AD has compile-time and run-time overheads, which depend on the AD software used. In this paper, we use the AD package Zygote.jl [71] in Julia, which uses the language’s multiple dispatch feature to compute derivatives. Several AD library options exist in languages popular in scientific computing [72]. Some combine modern language-level features (e.g. multiple dispatch or operator overloading on dynamic types in Julia) with algorithmic advances [73] to achieve time and memory efficiency [74] when compared to traditional solvers for perturbation equations, (see e.g. optimization in PerforAD in Python [75]).

In Figure 1, we plot the \( l^2 \) norms of linear perturbations computed using the four different methods discussed. The primal system that supplies \( f \) is the chaotic acoustic model (section 4). All of the linear perturbation methods evolve with exponentially increasing norms. As noted earlier, finite difference saturates on the order \( O(1/\epsilon) \) since the attractor is bounded and, therefore, so is the norm of the difference between any two solutions. The finite difference results shown as green Y’s in Figure 1 are calculated with an initial perturbation with norm \( 10^{-4} \). The norm of the finite difference increases exponentially before saturating at about \( 10^4 \). Forward-mode AD results, which compute the tangent solutions exactly, closely approximate the latter. The tangent solutions computed using Eq. 4 and forward-mode AD, and the adjoint solution computed using Eq. 10 and reverse-mode AD, show unbounded
exponential growth. The slopes of the perturbations on the logarithmic scale ($\approx 0.2$) indicate the largest Lyapunov exponent of the chaotic acoustic model (section 4). This is a manifestation of the butterfly effect. Next, we explain how this effect leads to the breakdown of traditional sensitivity algorithms in chaotic problems.

2.4. The problem with computing sensitivities of ergodic averages using conventional methods

To compute the sensitivity of a time-averaged quantity, one could potentially use the tangent, adjoint solutions, or finite difference, or AD. Consider the problem of sensitivity computation of a finite-time average $\langle J \rangle_N$. Using the tangent or adjoint solutions solved iteratively using Eq. 3 and Eq. 9 (or computed using AD) respectively, one can obtain the derivative of $\langle J \rangle_N$ as

$$d_s\langle J \rangle_N(u_0, s) = \frac{1}{N} \sum_{n=0}^{N-1} x_n^* \cdot v_n$$ \hspace{1cm} (11)$$

$$= \frac{1}{N} \sum_{n=0}^{N-1} x_n \cdot v_n^*,$$ \hspace{1cm} (12)

where, for notational convenience, we have defined $x_n := (\partial_x f)(u_{n-1}, S)$, and $x_n^* := (D_u J)^T(u_n, S)$. Both equations, which can be derived using the chain rule, along with their AD counterparts discussed in section 2.3, are standard in sensitivity analysis. To reap computational benefits, Eq. 11 or forward-mode AD, is used when the set of observables has a larger dimension than the parameter space. The tangent solution $\{v_n\}$ corresponding to a parameter, can be used to compute the derivatives of time averages of all the observables with respect to that parameter. By
contrast, when the number of parameters exceeds the number of observables, Eq. [12] or reverse-mode AD is the preferred approach to compute sensitivities since the same sequence $\{v_n^*\}$ computed for a given $\langle J \rangle_N$ is used to compute the gradient of $\langle J \rangle_N$ with respect to all the parameters in $S$.

In chaotic systems, the above approach yields values of $d_s\langle J \rangle_N$ that exponentially increase with $N$, as $N \to \infty$. However, the quantity of interest, $d_s\langle J \rangle_N$ (Eq. [2]), in which the limit $N \to \infty$ is taken before the derivative with respect to $s$, is bounded. Hence the derivative of the ergodic average $d_s\langle J \rangle_N$ is not the same as the derivative of the finite-time average $d_s\langle J \rangle_N$ in the limit $N \to \infty$. Thus, conventional methods for sensitivity computation are not applicable to the computation of derivatives of ergodic averages in chaotic systems. One early approach to circumvent this problem is the ensemble sensitivity method [76, 61] in which $d_s\langle J \rangle_N$ is approximated by a sample average of sensitivities computed by using Eq. [11] or Eq. [12] over a small $N$ (comparable to one Lyapunov time). The accuracy of this method improves as $N$ increases, provided that the number of samples increases exponentially with $N$. This makes the method prohibitively expensive in practice [61, 59]. In the next section, we describe Non-Intrusive Least Squares Shadowing (NILSS) due to Ni et al. [36], which is a more efficient approach for computing the same quantity.

2.5. Non-Intrusive Least Squares Shadowing

Owing to the shadowing lemma [38] for uniformly hyperbolic systems, it has been shown by Wang [35] that there exists a unique perturbation direction $v_{sh}$ – the tangent shadowing perturbation – for which the tangent equation (Eq. [3]) has a bounded solution for all time. The shadowing perturbation $v_{sh}$ is an inhomogeneous tangent solution (i.e., $v_{sh}$ satisfies Eq. [3]). However, unlike the conventional tangent solution, $v$, it does not exhibit an unstable growth. This constraint is used by the NILSS algorithm [36] to solve for $v_{sh}$ over a long, but finite-time, duration. In particular, NILSS [36] constructs an approximation of the shadowing perturbation by subtracting from $v$ an unstable tangent vector at every point along a trajectory. The unstable tangent vector to be subtracted is represented in an orthonormal basis of the unstable tangent subspace ($E^u$). The orthonormal basis, is in turn, computed by propagating at least as many tangent vectors as the dimension of the unstable subspace, under the homogeneous tangent dynamics (Eq. [4]), along with repeated normalization. This procedure is typically used in the computation of Lyapunov vectors [67, 77].

Let $Q_n$ be a $d \times d_n$ matrix whose columns form an orthonormal basis of $E^u(a_n)$. In the NILSS algorithm [36], the total time duration $N$ is divided into multiple short time segments, checkpoints, such that each short segment is comparable to the Lyapunov time. We shall simplify the setting by considering a time segment to be one timestep (i.e., every timestep is a checkpoint); we delay a discussion on this simplification until the end of this section. The tangent shadowing perturbation can be expressed as

$$v_{sh}^n = v_n + Q_n a_n, \quad 1 \leq n \leq N,$$

(13)
where $a_n \in \mathbb{R}^{d_u}$ is a vector of coefficients. NILSS computes the sequence of vectors $\{a_n\}$ along the trajectory by solving a minimization problem for the norms of $\{v_{sh}^n\}$. For a complete description of the NILSS algorithm, the reader is referred to [36], where the derivation of the algorithm for the time-continuous case is presented. Since perturbations along the center direction neither grow nor decay exponentially, in NILSS, the center direction is excluded from $Q$. Its effect on the sensitivity is added back later (see section 2 of [36]). When the map $f$ is a time-discretized ODE, it has a center direction corresponding (but not exactly equal) to the center direction of the ODE. Thus, we also take into account, in the discrete algorithm, modifications due to this center direction, when $f$ models ODEs, as we shall see in section 3.4.

The NILSS problem minimizes the norms of the shadowing perturbation sequence $\{v_{sh}^n\}$. The Lagrangian of this optimization problem can be written as

$$\mathcal{L}^{sh}(\{a_n\}, \{\beta_n\}) := \sum_{n=1}^{N} \|v_{sh}^n\|^2 + \sum_{n=1}^{N-1} \beta_n(a_{n+1} - R_n a_n - \pi_n)$$

$$= \sum_{n=1}^{N} \left(\|v_n\|^2 + \|a_n\|^2 + 2v_n \cdot Q_n a_n\right) + \sum_{n=1}^{N-1} \beta_n(a_{n+1} - R_n a_n - \pi_n),$$

where Eq. 15 uses Eq. 13 and the fact that $Q_n^T Q_n$ is the $d_u \times d_u$ identity matrix. Here, $\{\beta_n\}$ is a sequence of Lagrange multipliers that imposes a sequence of equality constraints at every timestep to ensure the continuity of the shadowing perturbation (section 3.3). We solve the above problem to obtain a sequence $\{a_n\}$, and then, to obtain the shadowing perturbation through Eq. 13. Subsequently, we compute the required sensitivity through Eq. 11, with the (exponentially growing) tangent solution $v_n$, replaced with the shadowing tangent solution $v_{sh}^n$. This yields

$$d_s(\langle J \rangle) \approx \frac{1}{N} \sum_{n=0}^{N-1} x_n^* \cdot v_{sh}^n,$$

as shown in Appendix C of [36], or in Theorem LSS of [35]. The same shadowing perturbation $v_{sh}^n$ is used to compute the sensitivities with respect to all $J \in J$. On the other hand, the tangent NILSS algorithm has to be repeated for every parameter $s \in S$ in order to compute the corresponding shadowing perturbations. When the parameter space is higher-dimensional when compared to the observable space, the adjoint version of NILSS is preferred.

2.5.1. Adjoint non-intrusive least squares shadowing

While the adjoint algorithm can be obtained via reverse-mode automatic differentiation of tangent NILSS, the theoretical basis for the existence of an adjoint shadowing perturbation is developed in [78]. The adjoint algorithm, known as Non-Intrusive Least Squares Adjoint Shadowing (NILSAS), is presented in [79] with an application to a fluid flow problem in [37]. Here, we focus on the discrete time case, and for simplicity, each time segment corresponds to one iteration of the map $f$. Analogous to tangent NILSS, in the adjoint version, an adjoint shadowing
perturbation $v_n^{sh}$ is computed, which solves the inhomogeneous adjoint equation (Eq. 9). Extending the analogy further, an unstable adjoint vector is subtracted from the conventional adjoint solution to obtain $v_n^{sh}$ as

$$v_n^{sh} = v_n^* + Q_n^* a_n^*,$$  \hspace{1cm} (17)

where $Q_n^*$ is an orthonormal basis for the unstable adjoint subspace, $(E' \oplus E^*)^\perp$, and $a_n^* \in \mathbb{R}^{d_u}$ is a set of coefficients. The orthonormal basis $Q_n^* \in \mathbb{R}^{d_u \times d_u}$ is achieved by iterating at least $d_u$ adjoint vectors backward in time, using Eq. 10, repeatedly normalizing with QR factorization. That is, the orthonormalization procedure is identical to that for $\{Q_n\}$, but using the sequence of Jacobian transposes, instead of the Jacobians, and with time-reversal. The particular set of coefficients $a_n^*$ needed to find the adjoint shadowing sequence $v_n^{sh}$, which is a bounded solution of the inhomogeneous adjoint equation, is found as a solution of a least squares problem, which is also analogous to Eq. 15. In order to compute the quantity of interest, we replace the conventional (exponentially growing) inhomogeneous adjoint solution in Eq. 12 with the adjoint shadowing solution

$$d_s(J) \approx \frac{1}{N} \sum_{n=0}^{N-1} v_n^{sh} \cdot x_n.$$  \hspace{1cm} (18)

We now comment on the error-vs-cost trade-off of the tangent and adjoint shadowing algorithms, noting that a careful analysis of this trade-off is problem-specific and beyond the scope of this paper. In both algorithms, the most expensive computation in the shadowing algorithm is the solution of the minimization problem. The size of the minimization problem is directly proportional to $d_u$ and $N$. For the same overall time duration $N$, choosing a larger time segment between checkpoints reduces the size of the minimization problem, since the QR factorization and the equality constraints that enter the problem (Eq. 15) are only computed at the boundaries of the time segments.

For example, in the time delay acoustic problem of this paper, we could theoretically choose a segment size over which the linear perturbations increase in norm by, say, a factor of 2. From Figure 1, such a segment size is about 1 time unit (100 timesteps). Then, we need to perform QR factorization only every 100 timesteps. While the QR factorization in itself is not the computational bottleneck, the size of the least squares problem shrinks by a factor of 100, as compared to checkpointing every timestep. In spite of the additional cost, we choose to checkpoint every timestep in the considered problem. However, we choose a size $N$ such that the $O((Nd_u)^3)$ calculation of the least squares solution is neither memory-constrained nor is a prohibitive computational expense. Then, we repeat the shadowing algorithm $M$ times and sample-average the shadowing sensitivities. This procedure is effectively the same as computing the sensitivity of an $MN$-time average by executing the shadowing algorithm once, provided that $N$ is large enough for the convergence of the ergodic averages. The reason for sample-averaging shadowing sensitivities as opposed to segmenting a long shadowing algorithm is that we observe, for the time-delayed acoustic model, higher condition numbers of the least squares problem. Thus, we take the approach of checkpointing every timestep, and solving smaller least squares problems. The size of each problem is chosen large enough for ergodic
averages to converge while also curtailing the computed shadowing perturbations (from the solution of the least squares problem) to an $O(1)$ norm, at every timestep. The advantage of this approach is the simpler program whose computational cost is nearly the same as the $MN$-sized checkpointed NILSS, but produces better-behaved shadowing perturbations.

2.6. Error in shadowing and alternatives

The NILSS algorithm is not guaranteed to converge to the true value of the sensitivity, as $N \to \infty$. To see why, we first note that the shadowing sensitivities computed by NILSS, which are the right hand sides of Eq. \ref{eq:16} and Eq. \ref{eq:18} are ergodic averages along a true orbit of a system at an infinitesimally perturbed $s$. For a mathematically rigorous explanation, the reader is referred to \cite{[35]}; a qualitative explanation is also included in section \ref{sec:6}. Now, due to a perturbation in $s$, the stationary probability distribution on the attractor is perturbed as well, but this perturbation is excluded by NILSS. In general, the ergodic averages along a shadowing orbit (a true orbit) of a perturbed system do not converge to the expectation with respect to the stationary distribution of the unperturbed system. Hence, there is a systematic error in NILSS, which has been recently studied in \cite{[80]}, along with the corrections that can be made to reduce the error. In view of this shadowing error, we must mention that a few alternatives have recently appeared. In particular, the space-split sensitivity method \cite{[81]} is an ergodic-averaging method to compute Ruelle’s linear response formula \cite{[45]}, which specifies the required sensitivity exactly. However, based on the preliminary formulation \cite{[81], [82]}, it is more complex to implement than the shadowing method. Thus, in applications where a systematic error in the computed sensitivities is not a serious impairment, such as in the parameter estimation and data assimilation problems considered in sections \ref{sec:5} and \ref{sec:6} respectively, shadowing methods may be preferred. Another sensitivity computation method, also based on Ruelle’s linear response formula \cite{[45]}, is known as blended response \cite{[83]}, in which short-term and long-term responses are computed using different methods. For the long-term response to unstable perturbations, Ruelle’s formula, which is exact, is approximated using a Fluctuation-Dissipation theorem for non-equilibrium settings \cite{[43]}. However, this approach is computationally expensive and also inexact. Thus, we focus on the shadowing-based methods for computing sensitivities in this paper. Moreover, shadowing methods have successfully been applied to dissipative models in fluid mechanics \cite{[37], [33]}, as relevant to this study.

3. Tangent/adjoint shadowing algorithm

We provide a step-by-step description of the tangent and adjoint NILSS algorithms. The reader is referred to \cite{[36]} and \cite{[79]} for the original descriptions of tangent and adjoint NILSS, respectively. We consider the discrete algorithm without the checkpointing scheme. We also adopt a simplified presentation for which the same program can be used for implementing both tangent and adjoint NILSS, with a minimal modification. Further, here, we
introduce AD to compute the needed tangent and adjoint solutions. This automatic-differentiated unified program for the tangent/adjoint NILSS, shall be referred to as the AD shadowing algorithm.

3.1. Shadowing algorithm: inputs and outputs

We present a shadowing algorithm that constructs a sequence of shadowing perturbations $v_{sh}^n, 1 \leq n \leq N$. The algorithm takes as inputs, a sequence of $d \times d$ matrices $A_n$, and a sequence of $d$-length vectors, $b_n$, to return tangent or adjoint shadowing sensitivities (defined in Eq. 16 and Eq. 18, respectively) in the following two scenarios.

- **Case 1 (tangent):** The sequence $\{A_n\}$ is set to the Jacobian matrix sequence $\{Du_f(u_n, S)\}$ along a reference trajectory $\{u_n\}$. The sequence $b_n$ is the parameter perturbation at $n$, i.e., $b_n = x_n$. Then, the algorithm returns the sequence of tangent shadowing perturbation vectors at $u_1, u_2, \cdots, u_N$, namely, $v_1^{sh}, v_2^{sh}, \cdots, v_N^{sh}$. These shadowing perturbations can be used to approximately compute the $l$ sensitivities, $d\langle J \rangle / ds$.

- **Case 2 (adjoint):** Now, on the other hand, defining $n' := N + 1 - n$ suppose $A_n$ is the transpose of the Jacobian matrix at $n'$, that is, $A_n = (Du_f)^T(u_{n'})$. Set $b_n := x_{n'+1}$. In this case, the algorithm returns the sequence of adjoint shadowing perturbation vectors at $u_{N+1}, u_N, u_{N-1}, \cdots, u_2$, namely, $v_1^{sh}, v_2^{sh}, \cdots, v_N^{sh}$ (in the unified presentation, we drop the superscript “*” used for adjoint solutions). The adjoint shadowing perturbation sequence is used to compute the $p$ sensitivities, $D_S\langle J \rangle$.

A time reversal is accomplished in adjoint shadowing simply by reversing the indexing of the input sequences; the output sequence of adjoint shadowing perturbations is obtained in time-reversed order. We use the term shadowing perturbation to refer to both tangent and adjoint shadowing perturbations. Note that $u_0$ must be a point on the attractor sampled according to the stationary probability distribution on the attractor. That is, the primal system must be simulated for a run-up time long enough for time-averages to converge. A solution state obtained after such a run-up time is chosen as $u_0$.

3.2. Evolution of homogeneous and inhomogeneous perturbations with repeated normalization

Our goal is to compute the tangent or adjoint shadowing perturbation using Eqs. 13 and 17, respectively. Toward this goal, we solve i) at least $d_u$ homogeneous tangent equations, or $d_u$ homogeneous adjoint equations, and ii) $p$ inhomogeneous tangent equations or $l$ inhomogeneous adjoint equations. The common form of the homogeneous equation, which amounts to solving the tangent equation forward (in case 1) or the adjoint equation backward in time (in case 2), is given by

$$q_i^n = A_{n-1}q_{i-1}^{n-1}, \quad n = 1, \cdots, N, \quad 1 \leq i \leq d_u.$$  
(19)
We define $Q_n$ to be an $n \times d_u$ matrix with columns $q_i^n$. The following equation gives the evolution of the inhomogeneous tangent solution forward in time in case 1, and the inhomogeneous adjoint solution backward in time in case 2,

$$v_n = A_{n-1}v_{n-1} + b_n, \quad n = 1, \cdots, N.$$  \hspace{1cm} (20)

At each $n$, we normalize both the homogeneous and inhomogeneous perturbations by QR factorization. We choose $d_u$ pseudo-random vectors in $\mathbb{R}^{d_u}$ as initial conditions $q_i^0$, $1 \leq i \leq d_u$. The initial condition for Eq. 20, $v_0$, is set to $0 \in \mathbb{R}^{d_u}$.

Beginning with $n = 1$, we perform the following loop until $n = N$.

1. Advance Eq. 19 by one timestep for each $1 \leq i \leq d_u$. This can be written as $Q_n \leftarrow A_{n-1}Q_{n-1}$.
2. QR-factorize the matrix $Q_n$ and set $Q_n$ to the obtained “$Q$”. Let the “$R$” from QR factorization be stored as $R_n$. Thus, each $q_i^n$, $1 \leq i \leq d_u$ is now a unit vector.
3. Obtain $v_n$ from $v_{n-1}$ by advancing Eq. 20 by one timestep.
4. Set $\pi_n := Q_n^Tv_n$, which is a $d_u$-length vector of orthogonal projections of $v_n$ along $q_i^n$.
5. Project out the unstable components of $v_n$. That is, set $v_n \leftarrow v_n - \pi_nQ_n$.
6. Go to step 1 with $n \leftarrow n + 1$, or stop if $n = N$.

First, using the above orthonormalization procedure, $Q_n$ converges to an orthonormal basis for the unstable tangent (adjoint) subspace in case 1 (case 2). Secondly, in case 1, we note that the above $n$-loop must be executed only once for the sensitivity with respect to $s$ of all $J \in J$. Similarly, in case 2, the $n$-loop must be called just once if we wish to compute the sensitivity of $\langle J \rangle$ with respect to all the parameters $S$. In other words, to obtain $D_{S\times J}$, in case 1 (tangent shadowing), the $n$-loop must be run as many times as the number of parameters ($= p$), and in case 2 (adjoint shadowing), as many times as the number of objective functions ($= l$). Thirdly, the sequence of matrices $R_n$ can be used to obtain the Lyapunov exponents. In particular, if the $k$th diagonal element of the matrix $R_n$ is written as $R_n^k$, then, the $k$th Lyapunov exponent $\lambda_k \approx (1/N) \sum_{m=0}^{N-1} \log |R_n^k|$. This can be easily seen by recasting the definition of Lyapunov exponents (63) and as an ergodic average.

3.3. Minimizing the growth of the shadowing perturbation sequence

At the end of the $n$-loop described in section 3.2, we have at our disposal the following sequences of vectors or matrices, where at each $n \leq N + 1$,

- $v_n$ is the inhomogeneous perturbation orthogonalized with respect to the unstable tangent (adjoint) subspace in case 1 (case 2).
- $\pi_n$ consists of the orthogonal projections (before the orthogonalization) of $v_n$ on the unstable tangent (adjoint) subspace in case 1 (case 2).
• $Q_n$ is a $d \times d_u$ matrix that forms an orthonormal basis for the unstable tangent (adjoint) subspace at each $n$ ($n'$) in case 1 (case 2), and,

• $R_n$ is a $d_u \times d_u$ matrix that contains the one-step growth factors of $Q_n$ under the tangent (adjoint) dynamics in case 1 (case 2).

In practice, a finite spin-up time, typically on the order of Lyapunov time, is needed for the convergence of $Q_n$ to an orthonormal basis for the true unstable (tangent/adjoint) subspace. We can write the ansatz for the shadowing perturbation sequence (Eq. 13 and Eq. 17) in a form that is applicable to both tangent and adjoint shadowing sequences, denoted here as $v_{sh}$.

$$v_{sh} = v_n + Q_n a_n.$$

(21)

Here the sequence $a_n$ is the unknown $d_u$-length vector, which we shall solve for. In case 2, the sequence $a_n$, and subsequently $v_{sh}^b$, are obtained in time-reversed order by virtue of time-reversing the inputs $A_n, b_n$ to the $n$–loop. In particular, $v_{sh}^b$ is the adjoint shadowing perturbation at time $N + 2 - n$. In order to solve for $a_n$, we start by multiplying Eq. (21) by $A_n$ and adding $b_{n+1}$ to both sides of the equation,

$$A_n v_{sh}^b + b_{n+1} = A_n v_n + b_{n+1} + A_n Q_n a_n.$$

(22)

Since the shadowing perturbation solves Eq. 20, the left hand side is $v_{sh}^b_{n+1}$. Using steps 3 to 5 of the $n$-loop in section 3.2 the first two terms on the right hand side of Eq. 22 become $v_{n+1} + Q_{n+1} \pi_{n+1}$. From step 2 of the $n$-loop, $A_n Q_n = Q_{n+1} R_{n+1}$. Thus,

$$v_{sh}^b_{n+1} = v_{n+1} + Q_{n+1} \pi_{n+1} + Q_{n+1} R_{n+1} a_n.$$

(23)

From Eq. 21 the left hand side of the above equation is also equal to $v_{n+1} + Q_{n+1} a_{n+1}$. We obtain the following iterative relationship for $a_n$, after multiplying both sides by $Q^T_{n+1}$,

$$a_{n+1} = \pi_{n+1} + R_{n+1} a_n.$$

(24)

This is the equality constraint that must be added to the NILSS problem, whose Lagrangian is in Eq. 15. Hence, Eq. 24 is also one of the KKT conditions ($D_{\alpha_L} L_{sh} = 0$) of the NILSS optimization problem. Although one can theoretically solve Eq. 24 starting from a random guess for $a_1$ and iterating, this does not provide accurate results in practice; Eq. 24 is not a well-conditioned problem for $\{a_n\}$ due to the exponential growth of the round-off errors in $\{R_n\}$, which tend to accumulate upon iteration. Thus, following [36] [79], we resort to the direct method of solving for the entire sequence $\{a_n\}$ at once (Appendix A of [79] and [36]). The direct method is to solve the following system of linear equations for $\{a_n\}$

$$GX = H,$$

(25)
where

- $G$ is an $Nd_u \times (N + 1)d_u$ block matrix with $d_u \times d_u$ blocks given by

$$G := \begin{bmatrix}
-R_1 & I & 0 & \cdots & 0 & 0 \\
0 & -R_2 & I & \cdots & 0 & 0 \\
0 & \cdots & \cdots & \cdots & 0 & 0 \\
\vdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & -R_{N-1} & I & 0 \\
0 & \cdots & \cdots & -R_N & I 
\end{bmatrix}, \tag{26}
$$

- $I$ is the $d_u \times d_u$ identity matrix,

- $X$ is an $N \times d_u$ vector consisting of $[a_0, \cdots, a_N]$ and,

- $H$ is an $Nd_u$-length vector containing the sequence $[\pi_1, \cdots, \pi_N]$.

The solution of the underdetermined system that minimizes the norm of $X$ is given by

$$X = G^T (GG^T)^{-1} H.$$

### 3.4. Modifications due to the center direction

Whether in tangent or adjoint shadowing, a better accuracy is obtained if the center direction, which is approximately the right hand of an ODE when $f$ is a time-discretization of the ODE, is given a special treatment. In tangent shadowing, $d_u$ can be set to the number of positive LEs plus 1, so that the center direction is treated as an unstable direction. However, in some problems, this may increase the condition number of the least squares problem for $X$. This leads to a poorer minimization of $X$, which in turn increases the norm of the shadowing perturbation, when compared to the following alternative. As suggested in [36], we project out the center components of both the homogeneous and inhomogeneous tangents and add the contribution to the sensitivity due to the center perturbation, in the final step. We discuss the modification to which this leads in the $n$-loop (section 3.2). Then, we discuss the modification in the calculation of the sensitivity in the next subsection. In the $n$-loop, in addition to step 2, we must also subtract from $Q_n$ its projection along $\mathcal{F}$, which is approximately the center direction, as:

$$Q_n \leftarrow Q_n - \mathcal{F}_n^T \mathcal{F}_n Q_n / \|\mathcal{F}_n\|^2,$$

where $\mathcal{F}_n := \mathcal{F}(u_n, S)$. Similarly, for $v_n$, after step 3, $v_n \leftarrow v_n - \mathcal{F}_n^T v_n / \|\mathcal{F}_n\|^2$.

Next, we discuss modifications to adjoint shadowing due to the center perturbation. As we noted earlier, the tangent and adjoint subspaces corresponding to two different Lyapunov exponents are perpendicular to each other (see e.g. Appendix B in [78] for a proof; we also show numerical results verifying this fact for the time-delayed system considered, in Figure 6). This orthogonality gives rise to the constraint (derived in section 5.4 of [78]):

$$(1/N) \sum_{n=1}^N (v_n^{sh})^T \mathcal{F}_n = 0.$$
By definition, since \( v_n^{sh} = v_n + Q_n a_n \), this leads to,

\[
\sum_{n=1}^{N} \left( v_n^T F_n + a_n^T Q_n^T F_n \right) = 0.
\]  

(27)

This condition leads to one more equation (adding one more row to \( G \)) while solving the NILSS problem (section 3.3). The \( n \)-loop in adjoint shadowing need not be modified.

3.5. Computation of the sensitivities

Having obtained the sequences \( \{a_n\} \), \( \{v_n\} \) and \( \{Q_n\} \), the shadowing perturbation is determined, for \( 1 \leq n \leq N \), as

\[
v_n^{sh} = v_n + Q_n a_n.
\]

(28)

With the shadowing perturbation, the sensitivities can be computed as though the system were not chaotic (Eq. 11 and Eq. 12). That is, in adjoint shadowing,

\[
d_s(J) = \frac{1}{N} \sum_{n=1}^{N} v_n^{sh} \cdot x_{n+1}.
\]

(29)

In the case of tangent shadowing, we add to the sensitivity in Eq. 11 the contribution from the center direction, if treating the center direction separately as described in section 3.4,

\[
d_s(J) = \frac{1}{N} \left( \sum_{n=1}^{N} x_n^c \cdot v_n^{sh} + \frac{v_n^T F_n}{\|F_n\|^2} (J_n - \langle J \rangle_N) \right),
\]

(30)

where \( J_n \) in the above equation is the objective function at \( u_n \). In both tangent and adjoint shadowing, the projections onto the center direction, \( v_n^T F_n \) and \( Q_n^T F_n \), are stored during the \( n \)-loop. However, the \( n \)-loop needs to be modified to account for the center direction only while performing tangent shadowing.

3.6. Automatic differentiation

As discussed in section 2.3, we can replace tangent/adjoint solvers with forward/reverse-mode automatic differentiation, respectively. In the \( n \)-loop (section 3.2), we can introduce AD to advance \( Q_n, v_n \). Hence, AD-shadowing only requires the primal solver to be supplied by the user, as opposed to primal, tangent and adjoint solvers. The AD-version of the \( n \)-loop is shown in Appendix C.

We remark that for the AD version of the shadowing algorithm, an exploration of various techniques for memory and time-efficiency of AD [84, 85], such as combining primal-tangent/adjoint solver, is needed. These approaches may lead to taking longer timesteps without compromising on accuracy by utilizing the fact that AD is an exact method, which does not increase the numerical error in the perturbations. This more involved approach to AD shadowing, must be numerically investigated for a given problem to determine whether (or not) it leads to a realizable computational advantage (due to AD overheads) in practice.
4. The time delayed model for thermoacoustics

Chaotic thermoacoustic oscillations originate from two main physical nonlinearities, which are deterministic. First, the heat released by the flame is a nonlinear function of the acoustic perturbations at the flame’s base, i.e. the flame saturates nonlinearly [86, 87]. Both experimental investigations [88, 55, 89, 90] and numerical studies [91, 92, 93] showed that the nonlinear flame saturation may cause a periodic acoustic oscillation to become chaotic, by either period doubling, or Ruelle-Takens-Newhouse, or intermittency scenarios [94, 95], which are common in fluid dynamic systems [96, 97, 98]. The numerical studies of [91, 92, 93] showed that the nonlinear flame saturation may generate chaotic acoustic oscillations even in laminar flame models, where the turbulent hydrodynamics is not modelled. We introduce a nonlinear time-delayed model of chaotic thermoacoustic instabilities. We demonstrate that shadowing obtains useful sensitivities of this model, in the chaotic regime. We begin by describing the flame duct model of combustion in a horizontal Rijke tube [99], open to the atmosphere on both ends. The inviscid momentum and energy equations are linearized about the mean flow to yield,

\[
\frac{\partial u}{\partial t} + \frac{\partial p}{\partial x} = 0 \quad (31)
\]

\[
\frac{\partial p}{\partial t} + \frac{\partial u}{\partial x} + \zeta p - \dot{q} \delta(x - x_f) = 0, \quad (32)
\]

where, \(u(x,t)\) and \(p(x,t)\) are the acoustic velocity and pressure at the one-dimensional spatial location \(x\) and at time \(t\). The pointwise heat-release source is \(\dot{q} \delta(x-x_f)\), where \(\delta(x-x_f)\) is the Dirac delta centered at \(x_f\). The constant \(\zeta\) is a parameter that models acoustic damping [100, 101]. We consider a Galerkin modal decomposition in a Fourier basis [99] of the acoustic velocity and pressure fields, which transforms Eqs. (31, 32) into a set of time-delayed coupled oscillators

\[
\frac{d\eta_j}{dt} - j \pi \theta_j = 0, \quad (33)
\]

\[
\frac{d\theta_j}{dt} + j \pi \eta_j + \zeta_j \theta_j + 2\beta \dot{q}(u_f(t-\tau)) \sin(j\pi x_f) = 0,
\]

where \(j = 1, \cdots, d_g\), indicates the index of the Galerkin modes, with \(d_g\) being their total number,

\[
u_f(t) = \sum_{k=1}^{N_f} \eta_k(t) \cos(k\pi x_f), \quad \text{and} \]

\[
\zeta_f = c_1 j^2 + c_2 j^{1/2} .
\]

In the above system of equations, \(\eta_j\) indicate the velocity modes and \(\theta_j\) indicate the pressure modes. Modal damping is represented by \(\zeta_j\) and \(\dot{q}\) is the rate of heat release at the flame location \(x_f\). The function \(\dot{q}(u) = \sqrt{|1.0 + u|} - 1\) is a modified King’s law [99], which is non-differentiable at \(u = -1\). Along trajectories of this system, we may encounter states corresponding to \(u_f = -1\), where the Jacobian does not exist. We need to avoid this non-differentiability in
order to compute the tangent/adjoint/AD solutions needed for the shadowing algorithms. Thus, we follow
the approach taken in [33], wherein the function \( \dot{q} \) is approximated by a polynomial around the
non-differential point. In particular, when \(-1.01 \leq u \leq -0.99\), we take
\[
\dot{q}(u) = -1 + 1750 (1 + u)^2 - 7.5 \times 10^6 (1 + u)^4,
\]
where the coefficients have been estimated by regression. The flame velocity \( u_f \) affects the pressure field modes \( \theta_j \) after a time delay given by a constant, \( \tau \). This models the fact that the
disturbances in the flame velocity at the flame base require a finite time to traverse the flame and cause
a perturbation in the heat released [102, 103].

4.1. Replacing the time delay with an advection equation

When solving the above system numerically, if the time delay is modelled by converting the delay parameter \( \tau \) into an integer number of timesteps – that is, \( \tau \) is converted into a discrete parameter from a continuous one – the
state cannot be differentiated with respect to \( \tau \). We resolve this problem in order to ensure that AD/tangent/adjoint
solvers are applicable, by augmenting the primal system with an auxiliary linear advection model [33]

\[
\frac{\partial v}{\partial t} + 2 \frac{\partial v}{\partial y} = 0, \quad -1 \leq y \leq 1 \quad (36)
\]
\[
v(y = -1, t) = u_f(t). \quad (37)
\]
The exact solution of the above advection equation at the right boundary is \( v(y = 1, t) = u_f(t - \tau) \). The advection
solution, \( v(y = 1, t) \) can be used in place of the heat release model, which in turn influences the pressure modes
as per Eq. [33]. Thus, we mathematically make the overall primal system memory-less, by including the advection
subsystem in Eq. [36] in the primal system (Eq. [33]). The above discretized equation retains the chain rule dependence
on \( \tau \) and, hence, can be differentiated with respect to \( \tau \) through AD. We use a Chebyshev spectral collocation method
([104] Ch. 6) to solve the advection equation. The additional cost per timestep incurred due to adding this advection
subsystem (i.e., adding Eq. [36] to the primal set of ODEs in Eq. [33]), depends on the spatial scale (in \( y \)) of the
numerical discretization of the advection system, i.e., the number of Chebyshev collocation points. We seek to
minimize the number of Chebyshev points in order keep the overall dimension of the system as small as possible.
The timestep size can also be commensurately increased, ensuring the CFL condition, on decreasing the spatial
resolution, which is cost-effective for computing long-time averages. With these considerations, we choose \( d_r = 10 \)
Chebyshev points in the interval \(-1 \leq y \leq 1\) and the timestep of the primal system is chosen to be \( \tau/(2N_c) \). Choosing
\( d_r = 10 \), the primal system of dimension \( d = 2d_r + d_c = 30 \) is time-evolved by integrating Eq. [33] and Eq. [36] using
the Tsitouras Runge-Kutta time-integrator (Tsit5()) offered by the Julia package OrdinaryDiffEq [105, 106]. We
remark that this auxiliary equation approach can be used in any general system with a constant time-delay in order
to maintain its differentiability through AD with respect to the delay parameter.
4.2. Types of solutions over a range of the heat-release parameter

We fix the damping coefficients at \(c_1 = 0.06, c_2 = 0.01\), the delay parameter at \(\tau = 0.2\) [13], and numerically solve the primal system. In this section, we study the effect of the heat-release parameter \(\beta\) on the type of primal solution observed. Here, “type” refers to the three different possibilities for the asymptotic behavior of a nonlinear dissipative dynamical system, apart from convergence to a fixed point: convergence to a (a) limit cycle (periodic behavior), (b) quasiperiodic attractor and (c) chaotic attractor. These different regimes are all observed upon varying the parameter \(\beta\) from about 2 to 9; smaller values of \(\beta \lesssim 0.8\) lead to a fixed point solution. We show these regimes as a function of \(\beta\) in the bifurcation diagram of Figure 2.

4.2.1. Ergodic average of acoustic energy

The bifurcation diagram in Figure 2 shows the acoustic energy upon time-averaging over a long time window against the heat release parameter \(\beta\). This quantity is commonly used as an objective function for optimization problems in thermoacoustics, and shall therefore be used to demonstrate the discrete shadowing algorithm. We denote the acoustic energy by \(J_{ac}\), and its ergodic/ensemble average by \(\langle J_{ac} \rangle\), the latter quantity being computed numerically by time-averaging over a long trajectory. The instantaneous acoustic energy is the sum of the acoustic kinetic and potential energies, i.e., it is the Hamiltonian (constant of motion) of the natural acoustic system. Using Parseval’s theorem, the acoustic energy is related to the Galerkin modes. That is, the acoustic energy is defined as

\[
J_{ac} = \frac{1}{2}(p^2 + u^2) = \frac{1}{4} \sum_{j=1}^{N_g} (\eta_j^2 + \theta_j^2).
\]

The length of the averaging window is chosen to be the time taken for the standard error in the empirical mean values to be within 1\% of the mean, when computed in the chaotic regime. This time, the time-average over which approximates the infinite-time/ensemble average of a given function, was determined to be about 200 time units (or 20000 timesteps, with a fixed timestep size of 0.01).

Another common objective function is the Rayleigh index, whose long-term behavior is also the subject of the sensitivity studies in this paper. The Rayleigh index is defined as [107, 33]

\[
J_{ray} := p(x_f, t) \dot{q}(t) = \frac{1}{2} \sum_{j=1}^{N_g} \zeta_j \theta_j^2.
\]

The physical significance of both these objective functions is discussed later in section 4.3.

4.2.2. Limit cycles and quasiperiodicity

From Figure 9, it can be seen that \(\langle J_{ac} \rangle\) increases continuously over a range of \(\beta\) values from 2 to about 5. In this range, the primal solution is a limit cycle, which has the effect that the values of \(\langle J_{ac} \rangle\) (shown as blue dots) appear to be perfectly observed, without any noise. With \(d_g = 10\) Galerkin modes and \(d_c = 10\) Chebyshev points, the
Figure 2: Bifurcation diagram. The values of $\langle J_{ac} \rangle$, the time-averaged acoustic energy, are color-coded according to the type of solution: periodic (blue), quasiperiodic (green) and chaotic (red). The attractors represented on the $u_f$-$\dot{q}$ plane, at four different $\beta$ values – $\beta = 2.5, 6.0, 7.0, 8.5$ (from top to bottom) – are shown to the right. The attractors shown on the $u_f$-$\dot{q}$ plane, are also color-coded according to their type. On the top-left inset figure is shown a zoomed-in plot of $\langle J_{ac} \rangle$ vs. $\beta$ at $\beta = 7.0$. 
periodic attractor lives in a 30-dimensional space. For visualization, we show 2D phase diagrams on the $u_f-\dot{q}$ plane, for the different solution regimes. The limit cycle phase diagram is shown in blue in the top-right of the bifurcation diagram.

When $\beta \gtrsim 5$, the limit cycle transitions into quasiperiodic oscillations, which are aperiodic but appear to be almost periodic. For example, an iterative process of rotation on a complex unit circle (or more generally, on the surface of a $d$-dimensional torus) by a constant rational angle is periodic, while a rotation by a constant irrational angle, is quasiperiodic. Mathematically, a quasiperiodic solution is distinguished from a periodic solution by the number of zero Lyapunov exponents: quasiperiodic solutions have more than one while periodic solutions have exactly one zero Lyapunov exponent. We compute the Lyapunov exponents numerically (using a standard algorithm as explained in section 3.2) in order to classify the different types of solutions $[33]$.

The quasiperiodic phase diagram, and the $\langle J_{ac} \rangle$ values in this regime are color-coded green in Figure 2. Quasiperiodicity occurs in the transition from periodic behavior to chaotic behavior. Both the periodic and quasiperiodic case are nonlinearly stable, i.e., the nonzero Lyapunov exponents are negative. This means that an applied (infinitesimal) perturbation does not grow exponentially (it may have subexponential growth) in either case.

4.2.3. The chaotic regime

When $6.4 \lesssim \beta \lesssim 7.3$, the solutions exhibit at least one positive Lyapunov exponent: this is the chaotic regime. In the bifurcation diagram (Figure 2), this regime is shown in red. The phase portrait on the $u_f-\dot{q}$ plane shows, as expected, a fractal attractor. The values of $\langle J_{ac} \rangle$ also appear to be erratic, revealing the presence of statistical noise due to a finite time-averaging window. In Figure 3, we show the first 20 Lyapunov exponents at $\beta = 7$. The value of the first exponent is about 0.2. As mentioned in section 2.1, the time-derivative of the ODE is a center perturbation with a zero Lyapunov exponent. The second Lyapunov exponent is about 0.05 corresponding to this center direction (it would converge to zero as the averaging time approaches infinity).

4.3. Acoustic energy and Rayleigh criterion as objective functions

We analyze the chaotic thermoacoustic oscillation of the primal system by studying the sensitivities of the long-time averages $\langle J_{ac} \rangle$ and $\langle J_{ray} \rangle$. Before we compute the sensitivities, we motivate our particular choice of objective functions, among many available candidates for norms $[108, 109]$, semi-norms $[110, 111]$, and physical measurements in this multi-physical system. For thermoacoustic systems with negligible mean flow, which cannot advect flow inhomogeneities like entropy spots, the acoustic energy and Rayleigh criterion are two suitable quantities of interest $[107]$.

Since $J_{ac}$ is (half) the Euclidean semi-norm of the thermoacoustic system, we are interested in calculating the sensitivity of its time average, $\langle J_{ac} \rangle$, in the interests of reducing the amplitude of chaotic oscillations. The Rayleigh index can be derived by (i) multiplying the acoustic momentum equation $[31]$ by $u$; (ii) multiplying the acoustic
energy equation \( (32) \) by \( p \); (iii) adding them up; and (iv) integrating in the space domain. This procedure yields an equation for the evolution of the acoustic energy

\[
\frac{dJ_{ac}}{dt} = -\int_0^1 \zeta p^2 \, dx + p_f \dot{q}, \tag{40}
\]

where \( p_f(t) := p(x_f, t) \) is the pressure at the heat source. Defining the Rayleigh index as

\[
J_{ray} := p_f \dot{q}(t), \tag{41}
\]

upon numerical discretization, we obtain

\[
J_{ray} = -\dot{q}(y = 1, t) \sum_{j=1}^{N_g} \theta_j(t) \sin(j \pi x_f). \tag{42}
\]

The Rayleigh index is an important cost functional that determines the stability of acoustic oscillations fed by a heat source. Physically, Eq. \( (40) \) states that the acoustic energy grows in time when the pressure at the heat source is sufficiently in phase with the heat release rate to exceed damping mechanisms. The acoustic energy grows up to nonlinear saturation, after which the self-sustained acoustic oscillation persists. This mechanism is commonly studied through the Rayleigh criterion \([54]\) for the production of thermoacoustic oscillations. In chaotic oscillations, we are interested in calculating the sensitivity of the time-averaged Rayleigh index, \( \langle J_{ray} \rangle \). Applying the infinite time
average to Eq. 40\cite{33}:

$$
0 = \left\{ \frac{dJ_{ac}}{dt} \right\} + \left\{ \int_0^1 \zeta \dot{p}^2 \, dx + p_f \dot{q} \right\}
$$

$$
= \lim_{T \to \infty} \frac{1}{T} \int_0^T \frac{dJ_{ac}}{dt} \, dt + \left\{ \int_0^1 \zeta \dot{p}^2 \, dx \right\} - \left\{ p_f \dot{q} \right\}
$$

$$
= \lim_{T \to \infty} \frac{J_{ac}(T) - J_{ac}(0)}{T} + \left\{ \int_0^1 \zeta \dot{p}^2 \, dx \right\} - \left\{ p_f \dot{q} \right\}.
$$

(43)

Considering that the acoustic energy is a bounded quantity on a strange attractor, the first term of the above equation is 0. Hence, Eq. 43 physically means that the damping mechanism exactly balances the acoustic source at regime, i.e.,

$$
\langle J_{ray} \rangle = \langle p_f \dot{q} \rangle = \left\{ \int_0^1 \zeta \dot{p}^2 \, dx \right\}.
$$

(44)

Thus, the time-averaged Rayleigh index can be expressed either from the heat-source contribution or the dissipation term. From a computational point of view, the calculation of the sensitivity of $\langle p_f \dot{q} \rangle$ is difficult because the chaotic modulation, which is imposed exactly at $x = x_f$, makes $\langle p_f \dot{q} \rangle$ erratic. To overcome this computational problem, we recommend using $\left\{ \int_0^1 \zeta \dot{p}^2 \, dx \right\}$ (bearing in mind the equality Eq. 44), which numerically behaves regularly because it is an integral quantity\cite{33}. Using the Galerkin modal decomposition of the pressure, this integral becomes Eq. 39 which was used earlier to define the Rayleigh index. In Figure 3 on the right hand side, we plot the ergodic average of the Rayleigh index, $\langle J_{ray} \rangle$ as a function of heat release $\beta$. The behavior of $\langle J_{ray} \rangle$ is consistent with that of $\langle J_{ac} \rangle$, with irregular values in the chaotic regime ($6.4 \leq \beta \leq 7.3$), and a sharp increase in the chaotic-to-periodic transition. Note that the cost functional $\langle J_{ray} \rangle$ is not directly proportional to the norm of the state, unlike the acoustic energy. The sensitivity and optimization framework we propose can tackle general cost functionals.
4.4. Lyapunov vectors in the chaotic regime

We treat the numerical solution of the system of ODEs as the map $f$ between consecutive timesteps. The parameters $\mathcal{S}$, as per our notation in section 3, is set to $[\beta, \tau]^T$. Corresponding to the LEs (shown in Figure 3), we also compute the tangent Covariant Lyapunov Vectors (CLVs) using Ginelli et al.'s algorithm [77]. The CLVs are tangent/adjoint vectors whose asymptotic exponential growth or decay rates are exactly equal to the LEs; further, they are covariant in the sense that a homogeneous tangent/adjoint solution (Eq. 4 and Eq. 10) starting from a CLV always lies in the span of the same CLV field. The reader is referred to [67] for the properties of CLVs. In this paper, the CLVs are normalized. The unstable (stable) tangent CLVs form a basis of (non-orthonormal) unit vectors for $E^u$ ($E^s$); the span of the unstable (stable) adjoint CLVs is $(E^u)^\perp$ ($(E^s)^\perp$). Since the center subspace is one-dimensional, the normalized time-derivative $\mathcal{F}/\|\mathcal{F}\|$ is the center tangent CLV field. The Ginelli algorithm can also compute the adjoint CLVs. For this, we use the Jacobian transpose trajectory, in place of the Jacobian trajectory used to compute the tangent CLVs, and we also reverse time (i.e, the forward/backward phase of Ginelli’s algorithm is carried out backward/forward). We compute the tangent and adjoint CLVs at $\beta = 7$. In Figure 5, we show the angles between each pair among the first 6 tangent CLVs, and each pair of adjoint CLVs, on the right. The angles are averaged over 250 time units. In a hyperbolic system, the angles between every pair of CLVs (corresponding to different LEs) are uniformly (in phase space) bounded away from 0. Although not a rigorous test for hyperbolicity, the results of Figure 5 indicate that, at least on average, the first 6 CLVs, both tangent and adjoint, do not show tangencies. Over the time window of calculation, the minimum angle observed between any dissimilar pair was about 4 degrees. This indicates that the system is likely uniformly hyperbolic. Biorthogonality is numerically verified in Figure 6. Except along the diagonals, which contain the mean angles between a tangent and adjoint CLV corresponding to the same LE, the mean angles are all about 90 degrees, as expected.
5. Suppression of a nonlinear oscillation by gradient-based optimization

The thermoacoustic model under investigation displays chaotic behavior in the region $6.4 \leq \beta \leq 7.3$. As illustrated in Figure 1, conventional methods to compute the sensitivities of the long-time behavior of this model, in this chaotic regime, fail to produce meaningful sensitivities. In this section, we use the shadowing algorithm presented in section 3 to enable the computation of these sensitivities. Our goal is to illustrate the potential of the algorithm for practical sensitivity-based optimization and parameter estimation in the regime of chaotic acoustics.

Given the small number of parameters and objective functions, it is possible to compare the sensitivities computed through the algorithm with the slopes obtained from the bifurcation diagrams in Figures 2 and 3 (right). These comparisons validate the results of our algorithm, which is one of the goals in this section. We demonstrate the usefulness of the computed sensitivities by using them in a gradient descent algorithm to minimize the ergodic average of the acoustic energy. This simple optimization procedure can be used for heat release parameter selection. The NILSS algorithm and its discrete AD variant presented here thus introduce sensitivity-based optimization and parameter estimation to the chaotic regime, more generally in hyperbolic systems with constant time-delays, extending the work of Huhn and Magri [33].

5.1. Shadowing sensitivities of the acoustic energy and Rayleigh criterion

We apply the shadowing algorithm from section 3 to compute both tangent and adjoint shadowing sensitivities. We compute the tangent shadowing direction once to estimate $(d\langle J_{ac} \rangle/d\beta)$ and $(d\langle J_{ray} \rangle/d\beta)$. Similarly, we compute an adjoint shadowing direction once, to calculate both the sensitivities $d\langle J_{ac} \rangle/d\beta$ and $d\langle J_{ac} \rangle/d\tau$. Next we define the...
inputs to the shadowing algorithms. A primal orbit \( \{u_n\} \) is a sequence of 30-dimensional solution vectors obtained by time-integrating the primal system (Eq. 33 and Eq. 36). The map \( f \) is the Tsitouras Runge-Kutta time-integrator that advances a solution state by one timestep. The timestep size is fixed at 0.01. For tangent shadowing, the input \( b_n \) is set to \( x_n = (\partial f/\partial \beta)(u_{n-1}, S) \). In the adjoint shadowing algorithm, we arrange the input sequence \( \{b_n\} \) so that \( b'_{n+1} \) is set to \( x^*_n = DJ_{ac}(u_n) \) (i.e., we pass \( x^*_n \) in time-reversed order to the adjoint shadowing algorithm). We use the AD package \texttt{Zygote.jl} \cite{106} to compute the sequence \( \{b_n\} \) for tangent shadowing, through AD. The Jacobian matrix \( A_n := Df(u_n) \) and its transpose, needed for the tangent and adjoint algorithms respectively, are computed by using finite difference. Instead, if using AD, each \( A_n \) must be computed row-by-row (since \texttt{Zygote.jl} does not support vector-valued outputs), leading to a much larger computation time compared to using finite difference. Moreover, the shadowing algorithms do not need the Jacobian to be computed exactly. In the AD version of tangent and adjoint shadowing, we do not need to compute \( A_n \) and \( b'_n \); the tangent/adjoint perturbations needed in the \( n \)-loop (section 3.2) are directly computed using AD as shown in Appendix C. The input to the AD version of both tangent and adjoint shadowing are the functions that perform primal time-integration and compute the objective functions, given the primal state. In order to ensure that \( u_0 \) is a point on the chaotic attractor, we evolve the system for a time of 10000 time units, starting from a random 30 dimensional vector.

We set \( d_u = 2 \) for both algorithms. Although we could theoretically have used \( d_u = 1 \) in the tangent algorithm, setting \( d_u = 2 \) leads to better approximations of the shadowing direction via the least squares problem (section 3.3). Each minimization problem is solved over a time duration of 20 time units, which is about 4 Lyapunov times. To obtain the sensitivity of a long-time average, a sample mean of these intermediate-time sensitivities is taken. A cumulative mean of the sensitivities converges as the length of time (number of samples) increases \cite{7 and 8}. In Figure 7 we show the sensitivities of the long-time averaged acoustic energy (left) and Rayleigh index (right), with respect to \( \beta \), computed using sample averages of the tangent shadowing sensitivities. In Figure 8 we show the sensitivities of the long-time averaged acoustic energy with respect to \( \beta \) (left) and \( \tau \) (right), computed using sample

Figure 7: Sensitivities of \( \langle J_{ac} \rangle \) (red) and \( \langle J_{ray} \rangle \) (blue) computed through tangent shadowing. The sensitivities are obtained by a cumulative average over sensitivities each of which is computed over 20 time units.
Figure 8: Sensitivities of $\langle J_{ac} \rangle$ with respect to $\tau$ (green, right) and $\langle J_{ac} \rangle$ (red, left), wrt $\beta$, computed through adjoint shadowing at $\beta = 6.9$, $\tau = 0.2$. The recorded sensitivities were obtained by a cumulative average over sensitivities each computed over a time length of 20 units.

Averages of the adjoint shadowing sensitivities. The mean up to a time of 200,000 (i.e., calculated using 10,000 shadowing sensitivities each over a time of 20 units) is shown as a solid line. The mean values shown in both plots in Figure 7 compare well against the corresponding slopes from the inset plots of Figures 3 and 4. The mean value of the sensitivity with respect to $\beta$, about -3.9, also agrees well, with the same sensitivity computed using the adjoint algorithm, around -3.5, which is shown in Figure 8 (left). Since all three quantities, the shadowing sensitivities from the two algorithms as well as a direct reading of the slope from the $\langle J_{ac} \rangle$-vs-$\beta$ plots, suffer from statistical noise due to a finite computation window, we do not expect exact agreement. Nevertheless, we note that both tangent and adjoint sensitivities are within 12% of the slope estimate of -4 obtained from approximating $\langle J_{ac} \rangle$-vs-$\beta$ as a line in Figure 2 (inset). To ensure its correctness, the program that implements the two shadowing algorithms is validated by computing sensitivities on the classical model of a chaotic ODE, the Lorenz’63 system, to verify the computed sensitivities against the values available for this system in the literature. For details on this validation and on the replication of Figures 8 and 7, see Appendix A. The absolute values of the sensitivities $d\langle J_{ray} \rangle/d\beta$ from Figure 7 are consistent with our expectation from Figure 4 that the ergodic average $\langle J_{ray} \rangle$ decreases with $\beta$, around $\beta = 6.9$, but not as rapidly as $\langle J_{ac} \rangle$. From Figure 8 (right), we see that the ergodic average of the acoustic energy is highly sensitive (when compared to changes in $\beta$) to small perturbations in the time delay parameter $\tau$. The shadowing algorithm shows convergence, when the same derivative is computationally prohibitive to obtain accurately with ensemble sensitivity calculations [61, 59].

5.2. Minimization of the acoustic energy using shadowing

We shall demonstrate an application of the sensitivity $d\langle J_{ac} \rangle/d\beta$ that we computed in the previous section, to the problem of optimal design by parameter selection [33]. We use the numerically computed bifurcation diagram (Figure 2) as a qualitative check of our parameter selection procedure. We aim to solve the following optimization
Figure 9: The path of optimization starting at $\beta = 6.5$. The points are superimposed on the plot of $\langle J_{ac} \rangle$. In the gradient descent algorithm, the step size is taken to be 0.1.

Problem,

$$\begin{align*}
\text{minimize} \quad & \langle J_{ac} \rangle(\beta) \\
\text{subject to} \quad & \text{Eq. 36, Eq. 33}
\end{align*}$$

(45)

where $\langle J_{ac} \rangle$ is the ergodic average of the acoustic energy, which is approximated using a long-time average over a time duration of $N$ steps. The parameter can be updated by a steepest descent method

$$\beta_{n+1} = \beta_n - \gamma d_{\beta} \langle J_{ac} \rangle|_{\beta=\beta_n},$$

(46)

A relaxation factor of $\gamma = 0.1$ is used to enable stable and accurate numerical convergence. At each $\beta$, the shadowing sensitivity is computed over 1000 time units, which is a sample average of 50 sensitivities collected from runs of the shadowing algorithm each over a time of 20 units. The algorithm stops when the condition

$$\langle J_{ac}(\beta_n) \rangle < \epsilon \cdot \langle J_{ac}(\beta_0) \rangle$$

(47)

is met, where $\epsilon = 1\%$. This condition physically signifies that the optimization is successful when the system vibrates around the fixed point. In Figure 9 we show the optimization path (blue points) taken by this procedure, starting from $\beta = 6.5$. We show the points $(\beta, \langle J_{ac} \rangle(\beta))$ numbered in the order in which they are encountered in the optimization procedure. As shown in the figure, the path leads to a reduction in $\langle J_{ac} \rangle$ by exiting the chaotic region into the periodic regions for larger of $\beta$, and eventually into the periodic region at smaller values of $\beta$. We remark
that, in this case, direct evaluation of the bifurcation diagram is possible, owing to the relatively low dimension of the system and the parameter space. This bifurcation diagram itself suggests optimal paths for acoustic energy reduction. However, in a more general setting, the dimension of the system, the objective function and parameter spaces may be such that bifurcation diagrams, at the resolution of parameters required to compute accurate gradients, are computationally infeasible. The demonstration in this section indicates that the shadowing sensitivities, which can be computed at a smaller cost relative to the bifurcation diagram computation, can be used instead, for optimization problems. For illustration purposes, we have chosen a simple gradient-descent with a fixed relaxation factor. The numerical results in Figure 9, however, show that the step size plays an important role in the rapid transition from large $\beta$ in the periodic region (around 7.4) to the periodic region for smaller values (around 4.0). We defer to a future work the effect of the step size, which is beyond the scope of this paper.

6. Data assimilation with discrete shadowing

A common problem whenever we have incomplete, and often noisy, observations together with a model of a physical system, is to estimate a model trajectory that reproduces the observations. In this section, we explain that the variational formulation of this problem is an application of the shadowing algorithm discussed in section 3. Then, we apply the shadowing algorithm to the time-delayed model to illustrate its potential for data assimilation in chaotic solutions.

In a data assimilation problem, we are given external measurements of an observable $g$ at a sequence of times, denoted $g_{n_k}^{\text{obs}}$, $1 \leq k \leq N$. In the data assimilation method 4DVar [112], an initial state $u_0$ is sought so that the model trajectory at the observation times, $f_{n_k}(u_0) = u_{n_k}$ produces a sequence $g_{n_k} := g(u_{n_k})$ that closely matches the observations $g_{n_k}^{\text{obs}}$. If a reliable guess for the initial state, known as background $u_0^{bg}$, is available, we desire our predicted initial state to be close to the background. The optimal initial state, known as analysis, is obtained by minimizing the following cost functional

$$
\langle J \rangle(u_0) = \frac{1}{2}(u_0 - u_0^{bg})^T B^{-1}(u_0 - u_0^{bg}) + \frac{1}{2} \sum_{k=1}^{N} (g_{n_k}^{\text{obs}} - g_{n_k})^T L^{-1}(g_{n_k}^{\text{obs}} - g_{n_k}).
$$

(48)

The first term in the cost functional in Eq. (48) corresponds to the misfit between the predicted initial state and the background, where $B$ is a $d \times d$ background error covariance matrix. The second term is the misfit between the external observations and values of the observable generated by the model, using the predicted state as the initial condition. Given an observable space of dimension $l$, the $l \times l$ matrix $L$ is the observation error covariance matrix. Without loss of generality, take $B$ and $L$ to be identity matrices (in $\mathbb{R}^{d\times d}$ and $\mathbb{R}^{l\times l}$ respectively), which results in the following cost functional:

$$
\langle J \rangle(u_0) = \frac{1}{2} \left\| u_0 - u_0^{bg} \right\|^2 + \frac{1}{2} \sum_{k=1}^{N} (g_{n_k}^{\text{obs}} - g_{n_k})^2.
$$

(49)
The cost functional is minimized using a standard optimization procedure, and an analysis state \( u_0^* \) is obtained. The reader is referred to [113] for data assimilation of nonchaotic states with a similar thermoacoustic model considered in the present paper. When the model is chaotic, the standard optimization procedure fails since the gradient of the functional with respect to \( u_0 \) grows exponentially with the time duration of available observations (Figure 1). Thus, assimilation for a time window longer than the typically short Lyapunov time, cannot be achieved using standard optimization methods.

However, several effective strategies have been proposed, particularly in the field of numerical weather prediction, wherein chaotic models are widely used, that are successful over long assimilation windows. The most popular of these include 4DVar-AUS, in which the analysis increment – the discrepancy added to the state during optimization – is restricted, to the nonstable \((E^u \oplus E^s)\) subspace, at every timestep [114]. Another method is projected shadowing-based data assimilation in which the cost functional is minimized using Newton’s method in each step of which the analysis trajectory, as a whole, is updated. Additionally, the updates to the analysis trajectory during each Newton iteration is carried out only on the nonstable subspace, and this leads to the economy of the method. The updates to the analysis trajectory on the stable subspace is treated using a different method, known as synchronization [115]. In this work, we present an alternative approach that uses the shadowing algorithm described in section 3. The goal of this approach is to compute a model orbit that shadows the pseudo-orbit pertaining to the observations. Our method thus joins the class of shadowing-based data assimilation methods offering an alternative formulation that indirectly computes the shadowing orbit through NILSS.

6.1. Tangent NILSS for state estimation with full-state observations

We introduced NILSS [36] as a method to differentiate long-time averages with respect to parameters in a chaotic system. How is the method relevant to the problem of state and parameter estimation? The answer to this question lies in the fact that a shadowing trajectory can be obtained as a byproduct of the NILSS method, and shadowing trajectories can be used for state estimation. First, we recognize that, in NILSS, the derivative of the long-time average is computed along a shadowing trajectory at a perturbed parameter. Secondly, we relate the shadowing perturbation sequence, \( \{ v^h_n \} \), that is computed by tangent NILSS, to the solution of the state and parameter estimation problem.

6.1.1. Shadowing-based interpretation of NILSS

NILSS and its adjoint versions use the shadowing lemma (see e.g. 18.1.2 of [116]) by considering the reference trajectory \( \{ u_n \} \) as a pseudo-orbit of \( f(\cdot, s + \epsilon) \). According to the shadowing lemma, there is a unique orbit of \( f(\cdot, s + \epsilon) \) called the shadowing orbit, that is close to the given reference orbit of \( f(\cdot, s), u_n \). The tangent shadowing perturbation is the sequence of tangent vectors, along this shadowing orbit, that expresses the discrepancy between the shadowing orbit and the pseudo-orbit \( u_n, n \in \mathbb{Z}^+ \), in the limit \( \epsilon \to 0 \). Hence it remains bounded for all time. A
close approximation of the shadowing perturbation, $v^{\text{sh}}$, is obtained by solving the following least squares problem ([38], Theorem LSS)

$$v^{\text{sh}} = \arg\min_{w \in \mathcal{V}} \sum_{n=0}^{N-1} \|w_n\|^2$$

s.t. $w_{n+1} = D_n f(u_n) w_n + x_{n+1}$. \hfill (50)

In the above optimization problem, the search space $\mathcal{V}$ is restricted to a subset of $\mathbb{R}^d \times [0, 1]$ in which each $w_n$ can be expressed as $w_n = v_n + Q_n a_n$, i) for some $a_n \in \mathbb{R}^d$, ii) where $v_n$ is the conventional tangent solution, i.e., solution of Eq. 3 with zero initial condition. This leads the NILSS algorithm [36] to being more efficient than if the search space was set to $\mathbb{R}^d \times [0, 1]$.

6.2. Converting the state estimation problem to a parameter estimation problem

The cost functional in state estimation consists of two parts: the background error and the observation error. We may assume that the background orbit is a pseudo-orbit of $f(\cdot, s + \epsilon)$, for some $\epsilon$ around zero. Then, the shadowing problem (Eq. 50) minimizes the first part of the state estimation cost functional, which is the background error. In order to minimize the second part, the observation error, we use the observation error as the objective function in the shadowing algorithm. Through the parameter optimization procedure described in section 5, we find an optimal parameter that minimizes the observation error. This amounts to finding an $\epsilon$ such that the error between an observation orbit and a true orbit of $f(\cdot, \epsilon)$ is minimized. Then, we can refine the background trajectory, using the shadowing perturbation (computed by the shadowing algorithm). The parameter optimization is then repeated with the refined trajectory as the new background. By repeating this combined state-parameter optimization procedure, we minimize both parts of the state estimation cost functional separately. At the end of this procedure, the analysis state is obtained by iteratively refining the background state using the shadowing perturbations at different parameters. We outline the state-parameter optimization procedure assuming we have observations at every timestep. The following steps are repeated, until the cost functional is less than a specified tolerance. Initially, the reference orbit $u_0$ for shadowing is set to the background orbit. The algorithm is the following:

1. Run tangent shadowing (section 3) with an objective function

$$\langle J \rangle(s) := \frac{1}{N} \sum_{n=0}^{N-1} (g_n^{\text{obs}} - g_n)^2,$$

\hfill (51)

to obtain $d_s \langle J \rangle$, and the sequence $\{ v_n^{\text{sh}} \}$.

2. Update the parameter as: $s \leftarrow s + \delta s$, where $\delta s = \gamma d_s \langle J \rangle$.

3. Update the initial condition for the next iteration as $u_0 \leftarrow u_0 + \delta s v_0^{\text{sh}}$. Go to step 1.
Figure 10: Relative error in the instantaneous acoustic energy between its predicted and observed values in the chaotic regime ($\beta = 7$). The maximum error increases from blue to green colors. The mean error (over the assimilation time window) is shown in black.

In practice, the time 0 corresponding to the start of the assimilation window, must be postponed roughly by $1/\lambda_1$ (Lyapunov time), to allow a spin-up time for $v_{sh}^0$ to be accurately computed. The relaxation factor $\gamma$ is assumed to be a fixed constant, as in the parameter optimization procedure in section 5.

6.3. Numerical results

We present state estimation results on the time-delayed model, computed using the above algorithm. The algorithm is validated on the Lorenz’63 model, as shown in Figure B.12 in Appendix B. A total of 180 experiments are performed on the time-delayed model, each with a different background trajectory of length 20 time units. The parameter $s$ that is updated is set to $\beta$, with the reference value of 7.0. In each experiment, a background state is generated by perturbing each component of a reference state by a Gaussian random variable of variance 0.1. The original trajectory, started from the reference state, is used to generate the observations (of the acoustic energy) $J_{ac}^{obs}$ at every timestep. The mean squared observational error is the objective function for tangent NILSS,

$$\langle J \rangle := \frac{1}{N} \sum_{n=0}^{N-1} |J_{ac}^{obs} - J_{ac}^n|^2.$$ 

The step size for gradient descent (section 5) is $\gamma = 0.1$. We show in Figure 10 the relative errors in the acoustic energy along the analysis orbit, which is the result of the algorithm after 200 gradient descent steps. The relative error is defined as $|J_{ac}^{obs} - J_{ac}^n|/J_{ac}^{obs}$. Each colored line indicates a single experiment, with a total of 180 numerical experiments performed with different background states. The color of the line indicates the maximum relative
error observed in that experiment, during the assimilation window of 20 units; the maximum errors increase from blue to green. The sample mean of the relative errors across all the experiments is shown in black. Note that the assimilation time is 4 times longer than $1/\lambda_1$, the Lyapunov time. As shown in Figure 1 over 20 time units, we expect a small perturbation introduced in the initial condition, in almost any direction, to grow by 3 orders of magnitude. However, as the results in Figure 10 indicate, the relative error in $J_{ac}$ has been restricted to within 10% over this assimilation window, due to use of shadowing directions to iteratively refine the initial condition and the parameter, to match the observations. Improvements to this algorithm in order to reduce the errors, and further increase the predictability window will be studied in future work. One modification to the suggested algorithm, toward this goal, is to incorporate the observation error at every timestep, into the perturbation $x_n$ in the shadowing algorithm.

7. Conclusions

Naïve applications of linear perturbation methods such as tangent/adjoint/Automatic Differentiation (AD)/finite-difference, cannot compute the derivatives of long-time averages in chaotic systems with respect to specified inputs. A recent method, known as the Non-Intrusive Least Squares Shadowing [36], computes these derivatives by numerical construction of tangent/adjoint shadowing perturbations, which are infinitesimal perturbations that remain bounded for a long time duration. In this paper, we introduce AD into the tangent and adjoint NILSS. This non-trivial combination of algorithms is an enabler for the application of shadowing to complex dynamical systems. We demonstrate shadowing by computing sensitivities on a chaotic time-delayed model, which is a reduced-order model of a gas turbine combustor. We compute tangent and adjoint shadowing sensitivities of the ensemble averages of the acoustic energy and Rayleigh index with respect to the design parameters that control the heat release rate and the time delay. Although the model is a reduced representation compared to CFD-based combustion models, it can be used to estimate the development of chaotic acoustic instabilities. First, we demonstrate an automatically-differentiated procedure for the minimization of the long time-averaged acoustic energy through heat-release parameter selection, which does not require a tangent solver [33]. Secondly, we construct a pseudo-orbit data assimilation scheme using the computed shadowing sensitivities in an optimization loop. We show that this scheme extends the predictability window by four Lyapunov times. Finally, we remark that the proposed algorithm, the shadowing-based optimization and data assimilation scheme are more generally applicable. The algorithms and the software developed (available at [117]) may be used for other hyperbolic chaotic models with/without time delay.
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Appendix A. Validation of sensitivity computation on the Lorenz’63 model

We use the classical model of chaos, the Lorenz’63 system, for validation results in this paper. The Lorenz’63 model is the following set of nonlinear ODEs that serves as a reduced-order model for fluid thermal convection between parallel plates maintained at a temperature difference $[118]$:

$$\frac{dx}{dt} = 10(y-x), \quad \frac{dy}{dt} = x(s-z) - y, \quad \frac{dz}{dt} = xy - \frac{8}{3}z.$$  \hspace{1cm} (A.1)

Here a phase point $u$ is represented using 3 coordinates as $u \equiv [x, y, z]^T \in \mathbb{R}^3$ and the map $f(\cdot, s)$ advances a state $u_n$ to $u_{n+1}$ by timestepping the ODE system (Eq. A.1). For the time integration, we use a Forward Euler scheme with a timestep of 0.005. The Lyapunov exponents of this system are about 0.9, 0, and -14.6. This is a partially hyperbolic system $[119]$ that has been shown to possess an SRB measure $[120]$. The objective function for validating shadowing is chosen to be the $z$ coordinate function. It is known that the ergodic average $\langle z \rangle$ as a function of $s$, can be approximated as a straight line with a slope of about 0.96, over a range of values around the standard $s = 28$ $[76]$.

We use the discrete shadowing algorithms described in section 3 in both tangent and adjoint mode, to compute this derivative. Numerical results are shown in Figure A.11 in which 100 sample sensitivities are shown each over a time duration of 15 units, starting from different points on the Lorenz’63 attractor. On the left, we see the computed tangent shadowing sensitivities with $d_2 = 2$, and the on the right, the adjoint shadowing sensitivities, also computed with $d_u = 2$. From the numerical results, we see that the sample means of both sensitivities are within 10% of the reference value of 0.96, thus validating both tangent and adjoint shadowing sensitivity codes. These tests can be run from tests/test_lorenz63.jl at $[117]$. Interestingly, adjoint shadowing appears to be better suited for this objective function-parameter pair since the variance of tangent sensitivities is 10 times larger than the adjoint.

Appendix B. Validation of data assimilation scheme on the Lorenz’63 model

We apply the data assimilation scheme described in section 6 on the Lorenz’63 model. We perform a series of 100 numerical experiments each with a different background. We fix a reference trajectory of length 5000 steps (10 time units), and generate a background by perturbing the reference initial condition in the $\hat{z}$ direction by an additive Gaussian noise with a variance of 0.1. The reference trajectory is used to generate the observation trajectory.
Figure A.11: Sensitivities $d(z)/ds$ computed for the Lorenz’63 model using the tangent algorithm (left) and the adjoint algorithm (right). Different trajectories of length 3000 or 15 timeunits are used to compute the sensitivities, shown as an errorbar of length one standard deviation.

Figure B.12: Relative error in the predicted state $z$ as a function of time for the Lorenz’63 system. The maximum prediction error increases from light to dark colors. The mean error across all experiments is shown in black.
J^n_{\text{obs}} := z^n_{\text{obs}}. Tangent NILSS is run with an objective function,

\[ \langle J \rangle(s) := \frac{1}{N} \sum_{n=0}^{N-1} (z^n_{\text{obs}} - z^n) ^2, \]  

(B.1)

where \( z_n \) is the z-coordinate of a trajectory \( u_n \). Using the derivative \( (d(J)/ds)(s) \) computed by shadowing, the parameter \( s \) is updated in a gradient descent algorithm with a constant step size of \( \gamma = 0.1 \). At the beginning of gradient descent, the trajectory is set to the background trajectory. At each gradient descent step, it is iteratively refined to a pseudo-orbit, as described in Step 3 in section 6. The mean error is calculated by averaging the optimal error across the 100 experiments. The optimal errors, defined as relative observation errors after 200 gradient descent steps, across experiments are as shown as a function of time in Figure B.12. The relative observation error at time \( n \) is \( |(z^n_{\text{obs}} - z_n)/z^n_{\text{obs}}| \). The colors of the lines in Figure B.12 are according to the maximum over \( n \) of the relative observation error. As mentioned before, the only positive Lyapunov exponent of this system is known to be about 0.9. The results indicate a predictability within 10% of the observation, on average, even up to 10 time units, which is about \( 10 \times (1/\lambda_1) \). With this validation on the Lorenz’63 model, we apply the same method for data assimilation in the Rijke tube model, as described in section 6.

Appendix C. AD shadowing and code for replication/extension

As we describe in the main text, the AD version of shadowing is enabled by the introduction of AD to replace the tangent/adjoint solvers in tangent/adjoint shadowing. In this section, we give a pseudocode for this modification. The source code in Julia for generating the numerical results in this paper is available at [117]. This section also briefly describes how this code may be used with a different chaotic ODE/map. We must mention that an alternative AD-version of the NILSS algorithm is also available at [121], in which the OpenAD AD software package [23, 25, 26], written in Fortran, is used. This latter code assumes that the primal solver is available from the user as a binary file.

In the AD version of tangent/adjoint shadowing, as mentioned before, we replace the needed tangent/adjoint solvers with AD. In order to do this, we define a function, say \( f \), whose return value will be differentiated in forward/reverse-mode, and we specify some input variable(s) to differentiate with respect to. The AD software returns the gradient of the return value with respect to the input which is a function of the arguments passed to \( f \). Let \( f \) be a function with the arguments \( x, y \). The scalar or vector return value of this function is written as \( f(x, y) \). For instance, using the Zygote.jl Julia package, one would use the following syntax to obtain the gradient of \( f(x, y) \) with respect to \( x \): Zygote.gradient(x-> f(x, y), x). If using the OpenAD Fortran package instead, we declare the input \( x \) and the output of \( f \) to be active variables. If \( \text{ret}_{-f} \) is the variable that stores the return value of \( f \), its derivative with respect to \( x \) is stored in the variable \( \text{ret}_{-f}'d \). In the AD version of tangent/adjoint shadowing, we
only propose to modify the n-loop in section 3.2 by introducing AD to replace the tangent/adjoint solvers; the rest of the algorithm is retained as described in section 3. The inputs to the AD shadowing algorithm are the sequences \{u_n\} and \{J_n\}. We now give the modified n-loop in which we define the needed function, and input variables, for each AD invocation.

1. Obtain \( q_n^i \) from \( q_{n-1}^i \) by applying AD. In particular,
   - for tangent shadowing, we differentiate the function \( f(u_{n-1} + \epsilon q_{n-1}^i, s) \). The input variable is \( \epsilon \) and the output is the return value of the function. The derivative obtained from forward-mode AD is \( q_n^i \), and this must be carried out for \( 1 \leq i \leq d_u \);
   - for adjoint shadowing, we differentiate the value \( f(u_{n-1} + \epsilon q_{n-1}^i, s) \cdot q_{n-1}^i \), where \( n' = N + 1 - n \). The input variable is \( u_{n-1}' \). The derivative obtained from reverse-mode AD is \( q_n^i \), and this must be carried out for \( 1 \leq i \leq d_u \).

2. Let \( Q_n \) be the matrix with the columns \( q_n^i \), \( 1 \leq i \leq d_u \). QR-factorize \( Q_n \) and set \( Q_n \) to the obtained “Q”. Let the “R” from QR factorization be stored as \( R_n \). Thus, each \( q_n^i \), \( 1 \leq i \leq d_u \) is now a unit vector.

3. Obtain \( v_n \) from \( v_{n-1} \) by applying AD. In particular,
   - for tangent shadowing, we differentiate the function \( f(u_{n-1} + \epsilon v_{n-1}, s + \epsilon) \). The input variable is \( \epsilon \). The derivative obtained from forward-mode AD is \( v_n \);
   - for adjoint shadowing, we differentiate the value \( v_{n-1} \cdot f(u_{n-1} + \epsilon q_{n-1}^i, s) + (1/N)J_{n'} \cdot q_{n-1}^i \). The input variable is \( u_{n-1}' \). The derivative obtained from reverse-mode AD is \( v_n \).

4. Set \( \pi_n := Q_n^T v_n \), which is a \( d_u \)-length orthogonal projection row-vector of \( v_n \) along \( q_n^i \).

5. Normalize \( v_n \) by projecting out the components along \( q_n^i \), that is, set \( v_n \rightarrow v_n - \pi_n q_n \).

6. Go to step 1 with \( n \rightarrow n + 1 \), and repeat until \( n = N \).

In the code at [117], the Julia script tests/test_lorenz63.jl and tests/test_rijke.jl compute respectively, for the Lorenz’63 model (Eq. A.1) and the Rijke tube model (Eq. 33), the tangent and adjoint shadowing sensitivities. In order to use the code at [117] with a different model, we can use one of these test files as a template. The Julia file describing the model equations, which must be included in the test file, can follow the existing examples in examples/lorenz63.jl or examples/rijke.jl. The optimization and data assimilation routines described in section 5 and 6 respectively, can also be applied to a new model. To do this, we include the file containing the model equations into the utilities i) utils/optimize.jl for parameter optimization and ii) utils/rijke_tangent_state_estimation.jl for the state estimation algorithm.
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