Series expansion of the excess work using nonlinear response theory
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Abstract

The calculation of observable averages in non-equilibrium regimes is one of the most important problems in statistical physics. Using the Hamiltonian approach of nonlinear response theory, we obtain a series expansion of the average excess work and illustrate it with specific examples of thermally isolated systems. We report the emergence of non-vanishing contributions for large switching times when the system is subjected to strong driving. The problem is solved by using an adapted multiple-scale method to suppress these secular terms. Our paradigmatic examples show how the method is implemented generating a truncated series that obeys the Second Law of Thermodynamics.

I. INTRODUCTION

Nonlinear response theory is one of the few alternatives to go beyond the linear response regime when exact solutions are absent. The derivation of the far-from-equilibrium behavior within the nonlinear response framework has been done considering both Hamiltonian [1–10] and stochastic [11–19] microscopic dynamics. Pure macroscopic considerations has been also pursued [20–24]. In this work, focusing in the Hamiltonian approach of the problem, we consider the non-equilibrium average of the generalized force that appears in the expression of the thermodynamic work

\[ W = \int_0^\tau \frac{\partial H}{\partial \lambda} dt, \tag{1} \]

where \( H \) is the Hamiltonian of interest, \( \lambda \) is an externally controlled parameter that varies in time and ( ) denotes the non-equilibrium average. By subtracting the corresponding quasistatic work from the previous expression, one defines the so-called excess work [25–28] whose value is expected to vanish as the time \( \tau \) increases. Such constraint is imposed by the Second Law of Thermodynamics in either isothermal or adiabatic processes [29].

Equation (1) tells us that by expanding the non-equilibrium average of \( \partial H/\partial \lambda \), we will automatically have a series expansion of the thermodynamic work whose behavior has to agree with the above-mentioned constraint. However, it is well-known that perturbative approaches to time-dependent problems often lead to asymptotic series and present secular terms [30–32]. To exemplify this ubiquitous equation, consider the Duffing equation

\[ \ddot{u} + u = -\epsilon u^3, \tag{2} \]

which can be understood as a rescaled harmonic oscillator subjected to an external nonlinear force term. When \( \epsilon \ll 1 \), the solution could be expanded in a series on the parameter \( \epsilon \)

\[ u(t) = u_0(t) + \epsilon u_1(t) + \epsilon^2 u_2(t) + \ldots \tag{3} \]

Considering the initial conditions \( u(0) = 1 \) and \( \dot{u}(0) = 0 \), the solution expanded up to first-order becomes

\[ u(t) = \cos t + \epsilon \left[ \frac{1}{32} (\cos 3t - \cos t) - \frac{3}{8} t \sin t \right], \tag{4} \]

which clearly diverges for large \( t \), even if \( \epsilon \) is small.

It is well known that what produces such divergence is the fact that the perturbation affects not only the amplitudes but also the frequencies of the oscillatory functions appearing in the expansion [30–32]. In some situations, the secular terms might appear in higher orders and the truncation of the series to its lowest orders may lead to a good approximation. However, there are techniques in which the use of multiple-time scale strategies to eliminate the secular terms leads to a well-behaved series expansion [30–32]. Along these lines, one of the first methods ever used in this kind of problem is the Lindstedt-Poincaré method [33, 34] in the context of classical perturbation theory in celestial mechanics [31, 35]. The idea behind it is simple and can be rephrased as follows: besides the series expansion of the amplitude, as given by Eq. (3), the instant of time \( t \) must be also rescaled according to

\[ \tau = t(\omega_0 + \epsilon \omega_1 + \epsilon^2 \omega_2 + \ldots), \tag{5} \]

where \( \omega_0 \) is the frequency of oscillation of the unperturbed system and the \( \omega_i, i = 1, 2, \ldots, \) are not just frequency corrections but also help us to eliminate the secular terms. In this work, we will use an adapted Lindstedt-Poincaré method to systematically fix the series expansion of the excess work up to an arbitrary order. In other words, the method presented here suppresses the emergence of secular terms and hence produces a meaningful series expansion that agrees with the Second Law of Thermodynamics.
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This work is organized in the following way. In Sec. II, we present the Hamiltonian approach of nonlinear response theory. In Sec. III, we exemplify our method using the thermally isolated harmonic oscillator subjected to a strong linear driving in the stiffness parameter. We verify the emergence of secular terms in the series expansion obtained from nonlinear response theory and show how to suppress them employing the ideas of Lindstedt–Poincaré method, both in classical and quantum cases. In Sec. IV we make our final considerations.

II. NONLINEAR RESPONSE THEORY

A. Preliminaries

Consider a classical system with a Hamiltonian \( \mathcal{H}(z(z_0, t), \lambda(t)) \), where \( z \) is a point in the phase space \( \Gamma \) evolved from the initial point \( z_0 \) according to Hamiltonian dynamics of \( \mathcal{H} \) and \( \lambda(t) \) is a control parameter. Initially, this system is in contact with a heat bath of inverse temperature \( \vartheta \equiv (k_B T)^{-1} \), where \( k_B \) is Boltzmann’s constant and its Hamiltonian is \( \mathcal{H}_0 = \mathcal{H}(z_0, \lambda_0) \). After that, the system is decoupled from the initial heat bath and, during a switching time \( \tau \), the control parameter is changed from \( \lambda_0 \) to \( \lambda_0 + \delta \lambda \). Given some observable \( \vartheta(z_0, \lambda(t)) \), our interest is to calculate its non-equilibrium average

\[
\overline{\vartheta}(t) = \int_{\Gamma} \vartheta(z(z_0, t), \lambda(t))\rho(z(z_0, t))dz_0, \tag{6}
\]

where \( \rho(z(z_0, t)) \) is the non-equilibrium phase-space distribution of the system. Such quantity evolves according to the Liouville equation

\[
\dot{\rho} = -\{\rho, \mathcal{H}\} \equiv \mathcal{L}\rho, \quad \rho(z_0, 0) = \rho_c(z_0) \tag{7}
\]

where \( \{\cdot, \cdot\} \) is the Poisson bracket, \( \mathcal{L} \) the Liouville operator, and \( \rho_c := \exp (-\beta \mathcal{H}_0)/\mathcal{Z} \) is the canonical ensemble, where \( \mathcal{Z} = \int_{\Gamma} \exp (-\beta \mathcal{H}_0)dz_0 \). We remark that the Liouville operator is regarding only the system of interest. In the particular case where the Hamiltonian \( \mathcal{H} = \mathcal{H}_0 \), the formal solution of the Liouville equation is

\[
\rho(z(z_0, t)) = e^{t\mathcal{L}_0}\rho_c(z_0), \tag{8}
\]

where \( \mathcal{L}_0 \) is the Liouville operator associated to \( \mathcal{H}_0 \). We remark also that the time evolution operator \( e^{-t\mathcal{L}_0} \) can act on observables \( \vartheta(z_0) \), indicating how they evolve in time

\[
\vartheta(z(z_0, t)) = e^{-t\mathcal{L}_0}\vartheta(z_0), \tag{9}
\]

where \( z(z_0, t) \) is the solution of Hamilton equations considering the Hamiltonian \( \mathcal{H}_0 \).

The control parameter can be expressed as

\[
\lambda(t) = \lambda_0 + g(t)\delta \lambda, \tag{10}
\]

where the protocol \( g(t) \) must satisfy the following boundary conditions

\[
g(0) = 0, \quad g(\tau) = 1. \tag{11}
\]

We also consider that \( g(t) \equiv g(t/\tau) \), which means that the time intervals are measured in units of the switching time \( \tau \). Additionally, the quantity \( \delta \lambda/\lambda_0 \) quantifies the driving strength of the process.

In linear response theory, the response of the observable is restricted to first-order in \( \delta \lambda/\lambda_0 \). This can be achieved by expanding the instantaneous observable and the non-equilibrium ensemble in a power series of \( \delta \lambda/\lambda_0 \), regrouping the corresponding terms and keeping only the first-order term. In nonlinear response theory, the procedure is the same, but the truncation goes further than that used in linear response theory. Our goal is to calculate the average work performed by the switch of the control parameter \( \lambda \) beyond the linear-response regime. Its expression is given by Eq. (1) and requires a series expansion of the observable \( \partial \mathcal{H}/\partial \lambda \). In the following, we develop a systematic way of collecting the different orders given by non-linear response theory. This method will be exemplified in Sec. III.

B. Expansion in higher-order terms

Our first step is to rewrite Eq. (6) as a power series of the driving strength

\[
\overline{\vartheta}(t) = \sum_{n=0}^{\infty} \overline{\vartheta}_n(t) \left( \frac{\delta \lambda}{\lambda_0} \right)^n. \tag{12}
\]

To find the functions \( \overline{\vartheta}_n(t) \), consider then the following expansions

\[
\vartheta(z(z_0, t), \lambda(t)) = \sum_{n=0}^{\infty} \vartheta_n(z_0, t) \left( \frac{\delta \lambda}{\lambda_0} \right)^n, \tag{13}
\]

and

\[
\rho(z(z_0, t)) = \sum_{n=0}^{\infty} \rho_n(z_0, t) \left( \frac{\delta \lambda}{\lambda_0} \right)^n. \tag{14}
\]

Knowing the observable \( \vartheta(z(z_0, t), \lambda(t)) \), the functions \( \vartheta_n(z_0, t) \) are the coefficients of the Taylor expansion of \( \vartheta \) in the control parameter \( \lambda \) around \( \lambda_0 \)

\[
\vartheta_n(z_0, t) = \lambda_0^n \frac{g^n(t)}{n!} \frac{\partial^n \vartheta}{\partial \lambda^n} \bigg|_{\lambda=\lambda_0}, \tag{15}
\]

which have been multiplied by \( \lambda_0^n \) to keep the correct dimensions in Eq. (13). We remark that when the observable depends on the control parameter, each term of the expansion is an instantaneous response due to the variation of such quantity.
The terms $\rho_n(z_0, t)$ are much more involved to obtain. They require a manipulation of Eq. (7), which is explained in the following. First, we consider the expansion of the Hamiltonian as a power series on the driving strength

$$H = \sum_{n=0}^{\infty} H_n(z_0, t) g^n(t) \left(\frac{\delta \lambda}{\lambda_0}\right)^n,$$

whose coefficients are given by

$$H_n(z_0, t) = \frac{\lambda_n^0}{n!} \frac{\partial^n H}{\partial \lambda^n} |_{\lambda = \lambda_0}.$$ (17)

We can construct a Liouville operator $L_n$ for each $H_n$

$$L(\bullet) = -\{\bullet, H\} = \sum_{n=0}^{\infty} \sum_{j=0}^{\infty} \int_0^t \left(\frac{\delta \lambda}{\lambda_0}\right)^n \left[ -\{\bullet, H_n\} \right] ds.$$ (18)

In particular, we distinguish those Liouville operators which depend on time from the time-independent term,

$$L = L_0 + \sum_{n=1}^{\infty} L_n g^n(t) \left(\frac{\delta \lambda}{\lambda_0}\right)^n \equiv L_0 + L_{\text{ext}}(t).$$ (19)

For the case where the initial ensemble is the canonical one, the integral form of the Liouville equation reads [36]

$$\rho(z_0, t, s) = e^{tL_0} \rho_c(z_0) + \int_0^t e^{(t-s)L_0} L_{\text{ext}}(s) \rho(z_0, s, s) ds,$$ (20)

which, using the Liouville theorem, becomes

$$\rho(z_0, t, s) = \rho_c(z_0) + \int_0^t e^{(t-s)L_0} L_{\text{ext}}(s) \rho(z_0, s, s) ds.$$ (21)

Expanding now $\rho$ and $L$ in a power series on the driving strength, we have

$$\sum_{n=0}^{\infty} \rho_n(z_0, t) \left(\frac{\delta \lambda}{\lambda_0}\right)^n = \rho_c(z_0)$$

$$+ \sum_{i=1}^{\infty} \sum_{j=0}^{\infty} \int_0^t e^{(t-s)L_0} L_i \rho_j(z_0, s) g^i(s) ds \left(\frac{\delta \lambda}{\lambda_0}\right)^{i+j}.$$ (22)

Finally, regrouping the terms with the same powers $(\delta \lambda/\lambda_0)^n$, we finally have

$$\rho_0(z_0, t) = \rho_c(z_0),$$

$$\rho_n(z_0, t) = \sum_{k=0}^{n} \int_0^t e^{(t-s)L_0} L_{n-k} \rho_k(z_0, s) g^{n-k}(s) ds,$$ (23)

for $n \geq 1$. Therefore, to find $\rho_n$ one needs to know the previous solutions $\rho_{n-k}$, for $1 \leq k \leq n$. We remark that the $\rho_n$ cannot be considered individually as valid probability distributions since their integral over the phase space is zero [36].

Finally, using Eqs. (15) and (23), the term $\overline{\vartheta}_n(t)$ can be rearranged as

$$\overline{\vartheta}_n(t) = \sum_{k=0}^{n} \int_{\Gamma} \vartheta_k(z_0, t) \rho_{n-k}(z_0, t) d z_0.$$ (24)

Therefore, the averaged observable becomes

$$\overline{\vartheta}(t) = \sum_{n=0}^{\infty} \left[ \sum_{k=0}^{n} \int_{\Gamma} \vartheta_k(z_0, t) \rho_{n-k}(z_0, t) d z_0 \right] \left(\frac{\delta \lambda}{\lambda_0}\right)^n.$$ (25)

In the particular case where the observable $\vartheta$ is independent of the control parameter $\lambda(t)$, its nonequilibrium average becomes

$$\overline{\vartheta}(t) = \sum_{n=0}^{\infty} \left[ \int_{\Gamma} \vartheta(z_0) \rho_n(z_0, t) d z_0 \right] \left(\frac{\delta \lambda}{\lambda_0}\right)^n.$$ (26)

C. Calculating non-equilibrium averages of arbitrary order

To calculate non-equilibrium averages of arbitrary order, one may proceed as follows:

1. Choose an order $n$ to truncate Eq. (12);
2. For $0 \leq k \leq n$, calculate $\vartheta_k$ using Eq. (15);
3. For $0 \leq k \leq n$, calculate $H_k$ using Eq. (16);
4. Calculate the solution $z(z_0, t)$ of $H_0$;
5. For $0 \leq k \leq n$, calculate $\rho_k$ using Eq. (22);
6. For $0 \leq k \leq n$, calculate $\overline{\vartheta}_k$ using Eq. (24);
7. Calculate $\overline{\vartheta}$ using Eq. (25).

In what follows, we will illustrate this procedure with specific examples.

1. Recovering linear response theory

Let us use the above-mentioned sequence of steps to recover the standard result of linear response theory, which corresponds to the truncation at $n = 1$. We restrict ourselves to the case in which the observable of interest does not depend on the control parameter $\lambda(t)$

$$\vartheta(z_0, \lambda(t)) = \vartheta_0(z_0).$$ (27)
For the sake of simplicity, we also consider that the expansion of the Hamiltonian $\mathcal{H}$ ends up exactly at first order,

$$\mathcal{H}(z_0, \lambda(t)) = \mathcal{H}_0(z_0) + \mathcal{H}_1(z_0)g(t) \left( \frac{\delta \lambda}{\lambda_0} \right).$$

(28)

According to the procedure described previously, we only need the first two terms of Eq. (14), whose coefficients read

$$\rho_0(z_0, t) = \rho_c(z_0),$$

(29)

$$\rho_1(z_0, t) = \int_0^t e^{(t-s)\mathcal{L}_0} \mathcal{L}_1 \rho_c(z_0) g(s) ds.$$  

(30)

The term $\overline{\vartheta}_0$ is given by

$$\overline{\vartheta}_0(t) = \int_\Gamma \partial_0(z_0) \rho_c(z_0) d\Gamma \equiv \langle \vartheta_0 \rangle,$$

(31)

while the term $\overline{\vartheta}_1$ reads

$$\overline{\vartheta}_1(t) = \int_\Gamma \partial_0(z_0) \rho_1(z_0, t) d\Gamma,$$

(32)

which can be rewritten as

$$\int_\Gamma \partial_0(z_0) \rho_1(z_0, t) d\Gamma =$$

$$= \int_\Gamma \partial_0(z_0) \left[ \int_0^t e^{(t-s)\mathcal{L}_0} \mathcal{L}_1 \rho_c(z_0) g(s) ds \right] d\Gamma$$

$$= -\int_0^t \left[ \int_\Gamma \mathcal{L}_1 e^{-(t-s)\mathcal{L}_0} \partial_0(z_0) \rho_c(z_0) d\Gamma \right] g(s) ds$$

$$= \int_0^t \phi_1(t-s) g(s) ds,$$

(33)

where we have used the antisymmetric property of the Liouville operator [36]. The term $\phi_1(t)$ is the so-called (first-order) response function, defined by

$$\phi_1(t) \equiv \langle \{ e^{-t\mathcal{L}_0} \partial_0(z_0), \mathcal{H}_1(z_0) \} \rangle,$$

(34)

where the symbol $\langle (\ldots) \rangle$ denotes the equilibrium average on $\rho_c$. Therefore the non-equilibrium average of the observable up to its first-order is

$$\overline{\vartheta}(t) = \langle \vartheta_0 \rangle + \frac{\delta \lambda}{\lambda_0} \int_0^t \phi_1(t-s) g(s) ds,$$

(35)

which is the standard result of linear response theory.

2. Recovering the second-order

To illustrate the calculation of the second-order term, we restrict ourselves again to the situation in which the observable does not depend on the control parameter and the Hamiltonian is exactly given by Eq. (28). In this case, the non-equilibrium average of $\vartheta$ up to second order is given by Eq. (35) plus the following term multiplied by $(\delta \lambda/\lambda_0)^2$

$$\overline{\vartheta}_2(t) = \int_\Gamma \vartheta(z_0) \rho_2(z_0, t) d\Gamma,$$

(36)

where, according to Eq. (23), we have

$$\rho_2(z_0, t) = \int_0^t \int_0^s e^{(t-s)\mathcal{L}_0} \mathcal{L}_1 e^{(s-\bar{s})\mathcal{L}_0} \mathcal{L}_1 \rho_0(z_0) g(s) g(s_1) ds ds_1.$$  

(37)

Using the antisymmetric property of the Liouville operators as we did in the linear response case, we arrive at

$$\overline{\vartheta}_2(t) = \int_0^t \int_0^{s_1} \phi_2(t-s, s_1-s_2) g(s) g(s_1) ds ds_1 ds_2,$$

(38)

where

$$\phi_2(t, s) = \langle \{ e^{-s\mathcal{L}_0} \{ e^{-t\mathcal{L}_0} \partial_0(z_0), \mathcal{H}_1(z_0) \} , \mathcal{H}_1(z_0) \} \rangle,$$

(39)

is the second-order response function [1].

We remark that, even in higher orders, the nonequilibrium average can always be expressed in terms of response functions that depend only on equilibrium correlation functions. In other words, this is not an exclusive feature of linear response theory, but a consequence of the perturbative method used in Eq.(21) with a zero-order term given by an equilibrium ensemble.

III. SERIES EXPANSION OF THE EXCESS WORK

In what follows, we compare the exact solution of a simple but relevant example and the corresponding perturbative expression from non-linear response theory. Both results are obtained for the excess thermodynamic work performed along a finite-time process whose duration or switching time we denote by $\tau$ [28]. This comparison will show that the perturbative expansion described in the Sec.II leads to an asymptotic series. However, the divergences of higher-order terms can be removed by the application of a modified Lindstedt-Poincaré method [33, 34].

A. Thermally isolated harmonic oscillator

We will apply the results of Sec. II to a thermally isolated harmonic oscillator whose Hamiltonian is given by

$$\mathcal{H}(\lambda(t)) = \frac{1}{2} \left[ p^2 + \lambda(t) q^2 \right].$$

(40)
The time-dependent stiffness $\lambda(t)$ is the control parameter, which is driven according to the linear protocol

$$\lambda(t) = \lambda_0 + \delta\lambda \frac{t}{\tau}. \quad (41)$$

The oscillator is initially in equilibrium with a heat bath of inverse temperature $\beta = (k_B T)^{-1}$, which is removed before the starting of the non-equilibrium driving. Hence, the dynamics of the oscillator is Hamiltonian during the whole process. The average work performed on the system along the process was defined in Eq. (1), where the term $\partial H / \partial \lambda$ is interpreted as a generalized force. For thermally isolated systems, the energetic cost due to finite-time driving can be measured by the excess work, defined as the difference between the thermodynamic work, given by Eq. (1), and the quantity $W_{qs}$. The term $W_{qs}$ is the quasistatic work, whose value is the difference between the final and initial average energies of the system when it is driven along a quasistatic process [29]. This quantity is obtained from the adiabatic invariant [35], which, for the one-dimensional harmonic oscillator, is nothing but the action or, equivalently, the area in phase space enclosed by the curve of constant energy. In Appendix A, we calculate the quasistatic work for our system, which is given by

$$W_{qs} = \frac{1}{\beta} \left[ \left(1 + \frac{\delta\lambda}{\lambda_0} \right)^{1/2} - 1 \right]. \quad (43)$$

Figure 1 depicts the excess work performed along the protocol (41) for different switching times. Each point of the curve shown in Fig. 1 corresponds to the average of the difference between final and initial values of the Hamiltonian (40). These averages are taken over the initial canonical ensemble. For the linear protocol (41), Hamilton equations are analytically solvable (see Appendix B). We observe that the excess work vanishes for large $\tau$, in agreement with the Second Law of Thermodynamics.

In what follows, we obtain a perturbative expression for $W_{ex}$ based on non-linear response theory and verify that the decay for large $\tau$ is not observed for higher-order terms. We denote by $W_{ex}(n)$ the $n$th contribution in the series expansion of the excess work.

**B. Perturbative expression via non-linear response theory**

To obtain a perturbative expression for $W_{ex}$ using non-linear response theory, we apply the sequence of steps described in Sec. II C. Following the definitions established in Sec. II B (see Eq. (16)), the Hamiltonian (40) under the protocol (41) can be split into two terms

$$H_0 = H|_{\lambda = \lambda_0} = \frac{1}{2} \left[ p^2 + \lambda_0 q^2 \right], \quad (44)$$

$$H_1 = \lambda_0 \frac{\partial H}{\partial \lambda}|_{\lambda = \lambda_0} = \lambda_0 \frac{q^2}{2}. \quad (45)$$

The expansion of the excess work goes through the expansion of the generalized force, which is an average of the following observable

$$\frac{\partial H}{\partial \lambda} = \frac{q^2}{2}. \quad (46)$$

The calculation of the $(n+1)$th term of the excess work is based on finding the response functions $\phi_n$

$$\phi_n(t_1, \ldots, t_n) = \langle e^{-\tau_1 L_0} \langle \ldots \langle e^{-\tau_{n-1} L_0} \chi \langle e^{-\tau_n L_0} \delta_0(z_0), H_1(z_0) \rangle \ldots, H_1(z_0) \rangle \rangle, \quad (47)$$

which are going to be used to calculate the $n$th term of the generalized force, as exemplified in Eq. (38).

To calculate those terms, one can implement the sequence of steps described in Sec. II C as a computer algorithm to obtain response functions of arbitrary order. In Appendix C we deduce via mathematical induction the expansion of the quasistatic work, which is necessary as well to find the $(n+1)$th term of the excess work.

It is then straightforward to verify the emergence of secular terms for large $\tau$, something that is in stark contrast with the exact result (see Fig. 1). For instance, the fourth-order term is already non-vanishing for large $\tau$,

$$W_{ex}^{(4)} = \ldots + \frac{1}{\beta} \cos \left( \frac{2 \lambda_0^{1/2} \tau}{128} \right) \left( \frac{\delta\lambda}{\lambda_0} \right)^4 + \ldots. \quad (48)$$
and the fifth-order term clearly diverges in the same limit

\[ W^{(5)}_{\text{ex}} = - \frac{1}{\beta} \lambda_0^{1/2} \tau \sin \left( \frac{2 \lambda_0^{1/2} \tau}{768} \right) \left( \frac{\delta \lambda}{\lambda_0} \right)^5 + \ldots \]  

(49)

We depict in Fig. 2 the perturbative expansion of the excess work calculated up to the 7th order. We observe that the result starts to diverge after \( n = 4 \) for large \( \tau \). However, for relatively small values of \( \tau \), the agreement with the exact result improves as higher-order terms are included in the sum (see Fig. 3).

The method we will present in the next section furnishes a new series in which the secular terms are suppressed. This reformulation of the expansion provided by nonlinear response theory will then be shown to successfully achieve a meaningful physical behavior for large values of \( \tau \).

C. Supressing secular terms

The appearance of secular terms in a series expansion can be solved by using the Lindstedt-Poincaré technique. The main idea is to consider that the switching time can be written as a series in the driving strength

\[ \tau = \tau' \sum_{n=0}^{\infty} \frac{a_n}{n!} \left( \frac{\delta \lambda}{\lambda_0} \right)^n, \]  

(50)

where \( \tau' \) is the rescaled switching time. The coefficients \( a_n \) are obtained by demanding the removal of all divergent or non-vanishing terms (for large \( \tau \)) at each order. This becomes possible once Eq. (50) is inserted in the perturbative expansion obtained from nonlinear response theory and all functions of \( \tau \) are expanded in powers of \( \delta \lambda/\lambda_0 \). Then, new coefficients for each order have to be found and the coefficients \( a_n \) can be determined. Once the coefficients \( a_n \) are determined (upto a certain order), the whole power series is rearranged. Below, we describe with some detail how the coefficients \( a_0, a_1, a_2, \) and \( a_3 \) are obtained.

The series expansion of \( W_{\text{ex}} \) starts with a second-order term that is well-behaved,

\[ W^{(2)}_{\text{ex}} = \frac{\sin^2 \left( a_0 \lambda_0^{1/2} \tau' \right)}{8 a_2^2 \beta \lambda_0 \tau'^2} \left( \frac{\delta \lambda}{\lambda_0} \right)^2. \]  

(51)

As mentioned before, the first secular terms show up in \( W^{(4)}_{\text{ex}} \). To remove them, we plug Eq. (50) truncated up to second order in the expressions of \( W^{(2)}_{\text{ex}}, W^{(3)}_{\text{ex}} \) and \( W^{(4)}_{\text{ex}} \). We then expand all the terms up to the fourth-order and obtain the following combination of secular terms

\[ W^{(4)}_{\text{ex}} = - \frac{a_1^2 \sin^2 \left( a_0 \lambda_0^{1/2} \tau' \right)}{8 a_2^2 \beta} + \frac{a_1^2 \cos^2 \left( a_0 \lambda_0^{1/2} \tau' \right)}{8 a_2^2 \beta} + \frac{a_1 \cos \left( 2 a_0 \lambda_0^{1/2} \tau' \right)}{16 a_0 \beta} + \frac{\cos \left( 2 a_0 \lambda_0^{1/2} \tau' \right)}{128 \beta} + \ldots, \]  

(52)

First, we observe that \( a_0 = 1 \), since \( \tau \) is not rescaled at zeroth order. Thus these terms can be suppressed if we choose \( a_1 = -1/4 \). This is our first example of how to obtain the coefficients of Eq. (50).

The expansion mentioned above up to the fourth-order also involves the coefficient \( a_2 \). However, its value is determined only when we evaluate the series expansion up to the sixth order and demand that the secular terms appearing there vanish. Analogously, we have to go to the
9th order to determine the value of $a_3$. This procedure yields to

$$a_0 = 1, \quad a_1 = -\frac{1}{4}, \quad a_2 = \frac{5}{24}, \quad a_3 = -\frac{5}{16} \quad (53)$$

Substituting those values in the expression of the excess work expanded with Eq. (50), we produce a well-behaved series of the excess work up to 5th order

$$W^{(5)}_{\text{ex}} = \frac{\sin^2(\lambda_0^{1/2}\tau')}{8\beta\lambda_0\tau'^2} \left( \frac{\delta\lambda}{\lambda_0} \right)^2 - \frac{\sin^2(\lambda_0^{1/2}\tau')}{16\beta\lambda_0\tau'^2} \left( \frac{\delta\lambda}{\lambda_0} \right)^3 + \left( \frac{77}{768\beta\lambda_0\tau'^2} \right) + 13 \frac{17\sin(2\lambda_0^{1/2}\tau')}{128\beta\lambda_0^3\tau'^4} + 23 \frac{13\cos(2\lambda_0^{1/2}\tau')}{128\beta\lambda_0^3\tau'^4} + \left( \frac{-69}{512\beta\lambda_0^3\tau'^2} + \frac{39}{256\beta\lambda_0^5\tau'^4} \right) \left( \frac{\delta\lambda}{\lambda_0} \right)^4 + \left( \frac{15\cos(2\lambda_0^{1/2}\tau')}{512\beta\lambda_0^3\tau'^2} - \frac{39\cos(2\lambda_0^{1/2}\tau')}{256\beta\lambda_0^5\tau'^4} \right) \left( \frac{\delta\lambda}{\lambda_0} \right)^5 \quad (54)$$

Figure 4 presents a comparison between the exact solution and the perturbative expression up to 5th order and the exact result. It was used a driving strength $\delta\lambda/\lambda_0 = 0.5$, which is about the maximum value before a deviation appears between both results. The value of $\tau'$ is calculated from Eq. (50) using the coefficients $a_i$ obtained and the value of $\tau$ given as a boundary condition.

We remark that rescaling the switching time, whose value is one of the boundary conditions of the driving, is just a practical way of rescaling the frequency $\lambda_0^{1/2}$ since in all orders we have functions of the product $\lambda_0^{1/2}\tau$ [31, 32].

**D. Extension to quantum case**

The method developed previously can easily be extended to the quantum case. Consider a quantum system with a Hamiltonian $\mathcal{H}$. The first modification occurs at the Liouville equation, which becomes the Liouville-von Neumann equation

$$\dot{\rho} = \mathcal{L}\rho := \frac{i}{\hbar} [\rho, \mathcal{H}], \quad (55)$$

where $\mathcal{L}$ is the quantum Liouville operator, $\rho$ is the density matrix and $[\cdot, \cdot]$ is the commutator. In the Heisenberg picture, the quantum Liouville operator evolves a operator $\hat{\vartheta}$ in time in the following way

$$e^{-i\mathcal{L} \vartheta} := e^{i\frac{\vartheta}{\hbar}} e^{-i\frac{\mathcal{L}}{\hbar} \vartheta}. \quad (56)$$

Also the equilibrium average of an observable $\hat{\vartheta}$ is defined as

$$\langle \hat{\vartheta} \rangle := \text{Tr}(\hat{\vartheta} \hat{\rho}_e), \quad (57)$$

where $\hat{\rho}_e$ is the quantum canonical ensemble.

The development of a power series in the quantum case is based on a procedure identical to the one developed in Sec. II, but using the quantum Liouville operator. For example, for a quantum system of Hamiltonian

$$\hat{\mathcal{H}} = \hat{\mathcal{H}}_0 + \hat{\mathcal{H}}_1 g(t) \left( \frac{\delta \lambda}{\lambda_0} \right), \quad (58)$$

the quantum analogues to the first and second response functions are

$$\phi_1(t) = \frac{1}{\hbar} \text{Tr}([e^{-i\mathcal{L} \vartheta_0}, \hat{\mathcal{H}}_1]), \quad (59)$$

$$\phi_2(t) = -\frac{1}{\hbar^2} \text{Tr}([e^{-i\mathcal{L} [e^{-i\mathcal{L} \vartheta_0}, \hat{\mathcal{H}}_1]}, \hat{\mathcal{H}}_1]). \quad (60)$$

We applied this extension to the quantum case to calculate the thermodynamic work given by Eq. (1) of the quantum analogue of Eq. (40). The time-dependent Hamiltonian of such system is

$$\hat{\mathcal{H}}(t) = \hat{\rho}^2 + \left( \lambda_0 + \frac{t}{\tau} \delta \lambda \right) \hat{q}^2 \frac{2}{\tau}, \quad (61)$$

where $\hat{q}$ and $\hat{p}$ are the position and momentum operators respectively. The initial equilibrium situation was taken at temperature $T = 0$, which means that all equilibrium averages were taken in the ground state of the unperturbed Hamiltonian. We used the package DiracQ from Mathematica to proceed in the calculations [37].

In the present case, quantum nonlinear response theory leads to an asymptotic series of the excess work that is
For instance, the leading order reads,

$$\frac{1}{\beta} \rightarrow \frac{\hbar \sqrt{\lambda_0}}{2} := E_0,$$

(62)

For instance, the leading order reads,

$$W^{(2)}_{\text{ex}} = \frac{\hbar \sin^2(\lambda_0^{1/2}/2)}{16 \lambda_0^{1/2} \tau^2} \left( \frac{\delta \lambda}{\lambda_0} \right)^2,$$

(63)

Thus the asymptotic series are corrected by the same coefficients given in Eq. (53). In Fig. 5 we compare the analytical result of the excess work with the corrected series given by the nonlinear response theory and the Lindstedt-Poincaré method. The fact that the quantum and classical series are the same (upto a different prefactor) can be understood as a consequence of the existing analytical solution in both cases. In the case of a linear protocol for the stiffness parameter, it has been shown that Heisenberg’s equations are identical to the classical case [38, 39].

**IV. FINAL REMARKS**

This work reports the existence of secular terms in the perturbative expansion of the excess work obtained from nonlinear response theory. To recover a meaningful result for large switching times, we employed a multiple-scale method that successfully suppresses these secular terms. This approach implies a rescaling of the frequency of oscillation observed in the behavior of the excess work. The implementation of such rescaling was made through an expansion of the switching time in powers of the driving strength. In classical canonical perturbation theory, this is done only after the application of canonical transformations to action-angle variables which, in the context of nonequilibrium statistical physics, can be an unwanted step. Thus, our method has the advantage of keeping the formalism of nonlinear response theory unchanged. This rescaling of the frequency affects applications such as shortcuts to adiabaticity based on response theory [40] and possible future applications on optimization of the nonequilibrium work. We remark also that our approach can be used to obtain the non-equilibrium behavior of other quantities such as the relative entropy [41]. Finally, we expect the Lindstedt-Poincaré method presented here to be useful also in the nonlinear response theory obtained from stochastic dynamics. Analogously to the Hamiltonian case, the starting point of the perturbative expansion is also the partial differential equation for the phase-space distribution [11, 42].
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**Appendix A: Calculation of** $W_{qs}$

The quasistatic work is given by the difference of the equilibrium averages of the energies calculated along the quasistatic process

$$W_{qs} = \langle E_{i\text{q}} \rangle - \langle E_i \rangle,$$

(A1)

which are obtained by the conservation of the adiabatic invariant $\Omega(E, \lambda)$. This quantity is given by the area enclosed by the energy shell, which can be written as

$$\Omega(E, \lambda) = \int_0^E d\mathcal{H} \int_0^{2\pi} \mathcal{J}(\theta, \mathcal{H}) d\theta,$$

(A2)

where $\mathcal{J}$ is the Jacobian of the action-angle transformation $(q, p) \rightarrow (\theta, \mathcal{H})$. In the particular case of the harmonic oscillator, the adiabatic invariant is

$$\Omega(E, \lambda) = \frac{2\pi E}{\sqrt{\lambda}}.$$

(A3)

If the adiabatic invariant is conserved along the quasistatic process, it holds

$$E_{i\text{q}} = E_i \left( \frac{\lambda_i}{\lambda} \right)^{1/2}.$$

(A4)
Using Eq. (A4) on Eq. (A1), the quasistatic work becomes

\[ W_{qs} = \frac{1}{\beta} \left[ \left( \frac{\lambda_1}{\lambda_0} \right)^{1/2} - 1 \right]. \quad (A5) \]

Appendix B: Solutions of Eq. (40)

Given the initial conditions \( q(0) = q_0 \) and \( p(0) = p_0 \), the time-dependent Hamiltonian of Eq. (40) has the following exact solution

\[
q(t) = \frac{\pi}{\sqrt{\delta \lambda}} \left[ \text{Ai} \left( -\frac{t \delta \lambda + \lambda_0 \tau}{\delta \lambda^{2/3} \sqrt{\tau}} \right) \left( \sqrt{\tau} p_0 \text{Bi} \left( -\frac{\lambda_0 \tau^{2/3}}{\delta \lambda^{2/3}} \right) \right) + \sqrt{\delta \lambda} q_0 \text{Bi}' \left( -\frac{\lambda_0 \tau^{2/3}}{\delta \lambda^{2/3}} \right) \right],
\]

\[
p(t) = \frac{\pi}{\sqrt{\tau}} \left[ \text{Bi} \left( -\frac{t \delta \lambda + \lambda_0 \tau}{\delta \lambda^{2/3} \sqrt{\tau}} \right) \left( \sqrt{\tau} p_0 \text{Ai} \left( -\frac{\lambda_0 \tau^{2/3}}{\delta \lambda^{2/3}} \right) \right) + \sqrt{\delta \lambda} p_0 \text{Ai}' \left( -\frac{\lambda_0 \tau^{2/3}}{\delta \lambda^{2/3}} \right) \right],
\]

where \( \text{Ai}(x) \) and \( \text{Bi}(x) \) are respectively the Airy functions of first and second type, which are defined as

\[
\text{Ai}(x) \equiv \frac{1}{\pi} \int_0^\infty \cos \left( \frac{t^3}{3} + xt \right) dt,
\]

\[
\text{Bi}(x) \equiv \frac{1}{\pi} \int_0^\infty \left[ \exp \left( -\frac{t^3}{3} + xt \right) + \sin \left( \frac{t^3}{3} + xt \right) \right] dt.
\]

Appendix C: Expansion of \( W_{qs} \)

We are going to show that the quasistatic work

\[ W_{qs} = \frac{1}{\beta} \left[ \left( 1 + \frac{\delta \lambda}{\lambda_0} \right)^{1/2} - 1 \right] \quad (C1) \]

can be expressed as

\[ W_{qs} = \frac{1}{\beta} \sum_{n=1}^{\infty} (-1)^{n+1} \frac{(2n-3)!!}{2^n n!} \left( \frac{\delta \lambda}{\lambda_0} \right)^n. \quad (C2) \]

Consider, by analogy with the function of Eq. (C1), the following function

\[ f(x) = (1 + x)^{1/2} - 1. \quad (C3) \]

Being \( f(0) = 0 \), we state that the \( n \)-th derivative, for \( n \geq 1 \), is given by

\[ f^{(n)}(x) = (-1)^{n+1} \frac{(2n-3)!!}{2^n n!} (1 + x)^{-\frac{2n+1}{2}}. \quad (C4) \]

It is easy to see that the result holds for \( n = 1 \). Taking the derivative of Eq. (C4), we have

\[ f^{(n+1)}(x) = (-1)^{n+1} \frac{(2n+1)!!}{2^{n+1} (n+1)!} (1 + x)^{-\frac{2(n+1)+1}{2}}, \quad (C5) \]

which proves, by mathematical induction, our statement. As the Taylor expansion is given by

\[ f(x) = f(0) + \sum_{n=1}^{\infty} \frac{f^{(n)}(0)}{n!} x^n, \quad (C6) \]

Eq. (C2) holds by applying Eq. (C4) in Eq. (C6).
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