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ABSTRACT
This paper presents a survey of some of the most recent research work on the extraction phase of the Iris recognition system. Iris biometric system has been used for person recognition in wide applications where person identity authentication required for its stability and uniqueness as compared to other biometric systems. Iris based recognition systems consist of stages are Iris localization, normalization, feature extraction, and matching. The extraction of features influences the precision and reliability of the biometric system, so several methods have been used.
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1. INTRODUCTION
Personal identification is one of the most essential features of the security system. In recent years, biometric systems have become increasingly relevant to the functioning of the security system. Biometric refers to the measurable investigation of natural characteristics that are used in numerous technologies for individual identification, such as e-commerce, military, communication, etc. Biometric takes advantage of physiological or behavioral properties. Biometric, this quantifiable feature can be physical, such as the face, iris, distinctive fingerprint, hand geometry, and speech or behavioral, such as signature and beat writing [1]. Because of its uniqueness and stability over time, Iris is one of the most important biometric which is used for security concerns. It is a color circular piece of the human eye. The main function of the human iris is to manage the amount of lighting reaching the retina by controlling the diameter and size of the pupil. The iris is one of the inner parts of the human body, and it is secured by the cornea and eyelid [2]. Iris based recognition system is one of the most reliable security systems in recent years [3]. Iris has an exceptional sum of special points of interest, as outlined in Fig1. There are many ways to retrieve iris features since each method
gives a specific recognition rate; therefore, this work aims to review and compare modern methods through recognition rate in biometric systems.

The rest of this paper is organized as follows. Section 2 gives the main steps of iris-based recognition systems. Sections 3 and its subsections list briefly explain the most common methods used for iris texture feature extractions, followed by sections 4, which its Results and discussion, and section 5 are conclusions.

Figure 1: Iris images [4]

2- **IRIS RECOGNITION SYSTEM**

The essential stages of an iris recognition system are [5]:

**I. Image acquisition:**

The first stage consists of acquiring an input image from various devices. The quality of the image affects the overall performance of the recognition system.

**II. Iris localization:**

This stage aims to localize the circular zone between the pupil and the sclera region to extract its features.

**III. Normalization:**

The resolution of the sensor, which is used to capture an image and the imaging distance affects the estimate of the iris due to understudy expansion and withdrawal [6]. To address such varieties in the measure, the sectioned iris is more often than not unwrapped and transformed into a normalized arrange system. Normalization is the process of representing the sectioned circular iris as a rectangular form[7]. A broadly well-known procedure for iris normalization, Daugman’s rubber sheet model, convert all points within the segmented iris to a match of polar arranges [8].

**IV. Feature extraction stage and matching:**

The most important stage of a recognition system is feature extraction, which is responsible for extracting and encode the main feature and key points from the normalized iris region as the feature vector. Feature vector will be used to compare the test image with the other feature vectors stored in the database in the matching stage [6]. Fig 2 summarizes the overall stages of the recognition system.
3- IRIS FEATURES EXTRACTION METHODS

The iris region has a unique surface; in this way, each person can be precisely identified. The feature extraction strategies return the display of specific information in the iris area. It evaluates a few critical characteristics in an iris. Feature extraction methods can be divided into two groups [9];

1) Image or signal processing techniques consist of frequency and spatial domain.
2) Statistical processing techniques that analyze the spatial distribution of gray values.

Some of these methods are investigated in this work.

A. Gabor filter

The first method was used for iris recognition systems introduced by Daugman [6 - 10 -11]. This method involves surface division includes subdividing a picture into differently textured segments based on a filter-bank demonstration called Gabor filter. Gabor basic capacities are modulated sinusoidal functions by Gaussian functions. The features of iris are obtained by apply two-dimension (2D) Gabor filters. A few banks of Gabor filters are applied on normalized iris image, including 15, 20, 25, 30, 35 filters by shifting filters orientation and wavelengths. Two-dimension Gabor filter can be shown as Eq (1) [12]

\[ G(x, y, \theta, f) = e^{-\frac{1}{2} \left( \frac{x'^2}{\sigma_x} + \frac{y'^2}{\sigma_y} \right)} \cos(2\pi fx') \] (1)

\[ x' = x \cos \theta + y \sin \theta \] (2)

\[ y' = y \cos \theta - x \sin \theta \] (3)

where:
\( \partial x \): filters spatial size.
\( \theta \): angle orientation.
\( f \): frequency of the filter.

When an iris image is convolved with a bank of 20 filters, the Gabor filter has twenty imaginary and twenty real parts. A 2024 bit size feature vector, which is invariant to contrast the position of camera and illumination, was obtained by combing both imaginary and real parts [13].

B. Log-Gabor Filter

Log Gabor filter was used by P. Yaoand in [8], which is a signal processing technique similar to the Gabor filter presented by John Daugman [6]. It was used in a wide application in computer vision such as iris and fingerprint extraction. In common, whereas adjusted Log-Gabor is used to return the iris features rather than complex Gabor filter utilized in Daugman’s strategy. The main benefit of Log- Gabor filter over Gabor filter is the previous are entirely bandpass channels and the last mentioned is not. This property makes the Log-Gabor filters more reasonable to return the iris region's feature in any case of the foundation brightness. log-Gabor filters are used Gaussian transfer function on the logarithmic scale. Iris pictures are better coded by the log Gabor filter that has
Gaussian function when seen on the logarithmic scale. The recurrence reaction of a log-Gabor can be given as Eq (4) [9]:

\[
G(f) = \exp\left(-0.5 \times \log\left(f/f_0\right)^2 / \log(\sigma / f_0)^2\right)
\]

(4)

where
- \(f_0\): center frequency
- \(\sigma\): bandwidth of the filter

Log-Gabor minimizes the feature vector, but computational complexity was increased [2].

C. Discrete Cosine Transform (DCT)

Discrete cosine transform (DCT) is a signal processing technique that was used to extract iris features with low computation complexity and high accuracy as used in [14]. Input data is represented as a sum of sinusoids of varying magnitudes and frequencies in DCT. DCT is similar to Fourier transform (FT) in used sinusoidal premise capacities, but it differs between them is that cosine transform premise capacities are not complex; they utilize as it were only the real part (cosine function) and not sine function as a Fourier transform [15]. Signal was decomposed into its basic components when DCT was used. It compresses all the information of the iris and concentrates it in a few coefficients found within the upper-left corner. 2-D discrete cosine transform (DCT) condition for an \(N \times N\) picture is given by Eq(5) [16]:

\[
F(u, v) = C(u)C(v) \sum_{x=1}^{n-1} \sum_{y=1}^{n-1} f(x, y) \cos \left(\frac{2\pi(x+1)u}{2n}\right) \cos \left(\frac{2\pi(y+1)v}{2n}\right)
\]

(5)

where
- \(C(u) = C(v) = \frac{1}{\sqrt{2}}\) for \(u, v = 0\)
- \(C(u) = C(v) = \sqrt{\frac{2}{n}}\), for \(u, v \neq 0\)

\(C(u, v)\) is called DCT coefficients, and \(I(r, c)\) is the iris image data. Since this change employments, as it were the cosine work, it can be calculated utilizing on real number (not complex). The imperative include of the DCT, the include produces it so valuable in information compression, is that it takes related input information and concentrates its vitality in fair the primary few change coefficients [16].

D. Discrete Wavelet Transform (DWT)

As seen in [17], 2D DWT has been used in the iris feature extraction to reduce processing time and obtain a minimum reduction size. Wavelets' primary vital application is to prepare, transform data, and particularly compress image data. Compared to the DCT, DWT's essential benefit is that the DWT is located in both spatial and recurrent spaces [18]. In this way, a given signal shift will contain both spatial and recurrence data from that signal. The Wavelet Transform process is a simple concept. The original transformed of the iris was divided into 4 new sub-iris called LL, LH, HL, and HH based on its frequency and spatial components to replace it. Each sub-iris is \(\frac{1}{4}\) times the original iris as shown in fig 3 [19].

\[\text{Figure 3: Wavelet decomposition level}\]
E. Principal Component Analysis (PCA)

The principal component analysis has been used in [20-21-22] to extract features from the iris. PCA is a statistical technique that was used as a dimension reduction in various applications such as image compression, data analysis, data visualization, feature extraction, and pattern recognition. By using mathematical methods, it is used to transform large numbers of correlated variables into principal components, which are smaller uncorrelated variables. The primary principle component accounts for as much of the changeability within the information as conceivable, and each succeeding component accounts for as much of the remaining changeability as conceivable. The principal Component methodology permits the measurement of the eigenvalue deterioration of an information covariance matrix or specific regard weakening of an information matrix, more regularly than not after mean focusing the data for each quality [23]. Spatial global features are usually presented by the PCA.

F. Gray Level Co-occurrence Matrix (GLCM)

GLCM is a second-order statistic that estimates the properties of two or more-pixel values occurring in particular areas almost equivalent to one another. GLCM may be widely used as an iris texture examination strategy. It improves the points of interest for the image and gives a clarification. It improves the points of interest in the image and clarifies it. The GLCM could be a tabulation form of how often a diverse collection of grayscales takes place in an iris image [21]. In GLCM, the number of rows and columns is precisely increasing to the number of pixel brightness values within the image occurrence matrices, which develop completely different distances and orientations. The distance determines offset between reference and neighbor cells; increasing the distance increases the scale of the texture being sampled. A measurable GLCM-based extraction feature approach was used in [24, 25].

G. Local Binary Patterns (LBP)

In [26, 27] LBP was used for the extraction of iris texture features. Due to its quick performance and simple implementation, it is used for the classification of images in computer vision. By definition, for a pixel located at the point (x, y) of the local binary pattern, there is a double comparison of its value with the 8 neighbors (right-top, right-middle, right-bottom, left-top, etc.). In case the center pixel's esteem is more noteworthy than the neighbor's esteem, type "1." Something else, type "0" in the center of the 3 * 3 mask. This gives an 8-digit binary number (which is usually converted to a decimal number for convenience). LBP is working with a gray level image, so colored images should be converted to a gray level [28].

H. Sift descriptor (Scale-invariant Feature Transform)

Scale-invariant Feature Transform (SIFT) has been used for iris extraction features by D. G. Lowe [29] It was used for extraction of features and pattern recognition because of its robustness to scale, rotation, and change in illumination [30]. SIFT suggested an iris-based extraction system with few sub-regions alone. In this procedure, from cleared out of the iris, sub locales are trimmed underneath the understudy, center iris, 3 sides of iris, and 2 sides of iris. Filter descriptors, when connected to these sub-districts, provide low computational complexity with high accuracy for sub-districts taken from 2 sides of the iris.

4-RESULTS AND DISCUSSIONS

Table 1 summarizes the recognition rate for various extraction methods.

| No | Feature extraction methods                                      | Recognition rate |
|----|-----------------------------------------------------------------|------------------|
| 1  | Gabor filter                                                    | 99.9%            |
| 2  | Log-Gabor Filter                                                | 92.4%            |
| 3  | Discrete Cosine Transform (DCT)                                 | 96%              |
| 4  | Discrete Wavelet Transform (DWT)                                | 99.18%           |
| 5  | Principal Component Analysis (PCA)                              | 90.2%            |
| 6  | Gray Level Co-occurrence Matrix (GLCM)                          | 99.5%            |
| 7  | Local Binary Patterns (LBP)                                     | 99.87%           |
| 8  | Scale-invariant Feature Transform (SIFT)                        | 97.4%            |
As seen in Table I, a high recognition rate was obtained from the signal processing methods such as the Gabor filter, but with high computation cost, which leads to increase enrolment and verification time of the recognition system. Log Gabor filter minimizes the size of the feature vector, but less recognition rate as compared with the Gabor filter. DWT has small size feature vector, but some frequency component of the iris has been lost. DCT gives the smallest size of the feature vector as compared with other methods based on the strategies reviewed; statistical methods such as GLCM and LBP have been shown to provide low computational complexity and a small-scale feature vector leading to an increase in the speed of the recognition system. The SIFT procedure has the benefit of eliminating the iris normalization phase, which mainly reduces the complexity and computational cost of the recognition systems.

5-CONCLUSION

In recent years, Iris recognition systems are widely used in different applications. Based on the field of application, the different strategies utilized for iris feature extraction. Some of these strategies are surveyed in this paper. Based on the strategies reviewed, it is observed statistical methods such as GLCM and LBP have been shown to provide low computational cost and a high recognition rate, leading to an increase in the speed of the recognition system. This works can provide a platform for new feature extraction methods in iris-based recognition systems as future works.
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