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Abstract

A striking result of Acharya et al. [ADOS17] showed that to estimate symmetric properties of discrete distributions, plugging in the distribution that maximizes the likelihood of observed multiset of frequencies, also known as the profile maximum likelihood (PML) distribution, is competitive compared with any estimators regardless of the symmetric property. Specifically, given $n$ observations from the discrete distribution, if some estimator incurs an error $\varepsilon$ with probability at most $\delta$, then plugging in the PML distribution incurs an error $2\varepsilon$ with probability at most $\delta \cdot \exp(3\sqrt{n})$. In this paper, we strengthen the above result and show that using a careful chaining argument, the error probability can be reduced to $\delta^{1-c} \cdot \exp(c'n^{1/3+c})$ for arbitrarily small constants $c > 0$ and some constant $c' > 0$. In particular, we show that the PML distribution is an optimal estimator of the sorted true distribution: it is $\varepsilon$-close in sorted $\ell_1$ distance to the true distribution with support size $k$ for any $n = \Omega(k/(\varepsilon^2 \log k))$ and $\varepsilon \gg n^{-1/3}$, which are the information-theoretically optimal sample complexity and the largest error regime where the classical empirical distribution is sub-optimal, respectively. Our results also extend to various other symmetric properties and approximate PML distributions.

In order to strengthen the analysis of the PML, a key ingredient is to employ novel “continuity” properties of the PML distributions and construct a chain of suitable quantized PMLs, or “coverings”. We also construct a novel approximation-based estimator for the sorted distribution with a near-optimal concentration property without any sample splitting, where as a byproduct we obtain tight trade-offs between the polynomial approximation error and the maximum magnitude of coefficients in the Poisson approximation of 1-Lipschitz functions.
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1 Introduction

Symmetric property estimation is a fundamental problem in computer science and statistics with applications in neuroscience [RWdRvSB99], physics [VBB+12], ecology [Cha84, CL92, BF93, CCG+12], and beyond [PW06, PGM+01]. Over the past decade the optimal sample complexity for estimating various symmetric properties has been studied and resolved, including entropy [Pan03, Pan04, VV11a, JVHW15, WY16], support size [VV13, WY19], support coverage [OSW16, ZVV+16], distance to uniformity [VV11b, JHW18], sorted \( \ell_1 \) distance [VV11b, HJW18], Rényi entropy [AOST14, AOST17], and many others. A natural question is to come up with a universal estimator, an estimator that is sample competitive with respect to all symmetric properties.

Acharya et al. [ADOS17] showed that computing the profile maximum likelihood (PML), i.e. the distribution that maximizes the likelihood of observed multiset of frequencies, and returning the property value of this distribution attains optimal rates of sample complexity for estimating various symmetric properties. Formally, Acharya et al. showed that given \( n \) i.i.d. samples from an unknown distribution \( p \), if there exists an estimator for estimating a symmetric property \( f \) achieving error \( \varepsilon \) with success probability \( 1 - \delta \), then this PML-based plug-in approach achieves error \( 2\varepsilon \) with probability \( 1 - \delta e^{3\sqrt{n}} \). This result further implied an unified approach for estimating symmetric properties such as support size and coverage, entropy and distance to uniformity when the estimation error \( \varepsilon \gg n^{-1/4} \). The authors further argued that a \( \beta \)-approximate PML\(^1\) when \( \beta > \exp(-n^{1-\delta}) \) for any constant \( \delta > 0 \) suffices to get a unified approach that is sample optimal for \( \varepsilon \gg n^{- \min(1/4, \delta/2)} \).

Acharya et al. [ADOS17] posed two important open questions. In the first question they asked for a polynomial time algorithm to compute an \( \exp(-n^{1-\delta}) \)-approximate PML distribution for some constant \( \delta > 0 \). This open question was resolved recently in [CSS19a], where the authors present the first polynomial time algorithm to compute an \( \exp(-n^{2/3} \log n) \)-approximate PML distribution; the approximation factor was later improved to \( \exp(-\sqrt{n} \log n) \) by [ACSS20]. In their second open question, Acharya et al. suggested that the condition \( \varepsilon \gg n^{-1/4} \) may just be an artifact of analysis and asked for a better analysis of PML. Moreover in most of the previous works, the PML distribution is only studied in the context of symmetric property estimation and its fundamental understanding as a probability distribution remains largely unknown.

In this work we address the second open question. We show that the previous penalty term \( \exp(3\sqrt{n}) \), which upper bounds the cardinality of all possible PML distributions, is too pessimistic and does not account for the internal relationships between different PML distributions. Instead, we propose a novel continuity property of the PML distribution and show that pooling together similar PML distributions helps reduce the effective cardinality greatly. Specifically, by a careful chaining argument, the error probability of the PML-based plug-in approach can be reduced from \( \delta \exp(3\sqrt{n}) \) to \( \delta^{1-c} \exp(c' n^{1/3} + c) \) for arbitrarily small constant \( c > 0 \) with a large constant \( c' > 0 \). Consequently, for all the aforementioned symmetric properties, the PML-based plug-in approach attains the optimal sample complexity for any estimation error \( \varepsilon \gg n^{-1/3} \).

The improvement from \( n^{-1/4} \) to \( n^{-1/3} \), albeit seemingly tiny, in fact has striking consequences. First, we establish an analogy between the PML distribution and the classical maximum likelihood (ML) distribution (i.e. the empirical distribution), where just like the ML distribution is an optimal estimator of the hidden distribution, the PML distribution is an optimal estimator of the sorted hidden distribution. Specifically, based on \( n \) i.i.d. observations from the distribution

\(^1\)A \( \beta \)-approximate PML is the distribution that achieves a multiplicative \( \beta \)-approximation to the PML objective.
p with support size k, the ML distribution \( \hat{p}_{ML} \) satisfies
\[
P \left( \| \hat{p}_{ML} - p \|_1 \geq c\sqrt{k n} + \varepsilon \right) \leq \exp \left( -c' n \varepsilon^2 \right)
\]
for some constants \( c, c' > 0 \) and any \( \varepsilon > 0 \), which is rate-optimal in estimating the distribution \( p \) under the \( \ell_1 \) norm \([HIJW15, KOPS15]\). Similarly, the PML distribution \( \hat{p}_{PML} \) satisfies
\[
P \left( \| \hat{p}_{PML} - p \|_1, \text{sorted} \geq c\sqrt{k n \log n} + \varepsilon \right) \leq \exp \left( -c' n^{1-\delta} \varepsilon^2 \right)
\]
for \( \varepsilon \gg n^{-1/3} \) and any small constant \( \delta > 0 \), which is also known to be rate-optimal in estimating the distribution \( p \) under the sorted \( \ell_1 \) norm \([HIJW18]\). The above comparison shows that estimating the unsorted distribution is fundamentally different from the sorted distribution, and the PML distribution is the optimal estimator for the latter task. We remark that the additional assumption \( \varepsilon \gg n^{-1/3} \) is not superfluous as well: it is known in \([HIJW18]\) that the ML distribution becomes optimal in estimating the sorted distribution when \( \varepsilon \leq n^{-1/3} \) and there is a phase transition on the minimax rates. Hence, the condition \( \varepsilon \gg n^{-1/3} \) is the information-theoretically optimal range one may hope for an improvement over the ML distribution.

Second, we establish an analogy between the PML-based plug-in approach and the local moment matching approach established in \([HIJW18]\), both of which are unified approaches in the sense that they simply plug in some distribution which is independent of the specific symmetric property in hand. Specifically, both approaches are minimax rate-optimal in estimating the sorted distribution, and they both attain the optimal sample complexity for symmetric properties above the common error threshold \( \varepsilon \gg n^{-1/3} \). We conjecture that the above common threshold may be the price one needs to pay for any unified methodology of symmetric property estimation without the dependence on the specific property.

As a key intermediate step in the proof of the optimality of the PML distribution in estimating the sorted distribution, we require an estimator that along with other properties also needs to satisfy an exponentially small failure probability, whereas the previous estimator for sorted distribution in \([HIJW18]\) has an inverse polynomial failure probability which is not sufficient for our purposes. In our work, we propose a novel estimator of the sorted distribution that has optimal sample complexity and exhibits near-optimal concentration properties (therefore an exponentially small failure probability). Improving on the known ideas of splitting into local intervals and moment matching in each local interval in \([HIJW18]\), our new estimator is the solution to an explicit linear program and is the first estimator with sorted \( \ell_1 \) loss enjoying Gaussian-type tails. Moreover, unlike many of the previous works in property estimation which assume Poissonization and/or sample splitting to acquire independence, there is no sample splitting in our estimator and the estimation performance is directly measured in the i.i.d. sampling model. In particular, the removal of the sample splitting enables us to obtain tight trade-offs between the polynomial approximation error and the maximum magnitude of coefficients in the Poisson approximation of 1-Lipschitz functions, improving upon the results in \([VKVK19, VKK19]\).

1.1 Preliminaries and Notations
Throughout the paper we adopt the following notations. Let \( \mathbb{N} \) be the set of all positive integers, and for \( n \in \mathbb{N} \), let \([n] \triangleq \{1, 2, \ldots, n\}\). For reals \( a, b \in \mathbb{R} \), let \([a, b]\) and \((a, b)\) denote the closed and
open intervals from $a$ to $b$, respectively. For a finite set $A$, let $|A|$ be the cardinality of $A$. Let $\mathcal{M}$ denote a generic subset of all discrete distributions supported on $\mathbb{N}$, where the specific choice of $\mathcal{M}$ depends on the context\(^2\), and for $k \in \mathbb{N}$, let $\mathcal{M}_k$ be the set of all discrete distributions supported on $[k]$. Let $\text{Po}(\lambda)$ be the Poisson distribution with rate parameter $\lambda \geq 0$, and $\text{B}(n, p)$ be the Binomial distribution with number of trials $n$ and success probability $p \in [0, 1]$. We adopt the following asymptotic notations. For non-negative sequences $\{a_n\}$ and $\{b_n\}$, we write $a_n \lesssim b_n$ (or $a_n = O(b_n)$) to denote that $\limsup_{n \to \infty} a_n/b_n < \infty$, and $a_n \gtrsim b_n$ (or $a_n = \Omega(b_n)$) to denote $b_n \lesssim a_n$, and $a_n \asymp b_n$ (or $a_n = \Theta(b_n)$) to denote both $a_n \lesssim b_n$ and $b_n \lesssim a_n$. Moreover, let $\tilde{O}(\cdot)$, $\tilde{\Omega}(\cdot)$ and $\tilde{\Theta}(\cdot)$ denote the respective meanings within multiplicative poly-logarithmic factors in $n$. We also write $a_n \ll b_n$ to denote that $\limsup_{n \to \infty} n^\varepsilon a_n/b_n = 0$ for some small $\varepsilon > 0$, and $a_n \gg b_n$ to denote $b_n \ll a_n$.

Throughout the paper we will consider the following i.i.d. sampling model: let $p \in \mathcal{M}$ be an unknown discrete distribution, and the learner observes a sequence $x^n = (x_1, \ldots, x_n)$ of length $n$ drawn i.i.d. from the hidden distribution $p$. Specifically, the statistical model is given by

$$\mathbb{P}(p, x^n) = \prod_{i \in [n]} p(x_i),$$

where $p(x)$ denotes the probability mass of the domain element $x \in \mathbb{N}$. Based on the observation sequence $x^n$, we next review the definitions of histograms\(^3\) and profiles.

**Definition 1** (Histogram). Given a sequence $x^n \in [k]^n$ of length $n$, the histogram of $x^n$ is defined as a vector $h = (h_1, \ldots, h_k)$ with $h_j$ being the number of occurrences of symbol $j \in [k]$, i.e.,

$$h_j = \sum_{i \in [n]} \mathbb{1}(x_i = j).$$

**Definition 2** (Profile). Given a sequence $x^n \in [k]^n$ of length $n$ with a histogram $h = (h_1, \ldots, h_k)$, the profile $\Phi(x^n)$ of $x^n$ is defined as the vector $\phi = (\phi_1, \ldots, \phi_n)$ with $\phi_i$ being the number of symbols occurring $i$ times, i.e.,

$$\phi_i = \sum_{j \in [k]} \mathbb{1}(h_j = i).$$

Note that we exclude $\phi_0$ from the profile as we do not observe the unseen symbols and the domain size $k$ is unknown. Let $\Phi_n$ denote the set of all profiles generated by observations of length $n$.

The following lemma bounds the cardinality of distinct profiles.

**Lemma 1** ([HR18]). For any $n \in \mathbb{N}$, we have $|\Phi_n| \leq \exp(3\sqrt{n})$.

For a profile $\phi \in \Phi_n$ and a distribution $p \in \mathcal{M}$, let

$$\mathbb{P}(p, \phi) = \sum_{x^n \in \mathbb{N}^n : \Phi(x^n) = \phi} \mathbb{P}(p, x^n)$$

\(^2\)Typically $\mathcal{M}$ is chosen to be the set of all discrete distributions supported on some finite domain $[k]$ (e.g. in the estimation of entropy, distance to uniformity, and sorted distribution), but there are a few exceptions. For example, in the support size estimation $\mathcal{M}$ is the set of all discrete distributions supported on $\mathbb{N}$ with all non-zero probability masses at least $1/k$, and in the support coverage estimation $\mathcal{M}$ can be the entire set of discrete distributions on $\mathbb{N}$.

\(^3\)Histograms are also known as *types* in the information theory literature.
be the probability of observing a sample \( x^n \) with profile \( \phi \) under \( p \). Further, for any subset \( S \subseteq \Phi_n \), we use the \( P(p, S) \) to denote the following:

\[
P(p, S) = \sum_{\phi \in S} P(p, \phi).
\]

The profile of a sequence is a sufficient statistic for any symmetric property estimation and it further motivates the following definition of profile maximum likelihood.

**Definition 3 (PML).** Given a profile \( \phi \in \Phi_n \), the profile maximum likelihood (PML) distribution is defined as

\[
p_{\text{PML}} = \arg \max_{p \in \mathcal{M}} P(p, \phi),
\]

where \( \mathcal{M} \) is the feasible set of all probability distributions when solving the PML distribution. Further for any \( \beta \in (0, 1] \), the distribution \( p^{\text{PML}, \beta} \in \mathcal{M} \) is a \( \beta \)-approximate PML distribution if it satisfies

\[
P(p^{\text{PML}, \beta}, \phi) \geq \beta \cdot \max_{p \in \mathcal{M}} P(p, \phi).
\]

We call function \( d : \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R}_+ \) a pseudo-metric if it is non-negative, symmetric and satisfies the triangle inequality. The pseudo-metric \( d(p, q) \) may be measured directly based on norms of distributions (such as the \( \ell_1 \) and \( \ell_2 \) norms of \( p - q \)), or via properties of distributions, e.g. \( d(p, q) = |f(p) - f(q)| \) is the distance between \( p \) and \( q \) based on a general property \( f : \mathcal{M} \rightarrow \mathbb{R} \). In the above property estimation example, we may also interpret \( d(p, q) \) as the estimation error of \( f(p) \) when one uses a plug-in estimator \( f(q) \) based on the distribution \( q \). Let \( \mathcal{A} \) be a general action space containing all possible outputs of estimators. We call a loss function \( L : \mathcal{A} \times \mathcal{M} \rightarrow \mathbb{R}_+ \) to be compatible with \( d \) if and only if for any \( p, q \in \mathcal{M} \) and action \( a \in \mathcal{A} \), the following triangle inequality holds:

\[
d(p, q) \leq L(a, p) + L(a, q).
\] (1)

In the above property estimation example, the action space is \( \mathcal{A} = \mathbb{R} \) since each action corresponds to an estimate of \( f(p) \). Hence, a natural compatible loss function is \( L(a, p) = |a - f(p)| \), i.e. the difference between the estimate \( a \) and the true property value \( f(p) \).

The main pseudo-metric \( d \) considered in this work is the sorted \( \ell_1 \) distance between discrete distributions. Specifically, For discrete distributions \( p, q \in \mathcal{M}_k \), the sorted \( \ell_1 \) distance between \( p \) and \( q \) is defined as

\[
\|p - q\|_1 \triangleq \sum_{i=1}^k |p(i) - q(i)|.
\] (2)

where \( p(1) \leq p(2) \leq \cdots \leq p(k) \) and \( q(1) \leq q(2) \leq \cdots \leq q(k) \) are the sorted versions of distributions \( p \) and \( q \), respectively. By a simple rearrangement inequality, the sorted \( \ell_1 \) distance is also the minimum \( \ell_1 \) distance between the unlabeled distributions \( p \) and \( q \) under all possible labelings (or permutations). There is also an equivalent formulation of the sorted \( \ell_1 \) distance in terms of the
Wasserstein distance: for \( p = (p_1, \ldots, p_k) \in \mathcal{M}_k \), let the probability measure associated with \( p \) be
\[
\mu_p \triangleq \frac{1}{k} \sum_{i=1}^{k} \delta_{p_i},
\]
(3)
where \( \delta_x \) denotes the Dirac point mass at \( x \). Then \([\text{HJW18}, \text{Lemma 7}]\) shows that
\[
\|p - q\|_1^\leq = k \cdot W_1(\mu_p, \mu_q),
\]
(4)
where \( W_1(\cdot, \cdot) \) is the Wasserstein-1 distance associated with the usual metric \( d(x, y) = |x - y| \) on \( \mathbb{R} \) defined as
\[
W_1(P, Q) \triangleq \inf_{X \sim P, Y \sim Q} \mathbb{E}|X - Y|,
\]
and the infimum is taken over all possible couplings of \((P, Q)\). Hence, let the action space \( A \) be the set of all possible probability measures, then the loss \( L(\mu, p) = kW_1(\mu, \mu_p) \) is compatible with the sorted \( \ell_1 \) metric. Note that we slightly enlarged the action space and do not restrict \( \mu \) to take the form of \( \mu_q \) for some \( q \in \mathcal{M}_k \).

Finally, we introduce a definition of \((\alpha, \beta)-\)closeness between discrete distributions which will be useful in stating the main results.

**Definition 4** \(((\alpha, \beta)-\)closeness). For any \( \alpha, \beta \in (0, 1) \) and a discrete distribution \( p = (p_1, \ldots, p_k) \), we call that another distribution \( p' = (p'_1, \ldots, p'_k) \) is \((\alpha, \beta)-\)close to \( p \) iff the following three conditions hold:
\[
\begin{align*}
\bullet & \quad p_i = 0 \implies p'_i = 0 \quad \bullet \quad p_i \leq \alpha \implies p'_i \leq \alpha \quad \bullet \quad p_i > \alpha \implies \frac{p_i}{1 + \beta} \leq p'_i \leq p_i.
\end{align*}
\]

### 1.2 Main Results

In this section we state the main results of our paper. Our first result presents a generic competitive nature of the PML distribution compared with any other estimator depending only on the profile, with an improved competitive ratio on the probability of error.

**Theorem 1.** Let \( d : \mathcal{M} \times \mathcal{M} \to \mathbb{R}_+ \) be a pseudo-metric and \( L \) be a loss function compatible with \( d \). Suppose there exists an estimator \( \hat{T} \) depending only on the profile of \( n \) i.i.d. observations from \( p \) that satisfies
\[
P(L(\hat{T}, p) \geq \varepsilon) \leq \delta, \quad \forall p \in \mathcal{M}.
\]
(5)
Then for any constants \( A > 0, c > 0 \), there exists an absolute constant \( c' = c'(A, c) > 0 \) such that the PML distribution \( \hat{p}^{\text{PML}} \) restricted to \( \mathcal{M} \) satisfies
\[
P(d(\hat{p}^{\text{PML}}, p) \geq 2\varepsilon + \varepsilon') \leq \delta^{1-c} \cdot \exp(c'n^{1/3+c}), \quad \forall p \in \mathcal{M},
\]
where \( \varepsilon' = \sup \{ d(p, p') : p, p' \in \mathcal{M}, \ p' \text{ is } (n^{-A}, 3n^{-A/2})-\text{close to } p \} \).
Informally, Theorem 1 shows that the PML distribution is competitive in the sense that, if there exists an estimator \( \hat{T} \) depending only on the profile which is \( \varepsilon \)-close to the true distribution under a general loss with probability at least \( 1 - \delta \), then the PML distribution is also \( (2 + o(1)) \varepsilon \)-close to the true distribution with probability at least \( 1 - \delta^{1-c} \exp(c'n^{1/3+c}) \). Hence, for estimators with error probability \( \delta \) larger than \( \exp(-n^{1/3-\delta'}) \) for any \( \delta' > 0 \), the PML distribution has the same error exponent as those estimators.

To the authors’ knowledge, Theorem 1 is the first improvement on the error probability of the vanilla PML distribution over the only known result in [ADOS17] that uses a simple union bound approach. Compared with [ADOS17], Theorem 1 provides a refined error probability of the PML estimator where the multiplicative factor reduces from \( \exp(3\sqrt{n}) \) to \( \exp(c'n^{1/3+c}) \) for constant \( c \to 0 \). The dependence on \( \delta \) becomes slightly worse (as it changes from \( \delta \) to \( \delta^{1-c} \)), but it does not change the asymptotic order of the exponent as \( \delta \) needs to be exponentially small for a non-trivial final probability of Theorem 1. The additional term \( \varepsilon' \) is mostly technical, and for typical metric \( d \) this quantity satisfies \( \varepsilon' \leq n^{-C} \) for an arbitrarily large exponent \( C > 0 \) after choosing the parameter \( A > 0 \) large enough (see the examples in Corollary 1). Since for most statistical estimation problems the error \( \varepsilon \) of interest is at least the parametric rate \( \Omega(n^{-1/2}) \), the additional term \( \varepsilon' \) will be much smaller than \( \varepsilon \). Finally, by looking at the proof of Theorem 1, similar results also hold for approximate PML distributions: for any \( \beta \)-approximate PML with \( \beta \in (0, 1) \), under condition (5) it holds that

\[
\mathbb{P}(d(p_{\text{PML}}^\beta, p) \geq 2\varepsilon + \varepsilon') \leq \frac{\delta^{1-c}}{\beta} \cdot \exp(c'n^{1/3+c}), \quad \forall p \in \mathcal{M}_k.
\]

Therefore, any \( \exp(-O(n^{1/3})) \)-approximate PML distribution gives the same rate as Theorem 1.

Choosing \( d(p, q) = |f(p) - f(q)| \) for general symmetric properties \( f \), a direct consequence of Theorem 1 is on the estimation performance of the PML plug-in approach in symmetric property estimation. Specifically, the following corollary shows that, for various symmetric property estimation problems, the PML plug-in estimator achieves the optimal sample complexity in a wider error regime than those established in previous works.

**Corollary 1.** Let \( n \) be the optimal sample complexity for estimating entropy, support size, support coverage, or the distance to uniformity within accuracy \( \varepsilon \). If \( \varepsilon \gg n^{-1/3} \), then the PML plug-in estimator attains the rate-optimal sample complexity for estimating these properties to accuracy \( (2 + o(1))\varepsilon \).

Our second result is specialized to some intrinsic properties of the PML distribution without introducing any external properties. Specifically, we show that the PML distribution is an optimal estimator of the true distribution under the sorted \( \ell_1 \) distance. To apply the result of Theorem 1, we first need the following intermediate result on the estimation of sorted distribution.

**Theorem 2.** For any \( k \geq 1 \), \( p \in \mathcal{M}_k \) and \( \delta > 0 \), there exist constants \( c, c' > 0 \) and an estimator \( \hat{\mu} \) depending only on the profile of \( n \) i.i.d observations from \( p \) such that, if \( \varepsilon \geq n^{\delta-1/3} \), then

\[
\mathbb{P}\left(k \cdot W_1(\hat{\mu}, \mu_p) \geq c \sqrt{\frac{k}{n \log n}} + \varepsilon\right) \leq \exp(-c'n^{1-\delta/2} \varepsilon^2).
\]

The following corollary on the sample complexity is immediate from Theorem 2.
Corollary 2. For any $k \geq 1$ and $\delta > 0$, there exist constants $c, c' > 0$ and an estimator $\hat{\mu}$ depending only on the profile of $n \geq k/(\varepsilon^2 \log k)$ i.i.d observations from $p$ such that, if $\varepsilon \geq n^{\delta-1/3}$ and $p \in \mathcal{M}_k$, then

$$\mathbb{P}(k \cdot W_1(\hat{\mu}, \mu_p) \geq \varepsilon \varepsilon) \leq \exp(-c' n^{1-\delta} \varepsilon^2)$$.

Let us compare Theorem 2 with the performance of the empirical distribution $\hat{p}$: the expected $\ell_1$ distance result in [HJW15, KOPS15] together with the McDiarmid’s inequality gives

$$\mathbb{P} \left( \| \hat{p} - p \|_1 \geq c \sqrt{\frac{k}{n} + \varepsilon} \right) \leq \exp(-c' n \varepsilon^2)$$

for any $\varepsilon > 0$. Hence, the result in Theorem 2 gives a logarithmic improvement over the empirical estimator on the expected sorted $\ell_1$ loss, also with a near-optimal exponential concentration. Moreover, it was proved in [HJW18] that the minimax risk is $\Theta(\sqrt{k/(n \log n)}) + \tilde{O}(\sqrt{k/n} \land n^{-1/3})$, and therefore the optimal sample complexity of the sorted distribution estimation within error $\varepsilon$ is $\Theta(k/(\varepsilon^2 \log k))$ if $\varepsilon \gg n^{-1/3}$, and is $\Theta(k/\varepsilon^2)$ otherwise. In other words, the error assumption $\varepsilon \gg n^{-1/3}$ exactly corresponds to the interesting regime where logarithmic improvements over the empirical estimator are possible, and the estimator in Theorem 2 achieves the optimal minimax rate in this regime.

The previous work [HJW18] obtained a similar result to Theorem 2 and matching minimax lower bounds, but a failure probability only polynomial in $n$, i.e. $O(n^{-5})$, was proved. Moreover, the estimator in [HJW18] requires sample splitting and solves multiple feasibility programs, which is difficult to prove a super-polynomial failure probability and also computationally expensive to solve. In this paper, we construct the estimator $\hat{\mu}$ by solving a single linear program without any sample splitting, with a super-polynomially small failure probability from which the applications of Theorem 1 benefit. These new insights also generalize to the estimation of general symmetric properties, and even lead to an improved result in approximation theory. We refer to Section 3.3 for more details.

We are now ready to prove that the PML distribution is close to the sorted hidden distribution. Recall the choice of the pseudo-metric $d(p, q) = \|p - q\|_1^\diamond$ and compatible loss $L(\mu, p) = kW_1(\mu, \mu_p)$ in the previous section. The next result is a direct consequence of Theorems 1 and 2.

**Theorem 3.** For any $k \geq 1$, $p \in \mathcal{M}_k$ and $\delta > 0$, there exist constants $c, c' > 0$ such that given $n$ i.i.d observations from distribution $p$, if $\varepsilon \geq n^{\delta-1/3}$, then

$$\mathbb{P} \left( \|p^{\text{PML}} - p\|_1 \geq c \sqrt{\frac{k}{n \log n} + \varepsilon} \right) \leq \exp(-c' n^{1-\delta} \varepsilon^2)$$.

Since $\varepsilon \geq n^{\delta-1/3}$, the failure probability $\exp(-c' n^{1-\delta} \varepsilon^2)$ of the optimal estimator $\hat{\mu}$ in Theorem 2 is small enough to offset the amplification factor $\exp(c' n^{1/3+c})$ for the PML distribution in Theorem 1. The following corollary on the sample complexity of PML distribution in estimating sorted $\ell_1$ distance is immediate from Theorem 3.

**Corollary 3.** For any $k \geq 1$, $p \in \mathcal{M}_k$ and $\delta > 0$, there exist constants $c, c' > 0$ such that given $n \geq k/(\varepsilon^2 \log k)$ i.i.d observations from distribution $p$, if $\varepsilon \geq n^{\delta-1/3}$, then

$$\mathbb{P} \left( \|p^{\text{PML}} - p\|_1 \geq c \varepsilon \right) \leq \exp(-c' n^{1-\delta} \varepsilon^2)$$.
Corollary 3 shows that, over the entire interesting error regime $\varepsilon \gg n^{-1/3}$ where the classical empirical distribution is sub-optimal, the PML distribution attains the optimal sample complexity $n = \Omega(k/(\varepsilon^2 \log k))$. In other words, either the empirical distribution or the PML distribution is minimax rate-optimal in estimating sorted discrete distributions under all parameter configurations.

1.3 Related Work

Following the principle of maximum likelihood proposed by Ronald Fisher and its success in the classical Hájek–Le Cam asymptotic theory [VdV00, Chapter 9], [OSVZ04] suggested the concept of the profile maximum likelihood with the symbol labels discarded, and [OSVZ11] summarized some basic properties of the PML. Since then, a series of work were devoted to the computational side of the PML, where approaches such as the Bethe/Sinkhorn approximation [Von12, Von14], the EM algorithm [OSS+04], algebraic approaches [ADM+10] and a dynamic programming approach [PJW19] were proposed to compute an approximate PML. Very recently, [CSS19a] proposed the first polynomial-time algorithm that provably computes an $\exp(-n^{2/3} \log n)$-approximate PML distribution. This result was later improved in [ACSS20], where the authors present a polynomial time algorithm to compute an $\exp(-\sqrt{n \log n})$-approximate PML distribution.

Recently, [ADOS17] studied the statistical side of the PML, where they showed that PML based plug-in approach is competitive to the optimal estimator in symmetric functional estimation. Building on this result, [HO19a] showed the broad optimality of the PML in a number of applications such as Lipschitz functional estimation, Rényi entropy estimation, sorted distribution estimation, and the uniformity testing. Since [HO19a] did not improve on the analysis of the PML, their optimality results are only applicable for the estimation error $\varepsilon \gg n^{-1/4}$ or larger. Using a more direct (property specific) approach, the authors in [CSS19b] showed that the PML based estimator is sample complexity optimal in estimating support for all regimes of error parameter $\varepsilon$; however their analysis does not extend to any other symmetric property. Apart from PML, work of [CSS19b] and [HO19a] independently propose a modification of PML that they call pseudo/truncated PML. Although this modification results in an estimator that is competitive with optimal estimator in a larger error regime, the modification (weakly) depends on the property in hand. Under the empirical Bayes setting, the notion of the population maximum likelihood in [VKVK19, VKK19] is similar in spirit to the PML, while the population likelihood admits a much simpler additive form and is therefore easier to deal with. Therefore, our work is the first improvement over [ADOS17] on the general statistical properties of the vanilla PML without any modifications.

The problem of symmetric property estimation, or functional estimation in general, has been extensively studied in the past decade. Specifically, the minimax-optimal estimation procedures have been found for many non-smooth 1D properties, including the entropy [Pan03, Pan04, VV11a, JVIW15, WY16], $L_1$ norm of the mean [CL11], support size [VY13, WY19], support coverage [OSW16, ZVV+16], distance to uniformity [VV11b, JHW18], and general 1-Lipschitz functions [HO19a, HO19b]. Similar procedures can also be generalized to 2D functionals [HJW16, BZLV18, JHW18] and nonparametric problems [LNS99, HJM17, IIJWW17]. We refer to the survey paper [Ver19] for an overview of the results. However, in most of these works the constructed estimator requires a sample splitting and is only proved to work in Poissonized models, with possibly the only exception [HJWW17] which applies a careful Efron–Stein–Steele inequality to the i.i.d. sampling model. The above issues prevent people from constructing minimax optimal estimators.
in the original sampling model with good concentration properties, e.g. in the example of sorted distribution estimation.

The sorted distribution estimation, or the estimation of the parameter multiset, was studied in [HJW18] for discrete distributions and [RW19] for the Gaussian location model. The minimax optimal procedures in the above works are mainly based on method of moments dating back to [Pea94], which was also used in [HP15, WY18] for learning Gaussian mixtures and [KV17, TKV17] for learning a population of parameters. However, the above performance guarantees only hold in expectation, and it is highly challenging to construct an estimator with an exponential concentration property due to the complicated and potential unstable nature of the method of moments. Building on [ADOS17] and a suitable covering of 1-Lipschitz functions, the closeness of the PML distribution to the sorted distribution was established in [HO19a] for estimation error \( \varepsilon \geq n^{-0.1} \) and later improved in [HO20] to \( \varepsilon \gg n^{-1/8} \). However, the arguments are indirect which factor through the estimation of general 1-Lipschitz functionals, and the error thresholds are still far from the optimal threshold \( \varepsilon \gg n^{-1/3} \) established in [HJW18].

1.4 Organization

The rest of the paper is organized as follows. Section 2 presents the proof of Theorem 1, where we propose a notion of continuity on the PML distributions and apply a novel chaining argument. Section 3 presents the detailed construction of the optimal estimator for the sorted distribution and the roadmap of the proof of Theorem 2. In particular, in Section 3.3 we obtain an improved trade-off between the polynomial approximation error and the maximum magnitude of coefficients in the Poisson approximation of 1-Lipschitz functions, which may be of independent interest in approximation theory. Remaining proofs are relegated to the appendices.

2 Refined Analysis of PML

This section is devoted to the proof of Theorem 1. Recall that the error probability \( \delta \exp(3\sqrt{n}) \) in [ADOS17] follows from a union bound over all the possible profiles and the cardinality bound in Lemma 1. To improve over this bound, we provide some useful form of “continuity” properties of the PML distribution and show that each PML distribution can be approximated by a smaller set of distributions. Hence, using the “covering” of the smaller set of distributions, a union bound over the covering leads to an improved error probability. Finally, using a chaining argument (or a hierarchy of coverings) as in the literature on uniform concentration inequalities [Dud67, Tal06], we obtain the desired upper bound as in Theorem 1.

Toward this direction, we now provide the key continuity lemma for the space of PML estimators. This continuity lemma shows that the set of all PML distributions \( p_\phi \) with respect to \( \phi \in \Phi_n \) can be approximated (or covered) by a smaller set of distributions up to certain approximation factors that are formally stated next.

Lemma 2 (Continuity lemma). Let \( A \geq 2, c_0 \in (0, 1), r, s \) be arbitrary constants with \( 0 < s < r \leq 1/2 \), and \( M_0 \subseteq M \) be the set of probability distributions with minimum non-zero probability mass at least \( 1/(2n^4) \). Then there exists a constant \( c = c(A, c_0, r, s) > 0 \) and a subset of probability distributions \( \mathcal{N} \subseteq M_0 \) such that

1. \( |\mathcal{N}| \leq \exp(cn^s \log n) \);
2. for any \( p \in \mathcal{M}_0 \), there exists some \( q \in \mathcal{N} \) such that for all \( S \subseteq \Phi_n \), it holds that
\[
\mathbb{P}(p, S) \geq \mathbb{P}(q, S)^{1/(1-c_0^n-c)} \exp\left(-cn^{1-2r+2s}\right),
\]
\[
\mathbb{P}(q, S) \geq \mathbb{P}(p, S)^{1/(1-c_0^n-c)} \exp\left(-cn^{1-2r+2s}\right).
\]

The proof of Lemma 2 relies on a Poissonization and the computation of the \( \chi^m \)-divergence for some large parameter \( m \), where \( \chi^m(P\|Q) = \mathbb{E}_Q[(dP/dQ)^m] \) is a generalization of the \( \chi^2 \)-divergence (up to an additive constant 1). The detailed proof is postponed to the appendix, and the usage of the \( \chi^m \)-divergence is motivated by an analogous covering result under the KL divergence in [ADO12].

We are ready to bound the failure probability of the PML based estimator and the following lemma will be useful to handle some technical details.

**Lemma 3** (A slight variant of Lemma 4.1 in [CSS19a]). Fix a constant \( A \geq 2 \). For any probability distribution \( p \in \mathcal{M} \) and any given profile \( \phi \in \Phi_n \), there exists another probability distribution \( p' \in \mathcal{M} \) with minimum non-zero probability mass at least \( 1/(2n^A) \) such that \( p' \) is \((n^{-A}, 3n^{-A/2})\)-close to \( p \) (cf. Definition 4), and
\[
\mathbb{P}(p', \phi) \geq e^{-6} \cdot \mathbb{P}(p, \phi).
\]

The organization of this section is as follows. In Section 2.1, we provide a warmup example using a one-stage covering, which reflects our main ideas and leads to a slightly weaker result compared to Theorem 1. Then a general chaining argument is provided in Section 2.2.

### 2.1 Warmup: One-stage Covering

Here we show how the application of Lemma 2 gives a failure probability of \( \delta^{1-c} \exp(c'n^{3/8} \log n) \) for the PML based plug-in estimator. This result reflects the main idea of our proof and already improves over the failure probability of \( \delta \exp(3\sqrt{n}) \) in [ADOS17]. Later in the next subsection, we show that the exponent approaches to \( n^{1/3} \) (therefore Theorem 1) by repeating this procedure several times.

Fix any probability distribution \( p \in \mathcal{M} \). Define the set of “good” profiles with respect to distribution \( p \) as follows
\[
G = \{ \phi \in \Phi_n : L(\hat{T}(\phi), p) \leq \varepsilon \},
\]
these are thee profiles on which the estimator \( \hat{T} \) incurs a small loss under \( p \). The following lemma shows that the estimator \( \hat{T} \) also incurs a small loss on all the distributions \( q \) that put a large probability mass on \( G \). Therefore the value of \( d(q, p) \) is small as well.

**Lemma 4.** Under the assumption of Theorem 1, if \( \mathbb{P}(q, G) > \delta \) for some \( q \in \mathcal{M} \), then \( d(q, p) \leq 2\varepsilon \).

**Proof.** The proof of this result follows from the application of condition (5) and a triangle inequality. We use the technique of proof by contradiction and assume by contradiction that \( d(q, p) > 2\varepsilon \).
Recall from the definition of $G$ that $L(T(\phi'), p) \leq \varepsilon$ for all $\phi' \in G$. By the compatibility assumption (1) of $L$ we have $d(p, q) \leq L(T(\phi'), p) + L(T(\phi'), q)$ and therefore $L(T(\phi'), q) > \varepsilon$ for all $\phi' \in G$. In other words,

$$P\left(q, \{\phi' \in \Phi_n : L(T(\phi'), q) > \varepsilon\}\right) \geq P(q, G) > \delta,$$

a contradiction to the assumption of Theorem 1 and we conclude the proof. \hfill \Box

For each $\phi \in \Phi_n$, let $p_\phi$ be the PML distribution and $p'_\phi$ be the approximate PML distribution returned by Lemma 3. By Lemma 4, the following upper bound for the failure probability of PML estimator holds:

$$P\left(p, \{\phi \in \Phi_n : d(p_\phi, p) > 2\varepsilon + \epsilon'\}\right) \leq P\left(p, \{\phi \in \Phi_n : d(p'_\phi, p) > 2\varepsilon\}\right) \leq P(p, \Phi_n \setminus G) + P\left(p, \{\phi \in G : d(p'_\phi, p) > 2\varepsilon\}\right) \leq \delta + \sum_{\phi \in G} P(p, \phi) \cdot 1(P(p'_\phi, G) \leq \delta), \tag{8}$$

where the first inequality follows from the triangle inequality and the closeness condition given by Lemma 3. In the third inequality we use the following assumption of Theorem 1, $P(p, \Phi_n \setminus G) \leq \delta$.

Before proceeding to our proof, we first review the proof from [ADOS17] that upper bounds the probability in (8). For any $\phi \in G$ by the definition of distributions $p_\phi$ and $p'_\phi$ we have,

$$P(p'_\phi, G) \geq P(p'_\phi, \phi) \geq e^{-6}P(p_\phi, \phi) \geq e^{-6}P(p, \phi).$$

Therefore,

$$\sum_{\phi \in G} P(p, \phi) \cdot 1(P(p'_\phi, G) \leq \delta) \leq \sum_{\phi \in G} P(p, \phi) \cdot 1(P(p, \phi) \leq e^6\delta) \leq e^6\delta \cdot |G| \leq e^6\delta \cdot \exp(3\sqrt{n}),$$

where in the last step we have used Lemma 1.

We improve the above analysis and, in particular, the potentially loose inequality $P(p'_\phi, G) \geq P(p'_\phi, \phi)$. We use our continuity lemma (Lemma 2) to make this improvement. In our analysis we work with approximate PML distributions $(p'_\phi)$ returned by Lemma 3 and further perform a quantization (or discretization) of $p'_\phi$ for each $\phi \in G$.

For all $\phi$, $p'_\phi \in M_0$ and we apply Lemma 2 to construct a distribution $q_\phi \in N$ such that the inequalities in Lemma 2 hold. We specify the value for parameters $(r, s)$ later. The set $N$ only consists of $N \triangleq |N| \leq \exp(cn^r \log n)$ distributions and we write $N = \{q_1, \ldots, q_N\}$, where $q_i$ denotes the $i$'th distribution in the set $N$. Define,

$$G_i = \{\phi \in G : q_\phi = q_i\}, \quad \forall i \in [N]. \tag{9}$$

Using this definition, we upper bound the probability in (8) as follows,

$$P\left(p, \{\phi \in \Phi_n : d(p_\phi, p) > 2\varepsilon + \epsilon'\}\right) \leq \delta + \sum_{i=1}^{N} P(p, G_i) \cdot 1(\exists \phi \in G_i : P(p'_\phi, G_i) \leq \delta). \tag{10}$$

We now show that if $P(p'_\phi, G_i)$ is small for some $\phi \in G_i$, then $P(p, G_i)$ must be small as well and we use the quantized distribution $q_i$ to relate the probability values. Consider any $\phi_0 \in G_i$, let
$p_{\phi_0}$ be the PML distribution and $p'_{\phi_0}$ be the approximate PML distribution returned by Lemma 3. Apply Lemma 2 to $p'_{\phi_0}$, let $q_{\phi_0} \in \mathcal{N}$ be the quantized distribution. As $\phi_0 \in G_i$, we have $q_{\phi_0} = q_i$ and the following chain of inequalities holds:

$$\Pr (p'_{\phi_0}, G_i) \geq \Pr (q_i, G_i)^{1/(1-c_0n^{-s})} \exp (-cn^{1-2r+s})$$

$$= \left( \sum_{\phi \in G_i} \Pr (q_i, \phi) \right)^{1/(1-c_0n^{-s})} \exp (-cn^{1-2r+s})$$

$$(b) \geq \left( \sum_{\phi \in G_i} \Pr (p', \phi)^{1/(1-c_0n^{-s})} \exp (-cn^{1-2r+s}) \right)^{1/(1-c_0n^{-s})} \exp (-cn^{1-2r+s})$$

$$(c) \geq \left( \sum_{\phi \in G_i} \left[ e^{-6\Pr (p, \phi)^{1/(1-c_0n^{-s})}} \right]^{1/(1-c_0n^{-s})} \exp \left( -cn^{1-2r+s} - \frac{cn^{1-2r+s}}{1 - c_0n^{-s}} \right) \right)^{1/(1-c_0n^{-s})} \exp (-cn^{1-2r+s})$$

$$(d) \geq \left( \sum_{\phi \in G_i} \Pr (p, \phi)^{1/(1-c_0n^{-s})} \right)^{1/(1-c_0n^{-s})} \exp \left( -cn^{1-2r+s} - \frac{cn^{1-2r+s}}{1 - c_0n^{-s}} - \frac{6}{1 - c_0n^{-s}} \right)$$

$$(e) \geq \left( \Pr (p, G_i)^{1/(1-c_0n^{-s})} |G_i|^{-c_0/(n^s-c_0)} \right)^{1/(1-c_0n^{-s})} \exp (-cn^{1-2r+s}),$$

where (a) follows from (6) in Lemma 2, (b) follows from (7) in Lemma 2, (c) is due to the approximate PML property from Lemma 3, (d) is due to the definition of the PML distribution. In the final inequality (e), we used Jensen’s inequality (for the first term) applied to the convex function $t \mapsto t^{1/(1-c_0n^{-s})}$ for $t \geq 0$, and $c_1 > 0$ is some absolute constant depending on $(c, c_0)$.

Using the cardinality bound $|G_i| \leq \exp(3\sqrt{n})$ (Lemma 1) and rearranging terms we get that for all $\phi_0 \in G_i$ there exists a absolute constant $c_2$ such that the following inequality holds,

$$\Pr (p, G_i) \leq \Pr (p'_{\phi_0}, G_i)^{(1-c_0n^{-s})^2} \cdot \exp \left( c_2 \left( n^{1-2r+s} + n^{1/2-s} \right) \right),$$

where in the above inequality we also used $1/(1-c_0n^{-s}) \in O(1)$. The above inequality holds for all $\phi_0 \in G_i$ and if there exists a profile $\phi \in G_i$ such that $\Pr (p'_{\phi}, G_i) \leq \delta$, then

$$\Pr (p, G_i) \leq \delta (1-c_0n^{-s})^2 \cdot \exp \left( c_2 \left( n^{1-2r+s} + n^{1/2-s} \right) \right). \quad (11)$$

Consequently substituting (11) into (10) and using the cardinality bound $N \leq \exp(cn^r \log n)$, we conclude that

$$\Pr (p, \{ \phi \in \Phi_n : d(p, \phi, p) > 2\varepsilon' + \varepsilon' \}) \leq \delta + N \cdot \delta (1-c_0n^{-s})^2 \cdot \exp \left( c_2 \left( n^{1-2r+s} + n^{1/2-s} \right) \right)$$

$$\leq \delta + \delta (1-c_0n^{-s})^2 \cdot \exp \left( c_3 \left( n^r \log n + n^{1-2r+s} + n^{1/2-s} \right) \right),$$

where $c_3 > 0$ is some absolute constant. Further choosing $r = 3/8, s = 1/8$ to balance the terms on the above exponent, and the constant $c_0 > 0$ to be small enough, we conclude that

$$\Pr (p, \{ \phi \in \Phi_n : d(p, \phi, p) > 2\varepsilon' + \varepsilon' \}) \leq \delta + \delta^{1-c} \exp \left( c_3 n^{3/8 \log n} \right)$$

for any prescribed parameter $c > 0$. In other words, using a one-stage covering argument the failure probability of PML estimator improves in the exponent from $O(\sqrt{n})$ to $O(n^{3/8 \log n})$. 
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Figure 1: A pictorial illustration of the chain of coverings when $M = 2$. Profiles are represented by dots, and there are two levels of coverings of good profiles $G$ represented by solid and dashed curves, respectively, where high-level coverings $\{G_{1,2}, G_{2,2}\}$ are coarser than low-level ones $\{G_{1,1}, \cdots, G_{7,1}\}$. Each profile $\phi \in G$ has a label in each covering, e.g. $\phi \in G_{5,1} \subseteq G_{2,2}$.

2.2 A General Chaining Argument: Proof of Theorem 1

Here we provide the proof of Theorem 1 by applying the covering arguments in the previous section several times. Specifically, for each profile $\phi \in \Phi_n$ we successively quantize the PML distribution $p_\phi$ into $M$ levels, where $M$ is the smallest integer solution to the inequality

$$
\frac{1}{12(3 \cdot 2^{M-1} - 1)} < c,
$$

where $c > 0$ is the constant in the statement of Theorem 1.

The complete details of the proof are as follows. As in the previous section, define the set of “good” profiles $G$ and let $p_\phi$ and $p'_\phi$ be the PML and approximate PML distributions. The upper bound (8) on the failure probability of the PML estimator again holds and we restate it here for convenience:

$$
\mathbb{P} \left( \{ \phi \in \Phi_n : d(p_\phi, p) > 2\varepsilon + \varepsilon' \} \right) \leq \delta + \sum_{\phi \in G} \mathbb{P} (p, \phi) \cdot 1(\mathbb{P} (p'_\phi, G) \leq \delta) .
$$

We invoke Lemma 2 $M$ times and pick $M$ subsets of distributions $N_1, \cdots, N_M$, with $N_m \triangleq |N_m| \leq \exp(c_m n^{r_m} \log n)$. Further inequalities (6) and (7) hold with parameters $(r_m, s_m)$. The specific choices of $(r_m, s_m)$ are as follows: for $m \in [M]$,

$$
\begin{align*}
    r_m &= \frac{1}{3} \left( 1 + \frac{1}{2m+1} \right) - \frac{1}{6(3 \cdot 2^{M-1} - 1)} \left( 1 - \frac{1}{2m} \right), \\
    s_m &= \frac{1}{3 \cdot 2^m} - \frac{1}{12(3 \cdot 2^{M-1} - 1)} \left( 3 - \frac{1}{2^{m-2}} \right).
\end{align*}
$$

After some algebra, we have $5/12 > r_1 > r_2 > \cdots > r_M > 1/3$, and $1/6 > s_1 > s_2 > \cdots > s_M > 0$. The above expressions (14) and (15) are chosen to satisfy the following linear equations,

$$
\begin{align*}
    1 - 2r_m + s_m &= t, & \forall m \in [M], \\
    r_{m-1} - s_m &= t, & \forall m \in [M + 1],
\end{align*}
$$
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with the convention $r_0 = 1/2$, $s_{M+1} = 0$, and $t = 1/3 + 1/[12(3 \cdot 2^{M-1} - 1)] < 1/3 + c$ thanks to the choice of $M$ in (12).

Based on the subsets of distributions $\mathcal{N}_1, \cdots, \mathcal{N}_M$, we quantize each approximate PML distribution $p'_\phi$ as follows. Let $q_{\phi,0} \triangleq p'_\phi$, and for any $m \in [M]$, let $q_{\phi,m} \in \mathcal{N}_m$ be the quantization of $q_{\phi,m-1}$ to the subset $\mathcal{N}_m$. For any $m \in [M]$, the distributions $(q_{\phi,m-1}, q_{\phi,m})$ satisfy the inequalities (6), (7) with parameters $(r_m, s_m)$, that is for all $S \subseteq \Phi_n$ the following inequality holds:

$$\Pr(q_{\phi,m-1}, S) \geq \Pr(q_{\phi,m}, S)^{1/(1-c_0 \cdot n^{-s_m})} \exp \left(-c_m n^{1-2r_m+s_m}\right),$$

(17)

$$\Pr(q_{\phi,m}, S) \geq \Pr(q_{\phi,m-1}, S)^{1/(1-c_0 \cdot n^{-s_m})} \exp \left(-c_m n^{1-2r_m+s_m}\right).$$

(18)

where $c_0 > 0$ and $c_m > 0$ for each $m \in [M]$ are absolute constants. In the above process $p'_\phi \in \mathcal{M}_0$ and the output distribution of Lemma 2 always belongs to $\mathcal{M}_0$, therefore it is feasible to reapply Lemma 2 to all the quantized distributions. Therefore for each $\phi \in G$, we have the following chain of quantized distributions $p'_\phi = q_{\phi,0} \rightarrow q_{\phi,1} \rightarrow q_{\phi,2} \rightarrow \cdots \rightarrow q_{\phi,M}$ and for each $m \in [0, M]$ it induces the following covering of $G$. For each $m \in [0, M]$, let $\mathcal{N}_m = \{q_{1,m}, \cdots, q_{N_m,m}\}$ and we use $q_{i,m}$ to denote its $i$th element. Define

$$G_{i,m} = \{\phi \in G : q_{\phi,m} = q_{i,m}\}, \quad \forall i \in [N_m].$$

(19)

Clearly, the sets $\{G_{i,m}\}_{i \in [N_m]}$ form a partition of $G$. At different levels, the above partitions form a chain in the sense that $G_{m,i}$ is a disjoint union of the sets $G_{m-1,j}$, where $j \in [N_{m-1}]$ are such that $q_{j,m-1} \in \mathcal{N}_{m-1}$ quantizes to $q_{i,m} \in \mathcal{N}_m$. In other words, there is a hierarchy of partitions where high-level partitions are coarser than low-level ones. A pictorial illustration of the above chain of partitions (or coverings) for $M = 2$ is illustrated in Figure 1.

Now using the same argument as (10) but applied to set $\mathcal{N}_M$, we get

$$\Pr(p, \{\phi \in \Phi_n : d(p, p) > 2\varepsilon + \varepsilon'\}) \leq \delta + \sum_{i=1}^{N_M} \Pr(p, G_{i,M}) \cdot 1(\exists \phi \in G_{i,M} : \Pr(p'_\phi, G_{i,M}) \leq \delta).$$

(20)

For each $i \in [N_M]$, consider any profile $\phi \in G_{i,M}$. Let $i_m(\phi) \in [N_m]$ be the index of the set in the $m$-th level partition to which the profile $\phi$ belongs, i.e. $\phi \in G_{i_m(\phi),m}$ and $i_M(\phi) = i$. Applying the inequality (17) (i.e. Lemma 2) repeatedly to the chain of quantized distributions $p'_\phi \rightarrow q_{i_1(\phi),1} \rightarrow q_{i_2(\phi),2}$ leads to,

$$\Pr(p'_\phi, G_{i,M}) \geq \Pr(q_{i_1(\phi),1}, G_{i,M})^{1/(1-c_0 n^{-s_1})} \exp \left(-c_1 n^{1-2r_1+s_1}\right) \geq \Pr(q_{i_2(\phi),2}, G_{i,M})^{1/(1-c_0 n^{-s_1})(1-c_0 n^{-s_2})} \exp \left(-c_1 n^{1-2r_1+s_1} - \frac{c_2 n^{1-2r_2+s_2}}{1-c_0 n^{-s_1}}\right).$$

Further continuing to apply inequality (17) to the remaining chain of quantized distributions $q_{i_2(\phi),2} \rightarrow q_{i_3(\phi),3} \rightarrow \cdots \rightarrow q_{i,M}$ we get,

$$\Pr(p'_\phi, G_{i,M}) \geq \Pr(q_{i_1,M}, G_{i,M})^{\prod_{m=1}^{M} (1-c_0 n^{-s_m})^{-1}} \exp \left(-\sum_{m=1}^{M} \frac{c_m n^{1-2r_m+s_m}}{\prod_{m'<m} (1-c_0 n^{-s_{m'}})}\right).$$

Therefore for each $i \in [N_M]$, if there exists a profile $\phi \in G_{i,M}$ such that $\Pr(p'_\phi, G_{i,M}) \leq \delta$, then

$$\delta \geq \Pr(q_{i,M}, G_{i,M})^{\prod_{m=1}^{M} (1-c_0 n^{-s_m})^{-1}} \exp \left(-\sum_{m=1}^{M} \frac{c_m n^{1-2r_m+s_m}}{\prod_{m'<m} (1-c_0 n^{-s_{m'}})}\right).$$
By choosing a constant \( c_0 > 0 \) small enough such that \( \prod_{m=1}^{M} (1-c_0 n^{-s_m}) \geq 1-c/2 \) and rearranging terms, the above inequality leads to

\[
P(q_i, M, G_i, M) \leq \delta^{1-c/2} \exp \left( C \sum_{m=1}^{M} n^{1-2r_m+s_m} \right).
\]

We interpret (21) as the “going-down” process, where we translate the small probability event \( P(p', G_{i, M}) \) under the approximate PML distribution into a small probability event \( P(q_i, M, G_{i, M}) \) under a quantized distribution that belongs to a much smaller set.

We now describe the “going-up” process, where the target is to show that a small probability event \( P(q_{i, M}, G_{i, M}) \) under the quantized distribution also implies a small probability event \( P(p, G_{i, M}) \) under the true distribution \( p \). To this end, we use the other inequality (18) (i.e. Lemma 2) for each \( m \in [M] \) and \( i \in [N_M] \) to get,

\[
\sum_{j \in [N_m]: G_{j, m} \subseteq G_{i, M}} P(q_{j, m}, G_{i, M}) = \sum_{j \in [N_m]: G_{j, m} \subseteq G_{i, M}} \sum_{j' \in [N_{m-1}]: G_{j', m-1} \subseteq G_{j, m}} P(q_{j, m-1}, G_{j', m-1}) \geq \sum_{j \in [N_m]: G_{j, m} \subseteq G_{i, M}} \sum_{j' \in [N_{m-1}]: G_{j', m-1} \subseteq G_{j, m}} P(q_{j, m-1}, G_{j', m-1}) \geq (c)
\]

\[
\prod_{m=1}^{M} \frac{1}{1-c_0 n^{-s_m}} \exp \left( -c_m n^{1-2r_m+s_m} \right)
\]

\[
\prod_{m=1}^{M} \frac{1}{1-c_0 n^{-s_m}} \exp \left( -c_m n^{1-2r_m+s_m} - \frac{c_m n^{r_m-1} \log n}{c_0 n^{s_m-1}} \right)
\]

where (a) is due to inequality (18) (i.e. Lemma 2), (b) follows from the convexity of \( t \mapsto t^{1/(1-c_0 n^{-s_m})} \) for \( t \geq 0 \) and the fact that the number of summands is at most \( N_{m-1} \), and (c) follows from the rearrangement of the sum and the cardinality bound \( N_{m-1} \leq \exp(c_m n^{r_m-1} \log n) \) in Lemma 2. Note that when \( m = 1 \), in the above inequality we have \( q_{\phi, 0} = p'_{\phi}, G_{\phi, 0} = \{ \phi \} \), and \( N_0 = |G| \) with \( r_0 = 1/2 \) (which follows from Lemma 1). Hence, applying (22) repeatedly with...
m = M, M − 1, · · · , 1, for the above choice of c0 it holds that

\[ P(q_{i,M}, G_{i,M}) \geq \left( \sum_{\phi \in G_{i,M}} P(p'_\phi, \phi) \right)^{1/(1-c/2)} \prod_{m=1}^{M} \exp \left( -C \sum_{m=1}^{M} (n^{1-2r_m+s_m} + n^{r_m-1-s_m} \log n) \right) \]

\[ \leq \left( \sum_{\phi \in G_{i,M}} e^{-6P(p, \phi)} \right)^{1/(1-c/2)} \prod_{m=1}^{M} \exp \left( -C \sum_{m=1}^{M} (n^{1-2r_m+s_m} + n^{r_m-1-s_m} \log n) \right) \]

\[ = (e^{-6P(p, G_{i,M})})^{1/(1-c/2)} \prod_{m=1}^{M} \exp \left( -C \sum_{m=1}^{M} (n^{1-2r_m+s_m} + n^{r_m-1-s_m} \log n) \right), \tag{23} \]

where (a) follows because \( \prod_{m=1}^{M} (1 - c_0 n^{-s_m}) \geq 1 - c/2 \) by the choice of \( c_0 \), (b) follows from the definition of the approximate PML in Lemma 3, and (c) follows from the definition of PML that \( P(p_\phi, \phi) \geq P(p, \phi) \).

Combining (21) and (23), we conclude that whenever there exists a profile \( \phi \in G_{i,M} \) such that \( P(p'_\phi, G_{i,M}) \leq \delta \), then the following inequality holds:

\[ P(p, G_{i,M}) \leq \delta^{1-c} \cdot \exp \left( C \sum_{m=1}^{M} (n^{1-2r_m+s_m} + n^{r_m-1-s_m} \log n) \right). \]

Therefore substituting the above inequality in (20) we get the following upper bound on the failure probability of PML estimator,

\[ P \left( p, \{ \phi \in \Phi_n : d(p_\phi, p) > 2\varepsilon + \varepsilon' \} \right) \leq \delta + \delta^{1-c} \cdot \exp \left( C n^t \log n + C \sum_{m=1}^{M} (n^{1-2r_m+s_m} + n^{r_m-1-s_m} \log n) \right). \tag{24} \]

Finally, as the equation (16) is satisfied by the parameters \( \{(r_m, s_m)\}_{m \in [M]} \) with \( t < 1/3 + c \), the inequality (24) gives the claimed result of Theorem 1.

3 Estimator Construction of Sorted Distribution

In this section, we construct the desired estimator for distribution estimation under Wasserstein distance (Theorem 2). This section is organized as follows: an explicit estimator is constructed in Section 3.1, and Section 3.2 provides a high-level road map of the analysis of the previous estimator and proves Theorem 2, assuming several technical lemmas whose proofs are relegated to the appendix. Further discussions are placed in Section 3.3, and in particular as a by-product, we
show a tight tradeoff between the polynomial approximation error and the maximum magnitudes of polynomial coefficients for the Poisson approximation of general 1-Lipschitz functions, which is a pure approximation-theoretic problem and might be of independent interest.

3.1 Estimator Construction

Our estimator generalizes the idea of the local moment matching estimator in [HJW18]. Specifically, to obtain a small Wasserstein distance $W_1(\hat{\mu}, \mu_p)$, we partition the support $[0, 1]$ of $\mu_p$ into several local intervals, and require that the restriction of measure $\hat{\mu}$ on each local interval have matched low-order moments (up to order $\Theta(\log n)$) as those of $\mu_p$. In [HJW18], sample splitting is necessary to locate each symbol in the correct local interval, while incorrect identification may occur with probability inverse polynomial in $n$. Also, one need to solve a feasibility program in each local interval, where each program may fail to have a feasible solution with probability inverse polynomial in $n$. Hence, although the estimator in [HJW18] is minimax rate-optimal in expectation, it is unstable in the sense that the failure probability cannot be super-polynomially small. To address this issue, we stabilize the estimator by removing the sample splitting and considering a single linear program taking all local intervals into account simultaneously. Specifically, our estimator is constructed as follows:

1. Split $[0, 1]$ into local intervals: let $c_1 > 0$ be a large tuning constant to be specified later, and assume that $M \triangleq n/(c_1 \log n)$ is an integer. For $m \in [M]$, let $I_m$ be the local interval

$$I_m = \left( \frac{c_1 \log n}{n} \cdot (m - 1)^2, \frac{c_1 \log n}{n} \cdot m^2 \right).$$

We also define the following slightly enlarged intervals of $I_m$:

$$\tilde{I}_m = \left[ \frac{c_1 \log n}{n} \cdot \left( m - \frac{5}{4} \right)^2, \frac{c_1 \log n}{n} \cdot \left( m + \frac{1}{4} \right)^2 \right],$$

with $(x)_+ \triangleq \max\{x, 0\}$. Let $x_1 = 0$, and $x_m$ be the mid-point of the interval $I_m$ for $m \geq 2$. Let $\ell_m$ be the length of the interval $\tilde{I}_m$.

2. Estimators for smoothed moments: for each $d \in \mathbb{N}$ and $m \in [M]$, define a function $g_{d,x_m} : \mathbb{R}_+ \to \mathbb{R}$ with $g_{0,x_m}(x) \equiv 1$, and

$$g_{d,x_m}(x) \triangleq \sum_{d' = 0}^{d} \binom{d}{d'} (-x_m)^{d-d'} \prod_{d'' = 0}^{d'-1} \left( x - \frac{2d''}{n} \right).$$

We also define the following modified version that cuts off the function $g$ near the boundary of the $m$-th local interval: let $x_{m,L} = c_1 (m - 3/2)^2 \log n/n$, $x_{m,R} = c_1 (m + 1/2)^2 \log n/n$, and

$$\tilde{g}_{d,x_m}(x) = \begin{cases} g_{d,x_m}(x_{m,L}) & \text{if } x \leq x_{m,L}, \\ g_{d,x_m}(x) & \text{if } x_{m,L} < x < x_{m,R}, \\ g_{d,x_m}(x_{m,R}) & \text{if } x \geq x_{m,R}. \end{cases}$$
Now for each \( d \in \mathbb{N} \) and \( m \in [M] \), we define our estimator of the smoothed \( d \)-th moments in the \( m \)-th local interval as
\[
\hat{M}_{m,d} \triangleq \sum_{j=1}^{k} \sum_{s \in nI_{m}/2} \mathbb{P} \left( B \left( h_{j} \frac{1}{2} \right) = s \right) \cdot \tilde{g}_{d,x_{m}} \left( \frac{h_{j} - s}{n/2} \right),
\]
where \( h_{j} = \sum_{i=1}^{n} 1(X_{i} = j) \) denotes the total number of occurrences (i.e. histogram) of the symbol \( j \) in the observations (cf. Definition 1), and \( aI \triangleq \{ ax : x \in I \} \).

3. The final linear program: let \( c_{2} > 0 \) be a small tuning constant to be specified later, and assume that \( D \triangleq c_{2} \log n \) is an integer. Define the initial estimator \( \hat{\mu}_{0} \) to be any solution of the following linear program:
\[
\begin{align*}
\text{minimize} \quad & L(\hat{\mu}_{0}, \tilde{M}) \triangleq \sum_{m=1}^{M} \tilde{\ell}_{m} \left( \sum_{d=1}^{D} \tilde{\ell}_{m,d} \right) k \cdot \int_{\tilde{I}_{m}} (x - x_{m})^{d} \hat{\mu}_{m}(dx) - \hat{M}_{m,d} \right) \\
\text{subject to} \quad & \hat{\mu}_{0} = \sum_{m=1}^{M} \hat{\mu}_{m}, \quad \text{supp}(\hat{\mu}_{m}) \subseteq \tilde{I}_{m}, \quad \hat{\mu}_{0}(\mathbb{R}) \leq 1, \quad \int_{[0,1]} x\hat{\mu}_{0}(dx) \leq k^{-1}.
\end{align*}
\]

The final estimator \( \hat{\mu} \) is constructed to be \( \hat{\mu} = \hat{\mu}_{0} + (1 - \hat{\mu}_{0}(\mathbb{R}))\delta_{0} \), with \( \delta_{0} \) being the Dirac measure on the single point 0.

A few remarks of the above construction are in order:

- The high-level idea: we provide some intuition on why the estimator \( \hat{\mu} \) in (30) satisfies the desired concentration inequality in Theorem 2. In fact, applying the dual representation of the Wasserstein-1 distance (cf. Lemma 9), invoking Jackson-type theorems in approximation theory (cf. Lemma 10), and using the polynomial coefficient bounds (cf. Lemma 11) will yield to the following deterministic inequality:
\[
k \cdot W_{1}(\hat{\mu}, \mu_{p}) \leq C \left( \frac{k}{n \log n} + n^{O(c_{2})} L(\hat{\mu}, \mu_{p}) \right),
\]
where \( C > 0 \) is some absolute constant, and with a slight abuse of notation, we write \( L(\hat{\mu}, \mu_{p}) \) for the quantity \( L(\hat{\mu}, \tilde{M}) \) in (30) with true moments \( M_{m,d} = k \cdot \int_{\tilde{I}_{m}} (x - x_{m})^{d} \mu_{m}(dx) \), with a suitable decomposition \( \mu_{p} = \sum_{m=1}^{M} \mu_{m} \). In other words, our choice of \( L \) in (30) serves as a suitable upper bound to the target Wasserstein distance.

To proceed, we make a crucial observation that (a slight variant of) \( \mu_{p} \) is always a feasible solution of (30), and therefore the definition of the minimizer \( \hat{\mu} \) gives
\[
L(\hat{\mu}, \mu_{p}) = L(\hat{\mu}_{0}, \mu_{p}) \leq L(\hat{\mu}_{0}, \tilde{M}) + L(\mu_{p}, \tilde{M}) \leq 2L(\mu_{p}, \tilde{M}),
\]
where the final quantity \( L(\mu_{p}, \tilde{M}) \) quantifies the estimation performance of the local moment estimators \( \tilde{M}_{m,d} \) for the true local moments. The proof of Theorem 2 will be completed by showing that \( \mathbb{E}[L(\mu_{p}, \tilde{M})] = O(n^{-1/3}) \), and changing a single observation will only result in an \( O(n^{-1}) \) change on \( L(\mu_{p}, \tilde{M}) \).
• The choice of the local intervals: the local intervals $I_m$ (and the enlarged variants $\bar{I}_m$) are chosen so that symbols with probability in $I_m$ and in $[0, 1] \setminus \bar{I}_m$ essentially do not affect each other in the sense of Lemma 8. These choices coincide with “confidence set” in [HJW16], and the exact ones appear in [HJW18, HO19b, HO20].

• The function $g_{d,x_m}(x)$ and Poissonization: the function $g_{d,x_m}(x)$ in (27) is chosen so that if $h \sim \text{Poi}(np/2)$, we have [Wit87, Example 2.8]

$$\mathbb{E} \left[ g_{d,x_m} \left( \frac{h}{n/2} \right) \right] = (p - x_m)^d.$$  

Note that here we assume that each histogram $h_j$ follows a Poisson distribution instead of Binomial in the i.i.d. sampling model. In fact, we will analyze the performance of $\widehat{\mu}$ in the Poissonized model: the sample size is an independent Poisson random variable $N \sim \text{Poi}(n)$ instead of $n$, so that the counts $(h_1, \ldots, h_k)$ are mutually independent. However, we remark that the same result also holds for the estimator in (30) without any modification under the original i.i.d. sampling model, by using the reduction technique at the end of this section.

• The modification $\tilde{g}_{d,x_m}(x)$: we cut off the function $g_{d,x_m}(x)$ outside the interval $[x_{m,L}, x_{m,R}]$ to ensure a uniform small difference $|\tilde{g}_{d,x_m}(x) - \tilde{g}_{d,x_m}(y)|$ for $|x - y| \leq 2/n$, which helps to establish the desired concentration result. The choice of the interval $[x_{m,L}, x_{m,R}]$ is slightly larger than $\bar{I}_m$, for the function $g_{d,x_m}$ will be essentially defined on $\bar{I}_m$.

• Sample splitting and smoothed moments $\widehat{M}_{m,d}$: ideally we would like to estimate the local moments $\sum_{j=1}^k p_j^d \cdot 1(p_j \in I_m)$ for each $m \in [M]$ and $d \in \mathbb{N}$. However, the above quantity does not admit an unbiased estimator, and is information-theoretically hard to estimate for $p_j$ close to the boundary of $I_m$. In previous works of functional estimation, the idea of sample splitting was used to overcome the above difficulty: split the empirical probability $\widehat{p}_j$ into two independent halves $\widehat{p}_{j,1}$ and $\widehat{p}_{j,2}$, then the modified moments $\sum_{j=1}^k p_j^d \cdot 1(\widehat{p}_{j,1} \in I_m)$ have a simple unbiased estimator based on $\widehat{p}_{j,2}$. However, as we argued at the beginning of this section, sample splitting will make the overall estimator unstable. To overcome this difficulty, we consider the following smoothed moments

$$M_{m,d} = \sum_{j=1}^k (p_j - x_m)^d \cdot \mathbb{P} \left( \text{Poi} \left( \frac{np_j}{2} \right) \in \frac{n}{2} I_m \right),$$  

which by the construction of the local intervals (cf. Lemma 8) is approximately the sum of the $d$-th moments on $\bar{I}_m$, while with a soft transition at the boundary. The main advantage of the smoothed moments $M_{m,d}$ is that it admits the following unbiased estimator:

$$\mathbb{E} \left[ \sum_{j=1}^k \sum_{s \in n I_m/2} \mathbb{P} \left( B \left( \frac{h_j}{2} \right) = s \right) \cdot g_{d,x_m} \left( \frac{h_j - s}{n/2} \right) \right] = M_{m,d}.$$  

The above estimator motivates the current form of the smoothed moment estimators $\widehat{M}_{m,d}$ in (29), and makes use of an implicit sample splitting $\mathbb{E} [1(\widehat{p}_{j,1} \in I_m)g_{d,x_m}(\widehat{p}_{j,2}) | h_j]$. 
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• The final linear program in (30): as has been discussed in the high-level idea, the specific form of the linear program in (30) is guided by two principles. First, the objective function $L$ upper bounds the target Wasserstein distance, thus the minimization of $L$ also essentially minimizes the Wasserstein distance. Second, the true associated measure $\mu_p$ is always a feasible solution to (30), and therefore the triangle inequality can be applied to upper bound the distance between the estimator $\hat{\mu}$ and the truth $\mu_p$. Regarding the specific form of the objective $L$, we aim to find a probability measure $\hat{\mu}_m$ to match the smoothed local moment estimators $\hat{M}_{m,d}$ up to order $D$ in each local interval, with appropriate weights for each local interval and each degree. We also treat the case $d = 0$ differently, for $\sum_{m' \geq m} M_{m',0}$ is the right quantity to look at on bounding the Wasserstein distance, and we will show that the estimation error of the above sum is roughly the same as that of the single term $M_{m,0}$. For the constraints, the inequality $\hat{\mu}_0(\mathbb{R}) \leq 1$ ensures that $\hat{\mu}_0$ can be modified to a probability measure by adding mass on zeros, and the mean constraint $\int_0^1 x \hat{\mu}_0(dx) \leq 1/k$ is mostly for technical purposes.

• Computational complexity: the main computation lies in the computation of $\hat{M}_{m,d}$’s and solving the linear program (30). Based on (27)–(29), the evaluation of each function $g_{d,x,m}$ takes $O(1)$ time, and thus the computation complexity of each $\hat{M}_{m,d}$ is at most $O(k \cdot n \ell_m)$. Therefore the overall time complexity for the computation of moment estimators is $O(nk)$. As for the linear program (30), by a quantization of the support of $\hat{\mu}_0$ it can also be solved in polynomial time. Finally, we remark that for the result in Theorem 1 to hold, we do not need our estimator $\hat{\mu}$ to be efficiently computable.

The performance of the estimator $\hat{\mu}$ is summarized in the following theorem.

**Theorem 4.** Let $c_1 > 0$ be a large enough constant given in Lemma 5 and 8, $c_2 \leq c_0\delta$ for some small constant $c_0 > 0$ depending only on $c_1$, and $c_2 \log n \geq 1$. Then under the Poissonized model, the above estimator $\hat{\mu}$ satisfies

$$\mathbb{P}\left( k \cdot W_1(\hat{\mu}, \mu_p) \geq c \sqrt{\frac{k}{n \log n}} + \varepsilon \right) \leq \exp(-c'n^{1-\delta} \varepsilon^2)$$

for all $p \in \mathcal{M}_k$ and $\varepsilon \geq n^{\delta-1/3}$, where $c, c' > 0$ are absolute constants.

The proof of Theorem 4 will be placed in the next subsection. We show that although Theorem 4 assumes a Poissonized model, it also implies the claimed result in Theorem 2 under the original sampling model. The proof is via the following simple reduction: let $N \sim \text{Poi}(n)$ be the random sample size used in the Poissonized model, and $E$ be the above failure event. Then

$$\mathbb{P}(E \mid N = n) = \frac{\mathbb{P}(E, N = n)}{\mathbb{P}(N = n)} \leq \frac{\mathbb{P}(E)}{\mathbb{P}(N = n)} \leq \sqrt{n} \cdot \exp(-c'n^{1-\delta} \varepsilon^2),$$

where $\mathbb{P}(E \mid N = n)$ is exactly the failure probability under the i.i.d. sampling model with fixed sample size $n$, and we have used that $\mathbb{P}(\text{Poi}(n) = n) \geq 1/\sqrt{n}$. Since the $\sqrt{n}$ factor does not offset the super-polynomially small deviation probability, the claimed concentration result in Theorem 2 holds.
3.2 Estimator Analysis

This section is devoted to the proof of Theorem 4. We first upper bound the Wasserstein distance $W_1(\hat{\mu}, \mu_p)$ in terms of the random quantity $L(\mu, \hat{M})$, where $\mu \approx \mu_p$ is a carefully chosen feasible solution of the linear program (30), and $L$ is the objective function in (30). Subsequently, we upper bound the expectation $E[L(\mu, \hat{M})]$ and the deviation probability $P(L(\mu, \hat{M}) \geq E[L(\mu, \hat{M})] + \varepsilon)$, respectively.

3.2.1 A deterministic upper bound of Wasserstein distance

We first construct a candidate feasible solution $\mu$ of (30). For $m \in [M]$, let

$$\mu_m \triangleq \frac{1}{k} \sum_{j:p_j \in \hat{I}_m} \delta_{p_j} \cdot \mathbb{P} \left( \text{Poi} \left( \frac{np_j}{2} \right) \in \frac{n}{2} I_m \right)$$

be the target measure on the $m$-th local interval, and $\mu = \sum_{m=1}^M \mu_m$. Clearly $\text{supp}(\mu_m) \subseteq \hat{I}_m$, and

$$\mu_p - \mu = \frac{1}{k} \sum_{j=1}^k \delta_{p_j} \cdot \sum_{m=1}^M \mathbb{P} \left( \text{Poi} \left( \frac{np_j}{2} \right) \in \frac{n}{2} I_m \right) \mathbb{1}(p_j \notin \hat{I}_m).$$

Hence, $\mu_p - \mu \geq 0$ is a non-negative measure, and Lemma 8 shows that $(\mu_p - \mu)(\mathbb{R}) \leq n^{-4}$. As a result, we have

$$\mu(\mathbb{R}) \leq \mu_p(\mathbb{R}) = 1, \quad \int_{[0,1]} x \mu(dx) \leq \int_{[0,1]} x \mu_p(dx) = \frac{1}{k} \sum_{j=1}^k p_j = \frac{1}{k},$$

and therefore $\mu$ is a feasible solution of (30).

Since $\hat{\mu}(\mathbb{R}) = \mu_p(\mathbb{R}) = 1$, we may set $f(0) = 0$ in the dual representation of the Wasserstein-1 distance (cf. Lemma 9). Therefore,

$$W_1(\hat{\mu}, \mu_p) = \sup_{\|f\|_{\text{Lip}} \leq 1, f(0) = 0} \int_0^1 f(x) (\hat{\mu}(dx) - \mu_p(dx))$$

$$\leq \sup_{\|f\|_{\text{Lip}} \leq 1, f(0) = 0} \sum_{m=1}^M \int_0^1 f(x) (\hat{\mu}_m(dx) - \mu_m(dx)) + (\mu_p - \mu)(\mathbb{R})$$

$$\leq \sup_{\|f\|_{\text{Lip}} \leq 1, f(0) = 0} \sum_{m=1}^M \left[ \int_{\hat{I}_m} f(x) - \sum_{d=0}^D a_{m,d}(x - x_m)^d \right] (\hat{\mu}_m(dx) - \mu_m(dx))$$

$$+ \sum_{d=0}^D a_{m,d} \left( \int_{\hat{I}_m} (x - x_m)^d \hat{\mu}_m(dx) - \int_{\hat{I}_m} (x - x_m)^d \mu_m(dx) \right) + n^{-4},$$

where $a_{m,d}$ can be any real coefficients. We set these coefficients so that the degree-$D$ polynomial $P_m(x) = \sum_{d=0}^D a_{m,d}(x - x_m)^d$ satisfies the inequality (46) on the interval $\hat{I}_m$ in Lemma 10. Then according to the pointwise inequality (46), for $m = 1$ we have

$$\left| f(x) - \sum_{d=0}^D a_{1,d}(x - x_1)^d \right| \leq \frac{C \sqrt{C_1}}{c_2} \cdot \sqrt{\frac{x}{n \log n}}, \quad \forall x \in \hat{I}_1.$$
For $m \geq 2$, the norm bound (47) leads to

$$|f(x) - \sum_{d=0}^{D} a_{m,d}(x - x_m)^d| \leq \frac{C}{c_2} \cdot \tilde{\ell}_m \leq 4C\sqrt{c_1 \frac{c_2}{2}} \cdot \sqrt{\frac{x}{n \log n}}, \quad \forall x \in \tilde{I}_m,$$

where the last inequality follows from $\tilde{\ell}_m \leq 4\sqrt{c_1 x \log n/n}$ for all $x \in \tilde{I}_m$ with $m \geq 2$. Combining the above cases, we conclude that for any $m \in [M]$ and $x \in \tilde{I}_m$,

$$\left| f(x) - \sum_{d=0}^{D} a_{m,d}(x - x_m)^d \right| \leq 4C\sqrt{c_1 \frac{c_2}{2}} \cdot \sqrt{\frac{x}{n \log n}}. \quad (34)$$

By choosing $x = x_m$ in (34), we conclude that the same result (possibly with coefficients doubled) still holds if we set $a_{m,0} = f(x_m)$ for each $m \in [M]$.

Next we derive upper bounds on the magnitude of the coefficients $a_{m,d}$. Note that (34) implies that for any $m \in [M]$ and $x \in \tilde{I}_m$,

$$\left| f(x_m) - \sum_{d=0}^{D} a_{m,d}(x - x_m)^d \right| \leq |f(x) - f(x_m)| + \left| f(x) - \sum_{d=0}^{D} a_{m,d}(x - x_m)^d \right| \leq \tilde{\ell}_m + 4C\sqrt{c_1 \frac{c_2}{2}} \cdot \tilde{\ell}_m = \left( 1 + \frac{4C}{c_2} \right) \tilde{\ell}_m.$$

Therefore, Lemma 11 applied to the shifted interval $\tilde{I}_m - x_m$ gives that for $d \geq 1$,

$$|a_{m,d}| \leq \left( 1 + \frac{4C}{c_2} \right) \tilde{\ell}_m^{1-d} \cdot \begin{cases} 2^{9D/2+1} & \text{if } m = 1, \\ (1 + \sqrt{2})^D & \text{if } m \geq 2. \end{cases} \leq 2 \left( 1 + \frac{4C}{c_2} \right) \tilde{\ell}_m^{1-d} \cdot n^{9c_2/2}. \quad (35)$$

Moreover, for $d = 0$, the 1-Lipschitz assumption of $f$ gives

$$|a_{m,0} - a_{m-1,0}| = |f(x_m) - f(x_{m-1})| \leq |x_m - x_{m-1}| \leq \tilde{\ell}_m, \quad \forall m \in [M]. \quad (36)$$

Combining (33)–(36) and using the Abel transformation

$$\sum_{m=1}^{M} a_m z_m = \sum_{m=1}^{M} (a_m - a_{m-1}) \sum_{m' \geq m} z_m'$$

with $a_0 \triangleq 0$, we conclude that

$$W_1(\hat{\mu}, \mu_p) \leq C' \sum_{m=1}^{M} \left[ \int_{\tilde{I}_m} \sqrt{\frac{x}{n \log n}} (\hat{\mu}_m(dx) + \mu_m(dx)) \\
+ n^{9c_2/2} \sum_{d=1}^{D} \tilde{\ell}_m^{1-d} \int_{I_m} (x - x_m)^d \hat{\mu}_m(dx) - \int_{\tilde{I}_m} (x - x_m)^d \mu_m(dx) \\
+ \tilde{\ell}_m \left| \sum_{m' \geq m} \hat{\mu}_{m'}(I_{m'}) - \sum_{m' \geq m} \mu_{m'}(I_{m'}) \right| + n^{-4} \right] \leq C' \int_{0}^{1} \sqrt{\frac{x}{n \log n}} (\hat{\mu}(dx) + \mu(dx)) + C' n^{9c_2/2} k^{-1} (L(\hat{\mu}, \tilde{M}) + L(\mu, \tilde{M})) + n^{-4},$$

The first interval requires some special attention since $x \in \tilde{I}_1$ can be as small as zero. However, since $x_1 = 0$, the pointwise inequality (46) already implies that $a_{1,0} = 0$, and setting $a_{1,0} = f(x_1)$ makes the coefficient unchanged.
where the last step follows from the definition of $L$ in (30) and the triangle inequality. Since $\mu$ is a feasible solution of (30), we have $L(\hat{\mu}_0, \hat{M}) \leq L(\mu, \hat{M})$. Moreover, the feasibility condition of $\mu$ implies $\mu(\mathbb{R}) \leq 1$ and $\int_0^1 x\mu(dx) \leq 1/k$, therefore the Cauchy–Schwartz inequality gives

$$\int_0^1 \sqrt{x}\mu(dx) \leq \sqrt{\mu(\mathbb{R}) \cdot \int_0^1 x\mu(dx)} \leq \frac{1}{\sqrt{k}}.$$ 

The same result also holds for $\hat{\mu}_0$.

A combination of the above inequalities gives the deterministic upper bound of the Wasserstein-1 distance:

$$k \cdot W_1(\hat{\mu}, \mu_p) \leq 2C' \left( \sqrt{\frac{k}{n \log n}} + n^{9c_2/2} \cdot L(\mu, \hat{M}) \right) + \frac{k}{n^4},$$

where the constant $C' > 0$ depends only on $(c_1, c_2)$.

### 3.2.2 Bounding the expectation of $L(\mu, \hat{M})$

This section is devoted to the upper bound of the expected loss $E[L(\mu, \hat{M})]$, where it suffices to show that the smoothed moment estimators $\hat{M}_{m,d}$ in (29) are close to the true smoothed moments $M_{m,d}$ in (31). This is the main subject of the following lemma.

**Lemma 5.** Consider the estimator $\hat{M}_{m,d}$ in (29) and the measure $\mu_m$ in (32). For $c_1 > 0$ large enough, there exist constants $C, C' > 0$ depending only on $c_1$ such that for $1 \leq d \leq D$,

$$E \left| k \cdot \int_{I_m} (x - x_m)^d \mu_m(dx) - \hat{M}_{m,d} \right| \leq Cn^{c_2}\bar{\ell}_m \left( \sqrt{k_m + \frac{k}{n^5}} \right),$$

and for $d = 0$,

$$E \left| \sum_{m' \geq m} \left( k \cdot \mu_{m'}(\hat{I}_{m'}) - \hat{M}_{m',0} \right) \right| \leq C \left( \sqrt{k_m \log n + \log n + \frac{k}{n^5}} \right),$$

where $k_m$ is the “effective support size” of the restriction of $p$ on $I_m$:

$$k_m \triangleq \sum_{j=1}^k \mathbb{P} \left( \text{Poi} \left( \frac{np_j}{2} \right) \in \frac{n}{2} I_m \right).$$

As a direct consequence of Lemma 5, the expected loss is upper bounded by

$$E[L(\mu, \hat{M})] \leq Cn^{c_2} \sum_{m=1}^M \bar{\ell}_m \cdot (D + 1) \left( \sqrt{k_m \log n + \log n + \frac{k}{n^5}} \right) \leq C(c_2 \log n + 1)n^{c_2} \log n \cdot \sum_{m=1}^M \bar{\ell}_m \left( \sqrt{k_m + 1 + \frac{k}{n^5}} \right).$$

To upper bound the above quantity, we shall need the following lemma.
Lemma 6. There exists an absolute constant $C > 0$ depending only on $c_1$ such that

$$\sum_{m=1}^{M} \ell_m \sqrt{k_m} \leq C \left( \left( \frac{\log n}{n} \right)^{\frac{2}{3}} + \sqrt{\frac{k}{n^5}} \right).$$  \hfill (39)$$

By Lemma 6 and the inequality $\sum_{m=1}^{M} \ell_m \leq 2$, we arrive at the final upper bound:

$$\mathbb{E}[L(\mu, \hat{M})] = O \left( n^{1/3+O(c_2)} \log n + \sqrt{\frac{k}{n^5}} + \frac{k}{n^5} \right).$$  \hfill (40)$$

3.2.3 Bounding the deviation probability of $L(\mu, \hat{M})$

In this section we apply the McDiarmid’s inequality (cf. Lemma 14) for the deviation probability of $L(\mu, \hat{M})$, where a key step is to show that each moment estimator $\hat{M}_{m,d}$ does not change much by altering one observation.

Lemma 7. For $m \in [M]$, $0 \leq d \leq D$, let $\Delta_{m,d}(h)$ be the difference between the estimators $\hat{M}_{m,d}$ given the histograms $h = (h_1, \ldots, h_k)$ and $h' = (h_1, \ldots, h_{j-1}, h_j + 1, h_{j+1}, \ldots, h_k)$, respectively. Let $\mathcal{M} \subseteq [M]$ be the set of indices of “active” local intervals, i.e.

$$\mathcal{M} = \{ m \in [M] : nx_{m,L} \leq h_j \leq nx_{m,R} \}. $$

Then there exists an absolute constant $C > 0$ depending on $(c_1, c_2)$ such that for $1 \leq d \leq D$,

$$|\Delta_{m,d}| \leq C \cdot \begin{cases} \log n \cdot (x_{m,R} - x_{m,L})^{d-1} & \text{if } m \in \mathcal{M}, \\ n^{-5} \cdot (x_{m,R} - x_{m,L})^d & \text{if } m \notin \mathcal{M}. \end{cases}$$

Also, for $d = 0$, it holds that

$$\left| \sum_{m' \geq m} \Delta_{m,0} \right| \leq C \cdot \begin{cases} \log n / (n(x_{m,R} - x_{m,L})) & \text{if } m \in \mathcal{M}, \\ n^{-5} & \text{if } m \notin \mathcal{M}. \end{cases}$$

Based on Lemma 7, we are ready to upper bound the difference in $L(\mu, \hat{M})$ when we change the histogram from $h$ to $h'$ as in Lemma 7. Note that $|\mathcal{M}| \leq 2$ always holds, and $\ell_m \leq x_{m,R} - x_{m,L} \leq 2\tilde{\ell}_m$, we conclude that

$$|L(\mu, \hat{M}(h)) - L(\mu, \hat{M}(h'))| \leq \sum_{m=1}^{M} \tilde{\ell}_m \left( \sum_{d=1}^{D} \tilde{\ell}_m^{-d} |\Delta_{m,d}| + \left| \sum_{m' \geq m} \Delta_{m,0} \right| \right)$$

$$\leq C \sum_{m \in \mathcal{M}} \sum_{d=0}^{D} \frac{\log n}{n} + C \sum_{m \notin \mathcal{M}} \sum_{d=0}^{D} \frac{\tilde{\ell}_m}{n^5}$$

$$\leq C \left( \frac{2^{D+2} \log n}{n} + \frac{2^{D+2}}{n^5} \right)$$

$$= O(n^{c_2-1} \log n).$$
Hence, treating $L(\mu, \hat{M})$ as a deterministic function of the observations $X_1, \cdots, X_N$ under the Poissonized model, it is clear that this function is invariant with the permutation of the observations (for $\hat{M}$ only depends on the histogram or even the profile), and the bounded difference condition of Lemma 14 is satisfied with $c = O(n^{c_2-1} \log n)$. Consequently, the McDiarmid’s inequality under Poisson sampling (cf. Lemma 14) leads to

$$
P \left( L(\mu, \hat{M}) \geq \mathbb{E}[L(\mu, \hat{M})] + \varepsilon \right) \leq 4 \exp \left( - \frac{c n \varepsilon^2}{(n^{c_2} \log n)^2} \right) \tag{41}$$

for some absolute constant $c > 0$.

Finally, a combination of (37), (40) and (41) with a small enough $c_2 > 0$ completes the proof of Theorem 4 (since $k \cdot W_1(\hat{\mu}, \mu_p) \leq 2$ trivially holds, it may be assumed that $k = O(n \log n)$ in the statement of Theorem 4).

### 3.3 Implications on Poisson Approximation

The estimator construction in Section 3.1 also sheds light on other functional estimation problems and approximation theory. In the previous works on functional estimation, usually the parameter space is split into several regions where different estimation procedures are performed. However, since one does not have the perfect knowledge of the unknown parameter, sample splitting is typically employed to separate the tasks of region classification and statistical estimation. For example, under the discrete distribution models, the following type of estimator is common:

$$
T(\hat{p}) = T_1(\hat{p}_1) \mathbb{1}(\hat{p}_2 \in R_1) + T_2(\hat{p}_1) \mathbb{1}(\hat{p}_2 \in R_2), \tag{42}
$$

where $\hat{p}_1, \hat{p}_2$ are the splitted observations of the empirical probability $\hat{p}$, and $T_1, T_2$ are the estimators in the regions $R_1$ and $R_2$, respectively. However, the estimator (42) may be unstable to small changes of input and incur a large variance without proper truncation. Our estimator construction in Section 3.1 provides a simple fix to this problem, where we may reduce the variance by using the following modified estimator

$$
T'(\hat{p}) = \mathbb{E} \left[ T_1(\hat{p}_1) \mathbb{1}(\hat{p}_2 \in R_1) + T_2(\hat{p}_1) \mathbb{1}(\hat{p}_2 \in R_2) \mid \hat{p} \right] = \sum_{j \in R_1} \mathbb{P} \left( B \left( n\hat{p} - \frac{j}{2} \right) = j \right) T_1 \left( \frac{n\hat{p} - j}{n/2} \right) + \sum_{j \in R_2} \mathbb{P} \left( B \left( n\hat{p} - \frac{j}{2} \right) = j \right) T_2 \left( \frac{n\hat{p} - j}{n/2} \right). \tag{43}
$$

Note that the deviation probability results (cf. Lemma 7) highly rely on the modified form (43).

A striking result is that (43) also helps in approximation theory, a seemingly unrelated field to statistical estimation. A crux of the analysis of the population maximum likelihood estimator in [VKVK19, VKK19] is the following approximation-theoretic result: for any 1-Lipschitz function $f$ on $[0, 1]$ with $f(0) = 0$, there exists a degree-$n$ Bernstein polynomial

$$
p_n(x) = \sum_{k=0}^{n} a_{n,k} \cdot \binom{n}{k} x^k (1 - x)^{n-k}
$$

with a good approximation property $\|f - p_n\|_{\infty} = O(1/\sqrt{n \log n})$ as well as a small magnitude of coefficients $\max_k |a_{n,k}| = O(n^{1/2 + \varepsilon})$ for some small $\varepsilon > 0$. In their applications, small coefficients are desirable to obtain a small variance for the maximum likelihood estimator, and their proof
of the above fact relies on some complicated degree raising process of Bernstein polynomials and their relationships to the Chebyshev polynomials. In contrast, we will explicitly relate the above problem to the statistical estimation, and employ the idea of (43) to improve the above coefficient bound from $O(n^{1.5+\varepsilon})$ to $O(1)$.

The next theorem presents a better coefficient bound for the Poisson approximation polynomials, which are slight variants of the Bernstein polynomials. Adapting the proof slightly, the same result will also hold for Bernstein polynomials.

**Theorem 5.** Let $f$ be any 1-Lipschitz function on $\mathbb{R}$ with $f(0) = 0$. Then for any $\varepsilon, \delta > 0$, there exists a constant $C > 0$ depending only on $(\varepsilon, \delta)$ such that for any $n \in \mathbb{N}$, there is a sequence of coefficients $(b_j)_{j=0}^{\infty}$ with

$$
|f(x) - \sum_{j=0}^{\infty} b_j \mathbb{P}(\text{Poi}(nx) = j)| \leq C \sqrt{\frac{x}{n \log n}}, \quad \forall x \in [0, 1],
$$

(44)

where $b_j = 0$ for $j > (1 + \delta)n$, and

$$
|b_j - f\left(\frac{j}{n}\right)| \leq \frac{C(1 + j^{1/2})}{n^{1-\varepsilon}}, \quad \forall j \leq (1 + \delta)n.
$$

(45)

Note that a natural choice for the coefficient is $b_j = f(j/n)$, where one uses $\mathbb{E}[f(X/n)]$ with $X \sim \text{Poi}(nx)$ to approximate the 1-Lipschitz function $f(x)$. For this choice, we have the pointwise bound

$$
|\mathbb{E}[f(X/n)] - f(x)| \leq \mathbb{E}|f(X/n) - f(x)| \leq \mathbb{E}|X/n - x| \leq \sqrt{\mathbb{E}(X/n - x)^2} = \sqrt{x/n}.
$$

Hence, Theorem 5 shows that we may improve the above pointwise bound uniformly by a logarithmic factor, while do not change the coefficients $b_j$ by too much. In particular, since $f(0) = 0$, we may choose any $\varepsilon \leq 1/2$ to make the coefficients $|b_j|$ uniformly bounded, i.e. $|b_j| = O(1)$.

The recipe of the proof of Theorem 5 is as follows. First, we partition the entire interval $[0, 1]$ into local intervals as before, and for each local interval $I$, we construct local Poisson polynomials with the desired approximation property and coefficients essentially supported on $I$. Then we employ the idea of (43) to piece together the previous local polynomials into a global Poisson polynomial with the desired properties. The detailed proof is deferred to the appendix.
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A Auxiliary Lemmas

**Lemma 8** (Local intervals, Lemma 17 of [HJW18]). Let $I_m$ and $\tilde{I}_m$ be defined in (25) and (26), respectively, with $m \in [M]$. Then for $c_1 > 0$ large enough, the following inequality holds for each
\( p \in [0, 1], \text{ and } h \sim \text{Poi}(np) \text{ or } h \sim \text{B}(n, p): \)
\[
\mathbb{P}(h \notin nI_m \mid p \in I_m) \leq n^{-5}, \\
\mathbb{P}(h \in nI_m \mid p \notin I_m) \leq n^{-5}.
\]

**Lemma 9** (Dual representation of Wasserstein distance [KR58]). For two Borel probability measures \( P, Q \) on a separable metric space \((S, d)\), the following duality result holds:
\[
W_1(P, Q) = \sup_{f : \|f\|_{\text{Lip}} \leq 1} \mathbb{E}_P[f(X)] - \mathbb{E}_Q[f(X)],
\]
where \( X \) is a random variable taking value in \( S \) with distribution \( P \) or \( Q \), and the Lipschitz norm is defined as \( \|f\|_{\text{Lip}} = \sup_{x \neq y \in S} |f(x) - f(y)|/d(x, y) \).

**Lemma 10** (Jackson’s theorem [DeV76]). Let \( D > 0 \) be any integer, and \( [a, b] \subseteq \mathbb{R} \) be any bounded interval. For any \( 1 \)-Lipschitz function \( f \) on \([a, b]\), there exists a universal constant \( C \) independent of \( D, f \) such that there exists a polynomial \( P(\cdot) \) of degree at most \( D \) such that
\[
| f(x) - P(x) | \leq \frac{C \sqrt{(b-a)(x-a)}}{D}, \quad \forall x \in [a, b].
\]
In particular, the following norm bound holds:
\[
\sup_{x \in [a, b]} | f(x) - P(x) | \leq \frac{C(b-a)}{D}. \tag{47}
\]

**Lemma 11** (Coefficient bound, Lemma 28 of [HJW16]). Let \( p_n(x) = \sum_{\nu=0}^{n} a_\nu x^\nu \) be a polynomial of degree at most \( n \) such that \( |p_n(x)| \leq A \) for \( x \in [a, b] \). Then
\[
1. \text{ If } a + b \neq 0, \text{ then } |a_\nu| \leq 2^{7n/2} A \left| \frac{a+b}{2} \right|^{-\nu} \left( \left| \frac{b+a}{b-a} \right|^n + 1 \right), \quad \nu = 0, \ldots, n.
\]
\[
2. \text{ If } a + b = 0, \text{ then } |a_\nu| \leq Ab^{-\nu}(\sqrt{2}+1)^n, \quad \nu = 0, \ldots, n.
\]

**Lemma 12** (Poisson tail inequality, Theorem 5.4 of [MU05]). For \( X \sim \text{Poi}(\lambda) \) or \( X \sim \text{B}(n, \lambda/n) \) and any \( \delta > 0 \), we have
\[
\mathbb{P}(X \geq (1+\delta)\lambda) \leq \left( \frac{e^\delta}{(1+\delta)^{1+\delta}} \right)^\lambda \leq \exp \left( -\frac{(\delta^2 \wedge \delta)\lambda}{3} \right),
\]
\[
\mathbb{P}(X \leq (1-\delta)\lambda) \leq \left( \frac{e^{-\delta}}{(1-\delta)^{1-\delta}} \right)^\lambda \leq \exp \left( -\frac{\delta^2 \lambda}{2} \right).
\]
Lemma 13 (Bennett’s inequality [Ben62]). Let $X_1, \ldots, X_n \in [a, b]$ be independent random variables with

$$\sigma^2 \triangleq \sum_{i=1}^{n} \text{Var}(X_i).$$

Then we have

$$\mathbb{P} \left( \left| \sum_{i=1}^{n} X_i - \sum_{i=1}^{n} \mathbb{E}[X_i] \right| \geq \varepsilon \right) \leq 2 \exp \left( -\frac{\varepsilon^2}{2(\sigma^2 + (b-a)\varepsilon/3)} \right).$$

Lemma 14 (McDiarmid’s inequality under Poisson sampling, Lemma 12 of [HO19b]). Let $N \sim \text{Poi}(n)$, and $X_1, X_2, \cdots$ be independent random variables taking value in $\mathcal{X}$ independent of $N$. Assume that the following bounded difference condition holds for a sequence of real-valued functions $f_n : \mathcal{X}^n \to \mathbb{R}$:

$$\sup_n \sup_{i \in [n]} \sup_{x_1, x_2, \cdots, x_n, x_i' \in \mathcal{X}} |f_n(x_1, \cdots, x_n) - f_{n+1}(x_1, \cdots, x_{i-1}, x_i, x_i', x_{i+1}, \cdots, x_n)| \leq c.$$

Then for any $\varepsilon > 0$,

$$\mathbb{P} (f_N(X_1, \cdots, X_N) \geq \mathbb{E}[f_N(X_1, \cdots, X_N)] + \varepsilon) \leq 4 \exp \left( -\frac{n\varepsilon^2}{32(n^2\varepsilon^2 + 1)} \right).$$

Lemma 15 (Some properties of Charlier polynomials, Proof of Lemma 13 of [HO19b], and Lemma 30 of [HJW18]). Let the function $g_{d,x}(\cdot)$ be defined in (27), with $d \in \mathbb{N}$, $x \in [0,1]$. Then for any $z \in [0,1]$ and $d \geq 1$, the following identity holds:

$$g_{d,x} \left( z + \frac{2}{n} \right) - g_{d,x}(z) = \frac{2d}{n} g_{d-1,x}(z).$$

Moreover, if $nz/2 \in \mathbb{N}$ and $\max\{|z-x|, 8d/n, \sqrt{8zd/n}\} \leq \Delta$, then

$$|g_{d,x}(z)| \leq (2\Delta)^d.$$

Lemma 16 (Difference of Binomial CDF, Corollary 4 of [JH20]). For $n \in \mathbb{N}$, let $F_n$ be the CDF of a normalized Binomial random variable $X/n$ with $X \sim \text{B}(n, 1/2)$, i.e. $F_n(t) = \mathbb{P}(X/n \leq t)$. Then there exists an absolute constant $C > 0$ such that for any $t \in [0,1]$ and $n \geq 1$,

$$|F_{n+1}(t) - F_n(t)| \leq \frac{C}{\sqrt{n}}.$$

B Proof of Main Lemmas

B.1 Proof of Corollary 1

It suffices to prove that the additional error $\varepsilon'$ satisfies $\varepsilon' = O(n^{-1/3})$ for a large enough $A > 0$ in all these examples, and the rest of the proof follows the same lines as [ADOS17].
1. Entropy: to obtain a meaningful estimation performance for entropy, we need \( k = O(n \log n) \) \([VV11a, JVHW15, WY16]\). Therefore, for each \( q \in \mathcal{M}_k \) which is \((n^{-A}, 3n^{-A/2})\)-close to the distribution \( p \), we have

\[
d(p, q) \leq \sum_{i=1}^{k} |p_i \log p_i - q_i \log q_i|
\]

\[
\leq \sum_{i:p_i \leq n^{-A}} (|p_i \log p_i| + |q_i \log q_i|) + \sum_{i:p_i > n^{-A}} |p_i \log p_i - q_i \log q_i|.
\]

For any \( p_i > n^{-A} \), we have

\[
\frac{p_i}{1 + 3n^{-A/2}} \log \frac{1}{p_i} \leq q_i \log \frac{1}{q_i} \leq p_i \log \frac{1 + 3n^{-A/2}}{p_i}.
\]

Therefore,

\[
d(p, q) \leq 2k \cdot \frac{A \log n}{n^A} + \sum_{i:p_i > n^{-A}} \left( \frac{3n^{-A/2}}{1 + 3n^{-A/2}} \cdot p_i \log \frac{1}{p_i} + p_i \log(1 + 3n^{-A/2}) \right)
\]

\[
= O \left( \frac{k}{n^A} + \frac{\log k}{n^{A/2}} \right),
\]

and choosing any \( A \geq 2 \) gives that \( \varepsilon' = O(n^{-1/3}) \).

2. Support size: it is assumed in \([WY19]\) that \( p_i \geq 1/k \) for all \( i \) and \( k = O(n \log n) \). Therefore, after choosing \( A \geq 2 \), any distribution \( q \) which is \((n^{-A}, 3n^{-A/2})\)-close to the distribution \( p \) satisfying the above assumption must have the same support as \( p \). Consequently, \( d(p, q) = 0 \), and \( \varepsilon' = 0 \) for the support size estimation.

3. Support coverage: by \([OSW16]\), for the support coverage estimation it amounts to consider the functional \( S_m(p) = \sum_{i=1}^{k} (1 - (1 - p_i)^m) \) with \( m = O(n \log n) \). For any distribution \( q \) which is \((n^{-A}, 3n^{-A/2})\)-close to the distribution \( p \), we have

\[
d(p, q) = |S_m(p) - S_m(q)| = \left| \sum_{i=1}^{k} (1 - mp_i - (1 - p_i)^m) - \sum_{i=1}^{k} (1 - mp_i - (1 - p_i)^m) \right|
\]

\[
\leq \sum_{i:p_i \leq n^{-A}} (|1 - mp_i - (1 - p_i)^m| + |1 - mq_i - (1 - q_i)^m|)
\]

\[
+ \sum_{i:p_i > n^{-A}} |m(p_i - q_i) + (1 - p_i)^m - (1 - q_i)^m|
\]

\[
\overset{(a)}{\leq} \sum_{i:p_i \leq n^{-A}} m^2(p_i^2 + q_i^2) + \sum_{i:p_i > n^{-A}} 2m \cdot |p_i - q_i|
\]

\[
\leq m^2 \frac{n}{n^A} \sum_{i=1}^{k} (p_i + q_i) + m \sum_{i=1}^{k} \frac{p_i}{1 + 3n^{-A/2}}
\]

\[
= O \left( \frac{m^2}{n^A} + \frac{m}{n^{A/2}} \right),
\]
where (a) follows from the mean value theorem applied to the function $p \mapsto mp + (1 - p)^m$. Hence, choosing $A \geq 3$ gives $\varepsilon' = O(n^{1/3})$.

4. Distance to uniformity: by [VV11b, JHW18], we may assume that $k = O(n \log n)$. Then it is easy to see that for close pairs $(p, q)$, we have

$$d(p, q) = \left| \sum_{i=1}^{k} p_i - \frac{1}{k} \right| - \left| \sum_{i=1}^{k} q_i - \frac{1}{k} \right| \leq \sum_{i=1}^{k} |p_i - q_i| = O\left( \frac{k}{n^A} + \frac{1}{na^{3/2}} \right).$$

Hence, choosing any $A \geq 2$ suffices to give $\varepsilon' = O(n^{1/3})$.

**B.2 Proof of Lemma 2**

Define a grid $C = \{c_0, c_1, \cdots, c_M\}$ on $[0, 1]$ as follows: let $c_0 = 0$, and for $i = 1, \cdots, M$, let

$$c_i = \frac{1}{2n^i} \left( 1 + \frac{1}{n^i} \right)^{i-1},$$

where $M = \Theta(n^r \log n)$ is the solution to $c_M \leq 1 < c_{M+1}$. Define $Q$ to be the set of all discrete measures $q$ supported on $\mathbb{N}$ with all masses belonging to the grid $C$ and total mass $q(\mathbb{N})$ at most one. Clearly, the number of symbols with probability mass $c_i$ under any $q \in Q$ is at most $2n^A$ for each $i = 1, \cdots, M$. Hence, modulo the equivalence relation that $q \sim q'$ if $q$ coincides with $q'$ after some permutation of the domain elements and adding/removing domain elements with zero probability, we have

$$|Q| \leq (2n^A)^M = \exp\left( \Theta(n^r \log n) \right).$$

Now let $\mathcal{N}$ be the set of all normalized probability measures $q/q(\mathbb{N})$ with $q \in Q$, clearly $|\mathcal{N}| \leq |Q| = \exp(\Theta(n^r \log n))$. Moreover, since $q(\mathbb{N}) \leq 1$ and $q$ only takes value in $C$, each probability measure in $\mathcal{N}$ also has a minimum non-zero probability mass at least $1/(2n^A)$, which implies $\mathcal{N} \subseteq \mathcal{M}_0$ as claimed.

Next we prove that the above set $\mathcal{N}$ also satisfies the second condition of Lemma 2. We first introduce the following $\chi^m$-divergence for $m \geq 2$:

$$\chi^m(P\|Q) = E_Q\left[ \left( \frac{dP}{dQ} \right)^m \right].$$

It is easy to verify that the product rule $\chi^m(P_1 \otimes P_2\|Q_1 \otimes Q_2) = \chi^m(P_1\|Q_1) \cdot \chi^m(P_2\|Q_2)$ holds. The data processing inequality for $\chi^m$ also holds because of the convexity of function $t \mapsto t^m$ on $\mathbb{R}_+$. The following inequality will be very useful: for $P = \text{Poi}(\lambda_1), Q = \text{Poi}(\lambda_2)$ with $|\lambda_1/\lambda_2 - 1| \leq \delta < 1/m$, it holds that

$$\chi^m(P\|Q) = \sum_{i=0}^{\infty} e^{(m-1)\lambda_2 - m\lambda_1} \cdot \frac{1}{i!} \left( \frac{\lambda_1^m}{\lambda_2^{i+1}} \right)^t = \exp\left( \lambda_2 \left( \left( \frac{\lambda_1}{\lambda_2} \right)^m - m \left( \frac{\lambda_1}{\lambda_2} - 1 \right) - 1 \right) \right) \leq \exp\left( \lambda_2 \left( e^{m\lambda_1/\lambda_2 - 1} - m \left( \frac{\lambda_1}{\lambda_2} - 1 \right) - 1 \right) \right) \leq \exp(\lambda_2 m^2 \delta^2),$$

where the last step follows from $e^x \leq 1 + x + x^2$ for $x \leq 1$.  
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Now we consider the following Poissonized model: for each non-negative measure \( q \) supported on \( \mathbb{N} \) (not necessarily a probability measure), let the distribution \( q_h \) of histograms under \( q \) be the product distribution \( \prod_{j \in \mathbb{N}} \text{Poi}(nq_j) \). An equivalent definition of \( q_h \) is the distribution of histograms when one draws \( N \) i.i.d. samples from the normalized probability distribution \( q/q(\mathbb{N}) \), with an independent Poisson distributed sample size \( N \sim \text{Poi}(nq(\mathbb{N})) \). We will write \( q_h \) to be the distribution over the space of profiles \( \bigcup_{i=1}^{\infty} \Phi_t \) induced by \( q_h \).

We claim that for each distribution \( p \in \mathcal{M}_0 \), there exists some \( q \in \mathcal{Q} \) such that both quantities \( \chi^m(p_h\|q_h) \) and \( \chi^m(q_h\|p_h) \) are small. Specifically, we define \( q = (q_1, q_2, \cdots) \) such that

\[
q_j = \max\{c_i \in \mathcal{C} : c_i \leq p_j\}.
\]

Since \( p \in \mathcal{M}_0 \), we have \( q \in \mathcal{Q} \). Moreover, \( \max\{|p_j/q_j - 1|, |q_j/p_j - 1|\} \leq n^{-r} \) for each \( j \in \mathbb{N} \). Since the profile is a deterministic function of the histogram, by the data processing inequality of the \( \chi^m \)-divergence, as long as \( m \leq n^r \) we have⁵

\[
\chi^m(p_h\|q_h) \leq \chi^m(p_h\|q_h) \leq \prod_{j \in \mathbb{N}} \exp(nq_j m^2 n^{-2r}) \leq \exp(n^{1-2r} m^2),
\]

where the second inequality follows from the product rule of the \( \chi^m \)-divergence and (48), and the last inequality follows from \( \sum_{j \in \mathbb{N}} q_j = \sum_{j \in \mathbb{N}} p_j = 1 \). Analogously, we also have \( \chi^m(q_h\|p_h) \leq \exp(n^{1-2r} m^2) \).

Next we translate the \( \chi^m \)-divergence bound in (50) into the probability bounds. Specifically, for any \( S \subseteq \Phi_n \subseteq \bigcup_{i=1}^{\infty} \Phi_t \), the data processing inequality gives

\[
\chi^m(p_h\|q_h) \geq \frac{p_h(S)^m}{q_h(S)^{m-1}}.
\]

Furthermore, the profile probability under the Poissonized model and the original sampling model can be related as follows: for \( S \subseteq \Phi_n \) and any non-negative discrete measure \( q \),

\[
q_h(S) = \mathbb{P}\left(\frac{q}{q(\mathbb{N})}, S\right) \cdot \mathbb{P}(\text{Poi}(nq(\mathbb{N})) = n).
\]

Since \( 1 \geq q(\mathbb{N}) \geq (1 - n^{-r}) p(\mathbb{N}) = 1 - n^{-r} \) by (49), we have

\[
\mathbb{P}(\text{Poi}(nq(\mathbb{N})) = n) \geq \mathbb{P}(\text{Poi}(n(1 - n^{-r})) = n) = \mathbb{P}(\text{Poi}(n) = n) \cdot e^{n \cdot (1 - n^{-r})^n} \\
\geq \mathbb{P}(\text{Poi}(n) = n) \cdot (1 - n^{-2r})^n \geq \exp(-c_r n^{1 - 2r}),
\]

for some constant \( c_r > 0 \). Combining with the inequalities (50), (51) and (52), we conclude that

\[
\mathbb{P}(p, S) \leq \mathbb{P}\left(\frac{q}{q(\mathbb{N})}, S\right)^{1-\frac{m}{m-1}} \exp\left(n^{1-2r} m + \frac{m - 1}{m} c_r n^{1 - 2r}\right) \\
= \mathbb{P}\left(\frac{q}{q(\mathbb{N})}, S\right)^{1-\frac{m}{m-1}} \exp\left(O(n^{1-2r} m)\right).
\]

Choosing \( m = c_0 n^r < n^r \) completes the proof of (7) of Lemma 2. Interchanging the roles of \( p \) and \( q \) we may also arrive at the other inequality (6).

---

⁵Note that the profile distribution \( p_h \) is invariant with permutations of \( p \) and adding/removing zero-probability symbols in \( p \), the quotient with the equivalence relation used in the upper bound of \(|\mathcal{Q}|\) may be taken.
B.3 Proof of Lemma 5

Throughout the proof, we will use \( C, C', \cdots \) to denote large positive constants depending only on \( c_1 \) which may vary from line to line, and \( c, c', \cdots \) to denote the respective small positive constants.

First we consider the case \( d \geq 1 \). Using the triangle inequality, we have

\[
\left| k \cdot \int_{I_m} (x - x_m)^d \mu_m(dx) - M_{m,d} \right| \leq \left| k \cdot \int_{I_m} (x - x_m)^d \mu_m(dx) - M_{m,d} \right| + \left| \mathbb{E} M_{m,d} - M_{m,d} \right| + \left| \mathbb{E} \hat{M}_{m,d} - \mathbb{E} M_{m,d} \right|,
\]

(53)

where \( M_{m,d} \) is the local smoothed moment defined in (31). We upper bound the expectation of each term in (53) separately.

For the first term (which is deterministic), simple algebra gives

\[
\left| k \cdot \int_{I_m} (x - x_m)^d \mu_m(dx) - M_{m,d} \right| \leq \sum_{j=1}^{k} |p_j - x_m|^d \cdot \mathbb{P} \left( \text{Poi} \left( \frac{np_j}{2} \right) \in \frac{n}{2} I_m \right) \cdot 1(p_j \notin \tilde{I}_m).
\]

By the Poisson tail inequality (cf. Lemma 12), for \( p_j \notin \tilde{I}_m \) we have

\[
\mathbb{P} \left( \text{Poi} \left( \frac{np_j}{2} \right) \in \frac{n}{2} I_m \right) \leq \exp \left( -cn \cdot \min \left\{ \frac{|x_m - p_j|^2}{p_j}, |x_m - p_j| \right\} \right)
\]

for some absolute constant \( c > 0 \) independent of \((m, n, c_1, c_2)\). For \( p_j \notin \tilde{I}_m \) and constant \( c_1 > 0 \) large enough, simple algebra shows that for \( 1 \leq d \leq D \), it holds that

\[
|p_j - x_m|^d \cdot \exp \left( -cn \cdot \min \left\{ \frac{|x_m - p_j|^2}{p_j}, |x_m - p_j| \right\} \right) \leq C_{\tilde{c} m} \cdot n^{-5}
\]

for some constant \( C > 0 \) depending only on \( c_1 \). Hence, the first term of (53) is upper bounded as

\[
\left| k \cdot \int_{I_m} (x - x_m)^d \mu_m(dx) - M_{m,d} \right| \leq \frac{C \cdot \tilde{c}_m}{n^5} \cdot \tilde{c}_m.
\]

(54)

As for the second term, first note that

\[
\mathbb{E} \left[ \sum_{j=1}^{k} \sum_{s \in nI_m/2} \mathbb{P} \left( \text{B} \left( h_j, \frac{1}{2} \right) = s \right) \cdot g_{d,x_m} \left( \frac{h_j - s}{n/2} \right) \right] = \sum_{t=0}^{\infty} \sum_{j=1}^{k} \sum_{s \in nI_m/2} \frac{1}{2^t} \binom{t}{s} g_{d,x_m} \left( \frac{t - s}{n/2} \right) \cdot e^{-np_j} \left( \frac{np_j}{t} \right)^t\\ = \sum_{t=0}^{\infty} \sum_{j=1}^{k} \sum_{s \in nI_m/2} \frac{1}{2^{u+s}} \binom{u + s}{s} g_{d,x_m} \left( \frac{u}{n/2} \right) \cdot e^{-np_j} \left( \frac{np_j}{u} \right)^{u+s} (u + s)!\\ = \sum_{j=1}^{k} \left( \sum_{s \in nI_m/2} e^{-np_j/2} \left( \frac{np_j/2}{s!} \right)^s \right) \left( \sum_{u=0}^{\infty} e^{-np_j/2} \left( \frac{np_j/2}{u} \right)^u \left( \frac{u}{n/2} \right) \right)\\ = \sum_{j=1}^{k} \mathbb{P} \left( \text{Poi} \left( \frac{np_j}{2} \right) \in \frac{n}{2} I_m \right) \cdot (p_j - x_m)^d = M_{m,d},
\]

\( 39 \)
where we have used that \( \mathbb{E}[g_{d,x_m}(X)] = (p-x_m)^d \) whenever \( nX/2 \sim \text{Poi}(np/2) \). Now by definition of the modification \( \tilde{g}_{d,x_m} \) in (28), we have

\[
|\mathbb{E}[	ilde{M}_{m,d}] - M_{m,d}| \\
\leq \mathbb{E} \left[ \sum_{j=1}^k \sum_{s \in nI_{m/2}} \mathbb{P}\left( B\left( h_j, \frac{1}{2} \right) = s \right) \cdot 1 \left( h_j - s \notin \frac{n}{2}[x_{m,L}, x_{m,R}] \right) \right. \\
\left. \cdot \left( \left| g_{d,x_m}\left( \frac{h_j - s}{n/2} \right) \right| + |g_{d,x_m}(x_{m,L})| + |g_{d,x_m}(x_{m,R})| \right) \right] \\
= \mathbb{E} \left[ \sum_{j=1}^k 1 \left( \tilde{p}_{j,1} \in I_m, \tilde{p}_{j,2} \notin [x_{m,L}, x_{m,R}] \right) \left( |g_{d,x_m}(\tilde{p}_{j,2})| + |g_{d,x_m}(x_{m,L})| + |g_{d,x_m}(x_{m,R})| \right) \right],
\]

(55)

where \( \tilde{p}_{j,1}, \tilde{p}_{j,2} \) are independent random variables with \( np_{j,1}/2, np_{j,2}/2 \sim \text{Poi}(np/2) \), and the last identity follows from the subsampling property of Poisson random variables. To upper bound (55), note that the condition of Lemma 15 is satisfied with \( \Delta \sim \max\{\tilde{I}_m, |\tilde{p}_{j,2} - x_m|\} \), and therefore

\[
|g_{d,x_m}(\tilde{p}_{j,2})| + |g_{d,x_m}(x_{m,L})| + |g_{d,x_m}(x_{m,R})| \leq C n^{C'c_2} |\tilde{p}_{j,2} - x_m|^d
\]

for some absolute constants \( C, C' > 0 \) depending only on \( c_1 \) whenever \( \tilde{p}_{j,2} \notin [x_{m,L}, x_{m,R}] \). Moreover, if \( p_j \notin \tilde{I}_m \), then the Poisson tail bound (cf. Lemma 12) gives that

\[
\mathbb{P}(\tilde{p}_{j,1} \in I_m, \tilde{p}_{j,2} = q) \leq \mathbb{P}(\tilde{p}_{j,2} = q) \leq \exp\left( -cn \cdot \min\left\{ \frac{|x_m - q|^2}{\max\{x_m, q\}}, |x_m - q| \right\} \right)
\]

for any \( q \notin [x_{m,L}, x_{m,R}] \). If \( p_j \notin \tilde{I}_m \), then

\[
\mathbb{P}(\tilde{p}_{j,1} \in I_m, \tilde{p}_{j,2} = q) = \mathbb{P}(\tilde{p}_{j,1} \in I_m) \cdot \mathbb{P}(\tilde{p}_{j,2} = q) \\
\leq \exp\left( -cn \left( \min\left\{ \frac{|p_j - x_m|^2}{p_j}, |p_j - x_m| \right\} + \min\left\{ \frac{|p_j - q|^2}{p_j}, |p_j - q| \right\} \right) \right) \\
\leq \exp\left( -c'n \cdot \min\left\{ \frac{|x_m - q|^2}{\max\{x_m, q\}}, |x_m - q| \right\} \right).
\]

In other words, the above inequality with a small enough constant \( c' \) holds regardless of the true probability mass \( p_j \). Since for \( c_1 > 0 \) large enough, for all \( q \notin [x_{m,L}, x_{m,R}] \) it holds that

\[
|q - x_m|^d \cdot \exp\left( -c'n \cdot \min\left\{ \frac{|x_m - q|^2}{\max\{x_m, q\}}, |x_m - q| \right\} \right) \leq C \tilde{\ell}_m \cdot n^{-5},
\]

expanding the expectation in (55) gives the following upper bound on the second term of (53):

\[
|\mathbb{E}[	ilde{M}_{m,d}] - M_{m,d}| \leq \frac{Ck}{n^{4-C'c_2}} \cdot \tilde{\ell}_m.
\]

(56)

For the final term \( \mathbb{E}[\tilde{M}_{m,d}] - \mathbb{E}[\tilde{M}_{m,d}] \), we will apply the Bennett inequality (cf. Lemma 13) to the sum of independent random variables \( Z_j \), where

\[
Z_j \triangleq \sum_{s \in nI_{m/2}} \mathbb{P}\left( B\left( h_j, \frac{1}{2} \right) = s \right) \cdot \tilde{g}_{d,x_m}\left( \frac{h_j - s}{n/2} \right).
\]
By Lemma 15 and the definition of $\tilde{g}_{d,x_m}$, we have $\|g_{d,x_m}\|_\infty \leq C n^{C'c_2} \tilde{\ell}_m$. As a result,

$$|Z_j| \leq C n^{C'c_2} \tilde{\ell}_m, \quad \mathbb{E}[Z_j^2] \leq (C n^{C'c_2} \tilde{\ell}_m)^2 \cdot P\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} I_m\right).$$

Hence, by Bennett inequality, with probability at least $1 - n^{-5}$ we have

$$\left|\sum_{j=1}^k (Z_j - \mathbb{E}[Z_j])\right| = O\left(n^{C'c_2} \tilde{\ell}_m \left(\sum_{j=1}^k \mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} I_m\right) \cdot \log n + \log n\right)\right).$$

Consequently, using $\left|\sum_{j=1}^k Z_j\right| \leq k\|g_{d,x_m}\|_\infty$ almost surely, we conclude that

$$\mathbb{E}\left|\hat{M}_{m,d} - \mathbb{E}[\hat{M}_{m,d}]\right| \leq C n^{C'c_2} \tilde{\ell}_m \left(\sum_{j=1}^k \mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} I_m\right) + \frac{k}{n^5}\right). \quad (57)$$

Hence, a combination of (53), (54), (56) and (57) gives the claimed result for $d \geq 1$.

Next we consider the case where $d = 0$. By the triangle inequality again, we have

$$\left|\sum_{m' \geq m} \left(k \cdot \mu_{m'}(\tilde{I}_{m'}) - \hat{M}_{m',0}\right)\right| \leq \sum_{j=1}^k \sum_{m' \geq m} \mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} I_{m'}\right) \cdot 1(p_j \notin \tilde{I}_{m'})$$

$$+ \left|\sum_{j=1}^k \left(\mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} \bigcup_{m' \geq m} I_{m'}\right) - \mathbb{P}\left(\mathbb{B}\left(h_j, \frac{1}{2}\right) \in \frac{n}{2} \bigcup_{m' \geq m} I_{m'}\right)\right)\right|. \quad (58)$$

By Lemma 8, the first term of (58) is at most $k/n^4$. Regarding the second term, the subsampling property of Poisson random variables shows that each summand has a zero mean. Moreover, the random variable

$$Y_j = \mathbb{P}\left(\mathbb{B}\left(h_j, \frac{1}{2}\right) \in \frac{n}{2} \bigcup_{m' \geq m} I_{m'}\right)$$

is upper bounded by 1. As for the variance of $Y_j$, we distinguish into three cases:

- If $p_j$ is greater than the right endpoint of $\tilde{I}_m$, Lemma 8 shows that

$$\mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} \bigcup_{m' \geq m} I_{m'}\right) \geq 1 - n^{-5}.$$

Therefore,

$$\text{Var}(Y_j) \leq \mathbb{E}[(1 - Y_j)^2] \leq \mathbb{E}[(1 - Y_j)] = 1 - \mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} \bigcup_{m' \geq m} I_{m'}\right) \leq n^{-5}.$$
• Similarly, if $p_j$ is smaller than the left endpoint of $\tilde{I}_m$, Lemma 8 shows that
  \[
  \text{Var}(Y_j) \leq \mathbb{E}[Y_j^2] \leq \mathbb{E}[Y_j] = \mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} \bigcup_{m' \geq m} I_{m'}\right) \leq n^{-5}.
  \]

• Finally, if $p_j \in \tilde{I}_m$, then Lemma 8 gives
  \[
  \mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} \bigcup_{m' \geq m+1} I_{m'}\right) \leq n^{-5}.
  \]

Therefore,
  \[
  \text{Var}(Y_j) \leq \mathbb{E}[Y_j^2] \leq \mathbb{E}[Y_j] \leq \mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} I_m\right) + n^{-5}.
  \]

Combining all cases, it always holds that
  \[
  \text{Var}(Y_j) \leq \mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} I_m\right) + n^{-5}.
  \]
Hence, by the Bennett inequality (cf. Lemma 13), with probability at least $1 - n^{-5}$,
  \[
  \left|\sum_{j=1}^{k} (Y_j - \mathbb{E}[Y_j])\right| = O\left(\sqrt{\sum_{j=1}^{k} \mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} I_m\right) + n^{-5}} \cdot \log n + \log n\right).
  \]
Therefore, the second term of (58) has expectation at most
  \[
  \mathbb{E}\left|\sum_{j=1}^{k} (Y_j - \mathbb{E}[Y_j])\right| \leq C\left(\sqrt{\log n \cdot \sum_{j=1}^{k} \mathbb{P}\left(\text{Poi}\left(\frac{np_j}{2}\right) \in \frac{n}{2} I_m\right) + n^{-5}} + \log n + \frac{k}{n^5}\right),
  \]
as claimed.

**B.4 Proof of Lemma 6**

Let $k'_m = \sum_{j=1}^{k} 1(p_j \in \tilde{I}_m)$, then Lemma 8 gives $k_m \leq k'_m + k/n^5$. Let $M = \{m \in [M] : k'_m \neq 0\} \subseteq [M]$. Since each probability mass $p_j$ lies in at most two different $\tilde{I}_m$’s, we conclude that
  \[
  2 = 2 \sum_{j=1}^{k} p_j \geq \sum_{m \in M} \sum_{j=1}^{k} p_j \cdot 1(p_j \in \tilde{I}_m) \geq \sum_{m \in M} \frac{c_1 \log n}{n} \left(m - \frac{5}{4}\right)^2 \geq \frac{c_1 \log n}{6n} (|M| - 2)^3, \tag{59}
  \]
and consequently
  \[
  |M| \leq \left(\frac{12n}{c_1 \log n}\right)^{\frac{1}{3}} + 2.
  \]
Hence,
\[
\sum_{m=1}^{M} \tilde{\ell}_m \sqrt{k_m} \leq \sum_{m=1}^{M} \tilde{\ell}_m \left( \sqrt{k'_m} + \sqrt{\frac{k}{n^5}} \right)
\]
\[
\leq \sum_{m=1}^{M} \frac{2c_1 m \log n}{n} \left( \sqrt{k'_m} + \sqrt{\frac{k}{n^5}} \right)
\]
\[
\leq \frac{2c_1 \log n}{n} \sqrt{|M|} \cdot \sum_{m \in M} m^2 + 2 \sqrt{\frac{k}{n^5}}
\]
\[
\overset{(a)}{=} O \left( \frac{\log n}{n} \cdot \sqrt{\log n} \cdot \frac{n}{\log n} + \sqrt{\frac{k}{n^5}} \right)
\]
\[
= O \left( \left( \frac{\log n}{n} \right)^{\frac{3}{4}} + \sqrt{\frac{k}{n^5}} \right),
\]
where step (a) follows from an intermediate step of (59).

B.5 Proof of Lemma 7

Throughout the proof, we will frequently use the fact (which follows from Lemma 15) that
\[
\| \tilde{g}_{d,x_m} \|_{\infty} \leq (x_{m,R} - x_{m,L})^d, \quad \forall 0 \leq d \leq D, m \in [M].
\]  

(60)

We first consider the case where \( d \geq 1 \). It is clear that
\[
|\Delta_{m,d}| = \left| \sum_{s \in nI_{m/2}} \left[ \mathbb{P} \left( B \left( h_j, \frac{1}{2} \right) = s \right) \tilde{g}_{d,x_m} \left( \frac{h_j - s}{n/2} \right) - \mathbb{P} \left( B \left( h_j + 1, \frac{1}{2} \right) = s \right) \tilde{g}_{d,x_m} \left( \frac{h_j + 1 - s}{n/2} \right) \right] \right|
\]
\[
\leq \sum_{s \in nI_{m/2}} \mathbb{P} \left( B \left( h_j, \frac{1}{2} \right) = s \right) \cdot \left| \tilde{g}_{d,x_m} \left( \frac{h_j - s}{n/2} \right) - \tilde{g}_{d,x_m} \left( \frac{h_j + 1 - s}{n/2} \right) \right|
\]
\[
\overset{=:D_1}{=} \mathbb{P} \left( B \left( h_j, \frac{1}{2} \right) \in \frac{n}{2} I_m \right) - \mathbb{P} \left( B \left( h_j + 1, \frac{1}{2} \right) \in \frac{n}{2} I_m \right) \cdot \tilde{g}_{d,x_m} \left( \frac{h_j + 1 - s}{n/2} \right).
\]

We distinguish into two cases \( m \in \mathcal{M} \) and \( m \notin \mathcal{M} \), respectively.

• Case I: \( m \in \mathcal{M} \). By the definition of \( \tilde{g}_{d,x_m} \) and Lemma 15, we have
\[
\left| \tilde{g}_{d,x_m} \left( \frac{h_j - s}{n/2} \right) - \tilde{g}_{d,x_m} \left( \frac{h_j + 1 - s}{n/2} \right) \right| \leq \frac{2d}{n} \left| g_{d-1,x_m} \left( \frac{h_j - s}{n/2} \right) \right| \leq \frac{2d}{n} (x_{m,R} - x_{m,L})^{d-1},
\]
where the last inequality follows from (60). Hence,
\[
D_1 \leq \frac{2d}{n} (x_{m,R} - x_{m,L})^{d-1} \leq \frac{2D}{n} (x_{m,R} - x_{m,L})^{d-1}.
\]
As for $D_2$, Lemma 16 gives that
\[
\left| \mathbb{P}\left( B\left(h_j, \frac{1}{2}\right) \in \frac{n}{2} I_m \right) - \mathbb{P}\left( B\left(h_j + 1, \frac{1}{2}\right) \in \frac{n}{2} I_m \right) \right| \leq \frac{2C}{\sqrt{h_j}}.
\]
Since $m \in \mathcal{M}$, for $m \geq 2$ we have $h_j \geq n x_{m,L} \geq n^2 (x_{m,R} - x_{m,L})^2 / (144c_1 \log n)$. Moreover, for $m = 1$ the above probability difference is trivially upper bounded by 1. Combining these two cases, we always have
\[
\left| \mathbb{P}\left( B\left(h_j, \frac{1}{2}\right) \in \frac{n}{2} I_m \right) - \mathbb{P}\left( B\left(h_j + 1, \frac{1}{2}\right) \in \frac{n}{2} I_m \right) \right| = O\left( \frac{\log n}{n(x_{m,R} - x_{m,L})} \right).
\]
With the help of (60) again, we conclude that
\[
|\Delta_{m,d}| \leq D_1 + D_2 = O\left( \frac{\log n}{n} \cdot (x_{m,R} - x_{m,L})^{d-1} \right).
\]
• Case II: $m \notin \mathcal{M}$. By (60), it is clear that
\[
|\Delta_{m,d}| \leq (x_{m,R} - x_{m,L})^d \cdot \left( \mathbb{P}\left( B\left(h_j, \frac{1}{2}\right) \in \frac{n}{2} I_m \right) + \mathbb{P}\left( B\left(h_j + 1, \frac{1}{2}\right) \in \frac{n}{2} I_m \right) \right).
\]
Thanks to the assumption $h_j \notin n[x_{m,L}, x_{m,R}]$, the Binomial tail inequality (cf. Lemma 12) yields that for $c_1 > 0$ large enough, we have
\[
\mathbb{P}\left( B\left(h_j, \frac{1}{2}\right) \in \frac{n}{2} I_m \right) + \mathbb{P}\left( B\left(h_j + 1, \frac{1}{2}\right) \in \frac{n}{2} I_m \right) \leq \frac{2}{n^5}.
\]
Hence, for $m \notin \mathcal{M}$ we have
\[
|\Delta_{m,d}| = O\left( \frac{(x_{m,R} - x_{m,L})^d}{n^5} \right).
\]
Next we deal with the case $d = 0$, and it is clear that
\[
\sum_{m' \geq m} \Delta_{m,0} = \mathbb{P}\left( B\left(h_j, \frac{1}{2}\right) \in \frac{n}{2} \bigcup_{m' \geq m} I_{m'} \right) - \mathbb{P}\left( B\left(h_j + 1, \frac{1}{2}\right) \in \frac{n}{2} \bigcup_{m' \geq m} I_{m'} \right)
\]
\[
= \mathbb{P}\left( B\left(h_j, \frac{1}{2}\right) \geq \frac{c_1(m-1)^2 \log n}{2} \right) - \mathbb{P}\left( B\left(h_j + 1, \frac{1}{2}\right) \geq \frac{c_1(m-1)^2 \log n}{2} \right) \leq \frac{C}{\sqrt{h_j}}.
\]
If $m \in \mathcal{M}$, we use Lemma 16 again to conclude that
\[
\mathbb{P}\left( B\left(h_j, \frac{1}{2}\right) \geq \frac{c_1(m-1)^2 \log n}{2} \right) - \mathbb{P}\left( B\left(h_j + 1, \frac{1}{2}\right) \geq \frac{c_1(m-1)^2 \log n}{2} \right) \leq \frac{C}{\sqrt{h_j}};
\]
which by the same analysis above yields to an upper bound of $O(\log n / (n(x_{m,R} - x_{m,L})))$. For the other case $m \notin \mathcal{M}$, the Binomial tail inequality (cf. Lemma 12) again shows that for $c_1 > 0$ large enough, in the respective scenarios $h_j > nx_{m,R}$ and $h_j < nx_{m,L}$, the above Binomial probabilities are both $\geq 1 - n^{-5}$ or $\leq n^{-5}$, respectively. Hence, for $m \notin \mathcal{M}$ we have
\[
\sum_{m' \geq m} \Delta_{m,0} = O(n^{-5}),
\]
as desired.
B.6 Proof of Theorem 5

We shall construct the following local intervals: for \( m = 1, 2, \cdots, M = \sqrt{n/(c_1 \log n)} \), define

\[
I_m = \left[ \frac{c_1 \log n}{n} \cdot (m - 1)^2, \frac{c_1 \log n}{n} \cdot m^2 \right],
\]

\[
I'_m = \left[ \frac{c_1 \log n}{n} \cdot \left( m - \frac{4}{3} \right)^2, \frac{c_1 \log n}{n} \cdot \left( m + \frac{1}{3} \right)^2 \right],
\]

\[
I''_m = \left[ \frac{c_1 \log n}{n} \cdot (m - 2)^2, \frac{c_1 \log n}{n} \cdot (m + 1)^2 \right],
\]

where \( c_1 > 0 \) is some large constant to be specified later, and without loss of generality we assume that \( M \) is an integer. We shall also define

\[
x_m = \frac{c_1 \log n}{n} \cdot \left( m - \frac{1}{2} \right)^2
\]

to be the center of the \( m \)-th local interval. Note that \( I_m \subseteq I'_m \subseteq I''_m \), and by Lemma 8 we have

\[
\mathbb{P}(\text{Poi}(nx) \notin nI'_m \mid x \in I_m) \leq n^{-5},
\]

\[
\mathbb{P}(\text{Poi}(nx) \notin nI''_m \mid x \in I'_m) \leq n^{-5},
\]

\[
\mathbb{P}(\text{Poi}(nx) \notin nI_m \mid x \in I_m - I'_{m-1} - I'_{m+1}) \leq n^{-5}.
\]

B.6.1 Construction of Local Poisson Polynomials

We first construct a local Poisson polynomial on each local interval \( I'_m \).

**Lemma 17.** Let \( f \) be any \( 1 \)-Lipschitz function, \( \varepsilon > 0 \), and \( c_1 > 0 \) be large enough. Then there exists a constant \( C > 0 \) such that for each \( m \in [M] \), there is a sequence of coefficients \( (b_j)_{j=0}^{\infty} \) with

\[
|f(x) - \sum_{j=0}^{\infty} b_j \mathbb{P}(\text{Poi}(nx) = j)| \leq C \sqrt{\frac{x}{n \log n}}, \quad \forall x \in I'_m,
\]

where \( b_j = 0 \) for \( j \notin nI''_m \), and

\[
|b_j - f \left( \frac{j}{n} \right)| \leq \frac{C(1 + j^{1/2})}{n^{1-\varepsilon}}, \quad \forall j \in nI''_m.
\]

It is clear that Lemma 17 is an analog of Theorem 5 on local intervals \( I'_m \), where we additionally require that \( b_j = 0 \) for all \( j \notin nI''_m \) to essentially shut down the influence on other local intervals, which will be crucial for the next step. The high-level idea of the proof of Lemma 17 is as follows: we apply the best polynomial approximation with degree \( O(\log n) \) on the local interval \( I'_m \), and then convert the monomial basis into the Poisson polynomial basis. To fulfill the support condition of \( (b_j) \) as well as the inequality (63), we shall need a careful truncation argument to only keep the coefficients in the local interval \( I''_m \).
Proof of Lemma 17. Let \( D = \lceil c_2 \log n \rceil \) where \( c_2 > 0 \) is a small constant depending only on \( \varepsilon \). Throughout the proof we will use \( C_1, C_2, \cdots \) to denote positive numerical constants independent of \((n, \varepsilon, c_1)\).

By Lemma 10, there exists a degree-\( D \) polynomial such that
\[
\left| f(x) - \sum_{d=0}^{D} a_d(x - x_m)^d \right| \leq C_1 \sqrt{\frac{x}{n \log n}}
\]
holds for all \( x \in I'_m \), with
\[
|a_d| \leq \left( C_2 \cdot \frac{c_1 m \log n}{n} \right)^{1-d}, \quad d = 1, 2, \cdots, D.
\]

As for \( d = 0 \), choosing \( x = x_m \) in the above inequality gives \( a_0 = f(x_m) + O(m/n) \).

Next we write the above polynomial as a linear combination of Poisson polynomials. Since \([\text{Wit}87, \text{Example 2.8}]\)
\[
\sum_{j=0}^{\infty} \frac{j!}{(j-d)!n^d} \cdot \mathbb{P}(\text{Poi}(nx) = j) = x^d,
\]
we have
\[
\sum_{d=0}^{D} a_d(x - x_m)^d = \sum_{d=0}^{D} a_d \sum_{d'=0}^{d} \binom{d}{d'} (-x_m)^{d-d'} x_m^{d'}
\]
\[
= \sum_{d=0}^{D} a_d \sum_{d'=0}^{d} \binom{d}{d'} (-x_m)^{d-d'} \sum_{j=0}^{\infty} \frac{j!}{(j-d')!n^d} \cdot \mathbb{P}(\text{Poi}(nx) = j)
\]
\[
= \sum_{j=0}^{\infty} \left( \sum_{d=0}^{D} a_d \sum_{d'=0}^{d} \binom{d}{d'} (-x_m)^{d-d'} \frac{j!}{(j-d')!n^d} \right) \mathbb{P}(\text{Poi}(nx) = j).
\]

In other words, the inequality (62) holds for the coefficients \((b_j^*)_{j=0}^{\infty}\). Now we define \((b_j)_{j=0}^{\infty}\) to be the truncated version of \((b_j^*)_{j=0}^{\infty}\):
\[
b_j = b_j^* \cdot 1(j \in nI''_m).
\]
Clearly \( b_j = 0 \) for all \( j \notin nI''_m \). By Lemma 15, for \( d = 1, 2, \cdots, D \),
\[
\left| \sum_{d'=0}^{d} \binom{d}{d'} (-x_m)^{d-d'} \frac{j!}{(j-d')!n^d} \right| \leq \begin{cases} 
(C_3 \cdot \frac{c_1 m \log n}{n})^d & \text{if } j \in nI''_m, \\
(C_4 \cdot |j/n - x_m|)^d & \text{otherwise}.
\end{cases}
\]
Hence, for \( j \in nI_m'' \), we have
\[
|b_j - a_0| = |b_j' - a_0| \leq \sum_{d=1}^{D} a_d \cdot \left| \sum_{d'=0}^{d-1} \left( \frac{d'}{d} \right)^{d-d'} (-x_m)^{d-d'} \frac{j!}{(j-d')!} \right|
\leq \sum_{d=1}^{D} \left( C_2 \cdot \frac{c_1 m \log n}{n} \right)^{1-d} \cdot \left( C_3 \cdot \frac{c_1 m \log n}{n} \right)^d
\leq DC_2 \left( 1 + \left( \frac{c_3 \log n}{n} \right) \right) \cdot \frac{c_1 m \log n}{n}
= O \left( \frac{1 + j^{1/2}}{n^{1-\varepsilon}} \right)
\]
where the last step follows from the choice of \( D = c_2 \log n \) with a sufficiently small \( c_2 > 0 \) and the assumption \( j \in nI_m'' \). Moreover, for any \( j \in nI_m'' \),
\[
a_0 = f(x_m) + O \left( \frac{m}{n} \right) = f \left( \frac{j}{n} \right) + |x_m - j/n| + O \left( \frac{m}{n} \right)
= f \left( \frac{j}{n} \right) + |x_m - j/n| + O \left( \frac{1 + j^{1/2}}{n^{1-\varepsilon}} \right),
\]
and therefore a triangle inequality gives the inequality (63).

As for the other inequality (62), by triangle inequality it suffices to prove that
\[
\sum_{j \notin nI_m''} |b_j'| \cdot P\text{(Poi}(nx) = j) = O(n^{-4}), \quad \forall x \in I_m'.
\tag{64}
\]
To prove (64), first note that for \( j \notin nI_m'' \), we have
\[
|b_j'| \leq |a_0| + \sum_{d=1}^{D} \left( C_2 \cdot \frac{c_1 m \log n}{n} \right)^{1-d} \left( C_4 \cdot \frac{j}{n} \right)^d
\leq O \left( 1 + \left( C_5 \cdot \frac{|j - nx_m|}{c_1 m \log n} \right)^D \right) = O \left( 1 + \left( C_6 \cdot \frac{|j - nx_m|}{\sqrt{c_1 m \log n}} \right)^D \right).
\]
Furthermore, by the Chernoff bound (cf. Lemma 12), for all \( x \in I_m' \) and \( j \notin nI_m'' \), we have
\[
P\text{(Poi}(nx) = j) \leq \exp \left( -C_7 \left( \frac{(j - nx)^2}{nx} \right) \right)
\leq \exp \left( -C_8 \cdot c_1 \log n \cdot \frac{|j - nx_m|}{\sqrt{c_1 m \log n}} \right).
\]
Moreover, the assumption \( j \notin nI_m'' \) implies that \( |j - nx_m|/\sqrt{c_1 m \log n} \geq C_9 > 0 \). Consequently, whenever \( p \in I_m' \) and \( j \notin nI_m'' \), we have
\[
|b_j'| \cdot P\text{(Poi}(np) = j) = O \left( n^{-5} + \exp \left( c_2 \log n \cdot \log \left( \frac{C_6 \cdot |j - nx_m|}{\sqrt{c_1 m \log n}} \right) - C_8 c_1 \log n \cdot \frac{|j - nx_m|}{\sqrt{c_1 m \log n}} \right) \right),
\]
where the first \( O(n^{-5}) \) term follows from (61). Since the positive constants \( C_6 \) and \( C_8 \) do not depend on the parameter \( c_1 \), by choosing \( c_1 > 0 \) large enough we arrive at an exponent \( \leq -5 \log n \), and therefore \( |b_j'| \cdot P\text{(Poi}(np) = j) = O(n^{-5}) \). Now the inequality (64) simply follows from the summation over \( O(n) \) indices. \( \square \)
B.6.2 Piecing together Local Polynomials

Motivated by (43), we assume that \( \sum_{j=0}^{\infty} b_j^{(m)} \mathbb{P}(\text{Poi}(nx/2) = j) \) is the Poisson polynomial given by Lemma 17 on the \( m \)-th local interval \( I_m' \) with \( n \) replaced by \( n/2 \). Now consider the following Poisson polynomial:

\[
F(x) \triangleq \sum_{j=0}^{\infty} b_j \mathbb{P}(\text{Poi}(nx) = j),
\]

with

\[
b_j \triangleq \frac{1}{2j} \sum_{m=1}^{M} \sum_{k \in nI_m/2} \binom{j}{k} b_{j-k}^{(m)}.
\]

We claim that the above polynomial with coefficients in (65) satisfies Theorem 5. We first verify the inequality (44). Using a change of variable \( l = j - k \), we have

\[
F(x) = \sum_{j=0}^{\infty} \frac{1}{2j} \sum_{m=1}^{M} \sum_{k \in nI_m/2} \binom{j}{k} b_{j-k}^{(m)} \cdot \mathbb{P}(\text{Poi}(nx) = j)
\]

\[
= \sum_{m=1}^{M} \sum_{l=0}^{\infty} b_l^{(m)} \sum_{k \in nI_m/2} \frac{1}{2k+l} \cdot \mathbb{P}(\text{Poi}(nx) = k + l)
\]

\[
= \sum_{m=1}^{M} \sum_{l=0}^{\infty} b_l^{(m)} \sum_{k \in nI_m/2} \frac{1}{2k+l} \cdot e^{-nx} \frac{(nx)^{k+l}}{k!l!}
\]

\[
= \sum_{m=1}^{M} \sum_{l=0}^{\infty} b_l^{(m)} \mathbb{P}(\text{Poi}(nx/2) = l) \sum_{k \in nI_m/2} \frac{1}{2k} \cdot e^{-nx/2} \frac{(nx)^{k}}{k!}
\]

\[
= \sum_{m=1}^{M} \mathbb{P}(\text{Poi}(nx/2) \in nI_m/2) \sum_{l=0}^{\infty} b_l^{(m)} \mathbb{P}(\text{Poi}(nx/2) = l).
\]

Since \( I_m \) constitutes a partition of \([0, 1]\), for \( x \in [0, 1] \) there exists \( m^* \in [M] \) such that \( p \in I_{m^*} \). We distinguish into three cases:

1. Case I: \( x \in I_{m^*} - I_{m^* - 1} - I_{m^* + 1} \). By (61), we have \( \mathbb{P}(\text{Poi}(nx/2) \notin nI_{m^*}/2) \leq n^{-5} \), and therefore \( \mathbb{P}(\text{Poi}(nx/2) \in nI_{m^*}/2) \leq n^{-5} \) for any \( m \neq m^* \). Hence,

\[
|f(x) - F(x)| \leq |f(x) - \sum_{l=0}^{\infty} b_l^{(m^*)} \mathbb{P}(\text{Poi}(nx/2) = l)|
\]

\[
+ \mathbb{P}(\text{Poi}(nx/2) \notin nI_{m^*}/2) \cdot \sum_{l=0}^{\infty} b_l^{(m^*)} \mathbb{P}(\text{Poi}(nx/2) = l)
\]

\[
+ \sum_{m \neq m^*} \mathbb{P}(\text{Poi}(nx/2) \in nI_{m^*}/2) \sum_{l=0}^{\infty} b_l^{(m)} \mathbb{P}(\text{Poi}(nx/2) = l)
\]

\[
\leq C \sqrt{\frac{x}{n \log n}} + n^{-5} \sum_{m=1}^{M} \frac{C}{n^{1/2 - \varepsilon}}.
\]
where we have used (63) in the last inequality. As a result, the desired approximation error in (44) holds if \( x \geq 1/n \). For \( x < 1/n \), the failure probability may be strengthened from \( O(n^{-5}) \) to \( O(n^{-4}x) \), still giving the desired bound.

2. Case II: \( x \in I_{m^*} \cap I_{m^*+1} \). In this case, (61) gives \( \mathbb{P}(\text{Poi}(nx/2) \in nI_m/2) \leq n^{-5} \) for any \( m \not\in \{m^*, m^*+1\} \). Consequently,

\[
|f(x) - F(x)| \leq \mathbb{P}(\text{Poi}(nx/2) \in nI_m/2) \left| f(x) - \sum_{l=0}^{\infty} b_l^{(m^*)} \mathbb{P}(\text{Poi}(nx/2) = l) \right|
+ \mathbb{P}(\text{Poi}(nx/2) \in nI_{m^*+1}/2) \left| f(x) - \sum_{l=0}^{\infty} b_l^{(m^*+1)} \mathbb{P}(\text{Poi}(nx/2) = l) \right|
+ \sum_{m \neq m^*, m^*+1} \mathbb{P}(\text{Poi}(nx/2) \in nI_m/2) \left| \sum_{l=0}^{\infty} b_l^{(m)} \mathbb{P}(\text{Poi}(nx/2) = l) \right|,
\]

and using Lemma 17 and the same concentration bounds gives (44).

3. Case III: \( x \in I_{m^*} \cap I_{m^*-1} \). This case is entirely symmetric to Case II.

Combining the above three cases, we arrive at the inequality (44).

Next we verify the coefficient bound (45). By Lemma 17, it is clear from the definition that \( b_j = 0 \) whenever \( j \not\in \bigcup_{m=1}^{M} nI_m'' \). Fix any \( j \geq 0 \) such that \( b_j \neq 0 \), assume that \( j \in nI_m'' \) (if there are multiple choices of \( m^* \), pick an arbitrary one). We claim that any other \( m \in [M] \) such that \( |m - m^*| \geq 5 \) do not contribute to \( b_j \) in the summation (65). In fact, if there is a non-zero coefficient \( b_{j-k}^{(m)} \) in (65), we must have

\[
j \in nI_m'' = c_1 \log n \cdot \left[ (m^* - 2)^2, (m^* + 1)^2 \right],
\]

\[
k \in nI_m/2 = \frac{c_1 \log n}{2} \cdot \left[ (m - 1)^2, m^2 \right],
\]

\[
j - k \in nI_m''/2 = \frac{c_1 \log n}{2} \cdot \left[ (m - 2)^2, (m + 1)^2 \right].
\]

Summing up, we must have

\[
(m^* - 2)^2 \leq \frac{(m - 1)^2 + (m - 2)^2}{2},
\]

\[
(m^* + 1)^2 \geq \frac{m^2 + (m + 1)^2}{2},
\]

at least one of which will fail whenever \( |m - m^*| \geq 5 \). Hence,

\[
|b_j| \leq \frac{1}{2} \sum_{m=1}^{M} \sum_{k \in nI_m/2} \left( \frac{j}{k} \right) |b_{j-k}^{(m)}| \leq \max_{m \in \{m^*\}} \max_{l \geq 0} |b_l^{(m)}| \leq \frac{C_0 (1 + m^*)}{n^{1-\varepsilon}} \leq \frac{C(1 + j^{1/2})}{n^{1-\varepsilon}},
\]

establishing (45).