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Abstract—Deep neural networks (DNNs) have achieved great success in the area of computer vision. The disparity estimation problem tends to be addressed by DNNs which achieve much better prediction accuracy than traditional hand-crafted feature based methods. However, the existing DNNs hardly serve both efficient computation and rich expression capability, which makes them difficult for deployment in real-time and high-quality applications, especially on mobile devices. This to this end, we propose an efficient, accurate, and configurable deep network for disparity estimation named FADNet++. Leveraging several liberal network design and training techniques, FADNet++ can boost its accuracy with a fast model inference speed for real-time applications. Besides, it enables users to easily configure different sizes of models for balancing accuracy and inference efficiency. We conduct extensive experiments to demonstrate the effectiveness of FADNet++ on both synthetic and realistic datasets among six GPU devices varying from server to mobile platforms. Experimental results show that FADNet++ and its variants achieve state-of-the-art prediction accuracy, and run at a significant order of magnitude faster speed than existing 3D models. With the constraint of running at above 15 frames per second (FPS) on a mobile GPU, FADNet++ achieves a new state-of-the-art result for the SceneFlow dataset.
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I. INTRODUCTION

Disparity estimation (also referred to as stereo matching) is a classical and important problem in robotics and autonomous driving for 3D scene reconstruction [1–3]. While traditional methods based on hand-crafted feature extraction and matching cost aggregation such as Semi-Global Matching (SGM) [4] tend to fail on those textureless and repetitive regions in the images, recent advanced deep neural network (DNN) techniques surpass them with decent generalization and robustness to those challenging patches, and achieve state-of-the-art performance in many public datasets [5] [6] [7] [8] [9] [10]. However, how to design an efficient DNN structure for disparity estimation with limited computational cost for those Internet-of-Things (IoT) scenarios remains a concern.

The DNN-based methods for disparity estimation are end-to-end frameworks which take stereo images (left and right) as input to the neural network and predict the disparity directly. The architectures of DNN are very essential to achieve accurate estimation, and can be categorized into two classes, the encoder-decoder network with 2D convolution (ED-Conv2D) and the cost volume matching with 3D convolution (CVM-Conv3D). Besides, recent studies [11] [12] begin to reveal the potential of automated machine learning (AutoML) for neural architecture search (NAS) on stereo matching. In practice, to measure whether a DNN model is applicable in real-world applications, we not only need to evaluate its accuracy on unseen stereo images (whether it can estimate the disparity correctly), but also need to evaluate its time efficiency (whether it can generate the results in real-time). However, existing methods either focus on model accuracy (e.g., [9] [10]) or on time efficiency (e.g., [13] [14] [15]), which could make the trained models not applicable to the real-world applications supporting real-time inference on GPU servers or mobile devices with good model accuracy.

In ED-Conv2D methods, which are relatively compute-efficient compared to CVM-Conv3D, stereo matching neural networks [5] [6] [8] are first proposed for end-to-end disparity estimation by exploiting an encoder-decoder structure. The encoder part extracts the features from the input images, and the decoder part predicts the disparity with the generated features. The disparity prediction is optimized as a regression or classification problem using large-scale datasets (e.g., SceneFlow [8]) with disparity ground truth. The correlation layer [7] [8] is then proposed to increase the learning capability of DNNs in disparity estimation, and it has been proved to be successful in learning strong features at multiple levels of scales [7] [8] [17] [18] [19]. To further improve the capability of the models, residual networks [20] [21] are introduced into the architecture of disparity estimation networks since the residual structure enables much deeper network to be easier to train [23]. The ED-Conv2D methods have been proven computing efficient, but they cannot achieve very high estimation accuracy [24].

To address the accuracy problem of disparity estimation, researchers have proposed CVM-Conv3D networks to better capture the features of stereo images and thus improve the estimation accuracy [6] [25] [9] [10] [26]. The key idea of the CVM-Conv3D methods is to generate the cost volume by concatenating left feature maps with their corresponding right counterparts across each disparity level [25] [9]. The features of cost volume are then automatically extracted by 3D convolution layers. 3D operations in DNNs. However, computing-intensive and hence very slow even with current powerful AI accelerators (e.g., GPUs). Although the 3D convolution based DNNs can achieve state-of-the-art disparity
To achieve a practical model in stereo matching, we propose FADNet++ which produces real-time and accurate disparity estimation with configurable networks. This article is an extension of our previous conference paper [24]. Similar to the previous FADNet, in FADNet++, we first exploit the multiple stacked 2D-based convolution layers with fast computation, and then we combine state-of-the-art residual architectures to improve the learning capability, and finally we introduce multi-scale outputs for FADNet++ so that it can exploit the multi-scale weight scheduling to improve the training speed. As illustrated in Fig. 1 our FADNet++ can easily obtain comparable performance as state-of-the-art GANet [10], while it runs approximately $70 \times$ faster than GANet and consumes $3 \times$ less GPU memory. Besides, the new FADNet++ advances the previous FADNet in [24] in three folds. First, we allow configurable variants of FADNet++ to meet different demands of model accuracy and speed. Second, we conduct an extensive comparative study on the model accuracy and speed of different FADNet++ variants during both the training and inference stages. Third, compared to only two stereo datasets and two high-end GPUs in [24], we validate our proposed FADNet++ on four stereo datasets and six different GPU platforms from server-level to edge-level. As shown in Fig. 2 the FADNet++ variants (denoted by “FADNet++”) can adapt to the platforms of different computing capability. On a server GPU, even the slowest FADNet++ can achieve 30 FPS with a lower EPE than those CVM-Conv3D methods. On a mobile GPU, our FADNet++ can achieve up to 15 frames per second (FPS) with a much lower EPE than the fastest AnyNet [29]. We make the project of FADNet++ publicly available. Our contributions are summarized as follows:

- We propose an accurate yet efficient DNN architecture for disparity estimation named FADNet++ (with configurable architecture to support multiple hardware for efficient inference), which achieves comparable prediction accuracy as CVM-Conv3D models and it runs at an order of magnitude faster speed than the 3D-based models.

We propose an accurate yet efficient DNN architecture for disparity estimation named FADNet++ (with configurable architecture to support multiple hardware for efficient inference), which achieves comparable prediction accuracy as CVM-Conv3D models and it runs at an order of magnitude faster speed than the 3D-based models.
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• We develop a multiple rounds training scheme with multi-scale weight scheduling for FADNet++ as well as its variants during training, which improves the training speed yet maintains the model accuracy.

• We achieve state-of-the-art accuracy on the Scene Flow dataset with more than 14× and up to 69× faster disparity prediction speed than both the NAS-based (LEAStereo [27]) and the human-designed (PSMNet [9] and GANet [10]) models. Besides, by tuning the channel ratios of our FADNet++ to meet the limited computational resources, the variant FADNet-S advances the existing mobile solution, AnyNet [29], with much higher prediction accuracy and a competitive inference speed of 15 FPS on the mobile Jetson AGX.

The rest of the paper is organized as follows. We introduce some related work about DNN based solutions to disparity estimation in Section II. Section III introduces the methodology and implementation of our proposed network with configurable size of models. We demonstrate our experimental settings and results in Section IV. We finally conclude the paper in Section V.

II. RELATED WORK

There exist many studies using deep learning methods in estimating image depth using monocular, stereo and multi-view images. Although monocular vision is low cost and commonly available in practice, it does not explicitly introduce any geometrical constraint, which is important for disparity estimation [32]. On the contrary, stereo vision leverages the advantages of cross-reference between the left and the right view, and usually shows greater performance and robustness in geometrical tasks. Thanks to the rapid and promising development of DNNs, stereo matching also gains considerable credits from DNNs which efficiently extract great feature representation and fit the cost matching function between the left and right view.

The early studies mainly focus on optimizing the existing network architectures by enormous hands-on trial-and-error tweaking efforts. Besides, recent studies also leverage multi-task learning [33]–[35] to combine other prior vision information and NAS-based methods [11], [27] to tweak the network structure as well as the operator hyper-parameters (i.e., kernel size and channel number for the convolution layer). According to the basic operator (related to the computational efficiency) and the network pipeline, we mainly discuss two branches of network structures for disparity estimation, the ED-Conv2D series and the CVM-Conv3D series.

A. Disparity Estimation with ED-Conv2D CNNs

In the ED-Conv2D series, end-to-end architectures with mainly convolution layers [8]–[16] are proposed for disparity estimation, which use two stereo images as input and generate the disparity directly and the disparity is optimized as a regression task. This is achieved by adopting large U-shape encoder-decoder networks with 2D convolutions to predict the disparity map. However, the models that are pure 2D CNN architectures are difficult to capture the matching features such that the estimation results are not good. To address the problem, the correlation layer which can express the relationship between left and right images is introduced in the end-to-end architecture (e.g., DispNetCorr1D [8], FlowNet [7], FlowNet2 [17], DenseMapNet [18]). The correlation layer significantly increases the estimating performance compared to the pure CNNs, but existing architectures are still not accurate enough for production. Furthermore, CRL [16] and FADNet [24] introduce the idea of residual learning [20] to conduct efficient disparity refinement in a coarse-to-fine manner. Liang et al. [36] apply the similar idea of them but with constructing multi-scale cost volumes from the feature pyramid. Although those existing ED-Conv2D methods enjoy the high model inference efficiency, they usually fail to produce satisfactory results in some challenging scenarios. Besides, some studies leverage multi-task learning to incorporates other visual information, such as edge cues [34] and semantic segmentation [33], to promote the accuracy of the textureless regions, detailed structures and small objects.

B. Disparity Estimation with CVM-Conv3D CNNs

The CVM-Conv3D CNNs are further proposed to increase the estimation performance [6], [25], [9], [10], [26], which leverage the concept of semi-global matching [4] to learn disparities from a 4D cost volume. The cost volume is mainly constructed by concatenating left feature maps with their corresponding right counterparts across each disparity level [25], [9], and the features of the generated cost volumes can be learned by 3D convolution layers. The CVM-Conv3D CNNs can automatically learn to regularize the cost volume, which have achieved state-of-the-art accuracy of various datasets. However, the key limitation of the 3D based CNNs is their extremely high computation resource requirements. For example, training GANet [10] with the Scene Flow [8] dataset takes weeks even using very powerful Nvidia Tesla V100 GPUs. Even they achieve good accuracy, it is difficult to deploy due to their very low time efficiency. Thus, recent research proposes some optimization solutions, such as cost volume compression by grouping [37], efficient search space pruning [38] and corporative learning of multi-scale features [39]. However, the fastest AANet [39] among all CVM-Conv3D CNNs only runs 12 FPS even on a great Tesla V100 GPU and is still far from real-time inference on other low-end devices. Besides, to lessen the effort dedicated to designing network architectures, automated machine learning (AutoML) [12] especially neural architecture search (NAS) [40]–[42] has also been applied to stereo matching in [11], [27], [43] and successfully achieved the leader accuracy and generalization in several benchmarks. However, the low time efficiency and high memory footprint of those 3D-conv based architectures still remain. To this end, we propose a fast and accurate DNN model for disparity estimation.

III. APPROACH

A. Model Design and Implementation

Our proposed FADNet++ exploits the structure of DispNetC [8] as a backbone, but it is extensively reformed to take care of
both accuracy and inference speed, which is lacking in existing studies. We introduce four novel components in FADNet++ to enable its good generalization ability and fast inference speed with configurable size for different hardware. 1) We first change the structure in terms of branch depth and layer type by introducing two new modules, residual block and point-wise correlation; 2) Then we exploit the multi-scale residual learning strategy for training the refinement network; 3) We design the model to be configurable (with a scaling ratio) to balance the accuracy and inference speed. 4) Finally, a loss weight training schedule is used to train the network in a coarse-to-fine manner.

**B. Residual Block and Point-wise Correlation**

DispNetC and DispNetS which are both from the study in [8] basically use an encoder-decoder structure equipped with five feature extraction and down-sampling layers and five feature deconvolution layers. While conducting feature extraction and down-sampling, DispNetC and DispNetS first adopt a convolution layer with a stride of 1 and then a convolution layer with a stride of 2 so that they consistently shrink the feature map size by half. We call the two-layer convolutions with size reduction as Dual-Conv, as shown in Fig. 4(a). DispNetC equipped with Dual-Conv modules and a correlation layer finally achieves an end-points error (EPE) of 1.68 on the SceneFlow dataset [8], as reported in [8].

The residual block originally derived in [20] for image classification tasks is widely used to learn robust features and train a very deep network. The residual block can well address the gradient vanish problem when training very deep networks. Thus, we replace the convolution layer in the Dual-Conv module by the residual block to construct a new module called Dual-ResBlock, as shown in Fig. 4(b). With Dual-ResBlock, we can make the network deeper without training difficulty as the residual block allows us to train very deep models. Therefore, we further increase the number of feature extraction and down-sampling layers from five to seven. Finally, DispNetC and DispNetS are evolving to two
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**Fig. 3:** The model structure of our proposed FADNet++. “Configurable” indicates that the channel numbers of the convolution/deconvolution layers can be modified by a tunable ratio (discussed in Section III-D) to control the overall model size. “L” indicates the left input image, and “R” indicates the right input image. “Warped L” indicated the aligned left image produced by warping the right image with the initial predicted disparity map of RB-NetC. The sizes of different predicted disparity maps reflect their scales in the network.
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**Fig. 4:** the original two-layer convolutions (Dual-Conv) in DispNetC [8], while the right part shows the Dual-ResBlock module applied in our FADNet++.
new networks with better learning ability, which are called RB-NetC and RB-NetS respectively, as shown in Fig. 5.

One of the most important contributions of DispNetC is the correlation layer, which targets at finding correspondences between the left and right images. Given two multi-channel feature maps $f_1, f_2$ with $w, h$ and $c$ as their width, height and number of channels, the correlation layer calculates the cost volume of them using Eq. (1).

$$c(x_1, x_2) = \sum_{o \in [-k,k] \times [-k,k]} (f_1(x_1 + o), f_2(x_2 + o)),$$

where $k$ is the kernel size of cost matching, $x_1$ and $x_2$ are the centers of two patches from $f_1$ and $f_2$ respectively. Computing all patch combinations involves $c \times K^2 \times w^2 \times h^2$ multiplication and produces a cost matching map of $w \times h$. Given a maximum searching range $D$, we fix $x_1$ and shift the $x_2$ on the x-axis direction from $-D$ to $D$ with a stride of two. Thus, the final output cost volume size becomes $w \times h \times D$.

However, the correlation operation assumes that each pixel in the patch contributes equally to the point-wise convolution results, which may lost the ability to learn more complicated matching patterns. Here we propose point-wise correlation composed of two modules. The first module is a classical convolution layer with a kernel size of 3 $\times$ 3 and a stride of 1. The second one is an element-wise multiplication which is defined by Eq. (2).

$$c(x_1, x_2) = \sum (f_1(x_1), f_2(x_2)),$$

where we remove the patch convolution manner from Eq. (1). Note that the maximum search range for the original image resolution should not be larger than the maximum valid disparity. For example, in the SceneFlow dataset, its maximum valid disparity is 192, and the correlation layer of our FADNet++ is put after the third Dual-ResBlock, of which the output feature resolution is 1/8. So a proper searching range value should not be less than 192/8=24. We set a marginally larger value 20. We also test some other values, such as 10 and 40, which do not surpass the version of using 20. The reason is that applying too small or large search range value may lead to under-fitting or over-fitting.

Table I lists the accuracy improvement brought by applying the proposed Dual-ResBlock and point-wise correlation. To simplify the validation experiment, we train them using the same SceneFlow dataset for only 20 epochs, which is different from the complete training scheme in Section IV. It is observed that RB-NetC outperforms DispNetC with a much lower EPE, which indicates the effectiveness of the residual structure. We also notice that setting a proper searching range value of the correlation layer helps further improve the model accuracy.

### Table I: Model accuracy improvement of Dual-ResBlock and point-wise correlation with different $D$.

| Model    | $D$ | Training EPE | Test EPE |
|----------|-----|--------------|----------|
| DispNetC | 20  | 2.89         | 2.80     |
| RB-NetC  | 10  | 2.28         | 2.06     |
| RB-NetC  | 20  | 2.09         | 1.76     |
| RB-NetC  | 40  | 2.12         | 1.83     |

### C. Multi-Scale Residual Learning

Instead of directly stacking DispNetC and DispNetS sub-networks to conduct disparity refinement procedure [18], we apply the multi-scale residual learning firstly proposed by [16]. The basic idea is that the second refinement network learns the disparity residuals and accumulates them into the initial results generated by the first network, instead of directly predicting the whole disparity map. In this way, the second network only needs to focus on learning the highly nonlinear residual, which is effective to avoid gradient vanishing. Our final FADNet++ is formed by stacking RB-NetC and RB-NetS with multi-scale residual learning, which is shown in Fig. 3.

As illustrated in Fig. 3 the upper RB-NetC takes the left and right images as input and produces disparity maps at a total of 7 scales, denoted by $c_s$, where $s$ is from 0 to 6. The bottom RB-NetS exploits the inputs of the left image, right image, and the warped left images to predict the residuals. The generated residuals (denoted by $r_s$) from RB-NetS are then accumulated to the prediction results by RB-NetC to generate the final disparity maps with multiple scales ($s = 0, 1, ..., 6$). Thus, the final disparity maps predicted by FADNet++, denoted by $\hat{d}_s$, can be calculated by

$$\hat{d}_s = c_s + r_s, 0 \leq s \leq 6.$$

### D. Configurable Network Size

Although the recent state-of-the-art models, such as PSM-Net [9], GANet [10], LEAStereo [27] and our previous FADNet [24], produce decent accuracy of disparity estimation, the practicability on computing devices of different computational capability, especially those low-end mobile ones, has not yet been extensively studied. Recently, AnyNet [29] reduced the inference overhead of stereo matching by alternatively refining the disparity map in a coarse-to-fine manner according to the target device, and made it possible to be deployed on a mobile Jetson TX2 platform with over 20 FPS. However, the low-level features, which are important to recover the object details and boundaries, could be discarded to keep a high inference speed on a low-end device. Prior to AnyNet, we keep all the features from low to high scales but make the channel numbers of convolution/deconvolution layers configurable so that we can balance the model accuracy and inference speed. Our design has three advantages. First, the network size can be easily controlled by two ratio parameters, which is proved to be simple yet effective in our experiments. Second, the variants of different configurations still share the overall network structure of FADNet++ instead of dropping some layers/modules (as adopted in [28]) or some scales (as adopted in [29]) such that the benefits of the FADNet++ backbone can be maintained. Third, the configurable ratio is convenient in terms of balancing the accuracy and performance under different application requirements.

In our proposed FADNet++, RB-NetC and RB-NetS have the same number of layers in their encoder and decoder parts, respectively. Assume that the encoder part has $E$ layers and the decoder part has $D$ layers. The $i^{th}$ layer in the encoder is denoted by $l^E_i$. The $i^{th}$ layer in the decoder is denoted by $l^D_i$. 
For each convolution layer, we have a basic channel number denoted by $\tilde{C}$, which also indicates the minimum channels. Then we introduce two ratios, E-Ratio for encoders and D-Ratio for decoders, to conveniently configure the model size. By assigning different values for E-Ratio and D-Ratio, we are able to construct a set of FADNet++ variants. We list some of them in Table II. The channel number of each convolution layer can be calculated by

$$C_{i+1}^t = \tilde{C}_i^t \times \text{E-Ratio}$$ (4a)

$$C_{i+1}^d = \tilde{C}_i^d \times \text{D-Ratio}$$ (4b)

The feature of configurable network size obviously promotes the flexibility of FADNet++ in terms of network parameters as well as the model inference speed. We will further evaluate its effectiveness and efficiency in Section IV by deploying different variants to a wide range of computing devices. On the one hand, on a server GPU, the full FADNet++ outperforms those expensive CVM-Conv3D methods with slightly better accuracy and a considerable margin of model speed. On the other hand, on a mobile device, the shrinking FADNet-T beats the real-time AnyNet with equivalent model speed but much lower prediction errors.

### TABLE II: FADNet++ variants of different configurations.

| Network | E-Ratio | D-Ratio | Params [M] |
|---------|---------|---------|------------|
| FADNet++ | 16 | 16 | 124.38 |
| FADNet-M | 8 | 8 | 31.15 |
| FADNet-S | 4 | 4 | 7.82 |
| FADNet-T | 2 | 1 | 1.65 |

### E. Loss Function Design

Given a pair of stereo RGB images, our FADNet++ takes them as input and produces seven disparity maps at different scales. Assume that the input image size is $H \times W$. The dimension of the seven scales of the output disparity maps are $H \times W, 1/2 \times H \times 2W, 1/4 \times H \times 4W, 1/8 \times H \times 8W, 1/16 \times H \times 16W, 1/32 \times H \times 32W,$ and $1/64 \times H \times 64W$ respectively. To train FADNet++ in an end-to-end manner, we adopt the pixel-wise smooth L1 loss between the predicted disparity map and the ground truth using

$$L_s(d_s, \hat{d}_s) = \frac{1}{N} \sum_{i=1}^{N} \text{smooth}_{L_1}(d_s^i - \hat{d}_s^i),$$

where $N$ is the number of pixels of the disparity map, $d_s^i$ is the $i^{th}$ element of $d_s \in \mathbb{R}^N$ and

$$\text{smooth}_{L_1}(x) = \begin{cases} 0.5x^2, & \text{if } |x| < 1 \\ |x| - 0.5, & \text{otherwise.} \end{cases}$$

Note that $d_s$ is the ground truth disparity of scale $1/2^t$ and $\hat{d}_s$ is the predicted disparity of scale $1/2^t$. The loss function is separately applied in the seven scales of outputs, which generates seven loss values. The loss values are then accumulated with loss weights.

The loss weight scheduling technique which is initially proposed in [8] is useful to learn the disparity in a coarse-to-fine manner. Instead of just switching on/off the losses of different scales, we apply different non-zero weight groups for tackling different scale of disparity. Let $w_s$ denote the weight for the loss of the scale of $s$. The final loss function is

$$L = \sum_{s=0}^{6} w_s L_s(d_s, \hat{d}_s).$$

The specific setting is listed in Table III. Totally there are seven scales of predicted disparity maps. At the beginning, we assign low-value weights for those large scale disparity maps to learn the coarse features. Then we increase the loss weights of large scales to let the network gradually learn the finer features. Finally, we deactivate all the losses except the final predict one of the original input size. With different rounds of weight scheduling, the evaluation EPE is gradually increased to the final accurate performance which is shown in Table IV on the SceneFlow dataset.

### TABLE III: Multi-scale loss weight scheduling.

| Round | $w_0$ | $w_1$ | $w_2$ | $w_3$ | $w_4$ | $w_5$ | $w_6$ |
|-------|-------|-------|-------|-------|-------|-------|-------|
| 1     | 0.32  | 0.16  | 0.08  | 0.04  | 0.02  | 0.01  | 0.005 |
| 2     | 0.6   | 0.32  | 0.08  | 0.04  | 0.02  | 0.01  | 0.005 |
| 3     | 0.8   | 0.16  | 0.04  | 0.02  | 0.01  | 0.005 | 0.0025|
| 4     | 1.0   | 0     | 0     | 0     | 0     | 0     | 0     |

Table IV lists the model accuracy improvements (average 13.3% and up to 25.0% among all the rounds) brought by the multiple round training of four loss weight groups. For each tested network, it is observed that both the training and testing EPEs are decreased smoothly and close, which indicates good generalization and advantages of our training strategy.

### IV. EXPERIMENTAL STUDIES

In this section, we present the experimental studies to show the effectiveness of our FADNet++. We first demonstrate the accuracy of our proposed networks on different datasets compared to existing state-of-the-art methods. Then we present the inference performance on some popular inference GPUs (including server GPUs and mobile GPUs) to show that our
networks are able to support real-time disparity estimation (i.e., not less than 30FPS).

A. Experimental Setup

Testbed. For model training, we use four Nvidia Tesla V100-PCIe GPUs to train all compared models. For model inference, to cover various types of inference GPUs, we choose a desktop-level Nvidia RTX2070 GPU and two server-level Nvidia GPUs (i.e., Tesla P40 and Tesla T4) to measure the inference speed. We also choose two mobile GPUs including Jetson TX2 and Jeston AGX to evaluate the inference speed. The details of the training and inference servers are shown in Table V and the inference mobile devices are shown in Table VI. In terms of software that are related to the time performance, the server is installed with GPU Driver-440.36, CUDA-10.2, and PyTorch-1.4.0 with cuDNN-7.6.

| TABLE V: The inference server configuration. |
|---------------------------------------------|
| Training Server | GPU | Memory | OS |
|-----------------|-----|--------|---|
| Tesla V100×4 | Tesla V100×4 | 512GB | CentOS7.2 |
| RTX2070 | Tesla P40 | 32GB | Ubuntu16.04 |
| Tesla T4 | Tesla T4 | 256GB | Ubuntu16.04 |

Datasets. To cover a range of scenarios in disparity estimation, we use many popular public datasets, including Middlebury 2014 (M2014) [31], KITTI 2015 (K2015) [30], ETH3D 2017 (ETH3D) [44], and SceneFlow (SF) [8], to evaluate the performance of different algorithms. The details of the datasets are shown in Table VII. The distribution of disparity of different datasets is quite different, which is an important factor to guide the network design, especially the disparity search range in the point-wise correlation layer discussed in Section III-B. We statistic the disparity distribution from the ground truth of the above datasets as shown in Fig. 5.

| TABLE VI: The mobile platform configuration. |
|---------------------------------------------|
| Jetson TX2 | Jetson AGX |
| CPU | 2-Core NVIDIA Denver +4-Core ARM Cortex-A57 |
| 8-Core ARM v8.2 |
| GPU | 256-Core Pascal |
| 512-Core Volta |
| Memory | 8GB |
| 32GB |
| OS | Ubuntu 18.04.5, JetPack 4.4 |

Baselines. We choose existing state-of-the-art DNNs in estimating disparity from stereo images. In terms of ED-Conv2D, we choose DispNetC [8], CRL [16], DN-CSS [18], AnyNet [29], and FADNet [24]. Regarding CVM-Conv3D, we use PSMNet [9], GANet [10], GWCNet [37], AAANet [39], and LEAStereo [27]. From the model accuracy’s perspective, GANet and LEAStereo are the main top-ranked methods, while from the inference performance’s perspective, AnyNet and FADNet are very efficient. Comparing with these baselines, we will show how our new proposed framework balance the model accuracy and inference speed.

Implementation Details. We firstly pre-train FADNet++ on the SceneFlow training samples for 90 epochs. Following the finetuning strategy proposed in [45], we then jointly finetune our pre-trained FADNet++ on the combination of training samples in M2014, K2015 and ETH3D for another 2400 epochs.

B. Model Accuracy

In this subsection, we train the chosen models on the selected datasets and evaluate their model accuracy (EPE, endpoint error). We follow the same training scheme [45] that first trains a base model on the SceneFlow dataset, and fine-tunes the model on other datasets.

| TABLE VII: The evaluated datasets. |
|------------------------------------|
| Dataset | # of Training Samples | # of Test Samples | Resolution |
|--------|------------------------|-------------------|------------|
| M2014  | 31                     | 15                | 2960×1942  |
| K2015  | 30                     | 200               | 1242×375   |
| ETH3D  | 44                     | 27                | 960×480    |
| SF     | 8                      | 35454             | 4370       |

SceneFlow. The accuracy comparison of different models is shown in Table VIII. In terms of EPE on the SceneFlow dataset, we can see that our FADNet++ outperforms all the other models including both ED-Conv2D and CVM-Conv3D, which shows the capability of our model to capture the disparity information of stereo images.

Compared to ED-Conv2D methods, our FADNet++ significantly improves the model accuracy with comparable inference time. For example, in ED-Conv2D, the best accuracy model is FADNet with EPE of 0.83, whose inference time is 0.048 seconds. Our FADNet++ outperforms FADNet in both EPE (with around 9% improvement) and runtime (with around 50% faster speed). In terms of the runtime of ED-Conv2D, AnyNet is very efficient with on 0.013 seconds, but its EPE is very high, which is far away from real-world production. Our configurable feature of FADNet++ enables to configure different sizes of models to balance EPE and runtime. For example, FADNet-T is as efficient as AnyNet, but it achieves around 80% lower EPE than AnyNet. With a larger model of our FADNet-M, the runtime is only 0.003 longer than AnyNet, but our method can achieve 3.7 times lower EPE than AnyNet.

Compared to CVM-Conv3D methods, our FADNet++ achieves better EPE and inference time. Existing GANet, GWCNet, and LEAStereo obtain about 0.77-0.78 EPE on
SceneFlow with more than 0.27 inference time, while our FADNet++ achieves 0.76 EPE with a magnitude smaller inference time. Even the very efficient 3D mode of AANet, it runs at 0.07 seconds, which is more than 2 times slower than FADNet++, and its EPE is still larger than ours.

We also analyze the GPU memory footprint needed to support the runtime execution of each network. The memory space is typically used to hold the model parameters, the optimizer status and the intermediate output tensors [46]. The memory footprint is managed by the deep learning toolkit, such as PyTorch in our implementation, and related to not only the network characteristics listed above but also the chosen network forwarding/back-propagation algorithms and the memory caching scheme. Notice that the CVM-Conv3D methods usually suffer from large memory requirements and fail to be deployed on those low-end computing devices. However, our FADNet++ and its variants only consume nearly 2 GB of memory space, which make them feasible in many platforms. We also observe that FADNet-S and FADNet-T consumes a bit more memory space than FADNet-M. The reason is that the cuDNN library may choose different convolution algorithms, which consume different sizes of memory, for different layer channel settings to achieve the best model inference efficiency.

The visualization of some samples is shown in Fig. 6 which compares our FADNet++ with two ED-Conv2D networks, DispNetC and CRL, and three CVM-Conv3D networks, AANet, GANet and LEAStereo. It is observed that DispNetC and CRL fail to produce accurate disparities for the object boundaries. Besides, the hole of the knife cannot be correctly recognized by those two ED-Conv2D methods. On the contrary, our FADNet++ can work well on the boundaries and the details of the knife. The predicted disparity map of FADNet++ is close to those of AANet, GANet and LEAStereo, while FADNet++ runs much faster than those CVM-Conv3D methods.

**Robotics Vision Challenge.** To demonstrate the model robustness on different scenarios, we utilize the similar strategy as [45], where we validate our model on three realistic stereo datasets using the Robotics Vision Challenge (RVC) 2020 [3].

In RVC, each model is required to be trained in the dataset combining with M2014, K2015 and ETH3D, and it then is evaluated on M2014, K2015 and ETH3D separately. We choose top-ranked representative models (i.e., from top-1 to top-6, the models are CFNet [45], NLCANet V2 [47], HSMNet [48], CVANet, AANet [39], and GANet [10], respectively) on the RVC leaderboard [4] to compare the model accuracy and the inference speed.

The results are shown in Table IX. The runtime for different models is measured on the same platform using their open-sourced code to guarantee fair comparison. The runtime in CVANet is empty as it has no publicly available code and paper. It can be seen that the performance of our model is ranked from 3-5 in the three datasets among the top-6 models. Specifically, in KITTI2015, our model is slightly worse than CVANet and NLCANet V2, and it outperforms other four models in terms of the metric of D1_all. In the average error of the M2014 dataset, our FADNet++ still outperforms AANet and GANet. Regarding the ETH3D dataset, our model outperforms GANet and is comparable with CVANet and GANet. In summary, the top-3 models have good model accuracy, but their inference time is very slow, while our FADNet++ achieves a magnitude order of faster speed. Compared with the top-4 to top-6 models, FADNet++ achieves comparable model accuracy while achieving around $3 \times$ faster than AANet and around $59 \times$ faster than GANet. Note that among the compared methods, only our FADNet++ can provide real-time inference speed (i.e., $\geq 30$FPS) on a Tesla V100 GPU.

Some visualization effects on K2015, M2014, and ETH3D datasets are shown in Fig. 6, Fig. 7, and Fig. 8 respectively. For K2015, compared to GANet and AANet, our FADNet++ can generate disparity maps with richer details (see left white boxes in Fig. 7) and smoother results (see right white boxes in Fig. 7). For M2014, from the white desk in Fig. 8 it can also be clearly observed that our method produces much better and smoother results than GANet and AANet. For ETH3D, it is clear that our FADNet++ performs well on textureless regions (such as the ping-pong table). Its disparity is close to the top-1 CFNet and much smoother than those achieved by other traditional SOTA methods.

C. Inference Efficiency

In the above subsection, we have shown that our model achieves comparable model accuracy while providing very

---

2 http://www.robustvision.net/index.php

3 CVANet has no published paper and code, so we cannot evaluate its runtime.

4 http://www.robustvision.net/leaderboard.php?benchmark=stereo
Fig. 6: An illustration of the disparities produced by different methods. The sample is from SceneFlow and has a resolution of 960 × 540. The input left and right images and the groundtruth disparity are shown in (a) and (e), respectively. (b)-(d) and (f)-(h) show the predicted disparity maps of different methods as well as their error maps. The colder color in error maps indicate lower errors. The parentheses in the sub-captions include the runtime of each method on an Nvidia Tesla V100.

TABLE IX: Joint generalization comparison on RVC with ETH3D, Middlebury, and KITTI2015 datasets. Rank indicates the ranking of model accuracy on the RVC leaderboard. Bold indicates the best. Underline indicates the second best. The runtime is measured with the input resolution (1242 × 375) of the KITTI2015 dataset, and other resolutions should have similar patterns.

| Method    | KITTI2015 D1 bg | KITTI2015 D1 fg | KITTI2015 D1 all | Middlebury2014 rms | Middlebury2014 avg error | ETH3D2017 bad 1.0 | ETH3D2017 bad 2.0 | ETH3D2017 avg error | Runtime [s] | Rank |
|-----------|----------------|----------------|----------------|-------------------|--------------------------|------------------|------------------|-------------------|-------------|------|
| CFNet [45]| 1.65           | 3.53           | 1.96           | 11.3              | 18.2                     | 5.07             | 0.97             | 0.26              | 0.234       | 1    |
| NLCANet V2 [47] | 1.51       | 3.97           | 1.92           | 10.3              | 21.9                     | 5.60             | 1.2              | 0.29              | 0.44        | 2    |
| HSMNet [48] | 2.74           | 8.73           | 3.74           | 9.68              | 13.4                     | 3.44             | 4.40             | 1.51              | 0.28        | 3    |
| CVANet     | 1.74           | 4.98           | 2.28           | 23.1              | 25.9                     | 8.64             | 4.68             | 1.37              | 0.34        | 4    |
| AANet [39] | 2.23           | 4.89           | 2.67           | 25.8              | 32.8                     | 12.8             | 5.41             | 1.95              | 0.33        | 0.062 | 5    |
| GANet [10] | 1.88           | 4.58           | 2.33           | 16.3              | 42.0                     | 15.8             | 6.97             | 1.25              | 0.45        | 1.71  | 6    |
| FADNet++   | 1.99           | **3.18**       | 2.19           | 31.4              | 27.7                     | 11.9             | 4.36             | 1.30              | 0.34        | **0.029** | -    |

Efficient inference speed on the Tesla V100 GPU. In this subsection, we provide more experimental results on inference GPUs and mobile GPUs to show how our configurable model achieves real-time inference performance on different platforms with good model accuracy.

On Inference Server GPUs. The inference performance on the inference servers is shown in Table X. In terms of the runtime, we can see that AnyNet achieves the fastest speed among the evaluated methods, but its EPE on the SceneFlow dataset is extremely high (3.39). Our FADNet-T achieves very close inference speed with AnyNet while achieving around 83% improvement in EPE. Being aimed to achieving real-time inference speed (i.e., ≥30FPS whose inference time should be around 0.033s), our FADNet-M can provide real-time inference speed in all three inference server GPUs with the EPE of 0.91. The other existing model, DispNetC, who also achieves real-time inference speed in all inference servers, has the EPE of 1.68, which is around 87% higher than ours.
(a) Left image  (b) GANet [10]  (c) AANet [39]  (d) HSMNet [48]  
(e) Right image  (f) NLCANet [47]  (g) CFNet [45]  (h) FADNet++ (Ours)  

Fig. 7: Results achieved on the KITTI 2015 dataset.

(a) Left image  (b) GANet [10]  (c) AANet [39]  (d) HSMNet [48]  
(e) Right image  (f) NLCANet [47]  (g) CFNet [45]  (h) FADNet++ (Ours)  

Fig. 8: Results achieved on the Middlebury 2014 test set. The image pair show above is taken from the CrusadeP data. Our method generates smooth results close to HSMNet and CFNet and performs better than GANet and AANet, especially for the white flat desk.

TABLE X: Quantitative results on the SceneFlow dataset among different inference servers. Bold indicates the best. Underline indicates the second best.

| Method       | EPE [px] | RTX2070 | P40 | T4 |
|--------------|----------|---------|-----|----|
| CRL [16]     | 1.32     | 0.042   | 0.047 | 0.074 |
| AnyNet [29]  | 3.39     | 0.012   | **0.017** | **0.014** |
| FADNet [24]  | 0.83     | 0.085   | 0.096 | 0.146 |
| PSMNet [9]   | 1.09     | 0.571   | 0.492 | 0.792 |
| GANet [10]   | 0.78     | 5.2     | 5.5  | 7.344 |
| GWCNet [37]  | 0.72     | 0.45    | 0.421 | 0.646 |
| AANet [39]   | 0.87     | 0.124   | 0.183 | 0.23  |
| LEAStereo [27]| 0.78    | 0.851   | 0.71  | 0.978 |
| FADNet++     | **0.76** | 0.053   | 0.06  | 0.091 |
| FADNet-M     | 0.91     | 0.025   | 0.031 | 0.037 |
| FADNet-S     | 1.19     | 0.017   | 0.023 | 0.023 |
| FADNet-T     | 1.83     | 0.013   | 0.02  | 0.015 |

TABLE XI: Quantitative results on SceneFlow dataset on among different mobile platforms. Bold indicates the best. Underline indicates the second best.

| Method       | GPU Memory Footprint [GB] | EPE [px] | TX2 | AGX |
|--------------|---------------------------|----------|-----|-----|
| DispNetC [8] |                          | 3.9      | 1.68 | 0.309 | 0.108 |
| StereoNet [28]|                          | 9.5      | 1.10 | 1.148 | 0.282 |
| AnyNet [29]  | **3.1**                   | 3.9      | 0.125 | 0.041 |
| AANet [39]   | 12.6                      | 0.87     | 1.83 | 0.585 |
| FADNet [24]  | 4.9                       | 0.83     | 1.176 | 0.413 |
| FADNet++     | **4.3**                   | **0.76** | 0.735 | 0.258 |
| FADNet-M     | 3.7                       | 0.91     | 0.335 | 0.113 |
| FADNet-S     | 3.8                       | 1.19     | 0.192 | 0.068 |
| FADNet-T     | 3.9                       | 1.83     | **0.111** | 0.043 |

Even the CVM-Conv3D based models achieve very good model accuracy, they run very slow on these inference GPUs so that they are far away from production to provide real-time disparity estimation. In summary, our configuration framework can be configured as a relatively small model (i.e., FADNet-M) compared to FADNet++ and provides real-time inference speed with good model accuracy.

On Mobile GPUs. To demonstrate the feasibility of our model applying on mobile devices, we choose two model GPUs (Nvidia TX2 and AGX) to compare the performance. Due to the memory limitation, all the CVM-Conv3D methods cannot run on such mobile devices. Therefore, we compare the inference speed with ED-Conv2D methods and also include the occupied GPU memory footprints. The results are shown in Table XI. Again, AnyNet still has very fast inference...
Fig. 9: Results achieved on the ETH3D 2017 test set. The storage_room_2_2l image pair is used for test. The disparity map generated by FADNet++ is close to the Top-1 CFNet in RVC2020, and much smoother than two traditional SOTA stereo matching methods, especially on the ping-pong table.

speed even on mobile GPUs, but its EPE is rather high. Our configured model FADNet-T achieves very close inference speeds with AnyNet while it has much better model accuracy than AnyNet. Comparing between our configured FANet-S and StereoNet, both of which have similar model accuracy (EPE is around 1.1-1.2), we can see that FADNet-S runs 4× and 5.9× faster than StereoNet on TX2 and AGX GPUs, respectively. In summary, our configurable framework enables us to set different sizes of models for adapting on different computing power devices with reasonable model accuracy. We also profile the device memory usage of different models. Notice that there are no CVM-Conv3D models since they fail to run on our tested mobile platforms due to the memory limitation. Compared to the existing real-time networks like DispNetC and AnyNet, our FADNet++ and FADNet-M achieve much lower EPEs with similar memory usage. Besides, since the cuDNN library in PyTorch may use different convolution algorithms for different layer channel numbers to achieve the best inference speed, it is possible that the smaller FADNet-S and FADNet-T can even consume a bit large memory than FADNet-M. In addition, the GPU memory usage of the same network can be also different between two computing platforms, such as 2.3 GB on V100 but 4.3 GB on AGX for FADNet++. On the one hand, the memory space on Jetson TX and AGX is shared by both the CPU and GPU so that the memory management strategy is different from the pure GPU memory on V100. On the other hand, the cuDNN library may also have different implementations for the X86-based and ARM-based systems, respectively.

We put our configured models on FADNet++ running on all evaluated devices in Table XII which shows the configurable feature of our model for balancing model accuracy and inference speeds on different hardware.

### TABLE XII: Configurable speed vs. model accuracy (EPE on the SceneFlow dataset) on different GPUs.

| Model    | EPE [px] | Runtime [s] |
|----------|----------|-------------|
|          | RTX2070 | P40 | T4 | V100 | TX2 | AGX |
| FADNet++ | 0.76     | 0.053 | 0.06 | 0.091 | 0.022 | 0.735 | 0.258 |
| FADNet-M | 0.91     | 0.025 | 0.031 | 0.037 | 0.016 | 0.335 | 0.113 |
| FADNet-S | 1.19     | 0.017 | 0.023 | 0.023 | 0.015 | 0.192 | 0.068 |
| FADNet-T | 1.83     | 0.013 | 0.02 | 0.015 | 0.013 | 0.111 | 0.043 |

V. Conclusion

In this paper, we proposed an efficient yet accurate neural network, FADNet++, for end-to-end disparity estimation to embrace the time efficiency and estimation accuracy on the stereo matching problem. The proposed FADNet++ exploits point-wise correlation layers, residual blocks, and multi-scale residual learning strategy to make the model be accurate in many scenarios while preserving fast inference time. Moreover, to adapt to the target computing devices of different capability, we design a simple but effective configurable channel scaling ratio that can generate various FADNet++ variants of different inference performance. Our training solution can be applied to all the variants and boost their highest accuracy. We conducted extensive experiments to compare our FADNet++ with existing state-of-the-art 2D and 3D based methods in terms of accuracy and speed. Experimental results showed that FADNet++ achieves comparable accuracy while it runs much faster than the 3D based models. Compared to the existing mobile solution, FADNet++ achieves a competitive inference speed of 15 FPS with nearly three times accurate.

We have two future directions following our discovery in this paper. First, we would like to improve the disparity estimation accuracy on the low-end devices. To approach the accuracy of FADNet++ produced by the server GPUs, it is necessary to explore the techniques of model compression, including pruning, quantization, and so on. Second, we would also like to apply AutoML [12] for searching a well-performing network structure for disparity estimation.
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