Open-cavity in closed-cycle cryostat as a quantum optics platform
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The introduction of an optical resonator can enable efficient and precise interaction between a photon and a solid-state emitter. It facilitates the study of strong light-matter interaction, polaritonic physics and presents a powerful interface for quantum communication and computing. A pivotal aspect in the progress of light-matter interaction with solid-state systems is the challenge of combining the requirements of cryogenic temperature and high mechanical stability against vibrations while maintaining sufficient degrees of freedom for in-situ tunability. Here, we present a fiber-based open Fabry-Pérot cavity in a closed-cycle cryostat exhibiting ultra-high mechanical stability while providing wide-range tunability in all three spatial directions. We characterize the setup and demonstrate the operation with the root-mean-square cavity length fluctuation of less than 4 pm at temperature of 6.5 K and integration bandwidth of 100 kHz. Finally, we benchmark the cavity performance by demonstrating the strong-coupling formation of exciton-polaritons in monolayer WSe2 with a cooperativity of 1.6. This set of results manifests the open-cavity in a closed-cycle cryostat as a versatile and powerful platform for low-temperature cavity QED experiments.

I. INTRODUCTION

The utilization of quantum physics promises to improve or even disrupt several technological fields such as computing, communication, simulation and metrology [1]. The realm of systems with quantum applications covers a wide range of solid-state materials including quantum dots [2–4], transition-metal dichalcogenides (TMDs) [5–6], color centers [7–9] and rare-earth ions [10,11]. These solid-state systems provide a light-matter interface for quantum optical protocols in a robust crystal matrix with full potential of integrability and scalability for future devices. Controlling the interaction of matter with photons is essential for manipulating qubits to perform computational tasks as well as performing operations to transfer information from photons to solid-state emitters or vice versa. Photons are excellent as information carrier, however, it is extremely challenging to steer their interaction in a coherent manner. Therefore, a photonic resonator is an essential tool for establishing deterministic control over interactions in experiments of cavity quantum electrodynamics (cavity QED) [2,12,13]. A promising platform for cavity QED is an open Fabry-Pérot cavity where a fiber-based micromirror forms a cavity with high finesse and minimal mode volumes with a macroscopic counterpart mirror that supports the solid-state system of interest [14,15]. The advantages of such an open-cavity are two-fold. First, the open nature allows easy integration of solid-state emitters inside the cavity. Second, it allows one mirror of the cavity to be moved with respect to the other for in-situ spectral tuning of the cavity resonance as well as lateral displacement which is advantageous to select the most suitable emitter region on the macroscopic mirror.

Solid-state emitters typically require operation at cryogenic temperature to reduce environmental decoherence effects. In view of the increasingly limited helium resources, it is expected that emerging quantum technologies will have to be compatible with closed-cycle cryostats which greatly facilitate stable and robust low-temperature operation [17]. However, the operation of a closed-cycle cryostat leads to mechanical vibrations that pose a significant challenge for a stable operation of open cavities. The mechanical stability required for an open-cavity of a given finesse \( F \) (or quality factor \( Q = qF \) of the cavity mode \( q \)) follows from the spatial-equivalent linewdth \( \Delta \ell \) of the cavity transmission resonance at wavelength \( \lambda \) as \( \Delta \ell = \lambda/(2F) \). To ensure mirror-loss limited finesse, this resonance linewdth should not be compromised by mechanical vibrations leading to fluctuations in the cavity length. Thus, for a cavity of finesse \( 10^3 \) (or Q-factor of the lowest cavity mode \( q = 1 \) operated at 780 nm wavelength, the mechanical stability should be better than 390 pm, whereas deep sub-linewidth limit of \( \Delta \ell/10 \) requires length fluctuations of less than 4 pm for a finesse or lowest-mode Q-factor of \( 10^3 \). In comparison, the mechanical vibrations induced by a typical closed-cycle cooler are in the order of 10 pm.

A useful open-cavity cryogenic platform has to address this primary challenge of achieving robust mechanical stability.
Moreover, it should maintain all degrees of tunability and control for in-situ positioning of the two mirrors in all three spatial dimensions. The final key criterion of performance is the temperature as many solid-state emitters require operation below 10 K. While substantial progress has been achieved in open Fabry-Pérot cavity experiments, in most cases, a tradeoff was made regarding at least one of the above criteria. There have been demonstrations of large tunability and high mechanical stability at room-temperature [15-20] or in experiments with liquid helium bath cryostats [21-25]. More recent experiments in a closed-cycle cryostat so far have achieved only limited mechanical stability, even in highly customized systems, and do not include or quantify in-situ large range tunability in various degrees of freedom [26-30].

In this work, we present a fully-tunable open Fabry-Pérot cavity in a closed-cycle cryostat with a large range of lateral displacement. The integrated cavity reaches a temperature below 7 K and combines displacement in three spatial directions over several mm with a free-space access to the cavity through an aspheric lens that can be displaced over mm, where all coarse tuning capabilities are provided with off-the-shelf nanopositioners. Additionally, we show that with the combination of passive and active vibration reduction techniques, the mechanical stability of the root-mean-square (rms) displacement of less than 90 pm is achieved at the integration bandwidth of 100 kHz. Subsequently, we demonstrate coherent interaction between excitons in a TMD with cavity photons. Using our tunable cavity platform with WSe$_2$ monolayer, we observe exciton-polaritons by controlling the energy distribution of vibrations in time with rms displacement fluctuations of 10$^{-2}$ nm. Although this is not entirely surprising, it is worthwhile to point out that the displacement fluctuations (often referred to as vibrational noise) arise from a set of mechanical oscillators being excited by an impulse force during the cryo-cooler cycle and does not follow a well-defined statistical distribution, such as the Brownian noise.

The key challenge when using the above setup in a closed-cycle cryostat lies in the mechanical vibrations induced by the cooling cycle of the cryostat. The mechanical vibration amplitude at the cold head is in the range of 10 – 20 µm, mostly due to the impact of high pressure helium flow during the cooling cycle [31]. The displacement amplitude is brought down to the level of a few nanometers at the cold plate of the cryostat (attocube, attoDRY800) that is aligned with the surface of the optical table [12]. We verified the low level of vibrations with a fiber-based optical interferometer (attocube, FPS3010) that measures the displacement of the cold plate with respect to the optical table. The resulting time trace at the measurement bandwidth of 100 kHz is presented in Fig. 2(a). The data reveal a 1 Hz periodic pattern of mechanical pulses characteristic of closed-cycle coolers. These pulses excite a set of high frequency vibrations resulting in a peak-to-peak (p-p) amplitude below 10 nm at the given full bandwidth. This amplitude quickly rings down leading to a rather inhomogeneous distribution of vibrations in time with rms displacement fluctuations of 2.2 nm. Although this is not entirely surprising, it is worthwhile to point out that the displacement fluctuations (often referred to as vibrational noise) are from a set of mechanical oscillators being excited by an impulse force during the cryo-cooler cycle and does not follow a well-defined statistical distribution, such as the Brownian noise.

The mechanical vibrations become naturally exacerbated when mechanical degrees of freedom are added to the system. In our case, the addition of nanopositioners is necessary to provide in-situ control. As a demonstration, we measure the displacement amplitude along the z-axis of a xyz-nanopositioner set (attocube, two ANPx101 and ANPz102) directly mounted on the cold plate. The time trace in Fig. 2(b) shows that the p-p displacement increases significantly by more than a factor of 3, reaching up to a maximum of around 35 nm at each pulse of the cryo-cooler. We note that in contrast to the p-p amplitude at the mechanical pulses, the displacement amplitude between two pulses remains fairly similar, with an increase in rms fluctuations by less than factor of two to a value of 3.4 nm. These results make clear that additional measures are needed for the cavity setup, shown in Fig. 1(b), to be operational in the cryostat. Without any modifications, the rigid fiber mirror stack would closely follow the motion of the cold plate and thus feature fluctuations as in Fig. 2(a), whereas the planar mirror stack would vibrate similar to the nanopositioner stack with characteristics in Fig. 2(b). The differential motion between the two cavity mirrors is expected to be of the order of tens of nm, rendering experiments even with a low finesse cavity impossible.

To improve the mechanical stability, we designed and implemented a spring based vibration isolation stage that isolates the cavity setup from vibrations of the cold plate. A sketch including the cavity setup and the spring stage is depicted in Fig. 1(c). The cavity setup of Fig. 1(b) is represented here by two springs, corresponding to the fiber mirror stack and the planar mirror stack with their respective spring
FIG. 1. Concept of an open-cavity in a closed-cycle cryostat. (a) An illustration of the cavity composed of a concave-profiled fiber mirror and a macroscopic mirror with monolayer WSe$_2$. (b) Sketch of the tunable cavity assembly that mounts on top of a vibration isolation stage. The stack on the right holds the planar mirror and consists of a thermal link connecting the mirror to the cold plate to thermalize it to cryogenic temperature. The other stack on the left holds the fiber mirror and consists of a piezo element, thermal link and metal blocks to reach the same height as the right stack. The aspheric lens is mounted via another metal piece at the back with an additional nanopositioner to adjust the focal spot in z direction. (c) Schematic of the cavity assembly and vibration isolation stage built on top of the cold plate. Vibration isolation stage consists of the spring table placed on top of four springs ($k_S$) along with magnetic damping (damping constant $\gamma$), which is all placed on the cold plate. The thermal link enables cavity operation at cryogenic temperature. The cavity setup is represented as two springs on the spring table: planar mirror stack (with spring constant $k_M$) and fiber mirror stack (with spring constant $k_F$). (d) Sketch of the experimental setup used for the stability characterization and strong-coupling operation. Assignment of abbreviations: $\lambda/2$-waveplate (HWP), beamsplitter (BS), fiber beamsplitter (FBS), photodiode (PD), aspheric lens (AL), piezo element (PZ), mirror (MI), data processing unit (DPU); lock electronics: high voltage amplifier (HV), proportional-integral (PI) control electronics, notch pass (NP).

constants $k_F$ and $k_M$ (where rigid fiber mirror stack implies $k_F \gg k_M$). This full cavity setup is mounted on a titanium plate, labeled as a spring table in Fig. 1(c). The spring table rests on a set of four springs (represented by a single spring in the sketch), each of which has a nominal spring constant of $k_S = 1.52$ N/mm at ambient conditions. To suppress high oscillation amplitudes at the spring stage resonance, we include a soft magnetic eddy-current damper, denoted with damping constant $\gamma$. The total mass compressing the springs is 0.51 kg, yielding a nominal resonance frequency of the vibration isolation stage of 18 Hz. We choose the payload and spring constant such that the resulting resonance frequency lies sufficiently far above the resonance frequency of the optical table (5 Hz) to suppress their coupling. The spring system acts as a mechanical low pass filter, that suppresses vibrations by a factor 100 per decade above resonance frequency with a transition to suppression by a factor 10 per decade towards higher frequencies due to the eddy-current damping. This means that contributions to the mechanical vibrations will become suppressed from tens of nm down to the order of 0.1 nm for the frequencies above 180 Hz.

An important challenge is to ensure reliable thermalization of the cavity with the cryostat cold plate without reducing the vibration isolation by spring stage. This is crucial because an efficient thermal link inevitably constitutes an additional mechanical connection than can potentially allow vibrations to bypass the vibration isolation stage. We address this challenge by attaching, to the spring table, a bundle of thin copper lamella with high thermal conductivity that are sufficiently soft and flexible to suppress transfer of mechanical vibrations.

To characterize the performance of the complete assembly, we measured the relative displacement between the fiber and macroscopic mirrors using the cavity itself as an interferometer. A schematic overview of the experiment on the optical table is presented in Fig. 1(c). The optical excitation is provided through the fiber side of the cavity. The transmitted light through the planar mirror of the cavity is guided to a photodiode (Siemens, BPW34 with DL Instruments, 1211 Current
For the stability characterization measurements, we used a fiber with a dielectric coating (LaserOptik, $T = 0.0032$) and a radius of curvature (ROC) of 14 μm. The macroscopic mirror has a silver coating ($T \simeq 0.008$) which leads to higher photon leakage towards the free-space side. The laser light at 780 nm (MSquared, SolsTiS) is coupled to the cavity through the fiber. A finesse $\mathcal{F} = 110$ is achieved at the cavity length $L \simeq 5 \mu$m, corresponding to a mode number $q = 13$. For the stability characterization measurements, the transmission at the position of maximum slope of resonance is monitored as a function of time, then the fluctuations in the transmission signal are converted to cavity length fluctuations (see Appendix B for the conversion of the transmission signal to displacement).

Figure 2(c) depicts the cavity length fluctuations as a function of time with measurement bandwidth of 100 kHz. Compared to the measurements on a single set of positioners in Fig. 2(b), the displacement is improved drastically such that it is almost invisible when compared at the same scale. In Fig. 2(c), the inset on the right shows the time trace with a 20-fold magnification. Here, it becomes visible that the vibration kicks at interval of 1 s are strongly suppressed down to a p-p amplitude of 0.3 nm. The rms cavity length fluctuations are $31.6 \pm 0.5$ pm at an integration bandwidth of 100 kHz. The measurement bandwidth is large such that it encompasses all significant mechanical resonances of the system. However, the observed stability of the cavity can improve if the manipulation or measurement is performed at smaller bandwidth in a particular experiment. This is shown in Fig. 2(d) where we present a direct comparison of the rms vibration level as a function of integration bandwidth for the cavity platform (circles), the set of nanopositioners (triangles) and the bare cold plate (squares). Here, we see that the implementation of the vibration isolation stage yields an improvement of almost two orders of magnitude across the entire bandwidth.

We identify the source of the remaining vibrations by analyzing the Fourier transform (FT) in Fig. 2(e) for the cavity length fluctuations shown in Fig. 2(c). The peaks around 20 Hz can be assigned to resonances of the vibration isolation stage. The stage excites both mirror stacks, and a small but visible relative displacement of the two mirrors is observed. Starting from 250 Hz, more peaks are visible in the FT, elucidating a detailed analysis. Some can presumably be attributed to the various components in the setup, but also the thermal links possibly provide a path for vibrations to be transmitted from the cold plate to the cavity that may not get fully filtered by the vibration isolation stage. Finally, there are also several sharp resonance peaks which are ascribed to the higher harmonics of 50 Hz.

We note that all preceding measurements with data in Fig. 2 were performed at room temperature by turning on the cryocooler for several minutes to evaluate the vibrations without performing a full cool-down to the base temperature. This is a useful tool for a quick characterization, especially during the development stage. In the following, we characterize the actual performance at cryogenic conditions where the mechanical properties of various components might differ with change in temperature and pressure, and result in different mechanical fluctuation characteristics. To this end, the cavity setup was...
Subsequently, we evaluated the effect of the active damping where a part of the transmission signal was used to feedback the piezo actuator to stabilize the cavity length with a homemade servo. As shown in Fig. 3(b), the length fluctuations were damped by active feedback. While the p-p amplitude remained at 0.7 nm, the rms fluctuations reduced to 89 ± 5 pm, or by 25%. The improvement can be visualized by counting the occurrences of each cavity displacement amplitude over a full time trace as in Fig. 3(c): The tail of the peak shape is curtailed, indicating an increased suppression with increasing fluctuation amplitudes.

The comparison of the rms fluctuations as a function of bandwidth is shown in Fig. 3(d). The active feedback stabilization works efficiently up to ∼ 50 Hz, indicating an upper limit for the bandwidth of the feedback at that frequency. However, the analysis of rms fluctuations as a function of bandwidth shows that the mechanical stability of around 1 pm can be reached with small measurement integration bandwidth. The FT of the cavity fluctuations with an active feedback is shown in Fig. 3(e). Here, we observe similar features as in the room-temperature data of Fig. 2(e), namely a relatively strong increase in rms fluctuations at low frequencies (10 – 100 Hz), where the resonance of the vibration isolation stage at around 20 Hz and a sharp peak around 50 Hz dominate. For frequencies above 200 Hz, two sets of resonances dominate the vibrations, one of which lies in the range ∼ 200 – 500 Hz and the other between ∼ 1 – 2 kHz. In Fig. 3(d), a step-wise increase in the displacement rms can be clearly observed at these frequency ranges. As discussed above, those contributions presumably arise from the mechanical resonance of individual components of the cavity setup and, potentially, from vibrations of the cryostat that get transferred via the thermal links. At 10 kHz, the sharp peak originates from the carrier frequency of the pulse width modulator built in the inverter driving the 1 Hz rotating valve of the three phase motor of the cryostat.

To highlight the functionality of our cryogenic open-cavity we demonstrate the formation of exciton-polaritons in monolayer WSe2 in the strong-coupling regime. Monolayer WSe2 is representative for the class of atomically thin TMD materials with a direct band-gap [33, 34], known for sizable light-matter interactions mediated by excitons [4]. In addition to providing a light-matter interface, excitons in TMD monolayers exhibit unique valley properties at distinct points in momentum space, which can be selectively excited by circularly polarized light for opto-valleytronic applications [45, 46]. Strong-coupling of the fundamental exciton transition to cavities have been demonstrated in various realizations [47], including monolithic photonic crystal [38], dielectric [39] and plasmonic [40, 41] cavities at room-temperature as well as open-cavities both at room-temperature [42, 43] and under cryogenic conditions [44, 45]. None of these experiments, however, combined the open-cavity concept with cryogenic
operation in a closed-cycle cryostat.

The WSe₂ monolayer was exfoliated, encapsulated in hexagonal boron nitride (hBN) and transferred onto a silver mirror (see Appendix A for details). The neutral exciton transition X with energy $E_X = 1.725$ eV and full-width at half-maximum linewidth $\Gamma = 6.1$ meV was identified with confocal cryogenic spectroscopy in differential reflection (see Appendix C for details). After confocal characterization, the silver mirror with the WSe₂ heterostack was inserted into the closed-cycle cryogenic cavity setup and paired with a fiber mirror with ROC of 14 µm and silver-coating ($T \approx 0.005$). The finesse of the cavity was measured to be $F \approx 30$.

The cavity setup was subsequently cooled down to a temperature of 30 K. We identified the monolayer region by performing a differential absorption scan in lateral dimension across the sample using white-light excitation (NKT, SuperContinuum Laser) through the fiber and recorded the spectrally-dispersed transmission signal. The cavity length for the scan was set to about 50 µm such that it was not in the stable cavity regime. Once the monolayer was located inside the cavity, the cavity length and thus the effective cavity mode volume was reduced. At the cavity length of 2.9 µm corresponding to the piezo voltage of $\sim 15$ V in Fig. 4(a), the cavity resonance was identified at $E_C \simeq 1.7$ eV with a linewidth of $\kappa = 6.3$ meV limited by the cavity finesse of 30.

We monitored the cavity resonance mode as it was tuned through the exciton resonance with the piezo voltage, the corresponding transmission is shown in Fig. 4(a) for the cavity mode $q = 8$. The transmission at large energy detuning between the photon and exciton energy $\Delta = E_C - E_X$, i.e. the piezo voltage of $< 30$ V or $> 60$ V, represents the uncoupled photonic resonances inside the cavity with the brightest peak corresponding to the fundamental transverse electromagnetic mode accompanied by two weak, blue-shifted higher order modes. At small energy detuning, the normal-mode splitting emerges as a hallmark of the strong-coupling regime and exciton-polariton formation. The peak energy of the coupled system was extracted and plotted in Fig. 4(b) as a function of resonance detuning. The solid red lines represent the best fit of the coupled oscillator model to the data with a Rabi splitting of $\Omega = 5.5$ meV (see Appendix C for model details). Using the photonic and excitonic linewidths of $\kappa = 6.3$ and $\Gamma = 6.1$ meV, respectively, the corresponding cooperativity of the system calculates to $\mathcal{C} = 2\Omega^2/(\kappa\Gamma) = 1.6$ and establishes the strong-coupling regime of exciton-photon interaction.

For the observation of the strong-coupling limit, both the open-cavity in-situ tuning and the length stability were crucial. As the first key feature, our platform provides an effective fine-tuning range of the cavity length over 4.8 mm with a combination of nanopositioner and piezo element as an enabling factor for identifying relevant monolayer regions at long cavity lengths and subsequently observing strong-coupling with precision tuning of the spectral resonance condition. This is highlighted in Fig. 4(a) via piezo-controlled tuning of the cavity length by $\sim 120$ nm, which corresponds to a cavity resonance detuning from 700 to 733 nm for mode $q = 8$. Second, the cavity stability is also critical for strong-coupling. For example, without vibration isolation as in Fig. 4(b), the mechanical vibrations of 30 nm would exceed the cavity spatial-equivalent linewidth of 13 nm (for a finesse of 30) and thus effectively reduce the coherent coupling. Moreover, the cavity length tuning range of $\sim 120$ nm in Fig. 4(a) would only be resolved up to roughly four steps, rendering a controlled detuning of the spectral resonance condition close to impractical.

IV. CONCLUSIONS

In conclusion, we have reported the layout and operation of a fully tunable fiber-based Fabry-Perot cavity in a closed-cycle cryostat as a platform for quantum optical technologies and cavity QED experiments. The platform provides a spatial tuning range of 6 mm over the sample surface and 4.8 mm between the two mirrors as well as additional tuning capability of the aspheric lens for an efficient coupling of light into free-space through the planar mirror. With the combination of passive and active vibration isolation techniques, we achieve deterministic and reproducible mechanical stability in form of p-p amplitude of 0.7 nm and rms fluctuations of 89 pm in the bandwidth of 100 kHz over a complete cycle of the closed-cycled cryostat at 6.5 K. This level of mechanical stability in a high measurement bandwidth corresponds to an upper limit of the cavity finesse in the order of $10^4$ for a signal-to-noise ratio of 1, while maintaining sample positioning in all three spatial degrees of freedom over several mm. These stability numbers qualify our platform for state-of-the-art cavity QED experiments with Q-factors in the range of $10^5$ - $10^6$ and in-situ tunability for a wide variety of solid-state emitters such as quantum dots and wells in conventional semiconductors, TMDs, color centers or rare-earth ions [18, 21-30]. To high-
light this controlled interaction, we demonstrated the application of our platform to exciton-polariton formation in the specific case of monolayer WSe$_2$.

With these results, we present our versatile open-cavity platform as a viable tool to study light-matter interactions at low temperatures. It can accommodate more complex materials such as van der Waals heterostructures [23, 46, 47] with unique nonlinearities [48] and is ideally suited to advance quantum applications based on single-photon sources [49], novel qubits of rare-earth ions [11, 50–52] or respective light-matter interfaces for quantum networks [53, 54]. Future improvements in mechanical vibration management by advanced passive isolation strategies and optimized active feedback control will place our open-cavity platform in a closed-cycle cryostat at the forefront of enabling technologies for quantum science and related applications.
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Appendix A: Mirror and sample details

The fiber micro-mirrors were laser-profiled to concave shape with a CO$_2$ laser. Fiber mirror for stability measurement had DBR coating from LaserOptik. Fiber mirror for strong-coupling experiment had a 60 nm silver layer deposited using evaporation. A thin SiO$_2$ layer was evaporated on top of fiber micro-mirror for protection. The macroscopic mirror was formed by a 55 nm thick silver layer evaporated onto a glass substrate (Laseroptik) and coated with 125 nm of SiO2. The fiber micro-mirror in the strong-coupling experiment had a slightly thicker silver layer compared to the planar mirror to ensure dominant cavity out-coupling through the latter one. The WSe$_2$ monolayer (HQ graphene) and hBN (NIMS) for encapsulation were exfoliated with the scotch tape method and subsequently assembled into a heterostack with the hot pick-up technique [55]. The heterostack was transferred onto the mirror and sequentially annealed in vacuum at 200° C for 12 hours.

Appendix B: Displacement analysis via cavity interferometry

The fluctuations of the cavity length due to external mechanical disturbances can be measured by using the cavity as a displacement interferometer. To determine the cavity displacement induced by mechanical vibrations, the transmission signal through the planar mirror is recorded at the slope of a cavity resonance where the sensitivity to changes in transmission as a function of the cavity length is highest. Changes in transmission are subsequently converted to changes in the cavity length.

To this end, the transmission signal across a cavity resonance is recorded while sweeping the voltage applied to the piezo below the fiber that acts as an actuator. The cavity resonances are separated by the free spectral range (FSR) of $\lambda/2$. The finesse of the cavity resonance is determined from the transmission signal as a function of the cavity length as [56]:

$$ T(z) = \frac{T_0}{1 + (G \sin \Phi)^2}. $$

where $T_0$ corresponds to the transmission on resonance, $\Phi(z) = 2\pi(z - L)/\lambda$ depends on $z$ via the on-resonance cavity length $L$ and the wavelength $\lambda$, and $G$ is related to the finesse as $G = 2F/\pi$. The derivative of the transmission function (Eq. B1) is given by:

$$ \frac{dT}{dz} = -\frac{4G^2\pi}{\lambda} \frac{\sin(\Phi) \cos(\Phi)}{1 + (G \sin \Phi)^2}. $$

Any change in the transmission as a function of time is converted to a change in the cavity length using the above derivative of the transmission function in a linear approximation of small fluctuations around the half-maximum position.

![FIG. 5. (a) Transmission signal as a function of cavity length. The solid black line is the data around a cavity resonance obtained by applying a voltage to the piezo actuator. The orange dashed line shows the corresponding fit to the Fabry-Pérot transmission function of Eq. B1 with $F = 110$. (b) Transmission signal measured with active stabilization at the maximum slope of the cavity resonance shown in (a) at a temperature of 6.5 K. The measurement bandwidth was 100 kHz.](image)
In our experiments, the transmission signal was measured with a time resolution of 10 μs. The rms displacement fluctuations were calculated from the cavity length fluctuations as a function of time as:

\[ d_{rms} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} d_i^2}, \]  

where \( n \) is the total number of data points acquired over 10 s and \( d_i \) is the cavity displacement at each point. It is important to note that the cavity length fluctuations should be measured with an appropriate dynamic range defined by the finesse of the cavity. For example, the measurements shown in this work were performed with \( F = 110 \) leading to the spatial-equivalent cavity linewidth of \( \Delta L \approx 3.5 \text{ nm} \). Thus, the maximum displacement of the cavity length for a vibration kick of 0.7 nm is still well within the interferometric measurement range of the cavity as illustrated in Fig. 6(b). For completeness, Fig. 6(b) shows low-temperature mechanical vibration characteristics of the three configurations discussed in Fig. 2. The p-p displacement for the cold plate [Fig. 6(a)], a stack of nanopositioners [Fig. 6(b)] and the open-cavity with vibration isolation [Fig. 6(c)] is similar to room temperature, and the improvement in displacement fluctuations due to vibration isolation holds for both temperature ranges.

Appendix C: Characterization of exciton-cavity coupling

The characterization of the fundamental exciton transition in monolayer WSe\(_2\) was performed in a helium bath cryostat at 4 K with a home-built confocal microscope. For reflection spectroscopy a halogen lamp or a supercontinuum laser (NKT, Supercontinuum Extreme) were used as broadband excitation sources with an illumination spot diameter of \( \sim 1 \text{ μm} \) (attocube, LT-APO objective with numerical aperture of 0.82). The reflected light was spectrally dispersed and detected by a nitrogen cooled-CCD (Roper Scientific, Acton SP2500 with Spec 10:100BR/LN). A typical differential reflection spectrum of monolayer WSe\(_2\) is shown in Fig. 7 with the single resonance at 1.725 eV and full-width at half-maximum linewidth \( \Gamma = 6.1 \text{ meV} \) corresponding to the neutral exciton \( X \) transition. Figure 7(b) shows the primary cavity resonance at \( E_C = 1.690 \text{ eV} \) (red-detuned from \( E_X \)) with a linewidth of \( \kappa = 6.3 \text{ meV} \) as well as two weak, blue-shifted higher-order polariton branches extracted from transmission spectra as a function of resonance detuning.
modes.

The exciton-photon coupling was modeled using a coupled oscillator model. The Hamiltonian of a two-level exciton interacting with quantized photonic mode in an optical cavity is the well-known Jaynes-Cummings Hamiltonian of an interacting system:

$$H = E_C(a^\dagger a) + E_X(x^d + h\Omega (a^d a + a^\dagger x + ax^\dagger)),$$  \hspace{1cm} (C1)

where $E_C$ ($E_X$) is energy of the cavity mode (exciton), $a$ and $a^\dagger$ ($x$ and $x^\dagger$) are the photon (exciton) annihilator and creation operators, respectively, and $g$ is the interaction strength. The solution to the above Hamiltonian in the presence of exciton and cavity decay rates $\Gamma$ and $\kappa$ (both in units of energy) leads to two new eigenstates of the coupled system referred to as the upper and lower polaritons with eigenenergies $[57]$:

$$E_{\pm} = \frac{E_C + E_X}{2} - \frac{i}{2}(\kappa + \Gamma) \pm \Omega,$$  \hspace{1cm} (C2)

where $\Omega$ is the complex Rabi splitting (in units of energy) given by:

$$\Omega = \sqrt{g^2 + \frac{\Delta - \frac{\kappa}{2}(\kappa + \Gamma)}{2}}.$$  \hspace{1cm} (C3)

Here, $\Delta = E_C - E_X$ is the energy detuning from the cavity-exciton resonance condition. Coincidentally, the exciton and cavity decays were almost the same in our experiment, leading to a vanishingly small imaginary part for $E_{\pm}$ and $\Omega$. Using $\kappa = 6.3$ and $\Gamma = 6.1$ meV, best fit to the coupled system with data in Fig. 4 was obtained with Eq. (C2) for a Rabi splitting $\Omega = 5.5$ meV at zero detuning $\Delta$. The transmission spectra and polariton linewidth analysis are shown in Fig. 8. Note that the upper polariton linewidth is masked by higher order cavity modes.
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