Excitonic theory of doping-dependent optical response in atomically thin semiconductors
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The interaction of optically excited excitons in atomically thin semiconductors with residual doping densities leads to many-body effects which are continuously tunable by external gate voltages. Here, we develop a fully microscopic theory to describe the doping-dependent manipulation of the excitonic properties in atomically thin transition metal dichalcogenides. In particular, we establish a diagonalization approach for the Schrödinger equation which characterizes the interaction of a virtual exciton with the Fermi sea of dopants. Solving this many-body Schrödinger equation provides access to trions as well as a continuum of scattering states. The dynamics of coupled excitons, trions, and scattering continua is subsequently described by Heisenberg equations of motion including mean-field contributions and correlation effects due to the interaction of excitons with trions and scattering continuum states. Our calculations for optical excitation close to the band edge reveal the influence of doping on the exciton resonances in combination with the simultaneous identification of not only ground- but also excited-state trion resonances.

I. INTRODUCTION

Atomically thin semiconductors combine almost two-dimensional confinement of carriers with weak dielectric screening from the environment which leads to strong Coulomb interaction energies compared to the thermal energies [1, 2]. The strong Coulomb attraction between electrons in the conduction bands and holes in the valence bands induces bound electron-hole pairs, called excitons, with binding energies of several hundred meV in monolayer transition metal dichalcogenides (TMDCs) [3–9]. The enhanced Coulomb interaction also provides exceptionally large biexciton [10–15] and trion binding energies [16–20]. Biexcitons constitute bound Coulomb correlations of two virtual excitons [21–23] originating from exciton-exciton interactions. Since the biexciton oscillator strength depends on the exciton density, biexcitons can be controlled by the optical excitation power [24, 25]. On the other hand, trions or attractive Fermi polarons [26, 27], whose descriptions are equivalent at low doping densities [28], are bound Coulomb correlations which arise from the interaction of a virtual exciton with the Fermi sea of free conduction band electrons or free valence band holes in doped semiconductors [28, 29]. Consequently, the trion oscillator strength is subject to the doping density and can be regulated by external gate voltages [26, 27].

Ab initio calculations of the trion binding energy are commonly available for monolayer TMDCs [30–34]. In contrast, a complete fully microscopic theory of the doping-dependent absorption spectra has not been provided so far: Available theoretical studies are based on phenomenological approaches which start from approximate variational exciton and trion states [35–43]. Most of these studies also rely on phenomenological momentum-independent contact Coulomb potentials [35, 36, 38, 39] or unscreened two-dimensional Coulomb potentials neglecting the influence of the dielectric environment [43]. In some works, excitons and doping densities are also composed of independent electrons [39, 43]. Moreover, available theoretical studies assume either equal electron and hole masses [36, 38–40, 42, 43] or infinite hole masses [37, 43]. In particular, no theory is available which can simultaneously describe the doping-dependent absorption of ground-state (1s) and excited-state (2s) excitons and trions beyond those approximations, which is the novelty of our work.

In this paper, we establish a theoretical framework for many-particle correlations originating from exciton-electron and exciton-hole interactions in the Heisenberg equation of motion formalism. Our theory is restricted to the linear optical response and linear doping densities, characterized by fully thermalized Fermi distributions, and we treat the band structure in an effective mass approximation. In particular, we derive a Schrödinger equation for the interaction between a virtual exciton and the Fermi sea of free electrons or holes that can be exactly solved after separating the relative- and center-of-mass-motion. This Schrödinger equation provides bound solutions, referred to as trions which appear energetically below the exciton states, and unbound solutions characterized by exciton-electron or exciton-hole scattering continua which set in at the exciton energy. In particular, the Schrödinger equation enables not only access to ground-state (1s) trions but also to excited-state (2s) trions and corresponding continua. The dynamics of excitons, trions, and scattering continua is subsequently determined by coupled Heisenberg equations of motion. To relate the developed theory to experimentally accessible observables, we analyze the doping-dependent absorption spectra for monolayer MoSe$_2$ as a representative atomically thin semiconductor. Specifically, we provide a consistent theoretical method to calculate the doping-dependent spectra of not only ground-state (1s) but also excited-state (2s) exciton and trion resonances. Since our theory is widely adaptable to semiconductors with...
tightly bound excitons, we believe that it might provide a basis for further theoretical investigations of doping-dependent excitonic properties.

This paper is organized as follows: In Sec. II, the microscopic observables including excitons, trions and exciton-electron and exciton-hole continuum states are introduced. Afterwards, in Sec. III, the dynamics of microscopic observables is described by coupled Heisenberg equations of motion. In Sec. IV, the doping-dependent absorption spectra are discussed for monolayer MoSe₂ as an exemplary atomically thin semiconductor. Finally, in Sec. V, we summarize and discuss possible future prospects.

II. MICROSCOPIC OBSERVABLES

In order to describe the exciton dynamics of atomically thin semiconductors with residual doping densities, the infinite hierarchy of coupled Heisenberg equations of motion for many-particle correlations needs to be systematically truncated. To this end, we adapt the dynamical truncation scheme [44, 45] and restrict to the linear optical response and linear doping densities.

Maxwell’s equations couple the optical light field to the σj circularly polarized components (σj = σ+, σ−) of the macroscopic interband polarization \( P^{σ_j} \) of monolayer TMDCs:

\[
P^{σ_j}(t) = \frac{1}{\mathcal{A}} \sum_{\xi_1, k_1} d_{\xi_1, v}^{\xi_1, \sigma_j} \left( \langle c_{\xi_1, k_1}^\dagger v_{\xi_1, k_1} \rangle (t) + c.c. \right) \tag{1}
\]

\( \mathcal{A} \) denotes the two-dimensional normalization area, \( ξ_1 = \{ξ_1, s_1\} \) is a compound index including the valley \( ξ_1 = K, K' \) and the spin \( s_1 = ↑, ↓ \), and \( k_1 \) represents the two-dimensional wave vector with respect to the high-symmetry point \( ξ_1 \). The interband dipole transition element \( d_{\xi_1, v}^{\xi_1, \sigma_j} \) includes the valley-selective circular dichroism of monolayer TMDCs: \( σ_+ \) circularly polarized light couples to the \( ξ_1 = K \) valley, whereas \( σ_- \) circularly polarized light couples to the \( ξ_1 = K' \) valley [46–50]. The interband transitions \( \langle c_{\xi_1, k_1}^\dagger v_{\xi_1, k_1} \rangle \) are determined by conduction band creation operators \( c_{\xi_1, k_1}^\dagger \) and valence band annihilation operators \( v_{\xi_1, k_1} \) as illustrated in Fig. 1(a).

In the coherent limit, the Heisenberg equation of motion for the interband transitions \( \langle c_{\xi_1, k_1}^\dagger v_{\xi_1, k_1} \rangle \) (see Sec. III), which determine the interband polarization \( P^{σ_j} \), cf. Eq. (1), couple to different correlations in the (i) electron and (ii) hole doping regimes:

(i) In electron-doped semiconductors the interband transitions \( \langle c_{\xi_1, k_1}^\dagger v_{\xi_1, k_1} \rangle \) couple to the electron occupations \( \langle c_{\xi_1, k_1}^\dagger c_{\xi_2, k_2} \rangle = f_{e,k_1} \), characterized by the residual electron densities \( f_{e,k_1} \), and to the electron-density-assisted transitions \( \langle c_{\xi_1, k_1}^\dagger + Q v_{\xi_1, k_1} c_{\xi_2, k_2}^\dagger - Q c_{\xi_2, k_2} \rangle \), depicted in Figs. 1(b)–1(d):

\[
\langle c_{\xi_1, k_1}^\dagger + Q v_{\xi_1, k_1} c_{\xi_2, k_2}^\dagger - Q c_{\xi_2, k_2} \rangle = \langle \xi_1, k_1 \rangle + Q v_{\xi_1, k_1} c_{\xi_2, k_2}^\dagger - Q c_{\xi_2, k_2} \rangle \\
- δQ \langle ξ_1, k_1 v_{\xi_1, k_1} f_{e,k_2}^\dagger \rangle \\
+ δ_{ξ_1, ξ_2} δ_{k_1, k_2} δ_{ξ_2, ξ_4} (\langle c_{\xi_1, k_1}^\dagger v_{\xi_1, k_1} \rangle f_{e,k_2}^\dagger + Q) \tag{2}
\]

(ii) In hole-doped semiconductors the interband transitions \( \langle c_{\xi_1, k_1}^\dagger v_{\xi_1, k_1} \rangle \) couple to the hole occupations \( \langle \xi_1, k_1 \rangle = f_{h,k_1} \), determined by the residual hole densities \( f_{h,k_1} \), and to the hole-density-assisted transitions \( \langle c_{\xi_1, k_1}^\dagger + Q v_{\xi_1, k_1} c_{\xi_2, k_2}^\dagger + Q c_{\xi_2, k_2} \rangle \), illustrated in Figs. 1(e)–1(g):

\[
\langle c_{\xi_1, k_1}^\dagger + Q v_{\xi_1, k_1} c_{\xi_2, k_2}^\dagger + Q c_{\xi_2, k_2} \rangle = \langle \xi_1, k_1 \rangle + Q v_{\xi_1, k_1} c_{\xi_2, k_2}^\dagger + Q c_{\xi_2, k_2} \rangle \\
- δQ \langle \xi_1, k_1 v_{\xi_1, k_1} f_{h,k_2}^\dagger \rangle \\
+ δ_{ξ_1, ξ_2} δ_{k_1, k_2} \langle c_{\xi_1, k_1}^\dagger + Q v_{\xi_1, k_1} c_{\xi_2, k_2} + Q f_{h,k_1} \rangle \tag{3}
\]

Here, \( \langle \cdot \rangle \) denotes the correlated part [51]. The truncation approach is valid in the limit of linear optical excitation. Optically excited electron densities accompanied by simultaneously excited hole densities, due to assigning a hole to every optically generated electron in the conduction band [52], were neglected.

The residual electron “e” or hole “h” densities \( f_{e/h,k}^\xi \) in the atomically thin semiconductor are approximated by fully thermalized Fermi distributions:

\[
f_{e/h,k}^\xi = \frac{1}{\exp [\frac{\varepsilon_{e/h,k} - μ_{e/h}}{k_B T}] + 1}.
\]

\( k_B \) denotes the Boltzmann constant, \( T \) is the temperature, and \( μ_{e/h} \) represents the chemical potential. The electron and hole dispersion \( \varepsilon_{e/h,k}^\xi = ε^\xi k^2/2 + h^2 k^2/(2m_{e/h}) \) are treated in an effective mass approximation and involve the band gap energy \( ε^\xi \) between conduction and valence band edges as well as the effective electron or hole mass \( m_{e/h} \). The total electron “e” and hole “h” densities \( N_{e/h} \) are given by:

\[
N_{e/h} = \frac{1}{\mathcal{A}} \sum_{ξ, k} f_{e/h,k}^\xi.
\]

Since we focus on the lowest conduction bands and topmost conduction bands, the effective masses \( m_e \) and \( m_h \) were chosen to be independent of the compound index \( ξ \). Of course, an extension to valley- and spin-dependent effective masses is possible.

The treatment of optically excited interband transitions as excitons is described in Sec. II.A. Trions and exciton-electron or exciton-hole continua necessary to describe the linear optical response of electron- or hole-doped semiconductors are introduced in Sec. II.B.
Figure 1. Illustration of Coulomb correlations in the simplified band structure for monolayer MoSe\textsubscript{2} near the $K$ and $K'$ high-symmetry points. (a) Optically excited interband transitions are composed of an electron “e” and a hole “h” in the same valley. (b) Intravalley and (c),(d) intervalley electron-density-assisted transitions contribute for electron-doped semiconductors indicated by filled conduction bands. In contrast, (e) intravalley and (f),(g) intervalley hole-density-assisted transitions contribute in the hole-doping regime illustrated by filled valence bands.

A. Excitons

Interband transitions $\langle c_{\xi,1}^{\dagger} v_{\xi,1} \rangle$, as depicted in Fig. 1(a), determine the interband polarization $P^{\sigma_{j}}$ according to Eq. (1), and are subsequently treated by the Wannier equation [53]:

$$\frac{\hbar^{2} k^{2}_{\xi}}{2\mu} \varphi^{R}_{\nu,k_{1}} - \sum_{k_{2}} W_{k_{1}k_{2}} \varphi^{R}_{\nu,k_{2}} = (\varepsilon_{\xi,\nu} - \varepsilon_{\zeta,1}) \varphi^{R}_{\nu,k_{1}}. \tag{6}$$

Instead of introducing doping-dependent filling factors in the Wannier equation [54], we include these contributions later in the equations of motion for exciton transitions. Solving the Wannier equation, Eq. (6), provides a complete set of wave functions $\varphi^{R}_{\nu,k_{1}}$ and corresponding energies $\varepsilon_{\xi,\nu}$ indicated by the quantum number $\nu$. The Wannier equation has both left- $\varphi^{L}_{\nu,k_{1}}$ and right-handed $\varphi^{R}_{\nu,k_{1}}$ solutions which are normalized as follows [53]:

$$\frac{1}{A} \sum_{k_{1}} \varphi^{L}_{\nu_{1},k_{1}} \varphi^{R*}_{\nu_{2},k_{1}} = \delta_{\nu_{1},\nu_{2}}. \tag{7}$$

Since Eq. (6) is Hermitian, its left- and right-handed solutions satisfy: $\varphi^{L}_{\nu,k_{1}} = (\varphi^{R*}_{\nu,k_{1}})^{\ast}$ [53]. The Wannier equation, Eq. (6), depends on the reduced mass $\mu = m_{e} m_{h}/(m_{e} + m_{h})$ which is defined with respect to the effective electron and hole masses $m_{e}$ and $m_{h}$. The screened Coulomb potential $W_{k} = V_{k}/\varepsilon_{k}$ involves the bare Coulomb potential $V_{k}$ and the screening function $\varepsilon_{k}$ given in Appendix A. The screened Coulomb potential is obtained from solving Poisson’s equation for the following van der Waals heterostructure: environment/air/atomically thin semiconductor/air/environment [32, 55]. The small air gaps account for naturally occurring but non-vanishing interlayer distances between the atomically thin semiconductor and its dielectric environment characterized by the dielectric constant $\varepsilon_{c}$ [56].

In the following, we expand the interband transitions $\langle c_{\xi,1}^{\dagger} v_{\xi,1} \rangle$ in terms of the complete set of exciton wave functions $\varphi^{R}_{\nu,k_{1}}$ and associated expansion coefficients represented by the exciton transitions $P^{\xi}_{\nu}$:

$$\langle c_{\xi,1}^{\dagger} v_{\xi,1} \rangle(t) = \sum_{\nu} \varphi^{R}_{\nu,k_{1}} P^{\xi}_{\nu}(t). \tag{8}$$

As a result, the excitonic expansion of the macroscopic interband polarization $P^{\sigma_{j}}$ defined in Eq. (1) becomes:

$$P^{\sigma_{j}}(t) = \frac{1}{A} \sum_{\xi,\nu,k_{1}} \varphi^{R}_{\nu,k_{1}} \phi^{\xi}_{\xi,1} P^{\xi}_{\nu}(t) + \text{c.c.} \tag{9}$$

B. Trions and Exciton-Electron/Hole Continua

The treatment of electron-density-assisted transitions $\langle c_{\xi,1}^{\dagger} + Q v_{\xi,1} \rangle$ is illustrated in Figs. 1(b)–1(d), and hole-density-assisted transitions $\langle c_{\xi,1}^{\dagger} + Q v_{\xi,1} \rangle$, depicted in
Figs. 1(e)–1(g), is derived in the following. The approach is based on the projection onto excitonic wave functions and electron or hole densities.

Due to the anticommutation of the two electron creation operators, the electron-density-assisted transitions \( \langle c_{1,1}^{\dagger} + q c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} - q c_{C_2}^{\dagger} c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} \rangle \) satisfy:

\[
\langle c_{1,1}^{\dagger} + q c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} - q c_{C_2}^{\dagger} c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} \rangle = \langle c_{1,1}^{\dagger} - q c_{C_2}^{\dagger} c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} - q c_{C_2}^{\dagger} c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} \rangle .
\]

(10)

This antisymmetry property is fulfilled by the following expansion into products of exciton wave functions \( \psi_{e,h}^{C} c_{i}^{\dagger}, \) electron densities \( f_{c_{i}} \), and associated expansion coefficients \( T_{e,h}^{C} \).

\[
\langle c_{1,1}^{\dagger} + q c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} - q c_{C_2}^{\dagger} c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} \rangle = \sum_{\nu} \left( \psi_{e,h}^{C} c_{i}^{\dagger}, \psi_{e,h}^{C} c_{i}^{\dagger} \right) T_{e,h}^{C} T_{e,h}^{C} f_{c_{i}} \cdot (11)
\]

Next, it will prove beneficial to introduce symmetric “+” and antisymmetric “−” linear combinations of the correlation function defined in Eq. (11):

\[
\frac{1}{2} \left( \langle c_{1,1}^{\dagger} + q c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} - q c_{C_2}^{\dagger} c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} \rangle + \langle c_{1,1}^{\dagger} - q c_{C_2}^{\dagger} c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} - q c_{C_2}^{\dagger} c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} \rangle \right) = \sum_{\nu} \left( \psi_{e,h}^{C} c_{i}^{\dagger}, \psi_{e,h}^{C} c_{i}^{\dagger} \right) T_{e,h}^{C} T_{e,h}^{C} f_{c_{i}} \cdot (15)
\]

The “+” (triplet) configuration describes states which are symmetric under exchange of the two electron creation operators, whereas the “−” (singlet) configuration is antisymmetric with respect to the interchange of the two electrons. The new expansion coefficients \( T_{e,h}^{C} \) are defined by:

\[
T_{e,h}^{C} = \frac{1}{2} \left( T_{e,h}^{C} + T_{e,h}^{C} \right)
\]

An analogous expansion of the hole-density-assisted transitions \( \langle c_{1,1}^{\dagger} + q c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} + q c_{C_2}^{\dagger} c_{e,2}^{\dagger} c_{e,2}^{\dagger} c_{k_2}^{\dagger} \rangle \) is derived in Appendix B.

The Coulomb correlations are treated by solving an associated Schrödinger equation:

\[
\begin{aligned}
\frac{\hbar^2}{2} & \left( \frac{1}{m_e + m_h} + \frac{1}{m_e h} \right) \psi_{e,h}^{C} c_{i}^{\dagger} c_{i}^{\dagger} c_{e,h}^{\dagger} \right) + \sum_{\nu_1,\nu_2} \left( S_{e,h}^{G} \right)^{-1} \nu_1,\nu_2 q_{1}^{G} \sum_{\nu_3} W_{e,h}^{G} \psi_{e,h}^{C} c_{i}^{\dagger} c_{i}^{\dagger} c_{e,h}^{\dagger} \right) \\
= & \left( \left( \psi_{e,h}^{C} c_{i}^{\dagger} c_{i}^{\dagger} c_{e,h}^{\dagger} \right) - \left( \psi_{e,h}^{C} \right)^{\dagger} \right) + \left( \psi_{e,h}^{C} c_{i}^{\dagger} c_{i}^{\dagger} c_{e,h}^{\dagger} \right) + \left( \psi_{e,h}^{C} \right)^{\dagger} c_{i}^{\dagger} c_{i}^{\dagger} c_{e,h}^{\dagger} \right)
\end{aligned}
\]

(16)

Equation (16) provides a complete set of wave functions \( \psi_{e,h}^{C} c_{i}^{\dagger} c_{i}^{\dagger} c_{e,h}^{\dagger} \) with real-valued energies \( \epsilon_{\psi_{e,h}^{C} c_{i}^{\dagger} c_{i}^{\dagger} c_{e,h}^{\dagger}} \) indicated by the quantum number \( \mu \) with respect to the exciton energy \( \epsilon_{\psi_{e,h}^{C}} \). Compared to the standard Schrödinger equation for electron/hole-density-assisted transitions [29, 57–59], as derived in Appendix D, Eq. (16) describes only the center-of-mass motion depending on the wave vector \( Q \) of the electron/hole-density-assisted transitions also includes the excitonic wave function and the distribution function of the residual electron density in addition to the wave function \( \psi_{e,h}^{C} c_{i}^{\dagger} c_{i}^{\dagger} c_{e,h}^{\dagger} \) and therefore depends on three wave vectors. Thus, Eq. (11) does not imply a treatment of electron/hole-density-assisted transitions as a rigid exciton attached to the Fermi sea of dopants. Instead, the possibility to separate the center-of-mass motion results without further approximations originates from the combination of the conveniently chosen wave vectors and the treatment of...
symmetric and antisymmetric linear combinations, which facilitate the separation ansatz, Eq. (11). A detailed derivation can be found in Appendix D.

Compared to a previously developed description [40], our derived Schrödinger equation for electron/hole-density-assisted transitions, Eq. (16), allows for an exact diagonalization to obtain trions and continuum states. However, our description is restricted to linear doping densities, which characterize a lower doping regime compared to Ref. [40].

Since Eq. (16) is non-Hermitian, there are both left-handed \( \psi^L_{\xi_1,\xi_2} \) and right-handed \( \psi^R_{\xi_1,\xi_2} \), solutions which are normalized as follows:

\[
\sum_{\nu_1, \nu_2} \psi^L_{\xi_1,\xi_2} \psi^R_{\xi_1,\xi_2} = \delta_{\mu_1,\mu_2}.
\]

The first term on the left-hand side of Eq. (16) characterizes diagonal contributions which represent the relative motion determined by the wave vector \( Q_1 \). Coulomb interactions are described by the second term on the left-hand side of Eq. (16) and constitute both diagonal and non-diagonal contributions. The appearance of the inverse matrix of \( S^{\xi_1}_{x-e/h,\pm,\mu_1,\nu_1, Q_1, Q_2,} \) defined by Eqs. (C1) and (C2), traces back to the treatment of symmetric and antisymmetric linear combinations of the Coulomb correlations in Eq. (15). The Coulomb interaction kernel \( W^{\xi_1}_{x-e/h,\pm,\mu_1,\nu_1, Q_1, Q_2} \) is given in Eqs. (C3) and (C4).

Solving Eq. (16) for the "+" configuration provides a continuum of energetically dense states with state energies \( \epsilon_{x-e/h,+,\mu} \geq \epsilon^{\xi_1}_{x,1s} \) which are unbound with respect to the \( \nu = 1s \) exciton energy \( \epsilon^{\xi_1}_{x,1s} \). These dense states are referred to as the exciton-electron/hole continuum and illustrated as shaded areas in Fig. 2(a). In contrast, the solutions of Eq. (16) for the "-" configuration also comprise bound states, called trions \( \mu = t \), with energies \( \epsilon_{x-e/h,+,\mu} \leq \epsilon^{\xi_1}_{x,1s} \) smaller than the \( 1s \) exciton energy. Trions are depicted as dashed lines in Fig. 2(a).

Trions are depicted as dashed lines in Fig. 2(a). As a result, encapsulation of monolayer MoSe\(_2\) in enhanced dielectric screening and decreases the trion binding energies with rising dielectric constant \( \varepsilon_e \) of the environment [18]. As a result, encapsulation of monolayer MoSe\(_2\) in hexagonal BN reduces the binding energies of 1s\(^-\) and 1s\(^+\) trions to 19 meV below the 1s exciton, which is close to the theoretical predictions of 28 meV to 34 meV [18, 32, 64].

However, atomically thin semiconductors are typically embedded in a dielectric environment and we will subsequently focus on monolayer MoSe\(_2\) encapsulated in hexagonal BN (\( \varepsilon_e = 4.5 \)). The environment results in enhanced dielectric screening and decreases the trion binding energies with rising dielectric constant \( \varepsilon_e \) of the environment [18]. As a result, encapsulation of monolayer MoSe\(_2\) in hexagonal BN reduces the binding energies of 1s\(^-\) and 1s\(^+\) trions to 19 meV as illustrated in Fig. 2(a). In addition to the ground-state 1s\(^-\) and 1s\(^+\) trions, Eq. (16) also provides excited-state 2s\(^-\) and 2s\(^+\) trions depicted in Fig. 2(a) which appear 21 meV and 22 meV below the 2s excitons, respectively. The outcome of excited-state 2s\(^-\)/+ trions is in agreement with recent ab initio calculations [34].

The normalized radial parts of wave functions
The quantum number $\mu$ comprises bound states like $1s^{-+}$ and $2s^{-+}$ trions as well as the unbound states forming the exciton-electron/hole continuum. As a result, the electron- and hole-density-assisted transitions can be expressed as:

$$
\hat{T}_{\eta_i,\eta_j} = \sum_{\mu} \psi_R^{\eta_i} \psi_R^{\eta_j} \exp[\pm i (\epsilon_{\eta_i} - \epsilon_{\eta_j}) \tau] \exp[\pm i \mathbf{q} \cdot \mathbf{r}] \frac{\psi^{\eta_i} \psi^{\eta_j}}{\epsilon_{\eta_i} - \epsilon_{\eta_j}} \exp[\pm i \mathbf{q} \cdot \mathbf{r}] \frac{\psi^{\eta_i} \psi^{\eta_j}}{\epsilon_{\eta_i} - \epsilon_{\eta_j}}
$$

The set of coupled Heisenberg equations of motion characterizing doped atomically thin semiconductors are derived in the following. The dynamics of exciton transitions $P_{\eta_i}^{\eta_j}$ is described in Sec. III A. In case of doped semiconductors, the exciton transitions $P_{\eta_i}^{\eta_j}$ couple to trion transitions and exciton-electron or exciton-hole continuum transitions $T_{\eta_i,\eta_j}$ as explained in Sec. III B. The interaction is schematically illustrated in Fig. 3. For an in-depth derivation of the set of coupled excitonic Bloch equations see Appendix D.

### III. EXCITONIC EQUATIONS OF MOTION

The set of coupled Heisenberg equations of motion characterizing doped atomically thin semiconductors are derived in the following. The dynamics of exciton transitions $P_{\eta_i}^{\eta_j}$ is described in Sec. III A. In case of doped semiconductors, the exciton transitions $P_{\eta_i}^{\eta_j}$ couple to trion transitions and exciton-electron or exciton-hole continuum transitions $T_{\eta_i,\eta_j}$ as explained in Sec. III B. The interaction is schematically illustrated in Fig. 3. For an in-depth derivation of the set of coupled excitonic Bloch equations see Appendix D.

#### A. Exciton Transitions

The equation of motion for exciton transitions $P_{\eta_i}^{\eta_j}$, depicted as red solid lines in Fig. 3, reads:

$$
\left( \frac{\partial}{\partial \tau} + \gamma_{\eta_i} \frac{\partial}{\partial \tau} \right) P_{\eta_i}^{\eta_j} = -\frac{i}{\hbar} \sum_{k_1} \Omega_{\eta_i,\eta_j,\sigma_f} \left( 1 - f_{\eta_i,e,h,k_1} \right) + \frac{i}{\hbar A} \sum_{\eta_k,\eta_{\sigma_f}} \tilde{W}^{\eta_i} \eta_k,\eta_{\sigma_f,\sigma_i} \frac{f_{\eta_i,e,h,k_1}}{e_{h,k_1} - f_{\eta_i,e,h,k_1}} P_{\eta_i}^{\eta_j} + \frac{i}{\hbar A} \sum_{\eta_k,\eta_{\sigma_f}} \tilde{W}^{\eta_i} \eta_k,\eta_{\sigma_f,\sigma_i} \frac{f_{\eta_i,e,h,k_1}}{e_{h,k_1} - f_{\eta_i,e,h,k_1}} \times \sum_{\mu} \psi_R^{\eta_i} \psi_R^{\eta_j} \frac{f_{\eta_i,e,h,\pm,\mu}}{e_{h,\pm,\mu} - f_{\eta_i,e,h,\pm,\mu}} T_{\eta_i,\eta_j}^{\eta_i,\eta_j}
$$
The left-hand side of Eq. (21) describes free excitonic oscillations with the exciton energy $\varepsilon^{G_1}_{x/v_1}$, which are damped by the phonon-mediated dephasing $\gamma^{G_1}_{e/h}$ [69–71]. An additional radiative dephasing is determined by the self-consistent treatment of the coupled Maxwell’s and excitonic Bloch equations [25, 72, 73]. The first term on the right-hand side of Eq. (21) is the optical source term due to an external light field propagating perpendicular to the atomically thin semiconductor. The light matter interaction term also includes Pauli blocking proportional to the residual electron or hole doping density $f^{G_1}_{e/h,k}$. The excitonic Rabi frequency $\sum_{\nu_1} g^{G_1}_{x/v_1,\nu_1}$ is defined in Eq. (C5) and $\mathcal{A}$ denotes the normalization area.

The second term on the right-hand side of Eq. (21) represents a Coulomb-induced exciton energy renormalization which increases the exciton resonance energy depending on the electron or hole doping density $f^{G_1}_{e/h,k}$. The associated Coulomb matrix element $\tilde{W}^{G_1}_{H,F,v_2,v_1,k}$ is defined in Eq. (C7).

The third contribution to the right-hand side of Eq. (21) describes negatively/positively charged trion transitions ($\mu = t$) and exciton-electron/hole continuum transitions ($\mu \neq t$) $T^{G_1,k}_{x-e/h,\pm,\mu}$ as sources for optically generated exciton transitions $P^{G_1}_{v_2}$. Trions and the scattering continua are illustrated as dashed lines and shaded areas in Fig. 3, respectively. The involved Coulomb matrix $W^{G_1}_{x-e/h,\pm,v_2,v_1,k}$ is defined by Eqs. (C8) and (C9).

Note that the description is restricted to electron or hole doping densities and does not characterize the dynamics of optically excited densities which simultaneously occur [74–77]. Therefore, a finite electron doping density $N_e$ implies a vanishing hole doping density $N_h$, where only exciton-electron scattering contributes and exciton-hole interactions are zero. The opposite holds true for non-zero hole doping densities $N_h$.

### B. Trion Transitions and Exciton-Electron/Hole Continuum Transitions

The equation of motion for trion transitions ($\mu = t$) and exciton-electron/hole continuum transitions ($\mu \neq t$) $T^{G_1,k}_{x-e/h,\pm,\mu}$ reads:

$$
\begin{align*}
\partial_t + &\gamma^{G_1}_{x-e/h} - \frac{i}{\hbar} \left( \varepsilon^{G_1}_{x,e/h,\pm,\mu} \pm \Delta^{G_1}_{e/h} \right) T^{G_1,k}_{x-e/h,\pm,\mu} \\
= &\left( \frac{i}{2\hbar A} \sum_{k_1} f^{G_1}_{e/h,k_1} \sum_{\nu_1,k_2} \psi^{L}_{x-e/h,\pm,\nu_1,k_2} \right. \\
&\times \sum_{\nu_2,k_3} \left( S^{G_1}_{x-e/h,\pm} \right)^{-1} \left. \psi^{G_1}_{x-e/h,\pm,\nu_2,k_2} \right) \\
&\times \sum_{\nu_3,k_4} \left( \tilde{W}^{G_1}_{H,F,v_2,v_1,k} \right)^* f^{G_1}_{e/h,k_4} P^{G_1}_{v_3} \\
\end{align*}
$$

The left-hand side of Eq. (22) represents oscillations with the energy $\varepsilon^{G_1}_{x,e/h,\pm,\mu}$ obtained by a diagonalization of the exciton-electron/hole Coulomb interaction in Eq. (16) which is renormalized by the shift $\Delta^{G_1}_{e/h}$ defined in Eqs. (C10) and (C11). The oscillations are damped by a phonon-mediated dephasing $\gamma^{G_1}_{x,e/h}$. The contributions on the right-hand side of Eq. (22) characterize Coulomb-mediated source terms of the trion transitions ($\mu = t$) and exciton-electron/hole continuum transitions ($\mu \neq t$) $T^{G_1,k}_{x-e/h,\pm,\mu}$ due to exciton transitions $P^{G_1}_{v_2}$ and an electron or hole doping density $f^{G_1}_{e/h,k_4}$.

Filling factors $(1 - f^{G_1}_{e/h,k})$ contributing to Eq. (22) were neglected due to a systematic truncation to linear doping densities valid for doping densities $N_e$ and trion Bohr radii $a_t$ satisfying $N_e/a_t^2 \ll 1$ [29]. This condition is fulfilled in the range of low doping densities, where filling factors in Eq. (22) effectively enter the exciton dynamics, Eq. (21), nonlinear in the doping density $f^{G_1}_{e/h,k}$. The nonlinear doping dependence results from the coupling of exciton transitions to trions and exciton-electron/hole continua, described by the last contribution to Eq. (21), which also includes the doping density. However, for larger doping densities $N_e$ not only six-particle correlations resulting in additional filling factors [40] but also dynamical screening [78, 79] become of importance.

### IV. DOPING-DEPENDENT ABSORPTION

In the following we discuss the doping-induced changes of the absorption spectra near the energetically lowest 1s and 2s exciton resonances.

The absorption spectra at different doping densities are obtained by self-consistently solving the Maxwell’s [72, 73] and excitonic Bloch equations, Eqs. (21) and (22). The set of coupled excitonic Bloch equations can be solved numerically in time domain or analytically in frequency domain as done in Appendix F. The calculated absorption spectra for monolayer MoSe$_2$ encapsulated in hexagonal BN as a prototypical atomically thin semiconductor are presented in Fig. 4. The absorption spectra are evaluated at a temperature of 10 K in Figs. 4(a) and 4(b) and 77 K in Figs. 4(c) and 4(d). The red curves depict the absorption for an undoped sample with pronounced energetically lowest 1s and excited-state 2s exciton resonances. Note the different scaling of the absorption for 1s and 2s excitons in Fig. 4. The 1s exciton linewidth, presented as full width at half maximum, includes a radiative part of approximately 1 meV as well as a phonon-mediated part of about 1 meV at 10 K and 7 meV at 77 K [69]. In contrast, the 2s exciton linewidth is mostly dominated by the phonon-mediated part, since the radiative dephasing of 2s excitons is much smaller [80].

The absorption spectra for increasing electron doping densities $N_e$ are plotted in Figs. 4(a) and 4(c) at 10 K and 77 K, respectively. With a growing electron dop-
ing density $N_e$, the 1s and 2s exciton oscillator strengths decrease and the resonance energies are slightly shifted toward higher energies compared to the undoped case. The oscillator strengths and resonance energies extracted from Fig. 4(a) are plotted as red circles in Fig. 5. The reduced oscillator strengths stem from Pauli blocking and a Coulomb-mediated redistribution of the oscillator strength. Pauli blocking is described by the first term on the right-hand side of Eq. (21), whereas the Coulomb-mediated redistribution originates from the second and third terms on the right-hand side of Eq. (21). The Coulomb-mediated redistribution results in asymmetric exciton line shapes [81] and the formation of negatively charged 1s− and 2s− trion resonances, which appear approximately 20 meV below the neutral 1s and 2s exciton resonances. Even though the trion linewidths are governed by individual phonon-mediated dephasing rates, we assumed identical linewidths for all trion and exciton-electron/hole continuum states in a first approximation and adjusted the values to the phonon-mediated dephasing of excitons. In particular, we assume equal 1s−/+ and 2s−/+ trion linewidths, but want to emphasize a recent study which found increased 2s−/+ trion linewidths [82]. The exciton-trion level repulsion contributes to increasing exciton resonance energies and decreasing trion resonance energies plotted as red circles in Fig. 5. The observation of reduced exciton oscillator strengths, the emergence of trion resonances, as well as exciton and trion energy renormalizations are in agreement with recent measurements on different monolayer TMDCs [82–84].

Finally, the absorption spectra for an increasing hole doping density $N_h$ are plotted in Figs. 4(b) and 4(d) at 10 K and 77 K, respectively. Compared to an undoped sample, the oscillator strengths of neutral 1s and 2s excitons reduce and their resonance energies shift toward higher energies with rising doping densities. The oscillator strengths and resonance energies extracted from Fig. 4(b) are plotted as blue squares in Fig. 5. Moreover, positively charged 1s+ and 2s+ trion resonances appear energetically below the neutral 1s and 2s excitons, respectively. All in all, the absorption is qualitatively equivalent to the previously discussed case of electron doping. Again, our observations closely align with recent gate-dependent measurements [82–85].

V. CONCLUSION AND OUTLOOK

We introduced a microscopic theory to describe the doping-dependent excitonic properties of atomically thin semiconductors dominated by Coulomb scattering of ex-
citons with residual doping densities. Our formalism gives access to the binding energies of negatively and positively charged $1s^{-}/^{+}$ and $2s^{-}/^{+}$ trions as well as the corresponding exciton-electron and exciton-hole scattering continua. Thus, our theory provides a basis to explore the fundamental properties of ground and excited-state excitons and trions in semiconductors under the influence of residual doping densities. As a first application, we studied the absorption spectra for doped monolayer MoSe$_2$.

An extension of our theory to photoluminescence, which is determined by the photon flux of the emitted light, would require a fully quantized light-matter interaction [53]. Although the exciton and trion energies and wave functions remain the same as inputs to the photoluminescence, the dynamics needs to be extended to account for scattering-induced incoherent exciton and trion occupations in addition to the coherences that govern the linear absorption. Moreover, phonon-assisted processes must often be considered when describing photoluminescence [86].

The theoretical formalism can be adapted to other inorganic or organic semiconductors which due to strong Coulomb interactions exhibit tightly bound excitons. Possible candidates are not only atomically thin semiconductors, like van der Waals bound homobilayers [87–90] and heterobilayers of TMDCs [91–97], but also quantum wires or bulk materials. Concurrently, the simplicity of our theory allows further adaptations, for instance, to study the trion dynamics in optical wave mixing experiments [98–102] or photoluminescence [103–106] influenced by phonon-assisted relaxation phenomena [107, 108]. Further perspectives could be to theoretically investigate the influence of doping on spatiotemporal dynamic effects not only in monolayer TMDCs [109–116] but also in other atomically thin semiconductors like hybrid perovskites [117–119].
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**Appendix A: Screened Coulomb Potential**

The two-dimensional Coulomb potential $V_k$ including the elementary charge $e_0$, the vacuum permittivity $\varepsilon_0$, and the two-dimensional normalization area $A$ is described by:

$$V_k = \frac{e^2}{2\varepsilon_0 A|k|}.$$  

The bare Coulomb potential $V_k$ is screened by $\varepsilon_k$ which takes account of dielectric screening from an encapsulating material characterized by the constant $\varepsilon_c$ [32, 55]:

$$\varepsilon_k = \frac{\varepsilon_{2d}}{1 + \frac{\varepsilon_1 e^{-(h_{2d}+2h_\phi)|k|}}{1 + \varepsilon_1 e^{-(h_{2d}+2h_\phi)|k|}} + \frac{\varepsilon_2 e^{-2h_\phi|k|}}{2h_\phi|k|}},$$  

(A2)

with the dielectric constant $\varepsilon_{2d}$ and the height $h_{2d}$ of the atomically thin semiconductor as well as the abbreviations $\varepsilon_1 = (1 - \varepsilon_c)/(1 + \varepsilon_c)$ and $\varepsilon_2 = (\varepsilon_{2d} - 1)/(\varepsilon_{2d} + 1)$. The dielectric screening described by Eq. (A2) includes naturally occurring air gaps [56] between the atomically thin semiconductor and its dielectric environment characterized by the dielectric constant $\varepsilon_c$. These interlayer gaps of width $h_\phi$ were assumed to be identical on both sides of the atomically thin semiconductor.

**Appendix B: Expansion of Hole-Density-Assisted Transitions**

The treatment of hole-density-assisted transitions  

$$\langle c_{\xi 1}^+, k_1 + Q^{\xi 1}_{\xi 1, k_1} v^{\xi 1}_{\xi 1, k_2} + Q^{\xi 1}_{\xi 1, k_2} \rangle^e$$  

is similar to electron-density-assisted transitions  

$$\langle c_{\xi 1}^+, k_1 + Q^{\xi 1}_{\xi 1, k_1} c_{\xi 1}^+, k_2 - Q^{\xi 1}_{\xi 1, k_2} \rangle^e$$  

discussed in Sec. II B. The antisymmetry with respect to the exchange of the two valence band annihilation operators suggests the following expansion:

![Figure 5. Oscillator strengths and resonance energies of 1s and 2s exciton resonances as well as negatively/positively charged $1s^{-}/^{+}$ and $2s^{-}/^{+}$ trions extracted from the absorption spectra for monolayer MoSe$_2$ encapsulated in hexagonal BN at 10 K, cf. Figs. 4(a),(b).](image-url)
\[
\langle \hat{c}_{\xi_1}^\dagger, k_1 - \alpha_x, h, k_2 + \alpha_x, \hat{a} \rangle S_{\xi_2}^{v_{\xi_2}, k_1 + \beta_x, k_2 - \beta_x, \hat{a} \rangle S_{\xi_1}^{v_{\xi_1}, \beta_x, k_2 + Q^{v_{\xi_1}, \beta_x, k_2}}^\dagger \rangle^c \\
= \sum_{\nu} \left( \varphi_R^{\xi_1, \nu, k_1} \mathcal{T}_{\xi_1, \nu, \nu}^{\xi_2, \nu, \nu} \varphi_R^{\xi_1, \nu, k_1 + [1 - \beta_x^2]} \mathcal{T}_{\xi_1, \nu, \nu}^{\xi_2, \nu, \nu} \right) f_{\xi_1}^{h, k_2^c}.
\]

(B1)

Again, "+" symmetric and "-" antisymmetric linear combinations are treated:

\[
\frac{1}{2} \left( \langle \hat{c}_{\xi_1}^\dagger, k_1 - \alpha_x, h, k_2 + \alpha_x, \hat{a} \rangle S_{\xi_2}^{v_{\xi_2}, k_1 + \beta_x, k_2 - \beta_x, \hat{a} \rangle S_{\xi_1}^{v_{\xi_1}, \beta_x, k_2 + Q^{v_{\xi_1}, \beta_x, k_2}}^\dagger \rangle^c \right) \\
= \sum_{\nu} \left( \varphi_R^{\xi_1, \nu, k_1} \mathcal{T}_{\xi_1, \nu, \nu}^{\xi_2, \nu, \nu} \varphi_R^{\xi_1, \nu, k_1 + [1 - \beta_x^2]} \mathcal{T}_{\xi_1, \nu, \nu}^{\xi_2, \nu, \nu} \right) f_{\xi_1}^{h, k_2^c}.
\]

(B2)

with the expansion coefficients \( \mathcal{T}_{\xi_1, \nu, \nu}^{\xi_2, \nu, \nu} \) defined by: \( \mathcal{T}_{\xi_1, \nu, \nu}^{\xi_2, \nu, \nu} = \frac{1}{2} \left( \mathcal{T}_{\xi_1, \nu, \nu}^{\xi_2, \nu, \nu} \pm \mathcal{T}_{\xi_1, \nu, \nu}^{\xi_2, \nu, \nu} \right) \).

Appendix C: Matrix Elements

In the following, the used matrix elements are defined: The matrices \( S_{\xi_1, \nu, \nu}^{\xi_2, v_{\xi_2}, v_{\xi_1}, q_1, q_2} \) and the Coulomb interaction kernels \( W_{\xi_1, \nu, \nu}^{\xi_2, v_{\xi_2}, v_{\xi_1}, q_1, q_2} \) which determine Eq. (16) are defined by:

\[
S_{\xi_1, \nu, \nu}^{\xi_2, v_{\xi_2}, v_{\xi_1}, q_1, q_2} = \delta_{v_1, v_2} \delta_{q_1, q_2} \mp \frac{1}{A} \varphi_L^{\xi_1, v_{\xi_2}, k - \beta_x} (q_1 - q_2) - \varphi_R^{\xi_1, v_{\xi_2}, k + \beta_x} (q_1 - q_2),
\]

(C1)

\[
S_{\xi_1, \nu, \nu}^{\xi_2, v_{\xi_2}, v_{\xi_1}, q_1, q_2} = \delta_{v_1, v_2} \delta_{q_1, q_2} \pm \frac{1}{A} \varphi_L^{\xi_1, v_{\xi_2}, k - \beta_x} (q_1 - q_2) - \varphi_R^{\xi_1, v_{\xi_2}, k + \beta_x} (q_1 - q_2),
\]

(C2)

\[
W_{\xi_1, \nu, \nu}^{\xi_2, v_{\xi_2}, v_{\xi_1}, q_1, q_2} = \frac{1}{A} \sum_k \varphi_L^{\xi_1, v_{\xi_2}, k - \beta_x} (q_1 - q_2) - \varphi_L^{\xi_1, v_{\xi_2}, k + \beta_x} (q_1 - q_2)
\]

\[
\pm W_{k + \beta_x} (q_1 - q_2) - \varphi_R^{\xi_1, v_{\xi_2}, k - \beta_x} (q_1 - q_2) - \varphi_R^{\xi_1, v_{\xi_2}, k + \beta_x} (q_1 - q_2)
\]

\[
W_{\xi_1, \nu, \nu}^{\xi_2, v_{\xi_2}, v_{\xi_1}, q_1, q_2} = \frac{1}{A} \sum_k \varphi_L^{\xi_1, v_{\xi_2}, k - \beta_x} (q_1 - q_2) - \varphi_L^{\xi_1, v_{\xi_2}, k + \beta_x} (q_1 - q_2)
\]

\[
\pm W_{k + \beta_x} (q_1 - q_2) - \varphi_R^{\xi_1, v_{\xi_2}, k - \beta_x} (q_1 - q_2) - \varphi_R^{\xi_1, v_{\xi_2}, k + \beta_x} (q_1 - q_2)
\].

(C3)

(C4)

The light-matter interaction strength is characterized by the Rabi frequency \( \Omega_{\xi_1, \nu, k} (t) \):

\[
\Omega_{\xi_1, \nu, k} (t) = \frac{1}{\hbar} \varphi_L^{\xi_1, v_{\xi_1}, k} [d_{\xi_1, v_{\xi_1}}^{(\xi_1)} \mathcal{E}_T^{(\xi_1)} (t)] e^{-i\omega_0 t}.
\]

(C5)

The interband dipole transition element \( d_{\xi_1, v_{\xi_1}}^{(\xi_1)} \) involves the elementary charge \( e_0 \), the material parameter \( \gamma_2d \), and the band gap \( \varepsilon_{\xi_1}^g \):

\[
d_{\xi_1, v_{\xi_1}}^{(\xi_1)} = \delta_{\sigma_1, \xi_1} \delta_{\xi_1, k} + \delta_{\sigma_2, \xi_1} \delta_{\xi_1, k} \left( \varepsilon_{\xi_1}^g \right) .
\]

(C6)

The Kronecker delta's take account of the valley-selective circular dichroism in monolayer TMDCs [46–50]. Equation (C5) additionally includes the envelope of the light field at the monolayer position \( \mathcal{E}_T^{(\xi_1)} (t) \) as well as the phase factor \( e^{i\omega_0 t} \) determined by the optical frequency \( \omega_0 \).

The Hartree–Fock Coulomb matrix element \( W_{\xi_1, \nu, \nu}^{\xi_2, v_{\xi_2}, v_{\xi_1}, q_1, q_2} \) is defined by:

\[
W_{\xi_1, \nu, \nu}^{\xi_2, v_{\xi_2}, v_{\xi_1}, q_1, q_2} = \sum_k \left( \varphi_L^{\xi_1, v_{\xi_2}, k - \beta_x, \hat{a} \rangle S_{\xi_2}^{v_{\xi_2}, k + \beta_x, \hat{a} \rangle S_{\xi_1}^{v_{\xi_1}, \beta_x, k + Q^{v_{\xi_1}, \beta_x, k}}^\dagger \rangle^c \right) \left( \varphi_L^{\xi_1, \nu, v_{\xi_2}, k + \beta_x, \hat{a} \rangle S_{\xi_2}^{v_{\xi_2}, \nu, v_{\xi_1}, k + Q^{v_{\xi_1}, \nu, v_{\xi_2}}^\dagger \rangle^c \rangle^c \right) f_{\xi_1}^{h, k_2^c}.
\]

(C7)

The Coulomb matrices \( W_{\xi_1, \nu, \nu}^{\xi_2, v_{\xi_2}, v_{\xi_1}, q_1, q_2} \) describing the coupling between excitons and trions as well as exciton-
Finally, the electron “e” and hole “h” renormalizations $\Delta^{\xi}_{e/h}$ appearing in Eq. (22) read:

$$
\Delta^{\xi}_{e} = \frac{1}{\sum_{k_1} f_{e,k_1}^{\xi}} \frac{\sum_{k_2} h^2 k_2^2}{2} \frac{m_e + m_h}{(2m_e + m_h)m_e} f_{e,k_2},
$$

$$
\Delta^{\xi}_{h} = \frac{1}{\sum_{k_1} f_{h,k_1}^{\xi}} \frac{\sum_{k_2} h^2 k_2^2}{2} \frac{m_e + m_h}{(2m_e + m_h)m_h} f_{h,k_2}.
$$

All used material parameters for monolayer MoSe$_2$ are listed in Tab. I.

### Appendix D: Derivation of Excitonic Bloch Equations

In the following, we present an in-depth derivation of the excitonic Bloch equations, Eqs. (21) and (22). To that end, the used carrier Hamiltonian is given in Sec. D 1, before deriving Eq. (21) in Sec. D 2 and subsequently deriving Eq. (22) in Sec. D 3.

#### 1. Hamiltonian

The carrier Hamiltonian $H$ in the rotating frame approximation [123] is given by [124, 125]:

$$
H = \sum_{\xi_1,k_1} \varepsilon_{e_1,k_1} c_{\xi_1,k_1}^\dagger c_{\xi_1,k_1} + \sum_{\xi_1,k_1} \varepsilon_{h_1,k_1} v_{\xi_1,k_1}^\dagger v_{\xi_1,k_1} - \sum_{\xi_1,k_1} \left( d_{e_1}^{\xi_1} E_{e_1}^{\xi_1}(t) e^{-i\omega t} c_{\xi_1,k_1}^\dagger v_{\xi_1,k_1}^\dagger \right) + \left( d_{e_1}^{\xi_1} E_{e_1}^{\xi_1}(t) e^{-i\omega t} \right)^* v_{\xi_1,k_1}^\dagger c_{\xi_1,k_1} + \frac{1}{2} \sum_{k_1,k_2,Q} W_{Q} \left( c_{\xi_1,k_1}^\dagger + Q c_{\xi_2,k_2}^\dagger - Q c_{\xi_2,k_2} c_{\xi_1,k_1} + v_{\xi_1,k_1}^\dagger + Q v_{\xi_2,k_2}^\dagger - Q v_{\xi_2,k_2} v_{\xi_1,k_1} + 2 c_{\xi_1,k_1}^\dagger + Q c_{\xi_2,k_2}^\dagger - Q v_{\xi_2,k_2} c_{\xi_1,k_1} \right).}
$$

The first line of Eq. (D1) characterizes non-interacting carriers. The electron and hole dispersion $\varepsilon^{\xi}_{e/h,k} = \varepsilon^{\xi}_{g}/2 + h^2 k^2/(2m_{e/h})$ are described in an effective mass approximation and include the band gap energy $\varepsilon^{\xi}_{g}$ between conduction and valence band edges as well as the effective electron or hole mass $m_{e/h}$. The second line of
Eq. (D1) describes interband transitions of carriers between valence and conduction bands due to a $\sigma_j$ circularly polarized light field ($\sigma_j = \sigma_+, \sigma_-$) at the monolayer position. The interband dipole transition element $d_{i\sigma_i}^{\sigma_j}$ is defined in Eq. (C6) and $E_T^\sigma(t)$ denotes the envelope of the light field with optical frequency $\omega_0$. The last line of Eq. (D1) represents electron-electron, hole-hole, and electron-hole Coulomb interactions with the screened Coulomb potential $W_Q = V_Q/\varepsilon_Q$ provided in Appendix A.

2. Interband Transitions

The time evolution of considered observables is determined by the Heisenberg equations of motion: $\partial_t \cdot = \frac{i}{\hbar}[H, \cdot]$. Using the carrier Hamiltonian, Eq. (D1), the dynamics of electron-hole pairs $c_{i1,k1}^\dagger v_{i1,k1}$ reads:

$$\begin{align*}
\partial_t c_{i1,k1}^\dagger v_{i1,k1} &= \frac{i}{\hbar}\left(\varepsilon \zeta + \frac{\hbar^2 k^2}{2\mu}\right) c_{i1,k1}^\dagger v_{i1,k1} - \frac{i}{\hbar}[d_{i\sigma_i}^{\sigma_j}, E_T^\sigma(t)] e^{-i\omega_0 t} \left(1 - c_{i1,k1}^\dagger c_{i1,k1} - v_{i1,k1}^\dagger v_{i1,k1}\right) \\
&- \frac{i}{\hbar} \sum_{k2} W_{k1-k2} c_{i1,k2}^\dagger v_{i1,k2} + \frac{i}{\hbar} \sum_{G, k2, Q} W_Q \left(\zeta_{i1,k1}^\dagger v_{i1,k2}^\dagger c_{G1,k2,k2}^\dagger - c_{i1,k1}^\dagger v_{i1,k1}^\dagger c_{G1,k2,k2}^\dagger + c_{i1,k1}^\dagger v_{i1,k2}^\dagger c_{G2,k2,k2}^\dagger\right) \\
&+ \frac{i}{\hbar} \sum_{G, k2, Q} W_Q \left(\zeta_{i1,k1}^\dagger v_{i1,k1}^\dagger + q^v_{i1,k2} v_{i1,k2}^\dagger c_{G2,k2,k2}^\dagger\right). \\
\end{align*}$$ (D2)

The first term on the right-hand side of Eq. (D2) describes the free motion depending on the reduced mass $\mu = m_e m_h/(m_e + m_h)$. The second contribution to the right-hand side of Eq. (D2) represents the light-matter interaction. The last three terms of Eq. (D2) characterize Coulomb interactions which introduce a quantum mechanical hierarchy problem due to the coupling of two-operator electron-hole pairs to four-operator terms characterized by the last four contributions to the right-hand side of Eq. (D2). The arising hierarchy problem is treated by exploiting a cluster expansion scheme [51]. Thus, the dynamics of the interband transitions $\langle c_{i1,k1}^\dagger v_{i1,k1}\rangle$ becomes:

$$\begin{align*}
\left[\partial_t - \frac{i}{\hbar}\left(\varepsilon \zeta + \frac{\hbar^2 k^2}{2\mu}\right)\right] \langle c_{i1,k1}^\dagger v_{i1,k1}\rangle &= -\frac{i}{\hbar}[d_{i\sigma_i}^{\sigma_j}, E_T^\sigma(t)] e^{-i\omega_0 t} \left(1 - f_{e,k1}^\zeta - f_{h,k1}^\zeta\right) - \frac{i}{\hbar} \sum_{k2} W_{k1-k2} \langle c_{i1,k2}^\dagger v_{i1,k2}\rangle \\
&- \frac{i}{\hbar} \sum_{k2} W_{k1-k2} \langle c_{i1,k2}^\dagger v_{i1,k2}\rangle \left(f_{e,k2}^\zeta + f_{h,k2}^\zeta\right) + \frac{i}{\hbar} \sum_{k2} W_{k1-k2} \langle c_{i1,k2}^\dagger v_{i1,k2}\rangle \left(f_{e,k1}^\zeta + f_{h,k1}^\zeta\right) \\
&+ \frac{i}{\hbar} \sum_{G, k2, Q} W_Q \left(\zeta_{i1,k1}^\dagger v_{i1,k1}^\dagger + q^v_{i1,k2} v_{i1,k2}^\dagger c_{G2,k2,k2}^\dagger\right) \\
&+ \frac{i}{\hbar} \sum_{G, k2, Q} W_Q \left(\zeta_{i1,k1}^\dagger v_{i1,k1}^\dagger + q^v_{i1,k2} v_{i1,k2}^\dagger c_{G2,k2,k2}^\dagger\right). \\
\end{align*}$$ (D3)

Here, electron occupations are characterized by residual electron densities $f_{e,k1}^\zeta = \langle c_{i1,k1}^\dagger v_{i1,k1}\rangle$ and hole occupations are determined by residual hole densities $f_{h,k1}^\zeta = \langle v_{i1,k1}^\dagger c_{i1,k1}^\dagger\rangle$. The electron-density-assisted transitions $\langle c_{i1,k1}^\dagger v_{i1,k1}\rangle$ and hole-density-assisted transitions $\langle c_{i1,k1}^\dagger + q v_{i1,k1} v_{i1,k1}^\dagger c_{G2,k2,k2}^\dagger\rangle$ are defined in Eq. (2) and the hole-density-assisted transitions $\langle c_{i1,k1}^\dagger + q v_{i1,k2} v_{i1,k2}^\dagger c_{G2,k2,k2}^\dagger\rangle$ are defined in Eq. (3).

The second term on the right-hand side of Eq. (D3) introduces a Coulomb-mediated coupling among interband transitions $\langle c_{i1,k1}^\dagger v_{i1,k1}\rangle$ and $\langle c_{i1,k2}^\dagger v_{i1,k2}\rangle$ with different wave vectors $k_1$ and $k_2$. After identifying the Wannier equation, Eq. (6), the interband transitions $\langle c_{i1,k1}^\dagger v_{i1,k1}\rangle$ can be expanded in terms of a complete set of exciton wave functions $\varphi_{i2,k2}^{\zeta_{i2,k2}}$ and exciton transitions $P_{i2,k2}^{\zeta_{i2,k2}}$ according to Eq. (8). The third and fourth term on the right-hand side of Eq. (D3) reduce the band gap energy and exciton binding energy, respectively.

Equation (D3) is now multiplied by $\frac{1}{N} \sum_{k1} \varphi_{i1,k1}^L \varphi_{i2,k2}^L$ and the normalization of exciton wave functions, Eq. (7), can be employed. Using the definitions of the Rabi frequency $\Omega_{i1,k1}^{\zeta_{i1,k1}}$, Eq. (C5), and the Hartree–Fock Coulomb matrix...
element \( \hat{W}^{G}_{H,F,\nu_1,\nu_2,Q} \). Eq. (C7), the dynamics of the exciton transitions \( P^{G}_{\nu_1} \) becomes:

\[
\left( \partial_t - \frac{i}{\hbar} \xi^{G}_{\nu_1,\nu_2} \right) P^{G}_{\nu_1} = -\frac{i}{\hbar} \sum_{k_1} \Omega^{G}_{\nu_1,\nu_2}(1 - f^{e}_{e,k_1} - f^{f}_{h,k_1}) + \frac{i}{\hbar} A \sum_{\nu_2,k_1} \hat{W}^{G}_{H,F,\nu_2,\nu_1,k_1} \left( f^{e}_{e,k_1} + f^{f}_{h,k_1} \right) P^{G}_{\nu_2} + \frac{i}{\hbar} A \sum_{c_1,k_1,k_2,Q} W_{Q} \left( \phi^{L} \xi^{G}_{\nu_1,k_1} - \phi^{L} \xi^{G}_{\nu_1,k_1} \right) \left( \langle c^{\dagger}_{c_1,1+k+Q^v_{c_1,k_1}c^{\dagger}_{c_2,k_2}-Q^c_{c_2,k_2},2} \rangle^{c} - \langle c^{\dagger}_{c_1,1+k+Q^v_{c_1,k_1}c^{\dagger}_{c_2,k_2}-Q^c_{c_2,k_2},2} \rangle^{c} \right).
\]

(D4)

Finally, the electron- and hole-density-assisted transitions on the right-hand side of Eq. (D4) can be substituted according to Eqs. (19) and (20) which finally leads to Eq. (21).

3. Electron-Density-Assisted Transitions

The Heisenberg equation of motion of electron-density-assisted transitions \( c^{\dagger}_{c_1,k_1+Q^v_{c_2,k_1}c^{\dagger}_{c_3,k_2}-Q^c_{c_4,k_2}} \) is calculated using the carrier Hamiltonian, Eq. (D1):

\[
\begin{align*}
\partial_t c^{\dagger}_{c_1,1+k+Q^v_{c_2,k_1}c^{\dagger}_{c_3,k_2}-Q^c_{c_4,k_2}} &= \frac{i}{\hbar} \xi^{G}_{c_1,1+k+Q^v_{c_2,k_1}c^{\dagger}_{c_3,k_2}-Q^c_{c_4,k_2}} + \frac{\hbar^2}{2} \left( \frac{k_1^2}{\mu} + \frac{2Q^2 + 2k_1 \cdot Q - 2k_2 \cdot Q}{m^e} \right) c^{\dagger}_{c_1,1+k+Q^v_{c_2,k_1}c^{\dagger}_{c_3,k_2}-Q^c_{c_4,k_2}} \\
&\quad - \frac{i}{\hbar} \delta_{c_1,1+k} \delta_{Q,0} \left[ d^{G}_{c,v} \tilde{E}^{G}_{\nu_1}(t) e^{-i\omega_{\nu_1}t} \right]^{*} c^{\dagger}_{c_1,1+k+Q^v_{c_2,k_1}c^{\dagger}_{c_3,k_2}-Q^c_{c_4,k_2}} + \frac{i}{\hbar} \delta_{c_1,1+k+Q^v_{c_2,k_1}c^{\dagger}_{c_3,k_2}-Q^c_{c_4,k_2}} \\
&\quad + \frac{i}{\hbar} \sum_{Q^v} W_{Q^v} \left( c^{\dagger}_{c_1,1+k+Q^v_{c_2,k_1}c^{\dagger}_{c_3,k_2}-Q^c_{c_4,k_2}} + c^{\dagger}_{c_1,1+k+Q^v_{c_2,k_1}c^{\dagger}_{c_3,k_2}-Q^c_{c_4,k_2}} - c^{\dagger}_{c_1,1+k+Q^v_{c_2,k_1}c^{\dagger}_{c_3,k_2}-Q^c_{c_4,k_2}} \right).
\end{align*}
\]

(D5)

The first term on the right-hand side of Eq. (D5) describes the free motion. The second to seventh contributions to the right-hand side of Eq. (D5) characterize the light-matter coupling. Here, the term associated with the four-operator term \( c^{\dagger}_{c_1,1+k+Q^v_{c_2,k_1}c^{\dagger}_{c_3,k_2}-Q^c_{c_4,k_2}} \) can be either represented by quadratic doping densities or an exciton density [52] and will be subsequently neglected by truncating the dynamics to linear doping densities and the linear optical response solely. The fifth to seventh contributions to the right-hand side of Eq. (D5) represent nonlinear \( \chi^{(3)} \) terms [44, 45, 126] which go beyond the linear optical response, also referred to as \( \chi^{(4)} \) regime, and are neglected. Coulomb interactions, described by the last term on the right-hand side of Eq. (D5), lead to a quantum mechanical hierarchy problem due to the coupling of the electron-density-assisted transitions, represented by four-operator terms, to six-operator terms. The arising hierarchy problem is also truncated to the linear optical response and linear doping densities, where the six-operator terms are neglected and only the four-operator terms are considered [29].

Next, a cluster expansion is exploited to express Eq. (D5) in terms of interband transitions \( \langle c^{\dagger}_{c_1,1+k+Q^v_{c_2,k_1}} \rangle \), electron densities \( f^{e}_{e,k_1} = \langle c^{\dagger}_{c_1,1+k+Q^v_{c_2,k_1}} \rangle \), and electron-density-assisted transitions \( \langle c^{\dagger}_{c_1,1+k+Q^v_{c_1,k_1}c^{\dagger}_{c_2,k_2}-Q^c_{c_2,k_2}} \rangle \), as introduced
in Eq. (2):

\[
\left\{ \partial_t - \frac{i}{\hbar} \left[ \varepsilon_g^i + \frac{\hbar^2}{2} \left( \frac{k_i^2}{\mu} + \frac{2Q^2 + 2k_1 \cdot Q - 2k_2 \cdot Q}{m^e} \right) \right] \right\} \langle c^\dagger_{\zeta_1, k_1 + Q} v_{\zeta_2, k_1} c_{\zeta_3, k_2 - Q} c_{\zeta_4, k_2} \rangle^c \\
= \frac{i}{\hbar} \delta_{\zeta_1, \zeta_2} \delta_{\zeta_3, \zeta_4} \frac{WQ}{f_{e, k_2}} \left( \langle c^\dagger_{\zeta_1, k_1} v_{\zeta_1, k_1} \rangle - \langle c^\dagger_{\zeta_1, k_1 + Q} v_{\zeta_1, k_1 + Q} \rangle \right) \\
- \frac{i}{\hbar} \delta_{\zeta_1, \zeta_2} \delta_{\zeta_3, \zeta_4} \frac{W_{k_1 - k_2 + Q}}{f_{e, k_2}} \left( \langle c^\dagger_{\zeta_2, k_1} v_{\zeta_2, k_1} \rangle - \langle c^\dagger_{\zeta_2, k_1 - Q} v_{\zeta_2, k_1 - Q} \rangle \right) \\
+ \frac{i}{\hbar} \sum_{Q'} W_{Q'} \langle c^\dagger_{\zeta_1, k_1 + Q + Q' v_{\zeta_2, k_1} c_{\zeta_3, k_2 - Q - Q} c_{\zeta_4, k_2} \rangle^c \\
- \frac{i}{\hbar} \sum_{Q'} W_{Q'} \langle c^\dagger_{\zeta_1, k_1 + Q + Q' v_{\zeta_2, k_1} + Q' c_{\zeta_3, k_2 - Q} c_{\zeta_4, k_2} \rangle^c \\
- \frac{i}{\hbar} \sum_{Q'} W_{Q'} \langle c^\dagger_{\zeta_1, k_1 + Q + Q' v_{\zeta_2, k_1} + Q' c_{\zeta_3, k_2 - Q} c_{\zeta_4, k_2} \rangle^c. \\
\right. 
\] 

(D6)

Even though the free energy on the left-hand side of Eq. (D6) contains no contributions proportional to \(k_1 \cdot Q\) and \(k_2 \cdot Q\). Therefore, it is convenient to use the three wave vectors \(K_1, k_2,\) and \(Q_2\) defined by \(k_1 = K_1 - \beta_x e, k_2 - \beta_x Q_2\) and \(Q_2 = (1 - \alpha_x e) k_2 + Q_2\). The advantage of the new set of wave vectors \(K_1, k_2,\) and \(Q_2\) is that no terms of the form \(K_1 \cdot k_2, K_1 \cdot Q_2,\) or \(k_2 \cdot Q_2\) contribute to the free energy anymore. As a result, the following relation can be proven by using the definition of the reduced mass \(\mu = m_e m_h / (m_e + m_h)\) as well as the definitions of the ratios \(\alpha_x, \beta_x, \alpha_x e,\) and \(\beta_x e\) given in Eqs. (12) and (13):

\[
\frac{k_i^2}{\mu} + \frac{2Q^2 + 2k_1 \cdot Q - 2k_2 \cdot Q}{m^e} = \frac{K_i^2}{\mu} - k_2^2 \left( \frac{m_e + m_h}{2m_e + m_h} \right) + Q_2 \left( \frac{1}{m_e + m_h} + \frac{1}{m_e} \right). 
\] 

(D7)

Thus, writing Eq. (D6) in terms of the new set of wave vectors \(K_1, k_2,\) and \(Q_2\) instead of \(k_1, k_2,\) and \(Q\) leads to:

\[
\left\{ \partial_t - \frac{i}{\hbar} \left[ \varepsilon_g^i + \frac{\hbar^2 K_i^2}{2\mu} - \frac{\hbar^2 k_i^2}{2} \frac{m_e + m_h}{m_e + m_h} + \frac{\hbar^2 Q_2^2}{2} \left( \frac{1}{m_e + m_h} + \frac{1}{m_e} \right) \right] \right\} \\
\times \langle c^\dagger_{\zeta_1, K_1 + \alpha_x e, k_2 + \alpha_x Q_2 v_{\zeta_2, K_1 - \beta_x e, k_2 - \beta_x Q_2} c_{\zeta_3, \alpha_x e, k_2 - \alpha_x Q_2} c_{\zeta_4, k_2} \rangle^c \\
= \frac{i}{\hbar} \delta_{\zeta_1, \zeta_2} \delta_{\zeta_3, \zeta_4} \frac{W_{(1-\alpha_x e)k_2 + Q_2}}{f_{e, k_2}} \left( \langle c^\dagger_{\zeta_1, K_1 - \beta_x e, k_2 - \beta_x Q_2 v_{\zeta_2, K_1 - \beta_x e, k_2 - \beta_x Q_2} \rangle \right) \\
- \langle c^\dagger_{\zeta_1, K_1 + \alpha_x e, k_2 + \alpha_x Q_2 v_{\zeta_2, K_1 + \alpha_x e, k_2 + \alpha_x Q_2} \rangle \right) f_{e, k_2} \\
- \frac{i}{\hbar} \delta_{\zeta_1, \zeta_2} \delta_{\zeta_3, \zeta_4} \frac{W_{K_1 - (1-\alpha_x e)k_2 + \alpha_x Q_2}}{f_{e, k_2}} \left( \langle c^\dagger_{\zeta_2, K_1 - \beta_x e, k_2 - \beta_x Q_2 v_{\zeta_2, K_1 - \beta_x e, k_2 - \beta_x Q_2} \rangle \right) \\
- \langle c^\dagger_{\zeta_2, \alpha_x e, k_2 - \alpha_x Q_2 v_{\zeta_2, \alpha_x e, k_2 - \alpha_x Q_2} \rangle \right) f_{e, k_2} \\
+ \frac{i}{2\hbar} \sum_{Q'} W_{Q'} \langle c^\dagger_{\zeta_1, K_1 + \alpha_x e, k_2 + \alpha_x Q_2 + Q' v_{\zeta_2, K_1 - \beta_x e, k_2 - \beta_x Q_2} c_{\zeta_3, \alpha_x e, k_2 - \alpha_x Q_2} c_{\zeta_4, k_2} \rangle^c \\
- \frac{i}{2\hbar} \sum_{Q'} W_{Q'} \langle c^\dagger_{\zeta_1, K_1 + \alpha_x e, k_2 + \alpha_x Q_2 + Q' v_{\zeta_2, K_1 - \beta_x e, k_2 - \beta_x Q_2} c_{\zeta_3, \alpha_x e, k_2 - \alpha_x Q_2} c_{\zeta_4, k_2} \rangle^c \\
- \frac{i}{2\hbar} \sum_{Q'} W_{Q'} \langle c^\dagger_{\zeta_1, K_1 + \alpha_x e, k_2 + \alpha_x Q_2 + Q' v_{\zeta_2, K_1 - \beta_x e, k_2 - \beta_x Q_2} + Q' c_{\zeta_3, \alpha_x e, k_2 - \alpha_x Q_2} c_{\zeta_4, k_2} \rangle^c. 
\right. 
\] 

(D8)
Next, the dynamics of symmetric “+” and antisymmetric “−” linear combinations of Eq. (D8) is considered:

\[
\begin{align*}
\{ \partial_t - i \frac{\hbar}{\mu} & \left[ \epsilon_{x, \xi_1, v_3} - \frac{\hbar^2 k^2}{2 (2 m_e + m_h) m_e} + \frac{\hbar^2 Q^2_2}{2} \left( \frac{1}{m_e + m_h} + \frac{1}{m_e} \right) \right] \} \\
\times & \frac{1}{2} \left( \langle c_{\xi_1, K_1, 1 + \alpha, x, k_2 + \alpha, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} c_{\xi_2, \alpha, x, k_2 - q_2} c_{\xi_2, k_2} \rangle^c \\
& \pm \langle c_{\xi_1, K_1, 1 + \alpha, x, k_2 + \alpha, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} c_{\xi_2, \alpha, x, k_2 - q_2} c_{\xi_2, k_2} \rangle^c \right) \\
= & i \left( 1 \pm \delta_{\xi_1, \xi_2} \right) \frac{2h}{W_{(1 - \alpha, x) k_2 + q_2}} \left( \langle c_{\xi_1, K_1, 1 - \beta, x, k_2 - \beta, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} \rangle \\
& - \langle c_{\xi_1, K_1, 1 - \beta, x, k_2 - \beta, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} \rangle \right) f_{e, k_2} \\
\mp & i \left( 1 \pm \delta_{\xi_1, \xi_2} \right) \frac{2h}{W_{K_1 - (1 - \alpha, x) k_2 + q_2}} \left( \langle c_{\xi_1, K_1, 1 - \beta, x, k_2 - \beta, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} \rangle \\
& - \langle c_{\xi_1, K_1, 1 - \beta, x, k_2 - \beta, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} \rangle \right) f_{e, k_2} \\
+ & i \frac{2h}{W_{Q_1}} \left( \langle c_{\xi_1, K_1, 1 + \alpha, x, k_2 + \alpha, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} c_{\xi_2, \alpha, x, k_2 - q_2} c_{\xi_2, k_2} \rangle^c \\
& \pm \langle c_{\xi_1, K_1, 1 + \alpha, x, k_2 + \alpha, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} c_{\xi_2, \alpha, x, k_2 - q_2} c_{\xi_2, k_2} \rangle^c \right) \\
- & i \frac{2h}{W_{Q_1}} \left( \langle c_{\xi_1, K_1, 1 + \alpha, x, k_2 + \alpha, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} c_{\xi_2, \alpha, x, k_2 - q_2} c_{\xi_2, k_2} \rangle^c \\
& \pm \langle c_{\xi_1, K_1, 1 + \alpha, x, k_2 + \alpha, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} c_{\xi_2, \alpha, x, k_2 - q_2} c_{\xi_2, k_2} \rangle^c \right) \\
- & i \frac{2h}{W_{Q_1}} \left( \langle c_{\xi_1, K_1, 1 + \alpha, x, k_2 + \alpha, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} c_{\xi_2, \alpha, x, k_2 - q_2} c_{\xi_2, k_2} \rangle^c \\
& \pm \langle c_{\xi_1, K_1, 1 + \alpha, x, k_2 + \alpha, q_2} \psi_{\xi_1, K_1 - \beta, x, k_2 - \beta, q_2} c_{\xi_2, \alpha, x, k_2 - q_2} c_{\xi_2, k_2} \rangle^c \right). \tag{D9}
\end{align*}
\]

The interband transitions on the right-hand side of Eq. (D9) are now expanded in terms of the complete set of exciton wave functions and exciton transitions following Eq. (8). Furthermore, the symmetric “+” and antisymmetric “−” linear combinations of electron-density-assisted transitions in Eq. (D9) are expressed by exciton wave functions \( \varphi_{\nu_3, K_1} \), expansion coefficients \( T_{\xi_1, \xi_2, \nu_3, K_1} \), and electron densities \( f_{e, k_2} \) according to Eq. (15):

\[
\begin{align*}
\sum_{\nu_3} \left\{ \partial_t - i \frac{\hbar}{\mu} \left[ \epsilon_{x, \xi_1, v_3} - \frac{\hbar^2 k^2}{2 (2 m_e + m_h) m_e} + \frac{\hbar^2 Q^2_2}{2} \left( \frac{1}{m_e + m_h} + \frac{1}{m_e} \right) \right] \} \varphi_{\nu_3, K_1} f_{e, k_2} T_{\xi_1, \xi_2, \nu_3, K_1} c_{\xi_2, q_2} c_{\xi_2, k_2} \\
\mp \sum_{\nu_3} \left\{ \partial_t - i \frac{\hbar}{\mu} \left[ \epsilon_{x, \xi_1, v_3} - \frac{\hbar^2 k^2}{2 (2 m_e + m_h) m_e} + \frac{\hbar^2 (-K_1 - \alpha x Q_2)^2}{2} \left( \frac{1}{m_e + m_h} + \frac{1}{m_e} \right) \right] \} \varphi_{\nu_3, K_1} f_{e, k_2} T_{\xi_1, \xi_2, \nu_3, K_1 - \alpha x Q_2} c_{\xi_2, q_2} c_{\xi_2, k_2} \\
\mp \sum_{\nu_3} \left\{ \varphi_{\nu_3, K_1 + [\alpha x - 1] Q_2} f_{e, k_2} T_{\xi_1, \xi_2, \nu_3, K_1 + \alpha x Q_2} c_{\xi_2, q_2} c_{\xi_2, k_2} \right\} \\
= i \left( 1 \pm \delta_{\xi_1, \xi_2} \right) \frac{2h}{W_{(1 - \alpha, x) k_2 + q_2}} \left( \varphi_{\nu_3, K_1 - \beta, x, k_2 - \beta, q_2} - \varphi_{\nu_3, K_1 + \alpha, x, k_2 + \alpha, q_2} \right) f_{e, k_2} P_{\nu_3} \\
+ i \frac{2h}{W_{Q_2 - Q_3}} \left( \varphi_{\nu_3, K_1 - \beta, x, q_2 - Q_3} - \varphi_{\nu_3, K_1 + \alpha, x, q_2 - Q_3} \right) f_{e, k_2} P_{\nu_3} \\
\mp \sum_{\nu_3} \left\{ \varphi_{\nu_3, K_1 - \beta, x, q_2 - Q_3} - \varphi_{\nu_3, K_1 + \alpha, x, q_2 - Q_3} \right\} f_{e, k_2} P_{\nu_3}. \tag{D10}
\end{align*}
\]

Here, we used the following relation which directly follows from the definitions of the reduced mass \( \mu = m_e m_h / (m_e + m_h) \) and the ratio \( \alpha_x \) given in Eq. (12):

\[
\frac{K^2}{\mu} + Q^2_2 \left( \frac{1}{m_e + m_h} + \frac{1}{m_e} \right) = (\alpha_x K_1 + [\alpha_x^2 - 1] Q_2)^2 + (-K_1 - \alpha x Q_2)^2 \left( \frac{1}{m_e + m_h} + \frac{1}{m_e} \right). \tag{D11}
\]
Note that the new basis defined by Eq. (15) now implicitly includes two Coulomb contributions which revealed the structure of the Wannier equation, Eq. (6). Therefore, the last two lines of Eq. (D10) only encompass four contributions instead of previously six electron-density-assisted transitions characterized by the last six lines of Eq. (D9).

Next, Eq. (D10) is multiplied by \( \sum_{k} \frac{1}{A} \sum_{k_2} f_{e,k_2} S_{e,k_2} \sum_{k_1} \phi^L_{e,k_2,K_1} \phi_{e,k_1} \) and the normalization of exciton wave functions, Eq. (7), is used to obtain:

\[
\left( \begin{array}{c}
\sum_{\nu_3,K_1} S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_1} \\
\sum_{\nu_3,K_1} S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_1}
\end{array} \right) \left( \begin{array}{c}
\phi_{e,k_1} \\
\phi_{e,k_1}
\end{array} \right) = \frac{i(1 \pm \delta_{\nu_1,\nu_2})}{2hA} \left( \begin{array}{c}
\sum_{\nu_3,K_1} S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_1} \\
\sum_{\nu_3,K_1} S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_1}
\end{array} \right) \\
\sum_{\nu_3,K_1} S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_1}
\end{array} \right) \left( \begin{array}{c}
\phi_{e,k_1} \\
\phi_{e,k_1}
\end{array} \right)
\]

The definitions of \( S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_2} \) and one obtains:

\[
\left( \begin{array}{c}
\sum_{\nu_3,K_1} S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_1} \\
\sum_{\nu_3,K_1} S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_1}
\end{array} \right) \left( \begin{array}{c}
\phi_{e,k_1} \\
\phi_{e,k_1}
\end{array} \right) = \frac{i(1 \pm \delta_{\nu_1,\nu_2})}{2hA} \left( \begin{array}{c}
\sum_{\nu_3,K_1} S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_1} \\
\sum_{\nu_3,K_1} S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_1}
\end{array} \right) \\
\sum_{\nu_3,K_1} S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_1}
\end{array} \right) \left( \begin{array}{c}
\phi_{e,k_1} \\
\phi_{e,k_1}
\end{array} \right)
\]

The inverse of the matrix \( S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_2} \) is defined by:

\[
\sum_{\nu_3,K_1} S_{e^{\pm},\nu_2,\nu_3,3} x_{e^{\pm},\nu_2,\nu_3,3} \phi_{e,k_1} = \delta_{\nu_1,\nu_3} \delta_{\phi_1,\phi_3}.
\]

Due to the conveniently chosen coordinates as well as symmetric “+” and antisymmetric “−” linear combinations, the Schrödinger equation given in Eq. (16) can be identified in Eq. (D13). This Schrödinger equation, Eq. (16), only depends on the wave vector \( Q_1 \) and can be directly solved. Expanding the coefficients \( \hat{T}_{e^{\pm},+},Q_1 \) in terms of corresponding wave functions \( \psi_{+}^{R_{e^{\pm},+},Q_1} \) and new expansion coefficients \( T_{e^{\pm},+}^{R_{e^{\pm},+},Q_1} \) according to Eq. (18) leads to Eq. (22).

**Appendix E: Angular Momentum**

Neglecting band structure asymmetries of the atomically thin semiconductor in the in-plane directions around the high-symmetry points [127] leads to an in-plane rotational symmetry of the Wannier equation, Eq. (6). Consequently, the exciton wave functions \( \psi_{+}^{R_{e^{\pm},+},Q_1} \) can be separated into the product of a radial part \( \Phi_{e^{\pm},+}^{R_{e^{\pm},+},K} \) and a phase factor \( e^{im_{\phi}} \):

\[
\psi_{+}^{R_{e^{\pm},+},Q_1} = \phi_{e^{\pm},+}^{R_{e^{\pm},+},K} e^{im_{\phi}}.
\]

The radial \( k \) and angular coordinates \( \phi_k \) are defined by \( k = k e^{i\phi_k} \). The phase \( e^{im_{\phi}} \) is determined by the angular momentum \( m_{\phi} \) associated with the exciton eigenstate \( \nu \).

On the other hand, the trion and exciton-electron/hole continuum wave functions \( \psi_{+}^{R_{e^{\pm},+},Q_1} \) are expanded in a Fourier series in angle coordinates [22, 128] as follows:

\[
\psi_{+}^{R_{e^{\pm},+},Q_1} = \sum_{m_{\phi}} \psi_{+}^{R_{e^{\pm},+},Q_1} e^{im_{\phi}}.
\]

with the angular momentum \( m_{\phi} \). As a result, the matrix elements in the eigenvalue Eq. (16) are also expanded in a Fourier series which obey angular momentum conservation which we have also verified numerically. Our numerical evaluations are restricted to the energetically lowest \( \nu = 1s, 2s \), and \( 2p^\pm \) exciton states with angular momentum \( m_{\phi} = 0, \pm 1 \) and associated trion states with angular momentum \( m_{\phi} = 0, \pm 1 \).
Appendix F: Analytical Solution in Frequency Domain

The set of coupled differential equations, Eq. (21) and (22), can be analytically solved in frequency domain. The exciton transitions $P_{\nu_1}^{\zeta_{\nu}}$, described by Eq. (21), are optically driven by the light field at the monolayer position $E_{\nu_0}^{\sigma_j}(t)$ which enters the equation of motion via the Rabi frequency $\Omega_{\nu_1,k}^{\zeta_{\nu}}$ defined in Eq. (C5). The light field $E_{\nu_0}^{\sigma_j}(t)$ is determined by the incoming light field $E_{\nu_0}^{\sigma_j}(t)$ and the interband polarization $P_{\sigma_j}(t)$ [72, 73]. After transferring the light fields $E_{\nu_0}^{\sigma_j}(t) = \tilde{E}_{\nu_0}^{\sigma_j}(t)$ and $P_{\sigma_j}(t)$ into a rotating frame of the laser frequency $\omega_0$ and applying a slowly varying envelope approximation [129], the envelope of the light field $\tilde{E}_{\nu_0}^{\sigma_j}(t)$ becomes:

$$\tilde{E}_{\nu_0}^{\sigma_j}(t) = \tilde{E}_{\nu_0}^{\sigma_j}(t) + i\frac{\omega_0}{2\varepsilon_0\varepsilon_{r}\varepsilon_{0}} \sum_{\zeta_{\nu_1},k_1} \varphi_{L}^{\zeta_1,\nu,k_1} \left[ \tilde{d}_{\nu_1}^{\zeta_{\nu},\sigma_j} \tilde{p}_{\nu_1}^{\zeta_1}(t) \right]^*.$$  \hspace{1cm} (F1)

Here, $\varepsilon_r$ is the constant background refractive index, the macroscopic interband polarization $P_{\sigma_j}(t)$ was already expanded according to Eq. (9), and counter-rotating terms were neglected [123]. Equation (F1) is subsequently inserted into the Rabi frequency $\Omega_{\nu_1,k}^{\zeta_{\nu}}$ given in Eq. (C5). Afterwards, the incoming light field $E_{\nu_0}^{\sigma_j}(\omega) = \int dt e^{i(\omega-\omega_0)t} \tilde{E}_{\nu_0}^{\sigma_j}(t)$, exciton transitions $\tilde{P}_{\nu_1}^{\zeta_{\nu}}(\omega) = \int dt e^{i(\omega-\omega_0)t} \tilde{P}_{\nu_1}^{\zeta_{\nu}}(t)$, and trion and exciton-electron/hole continuum states $\tilde{T}_{\nu_1}^{\zeta,\nu} = \int dt e^{i(\omega-\omega_0)t} \tilde{T}_{\nu_1}^{\zeta,\nu}(t)$ are Fourier transformed. Consequently, the result of solving the trion and exciton-electron/hole continuum dynamics, described by Eq. (22), is inserted into the equation of motion of the exciton transitions, determined by Eq. (21). The procedure leads to the exciton transitions $\tilde{P}_{\nu_1}^{\zeta_{\nu}}(\omega)$ in frequency domain:

$$\left[ \Gamma_{\nu_1}^{\zeta_{\nu}} + i \left( \epsilon_{\nu_1,\nu_2} - \hbar \omega \right) \right] \tilde{P}_{\nu_1}^{\zeta_{\nu}}(\omega) = i\tilde{d}_{\nu_1,\nu_2}^{\zeta_{\nu},\sigma_j} \tilde{E}_{\nu_0}^{\sigma_j}(\omega) - \sum_{\nu_2} \left[ \Gamma_{\nu_1,\nu_2,\nu_1,\nu_2}^{\zeta_{\nu}} + \Gamma_{\nu_1,\nu_2,\nu_1,\nu_2}^{\zeta_{\nu}} \right] \tilde{P}_{\nu_1}^{\zeta_{\nu}}(\omega) + i\Delta_{\nu_1,\nu_2,\nu_1,\nu_2}^{\zeta_{\nu}} \tilde{P}_{\nu_1}^{\zeta_{\nu}}(\omega),$$  \hspace{1cm} (F2)

with the phonon-mediated dephasing $\gamma_{\nu_1,\nu_2}^{\zeta_{\nu}} = \hbar \gamma_{\nu_1,\nu_2}^{\zeta_{\nu}}$ and the dipole transition element $\tilde{d}_{\nu_1,\nu_2}^{\zeta_{\nu},\sigma_j}$:

$$\tilde{d}_{\nu_1,\nu_2}^{\zeta_{\nu},\sigma_j} = \frac{1}{\mathcal{A}} \sum_{\nu_2} \varphi_{R}^{\zeta_1,\nu_1,k_1} \varphi_{L}^{\zeta_2,\nu_2,k_2} (1 - f_{e/h,\nu_2}).$$  \hspace{1cm} (F3)

Equation (F2) couples exciton transitions $\tilde{P}_{\nu_1}^{\zeta_{\nu}}(\omega)$ with different quantum numbers $\nu_1$ and $\nu_2$ via the radiative dephasing $\Gamma_{\nu_1,\nu_2,\nu_1,\nu_2}^{\zeta_{\nu}}$, the frequency-dependent scattering-induced dephasing $\Delta_{\nu_1,\nu_2,\nu_1,\nu_2}^{\zeta_{\nu}}(\omega)$ as well as the frequency-dependent renormalization $\Delta_{\nu_1,\nu_2,\nu_1,\nu_2}^{\zeta_{\nu}}(\omega)$ defined by:

$$\Gamma_{\nu_1,\nu_2,\nu_1,\nu_2}^{\zeta_{\nu}}(\omega) = \frac{\omega_0}{2\varepsilon_0\varepsilon_{r}\varepsilon_{0}} \left| \sum_{k_1} \varphi_{R}^{\zeta_1,\nu_1,k_1} \left( 1 - f_{e/h,\nu_2} \right) \sum_{k_2} \varphi_{L}^{\zeta_2,\nu_2,k_2} \right|^2,$$  \hspace{1cm} (F4)

$$\Delta_{\nu_1,\nu_2,\nu_1,\nu_2}^{\zeta_{\nu}}(\omega) = \frac{\pi}{\mathcal{A}} \sum_{\nu_2} \left( \tilde{W}_{\nu_1+\nu_2}^{\zeta_{\nu}} + \tilde{W}_{\nu_1-\nu_2}^{\zeta_{\nu}} \right) \delta_{\nu_1,\nu_2}^{e/h,\nu_1,\nu_2} \left( \epsilon_{\nu_1,\nu_2}^{e/h,\nu_1,\nu_2} + \Delta_{\nu_1,\nu_2}^{e/h,\nu_1,\nu_2} - \hbar \omega \right),$$  \hspace{1cm} (F5)

$$\Delta_{\nu_1,\nu_2,\nu_1,\nu_2}^{\zeta_{\nu}}(\omega) = \frac{\pi}{\mathcal{A}} \left( \delta_{\nu_1,\nu_2}^{e/h,\nu_1,\nu_2} \right) \left( \epsilon_{\nu_1,\nu_2}^{e/h,\nu_1,\nu_2} + \Delta_{\nu_1,\nu_2}^{e/h,\nu_1,\nu_2} - \hbar \omega \right)^2.$$  \hspace{1cm} (F6)

The abbreviations $\tilde{W}_{\nu_1+\nu_2}^{\zeta_{\nu}}$ and $\tilde{W}_{\nu_1-\nu_2}^{\zeta_{\nu}}$ read:

$$\tilde{W}_{\nu_1+\nu_2}^{\zeta_{\nu}} = \sum_{\nu_2,k_1,k_2} \tilde{W}_{\nu_1+\nu_2,k_1,k_2} \sum_{\nu_2} \varphi_{R}^{\zeta_1,\nu_1,k_1} \varphi_{L}^{\zeta_2,\nu_2,k_2} (1 - f_{e/h,\nu_2}).$$  \hspace{1cm} (F7)

$$\tilde{W}_{\nu_1-\nu_2}^{\zeta_{\nu}} = \frac{1}{\mathcal{A}} \sum_{\nu_2,k_1,k_2} \tilde{W}_{\nu_1-\nu_2,k_1,k_2} \sum_{\nu_2} \varphi_{R}^{\zeta_1,\nu_1,k_1} \varphi_{L}^{\zeta_2,\nu_2,k_2} \left( \epsilon_{\nu_1,\nu_2}^{e/h,\nu_1,\nu_2} + \Delta_{\nu_1,\nu_2}^{e/h,\nu_1,\nu_2} - \hbar \omega \right)^2.$$  \hspace{1cm} (F8)
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