Dark Twilight Joined with the Light of Dawn to Unveil the Reionization History
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Improved measurement of the Cosmic Microwave Background polarization from Planck allows a detailed study of reionization beyond the average optical depth. The lower value of the optical depth disfavors an early onset and an early completion of reionization in favor of a redshift range where different astrophysical probes provide sensible information on the sources of reionization and the status of the intergalactic medium. In this work we extend our previous study in which we constrained reionization by combining three different probes - CMB, UV luminosity density and neutral hydrogen fraction data [1] - in both treatment and data: we first allow variation in the UV source term varying the product of the efficiency of conversion of UV luminosity into ionizing photons and the escape fraction together with the reionization and cosmological parameters, and then we investigate the impact of a less conservative cut for the UV luminosity function. We find that the estimate for the efficiency is consistent within 95% C.L. with the fixed value we considered in our previous results and is mostly constrained by QHII data. We find that allowing the efficiency to vary does not affect significantly our results for the average optical depth for monotonic reionization histories, recovering \( \tau = 0.0519^{+0.0010}_{-0.0008} \) at 68 %CL, consistent with our previous studies. Using a less conservative cut for the UV luminosity function, we find \( \tau = 0.0541^{+0.0013}_{-0.0016} \) at 68 % CL, due to the faint end of the luminosity function in the data we use, that also prefers a larger contribution from higher redshifts.

PACS numbers: 98.80.Cq

I. INTRODUCTION

The epoch of reionization in a sense represents the dawn of the present Universe that closed the dark ages descended after recombination. Some half billion years after recombination the first sources of light, and ionizing radiation, lit up reionizing the Universe. During this epoch the Universe underwent one of its most important phase transitions and the study of its dynamic and the quest for its sources are some of the most active fields in cosmology especially in perspective of future experiments. From an observational point of view, reionization presents multiple aspects. Probes of the Inter Galactic Medium (IGM) status are represented by bright sources at high redshifts as Quasars, and in particular the observations of the Lyman series, and Gamma Ray Burst that provide a snapshot of the IGM around the source [2–21]. The Cosmic Microwave Background (CMB) represents instead a probe which is sensitive to the integrated history of reionization and is the only probe capable of reaching very high redshifts to test the onset of reionization. Finally, the improvements of observational facilities has allowed tracing the source of the ionizing radiation, in the form of the UV luminosity density coming from star-forming galaxies [22].
Beyond its astrophysical importance per se, reionization plays a crucial role in cosmology. The integrated optical depth is one of the six parameters of the standard cosmological model and after seventeen years from its first determination in 2003 [23] is still the parameter with the largest uncertainty in the standard cosmological model and the only one over the percent level accuracy of the Planck 2018 release [24]. This uncertainty is mainly related to the difficulty of the measurement with the CMB. CMB is mainly sensitive to the optical depth in the E-mode polarization on large angular scales. In particular the reionization bump for $\ell < 20$ is sensitive to the value of the optical depth and the duration of reionization, but it lies in a region of the multipole space where cosmic variance, systematics and foreground contamination strongly affect the measurements. Planck 2018 data are the state of art of the E-mode polarization at large angular scales and their improvement has halved the uncertainty on the optical depth and for the first time reconciles the determination from the CMB with the ones coming from astrophysical sources [24–27]. Using this combination, an early onset of reionization is now strongly disfavoured [1, 28] (also by the studies on reionization sources [29]). Moreover, both CMB data and their combination with astrophysical one show a preference for simple monotonic models of reionization disfavouring step-like and multiple burst models [1, 28].

The lower optical depth from Planck 2018 data places reionization in a redshift range in substantial overlap with astrophysical probes of reionization as UV luminosity density and IGM status from high redshift sources. This opens a scenario where the three sectors of data on reionization, UV, QHII and CMB can be combined to describe the reionization process from its onset to its end. The complementarity among the three different sectors is the strength of this treatment that is twofold. On one side it aims to tighten the constraints on the history of reionization but on the other hand the improved knowledge of reionization thanks to the astrophysical datasets removes many degeneracies [30, 31] and decreases the uncertainties on the cosmological model [1].

In this perspective is of crucial importance to account for the full cosmological model together with the history of reionization in a way to profile possible degeneracies and correlations among the parameters, previous analyses with fixed cosmological model include [22, 32–40]. Our treatment using also CMB data allows jointly sampling over both the cosmological model and the reionization history, therefore both cosmological and reionization parameter constraints are guided by the data without a-priori priors.

In the present work we expand on our previous treatment[1] increasing the degrees of freedom of the model and testing different data combinations. The paper is organized as follows. In section II we will present the treatment. In section III we will present the results for the different data and model extensions and in section IV we draw our conclusions.

II. NON-PARAMETRIC RECONSTRUCTION OF REIONIZATION

There are different approaches to treat reionization and its role in cosmological model constraints, the most commonly used are physical models as in [41, 42] or a pure free form data fitting of the ionization fraction with a principal component analysis [43, 44], to hybrid parametric fitting models [24, 28, 45–48]. This paper focuses on the joint astrophysical and CMB data driven reconstruction based on the method developed in [1] which we summarize below (for alternative data driven reconstructions see also [39, 40, 49, 50]). We focus on averaged reionization leaving the patchy case for a future work (for patchy reionization effects on CMB see for example [51, 52]).

A. General framework

The challenge of combining astrophysical data and the CMB is mainly due to a compatibility issue with the UV luminosity density data. If both CMB and QHII data can be combined within the same methodology, namely a model of the ionization fraction function holds for both the datasets, UV luminosity density data are of a different nature. They trace the evolution of the sources of the reionization not the ionization fraction itself. It is necessary to change methodology in the treatment of the reionization history and this change of paradigm is the core of this kind of treatment: reionization is no longer described by a parametric model of the ionization fraction with time but it is solved from its basic equation. The new variables at play become the sources and sinks namely the ionizing UV luminosity density and the recombination time. These quantities enter in the volume filling factor equation:

$$\frac{dQ_{\text{HII}}}{dt} = \frac{n_{\text{ion}}}{\langle n_{\text{H}} \rangle} - \frac{Q_{\text{HII}}}{t_{\text{rec}}}, \quad (1)$$

which we solve for our reionization history.

The source term is represented by the ionizing photon production rate, $n_{\text{ion}}$, that is the product of the UV luminosity density $\rho_{UV}$, which represents a tracer of the star formation, the efficiency of conversion of UV luminosity into ionizing photons $\xi_{\text{ion}}$ and the escape fraction $f_{\text{esc}}$ that represents the fraction of ionizing photons that actually reach the IGM and proceed with the reionization. Current data do not provide sufficient information on the latter parameters to have grip in constraining them, for this reason in our previous work [1] we fixed their value to $\log_{10}((f_{\text{esc}}\xi_{\text{ion}})/[\text{erg}^{-1}\text{Hz}]) = 24.85$, consistent with other analyses [22, 37, 38, 53]. The assumptions for the description of the source term will be one of the main focus of our analysis, in fact, we will test both the fixed efficiency assumption and we will test a different assumption in the derivation of the UV luminosity density from the measured UV luminosity function.
The recombination time is the other variable of our framework and is defined by \( t_{\text{rec}} = 1/\left[C_{\text{HI}}\alpha_{\text{B}}(T)(1 + Y_p/(4X_p))(\langle n_H\rangle)(1 + z)^3\right] \) with \( C_{\text{HI}} \) as the clumping factor, \( \alpha_{\text{B}}(T) \) the recombination coefficient, \( \langle n_H\rangle \) the density of hydrogen and \( X_p, Y_p \) as the hydrogen and helium abundances.

### B. Operational configuration

The reconstruction is performed within a modular structure that partitions the redshift range in different bins in order to consider also step like and non monotonic ionization histories. Each bin comprises of three different variables: the bin position in redshift \( z_{\text{int}} \), whose range is conditional to the number of bins assumed, the UV luminosity density \( \rho_{\text{UV}} \) and the recombination time \( t_{\text{rec}} \). The UV luminosity density and the recombination time are interpolated between different redshifts through Piecewise Cubic Hermite Interpolating Polynomials (PCHIP) that guarantee the required freedom for the variable quantities to be guided by the data. The node structure is incremental in complexity of the possible reionization histories increasing the freedom of the reconstruction. Since we demonstrated that Bayesian evidence disfavours reionization histories beyond a simple monotonic single step [1] we focus in this work on single bin analyses with only some tests on the three bins case. We assume best fit double power law function for the luminosity density beyond redshift ranges covered by the priors on \( z_{\text{int}} \). Note that this does not reduce the flexibility of our model as the values of \( \rho_{\text{UV}} \) at different times denoted by \( z_{\text{int}} \) are allowed to vary freely in a wide uniform prior range.

The non-monotonic histories are represented by the three nodes case named \( B3 \). Monotonic histories are represented by the single bin treatment named \( B1 \), that allows also for step like histories, and the minimal case with a single node with the constraint \( \langle n_{\text{H}} \rangle \approx (\langle n_{\text{H}} \rangle)_{\text{int}} \) at \( z = a_{\text{int}} \) that restricts reionization to a single burst. For Helium reionization we assume the default hyperbolic tangent provided by the Boltzmann code [55] (note however that the study of Helium reionization is in rapid development [56–58]).

We assume also some boundary conditions on the onset and the end of reionization in order to ensure the physicality of the reconstructed histories. In particular, we ensure that reionization is over by \( z = 5.5 \), conservatively allowing for still a residual contribution from \( z = 6 \) [9], and it remains over until \( z = 0 \). As highest redshift for the onset of reionization we assume \( z = 30 \) which leaves room for early reionization, although disfavoured by data. The boundary nodes are configured to be consistent to best fit logarithmic double power law (see, Eq. (39) of [37]) and also with [59].

The usual parametrization for the CMB, the integrated optical depth, in this framework is a derived parameter computed from the volume filling factor integrated from the beginning of reionization:

\[
\tau = \int_0^{z_{\text{begin}}} \frac{c(1+z)^2}{H(z)} Q_{\text{HI}}(z) \sigma_{\text{Thomson}}(\langle n_H \rangle)(1 + \frac{Y_p}{4X_p})
\]

with \( \sigma_{\text{Thomson}} \) is the Thomson scattering cross-section.

The parameters of the cosmological model are jointly varied with the reionization history, therefore accounting for possible correlations between them [28, 60]. We therefore vary the five parameters of the standard model, the optical depth being already included as derived parameter in the reionization reconstruction: the baryon density \( \Omega_b h^2 \), the dark matter density \( \Omega_{\text{CDM}} h^2 \), the angular diameter distance to the horizon at recombination \( \theta \), the amplitude of primordial fluctuations \( A_s \), the tilt of the primordial fluctuations power spectrum \( n_s \). To explore the parameter space and compute the Bayesian posterior distributions of the parameters we use the Markov Chain MonteCarlo sampler CosmoMC [61], for the CMB data we use the Planck 2018 likelihood suite [62] which requires the co-sampling of some nuisance foregrounds and calibration parameters.

### C. Data and priors

We now detail the baseline data combination we used, which are already used in [1].

Concerning the UV luminosity density the data are derived from the observations of six galaxy clusters in the Hubble Frontier Field [63, 64] going from redshift of 6 to 11 [22, 65]. To extract the density we assume a Schechter model and integrate the UV luminosity function up to a magnitude of \(-17\). This is a conservative choice, in fact, it cuts out the low luminosity tail which, being populated by low luminosity sources, may represent a non negligible contribution but at the same time the data which we use in this work seem to indicate a change in the shape in this region, with a possible acceleration still to be confirmed by future data (see figure 8 of [22]).

In our baseline data combination we consider also the measurements of the ionization state of the IGM around high redshift sources. We use the available data from Quasars and Gamma Ray Burst in a redshift range in substantial overlap with the UV luminosity density data, from \( z = 6 \) to \( z = 8 \). The complete dataset that we use here can be found in the following references: [6–13, 16, 17, 20, 21].

For the CMB we use the Planck 2018 data baseline which includes temperature, polarization and lensing [62, 66]. For the temperature anisotropies the likelihood on large multipoles is based on auto and cross spectra of the high frequency instrument, whereas for the low multipoles it is uses a Gibbs sampling based on the component separated commander map. The Planck 2018 temperature data are mostly incremental on the
2015 release with the main changes on large angular scales where no ancillary data but only Planck is used for the component separated map. Polarization instead has improved on both large and small angular scales. A better characterization of the temperature to polarization leakage guarantees a cosmology-grade high-$\ell$ polarization in the 2018 release. The large angular scales are now based on the 100x143 GHz cross spectrum with a simulation based likelihood which considers only the E-mode polarization and not the cross-correlation with temperature. The lower noise level of the cross spectrum has halved the uncertainty on the optical depth in the standard hyperbolic tangent scenario [24]. Together with primary anisotropies the Planck baseline includes the weak lensing of the CMB in the conservative range $8 \leq \ell \leq 1000$ [67].

Concerning the priors for the redshift ranges of the bins in the B3 case the conditional priors are chosen to maximize the relevance of the different data: the first node is in the range $z = 5.5 - 8$ covering the QHII data, the second in $z = 8 - 12$ for tracing possible features in the luminosity function of the UV and the third node spans the high redshift range $z = 12 - 30$ to be sensitive to the CMB contribution. The cases with a single node its position spans the entire range $z = 5.5 - 30$.

In Figure 1 are displayed the changes induced by the resulting reconstruction of the reionization for the B1 from the full data combination on the CMB anisotropy angular power spectra in temperature and polarization compared with the current measurements by Planck 2018. The residuals with respect to the Planck 2018 best fit, based on the hyperbolic tangent model, show an impact on both temperature on the intermediate scales and on large angular scales in polarization. In the middle panel we display also the temperature and polarization cross-correlation.

III. RESULTS

In this section we present the results of the analyses performed by using both different model assumptions and different data.

A. Changing the model

1. Single node-B0: $\Lambda$CDM+$A_L$

We consider now a simple extension on our previous work [1], by using the same assumptions we want to verify if a reconstructed reionization history which is based on the combination of astrophysical data has an impact on one of the main curiosities of current Planck 2018 results: the higher value of the lensing amplitude from the CMB angular power spectrum. In this model the effect of the lensing on the CMB anisotropies angular power spectrum is mediated by an overall amplitude parameter $A_L$ which does not represent a physical parameter but a simple overall rescaling. This extension is a good tracer of possible residuals systematics in the small angular scale region and due to its effect on the angular power spectrum may be strongly degenerate with the model of reionization. Therefore, we investigate if a different reionization dynamics with respect to the hyperbolic tangent used in the Planck baseline results may lead to a different value of the lensing amplitude. Since the one bin settings B0 and B1 are equivalent for this specific case we assume the B0 for this analysis. The resulting constraints for both the cases of including or not the lensing likelihood, based on the extraction of the physical lensing signal from maps, are shown in Table I. The result for the case without the lensing likelihood is $A_L = 1.176^{+0.064}_{-0.063}$ and we do not note a significant impact of the reionization reconstruction with respect to the standard hyperbolic tangent case that provides $A_L = 1.180 \pm 0.065$ [24], there is just a fraction of $\sigma$ reduction of the central value. The case which includes the physical lensing likelihood gets back the central value to unity as in the standard hyperbolic tangent case. We can therefore conclude that the lensing amplitude model is mostly sensitive to the integrated optical depth and not to the history of reionization. This is coherent with a main effect from the lensing on the small angular scales in the acoustic peak region where
the reionization effect is mainly mediated by the optical depth whereas the reionization history has a greater effect on the large angular scales in E-mode polarization.

2. Relaxing the assumptions on the source term

Current astrophysical data do not provide direct information on the escape fraction, and the CMB is totally insensitive to it. On this basis in our previous work [1] we assumed a fixed value for the product of photon conversion efficiency and the escape fraction, \( \log_{10} (f_{esc}) [\text{erg}^{-1}\text{Hz}] = 24.85 \). A preliminary test in [1] did not show a significant impact on the analysis but we will now extensively test this result. In the following results of the paper we will always lift the assumption of fixed \( f_{esc} \) and let the product of the conversion efficiency and the escape fraction free to vary.

We now test extensively the impact of the removal of these assumptions on the reionization reconstruction using the baseline data combinations previously described. With this additional degree of freedom we do not consider the CMB only data option because it would leave the efficiency totally unconstrained and would not provide any additional information up to the point of a difficult convergence of the MCMC.

We start with a preliminary case by analysing the simplest configuration, the B0, namely a single burst monotonic reionization. In Figure 2 we present the two dimensional marginalized posterior distributions for the reionization parameters. We compare the results of the CMB+UV and CMB+UV+QHI data combinations (in blue and red) with the corresponding cases where 
\[ \log_{10} (f_{esc}) [\text{erg}^{-1}\text{Hz}] = 24.85 \]  
(°n gray and khaki colors). The constraints on all cosmological parameters are in Table II. The standard cosmological parameters are stable with respect to the reconstruction of reionization, when compared with the standard hyperbolic tangent case, with only a marginal shift in the scalar spectral index of a fraction of sigma. The results for the reionization parameters are pretty stable compared with the fixed escape fraction case with an increase of the central value of the optical depth which goes to \( \tau = 0.0547 - 0.0008 \) and \( \tau = 0.0521 - 0.0010 \) to be compared with the results with fixed efficiency which provides \( \tau = 0.050 \pm 0.001 \) and \( \tau = 0.051 \pm 0.001 \). In both data combinations there is a sensible increase of the error bars for the integrated optical depth especially for the CMB+UV case. The addition of QHI data breaks the degeneracies providing also a good constraint on the escape fraction \( \log_{10} (f_{esc}) [\text{erg}^{-1}\text{Hz}] = 24.95^{+0.04}_{-0.03} \) which is compatible at three sigma with the value we obtained in previous analyses.

We go into the details of the difference between fixed and free efficiency model increasing the complexity to the B1 case where we allow for possible steps in the reionization process leaving free to vary also the recombination time. The two dimensional posteriors for the reionization parameters are shown in Figure 3, using the same color scheme of B0, kakhi and gray for the fixed efficiency and red and blue for the free case, and the constraints on the cosmological and reionization parameters are in Table III. We note a similar pattern to the single burst case. The additional freedom of the escape fraction only marginally impacts the constraints on cosmological and reionization parameters and in the full data combination we constrain the escape fraction in agreement at 95% C.L. with our previous assumption 
\[ \log_{10} (f_{esc}) [\text{erg}^{-1}\text{Hz}] = 24.95^{+0.04}_{-0.03} \]  
As for the B0 also for the B1 we note a significant higher optical depth with respect to the fixed efficiency case, especially in the CMB+UV case but the larger error bars make it compatible with our previous results within 68% C.L. We also note that the additional degree of freedom of the recombination time does not affect the uncertainties in the

### Table I: Constraints on the cosmological parameters for the \( A_{lens} \) extension using a B0 configuration. Error bars are the 68% C.L.

| Parameters | Planck 2018-no lensing + UV17+QHI | Planck 2018+UV17+QHI |
|------------|---------------------------------|---------------------|
| \( \Omega h^2 \) | \( 0.0226 \pm 0.0002 \) | \( 0.0225 \pm 0.0002 \) |
| \( \Omega_c h^2 \) | \( 0.118 \pm 0.002 \) | \( 0.118 \pm 0.001 \) |
| \( 100 \theta_{MC} \) | \( 1.0411 \pm 0.0003 \) | \( 1.0411 \pm 0.0003 \) |
| \( \tau \) | \( 0.0515 \pm 0.0012 \) | \( 0.0512 \pm 0.0012 \) |
| \( A_L \) | \( 1.176_{-0.963}^{+1.063} \) | \( 1.067 \pm 0.036 \) |
| \( z_{int} \) | \( 21.5_{-2.2}^{+0.6} \) | \( 21.6_{-0.1}^{+0.8} \) |
| \( \log_{10}(\rho_{UV}) \) | \( 21.1_{-2.2}^{+1.9} \) | \( 21.1_{-0.4}^{+1.8} \) |
| \( [\text{erg} / (\text{Hz} \text{Mpc}^3)] \) | \( 3.033 \pm 0.0006 \) | \( 3.033 \pm 0.0006 \) |
| \( n_s \) | \( 0.979_{-0.0018}^{+0.0048} \) | \( 0.969_{-0.0002}^{+0.0047} \) |

### Table II: Constraints on the parameters for the single burst reionization case B0 when the efficiency is free to vary. The error bars are the 68% C.L.

| Parameters | Planck 2018+UV17 | Planck 2018+UV17+QHI |
|------------|-----------------|---------------------|
| \( \Omega h^2 \) | \( 0.0224 \pm 0.0001 \) | \( 0.0224 \pm 0.0001 \) |
| \( \Omega_c h^2 \) | \( 0.120 \pm 0.001 \) | \( 0.120 \pm 0.001 \) |
| \( 100 \theta_{MC} \) | \( 1.0409 \pm 0.0003 \) | \( 1.0409 \pm 0.0003 \) |
| \( \tau \) | \( 0.0547_{-0.0008}^{+0.0010} \) | \( 0.0521_{-0.0010}^{+0.0008} \) |
| \( z_{int} \) | \( 20.8_{-3.4}^{+7.3} \) | \( 21.0_{-3.3}^{+7.2} \) |
| \( \log_{10}(\rho_{UV}) \) | \( 21.1_{-2.8}^{+1.7} \) | \( 21.0_{-2.7}^{+1.7} \) |
| \( [\text{erg} / (\text{Hz} \text{Mpc}^3)] \) | \( 0.970_{-0.0015}^{+0.0012} \) | \( 0.970_{-0.0015}^{+0.0012} \) |
| \( n_s \) | \( 0.9650 \pm 0.0040 \) | \( 0.9644 \pm 0.0039 \) |
| \( \Delta \) | \( -0.02 \) | \( -0.03 \) |
parameters being the recombination time unconstrained.

In Figure 4 we present the comparison of the reconstructed reionization histories using the full combination of astrophysical and CMB data between the case of free and fixed $\xi_{\text{ion}}$. We note a significant overlap between the two histories especially in the higher redshift region where the free efficiency does not impact the reconstruction. On the other hand in the second part of the reionization the free efficiency prefers a steeper rise which brings to an earlier completion of reionization with respect to the case where we assumed a fixed value. This is reflected also in the slightly higher value of the reconstructed optical depth. Considering the CMB alone case is not capable to provide constraints due to the additional freedom of the efficiency we now investigate the relevance of the current CMB data beyond their importance for the cosmological model focusing specifically on their impact on the reconstruction of reionization. To this purpose we analysed the combination of both astrophysical datasets with some of different subsets of Planck 2018 data.

In the fourth column of Table III and in orange contours in Figure 5 we show additional results obtained by switching the low-$\ell$ polarization likelihood of Planck 2018 with the more recent SROLL2 version [26, 27], based on a map-making algorithm that provides a reduced level of systematics. In the standard hyperbolic tangent case the use of SROLL2 likelihood implies an higher optical depth of a bit less than a sigma ($\tau = 0.059 \pm 0.006$) with respect to the Planck 2018 baseline $\tau = 0.054 \pm 0.007$), also for the reconstruction we a have slight increase of the optical depth but only of a fraction of sigma. In a framework like the reconstruction with the combination of CMB and astrophysical data the history of reionization is less sensitive to the CMB with respect to the hyperbolic tangent which instead being parametrized only by the optical depth is more sensitive to changes in the CMB EE-power spectrum.

We also considered the case excluding the Planck polarization data both at large and small angular scales, shown in teal contours in Figure 5 and the case with only the lensing likelihood $^1$ shown in orchid contours. The parameter constraints are presented in the last two columns of Table III. We remark how also for these data subsets without contribution of the E-mode polarization we have a very good recovery of the baseline case. The temperature alone results provides an optical depth in agreement with the baseline case, as expected considering that in this case the main driver for the reionization reconstruction are the astrophysical data. For the lensing only case the results show a slightly larger recon-

$^1$ Due to the reduced constraining power for this specific case we fixed the scalar spectral index, the angular diameter distance to the last scattering and the baryon density to the Planck 2018 baseline values.
FIG. 4: Reconstructed reionization history using the full data combination of astrophysical data and CMB. We show the comparison for the B1 case between fixed and varying $\xi_{\text{ion}}$.

In order to investigate the two different pulls of the two astrophysical data in combination with the CMB we compare the full combination with the combinations of CMB with either UV luminosity density or QHII. The results are presented in Figure 6 and we first note the agreement of the separate astrophysical data combinations with CMB that do not show any sensible bias within the enlarged error bars. The QHII data provide tighter constraints on the optical depth with a slightly lower central value. The addition of UV luminosity density data further tighten the constraints which remain in agreement with the single data combination. We note the change in the degeneracy direction for the efficiency and the optical depth between the CMB+UV and CMB+QHII combinations. This change is mainly due the addition of QHII fixing the ionization fraction at fixed redshift which causes the optical depth to decrease with increasing efficiency to maintain these fixed points.

In Figure 7 and Figure 8 we show the one and two dimensional posterior distributions for the other cosmological parameters compared among the three data combination and with the standard Planck results with the hyperbolic tangent. We do not note any significant shift in the cosmological parameters, the only effect is the reduction of the error bars due to the addition of astrophysical dataset especially for the parameters which have larger degeneracies with the optical depth as the amplitude of primordial fluctuations and the $\sigma_8$. This follows on the line that this kind of astrophysical data reconstruction of reionization is decoupled from the standard cosmological model, at least for current data sensitivities.

In Figure 9 we present the reconstructed reionization histories for the three data combination. The bands represent the 68% and 95% confidence levels. The reconstructed reionization histories are in agreement at 95% C.L. although different data combinations provide slightly different scenarios. This difference is mainly due to the pulls of the astrophysical data. The ionization fraction data from AGN and GRB strongly constrain the redshift range below 8 imposing a shallow slope in the rising towards $x_e = 1$ of the end of reionization. This shallower rise is in agreement within error bars with the standard Planck 2018 baseline hyperbolic tangent but becomes more distant especially near the end of reionization when the SROLL2 data are used, due to the preference of SROLL2 for higher optical depth in the hyperbolic tangent model. This similarities in the reionization histories although providing different values of the optical depth
show how the optical depth may be a good summary statistics of reionization for the purpose of constraining the cosmological model but fails to be a good representative of the reionization history. The single addition of the QHII data to the CMB leaves room for a longer tail at high redshift which is instead reduced when UV luminosity density are taken into account. The higher redshift data from the UV luminosity density reduce the allowed range for the onset of reionization but provide less stringent constraints in the intermediate-low redshift range that with larger error bars is compatible with the hyperbolic tangent for both cases of Planck 2018 data. The combination of these two different pulls on the reionization history produces the tight red contours which show a preference for a shallower reionization history but at the same time disfavour early onsets and are only marginally in agreement with the Planck 2018 baseline hyperbolic tangent and in slight tension with the SROLL2 case. Considering all the three combinations we can conclude that the main driver of the difference between the reconstructed reionization history and the standard hyperbolic tangent can be traced back to the QHII data pulling for a shallower rise in the $z < 8$ region. With the expected improvement of the QHII data by future experiments it will be possible to reduce the error-bars in the reconstructed history and put further to the test the hyperbolic tangent modelling for reionization.

3. Varying the neutrino mass

Within the discussion on the impact of the reionization reconstruction on the cosmological model we have considered an extended cosmological model whose constraints have shown a sensitivity to the reionization history, the case of a varying neutrino mass [28, 60, 68, 69]. This model is particularly important being considered one of the baseline models for future large scale structure experiments whose combination with future CMB data will have the power to constrain the neutrino mass [70, 71].

If we additionally sample over the sum of neutrino masses, assuming a degenerate hierarchy, being current experiments not sensitive to the hierarchy, we obtain the results in Figure 10 compared with the hyperbolic tangent case. For this specific model since we want to investigate specifically the impact of reionization we do not consider the Planck lensing likelihood which alone would be able to tighten the constraints on the neutrino mass desensitizing the analysis to the reionization impact. We note how the reconstruction does not affect the neutrino mass constraints and provides $\Sigma \nu < 0.25$, $\tau = 0.0520 \pm 0.001$ with the full data combination and $\Sigma \nu < 0.26$, $\tau = 0.0550^{+0.006}_{-0.008}$ for the case with only CMB+UV; for comparison the hyperbolic tangent provides $\Sigma \nu < 0.26$, $\tau = 0.0545^{+0.007}_{-0.006}$. The addition of astrophysical data reduces the uncertainties on the optical depth and the central value but only marginally affects the neutrino mass constraint. We can therefore conclude that for current data the reconstruction does not affect the $\Lambda$CDM+neutrino mass model.

4. Non-monotonic reionization

We performed an exploratory analysis of the impact of the variation of the efficiency for non-monotonic histories of reionization considering three nodes. The results are reported in Table IV we note that in this configuration the freedom is enough to not allow to constrain the node position and recombination time but thanks to the full data combination is possible to constrain the UV luminosity density and the efficiency $\log_{10} \left[ \xi_{\text{ion}} / [\text{erg}^{-1} \text{H}_2] \right] = 24.94^{+0.03}_{-0.08}$. The addition of astrophysical data reduces the uncertainties on the optical depth and the central value but only marginally affects the neutrino mass constraint. We can therefore conclude that for current data the reconstruction does not affect the $\Lambda$CDM+neutrino mass model.

In Figure 11 we present the reconstructed reionization histories using the full combination of CMB and astrophysical data comparing the three cases of B0, B1 and B3 with varying efficiency. The histories are perfectly compatible with the case B0 superimposed to the B1. The case with three nodes enlarges the error bars as expected and allows for a later reionization. The B3 case the lowest redshift node is strongly sensitive to the QHII
data whereas the intermediate node is more sensitive to the UV data, this increased freedom weights more on the lower redshift data by the QHII slightly moving the reionization towards later times. In this three bins case we have also derived the value of the optical depth limited only to high redshift which in this case means $z > 15$. for this test we keep fixed the efficiency since we already shown that the high redshift tail is not impacted by this parameter. The results provide $\tau_{z>15} < 0.001$ which is below the 68% C.L. error bar. We can conclude that the contribution to the reionization history for redshift higher than 15 is negligible.
The luminosity function used to derive the UV luminosity density has a non-trivial shape collecting different contributions. In particular, in the derivation of the UV luminosity density we have assumed a conservative truncation magnitude of -17. This choice cuts the low-luminosity tail of the function where indeed we do expect significant contribution by fainter, but more abundant, sources. The issue of the low-luminosity tail concerns the behaviour of the current data which is still not clearly determined. As shown in [22] the faint end seems to show a possible acceleration of the curve, in the data compilation we used, which is still not consolidated by data but may have an impact on the UV luminosity density. For this reason in our previous work we assumed a conservative cut.

We now investigate the impact of choosing a less conservative assumption in the derivation of the UV luminosity density. The luminosity function used to derive the UV luminosity density has a non-trivial shape collecting different contributions. In particular, in the derivation of the UV luminosity density we have assumed a conservative truncation magnitude of -17. This choice cuts the low-luminosity tail of the function where indeed we do expect significant contribution by fainter, but more abundant, sources. The issue of the low-luminosity tail concerns the behaviour of the current data which is still not clearly determined. As shown in [22] the faint end seems to show a possible acceleration of the curve, in the data compilation we used, which is still not consolidated by data but may have an impact on the UV luminosity density. For this reason in our previous work we assumed a conservative cut.

We now investigate the impact of choosing a less conservative assumption in the derivation of the UV luminosity density. The luminosity function used to derive the UV luminosity density has a non-trivial shape collecting different contributions. In particular, in the derivation of the UV luminosity density we have assumed a conservative truncation magnitude of -17. This choice cuts the low-luminosity tail of the function where indeed we do expect significant contribution by fainter, but more abundant, sources. The issue of the low-luminosity tail concerns the behaviour of the current data which is still not clearly determined. As shown in [22] the faint end seems to show a possible acceleration of the curve, in the data compilation we used, which is still not consolidated by data but may have an impact on the UV luminosity density. For this reason in our previous work we assumed a conservative cut.

We now investigate the impact of choosing a less conservative assumption in the derivation of the UV luminosity density. The luminosity function used to derive the UV luminosity density has a non-trivial shape collecting different contributions. In particular, in the derivation of the UV luminosity density we have assumed a conservative truncation magnitude of -17. This choice cuts the low-luminosity tail of the function where indeed we do expect significant contribution by fainter, but more abundant, sources. The issue of the low-luminosity tail concerns the behaviour of the current data which is still not clearly determined. As shown in [22] the faint end seems to show a possible acceleration of the curve, in the data compilation we used, which is still not consolidated by data but may have an impact on the UV luminosity density. For this reason in our previous work we assumed a conservative cut.
The results are shown in Figure 12 for the monotonic single burst case B0 whose constraints are also presented in Table V and in Figure 13 for the monotonic B1 case whose constraints are presented in Table VI.

From the point of view of cosmological parameters the use of -15 truncation magnitude does not impact the results for both configurations B0 and B1. The result is robust with respect to the addition of the QHII data which tightens the constraints. The only substantial difference is in the parameters of the reionization. The fainter magnitude cut prefers an higher optical depth of $\tau = 0.0541_{-0.0013}^{+0.0015}$ as expected from the addition of the faint sources contribution which brings the central value towards the Planck 2018 hyperbolic tangent result. The efficiency is pushed towards lower values by the more optimistic cut and some shift is observed in the reconstructed UV luminosity density and as a consequence in the efficiency component of the source term. These differences are expected due to the intrinsically different treatment of the UV luminosity density. In Figure 14 we show the reconstructed UV luminosity densities for the two cases compared with the data points used. The case

| Parameters | B0 | P2018+UV15 | P2018+UV15+QHII |
|------------|----|------------|-----------------|
| $\Omega_b h^2$ | 0.120 ± 0.001 | 0.120 ± 0.001 |
| $\Omega_c h^2$ | 1.0409 ± 0.0003 | 1.0409 ± 0.0003 |
| $100 \theta_{MC}$ | 0.0550$^{+0.0055}_{-0.0001}$ | 0.0542$^{+0.0014}_{-0.0016}$ |
| $z_{int}$ | 21.1$^{+8.0}_{-2.9}$ | 21.1$^{+7.8}_{-3.1}$ |
| $\log_{10}[\rho_{UV}]_{[\text{erg} / (s \text{ Hz Mpc}^3)]}$ | 23.2$^{+0.8}_{-1.5}$ | 23.2$^{+0.9}_{-1.4}$ |
| $\log_{10}[\tilde{\xi}_{\text{ion}}]_{[\text{erg} H^{-1} \text{cm}^{-3}]}$ | 24.72$^{+0.19}_{-0.26}$ | 24.70$^{+0.06}_{-0.05}$ |
| $\ln(10^{10} A_s)$ | 3.046$^{+0.011}_{-0.015}$ | 3.044 ± 0.006 |
| $n_s$ | 0.9650 ± 0.0040 | 0.9649 ± 0.0038 |
| $\Delta_{\text{Reion}}$ | 4.21$^{+0.33}_{-0.70}$ | 4.20$^{+0.36}_{-0.64}$ |

TABLE V: Constraints on the parameters for the B0 case using the UV luminosity density cut at -15 in the luminosity function. Error bars are the 68% C.L.
with the combination of CMB and UV is fully compatible with the data. The addition of the QHII tightens the curve and tilts it. We note the two different tilts between the cut at -17 and at -15 which is due to the change in the data at the higher redshifts. In Figure 15 we show the comparison between the reconstructed reionization histories. Although the two 95% C.L. partially overlaps in the central redshift region we note that the two reionization histories are substantially different. The addition of the faint end of the luminosity function increases the contribution from higher redshift sources moving towards a shallower reionization history. This earlier onset of reionization is in agreement with simulations including higher redshift sources of reionization such as the models with a pop III stars contribution [72]. The minor steepness of the curve makes the reconstructed reionization history even in more disagreement with the hyperbolic tangent used in the standard cosmological analyses although the reconstructed optical depth is more in agreement with the Planck 2018 baseline results. This is mainly due to effect at the power spectrum level where in the E mode polarization this contribution is indeed much closer to the Planck best fit. Future CMB sensitivities in the E-mode may be able to distinguish among the effects of the two cuts.

2. Selection of ionized fraction data

After the investigation of different alternatives for the UV luminosity density we now consider the case of different selections for the QHII data from high redshift objects. We start by cornering the effect of the only

| Parameters | B1 | B1+QHII |
|------------|----|---------|
| $\Omega_b h^2$ | $0.0224 \pm 0.0001$ | $0.0224 \pm 0.0001$ |
| $\Omega_c h^2$ | $0.120 \pm 0.001$ | $0.120 \pm 0.001$ |
| $100\theta MC$ | $1.0409 \pm 0.003$ | $1.0409 \pm 0.003$ |
| $\tau$ | $0.0549^{+0.0013}_{-0.0016}$ | $0.0549^{+0.0013}_{-0.0016}$ |
| $z_{\tau}^{1+\tau}$ | $20.7^{+8.5}_{-3.2}$ | $21.3^{+7.7}_{-4.0}$ |
| $\log_{10} [\rho_{1UV}^{\text{int}}]$ | $23.5^{+0.9}_{-1.6}$ | $23.1^{+0.4}_{-1.3}$ |
| $\log_{10} [\xi_{1\text{ion}}^{\text{int}}]$ | $24.78^{+0.16}_{-0.34}$ | $24.71 \pm 0.06$ |
| $\ln(10^{10} A_s)$ | $3.045^{+0.012}_{-0.015}$ | $3.045 \pm 0.006$ |
| $n_s$ | $0.9649 \pm 0.0040$ | $0.9645 \pm 0.0040$ |
| $\Delta z_{\text{Reion}}$ | $4.19^{+0.31}_{-0.71}$ | $4.24^{+0.33}_{-0.62}$ |

FIG. 11: Reconstructed reionization histories using the full data combination of astrophysical data and CMB. We present the comparison for free $\xi_{1\text{ion}}$ between the single node cases and the three node case. In gray lines the 68% confidence level band for the hyperbolic tangent in Planck 2018 baseline results.

FIG. 12: Two dimensional contours for the constraints on the reionization parameters using the luminosity function magnitude cut at -15 for the B0 case compared with the same data combination with -17 cut.
point we have which is based on a Gamma Ray Burst measurement and in particular on the damping wings of the Gamma Ray Burst 050904 [7, 12]. This point having a different source for the data has a different process of data analysis and in the light of future Gamma Ray Burst data is interesting to see if it provides a different pull with respect to the more commonly used Quasar points. In Figure 16, we show the comparison for the monotonic single burst cases of the analysis excluding the Gamma Ray Burst point and the standard case which considers it and the monotonic case B1 provides analogous results. We do not note any appreciable difference between the two cases concluding that the GRB point addition does not impact the results but for a minimal reduction of the error bars it will be interesting to see if this reduction is increased by increasing the number of GRBs as expected from future data.

Concerning the Quasar data we tested a series of different alternatives for the QHII points that were provided by slightly different data analysis pipeline. We divide the different points in three combinations named A1: as in [6] we use a broader range in redshift as [6.1, 0.62] instead of [5.9, 0.94]; A2: we use the alternative [10] point at $z = 7.54$ using 0.79 instead of 0.4; A3: we use the [11] instead of the [10] point at $z = 7.09$. The results for both the monotonic single burst and the monotonic cases do not show any appreciable difference. The alternatives to the data points we used do not modify our results and again confirm the the robustness of our approach.

We finally investigate the different pulls of QHII data at low redshifts ($z < 7$, denoted as low-$z$) and high redshifts ($z > 7$, denoted as high-$z$). We display the reconstructed reionization histories for the B1 case in the right panel of Figure 17 and the two dimensional posteriors for the reionization parameters for B0 and B1 in Figure 18 and Figure 19. Cosmological parameters are in Table VII. Although perfectly consistent with the full dataset, also thanks to enlarged error bars, the two separate data sections show slightly different pulls on the parameters. Higher redshift quasars prefer an higher value of the reconstructed optical depth and shift towards higher values of the efficiency. Lower redshift dataset instead shows the opposite behaviour. Again we note how the introduction of higher redshift data tends to move the reionization history towards higher optical depth and earlier reionizations.
FIG. 15: The reconstructed reionization histories for the B1 case with full data combination using either the -17 or the -15 magnitude cut in the UV luminosity function in addition to CMB+QHII.

FIG. 16: Constraints on the reionization parameters from the combination of CMB, UV and QHII data excluding the GRB 050904 point from the QHII. We show here the B0 case.

FIG. 17: The reconstructed reionization histories using low or high redshift QHII data in addition to the CMB+UV.

FIG. 18: Constraints on the reionization parameters from the combination of CMB, UV and QHII data excluding the low redshift data and the high redshift data in turns. This is the B0 case.

IV. CONCLUSIONS

In this paper we have extended our previous analysis [1] by considering different data and their combinations and by removing the assumption of a free ionization efficiency sampling the product $f_{\text{esc}}\xi_{\text{ion}}$ as a free parameter.

When allowing to vary the ionization efficiency the results for both single node, either considering a single burst or the possibility of step like histories, and three node reconstruction show an excellent agreement with our previous results. The optical depth constraint is slightly affected by the free ionizing efficiency, the baseline B1 case providing $\tau = 0.0519^{+0.0010}_{-0.0008}$, which
is slightly larger than our previous result for fixed efficiency. CMB alone is not able to provide constraints on the efficiency, the addition of UV data improves but with very large uncertainties. The tightest constraint on the efficiency comes from the addition of the QHII data, which drastically reduces the uncertainties and flips the degeneracy direction of the efficiency with the optical depth and the scalar fluctuations amplitude leading to stronger constraints. The recovered ionization efficiency constraints are consistent within 95% C.L. with the value assumed in [1] for B1. The reconstructed ionization histories are in good agreement with those obtained by a fixed value of the efficiency with only marginal differences around the end of reionization where the free efficiency prefers a faster end.

In our previous work we assumed a conservative truncation magnitude in the UV luminosity function, at -17, that excluded the contribution of the low-luminosity tail of the function which shows an acceleration still under investigation. We have now tested a more optimistic truncation magnitude of -15 showing it has a little impact on the cosmological parameters but prefers a larger derived optical depth of $\tau = 0.0541^{+0.0013}_{-0.0016}$ and longer duration of reionization $\Delta t_{\text{Reion}} = 4.22^{+0.33}_{-0.62}$ and it impacts the reconstructed reionization history. The contribution by the faintest sources causes a preference for shallower reionization histories with a larger contribution from the high redshift part with respect to the more conservative truncation. The impact of our findings for the reionization history for CMB are displayed in Figure 20, where we show the residuals angular power spectra with respect to Planck hyperbolic tangent best fit of the case considering free efficiency and the case with also the UV more optimistic cut respectively in darker and lighter colors with respect to the B1 standard case with fixed efficiency. These results offer an intriguing perspective for future experiments which will be able to reduce the uncertainty in the faint end of the luminosity function.

Given their constraining power, we tested different selections of QHII data. The results from the full dataset are robust against different changes of dubious data points and also w.r.t. the exclusion of the only GRB data point we used. Note however that the change in the error bars suggests that GRBs might be an interesting source of constraints from future experiments. Some differences arise when splitting the QHII between redshifts lower and higher than 7. The lower dataset has a greater power, as expected from the lower uncertainties on the data points but we note how the higher redshift dataset prefers an higher optical depth $\tau = 0.0534 \pm 0.0016$ with respect to the lower $\tau = 0.0513^{+0.0015}_{-0.0010}$. Also the reconstructed reionization histories are slightly different, the higher redshift dataset seems to prefer an earlier reionization, although with a similar shape and shallowness to the low-z data.

The thorough investigation of both theoretical priors and our selection of astrophysical data performed in this paper confirmed our previous results in [1]. Astrophysical data are consistent with Planck measurements and provide the necessary leverage to constrain the ionization efficiency, leading to results consistent with the fixed value assumed in [1]. The determination of the optical depth is only marginally sensitive to the theoretical priors when CMB is combined with our selection of astro-

| TABLE VII: Constraints on the parameters for the B1 case using the low and high QHII selections. Error bars are the 68% C.L. |
| Parameters | P2018+UV17+QHII-low | P2018+UV17+QHII-high |
| $\Omega_m h^2$ | $0.0224 \pm 0.0001$ | $0.0224 \pm 0.0001$ |
| $\Omega_b h^2$ | $0.120 \pm 0.001$ | $0.120 \pm 0.001$ |
| $100\theta_{MC}$ | $1.0409 \pm 0.0003$ | $1.0409 \pm 0.0003$ |
| $\tau$ | $0.0533^{+0.0015}_{-0.0010}$ | $0.0534^{+0.0016}_{-0.0016}$ |
| $z_{\text{int}}$ | $20.9^{+7.3}_{-3.4}$ | $20.7^{+7.2}_{-3.5}$ |
| log$_{10} [\rho_{\text{UV}}]$ | $21.1^{+1.7}_{-2.7}$ | $21.2^{+1.8}_{-2.7}$ |
| log$_{10} [R^{[1]}]$ | $24.93^{+0.06}_{-0.05}$ | $25.01^{+0.06}_{-0.08}$ |
| ln($10^{10} A_s$) | $3.039 \pm 0.006$ | $3.043 \pm 0.006$ |
| $n_s$ | $0.9642 \pm 0.0040$ | $0.9647 \pm 0.0040$ |
| $\Delta t_{\text{Reion}}$ | $2.79^{+0.11}_{-0.14}$ | $2.78^{+0.12}_{-0.15}$ |

FIG. 19: Constraints on the reionization parameters from the combination of CMB, UV and QHII data excluding the low redshift data and the high redshift data in turns. This is the B1 case.
physical data, consistently with the results of [50], which however used a different selection of astrophysical data and a different methodology. The reconstructed reionization histories are more sensitive to theoretical priors and astrophysical data cuts, the major change occurring when we change the truncation magnitude for the UV luminosity function.

The results of this paper show how for our selection of data the value of the integrated optical depth as reconstructed in our methodology is mainly driven by astrophysical data and only slightly sensitive to actual history of reionization. Results from very different histories produce similar optical depth although with some shift towards lower values when low redshift quasars are added to the data combinations. UV data are in good agreement with a larger optical depth closer to the Planck 2018 value obtained by a hyperbolic tangent modelling. The other cosmological parameters which are instead mainly constrained by the CMB show very little sensitivity to the change in the optical depth with only a fraction of sigma shift in the scalar spectral index. The little sensitivity of the cosmological parameters to the change in the reionization history may lead to favour a split of the data, reionization dynamics constrained through astrophysical data and the cosmological model based on a simple optical depth prior. As also shown in [50], the differences in the E-mode polarization power spectrum among different reionization reconstructions are below the sensitivity of current data, but this will not be true anymore for future experiments which will reach the cosmic variance limit. At the same time it has been shown in [60, 73] how future experiment will reach a level of sensitivity for which the extended cosmological and primordial power spectrum models will be degenerate with the reionization history and therefore the astrophysical data combination with the CMB will reach a crucial importance in constraining extended cosmological models.

The overall results point to even brighter synergies for the reconstruction of reionization in the perspectives of future observations. We expect progress in the measurement of the CMB E-mode polarization on large angular scales from CLASS [74] and LiteBIRD [75], of the UV luminosity function which will clarify the faint end slope and finally of the high redshift QHII data either from Quasars or Gamma Ray Bursts.
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