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Abstract: Based on the drive signals of a milling center, process forces can be reconstructed. Therefore, a novel approach is presented to reconstruct the process forces with a long short-term memory neural network (LSTM) using drive signals as an input. The LSTM is evaluated and compared to a model-based approach. The latter compensates nonlinearities and disturbances such as friction and inertia. For training of the LSTM, multiple milling processes are considered to enhance the generalizability. Training data is generated by recording drive signals and process forces measured by a dynamometer. The LSTM is then evaluated using a test set, which comprises new process parameters. It is shown that the LSTM has a lower root mean square error (RMSE) in comparison to the model-based approach. Especially, when changing the feed motion direction during milling, the neural network clearly outperforms the model-based approach. Nevertheless, there are processes, where the LSTM induced oscillations, which do not correspond to the measured forces.
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1. Introduction

Reconstruction of process forces during milling enables a broad field of applications. For instance, force reconstruction is utilized to monitor the condition of the tool [1] and machine components [2]. It is also possible to predict the workpiece quality in terms of surface roughness [3] and geometry errors caused by static tool deflection [4]. Therefore, in the last decades a variety of different estimators, simulation methods, and sensors have been introduced, to provide information about process forces.

In general, there is a distinction between direct and indirect measurement. In case of direct measurement, the milling center is extended by external sensors. Sensors like a dynamometer can measure forces close to the process, which enables a high accuracy. Moreover, frequencies can be reconstructed for dynamic analysis of the process. Here, they are only restricted by the eigenfrequencies of the sensor, the sampling rate of the analog-to-digital conversion and signal filtering. Major disadvantages of a dynamometer are the high purchase costs as well as the reduction of the machine workspace. Different sensors have been utilized to overcome these limitations. For example, Denkena et al. installed strain gauges within small notches on the axis slide, to further increase sensitivity [5]. Compared to a dynamometer the maximal deviation of this approach is 10%. In general, adding more sensors increases the complexity of the system and therefore the failure probability.

An alternative to the direct measurement of process forces is indirect measurement, based on drive signals from the machine control. Yet it involves a higher effort when it comes to developing and implementing appropriate methods. This is due to signal losses and unknown disturbance forces, acting on the machine drives. Moreover, this approach is limited by the frequency and accessibility...
of the machine controller. As stated by Miura, Döbbeler, and Klocke [6], the frequency of the outer control loop limits the maximum frequency for accessing control data.

A commonly used method to reconstruct forces is to compensate friction and inertia of motor and machine components, as described elsewhere [7]. For this purpose a disturbance observer can be utilized like it was done in previous studies [8,9]. A fundamental approach was developed by Altintas [1]. Aslan and Altintas extended a model-based approach with a disturbance Kalman filter in order to increase the bandwidth of the reconstructed signal [10]. Jeong and Cho [11] developed another model-based approach focused on the limited frequency of indirect cutting force measurement. In contrast, Miura et al. used current and voltage sensors to increase the frequency of the signals that are used to estimate the cutting power via the back-electromotive force [6]. In comparison to a dynamometer or integrated strain gauges, the current and voltage sensors have the advantage, neither to affect the working space nor the structure of the machine while providing a high signal bandwidth.

In addition to these model-based solutions a variety of different artificial neural networks (ANNs) exists for the reconstruction of process forces. One of the first approaches was investigated by Kim et al. [12]. They presented an ANN which reconstructs the process forces for circular interpolated contour milling with feed rates and motor currents as an input. Compared to the results of a Kalman filter, the ANN was capable of reconstructing the forces even when the feed direction changed. However, memory and computing speed have significantly increased in the last two decades. As a consequence, nowadays more data can be considered for the training of ANNs. König et al. used the cutter engagement map computed by a material removal simulation combined with numerical control (NC) data (axis velocity, acceleration, and jerk) as an input for a multilayer perceptron (MLP) [13]. Zagorski et al. evaluated different MLPs to predict cutting forces from process parameters [14]. They reached an accuracy of 15% compared to measurements with a dynamometer. Zuperl and Cus used an adaptive neuro-fuzzy inference system to predict forces during ball-end milling [15].

At this juncture, the majority of developed ANNs either relies on additional process information like material removal rate and depth of cut or is not generalizable to arbitrary milling processes. Therefore, this work presents a long short-term memory neural network (LSTM) to reconstruct the process forces of a five-axis milling center (HSC30 linear, DMG) solely based on the machine drive signals. As input signals, position, velocity, acceleration, and motor current of the drive axis are used, as well as the rotational speed and motor current of the spindle. In contrast to the previously described ANN of Königs et al., no additional simulations are required. Compared to the ANN developed by Kim et al., the recurrence of the LSTM enables the presented network to interpret data in its temporal context. Moreover, different processes like groove milling and milling of circular pockets are used to train the LSTM, which increases the generalizability of this approach. The results of the LSTM are then compared to a state-of-the-art model-based solution. It is shown that processes with accelerated axes like milling circular pockets can be reconstructed more precisely by the LSTM. Nevertheless, ANNs including LSTMs are prone to overfitting. Thus, the limitations of neural networks are discussed in the broad context of machine tools.

2. Materials and Methods

To train the LSTM, parametrize the model-based approach, and finally evaluate both, various experimental cutting investigations were conducted. In the following the experimental setup is briefly explained. Then the methods used for the model and the LSTM are introduced. All algorithms are implemented in MATLAB [16].

2.1. Experimental Setup

For the experiment, a DMG MORI five-axis milling center HSC30 linear was used. Due to the model-based approach, explained in Section 2.2, it is notable that the X-, Y-, and Z-axis of the machine are actuated by direct drive linear motors. The machine tool is controlled by a Siemens Sinumerik 840D solution line. Axis data are transmitted via PROFIBUS to a real time capable Beckhoff industry PC
(IPC), where the data were preprocessed and logged. The sample rate of the transmission was 250 Hz. Furthermore, a Kistler dynamometer 9257B was mounted onto the machining table, to measure the forces while processing. During the experimental cutting investigations, no cooling lubricant was used. The workpiece was screwed onto the dynamometer. The analogue output signal of the dynamometer was amplified and filtered with a cutoff frequency of 300 Hz. Subsequently, the signal was converted by 2-channel analog input terminals (Beckhoff EL3702) with a 16-Bit resolution. Thus, the signal can be processed by the IPC. For the milling process a four-tooth end milling cutter with a diameter of 10 mm, a variable helix angle ($a_1 = 38^\circ$, $a_2 = 35^\circ$), and an orthogonal rake of $\gamma = 8^\circ$ was clamped in a shrinking chuck. The tool was exchanged during the experiment before tool wear occurred. As workpiece material C45 carbon steel was used.

2.2. Model-Based Force Reconstruction

An established method to reconstruct process forces is the model-based compensation of nonlinear forces acting on the drives, described in detail by Albrecht [17]. According to this, the forces acting on the electrical motor can be summarized to Equation (1), depending on drive current $I$, axis position $s$, and its derivatives.

$$K_m I = F_m(s) + K(s - s_r) + F_f(s) + M \ddot{s} + F_{ext}$$  \hspace{1cm} (1)

In this equation the motor force $F_m = K_m I$ is acting against cogging forces $F_{co}$ of the linear drives, linear restoring forces $F_s = k(s - s_r)$, friction force $F_f(s)$, inertia $F_m = m \ddot{s}$, and the external forces $F_{ext}$. Where $K_m$ is the motor constant, $K$ is the spring constant, and $M$ is the mass matrix. Assuming no other external forces are acting on the system, $F_{ext}$ equals the process forces $F_i$. Experiments at the HSC30 milling center have shown that linear restoring forces depending on the rest point $s_r$ and the constant factor $K$ have an essential impact. These forces most probably are caused by the guidance coverage and the drag of the cable. Equation (1) can be rearranged according to the process forces and applied to the $X$-, $Y$-, and $Z$-axis. This leads to Equation (2), which can be divided in linear and nonlinear terms.

$$\begin{bmatrix}
    F_x \\
    F_y \\
    F_z
\end{bmatrix} =
\begin{bmatrix}
    k_{m,x} & 0 & 0 \\
    0 & k_{m,y} & 0 \\
    0 & 0 & k_{m,z}
\end{bmatrix}
\begin{bmatrix}
    i_x \\
    i_y \\
    i_z
\end{bmatrix}
-\begin{bmatrix}
    k_x & 0 & 0 \\
    0 & k_y & 0 \\
    0 & 0 & k_z
\end{bmatrix}
\begin{bmatrix}
    x - x_r \\
    y - y_r \\
    z - z_r
\end{bmatrix}
-\begin{bmatrix}
    m_x + m_z \\
    0 & m_y + m_z \\
    0 & 0 & m_z
\end{bmatrix}
\begin{bmatrix}
    \ddot{x} \\
    \ddot{y} \\
    \ddot{z}
\end{bmatrix}
- F_{co}(x, y, z) - F_f(\dot{x}, \dot{y}, \dot{z})$$

(2)

Based on Equation (2), a model is implemented in MATLAB/Simulink (Figure 1). The axis of the model is represented by three different subsystems. Every subsystem relies on the same structure, representing cogging force, linear restoring force, friction force, and inertia. The model input is provided by the numerical control (NC), but positions are transformed by the linear translation $T_r$, as shown in Equation (3).

$$T_r : \ s^* = s - s_r$$

(3)

To parametrize the model, axis movements are performed without tool engagement. Simultaneously, the NC data is recorded. Each subsystem is parametrized in four steps. At first, the restoring forces and the rest point are determined. For this purpose, the axis slide is moving with a constant velocity in negative and positive feed direction. Since there is no tool engagement and no acceleration, cutting and inertia forces equal zero. Simplifying it is assumed that neither restoring force nor cogging force depend on the feed direction. Therefore, the mean value of the motor current is formed by averaging over positive and negative direction. Subsequently a first-degree polynomial is fitted by solving the linear regression task. The coefficients of the polynomial correspond to rest point $s_r$ and the spring constant $K$. In a second step the cogging forces are deduced by subtracting the polynomial from the before calculated mean signal. The remaining signal is approximately due to the oscillation of the cogging force. To approximate the cogging force a lookup table is used. An alternative
approach is approximation by fitting a finite Fourier series, but this approach was discarded, since it achieved a lower accuracy.

\[
\begin{align*}
F_{fr}(\dot{s}) &= \text{sgn}(\dot{s}) \left( F_C + (F_{br} - F_C) \left( \frac{\dot{s}}{v_s} \right)^\delta \right) + \sigma \dot{s} \\
\text{(4)}
\end{align*}
\]

Hence, five parameters have to be adjusted. According to Ruderman [18], the Stribeck shape factor \(\delta\) can be assumed as \(\delta = 2\). Breakaway friction \(F_{br}\), Coulomb friction \(F_C\), Stribeck velocity threshold \(v_s\), and viscous friction coefficient \(\sigma\) are subject to an optimization. To this end, axis slide movements are performed, covering a range of constant velocities. Since \(F_{co}(s)\) and \(F_{fr}(s)\) have been determined before, both are subtracted from the motor force, as expressed in Equation (5).

\[
\bar{F}_{fr} = K_m I - F_{co}(s) - k(s - s_r)
\]

Since position dependent effects have been compensated, the remaining signal \(\bar{F}_{fr}\) is mostly due to friction and depends on the velocity \(\dot{s}\). Optimal friction parameters are then determined by finding the minimal nonlinear least squares error \(E_{fr}\) compared to the recorded data using the ‘trust-region-reflective’ algorithm, outlined in Equation (6). The results are shown in Figure 2.

\[
E_{fr} = \sum_s (\bar{F}_{fr}(\dot{s}) - F_{fr}(\dot{s}))^2
\]

Finally, the mass parameters for the calculation of forces of inertia are determined. For this purpose, accelerated movements are considered and frictional, cogging as well as restoring forces are eliminated from the recorded signal. The mass parameters \(m_{ex}, m_{ey},\) and \(m_e\) are calculated by minimizing the least squares error \(E_{m,s}\), regarding Equations (7)–(10).

\[
\bar{F}_{m,s} = K_m I - F_{co}(s) - k(s - s_r) - F_{fr}(\dot{s})
\]

\[
\text{Sp/100373 ©IFW}
\]
Analog an input gate \( i \) (Equations (12) and (13)). The cell state is updated by combining the old cell state and the candidate elements are a result of the training.

\[
E_{m,x} = \sum_x (\tilde{F}_{m,x}(\dot{X}) - (m_x + m_z)\dot{X})^2
\]  
(8)

\[
E_{m,y} = \sum_y (\tilde{F}_{m,y}(\dot{Y}) - (m_y + m_z)\dot{Y})^2
\]  
(9)

\[
E_{m,z} = \sum_z (\tilde{F}_{m,z}(\dot{Z}) - m_z\dot{Z})^2
\]  
(10)

All four steps are repeated for each axis. The above described model states a model-based reference to compare with the presented LSTM.

2.3. Neural Network Based Force Reconstruction

The neural network designed and evaluated in this work is based on the LSTM, developed by Hochreiter and Schmidhuber [19]. The LSTM is especially useful to predict time series, since every LSTM cell passes its inner state \( c(t) \) forth to the next iteration [20]. The LSTM cell used in this work as a building block is similar to the LSTM cell used in a study by Lipton and colleagues [21]. In particular, no peepholes are used (compare [20] and [22]). According to Lipton and colleagues [21], the LSTM cell is defined by Equations (11)–(16), where \( \sigma \) is the sigmoid function, \( W \) is a weight matrix, and \( b \) is the bias. \( W \) and \( b \) are specific to each equation and therefore marked with the corresponding index \( f, g, i \) or \( o \). The dimensions of \( W \) and \( b \) are subject to the hyperparameter optimization, while the individual elements are a result of the training. \( x(t) \) is the input delivered by the previous layer. In every iteration the LSTM discards a proportion of the old state \( c(t-1) \) depending on a forget gate \( f(t) \) (Equation (11)). Analog an input gate \( i(t) \) is used to keep a proportion of a new calculated cell state candidate \( g(t) \) (Equations (12) and (13)). The cell state is updated by combining the old cell state and the candidate according to Equation (15). The output \( h(t) \) of a LSTM cell is calculated from the Hadamard product \( \circ \) of the output gate \( o(t) \) and the hyperbolic tangens of the cell state (Equations (14) and (16)).

\[
f(t) = \sigma(W_{f,h}h(t-1) + W_{f,x}x(t) + b_f)
\]  
(11)

\[
g(t) = \tanh(W_{g,h}h(t-1) + W_{g,x}x(t) + b_g)
\]  
(12)

\[
i(t) = \sigma(W_{i,h}h(t-1) + W_{i,x}x(t) + b_i)
\]  
(13)

\[
o(t) = \sigma(W_{o,h}h(t-1) + W_{o,x}x(t) + b_o)
\]  
(14)

\[
c(t) = c(t-1) \circ f(t) + g(t) \circ i(t)
\]  
(15)

\[
h(t) = o(t) \circ \tanh(c(t))
\]  
(16)
The developed network is presented in Figure 3. Its input neurons correspond to the control data of the Sinumerik 840D sl. In particular, these are the axis positions, velocities, accelerations, and motor currents of the $X$, $Y$, and $Z$-axis as well as the spindle speed and the motor current of the spindle. The input layer is connected to a layer consisting of 20 LSTM cells followed by two more LSTM layers by the same size. Finally, the output layer is formed by a single neuron, representing one of the force components in the $X$, $Y$, and $Z$-direction. Consequently, each force component is decoupled with its own sub-ANN. The design of the neural network results in an iterative process performed on a subset of the training data. Based on this subset it was found that three separate LSTMs converged faster than a single network reconstructing all three force components at once. To avoid overfitting, dropout is used during the training of the network [23].

![Figure 3. Schema of the long short-term memory neural network (LSTM) neural network.](image)

Coming to train the network, quantity and quality of the underlying data are very important. A higher amount of training data reduces the risk of overfitting. As explained in Section 2.1, the data is collected by recording drive data as well as force measurements from a plate dynamometer during the milling process. A zero-phase Butterworth filter with a cutoff frequency of 120 Hz is applied to the force measurement data. The cutoff frequency is chosen with respect to the Nyquist–Shannon sampling theorem. Due to the sampling rate of the streamed NC data (250 Hz), no higher frequencies
than 125 Hz can be reconstructed from the signal. Afterwards, the force measurements are scaled and shifted according to Equation (17). Thereby, the new calculated force $F^*_i$ is one for the highest ever measured absolute value $|F_{i}^{\text{max}}|$ with $i \in \{x, y, z\}$. Moreover $F_i(k) = 0$ corresponds to $F^*_i(k) = 0.5$ after transformation.

$$F^*_i(k) = \frac{F_i(k)}{2|F_{i}^{\text{max}}|} + 0.5 \quad \forall F_i(k) \in F_i : |F_{i}^{\text{max}}| \geq |F_i(k)|$$ (17)

To a small extent, this preprocessing approach deviates from standard normalization techniques like Min-Max Feature Scaling. The new approach achieves a faster convergence of the training loss compared to standardization with zero mean and regular normalization. However, the normalization technique is specific to the use case. The drive data remain unfiltered and are normalized to a range of $[-1, 1]$ or rather $[0, 1]$ for strictly positive variables like the position.

An important aspect is the variation of the process parameters while recording the measurements. For classification tasks it has been shown that the data should be evenly distributed, by the means that no class should be underrepresented in the dataset [24]. Since regression is a different task, transferring this knowledge from classification data sets to the use case of force reconstruction is not trivial. Every neural network has to be considered as a black box model. Hence, there is no rule, constraining the network to learn the process forces based on physical laws. As already pointed out for the model-based approach, different forces affect the behavior of the linear drives. Thus, it is not sufficient to teach a neural network only with data collected from milling straight grooves, because given a constant feed rate, no acceleration occurs. On the other hand, teaching only records of circular pocket milling, would not provide necessary information on how the process force behaves, if feed rates are constant. For best results a broad range of processes and process parameters should be considered to prevent the neural network from overfitting. In addition to the influence of different processes to the linear drive, the acting process forces need to be varied. According to Kienzle [25], the process forces depend on the tool, the workpiece material, and the machining conditions. Tool and material are not the subject of this study, so only the machining conditions are varied. In particular, these are cutting speed, which depends on spindle speed $n$ and tool diameter, feed rate $v_f$, depth of cut $a_p$, and width of cut $a_e$. Table 1 gives a full overview of the variations of the process parameters for the training data. Based on the tool manufacturer’s data, these variations where determined by preliminary tests.

| Parameter | Unit | Variations          |
|-----------|------|---------------------|
| $a_p$     | (mm) | $\{1, 2, 3, 4\}$   |
| $a_e$     | (mm) | $\{1, 2, 4, 5, 7, 10\}$ |
| $v_f$     | (mm/min) | $\{300, 400, 500, 700, 800\}$ |
| $n$       | (1/min)| $\{2600, 3500, 4500, 5400, 6000\}$ |

For the dataset only parameter combinations are considered which result in undisturbed milling processes; for example, the measurement was not taken into account when chatter was detected. All in all, 181 parameter variations were considered. In total, 160 of these recorded datasets were used for training. The other 21 datasets are not shown to the network while training and were used as test data.

3. Results

Both the model-based approach as well as the LSTM are capable of reconstructing process forces. Nevertheless, they have different advantages and disadvantages. Subsequently, the two approaches are evaluated based on various processes. In detail these are side and groove milling processes with different feed directions, milling of a circular pocket, and ramp milling.
3.1. Model-Based Force Reconstruction

Since the model-based approach does not need any force measurements for parametrization, it is not necessary to discriminate between train and test datasets. All force measurements are unknown to the model. Hereafter, the model is evaluated using representative examples. The focus of the evaluation is on the reconstruction of the X- and Y-axis. In Figure 4, the measured and the reconstructed forces of a slot milling process with diagonal feed direction in the X/Y-plane with a material recess \((t = 10.5 \text{ s to } t = 12.5 \text{ s})\) are shown. The deviation between reconstructed and measured force is very small, with a root mean square error (RMSE) of 32.95 N for the X-component and a RMSE of 20.87 N for the Y-component of the force. It stands out, that at the beginning and at the end of the milling process, there are peaks in the reconstructed force signal, when the movement sets in. Those are due to the stiction and the characteristic of the implemented Stribeck model. Moreover, a closer look at Figure 4b from \(t = 6 \text{ s to } t = 10 \text{ s}\) as well as Figure 5a from \(t = 4 \text{ s to } t = 10 \text{ s}\), reveals that there are some oscillations with a very low frequency of around 0.2 Hz. In relation to the axis position, this results in a distance of 23 mm for one period which corresponds to the pole width of the linear drive. This suggests that the oscillations are due to the motor cogging, which is not fully compensated by the model for the given process parameters. However, there also have been trials, where a too-high cogging compensation induced oscillations.

![Comparison between measured process forces and the model-based approach during milling of a diagonal groove.](Sp100357©IFW)

![Comparison between measured process forces and the model-based approach during milling of a diagonal groove.](Sp100358©IFW)

**Figure 4.** Comparison between measured process forces and the model-based approach during milling of a diagonal groove: (a) force acting in X-direction (root mean square error (RMSE) = 36.22 N); (b) force acting in Y-direction (RMSE = 28.25 N).

Altering the process parameters, again the model achieves a RMSE lower than 40 N (see Figure 5). Nevertheless, a constantly higher force is reconstructed by the model. This effect can be interpreted as a systematical error, caused by the deliberately low model complexity. Further investigations could minimize these errors. For example, friction parameters could be adapted regarding different axis positions, as wear might cause different surface quality of the guidance. Yet with higher complexity the model is increasingly susceptible to overfitting.
When milling circular pockets, the forces can be reconstructed better, compared to the model-based approach (see Figure 7). Even the first peak, marking the transition between drilling and milling operation at the beginning of a pocket milling process is reconstructed. Nevertheless, the reconstructed approach (see Figure 7) leads to good results as well. Like the previously evaluated model-based approaches, the LSTM leads to good results as well.

3.2. LSTM

For the evaluation of the LSTM, a test set is used, which has not been introduced to the network before. Like the previously evaluated model-based approaches, the LSTM leads to good results as well. When milling circular pockets, the forces can be reconstructed better, compared to the model-based approach (see Figure 7). Even the first peak, marking the transition between drilling and milling operation at the beginning of a pocket milling process is reconstructed. Nevertheless, the reconstructed signal still deviates from the measurement. In particular, negative forces are reconstructed with a minor quality, which leads to a RMSE of 49.8 N in the X-direction and 38.3 N in the Y-direction.

Figure 5. Comparison between measured process forces and the model-based approach during milling of a diagonal groove: (a) force acting in X-direction (RMSE = 30.74 N); (b) force acting in Y-direction (RMSE = 33.49 N).

Figure 6 shows a pocket milling process. Here, the limitations of the model-based approach become apparent; especially when the direction of a feed axis is changing, there is a poor model quality. The combination of accelerated axis and micro friction clearly is one of the major drawbacks of the model.

Figure 6. Comparison between measured process forces and the model-based approach during milling of a circular pocket: (a) force acting in X-direction (RMSE = 104.4 N); (b) force acting in Y-direction (RMSE = 149.1 N).
The median RMSE for all processes and axes is 35.3 N. However, some outliers occur in certain directions (i.e., side milling and circular pocket milling with a counterclockwise (ccw) feed direction). An overview of the RMSE of both models is given in Table 2. For many processes the LSTM reconstructs the forces with a RMSE of approximately 20.8% lower than the model-based approach. An overview of the RMSE of both models is given in Table 2. For many processes the LSTM reconstructs the forces with a RMSE of approximately 20.8% lower than the model-based approach.

Analyzing the RMSE and comparing it to the model-based approach, in most cases the LSTM outperforms the model-based approach. An overview of the RMSE of both models is given in Table 2, showing different evaluated milling processes of the test set. The test set covers straight side milling processes with different process parameters as well as ramp milling (indicated with the −y/ +z feed direction) and circular pocket milling with a counterclockwise (ccw) feed direction.

Table 2. RMSE of the LSTM compared to the model-based approach and the measured forces $F_{me}$.

| Feed Direction | $a_c$ (mm) | $a_p$ (mm) | $f$ (mm/min) | $n$ (1/min) | ANN $F_{me}$ (N) | Model $F_{me}$ (N) | Max. $F_{me}$ (N) |
|---|---|---|---|---|---|---|---|
| X-direction | 5 | 2 | 800 | 5400 | 33.9 | 10.3 | 257.9 |
| | 5 | 2 | 800 | 6000 | 53.6 | 23.3 | 184.3 |
| | 5 | 5 | 800 | 5400 | 77.9 | 53.6 | 1016.7 |
| | 7 | 2 | 400 | 2600 | 36.8 | 31.5 | 372.6 |
| | 7 | 2 | 800 | 5400 | 33.8 | 30.1 | 241.1 |
| | 10 | 1 | 700 | 5000 | 35.6 | 23.3 | 375.0 |
| | 5 | 2 | 600 | 5400 | 30.1 | 45.0 | 80.8 |
| | 5 | 3 | 800 | 6000 | 42.7 | 32.8 | 100.4 |
| | 10 | 3 | 800 | 5000 | 34.3 | 12.9 | 268.5 |
| | 5 | 5 | 600 | 5400 | 48.7 | 99.0 | 478.8 |
| | 10 | 1 | 300 | 2600 | 48.5 | 157.4 | 579.6 |
| | 10 | 1 | 500 | 3500 | 42.5 | 90.5 | 836.0 |
| | 5 | 2 | 600 | 4500 | 38.9 | 12.0 | 205.4 |
| | 5 | 4 | 800 | 5400 | 36.9 | 30.7 | 261.3 |
| | 10 | 1 | 600 | 5400 | 32.6 | 23.9 | 99.3 |
| | 5 | 3 | 600 | 4500 | 68.6 | 157.1 | 324.9 |
| | 5 | 4 | 800 | 6000 | 36.5 | 64.0 | 297.4 |
| | 10 | 2 | 600 | 5400 | 35.0 | 47.7 | 156.6 |
| | 10 | 0 to 2 | 600 | 5000 | 28.1 | 50.6 | 206.2 |
| ccw | 2 | 2 | 600 | 4500 | 49.8 | 104.4 | 247.5 |

Abbreviations: ANN = artificial neural network; ccw = counterclockwise.

Averaged over the test set, the RMSE of the LSTM is 20.8% lower than the RMSE of the model-based approach. For many processes the LSTM reconstructs the forces with a RMSE of approximately 35 N. The median RMSE for all processes and axes is 35.3 N. However, some outliers occur in certain
applications and leverage the overall RMSE of the LSTM to 50.2 N. One of those outliers can be inspected in Figure 8. While the forces in the X-direction are reconstructed sufficiently with a RMSE of 48.7 N, the LSTM reconstructs an oscillating force in the Y-direction leading to a RMSE of 88.6 N. More detailed investigations show high frequent oscillations of the Y-axis velocity, indicating a semi-stable process. Since instable processes have been discarded, semi-stable processes indicate a high difference between measured process variables and desired set points. Compared to the model-based approach with a RMSE of 245.3 N in the Y-direction, the LSTM still reconstructs the force more accurately. The same applies to other semi-stable processes (see Table 2, line 3).

![Comparison between measured process forces and the result of the LSTM during side milling in negative X-direction: (a) force acting in X-direction; (b) force acting in Y-direction.](image)

**Figure 8.** Comparison between measured process forces and the result of the LSTM during side milling in negative X-direction: (a) force acting in X-direction; (b) force acting in Y-direction.

In the case of the ramp milling process the RMSE is 25.1, which is lower than average (Figure 9). Nevertheless, the LSTM reconstructs some characteristic oscillations which do not correlate with the force measurement. Similar oscillations already occurred during training. Since the oscillations have a moderate amplitude, they do result in a RMSE. As a consequence, unlearning them by minimizing the RMSE is difficult. Possible reasons for the oscillating output of the LSTM are oscillations in the input signal and the LSTM itself, but further investigations need to be conducted.

![Comparison between measured process forces and the result of the LSTM during ramp milling in negative Y-direction and positive Z-direction: (a) force acting in X-direction; (b) force acting in Y-direction.](image)

**Figure 9.** Comparison between measured process forces and the result of the LSTM during ramp milling in negative Y-direction and positive Z-direction: (a) force acting in X-direction; (b) force acting in Y-direction.
4. Conclusions and Outlook

This work presents two approaches to reconstruct the process forces from the drive signals, including the motor current. Both approaches show a sufficient accuracy for the reconstruction of the process forces. Nevertheless, the LSTM is more robust when the axis accelerates during machining. Here, the LSTM achieves a higher accuracy in comparison to the model-based approach. Overall, the RMSE of the LSTM is lower than the RMSE of the model-based approach. The investigations have also shown that the reconstruction of forces based on the drive currents is highly dependent on the process. Thus, a RMSE of 12 N could be achieved for individual axes. Other processes led to RMSEs of more than 100 N. Process stability is especially essential for the performance of both approaches, but the model-based approach is much more affected by a decreasing process stability. As a consequence, outliers occur more often and lead to even higher errors. Since some outliers occur simultaneously in both approaches, this is an indication that in these cases there are limitations to reconstruct the forces based on the drive current. In order to analyze this more precisely, the complexity of both approaches must be examined on the one hand and the quality of the signal on the other.

Even though in some cases it seems rather obvious that a neural network trained only on selected data does not generalize to new processes, it is difficult to rate whether the recorded data are sufficient or not. In this work a broad range of different machining conditions is covered for training data. It has been shown that processes with constant feed velocity as well as accelerated axis feed are necessary to train a robust and generalizable network. Taking this into account a high degree of generalizability is achieved by the presented LSTM.

Compared to other neural networks (see [13]) the presented one does not learn a material removal simulation, but estimates the transfer functions of the direct drives, fused with spindle data. From this the hypothesis can be deduced that not all workpiece materials and tool variations are necessary for the training data. Instead, the operating range of the motors needs to be covered, which might be easier to achieve. To prove this hypothesis, different milling tools, tool holders, and workpiece materials should be evaluated in following studies. Thereby, the network would be enabled to react to material inhomogeneities, which could not be considered by simulations.

Furthermore, neural networks have to be considered as black box models. Therefore, it is desirable to extend the network in a way that predictions can be made regarding the uncertainty of the reconstructed process force. In conclusion, neural networks in general, and the presented LSTM in particular, are highly suitable to reconstruct process forces, but higher effort in generating training data for a well-trained network is necessary.
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