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Abstract: This paper presents novel extensions of the Stochastic Optimization Motion Planning (STOMP), which considers cartesian path constraints. It potentially has high usage in many autonomous applications with robotic arms, where preservation or minimization of tool-point rotation is required. The original STOMP algorithm is unable to use the cartesian path constraints in a trajectory generation because it works only in robot joint space. Therefore, the designed solution, described in this paper, extends the most important parts of the algorithm to take into account cartesian constraints. The new sampling noise generator generates trajectory samples in cartesian space, while the new cost function evaluates them and minimizes traversed distance and rotation change of the tool-point in the resulting trajectory. These improvements are verified with simple experiments and the solution is compared with the original STOMP. Results of the experiments show that the implementation satisfies the cartesian constraints requirements.
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1. Introduction

Currently, there are many path planners available that can solve the problem of path planning in a complicated configuration space of an industrial robotic arm. Commonly, the effective path planners that can fast-search any complicated configuration space are sampling-based, e.g., PRM [1], RRT [2] or their modifications (e.g., [3]), which even consider robot dynamics [4]. These algorithms are effective in searching for feasible paths, but they do not meet requirements of optimization principles. On the other hand, there are optimization-based algorithms (e.g., Covariant Hamiltonian Optimization for Motion Planning (CHOMP) [5] and Energy-Optimal Collision-Free Motion Planning [6]) that combine energy consumption and collision avoidance constraints in an optimization task. These algorithms do not use randomized sampling and are not guaranteed to find a path for each case because there is a risk the planner will be trapped in a local minimum. An interesting solution is introduced by the Stochastic Optimization Motion Planning (STOMP) [7], which combines optimization-based methods and randomized generation of noised trajectories. The best candidate is chosen from these noised trajectories by optimization of the cost function.

The disadvantage of STOMP is that it works in robot joint space but some specific industrial applications need to find optimal solutions in cartesian space of robot TCP (tool center point). Imagine an industrial application in which a manipulated object is grasped by a vacuum or magnetic gripper. The grasp could have been weak, such as when using a two-finger gripper, and the object could have been dropped during the manipulation if the external forces are greater than the grasp force. This can occur with a specific tool-point orientation or position [8–11]. Likewise, many other applications...
exist where a minimization of tool-point rotation is required, e.g., applications in human environment \([12-15]\), liquid handling \([16]\), in milling and in the study of the cutter path \([17]\) and others \([18,19]\). The restrictions of specific tool-point orientations and positions on a robot trajectory are called cartesian path constraints.

Therefore, a new requirement for cartesian path constraints is necessary in the path planner. Authors of the GSTOMP algorithm \([20]\) tried to solve a similar problem. Their solution was based on a task-informed initialization of the STOMP algorithm by generation of initial trajectories using the Learning from Demonstration method \([21]\), with their custom cost function aiming to minimize the distance between collision-free trajectory and initial trajectory.

STOMP works in robot joint space, though the cartesian path constraints are not considered in the current version. However, STOMP is extendable because the implementation is based on plugins, which can be simply switched. Therefore, the idea of our designed solution is to use cartesian space instead of joint space in parts of the original algorithm, where it is required. The most potentially beneficial plugins could be the noise generator and cost function. In the cartesian space it is much easier to generate good trajectory candidates that satisfy cartesian constraints of the robot TCP. Likewise, the important part is the cost function, which can evaluate these generated trajectory candidates in respect of cartesian constraints. The STOMP version that uses these plugins is called cartesian constrained STOMP. In contrast to GSTOMP, our research provides a solution that does not require the task-informed initialization and is usable without any third-party algorithms. The main contribution of our research are extensions of STOMP that allow the usage of cartesian constraints. The new plugins, being the sampling generator and cost function, are briefly described in the Section 2. The Section 3 focuses on the description of our proposed implementation and solution for path planning under cartesian constraints. Our research is verified with experiments in the Section 4. The first experiment verifies the satisfaction of required cartesian constraints and the second compares computation time and the quality of resulting trajectories with outputs from the original algorithm.

2. STOMP Algorithm

The STOMP algorithm mainly works in joint space; therefore, the disadvantage of the whole algorithm is that it is unable to consider any cartesian constraints in trajectory generation and it is possible only to validate constraints on a result. This research analyzes opportunities of cartesian path constraints implementation, with this section briefly describing the most important parts of the STOMP algorithm.

In the first step of STOMP, the initialization method is executed, creating a deterministic trajectory (Figure 1). The simplest case is the linear interpolation in joint space. Another option is to use a custom initial trajectory. If the initial trajectory is collision free, it can be considered to be a result of the algorithm.

![Figure 1](image.png)

**Figure 1.** An example of initialization trajectory (red line) and rollouts (grey lines). The grey polygon between the start and the goal states represents an obstacle (Reprinted Ref. [22]).

When the initialization trajectory is not collision free, the algorithm continues into a first iteration in which \(n\) different trajectories are generated. These trajectories are called rollouts (Figure 1). The next important STOMP term is timestep, which represents robot
state or waypoint in the trajectory. STOMP works with a constant number of timesteps. Rollouts are created by a noise generator, which generates noise around the initialization trajectory in each timestep. The basic noise generator uses Normal Distribution Sampling. This method uses a parameter standard deviation (stddev) that represents an amplitude of the noise applied to each joint in the rollout. Using larger values will produce larger motion for the joints. In the context of STOMP, each joint state of a trajectory is called timestep and STOMP works with a constant number of timesteps.

The next step is to evaluate rollouts adding cost values by cost functions (STOMP can use more functions). If more rollouts are valid, the resulting trajectory is rollout, which has the lowest cost (Figure 2). On the other hand, if no rollout is valid (e.g., the robot state is in collision with an obstacle), then the rollout with the lowest cost is chosen to the next iteration, where a new noise is generated around this chosen rollout. One of the standard STOMP cost functions is Collision Check, which validates if the rollout is collision free and the cost is computed by the kernel smoothing.

![Figure 2. An example of valid trajectory (blue line), initialization trajectory (red line) and rollouts (grey lines) (Reprinted Ref. [22]).](image)

STOMP also uses other methods for preprocessing and postprocessing of trajectories, including Update Filters and Noisy Filters (further details are discussed in [7,23]).

### 3. Cartesian Constrained STOMP

The cartesian constrained planning in STOMP is based on the new noise generator and cost function. The newly designed noise generator, Cartesian Normal Distribution Generator, creates noise in cartesian space as a good estimation of the satisfaction of constraints. The decision on whether the constraints are satisfied is made by the new cost function, Cartesian Distance.

#### 3.1. Noise Generator

The standard noise generators Normal Distribution Sampling and Goal Guided Multivariate Gaussian work in robot joint space, but they should be generated in cartesian space due to requirements of cartesian constraints. Therefore, in this article, Cartesian Normal Distribution Generator is introduced.

The implementation is based on the virtual plugin method `generateNoise`, which uses noiseless trajectory input. An output is noise and has noisy trajectory. Since all parameters are in joint space, a conversion between joint space and cartesian space is needed using forward and inverse kinematics. The generator works as follows:

1. Convert each timestep of noiseless joint input trajectory into cartesian waypoints using forward kinematics;
2. Each waypoint is noised by a random generator in the interval of stddev parameters by (1);
3. New timestep is computed by inverse kinematics from each generated waypoint;
4. If inverse kinematics for a particular waypoint has a solution, the new computed timestep is added to the resulting trajectory; otherwise, noiseless timestep from input trajectory is added to the resulting trajectory.

The following equation calculates the noised waypoint position:

\[ P = P' \ast T_{xyz}(r_1, r_2, r_3) \ast R_x(r_4) \ast R_y(r_5) \ast R_z(r_6) \]  

(1)

where \( P' \) is a \( 4 \times 4 \) transformation matrix (from robot base link to robot TCP) of noiseless waypoint and \( T_{xyz} \) is a \( 4 \times 4 \) translation matrix, where the rotation part is the identity matrix and the translation part is variable. \( R_x, R_y \) and \( R_z \) are \( 4 \times 4 \) rotation matrices, where the rotation part is variable and the translation part is zero vector. Values \( r_1, r_2, r_3, r_4, r_5 \) and \( r_6 \) are random numbers with amplitudes defined by parameter stddev.

Figure 3 shows the space around a waypoint in which a new noised waypoint could be created. This space is user-defined by the parameter stddev. It consists of six values that represent the amplitude of the translation noise on axes \( x, y \) and \( z \) and rotation noise on axes \( x, y \) and \( z \). For example, parameter values \((0.1, 0.1, 0.5, 0.7, 0.7, 1.5)\) mean that the TCP could be translated up to \( 0.1 \) m on axes \( x \) and \( y \) and \( 0.5 \) m on axis \( z \), and rotated up to \( 0.7 \) rad around \( x \) and \( y \) axes and \( 1.5 \) rad around \( z \) axis in one iteration. Higher values could explore greater space, but there is a risk that generated noise will be out of required cartesian constraints. Cartesian Normal Distribution Generator does not guarantee that the new rollout satisfies constraints. The first reason is that a user could set stddev parameter values higher than the allowed constraints. The second problem is that in the next iterations different rollouts are used, which could be outside the tolerance.

**Figure 3.** An example of cartesian space around a waypoint. (Blue dots represent waypoints and red dots represent start and goal).

### 3.2. Cost Function

Due to previously outlined reasons, a definition of the new cost function is needed. Therefore, a Cartesian Distance Cost Function is designed in our research. The goal is to reach the closest approximation to cartesian linear trajectory, which consists of \( n \) waypoints. The change of position and orientation of TCP is linear in each waypoint and is illustrated in Figure 4. The method calculates the distance and rotation angle between waypoints of
cartesian linear trajectory and waypoints rollout in each timestep. The count of cartesian linear trajectory waypoints is the same as the count of rollout waypoints for a simpler comparison of both trajectories.

Figure 4. An example of cartesian linear trajectory.

Rollouts with a calculated distance or rotation angle outside of user-defined tolerance are invalid. The optimization goal of this cost function is to minimize the distance and rotation angle in each STOMP iteration. Figure 5 shows the generated rollout (green curve with blue dots representing timesteps) and optimal linear trajectory (yellow line). The grey arrow illustrates the distance that should be minimized. Figure 5 displays the ideal linear trajectory and one generated rollout where it is possible to infer distances between individual tool-point poses. These are used in the cost function which is considered by the cartesian constraints.

Figure 5. Ideal linear trajectory (yellow) and one rollout (green) with each tool-point pose visualized with a frame of reference.

The first step of the cost function is to convert rollout timesteps from joint space to cartesian space of robot TCP. The transformation matrices between each waypoint of cartesian linear trajectory and rollout are calculated by the formula:

\[ \text{Diff}_i = P_{Li}^{-1} * P_{Ri} \]  

(2)

where \( P_{Li} \) is i-waypoint of cartesian linear trajectory and \( P_{Ri} \) is the i-timestep of rollout. The evaluation strategy is split into translation and rotation errors. The translation error is
denoted as $e_{ti}$ which is the Euclidean norm of the translation vector of matrix $Diff_i$. The variable $e_{ri}$ represents rotation error and is calculated as the angle of the rotation vector, which is created from the rotation part of matrix $Diff_i$ [24]. The rollout is invalid when the translation or rotation error exceeds tolerances $t_l$ and $t_r$. The final cost is given by the formula:

$$C = \sum_{j=0}^{n} w_t \frac{e_{ti}}{t_l} + w_r \frac{e_{ri}}{t_r}$$  \hspace{1cm} (3)$$

where $n$ is the number of timesteps (waypoints), with $e_{ti}$ and $e_{ri}$ obtained from the transformation matrix between the i-waypoint of cartesian linear trajectory and rollout. Parameters $t_l$ and $t_r$ work in this function as normalizers and parameters $w_t$ and $w_r$ represent cost weights. These tolerances and cost weights are parameterizable (recapitulated in Table 1).

Table 1. Parameters of Cartesian Distance Cost Function.

| Parameter | Description |
|-----------|-------------|
| $w_t$     | The position cost weight used in the cost function |
| $w_r$     | The orientation cost weight used in the cost function |
| $t_l$     | The maximal translation between waypoint of cartesian linear trajectory and rollout |
| $t_r$     | The maximal angle between waypoint of cartesian linear trajectory and rollout |

4. Results

The new STOMP plugins (Cartesian Normal Distribution Sampling Generator and Cartesian Distance Cost Function) were verified and evaluated on a simple experimental setup, which consisted of one obstacle between the start and the goal states (Figure 6). Since that trajectory generation is randomized, the resulting trajectory between these two robot states could be different in each planning attempt. Therefore, path planning was triggered multiple times in each experiment and provided a variable dataset of resulting trajectories.

![Figure 6. Experimental setup and examples of a resulting trajectory: (a) A trajectory computed by the basic STOMP which does not satisfy cartesian constraints requirements; (b) A trajectory computed by the cartesian constrained STOMP which demonstrates capability of planning under desired cartesian constraints.](image)

The configuration of basic STOMP parameters was based on our experience and need to ensure that a collision-free trajectory would be found in each path-planning attempt. Therefore, the algorithm iterated up to 100 times, which represented enough iterations, and was stopped when the first valid solution was found. The important parameter was the number of rollouts. A value smaller than that used can result in no solution being found, while a higher value can slow down the iteration. Therefore, 15 rollouts were chosen as a suitable number. Each rollout consisted of 10 timesteps that were appropriate for the trajectory length and the environment complexity chosen for experiments presented in this
The configuration of basic STOMP parameters was based on our experience and need. The experiment dataset consisted of 3000 different resulting trajectories between the same start and the same goal state, which were the output from cartesian constrained STOMP. Figure 6 shows the difference between trajectories generated by the original and the cartesian-constrained STOMP, where Figure 6a is the trajectory from the original STOMP with Normal Distribution Sampling Generator and Figure 6b is the trajectory from the new Cartesian Normal Distribution Sampling Generator with Cartesian Distance Cost Function, which satisfies the cartesian constraints.

### 4.1. Cartesian Constraints Verification

The first experiment validated tolerance keeping, with the goal being to ensure that any waypoint of a resulting trajectory did not exceed the maximal allowed translation distance and rotation angle. The translation tolerance was set to 1.0 m and rotation tolerance to 0.2 rad. The parameter stddev in the Cartesian Normal Distribution Sampling was (0.5, 0.5, 0.1, 0.1, 0.1), so that the amplitude of translation noise was 0.5 m on each axis and the rotation amplitude was 0.1 rad around each axis. This configuration has rather disproportional sampling amplitude compared to the tolerance as it is able to generate a configuration outside the desired tolerance in a single step. This was selected to ensure that the constraint worked even under such harsh conditions.

The experiment dataset consisted of 3000 different resulting trajectories between the same start and the same goal state, which were the output from cartesian constrained STOMP. Figure 7 shows the differences between waypoints of an ideal cartesian linear trajectory and waypoints of resulting trajectories. The histogram in Figure 7a shows translation distance and the histogram in Figure 7b shows rotation angle, which represents the rotation difference between these waypoints. The histograms and results satisfied our expectation because no waypoint of resulting trajectories exceeded a translation tolerance of 1.0 m and rotation tolerance of 0.2 rad. Nevertheless, noise amplitudes were relatively high and tolerances were low, with all resulting trajectories valid.

![Figure 7](image.png)

**Figure 7.** Histograms of differences between waypoints of cartesian linear trajectory and waypoints of resulting trajectories: (a) Translation distance; (b) Rotation angle.

### 4.2. Comparison of Noise Generators and Cost Functions

The goal of the second experiment was to compare configurations of original and cartesian constrained STOMP. The experiment was be executed in four different configurations, where Cartesian and Joint Normal Distribution Sampling Generator were switched. Likewise, Cartesian Distance Cost Function was activated in two configurations and deactivated.
in two configurations. Each configuration had a similar dataset as the first experiment, but there were 1000 computed resulting trajectories. The configurations were as follows:

1. Joint Normal Distribution Sampling Generator without Cartesian Distance Cost Function (green bars in Figure 8)—this represented the original STOMP and it was not expected that cartesian constraints would be satisfied.
2. Joint Normal Distribution Sampling Generator with Cartesian Distance Cost Function (red bars in Figure 8)—this represented the original STOMP, which was extended with Cartesian Distance Cost Function. It was expected that cartesian constraints would be satisfied.
3. Cartesian Normal Distribution Sampling Generator without Cartesian Distance Cost Function (blue bars in Figure 8)—this replaced the original noise generator in joint space with the noise generator in the cartesian space, but there was still a risk that cartesian constraints would not be satisfied.
4. Cartesian Normal Distribution Sampling Generator with Cartesian Distance Cost Function (orange bars in Figure 8)—the combinations of both newly implemented plugins. It used the noise generator in the cartesian space with Cartesian Distance Cost Function and cartesian constraints that should be satisfied.

For the cartesian noise generator, the amplitudes of noise were (0.2, 0.2, 0.5, 0.05, 0.05), while for the Normal Distribution Sampling Generator, the amplitudes were (0.04, 0.08, 0.1, 0.07, 0.1, 0.10). Cartesian distance cost function used a rotation tolerance of 0.4 rad and translation tolerance of 2.5 m. The cost weight was the same as the weight of the CollisionCheck cost function. This configuration of noise and tolerances was different to the first experiment, 4.1 Cartesian Constraints Verification, where the configuration was...
relatively extreme. There was a risk that generated rollouts were often out of tolerances, which increased computation time unnecessarily. The goal of the second experiment was to test functionality in situations that were close to real robotic applications; therefore, noise amplitudes were lower and tolerances were increased.

The comparison focused on four criteria, which consisted of computation time, the accumulated sum of cartesian distances of tool-points between waypoints (4) and the accumulated differences of tool-points orientations between waypoints (5) [25].

\[
x = \sum_{i=2}^{n} \| p_i - p_{i-1} \| \\
\]

where \( p_i \) is robot tool-point position, \( i \) is the waypoint id of \( n \) waypoints and the score \( x \) is assigned to each trajectory.

\[
x = \sum_{i=2}^{n} \cos^{-1} (q_{xi} * q_{xi-1} + q_{yi} * q_{yi-1} + q_{zi} * q_{zi-1} + q_{wi} * q_{wi-1})
\]

where \( q_x, q_y, q_z \) and \( q_w \) are values of tool-point quaternion of \( i \) waypoint and the score \( x \) is assigned to each trajectory.

Table 2 summarizes the averages and variances of evaluation criteria scores, with the histograms in Figure 8 providing a results comparison. The evaluation of tool-point orientation shows that the Normal Distribution Sampling Generator, which works only in robot joint space, cannot satisfy the orientation constraints as was expected. However, using the Cartesian Distance Cost Function kept STOMP rollouts within the tolerance of constraints. The combination of Cartesian Normal Distribution Sampling Generator and Cartesian Cost Function provided the best result for this criterion, but without the Cartesian Cost Function, some trajectories were outside the allowed tolerance. This was mentioned in Section 3.1 Noise Generator and is shown in Figure 8c,d.

| Table 2. Summary of results’ averages and variances. |
| --- | --- | --- | --- |
| | Cartesian Noise | | Joint Noise |
| | Avg | Var | Avg | Var | Avg | Var |
| --- | --- | --- | --- | --- | --- | --- |
| Cartesian Distance (m) | 2.4668 | 0.5871 | 2.035 | 0.244 | 1.6482 | 0.1728 |
| Tool Orientation (rad) | 0.4750 | 0.0052 | 0.383 | 0.001 | 1.5697 | 0.3733 |
| Computation Time (s) | 0.2267 | 0.0054 | 0.656 | 0.058 | 0.135 | 0.0031 |

Figure 8a shows that the Joint Normal Distance Generator is better in relation to the accumulated sum of cartesian distance between waypoints. This unexpected behavior was caused by the parameter stddev in Cartesian Normal Distribution Sampling generating samples in a larger range than stddev in Joint Normal Distribution Sampling.

The STOMP algorithm finds solutions faster without using Cartesian Distance Cost Function. However, this was expected because a set of possible solutions is smaller and a planning request is complicated using the Cartesian Distance Cost Function (Figure 8b).

5. Discussion

In this paper, we proposed two extensions for the widely used STOMP algorithm. These extensions enable STOMP to be used as a cartesian space planner. This will allow it to be used in a variety of applications such as liquid handling or ones that use a vacuum gripper.

Both extensions, Cartesian Normal Distribution Sampling Generator and the Cartesian Distance Cost Function, were tested in an environment that was comparable to common industrial applications such as pick and place or bin picking. The results were compared
with the standard STOMP algorithm. Both experiments showed that these modifications led to desirable results. However, it should be noted that in complex environments where the STOMP algorithm does not find a suitable trajectory with 100% success rate, our extensions lower the success rate even further [25]. This is caused by a further limitation of the possible state space. Compared to STOMP modifications such as GSTOMP, our extensions are based on STOMP framework, so there is no need to use other third-party libraries that allow easier use. Another limitation of our proposed extensions is the increase in computational time needed to find a suitable trajectory.

We hope to address these issues in our future work by optimizing the sampling generator, which will lead to fewer needed sample-state generations, thus lowering computational time. Additionally, we want to compare our extension of STOMP with path-planning algorithms such as RRT, PRM, CHOMP, etc.

6. Conclusions

The STOMP algorithm is an optimization-based path planner that uses random sampling of noised trajectories. The algorithm works in robot joint space and, therefore, it cannot consider any cartesian path constraints. The cartesian constraints are often required in many industrial applications. Our research was focused on extension of the STOMP algorithm, which will be able to do path planning under cartesian constraints. We designed and implemented the new Cartesian Normal Distribution Sampling Generator and the Cartesian Distance Cost Function, which work in cartesian space of a robot TCP to satisfy cartesian constraints. This implementation is available in supplementary materials https://github.com/photoneo/stomp_ros/tree/MichalD/cartesian_constraints_sampling (accessed on 5 November 2021) or online at [26].

Original noise generators in STOMP generate trajectory rollouts in robot joint space. Our Cartesian Normal Distribution Sampling Generator generates tool-point positions in cartesian space. The trajectory rollout, which is generated under cartesian constraints, could be a better candidate as a generated rollout in joint space without consideration of any constraints.

Due to STOMP being an optimization-based path planner, we defined the new Cartesian Distance Cost Function which is able to validate each trajectory rollout. This cost function tries to choose rollouts that are the most similar to a linear trajectory of tool-point in cartesian space.

In our simple experiments, STOMP tried to find collision-free trajectory under cartesian constraints between the same start state and the same goal state. The first experiment proved that the cartesian constrained STOMP satisfied cartesian path constraints in each resulting trajectory. The second experiment compared configurations of original and newly created plugins of STOMP with respect to the computation time, accumulated sum of tool-point orientation changes and cartesian distances between waypoints. The experiment showed that the accumulated sum of tool-point orientation was minimized using the Cartesian Normal Distribution Sampling Generator and the Cartesian Distance Cost Function. On the other hand, the computation time was increased using Cartesian Distance Cost Function. However, this increase was expected because the planning problem under cartesian constraints is more difficult than without constraints.

Our future work will focus on reducing computation time. It is possible to improve Cartesian Normal Distribution Sampling, which will generate better candidates and a STOMP algorithm capable of finding trajectory after less iterations. The other goal will be to evaluate STOMP plugin extensions on a real robot or a real industrial application.

Supplementary Materials: The following are available online at https://github.com/photoneo/stomp_ros/tree/MichalD/cartesian_constraints_sampling (accessed on 5 November 2021).
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