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Abstract. Inspired by the notion of quasi-infinite divisibility (QID), we introduce and study the class of freely quasi-infinitely divisible (FQID) distributions on \( \mathbb{R} \), i.e. distributions which admit the free Lévy-Khintchine-type representation with signed Lévy measure. We prove several properties of the FQID class, some of them in contrast to those of the QID class. For example, a FQID distribution may have negative Gaussian component, and the total mass of its signed Lévy measure may be negative. Finally, we extend the Bercovici-Pata bijection, providing a characteristic triplet, with the Lévy measure having nonzero negative part, which is at the same time classical and free characteristic triplet.

1. Introduction

In classical and free probability theories, infinitely divisible distributions are defined by the classical convolution operation and connected with Lévy processes, which are stochastic processes with independent increments and time-homogenous stationary distributions. More precisely, if \( \mu \) is an infinitely divisible distribution on \( \mathbb{R} \), then one can construct a Lévy process \( \{X_t\}_{t \geq 0} \) such that a marginal law of \( X_1 \) coincides with \( \mu \). Conversely, if a stochastic process \( \{X_t\}_{t \geq 0} \) is a Lévy process, then its marginal distribution is infinitely divisible. Because of this relation, infinite divisibility plays a crucial role in research on the marginal laws of Lévy processes. Readers may consult Sato (1999) for the classical case, and Barndorff-Nielsen and Thorbjørnsen (2002, 2006); Biane (1998) for the free case.
Infinitely divisible distributions are characterized in terms of analytic tools: the characteristic function in the classical case Sato (1999) and the \( R \)-transform or the Voiculescu transform in the free case Barndorff-Nielsen and Thorbjørnsen (2006); Bercovici and Voiculescu (1993). These representations are called Lévy-Khintchine representations. One of the most beautiful discoveries in this area is that the Lévy-Khintchine representation in both classical and free probability can be parametrized by \( a \geq 0, \gamma \in \mathbb{R} \), and a Lévy measure \( \nu \). The triplet \( (a, \nu, \gamma) \) is called characteristic triplet and free characteristic triplets, respectively. They give a bijection between the classes of classical and free infinitely divisible distributions (see Bercovici and Pata (1999, Theorem 1.2)). It is called the Bercovici-Pata bijection now. The importance of this bijection comes from the study of the limit theorem in free probability. Indeed, research on free infinitely divisible distributions has made rapid progress in the last two decades that the rich structure of the class of free infinitely divisible distributions has been revealed.

Going back to the classical probability case, many researchers have faced similar interesting examples in which the distributions are not infinitely divisible, but have a Lévy-Khintchine-type representation. Namely, in the Lévy-Khintchine representation, the Lévy measure is a signed measure. A precise definition is given in Section 2. Such a distribution is called a quasi-infinitely divisible distribution. Although the class of quasi-infinitely divisible distributions has been considered for a long time since being investigated in Linnik and Ostrovski (1977), few systematic approaches for this class have been reported. However, there has been some progress in the past decade. In particular, Lindner, Pan, and Sato in Lindner et al. (2018) gathered many examples and studied the distributional properties of quasi-infinitely divisible distributions using the Fourier transform. They investigate quasi-infinitely divisible distributions from the Lévy-Khintchine representation and the characteristic triplet. They also proved in particular, that if \( (a, \nu, \gamma) \) is the characteristic triplet of a quasi-infinitely divisible distribution, then the Gaussian component \( a \) must be nonnegative.

The purpose of this paper is to investigate the freely quasi-infinitely divisible (FQID) distributions. The class of FQID distributions is a natural extension of the class of freely infinitely divisible distributions to explore correspondence between free and classical probability. Section 2 presents some preliminary results that are used in the remainder of the paper. In Section 3, we define the FQID distributions and identify several properties (convolution, atoms, convergence, and support) of FQID distributions. In Section 4, we present some examples of FQID distributions that are not freely infinitely divisible. Moreover, we discover different points about classical and free quasi-infinitely divisible distributions through several examples. In Section 5, we focus on a question raised by Bożejko of whether the Bercovici-Pata bijection can be extended to a larger class. Finally, we succeeded in making it from a subclass of QID, which includes ID, to a subclass of FQID, which includes FID. In order to answer his question, we find examples that come from the Lévy measure with the Cauchy distribution and symmetric distribution.

2. Preliminaries

2.1. Infinitely divisible distributions. Let \( \mathcal{B} \) be the set of all Borel sets in \( \mathbb{R} \) and \( \mathcal{P}(\mathbb{R}) \) the set of all (Borel) probability measures on \( \mathbb{R} \). For \( \mu \in \mathcal{P}(\mathbb{R}) \), its characteristic function is defined by

\[
\hat{\mu}(t) := \int_{\mathbb{R}} e^{itx} \mu(dx), \quad t \in \mathbb{R}.
\]

A probability measure \( \mu \in \mathcal{P}(\mathbb{R}) \) is said to be infinitely divisible (for short, ID) if, for any \( n \in \mathbb{N} \), there exists some \( \mu_n \in \mathcal{P}(\mathbb{R}) \) such that \( \mu = \mu_n \ast \cdots \ast \mu_n = \mu_n^n \), where \( \ast \) means the (classical) convolution, that is, for \( \mu, \nu \in \mathcal{P}(\mathbb{R}) \), we define \( \mu \ast \nu \) as the probability measure on \( \mathbb{R} \), characterized by \( \hat{\mu \ast \nu}(t) = \hat{\mu}(t)\hat{\nu}(t) \) for all \( t \in \mathbb{R} \). The class of ID distributions, denoted by ID(\( \ast \)), comes from
limit theorems and plays a crucial role in constructing stochastic processes in connection to the study of Lévy processes and its applications in mathematical statistics, finance, and physics.

If $\mu$ is ID, then its characteristic function $\hat{\mu}(t)$ admits the following representation (namely, the Lévy-Khintchine representation):

$$\hat{\mu}(t) = \exp \left( i\gamma t - \frac{a}{2} t^2 + \int_{\mathbb{R}} (e^{itx} - 1 - itx1_{[-1,1]}(x)) \nu(dx) \right), \quad t \in \mathbb{R},$$

(2.1)

where $\gamma \in \mathbb{R}$, $a \geq 0$, and $\nu$ is a Lévy measure\footnote{A positive Borel measure $\nu$ on $\mathbb{R}$ is called a Lévy measure if $\nu(\{0\}) = 0$ and $\int_{\mathbb{R}} (1 \wedge x^2) \nu(dx) < \infty.$} on $\mathbb{R}$. Conversely, if a characteristic function of $\mu \in \mathcal{P}(\mathbb{R})$ is written by the Lévy-Khintchine representation, then $\mu$ is ID. Each $\mu \in \text{ID}(\ast)$ determines a unique triplet $(a, \nu, \gamma)$, called a characteristic triplet for $\mu$ (see Sato (1999) for further information).

The characteristic function of an ID distribution has another representation. Let $\mu$ be an ID distribution with a characteristic triplet $(a, \nu, \gamma)$. One can see that, if we define

$$b = \gamma,$$

$$\zeta(B) = a\delta_0(B) + \int_{B} (1 \wedge x^2) \nu(dx), \quad B \in \mathcal{B},$$

(2.2)

then $\zeta$ is a finite measure on $\mathbb{R}$ and

$$\hat{\mu}(t) = \exp \left( ibt + \int_{\mathbb{R}} g_c(x,t)\zeta(dx) \right), \quad t \in \mathbb{R},$$

(2.3)

where the function $g_c$ is defined by

$$g_c(x,t) := \begin{cases} (e^{itx} - 1 - itx1_{[-1,1]}(x))(1 \wedge x^2), & x \neq 0, \\ -t/2, & x = 0, \end{cases} \quad t \in \mathbb{R}.$$ 

Observe that the kernel function $\mathbb{R} \to \mathbb{R} : x \mapsto g_c(x,t)$ is bounded for each $t \in \mathbb{R}$ and continuous at 0. It is easy to verify that $\mu \in \text{ID}(\ast)$ determines a unique pair $(b, \zeta)$, called the characteristic pair for $\mu$. Conversely, if $\mu \in \text{ID}(\ast)$ has a characteristic pair $(b, \zeta)$, then $\hat{\mu}(t)$ is written by the Lévy-Khintchine representation with a characteristic triplet $(a, \nu, \gamma)$ fulfilled the relation (2.2).

2.2. Quasi-infinitely divisible distributions. In this section, we summarize the work of Lindner, Pan, and Sato (Lindner et al., 2018) for quasi-infinitely divisible distributions.

A function $\rho : \mathcal{B} \to [-\infty, \infty]$ is called a signed measure on $\mathbb{R}$ if $\rho(\emptyset) = 0$ and $\rho(\bigcup_{n=1}^{\infty} A_n) = \sum_{n=1}^{\infty} \rho(A_n)$ for any pairwise disjoint sets $\{A_n\}_n$ in $\mathcal{B}$. We define the total variation of a signed measure $\rho$ by

$$|\rho|(A) := \sup_{\{A_j\} : \text{partition of } A} \sum_j |\rho(A_j)|.$$ 

(2.4)

It is known that $|\rho|$ is a measure on $\mathbb{R}$. A signed measure $\rho$ is said to be finite if $|\rho|$ is a finite measure. By the Hahn-Jordan decomposition theorem (see e.g., Rudin (1987, p.127)), for a finite signed measure $\rho$, there exist disjoint Borel sets $C^+, C^-$ in $\mathbb{R}$ and finite measures $\rho^+, \rho^-$ on $\mathcal{B}$ satisfying $\rho = \rho^+ - \rho^-$ so that $\rho^+(\mathbb{R}\setminus C^+) = \rho^-(\mathbb{R}\setminus C^-) = 0$. We call $\rho^+$ and $\rho^-$ the positive part and the negative part of the signed measure $\rho$, respectively. The measures $\rho^+$ and $\rho^-$ are uniquely determined by $\rho$. It holds that

$$\rho^+ = \frac{1}{2}(|\rho| + \rho), \quad \rho^- = \frac{1}{2}(|\rho| - \rho) \quad \text{and} \quad |\rho| = \rho^+ + \rho^-.$$ 

(2.5)

We now define quasi-infinitely divisible distributions on $\mathbb{R}$.

**Definition 2.1.** A probability measure $\mu \in \mathcal{P}(\mathbb{R})$ is said to be quasi-infinitely divisible (for short, QID) if its characteristic function $\hat{\mu}(t)$ admits the representation (2.3) for some $b \in \mathbb{R}$ and some finite signed measure $\zeta$ on $\mathbb{R}$. On freely quasi-infinitely divisible distributions
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The pair \((b, \zeta)\) is uniquely determined by a QID distribution \(\mu\) and is called a characteristic pair for a QID distribution \(\mu\). The measure \(\mu\) is QID if and only if there exist \(\mu_1, \mu_2 \in \text{ID}(\ast)\) such that \(\mu \ast \mu_1 = \mu_2\) by applying the Hahn-Jordan decomposition to a finite signed measure \(\zeta\) appeared from (2.3).

We can rephrase this in terms of the characteristic triplets. We seek a characteristic triplet for the QID distribution \(\mu\) in terms of the Lévy-Khintchine representation in the sense of (2.1). We need to use a little caution here. If there exist \(a, \gamma \in \mathbb{R}\) for some \(\mu\), then \(\mu\) admits the above representation for some \(\nu_1\) and \(\nu_2\) are Lévy measures of \(\mu_1\) and \(\mu_2\) satisfying \(\nu_1(\mathbb{R}) = \nu_2(\mathbb{R}) = \infty\), respectively, then the difference \(\nu_1 - \nu_2\) may not be a signed measure.

To justify the meaning of difference between two Lévy measures, we introduce two subclasses of \(\mathcal{B}\) and the class of specific functions as follows.

**Definition 2.2** (see Lindner et al. (2018) for details).

1. \(\mathcal{B}_r := \{B \in \mathcal{B}; B \cap (-r, r) = \emptyset\}\) for \(r > 0\) and \(\mathcal{B}_0 := \bigcup_{r > 0} \mathcal{B}_r\).
2. Denote by \(\Pi\) the set of functions \(\nu : \mathcal{B}_0 \to [-\infty, \infty]\) such that the following condition holds:
   
   (C) \(\nu|_{\mathcal{B}_r}\) is a finite signed measure on a measurable space \((\mathbb{R}\setminus(-r, r), \mathcal{B}_r)\) for each \(r > 0\).

The condition (C) ensures that the total variation \(|\nu|\), the positive part \(\nu^+\), and the negative part \(\nu^-\) are unique and well-defined measures on \((\mathbb{R}, \mathcal{B})\) satisfying

\[
|\nu|(\{0\}) = \nu^+(\{0\}) = \nu^- (\{0\}) = 0,
\]

and

\[
|\nu|(A) = |\nu|_{\mathcal{B}_r}|(A), \quad \nu^+(A) = \nu^+|_{\mathcal{B}_r}(A), \quad \nu^-(A) = \nu^-|_{\mathcal{B}_r}(A) \quad \text{for} \quad A \in \mathcal{B}_r.
\]

Note that \(\mathcal{B}_0\) is not a \(\sigma\)-algebra, and so \(\nu \in \Pi\) is not a signed measure. Whenever we can extend the definition of \(\nu\) to \(\mathcal{B}\) such that \(\nu\) will be a signed measure, we identify the symbol \(\nu\) with its extension to \(\mathcal{B}\) and speak of \(\nu\) as a signed measure. In this case, we can verify that \(\nu(\{0\}) = 0\) and its total variation \(|\nu|\), positive part \(\nu^+\) and negative part \(\nu^-\) as defined in Definition 2.2 coincide with the corresponding notions from (2.4) and (2.5) for the signed measure \(\nu\).

**Definition 2.3.** A function \(\nu : \mathcal{B}_0 \to [-\infty, \infty]\) is called a quasi-Lévy-type measure if \(\nu \in \Pi\) and it satisfies that

\[
\int_\mathbb{R} (1 \wedge x^2)|\nu|(dx) < \infty.
\]

For a QID distribution \(\mu\) with a characteristic pair \((b, \zeta)\), the characteristic function of the QID distribution \(\mu\) admits the following representation:

\[
\widehat{\mu}(t) = \exp \left( -\frac{a}{2} t^2 + i\gamma t + \int_\mathbb{R} (e^{itx} - 1 - itx \mathbf{1}_{[-1,1]}(x)) \nu(dx) \right), \quad t \in \mathbb{R},
\]

for some \(a, \gamma \in \mathbb{R}\) and some function \(\nu : \mathcal{B}_0 \to [-\infty, \infty]\) defined by the relation (2.2). Note that, the function \(\nu\) is a quasi-Lévy-type measure. Conversely, if the characteristic function of \(\mu \in \mathcal{P}(\mathbb{R})\) admits the above representation for some \(a, \gamma \in \mathbb{R}\) and a quasi-Lévy-type measure \(\nu\) on \(\mathbb{R}\), then \(\mu\) is QID with the characteristic pair \((b, \tau)\) fulfilled the relation (2.2). Note that, \(b \in \mathbb{R}\) and \(\tau\) is a finite signed measure on \(\mathbb{R}\).

The triplet \((a, \nu, \gamma)\) is uniquely determined by the QID distribution \(\mu\) and is called a characteristic triplet of \(\mu\).

**Definition 2.4.** A quasi-Lévy-type measure \(\nu\) is called a quasi-Lévy measure if there exist a QID distribution \(\mu\) and \(a, \gamma \in \mathbb{R}\) such that \((a, \nu, \gamma)\) is a characteristic triplet of \(\mu\).

It is known that \(a \geq 0\) for any QID distribution with a characteristic triplet \((a, \nu, \gamma)\), see Lindner et al. (2018, Lemma 2.7). Moreover, not every quasi-Lévy-type measure is a quasi-Lévy measure, see Lindner et al. (2018, Example 2.9).
We say that a function \( f : \mathbb{R} \to \mathbb{R} \) is integrable with respect to a quasi-Lévy-type measure \( \nu \) if it is integrable with respect to \( |\nu| \) (and therefore with respect to \( \nu^+ \) and \( \nu^- \) as well). We then define
\[
\int_B f(x)\nu(dx) := \int_B f(x)\nu^+(dx) - \int_B f(x)\nu^-(dx), \quad B \in \mathcal{B}.
\]
Note that, for each \( t \in \mathbb{R} \), the function \( x \mapsto e^{itx} - 1 - it1_{[-1,1]}(x) \) is integrable with respect to \( \nu \).

2.3. Free probability theory. In non-commutative probability theory, self-adjoint operators are interpreted as (real-valued) random variables. A remarkable feature is that various notions of independence exist for those random variables. In particular, free independence has found applications in operator algebras and random matrices and has been intensively studied, see Nica and Speicher (2006); Mingo and Speicher (2017) and references therein.

2.3.1. Free additive convolution. Let \( X \) and \( Y \) be freely independent random variables affiliated with a von Neumann algebra \( \mathcal{M} \) equipped with a normal faithful tracial state \( \tau \). Note that, by the definition of the affiliated operator, \( E_X(B) \) and \( E_Y(B) \) belong to \( \mathcal{M} \) for any Borel set \( B \) in \( \mathbb{R} \), where \( E_X \) is the spectral projection of \( X \). Define a probability distribution of \( X \) with respect to \( \tau \) as \( \mu_X \), i.e., \( \mu_X((-\infty, -]) = \tau(E_X((-\infty, -])) \). A probability distribution of \( X + Y \) with respect to \( \tau \) is denoted by \( \mu_X \boxplus \mu_Y \) with the operation \( \boxplus \), called free additive convolution. This was first introduced in Voiculescu (1986), where \( \mu \) and \( \nu \) have compact supports. The concept was later extended to probability measures with finite moments; see Maassen (1992). Finally, it was generalized by Bercovici and Voiculescu (1993) to the case of probability measures \( \mu \) and \( \nu \) on \( \mathbb{R} \). Denote the \( n \)-fold free additive convolution
\[
\underbrace{\mu \boxplus \cdots \boxplus \mu}_{n \text{ times}}
\]
of \( \mu \in \mathcal{P}(\mathbb{R}) \) as \( \mu^{oxplus n} \).

Free additive convolution is characterized by the Voiculescu transform (see Bercovici and Voiculescu (1993)). A Cauchy-Stieltjes transform \( G_\mu \) of \( \mu \in \mathcal{P}(\mathbb{R}) \) is defined by
\[
G_\mu(z) = \int_{\mathbb{R}} \frac{1}{z-x} \mu(dx), \quad z \in \mathbb{C}^+,
\]
where \( \mathbb{C}^+ \) (resp. \( \mathbb{C}^- \)) denotes the set of complex numbers with strictly positive (resp. strictly negative) imaginary parts. Note that \( \text{Im}(G_\mu(z)) < 0 \) for any \( z \in \mathbb{C}^+ \). A reciprocal Cauchy transform \( F_\mu := 1/G_\mu \) is called an \( F \)-transform. It is easy to see that \( F_\mu \) is a Pick function, namely, an analytic function from \( \mathbb{C}^+ \) to \( \mathbb{C}^+ \), and \( F_\mu(iy)/iy \to 1 \) as \( y \to \infty \). Conversely, a Pick function with a certain asymptotic behavior at \( \pm \infty \) can be expressed by an \( F \)-transform of some probability measure on \( \mathbb{R} \).

**Proposition 2.5.** (see Bercovici and Voiculescu (1993, Proposition 5.2)) If an analytic function \( F : \mathbb{C}^+ \to \mathbb{C}^+ \) satisfies
\[
\lim_{y \to \infty} \frac{F(iy)}{iy} = 1,
\]
then there exists some \( \mu \in \mathcal{P}(\mathbb{R}) \) such that \( F = F_\mu \).

In classical probability theory, additive convolution \( * \) is characterized by the cumulant transform, that is, the logarithm of the characteristic function: for \( \mu, \nu \in \mathcal{P}(\mathbb{R}) \) we have that \( \log \mu * \nu(t) = \log \mu(t) + \log \nu(t) \) for all \( t \in \mathbb{R} \) (see e.g., Sato (1999)). In free probability theory, there is a similar characterization of free additive convolution using the free analog of the cumulant transform. For any \( \mu \in \mathcal{P}(\mathbb{R}) \) and \( \lambda > 0 \), there exist positive numbers \( \alpha, \beta, \) and \( M \) such that \( F_\mu \) is univalent on the
It has been shown Bercovici and Voiculescu (1993) that 

\[ \mu \] 

of the domains where these three Voiculescu transforms 

for both classical and free QID. 

We will employ this combinatorial 

for Proposition 2.6. 

Bercovici and Voiculescu (1993) gave the following important result on FID distributions:

\[ Ueda \text{ (2020) for further examples.} \]

Młotkowski et al. (2020); see e.g. Arizmendi and Hasebe (2016); Hasebe (2016); Morishita and normal distributions Belinschi et al. (2011), some of the classical stable laws Hasebe et al. (2020), some of the gamma distributions, including the chi-square distributions Hasebe (2014), some of the infinitely divisible distributions in free probability has been intensively studied. A probability 
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is uniquely determined by \( \mu \). Conversely, given \( b \in \mathbb{R} \) and a finite positive measure \( \tau \text{ on } \mathbb{R} \) such that 

\[ \varphi_\mu(z) = b + \frac{1 + xz}{z - x} \tau(dx), \quad z \in \mathbb{C}^+. \] 

(2.6) 

The pair \((b, \tau)\) is uniquely determined by \( \mu \). Conversely, given \( b \in \mathbb{R} \) and a finite positive measure \( \tau \text{ on } \mathbb{R} \), there exists \( \mu \in \text{ID}(\mathbb{H}) \) whose Voiculescu transform admits the form (2.6). 

The pair \((b, \tau)\) is called the free characteristic pair (or free generating pair, see Barndorff-Nielsen and Thorbjørnsen (2002, Definition 2.9)) for the FID distribution \( \mu \).

The FID distribution is also characterized by admitting the Lévy-Khintchine representation in terms of the \( R \)-transform. The \( R \)-transform (or free cumulant transform) \( R_\mu \) of \( \mu \in \mathcal{P}(\mathbb{R}) \) is defined by 

\[ R_\mu(z) = z\varphi_\mu \left( \frac{1}{z} \right), \quad \text{for all } z \in \mathbb{C}^- \text{ such that } 1/z \in \Gamma_{\lambda,M}. \] 

Note that \( \omega \mapsto 1/\omega \) maps \( \Gamma_{\lambda,M} \) to \( \Delta_{\lambda,1/M} \), where 

\[ \Delta_{\alpha,\beta} := \{ z \in \mathbb{C}^- : |\text{Re}(z)| < -\alpha \text{Im}(z), |z| < \beta \}, \quad \alpha, \beta > 0. \] 

(2.7) 

Thus, the \( R \)-transform \( R_\mu \) is defined on some subset in \( \Delta_{\lambda,1/M} \).

Remark 2.7. This \( R_\mu(z) \) is what Nica and Speicher (2006) refer to as the (combinatorial) \( R \)-transform. It is identical to the free cumulant transform \( \mathcal{C}_\mu(z) \) in Barndorff-Nielsen and Thorbjørnsen (2002, 2006). The formula for the original Voiculescu’s \( R \)-transform \( R_\mu \) is \( R_\mu(z) = \varphi_\mu \left( \frac{1}{z} \right) \). 

We will employ this combinatorial \( R \)-transform to think about Lévy-Khintchine type representation for both classical and free QID.
The free version of the Lévy-Khintchine representation amounts to the statement that \( \mu \in \text{ID(\( \mathbb{H} \))} \) if and only if there exist \( a \geq 0, \gamma \in \mathbb{R} \) and a Lévy measure \( \nu \) such that
\[
R_{\mu}(z) = az^2 + \gamma z + \int_{\mathbb{R}} \left( \frac{1}{1 + zx} - 1 - zx1_{[-1,1]}(x) \right) \nu(dx), \quad z \in \mathbb{C}^-.
\]
(2.8)

The triplet \((a, \nu, \gamma)\), referred to as the free characteristic triplet for \( \mu \), is uniquely determined by \( \mu \in \text{ID(\( \mathbb{H} \))} \). The positive number \( a \) is called the semicircular component of \( \mu \) and the measure \( \nu \) is called the free Lévy measure for \( \mu \). Furthermore, the representation in (2.8) is called the free Lévy-Khintchine representation of an FID distribution \( \mu \). The relation between the free characteristic triplet \((a, \nu, \gamma)\) and free characteristic pair \((b, \tau)\) for the FID distribution \( \mu \) is as follows (see Barndorff-Nielsen and Thorbjørnsen (2006)):
\[
a = \tau(\{0\}),
\nu(dx) = \frac{1 + x^2}{x^2} \cdot 1_{\mathbb{R}\setminus\{0\}}(x) \tau(dx),
\gamma = b + \int_{\mathbb{R}} x \left( 1_{[-1,1]}(x) - \frac{1}{1 + x^2} \right) \nu(dx).\]
(2.9)

Let us consider \( \mu \in \mathcal{P}(\mathbb{R}) \). Then, a discrete semigroup \( \{\mu^{\otimes n}\}_{n \in \mathbb{N}} \) can be embedded in a continuous family \( \{\mu_t\}_{t \geq 1} \) of probability measures on \( \mathbb{R} \), so that \( \mu_1 = \mu \) and \( \mu_t \otimes \mu_s = \mu_{t+s} \) for \( t, s \geq 1 \). Initially, Bercovici and Voiculescu (1995) showed the existence of \( \{\mu_t\} \) for sufficiently large \( t \) and for \( \mu \in \mathcal{P}(\mathbb{R}) \) having a compact support. Later, Nica and Speicher (1996) improved their result to \( t \geq 1 \), but \( \mu \) still required a compact support. Finally, Belinschi and Bercovici (2004) extended this further to a general probability measure.

This property can be expressed in the following way: for any \( \mu \in \mathcal{P}(\mathbb{R}) \) and \( t \geq 1 \), there exists \( \mu_t \in \mathcal{P}(\mathbb{R}) \) such that \( R_{\mu_t}(z) = tR_{\mu}(z) \) on the intersection of the domains of \( R_{\mu_t} \) and \( R_{\mu} \). We denote the above probability measure \( \mu_t \) as \( \mu^{\otimes t} \). Furthermore, Bercovici and Voiculescu (1993) showed that a partial semigroup \( \{\mu^{\otimes t}\}_{t \geq 1} \) can be embedded in the continuous semigroup \( \{\mu_{\otimes t}\}_{t \geq 0} \), so that \( \mu^{\otimes 0} = \delta_0, \mu^{\otimes 1} = \mu \), and \( \mu^{\otimes t} \otimes \mu^{\otimes s} = \mu^{\otimes t+s} \) for \( t, s \geq 0 \) when \( \mu \in \text{ID(\( \mathbb{H} \))} \). This satisfies \( R_{\mu^{\otimes t}}(z) = tR_{\mu}(z) \) for all \( z \in \mathbb{C}^- \).

2.3.3. The Bercovici-Pata bijection. Let \( \Lambda : \text{ID}(\ast) \to \text{ID}(\mathbb{H}) \) be the Bercovici-Pata bijection (see Bercovici and Pata (1999, Theorem 1.2) and Barndorff-Nielsen and Thorbjørnsen (2006) for details). This bijection satisfies
\[
\Lambda(\mu \ast \nu) = \Lambda(\mu) \boxplus \Lambda(\nu)
\]
for all \( \mu, \nu \in \text{ID}(\ast) \), and is continuous with respect to the weak convergence. Moreover, if \( \mu \in \text{ID}(\ast) \) has a characteristic triplet \((a, \nu, \gamma)\), then \( \Lambda(\mu) \) coincides with the FID distribution with a free characteristic triplet \((a, \nu, \gamma)\). For example, we obtain

1. \( \Lambda(N(m, \sigma^2)) = S(m, \sigma^2) \) for \( m \in \mathbb{R} \) and \( \sigma > 0 \);
2. \( \Lambda(Po(\lambda)) = MP(\lambda) \) for \( \lambda > 0 \);
3. \( \Lambda(C_a) = C_a \) for \( a > 0 \),

where \( N(m, \sigma^2) \) is the normal distribution with mean \( m \in \mathbb{R} \) and variance \( \sigma^2 \), \( S(m, \sigma^2) \) is the semicircle law with mean \( m \in \mathbb{R} \) and variance \( \sigma^2 \), \( Po(\lambda) \) is the Poisson distribution with a parameter \( \lambda > 0 \), \( MP(\lambda) \) is the Marchenko-Pastur law with a parameter \( \lambda > 0 \) and \( C_a \) is the symmetric Cauchy distribution with parameter \( a > 0 \).

3. Freely quasi-infinitely divisible distributions

3.1. Definition and convolution properties. In this section, we introduce the class of freely quasi-infinitely divisible distributions. Recall that, a measure \( \mu \in \mathcal{P}(\mathbb{R}) \) is FID if and only if its Voiculescu
transform $\varphi_\mu$ has an analytic extension to $\mathbb{C}^+$ with values in $\mathbb{C}^- \cup \mathbb{R}$ (see Proposition 2.6). Next, we will define an extended concept of class ID($\square$).

**Definition 3.1.** A probability measure $\mu \in \mathcal{P}(\mathbb{R})$ is said to be freely quasi-infinitely divisible (for short, FQID) if $\varphi_\mu$ extends as an analytic function on $\mathbb{C}^+$, and can be expressed as

$$\varphi_\mu(z) = b + \int_{\mathbb{R}} \frac{1 + xz}{z-x} \tau(dx), \quad z \in \mathbb{C}^+,$$

for some $b \in \mathbb{R}$ and a finite signed measure $\tau$ on $\mathbb{R}$. We call $(b, \tau)$ a free characteristic pair of the FQID distribution $\mu$.

One immediate consequence of the definition is the following property.

**Proposition 3.2.** If $\mu$ is FQID, then the Voiculescu transform $\varphi_\mu$ has an analytic continuation to $\mathbb{C}^+$.

**Example 3.3.** Consider $\mu = \frac{1}{2}(\delta_{-1} + \delta_1)$. A simple computation gives

$$F_\mu(z) = \frac{z^2 - 1}{z} \quad \text{and} \quad \varphi_\mu(z) = \frac{-z + \sqrt{z^2 + 4}}{2},$$

where $\sqrt{\omega} = |\omega|^{\frac{1}{2}}e^{\frac{i \arg(\omega)}{2}}$ for $0 \leq \arg(\omega) < 2\pi$. The function $z \mapsto \sqrt{z^2 + 4}$ has a zero at $z = 2i \in \mathbb{C}^+$, and therefore $\varphi_\mu$ does not have an analytic continuation to $\mathbb{C}^+$. Hence $\mu$ is not FQID by Proposition 3.2. In Remark 3.9, we will give a general result on atoms of FQID distributions.

Below, we state and prove some basic properties of FQID distributions.

**Proposition 3.4.** For an FQID distribution, the free characteristic pair is uniquely determined.

**Proof:** Let $\mu$ be an FQID distribution on $\mathbb{R}$, and let $(b_1, \tau_1)$ and $(b_2, \tau_2)$ be free characteristic pairs of $\mu$. Let $(\tau_1^+, \tau_1^-)$ and $(\tau_2^+, \tau_2^-)$ be pairs of finite nonnegative measures given by the Hahn-Jordan decomposition of $\tau_1$ and $\tau_2$, respectively. Then, we have that

$$b_1 + \int_{\mathbb{R}} \frac{1 + xz}{z-x} \tau_1^+(dx) - \int_{\mathbb{R}} \frac{1 + xz}{z-x} \tau_1^-(dx) = \varphi_\mu(z) = b_2 + \int_{\mathbb{R}} \frac{1 + xz}{z-x} \tau_2^+(dt) - \int_{\mathbb{R}} \frac{1 + xz}{z-x} \tau_2^-(dt), \quad z \in \mathbb{C}^+.$$

Therefore, we have

$$(b_1 - b_2) + \int_{\mathbb{R}} \frac{1 + xz}{z-x} (\tau_1^+ + \tau_2^-)(dt) = \int_{\mathbb{R}} \frac{1 + xz}{z-x} (\tau_1^- + \tau_2^+)(dt), \quad z \in \mathbb{C}^+.$$ Both sides correspond to the Voiculescu transform of some FID probability measure $\nu$. Hence, the pairs $(b_1 - b_2, \tau_1^+ + \tau_2^-)$ and $(0, \tau_1^- + \tau_2^+)$ are free characteristic pairs of the FID distribution $\nu$. By the uniqueness of free characteristic pairs of FID distributions (see Bercovici and Voiculescu (1993)), we have that $b_1 - b_2 = 0$ and $\tau_1^+ + \tau_2^- = \tau_1^- + \tau_2^+$. Therefore, $b_1 = b_2$ and $\tau_1 = \tau_2$. \hfill $\square$

Let $cB = \{cx \mid x \in B\}$. If $\rho$ is a Borel measure on $\mathbb{R}$ and $c$ is a nonzero real constant, then the dilation of $\rho$ by $c$ is the measure $D_c(\rho)$ given by

$$D_c(\rho)(B) = \rho(c^{-1}B),$$

for any Borel set $B$.

**Proposition 3.5.** We have the following properties.

(i) $\mu$ is FQID if and only if there exist $\mu_1, \mu_2 \in \text{ID}(\square)$ such that $\mu_1 \boxplus \mu = \mu_2$.

(ii) If $\mu$ is FQID and $\mu^{\boxtimes t}$ exists for some $t > 0$, then $\mu^{\boxtimes t}$ is also FQID.

(iii) If $\mu, \nu$ are FQID, $c \neq 0$ and $a \in \mathbb{R}$, then so are $\mu \boxplus \nu$, $D_c(\mu)$ and $\mu \boxplus \delta_a$.

(iv) If $\mu$ is FID and $\mu \boxplus \nu$ is FQID, then $\nu$ is also FQID.
(v) If \( \mu \) is FQID and \( \nu \) is not FQID, then \( \mu \boxplus \nu \) is not FQID.

Proof: (i) is obvious from the Hahn-Jordan decomposition theorem. (ii) is a consequence of (i).
We prove (iii). By (i), there exist \( \mu_1, \mu_2, \nu_1, \nu_2 \in \text{ID}(\mathbb{R}) \) such that \( \mu_1 \boxplus \mu = \mu_2 \) and \( \nu_1 \boxplus \nu = \nu_2 \).
Therefore,
\[
(\mu_1 \boxplus \nu_1) \boxplus (\mu \boxplus \nu) = (\mu_1 \boxplus \mu) \boxplus (\nu_1 \boxplus \nu) = \mu_2 \boxplus \nu_2.
\]
Since \( \mu_1 \boxplus \nu_1, \mu_2 \boxplus \nu_2 \in \text{ID}(\mathbb{R}) \), the measure \( \mu \boxplus \nu \) is FQID. Using (i) again, we have that \( \mu_1 \boxplus \mu = \mu_2 \).
Hence,
\[
\mathbf{D}_c(\mu_1) \boxplus \mathbf{D}_c(\mu) = \mathbf{D}_c(\mu_1 \boxplus \mu) = \mathbf{D}_c(\mu_2).
\]
Because \( \mathbf{D}_c(\mu_1), \mathbf{D}_c(\mu_2) \in \text{ID}(\mathbb{R}) \), the measure \( \mathbf{D}_c(\mu) \) is FQID. Furthermore, it follows from (i) that \( \mu \boxplus \mu_1 = \mu_2 \), and so
\[
(\mu \boxplus \delta_a) \boxplus \mu_1 = \delta_a \boxplus (\mu \boxplus \mu_1) = \delta_a \boxplus \mu_2.
\]
Since \( \delta_a \boxplus \mu_1, \delta_a \boxplus \mu_2 \in \text{ID}(\mathbb{R}) \), the measure \( \mu \boxplus \delta_a \) is also FQID.

Next, we show (iv). As \( \mu \boxplus \nu \) is FQID, there exist \( \mu_1, \mu_2 \in \text{ID}(\mathbb{R}) \) such that
\[
(\mu_1 \boxplus \mu_1) \boxplus \nu = \mu_1 \boxplus (\mu \boxplus \nu) = \mu_2.
\]
Because \( \mu_1 \boxplus \mu \) is FID, we conclude that \( \nu \) is FQID.

Finally, we show (v). Assume that \( \mu \boxplus \nu \) is FQID. We then obtain \( \sigma_1, \sigma_2 \in \text{ID}(\mathbb{R}) \) such that \( (\mu \boxplus \nu) \boxplus \sigma_1 = \sigma_2 \) by (i). Moreover, there exist \( \mu_1, \mu_2 \in \text{ID}(\mathbb{R}) \) such that \( \mu \boxplus \mu_1 = \mu_2 \), because \( \mu \) is also FQID. Then,
\[
\sigma_2 \boxplus \mu_1 = \sigma_1 \boxplus (\mu \boxplus \nu) \boxplus \mu_1
= \sigma_1 \boxplus (\mu \boxplus \mu_1) \boxplus \nu = (\sigma_1 \boxplus \mu_2) \boxplus \nu.
\]
Since \( \sigma_2 \boxplus \mu_1, \sigma_1 \boxplus \mu_2 \in \text{ID}(\mathbb{R}) \), the measure \( \nu \) is FQID, which is a contradiction. 

Definition 3.6. For \( \mu_1, \mu_2, \mu \in \mathcal{P}(\mathbb{R}) \), such that \( \mu_1 \boxplus \mu = \mu_2 \) we will write \( \mu = \mu_2 \boxminus \mu_1 \). The operation \( \boxminus \) is called free deconvolution (see Arizmendi et al. (2020) for more information).

Using the operation \( \boxminus \), we obtain a similar property to that of Proposition 3.5(i), whereby \( \mu \) is FQID if and only if \( \mu = \mu_2 \boxminus \mu_1 \) for some FID distributions \( \mu_1, \mu_2 \).

3.2. Atoms of FQID distributions. In this section, we give a general result on atoms of FQID distributions.

Theorem 3.7. An FQID distribution has at most one atom.

Theorem 3.7 can be shown by following the same argument as in Bercovici and Voiculescu (1993, Proposition 5.12(iii)), because the Voiculescu transform of an FQID distribution has an analytic continuation to \( \mathbb{C}^+ \). Nevertheless, we include a proof for readers’ convenience.

First, we need the following lemma.

Lemma 3.8. Let \( \mu \) be an FQID distribution. Then,

(i) We have that \( F_\mu(z) + \varphi_\mu(F_\mu(z)) = z \) for all \( z \in \mathbb{C}^+ \).
(ii) Let \( \Omega_\mu \) be the component of \( \{z \in \mathbb{C}^+ : \text{Im}(z + \varphi_\mu(z)) > 0 \} \) that contains \( iy \) for some large number \( y > 0 \). Then, \( F_\mu(\mathbb{C}^+) = \Omega_\mu \).

Proof: (i) Note that \( \varphi_\mu(z) = F_\mu^{-1}(z) - z \) for all \( z \in \Gamma_{\lambda,M} \) for some \( \lambda, M > 0 \). Therefore,
\[
\varphi_\mu(F_\mu(z)) = z - F_\mu(z), \quad z \in F_\mu^{-1}(\Gamma_{\lambda,M}) \subset \mathbb{C}^+.
\]
Since \( \varphi_\mu \) has an analytic continuation to \( \mathbb{C}^+ \) (denoted by the same symbol \( \varphi_\mu \)), we obtain
\[
F_\mu(z) + \varphi_\mu(F_\mu(z)) = z, \quad z \in \mathbb{C}^+.
\]
by the identity theorem.

(ii) Take \( w \in F_\mu(\mathbb{C}^+) \) and \( z \in \mathbb{C}^+ \) such that \( w = F_\mu(z) \). Then,
\[
w + \varphi_\mu(w) = F_\mu(z) + \varphi_\mu(F_\mu(z)) = z \in \mathbb{C}^+,
\]
and therefore \( \Im(w + \varphi_\mu(w)) > 0 \). Thus, \( F_\mu(\mathbb{C}^+) \subset \Omega_\mu \).

Recall that \( F_\mu(z + \varphi_\mu(z)) = z \) for all \( z \in F_\mu(\mathbb{C}^+) \). The identity extends by analytic continuation to \( \Omega_\mu \). Finally, for all \( z \in \Omega_\mu \), we have that \( z + \varphi_\mu(z) \in \mathbb{C}^+ \), and therefore \( z = F_\mu(z + \varphi_\mu(z)) \in F_\mu(\mathbb{C}^+) \). This means that \( \Omega_\mu \subset F_\mu(\mathbb{C}^+) \).

**Proof of Theorem 3.7:** Assume that \( \mu \) has an atom \( a \in \mathbb{R} \) with the mass \( \beta = \mu(\{a\}) > 0 \). We obtain
\[
|G_\mu(a + iy)| \geq |\Im G_\mu(a + iy)| = \left| \int_{\mathbb{R}} \frac{-y}{(a - t)^2 + y^2} \mu(dt) \right| \geq \frac{\beta}{y}.
\]
We then have that
\[
|\Re F_\mu(a + iy)| \leq |F_\mu(a + iy)| \leq \frac{y}{\beta} \leq \frac{\Im F_\mu(a + iy)}{\beta},
\]
where the last inequality holds by Bercovici and Voiculescu (1993, Corollary 5.3). Therefore, \( F_\mu(a + iy) \in \Gamma_{1/\beta, 0} \) for all \( y > 0 \). Hence, the curve \( C := F_\mu(a + i(0, \infty)) \) approaches zero nontangentially. Moreover, if we define \( u_\mu(z) := z + \varphi_\mu(z) \), the function \( u \) maps \( C \) to \( \mathbb{C}^+ \), because \( C \subset F_\mu(\mathbb{C}^+) = \Omega_\mu \) holds by Lemma 3.8(ii). Finally, Lemma 3.8(iii) implies that
\[
\lim_{z \to 0, z \in C} u_\mu(z) = \lim_{y \to 0} \left( F_\mu(a + iy) + \varphi(F_\mu(a + iy)) \right) = \lim_{y \to 0} (a + iy) = a.
\]
A consequence of Bercovici and Voiculescu (1993, Lemma 5.11) is that the uniqueness of a nontangential limit of \( u_\mu \) at the origin holds. Hence the desired result is obtained.

**Remark 3.9.** In Example 3.3, it was shown that \( \frac{1}{2}(\delta_{-1} + \delta_1) \) is not FQID by using the functional property of its Voiculescu transform. In general, for any \( a, b \in \mathbb{R} \) with \( a \neq b \) and any \( p \in (0, 1) \), Theorem 3.7 implies that the Bernoulli distribution \( p\delta_a + (1 - p)\delta_b \) is not FQID. However, \( p\delta_a + (1 - p)\delta_b \) is QID for \( p \neq 1/2 \) (see Lindner et al. (2018)). Therefore, quasi-infinite divisibility does not exhibit complete similarity between the classical and free probability theories.

### 3.3. Convergence of FQID distributions
We say that a sequence \( \{\mu_n\}_n \subset \mathcal{P}(\mathbb{R}) \) converges weakly to \( \mu \in \mathcal{P}(\mathbb{R}) \) if, for all \( f \in C_b(\mathbb{R}) \),
\[
\lim_{n \to \infty} \int_{\mathbb{R}} f(x) \mu_n(dx) = \int_{\mathbb{R}} f(x) \mu(dx),
\]
where \( C_b(\mathbb{R}) \) is the set of all bounded continuous functions on \( \mathbb{R} \). In this case, we write \( \mu_n \overset{w}{\to} \mu \).
The weak convergence of probability measures can be characterized by Voiculescu transforms, see Bercovici and Voiculescu (1993); Bercovici and Pata (1996).

**Lemma 3.10.** Let \( \{\mu_n\}_n \subset \mathcal{P}(\mathbb{R}) \). Then, the following conditions are equivalent.

(i) There exists some \( \mu \in \mathcal{P}(\mathbb{R}) \) such that \( \mu_n \overset{w}{\to} \mu \) as \( n \to \infty \).

(ii) There exist positive numbers \( \lambda \) and \( M \) and a function \( \varphi \) such that all functions \( \varphi_{\mu_n} \) and \( \varphi \) are defined on \( \Gamma_{\lambda, M} \), and such that
\[
(a) \lim_{n \to \infty} \varphi_{\mu_n}(z) = \varphi(z) \text{ uniformly on compact subsets of } \Gamma_{\lambda, M};
(b) \sup_{n \in \mathbb{N}} \frac{\varphi_{\mu_n}(z)}{|z|} \to 0 \text{ as } |z| \to \infty \text{ with } z \in \Gamma_{\lambda, M}.
\]

(iii) There exist positive numbers \( \lambda \) and \( M \) such that all functions \( \varphi_{\mu_n} \) are defined on \( \Gamma_{\lambda, M} \), and such that
\[
(a) \lim_{n \to \infty} \varphi_{\mu_n}(iy) \text{ exists for all } y \geq M;
\]

(b) \( \varphi_{\mu_n}(iy) \to \varphi(iy) \) uniformly on compact subsets of \( \Gamma_{\lambda, M} \).
(b) \( \sup_{n \in \mathbb{N}} \left| \frac{\varphi_{\mu_n}(iy)}{y} \right| \to 0 \) as \( y \to \infty \).

In this case, we have \( \varphi = \varphi_\mu \) on \( \Gamma_{\lambda,M} \).

A sequence \( \{\mu_n\}_n \) of finite (Borel) measures is said to be uniformly bounded if

\[
\sup_{n \in \mathbb{N}} \mu_n(\mathbb{R}) < \infty. \tag{3.2}
\]

A sequence \( \{\mu_n\}_n \) of finite measures is said to be tight if, for any \( \epsilon > 0 \), there exists a positive number \( T > 0 \) such that

\[
\sup_{n \in \mathbb{N}} \mu_n(\mathbb{R} \setminus [-T, T]) \leq \epsilon. \tag{3.3}
\]

The above three notions relating to weak convergence, uniform boundedness, and tightness are also defined for a sequence of finite signed measures on \( \mathbb{R} \). If \( \{\mu_n\}_n \) is a sequence of finite signed measures on \( \mathbb{R} \), then we say that \( \mu_n \) converges weakly to some finite signed measure \( \mu \) if the measures \( \mu_n \) and \( \mu \) satisfy condition (3.1), and the family \( \{\mu_n\}_n \) is said to be uniformly bounded and tight if its total variation \( |\mu_n| \) satisfies conditions (3.2) and (3.3), respectively.

The following characterization of uniform boundedness and tightness is useful.

**Lemma 3.11.** We have the following properties.

(i) Let \( \{\mu_n\}_n \) be a sequence of finite (signed) measures. Then, the sequence \( \{\mu_n\}_n \) is tight if and only if every subsequence of \( \{\mu_n\}_n \) has a weakly convergent subsequence.

(ii) A weakly convergent sequence of finite (signed) measures is uniformly bounded and tight (see Bogachev (2007, Theorem 8.6.2)).

The class \( \text{ID}(\mathbb{R}) \) is closed with respect to the weak topology. Furthermore, the (weak) convergence of FID distributions is equivalent to that of free characteristic pairs.

**Lemma 3.12.** We have the following properties.

(i) The class \( \text{ID}(\mathbb{R}) \) is weakly closed, that is, if \( \{\mu_n\}_n \) is a sequence of FID distributions, \( \mu \in \mathcal{P}(\mathbb{R}) \), and \( \mu_n \xrightarrow{w} \mu \) as \( n \to \infty \), then \( \mu \) is also FID.

(ii) Let \( \{\mu_n\}_n \) be a sequence of FID distributions \( \mu_n \) with the free characteristic pair \( (b_n, \tau_n) \). The following conditions are equivalent.

(a) There exists some \( \mu \in \mathcal{P}(\mathbb{R}) \) such that \( \mu_n \xrightarrow{w} \mu \) as \( n \to \infty \);

(b) There exist \( b \in \mathbb{R} \) and a finite measure \( \tau \) on \( \mathbb{R} \) such that \( b_n \to b \) and \( \tau_n \xrightarrow{w} \tau \) as \( n \to \infty \).

In this case, \( \mu \) is an FID distribution with the free characteristic pair \( (b, \tau) \).

The following theorem extends the implication (b) \( \Rightarrow \) (a) in Lemma 3.12(ii) to FQID distributions. The proof is a simple modification of Barndorff-Nielsen and Thorbjørnsen (2006, Theorem 5.13(ii)) \( \Rightarrow \) (i) to \( |\tau_n| \). However, we include the proof for readers’ convenience.

**Theorem 3.13.** Let \( \{\mu_n\}_n \) be a sequence of FQID distributions with free characteristic pairs \( (b_n, \tau_n) \). If there exist \( b \in \mathbb{R} \) and a finite signed measure \( \tau \) on \( \mathbb{R} \) such that \( b_n \to b \) and \( \tau_n \xrightarrow{w} \tau \), then there exists some \( \mu \in \mathcal{P}(\mathbb{R}) \) such that \( \mu_n \xrightarrow{w} \mu \) as \( n \to \infty \). Moreover, \( \mu \) is an FQID distribution with the free characteristic pair \( (b, \tau) \).

**Proof:** We verify Lemma 3.10(iii) to prove this theorem. As \( \mu_n \) is FQID, its Voiculescu transform \( \varphi_{\mu_n} \) is defined on \( \mathbb{C}^+ \). For any \( y > 0 \), the map \( t \mapsto \frac{1+ty}{iy-t} \) is continuous and bounded with respect to \( t \in \mathbb{R} \). Hence, the convergence of \( \gamma_n \) and the weak convergence of \( \tau_n \) imply that

\[
\varphi_{\mu_n}(iy) = \gamma_n + \int_{\mathbb{R}} \frac{1+ty}{iy-t} \tau_n(dt) \xrightarrow{n \to \infty} \gamma + \int_{\mathbb{R}} \frac{1+ty}{iy-t} \tau(dt), \quad y > 0.
\]

Therefore, \( \lim_{n \to \infty} \varphi_{\mu_n}(iy) \) exists for all \( y > 0 \). Condition (a) in Lemma 3.10(iii) holds.
For any \( n \in \mathbb{N} \) and \( y > 0 \), we have that
\[
\frac{\varphi_{\mu_n}(iy)}{y} = \frac{\gamma_n}{y} + \int_{\mathbb{R}} \frac{1 + tiy}{y(y - t)} \tau_n(dt).
\]
Since \( \{\gamma_n\}_n \) is a convergent sequence, it is bounded; therefore, it suffices to show that
\[
\sup_{n \in \mathbb{N}} \left| \int_{\mathbb{R}} \frac{1 + tiy}{y(y - t)} \tau_n(dt) \right| \to 0, \quad y \to \infty
\]
to check condition (b) in Lemma 3.10(iii). For any \( t \in \mathbb{R} \) and \( y > 0 \), we have that
\[
\left| \frac{1 + tiy}{y(y - t)} \right| \leq \frac{1}{y(y^2 + t^2)^{1/2}} + \frac{|t|}{(y^2 + t^2)^{1/2}}.
\]
For any \( y \geq 1 \), we also have
\[
\sup_{t \in \mathbb{R}} \left| \frac{1 + tiy}{y(y - t)} \right| \leq 2.
\]
For any \( N \in \mathbb{N} \) and \( y \geq 1 \), we have that
\[
\sup_{t \in [-N,N]} \left| \frac{1 + tiy}{y(y - t)} \right| \leq \frac{N + 1}{y}.
\]
Therefore, for any \( N \in \mathbb{N} \) and \( y \geq 1 \), we obtain
\[
\sup_{n \in \mathbb{N}} \left| \int_{\mathbb{R}} \frac{1 + tiy}{y(y - t)} \tau_n(dt) \right| \leq \sup_{n \in \mathbb{N}} \int_{\mathbb{R}} \left| \frac{1 + tiy}{y(y - t)} \right| |\tau_n|(dt)
\leq \frac{N + 1}{y} \sup_{n \in \mathbb{N}} |\tau_n|([-N,N]) + 2 \sup_{n \in \mathbb{N}} |\tau_n|([-N,N])
\leq \frac{N + 1}{y} \sup_{n \in \mathbb{N}} |\tau_n|([-N,N]) + 2 \sup_{n \in \mathbb{N}} |\tau_n|([-N,N]).
\]

As \( \tau_n \overset{w}{\to} \tau \), the sequence \( \{|\tau_n|\}_n \) is uniformly bounded and tight by Lemma 3.11(ii). Consider an arbitrary \( \epsilon > 0 \). Since \( \{|\tau_n|\}_n \) is tight, there exists some \( N \in \mathbb{N} \) such that \( \sup_{n \in \mathbb{N}} |\tau_n|([-N,N]) < \epsilon/4 \). As \( \sup_{n \in \mathbb{N}} |\tau_n|([-N,N]) < \infty \), for any \( N \in \mathbb{N} \), there is some \( y_0 \geq 1 \) such that
\[
\frac{N + 1}{y} \sup_{n \in \mathbb{N}} |\tau_n|([-N,N]) < \frac{\epsilon}{2}, \quad y \geq y_0.
\]
Therefore, if \( y \geq y_0 \), then
\[
\sup_{n \in \mathbb{N}} \left| \int_{\mathbb{R}} \frac{1 + tiy}{y(y - t)} \tau_n(dt) \right| \leq \frac{N + 1}{y} \sup_{n \in \mathbb{N}} |\tau_n|([-N,N]) + 2 \sup_{n \in \mathbb{N}} |\tau_n|([-N,N]) < \epsilon.
\]
Finally, Lemma 3.10(iii) holds. Therefore, there is a probability measure \( \mu \) on \( \mathbb{R} \) such that \( \mu_n \overset{w}{\to} \mu \) as \( n \to \infty \), and
\[
\varphi_{\mu}(z) = b + \int_{\mathbb{R}} \frac{1 + tz}{z - t} \tau(dt), \quad z \in \mathbb{C}^+.
\]
Hence, \( \mu \) is an FQID distribution with the free characteristic pair \((b, \tau)\). \(\square\)

Remark 3.14. The assumptions in Theorem 3.13 cannot be disregarded. To see this, we refer to Theorem 4.1: let \( \{a_n\}_n \) and \( \{\lambda_n\}_n \) be sequences of positive numbers such that \( a_n \geq 2 \) and \( 0 < \lambda_n \leq 1 \). According to Theorem 4.1, a FQID \( \mu_a \) distribution exists when \( a = a_n \), \( \lambda = \lambda_n \), and \( c = 1 \). Its free characteristic pair \((b_n, \tau_n) = (-\frac{2\lambda_n}{\pi(n^2 + 1)}, -\frac{\lambda_n}{2})\), and its Voiculescu transform is
\[
\varphi_{\mu_a}(z) = -a_ni - \frac{\lambda_n z}{z - 1}, \quad z \in \mathbb{C}^+.
\]
Thus, it is not FID. If either $a_n \to \infty$ holds or $\lim_{n \to \infty} \lambda_n$ does not exist (e.g. $\lambda_n = |\sin n|$), then either $b_n$ or $\tau_n$ (or both of $b_n$ and $\tau_n$) does not fulfill the assumption in Theorem 3.13. In both cases, it is easy to see that $\lim_{z \to \infty} \varphi_{\mu_n}(iy)$ does not exist for any $y > 0$. Hence, by Lemma 3.10, $\mu_n$ does not converge weakly to any probability measure.

Remark 3.15. Whether the converse implication of Theorem 3.13 is true remains an open question. More precisely, we wish to know whether, if $\mu_n \overset{w}{\to} \mu$, then $b_n \to b$ and $\tau_n \to \tau$ as $n \to \infty$. According to the proof in Barndorff-Nielsen and Thorbjørnsen (2006), if $\mu_n$ is an FID distribution with the free characteristic pair $(b_n, \tau_n)$, then the positivity of $\tau_n$ can be used to show the implication (i) $\Rightarrow$ (ii) in Lemma 3.12(ii). However, if $\mu_n$ is FQID, then $\tau_n$ is a signed measure, and we cannot apply the techniques used in Barndorff-Nielsen and Thorbjørnsen (2006).

One can obtain the converse of Theorem 3.13 under some additional assumptions regarding free quasi-generating pairs.

**Theorem 3.16.** Let $\{\mu_n\}$ be a sequence of FQID distributions $\mu_n$ with free characteristic pairs $(b_n, \tau_n)$ and let $\mu$ be an FQID distribution with the free characteristic pair $(b, \tau)$. Suppose that $\tau_n = \tau_n^+ - \tau_n^-$ for each $n \in \mathbb{N}$, where $\tau_n^\pm$ are the positive and negative parts of $\tau$. If $\mu_n \overset{w}{\to} \mu$ as $n \to \infty$, and $(\tau_n^-)$ is tight and uniformly bounded, then $b_n \to b$ and $\tau_n \overset{w}{\to} \tau$ as $n \to \infty$.

To prove this theorem, we investigate convergence, tightness, and uniform boundedness for free characteristic pairs. Note that the proofs of Lemma 3.17 and Theorem 3.16 are obtained by the direct application of the results in Lindner et al. (2018).

**Lemma 3.17.** Let $\{\mu_n\}$ be a sequence of FQID distributions with free characteristic pairs $(b_n, \tau_n)$. If the sequence $\{\mu_n\}$ is tight and the sequence $\{\tau_n^-\}$ is tight and uniformly bounded, then the sequence $\{b_n\}$ is bounded and the sequences $\{\tau_n^+\}$ and $\{|\tau_n|\}$ are tight and uniformly bounded.

**Proof:** As the sequence $\{\mu_n\}$ is tight and $\{\tau_n^-\}$ is tight and uniformly bounded, for any subsequence $\{k_n\}$ in $\mathbb{N}$, the subsequence $\{\mu_{k_n}\}$ is also tight and the subsequence $\{\tau_{k_n}^-\}$ is also tight and uniformly bounded. By Lemma 3.11(i), there exists a further subsequence $\{l_{k_n}\}$ of the sequence $\{k_n\}$ such that the subsequences $\{\mu_{l_{k_n}}\}$ and $\{\tau_{l_{k_n}}^-\}$ converge weakly to some probability measure $\mu$ and some finite measure $\tau^-$, respectively.

Let $\rho_{l_{k_n}}$ be an FID distribution with the free characteristic pair $(0, \tau^-_{l_{k_n}})$ for each $n$. By Lemma 3.12, there is an FID distribution $\rho$ with the free characteristic pair $(0, \tau^-)$ such that $\rho_{l_{k_n}} \overset{w}{\to} \rho$ as $n \to \infty$. Thus, we have that $\mu_{l_{k_n}} \boxplus \rho_{l_{k_n}} \overset{w}{\to} \mu \boxplus \rho$ as $n \to \infty$. Since $\mu_{l_{k_n}} \boxplus \rho_{l_{k_n}}$ is FID with the free characteristic pair $(b_{l_{k_n}}, \tau^+_{l_{k_n}})$ and Lemma 3.12(i) holds, the measure $\mu \boxplus \rho$ is also FID. Therefore, the sequence $\{\tau^+_{l_{k_n}}\}$ converges weakly and the sequence $\{b_{l_{k_n}}\}$ converges as $n \to \infty$ by Lemma 3.12(ii).

To summarize the above discussion, for any subsequence $\{k_n\}$ in $\mathbb{N}$, there is a further subsequence $\{l_{k_n}\}$ of the sequence $\{k_n\}$ such that the measure $\tau^+_{l_{k_n}}$ converges weakly and the sequence $\{b_{l_{k_n}}\}$ converges. Consequently, the sequence $\{b_n\}$ is bounded and the sequence $\{\tau^+_{n}\}$ is tight and uniformly bounded; therefore, so is the sequence $\{|\tau_n|\}$.

**Proof of Theorem 3.16:** By our assumption, the sequence $\{\mu_n\}$ is tight, and therefore the sequence $\{b_n\}$ is bounded and the sequence $\{\tau^+_n\}$ is tight and uniformly bounded by Lemma 3.17. Thus, $\{\tau_n^-\}$ is also tight and uniformly bounded. If either (or both) of the sequences $\{b_n\}$ and $\{\tau_n^-\}$ does not satisfy the statement of this theorem, then the tightness and (uniform) boundedness of these sequences imply that the sequence $\{\mu_n\}$ does not converge weakly, which contradicts the weak convergence of the sequence $\{\mu_n\}$. Hence, there exist $b^* \in \mathbb{R}$ and a finite signed measure $\tau^*$ such that $b_n \to b^*$ and $\tau_n \overset{w}{\to} \tau^*$ as $n \to \infty$. By the uniqueness of free characteristic pairs (see Proposition 3.4) and the convergence $\mu_n \overset{w}{\to} \mu$, we have that $b = b^*$ and $\tau = \tau^*$. □
We mention that the weak convergence preserves the free quasi-infinite divisibility of probability measures under some additional assumption.

**Proposition 3.18.** Let \( \{\mu_n\}_n \) be a sequence of FQID distributions. For each \( n \in \mathbb{N} \), let us set \( \mu_{1,n}, \mu_{2,n} \in \text{ID}(\mathbb{R}) \) satisfying \( \mu_{1,n} \boxplus \mu_n = \mu_{2,n} \). Assume that there exists \( \mu \in \mathcal{P}(\mathbb{R}) \) such that \( \mu_n \xrightarrow{w} \mu \). If there exists \( \mu_2 \in \mathcal{P}(\mathbb{R}) \) (actually, \( \mu_2 \in \text{ID}(\mathbb{R}) \)) such that \( \mu_{2,n} \xrightarrow{w} \mu_2 \), then there exists \( \mu_1 \in \mathcal{P}(\mathbb{R}) \) (actually also, \( \mu_1 \in \text{ID}(\mathbb{R}) \)) such that \( \mu_{1,n} \xrightarrow{w} \mu_1 \) and \( \mu \) is FQID satisfying \( \mu_1 \boxplus \mu = \mu_2 \).

**Proof:** Due to Lemma 3.10, there exist \( M > 0 \) such that the limits \( \lim_{n \to \infty} \varphi_{\mu_n}(iy) \) and \( \lim_{n \to \infty} \varphi_{\mu_{2,n}}(iy) \) exist for all \( y \geq M \), and therefore so is \( \lim_{n \to \infty} \varphi_{\mu_1}(iy) \). By the triangle inequality, we have

\[
\sup_{n \in \mathbb{N}} \left| \frac{\varphi_{\mu_1}(iy)}{y} \right| \leq \sup_{n \in \mathbb{N}} \left| \frac{\varphi_{\mu_n}(iy)}{y} \right| + \sup_{n \in \mathbb{N}} \left| \frac{\varphi_{\mu_{2,n}}(iy)}{y} \right| \to 0,
\]

as \( n \to \infty \). Hence \( \mu_1 \) satisfies the assumptions in Lemma 3.10(a), (b). Thus there exists \( \mu_1 \in \mathcal{P}(\mathbb{R}) \) such that \( \mu_{1,n} \xrightarrow{w} \mu_1 \) and \( \mu_1 \boxplus \mu = \mu_2 \). Since the class \( \text{ID}(\mathbb{R}) \) is weakly closed, \( \mu_1 \) is FID, and therefore \( \mu \) is FQID. \( \square \)

**Problem 3.19.** In the classical case, the class of all QID distributions is not closed under weak convergence; see Lindner et al. (2018, Section 4) for a concrete example using the Bernoulli distributions. In the free setting, this example does not work well because the Bernoulli distributions are not FQID. At the moment, we still do not find an example of a sequence of FQID distributions in which its weak limit is not FQID. Thus, whether the class of all FQIDs is closed under weak convergence remains an open problem.

### 3.4. Free Lévy-Khintchine type representations of FQID distributions

In this section, we describe how \( R \)-transforms of FQID distributions give the free Lévy-Khintchine representations.

**Lemma 3.20.** Let \( \tau \) be a finite signed measure on \( \mathbb{R} \). Then a function \( \nu : \mathcal{B}_0 \to [-\infty, \infty] \) defined by

\[
\nu(B) = \int_B \frac{1 + x^2}{x^2} 1_{\mathbb{R} \setminus \{0\}}(x)\tau(dx), \quad B \in \mathcal{B}_0,
\]

is a quasi-Lévy-type measure.

We prove that, for any \( r > 0 \), \( \nu|_{\mathcal{B}_r} \) is finite signed measure on \( (\mathbb{R} \setminus (-r, r), \mathcal{B}_r) \). It follows from the kernel \( \frac{1 + x^2}{x^2} \) is finite on \( \mathbb{R} \setminus (-r, r) \) and Hahn-Jordan decomposition.

**Proof:** We fix \( r > 0 \). The Hahn-Jordan decomposition implies the existence of a finite measure \( \tau^+ \) and \( \tau^- \) such that \( \tau = \tau^+ - \tau^- \). Since \( \frac{1 + x^2}{x^2} \) is finite on \( \mathbb{R} \setminus (-r, r) \), we get

\[
\nu|_{\mathcal{B}_r}(B) = \int_B \frac{1 + x^2}{x^2} 1_{\mathbb{R} \setminus \{0\}}(x)\tau^+(dx) - \int_B \frac{1 + x^2}{x^2} 1_{\mathbb{R} \setminus \{0\}}(x)\tau^-(dx), \quad B \in \mathcal{B}_r.
\]

And also, the two functions \( B \mapsto \int_B \frac{1 + x^2}{x^2} 1_{\mathbb{R} \setminus \{0\}}(x)\tau^\pm(dx) \) are finite (positive) measures on \( \mathcal{B}_r \). Hence \( \nu|_{\mathcal{B}_r} \) is a finite signed measure on a measure space \( (\mathbb{R} \setminus (-r, r), \mathcal{B}_r) \). Moreover, we get

\[
\int_{\mathbb{R} \setminus \{0\}} (1 \wedge x^2) |\nu| \, dx = \int_{(-1,1) \setminus \{0\}} (1 \wedge x^2) |\nu| \, dx + \int_{\mathbb{R} \setminus (-1,1)} (1 \wedge x^2) |\nu| \, dx
\]

\[
= \int_{(-1,1) \setminus \{0\}} x^2 \cdot \frac{1 + x^2}{x^2} |\tau^+| \, dx + \int_{\mathbb{R} \setminus (-1,1)} \frac{1 + x^2}{x^2} |\tau^-| \, dx
\]

\[
\leq 2 \{ |\tau^+|((-1,1) \setminus \{0\}) + |\tau^-|((\mathbb{R} \setminus (-1,1)) \}
\]

\[
\leq 4 |\tau|((\mathbb{R}) < \infty,
\]

as desired. \( \square \)
Proposition 3.21. Let $\mu$ be an FQID distribution with a free characteristic pair $(b, \tau)$. Then the R-transform of $\mu$ is of the form (2.8) for some $a, \gamma \in \mathbb{R}$ and some function $\nu : \mathcal{B}_0 \to [-\infty, \infty]$, fulfilled the relation (2.9). Due to Lemma 3.20, the function $\nu$ is a quasi-Lévy-type measure.

Proof: Let $\nu^+$ and $\nu^-$ be the positive and negative parts of $\nu$, respectively. Then,

$$R_\mu(z) = az^2 + \gamma z + \int_{\mathbb{R}} \left( \frac{1}{1 - xz} - 1 - xz1_{[-1,1]}(x) \right) \nu(dx), \quad z \in \mathbb{C}^- \quad (3.4)$$

for some $a, \gamma \in \mathbb{R}$ and a quasi-Lévy-type measure $\nu$ on $\mathbb{R}$. Conversely, if the R-transform of an FQID distribution $\mu$ is of the form (3.4), then $\mu$ has a free characteristic pair $(b, \tau)$ fulfilled the relation (2.9).

Moreover, such a triplet $(a, \nu, \gamma)$ is uniquely determined by the FQID distribution $\mu$. The triplet $(a, \nu, \gamma)$ is called a free characteristic triplet of the FQID distribution $\mu$.

Definition 3.22. A quasi-Lévy-type measure $\nu$ is called a free quasi-Lévy measure if there exist an FQID distribution $\mu$ and some $a, \gamma \in \mathbb{R}$ such that a triplet $(a, \nu, \gamma)$ is a free characteristic triplet of $\mu$.

Note that, the kernel function of the $R$-transform of an FQID distribution is integrable with respect to the quasi-Lévy-type measure.

Proposition 3.23. For $z \in \mathbb{C}^-$, the function on $\mathbb{R}$ defined by

$$x \mapsto \frac{1}{1 - zx} - 1 - zx1_{[-1,1]}(x) =: k(x, z)$$

is integrable with respect to a quasi-Lévy-type measure $\nu$.

Proof: Let $\nu^+$ and $\nu^-$ be the positive and negative parts of $\nu$, respectively. Then,

$$\int_{\mathbb{R}} k(x, z)\nu^+(dx) = z^2 \int_{-1}^{1} \frac{x^2}{1 - zx} \nu^+(dx) + z \int_{\mathbb{R}\setminus[-1,1]} \frac{x}{1 - zx} \nu^+(dx)$$

$$= z^2 \int_{-1}^{1} \frac{1}{1 - zx} (1 \wedge x^2) \nu^+(dx) + z \int_{\mathbb{R}\setminus[-1,1]} \frac{x}{1 - zx} \nu^+|_{\mathcal{B}_1}(dx).$$

We show that the first term on the right-hand side of the above equality is integrable. For $z = u + iv \in \mathbb{C}^-$ and $x \in [-1, 1]$, we obtain

$$\left| \frac{1}{1 - zx} \right|^2 = \frac{1}{(u^2 + v^2)x^2 - 2ux + 1} \leq \frac{u^2 + v^2}{v^2} = \left( \frac{|z|}{\text{Im}(z)} \right)^2.$$

As $\int_{\mathbb{R}} (1 \wedge x^2)\nu^+(dx) < \infty$, we have that

$$z^2 \int_{-1}^{1} \frac{1}{1 - zx} (1 \wedge x^2) \nu^+(dx) \leq \frac{|z|^3}{|\text{Im}(z)|} \int_{-1}^{1} (1 \wedge x^2)\nu^+(dx) < \infty, \quad z \in \mathbb{C}^-.$$

Next, we prove that the second term on the right-hand side of the above equality is also integrable. For $z = u + iv \in \mathbb{C}^-$ and $x \in \mathbb{R}$, we have

$$\left| \frac{x}{1 - zx} \right|^2 = \frac{|x|^2}{(1 - ux)^2 + v^2x^2} \leq \frac{1}{v^2} = \frac{1}{|\text{Im}(z)|^2}.$$

As $\nu^+|_{\mathcal{B}_1}$ is finite, we obtain

$$z \int_{\mathbb{R}\setminus[-1,1]} \frac{x}{1 - zx} \nu^+|_{\mathcal{B}_1}(dx) \leq \left| \frac{z}{|\text{Im}(z)|} \right| \nu^+|_{\mathcal{B}_1}(\mathbb{R}\setminus[-1,1]) < \infty, \quad z \in \mathbb{C}^-.$$

Therefore, the function $k(\cdot, z)$ is integrable with respect to $\nu^+$. Similarly, it is also integrable with respect to $\nu^-$, and hence is so with respect to $\nu$. \qed
If $\mu$ is FQID with a free characteristic triplet $(a, \nu, \eta)$, then
\[
R_\mu(z) = az^2 + \eta z + \int_{\mathbb{R}} k(x, z)\nu^+(dx) - \int_{\mathbb{R}} k(x, z)\nu^-(dx), \quad z \in \mathbb{C},
\]
by Proposition 3.23. It follows that there exist FID distributions $\mu^+$ and $\mu^-$ with free characteristic triplets $(a, \nu^+, \gamma)$ and $(0, \nu^-, 0)$, respectively, such that $\mu^- \boxplus \mu = \mu^+$.

3.5. FQID distributions with compact support. It is known that, for $\mu \in \text{ID}(\boxplus)$ with a free characteristic pair $(b, \tau)$, the measure $\mu$ has a compact support if and only if so does $\tau$, see e.g. Bercovici and Voiculescu (1992). The purpose of the section is to investigate whether can extend the above statement to the class of FQID distributions.

We say that a sequence $\{s_n\}_{n=0}^{\infty}$ of complex numbers grows at most exponentially if there exists a constant $c > 0$ such that
\[
|s_n| \leq c^n, \quad \text{for all } n \in \mathbb{N}.
\]
A finite measure $\rho$ has a compact support if and only if the $n$-th moment $m_n(\rho)$ of $\rho$ exists for all $n \in \mathbb{N}$ and the sequence $\{m_n(\rho)\}_{n=0}^{\infty}$ grows at most exponentially (see Nica and Speicher (2006, Lemma 13.13)).

**Theorem 3.24.** Let $\mu$ be an FQID distribution with the free characteristic pair $(b, \tau)$. If the finite signed measure $\tau$ is compactly supported, then so is the measure $\mu$. Furthermore, we have that $\tau(\mathbb{R}) \geq -m_2(\tau)$.

**Proof:** By the Hahn-Jordan decomposition theorem, we can find two finite measures $\tau^+$ and $\tau^-$ such that $\tau = \tau^+ - \tau^-$. As $\tau$ has a compact support, so do $\tau^+$ and $\tau^-$. Let $\mu^+$ and $\mu^-$ be FID distributions with free characteristic pairs $(b, \tau^+)$ and $(0, \tau^-)$, respectively. Then $\mu = \mu^+ \boxplus \mu^-$ and $\mu^+, \mu^-$ are compactly supported. By Nica and Speicher (2006, Lemma 13.13 and Proposition 13.15), there exist $c_+, c_- > 0$, such that $|\kappa_n(\mu^+)| \leq c_+^n$, respectively, where $\kappa_n(\rho)$ is the $n$-th free cumulant of $\rho \in \mathcal{P}(\mathbb{R})$. Hence there exists $c > 0$ such that
\[
|\kappa_n(\mu)| \leq |\kappa_n(\mu^+)| + |\kappa_n(\mu^-)| \leq c^n.
\]
Hence $\{\kappa_n(\mu)\}_{n=1}^{\infty}$ grows at most exponentially. Also, by Nica and Speicher (2006, Lemma 13.13 and Proposition 13.15), the measure $\mu$ is compactly supported. It is elementary to verify that $\kappa_n(\mu) = m_{n-2}(\tau) + m_n(\tau)$ for $n \in \mathbb{N}$, where $m_{-1}(\tau) = b$. Hence, the desired result is obtained by considering the case of $n = 2$. \qed

According to Lindner et al. (2018, Example 3.11), there exists a compactly supported QID distribution such that its quasi-Lévy measure is not compactly supported. That is, the converse implication of Theorem 3.24 is not true in classical case. On the other hand, we still do not know whether the converse statement of Theorem 3.24 is true or not in free case.

**Problem 3.25.** Suppose that $\mu$ is an FQID distribution with compact support and with the free characteristic pair $(b, \tau)$. Is the support of $\tau$ necessarily compact?

Note also a related problem:

**Problem 3.26.** Suppose that $\mu$ is an FQID distribution with compact support. Is it true that there exist FID distributions $\mu_1, \mu_2$ with compact support such that $\mu_1 \boxplus \mu = \mu_2$?
4. Examples

Let $\mathbb{R}_+ := [0, \infty)$. In the following, the principal square root of $z$ is defined by
\[
\sqrt{z} := |z|^{\frac{1}{2}} e^{\frac{\text{arg}(z)}{2}}, \quad 0 \leq \text{arg}(z) < 2\pi,
\] (4.1)
namely, the square root function is defined using the nonnegative real axis $\mathbb{R}_+$ as a branch cut.

In this section, various examples of FQID distributions (or free characteristic triplets) and their distributional properties are provided. For this purpose, let us recall three important families of distributions in free probability (see Bercovici and Voiculescu (1993); Nica and Speicher (2006); Mingo and Speicher (2017) for details).

- Let $C_a$ be the Cauchy distribution with the parameter $a > 0$, that is,
\[
C_a(dx) := \frac{a}{\pi (x^2 + a^2)} 1_{\mathbb{R}}(x)dx.
\]
The special case $a = 1$, the standard Cauchy distribution $C_1$, is denoted by $C$. Note that $C_a = D_a(C) = C^\oplus a$ for all $a > 0$. The Cauchy distribution is FID and its Voiculescu transform is given by
\[
\varphi_{C_a}(z) = \int_{\mathbb{R}} \frac{1 + zt}{z - t} \frac{a}{\pi(1 + t^2)} dt = -ai, \quad z \in \mathbb{C}^+.
\]
In this case, the free characteristic triplet is $(0, \frac{a}{\pi a^2} du, 0)$.

- Let $\text{MP}(\lambda)$ be the Marchenko-Pastur law with the parameter (variance) $\lambda > 0$. The Voiculescu transform $\varphi_{\text{MP}(\lambda)}$ is given by
\[
\varphi_{\text{MP}(\lambda)}(z) = \frac{\lambda}{2} + \int_{\mathbb{R}} \frac{1 + zt}{z - t} \frac{\lambda}{z - 1} \delta_1(dt) = \frac{\lambda z}{z - 1}, \quad z \in \mathbb{C}^+.
\]
The measure $\text{MP}(\lambda)$ is FID and the free characteristic triplet is $(0, \lambda \delta_1, 0)$. Note that, for $c \neq 0$, the free characteristic triplet of $D_c(\text{MP}(\lambda))$ is $(0, \lambda \delta_c, 0)$ and the Voiculescu transform $\varphi_{D_c(\text{MP}(\lambda))}$ is given by
\[
\varphi_{D_c(\text{MP}(\lambda))}(z) = \frac{\lambda}{c^2 + 1} + \int_{\mathbb{R}} \frac{1 + zt}{z - t} \frac{\lambda c}{c^2 + 1} \delta_c(dt) = \frac{\lambda cz}{z - c}.
\]

- Let $S(m, \sigma^2)$ be the semicircle law with mean $m \in \mathbb{R}$ and variance $\sigma^2 > 0$, i.e.,
\[
S(m, \sigma^2)(dx) := \frac{1}{2\pi\sigma^2} \sqrt{4\sigma^2 - (x - m)^2} 1_{[m-2\sigma, m+2\sigma]}(x)dx.
\]
The special case $S(0, 1)$ is simply denoted by $S$. This is FID and the Voiculescu transform $\varphi_{S(m, \sigma^2)}$ has the form
\[
\varphi_{S(m, \sigma^2)}(z) = m + \int_{\mathbb{R}} \frac{1 + zt}{z - t} \sigma^2 \delta_0(dt) = m + \frac{\sigma^2}{z}, \quad z \in \mathbb{C}^+.
\]
Its free characteristic triplet is $(\sigma^2, 0, m)$. Note that $D_a(S(m, \sigma^2)) = S(am, a^2\sigma^2)$.

4.1. Free deconvolution with the Cauchy distribution. In this section, we construct explicit FQID distributions from the Cauchy distribution. The support of the free Lévy measure of the Cauchy distribution is unbounded, whereas the support of the free Lévy measure of compactly supported FID distributions is bounded. Thus, the difference between the free Lévy measure of the Cauchy distribution and that of a compactly supported FID distribution becomes a signed measure. We investigate whether there exist FQID probability measures whose quasi-free Lévy measure is a signed measure.
This idea comes from the results in Arizmendi et al. (2020). If $\mu \in \mathcal{P}(\mathbb{R})$ has a finite variance $\sigma^2$, then by Arizmendi et al. (2020, Theorem 1.2), there exists some $\rho(\mu) \in \mathcal{P}(\mathbb{R})$ such that

$$\mu \boxplus \rho(\mu) = C_{2\sqrt{\sigma^2}}. \quad (4.2)$$

Furthermore, if $\mu$ is an FID distribution with a compact support, then $\rho(\mu)$ is FQID. The probability measures $\text{MP}(\lambda)$ and $\text{S}(0, \sigma^2)$ are examples of such $\mu$, as both distributions have finite variances and are FID with compact supports. That is,

- $\text{MP}(\lambda) \boxplus \rho(\text{MP}(\lambda)) = C_{2\sqrt{2\lambda}}$ and $\rho(\text{MP}(\lambda))$ is FQID,
- $\text{S}(0, \sigma^2) \boxplus \rho(\text{S}(0, \sigma^2)) = C_{2\sqrt{\sigma^2}}$ and $\rho(\text{S}(0, \sigma^2))$ is FQID.

In Sections 4.1.1, 4.1.2, and 4.1.3, we investigate signed measures generated from the Lévy measure of the Cauchy distribution and the Marchenko-Pastur, semicircle, and free Meixner distributions, respectively.

### 4.1.1. Case of the Marchenko-Pastur law

From now on we will denote $\text{MP}(c, \lambda) := D_c(\text{MP}(\lambda))$. Let $a, \lambda > 0$ and $c \neq 0$. Consider the analytic function

$$\varphi(z) = \varphi_{C_a}(z) - \varphi_{\text{MP}(c, \lambda)}(z) = -ai - \frac{\lambda cz}{z - c}, \quad z \in \mathbb{C}^+. \quad (4.3)$$

We will prove that $\varphi$ is the Voiculescu transform of some probability measure, or equivalently, that the function $K : \mathbb{C}^+ \to \mathbb{C}^+$ defined by

$$K(z) := \varphi(z) + z = -ai - \frac{\lambda cz}{z - c} + z, \quad z \in \mathbb{C}^+$$

is the compositional right inverse of an $F$-transform of some probability measure.

A straightforward calculation gives

$$F(z) := K^{-1}(z) = \frac{z + c(\lambda + 1) + ai + \sqrt{q(z)}}{2}, \quad z \in \mathbb{C}^+, \quad (4.4)$$

with an appropriate branch of the square root, where

$$q(z) := (z + c(\lambda + 1) + ai)^2 - 4c(z + ai).$$

A strategy to prove that $F$ is an $F$-transform of some probability measure, is use of Proposition 2.5. To carry out the proposition, we will show that $F$ is a Pick function which satisfies $\lim_{y \to \infty} F(iy)/iy = 1$. It is easy to verify the asymptotic condition for $F$. Hence, it suffices to show that $q(\mathbb{C}^+) \subset \mathbb{C} \setminus \mathbb{R}_+$ (recall that the branch cut of the square root is $\mathbb{R}_+$ in our setting). Then, $\sqrt{q(z)} \in \mathbb{C}^+$ is well-defined on $\mathbb{C}^+$, which yields $\text{Im} F(z) > 0$ for all $z \in \mathbb{C}^+$. Let $z = x + iy \in \mathbb{C}^+$ (namely $x \in \mathbb{R}$ and $y > 0$). We have that

$$q(x + iy) = (x + c(\lambda + 1))^2 - 4cx - (y + a)^2 + 2i(y + a)(x + c(\lambda - 1)).$$

Then, $q(x + iy) \in \mathbb{R}$ if and only if $x = c(1 - \lambda)$. From the equation

$$q(c(1 - \lambda) + iy) = 4c^2\lambda - (y + a)^2,$$

it follows that, if $0 < \lambda \leq \left(\frac{a}{2c}\right)^2$, then $q(x + iy) \notin \mathbb{R}_+$, which implies that $F(\mathbb{C}^+) \subset \mathbb{C}^+$. We conclude that, in this case, the function $F$ in (4.4) is a Pick function.

By Proposition 2.5, there exists a probability measure $\rho_{a, c, \lambda}$ on $\mathbb{R}$ such that $F = F_{\rho_{a, c, \lambda}}$. Finally, we obtain

$$\text{MP}(c, \lambda) \boxplus \rho_{a, c, \lambda} = C_a,$$

and so $\rho_{a, c, \lambda}$ is FQID for all $a, \lambda > 0$ and $c \neq 0$ with $0 < \lambda \leq \left(\frac{a}{2c}\right)^2$. 


We further observe that, if $0 < y < \frac{c^2\lambda}{a}$,

$$\Im \varphi_{\rho_{a,c,\lambda}}(c + iy) = -a + \frac{c^2\lambda}{y} > 0.$$ 

Hence, the measure $\rho_{a,c,\lambda}$ is not FID. Some calculations indicate that the nontangential limit of $G_{\rho_{a,c,\lambda}}$ at $x$ exists for any $x \in \mathbb{R}$. Thus, $\rho_{a,c,\lambda}$ has no singular parts. We summarize the results.

**Theorem 4.1.** Let $a, \lambda > 0$, $c \neq 0$ with $0 < \lambda \leq \left(\frac{a}{2\pi}\right)^2$. Then, there exists some $\rho_{a,c,\lambda} \in \mathcal{P}(\mathbb{R})$ such that its Voiculescu transform is

$$\varphi_{\rho_{a,c,\lambda}}(z) = -ai - \frac{\lambda cz}{z - c}, \quad z \in \mathbb{C}^+.$$ 

It has the following properties:

1. $\text{MP}(c, \lambda) \boxplus \rho_{a,c,\lambda} = C_a$. In other words, $\rho_{a,c,\lambda} = C_a \boxplus \text{MP}(c, \lambda)$ is FQID, rather than FID. Moreover, it is absolutely continuous with respect to the Lebesgue measure.
2. Its free characteristic triplet is given by $(0, \frac{\alpha du}{u^2 + 1} - \lambda \delta_c, 0)$.
3. Its free characteristic pair is given by $(-\frac{\lambda}{c^2 + 1}, \frac{\alpha du}{u^2 + 1} - \frac{\lambda c}{c^2 + 1} \delta_c)$.

Let us consider three specific cases.

- If $a = 2\sqrt{2\lambda}$ and $c = 1$, then $\rho_{2\sqrt{2\lambda},1,\lambda}$ coincides with the measure $\rho(\text{MP}(\lambda))$ in (4.2).
- If $a = 0$, then the function $\varphi$ in (4.3) is not the Voiculescu transform of any probability measure on $\mathbb{R}$.
- If $c = a > 0$, then for $0 < \lambda \leq \frac{1}{4}$, there exists a probability measure $\rho_{a,\lambda} := \rho_{a,a,\lambda} \in \mathcal{P}(\mathbb{R})$ such that $\varphi_{\rho_{a,\lambda}}(z) = -ai - \frac{\lambda cz}{z - a}$ by the above discussion. One can see that $D_a(\rho_{1,\lambda}) = \rho_{a,\lambda}$.

**Example 4.2.** We consider the Cauchy transform of $\rho_{1,\lambda}$:

$$G_{\rho_{1,\lambda}}(z) = 1/F_{\rho_{1,\lambda}}(z)$$

$$= \frac{2}{z + (\lambda + 1) + i - \sqrt{(z + (\lambda + 1) + i)^2 - 4(z + i)}}$$

$$= \frac{2(z + i)}{z^2 + (\lambda + 1)(z - i) + 1 - (z - i)\sqrt{(z + (\lambda + 1) + i)^2 - 4(z + i)}}$$

for $z \in \mathbb{C}^+$. By the Stieltjes inversion formula, the probability density function $f(x)$ of $\rho_{1,\lambda}$ is

$$f(x) = -\frac{1}{\pi} \lim_{y \downarrow 0} \Im(G_{\rho_{1,\lambda}}(x + iy))$$

$$= \frac{1}{2\pi(x^2 + 1)} \{\lambda + 1 + xv(x) - u(x)\}, \quad x \in \mathbb{R},$$

where

$$u(x) = \Re\left[\sqrt{(x + (\lambda + 1) + i)^2 - 4(x + i)}\right], \quad x \in \mathbb{R}$$

and

$$v(x) = \Im\left[\sqrt{(x + (\lambda + 1) + i)^2 - 4(x + i)}\right], \quad x \in \mathbb{R}.$$
We give an explicit density function for $\lambda = 1/4$ below. Set
\[
q(x) := \left( x + \left( \frac{1}{4} + 1 \right) + i \right)^2 - 4(x + i)
\]
\[
= \frac{1}{16} (4x - 3)^2 + \frac{1}{2}(4x - 3)i, \quad x \in \mathbb{R}.
\]
We then obtain $q(x) = r e^{i\theta}$, where
\[
r = |q(x)| = \frac{1}{16} |4x - 3| \sqrt{16x^2 - 24x + 73}
\]
and
\[
\theta = \arg(q(x)) = \begin{cases} 
\arcsin \left( \frac{8}{\sqrt{16x^2 - 24x + 73}} \right), & x \geq 3/4 \\
2\pi - \arcsin \left( \frac{8}{\sqrt{16x^2 - 24x + 73}} \right), & x < 3/4.
\end{cases}
\]
Using some calculations, we find that
\[
u(x) = \text{Re} \sqrt{q(x)} = \sqrt{r} \cos \left( \frac{1}{2} \theta \right)
\]
\[
= \frac{1}{4} \text{sign}(4x - 3) \sqrt{|4x - 3| (16x^2 - 24x + 73)^{1/4}} \cos \left( \frac{1}{2} \arcsin \left( \frac{8}{\sqrt{16x^2 - 24x + 73}} \right) \right)
\]
\[
= \frac{1}{4\sqrt{2}} \text{sign}(4x - 3) \sqrt{|4x - 3|} \sqrt{16x^2 - 24x + 73 + |4x - 3|}
\]
and
\[
u(x) = \text{Im} \sqrt{q(x)} = \sqrt{r} \sin \left( \frac{1}{2} \theta \right)
\]
\[
= \frac{1}{4} \sqrt{|4x - 3| (16x^2 - 24x + 73)^{1/4}} \sin \left( \frac{1}{2} \arcsin \left( \frac{8}{\sqrt{16x^2 - 24x + 73}} \right) \right)
\]
\[
= \frac{1}{4\sqrt{2}} \sqrt{|4x - 3|} \sqrt{16x^2 - 24x + 73 - |4x - 3|},
\]
where
\[
\text{sign}(x) = \begin{cases} 
1, & x \geq 0 \\
-1, & x < 0.
\end{cases}
\]
Finally, we obtain the density function of $\rho_{1,1/4}$ (see Figure 4.1):
\[
f(x) = \frac{1}{2\pi(x^2 + 1)} \left( \frac{5}{4} + xv(x) - u(x) \right)
\]
\[
= \frac{5\sqrt{2} + \sqrt{|4x - 3|} (xp_-(x) - \text{sign}(4x - 3) p_+(x))}{8\sqrt{2\pi(x^2 + 1)}}, \quad x \in \mathbb{R},
\]
where
\[
p_{\pm}(x) := \sqrt{16x^2 - 24x + 73} \pm |4x - 3|, \quad x \in \mathbb{R}.
\]
4.1.2. Case of the semicircle law. Next, consider

\[ \varphi(z) = \varphi_{C_a}(z) - \varphi_{S(0,\sigma^2)}(z) = -ai - \frac{\sigma^2}{z} \]

for \( a, \sigma > 0 \) and \( z \in \mathbb{C}^+ \). We will show that \( \varphi \) is the Voiculescu transform of some probability measure.

Let \( K(z) := z - ai - \frac{\sigma^2}{z} \). Then, a formal computation implies that

\[ F(z) := K^{-1}(z) = \frac{z + ai + \sqrt{(z + ai)^2 + 4\sigma^2}}{2}, \quad z \in \mathbb{C}^+. \]

It is easy to see that \( F(iy)/iy \to 1 \) as \( y \to \infty \). For \( 2\sigma \leq a \), \( \sqrt{(z + ai)^2 + 4\sigma^2} \) is in \( \mathbb{C}^+ \) for all \( z \in \mathbb{C}^+ \).

In a similar manner as for Example 4.1, there is a probability measure \( \gamma_{a,\sigma^2} \) such that \( F = F_{\gamma_{a,\sigma^2}} \), and therefore \( \varphi = \varphi_{\gamma_{a,\sigma^2}} \) for all \( a, \sigma > 0 \) with \( 2\sigma \leq a \). By definition, it satisfies \( S(0,\sigma^2) \boxplus \gamma_{a,\sigma^2} = C_a \), where \( \gamma_{a,\sigma^2} \) is not FID. Moreover, the measure \( \gamma_{a,\sigma^2} \) is absolutely continuous with respect to the Lebesgue measure. We summarize the above facts as follows.

**Theorem 4.3.** Let \( a, \sigma > 0 \) with \( 2\sigma \leq a \). Then, there exists some \( \gamma_{a,\sigma^2} \in \mathcal{P}(\mathbb{R}) \) for which the Voiculescu transform is

\[ \varphi_{\gamma_{a,\sigma^2}}(z) = -ai - \frac{\sigma^2}{z}, \quad z \in \mathbb{C}^+. \]

It has the following properties:

1. \( S(0,\sigma^2) \boxplus \gamma_{a,\sigma^2} = C_a \). In other words, \( \gamma_{a,\sigma^2} = C_a \boxminus S(0,\sigma^2) \).
2. \( \gamma_{a,\sigma^2} \) is FQID, rather than FID. Moreover, it is absolutely continuous with respect to the Lebesgue measure.
3. \( \gamma_{a,\sigma^2} = \gamma_{1,\sigma/\sqrt{a}}^{\boxplus \sigma^2} = \gamma_{a/\sigma^2,1}^{\boxminus \sigma^2} \) for \( a \geq 1 \) and \( \sigma \geq 1 \).
4. Its free characteristic triplet is given by \( (-\sigma^2, \frac{a\sigma}{\pi u}, 0) \).
5. Its free characteristic pair is \( (0, -\frac{\sigma^2}{\pi(1+u^2)} - \sigma^2\delta_0(du)) \).

In particular, \( \gamma_{2\sqrt{2}, \sigma^2} \) (the case in which \( a = 2\sqrt{2}\sigma \)) coincides with the measure \( \rho(S(0,\sigma^2)) \) in (4.2).
Remark 4.4.

(1) The FQID distribution $\gamma_{a,\sigma^2}$ has a semicircular component that takes negative values. However, if we consider the case of $a = 0$, then $\varphi(z) = -\frac{\sigma^2}{z}$ is not the Voiculescu transform of any probability measure.

(2) In general, for a classical characteristic triplet, the Gaussian component must be nonnegative, see Lindner et al. (2018, Lemma 2.7). Therefore the triplet $(-\sigma^2, \frac{a du}{\pi u^2}, 0)$ in Theorem 4.3 is not a classical characteristic triplet.

Example 4.5. Consider $a = 1$ and $\sigma = 1/2$. The Cauchy transform of $\gamma_{1,(1/2)^2}$ is given by

$$G_{\gamma_{1,(1/2)^2}}(z) = \frac{2}{z + i + \sqrt{(z + i)^2 + 1}} = -2 \left( z + i - \sqrt{z^2 + 2z i} \right), \quad z \in \mathbb{C}^+.$$ 

By the Stieltjes inversion formula, the probability density function $f(x)$ of $\gamma_{1,(1/2)^2}$ is

$$f(x) = -\frac{1}{\pi} \lim_{y \downarrow 0} \text{Im}(G_{\gamma_{1,(1/2)^2}}(x + iy))$$

$$= \frac{2}{\pi} \left( 1 - \text{Im} \left[ \sqrt{x^2 + 2xi} \right] \right)$$

$$= \frac{\sqrt{2}}{\pi} \left( \sqrt{2} - \sqrt{|x| \sqrt{x^2 + 4 - x^2}} \right), \quad x \in \mathbb{R}.$$ 

Figure 4.2 shows the shape of the probability density function of $\gamma_{1,(1/2)^2}$. Clearly, it is not differentiable at $x = 0$.

![Figure 4.2. Probability density function of $\gamma_{1,(1/2)^2}$](image)

4.1.3. Case of the free Meixner distribution. We define $\text{FM}_{a,b}$ as the free Meixner distribution:

$$\text{FM}_{a,b}(dx) := \frac{\sqrt{4(1 + b) - (x - a)^2}}{2\pi(bx^2 + ax + 1)} 1_{[a-2\sqrt{1+b},a+2\sqrt{1+b}]}(x)dx + 0, 1, \text{or 2 atoms},$$

for $a \in \mathbb{R}$ and $b \geq -1$. If $b = -1$, then

$$\text{FM}_{a,-1} = \frac{1}{2} \left( 1 + \frac{a}{\sqrt{1 + a^2}} \right) \delta_{\frac{1}{2}(a-\sqrt{1+a^2})} + \frac{1}{2} \left( 1 - \frac{a}{\sqrt{1 + a^2}} \right) \delta_{\frac{1}{2}(a+\sqrt{1+a^2})}$$

is not FQID for all $a \in \mathbb{R}$ by Remark 3.9. Moreover, it follows from Bożejko and Bryc (2006, Proposition 2.1) that, for $-1 < b < 0$,

$$\text{FM}_{a,b} = D_{\sqrt{|b|}} \left( \text{FM}_{\frac{a}{\sqrt{|b|}},-1} \right), \quad t = \frac{1}{b}.$$
Therefore, in view of Proposition 3.3(ii), $\text{FM}_{a,b}$ is not FQID for $-1 \leq b < 0$. Note that $\text{FM}_{a,b} \in \text{ID}(\boxplus)$ if and only if $a \in \mathbb{R}$ and $b \geq 0$, see Saitoh and Yoshida (2001, Theorem 3.2). Furthermore, the variance of $\text{FM}_{0,b}$ is equal to 1 for all $b \geq 0$ (in particular, we have $\text{FM}_{0,0} = S$). Using Arizmendi et al. (2020, Theorem 1.2), for any $b \geq 0$, there exists an FQID distribution $\rho(\text{FM}_{0,b})$ (in (4.2)) such that

$$\text{FM}_{0,b} \boxplus \rho(\text{FM}_{0,b}) = C_{2\sqrt{2}}.$$ 

We summarize the above result as follows.

**Theorem 4.6.** For any $b \geq 0$, there exists some $\rho(\text{FM}_{0,b})$ such that $\text{FM}_{0,b} \boxplus \rho(\text{FM}_{0,b}) = C_{2\sqrt{2}}$. For $b \geq 0$, the semicircular component of the measure $\rho(\text{FM}_{0,b})$ is equal to $-1$, and so the measure $\rho(\text{FM}_{0,b})$ is not FID. Furthermore, for $b > 0$, the free quasi-Lévy measure $\nu_b$ of the probability measure $\rho(\text{FM}_{0,b})$ is given by

$$\nu_b(dx) = \begin{cases} 
\frac{1}{\pi x} \left(2\sqrt{2} - \frac{\sqrt{4b-x^2}}{2b}\right) dx, & x \in [-2\sqrt{b}, 2\sqrt{b}] \setminus \{0\} \\
\frac{2\sqrt{2}}{\pi x^2} dx, & x \in \mathbb{R} \setminus [-2\sqrt{b}, 2\sqrt{b}].
\end{cases}$$

In particular, we can state the following:

(1) If $b \geq 1/8$, then the density function $\frac{d\nu_b}{dx}(x)$ is always positive;

(2) If $0 < b < 1/8$, then there exists some $x \in [-2\sqrt{b}, 2\sqrt{b}] \setminus \{0\}$ such that the density function $\frac{d\nu_b}{dx}(x)$ of the measure $\nu_b$ is negative. In this case, we have $\nu_b(\mathbb{R}) = -\infty$. For example, we show the density function of the free quasi-Lévy measure $\nu_{1/16}$ in Figure 4.3;

(3) If $b = 0$, then the free quasi-Lévy measure of $\rho(\text{FM}_{0,b})$ coincides with the free Lévy measure of the Cauchy distribution $C_{2\sqrt{2}}$.

**Figure 4.3.** Density function of the free quasi-Lévy measure $\nu_{1/16}$

4.2. **Free deconvolution of the semicircle law and failure of Cramér’s theorem in free probability.** For $t > 0$, denote

$$R_t^\pm(z) := z^2 \pm tz^4 \sum_{n=0}^{\infty} t^n z^{2n} = \frac{z^2 - tz^4 \pm tz^4}{1 - tz^2}.$$ 

Observe that

$$R_t^+(z) = \frac{z^2}{1 - tz^2} = \frac{1}{2\sqrt{t}} \cdot \frac{z\sqrt{t}}{1 - z\sqrt{t}} + \frac{1}{2\sqrt{t}} \cdot \frac{-z\sqrt{t}}{1 + z\sqrt{t}}.$$
This means that $R_t^\mu(z)$ is the $R$-transform of a probability distribution $\mu_+(t)$, which can be expressed as

$$\mu_+(t) = \text{MP} \left( \sqrt{t}, \frac{1}{2\sqrt{t}} \right) \boxplus \text{MP} \left( -\sqrt{t}, \frac{1}{2\sqrt{t}} \right).$$

In particular, $\mu_+(t)$ is FID for all $t > 0$.

For the function $R_t^\mu(z)$, we apply a result by Bercovici and Voiculescu (1995, Theorem 2), which implies that if $t > 0$ is sufficiently small, say $0 < t < t_0$, then $R_t^\mu(z)$ is the $R$-transform of some compactly supported probability distribution $\mu_-(t)$ on $\mathbb{R}$. Then, for $0 < t < t_0$, we have $R_{\mu_+(t)}(z) + R_{\mu_-(t)} = 2z^2$, which means that $\mu_+(t) \boxplus \mu_-(t) = S(0, 2)$, and consequently,

$$\mu_-(t) = S(0, 2) \boxminus \mu_+(t).$$

In view of Bercovici and Voiculescu (1995, Remark 5), the measure $\mu_-(t)$ cannot be FID, which is also a consequence of the fact that the fourth free cumulant of $\mu_-(t)$ is $-t < 0$.

This example illustrates the observation of Bercovici and Voiculescu (1995) that the free analog of Cramér’s decomposition theorem Feller (1971, Theorem XV.8.1) (that the Gaussian distribution cannot be expressed as the classical convolution of two non-Gaussian distributions) is not true.

4.3. Free deconvolution with the Marchenko-Pastur law.

4.3.1. Case of the semicircle law and the Marchenko-Pastur law. In view of Młotkowski (2021, Proposition 5.1), for every $u, x \in \mathbb{R}$, $u \neq 0$, there exists a probability distribution $\mu$ such that

$$R_\mu(z) = x^3 u^2 z^2 + (1 - x)^3 \frac{uz}{1 - uz}.$$

This means that

$$(u^2 x^3, (1 - x)^3 \delta_u, 0)$$

is a free characteristic triplet for the measure $\mu$. If $x < 0$ then we have

$$\mu = \text{MP} \left( u, (1 - x)^3 \right) \boxplus S \left( 0, -x^3 u^2 \right),$$

while for $x > 1$

$$\mu = S \left( 0, x^3 u^2 \right) \boxminus \text{MP} \left( u, (x - 1)^3 u^2 \right).$$

If $x < 0$, then the Gaussian component $u^2 x^3$ is negative, and therefore $(u^2 x^3, (1 - x)^3 \delta_u, 0)$ is not a classical characteristic triplet (see Lindner et al. (2018, Lemma 2.7)). The following lemma, which was proved within Lindner et al. (2018, Example 2.9), implies that if $x > 1$ then $(u^2 x^3, (1 - x)^3 \delta_u, 0)$ is not a classical characteristic triplet.

**Lemma 4.7.** Assume that $\nu$ is a quasi-Lévy measure, with the positive and negative part $\nu^+, \nu^-$. If $\nu^- \neq 0$ and if either $\nu^+ = 0$ or supp $\nu^+$ is a one-point set, then $(a, \nu, \gamma)$ is not the characteristic triplet of a QID distribution for any $a, \gamma \in \mathbb{R}$.

4.3.2. Case of two Marchenko-Pastur laws. Assume that $u, v \in \mathbb{R} \setminus \{0\}$, $u < v$. It was proven in Młotkowski (2021, Proposition 5.3) that for every $x \in \mathbb{R}$ there exists a compactly supported probability measure $\mu$ such that

$$R_\mu(z) = \frac{(u - x)^3}{u^2(u - v)} \cdot \frac{uz}{1 - uz} + \frac{(v - x)^3}{v^2(v - u)} \cdot \frac{vz}{1 - vz}.$$

Putting

$$a(x) := \frac{(u - x)^3}{u^2(u - v)}, \quad b(x) := \frac{(v - x)^3}{v^2(v - u)},$$

we have $a(x) < 0$, $b(x) > 0$ for $x < u$, $a(x), b(x) > 0$ for $u < x < v$ and $a(x) > 0$, $b(x) < 0$ for $x > v$. Therefore

$$\mu = S(v, b(x)) \boxplus S(u, -a(x)),$$
for $x < u$ and
\[
\mu = \text{MP}(u, a(x)) \boxplus \text{MP}(v, -b(x))
\]
for $x > v$. In other words, the free characteristic triplet for $\mu$ is $(0, \nu, 0)$, where
\[
\nu := a(x) \cdot \delta_u + b(x) \cdot \delta_v.
\]
(4.6)
Note that if $u + v \neq 0$ then the sum of weights:
\[
a(x) + b(x) = \frac{u^2v^2 - 3uvx^2 + (u + v)x^3}{u^2v^2}
\]
can be negative.

Again, by Lemma 4.7, if either $x < u$ or $x > u$, then $(0, \nu, 0)$, with $\nu$ defined by (4.5), (4.6), is not a classical characteristic triplet.

4.3.3. Case of several Marchenko-Pastur laws. Suppose that $u_1, \ldots, u_n \in \mathbb{R} \setminus \{0\}$ are distinct and $n \geq 2$. In view of Liszewska and Młotkowski (2020, Proposition 3.1 and Corollary 2.7), there is a probability distribution $\mu$ on $\mathbb{R}$ such that its $R$-transform is equal to
\[
R_\mu(z) = \frac{1 - \prod_{i=1}^n (1 - u_iz)}{\prod_{i=1}^n (1 - u_i^2z)}.
\]
(4.7)
If we set
\[
t_k := \frac{u_k^{n-1}}{\prod_{i \neq k} (u_k - u_i)},
\]
then
\[
R_\mu(z) = \sum_{k=1}^n t_k \cdot \frac{u_kz}{1 - u_kz}.
\]
(4.8)
In the case of $n = 2$, if $u_1 < u_2 < 0$, then $t_1 > 0 > t_2$; if $u_1 < 0 < u_2$, then $t_1, t_2 > 0$; and if $0 < u_1 < u_2$, then $t_1 < 0 < t_2$, see Liszewska and Młotkowski (2020) for details. If $n \geq 3$, then $t_1 > 0$ and $t_j < 0$ for some $1 \leq i, j \leq n$, see Liszewska and Młotkowski (2020, Lemma 3.5).

Now, assume that either $n = 2$, $u_1 u_2 > 0$, or $n \geq 3$. We observe that $\mu$ is FQID. Set
\[
K_+ := \{k : t_k > 0\} := \{k_1', \ldots, k_p'\}, \quad K_- := \{k : t_k < 0\} := \{k_1'', \ldots, k_q''\}
\]
and
\[
\mu_+ := \mu_{k_1'} \boxplus \cdots \boxplus \mu_{k_p'}, \quad \mu_- := \mu_{k_1''} \boxplus \cdots \boxplus \mu_{k_q''},
\]
where
\[
\mu_k := \begin{cases} 
\text{MP}(u_k, t_k) & \text{if } k \in K_+, \\
\text{MP}(u_k, -t_k) & \text{if } k \in K_-. 
\end{cases}
\]
Then, by (4.8), we have the following deconvolution of $\mu$:
\[
\mu_- \boxplus \mu = \mu_+;
\]
the characteristic triplet for $\mu$ is $(0, \nu, 0)$, where $\nu := \sum_{k=1}^n t_k \cdot \delta_{u_k}$. Note that $\nu(\mathbb{R}) = 1$. Indeed, taking the limit $|z| \to \infty$ in (4.7) and (4.8), we find that $t_1 + \cdots + t_n = 1$. For example, if $n = 4$ and $u_k = k$, then
\[
t_1 = -1/6, \quad t_2 = 4, \quad t_3 = -27/2, \quad t_4 = 32/3.
\]
One can check that if $n$ is even and the set $\{u_1, \ldots, u_n\}$ is symmetric, i.e., $u_k = -u_{n-k+1}, 1 \leq k \leq n$, then $\nu$ is symmetric: $t_k = t_{n-k+1}$.
4.4. Fuss-Catalan distributions. The Fuss-Catalan numbers are defined by

\[ A_n(p, r) := \binom{np + r}{n} \frac{r}{np + r}, \]

where \( p, r \) are real parameters and \((\frac{r}{n}) := x(x - 1) \ldots (x - n + 1)/n!\) is the generalized binomial coefficient. The corresponding generating function is of the form

\[ \sum_{n=0}^{\infty} A_n(p, r) z^n = B_p(z)^r, \]

where the function \( B_p(z) \) satisfies the equation \( B_p(z) = 1 + zB_p(z)^p \) on a neighborhood of \( z = 0 \), see Graham et al. (1994). Consider \( r > 0 \). It is known in Młotkowski (2010); Młotkowski et al. (2013); Młotkowski and Penson (2014); Liu and Pego (2016), that the sequence \( \{A_n(p, r)\}_{n=0}^{\infty} \) is positive definite if and only if \( p \geq 1 \) and \( r \leq p \). Let \( \mu(p, r) \) denote the corresponding probability distribution on \( \mathbb{R} \). The measure \( \mu(p, r) \) is called the Fuss-Catalan distribution. Then \( \mu(p, r) \) is FID if and only if either \( 1 \leq p = r \leq 2 \) or \( r \leq \min\{p/2, p-1\} \), see Młotkowski (2010); Młotkowski et al. (2020).

**Theorem 4.8.** If \( p > 2 \) and \( p/2 < r < p - 1 \) then \( \mu(p, r) \) is FQID.

**Proof**: For \( p > 1 \) and \( r > 0 \) the sequence \( A_n(p, r) \) admits the following integral representation

\[ A_n(p, r) = \int_0^{c(p)} x^n W_{p, r}(x) \, dx, \]

where \( c(p) := p^p(p - 1)^{1-p} \) and \( W_{p, r}(x) \) is given by

\[ W_{p, r}(\rho_p(\varphi)) = \frac{(\sin((p - 1)\varphi))^p \sin(\varphi) \sin(r\varphi)}{\pi(p\varphi)^{p-r}}, \]

where

\[ \rho_p(\varphi) := \frac{(\sin(p\varphi))}{\sin(\varphi)(\sin((p - 1)\varphi))} \]

is a decreasing function on the interval \((0, \frac{\pi}{p})\), which maps \((0, \frac{\pi}{p})\) onto \((0, c(p))\), see Forrester and Liu (2015). Note that if \( r > p \) then \( W_{p, r}(x) \) is bounded on \((0, c(p))\) and admits positive and negative values. Put

\[ W_{p, r}^+(x) := \max\{0, W_{p, r}(x)\} \quad \text{and} \quad W_{p, r}^-(x) := -\min\{0, W_{p, r}(x)\}. \]

By Młotkowski (2010, Proposition 4.2), the R-transform of \( \mu(p, r) \) is

\[ R_{\mu(p, r)}(z) = B_{p-r}(z)^r - 1 \]

Therefore, if \( p > 2 \) and \( p/2 < r < p - 1 \) then

\[
R_{\mu(p, r)}(z) = rz + \int_0^{c(p)} \frac{z^2}{1-xz} W_{p-r, r}(x) \, dx \\
= rz + \int_0^{c(p)} \frac{z^2}{1-xz} W_{p-r, r}^+(x) \, dx - \int_0^{c(p)} \frac{z^2}{1-xz} W_{p-r, r}^-(x) \, dx \\
= R_{\mu_+}(z) - R_{\mu_-}(z),
\]

where \( \mu_+, \mu_- \) are FID distributions such that

\[ R_{\mu_\pm}(z) = \int_0^{c(p)} \frac{z}{1-xz} W_{p, r}^\pm(x) \, dx \]

and \( \mu_\pm \boxplus \mu(p, r) = \mu_+ \), see Nica and Speicher (2006, Theorem 13.16). \( \square \)
4.5. Classical characteristic triplets which are not free triplets. Take \( \mu_a := (1-a)\delta_0 + a\delta_1 \), with \( 0 < a < 1 \), \( a \neq 1/2 \). Then \( \mu_a \) is QID by Lindner et al. (2018, Theorem 3.9). More precisely, if \( 0 < a < 1/2 \) then the characteristic triplet for \( \mu_a \) is \( \tau_a = (1, \nu_a, 0) \), where

\[
\nu_a = -\sum_{m=1}^{\infty} \frac{1}{m} \left( \frac{a}{a-1} \right)^m \delta_m,
\]

while if \( 1/2 < a < 1 \) then the characteristic triplet is \( \tau_a = (0, \nu_a, 0) \), with

\[
\nu_a = -\sum_{m=1}^{\infty} \frac{1}{m} \left( \frac{a-1}{a} \right)^m \delta_m.
\]

**Proposition 4.9.** If \( 0 < a < 1 \), \( a \neq 1/2 \), then \( \tau_a \) is not a free characteristic triplet.

**Proof:** The characteristic function of \( \mu_a \) is given by

\[
\hat{\mu}_a(t) = 1 - a + a \exp(it).
\]

Since

\[
\log \hat{\mu}_a(-it) = \log (1 - a + a \exp(t))
\]

\[
= at + \frac{1}{2} (a - a^2)t^2 + \frac{1}{6} (a - 3a^2 + 2a^3)t^3 + \frac{1}{24} (a - 7a^2 + 12a^3 - 6a^4)t^4 + \cdots,
\]

the classical cumulants of \( \mu_a \) are

\[
r_1 = a, \quad r_2 = a - a^2, \quad r_3 = a - 3a^2 + 2a^3, \quad r_4 = a - 7a^2 + 12a^3 - 6a^4, \ldots.
\]

If \( \tau_a \) was the free characteristic triplet for a probability distribution \( \tilde{\mu}_a \), then \( r_n \) were the free cumulants for \( \tilde{\mu}_a \). This, by the moment-cumulant formula (see Nica and Speicher (2006, Proposition 11.4)), would imply, that the moments of \( \tilde{\mu}_a \) are

\[
s_0 = 1, \quad s_1 = s_2 = s_3 = a, \quad s_4 = a - a^2 + 2a^3 - a^4, \ldots,
\]

which leads to a contradiction, because \( \det(s_{i+j})_{i,j=0}^2 = a^3(a-1)^3 < 0 \). \( \Box \)

5. An extension of the Bercovici-Pata bijection

In the previous section, we gave some examples of free characteristic triplets which are not classical characteristic triplets, and also classical characteristic triplets which are not free characteristic triplets. Here we are going to give some examples of nonpositive triplets, which are at the same time classical and free characteristic triplets.

Define \( \Phi \) as the set of such pairs \( (c, \nu) \), that \( c \) is a positive number and \( \nu \) is a symmetric Lévy measure, which satisfies

\[
\int_{\mathbb{R}} (x^2 \vee |x|) \nu(dx) < \infty. \tag{5.1}
\]

Note that \((5.1)\) guarantees that the second moment \( m_2(\nu) \) of \( \nu \) is finite. We define three subsets of \( \Phi \), namely, \( \Phi^+ \) is the set of these \( (c, \nu) \in \Phi \) that the measure

\[
\frac{c}{\pi x^2} \, dx - \nu(dx)
\]

is nonnegative, and \( \Phi^\circ \) (respectively, \( \Phi^\boxplus \)) will denote the set of such \( (c, \nu) \in \Phi \) that

\[
(0, \frac{c}{\pi x^2} \, dx - \nu(dx), 0)
\]

is a classical (respectively, free) characteristic triplet. For \( (c, \nu) \in \Phi^\circ \) (resp. \( \Phi^\boxplus \)) we denote by \( \mu^\circ(c, \nu) \) (resp. \( \mu^\boxplus(c, \nu) \)) the corresponding classical (resp. freely) quasi-infinitely divisible distribution. We are going to show that the sets \( \Phi^\circ \setminus \Phi^+, \Phi^\boxplus \setminus \Phi^+ \) are nonempty, and, remarkably, that
the set $\Phi^* \cap \Phi^{\|} \setminus \Phi^+$ is nonempty. This will allow us to extend the Bercovici-Pata bijection, thus to answer affirmatively a question raised by Bożejko.

**Proposition 5.1.** If $(c, \nu) \in \Phi$ and if the function

$$
\phi(t) := \exp \left( -c|t| + 2 \int_0^{+\infty} (1 - \cos tx) \nu(dx) \right)
$$

is convex on $t \in [0, +\infty)$ then $(c, \nu) \in \Phi^*$ and $\phi$ is the characteristic function of the corresponding distribution $\mu^*(c, \nu)$. In particular, if

$$
2 \int_0^{+\infty} x^2 \cos tx \nu(dx) + \left( -c + 2 \int_0^{+\infty} x \sin tx \nu(dx) \right)^2 \geq 0
$$

for all $t > 0$ then $(c, \nu) \in \Phi^*$.

**Proof:** Since

$$
\int_{\mathbb{R}} \left( e^{itx} - 1 - itx \mathbf{1}_{[-1,1]}(x) \right) \left( \frac{c}{\pi x} dx - \nu(dx) \right) = -c|t| + 2 \int_0^{+\infty} (1 - \cos tx) \nu(dx),
$$

the first statement is a consequence of Pólya’s theorem; see Pólya (1949) or Feller (1971, Section XV.3). Denoting the left hand side of (5.3) by $A(t)$ we have $\phi''(t) = A(t)\phi(t)$, which implies the second statement.

**Proposition 5.2.** If $(c, \nu) \in \Phi$ and $c \geq \sqrt{8m_2(\nu)}$, where $m_2(\nu)$ denotes the second moment of $\nu$, then $(c, \nu) \in \Phi^{\|}$.

**Proof:** Since $\nu$ is a Lévy measure, there is an FID distribution $\mu_\nu$ such that

$$
R_{\mu_\nu}(z) = \int_{\mathbb{R}} \left( \frac{1}{1 - zx} - 1 - zx \mathbf{1}_{[-1,1]}(x) \right) \nu(dx) = 2 \int_0^{+\infty} \left( \frac{1}{1 - z^2 x^2} - 1 \right) \nu(dx).
$$

Consider arbitrary numbers $\alpha, \beta > 0$. As $z \to 0$ with $z \in \Delta_{\alpha,\beta}$, we get

$$
R_{\mu_\nu}(z) = m_2(\nu)z^2 + 2 \int_0^{+\infty} \left( \frac{1}{1 - z^2 x^2} - 1 - z^2 x^2 \right) \nu(dx) = m_2(\nu)z^2 + o(z^2).
$$

Therefore, by Benaych-Georges (2006, Theorem 1.3), $\mu_\nu$ has a finite variance equal to $m_2(\nu)$ (note that $R_{\mu}(z)$ in Benaych-Georges (2006) denotes our $z^{-1}R_{\mu}(z)$). Hence there is a probability measure $\rho(\mu_\nu)$ on $\mathbb{R}$ such that $\mu_\nu \boxplus \rho(\mu_\nu) = C\sqrt{\nu}$ by Arizmendi et al. (2020, Theorem 1.2). This implies, that $(c, \nu) \in \Phi^{\|}$.

Now we restrict ourselves to a special case.

**Proposition 5.3.** Assume that $\nu = p(\delta_{-\lambda} + \delta_{\lambda})$, $p, \lambda, c > 0$, and put

$$
h(p) := \left\{ \begin{array}{ll}
2p(4p + 1) & \text{if } 0 < p \leq \frac{1}{4}, \\
2p + \sqrt{p} & \text{if } p > \frac{1}{4}.
\end{array} \right.
$$

If $c \geq \lambda \cdot h(p)$ then $(c, \nu) \in \Phi^*$.

**Proof:** Denoting again the left hand side of (5.3) by $A(t)$, and using inequality $\cos \alpha \geq \frac{1}{2} \sin^2 \alpha - 1$, we get in our case

$$
A(t) = 2p\lambda^2 \cos \lambda t + (-c + 2p\lambda \sin \lambda t)^2 
\geq (4p + 1)p\lambda^2 \sin^2 \lambda t - 4p\lambda c \sin \lambda t - 2p\lambda^2 + c^2.
$$
To conclude it suffices to apply the following elementary observation: if \( a > 0 \), \(|y| \leq 1\) and either \( b^2 \leq 4ad \) (applied for \( 0 < p \leq 1/4 \)) or \( 2a \leq |b| \leq a+d \) (applied for \( p > 1/4 \)), then \( ay^2 + by + d \geq 0 \). \( \square \)

Putting \( c = \sqrt{8m_2(\nu)} = 4\lambda\sqrt{p} \) and applying Proposition 5.3 we obtain

**Corollary 5.4.** Assume that \( 0 < 4p \leq 9 \), \( \lambda > 0 \), \( \nu = p(\delta_{-\lambda} + \delta_{\lambda}) \) and \( c = \sqrt{8m_2(\nu)} = 4\lambda\sqrt{p} \). Then \( (c, \nu) \in \Phi^* \cap \Phi^\oplus \setminus \Phi^+ \). Consequently,

\[
\begin{align*}
(0, \frac{c}{\pi x^2} \text{d}x - \nu(\text{d}x), 0)
\end{align*}
\]

is both a classical and a free characteristic triplet.

**Remark 5.5.** Let \( \mathcal{T}(\ast) \) and \( \mathcal{T}(\boxplus) \) denote the set of classical and free characteristic triplets, respectively, and let \( \mathcal{T} \) denote the set of characteristic triplets corresponding to the (classically or freely) infinitely divisible distributions. From Corollary 5.4 we see that \( \mathcal{T} \subseteq \mathcal{T}(\ast) \cap \mathcal{T}(\boxplus) \). We have also seen that the set \( \mathcal{T}(\boxplus) \setminus \mathcal{T}(\ast) \) is nonempty (Remark 4.4, subsections 4.3.1 and 4.3.2) and the set \( \mathcal{T}(\ast) \setminus \mathcal{T}(\boxplus) \) is nonempty (Proposition 4.9).

Corollary 5.4 allows us to extend the Bercovici-Pata bijection. Define two families of distributions:

\[
\begin{align*}
Q(\ast) &:= \left\{ \mu \ast \mu^*(c, \nu) : \mu \in \text{ID}(\ast), (c, \nu) \in \Phi^* \cap \Phi^\oplus \right\}, \\
Q(\boxplus) &:= \left\{ \mu \boxplus \mu^\oplus(c, \nu) : \mu \in \text{ID}(\boxplus), (c, \nu) \in \Phi^* \cap \Phi^\oplus \right\}.
\end{align*}
\]

We have \( \text{ID}(\ast) \subseteq Q(\ast) \) and \( \text{ID}(\boxplus) \subseteq Q(\boxplus) \). Note that the set \( \Phi^* \cap \Phi^\oplus \) is closed under addition, which implies that \( Q(\ast) \) and \( Q(\boxplus) \) are closed under the classical and the free convolution respectively. Now we can define an extension of the Bercovici-Pata bijection as \( \bar{\Lambda} : Q(\ast) \to Q(\boxplus) \) by

\[
\bar{\Lambda}(\mu \ast \mu^*(c, \nu)) := \Lambda(\mu) \boxplus \mu^\oplus(c, \nu),
\]

for \( \mu \in \text{ID}(\ast), (c, \nu) \in \Phi^* \cap \Phi^\oplus \). This map is well defined, as the characteristic function and the \( R \)-transform characterize the corresponding distribution uniquely. One can see that \( \bar{\Lambda} \) is an isomorphism between \( (Q(\ast), \ast) \) to \( (Q(\boxplus), \boxplus) \). The bijectivity is clear by the definition of \( \bar{\Lambda} \). Moreover, \( \bar{\Lambda} \) is a homomorphism relative to \( \ast \) and \( \boxplus \). Indeed, if \( \rho_i = \mu_i \ast \mu^*(c_i, \nu_i) \in Q(\ast) \) for \( i = 1, 2 \), then

\[
\begin{align*}
\bar{\Lambda}(\rho_1 \ast \rho_2) &= \bar{\Lambda}((\mu_1 \ast \mu_2) \ast \mu^*(c_1 + c_2, \nu_1 + \nu_2)) \\
&= \Lambda(\mu_1 \ast \mu_2) \boxplus \mu(\boxplus)(c_1 + c_2, \nu_1 + \nu_2) \\
&= (\Lambda(\mu_1) \boxplus \Lambda(\mu_2)) \boxplus (\mu(\boxplus)(c_1, \nu_1) \boxplus \mu(\boxplus)(c_2, \nu_2)) \\
&= \bar{\Lambda}(\rho_1) \boxplus \bar{\Lambda}(\rho_2).
\end{align*}
\]

Recall that, the original Bercovici-Pata bijection \( \Lambda \) is weakly continuous. Unfortunately, we still do not know whether the extension \( \bar{\Lambda} \) is weakly continuous or not.

**Problem 5.6.** Is the map \( \bar{\Lambda} \) weakly continuous? Further, are the two classes \( Q(\ast) \) and \( Q(\boxplus) \) closed with respect to weak topology?
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