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Abstract

Recent years witnessed an extensive development of the theory of the critical point in two-dimensional statistical systems, which allowed to prove existence and conformal invariance of the scaling limit for two-dimensional Ising model and dimers in planar graphs. Unfortunately, we are still far from a full understanding of the subject: so far, exact solutions at the lattice level, in particular determinant structure and exact discrete holomorphicity, play a crucial role in the rigorous control of the scaling limit. The few results about not-integrable (interacting) systems at criticality are still unable to deal with finite domains and boundary corrections, which are of course crucial for getting informations about conformal covariance. In this thesis, we address the question of adapting constructive Renormalization Group methods to non-integrable critical systems in $d = 1 + 1$ dimensions. We study a system of interacting spinless fermions on a one-dimensional semi-infinite lattice, which can be considered as a prototype of the Luttinger universality class with Dirichlet Boundary Conditions. We develop a convergent renormalized expression for the thermodynamic observables in the presence of a quadratic boundary defect counterterm, polynomially localized at the boundary. In particular, we get explicit bounds on the boundary corrections to the specific ground state energy.
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Chapter 1

Introduction

1.1 Motivations

Critical phenomena and symmetries  It is now well understood that the common background to critical phenomena displayed by very different systems (both classical and quantum) like liquid-vapor transition, paramagnetic-ferromagnetic transition, superfluids, superconductors, etc., is the strong fluctuation of infinitely many coupled variables. So, once this mechanism has been identified, it is natural to introduce models that are both as realistic as possible and mathematically treatable. In this framework, two dimensional (2D) statistical systems play the special role of being the simplest non trivial examples of systems undergoing a phase transition: in this regard, it must be mentioned the Ising model, introduced by Ising [Isi25] and exactly solved first by Onsager [Ons44] and later by many others (with different techniques) [KO49, KW52, LSM61, Hur66, Sam80].

The importance of the Ising model is due to the fact that it has been the first model giving quantitative indications that a microscopic short range interaction can produce phase transitions. A remarkable fact is that the notion of integrability for the Ising model in zero magnetic field is really strong, meaning that the model can be exactly mapped into a system of free fermions [LSM61, Hur66, Sam80], so that it is not only possible to explicitly compute the free energy and the magnetization, but one can even get exact formulae (allowing an exact control of the asymptotic behaviour for large distances of some of them) for several spin correlation functions: energy-energy correlation functions, spin-spin correlation functions [MPW63, WMTB76, TM73, BMW73, MW14], some multispin correlation functions (with some constraint on the relative positions of the spins) [Kad69]. The impressive thing is that, thanks to these results, it is possible to calculate the critical exponents of the model and check that they are different from those predicted by the Curie-Weiss theory of ferromagnetism: so one claims that the Ising model belongs to a different universality class. The concept of universality class, thanks to which we classify in the same family models that, even though describe very different physical systems, show the same critical behaviour (meaning that the critical exponents are the same, provided one managed to identify in some sense the corresponding thermodynamic functions for the systems under comparison) has been largely studied and understood by using the Renormalization Group (RG) tools [Kad66, DCJL69, CJ70, Sym70, Wil71a, Wil71b, WF72]: in the language of RG one says that the correlation functions of two systems respecting the same symmetries and with interactions differing only by irrelevant terms, are characterized by the same long distance behaviour at the critical point (i.e. they have
the same critical exponents).

**Conformal invariance** If, on the one hand, the idea of RG arises conceptually from the *scale invariance* of the scaling limit, which roughly tells us that under a uniform change of length scale the correlation functions transform covariantly in a simple way, on the other hand it is just thanks to the RG analysis that we can rigorously conclude that the infrared fixed point, for many statistical systems, is in fact scale invariant, as well as invariant also with respect to the usual Euclidean symmetries.

This has been the starting point for naturally guessing that the *scaling limit* should be, under plausible assumptions, invariant under the larger group of the conformal transformations, which roughly speaking is a generalization of a scale transformation with a length-rescaling factor depending continuously on position, *i.e.* it is *conformal invariant*. The first time that the idea of the conformal invariance of the scaling limit appeared in literature was in a paper by Polyakov [Pol70], in which he showed that the correlation functions are invariant under conformal transformations, and he used this to compute explicitly the three-point correlation functions. Nevertheless, it seems that for a while the deep consequences of the conformal invariance have not been properly understood by the community (for example, just a very short section is dedicated to this topic in the review about phase transitions and critical phenomena by Wegner [Weg76]).

The breakthrough in the field came with the seminal paper by Belavin, Polyakov and Zamolodchikov in 1984 [BPZ], based on the fact that in $d = 2$ the *conformal group* is much larger than in higher dimensions, and in particular it is isomorphic to the group of analytic transformations, whose corresponding group algebra, known as Virasoro algebra, had already been studied with different purposes in the context of particle theory [Kac79, Jac74, MN72, FGG72]. Roughly speaking they showed that, assuming the conformal invariance of the scaling limit, it is possible to get not only the critical exponents of the model, but also all the multi-point correlation functions at the critical point (the analysis is based on the correspondence of each of the primary scaling operators of a two-dimensional systems with a representation of the Virasoro algebra which allows, in some particular case, to perform explicit computations); notably they recognized that the theory is characterized by the central charge (also known as conformal anomaly since it is associated with an anomaly term in the commutation relations of the stress energy tensor).

[BPZ] paved the way for an impressive number of papers that, in the immediately following years, increased and refined the understanding of the topic [DF84, DF85b, DF85a, Dot84, FQS84]. A special comment is deserved by the famous paper by Cardy [Car84] in which, for the first time, he realized that, using some conformal mapping, conformal invariance allows the explicit calculation of some finite-size effects at the critical point, offering the possibility of getting properties of the infinite system from some finite samples of the same system. In particular, these finite-size effects are linked to the concept of central charge: as already pointed out in [BPZ], and then studied by Affleck [Aff86], Blöte-Cardy-Nightingale [BCN86] and Friedan-Qiu-Shenker [FQS84], the central charge can be defined in terms of the finite size corrections to the free energy at criticality; moreover, it has been recognized that, for some special cases in which the critical theory is fully characterized by the value of the central charge, the critical exponents are all explicitly known in terms of the Kac formula. Of course, the importance of this result has to be read taking into account that the increase of the computational power of the computers offered, at that times, a lot of convincing validation of the principle of conformal invariance at the critical point.

It is worth stressing again that this huge amount of impressive results have been achieved regarding the conformal invariance of the scaling limit as a principle, since there was no rigorous
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proof of this fact, and one big conceptual problem was that it was not even straightforward to give a mathematical definition of the scaling limit (i.e. to define a precise mathematical object to study in order to check whether the scaling limit of the model is conformal invariant or not). A milestone in this direction has been posed by Schramm [Sch00] who, in the context of percolation models (in which in some sense one can reduce the study of the critical point physics to the study of interfaces), inspired by the numerical results presented in [LPSA94] and by the explicit formula that Cardy proposed for the limit of percolation crossing probability [Car92], introduced the idea that interfaces of percolation models should belong to a family of conformal invariant continuous non-selfcrossing curves: the Schramm-Loewner Evolutions (SLE). The strenght of this proposal lies properly in the mathematical formalization of the goal: to prove that the interfaces of percolation models converge, at the scaling limit, to SLE processes. The revolution in the rigorous understanding of this topic came with the rigorous proof of Cardy’s formula for critical site percolation on the triangular lattice by Smirnov [Smi01], whose great importance lies in an impressive consequence: Cardy’s formula is equivalent to convergence of interfaces to SLE, meaning that proving the conformal invariance of a well chosen observable is enough to prove the conformal invariance of interfaces. This idea has been afterwards extended to Ising model, introducing the famous fermionic observable (a discrete holomorphic quantity) [RC06], which can be proved to converge to a holomorphic function in the scaling limit: this is the basic tool of the very ample literature [Smi01, CS12, CH12, DCS12, CDCH14, LSW11] etc., based on techniques of combinatorics, probability and discrete analysis (in particular discrete holomorphicity, a.k.a. preholomorphicity), already introduced by Kenyon in studying close packed dimers [Ken01].

Fifteen years after the first step in the rigorous study of the conformal invariance of the scaling limit of two-dimensional statistical systems, the level of the understanding of these phenomena is really advanced, even though mostly limited to integrable models, since so far the integrability seems to be a fundamental ingredient to give full control of the existence and conformal invariance of the scaling limit. As a matter of fact, the two models on which results are more complete are models at the free Fermi point: Ising and dimers. Anyway, the existence and the conformal invariance of the scaling limit is believed to be independent of a free fermions description, meaning that it is believed to be true also for non-integrable 2D systems corresponding, in terms of fermions, to interacting fermions in $d = 1 + 1$.

An important open problem, which motivates the study of this thesis, is the proof of conformal invariance of the scaling limit of interacting non-solvable models close, but non exactly at, the free fermion point.

Luttinger Liquid and its Universality Class In order to understand 2D critical systems outside the free fermion point, we need techniques for dealing with interacting fermionic systems in $d=1+1$.

The starting point is to recognise that there are a few interacting models, that present a non-trivial critical behaviour, that can be exactly solved by using special methods (for instance bosonization in the case of the Luttinger model, Bethe Ansatz in the case of the one dimensional antiferromagnetic Heisenberg model).

The reference model in the framework of $1 + 1$ dimensional fermionic system is the exactly solvable Luttinger model, which is the simplest possible model describing many body systems consisting of two different kinds of fermions, left-movers and right-movers on a (continuous) segment interacting via a weak, short range density-density potential. The model was introduced by Luttinger [Lut63] and rigorously solved by Mattis and Lieb [ML65], using a very famous technique now known as
bosonization, (see below). The interesting feature of the Luttinger model is that the presence of the interaction really changes the physical behaviour: first of all, the ground state of the system is characterized by a density of states which does not have a discontinuity at the Fermi momentum (as the Free Fermi Gas), but its graph has an infinite slope with tangency exponent $a(\lambda) = \mathcal{O}(\lambda^2)$, called the anomaly of the Fermi surface; moreover, also the $n$–point functions, which can be computed exactly, show a large distance behaviour with anomalous exponents continuously depending on the interaction size $\lambda$.

Of course, one wonders if the Luttinger physics is in some sense robust under weak modification of the model; Luttinger model is in fact believed to give a robust description of models described in terms of spinless 1$D$ fermions. By combining bosonization techniques with (formal) perturbative renormalization arguments, it has been conjectured [Kad77, Hal81, LP75, Nie84, DN81] the existence of a universality class, called 8-vertex universality class or Luttinger liquids, describing a variety of two-dimensional classical systems, such as the 6 and 8-vertex models, the Ashkin-Teller model, and the interacting dimer models at close-packing; and one-dimensional quantum systems, such as the Heisenberg spin chains, the Luttinger model itself and the spinless Hubbard model and perturbation thereof.

The inspiring idea is that all the systems in the 8-vertex universality class can be described in terms of lattice fermions, i.e. a family of Grassmann variables $\psi_{\omega,x}^\sigma$ indexed by lattice vertices $x = (x, x_0)$ and by indices $\epsilon, \omega = \pm$. In particular, for a special choice of the model parameters (free-fermion point), these fermions are non-interacting, so the system is analytically diagonalizable. As soon as we change the values of these parameters, the fermions become interacting, meaning that, in the action of the system, at least a quartic term in the Grassmann variables appear, so the partition and correlation functions are given by non-Gaussian Grassmann integrals. Performing a formal continuum limit, these fermions become interacting Dirac fermions in $d = 1 + 1$ dimensions, which are massless at criticality.

Let us start by considering non-interacting massless Dirac fermions $\psi_{x,\omega}^\sigma$ with propagator antidiagonal in $\sigma = \pm$, diagonal in $\omega = \pm$, and translation-invariant in $x \in \mathbb{R}^2$:

$$\langle \psi_{x,\omega}^- | \psi_{0,\omega}^+ \rangle = \frac{1}{2\pi} \frac{1}{x_0 + i\omega x}.$$  

In this case, the bosonization consists in two identities [ID91]:

- the multi-point correlations of the fermionic density $\psi_{x,\omega}^+ \psi_{x,\omega}^-$ are the same as the derivative of a boson field $\phi$ (massless gaussian field):

$$\psi_{x,\omega}^+ \psi_{x,\omega}^- \leftrightarrow -\omega \partial_\omega \phi(x), \quad \partial_\omega := \frac{1}{2}(\partial_{x_0} - i\omega \partial_x),$$

so that in particular correlations of odd order and truncated correlations of order larger than 2 vanish,

- the fermionic mass $\psi_{x,\omega}^+ \psi_{x,-\omega}^-$ has the same correlations as a normal ordered exponential of the boson field:

$$\psi_{x,\omega}^+ \psi_{x,\omega}^- \leftrightarrow \frac{1}{2\pi} e^{2\pi i \omega \phi(x)} :.$$  

The remarkable fact is that these relations, up to renormalization constants, remain valid also in the presence of suitable density-density interaction, in particular for the Thirring model [Thi58],
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which can be thought of as a limit of Luttinger as the interactions tends to a local delta potential.
In the case of Luttinger model, even though the correspondence between fermionic and bosonic rep-
resentation is more complicated (so the formulae are more cumbersome), the consequences remain
asymptotically the same.
There are some other models, as the antiferromagnetic 1D Heisenberg model and the Hubbard model,
that are exactly solvable by Bethe ansatz, thanks to which it is possible to compute the thermo-
dynamic functions, the critical exponents and some of the amplitudes, unfortunately without a full
control of the correlation functions.
Summarizing, there are some very special, solvable models as the Luttinger model, the Thirring
model, the antiferromagnetic 1D Heisenberg model, the Hubbard model for which it is possible to
explicitly check the conjectured properties we just mentioned. Formal perturbation/renormalization
arguments suggest that the same long distance behavior should be displayed by several other mod-
els, provided that the interaction strength is suitably tuned, so that the critical exponent of (say)
the Green function coincides; once this tuning is performed, all the other exponents should coincide.
Even more remarkably, the resulting critical exponents and amplitudes should satisfy the same uni-
versal relations valid in the Luttinger model (Kadanoff and Haldane relations). These predictions,
which are expected to hold for a very general class of models, have been first of all checked for
solvable models, but checking them in absence of exact solutions or of bosonization identities is of
course a hard mathematical task. Constructive quantum field theory and Renormalization Group
methods are powerful tools to study these problems, and in fact they allowed to rigorously prove
these prediction for several different models, as we briefly discuss in the next paragraph.

Renormalization Group in the context of many-body theories

RG methods à la Wilson [Wil71a, Wil71b] at the very beginning have been the basic tools for studying several problems in
Constructive Quantum Field Theory, as the renormalization of $\phi^4_d$ theories [Gal85, Pol84, GJ12,
GJS73, GRS76] and the existence of the continuum limit of Quantum Theory models in $d = 1 + 1$,
as the Gross-Neveu model with $N > 1$ colors [GK85, FMRS86], or the massive Yukawa model
[Les87].
In applying these methods to one dimensional fermionic system, one has to deal with the further
difficulty given by the fact that the theory is not asymptotically free, but it belongs to a class of
models characterized by a vanishing beta function (implying that a second order computation is not
enough to recognize the nature of the flow of the effective coupling, but one has to exploit non
trivial cancellations at all orders in the renormalized expansion).
Chronologically, Dzyaloshinskii and Larkin [DL74] first attacked the Tomonaga model [Tom50]
(not exactly solvable) performing a non rigorous resummation of the perturbative expansion after
several uncontrolled estimates. Then, Metzner and Di Castro [MDC93] correctly pointed out that
the vanishing of the beta function, in multiplicative RG, follows from the Ward identities which,
anyways, are exactly true only in the Luttinger model, not in non solvable ones.
Of course the natural next step is to push the understanding of these topics at a rigorous level.
The Roman school gave an impressive contribution to the construction of models with vanishing
Beta function: the starting point of a huge literature was the one-dimensional system of interacting
non relativistic fermions in the continuum, studied in a seminal paper by Benfatto, Gallavotti,
Procacci and Scoppola [BGPS93], where the crucial property of vanishing beta function was proved
by comparing this model with the exact solution of the Luttinger model (rigorous RG methods had
already been used in attacking fermionic many-body theories in [BG90, FMRT92]). Later, Benfatto
and Mastropietro adapted the already mentioned ideas by Dzyaloshinskii, Larkin, Metzner, Di
CASTRO to a constructive RG approach, and in doing that they had to overcome several technical problems. As a matter of fact, it is worth mentioning a series of papers in which, without any comparison with the exact solution of the Luttinger model, they proved the vanishing of the beta function [BM, BM01, BM04, BM05] overcoming well known problem due to the conflict between the Wilsonian RG and Ward Identities (basically, the Wilsonian RG breaks the local gauge invariance necessary to get Ward Identities). These techniques have been then used to study a variety of models belonging to the Luttinger universality class and, for some of these, to check the Kadanoff- Haldane predictions, [GM05, BFM09, BM10, BFM10, BM11, BFM14a, BFM14b, GMT15, GMT16], etc.. In light of these important achievements of the Renormalization Group methods, one naturally asks: what is missing to prove the conformal invariance of the scaling limit of interacting non-solvable models?

Motivations of this thesis Due to its robustness with respect to perturbations of solvable models, one is naturally tempted to use RG to extend the conformal invariance informations we have about exactly-solvable systems to interacting, non solvable systems. In this direction, a first step has been moved by Giuliani and Mastropietro [GM13], who rigorously checked, for an interacting Ising model on a torus (so the system is translation invariant), the CFT prediction according to which, at the critical temperature, the finite size corrections to the free energy are universal (meaning that they are exactly independent of the interaction). Moreover, they showed that, as proposed by Affleck [Aff86] and Blote-Cardy-Nightingale [BCN86], the central charge, defined in terms of the coefficient of the first subleading term to the free energy is constant and equal to 1/2 for all 0 < λ ≤ λ0 where λ0 is a small but finite convergence radius. Besides, it is worth mentioning [GGM12] where multipoint correlation functions are explicitly computed in the scaling limit in which the lattice spacing is sent to zero and the temperature at the critical one, in the case of a ferromagnetic Ising model weakly perturbed by a finite range perturbation. Anyway, if on the one hand these results confirm that the energy-energy correlations are in fact those predicted by conformal field theories and bosonization, on the other hand they are not enough to prove the conformal invariance of the scaling limit, since a control of the boundary terms is still missing.

Indeed, even though these papers must be considered as the starting point for a wider understanding of the conformal invariance of the interacting critical point, the rigorous constructive RG methods, which are the main tools used in those papers, built up so far are still based too heavily on the translation invariance of the system, that implies a lot of technical and conceptual simplifications. These considerations seem to identify the goal: adapting the RG formalism to the case of systems defined in non-trivial domains (hopefully a formalism independent of boundary conditions, as also Brydges suggests in [Bry07]). In the context of one dimensional Fermionic systems, the simplest non trivial domain is the half-line. In the last 20 years, encouraged by the possibility of realizing and performing measurements on the so called quantum wires, the theoretical physics community has been interested in trying to describe finite one dimensional fermionic systems with open boundary conditions [FG95, MMS+00, MEJ97, GM09b], predicting in fact that the boundary induces some anomalous boundary critical exponent. Besides, it is worth mentioning that a conceptually similar question is linked to two important problems: the one, that we will briefly comment in the conclusive chapter, is the Kondo effect, as pointed out in [Aff95]. The other one is the Casimir effect that, starting from the 1908’s when a seminal paper by Symonzyk appeared [Sym81], motivated a series of papers about $\phi^4_{1-\epsilon}$ theories in non trivial domains (properly in a semispace, meaning that the simplest possible non-trivial boundary is introduced in the theory) [DD81a, DD81b, DDE83, DD86, DS94, Die97, DS98,
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[73x687]DD81c, MEJ97, CG81], in which the basic strategy is to show that the boundary corrections are localized at the boundary and absorbed into a boundary potential.

We stress that when we say that the half-line is the simplest non-trivial domain, we mean that even being simple to define it already shows non-trivial complications: indeed, due to the presence of a boundary, the relevant and marginal terms that naturally are generated in the construction of the effective theory, respectively related to the density of the system and the dressed density-density interaction, are no more running coupling constants, but more in general they are running coupling functions.

Driven by the fact that, well inside the bulk, one expects to recover the predictions of the translation invariant theory (meaning that one expects to lose, at some point, memory of the boundary), an intuitive way to look at the contributions we are interested in, i.e. the quadratic and quartic terms of the effective theories we define in the RG procedure (being respectively relevant and marginal in a RG sense) is to split them into a bulk and boundary contributions. One expects that the first ones are related to the usual running coupling constants appearing in the analogous translation invariant theory, while the boundary contributions, by construction, keep memory of the boundary. The main technical result is that, in fact, the boundary terms have a dimensional gain, in the sense of $L_1$ norms, with respect to the bulk contributions. This dimensional gain is enough to conclude that the boundary correction to the quartic terms are in fact irrelevant; unfortunately, on the other hand it is not enough to renormalize the quadratic contributions, that deeply modify the effective theory.

Of course all these intuitions have to be quantified in a mathematically meaningful way, so the question we ask is: are we able to make quantitative the intuitive notions of near the boundary and well inside the bulk? In order to do that, it is necessary to control the quadratic terms that, as just commented, give rise to running coupling functions instead of running coupling constants. In this thesis we show that it is possible to find a convergent expansion for thermodynamic functions provided we choose a suitable quadratic counterterm algebraically localized at the boundary, whose decay law seems to be compatible with a space-dependent correction to the critical exponents.

1.2 The model and the main result

We are interested in constructing the ground state of interacting spinless fermions living in a discrete one-dimensional box of mesh size $a = 1$ and volume $L \gg 1$ with open boundary conditions, meaning that the system is defined on a segment instead of on a torus.

Let $F = \bigoplus_{n=0}^{\infty} \wedge^n$ be the standard antisymmetric (fermionic) Fock space, where $\wedge$ denotes the antisymmetric tensor product, and let $\psi^+_x$ be the fermionic creation and annihilation operators defined on $F$, where $x$ is the space coordinate and $\Lambda := \{ x \in \mathbb{Z} : 1 \leq x \leq L \}$, $L \in \mathbb{N}$. We introduce the Hamiltonian

$$H = H_0 + \lambda V + \omega N,$$

where

$$H_0 = T_0 - \mu_0 N_0,$$

$$T_0 = \sum_{x \in \Lambda} \psi^+_x (-\Delta^d \psi^-_x) = \sum_{x \in \Lambda} \frac{1}{2} \left(-\psi^+_{x+1} \psi^-_x - \psi^+_{x-1} \psi^-_x + 2 \psi^+_x \psi^-_x\right),$$

$$N_0 = \sum_{x \in \Lambda} \psi^+_x \psi^-_x.$$
where, in the formula of $T_0$, we have to interpret $\psi^+_0 = \psi^+_{L+1} = 0$, where $\mu_0$ is the chemical potential, chosen in such a way that, if we call $\sigma(T_0) := [e_-, e_+]$ the spectral band of the kinetic operator, $\mu_0 \in [e_- + \kappa, e_+ - \kappa]$ for some $\kappa > 0$ fixed once for all. Moreover the interaction of strength $\lambda$ is

$$V = \sum_{x, y \in \Lambda} \psi^+_x \psi^-_y v(x, y) \psi^+_y \psi^-_y$$

where $v(x, y) = v(y, x)$ is a real, compactly supported function, and satisfies what we call Dirichlet property, i.e. it can be written as

$$v(x, y) = \frac{2}{L+1} \sum_{k \in \mathcal{D}^d_\Lambda} \sin(kx) \sin(ky) \hat{v}(k),$$

where $\mathcal{D}^d_\Lambda := \{ k = \frac{n\pi}{L+1}, n = 1, \ldots, L \}$. We stress that the Dirichlet property of $v(x, y)$ is not crucial at all but it simplifies some technical aspects of the proof.

Finally, $N$ is a boundary counterterm of size $\varpi = \mathcal{O}(\lambda)$ of the form

$$N = \sum_{x, y \in \Lambda} \psi^+_x \psi^-_y \pi(x, y),$$

where $\pi(x, y)$ is a Hermitian matrix such that $\sup_{x \in \Lambda} \int dy |\pi(x, y)| = 1$.

We present here the main result: let $\beta \geq 0$ be the inverse temperature defining the finite volume specific ground state free energy

$$f_{\Lambda \beta} = -\frac{1}{|\Lambda| \beta} \log \left( Tr \left( e^{-\beta H} \right) \right),$$

and respectively

$$f_\lambda = -\frac{1}{|\Lambda|} \lim_{\beta \to \infty} \frac{1}{\beta} \log \left( Tr \left( e^{-\beta H} \right) \right), \quad f_\infty = -\lim_{|\Lambda| \to \infty} \frac{1}{|\Lambda|} \lim_{\beta \to \infty} \frac{1}{\beta} \log \left( Tr \left( e^{-\beta H} \right) \right),$$

we can state the main result.

**Theorem 1.1.** In this framework, there exists a radius $\lambda_0 > 0$ such that, for any $|\lambda| \leq \lambda_0$ it is possible to fix the boundary defect $\pi(x, y)$ and its strength $\varpi = \varpi(\lambda)$ in such a way that, for any $\theta \in (0, 1)$, there exists a constant $C_\theta$ such that

$$\sum_{y \in \Lambda} |\pi(x, y)| \leq C_\theta \left( \frac{1}{(1 + |x|)^\theta} + \frac{1}{(1 + |L - x|)^\theta} \right),$$

and in such a way that the finite volume specific ground state free energy $f_\Lambda$ admits a convergent expansion in $\lambda$ and $\varpi$, uniformly in $\Lambda$.

Moreover

$$|f_\lambda - f_\infty| \leq |\lambda| \frac{C_\theta}{L^\theta}.$$
1.3 The outline of the proof

Multiscale decomposition The proof relies on a multiscale analysis of the model, in which the free energy and Schwinger functions are expressed as successive integrations over individual scales. To define a multiscale decomposition, we refer to momentum space, in which each scale is defined as a set of momenta $k$’s contained inside an annulus at a distance of $2^h$ for $h \in \mathbb{Z}$ around the singularities located at the Fermi points. The positive scales correspond to the ultraviolet regime, that we do not study in detail, referring to [BGPS93]. The negative scales contain the essential difficulties of the problem, whose nature is intrinsically infrared.

Presence of a non trivial boundary Physically, the presence of a non trivial boundary induces, obviously, the breaking of translation invariance (so of the momentum conservation): one expects that, very far from the boundary, the bulk i.e. correlation functions tend to the translation invariant one while, going closer and closer to the boundary, one expects some non trivial boundary effect. Despite the conceptual immediacy of this difference between the physics in presence (or in absence) of a boundary, it is an hard problem to deal with from a technical point of view. Indeed, an important symmetry which most RG methods are based on is the invariance of boundary conditions under RG iterative step: starting with periodic boundary conditions, the integration of a single scale degrees of freedom gives back an effective theory having exactly the same boundary conditions as the original one, so it is immediately true that we are dealing with a selfsimilar theory, as it will be clear later, in the Dirichlet boundary condition case (and it would be the same for any non translation invariant boundary conditions) the very first integration is enough to give us an effective theory whose quadratic term is no longer diagonal in the Dirichlet basis, so it is not sufficient to iterate the rescaling and dressing process, as one usually would do to renormalize a theory whose boundary conditions are invariant under Renormalization Group procedure.

The main idea So far, we cannot renormalize the theory without the counterterm $N$ we introduced in the definition of the model. Indeed, the idea will be to keep as a reference a theory with DBC. Technically, the first step is to recognize that the propagator of the model defined on a box with Dirichlet boundary conditions can be written as a linear combination of propagators of a model on a suitably defined box with periodic boundary conditions, computed respectively in the difference of the arguments (translation invariant part) and in the sum of them (remainder). So, in evaluating the Feynman diagrams coming from the fermionic Wick rule, we will follow the following steps:

- **Dimensional analysis** Being the bulk contribution the dominant one, a naive dimensional analysis would have the same result of the translation invariant case, so the only problematic terms will be the quartic (marginal) and quadratic (relevant) operators. After a deeper analysis, one can recognize that the presence of a remainder propagator improve by one scaling dimension (this terminology will be clear later) the $L_1$ norm of the values of the graphs; so first of all the flow of quartic terms is reduced to the flow of the translation invariant quartic terms (i.e. it is the same flow of the bulk theory). On the other hand, this dimensional gain is not enough to renormalize the quadratic term, so we must do something more.

- **Dirichlet part extraction and dressing of the propagator** The idea is to redefine the localization operator, in order to, first of all, extract a bulk quadratic term diagonal in the Dirichlet basis to dress the propagator with, bringing the theory back to the well known
formalism of the translation invariant case, and then to extract the relevant and marginal parts.

- **Tuning the counterterm** In addition to the bulk relevant and marginal terms, our procedure identifies a marginal, boundary quadratic term, whose divergent part is controlled by the counterterm $\varpi N$, that we introduced in the Hamiltonian. The counterterm $\varpi N$, that physically reflects the breaking of translation invariance of the theory, will be fixed by studying the flow of coupling functions (no more constants), whose presence is due to the boundary, *via a fixed point argument*.

The thesis is organized as follows: since conceptually we will refer to the usual way to perform RG on translation invariant models, first of all we will give a review about how to deal with a one dimensional system of interacting spinless fermions on a periodic lattice; then, we will be able to explain the new ideas arising in the presence of the boundary. In particular,

- in Chapter (2) we review the RG approach to translationally invariant spinless 1D systems. More precisely:
  - in Section (2.1) we define the model, the observables we are interested in and we state the main result of Chapter (2),
  - in Section (2.2) we first show the failure of the naive perturbation theory in computing the specific free energy, due to two different problems:
    - the sum over all the perturbative orders diverges because of a too big number of Feynman diagrams involved in the expansion,
    - the infinite volume limit does not exists, since the rough bounds we obtain by naive perturbative estimates are not uniform in the cut-offs.
  In Subsection (2.2.3) we solve one of the two problems, the combinatorial one, by showing the so called determinant expansion. To solve the other problem it is necessary a multiscale analysis
  - in Section (2.3) we show the multiscale analysis of the theory, stressing in particular its hierarchical structure that allows us to represent the observables we are interested in in terms of the so called Gallavotti-Nicolò trees. Besides, we use the multiscale expansion to identify, in RG language, the sources of the divergences.
  - in Section (2.4) we explain how to prove, using RG methods, that we can express the specific free energy as a convergent series in the size of the interaction, if $\lambda$ is small enough.

- Chapter (3) contains the new results of this thesis, in particular we prove the main Theorem (1.1):
  - in Section (3.1) we present the model and we recall the main result,
  - in Section (3.2) we perform a multiscale expansion of the thermodynamic observables of the system,
  - in Section (3.3) we identify the source of the divergences by a non-renormalized analysis, and we extract the bulk contributions from the quadratic and the quartic terms of the effective potential,
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– in Section (3.4), in order to prove the main theorem, we show in a series of technical Lemmata how the presence of non-translation invariant elements improves the dimensional bound of the kernels; finally, we prove the main theorem.

• in Chapter (4) we draw the conclusions of this thesis:
  – in Section (4.1) we summarize the result of this work, and we comment some possible and simple improvement of the bounds that can easily be reached,
  – in Section (4.2) we present some very general ideas we would like to explore in more detail in order to approach the main goal of studying the theory without boundary counterterms.
Chapter 2

Interacting fermions on the line

In this chapter, the main goal is to introduce the reader to the study, via rigorous constructive Renormalization Group techniques, of one dimensional interacting Fermi systems. It is important to stress that nothing new will be shown (we will present in detail the new result in the following chapter) but, especially for a reader not familiar with RG, it will be explained how to construct the ground state of a model describing spinless fermions living on a one dimensional lattice, where the only perturbation to the free hopping Hamiltonian is a weak density-density interaction. For a more detailed review of RG applied to 1D fermionic systems, we refer to [GM01]. In this chapter we will give a self-consistent presentation of the main ideas of the construction of 1D fermions in the translationally invariant case, since this will serve as reference theory for the construction of the theory on the half-space, discussed in Chapter 3.

Before starting, it worths doing two comments on how the technical assumption we will do reflect on the physics we are interested in:

- **Fermions on a lattice** Thanks to this assumptions we have a natural ultraviolet cut-off (which is the mesh size of the lattice), by which we get rid of the ultraviolet divergences. Physically, assuming that the electrons can move only on a lattice corresponds to thinking the electrons as localized on atomic sites of a crystal, and by the hopping Hamiltonian we let them move to the nearest neighbor atoms.

- **Periodic boundary conditions** As we already mentioned in the previous introducing chapter, after some decades of impressive work, nowadays the theory of RG is well developed, and a lot of important and fundamental results have been proven under the assumption of translation invariance. On the one hand, it is true that a lot of technical simplifications come from this assumption (as it will be clear by comparing this chapter with the next one), but on the other hand it is important to underline that this assumption is quite satisfactory as long as one is interested in the bulk properties of the model (which, in the case of condensed matter, translates into asking what happens very far from the boundaries of the crystal we have in the lab, driven by the idea that, being the size of particles much smaller than the distance from the boundary, a model without boundaries is a good model for the bulk behavior for system).

In the following we introduce all the necessary technical and theoretical tools, whose definition will be extended in the following to the case of Dirichlet boundary conditions.
2.1 The model

2.1.1 Definition and main result

The Hamiltonian

We are interested in constructing the ground state of interacting spinless fermions living in a discrete one-dimensional box of step \( a = 1 \) and size \( L \gg 1 \). In particular, we perturb by a weak density-density interaction an integrable Hamiltonian describing non-interacting fermions hopping to the nearest neighboring sites in a box \( \Lambda \) with periodic boundary condition (PBC), imposed by identifying the two extremal sites.

Let \( \mathcal{F} = \oplus_{n=0}^{\infty} H^\wedge n \) be the standard antisymmetric fermion Fock space, where \( \wedge \) denotes the antisymmetric tensor product and let \( \psi_\pm^x \) be the fermionic creation or annihilation operators defined on \( \mathcal{F} \), where \( x \) is the spatial coordinate. Let us consider the discrete box \( \Lambda := \{ x \in \mathbb{Z} : -\lfloor L/2 \rfloor \leq x \leq \lfloor (L - 1)/2 \rfloor \} \), and the grand-canonical Hamiltonian

\[
H = H_0 + \lambda V,
\]

where

\[
H_0 = T_0 - \mu_0 N_0,
\]

\[
T_0 = \sum_{x \in \Lambda} \frac{1}{2} \left( -\psi_x^+ \psi_{x+1}^- - \psi_x^+ \psi_{x-1}^- + 2 \psi_x^+ \psi_x^- \right),
\]

\[
N_0 = \sum_{x \in \Lambda} \psi_x^+ \psi_x^-,
\]

where \( \mu_0 \) is the chemical potential, chosen in such a way that, if we call \( \sigma(T_0) := \left[ e_-, e_+ \right] \) the spectral band of the kinetic operator, \( \mu_0 \in \left[ e_- + \kappa, e_+ - \kappa \right] \) for some \( \kappa > 0 \) fixed once for all;

\[
V = \sum_{x,y \in \Lambda} \psi_x^+ \psi_x^- v(x-y) \psi_y^+ \psi_y^-,
\]

\( v(x-y) \) is a compactly supported function: \( V \) is a so-called density-density interaction, being \( \psi_x^+ \psi_x^- =: n_x \) the density operator in \( x \).

Specific free energy, Schwinger functions and the main theorem

The main goal of this chapter is to compute the specific free energy, defined as

\[
f_{\Lambda, \beta} := -\frac{1}{\beta \text{Vol}(\Lambda)} \log \left( \text{Tr} \left( e^{-\beta H} \right) \right)
\]

where \( \beta \) is the inverse temperature (so in order to construct the ground state energy we are interested in the zero temperature limit \( \beta \to \infty \)). We are also interested in the finite temperature imaginary time correlation functions, or Schwinger functions, at finite temperature \( T = \beta^{-1} \), defined as

\[
S_{\Lambda, \beta}(x_1, \epsilon_1; \ldots; x_m, \epsilon_m) := \langle \psi^{\epsilon_1}(x_1) \ldots \psi^{\epsilon_m}(x_m) \rangle_{\Lambda, \beta} := \frac{\text{Tr} \left( e^{-\beta H} T \left( \psi^{\epsilon_1}(x_1) \ldots \psi^{\epsilon_m}(x_m) \right) \right)}{\text{Tr} \left( e^{-\beta H} \right)}
\]

where \( \epsilon_i \in \{ \pm \} \) for \( i = 1, \ldots, m \) and \( T \) is the Fermionic time ordering operator, and where we have introduced a collection \( \{ t_1, \ldots, t_m \} \) of time variables such that \( t_i \in [0, \beta) \) \( \forall i = 1, \ldots, m \).
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The main strategy to compute these quantities will be to derive convergent expansions for both $f_{\Lambda,\beta}$ and $S$, uniformly in the volume $|\Lambda|$ and in the inverse temperature $\beta$, and then to take the infinite volume and the zero temperature limits: $|\Lambda| \to \infty$ first, then $\beta \to \infty$.

We will describe in detail how to compute the specific ground state energy, in particular how to prove the following theorem.

**Theorem 2.1.** In this framework, there exists a radius $\lambda_0 > 0$ such that for each $\lambda \leq |\lambda_0|$ the specific ground state energy

$$f := \lim_{\beta \to \infty} \lim_{|\Lambda| \to \infty} \left[ -\frac{1}{|\Lambda|\beta} \log \left( Tr \left( e^{-\beta H} \right) \right) \right],$$

exists uniformly in $|\Lambda|$ and $\beta$, and it is an analytic function of $\lambda$.

**Remark 2.1.** A modification of the expression behind the proof of Theorem (2.1) allows one to compute the Schwinger functions, see [GM01], Section 12.

### 2.1.2 Free Hamiltonian diagonalization and free propagator

It is straightforward to check that the free Hamiltonian $H_0$ can be diagonalized in Fourier space by defining

$$\hat{\psi}^\pm_k = \sum_{x \in \Lambda} e^{\mp ikx} \hat{\psi}^\pm_x,$$

where $k \in D_\Lambda$,

$$D_\Lambda = \{k = 2\pi n / L, n \in \mathbb{Z}, -[L/2] \leq n \leq [(L-1)/2]\}. \quad (2.8)$$

and the operator $\hat{\psi}^+/\hat{\psi}^-$ creates/annihilates a spinless electron with momentum $k$, so that

$$H_0 = \frac{1}{|\Lambda|} \sum_{k \in D_\Lambda} e(k) \hat{\psi}^+_k \hat{\psi}^-_k,$$

where $e(k) = 1 - \cos k - \mu_0$ is called the dispersion relation defined in $D_\Lambda$.

It worths noting that when $L \to \infty$, $D_L \to [-\pi, \pi]$, so in the infinite volume limit there are two points, let us call them $\pm p_F$, such that $e(\pm p_F) = 0$ since $\mu_0 \in [e_- + \kappa, e_+ - \kappa]$.

**Free propagator** The non interacting model, i.e. the model described by the free Hamiltonian $H_0$, is exactly solvable and all the Schwinger functions can be computed, by the anticommutative Wick rule, starting from the two point Schwinger function, also known as propagator, that can be explicitly computed starting from the definition, we refer to [BG95].

Let us recall that $\psi^\pm_x = \frac{1}{|\Lambda|} \sum_{k \in D_\Lambda} e^{\pm ikx} \hat{\psi}^\pm_k$ for any $x \in \Lambda$, and if we call $x = (x, x_0)$, $y = (y, y_0)$, $k = (k, k_0)$ the evolution in time of the operators is $\psi^\pm_t = e^{H_0 t} \psi^\pm e^{-H_0 t}$. Recalling that $\langle \cdot \rangle_{\Lambda,\beta,0} = Tr \left( e^{-\beta H_0} \right) / Tr (e^{-\beta H_0})$, we can compute, for any $-\beta < x_0 - y_0 \leq \beta$,

$$\langle T \left( \psi^-_x \psi^+_y \right) \rangle_{\Lambda,\beta,0} = \frac{1}{|\Lambda|} \sum_{k \in D_\Lambda} e^{-ik(x-y)} \cdot \left[ \theta(x_0 - y_0) \frac{e^{-\beta(x_0-y_0)e(k)}}{1 + e^{-\beta e(k)}} - \theta(y_0 - x_0) \frac{e^{-(x_0-y_0+\beta)e(k)}}{1 + e^{-\beta e(k)}} \right] \quad (2.10)$$
there $\theta(\cdot)$ is the Heaviside step function. The latter formula is a priori defined only for $-\beta < x_0 - y_0 \leq \beta$, but we can extend it periodically over the whole real axis: the periodic extension is continuous in $x_0 - y_0 \notin \beta \mathbb{Z}$, while it has jump discontinuities at $x_0 - y_0 \in \beta \mathbb{Z}$ (the jump height is equal to $(-1)^n \delta_{x,y}$ if $x_0 - y_0 = \beta n$), so if we define

$$D_{\beta,M} := \left\{ k_0 := \frac{2(n + 1/2)\pi}{\beta}, n \in \mathbb{Z}, -M \leq n \leq M - 1 \right\},$$

we get

$$S_{L,\beta}(x, -; y, +) := \frac{1}{\beta L} \lim_{M \to \infty} \sum_{k \in D_{\Lambda}} \sum_{k_0 \in D_{\beta,M}} e^{ik_0 k_0} e^{-ik \cdot (x-y)} \hat{g}(k),$$

(2.12)

where $D_{\Lambda}$ has been defined in (2.8), while $M$ is a suitable cut-off to be removed at the very end (of course the scheme will be to get bound independent of the cut-off $M$, and finally to take the limit $M$ to infinity), and

$$\hat{g}(k) := \frac{1}{-ik_0 + e(k)},$$

(2.13)

where $e(k)$ is the dispersion relation already defined in (2.9). From now on, we will use $k \in D_{\Lambda,\beta,M}$ to denote $(k, k_0) \in D_{\Lambda} \times D_{\beta,M}$. The constant $\delta_M = \beta/\sqrt{M}$ is introduced in order to take correctly into account the discontinuity of the propagator $g(x - y)$ at $x = y$, where it has to be defined as $\lim_{x_0 \to 0^-} g(0, x_0)$, in fact the latter definition guarantees that $\lim_{M \to \infty} g_M(x - y) := g(x - y)$ for $x \neq y$, while $\lim_{M \to \infty} g_M(0) := g(0,0^-)$ at equal points.

2.2 Perturbation theory and Grassmann integral formulation

2.2.1 Perturbation theory and Trotter’s formula

Let us now consider the interacting case. Our strategy is to derive first a formal perturbation theory for the specific free energy, and properly to find rules to formally compute the generic perturbative order in $\lambda$ of $f_{\Lambda,\beta}$. Then we will explain how to give sense to this formal expression, by suitable resummations of the formal power series. It is worth stressing that the interaction could in principle move, in some interaction dependent way, the Fermi points of the theory. To take into account this fact, we rewrite

$$\mu_0 = \mu + \nu,$$

(2.14)

where $\nu$ is a counterterm that will be eventually suitably chosen in order to fix the position of the singularity to some interaction independent point.

So we rewrite

$$H = H_0 + U,$$

where

$$U = \lambda \sum_{x,y \in \Lambda} \psi_x^+ \psi_x^- v(x - y) \psi_y^+ \psi_y^- + \nu \sum_{x \in \Lambda} \psi_x^+ \psi_x^-,$$

(2.15)
and we use the Trotter product formula
\[
e^{-\beta H} = \lim_{n \to \infty} \left[ e^{-\beta H_0/n} \left( 1 - \frac{\beta}{n} U \beta \right) \right]^n, \tag{2.16}
\]
so that, if we define
\[
U(t) := e^{tH_0}V e^{-tH_0}, \tag{2.17}
\]
we get
\[
\frac{\text{Tr} \left( e^{-\beta H} \right)}{\text{Tr} \left( e^{-\beta H_0} \right)} = 1 + \sum_{N \geq 1} \frac{(-1)^N}{N!} \langle T(\psi^{N}) \rangle_{\Lambda, \beta, 0} \tag{2.18}
\]
which, using again the fermionic time-ordering operator, can be rewritten as
\[
\frac{\text{Tr} \left( e^{-\beta H} \right)}{\text{Tr} \left( e^{-\beta H_0} \right)} = 1 + \sum_{N \geq 1} \frac{(-1)^N}{N!} \langle T(\psi^{N}) \rangle_{\Lambda, \beta, 0} \tag{2.19}
\]
where \( \langle \cdot \rangle_{\Lambda, \beta, 0} = \text{Tr} \left( e^{-\beta H_0} \right) / \text{Tr} \left( e^{-\beta H_0} \right) \) and we have defined
\[
U(\psi) = \lambda \int_{[0,\beta]} dx_0 \sum_{x \in \Lambda} d y_0 \sum_{y \in \Lambda} \psi^+_x \psi^-_y v(x, y) \delta(x_0, y_0) \psi^+_y \psi^-_y + \nu \int_{[0,\beta]} dx_0 \sum_{x \in \Lambda} \psi^+_x \psi^-_x. \tag{2.20}
\]
The \(N\)-th order of formula (2.19) can be computed using the Wick rule
\[
\langle T(\psi^{N}) \rangle_{0, \Lambda, \beta} = \text{det} G,
\]
\[
G_{ij} = \langle T(\psi^+_x \psi^-_y) \rangle_{0, \Lambda, \beta} = S^{0}_{L, \beta}(x, -, y, +). \tag{2.21}
\]
and the explicit free propagator (2.12), where the subscript 0 denotes that the expectations are computed with respect to the free measure. In order to use the Wick rule, it is convenient to briefly recall the Feynman rules.

**Feynman rules** In order to compute \( \langle T(U_\beta(\psi))^{N} \rangle_{\Lambda, \beta, 0} \), it is easy to check that one can follow these steps:
• ∀ k, l such that 0 ≤ k, l ≤ N and k + l = N, draw k graph elements consisting of four legged vertices, l graph elements consisting of two legged local vertices with the vertices associated to labels x_i, i = 1, . . . , N, in such a way that the four legged vertices are composed by two entering and to exiting fields, while the two legged vertices are associated with one exiting and one entering leg (see Figure (2.1));

• pair the fields in all possible ways, in such a way that every pair is obtained by contracting an entering and an exiting leg;

• associate to every pairing the right sign, which is the sign of the permutation needed to bring every pair of contracted fields next to each other;

• associate to every linked pair of fields (ψ^−(x_i), ψ^+(x_j)) an oriented line connecting the i-th with the j-th vertex, oriented from j to i (i.e. from + to − field);

• associate to every oriented line from j to i value g(x_i, x_j) given by (2.12);

• associate to every configuration of pairings, which is called Feynman graph a value, equal to the product of the sign of the pairing, times λ^k ν^l times the product of the values of all the oriented lines;

• integrate over x_i, then perform the sum over all the possible pairings, over k, l and over N;

It is convenient, algebraically, to rewrite the quantities (2.4) and (2.5) in terms of Grassmann Gaussian integrals. Even though the theory of Grassmann integrals is a very well known topic in the literature (see again, for instance, [GM01]), in sake of self consistency we will sketch the main definitions and properties.

Grassmann algebra Given some finite set A of indices α ∈ A, we define a finite dimensional Grassmann algebra, generated by a set of anticommuting Grassmann variables {ψ^± α} ∈ A: we attach at each element α ∈ A a couple of variables ψ ≡ {ψ^+ α, ψ^− α} such that

\[ ψ^ε α ψ^ε' α' = 0 \quad \forall α, α' ∈ A, \forall ε, ε' ∈ \{±\}. \]  

(2.22)

Remark 2.2. In particular, ∀ α ∈ A, ∀ ε ∈ {±} we have \((ψ^ε α)^2 = 0\).

Grassmann integral operator Let us introduce the Grassmann integral operator ∫ dψ^ε α acting as:

\[ ∫ dψ^ε α = 1, \quad ∫ dψ^ε α = 0 \]  

(2.23)

A straightforward generalization in the case of many Grassmann variables integral can be obtained by iterating (2.23):

\[ ∫ \prod_{α ∈ B} dψ^+ α dψ^- α \left( ∫ \prod_{α ∈ B} ψ^- α ψ^+ α \right) = 1, \quad ∀ B ⊂ A. \]  

(2.24)

so that if F(ψ) is a polynomial in ψ^+ α, ψ^- α, α ∈ A, the operation

\[ ∫ \prod_{α ∈ A} dψ^+ α dψ^- α F(ψ) \]  

(2.25)
extracts the coefficient of the linear term in \( \left( \prod_{\alpha=1}^{N} \psi^-_\alpha \psi^+_\alpha \right) \).

Using the remark (2.2) and the usual Taylor series for the exponential, \( e^{-\psi^+_\alpha C\psi^-_\alpha} = 1 - \psi^+_\alpha C\psi^-_\alpha + \cdots \), so by the definition (2.23)

\[
\frac{\int d\psi^+_\alpha d\psi^-_\alpha e^{-\psi^+_\alpha C\psi^-_\alpha} \psi^+_\alpha \psi^-_\alpha}{\int d\psi^+_\alpha d\psi^-_\alpha e^{-\psi^+_\alpha C\psi^-_\alpha}} = C^{-1}, \quad \forall \alpha \in A, C \in \mathbb{C}
\]  

(2.26)

To generalize this formula in the case of \( 2N \) Grassmann variables, we introduce the matrix \( M \in GL(N, \mathbb{C}) \),

\[
\frac{\int \prod_{\alpha=1}^{N} (d\psi^+_\alpha d\psi^-_\alpha) e^{-\sum_{\alpha, \alpha'}=1} \psi^+_\alpha M_{\alpha, \alpha'} \psi^-_{\alpha'} = \det M,}{\int \prod_{\alpha=1}^{N} (d\psi^+_\alpha d\psi^-_\alpha) e^{-\sum_{\alpha, \alpha'}=1} \psi^+_\alpha M_{\alpha, \alpha'} \psi^-_{\alpha'} \psi^+_\alpha \psi^-_{\alpha'} = \tilde{M}_{\tilde{\alpha}, \tilde{\alpha}}}
\]  

(2.27)

where \( \tilde{M}_{\tilde{\alpha}, \tilde{\alpha}} \) is the minor complementary to the entry \( M_{\tilde{\alpha}, \tilde{\alpha}} \) and, if \( M \) is invertible,

\[
\frac{\int \prod_{\alpha=1}^{N} (d\psi^+_\alpha d\psi^-_\alpha) e^{-\sum_{\alpha, \alpha'}=1} \psi^+_\alpha M_{\alpha, \alpha'} \psi^-_{\alpha'} \psi^+_\alpha \psi^-_{\alpha'} = \det M}{\int \prod_{\alpha=1}^{N} (d\psi^+_\alpha d\psi^-_\alpha) e^{-\sum_{\alpha, \alpha'}=1} \psi^+_\alpha M_{\alpha, \alpha'} \psi^-_{\alpha'}} = [M^{-1}]_{\tilde{\alpha}, \tilde{\alpha}}
\]  

(2.28)

Remark 2.3. These properties are similar to the ones of the usual Gaussian integrals, without the constraint on \( C \) to be real and on \( M \) to be positive definite, but only invertible.

Grassmann Gaussian integration Inspired by the remark (2.3), we can build up a Grassmann Gaussian integration \( P(d\psi) \) associated with the propagator \( g(x - y) \) in order to express the specific free energy (2.4) and the Schwinger functions (2.5) as Gaussian Grassmann integrals. First of all, let us introduce a finite set of Grassmann variables \( \{ \hat{\psi}^\pm(k) \}_{k \in D_{\Lambda, \beta, M}} \); hence we define

\[
P(d\psi) = \left( \prod_{k \in D_{\Lambda, \beta, M}} (L\beta \hat{g}(k)) \hat{\psi}^+(k) \hat{\psi}^-(k) \right) e^{-\sum_{k \in D_{\Lambda, \beta, M}} (L\beta \hat{g}(k))^{-1} \hat{\psi}^+(k) \hat{\psi}^-(k)}.
\]  

(2.29)

By introducing the Fourier transforms:

\[
\psi^\pm(x) = \frac{1}{L\beta} \sum_{k \in D_{\Lambda, \beta, M}} \hat{\psi}^\pm(k)e^{\pm ik \cdot x},
\]  

(2.30)

we can use the measure (2.29) to get

\[
\lim_{M \to \infty} \int P(d\psi) \psi^-(x) \psi^+(y) = \frac{1}{L\beta} \lim_{M \to \infty} \sum_{k \in D_{\Lambda, \beta, M}} \hat{g}(k) e^{-ik \cdot (x - y)} = g(x - y),
\]  

(2.31)

where we denoted with \( P \) the Grassmann Gaussian integration associated to the propagator \( g \) in (2.12).
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Expectation functional Calling $P(d\psi)$ Gaussian fermionic integration with covariance $g$ we mean that, for any analytic function $F$ defined on the Grassmann algebra, we can define an expectation functional

$$\int P(d\psi)F(d\psi) = \mathcal{E}(F). \quad (2.32)$$

Remark 2.4. $P(d\psi)$ is not a measure in the usual sense, indeed it does not satisfy the positivity condition, so we use the terminology of expectation $\mathcal{E}$ by analogy.

Truncated expectation functions Given $p$ functions $X_1, \ldots, X_p$ defined on the Grassmann algebra and $p$ integer numbers $n_1, \ldots, n_p$, the truncated expectation is defined as

$$\mathcal{E}^T(X_1, \ldots, X_p; n_1, \ldots, n_p) = \frac{\partial^{n_1+\cdots+n_p}}{\partial \lambda_1 \cdots \partial \lambda_p} \log \int P(d\psi)e^{\lambda_1 X_1(\psi) + \cdots + \lambda_p X_p(\psi)} \bigg|_{\lambda=0}. \quad (2.33)$$

where $\lambda = (\lambda_1, \ldots, \lambda_p)$; we will use the notation

$$\mathcal{E}^T(X_1, \ldots, X_p) := \mathcal{E}^T\left(X_1, \ldots, X_p; 1, \ldots, 1\right), \quad (2.34)$$

In particular,

$$\mathcal{E}^T(X; n) = \frac{\partial^n}{\partial \lambda^n} \log \int P(d\psi)e^{\lambda X(\psi)} \bigg|_{\lambda=0}, \quad (2.35)$$

and

$$\log \int P(d\psi)e^{X(\psi)} = \sum_{n=0}^{\infty} \frac{1}{n!} \frac{\partial^n}{\partial \lambda^n} \log \int P(d\psi)e^{\lambda X(\psi)} \bigg|_{\lambda=0} = \sum_{n=0}^{\infty} \frac{1}{n!} \mathcal{E}^T(X; n). \quad (2.36)$$

Properties of Grassmann integrals and expectation functions

- **Wick rule** Given two sets of labels $\{\alpha_1, \ldots, \alpha_n\}, \{\beta_1, \ldots, \beta_m\} \subset A$, so

$$\int P(d\psi)\psi_{\alpha_1}^- \cdots \psi_{\alpha_n}^- \psi_{\beta_1}^+ \cdots \psi_{\beta_m}^+ = \delta_{n,m} \sum_{\Gamma} \prod_{\ell \in (\{x_i, x_{\pi(j)}\})} g(\ell). \quad (2.37)$$

where the sum over $\Gamma$ is the sum over all the possible pairings (or Feynman graph configurations) and the product over $\ell$ is the product over all the possible contractions compatible with the configuration $\Gamma$.

- **Addition principle** Given two Grassmann measures $P(d\psi_1)$ with covariance $g_1$ and $P(d\psi_2)$ with covariance $g_2$, for any analytic function $F(\psi)$ defined on the Grassmann algebra and such that $\psi = \psi_1 + \psi_2$, so

$$\int P(d\psi_1) \int P(d\psi_2) F(\psi_1 + \psi_2) = \int P(d\psi) F(\psi), \quad (2.38)$$

with $P(d\psi)$ associated to a covariance $g = g_1 + g_2$. 
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- **Invariance of exponentials** Using the definition of truncated expectation (2.33) it follows that, if $\phi$ is an external field (meaning that $\phi$ is not involved in the integration process),
  \[
  \int P(d\psi) e^{X(\psi+\phi)} = \exp \left[ \sum_{n=0}^{\infty} \frac{1}{n!} E^T(X(\cdot+\phi);n) \right] =: e^{X'(\phi)}. \tag{2.39}
  \]

- **Change of integration measure** Let $P_g(d\psi)$ be the integration measure with covariance $g$. Then, for any analytic function defined on the Grassmann algebra $F(d\psi)$, it holds
  \[
  \frac{1}{N_\nu} \int P_g(d\psi) e^{-\nu \psi^+ \psi^-} F(\psi) = \int P_{g^{-1}}(d\psi) F(\psi), \tag{2.40}
  \]
  where $g^{-1} = g^{-1} + \nu$ and $N_\nu = \frac{g^{-1} + \nu}{g} = 1 + \frac{\nu}{g} = \int P_g(d\psi) e^{-\nu \psi^+ \psi^-}$.

**Free energy** Using these definitions and the Feynman rules described above, we can rewrite equation (2.19) as
  \[
  \frac{\text{Tr} \left( e^{-\beta H} \right)}{\text{Tr} \left( e^{-\beta H_0} \right)} = \lim_{M \to \infty} \int P_M(d\psi) e^{-V(\psi)}, \tag{2.41}
  \]
  where
  \[
  V = \lambda \int_0^\beta dx_0 \int_0^\beta dy_0 \sum_{x,y \in \Lambda} \psi^+_x \psi^-_x v(x-y) \delta_{x_0,y_0} \psi^+_y \psi^-_y + \nu \int_{[0,\beta]} dx_0 \sum_{x \in \Lambda} \psi^+_x \psi^-_x, \tag{2.42}
  \]
  and $e^{-V(\psi)}$ must be identified with its Taylor series in $\lambda$ and $\nu$, which is finite for every finite $M$ due to the anticommutation rules of the Grassmann variables and the fact that the Grassmann algebra is finite for every finite $M$. A priori, equation (2.41) has to be read as an equality between formal power series in $\lambda$ and $\nu$, however, it can be given a *non-perturbative meaning* provided we can prove the convergence of the Grassmann integral in the r.h.s. under analiticity assumption in a complex disc.

Using (2.41), we can compute the specific free energy (2.4) provided we are able to check that the r.h.s. of (2.41) is analytic in a domain that is uniform in $M, \beta, \Lambda$, and that it converges to a well defined analytic function uniformly as $M \to \infty$; in fact, this will be the main goal of this chapter. Let us start by rewriting the specific free energy as:
  \[
  f_{\Lambda,\beta} := \frac{1}{\beta L} \sum_{N \geq 1} (-1)^N \frac{1}{N!} E^T(V;N), \tag{2.43}
  \]
  where the *expectations functionals* have been already defined, and now we will discuss how to compute them. We underline that we slightly abused of the notation, indeed the function $f_{\Lambda,\beta}$ just defined is actually the *difference between the specific free energy of the interacting system and the specific free energy of the free system* $f_{0,\Lambda,\beta} = -1/|\Lambda| \log \text{Tr}(e^{-\beta H_0})$.

2.2.2 How to compute truncated expectations

**Feynman graphs** We have already described the most immediate way to compute truncated expectation functions when we listed the *Feynman rules* to compute the expectations values in
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(2.43), getting the result we recall here.

Given \( s \) sets of indices \( P_1, \ldots, P_s \), we define for each of those

\[
\tilde{\psi} (P_i) = \prod_{f \in P_i} \psi_{\sigma(f)}^{x(f)},
\]

where \( \sigma(f) \in \{ \pm \} \) and \( x(f) \in \Lambda \times [0, \beta) \). Then,

\[
\mathcal{E} \left( \tilde{\psi} (P_1), \ldots, \tilde{\psi} (P_s) \right) = \sum_{\Gamma \in \mathcal{G}_0} Val(\Gamma),
\]

where \( \Gamma \) is a Feynman graph belonging to the family of all possible Feynman graphs \( \mathcal{G}_0 \), and \( Val(\Gamma) \) includes the integration over the space-time labels \( x_i \).

These considerations, and the fact that we can compute \( Val(\Gamma) \) using the Feynman rules, allow us to derive a very rough upper bound on the \( N \)-th order contribution to \( f_{\Lambda, \beta} \), that, thanks to (2.43), is

\[
f^{(N)}_{\Lambda, \beta} := - \frac{1}{|\Lambda| \beta} \frac{(-1)^N}{N!} \mathcal{E}^T(\mathcal{V}; N).
\]

Lemma 2.1. Let \( \epsilon := \max\{ \lambda, \nu \} \), \( |\mathcal{G}^T_{0,N}| \) be the number of connected Feynman diagrams of order \( N \), so it holds

\[
|f^{(N)}_{\Lambda, \beta}| \leq \frac{1}{\beta |\Lambda|} \frac{1}{N!} \sum_{\Gamma \in \mathcal{G}^T_{0,N}} |Val(\Gamma)| \leq \frac{|\mathcal{G}^T_{0,N}|}{N!} e^N ||g||_\infty ||g||_1^{N+1} \leq \frac{1}{\epsilon^N} \frac{N!}{\beta N^{N+1}} \lesssim (C \epsilon)^N N! M^{N+1} \beta^{(N-1)},
\]

Proof. Given \( \Gamma \in \mathcal{G}^T_{0,N} \), select an arbitrary spanning tree in \( \Gamma \) (a loopless subset of \( \Gamma \) connecting all the \( N \) vertices). The integrals over the space time coordinates of the product of the propagators of the spanning tree is bounded by \( \beta |\Lambda||g||_1^{N-1} \), while the product of the remaining propagators is bounded by \( ||g||_\infty^{N+1} \). Then, we use that for some \( c > 0 \), \( |\mathcal{G}^T_{0,N}| \leq c^N (N!)^2 \) (see Appendix A.3.3 of [GM01]), and the estimates \( ||g||_\infty \leq CM, ||g||_1 \leq C/\beta \), that we prove in Appendix (A).

Of course this rough Lemma has two main problems:

1. a combinatorial problem, associated to \( N! \), that does not allow us to perform the sum over \( N \) not even for finite \( M, \beta; \)
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2. a divergence problem, associated to $M^{N+1}\beta^{N-1}$ which is exponentially divergent as $M \to \infty$ and $\beta \to \infty$

Problem 1) can be solved via a smarter re-organization of the perturbation theory in the form of a determinant expansion together with a systematic use of the Gram-Hadamard bound. Problem 2) can be solved by a systematic resummation of the series, based on a multiscale integration of the theory.

2.2.3 The determinant expansion

Let us show how the first problem can be solved. The basic idea is that, besides the already discussed Feynman diagram representation, there is another well known way to represent the truncated expectation: let us consider the same setting described in the case of (2.45), so $s$ sets of indices $P_1, \ldots, P_s$. Let us call $|P_i|$ the number of elements in the set $P_i$, let us label each element with a couple of indices $P_j \ni (j, i)$ where the first index is associated to the set the element belongs to, and the second one is $i = 1, \ldots, |P_j|$. Finally, let us call $2n = |P_1| + \cdots + |P_s|$, i.e. $n$ is the number of lines in the Feynman graphs $\Gamma \in \mathcal{G}_0$. So

$$E^T(\tilde{\psi}(P_1), \ldots, \tilde{\psi}(P_s)) = \sum_T \alpha_T \left( \prod_{\ell \in T} g_\ell \right) \int dP_T(t) \det G^T(t),$$

(2.50)

where

1. $T$ is an anchored tree between the clusters of points $P_1, \ldots, P_s$: $T$ is a set of lines becoming a tree if one identifies all the points in the same cluster;
2. $\alpha_T$ is a sign, irrelevant for the subsequent bounds;
3. $t$ is the set of parameters $t := \{t_{j,j', \in [0,1], 1 \leq j, j' \leq s}\}$;
4. $dP_T(t)$ is a normalized probability measure with support on a set $t$ which can be obtained as $t_{i,i'} = u_j \cdot u_{j'}$ for some family of unitary-normed vectors $u_j \in \mathbb{R}^s$;
5. $G^T(t)$ is a $(n - (s - 1)) \times (n - (s - 1))$ matrix, whose elements are

$$[G^T(t)]_{(j,i),(j',i')} = t_{j,j'} g(x(j,i), x(j',i'))$$

(2.51)

where $1 \leq j, j' \leq s$ and $1 \leq i \leq |P_j|, 1 \leq i' \leq |P_j|$ in such a way that the lines $\ell = (x(j,i), x(j',i'))$ do not belong to the anchored tree $T$. If $s = 1$, $\sum_T$ is empty, and we shall interpret (2.50) as

$$E^T(\tilde{\psi}(P_1)) = \begin{cases} 1, & \text{if } P_1 \text{ is empty}, \\ \det G(1), & \text{otherwise} \end{cases}$$

(2.52)

Remark 2.5. If we expressed the left hand side of (2.50) as a sum over all possible Feynman graphs, we would actually expand the sum into $O(s!)^2$ terms (where $s$, as in the previous list, is the number of clusters). The latter expression (2.50) is written in terms of a sum over the family of trees connecting the boxes. It worths noting that, fixing a tree $T$, one can expand the determinant
det \( G^T(t) \) in order to obtain, as expected, all the possible graphs which can be obtained by contracting the \((n - (s - 1))\) half-lines not belonging to \( T \), i.e. one can get the Feynman graph representation leading to (2.45). The big improvement is in the number of terms we are summing up: in the case on Feynman graphs expansion, the sum runs over \( O(s!)^2 \) terms, while in the latter case the sum runs over the anchored trees, whose number is only \( O(s!) \), which morally compensates the \( \frac{1}{s!} \) coming from the perturbative expansion.

We do not present in this thesis the proof of the determinant representation (see [GM01]), which is due to a fermionic reinterpretation of the interpolation formulas by Battle, Brydges and Federbush [BF84, BF78, Bry84]. Using (2.50), we get that the \( N \)-order of the specific free energy is

\[
f^{(N)}_{\Lambda, \beta} = -\frac{1}{\beta|\Lambda|} \frac{(-1)^N}{N!} \epsilon^N \sum_{T \in T_N} \alpha_T \int dx_1 \ldots dx_N \prod_{t \in T} g_t \int dP_T(t) \det G^T(t),
\]

(2.53)

that definitely improves the rough bound in previous Lemma. Indeed, using the fact that the number of anchored trees in \( T_N \) is bounded by \( C N^{N!} \) for some \( C > 0 \) (see [GM01], A.3.3), we get

\[
|f^{(N)}_{\Lambda, \beta}| \leq c N^N ||g||_1^{N-1} \det G^T(\cdot)||_{\infty}.
\]

(2.54)

Then, in order to bound \( ||\det G^T||_{\infty} \), we use the Gram-Hadamard inequality.

**Lemma 2.2 (Gram-Hadamard inequality).** If \( M \) is a square matrix with elements \( M_{ij} \) of the form \( M_{ij} = \langle A_i, B_j \rangle \), where \( A_i \) and \( B_j \) are vectors in a Hilbert space with scalar product \( \langle \cdot, \cdot \rangle \), then

\[
|\det M| \leq \prod_i ||A_i|| ||B_j||
\]

(2.55)

where \( || \cdot || \) is the norm induced by the scalar product.

We do not prove this result, and we refer e.g. to [GM01], Theorem A.1, but we use it to state the following Lemma.

**Lemma 2.3.** Provided we are able to prove that \( t_{j,j'} g(x(j,i), x(j',i')) \) can be obtained as a scalar product in a suitable Hilbert space, we can use the Gram-Hadamard inequality to bound:

\[
||\det G^T||_{\infty} \leq c N^N ||g||_{\infty}^{N+1}.
\]

(2.56)

Recalling that, as we already mentioned, \( ||g||_{\infty} \leq c M \)

\[
|f^{(N)}_{\Lambda, \beta}| \leq c N^N M^{N+1} \beta^{N-1}.
\]

(2.57)

The proof of the assumption is a subcase of Appendix (C).

**Remark 2.6.** Now, the r.h.s. of the latter bound is summable over \( N \) for \( \epsilon \) small enough, even though non uniformly in \( M \) and \( \beta \).

Proving that the right side of (2.53) is well defined is a non trivial topic that requires a multiscale analysis we are going to explain in the next chapter.
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In this section we explain how to set up a multiscale procedure to perform iterative resummations in order to re-express the specific free energy in terms of a modified expansion, whose $N$-th order term is summable in $N$ and uniformly convergent when the cut-offs are removed.

2.3.1 Ultraviolet and infrared regimes, effective potential

We wish to compute the partition function defined as $f_{\Lambda,\beta,M} = -\langle |\Lambda|, \beta \rangle^{-1} \log \Xi_{\Lambda,\beta,M}$,

$$\Xi_{\Lambda,\beta,M} := \int P_M(d\psi)e^{-\mathcal{V}(\psi)}.$$  \hspace{1cm} (2.58)

First of all, let us fix the chemical potential: let $p_F = 2\pi n_F/L$, $n_F \in \mathbb{N}$ and $\mu_0 = 1 - \cos p_F$.

Dealing with fermions, what we are interested in are the excitations near the Fermi surface (which, in dimension one is the pair of points $\pm p_F$), so it is useful to look at the relative momenta with respect two $\pm p_F$: $k = k' \pm p_F$. So we can rewrite the dispersion $e(k)$ as

$$\cos p_F - \cos(k' \pm p_F) = \cos p_F - (\cos k' \cos p_F \mp \sin k' \sin p_F)$$

so that, near the singularities (i.e. for $k' \sim 0$) we can consider the linear approximation of the free propagator (2.12)

$$\hat{g}(\pm p_F + k', k_0) \sim \frac{1}{-ik_0 \pm k' \sin p_F}.$$ \hspace{1cm} (2.59)

**Remark 2.7.** This approximation, besides carrying the physical information of the theory being the dominant part, corresponds to the propagator of an infrared Luttinger liquid model (i.e. the Luttinger model with an ultraviolet cut-off, that we will comment a bit more when we will study the flow of the running coupling constants). Despite the fact that the infrared Luttinger model, differently from the original Luttinger model (without an ultraviolet cut-off), is not exactly solvable by bosonization, we will use it as a reference model to study the flow of the running coupling constants.

In order to split the whole momentum space into the union of annuli, first of all we define

$$|k'| = \sqrt{k_0^2 + v_0 |k'|^2},$$ \hspace{1cm} (2.60)

where $|k'|^2 = \min_{n \in \mathbb{Z}} |k' - 2mn|^2$, and $v_0 = \sin p_F = \frac{d}{dk}e(k)|_{k=p_F}$. So, we introduce a smooth $C^\infty$ function $\chi : \mathcal{D}_\Lambda \times \mathcal{D}_{\beta,M} \to C^\infty([0,1])$ defined in such a way that

$$\chi(k') = \begin{cases} 1, & \text{if } |k'| \leq \gamma^{-1}p_F/2, \\ 0, & \text{if } |k'| \geq p_F/2, \end{cases}$$ \hspace{1cm} (2.61)

where $\gamma > 1$, and $|k| = \sqrt{k_0^2 + k^2}$. So, using

$$1 = 1 - \chi(k + p_F, k_0) - \chi(k - p_F, k_0) + \chi(k + p_F, k_0) + \chi(k - p_F, k_0)$$

we define the ultraviolet and infrared propagators as follows:

$$\hat{g}(k) = \frac{1 - \chi(k + p_F, k_0) - \chi(k - p_F, k_0)}{ik_0 + \cos p_F - \cos k} + \frac{\chi(k + p_F, k_0) + \chi(k - p_F, k_0)}{-ik_0 + \cos p_F - \cos k},$$ \hspace{1cm} (2.62)
Now, using the addition principle (2.38), we can introduce for any \( k \in \mathcal{D}_{\Lambda,\beta,M} \) a couple of Grassmann variables \((\psi^{(u.v.)}_k, \psi^{(i.r.)}_k)\) with propagators respectively \(\hat{g}^{(u.v.)}(k)\) and \(\hat{g}^{(i.r.)}(k)\) so, given the potential \(V(\psi)\), we can split the integration as

\[
\int P(d\psi) e^{-V(\psi)} = \int P(d\psi^{(i.r.)}) \int P(d\psi^{(u.v.)}) e^{-V(\psi^{(u.v.)} + \psi^{(i.r.)})}
\]  

(2.63)

Finally, we can use the invariance of exponentials (2.39) and define the effective potential at scale 0:

\[
\int P(d\psi) e^{-V(\psi)} = \int P(d\psi^{(i.r.)}) \int P(d\psi^{(u.v.)}) e^{-V(\psi^{(i.r.)} + \psi^{(u.v.)})},
\]

(2.64)

so that

\[
e^{-\beta |f^{(M)}_{\Lambda,\beta}|} = \int P(d\psi^{(i.r.)}) \exp\left(\sum n \geq 1 \frac{1}{n} \mathcal{E}_{u.v.}^{T} (\psi^{(i.r.)} + \cdot; n)\right) := e^{-\beta |\lambda|_{e,M,0}} \int P(d\psi^{(i.r.)}) e^{-V(0)(\psi^{(i.r.)})},
\]

(2.65)

where with \(\mathcal{E}_{u.v.}^{T} (V (\cdot + \psi^{(i.r.)}); n)\) means that we are computing the truncated expectation functions with respect to the Gaussian Grassmann measure \(P_{(u.v.)}\) associated to the propagator \(\hat{g}^{(u.v.)}\) keeping the Grassmann variable \(\psi^{(i.r.)}\) as an external field, and the effective potential \(V_0(\psi)\) can be written as

\[
V_0(\psi) = \sum_{n=1}^{\infty} \sum_{x_1, \ldots, x_{2n}} \left( \prod_{j=1}^{n} \psi^{(i.r.)}_{x_{j-1}} \psi^{(i.r.)}_{x_j} \right) W_{M,2n}(x_1, \ldots, x_{2n}).
\]

(2.66)

**Lemma 2.4** (Ultraviolet integration). The kernels \(W_{M,2n}(x_1, \ldots, x_{2n})\) in the previous expansion are given by power series in \(\lambda\) convergent in the complex disc \(|\lambda| \leq \lambda_0\) for \(\lambda_0\) small enough and independent of \(M, \Lambda, \beta\), and satisfy the following bound

\[
\frac{1}{\beta |\lambda|} \int dx_1 \ldots dx_{2n} |W_{M,2n}(x_1, \ldots, x_{2n})| \leq C n |\lambda|^{max\{1,n-1\}}.
\]

(2.67)

Moreover, the limits \(e_0 = \lim_{M \to \infty} e_{M,0}\) and \(W_{2n} = \lim_{M \to \infty}(x_1, \ldots, x_{2n})\) exist and are reached uniformly in \(M\).

We do not prove this Lemma because, even if the proof is not trivial, it is simpler than what we will do in studying the infrared regime, and uses the same techniques: we refer to [BGPS93] or to [GM09a, Giu11], in which the ultraviolet regime is studied by a multiscale analysis in order to deal with the (very mild) singularity of the free propagator at equal imaginary times. Anyway, the multiscale analysis for the ultraviolet regime is not strictly necessary, and it may be possible to avoid it following the ideas of [PS08].

**Remark 2.8.** The fact that the limits are reached uniformly in \(M\) tells us that the infrared problem is essentially independent of \(M\). Since in the infrared region \(M\) does not play any role, from now on we drop the label \(M\).
What we have just explained technically, is the first step of Wilson’s idea: indeed, we have integrated out the physical information coming from the high energies degree of freedom (far away from the singularities of the infinite volume free propagators), and we are left with an effective theory, described by the effective potential \( V^{(0)} \), describing fermions with momenta a bit closer to singularities. Of course, the information coming from higher energies degrees of freedom are averaged in the effective potential. It will be clear soon in this section how we keep this information in the effective potential by changing the so called coupling constants.

2.3.2 Quasi-particles and multiscale expansion

**Quasi-particles in momentum space** As we have already noticed, there are two points in which \( \hat{g}(k) \) is singular and of course, having integrated a slice of momenta far away from singularity (ultraviolet integration), the infrared propagator is still singular in the same two points \( \pm p_F \). So, driven by the idea of using again the addition principle, it is worth defining

\[
\hat{g}^{(i.r.)}_{\omega}(k) = \sum_{\omega=\pm 1} \frac{\chi(k - \omega p_F, k_0)}{-ik_0 + \cos p_F - \cos k} =: \sum_{\omega=\pm} \hat{g}^{(i.r.)}_{\omega}(k) \tag{2.68}
\]

allowing us to write

\[
\int P(\psi^{(i.r.)}) e^{V^{(0)}(\psi^{(i.r.)})} = \prod_{\omega=\pm 1} \int P(d\psi^{(i.r.)}) e^{V^{(0)}(\psi^{(i.r.)} + \psi^{(i.r.)})} \tag{2.69}
\]

which is the definition of the quasi-particles Grassmann fields, and the label \( \omega \) is sometimes called the branch label: for the readers familiar with the Luttinger liquids theory, nearby the singularities we consider the linear approximation of the free propagator (2.59), and \( \omega = \pm \) labels the right-moving and left-moving fermions.

**Quasi-particles in real space-time** We introduced the cutoff in momentum-space because we want to get closer and closer to the singularities in \((\pm p_F, 0)\). It is worth keeping in mind that we are going to plug in the strategy we introduced in subsection (2.2.2), in particular formula (2.50), so we will need to build up the matrix \( G_T \) we introduced in (2.50), and it is well known how to do it in real space. So it is convenient to define the quasi-particles in real space-time starting from the Fourier transform of the propagator \( \hat{g}^{(i.r.)} \):

\[
g^{(i.r.)}(x - y) = \frac{1}{L \beta} \sum_{\omega=\pm 1} \sum_{k \in \mathcal{D}_{\lambda,\beta}} e^{ik_0(x_0 - y_0)} e^{-ik(x - y)} \chi(k - \omega p_F, k_0) =
\]

\[
= \frac{1}{L \beta} \sum_{\omega=\pm 1} \sum_{k' \in \mathcal{D}_{\lambda,\beta}} e^{ik_0(x_0 - y_0)} e^{-ik_0 + e(k') + \omega p_F} \chi(k', k_0) = \sum_{\omega=\pm 1} e^{-ik_0(x_0 - y_0)} \hat{g}^{(i.r.)}_{\omega}(x - y) \tag{2.70}
\]

where \( \mathcal{D}_{\lambda,\beta} = \mathcal{D}_{\lambda,\beta} - (\omega p_F, 0) \) and

\[
\hat{g}^{(i.r.)}_{\omega}(x - y) = \frac{1}{L \beta} \sum_{k' \in \mathcal{D}_{\lambda,\beta}} e^{-ik' - (x - y)} \frac{e^{-ik_0 + e(k') + \omega p_F}}{-ik_0 + e(k') + \omega p_F} \chi(k', k_0) . \tag{2.71}
\]
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Multiscale expansion The idea is to approach the singularities in infinitely many steps. So, we introduce the telescopic identity

\[ \chi(k) = \sum_{h=-\infty}^{0} (\chi(\gamma^{-h}k) - \chi(\gamma^{-h+1}k)) := \sum_{h=-\infty}^{0} f_h(k), \]

which implies the obvious definition of propagators on single scale

\[ \hat{g}^{(i.r.)}(\omega; k) = \sum_{h=-\infty}^{0} f_h(k - \omega p_F, k_0) - ik_0 + \cos p_F - \cos k =: \sum_{h=-\infty}^{0} \hat{g}^{(h)}(\omega) =: \hat{g}^{(\leq h)}.(2.72) \]

Remark 2.9. In fact, as far as \( L \) and \( \beta \) are finite, the sum on \( h \) is a sum over a finitely many terms (i.e. we have a natural cut-off): indeed by the very definition of \( D_\beta \) (2.11), \( |k_0| \geq 2\pi/\beta \), so that \( f_h(k) = 0 \) for any \( h < h_\beta \) where

\[ h_\beta = \min \{ h : \gamma^{h+1} > \pi/\beta \}, \]

i.e. \( h_\beta = O(\log \beta) \) so, as already pointed out, we perform our computations keeping \( L \) and \( \beta \) finite and then, having obtained bounds independent of \( L \) and \( \beta \), we take the thermodynamic and the zero temperature limits.

Again, by combining the addition principle (2.38) and the invariance of the exponential (2.39) we can split first of all the Grassmann field \( \psi^{(\leq 0)} \) into Grassmann fields \( \psi^{(0)} \) and \( \psi^{(\leq -1)} \) with propagators respectively \( \hat{g}^{(0)} \) and

\[ \hat{g}^{(\leq -1)}(\omega; k) = \sum_{h \leq -1} \hat{g}^{(h)}(\omega; k), \] (2.73)

or, in a wider generality, \( \psi^{h+1} \) and \( \psi^{(\leq h)} \) with propagators respectively \( \hat{g}^{(h+1)} \) and

\[ \hat{g}^{(\leq h)}(\omega; k) = \sum_{j \leq h} \hat{g}^{(j)}(\omega; k), \] (2.74)

by which we can compute the effective potential on scale \(-1\) by

\[ \int P(d\psi^{(\leq 0)})e^{\mathcal{V}(0)(\psi^{(\leq 0)})} = \int P(d\psi^{(\leq -1)}) \int P(d\psi^{(0)})e^{\mathcal{V}(0)(\psi^{(\leq 0)})} = \]

\[ =: e^{\Lambda|\beta\epsilon_0} \int P(d\psi^{(\leq -1)})e^{\mathcal{V}(\leq -1)(\psi^{(\leq -1)})}, \]

where \( \mathcal{V}(\leq -1)(0) = 0 \) and, iteratively, for any scale \( h \) we can define an effective potential by
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\[ e^{V(h)}(\psi(\leq h))e^{|A|\beta e_{h+1} = \int P(d\psi) \int P(d\psi^{(u,v)}) e^{V(\psi(\leq h)+\psi^{(h+1)}+\cdots+\psi^{(u,v)})}, \]

\[ |A|\beta e_{h+1} + V(h)(\psi(\leq h)) = \sum_{n=0}^{\infty} \frac{1}{n!} \mathcal{E}_h \left( V^{(h+1)}(\psi(\leq h); n) \right). \]

where the truncated expectation \( \mathcal{E}_h^T \) (we can think that \( h \) can assume also the values \( h = 1 \equiv u.v., \)

\[ (\leq h−1) = (\leq 0) \equiv (i.r.) \ to \ have \ a \ general \ definition), \ given \ a \ polynomial \ F(\psi^{(h)}) \ with \ coefficients \ depending \ on \ \psi(\leq h−1), \ is \ defined \ as \]

\[ \mathcal{E}_h^T(F(\cdot); n) = \frac{\partial^n}{\partial \lambda^n} \int P(d\psi) e^{\lambda F(\psi^{(h)})} \bigg|_{\lambda=0}. \]

and, in the argument of the sum, we could express \( V^{(h+1)} \) in terms of \( V^{(h+2)} \) and so on until the only potential involved in the computation is the very first. The recursive structure of these formulae suggests their diagrammatic representation, known as Gallavotti-Nicolò trees [Gal85]. In order to understand how to draw these trees before a systematic explanation, it worths looking at the effective potential on scale \( -1 \) (the first non trivial one): in figure (2.2) it is expressed in terms of the previous effective potential \( V^{(0)} \).

In general, the effective potential at scale \( h \) can be written as

\[ V^{(h)}(\psi) = \sum_{n=1}^{\infty} \sum_{x_1, \ldots, x_{2n} \in \Lambda \times [0, \beta]} \left( \prod_{j=1}^{n} \psi_{x_2j-1}^{(h)} + \psi_{x_2j}^{(h)} \right) W^{(h)}_{2n}(x_1, \ldots, x_{2n}). \]
2.3.3 Gallavotti-Nicolò trees

So far we have rewritten the quantities we are interested in, as the specific free energy (2.4) and the Schwinger functions (2.5) by combining the Grassmann integrals representation (which implies that we can express these quantities just in terms of truncated expectation functions of some simple object, as effective interaction (2.43)) and a multiscale representation (based on a splitting of the momentum space due to the fact that the main ingredient of our analysis, i.e. the free propagator (2.12), is singular in two points, and we want to approach these singularities following Wilson’s idea of RG).

This led us to a recursive formula (2.78) for the effective potentials which in principle involves $h$ sums over infinitely many terms, and we have to deal with its convergence. As we will see, the important tool of Gallavotti-Nicolò trees [Gal85] allows us to exploit the multiscale structure of these formulae in order to study in a systematic way the convergence of the series we want to study.

**Construction of the tree** Before starting: from now on line and branch have the same meaning. Graphically, first of all we consider the plane $(x,y)$, we draw the vertical lines $x = h, h+1, h+2, \ldots, 0, 1$, and we consider all possible graphs obtained as follows. We pick a point on the vertical line $x = h$, we call it $r$ (meaning the root of the tree), and we draw an horizontal line starting from $r$ and leading to a point $v_0$ on the vertical line $x = h_{v_0} > h$, which is the first non trivial vertex, because it is the first (starting from the left) branching point of $s_{v_0} \geq 2$ lines, forming an angle $\vartheta_j \in (-\pi/2, \pi/2)$ with the x-axis, where $j = 1, \ldots, s_{v_0}$, and ending into point each of which is located on some vertical line $x = h_{v_0+1}, h_{v_0+2}, \ldots$, which in turn will become branching points.

We go on in such a way until $n$ points on the vertical line $x = 1$ are reached, and we call them the endpoints. All the branching points between the root and the endpoints will be called the nontrivial vertices, while all the intersections of the lines connecting two nontrivial vertices with the vertical lines will be called trivial vertices. The integer $n$ we have already introduced, which is the number of endpoints, is the order of the tree; in sake of clarity, we will label them with numbers from 1 to $n$ going from the top to the bottom.

Among all the trees, we associate a special name to the tree having only one line connecting the root to a vertex on the line $x = 1$: it is the trivial tree $\tau_0$, and in such a case the root has scale $h = 1$ (it is important to identify this tree among the others because it will be the starting point of an iterative procedure to rewrite the effective potentials (2.78) in terms of some numerical values we will associate to these graphical elements). The graph obtained is a tree graph, because it has no loops and it consists of a set of lines connecting a partially ordered set of points (that we call vertices). In particular, having a special point called root, it is a rooted tree. We will denote the
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Figure 2.4: Example of a tree \( \tau \in T_{h,n} \) where \( n = 10 \).

partial ordering with the symbol \( \prec \), meaning that if two vertices \( v \) and \( w \) are ordered as \( v \prec w \), then \( h_v < h_w \) (of course, since there is a one to one correspondence between branches and vertices, i.e. we can associate to each branch the vertex it enters, also the branches are ordered). By construction, to each vertex \( v \) is associated an integer number \( h_v \) that we call scale label. We call \( T_{h,n} \) the family of trees with \( n \) endpoints and the root at scale \( h \), and we call a generic element of this family \( \tau \) (see Figure (2.4)).

Of course we will use the Gallavotti-Nicolò trees formalism in order to study a very precise problem, so we will need to introduce other labels to branches and/or vertices: we will call the set of all the vertices of the tree \( \tau \) (included trivial vertices and endpoints) \( V(\tau) \), and we introduce a special notation for the endpoints (because it will be useful in the notation we are going to use) \( V_f(\tau) \subseteq V(\tau) \). We remark that, by construction (of the tree) and by definition of the sets of vertices, for any \( v \in V_f(\tau) \) \( h_v = 1 \), while for any \( w \in V(\tau) \setminus V_f(\tau) \) \( h < h_w < 1 \).

The "importance" of the endpoints Since we have built these trees by an iterative procedure up to the endpoints, the endpoints themself have a kind of a special role: indeed they are the vertices corresponding to an interaction part of the effective potential \( V^{(0)} \) (2.66) (in fact the vertices \( V(\tau) \setminus V_f(\tau) \) correspond to effective potentials).

Then each endpoint \( v \in V_f(\tau) \) on scale \( h_v = 1 \) is labeled by a further label \( \ell \) which identifies in a unique way the contribution \( V_i \) to the potential \( V^{(0)} \), and we will say that the endpoint \( v \in V_f(\tau) \) is of type \( r_i \) if \( \ell_v = \ell \).

Besides, we assign to each endpoint \( v \in V_f(\tau) \) a set of spacetime points \( \{ x_v \} \) which are the integration variables corresponding to the particular interaction contribution \( V_i \): only one integration
variable if we have an endpoint of type \( \lambda \), i.e. a counterterm \( \nu \sum_{x \in \Lambda} \psi^+(x)\psi^-(x) \), or two integration points if we have an endpoint of type \( \lambda \), i.e. a two-points interaction and so on. We extend the assignment of the index \( \{x_v\} \) also to the not-endpoint vertices \( v \in V(\tau) \setminus V_f(\tau) \), saying that \( \{x_v\} \) is the family of all space-time points associated with the endpoints following \( v \), i.e. with all the endpoints \( w \in V_f(\tau) \) such that \( v \prec w \).

Finally, we introduce a field label \( f \) to recognize the different fields appearing in the terms associated to the endpoints, and for each endpoint \( v \in V_f(\tau) \) we collect the field labels into a further label \( I_v = \{f_1^{(v)}, \ldots, f_s^{(v)}\} \) in the case that the endpoint \( v \) is associated to \( s \) fields; so the variables \( x(f), \epsilon(f) \) and \( \omega(f) \) will indicate respectively the spacetime point, the creation/annihilation index and the quasi-particle index of the field \( f \). As a concrete example, let us consider a quartic endpoint \( v \in V_f(\tau) \) associated with four different fields and four different integration points:

\[
\lambda \sum_{x_1, \ldots, x_4} \psi^+_{\omega_1}(x_1)\psi^-_{\omega_2}(x_2)\psi^+_{\omega_3}(x_3)\psi^-_{\omega_4}(x_4) W_{4, \omega}(x_1, \ldots, x_4),
\]

so \( \{x_v\} = \{x_1, x_2, x_3, x_4\}, I_v = \{f_1, f_2, f_3, f_4\} \) so that

\[
\begin{align*}
\quad f_1 & = x_1, \quad \epsilon(f_1) = +, \quad \omega(f_1) = \omega_1, \\
\quad f_2 & = x_2, \quad \epsilon(f_2) = -, \quad \omega(f_2) = \omega_2, \\
\quad f_3 & = x_3, \quad \epsilon(f_3) = +, \quad \omega(f_3) = \omega_3, \\
\quad f_4 & = x_4, \quad \epsilon(f_4) = -, \quad \omega(f_4) = \omega_4.
\end{align*}
\]

Finally, we call the family of the spacetime points \( x(I_v) = \{x(f) : f \in I_v\} \).

**Clusters and effective potentials** Once we have introduced Gallavotti-Nicolò trees, we can exploit this diagramatic structure to write the effective potentials on scale \( h \) as

\[
V^{(h)}(\psi^{(\leq h)}) + L\beta e_{h+1} = \sum_{n=1}^{\infty} \sum_{\tau \in T_{h,n}} V^{(h)}(\tau, \psi^{(\leq h)})
\]

(2.82)

where \( e_{h+1} \) is a normalization factor for any \( h \leq 1 \), and of course there is a little abuse of notation in the use of the symbol \( V^{(h)} \), which has two different meanings in the left side, where \( V^{(h)}(\cdot) \) depends only on the fields on scale \( \leq h \), and in the right hand side where the argument of the sum, which depends both on the fields on scale \( \leq h \) and on a specific tree \( \tau \) chosen among the trees of the family \( T_{h,n} \), is defined iteratively as follows:

- if \( \tau \) is trivial, \( V^{(0)}(\tau_0, \psi^{(\leq 0)}) \) is given simply by one of the contributions to \( V(\psi) \) of the interaction,
- so if \( \tau \) is not trivial, there is a first vertex \( v_0 \) the \( s_{v_0} \) subtrees \( \tau_1, \ldots, \tau_{s_{v_0}} \subset \tau \) with root \( v_0 \) arise from, then

\[
V^{(h)}(\tau, \psi^{(\leq h)}) = \frac{1}{s_{v_0}} \mathcal{E}^{T}_{h+1} \left( V^{(h+1)}(\tau_1, \psi^{(\leq h+1)}), \ldots, V^{(h+1)}(\tau_{s_{v_0}}, \psi^{(\leq h+1)}) \right)
\]

(2.83)

- of course, each of the \( s_{v_0} \) trees can be handled as the original tree \( \tau \) (note that \( s_v = 0 \) if \( v \in V_f(\tau) \) is an endpoint), and we can iterate, for each argument of \( \mathcal{E}^{T}_{h+1} \), the formula (2.83). We define, for any vertex \( v \) of the tree, a subset \( P_v \) of \( I_v \), the external fields of \( v \), that must satisfy some constraints:
– if \( v \) is an endpoint, \( P_v = I_v \),

– if \( v \) is not an endpoint, \( v_1, \ldots, v_{s_v} \) are \( s_v \geq 1 \) vertices immediately following it, so \( P_v \subset \cup_i P_{v_i} \),

– if \( v \) is not an endpoint, we define \( Q_v = P_v \cap P_{v_1} \), being the set of labels of the fields associated to the external fields both of \( v_i \) and of \( v \), that implies \( P_v = \cup_i Q_{v_i} \),

\[
\tilde{\psi}^{(\leq h_v)} (P_{v_j}) = \prod_{f \in P_{v_j}} \psi^{(\leq h_v)}(f) (x(f)),
\]

(2.84)

is a product of \( |P_{v_j}| \) fields on scale \( \leq h_v \) (as almost all these formulae, this one can be proven by induction on the scale \( h_v \)).

Finally, we get the general formula

\[
\mathcal{V}^{(h)} (\tau, \psi^{(\leq h)}) = \left( \prod_{v \in V(\tau)} \frac{1}{s_v!} \right) \mathcal{E}^T (\mathcal{E}_{h+3}^T \ldots \mathcal{E}_{h+2}^T \mathcal{E}_{h+1}^T \mathcal{E}_{h-1}^T \ldots \mathcal{E}_0^T \mathcal{V}^{(0)}(\tau_0, \psi^{(\leq 1)}), \ldots, \ldots, \ldots, \ldots, \ldots)
\]

(2.85)

where, thanks to the first step, we know \( \mathcal{V}^{(0)}(\tau_0, \psi^{(\leq 1)}) \).

Since the starting point of the latter iterative formula are the trivial trees, the direction to follow in order to compute the truncated expectation values is from the endpoints toward the root: once a vertex \( v \) is reached, one is left with computing a quantity as

\[
\frac{1}{s_v!} \mathcal{E}^T_{h_v} \left( \tilde{\psi}^{(\leq h_v)} (P_{v_1}), \ldots, \tilde{\psi}^{(\leq h_v)} (P_{v_{s_v}}) \right).
\]

(2.86)

**Remark 2.10.** At this point, the intrinsic cluster structure of the Gallavotti-Nicolò trees comes out: indeed, using the determinant expansion (2.50)

\[
\mathcal{E}^T (\tilde{\psi} (P_1), \ldots, \tilde{\psi} (P_s)) = \sum_T \alpha_T \left( \prod_{\ell \in T} g_\ell \right) \int dP_T (t) \det G^T (t)
\]

to compute (2.86), we obtain a sum over all possible Feynman diagrams obtained by contracting the half-lines coming from the sets \( P_{v_1}, \ldots, P_{v_{s_v}} \): when we reach, moving along the tree \( \tau \) (from the endpoint towards the root), a vertex \( v \in V(\tau) \), we construct a diagram formed by lines \( \ell \) on scales \( h_\ell \geq h_v \). Moreover, for any vertex \( w > v \) there is a subdiagram, that we call \( \Gamma_w \) such that all the lines \( h_w \) form a connected set if all the further subdiagrams \( \Gamma_{w_j} \), \( j = 1, \ldots, w_{s_w} \), corresponding to the \( s_w \) vertices immediately following \( w \) (i.e. the roots of the subtrees arising from \( w \)) are seen as single elements, which is a consequence of the very definition of truncated expectation.

We define a cluster on scale \( h \) as a set of endpoints which are connected by lines on scale \( h' \geq h \) such that there is at least one line on scale \( h \). The endpoints are trivial clusters at scale \( h = 1 \).

In this way, we set up a hierarchical structure of the endpoints into clusters contained into each other following the order of scales \( h \leq 1 \). So
We associate with each vertex $v \in V(\tau)$ the cluster $G_v$ containing all the endpoints following $v$. From this definition it follows the inclusion relation

$$v \prec w \Rightarrow G_v \supset G_w$$

(2.87)

So there is a one to one map allowing us to represent a trees as a set of hierarchically organized clusters and vice versa.

- Given the cluster structure, we can define the anchored trees: if all the maximal subclusters of $G_v$: $G_v, \ldots, G_{v_{sv}} \subset G_v$ are thought as points, then the set of these points is connected. So, it is possible to select a set of $s_v - 1$ lines connecting all of them. This set is, by definition, an anchored tree (which is a minimal connection between the maximal subclusters of $G_v$).

**Remark 2.11.** Each truncated expectation function sees the clusters associated to the sets of labels $P_{v_1}, \ldots, P_{v_{sv}}$ as points, so the action of truncated expectations is independent of the internal structures of the subclusters $G_v, \ldots, G_{v_{sv}}$, and depends only on the external lines of these clusters.

### 2.3.4 Non-renormalized expansion, non-perturbative estimates and classification of the divergences

#### Properties of propagators

Let us study the behaviour of the single-scale propagators.

**Lemma 2.5.** For any $N \in \mathbb{N}$ there exists a constant $C_N$ such that the quasi-particle propagator is bounded by

$$\left| g^{(h)}(x - y) \right| \leq \gamma^h \frac{C_N}{1 + (\gamma^h |x|)^N}. \quad (2.88)$$

We prove this Lemma in Appendix (A).

It is worth underlining that the fact $C_N$ grows with $N$ is not an issue, since we will use the previous bound for $N \leq 4$. Besides, the previous bound comes from the well known result in Fourier analysis saying that the Fourier transform of a $C^\infty$ function decays faster than any power, i.e. it is just a consequence of the cut-off $f_h$ we used.

**Corollary 1.** As a trivial consequence of Lemma 2.5, we can bound the norms $|| \cdot ||_\infty$ and $|| \cdot ||_1$ of the propagator:

$$||g^{(h)}_\omega||_\infty := \sup_{x,y} |g^{(h)}_\omega(x - y)| \leq C \gamma^h,$$

(2.89)

and

$$||g^{(h)}_\omega||_1 = \frac{1}{L\beta} \int dx dy g^{(h)}_\omega(x - y) \leq C \gamma^{-h},$$

(2.90)

for some $C > 0$.

#### Estimates of kernels of effective potential

Summarizing the analysis of the previous section in a more compact notation, we can write that the effective potential at scale $h$ is

$$\mathcal{V}^{(h)}(\tau, \psi^{(\leq h)}) = \sum_{n=1}^{\infty} \sum_{\tau \in \mathcal{T}_{h,n}} \mathcal{V}^{(h)}(\tau, \psi^{(\leq h)}),$$

(2.91)

$$\mathcal{V}^{(h)}(\tau, \psi^{(\leq h)}) = \int dx(I_{v_0}) \sum_{P_{v_0} \subset I_{v_0}} \tilde{\psi}^{(\leq h)}(P_{v_0}) \mathcal{W}^{(h)}(\tau, P_{v_0}, x(I_{v_0}))$$
where, besides all the quantities we have already defined, \( W^{(h)} \) is defined by the latter expression itself, that we use to get the recursive relation

\[
W^{(h)}(\tau, P_{v_0}, x(I_{v_0})) = \sum_{P_{v_1}, \ldots, P_{v_{s_0}}} \left( \prod_{j=1}^{s_0} W^{(h+1)}(\tau_j, P_{v_j}, x(I_{v_j})) \right)
\]

where

\[
Q_{v_j} = P_{v_0} \cap P_{v_j}, \quad j = 1, \ldots, s_{v_0}.
\]

It worths noting that the sets \( Q_v \) are uniquely determined by the sets \( \{ P_v \} \) because, for any \( v \in V(\tau) \),

\[
Q \in P_v, \quad P_v = \bigcup_{j=1}^{s_v} Q_{v_j} \Rightarrow Q_{v_j} = P_v \cap P_{v_j}, j = 1, \ldots, s_v
\]

To get an explicit expression for \( W^{(h)} \), we can iterate the latter formula going along the tree \( \tau \) and getting

\[
W^{(h)}(\tau, P_{v_0}, x(I_{v_0})) = \sum_{\{ P_v \}_{v \in V(\tau)}} \left( \prod_{v \not\in V_f(\tau)} \frac{1}{s_v!} \sum_{h=0}^{s_v} \left( \frac{1}{s_v!} \sum_{h=0}^{s_v} \left( \prod_{v} \left( \frac{1}{s_v!} \sum_{h=0}^{s_v} \left( \prod_{v} r_v \right) \right) \right) \right) \right)
\]

where we repeat that \( r_v \in \{ \nu, \lambda \} \) and the sum over \( \{ P_v \}_{v \in V(\tau)} \) is a sum over all the possible choices of the sets \( P_v \) corresponding to the vertices of \( \tau \), except \( P_{v_0} \) (which is fixed). Finally, we can define a more intuitive notion to rewrite (2.91) as

\[
\mathcal{V}^{(h)}(\psi(\leq h)) = \sum_{n=1}^{\infty} \sum_{\tau \in \mathcal{T}_{h,n}} \mathcal{V}^{(h)}(\tau, \psi(\leq h)),
\]

where the gain is that now the kernel \( \mathcal{W}^{(h)} \) depends only on the variables \( x(P_{v_0}) = \{ x(f) \}_{f \in P_{v_0}} \) being

\[
\mathcal{W}^{(h)}(\tau, P_{v_0}, x(P_{v_0})) = \int dx(I_{v_0} \setminus P_{v_0}) \mathcal{W}^{(h)}(\tau, P_{v_0}, x(I_{v_0})).
\]
where $D(P_v) = |P_v|/2 - 2$, $\epsilon = \max\{\nu, \lambda\}$ and $C = C_N$ for some fixed $N$ in (2.88).

**Remark 2.12.** Of course the estimate (2.98) is finite, and it could not have been otherwise because, thanks to the cut-off, we are performing a power counting on finite quantities. Of course, the troubles come when, in order to reconstruct the original theory, we try to perform a sum over all the scales $h \leq 1$ and the infinite volume limit: as soon as $D(P_{v_0}) \leq 0$ (i.e. when $n_{v_0} = 2, 4$) the infinite volume limit of the sum diverges being $h_v - h_{v'} > 0$. So, despite we still have a divergence problem as in the naive estimate in Lemma (2.1), the advantage of using the multiscale analysis is that we can clearly identify the sources of the problem: if $n_v^c := |v^c| \leq 4$ the above sum cannot be performed uniformly in $\beta$ and $|\Lambda|$. So we must deal in some smart way with the clusters with 2 or 4 external lines. Actually, our plan consists in nothing else than a slightly different expansion of the same quantities, by which we can prove that the sum is well defined.

Besides the identification of the divergences, the latter estimate is useful also to understand how, thanks to the Gram-Hadamard estimate (Lemma (2.2)), we have no longer the combinatorial problem, indeed we can perform the sum in $n$ of the right hand side of (2.98) provided $\epsilon$ is small enough.

The latter remark is the motivation for the following three definitions:

- the terms which are, after the dimensional estimate, well behaved a priori (i.e. the terms with more than six external legs) are called **irrelevant**;
- the terms with $D(P_v) = 0$ are called **marginal**;
- the terms with $D(P_v) = -1$ are called **relevant**.

The multiscale decomposition we just described involves the computation, for any vertex $v \notin V_f(\tau)$, of scale $h_v$, truncated expectations $\mathcal{E}_{h_v}^T$, for which the determinant expansion (2.50) has to be rewritten as

$$
\mathcal{E}_{h_v}^T \left( \tilde{\psi}^{(h_v)} (P_1), \ldots, \tilde{\psi}^{(h_v)} (P_s) \right) = \sum_{T_v} \alpha_{T_v} \left( \prod_{\ell \in T_v} g_{t}^{(h_v)} \right) \int dP_{T_v}(t) \det G_{h_v,T_v}(t),
$$

(2.99)

where by $g_{t}^{(h_v)}$ we mean that the propagators associated with lines of the spanning tree $T_v$ live at scale $h_v$, and the matrix $G_{h_v,T_v}$ is the analogue of the already described $G^T(t)$, but the propagators contributing to the entries $G_{i,j}^{h_v,T_v}$ live at scale $h_v$. So, assuming that $g^{(h_v)}(x,y)$ can be written as a scalar product of vectors belonging to a suitable Hilbert space (as we prove in (C), looking only at quantities $A_{2(2L+1)}^{(h)}$ and $B_{2(2L+1)}^{(h)}$) and using the estimate (2.88), we can adapt Lemma (2.3) as

$$
|| \det G_{h_v,T_v} ||_\infty \leq c \sum_{i=1}^{\tilde{\epsilon}_v} |P_{v_i}| \epsilon_0 |P_v| - 2(s_v - 1) ||g^{(h_v)}||_\infty \left( \sum_{i=1}^{\tilde{\epsilon}_v} |P_{v_i}| \epsilon_0 |P_v| - 2(s_v - 1) \right) \leq c \sum_{i=1}^{\tilde{\epsilon}_v} |P_{v_i}| \epsilon_0 |P_v| - 2(s_v - 1) \gamma \left( \sum_{i=1}^{\tilde{\epsilon}_v} |P_{v_i}| \epsilon_0 |P_v| - 2(s_v - 1) \right),
$$

(2.100)

so that (2.99) is bounded by

$$
\left| \mathcal{E}_{h_v}^T \left( \tilde{\psi}^{(h_v)} (P_1), \ldots, \tilde{\psi}^{(h_v)} (P_s) \right) \right| \leq \sum_{T_v} \prod_{\ell \in T_v} g_{t}^{(h_v)} \left( \sum_{i=1}^{\tilde{\epsilon}_v} |P_{v_i}| \epsilon_0 |P_v| - 2(s_v - 1) \right) \gamma \left( \sum_{i=1}^{\tilde{\epsilon}_v} |P_{v_i}| \epsilon_0 |P_v| - 2(s_v - 1) \right).
$$

(2.101)
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Proof of Theorem (2.2). The integration variable $d\mathbf{x}(P_{v_{0}})$ means that the integration has to be performed over all the endpoints.

First of all, it is convenient to decrease the number of integration points $n + n_{4} \rightarrow n$ by integrating, for any endpoint with 4 external legs, the finite range potential $v(x - y)\delta(x_{0} - y_{0})$.

Then, using (2.101) we get:

$$
\left| \mathcal{E}_{h_{v}}^{T} \left( \tilde{\psi}^{(h_{v})} (P_{v_{1}} \setminus Q_{v_{1}}), \ldots, \tilde{\psi}^{(h_{v})} (P_{v_{sv}} \setminus Q_{v_{sv}}) \right) \right| \leq \sum_{T} \left( \prod_{\ell \in T} \left| g_{\ell} \right| \right) (CC_{n})^{\sum_{j=1}^{n_{v}} |P_{v_{j}}| - |P_{v}| - 2(s_{v} - 1)} \gamma_{T} \left( \sum_{j=1}^{n_{v}} |P_{v_{j}}| - |P_{v}| - 2(s_{v} - 1) \right),
$$

(2.102)

where $g_{\ell}$, $\ell \in T$ are propagators contracted on scale $h_{v}$. We used that for each anchored tree $T_{v}$ defined by $T = \cup_{v \notin V_{J}(\tau)} T_{v}$ contributing to the sum we can perform $s_{v} - 1$ integrations by using the $s_{v} - 1$ propagators $g_{\ell} \in T$ getting a factor (thanks to (2.90)), a factor

$$
\gamma_{-h_{v}(s_{v} - 1)}.
$$

(2.103)

We rewrite the contribution $\prod_{v \notin V_{J}(\tau)} \gamma_{-h_{v}(s_{v} - 1)}$ using the formula (that can be easily proved by induction):

$$
\sum_{v \notin V_{J}(\tau)} h_{v}(s_{v} - 1) = h(n - 1) + \sum_{v \notin V_{J}(\tau)} (h_{v} - h_{v'}) (n_{v}^{e} - 1),
$$

(2.104)

where $v'$ is the vertex immediately preceding $v$ on $\tau$, and $n_{v}^{e}$ is the number of endpoints following $v$ on $\tau$.

It has to be pointed out that the integral runs over $n$ variables, and that the number of variables involved in the integrals we are performing using the propagators belonging to the spanning tree is given by:

$$
\sum_{v \notin V_{J}(\tau)} (s_{v} - 1) = |V_{J}(\tau)| - 1 = n - 1,
$$

$$
\sum_{v \in V(\tau_{0})} \left[ \frac{1}{2} \left( \sum_{i=1}^{s_{v}} |P_{v_{i}}| - |P_{v}| \right) \right] = \frac{1}{2} (|I_{v}| - |P_{v}|).
$$

(2.105)

This means that we exploit the compact support properties of the propagators to integrate out all the variables but one, whose integration (running over all the available space), gives a factor $\beta L$.

Furthermore, by definition we have that each endpoint is associated with either $\nu$ or $\lambda$, and that $|V_{J}(\tau)| \leq n$, so we have that

$$
\prod_{v \notin V_{J}(\tau)} |r_{v}| \leq e^{n}.
$$

Finally we get the bound we are interested in for the left hand side of (2.98),

$$
\beta L \left( \prod_{v \notin V_{J}(\tau)} \gamma_{h_{v}} \left( \frac{1}{2} \left( \sum_{j=1}^{s_{v}} |P_{v_{j}}| - |P_{v}| \right) - 2(s_{v} - 1) \right) \right) (Ce)^{n}.
$$

(2.106)
and using formulae (2.105) we get

$$\int dx(P_{\|}) \left| W^{(h)}(\tau, P_{\|}, x(P_{\|})) \right| \leq \beta L \gamma^{-hD(P_{\|})} \sum_{\{P_{\|}\}} \left( \prod_{v \in V_j(\tau)} \gamma^{-(h_0 - h_{v'})D(P_{v'})} \right) \left( \prod_{v \in V_j(\tau)} \gamma^{-(\frac{1}{2} x^2 - 2)} \right) (Ce)^n. $$

2.4 Renormalization Group

In Remark (2.12) we pointed out that, after the multiscale decomposition, the naive cluster expansion is not enough to conclude that the theory is well defined (meaning that the observables as the specific free energy and the Schwinger functions are expressed as finite sums), because the sum over all possible trees is not well defined due to the clusters with 2 and 4 external legs.

The key idea is that, combining multiscale and cluster expansions, we are fragmenting the quantities we are interested in into infinitely many pieces in some way easier to control and that, once individually controlled, we would like to re-sum up in order to reconstruct the initial quantity in such a way that they are clearly well defined (in particular, as analytic functions of the perturbative parameter $\lambda$ within a radius of convergence $\lambda_0 > 0$). So there is not a unique way to perform this cluster expansion, and our plan is to change the cluster expansion we explained in subsection (2.3.4) to cure the divergences arising from 2 and 4 external legs diagrams.

Morally, there are no problems coming from the harmless part consisting of all the clusters with 6 or more external legs; our strategy will be to identify what is the real source of divergences in the dangerous clusters and to perform a further splitting of them into two contributions: the renormalized part which we will put once for all in the harmless part of the theory, and the local part, which is properly the dangerous part, we will dress the free theory with.

2.4.1 Localization and Renormalization operator

It is worth by recalling that the explicit expression of the effective potential at scale $h$ (2.80). In particular, using quasi-particle decomposition of the Grassmann variables we can rewrite

$$V^{(h)}(\psi) = \sum_{n=1}^{\infty} \sum_{x_1, \ldots, x_{2n}} \left( \prod_{j=1}^{n} \psi_{x_{2j-1}}^{(h)} + \psi_{x_{2j}}^{(h)} \right) W_{2n}^{(h)}(x_1, \ldots, x_{2n}) = $$

$$= \sum_{n=1}^{\infty} \sum_{\omega} \sum_{x_1, \ldots, x_{2n}} \left( \prod_{j=1}^{n} e^{-i\omega_{2j-1} x_{2j-1} - ipF \psi_{x_{2j-1}}^{(h)} + \psi_{x_{2j}}^{(h)}} e^{i\omega_{2j} x_{2j} pF \psi_{x_{2j}}^{(h)}} \right). $$

(2.107)
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where \( W_{2n,ω}^{(h)}(x_1, \ldots, x_{2n}) = \left( \prod_{j=1}^n e^{-iω_{2j-1}x_{2j-1}PF e^{iω_{2j}x_{2j}PF}} \right) W_{2n}^{(h)}(x_1, \ldots, x_{2n}) \). Analogously, we can define \( \hat{W}_{2n,ω}^{(h)}(k_1', \ldots, k_{2n-1}') = \hat{W}_{2n}^{(h)}(k'_1 + ω_1PF, \ldots, k'_{2n-1} + ω_{2n-1}PF) \), with \( k' \in \mathcal{D}_{Λ,β}^\prime \), as the Fourier transform of \( W_{2n,ω}^{(h)}(x_1, \ldots, x_{2n}) \), where \( \hat{W}_{2n,ω}^{(h)} \) depends on \( 2n - 1 \) momenta because of the momentum conservation, meaning that \( \sum_{i=1}^{2n} (k'_i + ω_ip_F) = 0 \).

We saw that the diagrams with 2 and 4 external legs are dangerous (respectively relevant and marginal terms in the RG terminology), meaning that they do not allow us to conclude that the specific free energy and the Schwinger functions defined in (2.4) and (2.5) are well defined. So we are forced to manipulate in some sense the dangerous part: the idea is to extract, first of all, the source of troubles from the 2 and 4 external legs diagrams. In particular, we split the quartic terms into the sum of a marginal term (that can be controlled by studying the flow of a single running coupling constant \( λ_h \)) and an irrelevant one, and the two external legs terms into three different contributions: an irrelevant one, a marginal one that we properly use to dress the theory and a relevant one, that we compensate thanks to the counterterm \( ν \) (which has to be fixed in such a way that the coupling constant \( ν_h \) vanishes when \( h \to -∞ \)).

In particular, we pointed out that the singularities of the propagator \( \hat{g} \) are at \( p_F \), so the idea is to expand the kernels in Taylor series near these singularities; now we can appreciate the choice of the change of variables \( k = k' + ω_pF \): a Taylor expansion around the singularities is a Taylor expansion in \( k' \sim 0 \).

We should keep in mind that the fact that the volume is finite gives rise to a lot of technical difficulties: in a finite volume the momenta \( k' \in \mathcal{D}_{Λ,β}^\prime \) are quantized and they are not precisely zero, so we should define a Taylor expansion at finite volume, meaning that even if we morally want to expand around the Fermi points \( ±p_F \) we are forced to localize not precisely at \( ±p_F \), but at the closest possible point. For pedagogical reasons, we will take care of these problems giving a precise finite volume localization definition only in Appendix (B), while here we give a more intuitive definition of localization which is correct only at the limit \( β, |Λ| \to ∞ \) (since it neglects the finite volume corrections).

Let \( \mathcal{L} \) be the localization operator acting on the effective potentials in the following way:

- the terms with more then 6 external legs cause no problems, so we have nothing to extract:

\[
\mathcal{L}W_{2n,ω}^{(h)}(k'_1, \ldots, k'_{2n-1}) = 0 \quad \text{if} \quad 2n \geq 6,
\]

- on the terms with 4 external legs,

\[
\mathcal{L} \left( \frac{1}{(βL)} \right)^4 \sum_{k_1', k_2', k_3', k_4' \in \mathcal{D}_{Λ,β}^\prime} \psi_{ω_1, k'_1}^{(≤h)} + \psi_{ω_2, k'_2}^{(≤h)} + \psi_{ω_3, k'_3}^{(≤h)} - \psi_{ω_4, k'_4}^{(≤h)} \cdot \hat{W}_{2n,ω}^{(h)}(k'_1, k'_2, k'_3, k'_4) \delta_{k'_1 + k'_2 + k'_3 + k'_4} = 0 \quad \text{if} \quad 2n = 6
\]

\[
\mathcal{L} \left( \frac{1}{(βL)} \right)^4 \sum_{k_1', k_2', k_3', k_4' \in \mathcal{D}_{Λ,β}^\prime} \psi_{ω_1, k'_1}^{(≤h)} + \psi_{ω_2, k'_2}^{(≤h)} + \psi_{ω_3, k'_3}^{(≤h)} - \psi_{ω_4, k'_4}^{(≤h)} \cdot \hat{W}_{4,ω}^{(h)}(0, 0, 0, 0) \delta_{k'_1 + k'_2 + k'_3 + k'_4} = 0 \quad \text{if} \quad 2n = 4
\]
• on the terms with 2 external legs

\[ \mathcal{L} \left( \frac{1}{L^\beta} \sum_{k \in \mathcal{D}_{\omega,k}^L} \psi_{\omega,k}^{(\leq 0)} + \bar{\psi}_{\omega,k}^{(\leq 0)} - W_{2,\omega}(k') \right) = \frac{1}{L^\beta} \sum_{k \in \mathcal{D}_{\omega,k}^L} \psi_{\omega,k}^{(\leq 0)} + \bar{\psi}_{\omega,k}^{(\leq 0)}. \]  

(2.109)

Remark 2.13. Let us comment that we factorized \( \delta(\sum_i k_i) = \delta(\sum_i \omega_i) \delta(\sum_i k_i') \), which is strictly true only if the scale \( h \) is small enough.

Finally, we simply define the renormalization operator

\[ \mathcal{R} = 1 - \mathcal{L}, \]  

(2.110)

where 1 has to be read as the identity operator.

Summarizing, we get:

\[ \mathcal{L} \gamma^{(h)} \left( \psi^{(\leq h)} \right) = \gamma^h n_h F_{\nu}^{(\leq h)} + z_h F_{\zeta}^{(\leq h)} + a_h F_{\alpha}^{(\leq h)} + l_h F_{\lambda}^{(\leq h)}, \]  

(2.111)

where \( n_h, z_h, a_h, l_h \) are real numbers defined by the latter definition itself, and we remark that they are not yet the running coupling constants we want to study, that we will define in a while after a rescaling procedure, and

\[ F_{\nu}^{(\leq h)} = \frac{1}{L^\beta} \sum_{\omega = \pm} \sum_{k' \in \mathcal{D}_{\omega,k'}^L} \psi_{\omega,k'}^{(\leq h)} + \bar{\psi}_{\omega,k'}^{(\leq h)}, \]

\[ F_{\alpha}^{(\leq h)} = \frac{1}{L^\beta} \sum_{\omega = \pm} \sum_{k' \in \mathcal{D}_{\omega,k'}^L} \omega v_0 k' \psi_{\omega,k'}^{(\leq h)} + \bar{\psi}_{\omega,k'}^{(\leq h)}, \]

\[ F_{\zeta}^{(\leq h)} = \frac{1}{L^\beta} \sum_{\omega = \pm} \sum_{k' \in \mathcal{D}_{\omega,k'}^L} (\pm i k_0) \psi_{\omega,k'}^{(\leq h)} + \bar{\psi}_{\omega,k'}^{(\leq h)}, \]  

(2.112)

\[ F_{\lambda}^{(\leq h)} = \frac{1}{(L^\beta)^4} \sum_{k_1, \ldots, k_4 \in \mathcal{D}_{\omega,k}^L} \psi_{\omega,k_1}^{(\leq h)} + \bar{\psi}_{\omega,k_1}^{(\leq h)} + \psi_{\omega,k_2}^{(\leq h)} + \bar{\psi}_{\omega,k_2}^{(\leq h)} - \delta(k_1 + k_2 - k_3 - k_4), \]

Remark 2.14. We used that, in the vicinity of \( (p_F, 0) \), \( \tilde{W}_{2,\omega_2}^{(h)}(k') \simeq -(v_h k_0 + \omega v_0 a_h k') \) (see [BGPS93] for details), and we would like to comment, especially in order to compare the system we are studying with the one we will study in the next chapter (3), the constants arising from this linearization procedure.

• First of all, we underline that \( \gamma^h n_h \) is a constant, as expected due to the translation invariance. Besides, we point out that, despite \( \mathcal{L} \) is defined as acting on \( \omega \)-dependent kernels (B.9), (B.15), so a priori there would be two different constants, we get a unique \( \omega \)-independent constant. Of course, this is due to some symmetry of the kernels: indeed by the equations (2.111) and (2.112), we actually define

\[ \gamma^h n_h = \tilde{W}_{2,\omega}^{(h)}(0) = \tilde{W}_{2,-\omega}^{(h)}(0) \]  

(2.113)

which is true thanks to the momentum conservation and the parity properties of the propagators (2.12).
We defined $\partial_\omega \tilde{W}_{\omega,2}^{(h)}(0) = \omega v_0 a_h$, with $v_0 = \sin p_F$, using that $\partial_\omega \tilde{W}_{\omega}^{(h)}(0)$ is odd in $\omega$.

- In $F_\lambda$ we heavily exploited the anticommutation rules of the Grassman variables and the momentum conservation to see that the only non vanishing term is associated to the choice $\omega = (+, -, +, -)$.

Of course, for $h = 0$ we have a quite explicit control on the constants, and one can check that:

$$
\begin{align*}
n_0 &= \nu + O(\lambda), \\
a_0 &= O(\lambda), \\
z_0 &= O(\lambda), \\
l_0 &= \lambda (\bar{v}(0) - \bar{v}(2p_F)) + O(\lambda^2)
\end{align*}
$$

(2.114)

### Dimensional gain of renormalized clusters

**Momentum space** As we have seen, for marginal and relevant terms $D(P_\nu)$ is, respectively, 0 and $-1$. So after the action of the operator $\mathcal{R}$, the goal is to gain a factor $\gamma^{-(h_\nu - h_\nu')z_\nu}$ where it is enough to have $z_\nu = 1$ in the case of marginal clusters and $z_\nu = 2$ in the case of relevant ones.

This is one of the best examples of the power of the *multiscale cluster expansion*, because we manage to gain the right $\gamma^{-(h_\nu - h_\nu')}$ thanks to the hierarchical structure of the cluster which is, by definition, such that the propagators belonging to a cluster on scale $h$ lives on scales $\geq h$, while the external lines are necessarily on scales $< h$, otherwise they would have been included in the cluster.

Let us consider the case of the two external legs terms. As we pointed out, if we stay in the Fourier space we can simply represent the localization (and then the renormalization) operator as acting directly on the kernels $\tilde{W}_{2n,\omega}^{(h)}(k_1, \ldots, k_{2n-1})$, so in particular we are interested in the kernel $\tilde{W}_{2,\omega}^{(h)}(k')$ where, first of all, we recall that it depends on only one $k'$ and $\omega$ because the kernels preserve the momentum (if $h$ is small enough, the entering momentum $k'_n + \omega_n p_F$ must be equal to the exiting one $k''_n + \omega''_n p_F$, i.e. $k'_n = k''_n =: k'$ and $\omega_n = \omega''_n =: \omega$ since $D_{\lambda,\beta}^\omega \cap D_{\lambda,\beta} = \emptyset$); then we recall that $k'$ and $\omega$ are the momentum and the quasi-particles index carried by the external lines. Since we are interested in the *dimensional analysis* of the renormalized cluster $\mathcal{R}\tilde{W}_{2,\omega}(k')$, let us start with recalling that:

$$
\mathcal{L}\tilde{W}_{2,\omega}^{(h)}(k') = \tilde{W}_{2,\omega}^{(h)}(0) + k' \partial_{k'} \tilde{W}_{2,\omega}^{(h)}(0),
$$

(2.115)

where the notation is a bit inaccurate, but for our aim it is enough because it is based on the fact that we are expanding around $k' = 0$ and we used the linear approximation (2.59). So the kernel can be rewritten as

$$
\mathcal{L}\tilde{W}_{2,\omega}^{(h)}(k') + \mathcal{R}\tilde{W}_{2,\omega}^{(h)}(k') = \tilde{W}_{2,\omega}^{(h)}(0) + k' \partial_{k'} \tilde{W}_{2,\omega}^{(h)}(0) + k'^2 \int_0^1 dt (1 - t)^2 \partial_{k'}^2 \tilde{W}_{2,\omega}^{(h)}(tk')
$$

from which

$$
\mathcal{R}\tilde{W}_{2,\omega}^{(h)}(k') = k'^2 \int_0^1 dt (1 - t)^2 \partial_{k'}^2 \tilde{W}_{2,\omega}^{(h)}(tk'),
$$

(2.116)

where we used the subscript $t$ meaning that $k'$ is considered as an external variable. Looking at the cluster representation of the kernel, we see that the external momentum $k'$ is
associated to an external leg of the cluster $G_v$, so it is on scale $h = h_{v'}$, $|k'| \sim \gamma^{h_{v'}}$. The derivative, being the kernel a convolution of propagators on scales $> h_v$, acts on a propagator with scale $\geq h_v$ and, being a derivative, in the dimensional estimate we get a (bad) scale factor $\gamma^{-h_v} \sim h_{v'}$. Being a second order remainder, we have a further factor with respect to the usual estimate:

$$\gamma^{2(h_{v'} - h_v)}$$

so exactly $z_v = 2$, as we wanted.

At this point of the presentation it should be clear that, besides the dimensional estimates, we have to be careful also in dealing with combinatorial problems arising from the fact that we are dealing with an infinite number of trees of order $n \to \infty$. This is the problem of the so called incapsulated resonances, i.e. a configuration such that the clusters $G_{v_1} \supset G_{v_2} \supset \ldots \supset G_{v_m}$, corresponding to $v_1 < v_2 \prec \ldots \prec v_m$, have to be renormalized. So let us imagine to iteratively apply the procedure described in (2.108) and (2.109) starting from the most external cluster $G_{v_1}$, then $G_{v_2}$ and so on until the very last one $G_{v_m}$. The recipe we have given to renormalize the clusters says that the derivatives act on some propagator internal to the cluster, so it is possible that in renormalizing $G_{v_1}$ the derivative acts on a propagator belonging to the innermost cluster $G_{v_m} \subset G_{v_1}$, in renormalizing $G_{v_2}$ on the same and so on until the renormalization of the cluster $G_{v_m}$. After $m$ renormalization steps, all the incapsulated clusters $G_{v_1}, \ldots, G_{v_m}$ have been renormalized but, among all the contributions we get by the renormalization procedure, there are also terms like $\partial_{k_\ell}^{m} g_{\ell}$, $\ell \in G_{v_m}$ that, in addition to the right dimensional factor, contributes to the bound with a factor $(m!)^\alpha$, $\alpha \geq 1$.

There are several ways to solve this problem, but to convince the reader that this is not a real problem we present a very simple argument, and we refer for details to [BM01]. The main idea is to show that all the propagators are at most derived twice, since once a gain has been obtained corresponding to some resonance there is no need of a further renormalization. In the cluster configuration we have just described, let us imagine that, in renormalizing the cluster $G_{v_1}$, the derivatives acts on a propagator $g_{\ell}^{h_{v_n}}$ with $\ell \in G_{v_n}$ but $\ell \notin G_{v_{n+1}}$. Using the result described above, we know that we have a scale jump $\gamma^{(h_{v_1} - h_{v_n})}$ that can be rescribed as

$$\gamma^{(h_{v_1} - h_{v_n})} = \gamma^{(h_{v_1} - h_{v_2})} \gamma^{(h_{v_2} - h_{v_3})} \ldots \gamma^{(h_{v_{n-1}} - h_{v_n})}$$

which clearly shows that, as a consequence of a single renormalization at scale $h_{v_n}$, each cluster $G_{v_n} \subset G_{v_1}$ has a scale jump $\gamma^{(h_{v_1} - h_{v_n})}$, so there is no need of a further renormalization.

**Real space**  It is convenient (especially for the next chapter) to understand what is the corresponding gain mechanism in real space and the possible sources of problems. Let us consider the first order remainder (then we can generalize the idea to the second order remainder), that involves a difference of fields

$$\psi^{(\leq h)}_{\omega, x_i} - \psi^{(\leq h)}_{\omega, x_A}$$

which we can formally rewrite as

$$\psi^{(\leq h)}_{\omega, x_i} - \psi^{(\leq h)}_{\omega, x_A} = (x_i - x_A) \cdot \int_0^1 ds \partial_s \psi^{(\leq h)}_{\omega, x_1 + s(x_i - x_A)}.$$

where it hat to be stressed that the latter equation has to be read in the weak sense, meaning that it is properly true once we contract the fields.
The key idea is that the factor $x_1 - x_4$ is associated with the kernel $W_{\omega,4}(x_1 - x_4, x_2 - x_4, x_3 - x_4)$ with $i = 1, 2, 3$. So, we can estimate that $|x_1 - x_4| \sim \gamma^{-h_v}$ (actually, one should first expand $|x_i - x_4|$ along the spanning tree, and then bound each contribution by $\gamma^{-h_v}$). Similarly the derivative $\partial_x$, acting on $\psi^{(\leq h)}_\omega$, is constructed at scale $h \leq h_v < h_c$, so using (2.88), we get a further contribution $\gamma^{h_v}$ to the usual bound. Summarizing, we get, besides the usual dimensional bound, a further term

$$\gamma^{h_v - h_c}. \tag{2.120}$$

This strategy can be extended also in the case of the second order remainder.

The analogous of what we worried about in the momentum space representation could happen: if some field variable is, at the same time, the external line of a big number $m$ of dangerous (marginal or irrelevant) clusters, it could happen that $m$ derivatives act on the same external line, giving rise (conceptually) to the same combinatorial problem as before. Exploiting the freedom that we have in choosing the localization point (it is equivalent to localize in any of the points due to the translation invariance of the theory), it is possible to define a localization procedure in such a way that at most two derivatives act on the same external line. Since the intuitive idea is similar to what we used in the momentum space representation, and the rigorous solution of this problem is well known in literature, we refer to ([BM01], section 3.2 – 3.5).

### 2.4.2 Scale $h$ integration and dressed theory

The starting point to define a Gaussian Grassman integration is, of course, a quadratic operator (in our case an operator which is quadratic in the field variables, as the free initial Hamiltonian $H_0$).

So far, we have identified, scale by scale, the irrelevant part of the theory (given by all the terms our case an operator which is quadratic in the field variables, as the free initial Hamiltonian $H$).

The starting point to define a Gaussian Grassman integration is, of course, a quadratic operator (in well known in literature, we refer to ([BM01], section 3.2 – 3.5)).

This strategy can be extended also in the case of the second order remainder. The analogous of what we worried about in the momentum space representation could happen: if some field variable is, at the same time, the external line of a big number $m$ of dangerous (marginal or irrelevant) clusters, it could happen that $m$ derivatives act on the same external line, giving rise (conceptually) to the same combinatorial problem as before. Exploiting the freedom that we have in choosing the localization point (it is equivalent to localize in any of the points due to the translation invariance of the theory), it is possible to define a localization procedure in such a way that at most two derivatives act on the same external line. Since the intuitive idea is similar to what we used in the momentum space representation, and the rigorous solution of this problem is well known in literature, we refer to ([BM01], section 3.2 – 3.5).

### 2.4.2 Scale $h$ integration and dressed theory

The starting point to define a Gaussian Grassman integration is, of course, a quadratic operator (in our case an operator which is quadratic in the field variables, as the free initial Hamiltonian $H_0$).

So far, we have identified, scale by scale, the irrelevant part of the theory (given by all the terms of degree $\geq 6$ and by the renormalized part of the 2 and 4 external legs terms) and the local part of the theory which is, at the same time, both problematic and the part containing the physical informations of the model. In particular, having in mind the explicit form of the local part at scale $h$ (2.111) and (2.112) we notice that:

- $l_h F^{(\leq h)}_\lambda$ reproduces, on scale $h$, the initial two points interaction with a different interaction potential encoded in $l_h \delta(k_1 + k_2 - k_3 - k_4)$. Obviously, being true scale by scale it defines a recursive relation between the constants $\{l_h\}_{h \leq 1}$;

- $n_h F^{(\leq h)}_\nu$ reproduces the counterterm operator of the initial Hamiltonian, where the constant value $\nu$ is replaced by $n_h$. As before, this explicit shape of the counterterm at scale $h$ gives us a recursive relations between $\{n_h\}_{h \leq 1}$;

- the terms $a_h F^{(\leq h)}_\alpha$ and $z_h F^{(\leq h)}_\xi$ are at a first sight new if considered as part of the interaction, but their sum has the same shape, up to $O(k^2)$ terms, as

$$\left(\hat g^{(h)}(\omega)\right)^{-1} = (-ik_0 + (1 - \cos k') \cos p_F + \omega \nu_0 \sin k') f^{-1}_h(k') =$$

$$= (-ik_0 + \omega \nu_0 k' + [(1 - \cos k') \cos p_F + \omega \nu_0 (\sin k' - k')]) f^{-1}_h(k') =: (-ik_0 + \omega \nu_0 k' + t_{0,\omega}(k')) f^{-1}_h(k'),$$

with constants $a_h$ and $z_h$ replacing 1, and where we called $t_{0,\omega}(k')$ the $O(k^2)$ term.
The main idea is to absorb step by step, in a sense that will be clarified during this paragraph, the quadratic terms \( a_h F_c^{(\leq h)} \) and \( z_h F_c^{(\leq h)} \) in the integration: this will have the effect to change the propagator (in RG language we will say that these terms will be used to dress the propagator) the Gaussian Grassman measure is defined with, and we will encode this dressing in a new running coupling constant, called \( Z_h \) with \( h \leq 0 \) and \( Z_0 = 1 \), whose flow we will study again in an iterative way. In the following, we will describe the generic \( h \)–th step but, to be able to handle these arguments in a technical way, we warmly recommend to work out the very first step (from scale \( h = 0 \) to scale \( h = -1 \)), in which all the constants and the computations are quite explicit.

Let us introduce a sequence of constants \( \{ Z_h \} \), \( Z_0 = 1 \) and let us define the function \( C_h(k') \) by

\[
C_h(k')^{-1} = \sum_{j=h}^{h} f_h(k').
\]

So, after the integration of the degrees of freedom on scales \( > h \) we get, up to a constant, a Gaussian Grassman integral

\[
\int P_{Z_h}(d\psi^{(\leq h)}) e^{-\mathcal{L}^{(h)}}(\sqrt{Z_h} \psi^{(\leq h)}),
\]

where the Gaussian Grassman measure is defined as

\[
P_{Z_h}(d\psi^{(\leq h)}) = \left( \prod_{\omega = \pm} \prod_{k' \in \mathcal{D}_{L, \beta}} d\psi^{(\leq h)}_{\omega, k'} \right) \exp \left[ -\frac{1}{L^2} \sum_{\omega = \pm} \sum_{k' \in \mathcal{D}_{L, \beta}} C_h(k') Z_h \left( -ik_0 + \omega \nu k' + t_{0, \omega}(k') \right) \psi^{(\leq h)}_{\omega, k'} \psi^{(\leq h)}_{\omega, k'} \right],
\]

associated to a covariance which is the \( \hat{g}^{(h)} \) we are familiar with, except for the multiplicative factor \( Z_h \) due to the wave function renormalization, as we are going to explain. As we anticipated, we want to move some terms from the interaction to the measure.

First of all, let us notice that the interaction is computed in \( \sqrt{Z_h} \psi^{(\leq h)} \), so all the terms of the interaction are suitably multiplied by a power of \( Z_h \); in particular, in (2.111) and (2.112)

\[
F_j^{(\leq h)} \left( \sqrt{Z_h} \psi^{(\leq h)} \right) = Z_h F_j^{(\leq h)}(\psi^{(\leq h)}), \quad F_\lambda^{(\leq h)} \left( \sqrt{Z_h} \psi^{(\leq h)} \right) = Z_h^2 F_\lambda^{(\leq h)}(\psi^{(\leq h)}),
\]

for \( j = \alpha, \nu, \zeta \):

• in order to dress the propagator (i.e. to move into the measure a part of the effective potential), we rewrite the local part of the effective potential at scale \( h \) (2.111) as

\[
\mathcal{L}^{(h)} \left( \sqrt{Z_h} \psi^{(\leq h)} \right) = \mathcal{L}^{(h)} \left( \sqrt{Z_h} \psi^{(\leq h)} \right) + z_h F^{(\leq h)}_\alpha \left( \sqrt{Z_h} \psi^{(\leq h)} \right) - z_h F^{(\leq h)}_\alpha \left( \sqrt{Z_h} \psi^{(\leq h)} \right) = \mathcal{L}^{(h)} \left( \sqrt{Z_h} \psi^{(\leq h)} \right) + \gamma^h n_h F^{(\leq h)}_\nu \left( \sqrt{Z_h} \psi^{(\leq h)} \right) + z_h \left( F^{(\leq h)}_\zeta \left( \sqrt{Z_h} \psi^{(\leq h)} \right) + F^{(\leq h)}_\alpha \left( \sqrt{Z_h} \psi^{(\leq h)} \right) \right) + (a_h - z_h) F^{(\leq h)}_\alpha \left( \sqrt{Z_h} \psi^{(\leq h)} \right) + l_h F^{(\leq h)}_\alpha \left( \sqrt{Z_h} \psi^{(\leq h)} \right):= \mathcal{L}^{(h)} \left( \sqrt{Z_h} \psi^{(\leq h)} \right) + z_h \left( F^{(\leq h)}_\zeta \left( \sqrt{Z_h} \psi^{(\leq h)} \right) + F^{(\leq h)}_\alpha \left( \sqrt{Z_h} \psi^{(\leq h)} \right) \right).
\]
where it worths pointing out that
\[
zh \left( F^{(\leq h)} + F^{(\leq h)}_\alpha \right) = \frac{1}{|\Lambda|^{\beta}} \sum_{\mathbf{k}' \in \mathcal{D}_{\Lambda,\beta}} z_h (-i k_0 + \omega v_0 k') Z_h \psi^{(\leq h)} + \psi^{(\leq h)} - \psi^{(\leq h)} - \psi^{(\leq h)} -
\]
i.e., except for the constant $z_h$, it is the same as the exponent of the Grassmann integration.

• Now, in the integral (2.122), using the usual exponential properties we move the term $z_h \left( F^{(\leq h)} + F^{(\leq h)}_\alpha \right)$ into the measure (2.123), which becomes
\[
P_{Z_h} (d\psi^{(\leq h)}) = \left( \prod_{\omega = \pm} \prod_{\mathbf{k}' \in \mathcal{D}_{\Lambda,\beta}} d\psi^{(\leq h)} + d\psi^{(\leq h)} - \right)
\exp \left[ -\frac{1}{L^{\beta}} \sum_{\omega = \pm} \sum_{\mathbf{k}' \in \mathcal{D}_{\Lambda,\beta}} C_h (k') Z_h \left( 1 + C_h (k')^{-1} z_h \right) \cdot \psi^{(\leq h)} + \psi^{(\leq h)} - \psi^{(\leq h)} - \psi^{(\leq h)} - \right].
\]
Since we need some recursive relations between the running coupling constants, by the latter formula we can define
\[
Z_{h-1} (k') = Z_h \left( 1 + C_h^{-1} (k') z_h \right),
\]
and $\vartheta_{h,\omega} (k')$ is defined as
\[
\vartheta_h (k') = \begin{cases} t_{0,\omega} (k') & \text{if } h = 0, \\ Z_{h+1} \vartheta_{h+1,\omega} (k') & \text{if } h < 0. \end{cases}
\]
Let us underline that we are dressing only the linear part of the covariance, so this rescaling of the $\vartheta_{h,\omega}$ terms simply allows to keep $\vartheta_{h,\omega}$ into the brackets.

• Finally we can rewrite the integral (2.122) as
\[
\int P_{Z_h} (d\psi^{(\leq h)}) e^{-V_h} (\sqrt{Z_h} \psi^{(\leq h)}) = \frac{1}{N_h} \int \hat{P}_{Z_{h-1}} (d\psi^{(\leq h)}) e^{-\hat{V}_h} (\sqrt{Z_h} \psi^{(\leq h)})
\]
where, of course,
\[
\hat{P}_{Z_{h-1}} (d\psi^{(\leq h)}) = \left( \prod_{\omega = \pm} \prod_{\mathbf{k}' \in \mathcal{D}_{\Lambda,\beta}} d\psi^{(\leq h)} + d\psi^{(\leq h)} - \right)
\exp \left[ -\frac{1}{L^{\beta}} \sum_{\omega = \pm} \sum_{\mathbf{k}' \in \mathcal{D}_{\Lambda,\beta}} C_h (k') Z_{h-1} (k') \cdot \psi^{(\leq h)} + \psi^{(\leq h)} - \psi^{(\leq h)} - \psi^{(\leq h)} - \right],
\]
and

\[ \tilde{\mathcal{V}}^{(\leq h)} \left( \sqrt{Z_{h-1}\psi^{(\leq h)}} \right) = \mathcal{L}\tilde{\mathcal{V}}^{(h)} \left( \sqrt{Z_h\psi^{(\leq h)}} \right) + (1 - \mathcal{L}) \mathcal{V}^{(h)} \left( \sqrt{Z_h\psi^{(\leq h)}} \right), \]

- It is worth noticing that, by definition, if \( |k'| < \gamma^{h-1} \), \( Z_{h-1}(k') \) assumes a constant value, properly \( Z_{h-1}(k') = Z_h(1 + z_h) \) (this comment will become useful in performing the usual scale by scale integration, using the addition principle (2.38)).

As it should be clear, the power of this machinery is the possibility to integrate (2.122) scale by scale. So we split the measure in the right hand side of (2.128) as

\[
\frac{1}{N_h} \int P_{Z_{h-1}}(d\psi^{(\leq h-1)}) \int \hat{P}_{Z_{h-1}}(d\psi^{(h)}) e^{-\tilde{\mathcal{V}}^{(h)}(\sqrt{Z_h\psi^{(\leq h)}})}
\]

which defines, first of all, the measure \( P_{Z_{h-1}}(d\psi^{(\leq h-1)}) \) as (2.129) with

- \( Z_{h-1}(k') \) replaced by \( Z_{h-1} \) (because of what we explained in the very last point of the latter list),
- \( C_h(k') \) replaced by \( C_{h-1}(k') \),
- \( \psi^{(\leq h)} \) replaced by \( \psi^{(\leq h-1)} \),

and the single scale measure \( \hat{P}_{Z_{h-1}}(d\psi^{(h)}) \) is given again by (2.123) with

- \( Z_{h-1}(k') \) replaced by \( Z_{h-1} \),
- \( C_h(k') \) replaced by

\[
\tilde{f}_h(k') = Z_{h-1} \left( \frac{C_{h-1}^{-1}(k')}{Z_{h-1}(k')} - \frac{C_{h-1}^{-1}(k')}{Z_{h-1}} \right),
\]

- \( \psi^{(\leq h)} \) replaced by \( \psi^{(h)} \).

Finally, and this is the definition of the running coupling constants, we rescale all the fields by \( Z_{h-1} \), i.e. we multiply and divide by the same quantity:

\[
\sqrt{Z_{h-1}\psi^{(\leq h)}} = \left( \frac{\sqrt{Z_h}}{\sqrt{Z_{h-1}}} \right) \sqrt{Z_{h-1}\psi^{(\leq h)}}
\]

in order to rewrite \( \mathcal{L}\tilde{\mathcal{V}}^{(h)} \) as

\[
\mathcal{L}\tilde{\mathcal{V}}^{(h)} \left( \sqrt{Z_{h-1}\psi^{(\leq h)}} \right) = 
\gamma^h \nu_h F_{\nu}^{(\leq h)} \left( \sqrt{Z_{h-1}\psi^{(\leq h)}} \right) + \delta_h F_{\delta}^{(\leq h)} \left( \sqrt{Z_{h-1}\psi^{(\leq h)}} \right) + \lambda F_{\lambda}^{(\leq h)} \left( \sqrt{Z_{h-1}\psi^{(\leq h)}} \right),
\]

and we rewrite the integral (2.130) as

\[
\frac{1}{N_h} \int P_{Z_{h-1}}(d\psi^{(\leq h-1)}) \int \hat{P}_{Z_{h-1}}(d\psi^{(h)}) e^{-\tilde{\mathcal{V}}^{(h)}(\sqrt{Z_{h-1}\psi^{(\leq h)}})}
\]
and, by definition,
\[ \nu_h = \frac{Z_h}{Z_{h-1}} n_h, \]
\[ \delta_h = \frac{Z_h}{Z_{h-1}} (a_h - z_h), \]
\[ \lambda_h = \left( \frac{Z_h}{Z_{h-1}} \right)^2 l_h. \]
(2.134)

Let us introduce a compact notation: the vector \( \vec{v} \) collects these three constants on scale \( h \):
\[ \vec{v}_h = (\nu_h, \delta_h, \lambda_h). \]

Now we can perform the integration with the Gaussian Grassman measure \( \tilde{P}_{Z_{h-1}}(d\psi^{(h)}) \) associated with the propagator
\[ g^{(h)}(x - y) = \sum_{\omega = \pm} e^{-i\omega P(x - y)} \frac{g_{\omega}^{(h)}(x - y)}{Z_{h-1}} \]
(2.135)
where
\[ \frac{g_{\omega}^{(h)}(x - y)}{Z_{h-1}} = \int \tilde{P}_{Z_{h-1}}(d\psi^{(h)}) \psi_{\omega,x}^{(h)} \psi_{\omega,y}^{(h)} \]
(2.136)
and again
\[ g_{\omega}^{(h)}(x - y) = \frac{1}{L \tilde{\beta}} \sum_{k' \in \mathbb{D}_{\omega,\beta}} e^{-i k' \cdot (x - y)} f_{h}(k') \left( \tilde{g}_{\omega}^{(h)}(k') \right)^{-1} \]
(2.137)
defining the effective potential on the next scale:
\[ \int \tilde{P}_{Z_{h-1}}(d\psi^{(h)}) e^{-\tilde{V}^{(h)}(\sqrt{Z_{h-1}} \psi^{(h)})} = e^{L \beta e h - \mathcal{V}^{(h-1)}(\sqrt{Z_{h-1}} \psi^{(h-1)})} \]
(2.138)
where \( e_h \) is a suitable constant and
\[ \mathcal{L} \mathcal{V}^{(h-1)}(\psi^{(h-1)}) = \gamma^{h-1} n_{h-1} F_{\nu}^{(h-1)} + a_{h-1} F_{\alpha}^{(h-1)} + z_{h-1} F_{\zeta}^{(h-1)} + l_{h-1} F_{\lambda}^{(h-1)}, \]
(2.139)
so that we can iterate the just described procedure.

**Remark 2.15.** First of all, this iterative procedure gives for free the way to write the running coupling constants on scale \( h \) as a function of the running coupling constants on higher scales:
\[ \vec{v}_h = \tilde{\beta}(\vec{v}_{h+1}, \ldots, \vec{v}_0), \]
(2.140)
where \( \tilde{\beta}(\vec{v}_{h+1}, \ldots, \vec{v}_0) \) is called the beta function.

### 2.4.3 The renormalized tree expansion and renormalized bounds

It is convenient to directly look at Fig. (2.5): we write \( \mathcal{V}^{(0)} \) knowing that there can be endpoints representing contributions from \( \mathcal{L} \mathcal{V}^{(1)} \). Finally, plugging this splitting of \( \mathcal{V}^{(0)} \) into the graphical representation we have given of \( \mathcal{V}^{(-1)} \) in Fig. (2.2) we get the expansion of Fig (2.6) which can be described as follows:
\[ \mathcal{R} V^{(0)} = \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} + \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} + \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} \cdots \]

\[ \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} \]

\[ V^{(0)} = \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} = \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} + \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} + \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} \cdots \]

\[ \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} \]

Figure 2.5: Effective potential on scale \( h = 0 \), \( V^{(0)} \) splitted into the localized and renormalized contribute.

\[ \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} \]

\[ \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} \]

\[ \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} \]

\[ \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} \]

\[ \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} \]

\[ \begin{array}{c} \text{\large \ell} \text{ \large \ell} \text{ \large \ell} \end{array} \]

Figure 2.6: Localized part of the effective potential \( V^{(-1)} \). The renormalized one is exactly the same except for the first vertex following the root, which is associated to a label \( \mathcal{R} \).
we associate with each vertex \( v \in V(\tau) \setminus V_f(\tau) \) a renormalization operator \( R \) up to the very first vertex \( v_0 \), which can have associated either an operator \( R \) or an operator \( L \) (contributing respectively to the renormalized part or to the local part of the effective potential).

• It is no longer true that each endpoint is at scale \( h_{v_f} = 1 \), indeed there can be endpoints at generic scale \( h_v \):
  - \( h_v < 1 \), means that a contribution \( \mathcal{L} V^{(h_v)} \) is associated to the vertex \( v \),
  - \( h_v = 1 \) means that either a contribution \( \mathcal{L} V^{(0)} \) or a contribution \( R V^{(0)} \) is associated with the vertex \( v \).

• If \( v \) is an endpoint on scale \( h_v \leq -1 \), so \( h_v = h_v' + 1 \), where \( v' \) is the nontrivial vertex immediately preceding \( v \).

• The running coupling constants will be denoted by the variable \( \rho_v \): for instance if \( h = h_v' \), and the contribution to the local part of the effective potential \( \mathcal{L} V^{(h)} \) represented by the endpoint \( \psi(\leq h) \nu \) we have \( \rho_v = \nu h \), and so on.

• The Feynman diagram expansion corresponds, in this case, to a usual expansion in which each cluster value is written as a Taylor expansion \( \hat{W}(h_v) = L \hat{W}(h_v) + (1 - L) \hat{W}(h_v) \) in such a way that the bound for the remainder \( (1 - L) \hat{W}(h_v) \) has the gain we have just discussed \( z_v(h_v - h_{v'}) \) where

\[
z_v = \begin{cases} 
1 & \text{if } n_v^c = 4, \\
2 & \text{if } n_v^c = 2, \\
0 & \text{else}, 
\end{cases} \tag{2.141}
\]

so that \( n_v^c/2 + m_{2,v} - 2 + z_v > 0 \).

**Renormalized values of the clusters** Obviously the renormalization procedure we described reflects on the bounds of the kernels (values of the clusters). In particular, in the definition (2.78) we have to replace \( \psi(\leq h) \rightarrow \sqrt{Z_h} \psi(\leq h) \) and the kernels \( \hat{W}_{2n,\omega}(k'_1, \ldots, k'_{2n}) \) have to be computed taking into account the renormalization procedure on previous (higher) scales: we call them the renormalized values of the clusters. In particular, we can rewrite the effective potential as

\[
\mathcal{V}^{(h)}(\sqrt{Z_h} \psi(\leq h)) = \sum_{n=1}^{\infty} \sum_{\tau \in T_{h,n}} \mathcal{V}^{(h)}(\tau, \sqrt{Z_h} \psi(\leq h)),
\]

\[
\mathcal{V}^{(h)}(\tau, \sqrt{Z_h} \psi(\leq h)) = \int d\mathbf{x}(I_{v_0}) \sum_{P_{v_0} \in I_{v_0}} \sqrt{Z_h} \mathcal{W}^{(h)}(P_{v_0}) \psi(\leq h)(P_{v_0}) W^{(h)}(\tau, P_{v_0}, \mathbf{x}(I_{v_0})), \tag{2.142}
\]

where the kernels

\[
W^{(h)}(\tau, P_{v_0}, \mathbf{x}(P_{v_0})) = \int d\mathbf{x}(I_{v_0} \setminus P_{v_0}) W^{(h)}(\tau, P_{v_0}, \mathbf{x}(I_{v_0})), \tag{2.143}
\]
are the Fourier transforms of the renormalized values \( \hat{W}_{2n}^{(h)}(k_1, \ldots, k_{2n}) \) iteratively defines as follows:

\[
\mathcal{R}\mathcal{V}^{(h)}(\tau, \sqrt{Z_h} \psi^{(\leq h)}) = \int d\mathbf{x}(I_{v_0}) \sum_{P_{v_0} \subset T_v} \sum_{T \in \mathcal{T}} \sum_{\alpha \in \mathcal{A}_T} \sqrt{Z_h} |P_{v_0}| \cdot \text{cdot} \left[ \prod_{f \in P_{v_0}} \partial^{b(f)}_{\alpha} \psi^{(\leq h)}(f)(P_{v_0}) \right] \mathcal{R}\mathcal{W}^{(h)}(\tau, P_{v_0}, \mathbf{x}(I_{v_0})),
\]

(2.144)

where \( b(f) \in \{0, 1, 2\}, j(f) \in \{0, 1\} \) and \( T \) is the set of tree graphs on \( x_{v_0} \), obtained by putting together an anchored tree graph \( T_v \) for each non trivial vertex \( v \). \( \mathcal{A}_T \) is the set of indices which allows to distinguish the different terms produced by the non trivial \( R \) operations and the iterative decomposition of the zeroes. Finally the kernels \( \mathcal{W}^{(h)}(\tau, P_{v_0}, \mathbf{x}(I_{v_0})) \) have to be read as the renormalized values of the clusters:

\[
\mathcal{R}\mathcal{W}^{(h)}(\tau, P_{v_0}, \mathbf{x}(I_{v_0})) = \left[ \prod_{v \in V_T(\tau)} \left( \frac{Z_{h_v}}{Z_{h_v-1}} \right)^{|P_{v_0}|} \prod_{i=1}^{n} (x_i - y_i)^{b(\ell)} j(v_i)^{(h_i)}(x_i) \right] \cdot \left\{ \prod_{v \in V_T(\tau)} \frac{1}{s_v} \int dP_{T_v}(t_v) \left( \det G^{h_v, T_v}(t_v) \right) \cdot \left[ \prod_{f \in T_v} (x_f - y_f)^{b(\ell)} j(j_f)^{(h_i)} \right] \right\}
\]

(2.145)

where \( n \) is the number of endpoints being \( \tau \in T_{h,v}, v_1^*, \ldots, v_n^* \) are the endpoints of \( \tau \), \( K_{\ell_i}^{(h_i)} \) is one of the terms of the local effective potential \( \mathcal{L}^{(h)} \), \( f_1^1 \) and \( f_2^2 \) are the labels of the two fields forming the line \( \ell \), \( b_\alpha(\ell), b_\alpha(v_1^*) \) are the endpoints of \( \tau \), and the fact that there are as many derivatives as 

It has to be stressed that this latter expression does not break the Gram structure of the matrix, see [BGPS93] for details. The latter formula is a heavy but schematic representation of how the renormalization acts on the clusters.

We can now state the main theorem, i.e. the bounds on the renormalized expansion we introduced. We will assume some a priori bounds on the running coupling constants we use to prove the estimates on the renormalized kernels. After that, we will check that the bounds we assumed hold, and we will fix the counterterm in the initial Hamiltonian.
2.4. RENORMALIZATION GROUP

Theorem 2.3 (Renormalized bounds). For renormalized clusters, the renormalized bounds

\[
\int d\mathbf{x}(P_{v_0}) \left| \mathcal{W}^{(h)}(\tau, P_{v_0}, \mathbf{x}(P_{v_0})) \right| \leq C^n \gamma^{-h} D(P_{v_0})^{z_v(P_{v_0})}
\]

\[
\left( \prod_{v \in V_{\tau}^*} \gamma^{-D(P_{v_0})^{z_v(P_{v_0})}(h_v - h_v')} \right) \left( \prod_{v \in V_{\tau} \setminus V_{\tau}^*} |\rho_v| \right)
\]

(2.147)

where \( V_{\tau}^* \) is the set of endpoints such that no running coupling constants is associated to them, \(|\rho_v| \in \{|\nu h_v|, |\delta h_v|, |\lambda h_v|\}\) while \( m_{2, v} \) has already been defined as 1 for \( \nu \)-type endpoints and 0 otherwise.

Corollary 2. Let, \( h > h_\beta \). If, for some constant \( c_1 > 0 \) these bounds are verified:

\[
\sup_{h' > h} |\bar{\nu}_{h'}| \equiv \epsilon_h, \quad \sup_{h' > h} \left| \frac{Z_{h'}}{Z_{h''-1}} \right| \leq e^{c_1 \epsilon_h^2},
\]

(2.148)

and if there exists a constant \( \bar{\epsilon} \), depending on \( c_1 \), such that \( \epsilon_h \leq \bar{\epsilon} \), then, for another suitable constant \( c_0 \) uniform in \( c_1, L \) and \( \beta \) the following bounds are true:

\[
\sum_{\tau \in \mathbb{T}_{h,n}} [n_h(\tau) + z_h(\tau) + a_h(\tau) + l_h(\tau)] \leq (c_0 \epsilon_h)^n,
\]

(2.149)

\[
\sum_{\tau \in \mathbb{T}_{h,n}} |\bar{e}_{h+1}(\tau)| \leq \gamma^{2h} (c_0 \epsilon_h)^n,
\]

(2.150)

\[
\frac{1}{L^{\beta}} \sum_{\tau \in \mathbb{T}_{h,n}} \int d\mathbf{x}(P_{v_0}) \left| \mathcal{R}\mathcal{W}^{(h)}(\tau, P_{v_0}, \mathbf{x}(P_{v_0})) \right| \leq \gamma^{-D(P_{v_0})^{z_v(P_{v_0})} h} (c_0 \epsilon_h)^n
\]

(2.151)

Since we already discussed the non-renormalized bounds, we comment only the differences with respect to them.
Proof. Exploiting the dimensional gains coming from the operator $R$ acting as described in equation (2.145), we can repeat the proof of Theorem (2.2) by replacing

$$
\prod_{v \notin V_f(\tau)} \gamma^{-D(v)(h_v - h_{v'})} \rightarrow \prod_{v \notin V_f(\tau)} \left( \frac{Z_{h_v}}{Z_{h_v-1}} \right)^{|P_v|/2} \gamma^{-|D(v)+z_v|(h_v-h_{v'})}
$$

(2.152)

By the assumption $\sup_{h' > h} Z_{h'}/Z_{h'-1} \leq e^{c_1 h^2} \leq$, taking $c_2 h^2 \leq 1/16$, one gets that

$$
\prod_{v \notin V_f(\tau)} \frac{(Z_{h_v}/Z_{h_v-1})^{|P_v|/2} \gamma^{-[-2+|P_v|/2+z_v]}}{\prod_{v \notin V_f(\tau)} \gamma^{-|P_v|/40}} \leq \left( \prod_{\bar{v}} \gamma^{-\frac{h}{h}(h_v-h_{v'})} \right) \left( \prod_{\bar{v}' \in V_f(\tau)} \gamma^{-|P_v|/40} \right)
$$

(2.153)

where $\bar{v}$ are the non-trivial vertices, and $\bar{v}'$ is the non trivial vertex immediately preceding $\bar{v}$. Thanks to the product into the first bracket we bound the sum over the scale labels by $(const.)^n$. The second factor can be used to bound the sums, using

$$
\sum_{\tau \in T_{h,n}} \sum_{P_v} \sum_{T} \prod_{v \notin V_f(\tau)} \frac{1}{8^v} \gamma^{-|P_v|/40} \leq C^n,
$$

(2.154)

we refer to [BM01] for details. \qed

Remark 2.16. As expected, we have just a relevant running coupling constant: $\nu_h$, coming from the fact that each endpoint $v$ with $m^2_v = 1$ carries a factor $\gamma^{-h_{v'}}$. To have a renormalizable power counting, we hope to kill it putting a factor $\gamma^h_{v'}$ in front of the corresponding running coupling constant, and the strategy is to prove that $n_h$ remains bounded if we fix in a proper way the counterterm $\nu$ in the Hamiltonian.

Remark 2.17. The trees involved in (2.151) are the trees such that a renormalization $R$ operator is associated to the first vertex, while the trees involved in (2.149) correspond to trees such that a $L$ operation is associated to the first vertex. The bound (2.150) represents the bound of the constant, i.e. field independent, contribution to the effective potential.

Short memory property The renormalized bounds have an important consequence: for any $0 < \kappa < 1$ fixed a priori, the sum over all the trees with root scale $h$ having at least a vertex such that $h_v = k > h_v$ is $O(\lambda|\gamma^{\kappa(h-k)})$, in fact what we need to prove the convergence of the expansion is $-2 + |P_v|/2 + z_v > 0$, and we can rewrite from $\gamma^{-[-2+|P_v|/2+z_v]} = \gamma^{-\kappa[-2+|P_v|/2+z_v]} \gamma^{-(1-\kappa)[-2+|P_v|/2+z_v]}$, where $\kappa$ has to be chosen in such a way that the bounds over the sums we just described are still valid.

As we will see in the next Subsection, this in particular tells us that $\lambda_h$ and $\delta_h$ stay constant because their beta functions vanish.
2.4. RENORMALIZATION GROUP

2.4.4 Flow of running coupling constants

From the iterative procedure we set up in this chapter, the flow equations for the running coupling constants $\vec{v}_h$ (i.e. the equations linking $\vec{v}_h$ to $\vec{v}_k, k \geq h + 1$) are

$$
\nu_{h-1} = \gamma \nu_h + \beta^\nu_h(\vec{v}_h, \ldots, \vec{v}_0), \\
\lambda_{h-1} = \lambda_h + \beta^\lambda_h(\vec{v}_h, \ldots, \vec{v}_0), \\
\delta_{h-1} = \delta_h + \beta^\delta_h(\vec{v}_h, \ldots, \vec{v}_0), \\
Z_{h-1} = 1 + \beta^Z_h(\vec{v}_h, \ldots, \vec{v}_0).
$$

(2.155)

The a priori bounds on the running coupling constants we assumed in Theorem (2) implies first of all that the absolute summability and analyticity of the tree expansion kernels, and also that the beta function itself (2.140) is analytic: being the beta function defined in terms of the local parts of the quadratic and quartic kernels of the effective potential $V^{(h)}$. The analyticity of the beta function would suggest, as a natural way to study the flow of the running coupling constant, to truncate the Taylor expansion for the beta function at the lowest non trivial order, try to check whether the approximate flow verifies the hypothesis of Theorem (2) and, if so, to prove that the solution is stable under the addition of higher order Taylor approximations. For a qualitative understanding, let us consider the flow equation of $\lambda_h$, assuming that the second order Taylor approximation is non trivial:

$$
\lambda_{h-1} = \lambda_h + a_h \lambda^2_h + \ldots
$$

Of course, the main role is played by $a_h$: if $a_h > a > 0$ uniformly in $h$, the truncated flow is divergent as $h \to -\infty$ and the same would be true for the non-truncated flow (in this case, one should introduce a critical scale, below which it is no more possible to apply perturbation theory in $\lambda_h$). If $a_h \leq -a \leq 0$ uniformly in $h$, the truncated flow would be convergent $\lambda_h \to 0$ as $h \to -\infty$, and also the non-truncated flow would be convergent: in this case, we would talk of asymptotic freedom in RG sense.

The fact that the system we are studying (2.1) belongs to the Luttinger universality class means that this system realized an intermediate scenario: one can check that, asymptotically for $h \to -\infty$, $a_h \to 0$, meaning that the truncated flow equation remains analytically close to the initial datum $\lambda_0$ uniformly in $h$. The problem, in this case, is the instability of the truncated flow, so one must show that similar cancellations take place at all orders in perturbation theory. Of course it is a non trivial and actually very hard problem, so it is necessary to use some deep argument, being direct computations not enough.

The strategy relies on the fact that the model described by the Hamiltonian $H$ (2.1) is, in a RG sense, close to the Luttinger model, which verifies a bunch of symmetries which are not verified by the not-solvable model we are dealing with (as discussed in the introduction).

The idea is to keep as a reference model the Luttinger model, being able to quantify in a rigorous way this closeness getting rigorous estimates on the size of the corrections. The first technical step is to recognize, that it is possible to rewrite the propagators $g^{(i,r)}_\omega$ (and all the single scale propagators $g^{(i)}_{\omega,1}$) as the propagator of the infrared Luttinger model and a remainder.

**Lemma 2.6.** The propagator $g^{(h)}_\omega(x - y)$ in (2.137) can be rewritten as

$$
g^{(h)}_\omega(x - y) = g^{(h)}_{0,\omega}(x - y) + C^{(h)}_\omega(x - y),
$$

(2.156)
where $C^{(h)}_\omega$ is the remainder of the linear approximation

$$g^{(h)}_{0,\omega}(x - y) = \frac{1}{L\beta} \sum_{k' \in D^\omega_{L,\beta}} e^{ik'(x - y)} \frac{\tilde{f}_h(k')}{-ik_0 + \omega v_0 k'},$$  \hspace{1cm} (2.157)

such that, for any integer $N > 1$ we have

$$\left| g^{(h)}_{0,\omega}(x - y) \right| \leq \frac{\gamma^h C N}{1 + (\gamma^h |x - y|)^N},$$  \hspace{1cm} (2.158)

and, with the further assumption $|x - y| \leq L/2$ ans $|x_0 - y_0| \leq \beta/2$, we can bound the remainder as

$$|C^{(h)}_\omega(x - y)| \leq \frac{\gamma^{2h} C N}{1 + (\gamma^h |x - y|)^N}. \hspace{1cm} (2.159)$$

An immediate consequence of the latter Lemma is that, on scale $h$, any observable can be naturally decomposed as the sum of a dominant part, expressed in terms of Gallavotti-Nicolò trees whose values is computed considering all the single-scale propagators as $g^{(h)}_{0,\omega}$, and a remainder, that can be written as a sum of trees "containing" at least a propagator $C^{(h)}_\omega$. In particular, we group the running coupling constants of the infrared Luttinger model into the two components vector

$$\mu_h = (\lambda_h, \delta_h), \hspace{1cm} (2.160)$$

in order to split the $\beta$-functions $\beta^{(h)}_i$ into a Luttinger model part plus a remainder: Lemma (2.6) allows us to rewrite the $\beta$-functions as the Luttinger’s ones plus a remainder as follows: to get the Luttinger model beta function

$$\bar{\beta}^{(h)}_i(\mu_h; \ldots; \mu_0) = \hat{\beta}^{(h)}_i(\mu_h; \ldots; \mu_1) + \hat{\beta}^{(h)}_i(\mu_h, \nu_h; \ldots; \mu_1, \nu_1), \hspace{2cm} (2.161)$$

where $i = \mu, \nu$ where the first term in the right hand side is obtained by putting $\nu_k = 0$, $k \geq h$, and then we extract from the first term of the right hand side the Luttinger model $\beta$-function:

$$\bar{\beta}^{(h)}_i(\mu_h; \ldots; \mu_0) = \hat{\beta}^{(h)}_{l,1}(\mu_h; \ldots; \mu_0) + \hat{\beta}^{(h)}_{n,1}(\mu_h; \ldots; \mu_0), \hspace{2cm} (2.162)$$

where the further labels $l$ and $nl$ we introduced mean trivially Luttinger and non-Luttinger, and the first one is obtained simply considering each propagator as the Luttinger one $g^{(h)}_{0,\omega}(x - y)$ so that the $\beta$-function coincides exactly with the $\beta$-function of the infrared Luttinger model.

The universal part $\hat{\beta}^{(h)}_{l,1}$ has been studied in deep detail in several papers, so we do not give the complicated details, we refer to [BM05], but we recall here the main result of this paper: the so called asymptotic vanishing of the beta function ([BM05], Theorem 2 and formula (57)).

**Proposition 1.** Let $\mu_h := (\lambda_h, \delta_h)$ and $|\mu_h|$ small enough. Then

$$|\hat{\beta}^{(h)}_{l,1}(\mu_h; \ldots; \mu_0)| \leq C_\alpha |\lambda_h|^{2\gamma^h}, \hspace{2cm} (2.163)$$

for $0 < \alpha < 1$ and a suitable $C_\alpha > 0$.

Finally, we can state the following
The strategy of the proof is the following: Actually, we are interested in a closed ball, so let us consider the Banach space $\mathcal{B}_\theta$ of real sequences $\nu = \{\nu_h\}_{h \leq 1}$ with the norm $\| \cdot \|_\theta$ defined by

$$
\|\nu\|_\theta := \sup_{k \leq 1} \nu_k |\gamma^{-k\theta}/2|.
$$

(2.164)

Actually, we are interested in a closed ball, so let us consider the ball

$$
\mathcal{M}_\theta := \{\nu = \{\nu_h\}_{h \leq 1} : |\nu_h| \leq c|\lambda|\gamma^{\theta/2}\}.
$$

(2.165)

The strategy of the proof is the following:

1. we show that for any $\nu \in \mathcal{M}_\theta$, both the flow equation for $\nu_h$ and the property $|\lambda_h(\nu)| \leq c|\lambda|$ for some $c > 0$ are verified uniformly in $\nu$.

2. we fix the counterterm $\nu \in \mathcal{M}_\theta$ via an exponentially convergent iterative procedure in such a way that the flow equation for $\nu_h$ is verified.

3. finally, we solve the flow of $Z_h$.

So let us start:

1. given $\nu \in \mathcal{M}_\theta$, let us iteratively suppose

$$
\|\lambda_{k-1}(\nu) - \lambda_k(\nu)\| \leq c_0|\lambda|^{2\gamma(\theta/2)k}, \text{ for } c_0 > 0, k > h + 1.
$$

(2.166)

First of all, it is true for $h = 1$ and, besides, if it is true for any $k > h$, it implies $|\lambda_k| \leq c|\lambda|$.

Looking at the flow equation for $\lambda_h$ and the comments about the beta function written as Luttinger’s one plus a remainder, we can further write,

$$
\begin{align*}
\beta^h_\lambda(\lambda_h, \ldots, \lambda_k, 1) = \\
= \beta^{h,l}_\lambda(\lambda_h, \ldots, \lambda_k) + \sum_{k=h+1}^{1} D^{h,k}_\lambda + \beta^{h,nl}_\lambda(\lambda_h, \ldots, \lambda_1) + \sum_{k \geq h} \nu_k \beta^{h,k}_\lambda(\lambda_k, \nu_k; \ldots; \lambda_1, 1),
\end{align*}
$$

(2.167)

where

$$
\begin{align*}
|\beta^{h,l}_\lambda| &\leq c|\lambda|^{2\gamma^{\theta h}}, \quad |D^{h,k}_\lambda| \leq c|\lambda|^{\theta(h-k)|\lambda_k - \lambda_h|}, \\
|\beta^{h,nl}_\lambda| &\leq c|\lambda|^{2\gamma^{(\theta/2)h}}, \quad |\beta^{h,k}_\lambda| \leq c|\lambda|^{\theta(h-k)}
\end{align*}
$$

(2.168)
It worths remarking that we have the first of these inequalities by the assumption of the vanishing of the Luttinger beta function. So
\[
|\lambda_h(\nu) - \lambda_{h+1}(\nu)| \leq c|\lambda|^2\gamma^{\theta(h+1)} + \sum_{k \geq h+2} c|\lambda\gamma^{\theta(h+1-k)}| \sum_{k' = h+2}^k c_0|\lambda|^2\gamma^{(\theta/2)k'} + c|\lambda|^2\gamma^{(\theta/2)(h+1)} + \sum_{k \geq h+1} \gamma^2|\lambda|^2\gamma^{(\theta/2)k} \gamma^{(\theta(h+1-k))} \leq c_0|\lambda|^2\gamma^{(\theta/2)h}.
\]
(2.169)
for some \(c_0\) large enough. Thanks to the iterative assumption, we get also
\[
|\lambda_h(\nu) - \lambda_1(\nu)| \leq c_0|\lambda|^2
\]
(2.170)
Now, we are left with proving that \(\lambda(\nu)\) is a continuous function of \(\nu \in M_\theta\):
\[
\lambda_h(\nu) - \lambda_k(\nu') = \lambda_1(\nu) - \lambda_1(\nu') + \sum_{h+1 \leq k \leq 1} \left[ \beta_k^h(\lambda_h(\nu), \nu_k; \ldots; \lambda_1(\nu), \nu_1) - \beta_k^h(\lambda_k(\nu'), \nu_k'; \ldots; \lambda_1(\nu'), \nu_1') \right]
\]
(2.171)
First of all, we have \(|\lambda_1(\nu) - \lambda_1(\nu')| \leq c_0|\lambda|\|\nu_1 - \nu_1'\|\). Furthermore, defining \(|\nu_1|_0 = \sup_{h \leq 1} |\nu_h|\), if we assume that inductively \(|\lambda_k(\nu_1 - \lambda_k(\nu'))| \leq 2c_0|\lambda||\nu_1 - \nu_1'|_0\), we find (using the same decomposition strategy as before) that
\[
|\lambda_h(\nu) - \lambda_k(\nu')| \leq c|\lambda|\|\nu_1 - \nu_1'| + c|\lambda| \sum_{k \geq h+1} \gamma^{(\theta/2)k} \sum_{k' \geq k} \gamma^{\theta(k-k')} (2c_0|\lambda||\nu_1 - \nu_1'|_0 + |\nu_k - \nu_1'|_0).
\]
(2.172)
So, we can choose \(c_0\) in such a way that
\[
|\lambda_h(\nu) - \lambda_k(\nu')| \leq c|\lambda||\nu_1 - \nu_1'|_0.
\]
(2.173)
2. In order to fix the counterterm, we use a fixed point argument: indeed we will look at the recursive relation for \(\nu_h\) as the result of the action of an operator acting on a Banach space, and we will prove that the operator generating the flow is a contraction in this space, so there exists a unique fixed point which will be properly the counterterm.
Let us consider the Banach space \(B_\theta\) of real sequences \(\nu = \{\nu_h\}_{h \leq 1}\) with the norm \(|\cdot|_\theta\) defined by
\[
|\nu||_{\theta} := \sup_{k \leq 1} |\nu_k|\gamma^{-k\theta/2}.
\]
(2.174)
In the context of Banach spaces, we can apply the fixed point theorem for contractions. Actually, we are interested in a closed ball, but by the closeness the fixed point argument is valid within it (of course by definition of closeness). So let us consider the ball
\[
M_\theta := \{\nu = \{\nu_h\}_{h \leq 1} : |\nu_h| \leq c|\lambda|\gamma^{\theta/2}\},
\]
we will fix \(\nu\) via an exponentially convergent iterative procedure in such a way that the flow equation for \(\nu_h\) is satisfied.
Let us start from the recursive relation
\[
\nu_{h-1} = \gamma\nu_h + \beta^h_\nu(\bar{v}_h; \ldots; \bar{v}_0)
\]
which can be iterated until $h = 1$, getting

$$\nu_{h-1} = \gamma^{-h} \nu_1 + \sum_{k=h}^1 \gamma^{k-h} \beta^k_\nu (\vec{v}_k; \ldots; \vec{v}_0),$$

meaning that

$$\nu_1 = \gamma^{-2} \nu_{h-1} + \sum_{k=0}^{1-h} \gamma^{k-2} \beta^k_\nu (\vec{v}_k; \ldots; \vec{v}_0).$$

The latter equation, since we are trying to fix $\nu$ in such a way that $\nu_{-\infty} = 0$, can be read as:

$$\nu_1 = - \sum_{k=-\infty}^1 \gamma^{k-2} \beta^k_\nu (\vec{v}_k; \ldots; \vec{v}_1),$$

(2.176)

from which we should get

$$\nu_h = - \sum_{k\leq h} \gamma^{k-h-1} \beta^k_\nu (\vec{v}_k; \ldots; \vec{v}_1).$$

(2.177)

In order to look at this equation from a fixed point theorem point of view, let us introduce the operator $T : \mathcal{M}_\theta \to \mathcal{M}_\theta$ defined as

$$(T\nu)_h = \nu_h = - \sum_{k\leq h} \gamma^{k-h-1} \beta^k_\nu (\vec{v}_k; \ldots; \vec{v}_1),$$

(2.178)

where $\vec{v}_k(\nu)$ is the vector solution of the equations (2.155) as functions of the parameter $\nu$. In this way, we have translated our problem into a fixed point problem for this operator. First of all, we check that the operator is well defined, meaning that it really sends $\mathcal{M}_\theta$ into itself: thanks to parity cancellations, it is true that

$$\beta^k_\nu (\vec{v}_k; \ldots; \vec{v}_1) = \beta^k_\nu (\mu_k; \ldots; \mu_1) + \sum_k \nu_k \tilde{\beta}^k_\nu (\mu_k, \nu_k; \ldots; \mu_1 \nu_1)$$

(2.179)

with

$$|\beta^k_\nu| \leq c_1 |\gamma|^{\theta h}, \quad |\tilde{\beta}^k_\nu| \leq c_2 |\gamma|^{\theta(h-k)}$$

(2.180)

where $c_1, c_2$ are suitable constants greater than zero. If we fix $c = 2c_1$, we get

$$|\nu_h| \leq \sum_{k\leq h} 2c_1 |\gamma|^{k(h/2+1)-h} \leq c |\gamma|^{h\theta/2}.$$  

(2.181)
So $T$ is a contraction, and there exists a unique fixed point $\nu^*$ for $T$ in the closed ball $M_{\theta}$.

3. Now we can use the previous results to claim that there exist two $O(\lambda)$ functions $\eta_z, F^h_\zeta$ such that

$$Z_h = \gamma \eta_z (h-1) + F^h_\zeta.$$  \hfill (2.183)

Indeed, knowing that $|z_h| \leq c|\lambda|^2$ uniformly in $h$, we can define

$$\gamma^{-\eta_z} := \lim_{h \to -\infty} 1 + z_h,$$

so that

$$\log \gamma Z_h = \sum_{k \geq h+1} \log \gamma (1 + z_k) = \eta_z (h-1) + \sum_{k \geq h+1} r^h_\zeta, \quad r^h_\zeta := \log \gamma \left(1 + \frac{z_k - z_{-\infty}}{1 + z_{-\infty}} \right).$$ \hfill (2.184)

Now, knowing that $z_{k-1} - z_k$ is either proportional to $\lambda_{k-1} - \lambda_k$ or to $\nu_{k-1} - \nu_k$, we can bound

$$|r^h_\zeta| \leq c \sum_{k' \leq k} |z_{k'-1} - z_{k'}| \leq c|\lambda|^2 \gamma^{(\theta/2)k}.$$ \hfill (2.185)

Finally, if we define $F^h_\zeta := \sum_{k \geq h+1} r^h_\zeta$ and $F^1_\zeta = 0$, then $F^h_\zeta = O(\lambda)$ and $Z_h = \gamma \eta_z (h-1) + F^h_\zeta$.

\[\square\]

**Remark 2.18.** In light of that, in Corollary (4), we can replace the assumption $Z_h/Z_{h-1} \leq e^c 1/\epsilon$ by $Z_h \simeq A \gamma^{-hn}$ for some suitable $A > 0$, where $\eta = a\lambda^2 + O(\lambda^3)$ and the symbol $\simeq$ means that the equivalence is asymptotically true for $h \to -\infty$, and improve the bounds we got in this chapter.
Chapter 3

Interacting Fermions on the half line

3.1 The model

3.1.1 Definition and main result

We are interested in constructing the ground state of interacting spinless fermions living in a discrete one-dimensional box of mesh size \( a = 1 \) and volume \( L \gg 1 \) with open boundary conditions, meaning that the system is defined on a segment instead of on a torus.

Let \( \mathcal{F} = \bigoplus_{n=0}^{\infty} H^\wedge n \) be the standard antisymmetric Fock space, where \( \wedge \) denotes the antisymmetric tensor product, and let \( \psi_x^\pm \) be the fermionic creation and annihilation operators defined on \( \mathcal{F} \), where \( x \) is the space coordinate and \( \Lambda := \{ x \in \mathbb{Z} : 1 \leq x \leq L \} \), \( L \in \mathbb{N} \). Let us define the Hamiltonian

\[
H = H_0 + \lambda V + \varpi N, \tag{3.1}
\]

where

\[
H_0 = T_0 - \mu_0 N_0,
\]

\[
T_0 = \sum_{x \in \Lambda} \psi_x^\dagger (-\Delta^d \psi_x^-) = \sum_{x \in \Lambda} \frac{1}{2} (-\psi_{x+1}^- \psi_x^- - \psi_x^+ \psi_{x+1}^- + 2 \psi_x^+ \psi_x^-), \tag{3.2}
\]

\[
N_0 = \sum_{x \in \Lambda} \psi_x^\dagger \psi_x^-,
\]

where, in the formula of \( T_0 \), we have to interpret \( \psi_0^+ = \psi_{L+1}^+ = 0 \), \( \mu_0 \) is the chemical potential chosen in such a way that, if we call \( \sigma(T_0) := [e_-, e_+] \) the spectral band of the kinetic operator, \( \mu \in [e_- + \kappa, e_+ - \kappa] \) for some \( \kappa > 0 \) fixed once for all, the interaction of strenght \( \lambda \) is

\[
V = \sum_{x,y \in \Lambda} \psi_x^\dagger \psi_y^- v(x, y) \psi_x^\dagger \psi_y^- , \tag{3.3}
\]
where \( v(x, y) = v(y, x) \) is a real, compactly supported function, and satisfies what we call Dirichlet property, i.e. it can be written as
\[
v(x, y) = \frac{2}{L + 1} \sum_{k \in \mathcal{D}_L} \sin(kx) \sin(ky) \hat{v}(k),
\]
where \( \mathcal{D}_L = \{ k = \frac{n\pi}{L + 1}, n = 1, \ldots, L \} \). We stress that the Dirichlet property of \( v(x, y) \) (3.4) is not crucial at all but it simplifies some technical aspects of the proof.

Finally, the boundary defect of size \( \varpi = \mathcal{O}(\lambda) \) is
\[
\mathcal{N} = \sum_{x, y \in \Lambda} \psi_x^+ \psi_y^- \pi(x, y),
\]
where \( \pi(x, y) \) is a Hermitian matrix such that \( \sup_{x \in \Lambda} \sum_{y \in \Lambda} |\pi(x, y)| = 1 \).

We recall here the main result we prove in this section: let \( \beta \geq 0 \) be the inverse temperature and let
\[
f_{\Lambda, \beta} = -\frac{1}{|\Lambda|} \frac{1}{\beta} \log (\text{Tr} (e^{-\beta H})) \]
be the finite volume specific free energy. Let also
\[
f_{\Lambda} = -\frac{1}{|\Lambda|} \lim_{\beta \to \infty} \frac{1}{\beta} \log (\text{Tr} (e^{-\beta H})), \quad f_\infty = -\lim_{|\Lambda| \to \infty} \frac{1}{|\Lambda|} \lim_{\beta \to \infty} \frac{1}{\beta} \log (\text{Tr} (e^{-\beta H}));
\]
we prove the following result.

**Theorem 3.1.** In this framework, there exists a radius \( \lambda_0 > 0 \) such that, for any \( |\lambda| \leq \lambda_0 \) it is possible to fix the boundary defect \( \pi(x, y) \) and its strenght \( \varpi = \varpi(\lambda) \) in such a way that, for any \( \theta \in (0, 1) \), there exists a constant \( C_\theta \) such that
\[
\sum_{y \in \Lambda} |\pi(x, y)| \leq C_\theta \left( \frac{1}{(1 + |x|)^{\theta}} + \frac{1}{(1 + |L - x|)^{\theta}} \right),
\]
and in such a way that \( f_{\Lambda} \) admits a convergent expansion in \( \lambda \) and \( \varpi \).

Moreover
\[
|f_{\Lambda} - f_\infty| \leq |\lambda| \frac{C_\theta}{L^\theta}.
\]

Even though it is not explicitly investigated in this thesis, we stress that a straightforward extension of the proof of this theorem would allow one to construct the correlation functions of the Hamiltonian and to control their boundary corrections.

### 3.1.2 Free Hamiltonian diagonalization and free propagator

It is well known that the Laplacian problem with DBC is diagonalized by a sine Fourier transform. Indeed, if we introduce the transformation:
\[
\hat{\psi}_k^+ = \sum_{x \in \Lambda} \sin(kx) \psi_x^+, \quad \hat{\psi}_k^- = \frac{2}{L + 1} \sum_{k \in \mathcal{D}_L} \sin(kx) \hat{\psi}_k^+,
\]

where \( \mathcal{D}_L = \{ k = \frac{n\pi}{L + 1}, n = 1, \ldots, L \} \). We stress that the Dirichlet property of \( \hat{v}(x, y) \) (3.4) is not crucial at all but it simplifies some technical aspects of the proof.

Finally, the boundary defect of size \( \varpi = \mathcal{O}(\lambda) \) is
\[
\mathcal{N} = \sum_{x, y \in \Lambda} \psi_x^+ \psi_y^- \pi(x, y),
\]
where \( \pi(x, y) \) is a Hermitian matrix such that \( \sup_{x \in \Lambda} \sum_{y \in \Lambda} |\pi(x, y)| = 1 \).

We recall here the main result we prove in this section: let \( \beta \geq 0 \) be the inverse temperature and let
\[
f_{\Lambda, \beta} = -\frac{1}{|\Lambda|} \frac{1}{\beta} \log (\text{Tr} (e^{-\beta H})) \]
be the finite volume specific free energy. Let also
\[
f_{\Lambda} = -\frac{1}{|\Lambda|} \lim_{\beta \to \infty} \frac{1}{\beta} \log (\text{Tr} (e^{-\beta H})), \quad f_\infty = -\lim_{|\Lambda| \to \infty} \frac{1}{|\Lambda|} \lim_{\beta \to \infty} \frac{1}{\beta} \log (\text{Tr} (e^{-\beta H}));
\]
we prove the following result.

**Theorem 3.1.** In this framework, there exists a radius \( \lambda_0 > 0 \) such that, for any \( |\lambda| \leq \lambda_0 \) it is possible to fix the boundary defect \( \pi(x, y) \) and its strenght \( \varpi = \varpi(\lambda) \) in such a way that, for any \( \theta \in (0, 1) \), there exists a constant \( C_\theta \) such that
\[
\sum_{y \in \Lambda} |\pi(x, y)| \leq C_\theta \left( \frac{1}{(1 + |x|)^{\theta}} + \frac{1}{(1 + |L - x|)^{\theta}} \right),
\]
and in such a way that \( f_{\Lambda} \) admits a convergent expansion in \( \lambda \) and \( \varpi \).

Moreover
\[
|f_{\Lambda} - f_\infty| \leq |\lambda| \frac{C_\theta}{L^\theta}.
\]

Even though it is not explicitly investigated in this thesis, we stress that a straightforward extension of the proof of this theorem would allow one to construct the correlation functions of the Hamiltonian and to control their boundary corrections.

### 3.1.2 Free Hamiltonian diagonalization and free propagator

It is well known that the Laplacian problem with DBC is diagonalized by a sine Fourier transform. Indeed, if we introduce the transformation:
\[
\hat{\psi}_k^+ = \sum_{x \in \Lambda} \sin(kx) \psi_x^+, \quad \hat{\psi}_k^- = \frac{2}{L + 1} \sum_{k \in \mathcal{D}_L} \sin(kx) \hat{\psi}_k^+,
\]
where $\hat{\psi}_k^\pm$ creates and annihilates a spinless electron with momentum $k$, the Hamiltonian $H_0$ can be written as a diagonal matrix in the dual space:

$$H_0 = \frac{2}{L+1} \sum_{k \in D^d_\Lambda} \hat{\psi}_k^+ e(k) \hat{\psi}_k^-,$$

(3.11)

where $e(k)$ is the dispersion relation:

$$e(k) = 1 - \cos k - \mu_0,$$

(3.12)

$$D^d_\Lambda = \left\{ k = \frac{n\pi}{L+1}, n \in \mathbb{Z}, n = 1, \ldots, L \right\}.$$  

(3.13)

In particular, we choose $\mu_0$ in such a way that there exists $p_F \in D^d_{\Lambda_0}$ such that $e(p_F) = O(1/L)$.

**Remark 3.1.** When we perform the limit $L \to \infty$, $D^d_\Lambda \to [0, \pi]$ and of course $e(k)$, which is a cosine up to a constant, becomes a function defined in a semi-period of the cosine: $e(\cdot) : [0, \pi] \to [-\mu_0, 2 - \mu_0]$. This means that there is a unique point of the domain, and we call it $p_F \in [0, \pi]$, such that $e(p_F) = 0$. In light of the previous chapter, it is clear that the zeros of the dispersion relation are fundamental because they correspond to the singularities at zero temperature of the propagator and, since the interesting physics happens near the Fermi points, we are interested in the excitations around these Fermi points.

We stress that, while in the translation invariant system there are two symmetric Fermi points $\pm p_F$ and we introduced two different quasi-particles $\{\hat{\psi}_k^\omega\}_{\omega=\pm}$, in this case the theory naturally suggests the definition of a unique quasi-particle around the unique Fermi point $p_F$.

**Schwinger functions and Free Propagator** Let $x_0 \in [0, \beta)$ be the imaginary time, let $x = (x, x_0) \in \Lambda \times [0, \beta)$ and let us consider the time-evolved operator $\psi_x^\pm = e^{Hx_0} \hat{\psi}_x^\pm e^{-Hx_0}$. So we can define the $m$-point Schwinger function at finite temperature $T = \beta^{-1}$ as

$$S_{\Lambda,\beta}(x_1, \epsilon_1; \ldots; x_m, \epsilon_m) := \langle \psi_{x_1}^{\epsilon_1}(x_1) \cdots \psi_{x_m}^{\epsilon_m}(x_m) \rangle_{\Lambda,\beta} := \frac{Tr\left(e^{-\beta H} T(\psi_{x_1}^{\epsilon_1}(x_1) \cdots \psi_{x_m}^{\epsilon_m}(x_m))\right)}{Tr\left(e^{-\beta H}\right)},$$

(3.14)

where $\epsilon_i \in \{\pm\}$ for $i = 1, \ldots, m$ and $T$ is the Fermionic time ordering operator, and where we have introduced a collection $\{t_1, \ldots, t_m\}$ of time variables such that $t_i \in [0, \beta)$ for $i = 1, \ldots, m$. The strategy we follow is the same as the previous chapter: we want to derive convergent expansions for $f_{\Lambda,\beta}$, uniformly in the volume $|\Lambda|$ and in the inverse temperature $\beta$, and then to take the infinite volume and zero temperature limit $|\Lambda|, \beta \to \infty$ (thermodynamic limit in the statistical mechanics point of view). In particular, we want to keep track of the finite volume boundary corrections.

**Free Propagator** The non interacting model described by the Hamiltonian $H_0$ is exactly solvable, meaning that all the Schwinger functions can be exactly computed by simply using the anticommutative (fermionic) Wick rule, starting from the two point Schwinger function, i.e. the propagator:

$$\langle T(\psi_{x_1}^- \cdots \psi_{x_m}^+)\rangle_{0,\Lambda,\beta} = \det G,$$

$$G_{ij} = \langle T(\psi_{x_i}^- \psi_{x_j}^+)\rangle_{0,\Lambda,\beta} = S_{0,L,\beta}(x_i, -; x_j, +),$$

(3.15)
where the subscript 0 means that the expectation value is calculated with respect to the free measure, and in the first line there are as many creation as annihilation operators. We stress that every \( n \)-point Schwinger function with \( \sum_{i=1}^{n} \epsilon_i \neq 0 \) is identically zero.

We do not repeat the discussion of the two-point Schwinger function, which is exactly the same as the previous chapter (2.1.2), with the only difference that

\[
\psi_\pm x = \frac{2}{L+1} \sum_{k \in \mathcal{D}_\Lambda} \sin(kx) \hat{\psi}_k^\pm.
\]  

(3.16)

So if we use the notation \( x = (x, x_0), y = (y, y_0) \in \Lambda \times [0, \beta) \) and \( k = (k, k_0) \in \mathcal{D} \times \mathcal{D}_{\beta,M} =: \mathcal{D}_{\Lambda,\beta,M} \), where \( \mathcal{D}_{\beta,M} \) has already been defined in (2.11) and \( \mathcal{D} \) in (3.13),

\[
S_{L,\beta}(x, -; y, +) := g(x, y) = \frac{2}{\beta(L+1)} \lim_{M \to \infty} \sum_{k \in \mathcal{D}_{\Lambda,\beta,M}} e^{\delta k_0} e^{-ik_0(y_0 - y)} \sin(kx) \sin(ky) \hat{g}(k)
\]  

(3.17)

where

\[
\hat{g}(k) := \frac{1}{-ik_0 + e(k)}, \quad k \in \mathcal{D}_{\Lambda,\beta}
\]  

(3.18)

is the same function as the translation invariant case, but the domain changes as already commented: \( \hat{g} \) is singular only in \( p_F = (p_F, 0) \).

As in the previous chapter, the constant \( \delta_M = \beta/\sqrt{M} \) is introduced in order to take correctly into account the discontinuity of the propagator \( g(x, y) \) at \( x = y \), where it has to be defined as \( \lim_{x_0 \to y_0} g(x, x; x_0 - y_0) \), in fact the latter definition guarantees that \( \lim_{M \to \infty} g_M(x, y) := g(x, y) \) for \( x \neq y \), while \( \lim_{M \to \infty} g_M(x, x) := g(x, x; 0) \) at equal points.

As we already commented in Remark (3.1), \( \hat{g}(k) \) is singular when \( k = (p_F, 0) \). Since the introduction of an interaction between the fermions could move this singularity, it is convenient to rewrite

\[
\mu_0 = \mu + \nu,
\]

where \( \nu \) is a counterterm which will be eventually suitably chosen in order to fix the position of the singularity at some interaction-independent point.

Symmetries and Fermi points

**Lemma 3.1** (Reflection rule). \( \forall x, y \in \Lambda \times [0, \beta) \)

\[
g(x, y) = g_{2(L+1)}(x - y, x_0 - y_0) - g_{2(L+1)}(x + y, x_0 - y_0),
\]  

(3.19)

where \( g_{2(L+1)} \) is the free propagator of a system described by a hopping Hamiltonian \( H_0 \) defined on a box of size \( 2(L+1) \) with periodic boundary conditions, i.e.

\[
g_{2(L+1)}(x, x_0) := \frac{1}{\beta 2(L+1)} \lim_{M \to \infty} \sum_{k_0 \in \mathcal{D}_{\beta,M}} \sum_{k \in \mathcal{D}_{2(L+1)}} e^{-ik \cdot x} \hat{g}(k),
\]  

(3.20)

where \( \mathcal{D}_{2(L+1)} := \left\{ k = \frac{n \pi}{L+1}, n = -(L+1), \ldots, L \right\} \) and \( \mathcal{D}_{\beta,M} \) has already been defined in (2.11).
Proof. Let us note first of all that
\[ \hat{g}(k, k_0) = \hat{g}(k, k_0). \]
(3.21)
So (3.17) is
\[
\begin{align*}
g(x, y) &= \frac{2}{\beta(L+1)} \lim_{M \to \infty} \sum_{k_0 \in D_{\beta,M}} e^{-ik_0(x_0-y_0)} \sin(kx) \sin(ky) \hat{g}(k) = \\
&= \frac{2}{\beta(L+1)} \lim_{M \to \infty} \sum_{k_0 \in D_{\beta,M}} e^{-ik_0(x_0-y_0)} \cdot \sum_{k \in D^d_L} e^{ik(x-y)} + e^{-ik(x-y)} - e^{ik(x+y)} - e^{-ik(x+y)} \\
&= \frac{4}{4} \hat{g}(k).
\end{align*}
\]
(3.22)
Using formula (3.21) and that the argument of the second sum vanishes if \( k \in (L+1) \mathbb{Z} \), we can rewrite
\[
\begin{align*}
g(x, y) &= \frac{1}{\beta(2L+1)} \lim_{M \to \infty} \sum_{k_0 \in D_{\beta,M}} e^{-ik_0(x_0-y_0)} \sum_{k \in D_{2(L+1)}} e^{-ik(x-y)} \hat{g}(k) + \\
&- \frac{1}{\beta(2L+1)} \lim_{M \to \infty} \sum_{k_0 \in D_{\beta,M}} e^{-ik_0(x_0-y_0)} \sum_{k \in D_{2(L+1)}} e^{-ik(x+y)} \hat{g}(k) = \\
&=: g_{2(L+1)}(x-y, x_0-y_0) - g_{2(L+1)}(x+y, x_0-y_0).
\end{align*}
\]
(3.23)
Let us call
\[
\begin{align*}
g_{2(L+1)}(x-y, x_0-y_0) &:= g_P(x, y), \\
g_{2(L+1)}(x+y, x_0-y_0) &:= g_R(x, y),
\end{align*}
\]
(3.24)
where \( P \) stays for periodic, referring to the \( 2(L+1) \) periodicity in the real-space direction, while \( R \) stays for remainder (we will clarify why it is a remainder after the multiscale decomposition), in such a way that
\[
g(x, y) = \sum_{\sigma \in \{P, R\}} g_{\sigma}(x, y).
\]
(3.26)

Remark 3.2. Since the parameter \( L \) enters only in the real-space component of the problem, from now on, whenever we will mention the \( 2(L+1) \) periodicity, it will stay for "2\((L+1)\)–periodicity in the real-space direction", even when not-explicitly specified.

Remark 3.3. Following the same ideas used in proof of Lemma (3.1) we can rewrite, \( \forall x, y \in \Lambda \times [0, \beta) \),
\[
g(x, y) = \sum_{n \in \mathbb{Z}} (-1)^n g_\infty(x - r_n y),
\]
(3.27)
where \( g_\infty \) is the propagator of a system described by a hopping Hamiltonian defined on \( \mathbb{Z} \) (so translation invariant) and the operator \( r_n : \Lambda \times [0, \beta) \to \mathbb{Z} \times [0, \beta) \) is defined as follows
\[ r_n y = \begin{cases} y + n(L + 1) & \text{if } n \text{ is even}, \\ -y + (1 + n)(L + 1) & \text{if } n \text{ is odd}, \end{cases} \quad (3.28) \]
\[ r_n y_0 = y_0 \quad \forall n \in \mathbb{Z}. \]

**Remark 3.4.** It is worth noting that we could have obtained the same result acting directly on the Grassmann variables \( \hat{\psi}_k^\pm, k \in D_\Lambda \times D_\beta \). Indeed, let us imagine to extend the grassmann variables on \( D_2(L+1) \), defining \( \hat{\psi}_k^\pm \) in such a way that
\[ \{ \hat{\psi}_k^\pm \}_{k \in D_2(L+1) \cap k \geq 0} = D_\Lambda, \]
\[ \hat{\psi}_k^\pm \left( -k, k_0 \right) = -\hat{\psi}_k^\pm \left( k, k_0 \right) \quad \text{if } k \in \{ k \in D_2(L+1) \cap k < 0 \} \equiv D_\Lambda. \quad (3.29) \]

Because of this symmetry property from now on, with a little abuse of notation, we will call all the momenta space Grassmann variables \( \hat{\psi}^\pm_k \), and we will take care to specify the domain of \( k \) in order to distinguish the original variables from the extended ones.

### 3.2 Interacting case

#### 3.2.1 Trotter’s formula and Grassmann integration

**Formal perturbation theory**  After switching on the interaction, the first step is to derive a formal perturbation theory for the specific free energy: we want to compute the generic perturbative order in \( \lambda \) of
\[ f_{\Lambda,\beta} := -\frac{1}{|\Lambda|^\beta} \log \left( \text{Tr} \left( e^{-\beta H} \right) \right). \]

Recalling that \( H = H_0 + \lambda V + \nu N + N' =: H_0 + U \), where after the substitution \( \mu_0 = \mu + \nu \) we re-define \( H_0 = T_0 - \mu N \), we use Trotter’s product formula
\[ e^{-\beta H} = \lim_{n \to \infty} \left[ e^{-\beta H_0/n} \left( 1 - \frac{\beta}{n} U \right) \right]^n \quad (3.30) \]
so that, if we define
\[ U(t) := e^{tH_0} U e^{-tH_0}, \]
we can rewrite
\[ \frac{\text{Tr} \left( e^{-\beta H} \right)}{\text{Tr} \left( e^{-\beta H_0} \right)} = 1 + \sum_{N \geq 1} \frac{(-1)^N}{N!} \int_0^\beta dt_1 \int_0^{t_1} dt_2 \ldots \int_0^{t_{N-1}} dt_N \frac{\text{Tr} \left( e^{t_1 H_0} U e^{-t_1 H_0} \right) \text{Tr} \left( e^{t_N H_0} U e^{-t_N H_0} \right)}{\text{Tr} \left( e^{-\beta H_0} \right)}. \quad (3.31) \]

The fermionic time-ordering operator allows us to further rewrite
\[ \frac{\text{Tr} \left( e^{-\beta H} \right)}{\text{Tr} \left( e^{-\beta H_0} \right)} = 1 + \sum_{N \geq 1} \frac{(-1)^N}{N!} \left\langle T \left( (U_\beta(\psi))^N \right) \right\rangle_{\Lambda,\beta}, \quad (3.32) \]
3.2. INTERACTING CASE

Figure 3.1: Graph elements, note that there is one element more than (2.1), which represents the boundary defect
\[ \varpi \int_{[0,\beta]} dx_0 dy_0 \sum_{x,y} \psi_+^x \pi(x,y) \delta_{x_0,y_0} \psi^-_y. \]

where again \( \langle \cdot \rangle_{\Lambda,\beta} = \frac{\text{Tr} \left( e^{-\beta H_0} \right)}{\text{Tr} \left( e^{-\beta H_0} \right)} \), and

\[
U_\beta(\psi) = \lambda \int_{[0,\beta]} dx_0 \sum_{x \in \Lambda} \int_{[0,\beta]} dy_0 \sum_{y \in \Lambda} \psi_+^x \psi^-_y \nu(x,y) \delta_{x_0,y_0} \psi_+^y \psi^-_y + \\
+ \varpi \int_{[0,\beta]} dx_0 \sum_{x \in \Lambda} \int_{[0,\beta]} dy_0 \sum_{y \in \Lambda} \psi^+_x \pi(x,y) \delta_{x_0,y_0} \psi^-_y + \nu \int_{[0,\beta]} dx_0 \sum_{x \in \Lambda} \psi^+_x \psi^-_x. \tag{3.33}
\]

Now, the \( N \)-th term of (3.32) can be computed by the fermionic Wick rule knowing explicitly the free propagator, and following the Feynman rules.

Feynman rules In order to compute \( \langle T \left( U_\beta(\psi) \right)^N \rangle_{\Lambda,\beta} \), it is easy to check that one can follow these steps:

- \( \forall k,h,l \) such that \( 0 \leq k,h,l \leq N \) and \( k + h + l = N \), draw \( k \) graph elements consisting of four legged vertices, \( l \) graph elements consisting of two legged local vertices and \( h \) graph elements consisting of two legged non-local vertices with the vertices associated to labels \( x_i, i = 1,\ldots,N \), in such a way that the four legged vertices are composed by two entering and two exiting fields, while the two legged vertices are associated with one exiting and one entering leg, but in the case of the local vertices the lines touches the same point (so one line enters the same point the same point the other exits), while in the case of the non local vertices the two legs are linked by a further graph element \( (x,y) \) (Figure (3.1));

- pair the fields in all possible ways, in such a way that every pair is obtained by contracting an entering and an exiting leg;

- associate to every pairing the right sign, which is the sign of the permutation needed to bring every pair of contracted fields next to each other;

- associate to every linked pair of fields \( (\psi^-(x_i), \psi^+(x_j)) \) an oriented line connecting the \( i \)-th with the \( j \)-th vertex, oriented from \( j \) to \( i \) (i.e. from \( + \) to \( - \) field);

- associate to every oriented line from \( j \) to \( i \) value \( g(x_i, x_j) \) given by (3.17);
• associate to every configuration of pairings, which is called \textit{Feynman graph} a value, equal to the product of the sign of the pairing, times $\lambda^k \varpi^h \nu^l$ times the product of the values of all the oriented lines (see, for instance, Figure (3.2));

• integrate over $x_i$, then perform the sum over all the possible pairings, over $k, h, l$ and over $N$;

![Figure 3.2](image)

\textit{Figure 3.2:} Example of a second order Feynman graph, obtained by contracting two \( \lambda \)-type endpoints.

**Grassmann integration** As explained in the previous chapter, it is convenient to re-write the free energy and the \textit{Schwinger functions} in terms of Grassmann integrals: first of all we introduce a finite set of Grassmann variables \( \{ \hat{\psi}^\pm_k \}_{k \in D_{\Lambda, \beta, M}} \), hence we define the Grassmann integration

\[
P_M(d\psi) = \left( \prod_{k \in D_{\Lambda, \beta, M}} \left( \frac{\beta(L+1)}{2} \tilde{g}(k) \right) \hat{\psi}^+_k \hat{\psi}^-_k \right) e^{-\sum_{k \in D_{\Lambda, \beta, M}} \left( \frac{\beta(L+1)}{2} \tilde{g}(k) \right)^{-1} \hat{\psi}^+_k \hat{\psi}^-_k}, \tag{3.34}
\]

and by, introducing the sine Fourier transform

\[
\psi^+_x = \frac{2}{\beta(L+1)} \sum_{k \in D_{\Lambda, \beta, M}} \hat{\psi}^+_k e^{-ik_0 x_0} \sin(kx), \tag{3.35}
\]

we can define the integral

\[
\int P_M(d\psi) \hat{\psi}^-_x \hat{\psi}^+_y = \frac{2}{\beta(L+1)} \sum_{k \in D_{\Lambda, \beta, M}} \tilde{g}(k) e^{-ik_0 (x_0 - y_0)} \sin(kx) \sin(ky), \tag{3.36}
\]

while the average of any monomial in the Grassmann variables with respect to the Grassmann integration \( P(d\psi) \) is given by the fermionic Wick rule with propagator \( g(x, y) \). Using the definitions of Grassmann integration and the Feynman rules just described, it comes out that

\[
\frac{\text{Tr} \left( e^{-\beta H} \right)}{\text{Tr} \left( e^{-\beta H_0} \right)} = \int P(d\psi) e^{-\mathcal{V}(\psi)}, \tag{3.37}
\]

where

\[
\mathcal{V}(\psi) = \lambda \int_{[0, \beta]} dx_0 \sum_{x \in \Lambda} \int_{[0, \beta]} dy_0 \sum_{y \in \Lambda} \psi^+_x \psi^-_x v(x, y) \delta_{x, y_0} \psi^+_y \psi^-_y + \varpi \int_{[0, \beta]} dx_0 \sum_{x \in \Lambda} \int_{[0, \beta]} dy_0 \sum_{y \in \Lambda} \psi^+_x \pi(x, y) \delta_{x, y_0} \psi^-_y + \nu \int_{[0, \beta]} dx_0 \sum_{x \in \Lambda} \psi^+_x \psi^-_x. \tag{3.38}
\]
3.2. INTERACTING CASE

Remark 3.5. Starting from that, we can repeat formally the same construction as the previous chapter, getting first of all the formal equation for the free energy (2.43) that we recall

\[ f_{\Lambda, \beta} = -\frac{1}{|\Lambda|^2} \sum_{N \geq 1} \frac{(-1)^N}{N!} \mathcal{E}^T(V; N) =: \sum_{N \geq 1} f^{(N)}_{\Lambda, \beta}. \]

Of course, we can repeat the same argument we used to prove Lemma (2.1) to get the same rough bound. As in the previous chapter, we can solve the combinatorial problem by using the determinant expansion (the fact that the free propagator (3.17) can be expressed as a proper scalar product is proved in Appendix (C), looking only at the functions \( A^d \) and \( B^d \)):

\[ f^{(N)}_{\Lambda, \beta} = -\frac{1}{\beta |\Lambda|} \frac{(-1)^N}{N!} \sum_{T \in \mathcal{T}_N} c_T \prod_{t \in T} \int dP_T(t) \det G_T(t). \]

In order to solve the divergence problem arising when we take the infinite volume limit, we introduce a multiscale expansion.

As we already commented in the previous chapter, with a little abuse of notation we called \( f_{\Lambda, \beta} \) the difference between the specific free energy of the interacting system and the one of the free system.

3.2.2 Multiscale decomposition

Multiscale decomposition and quasi-particles Let us recall the result of Lemma 3.1:

\[ g(x, y) = g_P(x, y) + g_R(x, y), \]

where \( g_P \) and \( g_R \) have been defined in (3.24) and (3.25), both starting from the periodic propagator on the extended box:

\[ g_{2(L+1)}(x) = \frac{1}{\beta 2(L+1)} \lim_{M \to \infty} \sum_{k \in D_{2(L+1)} \times D_{\beta, M}} e^{-ik \cdot \tilde{x}} g(k). \quad (3.39) \]

Given that, we can separately perform, on both the propagators \( g_P \) and \( g_R \), first of all the multiscale decomposition and then the quasi-particle decomposition.

Infrared and ultraviolet regime First of all, let us introduce a smooth \( C^\infty \) function \( \chi : D_{2(L+1)} \times D_{\beta, M} \to C^\infty([0, 1]) \) defined in such a way that

\[ \chi(k') = \begin{cases} 1, & \text{if } |k'| \leq \gamma^{-1} p_F / 2, \\ 0, & \text{if } |k'| \geq p_F / 2, \end{cases} \quad (3.40) \]

where \( \gamma > 1 \) and \( |k| = \sqrt{k_0^2 + k^2} \). We know \( \cos p_F - \cos k = 0 \) if \( k = \pm p_F \in D_{2(L+1)} \), so we rewrite the propagator as:

\[ \hat{g}(k) = \frac{1 - \chi(k_0, k + p_F) - \chi(k_0, k - p_F)}{-ik_0 + \cos p_F - \cos k} + \frac{\chi(k_0, k + p_F) + \chi(k_0, k - p_F)}{-ik_0 + \cos p_F - \cos k} \quad (3.41) \]
defining the ultraviolet and the infrared propagator, respectively $\hat{g}^{(u.v.)}$ and $\hat{g}^{(i.r.)}$:

\[
\hat{g}^{(u.v.)}(k) = \frac{1 - \chi(k_0, k + p_F) - \chi(k_0, k - p_F)}{-ik_0 + \cos p_F - \cos k},
\]

\[
\hat{g}^{(i.r.)}(k) = \frac{\chi(k_0, k + p_F) + \chi(k_0, k - p_F)}{-ik_0 + \cos p_F - \cos k}.
\]

This decomposition induces a natural decomposition in the real-space

\[
g^{(u.v.)}_P(x, y) = \frac{1}{\beta 2(L + 1)} \lim_{M \to \infty} \sum_{k \in D_{\beta M}^R} e^{-ik_0(x_0 - y_0)} e^{-ik(x - y)} \hat{g}^{(u.v.)}(k),
\]

\[
g^{(i.r.)}_P(x, y) = \frac{1}{\beta 2(L + 1)} \lim_{M \to \infty} \sum_{k \in D_{\beta M}^R} e^{-ik_0(x_0 - y_0)} e^{-ik(x - y)} \hat{g}^{(i.r.)}(k),
\]

\[
g^{(u.v.)}_R(x, y) = \frac{1}{\beta 2(L + 1)} \lim_{M \to \infty} \sum_{k \in D_{\beta M}^R} e^{-ik_0(x_0 - y_0)} e^{-ik(x + y)} \hat{g}^{(u.v.)}(k),
\]

\[
g^{(i.r.)}_R(x, y) = \frac{1}{\beta 2(L + 1)} \lim_{M \to \infty} \sum_{k \in D_{\beta M}^R} e^{-ik_0(x_0 - y_0)} e^{-ik(x + y)} \hat{g}^{(i.r.)}(k).
\]

where we defined $D_{\beta M}^{\beta M} := D_{2(L+1)} \times D_{\beta M}$, and in particular we can introduce the label $\sigma$ in such a way that:

\[
g^{(u.v.)}(x, y) = \sum_{\sigma \in \{P, R\}} g^{(u.v.)}_\sigma(x, y),
\]

\[
g^{(i.r.)}(x, y) = \sum_{\sigma \in \{P, R\}} g^{(i.r.)}_\sigma(x, y).
\]

Using the addition principle (2.38) we introduce two different sets of Grassmann fields $\{\psi^{(u.v.)}_x\}$ and $\{\psi^{(i.r.)}_x\}$, with $x \in \Lambda \times [0, \beta]$ and the Gaussian integrations $P_M(\psi^{(u.v.)}_x)$ and $P_M(\psi^{(i.r.)}_x)$ in such a way that

\[
\int P(d\psi^{(u.v.)}_x)\psi^{(u.v.)}_x - \psi^{(u.v.)}_y = g^{(u.v.)}(x, y),
\]

\[
\int P(d\psi^{(i.r.)}_x)\psi^{(i.r.)}_x - \psi^{(i.r.)}_y = g^{(i.r.)}(x, y),
\]

implying that

\[
\int P(d\psi)e^{-V(\psi)} = \int P(d\psi^{(i.r.)}) \int P(d\psi^{(u.v.)}) e^{-V(\psi^{(i.r.)} + \psi^{(u.v.)})},
\]

so that

\[
e^{-\beta |\Lambda| f^{(M)}_{\Lambda, \beta}} = \int P(d\psi^{(i.r.)}) \exp \left( \sum_{n \geq 1} \frac{1}{n!} \epsilon^{T}_{u.v.} \left( -V \left( \psi^{(i.r.)} + \cdot \right); n \right) \right) := e^{-\beta |\Lambda| f_{\Lambda, \beta}} \int P(d\psi^{(i.r.)}) e^{-V_0(\psi^{(i.r.)})}.
\]
where the effective potential $V_0(\psi)$ can be written as

$$V_0(\psi) = \sum_{n=1}^{\infty} \sum_{x_1, \ldots, x_{2n} \in \Lambda \times [0, \beta]} \left( \prod_{j=1}^{n} \psi_{x_{2j-1}}^{(i.r.)} \psi_{x_{2j}}^{(i.r.)} \right) W_{M,2n}(x_1, \ldots, x_{2n}).$$  \hfill (3.49)

**Lemma 3.2** (Ultraviolet integration). The kernels $W_{M,2n}(x_1, \ldots, x_{2n})$ in the previous expansion are given by power series in $\lambda$ convergent in the complex disc $|\lambda| \leq \lambda_0$ for $\lambda_0$ small enough and independent of $M, \Lambda, \beta$, and satisfy the following bound

$$\frac{1}{\beta|\Lambda|} \int dx_1 \ldots dx_{2n} |W_{M,2n}(x_1, \ldots, x_{2n})| \leq C n |\lambda|^{\max\{1,n-1\}}.$$  \hfill (3.50)

Moreover, the limits $e_0 = \lim_{M \to \infty} e_{M,0}$ and $W_{2n} = \lim_{M \to \infty}(x_1, \ldots, x_{2n})$ exist and are reached uniformly in $M$.

**Remark 3.6.** The fact that the limits are reached uniformly in $M$ tells us that the infrared problem is essentially independent of $M$. Since in the infrared region $M$ does not play any role, from now on we drop the label $M$.

As in the previous chapter, we will not prove this Lemma, and we refer, for instance, to [BGPS93].

**Multiscale expansion of the infrared scales and quasi-particles**

**Infrared regime and quasi-particles** After having integrated the ultraviolet degrees of freedom, we are left with the infrared propagator

$$\tilde{g}^{(i.r.)}(k) = \frac{\chi(k + p_F, k_0) + \chi(k - p_F, k_0)}{-ik_0 + \cos p_F - \cos k} =: \sum_{\omega \in \{\pm 1\}} \tilde{g}_\omega^{(i.r.)}(k),$$  \hfill (3.51)

where

$$\tilde{g}_\omega^{(i.r.)}(k) := \frac{\chi(k - \omega p_F, k_0)}{-ik_0 + \cos p_F - \cos k}.$$  \hfill (3.52)

We can now define the infrared propagator in real space-time

$$g^{(i.r.)}_{2(L+1)}(x) = \frac{1}{\beta 2(L+1)} \sum_{\omega \in \{\pm 1\}} \sum_{k \in D_{2(L+1)} \times D_\beta} e^{-ikx} \frac{\chi(k - \omega p_F, k_0)}{-ik_0 + \cos p_F - \cos k} = \frac{1}{\beta 2(L+1)} \sum_{\omega \in \{\pm 1\}} \sum_{k' \in D'_{2(L+1)} \times D_\beta} e^{-i\omega p_F x} e^{-ik'x} \tilde{g}_\omega^{(i.r.)}(k'),$$  \hfill (3.53)

where we have performed the change of variables $k - \omega p_F = k'$, so $D'_{2(L+1)} = D_{2(L+1)} - \omega p_F$ and

$$g^{(i.r.)}_\omega(k') = \tilde{g}^{(i.r.)}(k - \omega p_F, k_0).$$  \hfill (3.54)
Finally, we can define
\[ g^{(i.r.)}_{2(L+1)}(x) = \sum_{\omega \in \{\pm 1\}} e^{-i\omega px_{(i.r.)}^{(i.r.)}_{2(L+1),\omega}(x)}, \] (3.55)
where
\[ g^{(i.r.)}_{2(L+1),\omega}(x) = \frac{1}{\beta 2(L+1)} \sum_{k' \in \mathbb{D}_{2(L+1)} \times \mathbb{D}_{\beta}} e^{-ik'x} g^{(i.r.)}_{\omega}(k'). \] (3.56)

**Remark 3.7.** From the latter expression we understand the behaviour of the propagator nearby
the singularity. Indeed, when the momentum is close to the Fermi momentum \( p_F \), (i.e. \( k' \sim 0 \)),
\[ g^{(i.r.)}_{\omega}(k') \sim \frac{1}{-ik_0 + \omega k' \sin p_F}, \] so we have a quasi-linear dispersion near the singularity.

So, we can finally decompose the propagator \( g^{(i.r.)}(x, y) \) as
\[ g^{(i.r.)}(x, y) = g^{(i.r.)}_p(x, y) + g^{(i.r.)}_p(x, y) = \sum_{\omega = \pm} e^{-i\omega px} g^{(i.r.)}_{p,\omega}(x, y) + \sum_{\omega = \pm} e^{-i\omega px} g^{(i.r.)}_{R,\omega}(x, y), \] (3.57)
where
\[ g^{(i.r.)}_{p,\omega}(x, y) := g^{(i.r.)}_{2(L+1),\omega}(x - y, x_0 - y_0), \] (3.58)
\[ g^{(i.r.)}_{R,\omega}(x, y) := g^{(i.r.)}_{2(L+1),\omega}(x + y, x_0 - y_0), \] (3.59)
that suggests to rewrite the propagator as
\[ g^{(i.r.)}(x, y) = \sum_{\sigma \in \{P, R\}} \sum_{\omega = \pm} g^{(i.r.)}_{\sigma,\omega}(x, y) \left( e^{-i\omega px} - e^{-i\omega px} \delta_{\sigma, R} + e^{-i\omega px} \delta_{\sigma, R} \right). \] (3.60)

Using the addition property of Gaussian Grassmann measures (2.38), we can split
\[ \psi^{(i.r.) \pm}_{x} = \sum_{\sigma \in \{P, R\}} \sum_{\omega = \pm} e^{i\omega p_F x} \psi^{(i.r.) \pm}_{\sigma,\omega, x}, \] (3.61)
associated with the Feynman contraction rule
\[ \langle \psi^{(i.r.) \pm}_{\sigma,\omega}(x) \psi^{(i.r.) \pm}_{\sigma',\omega', y} \rangle = g^{(i.r.)}_{\sigma,\omega}(x, y) \delta_{\sigma, \sigma'} \delta_{\omega, \omega'} \delta_{\omega, \omega'} \delta_{\sigma, R} + \delta_{\omega, -\omega} \delta_{\sigma, R}. \] (3.62)

**Decomposition on scales** \( h \leq 0 \) Once we have defined the infrared scale, we can take a
step beyond and rewrite the propagators \( \{g^{(i.r.)}_{\sigma,\omega}(x, y)\}_{\sigma \in \{P, R\}} \) as an infinite sum of *single scale
propagators* we are going to define. The only trick we use is rewriting the
telescopic series:
\[ \chi(k') = \sum_{h \leq 0} \left[ \chi(\gamma^{-h}k') - \chi(\gamma^{-h+1}k') \right] =: \sum_{h \leq 0} f_h(k'). \] (3.63)

Using it in the very definition of infrared quasi particle propagator we get
\[ g^{(i.r.)}_{\omega}(k') = \frac{\chi(k', k_0)}{-ik_0 + \cos p_F - \cos(k' - \omega p_F)} = \sum_{h \leq 0} f_h(k', k_0) g^{(i.r.)}_{\omega}(k') =: \sum_{h \leq 0} g^{(i.h.)}_{\omega}(k'). \] (3.64)
3.2. INTERACTING CASE

A direct consequence of the latter decomposition is the possibility to define

\[ \hat{g}^{(\leq h)}_{\omega}(k') = \sum_{j \leq h} \hat{g}^{(j)}_{\omega}(k'). \]  

(3.65)

It is appropriate now to introduce the real space-time representation of the single scale propagators by Fourier transforming \( \hat{g}^{(h)}_{\omega}(k) \),

\[ g^{(h)}_{2(L+1),\omega}(x) = \frac{1}{\beta 2(L + 1)} \sum_{k' \in D_{2(L+1)} \times D_{\beta}} e^{-ik' \cdot x} \hat{g}^{(h)}_{\omega}(k'), \]  

(3.66)

which implies, of course,

\[ g^{(h)}(x, y) = g^{(h)}_P(x, y) + g^{(h)}_R(x, y) \]  

(3.67)

and, in a way formally analogous to what we did in the infrared region:

\[ g^{(h)}(x, y) = \sum_{\sigma \in \{P, R\}} \sum_{\omega \in \pm} g^{(h)}_{\sigma, \omega}(x, y) \left( e^{-ip_F \omega(x-y)} \delta_{\sigma, P} + e^{-ip_F \omega(x+y)} \delta_{\sigma, R} \right), \]  

(3.68)

where \( g^{(h)}_{\sigma, \omega} \) is the analogous of the elements appearing in (3.59) if we replace \( \chi_{i,r}(k) \rightarrow f_h(k) \). Of course, we can introduce the quasi-particles fields analogously to what we did in the infrared case (3.61):

\[ \psi^{(h)}_{\sigma, \omega, x} = \sum_{\omega = \pm} \sum_{\sigma \in \{P, R\}} e^{\mp i\omega p_F x} \psi^{(h)}_{\sigma, \omega, x}, \]  

(3.69)

contracting with the Feynman contraction rule

\[ \langle \psi^{(h),-}_{\sigma, \omega, x} \psi^{(h),+}_{\sigma', \omega', y} \rangle = g^{(h)}_{\sigma, \omega}(x, y) \delta_{\sigma, \sigma'} \left( \delta_{\omega, \omega'} \delta_{\sigma, P} + \delta_{\omega, -\omega'} \delta_{\sigma, R} \right). \]  

(3.70)

Finally, it is useful to decompose:

\[ g^{(\leq h)}(x, y) = \sum_{j \leq h} g^{(j)}(x, y), \]  

(3.71)

\[ g^{(\leq h)}_{\sigma, \omega}(x, y) = \sum_{j \leq h} g^{(j)}_{\sigma, \omega}(x, y). \]  

(3.72)

**Remark 3.8.** When we switch from the original representation in terms of the Grassmann variables \( \{\psi^\pm\} \) to the quasi-particles representation in terms of \( \{\psi^{(h)}_{\sigma, \omega}\} \), we break the Dirichlet boundary conditions: indeed the only information we get from (3.1), knowing that \( \psi^\pm(0, x_0) = \psi^\pm(L+1, x_0) = 0 \ \forall x_0 \in [0, \beta) \) is

\[ \sum_{\omega} \sum_{\sigma} \psi^{(h)}_{\sigma, \omega}(0, x_0) = 0, \]

\[ \sum_{\omega} \sum_{\sigma} e^{\mp i p_F \omega(L+1)} \psi^{(h)}_{\sigma, \omega}(L+1, x_0) = 0. \]  

(3.73)
3.2.3 Properties of single-scale free propagators

Estimates The multiscale analysis involves the norms of the single scale propagators \( g^{(h)} \), so it is useful to note that, in the case of \( g^{(h)}_{2(L+1), \omega} \) we can directly apply the result of Lemma (2.5) that we recall here:

\[
|g^{(h)}_{2(L+1), \omega}(x)| \leq \gamma^h \frac{C_N}{1 + (\gamma^h |x|)^N}, \quad \forall N \in \mathbb{N}.
\]  

(3.74)

In subsection (3.2.2) we showed how, at each scale \( h \), we can rewrite

\[
g^{(h)}(x, y) = \sum_{\omega \in \{-1, 1\}} \left[ e^{-i\omega(x-y)} g^{(h)}_{P, \omega}(x, y) + e^{-i\omega(x+y)} g^{(h)}_{R, \omega}(x, y) \right]
\]

(3.75)

where \( g^{(h)}_{P, \omega} \) and \( g^{(h)}_{R, \omega} \) are defined in terms of \( g^{(h)}_{2(L+1), \omega} \) so, again \( \forall N \in \mathbb{N} \), we can estimate,

\[
\begin{cases}
|g^{(h)}_{P, \omega}(x - y, x_0 - y_0)| \leq \gamma^h \frac{C_N}{1 + (\gamma^h |x - y|)^N}, \\
|g^{(h)}_{R, \omega}(x + y, x_0 - y_0)| \leq \gamma^h \frac{C_N}{1 + (\gamma^h |x + y|)^N}.
\end{cases}
\]

(3.76)

Corollary 3. Thanks to (3.76), we can bound the norms \( || \cdot \||_{\infty} \) and \( || \cdot ||_1 \) of the quasi particles propagators \( \{g^{(h)}_{\sigma, \omega}\}_{\sigma \in \{P, R\}} \) as

\[
\begin{align*}
||g^{(h)}_{P, \omega}||_{\infty} &:= \sup_{x, y} |g^{(h)}_{P, \omega}(x, y)| \leq C \gamma^h, \\
||g^{(h)}_{R, \omega}||_{\infty} &:= \sup_{x, y} |g^{(h)}_{R, \omega}(x, y)| \leq C \gamma^h,
\end{align*}
\]

(3.77)

\[
\begin{align*}
||g^{(h)}_{P, \omega}||_1 &:= \frac{1}{2(L + 1)^{\beta}} \int dx dy |g^{(h)}_{P, \omega}(x, y)| \leq C \gamma^{-h}, \\
||g^{(h)}_{R, \omega}||_1 &:= \frac{1}{2(L + 1)^{\beta}} \int dx dy |g^{(h)}_{R, \omega}(x, y)| \leq C \gamma^{h_L - h} \gamma^{-h},
\end{align*}
\]

(3.78)

(3.79)

(3.80)

where \( h_L := [\log \gamma \frac{1}{L + 1}] \), i.e. \( \gamma^{h_L} \sim \frac{1}{L + 1} \) and \( C > 0 \).

In light of that, we can define, for each \( N = 1, 2, \ldots \), a function that will be useful in the following

\[
\rho^{(N)}_h(x) = \sup_{y \in \Lambda, x_0, y_0 \in [0, \beta]} \frac{C_N}{1 + \gamma^h |(x + y, x_0 - y_0)|^N} \leq \frac{C_N}{(1 + \gamma^h d_L(x))^N},
\]

(3.81)

where \( d_L(x) = \min x \in \Lambda \{|x|, |x - L|\} \), so that it holds

\[
|g^{(h)}_{R, \omega}(x, y)| \leq ||g^{(h)}||_{\infty} \rho^{(N)}_h(x).
\]

(3.82)

From now on, with a slight abuse of notation, we will denote

\[
\frac{1}{(1 + \gamma^h d_L(x))} := \frac{1}{(1 + \gamma^h |x|)}.
\]

Remark 3.9. We will say that the dimensional gain \( \gamma^{h_L - h} \) (scale jump) we have in (3.80) with respect to (3.79) and (2.90) is due to the "anchorage property": the propagator \( g^{(h)}_{R, \omega} \) does not depend on the distance of the arguments, so we can perform both the integrals over the positions using the decay properties of the propagator, without getting a volume factor.
Gram representation The propagator $g^{(h)}_{P}(x-y)$ has already been studied in the previous chapter, but we have to check that also $g^{(h)}_{R}(x,y)$ admits a Gram representation.

**Lemma 3.3.** Gram estimate Let $M$ be a square matrix whose entries are $M_{ij} = \langle A_i, B_j \rangle$ where $A_i$ and $B_j$ are vectors in a Hilbert space with scalar product $\langle \cdot, \cdot \rangle$, then

$$|\det M| \leq \prod_i ||A_i|| ||B_j|| \quad (3.83)$$

where $|| \cdot ||$ is the norm induced by the scalar product.

We do not prove this lemma, and we refer to [GM01], Theorem A.1.

### 3.3 Non-renormalized expansion and properties of kernels

By combining the multiscale expansion of the free propagator and the properties of the Grassmann integration, our goal is to compute

$$e^{-\beta|\Lambda|f_{\Lambda,\beta}} = \int P(d\psi^{(\leq h)}) \int P(d\psi^{(h+1)}) \int P(d\psi^{(h+2)}) \ldots \int P(d\psi^{(0)}) e^{-V_0(\psi^{(0)} + \psi^{(\leq h)})} = e^{-\beta|\Lambda|f_{\Lambda}} \int P(d\psi^{(\leq h)}) e^{V(h)(\psi^{(\leq h)})} \quad (3.84)$$

where the Grassmann integration is

$$P(d\psi^{(\leq h)}) = \prod_{\sigma \in \{P,R\}} \prod_{\omega = \pm} (\psi^{(\leq h)}_{\sigma,\omega})^{-1} \exp \left[ -\sum_{\sigma \in \{P,R\}} \sum_{\omega = \pm} (x) \frac{1}{\psi^{(\leq h)}_{\sigma,\omega}} (x, y) \right]$$

and the effective potentials can be written as:

$$V^{(h)}(\psi^{\leq h}) = \sum_{n=1}^{\infty} \int dx_1 \ldots dx_{2n} \left( \prod_{j=1}^{\infty} \psi^{(\leq h)}_{x_{2j-1}, x_{2j}} \right) W^{(h)}_{2n}(x_1, \ldots, x_{2n}) \quad (3.86)$$

where the integrals has to be interpreted as

$$\int dx = \int_{[0,\beta)} dx_0 \sum_{x \in \Lambda}$$

From now on, each integral has to be interpreted in this way.

**Remark 3.10.** From corollary (3) we recognize that, while in norm-$\infty$ there is no difference between translation invariant propagators $g^{(h)}_{P,\omega}$ and the non translation invariant ones $g^{(h)}_{R,\omega}$, in particular, there is no difference between the dimensional bound $||g^{(h)}_{P,\omega}||_\infty$ (which scales as the translation
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invariant one $\|g^{(h)}_\omega\|_\infty$ and $\|g^{(h)}_{R,\omega}\|_\infty$, by comparing the $\|\cdot\|_1$ norms we recognize that $\|g^{(h)}_{R,\omega}\|_1$ has a scale gain $\gamma^{h-L-h}$ with respect to $\|g^{(h)}_{P,\omega}\|_1$, which scales as the translation invariant one $\|g^{(h)}_\omega\|$. Looking at the measure (3.85) associated with a propagator labeled by two indices and using the addition principle (2.38) we recognize that, in constructing the trees, we have to assign to each half-line a further label $\sigma \in \{P, R\}$.

Non-renormalized expansion Taking into account what we have pointed out in remarks (3.10), it is trivial to claim that the theorem (2.2) holds also in the framework described by the Hamiltonian $H$, where $\epsilon = \max\{|\nu|, |\lambda|, |\varpi|\}$. Indeed, it is enough to notice that:

- we can roughly localize the non-local endpoints:
  $$\int dy |\pi(x, y)| \leq \frac{C_\theta}{1 + |x|^\theta} \leq C_\theta, \quad \forall \ 0 < \theta \leq 1,$$
  and consider the $\varpi$-type endpoints as $\nu$-type endpoints, where just the associated constant changes ($\varpi$ instead of $\nu$).

- after remark (3.10), it is clear that the dominant part of the propagators (as expected) is the translation-invariant one scaling, in the sense of the norms $\|\cdot\|_\infty$ and $\|\cdot\|_1$, as the translation invariant propagator the dimensional analysis of section (2.3) is based on. So, in order to get the dimensional estimate for non-renormalized kernels as in theorem (2.2), we can roughly consider each propagator as a $g^{(h)}_{P,\omega}$ one. This choice corresponds to estimate only the dominant part (the part which survives when $\beta, L \to \infty$). Obviously, being interested in the finite size correction to the specific free energy and the Schwinger functions, it will be necessary to consider in a more sophisticated way the off-diagonal propagators, as it will be clear in the renormalization procedure, in which we will be forced to take into account the $x$-dependence of propagators.

After these two simplifications, we can retrace the proof of Theorem (2.2), after having redefined $\epsilon = \max\{|\nu|, |\lambda|, |\varpi|\}$, and get exactly the same bounds. Consequently, we have exactly the same a priori classification of the clusters into marginal, relevant and irrelevant ones. So again, in order to express the specific free energy and the Schwinger functions as convergent series we have to expand in a different way the kernels with two and four external legs, indentifying properly the source of troubles. We stress that we cannot use as a black box the machinery we set up in the previous chapter (2) because of the localization procedure is crucially based on the translation invariance of the system.

3.3.1 Properties of the kernels

First of all, let us stress that we can rewrite the non-renormalized effective potential (3.86) using (3.69):

$$V^{(h)}(\psi^{(\leq h)}) = \sum_{n=1}^{\infty} \sum_\omega \sum_\sigma \int x_1 \ldots x_{2n} \cdot \prod_{j=1}^{n} \psi^{(\leq h)}_{\omega_{2j-1}, \sigma_{2j-1}, x_{2j-1}} \psi^{(\leq h)}_{\omega_{2j}, \sigma_{2j}, x_{2j}} e^{-ip_F(\omega_{2j-1} x_{2j-1} - \omega_{2j} x_{2j})} W^{(h)}_{2n}(x_1, \ldots, x_{2n}),$$

(3.87)
where $\omega = \{\omega_1, \ldots, \omega_{2n}\}$, $\sigma = \{\sigma_1, \ldots, \sigma_{2n}\}$.

**Remark 3.11.** By construction the kernels are independent of the external configuration of $\omega$ and $\sigma$. The only thing that could break this structure is the renormalization and localization procedure, so we will take care of proving that in fact it is not the case.

**Boundary conditions not-invariant under RG integration**

**Proposition 2.** The Dirichlet boundary conditions are not invariant under a single renormalization group step, meaning that $W_2^{(h)}(x, y)$ in (3.87) is not diagonal in the sine Fourier base, i.e.:

$$W_2^{(h)}(x, y) = \left[ \frac{2}{\beta(L + 1)} \right]^2 \sum_{k_1, k_2 \in \mathcal{D}_{d, \Lambda, \beta}} e^{i(k_1 x_0 - k_2 y_0)} \sin(k_1 x) \sin(k_2 y) \hat{W}(k_1, k_2) \delta_{k_1, k_2}$$

where $\hat{W}(k_1, k_2) \neq 0$ for some suitable $k_1, k_2$, and we used the notation $k_1 = (k_1, k_1_0)$ and $k_2 = (k_2, k_2_0)$.

Of course it is enough to show a counter-example: in fact the first order non-local tadpole (see Figure (3.3), the graph on the right) already breaks the diagonal form. We construct in full detail the counter-example in Appendix (D).

**Remark 3.12.** This deep difference with respect to the translation invariant theory we studied in Chapter (2) underlines a technical problem. We know that there exists a Fourier base such that the free propagator can be written in a diagonal form (3.17). This allows us to define the single scale propagators in a very natural way by rewriting the two dimensional space $\mathcal{D}_{d, \Lambda, \beta}$ as union of annuli of radii $\gamma^h$ and $\gamma^{h-1}$, exactly in the same conceptual way we followed in the translation invariant case (2.61).

The novelty comes when we try to dress the theory: the previous Proposition (2) tells us that we cannot trivially extend this localization procedure to the case we are dealing with in this chapter:

- in the translation invariant case, the $\delta(\cdot)$ function in the definition (2.78) guarantees that the entering and exiting fields $\{\hat{\psi}_{\leq h}^{(\pm)}\}$ carry the same momentum so, in particular, live at the same scale $h$. The renormalization process preserves this structure, so in the dressing procedure (see Subsection (2.4.2)) we move the first-order localized term from the interaction to the Grassman integration in a trivial way, because it has the same property of the covariance and there is no ambiguity about the momentum and the scale splitting;

- in the case we are treating in this chapter, on the one hand the free propagator, so the covariance of the Gaussian Grassman integration, is diagonal in $k$, and consequently we can rewrite
it via a trivial scale decomposition, as in fact we have done; on the other hand the quadratic term we would like (by analogy with the already known case) to move from the interaction to the measure, is not diagonal in $k$ space so there is not a well defined notion of scale comparable with the notion we used for the propagator.

### 3.4 Renormalization Group

The idea we are led by is the same as the previous Chapter (2): so far we have expanded the quantities we are interested in using a trivial cluster expansion, which does not conclude the analysis because of the divergences that arise when we perform the sum, over all the possible trees, of the marginal and relevant contributions, corresponding respectively to the quartic and quadratic diagrams in the expansion. The trick will be to change a bit our point of view on this expansion. We will use the results we obtained as a black box for the dominant theory, and some new ideas will be introduced in order to deal with the technical problems arising from the presence of the boundary. The strategy we will follow is the following:

- in order to use the dimensional bounds we showed in Corollary (3), we rewrite each propagator as the combination of four quasi-particles propagators as in (3.68). This means that, in Gallavotti-Nicolo’s trees, the field labels $f$ are associated with $\{x(f), \epsilon(f), \omega(f), \sigma(f)\}$, where $x, \epsilon$ and $\omega$ are the same labels we introduced in the previous chapter, while $\sigma(f) \in \{P, R\}$,

- we will rewrite the quartic terms as the sum of the bulk quartic terms (i.e. the translation invariant ones we introduced in the previous chapter (2)), consisting of the clusters containing only $P$-type propagators integrated over a properly extended domain in order to get the right quantities, and a remainder, consisting of clusters containing at least either one $R$-labeled propagator or a $\omega$-type endpoint.

We will show that the presence of the $R$-labeled propagators makes the quartic clusters irrelevant, so we do not need to renormalize them. So the study of the running coupling constant associated to the quartic term $\lambda_h$ will be exactly the same of the translation invariant part;

- we apply the same idea to the quadratic term, but we discover a more complicated situation:

  - by construction, the bulk quadratic term will be treated as in the previous chapter: we will split it in an order zero localized term that will be compensated by a properly chosen constant counterterm $\nu$, and an order one localized term we will dress the propagator with,

  - by a more sophisticated dimensional analysis, we will show that the remainder part of the quadratic terms is marginal (not relevant) so, differently from the quartic term case, it is still necessary to perform an order zero localization. At this point the boundary shows its effects: since the kernels are not translation invariant (Propostion (2)), the localization process gives rise to a running coupling function instead of a running coupling constant. The role played by the counterterm $N$ is to compensate, step by step, these marginal non-local terms.

We want to look at the localization operator as the composition of two localization operators: the one extracting the bulk contribution, the other extracting the dominant contributions to the Taylor expansion, as we did in the previous chapter. In particular:
• we want to keep as reference a theory with Dirichlet boundary conditions, so we want to extract from the quadratic terms the contribution that can be written as

\[ W^{d(h)}(x, y) = \frac{2}{\beta(L+1)} \sum_{k \in D^{d}_{A,B}} e^{-ik(x_0-y_0)} \sin(kx) \sin(ky) \tilde{W}^{d(h)}(k), \]

for some \( \tilde{W}^{d(h)} \) we will define in the next section.

• since, as it will be clear a posteriori, the boundary corrections to the quartic term are irrelevant, we want to extract from the quartic kernel

\[ \tilde{W}_4^{(h)}(x_1, x_2, x_3, x_4) = \tilde{W}_4^{(h)}(x_1 - x_4, x_2 - x_4, x_3 - x_4), \]

which is \( 2(L+1) \) periodic in the space-direction of all the variables.

### 3.4.1 Preliminary localization: \( \mathcal{L}_{B} \)

Let us first define the localization operator extracting the bulk terms \( \mathcal{L}_{B} \) and the renormalization operator \( \mathcal{R}_{B} \), where \( B \) stays for bulk, and then explain how they operate on the trees.

• if \( 2n = 2 \)

\[
\begin{align*}
\mathcal{L}_{B} W_2^{(h)}(x, y) & := W_2^{d(h)}(x, y), \tag{3.89} \\
\mathcal{R}_{B} W_2^{(h)}(x, y) & := V_2^{(h)}(x, y), \tag{3.90}
\end{align*}
\]

where \( W_2^{d(h)}(x, y) \) can be written as

\[
W_2^{d(h)}(x, y) = \frac{2}{\beta(L+1)} \sum_{k \in D^{d}_{A,B}} e^{-ik(x_0-y_0)} \sin(kx) \sin(ky) \tilde{W}_2^{d(h)}(k), \tag{3.91}
\]

for a suitable \( \tilde{W}_2^{d(h)}(·) \) that we will explicitly build up in the next paragraph, while

\[ \mathcal{R}_{B} W_2^{(h)} = W_2^{(h)}(x, y) = W_2^{(h)}(x, y) - W_2^{d(h)}(x, y) \]

contains, in its cluster representation, at least one non-translation invariant graph element, i.e. either a remainder propagator \( g_R^{(k)}(x, y), k \geq h \), or a \( \omega \)-type endpoint.

• if \( 2n = 4 \),

\[
\begin{align*}
\mathcal{L}_{B} W_4^{(h)}(x_1, x_2, x_3, x_4) & := \tilde{W}_4^{(h)}(x_1 - x_4, x_2 - x_4, x_3 - x_4), \tag{3.92} \\
\mathcal{R}_{B} W_4^{(h)}(x_1, x_2, x_3, x_4) & := W_4^{(h)}(x_1, x_2, x_3, x_4), \tag{3.93}
\end{align*}
\]

while \( \mathcal{R}_{B} W_4^{(h)} = W_4^{(h)}(x_1, x_2, x_3, x_4) = W_4^{(h)}(x_1, x_2, x_3, x_4) - \tilde{W}_4^{(h)}(x_1, x_2, x_3, x_4) \) contains, in its cluster representation, at least one non-translation invariant graph element, i.e. either a remainder propagator \( g_R^{(k)}(x, y), k \geq h \), or a \( \omega \)-type endpoint.
Rigorous definition of $L_B$ Let us recall that

$$g^{(h)}(x, y) = g_p^{(h)}(x - y) + g_R^{(h)}(x, y),$$

where $g_p(x - y)$ is $2(L + 1)$-periodic in the real-space direction. Besides, we stress that

$$g_p^{(h)}((x, x_0), (y, y_0)) = -g_R^{(h)}((x, x_0), (y, y_0)) = -g_R^{(h)}((x, x_0), (-y, y_0)). \quad (3.94)$$

**Quadratic terms** Let us first write down a complete decomposition of $W_2^{(h)}$, that we are going to comment term by term in the following:

$$W_2^{(h)}(x, y) = W_2^{diff(h)}(x, y) + \left( W_2^{(h)}(x, y) - W_2^{diff(h)}(x, y) \right) = \tilde{W}_2^{(h)}(x - y) + \left( W_2^{(h)}(x, y) - W_2^{diff(h)}(x, y) \right) + \left( W_2^{diff(h)}(x, y) - \tilde{W}_2^{(h)}(x - y) \right) = W_2^{diff(h)}(x, y) + \left( W_2^{(h)}(x, y) - W_2^{diff(h)}(x, y) \right) + \left( W_2^{diff(h)}(x, y) - \tilde{W}_2^{(h)}(x - y) \right) + W_2^{(h)}(x + y, x_0 - y_0), \quad (3.95)$$

where

- $W_2^{diff(h)}(x, y)$ is defined as the kernel associated to the sum of all those trees such that there are no $\varpi$-type endpoints and $\sigma(f) = P$ for each $f \in \bigcup_{v \in V_j(r)} I_v$. This implies, by construction, that

$$\left( W_2^{(h)}(x, y) - W_2^{diff(h)}(x, y) \right)$$

is associated with the trees such that there are at least either two field labels associated with $\sigma(f) = R$ or a $\varpi$-type endpoint and, using Lemma (C.1), it can be rewritten using the determinant expansion we introduced in order to overcome the combinatorial problem. We anticipate, and it will be discussed later, that there might be the case in which there is no remainder propagator associated with any $\ell \in T$, but the remainder propagators belong only to the matrix $G^{h,v,T_v}$. Recall that $g_p^{(h)}$ is $2(L + 1)$-periodic in the space direction, while the integrals over the inner points of the cluster are performed on $\Lambda$. So, in order to get a translation invariant $2(L + 1)$ periodic function, we have to extend in a proper way the integration domain for any inner point $z_i$

$$\sum_{z_i \in \Lambda} \rightarrow \sum_{z_i = -L - 1}^L .$$

- $\tilde{W}_2^{(h)}(x - y)$ is obtained starting from $W^{diff(h)}$ in the following way:

1. let $\{x, z_1, \ldots, z_n, y\}$ be the space-time variables associated with the endpoints of the tree related to $W^{diff(h)}$. 

$\tilde{W}_2^{(h)}(x - y)$ is $2(L + 1)$-periodic in the space direction.
Remark 3.13. We introduce a notation that will make the proof of the main theorem more readable:

\[ \mathcal{R}_B = \mathcal{R}_B^{(1)} + \mathcal{R}_B^{(2)} \]

2. keeping fixed the endpoints associated with \( x \) and \( y \), for each possible unordered (i.e. the order of the elements does not play any role) \( k \)-tuple, \( 1 \leq k \leq n \), of endpoints we perform the following operation on the position labels:

\[ \{(z_{i_1}, z_{i_{10}}); \ldots; (z_{i_k}, z_{i_{k0}})\} \rightarrow \{(-z_{i_1}, z_{i_{10}}); \ldots; (-z_{i_k}, z_{i_{k0}})\}, \quad \forall \ 1 \leq k \leq n, \]

3. if we add all the \((x, y)\)-depending kernels associated with the trees obtained in the previous point to \( W^{\text{diff}(h)}(x, y) \), we obtain \( \tilde{W}_2^{(h)}(x, y) = W_2^{(h)}(x - y) \) that, by construction, is a \( 2(L + 1) \) periodic function, in the space direction, depending on the difference of its arguments.

By construction, and thanks to the symmetry (3.94), \( \tilde{W}_2^{(h)}(x - y) - W_2^{\text{diff}(h)}(x, y) \) contains at least a remainder propagator \( g_R(z_1, z_j) \).

- \( \tilde{W}_2^{(h)}(x + y, x_0 - y_0) \) is simply obtained changing \((y, y_0) \rightarrow (-y, y_0)\) in all the trees involved in the previous step, so also \( \tilde{W}_2^{(h)}(x + y, x_0 - y_0) \) contains at least a remainder propagator.

So, by a straightforward calculation analogous to what we showed in the proof of Lemma (3.1), we obtain that

\[
W_2^{d(h)}(x, y) := \tilde{W}_2^{(h)}(x - y) - \tilde{W}_2^{(h)}(x + y; x_0 - y_0) = \frac{2}{\beta(L + 1)} \sum_{k \in \mathcal{D}_{\text{diff}}} e^{-ik_0(x_0 - y_0)} \sin(kx) \sin(ky) \tilde{W}_2^{d(h)}(k),
\]

thanks to the same argument we used in Lemma (3.1).

Quartic term Since the manipulations of the tree are basically the same as in the quadratic case, let us underline only the differences:

- now there are four external points to be kept fixed: \((x_1, x_2, x_3, x_4)\),

- we can analogously define \( W_4^{\text{diff}(h)} \) as the sum of all the trees such that there are no \( \infty \)-type endpoints and such that \( \sigma(f) = P \) for all the field labels \( f \in \bigcup_{v \in V_j(T)} f_v \).

- we can define \( \tilde{W}_4^{(h)} \) following the same procedure over the endpoints as before, so that

\[
\tilde{W}_4^{(h)}(x_1, x_2, x_3, x_4) = \tilde{W}_4^{(h)}(x_1 - x_4, x_2 - x_4, x_3 - x_4) + \left( W^{\text{diff}(h)}(x_1, x_2, x_3, x_4) - \tilde{W}_4^{(h)}(x_1 - x_4, x_2 - x_4, x_3 - x_4) \right) + \left( W_4^{(h)}(x_1, x_2, x_3, x_4) - W^{\text{diff}(h)}(x_1, x_2, x_3, x_4) \right).
\]

Remark 3.13. We introduce a notation that will make the proof of the main theorem more readable:
acting as follows:
\[
\begin{align*}
\mathcal{R}_B^{(1)} W_2^{(h)} (x, y) &= W_2^{(h)} (x, y) - W_2^{diff(h)} (x, y), \\
\mathcal{R}_B^{(2)} W_2^{(h)} (x, y) &= W_2^{diff(h)} (x, y) - \bar{W}_2^{(h)} (x + y, x_0 - y_0), \\
\mathcal{R}_B^{(1)} W_4^{(h)} (x_1, x_2, x_3, x_4) &= W_4^{(h)} (x_1, x_2, x_3, x_4) - W_4^{diff(h)} (x_1, x_2, x_3, x_4), \\
\mathcal{R}_B^{(2)} W_4^{(h)} (x_1, x_2, x_3, x_4) &= W_4^{diff(h)} (x_1, x_2, x_3, x_4) - \bar{W}_4^{(h)} (x_1, x_2, x_3, x_4).
\end{align*}
\] (3.99)

Furthermore, we underline that

1. the operator \( \mathcal{R}_B^{(1)} \) simply selects the trees such that at least
   - either two \( f \in I_{\psi_0} \) are associated with \( \sigma(f) = R \),
   - or an endpoint is a \( \varpi \)-type endpoint,

   but it does not modify anything of the tree,

2. the operator \( \mathcal{R}_B^{(2)} \) operates on the trees that do not contain neither field labels \( f \in I_{\psi_0} \) associated with \( \sigma(f) = R \) nor \( \varpi \)-type end points, and modifies the coordinates-labels of the tree.

### 3.4.2 Definition of localization

**\( \mathcal{L}_\tau \) and \( \tilde{\mathcal{L}}_\tau \) localization operators**

Let us recall that
\[
\begin{align*}
\mathcal{L}_B W_2^{(h)} (x, y) &= W_2^{d(h)} (x, y), \\
\mathcal{R}_B W_2^{(h)} (x, y) &= \mathcal{W}_2^{(h)} (x, y), \\
\mathcal{L}_B W_4^{(h)} (x_1, x_2, x_3, x_4) &= W_4^{(h)} (x_1 - x_4, x_2 - x_4, x_3 - x_4), \\
\mathcal{R}_B W_4^{(h)} (x_1, x_2, x_3, x_4) &= \mathcal{W}_4^{(h)} (x_1, x_2, x_3, x_4),
\end{align*}
\]

where we recall that \( W_2^{d(h)} \) is diagonal in the Dirichlet basis and \( \mathcal{W}_4^{(h)} \) is translation invariant and \( 2(L + 1) \times \beta \)-periodic. Plugging these decompositions in the expression of the effective potential,
\[
\psi^{(h)} (\psi^{(h)}) = \int dx dy \psi^{(h)} \psi^{(h)} - W_2^{(h)} (x, y) + \int dx dy \psi^{(h)} \psi^{(h)} - \mathcal{W}_2^{(h)} (x, y) + \int dx_1 \ldots dx_4 \psi^{(h)} \psi^{(h)} - \mathcal{W}_4^{(h)} (x_1 - x_4, x_2 - x_4, x_3 - x_4) + (3.100)
\]

Let us recall that,
\[
\mathcal{L}_B W_2^{(h)} (x, y) = W_2^{d(h)} (x, y) = \frac{2}{\beta (L + 1)} \sum_{k \in T_2^{\lambda, \delta}} e^{ikx_0 \psi_0 \theta} \sin(kx) \sin(ky) \mathcal{W}_2^{d(h)} (k), \quad (3.101)
\]
that implies that the quadratic term can be rewritten in momentum representation as

$$
\int \! \! dx dy \psi_x^{(\leq h)} + \psi_y^{(\leq h)} - W^{(h)}_2(x, y) = \frac{2}{\beta(L + 1)} \sum_{k \in D_{\Lambda, \beta}^d} \hat{\psi}_k^{(\leq h)} + \hat{\psi}_k^{(\leq h)} - W^{(h)}_2(k).
$$

(3.102)

It is worth noting that, by writing this quadratic term in this diagonal form, we overcome the quasi-particles definition issue we pointed out in Remark (3.1): indeed we know that in the original dual space $D_{\Lambda, \beta}^d$ there is only one Fermi point $p_F = (p_F, 0)$, so we can perform the change of variable $k = k' + p_F$ and rewrite the latter expression as

$$
\frac{2}{\beta(L + 1)} \sum_{k' \in D_{\Lambda, \beta}^d} \hat{\psi}_{k' + p_F}^{(\leq h)} + \hat{\psi}_{k' + p_F}^{(\leq h)} - W^{(h)}_2(k' + p_F).
$$

(3.103)

Of course this expression suggests us a natural way to localize directly in the momentum-space by Taylor expanding the kernel around the Fermi point $p_F$, analogously to what we have done in (2.109).

As we have done in the previous Chapter (2), in sake of simplicity we give here the definition of Localization at infinite volume, and we refer to Appendix (E) to the rigorous definitions that take into account the finite volume corrections.

- **Case $2n = 2$, kernel $W^{(h)}_2 = \mathcal{L}_B W^{(h)}_2$** As we already commented, formulae (3.102) and (3.103) allow us to localize proceeding by analogy with the translation invariant case, defining a localization procedure directly in the dual space:

$$
\mathcal{L}_T \left[ \mathcal{L}_B \left( \int \! \!dx dy \psi_x^{(\leq h)} + \psi_y^{(\leq h)} - W^{(h)}_2(x, y) \right) \right] =
$$

$$
= \frac{2}{\beta(L + 1)} \sum_{k' \in D_{\Lambda, \beta}^d} \hat{\psi}_{k' + p_F}^{(\leq h)} + \hat{\psi}_{k' + p_F}^{(\leq h)} - W^{(h)}_2(k' + p_F) = \frac{2}{\beta(L + 1)} \sum_{k' \in D_{\Lambda, \beta}^d} \hat{\psi}_{k' + p_F}^{(\leq h)} + \hat{\psi}_{k' + p_F}^{(\leq h)} - W^{(h)}_2(k' + p_F)
$$

(3.104)

where we stress once more that this localization definition is independent of the quasi-particles.

- **Case $2n = 2$, kernel $W^{(h)}_2 = \mathcal{R}_B W^{(h)}_2$** Because of the non-diagonality of the kernel $W^{(h)}_2$, there is no advantage in defining a localization procedure in $k$ space, so we work directly in the real spacetime:

$$
\tilde{\mathcal{L}}_T \mathcal{L}_B \left( \int \! \!dx dy \psi_x^{(\leq h)} + \psi_y^{(\leq h)} - W^{(h)}_2(x, y) \right) = \tilde{\mathcal{L}}_T \int \! \!dx dy \psi_x^{(\leq h)} + \psi_y^{(\leq h)} - W^{(h)}_2(x, y) = \int \! \!dx dy \psi_x^{(\leq h)} + \psi_y^{(\leq h)} - W^{(h)}_2(x, y).
$$

(3.105)

We used the symbol $\hat{\psi}$ to stress the fact that $\tilde{\mathcal{L}}_T$ operates only on the time variables.
Remark 3.14. As we commented in Remark (3.13), the operator $\mathcal{R}_B^{(1)}$ does not modify the trees, so it holds

$$\tilde{\mathcal{R}}_T \mathcal{R}_B^{(1)} = \mathcal{R}_B^{(1)} \tilde{\mathcal{R}}_T.$$ 

On the other hand, also the operator $\tilde{\mathcal{R}}_T$ commutes with $\mathcal{R}_B^{(2)}$ since the first one acts on the time-component of the coordinates, while the second one acts on the space-component, so

$$\tilde{\mathcal{R}}_T \mathcal{R}_B^{(2)} = \mathcal{R}_B^{(2)} \tilde{\mathcal{R}}_T.$$
The local part of the effective potential at scale \( h \) is
\[
\mathcal{L} \psi(h) = \gamma^h \mathcal{L} \psi^{(h)} + \gamma^h \left( \pi_h \star F^{(h)} \right) + z_h F^{(h)} + a_h F^{(h)} + l_h F^{(h)}.
\]
where
\[
F^{(h)} = \frac{2}{\beta(L+1)} \sum_{k' \in D_{A,\beta}^{d}} \psi_{k'}^{(h)} + \psi_{-k'}^{(h)} - \psi_{k'}^{(h)} - \psi_{-k'}^{(h)}
\]
\[
\pi_h \star F^{(h)} = \int dx \int dy \psi^{(h)}(x,y)\psi^{(h)}|_{y_0=x_0} \pi_h(x,y)
\]
\[
F^{(h)} = \frac{2}{\beta(L+1)} \sum_{k' \in D_{A,\beta}^{d}} v_k \psi_{k'}^{(h)} + \psi_{-k'}^{(h)}
\]
where \( v_k = \sin \frac{1}{2} p F \).

While the constants \( (n_h, z_h, a_h, l_h) \) behave as the analogous quantities appearing in (2.111), so we will call them the (non-rescaled) bulk running coupling constants, the novelty is the function \( \pi_h(x,y) \), due to the boundary effects, defined as
\[
\gamma^h \pi_h(x,y) := \int_{[0,\beta]} dy \mathcal{W}_2^{(h)}(x,y; x_0 - y_0).
\]

Remark 3.15. We point out once more that we define the linear operator \( \mathcal{L} \) to rewrite \( \psi^{(h)}(\psi^{(h)}) = \mathcal{L} \psi^{(h)} + (1 - \mathcal{L}) \psi^{(h)} \) in such a way that the term \( (1 - \mathcal{L}) \psi^{(h)} \) is irrelevant: in defining \( \pi_h(x,y) \), we have choosen to localize only in the time variable, while we could have choosen a localization consisting in a combination of zeroth order localization both in space and in time: since, in order to prove the theorem, this reduces to an aesthetic choice, we prefer the definition we defined in order to drop the dependence on quasi-particle labels, and to have, scale by scale, the term \( \pi_h \star F^{d(\leq h)} \) having formally the same shape as \( N \).

### 3.4.3 Scale h integration and dressed theory

Let us comment the terms which the local part consists of:

- \( l_h F^{(\leq h)} \) reproduces, on scale \( h \), the initial two points interaction with a different interaction potential, which effectively behaves as bulk potential, being the same we found in the translation invariant setting;

- \( n_h F^{(\leq h)} \) reproduces the counterterm operator of the initial \( \mathcal{V}(\psi) \), where the constant value \( \nu \) is replaced by \( n_h \).
• the sum of $a_h F^{(\leq h)}_\alpha$ and $z_h F^{(\leq h)}_\xi$ has the same shape, up to $O(k^2)$ terms, as
  \[
  \left( \hat{g}^{(h)}(k' + p_F) \right)^{-1} = (-i k_0 + (1 - \cos k') \cos p_F + v_0 \sin k') f^{-1}_h(k') =
  = (-i k_0 + v_0 k' + (1 - \cos k') \cos p_F + v_0(\sin k' - k')) f^{-1}_h(k') =:
  =: (-i k_0 + v_0 k' + t_h(k')) f^{-1}_h(k'),
  \]
  with constants $a_h$ and $z_h$ replacing 1, and where we called $t_h(k')$ the $O(k'^2)$ term (even though the subscript $h$ does not play any rule at the moment, it is anyway a convenient notation for what we will do in the next steps).

• the term $\pi_h F^{(\leq h)}_\omega$ deserves some deeper comment. Indeed, its role is the same role played by the counterterm $\int_{[0,\beta]} dx_0 \sum_{x \in \Lambda} \int_{[0,\beta]} dy_0 \sum_{y \in \Lambda} \psi^{(\leq 0)}_x \psi^{(\leq 0)}_y \pi(x, y) \delta_{x_0,y_0},$ in the scale zero effective potential $V^{(0)}$. The reader may be surprised by the fact that we localized only in the time variable keeping track of a non-local counterterm, since a localization in real-space variables (analogous to what we defined in $F^{(\leq h)}_\nu$) not only would give us the right scale gain (i.e. an irrelevant remainder), but it would produce a local counterterm. However, one should recall that the real space localization has to be performed, in order to get the right scale gains, on the quasi-particle fields: so a priori, after a real-space localization, being the momentum no longer preserved, we would get four different running coupling functions $\{\pi_\omega, \pi_{\omega'}\}_{\omega, \omega' \in \{\pm\}}$. So, analogously to what we did in Remark (2.14), we should exploit some symmetry of the kernels to find out that actually these four functions originate from the same function: in fact it is not the case, as it can be checked at the lowest order (the tadpole Feynman graph), and the fact that these functions are different reflects obviously the fact that these kernels are non-local so, in order to compensate them, it is necessary to introduce a non-local counterterm. We refer to the next chapter for some heuristic discussion about how to deal with these terms.

Dressed theory

So, we can iteratively perform the integral
  \[
  \int P(d\psi^{(\leq h)}) e^{-V^{(h)}(\psi^{\leq h})},
  \]
by including, step by step, the terms (3.117) and (3.118) into the Gaussian Grassman measure, as follows.

Let us introduce a sequence of constants $\{Z_h\}_{h \leq 0}$, and $Z_0 = 1$, and let us define a function
  \[
  C_h(k')^{-1} = \sum_{j = h_L}^h f_j(k')
  \]
where, as already mentioned, $h_L$ is defined by $-\lfloor \log_2 L \rfloor = h_L$. Let us imagine that the Grassman variables $\psi^{(0)}, \ldots, \psi^{(h+1)}$ have been already integrated, so that we are left with
  \[
  \int P_{Z_h}(d\psi^{(\leq h)}) e^{-V^{(h)}(\sqrt{Z_h}\psi^{(\leq h)})},
  \]
where, up to a constant, the Gaussian Grassman measure is

\[
P_{Z_h} \left( d\psi^{(\leq h)} \right) = \left( \prod_{k' \in D_{X,\beta}^d} d\psi_{k',+}^{(\leq h)} + d\psi_{k',-}^{(\leq h)} \right)
\exp \left\{ -\frac{2}{\beta(L+1)} \sum_{k' \in D_{X,\beta}^d} C_h(k') Z_h \left[ -i k_0 + v_0 k' + t_h(k') \right] \psi_{k',+}^{(\leq h)} \psi_{k',-}^{(\leq h)} \right\}.
\]  

(3.122)

Now we recall that, in the previous subsection, we rewrote

\[
\mathcal{V}^{(h)} = \mathcal{L} \mathcal{V}^{(h)} + \mathcal{R} \mathcal{V}^{(h)},
\]

with \( \mathcal{R} := (1 - \mathcal{L}) \), and up to the linear coefficients, the linear combination \( a_h F^{(\leq h)}(\varpi) + z_h F^{(\leq h)}(\varpi) \) has the same structure as the linear part of the covariance the integration is associated with. So we move, after proper manipulation that are included in the following definitions, these to terms into the measure, leaving in the interaction the terms \( n_h F^{(\leq h)}(\nu) \) and \( \pi_h * F^{(\leq h)}(\omega) \), besides the (harmless) renormalized part \( \mathcal{R} \mathcal{V}^{(h)} \).

So, if \( \mathcal{N}_h \) is a suitable renormalization constant, we rewrite

\[
\int P_{Z_h} (d\psi^{(\leq h)}) e^{-\mathcal{V}^{(h)}(\sqrt{\mathcal{N}} \psi^{(\leq h)})} = \frac{1}{\mathcal{N}_h} \int \hat{P}_{Z_{h-1}} (d\psi^{(\leq h)}) e^{-\hat{\mathcal{V}}^{(h)}(\sqrt{\mathcal{N}} \psi^{(\leq h)})},
\]

(3.123)

with

\[
\hat{P}_{Z_{h-1}} \left( d\psi^{(\leq h)} \right) = \left( \prod_{k' \in D_{X,\beta}^d} d\psi_{k',+}^{(\leq h)} + d\psi_{k',-}^{(\leq h)} \right)
\exp \left\{ -\frac{2}{\beta(L+1)} \sum_{k' \in D_{X,\beta}^d} C_h(k') Z_{h-1}(k') \left[ -i k_0 + v_0 k' + \vartheta_h(k') \right] \psi_{k',+}^{(\leq h)} \psi_{k',-}^{(\leq h)} \right\},
\]

(3.124)

where:

\[
Z_{h-1}(k') = Z_h \left( 1 + C_h^{-1}(k') \right) z_h,
\]

\[
\hat{\mathcal{V}}^{(h)} = \mathcal{L} \hat{\mathcal{V}}^{(h)} + (1 - \mathcal{L}) \mathcal{V}^{(h)},
\]

\[
\hat{\mathcal{L}} \hat{\mathcal{V}}^{(h)} = \gamma \varpi_n F^{(\leq h)}(\nu) + \gamma \pi_h * F^{(\leq h)}(\omega) + (a_h - z_h) F^{(\leq h)}(\alpha) + t_h F^{(\leq h)}(\lambda).
\]

(3.125)

and \( \vartheta_h(k') \) is iteratively defined as follows

\[
\vartheta_h(k') = \begin{cases} 
t_0(k') & \text{if } h = 0, \\
\frac{Z_{h+1}}{Z_h(k')} \vartheta_{h+1}(k') & \text{if } h < 0.
\end{cases}
\]

(3.126)

Of course, in this way we dressed the whole infrared theory (i.e. the linear part of the whole propagator \( g^{(\leq h)} \)), so in order to perform the next single scale integration in the iterative procedure.
we have to define a single scale measure, meaning that, using the addition principle (2.38) and the change of the Gaussian Grassman integration measure (2.40) we have to rewrite the integral (3.123) as
\[
\frac{1}{N_h} \int P_{Z_{h-1}}(d\psi^{(\leq h-1)}) \int \hat{P}_{Z_{h-1}}(d\psi^{(h)}) e^{-\hat{\gamma}^{(h)}(\sqrt{Z_{h-1}}\psi^{(\leq h)})} \tag{3.127}
\]
where, on the one hand, \( P_{Z_{h-1}}(d\psi^{(\leq h-1)}) \) is given by formula (3.124) with
- \( Z_{h-1}(k') \) replaced by \( Z_{h-1} \),
- \( C_h(k') \) replaced by \( C_{h-1}(k') \),
- \( \psi^{(\leq h)} \) replaced by \( \psi^{(\leq h-1)} \),
while on the other hand the single scale dressed measure \( \hat{P}_{Z_{h-1}}(d\psi^{(h)}) \) is also given by (3.85) with
- \( Z_{h-1}(k') \) replaced by \( Z_{h-1} \),
- \( C_h(k') \) replaced by \( \hat{f}_{h}^{-1}(k') \), where
\[
\hat{f}_{h}^{-1}(k') = Z_{h-1} \left( \frac{C_{h-1}^{-1}(k')}{Z_{h-1}(k')} - \frac{C_{h-1}(k')}{Z_{h-1}} \right), \tag{3.128}
\]
- \( \psi^{(\leq h)} \) replaced by \( \psi^{(h)} \).

It is worth remarking that the scaling properties of \( \hat{f}_{h}(k') \) are the same as \( f_{h}(k') \), i.e. \( \hat{f}_{h}(k') \) is a compact support function, with support of width \( O\left(\gamma^{h}\right) \) and at a distance \( O\left(\gamma^{h}\right) \) from \( \mathbf{p}_{F} \).

Finally, we rescale the Grassman fields in such a way that (3.123) can be rewritten as
\[
\frac{1}{N_h} \int P_{Z_{h-1}}(d\psi^{(\leq(h-1))}) \int \hat{P}_{Z_{h-1}}(d\psi^{(h)}) e^{-\hat{\gamma}^{(h)}(\sqrt{Z_{h-1}}\psi^{(\leq h)})} \tag{3.129}
\]
where \( \hat{\gamma}^{(h)} \) is such that its local part is given by
\[
\mathcal{L} \hat{\gamma}^{(h)} \left( \sqrt{Z_{h-1}}\psi^{(\leq h)} \right) = \gamma^{h} \nu_{h} F^{(\leq h)}_{\nu} \left( \sqrt{Z_{h-1}}\psi^{(\leq h)} \right) + \gamma^{h} \left( \pi_{h} \ast F^{(\leq h)}_{\pi} \right) \left( \sqrt{Z_{h-1}}\psi^{(\leq h)} \right) + \delta_{h} F^{(\leq h)}_{\delta} + \lambda_{h} F^{(\leq h)}_{\lambda} \left( \sqrt{Z_{h-1}}\psi^{(\leq h)} \right) \tag{3.130}
\]
defining the running coupling constants and the new running coupling functions:
\[
\nu_{h} = \frac{Z_{h}}{Z_{h-1}} n_{h},
\delta_{h} = \frac{Z_{h}}{Z_{h-1}} \left( a_{h} - z_{h} \right),
\lambda_{h} = \left( \frac{Z_{h}}{Z_{h-1}} \right)^{2} l_{h},
\pi_{h}(x, y) = \frac{Z_{h}}{Z_{h-1}} \pi_{h}(x, y),
\]
which we group together defining
\[
\tilde{v}_h(x, y) = (\nu_h, \delta_h, \lambda_h, \varphi_h(x, y)).
\] (3.132)

At this point, we can perform the single scale integration
\[
\int \tilde{P}_{\psi \psi^{(h)}}(d\psi^{(h)}) e^{-\tilde{V}^{(h)}}(\sqrt{\psi^{(h-1)}}) = e^{-V^{(h-1)}}(\sqrt{\psi^{(h-1)}}) + L \beta \epsilon_h
\] (3.133)
where of course we have reconstructed the formal situation of (3.113), with \( h \to h - 1 \):
\[
L V^{(h-1)}(\psi^{(h-1)}) = \gamma^{(h-1)} n_{h-1} F_0^{(h-1)}(\psi^{(h-1)}) + \gamma^{(h-1)} \left( \pi_{h-1} + F^{(h-1)}(\psi^{(h-1)}) \right) + z_{h-1} F_0^{(h-1)}(\psi^{(h-1)}) + a_{h-1} F_{\alpha}^{(h-1)}(\psi^{(h-1)}) + l_{h-1} F_{\lambda}^{(h-1)}(\psi^{(h-1)})
\] (3.134)
so that we can apply iteratively the same scheme. We remark that, iterating this procedure, we can write \( \tilde{v}_h(x, y) \) in terms of \( \tilde{v}_h(x, y), h' \geq h + 1 \):
\[
\tilde{v}_h = \tilde{\beta}(\tilde{v}_{h+1}(x, y), \ldots, \tilde{v}_0(x, y); x, y)
\] (3.135)
where \( \tilde{\beta}(\tilde{v}_{h+1}(x, y), \ldots, \tilde{v}_0(x, y); x, y) \) is called the beta function.

In order to set up an iterative integration process, we have to be sure that the dressing procedure we just defined does not break the property of the kernels we pointed out in Remark (3.11), i.e., the fact that the kernels are independent of the quasi-particles. Indeed:

**Proposition 3.** The interaction \( \tilde{V} \) has the form
\[
\tilde{V}(\psi^{(h)}) = \sum_{n \geq 1} \int d\mathbf{x}_1 \ldots d\mathbf{x}_{2n} \left( \prod_{j=1}^{n} \psi^{(h)} - \psi^{(h)} \right) W_{2n}^{(h)}(\mathbf{x}_1, \ldots, \mathbf{x}_{2n}),
\] (3.136)
i.e., the kernels \( W_{2n}^{(h)} \) are independent of quasi-particles.

**Proof.** We can proceed iteratively. By construction, \( V^{(h)} \) is independent of quasi-particles and, in general, if we go on integrating with respect to the bare integration \( P_h(\psi^{(h)}) \), all the effective interactions \( V^{(h)} \) are independent of quasi-particles.

So let us suppose that \( V^{(h)} \) is independent of quasi-particles, and let us check that the dressing procedure we just described does not break this structure. First of all, let us note that the integration \( P(\psi^{(h)}) \) (3.85) is associated with the propagator \( g^{(h)} \), independent of quasi-particles. Besides, we dress this propagator with the local part \( \mathcal{E}(\mathbf{E}) \) that, as we already pointed out, is independent of quasi-particles, as is the remainder
\[
(1 - \mathcal{L}_T) \sum_{k \in \mathcal{D}^{(h)}_{\alpha, \beta}} \tilde{v}_k^{(h)} - \tilde{W}^{(h)}(\mathbf{k})
\]
that we left in the effective interaction \( \tilde{V}^{(h)} \).

Finally:

- the dressed measure \( \tilde{P}(\psi^{(h)}) \) is still associated with a propagator independent of quasi-particles,
the effective potential $\tilde{V}^{(h)}$ is obtained, starting from $V^{(h)}$, by replacing
\[ \sum_{k \in D_{\alpha,\beta}} \bar{\psi}_k^{(\leq h)} + \bar{\psi}_k^{(\leq h)} - W_v^{(d)(h)}(k) \to (1 - \mathcal{L}_T) \sum_{k \in D_{\alpha,\beta}} \bar{\psi}_k^{(\leq h)} + \bar{\psi}_k^{(\leq h)} - W_v^{(d)(h)}(k), \]
which is also independent of quasi-particles as we just commented.

\[ g^{(h)}(x, y) = \sum_{\omega = \pm} \left( e^{-i\omega(x-y)} g_{\mathcal{P},\omega}^{(h)}(x - y) + e^{-i\omega(x+y)} g_{\mathcal{R},\omega}^{(h)}(x, y) \right), \]  
(3.137)

where, with a slight abuse of notation, we call $g_{\mathcal{P},\omega}^{(h)}$ the analogous of the already defined propagator (3.75) where we replace $f_h(k')$ by $\tilde{f}_h(k')$:
\[ g_{\mathcal{P},\omega}^{(h)}(x, y) = \frac{1}{\beta 2(L + 1)} \sum_{k' \in D_{\alpha,\beta}} e^{-i(k'(x-y)) - i\omega p + \epsilon(k' + \omega p_F)}, \]  
(3.138)

Besides, it is important to remember that, if we did not perform the renormalization procedure just described, the effective potential $V^{(h)}$ would have the same shape we have already shown in (3.100). Actually, the renormalization procedure we just described produces a new sequence of effective potential, that we call renormalized effective potentials, being of the same form of (3.100) where we replace $\psi^{(\leq h)}$ by $\sqrt{Z_h}\psi^{(\leq h)}$, and the kernels $W_v^{(h)}$ by what we call the renormalized values of the clusters. Properly, the effective potentials can be written as
\[ V^{(h)}(\sqrt{Z_h}\psi^{(\leq h)}) = \sum_{n=1}^{\infty} \sum_{\tau \in T_{h,n}} V^{(h)}(\tau, \sqrt{Z_h}\psi^{(\leq h)}), \]  
(3.139)

where, in fact, the kernels $W_v^{(h)}(\tau, P_v, x(I_{v_0}))$ have to be read as the renormalized values of the clusters, that we discuss in the following subsection.

### 3.4.4 The renormalized tree expansion

As usual it is convenient to give a graphical representation of the renormalized and localized effective potentials in terms of trees. One starts drawing $V^{(-1)}$ as in figure (2.2), using the representation for $V^{(0)}$ as the sum of renormalized and localized part, and then iterates the procedure on $V^{(-1)}$ itself. Finally, one gets the family of renormalized trees given by the same trees we got expanding naively $V^{(h)}$ with the following differences:
Each vertex $v \neq V_f(\tau)$ is labeled by an operator

$$\mathcal{R} \in \{ \mathcal{R}_T \mathcal{L}_B, \mathcal{R}_T \mathcal{R}_B, \mathcal{R}_B \},$$

up to the first vertex $v_0$ which can be labeled either by

$$\mathcal{R} \in \{ \mathcal{R}_T \mathcal{L}_B, \mathcal{R}_T \mathcal{R}_B, \mathcal{R}_B \},$$

or by $\mathcal{L} \in \{ \mathcal{L}_T \mathcal{L}_B, \mathcal{L}_T \mathcal{R}_B \}$.

There are endpoints $v \in V_f(\tau)$ scale label $h_v \leq 1$ (while, in the non-renormalized expansion, each endpoint lives at scale $h_v = 1$). If $v \in V_f(\tau)$ and $h_v < 0$, a contribution $\mathcal{L} V^{(h)}$ among (3.115)-(3.118) is associated with $v$, while if $h_v = 0$ either a contribution $\mathcal{L} V^{(0)}$ or a contribution $\mathcal{R} V^{(0)}$ is associated with $v$. Of course, in this way the endpoints are associated with running coupling constants and functions by the label $v$, meaning that if $r_v = \nu_h$ and $h = h_v'$, $v$ is associated with $F_v^{(\leq h)}$, if $r_v = \varpi_h$ and $h = h_v'$, $v$ is associated with $\left( \varpi \ast F_v^{(\leq h)} \right)$ and so on.

The hierarchical structure of the tree, and the very definition of the operators $\mathcal{L}_B$, $\mathcal{R}_B$, implies some ordering constraints on the remainder operators labeling the vertices: let us suppose that some vertex $v \in V(\tau)$ is labeled by a renormalization operator $\mathcal{R}_T \mathcal{R}_B$ or $\mathcal{R}_B$. So, for each $w \prec v$,

$$\mathcal{L}_B W^{(h_w)}(\tau_w, P_w, \mathbf{x}(P_w)) = 0.$$  

(3.140)

This means that, given $v \in V(\tau)$ labeled by $\mathcal{R}_T \mathcal{R}_B$ or $\mathcal{R}_B$, any $w \prec v$ is necessarily labeled by $\mathcal{R}_0 \mathcal{R}_B$ or $\mathcal{R}_B$. Vice versa it is not possible that a vertex labeled by $\mathcal{R} \in \{ \mathcal{R}_T \mathcal{L}_B, \mathcal{L}_B \}$ is an ancestor of vertices labeled by $\mathcal{R} \in \{ \mathcal{R}_T \mathcal{R}_B \}$.

This inductive definition of the renormalized effective potential is convenient since it is possible to get some estimates on the kernels of the effective potential which we use to show that the multiscale expansion is well behaved. We already pointed out that the multiscale integration induces a natural
inductively defined as where, if \( v \), then kernels can be thought functions of. Our strategy is to:

1. first of all, we will consider \( \bar{\nu} \) as an arbitrary sequence we will do some smallness assumptions on, without requiring that they are solution of the beta function (3.132),

2. once we know that, under these smallness assumptions, the kernels of the effective potential are well defined, we prove that in particular the running coupling constants and functions are solutions of the beta function.

### 3.4.5 Renormalized bounds

Let us recap what we have done so far and what we want to do. In Section (3.3) we inferred, knowing that the bulk contributions dominate with respect to the remainder contributions, that the sources of problems for the convergence of the expansion are the quadratic and quartic kernels. In light of this fact we set up a renormalization procedure, consisting in dressing, scale by scale, the Grassmann integration with a marginal contribution coming from the effective potential. Of course we are left with proving that this procedure improves the bounds of the kernels in such a way that we can perform the sum over all the scales, i.e. we want to prove the following theorem.

**Theorem 3.2.** Let \( \tau \in T_{h,n} \) a renormalized tree, \( h > h_L \), and \( \mathcal{W}^{(h)}(\tau, P_{v_0}, x(P_{v_0})) \) the respective renormalized kernel. So it holds:

\[
\frac{1}{|\Lambda| \beta} \int d(P_{v_0}) |\mathcal{W}^{(h)}(\tau, P_{v_0}, x(P_{v_0}))| \leq C^n \gamma^{-h[D(P_{v_0})+z_{v_0}]}
\]

(3.141)

where \( r_v \in \{ |\nu_h|, |\lambda_h|, |\delta_h|, \sup_{x \in \Lambda} \int dy |\psi_{h}(x, y)| \} \), \( z_v = \theta \) if \( G_v \) has four external lines, \( z_v = 1 + \theta \) if \( G_v \) has two external lines and \( C \) is an independent constant.

It is convenient to start with looking at the explicit formula of the renormalized effective potentials:

\[
\mathcal{V}^{(h)}(\sqrt{Z_h} \psi(\leq h)) = \sum_{n=1}^{\infty} \sum_{\tau \in T_{h,n}} \mathcal{V}^{(h)}(\tau, \sqrt{Z_h} \psi(\leq h)),
\]

(3.142)

where, if \( v_0 \) is the first vertex of \( \tau \) and \( \tau_1, \ldots, \tau_{v_0} \) are the subtrees of \( \tau \) with root \( v_0 \), and \( \mathcal{V}^{(h)} \) is inductively defined as

\[
(3.143)
\]

where

\[
(3.144)
\]
3.4. RENORMALIZATION GROUP

where $T_v$ is a set of lines forming an anchored tree between the clusters of points $P_{v_1}, \ldots, P_{v_n}$, $\alpha_T$ is a sign, and $g^{(h)}_\ell = g^{(h)}_{\sigma(\ell),\omega(\ell)}(x(\ell), y(\ell))$, so:

$$
= \int dx(I_{v_0}) \sum_{P_{v_0} \subset I_{v_0}} \sum_{T \in T} \sum_{\alpha \in A_T} \sqrt{Z_h}|P_{v_0}| \left[ \prod_{f \in P_{v_0}} \partial_{j_\alpha(f)}(f^{(h)}) \psi^{(h)}(f)(P_{v_0}) \right] R^{(h)}(\tau, P_{v_0}, x(I_{v_0})),
$$

(3.145)

where $b_\alpha(f) \in \{0, 1, 2\}$, $j_\alpha(f) \in \{0, 1\}$, and $A_T$ is a set of indices that formally allow to distinguish the different terms produced by the non trivial $R \in \{\mathcal{R}_T L_B, \mathcal{R}_T R_B, R_B\}$.

Explicit expression of renormalized kernels

**Remark 3.16.** When $R = \mathcal{R}_T L_B$, thanks to the very structure of the renormalized trees we explained in Subsection (3.4.4), we are in the same case of Theorem (2.3), there is nothing new to comment. So we are left with controlling the cases $R_\alpha \in \{\mathcal{R}_T R_B^{(1)}, \mathcal{R}_T R_B^{(2)}, R_B^{(1)}, R_B^{(2)}\}$.

Let us comment properly the multiscale structure of $R_\alpha W^{(h)}$ in these four cases. In general, using Remarks (3.13) and (3.14), we can re-write

$$
\mathcal{R}_\alpha W^{(h)}(\tau, P_{v_0}, x(I_{v_0})) =
$$

$$
= \left[ \prod_{v \in V_T(\tau)} \left( \frac{Z_{h_v}}{Z_{h_v} - 1} \right)^{|P_v|} \right] R^{(\tau)}_{v_0, \alpha, B} \left( \prod_{v \in V_T(\tau)} \frac{1}{s_{v}} \int dP_{T_v}(t_v) \left( \det G^{h_v, T_v}(t_v) \right) \right.
$$

$$
\cdot \left[ \prod_{f \in T_v} (x_{f} - y_{f}) b^{(h)}_{\alpha(f)}(f^{(1)}) \partial_{j_\alpha(f)}(f^{(2)}) \partial_{j_\alpha(f)}(f^{(2)}) g^{(h)}(f) \right]
$$

$$
\left. \left[ \prod_{i=1}^n (x_{i} - y_{i}) b^{(v^*)_{\alpha}}(v^*) \partial_{j_\alpha(v^*)}^{(h)} \psi_k^{(h)}(v^*) \right] \right),
$$

(3.146)

where

- we used the commutation of the renormalization operators (Remark (3.14)), acting first with the Taylor renormalization operators, so that $b_\alpha(\ell), b_{\alpha(v^*)}, q_\alpha(\ell), q_\alpha(v^*) \in \{0, 1\}$, and the fact that there are as many derivatives as "zeroes" is technically expressed by the constraint

$$
\sum_{\ell, i} b_\alpha(\ell) + b_{\alpha(v^*)} - q_\alpha(f_1^{(1)}) - q_\alpha(f_2^{(2)}) = 0.
$$

while $x_{f} - y_{f}$ are the zeroes we introduced in the renormalization procedure definition, where $j_\alpha \in \{0, 1\}$ denotes the component of the vector, $K^{(h)}_{v^*}$ is one of the terms of the local effective potential $\mathcal{L}^{(h)}$, and $G^{h_v, T_v}_{\alpha}$ is the matrix whose entries are

$$
G^{h_v, T_v}_{\alpha, i, j, i', j'} = t_{v, i', j'} \partial_{j_\alpha(f_1^{(1)})}^{(h)} \partial_{j_\alpha(f_2^{(2)})}^{(h)} g^{h_v}(x_{i'}, y_{j'}). \quad (3.147)
$$

- $R^{(\tau)}_{v_0, \alpha, B}$ is a formal way to represent the bulk renormalization operations, so it has to be interpreted as iteratively defined in a way dependent on the structure of the renormalized tree, as discussed in defining the localization and renormalization operators, Subsection (3.4.4).
In particular, $R_{\nu,\alpha}^{(\tau)}$ has to be thought of as a composition of $R_{B}^{(i)}$, $i=1,2$ operators acting on the vertices of $V(\tau)$ in the following way:

- **Case $R_{B}^{(1)}$** As we commented in Remark (3.13), $R_{B}^{(1)}$ does not modify the trees, but it selects the trees having at least a non-translation-invariant element (either $g_{R}$ propagators or $\varpi$-endpoints).

- **Case $R_{B}^{(2)}$** As we commented in (3.13), $R_{B}^{(2)}$ modifies the trees that do not contain any non-translation-invariant element. So, in the right hand side of (2.145), the product within the last brackets does not include, by construction, $\varpi$-type endpoints; $R_{B}^{(2)}$, by modifying the coordinates associated with the endpoints, modifies in general the coordinates of some propagators and the coordinates involved in the determinant.

**Definition of the weight functions** It is worth pointing out that, for the porpuses of the estimates that we are looking for, we can associate the decay properties related to non-local counterterms $\gamma_{h} \varpi_{h}(x,y)$ and remainder propagators $g_{R,\omega}^{(h)}(x,y)$ with vertices instead of with lines of the spanning tree, and it will be useful during the proof. Indeed:

- the inductive hypothesis on $\varpi_{h}(\cdot,\cdot)$

$$
\int dy |\varpi_{h}(x,y)| \leq |\lambda| \frac{C_{\theta}}{1 + \gamma_{h}^{\theta} |x|^{\theta}}, \quad 0 < \theta \leq 1,
$$

symmetrically in $x \leftrightarrow y$. Let us define

$$
||\varpi_{h}||_{\infty,1}^{(\theta)} = \sup_{x \in \Lambda} (1 + \gamma_{h}^{\theta} |x|)^{\theta} \int dy |\varpi_{h}(x,y)|.
$$

This means that, in studying a renormalized or linearized tree $\tau \in T_{h,n}$ (meaning that the endpoints can live at any scale $h < k \leq 0$, and they represent the terms appearing in the linearized part of the effective potential $LY^{(k)}(3.130)$), if we call $n_{\varpi}$ the number of $\varpi$-type endpoints (which are the only non-local endpoints), we can reduce the number of integration points by integrating $n_{\varpi}$ integration points as in (3.148), see Figure (3.5): in this way, for the purpose of an upper bound, we are replacing a non local graph element representing $\gamma_{h} \varpi_{h}(x,y)$ by a local graph element, i.e. a vertex, and we associate with this vertex a weight.
that, with a slight abuse of notation and by suitably fixing a \( \bar{\theta} \) in formula (3.148), we call \( \gamma^h \varpi_h(x) \), defined as
\[
\varpi_h(x) = |\lambda| \frac{C_{\bar{\theta}}}{1 + \gamma^h|x|^\bar{\theta}},
\]

- following the same idea of associating a weight to vertices, let us recall the result of Corollary (3)

\[
\frac{1}{\beta} \left| \int dx dy g_{R,\omega}(x, y) \right| \leq \gamma^{-2h},
\]
so, for the purpose of a dimensional estimate, we can replace the propagator associated with the line \((x, y)\) by a translation invariant propagator \( g_P \) provided we dress one of the two vertices linked by the propagator with a proper weight: let us recall the definition of \( \rho_h^{(N)} \) (3.81), for each \( N = 1, 2, \ldots \):
\[
\rho_h^{(N)}(x) = \frac{C_N}{1 + (\gamma^h|x|)^N},
\]
where \( C_N \) is the same as Corollary (3) (again, we can arbitrarily choose \( x \) or \( y \)), indeed:
\[
\frac{1}{\beta} \left| \int dx dy g_{R,\omega}^{(h)}(x, y) \right| \leq C\gamma^{-2h},
\]
\[
\frac{1}{\beta} \left| \int dx dy g_{R,\omega}^{(h)}(x-y)\rho_h(x) \right| = \left| \int dy' g_{R,\omega}^{(h)}(y') \int dx \rho_h(x) \right| \leq C\gamma^{-2h},
\]
if we call \( \rho_h(\cdot) := \rho_h^{(\bar{N})} \) with \( \bar{N} \) suitably fixed a priori (see Figure 3.5).

- we will use, during the proof, the already commented estimate (3.82), that we recall here:
\[
|g_R^{(h)}(x, y)| \leq \|g_R^{(h)}\|_{\infty}\rho_h^{(N)}(x), \quad \forall \ N = 1, 2, \ldots
\]

**Remark 3.17.** From now on we use the symbol \( \rho_h(\cdot) \) to denote \( \rho_h^{(\bar{N})} \) for some suitably fixed \( \bar{N} \), so in particular we can think:
\[
\rho_h(x) \leq \frac{C_N}{(1 + \gamma^h|x|)^\bar{N}}.
\]
We stress that for any \( \theta \in (0, 1) \) there exists a constant \( C_\theta > 0 \) such that
\[
\sup_x |\rho_h(x)| \leq C_\theta, \quad \sup_x |\varpi_h(x)| \leq C_\theta |\lambda|,
\]
meaning that, not taking advantage of the decay properties of \( \rho_h(\cdot) \) and \( \varpi_h(\cdot) \) we would get, for the clusters containing at least one element which breaks translation invariance, the same bound as the dominant (translation invariant) part.

Let us unify the notation by introducing the weight function
\[
w_h(h) \in \{ \rho_h(x), \varpi_h(x) \}.
\]
"Simplification" of the tree and definition of $V_B(\tau)$  We can simplify the hierarchical renormalization structure of the tree $\tau$ by suitably using Corollary (3) in bounding the norm $|| \cdot ||_1$ of the renormalized kernels:

$$
\frac{1}{|A|/3} \int d\mathbf{x}(P_{v_0}) \left| \mathcal{W}^{(h)}(\tau, P_{v_0}, \mathbf{x}(P_{v_0})) \right|.
$$

First of all using Remark (3.14), as in (3.146), we imagine to have already applied the Taylor renormalization operators $R_T, \tilde{R}_T$, so in Figure (3.6) we drop in sake of simplicity the symbols $R_T, \tilde{R}_T$.

Starting from each leaf of the Gallavotti-Nicolo ("Taylor renormalized") tree, we descend the tree toward the root until we meet for the first time a vertex $v \in V(\tau)$ labeled by $R_B \in \{R_B^{(1)}, R_B^{(2)}\}$: from this point on all the ancestors $w < v$ are labeled by $R_B$, but there are two possibilities:

- either there are 

  neither remainder propagators nor $\varpi$-type endpoints at scale $h_w$ \footnote{In sake of clarity we repeat that, by having a propagator (resp. an endpoint) at scale $h_w$ we properly mean that the propagator (resp. the endpoint) is an element of the cluster $G_w$, but it is not an element of any of the subclusters $G_{\bar{w}} \subset G_w$, where $\bar{w}$ is a descendent of $w$.}, and we do nothing,

- or there is at least either a remainder propagator or $\varpi$-type endpoint at scale $h_w < h_v$, and for each of them we use Corollary (3)

$$
||g^{(h_w)}_R||_\infty \leq ||g^{(h_w)}_P||_\infty, \quad ||g^{(h_w)}_R||_1 \leq ||g^{(h_w)}_P||_1, \quad \sup_{x,y} |\varpi^{(h_w)}(x)| \leq C_{\theta'},
$$

for some $\theta'$ fixed a priori to, respectively, replace $g^{(h_w)}_R$ by $g^{(h_w)}_P$ and $|\varpi^{(h_w)}(x)|$ by $C_{\theta'}$ for some $\theta'$ suitably chosen a priori.
Remark 3.18. From now on, we will say that $\mathcal{R}_T \mathcal{R}_B$ (or $\mathcal{R}_T \mathcal{R}_B$) acts in a non-trivial way only on those clusters $G_v$ containing a non-trivial weight function just at scale $h_v$, and we call $V_B(\tau) \subset V(\tau)$ the set of the vertices of the tree labeled in a non-trivial way by $\mathcal{R}_T \mathcal{R}_B$ (or $\mathcal{R}_T \mathcal{R}_B$).

Proof of Theorem 3.2. Once we introduced all the possible and useful simplifications and defined the notations, we can start proving Theorem (3.2). In particular, the proof will consist of two fundamental Lemmata that we are going to introduce:

- thanks to Lemma (3.4), we will reduce the problem of bounding the kernels in Theorem (3.2) to the problem of bounding the integral over a spanning tree whose vertices are weighted by the weight functions $w_h(\cdot)$ we just introduced.

- thanks to Lemma (3.5) we exploit the presence of these weight functions to get the dimensional gains that renormalize the tree. In particular, we will prove Lemma (3.5) via two auxiliary lemmata:
  
  - Lemma (3.6) tells us that we can re-arrange the spanning tree as we need, by moving the weight functions $w_h(\cdot)$ inside the cluster at scale $h$ it belongs to,
  
  - Lemma (3.7) tells us where the dimensional gains actually come from,

- putting together Lemmata (3.4) and (3.5), we obtain in a straightforward way the desired bound in Theorem (3.2).

Lemma 3.4.

\[
\left| \int d\mathbf{x}(P_{v_0}) \mathcal{R}_\alpha W^{(h)}(\tau, P_{v_0}, \mathbf{x}(I_{v_0})) \right| \leq C \left[ \prod_{v \in V_f(\tau)} \left( \frac{Z_{h_v}}{Z_{h_v-1}} \right)^{|P_v|} \right] \int d\mathbf{x}(P_{v_0}) \cdot \left\{ \prod_{v \in V_f(\tau)} \frac{1}{s_v!} \gamma^{h_v q_v, G_{h_v}, T_v} |g^{(h_v)}|_\infty^{\frac{1}{2} \sum^{|P_v|} |P_v| - |P_v| - 2(s_v - 1)} \cdot \left[ \prod_{j \in T_v} (x_j - y_j)^{b_j(g^{(h_j)}j/f^{(h_j)}j/g^{(h_j)}j)} \right] \cdot \left[ \prod_{i=1}^n (x_i - y_i)^{b_i(g^{(h_i)})} K^{(h_i)}(x_i) \right] \right\},
\]

Where the terms $\gamma^{h_v q_v, G_{h_v}, T_v}$ take into account the dimensional gains coming from the derivatives in (3.147), the argument of the square brackets in the last line has to be read as in (3.146) where we replaced $\varpi_h(x)$ by a constant, and the argument of the last brackets are the weight functions we defined in (3.154).

We will use another Lemma to bound the integral appearing in the r.h.s. of the latter formula.
Lemma 3.5.

\[
\frac{1}{|\Lambda|^{\beta}} \int d\mathbf{x}(P_0) \prod_{v \not\in V_f(\tau)} \gamma^{h_v q_h v \cdot \tau_v \cdot} \left( \prod_{\ell \in T_v} \mathbf{1}^{(\mathbf{x}_\ell - y_\ell)}^{b(\ell)}^{g(\mathbf{f}_\ell)}^{g(\mathbf{g}_\ell)} \right) \cdot \left( \prod_{i=1}^n \left( \mathbf{x}^i - y^i \right)^{b(\mathbf{f}_i)} \mathbf{K}^{(n)} \mathbf{K}^{(h_i)} \mathbf{K}^{(n)} \right) \left( \prod_{v \in V_B(\tau)} \omega_v(\mathbf{x}_v) \right) \leq (3.157)
\]

where

\[
z_v = \begin{cases} 
\theta & \text{if } |P_v| = 4, \\
1 + \theta & \text{if } |P_v| = 2, \\
1 & \text{if } v \text{ is of type } \nu \text{ or } \omega, \\
0 & \text{otherwise}.
\end{cases}
\]

(3.158)

Proof of Theorem (3.2). By putting together the results of Lemmata (3.4) and (3.5) we can bound the right hand side of (3.141) by

\[
\left( \prod_{v \in V_f(\tau)} \rho_v \right) \left( \prod_{v \not\in V_f(\tau)} \gamma^{\frac{1}{2} \sum_{j=1}^\infty |P_{\alpha_j}|-|P_v|-2(s_v-1)} \gamma^{-h_v(s_v-1)} \right) \cdot \left( \prod_{v \not\in V_f(\tau)} \gamma^{-z_v(h_v-h_{v'})} \right)
\]

(3.159)

Proofs of Lemmata (3.4) and (3.5)

Proof of Lemma (3.4). Let us start by considering the action of the operator $\mathcal{R}_B^{(1)}$ on a vertex $v \in V_B(\tau)$.

Action of $\mathcal{R}_B^{(1)}$. We refer again to Remarks (3.13) and (3.14), and we recall the formal representation

\[
\mathcal{R}_{\alpha,v,B}^{(1)} \left\{ \int d\mathbf{x}(P_0) \left( \det G^{h_v v \cdot \tau_v} \right) \cdot \left( \prod_{\ell \in T_v} \mathbf{1}^{(\mathbf{x}_\ell - y_\ell)}^{b(\ell)}^{g(\mathbf{f}_\ell)}^{g(\mathbf{g}_\ell)} \right) \cdot \left( \prod_{i=1}^n \left( \mathbf{x}^i - y^i \right)^{b(\mathbf{f}_i)} \mathbf{K}^{(h_i)} \mathbf{K}^{(h_i)} \right) \left( \prod_{v \in V_B(\tau)} \omega_v(\mathbf{x}_v) \right) \right\}
\]

where $\mathcal{R}_{\alpha,v,B}^{(1)}$ formally means that the vertex $v \in V_B(\tau)$ is renormalized by $\mathcal{R}_B^{(1)}$, with the constraints given by the structure of the subtree $\tau_v$ encoded in $\alpha$. 
3.4. Renormalization Group

- **Case 0** The argument of the first square brackets of the last line gives us directly the weight functions $\varpi_h(\cdot)$ coming from the $\varpi$-type endpoints, and they are independent of $G^{h_v}_\alpha$. To bound $\det G^{h_v}_\alpha$, we use as usual the Gram-Hadamard inequality (2.3).

So we are left with showing that, for any $v \in V_B(\tau)$, we can extract a weight function $\rho_{h_v}(\cdot)$ from the propagators. There are two different cases: given $v \in V_B(\tau)$, either there is at least one remainder propagator belonging to the spanning tree $T_v$, or each of the propagators belonging to the spanning tree is a $P$-labeled propagator and $G^{h_v}_\alpha$ has a block of remainder propagators.

- **Case 1**: given $v \in V_B(\tau)$, there is at least one $R$-labeled propagator belonging to the spanning tree $T_v$: first of all, we use the Gram-Hadamard inequality (2.3) to bound the determinant. To extract the weight function from the remainder propagator belonging to the spanning tree, we use (3.151) to bound

$$ \int dx_\ell dy_\ell |g_{\ell,R}| \leq c \int dx_\ell dy_\ell |g_{\ell,P}| \rho_{h_v}(x_\ell), \quad \ell \in T_v. $$

- **Case 2**: given $v \in V_B(\tau)$, there are no $R$-labeled propagators belonging to the spanning tree $T_v$, and $G^{h_v}_\alpha$ has a block of remainder propagators. Let us call this set of vertices $V_B(\tau) \subseteq V_B(\tau)$. The basic idea is to expand, for each $v \in V_B(\tau)$, $\det G^{h_v}_\alpha$ using the very definition of determinant, along a row of remainder propagators:

$$ \det G^{h_v}_\alpha = \sum_{i=1}^{s_v} (-1)^{i+j} t_{ij} \partial_{\alpha,i}(f^1_{ij}) \partial_{\alpha,i}(f^2_{ij}) g_R(\alpha,ij)(x(i),x(j)) G^{h_v}_{\alpha,ij}, $$

where we recall that $T_v$ is defined as the set of lines such that $T = \bigcup_{v \in V_B(\tau)} T_v$, and where $G^{h_v}_{\alpha,ij}$ is the determinant of the matrix obtained starting from $G^{h_v}_\alpha$ and erasing the row $i$ and the column $j$. Once we extracted the remainder propagators, by using the bound (3.82) we get:

$$ \left| \int dx(P_{v_0}) \prod_{\ell \in T_v} g_\ell \int P(dt) \det G^{h_v}_\alpha(t) \right| \leq c_{v,0} \left| \int dx(P_{v_0}) \prod_{\ell \in T_v} g_\ell \right| \leq c_{v,1} \int dx(P_{v_0}) \prod_{\ell \in T_v} |g_\ell|.$$
where $C_v$ depends on the size of (number of propagators belonging to) the cluster $G_v$. Since there are, in general, more than one vertices of this type, we are left with controlling $\prod_{v \in \bar{V}_B(\tau)} C_v$.

The worst case possible is when $\bar{V}_B(\tau) = V_B(\tau)$, so we are forced to expand, for each $v \in V_B(\tau)$, the determinant of the $\left(\frac{\sum_{i=1}^{s_v} |P_{v_1}| - |P_v|}{2} \times \frac{\sum_{i=1}^{s_v} |P_{v_1}| - |P_v|}{2}\right)$ matrix $G_{h v, T v}$, so that

$$\prod_{v \in V_B(\tau)} \left(\frac{\sum_{i=1}^{s_v} |P_{v_1}| - |P_v|}{2}\right) \leq \prod_{v \in V_B(\tau)} (\sum_{i=1}^{s_v} |P_{v_1}| - |P_v|)$$

Equation (3.162)

where $n$ is the number of the endpoints. Let us prove the latter bound: thanks to the hierarchical structure of the set of vertices $V_B(\tau)$ we just explained,

$$\prod_{v \in V_B(\tau)} \left(\frac{\sum_{i=1}^{s_v} |P_{v_1}| - |P_v|}{2}\right) \leq c_1 \prod_{i=1}^{k} s_{v_i}, \text{ with the constraints: } \begin{cases} 1 \leq k \leq n, \\ \sum_{i=1}^{k} s_{v_i} = n. \end{cases}$$

Equation (3.163)

So

$$\prod_{i=1}^{k} s_{v_i} = e^{\sum_{i=1}^{k} \log s_{v_i}} = e^{k\left(\frac{1}{2} \sum_{i=1}^{k} \log s_{v_i}\right)} \leq e^{k \log \frac{n}{k}} = e^{k \log \frac{n}{k}} \leq ce^n, \forall 1 \leq k \leq n.$$

Equation (3.164)

**Action of $R_B^{(2)}$**

Remark (3.13) and the fact that

- all the propagators of the starting tree are $g_P$,
- $T = \cup_{v \in V_f(\tau)} T_v$,
- the action of $R_B^{(2)}$ keeps fixed at least one among $x$ and $y$,

ensure that, as soon as we change the sign of some space variable, at least a remainder propagator appears on the spanning tree $T_v$ for each $v \in V_B(\tau)$. It can be proved iteratively: starting from the innermost subclusters (i.e. the vertices of the tree immediately preceeding the leaves), we can look at the action of $R_B^{(2)}$ as giving three different subcases:

1. $R_B^{(2)}$ does not change the sign of the coordinate of any vertex belonging to the clusters, so nothing changes,
2. $R_B^{(2)}$ changes the sign of the coordinate of each of the vertices belonging to the clusters, so nothing changes by symmetry with the previous point,
3. $R_B^{(2)}$ changes the sign of the coordinate of a subset of the vertices belonging to the clusters, leaving at least one of the vertices unchanged: so at least one of the propagators belonging to the spanning tree becomes, by the symmetry properties of the propagators, a remainder propagator.
3.4. Renormalization Group

Of course, in the case 1 and 2 the subclusters have to be, if necessary, "Taylor renormalized".

Iteratively, we apply these three points on the bigger clusters with an ingredient more: there is at least a line of the spanning tree connecting the vertices of the cluster we are considering with a vertex belonging to some subclusters: so even in cases 1 and 2 there could appear some $R$-labeled propagator on the spanning tree. This mechanism ensures that, if in some cluster the $P$ symmetry is broken, for sure it is broken on the spanning tree. Besides, the fact that at least one among $\mathbf{x}, \mathbf{y}$ is kept fixed, ensures that at some point of the tree this symmetry is broken.

Analogously to Case 1, by using (3.151) and the Gram-Hadamard (2.3) inequality we get the result.

Now we prove Lemma (3.5).

Proof of Lemma (3.5). Let us recall that we want to prove

$$\frac{1}{|\Lambda|} \int d\mathbf{x}(P_{v_0}) \prod_{v \in V_f(\tau)} \gamma^{h_v q_v C h_v T_v} \left( \left[ \prod_{j \in T_v} (\mathbf{x}_j - \mathbf{y}_j)^{b(j)^1} \partial_{b(j)^1} \bar{g}_{b(j)^1}^{(h_v)} \right] \right) \cdot \left[ \prod_{j=1}^n (\mathbf{x}^j - \mathbf{y}^j)^{b(v^j)} K_v^{(h_v)}(\mathbf{x}_{v^j}) \right] \left( \prod_{v \in V_B(\tau)} w_{h_v}(x_v) \right) \leq \left( \prod_{v \in V_f(\tau)} \rho_v \right) \left( \prod_{v \notin V_f(\tau)} \gamma^{-h_v s_v - 1} \right) \left( \prod_{v \in V_f(\tau)} \gamma^{-z_v(h_v - h_v')} \right)$$

Observation 1: if we bounded, for each $v \in V_B(\tau)$, $|w_{h_v}(x_v)| \leq C_{\theta}$ for a suitably fixed $\theta \in (0, 1)$, we would get an analogous bound, provided we replaced $z_v$ by

$$z_v = \begin{cases} 
2 & \text{if } |P_v| = 2 \text{ and } v \in V(\tau) \setminus V_B(\tau), \\
1 & \text{if } |P_v| = 4 \text{ and } v \in V(\tau) \setminus V_B(\tau), \\
1 & \text{if } |P_v| = 2 \text{ and } v \in V_B(\tau), \\
0 & \text{if } |P_v| = 4 \text{ and } v \in V_B(\tau).
\end{cases}$$

This observation is a consequence of Remark (3.14) and of the dimensional gains coming from the Taylor renormalization operators we described in the previous chapter. We will get the further gains by exploiting the presence of $\left( \prod_{v \in V_B(\tau)} w_{h_v}(x_v) \right)$.

Observation 2: once we reconstructed the bound of the determinants, we are left with computing an integral along the spanning tree $T = \bigcup_v T_v$ formally analogous to the one we bounded in proving Theorem (2.3), with the only difference that some of the vertices of the spanning tree are weighted by a weight function $w_{h_v}(x_v)$. Moreover, let us recall that the spanning tree $T = \bigcup_v T_v$ has a hierarchical structure. In fact, we will exploit this hierarchical structure to obtain the dimensional gains we need, and we will proceed in two steps:

1. first of all, we show that we can arbitrarily transfer the function $w_{h_v}(\cdot)$ from a vertex belonging to a cluster at scale $h$ to any vertex belonging to the same cluster at scale $h$ (Lemma (3.6));
2. then, we prove that in fact we can transfer the function $w_{h_v}(\cdot)$ to a vertex belonging to some cluster at lower scale $h' < h$ which contains as a subcluster the cluster at scale $h$, gaining a dimensional factor $\gamma^{\theta(h-h')}$, (Lemma (3.7)).
Let
\[ \rho_h(x, y) = \gamma^h \frac{C_{\bar{h}}}{1 + (\gamma^h |x - y|)^N}, \]
\[ \rho_{\ell}^{(q_1, q_2; j_1, j_2)} = \frac{C_{\bar{h}}}{1 + (\gamma^h |x_{\ell}^1 - f_{\ell}^1|)^N}, \]
for some suitably fixed \( \bar{h} \), and let \( \tilde{K}_{v_i^*}^{(h_i)}(x_{v_i^*}) \) be the contribution obtained by replacing, in the iterative definition of the endpoints contributions \( K_{v_i^*}^{(h_i)}(x_{v_i^*}) \), each of the propagators by the suitable \( \rho_{\ell}^{(q_1, q_2; j_1, j_2)} \).

**Lemma 3.6.** Let \( v \in V_{\mathcal{B}}(\tau), \tau_v \subset \tau \) the subtree whose first vertex is \( v \), and let \( s \in x(P_v) \). So

\[
\int dx(P_v) \prod_{v' \neq V_{\mathcal{B}}(\tau_v)} \left[ \prod_{\ell \in T_{v',v}} \left( \frac{\mathcal{G}(f_{\ell}^1 - y_{\ell})}{\mathcal{G}(f_{\ell}^2)} \right) \right] \cdot \left[ \prod_{i=1}^n \left( \frac{x_i^1 - y_i^1}{x_i^2 - y_i^2} \right) \right] \tilde{K}_{v_i^*}^{(h_i)}(x_{v_i^*}) w_{h_v}(s) \leq C^{n_v^0 - 1} \int dx(P_v) \prod_{v' \neq V_{\mathcal{B}}(\tau_v)} \left[ \prod_{\ell \in T_{v',v}} \left( \frac{\mathcal{G}(f_{\ell}^1 - y_{\ell})}{\mathcal{G}(f_{\ell}^2)} \right) \right] \cdot \left[ \prod_{i=1}^n \left( \frac{x_i^1 - y_i^1}{x_i^2 - y_i^2} \right) \right] \tilde{K}_{v_i^*}^{(h_i)}(x_{v_i^*}) w_{h_v}(x)
\]

for all \( x \in x(P_v) \), where \( n_v^0 \) is the number of endpoints following \( v \).

**Proof.** Let us prove the Lemma by considering \( w_h(s) = \varpi_h(s) \), where \( s \) is the space-component of the integration point \( s \) (the proof for \( w_h(s) = \rho_h(s) \) is conceptually the same).

Of course, being \( |w_h| \leq C_\varpi/(1 + \gamma^h |s|)^\theta \) for any \( \theta \in (0, 1) \) and a suitable \( C_\varpi \), and

\[
\frac{C_\varpi}{(1 + \gamma^h |s|)^\theta} = \frac{C_\varpi}{(1 + \gamma^h |x|)^\theta} \left( \frac{1 + \gamma^h |x|}{1 + \gamma^h |s|} \right)^\theta
\]
we can bound the latter integral in (3.165) by
\[
C \int d\mathbf{x}(P_0) \left[ \prod_{i \in T_0} \left( |\mathbf{x}_i - \mathbf{y}_i|^{b(h)} g^{h}(f_1^{(i)}) g^{h}(f_2^{(i)}) g^{h}(g_i^{(h)}) \right) \right] \cdot \left[ \prod_{i=1}^n \left( |\mathbf{x}_i - \mathbf{y}_i|^{b(h)} K_{\ell_i}^{(v_i)}(\mathbf{x}_{v_i}) \right) \right] w_{h_n}(x) \left( \frac{1 + \gamma^h |x|}{1 + \gamma^h |s|} \right)^{\theta},
\]
so the main goal is to replace the factor within the last brackets by a constant. By definition of spanning tree \( T_0 = \cup_{\mathbf{v} \in V_{\ell} \cap T_0} \mathcal{T}_{\mathbf{v}} \), there exists a connected path of lines belonging to the spanning tree that connects \( s \) to \( x \), so we can expand along the tree \( |x|^{\theta} \):
\[
|x|^{\theta} \leq C_0 \left( |s|^{\theta} + \sum_{i=0}^{m-1} |z_{i+1} - z_i|^{\theta} \right),
\]
where \( z_0 := x \), \( z_m := s \) and \( z_1, \ldots, z_{m-1} \) are the real space coordinates associated with the vertices of the path. So
\[
\left( \frac{1 + \gamma^h|s|^{\theta}}{1 + \gamma^h|s|^{\theta}} \right) \leq C_0 \left( \left( \frac{1 + \gamma^h|s|^{\theta}}{1 + \gamma^h|s|^{\theta}} \right) + \sum_{i=0}^{m-1} \gamma^h |z_{i+1} - z_i|^{\theta} \right).
\]
By construction, for each couple of points \((z_{i+1}, z_i)\) there is a propagator \( g_{P,\omega}^{(k)}(z_{i+1} - z_i) \) with \( k \geq h \) such that
\[
\int d(z_{i+1} - z_i) \int d(z_{i+1} - z_i)|z_{i+1} - z_i| |g_{P,\omega}^{(k)}(z_{i+1} - z_i)| \leq \gamma^{-k} \gamma^{-k},
\]
so that, in order to get the bound we are interested in, we can replace, inside the integral,
\[
\gamma^h |z_{i+1} - z_i|^{\theta} \leq C_1 \gamma^h \gamma^{-k} \gamma^h \leq C_1,
\]
since \( h - k \leq 0 \).

**Lemma 3.7.** Let \( w_h(x) \in \{ \rho_h(x), \omega_h(x) \} \) and \( \bar{h} < h \). So
\[
\left| \int d\mathbf{y} w_h(y) g_{P,\omega}^{(k)}(\mathbf{y} - x) \right| \leq C_0 \gamma^{-\bar{h}} \gamma^{\alpha(\bar{h} - h)} w_h(x), \quad \text{where } \alpha = \begin{cases} 1 & \text{if } w_h(\cdot) = \rho_h(\cdot), \\ \theta & \text{if } w_h(\cdot) = \omega_h(\cdot). \end{cases}
\]

**Figure 3.8:** This figure has to be thought of as linked to Figure (3.7): by integrating together the blue dot and the red propagator in figure (3.7), we can transfer the blue dot into the red one outside the cluster and get a dimensional gain: this is the result of Lemma (3.5).
We present a detailed proof of this Lemma in Appendix (F) because, even though simple, it is long and it would make the proof we are involved in less understandable.

Remark 3.19. Lemma (3.6) tells us that, if there is some weight function at scale $h$, we can associate it with the vertex shared by the kernel at scale $h$ and some propagator at scale $\bar{h} \leq h$, so it is natural to use Lemma (3.7), which tells us that by integrating a propagator $g_{P,\omega}^{(\bar{h})}$ "against" a weight function living at some higher scale $h > \bar{h}$ (in particular, the one "coming" from the kernel $W^{(h)}$), we improve the usual bound $\gamma^{-\bar{h}}$ by a factor $\gamma^{\theta(\bar{h} - h)} w_{\bar{h}}(\cdot)$, where in particular $\sup_x |w_{\bar{h}}(x)| \leq C$:

• we can "associate" the factor $\gamma^{\theta(\bar{h} - h)}$ to the cluster at scale $h$ the weight function came from: this means that we can extract, from the presence of a weight function, a scale gain in RG language, thanks to which the marginal terms become irrelevant, and the relevant one become marginal, being $0 < \theta < 1$,

• moreover, we transferred the weight function to scale $\bar{h}$ and of course, if we need it, we further transfer $w_{\bar{h}}(\cdot)$ to smaller scales getting some scale gain that iteratively improves the power counting.

Now we are left with using these technical Lemmata to prove the bound (3.5): the core of the proof consists of a precise integration prescription, that systematically uses Lemmata (3.6) and (3.7) to iteratively renormalize the kernels.

Integration procedure At this point we can describe the integration procedure to bound:

$$\frac{1}{|\Lambda| \beta} \left| \int d\mathbf{x}(P_{v_0}) \prod_{v \not\in V_B(\tau)} \gamma^{h_v \rho_{u, G^{h_v}, x_v}} \left[ \prod_{\ell \in T_v} (x_{\ell} - y_{\ell})^{b(\ell)} g_{P, \omega}^{(\bar{h})}(f_{\ell j}^{(h_{\bar{h}})}) \right] \cdot \left[ \prod_{i=1}^{n} (x^i - y^i)^{b(v^i)} K_{v^i}(x_{v^i}) \right] \prod_{v \in V_B(\tau)} w_{h_v}(x_v) \right|$$

Step 1: re-arranging the weight functions Using Lemma (3.6), we can move for each $v \in V_B(\tau)$, the weight functions $w_{h_v}(\cdot)$ along the spanning tree, re-arranging it in such a way that

• all the weight functions decorate vertices which are shared by propagators at different scales (in order to apply the result of Lemma (3.7)),

• if we imagine to erase the propagator at higher scale, the weighted vertex is still connected to the root of the rooted spanning tree by a subtree including the propagator at lower scale (of course in this procedure is still arbitrary, because in general there is not only a vertex of this kind, and in particular there could be vertices having the properties we are requiring, and being attached to propagators at different scales: we comment it in the remark at the end of this proof).

Step 2: integration order

• we can arbitrarily choose an external line of the cluster $G_{v_0}$, and consider it as the root of the tree giving a natural order relation to the tree;
Figure 3.9: Example of a renormalized tree (left) and its respective cluster structure (right). Only the $R_B$ operators are explicitly written, and the blue squares are the weight functions $w_i(\cdot)$. The union of the green lines on the right represents the spanning tree, while the four black lines are the four external legs. In Figure (3.10) we describe the first step of the integration.
Figure 3.10: Step one of the integration procedure. The starting point is the cluster structure of figure (3.9). First of all we fixed one of the external legs, the yellow one, as the root. Using Lemma (3.6), we moved the weight functions, i.e. the blue squares, along the spanning tree (along the lines that were green in Figure (3.9) and that are magenta in this Figure), in order to use Lemma (3.5) getting the gain and going toward the root of the spanning tree. The first step of the integration is done along the red arrows (on the right), "living" at a higher scale with respect to the blue dots they are attached to.
• moreover, we use the quantifier "for each \( \theta \in (0,1) \)" appearing in the hypothesis of the weight functions \( \varpi_h(\cdot) \): considering the rooted spanning tree rooted in the selected external leg we just defined, we pick the closest vertex, in the sense of the tree distance, to the root (if there are more than one at the same distance, we can arbitrarily choose one of them).

- if this vertex is associated with \( w_{h^*}(\cdot) = \rho_{h^*}(\cdot) \), for some \( h^* > h \), we do nothing,
- if this vertex is associated with \( w_{h^*}(\cdot) = \varpi_{h^*}(\cdot) \), for some \( h^* > h \), we fix once for all, for all the other weight functions associated with the vertices of the spanning tree, \( \theta \equiv \theta' \) in the decay hypothesis, except for the selected vertex, for which we keep the quantifier "for each \( \theta \in (0,1) \)".

After these manipulations, the integral we are bounding has to be read as follows:

• all the propagators have to be read, with the purpose of an upper bound, as \( P \)-type propagators,
• each of the weight functions \( w_{h_v}(\cdot), v \in V_B(\tau) \), is associated with some special vertex of the spanning tree: i.e. it is associated with the exiting point of some propagator \( g_\ell(h_\ell) \) at scale \( h_\ell < h_v \), so that in the integration procedure we can think of all the weight functions as associated to some propagator:

\[
|w_{h'} * g_\ell| = 3.170
\]
where \( h' > h_\ell \). In particular, \( h' \) is the scale of the cluster we want to renormalize, while \( h_\ell \) is the scale of the line \( \ell \) exiting this cluster.

**Iterative integration** At this point, starting from the leaves of the rooted spanning tree we start the integration procedure, observing the following prescriptions:

• if none of the vertices linked by \( \ell \in T_v \) is weighted, so we get the same bound as usual from the integration of the single line of the spanning tree,
• if one of the two vertices linked by \( \ell \in T_v \) is weighted, we use Lemma (3.7) to integrate \( \int d\tau |w_{h'} * g_\ell| \), both transferring the weight function to the lower scale \( h_\ell \) and getting the scale jump \( \gamma_{\theta(h_\ell - h')} \).

**Remark 3.20.** Let us stress that this procedure (see Figures (3.9) and (3.10)) is constructed in such a way that, in using Lemma (3.6), we never transfer the weight function along a line of the spanning tree that we already used to transfer weight functions. This fact ensures that the constants \( C_{n_v}^{n_v-1} \) appearing in the bound in Lemma (3.6) do not accumulate at all.

**Observation:**

- the scale jump \( \gamma_{\theta(h_\ell - h')} \) is exactly the gain factor associated to the operators \( R_\ell \) acting on the cluster at scale \( h' \),
- we transferred the weight function to scale \( h_\ell \), and so we can use again Lemma (3.6) to move the weight function following the rules described in Step 1. We stress that it could of course be the case that the propagator at scale \( h_\ell \) we use to transfer the weight function links two vertices at scales \( (h', h^*) \), so that the weight function \( w_{h_\ell}(\cdot) \) would be attached to some vertex belonging to some subcluster at scale \( h^* > h_\ell \), but it is not an issue: of course we consider this vertex as a vertex of the cluster at scale \( h_\ell \), and we can still use Lemma (3.6), as it is clear in the proof of Lemma.
• in this way we are left with computing an integral over a pruned spanning tree having the same formal structure of the one we started from, so we can iterate the procedure with this further prescription: since it could happen that at some scale $\bar{h}$ we get several weight functions $w_h(\cdot)$, so

  – if one of these weight function is the one associated with the special vertex, we bound all the others by $C_{\theta'}$, keeping the weight function associated with the quantifier "for each $\theta \in (0, 1)$.

  – otherwise, we arbitrarily bound all of them but one by $C_{\theta'}$, and we use Lemma (3.6) to move the weight function following the rule of Step 1.

• the very last non trivial step consists of integrating the cluster $G_v$ containing the weight function $\varpi_h$ we used in order to preserve the quantifier "for each $\theta \in (0, 1)$": we perform this integral as follows, getting a gain factor $\gamma^{\theta(h_L-h)}$.

We use the coordinate the weight function $\omega_h(\cdot)$ is associated with as the root of a change of variables by which we associate an effective variable to each $\ell \in T_v$. We use all the propagators $g_\ell$, $\ell \in T_v$ to integrate these effective variables, i.e. we bound each line of the spanning tree by $\|g_\ell\|_\infty$, and we use the weight function to integrate the overleft variable, getting:

$$\frac{1}{L} \int_0^L dx |w_h(x)| \leq c_{|\lambda|,w} \gamma^{\theta(h_L-h)}$$

(3.171)

where $h_L$ has already been defined after (3.80), and

$$c_{|\lambda|,w} = \begin{cases} |\lambda| C_{\theta'}, & \text{if } w_h(\cdot) = \varpi_h(\cdot), \\ c, & \text{if } w_h(\cdot) = \rho_h(\cdot). \end{cases}$$

(3.172)

Proof. From the hypothesis it follows that, when $w_h(\cdot) = \varpi_h(\cdot)$:

$$\frac{1}{L} \int_\Lambda dx |\varpi_h(x)| \leq \frac{1}{L} \int_\Lambda dx \frac{|\lambda| C_{\theta'}}{1 + \gamma^{\theta_h} |x|^\theta} \leq C_{\theta'} |\lambda| \gamma^{-\theta_h} \gamma^{\theta h_L} = C_{\theta'} |\lambda| \gamma^{\theta(h_L-h)},$$

(3.173)

while, if $w_h(\cdot) = \rho_h(\cdot)$, for each $N = 1, 2, \ldots$:

$$\frac{1}{L} \int_\Lambda dx \rho_h(x) = \frac{1}{L} \int_\Lambda dx \frac{C_N}{1 + \gamma^{N h} |x|^\theta} \leq C_N \frac{1}{L} \gamma^{-h} \leq C_N \gamma^{h_L-h}.$$  

(3.174)

Of course, we can rewrite this gain factor as

$$\gamma^{\theta(h_L-h_v)} = \gamma^{\theta(h_L-h)} \left[ \gamma^{\theta(h-h_1)} \gamma^{\theta(h_1-h_2)} \cdots \gamma^{\theta(h_m-h_v)} \right]$$

(3.175)

where $h < h_1 < \cdots < h_m < h_v$, and the factor included in square brackets renormalizes all the incapsulated subclusters of $G_1 \supset G_2 \supset \cdots \supset G_m \supset G_v$, while the overleft scale jump $\gamma^{\theta(h_L-h)}$, that at the moment is not crucial in order to prove this theorem, will become crucial in proving the main theorem.
3.4. RENORMALIZATION GROUP

Remark 3.21. First of all, it is worth noting that, following this procedure, having a non translation invariant element at scale $h_0$, corresponding to the vertex $v \in V(\tau)$ is enough to get a dimensional gain for all the ancestors of $v$: this fact justifies the "simplification" procedure we introduced over the hierarchical organization of the renormalization operators.

We already pointed out that there could be several vertices we can possibly choose to glue the weight function to, attached to different propagators living at different scales, so one can think that the more convenient thing to do is to choose the propagator, among those, living at the lowest scale in order to maximize the scale jump in the gain of Lemma (3.7). In fact all the possible choises are completely equivalent for our pourposes:

- on the one hand, if we choose the propagator living at the lowest scale, we can rewrite the gain we get
  \[ \gamma^{\theta(h^\text{min}_1-h')} = \gamma^{\theta(h^\text{min}_1-h_1)} \gamma^{\theta(h_1-h_2)} \cdots \gamma^{\theta(h_n-h')}, \]
  where $h^\text{min}_1 < h_1 < h_2 < \cdots < h'$,
  are the scales of all the subclusters contained in the cluster at scale $h^\text{min}_1$, in order to get the right gain related to the renormalization operators $R_B$.

- on the other hand, thanks to the transfer of the weight function to lower scales (Lemma (3.7)), we can get the same factor step by step (or splitting the scale jump as we want).

\[\square\]

Corollary 4. Let $\tau \in T_{h,n}$ a renormalized tree, $h > h_L$, and $W^{(h)}(\tau, P_{v_0}, x(P_{v_0}))$ the respective kernel. If, for some constant $c_1 > 0$ and if for any $\theta \in (0,1)$ there exists a constant $C_0$ such that these bounds are verified

\[ \int_{y \in \Lambda} dy |\omega_{h'}(x, y)| \leq |\lambda| \frac{C_0}{(1 + \gamma h' |x|)^\beta}, \]

\[ \sup_{h' > h} \left( \max\{|v_{h'}|, |\delta_{h'}|, |\lambda_{h'}|, |\omega_{h'}|\} \right) \equiv \epsilon_h, \quad \sup_{h' > h} \left| \frac{Z_{h'}}{Z_{h'-1}} \right| \leq e^{c_1 \epsilon_h^2} \tag{3.176} \]

and if there exists a constant $\bar{\epsilon}$, depending on $c_1$, such that $\epsilon_h \leq \bar{\epsilon}$, then, for another suitable constant $c_0$ uniform in $c_1$, $L$ and $\beta$ the following bounds are true

\[ \sum_{\tau \in T_{h,n}} |v_h(\tau)| + |\delta_h(\tau)| + |\lambda_h(\tau)| + |\omega_h(\tau)| \leq (c_0 \epsilon_h)^n, \tag{3.177} \]

\[ \sum_{\tau \in T_{h,n}} |e_{h+1}| \leq \gamma^{2h} (c_0 \epsilon_h)^n \tag{3.178} \]

and

\[ \frac{1}{|\Lambda|^3} \sum_{\tau \in T_{h,n}} \int_{x(P_{v_0})} R W^{(h)}(\tau, P_{v_0}, x(P_{v_0})) \leq \gamma^{-h(D(P_{v_0})+z_{v_0})} (c_0 \epsilon_h)^n \tag{3.179} \]

where for each $\theta \in (0,1)$,

\[ z_{v_0} = \begin{cases} 1 + \theta, & \text{if } G_V \text{ has two external lines}, \\ \theta, & \text{if } G_V \text{ has four external lines}. \end{cases} \]
Proof. Exploiting the dimensional gains coming from the operator $R$ acting as described in equation (3.146), we can repeat the proof of Theorem (2.2) by replacing

$$\prod_{v \notin V_f(\tau)} \gamma^{-D(v)(h_v-h_{v'})} \rightarrow \prod_{v \notin V_f(\tau)} \left( \frac{Z_{h_v}}{Z_{h_v-1}} \right)^{|P_v|/2} \gamma^{-|D(v)+z_v|(h_v-h_{v'})}$$

(3.180)

By the assumption $\sup_{h_{v'}>h} Z_{h_{v'}}/Z_{h_{v}-1} \leq e^{c_z \epsilon^2 h} \leq 1/16$, taking $c_z \epsilon^2 h \leq 1/16$, one gets that

$$\prod_{v \notin V_f(\tau)} \gamma^{-|P_v|/40} \leq C^n, \quad (3.181)$$

where $\bar{v}$ are the non-trivial vertices, and $\bar{v}'$ is the non-trivial vertex immediately preceding $\bar{v}$. Thanks to the product into the first bracket we bound the sum over the scale labels by $(\text{const.})^n$. The second factor can be used to bound the sums, using

$$\sum_{\tau \in T_{h,n}} \sum_{P_v} \sum_{T} \prod_{v \notin V_f(\tau)} 1 \leq C^n,$$

(3.182)

we refer to [BM01] for details. \qed

\section{3.4.6 Proof of the main theorem}

Let us recall the main result:

**Theorem 3.3.** There exists a radius $\lambda_0 > 0$ such that, for any $|\lambda| \leq \lambda_0$ it is possible to fix the boundary defect $\pi(x,y)$ and its strength $\varpi = \varpi(\lambda)$ in such a way that, for any $\theta \in (0,1)$, there exists a constant $C_\theta$ such that

$$\sum_{y \in \Lambda} |\pi(x,y)| \leq C_\theta \left( \frac{1}{(1+|x|)^\theta} + \frac{1}{(1+|L-x|)^\theta} \right), \quad (3.183)$$

in such a way that $f_\Lambda$ admits a convergent expansion in $\lambda$ and $\varpi$. Moreover

$$|f_\Lambda - f_\infty| \leq |\lambda| \frac{C_\theta}{L^\theta}. \quad (3.184)$$

First of all, let us recall that the diagrams that contribute to the specific free energy are the so called vacuum diagrams, i.e. the diagrams such that $|P_v|=0$.

As we have done in the case of the kernels $W_2^{(h)}$ and $W_4^{(h)}$, we can split the free fermi energy into the bulk term and a remainder:

$$f_{\Lambda,\beta} = f_{\Lambda,\beta}^{(P)} + f_{\Lambda,\beta}^{(R)}, \quad (3.185)$$

where, by construction, all the diagrams contributing to $f_{\Lambda,\beta}^{(R)}$ contain at least either a remainder propagator or a non local endpoint.

In order to explicitly control the boundary corrections, we define

$$f_\Lambda = \lim_{\beta \to \infty} f_{\Lambda,\beta}, \quad f_\infty = \lim_{|\lambda| \to \infty} f_\Lambda. \quad (3.186)$$
3.4. RENORMALIZATION GROUP

and we study the difference:

$$|f_\infty - f_\Lambda|,$$  \hspace{1cm} (3.187)

knowing that $|f_\infty - f_\Lambda^{(P)}| \leq \frac{C}{L^\epsilon}$, which can be proved by proceeding as in ([GM13]).

Using *exactly the same technique* as in proving the Theorem (4) with the constraints $|P_{\nu_0}| = 0$, and keeping track of the *scale jump* $\gamma^{\theta(h_L-h)}$ (3.175) we already commented in the proof of Theorem (3.2) we get, for each $\theta \in (0,1)$,

$$|f_\infty - f_\Lambda| \leq |\lambda| \sum_{h \leq 1} \gamma^{2h \gamma^{\theta(h_L-h)}} \leq |\lambda| \frac{C_\theta}{L^{\beta}}, \hspace{1cm} (3.188)$$

The boundary defect $\pi(x, y)$ and its strenght $\varpi$ will be fixed in the next subsection (3.4.7).

3.4.7 Flow of running coupling constants and functions

From the iterative procedure we set up, we can write the flow equations for $\bar{v}_h(x)$ for the quantities we defined in (3.131):

$$\begin{align*}
\nu_{h-1} &= \gamma \nu_h + \beta^\nu_h(\bar{v}_h(x, y), \ldots, \bar{v}_0(x, y); x, y), \\
\lambda_{h-1} &= \lambda_h + \beta^\lambda_h(\bar{v}_h(x, y), \ldots, \bar{v}_0(x, y); x, y), \\
\delta_{h-1} &= \delta_h + \beta^\delta_h(\bar{v}(x, y), \ldots, \bar{v}_0(x, y); x, y), \\
\frac{Z_{h-1}}{Z_h} &= 1 + \beta^Z_h(\bar{v}_h(x, y), \ldots, \bar{v}_0(x, y); x, y), \\
\varpi_{h-1}(x, y) &= \gamma \varpi_h(x, y) + \beta^\varpi_h(\bar{v}_h(x, y), \ldots, \bar{v}_0(x, y); x, y).
\end{align*} \hspace{1cm} (3.189)$$

The convergence of the multiscale expansion has been proved under the hypotheses of that the running coupling constants and functions are small enough. Now, we have to show that, choosing $\lambda$ small enough and fixing once for all the counterterm $\nu$ (which is an analytic function of $\lambda$ as we have already seen in subsection (2.4.4)) and $\varpi N(x, y)$ as functions of $\lambda$, such hypothesis are verified.

The strategy is to write down the Taylor expansion for the beta function (convergent as long as the hypothesis are fulfilled), truncate this Taylor expansion at lowest non-trivial order, check whether the approximate flow still verifies the hypothesis, and finally prove that the solution of this approximate flow is stable under the addition of higher order Taylor approximation.

The idea is that the beta function of this model is asymptotically close to the beta function of the Luttinger model with an ultraviolet cut-off, so it belongs to the Luttinger liquid universality class (that we introduced in the Introduction). The main difference, as we already mentioned in the introduction, is that the reference model shows more symmetries than the models of the universality class, that can be used to show that the beta function $\beta^L_\Lambda$, in the reference model, is asymptotically zero. Thanks to the *asymptotic closeness* of the models, the same holds for the model we are studying.

It is worth stressing that, by the very definition of running coupling constants and functions, we
can rewrite (3.189) as

\begin{align*}
\nu_{h-1} &= \gamma \nu_h + \beta^h_0 (\vec{v}_h, \ldots, \vec{v}_0), \\
\lambda_{h-1} &= \lambda_h + \beta^h_\lambda (\vec{v}_h, \ldots, \vec{v}_0), \\
\delta_{h-1} &= \delta_h + \beta^h_\delta (\vec{v}_h, \ldots, \vec{v}_0), \\
\frac{Z_{h-1}}{Z_h} &= 1 + \beta^h_Z (\vec{v}_h, \ldots, \vec{v}_0),
\end{align*}

(3.190)

that basically means that, while the bulk constants enter in the flow equation of \( \varpi_h(x, y) \), \( \varpi_h(x, y) \) does not enter in the flow equations of the bulk running coupling constants. As a consequence, we can assume to have already studied the bulk flow equations of the running coupling constants \( (\nu_h, \lambda_h, \delta_h, Z_h) \), and study the flow equation of the running coupling function.

**Fixing the non local counterterm** Let us study the flow of \( \varpi_h(x, y) \), that has already been defined as

\[ \gamma^h \varpi_h(x, y) := \frac{Z_{h-1}}{Z_h} \int_0^\beta d\gamma \mathcal{W}^h(x, y) \]

(3.191)

and let us recall the flow

\[ \varpi_{h-1}(x, y) = \gamma \varpi_h(x, y) + \beta^h \varpi(\vec{v}_h(x, y), \ldots, \vec{v}_0(x, y); x, y). \]

(3.192)

So, from the very last of (3.189), we get

\[ \varpi_1(x, y) = - \sum_{k=h}^1 \gamma^k \beta^h_\varpi (\vec{v}_h(x, y), \ldots, \vec{v}_0(x, y); x, y), \]

(3.193)

so

\[ \varpi_h(x, y) = - \sum_{k \leq h} \gamma^{k-h-1} \beta^h_\varpi (\vec{v}_h(x, y), \ldots, \vec{v}_0(x, y); x, y). \]

(3.194)

Let us recall the definition of the norm:

\[ ||\varpi_h||^{(\theta)}_{\infty, 1} = \sup_{x \in \Lambda} (1 + \gamma^h |x|)^\theta \sum_{y \in \Lambda} |\varpi_h(x, y)|, \]

(3.195)

allowing us to define the Banach space \( B \) as follows.

**Definition 1.** Let \( B \) be the set of the real sequences \( \varpi(x, y) := \{ \varpi_h(x, y) \}_{h \leq 1} \) with norm

\[ ||\varpi||^{(\theta)} := \sup_{h \leq 1} ||\varpi_h||^{(\theta)}_{\infty, 1}. \]

Besides, let us define the closed ball \( \mathcal{M}_\theta =: \mathcal{M} \subset B \): let us fix \( \bar{\theta} \), and let us define

\[ \mathcal{M} := \left\{ \varpi(x, y) : \forall \theta \leq \bar{\theta}, \ ||\varpi^{(h)}||^{(\theta)} \leq |\lambda| C \right\}. \]

(3.196)
Remark 3.22. We define such a Banach space because, to fix the initial value of
\[ \pi(x, y) =: \varpi_1(x, y), \]  
we will look for a fixed point of the flow equation (3.192) using the Banach fixed point theorem; in particular, we are interested in the elements belonging to the closed ball \( M \), and the closeness guarantees that starting from an initial datum inside the ball \( M \), the fixed point belongs to \( M \).

Let us start with defining an operator \( T \) acting on \( M \) as
\[ (T \varpi(x, y))_h = - \sum_{k \leq h} \gamma^{k-h-1} \beta^{(k)}(\varpi_h(x, y), \ldots, \varpi_0(x, y); x, y). \]  

Claim If we find a fixed point \( \varpi^*(x, y) \) of (3.198), the solution will be such that \( \varpi_h(x, y) \) is small as desired.

In order to find the fixed point for the operator \( T \):
1. we have to check that it leaves \( M \) invariant, i.e. that
\[ T : M \to M, \]  
2. we have to check that \( T \) is a contraction in \( M \), i.e.
\[ ||T \varpi - T \varpi'||(\theta) \leq ||\varpi - \varpi'||(\theta). \]  

Let us prove the Claim.

Proof of Claim. 1. Let us prove that \( T : M \to M \). Let us recall that, by definition,
\[ \beta^{(h)}(\varpi_h(x, y), \ldots, \varpi_0(x, y); x, y) \]  
is the sum of all possible Feynman graphs whose internal lines live at scale \( \geq h \), such that there must be at least one line living right at scale \( h \) and at least one element breaking the translation invariance, i.e. either \( \gamma^k \varpi_k(x, y) \delta_{x_0, y_0} \) or \( g^{(k)}_{R, \omega}(x, y), k \geq h \).

So, first of all, let us check that, for each \( \theta \leq \theta \) (resp. \( N = 1, 2, \ldots \)) there exist a constant \( C_{\theta'} \) (resp. \( C_N \)) such that
\[ |w_h(x)| \leq \begin{cases} |\lambda| \frac{C_{\theta'}}{|1 + \gamma^h|x|\theta'} & \text{if } w_h(\cdot) = \varpi_h(\cdot), \\ C_N \frac{|\lambda|}{|1 + \gamma^h|x|\theta'}} & \text{if } w_h(\cdot) = \rho_h(\cdot). \end{cases} \]  

As we already explained, we can assume without loss of generality that:

- all the remainder propagators belong to the spanning tree,
- we transferred the anchorage property to the vertices, localizing the non-local counterterms and rewriting \( g^{(h)}_{R, \omega} \to g^h_{P, \omega} \ast w_h \), and we call \( n_w \geq 1 \) the number of weighted vertices.

We keep track of only one weight function, bounding the contribution of \( n_w - 1 \) non-local endpoints using the hypothesis: for each \( \theta' \leq \theta \) (resp. \( N = 1, 2, \ldots \)) there exist a constant \( C_{\theta'} \) (resp. \( C_N \)) such that
We stress that the constant $|\lambda|$, if there are not non-local endpoints but only remainder propagators, arises from the fact that there must be at least a four-external legs endpoint to contribute to $\beta^{(h)}_{\omega}$. In light of this fact, from now on we assume without loss of generality us assume that $w_k(\cdot) = \omega_{h}(\cdot)$. So by construction there is a vertex of the spanning tree associated with the weight function $\omega_{h}(\cdot)$. As in proof of Theorem (2.3), the determinant expansion is the same of the translation invariant case, while the novelty is the weight function $\omega_{h}(\cdot)$ appearing in the integration over the spanning tree: so we are interested in bounding, for each $\theta \leq \theta^*$:

$$
\sup_{x \in \Lambda} (1 + \gamma^{h}|x|)^{\theta} \left| \int d(z \setminus x) \prod_{v \in V_{f}(\tau)} \gamma^{h_{v}q_{v},c_{h_{v}},T_{v}} \left( \prod_{\ell \in T_{v}} (x_{\ell} - y_{\ell})^{b(\ell)}g^{(f_{\ell})}_{j(\ell),j(f_{\ell})}g^{(k_{\ell})}_{j(f_{\ell})}g^{(h_{\ell})}_{k(\ell)} \right) \right. \\
\left. \cdot \prod_{i=1}^{n}(x^{i} - y^{i})^{b(v_{i}^{*})}K^{(h_{v_{i}^{*}})}_{v_{i}^{*}}(x^{v_{i}^{*}}) \right| \omega_{k}(s) \leq \\
\leq \sup_{x \in \Lambda} (1 + \gamma^{h}|x|)^{\theta} \left| \int d(z \setminus x) \prod_{v \in V_{f}(\tau)} \gamma^{h_{v}q_{v},c_{h_{v}},T_{v}} \left( \prod_{\ell \in T_{v}} (x_{\ell} - y_{\ell})^{b(\ell)}g^{(f_{\ell})}_{j(\ell),j(f_{\ell})}g^{(k_{\ell})}_{j(f_{\ell})}g^{(h_{\ell})}_{k(\ell)} \right) \right. \\
\left. \cdot \prod_{i=1}^{n}(x^{i} - y^{i})^{b(v_{i}^{*})}K^{(h_{v_{i}^{*}})}_{v_{i}^{*}}(x^{v_{i}^{*}}) \right| \frac{|\lambda|C_{\theta}^{(1 + \gamma^{h}|x|)^{\theta}}}{(1 + \gamma^{k}|s|)^{\theta^{**}}} \leq \\
\leq \sup_{x \in \Lambda} \left| \int d(z \setminus x) \prod_{v \in V_{f}(\tau)} \gamma^{h_{v}q_{v},c_{h_{v}},T_{v}} \left( \prod_{\ell \in T_{v}} (x_{\ell} - y_{\ell})^{b(\ell)}g^{(f_{\ell})}_{j(\ell),j(f_{\ell})}g^{(k_{\ell})}_{j(f_{\ell})}g^{(h_{\ell})}_{k(\ell)} \right) \right. \\
\left. \cdot \prod_{i=1}^{n}(x^{i} - y^{i})^{b(v_{i}^{*})}K^{(h_{v_{i}^{*}})}_{v_{i}^{*}}(x^{v_{i}^{*}}) \right| \frac{|\lambda|C_{\theta}^{(1 + \gamma^{h}|x|)^{\theta}}}{(1 + \gamma^{k}|s|)^{\theta^{**}}} \leq 
$$

The strategy is the same we used in proving the Lemma (3.6): by definition of spanning tree $T$, there must be a connected path of lines $\ell \in T$ connecting $x$ (the non-integrated point, so the anchored point) to one of the points $s$: $\{(x, z_1); (z_1, z_2), \ldots, (z_{i-1}, s)\} \subseteq T$. So, setting $z_0 := x$ and $z_i = s$,

$$
|x|^{\theta} \leq c_{\theta,0} \left( \sum_{j=1}^{i} |z_{i-1} - z_i|^{\theta} + |s|^{\theta} \right), \quad (3.203)
$$

so that

$$
(1 + \gamma^{h}|x|)^{\theta} \leq c_{1,\theta} \left[ (1 + \gamma^{h}|s|)^{\theta} + \sum_{j=0}^{i} \gamma^{\theta h}|z_{i-1} - z_i|^{\theta} \right] \quad (3.204)
$$

Then each term of the sum $|z_i - z_j|^{\theta}$ is associated to a line of the spanning tree, so to a propagator $g_{\rho_{i,j}}^{(k)}(z_i - z_j)$ so that, analogously to what we did in proving Lemma (3.6), in order to get the bounds we want we can replace, inside the integrals, $|z_i - z_j|^{\theta} \leq \gamma^{\theta k}$ so

$$
\gamma^{\theta h}|z_i - z_j| \leq \gamma^{\theta(h-k)} \leq 1,
$$
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being, by construction, \( h \leq k \).

So we are left with proving that

\[
\frac{(1 + \gamma^h |s|)^\theta}{(1 + \gamma^k |s|)^\theta'} \leq c,
\]

for any \( \theta, \theta' \leq \bar{\theta} \),

and indeed it is:

\[
\frac{(1 + \gamma^h |s|)^\theta}{(1 + \gamma^k |s|)^\theta'} \leq \begin{cases}
(1 + \gamma^{h-k})^\theta & \text{if } |s| \leq \gamma^{-k}, \\
\frac{1}{1 + \gamma^{h-k}} & \text{if } \gamma^{-k} \leq |s| \leq \gamma^{-h}, \\
1 & \text{if } \gamma^{-h} \leq |s|. 
\end{cases}
\]

(3.205)

Now, we use this bound to verify that \( \| (T^x(x, y))_h \|_{\infty, 1} \leq |\lambda| c \). Indeed

\[
\sup_{x \in \Lambda} (1 + \gamma^h |x|^\theta) \sum_{k \leq h} \gamma^{k-h-1} \left( \sum_{y \in \Lambda} \beta^{(k)}(\bar{v}_h(x, y), \ldots, \bar{v}_0(x, y); x, y) \right) \leq \sum_{k \leq h} \sup_{x \in \Lambda} \left( \gamma^{k-h-1} + \gamma^{k-h-1} \gamma^h |x|^\theta \right) \left( \sum_{y \in \Lambda} \beta^{(k)}(\bar{v}_h(x, y), \ldots, \bar{v}_0(x, y); x, y) \right) \leq \sum_{k \leq h} \left( C_\theta c_2 \gamma^{k-h-1} + \gamma^{(k-h)(1-\theta)} \sup_{x \in \Lambda} \left( \sum_{y \in \Lambda} \gamma^h |x|^\theta \beta^{(k)}(\bar{v}_h(x, y), \ldots, \bar{v}_0(x, y); x, y) \right) \right) \leq c_3 \theta C_\theta |\lambda|,
\]

so \( (T^x(x, y)) \in \mathcal{M} \) if we choose \( C = c_3 \theta C_\theta \).

2. Let us check that \( T \) is a contraction, i.e. \( ||T \hat{\varpi}^x - T \hat{\varpi}'^x|| \leq || \hat{\varpi}^x - \hat{\varpi}'^x || \). First of all, let us remark that, by the very definition of the running coupling functions (3.132)

\[
\hat{v}_h(x, y) = (\nu_h, \delta_h, \lambda_h, \varpi_h(x, y)),
\]

the running coupling constants \((\nu_h, \delta_h, \lambda_h)\) do not depend on the running coupling functions \( \varpi_h(x) \). So we can split

\[
\beta^{(k)}(\bar{v}_h, \ldots, \bar{v}_0; x, y) = \beta^{(k)}(\bar{v}_h, \ldots, \bar{v}_0; x, y) + \bar{\beta}^{(k)}(\bar{v}_h(x, y), \ldots, \bar{v}_0(x, y); x, y)
\]

(3.207)

where \( \bar{\beta}^{(k)} \) corresponds, in the Feynman graphs picture, to the contribution of all the diagrams containing at least a \( \varpi_h \) term, and \( \beta^{(k)} = \bar{\beta}^{(k)} \) is the remainder. So, if we use the notation

\[
\hat{v}'_h(x, y) = (\nu_h, \delta_h, \lambda_h, \varpi'_h(x, y)), \quad \hat{v}'_h(x, y) = (\nu_h, \delta_h, \lambda_h, \varpi'_h(x, y)),
\]

the difference between the beta functions depending on different running coupling functions depends only on the diagrams containing at least a \( \varpi_h \) term:

\[
\beta^{(k)}(\hat{v}_h(x, y), \ldots, \hat{v}_0(x, y); x, y) - \beta^{(k)}(\hat{v}'_h(x, y), \ldots, \hat{v}'_0(x, y); x, y) = \beta^{(k)}(\bar{v}_h(x, y), \ldots, \bar{v}_0(x, y); x, y) - \bar{\beta}^{(k)}(\bar{v}_h(x, y), \ldots, \bar{v}_0(x, y); x, y)
\]

(3.208)
So, using the notation \( \tilde{v}_k(x,y) =: \tilde{v}_k \)

\[
\leq \sum_{k \leq h} \sup_{x \in \Lambda} (1 + \gamma^{\theta h} |x|^\theta) \gamma^{k-h-1} \sum_{y \in \Lambda} |\beta^{(k)}(\tilde{v}_h, \ldots, \tilde{v}_0; x, y) - \beta^{(k)}(\tilde{v}_h, \ldots, \tilde{v}_0; x, y)| = \sum_{k \leq h} \gamma^{k-h-1} \sum_{y \in \Lambda} |\beta^{(k)}(\tilde{v}_h, \ldots, \tilde{v}_0; x, y) - \beta^{(k)}(\tilde{v}_h, \ldots, \tilde{v}_0; x, y)| + \sum_{k \leq h} \gamma^{k-h-1} \sum_{y \in \Lambda} |\tilde{\beta}^{(k)}(\tilde{v}_h, \ldots, \tilde{v}_0; x, y) - \tilde{\beta}^{(k)}(\tilde{v}_h, \ldots, \tilde{v}_0; x, y)| \\
\leq c \sum_{k \leq h} \gamma^{k-h-1} \sum_{y \in \Lambda} |\beta^{(k)}(\tilde{v}_h, \ldots, \tilde{v}_0; x, y) - \beta^{(k)}(\tilde{v}_h, \ldots, \tilde{v}_0; x, y)| + \sum_{k \leq h} \gamma^{k-h-1} \sum_{y \in \Lambda} |\tilde{\beta}^{(k)}(\tilde{v}_h, \ldots, \tilde{v}_0; x, y) - \tilde{\beta}^{(k)}(\tilde{v}_h, \ldots, \tilde{v}_0; x, y)| + c \sum_{k \leq h} \gamma^{k-h-1} |\lambda| |\omega_k(x) - \omega_k'(x)| \sum_{k' \geq k} \gamma^{\theta(k-k')} \\
+ \sum_{k \leq h} \gamma^{(k-h)(1-\theta)-1} \sup_{x \in \Lambda} \gamma^{k} |x| |\lambda| |\omega_k(x) - \omega_k'(x)| \sum_{k' \geq k} \gamma^{\theta(k-k')} \leq C \lambda \| \omega - \omega' \|^{(\theta)}.
\]

Finally, we fix

\[ \omega_1(x,y) = \omega \pi(x,y), \]

and \( \omega \) is fixed by imposing that

\[ \omega = \sup_{x \in \Lambda} \left| \int_{\Lambda} dy \omega_1(x,y) \right|. \tag{3.210} \]

**Bulk running coupling constants** Since the bulk running coupling constants are space independent, the strategy to study them is conceptually the same as the previous chapter (2), even though at finite volume they are not exactly the same constants. Let us denote by \( \{ \tilde{v}_h, \delta_h, \lambda_h \} \) the running coupling constants at finite volume of the translation invariant setting described by the Hamiltonian (2.1) in a volume \( |\Lambda| = 2(L + 1) \). So, let us recall where the bulk running coupling constants come from: \( \lambda_h \) comes from \( \mathcal{L}_T \mathcal{L}_B \mathcal{V}^{(h)}(\psi^{(\leq h)}) \). Thanks to Theorem (3.2), we infer that, even at finite volume, \( \lambda_h = \lambda_h \), since the difference between the quartic terms in the two settings is an irrelevant term. The running coupling constants coming from the quadratic terms localization deserve a deeper comment. Indeed, by construction \( \mathcal{L}_B \mathcal{W}_2^{(h)} = \tilde{W}_2^{(h)}(x-y, x_0 - y_0) - \tilde{W}_2^{(h)}(x+y, x_0 - y_0) \) consists of the first term, which is exactly the quadratic kernel of the translation invariant theory defined in the box \( \bar{\Lambda} \), and the second one which is a remainder term in the sense of the norm \( \| \cdot \|_1 \). This suggests to treat \( \delta_h \) and \( z_h \), coming from \( \mathcal{L}_T \mathcal{L}_B \mathcal{W}_2^{(h)} \), morally as we treated \( \lambda_h \), i.e. by inferring that \( |\delta_h - \bar{\delta}_h| \) and \( |z_h - \bar{z}_h| \) are irrelevant quantities, so we can actually reduce our study to the translational invariant case one.

So we are left with fixing the constant counter-term \( v_h \): at a formal technical level (i.e. the fixed point argument), there is no difference with respect to what we have done in the very last section of
the previous chapter (2.4.4); anyway, since $\nu_h$ is a relevant running coupling constants, we cannot proceed as we did for the other constants, because $|\nu_h - \tilde{\nu}_h|$ is a marginal quantity. At this point it should be clear that, following the definition of $\nu_h$ that we have chosen, the actually relevant contribution to $\nu_h$ comes from the linearization of the operators associated with the integral kernel $\tilde{W}_2^{(h)}(x-y)$ and, by applying the same estimates of Theorem (3.2) we get, at finite volume, $|\tilde{\nu}_h - \nu_h| \leq \gamma_{h_L}^{h}$. To conclude, only when the thermodynamic limit is reached the bulk counterterm on the halfline is the same as the one of the system defined on the whole line. Since all these considerations have a meaning only at finite volume, we underline that the difference between the finite volume and infinite volume running coupling constants has already been rigorously studied in [GM13], during the study of the flow of running coupling constants.
Chapter 4

Conclusion

4.1 Summary

With the purpose of extending the Constructive Renormalization Group formalism to systems
defined in general domains, we attacked a multiscale problem that breaks the translation invariance
symmetry in the simplest possible way: we considered a system of spinless fermions hopping on a 1D
semi-infinite lattice with Dirichlet boundary conditions, in the presence of a weak density-density
interaction (of size $\lambda$).

We showed, by rigorous Renormalization Group methods, that, if the perturbation is weak enough,
it is possible to fix a quadratic boundary counterterm, localized at the boundary as $|\lambda|C_{\theta}/(1 + |x|)^{\theta}$
for each $\theta \in (0, 1)$, in such a way that the specific free energy is expressed as an analytic function
of the perturbation size. In particular, we derived constructive bounds on the difference between
the finite volume specific free energy $f_\Lambda$ and its thermodynamic limit $f = \lim_{|\Lambda| \to \infty} f_\Lambda$:

$$ |f - f_\Lambda| \leq |\lambda| \frac{C_{\theta}}{L^2}, \quad \forall \quad 0 < \theta < 1. $$

Our proof involves a systematic treatment of what we call boundary terms. In particular we devel-
oped a method thanks to which, in a multiscale language, given a family of incapsulated clusters,
the presence of a non-translation invariant element in the innermost cluster $G_v$ is enough to get
a dimensional gain, that improves the renormalization analysis, for each of the clusters $G_w \supseteq G_v$.

If, on the one hand, this improvement is enough to renormalize the quartic boundary contributions,
on the other hand it allows us to conclude that the quadratic boundary contributions are marginal.
The fact that the boundary conditions are not invariant under RG integrations makes it technically
difficult to absorb this quadratic boundary contributions into the Grassmann integration, so we
decided to introduce a quadratic boundary correction, localized at the boundary as $|\lambda|C_{\theta}/(1 + |x|)^{\theta}$
for each $\theta \in (0, 1)$, to control them.

It is worth pointing out that we did not take care of keeping track of the $\theta$-dependent constants
coming from the bounding procedure, thanks to which one could find more explicit bounds for the
corrections to the free energy.
In particular one expects, in this way, to be able to express $C_\theta$ as

$$C_\theta = C \frac{1}{(1 - \theta)^\alpha}, \quad (4.1)$$

for some suitable $\alpha > 0$. This would allow us to choose the optimal $\theta \in (0, 1)$ by fixing $\theta$ in such a way that

$$\frac{d}{d\theta} \left( \frac{C_\theta}{L^\theta} \right) = C \frac{d}{d\theta} \left( \frac{1}{(1 - \theta)^\alpha L^\theta} \right) = 0, \quad (4.2)$$

so the optimal

$$|f - f_\Lambda| \leq C |\lambda| \frac{(\log L)^\alpha}{L}, \quad (4.3)$$

for some $C > 0$. In order not to make heavier the analysis, we decided neither to give these details nor to discuss the construction of the Schwinger functions not even in the translation invariant case (Chapter (2)). Indeed, even in the translation invariant setting, the construction of Schwinger functions requires an adapted multiscale analysis slightly different from the one we set up to construct the specific free energy (see [GM01] Section 12 for an introduction, [BGPS93] for the details). A modification of this multiscale argument, in the spirit of the modification we introduced in Chapter (3) with respect to Chapter (2), would extend the control of the boundary correction to the case of Schwinger functions: as already mentioned, one expects different behaviours depending on the comparison between the mutual distance and the distance from the boundary.

### 4.2 Outlook

The next natural step is the program we started this thesis with: i.e. to invert the counterterm, meaning properly to build the ground state of a system described by the Hamiltonian:

$$H = H_0 + \lambda V,$$

with Dirichlet boundary conditions.

This corresponds to finding a way to re-sum the quadratic boundary contributions into the Grassmann integration, absorbing the boundary effects into the dressed propagator. The expected result would be encoded in some space dependent critical exponent $\eta(x)$ in the long distance behaviour of the dressed propagator. In the context of Luttinger liquids some non rigorous results have been obtained, via non-rigorous bosonization techniques, in [FG95, MMS+00, GM09b, MEJ97], where the presence of space dependent critical exponents is investigated by comparing the two-point correlation functions in different asymptotic regimes: both the variables well inside the bulk, one well inside the bulk and the other close to the boundary, both of them close to the boundary.

As we pointed out, the main technical problem in doing this is the fact that the boundary conditions are not invariant under RG iterations, so absorbing the boundary corrections into the propagator would break the multiscale structure, mixing up different scales in a non-hierarchical way. This complication can basically be summarized by saying that the momentum, being non-preserved, is not the right quantum number to look at, so in order to solve this problem one should be able to
diagonalize, scale by scale, the single scale Laplacian with covariance \((g^{(h)})^{-1}\) perturbed by a weak and localized potential:

\[
\left(\left(g^{(h)}\right)^{-1} - W_2^{(h)}\right)^{-1}(x, y) = \tilde{g}^{(h)}(x, y) = \sum_{j \in \mathcal{D}} \hat{\tilde{g}}_j^{(h)}(x) \varphi_j(y),
\]

for some suitable dual space \(\mathcal{D}\) and orthonormal basis \(\{\varphi_j(x)\}_{j \in \mathcal{D}}\), where \(W_2^{(h)}(x, y)\) is such that

\[
\frac{1}{\beta} \int_{[0, \beta]} dx_0 \int_{[0, \beta]} dy_0 \sum_{y \in \Lambda} \left| W_2^{(h)}(x, y) \right| \leq |\lambda| \gamma^h e^{-\gamma^h|x|}.
\]

In particular, one should imagine the dual space \(\mathcal{D}\) as the energy-space, being the energy preserved. In other words, it seems that the main difficulty of the problem is to solve, scale by scale, a scattering problem, or a perturbed Schrödinger equation, getting explicit expressions both for the eigenfunctions and for the spectrum of the system. Being a quite common problem, there is a huge literature about it mostly interested in the spectral property of the perturbed system (see e.g. the review about rank-one perturbations of the Laplacian [Sim95], or [Kat13] for a scattering theory point of view). However at this point it should be clear that, in order to construct the observables we are interested in via a RG method, we need an "explicit enough" representation of the covariance allowing us to exploit the self-similar structure of the theory at different scales in order to iterate this procedure. This quite natural, but challenging, method, seems in fact to match with a multiscale implementation of the ideas used first by Symanzik, then by Diehl et al. to study \(\phi^4\) theories in non trivial domains [Sym81, DD81b, DDE83] via non-rigorous RG methods, in order to investigate the Casimir effect. Even though, on the one hand, the single scale problem seems to be reasonable, we expect its multiscale implementation to be non-trivial.

Let us stress, in light of the fact that the boundary correction to the quadratic part of the effective action are marginal, the same novelties we met in dealing with 1D spinless fermions would come out even in the case of systems with irrelevant interactions (e.g. Ising model, see [Mas08] Chapter 9 for a RG language treatment of this topic). In fact we expect that our analysis is adaptable to 2D statistical models as Ising, dimers etc. provided one is able to find a manageable fermionic representation of the starting model (see again [Mas08] Chapter 9 for the Ising model, see [GMT15] for dimers, both in translation invariant settings).

A further challenging topic related to a full understanding of the problem we started to study is the investigation of the Kondo model [Kon64] (both the original and the multichannel one) around the strong coupling regime fixed point. Indeed, a natural way to study the Kondo effect seems to be a conformal field theory approach [Aff95]: studying the strong coupling regime basically means to assume that the interaction with the impurity (that we assume to be sitting at the origin) is much stronger than the kinetic part. This assumption would imply that the fermion sitting at the origin is bounded to the impurity forming a singlet state with it. So an arbitrary electron configuration occurs on all other sites, but other electrons are forbidden to enter the origin, since that would destroy the singlet state costing a big energy; that is the reason why the impurity at the origin has roughly the same effect as a Dirichlet boundary condition. Anyway, a rigorous understanding of the Kondo model is still far, even though a first step, based on rigorous hierarchical RG methods, has been completed in [BGJ15].
Appendix A

Estimates of single scale propagators

Proof of Lemma 2.5. Let us introduce the discrete derivatives $\partial_k$, and the directional discrete derivative as $\tilde{\partial}_i = \tilde{e}_i \cdot \partial_k$, where $i = 0, 1$, $\tilde{e}_0 = (1, 0)$ and $\tilde{e}_1 = (0, 1)$, as follows: given a compactly supported function $\hat{F}(k) : D_{\Lambda,\beta} \rightarrow \mathbb{C}$,

$$
\tilde{\partial}_i \hat{F}(k) = \tilde{e}_i \cdot \partial_k \hat{F}(k) = \hat{F}(k + \tilde{e}_i \Delta k_i) - \hat{F}(k),
$$

(A.1)

where by the definition of $D_{\Lambda}$ and $D_{\beta}$, $\Delta k_0 = 2\pi/\beta$ and $\delta k_1 = 2\pi/L$. So, looking at the Fourier transform

$$
F(x) = \frac{1}{|\Lambda|\beta} \sum_{k \in D_{\Lambda,\beta}} e^{-ik \cdot x} \hat{F}(k),
$$

(A.2)

it is immediate to check that

$$
\sum_{k \in D_{\Lambda,\beta}} e^{-ik \cdot x} \partial_i \hat{F}(k) = \left( e^{i\Delta k_i \tilde{e}_i} - 1 \right) \sum_{k \in D_{\Lambda,\beta}} e^{-ik \cdot x} \hat{F}(k).
$$

(A.3)

Now let us notice that

$$
e^{i\Delta k_i \tilde{e}_i} - 1 = \frac{2}{\Delta k_i} \sin (\tilde{x}_i \Delta k_i/2) \implies \left| e^{i\Delta k_i \tilde{e}_i} - 1 \right| \leq \frac{2}{\Delta k_i} \sin (\tilde{x}_i \Delta k_i/2),
$$

(A.4)

and that

$$
|x| \leq \frac{\pi \sin(x_0 \pi/\beta)}{\pi/\beta} =: \frac{\pi}{2} d_{\beta}(x_0), \quad |x| \leq \frac{\pi \sin(x \pi/L)}{\pi/L} =: \frac{\pi}{2} d_{\Lambda}(x).
$$

(A.5)

we get

$$
|x_0|^2 |F(x)| \leq \frac{\pi^2}{4} d_{\beta}^2(x_0)|F(x)| = \frac{\pi^2}{4} \left| \frac{e^{i\Delta k_{0} \tilde{e}_0} - 1}{\Delta k_0} \right|^2 \left| \frac{1}{|\Lambda\beta|} \sum_{k \in D_{\Lambda,\beta}} e^{-ik \cdot x} \hat{F}(k) \right| =
$$

$$
= \frac{\pi^2}{4} \left| \frac{1}{|\Lambda\beta|} \sum_{k \in D_{\Lambda,\beta}} e^{-ik \cdot x} \partial_{k_0} \hat{F}(k) \right| \leq \frac{\pi^2}{4} \frac{1}{|\Lambda\beta|} \sum_{k \in D_{\Lambda,\beta}} \left| \partial_{k_0}^2 \hat{F}(k) \right|.
$$

(A.6)
and

$$|x|^2 |F(x)| \leq \frac{\pi^2}{4} d_h^2(x) |F(x)| = \frac{\pi^2}{4} \left| e^{i\Delta k x} - 1 \right|^2 \frac{1}{|\Lambda|} \sum_{k \in \mathcal{D}_{\Lambda,\beta}} e^{-ik \cdot x} \hat{F}(k)$$

$$= \frac{\pi^2}{4} \left| \frac{1}{|\Lambda|} \sum_{k \in \mathcal{D}_{\Lambda,\beta}} e^{-ik \cdot x} \hat{F}(k) \right| \leq \frac{\pi^2}{4} \left| \frac{1}{|\Lambda|} \sum_{k \in \mathcal{D}_{\Lambda,\beta}} \partial_k^2 \hat{F}(k) \right|.$$  

Let us now consider $F(x) = g^h_\omega(x)$

$$g^h_\omega(x - y) = \frac{1}{L\beta} \sum_{k \in \mathcal{D}_{\Lambda,\beta}} e^{-ik \cdot (x - y)} f_h(k - \omega p_F) \hat{g}(k).$$  

and let us observe that we can procede as before to get, for all $N \geq 0$ and a suitable constant $C$,

$$|x|^{2N} |g^h_\omega(x)| \leq C^N \frac{|\Lambda|}{\beta} \sum_{k \in \mathcal{D}_{\Lambda,\beta}} \left| \partial_k^{2N} [f_h(k - \omega p_F) \hat{g}(k)] \right|,$$

$$|x|^{2N} |g^h_\omega(x)| \leq C^N \frac{|\Lambda|}{\beta} \sum_{k \in \mathcal{D}_{\Lambda,\beta}} \left| \partial_k^{2N} [f_h(k - \omega p_F) \hat{g}(k)] \right|,$$

that can be unified in

$$|x|^{2N} |g^h_\omega(x)| \leq C^N \frac{|\Lambda|}{\beta} \sum_{k \in \mathcal{D}_{\Lambda,\beta}} \left| \partial_k^{2N} [f_h(k - \omega p_F) \hat{g}(k)] \right|.$$  

Observing that, on the support of $f_h(k - \omega p_F, k_0)$, $|k_0| \sim |k - \omega p_F| \sim \gamma^h$ and $\hat{g}(k) \sim \gamma^{-k}$ the derivative can be dimensionally estimated, when acting either on $f_h$ on $\hat{g}$, by a factor $\gamma^{-h}$, while the support of $f_h$ is an annulus whose volume is proportional to $\gamma^{2h}$, meaning that

$$\frac{1}{|\Lambda|} \sum_{k \in \mathcal{D}_{\Lambda,\beta}} f_h(k - \omega p_F) \sim \gamma^{2h}.$$

Putting all together these estimates we get, for some $C_N$, the bound

$$|x|^{2N} |g^h_\omega(x)| \leq C_N \gamma^{2h} \gamma^{-h} \gamma^{-2N}.$$  

Thanks to these estimates, we can also prove the bounds of $||g||_1$ and $||g||_\infty$ we used in Lemma (2.1)

**Corollary 5.** Let

$$g(x - y) = \frac{1}{L\beta} \sum_{k \in \mathcal{D}_{\Lambda,\beta,M}} e^{-ik \cdot (x - y)} \hat{g}(k).$$

So

$$||g||_1 = \frac{1}{L\beta} \int_{[0,\beta)} dx_0 \sum_{x \in \Lambda} \int_{[0,\beta)} dy_0 \sum_{y \in \Lambda} g(x - y) \leq C\beta,$$

$$||g||_\infty \leq CM.$$  

(A.12)  

(A.13)
Proof. It is enough to extend the multiscale decomposition to the ultraviolet regime \(2 \geq h \leq \lfloor h_M \rfloor\), where \(\log_\gamma M\)

\[
\|g\|_1 \leq c \left( \sum_{h=h_M}^1 \gamma^{-h} + \sum_{h=2}^{h_M} \gamma^{-h} \right) \leq C \beta, \tag{A.14}
\]

\[
\|g\|_\infty \leq c \left( \sum_{h=h_M}^1 \gamma^{h} + \sum_{h=2}^{h_M} \gamma^{h} \right) \leq CM. \tag{A.15}
\]

\[
\]

\[
\]
Appendix B

Finite volume localization (PBC)

Momentum space-time localization

In this case in which periodic boundary conditions are imposed, we have a certain freedom to choose the point to localize at, because of the symmetry of $D_{L,\beta}$ with respect to $0$. So let us call

$$\bar{k}_{\eta,\eta'} = \left(\frac{\pi}{L}, \frac{\eta'}{\beta}\right), \quad \eta, \eta' = \pm 1,$$

(B.1)

whose usefulness will be clear in a while.

Let $L$ be the localization operator acting on the effective potentials in the following way:

- the terms with more then 6 external legs cause no problems, so we have nothing to extract:

$$\mathcal{L} \left( \frac{1}{\beta L} \sum_{n \geq 3} \sum_{k_1, \ldots, k_n \in D_{L,\beta}} \prod_{j=1}^{n} \left( \psi_{k_{2j-1}}^{(\leq 0)^+} \psi_{k_{2j}}^{(\leq 0)^-} \right) \bar{W}_{2n}(k_1, \ldots, k_{2n}) \delta \left( \sum_{j=1}^{2n} (j+1)k_j \right) \right) = 0$$

- on the terms with 4 external legs,

$$\mathcal{L} \left( \frac{1}{(\beta L)^4} \sum_{k_1', k_2', k_3', k_4' \in D_{L,\beta}} \psi_{\omega_1, k_1'}^{(\leq 0)^+} \psi_{\omega_2, k_2'}^{(\leq 0)^+} \psi_{\omega_3, k_3'}^{(\leq 0)^-} \psi_{\omega_4, k_4'}^{(\leq 0)^-} \bar{W}_{4,\omega}(k_1', k_2', k_3', k_4') \delta_{k_1' + k_2' + k_3' + k_4'} \delta_{\omega_1 + \omega_2 + \omega_3 + \omega_4} \right) = 0,$$

(B.2)

\[ \bar{W}_{4,\omega}(k_1', k_2', k_3', k_4') \delta_{k_1' + k_2' + k_3' + k_4'} \delta_{\omega_1 + \omega_2 + \omega_3 + \omega_4} \]
• on the terms with 2 external legs

\[
\mathcal{L} \left( \frac{1}{L^\beta} \sum_{\mathbf{k} \in \mathcal{D}_{L,\beta}} \psi^{(\leq 0) + \gamma (\leq 0)}_{\omega,\mathbf{k}} \psi^{(\leq 0) - \gamma (\leq 0)}_{\omega,\mathbf{k}'} W_{2,\omega}(\mathbf{k}') \right) = \frac{1}{L^\beta} \sum_{\mathbf{k} \in \mathcal{D}_{L,\beta}} \psi^{(\leq 0) + \gamma (\leq 0)}_{\omega,\mathbf{k}} \psi^{(\leq 0) - \gamma (\leq 0)}_{\omega,\mathbf{k}'}.
\]

(B.3)

\[
\cdot \frac{1}{4} \left( \sum_{\eta,\eta' = \pm 1} \hat{W}_{2,\omega}^{(h)}(\mathbf{k}_{\eta \eta'}) \left[ 1 + \left( \frac{L}{\pi} (b_L + a_L e(k' + \omega p_F)) + \eta' \beta \pi k_0 \right) \right] \right)
\]

where

\[
a_L = \frac{\pi/L}{\sin(\pi/L)}, \quad b_L = \cos(p_F) \left( \frac{\cos(\pi/L) - 1}{\sin(\pi/L)} \right)
\]

(B.4)

If, on the one hand, this is the rigorous definition taking into account the finite size effect that, of course, disappear once we take the thermodinamic and zero temperature limit, the reader should keep in mind that

\[
\lim_{L \to \infty} a_L = 1, \quad \lim_{L \to \infty} b_L = 0,
\]

implying that

\[
\lim_{L,\beta \to \infty} \mathcal{L} \left( \frac{1}{L^\beta} \sum_{\mathbf{k} \in \mathcal{D}_{L,\beta}} \psi^{(\leq 0) + \gamma (\leq 0)}_{\omega,\mathbf{k}} \psi^{(\leq 0) - \gamma (\leq 0)}_{\omega,\mathbf{k}'} W_{2,\omega}(\mathbf{k}') \right) = \int d\mathbf{k}' \psi^{(\leq 0) + \gamma (\leq 0)}_{\omega,\mathbf{k}'} \psi^{(\leq 0) - \gamma (\leq 0)}_{\omega,\mathbf{k}'}.
\]

(B.6)

Finally, we simply define the renormalization operator

\[
\mathcal{R} = 1 - \mathcal{L}
\]

(B.7)

where 1 has to be read as the identity operator.

**Remark B.1.** First of all, it is clear that the only condition to recover the infinite volume limit (2.109) is

\[
a_L = 1 + O \left( \frac{1}{L^2} \right), \quad b_L = O \left( \frac{1}{L^2} \right).
\]

The choice (2.109) is better then the others because it reproduces the property which is true in the infinite volume limit: \(\mathcal{L}\) and \(\mathcal{R}\) are projectors onto to orthogonal spaces:

\[
\mathcal{L}^2 = \mathcal{L}, \quad \mathcal{R}^2 = \mathcal{R}, \quad \mathcal{L}\mathcal{R} = \mathcal{R}\mathcal{L} = 0.
\]

(B.8)

Besides, it is worth noting that that in momenta space representation the operators \(\mathcal{L}\) and \(\mathcal{R}\) act directly on the kernels \(\hat{W}_{2n,\omega}\), so it is not necessary to use the heavy notation we used to express their action on the whole operator representation. Anyway, we prefer to be heavier but complete: indeed this representation corresponds, in a trivial way, to a real-space representation (via a Fourier transform) that we will explain in a while, and that will be the crucial representation in the next chapter when, due to the lost of momenta conservation, it will be useless to represent the system in Fourier space.
Real-space localization

In subsection (2.4) we defined the localization operator directly in the Fourier space formalism: it corresponds, trivially, to compute the kernels that have to be renormalized (two and four external legs kernels) at Fermi momentum, based on the fact that we know that the propagator (2.12) is singular at Fermi point. Technically, it corresponds to keep in what we call the local part only the order zero term (in the case of quartic kernels) or the order zero and order one terms (in the case of quadratic terms) of the Taylor expansion around the Fermi points. Of course, there is a counterpart in the real-space representation, that we are going to explain. Of course, there is nothing more to do than just Fourier transform the formulae we have given in the momentum-space.

- If $2n = 4$, by Fourier transforming the (2.108) we get

$$\mathcal{L} \sum_{x_1, \ldots, x_4} W_{\omega;4}^{(h)}(x_1, x_2, x_3, x_4) \psi^{(\leq h)}_{\omega;1, x_1} \psi^{(\leq h)}_{\omega;2, x_2} \psi^{(\leq h)}_{\omega;3, x_3} \psi^{(\leq h)}_{\omega;4, x_4} =$$

$$= \sum_{x_1, \ldots, x_4} W_{\omega;4}^{(h)}(x_1, x_2, x_3, x_4) e^{i\vec{k}_{++} \cdot (x_1 - x_4)} \psi^{(\leq h)}_{\omega;1, x_1} \psi^{(\leq h)}_{\omega;2, x_2} \psi^{(\leq h)}_{\omega;3, x_3} \psi^{(\leq h)}_{\omega;4, x_4}$$

(B.9)

where, by recalling the definition (B.1)

$$\vec{k}_{++} = \left( \frac{\pi}{L}, \frac{\pi}{\beta} \right)$$

we notice that the localization operator in real space-time representation acts on the annihilation and creation operators by computing all of them in the same space-time point (localization) and multiplying them by an oscillating factor that keeps track of the finiteness of the volume:

$$e^{i\vec{k}_{++} \cdot (x_1 - x_4)} = e^{i\pi \left( \frac{x_1 - x_4}{L} + \frac{x_1 - x_4}{\beta} \right)}.$$

In writing the formula (B.9) we have chosen arbitrarily the point $x_4$ to localize at, but by noting that the function $W_{\omega;4}^{(h)}(x_1, x_2, x_3, x_4) e^{i\vec{k}_{++} \cdot (x_1 + x_2 - x_3 - x_4)}$ is translation invariant and periodic in the space-time components (respectively with period $L$ and $\beta$) it follows that we can replace each $e^{i_{x_{4}} \vec{k}_{++} \cdot (x_1 - x_4)} \psi^{(\leq h)}_{x_{4}}$ with $e^{i_{x_{4}} \vec{k}_{++} \cdot (x_1 - x_4)} \psi^{(\leq h)}_{x_{4}}$, $k = 1, 2, 3, 4$: i.e. we can chose the localization point, so we have a freedom in the choice of the localization point.

By definition

$$\mathcal{R} = 1 - \mathcal{L},$$

so if we define the localization as in (B.9), we get

$$\mathcal{R} \sum_{x_1, \ldots, x_4} W_{\omega;4}^{(h)}(x_1, x_2, x_3, x_4) \psi^{(\leq h)}_{\omega;1, x_1} \psi^{(\leq h)}_{\omega;2, x_2} \psi^{(\leq h)}_{\omega;3, x_3} \psi^{(\leq h)}_{\omega;4, x_4} =$$

$$= \sum_{x_1, \ldots, x_4} W_{\omega;4}^{(h)}(x_1, x_2, x_3, x_4) \left( \prod_{i=1}^{4} \psi^{(\leq h)}_{\omega;1, x_i} - \prod_{i=1}^{4} e^{i_{x_{i}} \vec{k}_{++} \cdot (x_1 - x_4)} \psi^{(\leq h)}_{\omega;1, x_i} \right)$$

(B.10)
where the term in brackets can be read as

$$
\psi^{(\leq h)} + \psi^{(\leq h)} + D^{1,1}(\leq h) - \psi^{(\leq h)} + \left[ \psi^{(\leq h)} + \psi^{(\leq h)} + D^{1,1}(\leq h) - \psi^{(\leq h)} \right] 
$$

where in sake clarity we used the synthetic notation:

$$
D^{1,1}(\leq h) = \psi^{(\leq h)} - \psi^{(\leq h)} + D^{1,1}(\leq h) - \psi^{(\leq h)} + \psi^{(\leq h)} - \psi^{(\leq h)}
$$

and we have chosen the name $D$ because, when the new field $D$ is contracted, it corresponds to a derivative-propagator.

An equivalent representation of the remainder is

$$
\mathcal{R} \sum_{x_1, \ldots, x_4} W_4^{(\leq h)}(x_1, x_2, x_3, x_4) \prod_{i=1}^{4} \psi^{(\leq h)}_{\omega_i, x_i} = 
$$

$$
= \sum_{x_1, \ldots, x_4} \prod_{i=1}^{4} \psi^{(\leq h)}_{\omega_i, x_i} \left[ W_4^{(\leq h)}(x_1, x_2, x_3, x_4) - \delta_{x_3, x_4} \sum_{y_3} W_4^{(\leq h)}(x_1, x_2, y_3, x_4) e^{-i\bar{k} + (y_3 - x_4)} \right] + 
$$

$$
= \sum_{x_1, \ldots, x_4} \prod_{i=1}^{4} \psi^{(\leq h)}_{\omega_i, x_i} \delta_{x_3, x_4} \sum_{y_1} W_4^{(\leq h)}(x_1, x_2, y_3, x_4) e^{-i\bar{k} + (y_3 - x_4)} - \delta_{x_2, x_4} \sum_{y_2} W_4^{(\leq h)}(x_1, x_2, y_3, x_4) e^{i\bar{k} + (y_2 - x_4)} + 
$$

$$
= \sum_{x_1, \ldots, x_4} \prod_{i=1}^{4} \psi^{(\leq h)}_{\omega_i, x_i} \delta_{x_3, x_4} \sum_{y_2, y_3} W_4^{(\leq h)}(x_1, x_2, y_3, x_4) e^{i\bar{k} + (y_2 - x_3)} - \delta_{x_1, x_4} \sum_{y_1} W_4^{(\leq h)}(y_1, x_2, y_3, x_4) e^{i\bar{k} + (y_1 - y_3 - x_4)}
$$

where we have used

$$
\delta_{x, y} = \frac{1}{L^\beta} \sum_{k' \in D_{L^\beta}} e^{i\bar{k}'(x-y)}.
$$

**If $2n = 4$, by Fourier transforming (2.109) we get**

$$
\mathcal{L} \sum_{x, y} W_2^{(\leq h)}(x - y) \psi^{(\leq h)}_{\omega, x} \psi^{(\leq h)}_{\omega, y} = 
$$

$$
= \sum_{x, y} W_2^{(\leq h)}(x - y) \psi^{(\leq h)}_{\omega, x} \psi^{(\leq h)}_{\omega, y} + T_{x, y, \omega} \psi^{(\leq h)}_{\omega, x} \psi^{(\leq h)}_{\omega, y} = 
$$

$$
= \sum_{x, y} W_2^{(\leq h)}(x - y) T_{x, y, \omega}^{1(\leq h)} + \psi^{(\leq h)}_{\omega, y}.
$$
\[ T^{-1}(\leq h)^e = \psi_{\omega,x}^e c_\beta(y_0 - x_0)[c_L(y - x) + b_L d_L(y - x)] + \]
\[ + [\partial_1 \psi_{\omega,x}^e + \frac{i \cos p F}{2} \partial_1^2 \psi_{\omega,x}^e] c_\beta(y_0 - x_0)\]
\[ + \partial_0 \psi_{\omega,x}^e \]  
\[ d_L(x) = \frac{L}{\pi} \sin \left( \frac{\pi x}{L} \right), \quad \]  
\[ d_\beta(x_0) = \frac{\beta}{\pi} \sin \left( \frac{\pi x_0}{\beta} \right), \quad \]
\[ c_L = \cos \left( \frac{\pi x}{L} \right), \quad c_\beta = \cos \left( \frac{\pi x_0}{\beta} \right). \]  
\[ \tag{B.16} \]

where

\[ d_L(x) = \frac{L}{\pi} \sin \left( \frac{\pi x}{L} \right), \quad \]  
\[ d_\beta(x_0) = \frac{\beta}{\pi} \sin \left( \frac{\pi x_0}{\beta} \right), \quad \]
\[ c_L = \cos \left( \frac{\pi x}{L} \right), \quad c_\beta = \cos \left( \frac{\pi x_0}{\beta} \right). \]  
\[ \tag{B.17} \]

Again, by definition,

\[ \mathcal{R} \sum_{x,y} W_{\omega,2}^{(h)}(x - y) \psi_{\omega,x}^e \psi_{\omega,y}^e = \]
\[ = \sum_{x,y} W_{\omega,2}^{(h)}(x - y) \psi_{\omega,x}^e \psi_{\omega,y}^e \]
\[ = \sum_{x,y} W_{\omega,2}^{(h)}(x - y) d_{\omega,2}^{(h)} + \psi_{\omega,y}^e \]  
\[ \tag{B.18} \]

with of course

\[ D_{\omega,2}^{(h)} = \psi_{\omega,y}^e - T^{-1}(\leq h)^e. \]  
\[ \tag{B.19} \]

The remainder can be represented as

\[ \mathcal{R} \sum_{x,y} W_{\omega,2}^{(h)}(x - y) \psi_{\omega,x}^e \psi_{\omega,y}^e = \sum_{x,y} \psi_{\omega,x}^e \psi_{\omega,y}^e - \left( W_{\omega,2}^{(h)}(x - y) - \right. \]
\[ - \partial_1 \psi_{\omega,x}^e + \frac{i \cos p F}{2} \partial_1^2 \psi_{\omega,x}^e \sum_z W_{\omega,2}^{(h)}(x - z) c_\beta(z_0 - x_0)[c_L(z - x) + b_L d_L(z - x)] - \]
\[ - \partial_0 \psi_{\omega,x}^e \sum_z W_{\omega,2}^{(h)}(x - z) d_\beta(z_0 - x_0)c_L(z - x). \]  
\[ \tag{B.20} \]
Appendix C

Gram representation

In the proof of the following Lemma, concerning the Gram-Hadamard representation of the remainder propagators, is included the prove of the fact that also the free propagator (2.12) can be expressed as a scalar product of vectors of a suitable chosen Hilbert space. The proof of the assumption we made in Lemma (2.3) is included in the proof of the following Lemma (C.1): in particular it is enough to look at formula (C.3) and the explicit expressions of $A_{2(L+1)}^{(h)}$, $B_{2(L+1)}^{(h)}$ in formula (C.5).

**Lemma C.1.** The remainder propagator $g_R^{(h)}(x + y, x_0 - y_0)$ defined in Lemma (3.1) and the definition of $g^{(h)}$, can be written as a scalar product. As a consequence, we are allowed to build up the matrix $G^T(t)$ to use the formula (2.53) and the Gram-Hadamard estimate (Lemma (2.2)).

**Proof.** Let us recall that the formula (3.67) says that

\[
\begin{align*}
g^{(h)}(x_0 - y_0) &= \frac{1}{\beta} \sum_{k \in \mathcal{D}_{2(L+1),\beta}} e^{-ik_0(x_0 - y_0)} \frac{f_h(k)}{-ik_0 + e(k)}, \\
g^{(h)}(x, y) &= \frac{2}{\beta} \sum_{k \in \mathcal{D}_{2(L+1),\beta}} e^{-ik_0(x_0 - y_0)} \sin(kx) \sin(ky) \frac{f_h(k)}{-ik_0 + e(k)}.
\end{align*}
\]

The idea of the proof is to show that we can write both the propagators in the right hand side of the latter formula as scalar products, and then to use the linearity of the scalar product. Let us introduce four functions $A^d(x, \cdot), B^d(x, \cdot), A_{2(L+1)}^{(h)}(x, \cdot), B_{2(L+1)}^{(h)}(x, \cdot)$ such that, if we use the notation $(A(x, \cdot), B(y, \cdot)) = \int dz A(x, z) B(z, y)$, we can write

\[
\begin{align*}
g^{(h)}_R(x, y) &= \langle A_{2(L+1)}^{(h)}(x, \cdot), B_{2(L+1)}^{(h)}(y, \cdot) \rangle, \\
g^{(h)}(x, y) &= \langle A^{(h)}(x, \cdot), B^{(h)}(y, \cdot) \rangle.
\end{align*}
\]
and it is easy to check that a good choice is

\[
A_{2(L+1)}^{(h)}(x, y) = \frac{1}{2\beta(L + 1)} \sum_{k \in D_{2(L+1), \beta}} e^{-ik(x-y)} \sqrt{f_h(k)} \frac{1}{k_0^2 + e^2(k)},
\]

\[
B_{2(L+1)}^{(h)}(x, y) = -\frac{1}{2\beta(L + 1)} \sum_{k \in D_{2(L+1), \beta}} e^{-ik(x-y)} \sqrt{f_h(k)}(ik_0 + e(k)),
\]

\[
A_d^{(h)}(x, y) = \frac{2\chi(x > 0, y > 0)}{\beta(L + 1)} \sum_{k \in D_{l}} e^{-i k_0 (x_0 - y_0)} \sin(kx) \sin(ky) \sqrt{f_h(k)} \frac{1}{k_0^2 + e^2(k)},
\]

\[
B_d^{(h)}(x, y) = -\frac{2\chi(x > 0, y > 0)}{\beta(L + 1)} \sum_{k \in D_{l}} e^{-i k_0 (x_0 - y_0)} \sin(kx) \sin(ky) \sqrt{f_h(k)}(ik_0 + e(k)).
\]

Now we can check that there exist \( \tilde{A}_R(x, \cdot) \) and \( \tilde{B}_R(x, \cdot) \) (where the slightly different notation stays for the fact that they live in a bigger space with respect to the previous ones, as we explain below), such that

\[
g_R^{(h)}(x, y) = \left\langle \tilde{A}_R^{(h)}(x, \cdot), \tilde{B}_R^{(h)}(y, \cdot) \right\rangle.
\]

Let \( \odot \) denote some kind of product between the space of the functions \( A, B \) and of the new vectors we introduce: \( u_{A^d}, u_{A_{2(L+1)}}, u_{B^d}, u_{B_{2(L+1)}} \), such that, if \( \cdot \) is the usual scalar product between these vectors,

\[
u_{A_{2(L+1)}} \cdot u_{B_{2(L+1)}} = 1,
\]

\[
u_{A_{2(L+1)}} \cdot u_{B^d} = 0,
\]

\[
u_{A^d} \cdot u_{B_{2(L+1)}} = 0,
\]

\[
u_{A^d} \cdot u_{B^d} = 1.
\]

Besides, let us interpret

\[
\left\langle u_i \odot A(x, \cdot), u_j \odot (y, \cdot) \right\rangle = u_i \cdot u_j \int dz \tilde{A}(x, z) B(y, z) = u_i \cdot u_j \left\langle A(x, \cdot), B(y, \cdot) \right\rangle.
\]

Thanks to these definition, we can check that by defining

\[
\tilde{A}_R^{(h)} = A_d^{(h)} \odot u_{A^d} + i A_{2(L+1)}^{(h)} \odot u_{A_{2(L+1)}},
\]

\[
\tilde{B}_R^{(h)} = B_d^{(h)} \odot u_{B^d} - i B_{2(L+1)}^{(h)} \odot u_{B_{2(L+1)}},
\]

we get

\[
\left\langle \tilde{A}_R^{(h)}(x, \cdot), \tilde{B}_R^{(h)}(y, \cdot) \right\rangle = \left\langle \tilde{A}_R^{(h)}(x, \cdot), \tilde{B}_R^{(h)}(y, \cdot) \right\rangle - \left\langle \tilde{A}_{2(L+1)}^{(h)}(x, \cdot), \tilde{B}_{2(L+1)}^{(h)}(y, \cdot) \right\rangle = g^{(h)}(x, y) - g_{2(L+1)}^{(h)}(x - y)
\]

so finally

\[
g_R^{(h)}(x, y) = \left\langle \tilde{A}_R^{(h)}(x, \cdot), \tilde{B}_R^{(h)}(y, \cdot) \right\rangle.
\]
Furthermore, in order to use the Gram-Hadamard estimate, let us note that

\[ \|\tilde{A}^{(h)}_R\|^2 = \|A^{(h)}_{2(L+1)}\|^2 + \|A^{d(h)}\|^2, \tag{C.17} \]
\[ \|\tilde{B}^{(h)}_R\|^2 = \|B^{(h)}_{2(L+1)}\|^2 + \|B^{d(h)}\|^2. \tag{C.18} \]

so that, thanks to formulae (C.3) and (C.4),

\[ \|\tilde{A}^{(h)}_R\| \|\tilde{B}^{(h)}_R\| \leq C\gamma^h, \tag{C.19} \]

for some \( C > 0. \)

\( \square \)
Appendix D

Breaking of DBC: a counter-example

Proof. In constructing this counter-example, we use the assumption that \( v(x, y) \) is diagonal in the sine Fourier base. It is enough to show a counterexample: the non-local tadpole (see Figure (3.3), the element on the right):

\[
\int_{[0, \beta]} dx \sum_{x \in \Lambda} \int_{[0, \beta]} dy \sum_{y \in \Lambda} \psi_x^{(h)} + \psi_y^{(h)} - v(x, y) \delta_{x_0 y_0} g^{(h)}(x, y) = \\
= \frac{1}{\beta^3} \left( \frac{2}{L+1} \right)^4 \sum_{\{k_{10}, k_{20}, k_0, k_1, k_2, k_3, k_4\} \in D_7} \sum_{\{k_{10}, k_{20}, k_0\} \in D_5} \int_{[0, \beta]} dx \sum_{x \in \Lambda} \sum_{y \in \Lambda} \psi_{k_1}^{(h)} + \psi_{k_2}^{(h)} - v(k_3) \hat{g}^{(h)}(k_4) \cdot \\
e^{-i \pi (k_{10} - k_{20})} (\sin(k_1 x) \sin(k_3 x) \sin(k_4 x)) (\sin(k_2 y) \sin(k_3 y) \sin(k_4 y)) = \\
= \left( \frac{1}{\beta} \right)^2 \left( \frac{2}{L+1} \right)^4 \sum_{\{k, k_0, k_1, k_2, k_3, k_4\} \in \mathcal{D}_6} \sum_{\{k_1, k_2, k_3, k_4\} \in \mathcal{D}_4} \sum_{\{k_1, k_2, k_3, k_4\} \in \mathcal{D}_3} \psi_{k_1}^{(h)} + \psi_{k_2}^{(h)} - v(k_3) \hat{g}^{(h)}(k_4) \cdot \\
\cdot (\sin(k_1 x) \sin(k_3 x) \sin(k_4 x)) (\sin(k_2 y) \sin(k_3 y) \sin(k_4 y)) .
\]

Knowing that

\[
\sin(k_1 x) \sin(k_2 x) \sin(k_3 x) = \frac{1}{(2i)^3} \sum_{\{\sigma_1, \sigma_2, \sigma_3\} \in \{\pm 1\}} \sigma_1 \sigma_2 \sigma_3 e^{i(\sigma_1 k_1 + \sigma_2 k_2 + \sigma_3 k_3)x} = \\
= \frac{1}{(2i)^2} \sum_{\{\sigma_2, \sigma_3\} \in \{\pm 1\}} \sigma_2 \sigma_3 \sin((k_1 + \sigma_2 k_2 + \sigma_3 k_3)x) .
\]

(D.1)
we can rewrite

\[
\sum_{x \in \Lambda} \sum_{y \in \Lambda} (\sin(k_1 x) \sin(k_3 x) \sin(k_4 x)) (\sin(k_2 y) \sin(k_3 y) \sin(k_4 y)) =
\]

\[
= \sum_{\sigma_3, \sigma_4, \omega_3, \omega_4} \sigma_3 \sigma_4 \omega_3 \omega_4 \sum_{x \in \Lambda} \sum_{y \in \Lambda} \sin((k_1 + \sigma_3 k_3 + \sigma_4 k_4) x) \sin((k_2 + \omega_3 k_3 + \omega_4 k_4) y)
\]

(D.3)

Finally

\[
\sum_{x \in \Lambda} \sum_{y \in \Lambda} \sin((k_1 + \sigma_3 k_3 + \sigma_4 k_4) x) \sin((k_2 + \omega_3 k_3 + \omega_4 k_4) y) =
\]

\[
= \left( L \delta(k_1 + \sigma_3 k_3 + \sigma_4 k_4) - 2 \sum_{x \in \Lambda} e^{-i(k_1 + \sigma_3 k_3 + \sigma_4 k_4) x} \right) \cdot \left( L \delta(k_2 + \omega_3 k_3 + \omega_4 k_4) - 2 \sum_{y \in \Lambda} e^{-i(k_2 + \omega_3 k_3 + \omega_4 k_4) y} \right)
\]

(D.4)

In particular,

\[
\left( L \delta(k_1 + \sigma_3 k_3 + \sigma_4 k_4) - 2 \sum_{x \in \Lambda} e^{-i(k_1 + \sigma_3 k_3 + \sigma_4 k_4) x} \right) \cdot \left( L \delta(k_2 + \omega_3 k_3 + \omega_4 k_4) - 2 \sum_{y \in \Lambda} e^{-i(k_2 + \omega_3 k_3 + \omega_4 k_4) y} \right) = L^2 \delta(k_1 - k_2) \delta(k_1 + \sigma_3 k_3 + \sigma_4 k_4)
\]

(D.5)

if and only if \( \omega_3 = \sigma_3 \) and \( \omega_4 = \sigma_4 \). Since in equation (D.3) there is a sum over all the possible values of \( \omega_3, \sigma_3, \omega_4, \sigma_4 \), we have proved that the non-local tadpole is in fact a counter-example. \( \square \)
Appendix E

Finite volume localization definition, DBC

- Case $2n = 2$, kernel $W_2^{d(h)} = L_B W_2^{d(h)}$ As we pointed out in formulae (3.102) and (3.103),

$$
\int dxdy \psi_x^{(\leq h)} + \psi_y^{(\leq h)} - W_2^{d(h)}(x, y) = \frac{2}{\beta(L + 1)} \sum_{k' \in D_{\Lambda, \beta}^d} \hat{\psi}_{k' + p_F}^{(\leq h)} \hat{\psi}_{k' + p_F}^{(\leq h)} W_2^{d(h)}(k' + p_F),
$$

so we can proceed in localizing by analogy with the translation invariant case and define a localization procedure directly in the dual space. In order to take into account the finiteness of the volume we cannot directly localize at $p_F$, but we are forced to localize at the nearest possible points to $p_F$ belonging to the domain. While in the translation invariant case, so in the domain $D_{\Lambda, \beta}$, $p_F$ has four equidistant nearest neighbors $k_{\eta, \eta'}$, in the domain $D_{\Lambda, \beta}^d$ there are only two of them:

$$
k_\eta = \left( \frac{\pi}{L + 1}, \eta \frac{\pi}{\beta} \right), \quad \eta = \pm 1. \quad (E.1)
$$

$$
\begin{align*}
\mathcal{L}_T \left[ \mathcal{L}_B \left( \int_{[a, \beta]} dxdy_0 \sum_{x, y \in \Lambda} \psi_x^{(\leq h)} + \psi_y^{(\leq h)} - W_2^{d(h)}(x, y) \right) \right] &= \\
= \mathcal{L}_T \left( \frac{2}{\beta(L + 1)} \sum_{k' \in D_{\Lambda, \beta}^d} \hat{\psi}_{k' + p_F}^{(\leq h)} \hat{\psi}_{k' + p_F}^{(\leq h)} W_2^{d(h)}(k' + p_F) \right) &= \\
= \frac{1}{\beta(L + 1)} \sum_{k' \in D_{\Lambda, \beta}^d} \hat{\psi}_{k' + p_F}^{(\leq h)} \hat{\psi}_{k' + p_F}^{(\leq h)}, \quad (E.2)
\end{align*}
$$

$$
\frac{1}{2} \left( \sum_{\eta = \pm 1} \hat{W}_2^{d(h)}(k_\eta - p_F) \right) \left[ 1 + \left( \frac{L}{\pi} \left( b_L + a_L e(k' + p_F) + \eta \frac{\beta}{\pi} k_0 \right) \right) \right]
$$
where again

\[
a_L = \frac{\pi/L}{\sin(\pi/L)}, \quad b_L = \cos p_F \frac{(\cos(\pi/L) - 1) \pi/L}{\sin(\pi/L)}
\]  

(E.3)

and \( \mathcal{T} \) stays for "Taylor expansion".

- **Case 2n = 2, kernel** \( \mathcal{W}_2^{(h)} = R_\beta W_2^{(h)} \) Because of the non-diagonality of the kernel \( \mathcal{W}_2^{(h)} \), there is no advantage in defining a localization procedure in \( k \) space, so we work directly in the real space-time, being inspired by Appendix (B).

\[
\hat{\mathcal{L}}_{\mathcal{T}} \left[ R_\beta \left( \int_{[0,\beta]} dx_0 dy_0 \sum_{x,y \in \Lambda} \psi_x^{(\leq h)} + \psi_y^{(\leq h)} - W_2^{(h)}(x,y) \right) \right] = \\
= \hat{\mathcal{L}}_{\mathcal{T}} \left( \int_{[0,\beta]} dx_0 dy_0 \sum_{x,y \in \Lambda} \psi_x^{(\leq h)} + \psi_y^{(\leq h)} - W_2^{(h)}(x,y) \right) = \\
= \int_{[0,\beta]} dx_0 dy_0 \sum_{x,y \in \Lambda} \psi_x^{(\leq h)} + \psi_y^{(\leq h)} - \bigg|_{y_0 = x_0} c_\beta (y_0 - x_0) W_2^{(h)}(x,y),
\]

where:

\[
c_\beta = \cos \left( \frac{\pi x_0}{\beta} \right),
\]  

(E.5)

and we introduced the symbol \( \hat{\cdot} \) because the Taylor expansion is performed only in the space-direction.
• **Case 2n = 4, kernel $W_4^{(h)}$** In this case, we expand the Grassmann variables in the quasiparticles representation (3.69), and we define

$$
\mathcal{L}_T \left[ \mathcal{L}_B \left( \int_{[0,\beta]} dx_{1_0} \cdots dx_{4_0} \sum_{\mathbf{x}_1, \ldots, \mathbf{x}_4} \bar{W}_4^{(h)}(\mathbf{x}_1, \mathbf{x}_2, \mathbf{x}_3, \mathbf{x}_4) \cdot \right) \right] = \int_{[0,\beta]} dx_{1_0} \cdots dx_{4_0} \sum_{\mathbf{x}_1, \ldots, \mathbf{x}_4} \bar{W}_4^{(h)}(\mathbf{x}_1, \mathbf{x}_2, \mathbf{x}_3, \mathbf{x}_4).
$$

where, by recalling the definition (E.1)

$$
\tilde{k}_+ = \left( \frac{\pi}{L+1}, \frac{\pi}{\beta} \right).
$$

• **Other cases** The case with $2n = 4$ and the kernel $\mathcal{R}_B W_4^{(h)}$ does not need to be renormalized:

$$
\mathcal{L}_T \left[ \mathcal{R}_B \left( \sum_{\mathbf{x}_1, \ldots, \mathbf{x}_4} W_4^{(h)}(\mathbf{x}_1, \mathbf{x}_2, \mathbf{x}_3, \mathbf{x}_4) e^{-i p F(\omega_{1_0} x_{1_0} + \omega_{2_0} x_{2_0} - \omega_{3_0} x_{3_0} - \omega_{4_0} x_{4_0})} \right) \right] = \mathcal{L}_T \left( \sum_{\mathbf{x}_1, \ldots, \mathbf{x}_4} W_4^{(h)}(\mathbf{x}_1, \mathbf{x}_2, \mathbf{x}_3, \mathbf{x}_4) e^{-i p F(\omega_{1_0} x_{1_0} + \omega_{2_0} x_{2_0} - \omega_{3_0} x_{3_0} - \omega_{4_0} x_{4_0})} \right) = 0,
$$

and this implies that $\mathcal{R}_T \mathcal{R}_B = \mathcal{R}_B$ if it acts on a quartic term. The same holds for the operators $\mathcal{L}_T$ and $\mathcal{R}_T$. Of course, as in the translation invariant case, if $2n \geq 6$

$$
\mathcal{L}_T \left( \sum_{\mathbf{x}_1, \ldots, \mathbf{x}_{2n}} \left[ \prod_{j=1}^{n} \psi^{(\leq h)}_{\mathbf{x}_{2j-1}} \psi^{(\leq h)}_{\mathbf{x}_{2j}} \right] W_{2n}^{(h)}(\mathbf{x}_1, \ldots, \mathbf{x}_{2n}) \right) = 0.
$$
where \( i = 0, 1 \). The same holds for \( \tilde{L}_\tau \).
Appendix F

Weighted integration and dimensional gain

Proof of Lemma (3.5)

Proof. Let us start by bounding

$$\left| \int dy \rho_h(y) g_{P,\omega}^{(\bar{h})}(y - x) \right|$$ (F.1)

where $\bar{h} < h$, recalling that for any $N, M \in \mathbb{N}$

$$|\rho_h(y)| \leq \frac{C_N}{1 + (\gamma^h |y|)^N} \leq \sum_{k \leq h} \gamma^{N(k-h)} e^{-\gamma^k |y|},$$

$$|g_{P,\omega}^{(\bar{h})}(x - y)| \leq \gamma^\bar{h} \frac{C_M}{1 + (\gamma^\bar{h} |x - y|)^M} \leq C \sum_{k \leq \bar{h}} \gamma^{M(k-\bar{h})} e^{-\gamma^k |x - y|}.$$ (F.2)

for a suitable $C > 0$.

First of all, we can perform the time integration in order to be left with, up to a constant $C_N C_M$

$$\int_0^L dy \frac{1}{1 + \gamma^{Nh} |y|^N} \frac{1}{1 + \gamma^{Mh} |x - y|^M} \leq \sum_{k \leq h} \sum_{k \leq \bar{h}} \gamma^{N(k-h)} \gamma^{M(\bar{k}-\bar{h})} \int_0^L dy e^{-\gamma^k |y|} e^{-\gamma^\bar{k} |x - y|} \leq c_0 \sum_{k \leq h} \sum_{k \leq \bar{h}} \gamma^{N(k-h)} \gamma^{M(\bar{k}-\bar{h})} \gamma^{-\max\{k, \bar{k}\}} \left[ e^{-\gamma^k |x|} + e^{-\gamma^\bar{k} |x|} \right].$$ (F.3)
Now our strategy is to control the contribution coming from the different domains of the double sum we are considering, bounding the previous expression by

\[
c_1 \left( \sum_{k \leq h} \sum_{\tilde{h} < k \leq h} \gamma_N(k-h) \gamma_{N(k-h)} \gamma_{N(k-h)} e^{-\gamma h |x|} \gamma_{N(k-h)} e^{-\gamma h |x|} \right) +
\]

\[
= c_1 \left( \sum_{k \leq h} \gamma_M(\tilde{k}-\bar{h}) e^{-\gamma |x|} \sum_{\tilde{h} k \leq h} \gamma_N(k-h) \gamma_{N(k-h)} \gamma_{N(k-h)} \gamma_{N(k-h)} e^{-\gamma h |x|} \gamma_{N(k-h)} e^{-\gamma h |x|} \right) +
\]

\[
+ c_1 \left( \sum_{k \leq h} \sum_{\tilde{h} k \leq h} \gamma_{N(k-h)} \gamma_{N(k-h)} \gamma_{N(k-h)} \gamma_{N(k-h)} e^{-\gamma h |x|} \gamma_{N(k-h)} e^{-\gamma h |x|} \right).
\]

Now we show that the dominant term is the first one:

\[
\sum_{k \leq h} \gamma_M(\tilde{k}-\bar{h}) e^{-\gamma h |x|} \sum_{\tilde{h} k \leq h} \gamma_N(k-h) \gamma_{N(k-h)} \gamma_{N(k-h)} \gamma_{N(k-h)} e^{-\gamma h |x|} \gamma_{N(k-h)} e^{-\gamma h |x|} \leq c_2 \gamma_{N(h-h)} \gamma_{N(h-h)} e^{-\gamma h |x|} \gamma_{N(h-h)} e^{-\gamma h |x|} \quad \text{(F.5)}
\]

indeed the second one is bounded by:

\[
\sum_{k \leq h} \gamma_M(\tilde{k}-\bar{h}) \sum_{\tilde{h} k \leq h} \gamma_N(k-h) \gamma_{N(k-h)} \gamma_{N(k-h)} \gamma_{N(k-h)} e^{-\gamma h |x|} \gamma_{N(k-h)} e^{-\gamma h |x|} \leq c_3 \gamma_{N(h-h)} \gamma_{N(h-h)} e^{-\gamma h |x|} \quad \text{(F.6)}
\]

while for the remaining ones we split again the domain of the double sum to check all the contributions:

\[
\sum_{k \leq h} \sum_{\tilde{h} k \leq h} \gamma_N(k-h) \gamma_{N(k-h)} \gamma_{N(k-h)} \gamma_{N(k-h)} e^{-\gamma h |x|} \gamma_{N(k-h)} e^{-\gamma h |x|} \leq
\]

\[
\leq c_4 \gamma_{N(h-h)} \left( \sum_{k \leq h} \gamma_N(k-h) e^{-\gamma h |x|} \sum_{k \leq \tilde{h}} \gamma_M(\tilde{k}-\bar{h}) \gamma_{N(k-h)} \gamma_{N(k-h)} \gamma_{N(k-h)} e^{-\gamma h |x|} \gamma_{N(k-h)} e^{-\gamma h |x|} \right) +
\]

\[
+ \sum_{k \leq h} \gamma_N(k-h) \sum_{k \leq \tilde{h}} \gamma_M(\tilde{k}-\bar{h}) \gamma_{N(k-h)} \gamma_{N(k-h)} \gamma_{N(k-h)} e^{-\gamma h |x|} \gamma_{N(k-h)} e^{-\gamma h |x|} \leq \quad \text{(F.7)}
\]

\[
\sum_{k \leq h} \gamma_M(\tilde{k}-\bar{h}) e^{-\gamma h |x|} \sum_{k \leq h} \gamma_N(k-h) \gamma_{N(k-h)} \gamma_{N(k-h)} \gamma_{N(k-h)} e^{-\gamma h |x|} \gamma_{N(k-h)} e^{-\gamma h |x|} \leq
\]

\[
\leq c_5 \gamma_{N(h-h)} \left( \frac{\gamma_{N(h-h)}}{1 + \gamma_N h |x|^N} + \frac{\gamma N h |x|^N}{1 + \gamma M h |x|^M} + \frac{\gamma_{N(h-h)}}{1 + \gamma (M+N-1) h |x|^{N+M-1}} \right),
\]

which are of course smaller than the dominant term in (F.5).

Following the same strategy of splitting the domain of the double sum, we now bound

\[
\int dy \varphi_h(y) g_{p,\omega}(y - x),
\]

\[\text{(F.8)}\]
where \( \bar{h} < h \), recalling that for any \( \theta \in (0, 1) \) and \( M \in \mathbb{N} \),

\[
|\varphi_h(y)| \leq \frac{C_\theta}{1 + (\gamma^h|y|)^{\theta}} \lesssim \sum_{k \leq h} \gamma^{\theta(k-h)} e^{-\gamma^k|y|}
\]

\[
|g_{\tilde{F},\omega}^{(\bar{h})}(x - y)| \leq \gamma^{\bar{h}} \frac{C_M}{1 + (\gamma^h|x - y|)^{\theta}} \lesssim \sum_{k \leq h} \gamma^{M(k-h)} e^{-\gamma^k|x - y|}.
\]

First of all, we can perform the time integration in order to be left, up to a constant \( C_\theta C_M \), with

\[
\int_0^L dy \frac{1}{1 + \gamma^h|y|^{\theta}} \frac{1}{1 + \gamma^{Mh}|x - y|^{\theta}} \leq \sum_{k \leq h} \sum_{k \leq h} \gamma^{\theta(k-h)} \gamma^{M(k-h)} \int_0^L dy e^{-\gamma^k|y|} e^{-\gamma^k|x - y|} \leq \sum_{k \leq h} \sum_{k \leq h} \gamma^{\theta(k-h)} \gamma^{M(k-h)} \gamma^{\max\{k, \bar{h}\}} \left[ e^{-\gamma^k|x|} + e^{-\gamma^k|x|} \right]
\]

Now let us split the double sum as

\[
\sum_{k \leq h} \sum_{k \leq h} \gamma^{\theta(k-h)} \gamma^{M(k-h)} \gamma^{\max\{k, \bar{h}\}} \left[ e^{-\gamma^k|x|} + e^{-\gamma^k|x|} \right] = \sum_{k \leq h} \sum_{k \leq h} \gamma^{\theta(k-h)} \gamma^{M(k-h)} \gamma^{\max\{k, \bar{h}\}} \left[ e^{-\gamma^k|x|} + e^{-\gamma^k|x|} \right]
\]

Let us study the first two terms of the latter expression:

\[
\sum_{k \leq h} \gamma^{M(k-h)} e^{-\gamma^k|x|} \sum_{k \leq h} \gamma^{\theta(k-h)} \gamma^{-k} + \sum_{k \leq h} \gamma^{M(k-h)} \sum_{k \leq h} \gamma^{\theta(k-h)} \gamma^{-k} e^{-\gamma^k|x|} \leq \sum_{k \leq h} \gamma^{M(k-h)} e^{-\gamma^k|x|} \frac{C^{(\theta)}_h}{1 + \gamma^{Mh}|x|^{\theta}} \]

where \( \bar{h} < h \), recalling that for any \( \theta \in (0, 1) \) and \( M \in \mathbb{N} \),
Moreover,

\[
\sum_{k \leq \bar{h}} \sum_{k \leq h} \gamma^{\theta(k-h)} M(\bar{k}-\bar{h}) \gamma^{-\max\{\bar{k}, \bar{h}\}} \left[ e^{-\gamma k|x|} + e^{-\gamma \bar{k}|x|} \right] \leq c_4(\theta) \gamma^{\theta(h-h)} \left( \left[ \sum_{k \leq \bar{h}} \gamma^{\theta(k-h)} e^{-\gamma k} \sum_{k \leq h} \gamma^{\theta(h-h)} \gamma^{-k} + \sum_{k \leq \bar{h}} \gamma^{\theta(k-h)} \gamma^{-k} e^{-\gamma k} \right] + \sum_{k \leq \bar{h}} \gamma^{\theta(h-h)} e^{-\gamma k} \gamma^{-k} \sum_{k \leq h} \gamma^{\theta(k-h)} \gamma^{-k} \right) \leq c_5(\theta) \left( \gamma^{\theta(h-h)} \gamma^{-\bar{h}} \frac{\gamma^{-h}}{1 + (\gamma^h|x|)^{M-(1-\theta)}} + \gamma^{\theta(h-h)} \gamma^{-\bar{h}} \frac{\gamma^{-h}}{1 + \gamma^h|x|^\theta} \right) \leq C_{\theta} \gamma^{\theta(h-h)} \gamma^{-\bar{h}} \frac{\gamma^{-h}}{1 + \gamma^h|x|^\theta},
\]

where in the very last line, the first term in brackets bounds the three sums in square brackets, while the second one bounds the sum not included in square brackets.
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