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ABSTRACT

Precise user modeling is critical for online personalized recommendation services. Generally, users’ interests are diverse and are not limited to a single aspect, which is particularly evident when their behaviors are observed for a longer time. For example, a user may demonstrate interests in cats/dogs, dancing and food & delights when browsing short videos on Tik Tok; the same user may show interests in real estate and women’s wear in her web browsing behaviors. Traditional models tend to encode a user’s behaviors into a single embedding vector, which do not have enough capacity to effectively capture her diverse interests.

This paper proposes a Sequential User Matrix (SUM) to accurately and efficiently capture users’ diverse interests. SUM models user behavior with a multi-channel network, with each channel representing a different aspect of the user’s interests. User states in different channels are updated by an erase-and-add paradigm with interest- and instance-level attention. We further propose a local proximity debuff component and a highway connection component to make the model more robust and accurate. SUM can be maintained and updated incrementally, making it feasible to be deployed for large-scale online serving. We conduct extensive experiments on two datasets. Results demonstrate that SUM consistently outperforms state-of-the-art baselines.

1 INTRODUCTION

Sequential recommender systems have attracted a lot of attention in both academia [2, 7, 8, 21, 31, 32] and industry [20, 22, 23, 35] in recent years. Different from general recommender systems [11, 12] that aim to learn users’ long-term preference, sequential recommender systems take the sequence of user behaviors as context and predict her short-term interests, such as what items she will interact with in the near future, or to the extreme case, what items she will interact with next. Sequential recommendation models can capture users’ dynamic and evolving interests over time. In the past few years, a lot of related models have been proposed for sequential user modeling, including Recurrent Neural Network (RNN) based models [8, 9, 14, 22, 32, 35], Convolutional Neural Network (CNN) based models [28, 33], and Self-attention based models [10, 27, 34]. Although state-of-the-art results have been reported by these approaches, most of them cannot be applied in large scale online systems due to the tight latency requirement in real-time online serving. A typical real-time recommendation service requires the model to respond with results in less than ten milliseconds. Given such a constraint, how to effectively model users’ sequential behaviors, especially when the behavior sequence is long, becomes a crucial and challenging task.

Gated Recurrent Unit (GRU) [3], despite the simplicity of its structure, turns out to be effective in sequential modeling and is widely deployed in industry [22, 35]. There are two main merits of GRU. First, it contains a gated mechanism to control how information is passed through or forgotten, the gradient vanishing and exploding problems are alleviated so that GRU cell can handle better relatively longer sequences compared with vanilla RNN cell. Second, GRU-based models support inference in an incremental update manner, which makes it practical for online serving. Incremental update means that there is no need to store and process the whole user behavior sequence all over again at each time when the recommender system receives a new user event. Instead, we just need to maintain a user state vector for every user; when a new event comes in, we update the user state only based on this new event so that the model can respond quickly. After we deployed a GRU-based recommender system to replace our previous attention-based neural model (which is non-sequential), the online
click-through rate (CTR) was significantly improved by 0.82% to 4.54% across different scenarios in Bing Native Advertising business.

However, GRU only generates a single embedding vector to represent a user state; when user behavior sequence becomes longer, she may reveal multiple interests that belong to different topics and are not suitable to be clustered into one representation. For example, for short video recommendation, a user may continuously browse a dozen of short videos on Tik Tok. The browsed videos may include different topics like Cute Pets, Food & Delights and Health & Fitness; in online advertising scenarios, a user may browse web pages related to used cars, men shoes and kids furniture. Thus, a single user vector heavily restricts the representation ability of the model, and this defect cannot be remedied simply by increasing the embedding size of GRU. In this paper, we propose Sequential User Matrix (SUM), which is built on but substantially improves a classical Recommender system with User Memory network (RUM) [2] for better modeling of users’ multiple interests in a sequence. There are mainly three novel mechanisms proposed in SUM.

**Interest-level and instance-level attention**: The writing operations in RUM generates a channel-wise attention score for each input event to indicate the event’s relatedness to different channels (aka interest level). However, within each channel, the erase-and-add update strategy only depends on the input event itself, without considering the instance-level context. We argue that since different user events have different importance scores, distinguishing events inside the same channel is critical for improving the model expressiveness. Thus, we propose to manipulate memory networks at both interest and instance level (Refer to Section 4.1).

**Local proximity debuff**: In many applications, user behaviors tend to have the local proximity property. For example, a user’s in-session web-page browsing behaviors are usually very similar; in online shopping scenario, a user’s consecutive behaviors may belong to the same purchase intent. Motivated by this, we propose a debuff mechanism for adjacent similar behaviors, which further improves the model’s capacity on handling long sequences compared with GRU. (Refer to Section 4.2)

**Highway channel**: To make a memory network model capable to recognize the exact order of behavior sequence and automatically balance the interest disentanglement and interest mixture, we reserve a channel in SUM’s memory network to be a highway connection channel, so that every user behavior will interact with this highway channel without being influenced by the interest-level attention score. We further update the reading operation to make it attend to the states better (Refer to Section 4.3 and 4.4).

We conduct extensive offline experiments on two real-world datasets and online A/B test experiments at Bing Native Advertising scenario. Experimental results demonstrate that SUM outperforms competitive baselines significantly and consistently. In addition, we provide some case studies to verify that SUM indeed captures a user’s diverse interests in its different memory channels. We open-source SUM at https://aka.ms/ms-sum.

# 2 NEAR REAL-TIME RECOMMENDER SYSTEM AT BING ADVERTISING

We first describe the Bing Native Advertising scenario and our near real-time (NRT) system for large-scale online serving. We display personalized ads to users in a native manner when users connect to our services, such as browsing Microsoft News. Because ads clicking behaviors are extremely sparse, we choose to use massive web behaviors, including users’ visited pages, Bing search queries and search clicks for more comprehensive user modeling. Through offline experiments, we find that sequential models are much better than non-sequential models because the former can automatically learn the sequential signal and capture the temporal evolution in users’ interests. However, deploying a sequential model for large-scale online serving is challenging, due to the fact that processing users’ long behavior sequences in real-time is expensive. To address this issue, a popular design for large-scale recommendation systems is to decouple the architecture into two components [23]: the sequential user modeling component (aka user encoder) and the user-item preference scorer (aka ranker). These two components are running on two separate applications. The user encoder maintains the latest embeddings for users. Once a new user behavior happens, it updates the user’s embedding incrementally rather than re-compute the whole behavior sequence from the beginning. This module is usually built as the near realtime module. On the other hand, the user-item preference scorer reads the latest user embeddings directly from memory so that the latency of system response is minimized.

Following this decoupled paradigm, we build an NRT serving system depicted in Figure 1. The NRT system aims at serving any sequential models which can be updated incrementally, such as GRU. There are three pipelines in Figure 1, covered by different background colors. Model training happens periodically on an online platform called Deep Learning Training Service (DLTS). After the model training finishes, we detach the two most important parts, i.e., the sequential user encoder and the user-item ranker, from the model and freeze their parameters for serving. The blue pipeline is for sequential user state updating. Once a user performs an activity (e.g., she enters a Bing search), the event will be sent to the real-time feedback data pipeline for batch updating. For each update unit, the system first fetches the current user state from a distributed in-memory key-value store which we called object storage, then conducts a one-step inference based on the current user event and user state, and finally writes the new user state to the object storage. Under this incrementally updating paradigm, the NRT system can efficiently model users’ interests from an extremely long sequence. As for online ranking, the system will fetch a user state from object storage directly, then concatenate them with item vectors and run the ranker module. In this paper, we focus on the user modeling module. Some other parts such as recall and pre-ranking (we use multiple techniques such as ANN [17] and DeepXML [4]) are out of the discussion scope. So far, our NRT system serves hundreds of millions of unique user ids per day, with a peak QPS (queries per second) reaching 120k and the corresponding updating latency surprisingly being less than 1 minute. Thus, users’ latest states can be updated in a near real-time manner for downstream applications such as personalized ranking.

In the next section, we formally describe how we implement sequential user matrix (SUM), which is a multi-interest-aware user model, on the NRT system.

---

[^1]: https://en.wikipedia.org/wiki/Native_advertising
Figure 1: An overview of our near real-time (NRT) recommendation serving system. Numbers are simply for better understanding purpose, not necessarily meaning the exact order of execution.

Figure 2: A sequential user modeling framework with multiple vectors in intermediate states.

3 PROBLEM FORMULATION

Let $\mathcal{U} = \{u_1, u_2, ..., u_n\}$ denote the set of users and $\mathcal{V} = \{v_1, v_2, ..., v_m\}$ denote the set of target items, where $n$ and $m$ indicate the number of users and items respectively. Each user is associated with a sequence of behaviors: $B(u) = \{(x_{u}^{t_1}, t_{1}^{u}), (x_{u}^{t_2}, t_{2}^{u}), ..., (x_{u}^{t|B(u)|}, t_{|B(u)|}^{u})\}$, where $u \in \mathcal{U}$ indicates a user, $x \in \mathcal{X}$ indicates an activity, $(x_{u}^{t_i}, t_{i}^{u})$ indicates a user $u$ has an activity $x_{u}^{t_i}$ at time $t_{i}^{u}$, and $|B(u)|$ denotes the number of elements in the set. Behaviors are sorted by timestamps, i.e., we have $t_{i} <= t_{j}$ for any $i < j$. Items in $\mathcal{V}$ are not necessary to be the same as items in $\mathcal{X}$. For example, in our ads display scenario, $\mathcal{X}$ consists of web pages that users visited previously and $\mathcal{V}$ consists of advertisements to display. Each item $v$ and user behavior $x$ will be encoded into a $D$-dimensional vector: $v, x \in \mathbb{R}^D$.

The recommendation task can be formulated as to predict a user $u$’s preference to item $v$ at time $t$: $\hat{y} = f(y(u, v, t))$, given the user’s behavior history before time $t$. The key component lies in user modeling, i.e., how to generate a user representation $u$ based on behavior sequence. As stated in Section 2, to make the model scalable for online serving, we only consider the architectures which can be updated incrementally, such as GRU [9] and RUM [2], which we call User Encoder. At any time $t$, we can readout a user vector $u$ from the User Encoder. $u$ will be concatenated with the candidate item vector $v$ (and other context features if we have), then goes through a two-layer fully connected neural network (FCN) to get the prediction score: $f(y(u, v, t)) = FCN^2(u, v)$. We call this part as User-Item Ranker. The model architecture is illustrated in Figure 2, where the two components can be matched accordingly in Figure 1 Step 3.

4 THE PROPOSED METHOD

To effectively capture users’ multiple interests in a scalable way for online serving, we propose Sequential User Matrix (SUM), which is built on memory networks [2], especially inspired by the Recommender model with User Memory network (RUM) [5]. We use memory states with $K$ channels\(^2\) to represent a user: $H^u = \{h_1, h_2, ..., h_K\} \in \mathbb{R}^{D \times K}$. Figure 3 illustrates how SUM processes a user’s behavior sequence. There are basically two groups of operations: the writing operation and the reading operation. The writing operation takes one user behavior at a time as input and updates the memory states accordingly. The reading operation merges the memory states into one user vector for user-item preference prediction. We propose three key mechanisms in SUM’s writing operation, i.e., the interest-level and instance-level attention, the local proximity debuff, and the highway channel.

4.1 Interest-level and Instance-level Attention

We assume that users historical behavior items may be different from the target items. For example, in Display Ads dataset, users historical behaviors are their visited webpages, while the target items are ads. Thus, we have two sets of global feature maps: $F^v = \{f^v_1, f^v_2, ..., f^v_K\}$ and $F = \{f^r_1, f^r_2, ..., f^r_K\}$, for writing and reading.

\(^2\)In this paper, “channels” and “slots” are used interchangeably.
operation respectively (also known as writing heads and reading heads). When a new user behavior $x_t$ comes in, we first compute its attention weight to each channel:

$$w_{tk}^{w} = x_t \cdot f_k^{w}, \quad z_{tk}^{w} = \frac{\exp(\beta w_{tk}^{w})}{\sum_j \exp(\beta w_{jk}^{w})} \quad \forall k = 1, 2, ..., K$$

(1)

where $\beta$ is a scaling factor. $z_{tk}$ represents the attention score of event $x_t$ towards channel $k$. We call this attention *interest-level attention*. This step is the same with RUM[2]. However, we observe that in RUM, the updating vectors, such as $\text{add}_t$ and $\text{erase}_t$, only depend on the input event $x_t$. We argue that the updating vectors for memory channels should consider both the current input $x_t$ and the current state $H$ (we call it *instance-level attention*). Thus, we first merge the memory states by the writing attention scores $z_{tk}^{w}$:

$$\hat{h} = \sum_k z_{tk}^{w} \cdot h_k$$

(2)

The new value which will be added to the memory states is dependent on both the input $x_t$ and the current states $H$:

$$\text{add}_t = \phi(W_a[x_t, \text{reset} \cdot \hat{h}] + b_a)$$

(3)

Meanwhile, we have the reset gate and erase gate:

$$\text{erase}_t = \sigma(W_e[x_t, \hat{h}] + b_e)$$

(4)

$$\text{reset}_t = \sigma(W_r[x_t, \hat{h}] + b_r)$$

(5)

Note that $\text{reset}_t$ is a scalar to control how much the current states are involved to generate the new add-on value. $\text{erase}_t, \text{add}_t \in \mathbb{R}^D$.

The memory states are updated by:

$$h_k \leftarrow \text{add}_t \cdot \text{erase}_t \cdot z_{tk}^{w} + h_k \cdot (1 - \text{erase}_t \cdot z_{tk}^{w})$$

(6)

which means we first erase a portion of information from the current states, then add new values to them. $\text{erase}_t$ is a weighting vector which controls the erasing level in a bit-wise level. $z_{tk}^{w}$ is an interest-level attention score which controls the degree of information change on channel $k$ at timestamp $t$. Essentially, Equation 6 is a linear interpolation of previous states $h_k$ and the new add-on vector $\text{add}_t$. We have the coefficient with $\text{erase}_t \cdot z_{tk}^{w} + (1 - \text{erase}_t \cdot z_{tk}^{w}) = 1$ and $0 \leq \text{erase}_t \cdot z_{tk}^{w} \leq 1$. Since the current state $H$ is reduced from previous user behaviors and impacted by writing heads, we call the state updating mechanism is of both instance-level (Eq.(3, 4, 5)) and interest-level (Eq.(1)) awareness.

### 4.2 Local Proximity Debuff

Users’ consecutive behaviors tend to be similar. For example, when people search for some information (Nike shoes), a few pages/items she clicks on in a session usually belong to the same topic (Nike shoes). We call this phenomenon *local proximity*. This phenomenon is especially obvious when we are handling the original user behavior dataset without down-sampling or de-duplicating. Figure 6 in Section 5.8 also verifies this. In online serving scenario, since the model is expected be updated incrementally in a streaming manner, it is not practical to store the user sequences and perform the de-duplication process. To alleviate the local proximity problem and make the model capable to remember long term user interest, we propose a simple but effective debuff\(^3\) mechanism based on the comparison between the current event $x_t$ and the last event $x_{t-1}$:

$$\text{sim}(t) = \cosine(x_t, x_{t-1})$$

(7)

$$z_{tk}^{w} \leftarrow z_{tk}^{w} \cdot \alpha \cdot \text{sim}(t)$$

(8)

Where $\alpha$ is a trainable parameter; we initialize it with a value slightly smaller than 1.0, such as 0.98. When $\alpha$ is less than 1, the more similar a pair of consecutive events ($x_t, x_{t-1}$) are, the smaller the attention score $z_{tk}^{w}$ will be. Although we have different choices for the debuff mechanism, such as feature based approach like $\text{sim}(t) = FCN(x_t, x_{t-1})$, our method doesn’t bring in additional parameters except a single scalar $\alpha$, which ensures a more fair comparison between methods with/without the local proximity debuff mechanism. Through experiments (Section 5.5) we find that this method works very well.

### 4.3 Highway Channel

Although memory networks have the stronger expressive capacity in general than recurrent neural networks (RNN) such as GRU, there is one thing that RNN is theoretically better than memory networks: RNN has the ability to record the order of events in sequence explicitly. In contrast, in memory networks, the original order of events is not strictly maintained because the coming event is routed to different channels with different attention weights. The events’ order is critical for sequential recommendations since the most recent event usually plays the most important role for the next item prediction. Motivated by this, we reserve one memory channel to be a *highway channel*, which always has an attention weight of 1 for all the coming events. Since all the events have interacted on this channel evenly, we empower the memory network to capture the exact order of events. Including the highway channel can make the SUM model more robust over various datasets. The degree of user interest diversity varies over different datasets. The highway channel represents a mixture of interests, while the other memory channels represent a disentanglement of interests. The union of the two types of channels empowers the SUM model with the flexibility.

\(^3\)The terminology debuff originates from gaming. It means an effect that makes a game character weaker. https://en.wikipedia.org/wiki/debuff. We borrow this word to describe that we are weakening the local proximity effect.
of switching between interest mixture and interest disentanglement adaptively with different datasets.

4.4 Reading Operation

To read the user memory matrix $H$ at time $t$, first uses a global reading latent feature table $F^r = \{f^r_1, f^r_2, ..., f^r_K\}$ to get the candidate item $j$’s attention weight with each channel, then generates a user vector $u_t$ by weighted average. The equations are as follows:

$$w^r_{tk} = v_j \cdot f^r_k$$  \hspace{1cm} (9)

$$z^r_{tk} = \frac{\exp(\beta w^r_{tk})}{\sum_d \exp(\beta w^r_{td})}, \quad \forall k = 1, 2, ..., K$$  \hspace{1cm} (10)

$$u_t = \sum_k z^r_{tk} \cdot h_k$$  \hspace{1cm} (11)

However, through experiments we found that this reading operation is not very effective. We argue that the attention weights $w^r_{tk}$ should depend on the content of user memory states. If a memory channel is rarely activated in the past, it should be assigned with a lower attention score in the reading operation. We still use an attentive merging approach with Eq.(11) to read the user states, but change Eq.(9) to:

$$w^r_{tk} = v_j F^r h_k$$  \hspace{1cm} (12)

where $F^r \in \mathbb{R}^{D \times D}$ is a global reading transformation matrix. We will report the comparison results in Section 5.5.

4.5 Learning

After we got the representation $u_{t,j}$ for user $i$, we concatenate it with the target item $j$’s representation $v_j$, feed it into a 2-layer fully-connected neural network with ReLU activation function, then connect it to an output preference score unit which Sigmoid activation function. Since the focus of this paper is about sequential user modeling, we do not include more features (such as context features) or use more complicated scorer (such as [6]) in this prediction process for the sake of simplicity. However, richer features and modeling architectures can be easily included in this step. We take the user preference prediction problem as a binary classification task, so in this paper, we use a point-wise loss with a negative log-likelihood function:

$$L = -\frac{1}{N} \sum_{i,j} y_{i,j} \log \hat{y}_{i,j} + (1 - y_{i,j}) \log (1 - \hat{y}_{i,j}) + \lambda ||\Theta||^2$$  \hspace{1cm} (13)

where $N$ is the total number of training instances, $\Theta$ denotes the set of trainable parameters.

4.6 Complexity Discussion

As for the inference computational cost, our SUM model is on the same level with GRU. The most expensive step of GRU is calculating the new state in forms of $\sigma(W_0 h_{t-1} + b_0)$, the time complexity is $O(D^2)$. Although in SUM there are $K$ channels, from Eq (3) - Eq (5) we can see that updating vectors are shared among $K$ channels. Only Eq (2),(1),(6) are repeated for $K$ channels, but their time complexity is $O(D)$ which is much less than $O(D^2)$.

## 5 EXPERIMENTS

5.1 Datasets

We use two datasets for experiments, including a display ads dataset and an e-commerce item recommendation dataset. Some basic data statistics are reported in Table 1.

**Display Ads Dataset.** We collect two weeks’ ad clicking logs from the Bing Native Advertising service as data samples and collect users’ web behavior history before their corresponding ad click behavior for user modeling. The user behavior sequences are truncated to 100. The data samples are split into 70%/15%/15% as training/validation/test dataset by users to avoid information leakage caused by repeated user behaviors. Both items and user behaviors are described by textual content. We use CDSSM [26] model as a text-encoder to turn the raw text into a 128-dimension embedding vector. The embedding vector is then used as the static feature for a user page view behavior.

**Taobao Dataset.** This is a public e-commerce dataset4 collected from Taobao’s recommender system. To make two experimental datasets coherent, we take the purchase behaviors as target activities (which corresponds to the ads clicking behavior in Display Ads Dataset) and use page view behaviors for user modeling data (which corresponds to the web browsing behavior in Display Ads Dataset). The user behavior sequences are truncated to 100. Since we don’t have the non-click impression logs in this dataset, all the negative instances are randomly sampled according to item popularity with a positive:negative ratio of 1:4. So we use item id and category id as one-hot features to represent items.

For more detailed descriptions related to datasets, please refer to Appendix A.1.

5.2 Baselines

We compare SUM with three groups of methods:

- **AttMerge.** It represents users by attentively merging the historical items. It is non-sequential.
- **GRU** [8, 9, 22], **SGRU** and **HRNN** [24] represent GRU-based baselines. SGRU stands for the Stacked GRU, which has multiple layers of GRU, with the layer number equivalent to the slots of SUM. Since GRU is a single vector-based method, SGRU is a more fair baseline to compare with SUM. HRNN is a hierarchical GRU with sequences organized by sessions.
- **NTM** [5], **RUM** [2], **MCPRN** [29], **MiMN** [23], **HPMN** [25] are various kinds of multi-channel-based sequential user models, which represent a set of strong baselines. For all these models as well as SUM, we fix the channel number to 5 for fair comparisons. All models share the same **User-Item Ranker** module marked with the green part in Figure 2, while each model uses its own blue **User Encoder** module. User states sizes are 128 for Ads dataset and 64 for

| Dataset       | #.Users | #.Items | # Positive Instances | Avg Length of user behaviors |
|---------------|---------|---------|-----------------------|------------------------------|
| Display Ads   | 748k    | 409k    | 1,024k                | 74                           |
| Taobao        | 623k    | 554k    | 1,868k                | 67                           |

Table 1: Statistics of the datasets. “k” indicates a thousand.

4https://tianchi.aliyun.com/dataset/dataDetail?dataId=649&userId=1
Table 2: Overall performance comparison in terms of Group AUC, LogLoss and NDCG@3. A bold font means the number is significantly bigger than the second best model with p-value < 0.05. For notation simplicity we omit the asterisks.

| Model     | Display Ads | Taobao       |
|-----------|-------------|--------------|
|           | gAUC LogLoss NDCG | gAUC LogLoss NDCG |
| AttMerge  | 0.7788 0.4144 0.6784 | 0.8978 0.2752 0.8655 |
| GRU       | 0.8262 0.3768 0.7306 | 0.9279 0.2133 0.9052 |
| SGRU      | 0.8250 0.3781 0.7296 | 0.9360 0.2054 0.9152 |
| HRNN      | 0.8254 0.3769 0.7334 | 0.9267 0.2168 0.9036 |
| MPRN      | 0.8258 0.3789 0.7311 | 0.9348 0.2066 0.9144 |
| NTM       | 0.8256 0.3786 0.7302 | 0.9251 0.2190 0.9014 |
| RUM       | 0.8303 0.3742 0.7366 | 0.9300 0.2197 0.9011 |
| MIMN      | 0.8280 0.3755 0.7327 | 0.9286 0.2137 0.9060 |
| HPMN      | 0.8262 0.3769 0.7313 | 0.9361 0.2033 0.9161 |
| SUM       | **0.8342 0.3719 0.7409** | **0.9420 0.1896 0.9235** |

Taobao dataset. In this paper we only study models which can be updated incrementally. Thus, some other popular methods, such as DIEN [35], SASRec [10], MIND [13] and ComiRec [1] are not listed as baselines. Hyper-parameter settings are listed in Appendix A.2.

5.3 Evaluation Metrics

We adopt three widely-used metrics for evaluation: Group AUC (Area Under the ROC curve), Logloss (binary cross entropy) and NDCG (Normalized Discounted Cumulative Gain). From the user recommendations perspective, we only need to compare among the candidates for a given user. So we adopt the Group AUC, which first calculates a AUC score per user, then takes the average among users. Logloss measures the distance between the predicted score and the true label for each instance, which is also frequently used in recommendation task [6, 16, 25]. NDCG measures the ranking quality among top-k predicted candidates. We observe the same trend for different k among compared models, for conciseness, we only report NDCG@3 in the experiment section.

5.4 Overall Performance Comparison

We first compare the overall performance of SUM with the aforementioned competitive methods. The results are reported in Table 2. We make the following observations.

Among all the benchmark methods, AttMerge is the only one that is non-sequential. As we focus on the sequential recommendation scenario, the fact that AttMerge falls far behind the other methods is expected.

GRU is a strong baseline method and is so far most widely used in industry as incrementally updatable. SGRU and HRNN are two updated versions of GRU-based models, which have more complicated structures than GRU. However, both SGRU and HRNN fail to consistently outperform GRU over two datasets, which indicates that simply stacking GRU layers or breaking behavior sequences into sessions are not powerful and generalized enough to handle various kinds of datasets. Moreover, if we directly apply the vanilla memory network architecture, i.e., NTM, for user modeling, the performance is worse than GRU models.

5.5 Ablation Study

Key components in SUM include the instance-level attention, the local proximity debuff (LPD), the highway channel, and the reading/writing attention mechanism. To verify each component’s impact, we disable one component each time while keeping the other settings unchanged, then test how the performance will be affected. We use reading operation(-) to denote the alternative setting of the reading operation as stated in Section 4.4. We further replace SUM’s writing mechanism with NTM’s writing mechanism, which is denoted as writing like NTM. From Table 3 we can see that removing either one component from SUM will cause a consistent performance drop on both datasets.

Among the key components of SUM, perhaps the most incomprehensible one is the LPD. Thus, we conduct additional experiments to understand better the impact of LPD. LPD is a flexible unit that can be plugged into different models. We choose three models – GRU, RUM and SUM – and report the results in Table 4. Interestingly, LPD benefits RUM and SUM, but it doesn’t make a significant difference to GRU. The reason is that GRU has a gated mechanism...
to control how much information to absorb and how much memory to forget, and the gated attention can be well determined by comparing the hidden state and the input event. However, when it comes to multi-channel hidden states, it is hard to sense the local proximity information due to the feature that behaviors are dispersed to different channels by user interest. Therefore, LPD is beneficial to multi-channel-ware models like RUM and SUM, but it is meaningless to a single-channel model like GRU.

### 5.6 Impact of Number of Channels

Figure 4 demonstrates how the number of memory channels impacts SUM’s performance. For comparison, we also plot the lines of RUM to Figure 4. We observe that performance patterns on the two datasets are slightly different. For the Display Ads dataset, a good setting for the channel number is 10, and further increasing the channel number does not improve the accuracy significantly. However, for the Taobao dataset, the ideal channel number is around 5, after which SUM’s performance becomes saturated while RUM starts to decline. We learn that the model capacity can not be enhanced infinitely by adding more channels through this experiment. Allocating excessive channels will make the model hard to converge and maybe even damage the performance.

### 5.7 Channel Utilization

Next we analyze the utilization of channels in one model. Note that we have two types of attentive operations in SUM, i.e., the writing attention and the reading attention. For the writing attention pattern study, we report the average number of activated channels per user in the writing stage. Here, “an activated channel” is defined as the channel with the largest writing attention score for user behavior. Take a SUM model with 5 channels as an example. After going through the behavior sequence of one user, if the activated channel number is 2, then the utilization for her is $2 / (5 - 1) = 0.5$. Note that the highway channel is not counted. Table 5 summarizes the patterns. Overall, the writing utilization is high, and as the number of channels increases, the utilization ratio drops. As for the reading attention pattern study, we plot Figure 5. We sum up the readout attention scores over all the positive instances for each channel, then normalize the cumulative attention scores across channels. We want to discover how every channel takes effect on average. Again we try different SUM setting with channel number in $\{3, 4, 5, 8, 10\}$. For every experiment, the last index of channels denotes the highway channel. If the channels are randomly utilized, every channel’s cumulative attention proportion will be around $1 / 10 = 0.1$. An interesting finding from Figure 5 is that, overall, the channels’ reading utilization is even, and as the channel number increases, the highway channel’s utilization proportion becomes more prominent. This phenomenon is reasonable. With the increment of channel number, each channel will store more fine-grained interest for users. The distinction between the highway channel and the other channels become clearer, and the highway channel will play a more important role in modeling users’ integrated interest.

### 5.8 Case Studies

We provide some case studies to demonstrate how user behaviors are distributed to different interest channels. We randomly sample two users from the Taobao dataset and report the results in Figure 6. A darker color indicates higher attention scores on a channel. We report the attention scores on 4 channels, excluding the highway channel because it always has an attention score of 1. We can observe that (1) users have different behaviors on the four interest channels. User A’s preference seems to evolve from interest 0 to interest 2, and her interests are mostly concentrated on channel 0 and channel 2. In contrast, user B’s interests look more evenly distributed; And (2) user behaviors indeed have the local proximity property, as events with darker colors are prone to emerge in series. To get a concrete sense of what different channels like, we plot Figure 7 with our Display Ads dataset (note that the Taobao dataset is anonymized so that we cannot get the real meaning of each category), on which we know the real meaning of each category and thus can clearly differentiate the latent interests of each channel. For example, channel#0 covers a lot of items related to Home & Garden, channel#1 covers more things about Health, channel#2 frequently mentions Vehicles, and top items in channel#3 are related to Apparel.

### Table 5: Writing utilization on the Display Ads dataset.

| #Channels | AVG Utilization |
|-----------|-----------------|
| 3         | 0.975           |
| 4         | 0.946           |
| 5         | 0.925           |
| 8         | 0.845           |
| 10        | 0.803           |

![Figure 4: Performance with different number of slots.](image)

![Figure 5: The proportion of cumulative readout attentions over all users for each channel.](image)

![Figure 7 with our Display Ads dataset.](image)
6 RELATED WORKS

The sequential recommender system is an important branch of recommender systems that has attracted extensive attention in recent years. [8, 9, 30] are some good early works to discuss applying RNN on recommender systems motivated by successful application of RNN in other domains like natural language understanding. [28] proposes to use convolutional neural networks to model user behavior sequences and [33] further improves it by leveraging a dilated convolutional networks to increase the receptive fields. Motivated by the recent success of self-attention based models and pretrained models, some researchers proposed to leverage Transformer for sequential recommender systems [10, 15, 27, 34]. In industry cases, [22] uses an RNN with GRU cell to generate user representations with user browsing histories as input sequences, which has been successfully deployed to a news recommendation service. [35] proposes a novel deep interest evolution network (DIEN) to model users’ interest evolving process from behavior sequences. The key component is a new GRU structure enhanced with attention updating gates.

However, a single vector-based recommender systems do not have enough expressive power to model a user, especially when the behavior sequence is long or multiple interests exist in the sequence. [19] proposes Hi-Fi Ark, which is a new user representation framework to comprehensively summarize user behavior history into multiple vectors. Similarly, [13, 18] design a multi-interest extractor layer with various dynamic routing mechanisms to extract user’s diverse interests. But neither of these models is designed for sequential recommender systems. [29] proposes mixture-channel purpose routing networks (MCPRN) to detect the possible purposes of a user within a shopping session, thus it can recommend corresponding diverse items to satisfy a user’s different purposes. [25] argues that existing RNN based models are only capable of dealing with relatively recent user behaviors. So it proposes a hierarchical RNN with multiple update periods to better model user’s lifelong sequential behaviors. Recently, researchers find that Neural Turing Machines (NTM) [5] is a very promising architecture to model a user’s behavior sequence in a fine-grained level, so they study how
to leverage this architecture for user modeling [2, 23]. Our work is most related to RUM [2], we point out the difference between our work and RUM in Section 4 and reported experimental comparisons in Section 5.

7 CONCLUSIONS

A user’s long behavior sequences usually include dynamic and diverse interests. Traditional sequential user modeling methods represent a user with a single vector, which is insufficient to describe the complicated and varied interests. We propose a novel Sequential User Matrix (SUM) model, which leverages multiple channels to capture a user’s multiple interests during user modeling. Our proposed SUM has three new components, including an interest-level and instance-level attention mechanism, a local proximity debuff mechanism, and a highway channel compared with existing sequential user models with memory networks. We conduct comprehensive experiments on two real-world datasets. The results demonstrate that our proposed model outperforms state-of-the-art methods consistently.
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A APPENDIX
A.1 Dataset Details
Here we describe the complete setting of datasets.

Display Ads Dataset. The SUM model is originally designed to support our online display advertising business in Bing Native Ads. We collect two weeks' ads clicking logs as data samples, and collect users' web behavior history prior to their corresponding ad click behavior for user modeling. The data samples are split into 70%/15%/15% as training/validation/test dataset by users to avoid information leakage caused by repeated user behaviors. For more efficient offline modeling training, the user behavior sequences are truncated to 100. Some basic data statistics are reported in Table 1. For each positive instance (which is an ad click behavior from one user), we sample 1 negative instance from non-click impression, and randomly sample 3 negative instances by item popularity. Each web browsing behavior is represented by its web page title, e.g., “Why Are People Rushing To Get This Stylish New SmartWatch? The Health Benefits Are Incredible”. We use the CDSSM [26] model as a text-encoder to turn the raw text into a 128-dimension embedding vector. The embedding vector is then used as the static feature for a user page view behavior.

Taobao Dataset. This is a public e-commerce dataset collected from Taobao’s recommender system. The original dataset contains several types of user behaviors such as page view and purchase. To make our two experimental datasets coherent, for Taobao Dataset, we take the purchase behaviors as target activities (which corresponds to the ads clicking behavior in Display Ads Dataset) and use page view behaviors for user modeling data (which corresponds to the web browsing behavior in Display Ads Dataset). To stay focused on studying users who have long behavior sequence, we only include users with more than 20 page view behaviors. We sort the user page view behaviors according to their timestamp so that we can get the last K user behaviors prior to the user’s purchase activity. The user behavior sequences are truncated to 100, which aligns with the Display Ads dataset’s setting. Some basic data statistics are reported in Table 1. Since we don’t have the non-click impression logs in this dataset, all the negative instances are randomly sampled according to item popularity. For each positive instance, we sample 4 negative instances. Unlike the Display Ads dataset, we don’t have text descriptions for items. So we use item id and category id as one-hot features to represent items. The data samples are split into 70%/15%/15% as training/validation/test dataset by users to avoid information leakage caused by repeated user behaviors. To make the training process more efficient, we pretrained item embeddings with a word2vec algorithm on the training dataset. All models will load the pretrained item embeddings for better warm starting. This setting also helps to get rid of the auxiliary loss in [23, 35].

A.2 Hyper-Parameter Settings
We use grid-search to find the best hyper-parameters for each model on the validation set, then report the corresponding metrics on the test set. Experiments are repeated 3 times for each method and we take the best result in order to avoid being stuck in bad locally optimal solutions. The exploration range is: learning rate: \{0.0001, 0.0005, 0.001, 0.005, 0.01\}, L2 regularization weight for model parameters and embedding parameters: \{0.0, 0.0001, 0.001, 0.01\}, number of slots for NTM / RUM / MCPRN / MIMN / HPMN / SUM and number of layers for SGRU: \{2, 3, 4, 5, 8, 10, 20\}, but if not explicitly mentioned, all models’ performance are reported with the slot number of 5. For HRNN, we try the session-break time period in \{30, 60, 1440\} minutes. The update period \(t\) is set to 2 according to [25] and the number of slots indicates the number of hierarchical layers. Batch size is fixed to 256 for all models. Embedding size of items are fixed on 128 on the Display Ads dataset; for the Taobao dataset, item ID embedding size is 64 and category ID embedding size is 16. We concatenate item ID embedding and category ID embedding to represent an item. User states sizes are 128 for Ads dataset and 64 for Taobao dataset. The optimizer is Adam. A suggested configuration which works for most of the cases is that: learning rate is 0.0005, \(\lambda\) is 0.0, number of slots/stacked layers is 5, session-break time period for HRNN is 1440.

\(^5\)https://tianchi.aliyun.com/dataset/dataDetail?dataId=649&userId=1
\(^6\)https://radimrehurek.com/gensim/models/word2vec.html