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Abstract

Point clouds upsampling is a challenging issue to generate dense and uniform point clouds from the given sparse input. Most existing methods either take the end-to-end supervised learning based manner, where large amounts of pairs of sparse input and dense ground-truth are exploited as supervision information; or treat up-scaling of different scale factors as independent tasks, and have to build multiple networks to handle upsampling with varying factors. In this paper, we propose a novel approach that achieves self-supervised and magnification-flexible point clouds upsampling simultaneously. We formulate point clouds upsampling as the task of seeking nearest projection points on the implicit surface for seed points. To this end, we define two implicit neural functions to estimate projection direction and distance respectively, which can be trained by two pre-text learning tasks. Experimental results demonstrate that our self-supervised learning based scheme achieves competitive or even better performance than supervised learning based state-of-the-art methods. The source code is publicly available at https://github.com/xnowbzhao/sapcu.

1. Introduction

Point clouds serve as a popular tool to represent 3D data due to their flexibility and compactness in describing objects/scenes with complex geometry and topology. They can be easily captured by modern scanning devices, and have been widely used in many applications, such as autonomous driving, robotics, etc. However, due to the inherent limitations of 3D sensing technology, raw point clouds acquired from 3D scanners are usually sparse, occluded and non-uniform. In many downstream applications, such as surface reconstruction and understanding, dense point clouds are desired for representing shapes with richer geometric details. Accordingly, people turn to develop a computational approach, referred to as point clouds upsampling, which has attracted extensive attention in both industry and academia [7, 8, 13, 20–22].

Unlike conventional grid based images, point clouds are irregular and unordered, which make point clouds upsampling a more challenging task than its 2D image counterpart. The goal of point clouds upsampling is two-fold: 1) generating a dense point set from the sparse input to provide richer details of the object; 2) generating a uniform and complete point set to cover the underlying surface faithfully.

In recent years, deep neural networks based point clouds upsampling approaches emerge and become popular, which adaptively learn structures from data and achieve superior performance than traditional methods, such as optimization-based ones [1, 5, 6]. For instance, Yu et al. [21] propose to learn multi-level features per point and expand the point set via a multi-branch convolution unit implicitly in feature space, which is then split to a multitude of features for reconstruction of an upsampled point set. Wang et al. [20] propose to progressively train a cascade of patch-based upsampling networks on different levels of detail. Li et al. [7] apply generative adversarial network into point clouds upsampling, which constructs an up-down-up expansion unit in the generator for upsampling point features with error feedback and self-correction, and formulate a self-attention unit to enhance the feature integration. To better represent locality and aggregate the point neighborhood information, Qian et al. [13] propose to use a Graph Convolutional Network to perform point clouds upsampling.

In summary, the outlined deep learning based methods take a general approach: first design an upsampling module to expand the number of points in the feature space, then formulate losses to enforce the output points to be as close as possible to the ground truth dense points. However, these methods suffer from the following two limitations:

End-to-End Training. These methods are trained in an end-to-end supervised learning manner, which requires a large amount of pairs of input sparse and ground-truth dense point sets as the supervision information. The training data is constructed by sampling from synthetic models, whose distributions are inevitably biased from that of the real-
scanned data. This would lead the trained models to have poor generalization ability in real-world applications. Thus, it is more desirable to develop self-supervised or unsupervised point cloud upsampling schemes.

**Fixed Upsampling Factor.** Due to resource constraints, such as display resolution and transmission bandwidth, the required upsampling factor is usually various. These existing methods treat upscaling of different scale factors as independent tasks, which train a specific deep model for a pre-defined factor and have to build multiple networks to handle upsampling with varying factors. This manner is clumsy, which increases both model complexity and training time significantly. Thus, it is more desirable to develop unified point cloud upsampling schemes that can handle arbitrary scale factor.

Some methods developed very recently [9, 14, 19, 22] investigate the above limitations and attempt to address them:

- Regarding self-supervised point cloud upsampling, Liu et al. [9] propose the coarse-to-fine framework, which downsamples the input sparse patches into sparser ones and then exploits them as pairs of supervision information to perform end-to-end training. [22] proposes an end-to-end self-supervised learning manner, in which the loss functions enforce the input sparse point cloud and the generated dense one to have similar 3D shapes and rendered images. However, these two methods are still limited to a fixed upsampling factor.

- Regarding arbitrary-scale upsampling, inspired by the counterpart Meta-SR in image [4], Ye et al. [19] propose Meta-PU for magnification-flexible point cloud upsampling, in which the meta-subnetwork is learned to adjust the weights of the upsampling blocks dynamically. Qian et al. [14] design a neural network to adaptively learn unified and sorted interpolation weights as well as the high-order refinements, by analyzing the local geometry of the input point cloud. However, these two methods still follow the end-to-end supervised learning manner, which need to construct a large-scale training set including ground truth dense point sets with scales within a wide range.

In this paper, we propose a novel and powerful point clouds upsampling method via implicit neural representation, which can achieve self-supervised and magnification-flexible upsampling simultaneously. Specifically, to get rid of the requirement of ground truth dense point clouds, we do not directly learn the mapping between the input sparse and output dense point sets. Alternatively, inspired by the notion that an implicit surface can be represented by signed distance function (SDF) [10, 11, 15], we turn to seek the nearest projection points on the object surface for given seed points through two implicit neural functions, which are used to estimate projection direction and distance respectively. The two function can be trained by two constructed pretext self-supervised learning tasks. In the way, as long as the seed points are sampled densely and uniformly, we can produce high-resolution point clouds that are dense, uniform and complete. To guarantee the uniformity of seeds sampling, we exploit equally-paced 3D voxels to divide the space of point cloud. Experimental results demonstrate our self-supervised learning based scheme achieves competitive or even better performance that supervised learning based state-of-the-art methods. The main contributions of this work are highlighted as follows:

- To the best of our knowledge, we are the first in the literature to simultaneously consider self-supervised and arbitrary-scale point clouds upsampling.

- We formulate point clouds upsampling as the task of seeking nearest projection points on the implicit surface for seed points, which can be done by two implicit neural functions trained by pretext tasks. From the generated dense point clouds, we can achieve arbitrary-scale upsampling by farthest point sampling.

- Although our method is self-supervised, it produces high-quality dense point clouds that are uniform and complete, and achieves competitive objective performance and even better visual performance compared with state-of-the-art supervised methods.

2. Method

Define \( X = \{ p_i \}_{i=1}^n \in \mathbb{R}^{n \times 3} \) as the input sparse point cloud. For a desirable scaling factor \( r \), we target to obtain a corresponding dense point cloud \( Y = \{ p_i \}_{i=1}^N \in \mathbb{R}^{N \times 3} \) including \( N = \lceil r \times n \rceil \) points. \( S \) is defined as the underlying surface of the dense point cloud. The high-resolution point cloud \( Y \) is required to be dense and uniform, as well as be able to handle occlusion and noise, i.e., to be complete and clean.

Unlike the existing methods that take the end-to-end training framework, we do not directly learn the mapping between the input sparse and output dense point sets, but instead seek the nearest projection point on the object surface for a given seed point in a self-supervised manner. By densely and uniformly sampling seed points in the space, we can obtain dense and approximately uniform projection points, which can describe the underlying surface faithfully. The proposed self-supervised point clouds upsampling strategy includes the four steps:

- **Seeds Sampling.** We represent the geometric space of the point cloud by 3D voxel grid, from which we choose the centres of voxels that are close to the implicit surface \( S \) as the seed points.
Surface Projection. For seed points, we project them to the implicit surface $S$ to obtain the projected points, which construct the generated dense point cloud.

Outliers Removal. We further remove the projected points that are generated by far seed points to achieve cleaner point cloud.

Arbitrary-Scale Point Cloud Generation. To obtain the desired upsampling factor, we adjust the number of vertices of the generated dense clouds by farthest point sampling.

In the following, we introduce each step in detail.

2.1. Seeds Sampling

To obtain uniformly sampled seed points, given a point cloud, we divide the 3D space into equally spaced voxels $\{V(x,y,z)\}$, where $V(0,0,0)$ represents the voxel located in the origin of the 3D Cartesian coordinate system. We define the resolution of a 3D voxel volume as $l \times l \times l$. The centre of a voxel $V(x,y,z)$ is thus $c(x,y,z) = [x + 0.5 \times l, y + 0.5 \times l, z + 0.5 \times l]$. The centres of voxels are equally distributed in the space, which serve as good candidates of seed points. However, we do not use them all, but choose the ones that are closest to the underlying surface of the point cloud.

A reasonable principle to choose centres is according to their distances to the surface $S$. We choose a centre $c(x,y,z)$ as the seed if its distance to the surface within a preset range: $\text{Dist}(c(x,y,z),S) \in [D_1, D_u]$. The difficulty lies in that we cannot directly compute the distance $\text{Dist}(c(x,y,z),S)$, since the underlying surface $S$ is unknown. We propose an alternative strategy to approximate $\text{Dist}(c(x,y,z),S)$. Specifically, from the input sparse point sets $X_c$, we choose $M$ points that are nearest to $c(x,y,z)$, denoted as $\{p_1, p_2, \cdots, p_m, \cdots, p_m\}$ that are ordered from near to far. From these points, we can form a set of triangles $\{l_{m} = (p_{m-1}, p_{m}, p_{m+1})\}_{m=3}^{M}$. We then perform the following approximation:

$$\text{Dist}(c(x,y,z),S) \approx \min \text{Dist}(c(x,y,z),l), l \in \{l_{m}\}_{m=3}^{M}$$

(1)

where $l$ represents a point contained in the constructed triangles. Finally, we obtain the seed points set $C$. By setting appropriate $l$, we can generate dense and uniformly distributed seed points.

2.2. Surface Projection

With the sampled seed points, the next step is to seek the their projection points on the surface, which are the target points of the generated dense point cloud.

In the field of 3D computer vision and graphics, it is well-known that an implicit surface can be defined as a signed distance function (SDF) [10, 11, 15]. SDF, when passed the coordinates of a point in space, outputs the closest distance of this point to the surface, whose sign indicates whether the point is inside or outside of the surface. Inspired by SDF, we propose the following feasible approach to estimate the projected point on the surface for a query seed point.

It is worth noting that, the computation strategies of SDF, such as [10, 11, 15], cannot be directly applied for our purpose. For a 3D query point $x$, SDF outputs: $SDF(x) = s, s \in \mathbb{R}$. The sign of $s$ only indicates it is inside or outside of a shape, but does not provide the direction to the surface. In our method, for a seed point $c \in C$, we divide the task of estimating projection point into two sub-tasks: 1) estimating the projection direction $n \in [-1, 1]^3$; 2) estimating the projection distance $d \in \mathbb{R}$. Then the coordinate of the projection point of the seed point $c$ can be obtained as: $c_p = c + n \star d$.

Projection Direction Estimation. We train a multi-layer fully-connected neural network $f_n(\cdot; \Theta_n)$ for this purpose, which takes the query point $c$ and the sparse point cloud $X_c$ as inputs:

$$n = f_n(c, X_c; \Theta_n)$$

(2)

To reduce the computational complexity, we take $k$ nearest points to $c$ in $X_c$ instead of the whole $X_c$ as input. We denote this subset of points as $X_c = \{p_1, \cdots, p_k\}$. Moreover, to facilitate the inference process of neural networks, we perform normalization on the point coordinates by setting $c$ as the origin. In this way, we can simplify the estimation function as:

$$n = f_n(\hat{X}_c; \Theta_n)$$

(3)

where $\hat{X}_c = \{p_1 - c, \cdots, p_k - c\}$.

Projection Distance Estimation. Similarly, for estimating the projection distance $d$, we also train a multi-layer fully-connected neural network $f_d(\cdot; \Theta_d)$, which takes the query point $c$, the subset of nearest points $\hat{X}_c$ and the estimated projection direction $n$ as inputs:

$$d = f_d(c, \hat{X}_c; n; \Theta_d)$$

(4)

Normalization is also helpful for this network. Different from $f_n$, here the input $n$ involves direction. Therefore, it should perform normalization on both position and direction, which can be done in two stages: 1) moving $c$ to the origin; 2) applying the rotation matrix $W_r$ to rotate $n$ to a specific direction $n$, i.e., $n = W_r n$. After normalization, $\hat{X}_c$ becomes $\hat{X}_c = \{W_r (p_1 - c), \cdots, W_r (p_k - c)\}$, which is the only required input for $f_d$:

$$d = f_d(\hat{X}_c; \Theta_d)$$

(5)

2.3. Outliers Removal

In the step of seeds sampling, some points that are actually far away from $S$ may be included into the seed points.
set $C$ due to the error in approximation. The normal vector and distance of these points cannot be well estimated, leading to outliers in the resulting dense point cloud. We turn to exploit the post-processing procedure to remove them.

Specifically, for a projection point $c_p$, we find its $v$ nearest points $\{c_{p,1}, \cdots, c_{p,v}\}$. We then compute the average bias between $c_p$ and them:

$$b_p = \frac{1}{v} \sum_{i=1}^{v} \text{Dist}(c_p, c_{p,i})$$  \hspace{1cm} (6)

For all projection points, we do in the same way to get $\{b_p\}$, the average of which is denoted as $\bar{b}$. We determine a point as outlier if it satisfies $b_p > \lambda \bar{b}$, where $\lambda$ is set as 1.5 in practical implementation.

### 2.4. Arbitrary-Scale Point Cloud Generation

Note that the above process cannot accurately control the number of vertices generated. Thus, it is necessary to adjust the number of vertices to achieve upsampling with the desired scale factor. In our context, we first perform inverse normalization on the generated point cloud, and then adjust the number of vertices to $N$ by the farthest point sampling algorithm [12].

### 3. Implicit Neural Networks Training

In this section, we introduce the architecture of implicit neural networks and the training strategy.

#### 3.1. Architectures

The networks $f_n$ and $f_d$ share the same architecture as shown in Figure 1, which borrows the idea of encoder-decoder framework [10]. The network takes the normalized subset of points as input, which are feed into the decoder to obtain a 2048-dimensional feature vector. Here we employ a state-of-the-art method DGCNN [17] as the encoder to preserve surface information in multi-levels. The feature vector is then passed through 4 full-connected (FC) layers with batch normalization and ReLU, the output dimensional of which are 1024, 512 and 128 respectively. The output dimensional of the last FC layer is 3 for the projection direction $n$ and 1 for the projection distance $d$. Note that the design of the network is not the main contribution of this paper. We can exploit any suitable network for our purpose.

#### 3.2. Training Data Preparation

To train the two implicit neural functions, we construct two pretext tasks, for which we prepare training samples that consist of 3D points and the corresponding ground truth projection direction and distance values. We train with normalized watertight meshes that are constructed by the TSDF-Fusion presented in [10, 16] from a subset of the ShapeNet [2] that consists of 13 major categories. Since $f_n$ and $f_d$ are designed with different purposes, we prepare different training pairs for them:

- For preparing the training data of $f_n$, we firstly generate the seed points: 50K seed points are randomly selected around the mesh surface by limiting that the distances between them and the surface are within a preset range $[D_l - \epsilon, D_u + \epsilon]$, where $\epsilon$ is introduced to increase robustness. For a seed point $c$, we find the nearest point on the mesh and sample 5 points around it, then compute the average vector $d$ between $c$ and them. In this way, we can effectively handle the error in mesh reconstruction. The ground truth $\hat{n}$ is finally derived as the normalization of $d$. Secondly, for every 16 seed points, we randomly select 2048 points as the corresponding sparse point cloud $\mathcal{X}$.

- For preparing the training data of $f_d$, 50K seed points are randomly selected around the mesh surface in the
same way as $f_n$. We then find the corresponding nearest projection points on the surface. The distance between a seed point and the projection point is used as the ground truth $\hat{d}$. The generation of $\mathcal{X}$ is in the same way as $f_n$.

It is worth noting that, although the training data are generated from watertight meshes, our scheme is capable to handle non-watertight point clouds, which can be observed in the real-world cases shown in Figure 6.

### 3.3. Training Details

The training of $f_n$ and $f_d$ is done by minimizing the sum over losses between the predicted and real direction/length values under the mean squared error (MSE) loss function. The training process is conducted on a server with two Tesla V100 GPUs. The networks are trained for 1200 epochs with a batch size of 64, using the Adam algorithm. Following [10], the learning rate is set as $10^{-4}$, and the other hyperparameters of Adam are set as $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\text{epsilon} = 10^{-8}$, weight decay $= 0$.

### 4. Experiments

In this section, we provide extensive experimental results to demonstrate the superior performance of our method.

#### 4.1. Comparison Study

We compare the proposed self-supervised arbitrary-scale point clouds upsampling (SSAS) method with several state-of-the-art works, which can be divided into two categories in term of the scale factor: 1) fixed scale methods, including PU-Net [21], MPU [20], PU-GAN [7], PU-GCN [13], PU-DR [8]; 2) arbitrary scale method, including Meta-PU [19]. Note that these methods are all supervised learning based. The compared models are trained with the released codes by their authors, following the default settings in their papers.

We train all these compared methods following the approach mentioned in [19] for fair comparison. The test samples are from the dataset adopted by [19,21]. We non-uniformly sample 2048 points using Poisson disk sampling from 20 test models to form the test set.

#### 4.2. Parameters Setting

The side length of voxel $l$ and the range of the distance between seed point and surface $[D_l, D_u]$ decide the number of seed points. However, the number is also dependent on the shape of input point cloud. To ensure that enough points are generated, we set $l = 0.004$ and $[D_l, D_u] = [0.011, 0.015]$. Under this condition, the minimum number of generated points is 99001 (Chair), which meets the demands of $16 \times$ or higher scale upsampling. The specific direction $\mathbf{n}_i$ in normalization can be arbitrarily chosen. We set $\mathbf{n}_i = (1, 0, 0)$ in our experiments. The number of nearest points $k$ is set as 100 in Section 2.2 and 30 in Section 2.3. The number of nearest point $M$ for computing $\text{Dist}(\mathcal{C}(x,y,z), S)$ affects the number of outliers and continuity of seed points. We set $M = 10$ and further discuss the effect of different $M$ in ablation study.

#### 4.3. Objective Performance Comparison

**Objective Evaluation.** We employ six popular metrics for objective evaluation: 1) Chamfer Distance (CD) and Earth Mover Distance (EMD) [21]: which evaluate the similarity between the predicted points and ground truth one in the Euclidean space. For both metrics, smaller is better. 2) F-score [18]: which treats upsampling as a clas-

| Scale | Metric ($10^{-3}$) | CD | EMD | F-score ↓ | mean ↓ | std ↓ | CD | EMD | F-score ↓ | mean ↓ | std ↓ |
|-------|-------------------|----|-----|-----------|--------|------|----|-----|-----------|--------|------|
| Fixed Scale | PU-Net [21] | 12.9 (6) | 6.75 (6) | 334 (5) | 4.02 (5) | 5.62 (4) | 11.3 (7) | 7.02 (7) | 462 (7) | 5.05 (7) | 6.81 (6) |
| | MPU [20] | - | - | - | - | - | 10.4 (5) | 5.64 (5) | 527 (4) | 3.61 (4) | 5.50 (3) |
| | PU-GAN [7] | 12.7 (5) | 5.09 (5) | 326 (6) | 4.32 (6) | 6.01 (5) | 10.9 (5) | 6.66 (6) | 484 (6) | 4.66 (6) | 6.56 (5) |
| | PU-GCN [13] | 12.2 (3) | 4.94 (4) | 360 (3) | 3.47 (2) | 5.09 (2) | 10.2 (3) | 5.50 (4) | 537 (3) | 3.35 (2) | 5.01 (2) |
| | PU-DR [8] | 11.0 (1) | 3.55 (1) | 409 (1) | 2.30 (1) | 4.05 (1) | 8.71 (1) | 3.98 (2) | 625 (1) | 2.24 (1) | 3.89 (1) |
| Arbitrary Scale | Meta-PU [19] | 12.6 (4) | 3.94 (2) | 339 (4) | 3.77 (4) | 5.41 (3) | 10.9 (5) | 3.56 (1) | 506 (5) | 3.89 (5) | 5.60 (4) |
| | Proposed | 12.1 (2) | 4.93 (3) | 371 (2) | 3.49 (3) | 10.2 (6) | 10.1 (2) | 4.87 (3) | 561 (2) | 3.49 (3) | 9.35 (7) |

Table 1. Objective performance comparison with respect to CD, EMD, F-score, mean and std with state-of-the-art methods. The ranking numbers are also provided.
In Table 1, we offer the comparison results for four scale factors \([2\times, 4\times, 8\times, 16\times]\) with respect to CD, EMD, F-score, mean and std. Surprisingly, it can be found that, although our model is trained in a self-supervised manner without accessing to the ground-truth, it achieves competitive performance with those supervised learning based ones with respect to metrics CD, EMD, F-score and mean. Taking CD for example, our method is ranked #2, #2, #2 and #3 among seven compared methods for \([2\times, 4\times, 8\times, 16\times]\) respectively. Similar results can be found for F-score, for

[Figure 2. 4× point upsampling results of Chair, Camel and Fandisk. (a) the input point cloud; (b) the ground truth; (c) to (i) the results of PU-Net [21], MPU [20], PU-GAN [7], PU-GCN [13], PU-DR [8], Meta-PU [19] and ours. Please enlarge the PDF for more details.]
which our method is ranked #2 for all cases. Note that our method performs worst with respect to std, which is because that outliers cannot be completely removed.

Table 2 shows the uniformity evaluation results with respect to NUC. Our method is ranked #2 for [2 ×, 8 ×, 16 ×], just blow PU-DR [8]. In the case of 4 ×, our method is ranked #1. These results demonstrate that the proposed method produces dense and uniform point clouds.

**Inference Time Cost Comparison.** This experimental analysis is conducted on a server with two 1080Ti GPU. In our inference process, estimation of direction and length are the most time-consuming steps. According to the experiments, generating 40000 projected points by our method would cost 46s in average. As a comparison, the time costs of generating 40000 points (16 ×) are 342.4s by MPU [20] and 0.228s by Meta-PU [19]. It should be noticed that the estimation of each point is independently performed and thus can be done in parallel to speed up significantly.

### 4.4. Subjective Performance Comparison

**Visual Comparison.** Figure 2 illustrates the 4 × upsampling results generated by our method and the compared state-of-the-art methods on three models *Chair*, *Camel* and *Fandisk*. The results show that our method achieves better visual performance than other methods. The produced high-resolution point clouds are dense and uniform, which also have continuous and complete contours. Specifically, results of the highlighted part of *Chair* show that our method succeeds in recovering structure from very few points; results of the highlighted part of *Camel* show that our method can handle complex contour. Furthermore, our method can reconstruct the edge region very well, as demonstrated in the highlighted part of *Fandisk*. The above visual comparisons verify the superiority of our proposed method.

**Results on Variable Scales.** Figure 3 shows the upsampling results of *Moai* with different scale factors. It can be observed that the contours of all the results are consistent, and the uniformity of points is well preserved.

**Robustness against Varying Sizes of Input.** Figure 4 shows the 4 × upsampling results of *Eight* with different sizes of input point sets. Our method generates consistent outlines regardless of the number of input points. Figure 5 shows the 4 × upsampling results of *Star* with noise level 0%, 1% and 2%. Our scheme also works well on the noisy input while the uniformity is well preserved. Overall, our method is robust to the input size and noise.

**Result on Real-world Sample.** We choose one real-world sample from KITTI [3] to evaluate the generalization capability of our method. In Figure 6, the upsampling results
of three different regions are presented. It can be found that, even though the input point cloud is sparse and non-uniform, our scheme can still recover the high-resolution one very well.

4.5. Ablation Study

About the choice of $M$. $M$ works in the distance approximation of a seed point to the underlying surface, which affects the number of outliers and the continuity of projected points. When $M$ increases, both the continuity and the number of outliers increase. To show the effect of different $M$, we provided the $4 \times$ upsampling result of cow with $M = 3$ and $M = 10$. The results are shown in Figure 7. It can be observed that, when $M = 3$, no outlier is introduced to the blue box. However, the surface is discontinuous in the red box. When $M = 10$, the surface in the red box becomes continuous, however, a few amount of outliers is still introduced to the blue box after outliers removal.

About the necessity of outliers removal. To show the effect of outliers removal, we provid the $4 \times$ upsampling result of cow with and without outliers removal. The results are shown in Figure 8. It can be observed that the outliers removal does not affect the smooth region in the red box, while it can remove most of the outliers in the blue box.

4.6. Limitations

The limitation of our method are two-fold. Firstly, even outliers removal is performed, there still exist a certain number of outliers. Secondly, our method cannot precisely control the number of upsampled point set. We have to first generate a dense one with over-sampled points and then adjust the number of vertices to the target number by the farthest point sampling algorithm.

5. Conclusion

In this paper, we present a novel and effective point clouds upsampling method via implicit neural representation, which can achieve self-supervised and arbitrary-scale upsampling simultaneously. We formulate point clouds upsampling as the task of seeking nearest projection points on the implicit surface for seed points, which can be done by two implicit neural functions trained without the ground truth dense point clouds. Extensive experimental results demonstrate that our method can produce high-quality dense point clouds that are uniform and complete, and achieves competitive objective performance and even better visual performance compared with state-of-the-art supervised methods.
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