S-EEGNet: Electroencephalogram Signal Classification Based on a Separable Convolution Neural Network With Bilinear Interpolation
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ABSTRACT As one of the most important research fields in the brain–computer interface (BCI) field, electroencephalogram (EEG) classification has a wide range of application values. However, for the EEG signal, it is difficult for the traditional neural networks to capture the characteristics of the EEG signal more comprehensively from the time and space dimensions, which has a certain effect on the accuracy of EEG classification. To solve this problem, we can improve the accuracy of classification via end-to-end learning of the time and space dimensions of EEG. In this paper, a new type of EEG classification network, the separable EEGNet (S-EEGNet), is proposed based on Hilbert–Huang transform (HHT) and a separable convolutional neural network (CNN) with bilinear interpolation. The EEG signal is transformed into time-frequency representation by HHT, which allows the EEG signal to be better described in the frequency domain. Then, the depthwise and pointwise elements of the network are combined to extract the feature map. The displacement variable is added by the bilinear interpolation method to the convolution layer of the separable CNN, allowing the free deformation of the sampling grid. The deformation depends on the local, dense, and adaptive input characteristics of the EEG data. The network can learn from the time and space dimensions of EEG signals end to end to extract features to improve the accuracy of EEG classification. To show the effectiveness of S-EEGNet, the team used this method to test two different types of EEG public datasets (motor imagery classification and emotion classification). The accuracy of motor imagery classification is 77.9%, and the accuracy of emotion classification is 89.91%, and 88.31%, respectively. The experimental results showed that the classification accuracy of S-EEGNet improved by 3.6%, 1.15%, and 1.33%, respectively.

INDEX TERMS Hilbert–Huang transform (HHT), electroencephalogram (EEG) classification, convolutional neural network (CNN), bilinear interpolation.

I. INTRODUCTION

With the development of human–computer interaction (HCI) [1] and the brain–computer interface (BCI) [2], the application potential of hot technologies in the field of HCI technology has begun to emerge. It is highly important to integrate EEG classification technology into HCI to improve HCI ability. Comparing electrocardiogram (ECG) [3], electromyogram (EMG) [4], and electroencephalogram (EEG) signals, the EEG signal is the most intuitive and objective expression of emotion. EEG is a pattern obtained by amplifying and recording the spontaneous biopotential of the brain from the scalp with precise electronic instruments. This represents the spontaneous and rhythmic electrical activity of the brain cell group recorded by the electrodes. There are routine, dynamic, and video EEG types. However, due to the characteristics of the dynamic time series data of the EEG signal, each observation value in the EEG sequence is the comprehensive result of various factors affecting the change simultaneously. The real change of EEG signal is the superposition or a combination of several changes, which leads to the correlation and mutual restriction between EEG sequences. The prediction of EEG signals should be studied as a whole to highlight trends and periodic changes. To solve the problem that the traditional neural network unilaterally analyzes a single EEG sequence, which leads to difficulty...
in improving the classification accuracy and further improve the accuracy of EEG classification, our team fully considers its space and time dimensions when classifying the EEG signals, aiming to capture the characteristics of the EEG signals more comprehensively, and a method of EEG signal classification is proposed based on separate convolution with bilinear interpolation. Compared with the existing methods, this method can classify EEG data more accurately and has stronger robustness.

Before this paper, various preprocessing methods for EEG have been employed to improve the accuracy of EEG classification. For example, Samiee et al. [5] used short-time Fourier transform (STFT) to process EEG signals, while Alyasseri et al. [6] proposed an EEG denoising method based on wavelet transform (WT), and Yahya et al. [7] studied an EEG processing method based on continuous WT (CWT) to improve classification accuracy. In the above literature, STFT is suitable for processing linear nonstationary signals, while WT and CWT can process nonlinear nonstationary signals in theory, but they can only process linear nonstationary signals in the actual algorithm implementation. Compared with the above-mentioned EEG signal processing methods, the Hilbert–Huang transform (HHT) used in this paper is suitable for analyzing nonlinear and nonstationary EEG signals and has complete adaptability. It can transform one-dimensional (1D) EEG signals into two-dimensional (2D) signals on the complex plane, which is more conducive to capturing the dynamic correlation information of EEG signals. Cho and Kang [8] proposed an image denoising method based on CNN, which not only improves the denoising performance, but also uses the separable convolution and the gradient prior in this study to reduce the computational complexity. Compared with the existing CNN denoising methods, this method has better denoising quality and is suitable for a variety of image processing works including EEG.

Neural network technology has been widely used in EEG recognition and classification. Reference [9] proposed a deep learning method based on long short-term memory (LSTM) to recognize emotions from primitive EEG signals. Reference [10] analyzed multichannel EEG using an artificial neural network while [11] proposed a new network-based Alzheimer’s disease (AD) recognition machine learning method that is used in AD-EEG signal recognition, which improves the classification accuracy by changing the network type. Reference [12] proposed a method to train radial basis function neural networks by feature extraction based on the public space pattern of sub-bands selected by sequential back floating. Moreover, [13] proposed a nonlinear feature extraction method based on deep multiset canonical correlation analysis to train neural networks. The core of this method is improving the feature extraction method to enhance the classification accuracy of the neural network. However, [14] used the STFT algorithm to transform the EEG signal of a moving image into a two-dimensional image, then used CapsNet to learn all kinds of characteristics of EEG signals; this solution improved the EEG preprocessing method to enhance the detection effect. Reference [15] sought to improve the neural network and integrate the weight splitting technology into the algorithm of the Back-Propagation (BP) neural network for EEG recognition and analysis, with the aim of enhancing the classification accuracy. In reference [16], the concept of general model set is introduced, and the model is trained by weighted linear discriminative analysis, which greatly shortens the training time and provides a valuable new strategy for improving the performance of BCI based on P300. The core of these methods is to extract the features of EEG signals effectively to improve the classification accuracy. However, it is still difficult to select the best features from a large number of time-domain and frequency-domain analysis.

In recent years, researchers have gradually found that convolutional neural networks (CNNs) have high efficiency for EEG signal feature extraction, with the characteristics of rapidity and time savings. Therefore, the CNN has become the main research direction in the field of EEG signal recognition and classification. Reference [17] proposed a deep CNN-based learning and classification method for EEG emotional features. Moreover, [18] proposed a long-term and short-term storage network combined with spatial CNN to simultaneously learn spatial information and temporal correlation from the original motor imagery EEG (MI-EEG) signals. Reference [19] proposed a model based on deep convolution network and autoencoders, called AE-CDNN. All the above studies have been devoted to improving the network complexity to enhance classification accuracy. Waytowich et al. [20] proposed a compressed CNN (compact-CNN) that only needs the original EEG signal for automatic feature extraction. The experiment showed that compact-CNN is superior to the currently used method of canonical correlation analysis (CCA) and combined-CCA. Wu et al. [21] proposed a multiscale filter bank CNN (MSFBCNN) for MI-EEG classification. A network initialization and fine-tuning strategy was also proposed to train an individual model for topic classification on small datasets. The team compared the MSFBCNN with the latest methods on the open dataset, and the results showed that the accuracy of this method in the topic classification was higher than the baseline. Kwon et al. [22] studied the super-resolution (SR) technology of deep CNNs, simulated the EEG data of white Gaussian noise and real brain noise, and obtained experimental EEG data in auditory evoked potential tasks. The SR-EEG simulation data with Gauss white noise or brain noise showed lower mean square error and higher correlation of sensor information, and they could detect the signal source more clearly than was possible in low-resolution (LR) EEG. Nejedly et al. [23] developed a machine learning method using CNN to detect the artifacts of intracranial EEG (iEEG) signals under clinical control conditions, and the performance of this method is compared with that of expert notes. The results show that this method can be used as a general model of iEEG. Lawhern et al. [24] introduces a compact convolutional neural network (EEGNet) for EEG-based BCIs. Deep convolution and separable convolution are
used to construct EEG specific model, and through four kinds of BCI paradigms, the similarities and differences between EEGNet and the latest research methods in the classification of subjects and cross subjects are compared. The results show that EEGNet is robust enough. On the basis of EEGNet, this study adds the preprocessing steps of EEG data, and improves the convolution layer by using bilinear interpolation method, and gets better results in EEG classification. The final purpose of these studies is improving the accuracy of EEG recognition or classification by deepening or improving the network model and preprocessing the EEG signal. Deep learning models, especially CNNs, have been successfully used in EEG recognition and classification tasks. In recent years, the CNN has made great progress in the field of EEG, and many deep learning models have shown good performance in the detection and classification of various types of EEG signals [25]–[31]. Nowadays, there are many gaps in the application of deep learning technology in multiple aspects of EEG classification, and various deep learning models have great room for improvement. Researchers are still committed to improving the accuracy of EEG recognition and classification.

The above literature shows that, although many studies have developed EEG by various heuristic methods, scholars have also carried out extensive research on the classification of EEG. At the same time, there are still many challenges in the process of EEG classification. Compared with existing research, which has involved increasing the number of network layers, complicating the network, or designing various network structures to improve the accuracy of classification, we can consider improving the network structure and the convolution layer simultaneously to improve the classification accuracy of the model for EEG signals. Some researchers proposed using HHT + CNN method to automatically and accurately identify the type and severity of rolling bearing fault [32], using HHT to convert the time series of vibration signals into time-frequency images, and then CNN learned the fault sensitive features in time-frequency domain from these images and carried out fault classification. Compared with the method in [32], the team improved the EEG data preprocessing, network architecture and convolution layer, and proposed S-EEGNet for EEG classification. First, HHT was used to preprocess the EEG, and then, based on the use of depthwise separable convolution [33], bilinear interpolation was employed to add displacement variables to the convolution layer so the sampling of the input feature map of the convolution check was shifted and focused on the target area of interest. At the same time as improving the accuracy, the complexity of the S-EEGNet model needed to be avoided as much as possible. The method developed here has the following advantages:

(1) The construction of the model is based on HHT and a separable CNN with bilinear interpolation. HHT is an adaptive signal processing method suitable for analyzing nonlinear and nonstationary signals, and it is highly suitable for processing EEG signals. The separable convolution has strong feature extraction ability, combined with the displacement variable added based on the bilinear interpolation method. It can effectively improve the accuracy of EEG classification;

(2) This study uses two different datasets (emotion classification and motion representation) to test the S-EEG, and this achieves satisfactory results. Compared with the existing models, S-EEG has a wider application range, and it can be applied to MI-EEG classification and EEG emotional classification; it also has a stronger application value; and

(3) This study improves the separable CNN, and the method of adding a displacement variable based on bilinear interpolation is applied to EEG classification, while HHT is used to preprocess the EEG data. The network structure is simple and can achieve higher classification accuracy, which represents a certain level of innovation.

II. TECHNICAL DETAILS

The team uses an unsupervised learning method to classify the EEG, allowing it to automatically obtain the characteristics that can better describe the identified and classified EEG signals. The S-EEGNet proposed in this paper involves not only the spatial dimension but also the depth dimension (number of channels). Many features can be extracted from the high-dimensional EEG data by dimension reduction algorithm, which is suitable for EEG classification. In this section, we introduce HHT and depthwise separable convolution, add a displacement variable via the bilinear interpolation method, describe the architecture of the S-EEGNet model proposed by our team, and provide a detailed formula of the S-EEGNet model. Figure 1 shows the flow chart of using S-EEGNet to classify EEG in this paper, which is divided into five parts. First, the original EEG data are preprocessed by HHT; then, the S-EEGNet model is trained by the preprocessed EEG signal in the second, third, and fourth parts, and the EEG signal–related features are extracted from the time domain, frequency domain, spatial dimension, and depth dimension. Finally, the test data are input into the trained S-EEGNet model for classification in the last part. After this stage, the team uses the dataset to test a variety of new models to verify the effectiveness of S-EEGNet in EEG classification in this study.

A. HHT PREPROCESSING

HHT [34] is an adaptive signal processing method that is suitable for processing nonlinear and nonstationary signals. It mainly consists of two parts: The first part is empirical mode decomposition (EMD); the second is Hilbert transform (HT). In the first part, EMD adaptively decomposes any complex signal into a series of intrinsic mode functions (IMFs) according to the signal characteristics. This satisfies the two following conditions: (1) the average value of the mean value tends to 0; and (2) the difference between the number of extreme points of the original signal (including the number
of maximum points + the number of minimum points) and the number of intersections of the original signal cannot be greater than 1 (less than or equal to 1). For the original signal $x(t)$, EMD can be used to decompose it into

$$x(t) = \sum_{i=1}^{K} IMF_i(t) + r_K(t).$$  (1)

where $x(t)$ is the original signal, and $IMF_i(t)$ is $K$ intrinsic mode functions $r_K$ is the negligible residue of the signal, which is the remainder of the subtraction of the original signal and $IMF_i(t)$.

HHT can transform the EEG signal into “linear steady state”. In order to better describe the EMD Algorithm in HHT, our team intercepted the first 200 data points of S01 in DEAP dataset [38], as shown in Figure 2.

As shown in Figure 2, the decomposition process of EMD is divided into four steps, the original signal is still $x(t)$, and the decomposition steps are as follows:

**Step 1:** the red dot on the red line is the maximum value of the EEG signal, and the green dot on the green line is the minimum value of the EEG signal. The team uses cubic spline to connect the upper and lower envelope lines, which are red envelope line and green envelope line. Then the mean line is made for the two lines, and the mean value of the envelope is $m(t)$, $h(t)$ can be obtained by subtracting the mean value from the input signal:

$$h(t) = x(t) - m(t)$$  (2)

**Step 2:** judge whether the $h(t)$ obtained in step 1 meets the two conditions of the IMF. If not, take $h(t)$ as the input signal and go back to step 1. If the conditions are met, get an IMF and go to step 3.

**Step 3:** set the $k$th IMF as $h_k(t)$, assign it to $c_k(t)$, obtained as follows:

$$c_k(t) = h_k(t)$$  (3)

$c_k(t)$ is separated from the original sequence and a new residual term is obtained:

$$r_k(t) = x_k(t) - c_k(t)$$  (4)

**Step 4:** judge whether the new remaining item meets the end condition of EMD, if not, bring the remaining item back to step 1; if it meets, end the EMD.

After decomposition, the original signal can be expressed in the form of ($nIMF + 1$ residual item):

$$x(t) = \sum_{i=1}^{n} c_i + r_n$$  (5)

The decomposed EEG signal is shown in Figure 3:

In the second part, HT is used to calculate the instantaneous frequency of each IMF. Each natural mode function $c_i(t)$ can be expressed as:

$$c_i(t) = a_i(t) \cos \omega_i(t)$$  (6)

Then put the sampling point time, instantaneous frequency and instantaneous amplitude in three-dimensional space to obtain Hilbert spectrum $H(\omega, t)$, as shown in equation (7):

$$H(\omega, t) = \text{Re} \left\{ \sum_{i=1}^{n} a_i(t)e^{i\int \omega_i(t)dt} \right\}$$

$$= \sum_{i=1}^{n} a_i(t) \cos(\int \omega_i(t)dt)$$  (7)
The team used HHT to transform a 1D EEG signal into a 2D time-frequency representation to characterize the time-frequency distribution of the instantaneous amplitude of the EEG signal. To better explain the HHT applied in this study, Figure 4 shows the flow chart of EEG signal processing with HHT.

**B. S-EEGNET MODEL BUILDING**

In this paper, HHT is used to preprocess EEG signals, and a network model based on separable CNN with bilinear interpolation is established to classify EEG. The S-EEGNet model uses the idea of depthwise separable convolution. The core idea of depthwise separable convolution is to decompose a complete convolution operation into two steps, namely, depthwise and pointwise convolution. Depthwise convolution is completely carried out in a two-dimensional plane, and the number of filters is the same as the depth of the previous layer. The number of feature maps after depthwise convolution is the same as the depth of the previous layer, but this operation ends after each channel of input layer is convoluted independently, and there is no effective use of the information of different feature maps in the same space. Therefore, we need to add another step to combine these feature maps to generate a new feature map, this requires the following pointwise convolution. The operation of pointwise convolution is very similar to that of conventional convolution. The difference is that the size of convolution kernel is $1 \times 1 \times M$, and $M$ is the depth of the previous layer. Therefore, the convolution operation here will combine the previous map with weighting in the depth direction to generate a new feature map. The number of filters and feature maps is equal. The advantage of this is that it can greatly reduce the number of parameters and calculation while maintaining accuracy. Depthwise separable convolution is a lightweight, low latency network model, but its accuracy is not lower than that of a typical CNN [35]. The other innovation of this study is to improve the convolution layer of depthwise separable convolutional networks and add an offset by the bilinear interpolation method so that the sample of the convolution check input feature map is offset and focused on the target area of interest. After migration, each square corresponding to a convolution kernel can stretch and deform, changing the range of the receptive field and making it polygonal. The operation of including additional offset based on bilinear interpolation is divided into the two following steps:

1. Sampling from the input feature map $x$ using the regular grid $R$; and
2. By the sum of $w \cdot$-weighted sampling values, defining the size and expansion of the receptive field via grid $R$.

In the depthwise separable convolution, each positioning point $p$, For each point $p_0$ in the output feature map $y$, the calculation process is as shown in equation (8):

$$y(p_0) = \sum_{p_n \in R} w(p_n) \cdot x(p_0 + p_n).$$

where $p_n$ is the offset of each point on the convolution output relative to each point on the receptive field, which needs to be an integer. Grid $R$ adds an enhanced offset, as shown in equation (9):

$$\{\Delta p_n | n = 1, \ldots, N\}, \text{ where } N = |R|.$$

Then, in the action region of the convolution operation, a learnable parameter $\Delta p_n$ is added. The output at this time is shown in equation (10):

$$y(p_0) = \sum_{p_n \in R} w(p_n) \cdot x(p_0 + p_n + \Delta p_n).$$

This operation needs to derive the discontinuous position variables, so bilinear interpolation is used to convert the output of any position to the interpolation operation of the feature map. The specific operation is shown in equation (11):

$$x(p) = \sum_q G(q, p) \cdot x(q).$$

where $x(q)$ represents the value of the point on all integer positions on the feature map. The specific calculation process of bilinear interpolation is shown in equation (12), where the value of $q$ is an integer:

$$G(q, p) = g(q_x, p_x) \cdot g(q_y, p_y),$$

where $g(a, b) = \max(0, 1 - |a - b|).$
The number of output channels is $M$.

Assuming that the number of input channels is $M$, the convolution calculation of the standard convolution is shown in equation (13):  
\[ G_{k,l,n} = \sum_{i,j,m} K_{i,j,m} F_{k+i-1,l+j-1,m}. \]  

(13)  

Assume that the number of input channels is $M$ and the number of output channels is $N$. The corresponding amount of calculations is $D_K \cdot D_K \cdot M \cdot N \cdot D_F \cdot D_F$. The standard convolution $(D_K, D_K, M, N)$ can be divided into depthwise convolution and pointwise convolution as follows:

1. The depthwise convolution is responsible for the filtering function; the size is $(D_K, D_K, 1, M)$, and the output characteristic is $(D_G, D_G, M)$; and

2. The pointwise convolution is responsible for the conversion of channels; the size is $(1, 1, M, N)$, and the final output is $(D_G, D_G, N)$.

The convolution calculation of depthwise separable convolution is shown in equation (14):

\[ \hat{G}_{k,l,n} = \sum_{i,j} \hat{K}_{i,j,m} F_{k+i-1,l+j-1,m}. \]  

(14)  

where $\hat{K}$ is the depthwise separable convolution and the convolution kernel is $(D_K, D_K, 1, M)$. Here, the $m_{th}$ convolution kernel is applied to the $m_{th}$ channel in $F$ to generate the output of the $m_{th}$ channel on $\hat{G}$.

The number of matrix operations to be performed by depthwise separable solutions is $D_K \cdot D_K \cdot M \cdot D_F \cdot D_F + M \cdot N \cdot D_F \cdot D_F$, and the convolution kernel parameter is $D_K \cdot D_K \cdot M + N \cdot M$. Compared with the ordinary convolution, the calculation amount is reduced:

\[ \frac{D_K \cdot D_K \cdot M \cdot D_F \cdot D_F + M \cdot N \cdot D_F \cdot D_F}{D_K \cdot D_K \cdot M \cdot N \cdot D_F \cdot D_F} = \frac{1}{N} + \frac{1}{D^2}. \]  

(15)  

To describe the changes of network parameters more clearly in each layer of the S-EEGNet model, this paper gives a detailed description in Table 1.

The EEG classification network S-EEGNet proposed by our team is based on separable deformation convolution. The model has two main stages, which are as follows: (1) the depthwise convolution stage, which includes a deformable

FIGURE 5. Model structure of S-EEGNet.

Figure 5 shows the flow of S-EEGNet in this study. We call the additional offset added in the convolution layer offset-conv2D.

The arrow in the graph represents the convolution kernel connectivity between the input and output, which is called a feature map. First, the original EEG data are preprocessed in the yellow part, and the filter is used to learn from the blue part. The sampling points are offset in the green part, and then the depthwise convolution is carried out to connect to each feature map. The number of feature maps after the depthwise convolution is completed is the same as the number of channels in the input layer, so the feature map cannot be extended. Moreover, the convolution operation is independent for each channel in the input layer, which does not effectively utilize the feature information of different channels in the same spatial position. Therefore, pointwise convolution is needed to combine these feature maps to generate a new feature map. Before this, the sample points are still offset. In the orange part, a separate convolution is employed to learn the time summary of each feature map and then use pointwise convolution to learn how to best combine the feature maps. Finally, the model classifies the EEG signals in the red part. Assuming that, in the feature map $F$, the size of the input EEG signal is $(D_F, D_F, M)$, the standard convolution $K$ adopted is $(D_K, D_K, M, N)$, and the feature map $G$'s output size is $(D_G, D_G, N)$. The convolution calculation of the standard convolution is shown in equation (13):

\[ G_{k,l,n} = \sum_{i,j,m} K_{i,j,m} F_{k+i-1,l+j-1,m}. \]  

(13)  

To describe the changes of network parameters more clearly in each layer of the S-EEGNet model, this paper gives a detailed description in Table 1.

The EEG classification network S-EEGNet proposed by our team is based on separable deformation convolution. The model has two main stages, which are as follows: (1) the depthwise convolution stage, which includes a deformable
TABLE 1. S-EEGNet architecture, where $C =$ number of channels, $T =$ number of timepoints, $F_1 =$ number of temporal filters, $D =$ number of spatial filters, $F_2 =$ number of pointwise filters, $N =$ number of classes.

| Layer                  | Input       | Size                | Output                | Activation |
|------------------------|-------------|---------------------|-----------------------|------------|
| Reshape                | (C, T)      | (1, C, T)           | Linear                |            |
| Conv2D                 | $(5, 32)$   | $(F_1, C, T)$       | Linear                |            |
| BatchNorm              | $(F_1, C, T)$ | $(F_1, C, T)$   | Relu                  |            |
| OffsetConv2D           | $(4)$       | $(F_1, C, T)$       | Linear                |            |
| DepthwiseConv2D        | $(C, 1)$    | $(D^*F_1, 1, T/2)$  | Linear                |            |
| BatchNorm              | $(D^*F_1, 1, T/2)$ | $(D^*F_1, 1, T/2)$  | Relu                  |            |
| Activation             | $(D^*F_1, 1, T/2)$ | $(D^*F_1, 1, T/2)$  |            |            |
| AveragePool2D          | $(2, 2)$    | $(D^*F_1, 1, T/2)$  | Linear                |            |
| Dropout                | $(D^*F_1, 1, T/2)$ | $(D^*F_1, 1, T/2)$  |            |            |
| OffsetConv2D           | $(L)$       | $(D^*F_1, 1, T/2)$  | Linear                |            |
| SeparableConv2D        | $(5, 16)$   | $(F_2, 1, T/2)$     | Linear                |            |
| BatchNorm              | $(F_2, 1, T/2)$ | $(F_2, 1, T/2)$     | Relu                  |            |
| Activation             | $(F_2, 1, T/2)$ | $(F_2, 1, T/2)$     |            |            |
| AveragePool2D          | $(2, 2)$    | $(F_2, 1, T/8)$     | Linear                |            |
| Dropout                | $(F_2, 1, T/8)$ | $(F_2, 1, T/8)$     |            |            |
| Flatten                | $(F_2, T/8)$ | $(F_2, T/8)$        |            |            |
| Dense                  | $N$         | N                   | Softmax               |            |

In S-EEGNet, with an increase in the depth of the network, the activation amplitude increases exponentially, and the sensitivity of the divergence information to the input of the non-normalized network decreases. This limits the possible expansion and further limits the learning rate of the control gradient decline speed in the non-normalized network. Therefore, the team used batch normalization [36] technology to normalize the input to accelerate the training speed. We normalize each dimension as equation (16):

$$BN \left( X_i \right) = \frac{\left( X_i - E \left( X_i \right) \right)}{\sqrt{\text{Var} \left( X_i \right)}}, \quad (16)$$

where $E \left( X_i \right)$ refers to the average value of each batch of training data neurons $X_i$ and the denominator refers to a standard deviation of the activation degree of each batch of data neurons $X_i$. To avoid affecting the feature distribution learned by the network in this layer, feature reconstruction is required:

$$E \left( X_i \right) = \frac{1}{m} \sum_{i=1}^{L} X_i, \quad (17)$$

$$\text{Var} \left( X_i \right) = \frac{1}{m} \sum_{i=1}^{L} \left[ X_i - E \left( X_i \right) \right]^2. \quad (18)$$

In S-EEGNet, the team uses batch normalization technology to normalize the features learned in the convolution layer, so that the average value is 0 and the standard deviation is 1. The network is optimized using the Adam optimizer [37].

III. EXPERIMENTS AND RESULTS

A. EEG DATASET

1) DATASET 1 (BCI COMPETITION IV DATASET 2A)

The first dataset used in this study is BCI competition IV dataset 2a, which consists of EEG data from nine subjects. This is an MI-EEG dataset with 22 scalp electrode positions. There are four different MI tasks, which are related to the movement imagination of the subjects, including the left and right hands, feet, and tongue. Two sessions were recorded on different days for each subject. Each session comprised six runs separated by short breaks. One run consisted of 48 trials (12 for each of the four possible classes), yielding a total of 288 trials per session. Figure 6 is an example of an EEG signal in BCI competition IV dataset 2a, where (a) is imagining left hand movement, (b) is imagining right hand movement, (c) is imagining leg movement, and (d) is imagining tongue movement.

2) DATASET 2 (A DATABASE FOR EMOTION ANALYSIS USING PHYSIOLOGICAL SIGNALS)

The second dataset used in this study is a database for emotion analysis using physiological signals (DEAP) [38], which is a large open-source dataset used to analyze human emotional states. The dataset recorded EEG and peripheral physiological signals of 32 participants (half were male and half female). Each participant watched 40 music videos, each of which lasted about 1 minute. Then, the participants rated each video in terms of the levels of arousal, valence, like/dislike, dominance, and familiarity. For 22 of the 32 participants, frontal face video was also recorded.

The dataset signals included 32 EEG signals (512 Hz), galvanic skin response (GSR) signals, electrooculogram (EOG) signals, Electromyography (EMG) signals, photoplethysmography (PPG) signals, skin temperature, and status signals. In this study, the team used the preprocessed dataset for the experiment. The EEG signal of the first 32 channels in the DEAP dataset was sampled down to 128 Hz, and the bandpass filter was 4.0–45.0 Hz. The duration of the denoised EEG signal in each track was 63 seconds, including 60 seconds of test signal plus 3 seconds of baseline. Figure 7 is an example of the EEG signal visualization of one subject in the DEAP dataset.
According to the emotional score of each video in arousal and effectiveness (score range: 1–9), the team used a common scoring standard [40] and set a threshold to segment the high and low states of both valence and arousal. A value greater than 5.5 was considered a high valence or arousal, while a value of less than 4.5 was considered a low valence or arousal. Then, S-EEGNet was used to perform an emotion classification task for valence or arousal and test the accuracy. Figure 8 shows the DEAP dataset selection diagram.

**B. EXPERIMENTAL RESULTS**

In the experiment, this paper used the EEG classification network model based on HHT and a separable convolution network with bilinear interpolation. To verify the performance of S-EEGNet in this study for EEG signal classification, our team used S-EEGNet to test the system with BCI competition IV dataset 2a (motion image classification) and the DEAP dataset (emotion classification), compared with the latest technology. The team used accuracy as the evaluation standard of the EEG classification test to evaluate the performance of S-EEGNet for EEG signal classification. The definition of accuracy is given in equation (19):

$$\text{accuracy} = \frac{TP + TN}{TP + FN + FP + TN} \times 100\%.$$  \hspace{1cm} (19)

where $TP$ represents the EEG samples of the specified period correctly recognized by the model, $FN$ represents the EEG samples of the specified period wrongly recognized by the model, $TN$ represents the EEG samples of the nonspecified period correctly recognized by the model, and $FP$ represents the EEG samples of the nonspecified period wrongly recognized by the model.

1) **EXPERIMENT ON THE CLASSIFICATION OF S-EEGNET’S MOTION IMAGE**

On the classification of EEG motion imagery, our team compared S-EEGNet with the other most recent MI-EEG classification methods, including CNN-LSTM [18], MSFBCNN [21], CNN based on feature fusion (FFCNN) [39], and EEGNet [24]. Since two different types of datasets were used in this study, the neural networks employed by our team for comparison in the two datasets were different. Figure 9 shows the comparison results between the S-EEGNet in this study and the four most recent MI-EEG classification networks.

In Figure 7, we compare S-EEGNet with the other latest EEG classification networks on BCI competition IV dataset 2a. Lawhern et al. [24] proposed a compact-CNN based model of EEG, which can be used in many types of EEG datasets. The accuracy of the model is 69.5% in BCI competition IV dataset 2a.
tion IV dataset 2a used in this study. Yang et al. [18] proposed a CNN-LSTM neural network combining space CNN and LSTM to extract features from the original MI-EEG and tested the MI-EEG dataset in the study, reporting an accuracy of 72.4%. Wu et al. [21] proposed a parallel multiscale filter bank CNN for MI-EEG classification and achieved 75.9% classification accuracy. Amin et al. [39] proposed a method of extracting and fusing EEG features from different CNN layers to improve classification accuracy. Using the dataset in this study, 74.5% of the classification accuracy was achieved. The methods proposed by our team have improved the preprocessing and neural network. Compared with the existing methods to extract features from the original EEG data, this study has done HHT preprocessing for the EEG signal and input the processed data based on the separable CNN with bilinear interpolation after training in the neural network model of interpolation. The classification accuracy of the MI-EEG dataset is up to 77.9%. Compared with the latest methods, the proposed S-EEGNet improves the classification accuracy by 2%. To prove the robustness of S-EEGNet in MI-EEG classification, our team conducted fourfold cross-validation on the classification results of S-EEGNet, as shown in Figure 10.

As shown in Figure 10, the S-EEG proposed in this paper was tested in BCI competition IV dataset 2a, and the highest accuracy of MI-EEG classification was 79.5%, which is 3.6% higher than in the latest methods. After fourfold cross-validation, the average accuracy of MI-EEG classification obtained by S-EEG was 77.9%, which is 2% higher than the latest method. It can be seen that the proposed method based on the separable CNN and using the bilinear interpolation method to add displacement variables in the convolution layer can effectively improve the classification accuracy of the MI-EEG dataset.

In this study, the team used HHT to preprocess the EEG signal. To verify that the preprocessing method is superior to other commonly used preprocessing methods, the team conducted a comparative experiment. The team used HHT and Fourier transform (FT), STFT, and WT to carry out comparative experiments, using the above methods to preprocess the EEG signal, then input neural network for training and compare the accuracy results. Table 2 shows the experimental results of the comparative experiment.

In terms of EEG signal preprocessing, our team compared the HHT preprocessing method used in this study with several common methods. As shown in Table 2, compared with the three other preprocessing methods, HHT was used to preprocess the EEG signals, improving the classification accuracy by 2.6%. Compared with no preprocessing of the original signal, HHT could improve the classification accuracy by 2.8%. It can be seen that, based on not using HHT to preprocess the EEG signal, the original EEG signal was input into the neural network in this study, and the classification accuracy results obtained were 0.8% higher than they were using the latest methods. After preprocessing, the classification accuracy results were further improved, reaching 79.5% and 3.6% higher than the latest methods.

2) EMOTION CLASSIFICATION EXPERIMENT ON S-EEGNET

To show the effectiveness of S-EEG in EEG classification, the team also used the DEAP dataset (emotion classification) and still employed fourfold cross-validation. The team compared S-EEGNet with other EEG emotion classification networks with the best effect, including Stack AutoEncoder (SAE)+LSTM [40], deep CNN [17], LSTM RNN [9], convolutional recurrent neural network (CRNN) [41], and compared with these methods, S-EEGNet still achieved satisfactory results in emotion classification tasks.
Figure 11 shows the accuracy comparison of S-EEGNet and other latest models for DEAP dataset classification tasks.

In Figure 11, we compare S-EEGNet with the latest EEG emotion classification network model on the DEAP dataset. For the high or low classification task of valence, S-EEGNet achieved good results, with a classification accuracy of 89.91%, which was 1.15% higher than the latest method. For the high or low arousal classification task, S-EEGNet still achieved good results; the classification accuracy was as high as 88.31%, which was 1.33% higher than the current latest methods. In general, S-EEGNet has some advantages in EEG emotion classification. Table 3 more intuitively introduces the results of S-EEGNet for DEAP dataset classification:

In terms of the selection of preprocessing methods, the team still used the control variable method, HHT, and various commonly employed EEG signal preprocessing methods to preprocess the dataset; it then input the neural network for training. The classification accuracy results are shown in Table 4.

The team still compared the HHT pretreatment method used in this study with several common methods. As shown in Table 4, compared with the other three preprocessing methods, using HHT to preprocess the dataset improved the classification accuracy by 1.89% and 1.05% respectively. This can be compared with no preprocessing, where the original signal was directly input into neural network; the classification accuracy improved by 2.77% and 2.19%, respectively, with HHT preprocessing.

### IV. DISCUSSION

In the EEG classification work, our team established an EEG classification network model S-EEGNet based on HHT and separable CNN with bilinear polarization. First, HHT was used to preprocess the original EEG signal, and then depthwise and pointwise methods were combined to extract the feature map of the EEG signal. On the convolution layer of a separable convolution network, the displacement variable was added by the bilinear interpolation method, allowing the free deformation of the sampling grid. The deformation depends on the local, dense, and adaptive input characteristics of the EEG data. S-EEGNet does not need any additional monitoring signals and can be directly obtained by learning the EEG signal. The displacement variable added by the bilinear interpolation method can easily replace several standard convolution elements in the network and carry out end-to-end training through standard back propagation. Compared with the traditional neural network, end-to-end learning from the spatial and temporal features of EEG signals is carried out to obtain its dynamic correlation, to improve the accuracy of EEG classification. The team tested this in BCI competition IV dataset 2a and the DEAP dataset. In BCI competition IV dataset 2a, the highest accuracy of MI-EEG classification was 79.5%, which was 3.6% higher than the latest methods. In the high or low classification task of value/arousal in the DEAP dataset, the S-EEGNet results were 1.15% and 1.33% higher than the latest research results. Most EEG classification networks in existing research are aimed at a specific field (motor imagery, emotion classification, error-related potential, visual-related potential, rest state, etc.), whereas our team used the motor imagery and emotion classification datasets to separate S-EEGNet. The test results are satisfactory. This study has a certain value for BCI and HCI.

### V. CONCLUSION

In this paper, a neural network–based EEG signal classification model S-EEGNet was established. The S-EEGNet proposed by our team showed strong performance in various types of EEG classification tasks, effectively improving the accuracy and stability of EEG signal classification and providing a valuable method for more accurate HCI and further realization of computer-integrated intelligence.

Although S-EEGNet obtained good experimental results in this study, it still needs further research, including further research on music emotion classification based on EEG and prediction of epilepsy based on EEG. The team will further study how to build a more powerful and robust EEG classification model. All these points represent the direction of our next research work.
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