A Smoke Detection Model Based on Improved YOLOv5
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Abstract: Fast and accurate smoke detection is very important for reducing fire damage. Due to the complexity and changeable nature of smoke scenes, existing smoke detection technology has the problems of a low detection rate and a high false negative rate, and the robustness and generalization ability of the algorithms are not high. Therefore, this paper proposes a smoke detection model based on the improved YOLOv5. First, a large number of real smoke and synthetic smoke images were collected to form a dataset. Different loss functions (GIoU, DIoU, CIoU) were used on three different models of YOLOv5 (YOLOv5s, YOLOv5m, YOLOv5l), and YOLOv5m was used as the baseline model. Then, because of the problem of small numbers of smoke training samples, the mosaic enhancement method was used to randomly crop, scale and arrange nine images to form new images. To solve the problem of inaccurate anchor box prior information in YOLOv5, a dynamic anchor box mechanism is proposed. An anchor box was generated for the training dataset through the k-means++ clustering algorithm. The dynamic anchor box module was added to the model, and the size and position of the anchor box were dynamically updated in the network training process. Aiming at the problem of unbalanced feature maps in different scales of YOLOv5, an attention mechanism is proposed to improve the network detection performance by adding channel attention and spatial attention to the original network structure. Compared with the traditional deep learning algorithm, the detection performance of the improved algorithm in this paper was 4.4% higher than the mAP of the baseline model, and the detection speed reached 85 FPS, which is obviously better and can meet engineering application requirements.
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1. Introduction

Smoke detection is a key link in fire prevention and can play an important role in reducing disaster losses [1,2]. Traditional fire detection technology includes contact-type fire detectors such as temperature and smoke, and these are used in public areas such as shopping malls and subway stations. However, this detection method has shortcomings such as a limited detection range and delayed alarm time. With the development of deep learning technology, video-based fire detection technology has been widely used. As a noncontact fire detection technology, this method has the advantages of fast response speed, a wide detection range, and low hardware cost. Video fire detection technology can be divided into flame detection and smoke detection, according to the detection object. Since smoke appears earlier than flame and is not easy to cover in the initial stage of fire, video-based fire detection technology focuses on detecting smoke.

Although smoke detection technology has been widely used, it is difficult for the accuracy and robustness of existing technology to meet needs for popularization and application in complex smoke scenarios. Due to the small number of fire events and limited real smoke image samples, deep learning-based smoke detection methods are prone to overfitting on limited training samples. In addition, smoke detection scenes are complex and changeable,
especially in indoor and outdoor scenes, and the distribution of topographic features is greatly affected by combustion factors and environmental conditions. The traditional smoke detection algorithm is difficult to apply to all kinds of complex scenes, and the robustness and generalization ability of the algorithm are insufficient.

Aiming at the problems of existing smoke detection technology, this paper proposes a smoke detection model based on the improved YOLOv5 [3]. The steps of the proposed model are as follows:

1. The mosaic enhancement method is used to randomly crop, scale and arrange nine pictures to form a new picture;
2. A dynamic anchor box mechanism is proposed, and anchor boxes are generated for the training dataset through the k-means++ clustering algorithm;
3. A hybrid attention mechanism is proposed by adding channel attention and spatial attention to the original network structure;
4. A large-scale fire dataset is constructed, including 4815 real smoke images and 20,000 synthetic images, and different loss functions are used on multiple models of YOLOv5 for experimental testing.

The remainder of this paper is arranged as follows: Section 2 introduces work related to smoke detection. Section 3 focuses on describing the framework and implementation details of the smoke detection model. Section 4 verifies the performance of the proposed method through experimental tests and, finally, gives a summary and outlook towards future applications.

2. Related Works

Traditional smoke detection technology includes feature extraction and classifier design, and the core research lies in smoke feature research. Common smoke features include color, texture, motion, ability, and other features, as well as feature combinations. Researchers have designed smoke color models through color space to improve the discrimination between smoke and nonsmoke in color space. For example, Miranda et al. [4] counted the pixel value distribution of smoke images based on various color models and analyzed the discrimination of color components of various models through relief features. Yuan et al. [5] used Fisher linear discrimination to build a smoke color model and used the color space conversion matrix to distinguish the color value distribution of smoke and nonsmoke. Distinguishing color features and texture features focuses on the contrast relationship between pixels. Yuan et al. [6] proposed a new smoke texture feature using a high-order local ternary mode by encoding high-order directional derivatives in each pixel and connecting all joint histograms from different orders. Dimitropoulos et al. [7] proposed a new high-order linear dynamic system descriptor based on multidimensional dynamic texture analysis, which analyzes dynamic textures by using the information from various image elements and applies it to smoke detection. In terms of motion features, Zhou et al. [8] used the maximum stable extreme value region detection method to extract the local extreme value region of smoke and detect the propagation motion of potential smoke regions based on a new cumulative region method, which can effectively identify the unique expansion and rising motion of smoke. Lin et al. [9] used volume local binary patterns to extract dynamic texture features and proposed a method to directly extract dynamic texture features based on irregular moving regions. Chen et al. [10] proposed the concept of contrast images for false alarms caused by wavelet minute–minute pure color interferers and judged whether a moving area was smoke by calculating the high-frequency and low-frequency ratio.

Traditional smoke detection technology tries to mine the features of smoke to distinguish other interfering substances and performs smoke detection by manually setting the smoke feature, but the detection rate and false alarm rate have difficulty meeting the application requirements. With the application of deep learning techniques in the field of computer vision, researchers [11,12] have used deep convolutional neural networks for smoke detection, which can learn deeper feature models. Hohberg [13] used firewatch
products to collect a large number of smoke pictures and used CaffeNet and GoogLeNet two-dimensional convolutional neural networks for smoke detection. Three-dimensional convolutional neural networks were used to extract the temporal and spatial information of smoke. Frizzi et al. [14] used a 6-layer convolutional neural network to address the three-classification problem of fire, smoke and nonfire, and used a sliding window on the feature map of the last pooling layer to select suspicious regions, which improved the processing speed. Kim et al. [15] used faster-RCNN for flame detection. Zhang et al. [16] solved the problem of insufficient sample data by inserting real smoke pictures into the forest background and using faster-RCNN to detect wildland forest fire smoke. Filoneko et al. [17,18] used classic convolutional neural networks such as AlexNet, VGG-16, VGG-19, and ResNet to conduct experimental comparisons on four smoke image databases. Sharma et al. [19] used fire images as an imbalanced dataset and used VGG and ResNet networks for fire image classification. Li et al. [20] proposed a 3D, parallel, fully convolutional neural network to segment smoke regions in video sequences, aiming at the problem of false positives in smoke detection. Yin et al. [21] first used deep convolutional motion spatial networks to capture spatial and motion context information and then used temporal pooling layers and recurrent convolutional neural networks to train a smoke model. Yuan et al. [22] proposed a 14-layer convolutional neural network DNCNN for smoke image classification, using a combination of normalization layers and convolutional layers to accelerate the training of the network model. In addition, to further reduce the problem of model overfitting caused by insufficient training samples, they further proposed a new deep multiscale network model. First, a multiscale basic combination layer structure was designed, and then a network model was constructed with multiple basic combination layer structures. Muhammad et al. [23] proposed an energy-saving edge intelligent assisted smoke detection method using deep convolutional neural networks for foggy monitoring environments. Xu et al. [24] proposed a smoke detection method based on a deep saliency network, which uses the circular convolution structure to build a pixel-level saliency detection network, and uses the fused features for saliency reasoning. Li et al. [25] proposed a reconstructed convolutional neural network, which extracts suspicious smoke regions through smoke region proposal, prunes and reconstructs the convolutional neural network model, which can improve the accuracy and efficiency of smoke detection tasks. Liu et al. [26] proposed a two-stage smoke detection method that uses block depth normalization and a convolutional neural network to detect suspicious smoke areas and then uses an SVM classifier to classify suspected areas to reduce false positives. Although smoke detection technology based on deep learning has achieved good results, the field of smoke detection lacks a large sample database, and the smoke scene is complex and changeable. Therefore, this paper proposes a new deep learning algorithm, from the aspects of dataset construction and algorithm improvement.

3. Methodology

3.1. YOLOv5

YOLOv5 is the latest generation target detection network of the YOLO series, which was proposed by Ultralytics in May 2020. It has many characteristics, such as being fast, accurate and lightweight. There are the following four network models in YOLOv5: YOLOv5s, YOLOv5m, YOLOv5l and YOLOv5x. Among them, the YOLOv5 network depth and feature map width are the smallest, and the other three models are continuously deepened and widened, based on YOLOv5.

The YOLOv5 network structure includes the following four parts: input, backbone, neck and prediction, as shown in Figure 1.
1. The input includes mosaic data enhancement, image size processing and adaptive anchor box calculation. Mosaic data enhancement uses a combination of 4 photos to enrich data diversity, and the use of adaptive anchor box calculation is beneficial to improve the detection speed.

2. The backbone includes focus and CSP [27] modules. The slicing operation in the focus module reduces the number of computations and improves the speed, while realizing downsampling. The CSP module is beneficial for improving the network learning ability and reducing the memory cost.

3. The core of the neck is to use FPN (feature pyramid network) and PAN (path aggregation networks) structures. The FPN and PAN structures realize the fusion and complementation of high-level features and low-level features. The FPN is top-down and uses upsampling to transfer and fuse the new type to obtain the predicted feature map. The PAN adopts a bottom-up feature pyramid. The two complement each other and overcome their respective limitations to strengthen the feature extraction capability of the model.

4. Prediction includes the bounding box loss function and nonmaximum suppression (NMS). YOLOv5 uses GIoU as the loss function, which effectively solves the problem of nonoverlapping bounding boxes. In the target detection prediction result processing stage, the optimal target frame is obtained by using the weighted NMS operation for the screening of numerous target frames.

3.2. Algorithm Optimization

3.2.1. Mosaic-9 Data Augmentation

The traditional YOLOv5 method uses four images, which are randomly cropped and scaled and then randomly arranged and spliced into one image. In this paper, an enhanced version of the mosaic method is used, that is, nine images are randomly combined. First, we take a batch of data from the dataset, randomly take nine images from it each time, cut and stitch at random positions to synthesize new pictures, repeat the batch size times to obtain batch size images with enhanced mosaic data, and then fed them to the neural network for training, as shown in Figure 2.
3.2.2. Dynamic Anchor Learning

YOLOv5 uses k-means clustering to generate anchor boxes. Taking the boundary of the training set as the benchmark, three anchor boxes are set under three different sizes of feature maps through the FPN network. The k-means algorithm has some limitations, and the algorithm is affected by the initial setting value and outliers, which leads to the instability of clustering results. Therefore, this paper uses the k-means++ clustering algorithm to cluster the marked target bounding anchor boxes in the smoke dataset many times, to generate a priori boxes of different numbers and sizes to increase the difference between the a priori box and the actual target box as much as possible, and therefore to improve the detection accuracy.

Since the initial anchor box is artificially set and the size of the smoke target in the smoke detection environment is an arbitrary shape, it causes a large loss in the subsequent bounding box regression training and increases the difficulty of model optimization. Therefore, this paper adopts the idea of dynamic anchor feature selection [28], which is proposed based on the ARM module. First, nine anchor boxes are clustered on three different scales by the k-means++ algorithm as the initial anchor box of the model. Then, the ARM module is added to the model to filter out the negative samples of the initial anchor box and the position of the initial anchor box is fine-tuned according to the real value. Then, the ARM module is connected with the YOLOv5 backbone network through bidirectional feature fusion (BF), the corresponding points on the feature map are fine-tuned, and finally the dynamic refinement anchor frame is obtained as the model training prior frame, as shown in Figure 3. The dynamic anchor frame structure is added as the generation method of the prior frame to better extract the network feature structure, and the dynamic anchor frame has self-learning ability and can obtain parameters suitable for the network through iteration.

![Figure 3. Dynamic anchor learning.](image-url)
3.2.3. Attention Mechanism

Channel attention: After the image is convolved, the number of channels increases exponentially. Detecting important regions in each channel is a central part of the attention model. After the convolution operation, the image is sent to the channel attention model for weight calculation, different weights are assigned according to the importance of the channel, and the weight is proportional to the importance.

Spatial attention: Not all regions in the sample contribute equally to the detection task; only the part of the region that meets the task requirements needs the algorithm to focus on detection, and the spatial attention model finds such regions in the sample for processing. Dynamic capacity networks use two subnetworks to achieve this task. The low-performance subnetwork is responsible for finding areas that focus on processing, while the high-performance subnetwork is responsible for refining the areas found by the low-performance subnetwork to obtain lower cost and higher accuracy.

By fusing channel attention and spatial attention, a new attention model, the channel-spatial fusion attention model, is proposed. This model reflects the advantages of channel attention and the spatial attention model in the same model and judges the important areas of the image from the two aspects of space and channel. The overall network structure follows the structure of YOLOv5 and uses CSPdarknet53 as the backbone network of the model for training. By adding channel attention after the “Conv+BN+LeakyReLU” module, “CSP×n+A” is added to the model after the convolution operation of the feature maps of three different scales, as shown in Figure 4. Through the mixed use of two kinds of attention, the ability to extract important features of the model is improved to obtain better results.

![Figure 4. Attention mechanism.](image.png)

3.3. Boundary Loss Function

The loss function of the target detection task consists of two parts, classification loss and bounding box regression loss. The most commonly used bounding box regression loss is IoU and its improved algorithm. The full name of the IoU algorithm is the intersection and union ratio, which is obtained by calculating the ratio of the intersection and union of the predicted bounding box and the ground-truth bounding box, that is, \( \text{IoU}(A, B) = \frac{A \cap B}{A \cup B} \), where \( A \) is the predicted bounding box and \( B \) is the ground-truth bounding box. IoU can be used as a distance; then, \( \text{Loss}_{\text{IoU}} = 1 - \text{IoU} \). The advantage of IoU is that it can reflect the detection effect of the predicted bounding box and the ground-truth bounding box. In addition, IoU has the characteristics of nonnegativity, scale invariance, identity, symmetry, and triangle inequality. IoU has these two disadvantages:

- When the prediction bounding box and the ground-truth bounding box do not intersect, and \( \text{IoU}(A, B) = 0 \), the distance between \( A \) and \( B \) cannot be reflected. At this time, the loss function is not steerable, and IoU loss cannot optimize the situation where the two bounding boxes do not intersect.
• Assuming that the sizes of the prediction bounding box and the ground-truth bounding box are determined, as long as the intersection value of the two boxes is determined and their IoU values are the same, the IoU value cannot reflect how the two boxes intersect.

1. GIoU

\[
\text{GIoU}(A, B) = \text{IoU}(A, B) - \frac{|C| - |A \cup B|}{|C|} \tag{1}
\]

\[
\text{Loss}_{\text{GIoU}} = 1 - \text{GIoU}(A, B) = 1 - \text{IoU}(A, B) + \frac{|C| - |A \cup B|}{|C|} \tag{2}
\]

where C is the smallest box containing A and B. GIoU overcomes the disjoint situation of A and B in IoU and has the same scale-invariance properties as IoU. GIoU can be considered the lower bound of IoU, which is less than or equal to IoU. GIoU not only pays attention to the overlapping area but also to other nonoverlapping areas, which can better reflect the degree of overlap between the two. When the two boxes have no overlapping area, GIoU is a number that varies in the range of \([-1, 0]\), and there is a gradient, so optimization can be performed. The optimization direction gradually narrows the distance between the two boxes.

2. DIoU

\[
\text{DIoU} = \text{IoU} - \frac{p^2(b, b_{gt})}{c^2} \tag{3}
\]

\[
\text{Loss}_{\text{DIoU}} = 1 - \text{DIoU} = 1 - \text{IoU} + \frac{p^2(b, b_{gt})}{c^2} \tag{4}
\]

where \(b\) and \(b_{gt}\) represent the center points of prediction Box B and ground-truth box \(B_{gt}\), respectively, \(c\) represents the square of the diagonal length of the minimum bounding Box C, and \(p\) represents the calculation of the Euclidean distance between the two center points. DIoU can directly minimize the distance between two target boxes, so it converges much faster than GIoU. For the case containing two boxes in the horizontal and vertical directions, the DIoU loss can make the regression very fast, while the GIoU loss almost degenerates to the IoU loss.

3. CIoU

\[
\text{IoU} = \text{IoU} - \left(\frac{p^2(b, b_{gt})}{c^2} + \alpha v\right) \tag{5}
\]

\[
\text{Loss}_{\text{CIoU}} = 1 - \text{IoU} + \frac{p^2(b, b_{gt})}{c^2} + \alpha v \tag{6}
\]

where \(\alpha\) is the weight parameter and \(v\) is used to measure the similarity of the aspect ratio.

\[
v = \frac{4}{\pi^2} \left(\arctan\frac{w_{gt}}{\pi b_{gt}} - \arctan\frac{w}{h}\right)^2 \tag{7}
\]

\[
\alpha = \frac{v}{(1 - \text{IoU}) + v} \tag{8}
\]

It can be seen from the definition of \(\alpha\) that the loss function will be more inclined to optimize in the direction of increasing overlapping areas, especially when the IoU is zero.

3.4. The Pseudocode of the Proposed Algorithm

We give the pseudocode of the improved method, as shown in Algorithm 1, including parameter initialization, data augmentation, dynamic anchor learning, attention mechanism, and loss function.
Algorithm 1. The proposed algorithm.

Input: training set
Output: deep learning model
1. Initialize: initialize model parameters, including weights, epochs, batchsize, img_size, etc.;
2. Data augmentation: 9 images are randomly combined with Mosaic-9;
3. Dynamic anchor learning: The K-means++ algorithm is used to generate the initial anchor, and the ARM module is connected to the backbone network through BF;
4. Attention mechanism: CSPdarknet53 is used as the backbone network for training, and a hybrid attention mechanism is added;
5. Loss Function: CIoU loss function is used to optimize the regression of boundary box parameters;

4. Experimental Results

4.1. Dataset and Environment

There is currently no authoritative dataset similar to ImageNet for smoke detection. The datasets used in this paper include real smoke images and synthetic smoke images. The real smoke pictures come from public datasets and network pictures, including 4815 real smoke pictures and 20,000 synthetic smoke pictures. The real smoke pictures come from pictures obtained from sources such as indoor monitoring, outdoor monitoring, field monitoring, field monitoring towers, drone shooting and networks. Since taking smoke pictures is limited by the scene and experimental conditions, it is difficult to simulate fire smoke indoors. Therefore, we generated large-scale smoke synthesis pictures to improve the data size and sample differences of the dataset. We utilized a synthesis system to generate a rich variety of 20,000 synthetic smoke images by extracting the entire rectangular smoke region in the smoke video. Additionally, we collected the same number of nonsmoke images as these smoke images. We divided the dataset containing real smoke images and synthetic smoke images into training and test sets, as shown in Figure 5.

![Sample images from the dataset.](image)

The experimental environment of this paper was completed on the Ubuntu18.04 operating system. The GPU model is an NVIDIA GeForce RTX3080Ti, the CPU model is an Intel(R) Xeon CPU E3-1231 v3@3.40 GHz, and the software environment is CUDA10.02 and PyTorch 1.7.

4.2. Model Evaluation

In this paper, precision, recall, average precision (AP), and mean average precision (mAP) are used as model precision evaluation indicators, where AP represents the area under the PR curve, and mAP represents the mean value of AP for each category. The specific formula is as follows:

\[
P = \frac{TP}{TP + FP} \tag{9}\]

\[
R = \frac{TP}{TP + FN} \tag{10}\]
\[ \text{AP} = \frac{\sum P}{\text{Num} \text{(objects)}} \]  
\[ \text{mAP} = \frac{\sum \text{AP}}{\text{Num} \text{(class)}} \]

where TP is the number of correct classes predicted to be correct, FN is the number of correct classes predicted to be negative, and FP is the number of negative classes predicted to be correct.

### 4.3. Experimental Results

In the network model training phase, the iteration batch size was set to 128, the decay coefficient was 0.0005, the initial learning rate was 0.001, and the total number of iterations was 5000, where iteration batch size represents the number of samples selected for each training, decay represents that the weight is reduced in each iteration to prevent overfitting, learning rate determines the speed at which the parameters reach the optimal value, and the total number of iterations determines the maximum number of model training.

The paper first gives the experimental results of different YOLOv5 models under different loss functions (GIoU, DIoU, CIoU), as shown in Table 1. As seen in Table 1, the detection performance of different models under different loss functions was significantly different. YOLOv5s had the best precision performance on DIoU, and YOLOv5 m had the best recall and mAP performance on CIoU. Overall, YOLOv5 m performed the best, with 2% higher mAP on CIoU and approximately 5% higher mAP on DIoU than other models, while YOLOv5s and YOLOv5 l had similar detection performance on different loss functions. For mAP of different models, CIoU performed the best, followed by GIoU, and DIoU had the worst performance. Although DIoU takes into account the shortcomings of GIoU, the aspect ratio of the bounding box is not considered in the regression process, and its accuracy was lower than that of GIoU. Since CIoU increases the loss of the detection box, the regression accuracy is improved on the basis of DIoU, and the prediction box is closer to the ground truth box. In addition, the detection speeds of YOLOv5 s, YOLOv5 m, and YOLOv5 l 132, 102, and 80, respectively.

| Model   | Evaluation | GIoU  | DIoU  | CIoU  |
|---------|------------|-------|-------|-------|
| YOLOv5s | Precision  | 0.9621| 0.9729| 0.9692|
| YOLOv5m |            | 0.9503| 0.9469| 0.9499|
| YOLOv5l |            | 0.946 | 0.9229| 0.942 |

| Model   | Evaluation | GIoU  | DIoU  | CIoU  |
|---------|------------|-------|-------|-------|
| YOLOv5s | Recall     | 0.7602| 0.6742| 0.7079|
| YOLOv5m |            | 0.7228| 0.734 | 0.7828|
| YOLOv5l |            | 0.7266| 0.6742| 0.7302|

| Model   | Evaluation | GIoU  | DIoU  | CIoU  |
|---------|------------|-------|-------|-------|
| YOLOv5s | mAP        | 0.8475| 0.7842| 0.8503|
| YOLOv5m |            | 0.8433| 0.842 | 0.874 |
| YOLOv5l |            | 0.8394| 0.7933| 0.8588|

Therefore, the paper uses YOLOv5 m as the benchmark for optimization, which can meet the requirements of real-time detection of engineering applications. CSPDarknet53 is used as the backbone network. The specific training results are shown in Figure 6.
To further verify the robustness of the proposed method, the paper used data augmentation, a dynamic anchor box and an attention mechanism to conduct independent experiments based on YOLOv5 m, and the results are shown in Table 2. Table 2 also gives the traditional two-stage algorithm Faster R-CNN [29], one-stage algorithm SSD [30], and YOLOv3 as comparative experiments and uses mAP and FPS to evaluate and compare each mainstream algorithm. It can be seen in Table 2 that, compared with the traditional
faster-RCNN, SSD, and YOLOv3, the YOLOv5 m benchmark model has obvious advantages, and FPS is superior. After adding data enhancement, a dynamic anchor box and an attention mechanism to the benchmark YOLOv5 m, the optimized model mAP increases by 0.8%, 2.2%, and 2.4%, respectively. Finally, the mAP of our optimized model is 4.4% higher than that of the baseline model, and the detection speed FPS meets the real-time requirements of engineering applications.

Table 2. Experimental results with different models and loss functions.

| Model                     | Backbone         | mAP   | FPS  |
|---------------------------|------------------|-------|------|
| Faster R-CNN              | Resnet101        | 83.2% | 58   |
| SSD                       | VGG16            | 76.8% | 67   |
| YOLOv3                    | Darknet53        | 82.3% | 68   |
| YOLOv5m                   | CSPDarknet53     | 87.4% | 102  |
| YOLOv5m + Mosaic-9        | CSPDarknet53     | 88.2% | 96   |
| YOLOv5m + DA              | CSPDarknet53     | 89.6% | 92   |
| YOLOv5m + Attention       | CSPDarknet53     | 89.8% | 94   |
| YOLOv5m + Mosaic-9 + DA + Attention | CSPDarknet53 | 91.8% | 85   |

Figure 7 shows the smoke image detection results of the proposed model in different scenarios, including indoor, outdoor, and wild scenes, and gives the confidence of each sub-image detection results. It can be seen from the figure that there are three sub-images (4, 8, 12) with a confidence level of 0.8, in which the targets of sub-image 4 and sub-image 12 have a certain similarity with the background, and the target range of sub-image 8 is large and the characteristics of the inner area of the smoke are not obvious. There are two sub-images (9, 11) with a confidence level of 1.0, and their smoke characteristics are more obvious. The confidence levels of the rest of the sub-images are all 0.9, while the sub-image 13 is far away and the target features are not obvious, and the target features of sub-image 15 are greatly affected by the weather. It can be seen in the figure that the model proposed in the paper can correctly detect smoke pictures in different scenarios, and the false alarm rate is low, which also reflects the stability and robustness of the proposed model. It should be noted that the Chinese characters in Figure 7 are not important information to others.

Figure 7. Detection results with the proposed model.
5. Conclusions

Considering the current difficulties in smoke detection, this paper built a large-scale smoke detection dataset with real smoke pictures and synthetic smoke pictures and utilized a large number of different YOLOv5 models (YOLOv5s, YOLOv5 m, YOLOv5 l) and different loss functions (CIoU, GIoU, DIoU). In the experiment, YOLOv5 m was finally used as the benchmark model, nine images were used for data enhancement, the initial anchor frame was generated for the training dataset through the k-means++ clustering algorithm, the ARM module was added to the model, and the ARM module was connected to the YOLOv5 backbone network through BF. By fusing channel attention and spatial attention, a channel–spatial fusion attention model was proposed. The experimental results show that the optimized model is significantly better than the traditional detection model, which is 4.4% higher than the mAP of the benchmark model YOLOv5 m, and the detection speed FPS meets the requirements of engineering applications. By improving the YOLOv5 model, this paper increased the detection ability of the model, improved the robustness of the model, and achieved accurate and real-time smoke detection. The next step will be to deploy the performance improvement meter of the model on embedded devices to realize real-time smoke detection in field environments.
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