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Abstract

The recent increase in well-localised fast radio bursts (FRBs) has facilitated in-depth studies of global FRB host properties, the source circumburst medium, and the potential impacts of these environments on the burst properties. The Australian Square Kilometre Array Pathfinder (ASKAP) has localised 11 FRBs with sub-arcsecond to arcsecond precision, leading to sub-galaxy localisation regions in some cases and those covering much of the host galaxy in others. The method used to astrometrically register the FRB image frame for ASKAP, in order to align it with images taken at other wavelengths, is currently limited by the brightness of continuum sources detected in the short-duration (‘snapshot’) voltage data captured by the Commensal Real-Time ASKAP Fast Transients (CRAFT) software correlator, which are used to correct for any frame offsets due to imperfect calibration solutions and estimate the accuracy of any required correction. In this paper, we use dedicated observations of bright, compact radio sources in the low- and mid-frequency bands observable by ASKAP to investigate the typical astrometric accuracy of the positions obtained using this so-called ‘snapshot’ technique. Having captured these data with both the CRAFT software and ASKAP hardware correlators, we also compare the offset distributions obtained from both data products to estimate a typical offset between the image frames resulting from the differing processing paths, laying the groundwork for future use with both the CRAFT software and ASKAP hardware correlators. We find typical offsets between the two frames of $\lesssim$0.6 and $\sim$0.3 arcsec in the low- and mid-band data, respectively, for both RA and Dec. We also find reasonable agreement between our offset distributions and those of the published FRBs. We detect only a weak dependence in positional offset on the relative separation in time and elevation between target and calibrator scans, with the trends being more pronounced in the low-band data and in Dec. Conversely, the offsets show a clear dependence on frequency in the low band, which we compare to the frequency-dependent Dec. offsets found in FRB 200430. In addition, we present a refined methodology for estimating the overall astrometric accuracy of CRAFT FRBs.
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1. Introduction

Fast radio bursts (FRBs) are highly energetic, of order μs to ms duration bursts of emission arising out to cosmological distances. While several hundred FRBs have been detected to date, their emission mechanism(s) and progenitor(s) are as yet unknown. Precise localisation of FRB sources is a critical step towards discriminating between viable pathways of FRB creation. Such localisations by the Very Large Array (VLA), the Australian Square Kilometre Array Pathfinder (ASKAP), the Deep Synoptic Array (DSA-10), and the European VLBI Network (EVN) (see, e.g., Chatterjee et al. 2017; Bannister et al. 2019; Ravi et al. 2019; Marcote et al. 2020; Law et al. 2020) have facilitated not only host galaxy identification, which requires localisations of $\lesssim$ a few arcsec precision (a requirement that gets increasingly stringent at higher redshift), but also in-depth studies relating burst properties to local environments (e.g., Michilli et al. 2018; Tendulkar et al. 2021), offering clues about the nature of the emission mechanism and progenitor.

The sub-arcsecond to arcsecond localisation of 14 FRBs (see, e.g., Prochaska et al. 2019; Macquart et al. 2020; Marcote et al. 2020) has yielded in-depth studies of the global host galaxy properties (Bhandari et al. 2020a; Heintz et al. 2020). Investigating the varied host properties and offset distributions of FRBs, they determine which of the proposed progenitors are common to all host galaxy types, thereby constraining the likelihood of several proposed common sources of FRBs (i.e., when taking both repeating and apparently non-repeating FRBs to be from a single population). They reject active galactic nuclei based on the galactic centre offsets of several FRBs (Bhandari et al. 2020a) and find that galaxies typically hosting short gamma-ray bursts (SGRBs) and core-collapse and Type Ia supernovae were favoured as common hosts over those hosting long gamma-ray bursts (LGRBs, Heintz et al. 2020). While the studied sample thus far has shed some light...
on the origins of FRBs, a growing sample of both highly accurate and precise (i.e., sub-galaxy) positions will improve our understanding of the local environments of FRBs, further constraining the progenitor and emission mechanism models. Additionally, since increased localisation precision will help to constrain the contributions to the dispersion measure and rotation measure from both the host and circumburst media, this information can then be used to improve models of extragalactic contributions that are employed when using FRBs as probes of, for example, large-scale structure or cosmology (for discussions of potential uses and early results of FRBs as probes, see, e.g. Walters et al. 2018; Prochaska et al. 2019; Macquart et al. 2020).

For a galaxy with a redshift of $0.04 < z < 0.5$, a precision of 1 arcsec corresponds to an angular scale range of $\sim 1 - 6$ kpc. Mannings et al. (2020) investigated the host galaxies of a sample of eight localised FRBs within this redshift range and found that the galaxies had a similar range of angular sizes. Given an image signal-to-noise (S/N) $\geq 50$, the native localisation precision of ASKAP is $\sim$0.2 arcsec or better, but the systematic astrometric offsets related to imperfect calibration can degrade this by roughly an order of magnitude. Therefore, some ASKAP FRB localisations have yielded sub-galaxy positional information, while others have only been able to differentiate between potential hosts. Moreover, for these studies to be meaningful, the reliability of the estimated positional uncertainties is crucial since underestimation can lead to erroneous conclusions while overestimation results in losing the ability to infer local characteristics from the position.

In this work, we characterise the typical astrometric accuracy attainable with the snapshot localisation technique employed for ASKAP FRBs when observing in the Commensal Real-Time ASKAP Fast Transients (CRAFT, Macquart et al. 2010; Bannister et al. 2019) survey mode (i.e., using the CRAFT software correlator data) and lay the groundwork for long-term improvements. We use dedicated ASKAP observations to characterise our a priori calibration accuracy, simultaneously recording data with the ASKAP hardware correlator and the CRAFT software correlator. Throughout this paper, for simplicity, we will use ASKAP and CRAFT to denote data products or results specific to the ASKAP hardware correlator and the CRAFT software correlator outputs, respectively. We also compare these data to determine the typical systematic offset between the resultant ASKAP and CRAFT image frames. In Section 2, we describe the observations and the methods used to analyse the software and hardware correlator datasets. In Section 3, we present a comparison of the positional offsets versus time, elevation, and angular separation from the calibrator scans to determine any dependence on these observational parameters. Section 3 also outlines our findings for the future use of continuum images formed from the ASKAP hardware correlator data to astrometrically register the FRB image frame. Finally, in Section 4, we compare our results to the published CRAFT FRB offset distributions, investigate improvements to the current model used to estimate the total offsets and uncertainties applied to the FRB to tie its image frame to the third International Celestial Reference Frame (ICRF3, Gordon 2018), and discuss the frequency-dependent offsets found in FRB 200430.

2. Methods

Astrometric positional accuracy and precision is significantly affected by the quality of the calibration solutions, and there are several factors that influence the accuracy of these solutions. Typically, radio observations alternate between the target and a nearby calibrator (i.e., a strong compact source of known position), and these calibrator data are used to model all contributions to the observation (e.g., all components of the total delay at each station). The a priori calibration solutions derived are then interpolated (spatially and temporally) and applied to the target. FRB observations (and in particular those conducted commensally) are generally limited to observing a calibrator sometime after the detection is made and an observation can be scheduled. This can result in observations of calibrators that are significantly temporally and/or spatially separated from the target, which correspondingly impacts the accuracy of these solutions when interpolated and applied to the target. Moreover, any deviations between the model and the observations (e.g., those caused by station clock differences, the ionosphere, the troposphere, or changes in the propagation path) will lead to shifts in the phase of the visibilities, which act to shift and smear the source image, leading to a reduction in the measured source S/N and a systematic error in the recovered source position (see, e.g., Taylor et al. 1999).

As a result, three datasets are needed to perform FRB localisations with CRAFT data, as described in Bannister et al. (2019). Each of the following datasets is formed by correlating the captured voltage data using the Distributed FX (DiFX) software correlator (Deller et al. 2011).

- The so-called ‘gated’ data are used to determine an initial FRB position. They are formed from an optimal slice of the full 3.1-second raw voltage data containing only the FRB. This maximises the S/N of the FRB image made from these data and hence achieves the lowest statistical uncertainty on the fitted FRB position.
- The ‘field’ data are used to estimate and correct for the systematic error described above. These correlated data span the full 3.1-second duration of the voltage data in which the FRB was detected.
- The ‘calibrator’ data are used to derive the phase and bandpass calibration solutions applied to both target datasets. These are generated from a separate voltage download which is made while pointing at a known calibrator source after the FRB has been detected.

Once the target datasets are calibrated, frequency-averaged images are made for each using the Common Astronomy Software Applications (CASA, McMullin et al. 2007) task tclean. The short duration of the captured target data likewise yields short-duration (so-called ‘snapshot’) sampling of the $(\nu, \tau)$-plane, and so we refer to the resultant images as ‘snapshot images’. The position of any detected source in these images is fit with a 2D Gaussian using the Astronomical Image Processing System (AIPS, Greisen 2003) task jmfit, which estimates both the source position and the statistical uncertainty in the fit.

The positions of any background continuum sources in the field image are then compared to their counterpart positions, where the latter are obtained from data with calibration solutions that require minimal interpolation (i.e., from either a catalogue or dedicated observations at a similar spatial resolution). The source

\[^{1}\text{http://www.astro.ucla.edu/~wright/CosmoCalc.html (Wright 2006), where we have assumed standard Planck cosmology (Planck Collaboration et al. 2020)—i.e., } H_0 = 67.5 \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_M = 0.315, \text{ and } \Omega_{\Lambda} = 0.685—\text{and varied the redshift.}\]
offsets found in this comparison can then be used to estimate and correct for the overall systematic shift in the image frame relative to the ICRF3, thereby registering the CRAFT image frame to that of the ICRF3. Assuming any systematic offsets present in the data due to imperfect calibration solutions manifest as merely translations of the image frame (i.e., taking direction-independent effects as dominant, and hence explicitly neglecting any more complicated direction-dependent distortions, such as rotation or stretching), the simple weighted mean of the individual offsets is used for this final systematic offset correction. The corresponding uncertainty is then nominally estimated by taking the weighted mean of the quadrature-summed CRAFT and comparison source positional uncertainties (Macquart et al. 2020). For cases in which the scatter in the offsets of individual sources about the mean was clearly greater than expected based on the formal uncertainty in the positions of the individual sources, however, the scatter itself has been used to estimate the uncertainty in the systematic offset (FRB 200430; Heintz et al. 2020).

The systematic uncertainty is typically dominated by the statistical uncertainty in the CRAFT-derived field source positions, noting the latter is directly dependent on the S/N of the detections. Thus, the ability to estimate the systematic error and the uncertainty in this estimation are limited by the S/N of the background sources. In order to maximise the astrometric accuracy of observations, it is therefore desirable to reduce the systematic errors caused by unmodelled delays to below the statistical, S/N-limited uncertainties of the measurements. In addition, reducing the latter will improve the overall precision of the final positions. Day et al. (2020) noted that the median statistical positional uncertainties in their sample of CRAFT FRBs are \((0.1,0.2)\) arcsec for (RA,Dec.), and they argued that transferring the higher S/N calibration solutions derived from commensally captured ASKAP hardware correlator data would reduce the systematic uncertainties to roughly this precision.

While it is optimal to reduce the systematic errors via these refined calibration solutions, residual offsets between both the CRAFT and ASKAP frames [due to, e.g., differences in the geometric models used] and the ASKAP and reference frames [known to currently have an offset of \(\lesssim 1\) arcsec, McConnell et al. (2020)] will always exist and therefore need to be quantified. This can be accomplished in two ways. They can be determined in each case individually by comparing field images made from both CRAFT and ASKAP data to estimate the former and comparing the higher S/N ASKAP field source positions to a set of reference source positions to estimate the latter. Conversely, a global estimate of the typical residual offset between the CRAFT and ASKAP frames can be determined by observing several sources all over the sky, recording voltages with both correlators, and performing a comparison. Then, the ASKAP to reference frame offset can be estimated as per the current method, with the ASKAP field image replacing the CRAFT field image. We note that the ASKAP frame registration is expected to improve in the future, so once it can be shown to be well registered, this latter step can be omitted since the ASKAP-CRAFT residual will likely significantly dominate the systematic offset and uncertainty.

### 2.1. Observations

In order to determine the typical astrometric accuracy of the current snapshot method and evaluate the potential use of the ASKAP-derived calibration solutions, we must sample the effects of spatial and temporal deviations between the target and calibrator observations when interpolating the calibration solutions for use on the target data in both the CRAFT and ASKAP correlator data cases. To accomplish this, we observed a set of strong compact sources, with consistently high S/Ns, varying their spatial and temporal separations. We selected four sources within the ASKAP declination range \((-90^\circ\) to \(+41^\circ\), see McConnell et al. 2020) from the VLA calibrator list with an ICRF3 [i.e., Very Long Baseline Array (VLBI) catalogue] counterpart: ICRF J155751.4–000150 (11557), ICRF J191109.6–200655 (J1911), PKS 1934–638 (J1939), and PKS 2211–388 (J2214). These sources are specified as \(‘P’\) class (i.e., strong compact sources) on the VLA in the A, B, C, and D configurations in both the L (1–2 GHz) and C (4–8 GHz) bands. This ensures that they are compact on (sub-)arcsecond scales, and hence the centroid measured by our ASKAP observations will be compatible with the catalogue position to high precision.

Two sets of observations were taken to characterise the typical astrometric accuracy in the low- and mid-frequency bands in which FRBs have been detected using the CRAFT data. Taken on two separate days, the low- and mid-band observations were, respectively, conducted using the CRAFT software correlator at central frequencies of 863.5 and 1271.5 MHz, each with a total bandwidth of 336 MHz. The sources were observed at the selected central frequency in a repeated loop, being added in as they rose above ASKAP’s horizon limit, across a range of elevation separations \((\lesssim 70^\circ)\) and over a period of \(\sim 8.2\) h (mid-frequency band) and \(\sim 5.6\) h (low-frequency band).

Given the Phased Array Feed (PAF) used on the ASKAP dishes (Hotan et al. 2021), the performance of each of the 36 beams formed by the PAF is affected by its location within the PAF footprint. Therefore, the four sources were observed using beams located close to antenna boresight (beam 15), along the outer edge of the footprint (beam 30), and in between these two (beam 28) to determine any positional offset dependence on beam location. Each observation used the ASKAP ‘closepack36’ configuration (i.e., beams arranged in a hexagonal close pack configuration; see Figure 20 in Hotan et al. 2021), with a 45-degree PAF rotation to align the beams such that they tiled the sky in RA and Dec. The mid- and low-frequency bands, respectively, used a pitch (i.e., beam spacing) of 0.9 deg and 1.05 deg; we note that, at the lower frequencies, the beams can be spaced further apart and still retain reasonable sensitivity due to the larger beam size.

On UTC 2020 October 23, the four sources were observed in the mid-band using a sub-array with a total of 17 antennas. Due to issues with voltage downloads for data from one antenna, this antenna was replaced during the observing run with another to retain the same array size. However, in order to maintain a consistent set of antennas throughout the observation, the two partially used antennas were subsequently removed during processing, reducing the array to 16 antennas. This sub-array has baselines ranging from 80 m to 5038 m. After removing any failed scans, the final dataset contained 27 scans on beam 15, 28 scans on beam 28, and 27 scans on beam 30.

On UTC 2021 January 13, three of the four sources (J1557, J1939, and J2214) were observed in the low band using a sub-array of 17 antennas, with baselines ranging from 27 m to 5931 m. Since the source J1911 was within \(10^\circ\) of the Sun (i.e., within the Sun avoidance limits set for ASKAP), it could not be included in this observation. Upon processing the data, three J1939 scans (one per beam) were discovered to have voltage dropouts (i.e., where
a download has failed and no data exist) in various blocks of the observed band. These scans were therefore removed from the processing. With this and the removal of all other scans with any voltage download issues, the final dataset contained 18 scans on beam 15, 19 scans on beam 28, and 19 scans on beam 30.

The target sources were simultaneously recorded with the ASKAP hardware correlator in the low- and mid-frequency bands. The ASKAP observing bands are shifted by 48 MHz relative to the CRAFT bands (i.e., having central frequencies of 887.5 MHz and 1295.5 MHz, respectively), with a bandwidth of 288 MHz.

2.2. CRAFT data products and processing

The CRAFT system described in Bannister et al. (2019) was used to capture and download voltages from the desired beams for each source in this work. The subsequent offline correlation and calibration followed the procedure used for FRB localisations described in Section 2 (see also Day et al. 2020). As J1939 is the strongest of the four sources, for each beam and frequency band combination, one J1939 scan was designated as the ‘calibrator’ scan while all other scans in each group were designated ‘target’ scans. Prior to calibration, any radio frequency interference (RFI) present in the calibrator data was removed. The remaining clean portion of the data was used to derive phase and flux calibration solutions via the AIPS tasks FRING and CALIB, which were used to correct for the frequency-dependent antenna-based delays, and CPASS, which was used to determine the instrumental bandpass correction. Of note, the bandpasses for several of the antennas in the low-band data contained frequency-dependent gain features (e.g., dips or significant differences between the XX and YY polarisation product gains). However, these features, which can potentially be attributed to poor beam weights, did not prevent convergence on a good calibration solution, and so these data were included in the final sets processed for each beam. Along with this nominal calibration, in order to determine the affect of the ionosphere on the astrometric accuracy of the source positions given the ∼km baselines, a secondary calibrated dataset was obtained for each calibrator scan that further included ionospheric corrections derived with the AIPS task TECOR. All solutions in each case were then applied to the target scans to form nominal and ionosphere-corrected datasets.

Stokes I (i.e., total intensity) images were then created using the CASA task tclean in widefield, multi-frequency synthesis mode, forming a continuum image averaged across frequency for each combination of source, beam, central frequency, and calibration type. W-projection was used for the widefield deconvolution, with the individually calculated number of w-values being between ∼2 and 10 planes. Due to several bright outlier field sources in the J1557 field, in addition to cleaning at the target source position, these outlier field sources were simultaneously cleaned using the ’outlierfile’ option in tclean. While this reduced the overall uncertainty in the fitted positions (such that these uncertainties were comparable to those obtained for the other sources), it had a negligible affect on the derived offsets, and since only marginal improvements were seen in the J1557 offsets, which are substantially larger than those derived for the other sources, this additional outlier imaging was deemed likewise unlikely to significantly alter the results obtained via the nominal imaging and so was not performed for the other sources.

Following the method used to astrometrically register image frames when localising FRBs (Section 2), the AIPS task JMFIT was used to fit a 2D Gaussian to a region of each snapshot image centered on the source and roughly equal to the size of the point spread function (PSF) to obtain the statistical position and uncertainty of each source in RA and Dec. While natural weighting results in the highest sensitivity and is generally used for the CRAFT imaging when obtaining continuum field source positions (see, e.g., Day et al. 2020), in the general radio image case, this is typically at the cost of resolution due to the potentially enlarged PSF and increased sidelobes. The difference between natural and uniform weighting, where the latter yields the highest resolution while sacrificing sensitivity, is expected to be relatively small for snapshot images (Briggs 1995). In order to determine the level of variation due to the weighting scheme in the fitted Gaussian, which depends on the PSF, two sets of images were made, with one using Briggs weighting with a robustness of 0.0 (i.e., halfway between uniform and natural) and the other using natural weighting (or equivalently Briggs weighting with a robustness of +2.0).

In order to investigate if the offsets exhibit a frequency dependence, the low-band data with the nominal calibration solutions applied were imaged as above (i.e., in multi-frequency synthesis mode) but in quarters of the band. We note that the centroid of the frequency-averaged image position in each sub-band then corresponds to the frequency in each quarter. (See Section 4.2 and Equation (19) therein for further details on the central frequency and its relation to the measured source centroid.) The low-band data were chosen since any frequency dependence in the offsets will be most prominent (and thus, more easily measured) at the lower frequencies. The source positions and uncertainties were then determined for each sub-band as described above.

2.3. ASKAP data products and processing

A single, ∼5-minute ASKAP hardware correlator scan from each observation block was extracted and processed for each beam of interest and source. Basic flagging of the visibility data was performed to remove channels with known RFI or excessive circular polarisation; in the latter case, since none of the target sources are significantly circularly polarised, any excess is a result of RFI. While a regular bandpass observation with ASKAP includes 36 scans, with 1 scan per beam, only beams 15, 28, and 30 were extracted and used for the subsequent processing.

Scans for each source were split into separate measurement sets using the CASA task split. As with the CRAFT software correlator data processing, a reference ‘calibrator’ observation of J1939 was chosen for each beam such that the scan would correspond to the calibrator scan used in the CRAFT software correlator data processing, each of which have a reasonable elevation. A bandpass calibration was performed for the chosen calibrator visibility data measurement set of each of the three beams accounting for any slight pointing offsets specific to each beam. The resultant bandpass solution for each beam was then transferred to all scans captured for that beam. Similar to the low-band CRAFT software correlator data, features in the hardware correlator bandpasses (i.e., 4-MHz steps in the gains at the low end of the band) are indicative of either poor beamforming or issues with the On-Dish Calibrator solutions. However, as these features remain unchanged throughout the observation run, they are not expected to significantly affect the astrometry.

“See memo ’017 The Utility of the ASKAP On-Dish Calibration System’ at https://www.atnf.csiro.au/projects/askap/ACES-memos
Each calibrated scan was imaged using TCLEAN in CASA, with 2 048 × 2 048 0.5-arcsec cells (i.e., covering a field of view of ∼0.3°). The phase centre was set to the known RA and Dec. position of the source in each scan: that is, 19h39m25.0261s −63d42m45.625s for J1939, 15h57m51.4339s −00d01m50.413s for J1557, 22h14m38.5696s −38d35m45.009s for J2214, and 19h11m09.6528s −20d06m55.108s for J1911. The resultant images were then converted to Miriad (Sault et al. 1995) images, and the task IMFIT was used to obtain a 2D Gaussian fit of the source position within the central 10% of the image.

2.4. Effects of the synthesised beam on fitting

The estimated statistical positional uncertainties measured using IMFIT are robust in the regime in which the PSF is well modelled by a Gaussian. Deviations from this can arise for arrays with sparse or clumpy (u,v) coverage, where the Gaussian that best fits the overall PSF may be narrower or broader than the central spike. If present, such a mismatch can lead to under- or overestimated values for the statistical position uncertainty. See Section 4.1 for further investigation into models that might be used to account for this.

Also of note, the output (i.e., positions and uncertainties) given by both IMFIT and IME are elliptical Gaussian approximations of the PSF. These are projected onto the RA and Dec. axes to obtain the positions and their uncertainties, and the position angles for these ellipses are derived. The direct use of these positions and uncertainties is inappropriate in the case of a roughly circular synthesised beam, which is true for the majority of FRBs detected by ASKAP to date. However, when the ellipticity of the PSF is substantial (i.e., the case of a highly elongated beam), there is significant correlation between the measured uncertainties in RA and Dec., which is not captured by the direct use of the IMFIT uncertainties. Thus, directly using these results would lead to a bias in the calculated mean offset and a misrepresentation of its uncertainty, an effect which worsens with decreasing frequency.

For unresolved sources, the uncertainty aligns with the PSF, but since there will be additional noise in each measurement, they will not all have the same position angle. Thus, there is no preferred axis on which to rotate the fitted Gaussian. For elongated beams, which can result from observations at very low elevations, a reference angle can be chosen. All fitted ellipses would then be rotated to this axis. The same would need to be done for the reference positions, and the comparison would be done in the rotated frame. The final results would then be re-projected onto the RA and Dec. axes. This process was used for FRB 181112 (Prochaska et al. 2019) and FRB 20201124A (Day et al. 2021), which were both observed at low elevations.

In this work, however, we assume a roughly circular beam for simplicity and note that this assumption will most significantly affect the low-elevation (e.g., J1557), low-frequency observations.

2.5. Deriving position offsets and dependencies

As per the method used for astrometric registration of FRB images, for each field source i in the image, the fitted positions from the CRAFT and ASKAP data were compared to their catalogue counterpart positions to quantify the astrometric image-frame offsets in RA (μe,σe) and Dec. (δe), where e denotes an estimated quantity, using the catalogue position as the reference (i.e., the CRAFT or ASKAP fitted position less the catalogue position). Since we have only a single source in the field for these observations and we assume a simple translation of the image frame (Section 2), these single-source measurements of the offsets and uncertainties directly correspond to the estimated mean position shift of the frame and the associated uncertainty in RA (μe,σe) and Dec. (μe,σe). This total offset uncertainty for each (RA, Dec.) pair was calculated by summing the reference and CRAFT or ASKAP uncertainties in quadrature. The selected sources are used as both ASKAP and Australia Telescope Compact Array (ATCA) calibrators and are thought not to possess significant frequency-dependent structure or structure on angular scales larger than the VLBI scales used to determine the ICRF3 positions. Nevertheless, we assume uncertainties of 10 mas in each coordinate of the catalogue position to account for such potential effects.

The RA and Dec. offsets obtained from the CRAFT and ASKAP data were compared against time, elevation, and angular separation for each 'target' scan relative to the ‘calibrator’ scan in order to constrain any dependencies on these parameters. Here, we have taken the Modified Julian Dates (MJDs) corresponding to the voltage dump triggers to be the times for each CRAFT scan and the scan start MJDs to be the times for each ASKAP scan. The time offsets for each scan were then calculated relative to the ‘calibrator’ scan time (Figures 1 and 2). The scan elevations were derived using the above trigger or start times, the RA and Dec. coordinates of the beam centres, and the ASKAP latitude (−26.697°), longitude (116.631° E), height above sea level (361 m), and radius from geocentre (6374217 m). The SkyCoord, EarthLocation, and Altaz classes from the coordinates subpackage of the astropy library (Astropy Collaboration et al. 2018) were used to obtain the RA and Dec. in degrees, to derive the location of ASKAP relative to geocentre, and to transform the source positions into an altitude and azimuth, respectively. We then take the altitude to be equivalent to the elevation. As with the time offsets, the elevation differences were calculated relative to the reference ‘calibrator’ scans for each beam (Figures 1 and 2). The angular separations were likewise calculated for each source position relative to the ‘calibrator’ scan’s source position using the separation task of the coordinates subpackage.

As described in Section 2.2, the possible frequency dependence in the CRAFT-derived offsets was also explored by sub-banding the low-band data and extracting the positions and uncertainties from each band (Figure 3). We then derive the source offsets for each scan and in each sub-band, and we fit the offsets versus wavelength for each scan in order to determine if the data are more consistent with a linear or non-linear dependence.

The CRAFT software correlator data are generally sensitivity limited due to the short (∼3-second) integration available, as discussed in Section 2. The ASKAP hardware correlator, which runs continuously using the same input voltage data, should in principle produce identical results (modulo differences in the correlators, such as the geometric model used or signal quantisation) but with higher S/N due to the longer integration captured. It is therefore of considerable interest to see how closely positions obtained from the ASKAP hardware correlator data products track those obtained from the CRAFT software correlator (Figures 1 and 2) since we would ideally use the ASKAP hardware correlator visibilities to derive calibration solutions with higher S/N. Accordingly, we derived residual offsets between the two frames.
Figure 1. Mid-band positional offset dependencies on time and elevation. Panels 1 and 3 show the RA and Dec. offsets for beam 30 versus the fraction of the MJD relative to the calibration scan MJD. Panels 2 and 4 show these beam 30 offsets against the differential elevation relative to the calibrator scan. The corresponding offset dependencies on time and elevation for the beam 15 and beam 28 data are comparable, and so only beam 30 is shown. The red lines mark the zero offset in position and zero offset from the calibrator scan in either time or elevation.

by differencing positions derived from time-matched scans in the ASKAP hardware correlator data and the CRAFT software correlator data, and the individual positional uncertainties were added in quadrature to obtain the total uncertainty in these offsets.

Finally, we determined the total offset distributions for each beam. In general, these probability distribution functions (PDFs) are formed for RA and Dec. individually by summing over multiple Gaussian functions for which each estimated image-frame offsets ($\mu_\alpha$ or $\mu_\delta$) and associated estimated uncertainty ($\sigma_\alpha$ or $\sigma_\delta$) pair is used as the mean and standard deviation. In order to account for the scan-specific mean offset imposed by our arbitrary selection of a given scan as the ‘calibrator’, however,
we re-reference the nominal PDF such that we obtain a ‘true’ distribution—i.e., the distribution that would result from using each scan as the ‘calibrator’ scan exactly once. This is accomplished by looping over the offset and uncertainty pairs and taking the difference between all offsets and uncertainties and each pair in turn, forming two matrices with dimensions given by the number of pairs (i.e., for the offset matrix, $N_{\text{offset}} \times N_{\text{offset}}$ where $N_{\text{offset}}$ is the number of offsets in a given beam, and similarly for the uncertainty matrix). A new set of Gaussian distributions was then evaluated using these re-referenced offset and uncertainty values as the
mean and standard deviation inputs, and a total PDF was obtained for each beam by summing over these Gaussian distributions and normalising by the number of input PDFs (Figures 4 and 5).

3. Results and analysis
As discussed in Section 2, the current method of registering the CRAFT reference frame to that of the ICRF3 (i.e., estimating the overall systematic shift between the frames in RA and Dec.) uses a comparison between the continuum background sources detected in the field image and the counterpart source positions obtained from observations with higher confidence calibration solutions. The degree of any systematic shift present in the reference frame of the image and the level of source smearing due to residual phase errors are dependent on how accurately the calibration solutions can be interpolated across time and space. If quantified and completely corrected for in the manner described in Section 2, the systematic shift is of no concern. However, our ability to measure this shift is limited by the number of field sources detected and their S/N.

Given these limitations, we conducted two investigations. First, in order to characterise the typical astrometric accuracy in a range
of observational circumstances, we examined a set of potential sources of systematic error that were thought most likely to affect the quality of the interpolated calibration solutions and thereby the final astrometric accuracy we are able to obtain (Section 3.1). Second, as described in Section 2, we explored the feasibility of applying the hardware-correlator-derived calibration solutions to the CRAFT software correlated data as a means of reducing the S/N limitation and thereby improving the overall accuracy of the final FRB position (Section 3.2).

### 3.1. Offset dependencies

As described in Section 2.5, we compared the positional offsets derived for each target source scan with the relative separation between the target scan and the selected calibrator scan in time, elevation, and angular distance to determine any potential dependence on these observational factors. This was done for each beam and both frequency bands. Since no significant differences were found between the offset distributions for the beams (see Section 4 and Figure 5) and the offset dependencies for each beam were consistent, we take beam 30 to be a representative beam. We find no significant trend in offset versus angular separation from the calibrator scan and so omit these plots.

Figures 1 and 2, respectively, show the mid- and low-band offset dependencies on the fractional separation in time (MJD) and elevation (degrees) relative to the calibrator scan for RA (top two panels) and Dec. (bottom two panels). We find some dependence on time and elevation in both bands, with the trends in Dec. more
pronounced than those in RA, but these are generally weak in both directions with a lot of scatter.

This scatter is more significant for the low-band data. However, the frequency-dependent gain features in the bandpasses discussed in Section 2.2 possibly contribute to this increased scatter. While good beam weights will lead to a well-behaved PAF beam that closely approximates the desired Gaussian form, poor beam weights could potentially cause deviations from this ideal in a frequency-dependent way. If the bandpass is then taken at a fixed location (e.g., the nominal beam centre), the resulting gain as a
function of frequency will be distorted (relative to that obtained from a more Gaussian PAF beam), which is true of many of the low-band scans. However, as this is true of both the data presented here and other typical ASKAP observations, our interpretation should be valid for real-world observations in general.

Notably, the largest offsets in elevation for the low-band data are those of J1557, which is the most northerly source in our sample. As discussed in Section 2.4, our positional fitting process neglects correlations between the right ascension and declination uncertainties. At low elevations, however, the synthesised beam becomes increasingly elongated, leading to both a larger major axis for the synthesised beam and an increasing covariance between the errors in these two coordinates (depending on the synthesised beam’s position angle). However, the dependence of the potential underestimation of offset on elevation due to the changing synthesised beam properties is expected to be smaller than the overall trend seen here, and so we conclude that there is some offset dependence on elevation.

As noted in Section 2.2, we also imaged the low- and mid-band visibilities using Briggs weighting with a robustness of 0.0. We detected no significant deviations in the offset trends (with time, elevation, or angular separation) found when using the Briggs versus naturally weighted images for either frequency band.

Figure 3 shows the frequency dependence in the beam 30 offsets versus time. As with the offset distributions, we found no significant differences between the beams and therefore take beam 30 to be representative. While the dependence appears to be non-linear in some scans, fitting the offsets versus wavelength in each scan showed that most scans are adequately described by a linear fit, with only a few scans (across all beams) being more consistent with a non-linear model. Linear growth in offset with wavelength is consistent with a frequency-independent phase error. In particular, the size of the synthesised beam grows linearly with wavelength, and so given a fixed fraction of the PSF (i.e., a constant phase error), the offsets would likewise grow linearly with wavelength.

### 3.2. Implications for future observations

Fundamentally, the method used to obtain astrometric corrections for the ASKAP frame requires the creation of a model of the field and the use of this model to determine the positional corrections to be applied. This can be accomplished either through self-calibration to a sky model formed from the data or via field source comparison to an external model known to have sufficient accuracy (i.e., the current method in use). In the case of the former, this requires a reasonably high astrometric registration accuracy. At present, the ASKAP hardware correlator data when fully processed has a known systematic astrometric offset of up to ∼1 arcsec, which is well above the statistical uncertainty in the position of a typical FRB (∼100 mas). However, this is expected to improve in the future, with a reasonable estimate of the accuracy limit attainable likely on the order of 0.05 arcsec—i.e., well within the uncertainty obtainable for a high S/N FRB and comparable to that of the Faint Images of the Radio Sky at Twenty-Centimeters (FIRST) catalogue (Becker et al. 1995).

As discussed in Section 2, the current method is largely limited by the number and brightness of field sources present, which vary stochastically from field to field. To that end, when employing this comparison method, improvements to the typical accuracy we can obtain in any given field using the CRAFT software correlator data must come from an increase in sensitivity, which is attainable via the longer integration times used for the ASKAP hardware correlator data. For example, a 60-second integration (i.e., 20x that of CRAFT) would result in $\sqrt{20} \approx 5$ times higher sensitivity than the current CRAFT data products and would therefore reduce the uncertainty in a typical field to that below the statistical positional uncertainty for a typical ASKAP FRB. While the integration time of the ASKAP hardware correlator data (default 10 s) would depend on the configuration required for the observation with which CRAFT would run commensally, we would be able to reprocess a subset of the data suitable for use with the CRAFT voltages, including selecting a reasonable duration (i.e., longer slices of data for faint fields if needed) roughly centred on the temporal position of the FRB. The use of 5-minute scans in this work and the results obtained are therefore representative of what would ultimately be used and the typical corrections these scans would yield when using the hardware correlator data to conduct the field source comparison.

However, directly applying corrections derived using the hardware correlator data products to the CRAFT data products is only feasible if there are no systematic differences resulting from the different data paths. These could, for instance, result from differences in the geometric models used in the two correlators or the effects of the requantisation of the CRAFT voltages. The datasets we present here allow us to place upper limits on the maximum size of any such systematic differences.

Table 4 shows the offset probability distribution functions (marginalised over beam) obtained for both the CRAFT software correlator and ASKAP hardware correlator positions (with the former measured from the naturally weighted images) less the catalogue positions. The PDF formed from the difference of the CRAFT- and ASKAP-derived positions averaged over beam is also shown along with the 16th, 50th, and 84th cumulative percentiles derived from evaluating the normalised cumulative distribution function of this difference (see also Table 1).

The mean difference between the offsets derived using the CRAFT and ASKAP correlators should be zero in the case of identical inputs, centre times, calibration solutions, and geometric models. However, the inputs are not identical (e.g., the ASKAP scans are much longer than the CRAFT ones), the times of both scans are not precisely centred (see, e.g., Figures 1 and 2), the derived calibration solutions (in this simple case of bandpass and phase calibration only) differ (e.g., due to the larger CRAFT bandpass, which is also not centred at the ASKAP band centre), and there are potentially small differences in the geometric models.
used. These relative deviations can lead to a non-zero mean difference between the positions that is expected to change with each observation, as evidenced by the differential offset between the positional offsets derived for each scan (see Figures 1 and 2). Any mean measurement, then, is a function of the sources and the parameter space sampled. In order to sample this parameter space in a representative manner, we use a set of sources with a range of RA and Dec. positions and relative separations in time, elevation, and angular offset. For each of the frequency bands and the combined positional axes, we find that the central 68% of the sample spans the differential offset range of $\sim 0.5 - 0.6$ arcsec (low-band) and $\sim 0.2 - 0.3$ arcsec (mid-band) (i.e., taking the maximum absolute values of the 16th and 84th percentiles across position shown in Table 1). Given the distributions are not perfectly Gaussian, we conservatively estimate the residual systematic offset between the ASKAP and CRAFT frames to be the larger of the position-combined asymmetric percentiles. Accordingly, in the simple case of applying a bandpass and phase calibration and in the limit of high S/N (which will always be the case with the hardware correlator data), we estimate the systematic uncertainty of low-band and mid-band observations, respectively, when using hardware correlator-derived corrections will be $\sim 0.6$ arcsec and $\sim 0.3$ arcsec in RA and Dec.

Additionally, as shown in Figures 1 and 2, although the residual offsets between positions derived from the hardware and software correlator data products are not constant, there is no dependence on time or elevation in the systematic offset between the two frames. Likewise, we find no trend when comparing the offsets versus angular separation. We therefore conclude that we should be able to obtain good solutions when applying the hardware correlator-derived offsets to the software correlator data products regardless of differences in time, elevation, or angular separation.

As discussed in Section 2.2, in addition to natural weighting, images were made using Briggs weighting with a robustness of 0.0 to quantify any variation or improvement in the offsets and their uncertainties due to the resultant increase in resolution. In the high-S/N regime, for reasonable $(u,v)$ coverage, and across a wide range of elevations, we find that Briggs weighting with a robustness of 0.0 yields improvement of 17% and 33% in the 68% confidence intervals we derive respectively for the low- and mid-band residual offsets between the CRAFT and ASKAP image frames (Table 1). This is unsurprising in the high-S/N case we’ve studied here since Briggs weighting will result in a closer approximation of the PSF when fitting the positions (Section 2.4). However, while Briggs weighting performs better for the parameter space we’ve tested here, future investigations should confirm that this result holds in the low S/N regime as well as for observations with different antenna arrangements or smaller sub-arrays. Typically, CRAFT field image sources have low-S/N, and so both the loss of sensitivity and higher resolution obtained when using Briggs weighting could result in reduced S/N and poorer approximations of the true PSF. Of note, once the use of the hardware correlator data is employed, these data will always be in the high-S/N regime, mitigating any issues arising from low-S/N sources. Further studies on the affects of array size and configuration as well as fitting low-S/N sources on the typical offsets and uncertainties will be conducted in a future work.

### 3.3. Modelling large-scale ionospheric effects

As described in Section 2.2, along with the datasets obtained by applying the nominal calibration solutions, we also produced datasets which additionally model the variations in the ionosphere—in particular, the dispersive delays caused by deviations in the total electron content (TEC) between sightlines—by including corrections derived using the AIPS task TECOR. For this, we used the International GPS Service for Geodynamics (IGS) Global (IGSG) ionosphere maps in the The IONosphere Map EXchange (IONEX) format for each observing day to derive these solutions.*

We found that the day the mid-band data were recorded had increased ionospheric activity relative to the day the low-band observations were conducted. This led to larger ionosphere corrections for the mid-band data. To determine the overall affect of these solutions, we differenced the offsets calculated for each scan, using the offsets derived from the data with the nominal calibration solutions applied as the reference. For the low-band data, we find typical differential offsets for beams 15, 28, and 30 in RA and Dec. of $(0\text{ mas}, 0\text{ mas})$, $(0\text{ mas}, 0\text{ mas})$, and $(12\text{ mas}, 10\text{ mas})$, with differential offsets up to 13 mas in RA across all beams and 10, and 30 mas in Dec. for beams 15, 28, and 30, respectively. In contrast, for the mid-band data, we find differential offsets of $(42\text{ mas}, 60\text{ mas})$, $(41\text{ ms}, 50\text{ mas})$, and $(41\text{ ms}, 60\text{ mas})$ in RA and Dec. for beams 15, 28, and 30, respectively, with maximum values of 985, 938, and 879 mas in RA and 350, 320, and 290 mas in Dec. respectively for beams 15, 28, and 30.

Since the corrections in the model used are smoothed over approximately 2 h and roughly 2°, this model is not well suited to small arrays due to this coarse sampling and the need to interpolate over a much larger spatial extent than the resolution of the array. This method therefore does not probe small-scale ionospheric effects but does provide an estimate of the large-scale effects of the ionosphere over a range of activity levels. Our results indicate that the ionosphere might contribute to the spatial and temporal offsets we see, but further investigation is required.

### 4. Comparison with the FRB offset distribution

Together with characterising the typical offset distributions expected in the CRAFT and ASKAP positional frames and any dependence on observational parameters (Section 3), we also wish to establish how well our offset distributions measured in this work match the published FRB offset distributions and evaluate if the method currently used to derive the field source offsets and uncertainties is optimal (see Section 4.1 for the latter).

Figure 5 shows the 'true' (i.e., re-referenced and combined) offset distributions of both RA and Dec. in each beam (15, 28, and 30) for both frequency bands, as described in Section 2.5, along with the FRB offset distributions for each case. The mid-band FRB offset PDF comprises eight FRBs, while the low-band PDF was formed using only three FRBs (Table 2). Since the PDFs are formed by summing the individual Gaussian distributions evaluated using the offset and final uncertainty derived for the individual FRBs (as detailed in Section 2.5), the trinodal PDF in the low-band case is the result of the small number of FRBs available in this band, whereas the greater number of mid-band FRBs forms an overall smoother summed distribution.

We find that the RA and Dec. offset distributions measured in each beam are both highly consistent with each other and overall consistent with the published FRB offset distributions in each direction and frequency band (Figure 5). For the data presented in this work, the observation of fewer scans in the low-band and the
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*The IONEX files are available from https://cddis.nasa.gov/
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increased number of large offsets results in an overall broadened distribution when compared to the mid-band offsets. Of note, the largest offsets in the low-band FRB PDFs are those of FRB 200430, which has a known frequency-dependent offset in Dec., resulting in a substantially larger Dec. offset than the other FRBs (in either frequency band) and a consequently broadened uncertainty range (see Section 4.2); the offset distribution measured for FRB 200430 is nevertheless consistent within its 1σ uncertainty region and that of the data in this work. As with the offset PDFs derived for the strong calibrator sources presented here, the FRB offset distributions are broader at lower frequencies. Given the degree of consistency between the offset distributions derived from the data described in this work and the FRB sample, therefore, we conclude that the measured offsets and uncertainties of the published FRBs are consistent with expectations based on this work.

4.1. Optimising field source offset derivation

As described in Section 2, the current method used to correct the astrometry of the FRB image frame uses a simple weighted mean to derive the final mean image offsets in RA and Dec. (i.e., assuming any offsets to be simple translations of the image frame) along with the associated systematic uncertainties (i.e., either the error in the weighted mean of the estimated uncertainties or the scatter in the points about the mean in the case of scatter-dominated offsets, as discussed in Section 2). We note that, as we have done in this work (Section 2.4), this method uses positional uncertainties projected onto RA and Dec., which loses the ability to show covariances in the final systematic uncertainty between RA and Dec. In order to investigate if the current method is optimal and, if not, what a preferred model might be, we test various hypotheses to determine the most reasonable estimates of the true mean FRB image frame offsets ([μ_i^e, σ_i^e]) and uncertainties ([σ_i^e and σ_i^e]). We use the t and e superscript notation throughout to respectively indicate the true and estimated quantities.

For each FRB, the data consist of N_{src}, field source offsets in RA, α_i^e, and Dec., δ_i^e (i.e., taking the relative offsets of the i^{th} field source from the nominal source positions as estimates of the image frame offsets in RA and Dec.) and estimates of the uncertainties in these individual offsets ([σ_i^e, σ_i^e]). Table 2 lists the FRBs used for this analysis. FRB 180924 and FRB 181112 were not included in the sample because their field source comparisons were based on a single continuum source in their respective fields.

| Source                  | ν_{obs} | N_{src} | NDF | σ^2 | p   | Reference       |
|-------------------------|---------|---------|-----|-----|-----|-----------------|
| FRB 180924 mid-band     |         |         |     |     |     | Macquart et al. (2020)‡ |
| FRB 181112 mid-band     |         |         |     |     |     | Prochaska et al. (2019) |
| FRB 190102 mid-band     | 2       | 2       |     | 1.79| 0.41| Macquart et al. (2020) |
| FRB 190608 mid-band     | 3       | 4       |     | 6.90| 0.14| Day et al. (2020)† |
| FRB 190611 mid-band     | 2       | 2       |     | 1.02| 0.60| Macquart et al. (2020) |
| FRB 190711 mid-band     | 4       | 6       |     | 5.41| 0.49| Day et al. (2020)† |
| FRB 190714 mid-band     | 3       | 4       |     | 6.50| 0.16| Heintz et al. (2020) |
| FRB 191001 low-band     | 3       | 4       |     | 10.87| 0.028| Bhandari et al. (2020b) |
| FRB 191228 mid-band     | 2       | 2       |     | 0.68| 0.713| Bhandari et al. (2021) |
| FRB 200430 low-band     | 8       | 14      |     | 69.66| 2.22 × 10^{-9}| Heintz et al. (2020) |
| FRB 200906 low-band     | 7       | 12      |     | 50.24| 1.27 × 10^{-6}| Bhandari et al. (2021) |
| Totals:                 | 32      | 48      |     | 152.40| 2.19 × 10^{-12}|

†Position originally reported in Bannister et al. (2019) and updated in Macquart et al. (2020).
‡Position originally reported in Macquart et al. (2020) and updated in Day et al. (2020).

Our initial hypothesis (H_0) assumes the provided estimated uncertainties (σ_i^e and σ_i^e) on the measured field source offsets correctly estimate the true uncertainties in the image frame offsets as measured by each source. We also assume that all estimated uncertainties of the measured field source offsets are independent Gaussian random variables with a mean of zero and the stated deviation. In this case, the i^{th} field source for some FRB with RA and Dec. offsets ([α_i^e, δ_i^e]) and estimated errors ([σ_i^e, σ_i^e]) will be related to the true mean image offsets ([μ_i^e, μ_i^e]) via

\[ [α_i^e, δ_i^e] = μ_i^{[α, δ]} + d[α_i^e, δ_i^e] \] (1)
\[ d[α, δ] \sim N(0, σ_i^{[α, δ]}) \] (2)

where N denotes the Normal distribution and we use the square bracket notation throughout to indicate evaluation of equations using either RA or Dec. values.

Under the assumption that H_0 is true, the best estimates \( \Delta[α, δ] \) of the true mean image offsets \( μ_i^{[α, δ]} \) are given by the weighted estimates

\[ \Delta[α, δ] = \frac{\sum w_i[α, δ]^e}{\sum w_i} \] (3)

where \( w_i \) is the weight for either the RA or Dec. of the i^{th} source. To test the validity of our hypothesis, we can use a chi-squared (χ^2) test to construct an unbiased estimator of the sample variance given by

\[ s_{[α, δ]}^2 = \sum w_i[(α, δ)^e_i - \Delta[α, δ])^2, \] (4)
since $s^2_{a,j} \sim \chi^2_{N_{\text{src}}-1}$, where $\chi^2_{N_{\text{src}}-1}$ is a $\chi^2$ distribution with $N_{\text{src}} - 1$ degrees of freedom. Simultaneously checking both RA and Dec. yields

$$\chi^2_{a,j} = s^2_{a,j} + s^2_{j} \sim \chi^2_{2(N_{\text{src}}-1)}.$$  

(5)

Using the data from 9 FRBs (see Table 2), the above procedure was performed on each FRB. Individual $s^2$ values were calculated, fitting mean $\Delta[a,\delta]$ values. The results of all $\chi^2$ tests are given in Table 2. Only FRB 200430 and FRB 200906 have a sufficient number of sources to allow for a sensitive test of $H_0$, and these reject the null hypothesis at high significance.

To perform a more accurate test, we also sum over the $s^2$ values of all FRBs to obtain the total variance

$$\chi^2_{\text{tot}} = \sum_{j=1}^{N_{\text{src}}} s^2_j \sim \chi^2_{2N_{\text{FRB}}}$$  

(6)

where the total number of degrees of freedom (NDF) is defined as

$$\text{NDF}_{\text{tot}} \equiv \sum_{j=1}^{N_{\text{src}}} 2(N_{\text{src},j}-1),$$  

(7)

and $j$ is the $j$th FRB. This yields a one-sided $p$-value of $2.19 \times 10^{-12}$; that is, the estimated errors are smaller than the true errors at 7.0$\sigma$ significance.

Our findings could be due to the presence of systematic effects in the data. Potential systematics are likely to arise from effects such as unmodelled mismatched source structure (due to differences in the frequency and angular resolution in the compared observations), which would act to shift the fitted CRAFT field source centroid relative to that of the reference source; or directional dependencies in the offsets (e.g., due to a wedge in the ionosphere). Both would result in the additional error ($d(a,\delta)e^2$) not being centred at zero. Thus, we would not expect $H_0$ to accurately model real-world observations.

We therefore discard $H_0$ and examine two further reasonable alternatives. Ordering by complexity, the hypotheses are:

- $H_1$: All uncertainties are equal but unknown; i.e., $\sigma^i = C$. In the limit in which the measurement uncertainty becomes negligible compared to unmodelled systematic effects (i.e., all field sources have a high S/N), we would expect $H_1$ to be satisfied, as we would reach a ‘floor’ in the attainable precision set by systematic contributions unrelated to the measurement S/N. The simplest possible form of such a systematic error floor would be a constant independent of the source.
- $H_2$: The true uncertainties are proportional to the estimated uncertainties, with a constant of proportionality to be estimated from the data; i.e., $\sigma^i = C\sigma^i$. This provides the simplest possible way to include the effects of unmodelled error contributions to the field source offsets and avoid the underestimation of the total uncertainty (on average) that would result from neglecting them.

In the following, we outline the results of testing each in turn.

Assuming $H_1$ to be true, we first calculate unweighted mean offsets. Each resulting residual offset $r$ is calculated as

$$r_{[a,\delta]} = [a,\delta] - \Delta[a,\delta],$$  

(8)

and then scaled to account for the residual-minimising effect of the procedure employed (i.e., the reduction in error due to the points being used to estimate the mean) when fitting the residuals versus estimated uncertainty

$$r'_{[a,\delta]} = r_{[a,\delta]} \sqrt{\frac{N_{\text{src}}}{N_{\text{src}} - 1}}.$$  

(9)

We then determine if these scaled residuals show any dependence on the estimated uncertainties, which would reject $H_1$ (i.e., the assumption that the distribution of offsets is a constant). A complexity arises, however, because three or more sources per FRB are required to obtain any meaningful data. Two sources, for instance, will always result in the fitted mean being halfway between them, and so the result will be independent of the true uncertainty. Thus, only data from FRBs with $N_{\text{src}} > 2$ are included in the fit.

The scaled residuals versus estimated uncertainty ($\sigma^i$) results were fit using standard linear regression (using the LINREGRESS function in SCIPY) using all data as well as RA and Dec. independently. These fitted lines are also unweighted since the scatter should be independent of $\sigma^i$ under the assumption of $H_1$. We find

$$r'_a = 1.76\sigma^i_a - 0.3$$

$$r'_\delta = 0.88\sigma^i_\delta + 0.2$$

$$r'_\theta = 2.34\sigma^i_\theta - 0.7.$$  

(10)

Under $H_1$, the true slope is zero. Testing for consistency with this hypothesis, the (two-sided) $p$-values for our fitted slopes are then $3.5 \times 10^{-3}$ and $2.6 \times 10^{-6}$ for the RA- and Dec.-only fittings, respectively. Simultaneously fitting RA and Dec. yields a $p$-value of $1.0 \times 10^{-8}$. Therefore, there is very strong information that $\sigma^i$ and $\sigma^c$ are positively correlated, which is as expected. Therefore, we discard $H_1$ and proceed to examine $H_2$.

According to $H_2$, we calculate the weighted mean offsets in RA and Dec. using Equation (3). It can be shown that for a weighted mean, $\bar{x}$, the expected deviation of the $i$th data point $x_i$ from that mean is given by

$$\langle (x_i - \bar{x})^2 \rangle = \frac{1}{w_i} \frac{1}{\sum_{k} w_k} \sum_{k} w_k x_i$$

$$= \sigma_i^2 = \frac{1}{\sum_{k} w_k} \sum_{k} w_k x_i.$$  

(11)

That is, the expected variance between a point and its estimated uncertainty is not reduced by the usual $(N_{\text{src}} - 1)/N_{\text{src}}$ factor of Equation (9) but rather a factor $\eta$:

$$\eta_i = 1 - \frac{1}{\sigma_i^2} \sum_{k} \frac{1}{\sigma_k^2}.$$  

(12)

The residuals defined according to Equation (8) must therefore be multiplied by $\eta^{-0.5}$:

$$r'_{[a,\delta]} = \frac{1}{\sqrt{\eta}} r_{[a,\delta]},$$  

(13)

in order for them to be unbiased estimates of their standard deviation. This results in a factor of between 1 and 2 in this work.

We use linear regression to obtain weighted fits of the residuals $r'$ as a function of their estimated uncertainty and find

$$r'_{a,\delta} = 1.43\sigma^i_a$$

$$r'_\delta = 1.40\sigma^i_\delta$$

$$r'_\theta = 1.67\sigma^i_\theta.$$  

(14)
The best-fit value of $C$ is $1.43$. If $\sigma^*$ is correct, then the best-fit value of the slope of a fit to the residuals is expected to be:

$$
(C) = \frac{2}{\int_0^\infty \sqrt{2\pi} \sigma^*} \int_0^\infty \frac{1}{\sqrt{2\pi}} \exp \left( - \frac{r^2}{2(\sigma^*)^2} \right) dr,
$$

$$
p(r) = \frac{1}{\sqrt{2\pi} \sigma^*} \exp \left( - \frac{r^2}{2(\sigma^*)^2} \right).
$$

Here, $p(r)$ is the assumed Gaussian distribution of the errors. However, since the fits are against $|r|$, the integrals in Equation (15) are evaluated from 0 to infinity. The denominator evaluates to unity since it is a normalised probability distribution. The numerator of Equation (15) is

$$
2 \int_0^\infty \frac{1}{\sqrt{2\pi} \sigma^*} \exp \left( - \frac{r^2}{2(\sigma^*)^2} \right) dr
$$

$$
= \sigma^* \sqrt{\frac{2}{\pi}} \sqrt{2(\sigma^*)^2}
$$

In other words, while under H2, using the weighted mean yields the correct best-fit position, but we expect the mean of the errors to underestimate $\sigma^*$ by a factor of $\sqrt{\frac{2}{\pi}} \approx 0.80$.

It therefore appears that treating $\sigma^* = C \sqrt{2\pi} \sigma^* \approx 1.25 C \sigma^*$ is correct. Given we find a best-fit of $C = 1.43$, the best-fit true uncertainty is $\sigma^* = 1.79 \sigma^*$.

While our current dataset fails to reject H2 and found reasonable consistency with its predictions, this model can result in either over- or underestimating the true uncertainties, depending on the characteristics of the continuum source sample in a given field. Additionally, we can only confirm cases in which over- or underestimation has occurred in fields with sufficient background sources; with only a handful or sources, it is impossible to determine if this has taken place and to what degree.

Thus, while H2 is a reasonable alternative to the currently used simple weighted mean method of estimating the mean image frame offsets and uncertainties and is testable given the current sample size of localised FRBs, the model should be further refined as the number of usable FRBs grows. One such refinement would effectively combine H1 and H2—i.e., introducing a systematic term (A) in addition to the random estimated uncertainty: $\sigma^* = \sqrt{A^2 + C^2 (\sigma^*)^2}$. This might more accurately capture the systematic effects known to potentially exist in the data (e.g., source structure and directional dependencies in the individual offsets). In addition, future models could be parameterised over a given range appropriate to a particular catalogue or instrument, thereby accounting for the characteristics of the reference used for the comparison (e.g., the astrometric accuracy limits of a catalogue). In addition, the astrometric measurements outlined in this work could be performed on random fields with several sources (rather than on single sources), which would increase the number of degrees of freedom and facilitate multiple individual tests of a given model. This would, for example, enable consistency crosschecks of the scale factor derived for H2.

Until this becomes possible, we take H2 as our working hypothesis, namely that the best estimate of the offset is given by a weighted mean according to the estimated errors $\sigma^*$ but that the magnitude of these errors—and consequently the estimated error in the weighted mean—should be scaled up by a factor of 1.79.

### 4.1.1. Deriving updated positional information

Table 3 lists the published positions, offsets, and uncertainties for each FRB in our sample along with the updated uncertainties obtained when using the above derived scale factor. While the scale factor only changes the systematic uncertainty estimation, we have also updated the positions and offsets for the published FRBs that were affected by the formerly incorrect weighting scheme detailed in Macquart et al. (2020), which used $w_i = 1/\sigma_{\nu, i}$ as the weights in Equation (3) rather than these values squared.

This change only affects FRBs that have both more than one field source used for the comparison (i.e., those for which this weighted mean method can be used) and offsets that were not originally consistent with zero. Therefore, the positions and offsets for FRBs 180924, 181112, and 190102 are unchanged, while the uncertainties are scaled by the factor derived in Section 4.1. Conversely, the positions, offsets, and uncertainties for FRBs 190608 (no change in position to the quoted precision), 190611, 190711, and 190714 have been updated using both the correct weights (affecting all positional information) and the scale factor (further modifying the uncertainties). The FRB 191001 position has been updated both to account for this new weighting scheme and to rectify an error in the original RA offset correction reported in Bhandari et al. (2020b).

FRB 200430 (Heintz et al., 2020) includes both the offsets and uncertainties derived via the nominal method along with an additional offset and uncertainty in Dec. to account for frequency dependence in the position (Section 4.2), and so the nominal components of the offsets and uncertainties are updated, including the use of the scale factor derived in Section 4.1), resulting in an overall change in the position and the estimated offsets and uncertainties. Since the positional information for both FRB 191228 and FRB 200906 (Bhandari et al., 2021) was obtained by using the updated weights and the scale factor, this information is unchanged.

We also provide the revised total astrometric uncertainties (i.e., the quadrature sum of the statistical and systematic uncertainties) in RA and Dec. for each FRB in our sample.

### 4.2. FRB 200430: The case of frequency-dependent offsets

FRB 200430, which was detected at a central frequency of 863.5 MHz, shows a frequency dependence in its offsets, which has not been seen in any other FRBs to date. Heintz et al. (2020) reported the detection and briefly outlined the steps taken to account for the bias introduced by this frequency dependence when using the field data to estimate the offsets and uncertainties in RA and Dec. for this burst. We expand this description here and compare the data presented in this work to that of FRB 200430.

In determining the final statistical position (i.e., prior to any offset correction) for a given FRB, an optimal slice of the data roughly centred on the temporal position of the FRB (the 'gated' data) is correlated, and the subsequently calibrated visibilities are then re-weighted by a spectrum derived from the cube-imaged data (using pixels covering the peak FRB emission) to boost the S/N across the band (see, e.g., Bannister et al. 2019, for a full description). In doing so for FRB 200430, we found both a shift and larger statistical uncertainty in the fitted Dec. $\geq 1-\sigma$, both of which are indicative of phase/systematic errors in the Dec. as a function of frequency. In addition, we also measured significant offsets in Dec. (but not RA) in the background field sources relative to their FIRST counterparts, which likewise signals the
presence of phase errors in the calibration data. We note that the same re-weighting is not used for the field data, and so, since the systematic offsets in the re-weighted FRB image frame cannot be corrected for with the field sources, this precluded us from using the re-weighted FRB position.

In order to confirm the presence of the suspected frequency dependence in Dec., we made a cube image of the optimally gated FRB data with a resolution of 56 MHz (i.e., 1/6th of the 336-MHz bandwidth), which appeared to show a drift in Dec. as a function of frequency. The FRB position in each of the six channels of the image was fitted via JMFIT in the manner described in Section 2.2 (see also, e.g., Day et al. 2020). We note that, since this FRB is brighter at lower frequencies, the statistical uncertainties on these positions also increase with frequency. While there was a slight, non-frequency-dependent offset in RA (\(\lesssim 1\sigma\) and roughly accounted for by the increasing uncertainties), there was an \(\sim 7\)-arcsec offset in Dec. across the band (i.e., the the positions at the band edges were inconsistent at the 2.5-\(\sigma\) level), with a clear dependence on frequency that cannot be accounted for with the increased uncertainties.

After confirming that the calibration data visibilities used for the FRB data showed the expected nominal properties (i.e., amplitudes \(\sim 15\) Jy [J1939] and phases centred around zero), the final calibrator scan (\(\sim 20\) min after the first) was correlated to determine if it showed the same systematic offsets as a function of frequency. In performing the same steps as before, we found a similar non-frequency-dependent offset in RA and a slightly worse, frequency-dependent offset in Dec. (i.e., the the positions at the band edges were inconsistent at the 3-\(\sigma\) level). Notably, when comparing the positions derived using the two scans to calibrate the FRB, the overall differential offset in each channel was stable as a function of frequency.

We also investigated if any differential phase offsets were present across the 20-minute time span between the two calibrator scans, where phase changes \(\gtrsim 1\) degree would give rise to non-negligible calibration errors. We calibrated the first calibrator scan with the last and then ran a GAINCAL in CASA in the phase solution mode to determine a single phase offset (averaging the two polarisations) per antenna. Phase offsets of \(\gtrsim 10\) degrees were found, with a mean of approximately 2 degrees. We therefore concluded that there were phase errors in one or both of these calibrator scans. However, since the better scan cannot be conclusively determined, we attempted to correct for this frequency dependence using the first scan as detailed in the following.

### Table 3. Published FRB positions ([\(\alpha, \delta\)]\text{pub}), weighted mean offsets ([\(\Delta[\alpha, \delta]\)]\text{pub}), and systematic uncertainties ([\(\sigma_{[\Delta \alpha, \Delta \delta]}\)]\text{rev}) and their revised values (where updates are required and denoted by the subscript rev) as per the work in Section 4.1. Finally, we list the total revised uncertainty in RA and Dec, \(\sigma_{[\Delta \alpha, \Delta \delta]}\text{tot}\) (i.e., the quadrature sum of the statistical [not shown] and updated systematic uncertainties). We note that the precision of the uncertainties is given such that it matches that reported in the references listed in Table 2, with the RA precision including an additional significant figure to mitigate round-off errors when converting to seconds.

| Source     | [\(\alpha, \delta\)]\text{pub} | [\(\alpha, \delta\)]\text{rev} | [\(\Delta[\alpha, \delta]\)]\text{pub} | [\(\Delta[\alpha, \delta]\)]\text{rev} | \(\sigma_{[\Delta \alpha, \Delta \delta]}\) | \(\sigma_{[\Delta \alpha, \Delta \delta]}\text{rev}\) | \(\sigma_{[\Delta \alpha, \Delta \delta]}\text{tot}\) |
|------------|-------------------------------|-------------------------------|--------------------------------------|--------------------------------------|----------------|----------------|----------------|
| FRB 180924 | 21h44m25.255s                 | 21h44m25.255s                 | 0.0                                  | 0.0                                  | 0.1611        | 0.1756        |
|            | –40d54m00.10d                 | 21h44m25.255s                 | 0.0                                  | 0.0                                  | 0.1611        | 0.1756        |
| FRB 181112 | 21h49m23.63s                  | 21h49m23.63s                  | 0.0                                  | 2.150                                | 3.849         | 3.875         |
|            | –52d59m15.4s                  | 21h49m23.63s                  | 0.0                                  | 1.4                                  | 2.4           | 2.4           |
| FRB 190102 | 21h29m39.76s                  | 21h29m39.76s                  | 0.0                                  | 0.440                                | 0.788         | 0.805         |
|            | –79d28m32.5s                  | 21h29m39.76s                  | 0.0                                  | 0.5                                  | 0.9           | 1.0           |
| FRB 190608 | 22h16m4.77s                   | 22h16m4.77s                   | 0.41                                 | 0.46                                 | 0.185         | 0.327         |
|            | –07d53m53.7s                  | 22h16m4.77s                   | 0.0                                  | 0.0                                  | 0.2           | 0.3           |
| FRB 190611 | 21h22m58.91s                  | 21h22m58.94s                  | 1.67                                 | 1.74                                 | 0.629         | 1.119         |
|            | –79d23m51.3s                  | 21h22m58.91s                  | 0.25                                 | 0.24                                 | 0.6           | 1.1           |
| FRB 190711 | 21h57m40.68s                  | 21h57m40.62s                  | 1.7                                  | 1.5                                  | 0.381         | 0.646         |
|            | –80d21m28.8s                  | 21h57m40.68s                  | 0.0                                  | 0.4                                  | 0.3           | 0.6           |
| FRB 190714 | 12h15m55.12s                  | 12h15m55.13s                  | 0.71                                 | 0.92                                 | 0.32          | 0.52          |
|            | –13d01m5.7s                   | 12h15m55.12s                  | 0.145                                | 0.135                                | 0.23          | 0.38          |
| FRB 191001 | 21h33m24.373s                 | 21h33m24.313s                 | 0.731                                | 0.765                                | 0.1073        | 0.1737        |
|            | –54d44m51.86s                 | 21h33m24.373s                 | 0.808                                | 0.811                                | 0.10          | 0.16          |
| FRB 191228*| 22h57m43.24s                  | 22h57m43.24s                  | 0.410                                | 0.830                                | 0.899         |
|            | –29d35m37.0s                  | 22h57m43.24s                  | 0.856                                | 0.823                                | 0.890         |
| FRB 200430 | 15h18m49.54s                  | 15h18m49.54s                  | 0.03                                 | 0.04                                 | 0.2500        | 0.2506        |
|            | 12d22m36.8s                   | 15h18m49.54s                  | 3.42                                 | 3.62                                 | 1.04          | 0.98          |
| FRB 200906*| 03h36m59.08s                  | 03h36m59.08s                  | 0.0                                  | 0.0                                  | 0.2500        | 0.2506        |
|            | –14d40m69.5s                  | 03h36m59.08s                  | 0.51                                 | 0.55                                 | 0.56          |

*Published positions are from the same references listed in Table 2.
†For offsets consistent with zero, the updated uncertainties are simply \(1.79 \times \sigma_{[\Delta \alpha, \Delta \delta]}\). Otherwise, they have been re-derived, if applicable, with both the updated weighting scheme in Equation (3) and the use of the scale factor.
‡The values for FRB 191228 and FRB 200906 (Bhandari et al., 2021) were derived using the method described in Section 4.1. For these reasons, the updated value columns for these FRBs are intentionally left blank.
The typical spectral index of a continuum field source is \( \sim -0.7 \) (i.e., that of synchrotron radiation), while the FRB 200430 spectral index appeared to be much steeper from the initial spectrum. Since the offset in the FRB position is a function of frequency and given the differing spectral indices in the field sources versus the FRB, the field source centroids would not be affected in the same way by the frequency-dependent phase errors, and thus our nominal method of correction using the field sources would introduce a bias.

In order to account for this, we derived a coarse spectral index for the FRB and compared this to the typical field source spectral index. To calculate the FRB spectral index \( \gamma_{\text{FRB}} \), using standard linear regression, we used the coarse cube of the FRB to fit the log of the extracted flux densities \( S \) versus frequency \( (\nu) \), given by

\[
\log S = \log A + \gamma \log \nu,
\]

where \( A \) is a constant of proportionality and \( \gamma \) is the spectral index. We found \( \gamma_{\text{FRB}} \approx -5.46 \).

The final images made from both the FRB and field datasets must be frequency averaged in order to maximise the S/N of source detections in all images and thereby the astrometric accuracy attainable. Given \( S = A \nu^\gamma \), the central frequency \( (\nu_{\text{cen}}) \) is defined as the frequency at which the area under the curve is 50% of the total area from the lowest \( (\nu_1) \) to highest \( (\nu_2) \) frequencies, and this corresponds to the frequency at which the centroid of the averaged image positions will be located. These quantities are given by

\[
\int_{\nu_1}^{\nu_2} \nu^\gamma \, d\nu = 0.5 \int_{\nu_1}^{\nu_2} \nu^\gamma \, d\nu,
\]

\[
\Rightarrow \nu_{\text{cen}} = \left[0.5(\nu_1^{\gamma+1} + \nu_2^{\gamma+1})\right]^{1/(\gamma+1)}.
\]

Due to the frequency-dependent offset in Dec. and the differing spectral indices, the central frequencies in the two images differ. We therefore derived a typical deviation as a function of frequency, which could then serve as the uncertainty expected at a given frequency due to the introduced bias. We assumed a typical spectral index of \( -0.7 \) for the field sources and found \( \nu_{\text{cen,field}} \approx 855.46 \text{ MHz} \). Using the derived value of \( \gamma_{\text{FRB}} = -5.5 \), we found a central frequency for the FRB of \( \nu_{\text{cen,FRB}} \approx 806.38 \text{ MHz} \). Thus, the frequency difference between the centroid locations in the two images is \( \Delta \nu_{\text{cen}} \sim 49 \text{ MHz} \).

In order to determine the expected offset in the position for the offset in Dec., we used linear regression to obtain a weighted fit of the Dec. values measured in the 56-MHz resolution cube image versus frequency. We found offsets at the respective central frequencies of the FRB and field images of \( \Delta \nu_{\text{cen,FRB}} = 1.39 \text{ arcsec} \) and \( \Delta \nu_{\text{cen,field}} = 2.32 \text{ arcsec} \). Thus, for a central frequency offset of \( \sim 49 \text{ MHz} \), we found an offset of 0.93 arcsec (field to FRB). This was then added to the FRB Dec. position in addition to the offset derived via estimating the nominal offsets and uncertainties based on the scatter in the field source offsets. The originally reported position in Heinitz et al. (2020) used nominal weighted mean values of \( -0.03 \pm 0.25 \text{ arcsec} \) and \( 3.19 \pm 0.47 \text{ arcsec} \) for RA and Dec., respectively. However, as detailed in Section 4.1.1, the weights used to derive them were incorrect, and so we have updated these values using the corrected weighting scheme to \( -0.04 \pm 0.25 \text{ arcsec} \) for RA and \( 2.69 \pm 0.30 \text{ arcsec} \) for Dec. We conservatively estimated the uncertainty on the offset due to the frequency dependence of the FRB position to be equivalent to the offset correction (i.e., \( 0.93 \pm 0.93 \)). Summing the two sources of systematic offsets in Dec. and combining their uncertainties in quadrature, we found a total systematic Dec. offset and uncertainty of \( 3.62 \pm 0.98 \text{ arcsec} \). These offsets were used to correct the FRB position, yielding a final RA = 15h18m49.54s \pm 0.021 (statistical; systematic: \( \pm 0.011 \) s; \( \pm 0.017 \) s) and Dec. = 12d22m36.3s \pm 1.01 (statistical; systematic: \( \pm 0.24 \); \( \pm 0.98 \)). We note that the RA is unchanged from the previously published value (Table 3) at the quoted precision. Given the significant impact on the final position of the frequency-dependent offset observed for this FRB, all future FRBs, especially those at low frequencies, should be inspected to determine if such offsets exist in the data.

While we have not seen this frequency dependence in the position of any other FRBs, as discussed in Section 3, we do see a dependence on wavelength in the low-band data presented in this work. FRB 200430 was also detected in the lower frequency range observable with CRAFT, and while the gradient of this offset dependence is larger for this burst than that seen in Figure 3, it is not inconsistent with our data, in which we see offset changes of order a few arcsec across the band.

A possible contributor to the more extreme offset gradient exhibited by FRB 200430 is the ionosphere. We therefore investigated its likely contributions to the total systematic offset. The \( \sim 7\text{-arcsec} \) shift in the Dec. across the band is about a quarter of the beam (i.e., \( \sim 90 \) degrees), which is approximately 0.15 total electron content units (TECU) of difference in the differential ionosphere across the array, Mevius et al. (2016) report measurements from the LOw-Frequency Radio interferometer ARray (LOFAR) of short timescale variations on ionospheric sightlines on order of km baselines. These show that we should not typically see variation \( \sim 0.15 \text{ TECU} \) across the array on baselines out to 6 km. However, variations roughly 5x smaller (corresponding to offsets of order 1 arcsec across the band at these frequencies) do occur. While these LOFAR measurements were taken at a Dec. of +50, the ionosphere at declinations observable with ASKAP is not expected to be significantly different, and indeed, the mid-band data we present in this work shows offsets due to the ionosphere of up to \( \sim 1 \text{ arcsec} \) in RA and \( \sim 0.4 \text{ arcsec} \) in Dec., resulting from increased ionospheric activity during these observations (Section 3.3). Likewise, if extrapolating the mid-band results, similar conditions during the low-band observations would have led to offsets up to \( \sim 2 \text{ arcsec} \) in RA and \( \sim 1 \text{ arcsec} \) in Dec. Thus, the \( \sim 7 \text{ arcsec} \) shift in the FRB 200430 position across the band is much larger than the expected ionospheric contribution based on the tests presented in this work and the LOFAR measurements (Mevius et al. 2016). Moreover, if the ionosphere were the dominant component, the frequency dependence in the offsets would be better fit by a quadratic rather than a linear model. Thus, ionospheric effects cannot solely account for the observed offset across the band.

5. Conclusion

We have presented a method for and the results of estimating the typical astrometric accuracy of positions obtained via the snapshot imaging technique. Using a set of strong compact sources observed with the CRAFT and ASKAP systems, we calculate offsets between the fitted and reference source positions. We find that the offset distributions we estimate match the published FRB offset distributions well in both bands (Figure 5). We also note a weak dependence of the offsets on differential time and elevation (i.e., relative to the calibrator scan), with a great deal of scatter (Figures 1 and 2). These trends are clearer in Dec. than RA, and the scatter is generally more significant in the low-band. We detect
no trend in the offsets with angular separation from the calibrator. We do, however, find a significant frequency dependence in the low-band data, which is consistent with linear growth with wavelength and therefore a frequency-independent phase error unmodelled by the calibration solutions. We also find that all these results are consistent across the sampled beams and when using both natural and Briggs weighting schemes for the imaging.

In modelling the large-scale effects of the ionosphere, we detected increased activity on the day the mid-band observations were conducted, resulting in higher differential offsets versus the low-band observations when comparing the positional offsets estimated when using the nominal versus the ionosphere-corrected calibration solutions. We conclude that the ionosphere might contribute to the temporal and spatial offsets we measure, but the extent of any contribution requires further study.

We also show the results of investigating various models of increasing complexity that can be used to estimate the systematic offset and its uncertainty in the frame registration as alternatives to the current method of using a simple weighted mean for the former and either the error in this mean or the scatter in the measured field source offsets about the mean for the latter. We find that an initial hypothesis assuming the true offset uncertainties are well estimated by the measured uncertainties (i.e., no systematics) is not well supported by the data. Since systematics such as source structure and directional dependence in the offsets are known to occur, this model rejection is expected. We also test a model in which all uncertainties are equal to some constant but unknown; that is, the true uncertainties are independent of the measured uncertainties. We find, however, that there is strong evidence that the uncertainties are dependent on the estimated uncertainties, as we would expect, and so we likewise reject this model. Finally, we model the true uncertainties as proportional to the measured uncertainties and find good agreement with the data and the model predictions. We note that while this model can result in both over- and underestimation of the uncertainties, depending on the sources within the sample for any given field, it is a reasonable alternative to the current method and testable given our current sample of localised FRBs.

When comparing the positional offsets derived using the ASKAP hardware correlator data and the CRAFT software correlator data, we find that the former track the latter very well (Figures 2 and 1). Given the higher S/N, due to the longer integration time, in the images made from the ASKAP hardware correlator data and the relationship between S/N and astrometric accuracy (i.e., improving the former improves our estimation of the latter), the use of the hardware correlator data to derive calibration solutions and perform the frame registration for commensal observations, in which the hardware correlator data are available, is a promising future avenue we have investigated here. In particular, the calibration solutions derived for the hardware correlator data could be applied to the software correlator data, and the higher S/N field sources detected in the image made from the hardware correlator data could then be compared to their counterpart reference positions to obtain any residual frame offsets in RA and Dec. between the ASKAP frame and the ICRF3.

In comparing the CRAFT- and ASKAP-derived offset distributions, we have shown that the typical residual systematic offsets between these image frames (i.e., the typical error expected when applying the hardware correlator data calibration solutions to the software correlator data) fall in the nominal ranges of $\sim 0.5 - 0.6$ arcsec (low-band) and $\sim 0.2 - 0.3$ arcsec (mid-band), for the naturally weighted image case and when combining the central 68% of the samples from the RA and Dec. offset distributions in the simple case of performing only a bandpass and phase calibration (Figure 4). We find that when using Briggs weighting with a robustness of 0.0, these residuals improve by up to 17% in the low band and 33% in the high band [in the high-S/N, reasonable $(u,v)$ coverage, and wide elevation range study we have conducted here]. Thus, when applying the hardware correlator-derived calibration solutions to the FRB image and using the higher S/N hardware correlator data to perform the frame registration, Briggs weighting is preferred. Furthermore, although the residual offsets between the two image frames are not constant, there is no trend in these residuals with time, elevation, or angular separation, and so we find that these residual frame offsets could be reasonably applied to the CRAFT image frame as an additional component of the systematic astrometric uncertainty when ASKAP calibration solutions are transferred to the CRAFT data regardless of the time, elevation, or angular separation between the target (FRB) and calibrator.

In the case of non-negligible offsets between the ASKAP and reference frames (i.e., due to the presently known astrometric offsets in the ASKAP data), the estimated systematic offset uncertainty between these frames would then be combined with both the residual CRAFT-ASKAP frame offset uncertainty and the statistical positional uncertainty of the FRB to estimate the total positional uncertainty. (We note that the statistical uncertainty in the ASKAP field source positions is expected to be much smaller than the CRAFT-ASKAP residual uncertainty in the limit of high S/N, which is always the case with the hardware data.) Conversely, if the error in registering the ASKAP frame to the ICRF3 can be sufficiently reduced such that these offsets become negligible (i.e., when ASKAP is shown to be well registered), the residual CRAFT-ASKAP frame offsets would then dominate the estimated systematic uncertainty. In this case, the residual CRAFT-ASKAP offset is then a reasonable estimate of the typical total systematic uncertainty, which would then be combined as usual with the statistical uncertainty to obtain the final astrometric uncertainty in the FRB position. Since this is reasonably well matched to the typical statistical uncertainty in the FRB positions, without the need to also correlate the CRAFT data to image the field, we can use this approach to do sub-galaxy localisations out to a moderate redshift.

Finally, we explore the case of frequency-dependent Dec. offsets in the low-band-detected FRB 200430 (Heintz et al. 2020) and a method of estimating the additional systematic offset and uncertainty introduced by using the snapshot technique. We measured an offset in the FRB Dec. of approximately 7 arcsec across the 336-MHz band. In addition to this, the Dec. (but not RA) offsets found in the field source positions and the significant differential phase offset between calibrator scans separated by 20 min all indicated the presence of residual phase errors in the calibration solutions. Using a 56-MHz resolution cube image of the FRB, we estimated a spectral index, compared this to the typical spectral index of a continuum field source, and determined a typical Dec. offset due to the central frequency offset in the frequency-averaged images to account for the bias introduced when using the field sources to correct the FRB image frame. We then take this as both the estimated offset and uncertainty due to this bias and combine these with the values derived from the nominal frame registration method. While measurements of the differential ionosphere with LOFAR predict offsets of order 1 arcsec across the band (at $\sim 864$ MHz) and on $\sim 6$-km baselines (Mevius et al. 2016), this does not
account for the bulk of the shift we detect. However, while this is an extreme case, the magnitude of these offsets is not unreasonable given the frequency dependence detected in the data presented in this work. Given both of these results, all future FRB data used for localisations should be checked for any frequency dependence, especially when detected at low frequencies where such effects can heavily influence the accuracy of the position.
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