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1. Introduction

Geometric algebra presents intuitive solutions for problems related to geometry. Its theory is more and more investigated in various research fields like physics, mathematics or computational geometry, see [17, 18, 5] for some examples. In contrast, in the computer science field, the study of computational aspects of the geometric algebra operators is still limited. It has started thanks to the pioneering work of [9], which gave some results about complexity of geometric algebra products in the worst case. The worst case here means all the elements of a multivector with multiple grades are non-zero. Their study is based on the most used approach to deal with products in geometric algebras. Namely, the approach deals with fast binary indices and
per-bit operators like the XOR operator \[10\]. The most used algorithms deal with fast binary indices and per-bit operators like XOR operator, which are used to generate products, see \[4,6,9\] or GATL in \[8\] for example. Hereafter, we refer to such approaches as the XOR method.

The XOR algorithm of the products consists of representing the basis blades with binary indices and computing the products with logical operators between these indices. For each product, the XOR algorithm runs first in looping over two multivectors. The computational cost of this operation is \(O(4^d)\), where \(d\) is the dimension of the vector space. In this kind of algorithm, the computation of the sign is evaluated by computing a “convolution” between two binary indices. The convolution consists of right-shifting each bit of one index until it is zero. At each iteration, the number of ones in common between the shifted index and the other index is counted. The sign is obtained by raising \(-1\) to the power of the number of ones. The computational cost of this operation is linear to the dimension. Indeed, for any grades, the number of right-shifting is \(d\), leading to the complexity of \(O(d \times 4^d)\), see \[3\].

1.1. Full homogeneous multivectors

Multivectors are, in its practical usage, likely to be homogeneous, i.e., have their non-zero elements concentrated in a single grade, see, for example, the representation of any geometric objects in CGA \[6\]. This paper deals only with homogeneous multivectors. This assumption does not limit the scope of this paper. Indeed, in case the multivector is not homogeneous, then it is still defined as the sum of homogeneous multivectors. Furthermore, the operators of geometric algebra are distributive with respect to the addition. Then, any products between non-homogeneous multivectors can be reduced to some products of homogeneous multivectors. We also assume that all the elements of the homogeneous multivectors are non-zero. In most applications dealing with geometry such as \[17,16,1\], the multivectors contain only non-zero elements. We call a multivector with only a single grade and having non-zero coefficients only, a full homogeneous multivector. We remark that although some non full homogeneous multivectors exist (see \[20\]), dealing with them is out of the scope of this paper.

Over the full homogeneous multivectors, we focus on only three operators, namely, the outer product denoted by ‘\(\wedge\)’, the inner product denoted by ‘\(\cdot\)’ and the geometric product denoted by ‘\(*\)’. There exist more operators such as the dual, inverse, see \[6\] for a more exhaustive list. However, all these operators can be obtained from the three aforementioned operators, see \[15\].

1.2. Notation

Following the state-of-the-art usages in \[6\] and \[19\], lower-case bold letters refer to vectors (vector \(\mathbf{a}\)) and lower-case non-bold to multivector coordinates (coefficient \(a_i\)). Upper-case bold letters denote blades (blade \(\mathbf{A}\)) whose
grade is higher than 1. Multivectors and k-vectors are denoted with uppercase non-bold letters (multivector A). Lower-case and Fraktur letters denote multivector expressed over a tree structure. For example, a represents a multivector over a tree structure, this notion is detailed in Section 5. The part of grade k of a multivector A is denoted by $\langle A \rangle_k$. The total number of basis blades is $2^d$, where $d$ is the number of basis blades $e_i$ of grade 1.

Throughout this paper, a basis blade of grade $k$ will be denoted using set theory notation. To achieve this, we will assume an orthogonal basis called $B = \{e_1, e_2, \ldots, e_d\}$, with $d$ (the vector space dimension). Similarly to the notation in [19], a basis blade of grade $g$ is denoted by $e_{\mu} = e_{\mu_1} \wedge e_{\mu_2} \wedge \cdots \wedge e_{\mu_g}$, where $\mu = \{\mu_1, \mu_2, \ldots, \mu_g\}$ (1)

with a greek letter as the subscript. We note that $\mu \subseteq P(B)$ where $P$ is the power set (the set of all the subsets of a set). For example, the blade $e_{234}$ can be referred to as $e_\mu$ with $\mu = 2,3,4$.

1.3. XOR algorithm with full homogeneous multivectors

Any full homogeneous multivector $A$ can be represented by

$$A = \sum_{i=1}^{d^g_a} a_i e_{\{\mu_i\}}$$

where $d$ is the dimension of the vector space, $g_a$ is the grade of $A$.

A straightforward solution to compute the number of operations required for the product of two full homogeneous multivectors $A$ and $B$ is to sum over the $d^g_a$ elements of the first multivector $A$, combined to sum over the $d^g_b$ elements of the second multivector $B$. Hereafter, this method will be referred as the double sum computation. Each product of this double sum computation will involve one addition/subtraction. Thus, the total number of required arithmetic operations for $p^\text{DS}_\wedge$, $p^\text{DS}_\cdot$, and $p^\text{DS}_*$ each is

$$p^\text{DS}_\wedge = p^\text{DS}_\cdot = p^\text{DS}_* = 2 \binom d {g_a} \binom d {g_b}.$$ (3)

However, this double sum computation can be reduced. Indeed, the double sum does count even operations that lead to zero due to the nature of the product (e.g., in a 2-dimensional vector space, $(3e_1 + 4e_2) \wedge (5e_{12}) = 0$). To the best of our knowledge, no previous work exists on the number of arithmetic operations that are really required in the outer, inner, and geometric product.

In the context of full homogeneous multivectors, the computational cost of looping over the two multivectors for the XOR algorithm is $O((\binom d {g_a})(\binom d {g_b}))$. As the computational cost of the sign computation is linear to the dimension, the complexity of the XOR algorithm is $O(d^{\binom d {g_a}} (\binom d {g_b})^d)$. Note that this complexity is the same for the three products.
1.4. Contributions

To address the lack of study on the number of arithmetic operations required for the outer, inner, and geometric products in practice, we give a study on the number of arithmetic operations for the outer, inner, and geometric products of geometric algebra for any full homogeneous multivectors, giving the tight number for the products by excluding operations that naturally lead to zero. This study is our base to prove that there exists an approach that reaches the equivalent complexity for each product. Table 1 summarizes the numbers of arithmetic operations required for full homogeneous multivectors. Each of them is not greater than its corresponding number of arithmetic operations using the double sum computation. Table 2 gives the complexity of the products by the recursive approach over a prefix tree, which is strictly smaller than that of the XOR algorithm.

**Table 1. Numbers of arithmetic operations required for products of two full homogeneous multivectors where $I = \{ |g_a - g_b|, |g_a - g_b| + 2, \ldots, g_a + g_b \}$. Note that a full homogeneous multivector is a multivector with only one grade and all of the components of the grade are non-zero coefficients.**

| Product          | Operations                                                                 |
|------------------|-----------------------------------------------------------------------------|
| Outer product    | $2 \left( \frac{d}{g_a + g_b} \right) \left( \frac{g_a + g_b}{g_a} \right)$ |
| Inner product    | $2 \left( \frac{d}{g_c} \right) \left( \frac{d - g_c}{g_a + g_b - g_c} \right)$ |
| Geometric product| $2 \sum_{g_c \in I} \left( \frac{d}{g_c} \right) \left( \frac{g_c}{g_a - g_b + g_c} \right) \left( \frac{d - g_c}{g_a + g_b - g_c} \right)$ |

**Table 2. Complexity of the products by the recursive approach over a prefix tree.**

| Product               | Operations                                                                 |
|-----------------------|-----------------------------------------------------------------------------|
| Recursive outer product| $\mathcal{O} \left( \left( \frac{d}{g_a + g_b} \right) \left( \frac{g_a + g_b}{g_a} \right) \right)$ |
| Recursive inner product| $\mathcal{O} \left( \left( \frac{d}{g_c} \right) \left( \frac{d - g_c}{g_a + g_b - g_c} \right) \right)$ |
| Recursive geometric product| $\mathcal{O} \left( \left( \frac{d}{g_a} \right) \left( \frac{d}{g_b} \right) \right)$ |
2. Outer product

In implementations, the sign computation has a cost, i.e., the cost of counting the number of required permutations to have resulting basic vectors in the canonical order. In contrast, the number of arithmetic operations computed below corresponds to the number of operations found on a pre-computed code doing the product between two homogeneous multivectors. For this reason, the result given below omits the sign computation.

2.1. Properties

We denote by $A \wedge B$ the outer product between two homogeneous multivectors $A$ and $B$ with grades $g_a$ and $g_b$ in the $d$-dimensional vector space. This product $C = A \wedge B$ can be defined from its property of distributivity over the addition:

$$C = \sum_{k=1}^{d} c_k e_{\{\lambda_k\}} = \left( \sum_{i=1}^{d} a_i e_{\{\mu_i\}} \right) \wedge \left( \sum_{j=1}^{d} b_j e_{\{\nu_j\}} \right).$$

(4)

As shown in [14], the resulting multivector is homogeneous and its grade $g_c$ is

$$g_c = g_a + g_b.$$  

(5)

Note that the grade of the resulting multivector has to be lower than or equal to the dimension of the vector space:

$$g_a + g_b \leq d.$$  

(6)

2.2. Number of arithmetic operations

As stated in Section 1, there exist products that result in zero, even though their respective components are non-zero. In this section, we give a formula on the number of products that ignores such products that result in zero intrinsically. In practice, this number corresponds to the number of operations found on a pre-computed code doing the outer product between two homogeneous multivectors.

**Theorem 2.1.** Let $A$ and $B$ be homogeneous multivectors with grades $g_a$ and $g_b$. The number $p_{\wedge}^{th}$ of the arithmetic operations involved in the outer product $C = A \wedge B$ with grade $g_c$, where $g_c = g_a + g_b \leq d$ ($d$ is the dimension of the vector space) is given by

$$p_{\wedge}^{th} = 2 \binom{d}{g_a + g_b} \binom{g_a + g_b}{g_a}.$$  

(7)

**Proof.** The outer product consists in splitting two basis blades into all possible basis blades of grade $g_a + g_b$ of the resulting multivector. This is equivalent to finding all the sub-blades whose grade is $g_a$ of the basis blades of $C$. We know that there are $\binom{d}{g_a + g_b}$ possible blades whose grade is $g_a + g_b$. On
the other hand, the number of possible sub-blades of grade \( g_a \) in any blade whose grade is \( g_a + g_b \) is given as follows:

\[
\binom{g_a + g_b}{g_a}.
\] (8)

Note that the above equation remains the same if we replace \( g_a \) by \( g_b \). This comes from the fact that by definition \( g_b = g_c - g_a \). From the symmetry property of the binomial coefficient, we have

\[
\binom{g_a + g_b}{g_a} = \binom{g_a + g_b}{g_a + g_b - g_a} = \binom{g_a + g_b}{g_b}.
\] (9)

Each product requires one addition. Hence, we obtain the total number of the required arithmetic operations by

\[
2 \binom{d}{g_a + g_b} \binom{g_a + g_b}{g_a}.
\] (10)

2.3. Comparison with the double sum computation

To see the difference between Equation (7) and Equation (3), let us compute the ratio between the two formulas as follows:

\[
\frac{p_{\land}^{\text{th}}}{p_{\land}^{\text{DS}}} = \frac{\binom{d}{g_a + g_b} \binom{g_a + g_b}{g_a}}{\binom{d}{g_a} \binom{d}{g_b}}.
\] (11)

Using the trinomial revision property as defined in Chapter 5 of [13], we have

\[
\frac{p_{\land}^{\text{th}}}{p_{\land}^{\text{DS}}} = \frac{\binom{d}{g_a} \binom{d - g_a}{g_b}}{\binom{d}{g_a} \binom{d}{g_b}}.
\] (12)

After simplification \((\forall 0 \leq g_a \leq d, \binom{d}{g_a} \neq 0)\), we have

\[
\frac{p_{\land}^{\text{th}}}{p_{\land}^{\text{DS}}} = \frac{\binom{d - g_a}{g_b}}{\binom{d}{g_b}}.
\] (13)

The binomial coefficient \( \binom{n}{k} \) increases as \( n \) increases when \( k \) is fixed. Hence, this fraction is less than 1. In practice, Equation (7) may result in high improvements with respect to Equation (3). As an example, let us assume that we compute the outer products of two trivectors in the algebra allowing to apply projective transformation of quadric surface, i.e. 8-dimensional vector space [12]. Then, Equation (3) requires approximately 5 times more arithmetic operations than Equation (7): 560 outer products instead of 3136 in a 8-dimensional vector space.
3. Inner product

3.1. Properties

The inner product \( C \) between two multivectors \( A \) and \( B \) with grades \( g_a \) and \( g_b \) is defined by

\[
C = \left( \sum_{k=1}^{d} c_k e_{\{\lambda_k\}} \right) \cdot \left( \sum_{i=1}^{d} a_i e_{\{\mu_i\}} \right) = \left( \sum_{j=1}^{d} b_j e_{\{\nu_j\}} \right).
\]  

This product is also distributive with respect to the addition. The resulting multivector is homogeneous and its grade is

\[
g_c = |g_a - g_b|.
\]  

Note that when \( g_a > g_b \), the product corresponds to the left contraction as defined in [6]. Whereas, when \( g_b > g_a \), the resulting product is the right contraction. When \( g_b = g_a \), on the other hand, the product becomes the scalar product.

3.2. Number of arithmetic operations

**Theorem 3.1.** The number \( p^{th} \) of the arithmetic operations involved in the inner product \( A \cdot B \) between two homogeneous multivectors \( A \) and \( B \) with respective grades \( g_a \) and \( g_b \) is given by

\[
p^{th} = 2 \left( \frac{d - |g_a - g_b|}{2} \right) \left( \frac{d - |g_a - g_b|}{g_a + g_b} \right).
\]  

**Proof.** With the help of the set notation defined in Section 1.2, the inner product between any two basis blades can be written as

\[
e_\lambda = e_\mu \cdot e_\nu \quad \lambda, \mu, \nu \in P(B).
\]  

By definition of the inner product in an orthogonal basis, we have two cases for \( \mu \) and \( \nu \) that lead to non-zero components.

The first case is

\[
\mu \subseteq \nu.
\]  

In this case, \( |\lambda| = |\nu| - |\mu| \). By definition, the operation consists in the left contraction. Then

\[
\exists \beta, \gamma \in P(B) \setminus \{\emptyset\}, \beta \cap \gamma = \emptyset, e_\lambda = e_\beta \cdot e_{\beta \cup \gamma}.
\]  

In such a case, \( g_c = |\lambda| = |\gamma| \) and \( \lambda = \gamma \). Computing the number of the products is reduced to determining the number of different possibilities for \( \beta \) and \( \gamma \). If we set \( \gamma = \lambda \), then there is only one possibility for \( \gamma \). As \( |\beta| + |\gamma| \leq d \Rightarrow |\beta| \leq d - |\gamma| = d - g_c \), any possible grades of \( \beta \) lower than or equal to \( d - g_c \) is possible. As \( |\beta| = g_a \), any combination of \( g_a \) in \( d - g_c \) is possible.
In a similar way as for the outer product, any combination of $|\lambda| = g_c$ in $d$ is possible, which results in the number of the products as follows.

\[
\begin{pmatrix} d \\ g_c \end{pmatrix} \begin{pmatrix} d - g_c \\ g_a \end{pmatrix}.
\] (20)

Furthermore, as $g_a \leq g_b$, $|g_a - g_b| = g_b - g_a$. Then, Equation (20) can be rewritten as

\[
\begin{pmatrix} d \\ g_c \end{pmatrix} \begin{pmatrix} d - g_c \\ d - g_c \end{pmatrix} = \begin{pmatrix} d \\ g_c \end{pmatrix} \begin{pmatrix} d - g_c \\ g_a + g_b - g_b + g_a \end{pmatrix}
\]

\[
= \begin{pmatrix} d \\ g_c \end{pmatrix} \begin{pmatrix} d - g_c \\ g_a + g_b - |g_a - g_b| \end{pmatrix}.
\] (21)

The second case is the symmetric case as follows:

\[\nu \subseteq \mu.\] (22)

Then,

\[\exists \beta, \gamma \in P(B) \setminus \{\emptyset\}, \beta \cap \gamma = \emptyset, e_{\lambda} = e_{\beta \cup \gamma} \cdot e_{\beta}.\] (23)

In this case, $|\lambda| = |\mu| - |\nu|$. By definition, the operation results in the right contraction. Reasoning as in the previous paragraph leads us to $g_c = |\lambda| = |\gamma|$ and $\lambda = \gamma$. Computing the number of the products is then reduced to determining the number of different possibilities for $\beta$ and $\gamma$. If we set $\gamma = \lambda$, there is only one possibility for $\gamma$. As $|\beta| + |\gamma| \leq d \Rightarrow |\beta| \leq d - |\gamma| = d - g_c$. Therefore, any possible grade of $\beta$ lower than or equal to $d - g_c$ is possible. As $|\beta| = g_b$, any combination of $g_b$ in $d - g_c$ is possible.

In a similar way as for the outer product, any combinations of $|\lambda| = g_c$ in $d$ is possible, resulting in the number of the products as follows.

\[
\begin{pmatrix} d \\ g_c \end{pmatrix} \begin{pmatrix} d - g_c \\ g_b \end{pmatrix}.
\] (24)

Furthermore, as $g_b \leq g_a$, $|g_a - g_b| = g_a - g_b$, Equation (24) can be rewritten as

\[
\begin{pmatrix} d \\ g_c \end{pmatrix} \begin{pmatrix} d - g_c \\ 2g_b \end{pmatrix} = \begin{pmatrix} d \\ g_c \end{pmatrix} \begin{pmatrix} d - g_c \\ g_a + g_b - g_a + g_b \end{pmatrix}
\]

\[
= \begin{pmatrix} d \\ g_c \end{pmatrix} \begin{pmatrix} d - g_c \\ g_a + g_b - |g_a - g_b| \end{pmatrix}.
\] (25)

Finally, since one product requires one addition, the total number of the required arithmetic operations is

\[2 \left( \frac{d}{|g_a - g_b|} \right) \left( \frac{d - |g_a - g_b|}{g_a + g_b - |g_a - g_b|} \right).
\] (26)

\[\square\]
3.3. Comparison with the double sum computation

In a similar way as Section 2.3, let us compute the ratio between the two formulas \(16\) and \(3\):

\[
\frac{p_{th}^{th}}{p_{DS}^{th}} = \frac{\begin{pmatrix} d \\ |g_a - g_b| \end{pmatrix} \begin{pmatrix} d - |g_a - g_b| \\ g_a + g_b - |g_a - g_b| \end{pmatrix}} {\begin{pmatrix} d \\ g_a \end{pmatrix} \begin{pmatrix} d \\ g_b \end{pmatrix}}. \tag{27}
\]

If \(g_a < g_b\), then Equation \(29\) can be rewritten as

\[
\frac{p_{th}^{th}}{p_{DS}^{th}} = \frac{\begin{pmatrix} d \\ g_b - g_a \end{pmatrix} \begin{pmatrix} d + g_a - g_b \\ g_a \end{pmatrix}} {\begin{pmatrix} d \\ g_a \end{pmatrix} \begin{pmatrix} d \\ g_b \end{pmatrix}}. \tag{28}
\]

Simplifying this equation can be achieved by revealing either \(\binom{d}{g_b}\) or \(\binom{d}{g_a}\) in its upper term. This is merely performed through first applying the symmetry property of the binomial coefficient as follows.

\[
\frac{p_{th}^{th}}{p_{DS}^{th}} = \frac{\begin{pmatrix} d \\ d + g_a - g_b \end{pmatrix} \begin{pmatrix} d + g_a - g_b \\ g_a \end{pmatrix}} {\begin{pmatrix} d \\ g_a \end{pmatrix} \begin{pmatrix} d \\ g_b \end{pmatrix}}. \tag{29}
\]

Then, Equation \(29\) can be simplified using the trinomial property defined in \([13]\):

\[
\frac{p_{th}^{th}}{p_{DS}^{th}} = \frac{\binom{d}{g_a} \binom{d - g_a}{d - g_b}} {\binom{d}{g_a} \binom{d}{g_b}}. \tag{30}
\]

For any grade and any dimension, \(\binom{d}{g_a} \neq 0\). We thus simplify Equation \(30\) as below.

\[
\frac{p_{th}^{th}}{p_{DS}^{th}} = \frac{\binom{d - g_a}{d - g_b}} {\binom{d}{g_b}}. \tag{31}
\]

Finally the symmetry property of the binomial coefficient applied to the left term yields

\[
\frac{p_{th}^{th}}{p_{DS}^{th}} = \frac{\binom{d - g_a}{g_b - g_a}} {\binom{d}{g_b}}. \tag{32}
\]

As for the outer product, \(\forall g_a \geq 0, \binom{d - g_a}{g_b - g_a} \leq \binom{d}{g_b}\).
If \( g_a \geq g_b \), a similar reasoning results in:

\[
\frac{p^{\text{th}}}{p^{\text{DS}}} = \left( \frac{d - g_b}{g_a - g_b} \right) \left( \frac{d}{g_a} \right), \tag{33}
\]

and the same conclusion holds.

Again Equation (16) may result in high improvements with respect to Equation (3). As an example, let us assume that we compute the inner products of two trivectors in a 8-dimensional vector space. Then, Equation (3) requires 28 times more arithmetic operations than Equation (16): 112 arithmetic operations instead of 3136 required to compute the inner product of two trivectors in a 8-dimensional vector space.

4. Geometric product

4.1. Properties

We here deal with the geometric product. As mentioned in [19], the possible grades of the resulting multivector are

\[
g_c \in \mathcal{I} = \{ |g_a - g_b|, |g_a - g_b| + 2, \ldots, g_a + g_b \}. \tag{34}
\]

The geometric product between two multivectors is then defined by

\[
C = \sum_{g_c \in \mathcal{I}} \sum_{k=1}^{d_{g_c}} c_k e_{\{\lambda_k\}} = \left( \sum_{i=1}^{d_{g_a}} a_i e_{\{\mu_i\}} \right) \ast \left( \sum_{j=1}^{d_{g_b}} b_j e_{\{\nu_j\}} \right). \tag{35}
\]

Note that in contrast to a multivector obtained by the outer product or the inner product, the resulting multivector might not be homogeneous. One might note that this contradicts the assumption that we deal with only full homogeneous multivectors. However, as stated in Section 1, a non-homogeneous multivector is merely the sum of homogeneous multivectors. Moreover, the resulting homogeneous multivectors are also full. Thus, the assumptions still hold.

4.2. Number of arithmetic operations

**Theorem 4.1.** The number \( p^{\text{th}} \) of the arithmetic operations involved in the geometric product \( A \ast B \) between two homogeneous multivectors \( A \) and \( B \) with respective grades \( g_a \) and \( g_b \) is given by

\[
p^{\text{th}} = 2 \sum_{g_c \in \mathcal{I}} \left( \frac{d}{g_c} \right) \left( \frac{g_c}{g_a - g_b + g_c} \right) \left( \frac{d - g_c}{g_a + g_b - g_c} \right), \tag{36}
\]

where \( \mathcal{I} = \{ |g_a - g_b|, |g_a - g_b| + 2, \ldots, g_a + g_b \} \).
Proof. The geometric product between any two basis blades can be written as
\[ e_{\lambda} = e_\mu \ast e_\nu \quad \lambda, \mu, \nu \in P(\mathcal{B}). \quad (37) \]
There are four cases with respect to \( \mu \) and \( \nu \).

The first case is
\[ \mu \cap \nu = \emptyset. \quad (38) \]
Then, the geometric product results in the outer product between the basis blades, and the number of products is already shown.

The second case corresponds to \( \mu \subseteq \nu \). (39)
In this case, \( |\lambda| = |\nu| - |\mu| \). By definition, the operation results in the left contraction. The number of the products is addressed in Section 3.2.

The third case corresponds to \( \nu \subseteq \mu \). (40)
In this case, \( |\lambda| = |\mu| - |\nu| \). By definition, the operation is reduced to the right contraction. The computation of the number of products is already addressed in Section 3.2.

Finally, the last case is the situation where \( \mu \cap \nu \neq \emptyset \) but \( \nu \not\subseteq \mu \) nor \( \mu \not\subseteq \nu \). More precisely, this corresponds to
\[ \exists \alpha, \beta, \gamma \in P(\mathcal{B}) \setminus \{\emptyset\}, \alpha \cap \beta = \emptyset, \beta \cap \gamma = \emptyset, e_\lambda = e_{\alpha \cup \beta} \ast e_{\beta \cup \gamma}. \quad (41) \]
In such a case, \( g_c = |\lambda| = |\alpha| + |\gamma| \) and \( \lambda = \alpha \cup \gamma \). Computing the number of products is reduced to determining the number of different possibilities for \( \alpha, \beta, \) and \( \gamma \). Let us start with \( \beta \). The union of the two blades of Equation (37) results in
\[ e_\lambda = e_{\alpha \cup \beta \cup \beta \cup \gamma}. \quad (42) \]
Therefore,
\[ |\alpha \beta| + |\beta \gamma| - |\beta \beta| = |\alpha \beta| + |\beta \gamma| - 2|\beta|, \quad (43) \]
\[ g_c = g_a + g_b - 2|\beta|. \]
Hence, we have
\[ |\beta| = \frac{g_a + g_b - g_c}{2}. \quad (44) \]
Due to the fact that \( \beta \cap \gamma = \emptyset \) and \( \beta \cap \alpha = \emptyset \), \( \beta \cap \lambda = \emptyset \). Thus,
\[ \beta \in P(\mathcal{B}) \setminus \{\lambda, \emptyset\}, |\beta| = \frac{g_a + g_b - g_c}{2}. \quad (45) \]
Furthermore,
\[ \beta \in P(\mathcal{B}) \setminus P(\lambda). \quad (46) \]
Since the set of maximal cardinality in \( P(\mathcal{B}) \setminus P(\lambda) \) is \( d - g_c \), the number of possibilities for \( \beta \) is the number of possible combinations of \( |\beta| \) in \( d - g_c \):
\[ \left( \frac{d - g_c}{g_a + g_b - g_c} \right). \quad (47) \]
Note that we have to ensure that \( \frac{g_a + g_b - g_c}{2} \) is an integer. Two cases exist: either \( g_a \) and \( g_b \) have the same parity or not.

If both \( g_a \) and \( g_b \) have the same parity, then
\[
\begin{align*}
\exists n \in \mathbb{Z}, \quad g_a + g_b &= 2n, \\
\exists n' \in \mathbb{Z}, \quad |g_a - g_b| &= 2n'.
\end{align*}
\] (48)

Furthermore, \( g_c \) is the sum of \( |g_a - g_b| \) and an even number, thus \( g_c \) is also even. Since the sum of two even numbers is also even, \( g_a + g_b - g_c \) is even.

Now let assume that \( g_a \) and \( g_b \) do not have the same parity. Then, their sum and their difference are both odds. On the other hand, \( g_c \) is the sum of \( |g_a - g_b| \) and an even number, indicating that the \( g_c \) is odd. Since the difference of two odd numbers is even, \( g_a + g_b - g_c \) is even. Hence, in both cases, \( g_a + g_b - g_c \) is even.

The number of the combinations for \( \alpha \) and \( \gamma \) is now computed. We know that \( g_c = |\lambda| = |\alpha| + |\gamma| \) and \( \lambda = \alpha \gamma \). Thus, the number of the combinations in this case is merely equivalent to the number of possibilities of the outer product associated to \( g_c \) and \( \alpha, \gamma \):
\[
\binom{g_c}{|\alpha|} = \binom{g_c}{|\gamma|}.
\] (49)

Furthermore, \( g_a = |\alpha| + |\beta| \Rightarrow |\alpha| = g_a - |\beta| \) and using the definition of \( |\beta| \) in Equation (44) results in a number of possibilities
\[
\binom{g_c}{|\alpha|} = \binom{g_c}{g_a - |\beta|} = \binom{g_c}{g_a - \frac{g_a + g_b - g_c}{2}} = \binom{g_c}{g_a - \frac{g_a + g_b + g_c}{2}}.
\] (50)

Note that for the same reason as in the above paragraphs, the term \( g_a - g_b + g_c \) is even. Furthermore \( g_a - g_b + g_c \geq 0 \) because by assumption \( g_c > |g_a - g_b| \). This results in a number of products of
\[
\binom{d}{g_c} \left( \frac{g_a - g_b + g_c}{2} \right) \left( \frac{d - g_c}{2} \right).
\] (51)

Equation (35) shows that the geometric product is the sum over all possible grades \( g_c \in \mathcal{J} \). Accordingly, Equation (51) yields
\[
\sum_{g_c \in \mathcal{J}} \binom{d}{g_c} \left( \frac{g_a - g_b + g_c}{2} \right) \left( \frac{d - g_c}{2} \right).
\] (52)
Finally, as each product requires one addition, the total number of the arithmetic operations is

$$2 \sum_{g_c \in \mathcal{I}} \left( d \frac{g_c}{g_a - g_b + g_c} \right) \left( \frac{d - g_c}{g_a + g_b - g_c} \right).$$

(53)

4.3. Comparison with the double sum computation

Proposition 4.2.

$$\sum_{g_c \in \mathcal{I}} \left( d \frac{g_c}{g_a - g_b + g_c} \right) \left( \frac{d - g_c}{g_a + g_b - g_c} \right) = \left( d \frac{g_a}{g_b} \right).$$

(54)

Proof. In addition to the symmetry property and the trinomial property, we will use here the Vandermonde’s convolution property of the binomial coefficient whose proof can be found in Chapter 5 of [13]. We first introduce a variable to drop divisions. Let us define

$$s = \frac{g_b - g_a + g_c}{2}.$$  

(55)

Let us assume, without loss of generality, that $g_a > g_b$. Then, as $g_c \in \mathcal{I} = \{|g_a - g_b|, |g_a - g_b| + 2, \ldots, g_a + g_b\}$,

$$s \in \{0, 1, \ldots, g_b\}.$$  

(56)

This yields

$$\sum_{g_c \in \mathcal{I}} \left( d \frac{g_c}{g_a - g_b + g_c} \right) \left( \frac{d - g_c}{g_a + g_b - g_c} \right) = \sum_{s=0}^{g_b} \left( d \frac{s + g_a - g_b}{s + g_a - g_b} \right) \left( 2s + g_a - g_b \right) \left( \frac{d - 2s + g_b - g_a}{g_b - s} \right).$$  

(57)

We apply the trinomial revision property to the two left-most terms in Equation (57), resulting in

$$\sum_{s=0}^{g_b} \left( d \frac{s + g_a - g_b}{s + g_a - g_b} \right) \left( d - s + g_b - g_a \right) \left( d - 2s + g_b - g_a \right).$$  

Next, we apply the same property to the two right-most terms, yielding

$$\sum_{s=0}^{g_b} \left( \frac{d}{s + g_a - g_b} \right) \left( d - s + g_b - g_a \right) \left( \frac{g_b}{g_b - s} \right).$$  

(58)

The symmetry property is then applied to the left-most term. We have

$$\sum_{s=0}^{g_b} \left( \frac{d}{d - s + g_b - g_a} \right) \left( d - s + g_b - g_a \right) \left( \frac{g_b}{s} \right).$$  

(59)
Again, we apply the trinomial revision property to the two left-most terms in Equation (59). We now have

\[ \binom{d}{g_b} \sum_{s=0}^{g_b} \left( \binom{d-g_b}{d-s-g_a} \right) \binom{g_b}{s}. \]  

(60)

Note that \( \binom{d}{g_b} \) does not depend on \( s \). Applying the Vandermonde’s convolution property to Equation (60) results in

\[ \binom{d}{g_b} \binom{d}{d-g_a}. \]  

(61)

After using the symmetry property on the right term, we see Equation (54) holds. □

5. Generating products by the recursive approach over a prefix tree

We show here that the prefix tree algorithm used in Garamon [3] reaches the above derived numbers of arithmetic operations for products between two full homogeneous multivectors.

To make the paper self-contained, let us briefly review in Section 5.1 the recursive formulation [3] to define multivectors and geometric algebra products (see [3] for more details). We start with the definition of multivectors using the prefix tree structure.

5.1. Multivectors

Each basis blade is associated with a node of a prefix tree and the nodes of depth \( k \) in the prefix tree correspond to the basis blades of grade \( k \). Thus, the scalar basis blade, denoted by \( 1 \), is associated with the root node. The vector basis blades are associated with the children of the root node, the bivector basis blades are associated to the children of those nodes, and so on, as illustrated on Figure 1. By construction of the prefix tree, the index of a basis blade associated with a node is prefixed by the indexes of the basis blades associated with its parent nodes. Note that the breadth-first search of the basis blades over the prefix tree results in the list of basis blades in the canonical order. For instance, the list obtained from the prefix tree in Figure 1 is \( (1, e_1, e_2, e_3, e_{12}, e_{13}, e_{23}, e_{123}) \).

Given a multivector \( A \), let us assume that \( a_\gamma \) represents a node of the prefix tree, where \( \gamma \) is the set of basis vectors present in the basis blade. For example, the node \( a_\gamma = a_{\{1,2\}} \) corresponds to the node associated with the blade \( e_{12} \) of \( A \). Then, the set of children of any node \( a_\gamma \) can be recursively defined from depth \( n \) to the next depth \( n+1 \) as follows:

\[
\begin{align*}
\text{a node at depth: } n & \quad \rightarrow \quad a_\gamma, \\
\text{its children at depth: } n+1 & \quad \rightarrow \quad a_{\gamma+\mu}, \quad \mu \in [\max(\gamma)+1, \cdots , d],
\end{align*}
\]  

(62)
where \( d \) is the dimension of the vector space. Note that the function \( \max() \) is self-sufficient since the integer is a totally ordered set. Furthermore, the addition sign between two sets (greek letters) denotes the concatenation of the two sets. An illustration of the recursion from a node to its children is given in Figure 2. The starting call of the recursive formula for the breadth-first search is \( a_0 \) at a depth of 0 (grade 0 or scalar). The end of recursion is achieved when a node is a leaf (i.e. \( \max(\gamma) = d \)).

**5.2. Recursive outer product**

The recursive outer product was introduced by [11] and defined over the binary tree in [2], then was adapted for the prefix tree in [3]. The resulting complexity of this recursive method for full multivectors in \( d \)-dimensional space is \( O(3^d) \). This section aims at computing the complexity for full homogeneous multivectors. We first remind the recursive outer product for general multivectors and then update this product for homogeneous multivectors.
Definition 5.1 (Recursive outer product over a prefix tree for general multivectors). Given two general multivectors \( A \) and \( B \), the recursive outer product associated with \( C = A \wedge B \) is expressed as

\[
\begin{align*}
\text{at depth } n \\
\text{computation: } c_\lambda &= a_\gamma \wedge b_\delta \\
\text{recursive calls: } c_{\lambda+\sigma} &= a_{\gamma+\sigma} \wedge b_\delta + \overline{a_\gamma} \wedge b_{\delta+\sigma}, \quad \sigma \in [\max(\lambda) + 1, \ldots, d] \\
\end{align*}
\]

where the overline denotes the anticommutativity property of the product.

The starting call of the recursive formula is \( c_0 = a_0 \wedge b_0 \), i.e. at a depth of 0 (grade 0 or scalar). The end of recursion is achieved when a node is a leaf (i.e. \( \max(\lambda) = d \)).

Definition 5.2 (Anticommutativity). The recursive construction of the anticommutativity of multivector \( A \) is

\[
\begin{align*}
& n \quad \rightarrow \quad a_\gamma \\
& n + 1 \quad \rightarrow \quad -\overline{a_\gamma + \mu}, \quad \mu \in [\max(\gamma) + 1, \ldots, d] \ ,
\end{align*}
\]

In the case of homogeneous multivectors, the grades \( g_a, g_b, \) and \( g_c \) of the multivectors are known in advance. The recursive product \( C = A \wedge B \) can then be slightly modified so that any update of \( c \) are performed only at depth \( g_c = g_a + g_b \).

Definition 5.3 (Recursive outer product of homogeneous multivectors over a prefix tree). Given two full homogeneous multivectors \( A \) and \( B \) of respective grade \( g_a \) and \( g_b \), the recursive outer product associated with \( C = A \wedge B \) of expected grade \( g_c \) is expressed as

\[
\begin{align*}
\text{at depth } n \\
\text{computation: } c_\lambda &= a_\gamma \wedge b_\delta, \quad \text{if } |\lambda| = g_c \\
\text{recursive calls: } c_{\lambda+\sigma} &= a_{\gamma+\sigma} \wedge b_\delta + \overline{a_\gamma} \wedge b_{\delta+\sigma}, \quad \sigma \in [\max(\lambda) + 1, \ldots, d] \\
\end{align*}
\]

where \( |\lambda| \) denotes the cardinality of the set \( \lambda \).

Thus, for homogeneous multivectors, the end of recursion is achieved when a node is a leaf (i.e. \( \max(\lambda) = d \)) or when the targeted grade \( g_c \) is reached (i.e. \( |\lambda| = g_c \)). Algorithm 1 presents a straightforward way to implement the recursive formulas presented in Definitions 5.1 and 5.3.

Figure 3 illustrates an example of the development of all the recursive outer products in the 3-dimensional vector space. The number of recursive calls depends only on the depth of the recursion, as stated with the following lemma whose proof is given in Appendix A.

Lemma 5.4. During the recursive product \( C = A \wedge B \), all the children \( c_{\lambda+\sigma} \) of a node \( c_\lambda \) of the the prefix tree corresponding to \( C \) generate the same number of recursive outer products calls. In other words, the siblings at any depth of the prefix tree of \( C \) generate the same number of products.
Algorithm 1: Pseudo-code of the recursive outer product $C = A \wedge B$

1 Function outer

Input: $a_\gamma, b_\delta$: node of multivectors $A$ and $B$,
$c_\lambda$: nodes of the resulting multivector $C$
complement: recursive value ($\pm 1$).

sign: recursive sign coefficient ($\pm 1$).

2 if $|\lambda| = g_c$ then // remove this condition for general

multivectors

3 $c_\lambda += $ sign $\times a_\gamma \times b_\delta$

4 foreach $\sigma \in [\max(\lambda) + 1, \ldots, d]$ do

5 // $a_\gamma + \sigma \wedge b_\delta$

6 outer($a_\gamma + \sigma, b_\delta, c_\lambda + \sigma, $sign $\times$ complement, complement)

7 // $a_\gamma \wedge b_\delta + \sigma$

8 outer($a_\gamma, b_\delta + \sigma, c_\lambda + \sigma, $sign, $-\text{complement}$)

9 First call: outer($a_0, b_0, c_0, 1, 1$)

Theorem 5.5. The complexity $c_{\wedge}^{\text{rec}}$ of the recursive outer product $C = A \wedge B$

between two homogeneous multivectors $A$ and $B$ of respective grade $g_a$ and $g_b$, with

resulting grade $g_c = g_a + g_b$, is expressed as

$$c_{\wedge}^{\text{rec}} = O\left(\binom{d}{g_c}\binom{g_a + g_b}{g_a}\right),$$

(66)

where $d$ is the dimension of the vector space.

Proof. Lemma [5.4] shows that during a recursive outer product, the siblings

at any depth (grade) of the resulting prefix tree have the same number of

outer products, i.e., the same number of recursive calls. Furthermore, there

are $(d)_{g_c}$ nodes of grade $g_c$ in the prefix tree represented in the $d$-dimensional

vector space. The number of products of a given depth is thus the multipli-

cation of the binomial coefficient and $n_{g_c,g_a}$ (the number of outer products

per node of grade $g_c$). Hence, the overall complexity is

$$c_{\wedge}^{\text{rec}} = O\left(\binom{d}{g_c}n_{g_c,g_a}\right).$$

(67)

We may focus on the computation of $n_{g_c,g_a}$, accordingly. The recursive

formula of Definition [5.3] shows that at any depth of recursion, there is a

sum of two recursive calls to be executed. Both the recursive calls increase

the grade of the result. One increases the grade of $a$ and the other leaves it
unchanged. Applying the recursion in the forward order yields

\[
\begin{align*}
n_{0,0} & = n_{1,1} + n_{1,0}, \\
n_{1,1} & = n_{2,2} + n_{2,1}, \\
n_{1,0} & = n_{2,1} + n_{2,0}, \\
\vdots \\
n_{g_c-2,g_a-1} & = n_{g_c-1,g_a} + n_{g_c-1,g_a-1}, \\
n_{g_c-1,g_a} & = n_{g_c,g_a}, \\
n_{g_c-1,g_a-1} & = n_{g_c,g_a-1}.
\end{align*}
\]  

(68)

When the final recursion is reached for the grade of $g_c$, two recursive calls $n_{g_c,g_a-1}$ and $n_{g_c,g_a+1}$ (corresponding to the respective ending conditions of the two terms of Equation (65)) are not executed. Now, going backward from the two final recursion equations $n_{g_c,g_a}$ yields the recursive formula

\[
n_{g_c,g_a} = n_{g_c-1,g_a} + n_{g_c-1,g_a-1}.
\]  

(69)

**Figure 3.** Prefix tree structure associated with the recursive outer product for a geometric algebra whose underlying vector space is of dimension 3. Note that for a given depth, each node presents the same number of outer products.
We verify that the cases where either \( g_c = g_a \) or \( g_a = 0 \) correspond to a final recursion condition, and, thus, we have \( n_{g_c,g_a} = 1 \). This recursive definition corresponds to the recursive definition of the binomial coefficient:

\[
\binom{g_c}{g_a} = \binom{g_c - 1}{g_a} + \binom{g_c - 1}{g_a - 1}.
\]

Hence, the number of recursive calls is thus

\[
n_{g_c,g_a} = \binom{g_c}{g_a} = \binom{g_a + g_b}{g_a}.
\]

The complexity of the recursive outer product is

\[
c_{\wedge}^{\text{rec}} = \mathcal{O}\left( \binom{d}{g_c} n_{g_c,g_a} \right) = \mathcal{O}\left( \binom{d}{g_a + g_b} \binom{g_a + g_b}{g_a} \right).
\]

\[\square\]

**Remark (Recursive outer product in practice).** In practice, there are some obvious speed-up ways for Algorithm 1 on homogeneous multivectors, as stated in [3]. The first way is to avoid recursive calls on nodes where the operand \( a \) and \( b \) lead to grade \( g_a + g_b > g_c \). This is introduced in Definition (65) as well as in Algorithm 1 line 2. A more sophisticated speed-up way is to discard a recursive call on a branch that never reaches the grade of the considered multivector, as shown in blue dashed arrows in Figure 4. These branch discard tests require only binary operators (very fast to compute) and can sometimes remove half of the recursive calls. The pseudo-code of this speed-up way for the outer product is presented in Appendix B. The speed-up in running time is clear since it only removes some calls in the original algorithm, but the complexity study becomes more complicated.
FIGURE 4. Tree structure for some resulting multivectors of grade 4 (A), grade 3 (B), grade 2 (C), grade 1 (D) in a 4-dimensional vector space. Useless branches are depicted in green dashed arrows above the targeted multivector and in blue below. The targeted nodes are surrounded by a black rectangle.
5.3. Recursive inner product
As stated in Section 3.1 when \( g_b > g_a \), the inner product is defined by the left contraction whereas it is by the right contraction when \( g_b \leq g_a \). These two cases are thus treated separately.

As stated in Section 3.1, the left contraction is a metric product and requires a metric to be defined. Let \( M_{d \times d} \) be the \( d \times d \) symmetric matrix defining the vector inner product of the vector space of dimension \( d \). In this context, we assume that the metric is diagonal. If not, the metric is assumed to be diagonalized. Thus, the metric will be only referred as its diagonal vector \( m = \text{diag}(M_{d \times d}) \), such that

\[
m(1) = e_1 \cdot e_1,
\]

\[
m(2) = e_2 \cdot e_2,
\]

\[
\vdots
\]

\[
m(d) = e_d \cdot e_d.
\]

(73)

**Definition 5.6 (Recursive left contraction).** The construction of the recursive left contraction \( a \cdot b \) is defined as

- at depth \( n \)
  - computation: \( c_\lambda + = a_\gamma \cdot b_\delta, \) if \( |\delta| = g_b \)
  - recursive calls: \( c_\lambda = \sum_{i=\sigma}^d m(i) a_\gamma \cdot b_{\delta+i}, \) \( \sigma \in [\max(\lambda) + 1, \ldots, d] \)
  - recursive calls: \( c_{\lambda+\sigma} = a_\gamma \cdot b_{\delta+\sigma}, \) \( \sigma \in [\max(\lambda) + 1, \ldots, d] \)

(74)

Note that the above recursive formula is equivalent to

- at depth \( n \)
  - computation: \( c_\lambda + = a_\gamma \cdot b_\delta, \) if \( |\delta| = g_b \)
  - recursive calls: \( c_\lambda = \sum_{i=\sigma}^d m(i) a_\gamma \cdot b_{\delta+i} + m(\sigma) a_\gamma \cdot b_{\delta+\sigma+\psi}, \) \( \sigma \in [\max(\lambda) + 1, \ldots, d], \)
    \( \psi \in [\max(\lambda) + 1, \ldots, d] \)

(75)

We present in Algorithm 2 a simple and intuitive way to implement the recursive left contraction.

**Definition 5.7 (Recursive right contraction).** The construction of the recursive right contraction \( a \cdot b \) is defined as

- at depth \( n \)
  - computation: \( c_\lambda + = a_\gamma \cdot b_\delta, \) if \( |\delta| = g_a \)
  - recursive calls: \( c_\lambda = \sum_{i=\sigma}^d m(i) a_\gamma \cdot b_{\delta+i}, \) \( \sigma \in [\max(\lambda) + 1, \ldots, d] \)
  - recursive calls: \( c_{\lambda+\sigma} = a_\gamma \cdot b_\delta, \) \( \sigma \in [\max(\lambda) + 1, \ldots, d] \)

(76)

The algorithm of the recursive right contraction is presented in Algorithm 3.

**Theorem 5.8.** The complexity \( c_{\text{rec}} \) of the recursive inner product \( C = A \cdot B \) between two homogeneous multivectors \( A \) and \( B \) of respective grade \( g_a \) and \( g_b \), with
Algorithm 2: Pseudo-code of the recursive left contraction $C = A \, B$

1 Function leftCont
   Input: $a_\gamma, b_\delta$: node of multivectors $A$ and $B$,
   $c_\lambda$: nodes of the resulting multivector $C$
   complement: recursive value ($\pm 1$).
   sign: recursive sign coefficient ($\pm 1$).
   $m$: diagonal coefficients of the metric.
2 if $|\delta| = g_b$ then
3   $c_\lambda +=$ sign $\times a_\gamma \times b_\delta$
4 foreach $\sigma \in [\max(\lambda) + 1, \cdots, d]$ do
5   // $m(i)\overline{a_{\gamma+\sigma}} b_{\delta+\sigma}$
6   leftCont($a_{\gamma+\sigma}, b_{\delta+\sigma}, c_\lambda, m(\sigma) \times$ sign, $-\text{complement}$)
7 foreach $\sigma \in [\max(\lambda) + 1, \cdots, d]$ do
8   // $\overline{a_\gamma} b_{\delta+\sigma}$
9   leftCont($a_\gamma, b_{\delta+\sigma}, c_{\lambda+\sigma}, \text{sign}, -\text{complement}$)
10 First call: leftCont($a_0, b_0, c_0, 1, 1$)

Algorithm 3: Pseudo-code of the recursive right contraction $C = A \, B$

1 Function rightCont
   Input: $a_\gamma, b_\delta$: node of multivectors $A$ and $B$,
   $c_\lambda$: nodes of the resulting multivector $C$
   complement: recursive value ($\pm 1$).
   sign: recursive sign coefficient ($\pm 1$).
   $m$: diagonal coefficients of the metric.
2 if $|\gamma| = g_a$ then
3   $c_\lambda +=$ sign $\times a_\gamma \times b_\delta$
4 foreach $\sigma \in [\max(\lambda) + 1, \cdots, d]$ do
5   // $m(i)a_{\gamma+\sigma} b_{\delta+\sigma}$
6   rightCont($a_{\gamma+\sigma}, b_{\delta+\sigma}, c_\lambda, m(\sigma) \times$ sign, $-\text{complement}$)
7 foreach $\sigma \in [\max(\lambda) + 1, \cdots, d]$ do
8   // $a_{\gamma+\sigma} b_\delta$
9   rightCont($a_{\gamma+\sigma}, b_\delta, c_{\lambda+\sigma}, \text{complement} \times$ sign, $\text{complement}$)
10 First call: rightCont($a_0, b_0, c_0, 1, 1$)

resulting grade $g_c = |g_a - g_b|$, is expressed as

$$c_{\text{rec}} = O\left(\left(\frac{d}{g_c}\right)\left(\frac{d - g_c}{g_a + g_b - g_c}\right)\right), \quad (77)$$

where $d$ is the dimension of the vector space.
**Proof.** Lemma 5.4 still holds even for the recursive inner product. Namely, the siblings at any depth (grade) of the resulting prefix tree have the same number of inner products, i.e., the same number of recursive calls. Furthermore, there are \( \binom{d}{g_c} \) nodes of grade \( g_c \) in the prefix tree represented in the \( d \)-dimensional vector space. The number of products of a given depth is thus the multiplication of the binomial coefficient and the number \( n_{d-g_c,g_a} \) of inner products per node of grade \( g_c \). The overall complexity is thus

\[
c_{\text{rec}} = \mathcal{O}\left( \binom{d}{g_c} n_{d-g_c,g_a} \right).
\]  

(78)

To compute this number \( n_{d-g_c,g_a} \) of recursive calls, let us focus on the evolution of grade \( g_a \) with respect to a depth of recursion \( g_c \). The following proof is divided in two parts. The first part is dedicated to the case \( g_a \geq g_b \) while the second part focuses on the case \( g_a < g_b \).

In the first case, the considered product is the recursive left contraction, resulting in multivector \( \epsilon = a \vert b \). As stated in Equation (75), for a given grade \( g_c \) of the result, both recursive calls increase grade \( g_c \). The left-most term leaves grade \( g_a \) unchanged on one hand (and increases the grade of \( b \)):

\[
n_{g_c,g_a} \rightarrow n_{g_c+1,g_a}
\]  

(79)

On the other hand, the second recursive call of Equation (75) increases \( g_a \) (and increases the grade of \( b \)).

\[
n_{g_c,g_a} \rightarrow n_{g_c+1,g_a+1}
\]  

(80)

By replacing \( g_c \) by \( d - g_c \) and summing Equations (79) and (80), we obtain

\[
n_{d-g_c-1,g_a+1} = n_{d-g_c,g_a} + n_{d-g_c,g_a+1}.
\]  

(81)

In this context, the cases where either \( d - g_c = g_a \) or \( g_a = 0 \) correspond to a final recursion condition, and thus we have \( n_{d-g_c,g_a} = 1 \). Therefore, Equation (81) corresponds to the recursive definition of the binomial coefficient:

\[
n_{d-g_c,g_a} = \binom{d-g_c-1}{g_a+1} = \binom{d-g_c}{g_a} + \binom{d-g_c}{g_a+1}.
\]  

(82)

Hence, the complexity \( c_{\text{rec}}^\downarrow \) of the recursive left contraction is

\[
c_{\text{rec}}^\downarrow = \mathcal{O}\left( \binom{d}{g_c} \binom{d-g_c}{g_a} \right).
\]  

(83)

In a similar manner, we have the complexity \( c_{\text{rec}}^\downarrow \) of the recursive right contraction is

\[
c_{\text{rec}}^\downarrow = \mathcal{O}\left( \binom{d}{g_c} \binom{d-g_c}{g_b} \right).
\]  

(84)
Accordingly, the complexity of the recursive inner product is

\[ c_{\text{rec}} = c_{\text{rec}}^\uparrow + c_{\text{rec}}^\downarrow = \mathcal{O}\left( \frac{d}{g_a + g_b - g_c} \right). \]  

(85)

\[ \square \]

5.4. Recursive geometric product

Similarly to the two other products, let us start with the definition of the recursive geometric product.

Definition 5.9. Given two homogeneous multivectors \( A \) and \( B \) and the set \( \mathcal{I} = \{ |g_a - g_b|, |g_a - g_b| + 2, \ldots, g_a + g_b \} \), where \( g_a \) and \( g \) are respectively the grade of \( A \) and \( B \), the recursive geometric product is expressed as

\[ c_\lambda = \sum_{d-i}^d m(i) \overline{a_{\gamma+i}} b_{\delta+i} \quad \sigma \in [\max(\lambda) + 1, \ldots, d] \]

\[ c_{\lambda+\sigma} = a_{\gamma+\sigma} b_{\delta+\sigma} + \overline{a_{\gamma}} b_{\delta+\sigma} \quad \sigma \in [\max(\lambda) + 1, \ldots, d] \]

(86)

The pseudo-code for this definition is presented in Algorithm 4.

**Algorithm 4:** Pseudo-code of the recursive geometric product \( C = A \times B \)

\begin{verbatim}
1 Function geoProduct
   Input: a_\gamma, b_\delta: node of multivectors A and B,
          c_\lambda: nodes of the resulting multivector C
          complement: recursive value (±1).
          sign: recursive sign coefficient (±1).
          m: coefficients of the metric.
          I = \{ |g_a - g_b|, |g_a - g_b| + 2, \ldots, g_a + g_b \}.
2 if |\lambda| \in \mathcal{I} and |\gamma| = g_a then
3     c_\lambda += sign \times a_\gamma \times b_\delta
4 foreach \sigma \in [\max(\lambda) + 1, \ldots, d] do
5     // m(i)a_{\gamma+\sigma} b_{\delta+\sigma}
6     geoProduct(a_{\gamma+\sigma}, b_{\delta+\sigma}, c_\lambda, m(\sigma) \times sign, complement)
7 foreach \sigma \in [\max(\lambda) + 1, \ldots, d] do
8     // a_{\gamma+\sigma} b_\delta
9     geoProduct(a_{\gamma+\sigma}, b_\delta, c_{\lambda+\sigma}, complement \times sign, complement)
10    // \overline{a_\gamma} b_{\delta+\sigma}
11 geoProduct(a_\gamma, b_{\delta+\sigma}, c_{\lambda+\sigma}, sign, complement)
12 First call: geoProduct(a_0, b_0, c_0, 1, 1)
\end{verbatim}
Theorem 5.10. The complexity $c^\text{rec}_*$ of the recursive geometric product $C = A \ast B$ between two homogeneous multivectors $A$ and $B$ of respective grade $g_a$ and $g_b$, with resulting grade $g_c \in I = \{ |g_a - g_b|, |g_a - g_b| + 2, \ldots, g_a + g_b \}$, is expressed as

$$c^\text{rec}_* = O \left( \left( \frac{d}{g_c} \right) \left( \frac{g_c}{g_a - g_b + g_c} \right) \left( \frac{d - g_c}{g_a + g_b - g_c} \right) \right),$$

where $d$ is the dimension of the vector space.

Proof. This proof is split into three parts, each of which is dedicated to one term in Equation (87). As for the outer and inner products, the number of recursive calls remains the same for any nodes of grade $g_c$. Moreover, there are $(\frac{d}{g_c})$ products for each node of grade $g_c$ of the resulting multivector in the $d$-dimensional vector space. Let us denote by $n_{g_a,g_b,g_c}$ the number of recursive calls with respect to grades $g_a, g_b,$ and $g_c$. The overall complexity is then

$$c^\text{rec}_* = O \left( \left( \frac{d}{g_c} \right) n_{g_a,g_b,g_c} \right).$$

Let us now reason the recursive formula of Equation (86). We remark that the recursive calls that increase the grade of the resulting multivector are those coming only from the outer product of Equation (65), corresponding to the last recursive call of Equation (86). As previously studied in Equation (66), for each possible grade of $c$, the number of calls associated with the recursive outer product is

$$\left( \frac{g_c}{g_a} \right) = \left( \frac{g_c}{g_a - g_b + (g_a + g_b)} \right) = \left( \frac{d}{g_a - g_b + g_c} \right).$$

Then, for any of the recursive outer product calls of the recursive geometric product, the recursive calls can be split into

at depth $n$
- computation: $c_\lambda = a_\gamma \times b_\delta$, if $|\lambda| \in I, |\gamma| = g_a$
- recursive calls: $c_\lambda = \sum_{i=0}^{d} m(i) a_{\gamma+i} * b_{\delta+i}$, $\sigma \in [\max(\lambda) + 1, \ldots, d]$ (90)
- recursive calls: $c_{\lambda+\sigma} = a_{\gamma+\sigma} * b_{\delta}$, $\sigma \in [\max(\lambda) + 1, \ldots, d]$ (91)

We recognize the recursive right contraction of Equation (76) in Equation (91) whereas Equation (91) corresponds to the recursive left contraction of Equation (74). This indicates that for each recursive outer product call,
recursive inner product calls are executed. Following the arguments of Theorem 5.8, we see that the number of required recursive calls is

\[ n_{g_a,g_b,g_c} = \left( \frac{g_c}{g_a - g_b + g_c} \right) \left( \frac{d - g_c}{g_a + g_b - g_c} \right) \] (92)

for any grade \( g_c \in I \). By merging the above arguments, we have Equation (87).

\[ \square \]

6. Discussion

The motivation of this paper is to study the complexity of geometric algebra products over homogeneous multivectors. Sections 2, 3, and 4 focus on the outer product, inner product, and geometric product respectively. Table 1 summarizes the required number of operation for each product according to the dimension of the considered vector space and the grades of the homogeneous multivectors used for the products.

This product complexity study naturally raises a subsidiary study about effective implementations of geometric algebra products. A first approach consists of pre-computing the products for a given algebra. The resulting code always reaches the best complexity for homogeneous multivectors. A second approach consists of a syntax simplification of geometric algebra expression. In principle, this technique also reaches the best complexity and can sometimes perform even better.

For both the approaches, one may also wonder if the pre-computation process is optimal. This question especially makes sense for meta-programming when the compilation time is important or for the cases where the products are computed on the fly for higher dimensional vector spaces.

In the case where the pre-computation is performed from existing product tables, each product between \( A \) and \( B \) requires to read all the entries of the table for the grades \((g_a,g_b)\). Some entries will lead to a pre-computed product when some other will just result in zero. The complexity is then in \( O((d_{g_a})(d_{g_b})) \) for every product. Thus, the table approach is optimal for the geometric product but neither for the outer product nor for the inner product.

Another solution is to pre-compute the product using the XOR operators [7]. Then for the \((d_{g_a})(d_{g_b})\) possible products, required are to check whether the result is non-zero and to compute the resulting sign. Note that the sign computation is in \( O(d) \), see Section 1 or [7] for further details. The resulting complexity becomes \( O(d \times (d_{g_a})(d_{g_b})) \).

Finally, the product pre-computation (or computation on the fly) can be performed by the recursive form presented in Section 5. For each product, this method reaches the optimal complexity, as stated in Table 2.
7. Conclusion

We gave a study on the number of arithmetic operations required for the outer, inner, and geometric products of geometric algebra for any full homogeneous multivectors with only non-zero elements. This study allowed to prove that there exists an approach that reaches the equivalent complexity for each product. As a perspective of this paper, we would focus on the computational complexity of products with more than two homogeneous multivectors.
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Appendix A. Proof of Lemma 5.4

Let us prove it by induction using the recursive formula (65). The base case is \( g_c = 0 \). The recursive formula (65) yields:

\[
\begin{align*}
\text{at depth 0} & \quad \text{computation: } c_\lambda = a_\gamma \wedge b_\delta, \quad \text{if } |\lambda| = g_c \\
& \quad \text{recursive calls: } a_\sigma \wedge b_0 + \overline{a_0} \wedge b_\sigma, \quad \sigma \in [\max(\lambda) + 1, \cdots, d] 
\end{align*}
\]

We remark that each node of the resulting outer product prefix tree of grade 1 is 2. Then, all the siblings of grade 1 induce the same number of products.

Let us assume that the proposition holds for a given grade of \( c \), called \( k_c \in \mathbb{N} \). Then the recursive products associated with any nodes \( c_\lambda \) of grade \( k_c \) can be seen as the sum of products with the same number of terms. For any node, each single product can be written as

\[
c_\lambda = a_\mu \wedge b_\nu. \quad (94)
\]

This product expand at the grade of \( k_c + 1 \) is as follows.

\[
\begin{align*}
\text{at depth } k_c + 1 & \quad \text{computation: } c_\lambda = a_\gamma \wedge b_\delta, \quad \text{if } |\lambda| = g_c \\
& \quad \text{recursive calls: } c_{\lambda + \sigma} = a_{\mu + \sigma} \wedge b_{\nu} + \overline{a_{\mu}} \wedge b_{\nu + \sigma}, \quad \sigma \in [\max(\lambda) + 1, \cdots, d] 
\end{align*}
\]

Again, we remark that for any nodes of \( c \) of grade \( k_c + 1 \), the number of products remains the same. Thus, by induction, the number of outer products remains the same for any node of the resulting prefix tree having the same grade (depth).
Appendix B. Pseudo-codes of the recursive products

In the optimized pseudo-code, the indices of the basis blades are represented with a binary label. This binary label is useful to optimize paths in the prefix tree. The binary label of a node is recursively computed using the binary label of its parent node. A node with binary label \( u \) has its first child binary label computed by

\[
\text{child\_label}(u, \text{msb}) = u + \text{msb},
\]

where \( + \) is the binary addition and \( \text{msb} \) is the binary label of the basis vector “added” to the basis blade by the outer product. So, \( \text{msb} \) contains only a single bit set to 1. Note that this bit set to 1 in \( \text{msb} \) cannot be a bit already set to 1 in \( u \), otherwise the parent node and its child would have the same grade.

The contribution of \( \text{msb} \) is the most significant bit of \( \text{child\_label}(\text{label}, \text{msb}) \), i.e., the first bit to 1 encountered while reading the binary label from the left, which corresponds to the position of the 1-bit of \( \text{msb} \).

We show the pseudo-code of the optimized outer product with the definition of these functions in Algorithm 5. In this algorithm, \( \text{labelToMsb}(\text{label}) \) computes \( \text{msb} \), the most significant bit from the considered label, i.e. the first 1 encountered in the binary word \( \text{label} \) when reading from left to right.

We also give the pseudo-codes of the optimized left contraction, right contraction, and geometric product in Algorithms 6, 7, and 8, respectively. The functions called inside these pseudo-codes are the same as those in Algorithm 5.
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Algorithm 5: Recursive outer product $C = A \land B$

1. **Function** `gradeKReachable`
   - **Input:**
     - `label`: the recursive position
     - `msb`: a label of the last traversed vector
     - `k`: the considered grade.
   - `labelChildK ← label + msb(2^{k - grade(label)} - 1)`
   - `return labelChildK < 2^d`

2. **Function** `outer`
   - **Input:**
     - $A$, $B$: two multivectors,
     - $C$: resulting multivector,
     - $k_a$, $k_b$ and $k_c$: the respective grade of each multivector.
     - $label_a$, $label_b$, $label_c$: recursive position on each tree.
     - `sign`: recursive sign index.
     - `complement`: recursive value ($\pm 1$).
   - **If** `grade(label_c) == k_c` **then**
     - // end of recursion
     - $C[label_c] + = sign \times A[label_a] \times B[label_b]$
   - **Else**
     - `msb_a = labelToMsb(label_a)`
     - `msb_b = labelToMsb(label_b)`
     - `msb_c = labelToMsb(label_c)`
     - **foreach** `msb` such that `gradeKReachable(k_c, msb, label_c) == true` **do**
       - `label = label_c + msb`
       - **If** `gradeKReachable(k_a, msb, label_a)` **then**
         - `outer(A, B, C, k_a, k_b, k_c, label_a + msb, label_b, label, sign \times complement, complement)`
       - **If** `gradeKReachable(k_b, msb, label_b)` **then**
         - `outer(A, B, C, k_a, k_b, k_c, label_a, label_b + msb, label, sign, -complement)`
Algorithm 6: Recursive left contraction product $C = A \| B$

Function leftcont

Input: $A, B$: two multivectors.
$C$: resulting multivector.
$k_a, k_b$ and $k_c$: respective grade of each multivector.
label$_a, label$_b, label$_c$: recursive position on each tree.
sign: a recursive sign index.
complement: recursive value ($\pm 1$).
m: vectors representing the metric diagonal matrix.

if grade(label$_b$) == $k_b$ then  // end of recursion
    $C[label$_c$] += m \times sign \times A[label$_a$] \times B[label$_b$]$ 
else  // recursive calls

    msb$_a$ = labelToMsb(label$_a$)
    msb$_b$ = labelToMsb(label$_b$)
    msb$_c$ = labelToMsb(label$_c$)

    foreach msb such that
        gradeKReachable($k_b, msb, label$_b$) == true do
            label = label$_b$ + msb
            if gradeKReachable($k_a, msb, label$_a$) then
                leftcont($A, B, C, k_a, k_b, k_c, label$_a$ + msb, label,
                           label$_c$, sign \times complement, \neg complement,
                           metric \times m(grade(label$_b$))$)
            if gradeKReachable($k_c, msb, label$_c$) then
                leftcont($A, B, C, k_a, k_b, k_c, label$_a$, label, label$_c$ +
                           msb, sign, \neg complement, metric)$)
Algorithm 7: Recursive right contraction product $C = A \langle B$

1 Function rightcont
2     Input: $A$, $B$: two multivectors.
3     C: resulting multivector.
4     $k_a$, $k_b$ and $k_c$: respective grade of each multivector.
5     label$_a$, label$_b$, label$_c$: recursive position on each tree.
6     sign: recursive sign index.
7     complement: recursive value ($\pm 1$).
8     metric: coefficients related to the metric.
9     if grade(label$_b$) == $k_b$ then // end of recursion
10           C[label$_c$] += metric $\times$ sign $\times$ $A$[label$_a$] $\times$ $B$[label$_b$]
11     else // recursive calls
12     msb$_a$ = labelToMsb(label$_a$)
13     msb$_b$ = labelToMsb(label$_b$)
14     msb$_c$ = labelToMsb(label$_c$)
15     foreach msb such that
16           gradeKReachable($k_a$, msb, label$_a$) == true do
17               label = label$_a$ + msb
18               if gradeKReachable($k_b$, msb, label$_b$) then
19                   rightcont($A$, $B$, $C$, $k_a$, $k_b$, $k_c$, label, label$_b$ + msb,
20                       label$_c$, sign $\times$ complement, $-\text{complement}$,
21                       metric $\times$ m(grade(label$_b$))
22               if gradeKReachable($k_c$, msb, label$_c$) then
23                   rightcont($A$, $B$, $C$, $k_a$, $k_b$, $k_c$, label, label$_b$, label$_c$ +
24                       msb, sign, $-\text{complement}$, metric))
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Algorithm 8: Recursive geometric product $C = A \ast B$

Function geometric

Input: $A, B$: two multivectors.
$C$: resulting multivector.
$k_a, k_b$ and $k_c$: respective grade of each multivector.
$\text{label}_a, \text{label}_b, \text{label}_c$: recursive position on each tree.
sign: a recursive sign index.
complement: recursive sign value ($\pm 1$).
metric: coefficients related to the metric.
depth: current depth in the prefix tree.

if $\text{grade}(\text{label}_b) == k_b$ and $\text{grade}(\text{label}_a) == k_a$ then

$C[\text{label}_c] += \text{metric} \times \text{sign} \times A[\text{label}_a] \times B[\text{label}_b]$

// end of recursion

else

msb$_a = \text{labelToMsb}(\text{label}_a)$
msb$_b = \text{labelToMsb}(\text{label}_b)$
msb$_c = \text{labelToMsb}(\text{label}_c)$

for $i$ in $2^{\text{depth}}, 2^{\text{depth}+1}, \ldots, 2^{d-1}$ do

if $\text{gradeKReachable}(k_b, i, \text{label}_b)$ then

if $\text{gradeKReachable}(k_a, i, \text{label}_a)$ then

geometric($A, B, C, k_a, k_b, k_c, \text{label}_a + i, \text{label}_b + i, \text{label}_c, \text{sign} \times$ $\text{complement}, -\text{complement}, \text{metric} \times$ $m(i), \text{depth} + 1)$)

if $\text{gradeKReachable}(k_a, i, \text{label}_a)$ then

geometric($A, B, C, k_a, k_b, k_c, \text{label}, \text{label}_b, \text{label}_c + msb, \text{sign} \times$ $\text{complement}, \text{complement}, \text{metric}, \text{depth} + 1)$)

if $\text{gradeKReachable}(k_b, i, \text{label}_b)$ then

geometric($A, B, C, k_a, k_b, k_c, \text{label}_a, \text{label}_b + i, \text{label}_c + i, \text{sign}, -\text{complement}, \text{metric}, \text{depth} + 1)$)