Scientific Literature Information Extraction Using Text Mining Techniques for Human Health Risk Assessment of Electromagnetic Fields
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This paper presents a scientific literature information extraction architecture using text mining techniques to assess the human health risk of electromagnetic fields (EMFs) generated by wireless sensor devices in Internet of Things (IoT). The proposed architecture uses three text mining techniques to extract three types of information—purpose statement, research category, and source of EMF exposure—from the scientific literature to help researchers assess the human health risk of EMFs. For the purpose statement, a representative sentence expressing the authors’ intentions and purposes was extracted from the abstract text of the articles through processes of candidate sentence selection, topic lexicon creation, and weighting. For the research category, the articles were classified into three study types—epidemiological, animal experimental, and cell experimental—using a weighting process based on the predefined feature lexicon of each category. Finally, all words representing frequency bands included in the abstract text of the articles were extracted to identify the source of EMF exposure. The aforementioned text mining techniques were used to extract the information from 100 scientific articles and the performance of this architecture was proved through expert verification. The experimental results show that the proposed architecture can extract the desired information to assess the human health risk of EMFs from the scientific literature with high accuracy.

1. Introduction

With the rapid spread of Internet of Things (IoT), wireless sensor networks (WSNs) have become ubiquitous in emerging applications such as smart healthcare systems, smart cities, smart homes, autonomous cars, and factory automation. As such, the widespread deployment of wireless sensor devices at home, in the workplace, in cars, on the road, and in hospitals exposes humans to electromagnetic fields (EMFs) generated by these devices. Therefore,
there is a pressing need to study the effects of EMFs generated by wireless sensor devices on humans.\(^1\) Human health risk assessments of EMFs rely on experts’ judgment, and academic databases with large volumes of scientific articles on EMF exposure, such as PubMed and EMF-Portal, are used by experts as primary resources for assessing the human health risk of EMF exposure.\(^2,3\) However, since these databases provide only bibliographic information, such as author name, publication title, article title, publication date, and publisher name, and basic analytical information, such as simple categorization and short article summaries, the use of such databases for assessing the human health risk of EMF exposure is inefficient and involves significant time and effort.\(^4,5\) Moreover, how the experts’ judgment can be used is often unclear to stakeholders.

There have been many studies to improve the efficiency of handling a vast database of scientific literature and to secure the objectivity of content using text mining techniques. PubTator is a web-based search tool for accelerating manual literature curation.\(^6\) It maintains the entire content of PubMed, which contains more than 30 million citations and abstracts of peer-reviewed biomedical literature, and provides keyword and semantic search capabilities with entity-specific annotations for specific bioentities (e.g., genes, diseases, species, chemicals, and mutations). Textpresso Central is an online literature search and curation platform that allows the full-text search of literature by integrating keyword and category searches.\(^7\) It provides context search for the full-text corpus in the PubMed Central Open Access Subset and WormBase *C. elegans* bibliography.\(^8,9\) BioReader is an article-classification tool for biomedical research that categorizes scientific literature according to whether users are or are not interested in the articles using text-mining-based classification.\(^10\) BioReader uses two types of corpora as the input—articles the user is interested in (positive category) and articles the user is not interested in (negative category)—and both are used to train and test ten different classification algorithms, i.e., Support Vector Machine (SVM), Elastic-net Regularized Generalized Linear Model, Maximum Entropy, Scaled Linear Discriminant Analysis (SLDA), Bagging, Boosting, Random Forest, k-Nearest Neighbor (k-NN), Regression Tree, and Naïve Bayes classifiers. Then, BioReader classifies the articles retrieved through a keyword search in PubMed based on user interest using a classification algorithm that presents the top results of the test. However, since the aforementioned text-mining-based applications aim to extract the entities from the articles or retrieve relevant articles from the scientific literature, they cannot provide helpful information specific to the health risk assessment of EMF exposure.

In this paper, a novel scientific literature information extraction architecture related to the human health risk assessment of EMF exposure is proposed. The proposed architecture utilizes text mining techniques to increase the efficiency of information extraction and the objectivity of extracted information to solve the problems of existing database-based methods that require excessive time and effort and depend on the judgments of specific experts. The proposed architecture extracts three types of information—purpose statement, research category, and source of EMF exposure—from the abstract text of scientific articles using three text mining techniques. For the purpose statement, a representative sentence expressing the authors’ intentions and purposes is extracted from the abstract text of the articles through processes of candidate sentence selection, topic lexicon creation, and weighting. For the research category,
the articles are classified into three study types—epidemiological, animal experimental, and cell experimental—using a weighting process based on the predefined feature lexicon of each category. Finally, all words representing frequency bands (e.g., ‘MHz’ and ‘GHz’) included in the abstract text of the articles are extracted to identify the source of EMF exposure. The aforementioned text mining techniques were used to extract the information from 100 scientific articles and the performance of this architecture was proved through expert verification. Our experimental results show that the proposed architecture can extract the desired information to assess the human health risk of EMFs from the scientific literature with high accuracy.

The rest of this paper is organized as follows. In Sect. 2, the functional architecture for the proposed techniques is described. The implementation and experimental results are presented in Sect. 3. Finally, Sect. 4 concludes the paper.

2. Functional Architecture

Figure 1 illustrates the proposed functional architecture for scientific literature information extraction. The proposed architecture includes three different methods for extracting three types of information from the abstract text of articles as input data: (1) purpose statement extraction (PSE), (2) research category extraction (RCE), and (3) EMF exposure source extraction (EESE). Each method applies different preprocessing functions for abstract text analysis as described in detail in Sect. 3.

The PSE method consists of four processes: (1) preprocessing, (2) candidate sentence selection, (3) topic lexicon creation, and (4) the weighting of the purpose statement. After preprocessing, the candidate sentence selection and topic lexicon creation processes are executed independently. For the candidate sentence selection process, two types of predefined lexicons

![Fig. 1. Functional architecture of scientific literature information extraction.](image-url)
are used: purposeful lexicon (PL) and disrupting lexicon (DL). The PL includes the words in the title of each article and the words that are used for describing the purpose statement. On the other hand, the DL includes the words that are used for describing the experimental results. The results of the candidate sentence selection process include multiple candidate sentences extracted from the abstract text. For the topic lexicon creation process, there are 10 pairs of words and their numeric weights are created through the latent semantic analysis (LSA) topic modeling technique. Finally, in the weighting process, the words and weights from the topic lexicon are used to assign a weight to each candidate sentence, and the sentence with the largest weight is identified as the purpose statement.

The RCE method consists of two processes: (1) preprocessing and (2) weighting using feature lexicons. A feature lexicon consists of words related to each of three research categories (i.e., epidemiological study, animal experimental study, and cell experimental study), which are defined before the weighting process. In the first step of the weighting process, the term frequency-inverse document frequency (tf-idf) matrix is derived from the abstract text of an article. Then, words that co-occur in the abstract text and each of the three feature lexicons are extracted. Finally, the weight of each category is calculated by summing the tf-idf values of the words co-occurring in the abstract text and each feature lexicon. From the weighting process, the category with the largest weight is extracted as the research category of the article.

The EESE method consists of two processes: (1) preprocessing and (2) frequency band extraction. After preprocessing, all words representing frequency bands (e.g., ‘MHz’ and ‘GHz’) mentioned in the abstract text of articles are extracted, and at most three different frequency bands are considered as the EMF exposure source.

3. Implementation and Experiment

To extract the information from scientific articles, the preprocessing of the abstract text is a common preliminary process for all three methods. The preprocessing process includes four functions: (1) lowercasing, (2) stop word removal, (3) lemmatization, and (4) tokenization. Lowercasing converts all characters in the abstract text to lowercase. Stop word removal removes all unnecessary texts such as punctuation, whitespace, be verbs, and words used only once in the corpus. Lemmatization converts the inflectional forms of words into common base forms, which are generally nouns or verbs. Tokenization splits the abstract text into sentences and words. All preprocessing functions except lowercasing are implemented using the Natural Language Toolkit (NLTK), which is a Python library for symbolic and statistical natural language processing. As shown in Table 1, these four functions are selectively implemented depending on the type of information extraction method.

Table 1
Selective implementation of preprocessing functions.

|      | Lowercasing | Stop word removal | Lemmatization | Tokenization |
|------|-------------|-------------------|---------------|--------------|
| PSE  | ○           | ○                 | ○             | ○            |
| RCE  | ○           | Partial implementation | ○           | ○            |
| EESE | ×           | ×                 | ×             | ○            |
In this study, the three methods of information extraction were performed using the abstract text of a scientific literature as input data. The PSE method was performed using the four processes described previously, i.e., preprocessing, candidate sentence selection, topic lexicon creation, and the weighting of the purpose statement. First, the four preprocessing functions were implemented with the abstract text. Then, the candidate sentence selection process was performed using the PL and DL predefined lexicons. Table 2 shows examples of PL and DL words. The PL includes words that are commonly used by authors when referring to the research purpose and words in the title of an article to which the candidate sentence selection process is applied. The DL contains words that are mainly used to describe the experimental results of articles. Using the candidate sentence selection process, sentences containing at least one word of PL, without including any words of DL, were selected as candidate sentences.

Next, for the topic lexicon creation process, LSA was implemented by first creating a word co-occurrence matrix in which all words in the corpus are the columns and all sentences are the rows. Then, the word co-occurrence matrix was converted to a tf-idf matrix via tf-idf value calculation. The tf-idf matrix was reduced to six rows by singular value decomposition (SVD), and the 10 words having the largest values in each row compose one provisional topic lexicon. As a result of LSA, six provisional topic lexicons, each of which includes 10 words, were derived from the six rows of the reduced tf-idf matrix. From these, one provisional topic lexicon having the most common words in the title of an article was selected as the topic lexicon.

All of these LSA procedures were implemented using Gensim, which is a Python library for unsupervised topic modeling and natural language processing. Examples of weighting the purpose statements are shown in Fig. 2. The pairs of words and numerical values in the topic lexicon were used to assign weights to the candidate sentences on the basis of the word co-occurrences of the topic lexicon and each candidate sentence. The sum of the numerical values of words that co-occur in the topic lexicon and each candidate sentence were saved as provisional weights. The final weight was calculated by multiplying the provisional weight and the word co-occurrence value. The word co-occurrence value is the number of common words of candidate sentences and title divided by the number of all words in the title. Finally, the candidate sentence having the largest final weight was selected as the purpose statement.

The RCE method was performed using the two processes described previously, i.e., preprocessing and weighting using feature lexicons. Preprocessing implements four preprocessing functions as in the PSE method but uses only part of the stop word removal function. Since the RCE method does not perform semantic analysis such as LSA, it is unnecessary to remove words that are used only once in the corpus. Table 3 shows the

Table 2
Examples of PL and DL words.

| PL words                          | DL words                                |
|----------------------------------|-----------------------------------------|
| propose, proposes, presents,     | significant, significantly, result,     |
| present, objective, suggests,    | results, affect, affects,               |
| suggest, show, shows, find,      | affected, concluded, evaluated,         |
| finds, propose, proposes,        | conclude, observed                      |
| progress, aim, goal, study,      |                                         |
| describes, describe, help,       |                                         |
| helps, investigated, investigate, |                                         |
| assess                           |                                         |

+ the words in the title of each article
predefined feature lexicons representing features of the three research categories. The epidemiological study feature lexicon was composed of words relevant to society, person, and region. The animal experimental study feature lexicon was composed of the species of experimental animals. The cell experimental study feature lexicon was composed of words relevant to cells and cell experiments. For the weighting process using feature lexicons, the abstract text was converted to a tf-idf matrix following the PSE method using Gensim. The tf-idf values were used to assign weights to each category on the basis of the word co-occurrence of the abstract and each feature lexicon. The weights of each category were calculated by summing the tf-idf values of the words that co-occurred in the abstract and the feature lexicon, and the category having the largest weight was selected as the research category.

The EESE method was performed using the two processes described previously, i.e., preprocessing and frequency band extraction. The preprocessing for EESE required only the tokenization function because it only considers the pattern of words indicating the frequency
band. The frequency band extraction was conducted by extracting all the words having a regular expression of the form “numbers + MHz, GHz”. If more than one frequency band were extracted from the abstract text, at most three frequency bands were considered as the source of EMF exposure.

In our experiments, the proposed architecture was applied to 100 scientific articles on the human health risk assessment of EMF exposure in the EMF-Portal, and the performance of the proposed method was verified by experts. Three types of information were extracted with an accuracy of 69 to 92%. Table 4 shows the experimental results.

Table 5 presents correct and incorrect examples of the experimental results for the PSE method. For the incorrect examples, the extracted sentences allude to experimental results rather than the purpose statement, whereas the purpose statement was successfully extracted in the correct examples. The abstract texts used in the incorrect examples include long descriptions of experimental results; thus, they include sentences related to experimental results and conclusions.

Table 6 presents correct and incorrect examples of the experimental results for the RCE method. For the incorrect examples, the weights of irrelevant categories are larger than those of relevant categories, whereas the weights of relevant categories are largest in the correct examples. Since the words in the feature lexicon of irrelevant categories are frequently used in the abstract text of incorrect examples, the weights of the irrelevant categories are the largest among the three categories in the weighting process.
The experimental results for the EESE method exhibit an accuracy of 92%. The EESE method failed to extract the frequency band representing the source of EMF exposure in 8 out of 100 articles because the authors used expressions such as “low frequency” and “high frequency” instead of words referring to the exact frequency band.

4. Conclusion

This paper presented a scientific literature information extraction architecture for the human health risk assessment of EMFs generated by wireless sensor devices in the IoT environment using text mining techniques. Different text mining techniques were applied to extract three types of information: purpose statement, research category, and source of EMF exposure. First, the purpose statement was extracted using three processes: candidate sentence selection, topic lexicon creation, and weighting. Second, for the research category, a weighting process was applied using feature lexicons. Finally, all words representing frequency bands were extracted from the abstract text of articles to identify the source of EMF exposure. To evaluate the proposed text mining techniques, a performance evaluation was conducted by experts using 100 scientific articles downloaded from the EMF-Portal database. The experimental results showed that the proposed architecture successfully extracted the purpose statement from 84 articles, the research category from 69 articles, and the EMF exposure source from 92 articles.
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