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Abstract

We present a probabilistic modeling framework and adaptive sampling algorithm wherein unsupervised generative models are combined with black box predictive models to tackle the problem of input design. In input design, one is given one or more stochastic “oracle” predictive functions, each of which maps from the input design space (e.g., DNA sequences or images) to a distribution over a property of interest (e.g., protein fluorescence or image content). Given such stochastic oracles, the problem is to find an input that is expected to maximize one or more properties, or to achieve a specified value of one or more properties, or any combination thereof. We demonstrate experimentally that our approach substantially outperforms other recently presented methods for tackling a specific version of this problem, namely, maximization when the oracle is assumed to be deterministic and unbiased. We also demonstrate that our method can tackle more general versions of the problem.

1 INTRODUCTION

A convergence of recent advances in machine learning has set the stage for a solution to an important class of problems wherein one is given an arbitrary function and would like to find the setting(s) of the inputs that satisfy user-defined criteria on the function values. For example, given a fully-trained predictive model such as a neural network, one may seek to find an input setting that maximizes a particular class probability, such as the probability that an image is of a dog. This problem bears similarity to that tackled by activation-maximization (AM) [22, 29], which is typically used to visualize what a neural network has learned. However, it turns out that there are many application domains where one would like to solve a related technical problem—to design an object, represented by the input of a predictive model, that yields particular predicted outputs. We call this input design. For example, one may want to design DNA sequences that maximize the amount of protein expression [13], or degree of protein binding [18], or design protein (amino acid) sequences that maximize properties such as secondary structure [12], or fluorescence [28]. In fact, this general design problem is one of the fundamental unsolved problems in bioengineering. Currently, a painstaking, iterative, local search is performed in the laboratory, a procedure called directed evolution [3]. Herein, we propose a method for in silico directed evolution which can move through the design space more efficiently. However, our method is general and also has applications in other domains such as image design, circuit design, and molecule design [8]. Although AM is one way to tackle our design problem, as we demonstrate herein, another altogether different approach is better suited to the problem.

Beyond designing inputs to maximize a property, one may want to design inputs to simultaneously maximize several properties [18]; to satisfy one property and maximize another; or to perform specification rather than maximization. In the specification problem one wants to design an input so as to achieve a particular property value or set of values, rather than to maximize it. For example, one may want to design a protein to fluoresce at a particular wavelength.

For our design problems we assume that we have access to an “oracle” predictive model, which, given an input such as a DNA sequence, returns a distribution over the properties of interest. Our design approach will specifically leverage the uncertainty in this distribution although it can also work with deterministic predictions. The oracle could be a neural network or Gaussian Process (GP) regression model [24] trained on data that we don’t have access to; it could have been hand-created by domain experts; it could consist of real, physical measurements such those obtained in
a laboratory, or even human-generated labels from an on-line crowd-sourcing platform. Additionally, the oracle need not be differentiable. In other words, the oracle is a black box that need only provide an input to output mapping.

Recently, several solutions to the maximization version of the input design problem (as opposed to specification) have been proposed \[8\] \[12\] \[18\], which we now discuss.

Gomez-Bombarelli et al. design chemical structures represented as strings \[8\]. The approach taken is to (1) learn a neural-network-supervised variational autoencoder (VAE) latent space so as to order the latent space by the property of interest, (2) build a GP regression model from the latent space to the supervised property labels, (3) perform gradient-based optimization over the latent space to maximize the GP function, (4) decode the optimal solution point(s) using the VAE decoder. The main drawbacks of this method are that it requires newly trained supervised oracle-like models as part of the approach (from latent space to property space), as well as access to data needed to do so. Specifically, two oracle-like models must be trained: one to help shape the latent space, and another to do property maximization. Each model requires either feature/kernel engineering, architecture selection, or both. Moreover, the success of the overall method is highly dependent on these choices because these supervised models map from the latent space to the property space, thereby interacting with the entire approach. For these reasons, we did not compare to this method.

Killoran et al. \[18\] use AM with a generative-adversarial network (GAN) \[9\] prior on the input space \[22\] for a DNA sequence design problem. This approach has several limitations, many of which were already mentioned in \[12\]. First, it requires that the predictive model of the desired properties be differentiable\[1\], whereas in many domains, one may have well-established expert models that are not. Moreover, the data needed to create a differentiable version of the model may not be available.

Gupta et al. combine a GAN with a predictive model \[12\], the “analyzer”, much like our oracle, which need not be differentiable. The method proposed is to (1) generate samples from a GAN for the first iteration (trained on an initial set of objects such as DNA sequences), (2) use a pre-trained property model to predict the property of each generated sample such as whether or not a protein is antimicrobial, (3) update the sample set by replacing the oldest \( n \) samples with the \( n \) samples from step 2 that exceed a user-specified threshold that remains fixed throughout the algorithm (and where \( n \) at each iteration is determined by this threshold), (4) retrain the GAN on the updated set of samples from step 3 for one epoch, (5) repeat. A stopping criterion is not provided. The intended goal is that as iterations proceed, the GAN will tend to produce samples which better maximize the property. Their procedure does not arise from any particular formalism, rather, it is described. Finally, unlike our method, this procedure does not handle uncertainty in quantitative property analyzers/oracles.

One issue with all three of these methods is the implicit (or explicit) use of a prior on the design space, which prevents the approach from appropriately exploring. For example, in \[8\], the design space is constrained by the fixed VAE, trained on some initial training data set. In the case where, for example, one is performing maximization, this may unnecessarily restrict the design space. Similarly, in \[18\], the design space is constrained by a fixed GAN, trained on some initial data set. Finally, in \[12\], although the method can in principle “walk away” from the initially trained GAN, their procedure does not tend to do this because of the “old” samples that tend to be retained. In fact, they cite this retention as a benefit of their approach, explaining that it helps to constrain search to feasible regions of the design space. We hypothesize, however, that it is for this reason that our method performs better. As shall become apparent, our procedure does not have this problem, yet can still enforce any necessary prior information by way of additional oracles, such as is done in Section 3.2.

Our approach, Design by Adaptive Sampling (DbAS), is similar in spirit to the approach of Gupta et al., but with a few key differences that place our method on a more rigorous foundation and yield substantial performance benefits (Figure 1). Intuitively, the key differences have to do with (1) replacing the ad hoc sample selection scheme with one that emerges from a principled framework that we develop based on probabilistic modeling and sampling, (2) leveraging the results of that framework to obtain an appropriate sample selection and sample weighting scheme. Finally, we demonstrate how to use our approach for specification as well as maximization. Our approach is related to several others which are discussed after presentation of our method.

It is worth noting that the problem of input design in discrete sequence space is related to the problem of combinatorial optimization. However, in combinatorial optimization problems, the function being optimized is typically not stochastic, whereas in most real-world input design problems, these functions are stochastic approximations of a ground truth that is
unknown; the ability to leverage this uncertainty, especially when the noise is heteroscedastic, will be extremely important.

Next we go over the derivation and details of our method before comparing it with other approaches experimentally.

2 METHODS

Preamble Our problem can be described as follows. We seek to find the setting(s) of the $D$ dimensional random vector, $X$ (e. g., representative of DNA sequences or images), that satisfies some property desideratum. For example, we may want to design a protein that is maximally fluorescent (the maximization problem), or that emits light at a specific wavelength (the specification problem). In our running examples, we will focus on the case where $X$ is discrete, with realizations, $x \in \mathbb{Z}^L$, because we are particularly interested in problems of sequence design. However, our method is immediately applicable to $X \in \mathbb{R}^L$.

We assume that we are given a scalar property predictor “oracle”, $p(y|x)$, which provides a distribution over the property random variable, $Y \in \mathbb{R}$, given a particular input $x$. From this oracle model we will want to compute the probability of various sets, $S$, occurring. For maximization, $S$ will be the set of values $y$ such that $y \geq y_{\text{max}}$ (where $y_{\text{max}} = \max_x E_{p(y|x)}[y]$). In the development of our method, we will also want to consider sets that correspond to less stringent criteria, such as $S$ corresponding to the set of all $y$ for which $y \geq \gamma$, with $\gamma \leq y_{\text{max}}$. In specification, $S$ will be the event that the property takes on a particular value, $y = y_{\text{target}}$ (strictly speaking, an infinitesimal range around it). From our oracle model, we can calculate the conditional probability of these sets—that is, the probability that our property desideratum is satisfied for a given input—as $P(S|x) \equiv P(Y \in S|x) = \int p(y|x) 1_S(y) dy$ (where $1_S(y) = 1$ when $y \in S$ and 0 otherwise). For the case of thresholding a property value, this turns into a cumulative density evaluation, $P(S|x) = p(y \geq \gamma|x) = 1 - CDF(x, \gamma)$. As we shall see, it is by way of these cumulative density function (CDF) calculations that our method will appropriately leverage the uncertainty of the oracle.

If the oracle is not probabilistic, we can simply assume that it is so, with zero-noise. The extent to which this oracle is correct in expectation and variance, and confident, will determine the efficiency and accuracy of our method. Herein we assume an unbiased oracle such that in expectation, the predictions it makes are correct. We first outline our approach in the case where our aim is to perform maximization of a single property. Details of how to readily generalize this to the specification problem, and to more than one property, including a mix of maximization and specification, are in the Supplementary Information.

Our approach We cast the problem of input design as one of maximizing the probability of satisfying the desired property. Recall that $S$ is the set of property values that satisfy our desideratum. If we could maximize the expected probability that our desideratum is satisfied, where expectation is performed over a generative model distribution, $p(x|\theta)$, given by say, a VAE, then we could sample from the generative model to obtain our solution. In particular, if (a) we could solve the following optimization problem,

$$\hat{\theta} = \arg\max_{\theta} \log P(S|\theta)$$

$$= \arg\max_{\theta} \log \int p(S|x)p(x|\theta) dx$$

$$= \arg\max_{\theta} \log E_{p(x|\theta)}[P(S|x)],$$

(b) the class of generative models was of sufficiently high capacity (c) $S$ was an infinitesimally small set, and (d) the oracle was noise-free, then $p(x|\hat{\theta})$ would collapse to a point mass centered on the desired property value. Then we could sample an input, $\hat{x} \sim p(x|\hat{\theta})$, to obtain our “designed” input $x$. If the desired property referred to a non-infinitesimal set of property values, or if the oracle was not noise-free, then the generator would in general yield a non-degenerate distribution over inputs that we could sample from. This non-degeneracy is intuitively satisfying: it elucidates that the precision to which we can accurately perform input design depends directly on the precision of the oracle.

There are two main difficulties in optimizing (4). The first is that the parameter being optimized appears in the expectation distribution, which causes difficulties in computing gradients\cite{20,25}. One could use the log-derivative trick to overcome this issue; however, this is known to generally yield high-variance MC estimates. Alternatively, one might consider using the reparameterization trick\cite{20,25}; however, it can be difficult to generally construct reparameterizations, especially for complex distributions such as those encoded by a VAE. Moreover, reparameterization becomes harder still for distributions over discrete state spaces\cite{16}. The second difficulty arises from the fact that $S$ will in general be a rare condition, and therefore $P(S|\theta)$ will generally be vanishingly small for most $\theta$, thereby yielding high-variance MC estimates, and exacerbating the first difficulty. We therefore take a different approach.

Next we outline a series of steps that will allow us to tackle the optimization problem in (4) using an ite-
Maximizing (8) with respect to the same parametric family. Specifically, we will find a series of \( \theta^{(t)} \), where at each iteration, \( t \), the generative model \( p(x|\theta^{(t)}) \) gets closer and closer to the desired distribution. Note that conditioning this generative model on \( S \) and using Bayes’ Theorem we obtain

\[
p(x|S, \theta^{(t)}) = \frac{P(S|x)p(x|\theta^{(t)})}{P(S|\theta^{(t)})},
\]

which we can use to derive a lower bound on our objective (3). As we shall see, we can satiate this bound, so the bound is simply a technique to transform our problem into one we can solve. In particular, we can derive a lower bound as follows:

\[
\log \mathbb{E}_{p(x|\theta)}[P(S|x)] = \log \mathbb{E}_{p(x|S, \theta^{(t)})} \left[ \frac{p(x|\theta)}{p(x|S, \theta^{(t)})} P(S|x) \right] \\
= \log \mathbb{E}_{p(x|S, \theta^{(t)})} \left[ \frac{p(x|\theta)}{p(x|\theta^{(t)})} P(S|\theta^{(t)}) \right] \\
\geq \mathbb{E}_{p(x|S, \theta^{(t)})} \left[ \log \left( \frac{p(x|\theta)}{p(x|\theta^{(t)})} \right) \right] + \log P(S|\theta^{(t)})
\]

where (6) introduces \( p(x|S, \theta^{(t)}) \) as an Importance Sampling proposal distribution \( (21), (7) \) is due to the application of the relationship in (4) and the final lower bound is due to an application of Jensen’s Inequality. Also, as shown in the Supplementary Information, the gap between (5) and (8) is given precisely by \( D_{KL}(p(x|S, \theta^{(t)})||p(x|S, \theta)) \), which can be driven to zero because the distributions being compared are in the same parametric family.

Maximizing (8) with respect to \( \theta \) in order to obtain \( \theta^{(t+1)} \) results in the objective:

\[
\arg\max_{\theta} \mathbb{E}_{p(x|S, \theta^{(t)})} \left[ \log \left( \frac{p(x|\theta)}{p(x|\theta^{(t)})} \right) \right] + \log P(S|\theta^{(t)}) \\
= \arg\max_{\theta} \mathbb{E}_{p(x|S, \theta^{(t)})} \left[ \log p(x|\theta) - \log p(x|\theta^{(t)}) \right] \\
= \arg\max_{\theta} \frac{1}{P(S|\theta^{(t)})} \mathbb{E}_{p(x|\theta^{(t)})} [P(S|x) \log p(x|\theta)] \\
= \arg\max_{\theta} \mathbb{E}_{p(x|\theta^{(t)})} [P(S|x) \log p(x|\theta)].
\]

We could in principle begin to optimize this objective by drawing samples from \( p(x|\theta^{(t)}) \) to calculate a Monte Carlo (MC) estimate of the expectation in (12). However, in the case that the \( S \) is a rare condition, such as when it refers to a maximization or specifica-

To overcome this difficulty, we will construct a series of \( \theta^{(t)} \) for \( t=1,2,\ldots \), such that (a) each \( P(S^{(t)}|\theta^{(t)}) \) is non-vanishing—that is, sampling from \( p(x|\theta^{(t)}) \) will be likely to produce \( x \)’s such that \( P(S^{(t)}|x) \) is non-vanishing—and, (b) \( S^{(t)} \) approaches \( S \) as \( t \) grows large. At each iteration, we update the parameters \( \theta^{(t)} \) by optimizing an MC estimate of a
relaxed version of [12] in which $S$ is replaced by $S^{(t)}$. Specifically, we draw $M$ samples, $x_i^{(t)}$, from $p(x|\theta^{(t)})$ and perform the optimization

$$\theta^{(t+1)} = \arg\max_{\theta} \sum_{i=1}^{M} P(S^{(t)}|x_i^{(t)}) \log p(x_i^{(t)}|\theta), \quad (13)$$

which amounts to a weighted maximum likelihood (ML) objective which can be optimized with any number of standard techniques for training generative models. The weight of each data point, $x_i^{(t)}$, is given by $P(S^{(t)}|x_i^{(t)})$, which, notably, depends on the uncertainty of the oracle. Note that this is equivalent to minimizing the sample-based KL divergence between the previous generative model, conditioned on $Y \in S^{(t)}$, and the one we are updating, $D_{KL}(p(x|S^{(t)}, \theta^{(t)})||p(x|\theta))$.

The only remaining issue is how to set $S^{(t)}$ such that conditions a) and b) above are satisfied. Next we outline the procedure for satisfying these in the maximization context, and leave the specification problem to the Supplementary Information. Suppose we wanted to line the procedure for satisfying these in the maximization context, and leave the specification problem to the Supplementary Information. Suppose we wanted to find the $x$ that maximized the expected value of some property, with that maximum value, unknown. Then one would set $S^{(t)}$ to be the relaxed condition that $p(y \geq \gamma^{(t)}(x))$, where $\gamma^{(t)}$ is the $Q$th percentile of property values predicted for those samples from $p(x|\theta^{(t)})$. For $Q$ small enough, $p(S^{(t)}|x) = p(y \geq \gamma^{(t)}(x))$ will be non-vanishing by definition. Thus, by construction, we can now reasonably perform maximization of the objective in [12] instantiated with $S^{(t)}$ because the rare event is no longer rare.

We can begin this procedure with some initial model $p(x|\theta^{(0)})$ and iterate until convergence, enforcing that $\gamma^{(t)}$ implied by $Q$ is non-decreasing~\footnote[3]{To guarantee that $\gamma^{(t)}$ is increasing, one would have to sample from the generative model at this time step, until this occurred.}. This can be trivially achieved by re-using the previous $\gamma^{(t)}$ if needed. Upon convergence, one can draw $M$ samples from $p(x|\theta^{(t)})$, keeping the one with the largest expected value of the property as the designed input. Note that in our empirical evaluations, we instead maintain all $M$ samples in order to better characterize the procedure’s performance.

Convergence can be defined in several ways, including (1) the change in $\theta^{(t)}$ is below some threshold, or (2) the maximum value achieved has not changed after $T$ iterations. However, in our experiments, we instead use a fixed “sequence budget”, described later, enabling fair comparisons between approaches.

Note that if the oracle is noiseless, then the weights collapse to be binary, in which case one should choose $Q$ that is relatively low, such that more samples are given non-zero weight, and correspondingly, the effective sample size—the sum of the weights—is high enough. As the noise of the oracle increases, the weights become increasingly less binary and higher $Q$ can be efficient. Notably, as shown in the Supplementary Information, performance is not particularly sensitive to the choice of $Q$; in fact, $Q \geq 0.4$ worked well across both the noise-free and noisy oracle experiments. Because $Q$ is only defined for $Q \in [0, 1])$, so this encompasses nearly the entire range.

The choice of $M$ is related to $Q$ in the sense that if $Q$ is chosen poorly, one may require a larger $M$. However, we have found our method is not terribly sensitive to this setting, and generally use $M$ between 500 and 1,000. Additionally, in our experiments, this parameter is controlled by way of a “sequence budget” constraint applied to all methods.

There is a trivial condition under which this procedure is guaranteed to find the global maximum, which depends on properties of the generative model. First, the generative model must be high enough capacity. Second, the generative model must assign non-zero probability to every part of the input space. Given these conditions, if one runs the procedure infinitely long, then the global optimum will be found. While this conditions is of no practical utility in achieving the global optimum, it does suggest that the longer we run our approach, the better we are likely to do. This is in direct contrast to the approaches in [8, 18] which have no such guarantees. It is not clear if [12] may have such guarantees, or if so, possibly only when using a probabilistic generative model such as a VAE, rather than a GAN.

Connections to other methods There is an interesting connection between DbAS and an approach called the Cross Entropy Method (CEM) [23, 27]. CEM is a method originally developed to estimate the probability of rare events, and then later generalized to tackle optimization. CEM’s derivation stems from a goal of achieving the lowest variance estimate of a rare event probability, which yields an objective similar to that in [12]. CEM also bears other similarities to our approach, although, to the best of our knowledge, it has not been used to solve the design problem for stochastic oracles, nor has it been been combined with powerful modern-day generative models. In fact, in some sense, one can view DbAS as the natural extension of CEM to our problem statement, even though we arrived at it from a completely different angle—one befitting the problem statement. CEM in turn has a strong connection to reward-weighted regression used in Reinforcement Learning (e. g., [14, 24]).
Another interesting connection lies between DbAS and Expectation-Maximization (EM). At each iteration, when we optimize \([12]\), we are solving a weighted MLE problem, much like in EM. In our approach, the samples are weighted by \(P(S|x)\), whereas in EM they are weighted by the posterior distribution over the latent variable. Thus one can interpret \(P(S|x)\) as a posterior distribution over whether our desideratum is satisfied or not. Analogously to EM where the posterior moves closer and closer to the true posterior, in DbAS, the approximate “posterior” distribution slowly moves toward the true posterior as \(S^{(t)} \rightarrow S\), albeit using something more akin to annealing.

Our method also bears resemblance to the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) \([15]\). However, CMA-ES can only use a multivariate Gaussian as its underlying generative model, which limits its applicability to many problem areas.

Dayan and Hinton \([4]\) used a similar lower bound to ours to show that EM can be used to increase the expected reward in a particular Reinforcement Learning algorithm.

3 EXPERIMENTS

Overview We conduct three sets of proof-of-concept experiments that demonstrate the capabilities of DbAS. In all cases, we focus on designing sequences with respect to a single property. In the first set we generate random, noiseless oracle functions for a single property we want to maximize. We chose this random function setting to ensure that our approach could work in a general sense not specific to any domain. Moreover, we restrict the experiments to sequences that are short enough that we can enumerate all of them, and therefore know the ground truth maximum (sequence length \(L = 13\) corresponding to \(10^8\) possible sequences).

In the second set of experiments, our goal is to examine the feasibility of using our method in a particular domain of interest—maximizing the protein yield by designing DNA sequences. To do so, we learn a noisy oracle model on a large-scale set of protein expression data \([2]\) (Supplementary Figure 1), and then use this model to generate simulated data on which to evaluate the different methods. Here the design space is too large to search through and so we compare the property values achieved by each method, without knowledge of the true maximum (sequence length \(L = 96\) corresponding to \(10^{16}\) possible sequences). In the third set of experiments, we again use the protein yield simulation set-up, but this time for the specification problem. In all of these experiments, \(x\) represents a DNA sequences of length \(L\) (containing \(L \times 4\) entries from the one-hot encoding of nucleotides, \(\{A,C,T,G\}\), and \(y \in \mathbb{R}\) represents a scalar property of the sequences that we want to maximize or specify.

Method comparison In addition to DbAS-VAE—an implementation of DbAS that uses a VAE as the generative model—we also compare to: (1) Random design, where a given number of sequences are independently and identically sampled from a discrete distribution assigning equal mass to each discrete possibility, (2) Marginal design, wherein we design an optimal sequence by setting each position in the sequence to the element with the highest average oracle value in the training set, (3) the method of Killoran et al. \([18]\) (with a GAN prior), (4) FB-GAN, as described in \([12]\), and (5) FB-VAE, a version of FB-GAN that instead uses the same VAE architecture as in DbAS, so that
we can isolate the differences in performance owing to the design procedure rather than the choice of generative model. Further details about these methods are in the Supplementary Information.

To fairly compare these methods we keep the total number of samples considered during each run, \( N \), constant. We call this the sequence budget. This sequence budget corresponds to limiting the number of total gradient step updates performed in the Killoran method; limiting the total number samples drawn from the generative model in FB-GAN, FB-VAE, and DbAS; and limiting the total number of sequences that the Random method is allowed to consider. The Marginal method operates outside of these constraints because it only ever considers sequences in the training set, and requires no budget limitations. Additionally, every method is provided with the same initial training sets for each sequence, except for Random, which requires no training set.

Throughout, the term training data refers to sequences that each method is seeded with, and which are not paired with labels/properties. For DbAS, FB-GAN, FB-VAE, and Killoran, these are used to train the unsupervised generative model at the first iteration. For Marginal, it is used to compute the marginal statistics.

3.1 Maximization of random, noise-free oracles

We first test the ability of the methods to maximize the scalar output of dense neural network functions with randomly assigned weights. We run this test for sequences lengths, \( L \) between 6 and 13. These sequences are short enough that we can brute-force construct all \( 4^L \) possible sequences and evaluate their function values in the oracle. This allows us to determine the ability of each method to find the global maximum in the search space, in the small design space setting.

We assume that the oracle is an unbiased, noiseless predictor of the property. Therefore, within the DbAS framework, we use \( p(y|x) = \delta(f(x) - y) \) and correspondingly \( P(Y \geq y|x) = \mathbb{1}_{f(X) \geq y}(x) \) where \( f(x) \) is the random neural network oracle, and \( \delta(f(x) - y) \) denotes the Dirac delta function. We set \( Q = 0.95 \). However, as mentioned in Methods and shown in the Supplementary Information, DbAS is not very sensitive to this setting.

For each sequence length, we constructed 10 random training sets each of 1,000 sequences, under the constraint that none of the training sequences corresponded to oracle values above the 40th percentile over all \( 4^L \) sequences, thereby ensuring that there were no near-optimal sequences in the training set. We then ran each method once on each training data set with sequence budget \( N = 10,000 \).

The maximum oracle values found by each method were then compared by calculating a score representing how much of the gap between the highest property value in the training data and the global maximum

\[ \text{score} = \frac{\text{max}_{y \in \text{training}}(y) - \text{global max}}{\text{global max}} \]

4In DbAS, FB-GAN and FB-VAE the sequence budget was split over 20 iterations i.e., the methods sample \( M = 500 \) sequences at each iteration.
was achieved\footnote{Had we just compared the scores directly, the fluctuation across random functions would have obscured the results.}

\[
\text{fraction of possible gain} = \frac{y_{\text{opt}} - y_{\text{train}}^*}{y_{\text{global}}^* - y_{\text{train}}^*}, \quad (14)
\]

where \( y_{\text{opt}} \), \( y_{\text{train}} \), and \( y_{\text{global}} \) are the the maximum value found during design, the maximum value in the training set, and the global maximum, respectively. This score achieves its maximum of 1 when a method finds the global optimum.

In this setting, DbAS nearly always finds the global optimum sequence while FB-GAN, FB-VAE and Killoran methods struggle to perform better than the Random search (Figure 1). This suggests that the prior used by these methods overly influences and constrains the search. That the Marginal method performs so poorly demonstrates that the oracle contains complex signal. Furthermore, Killoran quickly converges to a local maximum, while FB-GAN and FB-VAE move very slowly towards generating sequences with higher property values, and DbAS quickly converges to the global maximum (Figure 1).

### 3.2 Maximization of a noisy, protein expression oracle

We next tested the methods on domain-specific, noisy oracles. In particular, on oracles created by fitting a predictive model on protein expression data. The aim in this domain is to find the DNA sequence that yields the most of a specified protein (the protein expression)\footnote{Due to the redundancy in the genatic code, many DNA sequences can code for the same protein, but the expression level of the protein depends on the particular DNA sequence that coded for it.}. The oracle model was given by \( p(y|x) = \mathcal{N}(y|f(x), \sigma^2) \), where \( f \) is a neural network, trained on sequence-expression pairs from [2]; \( \sigma^2 \) was set to its maximum likelihood value. The maximum protein expression value in the data set was 100.

An added difficulty in this problem compared to the previous experiment is that the design problem is now constrained to produce a DNA sequence corresponding to a specific protein sequence. To incorporate this constraint into DbAS, we construct an additional, deterministic oracle, \( p(T = \alpha|x) = 1_{\{t(X) = \alpha\}}(x) \), where \( T \) is a random variable representing translated sequences, \( \alpha \) is the target protein, \( t \) is a function that translates DNA sequences, and \( \{t(X) = \alpha\} \) is the set of sequences that are translated into \( \alpha \). This secondary oracle is used for DbAS, FB-GAN and FB-VAE; for the latter two, we naturally generalized the method to accommodate this. The Killoran method cannot incorporate this constraint without substantial changes to the method and we therefore do not test it in this experiment. We set \( Q = 0.99 \), corresponding to the fact that with a noisy oracle, one can effectively use any large \( Q \). However, as mentioned earlier and shown in the Supplementary Information, our method is not particularly sensitive to the choice of this parameter.

We chose the protein with the most experimental observations to test for design. The protein had 418 DNA sequence-expression pairs experimentally measured; these were used to initialize the generative model. We performed five runs with each method, with a sequence budget of \( N = 100,000 \) samples\footnote{This is larger than in the first experiment corresponding to the much larger search space. The budget is split into \( M = 1000 \) samples at each of 100 iterations in DbAS, FB-GAN, and FB-VAE.}.

Again, DbAS performs substantially better than the competing methods, and its sample trajectory converges to a predicted optimum value (Figure 2).

### 3.3 Specification of noisy, protein expression oracle

In our final experiment, we tested the capability of DbAS-VAE to perform specification in the same context as in Section 3.2. That is, we used the same protein expression oracle, and set the target set, \( S \), to an infinitesimal range around a specific expression value, \( c \), that is not the optimum, for the same protein as in the previous section. We chose five evenly-spaced values of \( c \), starting at 10 and going up to 130. We used the same settings for \( Q \), the sequence budget, and number of iterations as in the previous section.

DbAS is effective at concentrating the generative model around the target value, albeit with significant variance of sampled values around the target (Figure 3). We hypothesize that this is partially owing to the variance of the oracle predictions, and confirmed this by artificially reducing the oracle variance from its maximum likelihood value of 0.36 to 0.05 and repeating the experiment. As expected, this produces tighter distributions around the specified value. We hypothesize that the remaining variance in sampled values is likely due to the well-known “blurriness” problem in VAEs\footnote{This is larger than in the first experiment corresponding to the much larger search space. The budget is split into \( M = 1000 \) samples at each of 100 iterations in DbAS, FB-GAN, and FB-VAE.}, which prevents the generative model from collapsing around sequences whose expected predicted expression are closest to the specified value.

### 4 DISCUSSION

We have presented a new state-of-the-art method, DbAS, for designing inputs to satisfy certain proper-
ties, which can be evaluated, noisily or not, with an oracle model. When the oracle is noisy, with known noise properties, our method can leverage this noise. In our experiments, we assumed homoscedastic oracle noise. However, it will be important to develop and use oracle models that have heteroscedastic noise, such as GP regression [24], or developments to achieve similar capabilities in neural networks [6,11]. Additionally, it will be important to understand more deeply how issues of interpolation versus extrapolation may affect the ability to design well.

Although our experiments focused on designing discrete sequences with real-valued properties, DbAS readily handles real-valued design spaces, and discrete properties (i.e., classifier oracles). We also focused on VAE as the plug-and-play choice for the generative model, but any other generative model that can be trained using weighted MLE can be used.

Because the generative model is updated at every step, our approach to design can in principle be applied to the “zero-shot” problem, wherein no generative model training data at all are provided. However, we have not yet investigated this setting because most competing methods require training data.

A direction we are actively pursuing is to leverage DbAS to do rare-event, or in the extreme case, zero-shot conditional generative modelling. Such a goal would be similar to that in [5], however, our approach would provide a coherent framework within which to do it.

Finally, we are currently pursuing use of DbAS for an end-to-end protein design problem that includes wet-lab experimental validation.
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Supplementary Information: Design by adaptive sampling

S1 Generalization to specification

The DbAS procedure can be easily extended to perform specification of a property value rather than maximization. In this case the target set is an infinitesimally small range around the target, i.e., \( S = [y_0 - \epsilon, y_0 + \epsilon] \) for a target value \( y_0 \) and a small \( \epsilon > 0 \). The DbAS procedure remains mostly identical to that of maximization case, except in this case the intermediate sets \( S^{(t)} = [y_0 - \gamma^{(t)}, y_0 + \gamma^{(t)}] \) are centered on the specified value and have an update-able width, \( \gamma^{(t)} \). The \( \gamma^{(t)} \) values are then updated analogously to the thresholds in the maximization case, i.e., \( \gamma^{(t)} \) is set to the \( Q^{th} \) percentile of \( |y_i - y_0| \) values, for \( i = 1, ..., M \), where \( y_i \) are the expected property values according to the sample \( x_i \sim p(x|\theta^{(t)}) \).

S2 Generalization to multiple properties

Additionally, DbAS can be extended to handle multiple properties \( Y_1, ..., Y_K \) with corresponding desired sets \( S_1, ..., S_K \). We only require that these properties are conditionally independent given a realization of \( X \). In this case,

\[
P(S_1, ..., S_K|x) = \prod_{i=1}^{K} P(S_i|x)
\]

(S1)

where now each \( Y_i \) has an independent oracle. This distribution, and the corresponding marginal distribution \( P(S_1, ..., S_K|\theta) = \int dx p(x|\theta) \prod_{i=1}^{K} P(S_i|x) \) can then be used in place of \( P(S|x) \) and \( P(S|\theta) \) in Equations (1)-(13) in the main text to recover the DbAS procedure for mutiple properties.

S3 Alternative derivation of lower bound

Here we provide an alternative derivation of the lower bound in Equation (8) of the main text. We begin by considering the quantity \( D_{KL} \left( p(x|S, \theta^{(t)}) || p(x|S, \theta) \right) \) (where \( D_{KL} \) is the KL-divergence between two distributions), which will ultimately be the difference between the right- and left-hand sides of the bound (similar in spirit to the difference that emerges from the lower bound used in variational inference [17]):

\[
D_{KL} \left( p(x|S, \theta^{(t)}) || p(x|S, \theta) \right)
\]

(S2)

\[= \mathbb{E}_{p(x|S, \theta^{(t)})} \left[ \log p(x|S, \theta^{(t)}) - \log p(x|S, \theta) \right] \]

(S3)

\[= \mathbb{E}_{p(x|S, \theta^{(t)})} \left[ \log \frac{p(S|x)p(x|\theta^{(t)})}{P(S|\theta^{(t)})} - \log \frac{P(S)p(x|\theta)}{P(S|\theta)} \right] \]

(S4)

\[= - \mathbb{E}_{p(x|S, \theta^{(t)})} \left[ \log \frac{p(x|\theta)}{p(x|\theta^{(t)})} \right] - \log P(S|\theta^{(t)}) + \log P(S|\theta), \]

(S5)

where (S3) is due to the definition of KL-divergence, (S4) is due to an application Bayes’ Theorem to both terms in the expectation, and (S5) is due to the cancellation of the \( \log P(S|x) \) terms and a rearrangement of terms. Rearranging the equality between (S2) and (S5), we arrive at:

\[
\log P(S|\theta) - D_{KL} \left( p(x|S, \theta^{(t)}) || p(x|S, \theta) \right)
\]

(S6)

\[= \mathbb{E}_{p(x|S, \theta^{(t)})} \left[ \log \frac{p(x|\theta)}{p(x|\theta^{(t)})} \right] + \log P(S|\theta^{(t)}).
\]

(S7)
Again, similarly to how the Evidence Lower Bound in variational inference can be developed \[11\], the equality in (S7), combined with the fact that the KL-divergence is always non-negative, implies the lower bound in (8). Additionally, this equality makes it clear that by maximizing (8) according to the objective in Equation (12), that we are simultaneously maximizing \( \log P(S|\theta) \) and minimizing \( D_{KL}(P(x|S, \theta^{(t)})||p(x|S, \theta)) \). The two densities in this KL divergence term have the same parametric form, and therefore this divergence can be driven to zero.

### S4 Extension to models not permitting MLE

Many models cannot be fit with maximum likelihood estimation, and in this case we cannot solve the DbAS update equation, \[13\], exactly. However, DbAS can still be used in the case when approximate inference procedures can be performed on these models, for example any model that can be fit with variational inference \[17\]. We derive the DbAS update equation in the variational inference case below, but the update equation can be modified in a corresponding way for any model that permit other forms of approximate MLE.

In variational inference specifically, the maximum likelihood is lower bounded by an alternative objective:

\[
\max_{\theta} \log p(x|\theta) = \max_{\theta} \mathbb{E}_{p(z)}[p(x|z)] \geq \max_{\theta, \phi} \mathbb{E}_{q(z|x, \phi)}[\log p(x|z, \theta)] - D_{KL}[q(z|x, \phi)||p(z)] = \max_{\theta, \phi} \mathcal{L}(x, \theta, \phi)
\]

where \( z \) is a realization of a latent variable with prior \( p(z) \), and \( q(z|x, \phi) \) is an approximate posterior with parameters \( \phi \). Equation (S11) implies that we can lower bound the the argument of (13):

\[
\max_{\theta} \sum_{i=1}^{M} P(S^{(t)}|x_{i}^{(t)}) \log p(x_{i}^{(t)}|\theta) \geq \max_{\theta, \phi} \sum_{i=1}^{M} P(S^{(t)}|x_{i}^{(t)}) \mathcal{L}(x_{i}^{(t)}, \theta, \phi)
\]

which is a tight bound when the approximate posterior in the model is rich enough for the approximate posterior to exactly match the true model posterior. This suggests a new update equation, specific for models trained with variational inference:

\[
\theta^{(t+1)}, \phi^{(t+1)} = \arg \max_{\theta, \phi} \sum_{i=1}^{M} p(S^{(t)}|x_{i}^{(t)}) \mathcal{L}(x_{i}^{(t)}, \theta, \phi)
\]

where we now give time dependence to the approximate posterior parameters, \( \phi \). In practice, this is the update equation we use for DbAS-VAE.

### S5 Keeping Old Samples

We can extend our method to allow one to maintain samples drawn from the generative models at times before the current iteration. Beginning with the argument to the program in \[12\]:

\[
\mathbb{E}_{p(x|\theta^{(t)})} \left[ P(S^{(t)}|x) \log p(x|\theta) \right] = \frac{1}{t} \sum_{k=0}^{t} \mathbb{E}_{p(x|\theta^{(t)})} \left[ P(S^{(t)}|x) \log p(x|\theta) \right]
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \mathbb{E}_{p(x|\theta^{(t)})} \left[ \frac{p(x|\theta^{(t)})}{p(x|\theta^{(t)})} P(S^{(t)}|x) \log p(x|\theta) \right]
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \mathbb{E}_{p(x|\theta^{(t)})} \left[ \frac{p(x|\theta^{(t)})}{p(x|\theta^{(t)})} P(S^{(t)}|x) \log p(x|\theta) \right]
\]

\[
\approx \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]

\[
= \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x_i^{(k)}|\theta^{(t)})}{p(x_i^{(k)}|\theta^{(k)})} P(S^{(t)}|x_i^{(k)}) \log p(x_i^{(k)}|\theta)
\]
where $x_i^{(k)}$ are samples drawn from $p(x|θ^{(k)})$ at the $k$th iteration of our method. Equation (S21) can be used as an alternative objective to (13) if one wishes to maintain old samples.

Of course, it may not be possible to calculate $p(x|θ^{(k)})$ for some models. In particular, $p(x|θ^{(k)})$ is intractable for many latent variable models. However, the above derivation can be modified slightly to only require the values of $p(x|z, θ^{(k)})$, which is very easy for models such as a VAE. Note that this does require caching both $x$ and $z$ samples from previous timesteps.

$$E_{p(x|θ^{(i)})} \left[ P(S^{(t)}|x) \log p(x|θ) \right] = \frac{1}{t} \sum_{k=0}^{t} \sum_{i=0}^{M} \frac{p(x^{(k)}_{i}|z^{(k)}_{i}, θ^{(t)})}{p(x^{(k)}_{i}|z^{(k)}_{i}, θ^{(t)})} \log p(x^{(k)}_{i}|θ)$$

S6 Experimental Details

Here we provide the necessary details to run the experiments described in the main text. In what follows, when we specify model architectures we use the notation $LayerType(OutputShape)$ to describe layers, and the notation $Layer1(Out1) → Layer2(Out2)$ to denote that $Out1$ is given as the input to $Layer2$.

S6.1 Methods details

VAE architecture The following VAE architecture was used for all DbAS-VAE and FB-VAE experiments. The VAE encoder architecture is $Input(L, 4) → Flatten(L*4) → Dense(50) → Dense(40)$. The final output is split into two vectors of length 20, which represent the mean and log-variance of the latent variable, respectively. The decoder architecture is $Input(20) → Dense(50) → Dense(L*4) → Reshape(L, 4) → ColumnSoftmax(L, 4)$.

FB-GAN and FB-VAE parameter settings A major implementation choice in FB-GAN and FB-VAE is the value of the threshold used to decide whether to give 0/1 weights to samples. We found that setting the threshold to the 80th percentile of the property values in the initial training set gave the best performance, and used that setting for all tests presented here.

FB-VAE implementation We note that a minor modification to the FB-GAN framework was required to accommodate a VAE generator instead of a GAN. Specifically we must have the method sample from the distribution output by the VAE decoder in order to get sequence realizations, rather than taking the argmax of the Gumbel-Softmax approximation output by the WGAN.

GAN architectures Both the Killoran and FB-GAN methods use the WGAN architecture originally proposed in [10], with modifications to allow for discrete generator outputs. Specifically, the Killoran method applies a softmax layer and FB-GAN a Gumbel-softmax layer (with $τ = 0.75$), to the final layer of a neural network generator that outputs any $L \times 4$ matrix. Both of these produce continuous approximations to discrete random variables, and thus allow one to take gradients with respect to the generator parameters. We employ these architectures for all tests of these methods, with the dimensionality of the latent space set to 100, as suggested by Killoran, et al. (Note that Gupta et al. do not provide a setting for the dimensionality of the latent space). We note that in the expression maximization experiment (Section 3.2), we found that the WGAN with Gumbel-Softmax used by FB-GAN produced almost no samples that corresponded to the target protein after training with the 418 experimental sequences that correspond to that protein. This greatly hindered the ability of the method to make progress. We therefore used the softmax (non-Gumbel) approximation used by Killoran in the generators employed by FB-GAN for this experiment.
Model selection  One orthogonal issue that we did not focus on in the present work is how best to choose the class and capacity of the generative model, which can be approached using standard methods of model comparison. Herein, we instead simply select one GAN and one VAE, chosen from the literature, because these are simply plug-and-play components of our approach, and not the focus of the present work. In particular, we are not claiming that one of these is better than the other for our problem of input design. It is likely that the usual issues of, for example, blurriness in VAEs and mode collapse in GANs may be quite important [5].

Marginal  The specific procedure used by the Marginal method, given a training set of sequences and corresponding property values is as follows: for each position $i = 1, 2, \ldots, L$ the Marginal method splits the training set into four subsets, where the $j^{th}$ set contains all sequences with sequence element $j$ at a position $i$. It then calculates the average property values corresponding to the sequences in each set, and sets the element at position $i$ to the element whose set has the largest average property value. The resulting sequence is returned. This method is updated slightly for the expression maximization experiments (Section 3.2) in order to ensure that the constraint that the resulting sequences is translated into the target protein. This is done by marginalizing in the space of codons rather than sequence elements.

S6.2 Maximization of random, noise-free oracles

Oracle  The networks used in these experiments had architectures $\text{Input}(L, 4) \rightarrow \text{Flatten}(L*4) \rightarrow \text{Dense}(50) \rightarrow \text{Dense}(50) \rightarrow \text{Dense}(1)$. The weights and biases in these networks were randomly set using the Glorot Uniform scheme [7].

S6.3 Maximization of a noisy, protein expression oracle

Oracle Details  The oracle network used in these experiments had the architecture $\text{Input}(L, 4) \rightarrow \text{Flatten}(L*4) \rightarrow \text{Dense}(50) \rightarrow \text{Dense}(50) \rightarrow \text{Dense}(1)$. We applied an 85/10/5 train/validation/test split to the sequence/expression pairs from [2] and trained the model with the Adam optimizer [19] and early stopping criteria based on the validation loss (mean squared error). The trained model achieved a Pearson correlation of 0.8 between true and predicted values on a hold-out test set. A scatter plot of these results is shown in Figure S1 below.

Target Details  The experiments here (as well as in the specification case) optimized DNA sequences corresponding to the protein sequence SNILHPLFAVVVWHSVPSLPIKPSWRKIGVRQYV (the protein with the most experimental measurements). There are 48,693,796,581,408,768 possible sequences that are translated into this protein, of which 418 were tested by the experiments in [2] and used as the initial training set for generative models.

S7 Sensitivity to Parameters

We tested the sensitivity of DbAS results in the first two experiments (Sections 3.1 and 3.2) to the settings of the $Q$ parameter. By examining example trajectories at different values of $Q$ (Figures S2 and S3), we can see that the results are relatively insensitive the setting of the $Q$ parameter, with only very low values ($< 0.4$) performing substantially worse than the settings used in the presented experimental results. Note that $Q$ is only defined for $Q \in [0, 1]$, so this encompasses nearly the entire range.
Figure S1: Experimental expression vs. predicted expression on a hold test set. The model used for prediction is that used in all experiments in Sections 3.2 and 3.3.
Figure S2: Example trajectories at different settings of the $Q$ parameter in the noiseless random neural network maximization experiment (Section 3.1) for $L = 11$. Note that to highlight the differences between the trajectories, these were given a larger sequence budget than the results presented in Figure 1b.

Figure S3: Example trajectories at different settings of the $Q$ parameter in the expression maximization experiment (Section 3.2).