A stochastic Galerkin method for general system of quasilinear hyperbolic conservation laws with uncertainty
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Abstract

This paper is concerned with generalized polynomial chaos (gPC) approximation for a general system of quasilinear hyperbolic conservation laws with uncertainty. The one-dimensional (1D) hyperbolic system is first symmetrized with the aid of left eigenvector matrix of the Jacobian matrix. Stochastic Galerkin method is then applied to derive the equations for the gPC expansion coefficients. The resulting deterministic gPC Galerkin system is proved to be symmetrically hyperbolic. This important property then allows one to use a variety of numerical schemes for spatial and temporal discretization. Here a higher-order and path-conservative finite volume WENO scheme is adopted in space, along with a third-order total variation diminishing Runge-Kutta method in time. The method is further extended to two-dimensional (2D) quasilinear hyperbolic system with uncertainty, where the symmetric hyperbolicity of the one-dimensional system is carried over via the operator splitting technique. Several 1D and 2D numerical experiments are conducted to demonstrate the accuracy and effectiveness of the proposed gPC stochastic Galerkin method.
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1 Introduction

This paper is concerned with uncertainty quantification (UQ) of general system of quasi-linear hyperbolic conservation laws. UQ has received increasing attention in recent years and found its use in many problems. One of the most widely used UQ methods is generalized polynomial chaos (gPC) [35]. As an extension of the classical polynomial chaos [10], gPC approximates the uncertain solutions as a (truncated) generalized Fourier series by utilizing orthogonal polynomials, and the unknown expansion coefficient functions can be computed by an intrusive or a non-intrusive method. The intrusive methods typically employ stochastic Galerkin (SG) projection, which results in a larger coupled deterministic system of equations for the gPC coefficients. The non-intrusive methods are often of stochastic collocation (SC) type. They solve the original problem at some sampling points of the random variables, and then evaluate the gPC coefficients by using the polynomial interpolation or numerical quadrature, e.g. [23,34,1,18]. For a review of the methods, see [33].

Although the gPC-SG method has been successfully applied to a large variety of problems, its applications to hyperbolic conservation laws is still quite limited. This is mainly due to the lack of theoretical understanding of the resulting deterministic gPC-SG system. For the linear and scalar hyperbolic equations, the resulting gPC-SG systems are still hyperbolic, see e.g. [5,11,22,14]. However, for a general system of quasilinear hyperbolic conservation laws, the resulting gPC-SG system may be not globally hyperbolic [8]. The lack of hyperbolicity means that the Jacobian matrix may contain complex eigenvalues, which lead to ill-posedness of the initial or boundary problem and instability of the numerical computations. Recently, some efforts were made to obtain well-behaved gPC-SG system for a system of hyperbolic conservation laws. Després et al. used the gPC approximation to the entropy variables instead of the conservative variables in the Euler equations [8], and proved that the resulting gPC-SG system is hyperbolic, based on the fact that the Euler equations can be reformulated in a symmetrically hyperbolic form in term of the entropy variables. This method, however, can not be extended to a general quasilinear hyperbolic system without a convex entropy pair or a non-symmetrically hyperbolic system. Moreover, a minimization problem needs be solved at each spatial mesh point and time step, and thus the method is time-consuming, especially for multi-dimensional problems. An approach using the Roe variables was proposed for the Euler equations in [21]. Although effective, its extension to general systems is also very limited, due to the Roe linearization. More recently, a class of operator splitting based SG methods were developed for the Euler equations [6] and the Saint-Venant system [7]. The idea is to split the underlying system into several subsystems, and the gPC-SG method for each of these subsystems may result in globally hyperbolic gPC-SG system. However, such splitting is problem dependent and difficult to extended to a general system of quasilinear hyperbolic conservation laws.

The gPC Galerkin solution method for a general system of quasilinear hyperbolic conservation laws, which is still an open problem, is discussed in this paper. The major contribution of this paper is the development of a gPC Galerkin approach that results a symmetrically hyperbolic system of equations for the gPC coefficients, for any general
quasilinear conservation laws, e.g., Euler equations. The key ingredient of the method is the symmetrization of a general 1D hyperbolic system via the left eigenvector matrix of its Jacobian matrix. The symmetric form of the 1D hyperbolic system is then discretized and approximated by the gPC Galerkin approach. It is then proven that the resulting larger gPC-SG system is symmetrically hyperbolic. The symmetric hyperbolicity of the gPC-SG system is an important property and allows one to employ a variety of proper numerical schemes. In this paper a fifth-order accurate, path-conservative, finite volume WENO scheme is used in space, and a third-order accurate, total variation diminishing, explicit Runge-Kutta method is used in time. For multi-dimensional problems, operator splitting technique can be employed to take advantage of the hyperbolicity of the one-dimensional gPC-SG systems.

The rest of the paper is organized as follows: Section 2 presents the gPC-SG method for the general 1D system of hyperbolic conservation laws with uncertainty, including the discretization in random space in Subsection 2.2, the spatial discretization in Subsection 2.3, and the time discretization in Subsection 2.4. Section 3 extends the proposed gPC-SG method to multi-dimensional case. Section 4 conducts several 1D and 2D numerical experiments to demonstrate the performance and accuracy of the proposed gPC-SG method. Concluding remarks are presented in Section 5.

2 One-dimensional gPC-SG method

This section considers the gPC-SG method of a general quasilinear hyperbolic system

$$\frac{\partial}{\partial t} U(x, t, \xi) + \frac{\partial}{\partial x} F(U(x, t, \xi); \xi) = 0, \quad x \in \Omega \subseteq \mathbb{R}, \ t > 0,$$

(2.1)

where $U(x, t, \xi) \in \mathbb{R}^N$ is the unknown, $F(U; \xi) \in \mathbb{R}^N$ is the flux function, and $\xi \in \Theta \subset \mathbb{R}^d$ denotes the random variables that parameterize the uncertain coefficients or initial conditions of the given problem. The system (2.1) is hyperbolic if the Jacobian matrix $A(U; \xi) := \partial F(U; \xi)/\partial U \in \mathbb{R}^{N \times N}$ is real diagonalizable for all admissible state $U \in \mathcal{G}$ and almost everywhere $\xi \in \Theta$, where $\mathcal{G}$ denotes the set of admissible state.

2.1 Symmetrization

For smooth solution, the system (2.1) can be equivalently rewritten in the quasilinear form

$$\frac{\partial}{\partial t} U(x, t, \xi) + A(U; \xi) \frac{\partial}{\partial x} U(x, t, \xi) = 0.$$

(2.2)

Let the invertible matrix $L(U; \xi)$ be the left eigenvector matrix of the matrix $A(U; \xi)$, then

$$A = L^{-1} \Lambda(U, \xi) L, \quad a.e. \ \xi \in \Theta,$$

where the diagonal matrix $\Lambda(U, \xi) = \text{diag} \{\lambda_1(U, \xi), \cdots, \lambda_N(U, \xi)\}$ and $\lambda_\ell(U, \xi), \ \ell = 1, \cdots, N$, are $N$ eigenvalues of $A(U; \xi)$. If multiplying (2.2) from the left by the positive-
definite matrix $A_0(U; \xi) := L^T L$, one may obtain a symmetric system

$$A_0(U; \xi) \frac{\partial}{\partial t} U(x, t, \xi) + A_1(U; \xi) \frac{\partial}{\partial x} U(x, t, \xi) = 0,$$

where $A_1(U; \xi) := L^T \Lambda L$ is a real symmetric matrix and $L^T$ is the transpose of $L$. The system (2.3) is the starting point of our stochastic Galerkin method for the system (2.1).

2.2 Discretization in random space

Let \( \{ \phi_i(\xi) \}_{i \in \mathbb{N} \cup \{0\}} \) represent a complete set of polynomials in \( d \) variables and are orthonormal in the sense that

$$\int_\Theta \phi_i(\xi) \phi_j(\xi) d\mu(\xi) = \delta_{ij},$$

where \( \mu(\xi) \) is the probability distribution function of \( \xi \), and \( \delta_{ij} \) is the Kronecker symbol. We expect to seek a finite approximation

$$u_M(x, t, \xi) = \sum_{i=0}^{M} (\hat{u}_i(x, t))^T \phi_i(\xi) \in G,$$

(2.4)

to the solution \( U(x, t, \xi) \), where \( \hat{u}_i(x, t) \) is row vector, \( i = 0, \cdots, M \). To derive the gPC-SG method for the system (2.1), (2.4) is substituted into (2.3) and then enforce the residual to be orthogonal to \( \text{span}\{\phi_0(\xi), \cdots, \phi_M(\xi)\} \). The final deterministic gPC system for the expansion coefficients is as follows

$$\hat{A}_0 \frac{\partial}{\partial t} \hat{U}(x, t) + \hat{A}_1 \frac{\partial}{\partial x} \hat{U}(x, t) = 0,$$

(2.5)

where \( \hat{U} := (\hat{u}_0, \cdots, \hat{u}_M)^T \in \mathbb{R}^{(M+1)N} \) and the coefficient matrices \( \hat{A}_k \in \mathbb{R}^{(M+1)N \times (M+1)N} \), \( k = 0, 1 \), are of the form

$$\hat{A}_k = \begin{pmatrix} \hat{A}^{(k)}_{00} & \cdots & \hat{A}^{(k)}_{0M} \\ \vdots & \ddots & \vdots \\ \hat{A}^{(k)}_{M0} & \cdots & \hat{A}^{(k)}_{MM} \end{pmatrix},$$

here the blocks or sub-matrices are defined by

$$\hat{A}^{(k)}_{ij} = \int_\Theta \phi_i(\xi) \phi_j(\xi) A_k(u_M(x, t, \xi); \xi) d\mu(\xi) \in \mathbb{R}^{N \times N}, \quad i, j = 0, \cdots M.$$

Theorem 2.1 If \( u_M(x, t, \xi) \in G \), then \( \hat{A}_0 \) is real symmetric and positive definite, and \( \hat{A}_1 \) is real symmetric, that is to say, the gPC-SG system (2.5) is symmetrically hyperbolic.

Proof Both matrices \( \hat{A}_0 \) and \( \hat{A}_1 \) are real since \( u_M(x, t, \xi) \in G \). Let \( \hat{A}^{(k)}_{ij} \in \mathbb{R}^{N \times N} \) for
\[ i, j = 0, \cdots, M \] be the blocks of the matrix \( \hat{A}_k \), then one has

\[
\hat{A}_{ij}^{(k)} = (\hat{A}_{ji}^{(k)})^T = \left( \int_\Theta \phi_i(\xi)\phi_j(\xi)A_k(u_M(x,t,\xi);\xi)d\mu(\xi) \right)^T
\]

\[
= \int_\Theta \phi_i(\xi)\phi_j(\xi)A_k^T(u_M(x,t,\xi);\xi)d\mu(\xi) = \int_\Theta \phi_i(\xi)\phi_j(\xi)A_k(u_M(x,t,\xi);\xi)d\mu(\xi) = \hat{A}_{ij}^{(k)},
\]

which implies that \( \hat{A}_k \) is symmetric, \( k = 0, 1 \).

To show that \( \hat{A}_0 \) is positive definite, consider an arbitrary \( z := (z_0, \cdots, z_M)^T \in \mathbb{R}^{(M+1)N \times 1} \) with \( z_i^T \in \mathbb{R}^N, i = 0, \cdots, M \). Then,

\[
z^T \hat{A}_0 z = \sum_{i=0}^M \sum_{j=0}^M z_i \hat{A}_{ij}^{(0)} z_j
\]

\[
= \sum_{i=0}^M \sum_{j=0}^M \int_\Theta \phi_i(\xi)\phi_j(\xi)A_0(u_M(x,t,\xi);\xi)z_i^T d\mu(\xi)
\]

\[
= \sum_{i=0}^M \sum_{j=0}^M \int_\Theta \phi_i(\xi)A_0(u_M(x,t,\xi);\xi)z_i^T d\mu(\xi)
\]

\[
= \int_\Theta \left( \sum_{i=0}^M \phi_i(\xi)z_i \right) A_0(u_M(x,t,\xi);\xi) \left( \sum_{j=0}^M \phi_j(\xi)z_j \right)^T d\mu(\xi)
\]

\[
= \int_\Theta \left( \sum_{i=0}^M \phi_i(\xi)z_i \right) A_0(u_M(x,t,\xi);\xi) \left( \sum_{j=0}^M \phi_j(\xi)z_j \right)^T d\mu(\xi) \geq 0.
\]

If \( z^T \hat{A}_0 z = 0 \), then one has

\[
\sum_{i=0}^M \phi_i(\xi)z_i^T = 0, \ \text{a.e.}
\]

Since \( \{\phi_i(\xi)\}_{i \in \mathbb{N}U\{0\}} \) are basis polynomials, thus \( z_i = 0 \) for all \( i = 0, \cdots, M \), i.e. \( z = 0 \). The proof is completed.

An obvious corollary of Theorem 2.1 is that \( \hat{B} := \hat{A}_0^{-1} \hat{A}_1 \) is real diagonalizable.

2.3 Spatial discretization

The fact that the gPC Galerkin system (2.5) is hyperbolic allows one to use a variety of discretization schemes in space, e.g., the path-conservation scheme \([4,19,2,3]\). Here, the high-order finite volume WENO scheme given in \([19,32]\) is considered.

For the sake of convenience, the spatial domain \( \Omega \) is divided into the uniform mesh \( \{x_{j+\frac{1}{2}} = (j - \frac{1}{2}) \Delta x \in \Omega | j \in \mathbb{Z} \} \), where \( \Delta x \) denotes the spatial step-size. Multiplying (2.5) by \( \hat{A}_0^{-1} \) from the left, and using the higher-order, path-conservative, finite volume
WENO scheme to (2.5) for spatial discretization may give

\[
\frac{d\overline{U}_j(t)}{dt} = -\frac{1}{\Delta x} \left( \tilde{B}_{j+\frac{1}{2}} \left( \tilde{U}_{j+\frac{1}{2}} - \tilde{U}_{j-\frac{1}{2}} \right) + \tilde{B}_{j-\frac{1}{2}} \left( \tilde{U}_{j-\frac{1}{2}} - \tilde{U}_{j+\frac{1}{2}} \right) \right) \\
- \sum_{m=1}^{q} \omega_m \tilde{B} \left( \tilde{U}_j^{\text{WENO}}(x_m^G, t) \right) \frac{\partial \bar{U}_j^{\text{WENO}}}{\partial x}(x_m^G, t) =: \mathcal{L} \left( \overline{U}(t); j \right),
\]

(2.6)

where \( \overline{U}_j(t) \) denotes the cell-averaged approximation of \( \hat{U}(x, t) \) over the cell \( I_j := [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \), \( \hat{U}^{\text{WENO}}_j(x, t) \) is a polynomial vector function approximating \( \hat{U}(x, t) \) in the cell \( I_j \) and obtained by using the WENO reconstruction from \( \overline{U}_j(t) \), \( x_m^G \) and \( \omega_m \) denote the mth Gaussian-Lobatto node transformed into the interval \( I_j \) and the associated weight, respectively, and

\[
\hat{U}_{j-\frac{1}{2}}^+ (t) := \hat{U}^{\text{WENO}}_j (x_{j-\frac{1}{2}} + 0, t), \quad \hat{U}_{j+\frac{1}{2}}^- (t) := \hat{U}^{\text{WENO}}_j (x_{j+\frac{1}{2}} - 0, t).
\]

Here the matrix \( \hat{B}^-_{j+\frac{1}{2}} \) (resp. \( \hat{B}^-_{j+\frac{1}{2}} \)) has only non-positive (resp. non-negative) eigenvalues and is given by a suitable splitting of the intermediate matrix

\[
\hat{B}_\Psi (\hat{U}^-, \hat{U}^+) = \left( \sum_{m=1}^{\tilde{q}} \tilde{\omega}_m A_0 \left( \Psi (s_m, \hat{U}^-, \hat{U}^+) \right) \right)^{-1} \left( \sum_{m=1}^{\tilde{q}} \tilde{\omega}_m A_1 \left( \Psi (s_m, \hat{U}^-, \hat{U}^+) \right) \right),
\]

(2.7)

with \( \Psi (s_m, \hat{U}^-, \hat{U}^+) := \hat{U}^- + s_m (\hat{U}^+ - \hat{U}^-) \) and \( s_m \in [0, 1] \), that is

\[
\hat{B}_\Psi (\hat{U}^-_{j+\frac{1}{2}}, \hat{U}^+_{j+\frac{1}{2}}) = \hat{B}^-_{j+\frac{1}{2}} + \hat{B}^+_{j+\frac{1}{2}}.
\]

Here, the Lax-Friedrichs type splitting is employed, i.e.,

\[
\hat{B}^\pm_{j+\frac{1}{2}} = \frac{1}{2} \left( \hat{B}_\Psi (\hat{U}^-_{j+\frac{1}{2}}, \hat{U}^+_{j+\frac{1}{2}}) \pm \alpha_{j+\frac{1}{2}} I_{(M+1)N} \right),
\]

(2.8)

where \( I_{(M+1)N} \) denotes the identity matrix of size \((M+1)N\), and the coefficient \( \alpha_{j+\frac{1}{2}} \) is not less than the spectral radius of the intermediate matrix \( \hat{B}_\Psi \), which may be estimated by using the eigenvalues of the Jacobian matrix \( A(U; \xi) \) of (2.1), see Theorem 2.2 given below.

Practically, the intermediate matrix \( \hat{B}_\Psi (\hat{U}^-, \hat{U}^+) \) is an approximation of the matrix

\[
\left( \int_0^1 \hat{A}_0 \left( \Psi (s, \hat{U}^-, \hat{U}^+) \right) ds \right)^{-1} \left( \int_0^1 \hat{A}_1 \left( \Psi (s, \hat{U}^-, \hat{U}^+) \right) ds \right),
\]

by using the Gaussian quadrature along the integral path \( \Psi (s, \hat{U}^-, \hat{U}^+) = \hat{U}^- + s (\hat{U}^+ - \hat{U}^-) \), \( s \in [0, 1] \), which is the segment between \( \hat{U}^- \) and \( \hat{U}^+ \), and \( s_m \) and \( \tilde{\omega}_m \) denote the mth Gaussian node transformed into the interval \([0, 1]\) and the associated weight, respectively. It is not difficult to prove by using Theorem 2.1 that the intermediate matrix \( \hat{B}_\Psi (\hat{U}^-, \hat{U}^+) \) is
Before estimating the upper bound of the spectral radius of $\hat{\mathbf{B}}_{\Psi}$, we first prove a lemma.

**Lemma 2.1** If $\mathbf{A}_0$ is a real symmetric and positive-definite matrix, and $\mathbf{A}_1$ is a real symmetric matrix, then $\lambda \mathbf{A}_0 \pm \mathbf{A}_1$ is positive semi-definite if and only if $\lambda \geq \varrho \left( \mathbf{A}_0^{-1} \mathbf{A}_1 \right)$, where $\varrho \left( \mathbf{A}_0^{-1} \mathbf{A}_1 \right)$ denotes the spectral radius of the matrix $\mathbf{A}_0^{-1} \mathbf{A}_1$, and $\lambda$ is a real number.

**Proof** Because $\lambda \mathbf{A}_0 \pm \mathbf{A}_1 = \left( \mathbf{A}_0^{\frac{1}{2}} \right)^T \left( \lambda I \pm \mathbf{A}_0^{-\frac{1}{2}} \mathbf{A}_0^{-1} \mathbf{A}_1 \mathbf{A}_0^{-\frac{1}{2}} \right) \mathbf{A}_0^{\frac{1}{2}}$, where $I$ is the identity matrix, $\lambda \mathbf{A}_0 \pm \mathbf{A}_1$ is congruent to $\lambda I \pm \mathbf{A}_0^{\frac{1}{2}} \mathbf{A}_0^{-1} \mathbf{A}_1 \mathbf{A}_0^{-\frac{1}{2}}$. The hypothesis and Theorem 2.1 imply that $\mathbf{A}_0^{-1} \mathbf{A}_1$ is real diagonalizable. Thus $\lambda \mathbf{A}_0 \pm \mathbf{A}_1$ is positive semi-definite if and only if $\lambda I \pm \mathbf{A}_0^{\frac{1}{2}} \mathbf{A}_0^{-1} \mathbf{A}_1 \mathbf{A}_0^{-\frac{1}{2}}$ is positive semi-definite, equivalently, $\lambda \geq \varrho \left( \mathbf{A}_0^{\frac{1}{2}} \mathbf{A}_0^{-1} \mathbf{A}_1 \mathbf{A}_0^{-\frac{1}{2}} \right) = \varrho \left( \mathbf{A}_0^{-1} \mathbf{A}_1 \right)$. The proof is completed.

**Theorem 2.2** If

$$
\Psi \left( s_m, \hat{U}^-, \hat{U}^+ \right) \in \hat{G}_M := \left\{ \hat{U} := (\hat{u}_0, \ldots, \hat{u}_M)^T \in \mathbb{R}^{(M+1)N} \left| \sum_{i=0}^{M} \left( \hat{u}_i \phi_i(\xi) \right)^T \in \mathcal{G}, \ \forall \xi \in \Theta \right\},
$$

for $m = 1, \ldots, \tilde{q}$, then the spectral radius of the intermediate matrix $\hat{\mathbf{B}}_{\Psi}$ satisfies

$$
\alpha := \max_{\ell, m} \sup_{\xi \in \Theta} \left\{ \left| \lambda_{\ell} \left( \mathbf{u}_M^{(m)}(\xi) ; \xi \right) \right| \right\} \geq \varrho \left( \hat{\mathbf{B}}_{\Psi} \right),
$$

where $\lambda_{\ell}$ is the $\ell$-th eigenvalue of the Jacobian matrix $\mathbf{A}(\hat{U} ; \xi)$ of (2.1), $\ell = 1, 2, \ldots, N$.

**Proof** Under the hypothesis, it is easy to show that $\mathbf{u}_M^{(m)}(\xi)$ defined in (2.9) belongs to $\mathcal{G}$, for all $\xi \in \Theta$. Thanks to Theorem 2.1, $\mathbf{A}_0 \left( \Psi \left( s_m, \hat{U}^-, \hat{U}^+ \right) \right)$ is real symmetric and positive definite, and $\hat{\mathbf{A}}_1 \left( \Psi \left( s_m, \hat{U}^-, \hat{U}^+ \right) \right)$ is real symmetric. Because

$$
\hat{\mathbf{A}}^\Psi_k := \sum_{m=1}^\tilde{q} \tilde{\omega}_m \hat{\mathbf{A}}_k \left( \Psi \left( s_m, \hat{U}^-, \hat{U}^+ \right) \right), \ k = 0, 1,
$$

are two convex combinations of $\hat{\mathbf{A}}_k \left( \Psi \left( s_m, \hat{U}^-, \hat{U}^+ \right) \right)$, $m = 1, \ldots, \tilde{q}$, $\hat{\mathbf{A}}^\Psi_0$ is real symmetric and positive definite, and $\hat{\mathbf{A}}^\Psi_1$ is real symmetric. Due to Lemma 2.1, the inequality (2.10) is equivalent to the positive semi-definiteness of the matrix $\alpha \hat{\mathbf{A}}^\Psi_0 \pm \hat{\mathbf{A}}^\Psi_1$, which is a
The matrix \( \alpha A_0(u^{(m)}_M(\xi); \xi) \pm A_1(u^{(m)}_M(\xi); \xi) \) is positive semi-definite for all \( \xi \in \Theta \) due to the definition of \( \alpha \) and Lemma 2.1. Then, the positive semi-definiteness of \( \alpha \hat{A}_0^\Psi \pm \hat{A}_1^\Psi \) may be concluded by following the proof of Theorem 2.1. The proof is completed.

Theorem 2.2 indicates that the complicate calculation of the spectral radius of the large matrix \( \hat{B}_\Psi \) may be avoided in the Lax-Friedrichs type splitting (2.8) and the CFL condition for determining the time step-size in practical computations.

**Remark 2.1** In our computations, the parameters \( q \) in (2.6) and \( \tilde{q} \) in (2.7) is taken as 4 and 3, respectively. The function \( \hat{U}_j^{\text{WENO}}(x, t) \) is derived by using the Lagrange interpolation based on \( \{ \hat{U}_j^{\text{WENO}}(x^G_m, t) \}_{m=1}^{\tilde{q}} \), which are obtained by the fifth-order accurate WENO reconstruction from \( \{ \tilde{U}_j(t) \} \). If \( \tilde{U}_j(t) \in \hat{G}_M \) but \( \hat{U}_j^{\text{WENO}}(x^G_m, t) \notin \hat{G}_M \) for at least one Gauss-Lobatto point \( x^G_m \), then \( \hat{U}_j^{\text{WENO}}(x^G_m, t) \) is limited by the limiting procedure

\[
\tilde{U}_j^{\text{WENO}}(x^G_m, t) = \theta \left( \hat{U}_j^{\text{WENO}}(x^G_m, t) - \tilde{U}_j(t) \right) + \tilde{U}_j(t), \quad m = 1, \cdots, \tilde{q},
\]

where \( \theta = \min_{1 \leq m \leq q} \{ \theta_m \} \), and \( \theta_m = 1 \) for \( \hat{U}_j^{\text{WENO}}(x^G_m, t) \in \hat{G}_M \); otherwise, \( \theta_m \) corresponds to the intersection point between the line segment \( \{ \psi \left( s, \tilde{U}_j(t), \hat{U}_j^{\text{WENO}}(x^G_m, t) \right) : s \in [0, 1] \} \) and the boundary of \( \hat{G}_M \). If the admissible state set \( G \) is convex, e.g. for the Euler equations [37] or the relativistic hydrodynamical equations [30], then \( \hat{G}_M \) is also convex, and thus the intersection point is unique. However, for the system (2.1), the above gPC-SG method cannot generally preserve the property that \( \tilde{U}_j(t) \in \hat{G}_M \). Example 4.3 in Section 4 will show that the solutions \( \tilde{U}_j(t) \notin \hat{G}_M \) may appear for very few cells in few time steps. For this case, \( \tilde{U}_j(t) =: (\tilde{u}_0, \cdots, \tilde{u}_M)^T \) may be further limited as \( \tilde{U}_j(t; \tilde{\theta}) = (\tilde{u}_0, \tilde{\theta}_1, \cdots, \tilde{\theta}_M)^T \), where \( \tilde{\theta} \) corresponds to the intersection point between the line segment \( \{ \psi \left( \tilde{s}, \tilde{U}_j(t; 0), \tilde{U}_j(t) \right) : \tilde{s} \in [0, 1] \} \) and the boundary of \( \hat{G}_M \).

2.4 Time discretization

The time derivatives in the semi-discrete system (2.6) can be approximated any proper method, e.g., the explicit total variation diminishing Runge-Kutta method [25]. Here, the
third-order accurate version is considered, as an example. It takes the following form

\[ \begin{align*}
\hat{U}^*_j &= \hat{U}^*_j + \Delta t_n \mathcal{L}(\hat{U}^*_j; j), \\
\hat{U}^{**}_j &= \frac{3}{4} \hat{U}^*_j + \frac{1}{4} \left( \hat{U}^*_j + \Delta t_n \mathcal{L}(\hat{U}^*_j; j) \right), \\
\hat{U}^{n+1}_j &= \frac{1}{3} \hat{U}^*_j + \frac{2}{3} \left( \hat{U}^{**}_j + \Delta t_n \mathcal{L}(\hat{U}^{**}; j) \right),
\end{align*} \tag{2.11} \]

where \( \Delta t_n \) denotes the time step-size.

3 Two-dimensional gPC-SG method

This section extends the above gPC-SG method to a general two-dimensional (2D) quasi-linear hyperbolic system

\[ \begin{align*}
\frac{\partial}{\partial t} U(x, y, t, \xi) + \frac{\partial}{\partial x} F(U(x, y, t, \xi); \xi) + \frac{\partial}{\partial y} G(U(x, y, t, \xi); \xi) &= 0, \quad (x, y) \in \Omega, \ t > 0,
\end{align*} \tag{3.1} \]

If the eigenvector matrices of the Jacobian matrices in \( x \)- and \( y \)-directions are different, the general system (3.1) cannot be symmetrized with the approach used in Section 2.1. To derive an efficient gPC-SG method for the general system (3.1), the operator splitting technique is employed here, which in essence reduces the multi-dimensional problem to a sequence of augmented 1D problems. For example, the 2D system (3.1) is decomposed into two subsystems (the \( x \)- and \( y \)-split 2D systems) as follows

\[ \begin{align*}
\frac{\partial}{\partial t} U(x, y, t, \xi) + \frac{\partial}{\partial x} F(U(x, y, t, \xi); \xi) &= 0, \tag{3.2}
\end{align*} \]

and

\[ \begin{align*}
\frac{\partial}{\partial t} U(x, y, t, \xi) + \frac{\partial}{\partial y} G(U(x, y, t, \xi); \xi) &= 0. \tag{3.3}
\end{align*} \]

For the split sub-systems, the approach presented in Section 2 can be used to obtain a deterministic symmetrically hyperbolic system for the gPC expansion coefficients.

Assuming that the 2D spatial domain \( \Omega \) is divided into the uniform rectangular mesh \( \{ (x_{j+\frac{1}{2}}, y_{k+\frac{1}{2}}) = (j + \frac{1}{2}) \Delta x, y_{k+\frac{1}{2}} = (k + \frac{1}{2}) \Delta y) \in \Omega | j, k \in \mathbb{Z} \} \), and the cell-averaged approximation of the “initial” gPC expansion coefficients \( \bar{U}^n_{jk} \) over the cell \( [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \times [y_{k-\frac{1}{2}}, y_{k+\frac{1}{2}}] \) at \( t = t_n \) are given, then the cell-averaged approximation of the expansion coefficients at \( t = t_n + \Delta t_n \) can approximately calculated based on some higher-order accurate operator splitting method, e.g. a third-order accurate operator splitting method \([26,27]\)

\[ \bar{U}^{n+1}_{jk} = E^x \bar{E}_{x}^n \bar{E}_{x}^{n+2} \bar{E}_{x}^{n+4} \bar{E}_{y}^{n} \bar{U}^n_{jk}, \tag{3.4} \]

or

\[ \bar{U}^{n+1}_{jk} = E^y \bar{E}_{y}^{n} \bar{E}_{y}^{n+2} \bar{E}_{y}^{n+4} \bar{E}_{x}^{n} \bar{U}^n_{jk}, \tag{3.5} \]

where \( E^x \) and \( E^y \) denote the 1D finite volume WENO scheme for the deterministic systems corresponding to the split systems (3.2) and (3.3), respectively, and the “time step-sizes”
\[ \tau_i \text{ are} \]
\[ \tau_1 = \frac{2\Delta t_n}{5 - \sqrt{13} + \sqrt{2(1 + \sqrt{13})}}, \quad \tau_2 = \frac{7 + \sqrt{13} - \sqrt{2(1 + \sqrt{13})}}{12} \Delta t_n, \]
\[ \tau_3 = \frac{\tau_1^2}{\tau_2 - \tau_1}, \quad \tau_4 = \Delta t_n - (\tau_1 + \tau_2 + \tau_3). \]

4 Numerical experiments

This section presents several numerical examples to verify the accuracy and effectiveness of the proposed gPC-SG methods. The quasilinear system of hyperbolic conservation laws are taken as the 1D Euler equations
\[ \frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} = 0, \quad (4.1) \]
with
\[ U = (\rho, \rho u, E)^T, \quad F = (\rho u, \rho u^2 + p, uE + up)^T, \]
and the 2D Euler equations
\[ \frac{\partial U}{\partial t} + \frac{\partial F_1(U)}{\partial x} + \frac{\partial F_2(U)}{\partial y} = 0, \quad (4.2) \]
with
\[ U = (\rho, \rho u, \rho v, E)^T, \quad F_1 = (\rho u, \rho u^2 + p, \rho uv, uE + up)^T, \quad F_2 = (\rho v, \rho uv, \rho v^2 + p, vE + vp)^T. \]

Here \( \rho, u, v, p, \) and \( E \) denote the density, the velocity components in \( x- \) and \( y- \)directions, the pressure, and the total energy, respectively. In 1D, \( E = \rho e + \frac{1}{2} \rho u^2; \) and in 2D, \( E = \rho e + \frac{1}{2} \rho (u^2 + v^2), \) where \( e \) is the internal energy. An equation of state is needed to close the system (4.1) or (4.2). We focus on the case for the ideal gases, i.e.
\[ p = (\Gamma - 1)\rho e, \quad (4.3) \]
where \( \Gamma \) is the adiabatic index. In the numerical experiments, assume that the uncertainty may enter the problems through the initial or boundary conditions or the adiabatic index in the equation of state, more specifically, the adiabatic index or the initial \( \rho, u, v \) or \( p \) or boundary condition depends on a 1D random variable \( \xi, \) which is assumed to obey the uniform distribution on \([-1, 1]\) for simplicity. The Legendre polynomials are taken as the gPC basis, and thus the mean and variance of the gPC solution \( u_M \) in (2.4) are respectively given by
\[ \mathbb{E}[u_M] = \hat{u}_0, \quad \text{Var}[u_M] = \sum_{i=1}^{M} \hat{u}_i^2, \]
and the corresponding standard deviation \( \sigma[u_M] = \sqrt{\text{Var}[u_M]}. \) Unless specifically stated, all computations will use the CFL number of 0.6 in the finite volume WENO schemes for the deterministic gPC-SG systems. Due to the complex nature of the solution in
physical space, we focus exclusively on the $d = 1$ case in random space. This allows us to fully resolve the solution in random space. Extension to multiple random variables is straightforward and poses no numerical difficulty. It merely increases the simulation time significantly.

4.1 1D case

**Example 4.1 (Smooth problem)** This example is used to check the accuracy of the gPC-SG method for smooth solution

$$(\rho, u, p)(x, t, \xi) = \left( 1 + 0.2 \sin \left( 2\pi (x - (0.8 + 0.2\xi)t) \right), 0.8 + 0.2\xi, 1 \right),$$

with randomness, which describes a sine wave propagating periodically within the spatial domain $[0, 1]$ with uncertain velocity.

The spatial domain is divided into $N_c$ uniform cells and the periodic boundary conditions are specified. The time step is taken as $\Delta t_n = \Delta x^{5/3}$ in order to realize fifth-order accuracy in time in the present case. The $l^1$-errors in the mean and standard deviation of the density at $t = 0.2$ obtained by the gPC-SG method with $N_c = 320$ uniform cells and different gPC orders $M$ are plotted in Fig. 4.1. The fast exponential convergence with respect to the order of gPC expansion is observed both in mean and standard deviation. The errors saturate at modest gPC orders, because the spatial and time discretization errors become dominant at this stage. Table 4.1 lists the $l^1$-errors at $t = 0.2$ in the mean and standard deviation of the density and corresponding convergence rates for the gPC-SG method with $M = 4$ and different $N_c$. The results show that the convergence rate of fifth-order can be almost obtained in space and time.

![Fig. 4.1](image-url)  
**Fig. 4.1.** Example 4.1: $l^1$-errors at $t = 0.2$ in mean (dashed lines with symbols “*”) and standard deviation (solid lines with symbols “o”) of the density, with respect to gPC order $M$ for the gPC-SG method with 320 uniform cells.
Example 4.1: \( l^1 \)-errors at \( t = 0.2 \) in the mean and standard deviation of the density and corresponding convergence rates for the gPC-SG method with \( M = 4 \).

| \( N_c \) | Mean of \( \rho \) \( l^1 \) error | Standard deviation of \( \rho \) \( l^1 \) error | \( l^1 \) order |
|------|----------------|----------------|-------------|
| 10   | 3.1144e-3     | 4.4610e-4     | –           |
| 20   | 1.4266e-4     | 2.1666e-5     | 4.3639      |
| 40   | 4.3836e-6     | 9.4766e-7     | 4.5149      |
| 80   | 1.3642e-7     | 2.8874e-8     | 5.0366      |
| 160  | 4.2527e-9     | 7.6170e-10    | 5.2444      |
| 320  | 1.3279e-10    | 2.2683e-11    | 5.0695      |

Example 4.2 (Uncertain boundary condition problem) Initially, the spatial domain \([0, 1]\) is filled with static fluid with unit density, pressure of 0.6 and adiabatic index of \( \frac{5}{3} \). Waves are excited by a time periodic driver which acts at the left boundary \( x = 0 \), i.e.,

\[(\rho, u, p)(0, t) = (1, 0.02 \sin(2\pi wt), 0.6), \quad (4.4)\]

while outflow boundary condition is specified at the right \( x = 5 \). Similar problems are considered in [9,15]. Here, the parameter \( w \) describing the frequency of the waves contains uncertainty as follows \( w(\xi) = 1 + 0.1\xi \). Fig. 4.2 gives mean and standard deviation of the density at time \( t = 4 \) by using the gPC-SG method with \( M = 3 \) and 200 uniform cells, where the solid lines represent the reference solutions given by a collocation method with 1000 uniform cells. Here, the collocation method takes 40 Gaussian points as collocation points, and solves the deterministic problem for each collocation point by using the fifth-order accurate finite difference WENO scheme and the third-order Runge Kutta method for time discretization. Good agreements between the numerical solutions and the reference solutions can be observed in these results, but we can observe that the uncertainty in frequency influences the local peak and valley values of the density. It is different from the results in Fig. 4.3, where the same peak and valley values are observed in the deterministic problems with different \( w \).

Example 4.3 (Sod problem with uncertain initial condition) This test considers the Sod shock tube problem with uncertainty in the location of the initial discontinuity. The initial data are

\[(\rho, u, p)(x, 0, \xi) = \begin{cases} (1, 0, 1), & x < 0.5 + 0.05\xi, \\ (0.125, 0, 0.1), & x > 0.5 + 0.05\xi, \end{cases}, \quad (4.5)\]

and \( \Gamma = 1.4 \). The same setup is considered in [20,8,21,6]. The gPC-SG method may easily fail in this test due to the appearance of negative density caused by the oscillations [20]. In our computations, numerical solutions with negative density and pressure in few cells are encountered in the first few steps, the positivity-preserving technique presented in Remark 2.1 is used (only in this test) to deal with such difficulty. Fig. 4.4 displays numerical means and standard deviations of the density at \( t = 0.18 \), which are obtained
Fig. 4.2. Example 4.2: the mean and standard deviation of $\rho$ at $t = 4$ by using the gPC-SG method ("\*\") with $M = 3$ and 200 uniform cells, and the solid lines represent the reference solutions given by a collocation method with 1000 uniform cells.

Fig. 4.3. Example 4.2: $\rho$ at $t = 4$ for deterministic $w$ cases: $w = 1$ (left), $w = 1.1$ (right).

by using the gPC-SG method with 200 uniform cells and $M = 8$, where the solid lines represent the reference solutions given by the exact Riemann solver with 64 Gaussian points in the random space to evaluate the mean and standard deviation. Three sharp fronts with large standard deviation are observed, and their locations are corresponding to the rarefaction fan, contact discontinuity and shock from left to right. One can see small oscillations in the numerical standard deviation, which is also observed in [8]. This Gibbs phenomenon results from the discontinuity of the solution in random space, and can be improved by utilizing piecewise approximations in random space, such as multi-element gPC [28] or wavelet basis [17,21].

4.2 2D case

The 2D Riemann problems are theoretically studied for the first time in [38]. Since then, they become the benchmark tests for verifying the accuracy and resolution of numerical schemes, see [24,16,12,31,29].
Example 4.3: the mean and standard deviation of the density at time $t = 0.18$ by using the gPC-SG method (”∗”) with $M = 8$ and 200 uniform cells, and the solid lines represent the reference solutions.

Four 2D Riemann problems in spatial domain $[0, 1] \times [0, 1]$ with uncertain initial data or adiabatic index of 2D Euler equations (4.2) are considered here.

**Example 4.4 (2D Riemann problems I and II)** The first two problems are two perturbed versions of a classic deterministic Riemann problem with initial conditions [16]

\[
(\rho, u, v, p)(x, y, 0) = \begin{cases} 
(1, 0, 0, 1), & x > 0.5, y > 0.5, \\
(0.5197, -0.7259, 0, 0.4), & x < 0.5, y > 0.5, \\
(1, -0.7259, -0.7259, 1), & x < 0.5, y < 0.5, \\
(0.5197, 0, -0.7259, 0.4), & x > 0.5, y < 0.5, 
\end{cases} \tag{4.6}
\]

which are about the interaction of four rarefaction waves.

In the first configuration, we take $\Gamma = 1.4$ and assume that the initial data $-0.7259$ of fluid velocity in (4.6) are perturbed to $-0.7259 + 0.1\xi$. The gPC-SG method is used to study the effect of this random inputs on the flow structure. Fig. 4.5 gives the contours of numerical mean and standard deviation of the density at time $t = 0.2$ by using the gPC-SG method with $M = 3$ and $250 \times 250$ uniform cells, while the reference solutions given by a collocation method with $400 \times 400$ uniform cells are also displayed. Here and following, the collocation method takes 40 Gaussian points as collocation points, and solves the deterministic problem for each collocation point by using the fifth-order accurate finite difference WENO scheme and the third-order Runge Kutta method (2.11) for time discretization. It can be seen that the mean and standard deviation of the density are correctly captured by the gPC-SG method. For a further comparison, the mean and standard deviation of the density are plotted along the line $y = x$, see Fig. 4.6. Those plots validate the above observation.

The second configuration takes the certain initial data (4.6) with uncertain adiabatic index $\Gamma$, which satisfies

\[\Gamma(\xi) = 1.4 + 0.1\xi.\]

To analyze the effect of this uncertainty, the gPC-SG method is used to compute the
numerical solutions with \( M = 3 \) and \( 250 \times 250 \) uniform cells. The contours of numerical mean and standard deviation of the density at time \( t = 0.2 \) are displayed in Fig. 4.7, where the reference solutions are obtained by the collocation method with \( 400 \times 400 \) uniform cells. It is seen that the mean of the density is similar to that in the first configuration, but the standard deviation is very different. Moreover, the gPC-SG method captures the flow structure and resolves the standard deviation with high resolution. Fig. 4.8 gives a further comparison of the the mean and standard deviation of the density along the line \( y = x \), and demonstrates good agreement between the numerical solutions of the gPC-SG method and the reference ones.

Fig. 4.5. The first configuration of Example 4.4: The contours of numerical mean (left) and standard deviation (right) of the density at \( t = 0.2 \) within the domain \([0, 1] \times [0, 1]\). 30 equally spaced contour lines are used. From top to bottom: gPC-SG method with \( M = 3 \) and \( 250 \times 250 \) uniform cells, and collocation method with \( 400 \times 400 \) uniform cells.

Example 4.5 (2D Riemann problems III and IV) The last two problems are two
perturbed versions of a classic deterministic Riemann problem with initial conditions \[16\]

\[
(\rho, u, v, p)(x, y, 0) = \begin{cases} 
(0.5197, 0.1, 0.1, 0.4), & x > 0.5, y > 0.5, \\
(1, -0.6259, 0.1, 1), & x < 0.5, y > 0.5, \\
(0.8, 0.1, 0.1, 1), & x < 0.5, y < 0.5, \\
(1, 0.1, -0.6259, 1), & x > 0.5, y < 0.5, 
\end{cases} \tag{4.7}
\]

which describe the interaction of two rarefaction waves and two contact discontinuities.

The first case takes \(\Gamma = 1.4\) and assumes that the initial density \(\rho(x, y, 0)\) given in (4.7) contains “ten percent” uncertainty, that is, it is perturbed to \((1 + 0.1\xi)\rho(x, y, 0)\). The gPC-SG method is used to study the effect of this random inputs on the flow structure. Fig. 4.9 displays the contours of numerical mean and standard deviation of the density at time \(t = 0.2\) by using the gPC-SG method with \(M = 3\) and \(250 \times 250\) uniform cells, and the reference ones given by the collocation method with \(400 \times 400\) uniform cells. Fig. 4.10 gives the mean and standard deviation of the density along the line \(y = x\). We see that the results given by the gPC-SG method agree well with the reference solutions.

The second case considers certain initial data (4.7), and uncertain adiabatic index

\[
\Gamma(\xi) = 1.4 + 0.1\xi.
\]

The contours of numerical mean and standard deviation of the density at time \(t = 0.2\) given by the gPC-SG method with \(M = 3\) and \(250 \times 250\) uniform cells are displayed in Fig. 4.11, where the reference solutions are given by the collocation method with \(400 \times 400\) uniform cells. The numerical results exhibit the good performance of the proposed gPC-SG method in resolving 2D flow structures and quantifying the uncertainties. For a further comparison, the mean and standard deviation of the density are plotted along the line \(y = x\), see Fig. 4.12. It can be seen clearly that the the means and standard deviations obtained by the two methods are in good agreement.
Fig. 4.7. Same as Fig. 4.5, except for the second configuration of Example 4.4.

Fig. 4.8. Same as Fig. 4.6, except for the second configuration of Example 4.4.
Fig. 4.9. Same as Fig. 4.5, except for the first configuration of Example 4.5 and 25 equally spaced contour lines.

Fig. 4.10. Same as Fig. 4.6, except for the first configuration of Example 4.5.
Fig. 4.11. Same as Fig. 4.5, except for the second configuration of Example 4.5 and 25 equally spaced contour lines.

Fig. 4.12. Same as Fig. 4.6, except for the second configuration of Example 4.5.
5 Conclusions

In this paper, an effective gPC stochastic Galerkin method for general system of quasi-linear hyperbolic conservation laws with uncertainty is proposed. The advantage of the gPC-SG method is that its Galerkin system of equations is proved to be symmetrically hyperbolic in 1D. This allows one to employ a variety of mature deterministic schemes in physical space and time. For 2D, the method can be readily adopted via operator splitting. In this paper, a high-order path-conservative finite volume WENO scheme in space, in conjunction with a third-order explicit TVD Runge-Kutta method in time, is employed and its properties studied. Several examples for the Euler equations in 1D and 2D, exhibiting complex structure in physical space, are presented to demonstrate the accuracy and effectiveness of the proposed gPC-SG method.
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