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Abstract
The quantum simulation kernel is an important subroutine appearing as a very long gate sequence in many quantum programs. In this paper, we propose Paulihedral, a block-wise compiler framework that can deeply optimize this subroutine by exploiting high-level program structure and optimization opportunities. Paulihedral first employs a new Pauli intermediate representation that can maintain the high-level semantics and constraints in quantum simulation kernels. This naturally enables new large-scale optimizations that are hard to implement at the low gate-level. In particular, we propose two technology-independent instruction scheduling passes, and two technology-dependent code optimization passes which reconcile the circuit synthesis, gate cancellation, and qubit mapping stages of the compiler. Experimental results show that Paulihedral can outperform state-of-the-art compiler infrastructures in a wide-range of applications on both near-term superconducting quantum processors and future fault-tolerant quantum computers.

1. Introduction
One of the most important quantum algorithm design principles is quantum simulation (or Hamiltonian simulation). Simulating a quantum physical system, which motivated Feynman’s proposal to build a quantum computer [1], is by itself an important application of quantum computing [2, 3]. Later, the idea of quantum simulation was extended to quantum algorithms for other applications, e.g., linear systems [4], quantum principal component analysis [5], and quantum support vector machine [6]. These algorithms involve simulating an artificial quantum system crafted based on the target problem. In recently developed variational quantum algorithms for near-term quantum computers (e.g., VQE for chemistry [7] and QAOA for combinatorial optimization [8]), the program structures are also inspired by the simulation principle.

Because the quantum simulation principle is shared among many algorithms, one subroutine, which we term the quantum simulation kernel in this paper, appears frequently in quantum programs. This kernel is to implement the operator (controlled-exponentiation) $\exp(iHt)$ where $H$ is the Hamiltonian of the simulated system and $t \in \mathbb{R}$ is system evolution time. Since it is hard in general to directly compile $\exp(iHt)$ into executable single- and two-qubit gates, a compiler usually decomposes $H$ into the sum of local Hamiltonians [2] (simulation of which can be easily compiled to basic gates) and then synthesize them one-by-one. Consequently, the quantum simulation kernel will be compiled to a very long gate sequence and constitute the vast majority of cost in post-compilation quantum programs.

Optimizing the compilation of this kernel can immediately benefit a wide range of quantum applications. However, three key challenges have so far hindered deeper compiler optimizations for quantum simulation kernels.

First, state-of-the-art quantum compilers (e.g., Qiskit [9], Quilc [10], $\ket{t}\ket{\text{ket}}$ [11]) lack a good formal high-level intermediate representation (IR). Once programs are converted to low-level gate sequences, the high-level semantics of quantum simulation kernels are lost and hard to reconstruct from assembly-style gate sequences. Moreover, simulation kernels face different constraints in different algorithms. Previous ad-hoc optimizations of quantum simulation [12–23] are mostly algorithm-specific and do not generalize due to the lack of a formal IR that can uniformly represent simulations kernels as well as varying constraints that are attached to them in different algorithms.

Second, most optimizations (e.g., circuit rewriting [24], gate cancellation [25], template matching [26], qubit mapping [27]) in today’s quantum compilers [9, 10] are local program transformations at small scale. However, these passes are designed for generic input program and fail to leverage the deeper optimization opportunities present in quantum simulation kernels which mainly arise from Pauli algebra, flexible synthesis of Pauli strings, and approximations.

Third, quantum simulation kernels appear in a wide range of algorithms. Some algorithms [2–6] are designed for fault-tolerant quantum computers with quantum error correction while others [7, 8] target near-term noisy quantum computers. The hardware models of these backends can be very different and one single optimization pass may not be suitable for all of them. Adapting the high-level algorithmic optimizations to the various (and ever-evolving) hardware platforms with different constraints and optimization objectives naturally invokes a reconfigurable compiler infrastructure.

To overcome these challenges, we propose Paulihedral, a compiler framework backed by a formal IR to deeply optimize quantum simulation kernels. A brief comparison between Paulihedral and conventional quantum compilers is shown in
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Figure 1: Paulihedral vs conventional compilers

Figure 1. First, Paulihedral comes with a new IR, namely Pauli IR, to represent the quantum simulation kernels at the Pauli string level rather than the gate level. The syntax of Pauli IR has a novel block structure which can uniformly represent the simulation kernels of different forms and constraints. The semantics of Pauli IR is defined on the commutative matrix addition operation. Such semantics guarantees that the follow-up high-level algorithmic optimizations are always semantics-preserving and can be safely applied. Second, we propose several novel optimization passes to reconcile instruction scheduling, circuit synthesis, gate cancellation, and qubit layout/routing at the Pauli IR level. All these passes are much more effective than their counterparts in conventional gate-based compilers because they are operating in a large scope where the algorithmic properties of Pauli strings (quantum simulation kernel) are fully exploited. The optimization algorithms in these passes are also highly scalable since analyzing and processing Pauli strings are much easier than handling the gate matrices on a classical computer. Third, we decouple the technology-independent and technology-dependent optimizations at different stages and Paulihedral can be extended to different backends by adding/modifying the technology-dependent passes. To showcase, we develop technology-dependent optimizations for two different backends, the fault-tolerant quantum computer and the noisy near-term superconducting quantum processor.

Our comprehensive evaluations show that Paulihedral outperforms state-of-the-art baseline compilers (Qiskit [9], \(t|\text{ket}\rangle\) [11]) and algorithm-specific compilers [20, 28, 29]) with significant gate count and circuit depth reduction on both fault-tolerant and superconducting backends, and only introduces very small additional compilation time. We also perform real-system experiments to show that Paulihedral can significantly increase the end-to-end success rate of QAOA programs on IBM’s superconducting quantum devices.

Our major contributions can be summarized as follows:

1. We propose Paulihedral, an extensible algorithmic compiler framework that can deeply optimize quantum simulation kernels and thus benefit the compilation of a wide range of quantum programs, with passes that make it retargettable to various backends and optimization objectives.

2. We define a new Pauli IR with formal syntax and semantics which can uniformly represent quantum simulation kernels and encode algorithmic constraints of seemingly very different algorithms, and safely expose high-level information to the compiler for optimizations.

3. We propose several compiler passes for different optimization objectives and backends. They can outperform previous works by systematically leveraging the algorithmic information and they are scalable to efficiently handle larger-size programs.

4. Our experiments on 31 different benchmarks show that Paulihedral can outperform state-of-the-art baseline compilers with significant gate count and circuit depth reduction. For example, compared with \(t|\text{ket}\rangle\) [11], Paulihedral achieves 53.1% gate count reduction and 53.3% circuit depth reduction on average on the superconducting backend, as well as 33.6% gate count and 65.0% circuit depth reduction on the fault-tolerant backend, using only \(\sim 5\%\) additional compilation time. For QAOA on a real quantum device, Paulihedral achieves end-to-end success probability improvement on average (up to 1.87×) against the baseline Qiskit compiler [9].

2. Background

In the section we introduce the necessary background about quantum simulation kernels. We do not cover basic quantum computing concepts (e.g., qubit, gate, linear operator, circuit) and we recommend [30] for more details.

2.1. Pauli String and Compilation

We start with the Pauli string, the basic concept in quantum simulation. For an \(n\)-qubit system, a Pauli string is defined as \(P = \sigma_{n-1} \sigma_{n-2} \cdots \sigma_0\) where \(\sigma_i \in \{I, X, Y, Z\}, 0 \leq i \leq n-1\). \(X, Y, Z\) are the three Pauli operators, and \(I\) is the identity. \(\sigma_i\) corresponds to the \(i\)-th qubit. The operators in a Pauli string \(P\) can represent a Hermitian operator \(\otimes_{i=0}^{n-1} \sigma_i\) (\(\otimes\) is the Kronecker product), which can be denoted by \(P\) without ambiguity. In the rest of this paper, we do not distinguish a Pauli string \(P\) and the Hermitian operator generated by \(P\).

One important property of a Pauli string is that the operator \(\exp(iP\theta)\) can be easily synthesized into basic gates. Figure 2 shows an example of synthesizing \(\exp(iY_4Z_3I_2X_1Z_0\theta)\). There are two identical layers of single-qubit gates at the beginning and the end of the synthesized circuit. In this single-qubit gate layer, there are \(H\) or \(Y\) gates on those qubits whose operators are \(X\) (i.e., \(q_1\)) or \(Y\) (i.e., \(q_4\)) in the Pauli string, respectively.

Figure 2: Synthesis example of \(\exp(iY_4Z_3I_2X_1Z_0\theta)\)
In the middle is a left CNOT tree, a central Rz(θ) gate, and a right CNOT tree. The left tree can be generated in different ways and the only requirement is to connect all the qubits whose operators are not the identity in $P$ (e.g., $q_0, q_1, q_3, q_4$ in Figure 2). The lower half of Figure 2 shows three different but valid ways to generate the CNOT tree circuits and their corresponding tree graphs. In these trees, the CNOT gates should connect the qubits from the leaf nodes to the root node. Any qubit in the tree can become the root (e.g., $q_4$ in Figure 2 (1) (2), $q_1$ in Figure 2 (3)). The central Rz(θ) gate is applied on the root qubit and the right CNOT tree has the same CNOT gates in the left tree but in a reversed order. Paulihedral uses this algorithmic flexibility in synthesis to increase gate cancellation and also reduce mapping overhead.

### 2.2. Quantum Simulation Kernels

The quantum simulation kernel is to (approximately) implement the operator $\exp(iHt)$ where $H$ is the Hamiltonian of the simulated system and $t \in \mathbb{R}$. Since directly compiling $\exp(iHt)$ into single- and two-qubit gates is hard, a compiler usually expands $H$ in the Pauli basis, i.e., $H = \sum_{j=1}^{N} w_j P_j$ where $w_j \in \mathbb{R}$ and $P_j$ is a Pauli string. Then $\exp(iHt)$ is approximated using the Trotter formula [31]:

$$\exp(iHt) = \left[ \prod_{j=1}^{N} \exp(iP_j w_j t) \right]^{\frac{\theta}{\gamma}} + O(t\Delta t).$$

$\Delta t$ is a parameter determined by the simulation accuracy. Figure 3 (a) shows the expansion process. $\exp(iHt)$ is first converted to $\frac{\theta}{\gamma}$ terms of $\exp(iH\Delta t)$. Each $\exp(iH\Delta t)$ is then expanded to an array of $\exp(iP_j w_j \Delta t)$ and converted to basic gates.

Quantum simulation kernels also appear in recently developed variational quantum algorithms, in which the vast majority of the program is an ansatz (parameterized quantum circuit). One popular type of ansatz with good trainability is the application-inspired ansatz [32] which can be considered as a simulation kernel. Compared with implementing $\exp(iH\Delta t)$, the only difference is that the $\Delta t$ is changed to some tunable parameters associated with different Pauli strings and the overall program structure remains the same. For example, Figure 3 (b) shows the ansatz of QAOA algorithm [8] on a 4-node graph Max-Cut problem. The graph of the problem has 5 edges of different weights, and the Hamiltonian of this problem is the weighted sum of 5 Pauli strings associated with the 5 edges. The majority of the QAOA ansatz [8] is to implement the 5 operators on the right ($\gamma$ is the parameter).

### 3. Foundations of Paulihedral

In this section, we first introduce the opportunities and challenges of compiler optimizations for the simulation kernel. Then we formally introduce a new IR that maintains the high-level information and the algorithm constraints in Paulihedral.

#### 3.1. Opportunities and Challenges

The optimization opportunities used in this paper come from the properties of Pauli strings mentioned above. We introduce them by the examples in Figure 4. 1) **Gate cancellation:** It is possible to have more gate cancellation by selecting a different synthesis plan for the $\exp(iP\theta)$. Suppose the naive synthesis is the one in Figure 2 (1) and we have two Pauli strings, $ZZY$ and $ZZI$. Under the naive synthesis (on the left of Figure 4 (a)) there is no gate cancellation. However, in an alternative synthesis of $ZZY$, we can have two CNOT gates cancelled (on the right of Figure 4 (a)). 2) **Mapping:** The mapping overhead onto connectivity-constrained architectures can also be reduced. For example, we wish to map the $ZZZ$ simulation circuit onto a linear architecture with the current mapping shown in Figure 4 (b). Under the naive synthesis we need to insert one SWAP between $q_0$ and $q_1$. While a better synthesis plan on the right of Figure 4 (b) does not require any SWAPs.

Although there is much optimization space for quantum simulation kernels, such optimizations are not yet widely deployed in today’s quantum compiler infrastructures due to the following challenges. 1) **Missing high-level information:** Once the program is converted to basic gates, where today’s compilers perform most optimizations, it is hard to identify and reconstruct the high-level semantics of Pauli string simulation circuit blocks from an assembly-style gate sequence. 2) **Non-semantics-preserving optimization:** To leverage some optimization opportunities would require non-semantics-preserving operations that are usually not allowed in a compiler. For example, consider the program in Figure 4 (c). It is known from Figure 4 (a) that gates can be cancelled between $ZZY$ and $ZZI$ but now there is an $ZXI$ simulation circuit between them. We observe that the order of the simulation terms with respect to different Pauli strings is not specified in the Trotter formula or the variational form requirement. So, from an algorithmic perspective, the compiler may exchange the order of $ZZI$ and $ZXI$, making $ZZY$ and $ZZI$ adjacent for gate cancellation. However, such operation is not semantics preserving from a gate-level perspective because, in general, $\exp(iZZI\theta_1)\exp(iZXI\theta_2) \neq \exp(iZXI\theta_2)\exp(iZZI\theta_1)$. This

![Figure 3: Example of quantum simulation kernels](image1)
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would be impossible to leverage without an IR that is able to encode such algorithmic knowledge.

3.2. Pauli IR: Syntax and Semantics

To overcome the challenges above, the objective of the new IR is to maintain high-level algorithmic information and make all transformations semantics-preserving. Our new IR, namely Pauli IR, realizes them with its syntax and semantics.

Syntax: The syntax is shown in Figure 5 and explained as follows. A program is recursively defined as a list of pauli_blocks. Each pauli_block is a tuple with two elements. The first element is a list of weighted Pauli strings (pauli_str_lists) and the second element is a real-valued parameter shared by all Pauli strings in this pauli_block. One element in the pauli_str_list is an n-qubit Pauli string and a real-value weight. Figure 6 shows the Pauli IR code of three example programs. Figure 6 (a) simulates the Hamiltonian of $H_2$ and each pauli_block has one pauli_str. Figure 6 (b)(c) are variational quantum algorithms so that parameters are labeled by $\theta$ and $\gamma$. In the UCCSD program (Figure 6 (b)), each pauli_block has multiple pauli_strs which share the same $\theta$ in the pauli_block. In the QAOA program (Figure 6 (c)), all pauli_strs are in one pauli_block, sharing the parameter $\gamma$.

Encoding constraints: One key advantage of the IR syntax is that the algorithmic constraints in all simulation kernels, as far as we know, can be naturally encoded. In some simulation kernels (e.g., UCCSD [7], QAOA for constrained optimization [33]), the algorithm requires that some Pauli strings should always appear together for some algorithmic purposes like symmetry preserving [34], parameter sharing [7, 8], error suppression [13], etc. Pauli IR employs a pauli_block structure to represent such constraints. The compiler can extract such information and all the pauli_strs inside one pauli_block are always scheduled together in follow-up optimization passes. In the rest of this paper, pauli_block is denoted by block for simplicity.

Semantics: The IR’s semantics function (denoted by $\langle \text{program} \rangle$) can be formally defined by the rules in Figure 7. This function is a mapping from the IR syntax to the set of all Hermitian operators in a $2^n$-dimensional Hilbert space as our IR is to represent the Hamiltonian to be simulated. Note that the rules in the second and the fourth rows are defined based on matrix addition which is always commutative. As a result, exchanging the order of the pauli_blocks in a program would not change the semantics.

4. Block-Wise Instruction Scheduling Passes

The first step in Paulihedral is to schedule the blocks and the instructions within each block. Intuitively for two adjacent Pauli strings, more gates can be cancelled if they share the same non-identity operators on more qubits. Trying to maximize the number of shared operators between consecutive strings would be desirable. Also, it is possible to execute multiple blocks which have non-identity operators on disjoint sets of qubits in parallel and reduce the final circuit depth. In this paper, we present two block scheduling algorithms for two optimization objectives, reducing the total gate count or the circuit depth. We explain our block scheduling optimizations using the example in Figure 8. Suppose we will schedule 10 blocks on 8 qubits (Figure 8 (a)). In these blocks, each column is a Pauli string. The identity operators are omitted since they do not result in any circuit.

4.1. Gate-Count-Oriented Scheduling

Lexicographic ordering of Pauli strings has been shown to be effective at enabling gate cancellation between them [13, 35]. Here we adapt this principle to the multi-string-per-block case for our gate-count-oriented scheduling algorithm. In the lexicographic order, the Pauli strings are scheduled in the alphabetical order. In Figure 8, we assume $X < Y < Z < I$ and use little-endian to lexicographically order from $q7$ down to $q0$. When a block has multiple strings, we first apply the lexicographic order on all strings in this block and then use the first string to represent this block when compared with other blocks. The first Pauli string can be representative because the strings in one block are usually mutually commutative in practical algorithmic constraints [7, 8, 13]. Two strings in a mutually commutative set can share the same operators on many qubits and all strings in one block are similar. Figure 8 (b) shows the result of gate-count-oriented scheduling.
Algorithm 1: Depth-oriented scheduling

**Input:** List of Pauli blocks.

**Output:** Pauli Layers $L$.

1. Sort Pauli blocks by active-length-decreasing order, then sort blocks of the same active length by lexicographic order;
2. $R = \text{the set of all Pauli blocks remaining}; L = \emptyset$;
3. Initialize the first layer;
4. **while** $R$ is not empty **do**
   
   5. $next\_block = \arg\max_{\text{block} \in R} \text{Overlap}(\text{block}, \text{last Pauli layer})$;
   6. $\text{pauli\_layer} = [next\_block]$;
   7. $R.remove(next\_block)$;
   8. **while** total depth of the small padding blocks $< \text{the depth of next\_block}$ **do**
      
      9. find small Pauli block not overlapped with $next\_block$;
      10. Append these blocks to $\text{pauli\_layer}$;
      11. Remove these blocks from $R$;
      12. $L.append(\text{pauli\_layer})$;

4.2. Depth-Oriented Scheduling

The blocks can also be scheduled for reducing circuit depth. For example, in Figure 8, q0 to q5 are idle when executing block 9, 7, and 6. We may execute block 1 with them in parallel so that the overall circuit depth can be reduced. We propose a new depth-oriented block scheduling algorithm, whose pseudocode is in Algorithm 1. For the example in Figure 8, we first sort all blocks by the active length of the Pauli strings of the blocks in a decreasing order. The active length of a block is defined by the number of qubits which have a non-identity operator in at least one Pauli string of this block. This is an over-approximated estimation on how a block will occupy the qubits. The blocks of the same active length are ordered by the lexicographic order above. Figure 8 (c) shows the sorting result. Block 3, 1, 8, 2 have the largest active length of 4 so they are at the beginning. Block 9, 7, 6, 5 have the smallest active length of 2 and they are at the end.

Then we begin to schedule all blocks and put the blocks in different layers to increase the parallelism. For each layer, we first schedule a large active length block. Then we search for small active length blocks that can be executed in parallel with the large block. For the example in Figure 8 (d), we initialize the first layer by selecting the first block after the sorting. We place the block 3 at the beginning. Then we search for small blocks that have no overlapped active qubits with the large block and can be executed in parallel. There are no such small blocks for block 3 so we continue by start another layer with block 1. In this layer, block 4, 9, 7, 6 can be placed in parallel with block 1. We iterate over the sorted block and find the first few blocks that can padded in this layer. In this example, we select block 4 and 9. We also estimate the depth of these small blocks so that total depth of these blocks will not exceed the depth of the original large block in this layer. We repeat this padding process until we cannot find any new blocks that can be added in this layer. We then continue to the next layer and start with block 2 because its first Pauli string has the most overlapped Pauli operators with the Pauli strings at the end of the previous layer. We iterate until all blocks are scheduled. Figure 8 (d) shows the final result of our depth-oriented scheduling and we can expect that the circuit depth can be reduced even if we do not convert the program to the gates. This is another benefit of Pauli IR because the compiler can operate on a fairly compact description of the program. Once the program is lowered to gates, then the size blows up and parallelizing gates becomes much more expensive.

5. Block-Wise Optimization Passes

In this section, we introduce two optimization passes that can exploit the gate cancellation potential created by our scheduling passes in the last section, and convert the Pauli IR programs to gate sequences with different optimization objectives onto the fault-tolerant quantum computer (FT) backend and the near-term superconducting quantum computer (SC) backend.

5.1. On the Fault-Tolerant Backend

Our strategy for the FT backend is to adaptively find the synthesis plan that can maximize gate cancellation since the mapping overhead can usually be neglected after applying quantum er-
Algorithm 2: Optimization for FT backend

Input: List of Pauli layers pls
Output: A quantum circuit of basic gates

1: pl_paired = []; // paired Pauli layer list
2: while neighboring layers exist in pls do
3:     i = argmax_{i \in IndexSet(pls)} Overlap(pl_{i}, pl_{i+1});
4:     pls.remove(pl_{i}); pls.remove(pl_{i+1});
5:     pl_paired.append((pl_{i}, pl_{i+1}));
6: for (pl_{1}, pl_{2}) in pl_paired do
7:     ps_list1 = last Pauli string of pl_{1};
8:     ps_list2 = first Pauli string of pl_{2};
9:     analyze string overlap then do synthesis on (ps_list1, ps_list2);
10:    pl_{1}.remove(ps_list1); pl_{2}.remove(ps_list2);
11:    for pb in (pl_{1} + pl_{2}) do
12:        most_overlap_sort(pb); // find overlap at Pauli-string-level
13:    analyze string overlap then do synthesis on the sorted strings in pb;
14: for pb in pls do
15:    most_overlap_sort(pb); analyze string overlap then do synthesis on the sorted strings in pb;

error correction [36]. The pseudocode is shown in Algorithm 2, and we explain it with Figure 9. To capture the major gate cancellation opportunities, we scan over all layered blocks and try to select consecutive layer pairs that share the most Pauli operators. There should be significant operator overlap between consecutive layers since this was considered in our scheduling. The blocks on the left of Figure 9 are in five layers. Layer 1, 2, 3, 5 have one block in each and layer 4 has two blocks. We will pair the layer 3 and 4 together first since they share the same Pauli operators on 6 qubits. Then the first two layers are paired since they share Pauli operators on only 2 qubits. The last layer is left alone.

We first realize gate cancellation between the paired layers. For all layer pairs, we synthesize the Pauli strings at the end of the first layer and the Pauli strings at the beginning the second layer in the pair. For the layer 3 (block 3) and the layer 4 (block 4 and 5), we need to handle the IYXYXXI in the layer 3 and (IIIIVYXX, YXXXIII) in the layer 4. There are two sets of overlapped operators, YXX on qubit 3-1 and YXX on qubit 6-4. For each set, most gates can be directly cancelled, and we can select one qubit from each set and connect them with CNOT gates. The synthesis result for these two layers with gates cancelled is shown on the right of Figure 9. We repeat this process to optimize the synthesis of Pauli strings at the junction of two paired layers. Here we will synthesize the last string in layer 1 and the first string in layer 2.

We then realize the gate cancellation between strings inside a block. For those Pauli strings in the paired layer but not synthesized (one block with multiple strings), we employ a similar strategy at the string level for all Pauli strings inside one block. For each block, we search for string pairs that share the same Pauli operators on the most qubits and then synthesize these pairs first. In the block 1 in Figure 9, the first three Pauli strings are not yet synthesized. We will pair and synthesize the first two Pauli strings since they share 5 Pauli operators and a lot of gates can be cancelled. For the individual Pauli strings left, they are not paired with other strings (e.g., the third string in block 1). We check if it shares more Pauli operators with its left neighbor string or right neighbor string. Then we select the one with more gate cancellation and synthesize the Pauli string accordingly. For the blocks that are not paired with other blocks at the beginning of this algorithm (e.g., block 6), we treat them as unsynthesized Pauli strings and apply the same strategy, pairing and synthesizing the strings with high gate cancellation potential first then dealing with individual strings. Finally, all Pauli strings are compiled and we obtain a gate sequence of the input Pauli IR program. The final gate count is substantially reduced because the gate cancellation potential created by our block scheduling passes is maximally exploited through the adaptive synthesis plan in our block-wise optimization pass.

5.2. On the Near-Term Superconducting Backend

The compilation is more complicated for the SC backend because the SWAP gates are necessary to change the qubit mapping due to the qubit connectivity constraints. The gates are not uniform as they have different error rates on different qubits. We assume that the device calibration information (qubit coupling graph and the gate error rates on each qubit and qubit pair) is provided by the vendor. The major objective on the SC backend is to reduce the mapping overhead.

Our key idea is to find a tree embedding in the coupling map that can support the Pauli strings in the current layer and also minimize the mapping transition overhead between layers. Algorithm 3 shows the pseudocode, and we explain it using the example in Figure 10. For the initial qubit layout, we map all qubits to the most connected subgraph in the device coupling map. Suppose the coupling map and the current mapping of Figure 10 (b). We then begin to generate the simulation circuits and insert SWAPs for the blocks that appear in the critical path. In our block scheduling, we have already placed the blocks in different layers. In each layer, the largest block (involving the most qubits) is most likely on the critical path. Our optimization pass will first process the largest block in each layer, followed by the small blocks remaining. The
program in Figure 10 (a) has two layers in which block 3 and 4 are the largest blocks.

For each block, we first select a root qubit. We define that the core qubit list of a block contains the qubits which have a non-identity operator on all Pauli strings in the block (e.g., q2-5 for block 3, q(2,4,6) for block 4). For block 3, since it is the first layer, we only need to consider it. For q2-5 in its core list, they are already in a connected subgraph (Figure 10 (b)). We select any one of them (e.g., q2) as the root. And we only need to attach q6 to this subgraph by connecting it to any node of this graph. Suppose we swap q6 with q0 and now all active qubits in this block are connected in a subgraph. Active qubits are those qubits that have a non-identity operator in at least one string in this block. We can naturally generate an embedded tree from the coupling map (Figure 10 (c)).

Next we can synthesize the strings in block 3. The key idea is to naturally implement the CNOT tree in the Pauli circuits on the embedded tree so that we do not need to insert SWAPs for all individual CNOTs. We generate CNOT gates and single-qubit gates from the outermost qubits to the root for all the Pauli strings in the current block. If a qubit is active in the current Pauli string, we will check if its parent node is also active in the current Pauli string. If so, we insert a CNOT between the qubit and its parent. Otherwise, we swap it with its parent so that the qubit can get closer to the root and will be connected by CNOT later. In Figure 10 (c), the generated CNOTs are labeled by red arrows. After we determine the left CNOT tree, the right CNOT tree can be generated by reversing the order of CNOTs in the left tree.

After we process block 3, we will compile block 4, the next block in the critical path. As our block scheduling passes tend to maximize the overlap between two consecutive layers, the core lists of two consecutive layers are similar. For example, q(2,4,6) are in the core list of block 4 and they all appear in the core list of block 3. We evaluate all these qubits to select the root qubit with the largest connected component (within the core list) in the current mapping (Figure 10 (c)) to minimize the transition overhead. For q(2,4,6), we will select q2 or q4 since they are in a size-2 connected component while q6 is in a size-1 connected component. Similarly, we then move all other active qubits to the tree through the path with the smallest error rate estimated by the device information. Here we select q2 as the root and then swap q6 and q5 to transit from block 3 to 4 with only 1 SWAP (Figure 10 (d)). After that the core qubits in block 4 are connected and we can begin synthesizing all strings in block 4.

The procedure above is to process the largest blocks in each layer. For other small blocks in the same layer, we follow a similar strategy and attempt to construct the trees for active qubits in those small blocks. If the trees of the small blocks do not affect the tree construction of the large block, we just process the small blocks in parallel with the large block since they will not affect each other. This will create parallelism and reduce the depth of the generated circuit. For example, block 2 and 3 can be processed in parallel because q0 and q1 are connected after swapping q6 with q0. However, if the trees of the small blocks affect the processing of the large block, we will put it in remain_layer and process them at the end. For example, block 1 will be in the remain_layer because connecting q0 and q7 will affect block 3.
After we process all the large blocks in the critical path and those small blocks that can executed in parallel, we will compile the blocks in the remain_layer. The order of processing these blocks is determined by whether the active qubits are close in the current mapping. We compute the cumulative distance between active qubits in a block and then compile the block with the smallest cumulative distance and update the qubit mapping. This process is repeated until all the blocks are processed and the compilation finishes.

6. Evaluation

In this section, we evaluate Paulihedral by comparing with state-of-the-art baselines, analyze the effects of individual passes, and perform real system study.

6.1. Experiment Setup

**Backend**: The optimizations in this paper target two different backends, the fault-tolerant backend (FT) and near-term superconducting backend (SC). We will cover both of them. We select IBM’s latest 65-qubit Manhattan architecture [37] as the SC backend. For real system study, we use IBM’s 16-qubit Melbourne chip, the largest publicly available one.

**Metric**: We use the CNOT/single-qubit gate count, and the circuit depth in the post-compilation program to evaluate Paulihedral. For the SC backend, the CNOT gate count is more important due to its higher error rate and latency. The depth is also important due to short qubit coherence times. For the FT backend, T gate is usually more expensive but for the simulation kernels, the ratio between the H, Y, CNOT gate count and the T gate count grows linearly as the number of qubits increases. Because a Pauli string of length n will have O(n) H, Y, and CNOT gates but the number of Rz gates (the only source of T gates) is always one. It has also been shown that CNOT count is a significant cost in fault-tolerant algorithms and should not be neglected compared to T gates [38]. Hence, we estimate the performance with total gate count and circuit depth, following convention in previous work [12, 14–16].

**Benchmark**: We select 31 benchmarks of different sizes and various applications. For the SC backend, we select VQE UCCSD ansatzes [7] of six sizes, and the QAOA programs [8] for graph max-cut on regular (REG) graphs of degrees 4, 8, 12, and random (Rand) graphs of edge probability 0.1, 0.3, 0.5, as well as traveling salesman problem (TSP) of different sizes. For the FT backend, we first generate the Hamiltonians of five molecules using PySCF [39] (N2, H2S, MgO, CO2, NaCl). We also prepare the Hamiltonians of three Ising models and three Heisenberg models, both of which are widely used in condensed matter physics, of different dimensions. We finally generate random Hamiltonians (Rand) of various sizes (30 to 80 qubits) for a more comprehensive evaluation. For a Hamiltonian of n qubits, we prepare 5n^2 Pauli strings. In each Pauli string, we first randomly select one integer m between 1 and n. Then we randomly select m qubits and assign random Pauli operators to them. The rest n − m qubits will be assigned with the identity. Table 1 shows the details of these benchmarks. Note that ‘Pauli #’ represents the number of Pauli strings. We include the CNOT and single-qubit gate counts when naively converting these benchmarks into gates without any optimization/transformations, and neglecting mapping overhead.

**Implementation**: We prototype Paulihedral in Python 3.8 (denoted by ‘PH’). The entire compilation flow has two stages. The first stage is the quantum simulation program optimizations. The baselines include the CQC tket [11] compiler which employs the simultaneous diagonalization [15–17], a popular technique for optimizing quantum simulation programs (‘TK’), and the QAOA compiler [20, 28, 29], an algorithm-specific compiler for unconstrained optimization QAOA on graphs (‘QAOA compiler’). The second stage is the generic compilation and we have two industry generic compilers, the IBM’s Qiskit [9] at the highest optimization level 3 (‘Qiskit_L3’) and the CQC tket generic compiler [11] at the highest optimization level 2 (‘tket_O2’). The experiments are performed on a server with a 28-core Intel Xeon Platinum 8280 CPU and 1TB RAM. Note that due to the limited representation ability of tket, the algorithmic constraints are hard to be encoded in ‘TK’. To run our experiments and perform a fair comparison at our best, we relax those constraints in ‘TK’ and this relaxation allows a larger optimization space.

### Table 1: Benchmark information

| Benchmark | Type   | Qubit # | Pauli # | CNOT # | Circuit depth |
|-----------|--------|---------|---------|--------|---------------|
| SC        | UCCSD-12 | 12 | 1479 | 16792 | 15598 |
|           | UCCSD-16 | 16 | 5556 | 65562 | 56566 |
|           | UCCSD-20 | 20 | 24239 | 25239 | 24239 |
|           | UCCSD-24 | 24 | 80932 | 80932 | 80932 |
|           | UCCSD-28 | 28 | 10724 | 10724 | 10724 |
|           | Rand-20-0.1 | 20 | 40 | 40 | 40 |
|           | Rand-20-0.3 | 20 | 160 | 160 | 160 |
|           | Rand-20-0.5 | 20 | 320 | 320 | 320 |
|           | Rand-20-1.0 | 20 | 480 | 480 | 480 |
|           | Rand-20-1.5 | 20 | 640 | 640 | 640 |
|           | Rand-20-2.0 | 20 | 800 | 800 | 800 |
|           | Rand-20-2.5 | 20 | 960 | 960 | 960 |
|           | Rand-20-3.0 | 20 | 1120 | 1120 | 1120 |
|           | Rand-20-3.5 | 20 | 1280 | 1280 | 1280 |
|           | Rand-20-4.0 | 20 | 1440 | 1440 | 1440 |
|           | Rand-20-4.5 | 20 | 1600 | 1600 | 1600 |
|           | Rand-20-5.0 | 20 | 1760 | 1760 | 1760 |
|           | Rand-80 | 80 | 10762 | 10762 | 10762 |
|           | Rand-60 | 60 | 5380 | 5380 | 5380 |
|           | Rand-40 | 40 | 2690 | 2690 | 2690 |
|           | Rand-20 | 20 | 1345 | 1345 | 1345 |
|           | Ising-8 | 8 | 52686 | 52686 | 52686 |
|           | Ising-16 | 16 | 210992 | 210992 | 210992 |
|           | Ising-32 | 32 | 843968 | 843968 | 843968 |
|           | Heisenberg-B3 | 3 | 147 | 147 | 147 |
|           | Heisenberg-B4 | 4 | 590 | 590 | 590 |
|           | Heisenberg-B5 | 5 | 1171 | 1171 | 1171 |
|           | Heisenberg-B6 | 6 | 2093 | 2093 | 2093 |
|           | Heisenberg-B8 | 8 | 4096 | 4096 | 4096 |
|           | Heisenberg-B10 | 10 | 7684 | 7684 | 7684 |
|           | Heisenberg-B12 | 12 | 146312 | 146312 | 146312 |
|           | Heisenberg-B14 | 14 | 260600 | 260600 | 260600 |
|           | Heisenberg-B16 | 16 | 470440 | 470440 | 470440 |
|           | Heisenberg-B18 | 18 | 873560 | 873560 | 873560 |
|           | Heisenberg-B20 | 20 | 1558800 | 1558800 | 1558800 |
|           | Heisenberg-B22 | 22 | 2917600 | 2917600 | 2917600 |
|           | Heisenberg-B24 | 24 | 5579800 | 5579800 | 5579800 |
|           | Heisenberg-B26 | 26 | 10141600 | 10141600 | 10141600 |
|           | Heisenberg-B28 | 28 | 18508000 | 18508000 | 18508000 |
|           | Heisenberg-B30 | 30 | 33016000 | 33016000 | 33016000 |
|           | Random-8 | 8 | 1249768 | 1249768 | 1249768 |
|           | Random-16 | 16 | 510519 | 510519 | 510519 |
|           | Random-32 | 32 | 1558832 | 1558832 | 1558832 |
|           | Random-64 | 64 | 4704400 | 4704400 | 4704400 |
|           | Random-128 | 128 | 15588000 | 15588000 | 15588000 |
|           | Random-256 | 256 | 47044000 | 47044000 | 47044000 |

Table 2 shows the compilation time and results of the four state-of-the-art baselines, analyze the effects of individual passes, and perform real system study.

6.2. Comparing with tket and the QAOA Compiler

Table 2 shows the compilation time and results of the four configurations of all benchmarks on the two backends. Note that ‘>72 hrs’ indicates that the ‘tket_O2’ takes over 72 hours and was shut down in the middle. In summary, ‘PH’ outperforms ‘TK’ with substantial gate count and circuit depth reduction while only introducing ~ 5% additional time (‘PH’ vs ‘Qiskit/tket time’) in the entire compilation flow.

On the SC backend, ‘PH’ can reduce the CNOT, single-qubit, total gate count, and circuit depth by 66.2% (43.3%),
53.4% (-22.7%), 62.6% (41.2%), and 60.8% (44.3%), respectively on average, compared with ‘TK’ using ‘Qiskit_L3’ (‘ket_O2’) generic compilation. PH can achieve such significant improvement because ‘TK’ does not support mapping-aware optimization for general Pauli strings and can only do an inefficient generic qubit mapping. The single-qubit gate count increases when using ‘tket_O2’ but this does not affect the overall improvement since the CNOT gates have much higher error rates on the SC backend and latency and the total single-qubit gate count is still relatively low.

On the FT backend, ‘PH’ can reduce the CNOT, single-qubit, total gate count, and circuit depth by 38.7% (44.5%), 18.6% (3.0%), 32.8% (34.4%), and 61.7% (68.0%), respectively on average, compared with ‘TK’ using ‘Qiskit_L3’ (‘ket_O2’). The circuit depth reduction is significant due to the depth-oriented scheduling in ‘PH’. Our block-wise optimization is also much more effective compared with ‘TK’ strategy. The details of ‘TK’ are not public and what we can infer, at our best, from their limited documents [11, 15–17] is that the simultaneous diagonalization may introduce too much overhead. For example, the ‘Ising-1D’ program has even more gates after ‘TK’. One possible reason is that all Pauli strings in Ising-1D are mutually commutative and it takes many additional gates to simultaneously diagonalize all these Pauli strings.

Table 3 shows the compilation results of ‘PH’ and the QAOA compiler [20] on the 6 MaxCut problems. We ran the QAOA compiler with 20 random seeds for each program and collected the averaged compilation results. Comparing with the QAOA compiler, Paulihedral can achieve 31.2%, 16.3%, and 24.1% reduction in CNOT count, total gate count, and circuit depth, respectively on average, using only 1.7% compilation time. The overhead is about 50% in single-qubit gate count, but in QAOA the CNOT count is usually over 3 × 4 times higher than single-qubit gate count and CNOT error rate is usually 10 × higher on the SC backend. Therefore, ‘PH’ significantly outperforms QAOA compiler, even though it is more general purpose and not tailored to a single algorithm. This is because ‘PH’ employs a block-wise optimization for searching SWAPs and the search scope is much larger than that of the QAOA compiler’s greedy search.

6.3. Effect of the Passes

Now we study the effect of the individual passes in Paulihedral. We first compare the two block scheduling passes.

DO vs GCO scheduling: On the left of Table 4 we show the difference between the depth-oriented (DO) scheduling and the gate-count-oriented (GCO) scheduling (in Section 4). Overall, across the 17 benchmarks on the FT backend, ‘DO’ can yield low-depth circuits while ‘GCO’ can reduce the gate count more. The circuit depth of DO is 46.7% (geometric) compared with that of GCO and the gate count overhead is 5.9%, 0.64%, and 3.3% for CNOT, single-qubit, and total gate count, respectively. For benchmarks on the SC backend, the effect of the block scheduling is largely amortized by mapping overhead reduction since the tested Manhattan architecture has very sparse qubit connection. For the UCSCD benchmarks, ‘DO’ and ‘GCO’ show similar overall performance. For the QAOA benchmarks, there is no difference between ‘DO’ and ‘GCO’ since the entire kernel has only one block.

BC improvement: Our block-wise compilation (BC) passes (in Section 5) can significantly reduce the gate count and circuit depth. On the right of Table 4 we show the comparison between using BC against a naive synthesis and Qiskit_L3. For the 17 benchmarks on the FT backend, BC reduces the
be inefficient in both gate count and circuit depth for them because GCO cannot create gate count reduction while DO can create additional single-qubit gate reduction opportunities between consecutive layers by putting many small-size blocks in one layer. On these benchmarks, DO completely outperforms GCO with on average 84.2% circuit depth reduction and 7.5% total gate count reduction. Similarly on the SC backend, the BC improvement on the UCCSD benchmarks (first category) is also more significant compared with the QAOA benchmarks (second category) because more gate can be cancelled and more SWAPs in the mapping overhead can be eliminated when the tree sizes are large for Pauli strings with more non-identity operators.

### 6.4. Real System Study

Finally, we evaluate ‘PH’ on IBM’s 16-qubit Melbourne chip with 8 QAOA MaxCut programs. We generate 4 regular graphs of 7 to 10 nodes with 4 edges per node (‘REG-n(7-10)-d4’), and 4 random graphs of 7 to 10 nodes with edge probability 0.5 (‘RD-n(7-10)-p0.5’). We prepare 1-level QAOA circuits on these graphs and then optimize the parameters in the simulator. Those circuits with the optimized parameters are then evaluated on the Melbourne chip (40960 shots per circuit). The baseline is ‘Qiskit_L3’ with the Pauli strings ordered by iterating over the adjacency matrix (Qiskit default configuration). Figure 11 shows the improvement of the success probability after applying ‘PH’ optimizations. The ‘Estimated Success Probability’ (ESP), a widely used metric in guiding the compiler optimization [27, 40, 41], is a theoretical estimation of the success probability based on the program and the hardware noise model. The ‘Real System Success Probability’ (RSP) is the number of trials with correct measurement results divided by the total number of trials when executing on the real machine. Applying ‘PH’ can improve the ESP by 2.11 × on average (up to 3.00 ×) based on the noise model of the tested device, by reducing the CNOT count and circuit depth by 15.1% and 36.2%, respectively on average. On the real machine, ‘PH’ can improve the RSP by 1.24 × on average (up to 1.87 ×). There is a gap between the results from ESP and RSP because the noise model only provides limited hardware information. We expect that the compilation can be further improved with more detailed hardware models.

### 7. Discussion

A recent trend developing in quantum compiler optimizations [27, 42–48] is to exploit more potential from the hardware with more detailed device information. Different from

Table 4: Effect of passes

| DO vs GCO | Block-Wise Compilation improvement |
|-----------|-----------------------------------|
| CNOT      | Single | Total | Depth | Single | Total | Depth |
| UCCSD-8   | 2.96%  | 0.00% | 3.96% | 2.96%  | 0.00% | 3.96% |
| UCCSD-12  | 1.08%  | 0.02% | 1.10% | 1.08%  | 0.02% | 1.10% |
| UCCSD-16  | 0.43%  | 0.00% | 0.43% | 0.43%  | 0.00% | 0.43% |
| UCCSD-20  | -0.80% | 0.00% | -0.80%| -0.80% | 0.00% | -0.80%|

- **Table 4**: Effect of passes

- **Figure 11**: Success Probability Improvement for QAOA on IBM’s 16-qubit Melbourne Chip

- Circuit depth, the CNOT, single-qubit, and total gate counts by 15.5%, 6.0%, 3.1%, and 5.0%, respectively. On the SC backend, the BC pass is even more effective since the large mapping overhead can be greatly reduced. For the UCCSD (QAOA) benchmarks, BC can reduce the CNOT, single-qubit, total gate count, and circuit depth by 54% (56%), 31% (20%), 47% (47%), and 45% (23%), respectively on average.

- **Pauli string pattern effects**: It can be observed that the effect of the passes vary on different benchmarks. The reason is that the Pauli strings in the benchmarks have different patterns which can be classified into two categories based on the numbers of non-identity operators in each Pauli string. As mentioned in Section 2, a Pauli string with more non-identity operators on more qubits will in general be converted to a larger circuit block involving more qubits and gates. The first category includes the molecule Hamiltonians, the random Ising, and the HCCSD. In these Hamiltonians, many Pauli strings have non-identity operators on various numbers of qubits (up to all qubits). The second category includes the Ising, Heisenberg, and the selected QAOA benchmarks, of which the Hamiltonians only have Pauli strings with non-identity operators on at most two qubits. Such a difference in the operator distribution affects the compilation results.

- On the FT backend, benchmarks in the first category (molecule and random Hamiltonians) benefit more from the BC optimizations since Pauli strings with more non-identity operators have larger potential in gate cancellation and depth reduction. Benchmarks in the second category (Ising and Heisenberg) cannot benefit from BC since those Pauli strings with only two non-identity operators can only be synthesized in a single way and there is no space BC can explore to further reduce the gate count and circuit depth. However, these benchmarks can benefit a lot from DO. GCO turns out to

![Image](image_url)
the innovations in this direction that are mostly driven by the underlying technologies, Paulihedral takes another approach which is to enable deeper compiler optimizations by leveraging the algorithmic properties of the high-level quantum programs. Relatively little attention has been paid to this direction because 1) it is exceedingly difficult to extract useful high-level semantics from gate sequences, which is the level that most compiler infrastructures today operate at, and 2) scalable yet effective static analysis of quantum programs is also very hard as the size of the operation matrices grows exponentially with the number of qubits. We believe that these are two critical yet difficult open problems in the future development of quantum compiler/software infrastructure since they prevent the compiler from automatically detecting high-level and large-scale optimization opportunities.

Paulihedral tackles these two problems for the quantum simulation kernel, a widely used subroutine, and thus can benefit the compiler optimization for many quantum algorithms. In particular, we define a new Pauli IR which can capture the high-level semantics and encode the constraints of all simulation kernels, as far as we know. The large optimization space of simulation kernels can thus be explored by the compiler automatically, yielding optimization passes that are hard to be implemented in the conventional gate-based representation or ad-hoc algorithm optimizations. We expect that Paulihedral will continue to benefit future quantum algorithms since quantum simulation has been a long-lived algorithm design principle in the last few decades.

Looking forward, although Paulihedral is designed from an algorithmic perspective, it can incorporate those technology-driven optimizations. For example, our technology-dependent passes can be further optimized with more comprehensive models of the target devices. Paulihedral can be extended to other technologies (e.g., ion trap [49, 50], photonics [51]) by adding new passes. It is also possible to make Paulihedral more intelligent by automatically managing the passes based on the input program characteristics. We have already observed that the different Pauli string patterns can affect the final improvement under different pass configurations as discussed in Section 6. How to tune the pass algorithms or derive new suitable passes base on the simulation kernel characteristics is worth exploring. Finally, we believe that the idea of high-level optimization can be extended to other quantum algorithm design techniques (e.g., phase estimation [30], amplitude amplification [52]) and promising quantum application domains (e.g., quantum machine learning [53]).

8. Related Work

Paulihedral is a compiler framework with a new IR abstraction and deeper optimizations for general quantum simulation kernels. We first review the program representation and optimizations in quantum compilers. Then we discuss existing optimizations for quantum simulation programs.

**IR in quantum compilers:** Modern classical compilers employ multiple IRs (e.g., control flow graph, static single assignment) from high level to low level and different optimizations are applied on different IRs. Today’s quantum compilers [9, 11, 54–56], on the other hand, are mostly built around low-level representations [57–59], which makes it difficult to extract high-level information about the semantics of the algorithm and discover non-commutative yet semantics-preserving re-orderings. The most recent version of open quantum assembly language (OpenQASM) [60] recognizes the need for higher-level semantics such as control, inverse and power operations, but is still incapable of representing Pauli-level semantics which are prevalent in quantum simulation kernels. As we have shown, our Pauli IR can carry high-level semantics through multiple optimization stages, encode all known algorithm constraints, and is compatible with further low-level optimizations by these tools.

**Quantum compiler optimizations:** The state-of-the-art quantum compilers [9, 58] usually have multiple passes to execute different optimizations, (e.g., circuit rewriting [24], gate cancellation [25], template matching [26], qubit mapping [27]). These passes applied on the low-level gate sequences usually only rewrite the circuit locally on very few qubits or gates every time and only focus on one optimization objective in each pass. Different from these optimizations, all passes in Paulihedral perform program transformations at a much larger scope in a scalable way and multiple optimization opportunities can be reconciled because the high-level algorithmic information is leveraged. This makes Paulihedral optimizations more effective than simply combining those small-scale single-objective passes.

**Optimizations for simulation algorithms:** One common optimization technique is to group the Pauli strings into sets of mutually commutative strings and then apply simultaneous diagonalization [14–17]. This technique, adopted by tket [11, 15–17], can simplify the circuit inside each set while the simultaneous diagonalization step introduces substantial overhead before and after the circuit of each set, limiting the overall optimization performance. Some other works [12, 13, 18–22] explore the simulation program optimization or synthesis but these works are mostly ad-hoc, limited to specific algorithms/architectures, and not easily generalizable to a broader range of programs and employed by a compiler infrastructure. In Paulihedral, the Pauli IR’s recursive, block-wise structure can support simulation kernels in all related algorithms, as far as we know. And our optimization algorithms have been shown to be much more effective in the evaluation above.

9. Conclusion

We propose Paulihedral, an algorithmic quantum compiler targeting the quantum simulation kernel, a subroutine widely used in many quantum algorithms. Paulihedral enables deep compiler optimizations by defining a new Pauli-string-based IR, which can encode high-level algorithmic information and
constraints of many seemingly different quantum algorithms in a unified manner. All follow-up optimizations in Paulihe- 
dral operate at a large scope with good scalability and can 
reconcile multiple optimization opportunities. Paulihedral can 
be extended to different backends by adding or modifying 
technology-dependent passes. Comprehensive experimental 
results show that Paulihedral can significantly outperform 
state-of-the-art quantum compilers with more effective, scal-
able optimizations and better reconfigurability.
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