An Assessment of Data Location Vulnerability for Human Factors Using Linear Regression and Collaborative Filtering
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Abstract: End-user devices and applications (data locations) are becoming more capable and user friendly and are used in various Health Information Systems (HIS) by employees of many health organizations to perform their day to day tasks. Data locations are connected via the internet. The locations have relatively good information security mechanisms to minimize attacks on and through them in terms of technology. However, human factors are often ignored in their security echo system. In this paper, we propose a human factor framework merged with an existing technological framework. We also explore how human factors affect data locations via linear regression computations and rank data location vulnerability using collaborative filtering. Our results show that human factors play a major role in data location breaches. Laptops are ranked as the most susceptible location and electronic medical records as the least. We validate the ranking by root mean square error.
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1. Introduction

There is an ever-increasing use of diverse computing devices in the generation and use of health data in digital and non-digital forms. The result of this is a huge amount of personal health data stored in different digital and non-digital formats with different Health information systems (HIS). Health data containing protected health information (PHI) have now become a gold mine for cybercriminals [1]. The security of a HIS must deal with the protection of personal and medical data from cyber attacks. In doing so, it must ensure that it provides some basic security characteristics such as confidentiality, integrity, availability and non-repudiation of health data. It is common to find the use of security and privacy as synonyms. Even though there is an intersection between the two, they are technically different.

- Security, according to Conger and Landry [2], is a condition of safeguarding data against danger or loss and is typically associated with confidentiality, integrity, availability and non-repudiation. Confidentiality is the assurance that data or information is not disclosed to unauthorized individuals. It is essential to clarify that confidentiality is different from privacy. Access to data or information is granted or denied based upon authorization. Hence, data or information
may be confidential but not private [2]. The accuracy of data or information is what will constitute integrity, including technological controls put in place to protect against unauthorized modification or destruction. Therefore, data or information may be private but may not have integrity because it may be modified or deleted [3]. The timely and reliable access to data or information services under restrictions for authorized users only is referred to as availability [2,3]. Availability may probably be considered as the most antithetical to privacy. Making data or information available makes it public, not private [2]. The assurance that the sender of data or information is provided with proof of delivery, and the recipient is also being provided with proof of the sender’s identity, is known as non-repudiation. It is a condition where neither can later deny having processed the data [2].

- To manage risk effectively, systems must be designed to depend on confidential and preferably anonymous incident monitoring processes that record the individual, task, situational, and organizational factors connected with incidents and near misses.
- Privacy has many faces and can be defined in many ways. It is the safeguarding of a user’s identity and personal data. Privacy generally applies to keeping secret anything an individual does not want to be known, such as a person’s location and personal data. The rationale is to allow individuals, groups, or institutions to determine for themselves when, how, and what data or information about them may be communicated to others [2].

There are a lot of privacy concerns surrounding personally identifiable information, which has become a major challenge for medical practitioners. There have been numerous technologies in the areas of encryption, data masking, and authentications to preserve data privacy while making it available only to the authorized persons [4,5]. However, information security is not about technology alone, but also about people. Advances made in technological armory have become very impressive on one hand, and on the other hand, human factors have been the staging area for information security attacks. For any security system to be designed and deployed successfully, it must also rely on people. Human factors have played a critical role in the majority of the information security incidents in organizations and yet research into human factors with regard to information security remains neglected [6]. Various human factors have the ability to deeply shape the management of information security in an organization, irrespective of any sophisticated technology at play [7]. Human factors are suspected to be at play in most information security incidents in organizations [8]. In examining human factors in information security, it is imperative not to overlook end-user devices or media with the capability of storing health data in one form or the other. In this paper, we refer to user-devices or applications as data locations. Our use of data locations is not limited to only the aforementioned, but also to papers or films.

This paper seeks to contribute to the following:

- To propose a human factor framework that merges existing information security technological framework with human factors.
- To explore the extent to which human factors aid data breaches in various data locations.
- To investigate the most vulnerable data locations as a result of human factors by ranking them using collaborative filtering.

The rest of the paper covers the literature review in Section 2, the proposed human factor framework in Section 3, data classification in Section 4, characterization of breached data locations in Section 5, and the results of the experiment in Section 6. Thenm the discussion and conclusion are Sections 7 and 8, respectively.

2. Literature Review

2.1. Human Loopholes

Over the years, there have been different models or frameworks aimed at solving some of the issues related to human loopholes concerning information security. One such framework or model
is a conceptual goal-modeling framework by Alavi et al. [9], that provides an understanding of the things or forces that may promote information security posture and satisfaction of Information Security Management System (ISMS) goals in the context of an organization. This goal model contributes to the risk of migration and the effectiveness of the Information Security Management System (ISMS) in an organization. Even though this work underlines the importance of understanding some of the main human factors for effective ISMS, it does not provide the generalized framework across organizational context in real-world cases. The framework does not also provide any expansion in information security assurance and the return on investment and their concepts. Alhogail et al. [10] conceptualized an information security culture framework, which seeks to provide a base for organizations to make an effective information security culture. The framework is designed to protect information assets and its application improves employee behavior and their interactions with information assets. This in turn leads to a positive impact and protects against information security threats posed by insider. This framework serves as a guide to the many issues that can be considered as cultural and improves employee values, assumptions, and knowledge, to help the organization achieve its objectives while reducing economic loss as a result of internal information security threats. The framework can also be used to identify vulnerabilities and weaknesses and corrective actions can be taken. The framework however, needs application with several case studies to provide solid evidence of the theoretical framework.

Liginlal et al. [11] analyzed the significance of human error as a cause of privacy breaches. Their work being an empirical study, a framework for error management, showed that privacy breach incidents were as a result of two things, slips and mistakes. There has been a steady increase in slips and mistakes which has led to a steady increase in malicious attacks, mostly in public firms. Their work provides evidence of human mistakes in information processing constituting the highest percentage of errors. There needs to be an urgent enforcement of very effective organizational policies geared towards reducing human mistakes during the information processing stage. Their results were based on secondary data and so there exists the possibility that not all privacy breach incidents were reported publicly.

Evans et al. [12] also evaluated human factor issues and proposed a novel technique for evaluating human error-related information security incidents. From their results and discussions, they believed that organizations could benefit from the concept of embedding the description of a human error-related information security incident, defined as human factors, because the majority of reported information security incidents pertain to human error. Thus, they proposed the Human Error Assessment and Reduction Technique (HEART) which can be used to analyze human error related incidents in information security. The study showed that the information security community needed to address the numerous incidents and breaches occurring regularly and the human-related incidents to it must be understood. A reduction in human error is significant in reducing the amount of information security incidents being witnessed on a regular basis.

2.2. Collaborative Filtering

Collaborative filtering is one of the most prevent techniques in Recommender Systems [13–15]. This typically makes a collection of past user behavior and makes a rating prediction based on the similarity between behavioral patterns of users [13]. Collaborative filtering follows two approaches:

- Neighborhood Model is a predictive model that uses the similarity of users or items [13,16]. This is utilizes a user-based algorithm [16] and item-based algorithm [13].
- Latent Factor is a learning model on hidden patterns from ratings observed using matrix factorization techniques [17,18]. Such a well established technique is the Single Value Decomposition (SVD) [13,19–22].

The benefit of using collaborative filtering emanates from the concepts that people often get the best recommendations from someone with a similar taste to theirs. The recommendation system can
also be based on the similarity between items determined by using the rating given to items by users. This approach helps solve issues associated with user-based collaborative filtering, when the system has many items with fewer items rated [15]. In this paper, data breach incidents underpinned by human factors are computed as recommendations and data locations where these breaches took place as items, resulting in the TOP-N vulnerable data locations.

2.3. Ranking-Oriented Collaborative Filtering

Lately, a great deal of attention has been given to developing effective techniques for retrieval in scientific information systems, relational databases and ad-hoc searches, document and multimedia databases, and so on. One such paradigm for tackling this problem is TOP-N querying. The ranking of the results and returning the N results with the highest scores. There are numerous reasons for computing TOP-N objects. For example, in the case of search engines and recommender systems, the user will consider only the first N items. Therefore, the results must be the first elements of the search result that are the N most relevant items [13]. A significant portion of this study is focused on the application of a TOP-N algorithm to the most susceptible data locations breached as a result of human factors.

To compute the TOP-N objects, consideration is given to the ranking of items. Algorithms such as EigenRank were developed to rank items using the neighborhood method [13,23]. Cofi-Rank uses the maximum margin factorization to optimize the ranking of items [24]. Another model is preference-relation-based similarity which measures multi-criteria dimensions [25]. A Bayesian personalized ranking model was proposed by Rendel et al. [26] as a better alternative. It works by maximizing the likelihood of pair-wise preferences between observed and unobserved items. They then modified it with a new objective function that aims to achieve higher accuracy for TOP-N recommendation [26]. A method that makes use of a combined collaborative filtering with learning to rank, is one that optimizes the ranking of items [13,27]. To further optimize it, Shi et al. [28] proposed an approach of combined rating and ranking oriented algorithms. The combination was proposed with a linear combination function. An extended probabilistic model with matrix factorization with list-wise preferences was proposed by Liu et al. [29]. A sparse linear model that can learn from a coefficient matrix of item similarity for TOP-N ratings was proposed by Ning and Karypis [30] and a hybrid approach to combine the content-based and the collaborative filtering method was proposed by Tejeda et al. [31]. The proposal allows user participation in the feedback process and ranks interest in user profiles.

3. Proposed Information Security Framework for Human Factors Merged with Existing Technology

In this section, we propose a framework for human factors and the technology that helps toward information security breach prevention and mitigation in organizations. We concentrate on the human factor aspect more than the technological. The proposed framework is based on the literature associated with the subject. It is a hybrid framework adopted from the human factor framework by Alhogail et al. [10] and the technical framework by Ren et al. [32] as illustrated in Figure 1.
Figure 1. Human factors and technological framework for information security.
Our proposed framework can help prevent or reduce data breach incidents in organizations. It is an integration of human factors and technology. These two domains are essential issues in information security in organizations with the latter being given much more attention by practitioners. The human factor domain is composed of four subdomains as suggested by Alhogail et al. [10]: Management, Environment, Responsibility, and preparedness. Furthermore, the technological subdomain which is more of a technical framework by Ren et al. [32] is made up of several components. The framework is aimed at providing a better understanding of human factors that top-level management can consider when it desires to implement an information security policy and solution for an organization. Many organizations do not address human factor issues as being a part of the whole information security assurance process. Human factors are only addressed when they arise. Top-level management needs a proactive information security policy and not just reactive. The novelty of the proposed framework is that it provides an understanding of how human factors can be integrated into a good technological solution for information security to make it robust. It is a solution that takes into account the critical role played by employers or users in information security through management, organizational environment, responsibility, and preparedness. By incorporating such concepts into an organization’s security strategy, the organization becomes better positioned in designing, developing, and deploying a security solution that guards against threats emanating from human factors. The addition of human factors can not be a one-phase process or a one-time event but a continuous one. Employees can not be assumed to comply every time concerning information security [1]. As illustrated in Figure 1, there must be an interconnection between human factors and technology. IT professionals can interact with employees or users to collect feedback from users, data locations, and situations (such as threats, risks, and IT events) frequently and liaise with top-level management to design or update the human factor policy for a better information security. This is important to mapping information security needs, risks or threats and will pave the way for the initiation of the appropriate process, which will make it more secure.

3.1. Human Factors

The security of information assets usually relies on the success of a ‘good’ information security policy and various security controls that are implemented as part of such a policy. Aside from the usual technological controls, there must also be considerable dependence on human involvement and this human factor in information security is directly related to human management, control of work environment, a clear understanding of employee responsibility and training. In this subsection, critical human factors that can help reduce human factor problems are discussed.

Management: In an Information Security Survey 2013 by Caldwell et al. [33], setting up security policies is one of the most critical aspects of achieving information security in an organization and this must be considered as one the human factors component. When a security policy is lacking in an organization it affects the effectiveness of information security. As a matter of fact, studies show that an inhibitor to effective information security in an organization can be attributed to a lack of security policy initiated and implemented by management and 93% of organizations that experienced employee-related breaches were as a result of poor understanding of existing security policies and only 47% had policies understood. Furthermore, poor implementation security policies are as bad as their lack of making the organization vulnerable to security breaches. It is also important to note that the existence of an information security policy does not directly impact the number of breach incidents or their seriousness when they do occur [10,34].

Practice subdomain is a matter of the posture of the senior management toward information security. This tends to greatly affect the way employees of the organization perceive the importance of information security, which also leads to an unfavorable behavior towards the same. Therefore, management must have a good attitude or behavior towards information security, and to achieve better employee security behavior, senior management support and prioritization of information security should be visibly demonstrated [10,35].
The next important component of the management subdomain is communication. A very essential issue. Perhaps, the aforementioned two will be greatly affected without the existence of good communication from management. Hence, effective interactions and communications are essential in attaining mutual understandings about security risks among different players in an organization [35]. According to Koskosas et al. [36] in their study of the subject, communication has a significant role in security management, to the extent that it has an effect on the setting of organizations’ security goals. Therefore, effective communication has proven to have a great effect on security behavior and the overall information security of the organization.

Environment: The organizational environment subdomain is also a critical component when developing a human factor domain of information security. Alhogail et al. [10] divides this subdomain into three important parts being National culture, information security culture, and standards and regulations. There is a tendency for employees to adopt a behavior that is more in line with what they see rather than what they are instructed. This is because informal norms like culture tend to be more important than formalized organizational policies. Again, organizational information security culture has a bearing on the information security behavior of employees. Da Veiga et al. [37] argue that this informal culture can be used by management as a critical lever to direct or influence the actions of employees. This will go a long way in reducing data breach threats as a result of human factors. It is vital for management to understand that national or regional culture influences the values and beliefs as it has the capacity to influence how employees view their duties and interact with others and define what constitutes acceptable and unacceptable behavior [7,38]. The development of information security must be compatible with the essential norms, ethics, and values of that society [39]. Standards and regulations are also important components and to some extent, national and regional culture must be considered with designing security policies and rules for a set of standards and regulations for information security. This will have a great impact on influencing user behavior with respect to information security [40].

Responsibility: Employee responsibility is a human factor subdomain with three divisions, rewards and deterrence, monitoring and control, and acceptance of responsibility. When management wants to promote good information security behavior, one effective tool is reward and deterrence. Formal procedures for penalties have been found to be an effective method for influencing user information security behavior. This is a useful method that can be used to minimize employee information security carelessness, error, and possibly negligence. Another way of doing this is through encouragement as studies have shown that it improves the security behavior of employees and allows greater participation in reaching organizational information security goals [10]. According to Colwill [41] monitoring and control are essential and must be in place to ensure that the risk to security risks. He argues that passwords, account management systems, and policies must be monitored and controlled and monitored to ensure the separation of different user access privileges to data and information. Even though continuous monitoring would prevent costly threats to the organization’s information assets, it could contradict with employees’ privacy, liberty, and responsibility. So there must be a balance between security and usability [10]. A human factor affected by norms, values, and belief systems is the accepting of responsibility or the employee acceptance responsibility. This can be said to be employees’ disposition to act in accordance with the interest of the information security requirements of an organization. Van Niekerk et al. [42] noted that if employees have the required knowledge and yet have a view of information security as an obstacle in doing their work, it leads to an insecure behavior. Therefore, employee acceptance is a vital human factor for information security in an organization.

Preparedness: Alhogail et al. [10] partitions the human factor of preparedness into two folds; training (which includes awareness) and change. They make conclusions based on the study by Stanton et al. [43], where a study was conducted on 1167 users. The study showed that training and awareness led to good password practices and when there are naive mistakes, it led to avoidable security incidents. Therefore, there must be a continuous training which provides continues awareness
for employees or end-users, to help provide an up to date information on security requirements, new threats and security topics for good information security practices so as to reduce or prevent avoidable security risks and incidents.

3.2. Technological Factors

Human factors are important, but they only form one side of the equation. To balance this equation, technological factors in the organization cannot be ignored. In this subsection, the paper dives into a technological framework that can be merged with the human factors discussed in Section 3.1 to provide a holistic information security framework. As illustrated in Figure 1, once the requisite human factor framework is established, there must now be a technological framework. Note that technology at this stage cannot exist on its own, but also requires senior management involvement to provide a technical hinge between human factors and technological factors. From the organizational managerial perspective, Ren et al. [32] indicate that functions must follow the general approach of security incident management, which helps demonstrate the effectiveness of information security, and must also be a reflection of the risk management decision-making process. Security controls on the role of security protection and risk control are different because every security control category and subcategory are of diverging functions. The Functions shape information security at the highest level in the organization. These functions as proposed by Ren et al. [32] are made up of five characteristics: Identify requirements, Protect and Prevent, Detect and Discover, Respond and Dispose, Emergency Recover. Furthermore, suggestions that critical infrastructure can have their own choice to strengthen the security control capability of certain functions based on ensuring the basic security protection capabilities, according to their own security strategy and the requirement to confront the threats. Security control Categories are the subdivisions of a Function into groups of cybersecurity controls closely tied to effects and particular activities. Security control Subcategories further divide a Category into specific outcomes of technical and/or management activities. Subcategories are intended to cover all known activities to achieve the effects of the Category from different aspects. Now the corresponding Level provides a correspondence between security control Subcategories and “GB/T 22239 Baseline for classified protection of information system”. The set of security control centralizes security controls from GB/T 22239, ISO/IEC 27001 and NIST SP800-53 and others [32,44,45].

The consideration of human factors in an information security framework must be dedicated to improving the quality of security and privacy protection. Technology alone cannot guarantee the security and privacy of a HIS or any other information system. Human factors must be equally considered. The practice of designing, developing, deploying, or buying technology to provide an information security solution must go hand in hand with consideration of human factors right from the very beginning [6]. It is evident from the framework, that ‘good’ management, a conducive organizational environment, preparedness (education and training), and employee responsibility are determinants to reducing human factors that may compromise security and privacy. Managing human factors in an organization is essential to prevent major information security incidents on data locations, which can cost the organization money, reputation, and potentially their continued existence. When good technology is combined with the ‘best’ human factors will provide a secure system. The framework can be used to introduce and promote good human factors or behavior concerning HIS to healthcare employees, professionals, and educators. Knowledge of human factors as a part of information security is essential to provide security and privacy of health data. Reason’s [46], concept of human factors in systems and its importance was extended to the proposed framework for organizations and can be summarized as follows:

- There needs to be an effective information security risk management. It must be a simultaneous and targeted deployment of security and privacy solutions at different levels of the system. It must not only focus on the technology but also the individual or team, the task, the situation, and the organization as a whole.
• People rather than technical lapses represent the greatest threat to the security and privacy of the data on information systems. This includes HIS.

• Managing threats associated with employees will never be a 100% effective. Human imperfection can be controlled, but it cannot be eliminated.

• To control human error, measures that involve deterrents and rewards could prove to be effective, especially when one is not dealing with highly trained information technology professionals.

• Security and privacy significant errors will occur at all levels of an organizational information system, not just at the sharp end. Therefore, decisions made by the top echelons of the organization should create conditions in the workplace that do not subsequently promote individual errors and violations.

• Different human error types have different underlying security and privacy implications, and can occur in different parts of the organization, and may require different methods of mitigation.

• Human factors problems are as a result of a chain of causes in which the unique psychological factors are the ultimate and least manageable links. Preoccupation or distraction is a necessary condition for the commission of slips and lapses in security and privacy protection. However, its occurrence is almost impossible to predict or control effectively. Similar to factors associated with forgetting. The states of mind of an employee will contribute to error, hence extremely challenging to manage; they can happen to the best of people at any time.

• Management of organizations should note that people do not act in isolation. Human behavior is shaped by circumstances, and the same is true for errors and violations. The likelihood of a risky act being committed is greatly influenced by the nature of the job and by the local workplace conditions.

• Automation and increasingly advanced technology will not cure human factors problems. It will merely relocate them. Thus training people to work effectively will costs little but will achieve significant enhancements of human performance in security and privacy of health data.

4. Data Classification

We used dataset collected by or through Health Insurance Portability and Accountability Act, a USA law designed to afford privacy standards to guard patients’ medical records and other health information given to health plans, doctors, hospitals, and other health care providers [47]. The dataset consists of over 1600 recorded cases of data breaches, specifying the location of the breach, name of the covered entity (CE), the State the entity is located in, the number of individual affected, date of submission of the breach, type of the breach, business associate present and the description of the breach from October 2009 to November 2017. To stay within the objective of predicting how human factors can lead to data breach incidents on data locations for an organizations, only a selected number of parameters are considered; date of submission of the breach, the data location breached, and the description. The descriptive parameter narrates what led to the breach. Some of the records had missing values in all the columns except for the year (date of submission of breach). Such records were removed and not considered in this study. To clean data in a way that will be supported by quantitative analysis, the descriptive column, which is a string format was examined, record by record, case by case and where it was indicative of human factors such that the underlying cause of the breach was directly due to human error or behavior, a score of 1 was assigned otherwise 0. For example, a breach on a desktop in 2009 has the description:

"The covered entity (CE) changed the business associate (BA) it used as its information technology vendor. During the transition, a workforce member of the outgoing BA entered the CE’s computer system, changed the passwords, disabled all accounts, and removed drive mappings on the computer server for all of the workstations. The BA also removed the CE’s backup program and deactivated all of its antivirus software. The breach affected approximately 2,000 individuals. The protected health information (PHI) involved in the breach included patients’ names, addresses, dates of birth, social security numbers, appointments, insurance information, and dental records. The CE provided breach notification to affected individuals, HHS, and the media. Following the breach, the CE implemented
security measures in its computer system to ensure that its information technology associates do not have access to the CE’s master system and enabled direct controls for the CE. A new server was installed with no ties to the previous BA. The new BA corrected the CE’s passwords and settings, mitigating the issues caused by the previous vendor. The CE provided OCR with copies of its HIPAA security and privacy policies and procedures, and its signed BA agreements that included the appropriate HIPAA assurances required by the Security Rule. As a result of OCR’s investigation, the CE improved its physical safeguards and retrained employees.”

The events that preceded the breach and the Office for Civil Rights (OCR) investigation indicates that the breach was aided by the human factor problem, so a score of 1 will be assigned to a desktop computer for the year 2009. This process is performed for each recorded breach. The data were then extracted according to the data breach location, the year the breach happened, and the number of human factors associated with it for that particular year. We assume that even though undetected and unreported data breach incidences may be significant to the findings of this study, we are confident that the reported data breach cases typify data breach incidences in general.

The experiment of this study is in two major parts. First, an analysis of variance (ANOVA) for linear regression is used for the analysis of the study and we implored Pearson’s r, which measures the linear relationship between two continuous variables. The regression line used is, $DATA = FIT + RESIDUAL$, that is:

$$ (y_i - \bar{y}) = (\bar{y} - \bar{y}) + (y_i - \bar{y}) $$

(1)

where the first term is the total variation in the dependent variable(s) $y$ from the dataset, the second term is the variation in the mean observation, while the third term is the residual value. We now square each of the given terms in Equation (1) and add them over all the observations $n$, which gives the equation

$$ \sum(y_i - \bar{y})^2 = \sum(\bar{y} - \bar{y})^2 + \sum(y_i - \bar{y})^2 $$

(2)

Equation (2) can be rewritten as $SST = SSE + SSM$, where $SST$ is the notation for the total sums of square, $SSE$ error sums of square and $SSM$ is the model sums of squares. The sum of the samples is equal to the ratio of the model’s sums of square, $r^2 = SSM / SST$. With this, there is a formalization that the interpretation $r^2$ which explains the fraction of the variability in the data that is explained by the regression model. The variance $s_y^2$ is given by:

$$ \frac{\sum(y_i - \bar{y})^2}{n-1} = \frac{SST}{DFT} $$

(3)

where $DFT$ is the total degree of freedom.

$$ MSM = \sum \frac{(\bar{y} - \bar{y})^2}{1} = \frac{SSM}{DFM} $$

(4)

where $DFM$ is a model degree of freedom. In Equation (4) the mean square model (MSM) applies because the regression model has one explanatory variable $x$. The corresponding mean square error (MSE) is the estimate of the variance of the population of the regression line ($\sigma^2$)

$$ \frac{\sum(y_i - \bar{y})^2}{n-2} = \frac{SSE}{DFE} = MSE $$

(5)

The ANOVA calculations for the regression are shown in Table 1.

$$ r_{jk} = \frac{s_{jk}}{s_{jk}} = \frac{\sum_{i=1}^{n}(x_{ij} - \bar{x}_j)(x_{ik} - \bar{x}_k)}{\sqrt{\sum_{i=1}^{n}(x_{ij} - \bar{x}_j)^2}\sqrt{\sum_{i=1}^{n}(x_{ik} - \bar{x}_k)^2}} $$

(6)
Equation (6) is used to compute the correlation matrix of all the dependent variables. It is a Pearson correlation matrix between the variables \( x_j \) and \( x_k \).

Next, we ranked the most to the least susceptible data locations in the event of a breach due to human factors. We used collaborative filtering for performing the data location ranking. We first determined the number of data locations similar to a data location (DL), then a calculation of the number of breaches (B) that DL for a certain year Y. The Ranking R for data location DL is close to the average of the rankings given to DL. The mathematical formula for the average ranking given by \( n \) data locations looks like this:

\[
R_{DL} = \frac{1}{n} \sum_{i=1}^{n} R_{i,DL}
\]

The formula shows that the average ranking given by \( n \) data locations is equal to the sum of the ranking given by them, divided by the number of data locations, which is \( n \).

The next step is to find the similarity of the data locations using angles, we use a computation that returns a higher similarity or smaller distance for a lower angle and a lower similarity or larger distance for a higher angle as illustrated in Equation (8). The cosine of an angle is given by a function that decreases from 1 to -1 as the angle increases from 0 to 180. The cosine of the angle is used to find the similarity between two data locations. The higher the angle, the lower will be the cosine and hence, the lower will be the similarity of the data locations. It is also accurate to compute the inverse of the value of the cosine angle to get the cosine distance between the data locations by subtracting it from 1.

\[
sim(B,Y) = \cos(B,Y) = \frac{B \cdot Y}{||B|| \ast ||Y||}
\]

To obtain the final ranking, the weighted average approach is used, multiplying each ranking by a similarity factor. By doing this, weights are added to the rankings. The heavier the weight, the more the ranking would matter. The similarity factor, which would serve as weights, should be the inverse of the distance explained above because less distance implies higher similarity. For example, a deduction of the cosine distance can be made from 1 to get a cosine similarity. Using the similarity factor \( S \) for each data location similar to the target data location DL, we calculate the weighted average using this formula:

\[
R_{DL} = \frac{1}{\sum_{i=1}^{n} S_{DL}} \sum_{i=1}^{n} R_{DL} \ast S_{DL}
\]

In Equation (9), every ranking is multiplied by the similarity factor of the data location that was breached. The final predicted ranking by data location DL will be equal to the sum of the weighted rankings divided by the sum of the weights.

We then evaluated the accuracy of the predicted rankings, using the root square mean error (RMSE). This was done by computing the mean value of all the differences squared between the true and the predicted values.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (Y_i - \bar{Y}_i)^2}{n}}
\]

where \( Y_i \) is the rank in the \( i \)th year and \( \bar{Y}_i \) is the predicted rank.

RMSE values that are greater or equal to 0.5 are a reflection of a poor ability of a model to accurately predict the data [48].

5. Characterization of Breached Data Locations

We characterizes the different types of data location breached using the location type as described in the reported dataset. All the data locations described in the subsections of this section have protected health information (ePHI), store ePHI, or are used to access ePHI and are all electronic except for paper and films:
• Network Server:
  Data locations characterized as network servers (NS) are computer systems, which are used as a central repository of data and various applications that are shared by users via an organization’s network.

• Desktop Computer:
  Data locations are designated as desktop computers (DC) if they are personal computers that fit on or under a desk, having displays (i.e., monitors), keyboards, mice, and form factors that can either be horizontal or vertical and are meant to stay at a particular location.

• Laptops:
  Laptop computers (LAP) are data locations that are portable personal computers that one can carry and use in different environments on which data were breached. They are sometimes referred to as notebooks in the dataset. LAPs must also include screens, keyboards, and trackpads or trackballs, that serve as mice. In other words, they must be personal computers meant to be used on the go, they have a battery which allows them to operate without being plugged into a power outlet.

• Other Portable Devices:
  Other Portable devices (OPD) are designations given to data locations that are not laptops yet electronic, portable and/or mobile. They included personal media players, flash memory drives, external or portable hard drives, smartphones, tablets. Furthermore, any other handheld computer devices with Liquid Crystal Display (LCD) or an organic light-emitting diode (OLED) flatscreen interface, providing touchscreen interfaces with digital buttons and keyboards or physical buttons along with physical keyboards.

• Electronic Medical Records:
  Unlike the data locations that are devices, Electronic medical records (EMR), digital versions of the paper charts in clinician offices, clinics, and hospitals, are also designated as data locations. These applications were breached on various devices in different organizations. EMRs contain notes and information collected by and for the clinicians in the office, clinic, or hospital and are mostly used by providers for diagnosis and treatment.

• Electronic Mail:
  Electronic Mails (Email) like EMR are applications that were breached on various devices and so email becomes a data location of interest.

• Paper or Films:
  These are breaches which occurred on paper or films (PF). Even though they are not electronic, we still identified them as a data location to gain a better insight. However, paper or film data locations are not used in the data location rankings.

• Others:
  Data locations that we designated as ‘Others’, are those that have breaches that took place on backup tapes or the breach was as a result as an authorized user sending protected data to the wrong address, receiver or an unauthorized user accidentally.

6. Results

The results in Table 1 are linear regression computations in which the following observations are seen between HF (the predictor) and the different dependent variables. The dependent variable NS can be statistically and significantly predicted by HF, with an F statistics of 42.492 and a distribution of [1,7) and the probability of observing the value is greater than or equal to 42.492 is less than 0.01. The computation on HF and DC also proved that DC can be statistically and significantly predicted by HF, giving an F statistic of 6.059 and the probability of observing greater or equal to the F statistic is less than 0.05 with a distribution of [1,7). Next, we see the dependent variable LAP can be statistically and significantly predicted by HF, with an F statistic of 6.145 and a distribution of [1,7). The probability of observing the value greater than or equal to its F statistic is less than 0.05. With an F statistic of 5.757 and a distribution of [1,7), OPD’s probability of observing the value greater than or equal to
its F statistic is as LAP which is less than 0.05. HF can statistically and significantly predict OPD. EMR and EMAIL both being non-hardware locations, have the probability of observing their values greater than or equal to their F statistic 13.705, and 15.474 respectively to be less than 0.01. They are both statistically and significantly predicted by HF, with a distribution of [1,7]. Last but not least, the dependent variable OTHERS can be statistically and significantly be predicted by HF, with an F statistic of 8.079 and a distribution of [1,7]. The probability of observing the value greater than or equal to its F statistic is less than 0.05.

Table 1. Anova for regression of human factors and breached locations.

| Dependent Variable | Sum of Squares | df | Mean Square | F      | Sig |
|--------------------|----------------|----|-------------|--------|-----|
| NS                 | Regression     | 2495.746 | 1   | 2495.746 | 42.492 | 0.000 b |
|                    | Residual       | 411.143  | 7   | 58.735  |        |      |
|                    | Total          | 2906.889 | 8   |         |        |      |
| DC                 | Regression     | 590.163  | 1   | 590.163 | 6.059  | 0.043 b |
|                    | Residual       | 681.837  | 7   | 97.405  |        |      |
|                    | Total          | 1272.000 | 8   |         |        |      |
| LAP                | Regression     | 2319.718 | 1   | 2319.718| 6.145  | 0.042 b |
|                    | Residual       | 2642.282 | 7   | 377.469 |        |      |
|                    | Total          | 4962.000 | 8   |         |        |      |
| OPD                | Regression     | 511.864  | 1   | 511.864 | 5.757  | 0.048 b |
|                    | Residual       | 622.358  | 7   | 88.908  |        |      |
|                    | Total          | 1134.222 | 8   |         |        |      |
| EMR                | Regression     | 377.290  | 1   | 377.290 | 13.705 | 0.008 b |
|                    | Residual       | 192.710  | 7   | 27.530  |        |      |
|                    | Total          | 570.000  | 8   |         |        |      |
| EMAIL              | Regression     | 1073.808 | 1   | 1073.808| 15.474 | 0.006 b |
|                    | Residual       | 485.748  | 7   | 69.393  |        |      |
|                    | Total          | 1559.556 | 8   |         |        |      |
| PF                 | Regression     | 4530.350 | 1   | 4530.350| 62.771 | 0.000 b |
|                    | Residual       | 505.206  | 7   | 72.172  |        |      |
|                    | Total          | 5035.556 | 8   |         |        |      |
| OTHERS             | Regression     | 2246.860 | 1   | 2246.860| 8.079  | 0.025 b |
|                    | Residual       | 2120.029 | 7   | 302.861 |        |      |
|                    | Total          | 4366.889 | 8   |         |        |      |

b. Predictors: (Constant), HF.

The proportion of the variation of the dependent variables explained by the independent variables is shown in Table 2. HF accounts for 88.5%, 38.7%, 39.1%, 37.3%, 61.4%, 64.4%, 88.5% and 46.9% of the explained variability in NS, DC, LAP, OPD, EMR, EMAIL, PF and OTHERS respectively. While these results suggest that non-human factors also account for 11.5%, 61.3%, 60.9%, 62.7%, 38.1%, 35.6%, 11.5% and 53.1% of the explained variability in NS, DC, LAP, OPD, EMR, EMAIL, PF and OTHERS respectively, an empirical study to better understand how they affect breached locations will be required. The results from Table 2 establishes that breached locations are hugely influenced by human factors.
Table 2. Model summary of human factors and breached locations.

| Dependent Variable | R | R Square | Adjusted R Square | Std. Error of R Square | R Square Change | F Change | df1 |
|--------------------|---|----------|-------------------|------------------------|-----------------|----------|-----|
| NS                 | 0.949 * | 0.900 | 0.885 | 8.495 | 0.900 | 62.771 | 1   |
| DC                 | 0.681 * | 0.464 | 0.387 | 9.869 | 0.464 | 6.059 | 1   |
| LAP                | 0.684 * | 0.467 | 0.391 | 19.429 | 0.467 | 15.705 | 1    |
| OPD                | 0.672 | 0.451 | 0.373 | 9.429 | 0.451 | 15.474 | 1 |
| EMR                | 0.814 * | 0.662 | 0.536 | 5.247 | 0.536 | 13.705 | 1 |
| EMAIL              | 0.830 * | 0.689 | 0.644 | 8.330 | 0.644 | 15.474 | 1 |
| PF                 | 0.949 * | 0.900 | 0.885 | 8.495 | 0.885 | 62.77 | 1 |
| OTHERS             | 0.732 * | 0.536 | 0.469 | 17.403 | 0.536 | 8.079 | 1 |

*a. Predictors: (Constant), HF.

Table 3 provides the analysis for the linear regression between each of the dependent variables and human factors. The predictions show that $NS = -0.229 + 0.286x(x = HF)$. An increase or change in human factors, projects a mean of 0.286 in a network server breach. The regresional equation of $DC = 8.246 + 0.139x(x = HF)$ predicts a mean of 0.139 each in desktop computers, for an increase or change in human factors. For laptops, there is a mean 0.275 increase or change in human factors, with the regresional equal of $LAP = 9.750 + 0.275x(x = HF)$. The prediction also shows $OPD = 7.704 + 0.129x(x = HF), EMR = -0.463 + 0.111x(x = HF)$ and $EMAIL = -2.123 + 0.187x(x = HF)$, where there are mean changes of 0.129, 0.111 and 0.187 in other portable devices, electronic medical records and emails, respectively, for increases in human factors. Lastly, $PF = 7.901 + 0.385x(x = HF)$ and $OTHERS = 12.070 + 0.283x(x = HF)$ are the predictions for paper-films and other locations respectively. An increase or change in human factors, project means of 0.385 and 0.283 in paper-films and others respectively.

Table 3. Coefficients of human factors and breached locations.

| Dependant Variable | Independent Variable | Unstandardized Coefficients | Standardized Coefficients | B | Std. Error | Beta | t | Sig. |
|--------------------|----------------------|----------------------------|---------------------------|---|------------|------|---|-----|
| NS                 | (Constant)           |                            |                           | 0.229 | 5.309 | 0.043 | 0.967 | 0.000 |
|                    | HF                   |                            |                           | 0.286 | 0.044 | 0.927 | 6.519 | 0.000 |
| DC                 | (Constant)           |                            |                           | 8.246 | 6.837 | 0.681 | 1.206 | 0.267 |
|                    | HF                   |                            |                           | 0.139 | 0.056 | 0.672 | 2.461 | 0.043 |
| LAP                | (Constant)           |                            |                           | 9.750 | 13.460 | 0.684 | 0.724 | 0.492 |
|                    | HF                   |                            |                           | 0.275 | 0.111 | 0.684 | 2.479 | 0.042 |
| OPD                | (Constant)           |                            |                           | 7.704 | 6.532 | 0.727 | 1.179 | 0.277 |
|                    | HF                   |                            |                           | 0.129 | 0.054 | 0.672 | 2.399 | 0.048 |
| EMR                | (Constant)           |                            |                           | -0.463 | 3.635 | -0.127 | -0.127 | 0.902 |
|                    | HF                   |                            |                           | 0.111 | 0.030 | 0.814 | 3.702 | 0.008 |
| EMAIL              | (Constant)           |                            |                           | -2.123 | 5.771 | -0.368 | -0.368 | 0.724 |
|                    | HF                   |                            |                           | 0.187 | 0.048 | 0.830 | 3.934 | 0.006 |
| PF                 | (Constant)           |                            |                           | 7.901 | 5.885 | 1.342 | 1.342 | 0.221 |
|                    | HF                   |                            |                           | 0.385 | 0.049 | 0.949 | 7.923 | 0.000 |
| OTHERS             | (Constant)           |                            |                           | 12.070 | 12.056 | 1.001 | 1.001 | 0.350 |
|                    | HF                   |                            |                           | 0.283 | 0.099 | 0.732 | 2.842 | 0.025 |

Computation of the Pearson correlation coefficient in Table 4 is indicative of the strength of the relationship between HF and the dependent variables when a location is breached. There exists a very strong positive correlation of $r = 0.927$ and $r = 0.949$ between HF and NS, and HF and PF respectively. $p$ is significant at 0.000 for both. HF also has a strong positive correlation of $r = 0.814$ and $r = 0.830$,
with EMR and EMAIL sequentially and \( p \) is significant at 0.008 and 0.006, respectively. A moderate positive correlation of \( r = 0.681, r = 0.684, r = 0.672 \) and \( r = 0.732 \) exists between HF, and DC, LAP, OPD and OTHERS accordingly with each having \( p \) significant at 0.043, 0.042, 0.048 and 0.025 in that order.

The correlation matrix in Table 4 also epitomizes how close some of the data locations are. For example, the network server is a good correlation with all the electronic data locations. This can especially be seen with the two non-hardware electronic data locations (EMR and EMAIL), which have high degrees of correlations with network servers (NS). Network servers provide multiple resources to workstations and other servers on the network. The shared resources can be hardware such as disk space or hardware access and application access (i.e., email services).

### Table 4. Correlations matrix of data locations concerning human factors.

|      | NS      | DC      | LAP     | OPD     | EMR     | EMAIL   | PF      | OTHERS  |
|------|---------|---------|---------|---------|---------|---------|---------|---------|
| NS   | Pearson Correlation | 1  0.550 | 0.524 | 0.672 * | 0.847 ** | 0.934 ** | 0.917 ** | 0.756 * |
|      | Sig. (2-tailed)      | 0.125 | 0.147 | 0.048 | 0.004 | 0.000 | 0.001 | 0.018 |
| DC   | Pearson Correlation  | 1  0.943 ** | 0.793 * | 0.339 | 0.311 | 0.753 * | 0.812 ** | 0.000 |
|      | Sig. (2-tailed)      | 0.000 | 0.011 | 0.372 | 0.415 | 0.019 | 0.008 |
| LAP  | Pearson Correlation  | 1  0.829 ** | 0.253 | 0.307 | 0.747 * | 0.831 ** | 0.000 |
|      | Sig. (2-tailed)      | 0.006 | 0.511 | 0.422 | 0.021 | 0.000 |
| OPD  | Pearson Correlation  | 1  0.263 | 0.431 | 0.801 ** | 0.986 ** | 0.000 |
|      | Sig. (2-tailed)      | 0.494 | 0.246 | 0.009 | 0.000 |
| EMR  | Pearson Correlation  | 1  0.877 ** | 0.769 * | 0.374 | 0.002 | 0.015 | 0.322 |
|      | Sig. (2-tailed)      | 0.000 | 0.015 | 0.000 |
| EMAIL| Pearson Correlation  | 1  0.778 * | 0.528 | 0.014 | 0.144 |
|      | Sig. (2-tailed)      | 0.000 | 0.000 |
| PF   | Pearson Correlation  | 1  0.849 ** | 0.004 | 0.000 |
|      | Sig. (2-tailed)      | 0.004 |
| OTHERS| Pearson Correlation | 1 | 0.000 | 0.000 |
|      | Sig. (2-tailed)      | 0.000 |

* Correlation is significant at the 0.05 level (2-tailed). ** Correlation is significant at the 0.01 level (2-tailed).

Table 5 shows the ranking results of the most susceptible data locations in a data breach incident as a result of human factors using a collaborative filtering algorithm. The dataset extracted only included breaches on data locations that had human factor problems. The result may be different if non-human factor breaches were to be added or analyzed separately. The ranking shows Laptops to be the most susceptible data location and electronic medical records the least. The ranking of Network servers is quite intriguing. Mostly, network servers are manned by IT professions, who we assume are well positioned in terms of knowledge not to compromise the security of the system, especially as a result of human factors. However, network servers rank number two. Even though an empirical study may be needed to ascertain why network servers rank high. We believe it will not be academically strange to conclude per these results, that the other data locations have an indirect effect on a network server being breached due to human factors. The result also shows that human factors make affect data locations different when it come to data breach incidents.

### Table 5. Ranking of most susceptible electronic data locations.

| Rank | Location | Score |
|------|----------|-------|
| 1    | LAP      | 1.135 |
| 2    | NS       | 0.80  |
| 3    | DC       | 0.64  |
| 4    | OPD      | 0.60  |
| 5    | EMAIL    | 0.46  |
| 6    | EMR      | 0.29  |
The root mean square error (RMSE) was used to evaluate the accuracy of the ranking results as illustrated in Figure 2. The evaluation of the differences between the true ranking and the predicted ranking ranges of 0.22 to 0.39. This is an indication that the ranking obtained from the collaborative filtering has a high degree of accuracy and therefore our ranking is reliable.

![Figure 2. Ranking evaluation.](image)

7. Discussion

7.1. Human Factors Are a Real Risk

The above findings show data locations to be a critical factor when it comes to the role of human factors in Information Security breach incidents. The results are statistically significant at 0.01 and 0.05, depicted in Table 6. Organizations need to come up with policies that seek to halt or minimize information security incidents stemming from data locations as a result of human factors. With the proliferation of different types of user devices and applications, their advanced capabilities and user friendliness, more and more organizations including those in the health sectors are going to require employees to perform their daily tasks on these devices and applications via a network or the internet. Due to novel coronavirus, most employees may do their work from the comfort of their home through the internet. Furthermore, so if there was ever a time that organizations face information security risk concerning human factors, that time is now. Therefore, human factors need to be addressed comprehensively, to minimize the threats or risk data locations may pose to the overall information security.

| Data Location | 0.01 | 0.05 | 0.1 | 0.5 |
|---------------|------|------|-----|-----|
| PF            | 0.000|      |     |     |
| NS            | 0.000|      |     |     |
| EMAIL         | 0.006|      |     |     |
| EMR           | 0.008|      |     |     |
| DC            |      |      |     |     |
| EMAIL         |      |      |     |     |
| EMR           |      |      |     |     |
| LAP           |      |      |     |     |
| DC            |      |      |     |     |
| EMAIL         |      |      |     |     |
| EMR           |      |      |     |     |
| OPD           |      |      |     |     |

In Table 4, we see a strong positive correlation between network servers and electronic medical records and emails as compared with the other electronic data locations. This is perhaps the reason
why our ranking of the most susceptible data location concerning human factors has a network server at position two (see Table 5). As we have already explained in the previous section, network servers are usually operated by IT professionals, and one would not expect that position. So there may be a possibility that the other electronic devices and application breaches also affect or cause a breach on the network server. Again this will have to be investigated in the future as this study did not cover that.

7.2. Data Location Vulnerability

The many technological advances in information technology, such as data locations, do not always make them more secure. Underlying human factor problems can also make them vulnerable. Thus, information security cannot be understood or described as solely a technical problem. Data locations are operated by people and this means that information security is also a human factors issue [1,12]. Human factors affect how individuals interact with information security technology. An interaction that is often detrimental to security and privacy. It is evident that solely technical solutions are unlikely to prevent security breaches on data locations. It is, therefore, imperative for organizations to input and maintain a culture where positive information security behaviors are appreciated. Usability hurdles connected with information security requirements must be understood and mitigated to better protect data locations. By this, security functions require meaningful, easy to locate, visible, and convenient use. Organizations need to facilitate training about the importance of security and privacy awareness, and this should incorporate education on information security behavior in data locations. The type of interaction between individuals and data locations and the decisions that are made in regard to information security is a dynamic and complex issue. Indeed many factors must be considered. There are also preferences and heuristics that influence how people perceive risk on data locations and can help clarify why individuals make certain decisions and why specific behaviors may be observed [9]. Culture, climate, and religion can unquestionably have a significant influence on values, behaviors, and attitudes. Therefore, understanding an organization’s culture and security climate can give an acumen into certain behaviors concerning the use of data locations in the organization. Cybercriminals understand this as a major weakness within information security and will use social engineering as a tool to launch their attacks. These types of attacks are carried out in an effort to gain sensitive information, which is then used maliciously to the disadvantage of individuals and organizations. Undoubtedly, social engineering poses a great threat to all organizations and to reduce this threat, employees need to not only be aware of potential attacks, but also taught the relevant tools to reduce their risks of becoming a target and a victim [7].

8. Conclusions

In this work, we have proposed a human factor framework merged with existing technological framework. Our results have added to the body of knowledge that technology is not the sole panacea to information security threats and risks and that human factors are also important. The security of data locations, which in turn affects the overall information security, is not only assured in their technical designs and deployments, but also human factors. Data locations do not have the same vulnerability concerning human factors. Some are more vulnerable than others, and so the organization must consider which ones they may want to allow to minimize their vulnerability concerning human factors. Future studies, will have to investigate what specific human factors make what data location more vulnerable and also explore the most critical human factor(s) that make(s) an organization’s information security most vulnerable. The limitations of this paper are that, the dataset does not include ‘all’ data locations that may be vulnerable in an organization, also the analysis does not take into account data breach incidents that had no underlying human factor problems.
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The following abbreviations are used in this manuscript:

| Abbreviation | Description                      |
|--------------|----------------------------------|
| HF           | Human Factors                    |
| NS           | Network Server                   |
| DC           | Desktop Computer                 |
| LAP          | Laptop                           |
| EMAIL        | Electronic Mail                  |
| EMR          | Electronic Medical Record        |
| PF           | Paper or Films                   |
| HIS          | Health Information System        |
| PHI          | Protected Health Information     |
| ePHI         | Electronic Protected Health Information |
| CE           | Covered Entity                   |
| ISMS         | Information Security Management System |
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