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Abstract. We prove, for $d \geq 2$, a negative result for approximation of functions defined on compact subsets of $\mathbb{R}^d$ with single layer feedforward neural networks with arbitrary activation functions. In philosophical terms, this result claims the existence of learning functions $f(x)$ which are as difficult to approximate with these neural networks as one may want. We also demonstrate an analogous result (for arbitrary $d$) for neural networks with an arbitrary number of layers, for some special types of activation functions.

1. Introduction

The standard model of the single hidden layer feedforward neural networks leads to the problem of approximation of arbitrary functions $f: \mathbb{R}^d \to \mathbb{R}$ by elements of the set

$$\Sigma_n^\sigma = \left\{ \sum_{k=1}^n c_k \sigma(w^k \cdot x - b_k) : w^k \in \mathbb{R}^d, c_k, b_k \in \mathbb{R} \right\},$$

where $\sigma \in C(\mathbb{R})$ is the given activation function of the net and $w^k \cdot x = \sum_{i=1}^d w^k_i x_i$ is the dot product of the vectors $w^k = (w^k_1, \ldots, w^k_d)$ and $x = (x_1, \ldots, x_d)$.

It is well known that $\bigcup_{n=1}^\infty \Sigma_n^\sigma$ is dense in $C(\mathbb{R}^d)$ (for the topology of uniform convergence on compact subsets of $\mathbb{R}^d$) if and only if $\sigma$ is not a polynomial (see, e.g. [9, Theorem 1] and [8] for a different density result). In particular, this means that feedforward networks with a nonpolynomial activation function can approximate any continuous function and, thus, are good for any learning objective in the sense that, given a precision $\varepsilon > 0$ there exists $n \in \mathbb{N}$ with the property that the associated feedforward neural network with one hidden layer and $n$ units can be (in principle) trained to approximate the associated learning function $f(x)$ with uniform accuracy smaller than $\varepsilon$. In other words, we know that for any nonpolynomial activation function $\sigma \in C(\mathbb{R})$ and for any compact set $K \subset \mathbb{R}^d$ and any $f \in C(K)$,

$$E(f, \Sigma_n^\sigma)_{C(K)} = \inf_{g \in \Sigma_n^\sigma} \| f - g \|_{C(K)} \leq \varepsilon$$

for $n$ large enough. These are of course good news for people working with neural networks. On the other hand, several examples of high-oscillating functions such as those studied at
have shown that sometimes it is necessary to increase dramatically the number of units (and layers) of a neural network if one wants to approximate certain functions. But these examples do not contain, by themselves, any information about the decay of best approximation errors when the size of the neural network goes to infinity, so that one considers the full sequence of best approximation errors. In this paper we demonstrate a negative result which, in philosophical terms, claims the existence of learning functions $f(x)$ which are as difficult to approximate with neural networks with one hidden layer as one may want and we also demonstrate an analogous result for neural networks with an arbitrary number of layers for some special types of activation functions $\sigma$. Concretely, in section 2 we demonstrate that for any non polynomial activation function $\sigma \in C(\mathbb{R})$, for any natural number $d \geq 2$ and for any compact set $K \subseteq \mathbb{R}^d$ with nonempty interior and any given decreasing sequence of positive real numbers $\{\varepsilon_n\}$ which converges to zero, there exists a continuous function $f \in C(K)$ such that

$$E(f, \Sigma_n^{\sigma,d})_{C(K)} \geq \varepsilon_n, \text{ for all } n = 1, 2, \cdots.$$  

We also demonstrate the same type of result for the norms $L^q(K)$, $2 \leq q < \infty$. The proofs of these theorems are based on the combination of a general negative result in approximation theory demonstrated by Almira and Oikhberg in 2012 [1] (see also [2]) and the estimations of the deviations of Sobolev classes by ridge functions proved by Gordon, Maiorov, Meyer and Reisner in 2002 [5]. It is important to stand up the fact that our result requires the use of functions of several variables and can’t be applied to univariate functions. This is natural not only because of the method of proof we use, which is based on the statement of a negative result for approximation by ridge functions that holds true only for $d \geq 2$, but also because quite recently Guliyev and Ismailov [3, Theorems 4.1 and 4.2] have demonstrated that for the case $d = 1$ a general negative result for approximation by single hidden layer feedforward neural networks is impossible. In particular they have explicitly constructed an infinitely differentiable sigmoidal activation function $\sigma$ such that $\Sigma_2^\sigma$ is a dense subset of $C(\mathbb{R})$ with the topology of uniform convergence on compact subsets of $\mathbb{R}$.

On the other hand, as a consequence of Kolmogorov’s Superposition Theorem [4, Chapter 17, Theorem 1.1], a general negative result for approximation by several hidden layer feedforward neural networks is impossible not only for univariate ($d = 1$) but also for arbitrary multivariate ($d \geq 2$) functions (see [10] for a proof of this claim and [7, 11, 12] for other interesting related results). Nevertheless, in section 3 we demonstrate several negative results for specific choices of activation functions $\sigma$ and for arbitrary $d \geq 1$. Concretely, we prove that if $\sigma$ is either a rational (nonpolynomial) function or a linear spline with finitely many pieces (which is nonpolynomial too), then for any pair of sequences of natural numbers $0 = r_0 < r_1 < r_2 < \cdots < r_k < \cdots$, $0 = n_0 < n_1 \leq n_2 \leq \cdots \leq n_k \leq \cdots$ and any non-increasing sequence $\{\varepsilon_n\}$ which converges to 0, and for appropriate compact subsets $K$ of $\mathbb{R}^d$, there exists a function $f \in C(K)$ such that

$$E(f, \Sigma_{r_k,n_k}^{\sigma,d})_{C(K)} \geq \varepsilon_k \text{ for all } k = 1, 2, \cdots.$$
where $\tau_{\sigma}^{r,n}$ denotes the set of functions defined on $\mathbb{R}^d$ by a neural network with activation function $\sigma$ and at most $r$ layers and $n$ units in each layer. It is important to stand up the fact that the results of this section apply for all values of $d \geq 1$ and, moreover, they also apply to neural networks with activation functions

$$\sigma(t) = \text{ReLU}(t) = \begin{cases} 0 & t < 0 \\ t & t \geq 0 \end{cases}$$

and

$$\sigma(t) = \text{Hard Tanh}(t) = \begin{cases} -1 & t < -1 \\ t & -1 \leq t \leq 1 \\ 1 & t > 1 \end{cases},$$

which are two of the most used activation functions for people working with neural networks.

2. A GENERAL NEGATIVE RESULT FOR FEEDFORWARD NEURAL NETWORKS WITH ONE HIDDEN LAYER

Let us start by introducing some notation and terminology from Approximation Theory. Given $(X, \| \cdot \|)$ a Banach space, we say that $(X, \{ A_n \})$ is an approximation scheme (or that $\{ A_n \}$ is an approximation scheme in $X$) if $\{ A_n \}$ satisfies the following properties:

(A1) $A_0 = \{0\} \subset A_1 \subset \cdots \subset A_n \subset A_{n+1} \subset \cdots$ is a nested sequence of subsets of $X$ (with strict inclusions).

(A2) There exists a map $J : \mathbb{N} \to \mathbb{N}$ such that $J(n) \geq n$ and $A_n + A_n \subseteq A_{J(n)}$ for all $n \in \mathbb{N}$.

(A3) $\lambda A_n \subseteq A_n$ for all $n \in \mathbb{N}$ and all scalars $\lambda$.

(A4) $\bigcup_{n \in \mathbb{N}} A_n$ is dense in $X$.

It is known that for any activation function $\sigma \in C(\mathbb{R})$ and any infinite compact set $K \subseteq \mathbb{R}^d$, $(C(K), \{ \Sigma_{\sigma}^{r,n} \})$ is an approximation scheme, with jump function $J(n) = 2n$, as soon as $\sigma$ is not a polynomial, since the sets $\{ \Sigma_{\sigma}^{r,n} \}$ always satisfy (A1), (A2) and (A3) and, given an infinite compact set $K \subseteq \mathbb{R}^d$, they also satisfy (A4) if (and only if) $\sigma$ is not a polynomial (see [3]). In fact, if $\sigma$ is not a polynomial, then $(L^p(K), \{ \Sigma_{\sigma}^{d} \})$ is an approximation scheme for every compact set $K \subseteq \mathbb{R}^d$ of positive measure and all $p \geq 1$.

Another important example of approximation scheme, again with jump function $J(n) = 2n$, is given by $(X, \{ R_n^{d} \})$, where $d \geq 2$, $X = C(K)$ or $X = L^p(K)$ (with $p \geq 1$) for some compact set $K \subseteq \mathbb{R}^d$ with positive Lebesgue measure, $R_0^{d} = \{0\}$ and, for $n \geq 1$,

$$R_n^{d} = \{ \sum_{i=1}^{n} g_i(a^i \cdot x) : a^i \in S^{d-1}, g_i \in C(\mathbb{R}), i = 1, \cdots, n \},$$

where $S^{d-1} = \{ x \in \mathbb{R}^d : \| x \|_2^2 = \sum_{i=1}^{d} |x_i|^2 = 1 \}$. The elements of $R_n^{d}$ are called ridge functions (in $d$ variables). The density of ridge functions in these spaces is a well known fact (see [3]).

We prove, for the sake of completeness, the following result:
Proposition 1. \[ \Sigma_{n}^{\sigma,d} \subset R_{n}^{d} \]

Proof. Let \( \phi(x) = \sum_{k=1}^{n} c_{k} \sigma(w_{k} \cdot x - b_{k}) \) be any element of \( \Sigma_{n}^{\sigma,d} \) and let us set \( g_{k}(t) = c_{k} \sigma(\|w_{k}\| t - b_{k}) \) and \( a^{k} = \frac{1}{\|w_{k}\|} w_{k} \). Then \( g_{k} \in C(\mathbb{R}) \) and \( a^{k} \in S^{d-1} \) for \( k = 1, \ldots, d \). Moreover,

\[
\sum_{k=1}^{d} g_{k}(a^{k} \cdot x) = \sum_{k=1}^{d} c_{k} \sigma(\|w_{k}\| a^{k} \cdot x - b_{k}) = \sum_{k=1}^{d} c_{k} \sigma(w_{k} \cdot x - b_{k}) = \phi(x),
\]

which means that \( \phi \in R_{n}^{d} \).

In [1, Theorems 2.2 and 3.4] (see also [2, Theorem 1.1]) the following result was proved.

Theorem 2 (Almira and Oikhberg, 2012). Given \( \{A_{n}\} \) an approximation scheme on the Banach space \( X \), the following are equivalent claims:

(a) For every non-increasing sequence \( \{\varepsilon_{n}\} \rightarrow 0 \) there exists an element \( x \in X \) such that

\[ E(x, A_{n}) = \inf_{a_{n} \in A_{n}} \|x - a_{n}\|_{X} \geq \varepsilon_{n} \quad \text{for all} \quad n \in \mathbb{N} \]

(b) There exists a constant \( c > 0 \) and an infinite set \( \mathbb{N}_{0} \subseteq \mathbb{N} \) such that, for all \( n \in \mathbb{N}_{0} \), there exists \( x_{n} \in X \setminus A_{n} \) such that

\[ E(x_{n}, A_{n}) \leq cE(x_{n}, A_{J(n)}) \]

Remark 3. If \( (X, \{A_{n}\}) \) satisfies (a) or (b) of Theorem 2 we say that the approximation scheme satisfies Shapiro’s theorem.

Let us state the main result of this section:

Theorem 4. Let \( \sigma \in C(\mathbb{R}) \) be any nonpolynomial activation function, let \( d \geq 2 \) be a natural number and let \( K \subset \mathbb{R}^{d} \) be a compact set with nonempty interior. For any non-increasing sequence of real numbers \( \{\varepsilon_{n}\} \) such that \( \lim_{n \to \infty} \varepsilon_{n} = 0 \), there exist a learning function \( f \in C(K) \) such that

\[ E(f, \Sigma_{n}^{\sigma,d})_{C(K)} \geq E(f, R_{n}^{d})_{C(K)} \geq \varepsilon_{n} \quad \text{for all} \quad n = 1, 2, \ldots . \]

Proof. It is enough to demonstrate that the approximation scheme \( (C(K), \{R_{n}^{d}\}) \) satisfies condition (b) of Theorem 2 since Proposition 1 implies that

\[ E(f, \Sigma_{n}^{\sigma,d})_{C(K)} \geq E(f, R_{n}^{d})_{C(K)} \]

for all \( n \). In order to do this, we need to use the following result (see [5, Theorem 1.1]).

Theorem 5 (Gordon, Maiorov, Meyer and Reisner, 2002). Let \( d \geq 2 \) and let \( r > 0 \) and \( 2 \leq q \leq p \leq \infty \). Then the asymptotic relation

\[ \text{dist}(B(W_{p}^{r,d}), R_{n}^{d}, L_{q}) = n^{-\frac{r}{p-q}} \]

holds.
Here, $B(W_p^{r,d})$ denotes the unit ball in the Sobolev-Slobodetskii class of functions $W_p^{r,d}(B_d)$ defined on the unit ball of $\mathbb{R}^d$ (but the result holds true with the same asymptotics for all balls of $\mathbb{R}^d$) and

$$\text{dist}(B(W_p^{r,d}), R_n^d, L^q) = \sup_{f \in B(W_p^{r,d})} E(f, R_n^d)_{L^q(B_d)}.$$  

We apply Theorem 5 to functions defined on a ball of $\mathbb{R}^d$ of radius $t > 0$, $B_d(t) \subset K$. Thus, given $r > 0$ and $2 \leq q \leq p \leq \infty$, there exists two positive constants $c_0, c_1 > 0$ such that:

(i) For any $f \in B(W_p^{r,d})$,

$$E(f, R_n^d)_{L^q(B_d(t))} \leq c_1 n^{\frac{r}{p} - 1}.$$

(ii) For any $m \in \mathbb{N}$ there exists $f_m \in B(W_p^{r,d})$ such that

$$E(f_m, R_m^d)_{L^q(B_d(t))} \geq c_0 m^{\frac{r}{p} - 1}.$$

Combining these inequalities for $m = 2n$, $n \in \mathbb{N}$, we have that

$$E(f_{2n}, R_{2n}^d)_{L^q(B_d(t))} \geq c_0 (2n)^{\frac{r}{p} - 1} = c_0 2^{\frac{r}{p} - 1} n^{\frac{r}{p} - 1} \geq 2^{\frac{r}{p} - 1} c_0 E(f_{2n}, R_n^d)_{L^q(B_d(t))}.$$

Hence

$$E(f_{2n}, R_n^d)_{L^q(B_d(t))} \leq 2^{\frac{r}{p} - 1} \frac{c_1}{c_0} E(f_{2n}, R_n^d)_{L^q(B_d(t))} \text{ for all } n \in \mathbb{N}$$

and $(L^q(B_d(t)), \{R_n^d\})$ satisfies condition (b) of Theorem 2 which implies that, for any non-increasing sequence of positive numbers $\{\varepsilon_n\} \rightarrow 0$ there exists a function $f \in L^q(B_d(t))$ such that

$$E(f, R_n^d)_{L^q(B_d(t))} \geq \varepsilon_n \text{ for all } n \in \mathbb{N}.$$  

Taking $\bar{f} \in L^q(K)$ any extension of $f$ to the compact set $K$, we also have that

$$E(\bar{f}, R_n^d)_{L^q(K)} \geq \varepsilon_n \text{ for all } n \in \mathbb{N}.$$  

Moreover, in the case $p = q = \infty$, we can use Sobolev’s embedding theorem to guarantee that, for $r$ big enough, the Sobolev class $W^{r,d}_\infty$ is formed by continuous functions, which implies that the inequalities

$$E(f_{2n}, R_n^d)_{L^\infty(B_d(t))} \leq 2^{\frac{r}{p} - 1} \frac{c_1}{c_0} E(f_{2n}, R_n^d)_{L^\infty(B_d(t))} \text{ for all } n \in \mathbb{N}$$

can be stated for continuous functions:

$$E(f_{2n}, R_n^d)_{C(B_d(t))} \leq 2^{\frac{r}{p} - 1} \frac{c_1}{c_0} E(f_{2n}, R_n^d)_{C(B_d(t))} \text{ for all } n \in \mathbb{N}$$

and we can apply Theorem 2 to the approximation scheme $(C(B_d(t)), \{R_n^d\})$ and, consequently, to the approximation scheme $(C(K), \{R_n^d\})$. This ends the proof. \(\square\)
3. NEGATIVE RESULTS FOR FEEDFORWARD NEURAL NETWORKS WITH SEVERAL
HIDDEN LAYERS

In [10, Theorem 4 and comments below it] it was proved that, for a proper choice
of the activation function $\sigma$, which may be chosen real analytic and of sigmoidal type, a
feedforward neural network with two layers and a fixed finite number of units in each layer
is enough for uniform approximation of arbitrary continuous functions on any compact set
$K \subseteq \mathbb{R}^d$. Concretely, the result was demonstrated for neural networks with $3d$ units in the
first layer and $6d + 3$ units in the second layer. Moreover, reducing the restrictions on $\sigma$,
the same result can be obtained for a neural network of two layers with $d$ units in the first
layer and $2d + 1$ units in the second layer. Finally, Guliyev and Ismailov have recently
shown, for $d \geq 2$, an algorithmically constructed two hidden layers feedforward neural
network with fixed weights which has a total of $3d + 2$ units and uniformly approximates
arbitrary continuous functions on compact subsets of $\mathbb{R}^d$ (see [7]).

In this section we prove that, for certain natural choices of $\sigma$, a negative result holds
true for neural networks with any number of layers and units in each layer. Concretely,
we demonstrate a negative result for multivariate uniform approximation by rational
functions and spline functions with free partitions and, as a consequence, we get a negative
result for approximation by feedforward neural networks with arbitrary number of layers
when the activation function $\sigma$ is either a rational (non polynomial) function or a linear
spline with finitely many pieces (e.g., the well known ReLU and Hard Tanh functions
are linear spline functions with two and three pieces, respectively). Note that the use of
rational and/or spline approximation tools in connection with the study of these classical
neural networks is a natural one and has been faced by several other authors (see, e.g.
[14, 15, 16, 17, 18]).

In [1, Sections 6.3 and 6.4] the one dimensional case of rational and free partitions
spline approximation were studied, so that we can state the following two results:

**Theorem 6.** Let $\mathcal{R}^1_{n}(I)$ denote the set of rational functions $r(x) = p(x)/q(x)$ with
max\{deg(p), deg(q)\} $\leq n$ and such that $q(x)$ does not vanish on $I$, and assume that
$I = [a,b] \subset \mathbb{R}$ with $a < b$. Let $1 \leq n_1 < n_2 < \cdots$ be an increasing sequence of natural
numbers. Let $A_0 = \{0\}$ and $A_i = \mathcal{R}^1_{n_i}(I)$, $i > 0$. Then $(C(I), \{A_i\})$ is an approximation
scheme which satisfies Shapiro’s theorem.

**Proof.** The result follows from [11 Item (1) from Theorem 6.9] for the case $n_i = i$,
i = 1, 2, \cdots. Let us now assume that $1 \leq n_1 < n_2 < \cdots$ is any other sequence. Given
\{$\varepsilon_n$\} a non-increasing sequence which converges to 0, we introduce the new sequence
$$
\varepsilon_n = \varepsilon_k , \text{ when } n_{k-1} \leq n < n_k.
$$
Then \{$\varepsilon_n$\} is non-increasing and $\lim_{n \to \infty} \varepsilon_n = 0$. Thus, there exists a continuous function
$f \in C(I)$ such that $E(f, \mathcal{R}^1_{n}(I)) \geq \varepsilon_n$ for all $n$. In particular,
$$
E(f, A_i) = E(f, \mathcal{R}^1_{n_i}(I)) \geq \varepsilon_{n_i} = \varepsilon_i \text{ for all } i \in \mathbb{N}.
$$
This ends the proof. \[\square\]
Theorem 7. Let $S_{n,r}(I)$ denote the set of polynomial splines of degree $\leq n$ with $r$ free knots in the interval $I = [a,b]$. Let $0 \leq r_1 < r_2 < \cdots$ and $1 \leq n_1 < n_2 < \cdots$ be a pair of increasing sequences of natural numbers. Let $A_i = S_{n_i,r_i} \cap C(I)$ and $B_i = S_{n_i,r_i}$ and let $1 \leq p < \infty$. Then $(C(I), \{A_i\})$ and $(L_p(I), \{B_i\})$ are approximation schemes which satisfy Shapiro's Theorem.

Proof. See [1, Theorem 6.12]

Let us now study the multivariate case. For the case of rational approximation, we consider, for compact sets $K \subset \mathbb{R}^d$, the approximation schemes $(C(K), \{R^d_n(K)\})$, where
\[ R^d_n(K) = \{ \frac{p(x_1, \cdots, x_d)}{q(x_1, \cdots, x_d)} : p, q \text{ are polynomials, } \max\{\deg(p), \deg(q)\} \leq n \} \cap C(K). \]

Theorem 8. For any convex compact set $K \subset \mathbb{R}^d$ and any increasing sequence of natural numbers $1 \leq n_1 < n_2 < \cdots n_k < \cdots$, the approximation scheme $(C(K), \{R^d_{n_k}(K)\})$ satisfies Shapiro’s theorem.

Proof. Let $\rho = \text{diam}(K) = \max_{x,y \in K} \|x-y\|$. We may assume, with no loss of generality, that $W = K \cap \mathbb{R} \times \{0\} \times \cdots \times \{0\} = [a, a+\rho] \times \{0\} \times \cdots \times \{0\}$ for certain $a \in \mathbb{R}$, since rotations and translations of the space preserve the set of rational functions of any given order. Thus, the functions $\phi(s) = r(s, 0, \cdots, 0)$ with $r \in R^d_n(K)$ satisfy $\phi \in R^1_n([a, a+\rho])$. Moreover, the convexity of $K$ and the fact that $\rho = \text{diam}(K)$ imply that every function $\phi \in R^1_n([a, a+\rho])$ extends to a function $r \in R^d_n(K)$ just taking $r(x_1, x_2, \cdots, x_d) = \phi(x_1)$.

Hence, for any $f \in C(K)$ we have that
\[ E(f, R^d_n(K))_{C(K)} = \inf_{r \in R^d_n(K)} \sup_{x \in K} |f(x) - r(x)| \]
\[ \geq \inf_{r \in R^d_n(K)} \sup_{x \in [a, a+\rho] \times \{0\} \times \cdots \times \{0\}} |f(x) - r(x)| \]
\[ = \inf_{\phi \in R^1_n([a, a+\rho])} \sup_{s \in [a, a+\rho]} |f(s, 0, \cdots, 0) - \phi(s)| \]
\[ = E(g, R^1_n([a, a+\rho]))_{C[a, a+\rho]}, \]
where $g(s) = f(s, 0, \ldots, 0)$ is a continuous function on the interval $[a, a + \rho]$. Now, given any function $g \in C[a, a + \rho]$ there exists a continuous function $\bar{g} \in C(K)$ such that $g(s) = \bar{g}(s, 0, \ldots, 0)$ for all $s \in [a, a + \rho]$ (e.g., we may take $\bar{g}(x_1, x_2, \ldots, x_d) = g(x_1)$). Hence $E(\bar{g}, \mathcal{R}_n^d(K))_{C(K)} \geq E(g, \mathcal{R}_n^1([a, a + \rho]))_{C[a, a + \rho]}$ for all $n$. The proof ends applying Theorem 6 to the space $C[a, a + \rho]$. \hfill \Box

Given a polyhedron $K \subseteq \mathbb{R}^d$, we say that $\Gamma = \{\Delta_k\}_{k=1}^r$ is a triangulation of $K$ if

- Every set $\Delta_k$ is a $d$-simplex. This means that $\Delta_k$ is the convex hull of a set of $d + 1$ affinely independent points of $\mathbb{R}^d$.
- $\bigcup_{k=1}^r \Delta_k = K$ and, for $i \neq j$, $\Delta_i \cap \Delta_j$ is either empty or an $h$-simplex for some $h < d$ (thus, it is the convex hull of a set of $h + 1$ affinely independent points of $\mathbb{R}^d$).

If the polyhedron admits a triangulation $\Gamma$ we say that it is triangularizable. For example, all convex polyhedron is triangularizable. We consider, for any triangulable polyhedron $K \subseteq \mathbb{R}^d$, the approximation schemes $(C(K), \{\mathcal{S}_r^d(K)\}_{k=0}^\infty)$, where $\mathcal{S}_r^d(K)$ denotes the set of spline functions defined on a partition of $K$ with at most $r$ simplices and $\mathcal{S}_0^d(K) := \{0\}$. Concretely, $\phi$ is an element of $\mathcal{S}_r^d(K)$ if and only if it is a continuous function on $K$ and satisfies the identity

$$\phi(x) = \sum_{\Delta \in \Gamma} p_\Delta(x) \chi_\Delta(x) \text{ for all } x \in K,$$

for some triangulation $\Gamma$ of $K$ with $\#\Gamma \leq r$, where $p_\Delta$ denotes, for each $\Delta \in \Gamma$, a polynomial of total degree $\deg(p_\Delta) \leq n$.

We need, to prove Shapiro’s theorem for approximation with spline functions on free partitions, the following technical result on triangulations:

**Proposition 9.** Given $d \geq 1$, there exists a function $h : \mathbb{N} \times \mathbb{N} \to \mathbb{N}$ such that, if $K \subseteq \mathbb{R}^d$ is a convex polyhedron and $\Gamma_1, \Gamma_2$ are two triangulations of $K$ with cardinalities $\#\Gamma_1 = n$, $\#\Gamma_2 = m$, then there exists a triangulation $\Gamma$ of $K$ which is a refinement of $\Gamma_1$ and $\Gamma_2$ and satisfies that $\#\Gamma \leq h(n, m)$.

**Proof.** Given $\Gamma_1, \Gamma_2$ two triangulations of $K$ with cardinalities $\#\Gamma_1 = n$, $\#\Gamma_2 = m$, let us consider the following set:

$$\Theta = \{\Delta_1 \cap \Delta_2 : \Delta_i \text{ is a simplex of } \Gamma_i, \; i = 1, 2\}.$$

Obviously, $\Theta$ is a polyhedral subdivision of both $\Gamma_1, \Gamma_2$ but in many cases is not a triangulation of $K$. Moreover, the number $N$ of vertices of $\Theta$ will, in general, be bigger than $n$ and $m$. Let us find an upper bound of $N$. Assume that $v$ is a new vertex of $\Theta$ (i.e., a vertex of $\Theta$ which is not a vertex of $\Gamma_1 \cup \Gamma_2$) and let us consider the smaller simplices $\delta_i \in \Gamma_i$ ($i = 1, 2$) which contain $v$ in its relative interior (that is, in the interior of the simplex with its relative topology). Then $\{v\} = \delta_1 \cap \delta_2$. Hence the number of new vertices can’t be bigger than the product of the number of simplices (including all dimensions) of $\Gamma_1$ by the number of simplices of $\Gamma_2$ (including again all dimensions), which gives the
following upper bound of $N$:

$$N \leq nm^{2d}$$

Now, using [3, Lemma 2.3.10] we can refine the polyhedral subdivision $\Theta$, without adding any new vertex, to get a triangulation of $K$. By this way, we get a triangulation of $K$ with at most $nm^{2d}$ vertices. Now, the Upper Bound Theorem (see [3, Corollary 2-6-5]) applies to this triangulation of $K$, since $K$ is a topological ball of dimension $d$. In particular, we get that

$$h(n, m) = f_d(C(nm^{2d} + 1, d + 1)) - (d + 1)$$

satisfies the proposition. Here $f_d(H)$ denotes the number of faces of dimension $d$ (i.e., $d$-simplices) of the simplicial complex $H$ and $C(N, d + 1)$ denotes the simplicial $d$-sphere given by the proper faces of the cyclic $d + 1$-polytope with $N$ vertices, which is the convex hull of $N$ arbitrary points taken from the moment curve $\{(t, t^2, t^3, \ldots, t^{d+1}) : t \in \mathbb{R}\} \subseteq \mathbb{R}^{d+1}$.

**Theorem 10.** Let $K \subseteq \mathbb{R}^d$ be a convex polyhedron with non-empty interior, and let $0 = r_0 < r_1 < r_2 < \cdots < r_k < \cdots$, $0 = n_0 < n_1 < n_2 \leq \cdots \leq n_k \leq \cdots$ be two sequences of natural numbers. Then the following holds true:

1. $(C(K), \{S^d_{n,n}(K)\})$ is an approximation scheme.
2. $(C(K), \{S^d_{n,n}(K)\})$ satisfies Shapiro's theorem.
3. For any decreasing sequence $\{\varepsilon_n\}$ which converges to zero, there exists $f \in C(K)$ such that

$$E(f, S^d_{r_k,n_k}(K))_{C(K)} \geq \varepsilon_k$$

for all $k \in \mathbb{N}$.

**Proof.** It follows from Proposition 9 that there exists a function $h : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ such that

$$S^d_{r_k,n_k}(K) + S^d_{r,ns}(K) \subseteq S^d_{h(r_k,r_s),\max\{n_k,n_s\}}(K),$$

which proves (a) with jump function $J(n) = h(n, n)$, since the other properties needed to be an approximation scheme are well known for these sets. To prove (b) and (c) we use a similar argument to the one used in the proof of Theorem 3. Concretely, given the convex polyhedron $K$, we can assume with no loss of generality that $\rho = \text{diam}(K) = \max_{x,y \in K} \|x - y\|$ and

$$K \cap \mathbb{R} \times \{0\} \times \cdots \times \{0\} = [a, a + \rho] \times \{0\} \times \cdots \times \{0\}$$

for certain $a \in \mathbb{R}$, since rotations and translations of the space transform triangulations into triangulations and preserve the spaces polynomials.

For each $\phi \in S^d_{r,n}(K)$, there exists a triangulation $\Gamma$ of $K$ with $\#\Gamma \leq r$ such that

$$\phi(x) = \sum_{\Delta \in \Gamma} p_\Delta(x) \chi_\Delta(x)$$

for all $x \in K$,

where $p_\Delta$ denotes, for each $\Delta \in \Gamma$, a polynomial of total degree $\deg(p) \leq n$. Now, given the triangulation $\Gamma$, it is clear that $\Gamma$ induces a triangulation (i.e., a partition) of $[a, a + \rho]$.
which contains at most $2r$ intervals, with the property that $\phi(t, 0, \cdots, 0) \in S^1_{2r,n}([a, a+\rho])$. Hence, for any $f \in C(K)$ we have that

$$E(f, S^d_{r_k,n_k}(K))_{C(K)} \geq E(g, S^1_{2r_k,n_k}([a, a+\rho]))_{C([a, a+\rho])},$$

where $g(t) = f(t, 0, 0, \cdots, 0)$. Obviously, the convexity of $K$ and the fact that $\rho = \text{diam}(K)$ again imply that, given $g \in C[a, b]$, the function $\tilde{g}(x_1, \cdots, x_d) = g(x_1)$ belongs to $C(K)$ and $\tilde{g}(t, 0, \cdots, 0) = g(t)$ for all $t \in [a, a+\rho]$. Hence, parts (b) and (c) follow from Theorem 7.

Let us now demonstrate a negative result for approximation by feedforward neural networks with many layers. Let $\sigma \in C(\mathbb{R})$ be a nonpolynomial function and let us consider the approximation of continuous learning functions defined on compact subsets of $\mathbb{R}^d$ with activation function $\sigma$. We denote by $\tau^{\sigma,d}_{r,n}$ the set of functions defined on $\mathbb{R}^d$ computed by a feedforward neural network with at most $r$ layers and $n$ units in each layer, with activation function $\sigma$. For example, an element of $\tau^{\sigma,d}_{1,n}$ is a function of the form

$$\phi(x) = \sum_{i=1}^{n} c_i \sigma(w^i \cdot x + b_i)$$

where $w^i, x \in \mathbb{R}^d$ and $c_i, b_i \in \mathbb{R}$

and an element of $\tau^{\sigma,d}_{2,n}$ is a function of the form

$$\phi(x) = \sum_{i=1}^{n} d_i \sigma(\sum_{j=1}^{n} c_{ij} \sigma(w^{ij} \cdot x + b_{ij}) + \delta_i),$$

where $w^{ij}, x \in \mathbb{R}^d$ and $c_{ij}, b_{ij}, d_i, \delta_i \in \mathbb{R}$

The following result holds:

**Theorem 11.** Let $0 = r_0 < r_1 < r_2 < \cdots < r_k < \cdots, 0 = n_0 < n_1 < n_2 \leq \cdots \leq n_k \leq \cdots$ be two sequences of natural numbers and let $\{\varepsilon_n\}$ be any non-increasing sequence which converges to 0. Then:

(a) If $K \subseteq \mathbb{R}^d$ is compact and convex and $\sigma$ is a rational function, there exists $f \in C(K)$ such that

$$E(f, \tau^{\sigma,d}_{r_k,n_k})_{C(K)} \geq \varepsilon_k \text{ for all } k = 1, 2, \cdots.$$

(b) If $K \subseteq \mathbb{R}^d$ is a convex polyhedron and $\sigma$ is a linear spline with finitely many pieces, there exists $f \in C(K)$ such that

$$E(f, \tau^{\sigma,d}_{r_k,n_k})_{C(K)} \geq \varepsilon_k \text{ for all } k = 1, 2, \cdots.$$

In particular, this result applies to neural networks with activation functions $\sigma = \text{ReLU}$ and $\sigma = \text{Hard Tanh}.$

**Proof.** If $\sigma$ is a (non polynomial) rational function of order $N$ then all elements of $\tau^{\sigma,d}_{r,n}$ are also rational functions and their orders are uniformly bounded by a function $o(r, n, N)$. Moreover, for the estimation of the errors $\|f - R\|_{C(K)}$ with $R \in \tau^{\sigma,d}_{r,n}$, we need to impose
Negative results

$R \in C(K)$ since, if $R$ has a pole on $K$, then $\|f - R\|_{C(K)} = \infty$ and this function does not contribute to the estimation of the error $E(f, \tau_{r,n}^{\sigma,d})_{C(K)}$. Thus, we can claim that

$$E(f, \tau_{r,n}^{\sigma,d})_{C(K)} \geq E(f, R_{(r,n,N)})_{C(K)}$$

and, taking $m_k = \max_{i \leq k} o(r_i, n_i, N)$, we have that

$$E(f, \tau_{r,n}^{\sigma,d})_{C(K)} \geq E(f, R_{m_k}(K))_{C(K)}, \ k = 1, 2, \cdots$$

and (a) follows from Theorem 8.

Let us now prove (b). If $\sigma$ is a continuous linear spline with finitely many pieces, say $N$, then every element of $\tau_{r,n}^{\sigma,d}$ is again a continuous linear spline (in $d$ variables), defined on a finite set of polyhedra. For $r = 1$ we have that every element $\phi \in \tau_{1,n}^{\sigma,d}$ is of the form

$$\phi(x) = \sum_{i=1}^{n} c_i \sigma(w_i \cdot x + b_i) \text{ with } w_i, x \in \mathbb{R}^d \text{ and } c_i, b_i \in \mathbb{R},$$

where $\sigma(t) = A_k t + B_k$ for all $t \in I_k$ and $\{I_k\}_{k=1}^{N}$ is a fixed partition of $\mathbb{R}$ in $N$ intervals (two of them are semi-infinite and the others are finite intervals). This means that the evaluation of $\phi$ takes the form:

$$\phi(x) = \sum_{i=1}^{n} c_i (A_k(i)(w_i \cdot x + b_i) + B_k(i)) \text{ where } w_i \cdot x + b_i \in I_{k(i)}, i = 1, \cdots, n,$$

which proves that $\phi$ is piecewise linear and the number of pieces (where the function changes from one linear polynomial to another) is finite and controlled by a finite set of linear inequalities, so that each piece is a convex polyhedron with a well controlled number of faces. An induction argument -which takes into account the definition of neural networks of several layers- shows that all elements of $\tau_{r,n}^{\sigma,d}$ belong to $S_{(N,r,n,d),1}^{d}(K)$ for a certain fixed function $\tau$. The result follows from part (c) of Theorem 10. □
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