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Abstract
Among the post-LHC generation of particle accelerators, the muon collider represents a unique machine with capability to provide very high energy lepton collisions and to open the path to a vast and mostly unexplored physics programme. However, on the experimental side, such great physics potential is accompanied by unprecedented technological challenges, due to the fact that muons are unstable particles. Their decay products interact with the machine elements and produce an intense flux of background particles that eventually
reach the detector and may degrade its performance. In this paper, we present technologies that have a potential to match the challenging specifications of a muon collider detector and outline a path forward for the future R&D efforts.
1 Introduction

The Higgs boson, discovered at the Large Hadron Collider in 2012 was the last missing piece of the Standard Model. However, the quest for understanding the fundamental laws of nature continues. There is no clear indication of where lie the answers to fundamental questions such as what are the origins of dark matter or the Universe’s matter-antimatter imbalance. This calls for an even broader experimental programme aimed at investigating subnuclear physics processes in all the accessible phase space.

While the LHC still has to enter its high-luminosity phase, with several years of data taking to come, work is ongoing to define the long-term strategy for the field and to evaluate the potential of the possible future collider facilities [1–3]. Most proposals for future colliders rely on either precision $e^+e^-$ machines or high energy proton–proton collisions to directly probe the energy frontier. A future high-energy muon collider could cover large regions of parameters space not reachable by the LHC, while providing significantly cleaner final states than those produced in hadron collisions. Even though the idea of a muon collider is not new, as it was first proposed in the late 1960s [4, 5] and studied in detail by the Muon Accelerator Program (MAP) [6], it is now receiving renewed interest because of its potential to overcome key limitations of other proposed collider concepts. Thanks to their mass about 200 times heavier than that of the electron, muons are impervious to synchrotron radiation. As a result, circular muon colliders could reach the multi-TeV regime, with a limited energy footprint. Furthermore, muon collisions are expected to take place with a small energy spread and lead to an improved energy resolution for physics measurements.

The enormous physics potential of colliding muon beams has sparked a wave of studies aimed at defining in detail a possible physics programme [7–44]. However, the advantages of colliding muons are accompanied by the significant challenges related to designing a collider using unstable particles [45]. The short lifetime of the muon requires an extremely fast operation from production, to acceleration, to the ultimate collision of the muon beams. The most mature muon production method relies on tertiary production of muons from protons striking a target [6]. The emittance of the resulting muon beams must then be strongly reduced, for example via the “ionization cooling” process [46] before the acceleration stage. Alternative approaches [47] to produce low emittance muon beams are being investigated, but still require substantial effort.

Finally, detectors and event reconstruction techniques [48] need to be designed to cope with the presence of beam-induced background (BIB), a continuous flux of secondary and tertiary particles produced by the muon decays and their interaction with the machine elements. This paper reviews the available and incoming detector technologies that could be employed in an experiment at a muon collider, with special focus on a low-energy collider operating at $\sqrt{s} = 3$ TeV, and outlines the main instrumentation challenges that will need to be addressed in building detectors able to successfully deliver the physics potential of a muon collider. It should be mentioned that development of these technologies is beneficial for other future collider options, in particular high energy hadron machines.

This article is organised as follows. Section 2 briefly describes the expected beam structure, data-taking environment and the current proposed detector layout. Sections 3 to 5 focus respectively on promising technologies that could be employed in the tracking detector, the calorimeter systems, and dedicated muon spectrometers. General considerations regarding trigger systems and data acquisition are discussed in Section 6, while a summary and conclusions are presented in Section 7.

2 Detection environment

The products composing the BIB create a large particle flux that interacts with the detector elements. This results in a unique experimental environment, with a related set of challenges, which sets muon colliders apart from the other collider facilities that are being considered for the future of high-energy physics. The composition, flux, and energy spectra of the BIB making it into the detector depend strongly on the machine configuration of the interaction region, the Machine–Detector Interface (MDI), and the collision
energy [49–52]. The most important BIB property is that it is composed of low-energy particles, thanks to the MDI mitigation action, and is characterised by a broad arrival time in the detector. The expected spectra for the BIB particles entering the detector region in a collider operating at a centre-of-mass energy of $\sqrt{s} = 1.5$ TeV, as described by the FLUKA simulation of Ref. [53], are shown in Figure 1.

![Energy distribution (left) and lethargy plot (right) of BIB particles exiting the accelerator volume, divided by particle type, assuming $\sqrt{s} = 1.5$ TeV. Results by FLUKA for a $2 \cdot 10^{12}$ $\mu^-$ beam, decaying within 100 m from the IP. Energy cutoffs: 100 keV for $\gamma$, $e^-$, $e^+$ and $10^{-14}$ GeV for neutrons. No time cut is applied to distributions represented by the dotted lines, while solid lines show only particles exiting within -1 and 15 ns.](image)

A full conceptual design of a multi-TeV muon collider facility has still to be performed. The overall goal would be to define a feasible end-to-end design of the collider complex and of the detectors, considering two interaction points (IP). This section briefly presents the main aspects of an envisaged experimental facility collecting data at a centre-of-mass energy of $\sqrt{s} = 3$ TeV for five years. Two single-bunch beams are produced and accelerated to be injected at 5 Hz into the collider ring. Detailed studies to optimise the design of the interaction region to reduce BIB on detector to sustainable levels were performed by the MAP collaboration with the MARS15 Monte Carlo software [54] and more recently with FLUKA [55, 56]. The background particle fluxes in the detector can be reduced by a substantial factor by two conical shaped shielding nozzles, described in Section 2.1. These nozzles, assisted by the magnetic field induced by a solenoidal magnet encasing the innermost detector region, could trap most of the electrons arising from muon decays close to the IP, as well as most of incoherent $e^+ e^-$ pairs generated in the IP. With this sophisticated shielding in the MDI region, a total reduction of background loads by more than three orders of magnitude is obtained. The design of the nozzles was optimized by MAP for the energy of $\sqrt{s} = 1.5$ TeV and implemented in the FLUKA simulation. The same shielding design was retained to study the background levels produced at $\sqrt{s} = 3$ TeV machine, without a dedicated MDI optimization. A first attempt to design the collider lattice of the interaction region at $\sqrt{s} = 10$ TeV adopting the same shielding design confirms that the BIB conditions expected at higher energies could be considered at the same level as at $\sqrt{s} = 1.5$ TeV for the following discussion.

The tentative target parameters for a muon collider at the different energies under study are summarised in Table 1 for $\sqrt{s} = 1.5$ TeV, $\sqrt{s} = 3$ TeV and $\sqrt{s} = 10$ TeV.
Table 1: Muon collider parameters, assuming accelerator complexes operating at $\sqrt{s} = 1.5$, 3 and 10 TeV.

| Parameter                  | $\sqrt{s} = 1.5$ TeV | $\sqrt{s} = 3$ TeV | $\sqrt{s} = 10$ TeV |
|----------------------------|----------------------|---------------------|---------------------|
| Beam momentum [GeV]        | 750                  | 1500                | 5000                |
| Beam momentum spread [%]   | 0.1                  | 0.1                 | 0.1                 |
| Bunch intensity            | $2 \cdot 10^{12}$    | $2.2 \cdot 10^{12}$ | $1.8 \cdot 10^{12}$ |
| $\beta^*_x,y$ [cm]         | 1                    | 0.5                 | 0.15                |
| $\epsilon_{TN}$ normalised transverse emittance $[\pi \mu m$ rad] | 25                   | 25                  | 25                  |
| $\epsilon_{LN}$ normalised longitudinal emittance [MeV m] | 7.5                  | 7.5                 | 7.5                 |
| $\sigma_{x,y}$ beam size [$\mu m$] | 6                    | 3                   | 0.9                 |
| $\sigma_z$ beam size [mm]  | 10                   | 5                   | 1.5                 |

2.1 Detector layout

The design of a dedicated experiment is still in its infancy, but some general considerations already hold true. Given the breadth of the expected physics programme, a hermetic detector with angular coverage as close as possible to $4\pi$ is required. The detector will be based on a cylindrical layout and will include an inner tracking detector immersed in a magnetic field, a set of calorimeter systems designed to fully contain the products of the muon collisions, and an external muon spectrometer. The most recent detector model is based on the CLICdet concept [57–60] with relevant modifications to the tracker topology, introduced to mitigate the impact of the BIB: two double-cone shielding absorbers made of tungsten with a borated polyethylene (BCH2) coating, are located inside the detector in the forward regions\(^1\) along the beam axis at $\theta < 10^\circ$ in the 6 to 600 cm region from the IP. The innermost system consists of a full-silicon tracking detector. The tracking detector is surrounded by a calorimeter system formed by an electromagnetic calorimeter (ECAL) and a hadronic calorimeter (HCAL), and is immersed in a magnetic field of 3.57 T provided by a solenoid with an inner bore of 3.5 m. Finally, the outermost part of the detector consists of a magnet yoke designed to contain the return flux of the magnetic field and is instrumented with muon chambers. The full detector is shown in Figure 2.

2.2 Radiation levels

The simulation of the BIB distributions and rates is a crucial element to quantify the requirements on the detector components. A preliminary estimate from FLUKA simulations of the $\sqrt{s} = 1.5$ TeV conditions, and that does not include the contribution from the muon collisions, was recently released in Ref. [53]. The simulation employed a simplified detector geometry: all the silicon layers composing the inner tracker were included with exact dimensions. The calorimeters, magnetic coils, and the return yoke were approximated with cylindrical elements with densities and material composition based on the averages from the full geometry. The magnetic fields were assumed to be uniform.

Figures 3 and 4 show respectively the expected 1 MeV neutron equivalent fluence (1-MeV-neq) and the total ionizing dose (TID) in the detector region, shown as a function of the beam axis $z$ and the radial distance $r$ from the beam axis. The normalization for the dose maps is computed considering a 2.5 km circumference ring and an injection frequency of 5 Hz. Assuming 200 days of operation during a year, the 1-MeV-neq fluence is expected to be $\sim 10^{14–15}$ cm$^{-2}$y$^{-1}$ in the region of the tracking detector and of $\sim 10^{14}$ cm$^{-2}$y$^{-1}$ in the electromagnetic calorimeter, with a steeply decreasing radial dependence beyond it. The total ionizing dose is $\sim 10^{-3}$ Grad/y on the tracking system and $\sim 10^{-4}$ Grad/y on the electromagnetic calorimeter.

\(^1\) A right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector is used. Cylindrical coordinates ($r, \phi$) are used in the transverse plane, $\phi$ being the azimuthal angle around the z-axis and $\theta$ the polar angle with respect to the z-axis.
Fig. 2: Illustration of the full detector, from the GEANT 4 model. Different colours represent different sub-detector systems: the innermost region, highlighted in the yellow shade, represents the tracking detectors. The green and red elements represent the calorimeter system, while the blue outermost shell represents the magnet return yoke instrumented with muon chambers. The space between the calorimeters and the return yoke is occupied by a 3.57 T solenoid magnet.

Fig. 3: Map of the 1-MeV-neq fluence in the detector region for a muon collider operating at $\sqrt{s} = 1.5$ TeV with the parameters reported in Table 1, shown as a function of the position along the beam axis and the radius. The map is normalised to one year of operation (200 days/year) for a 2.5 km circumference ring with 5 Hz injection frequency.
Fig. 4: Map of the TID in the detector region for a muon collider operating at $\sqrt{s} = 1.5$ TeV with the parameters reported in Table 1, shown as a function of the position along the beam axis and the radius. The map is normalised to one year of operation (200 days/year) for a 2.5 km circumference ring with 5 Hz injection frequency.
3 Tracking systems

The ability to reconstruct trajectories of charged particles in the tracking system and to measure their parameters with high precision is essential at the muon collider experiments. In the expected operating conditions, high performance tracking is necessary to achieve good efficiency and resolution for reconstructing charged leptons, jets, energy sums, displaced vertices originating from the heavy flavor jets, as well as potential new phenomena.

The BIB represents a significant hurdle for tracking, both in terms of the data volumes generated by the tracker as well as by introducing a combinatorial challenge in the track reconstruction. In each bunch crossing, BIB particles on average generate 500,000 hits in the most inner layer of the tracker, located just few centimeters away from the interaction point. This corresponds to hit density of up to 1,000 hits/cm$^2$; the density does however decrease rapidly as a function of the radial distance from the beam-line, as shown in Figure 5.

Fig. 5: Average hit density per bunch crossing in the tracker and as a function of the detector layer.

It is clear from these numbers that high granularity of silicon pixels is necessary in order to achieve hit occupancy level of a few %. In addition, various handles to reduce the BIB should be explored for both on- and off-detector filtering. Possible filtering schemes include:

- **Timing**: Removing out of time hits appears to reduce the data load by a factor of 3. Timing information will eventually be needed in the reconstruction, but it makes sense to apply initial filtering on-detector.

- **Clustering**: Clustering reduces the number of pixel groups read out. This requires more on-detector processing and results in more bits per cluster and a higher power budget, but can reduce the number of hits read out. Selection requirements can also be applied to the cluster shape. The effectiveness needs to be assessed for each BIB cluster type.

- **Energy Deposition**: Each of the backgrounds has a characteristic energy deposition signature. For example neutrons have low, localized energy deposit. This should be a useful requirement to make on-detector.

- **Correlation Between Layers**: This is a powerful handle for background rejection. However, implementation may be complex and costly, doubling the number of channels. For on-detector filtering, it also requires transfer of data between layers in a very busy environment.

- **Local Track Angle**: Track angle measurement can be made in a single detector if the thick-
ness/pitch ratio distributes the signal over several pixels. This avoids the complexity of inter-detector connections and could provide a monolithic solution [61, 62].

- **Pulse Shape**: Signals from BIB can come with a variety of angles and may not give the deposit profile and pulse shape of a typical MIP. Appropriate pulse processing, such as multiple sampling, RC-CR filters, zero crossing, or delay line clipping can be used to further reduce the data load.

The basic trade-offs are between the complexity, power, and mass needed to implement a on-detector filter, and the benefit of reduced data rate. One has to be careful however, in particular when it comes to on-detector filtering. Overly aggressive front-end filtering schemes can introduce irrecoverable inefficiencies and biases in track reconstruction and can limit acceptance for some new physics signatures, such as those of long-lived particles.

A recent simulation study was conducted to determine granularity and timing requirements for the tracker sensors in order to reduce the hit occupancy to under 1% target level. In this study, we varied pixel size and per hit timing resolution in each layer of the detector. Hits were integrated in the time period of 1 ns following the bunch crossing. It was found that for the vertex detector granularity of $25 \times 25 \, \mu m^2$ and time resolution of 30 ps were needed to achieve the desired occupancy goal. In the inner tracker, asymmetric macropixels with $50 \times 100 \, \mu m^2$ size and 60 ps timing resolution were sufficient to satisfy the requirement, while in the outer tracker featured microstrips with the size of $50 \, \mu m \times 10 \, mm$ and 60 ps time resolution. It is thus evident that R&D efforts towards 4D tracking are necessary to achieve the required spacial granularity and timing resolution. Below we provide a description of promising technologies for achieving such goals.

### 3.1 Silicon Sensor Technology

Silicon-based sensors have come to dominate the technology for collider detector tracking systems. This is likely to continue into the muon collider era. In the past decade there have been a number of technological developments that promise to achieve many of the capabilities discussed in the previous section. They address different aspects of the needs for space and time resolution, pattern recognition, electronics integration, radiation hardness, and low cost. We list some candidate technologies along with associated R&D areas:

#### 3.1.1 Monolithic Devices (CMOS MAPS)

CMOS Monolithic Active Pixel Sensors (MAPS) are based on standard CMOS process flows with thick (20–50 $\mu m$) epitaxial layers. Charge is collected from electron-hole pairs generated in the epitaxy. There is a small area n-type collection electrode with the CMOS circuitry embedded in a deep $p$-well to avoid parasitic charge collection by the CMOS transistors. The geometry of the electrodes and associated circuitry means that the epitaxy is difficult to deplete evenly. The first such devices used diffusion rather than drift to collect charge. Recent prototypes (shown in Figure 6a) have added a deep, lightly doped, n-layer below the p-well to provide a more uniform drift field in the epitaxy [63].

The proximity of the CMOS transistors to the epitaxy means these devices have significant sensitivity to analog-digital crosstalk. It is likely that the CMOS analog section would have to be 3D stacked with digital TDC, ADC and I/O tiers to achieve adequate isolation and overall functionality. Radiation hardness needs to be studied and improved. In particular the effects of doping evolution in the epitaxy will affect fields and operation as the device ages. This is a particular problem with the large ratio of collection node to collection area which forces a difficult geometry for the collection field. The size of CMOS sensors is limited by the typically 2x3 cm CMOS reticule. To achieve a large area device the reticules must be "stitched" using an additional metal layer or tiled while minimizing dead area at the edges.
3.1.2 Devices with Intrinsic Gain

In sensors based on the Low Gain Avalanche Diode (LGAD) design, the initial charge created by an impinging particle is amplified in a “gain layer” by a factor of about 10–30. The resulting current signal is large and fast, enabling a 20–30 ps time resolution. An interesting feature of LGAD-based sensors is that the associated front-end requires less power since the sensor provides the first amplification stage. The LGAD design is relatively new and is undergoing rapid development. The design of the current generation of LGADs being used for endcap timing layers in the CMS and ATLAS HL-LHC upgrades has now been superseded. This first generation of devices suffers from limited fill-factor due to edge field limiting structures and moderate radiation hardness. Recent works have combined internal gain with the novel resistive read-out design, reaching a design (the so-called RSD, Resistive Silicon Detectors) with a 100% fill factor and excellent spatial precision even with pixels with a large pitch (a precision of less than 5% of the pitch) [65]. Parallel to this development, new studies suggest possible improvements in the radiation resistance of the LGAD design. The two most promising are: (i) the insertion of an additional layer of carbon to reduce acceptor removal in the gain implant and (ii) the design of the gain implant using both acceptor and donor dopings so that acceptor removal is compensated by acceptor removal, extending the radiation hardness of the gain implant. The resistive charge-sharing design also allows for sparser read-out geometries, limiting the density of analog channels.

For the muon collider, being a high-rate environment, the novel DC-coupled design of the resistive read-out technique might be very beneficial, as it allows for a faster recovery time. Detailed studies of AC-RSD and DC-RSD will be needed, optimizing the electrode density and geometry in conjunction with charge deposition characteristics of the photon, electron/positron, and neutron backgrounds. Dopant removal is the primary limitation to radiation hardness, and continued study is needed to understand the practical restrictions imposed by this effect. The total current going into detector bias will be larger in devices with gain and may represent a significant fraction of the total power.

3.1.3 Hybrid Small Pixel devices

These are standard "hybrid" pixel diode sensors without gain. However fast timing and good position resolution can be achieved with fine pixel pitch and low input capacitance. Bump bonding using solder, indium, or copper, is limited to ≈15-50 micron interconnect pitch. Three-dimensional hybrid bonding, illustrated in Figure 7, can achieve both < 5 μm pitch and low enough interconnect capacitance to meet noise and power limitations. The sensors have the advantage of being intrinsically radiation hard.

---

Fig. 6: a) Cross section of the MALTA [63] CMOS sensor showing the implant structure. The low dose n-implant provides an electrode that improves the uniformity of the p-epitaxial drift field. b) Cross section of an AC coupled LGAD [64]. The Junction Termination Edge (JTE in the figure), which would normally separate each pixel, is only needed at the edge of the device, providing near 100% fill factor.

---

2The electronics industry has adopted "hybrid bonding" as the generic term for oxide bonded stacks of wafers or chips with imbedded metal to achieve top to bottom electrical connection. This technology is commonly used in cell phone image sensors.
with signal/noise large enough to provide 20-30 ps time resolution. It will likely be necessary to use a design where ADCs and TDC service multiple small pixels to reduce the density of ADCs and TDCs, thus reducing both the in-pixel density and power.

Fig. 7: a) A typical bump bonded sensor/readout chip geometry. The spacing is determined by the size of the bump and under-bump metalization pad. b) A hybrid bonded sensor/readout stack with the pitch limited by the micron-level hybrid metalization imbedded in the top oxide layer. c) An example of a three-tier hybrid bonded stack with separate analog and digital readout layers [66]. The readout pitch is 24 microns and the readout stack thickness is $35\mu$.

### 3.1.4 Intelligent Sensors

The different characteristic signals generated by the electromagnetic, neutron, and charged hadron backgrounds and signal MIPs prompts consideration of more "intelligent" sensors that can separate the BIB from the signal. An example is the current 2-layer track trigger design for CMS at the LHC where low $p_T$ tracks are filtered out by comparing hits on separated sensor layers. Such multi-layer designs are limited by the complex interconnection and data transmission paths needed to communicate between sensor layers. However for a device where the thickness/pixel pitch ratio is large enough the pixel pulse shapes and cluster patterns will be very different for MIPs and BIB hits. This information can be utilized for a prompt local filter to reject BIB. Radiation-induced traps will cause the pulse shapes and induced current patterns to change during the lifetime of the detector, possibly necessitating changes in algorithms.

Appropriate information density be achieved in small pixel devices or double-sided LGADs [61]. In the double sided LGAD fast timing signals are read on a top, larger pitch layer coupled to the gain layer. Charge deposition patterns and timing are reconstructed on a bottom, pixelated layer. Other concepts can be explored where the very different pulse shapes and patterns can be used to separate signal from BIB, perhaps incorporating on-chip ML techniques.

### 3.2 Power Considerations

This section describes an attempt to estimate the power constraints on the tracker based on extrapolations of the existing technologies. The study focuses on the vertex detector and assumes a design with 25 $\mu$m$^2$ pixels with four barrel layers and four endcap disks on each side, as described earlier in this paper. Conventional scaled CMOS electronics [67] and possible extrapolations of optical-based data transmission are also assumed. New technologies might change the picture completely.
For conventional CMOS-based amplifiers a conventional silicon detector operating with no internal gain the front-end power will be determined by the capacitive load on the front-end and the desired signal/noise and rise time. For example a simple SPICE model of a preamplifier loaded with 100 fF capacitance provides 4 ps time jitter for 1 µA bias current and 45 ps for a bias current of 100 nA [68]. A time jitter of < 30 ps can be achieved in a conventional sensor with 50 µm thickness and front-end current of less than 250 pA if the detector capacitance is carefully controlled using 3D interconnections. If the sensor is based on LGAD-like internal gain the signal presented to the preamplifier can be 10 − 20 times larger. For the same signal over noise, this could reduce the front-end transductance and associated drain current by the roughly the square root of the gain. For a conventional CMOS amplifier we can expect about 450 W of power into the vertex detector for analog bias.

In addition to front-end power there is the power necessary to bias the detector. This can become significant for heavily irradiated detectors. If an HL-LHC-like operating scenario is considered, the final depletion voltage can be as high as 500 V (depending on the technology chosen). Under these conditions the vertex sensor bias power is about 100 W.

It is also useful to estimate the detector data load. Using the simulated layer occupancies in the vertex detector, we obtain a total rate of hits of $15 \times 10^{13}$ bits per second (b/s) for the vertex detector. More detail about the estimate is provided in Section 6. The power needed per bit for the Low Power Gigabit Transceiver (lpGBT) [69] is about 41 pJ/bit. Power efficient optical transmission is the subject of intense study by the semiconductor industry and we take 10 pJoule/bit as a conservative estimate for future power consumption. This gives us a data transmission power of about 1.5 kW. AttoJoule/bit levels, albeit before radiation damage considerations, appear feasible in the near future [70], further reducing the penalty for reading the full event. Each link must be capable of transmitting at a rate of about 20 Gb/s to limit the number of physical optical connections to one per module. Higher speeds (if available) will lead to a reduction of the overall number of optical links in the system.

4 Calorimeter systems

The measurement of physics processes at the energy frontier requires excellent energy and spatial resolutions to resolve the structure of collimated high-energy jets. Jet reconstruction, and the improvement of the reconstructed jet energy resolution, is the driving theme of ongoing R&D activities in high energy physics, and a muon collider will not diverge from this general theme. Future lepton colliders aim at separating W and Z bosons in the dijet channel, which requires a 3-4% jet energy resolution for jets above 100 GeV.

In a multi-TeV muon collider, the calorimeter system has to operate in the intense flux of low energy particles arising from the BIB. The BIB in the calorimeter region is mainly formed by photons (96%) and neutrons (4%). In the current detector layout, a flux of about 300 particles per cm$^2$ is present at the ECAL barrel surface, with an average photon energy of about 1.7 MeV. Given the high flux, several particles may overlap in a single cell, resulting in a hit where their energy is summed up. The occupancy, defined as the number of hits per mm$^2$ in a calorimeter layer, as a function of the calorimeter depth is shown in Figure 8. The simulation shows how the ECAL system is expected to absorb most of the BIB radiation, resulting in a significantly lower occupancy for the HCAL system. The ECAL is expected to receive approximately 100 krad/y of total ionising dose and a $10^{13}$–$10^{14}$ cm$^{-2}$ 1-MeV-neq fluence.

The spatial distribution of the energy deposited in ECAL and HCAL in a single bunch-crossing is shown in Figure 9.

Similarly to what can be done in the tracker, the time of arrival of particles in a calorimeter cell can be exploited to discriminate the BIB contributions from the primary interactions. At the same time, the longitudinal energy deposit distribution from BIB particles is expected to be deposited in the innermost layers of the calorimeter, with particles from the primary interaction propagating deeper in the detector.

The technology and the design of the calorimeters should be chosen to reduce the effect of the
BIB, while keeping good physics performance. Several requirements can be inferred:

- **High granularity** to reduce the overlap of BIB particles in the same calorimeter cell. The overlap can produce hits with an energy similar to the signal, making harder to distinguish it from the BIB;
- **Good timing** to reduce the out-of-time component of the BIB. An acquisition time window of about $\Delta t = 300$ ps could be applied to remove most of the BIB, while preserving most of the signal. This means that a time resolution in the order of $\sigma_t = 100$ ps (from $\Delta t \approx 3\sigma_t$) should be achieved;
- **Longitudinal segmentation**: the energy profile in the longitudinal direction is different between the signal and the BIB, hence a segmentation of the calorimeter can help in distinguishing the signal showers from the fake showers produced by the BIB;
- **Good energy resolution** of $10\% \sqrt{E}$ in the ECAL system is expected to be enough to obtain good physics performance, as has been already demonstrated for conceptual particle flow calorimeters.

The requirements imposed by the need to house the calorimeter systems within a large magnetic coil tend to disfavour designs fully based on homogeneous calorimetry. Sampling calorimeters based on alternating dense passive materials, such as copper, steel, or tungsten, and active readout materials, such as plastic scintillators, silicon, or gaseous detectors are likely to be employed, at least in the HCAL. Two major approaches are being pursued to exploit sampling calorimeters and improve upon the current generation of collider experiments: multi-readout (dual or triple) [71–73] and particle flow [74] calorimetry. The first approach focuses on reducing the fluctuations in the hadronic shower reconstruction, which are the main responsible for the deterioration in the determination of the jet energy. This goal is achieved by measuring independently the electromagnetic and the non-electromagnetic components of a hadronic shower, thus allowing to correct event-by-event for the different response of the calorimeter.
to various particle species. The second approach focuses on the reconstruction of the four-momenta of every particle recorded by the detector. This method exploits tracking information and requires a detector with extreme granularity, combined with powerful reconstruction algorithms aimed at resolving each particle’s trajectory through the whole detector.

4.1 Dual-readout calorimetry

The energy resolution of a calorimeter system is affected by fluctuations in the energy deposited in its active elements. When measuring hadronic showers, the fluctuations in the electromagnetic component of a shower represent the dominant contribution to the total resolution. This effect can be mitigated by designing a calorimeter with the same response to electromagnetic (e.m.) and non-e.m. energy deposits (i.e. a compensating calorimeter with e/h=1.0), or by separately measuring the e.m. and hadronic energy deposits on an event-by-event basis. The latter solution can be realized by measuring both the scintillation light component (sensitive to both hadrons and e.m. particles) and the Cherenkov light component (sensitive only to relativistic e.m. particles) and is called Dual-Readout calorimetry. Notable examples of implementations of this concept can be found in the work of the DREAM/RDS collaboration [75] and the proposed IDEA [76, 77] detector for FCCee/CepC. In these calorimeters, signals are generated in scintillating fibers, which measure the deposited energy, and in clear plastic PMMA or quartz fibers, which are sensitive to the Cherenkov light. A large number of such fibers are embedded in a fully projective lead or copper absorber structure. This detector is not longitudinally segmented: e.m. and hadronic showers can be distinguished using short and long fibers in the calorimeter, and longitudinal information could be extracted by reading out the fibers on both ends. Past results [71, 78] have demonstrated to reach an energy resolution for charged pions of $34\%/\sqrt{\text{GeV}}$ and the final goal of $30\%/\sqrt{\text{GeV}}$ seems well within reach. The main challenges appear in the handling of the high number of fibers and SiPMs which are of the order of few $10^8$ and constitute an important fraction of the technology cost. The implementation of a third fiber material, or alternatively the time readout of the scintillation fibers, can be used to measure the MeV-scale neutrons produced in a hadronic shower and suppress the fluctuations arising from binding energy loss [79]. This latter method is referred to as triple readout. The absence of longitudinal segmentation is likely the limiting factor for deploying such design in a muon collider detector. However, hybrid designs composed of an ECAL made of crystals (such as LYSO or PbWO$_4$) and the hadronic section based on the DREAM fiber prototype have been also proposed [80, 81]. These designs need to demonstrate the feasibility of dual readout concepts in the crystal matrix.

4.2 Particle flow calorimetry

In recent years the concept of high granularity particle flow calorimetry [82] has been developed in the context of the proposed International Linear Collider (ILC). The CALICE collaboration is the major developer of calorimeter concepts and technologies for highly granular detectors for particle flow. The goal of particle flow calorimeters is to build an image of the showers induced by the various jet-fragments to allow the correct matching of these showers with the charged particles measured in the tracker. This in turn enables to correctly identify and measure the energy of the showers induced by neutral hadrons.

4.2.1 Silicon-based sampling

With a radiation length ($X_0$) of 0.35 cm and an interaction length ($\lambda_I$) of 9.95 cm, tungsten is an ideal absorber for an electromagnetic sampling calorimeter. Silicon sensors can be used as active elements to achieve a high channel granularity and longitudinal segmentation. Moreover, state-of-the-art silicon sensors can sustain the high radiation dose of the expected BIB. Analogous technologies are adopted by LHC experiments upgrades [83], and considered by the CLIC collaboration. The CLIC ECAL barrel, on which the current muon collider detector design is based, is composed of 64M sensors sampling 40 layers. Future developments should implement a precise timing measurement in these sensors (<100 ps)
in order to make them usable at a muon collider. Although the high granularity is a clear advantage, the associated number of electronic read-out channels is a non-trivial technological problem. Moreover the cost for such a system exceeds the cost of other solutions.

4.2.2 Scintillator-based sampling

Plastic scintillators can be used for a high-granularity detector. Small tiles or strips of scintillating material can be produced with a typical size of 1-5 cm$^2$ for e.m. applications and about 10 cm$^2$ for hadronic applications. The typical thickness of the active layer is 0.3-0.5 cm, which makes it possible to design detectors with a longitudinal segmentation of several tens of layers. Each calorimeter cell can be read out via a silicon-based photo-detector mounted directly on the scintillating element [84]. Passive absorbers, such as steel, can be intertwined with the sensitive layers. The high granularity that can be achieved allows to implement compensation in hadronic showers in the reconstruction software using energy density techniques.

4.2.3 Micro-pattern gaseous detector-based sampling

Calorimeters with gaseous detectors as active element can reach a higher granularity with respect to more traditional scintillator-based calorimeters. Furthermore, a 1x1 cm$^2$ pad is economically affordable with respect to 3x3 cm$^2$ scintillator tiles. The CALICE collaboration has been studying the performance of digital [85] and semi-digital [86] hadronic calorimeters. Besides having a high granularity, gaseous detectors have the advantage to be radiation hard, leading to simple calibration procedures. RPCs have been chosen historically because of their low cost to instrument large area, because of their intrinsic digital nature and because of the rather low rate expected at future electron-positron colliders, which were the main target of these designs. Recently, Micro-Pattern Gaseous Detectors (MPGDs) have been proposed since they will likely outperform Resistive-Plate Chambers (RPCs) for this task because of their higher rate capability, their operation with environmental-friendly gases, their good energy resolution (of about 20%), high detector stability and low pad multiplicity. In the last decade resistive Micromegas were developed and tested for calorimetry at ILC [87] and for tracking in high-rate environments [88] at LHC, while new resistive detectors like the $\mu$RWELL [89] and RP-WELL [90] were developed, the latter being actively pursued for SDHCAL calorimeter of CepC detector [91]. It is expected that a good time resolution will play an important role in helping to match tracking detector and calorimeter energy deposits. Single-layer RPCs can reach time-resolutions of few hundred ps, but rely on gases with high global warming potential that will be phased out in the near future. Replacement gases are currently under investigation. Micro-Pattern Gaseous Detectors typically have a time resolution of the order of few ns, with R&D ongoing to bring this to sub-ns.

4.3 Other promising calorimeter technologies

Calorimeters are generally divided in two categories, homogeneous and sampling. The best compromise between the two technologies is sought in order to optimize experimental requirements and minimize the drawbacks associated with the limitations of standard solutions. The most recent technological developments allow this rigid distinction to be abandoned in favour of novel architectures: the Crilin calorimeter is a semi-homogeneous calorimeter based on Lead Fluoride (PbF$_2$) crystals readout by surface mounted UV extended Silicon Photomultipliers (SiPMs).

4.3.1 Crilin: a CRystal calorImeter with Longitudinal INformation

The Crilin calorimeter can be segmented longitudinally as a function of the energy of the particles and of the background level, thanks to its modular design which enables a high degree of reconfigurability. The Crilin R&D proposal embeds a modular architecture based on stackable submodules composed of matrices of crystals, in which each crystal is individually readout by 2 series of 2 UV-extended surface
mount SiPMs. Crystal dimensions are $10 \times 10 \times 40 \text{ mm}^3$ and the surface area of each SiPM is $4 \times 4 \text{ mm}^2$, so as to closely match the crystal surface.

In the current design, the prototype consists of two submodules, each composed of a 3-by-3 crystals matrix. The submodules are arranged in a series and assembled together by screws, resulting in a compact and small calorimeter, shown in Figure 10.

Fig. 10: CAD model of Crilin Prototype.

Each crystal matrix is housed in a light-tight case which also embeds the front-end electronic boards and the cooling system. The on-detector electronics and SiPMs must be cooled during operation, so as to improve and stabilise the performance of SiPMs against irradiation. The Crilin design is capable of removing the heat load due to the increased photosensor currents after exposure to the expected $2 - 5 \times 10^{13}$ 1-MeV-neq cm$^{-2}$/year fluence, along with the power dissipated by the amplification circuitry. The total heat load was estimated as 350 mW per channel. The Crilin cooling system, which is based on conduction and forced convection of nitrogen, will provide the optimum operating temperature for the electronics and SiPMs at around $0^\circ$. Gas fluxing will also prevent any condensation on SiPM or crystal surfaces.

5 Muon systems

A compact detector can be obtained using an iron yoke to concentrate the magnetic flux return from the solenoid, instrumented with several layers of gaseous detectors.

The BIB in the muon system is mainly composed of high energy neutrons and photons. The energy spectra of both the components are shown in Fig. 11: neutron energy ranges from 10 MeV up to 2.5 GeV, with the majority of the flux in the region $E < 100$ MeV; photons instead go from 100 keV to 200 MeV, with the majority of the flux in the region $E < 10$ MeV. The colors represent different geometrical regions of the detector endcap, based on the angular coordinate $\theta$ (or $r$): as expected, the fluxes are higher in the inner part of the endcap, at lower $\theta$ and closer to the beam line, and then lower in the outer regions. The same subdivision has been used then to evaluate the expected hit rate in the system. BIB hits in the muon system are, indeed, concentrated around the beam axis in the endcaps in a region small with respect to the whole layer region of 500×500 cells, as shown in Figure 12.

Sensitivity studies pointed out that some technologies, such as RPCs, are already at the limit of their current rate capability. These results, together with preliminary requirements on the spatial ($\approx 100 \mu$m) and time resolution (below 1 ns), suggest the need for gaseous detectors R&D. Classical well-known MPGDs, such as GEMs or Micromegas, are characterized by an excellent spatial resolution, but do not match the demanding request on the timing resolution. R&D on new generation MPGDs are still at the initial phase, but are obtaining promising results for a future implementation. A possible muon
### 5.1 Detectors with high spatial resolution

Classical gaseous detectors, Multi-Wire Proportional Chambers (MWPCs), reach spatial resolutions of the order of few mm (dominated by the mechanical limitation in the wire spacing). Resolutions of $50 \mu m$ to $100 \mu m$ are obtained measuring precisely the drift time (Drift Tubes, DT) or by patterning the cathode combined with precise charge measurement (Cathode Strip Chambers, CSCs), however all wire-based detectors have intrinsic rate limitations due to the slow evacuation of ions. This limitation
has been overcome in Micro-pattern Gaseous Detectors, where the electrodes are created using photolithographic techniques, which allows the reduction of the electrode spacing of at least one order of magnitude, resulting in fast ion evacuation combined with high spatial resolution.

5.1.1 Gas Electron Multiplier
A Gas Electron Multiplier (GEM) consists of a thin polymer foil (often 50 µm polyimide), cladded on both sides with a thin layer of copper (5 µm), chemically perforated with a high density of holes, typically 100/mm² [92]. Applying a potential difference between the top and bottom electrodes, a high electric field is formed in the holes where electron multiplication can take place. Several GEM-foils can be stacked on top of each other leading to detectors with high gain (> 10⁵) and low discharge probability (< 10⁻¹⁰). GEM detectors are used in different collider experiments [93], mainly for tracking and triggering purposes. Spatial resolution down to 50 µm is possible, with a time resolution that depends on the used gas mixture used: 7–10 ns in Ar:CO₂ [94] down to 3.5 ns when CF₄ is used in the gas mixture [95]. Rate capabilities up to 100 kHz/cm² have been assessed.

5.1.2 Micromegas
Micromegas are parallel-plate chambers where the amplification takes place in a thin gap, separated from the conversion region by a fine metallic mesh [96]. Micromegas are used in collider experiments [97] and a spark-protected evolution with resistive strips will be used mainly for tracking in the upgraded forward muon system of the ATLAS experiment [98]. A spatial resolution of 80 µm, a time resolution of 7-10 ns, and a rate capability up to 100 kHz/cm² have been achieved.

5.1.3 Micro-resistive Wells
The Micro-resistive Well (µ-RWELL) is a single-amplification stage resistive MPGD [89]. Such technology is reliable, since the presence of the resistive layer assures a very low discharge rate quenching the spark amplitude. It can achieve a rate capability up to 10 MHz/cm² with a detection efficiency of the order of 97-98% [99]. Typical spatial resolution is <60 µm, time resolution measured with CF₄ gas mixture was measured to be below 6 ns, time resolution in Ar:CO₂ mixtures is expected to be similar to the triple-GEM detectors (7-10 ns).

5.2 Detectors with sub-ns timing resolution
5.2.1 Multigap RPC
MRPC [100] have acquired solidity and importance in the High Energy Physics domain where both high efficiency and good time resolution are demanding. A time resolution of about 60 ps and 95% efficiency has been obtained [101, 102] for a detector composed of 10 gas gaps 250 µm size arranged in a double stack design using floating soda-lime glass (bulk resistivity 5 × 10¹² Ω cm). A recirculating gas mixture (C₂H₃F₂:SF₆ 97:3) allows operation in avalanche mode with electric field of approximately 100 kV/cm. The technology was operated [103] in high particle fluxes (though for small-size detector units) in a series of tests for the endcap upgrade of the STAR ToF and for the mini-CBM experiment at the GSI/SIS8 Synchrotron. Data with thinner standard float glass show rate capability of some kHz/cm² at time resolutions of 70–80 ps.

The rate capability is limited by the current flowing through the resistive plates and hence a step forward to increase this value, at a constant front end electronics threshold, would be to use low resistivity glass or to decrease their thickness. Lower resistivity glass (10¹⁰ Ω cm) have been used in tests beam [104] and showed rate capability of 35 kHz/cm² with efficiency above 90% and time resolutions below 80 ps. A still better behavior can be seen by lowering the glass resistivity by one order of magnitude, currently R&D is concentrated on establishing 20 ps time resolution at rates of 100 kHz/cm².
Although the MRPC have shown excellent timing resolution over large area and R&D for larger rate capability and even better timing is underway, this detector technology can not be considered for future collider experiments with the current gas mixture which has a high Global Warming Potential (GWP). The use of freons will be gradually phased out by 2030. While for standard (High Pressure Laminate, HPL) RPCs encouraging results have been obtained to replace the freons with alternative gases as Hydrofluoroolefine (HFO-1234ze), MRPC performances have yet to be proven with those new gas mixtures. Moreover MRPC performance relies on a non-negligible fraction of SF$_6$ which has even higher GWP with respect to the freons. R&D should start urgently in order to propose these detectors for future use.

5.2.2 Micropattern Gaseous Detectors with improved time resolution

The time resolution of a classical MPGD is dominated by the fluctuations on the position on the first ionization cluster in the drift gap. The contribution to the time resolution of the drift velocity ($v_d$) is then given by $\sigma_t = (\lambda v_d)^{-1}$ where $\lambda$ is the average number of primary clusters generated by an ionizing particle inside the gas per unit length [105]. Therefore a better time resolution is expected with a faster mixture. However, even with a fast gas mixture, as for example Ar:CO$_2$:CF$_4$, classical MPGDs usually cannot reach time resolution better than few ns.

A possible approach aimed at improving the time resolution is the one followed by the PicoSec Collaboration [106]: the proposed detector is a standard Micromegas (MM) with a reduced drift gap (down to 200 µm) in order to minimize the possibility of primary ionization. Particles pass instead through a Cherenkov radiator placed on top of the MM, where they produce Cherenkov photons, which are then converted by a photocathode and enter in the drift region, removing the fluctuations on the position of the first ionization cluster. Preliminary results of the first prototypes of few cm$^2$ proved the reliability of the principle with a time resolution of 25 ps measured with a gas mixture of Ne/C$_2$H$_6$/CF$_4$.

Further studies of this new technology will be focused on: proper stability of the detectors, choice of the materials and geometry, radiation hardness and gas mixture (avoid use of CF$_4$ and flammable gases).

An alternative approach is represented by the Fast Timing Micropattern (FTM) gas detector [105]. Here the drift gap is segmented in $N$ thinner fully resistive drift+amplification stages, which are in competition between each other when the detector is fully efficient (sum of drift gaps $\geq 1.5$ mm). The fastest stage is the one that determines the timing of the signal, thus reducing the time resolution of the detector of a factor $N$ with respect to a standard MPGD. The first prototype, made of just two stages, obtained a time resolution of 2 ns with pion beam [107]. The current R&D is focused on improving the quality of the resistive layers used for the amplification stage and establishing the detection principle with multiple layers on a small scale prototype [108], and assessing the technology on larger scale prototypes. The main limitations come from the quality of the detector elements with resistive layers, which is a technology currently developed, and the single-stage reachable gain; interesting results have been recently obtained with a Ne/iC$_4$H$_9$/CF$_4$ gas mixture [109].

5.3 Technology comparison

In order to understand the response of the muon detectors to the BIB particles, the detector sensitivities have been studied with a standalone Geant4 simulation.

Sensitivity may be defined as the probability for a BIB particle to generate a visible signal in the detector: in the simulation, it is computed as the ratio $s = N/M$, where $N$ is the number of events in which at least one charged particle reaches a sensitive gas gap, while $M$ is the number of incident particles. Figure 13 shows the results of the simulation for 1.5 TeV muon collider BIB neutrons (left) and photons (right) for four different gaseous detector technologies considered and described in Sections 5.1-5.2.

The energy range over which the simulation was performed covers completely the BIB range
Fig. 13: Simulated sensitivity to neutrons (left) and photons (right). Different colors represent different gaseous detector technologies considered.

and extends it, in view of possible modifications of the spectra at higher centre of mass energies. The difference between the technologies is mainly due to a different material composition of the detectors: in general we can observe that Micro-Pattern Gaseous Detectors, i.e. Triple-GEM (Gaseous Electron Multiplier) and PicoSec, result in having a lower sensitivity both to neutrons and photons with respect to RPC (both Glass RPC and standard HPL RPC).

The hit rate (R) is then obtained from the flux (\(\Phi\)) by \(R = s \times \Phi\) for each energy value and particle type. The total estimated rate is shown in Fig. 14 for neutrons (left) and photons (right) as a function of the angular coordinate \(\theta\) for the different detector technologies considered.

As expected, the estimated hit rate is higher in the inner endcap and decreases with \(\theta\), i.e. when moving to the outer region of the endcap.
6 Trigger and Data Acquisition

Experiments at the high energy muon collider are expected to operate at instantaneous luminosity levels of $10^{34} - 10^{35}$ cm$^{-2}$ s$^{-1}$. With a single bunch collider operation scheme, beam crossing frequency is defined by the beam energy and the size of the collider ring. Collisions are expected to happen at the maximum rate of 100 kHz, corresponding to the minimum time between crossings of 10 $\mu$s.

The Trigger and Data Acquisition (TDAQ) systems of the future muon collider experiments will be required to perform partial or full reconstruction of every collision event in order to identify and store events of interest to the physics programme. Given that the earliest a muon collider can be realized is 20 years from now, it is way too early to define the TDAQ strategy. Future advancements in the data transmission and processing technologies can substantially alter the vision of what a TDAQ system at the muon collider would look like. However, an initial estimate of the data rates and processing needs does help to outline possible options and strategies, in particular when put in the context of today’s technologies.

Trigger and DAQ strategy taken by different collider experiments varies a lot and depends on the luminosity and complexity of their collision events. Experiments such as ATLAS and CMS, utilize hardware triggers [110, 111] that rely on a subset of the detector subsystems for initial filtering of the events. This is followed by a High Level Trigger (HLT) farm where further processing and filtering takes place using more complete event information. LHCb experiment operating at lower luminosity and with smaller event size recently opted for a so-called “triggerless” or “streaming” approach [112, 113] which eliminates need for a hardware trigger and where all collision data is streamed at 40 MHz directly to an HLT farm for event reconstruction. Similarly, electron-positron collider experiments [58, 114] typically adopt a triggerless readout scheme due to the relative cleanliness of events when compared to hadron colliders. A streaming approach offers a number of advantages: availability of the full event data typically translates into a better trigger decision, it is easier to support and upgrade software triggers, simplified design of the detector front-end, etc. However, the presence of large BIB at the muon collider may be prohibitive for a full triggerless TDAQ scheme. In the following, an initial estimate of the data rates is provided to show that from the data rates/volumes consideration a streaming DAQ implementation is feasible. We also provide early estimates of the event processing time and compare it to that anticipated at the HL-LHC experiments.

The amount of data acquired by the muon collider experiments is expected to be dominated by the tracker and calorimeters. For the silicon tracker, we estimate event size and data rates by acquiring an average number of hits per event from simulation and multiplying it by the 100 kHz event rate. The average hit multiplicity as a function of the tracker layer can be found in Figure 5. We assume that each hit consists of 32 bits to encode charge, position, and time information and that zero-suppression is applied in the detector front-end. Hits are integrated in the time period of 1 ns following the bunch crossing, which allows to preserve good efficiency for hits from particles originating in the hard scattering but rejects a significant fraction of the BIB. No filtering based on the hit directionality information is applied to avoid possible biases in the online selection. An additional safety factor of 2 is embedded in the calculation. With this, we estimate the tracker event size to be 40 Megabytes (MB) and the data rate from the tracker to be 30 Terabits per second (Tb/s). It should be noted that the numbers are dominated by the BIB hits. A similar approach is applied for calculating event data rates originating in the calorimeter. Here the ECAL dominates with approximately 90 million channels and average occupancy of about $10^{-3}$ hits per mm$^2$. A minimum energy threshold of 0.2 MeV is required in order for the hit to be read out and hits are assumed to be 20 bits wide. The HCAL contribution is small, less than 10% of the ECAL. After applying a safety factor of 2, calorimeter event size is estimated to be 40 MB and similar to that for the tracker. The full data rate corresponding to the sum of the tracker and calorimeter rates is therefore about 60 Tb/s, which is a factor of few larger than HLT input of LHCb experiment in Run-3 [112] and comparable to the HLT input of CMS experiment in HL-LHC [115]. Therefore, from the data volumes point of view, a streaming operation at 100 kHz appears to be feasible. It should be emphasized that the rates are directly
proportional to the bunch crossing frequency and can be much larger with a smaller collider ring or a multi-bunch operation scheme, in which case the strategy may have to be re-evaluated.

Another important parameter to consider is the HLT output rate to offline storage. Here again different approaches can be taken. One approach is to eliminate most of the events using filtering done in the HLT, but preserve full raw event information for the ones that pass the filter. HL-LHC experiments assume HLT output bandwidth of approximately 60 GB/s. This would translate into 750 Hz of full event content sent to the storage. For comparison, single Higgs production at 10 TeV is expected to have a much lower rate of <0.1 Hz and WW production via the vector boson fusion will be at 1 Hz level. Storing full event content allows for later reprocessing of the data in order to improve the performance or reconstruct novel signatures. However, this approach would require about 4 PB of storage per day of running. It will produce a total dataset similar in size to that of ATLAS and CMS in HL-LHC, but dominated by BIB hits that are not interesting from the physics point of view. An alternative approach based on reducing event content by filtering out hits and clusters clearly unassociated with the hard scattering may be more prudent. Here one may choose to preserve the output rate of 750 kHz and reduce the total dataset size. Alternatively, one can aim for the same total dataset size but increase the rate of events, for example if on average 99% of BIB hits in each event can be filtered out, every produced event at 100 kHz can be sent to the storage.

In addition to data rates, it is also important to take into account time needed to reconstruct each event at the HLT. Long processing times lead to unmanageable large farm requirements, which in turn is difficult to procure, maintain, and operate. HL-LHC experiments project processing times of about 1 second per event with tails extending as far as a minute. At the muon collider, offline event reconstruction is currently dominated by charged particle tracking and takes up to few minutes per event using Kalman filter based tracking algorithms from the ACTS package, which is significantly slower than a good HLT target of few seconds. To estimate the amount of time needed at the HLT, a preliminary reconstruction of charged tracks was attempted in the outer layers where BIB density is less severe. To have a first clue on the complexity of the problem we took hits from the outer six barrels and apply an algorithm based on a three-dimensional Hough Transform in the (\(\phi\), \(\eta\), \(p_T\)) parameter space and assuming all tracks coming from the origin as a good approximation at this stage. Preliminary analytical calculations suggest that, even with a three-dimensional array finely subdivided into 240 million cells, with currently estimated BIB rates, tens of purely combinatorial track candidates with \(p_T > 2.5\) GeV/c would be found, precluding any possibility to use that information as an effective event filter. However, if an independent filter based on timing (or pointing, etc...) is applied to lower the BIB hit rate by a factor four, requiring a single candidate track with \(p_T > 2.5\) GeV would give us the needed event rejection factor of about 50. In this case, 44 million cells in the Hough Transform array would have to be filled for each beam crossing. Doing this in few seconds requires a powerful CPU, but is not out of reach. Future CPUs and accelerators (GPU, FPGA, etc), as well as algorithm improvements can further improve timing. The bottom line is that this is a crucial area of development and careful attention needs to be paid to this area in order to keep the processing time under control.

Finally, it may be useful to sketch how a potential TDAQ system could look and estimate its size. The number of input links is an important parameter for this purpose. lpGBT developed for HL-LHC are expected to provide bandwidth of up to 10 Gb/s per link. It is reasonable to assume that links with at least twice higher speeds (20 Gb/s) will be available on the timescale of 20 years. We thus assume that data from multiple detector modules can be combined into a single 20 Gb/s link and estimate that close to 10,000 of such links will be needed to bring the data from the detector to the electronics area. The back-end system will consist of few hundred readout boards used to receive and format the data. A full-mesh hardware or a software Event Builder network with aggregate bandwidth of about 60 Tb/s will be required, for which both custom and industry provided solutions can be considered. Note that this number can be much smaller if a more aggressive filtering scheme than the one described above is utilized in the front-end. For example, preliminary studies indicate that filtering tracker hits based on their pointing
information can yield up to a factor of eight reduction in the data rates. The required output bandwidth to storage will depend on the chosen filtering strategy at the HLT, but should not exceed 100 Gb/s even in the most aggressive scenarios. A schematic illustration with a couple of different architectures can be found in Fig. 15, with LHCb-like approach shown on the left and a full-mesh FPGA hardware event builder approach on the right.

![Fig. 15: Schematic illustration of possible ways to structure the TDAQ system. The one on the left shows an LHCb-like approach with a software Event Builder. The one on the right uses hardware boards to structure event data and pass them to the HLT farm.](image)

To summarize, despite large BIB, preliminary estimates based on simulation indicate that a streaming DAQ architecture can provide an attractive solution for the future muon collider experiments. With improvements to the tracking speed, such a solution can likely be realized with technologies available today. Future advancements (e.g. higher speed optical links, fast processors, etc) are likely to result in a smaller and/or more performing DAQ system. Work should be invested in improving HLT reconstruction algorithms and exploiting GPU/FPGA/ASIC acceleration schemes with the aim to bring per-event processing time down to a few second level.

7 Conclusions

The 2019 update of the European Strategy for Particle Physics and the 2021 Snowmass process identified muon colliders as a highly promising path to reaching very high center-of-mass energies in leptonic collisions. These machines can combine excellent new physics discovery potential with high precision capabilities. For the purpose of event detection and reconstruction, the challenge that separates $\mu^+\mu^-$ with the $e^+e^-$ counterparts is the beam induced background. Because muons are unstable, they decay in flight, producing electrons that further interact with the accelerator and detector components. This creates very large multiplicities of mostly soft secondary particles, some of which end up in the detector. The hits produced by the secondary particles in the detectors lead to a large challenge for the particle detection and reconstruction. In this paper we presented a preliminary design and specifications for a muon collider detector, described the radiation levels it will be exposed to, and outlined possible ways to mitigate effects of the BIB. We showed that the radiation levels are similar to those at the HL-LHC experiments. We also demonstrated that the BIB imposes stringent requirements on the granularity, resolution, and timing properties of the muon collider detectors, and presented a number of emerging detector technologies that have a potential to address the challenge. Finally, we argue that R&D efforts to further develop these technologies are needed to get them to the maturity levels necessary for the detector construction.
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