Abstract—In certain systems which are subject to significant constant external forcing such as an airplane in wind or an underwater glider in ocean currents, the ability to detect the forcing depends on both the measurements available and whether appropriate control is being applied. Using analytical nonlinear observability techniques, we define the necessary characteristics required of a measurement function for systems with unicycle dynamics subject to constant forcing to be observable. We further consider the necessary associated motion characteristics required of this class of systems to enable the desired sensing capabilities. We then apply these results in combination with the empirical Gramian to quantify relative observability, optimal sensor selection, and sensing quality for different motion primitive modes for a Dubins path.

I. INTRODUCTION

The interaction of control and sensing in nonlinear systems provides interesting challenges and opportunities when considering observability, the ability to determine a system’s state from available measurements. Contrary to linear systems, the structure of nonlinear system dynamics may require or benefit from particular motion for effective sensing. For example, the Aerosonde (an unmanned fixed wing vehicle) was able to identify wind speed and direction while flying across the Atlantic using GPS, but no magnetometer, by adding curves to its path [1]. This coupling of motion with sensing is well-known in nature as the active sensing employed by animals for binaural localization, casting to track scent in a plume, and depth from monocular vision [2], [3]. In recent years, mathematical exploration of these capabilities has begun to characterize when motion can improve, or is necessary for, effective sensing [3], [4], [5].

In order to expand the foundation of mathematical tools to inform the joint tasks of sensor selection and motion planning, we consider here the development of necessary conditions for observability of a class of systems in SE(2), the planar unicycle, subject to external forcing. This class encompasses a wide range of autonomous vehicles, such as the Aerosonde, used in monitoring and data collection tasks, and the external forcing broadens the observability results to include consideration of typical operational constraints of fielded vehicles such as wind or ocean currents.

To investigate the observability of this class of systems, we employ two methods: nonlinear observability analysis and the empirical observability Gramian. The former allows us to develop analytical necessary conditions for observability, and the latter allows us to consider quantitative measures of observability which facilitates sensor selection and sensing quality. As shown in [6], for linear systems with noise, the stochastic empirical observability Gramian provides an upper bound for the Fisher information matrix which in turn bounds the error covariance in the state estimator. Improvements in system observability are, therefore, a key method for improving performance and robustness of state estimation.

To analytically assess nonlinear local observability, we employ the rank condition on the observability codistribution [7]. The observability codistribution is analogous to the observability matrix in linear systems, but in a nonlinear system the observability is generally a local property that depends on initial conditions and applied inputs. Much previous work has concentrated on observability with range-only measurements for unicycle or tracker-target systems with unperturbed [8], [9] and perturbed dynamics [10], and a study of observability for specific sensors and controls was performed for a pair of standard unicycle systems in [11]. The analysis here extends the prior work with necessary conditions for general measurement function requirements.

The empirical observability Gramian provides a means to quantify observability by directly relating perturbations in initial conditions to output energy. This method also has the advantage of avoiding calculation of a state transition matrix and has been applied to studies of both linear and nonlinear observability [12]. The empirical observability Gramian has been used to determine optimal control, specifically with respect to a single ranging beacon [13], and to determine trajectories to prevent degenerate measurements [14].

The practice of sensor selection and placement has been widely studied in the context of wireless sensor networks [15], of observability analysis in the monitoring of traffic congestion [16], and of the empirical Gramian to identify optimal sensor types and locations on the wings of a Hawkmoth [4]. Investigating observability of hawkmoth motion, Mohren et al found neurologically inspired signals that make the system more observable with fewer sensors [17], essentially assessing both the best sensor placement and measurement function for observability. The ability to maintain observability despite sensor failures was studied for linear systems in [18]; nonlinear systems have additional flexibility since their observability depends not only on sensors but can also depend on the control/trajectory.

The specific contributions of the work in this paper are to address the characterization of necessary features of sensor selection and observability for this class of nonlinear
systems and to utilize the empirical observability Gramian to implement a sensor selection strategy along Dubins paths. The paper is organized as follows: Section II provides an overview of observability measures, both analytical and based on the empirical Gramian. Section III describes the system model, and Section IV presents results for nonlinear observability analysis using the matrix rank condition. Section V investigates the system more quantitatively using the empirical observability Gramian, followed by a discussion of sensor selection and implementation in simulation in Section VI, and conclusions in Section VIII.

II. NONLINEAR OBSERVABILITY

We consider here nonlinear systems in control affine form,

\[ \dot{x} = f_0(x) + \sum_{i=1}^{m} f_i(x) u_i, \quad y = h(x) \]  

where \( x \in \mathbb{R}^n, u_i \in \mathbb{R}, y \in \mathbb{R}^q \), and we are interested in investigating the observability of the system with respect to control and sensor inputs. The methods used here to determine if a system is locally observable with a given sensor measurement are the rank condition of the observability Lie algebra and the empirical observability Gramian.

A. Analytic Observability

A system is said to be observable if for every admissible input \( u \), the outputs for any two states \( x_1 \) and \( x_2 \) being equal, that is \( h(x_1, u, t) = h(x_2, u, t) \) for \( t \geq 0 \), implies that \( x_1 = x_2 \) [7]. While it may not be possible to determine global observability for a nonlinear system, the implications of two states being indistinguishable can be restricted to some neighborhood around \( x_0 \) and the local observability can be assessed using the observability Lie algebra given by

\[ O = \{ h, L_{\bar{t}_i} h, L_{\bar{t}_i}^2 h, L_{\bar{t}_i} L_{\bar{t}_j} h, \ldots \} \]  

where the components are Lie derivatives calculated as

\[ L_{\bar{t}_i} h = \frac{\partial h}{\partial x} f_0, \quad L_{\bar{t}_i} L_{\bar{t}_j} h = \frac{\partial L_{\bar{t}_i} h}{\partial x} f_0, \quad L_{\bar{t}_i} L_{\bar{t}_j} L_{\bar{t}_k} h = \frac{\partial L_{\bar{t}_i} L_{\bar{t}_j} h}{\partial x} f_0, \ldots \]

The observability codistribution, \( dO \), is defined as the Jacobian of \( O \) with respect to \( x \). If \( dO \) has dimension \( n \) at a given point \( x_0 \), i.e. is full rank, then the system is locally observable at \( x_0 \) [7].

B. Empirical observability Gramian

To further investigate the observability of a system beyond the binary answer provided by the rank condition, the empirical observability Gramian can by employed to provide quantitative information regarding how observable the system is and which states are more readily observed than others. The empirical observability Gramian, \( W^\varepsilon \in \mathbb{R}^{n \times n} \), affords a method to approximate an observability Gramian for both linear and nonlinear systems based on the differences in measurements from perturbing the initial conditions, \( x_0 \), by a small amount, \( \varepsilon \), in each basis direction, \( \bar{e}_i \) where \( \bar{e}_i \in \mathbb{R}^n \) is a unit vector in the \( i \)th state dimension [12]. For a system with continuous measurements, \( W^\varepsilon \) is given by the integral from initial time, \( t = 0 \), to final time, \( t_f \),

\[ W^\varepsilon(t_f, x_0) = \frac{1}{4\varepsilon^2} \int_0^{t_f} Y^\varepsilon(t, x_0, u)^T Y^\varepsilon(t, x_0, u) dt. \]  

The vector \( Y^\varepsilon(t, x_0, u) = [\Delta y_1 \pm \cdots \Delta y_n] \in \mathbb{R}^{1 \times n} \) is comprised of the difference in the scalar outputs, \( \Delta y_i = y^{+i} - y^{-i} \), where \( y^{+i} \) represents the output for trajectories generated by perturbing the initial conditions by \( \pm \varepsilon \bar{e}_i \).

If \( W^\varepsilon \) is full rank, the system is locally weakly observable [6]; that is, at each point \( x_0 \) there exists an open neighborhood \( U \) of \( x_0 \) such that for every open neighborhood \( V \subset U \) of \( x_0 \), with trajectories that remain in \( V \) for all \( t \in [0, T] \) the output \( h(t, x_0, u) = h(t, x_1, u) \) for every admissible input \( u \) and pair of states \( x_0, x_1 \in V \) implies that \( x_0 = x_1 \). Here, we do not explicitly consider time or control in the measurement function and use the notation \( h(x) \); the notation \( h(x_1, \cdot) \) indicates \( h \) is a function of \( x_1 \) and possibly other states. For an observable system, one is then concerned with how well it can be observed. The maximum and minimum eigenvalues of \( W^\varepsilon \) describe the energy in the most and least observable modes, respectively.

III. SYSTEM MODEL

In this work we are specifically interested in nonlinear, control-affine systems with the addition of external forcing functions. Let the original system with drift and control inputs be defined as

\[ \dot{x}_d = \bar{f}_d(x_d) + \sum_{i=1}^{m} \bar{f}_i(x_d) u_i, \quad y = h(x_d) \]

\( x_d \in \mathbb{R}^{n_d}, u_i \in \mathbb{R}, y \in \mathbb{R}^q \). For this paper we assume that the external states cannot be measured directly and are subject to significantly slower dynamics than the original system so they can be modeled as constant. Adding the additional states, \( x_e \in \mathbb{R}^{n_e} \), the full system can be written as

\[ \Sigma : \quad \dot{x} = \begin{bmatrix} x_d \\ x_e \end{bmatrix}, \quad \begin{bmatrix} \bar{f}_d(x_d) + A x_e \\ 0^{n_e} \end{bmatrix} + \sum_{i=1}^{m} \begin{bmatrix} \bar{f}_i(x_d) \\ 0^{n_e} \end{bmatrix} u_i, \quad y = h(x_d) \]

where \( x \in \mathbb{R}^n \), \( n = n_d + n_e \) and \( A \in \mathbb{R}^{n_d \times n_e} \). To simplify the notation, let

\[ \bar{f}_0(x) = \begin{bmatrix} \bar{f}_d(x_d) + A x_e \\ 0^{n_e} \end{bmatrix}, \quad \bar{f}_i(x) = \begin{bmatrix} \bar{f}_i(x_d) \\ 0^{n_e} \end{bmatrix}. \]

To facilitate further discussions regarding requirements for local observability of the system [13], the states are partitioned into the following sets: set \( X := \{ X_0, X_1, ..., X_m \} \) are states that explicitly appear in the drift or control vector fields, while \( \bar{e}_i(x) \) or \( \bar{f}_i(x_d) \), (a subset of \( x_d \) and all \( x_e \) states) and set \( Z \) are states that do not (remaining \( x_d \) states).

Unicycle with external forcing: As an example, consider a planar unicycle system whose location and orientation in the \( x_1-x_2 \) plane is given by \( x_d = (p_1, p_2, \theta) \in SE(2) \) and is subject to constant but unknown forces \( e = \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} \) in
the $x_1$ and $x_2$ directions. The inputs are linear velocity, $u_1$, and angular velocity, $u_2$. The control affine system is

$$\Sigma_U : \begin{align*}
\dot{x}_1 &= p_1 \\
\dot{P}_1 &= p_2 \\
\dot{\theta} &= c_1 \\
\dot{c}_1 &= c_2
\end{align*}
$$

where $x_1 = \begin{bmatrix} x_1 \\ P_1 \\ \theta \\ c_1 \\ c_2 \end{bmatrix}$ and $u = \begin{bmatrix} p_1 \\ p_2 \end{bmatrix}$ with $c_i(x) = \frac{\cos(\theta)}{\sin(\theta)}$ for $i = 1, 2$.

**Lemma 1:** A system $\Sigma_U$ will be unobservable if each state $x_i \in Z$ does not explicitly appear in $h(\cdot)$.

**Proof:** The observability codistribution, denoted simply as $dO$, is given by

$$dO = \frac{\partial \Sigma_D}{\partial \theta} = \frac{\partial}{\partial \theta} \begin{bmatrix} h \\ \frac{\partial h}{\partial x_0} \\ \cdots \\ \frac{\partial h}{\partial x_n} \end{bmatrix}^T ,$$

with terms from the observation Lie algebra calculated as in [2]. By definition, $\frac{\partial h}{\partial x_j} = 0$ for all $x_j \in Z$ so any column of $dO$ corresponding to $x_j \in Z$ will be 0 if $x_j$ does not appear explicitly in $h$, thus ensuring $\text{rank}(dO) < n$ and making the system unobservable.

**Corollary 1:** If a state that does not appear in the drift vector field, $x_j \in X \setminus X_0$, then it must appear in $h(x_j, \cdot)$ or a control corresponding to a control vector field including the state, i.e. $u_k$ for $x_j \in X_k$, must be active or the system will be unobservable.

**Corollary 2:** Systems $\Sigma_U$ and $\Sigma_D$ will not be observable if their measurement function(s) do not include states $p_1$ and $p_2$. If $u_1 = 0$ and $\Sigma_U$’s measurement function(s) do not include $\theta$ it will also be unobservable.

This result is not surprising: if the dynamics are not directly influenced by a state, such as the location within the $x_1 - x_2$ plane in the unicycle example, then it is not possible to observe that state through the evolution of the system’s dynamics and it must be measured directly.

**Lemma 2:** A system $\Sigma$ with $q = 1$ and $u_i = 0$ for $i \geq 2$ will be unobservable if $L^k_{f_0}(x_0) = 0$ for $k < n - 1$.

**Proof:** With a single measurement function and no control vector fields, the elements of $O$ are restricted to the measurement function, $h(x_0)$, and its subsequent Lie derivatives with respect to the drift only. The $k$th Lie derivative, $L^k_{f_0}(x_0)$, is composed of $k$th order derivatives of $h(x_0)$ with respect to $x$. For $dO$ to be rank $n$ and fulfill the rank condition for local observability, the observability Lie Algebra must contain at least $n$ nonzero elements: the measurement function plus $n - 1$ nonzero Lie derivatives.

This lemma is the nonlinear equivalent of the requirement for a linear system, $\dot{x} = Fx + Cx$, that if $C$ is a single row, then $CF^{n-1} \neq 0$.

**Corollary 3:** System $\Sigma_U$ or $\Sigma_D$ with $q = 1$ and $u_1, u_2 = 0$ will be unobservable if the fourth order derivatives of $h(x_0)$ with respect to $p_1$ and/or $p_2$ is zero.

The observability framework for a general nonlinear system $\Sigma$ lacks sufficient structure to obtain further meaningful results, so we proceed by investigating the conditions for which the example systems $\Sigma_U$ and $\Sigma_D$ are locally observable through a series of lemmas.

**A. Unicycle system, constant speed and heading**

The next set of lemmas addresses the requirements for observability of system $\Sigma_U$ when $u_2 = 0$.

**Lemma 3:** If $u_1 \neq u_1(t)$ and $u_2 = 0$, system $\Sigma_D$ will be unobservable if $h$ is not a function of $\theta$.

**Proof:** If $\theta$ is not included in a measurement function and $u_1 = v$ is a constant, the columns of $dO_D$ are related through

$$\frac{\partial O_D}{\partial \theta} + \alpha_1 \frac{\partial O_D}{\partial c_1} + \alpha_2 \frac{\partial O_D}{\partial c_2} = 0$$

$$\text{(8)}$$
indicating that these columns are linearly dependent and \(dO_D\) cannot have full rank. Furthermore, by calculating the partial derivatives of \(f_0\) with respect to \(\theta, c_1\) and \(c_2\), the coefficients in are \(\alpha_4 = v\sin(\theta)\) and \(\alpha_5 = v\cos(\theta)\).

In other words, Lemma 3 demonstrates that, with heading angle and linear velocity as a constant, the contribution to the drift from \(\theta\) is indistinguishable from that of the external forces \(c_1\) and \(c_2\), so a measurement of the heading is required for observability. Similarly, the position states must be sufficiently differentiable that they can be individually distinguished and allow the contributions of the external forces to be measured as they propagate through the system dynamics, as further demonstrated in the following lemma.

**Lemma 4:** System \(\Sigma_D\) with \(u_2 = 0\) is unobservable if \(q = 2\) and either of the following conditions are met:

1. \(h_1 = h_1(p_1, \cdot), h_2 = h_2(p_2, \cdot)\), and the second derivatives of \(h_1\) with respect to \(p_1\) and \(p_2\) are all zero
2. \(h_1 = h_1(p_1, p_2, \cdot), h_2 = h_2(\cdot),\) and the third derivative of \(h_1\) with respect to \(p_1\) and \(p_2\) is zero.

**Proof:** These requirements stem from the number of Lie derivatives required for \(dO\) to be full rank; the second and third Lie derivatives are as follows:

\[
\begin{align*}
L^2_{\theta}h_1 &= \frac{\partial^2 h_1}{\partial p_1^2} f_{0,1} f_{0,2} + 2 \frac{\partial^2 h_1}{\partial p_1 \partial p_2} f_{0,1} f_{0,2} + \frac{\partial^2 h_1}{\partial p_2^2} f_{0,2}^2, \\
L^3_{\theta}h_1 &= \frac{\partial^3 h_1}{\partial p_1^3} f_{0,1} f_{0,2} + 3 \frac{\partial^3 h_1}{\partial p_1^2 \partial p_2} f_{0,1} f_{0,2} + 3 \frac{\partial^3 h_1}{\partial p_1 \partial p_2^2} f_{0,1} f_{0,2} + \frac{\partial^3 h_1}{\partial p_2^3} f_{0,2}^3. \quad (9)
\end{align*}
\]

where \(f_{0,i}\) is the \(i\)th element of \(f_0(x)\).

For two measurement functions, \(O\) must include elements from \(h, L_{\theta}h, \) and \(L^2_{\theta}h\) to have a total of five components and possibly meet the rank condition for observability. If \(h_2\) is only a function of \(\theta, L_{\theta}h_2(\theta) = 0\) so \(L^3_{\theta}h_1 \neq 0\) will be required. If neither \(p_1\) nor \(p_2\) has a nonzero second (case 1) or third (case 2) derivative, then \(L^2_{\theta}h\) or \(L^3_{\theta}h\), respectively, would be zero and the maximum possible rank of \(dO\) would be four.

**Lemma 5:** System \(\Sigma_D\) with \(u_2 = 0\) is locally observable if \(q \geq 3\) and \(h_1 = h_1(p_1, \cdot), h_2 = h_2(p_2, \cdot), h_3 = h_3(\theta, \cdot)\) are independent functions in \(p_1, p_2,\) and \(\theta\).

**Proof:** Due to the requirement that the elements of \(h_D\) are independent, the first three rows of \(dO = \frac{\partial h}{\partial \theta}\) will be linearly independent. The first Lie derivatives have the form

\[
L_{\theta}h_1 = \frac{\partial h_1}{\partial p_1}(v\cos(\theta) + c_1) + \frac{\partial h_1}{\partial p_2}(v\sin(\theta) + c_2).
\]

Now consider the submatrix of \(dO\) that corresponds to the derivatives of the Lie derivatives \(L_{\theta}h_1\) and \(L_{\theta}h_2\) with respect to the external forces \(c_1\) and \(c_2\):

\[
dO_{4-5,4-5} = \begin{bmatrix} \frac{\partial h_1}{\partial p_1} & \frac{\partial h_1}{\partial p_2} \\ \frac{\partial h_2}{\partial p_1} & \frac{\partial h_2}{\partial p_2} \end{bmatrix}.
\]

Since \(h_1\) and \(h_2\) are independent functions with respect to \(p_1\) and \(p_2\), these derivatives will also be independent and this submatrix will be full rank, making \(dO\) full rank.

Combining the previous lemmas, we can state the following theorem regarding observability of \(\Sigma\) without control:

**Theorem 1:** System \(\Sigma_D\) with \(u_2 = 0\) is unobservable if either of the following conditions holds:

1. \(h_D \neq h_D(p_1, p_2, \theta)\)
2. \(h_D\) does not have sufficient nonzero derivatives with respect to the states \(p_1\) and \(p_2\) to meet the conditions of lemmas 2 and 5.

**B. Unicycle system, with control**

If either control is active, the nonlinearity of the system allows it to be observable with fewer measurements, as shown in the following lemma.

**Lemma 6:** Systems \(\Sigma_U\) and \(\Sigma_D\) can be locally observable if \(u_1 = u_1(t)\) for \(\Sigma_U\) and \(u_2 \neq 0\) for \(\Sigma_D\) and \(h_1(p_1, \cdot)\) with \(h_2(p_2, \cdot)\).

**Proof:** The simplest possible measurement functions are \(h_1 = p_1\) and \(h_2 = p_2\). With these measurements, the observability algebras are \(O_U = \{h, L_{\theta}h, L_{\theta}f\}\) and \(O_D = \{h, L_{\theta}h, L_{\theta}h_L, L_{\theta}f_L\}\)

\[
dO = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad \frac{\partial O_U}{\partial \theta} = \begin{bmatrix}
0 \\
0 \\
0 \\
\cos(\theta) \\
\sin(\theta)
\end{bmatrix}^T \quad (10)
\]

which is full rank, making the system observable.

Note that if the control is not active, the last two rows of \(dO\) in \((10)\) will be zero, rendering the system unobservable. More generally, we can combine Theorem 1 with the previous lemma to state the following:

**Theorem 2:** System \(\Sigma_U (\Sigma_D)\) with observation window \(T = [0, T]\) is unobservable if either of the following conditions is met:

1. \(u_1 = u_1(t)\) \((u_2 \neq 0)\) for some \(t \in T\) and \(h = h(p_1, p_2)\)
2. \(h = h(p_1, p_2, \theta)\)

**Remark:** The results of this section indicate that the unicycle system requires either sufficient measurements or nonlinearity to be observable: if the system behaves like a linear system – as it does when \(u = 0\) – more measurements are required for observability than when it is behaving nonlinearly.

If the perturbations were not constant, additional states could be added to capture their dynamics. Correspondingly, the system would require either additional independent measurements or increased differentiability to be observable.

**V. Trajectory Analysis with the Empirical Observability Gramian**

The results of the previous section provide base requirements that a sensor suite must meet for the system to possibly be observable, but the analytic tools do not provide a good qualitative framework for understanding how state...
With initial conditions \( x_0 \) model (6) can be analytically integrated with respect to time. The Y and combined to form the Gramian as

\[
\text{A. Linear Trajectory}
\]

When multiple observations are used, the Gramian is the sum of the Gramians for each individual measurement [12].

For a linear trajectory \((u = 0, \theta(t) = \theta_0)\), the system model (6) can be analytically integrated with respect to time. With initial conditions \( x_0 = [p_{1,0} \quad p_{2,0} \quad \theta_0 \quad c_1 \quad c_2]^\top \), the \( Y^\varepsilon_t \) vectors are calculated as

\[
Y^\varepsilon_{h_1}(t, x_0, 0) = \begin{bmatrix} 2\varepsilon & 0 & -2tv_0 \sin(\theta_0) \sin(\varepsilon) & 2\varepsilon t & 0 \end{bmatrix}
\]

\[
Y^\varepsilon_{h_2}(t, x_0, 0) = \begin{bmatrix} 0 & 2\varepsilon & 2tv_0 \cos(\theta_0) \sin(\varepsilon) & 0 & 2\varepsilon t \end{bmatrix}
\]

and combined to form the Gramian as

\[
W_{line} = \frac{1}{4\varepsilon^2} \int_0^{t_1} \left( Y^\varepsilon_{h_1}^\top Y^\varepsilon_{h_1} + Y^\varepsilon_{h_2}^\top Y^\varepsilon_{h_2} \right) dt
\]

\[
= \begin{bmatrix}
1 & 0 & t_1^2/2 & 0 & 0 \\
0 & 1 & W_{1,3} & t_1^2/2 & 0 \\
t_1^2/2 & 0 & W_{3,3} & W_{4,3} & W_{5,3} \\
0 & t_1^2/2 & W_{5,3} & 0 & t_1^2/3 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}, \quad (11)
\]

where

\[
\begin{bmatrix}
W_{1,3} \\
W_{2,3} \\
W_{3,3} \\
W_{4,3} \\
W_{5,3}
\end{bmatrix} = \begin{bmatrix}
-t_1^2 \sin(\varepsilon) \sin(\theta_0) \\
t_1^2 \sin(\varepsilon) \cos(\theta_0) \\
t_1^2 \sin^2(\varepsilon)(\cos^2(\theta_0) + \sin^2(\theta_0)) \\
-t_1^2 \sin(\varepsilon) \sin(\theta_0) \\
t_1^2 \sin(\varepsilon) \cos(\theta_0)
\end{bmatrix}
\]

As one would expect from Theorems 1 and 2, the system is not observable and this Gramian has rank \( 4 < n \).

\[
\begin{align*}
Y^\varepsilon_{h_1} &= \begin{bmatrix} 2\varepsilon & 0 & 2tv_0 \sin(\varepsilon)(\cos(\omega_0 t + \theta_0) - \cos(\theta_0)) & 2\varepsilon t & 0 \end{bmatrix} \\
Y^\varepsilon_{h_2} &= \begin{bmatrix} 0 & 2\varepsilon & 2tv_0 \sin(\varepsilon)(\sin(\omega_0 t + \theta_0) - \sin(\theta_0)) & 0 & 2\varepsilon t \end{bmatrix}
\end{align*}
\]

and combine to form the empirical observability Gramian, which has a similar form to (11) with additional trigonometric terms.

\[
B. \text{Circular Trajectory}
\]

For a circular trajectory with \( \dot{\theta} = \omega_0 \), the system model (6) can also be integrated with respect to time. With initial conditions \( x_0 = [p_{1,0} \quad p_{2,0} \quad \theta_0 \quad c_1 \quad c_2]^\top \) and constant control \( u = \omega_0 \), the \( Y^\varepsilon_t \) vectors are

\[
Y^\varepsilon_{c_1} = \begin{bmatrix} 2\varepsilon & 0 & 0 & 2tv_0 \sin(\varepsilon)(\cos(\omega_0 t + \theta_0) - \cos(\theta_0)) & 2\varepsilon t \end{bmatrix} \\
Y^\varepsilon_{c_2} = \begin{bmatrix} 0 & 2\varepsilon & 0 & 2tv_0 \sin(\varepsilon)(\sin(\omega_0 t + \theta_0) - \sin(\theta_0)) & 0 \end{bmatrix}
\]

\[
W_{Dub} = W_{circle} + W_{line}
\]

where the time spent in the circular and linear sections are given by \( t_2 \) and \( t_1 \), respectively. To see what information is most readily passed on through the measurements, we can look at the eigenvectors of the system. The normalized eigenvectors corresponding to equal time in each section (when \( t_1 = t_2 \)) are shown in Fig. 4 which indicate that perturbations in \( c_2, c_1, \) and \( \theta \) transmit more energy through the system dynamics to the outputs than do the states being measured directly.
TABLE I  
EXAMPLES OF SENSORS AND MEASUREMENT FUNCTIONS. 

| Type of Sensor | Measurement Function(s) | Error $\sigma$ |
|----------------|-------------------------|---------------|
| GPS            | $h_1 = p_1$ and $h_2 = p_2$ | 2 m           |
| Magnetometer   | $h_3 = \theta$          | 12°          |
| Range to beacon| $h_4 = \sqrt{(p_1 - b_1)^2 + (p_2 - b_2)^2}$ | 1 m           |
| Bearing to beacon| $h_5 = \text{atan2}(p_2 - b_2, p_1 - b_1) - \theta$ | 5°           |

Section IV provides a qualitative view of what type of measurements are required for (5) to be observable. In this section we will discuss what that means in terms of actual sensor selection. Some typical sensors and their measurement functions are listed in Table I. The empirical Gramian is developed for all sensors similarly to those presented in IV.

For autonomous systems it is generally advantageous to minimize energy usage, which can be done by using only the necessary sensors. While we can mathematically describe a measurement function that uses only one “measurement” to make the system fully observable, that is not typically feasible without combining data from multiple sensors. Using two sensors, $\Sigma_D$ can be observable without control: the GPS (or other positioning system) with the magnetometer or bearing to beacon. If the heading sensor should fail, the system could regain observability by executing a control maneuver.

A. Optimization

To assess which sensors are best at a given time, we break a trajectory up into $K$ segments and define sensor activation variables $s_i$ that serve to turn on and off sensors. Let the empirical observability Gramian for sensor $i$ over the $k$th time step be given as $W_i[k]$, then the full Gramian is defined as $W(s) = \sum_{k=1}^K W_i[k]s_i[k]$ and the optimization problem is given by

$$\max_s \lambda_{\min}(W(s)) \text{ s.t. } \sum_{i=1}^p s_i[k] \leq 1 \quad \forall k$$

where $p$ is the number of potential sensors. Relaxing the requirement on $s$ to $s \in [0, 1]$ the problem becomes convex.

We choose $\lambda_{\min}$ as the objective function since it corresponds to the smallest eigenvalue of the mapping between $y$ to $x$ and provides a measure for how easily the initial state can be recreated from the measurements [12].

B. Simulation

The sensor selection was performed on Dubins trajectories with the sensors from Table I. The selected sensor data was provided to an extended Kalman Filter (EKF) using data simulated in MATLAB (Figs. 2-3). To maximize the minimum eigenvalue over trajectories that include curved sections, sensors were selected to provide information on the location in the $x_1 - x_2$ plane. For the straight line trajectory (bottom center), however, heading measurements were also required. In both cases, the error and generally the error covariance were better for the optimized sensor selections than for the naïve.

VII. Conclusions

The work presented in this paper gives necessary conditions for measurement functions to make a unicycle system with constant external forcing locally observable with and without control inputs based on nonlinear analysis techniques. The empirical observability Gramian was then used to quantitatively study the explicit coupling between motion planning, sensor selection, and observability.

This work is an initial step towards developing a comprehensive approach to nonlinear observability and associated estimation error covariance for this class of externally forced systems that encompasses a wide variety of autonomous vehicles. We will build upon it by continuing to refine methods for determining the coupling between sensing and motion requirements, both analytically and empirically, with an aim to develop a constructive strategy for combined sensor selection and motion planning.
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