Abstract—We consider an object pose estimation and model fitting problem, where —given a partial point cloud of an object—the goal is to estimate the object pose by fitting a CAD model to the sensor data. We solve this problem by combining (i) a semantic keypoint-based pose estimation model, (ii) a novel self-supervised training approach, and (iii) a certification procedure, that not only verifies whether the output produced by the model is correct or not, but also flags uniqueness of the produced solution. The semantic keypoint detector model is initially trained in simulation and does not perform well on real-data due to the domain gap. Our self-supervised training procedure uses a corrector and a certification module to improve the detector. The corrector module corrects the detected keypoints to compensate for the domain gap, and is implemented as a declarative layer, for which we develop a simple differentiation rule. The certification module declares whether the corrected output produced by the model is certifiable (i.e., correct) or not. At each iteration, the approach optimizes over the loss induced only by the certifiable input-output pairs. As training progresses, we see that the fraction of outputs that are certifiable increases, eventually reaching near 100% in many cases. We conduct extensive experiments to evaluate the performance of the corrector, the certification, and the proposed self-supervised training using the ShapeNet and YCB datasets, and show the proposed approach achieves performance comparable to fully supervised baselines while not requiring pose or keypoint supervision on real data.

I. INTRODUCTION

Object pose estimation from 3D point clouds is an important problem in robot perception, with applications including industrial robotics [3]–[6], self-driving cars [7]–[13], and domestic robotics [1], [2], [14]–[17]. Availability of pose-annotated datasets has fueled recent progress towards solving this problem [1]–[3], [7]–[9]. Many approaches have been proposed that regress the pose from the inputs and train well under full supervision [10]–[13], [18]–[25]. Yet, several challenges such as scalability to unseen objects and robustness to occlusions remain open even under such supervised settings [26]–[28].

For robotic applications, however, annotated training data is not only costly to obtain, but also robot-dependent, since a change in placement of the sensor/camera (e.g., from the top of a self-driving car to the head of a quadruped robot) will distort the predictions produced by the trained model. Though realistic simulators provide a partial answer to this problem [4], [29]–[31], a sim2real gap remains that needs to be tackled. Very few works have been proposed to solve the pose estimation and model fitting problem in a self-supervised manner [32]–[35].

Another major challenge is the trust and certifiability of neural network based approaches. Robot perception requires models that can be relied upon for the robot to act safely. Perception failures can lead to catastrophic consequences including loss of life [36]–[39]. It is also important in many cases to guarantee that the output produced by the model is not only correct, but is also the unique solution to the problem being solved (e.g., there may be more than one way to fit an object CAD model to a visible point cloud of an object, if it is sufficiently occluded). No notion of certifiability, to the best of our knowledge, has been proposed to meet this requirement.

Self-supervised training and self-certification are two pivotal hurdles in scaling current computer vision models to safety-critical robotics applications. We, therefore, need a way to take a model trained in simulation, where full supervision is available, and generalize it to another dataset, that is unlabeled, possibly with further training that is self-supervised. We simultaneously need to provide certification guarantees on the correctness – and possibly uniqueness – of the outputs produced.

We propose a way to do this for a semantic keypoint-based pose estimation and model fitting problem [21], [40]–[43]. In it, we are given a keypoint detector that detects semantic keypoints from a point cloud picturing an object; the detected keypoints are used to register the object model, thereby estimating the object pose. We assume that the semantic keypoint detector can be trained in simulation, with full supervision of keypoints and ground truth poses. However, the gap between the simulated data and the real-world data is such that the detector fails to
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Fig. 2: Example of degeneracy when fitting a point cloud of a ‘cap’ (object in ShapeNet [46] with its CAD model, represented as a full point cloud. (a) input depth point cloud of the object (gray), (b) predicted object model (blue), and (c) predicted object model (blue) and the ground truth object (gray). Also shown are the ground truth keypoints (red) and detected keypoints (green).

estimate the semantic keypoints with good accuracy —and hence is unable to provide good pose estimates— on real data.

We propose a self-supervised training method, that uses a corrector module, to correct the detected keypoints to compensate for the domain gap, and a certification module, that certifies if the obtained pose and predicted object model is correct or not, for the given the input. The self-supervised training proceeds by training only on the certifiable input-output pairs. As training progresses, the certified pairs produced by the model increase, eventually resulting in fully trained model that can detect keypoints and estimate poses on the real-world dataset to a good accuracy; see Fig. 1 for an illustration.

The corrector module is implemented as a declarative layer [44], [45]. It takes in the detected keypoints and produces a correction, by solving a non-linear, non-convex optimization problem. Although the corrector optimization problem is hard to analyze, we show that it can be differentiated through very easily. We provide an exact analytical expression of the gradient of the output (the correction), given the input (detected keypoints) to the corrector, which we use to implement back-propagation. We also implement a batch gradient descent that solves a batch of corrector optimization problems in parallel on GPU, thereby speeding up the forward pass.

We develop a notion of certifiability that asserts whether the output of the model matches the input data. Then we also propose a new notion of strong certifiability wherein the model can check if there are multiple ways to fit the object CAD model to the input (what we call a degenerate instance), in the forward pass. This is useful to assert whether the model predicted pose and CAD model fit is unique or not, for the given input. Fig. 2 shows an example of degeneracy.

We conduct extensive experiments to evaluate the performance of the corrector, certification, and the proposed self-supervised training. Experimental analysis shows that the corrector is able to correct high-variance, added perturbations to the semantic keypoints. Then, we test the self-supervised training on (i) a generated dataset using ShapeNet objects [46] and (ii) the YCB dataset consisting of RGB-D images [1]. In both cases, we observe that while the simulation-trained models perform poorly, our self-supervised training is able to successfully train it further and achieves comparable performance to a fully supervised baseline, despite not relying on real-world labels. We also see that our implementation of strong certifiability enables the trained model to ascertain both the correctness and uniqueness of the model output.

II. RELATED WORK

Self-Supervised Pose Estimation. Very few works have tackled the problem of self-supervised pose estimation and model fitting. In [32], [33], a pose estimation model is first trained on synthetic RGB-D data, and then refined further with self-supervised training on real, unannotated data. Differentiable rendering provides for the required supervision signal. Student-teacher iterative schemes are proposed in [47] and [48] to bridge the domain gap in pose estimation. Another approach is to extract a pose-invariant feature, thereby canonizing only its shape [49], and using it for supervision. Zakharov et al. [34] utilize differentiable rendering of signed distance fields of objects, along with normalized object coordinate spaces [49], to learn 9D cuboids in a self-supervised manner. Li et al. [50] extract an SE(3)-invariant feature, which works as a canonical object, and uses it to supervise training with a Chamfer loss. He et al. [51] extract a pose and scale invariant feature, and uses it for deforming a template mesh of an object. Doing this, it is able to proposes a category-level object pose and size estimation architecture. The training, however, uses ground-truth registered coarse object point cloud for supervision. Deng et al. [35] proposes a way to self-supervise pose estimation by interacting with the objects in the environment. The pose estimator gets trained on the data collected autonomously by a manipulator. These approaches use pose-invariant features, differentiable rendering, or robot action to provide the supervision signal. In contrast, we show that, using a fixed set of semantic keypoints, a simple corrector module, in conjunction with a certifier, can provide the necessary supervision.

Registration and Feature-based Methods. Classical methods for registration [52]–[58] can also be used for pose estimation and model fitting with point clouds. In this case, robustness and outlier rejection are of concern. Robust and certifiable approaches have recently been proposed [59]–[64], but they still assume the availability of a suitable feature detection frontend. Learning-based registration approaches that jointly extract features and estimate poses have been proposed [48], [65]–[80], and yet only a few can be trained in a self-supervised manner. A semi-supervised approach that uses ground-truth poses for feature learning is proposed in [73]. A weakly-supervised approach, using a triplet loss, is developed in [78]. Self-supervised partial-to-partial scene registration is considered in [79], [80]. In particular, Banani et al. [80] use the fact that two successive frames inherit some geometric and photometric consistency, and leverage differentiable rendering to implement the training loss. A teacher-student-verifier framework for joint feature learning and registration is considered in [48]. The performance guarantees provided by feature-based methods mostly focus on the optimality of the registration [81].

Certification. Certifying correctness of the model output is crucial for safety-critical and high-integrity applications. A
Problem 1 (Self-supervised, Certifiable Pose Estimation and Model Fitting Problem). Propose a method to train the semantic-keypoint-based pose estimation and model fitting architecture (see Fig. 3) when the training data consists of partial point clouds of an object, segmented from a scene, with no pose or semantic keypoint annotations. The model has to provide a certificate of correctness for the resulting outputs.

B. Certifiability

This section clarifies the nature of the “certificate of correctness” required by Problem 1. Here we introduce the notion of certifiability in full generality, while we tailor it to the pose estimation and model fitting in Section IV.

Certifiability and Strong Certifiability. Let \( \mathcal{P}(X) \) be a problem that is parameterized by input \( X \), and let \( S(X) \subset \mathcal{Z} \) denote the set of all solutions to \( \mathcal{P}(X) \), within the output space \( \mathcal{Z} \) (i.e., \( \mathcal{Z} \) is the set of possible answers an algorithm solving \( \mathcal{P} \) can provide, while \( S(X) \) are the correct answers). We consider \( \mathcal{Z} \) to be a metric space with metric \( d \), i.e., for two outputs \( z, z' \in \mathcal{Z}\), the metric \( d(z, z') \) quantifies the distance between \( z \) and \( z' \). We define the following certificates.

Definition 1 (Correctness and Non-Degeneracy Certificates). For a problem \( \mathcal{P} \), instantiated with input \( X \), the certificate of correctness is a boolean condition defined as

\[
\text{Correctness}[\mathcal{P}, X](z) = \begin{cases} 1 & \text{if } z \in S(X), \\ 0 & \text{otherwise.} \end{cases}
\]

for some output \( z \in \mathcal{Z} \) produced by a model to solve \( \mathcal{P} \). A certificate of non-degeneracy, on the other hand, is defined as

\[
\text{NonDegeneracy}[\mathcal{P}, X] = 1 \{ \text{Diam}(S(X)) < \delta \},
\]

where Diameter of the solution space \( S(X) \), and \( \delta \) is a small constant.

Example. In pose estimation and model fitting, the input is the given point cloud \( X \), while the output space \( \mathcal{Z} \) is the space of all tuples \( (\hat{y}, \hat{X}) \) of the predicted model keypoints \( \hat{y} \) and the predicted model fit \( \hat{X} \) (see Fig. 3) an algorithm can return. The metric \( d \) is the Chamfer loss. The solution space \( S(X) \) is the set of outputs \( (\hat{y}, \hat{X}) \) such that \( \hat{X} \) correctly aligns with the input \( X \). An output that correctly aligns the CAD model to the input cloud is certifiably correct as per eq. (2).

The notion of non-degeneracy, instead, is related to the correct alignment being unique. In order to understand eq. (3), consider the following example. We are given a point cloud of a mug that is otherwise symmetric, except for the handle. If the input point cloud \( X \) of the mug is missing the handle because of the camera viewing angle, there can be more than one correct pose \( (\bar{R}, \bar{t}) \) and model fit \( \bar{X} \). In other words, there is more than one solution to the problem, for the given input, and Diam\(S(X)\) is large. In case the handle is visible, instead, the problem becomes non-degenerate, meaning that it is possible to compute a unique solution (up to noise); see Fig. 2.

We use the correctness and non-degeneracy certificates to define certifiability and strong certifiability for an output.
Moreover, a model that produces certificate of correctness (2) where

given input point cloud \(X\) and the corresponding semantic keypoints.

The corrected keypoints are then given by

\[
\hat{y} = y + \Delta y,
\]

If it also produces a certificate of non-degeneracy (3)

\[
\hat{X} = R(\Delta y)B + t(\Delta y)1_N^T \text{ and } \hat{y} = R(\Delta y)b + t(\Delta y)1_N^T,
\]

where \(B\) denotes the object model, \(b\) the model keypoints, and

\(1_N\) denotes the \(N\)-vector with all entries equal to 1.

Corrector Optimization Problem. The correction \(\Delta y\) is optimized so that the predicted object model \(\hat{X}\) and the model keypoints \(\hat{y}\) are aligned to the input point cloud \(X\) and the corrected keypoints \(y\):

\[
\begin{align*}
\text{minimize} & \quad \text{ch}_{1/2}(X, \hat{X}) + \gamma ||y - \hat{y}||_2^2, \\
\text{subject to} & \quad \hat{X} = R(\Delta y)B + t(\Delta y)1_N^T, \\
& \quad \hat{y} = R(\Delta y)b + t(\Delta y)1_N^T,
\end{align*}
\]

where \(\gamma\) is a positive constant and \(\text{ch}_{1/2}(X, \hat{X})\) is the half-Chamfer loss given by

\[
\text{ch}_{1/2}(X, \hat{X}) = \frac{1}{|X|} \sum_{x \in X} \min_{\hat{x} \in \hat{X}} ||x - \hat{x}||_2^2,
\]

which sums over only the distances between a point \(x\) in the input point cloud \(X\) with a nearest point \(\hat{x}\) in the predicted object model \(\hat{X}\). Here, \(|X|\) denotes the number of points in \(X\). The use of the half-Chamfer loss is motivated by the fact that the input point cloud \(X\) is typically only partially visible, due the camera viewpoint and potential occlusions.

Gradient Computation. The proposed model contains a neural architecture (keypoint detector) and two declarative layers (keypoint corrector and keypoint-based registration). In order to train using back-propagation, we need to compute the gradient of the output viz-a-viz the input for each of the layers in our architecture. The registration block solves (1). Computation of this solution involves linear operations and SVD computation [90–92]. This is easily implemented as a differentiable layer in PyTorch [22].

We now show that the corrector optimization problem (6), although being non-linear and non-convex, heeds to a very simple differentiation (proof in Appendix A).

Theorem 3. The gradient of the correction \(\Delta y^*\) with respect to the estimated keypoints \(\hat{y}\) is the negative identity, i.e.,

\[
\frac{\partial \Delta y^*}{\partial \hat{y}} = -I.
\]

Intuitively, the result is easy to see. In (6), the correction term \(\Delta y\) always appears in conjunction with \(\hat{y}\), and that too, in the form \(\hat{y} + \Delta y\). Therefore, a small change of \(d\hat{y}\) in \(\hat{y}\), namely \(\hat{y} \rightarrow \hat{y} + d\hat{y}\) in (5), which may cause \(\Delta y^*\) to stray away from the optima, will certainly be compensated by a change in \(\Delta y\) by the exact opposite amount, namely, \(\Delta y = -d\hat{y}\). If nothing else, this new correction, namely \(\Delta y^* - d\hat{y}\), is sure to retain the optimality in (6), for the new detected keypoints \(\hat{y} + d\hat{y}\).

This, intuitively implies the result \(\frac{\partial \Delta y^*}{\partial \hat{y}} = -I\).
Theorem \[5\] makes the implementation of back-propagation for the corrector layer very simple. This also frees us to chose any optimization algorithm to solve the problem in \(6\), in the forward pass. We implement \textit{batch gradient descent}, that solves a batch of corrector optimization problems in parallel on GPU, thereby speeding up forward pass; see details in Appendix \[B\].

\section*{C. Registration}

Given \(\Delta y^*\) to be the optimal or approximate solution to \(6\), the pipeline predicts the pose, the object model fit, and the model keypoints to be:

\[\hat{R} = R(\Delta y^*), \quad \hat{t} = t(\Delta y^*),\]
\[\hat{X} = \hat{R}B + \hat{t}l_n, \quad \hat{y} = \hat{R}b + \hat{t}l_N.\]

This is implemented using a differentiable layer \(1\) that obtains \(R(\Delta y^*)\) and \(t(\Delta y^*)\), given the outputs \((\Delta y^*, \hat{y})\) produced by the corrector and the detector. The reason for re-computing the rotation and translation estimates is that it results in a clean implementation of the back-propagation, for a marginal forward computation overhead.

\section*{D. Certification}

To enable certification and strong certification (Definition \[2\]), we need to provide certificates of correctness and degeneracy. The computation of these certificates must only involve the inputs (\textit{e.g.}, \(X\)) and the model predictions (\textit{e.g.}, \(\hat{R}, \hat{t}, \hat{X}, \hat{y}\)).

\textbf{Certificate of Correctness.} Our model predicts object model \(X\), which is represented as a dense point cloud. We can determine the correctness of the prediction by comparing \(\hat{X}\) with the input point cloud \(X\), which is a segmented, partial point cloud of the object. We implement the certificate of correctness using the max-Chamfer loss:

\[c(X, \hat{X}) = \max \max_{\hat{x} \in \hat{X}} \max_{x \in X} \|x - \hat{x}\|^2 < \epsilon,\]

where \(\epsilon > 0\) is a given hyper-parameter. We declare input-output pair to be certifiable (\textit{i.e.}, correct) if \(c(X, \hat{X}) = 1\), and not certifiable otherwise. In words, condition \(11\) evaluates the quality of fit by checking that all points in the input \(X\) are within a distance \(\epsilon\) from points in the predicted model \(\hat{X}\).

\textbf{Certificate of Non-Degeneracy.} For an input point cloud \(X\), of an object, to be considered non-degenerate we require that key semantic features (or, more precisely, keypoints) of the object must be visible in \(X\). For example, a partial point cloud \(X\) of the mug can be considered non-degenerate if we see points on the cup as well as the handle of the mug. We enforce such a criterion using the predicted semantic keypoints \(\hat{y}\).

For each object, we specify groups of keypoints that characterize different semantic parts of the object. For input \(X\) to be considered non-degenerate, we must have points in \(X\) that are close to all the keypoints, in at least one such group. More formally, for each object, we define a collection of sets \(D = \{G_i\}_{i=1}^m\), where each set \(G_i\) is a subset of keypoint indices, namely \(G_i \subset \{N\}\); where, \(N\) is the number of semantic keypoints. We say that a set \(G_i\) \textit{covers} an input point cloud \(X\) if for every keypoint in \(\{y[i] \mid i \in G_i\}\) there is a point \(x\), in the point cloud \(X\), that is close to it. We say that an input point cloud \(X\) is non-degenerate if there is at least one set \(G_i\) in \(D\), that covers \(X\). Mathematically, this is given by:

\[n_d(X, \hat{y}) = \max \left\{ \min_{i \in G_i} \|x - \hat{y}[i]\|^2 < \delta \right\},\]

where \(\delta > 0\) is a given hyper-parameter. Note that while non-degeneracy was a property of the input in our original definition \(9\), our implementation \(12\) uses the predicted model keypoints \(\hat{y}\) to make the determination. In particular, we declare the input-output pair to be non-degenerate if \(n_d(X, \hat{y}) = 1\).

\section*{V. Self-Supervised Training}

This section puts together all the modules introduced in the previous section and introduces our self-supervised training method that allows us to take a simulation-trained model and self-train it to work on real data.

\textbf{Training with Certification.} Given the (unlabeled) real data, at each SGD iteration, (i) we sample a batch of inputs \(X\) (as in standard SGD) and for each input we compute an output \(\hat{R}, \hat{t}, \hat{X}, \hat{y}\) (using the current detector weights) and the corresponding certificate of correctness \(11\); (ii) we then compute the gradient (to adjust the keypoint detector weights) using only the subset of input-output pairs that are certifiable. We repeat from (i) for a maximum number of SGD iterations.

\textbf{Self-Supervised Loss.} At each iteration, we self-supervise the output \(y = \hat{y} + \Delta y^*\) produced by the detector-corrector using the predictions: \(\hat{R}, \hat{t}, \hat{X}, \hat{y}\) (see Fig. \[4\]). We use half-Chamfer loss and keypoint loss for self-supervised training:

\[L = c_{1/2}(X, \hat{X}) + \theta \|y - \hat{y}\|^2,\]

where \(\theta\) is a positive constant.

\textbf{Remark 4} (Role of Certification). \textit{Self-supervised training using just the loss function (13) and considering all model predictions (including the non-certifiable ones) would not work well in practice. This is because, some of the predicted models \(\hat{X}\) are not correctly registered to the input point clouds \(X\). Including them in the loss function (13) induces incorrect supervision causing the self-supervised training to fail. Certification, on the other hand, weeds out incorrectly registered object models during the self-supervised training and provides for correct supervision to the keypoint detector during training. As training progresses, the fraction of certifiable input-output pairs increases and the model learns to predict object pose (and model fit) with increasing accuracy on the real data.}

\section*{VI. Experiments}

We present three experiments. We first analyze the ability of the corrector to correct errors in the keypoint detections (Section \[VI-A\]). We show the effectiveness of the certification and self-supervised training on a depth-point-cloud dataset generated using ShapeNet \[40\] objects (Section \[VI-B\]). We apply our method on the YCB dataset \[1\], \[2\] (Section \[VI-C\]).
(a) Rotation error (left), translation error (middle), and fraction certifiable (right) as a function of the noise variance parameter $\sigma$ for an asymmetric chair in ShapeNet.

(b) ADD-S normalized to object diameter (left) and fraction certifiable (right) as a function of the noise variance parameter $\sigma$ for a symmetric bottle in ShapeNet.

(c) Perturbed keypoints (green) and true keypoints (red) for a symmetric bottle in ShapeNet at $\sigma = 0.8$.

### Table I: Evaluation for the proposed model and baselines for the ShapeNet experiment.

|                     | car | chair | helmet | laptop | skateboard | table |
|---------------------|-----|-------|--------|--------|-----------|-------|
| ADD-S               | 0.00| 0.00  | 0.00   | 0.00   | 0.00      | 0.00  |
| ADD-S (AUC)         |     |       |        |        |           |       |
| Sim. trained        | 0.00| 0.00  | 0.00   | 0.00   | 0.00      | 0.00  |
| Sim. trained + ICP  | 0.00| 0.00  | 0.00   | 0.00   | 0.00      | 0.00  |
| Sim. trained + Corrector | 0.00| 17.78 | 68.00  | 60.86  | 60.00     | 21.40 |
| Proposed model      | 74.00| 69.76 | 100.00 | 83.75  | 100.00    | 74.22 |
| Proposed model (cert) | 100.00| 76.28 | 100.00 | 83.75  | 100.00    | 74.22 |
| Supervised baseline | 100.00| 85.83 | 100.00 | 87.96  | 100.00    | 83.50 |
|                     |     |       |        |        |           |       |
| % certifiable       |     |       |        |        |           |       |
| Sim. trained        | 0.00| 0.00  | 0.00   | 0.00   | 0.00      | 0.00  |
| Sim. trained + Corrector | 0.00| 66.00 | 14.00  | 22.00  | 46.00     | 76.00 |
| Proposed model      | 70.00| 100.00| 100.00 | 100.00 | 98.00     | 100.00|

### A. Keypoint Corrector Analysis

This section provides a first ablation study and shows that the keypoint corrector module is able to correct large errors in the keypoints detections (e.g., induced by the sim-to-real gap).

**Setup.** We consider ShapeNet objects [46] and use the semantic keypoints labeled by the KeypointNet dataset [41]. Give an object model $B$ with the semantic keypoints $b$, we add perturbation to the semantic keypoints, extract depth point cloud of $B$ from a certain viewing angle, and transform the extracted depth point cloud, along with the perturbed semantic keypoints, by a random pose. We study the performance of the corrector with increasing noise perturbation to the semantic keypoints. We consider the following perturbation model. For each keypoint $b[i]$, with probability $f$, we add uniform noise distributed in $[-\sigma d/2, \sigma d/2]$, and with probability $1 - f$, keep $b[i]$ unperturbed. Here, $d$ is the diameter of the object. We set $f = 0.8$ and see the performance of the corrector as a function of the noise variance parameter $\sigma$.

**Results.** For a chair model in the ShapeNet dataset, Fig. 5a shows the rotation and translation error as a function of the noise variance parameter $\sigma$. We compare the output produced by the corrector + registration with a naive method that uses only the registration block (i.e., solves only (1)) using the perturbed keypoints $\hat{y}$. Not all outputs produced by these two models — naive and corrector — are certifiably correct per eq. (11). In the figure, we also plot the rotation and translation errors for the fraction of certifiable (correctness) input-outputs. We also show the fraction certifiable (correctness) produced by the naive and the corrector (rightmost column in the figure). Similar plots
for other ShapeNet objects are presented in Appendix C.

Fig. 5a shows that the rotation and translation error is considerably lower, when using the corrector viz-a-viz the naive method. For instance, when we add uniformly distributed noise, distributed in the range $[-d/2, +d/2]$, to 80% of the keypoints, the corrector is still able to correct it and reduce the average rotation error to within 0.1 radians, which is less than 6 degrees. The naive method on the other hand produces an average rotation error of about 0.6 radians or 34 degrees. The translation error, when using the corrector, remains well within 0.01d (i.e., 1% of the diameter of the object).

When using the corrector, we observe that more than 90% of the produced outputs remain certifiable, for $\sigma < 1.2$. The naive method, on the other hand, does not produce certifiable outputs for any $\sigma \geq 0.4$. This shows that the corrector is able to correct most of the induced errors, even for large perturbations. Using the corrector, along with certification, not only reduces the error, but also brings down the variance in the error.

Symmetric Objects. The chair model is asymmetric. We note here that the corrector works also for symmetric objects. We choose a symmetric bottle from the ShapeNet dataset that has 16 keypoints. As rotation error can be ambiguous for symmetric objects, we use ADD-S score [24], normalized to object diameter, to evaluate the corrector + registration output.

Fig. 5b plots the normalized ADD-S score, normalized to the object diameter. We see that the corrector achieves minimal ADD-S score, with almost 100% certifiability, for all choices of $\sigma$, while the ADD-S score for the naive method monotonically increases with $\sigma$. Note that at $\sigma = 1.5$ we are essentially perturbing 80% of the keypoints by a uniform distribution that uniformly spans 1.5 times the object diameter. See Fig. 5c for a visualization of a typical error induced on the keypoints at $\sigma = 0.8$. We note here that certification does help reduce the ADD-S for the naive registration to some extent. However, this comes at the cost of increasing non certifiable outputs, which reach nearly 100% at $\sigma = 1.2$.

B. The ShapeNet Experiment

This section demonstrates our self-supervised training on depth-point-cloud data generated using ShapeNet [46] objects.

Setup. We evaluate the proposed self-supervised training using object models in ShapeNet [46]. The ShapeNet dataset classifies objects into 16 categories. We select one object in each category. We use uniformly sampled point clouds of these 16 objects as the simulation dataset and a collection of depth point clouds, generated using Open3D [33], as the real-world dataset. We initially train the detector using the simulation dataset, and train it further, on the depth point cloud dataset, in a self-supervised way, as proposed in Section V.

Performance Metrics and Baselines. Table I shows the performance of the proposed model on the depth point cloud dataset, after the self-supervised training, and other baselines for 6 of the 16 objects. We evaluate the performance of the model using threshold ADD-S and ADD-S (AUC) score [24]. ADD-S measures how far the predicted object model $\hat{X}$ is from the ground truth object, whereas threshold ADD-S measures the fraction of outputs, produced by the model, that have ADD-S below the given threshold. The ADD-S (AUC), given a threshold, measures the area under the ADD-S curve up to that threshold. We choose thresholds for the ADD-S and ADD-S (AUC) to be 2% and 5% of the object diameter $d$.

We report the following baselines in Table I: (i) Simulation-trained keypoint detector (label: Sim. trained), (ii) Simulation-trained keypoint detector + ICP over the entire predicted point cloud $\hat{X}$ and the input point cloud $X$, (iii) Simulation-trained keypoint detector + corrector, and (iv) Supervised baseline, which is a trained keypoint detector on the depth point cloud dataset with full supervision, that is not available to any other baseline or the proposed model. We use the supervised baseline to mark an upper-bound on the performance of any self-supervised method. In Table I the keypoint detector is modeled as a point transformer regression model [88].

Results. Table II shows that the simulation-trained model performs very poorly and is not helped much by ICP. Using the corrector, with the simulation-trained model, yields significant performance improvements. We observe that the ADD-S, ADD-S (AUC), as well as the percent certifiable improve considerably, when using the corrector. However, the corrector cannot correct all errors and the performance of the simulation-trained model, with corrector, remains far below the supervised baseline.

The proposed model, with self-supervised training, yields performance very close to the supervised baseline. Also, the percent certifiability moves close to 100%, which means that all the outputs produced by our model, after training, end up being certifiably correct. Appendix C shows that the choice of the neural architecture used for the keypoint detector affects the training time and performance of the proposed model.

Fig. 6 shows how the fraction of certifiable outputs increases.
with the number of SGD iterations during the self-supervised training. The figure plots the results only for two ShapeNet objects (chair and guitar). However, other objects also show a similar trend. We observe that the keypoint detector, when using a point transformer architecture, converges to 100% certifiability much faster than when using a PointNet++ architecture. This is because the PointNet++ detector, when operated on an unseen dataset, induces rotation errors that are not very amenable to correction by the corrector in eq. (6).

Degeneracy. Degeneracy arises when the depth point cloud of an object is occluded enough, so that there are multiple ways to fit the object model to it. We observe this specifically in the case of two objects in the ShapeNet dataset: mug and cap. For the mug, degeneracy occurs when the handle of the mug is not visible, whereas for the cap, when the flap of the cap is not visible (Fig. 2). Table II shows the ADD-S and ADD-S (AUC) scores attained by the proposed model on these two objects (cap and mug). We observe that, while the self-supervised training works correctly to reach 98% certifiability, the ADD-S and ADD-S (AUC) scores remain low. This is because the certifiably correct outputs also include degenerate cases. This causes the predicted output to deviate from the ground truth. In Table II we also filter the output using the certificate of non-degeneracy in (12) computed in the forward pass; for the strongly certifiable outputs (which are certifiably correct and non-degenerate) we attain high ADD-S, ADD-S (AUC) scores.

C. The YCB Experiment

This section shows the proposed self-training method allows bridging the sim-to-real gap in the YCB dataset [1], [2].

Setup. We use the YCB dataset [1], [2], which is composed of RGB-D images of household objects on a tabletop. The dataset provides Poisson reconstructed meshes, which we use as object models B. We manually annotate semantic keypoints on each of these objects. For the simulation data, we use uniformly sampled point clouds on B. The self-training then uses the real RGB-D images from the YCB dataset.

Results. Table III evaluates the proposed model and various other baselines. We list threshold ADD-S and ADD-S (AUC) numbers, along with percent certifiable. We use 1cm and 5cm as the thresholds for ADD-S and ADD-S (AUC), respectively.

We observe that the simulation-trained detector performs poorly on the real-world dataset and is not helped much by ICP. The ADD-S, ADD-S (AUC), and percent certifiability improves when the simulation-trained detector is used in conjunction with the corrector module. The proposed model, after self-supervised training with certification, is able to match the supervised baseline that is trained on the real dataset, with full keypoint and pose supervision.

Degeneracy. While the ADD-S and ADD-S (AUC) scores are in the 90s for most objects, this is not the case for the cracker box. The cracker box has a high percentage of certifiably correct outputs, but suffers from low ADD-S and ADD-S (AUC), i.e., the predicted model X does not match the ground truth. This happens because, in many cases, the input point cloud X has degeneracy (e.g., only 2 sides of the box are visible). We use the non-degeneracy certificate in eq. (12) to separate out the degenerate and non-degenerate cases. Table IV shows that for the strongly certifiable outputs the evaluations reach near-perfect scores.

VII. Conclusion

We considered the problem of pose estimation and model fitting. We used a semantic-keypoint-based architecture, and amended it with a corrector and a certification module. We implemented the corrector module as a declarative layer, and proved that its back-propagation can be implemented with a very simple gradient. The certification module declares whether the output produced by the model is certifiable (i.e., correct) or not, and also flags uniqueness of the produced solution. We then proposed a new self-supervised training method that uses the corrector, in conjunction with the certification. We observed that the training succeeded in taking a pre-trained model in simulation, to work on real-data without using any annotations. We conducted experiments on the ShapeNet and YCB dataset, and showed the proposed approach achieves performance comparable to a fully supervised baseline while not requiring pose or keypoint supervision on real data.

Appendix

A. Proof of Theorem 7

Note that the only places where ∆y appears in the corrector is in conjunction with ˆy, and that too, in the form ˆy + ∆y (see [1], [6]). The corrector optimization problem can therefore be written as:

\[
\minimize_{\Delta y} f(\hat{y} + \Delta y),
\]

for some function f, obtained by subsuming the constraints in [6] into the objective function and realizing that R(\Delta y) and t(\Delta y), can in fact be written as R(\hat{y} + \Delta y) and t(\hat{y} + \Delta y).

Let y* be a solution of the optimization problem \(\min_{\Delta y} f(y)\), for f in [14]. Then, the optimal correction will be

\[
\Delta y^* = y^* - \hat{y}.
\]

Taking derivative with respect to \(\hat{y}\) gives the result.

B. Batch Gradient Descent

The optimization problem in [6] is non-linear and non-convex. A number of open source solvers can be used to solve [6] in the forward pass. We tested different non-linear optimization solvers and observed that two solvers work well, i.e., they are able correct errors in the keypoints by a significant degree. These are a simple constant-step-size gradient descent, which we implement in PyTorch and a trust-region method [94] implemented in SciPy library [95].

A few problems arise in the forward pass implementation of the declarative layer, such as the corrector, during training. Firstly, we train the proposed model with a batch of input data, where each batch may contain 50 – 100 data points, i.e., point clouds. If we use any of the solvers implemented in SciPy or any other open source optimization library, it becomes inevitable to break the batch down and iterate over each data points in the batch, solving the optimization problem [6] for
TABLE III: Evaluation for the proposed model and baselines for the YCB experiment.

| ADD-S | ADD-S (AUC) | master chef can | mustard bottle | banana | scissors | extra large clamp | cracker box |
|-------|-------------|-----------------|----------------|--------|----------|------------------|-------------|
| Sim. trained | 0.00 | 0.00 | 0.67 | 0.62 | 0.00 | 0.51 | 0.28 | 0.23 |
| Sim. trained + ICP | 0.00 | 0.49 | 0.57 | 0.50 | 0.00 | 0.32 | 0.00 | 0.29 |
| Sim. trained + Corrector | 0.83 | 0.62 | 0.71 | 0.12 | 0.33 | 0.85 | 0.01 | 0.28 |
| Proposed model | 0.00 | 0.91 | 0.83 | 0.91 | 0.63 | 0.93 | 0.43 | 0.92 |
| Proposed model (cert) | 0.00 | 0.91 | 0.83 | 0.91 | 0.98 | 0.82 | 0.34 | 0.92 |
| Supervised baseline | 0.83 | 0.84 | 0.83 | 0.87 | 0.33 | 0.85 | 0.16 | 0.91 |

| % certifiable | master chef can | mustard bottle | banana | scissors | extra large clamp | cracker box |
|---------------|-----------------|-----------------|--------|----------|------------------|-------------|
| Sim. trained + Corrector | 27.83 | 27.00 | 26.00 | 74.48 | 99.83 | 91.90 | 98.83 |
| Proposed model | 92.67 | 93.33 | 63.33 | 94.14 | 98.08 | 91.31 | 98.63 |

Each point is plotted for solving (6) per data point in a batched input, as a function of the batch size.

In Figure 7 we show a comparison of the compute time advantage viz-a-viz a SciPy optimization solver. The figure plots the time taken by a solver to output the solution to (6) per data point in the batch, and a function of the total batch size. We see that with increasing batch size, the implemented batch gradient descent yields an order of magnitude advantage over the SciPy solver.

C. Keypoint Corrector Analysis: Addendum

We study the performance of the corrector across 16 object categories in the ShapeNet dataset [96]. We randomly pick an object in each category and perform the ablation study described in Section VI-A.

Figures 8, 9, 10, and 11 plot ADD-S and percent certifiability as a function of the noise variance parameter $\sigma$. In all cases we observe that the corrector is able to correct added noise to the keypoints, even when the noise is comparable to the object diameter. The sub-figures (c) visualizes an instance of keypoint perturbation at $\sigma = 0.8$. And as in Section VI-A we observe that the corrector reduces variance in ADD-S, while improving the fraction certifiable, very significantly.

D. The ShapeNet and YCB Experiment Addendum

ShapeNet Data Preparation. For each of the randomly selected 16 objects, one in each object category, we generate 5000 point clouds for training, 50 point clouds each for validation and testing, respectively.

YCB Data Preparation. To derive our depth point cloud dataset used in training, we used the given ground truth segmentation masks on the registered depth images, and removed background points not belonging to the object. We removed background points by projecting the given CAD model onto the point cloud and removing points that are farther than 1cm from the CAD model. We also discarded point clouds with less than 500 points. The number of depth point clouds extracted varies across the YCB objects. We generate the train, test, and validation data using a 80 : 20 : 20 split.

To increase the train dataset size and to ensure that the learned model is robust to small changes in the point cloud, we perform data augmentation on the train and validation data. For each depth point cloud, in the train and validation set, we remove a randomly selected 10% of the points, and perturb the rest with Gaussian noise, with a standard deviation of 0.001m.
We again remove point clouds that have less than 500 points, from the dataset, after this process.

**Hyper-parameters.** We describe our choice of learning rate, number of epochs, the $\epsilon$ used in certification (Definition 1), and other parameters used during the self-supervised training. We set the maximum number of epochs to be 20 for ShapeNet and 50 for YCB objects. We made two exceptions in the case of ShapeNet, where we observed that the models for car and helmet were still training (i.e., observed continuing decrease in the train and validation loss, and improvement in the percent certifiable). For these two models we set maximum number of epochs to 40. For the learning rate, we used 0.02, momentum to be 0.9, while the training batch size was 50. We did not optimize much over these parameters, but only found ones that worked. We believe some improvement can be expected by exhaustively optimizing these training hyper-parameters.

We observe that correctly setting up the certification parameter $\epsilon$ plays a crucial role in correctly training the model in a self-supervised manner. Setting it to too high allows for the model to make and accept errors in training, while setting it to too tight leads to increased training time, as a very small number of input-output pairs remain certifiable, for the simulation trained model with the corrector, at the beginning of the self-supervised training.

We choose $\epsilon$ by visually inspecting the simulation trained model, applied on the real-world data, with the corrector. If all input-output pairs declared by the certifier are correct (i.e., registered object models are correctly aligned with the input point cloud), by visual inspection, and those that were not certifiable are incorrect, we decide that the chosen $\epsilon$ is correct. A loose $\epsilon$ is spotted if the certifier declares an incorrectly registered object model as certifiable. A too tight $\epsilon$, on the
TABLE VI: Comparing the keypoint detector architecture (PointNet++ vs Point Transformer) used in the proposed model. (Sim. trained* = Sim. trained + ICP, Sim. trained** = Sim. trained + RANSAC + ICP, Sim. trained + corrector* = Sim. trained + corrector + ICP, and Sim. trained + corrector** = Sim. trained + corrector + RANSAC + ICP)

| Object   | ADD-S | ADD-S (AUC) | % cert. | keypoint detector |
|----------|-------|-------------|---------|-------------------|
| airplane | 58.00 | 69.57       | 58.00   | PointNet++        |
|          | 100.00| 92.20       | 100.00  | Point Transformer |
| bathtub  | 50.00 | 62.05       | 86.00   | PointNet++        |
|          | 66.00 | 63.66       | 80.00   | Point Transformer |
| bed      | 70.00 | 64.69       | 90.00   | PointNet++        |
|          | 80.00 | 66.41       | 88.00   | Point Transformer |
| bottle   | 100.00| 78.55       | 100.00  | PointNet++        |
|          | 100.00| 78.93       | 100.00  | Point Transformer |
| cap      | 74.00 | 67.81       | 100.00  | PointNet++        |
|          | 76.00 | 69.21       | 98.00   | Point Transformer |
| car      | 60.00 | 56.89       | 50.00   | PointNet++        |
|          | 74.00 | 69.76       | 70.00   | Point Transformer |
| chair    | 98.00 | 82.63       | 98.00   | PointNet++        |
|          | 100.00| 83.75       | 100.00  | Point Transformer |
| guitar   | 100.00| 87.99       | 98.00   | PointNet++        |
|          | 100.00| 88.04       | 100.00  | Point Transformer |
| helmet   | 98.00 | 73.84       | 98.00   | PointNet++        |
|          | 100.00| 74.22       | 100.00  | Point Transformer |
| knife    | 100.00| 87.44       | 76.00   | PointNet++        |
|          | 100.00| 89.72       | 100.00  | Point Transformer |
| laptop   | 98.00 | 73.54       | 98.00   | PointNet++        |
|          | 96.00 | 70.34       | 100.00  | Point Transformer |
| motorcycle| 96.00 | 78.77      | 92.00   | PointNet++        |
|          | 100.00| 79.28       | 96.00   | Point Transformer |
| mug      | 66.00 | 60.11       | 80.00   | PointNet++        |
|          | 68.00 | 62.40       | 88.00   | Point Transformer |
| skateboard| 98.00 | 87.42       | 96.00   | PointNet++        |
|          | 98.00 | 87.31       | 98.00   | Point Transformer |
| table    | 96.00 | 70.59       | 98.00   | PointNet++        |
|          | 100.00| 73.96       | 100.00  | Point Transformer |
| vessel   | 98.00 | 82.85       | 98.00   | PointNet++        |
|          | 100.00| 84.76       | 100.00  | Point Transformer |

other hand, is spotted if a correctly registered object model is declared not certifiable. Following this procedure, we obtained an $\epsilon$ for each object category.

**Extended Results.** We implement a few other baselines for the extended results: (i) Simulation-trained keypoint detector + registration, followed by an iterative closest point (ICP) on the two point clouds (label: Sim. trained + ICP or Sim. trained**), (ii) Simulation-trained keypoint detector, plus registration with outlier detection using RANSAC, followed by an iterative closest point (ICP) on the two point clouds (label: Sim. trained + corrector + ICP or Sim. trained + corrector**), (iii) Simulation-trained keypoint detector + corrector + registration, followed by an iterative closest point (ICP) on the two point clouds (label: Sim. trained + corrector + RANSAC + ICP or Sim. trained + corrector**)

For the ShapeNet dataset, we provide the results for 16 randomly selected objects, one in each object category, in Table VII. We observe similar trends as noted in Section VI-B across all the object categories. We observe that additions such as ICP or outlier rejection of perturbed keypoints using RANSAC does not help much. The performance of the proposed model reaches close to that of the supervised baseline in most cases. Among all objects, we observe two cases where degeneracies occur a bit severely - mug and cap. We report the results for these two cases using the certificate of non-degeneracy in Table II in Section VI-B.

In Section VI-B we noted that the proposed model works better when we use point transformer for the keypoint detector, as opposed to PointNet++, i.e., the former converges to percent certifiability much sooner during training (see Figure 5). In Table VI we report the ADD-S, ADD-S (AUC), and percentage certifiable for models trained using the point transformer and the PointNet++ architecture. We observe that the point transformer performs better in almost all cases.

For the YCB experiment, we present the extended set of results, for all baselines and all 18 YCB object models, in Table VII. We observe a similar trend as in Table III. We, however, observe quite a few degenerate cases, as opposed to the ShapeNet dataset. These cases arise for different types of boxes, blocks, brick, can and a power drill. For the boxes, degeneracy arises when only one face of the box is visible. Similar degenerate cases are observed for other box-like objects such as brick and blocks. Degeneracy arises in the power drill when only the drill portion is visible, but not its handle. In Table VIII we report our evaluation for the degenerate cases, with the certificates of correctness (11) and non-degeneracy (12). We observe that while the ADD-S and ADD-S (AUC) numbers are low over all the data, for strongly certifiable outputs (which are certifiably correct and non-degenerate) we attain high ADD-S and ADD-S (AUC).
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TABLE VIII: Evaluation of the proposed model with the correctness and non-degeneracy certificates.

| Object            | ADD-S | ADD-S (AUC) | % | filter               |
|-------------------|-------|-------------|---|----------------------|
| sugar box         | 59.33 | 76.78       | 100.00 | all certifiable      |
|                   | 61.63 | 77.76       | 95.00  | strongly certifiable |
|                   | 100.00 | 94.23       | 45.33  | strongly certifiable |
| pudding box       | 70.83 | 86.82       | 100.00 | all certifiable      |
|                   | 69.75 | 87.19       | 71.33  | strongly certifiable |
|                   | 100.00 | 94.17       | 39.33  | strongly certifiable |
| gelatin box       | 79.82 | 89.95       | 100.00 | all certifiable      |
|                   | 78.49 | 90.24       | 82.32  | strongly certifiable |
|                   | 100.00 | 95.08       | 46.96  | strongly certifiable |
| potted meat can   | 74.17 | 89.47       | 100.00 | all certifiable      |
|                   | 76.64 | 90.21       | 93.50  | strongly certifiable |
|                   | 100.00 | 94.73       | 45.50  | strongly certifiable |
| power drill       | 82.83 | 89.90       | 100.00 | all certifiable      |
|                   | 89.58 | 91.19       | 83.67  | strongly certifiable |
|                   | 94.60 | 93.29       | 56.83  | strongly certifiable |
| wood block         | 64.17 | 59.18       | 100.00 | all certifiable      |
|                   | 52.63 | 48.91       | 62.83  | strongly certifiable |
|                   | 100.00 | 90.58       | 20.50  | strongly certifiable |
| foam brick         | 99.50 | 94.04       | 100.00 | all certifiable      |
|                   | 99.69 | 94.98       | 58.33  | strongly certifiable |
|                   | 100.00 | 95.16       | 49.33  | strongly certifiable |
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Fig. 8: ShapeNet objects: airplane (8a-8b), bathtub (8c-8d), bed (8e-8f), cap (8g-8h).
Fig. 9: ShapeNet objects: car (9a-9b), chair (9c-9d), guitar (9e-9f), helmet (9g-9h).
(a) ADD-S normalized to object diameter (left) and fraction certifiable (right) as a function of the noise variance parameter $\sigma$.

(b) Perturbed keypoints (green) and true keypoints (red) at $\sigma = 0.8$.

(c) ADD-S normalized to object diameter (left) and fraction certifiable (right) as a function of the noise variance parameter $\sigma$.

(d) Perturbed keypoints (green) and true keypoints (red) at $\sigma = 0.8$.

(e) ADD-S normalized to object diameter (left) and fraction certifiable (right) as a function of the noise variance parameter $\sigma$.

(f) Perturbed keypoints (green) and true keypoints (red) at $\sigma = 0.8$.

(g) ADD-S normalized to object diameter (left) and fraction certifiable (right) as a function of the noise variance parameter $\sigma$.

(h) Perturbed keypoints (green) and true keypoints (red) at $\sigma = 0.8$.

Fig. 10: ShapeNet objects: knife (10a-10b), laptop (10c-10d), motorcycle (10e-10f), mug (10g-10h).
(a) ADD-S normalized to object diameter (left) and fraction certifiable (right) as a function of the noise variance parameter $\sigma$.

(b) Perturbed keypoints (green) and true keypoints (red) at $\sigma = 0.8$.

(c) ADD-S normalized to object diameter (left) and fraction certifiable (right) as a function of the noise variance parameter $\sigma$.

(d) Perturbed keypoints (green) and true keypoints (red) at $\sigma = 0.8$.

(e) ADD-S normalized to object diameter (left) and fraction certifiable (right) as a function of the noise variance parameter $\sigma$.

(f) Perturbed keypoints (green) and true keypoints (red) at $\sigma = 0.8$.

(g) ADD-S normalized to object diameter (left) and fraction certifiable (right) as a function of the noise variance parameter $\sigma$.

(h) Perturbed keypoints (green) and true keypoints (red) at $\sigma = 0.8$.

Fig. 11: ShapeNet objects: bottle (11a-11b), skateboard (11c-11d), table (11e-11f), vessel (11g-11h).