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1. Introduction

Many mathematical models in the applied sciences are expressed in terms of stochastic differential equations such as:

\[
\frac{dx}{dt} = a(x,t) + b(x,t) \xi(t),
\]

where $\xi(t)$ is a “white noise”. Of course, this equation cannot be understood in the sense of the classical differential calculus of Leibniz and Newton. Instead, the use of stochastic calculus provides a precise meaning to these models. However, the choice of a particular notion of stochastic integration has generated a debate that has expanded along decades \[1,2\]. This debate, which has been particularly intense in the physics literature, has been focused mainly on the choice between the Itô integral \[3,4\], which leads to the notation:

\[
dx = a(x,t) \, dt + b(x,t) \, dB(t),
\]

and the Stratonovich integral \[5\], usually denoted as:

\[
dx = a(x,t) \, dt + b(x,t) \circ dB(t),
\]

where $B(t)$ is a Brownian motion. In addition, quite often in the physics literature, one finds different meanings associated to Equation (1) \[1\]. The use of different notions of stochastic integration leads, in general, to different dynamics and, when they exist, to different stationary probability distributions \[6\] but it may also lead to a different number of solutions \[7,8\]. Since the preeminent place for this debate on the noise interpretation has been the physics literature, the focus has been put on diffusion processes, perhaps due to the
influence of the seminal works by Einstein [9] and Langevin [10]. Herein we move out of even the Markovian setting and, following the steps of [11,12], we concentrate on stochastic differential equations with non-adapted terms. Non-adaptedness arises in financial markets concomitantly to the presence of insider traders. Let us exemplify this with a model that is composed by two assets, the first of which is free of risk such as a bank account:

\[ dS_0 = \rho S_0 \, dt \]

\[ S_0(0) = M_0, \]

and the second one is risky, such a stock:

\[ dS_1 = \mu S_1 \, dt + \sigma S_1 \, dB(t) \]

\[ S_1(0) = M_1. \]

This model is characterized by the set of positive parameters \( \{ M_0, M_1, \rho, \mu, \sigma \} \), each one of which has an economic significance:

- \( M_0 \) is the initial wealth to be invested in the bank account,
- \( M_1 \) is the initial wealth to be invested in the stock,
- \( \rho \) is the interest rate of the bank account,
- \( \mu \) is the appreciation rate of the stock,
- \( \sigma \) is the volatility of the stock.

Therefore the total initial wealth is \( M = M_0 + M_1 \). Moreover we assume the inequality \( \mu > \rho \) that imposes the higher expected return of the risky investment. We allow only buy-and-hold strategies in which the trader divides the fixed initial amount \( M \) between the two assets, that is, long-only strategies are allowed. The total wealth at time \( t \) is:

\[ S^{(I)}(t) := S_0(t) + S_1(t), \]

that is, the sum of the returns from the bank account and the stock. Assuming a fixed time horizon \( T \) and using Itô calculus we can compute the expected final total wealth, which is given by:

\[
E \left[ S^{(I)}(T) \right] = M_0 e^{\rho T} + M_1 e^{\mu T} = M \left[ \frac{M_0}{M} e^{\rho T} + \frac{M_1}{M} e^{\mu T} \right] = M \left[ \frac{M_0}{M} e^{\rho T} + \frac{M - M_0}{M} e^{\mu T} \right].
\]

The last expression, written in terms of a convex linear combination, shows that this quantity can be maximized by choosing the optimal pair:

\[ M_0 = 0 \]

\[ M_1 = M - M_0 = M. \]

The corresponding maximal expected wealth therefore reads:

\[ E \left[ S^{(I)}(T) \right] = M e^{\mu T}. \]

This optimization problem is simple enough to allow for an analytical approach to the extension we will consider herein. In particular, we will permit random and non-adapted initial conditions that will model the knowledge of an insider trader. Under these conditions, we will derive the optimal portfolio for different notions of stochastic integration. The precise problem is presented in the next section.
2. Insider Trading

We consider a financial market in which an insider trader, who possesses information on the future price of a stock, is present. Precisely we assume the trader knows the value $S_1(T)$ at time $t = 0$, what we will implement mathematically as if the value $B(T)$ is known. Moreover we only consider buy-and-hold strategies for which shorting is not allowed. Mathematically this translates into control of the anticipating initial condition $f(B(T))$, where $f \in L^\infty(\mathbb{R})$ and $0 \leq f \leq 1$, for the stock. Therefore, in our two assets market, we find the following two equations that model the insider wealth:

\begin{align}
\label{eq:2a}
&dS_0 = \rho S_0 \, dt \\
&\quad \quad S_0(0) = M(1 - f(B(T))),
\end{align}

\begin{align}
\label{eq:3a}
&dS_1 = \mu S_1 \, dt + \sigma S_1 \, dB(t) \\
&\quad \quad S_1(0) = M f(B(T)).
\end{align}

This system of equations, as written in (3a) and (3b), is ill-posed. While problem (2a) and (2b) could still be considered a random differential equation, the non-adaptedness of initial condition (3b) implies that equation (3a) is ill-posed as an Itô stochastic differential equation. There is a way out of this pitfall that consists in changing the notion of stochastic integration from the Itô integral to one of its generalizations that admit non-adapted integrands. The following sections analyze three different possibilities: The Russo-Vallois forward, the Ayed-Kuo, and the Hitsuda-Skorokhod stochastic integrals. We compute the optimal investment strategy provided by each of these integrals, and subsequently we compare them. We will show that, while any of these anticipating stochastic integrals guarantees the well-posedness of the problem at hand, the financial consequences of each choice might be very different. The aim of this work is to clarify the suitability of the use of each of these stochastic integrals in this particular portfolio optimization. We anticipate that the forward integral is the only one among these that provides an optimal investment strategy that takes advantage of the anticipating condition in the financial sense. Therefore our analysis further supports the use of this integral in a financial context as employed, for instance, in [13–19]. It is also worth mentioning that the problem of insider trading has been studied by means of different approaches, notably enlargement of filtrations [20,21], but semimartingale treatments are not as general as the use of anticipating stochastic calculus [14].

Let us conclude this section by mentioning that this problem can be approached by means of much simpler mathematical techniques, as it is done in Section 6. However, the goal of this work is not to solve this simplified financial question that, as said, is relatively simple to address. Our objective is to give a partial indication of the use of three different anticipating stochastic integrals in finance. For this purpose we need a simple enough problem at least for two reasons. The first is that the availability of explicit solutions to stochastic differential equations interpreted in either the Hitsuda-Skorokhod or Ayed-Kuo senses is limited [14,22]. The second is that we want to maximize the clarity of our derivations. Once the role of the different anticipating integrals in the context of finance is clear, one is able to approach much more general questions as done for instance in [13–19] with the forward integral. Herein we aim to highlight some of the contrasts between the uses of these integrals in a financial context, so the nature of this work is fundamentally methodological.

3. The Russo-Vallois Integral

The Russo-Vallois forward integral was introduced by F. Russo and P. Vallois in 1993 in [23]. This stochastic integral generalizes the Itô one, in the sense that it allows to integrate
anticipating processes, but it produces the same results as the latter when the integrand is adapted [14].

**Definition 1.** A stochastic process \{\varphi(t), t \in [a, b]\} is forward integrable (in the weak sense) over \([a, b]\) with respect to Brownian motion \{B(t), t \in [a, b]\} if there exists a stochastic process \{I(t), t \in [a, b]\} such that:

\[
\sup_{t \in [a, b]} \left| \int_a^t \varphi(s) \frac{B(s + \varepsilon) - B(s)}{\varepsilon} ds - I(t) \right| \to 0, \quad \text{as} \quad \varepsilon \to 0^+,
\]

in probability. In this case, \(I(t)\) is the forward integral of \(\varphi(t)\) with respect to \(B(t)\) on \([a, b]\) and we denote:

\[
I(t) := \int_a^t \varphi(s) d^-B(s), \quad t \in [a, b].
\]

When the choice is the Russo-Vallois integral, we face the initial value problem:

\[
\begin{align*}
    d^-S_1 &= \mu S_1 dt + \sigma S_1 d^-B(t) \quad (4a) \\
    S_1(0) &= Mf(B(T)), \quad (4b)
\end{align*}
\]

where \(d^-\) denotes the Russo-Vallois forward stochastic differential, and \(f\) was defined in the previous section. It follows directly from the results in [14] that this problem possesses a unique solution. In the next statement, we establish the optimal investment strategy for the insider trader under Russo-Vallois forward integration.

**Theorem 1.** Let \(f\) be a function of \(B(T)\) such that \(f \in L^\infty(\mathbb{R})\) and \(0 \leq f \leq 1\). The optimal investment strategy under Russo-Vallois integration is:

\[
f(B(T)) = \mathbb{1}_{\{B(T) > \frac{T}{\pi} \left( \rho - \mu + \frac{1}{2} \sigma^2 \right) \}}
\]

for model (2a)–(2b) and (4a)–(4b).

**Proof.** The Russo-Vallois integral preserves Itô calculus [14] so using this classical stochastic calculus it is possible to solve problem (4a)–(4b) explicitly to find:

\[
\begin{align*}
    S_0(t) &= M(1 - f(B(T)))e^{\rho T} \\
    S_1(t) &= Mf(B(T))e^{\left(\mu - \sigma^2/2\right)t + \sigma B(t)}.
\end{align*}
\]

Our goal is to find a strategy \(f\) such that \(\mathbb{E}[M^{RV}(T)]\), with \(M^{RV}(T) := S_1(T) + S_0(T)\), is maximized. We compute:

\[
\mathbb{E}\left[M^{RV}(T)\right] = \mathbb{E}[S_0(T)] + \mathbb{E}[S_1(T)]
\]

\[
= M(1 - \mathbb{E}[f(B(T))])e^{\rho T} + M\mathbb{E}[f(B(T))e^{\rho B(T)}]e^{(\mu - \sigma^2/2)T}
\]

\[
= Me^{\rho T}\left(1 - \int_{-\infty}^\infty \frac{1}{\sqrt{2\pi T}} f(x)e^{-\frac{x^2}{2T}} dx\right)
\]

\[
+ Me^{(\mu - \sigma^2/2)T}\left(\int_{-\infty}^\infty \frac{1}{\sqrt{2\pi T}} f(x)e^{-\frac{x^2}{2\pi T}} e^{\rho x} dx\right),
\]

where we have used that \(B(T) \sim \mathcal{N}(0, T)\). Now consider:

\[
\mathcal{M}(f(x)) := \frac{\mathbb{E}[M^{RV}(T)]}{M}.
\]
Hence, we get:

\[
\bar{\mathcal{M}}(f(x)) = e^{\rho T} \left(1 - \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(x)e^{-\frac{x^2}{2T}} dx\right) + e^{(\mu - \sigma^2/2)T} \left(\int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(x)e^{\frac{x^2}{2T}} dx\right) = e^{\rho T} + \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(x)e^{-\frac{x^2}{2T}} \left(-e^{\rho T} + e^{(\mu - \sigma^2/2)T} e^{\sigma x}\right) dx.
\]

The sign of this integrand is determined by the value of \(x\), and it possesses a unique root \(x_c\) at:

\[
x_c = \frac{T}{\sigma} \left(\rho - \mu + \frac{\sigma^2}{2}\right).
\]

The inequality \(x > x_c\) corresponds to:

\[
B(T) > \frac{T}{\sigma} \left(\rho - \mu + \frac{\sigma^2}{2}\right),
\]

and to the positivity of the integrand. Clearly, in this interval we should take \(f\) as large as possible in order to maximize \(\mathbb{E}[\bar{\mathcal{M}}(RV)(T)]\). On the other hand, if \(x < x_c\) then the integrand is negative and we should take \(f\) as small as possible for the same reason. This, together with the assumption \(0 \leq f \leq 1\), renders the optimal investment strategy:

\[
f(B(T)) = \mathbb{1}\{B(T) > \frac{T}{\sigma} \left(\rho - \mu + \frac{\sigma^2}{2}\right)\}.
\]

\[\square\]

**Remark 1.** The function \(f\) from Theorem 1 implies that the trader should invest the whole amount \(M\) in the bank account or the stock according to the value of \(B(T)\), in particular, in the asset in which actual value is larger at the maturity time \(t = T\) (something that is known by the insider). Hence, this investment strategy not only maximizes the expected value \(\mathbb{E}[\bar{\mathcal{M}}(RV)(T)]\), but it does also take advantage of the anticipating condition in an intuitive way. Thus, the Russo-Vallois integral works as one would expect from the financial point of view, at least for this formulation of the insider trading problem.

**Remark 2.** The expected wealth of the Russo-Vallois insider under this optimal strategy was computed in [12] and reads:

\[
\mathbb{E}[M^{(RV)}(T)] = M \Phi \left[\frac{(\sigma^2 + 2\rho - 2\mu) \sqrt{T}}{2\sigma}\right] e^{\rho T} + M \Phi \left[\frac{(\sigma^2 - 2\rho + 2\mu) \sqrt{T}}{2\sigma}\right] e^{\mu T},
\]

where

\[
\Phi(\cdot) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\cdot} e^{-s^2/2} ds,
\]

is the cumulative distribution function of the standard normal distribution. In the same reference it was proven that:

\[
\mathbb{E}\left[S^{(I)}(T)\right] < \mathbb{E}\left[M^{(RV)}(T)\right],
\]

a fact that matches well with what one expects from the financial viewpoint.
4. The Ayed-Kuo Integral

The Ayed-Kuo integral was introduced in [24,25]. As the previous theory, it generalizes the Itô integral to anticipating integrands. Let us now consider a Brownian motion \( \{B(t), t \geq 0\} \) and a filtration \( \{\mathcal{F}_t, t \geq 0\} \) such that:

(i) For all \( t \geq 0 \), \( B(t) \) is \( \mathcal{F}_t \)-measurable,
(ii) For all \( 0 \leq s < t \), \( B(t) - B(s) \) is independent of \( \mathcal{F}_s \).

We also recall the notion of instantly independent stochastic process introduced in [24].

Definition 2. A stochastic process \( \{\varphi(t), t \in [a, b]\} \) is said to be an instantly independent stochastic process with respect to the filtration \( \{\mathcal{F}_t, t \in [a, b]\} \), if and only if, \( \varphi(t) \) is independent of \( \mathcal{F}_t \) for each \( t \in [a, b] \).

For the Ayed-Kuo integral, the integrand is assumed to be a product of an adapted stochastic process with respect to the filtration \( \mathcal{F}_t \) and an instantly independent stochastic process. Next, we recall its definition as given in [24].

Definition 3. Let \( \{f(t), t \in [a, b]\} \) be a \( \{\mathcal{F}_t\}\)-adapted stochastic process and let \( \{\varphi(t), t \in [a, b]\} \) be an instantly independent stochastic process with respect to \( \{\mathcal{F}_t, t \in [a, b]\} \). The Ayed-Kuo stochastic integral of \( f(t)\varphi(t) \) is defined by:

\[
\int_a^b f(t)\varphi(t)\,d^*B(t) := \lim_{|\Pi_n| \to 0} \sum_{i=1}^n f(t_{i-1})\varphi(t_i)(B(t_i) - B(t_{i-1})),
\]

provided that the limit in probability exists, where \( \Pi = \{a = t_0, t_1, t_2, \ldots, t_n = b\} \) is a partition of the interval \( [a, b] \) and \( |\Pi_n| = \max_{1 \leq i \leq n} (t_i - t_{i-1}) \).

This definition was extended in [22], and this extension is the one we are going to use herein. It reads:

Definition 4. Consider a sequence \( \{\Phi_n(t)\}_{n=1}^\infty \) of stochastic processes of the form:

\[
\Phi_n(t) := \sum_{i=1}^k f_i(t)\varphi_i(t), \quad a \leq t \leq b,
\]

where \( f_i(t) \) are \( \{\mathcal{F}_t\}\)-adapted continuous stochastic processes and \( \varphi_i(t) \) are continuous stochastic processes being instantly independent of \( \{\mathcal{F}_t\} \), and \( k \in \mathbb{N} \). Suppose \( \Phi(t) \) is a stochastic process satisfying the conditions:

(a) \( \int_a^b |\Phi(t) - \Phi_n(t)|^2\,dt \to 0 \) almost surely,
(b) \( \int_a^b \Phi_n(t)d^*B(t) \) converges in probability,

as \( n \to \infty \). Then the stochastic integral of \( \Phi(t) \) is defined by:

\[
\int_a^b \Phi(t)d^*B(t) := \lim_{n \to \infty} \int_a^b \Phi_n(t)d^*B(t), \quad \text{in probability.}
\]

Remark 3. The integral:

\[
\int_a^b \Phi_n(t)d^*B(t)
\]

is defined by linearity from Definition 2; its consistency was proven in [22].

For the Ayed-Kuo integral we denote the initial value problem as:

\[
\begin{align*}
    d^*S_1 &= \mu S_1 \,dt + \sigma S_1 \,d^*B(t) \quad (6a) \\
    S_1(0) &= Mf(B(T)), \quad (6b)
\end{align*}
\]
where $d^*$ denotes the Ayed-Kuo stochastic differential, and $f$ is as before. This anticipating stochastic differential equation, as the previous case, is known to have a unique and explicitly computable solution at least when $f \in C(\mathbb{R})$ ([22], Theorem 4.8). Now we need to extend this result to $f \in L^\infty(\mathbb{R})$, and to this end we introduce the following auxiliary result.

**Lemma 1.** Let $Y(t)$ be a stochastic process that satisfies the conditions:

(a) $\int_a^b |Y(t) - Y_n(t)|^2 dt \to 0$ almost surely,

(b) $\int_a^b Y_n(t)d^*B(t)$ converges in probability,

as $n \to \infty$, where $\{Y_n(t)\}_{n=1}^\infty$ is a sequence of Ayed-Kuo integrable (in the sense of Definition 4) stochastic processes. Then $Y(t)$ is an Ayed-Kuo integrable process and:

$$\int_a^b Y(t)d^*B(t) = \lim_{n \to \infty} \int_a^b Y_n(t)d^*B(t), \text{ in probability.}$$

**Proof.** Let $\{\Phi_m^{(n)}(t)\}_{m=1}^\infty$ be an approximating sequence of $Y_n(t)$ as in Definition 4. Consider for $\varepsilon > 0$ the inclusion of events:

$$\left\{ \left| \int_a^b Y(t)d^*B(t) - \int_a^b \Phi_m^{(n)}(t)d^*B(t) \right| > \varepsilon \right\} \subset \left\{ \left| \int_a^b Y_n(t)d^*B(t) - \int_a^b \Phi_m^{(n)}(t)d^*B(t) \right| > \frac{\varepsilon}{2} \right\} \cup \left\{ \left| \int_a^b Y(t)d^*B(t) - \int_a^b Y_n(t)d^*B(t) \right| > \frac{\varepsilon}{2} \right\},$$

where we have chosen, for each $n \in \mathbb{N}$, a $m'_n \in \mathbb{N}$ large enough such that:

$$\mathbb{P}\left\{ \left| \int_a^b Y_n(t)d^*B(t) - \int_a^b \Phi_{m'_n}^{(n)}(t)d^*B(t) \right| > \frac{\varepsilon}{2} \right\} \leq \frac{1}{n},$$

and the same holds for all $m \geq m'_n$; note that this is possible as a consequence of the Ayed-Kuo integrability of the constituents of the sequence $\{Y_n(t)\}_{n=1}^\infty$. This in turn implies:

$$\mathbb{P}\left\{ \left| \int_a^b Y(t)d^*B(t) - \int_a^b \Phi_{m'_n}^{(n)}(t)d^*B(t) \right| > \varepsilon \right\} \leq \mathbb{P}\left\{ \left| \int_a^b Y(t)d^*B(t) - \int_a^b Y_n(t)d^*B(t) \right| > \frac{\varepsilon}{2} \right\} + \mathbb{P}\left\{ \left| \int_a^b Y_n(t)d^*B(t) - \int_a^b \Phi_{m'_n}^{(n)}(t)d^*B(t) \right| > \frac{\varepsilon}{2} \right\} + \frac{1}{n},$$

and consequently:

$$\lim_{n \to \infty} \mathbb{P}\left\{ \left| \int_a^b Y(t)d^*B(t) - \int_a^b \Phi_{m'_n}^{(n)}(t)d^*B(t) \right| > \varepsilon \right\} \leq \lim_{n \to \infty} \mathbb{P}\left\{ \left| \int_a^b Y(t)d^*B(t) - \int_a^b Y_n(t)d^*B(t) \right| > \frac{\varepsilon}{2} \right\} = 0,$$

for each $\varepsilon > 0$ by assumption (b), what as a matter of fact implies condition (b) in Definition 4, and where we have defined:

$$\int_a^b Y(t)d^*B(t) := \lim_{n \to \infty} \int_a^b Y_n(t)d^*B(t), \text{ in probability.}$$
which is a well defined random variable again by assumption (b).

Since almost sure convergence implies convergence in probability, for each $n \in \mathbb{N}$ we may choose a $m_n \in \mathbb{N}$ large enough such that:

$$
\mathbb{P}\left\{ \int_a^b |Y_n(t) - \Phi_{m_n}^{(n)}(t)|^2 dt > \delta \right\} \leq \frac{1}{n}, \quad \delta > 0,
$$

and the same holds for all $m \geq m_n$. This is possible on account of $\{Y_n(t)\}_{n=1}^\infty$ being a family of Ayed-Kuo integrable processes, and where $\{\Phi_m^{(n)}(t)\}_{m=1}^\infty$ is the same approximating sequence as before. Arguing similarly as before we find:

$$
\left\{ \int_a^b |Y(t) - \Phi_{m_n}^{(n)}(t)|^2 dt > \delta \right\} \subset \left\{ \int_a^b |Y(t) - Y_n(t)|^2 dt > \frac{\delta}{4} \right\} \cup \left\{ \int_a^b |Y_n(t) - \Phi_{m_n}^{(n)}(t)|^2 dt > \frac{\delta}{4} \right\},
$$

and therefore,

$$
\mathbb{P}\left\{ \int_a^b |Y(t) - \Phi_{m_n}^{(n)}(t)|^2 dt > \delta \right\} 
\leq \mathbb{P}\left\{ \int_a^b |Y(t) - Y_n(t)|^2 dt > \frac{\delta}{4} \right\} + \mathbb{P}\left\{ \int_a^b |Y_n(t) - \Phi_{m_n}^{(n)}(t)|^2 dt > \frac{\delta}{4} \right\} 
\leq \mathbb{P}\left\{ \int_a^b |Y(t) - Y_n(t)|^2 dt > \frac{\delta}{4} \right\} + \frac{1}{n}.
$$

In consequence:

$$
\lim_{n \to \infty} \mathbb{P}\left\{ \int_a^b |Y(t) - \Phi_{m_n}^{(n)}(t)|^2 dt > \delta \right\} 
\leq \lim_{n \to \infty} \mathbb{P}\left\{ \int_a^b |Y(t) - Y_n(t)|^2 dt > \frac{\delta}{4} \right\} = 0,
$$

for each $\delta > 0$ by assumption (a). Now, by taking a subsequence $\left\{\Phi_{m_{n_j}}^{(n_j)}(t)\right\}_{j=1}^\infty \subset \left\{\Phi_{m_n}^{(n)}(t)\right\}_{n=1}^\infty$ if necessary, we conclude:

$$
\lim_{j \to \infty} \int_a^b \left| Y(t) - \Phi_{m_{n_j}}^{(n_j)}(t) \right|^2 dt = 0, \quad \text{almost surely;}
$$

therefore condition (a) in Definition 4 follows.

Altogether these results imply:

$$
\int_a^b Y(t)d^n B(t) = \lim_{j \to \infty} \int_a^b \Phi_{m_{n_j} \vee m_{n_j}' j}^{(n_j)}(t)d^n B(t), \quad \text{in probability,}
$$

and

$$
\int_a^b \left| Y(t) - \Phi_{m_{n_j} \vee m_{n_j}' j}^{(n_j)}(t) \right|^2 dt \to 0 \quad \text{almost surely}
$$

as $j \to \infty$, so the statement follows. \qed

Now we are ready to prove existence and uniqueness of the solution to Equation (6a), along with an explicit representation formula.
**Theorem 2.** The unique solution of (6a) and (6b) is

\[ S_1(t) = Mf(B(T) - \sigma t)e^{(\mu - \sigma^2/2)t + \sigma B(t)}. \]

**Proof.** Using the Itô formula for the Ayed-Kuo integral [22] it is possible to solve problem (6a)–(6b) to find:

\[ S_1(t) = M\tilde{f}(B(T) - \sigma t)e^{(\mu - \sigma^2/2)t + \sigma B(t)}, \]

for \( \tilde{f} \in \mathcal{C}(\mathbb{R}) \); in particular, it is an Ayed-Kuo integrable process. If we fix a realization of Brownian motion then, by *Lusin Theorem* [26], there exists a family of continuous functions \( \{f_n\}_{n \in \mathbb{N}} \) such that:

\[
\int_0^T |f(B(T) - \sigma t) - f_n(B(T) - \sigma t)| dt \to 0,
\]

with \( ||f_n||_{\infty} \leq ||f||_{\infty} \), as \( n \to \infty \). Then it holds that:

\[
\int_0^T |f(B(T) - \sigma t) - f_n(B(T) - \sigma t)|^2 dt \\
\leq ||f(B(T) - \sigma t) - f_n(B(T) - \sigma t)||_{\infty} \\
\times \int_0^T |f(B(T) - \sigma t) - f_n(B(T) - \sigma t)| dt \\
\leq ||f(B(T) - \sigma t)||_{\infty} + ||f_n(B(T) - \sigma t)||_{\infty} \\
\times \int_0^T |f(B(T) - \sigma t) - f_n(B(T) - \sigma t)| dt \\
\to 2||f(B(T) - \sigma t)||_{\infty} \int_0^T |f(B(T) - \sigma t) - f_n(B(T) - \sigma t)| dt \\
\to 0, \quad \text{as} \quad n \to \infty;
\]

therefore we conclude:

\[
\int_0^T |f(B(T) - \sigma t) - f_n(B(T) - \sigma t)|^2 dt \to 0 \quad \text{almost surely}
\]

as \( n \to \infty \).

Note that Equation (6a) means:

\[
S_1(t) = S_1(0) + \mu \int_0^t S_1(s) \, ds + \sigma \int_0^t S_1(s) \, dB(s).
\]

As,

\[
S_1^{(n)}(t) = Mf_n(B(T) - \sigma t)e^{(\mu - \sigma^2/2)t + \sigma B(t)},
\]

is a solution to (6a) by (7), then:

\[
S_1^{(n)}(t) = S_1^{(n)}(0) + \mu \int_0^t S_1^{(n)}(s) \, ds + \sigma \int_0^t S_1^{(n)}(s) \, dB(s)
\]
by (10). Note that:
\[ \int_0^t |S_1^{(n)}(s) - S_1(s)| \, ds = M \int_0^t |f_n(B(T) - \sigma s) - f(B(T) - \sigma s)| \times e^{(\mu - \sigma^2/2)s + \sigma B(s)} \, ds \]
\[ \leq M \max_{0 \leq s \leq t} \left\{ e^{(\mu - \sigma^2/2)s + \sigma B(s)} \right\} \]
\[ \times \int_0^t |f_n(B(T) - \sigma s) - f(B(T) - \sigma s)| \, ds \]
\[ \to 0 \quad \text{almost surely as} \quad n \to \infty \] (11)

by (8). In consequence:
\[ S_1^{(n_j)}(t) \to S_1(t) \quad \text{for almost every} \quad t \in [0, T] \] (12)

as \( j \to \infty \) by passing, if necessary, to a suitable subsequence \( \left\{ S_1^{(n_j)} \right\}_{j \in \mathbb{N}} \subset \left\{ S_1^{(n)} \right\}_{n \in \mathbb{N}} \).

Now, by taking the limit \( j \to \infty \), we find:
\[ \sigma \lim_{j \to \infty} \int_0^t S_1^{(n_j)}(s) \, d^\ast B(s) = S_1(t) - S_1(0) - \mu \int_0^t S_1(s) \, ds \] (13)

for almost every \( t \in [0, T] \) almost surely, and hence in probability, by (11) and (12); note that

\[ S_1(0) = Mf(B(T)) \]

is well defined almost surely. Therefore condition (b) in Lemma 1 is met. For condition (a) compute:
\[ \int_0^t |S_1^{(n)}(s) - S_1(s)|^2 \, ds = M^2 \int_0^t |f_n(B(T) - \sigma s) - f(B(T) - \sigma s)|^2 \times e^{2(\mu - \sigma^2/2)s + 2\sigma B(s)} \, ds \]
\[ \leq M^2 \max_{0 \leq s \leq t} \left\{ e^{2(\mu - \sigma^2/2)s + 2\sigma B(s)} \right\} \]
\[ \times \int_0^t |f_n(B(T) - \sigma s) - f(B(T) - \sigma s)|^2 \, ds \]
\[ \to 0 \quad \text{almost surely as} \quad n \to \infty \] (14)

by (9). Now by Lemma 1, (13) and (14) we conclude:
\[ S_1(t) = S_1(0) + \mu \int_0^t S_1(s) \, ds + \sigma \int_0^t S_1(s) \, d^\ast B(s) \]

for almost every \( t \in [0, T] \) almost surely, and the existence and explicit representation part of the proof is finished. For the uniqueness assume on the contrary that there exist two solutions \( S_1(t) \) and \( S_1'(t) \) to find:
\[ S_1^{(-)}(t) = \mu \int_0^t S_1^{(-)}(s) \, ds + \sigma \int_0^t S_1^{(-)}(s) \, d^\ast B(s), \]

where \( S_1^{(-)}(t) := S_1'(t) - S_1(t) \). Since this equation has the unique solution \( S_1^{(-)}(t) = 0 \) [22], we have reached a contradiction. \( \Box \)
Finally, we can establish the optimal investment strategy for the insider under Ayed-Kuo integration. For this we assume as before the no-shorting condition $0 \leq f \leq 1$ and we employ the notation:

$$M^{(AK)}(T) := S_0(T) + S_1(T).$$

**Theorem 3.** Let $f$ be a function of $B(T)$ such that $f \in L^\infty(\mathbb{R})$ and $0 \leq f \leq 1$. The optimal investment strategy under Ayed-Kuo integration is:

$$f(B(T)) = 1,$$

for model (2a)–(2b) and (6a)–(6b).

**Proof.** By Theorem 2 we can solve problem (6a)–(6b) explicitly to find:

$$S_0(t) = M(1 - f(B(T)))e^{\rho t},$$

$$S_1(t) = Mf(B(T) - \sigma t)e^{(\rho - \sigma^2/2)t + \sigma B(t)}.$$

Our aim is to find the strategy $f$ such that $\mathbb{E}[M^{(AK)}(T)]$ is maximized. Hence, we have:

$$\mathbb{E}[M^{(AK)}(T)] = \mathbb{E}[S_0(T)] + \mathbb{E}[S_1(T)]$$

$$= M(1 - \mathbb{E}[f(B(T))])e^{\rho T}$$

$$+ M\mathbb{E}[f(B(T) - \sigma T)e^{\sigma B(T)}]e^{(\rho - \sigma^2/2)T}$$

$$= Me^{\rho T}
\begin{align*}
&\left(1 - \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(x)e^{-\frac{x^2}{2T}}dx\right) \\
&+ Me^{\rho T} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(x)e^{-\frac{(x-\sigma T)^2}{2T}}dx,
\end{align*}$$

where we have used that $B(T) \sim \mathcal{N}(0,T)$. By changing variables:

$$y = x - \sigma T,$$

and

$$\mathcal{M}(T) = \frac{\mathbb{E}[M^{(AK)}(T)]}{M},$$

where the first change is implemented in the second integral only, we find:

$$\mathcal{M}(T) = e^{\rho T}
\begin{align*}
&\left(1 - \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(x)e^{-\frac{x^2}{2T}}dx\right) \\
&+ e^{(\rho - \sigma^2/2)T} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(x)e^{-\frac{(x-\sigma T)^2}{2T}}dx
\end{align*}$$

$$= e^{\rho T} - e^{\rho T} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(x)e^{-\frac{x^2}{2T}}dx$$

$$+ \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(y)e^{-\frac{(y+\sigma T)^2}{2T}}e^{(\rho - \sigma^2/2)T}e^{\rho(y+\sigma T)}dy$$

$$= e^{\rho T} - e^{\rho T} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(x)e^{-\frac{x^2}{2T}}dx$$

$$+ \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(y)e^{-\frac{(y+\sigma T)^2+2\sigma \rho T}{2T}}e^{\rho T - \sigma^2 T/2}e^{\rho y + \sigma^2 T}dy$$

$$= e^{\rho T} - e^{\rho T} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(x)e^{-\frac{x^2}{2T}}dx + e^{\rho T} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi T}} f(y)e^{-\frac{y^2}{2}}dy.$$
Therefore, we may summarize this as:

\[
\bar{M}(T) = e^{\theta T} - e^{\theta T}E[f(B(T))] + e^{\theta T}E[f(B(T))].
\]

By assumption, \( f \) is a function of \( B(T) \) such that \( 0 \leq f \leq 1 \), and \( \mu > \rho \); so we have a convex linear combination and, since the exponential function is strictly monotone, we conclude \( E[M^{(AK)}(T)] \in [Me^{\theta T}, Me^{\theta T}] \). Then clearly \( E[M^{(AK)}(T)] \) is maximized whenever:

\[
E[f(B(T))] = 1.
\]

Equivalently we have:

\[
\frac{1}{\sqrt{2\pi T}} \int_{-\infty}^{\infty} f(x)e^{-\frac{x^2}{2T}}dx = 1,
\]

and consequently \( f(B(T)) = 1 \). \( \Box \)

**Remark 4.** The same conclusion found in Theorem 3 can be reached by approximating \( E[f(B(T))] \) instead of \( f \) (as done in Theorem 2); let us show how. We start considering \( \{f_n\}_{n=1}^{\infty} \), a sequence of functions such that \( f_n \in \mathcal{C}(\mathbb{R}) \) for all \( n \in \mathbb{N} \). Then, we have:

\[
|E[f(B(T))] - E[f_n(B(T))]| = |E[f(B(T)) - f_n(B(T))]| \\
\leq E[|f(B(T)) - f_n(B(T))|] \\
= \frac{1}{\sqrt{2\pi T}} \int_{-\infty}^{\infty} |f(x) - f_n(x)|e^{-\frac{x^2}{2T}}dx.
\]

By Lusin Theorem [26], there exists a family \( \{f_n\}_{n \in \mathbb{N}} \) of continuous functions, \(||f_n||_\infty \leq ||f||_\infty\), such that:

\[
\frac{1}{\sqrt{2\pi T}} \int_{-\infty}^{\infty} |f(x) - f_n(x)|e^{-\frac{x^2}{2T}}dx \to 0
\]
as \( n \to \infty \), and where \( 0 \leq f_n \leq 1 \) after a possible redefinition of their negative parts by zero, so they constitute a well defined family of investment allocations under the no-shorting condition. In consequence:

\[
E[f_n(B(T))] \to E[f(B(T))]
\]
as \( n \to \infty \). Since we found in the proof of Theorem 3 that:

\[
E\left[M^{(AK)}(T)\right] = e^{\theta T} - e^{\theta T}E[f(B(T))] + e^{\theta T}E[f(B(T))],
\]

we may conclude:

\[
E\left[M^{(AK)}(T)\right] = \lim_{n \to \infty} \left\{e^{\theta T} - e^{\theta T}E[f_n(B(T))] + e^{\theta T}E[f_n(B(T))]\right\}.
\]

So the same optimal investment is found by considering \( f \in \mathcal{C}(\mathbb{R}) \) in (6b) (so the existence, uniqueness, and explicit representation theory of [22] can be employed for the solution of (6a)) and then arguing by approximation as exposed in this Remark. Note anyway that this fact just illustrates the consistency of our approach overall, but the only complete proof is the one that goes through Theorem 2.

**Remark 5.** The function \( f \) from Theorem 3 suggests that the formalization of the problem based on the Ayed-Kuo integral does not take advantage of the anticipating initial condition, as this optimal
investment strategy is the same as the one of the honest trader. Indeed, it implies to invest the whole
amount $M$ in the stock, in such a way that:

$$
\mathbb{E}\left[M^{(AK)}(T)\right] = Me^{\mu T}.
$$

Thus, the result of the use of the Ayed-Kuo integral seems to be counterintuitive in the financial
sense, at least for this formulation of the insider trading problem.

5. The Hitsuda-Skorokhod Integral

The Hitsuda-Skorokhod integral is an anticipating stochastic integral that was intro-
duced by Hitsuda [27] and Skorokhod [28] by means of different methods. The following
definition makes use of the Wiener–Itô chaos expansion; background on this topic can be
found for instance in [14,29].

**Definition 5.** Let $X \in L^2([0, T] \times \Omega)$ be a square integrable stochastic process. By the Wiener–Itô
chaos expansion, $X$ can be decomposed into an orthogonal series:

$$
X(t, \omega) = \sum_{n=0}^{\infty} I_n(f_{n,t}),
$$
in $L^2(\Omega)$, where $f_{n,t} \in L^2([0, T]^n)$ are symmetric functions for all non-negative integers $n$. Thus,
we write:

$$
f_{n,t}(t_1, \ldots, t_n) = f_n(t_1, \ldots, t_n, t),
$$
which is a function defined on $[0, T]^{n+1}$ and symmetric with respect to the first $n$ variables.
The symmetrization of $f_n(t_1, \ldots, t_n, t_{n+1})$ is given by:

$$
\hat{f}_n(t_1, \ldots, t_{n+1}) = \frac{1}{n+1} \left[ f_n(t_1, \ldots, t_{n+1}) + f_n(t_{n+1}, t_2, \ldots, t_1) + \ldots + f_n(t_1, \ldots, t_{n+1}, t_n) \right],
$$
because we only need to take into account the permutations which exchange the last variable with
any other one. Then, the Hitsuda-Skorokhod integral of $X$ is defined by:

$$
\int_0^T X(t, \omega) \delta B(t) := \sum_{n=0}^{\infty} I_{n+1}(\hat{f}_n),
$$
provided that the series converges in $L^2(\Omega)$.

For the Hitsuda-Skorokhod integral we arrive at the initial value problem:

$$
\begin{align*}
\delta S_1 &= \mu S_1 \, dt + \sigma S_1 \, \delta B_t \\
S_1(0) &= M f(B(T)),
\end{align*}
$$
for a Hitsuda-Skorokhod stochastic differential equation, where $\delta$ denotes the Hitsuda-
Skorokhod stochastic differential. The existence and uniqueness theory for linear stochastic
differential equations of the Hitsuda-Skorokhod type, which covers the present case, can be
found in [30]; as before, $f$ is a function of $B(T)$, such that $f \in L^\infty(\mathbb{R})$ and $0 \leq f \leq 1$. In this
case we have the following result.

**Theorem 4.** The unique solution of (15a) and (15b) is:

$$
S_1(t) = M f(B(T) - \sigma t) e^{(\mu - \sigma^2/2)t + \sigma B(t)}.
$$
Proof. The statement is a particular case of the existence and uniqueness result in [31], which in turn states that the solution to stochastic differential equations of the form:
\[ \delta Y_t = \mu_t Y_t dt + \sigma_t Y_t \delta B_t, \quad Y_0 = \eta, \quad 0 \leq t \leq T, \]
with \( \sigma_t \in L^\infty([0,1]) \), \( \mu_t \in L^\infty([0,1] \times \Omega) \), and \( \eta \in L^p(\Omega) \), \( p > 2 \) is given by:
\[ Y_t = \eta(U_{0,t}) \exp \left[ \int_0^t \mu_s(U_{s,t}) \, ds \right] X_t, \quad \text{almost surely,} \quad 0 \leq t \leq T, \]
where
\[ X_t = \exp \left( \int_0^t \sigma_s \delta B_s - \frac{1}{2} \int_0^t \sigma_s^2 \, ds \right), \quad 0 \leq t \leq T, \]
and, for \( 0 \leq s \leq t \leq T \), the Girsanov transformation is:
\[ U_{s,t} = B(u) - \int_u^t 1_{[s,t]}(r) \sigma_r \, dr, \quad 0 \leq u \leq T. \]

Now taking \( \sigma_s = \sigma \) and \( \mu_s = \mu \) as two constant processes, and \( \eta = Mf(B(T)) \), the different factors in (16) become:
\[ e^{\mu t} = \exp \left[ \int_0^t \mu_s(U_{s,t}) \, ds \right], \]
\[ X_t = \exp \left[ \sigma B(t) - \sigma^2 t / 2 \right], \]
\[ \eta(U_{0,t}) = Mf(B(T) - \sigma t). \]

Since,
\[ \mathbb{E}(|\eta|^p) \leq \mathbb{E}(M^p) = M^p < \infty, \]
the result follows. \( \square \)

**Corollary 1.** Let \( f \) be a function of \( B(T) \) such that \( f \in L^\infty(\mathbb{R}) \) and \( 0 \leq f \leq 1 \). The optimal investment strategy under Hitsuda-Skorokhod integration is:
\[ f(B(T)) = 1, \]
for model (2a)–(2b) and (15a)–(15b).

**Proof.** The statement is a direct consequence of Theorem 4 and the proof of Theorem 3. \( \square \)

**Remark 6.** Note that this result is the same as the one found in the previous section for the Ayed-Kuo integral, that is:
\[ \mathbb{E} \left[ M^{(HS)}(T) \right] = Me^{\mu T}. \]

Therefore the same financial conclusions hold in this case as well.

### 6. Further Results and Comments

In this section we address some questions that complement our previous developments. First, let us consider the maximization of \( \mathbb{E}[M(T)|B(T)] \) rather than the maximization of \( \mathbb{E}[M(T)] \). This quantity is no longer a real number, but a random variable, so the optimization problem can only be realized by means of the introduction of a notion of stochastic ordering. Herein we will assume stochastic orderings given by different orders of stochastic dominance [32], although other notions of stochastic order are possible [33], we base our decision on the fact that first order stochastic dominance is the usual stochastic order. The simplest situation is the one corresponding to the Russo-Vallois forward inte-
gral, that is, to the problem analyzed in Section 3; since \( f \) is a function of \( B(T) \) such that \( f \in L^\infty(\mathbb{R}) \) and \( 0 \leq f \leq 1 \). In this case, the conditional expectation of the insider wealth is:

\[
E\left[M^{(RV)}(T) \mid B(T)\right] = M \left((1 - f(B(T)))e^{\rho T} + f(B(T))e^{(\mu - \sigma^2/2)T + \sigma B(T)}\right)
\]

almost surely, since \( M^{(RV)}(T) \) is measurable by the sigma field generated by \( B(T) \). The last expression is nothing but a convex linear combination and, since the exponential function is strictly monotone, we conclude that the optimal investment strategy is:

\[
f(B(T)) = \mathbb{1}\left\{B(T) > \frac{T}{\sigma}\left(\rho - \mu + \frac{\sigma^2}{2}\right)\right\}
\]

almost surely. This maximizer coincides with the one provided by Theorem 1. Note that the notion of stochastic order employed is zeroth order stochastic dominance, which is the strongest notion of stochastic dominance and implies all the higher orders [32].

In the case of either the Ayed-Kuo or the Hitsuda-Skorokhod integral, see Sections 4 and 5 respectively, we find:

\[
E\left[M^{(AK/HS)}(T) \mid B(T)\right] = M \left((1 - f(B(T)))e^{\rho T} + f(B(T))e^{(\mu - \sigma^2/2)T + \sigma B(T)}\right)
\]

almost surely, since \( M^{(AK/HS)}(T) \) is measurable by the sigma field generated by \( B(T) \). Since \( E\left[M^{(AK/HS)}(T)\right] \) is maximized for \( f \equiv 1 \), this should be the maximizer in this case too, of course provided a maximizer exists [32]. Note however that:

\[
E\left[M^{(AK/HS)}(T) \mid f \equiv 1\right] = e^{\rho T}
\]

by the assumption \( \mu > \rho \) and the monotonicity of the exponential, but nevertheless:

\[
\inf\left\{M^{(AK/HS)}(T) \mid f \equiv 1\right\} = 0 < e^{\rho T} = \min\left\{M^{(AK/HS)}(T) \mid f \equiv 0\right\}.
\]

These two results combined imply that \( M^{(AK/HS)}(T) \mid f \equiv 1 \) does not stochastically dominate \( M^{(AK/HS)}(T) \mid f \equiv 0 \) in the \( m \)th—order for any \( m = 0, 1, 2, 3, \cdots \) [32]. In other words, assuming a stochastic ordering given by the \( m \)th—order stochastic dominance, there exists no optimal value for any \( m = 0, 1, 2, 3, \cdots \). On one hand, this should not be regarded as a bizarre outcome since stochastic orders are in general partial orders. On the other hand, it seems possible to turn \( f \equiv 1 \) into the maximizer of the problem by means of the introduction of a suitable risk-seeking stochastic order. In any case, the obvious difference between the results presented in this section, along with the fact that:

\[
E\left[M^{(AK/HS)}(T) \mid f \equiv 1\right] < E\left[M^{(RV)}(T) \mid f \equiv \mathbb{1}\left\{B(T) > \frac{T}{\sigma}\left(\rho - \mu + \frac{\sigma^2}{2}\right)\right\}\right],
\]

both point in the same direction of support of the Russo-Vallois forward integral, at least under the particular conditions we are considering herein.
It is also important to clarify that the insider problem we have addressed is solvable by means of much simpler methods that do not require the introduction of anticipating stochastic integration; a fact that we anticipated in Section 2. To see this consider our basic model subject to unit initial conditions, that is:

\[ dS_0 = \rho S_0 \, dt \quad (17a) \]
\[ S_0(0) = 1, \quad (17b) \]

and

\[ dS_1 = \mu S_1 \, dt + \sigma S_1 \, dB(t) \quad (18a) \]
\[ S_1(0) = 1. \quad (18b) \]

Clearly (18a)–(18b) is an Itô stochastic differential equation and (17a)–(17b) is an ordinary differential equation. With these two assets one can build the portfolio:

\[ M(t) = M_0 S_0(t) + M_1 S_1(t) \]
\[ = M(1 - f) S_0(t) + M f S_1(t) \]
\[ = M \left[ (1 - f) e^{\rho T} + f e^{(\mu - \sigma^2/2) T + \sigma \mathcal{B}(T)} \right], \quad (19) \]

where we have assumed that the total initial wealth \( M = M_0 + M_1 \) is constant and \( f \) denotes the fraction of the total wealth invested in the stock. The computation of the expected final wealth depends on whether \( f \) is a constant or we allow \( f = f(B(T)) \). In the first case we find:

\[ \mathbb{E}[M(T)] = M(1 - f) e^{\rho T} + M f e^{\mu T}, \]

that is, our classical convex linear combination, which gets maximized for:

\[ f = 1. \]

Of course, we find agreement with the corresponding result in Section 1. In the latter case we get:

\[ \mathbb{E}[M(T)] = M(1 - \mathbb{E}[f(B(T))]) e^{\rho T} + M \mathbb{E}[f(B(T)) e^{\mu B(T)}] e^{(\mu - \sigma^2/2) T}, \]

in agreement with our development based on the Russo-Vallois integral, see Section 3; as there we conclude the optimizer is:

\[ f(B(T)) = \mathbb{1}_{\left\{ B(T) > \frac{T}{\sigma} \left( \rho - \mu + \frac{\sigma^2}{2} \right) \right\}}. \quad (20) \]

This computation allows us to highlight two things. First, we find yet another argument in favor of the forward integral (as always, in our limited setting). Second, it is a reminder of the fact that our goal is to establish a comparison, as clear as possible, between the use of different anticipating stochastic integrals in a financial context. To this end we need a simple enough problem, which solution is not the objective of this work.

Finally, let us remark that our selection of the possible interpretations of noise is not exhaustive. One could consider, for instance, pathwise integration theories such as the one by Föllmer [34] or Rough Path Theory (with Itô enhanced Brownian motion in our case) [35]. Since these theories replicate Itô calculus, their use will presumably lead to the same result as the Russo-Vallois forward integral. Moreover, these theories are able to replicate neither Ayed-Kuo nor Hitsuda-Skorokhod calculus [35]. On the other hand, expressions such as (19) make appealing the use of a pathwise theory in the context of the present problem since, as we have discussed at the beginning of this section, the strategy
given by (20) maximizes the wealth of the insider not just in mean but almost surely. At this point, however, it is convenient to realize again that the problem under consideration is a simple model which permits a full comparison between the three anticipating integrals. In more complex problems, for instance with partial insider information, it seems to be too optimistic to hope for almost surely optimal strategies. Note that an akin situation arises in the case treated in the second paragraph of this section. In such general cases, in which some type of average or suitable stochastic ordering seems to be needed, it is perhaps too restrictive to ask for a purely analytical solution to the optimization problem.

7. Conclusions

In this work we considered a version of insider trading that allowed us to compare the optimal investment strategies provided by three different anticipating stochastic integrals: the Russo-Vallois forward, the Ayed-Kuo, and the Hitsuda-Skorokhod integrals.

Specifically, we considered the following formulation of insider trading for the bank account:

\[
dS_0 = \rho S_0 \, dt, \quad S_0(0) = M(1 - f(B(T))),
\]

and for the stock:

\[
dS_1 = \mu S_1 \, dt + \sigma S_1 \, dB(t), \quad S_1(0) = M f(B(T)),
\]

where the anticipating initial condition \( f \) is a function of \( B(T) \), such that \( f \in L^\infty(\mathbb{R}) \) and \( 0 \leq f \leq 1 \), and \( d \in \{d^-, d^+, \delta\} \) is a stochastic differential of one of the types under consideration. That is, we have only considered buy-and-hold strategies for which shorting is not allowed.

Our main task had been to establish the optimal investment strategy for each of the anticipating integrals. When the choice is the Russo-Vallois integral, the investment strategy that maximized the expected wealth was to invest the whole amount \( M \) in the asset whose actual value was larger at maturity time. Thus,

\[
f(B(T)) = \mathbb{1}_{\{B(T) > \frac{T}{\sqrt{2}} (\rho - \mu + \frac{\sigma^2}{2})\}}.
\]

For the Ayed-Kuo and the Hitsuda-Skorokhod integrals, the optimal investment strategy was the same as the one in the Itô case (that is, the uninformed case), which implied to invest the whole amount \( M \) in the stock. Hence,

\[
f(B(T)) = 1.
\]

These results suggest that the Russo-Vallois integral worked as one would expect from a financial perspective, while the Ayed-Kuo and Hitsuda-Skorokhod integrals provided a solution that seemed to be counterintuitive in the financial sense. Indeed, from our present results along with those in [12] it follows that:

\[
E[S_0(T)] = E[M^{(AK)}(T)] = E[M^{(HS)}(T)] < E[M^{(RV)}(T)],
\]

where we have chosen the optimal investment allocation in each case. If we selected the optimal Russo-Vallois strategy for all the three anticipating cases, the situation becomes even worse, see [12]; and it could be even more critical if we allowed different strategies, see [11]. All in all, our results suggest that while the Russo-Vallois forward integral allowed the insider to make full use of the privileged information, both the Ayed-Kuo and Hitsuda-Skorokhod integrals effectively transformed the insider into an uninformed trader.
Let us finish by mentioning that it is also notorious that the Ayed-Kuo and Hitsuda-Skorokhod integrals give simpler mathematical results. This is an indication, at least to us, of their potential use in different applications, be them financial or other. As the more classical versions of the interpretation of noise problem show, it is not easy to anticipate what they could be, since the right interpretation should in general be chosen on a problem-by-problem basis [8].
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