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Abstract

ROUGE is a standard automatic evaluation metric based on N-gram for sequence-to-sequence tasks like abstractive summarization. In this paper we present differentiable N-gram objectives, attempting to alleviate the discrepancy between training and evaluating criteria. The novelty of our work is the objective does not ceil the number of matched sub-sequences by the ground truth count of \( N \)-gram in reference sequence and weights the matched sub-sequences equally. Therefore, our proposed objective can maximize the probabilistic weight of matched sub-sequences. We jointly optimize cross-entropy loss and the objective, providing decent evaluation scores enhancement including ROUGE over abstractive summarization datasets CNN/DM and XSum, outperforming competitive N-gram objectives.
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1. Introduction

Automatic text summarization has attracted much attention in recent years. Text summarization can be classified into extractive or abstractive summarization. The goal of extractive summarization is identifying and extracting a few important and comprehensive sentences from the source documents (Zhou et al., 2018; Nallapati et al., 2017). Abstractive summarization compresses the context of source material and rewrites the text into shorter version while retaining the meanings (El-Kassas et al., 2021). Abstractive summarization is commonly viewed as a sequence-to-sequence (seq2seq) learning process (Sutskever et al., 2014). We concentrate on abstractive approaches in this paper. Seq2seq language models (Bahdanau et al., 2015) with attention mechanism have dominated various natural language processing (NLP) downstream tasks (Rush et al., 2015; Chopra et al., 2016; Vaswani et al., 2017; Radford et al., 2018; Devlin et al., 2019; Raffel et al., 2019; Lewis et al., 2020; Qi et al., 2020). In recent years, large pre-trained language models with self-supervised autoencoder and autoregressive generation have greatly improved the semantic quality of summarization. It is also worth noticing that language model with representation learning methods (e.g., bottom-up (Gehrmann et al., 2018), contrastive learning (Xu et al., 2022) and external faithful signals (Dou et al., 2021)) can effectively improve the quality of machine generated summaries. Recent works investigated external commonsense enhanced representation (Yang et al., 2021) and topic-oriented semantic representation (Nguyen et al., 2021) for abstractive summarization. To efficiently evaluate the consistency, conciseness and faithfulness of machine generated summaries, deep neural network based evaluation is receiving increasing attention (Kryscinski et al., 2020; Laban et al., 2022; Liu et al., 2022; Ladhak et al., 2022).

Most of the language models use cross-entropy loss as the learning objective, which is simple and standard for seq2seq model. Automatic evaluation methods based on N-gram, e.g., recall-oriented understudy for gist evaluation (ROUGE) metric (Lin, 2004) and bilingual evaluation understudy (BLEU) metric (Papineni et al., 2002), are widely-used for generation tasks such as text summarization (Bhardwaj et al., 2020) and machine translation. Meanwhile the widely used cross-entropy objective merely considers exact token matching from the reference text by rewarding the probability of ground truth token and diminishing the others. The discrepancy between the learning objective and the evaluation objective (usually referred as exposure bias (Ranzato et al., 2016)) may make the language model miss some reliable alternative sub-sequences, while humanly text summarization tends be tolerant of alternative language expressions or shifted sub-sequences. (Yang et al., 2018) and (Li & Piccardi, 2021) used generative adversarial neural network to optimize BLEU metric on machine translation. (Ranzato et al., 2016) and (Wu et al., 2016) tried bridging the discrepancy by rewarding BLEU and grammaticality evaluation utility (GLEU) metrics for text generation with reinforcement learning (Williams & Zipser, 1989). (Paulus et al., 2018) applied reinforcement learning approach on text summarization. However, high variance of sampling can make the process of reinforcement learning unstable and less reproducible. (Ma et al., 2018) and (Shao et al., 2019).
proposed bag-of-words (Joachims, 1998) and bag-of-grams (BoN) as sequence-level training target respectively. They intended to minimize the gap between the probability distribution of every token in the output sequence and a set of tokens or N-gram from reference sequence. (Zhukov & Kretov, 2017) introduced a lower bound approximation of expected BLEU score for sequence generation. (Casas et al., 2018) proposed a differentiable BLEU objective with approximation of N-gram matches using Gumbel-softmax (Jang et al., 2017). (Yavuz et al., 2018) attempted to develop approximation objective for the longest common sub-sequence. (Shao et al., 2018) proposed a differentiable probabilistic N-gram count objective by maximizing the probabilistic count of matched N-gram. N-gram matching is verified with the argmax result of the final output of the language model. However their objective will stop rewarding the probabilistic count of an N-gram if its expectation reaches the corresponding count in reference sequence. Although cross-entropy is the most contributing learning objective, probabilistic N-gram objectives can serve for representation learning to shape the probabilistic distribution of the hidden state output of a language model. Since the probabilistic N-gram is independently recognized from the final hidden state, removing the N-gram count ceiling could enable the language model to reward complete N-gram matches in the training stage. This is particularly important to achieve satisfying weighted linear combination for N-gram matches when weight vectors of the probabilistic N-gram count cannot define the simplex (i.e., sum of the weight vectors exceed 1).

Inspired by probabilistic N-gram count objective (Shao et al., 2018) and BoN objective (Shao et al., 2020), we want the learning objective to be flexible for N-gram matching which is not limited by the reference N-gram count ceiling, and expect the co-occurrences of N-gram have equal weights in the objective, yet retaining the capability of alleviating the exposure bias. In this paper, we propose two differentiable N-gram objectives: 1) differentiable N-gram rewards: a position-related N-gram matches objective that maximizes the probabilistic of matched N-gram between the output sequence and reference sequence. The matched sub-sequence is counted only if it shares the uniform position in candidate text and reference text; 2) differentiable N-gram matches: a position-unrelated N-gram matches objective that maximizes the probabilistic of matched N-gram between the output sequence and reference sequence. The matched sub-sequence is not constrained by positions. Unlike (Shao et al., 2018, 2020), our N-gram rewards objective and N-gram matches objective value the matched N-gram equally, and continue optimizing a matched N-gram even if it exceeds the count of this N-gram in reference text. We fine-tune the pre-trained model BART-base on abstractive summarization task, jointly optimizing the proposed objective and cross-entropy loss. Finally, experiment results show that our algorithm outperforms the probabilistic N-gram count objective and BoN objective with cross-entropy loss on text summarization.

Our contributions are listed as follows.

• Our proposal, jointly optimizing cross-entropy loss and N-gram objective that equally weights N-gram matches and does not have a ceiling for N-gram matches, can deliver decent evaluation scores improvement on text summarization and surpass alternative N-gram objectives.
• We conduct extensive experimental evaluation on the CNN/DailyMail dataset and the XSum dataset using ROUGE scores, BERTscore, Word Mover’s Distance, FactCCX and SummaCCONV as summarization metrics, confirming the improvement made by our proposed objectives.

2. Background and Related Work

ROUGE-N Metric. ROUGE-N is a widely used metric that measures the co-occurrence of N-gram between the reference sequence and candidate sequence. Usually the F1 score of ROUGE-1, ROUGE-1 and ROUGE-L will be reported (abbreviated as R-1, R-2, R-L respectively). R-1 and R-2 measures overlap of unigram and bigram respectively, while R-L evaluates the longest common sub-sequence. ROUGE-N is calculated as follows:

\[
\text{ROUGE-N} = \frac{\sum_{S \in \{\text{Ref}\}} \sum_{\text{gram}_n \in S} \text{Count}_{\text{match}}(\text{gram}_n)}{\sum_{S \in \{\text{Ref}\}} \sum_{\text{gram}_n \in S} \text{Count}(\text{gram}_n)}
\] (1)

Cross-Entropy Loss. Optimizing cross-entropy (CE) loss is a fundamental approach to minimize the negative log-likelihood of probability distribution over the one-hot representation of reference text. Denote \(x\) as an input text with sequence length \(T\), and \(y\) as the softmax output of final hidden state \(\{H_i\}_{i=1}^{T}\) with vocabulary size \(D\) of a language model. We typically feed the matrix into log computation. For a reference sequence \(\hat{y} = (\hat{y}_1, \ldots, \hat{y}_T)\), CE loss is computed as follows:

\[
\mathcal{L}_{\text{CE}}(y, \hat{y}) = -\sum_{t=1}^{T} \log \frac{p(\hat{y}_t|y_t, x)}{\sum_{d=1}^{D} p(d|y_t, x)}
\] (2)

CE loss excepts machine generated sequence to match every token at every position over reference sequence, which maximizes the probability of matching tokens while minimizes the probability of the others. This can lead to a discrepancy between the learning process and the evaluation metric, and may limit the expressiveness of language model. Since evaluating sequence generation task with N-gram is a standard and feasible automatic approach, the nature of CE loss may drop practical variances during the training. In specific, CE loss may penalize N-gram sub-sequence that does not occur in the precise position, which reduces possible alternatives such as synonymic sentences, sub-sequence reordering, practical sub-sequence shifting, active and passive voices, and token-level synonyms.

Probabilistic N-gram Count Objective. (Shao et al., 2018) proposed a sequence-level N-gram matching objective. During training, they used the argmax result of the final output of seq2seq model, to accumulate the probabilistic count of the position-unrelated matches of N-gram, providing significant improvement on machine translation datasets. They examined probabilistic objectives of N-gram, BLEU and GLUE. The result of probabilistic 2-gram count precision (P-P2) surpassed the others.
Maximizing the product of probabilistic unit of an N-gram is the optimization target. Given source input sequence $x$, model parameters $\theta$, output sequence $y$, reference sequence $\hat{y}$ and $N$-grams $g = (g_1...g_n)$, and use tilde to denote probabilistic variables, then the probabilistic count of $g$ is computed as:

$$
\tilde{C}_y(g) = \prod_{t=0}^{T-n} \mathbb{1}\{g_i = y_{t+i} \} \cdot p(y_{t+i} | y_{<t+i}, x, \theta)
$$

where $\mathbb{1}\{\cdot\}$ is an indicator function, return 1 if the condition is satisfied otherwise return 0. Then, compute matching count of N-gram:

$$
\hat{C}_y(g) = \min(\tilde{C}_y(g), C_{\hat{y}}(g))
$$

and probabilistic precision of N-gram:

$$
\hat{p}_n = \frac{\sum_{g \in G} \hat{C}_y(g)}{\sum_{g \in G} C_{\hat{y}}(g)}
$$

Finally, the objective of probabilistic N-gram count is:

$$
L_{n-gram}(\theta) = -\hat{p}_n
$$

BoN Objective. Shao et al. (2020) considered BoN objective to minimize the difference between the probability distribution of each generated tokens and the probability distribution of N-gram of reference sequence during training. BoN objective can be jointly optimized with CE loss. For reference text $y$ with sequence length $T$ and token $t$, an N-gram $g = (g_1...g_n)$ of the reference text is defined as follows,

$$
BoN_y(g) = \sum_{t=0}^{T-n} \mathbb{1}\{y_{t+1:t+n} = g\}
$$

Given a source sequence $x$, for seq2seq model with parameter $\theta$, the probability distribution of generated sequence $BoN_\theta$ is defined as:

$$
BoN_\theta(g) = \sum_{t=0}^{T-n} \prod_{i=1}^{n} p(y_{t+i} = g_i | x, \theta)
$$

To minimize the difference between $BoN_\theta$ and $BoN_y$, BoN objective is:

$$
L_{BoN}(\theta) = 2(T-n+1) - \sum_{g} \min(BoN_\theta(g), BoN_y(g))
$$

3. Method

In this section, we will detail two differentiable N-gram objectives: differentiable N-gram rewards is a probabilistic position-related N-gram matching objective; differentiable N-gram matches is a probabilistic position-unrelated N-gram matching objective. Finally we detail pre-trained language model BART-base implementation with proposed N-gram objectives.

3.1. Differentiable N-gram rewards

Inspired by probabilistic N-gram matching count (Shao et al., 2018) and BoN (Shao et al., 2020), the objective of differentiable N-gram rewards ($N \geq 2$) is maximizing the position-related matched N-gram between the reference summary and the candidate summary, where matched token is observed by checking maximum probabilities over the vocabulary through $\text{argmax}$. Note that N-gram rewards objective does not seek to optimize the N-gram count difference, hence can also be jointly optimized with cross-entropy loss.

Unigram is excluded because the objective encourages probabilities of the token only when it is matched with the reference token. As unigram rewards can be considered as a limited case of cross-entropy loss, repeatedly and limitedly maximizing the probabilities with a different measure of objective could be redundant and is out of our consideration.

The N-gram rewards objective is computed as follows:

$$
L_{n-gram \text{ rewards}}(\theta) = 1 - \frac{\sum_{t=0}^{T-n} \text{Reward}(\cdot)}{T-n+1}
$$

$$
\text{Reward}(\cdot) = \begin{cases}
\prod_{i=1}^{n} p(y_{t+i} = g_i | X), & g_i \in \text{\{cond\}}, \ g_i \notin \text{\{ref\}} \\
0, & g_i \in \text{\{cond\}}, \ g_i \notin \text{\{ref\}}
\end{cases}
$$

If N-gram $g_t \in \text{\{cond\}}$ is equivalent to $g_t \in \text{\{ref\}}$ (subscript $t$ represents they share the same index in the sequence), $\text{Reward}(\cdot)$ will return the product of probabilities for unigrams under $y$ over the count of this matched N-gram in the sequence, otherwise return 0. The cumulative product represents the similarity between the matched N-gram and the ground truth N-gram. The denominator in $\text{Reward}(\cdot)$ indicates that every matched N-gram weights equally. Furthermore, the objective offers possibility of exceeded matches of N-gram. It should be remarked that P-P2 (Shao et al., 2018), BoN (Shao et al., 2020) and our method all contain non-differentiable operation in building the dictionary of N-grams from reference sequence.

Algorithm [1] shows the PyTorch implementation of 2-gram rewards objective. Let $x_i$ denote an input text. Given a mini-batch input $B$ of size $b$, $B = \{x_1...x_b\}$, we denote the final hidden state output of the language model for the batch as $\text{lm_logits} = \{y_1...y_b\}$, $y_i \in \mathbb{R}^{T \times D}$. We map $\text{lm_logits}$ with softmax function and slice $y_i$ with the actual text length of the corresponding input text (by removing $[\text{PAD}]$ tokens), followed by the calculation of our proposed N-gram objective.

3.2. Differentiable N-gram matches

Differentiable N-gram matches objective ($N \geq 2$) is a probabilistic position-unrelated N-gram matching objective, and the main difference from Section 3.1 appears in Equation [11] by changing $\text{Reward}(\cdot)$ to $\text{Match}(\cdot)$. That is, $\text{Match}(\cdot)$ function remains same outputs as $\text{Reward}(\cdot)$, but the condition is updated:

$$
L_{n-gram \text{ matches}}(\theta) = 1 - \frac{\sum_{t=0}^{T-n} \text{Match}(\cdot)}{T-n+1}
$$
Algorithm 1 2-gram rewards in PyTorch-like style

```python
// b_i: index of the batch
// refsum_i: b_i-th reference summary of this batch
// vocab: vocabulary size
// seq_len: sequence length of reference summary
// lm_logits: final output of the language model
softmax_prob = softmax(lm_logits, dims=1)
summary_prob = softmax_prob[b_i]
prob_values, cand_indices = max(summary_prob, dim=-1)
twoGram_loss_i = dict()
for k in range(seq_len - 1):
    k = [str(i) for i in refsum_i[s+2]: tolisit]
    k = '_'.join(k)
    v = twoGrams.get(k)
    if v is None:
        v = [1]
    if all(cand_indices[s+2] == refsum_i[s+2]):
        v.append(prob_values[s+2])
twoGrams[k] = v
for each_gram in range(1, seq_len - 1):
    // calculation of Equations (10) and (11)
    for k in range(seq_len - 1):
        k = [str(i) for i in refsum_i[s+2]: tolisit]
        k = '_'.join(k)
        v = twoGrams.get(k)
        if v is None:
            v = [1]
        if all(cand_indices[s+2] == refsum_i[s+2]):
            v.append(prob_values[s+2])
twoGrams[k] = v
// seq_len: sequence length of reference summary
// vocab: vocabulary size
// b_i: index of the batch
// twoGrams = dict()
max: torch.max(), return maximum values of the elements and their indices.
prod: torch.prod(), return the product of all the elements in the vector.
```

Algorithm 2 2-gram matches in PyTorch-like style

```python
// b_i: index of the batch
// refsum_i: b_i-th reference summary of this batch
// vocab: vocabulary size
// seq_len: sequence length of reference summary
// lm_logits: final output of the language model
softmax_prob = softmax(lm_logits, dims=1)
summary_prob = softmax_prob[b_i]
prob_values, cand_indices = max(summary_prob, dim=-1)
twoGram_loss_i = dict()
for s in range(seq_len - 1):
    k = [str(i) for i in refsum_i[s+2]: tolisit]
    k = '_'.join(k)
    v = twoGrams.get(k)
    if v is None:
        v = [1]
    if all(cand_indices[s+2] == refsum_i[s+2]):
        v.append(prob_values[s+2])
twoGrams[k] = v
for each_gram in range(1, seq_len - 1):
    // calculation of Equations (12) and (13)
    for s in range(seq_len - 1):
        k = [str(i) for i in cand_indices[s+2]: tolisit]
        k = '_'.join(k)
        v = twoGrams.get(k)
        if v is None:
            v = [1]
        if all(cand_indices[s+2] == refsum_i[s+2]):
            v.append(prob_values[s+2])
twoGrams[k] = v
// seq_len: sequence length of reference summary
// vocab: vocabulary size
// b_i: index of the batch
// twoGrams = dict()
```

A unified target of $N$-gram rewards is:

$$L = L_{CE} + \sum_{N=2}^{N_{max}} L_{N-gram rewards}(	heta)$$

Accordingly, the final target of $N$-gram matches can be computed as follows:

$$L = L_{CE} + \sum_{N=1}^{N_{max}} L_{N-gram matches}(	heta)$$

4. Experiments

In this section, we first introduce CNN/DailyMail dataset and XSum dataset. Second, we detail the training settings and inference settings of the language model. Next, we describe the evaluation metrics as well as compared methods. Furthermore, we present experimental results with analysis and ablation study. Finally, we show a few generated examples from the language model.

4.1. Datasets

We test the proposed algorithm by fine-tuning BART-base model on CNN/DailyMail dataset and XSUM dataset, which are both commonly used news datasets for automatic abstractive summarization. CNN/DailyMail contains news articles and the corresponding highlights from CNN and DailyMail, while XSUM contains news articles from BBC with one-sentence summaries.
and has higher level of text compression. Statistics of the datasets are shown in Table 1.

| Dataset | Train/Valid/Test | Avg. Source Words | Sents | Avg. Summary Words | Sents | % novel bi-gram |
|---------|-----------------|-------------------|-------|-------------------|-------|----------------|
| CNN/DM  | 287K/11K/1K     | 690.90            | 42.38 | 49.08             | 3.81  | 62.22          |
| XSum    | 204K/11K/1K     | 431.07            | 19.77 | 23.26             | 1.00  | 88.13          |

Table 1: Statistics of the summarization datasets. The average number of words and sentences for source and summary are counted before tokenization. % novel bi-gram represents the average proportion of new bi-grams that a reference summary contains but the corresponding source document does not.

4.2. Experiment settings

We implement the experiments on pre-trained BART-base model in PyTorch framework. We add [SEP] token at the beginning of every sentence in the source documents during the preprocessing. Following the default hyperparameter settings from BART [Lewis et al., 2020], we apply 1024 as maximum source length and 128 as maximum target length for BART-base model. The model consists of 6 layers of encoder blocks, 6 layers of decoder blocks and 768 hidden states. We set batch-size of 16 and gradient accumulation steps as 2, therefore total training batch size is 32. We optimize the model with Adam optimizer ($\beta_1 = 0.9$, $\beta_2 = 0.999$, $\epsilon = 10^{-8}$), and set weight decay as 0.01. We fine-tune the pre-trained model for 10 epochs and warm up the learning rate with 1000 steps from 0 to $3 \times 10^{-5}$, and the learning rate linearly declines afterwards. We evaluate the model on validation dataset every 1000 training steps, eventually load and report the test result of model checkpoint with lowest evaluation loss on validation dataset. We conduct the experiment on 2 RTX 3090 with mixed precision, which takes approximately 40 hours for training. For CNN/DM dataset, we set length penalty of 2, beam width of 4, maximum and minimum generation lengths of 142 and 56 respectively. For XSum dataset, we set length penalty of 1, beam width of 6, maximum and minimum generation lengths of 62 and 11 respectively.

4.3. Evaluation Metrics

We evaluate the summarization quality with the following metrics:

1) **ROUGE** measures overlapping units between target summary and machine generated summary. We report F1-scores of ROUGE-1, ROUGE-2 and ROUGE-L of the experiment results. The ROUGE scores are computed using rouge-score package.

2) **Word Mover’s Distance (WMD)** [Kusner et al., 2015] quantizes the dissimilarity between two documents as the minimum cumulative distance that all tokens in a document move to another document’s tokens in word2vec embedded space [Mikolov et al., 2013]. WMD is computed with wmd package.

3) **BERTScore** [Zhang et al., 2020] computes the similarity between a candidate text’s contextualized embeddings and a reference text’s contextualized embeddings. The embeddings are extracted from the pre-trained BERT model. BERTScore is computed with bert-score package.

4) **FactCCX** [Kryscinski et al., 2020] is a factual consistency check model with pre-trained BERT and can examine the sentence-level correlation between source document and claim document (i.e., candidate text). The model is fine-tuned on artificially augmented inconsistent samples.

5) **SummaConv** [Laban et al., 2022] is a natural language inference (NLI) model (pre-trained BERT) for inconsistency detection. The model computes the probabilities of every sentence over three properties (entailment, contradiction and neutral), bringing an NLI pair matrix across source document and generated summary. The model passes the NLI pair matrix to a convolutional layer and computes the mean consistency scores of candidate documents.

4.4. Compared Methods and Parameters

We take BART-base as our seq2seq baseline and collectively train the model with CE loss and N-gram rewards objective or N-gram matches objective. We compare the proposed algorithm with the following summarization approaches:

1) **Lead-3** [See et al., 2017]: an extractive summarization baseline that takes the leading three sentences as the summarization.

2) **Pointer-generator + coverage** [See et al., 2017]: a standard seq2seq attentional model for abstractive summarization, improved with coverage mechanism that avoids token repetition.

3) **BertSumExtAbs** [Liu & Lapata, 2019]: a two-stage fine-tuned summarization model based on BERT [Devlin et al., 2019], which is fine-tuned the encoder with extractive summarization dataset then fine-tuned the encoder-decoder model with abstractive summarization dataset.

4) **T5** [Raffel et al., 2019]: a self-supervised encoder-decoder model trained on large clean corpus, which views and converts all NLP tasks as seq2seq task.

5) **BART** [Lewis et al., 2020]: one of the best transformer-based self-supervised masked autoencoding model for seq2seq tasks. BART-large model has 12 layers of encoder, 12 layers of decoder, 1024 of hidden states, 50K corpus size and 406M of model parameters, while BART-base model has 6, 6, 768, 140M for encoder layers, decoder layers, hidden states and model parameters respectively.

6) **ProphetNet** [Qi et al., 2020]: a self-supervised pre-trained model that optimizes n-step ahead token prediction. It is also a transformer-based language model, containing 12 layers of encoder, 12 layers of decoder, 1024
of hidden states, 30K corpus size and 380M of model parameters.

7) **GSum** (Dou et al., 2021): a transformer-based encoder-decoder summarization framework. Initializing the model weights with BART, the encoder was jointly trained with both the source document and external guidance signal, meanwhile an additional cross-attention block was introduced for the guidance signal. The guidance signal can be the abstractive or extractive summary generated by another fine-tuned summarization model.

8) **SimCLS** (Liu & Liu, 2021): a two-stage abstractive summarization framework firstly requires a fine-tuned BART to generate multiple candidate summaries, and then trains a scoring model (RoBERTa) (Liu et al., 2019) to rank the candidates through the reference summaries. Whilst the inference stage need both the candidates generation and candidates scoring.

9) **FES** (Xiuying et al., 2022): a faithfulness-enhanced summarization model with encoder-decoder architecture that integrates both the summarization and question-answering (QA) tasks. The encoder is optimized for the sequence representation of source document as well as answering faithfulness-related questions over the source document during the training process, while the decoder is for the summary generation. Importantly, The QA pairs were generated from a fine-tuned conditional QA generation model (Scialom et al., 2021).

### 4.5 Results

In Table 2, we report the evaluation results of our proposed method and compared methods whenever the fine-tuned checkpoints are available. As shown in Table 2a, we present the result of adding N-gram rewards objective on the BART-base model and fine-tuning it on the CNN/DailyMail dataset. Increase of 0.39/0.32/0.48 in ROUGE scores at R-1/R-2/R-L is achieved by (2,3,4)-gram rewards, respectively; increase of 0.39/0.32/0.50 at R-1/R-2/R-L is respectively achieved by (2,3,4)-gram matches, where the R-L score even reaches BART-large’s level: 40.90. It can be found that BoN brings about a subtle improvement on R-2: +0.11, while the overall ROUGE scores are dropped with P-P2. Also, we can find that improvements of 0.20/0.14/0.22 at R-1/R-2/R-L are achieved with 2-gram rewards objective, while 2-gram matches objective just marginally impact the ROUGE scores.

Table 2b provides the results on XSum. Since XSum dataset has higher requirement on abstractive capabilities of a language model, the overall evaluation scores are lower than CNNDM’s. In this setting, simply optimizing 2-gram works the best (increase of 0.30/0.25/0.45 at R-1/R-2/R-L is achieved respectively), whilst longer sub-sequence optimization may start overfitting training examples. Accumulating other N-gram objectives achieve limited improvement, this could be because XSum examples have shorter word length and more novel bi-grams. For XSum, rewarding too many probabilistic N-grams may rather harshly shape the probability distribution of the language model, therefore decreasing the performance. Note that P-P2 is still declining the ROUGE scores.

---

**Table 2**: Results on CNN/DM and XSum. We evaluate the summarization outputs with ROUGE-1 (R-1), ROUGE-2 (R-2), ROUGE-L (R-L), BERTScore, Word Mover’s Distance (WMD), FactCCX, and SummaC. Throughput rates (Docs/s) during training are shown in the last column, and relative speed is shown inside the bracket with BART-base as the baseline. The best result is in bold face.

|                  | CNN/DailyMail | XSum       |
|------------------|---------------|------------|
|                  | R-1 (%)       | R-2 (%)    | R-L (%)    | BERTScore (%) | WMD (%)   | FactCCX (%) | SummaC (%)  | Docs/s (%) |
| **GSum**         | 40.34         | 36.57      | 87.08      | 4.5366       | 99.83     | 92.41       | -           | -          |
| **BertSumExtAbs**| 39.53         | 36.38      | 85.30      | 4.6565       | 5.60      | 26.47       | -           | -          |
| **TF**           | 43.52         | 40.69      | -          | -            | -         | -           | -           | -          |
| **ProphetNet**   | 44.20         | 41.30      | 85.98      | 4.3665       | 13.04     | 92.35       | -           | -          |
| **GSum**         | 45.95         | 42.48      | -          | -            | -         | -           | -           | -          |
| **SimCLS**       | 46.67         | 43.54      | 88.44      | 4.0585       | 68.11     | 89.17       | -           | -          |
| **FES**          | 46.91         | 42.84      | 43.17      | -            | -         | -           | -           | -          |
| **BART-large**   | 44.16         | 40.90      | 87.98      | 4.2653       | 80.83     | 87.44       | -           | -          |

---

|                  | CNN/DailyMail | XSum       |
|------------------|---------------|------------|
|                  | R-1 (%)       | R-2 (%)    | R-L (%)    | BERTScore (%) | WMD (%)   | FactCCX (%) | SummaC (%)  | Docs/s (%) |
| **BART-base**    | 43.27         | 40.40      | 88.23      | 4.3255       | 78.19     | 77.33       | 23.48 x (1.00) | -          |
| + BoN            | 43.27         | 40.40      | 88.23      | 4.3255       | 78.19     | 77.33       | 23.48 x (1.00) | -          |
| + P-P2           | 42.63 (-0.63) | 40.40      | 88.23      | 4.3255       | 78.19     | 77.33       | 23.48 x (1.00) | -          |
| + 2-gram rewards | 43.46 (-0.20) | 40.62 (+0.22) | 88.23 | 4.3255 | 78.19 | 77.33 | 23.48 x (1.00) | -          |
| + 2-gram matches | 43.33 (+0.07) | 40.56 (+0.16) | 88.23 | 4.3255 | 78.19 | 77.33 | 23.48 x (1.00) | -          |
| + (2,3,4)-gram rewards | 43.65 (+0.39) | 40.88 (+0.48) | 88.23 | 4.3255 | 78.19 | 77.33 | 23.48 x (1.00) | -          |
| + (2,3,4)-gram matches | 43.65 (+0.39) | 40.88 (+0.48) | 88.23 | 4.3255 | 78.19 | 77.33 | 23.48 x (1.00) | -          |
and BoN provides the second best improvement on R-1/R-2/R-L: 0.27/0.25/0.39, indicating that highly abstractive summaries with fewer target tokens (i.e., short summary length) can be preferable for BoN matching.

The evaluation of BERTScore between the reference summary and generated summary shows that our proposed method is slightly better than the competitors on CNN/DM and XSum. Moreover, the result of ROUGE scores and BERTScore are generally positively correlated. BERTScore represents the cosine similarity between two document’s high-dimensional embeddings from pre-trained BERT, hence it can be debatable that at what BERTScore level does a summary reach the human-level criterion for text summarization is not intuitive. Our proposed method achieves the best BERTScore, which may be closer to human-level criteria.

The evaluation results of WMD metric indicate that our proposed objectives achieve a lower dissimilarity level than the competing objective on CNN/DM. However, the evaluation on XSUM offers opposite evidences that there is no significant similarity difference between the original BART-base and the BART-base with our objectives. This could be because WMD metric may be less tolerant to alternative sub-sequence or sentence rephrasing. Additionally, word embeddings that WMD metric applied might be less effective than BERTScore, which is self-supervised pre-trained on large corpora.

In terms of factual consistency evaluation, the FactCCX model may perceive marginal contextual consistency differences among the methods on the XSUM dataset, i.e. BoN objective holds a subtle advantage, while P-P2 hold a relative low score. Nevertheless, on the CNN/DM dataset, the rankings of P-P2 and BoN are upside down, which is contradictory to the evaluation of ROUGE scores and BERTScore. This might be due to FactCCX model is fine-tuned with artificially augmented inconsistent statement, thus the model may recall some false negative sub-sequences in the generated summaries and fail to technically indicate the statement consistency.

Next, the result of SummaCONV shows that our proposed objectives achieve greater factual consistency than the competitors. For the CNN/DM dataset, a positive correlation between the SummaCONV score, ROUGE score and BERTScore can be observed. All of our proposed objectives gain less inconsistency than the competing methods. Generally, the consistency scores on CNN/DM are significantly higher than those on XSum. The XSum dataset has only one sentence for each summary, therefore the factual consistency detection model could recall many false negatives of sub-sequences from the source document and hardly be effective for evaluating extremely abstractive summary.

Lead-3 reaches the highest factual consistency scores because it simply copies the first three sentences from the source document as the summary, which is unlikely against the claims in the source document. Further, with deeper network layers and larger embedding spaces, BART-large achieves overall better scores than BART-base. Moreover, SimCLS accomplishes top-tier contextual similarities over models that have fewer supervised training stages such as BART and ProphetNet. However, SimCLS generates candidates through fine-tuned BART-large and then selects the best summary with a trained scoring model, yet the system does not promisingly win over BART-large on factual consistency metrics, which reveals there might be a trade-off between factual consistency metrics and other metrics.
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Table 4 shows that our proposed objectives (except 2-gram matches objective) successfully recognize the salient sub-

sequence: "tipped to replace Steve McClaren for subject "Scan Dyche". As all of the objectives fail to highlight "Dyche ... cannot comprehend", it indicates that recognition and compression of high-level context may be still dependent on the capability of a language model. Table 5 shows that our objectives of 2-gra

as precise as the others. Table 6 presents a challenging case that the model badly compresses and rephrases the context, only the (2,3,4)-gram matches objective catches one keyword "mental health". 

Overall, the above examples demonstrate that more sub-

sequence matches could be achieved with the proposed method. In fact, our N-gram objectives aim to improve the probabilistic distribution of sequence generation at sub-

level, hence the current objectives cannot correctly preceive factual context like "special discussion" and "parallel talks" in Table 5. A comprehensive fact-aware summarization model with N-gram objectives is worthy of further in-depth study. 

4.7. Case study

In this section, we present some generated examples from CNN/DM (Table 4) and XSum (Table 5) and Table 6.

Table 4 shows that our proposed objectives (except 2-gram matches objective) successfully recognize the salient sub-

sequence: "tipped to replace Steve McClaren for subject "Scan Dyche". As all of the objectives fail to highlight "Dyche ...

Table: Ablation of N-gram rewards objective and N-gram matches objective on CNN/DM. The experiments are implemented on BART-base model, we jointly optimize the objective with cross-entropy loss. The best result is in bold face.

N-gram matches. When only one N-gram matches objective is jointly optimized with CE loss, ROUGE scores can be enhanced with the objectives, but not as much as N-gram rewards. Besides, 5-gram matches provide moderate improve-

ment, whereas 5-gram rewards bring unnoticeable changes. Since unigram matches objective produces subtle differences, we further investigate the performance of (2, ..., N)-gram matches.

Stacks of N-gram matches objectives can offer improve-

ment until 5-gram matches objective is involved. The phenom-

enon is consistent with the experiment results of N-gram rewards. Although the involvement of 5-gram objective con-

inue suppressing the overall performance, the objectives of (1,2,3,4,5)-gram matches and (2,3,4,5)-gram matches outper-

form the objective of (2,3,4,5)-gram rewards. Furthermore, (2,3,4)-gram matches objective offers almost the same en-

hancement with (2,3,4)-gram rewards. This could be because N-gram matches objectives can have less repeated optimization on compounded sub-sequences, whereas accumulating N-gram rewards objectives cannot avoid over-rewarding sub-

sequences.

**Document:** [...] Burnley manager Sean Dyche, aka The Ginger Mourinho, insists he is enjoying life at Turf Moor. [...] Dyche has been tipped to replace former England manager Steve McClaren (right) at Derby. [...] Some Arsenal fans called for Arsene Wenger's head following a difficult start to the season. Dyche remains a big fan of the Gunners boss and cannot comprehend why there were calls for the three-time Premier League winner to be sacked. [...] 

**Reference:** Sean Dyche has been tipped to replace Steve McClaren at Derby. Burnley boss insists he is enjoying the 'challenge' at Turf Moor. Dyche can't understand why Arsene Wenger gets stick from Arsenal fans. 

**BART-base:** Sean Dyche has been linked with a move to Derby County. The Clarets boss insists he is enjoying life at Turf Moor. Dyche has retained the support of the Burnley fans throughout the season. 

**BART-base + BoN:** Sean Dyche has been linked with a move to Derby County. The Clarets boss insists he is enjoying life at Turf Moor. Dyche has retained the support of the Burnley fans throughout the season.

**BART-base + PP2:** Sean Dyche insists he is enjoying life at Turf Moor. The Burnley boss has been tipped to replace Steve McClaren at Derby. Dyche says he is not looking further afield at the Clarets. 

**BART-base + 2-gram rewards:** Sean Dyche has been tipped to replace Steve McClaren at Derby. The Clarets are currently second from bottom in this Premier League. Dyche insists he is enjoying life at Turf Moor. 

**BART-base + 2-gram matches:** Sean Dyche has been linked with a move to Derby County. The Clarets boss insists he is enjoying life at Turf Moor. Dyche is also keen on replacing Steve McClaren at Newcastle.

**BART-base + (2,3,4)-gram rewards:** Sean Dyche has been tipped to replace Steve McClaren at Derby. The Burnley boss insists he is enjoying life at Turf Moor. Dyche has retained the support of the Burnley fans throughout the season. Some Arsenal fans called for Arsene Wenger to be sacked. 

**BART-base + (2,3,4)-gram matches:** Sean Dyche has been tipped to replace Steve McClaren at Derby. The Clarets boss insists he is enjoying life at Turf Moor. 

**Table 6:** generated example on XSum #630.
5. Limitation and Conclusion

The main limitation of our proposed method is that the number of $N$-gram objectives shall be involved can be a hyperparameter for different datasets. Additionally, BART was pre-trained on Wikipedia and books corpus, and we only investigate our method on news summarization datasets which have moderate text length. Applying the objectives on different pre-trained language models and conducting test on different categories of summarization datasets need further study.

In this paper, we propose two differentiable $N$-gram objectives based on probabilistic sub-sequence matching that no longer ceil the matched number of sub-sequences and can value the matched probabilistic sub-sequences equally and produce fairly significant improvement on abstractive summarization. The proposed objectives outperform P-P2 objective and BoN objective. Meanwhile, applying our proposed algorithm on other seq2seq tasks is feasible.
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