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We study purity decay – a measure of bipartite entanglement – in a chain of $n$ qubits under the action of various geometries of nearest-neighbor random two-site unitary gates. We use a Markov chain description of average purity evolution, using further reduction to obtain a transfer matrix of only polynomial dimension in $n$. In most circuits, an exception being the brick-wall configuration, purity decays to its asymptotic value in two stages: the initial thermodynamically relevant decay persisting up to extensive times is $\sim \lambda_{\text{eff}}$, with $\lambda_{\text{eff}}$ not necessarily being in the spectrum of the transfer matrix, while the ultimate asymptotic decay is given by the second largest eigenvalue $\lambda_2$ of the transfer matrix. The effective rate $\lambda_{\text{eff}}$ depends on the location of bipartition boundaries as well as on the geometry of applied gates.

I. INTRODUCTION

Entanglement [1] is considered one of the characteristic traits of quantum mechanics [2], and is responsible for some seemingly counterintuitive predictions [3]. As years passed, entanglement went from being a subject of philosophical debates to a quantum resource [4–6]. Studies of entangled systems became a central aspect of research in quantum information. Understanding entanglement growth in chaotic many-body systems is important because complex systems may manifest new phenomena not present in simpler systems [7]. Moreover, chaotic systems may be used to generate entanglement quickly and robustly [8–10]. Unfortunately, analytical solutions of complex systems are usually impossible to obtain, so solvable toy-models are often utilized to reproduce certain properties of more complex many-body systems.

Random quantum circuits [11, 12] are a widely used toy-model used to describe certain properties of chaotic systems [13–19], or, ultimately, that of completely random unitaries as in $t$-designs [13–17]. Regarding entanglement, random quantum circuits allowed for many analytical results or simplifications [20–22]; some examples are Markov chain reductions [24, 25], statistical mechanical descriptions [18, 30–32] and solvable results in dual-unitary circuits [33–35]. In this article, we explore how average bipartite entanglement of a qubit chain evolves in different random quantum circuits composed of random two-site gates. Previous research mostly focused on the so called brickwall (BW) [18, 23–25, 26, 30–36], and more recently also staircase (S) [27, 28, 31] circuits (see Fig. 2 for illustration). For a single-cut bipartition and open boundary conditions it is known that in a brick-wall circuit composed of Haar random gates purity decays towards its asymptotic value as $\sim (4/5)^n$ [18, 23–25, 31–37], whereas it goes as $(2/3)^n$ for a staircase configuration of gates [27, 28]. We shall extend those results to more general circuit geometries and bipartitions, finding that the entanglement growth, i.e., purity decay, can be much richer and is essentially given by a product of the above two factors.

We work with the simplest entanglement quantifier, purity $I_A(t) = \text{tr} \rho_A^2(t)$. As the entanglement in the system grows in time, purity decays to its asymptotic value $I(\infty)$. Using purity instead of some other quantity simplifies analytical and numerical calculations. Namely, purity, averaged over all possible choices of the random gates in the quantum circuit, can be evolved using a Markov chain [24, 25, 36]. With the help of this Markov chain purity calculation reduces to an iteration of a transfer matrix on a vector. If we calculate the transfer matrix following the procedure from [25, 26], the dimension of the transfer matrix is $2^n \times 2^n$, where $n$ is the number of qubits, however, it was recently shown [28] that, for S circuits, the dimension can be reduced to $n \times n$, greatly simplifying analysis. We extend this reduction method to other circuit geometries.

Recently it was noted that purity dynamics under the action of random quantum circuits can exhibit counterintuitive features [27, 28]. Namely, up to times extensive in the number of qubits, $t \sim n$, the exponential purity decay to $I(\infty)$ is not always determined by the second largest eigenvalue $\lambda_2$ of the Markov chain transfer matrix (note that the largest eigenvalue is equal to 1) as one would expect. Purity instead can decay to $I(\infty)$ as

$$|I_A(t) - I(\infty)| \sim \lambda_{\text{eff}},$$

(1)

where the effective decay $\lambda_{\text{eff}}$ is not equal to $\lambda_2$. In fact, it can be either smaller or, surprisingly, greater than $\lambda_2$ – in such a case $\lambda_{\text{eff}}$ has been dubbed [27] a phantom “eigenvalue” because it is not in the spectrum of any finite transfer matrix (see Fig. 4 for an example). The peculiarity of this phenomenon lies in the fact that the behaviour determined by $\lambda_{\text{eff}}$ persists up to times $\sim n$, which makes $\lambda_{\text{eff}}$ the correct and relevant decay in the thermodynamic limit (TDL) $n \to \infty$. For S circuits with Haar random gates such phantom decay has been numerically observed in Ref. [27] and analytically explained in Ref. [28]. The discrepancy between $\lambda_{\text{eff}}$ and $\lambda_2$ was also observed in out-of-time-order correlators (OTOC) [38], which are more easily measured in experiments, see Ref. [39] for a measurement in a random circuit. The reason for the discrepancy between $\lambda_2$ and the true decay
\( \lambda_{\text{eff}} \) still needs to be fully understood. It is worth mentioning, though, that recently a number of phenomena has been found whose origin can similarly be traced back to odd effects that non-Hermiticity can have, and that perhaps have a related origin. Examples are relaxation rates under Lindblad evolution \([42, 46]\), nondiagonalizability and Jordan blocks \([40]\) in, e.g., integrable circuits \([11]\).

To understand how it is possible that the asymptotic decay is not given by \( \lambda_2 \), one must look at the spectral decomposition of the transfer matrix. In our case, the transfer matrix is non-Hermitian, so its right (and left) eigenvectors are not orthogonal between each other; the only condition one has is biorthogonality \( \langle k | r_j \rangle = \delta_{j,k} \). If we choose to normalize all right eigenvectors \( | r_k \rangle \) to 1, then the norm of left eigenvectors \( \langle k | \) can grow exponentially large with \( n \) (this can be seen explicitly for the exact solution in Ref. \([28]\)), delaying the appearance of \( \lambda_2 \) to extensive times. See also \([17, 49]\) for related phenomena caused by an explosion of coefficients. If the transfer matrix would be Hermitian, the triangle inequality would bound the expansion coefficients and the asymptotic decay would be given by \( \lambda_2 \), therefore the effect could not happen.

Studying different circuits and different bipartitions we find that one has \( \lambda_{\text{eff}} \neq \lambda_2 \) rather generically, and not just for the S configuration. The BW circuit where \( \lambda_{\text{eff}} = \lambda_2 \) is therefore special. Based on our results we make a conjecture that \( \lambda_{\text{eff}} \) depends on the number of bipartition boundaries that fall in the S and in the BW section of a circuit.

Section III of the paper is dedicated to the formalism that we use to describe average purity in random quantum circuits. In section IIIA we give a description of the circuits that we use and talk about the Markov chain description of purity evolution. In the section IIIB we describe the method from \([28]\) used to reduce the dimensionality of the problem. In Sec. IVA we shall analyze purity for bipartitions that cut the first \( k \) qubits from the others, i.e., single-cut bipartitions. We derive the reduced transfer matrix for different random quantum circuits and calculate the effective decay \( \lambda_{\text{eff}} \). Lastly, in sec. IVB we generalize the results obtained in sec. IVA to arbitrary bipartitions.

II. REDUCED TRANSFER MATRIX DESCRIPTION OF AVERAGE PURITY

A. Purity in random quantum circuits
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Figure 1. Decay of purity for a bipartition separating the first half of qubits from the rest in a random quantum circuit composed of a brick-wall (BW) like section acting on the first 50 qubits and a staircase (S) section acting on the remaining 150, \( n = 200 \) and open boundary conditions (OBC). The circuit protocol used is schematically depicted in the panel (c), where the orange (light grey) line denotes the extend of the BW part of the circuit. Meanwhile the blue (dark grey) line shows the region under the S part. The picture (b) shows the instantaneous decay rates of purity, the exponent of the slopes of lines in panel (a), compared with \( \lambda_{\text{eff}} \) (red dotted line) and \( \lambda_2 \) (green dashed line). The decay to \( I(\infty) \) is \((2/3)^t\) (red dotted line) until the time \( t \approx n \); afterwards, it is given by \( |\lambda_2| = 16/25 \) (green dashed line).

The random quantum circuits that we focus on are defined as a product of independent identically distributed Haar nearest neighbour two-site gates \( U_{i,i+1} \) (in this notation \( U_{i,i+1} \) couples the qubits \( i \) and \( i + 1 \)). By Haar gates we mean unitary operators distributed according to the unique unitary invariant Haar measure on \( U(4) \) \([50]\). When dealing with qubits on a chain with open boundary conditions (OBC), the unitary propagator \( U \) for a single time step will consist of \( n - 1 \) different gates (acting on different nearest neighbour qubit pairs). Similarly, in the case of periodic boundary conditions (PBC) the total number of gates in a single time step is \( n \). In both cases one can vary the order of the two qubit gates in \( U \), thereby obtaining a factorial number of different protocols (i.e., configurations or geometries). The most studied configuration of two-site gates is the brick-wall (BW) configuration (Fig. 2(a)), while the staircase (S) configuration (Fig. 2(b)) also plays a prominent role. In this work we also study other configurations, showing that changing the configuration and the bipartition can greatly influence the decay of purity.

Entanglement will be quantified using purity. Let \( A \) and \( B \) be two complementary subsets of the set of our \( n \) qubits, namely \( A \cup B = \{1, \ldots, n\} \). Purity for the bipartition \( A/B \) is defined as

\[
I_A(t) = \text{tr}_A \rho_A^2(t),
\]

where \( \rho_A(t) = \text{tr}_B |\psi(t)\rangle \langle \psi(t)| \) and \( \text{tr}_A \) denotes the partial trace over the subset \( A \). The evolved pure state \(|\psi(t)\rangle\) at integer \( t \) is obtained simply as \(|\psi(t)\rangle = U^t|\psi(t = 0)\rangle\). Each application of \( U \) evolves the state by one unit of
time, and even though we used a short notation $U^t$ this does not mean that we repeat the same gates $U_{i,i+1}$ in every period – all two-qubit gates $U_{i,i+1}$ at each time step are independent Haar random.

We are interested in how purity of an initially separable state, which has $I_A(t = 0) = 1$, evolves towards its long-time asymptotic value $I(\infty)$. Under the action of random quantum circuits one has $I(\infty) = (2^{|A|} + 2^{|B|})/(1 + 2^n)$ ($|C|$ denotes the number of elements of the set $C$) \[51\]. Note that a decrease in purity means an increase in bipartite entanglement. Averaging over random gates $U_{i,i+1}$ composing our random quantum circuit, it is possible to map the evolution of average purity to a Markov chain \[24, 25\]. Following the procedure explained in \[24\] we end up with a transfer matrix $M$ propagating a vector $\vec{I}(t)$, whose coefficients are purities of a state $|\psi(t)\rangle$ for all $2^n$ possible bipartitions of $n$ qubits. Writing $\vec{I} = ([\hat{I}]_0, [\hat{I}]_1, \ldots, [\hat{I}]_{2^{n-1}})$, the “bipartition” index $\alpha$, i.e., $[\hat{I}]_{\alpha}$, encodes the bipartition by prescription $\alpha = \sum_{i \in A} 2^{i-1}$. In other words, if $\alpha$ is written in a binary representation, its bits that are set to 1 mark qubits that are in the subsystem $A$. For instance, for $n = 8$ and the bipartition $A = \{1, 2, 5, 7\}$ the corresponding bitstring is 11001010, i.e., decimal $\alpha = 83$ (bits are ordered from left to right, for qubits 1 to $n$). To obtain average purities at time $t+1$ from purities at time $t$ we simply have to multiply $\vec{I}(t)$ by a matrix $M$,

$$\vec{I}(t+1) = M \vec{I}(t). \quad (3)$$

In this paper we will not explain how to obtain $M$, we instead just state the result \[25, 26, 36\]. Similarly as $U$, $M$ is also a product of two-site gates $M_{i,i+1}$ multiplied in the same order (protocol) as gates in $U$. For example, for the random quantum circuit in the BW configuration (Fig. 2(a)) on 8 qubits with PBC we have $U = U_{8,1}U_{6,7}U_{4,5}U_{2,3}U_{7,8}U_{5,6}U_{3,4}U_{1,2}$, and therefore

$$M = M_{8,1}M_{6,7}M_{4,5}M_{2,3}M_{7,8}M_{5,6}M_{3,4}M_{1,2}, \quad (4)$$

with the two-site matrix $M_{i,i+1}$ being for our Haar random two-qubit gate

$$M_{i,i+1} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ a & 0 & 0 & a \\ a & 0 & 0 & a \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad (5)$$

where $a = 2/5$ for qubits, however, Eq. \[5\] works also for arbitrary qudits, i.e., local Hilbert space of dimension $d$ with $a = d/(d^2 + 1)$. All our results presented in the following sections therefore hold for any $d$, although numerical results will be presented for qubits.

For an initial state that is separable with respect to any bipartition, i.e., a product state of single-qubit states, the initial vector of purities is $\vec{I}(t = 0) = (1, 1, \ldots, 1)$. To get purities at a later time one must propagate it with the $2^n \times 2^n$ matrix $M$. Due to an exponentially large dimension, however, such iteration is not efficient. In the next section we explore a new method that in certain cases allows us to reduce the dimension of the transfer matrix $M$ from $2^n$ down to a dimension that is only linear in $n$.

B. Reduction of the transfer matrix

In this section we describe the procedure found in Ref. \[25\] to reduce the relevant dimension of the transfer matrix from $2^n$ to just $n$ in the case of the S or BW configurations with OBC. It was observed that, for a single-cut bipartition, i.e., a bipartition where the first $k$ qubits are in $A$ and all others are in $B$, one must keep track of only $n$ other single-cut bipartition purities instead of all $2^n$ purities – correspondingly, the relevant reduced transfer matrix for single-cut bipartitions and the S (or BW) configuration of gates was of dimension $n \times n$.

To simplify notation we denote by $I_k(t)$ purity at time $t$ for the single-cut bipartition in which the first $k$ qubits are in $A$, the other in $B$ (note that in previous section we used $[\hat{I}]_\alpha$ to denote a specific component – a generic bipartition $\alpha$, now we use $I_k$ to denote a single-cut bipartition, i.e., in $I_k = [\hat{I}]_{\alpha=2^k-1}$). We want to compute $I_k(t)$, $k = 1, \ldots, n - 1$ and we analyze which bipartitions at the previous time $t - 1$ can contribute to $I_k(t)$. It is convenient to work with the bitstring representation of bipartitions. In the bitstring notation the basis for the matrix $M_{i,i+1}$ from Eq. \[5\] is $\{00, 10, 01, 11\}$, so $M_{i,i+1}$ maps the bits at positions $i$ and $i + 1$ in the bitstring as

\[
\begin{align*}
00 & \leftrightarrow 00, \\
01 & \leftrightarrow 00, 11, \\
10 & \leftrightarrow 00, 11, \\
11 & \leftrightarrow 11,
\end{align*}
\]

meaning that we can get 00 only from 00, 11 from 11, and 01 or 10 from either 11 or 00. These rules have a simple
interpretation [30]: if the gate is applied across a bipartition boundary one has $I_k(t + 1) = a I_{k-1}(t) + a I_{k+1}(t)$, whereas purities do not change, $I_k(t + 1) = I_k(t)$, if the gate acts within one subsystem. Using this set of rules we can work backward from the last gate $M_{n-1,n}$ of the S configuration to the first $M_{1,2}$, and get all bipartitions that contribute to $I_k(t)$. For instance, taking $n = 4$ and looking at the bipartition 1100, i.e., $I_{k=2}$, the relevant bipartitions on previous steps are sketched in Fig. 3. Reading the figure from top to bottom, we first look for purities (bipartitions) that contribute to $I_2(t)$ before the gate $M_{3,4}$ is applied. Looking at the rules from Eq. 6 we see that only $I_2$ can be mapped to $I_2(t)$ (we can reach 00 on bits 3 and 4 only from 00). Continuing by $M_{2,3}$, we now have two possibilities: we can obtain $I_2$ from either $I_1$ or $I_3$, in both cases with a prefactor $a$ (see Eq. 5). Lastly, see that $I_1$ is obtained after $M_{1,2}$ from $I_0$ and $I_2$, while $I_3$ can be obtained only from $I_3$ after application of $M_{1,2}$. Summarizing, one S iteration on $n = 4$ qubits results in $I_2(t) = a^2 I_0(t - 1) + a^2 I_2(t - 1) + a I_3(t - 1)$. Crucial is that at all steps only bipartitions with consecutive qubits in $A$ appear, i.e., only single-cut bipartitions $I_k$. With the above example we obtain one row of our reduced transfer matrix. To calculate the whole matrix, we have to repeat the same procedure for every bipartition that appears in the iteration (for the example with $n = 4$ this means 0000 and 1110), until we end up with a closed subset of bipartitions (0000, 1100, 1110 and 1111 for the example above). As a side remark, the closed subset that we obtain is the smallest subset $S$ containing 1100, which is invariant under the multiplication from the right with $M$: $S M \subseteq S$. Generalizing this procedure for arbitrary system size $n$ we learn that the subset is composed of all single-cut bipartitions, except for the $k = 1$. With this we obtained an $n$ dimensional reduced transfer matrix, which can be used to propagate purities with the S OBC protocol for single-cut bipartitions.

In the following section we generalize this simplification to more complicated configurations. Namely, our analysis covers the dynamics of purity of an arbitrary bipartitions (not just a single-cut) and for a selection of $n/2$ OBC and $n/2$ PBC canonical protocols. By canonical protocols we mean random quantum circuits with gates ordered in a BW manner on the first $2p$ qubits and as an $S$ configuration for the rest [52]. See Fig. 4 for a depiction of all canonical protocols for $n = 8$. The extreme cases are the S protocol for $p = 1$, and the BW protocol for $p = n/2$. Figure 3. Illustrating the propagation of single-cut purities $I_k(t-1)$ on $n=4$ qubits and the S protocol, $M=M_{3,4}M_{2,3}M_{1,2}$. Shown are contributions to $I_2(t)$ (top bitstring). At each node of the graph we apply one two-site $M_{i,i+1}$ (orange/light grey gate in circuits on the right acting on two bits highlighted in orange/light grey), beginning with $M_{3,4}$ and sequentially moving down to $M_{1,2}$ (read from top to bottom). The arrows connect bitstrings that contribute to them after gate application, with the coefficients written at a side. For more details see the main text.

**Figure 4.** Canonical configurations for $n=8$. Different configurations are labeled with an integer $p=1,\ldots,n/2$, so that the BW section has $2p-1$ gates. For OBC (shown) one has in total $n-1$ gates, for PBC (not shown) an additional gate between qubits $n$ and 1 is added at the end.

### III. SINGLE-CUT BIPARTITIONS

#### A. Transfer matrix

Let us first consider canonical protocols and the simplest bipartition, namely one with a single-cut (automatically implying also OBC). For the S protocol we have seen that iteration by $M$ mixes only $I_k$,
$k = 0, 2, \ldots, n - 1, n$. Writing these single-cut bipartition purities into an $n$-dimensional vector $I(t) = (I_2(t), I_4(t), \ldots, I_n(t), 1)$ [28], where one can think of the first and last components representing trivial $I_0 = I_n = 1$, we can write the time evolution of average purities with a reduced transfer matrix as $I(t + 1) = A_S^{(n)}I(t)$ [28], where

$$A_S^{(n)} = \begin{pmatrix} 1 & 0 & 0 \\ a_S & S^{(n)} & b_S \\ 0 & 0 & 1 \end{pmatrix},$$

(7)

and $a_S = (a^2, a^3, \ldots, a^{n-1})^T$, and $b_S = (0, 0, \ldots, a)^T$ are $n - 2$ dimensional column vectors, whereas $S^{(n)}$ is a $(n - 2) \times (n - 2)$ Toeplitz matrix,

$$S^{(n)} = \begin{pmatrix} a^2 & a & 0 & \cdots & 0 \\ a^3 & a^2 & a & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ a^{n-2} & a^{n-3} & \cdots & a \\ a^{n-1} & a^{n-2} & \cdots & a^3 & a^2 \end{pmatrix}.$$  

(8)

The superscripts $(n)$ of $A_S^{(n)}$ and $S^{(n)}$ refer to the number of qubits (qudits).

The BW OBC protocol has a reduced form, too [28]. The derivation of the reduced transfer matrix follows the same logic as for the S OBC case. If one wishes to study a single-cut bipartition with even $k$ in a system with even number of qubits, then one notices that the closed subspace consists of all single-cut bipartition purities with even qubits in $A$, i.e., $I_k$ with even $k$. The size of the subspace is $n/2 + 1$ and the vector containing purities that are propagated is $I(t) = (I_2(t), I_4(t), \ldots, I_{n-2}(t), 1)$. The reduced transfer matrix that evolves $I(t)$ is

$$A_{BW}^{(n)} = \begin{pmatrix} 1 & 0 & 0 \\ a_{BW} & B^{(n)} & b_{BW} \\ 0 & 0 & 1 \end{pmatrix},$$

(9)

where $a_{BW} = (a^2, 0, \ldots, 0)^T$, $b_{BW} = (0, 0, \ldots, a^2)^T$ and the tridiagonal matrix $B^{(n)}$ of size $(n/2 - 1) \times (n/2 - 1)$ is

$$B^{(n)} = \begin{pmatrix} 2 & 1 & 1 \\ 1 & 2 & 1 \\ \vdots & \vdots & \vdots \\ 1 & 2 & 1 \\ 1 & 2 & 1 \end{pmatrix}.$$  

(10)

A crucial difference between the BW and S protocols is that $B^{(n)}$ is symmetric, causing purity decay to be given by $\lambda_2 = 4a^2$ [15, 23, 25, 31, 37], i.e., no surprises, while on the other hand for the S protocol $S^{(n)}$ is nonsymmetric, resulting in the decay not being given by $\lambda_2 = 4a^2$ (surprising phantom decay) [27, 28].

We now generalize the reduced transfer matrix propagation to arbitrary OBC canonical protocols labeled by $p$. The procedure to obtain the reduced dynamics follows the same rules that were described for S OBC, so here we state only the result. Let us focus on the case where the cut is in the $S$ section, i.e., $k > 2p$, or the cut is in the BW part and one has an even $k$ (for a qualitatively similar case of a cut in the BW section and odd $k$ see Appendix A). Purities for the relevant subset of bipartitions can be put into the vector $I(t) = (I_2(t), I_4(t), \ldots, I_{2p}(t), I_{2p+1}(t), I_{2p+2}(t), \ldots, 1)$, which contains single-cut bipartitions with even $k$ for all $k \leq 2p$ (BW part of the canonical protocol) and all $I_k$ for $k > 2p$ (S part). The reduced transfer matrix that propagates $I(t)$ turns out to be

$$A_p^{(n)} = \begin{pmatrix} 1 & 0 & 0 \\ a_{BW} & R_p^{(n)} & b_S \\ 0 & 0 & 1 \end{pmatrix},$$

(11)

with

$$R_p^{(n)} = \begin{pmatrix} B^{(2p)} & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & a^2 \end{pmatrix},$$

(12)

where $c_p = (a^2, a^3, \ldots, a^{n-2p+1})^T$, $S^{(n-2p+2)}$ is of dimension $(n - 2p) \times (n - 2p)$ and $B^{(2p)}$ of dimension $(p - 1) \times (p - 1)$. We see that the matrix $R_p^{(n)}$ contains an upper left block describing the BW part, and a lower right block for the S part. Both parts are “coupled” by the coefficients present in the vector $c_p$ and a sole $a^2$ in the lower part of the upper right block. For example, for $n = 14$ and $p = 5$ we have $I(t) = (I_2(t), I_4(t), I_6(t), I_8(t), I_{10}(t), I_{11}(t), I_{12}(t), I_{13}(t), 1)$ and

$$R_5^{(14)} = \begin{pmatrix} 2a^2 & a^2 & 0 & 0 & 0 & 0 & 0 \\ a^2 & 2a^2 & a^2 & 0 & 0 & 0 & 0 \\ 0 & a^2 & 2a^2 & a^2 & 0 & 0 & 0 \\ 0 & 0 & a^2 & 2a^2 & a^2 & 0 & 0 \\ 0 & 0 & 0 & a^3 & a^3 & a^2 & 0 \\ 0 & 0 & 0 & a^4 & a^4 & a^3 & a^2 \\ 0 & 0 & 0 & a^5 & a^5 & a^4 & a^3 \end{pmatrix}.$$  

(13)

Using the propagation $I(t + 1) = A_p^{(n)}I(t)$, the upper left $4 \times 4$ block of $R_5^{(14)}$ “propagates” $(I_2, I_4, I_6, I_8)$, while the lower right $4 \times 4$ is responsible for $(I_{10}, I_{11}, I_{12}, I_{13})$.

B. Spectral properties

In [27] it was proven that full transfer matrices $M$ for all possible permutations of $n - 1$ gates under OBC (e.g.,
all canonical protocols $p$) share the same spectrum. Here we ask ourselves whether all reduced transfer matrices $A_p^{(n)}$ also share the same spectrum. Namely, the spectrum of $A_p^{(n)}$ is only a subset of the spectrum of the nonreduced matrix $M$ and it could happen that the second largest eigenvalue of $A_p^{(n)}$ would be different (smaller) than the second largest eigenvalue of $M$. In Appendix B we prove that this is not the case. The nonzero part of the spectrum of $A_p^{(n)}$ is the same for all canonical protocols, specifically also $\lambda_2$, which is also equal to the second largest eigenvalue of the full $M$. Based solely on the spectrum the dynamics of purity would then be expected to decay as $|\lambda_2|^t$. We shall show that this is not the case and that purity asymptotically decays at a different rate.

More in detail, from the calculations found in Appendix B we find that the nonzero eigenvalues $\lambda_j$ of $R_p^{(n)}$ are given by the zeros of the Chebyshev polynomial of the second kind

$$U_{n/2-1}(1 - \frac{\lambda_j}{2a^2}) = 0,$$

that is

$$\lambda_j = 4a^2\cos^2\left(\frac{j\pi}{n}\right), \quad j = 1, \ldots, n/2 - 1. \quad (15)$$

The nonzero spectrum of $A_p^{(n)}$ is then obtained by adding to this a doubly degenerate eigenvalue 1. The kernel of $A_p^{(n)}$ is on the other hand a Jordan block of size $n/2 - p$. The second largest eigenvalue of $A_p^{(n)}$ is the largest eigenvalue of $R_p^{(n)}$ and is therefore equal to $\lambda_2 = 4a^2\cos^2(\pi/n)$, is independent of $p$, and equal to the second largest eigenvalue of the nonreduced transfer matrix $M$.

C. Effective purity decay $\lambda_{\text{eff}}$

Here we shall compute the true asymptotic decay of purity in the thermodynamic limit for a single-cut bipartition, which is given by Eq. (1) with

$$\lambda_{\text{eff}} = \frac{2}{3}, \quad k > 2p, \quad (16)$$

if the bipartition cut is in the S part of the configuration, while it is

$$\lambda_{\text{eff}} = \lambda_2 = \frac{16}{25}, \quad k < 2p, \quad (17)$$

if the cut is in the BW part.

In Ref. 28 three different methods were used to compute $\lambda_{\text{eff}}$ for S OBC circuits (i.e., $p = 1$): (a) by finding the exact solution $I_k(t)$, (b) with the help of the spectrum of the operator in the TDL, and (c) by computing the pseudospectrum of the reduced transfer matrix.

While those methods were feasible for the very simple structure of the S reduced matrix [5], for our more complicated protocol there are difficulties: for (a) we are not able to get an exact solution, for method (b) it is not always clear how to define the operator in the TDL, e.g., in the case of transfer matrices should one take $p/n = \text{const.}$ or $p = \text{const.}$, etc., and, moreover, the computation of the operator spectrum could be challenging. (c) the pseudospectrum converges slowly with $n$. We therefore present a new method to compute $\lambda_{\text{eff}}$, which overcomes the above-mentioned difficulties.

The idea is to construct a new modified (perturbed) transfer matrix $\tilde{A}_p^{(n)}$ that obeys two conditions: (i) norms of left eigenvectors do not diverge in the TDL, and (ii) purity dynamics obtained by $A_p^{(n)}$ and the dynamics obtained by $\tilde{A}_p^{(n)}$ match up to times $t \sim n$. The first condition assures that the decay of purity is not slower than the decay given by the second largest eigenvalue $\tilde{\lambda}_2$ of $\tilde{A}_p^{(n)}$ after times $t_s \sim \ln n$ (see Appendix C). Thus it excludes a possible phantom decay with $\lambda_{\text{eff}} > \lambda_2$ at times $t \sim n$. In such a situation one would typically expect that the decay under $\tilde{A}_p^{(n)}$ will be correctly given by $\tilde{\lambda}_2$ already at nonextensive times larger than $t_1 \sim \mathcal{O}(1)$. In Appendix D we numerically check that this is indeed the case, except in cases where the initial vector is orthogonal to corresponding eigenvectors, a situation that happens for $k < 2p$. In a nutshell, $\tilde{A}_p^{(n)}$ behaves essentially like a Hermitian matrix, even though it is not. Finally, the second condition (ii) then guarantees that the second largest eigenvalue of the perturbed matrix $\tilde{\lambda}_2$, which we calculate, will be equal to $\lambda_{\text{eff}}$ of the original unperturbed $A_p^{(n)}$ (for $k > 2p$).

Let us construct such a matrix. We note that purity $I_{n-1}$ affects purity $I_k$ only after times $t \approx n - k$, so any change in the last row of $R_p^{(n)}$ will influence the dynamics of $I_k(t)$ only after $\sim n$ iterations, provided $k \neq n - \text{const.}$

We define $\tilde{R}_p^{(n)}$ by changing the bottom leftmost value of the S-block in Eq. (14) from $a^{2n-2p+1}$ to $a$, as can be seen below for $R_5^{(14)}$

$$\tilde{R}_5^{(14)} = \begin{pmatrix}
2a^2 & a^2 & 0 & 0 & 0 & 0 & 0 \\
a^2 & 2a^2 & a^2 & 0 & 0 & 0 & 0 \\
0 & a^2 & 2a^2 & a^2 & 0 & 0 & 0 \\
0 & 0 & a^2 & 2a^2 & a^2 & 0 & 0 \\
0 & 0 & 0 & a^3 & a^3 & a^3 & a^3 \\
0 & 0 & 0 & 0 & a^4 & a^4 & a^4 \\
0 & 0 & 0 & 0 & 0 & a^5 & a^4 & a^2 \\
0 & 0 & 0 & 0 & 0 & 0 & a^5 & a^4 & a^2
\end{pmatrix} \quad (18)$$

The change is marked in red. The choice of such perturbation was made after trying different values at the bottom leftmost value of the S-block and taking the choice that makes the norm of left eigenvectors of the new transfer matrix converge in the TDL. The new transfer matrix $\tilde{A}_p^{(n)}$ is defined as $A_p^{(n)}$ in Eq. (11) by substituting $\tilde{R}_p^{(n)}$.
with \( \tilde{R}_p^{(n)} \). Remember that the largest eigenvalue of \( \tilde{R}_p^{(n)} \) corresponds to the second largest eigenvalue of \( \tilde{A}_p^{(n)} \).

Let us numerically calculate norms of left eigenvectors of \( R_p^{(n)} \) in order to check whether they diverge. We normalize all right eigenvectors to 1. Computing the largest norm of left eigenvectors, \( \max_k ||k|| = \max_k \sqrt{\langle k | k \rangle} \), for various system sizes \( n \) and \( p = n/5 \) we observe that \( \text{lim}_{n \to \infty} \max_k ||k|| \approx 1 \) \[^{[53]}\], specifically it does not diverge with system size as is the case for \( R_p^{(n)} \). Therefore both conditions (i) and (ii) are fulfilled for the new transfer matrix.

We now compute the largest eigenvalue \( \lambda_2 \) of \( \tilde{R}_p^{(n)} \). The derivation of the spectrum of \( \tilde{R}_p^{(n)} \) follows almost the same steps as the procedure to calculate the spectrum of \( R_p^{(n)} \) (see Appendix B), so we omit the details and state only the result. The eigenvalues \( \tilde{\lambda} \) of the new transfer matrix \( \tilde{R}_p^{(n)} \) are solutions to the equation

\[
(a^n-2p-1)U_{2p-1}(\sqrt{\lambda}/2a) + (-1)^n \tilde{\lambda}^{n/2-p}U_{n-1}(\sqrt{\lambda}/2a) = 0. \tag{19}
\]

We are not able to solve the equation above analytically, so we used standard numerical methods to find the roots of Eq. \(^{[19]}\), i.e., the spectrum of \( \tilde{R}_p^{(n)} \), which are plotted in Fig. 5 for \( n = 100 \) and \( p = 20 \). The largest eigenvalue of the modified matrix is \( \tilde{\lambda}_2 \approx 2/3 \cdot 3 \cdot 10^{-10} \), which is almost equal to \( \lambda_{\text{eff}} = 2/3 \), see red triangle in Fig. 5. The unperturbed matrix has on the other hand \( \lambda_2 \approx 0.639 \) (i.e., a finite-size value of \( 16/25 = 0.64 \)). As mentioned, another possibility to compute \( \lambda_{\text{eff}} \) would be with the pseudospectrum of \( R_p^{(n)} \). The pseudospectrum for matrices \( A \) of finite size \( n \) is approximated with the \( \varepsilon \) pseudospectrum, \( \text{sp}_\varepsilon(A) \). The \( \varepsilon \) pseudospectrum is defined as the spectrum of \( A + \varepsilon E \), where \( E \) is a matrix of univariate random Gaussian numbers. The pseudospectrum of \( A \) is obtained by limiting \( \text{lim}_{n \to \infty} \text{sp}_\varepsilon(A) \) while holding \( \varepsilon \) fixed. Applications of pseudospectrum can be found in the context of skin effect \[^{[25]}\] and metastability \[^{[28]}\]. From Fig. 5 we see that using the pseudospectrum of \( \tilde{R}_p^{(n)} \) as a proxy for \( \lambda_{\text{eff}} \), like in Ref. \[^{[25]}\], does not work well. Convergence of the \( \varepsilon \) pseudospectrum with \( n \) is slow and at \( n = 100 \) the norm of the \( \varepsilon \) pseudospectrum is still closer to \( \lambda_2 \) than to \( \lambda_{\text{eff}} \). For example, to obtain \( \lambda_{\text{eff}} \) within the absolute error \( \pm 10^{-5} \) with the pseudospectrum one must take \( n = 20000 \), meanwhile the spectrum of \( \tilde{R}_p^{(n)} \) yields the same precision already with \( n \approx 40 \).

We now compare the conjectured \( \lambda_{\text{eff}} = \lambda_2 = 2/3 \) with the actual purity decay of \( I_{k=n/2} \) for arbitrary canonical protocol \( p \). In Fig. 6 we plot the exact effective rate \( \lambda_{\text{eff}} \) obtained from full numerically calculated \( I(t) \) \[^{[11]}\] at large times, and \( \lambda_2 \), for all possible values of \( p \). The largest eigenvalue of \( \tilde{R}_p^{(n)} \) correctly predicts purity dynamics up to parameters \( p \approx n/4 \). For \( p > n/4 \), the actual decay is given by an eigenvalue of \( \tilde{R}_p^{(n)} \) which is not the largest one. Comparing data for \( n = 100 \) and \( n = 200 \) suggests that in the TDL \( \lambda_{\text{eff}} \) equals to 2/3 when \( p < n/4 \) and to 16/25 for \( p > n/4 \). Remembering that we are showing purity decay data for \( k = n/2 \) this corresponds exactly to a cut being either in the S, or the BW part of the circuit, respectively. Mathematically, the reason why \( \lambda_2 \) fails to predict the actual purity decay for \( 2p > k \) can be found by looking at the right eigenvectors of \( \tilde{A}_p^{(n)} \). Purity can be expressed using the spectral decomposition of \( \tilde{A}_p^{(n)} \) as

\[
I_{k=n/2}(t) = \sum_j \tilde{\lambda}_j \langle e_{n/2} | r_j \rangle \langle l_j | (1, 1, \ldots, 1) \rangle, \tag{20}
\]

where \( \langle l_j | \) and \( | r_j \rangle \) are the left and right eigenvectors of \( \tilde{A}_p^{(n)} \) and the vector \( | e_{n/2} \rangle \) has a sole nonzero component at the position where \( I_{n/2}(t) \) is found in \( I(t) \) (see the text above Eq. \(^{[11]}\)). Note that, for \( p > n/4 \), this position is \( n/4 \), otherwise it is greater than \( n/4 \) and maximally equal to \( n/2 \) for \( p = 1 \). For every eigenvalue \( \lambda_j \) of \( \tilde{R}_p^{(n)} \) of modulus larger than \( \approx 0.64 \) all components \( i < p \) of the corresponding right eigenvector are almost zero, which results in extremely small expansion coefficients \( \langle e_{n/2} | r_j \rangle \) in Eq. \(^{[20]}\). The largest contribution for \( p > n/4 \) thus comes from the eigenvalue \( \tilde{\lambda}_j \approx 16/25 \). Note that the discrepancy between \( \lambda_2 \) and \( \lambda_{\text{eff}} \) in this case is not surprising, because it is due to the peculiarity of the initial condition and eigenvectors and could happen also in Hermitian systems.

We have also looked at other single-cut bipartitions, i.e., \( k \neq n/2 \). The form of right eigenvectors of \( \tilde{R}_p^{(n)} \) suggests that the actual purity decay in the TDL depends
on $k$ and $p$: if $k > 2p$ then $\lambda_{\text{eff}} = 2/3$, otherwise $\lambda_{\text{eff}} = \lambda_2 = 16/25$. The condition $k > 2p$ coincides with the fact that the boundary between the subsystem $A$ and $B$ lies in the $S$ region of the canonical protocol; on the contrary, when $k < 2p$ the boundary lies in the BW region. This gives the announced asymptotic purity decay with $\lambda_{\text{eff}}$ in Eqs. (16) and (17).

Equipped with understanding of single-cut bipartitions we next generalize this conjecture to bipartitions with multiple cuts, which also allows us to treat systems with PBC where one has at least two cuts.

IV. MULTI-CUT BIPARTITIONS

Reduced transfer matrices for bipartitions that are not single-cut are more complicated and are constructed numerically. The algorithm to compute reduced transfer matrices is the same as the one that we used for canonical OBC protocols and single-cut bipartitions: we begin with the bipartition that we want to observe and obtain all purities at previous time that contribute to the wanted quantity. We continue recursively with the newly obtained bipartitions until we obtain a closed set of bipartitions $\alpha$. We numerically found that transfer matrix sizes depend on the number of boundaries $b$ between the subsystems $A$ and $B$ and scale as $\sim n^b$.

Figure 7 shows purity dynamics obtained by numerically iterating the transfer matrix for various bipartitions and protocols. At each boundary between $A$ and $B$, we have two neighbouring qubits, one in $A$ and the other in $B$. On these qubits we act with either the S part or the BW part of the canonical protocol. We label the number of boundaries in the BW part with $c_{BW}$ and the number of boundaries under the S part with $c_S$. Based on numerical simulations (also other not shown) we conjecture that $\lambda_{\text{eff}}$ depends only on $c_{BW}$ and $c_S$. Namely,

$$|I(t) - I(\infty)| \sim \lambda_{\text{eff}}^t, \quad \lambda_{\text{eff}} = \left(\frac{16}{25}\right)^{c_{BW}} \left(\frac{2}{3}\right)^{c_S}. \quad (21)$$

For cases where it is not clear whether the boundary lies in the BW or in the S part, see [59]. The time until this conjecture holds, and when the decay $\lambda_2^t$ starts, is proportional to the length of the smallest contiguous region of qubits from one of the subsystems. Therefore, provided all contiguous parts composing $A$ and $B$ are extensive, the decay $\lambda_{\text{eff}}^t$ also holds up to an extensive time and therefore gives the relevant decay in the TDL. For example, see Fig. 7(a) for a comparison between two similar systems with $n = 40$ and $n = 80$. Note that by changing the size of $A$ or $B$ parts in finite systems does not change the initial effective decay $\lambda_{\text{eff}}$ or the asymptotic decay $\lambda_2$. Changes in the sizes of $A$ and $B$ parts reflect themselves only in the time until $\lambda_{\text{eff}}$ persists.

As can be seen from Fig. 7(c), there can be a substantial crossover time when the decay is neither $\lambda_{\text{eff}}^t$ nor $\lambda_2^t$. In Fig. 8 we plot the time evolution of purity for circuits of same type for different system sizes to show that this crossover time vanishes in the TDL. In the limit of infinite systems we expect the decay rate of purity to have a discontinuous transition from $\lambda_{\text{eff}}$ to $\lambda_2$ at time scaling as $t \sim n$.

We also numerically computed $\lambda_2$ of the reduced transfer matrices for the protocols and bipartitions studied as well as for noncanonical protocols with OBC and PBC. In all cases we found that the second largest eigenvalue always coincides with the second largest eigenvalue of the full unreduced transfer matrix $M$. For OBC this $\lambda_2$ does not depend on the configuration and was conjectured [37] to be $\lambda_2 = (4/5 \cos(\pi/n))^2$. In the TDL the case with $c_{BW} = 1$ and $c_S = 0$ is therefore the only protocol where $\lambda_{\text{eff}} = \lambda_2$. Moreover, $c_{BW} = 0$ and $c_S = 1$ is the only case in OBC where $\lambda_{\text{eff}} = 2/3 > \lambda_2 = 16/25$, meaning that this is the only instance of a phantom eigenvalue where the decay is slower than any true eigenvalue of the transfer matrix. In PBC circuits $\lambda_2$ does depend on $p$ [27] and the only known conjectures are for the BW protocol ($p = n/2$) where $\lambda_2 = (4/5 \cos(\pi/n))^4$, giving the TDL result $(16/25)^2$ [60], and for the S ($p = 1$) where in the TDL $\lambda_2 = 4/9$. Different than for OBC, with PBC one has $\lambda_{\text{eff}} = \lambda_2$ for both S and BW protocols.
Figure 7. Purity evolution for different protocols $p$ and different bipartitions with multiple cuts. We use $n = 40$ qubits bipartitioned into subsystems A and B as indicated above each figure, where also the thick orange and blue (light and dark grey) curves indicate the extent of the BW and S protocol sections, respectively. For instance, in panel (a) we have a canonical protocol with $p = 4$ (blue curve), i.e., 8 gates in BW are followed by 31 gates in the S configuration, with the subsystem A containing first 14 and last 13 qubits. Panel (a) also shows data for $n = 80, p = 8$ (orange curve). Comparing data for $n = 40$ and $n = 80$ we find that the time until $\lambda_{\text{eff}}$ persist is $t \approx n/2$. Red dotted lines show the theoretical decay given by $\lambda_{\text{eff}}$, Eq. [21] ($\lambda_{\text{eff}}$ equal to $(2/3)^2, (16/25)^3, (16/25)^3(2/3)$ for panels (a),(b),(c), respectively), whereas green dashed lines are given by $\lambda_2$ of the reduced transfer matrix calculated by exact diagonalization. For panels (a)-(c) we use OBC so that $\lambda_2 \approx 0.64$, while for panel (d) we use PBC where $\lambda_2 \approx 0.430$ which is very close to $\lambda_{\text{eff}} = (2/3)^2$.

Figure 8. Purity decay for a bipartition composed of four regions (ABAB) of equal length for $n = 20, 40, 80$, all for OBC, which demonstrates that, in the TDL, the transition from the rate given by $\lambda_{\text{eff}}$ to the rate given by $\lambda_2$ is discontinuous. The circuit geometries used are $p = 9, 17, 34$ for $n = 20, 40, 80$, respectively, so the bipartition always cuts the BW section three times and never cuts the S part (see the cartoon picture above the plot). All red and green dotted lines have slopes $\lambda_{\text{eff}} = (16/25)^3$ and $\lambda_2 \approx 16/25$, respectively, even though the slopes seem different because of the scaled time $t/n$.

V. DISCUSSION

In the paper we studied purity decay, i.e., bipartite entanglement growth, in random quantum circuits composed of two-site random Haar gates in a so-called canonical configuration that consists of an initial BW section acting on $2p$ qubits and a S part on the remaining $n - 2p$ qubits. Average purities for different bipartitions can be propagated by a Markovian transfer matrix, which can be reduced down to a dimension that is only polynomial in the number of qubits. This allowed for some quasi exact results as well as for an efficient numerical study.

We observed that purity in finite systems decays in two stages: initially, up to times $t \sim n$, the exponential decay is $\lambda_{\text{eff}}^n$, afterwards it is given by the second largest eigenvalue of the transfer matrix $\lambda_{\text{eff}}^n$. In the thermodynamic limit $n \to \infty$ the relevant decay is therefore given by $\lambda_{\text{eff}}$, and not $\lambda_2$, and furthermore, $\lambda_{\text{eff}}$ is in a generic situation different than $\lambda_2$. The decay is therefore not given by the Markovian gap, as one would naively expect. The reason lies in a nonsymmetric nature of the transfer matrix. Based on results from [21], we expect other entanglement quantifiers, e.g., von Neumann entropy and Renyi entropy, to behave with a similar, two-step relaxation. However, a Markovian description is available only for purity. Similar phenomena are expected also for other quantities like OTOC, as already observed in specific situations [38], as well as in nonrandom systems.

In systems with open boundary conditions and a single boundary between subsystems the reduced transfer matrix is relatively simple. The value of $\lambda_{\text{eff}}$ depends on the location of the boundary: if it cuts across the staircase part of the protocol it is $\lambda_{\text{eff}} = 2/3$, while it is $\lambda_{\text{eff}} = \lambda_2 = 16/25$ if it cuts across the brick-wall part of the protocol. Therefore, if the cut is across the staircase part the decay of purity is slower than any true eigenvalue of the transfer matrix, i.e., it looks as if there would be a phantom “eigenvalue” $\lambda_{\text{eff}} = 2/3$ in the spectrum. If a system has multiple boundaries between subsystems, as is, e.g., the case for periodic boundary conditions, the
transfer matrix is more complicated and we studied it numerically. We conjecture that $\lambda_{\text{eff}}$ depends only on two numbers, the number of cuts or boundaries across the brick-wall and the number of cuts across the staircase sections of the protocol, provided all subparts are of extensive length. The usually discussed brick-wall circuit with a single-cut bipartition, where $\lambda_{\text{eff}} = \lambda_2$, is therefore special. As a side remark, note that for OTOC the finite-size asymptotic decay is equal to purity’s decay $\lambda_2$ [38]; however, $\lambda_{\text{eff}}$ can be different.

While mathematically the discrepancy between $\lambda_{\text{eff}}$ and $\lambda_2$ comes from the non-orthogonality between eigenvectors of the transfer matrix, the physical interpretation behind this phenomenon is still unclear. One can argue that $\lambda_2$ cannot always be a physically relevant decay, because it can depend on boundary conditions, even though we expect purity decay to be independent of boundary conditions up to extensive times. A simple example can be found in BW circuits for OTOC, which exhibit a finite Lieb-Robinson velocity, which makes OTOC clearly insensitive to boundary conditions before times $t \sim n$ [38], $\lambda_2$ on the other hand is different for OBC and PBC.
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Appendix A: Reduced transfer matrix for single-cut bipartitions with odd $k$ in the BW section

In the main text, when constructing reduced transfer matrices for single-cut bipartitions and arbitrary protocols, we always constructed the subset of purities by beginning with a bipartition with an even number of qubits in the subsystem $A$. When $p \neq 1$, the resulting subset $S$ of purities, i.e., the basis in which $A_p^{(n)}$ is written, does not contain all single-cut bipartition purities. Namely, all purities $I_k$, $k$ odd and $k < 2p$, are left out. In this appendix we explain how to change $A_p^{(n)}$ in order to propagate also these odd $k$ purities. For sake of clarity, we shall label purity $I_k$, $k$ odd and $k < 2p$ with $I_{k^*}$.

First, we calculate all purities at time $t - 1$ that contribute to $I_{k^*}$. Following the procedure explained in the main text we see that $I_{k^*} = aI_{k^*+1} + aI_{k^*-1}$. Note that both $I_{k^*+1}$ and $I_{k^*-1}$ are elements of $S$, so the new closed subset of purities will be $S' = S \cup \{I_{k^*+1}\}$. We order $S'$ by increasing $k$ and denote the position of $I_{k^*}$ in this ordered set by $j$. Because $S'$ is obtained from $S$ just by adding the elements $I_{k^*}$, the new transfer matrix can be derived by adding a new row and a new column to $A_p^{(n)}$ at position $j$. The row that should be added to the transfer matrix is $(0, \ldots, a, 0, a, \ldots, 0)$, where the coefficients $a$ are on positions $j - 1$ and $j$. How about the column? We already know that purities in the set $S$ do not depend on $I_{k^*}$, otherwise they would not form a closed set. This means that in order to accommodate $I_{k^*}$ we should add a column of zeros.

For instance, if we wish to propagate purity $I_5$ in a system with $n = 14$ with the canonical protocol $p = 5$, we propagate the vector $I = (1, I_2, I_4, I_5, I_6, I_8, I_{10}, I_{11}, I_{12}, I_{13}, 1)$ with the transfer matrix $A_p^{(n)}$ from Eq. (11) where

$$R_5^{(14)} = \begin{pmatrix} 2a^2 & a^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ a^2 & 2a^2 & a^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & a & 0 & a & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & a^2 & 2a^2 & a^2 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & a^2 & 2a^2 & a^2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & a^2 & a^2 & a & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & a^3 & a^3 & a^2 & a & 0 & 0 \\ 0 & 0 & 0 & 0 & a^4 & a^4 & a^3 & a^2 & a & 0 \\ 0 & 0 & 0 & 0 & a^5 & a^5 & a^4 & a^3 & a^2 & a \\ \end{pmatrix}. \quad (A1)$$

Appendix B: Spectrum of the reduced transfer matrix for single-cut bipartitions and OBC

In this appendix we present a proof of the spectral equivalence of all reduced transfer matrices $A_p^{(n)}$. Let us denote with $\Sigma(C)$ the spectrum of a matrix $C$. First, we note that $\Sigma(A_p^{(n)}) = \Sigma(R_p^{(n)}) \cup \{1, 1\}$, so that we shall focus on $\Sigma(R_p^{(n)})$ from now on. The largest eigenvalue in the spectrum of $R_p^{(n)}$ will be denoted as $\lambda_2$ and corresponds to the second largest eigenvalue of the reduced transfer matrix $A_p^{(n)}$. To compute the spectrum, we present a computation done for fixed $n$ and $p$, the generalization to general matrix size and canonical protocol will then be straightforward. That said, let us take $n = 14$ and $p = 5$. We wish to compute $\det(R_5^{(14)} - \lambda) = 0$, i.e.,

$$\begin{vmatrix} 2a^2 - \lambda & a^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ a^2 & 2a^2 - \lambda & a^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & a^2 & 2a^2 - \lambda & a^2 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & a^2 & 2a^2 - \lambda & a^2 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & a^2 & a^2 - \lambda & a & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & a^3 & a^3 & a^2 - \lambda & a & 0 & 0 & 0 \\ 0 & 0 & 0 & a^4 & a^4 & a^3 & a^2 - \lambda & a & 0 & 0 \\ 0 & 0 & 0 & a^5 & a^5 & a^4 & a^3 & a^2 - \lambda & 0 & 0 \\ \end{vmatrix} = 0. \quad (B1)$$

We continue by using Laplace expansion around the fourth row (in general that would be the $(p - 1)$st row). By using elementary properties of determinants (such as $\det(A \oplus B) = \det A \det B$) we get
\[
\det(R_5^{(14)} - \lambda) = -a^4 \left| \begin{array}{ccc}
2a^2 - \lambda & a^2 & 0 \\
a^2 & 2a^2 - \lambda & a \\
0 & a^2 & 2a^2 - \lambda
\end{array} \right| \\
+ (2a^2 - \lambda) \left| \begin{array}{ccc}
2a^2 - \lambda & a^2 & 0 \\
a^2 & 2a^2 - \lambda & a \\
0 & a^2 & 2a^2 - \lambda
\end{array} \right| \\
- a^2 \left| \begin{array}{ccc}
2a^2 - \lambda & a^2 & 0 \\
a^2 & 2a^2 - \lambda & a \\
0 & a^2 & 2a^2 - \lambda
\end{array} \right|
\] 

(B2)

In the equation above we see a sum of products of two determinants. We recognize five out of these six determinants as determinant of either \(\det(S^{(6)})\) (see Eq. 8), \(\det(B^{(6)})\) or \(\det(B^{(8)})\) (Eq. 10). In the next step, we find a relation between the last determinant and \(\det A_1^{(k)}\). Let us denote with \(O^{(k)}\) determinants of the form

\[
\det O^{(k)} = \det(S^{(k)} - \lambda + \lambda E_{1,1}), \tag{B3}
\]

where \(E_{1,1}\) is a matrix having 1 at position (1,1) and 0 elsewhere. We see that \(\det O^{(6)}\) is present in the last term of Eq. (B2). Laplace expanding \(\det O^{(k)}\) and \(\det S^{(k)}\) around the first row we get two recursive relations

\[
\det O^{(k)} = a^2 \det S^{(k-1)} - a^2 \det O^{(k-1)} \tag{B4}
\]

\[
\det S^{(k)} = (a^2 - \lambda) \det S^{(k-1)} - a^2 \det O^{(k-1)} \tag{B5}
\]

Combining the two recursions above we finally get \(\det O^{(k)} = \det(S^{(k)} + \lambda S^{(k-1)})\). Plugging this in Eq. (B2) we arrive at

\[
\det(R_5^{(14)} - \lambda) = -a^4 \det(B^{(6)} - \lambda) \det(S^{(6)} - \lambda) \\
+ (a^2 - \lambda) \det(B^{(8)} - \lambda) \det(S^{(6)} - \lambda) \\
- a^2 \lambda \det(B^{(8)} - \lambda) \det(S^{(5)} - \lambda). \tag{B6}
\]

The generalization from Eq. (B6) to an arbitrary \(n\) and \(p\) is straightforward:

\[
\det(R_p^{(n)} - \lambda) = -a^4 \det(B^{(2p-2)} - \lambda) \det(S^{(n-2p+4)} - \lambda) \\
+ (a^2 - \lambda) \det(B^{(2p)} - \lambda) \det(S^{(n-2p+4)} - \lambda) \\
- a^2 \lambda \det(B^{(2p)} - \lambda) \det(S^{(n-2p+3)} - \lambda). \tag{B7}
\]

In the next step, we link \(\det(B^{(k)} - \lambda)\) to \(\det(S^{(i)} - \lambda)\). An easy calculation shows that

\[
\det(B^{(k)} - \lambda) = a^{k-2} U_{k/2-1}(1 - \lambda/(2a^2)), \tag{B8}
\]

where \(U_m(x)\) is the Chebyshev polynomial of the second kind, explicitly given by \(U_m(\cos \phi) = \sin((m + 1)\phi)/\sin \phi\). The characteristic polynomial \(\det(S^{(k)} - \lambda)\) was found to be equal to \((-1)^k a^{k-1} \lambda^{n-3}/2 U_{k-1}(\sqrt{\lambda}/2a)\) [12]. Using the fact that \(U_{k/2-1}(1 - x) = U_{k-1}(\sqrt{\lambda}/2a)(1 - (\lambda/2a)^{k-1}/2)\sqrt{\lambda}/2a\) we arrive, after a rearrangement of the terms, at

\[
\det(R_p^{(n)} - \lambda) = (-1)^n a^{n+3} \lambda^{n/2} a^{n-2p-1} a^n U_{2p-5}((\sqrt{\lambda}/2a)U_{n-2p+1}(\sqrt{\lambda}/2a) + a^n U_{2p-3}(\sqrt{\lambda}/2a)U_{n-2p+1}(\sqrt{\lambda}/2a) \\
- \lambda a^{n-2} U_{2p-3}(\sqrt{\lambda}/2a)U_{n-2p+1}(\sqrt{\lambda}/2a) + a^{n-1} \lambda^{1/2} a U_{2p-3}(\sqrt{\lambda}/2a)U_{n-2p}(\sqrt{\lambda}/2a)). \tag{B9}
\]
The equation above can be simplified by considering the recursive relation for Chebyshev polynomials $U_{k+1}(x) = 2x U_k(x) - U_{k-1}(x)$

$$\det(R_p^{(n)} - \lambda) = (-1)^{n+3p} A^{n/2-p-1/2} a^{n-1} [U_{2p-4}(\sqrt{\lambda}/2a) U_{n-2p+1}(\sqrt{\lambda}/2a) + U_{2p-3}(\sqrt{\lambda}/2a) U_{n-2p+2}(\sqrt{\lambda}/2a)] .$$  \hfill (B10)

Finally, we exploit the relation $U_k(x) U_1(x) = \sum_{i=0}^t U_{k-1+2i}(x)$ (for $k \geq l$) to get

$$\det(R_p^{(n)} - \lambda) = (-1)^{n+3p+1} A^{n/2-p-1/2} a^{n-1} U_{n-1}(\sqrt{\lambda}/2a)$$

$$= (-1)^{n/2+3p} A^{n/2-p} a^{n-2} U_{n/2-1}(1 - \frac{\lambda}{2a^2} ) .$$ \hfill (B12)

where we used the identity above Eq. B9 to get from Eq. B11 to Eq. B12. The nonzero part of $\Sigma(R_p^{(n)})$ thus equals to zeros of the Chebyshev polynomial $U_{n/2-1}(1 - \lambda/(2a^2))$. This polynomial is independent of $p$, so we conclude that reduced transfer matrices for all canonical protocols in OBC for single-cut bipartitions share the same nonzero part of the spectrum. The number of zero eigenvalues differs for different $p$, being the largest for $p = 1$ and zero for $p = n/2$.

**Appendix C: The perturbed transfer matrix has no phantom eigenvalue**

In this appendix, we prove that a matrix $\tilde{A}_p^{(n)}$, of which left eigenvector norms converge in the TDL, has no phantom eigenvalue, i.e., the effective decay $\lambda_{\text{eff}}$ cannot be larger than the second largest eigenvalue $\tilde{\lambda}_2$ of $\tilde{A}_p^{(n)}$ after times $t > t_\ast \sim \ln n$.

Suppose the largest eigenvalue of $\tilde{A}_p^{(n)}$ is equal to $\tilde{\lambda}_1 = 1$ and the second largest one is $\tilde{\lambda}_2 < 1$. We study the convergence of quantities $I_j(t) = |\langle e_j | (\tilde{A}_p^{(n)})^p |1, 1, \ldots, 1\rangle|$, $|e_j|_k = \delta_{j,k}$, to their asymptotic value $\tilde{I}_j(\infty)$. The quantity $\tilde{I}_j(t)$ was chosen to resemble purity from the main text (see Eq. C20).

The expression $\tilde{I}_j(t)$ can be rewritten in terms of the spectral decomposition of $\tilde{A}_p^{(n)} = \sum_k \tilde{\lambda}_k |r_k\rangle\langle l_k|$, where $\tilde{\lambda}_k$ are its eigenvalues and $|r_k\rangle$ and $|l_k\rangle$ the corresponding right and left eigenvectors, respectively. We get

$$\tilde{I}_j(t) = \sum_k \tilde{\lambda}_k |\langle e_j | r_k\rangle| |\langle l_k|1, 1, \ldots, 1\rangle| .$$ \hfill (C1)

The asymptotic value $\tilde{I}_j(\infty)$ is equal to $|\langle e_j | r_1\rangle| |\langle l_1|1, 1, \ldots, 1\rangle|$. By using the triangle inequality and the fact that $|\tilde{\lambda}_2| > |\tilde{\lambda}_k|, k \neq 1$ we get an upper bound on the convergence rate

$$|\tilde{I}_j(t) - \tilde{I}_j(\infty)| = |\sum_{k \neq 1} \tilde{\lambda}_k |\langle e_j | r_k\rangle| |\langle l_k|1, 1, \ldots, 1\rangle|$$

$$\leq |\tilde{\lambda}_2|^t \sum_{k \neq 1} |\langle e_j | r_k\rangle| |\langle l_k|1, 1, \ldots, 1\rangle| = c_2 |\tilde{\lambda}_2|^t ,$$ \hfill (C2)

where $c_2 = \sum_{k \neq 1} |\langle e_j | r_k\rangle| |\langle l_k|1, 1, \ldots, 1\rangle|$. In many cases studied in the main text, the decay rate towards the asymptotic value of purity differs from the one given by $\tilde{\lambda}_2$, instead one could have

$$|\tilde{I}_j(t) - \tilde{I}_j(\infty)| \approx c_{\text{eff}} \lambda_{\text{eff}}^t ,$$ \hfill (C3)

where $\lambda_{\text{eff}} > \tilde{\lambda}_2$. The effective decay $\lambda_{\text{eff}}$ cannot persist infinitely long, because at one point in time it will cross the upper bound from Eq. C2 and we would get $c_{\text{eff}} \lambda_{\text{eff}}^t = c_2 |\tilde{\lambda}_2|^t$. If $t_\ast$ would scale as $\sim n$ or faster with $n$, then $\lambda_{\text{eff}}$ would be a phantom eigenvalue of $\tilde{A}_p^{(n)}$. We shall see that this is not possible.

Now, we present an argument for the claim $t_\ast \sim \ln n$. The time $t_\ast$ can be expressed as

$$t_\ast = \frac{\ln(c_2/c_{\text{eff}})}{\ln(\lambda_{\text{eff}}/|\tilde{\lambda}_2|)} .$$ \hfill (C4)
The ratio $\lambda_{\text{eff}}/|\tilde{\lambda}_2|$ converges to a value $> 1$ in the TDL, so it will not contribute to the dependence of $t_*$ on the system size. Next, we assume that $c_{\text{eff}}$ does not vanish in the TDL, so $\lim_{n \to \infty} c_{\text{eff}} = K > 0$. This assumption is motivated by the fact that we expect the effective decay $\lambda_{\text{eff}}$ to be present in the TDL. This argument shows that $\ln c_{\text{eff}}$ will not contribute to the $n$ dependence of $t_*$. The only contribution left is that of $\ln c_2$.

Next, we bound $\ln c_2$. If $\tilde{A}_p^{(n)}$ would be Hermitian, the left and right eigenvectors would be equal and could be normalized simultaneously; however, here we deal with a more general case, where $r_k \neq l_k$ and $\langle l_k | r_j \rangle = \delta_{j,k}$. We can still normalize all right eigenvectors to 1. Note that the left eigenvectors are not normalized and that their norms could be arbitrary large. Being right eigenvectors normalized, we get the bound $|\langle e_j | r_k \rangle| \leq 1$, so $c_2 \leq n^{3/2}$ and

$$t_* \sim \ln n.$$  \hfill (C6)

Note that the obtained bound on $t_*$ will not be of much help if we iterate matrices of size exponential in $n$ as in [27, 38]. However, in this paper we deal with matrices of size polynomial in $n$.

**Appendix D: Emergence of the asymptotic decay with $\tilde{\lambda}_2$**

We know that for any finite size at a sufficiently large time $t_1$, $\tilde{I}_{n/2}(t)$ will eventually decay as $\sim \tilde{\lambda}_2^t$. In this appendix we are interested in the value of this $t_1$ when such asymptotic decay kicks in. Recall that $\tilde{I}_{n/2}(t)$ is defined as $\tilde{I}_{n/2}(t) = \langle e_{n/2} | (\tilde{A}_p^{(n)})^t | (1,1,\ldots,1) \rangle$ (see Appendix C), where $\tilde{A}_p^{(n)}$ is the perturbed transfer matrix from the main text. Quantities $\tilde{I}(t)$, obtained numerically with iterations of $\tilde{A}_p^{(n)}$, are represented in Fig. 9. As expected, the dynamics of $\tilde{I}(t)$ and $I(t)$ match up to extensive times. Generalizing the results from Fig. 9 (see also Fig. 6), when $p < n/4$ one has $\lambda_{\text{eff}}$ equals the second largest eigenvalue $\tilde{\lambda}_2$ immediately, meaning $t_1 = 1$. On the other hand, when $p > n/4$ $\lambda_{\text{eff}} = \tilde{\lambda}_2$ only after times $t_1 \approx 3n/2$, meaning that $t_1$ diverges with $n$. In this case computing the second largest eigenvalue of the perturbed transfer matrix does not help us to get the effective decay $\lambda_{\text{eff}}$ of purities $I_{n/2}$.

In the main text we give a mathematical explanation for why in this case the finite-size asymptotic decay kicks in so late.
Figure 9. Determining $t_1$ when the decay of $\tilde{I}_{n/2}$ becomes $\tilde{\lambda}_2$. The instantaneous decay rate of $\tilde{I}_{n/2}$ (blue/dark curves) is compared with that of $I_{n/2}$ (orange/light curves), seeing that the two agree up to times $\sim n$. Furthermore, in panels (a) and (c) where $2p < k$ this decay rate is immediately equal to $\tilde{\lambda}_2 = 2/3$ (red dotted line) and therefore $t_1 \approx 1$. On the other hand in panels (b) and (d) where $2p > k$, it is equal to $\lambda_2 = 16/25$ (green dashed line) up to times $\approx 3n/2$, so that $t_1$ in the TDL is formally infinite due to the initial state being orthogonal to respective eigenvectors.