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Abstract

The regression discontinuity (RD) design is widely used for program evaluation with observational data. The primary focus of the existing literature has been the estimation of the local average treatment effect at the existing treatment cutoff. In contrast, we consider policy learning under the RD design. Because the treatment assignment mechanism is deterministic, learning better treatment cutoffs requires extrapolation. We develop a robust optimization approach to finding optimal treatment cutoffs that improve upon the existing ones. We first decompose the expected utility into point-identifiable and unidentifiable components. We then propose an efficient doubly-robust estimator for the identifiable parts. To account for the unidentifiable components, we leverage the existence of multiple cutoffs that are common under the RD design. Specifically, we assume that the heterogeneity in the conditional expectations of potential outcomes across different groups vary smoothly along the running variable. Under this assumption, we minimize the worst case utility loss relative to the status quo policy. The resulting new treatment cutoffs have a safety guarantee that they will not yield a worse overall outcome than the existing cutoffs. Finally, we establish the asymptotic regret bounds for the learned policy using semi-parametric efficiency theory. We apply the proposed methodology to empirical and simulated data sets.
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1 Introduction

The regression discontinuity (RD) design is widely used in causal inference and program evaluation with observational data (e.g., Thistlethwaite and Campbell, 1960; Lee et al., 2004; Eggers and Hainmueller, 2009; Card et al., 2009; Lee and Lemieux, 2010). A primary reason for this popularity is that the RD design can provide credible causal inference without assuming that the treatment is unconfounded. Under the RD design, one can exploit a known deterministic treatment assignment mechanism and identify the average treatment effect at the treatment assignment cutoff. On the whole, the causal inference literature has focused on the development of rigorous estimation and inference methodology for this RD treatment effect (Calonico et al., 2014, 2018; Cheng et al., 1997; Armstrong and Kolesár, 2018; Hahn et al., 2001; Imbens and Lemieux, 2008; Kolesár and Rothe, 2018; Imbens and Wager, 2019).

While treatment effect estimation at the existing cutoff is useful, policy makers may be interested in improving the outcome by considering alternative treatment assignment cutoffs (Heckman and Vytlacil, 2005). Despite the widespread use of the RD design, there has been limited research on policy learning under this design. We address this gap in the literature by developing a methodology for learning new and better cutoffs from observed data. Because the treatment assignment mechanism is deterministic under the RD design, learning a new policy requires extrapolation. Building on the robust optimization framework proposed by Ben-Michael et al. (2021), we develop a safe policy learning methodology under the RD design. Specifically, we provide a theoretical safety guarantee that a new, learned policy will not yield a worse overall utility than the existing status quo policy.

In many applications of the RD designs, the treatment assignment cutoff varies across sub-populations based on certain criteria including geographical regions, time periods, and age groups (e.g., Chay et al., 2005; Klašnja and Titiunik, 2017). We show how to exploit the existence of such multiple cutoffs to make the required extrapolation more credible. Specifically, we compare the conditional potential outcome functions across different sub-populations and assume that the cross-group difference is a smooth function of the running variable with a bounded slope in the extrapolation region. Based on this smoothness assumption, we separate the expected utility into point-identified and partially-identified components, and propose a doubly-robust estimator for the point-identifiable component. We then minimize the worst case utility loss relative to the status quo policy. The resulting policy, based on new treatment cutoffs, has a safety guarantee that they will not yield a worse overall utility than the existing cutoffs. We also establish the asymptotic regret bounds for the learned safe policy using semiparametric efficiency theory.

We apply the proposed methodology to a recent study of the ACCES loan program in Colombia (Melguizo et al., 2016). In this application, geographical departments in Colombia used different cutoffs, which are based on test scores, to determine the eligibility for financial aid to low-income students. We use the proposed methodology to learn a better cutoff for each department to improve the overall enrollment in post-secondary institution throughout the country.
**Related Work.** There exist few prior studies that consider policy learning under the RD design. As noted above, many existing studies focus on the identification, estimation, and inference of the average treatment effects at cutoffs. Recently, some scholars have developed extrapolation methods to improve the external validity of the RD design (e.g., Mealli and Rampichini, 2012; Dong and Lewbel, 2015; Angrist and Rokkanen, 2015; Cattaneo et al., 2020; Dowd, 2021; Bertanha and Imbens, 2020). For example, Dong and Lewbel (2015) consider how an infinitesimal change of the cutoff alters the RD treatment effect by estimating its derivative at the existing cutoff. Eckles et al. (2020) propose a different randomization-based framework that exploits measurement error in the running variable and examine how a change in the cutoff value affects the observed outcome. Although the methods proposed in these studies are related to ours, none explicitly considers the problem of policy learning under the RD design.

Our proposed methodology leverages the existence of multiple cutoffs. In most applied studies with multi-cutoff RD designs, however, researchers simply pool sub-populations and normalize the running variable such that the standard single-cutoff RD methodology can be applied. An important exception is Cattaneo et al. (2020), who propose a methodology to extrapolate treatment effects under the RD design with two cutoffs. The authors rely on a parallel-trend assumption that the difference in the conditional expectation of potential outcome between the two groups is constant in the running variable. We generalize and weaken their assumption by allowing the the cross-group difference to change smoothly in the running variable. In addition, while Cattaneo et al. (2020) focuses on the treatment effect estimation with two cutoffs, we propose a policy learning methodology under the general multi-cutoff RD designs.

We also contribute to a growing literature on policy learning with observational data. We found no prior work in this literature that studies the RD design. In addition, most previous work relies upon inverse probability weighting (IPW) (e.g, Qian and Murphy, 2011; Zhao et al., 2012; Kitagawa and Tetenov, 2018a) or doubly-robust augmented IPW (AIPW) (e.g, Athey and Wager, 2021) to estimate and optimize the overall expected utility. In contrast, we adopt the robust optimization framework recently proposed by Ben-Michael et al. (2021) and develop a safe policy learning methodology under the RD design. Related to our approach, some researchers also have used partial identification for policy evaluation (Khan et al., 2023) or to learn an optimal policy in different non-standard settings (e.g., Cui and Tchetgen Tchetgen, 2021; Han, 2019), while others have applied robust optimization (e.g., Kallus and Zhou, 2018; Pu and Zhang, 2021; Gupta et al., 2020; Bertsimas et al., 2023).

**Organization of the paper.** The paper is organized as follows. Section 2 defines the policy learning problem in RD designs with multiple cutoffs. Section 3 presents the proposed methodological framework and our smoothness assumption for partial identification. Section 4 discusses the empirical policy learning problem, where we propose a doubly-robust estimator. Section 5 establishes asymptotic bounds on the utility loss of our learned policy relative to the baseline policy and the oracle optimal-in-class policy. In Section 6, we apply the proposed methodology to learning
new cutoffs for the ACCES loan program in Colombia. Lastly, Section 7 concludes.

2 Problem setup and notation

We begin by describing the policy learning problem under the general multi-cutoff RD design and introducing formal notation used throughout the paper.

2.1 The multi-cutoff RD design

In our setting, for each unit \( i = 1, \ldots, n \), we observe a univariate running variable \( X_i \in \mathcal{X} \subset \mathbb{R} \), a binary treatment assignment \( W_i \in \{0,1\} \), and an outcome variable \( Y_i \in \mathbb{R} \). We assume that the running variable \( X \) has a continuous positive density \( f_X \) on the support \( \mathcal{X} \). Each unit \( i \) belongs to one of \( Q \) different subgroups, denoted by \( G_i \in \mathcal{Q} := \{1, \ldots, Q\} \), where each group \( g \) has a corresponding cutoff value \( \tilde{c}_g \). These existing cutoff values may differ between groups. For simplicity, we assume there are no ties, but note that our proposed methodology can still be applied in situations where tied cutoffs may exist. We also assume that these cutoffs have been sorted in an increasing order (i.e., \( \tilde{c}_1 < \tilde{c}_2 < \ldots < \tilde{c}_Q \)). Note that both \( X \) and \( G \) are pre-treatment variables, which are neither affected by the cutoffs nor the treatment variable.

Throughout the paper, we consider the sharp RD setting, where given a set of known cutoff values \( \{\tilde{c}_g\}_{g=1}^Q \), the treatment assignment \( W_i \) is completely determined by both the running variable \( X_i \) and the group indicator \( G_i \). Specifically, unit \( i \) in group \( g \) is assigned to the treatment condition when the value of the running variable \( X_i \) exceeds a fixed, known treatment cutoff \( \tilde{c}_g \), i.e.,

\[
W_i = \sum_{g=1}^Q \mathbb{1}(G_i = g) \mathbb{1}(X_i \geq \tilde{c}_g)
\]

where \( \mathbb{1} (\cdot) \) denoting the indicator function. Following the potential outcome framework (Neyman, 1923; Rubin, 1974), we define \( Y_i(1) \) and \( Y_i(0) \) as the potential outcomes under the treatment and control conditions, respectively. The observed outcome then is given by \( Y_i = W_i Y_i(1) + (1 - W_i) Y_i(0) \). We further assume that the tuples \( \{X_i, W_i, G_i, Y_i(1), Y_i(0)\} \) are drawn i.i.d from an overall target population \( \mathcal{P} \). For notational convenience, we will sometimes drop the unit subscript \( i \) from random variables.

Much of the RD design literature has focused on the evaluation of the conditional average treatment effect (CATE) at the cutoff. Under the multi-cutoff RD design, we define the group-specific CATE for each group \( g \) at the cutoff value \( c \),

\[
\tau_g(c) := \mathbb{E}[Y_i(1) - Y_i(0) \mid X_i = c, G_i = g].
\]

The key identification assumption for \( \tau_g(c) \) under the sharp RD design is the continuity of the conditional expectation function of the potential outcome (Hahn et al., 2001).
Assumption 1 (Continuity). Let $m(w, x, g) = \mathbb{E}[Y_i(w) \mid X_i = x, G_i = g]$ denote the group-specific conditional potential outcome function. Assume that $m(w, x, g)$ is continuous in $x$ for $g = 1, \ldots, Q$ and $w = 0, 1$.

Under this assumption, we can identify $\tau_g(c)$ via,

$$
\tau_g(c) = \lim_{x \downarrow c} \mathbb{E}[Y_i \mid X_i = x, G_i = g] - \lim_{x \uparrow c} \mathbb{E}[Y_i \mid X_i = x, G_i = g].
$$

Under Assumption 1 alone, however, the deterministic treatment assignment makes it impossible to identify the average treatment effect beyond the existing cutoff (e.g., Hahn et al., 2001; Imbens and Lemieux, 2008). In the literature, researchers have proposed additional assumptions to extrapolate beyond the existing cutoffs. For example, under the single-cutoff RD setting, Dowd (2021) assume the bounded partial derivative of the conditional expectation function with respect to the running variable. Under the fuzzy RD setting, Bertanha (2020) restricts heterogeneity across compliance classes. Lastly, under the multi-cutoff RD design, Cattaneo et al. (2020) propose a “common-trend” assumption. Building on these recent advancements, we show how to learn new and improved cutoffs from observed data under multi-cutoff RD design.

2.2 Policy learning under the multi-cutoff RD design

We introduce our policy learning problem under the multi-cutoff RD design. Throughout, we assume that potential outcomes depend on cutoffs only through the treatment assignment, which is implicit in our notation (Dong and Lewbel, 2015; Bertanha, 2020). In other words, changing the cutoff value does not alter outcomes unless it leads to a change in the treatment condition. The assumption is violated, for example, if individuals change their behavior in response to a change in the cutoff value under the same treatment condition.

Under the multi-cutoff RD design, a policy $\pi$ is a deterministic function that maps the running variable and group indicator to a binary treatment assignment variable, $\pi: \mathcal{X} \times Q \to \{0, 1\}$. Let $u(y, w)$ denote the utility for outcome $y$ under treatment $w$. Thus, the utility for unit $i$ with treatment $w$ and potential outcome $Y_i(w)$ is given by $u(Y_i(w), w)$. Our goal is to find a new policy $\pi$ that has a high average value (expected utility) for the overall population. For the ease of exposition, we use the observed outcome as the utility, i.e., $u(y, w) = y$, but our discussion below readily extends to other utility functions. In Section 6, we consider an adjusted utility function that takes into account the cost of treatment.

For any given policy $\pi$, we define its overall value as the expected outcome in the target population $\mathcal{P}$:

$$
V(\pi) = \mathbb{E} [Y(\pi(X, G))],
$$

where the expectation is taken with respect to the joint distribution of the running variable $X$, the group indicator $G$, and potential outcomes $Y(w)$. The goal of policy learning is to find the best
possible policy within a pre-specified policy class $\Pi$, i.e.,

$$\pi^* = \arg\max_{\pi \in \Pi} V(\pi).$$

Under the multi-cutoff RD design, we first consider the following class of (group-specific) linear threshold policies:

$$\Pi_{\text{Multi}} = \{\pi : \mathcal{X} \times Q \rightarrow \{0, 1\} \mid \pi(x, g) = \mathbb{1}(x \geq c_g), c_g \in \mathcal{X}\},$$ (2)

where each group-specific cutoff value $c_g$ corresponds to a candidate policy for group $g$. We note that the baseline cutoff value $\tilde{c}_g$ may be different from $c_g$, but both belong to this policy class. Furthermore, we assume that the candidate group-specific policies (cutoffs) in $\Pi_{\text{Multi}}$ are independent of one another.

Learning an optimal policy requires the evaluation of $V(\pi)$ for any given policy $\pi \in \Pi_{\text{Multi}}$. Under RD designs, however, the average potential outcomes under cutoffs that are different from the existing ones are not identifiable. Since the treatment assignment is deterministic rather than stochastic, the usual overlap assumption, i.e., $0 < \text{Pr}(W_i = 1 \mid X_i = x) < 1$ for all $x \in \mathcal{X}$, is violated under the RD designs. As a result, we cannot use standard policy learning methodology based on the inverse probability-of-treatment weighting (IPW) or its variants (see, e.g. Zhao et al., 2012; Kitagawa and Tetenov, 2018b; Athey and Wager, 2021). Therefore, to evaluate $V(\pi)$, we must extrapolate beyond the existing threshold $\tilde{c}_g$ and infer the average unobserved potential outcomes.

3 Safe policy learning through robust optimization

We now outline our basic framework of policy learning under the multi-cutoff RD designs. The proposed framework has three steps. We first decompose the expected utility for any given policy into identifiable and unidentifiable components. Second, we partially identify the unidentifiable component using a relaxed version of the “parallel-trends” assumption from the difference-in-differences literature (Rambachan and Roth, 2023). Lastly, we propose a robust optimization approach that minimizes the worst case utility loss relative to the baseline policy. We show that the resulting minimax optimal policy has a safety guarantee; the utility of deploying the learned policy is no worse than the baseline policy under the assumption used for partial identification.

3.1 Policy value decomposition

We begin by defining the baseline policy that generates the observed data as

$$\tilde{\pi}(x, g) := \mathbb{1}(x \geq \tilde{c}_g).$$

Note that this baseline policy $\tilde{\pi}$ is contained in the linear-threshold policy class $\Pi_{\text{Multi}}$ defined in Equation (2). By comparing the deviation of a given policy $\pi$ from the baseline policy $\tilde{\pi}$, we
decompose the expected utility in Equation (1) into point-identifiable and non-identifiable terms, denoted by $I_{iden}$ and $I_{uniden}$, respectively:

$$V(\pi, m) = \mathbb{E} \left[ \pi(X, G) \tilde{\pi}(X, G) Y + (1 - \pi(X, G)) (1 - \tilde{\pi}(X, G)) Y \right]$$

$$\underbrace{\mathbb{E} \left[ \pi(X, G) (1 - \tilde{\pi}(X, G)) m(1, X, G) \right]}_{I_{iden}} + \underbrace{\mathbb{E} \left[ (1 - \pi(X, G)) \tilde{\pi}(X, G) m(0, X, G) \right]}_{I_{uniden}},$$

where $m(w, x, g)$ is the group-specific conditional potential outcome function.

The first term in Equation (3) corresponds to the cases where the policy $\pi$ agrees with the baseline policy $\tilde{\pi}$. This component can be point-identified from the observable data by replacing the counterfactual outcome $Y(\pi(X, G))$ with the observed outcome $Y$. The second and third terms, however, are not point-identifiable without further assumptions; the counterfactual outcome cannot be observed when the policy under consideration $\pi$ disagrees with the baseline policy $\tilde{\pi}$.

We consider the following restricted set of group-specific linear threshold policies,

$$\Pi_{Overlap} = \{ \pi(x, g) = 1(x \geq c_g) \mid c_g \in [\tilde{c}_1, \tilde{c}_Q] \}.$$

(4)

Like the unrestricted policy class $\Pi_{Multi}$ in Equation (2), this policy class contains the baseline policy $\tilde{\pi}(x, g)$. In this policy class, however, the new cutoffs are found between the lowest and highest cutoffs, denoted by $\tilde{c}_1$ and $\tilde{c}_Q$, respectively. The reason for this restriction is that the observed data provide no information to leverage beyond this range. For example, above the highest cutoff $\tilde{c}_Q$, all units receive the treatment and no outcome is observed under the control condition.

Under this restricted policy class $\Pi_{Overlap}$, the unidentifiable term $I_{uniden}$ can be further decomposed into the conditional mean function of the observed outcome, which is point-identifiable, and an unidentifiable “difference function,”

$$\tilde{m}(x, g) := m(\tilde{\pi}(x, g), x, g) = \mathbb{E}[Y \mid X = x, G = g]$$

(5)

$$d(w, x, g, g') := m(w, x, g) - m(w, x, g').$$

(6)

The difference function $d(w, x, g, g')$ represents the difference in the conditional mean function of potential outcomes between two groups at the same value of the running variable.

Note that if $d(w, x, g, g') = 0$, then the conditional average treatment effect is identical between groups $g$ and $g'$ given the running variable. This type of assumption is often invoked to combine treatment effect estimates from multiple studies (Stuart et al., 2011; Dahabreh et al., 2019), but it is typically not credible here because the running variable is the only conditioning variable. In Section 3.2, we will instead partially identify the difference function by requiring a weaker assumption that the difference function is a smooth function of the running variable.

We now formally state our decomposition result, showing that we can use the group whose existing cutoff is closest to the counterfactual cutoff of another group for extrapolation.
Proposition 1 (Decomposition of the unidentifiable component). For any policy \( \pi \in \Pi_{\text{Overlap}} \), the unidentifiable term \( I_{\text{uniden}} \) in Equation (3) can be further decomposed as follows:

\[
I_{\text{uniden}} = \Xi_1 + \Xi_2,
\]

where \( \Xi_1 \) is identifiable but \( \Xi_2 \) is not,

\[
\Xi_1 := \mathbb{E} \left[ \sum_{g=1}^{Q} \mathbb{I} (G = g) \cdot \pi(X, g) (1 - \hat{\pi}(X, g)) \sum_{g' = 1}^{g-1} \mathbb{I} (X \in [\hat{c}_{g'}, \hat{c}_{g'+1}]) \hat{m}(X, g') \right] \\
+ \mathbb{E} \left[ \sum_{g=1}^{Q} \mathbb{I} (G = g) \cdot (1 - \pi(X, g)) \hat{\pi}(X, g) \sum_{g' = g+1}^{Q} \mathbb{I} (X \in [\hat{c}_{g'-1}, \hat{c}_{g'\prime}]) \hat{m}(X, g') \right] \\
\Xi_2 := \mathbb{E} \left[ \sum_{g=1}^{Q} \mathbb{I} (G = g) \cdot \pi(X, g) (1 - \hat{\pi}(X, g)) \sum_{g' = 1}^{g-1} \mathbb{I} (X \in [\hat{c}_{g'}, \hat{c}_{g'+1}]) d(1, X, g, g') \right] \\
+ \mathbb{E} \left[ \sum_{g=1}^{Q} \mathbb{I} (G = g) \cdot (1 - \pi(X, g)) \hat{\pi}(X, g) \sum_{g' = g+1}^{Q} \mathbb{I} (X \in [\hat{c}_{g'-1}, \hat{c}_{g'\prime}]) d(0, X, g, g') \right].
\]

(7)

Figure 1 illustrates the decomposition using a three-group case and focusing on the outcome under the treatment. Suppose that we wish to learn a new cutoff for Group 3 whose existing cutoff is \( \hat{c}_3 \). To do this, we must extrapolate the conditional mean outcome \( m(1, x, 3) \) for this group in the region below the existing cutoff (represented by the dashed blue line). To evaluate the counterfactual value of the conditional mean outcome at \( x'' \in [\hat{c}_2, \hat{c}_3] \) for Group 3, we choose Group 2 whose existing cutoff is the closest to \( \hat{c}_3 \). We then decompose the counterfactual value \( m(1, x'', 3) \) into the identifiable conditional mean for Group 2, i.e., \( m(1, x'', 2) \), and the difference in the conditional mean function between Groups 3 and 2, i.e., \( d(1, x'', 3, 2) = m(1, x'', 3) - m(1, x'', 2) \). Similarly, to infer \( m(1, x', 3) \), we use Group 1 as a reference group and decompose this counterfactual value into the identifiable conditional mean value for Group 1, i.e., \( m(1, x', 1) \), and the difference between Groups 3 and 1, i.e., \( d(1, x', 3, 1) \).

There are other constructions of decomposing \( I_{\text{uniden}} \), depending on the chosen reference group for comparison. We discuss an alternative decomposition in Appendix A.1. Although we focus on the decomposition in Proposition 1 in this paper, it is straightforward to adapt our methodology below to other decompositions.

In sum, Proposition 1 implies the following decomposition of the expected utility in Equation (3):

\[
V(\pi, d) = I_{\text{iden}} + \Xi_1 + \Xi_2.
\]

(8)

For any given policy \( \pi \in \Pi_{\text{Overlap}} \), when the baseline policy \( \pi \) and a candidate policy \( \hat{\pi} \) agree, the expected utility equals the identifiable component \( I_{\text{iden}} \). When they disagree, the expected utility equals the sum of two components: the identifiable term \( \Xi_1 \), and the partially identifiable term \( \Xi_2 \).
Figure 1: Illustration of the policy value decomposition in Proposition 1 in a three-group case. The black lines represent the group-specific conditional expectation functions under the treatment condition $m(1,x,\cdot)$, where the solid line segments can be identified by the observed conditional mean outcome functions $\tilde{m}(x,\cdot)$ whereas the black dashed segments are not identifiable. The blue dashed line indicates an example extrapolation region where we consider the counterfactual policy value under an alternative cutoff lower than the existing cutoff for Group 3. To infer the counterfactual policy value at $x''$ for this group, we decompose it into the sum of the observed conditional mean value for Group 2 and the unidentifiable difference between Groups 2 and 3 at $\tilde{c}_3$. Similarly, to infer the counterfactual policy value at $x'$ for Group 3, we leverage the observed difference between Groups 1 and 3.

### 3.2 Partial identification and robust optimization approach

Using the decomposition above, we propose a robust optimization approach to policy learning. Specifically, we first partially identify the difference function $\Xi_2$ and then use robust optimization to derive an optimal policy by maximizing the worst case value.

As illustrated in Figure 1 and discussed above, the cross-group difference in the conditional outcome needed for extrapolation is not identifiable. For example, at $x''$, this difference function between Groups 3 and 2 cannot be point-identified. Yet, the same difference function is identifiable in the region above the existing cutoff of Group 3, i.e., $x \geq \tilde{c}_3$. We leverage this fact for extrapolation under the following assumption that the cross-group difference changes smoothly as a function of the running variable.
Assumption 2 (Smooth Difference Function). The difference function \( d(w, x, g, g') \) lies in the following function class,
\[
\mathcal{F} = \{ f : |f(w, x, g, g') - f(w, \tilde{c}_g, g, g')| \leq \lambda_{w gg'} |x - \tilde{c}_g| \quad \forall x \in (\tilde{c}_g \land g', \tilde{c}_g \lor g'), w \in \{0, 1\} \},
\]
where \( g^* = w(g \lor g') + (1 - w)(g \land g') \) is a group index, and \( \lambda_{w gg'} < \infty \) is a positive constant for \( w \in \{0, 1\} \) and \( g, g' \in Q \).

In the function class \( \mathcal{F} \), the group index \( g^* \) depends on the treatment condition. For example, in the case of the conditional outcome model under the treatment, \( g^* \) represents one of the two groups — Groups \( g \) and \( g' \) — with a higher cutoff, whereas under the control condition it corresponds to the group with a lower cutoff. Thus, \( \tilde{c}_g^* \) equals the boundary point at which the difference model can be identified.

Assumption 2 states that the cross-group heterogeneity is a smooth function of the running variable with a varying slope, which is assumed to be bounded when the difference function is unidentifiable. The assumption limits the strength of the interaction between the running variable and group indicator in the conditional expected potential outcome. Assumption 2 generalizes and hence weakens the assumption of Cattaneo et al. (2020) who consider an important special case with two groups. Specifically, they assume that the cross-group heterogeneity does not depend on the running variable at all, i.e., \( \lambda_{w12} = 0 \) implying \( d(w, x, 1, 2) \) is constant in \( x \). Their assumption is analogous to the parallel trend assumption under the difference-in-differences design.

Note that for some values of the running variable, the difference function is identifiable as \( \tilde{d}(x, g, g') := \mathbb{E}[Y | X = x, G = g] - \mathbb{E}[Y | X = x, G = g'] \). Therefore, under Assumptions 2, we can directly compute the set of potential models for the difference function by extrapolating from the closest boundary point \( \tilde{c}_g^* \). This leads to the following restricted model class for the difference function,
\[
\mathcal{M}_d = \{ d : \{0, 1\} \times \mathcal{X} \times Q \times Q \rightarrow \mathbb{R} | B_l(w, x, g, g') \leq d(w, x, g, g') \leq B_u(w, x, g, g') \}, \tag{9}
\]
with the point-wise upper and lower bounds given by
\[
B_l(w, x, g, g') = \lim_{x' \rightarrow \tilde{c}_g^* \cap X_{gw} \cap X_{g'w}} \tilde{d}(x', g, g') - \lambda_{w gg'} |x - x'|,
\]
\[
B_u(w, x, g, g') = \lim_{x' \rightarrow \tilde{c}_g^* \cap X_{gw} \cap X_{g'w}} \tilde{d}(x', g, g') + \lambda_{w gg'} |x - x'|, \tag{10}
\]
where \( X_{gw} = \{ x \in \mathcal{X} | \tilde{\pi}(x, g) = w \} \) represents a set of values of the running variable, for which the baseline policy gives the treatment condition \( w \) to group \( g \). Note that the limits are taken as the value of the running variable \( x' \) approaches the baseline cutoff \( \tilde{c}_g^* \) from within \( X_{gw} \cap X_{g'w} \).

Finally, we use robust optimization to find an optimal policy. We do so by maximizing the worst case value of the expected utility \( V(\pi, d) \) in Equation (8) over the restricted policy class \( \Pi_{Overlap} \),
with the difference function taking values in the ambiguity set \( \mathcal{M}_d \):

\[
\pi_{\text{inf}} \in \arg\max_{\pi \in \Pi_{\text{Overlap}}} \min_{d \in \mathcal{M}_d} V(\pi, d).
\]  

(11)

As Ben-Michael et al. (2021) show, the resulting policy \( \pi_{\text{inf}} \) has a safety guarantee that the overall expected utility of the learned policy is no less than that of the baseline policy. This safety property holds because \( \pi_{\text{inf}} \) maximizes the worst case value when it disagrees with the baseline policy.

4 Empirical policy learning

In the previous section, we define the population optimal policy \( \pi_{\text{inf}} \) that maximizes the worst case value of the population expected utility \( V(\pi) \) for any given policy \( \pi \in \Pi_{\text{Overlap}} \). Next, we show how to construct this maximin policy empirically using a finite amount of observed data. Recalling our decomposition in Proposition 1, the inner optimization problem of Equation (11) can be decomposed into the sum of three components, \( \pi_{\text{inf}} = \arg\max_{\pi \in \Pi_{\text{Overlap}}} I_{\text{idem}} + \Xi_1 + \min_{d \in \mathcal{M}_d} \Xi_2 \) where the first two components, \( I_{\text{idem}} \) and \( \Xi_1 \), are point-identifiable, while the last term \( \Xi_2 \) is not. We introduce our proposed estimator by examining each of these three terms in turn.

4.1 Doubly robust estimation

Since the first term \( I_{\text{idem}} \) in Equation (3) is identifiable, we use its sample analog for unbiased estimation:

\[
\hat{I}_{\text{idem}} = \frac{1}{n} \sum_{i=1}^{n} \pi(X_i, G_i) \tilde{\pi}(X_i, G_i) Y_i + (1 - \pi(X_i, G_i))(1 - \tilde{\pi}(X_i, G_i)) Y_i.
\]

(12)

The second term \( \Xi_1 \) in Equation (7) is also nonparametrically identified, but this term contains an unknown nuisance component, corresponding to the conditional outcome regression for each group \( g, \tilde{m}(X, g) \). We compute the efficient influence function for estimating \( \Xi_1 \), which yields the following equivalent representation,

\[
\Xi_{\text{DR}} := E \left[ \sum_{g=1}^{Q} \pi(X, g) (1 - \tilde{\pi}(X, g)) \sum_{g'=1}^{g-1} \mathbb{1}(X \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}]) \cdot \left\{ \mathbb{1}(G = g) \tilde{m}(X, g') + \mathbb{1}(G = g') \frac{e_g(X)}{e_{g'}(X)} (Y - \tilde{m}(X, g')) \right\} + \sum_{g=1}^{Q} (1 - \pi(X, g)) \tilde{\pi}(X, g) \sum_{g'=g+1}^{Q} \mathbb{1}(X \in [\tilde{c}_{g'-1}, \tilde{c}_{g'}]) \cdot \left\{ \mathbb{1}(G = g) \tilde{m}(X, g') + \mathbb{1}(G = g') \frac{e_g(X)}{e_{g'}(X)} (Y - \tilde{m}(X, g')) \right\} \right].
\]

(13)
where \( e_g(x) := \mathbb{P}[G_i = g \mid X_i = x] \) is the the conditional probability of group membership \( g \) given the value of the running variable \( X_i = x \).

Although Equation (13) resembles the standard doubly robust construction, the nuisance model \( e_g(x) \) represents the conditional probability of group membership given the running variable rather than the conditional probability of treatment assignment. This difference has a couple of implications. First, the proposed framework does not require the unconfoundedness of group membership. This contrasts with the standard doubly robust estimator which assumes the treatment assignment to be unconfounded. Second, the nuisance model is a function of a single-dimensional running variable, making it substantially easier to estimate robustly than typical propensity score models.

We adopt a fully nonparametric approach to estimating these nuisance components \( \hat{m}(\cdot, \cdot) \) and \( e_g(\cdot) \) and use cross-fitting (Chernozhukov et al., 2016; Athey and Wager, 2021). Since the running variable is one dimensional, many potential nonparametric estimators can be used. In our empirical analyses (Section 6), we fit a local linear regression for \( \hat{m}(\cdot, \cdot) \) available in the R-package nproust and fit a multinomial logistic regression for \( e_g(\cdot) \) based on a single hidden layer neural network of the R package nnet.

For cross-fitting, we randomly split the data into \( K \) disjoint folds, where each fold contains a subset of data from all \( Q \) groups. For each fold \( k \), we use the remaining \( K - 1 \) folds to estimate the nuisance components and then compute the estimates on fold \( k \). We denote these estimates by \( \hat{m}^{\cdot - k[i]}(X_i, g) \) and \( \hat{e}_g^{\cdot - k[i]}(X_i) \), where we use the superscript \( -k[i] \) to denote the model fitted to all but the fold that contains the \( i \)th observation. Now, we can write the proposed cross-fitted doubly-robust estimator as,

\[
\hat{\Xi}_{DR} = \frac{1}{n} \sum_{i=1}^{n} \left[ \sum_{g=1}^{Q} \pi(X_i, g) (1 - \hat{\pi}(X_i, g)) \sum_{g' = 1}^{g-1} \mathbb{I}(X_i \in [\hat{c}_{g'}, \hat{c}_{g'+1}]) \right] \cdot
\]

\[
\left\{ \mathbb{I}(G_i = g) \hat{m}^{\cdot - k[i]}(X_i, g') + \mathbb{I}(G_i = g') \hat{e}_g^{\cdot - k[i]}(X_i) (Y_i - \hat{m}^{\cdot - k[i]}(X_i, g')) \right\} + \sum_{g=1}^{Q} (1 - \pi(X_i, g)) \hat{\pi}(X_i, g) \sum_{g' = g+1}^{Q} \mathbb{I}(X_i \in [\hat{c}_{g'-1}, \hat{c}_{g'}]) \cdot
\]

\[
\left\{ \mathbb{I}(G_i = g) \hat{m}^{\cdot - k[i]}(X_i, g') + \mathbb{I}(G_i = g') \hat{e}_g^{\cdot - k[i]}(X_i) (Y_i - \hat{m}^{\cdot - k[i]}(X_i, g')) \right\} \right].
\]

This doubly robust estimator \( \hat{\Xi}_{DR} \) achieves semiparametric efficiency while only requiring mild sub-parametric convergence rate conditions of the two nuisance models \( \hat{m}(x, g) \) and \( e_g(x) \) (see Assumption 5). In Section 5, we show that this rate-double robustness property allows us to learn an empirical worst-case policy at a fast rate.
4.2 Estimating the bounds

We now turn to estimating the worst-case value of $\Xi_2$ in Equation (7). We first define the sample analog of $\Xi_2$ as follows:

$$\hat{\Xi}_2 := \frac{1}{n} \sum_{i=1}^{n} \left[ \sum_{g=1}^{Q} \mathbb{I} \left( G_i = g \right) \cdot \pi(X_i, g) \left( 1 - \hat{\pi}(X_i, g) \right) \sum_{g' = 1}^{g-1} \mathbb{I} \left( X_i \in [\tilde{c}_{g' - 1}, \tilde{c}_{g'}] \right) d(1, X_i, g, g') \right] + \sum_{g=1}^{Q} \mathbb{I} \left( G_i = g \right) \cdot (1 - \pi(X_i, g)) \hat{\pi}(X_i, g) \sum_{g' = g+1}^{Q} \mathbb{I} \left( X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'} + 1] \right) d(0, X_i, g, g').$$

Unfortunately, it is not possible to directly optimize $\hat{\Xi}_2$ over the restricted model class $\mathcal{M}_d$ because a model in this class contains an unknown nuisance component $\hat{d}(\cdot, g, g')$. This term appears in the point-wise upper and lower bounds, $B_\ell(w, x, g, g')$ and $B_u(w, x, g, g')$. In Appendix A.2, we propose an efficient two-stage doubly robust estimator $\hat{d}_{DR}(\cdot, g, g')$ that has a fast convergence rate. This model builds upon the DR-learner developed for estimating the conditional average treatment effect (Kennedy, 2020).

We construct an empirical model class $\hat{\mathcal{M}}_d$ by plugging in the estimates in place of their true values given in Equation (10). The empirical bounds, $\hat{B}_\ell(w, x, g, g')$ and $\hat{B}_u(w, x, g, g')$, for any value of $x$, are given by:

$$\hat{B}_\ell(w, x, g, g') = \lim_{x' \to \tilde{c}_g} \hat{d}(x', g, g') - \lambda_{wg'g} |x - x'|$$

$$\hat{B}_u(w, x, g, g') = \lim_{x' \to \tilde{c}_g} \hat{d}(x', g, g') + \lambda_{wg'g} |x - x'|.$$ 

We discuss choosing values of the smoothness parameter $\lambda_{wg'g}$ in Section 4.3 below.

With these three components in place, we obtain an empirical optimal policy by maximizing the worst-case in-sample value across policies $\pi \in \Pi_{\text{Overlap}}$:

$$\hat{\pi} = \arg\max_{\pi \in \Pi_{\text{Overlap}}} \left\{ \hat{I}_{\text{iden}} + \hat{\Xi}_{\text{DR}} + \min_{d \in \hat{\mathcal{M}}_d} \hat{\Xi}_2 \right\}. \quad (17)$$

4.3 Choosing the smoothness parameter

Smoothness restrictions are often used to obtain partial identification (e.g., Manski, 1997; Kim et al., 2018). Similar to these cases, Assumption 2 requires a priori knowledge of the degree of smoothness, directly controlled by the corresponding smoothness parameter $\lambda_{wg'g}$. A greater value of $\lambda_{wg'g}$ will lead to a more conservative policy whose new thresholds are closer to the original ones. In principle, the choice of the smoothing parameter value $\lambda_{wg'g}$ should be guided by subject-matter expertise. Here, we propose a default data-driven method based on the assumption that the least smooth area of the difference function occurs in the region of overlapping policies between the two
groups (Rambachan and Roth, 2023).

To choose the value of $\lambda_{wgg'}$, we leverage our proposed two-stage doubly robust estimation procedure described in Appendix A.2. In short, we first construct a DR pseudo-outcome for the actual observed difference $\tilde{d}(\cdot, g, g')$. We then fit a local polynomial regression with the running variable as the only predictor. The fitted nonparametric model also yields the estimates of their first local derivatives $\tilde{d}^{(1)}(\cdot, g, g')$ based on the local polynomial regression method proposed by Calonico et al. (2018, 2020). We compute the absolute value of the estimated first-order derivative at a grid of points in the region of overlapping policies between the two groups, and take the maximum value as $\lambda_{wgg'}$. In practice, as illustrated in Section 6, we recommend considering a range of plausible values of $\lambda_{wgg'}$, e.g., multiplying those estimates by a constant, e.g., 2, 4, and 8, and conducting a sensitivity analysis to illustrate the sensitivity of learned policies to the strength of the smoothness assumption (see Rambachan and Roth (2023); Kim et al. (2018); Imbens and Wager (2019) for a similar practical advice).

5 Theoretical guarantees

To better understand the statistical properties of the learned policy described above, we compute an asymptotic bound on the utility loss relative to the baseline policy and the oracle optimal policy within the policy class.

5.1 Assumptions

Throughout, we maintain the following additional assumptions. First, as in the existing policy learning literature (e.g., Zhou et al., 2018; Nie et al., 2021; Zhan et al., 2021), we assume that the potential outcomes are bounded.

Assumption 3 (Bounded outcome). There exists a $\Lambda \geq 0$ such that $|Y(w)| \leq \Lambda$.

This bounded assumption can be generalized to unbounded but sub-Gaussian random variables (Zhou et al., 2018; Athey and Wager, 2021).

Second, we assume the existence of overlap between groups in terms of the running variable.

Assumption 4 (Overlap between groups based on the running variable). There exists some $\eta > 0$ such that $\eta \leq e_g(x) \leq 1 - \eta$ for all $x \in [\tilde{c}_1, \tilde{c}_Q]$ and $g \in \mathcal{Q}$.

Unlike the standard DR estimators in observational studies, we neither require the covariate overlap nor unconfoundedness for the treatment assignment. Indeed, the proposed methodological framework does not require group membership to be unconfounded either.

Third, we assume that it is possible to estimate the nuisance components of $\Xi_{DR}$ (Equation (13)) well.
Assumption 5. For every fold $k \in \{1, 2, \ldots, K\}$:

$$\sup_{x,g} \left\{ |\hat{m}^{-k}(x,g) - \hat{m}(x,g)| \right\} \xrightarrow{p} 0, \quad \sup_x \left\{ |\hat{e}^{-k}_g(x) - e_g(x)| \right\} \xrightarrow{p} 0$$

(18)

and for every $k \in \{1, 2, \ldots, K\}$ and $g, g' \in Q, g' \neq g$:

$$E \left[ \left( \hat{m}^{-k}(X,g) - \hat{m}(X,g) \right)^2 \right] \cdot E \left[ \left( \hat{e}^{-k}_g(X) - \hat{e}_g(X) \right)^2 \right] = o\left(n^{-1}\right),$$

(19)

where $X$ is taken to be an independent test sample drawn according to the density $f_X(x)$.

The assumption allows us to obtain tight regret bounds for learning policies using the proof strategy of Zhou et al. (2018) (see also Chernozhukov et al., 2016; Athey and Wager, 2021). Under the multi-cutoff RD design, Assumption 5 is reasonable since the running variable $X$ is one-dimensional. This is in stark contrast with typical observational studies where one must adjust for many observed confounders.

Finally, we quantify the effect of using the estimated empirical bounds on the regret of the learned policy by invoking the following assumption that characterizes this error rate. Here, we make the necessary assumption on the lower bounds since the inner optimization problem of Equation (17) depends only on the worst value of $\hat{d}(x,g,g')$, i.e, $B_\ell(w,x,g,g')$.

Assumption 6 (Empirical Bound Estimation Error). For some sequence $\rho_n \to \infty$, assume that

$$E \left[ \frac{1}{n} \sum_{i=1}^{n} \max_{w \in \{0,1\}, g,g' \in Q} \left| B_\ell(w,X_i,g,g') - \hat{B}_\ell(w,X_i,g,g') \right| \right] = O\left(\rho_n^{-1}\right).$$

The definitions of the lower bounds in Equations (10) and (16) imply,

$$\frac{1}{n} \sum_{i=1}^{n} \max_{w \in \{0,1\}, g,g' \in Q} \left| B_\ell(w,X_i,g,g') - \hat{B}_\ell(w,X_i,g,g') \right| = \max_{w \in \{0,1\}, g,g' \in Q} \left| \lim_{x' \to \tilde{c}_g} \tilde{d}(x',g,g') - \lim_{x' \to \tilde{c}_{g'}^*} \hat{d}(x',g,g') \right|. $$

(20)

Thus, the resulting error depends on the accuracy of estimating the conditional cross-group difference function $\hat{d}(.g,g')$ at the existing discrete cutoff values $x = \tilde{c}_1, \ldots, \tilde{c}_Q$. To keep our results general, we do not specify the exact rate of $\rho_n^{-1}$ below but discuss some special cases.

5.2 Performance relative to the baseline policy

Under the above assumptions, we compare the learned policy $\hat{\pi}$ to the baseline policy as well as the oracle policy that maximizes the expected utility. To simplify the statement of the main theorem, we first define $\Gamma_{ig}^{(1)}$ and $\Gamma_{ig}^{(0)}$ as the doubly-robust scores for Group $g$ used to extrapolate to the left
regression functions. Like Kennedy (2020), our proposed estimator \( \hat{\pi} \) on the conditional mean outcome functions may inherit large errors due to complexity of the underlying model.

Remark 1. Naive estimation of the difference function based on plug-in estimates of two conditional mean outcome functions may inherit large errors due to complexity of the underlying regression functions. Like Kennedy (2020), our proposed estimator \( \hat{d}^{DR}(\cdot, g, g') \) in Section 4.2 typically exhibits a slower-than-parametric rate, depending on the accuracy of estimating the local difference \( \hat{d}(\cdot, g, g') \) at fixed points.

To characterize the safety property of our learned policy \( \hat{\pi} \), we first bound the utility loss relative to the baseline policy \( \tilde{\pi} \). Here, we report the simplified version of this bound, and provide a more general version in Appendix C.3.

**Theorem 1** (Statistical safety guarantee). Under Assumptions 2, 3, 4 and 5, the utility loss of the learned safe policy \( \hat{\pi} \) relative to the baseline policy \( \tilde{\pi} \) is,

\[
V(\tilde{\pi}) - V(\hat{\pi}) = O_p \left( \frac{\Lambda \sqrt{Q} + Q \sqrt{\max_{g \in Q} V_g^*}}{\sqrt{n}} \right),
\]

where the worst-case variance of evaluating the difference between two policies in \( \Pi_{\text{Overlap}} \) for any specific group \( g \) is given by,

\[
V_g^* = \sup_{\pi_a(\cdot \mid g), \pi_b(\cdot \mid g) \in \Pi_{\text{Overlap}}} \mathbb{E} \left[ (\pi_a(X_i, g) - \pi_b(X_i, g))^2 \cdot \left\{ (1 - \tilde{\pi}(X_i, g)) \left( \Gamma^{(1)}_{ig} \right)^2 + \tilde{\pi}(X_i, g) \left( \Gamma^{(0)}_{ig} \right)^2 \right\} \right].
\]

The theorem ensures, asymptotically, that the learned policy will not yield a worse overall utility than the baseline policy. The constant term \( V_g^* \) in the bound arises from the proposed doubly robust estimator \( \hat{\Xi}_{\text{DR}} \) (see also Zhou et al., 2018; Athey and Wager, 2021). In addition, the rate of convergence depends on the slower of the two estimation error rates: one is the standard \( n^{-1/2} \), which comes from estimating \( \mathcal{I}_{\text{iden}} \) and \( \Xi_{\text{DR}} \), and the other is the estimation error \( \rho_n^{-1} \) for the empirical model class \( \hat{\mathcal{M}}_d \). This term \( \rho_n^{-1} \) typically exhibits a slower-than-parametric rate, depending on the accuracy of estimating the local difference \( \hat{d}(\cdot, g, g') \) at fixed points.

Compared to the optimal \( O_p(n^{-1/2}) \) regret bound achieved in the standard policy learning settings with perfect point identification (Kallus and Zhou, 2018; Kitagawa and Tetenov, 2018b; Zhan et al., 2021; Athey and Wager, 2021), the presence of this additional error term \( \rho_n^{-1} \) term is due to the partial identification under multi-cutoff RD designs. Poor estimation of \( \hat{d}(\cdot, g, g') \), therefore, could make a learned policy unnecessarily deviate from the baseline policy, leading to the loss of the safety guarantee unless the sample size is sufficiently large.
directly incorporates the smoothness of the heterogeneous difference function \( \tilde{d}(\cdot, g, g') \). For example, when the nuisance components satisfy certain weak second-order error conditions and \( \tilde{d}(\cdot, g, g') \) is \( \gamma \)-smooth, the oracle rate for estimating the local \( \tilde{d}(\cdot, g, g') \) at fixed points is given by \( \rho_n^{-1} \approx n^{-1/(2+1/\gamma)} \), because the running variable is uni-dimensional. In contrast to the standard doubly robust estimator of the ATE, this minimax rate is slower than root-\( n \), because the parameter is an infinite-dimensional regression curve. As the difference function becomes more smooth, this rate should approach that of the standard ATE case.

**Remark 2.** While we derive the asymptotic results as the number of observations \( n \) increases, the constant term in the regret bound depends on the number of total groups, \( Q \). In our setup, we assume that these groups are pre-determined, so that the number of groups is fixed. In practice, \( Q \) needs to be much smaller than \( n \) to make Theorem 1 meaningful.

### 5.3 Performance relative to the oracle policy

Lastly, we compare our learned policy to the infeasible, oracle optimal policy \( \pi^* \) in the same policy class, defined as:

\[
\pi^* := \arg\max_{\pi \in \Pi_{\text{Overlap}}} V(\pi).
\]

As before, we report a simpler version of the bound here, while its complete version is found in Appendix C.4.

**Theorem 2** (Empirical optimality gap under the multi-cutoff regression discontinuity designs). Under Assumptions 2, 3, 4 and 5, the utility loss of the learned safe policy \( \hat{\pi} \) relative to the optimal policy \( \pi^* \) is,

\[
V(\pi^*) - V(\hat{\pi}) = O_p\left( \frac{\Lambda \sqrt{Q} + Q \sqrt{\max_{g \in Q} V_g}}{\sqrt{n}} \lor \rho_n^{-1} \right) + \frac{2}{n} \max_{w \in \{0,1\}} \max_{g \in Q} \lambda_{wgg'} |X_i - \tilde{c}_{g*}|,
\]

where \( g^* = w(g \lor g') + (1 - w)(g \land g') \) denotes the nearest cutoff index used to extrapolate the difference function \( d(w, x, g, g') \).

Compared to Theorem 1, there is an additional term that is proportional to the smoothness parameter \( \lambda_{wgg'} \) and the average distance to the nearest cutoff. This term measures the sample average of the length of the point-wise partial identification bound for \( d(w, X_i, g, g') \) under Assumption 2. While the robust optimization procedure ensures that our learned policy will be no worse than the baseline policy, asymptotically, Theorem 2 shows that this safety guarantee comes at the cost of obtaining a potentially suboptimal policy. If the cross-group difference deviates substantially from a parallel trend, i.e., \( \lambda_{wgg'} > 0 \) is larger, then the interval will be wider, leading to a potentially larger optimality gap.
6 Empirical application

In this section, we apply the proposed methodology to the ACCES (Access with Quality to Higher Education) program, which is a national-level subsidized loan program in Colombia. We present additional simulation results evaluating our approach in Appendix B. Starting from 2002, the ACCES program provides financial aid to low-income students. Eligibility for the program is determined by a test score cutoff, which varies across different regions of Colombia and time periods. The original analysis by Melguizo et al. (2016) estimated a single RD treatment effect by pooling and normalizing all 33 cutoffs, while Cattaneo et al. (2020) focused on two cutoffs from different time periods and extrapolated the RD treatment effect for each one. In contrast to these prior studies, we analyze all the cutoffs across different geographical regions at the same time and learn a new safe policy for each one of them by leveraging the existence of multiple cutoffs.

6.1 The background

We begin by providing some background information about the ACCES program (see Melguizo et al. (2016) for more details). To be eligible for the ACCES program, a student must achieve a high score on the national high school exit exam, the SABER 11, administered by the Colombian Institute for the Promotion of Postsecondary Education (ICFES). Each semester of every year, once students take the SABER 11, the ICFES authorities compute a position score that ranges from 1 to 1,000, based on each student’s position in terms of 1,000 quantiles. For example, the students who are assigned a position score of 1 should be in the top 0.1%, while those with the test scores in the bottom 0.1% receive a position score of 1000. The SABER 11 position scores are calculated for each semester, and then pooled for each year. Throughout our analysis, as in Cattaneo et al. (2020), we multiply the position score by $-1$ so that the values of the running variable above a cutoff lead to the program eligibility.

To select ACCES beneficiaries, the Colombian Institute for Educational Loans and Studies Abroad establishes an eligibility cutoff such that students whose position scores are higher than the cutoff becomes eligible for the ACCES program. The eligibility cutoff is defined separately for each department (or region) of Colombia, and has changed over time. Between 2002 and 2008, the cutoff was $-850$ for all Colombian departments. After 2008, however, the ICFES used varying cutoffs across different years and departments.

We analyze the data collected from all 33 departments in 2010, when each department used a different cutoff value. We do not analyze the data from 33 departments whose sample size is less than 200. Given the discrete running variable in this case, the reliable use of local polynomial regression requires a larger sample size (Calonico et al., 2014, 2018). The final dataset includes the observations from 23 different departments of Colombia. Following Melguizo et al. (2016) and Cattaneo et al. (2020), the outcome of interest is an indicator for whether the student enrolls in a postsecondary institution. Table 1 reports the sample size, group-specific baseline cutoff $\hat{c}_g$, and estimated group-specific RD treatment effect at the baseline cutoff for each department.
Table 1: Summary of observations from 23 departments in Colombia in year 2010.

| Department        | Sample size | Baseline cutoff | RD Estimate | s.e.  |
|-------------------|-------------|-----------------|-------------|-------|
| Magdalena         | 214         | -828            | 0.55        | 0.41  |
| La Guajira        | 209         | -824            | 0.57        | 0.31  |
| Bolivar           | 646         | -786            | 0           | 0.21  |
| Caqueta           | 238         | -779            | 0.56        | 0.35  |
| Cauca             | 322         | -774            | 0.02        | 0.78  |
| Cordoba           | 500         | -764            | -0.63*      | 0.26  |
| Cesar             | 211         | -758            | 0.53        | 0.37  |
| Sucre             | 469         | -755            | 0.21*       | 0.11  |
| Antioquia         | 416         | -729            | 0.7*        | 0.16  |
| Valle Del Cauca   | 454         | -732            | 0.61*       | 0.16  |
| Norte De Santander| 233         | -723            | -0.08       | 0.43  |
| Putumayo          | 236         | -719            | -0.47       | 0.79  |
| Tolima            | 347         | -716            | 0.12        | 0.31  |
| Huila             | 406         | -695            | 0.06        | 0.23  |
| Narino            | 463         | -678            | 0.08        | 0.19  |
| Cundinamarca      | 403         | -676            | 0.12        | 0.81  |
| Risaralda         | 263         | -672            | 0.41        | 0.42  |
| Quindio           | 215         | -660            | -0.03       | 0.11  |
| Santander         | 437         | -632            | 0.74*       | 0.25  |
| Boyaca            | 362         | -618            | 0.48        | 0.36  |
| Distrito Capital  | 539         | -559            | 0.66*       | 0.14  |

* indicates significant RD treatment effect at the 5% level

6.2 Empirical findings

We estimate the empirical improvement of expected utility, i.e., \( \hat{V}(\pi) - \hat{V}(\tilde{\pi}) \), for each candidate policy in the policy class \( \Pi_{\text{Overlap}} \), restricting the candidate cutoffs for each department to be within the range of the original lowest and highest cutoffs, i.e., \( c_g \in [-828, -559] \). We select the value of the smoothness parameter \( \lambda_{wgg'} \) for each pairwise difference function \( d(w, x, g, g') \) under Assumption 2, by applying the procedure described in Section 4.3. We first fit a local polynomial regression of each difference function \( d(w, \cdot, g, g') \), and then take the maximal absolute value of the estimated local first derivative at a grid of points as \( \lambda_{wgg'} \). We also perform a sensitivity analysis by multiplying the data-driven choice of \( \lambda_{wgg'} \) by a positive constant \( M \) and seeing how the learned policy changes.

We first consider the stronger parallel-trend assumption that the cutoff differences are exactly constant, i.e., \( \lambda_{wgg'} = 0 \), allowing us to point-identify the counterfactual function \( d(w, \cdot, g, g') \). As shown in the first column \( (M = 0) \) in Figure 2, for most departments, the learned cutoffs are lower than the baseline cutoffs (highlighted by purple). Thus, lowering the cutoff, which increases
The number of eligible students, is likely to result in a higher overall enrollment rate. This is not surprising, as financial aid typically should help students attend post-secondary institutions.

On the contrary, the learned cutoffs in La Guajira, Cordoba, Norte De Santander, and Huila are much greater than the actual baseline cutoffs used. Referring to the summary results in Table 1, however, only Cordoba showed a significant negative treatment effect at the cutoff, while the treatment effect of the other three departments were ambiguous. Therefore, we find that the parallel-trend assumption may be too aggressive and lead to unnecessary policy changes.

Next, we consider a weaker smoothness restriction using the data-driven estimate of $\lambda_{wgg'}$, corresponding to the $M = 1$ column in Figure 2. These estimated values range from $9.2 \times 10^{-6}$ to $1.4 \times 10^{-1}$ with a median of $5.8 \times 10^{-3}$ for different possible values of $w, g$ and $g'$. Overall, we observe that the learned policies are less aggressive compared to the results obtained under the parallel-
trend assumption. Although most departments still have reduced cutoffs, the magnitude of the changes is smaller. Notably, the policy changes are now more conservative for those departments that would have seen an increase in the cutoff under the “parallel-trend” assumption. Specifically, Cordoba shows the largest change, aligning with the significant negative treatment effect estimate at the cutoff for Cordoba (see Table 1).

Further, we conduct a sensitivity analysis by varying the multiplicative factor $M$. As shown in Figure 2, the learned policies are relatively robust to the choice of the smoothing parameter, although, as expected, a greater value of $\lambda$ results in a more conservative learned policy that is closer to the baseline policy.

Finally, we incorporate the cost of treatment into the utility function. Given that the outcome enrollment rate is binary, a general utility function for outcome $y$ under treatment $w$ can be expressed as $yu(1, w) + (1-y)u(0, w) = y\{u(1, w) - u(0, w)\} + u(0, w)$. Here, $u(w) := u(1, w) - u(0, w)$ represents the utility change in the treatment condition, and $c(w) := u(0, w)$ can be interpreted as the baseline cost of implementing treatment $w$. Additionally, we assume an equal utility gain of one from enrollment, i.e., $u(1) = u(0) = 1$. We set the cost of not providing financial aid $c(0)$ to zero and the cost of benefiting from the ACCES program $c(1)$ to $C$.

Thus, the utility function is of the form $u(y, w) = y - C \times w$. We examine how changing the cost $C$ affects the learned policy. We consider a range of values for the cost, $C \in [0,1]$, to explore the trade-off between cost and utility. Figure 3 shows the results. Changing the cost of offering a loan yields optimal robust cutoffs that affect the number of eligible students. The overall trend indicates that the learned policy will still lower the cutoffs relative to the baseline for most departments when the cost is low to moderate. Only when the cost is high—when $C \geq 0.8$, i.e., we would only offer a loan if the increase in enrollment is larger than 80%—do the cutoffs start to increase, leading to more students being excluded from the program relative to the baseline. Note that in the Distrito Capital, where the baseline cutoff is the highest, the learned cutoff will eventually reach a point where it remains unchanged, due to the restriction that the learned cutoffs cannot exceed the maximum baseline cutoff.

7 Concluding remarks

Despite the popularity of regression discontinuity (RD) designs for program evaluation with observational data, little attention has been given to the question of how to learn new and better treatment assignment cutoffs. In this paper, we proposed a methodology for safe policy learning that guarantees that a new, learned policy performs no worse than the existing status quo. We partially identify the overall utility function and then find an optimal policy in the worst case via robust optimization. We stress, however, that extrapolation is required to learn new policies. Our approach leverages the presence of multiple cutoffs, and is based on a weak, non-parametric smoothness assumption about the level of cross-group heterogeneity.

There are several directions for future research. First, the partial identification assumption we
employ involves smoothness parameters. While we have suggested ways that the data can inform these hyperparameters, developing rigorous selection criteria for this choice will be an important aspect of future work.

Second, we can generalize Assumption 2 to the case where it holds only after conditioning on the other available covariates in RD design. Consequently, our proposed doubly robust estimator can be modified to include not only the single running variable, but also other observed covariates.

Third, we can incorporate other constraints such as fairness, risk factors, simplicity, or other functional form constraints into the policy class. For example, candidate treatment cutoffs may be restricted by a lower threshold $c_{\text{lower}}$, i.e., $\Pi = \{\pi(x,g) = 1(x \geq c_g) \mid c_g \geq c_{\text{lower}}\}$, or federal policymakers want to learn a unified cutoff for all subpopulations, i.e. $\Pi = \{\pi(x,g) = 1(x \geq c) \mid c \in [\bar{c}_1, \bar{c}_Q]\}$.

---

Figure 3: Cutoff changes relative to the baseline $\hat{c}_g - \tilde{c}_g$ for each department (y-axis) with varying cost of treatment $C$ (x-axis) in the utility function $u(y,w) = y - C \times w$. We consider $C = \{0, 0.2, 0.4, 0.6, 0.8, 1\}$. 
In these cases, our robust optimization approach can be directly applied to learn the worst-case optimal policy in the class, although the safety guarantee relative to the status quo may be compromised because the baseline policy may not be included in the policy class.

Fourth, one may consider directly imposing a budget constraint. As shown in our empirical application, we can include a cost into the utility function. This can be viewed as a Lagrangian relaxation of directly imposing a budget constraint. One problem of such direct constraint is that the constraint might not hold in the population. Further investigation of this issue is necessary (Sun, 2021).

Fifth, we can change the target population of interest and expand the notion of safety (Jia et al., 2023). In particular, it is of interest to establish a statistical safety guarantee for a specific group $g$ or other well-defined subpopulation so that a learned policy does not perform worse in this subpopulation than the status quo policy. This differs from the current guarantees that hold over the entire population on average, and so can lead to worse outcomes for certain subpopulations.

Finally, one may consider the use of safe policy learning in other study designs. For example, the tie-breaker design of Li and Owen (2022) combines treatment assignment based on both randomization and thresholds. Extending our methodological framework to this and other study designs is left to future work.
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A Additional details in the main text

A.1 Another way of decomposing $I_{\text{uniden}}$

Here we propose another way of decompose the counterfactual outcome for group $g$ at $x$, $m(w, x, g)$, by looking at all groups with smaller cutoffs than $x$ for the treatment condition $w = 1$ and all groups with larger cutoffs than $x$ for the control condition $w = 0$:

\[
I_{\text{uniden}} = \mathbb{E} \left[ \sum_{g=1}^{G} \mathbbm{1}(G = g) \pi(X, g) \left(1 - \tilde{\pi}(X, g)\right) \sum_{g' = 1}^{g-1} \mathbbm{1} \left(X \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}]\right) \frac{1}{g'} \sum_{g''=1}^{g'} \left\{ \tilde{m}(X, g'') + d(1, X, g, g'') \right\} \right] \\
+ \mathbb{E} \left[ \sum_{g=1}^{G} \mathbbm{1}(G = g) \left(1 - \pi(X, g)\right) \tilde{\pi}(X, g) \sum_{g' = g+1}^{Q} \mathbbm{1}(X \in [\tilde{c}_{g'-1}, \tilde{c}_{g}]) \frac{1}{Q - g' + 1} \right. \\
\left. \times \sum_{g''=g'}^{Q} \left\{ \tilde{m}(X, g'') + d(0, X, g, g'') \right\} \right].
\]

(A.1)

Under the special case of only two groups, the above construction coincides with the one given in Equation (7).
A.2 A double robust estimator for heterogeneous cross-group differences

Due to the discontinuity at the cutoffs, we need to estimate the conditional differences between observed treatment groups or between observed control groups using data above or below the threshold, respectively. Below we discuss how to estimate differences across treatment groups using a portion of the data; estimates for the control group can be obtained similarly using the another portion of the data.

Algorithm 1 (Estimating observed conditional differences across treatment groups). For group $g$ and its comparison group $g'$, let $(D^n_1, D^n_2)$ denote two independent samples of $n$ observations of $Z_i = (Y_i, X_i, W_i = 1, G_i \in \{g, g'\})$.

Step 1. Nuisance training:
(a) Construct estimates $\hat{e}_g$ of the group propensity score $e_g$ using $D^n_1$.
(b) Construct estimates $(\hat{\tilde{m}}(\cdot, g), \hat{\tilde{m}}(\cdot, g'))$ of the group-specific regression functions $(\tilde{m}(\cdot, g), \tilde{m}(\cdot, g'))$ using $D^n_1$.

Step 2. Pseudo-outcome regression: Construct the pseudo-outcome

$$\hat{\varphi}(Z; g, g') = \hat{m}(X, g) - \hat{m}(X, g') + \frac{1(G = g)}{\hat{e}_g(X)} \left( Y - \hat{m}(X, g) \right) - \frac{1(G = g')}{\hat{e}_{g'}(X)} \left( Y - \hat{m}(X, g') \right)$$

and regress it on covariates $X \geq \max\{\hat{c}_g, \hat{c}_{g'}\}$ in the test sample $D^n_2$, yielding

$$\hat{d}^{DR}(x, g, g') = \hat{E}_m\{\hat{\varphi}(Z; g, g') \mid X = x\}$$

for $x \geq \max\{\hat{c}_g, \hat{c}_{g'}\}$, i.e., the treatment groups. Here, $\hat{E}_m$ can represent any generic nonparametric regression methods.

Step 3. Cross-fitting (optional): Repeat Step 1-2, swapping the roles of $D^n_1$ and $D^n_2$ so that $D^n_2$ is used for nuisance training and $D^n_1$ as the test sample. Use the average of the resulting two estimators as a final estimate of $\hat{d}$. $K$-fold variants are also possible.

Similarly, to estimate the conditional differences in observed outcome between control groups, we should use another portion of the data $Z_i = (Y_i, X_i, W_i = 0, G_i \in \{g, g'\})$ and fit the pseudo-outcome regression in Step 2 using $X \leq \min\{\hat{c}_g, \hat{c}_{g'}\}$.

B Simulation Studies

In this section, we assess the empirical performance of our safe policy learning approach proposed in the main text through simulation studies. We compare the utility loss of our learned policy relative to the baseline policy and the oracle optimal policy under a special multi-cutoff RD case with only two groups, i.e, the group index $g \in Q = \{1, 2\}$. 
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B.1 The setup

We consider a realistic simulation setting based on the ACCES loan program data analyzed in Section 6. Specifically, the data generating process is given by,

\[
\begin{align*}
X_i & \sim \text{Unif}(-1000, -1) \\
G_i &= 2 \cdot \mathbb{I}(0.01 \cdot X_i + 5 + \epsilon_i > 0) + \mathbb{I}(0.01 \cdot X_i + 5 + \epsilon_i \leq 0), \quad \epsilon_i \sim \mathcal{N}(0, \sigma^2) \\
W_i &= \sum_{g=1}^{2} \mathbb{I}(G_i = g) \mathbb{I}(X_i \geq \tilde{c}_g)
\end{align*}
\]

with the sample size \( n \in \{1000, 2000, 4000, 8000, 16000\} \). Following Cattaneo et al. (2020) who analyzed a subset of the ACCES data, we focus on two sub-populations with cutoff values \( \tilde{c}_2 = -571 \) and \( \tilde{c}_1 = -850 \).

Under this setting, the group indicator \( G_i \) is determined by the running variable \( X \) and a Normal random variable \( \epsilon \), with mean 0 and variance \( \sigma^2_\epsilon \). The value of \( \sigma^2_\epsilon \) controls the degree of overlap between the two groups with a higher value leading to a greater overlap. We set \( \sigma^2_\epsilon = 10^2 \) so that the conditional probability of belonging to group \( G = 2 \) is roughly between 0.3 and 0.7 for all samples, which gives a strong overlap between the two groups.

The outcome variable is generated according to the following model:

\[ Y = \gamma_0^T g(X)(1 - W) + \gamma_1^T g(X)W - d(W, X) \cdot 1(G = 1) + \epsilon_Y, \]  

(B.2)

where the error term \( \epsilon_Y \) follows a normal distribution with mean 0 and standard deviation of 0.3. We consider two data generating scenarios. For both Scenarios, we choose \( g(X) \) to be a third-order polynomial, and select \( (\gamma_0, \gamma_1) \) by first fitting a third-order polynomial model using the data from our empirical application, and then further calibrating the fitted coefficients such that the baseline policy \( \tilde{\pi} \) equals the oracle policy \( \pi^* \) under Scenario A, and that the baseline policy \( \tilde{\pi} \) differs from the oracle policy \( \pi^* \) under Scenario B. The result are the following two choices:

(A) \[
\begin{align*}
d(w, x) := d(w, x, 2, 1) &= 0.2 + e^{0.01x} + 0.3(1 - w) \\
g(X) &= (1, (X - 164.43), (X - 164.43)^2, (X - 164.43)^3)^T \\
\gamma_0 &= (-1.99, -1.00e(-02), -1.20e(-05), -4.59e(-09))^T \\
\gamma_1 &= (0.96, 5.31e(-04), 1.10e(-06), 1.15e(-09))^T
\end{align*}
\]  

(B.3)

(B) \[
\begin{align*}
d(w, x) := d(w, x, 2, 1) &= 0.2 + e^{0.01x} - 0.1(1 - w) \\
g(X) &= (1, X, X^2, X^3)^T \\
\gamma_0 &= (-1.94, -1.00e(-02), -1.20e(-05), -4.59e(-09))^T \\
\gamma_1 &= (0.96, 5.31e(-04), 1.10e(-06), 1.15e(-09))^T
\end{align*}
\]

We note that in both scenarios, the true difference in conditional potential outcome functions between the two groups \( d(w, x) \) is Lipschitz continuous on \([-1000, -1]\), and it is even smoother
than the approximately constant cutoff assumption (Assumption 2).

The policy class of interest is parameterized as

$$\Pi_{\text{Overlap}} = \{ \pi(x, g) = I(x \geq c_g) | c_g \in [-850, -571] \}.$$ 

Our method learns an optimal policy over the class $\Pi_{\text{Overlap}}$ under Assumption 2 based on Equation (17). We estimate all the nuisance components in Equation (14) via nonparametric methods using the cross-fitting strategy. Specifically, we use a local polynomial regression as implemented in the R package `nprobust` for $\tilde{m}(x, g)$ and a generalized linear model with logistic link function and a smoothing spline for $e_g(\cdot)$. To construct the empirical point-wise upper and lower bounds, $\hat{B}_l(w, x, g, g')$ and $\hat{B}_u(w, x, g, g')$, we use our proposed two-stage doubly robust estimator in Appendix A.2 to estimate the unknown nuisance component $\tilde{d}(x, g, g')$. Finally, we choose the smoothness parameter $\lambda_{w12}$ through the procedure discussed in Section 4.3.

### B.2 Results

Under Scenarios A and B, we vary both the sample size and the choice of the value of the smoothness parameter $\lambda_{w12}$, and compare our learned policy with the baseline policy as well as the oracle optimal policy. To vary $\lambda_{w12}$, we begin with the data-driven approach described in Section 4.3, and then multiply it by larger factors. We first present the results for Scenario A where the baseline policy is optimal in policy class $\Pi_{\text{Overlap}}$. Figure B.1 shows the utility loss (or regret) of our learned policy relative to the baseline, for different values of sample size (both left and right panels) and smoothness parameter (right panel). The regret is always positive because the baseline policy is optimal. Overall, we find that the regret of the learned policies improves with the sample size $n$, and decreases and approaches zero as $n$ gets large. In addition, as shown in right panel of Figure B.1, a larger value of the smoothness parameter $\lambda_{w12}$ leads to more conservative inference, i.e. the learned policy is closer to the baseline, and therefore, in this case, the regret is closer to zero.

Next, we present the results under Scenario B. Since the baseline policy is no longer optimal, we compute the utility loss/regret of our learned polices relative to the baseline and optimal polices separately. Figure B.2 shows that on average, our empirical safe policy improves over the baseline policy, regardless of the value of smoothness parameter and sample size. This improvement is greater for a smaller value of smoothness parameter, due to the more informative and tighter extrapolation. Furthermore, when comparing to the oracle policy, a smaller value of smoothness parameter yields a greater improvement in regret, which becomes greater as the sample size increases. The regret, however, does not decrease to zero even when the sample size is large. This is because the safe policy can still be sub-optimal due to the lack of point-identification. As we argued in Theorem 2, we find that this suboptimality gap becomes greater as the chosen value of $\lambda_{w12}$ becomes larger.
Figure B.1: Regret of learned safe policy relative to the baseline (oracle) policy under Scenario A. The left panel presents boxplots across 1000 simulations for various sample size \( n \) and the data-driven estimate of \( \lambda_{w12} \). The right panel presents the mean regret over 1000 simulations for various sample size \( n \) and different multiplicative factor \( M \) on the empirical \( \lambda_{w12} \) constant.

C Proofs and Derivations

To help guide the proof in the main paper, we first introduce some useful definitions and lemmas used throughout this section. Recall that under the multi-cutoff RD design, the restricted policy class we consider is defined as \( \Pi_{\text{Overlap}} = \{ \pi(x,g) = 1(x \geq c_g) \mid c_g \in [\tilde{c}_1, \tilde{c}_Q] \} \). To simplify the notation, we drop the subscript of \( \Pi_{\text{Overlap}} \) and use \( \Pi \), whenever there is no ambiguity.

C.1 Definitions and lemmas for terms \( t_{\text{idem}} \) and term \( \Xi_2 \)

**Definition 1** (Rademacher complexity). Let \( \mathcal{F} \) be a family of functions mapping \( X \mapsto \mathbb{R} \). The population Rademacher complexity of \( \mathcal{F} \) is defined as

\[
R_n(\mathcal{F}) \equiv \mathbb{E}_{X,\epsilon} \left[ \sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} \epsilon_i f(X_i) \right| \right]
\]

where \( \epsilon_i \)'s are i.i.d. Rademacher random variables, i.e., \( \Pr(\epsilon_i = 1) = \Pr(\epsilon_i = -1) = 1/2 \), and the expectation is taken over both the Rademacher variables \( \epsilon_i \) and the i.i.d. covariates \( X_i \).
Figure B.2: Regret relative to the baseline policy (left panel) and to the oracle policy (right panel) under Scenario B. Each point shows the mean regret over 1000 simulations. The multiplicative factor $M$ on the empirical $\lambda_{w12}$ constant and the sample size $n$ are varied.

**Definition 2.** Define the following population quantity,

\[
J(\pi) = \mathbb{E} [\pi(X,G)\tilde{\pi}(X,G)Y + (1 - \pi(X,G))(1 - \tilde{\pi}(X,G))Y] \\
+ \mathbb{E} \left[ \sum_{g=1}^{Q} \mathbf{1}(G = g) \cdot \pi(X,g) \left(1 - \tilde{\pi}(X,g)\right) \sum_{g' = 1}^{g-1} \mathbf{1}(X \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}]) d(1, X, g, g') \right] \\
+ \mathbb{E} \left[ \sum_{g=1}^{Q} \mathbf{1}(G = g) \cdot (1 - \pi(X,g)) \tilde{\pi}(X,g) \sum_{g' = g+1}^{Q} \mathbf{1}(X \in [\tilde{c}_{g'-1}, \tilde{c}_{g'}]) d(0, X, g, g') \right],
\]

We also define the following empirical quantity,

\[
\hat{J}(\pi) = \frac{1}{n} \sum_{i=1}^{n} \pi(X_i, G_i)\tilde{\pi}(X_i, G_i)Y_i + \{1 - \pi(X_i, G_i)\} \{1 - \tilde{\pi}(X_i, G_i)\} Y_i \\
+ \sum_{g=1}^{Q} \mathbf{1}(G_i = g) \cdot \pi(X_i, g) \left(1 - \tilde{\pi}(X_i,g)\right) \sum_{g' = 1}^{g-1} \mathbf{1}(X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}]) d(1, X_i, g, g') \\
+ \sum_{g=1}^{Q} \mathbf{1}(G_i = g) \cdot (1 - \pi(X_i,g)) \tilde{\pi}(X_i,g) \sum_{g' = g+1}^{Q} \mathbf{1}(X_i \in [\tilde{c}_{g'-1}, \tilde{c}_{g'}]) d(0, X_i, g, g'),
\]

supposing the true counterfactual difference function $d(w, x, g, g')$ were known.

**Lemma C.1.** Under Assumption 3, and considering the policy class $\Pi_{\text{Overlap}}$, which has finite VC
dimension $Q$, then for any $\delta > 0$, we have,

$$\sup_{\pi \in \Pi_{\text{Overlap}}} |\hat{J}(\pi) - J(\pi)| \leq \frac{\Lambda(2 + 3u\sqrt{Q})}{\sqrt{n}} + \delta$$

with probability at least $1 - \exp\left(-\frac{n\delta^2}{8\lambda^2}\right)$, where $u$ is a universal constant.

Proof of Lemma C.1. Define the function class with functions $f(x, y, g)$ in

$$\mathcal{F} = \left\{ \pi(X_i, G_i)\hat{\pi}(X_i, G_i)Y_i + \left\{ 1 - \pi(X_i, G_i) \right\} \left\{ 1 - \hat{\pi}(X_i, G_i) \right\} Y_i + \pi(X_i, G_i)(1 - \hat{\pi}(X_i, G_i)) \sum_{g' = 1}^{G_i - 1} \mathbb{1}(X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}]) d(1, X_i, G_i, g') + (1 - \pi(X_i, G_i)) \hat{\pi}(X_i, G_i) \sum_{g' = G_i + 1}^{Q} \mathbb{1}(X_i \in [\tilde{c}_{g'-1}, \tilde{c}_{g'}]) d(0, X_i, G_i, g') \right\} \right\},$$

Notice that

$$\sup_{\pi \in \Pi} |\hat{J}(\pi) - J(\pi)| = \sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} f(X_i, Y_i, G_i) - \mathbb{E}[f(X, Y, G)] \right|$$

The class $\mathcal{F}$ is uniformly bounded by $2\Lambda$ because the outcomes and the difference functions are bounded, so by Theorem 4.10 in Wainwright (2019)

$$\sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} f(X_i, Y_i, G_i) - \mathbb{E}[f(X, Y, G)] \right| \leq 2\mathcal{R}_n(\mathcal{F}) + \delta,$$

with probability at least $1 - \exp\left(-\frac{n\delta^2}{8\lambda^2}\right)$. Finally, the Rademacher complexity for $\mathcal{F}$ is bounded by

$$\mathcal{R}_n(\mathcal{F}) \leq \mathbb{E}_{X, Y, G, \epsilon} \left[ \frac{1}{n} \sum_{i=1}^{n} \left\{ (1 - \hat{\pi}(X_i, G_i)) Y_i + \hat{\pi}(X_i, G_i) \sum_{g' = G_i + 1}^{Q} \mathbb{1}(X_i \in [\tilde{c}_{g'-1}, \tilde{c}_{g'}]) d(0, X_i, G_i, g') \right\} \epsilon_i \right]$$

$$+ \sup_{\pi \in \Pi} \mathbb{E}_{X, Y, G, \epsilon} \left[ \frac{1}{n} \sum_{i=1}^{n} \left\{ \hat{\pi}(X_i) \left( Y_i - \sum_{g' = G_i + 1}^{Q} \mathbb{1}(X_i \in [\tilde{c}_{g'-1}, \tilde{c}_{g'}]) d(0, X_i, G_i, g') \right) \right\} + (1 - \hat{\pi}(X_i)) \left( \sum_{g' = 1}^{G_i - 1} \mathbb{1}(X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}]) d(1, X_i, G_i, g') - Y_i \right) \right\} \pi(X_i, G_i) \epsilon_i \right]$$

$$\leq \frac{2\Lambda}{n} \mathbb{E}_{\epsilon} \left[ \sum_{i=1}^{n} \epsilon_i \right] + \sup_{\pi \in \Pi} 3\Lambda \mathbb{E}_{X, Y, G, \epsilon} \left[ \frac{1}{n} \sum_{i=1}^{n} \pi(X_i, G_i) \epsilon_i \right]$$

$$\leq \frac{2\Lambda}{\sqrt{n}} + 3\Lambda \mathcal{R}_n(\Pi)$$

$$\leq \frac{2\Lambda}{\sqrt{n}} + \frac{3\Lambda u\sqrt{V}}{\sqrt{n}},$$
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where the constant term in the second inequality is due to $|Y_i| \leq \Lambda$ and $|d(\cdot, \cdot, \cdot)| \leq 2\Lambda$, and the last inequality follows from the fact that for a function class $\mathcal{G}$ with finite VC dimension $\nu < \infty$, the Rademacher complexity is bounded by $\mathcal{R}_n(\mathcal{G}) \leq u\sqrt{\nu/n}$, for some universal constant $u$ (Wainwright, 2019, §5.3). Now, the specific policy class $\Pi_{\text{overlap}}$ has a VC dimension $Q < \infty$, so let $\nu = Q$, we obtain the result.

Lemma C.2 (Bounded estimation error). Under Assumption 6, for any $\pi \in \Pi$,

$$\left| \min_{d \in \mathcal{M}_d} \hat{J}(\pi, d) - \min_{d \in \mathcal{M}_d} \hat{J}(\pi, d) \right| = O_{p}(\rho_n^{-1}).$$

Proof of Lemma C.2.

$$\left| \min_{d \in \mathcal{M}_d} \hat{J}(\pi, d) - \min_{d \in \mathcal{M}_d} \hat{J}(\pi, d) \right| = \left| \frac{1}{n} \sum_{i=1}^{n} \pi(X_i, G_i)(1 - \tilde{\pi}(X_i, G_i)) \right|$$

$$\times \sum_{g' = 1}^{G_i-1} \mathbb{1}(X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}]) \left[ \min_{d(1, \cdot, \cdot, \cdot) \in \mathcal{M}_d} d(1, X_i, G_i, g') - \min_{d(1, \cdot, \cdot, \cdot) \in \mathcal{M}_d} d(1, X_i, G_i, g') \right]$$

$$+ (1 - \pi(X_i, G_i)) \tilde{\pi}(X_i, G_i) \times \sum_{g' = G_i+1}^{Q} \mathbb{1}(X_i \in [\tilde{c}_{g'-1}, \tilde{c}_{g'}]) \left[ \min_{d(0, \cdot, \cdot, \cdot) \in \mathcal{M}_d} d(0, X_i, G_i, g') - \min_{d(0, \cdot, \cdot, \cdot) \in \mathcal{M}_d} d(0, X_i, G_i, g') \right]$$

$$\leq \frac{1}{n} \sum_{i=1}^{n} \max_{w \in \{0, 1\}, g, g' \in \mathcal{Q}} \left| \hat{B}_\ell(w, X_i, g, g') - B_\ell(w, X_i, g, g') \right|.$$

Therefore, we have

$$\mathbb{E} \left| \min_{d \in \mathcal{M}_d} \hat{J}(\pi, d) - \min_{d \in \mathcal{M}_d} \hat{J}(\pi, d) \right| \leq \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \max_{w \in \{0, 1\}, g, g' \in \mathcal{Q}} \left| \hat{B}_\ell(w, X_i, g, g') - B_\ell(w, X_i, g, g') \right| \right] = O_{p}(\rho_n^{-1}).$$

Applying Markov’s Inequality, we finish the proof.

\[\square\]
C.2 Definitions and lemmas for term $\Xi_{\text{DR}}$

We now turn our attention to the doubly-robust construction in Equation (13). Our derivation is based upon the proof strategy in Zhou et al. (2018). Again, for simplicity, we drop the subscript of $\Pi_{\text{Overlap}}$ and use $\Pi$ throughout this section.

**Definition 3.** Corresponding to Equation (13), we redefine the term $\Xi_{\text{DR}}$ as the following population quantity, explicitly under a given policy $\pi$,

$$K(\pi) = E\left[ \sum_{g=1}^{Q} \pi(X_i, g) (1 - \tilde{\pi}(X_i, g)) \right]$$

$$\left\{ \mathbb{I}(G_i = g) \cdot \sum_{g'=1}^{g-1} \mathbb{I}(X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}]) \tilde{m}(X_i, g') + \sum_{g'=1}^{g-1} \mathbb{I}(G_i = g') \mathbb{I}(X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}]) \frac{e_g(X_i)}{e_{g'}(X_i)} (Y_i - \tilde{m}(X_i, g')) \right\}$$

$$:= \Gamma_{ig}^{(1)}$$

$$+ E\left[ \sum_{g=1}^{Q} (1 - \pi(X_i, g)) \tilde{\pi}(X_i, g) \right]$$

$$\left\{ \mathbb{I}(G_i = g) \sum_{g'=g+1}^{Q} \mathbb{I}(X_i \in [\tilde{c}_{g'-1}, \tilde{c}_{g'}]) \tilde{m}(X_i, g') + \sum_{g'=g+1}^{Q} \mathbb{I}(G_i = g') \mathbb{I}(X_i \in [\tilde{c}_{g'-1}, \tilde{c}_{g'}]) \frac{e_g(X_i)}{e_{g'}(X_i)} (Y_i - \tilde{m}(X_i, g')) \right\}$$

$$:= \Gamma_{ig}^{(0)}$$

where $\Gamma_{ig}^{(1)}$ and $\Gamma_{ig}^{(0)}$ is defined as the true double-robust score for group $g$ when we extrapolate the current cutoff to the left and to the right, respectively.

To simply the notation, we further define

$$K(\pi) = \sum_{g=1}^{Q} E \left[ \pi(X_i, g) (1 - \tilde{\pi}(X_i, g)) \Gamma_{ig}^{(1)} \right] + \sum_{g=1}^{Q} E \left[ (1 - \pi(X_i, g)) \tilde{\pi}(X_i, g) \Gamma_{ig}^{(0)} \right]$$

We also redefine the empirical quantity $\hat{\Xi}_{\text{DR}}$ in Equation (14),

$$\hat{K}(\pi) = \sum_{g=1}^{Q} \frac{1}{n} \sum_{i=1}^{n} \pi(X_i, g) (1 - \tilde{\pi}(X_i, g)) \hat{\Gamma}_{ig}^{(1)} + \sum_{g=1}^{Q} \frac{1}{n} \sum_{i=1}^{n} (1 - \pi(X_i, g)) \tilde{\pi}(X_i, g) \hat{\Gamma}_{ig}^{(0)}$$

where $\hat{\Gamma}_{ig}^{(1)}$ and $\hat{\Gamma}_{ig}^{(0)}$ are the empirical double robust scores using the cross-fitted nuisance estimates constructed from the $K$ folds of the data.
\[ \hat{\Gamma}^{(1)}_{ig} = \mathbb{I} (G_i = g) \sum_{g' = 1}^{q-1} \mathbb{I} (X_i \in [c_{g'}^{g'}, c_{g'+1}^{g'}]) \hat{m}^{-k(g)}(X_i, g') + \sum_{g' = 1}^{q-1} \mathbb{I} (G_i = g') \mathbb{I} (X_i \in [c_{g'}^{g'}, c_{g'+1}^{g'}]) \frac{\hat{e}_{g'}^{-k(g)}(X_i)}{\hat{e}_{g}^{-k(g)}(X_i)} (Y_i - \hat{m}^{-k(g)}(X_i, g')) \]

\[ \hat{\Gamma}^{(0)}_{ig} = \mathbb{I} (G_i = g) \sum_{g' = g+1}^{Q} \mathbb{I} (X_i \in [c_{g'}^{g}, c_{g'}^{g+1}]) \hat{m}^{-k(g)}(X_i, g') + \sum_{g' = g+1}^{Q} \mathbb{I} (G_i = g') \mathbb{I} (X_i \in [c_{g'}^{g}, c_{g'+1}^{g}]) \frac{\hat{e}_{g'}^{-k(g)}(X_i)}{\hat{e}_{g}^{-k(g)}(X_i)} (Y_i - \hat{m}^{-k(g)}(X_i, g')) \]

Finally, we define the oracle (infeasible) estimator with the estimated \( \hat{\Gamma}^{(1)}_{ig} \) and \( \hat{\Gamma}^{(0)}_{ig} \) in \( \hat{K}(\pi) \) substituted by the true value \( \Gamma^{(1)}_{ig} \) and \( \Gamma^{(0)}_{ig} \),

\[ \hat{K}(\pi) = \frac{\sum_{g=1}^{Q} \frac{1}{n} \sum_{i=1}^{n} \pi(X_i, g) (1 - \hat{\pi}(X_i, g)) \Gamma^{(1)}_{ig}}{\sum_{g=1}^{Q} \frac{1}{n} \sum_{i=1}^{n} (1 - \pi(X_i, g)) \hat{\pi}(X_i, g) \Gamma^{(0)}_{ig}} := K_1(\pi, g) + K_0(\pi, g) \]

It can be easily shown that \( \mathbb{E} \left[ \hat{K}(\pi) \right] = K(\pi) \).

To proceed with the proof, we adopt several useful definitions from Zhou et al. (2018).

**Definition 4.** Given the feature domain \( \mathcal{X} \), a policy class \( \Pi \), a set of \( n \) points \( \{x_1, \ldots, x_n\} \subset \mathcal{X} \), define:

1. Hamming distance between any two policies \( \pi_a \) and \( \pi_b \) in \( \Pi : H(\pi_a, \pi_b) = \frac{1}{n} \sum_{j=1}^{n} \mathbb{I} (\pi_a(x_j) \neq \pi_b(x_j)) \).

2. \( \epsilon \)-Hamming covering number of the set \( \{x_1, \ldots, x_n\} : N_H(\epsilon, \Pi, \{x_1, \ldots, x_n\}) \) is the smallest number \( K \) of policies \( \{\pi_1, \ldots, \pi_K\} \) in \( \Pi \), such that \( \forall \pi \in \Pi, \exists \pi_i, H(\pi, \pi_i) \leq \epsilon \).

3. \( \epsilon \)-Hamming covering number of \( \Pi : N_H(\epsilon, \Pi) = \sup \{N_H(\epsilon, \Pi, \{x_1, \ldots, x_m\}) \mid m \geq 1, x_1, \ldots, x_m \in \mathcal{X} \} \).

4. Entropy integral: \( \kappa(\Pi) = \int_0^1 \sqrt{\log N_H(\epsilon^2, \Pi)} d\epsilon \).

**Definition 5.** The influence difference function \( \hat{\Delta}(-, \cdot) : \Pi \times \Pi \to \mathbb{R} \) and the policy value difference function \( \Delta(-, \cdot) : \Pi \times \Pi \to \mathbb{R} \) are defined respectively as follows:

\[ \hat{\Delta}(\pi_a, \pi_b) := \hat{K}(\pi_a) - \hat{K}(\pi_b) \]

\[ = \sum_{g=1}^{Q} \hat{K}_1(\pi_a, g) - \hat{K}_1(\pi_b, g) + \sum_{g=1}^{Q} \hat{K}_0(\pi_a, g) - \hat{K}_0(\pi_b, g) \]

\[ \Delta(\pi_a, \pi_b) := K(\pi_a) - K(\pi_b) \]

\[ = \sum_{g=1}^{Q} K_1(\pi_a, g) - K_1(\pi_b, g) + \sum_{g=1}^{Q} K_0(\pi_a, g) - K_0(\pi_b, g) \]
Lemma C.3. Under Assumptions 3 and 4, the influence difference function concentrates uniformly around its mean: for any $\delta > 0$, with probability at least $1 - \delta$,

$$\sup_{\pi_a, \pi_b \in \Pi} |\hat{\Delta}(\pi_a, \pi_b) - \Delta(\pi_a, \pi_b)| \leq Q \left(136\sqrt{2} + 435.2 + \sqrt{2\log}\frac{2Q}{\delta} \right) \cdot \sqrt{\frac{\max_{g \in Q} V_g}{n}} + o\left(\frac{1}{\sqrt{n}}\right),$$

where

$$V_g^* = \sup_{\pi_a(\cdot, g), \pi_b(\cdot, g) \in \Pi_g} \mathbb{E}\left[\left((\pi_a(X_i, g) - \pi_b(X_i, g))^2 \cdot ((1 - \tilde{\pi}(X_i, g))(\Gamma_{i,g}^{(1)})^2 + \tilde{\pi}(X_i, g)(\Gamma_{i,g}^{(0)})^2)\right)\right]$$

measures the worst-case variance of evaluating the difference between two policies in $\Pi$.

Proof. Define the policy class for each subgroup as $\Pi_g := \{\pi(\cdot, g) | \pi(\cdot, g) \in \Pi_{Overlap}\}$. Following the previous Definitions 3 and 5, we can decompose it into

$$\hat{\Delta}(\pi_a, \pi_b) = \sum_{g=1}^{Q} \hat{K}_1(\pi_a, g) + \hat{K}_0(\pi_a, g) - \hat{K}_1(\pi_b, g) - \hat{K}_0(\pi_b, g)$$

and

$$\Delta(\pi_a, \pi_b) = \sum_{g=1}^{Q} K_1(\pi_a, g) + K_0(\pi_a, g) - K_1(\pi_b, g) - K_0(\pi_b, g).$$

We notice that

$$\sup_{\pi_a, \pi_b \in \Pi} |\hat{\Delta}(\pi_a, \pi_b) - \Delta(\pi_a, \pi_b)| \leq \sum_{g=1}^{Q} \sup_{\pi_a(\cdot, g), \pi_b(\cdot, g) \in \Pi_g} |\hat{\Delta}(\pi_a(\cdot, g), \pi_b(\cdot, g)) - \Delta(\pi_a(\cdot, g), \pi_b(\cdot, g))|$$

So it suffices to bound

$$\sup_{\pi_a(\cdot, g), \pi_b(\cdot, g) \in \Pi_g} \left|\hat{\Delta}(\pi_a(\cdot, g), \pi_b(\cdot, g)) - \Delta(\pi_a(\cdot, g), \pi_b(\cdot, g))\right|$$

for each group $g$.

By Assumptions 3 and 4, $\left\{\left(\Gamma_{i,g}^{(1)}, \Gamma_{i,g}^{(0)}\right)\right\}_{i=1}^{n}$ are i.i.d. random vectors with bounded support. Note that

$$\hat{\Delta}(\pi_a(\cdot, g), \pi_b(\cdot, g)) = \frac{1}{n} \sum_{i=1}^{n} \left(\frac{\pi_a(X_i, g) - \pi_b(X_i, g)}{1 - \pi_a(X_i, g) - (1 - \pi_b(X_i, g))}\right),$$

Thus, we can apply Lemma 2 of Zhou et al. (2018) by specializing it to the 2-dimensional case to Equations (C.4) for each group $g$ and use the union bound to obtain: $\forall \delta > 0$, with probability at
least $1 - 2Q\delta$,

$$
\sum_{g=1}^{Q} \sup_{\pi_a(\cdot,g),\pi_b(\cdot,g) \in \Pi_g} \left| \Delta \left( \pi_a(\cdot,g), \pi_b(\cdot,g) \right) - \Delta \left( \pi_a(\cdot,g), \pi_b(\cdot,g) \right) \right|
\leq \sum_{g=1}^{Q} \left( 54.4\sqrt{2}K(\Pi_g) + 435.2 + \sqrt{2 \log \frac{1}{\delta}} \right) \cdot \sqrt{\sup_{\pi_a(\cdot,g),\pi_b(\cdot,g) \in \Pi_g} \mathbb{E} \left[ \left( \frac{\pi_a(X_i,g) - \pi_b(X_i,g)}{1 - \pi_a(X_i,g) - (1 - \pi_b(X_i,g))} \right) \mathbb{E} \left[ \frac{(1 - \tilde{\pi}(X_i,g)) \Gamma_{ig}^{(1)}}{\tilde{\pi}(X_i,g) \Gamma_{ig}^{(0)}} \right]^2 \right]}
\leq Q \left( 36\sqrt{2} + 435.2 + \sqrt{2 \log \frac{1}{\delta}} \right) \cdot \sqrt{\max_{g \in Q} V_g^*} + o \left( \frac{1}{\sqrt{n}} \right)
$$

where the second to last equality is because

$$
\left( \frac{\pi_a(X_i,g) - \pi_b(X_i,g)}{1 - \pi_a(X_i,g) - (1 - \pi_b(X_i,g))} \right) \mathbb{E} \left[ \frac{(1 - \tilde{\pi}(X_i,g)) \Gamma_{ig}^{(1)}}{\tilde{\pi}(X_i,g) \Gamma_{ig}^{(0)}} \right]^2
= (\pi_a(X_i,g) - \pi_b(X_i,g))^2 ((1 - \tilde{\pi}(X_i,g)) \Gamma_{ig}^{(1)})^2 + \tilde{\pi}(X_i,g) (\Gamma_{ig}^{(0)})^2
$$

and the last inequality is by the definition of

$$
V_g^* = \sup_{\pi_a(\cdot,g),\pi_b(\cdot,g) \in \Pi_g} \mathbb{E} \left[ (\pi_a(X_i,g) - \pi_b(X_i,g))^2 \cdot ((1 - \tilde{\pi}(X_i,g)) (\Gamma_{ig}^{(1)})^2 + \tilde{\pi}(X_i,g) (\Gamma_{ig}^{(0)})^2 \right]
$$

and due to the fact that, in our case, $\Pi_g$ is a VC class with finite VC dimension $VC(\Pi_g) = 1$. By Theorem 1 of Haussler (1995), the covering number can be bounded by VC dimension as follows:
Taking any two policies \( \pi_a, \pi_b \in \Pi \), we will bound each of these three terms. Define the following:

\[
\hat{\Delta} \left( \pi_a, \pi_b \right) = \hat{K} (\pi_a) - \hat{K} (\pi_b)
\]

\[
= 1 \sum_{g = 1}^{Q} \hat{K}_1 (\pi_a, g) - \hat{K}_1 (\pi_b, g) + \sum_{g = 1}^{Q} \hat{K}_0 (\pi_a, g) - \hat{K}_0 (\pi_b, g)
\]

Then, we only need to prove Equation (C.5). Equation (C.6) can be proven using the same argument. We have the following decomposition:

\[
\hat{\Delta}_1 (\pi_a, g), \pi_b (\cdot, g)) - \hat{\Delta}_1 (\pi_a (\cdot, g), \pi_b (\cdot, g))
\]

\[
+ \sum_{g = 1}^{Q} \hat{K}_1 (\pi_a, g) - \hat{K}_1 (\pi_b, g)
\]

\[
+ \sum_{g = 1}^{Q} \hat{K}_0 (\pi_a, g) - \hat{K}_0 (\pi_b, g)
\]

\[
= S_1 (\pi_a, \pi_b) + S_2 (\pi_a, \pi_b) + S_3 (\pi_a, \pi_b).
\]

We will bound each of these three terms. Define the following:

\[
S_1^k (\pi_a, \pi_b) = \frac{1}{n} \sum_{i \in I_k} \left( \pi_a (X_i, g) - \pi_b (X_i, g) \right) \{ 1 - \tilde{\pi} (X_i, g) \}
\]

\[
\sum_{g' = 1}^{g - 1} \sum_{g' = 1}^{g - 1} \left( \hat{\Delta}_1 (\pi_a, \pi_b) - \hat{\Delta}_1 (\pi_a, \pi_b) \right) \cdot \left( \hat{\Delta}_0 (\pi_a, \pi_b) - \hat{\Delta}_0 (\pi_a, \pi_b) \right)
\]

\[
\hat{\Delta}_1 (\pi_a, \pi_b) - \hat{\Delta}_1 (\pi_a, \pi_b) = 0
\]

\[
\hat{\Delta}_0 (\pi_a, \pi_b) - \hat{\Delta}_0 (\pi_a, \pi_b) = 0
\]

\[
\hat{\Delta}_1 (\pi_a, \pi_b) - \hat{\Delta}_1 (\pi_a, \pi_b) = 0
\]
and

\[ S_k^2(\pi_a, \pi_b) = \frac{1}{n} \sum_{i \in I_k} (\pi_a(X_i, g) - \pi_b(X_i, g)) \{1 - \hat{\pi}(X_i, g)\}; \]

\[ \sum_{g' = 1}^{g - 1} \mathds{1}(X_i \in [\hat{c}_{g'}, \hat{c}_{g' + 1}]) \mathds{1}(G_i = g') \left( \frac{\hat{e}_{g'}^{-k[i]}(X_i)}{\hat{e}_{g'}^{-k[i]}(X_i)} - \frac{e_g(X_i)}{e_g'(X_i)} \right) (Y_i - \hat{m}(X_i, g')) , \]

where \( I_k = \{ i \mid k[i] = k \} \) denotes the \( k \)-th fold data and \( I_{-k} = \{ i \mid k[i] \neq k \} \) represents the data of the remaining \( K - 1 \) folds. Note that \( S_1(\pi_a, \pi_b) = \sum_{k=1}^{K} S_k^1(\pi_a, \pi_b) \) and \( S_2(\pi_a, \pi_b) = \sum_{k=1}^{K} S_k^2(\pi_a, \pi_b) \).

Because \( \hat{m}^{-k[i]}(\cdot, \cdot) \) is trained using the remaining \( K - 1 \) folds of the data, when we condition on the data of the remaining \( K - 1 \) folds, \( S_k^1 \) is a sum of i.i.d. random variables and has mean zero:

\[ \mathbb{E} \left[ \sum_{i \in I_k} (\pi_a(X_i, g) - \pi_b(X_i, g)) \{1 - \hat{\pi}(X_i, g)\} \sum_{g' = 1}^{g - 1} \mathds{1}(X_i \in [\hat{c}_{g'}, \hat{c}_{g' + 1}]) \right. \]

\[ \left. \left( \hat{m}^{-k[i]}(X_i, g') - \hat{m}(X_i, g') \right) \left( \mathds{1}(G_i = g) - \mathds{1}(G_i = g') \frac{e_g(X_i)}{e_g'(X_i)} \right) \right] \]

\[ = \mathbb{E} \left[ \sum_{i \in I_k} \mathbb{E} \left[ (\pi_a(X_i, g) - \pi_b(X_i, g)) \{1 - \hat{\pi}(X_i, g)\} \sum_{g' = 1}^{g - 1} \mathds{1}(X_i \in [\hat{c}_{g'}, \hat{c}_{g' + 1}]) \right. \]

\[ \left. \left( \hat{m}^{-k[i]}(X_i, g') - \hat{m}(X_i, g') \right) \left( \mathds{1}(G_i = g) - \mathds{1}(G_i = g') \frac{e_g(X_i)}{e_g'(X_i)} \right) \mid I_{-k}, X_i \right] \]

\[ = \mathbb{E} \left[ \sum_{i \in I_k} (\pi_a(X_i, g) - \pi_b(X_i, g)) \{1 - \hat{\pi}(X_i, g)\} \sum_{g' = 1}^{g - 1} \mathds{1}(X_i \in [\hat{c}_{g'}, \hat{c}_{g' + 1}]) \left( \hat{m}^{-k[i]}(X_i, g') - \hat{m}(X_i, g') \right) \right. \]

\[ \left. \mathbb{E} \left[ \sum_{i \in I_k} \left( \mathds{1}(G_i = g) - \mathds{1}(G_i = g') \frac{e_g(X_i)}{e_g'(X_i)} \right) \mid I_{-k}, X_i \right] \right] \]

\[ = 0. \]

For simplicity, we assume the training data is divided into \( K \) evenly-sized folds, then we can rewrite the bound on the first term as
to the one-dimensional case. Then, we have the following result noting that this conditional quantity on $\pi = 1$.

Consequently, combining this with Assumptions 3 and 4,

$$
\sup_{x,a,\pi} \left| \hat{S}_t^k (\pi, \pi) - \hat{S}_t^k (\pi, \pi) \right| = \sup_{x,a,\pi} \left| \hat{S}_t^k (\pi, \pi) - \mathbb{E} \left[ \hat{S}_t^k (\pi, \pi) \right] \right|
$$

Next, Assumption 5 implies that

$$
\sup_{x,g} \left\{ \left| \hat{S}_t^{k/2} (x, g) - \hat{m} (x, g) \right| \right\} \leq 1
$$

with probability tending to 1. Consequently, combining this with Assumptions 3 and 4,

$$
\sum_{g' = 1}^{g-1} \mathbb{1} \left( X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}] \right) \left( \hat{m}^{k/2} (x_i, g') - \hat{m} (x_i, g') \right) \left( 1 (G_i = g) - 1 (G_i = g') \frac{e_g(X_i)}{e_{g'}(X_i)} \right)
$$

is bounded with probability tending to 1. We can again apply Lemma 2 of Zhou et al. (2018) by noting that this conditional quantity on $\mathcal{I}_{-k}$ follows i.i.d. $\Gamma_i$ in their lemma, and specializing it to the one-dimensional case. Then, we have the following result $\forall \delta > 0$, with probability at least $1 - 2\delta$,

$$
K \sup_{x,a,\pi} \left| \hat{S}_t^k (\pi, \pi) \right| = K \sup_{x,a,\pi} \left| \hat{S}_t^k (\pi, \pi) - \mathbb{E} \left[ \hat{S}_t^k (\pi, \pi) \right] \right|
$$

$$
\leq o \left( \frac{1}{\sqrt{n}} \right) + \frac{54.4 \sqrt{2} n \delta}{\pi} + 435.2 + \sqrt{2 \log \frac{1}{\delta}} \times \sup_{x,a,\pi} \mathbb{E} \left[ (\pi_n (X_i, g) - \pi_b (X_i, g))^2 \right] \left( (1 - \hat{\pi} (X_i, g)) \sum_{g' = 1}^{g-1} \mathbb{1} \left( X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}] \right) \left( \hat{m}^{k/2} (x_i, g') - \hat{m} (x_i, g') \right)^2 \left( 1 (G_i = g) - 1 (G_i = g') \frac{e_g(X_i)}{e_{g'}(X_i)} \right) \right] \mathbb{1} \left( \mathcal{I}_{-k} \right)
$$

$$
\left| \frac{1}{nK} \right| \sup_{x,a,\pi} \mathbb{E} \left[ (1 - \hat{\pi} (X_i, g)) \sum_{g' = 1}^{g-1} \mathbb{1} \left( X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}] \right) \left( \hat{m}^{k/2} (x_i, g') - \hat{m} (x_i, g') \right)^2 \left( 1 (G_i = g) - 1 (G_i = g') \frac{e_g(X_i)}{e_{g'}(X_i)} \right) \right] \mathbb{1} \left( \mathcal{I}_{-k} \right)
$$

$$
\left| \frac{1}{nK} \right| \mathbb{E} \left[ (1 - \hat{\pi} (X_i, g)) \sum_{g' = 1}^{g-1} \mathbb{1} \left( X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}] \right) \left( \hat{m}^{k/2} (x_i, g') - \hat{m} (x_i, g') \right)^2 \left( 1 (G_i = g) - 1 (G_i = g') \frac{e_g(X_i)}{e_{g'}(X_i)} \right) \right] \mathbb{1} \left( \mathcal{I}_{-k} \right)
$$

$$
\leq o \left( \frac{1}{\sqrt{n}} \right) + \frac{1}{\sqrt{n}^2} \left( 54.4 \sqrt{2n} \delta + 435.2 + \sqrt{2 \log \frac{1}{\delta}} \right) \times \left| \frac{1}{nK} \right| \sup_{x,a,\pi} \mathbb{E} \left[ \left( 1 - \hat{\pi} (X_i, g) \right)^2 \sum_{g' = 1}^{g-1} \mathbb{1} \left( X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}] \right) \left( \hat{m}^{k/2} (x_i, g') - \hat{m} (x_i, g') \right)^2 \left( 1 (G_i = g) - 1 (G_i = g') \frac{e_g(X_i)}{e_{g'}(X_i)} \right) \right] \mathbb{1} \left( \mathcal{I}_{-k} \right)
$$

$$
\mathbb{E} \left[ \left( 1 - \hat{\pi} (X_i, g) \right)^2 \sum_{g' = 1}^{g-1} \mathbb{1} \left( X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}] \right) \left( \hat{m}^{k/2} (x_i, g') - \hat{m} (x_i, g') \right)^2 \left( 1 (G_i = g) - 1 (G_i = g') \frac{e_g(X_i)}{e_{g'}(X_i)} \right) \right] \mathbb{1} \left( \mathcal{I}_{-k} \right)
$$

$$
= \frac{o(1)}{(K - 1/n)^2} = o \left( \frac{1}{n^2} \right)
$$

where the last equality follows from the Assumption 4. By Assumption 5, it follows that
for some $0 < t_1 < 1$. Thus, by Markov’s inequality,

$$
\mathbb{E} \left[ \left( \hat{m}^{-k[i]}(X_i, g') - \hat{m}(X_i, g') \right)^2 \mid \mathcal{I}_{-k} \right] = O_p \left( \frac{o(1)}{n^{1+t_1}} \right).
$$

Combining this with Equation (C.7), we have

$$
\sup_{\pi_a, \pi_b \in \Pi} \left| S_1^k (\pi_a, \pi_b) \right| = O_p \left( \frac{o(1)}{n^{1+t_1}} \right) + o \left( \frac{1}{\sqrt{n}} \right) = o_p \left( \frac{1}{\sqrt{n}} \right).
$$

Therefore,

$$
\sup_{\pi_a, \pi_b \in \Pi} \left| S_1 (\pi_a, \pi_b) \right| = \sup_{\pi_a, \pi_b \in \Pi} \left| \sum_{k=1}^K S_1^k (\pi_a, \pi_b) \right| \leq \sum_{k=1}^K \sup_{\pi_a, \pi_b \in \Pi} \left| S_1^k (\pi_a, \pi_b) \right| = o_p \left( \frac{1}{\sqrt{n}} \right). \tag{C.8}
$$

By similar argument, we can also show that

$$
\sup_{\pi_a, \pi_b \in \Pi} \left| S_2^k (\pi_a, \pi_b) \right| = o_p \left( \frac{1}{\sqrt{n}} \right)
$$

and hence,

$$
\sup_{\pi_a, \pi_b \in \Pi} \left| S_2 (\pi_a, \pi_b) \right| = o_p \left( \frac{1}{\sqrt{n}} \right).
$$

Next, we bound the third component $S_3$ as follows:

$$
\sup_{\pi_a, \pi_b \in \Pi} \left| S_3 (\pi_a, \pi_b) \right| = \frac{1}{n} \sup_{\pi_a, \pi_b \in \Pi} \left| \sum_{i=1}^n (\pi_a(X_i, g) - \pi_b(X_i, g)) \{1 - \hat{\pi}(X_i, g)\} \sum_{g' = 1}^{g-1} \mathbf{1} (X_i \in [\hat{c}_{g'}, \hat{c}_{g'+1}]) \times \mathbf{1} (G_i = g') \left( \frac{\hat{e}_{g}^{-k[i]}(X_i)}{\hat{e}_{g'}^{-k[i]}(X_i)} - \frac{e_{g}(X_i)}{e_{g'}(X_i)} \right) \left( \hat{m}(X_i, g') - \hat{m}^{-k[i]}(X_i, g') \right) \right|

\leq \sum_{g' = 1}^{g-1} \frac{1}{n} \sum_{i=1}^n \left( \frac{\hat{e}_{g}^{-k[i]}(X_i)}{\hat{e}_{g'}^{-k[i]}(X_i)} - \frac{e_{g}(X_i)}{e_{g'}(X_i)} \right) \left( \hat{m}(X_i, g') - \hat{m}^{-k[i]}(X_i, g') \right)^2 \leq \sum_{g' = 1}^{g-1} \frac{1}{n} \sum_{i=1}^n \left( \hat{m}(X_i, g') - \hat{m}^{-k[i]}(X_i, g') \right)^2,
$$

where the last inequality follows from the Cauchy-Schwartz inequality. Taking expectation on both
sides yields:

\[
\mathbb{E} \left[ \sup_{\pi_a, \pi_b \in \Pi} |S_3(\pi_a, \pi_b)| \right] \\
\leq g^{-1} \sum_{g' = 1}^{g-1} \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \left( \frac{e_{g'}^{-k[i]}(X_i) - e_g(X_i)}{e_{g'}(X_i)} \right)^2 \right] \leq \frac{1}{n} \sum_{i=1}^{n} \left( \hat{m}(X_i, g') - \hat{m}^{-k[i]}(X_i, g') \right)^2 \\
= \sum_{g' = 1}^{g-1} \mathbb{E} \left[ \left( \frac{e_{g'}^{-k[i]}(X_i) - e_g(X_i)}{e_{g'}(X_i)} \right)^2 \right] \mathbb{E} \left[ \left( \hat{m}(X_i, g') - \hat{m}^{-k[i]}(X_i, g') \right)^2 \right] \\
\leq (Q - 1) \sqrt{\frac{o(1)}{(K-1)n}} = o \left( \frac{1}{\sqrt{n}} \right),
\]

where the second inequality again follows from Cauchy-Schwartz, and the third inequality follows from Assumption 5 and the fact that \( \hat{m}^{-k[i]}(\cdot, \cdot) \) and \( \hat{e}^{-k[i]}(\cdot) \) are trained on \( \frac{K-1}{\kappa} n \) data points. Consequently, by Markov’s inequality,

\[
\sup_{\pi_a, \pi_b \in \Pi} |S_3(\pi_a, \pi_b)| = o_p \left( \frac{1}{\sqrt{n}} \right).
\]

Summing up all our bounds completes the proof. \( \square \)

### C.3 Proof of Theorem 1

Given two policies, \( \pi_1 \) and \( \pi_2 \) in the same policy class, we define the utility loss (or regret) of \( \pi_1 \) relative to \( \pi_2 \) as the difference in the expected utility between them:

\[
R(\pi_1, \pi_2) = V(\pi_2) - V(\pi_1).
\]

Below we state the full version of the result in Theorem 1.

**Theorem** (Statistical safety guarantee under multi-cutoff regression discontinuity designs). Under Assumptions 2, 3, 4 and 5, define \( \hat{\pi} \) as in Equation (17). Given that \( \hat{\pi} \in \Pi_{\text{Overlap}} \) and the true difference model \( d(w, x, g, g') \in \mathcal{M}_d \), for any \( \delta, h_1, h_2 > 0 \), there exists a \( C_0 > 0, 0 < N(\delta, h_1, h_2) < \infty \) and universal constants \( u_1 \) and \( u_2 \) such that, for all \( n \geq N(\delta, h_1, h_2) \), with probability at least \( 1 - 4\delta \), the regret of \( \hat{\pi} \) relative to the baseline \( \bar{\pi} \) is,

\[
V(\hat{\pi}) - V(\bar{\pi}) \leq \frac{1}{\sqrt{n}} \left\{ 4A \left( 1 + \frac{3}{2} u_1 \sqrt{Q} + \sqrt{2 \log \frac{1}{\delta}} \right) + Q \left( u_2 + \sqrt{2 \log \frac{2Q}{\delta}} \right) \sqrt{\max_{g \in \mathcal{Q}} V_g^*} + h_1 + h_2 \right\} + \frac{C_0}{\rho n},
\]
where we define

\[ V_g^* = \sup_{\pi_a(\cdot,g), \pi_b(\cdot,g) \in \Pi_{\text{Overlap}}} \mathbb{E} \left[ (\pi_a(X_i, g) - \pi_b(X_i, g))^2 \cdot ((1 - \tilde{\pi}(X_i, g)) (\Gamma_{ig}^{(1)})^2 + \tilde{\pi}(X_i, g)(\Gamma_{ig}^{(0)})^2) \right], \]

which measures the worst-case variance of evaluating the difference between two policies in \( \Pi_{\text{Overlap}} \) for any specific group \( g \), where \( \Gamma_{ig}^{(1)} \) and \( \Gamma_{ig}^{(0)} \) are defined in Equation (21).

**Proof.** By definitions in Definition 2 and 3, the regret of \( \hat{\pi} \) relative to \( \tilde{\pi} \) can be decomposed into

\[
R(\hat{\pi}, \tilde{\pi}) = V(\hat{\pi}) - V(\tilde{\pi}) \\
= V(\hat{\pi}) - \hat{V}(\hat{\pi}) + \hat{V}(\hat{\pi}) - \hat{V}(\tilde{\pi}) + \hat{V}(\tilde{\pi}) - V(\tilde{\pi}) \\
= J(\hat{\pi}) - \hat{J}(\hat{\pi}) + K(\hat{\pi}) - \hat{K}(\hat{\pi}) + \hat{V}(\tilde{\pi}) - \hat{J}(\hat{\pi}) - \hat{K}(\hat{\pi}) - K(\hat{\pi}) \\
\leq 2 \sup_{\pi \in \Pi} J(\pi) - J(\pi) + \hat{V}(\tilde{\pi}) - \hat{V}(\tilde{\pi}) + K(\tilde{\pi}) - \hat{K}(\tilde{\pi}) + \hat{K}(\tilde{\pi}) - K(\tilde{\pi}),
\]

where the third equality is because \( V(\pi) = J(\pi) + K(\pi) \), \( \tilde{V}(\pi) = \hat{J}(\pi) + \hat{K}(\pi) \).

First, due to Lemma C.1, we can bound the first term \( \mathcal{O} \), i.e., for any \( \delta > 0 \),

\[
2 \sup_{\pi \in \Pi} J(\pi) - J(\pi) \leq \frac{4\Lambda}{\sqrt{n}} \left( 1 + \frac{3}{2} u_1 \sqrt{Q} + \sqrt{2 \log \frac{1}{\delta}} \right), \tag{C.11}
\]

with probability at least \( 1 - \delta \), where \( u_1 \) is a universal constant.

Now we look at the second term \( \mathcal{O} \), \( \hat{V}(\tilde{\pi}) - \hat{V}(\tilde{\pi}) \). We can further decompose it as

\[
\hat{V}(\tilde{\pi}) - \hat{V}(\tilde{\pi}) = \hat{V}(\tilde{\pi}) - \min_{d \in \mathcal{M}_d} \hat{V}(\tilde{\pi}, d) + \min_{d \in \mathcal{M}_d} \hat{V}(\tilde{\pi}, d) - \hat{V}(\tilde{\pi}) + \min_{d \in \mathcal{M}_d} \hat{V}(\tilde{\pi}, d) - \min_{d \in \mathcal{M}_d} \hat{V}(\tilde{\pi}, d).
\]

Because the true difference function \( d(w, x, g, g') \in \mathcal{M}_d \), we have \( \hat{V}(\tilde{\pi}) \geq \min_{d \in \mathcal{M}_d} \hat{V}(\tilde{\pi}, d) \); also, we note that no extrapolation is needed for the baseline policy being used, so that the worst case value equals the true value for \( \tilde{\pi} \), i.e., \( \hat{V}(\tilde{\pi}) = \min_{d \in \mathcal{M}_d} \hat{V}(\tilde{\pi}, d) \). Combining these two, we have

\[
\hat{V}(\tilde{\pi}) - \min_{d \in \mathcal{M}_d} \hat{V}(\tilde{\pi}, d) + \min_{d \in \mathcal{M}_d} \hat{V}(\tilde{\pi}, d) - \hat{V}(\tilde{\pi}) \leq 0.
\]
Also, we can see that

\[
\begin{aligned}
\min_{d \in \mathcal{M}_d} \hat{V}^* (\hat{\pi}, d) - \min_{d \in \mathcal{M}_d} \hat{V} (\hat{\pi}, d) \\
= \min_{d \in \mathcal{M}_d} \hat{V} (\hat{\pi}, d) - \min_{d \in \mathcal{M}_d} \hat{V} (\hat{\pi}, d) + \min_{d \in \mathcal{M}_d} \hat{V} (\hat{\pi}, d) - \min_{d \in \mathcal{M}_d} \hat{V} (\hat{\pi}, d) + \min_{d \in \mathcal{M}_d} \hat{V} (\hat{\pi}, d) - \min_{d \in \mathcal{M}_d} \hat{V} (\hat{\pi}, d) \\
\leq \left| \min_{d \in \mathcal{M}_d} \hat{V} (\hat{\pi}, d) - \min_{d \in \mathcal{M}_d} \hat{V}^* (\hat{\pi}, d) \right| + \left| \min_{d \in \mathcal{M}_d} \hat{V} (\hat{\pi}, d) - \min_{d \in \mathcal{M}_d} \hat{V} (\hat{\pi}, d) \right|
\end{aligned}
\]

where the second to last inequality is because \( \hat{\pi} \) maximizes \( \min_{d \in \mathcal{M}_d} \hat{V} (\pi, d) \) and the last equality is due to Lemma C.2. Therefore, we have for any \( \delta > 0 \), there exists \( C_0, N(\delta) > 0 \), if we collect at least \( n \geq N(\delta) \) samples, then, with probability at least \( 1 - \delta \),

\[
\hat{V} (\hat{\pi}) - \hat{V}^* (\hat{\pi}) \leq \frac{C_0}{\rho_n}.
\]

Finally, we bound the remaining term \( \mathbb{E} \) as follows:

\[
K (\hat{\pi}) - \hat{K} (\hat{\pi}) + \hat{K} (\hat{\pi}) - K (\hat{\pi}) = \hat{\Delta} (\hat{\pi}, \hat{\pi}) - \Delta (\hat{\pi}, \hat{\pi})
\leq \left| \hat{\Delta} (\hat{\pi}, \hat{\pi}) - \Delta (\hat{\pi}, \hat{\pi}) \right|
\leq \sup_{\pi_a, \pi_b, \pi \in \mathcal{M}} \left| \hat{\Delta} (\pi_a, \pi_b) - \Delta (\pi_a, \pi_b) \right|
\leq \sup_{\pi_a, \pi_b, \pi \in \mathcal{M}} \left| \hat{\Delta} (\pi_a, \pi_b) - \Delta (\pi_a, \pi_b) \right| + \sup_{\pi_a, \pi_b, \pi \in \mathcal{M}} \left| \hat{\Delta} (\pi_a, \pi_b) - \hat{\Delta} (\pi_a, \pi_b) \right|.
\]

Following Lemma C.3, we have for any \( \delta, h_1 > 0 \), there exists \( 0 < N(h_1) < \infty \) and universal constant \( 0 < u_2 < \infty \), if we collect at least \( n \geq N(h_1) \) samples, then, with probability at least \( 1 - \delta \),

\[
\sup_{\pi_a, \pi_b, \pi \in \mathcal{M}} \left| \hat{\Delta} (\pi_a, \pi_b) - \Delta (\pi_a, \pi_b) \right| \leq Q \left( u_2 + \sqrt{2 \log \frac{2Q}{\delta}} \right) \sqrt{\max_{g \in Q} V_g^*} \frac{h_1}{\sqrt{n}} + h_1 \sqrt{\frac{n}{n}}.
\]

Also, following Lemma C.4, we have for any \( \delta, h_2 > 0 \), there exists \( 0 < N(\delta, h_2) < \infty \), if we collect at least \( n \geq N(\delta, h_2) \) samples, then, with probability at least \( 1 - \delta \),

\[
\sup_{\pi_a, \pi_b, \pi \in \mathcal{M}} \left| \hat{\Delta} (\pi_a, \pi_b) - \hat{\Delta} (\pi_a, \pi_b) \right| \leq \frac{h_2}{\sqrt{n}}.
\]

Then by applying the union bound, for any \( \delta, h_1, h_2 > 0 \), there exists \( C_0 > 0, 0 < N(\delta, h_1, h_2) < \infty \) and universal constants \( u_1 \) and \( u_2 \) such that, with probability at least \( 1 - 4\delta \),

\[
R (\hat{\pi}, \hat{\pi}) \leq 4 \Lambda \frac{1}{\sqrt{n}} \left( 1 + \frac{3}{2} u_1 \sqrt{Q} + \sqrt{2 \log \frac{1}{\delta}} \right) + Q \left( u_2 + \sqrt{2 \log \frac{2Q}{\delta}} \right) \sqrt{\max_{g \in Q} V_g^*} \frac{h_1 + h_2}{\sqrt{n}} + \frac{C_0}{\rho_n}.
\]
provided we collect at least \( n \geq N(\delta, h_1, h_2) \) samples.

C.4 Proof of Theorem 2

Below we state the full version of the result in Theorem 2.

**Theorem** (Empirical optimality gap under multi-cutoff regression discontinuity designs). Under Assumptions 2, 3, 4 and 5, define \( \hat{\pi} \) as in Equation (17). Given that \( \pi^* \) is the optimal policy in \( \Pi_{\text{Overlap}} \) and the true difference function \( d(w, x, g, g') \in \mathcal{M}_d \), for any \( \delta, h_1, h_2 > 0 \), there exists \( C_0 > 0, 0 < N(\delta, h_1, h_2) < \infty \) and universal constants \( u_1 \) and \( u_2 \) such that, for all \( n \geq N(\delta, h_1, h_2) \), with probability at least \( 1 - 4\delta \), the regret of \( \hat{\pi} \) relative to the optimal policy \( \pi^* \) is,

\[
V(\pi^*) - V(\hat{\pi}) \leq \frac{1}{\sqrt{n}} \left\{ 4\Lambda \left( 1 + \frac{3}{2} u_1 \sqrt{Q} + \sqrt{2 \log \frac{1}{\delta}} \right) + Q \left( u_2 + \sqrt{2 \log \frac{2Q}{\delta}} \right) \sqrt{\max_{g \in \mathcal{Q}} V^*_g + h_1 + h_2} \right. \\
+ \left. \frac{2}{n} \sum_{i=1}^{n} \max_{w \in \{0,1\}, g, g' \in \mathcal{Q}} \lambda_{wgg'} |X_i - \tilde{c}_g| + \frac{C_0}{\rho_n} \right.
\]

where \( g^* = w(g \lor g') + (1 - w)(g \land g') \) denotes the nearest cutoff index used to extrapolate \( d(w, x, g, g') \).

**Proof.** By definitions in Definition 2 and 3, the regret of \( \hat{\pi} \) relative to \( \pi^* \) is

\[
R(\hat{\pi}, \pi^*) = V(\pi^*) - V(\hat{\pi}) = V(\pi^*) - \hat{V}(\pi^*) + \hat{V}(\pi^*) - \hat{V}(\hat{\pi}) + \hat{V}(\hat{\pi}) - V(\hat{\pi})
\]

\[
= J(\pi^*) - \hat{J}(\pi^*) + K(\pi^*) - \hat{K}(\pi^*) + \hat{V}(\pi^*) - \hat{V}(\hat{\pi}) + \hat{J}(\hat{\pi}) + \hat{J}(\hat{\pi}) - J(\hat{\pi}) - \hat{K}(\hat{\pi}) - K(\hat{\pi})
\]

\[
\leq 2 \sup_{\pi \in \Pi} \left| J(\pi) - J(\hat{\pi}) \right| + \hat{V}(\pi^*) - \hat{V}(\hat{\pi}) + K(\pi^*) - \hat{K}(\pi^*) + \hat{K}(\hat{\pi}) - K(\hat{\pi})
\]

We can similarly bound the terms \( 1 \) and \( 3 \) following the argument in the proof of Theorem 1. We now turn to term \( 2 \). Note that we have the following decomposition:
\[
\hat{V}(\pi^*) - \hat{V}(\hat{\pi}) = \min_{d \in \mathcal{M}_d} \hat{V}(\pi^*, d) - \hat{V}(\hat{\pi})
\]

\[
- \inf_{d \in \mathcal{M}_d} \frac{1}{n} \sum_{i=1}^{n} \left[ \sum_{g=1}^{Q} 1 \left( G_i = g \right) \cdot \pi^*(X_i, g) \left( 1 - \hat{\pi}(X_i, g) \right) \sum_{g' = g+1}^{g-1} 1 \left( X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}] \right) d(1, X_i, g, g') + \sum_{g=1}^{Q} 1 \left( G_i = g \right) \cdot \pi^*(X_i, g) \sum_{g' = g+1}^{g-1} 1 \left( X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}] \right) d(0, X_i, g, g') \right]
\]

\[
+ \left( \sum_{g=1}^{Q} 1 \left( G_i = g \right) \cdot \pi^*(X_i, g) \sum_{g' = g+1}^{g-1} 1 \left( X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}] \right) d(1, X_i, g, g') + \sum_{g=1}^{Q} 1 \left( G_i = g \right) \cdot \pi^*(X_i, g) \sum_{g' = g+1}^{g-1} 1 \left( X_i \in [\tilde{c}_{g'}, \tilde{c}_{g'+1}] \right) d(0, X_i, g, g') \right),
\]

where we obtain the RHS quantity by replacing the true model \( d \) in \( \hat{V}(\pi^*) \) with the worst case value in the partially identified model class \( \mathcal{M}_d \). To deal with the first term in Equation (C.13), we show that

\[
\min_{d \in \mathcal{M}_d} \hat{V}(\pi^*, d) - \hat{V}(\hat{\pi}) = \min_{d \in \mathcal{M}_d} \hat{V}(\pi^*, d) - \min_{d \in \mathcal{M}_d} \hat{V}(\pi^*, d) + \min_{d \in \mathcal{M}_d} \hat{V}(\hat{\pi}, d) - \min_{d \in \mathcal{M}_d} \hat{V}(\hat{\pi}, d)
\]

\[
\leq \left| \min_{d \in \mathcal{M}_d} \hat{V}(\pi^*, d) - \min_{d \in \mathcal{M}_d} \hat{V}(\pi^*, d) \right| + 0 + \left| \min_{d \in \mathcal{M}_d} \hat{V}(\hat{\pi}, d) - \min_{d \in \mathcal{M}_d} \hat{V}(\hat{\pi}, d) \right|
\]

\[
= \left| \min_{d \in \mathcal{M}_d} \tilde{J}(\pi^*, d) - \min_{d \in \mathcal{M}_d} \tilde{J}(\pi^*, d) \right| + \left| \min_{d \in \mathcal{M}_d} \tilde{J}(\hat{\pi}, d) - \min_{d \in \mathcal{M}_d} \tilde{J}(\hat{\pi}, d) \right|
\]

\[
\leq O_p(\rho_n^{-1}).
\]

where the second inequality is because \( \hat{\pi} \) maximizes \( \min_{d \in \mathcal{M}_d} \hat{V}(\pi, d) \) and \( \hat{V}(\hat{\pi}) \geq \min_{d \in \mathcal{M}_d} \hat{V}(\pi, d) \), and the last equality is due to Lemma C.2.
Combining the above, we thus have,

$$\hat{V}(\pi^*) - \hat{V}(\hat{\pi}) \leq \sup_{d \in \mathcal{M}_d} \frac{1}{n} \sum_{i=1}^{n} \left[ \sum_{g=1}^{Q} \mathbb{1}(G_i = g) \cdot \pi^*(X_i, g) (1 - \hat{\pi}(X_i, g)) \sum_{g' = 1}^{g-1} \mathbb{1}(X_i \in \tilde{c}_{g' - 1}, \tilde{c}_{g'}) \right] d(1, X_i, g, g')$$

$$+ \sum_{g=1}^{Q} \mathbb{1}(G_i = g) \cdot (1 - \pi^*(X_i, g)) \hat{\pi}(X_i, g) \sum_{g' = 1}^{g-1} \mathbb{1}(X_i \in \tilde{c}_{g'}, \tilde{c}_{g' + 1}) d(0, X_i, g, g')$$

$$- \inf_{d \in \mathcal{M}_d} \frac{1}{n} \sum_{i=1}^{n} \left[ \sum_{g=1}^{Q} \mathbb{1}(G_i = g) \cdot \pi^*(X_i, g) (1 - \hat{\pi}(X_i, g)) \sum_{g' = 1}^{g-1} \mathbb{1}(X_i \in \tilde{c}_{g' - 1}, \tilde{c}_{g'}) \right] d(1, X_i, g, g')$$

$$+ \sum_{g=1}^{Q} \mathbb{1}(G_i = g) \cdot (1 - \pi^*(X_i, g)) \hat{\pi}(X_i, g) \sum_{g' = 1}^{g-1} \mathbb{1}(X_i \in \tilde{c}_{g'}, \tilde{c}_{g'}) d(0, X_i, g, g')$$

$$+ O_p(p_n^{-1})$$

$$\leq \frac{1}{n} \sum_{w \in \{0,1\}, g,g' \in Q} \max_{i=1}^{n} \left\{ \sup_{d \in \mathcal{M}_d} d(w, X_i, g, g') - \inf_{d \in \mathcal{M}_d} d(w, X_i, g, g') \right\} + O_p(p_n^{-1})$$

$$= \frac{1}{n} \sum_{w \in \{0,1\}, g,g' \in Q} \max_{i=1}^{n} \left\{ B_w(w, X_i, g, g') - B_{\ell}(w, X_i, g, g') \right\} + O_p(p_n^{-1}),$$

where the point-wise upper and lower bounds, $B_u(w, X_i, g, g')$ and $B_{\ell}(w, X_i, g, g')$, are defined in Equation (10). Plugging in their explicit forms, we get the bound for $\hat{V}(\pi^*) - \hat{V}(\hat{\pi})$.

Finally, by applying the union bound, for any $\delta, h_1, h_2 > 0$, there exists $C_0 > 0, 0 < N(\delta, h_1, h_2) < \infty$ and universal constants $u_1$ and $u_2$ such that, with probability at least $1 - 4\delta$,

$$R(\pi^*, \hat{\pi}) \leq \frac{4A}{\sqrt{n}} \left( 1 + \frac{3}{2} u_1 \sqrt{Q} + \sqrt{2 \log \frac{1}{\delta}} \right) + Q \left( u_2 + \sqrt{2 \log \frac{2Q}{\delta}} \right) \sqrt{\frac{\max_{g \in Q} V_g^*}{n}} + \frac{h_1 + h_2}{\sqrt{n}}$$

$$+ \frac{2}{n} \sum_{i=1}^{n} \max_{w \in \{0,1\}, g,g' \in Q} \lambda_{wgg'} |X_i - \tilde{c}_{g'}| + \frac{C_0}{p_n}$$

provided we collect at least $n \geq N(\delta, h_1, h_2)$ samples, where $g^* = w(g \lor g') + (1 - w)(g \land g')$ denotes the nearest cutoff point extrapolated to $X_i$.  

\qed
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