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ABSTRACT

Semi-empirical formulae like the Yamamura model provide a quick reference of sputter yields for applications such as sputter depth profiling and secondary ion mass spectrometry. Fit parameters in such models are prone to errors which can propagate into the prediction of sputter yields. We compare experimental sputter yields to predictions of the Yamamura model using a Bayesian Markov Chain Monte Carlo (MCMC) algorithm. The model parameters Q (linear scaling) and s (power-law scaling) are explored. The results from MCMC are then compared to propositions of Seah (Surface and Interface Analysis, 2005) and extended to a collection of target materials by fitting simulated yields for argon and neon using TRIDYN. Q was found to be proportional to the threshold energy and a simple relation is proposed. The simplicity notwithstanding, Q is speculated to be dependent on a multitude of parameters such as density, energy transfer and orbital filling.

1. Introduction

Ballistic processes involved in energetic ion–target surface interactions find applications in thin film physical-vapour deposition [1], space [2] and fusion [3] research. They are also widely exploited in metrology applications such as for sputter depth profiling [4], low-energy ion scattering [5,6], and secondary ion mass spectroscopy. The interactions in each case lead to a removal of target material (sputtering). While this may be beneficial to some applications and detrimental to others, in either case, the quantification of sputtering efficiency is strongly desired. Errors in predictions could lead to a range of issues, starting with minor ones, such as deposition of thinner (or thicker) films which are relatively simple to correct. However, improper sputter efficiencies can also lead to major issues such as errors in quantification of material and sample depth in metrology applications, or to device failure during operation of materials exposed to plasmas [7].

The quantification of sputter yields has improved with growth of understanding of the nature of processes involved in ion–target interactions. Models accounting for energy losses from an ion into the metal via nuclear [8,9] and electronic [10,11] channels were developed along with inter-atomic potentials [9]. Sigmund first formulated a semi-empirical predictive equation for sputter yields [12]. Improvements to the model led to greater precision in predictability and extension of usage to low ion energies near the sputter threshold. Modern technology facilitated the use of computational methods like Monte Carlo codes [13,14] which are capable of predicting not only sputter efficiencies, but also dynamic changes to the target composition.

Although complex computer aided predictions such as Monte Carlo codes have become available, semi-empirical formulae are still favoured due to their simplicity such as the Yamamura [15] and Matsunami models [16]. The accuracy of predictions for a given semi-empirical formula has also improved through either a reformulation or a constrained understanding of the various fitting parameters used. Eckstein [17] improved upon the Yamamura model by using a Bayesian statistics approach to a modified sputter yield equation. While the redefined parameters improved predictability and included descriptors for the qualitative behaviour of sputter yields at low and high energies, the underlying physical basis for the parameters was lacking. This need for understanding the physical basis behind descriptors for sputter yields is an active area with more recent works attempting to do so using complex machine learning tools for generic sputter yield models [18].

A significant step in improving this understanding was proposed by Seah [19,20] for popular semi-empirical models. Seah proposed the fitting parameter Q – used in two popular predictive models, namely, the Yamamura and Matsunami models – to scale as a function of the interatomic spacing of the target material (density). While this provided a physical basis to an otherwise fitting parameter (via target density), the Yamamura and Matsunami models were only applied to one ion species, argon, for the Yamamura model. Further, for all target elements above a mass of 100, Q was assumed...
to be effectively constant which is unphysical. The data for neon in Seah’s work also showed random scatter and could not be described in a consistent manner as for argon.

In this work, we look at the Yamamura model in an effort to better understand the physicality of the parameter \( Q \) and its relation to other ion–target parameters and find a generality for incident ion species. We first study correlations between fit parameters by comparing the model to experimentally determined sputter yields using a Bayesian parameter space searching algorithm. Subsequently, we compare the values for the parameter \( Q \) (linear scaling factor) obtained from this method, with those proposed by Seah [19] for argon. We show that upon observing correlations between \( Q \) and various ion–target relevant parameters, we find consistent structure in \( Q \) as a function of the energy transfer parameter for datasets of both argon and neon. Furthermore, using consistent datasets obtained from Monte Carlo simulations, we show a linear dependence between \( Q \) and \( E_{th} \) for the two ion species.

2. Theoretical models and MCMC

2.1. Yamamura Model

Following the initial proposal by Sigmund [12] for predicting the sputter yield of a target irradiated by ions with energy \( >1 \) keV, many developments to his propositions have evolved [15,16,21,22] for ion energies near the sputter threshold. One of the most extensively used semi-empirical models which we shall discuss in this section is the one developed by Yamamura [15]. It builds upon Sigmund’s model and additionally accounts for electronic energy loss as well as a sputter correction factor due the lack of experimental sputter yields. To circumvent this deficiency, we rely on TRIDYN simulations of sputter yields for a wide range of elements that are solid at standard temperature and pressure, applications such as sputter depth profiling, low energy ion scattering and secondary ion mass spectroscopy. In the following section, we shall look at the corrections proposed in [19] for the parameter \( Q \) for argon ions.

2.2. Corrections to \( Q \): \( Q_{\text{eff}} \)

In order to reduce the errors arising from unknown values of \( Q \), the dependence of \( Q \) on the target material was explored by Seah [19,20]. There, \( Q \) was considered to have a dependence (and dimensions) of atomic density. To account for this dependence on the target density, an average inter-atomic spacing, \( r \), was defined as:

\[
r^3 = \frac{10^{24} M_2}{\rho N_{\text{Av}}^2} \quad (\text{nm}^3)
\]

where \( N_{\text{Av}} \) is Avogadro’s number and \( \rho \) is the density of the target (kg/m³). \( Q \), now termed \( Q_{\text{eff}} \), is then allowed to scale with the mass and density of the target as:

\[
Q_{\text{eff}} = r^3 \left[ \exp \left( -\frac{(M_1 - b)^2}{2c^2} \right) \right] + \exp \left( -\frac{(M_1 - e)^2}{2f^2} \right)
\]

and

\[
\gamma = 4 M_1 M_2 (M_1 + M_2)^2
\]

is the energy transfer factor for elastic collisions. Unlike \( E_{th} \), the parameters \( Q \) and \( s \) do not have an empirical expression and their values need to be obtained for each target element. The parameter \( s \) is tabulated in the paper by Yamamura [15] and varies for each target element with values of either 2.5 or 2.8. \( Q \) is considered to be dependent on the target only and is a function of its atomic number. However, no functional form was described in the work. Instead, \( Q \) values were tabulated for 34 target materials by fitting experimental (and simulated) sputter yield data and using \( Q \) as a fit parameter. Where data was unavailable (42 target elements), \( Q \) was set to 1.

It was shown by Seah [19], that this approximation of \( Q \) leads to errors in prediction of sputter yields by at least 20% for targets where \( Q \) was not tabulated (set to unity). These errors can be significant for applications such as sputter depth profiling, low energy ion scattering or secondary ion mass spectroscopy. In the following section, we shall look at the corrections proposed in [19] for the parameter \( Q \) for argon ions.

2.3. TRIDYN simulations

A comparison of the models to experiments is not always possible due to the lack of experimental sputter yields. To circumvent this deficiency, we rely on TRIDYN simulations of sputter yields for a wide range of elements that are solid at standard temperature and pressure, as a means to understand the variation in an ideal case.

Simulation codes such as TRIDYN are based on the binary collision approximation and are subject to variations in output depending on the material inputs such as the surface binding energy as well as incident ion energies. This can lead to discrepancies between simulation output and experiments, especially for reactive ion species which form compounds with the target elements or exhibit strong diffusion effects. Despite these drawbacks, we have shown TRIDYN to be effective for reactive ion species interacting at energies near the sputter threshold [23,24]. Nevertheless, to minimize errors from dynamic compositional changes and its effects on surface binding of atoms, especially where experimental data is lacking for comparison, we limit ourselves in this work to inert gas ions incident normal to the target surface.
Simulations were performed in the dynamic mode for argon and neon ions bombarding elements with atomic number (Z) between 3 ≤ Z ≤ 98. U9 was the target was set to the sublimation energy in each case and the simulations were performed until a fluence of 1×10^{17} ions/cm^2. A maximum of 5% of gas species were allowed to be implanted and retained within the target.

3. Bayesian MCMC

In order to assess the best-fit parameters, their correlations with each other and their uncertainties, Bayesian analysis is a powerful tool. The power of Bayesian analysis to map the correlations for a large set of fit parameters has been demonstrated for a wide variety of fields in physics [25] and astronomy [26]. Bayesian analysis relies on probabilistic definitions based on Bayes’ rule [27] which is given as:

\[
P(\theta | D, M) = \frac{P(D | \theta, M) \cdot P(\theta | M)}{P(D | M)}
\]  

(7)

where \(P(\theta | D, M)\) is the posterior probability density function (PDF) which describes the probability for a parameter set \(\theta = (\theta_1, \theta_2, \ldots, \theta_k)\) in this case \(\theta_1 = Q, \theta_2 = s, \theta_3 = E_{th}\) given a certain data, \(D = \{x_1, x_2, \ldots, x_n\}\) (where each \(x\) represents a sputter yield datum for a given ion-target combination) for a model (M) [25,28]. Here, \(n\) are the number of data points and \(k\) the number of model parameters. \(P(D | \theta, M)\) (read as \(\theta \) given \(M\)) encodes the prior knowledge of the model parameters the probability for the parameters or our confidence in their values, and is called the prior PDF. \(P(D | \theta, M)\) is the likelihood function \(L\) which is defined later. The denominator, \(P(D | M)\) is often termed as the Bayesian evidence, which refers to the validity of the model in predicting the data, and for practical purposes serves as a normalizing factor in Eq. (7).

Bayesian Markov Chain Monte Carlo (MCMC) allows for a means of estimating the posterior probability defined by Bayes’ theorem by randomly sampling the PDFs for the posterior. We assume no a-priori knowledge of the mean and distribution of the model parameters and for simplicity, use a uniform PDF as priors for each of the model parameters. When uniform priors are used, the posterior PDF is proportional to the likelihood function:

\[
P(\theta | D, M) \propto P(D | \theta, M) = L
\]  

(8)

The random sampling is performed by using an affine invariant ensemble sampler, emcee [29]. The affine invariant sampler is advantageous over other common sampling methods [30,31] as it is unperturbed by affine transformations (rotations, stretching) of the parameter space. It implies that the sampler is not sensitive to the scales of the parameters involved. The sampling of the posterior PDF occurs through assignment of a set (ensemble) of walkers. The walkers are k-dimensional vectors which randomly move across the parameter space. Their movement is governed by the likelihood function, \(L\), which for emcee is defined as a log-likelihood:

\[
\log P(D | \theta) = \log L = -\frac{1}{2} \sum_{i=1}^{n} \left[ \frac{(Y_i - Y_{yama})^2}{e_i^2} \right]
\]  

(9)

where \(Y_i\) is the experimental yield with uncertainty \(e_i\), and the subscript \(i\) denotes a datum for \(n\) data points in a dataset D. \(Y_{yama}\) is the yield predicted by the model (Eq. (1)). The walkers move in a two-step process, first by selecting a point to jump to, and then deciding whether the jump occurs. The second step helps to map out the contours in the parameter space and the walkers cluster around locations of highest probability. The walker movement process is repeated thousands of times for each walker until the entire posterior PDF is mapped and the likelihood is maximized. As a result, the posterior PDF of each model parameter is populated by the walkers and correlations between parameters can be evaluated from the PDF maps. As a consequence of this analysis, the expectations values, maximum likelihoods for parameters and the confidence in their value can be readily obtained.

In order for defining the problem for such Bayesian analyses, a prior PDF is important as it encodes the knowledge of the system known a-priori. This is a subject of importance and ongoing research for a generalized choice of priors that is “objective” [32]. Priors such as Uniform priors are commonly used, and Jeffery’s prior [33] is a general purpose prior but more complex in definition. Here, we use uniform priors for simplicity. More complex priors may be considered for future works.

For purposes of our analysis, Eq. (1) was used as the model (M). The parameter space \(\theta\) was the set of free-parameters: \(Q, s, E_{th}\). All MCMC calculations were performed using an ensemble of 50 walkers for a step count of 25000 steps. The first 5000 steps were discarded (burn-in) to negate any bias introduced by the choice of starting positions of the ensemble. The priors were chosen to be uniformly distributed with the starting value equal to the tabulated values (for \(Q\) and \(s\)) [15] or as calculated using Eq. (3) for the sputter threshold (see Table 1). The range for \(Q\) was allowed to vary over an order of magnitude (on each side) from the tabulated value while the \(E_{th}\) was varied from 1 eV to 60 eV (the range of variation of thresholds for most metals). For \(s\), the range was varied from 0 to 4. The choice of the lower bound is the extreme case where there is no threshold effect and the model is reduced to the initial formulation by Sigmund [12]. For the upper bound, literature evidence [15,16] suggests optimal values of 2.5 or 2.8 depending on target material. It is possible that \(s\) can vary beyond the tabulations and a higher limit was chosen for exploring probable values.

Following every MCMC calculation, we present the expectation values of the marginalized PDFs for the parameters which we shall refer to as ‘best-fit’ estimates. These values are then used in the Yamamura model to depict the theoretical sputter yield curve or for further analysis.

4. Experimental method

Sputter yields were obtained experimentally for transition metal films of molybdenum (Mo), ruthenium (Ru), palladium (Pd) and tungsten (W) by measuring mass loss from a quartz crystal micro-balance (QCM). Elemental films of 400 nm thickness were deposited on QCM crystal substrates using a DC magnetron sputter deposition technique. The deposition facility was baked out to a base pressure of 1 × 10^{-8} mbar with the dominant background species being water vapour. The metal targets were pre-sputtered for 20 min to remove oxides and contaminants from target surface. Sputter deposition was carried out under an argon feed gas at a gas flow of 30 sccm at a constant power of 400–500 W. The thickness during sputter deposition was monitored using the frequency response of the QCMs.

For the sputter yield experiments, argon and neon ions were generated using a 15 cm DC Kaufman ion source (Veeco Instruments). The ion flux was monitored using a Faraday cup, simultaneously along with the mass loss. The ion energies were pre-characterized by the Faraday cup (FC) which also served as a retarding field energy analyser. Ion energies for obtaining sputter yield data were varied in random order between 50 eV and 300 eV to avoid systematic errors. QCM frequency responses were converted to thickness estimates using the Z-match method [34]. Sputter yields were calculated using the thickness difference before and after each exposure, and the irradiated fluence measured simultaneously using the FC. Details of the experimental setup and data processing can be found in Refs. [34,35].

5. Results and discussion

5.1. Experimental sputter yields and model parameters: Ar⁺

Using Ar⁺ as the bombarding ion specie, sputter yields were experimentally determined by measuring changes to the QCM frequency response. The results are shown in Fig. 1. The data was compared to the
predictions of the Yamamura model, replacing $Q$ with $Q_{\text{eff}}$ values from Eqs. (5) and (6) using fit parameters (a–f) from [19]. In addition, the experimental data was used to determine posterior probabilities for the parameters: $Q$, $s$ and $E_{\text{th}}$ from the Yamamura model which then can be compared with values from Eqs. (5) and (6). Availability and ion energy range of literature data on yields differ between elements Ru, Mo, Pd and W. In order to prevent varying credibility in the best-fit values from limited reference datasets, reference measurements were not used as inputs into the MCMC algorithm. We shall see in a later section, the comparison of the obtained posterior probabilities in comparison to literature datasets.

Experimentally, the sputter yields for molybdenum, ruthenium and tungsten are lower than reports from literature values obtained from experiments from bulk samples [36,37] or e-beam deposited films [34]. This is possibly due to our sputter deposited films being denser (due to energetics of the deposition process) and more flat on a nanometre scale roughness, compared to materials previously studied in literature. However, this hypothesis is inconsistent as can be observed in the case of palladium films (Fig. 1(d) and as we shall see, in the case of $\text{Ne}^+$ ion bombardment. The dependence of sputter yields on structure, density and roughness and the interplay between them, therefore, appears to be a complex function of these parameters and requires dedicated experiments. Differences arising from these parameters would exist for every dataset (measured in this work and in literature) and precise understanding of this interplay is beyond the scope of this paper. We shall instead focus on a global behaviour of sputter yields. For this, we use the ensemble sampler described in Section 3 for our dataset as well as a collection of available literature data (see Section 5.3).

An example of the posterior probabilities generated from the MCMC algorithm for palladium is shown in Fig. 2. Similar plots which were generated for the other metals studied are shown in Supplementary Information. The MCMC maps depict a negative correlation for $E_{\text{th}}$ with both $Q$ and $s$. However, $Q$ and $s$ are positively correlated with $Q$ straying to a 12% larger value from the $Q_{\text{eff}}$ calculated in [19], and 50% larger than the original tabulation of $Q$ in [15]. The threshold for palladium sputtering by argon is found to be 80% higher than that estimated by Eq. (3). This relatively high value for $E_{\text{th}}$ arises partly due to the lack of large sets of data below $\sim$50 eV.

The power of the Bayesian method lies in the updating of posterior probabilities via better likelihood and prior estimates which are facilitated by availability of datasets. We shall compare the ‘best fits’ from our dataset with a compendium of literature values in Section 5.3.

Updated Yamamura curves using the expectation values (‘best fits’) from the MCMC sampling are shown in Fig. 1 along with a shaded region highlighting the 1σ variations in the yields from the parameter estimates. As an aside, an area within the 50th quantile region (contours from Fig. 2) could be used but in most cases the 1σ regions are larger and represent ‘worse case’ estimates. Table 1 encapsulates the priors used and posteriors obtained in each of the datasets. It is evident that in each case, the threshold value depends on the availability of data near the true (yet unknown) threshold.

Values of $s$ in certain cases of the experimental data may be beyond the set upper bound of 4 [See Supplementary Information] and likely stem from the gradual rise of the sputter yield beyond the threshold. The $Q$ values obtained from the MCMC likelihood estimates, deviate from the $Q_{\text{eff}}$ proposed in [19] by at most a factor 2 (molybdenum) and at least 30% (tungsten).

5.2. Experimental sputter yields and model parameters: $\text{Ne}^+$

Similar experiments using the QCM were carried out for the target elements under neon bombardment. The sputter yields obtained in this work along with references are plotted in Fig. 3. Here, the structural
Fig. 2. Posterior probabilities for parameters from Eq. (1) for sputter yield data from palladium under Ar$^+$ bombardment. The red circle depicts $Q_{\text{eff}}$ and s values from Seah [19]. The black cross-hairs show the ‘best fit’ locations and the contours depict 16th, 50th, and 84th quantiles. The histograms show the marginalized probabilities for each parameter.

Table 1
Parameters used to search the posterior probabilities for the model parameters in Eq. (1). Sputter yields from Ar$^+$ bombardment used as input data. The priors are described in the form: U(low, up), denoting uniform probabilities over a range with a lower (low) bound and an upper (up) bound. The expectation values indicating the ‘best fit’ and 1σ uncertainties of the expectations obtained from the Bayesian sampling is compared to the tabulations of the Yamamura model.

| Priors | Expectation values | Yamamura |
|--------|--------------------|----------|
|        | $Q$ | s | $E_{th}$ | $Q$ | s | $E_{th}$ |
| Mo U (0.17, 4.25) | 1.93$^{+0.31}_{-0.30}$ | 3.20$^{+0.53}_{-0.64}$ | 40.62$^{+7.99}_{-5.35}$ | 0.85 | 2.8 | 27.7 |
| Ru U (0.26, 6.55) | 1.76$^{+0.36}_{-0.34}$ | 3.19$^{+0.57}_{-0.62}$ | 36.29$^{+7.4}_{-5.5}$ | 1.31 | 2.5 | 26.9 |
| Pd U (0.17, 4.25) | 1.25$^{+0.07}_{-0.06}$ | 2.57$^{+0.29}_{-0.24}$ | 27.7$^{+2.5}_{-2.70}$ | 0.85 | 2.5 | 26.9 |
| W U (0.14, 3.60) | 0.76$^{+0.05}_{-0.04}$ | 1.75$^{+0.13}_{-0.10}$ | 57.7$^{+17.7}_{-2.36}$ | 0.72 | 2.8 | 33.9 |

dependence of the sputter yields is not apparent as the yields are consistent with reports in literature, taken from [36,37] for (bulk) samples immersed in a plasma.

In previously reported studies on the application of the Yamamura model for Ne$^+$ ion bombardment, an analysis of the dependence of $Q_{\text{eff}}$ on target mass was not performed [20]. The coefficients (a–f in Eq. (6)) being unknown, we rely on the original Q proposed by Yamamura for comparison. The Yamamura model in most cases provides suitable prediction for all elements down to 100 eV. Below 100 eV, the predictions begin to deviate from experiments.

The MCMC sampling was performed much in the same way as for argon sputter yields. A uniform probability density between certain bounds was chosen for the parameters as priors. The results of the ensemble sampling for palladium sputtered by Ne$^+$ are shown in Fig. 4. The positive correlation of s with both $Q$ and $E_{th}$ is significantly reduced for this dataset. $E_{th}$ and s, which were previously negatively correlated (for Ar$^+$) still behave similarly, but the correlation is weaker. The histograms show the marginalized PDFs of the parameters which are Gaussian, but in the case of s, these are asymmetrically skewed. The example here illustrates the difference in values of the maximum likelihood (highest point on the histogram) from the expectation (mean) estimates.

The initial inputs and the expectation values obtained are summarized in Table 2 along with propositions by Yamamura. We notice that the sputter threshold from the MCMC expectation value is higher than as predicted by Eq. (3). A higher experimental threshold is accounted for by the MCMC parameter search. The gradual slope for Ruthenium ($s \sim 4$) implies that the threshold is beyond the probed dataset which is also reflected in the relatively lower threshold prediction. We also find from Fig. 4 that the energy scaling given by the exponent s, varies between elements and is correlated to $Q$ (positively) and $E_{th}$ (negatively). The updated Yamamura curves using the expectation values (‘best fits’) from the MCMC sampling are shown in Fig. 3 along with a shaded region highlighting the 1σ variations in the yields from the parameter estimates.

We find that the expectation values for $Q$ represent the experimental data well but in some cases deviate from the predictions of $Q_{\text{eff}}$ in Eq. (6) and Yamamura’s tabulations as is seen in Figs. 2 and 4, respectively. The elements studied here are heavy ($M_2 \sim 100$ or
Fig. 3. Sputter Yields obtained under Ne\(^+\) bombardment for (a) ruthenium; (b) molybdenum; (c) tungsten; and (d) palladium. Reference yields are also plotted (common legend out of plots). The Yamamura model using ‘best-fit’ parameters from the MCMC outputs (solid lines) are compared to Yamamura model (dashed lines). The shaded areas represent the 1\(\sigma\) deviation in ‘best-fit’ parameters’ influence on the yield.

Table 2

| Priors | Expectation values | Yamamura |
|--------|--------------------|-----------|
|        | Q \(_{MCMC}\) s \(_{MCMC}\) | Q \(_{MCMC}\) s \(_{MCMC}\) |
| Mo     | \((0.17, 4.25)\) \((0, 4)\) \((1, 60)\) | \(0.69^{+0.04}_{-0.03}\) \(1.44^{+0.15}_{-0.09}\) \(48.07^{+1.46}_{-1.25}\) | \(0.85\) \(2.8\) \(26.1\) |
| Ru     | \((0.26, 6.55)\) \((0, 4)\) \((1, 60)\) | \(2.09\pm 0.01\) \(3.99\pm 0.01\) \(23.96^{+0.04}_{-0.03}\) | \(1.31\) \(2.5\) \(25.9\) |
| Pd     | \((0.17, 4.25)\) \((0, 4)\) \((1, 60)\) | \(1.19^{+0.15}_{-0.12}\) \(1.97^{+0.18}_{-0.13}\) \(30.75^{+10.45}_{-11.41}\) | \(0.85\) \(2.5\) \(15.1\) |
| W      | \((0.14, 3.60)\) \((0, 4)\) \((1, 60)\) | \(0.54^{+0.20}_{-0.06}\) \(1.71^{+0.20}_{-0.10}\) \(42.17^{+3.05}_{-2.99}\) | \(0.72\) \(2.8\) \(40.6\) |

greater). Eq. (6) predicts for heavy elements, no change in \(Q_{\text{eff}}\) other than that induced by the inter-atomic spacing. In the following section we shall compare \(Q\) obtained from MCMC ensemble sampling to the predictions of Eq. (6) using reference data for a multitude of elements where experimental data is available.

5.3. \(Q_{MCMC}\) and \(Q_{\text{eff}}\)

In Sections 5.1 and 5.2, we found that the values of \(Q\) and \(s\) are correlated using the MCMC ensemble sampling method. The values of \(s\) were found to vary from one element to the other, with no distinct pattern observable in relation to target specific parameters. The linear scaling factor \(Q\) (\(Q_{MCMC}\) in our study), requires some scrutiny as its effect on the sputter yield is relatively clear. Here, we begin by comparing the obtained \(Q_{MCMC}\) with \(Q_{M}\) from [19,20]. Eq. (6) predicts that the term \(Q_{\text{eff}}^2\) for argon bombardment saturates to a constant value for target masses >100 amu. This plateau, while apparent in the evaluation in [19,20], would be unlikely as elemental properties are periodic and any initial fluctuation in \(Q_{\text{eff}}^2\) at low target masses would carry forward to high masses as well. In the evaluation, experimental sputter yield datasets for a variety of target materials were studied, however, there was a lack of populated data for the region between 110 amu and 180 amu. Any fluctuations, if present in this region, would flatten out for the higher target masses.

Here we use experimental data available for a variety of elements obtained from the literature [34,36,38–43]. To supplement the lack of sputter yield data for target masses between 110–180 amu (d and f block elements), we chose to simulate the yields for a selection of lanthanides using TRIDYN [15]. Further, to understand the limitation/validity of this simulation based approach, we randomly selected elements for which literature data was available and used them as inputs for the MCMC ensemble sampler.

Fig. 5a depicts the expectation values of \(Q_{MCMC}\) for experimental sputter yields from literature data (labelled literature), and for simulated yields for selected targets under Ar\(^+\) ion bombardment. For comparison, \(Q\) values of the Yamamura model [19] are also plotted along with the predictive function for \(Q_{\text{eff}}\) from Eq. (6). While the scatter in the datasets from MCMC ensemble sampling is quite large, the behaviour of \(Q_{MCMC}\) is generally consistent with Eq. (6) for target masses <100 amu. For \(M_2 > 100\) amu, the initial oscillation (in the region of 20\(\leq M_2 \leq 70\) amu), repeats and continues on up to 250 amu. The periodicity is non-uniform and is not captured by Eq. (6), which in this range, approximates the variation to a constant. \(Q_{MCMC}\) from Mo–Ar\(^+\) results from QCM measurements, marked in Fig. 5a, is an outlier.
A significant scatter is seen for data-points between 100 amu and 110 amu, and the cause is yet unknown, however, an overall oscillatory behaviour is observed over the range of target masses.

Data for neon bombardment is more scattered as seen in Fig. 5b. Results not only from our MCMC analysis, but also reports from [20] show elevated scatter in comparison to the argon data. Although a structure for neon datasets similar to argon can be argued, the scatter in the data prevents such a conclusive remark.

In general, considering the oscillatory behaviour of data, the two Gaussian terms in Eq. (6) do not fully encapsulate $Q_{\text{MCMC}}$ or $Q_{\text{eff}}$ for $M_2 > 100$ amu. A multitude of Gaussians would be needed under the approach of Eq. (6) which becomes cumbersome with the addition of more terms. We shall discuss in the following section an alternative perspective to the evaluation of the datasets in an effort to encapsulate the behaviour of both ion species.

### 5.4. Dependence of Q on ion and target parameters

The proposition of Eq. (6) was a significant step forward in determining an empirical relation to the scaling factor $Q$, used in a multitude of predictive models of sputter yields. Although it was shown [19, 20] to be valid for models such as the Matsunami formula [16] (not discussed here), the approach was found to be insufficient for the Yamamura model due to the scatter in the data other than for argon (in addition to correlations between fit parameters). Further, the formulation of Eq. (6) is empirical and contrasts with the original formulation by Sigmund [12], which was also pointed out in [19].

In all previous attempts in qualifying dependence of $Q$ on various parameters, datasets have been heterogeneous. For example, in Yamamura’s original formulation [15], sputter yield data was obtained both experimentally as well as using simulation codes. Experimental data in themselves contain scatter due to a multitude of factors: different surface preparation, variability in roughness, crystalline phase and density, poorly characterized ion beams or data obtained at different energy ranges especially for ones far away from the sputter threshold see Fig. 1, and Fig. 3. This results in large spread in available $Q$ and Eth estimates which leads to difficulty in discerning trends in the data.

We attempt to remedy this discrepancy by using data obtained using a consistent, homogeneous method. We source sputter yield data using TRIDYN simulations for 70 common elements (excluding gases, short lived elements and some actinides) in an energy range from the sputter threshold to keV energies. TRIDYN has been shown to reliably simulate sputter yields at low incident energies for a multitude of elements [35]. TRIDYN in this case, represents an ideal behaviour of a target element, restricted by the sublimation energy and assuming binary collision of the ion with a target atom. Data obtained in this manner does not suffer from experimental scatter. Additionally, we can simulate a much larger set of elements than otherwise experimentally available. These combined advantages can assist in finding correlations between parameters in the sputter yield data. We fit the simulated sputter yields using the MCMC algorithm as discussed previously. Using the obtained likelihoods, we examine the dependence of $Q$ on various ion–target dependent parameters.

Fig. 6 shows the Pearson correlation coefficients of various parameters with respect to one another. For example, we see that the target mass, $M_2$ is negatively correlated with the energy transfer parameter ($\gamma$) for argon and neon. This is to be expected as the energy transfer decays with increasing target mass after a certain maximum dictated by the ion mass. The actual dependence of $\gamma$ on $M_2$, however, is more complex as known from Eq. (4). Similarly, we find that the dependence of $Q$ is stronger (more positive) with respect to Eth rather than $\rho$ or $\gamma$. This dependence on Eth is replicated in the neon data (Fig. 6(b)).

In order to visualize the dependence of $Q$ on three different parameters, we plot the $Q$ values from the argon and neon datasets as a function of $\gamma$ in Fig. 7. By varying the size of the datapoints by the corresponding threshold energy (obtained from the MCMC algorithm),

### 5.4. Dependence of Q on ion and target parameters

The proposition of Eq. (6) was a significant step forward in determining an empirical relation to the scaling factor $Q$, used in a multitude of predictive models of sputter yields. Although it was shown [19, 20] to be valid for models such as the Matsunami formula [16] (not discussed here), the approach was found to be insufficient for the Yamamura model due to the scatter in the data other than for argon (in addition to correlations between fit parameters). Further, the formulation of Eq. (6) is empirical and contrasts with the original formulation by Sigmund [12], which was also pointed out in [19].

In all previous attempts in qualifying dependence of $Q$ on various parameters, datasets have been heterogeneous. For example, in Yamamura’s original formulation [15], sputter yield data was obtained both experimentally as well as using simulation codes. Experimental data in themselves contain scatter due to a multitude of factors: different surface preparation, variability in roughness, crystalline phase and density, poorly characterized ion beams or data obtained at different energy ranges especially for ones far away from the sputter threshold see Fig. 1, and Fig. 3. This results in large spread in available $Q$ and Eth estimates which leads to difficulty in discerning trends in the data.

We attempt to remedy this discrepancy by using data obtained using a consistent, homogeneous method. We source sputter yield data using TRIDYN simulations for 70 common elements (excluding gases, short lived elements and some actinides) in an energy range from the sputter threshold to keV energies. TRIDYN has been shown to reliably simulate sputter yields at low incident energies for a multitude of elements [35]. TRIDYN in this case, represents an ideal behaviour of a target element, restricted by the sublimation energy and assuming binary collision of the ion with a target atom. Data obtained in this manner does not suffer from experimental scatter. Additionally, we can simulate a much larger set of elements than otherwise experimentally available. These combined advantages can assist in finding correlations between parameters in the sputter yield data. We fit the simulated sputter yields using the MCMC algorithm as discussed previously. Using the obtained likelihoods, we examine the dependence of $Q$ on various ion–target dependent parameters.

Fig. 6 shows the Pearson correlation coefficients of various parameters with respect to one another. For example, we see that the target mass, $M_2$ is negatively correlated with the energy transfer parameter ($\gamma$) for argon and neon. This is to be expected as the energy transfer decays with increasing target mass after a certain maximum dictated by the ion mass. The actual dependence of $\gamma$ on $M_2$, however, is more complex as known from Eq. (4). Similarly, we find that the dependence of $Q$ is stronger (more positive) with respect to Eth rather than $\rho$ or $\gamma$. This dependence on Eth is replicated in the neon data (Fig. 6(b)).

In order to visualize the dependence of $Q$ on three different parameters, we plot the $Q$ values from the argon and neon datasets as a function of $\gamma$ in Fig. 7. By varying the size of the datapoints by the corresponding threshold energy (obtained from the MCMC algorithm),
we find that the higher the threshold energy, the higher is the value of Q. This dependence is stronger in the argon data than in the neon data as is also seen as the correlation coefficient drops from 0.90 to 0.67. Values of Q obtained from MCMC fits to sputter yields from literature (Q\textsubscript{lit}\textsubscript{MCMC}) are also presented in Fig. 7. Dependence of Q\textsubscript{lit}\textsubscript{MCMC} on γ is qualitatively similar to that from fits to TRIDYN simulated yields (Q\textsubscript{TRIDYN}). The deviations in absolute values of Q\textsubscript{lit}\textsubscript{MCMC} could arise from either experimental scatter (as outlined above), or from physical effects that are unaccounted for in TRIDYN. While these deviations do not allow to reproduce experimental Q, Q\textsubscript{TRIDYN} is smoother and covers the full range of γ which aids in revealing trends in the data. Dependencies of Q on M\textsubscript{2} are similar to those on γ. The choice between M\textsubscript{2} or γ is therefore not important for the subsequent analysis.

Sub-dividing the dataset by the location of elements in the periodic table, we find that the peaks in Figs. 7a and 7b are composed of the d-block elements. The p and f-block elements form their own set of peaks while s block elements are mostly confined to valleys. The overall structure of the Q values is similar to the variation observed by Seah (See Supplementary Figure S7) for both Argon and Neon. However, given the correlations, and correspondence of peaks with orbitals of target elements, we find that the description of Q is not limited to the density but rather a combination of multiple parameters.

Fig. 6. Pearson correlation coefficients between selected parameters namely: Q, threshold energy (E\textsubscript{th}) determined by the MCMC sampling and from Eq. (3), energy transfer parameter γ, surface binding energy U\textsubscript{s} for (a) argon sputter yields and (b) neon sputter yields for a range of targets with atomic numbers (Z) for elements between Li and U.

Fig. 7. Q values obtained from MCMC fits of TRIDYN simulated sputter yields plotted as a function of the energy transfer parameter γ. Values shown for (a) argon and (b) neon ion bombardment. The sizes of datapoints vary as a function of threshold energy and the colours are used to show the position of elements in the periodic table. Q values from MCMC fits to experimental sputter yields from literature are also included (black triangles). The dashed line shows estimates of Q obtained from the linear approximation in Eq. (10).

The simplest correlation we find for Q from the pairwise correlation is to the threshold energy. Datasets for the pairwise correlations show a nearly linear dependence of Q on E\textsubscript{th}, within our best estimate of E\textsubscript{th}. As a simple formulation exploiting this linear dependence, we find coefficients for a linear fit for Q as a function of the threshold energy, E\textsubscript{th}, calculated using the MCMC method. This is done using a robust linear regression model with a Huber loss function in order to reduce biasing by outliers. The datasets show varying slopes as a function of the electron orbitals as seen in Fig. 8. Elements classified in the s, p and f blocks in the periodic table exhibit Q values that are well approximated by this linear dependence. The s block elements cover a wide range of E\textsubscript{th} values, with the highest corresponding to Be. Be is also seen as a stark outlier when Q values are plotted against γ (Fig. 7) in both literature and TRIDYN datasets. However, Q values from the d orbital present significant scatter and the linear dependence is not apparent. Upon further subdividing the d block elements by rows, we find the linear dependence is restored within the subdivisions. Such a subdivision also favours other blocks, but due to fewer number of elements, such a procedure is counter-productive. However, such a stratified behaviour points towards an unaccounted, periodic variable. Understanding such a variable would be needed to gain insights into the physical meaning of Q and its dependencies.

Speculatively, the scatter could also originate from the ensemble clustering around a bound under some cases due to the power law term arising in Eq. (1) [also see Figures S1–S5 in Supplementary Info].
In this work we have reported the sputter yields of four transition metals relevant to semiconductor, catalysis, photo-lithography and fusion research. We have analysed the description of experimentally observed sputter yields to fit experimental data, but a description of a fundamental interaction of ion species with target materials.

6. Conclusions and outlook

In this work we have reported the sputter yields of four transition metals relevant to semiconductor, catalysis, photo-lithography and fusion research. We have analysed the description of experimentally obtained yields by the semi-empirical Yamamura model using a Bayesian MCMC parameter search. This allowed us to obtain values of the linear dependence on ion–target parameters [44]. We find that Q depends not only on the properties mentioned above, but also on the threshold energy and the filling of electronic orbitals. Bayesian MCMC is shown to be a powerful technique for revealing such dependencies between fit parameters and exploring a simple 3-dimensional parameter space. The flexibility of MCMC also allows for ease of scaling the model to incorporate additional parameters if needed, without increasing complexity.

Using Pearson’s pair-wise correlation as we do here to compare dependencies of target parameters not directly included in the model, is limited to observing linear dependencies. Hence, the true nature and dependence of Q on the above parameters could potentially be non-linear and may require considering additional parameters in the model, similar to the work by García-Rosales [44].

Considering the above, the nature of Q is not merely a scaling of the sputter yields to fit experimental data, but a description of a fundamental interaction of ion species with target materials.

A linear dependence is also observed in the neon datasets (see Supplementary Information Figure S9) which is in contrast to Seah’s approach (see Fig. 5).

As a final step, in an attempt towards approximating Q values without the use of lookup tables, we map the variation of Q to the threshold predicted by the MCMC. In doing so, the number of parameters needed to estimate Q for a given target is significantly reduced. The resulting dependence of Q as a function of the threshold from the MCMC fits is in accordance to:

\[
Q_{\text{MCMC}} = m E_{\text{th}}^{\text{MCMC}} + b
\]  

(Fits to this simple model to simulated data are summarized for argon and neon in Table 3 [also see Fig. 8 and Supplementary information for fit results]. In order to compare the linear approximation with the equation proposed by Seah [19], we also look at the goodness of fit for both functional forms.

It is clear from Table 3 that the linear approximation for each orbital type estimates Q just as well, if not better than Eq. (6). Additionally, it reduces the set of parameters from six, down to two for a given orbital. Expanding on the linear approximation, \( E_{\text{in}} \) depends on \( q \) and \( U_x \) as per Eq. (3). The Q factor in the Yamamura model (Eq. (1)) can then be approximated as: 

\[
Q = m' k U_x / (q + b')
\]

where \( m' \) and \( b' \) are the slope and intercept relating the sputter threshold (from Table 3), and \( k \) follows from Eq. (3) as 6.7 (if \( M_1 < M_2 \)) or 1 + 5.7(\( M_1 / M_2 \)) (if \( M_1 > M_2 \)).

This approximation is valid for neon as well. Comparing the predictions of Eq. (10) to the overall behaviour of Q, in Fig. 7, shows that such a simplified approach can accurately estimate a wide range of Q values. The validity for both Argon and Neon shows promise in the capacity of such a simplification in estimating Q values. However, the reasoning behind the stratification, as mentioned previously, demands for more investigations into the physical nature of Q and its dependencies.

As is seen from Figs. 6 and 7, the true nature and dependence of Q on target properties is multi-dimensional. Attempts at empirically defining dependence of Q on ion or target parameters have been made in the past. Previous reports described the dependence of Q on density [19], the energy transfer parameter [22] and even a complex dependence on ion–target parameters [44]. We find that Q depends not only on the properties mentioned above, but also on the threshold energy and the filling of electronic orbitals. Bayesian MCMC is shown to be a powerful technique for revealing such dependencies between fit parameters and exploring a simple 3-dimensional parameter space. The flexibility of MCMC also allows for ease of scaling the model to incorporate additional parameters if needed, without increasing complexity.

Using Pearson’s pair-wise correlation as we do here to compare dependencies of target parameters not directly included in the model, is limited to observing linear dependencies. Hence, the true nature and dependence of Q on the above parameters could potentially be non-linear and may require considering additional parameters in the model, similar to the work by García-Rosales [44].

Considering the above, the nature of Q is not merely a scaling of the sputter yields to fit experimental data, but a description of a fundamental interaction of ion species with target materials.

Table 3

| Orbital | Argon | Neon |
|---------|-------|------|
|         | m     | b    | R²  | m     | b    | R²  |
| Linear  | s     | 0.0142 | 0.319 | 0.84 | 0.00216 | 0.195 | 0.82 |
| Approximation | d     | 0.0181 | 0.279 | 0.83 | 0.0069 | 0.570 | 0.12 |
|          | d4    | 0.0134 | 0.505 | 0.64 | 0.0264 | 0.197 | 0.79 |
|          | d5    | 0.0197 | 0.239 | 0.95 | 0.0161 | 0.339 | 0.84 |
|          | d6    | 0.0141 | 0.346 | 0.87 | 0.0102 | 0.265 | 0.82 |
|          | f     | 0.0133 | 0.349 | 0.66 | 0.0031 | 0.421 | 0.46 |

Seah [19] (Eq. (6)) 0.43 –

Figure S9 for fit results. In order to compare the linear approximation with the equation proposed by Seah [19], we also look at the goodness of fit for both functional forms.

1. Conclusions and outlook

In this work we have reported the sputter yields of four transition metals relevant to semiconductor, catalysis, photo-lithography and fusion research. We have analysed the description of experimentally obtained yields by the semi-empirical Yamamura model using a Bayesian MCMC parameter search. This allowed us to obtain values of the linear dependence of Q as a function of the threshold from the MCMC fits is to estimate Q for a given target is significantly reduced. The resulting predicted by the MCMC. In doing so, the number of parameters needed out the use of lookup tables, we map the variation of Q to the threshold approach (see Fig. 5).

Supplementary Information Figure S9) which is in contrast to Seah’s similar linear dependence is also observed in the neon datasets (see Supplementary Information Figure S9) which is in contrast to Seah’s approach (see Fig. 5).

As a final step, in an attempt towards approximating Q values without the use of lookup tables, we map the variation of Q to the threshold predicted by the MCMC. In doing so, the number of parameters needed to estimate Q for a given target is significantly reduced. The resulting dependence of Q as a function of the threshold from the MCMC fits is in accordance to:

\[
Q_{\text{MCMC}} = m E_{\text{th}}^{\text{MCMC}} + b
\]
scaling factor $Q$, considering correlations with the sputter threshold energy, $E_{th}$, and the power-law scaling factor, $s$.

Further, simulating sputter yields using TRIDYN for ~70 elemental targets allowed us to populate $Q$ values in a consistent manner without experimental scatter. Using Bayesian MCMC algorithms on simulated data enabled comparison of $Q$ to previous semi-empirical descriptions in literature. It was found that $Q$ has a simple positive correlation with the sputter threshold energy and can be reasonably predicted by a linear relationship, provided that the data is separated according to orbital filling, for example, $s$, $p$, $d$ and $f$ block elements. This dependence can be exploited to estimate an unknown $Q$ in a simple manner. However, the nature of $Q$ is deemed to be complex, depending on the density, sputter threshold energy, energy transfer parameters as well as more fundamentally, on the filling of orbitals. This work points towards $Q$ not being a mere scaling parameter, but rather a descriptor of fundamental processes of ion-target interactions.
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Appendix A. Supplementary data

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.nimb.2022.03.016.

See supplementary material for: Posterior probabilities for sputter yields of Mo, Ru, and W for Ar and Ne ion bombardment; $Q$ values used by Seah and MCMC results plotted against the energy transfer efficiency; Linear fits to $Q$ against sputter threshold for Ne ion bombardment; Expectation values for free-parameters of the Yamamura model for Ar and Ne ion bombardment on ~ 70 elements.

References

[1] B. Krause, D.S. Kuznetsoy, A.E. Yakhshin, S. Brahamkutty, T. Baumbach, F. Bijkerk, In situ and real-time monitoring of structure formation during non-reactive sputter deposition of lanthanum and reactive sputter deposition of lanthanum nitride, J. Appl. Crystallogr. 51 (4) (2018) 1013–1020, http://dx.doi.org/10.1107/S1600576718007367.

[2] M.K. Pospieszalska, R.E. Johnson, Magnetostrictive ion bombardment profiles of satellites: Europa and dione, Icarus 78 (1) (1989) 1–13, http://dx.doi.org/10.1016/0019-1035(89)90065-1.

[3] K. Dobes, V. Smekal, T. Schäfer, F. Aumayr, Interaction between seeding gas ions and nitrogen saturated tungsten surfaces, Int. J. Mass Spectrom. 365–366 (2014) 64–67, http://dx.doi.org/10.1016/j.ijms.2013.11.015.

[4] K. Wittmaack, Beam-induced broadening effects in sputter depth profiling, Vacuum 34 (1) (1984) 119–137, http://dx.doi.org/10.1016/0042-2070(84)9115-5, URL http://www.sciencedirect.com/science/article/pii/0042207084911555.

[5] H. Brongersma, M. Drexlar, M. Ridder, P. Bauer, Surface composition analysis by low-energy ion scattering, Surf. Sci. Rep. 62 (3) (2007) 69–109, http://dx.doi.org/10.1016/j.surfrep.2006.12.002, URL http://www.sciencedirect.com/science/article/pii/S0167527906001221.

[6] C.R. Stilhano Vilas Boas, J.M. Sturm, F. Bijkerk, Oxidation of metal thin films by atomic oxygen: A low energy ion scattering study, J. Appl. Phys. 126 (15) (2019) 155301, http://dx.doi.org/10.1063/1.5151112.

[7] J. Whiteley, K. Wilson, D. Buchenauer, Metallic materials as plasma facing components — A review, J. Nuclear Mater. 155–157 (1988) 82–94, http://dx.doi.org/10.1016/0022-3115(88)90230-9, URL http://www.sciencedirect.com/science/article/pii/0022211588902309.

[8] J.F. Ziegler, J.P. Biersack, The stopping and range of ions in matter, in: J. Enge, J. Stihler (Eds.), The Stopping and Range of Ions in Matter, Pergamon, New York, 1985, p. 1016/0019-1035(89)90065-1.

[9] J.W. Dabrowski, D.W. Wilson, L.T. Searle, Sputtering of metals and alloys by fast vacuum arcs, J. Nuclear Mater. 132 (1985) 429–439, http://dx.doi.org/10.1016/0022-3115(85)90065-1.

[10] J.E. Cogotti, A. Panizzon, Sputtering of metals by heavy ions, J. Nuclear Mater. 132 (1985) 429–439, http://dx.doi.org/10.1016/0022-3115(85)90065-1.

[11] O.S. Oen, M.T. Robinson, Computer studies of the reflection of light ions from monatomic solids at normal incidence, At. Data Nucl. Data Tables 62 (2) (1996) 149–253, http://dx.doi.org/10.1006/adnd.1996.0005.

[12] H. Morita, R. Shimizu, A semiempirical formula for the energy dependence of the sputtering yield, Radiat. Eff. 57 (1–2) (1981) 15–21, http://dx.doi.org/10.1080/0142244808218676.

[13] W. Eckstein, K. Wittmaack, New fit formulae for the sputtering yield, J. Nuclear Mater. 320 (3) (2003) 209–213, http://dx.doi.org/10.1016/j.jnmat.2003.04.002, URL http://www.sciencedirect.com/science/article/pii/S0022246403001488.

[14] W. Eckstein, R. Dohmen, A. Mutzke, R. Schneider, SDTrainsp Version 5.00, IPP Report 12/08, Max-Planck-Institut FÜR Plasmaphysik (Hrsg.), 12, (3) 2007, http://edoc.mpg.de/display.ep?mode=doc&did=552734.

[15] Y. Yamamura, H. Tawara, Energy dependence of ion-induced sputtering yields from monatomic solids at normal incidence, At. Data Nucl. Data Tables 62 (2) (1996) 149–253, http://dx.doi.org/10.1006/adnd.1996.0005.

[16] N. Matsunami, Y. Yamamura, Y. Itikawa, N. Itoh, Y. Kazumata, S. Miyagawa, K. Morita, R. Shimizu, A semiempirical formula for the energy dependence of the sputtering yield, Radiat. Eff. 57 (1–2) (1981) 15–21, http://dx.doi.org/10.1080/0142244808218676.
[24] P. Phadke, C.R. Stilhano Vilas Boas, J.M. Sturm, R.W.E. van de Kruis, F. Bijkerk, Near-threshold, steady state interaction of oxygen ions with transition metals: Sputtering and radiation enhanced diffusion, Appl. Surf. Sci. 518 (2020) 146413, http://dx.doi.org/10.1016/j.apsusc.2020.146413, URL https://www.sciencedirect.com/science/article/pii/S0169433220308990.

[25] U. Von Toussaint, Bayesian inference in physics, Rev. Modern Phys. 83 (3) (2011) 943, http://dx.doi.org/10.1103/RevModPhys.83.943.

[26] I. Mishra, N. Lewis, J. Lunine, P. Helfenstein, R.J. MacDonald, G. Filacchione, M. Ciarniello, Bayesian analysis of Juno/JIRAM’s NIR observations of Europa, Icarus 357 (2021) 114215, http://dx.doi.org/10.1016/j.icarus.2020.114215.

[27] T. Bayes, An essay towards solving a problem in the doctrine of chances, Biometrika 45 (3–4) (1958) 296–315, http://dx.doi.org/10.1093/biomet/45.3-4.296.

[28] D. Sivia, J. Skilling, Data Analysis: A Bayesian Tutorial, OUP Oxford, 2006.

[29] D. Foreman-Mackey, D.W. Hogg, D. Lang, J. Goodman, emcee: The MCMC hammer, Publ. Astron. Soc. Pac. 125 (925) (2013) 306–312, http://dx.doi.org/10.1088/0509-7007/125/925/306.

[30] N. Metropolis, A.W. Rosenbluth, M.N. Rosenbluth, A.H. Teller, Equation of state calculations by fast computing machines, J. Chem. Phys. 21 (6) (1953) 1087–1092, http://dx.doi.org/10.1063/1.1699114.

[31] J. Skilling, Nested sampling, AIP Conf. Proc. 735 (1) (2004) 395–405, http://dx.doi.org/10.1063/1.1835236, URL https://aip.scitation.org/doi/abs/10.1063/1.1835236.

[32] R.E. Kass, L. Wasserman, The selection of prior distributions by formal rules, J. Amer. Statist. Assoc. 91 (435) (1996) 1343–1370, http://dx.doi.org/10.1080/01621459.1996.10477003.

[33] A. Gelman, Bayes, Jeffreys, prior distributions and the philosophy of statistics, Statist. Sci. 24 (2) (2009) 176–178, URL https://www.jstor.org/stable/25681293.

[34] S.M. Wu, R.W.E. van de Kruis, E. Zoethout, F. Bijkerk, Sputtering yields of Ru, Mo, and Si under low energy Ar+ bombardment, J. Appl. Phys. 106 (5) (2009) 054902, http://dx.doi.org/10.1063/1.3149777.

[35] P. Phadke, J.M. Sturm, R.W.E. van de Kruis, F. Bijkerk, Near-threshold sputter yields of ruthenium under argon and nitrogen ion bombardment, Nucl. Instrum. Methods Phys. Res. B 458 (July) (2019) 169–173, http://dx.doi.org/10.1016/j.nimb.2019.10.001.

[36] N. Laegreid, G.K. Wehner, Sputtering yields of metals for Ar+ and Ne+ ions with energies from 50 to 600 ev, J. Appl. Phys. 32 (3) (1961) 365–369, http://dx.doi.org/10.1063/1.1736012.

[37] H.F. Winters, D. Horne, Energy transfer to a tungsten lattice by ion bombardment, Phys. Rev. B 10 (1974) 55–63, http://dx.doi.org/10.1103/PhysRevB.10.55, URL https://link.aps.org/doi/10.1103/PhysRevB.10.55.

[38] P.C. Zalm, Energy dependence of the sputtering yield of silicon bombarded with neon, argon, krypton, and xenon ions, J. Appl. Phys. 54 (3) (1983) 2660–2666, http://dx.doi.org/10.1063/1.332340.

[39] Z. Somogyvári, G.A. Langer, G. Erdélyi, L. Balázs, Sputtering yields for low-energy Ar+ and Ne+ ion bombardment, Vacuum 86 (12) (2012) 1979–1982, http://dx.doi.org/10.1016/j.vacuum.2012.03.055.

[40] R.V. Stuart, G.K. Wehner, Sputtering yields at very low bombarding ion energies, J. Appl. Phys. 33 (7) (1962) 2345–2352, http://dx.doi.org/10.1063/1.1728959.

[41] R.D. Kolansin, J.E. Polk, D. Goebel, L.K. Johnson, Sputtering yield measurements at glancing incidence using a quartz crystal microbalance, J. Vac. Sci. Technol. A 25 (2) (2007) 236–245, http://dx.doi.org/10.1116/1.2435375.

[42] R. Ranjan, J.P. Allain, M.R. Hendricks, D.N. Ruzic, Absolute sputtering yield of Ti by TiN by Ar+/N+ at 400–700 eV, J. Vac. Sci. Technol. A 19 (3) (2001) 1004–1007, http://dx.doi.org/10.1116/1.1362678.

[43] K. Ikuse, S. Yoshimura, K. Hine, M. Kiuchi, S. Hamaguchi, Sputtering yields of Au by low-energy noble gas ion bombardment, J. Phys. D: Appl. Phys. 42 (13) (2009) 135203, http://dx.doi.org/10.1088/0022-3727/42/13/135203.

[44] C. Garcia-Rosales, W. Eckstein, J. Roth, Revised formulae for sputtering data, J. Nuclear Mater. 218 (1) (1995) 8–17, http://dx.doi.org/10.1016/0022-3115(94)00376-9, URL http://www.sciencedirect.com/science/article/pii/0022311594003769.