Abstract
Aspect terms are opinion targets for people to express and understand opinions in reviews. Aspect terms extraction is an essential subtask in aspect-level sentiment analysis. To extract aspect terms from a sentence, existing methods mainly focus on context features generated by pre-trained models. However, these models either neglect the crucial implicit linguistic features, e.g., post-of-tag, head, and head dependency, or fail to explore sufficient valuable features for aspect term extraction, which lead to the deficiency in aspect term extraction task. To address the challenges, in this paper, we propose a novel and effective framework for aspect term extraction by integrating both contextual and linguistic features with the artificial bee colony-based feature selection method. Firstly, a novel variant of artificial bee colony is designed to identify the most valuable linguistic features to reduce the high sparsity and dimensionality of the raw dataset. Next, the selected features and context embeddings are integrated to improve the performance of aspect extraction. Finally, extensive experiments are conducted on real-world datasets, and the results exhibit that our proposed framework can outperform the competitive baselines. Compared with the latest baselines, the proposed framework achieves the comparatively higher F1 scores of 80.7%, 84.7%, 72.2%, and 74.8% on the four groups of datasets. Furthermore, the ablation study shows that the proposed method with the designed feature selection module significantly outperforms the method with the original artificial bee colony, having 4.15%, 4.4%, 4.4%, and 3.2% improvements in F1 score on all the four datasets, respectively.
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1 Introduction

Nowadays, people tend to express their opinion or emotions towards a product, service, or event on social media platforms [17, 27, 39, 42, 56]. The analysis of public opinion targets has been attracting great attention from both researchers and practitioners [12, 13, 21]. In the world of e-commerce, most users tend to seek opinions by viewing a large number of reviews or feedback online before purchasing any products or services. Besides, most e-commerce companies rely on the analysis of customers’ reviews for refining the business decisions to improve the quality and gain insights into their products or services. However, manually reading through each review turns out to be unrealistic since a remarkable volume of reviews is generated rapidly. Therefore, it is essential to assist users in identifying the desired information from numerous reviews by applying opinion mining or sentiment analysis.

For the traditional sentiment analysis methods based on coarse level (document or sentence), they are not able to satisfy the users’ needs because finer information is required from the product or service reviews in terms of aspects [15, 29, 46]. For example, most graphic designers only focus on the display screen and colour accuracy when they seek a laptop. However, different customers may express different opinions on each of these aspects. Therefore, it is necessary and important to analyse the reviews at the aspect level. Aspect term extraction is recognised as an important task of aspect-level sentiment analysis. It aims to detect opinion targets, referred to as the product’s or service’s attributes, from opinion reviews [11]. It is also an essential step for fine-grained opinion mining. In recent years, deep learning approaches have been adopted for aspect term extraction because of their outstanding performance, where context-dependent embedding models are utilised, e.g., Word2Vec [28], GloVe [31], and BERT [7]. Apart from the contextual features from the pre-trained models, feature engineering plays an important role in identifying highly relevant features for aspect term extraction.

Although many existing feature selection methods like Entropy, Information Gain, Chi-Square, and Mutual Information are employed in aspect term extraction, they are only incorporated with machine learning models and overlook the contextual features from pre-trained models [17]. Meanwhile, the local context is capable of disambiguating word meaning by providing rich surrounding information, which has been identified as a crucial source of features for aspect term extraction. However, most existing studies either ignore the rich information delivered by the local context or disregard other linguistic features, which hinder the performance of aspect term extraction.

In this paper, to address the aforementioned issues, we propose a novel and effective framework by incorporating contextual features and other linguistic features to detect aspect terms. Our approach involves four major steps. First, we define a set of linguistic features associated with aspect terms and employ the proposed feature selection artificial bee colony (FS-ABC) to identify the most relevant features. Compared with other methods, ABC has a wider searching scope and fewer control parameters, turning out to be more suitable for search-based tasks, e.g., feature selection. Second, we construct new fused vectors by incorporating the selected
features and embeddings obtained from BERT. Third, the fused vectors are fed into bidirectional long short term memory (BiLSTM), and the output hidden states are used as input of the conditional random field (CRF) [19] layer. Fourth, we conduct extensive experiments to evaluate the proposed framework by using real-world datasets. The experimental results reveal that our proposed framework can outperform the existing models. In addition, an ablation study is conducted to validate the effectiveness of the selected features. To the best of our knowledge, this is the first research work studying aspect term extraction by integrating contextual representations with selected linguistic features by the proposed artificial bee colony. To sum up, the contributions of this paper are listed as follows.

- A novel feature selection-based framework is proposed to explore the most relevant features for aspect term extraction, where both BERT embeddings and relevant linguistic features are integrated.
- A novel feature selection method is designed by extending the artificial bee colony [14] with an adaptive threshold, which can address the high sparsity and dimensionality issue of training datasets.
- Extensive experiments are conducted on real-world datasets to demonstrate the effectiveness of the proposed framework and explicitly show the selected implicit features can improve the performance of aspect term extraction.

The remainder of this paper is organised as follows. Section 2 describes the related works on aspect term extraction methods using machine learning and deep learning algorithms and feature selection techniques. The problem formulation and the definition of linguistic features are presented in Sect. 3. In Sect. 4, the proposed framework of aspect term extraction is explained, and the proposed feature selection method is also introduced. Section 5 demonstrates the experimental results and analysis on SemEval datasets and introduces the ablation study. Finally, in Sect. 6, we highlight the major contributions of this paper, discuss the limitations of the proposed method, and conclude the remarks and directions for the future work.

2 Related works

2.1 Aspect term extraction

The conventional approaches of aspect term extraction mainly focus on rule-based methods [36, 50] and hand-crafted features-based methods [6]. With the remarkable performance improvement, machine learning algorithms have become mainstream for aspect term extraction [4, 32]. Yin et al. design the positional dependency-based word embedding to apply both dependency context and positional context to aspect term extraction [54]. A new topic modelling-based method is proposed for aspect term extraction by integrating a novel adaptation of the latent Dirichlet allocation (LDA) algorithm [30]. However, these methods require great human efforts in defining rules and annotating data.
In recent years, deep learning techniques have been widely adopted in sentiment analysis tasks since they are capable of fusing text features to extract new representations through multiple hidden layers. For example, Liu et al. propose an RNN-based model to identify opinion targets by using word embeddings without hand-crafted features [25], where the experimental results demonstrate that RNN-based models can outperform the feature-rich models based on CRF. A novel unified framework is proposed to jointly extract aspect and opinion terms by integrating recursive neural networks and CRF in [48]. Soujanya et al. present a convolutional neural network (CNN)-based model to extract aspects [37], where the pre-trained word embeddings, i.e., Word2Vec [28], are employed along with Part-of-Speech (PoS) tag features. Hoang et al. show the potential of utilising BERT to generate the contextual word representations, having additional generated text to detect aspect categories [10]. Liao et al. propose a novel unsupervised model to capture global and local representation for aspect extraction [24]. A joint model is presented to integrate the aspect term extraction and aspect categories detection tasks into a multi-task learning framework [49]. In each task, multi-layer convolutional neural networks (CNNs) are applied to compute high-level word representations. A task-specific and task-share vector is produced. With a guided latent Dirichlet allocation (LDA), an unsupervised approach is proposed for aspect term extraction [47]. The model is enhanced by guiding inputs using linguistic rules and multiple pruning strategies with a BERT-based semantic filter.

Deep learning-based methods employ contextual representations with light human efforts and outperform machine learning-based models, whereas such methods disregard other linguistic features, e.g., lemma, tag, dep, and shape. Specifically, the words with completely different spellings may have almost the same meanings. Meanwhile, a set of words in different orders can present completely different meanings. Therefore, it is important to employ linguistic knowledge to obtain meaningful information, rather than totally depending on the pre-trained embeddings. In this paper, we propose an FS-ABC method to select the most relevant linguistic features. Along with the word embeddings from BERT, our proposed approach can mitigate the issues related to missing effective features.

### 2.2 Feature selection

With the growing dimensions of datasets in the fields of data mining and deep learning, high-dimensional data analysis has become increasingly challenging. To alleviate the problem, feature selection is recognised as a practical pre-processing mechanism for pruning irrelevant and redundant features. Xue et al. propose a self-adaptive particle swarm optimisation method to solve the large-scale feature selection problems [53]. A novel hyperlearning binary dragonfly algorithm is proposed to detect an optimal subset of features for a given classification problem [45]. Relying on XGBoost, a novel framework for feature selection is presented to select sets of informative features in classification problems [2]. Most existing research works on aspect term extraction neglect linguistic feature selection. For example, Savoy proposes a new feature selection method for sentiment analysis by combining Z-score
and Information Gain [40]. Koncz et al. propose a computationally efficient feature selection method based on document frequency [16]. Akhtar et al. develop a PSO-based feature selection technique [1], which leverages cascade machine learning algorithms for aspect term extraction and sentiment analysis. However, these studies only apply the selected linguistic features to machine learning models but ignore the contextual representations. To address the challenges mentioned above, we retain both contextual embeddings and linguistic features as input of BiLSTM to yield a better performance than the baselines. We design the feature set on datasets SemEval 2014 [33], SemEval2015 [34], and SemEval2016 [35], i.e., three groups of public datasets for aspect-based sentiment analysis, where aspect terms are annotated by researchers. The used linguistic features consist of lexical and syntactic information, which are generic in nature and domain independent with the consideration of being applied to similar nature applications.

2.3 Artificial bee colony

Artificial bee colony (ABC) is a representative optimisation algorithm based on swarm intelligence [14]. Recently, it still attracts a lot of attention due to its simple structure and strong exploration ability in scientific research. By adopting and maintaining the history of the previously abandoned and the global best solutions, an enhanced ABC is proposed to solve the trade-off and achieve a balance of exploration and exploitation [43]. Zorarpacı et al. propose a new hybrid model for feature selection by combining ABC with different evolution methods [57]. The method aims to solve the problem of dimensionality, which affects the quality of the training process in the machine learning tasks. Applying ABC for feature selection and parameter optimisation, Kuo et al. combine a C5 decision tree (DT) and support vector machine (SVM) to extract comprehensible rules from SVMs [18]. The proposed algorithm can address two problems caused by DT and SVM: (1) Lack of explanatory ability; (2) Increased computational cost due to high-dimensional data. Li et al. propose a hybrid feature selection algorithm based on ABC to automatically identify early Parkinson’s disease [22]. The method can eliminate most of the useless or noisy features and determine the optimal features, achieving a better performance of classification. Zhang et al. hypothesise that each sense of a word can be represented by one or more specific dimensions and then propose an attention-based word embeddings using ABC for aspect-level sentiment classification [55]. ABC is mainly used to perform feature selection for algorithm optimisation. XGBoost algorithm is one of the latest and highly successful machine learning algorithms in data science. It generally yields a better performance compared to the traditional random forest or neural network models due to its sparsity awareness [5]. As a fast and scalable tree boosting model, XGBoost is a practical base learner for calculating feature scores. It is more predictive than traditional boosting models in high-dimensional datasets with the importance scores to reflect more complex interactions [2]. To the best of our knowledge, the proposed framework is the first to integrate XGBoost with the improved ABC for aspect term extraction.
3 Preliminaries

In this section, we formulate the problem of aspect term extraction and define the relevant linguistic features used in the proposed framework. Then, the overall framework is presented in detail. Finally, the proposed feature selection method is elaborated.

3.1 Problem formulation

Given a sentence, denoted by $S = \{w_1, w_2, \ldots, w_N\}$, where $N$ is the number of words, we define a set of linguistic features $F = \{f_1, f_2, \ldots, f_M\}$ containing $M$ features. The objective of feature selection is to choose the most relevant feature set $F_{\text{best}} = \{f_{d1}, f_{d2}, \ldots, f_{dL}\}$, where $d$ indicates the $d$th dataset and $L$ represents the total number of selected features. Then, the aspect term extraction can be formulated as a sequence tagging task, which aims to learn the mapping $S \rightarrow Y$ by using $F_{\text{best}}$, where $Y = \{y_1, y_2, \ldots, y_N\}$ denotes the tags of sentence $S$. For each tag, it is encoded into the format of $\{B, I, O\}$, representing Beginning of, Inside of, and Outside of an aspect, respectively.

3.2 Linguistic features

In this section, we describe the linguistic features used for aspect term extraction. Most of the lexical and syntactic features are domain independent and easy to transfer to other tasks.

Inspired by the work [1], we design 102 features in total for SemEval datasets (Sect. 5.1), and they can be divided into 14 categories:

- **Word and Local Context**: current word, local context $[-5, \ldots, 5]^1$ and their lower cases are used as features;
- **POS, Dependency, and Tag**: we use Part-of-Speech (POS), dependency, and tag of the current word and local context $[-2, \ldots, 2]$ as features;
- **Character n-gram**: character 2-gram, 3-gram, and 4-gram of the current word are extracted as features;
- **Head Word, POS, and DEP**: the head word of the current word and its POS and dependency are used as features;
- **Prefix and Suffix**: the fixed-length prefix and suffix of the current word and local context $[-3, \ldots, 3]$ are trimmed as features;
- **Frequent Aspect**: we construct a list of frequently occurring aspect terms and use a binary value as a feature to indicate if the current word is in this list;
- **Start with Digit**: a binary feature showing if the current word starts with a digit;

---

1 The context window size is 10, i.e. 5 words to the left and 5 words to the right. The below context index has the same meaning.
• **Orthographic**: a binary feature indicating if the current word starts with a capital letter;

• **NER**: named entity features of current word and context $[-2, \ldots, 2]$ are extracted using Spacy;\(^2\)

• **Length**: the length of the current word and context $[-2, \ldots, 2]$ are used as features;

• **Pair of Pre-POS and POS, and Pair of POS and Next-POS**: the features include the pair of the previous word and current word and the pair of the current word and next word;

• **Similarity**: we apply GloVe to generate lexicon expansion based on similarity. We obtain the top 3 similar words in GloVe of current words and context $[-3, \ldots, 3]$ as features;

• **Semantic Orientation Score**: semantic orientation (SO) score measures sentiment polarity expressed in a phrase [9]. We calculate the SO score of the current word and context $[-2, \ldots, 2]$ as features;

• **Lemma, Shape, Alpha, and Stop Word**: the current word’s base form and shape are two features. The binary value shows if the word is an alpha character or a stop word.

### 4 Artificial bee colony-based aspect term extraction

We integrate pre-trained embeddings with selected linguistic features and apply BiLSTM and CRF for aspect term extraction. The overall architecture of the framework is shown in Fig. 1. The proposed framework consists of three core modules: (1) **BERT encoder** to encode the input sequence and generate the context representations. (2) **Artificial Bee Colony-based Feature Extractor** to select the most

\(^2\) [https://spacy.io/](https://spacy.io/).
valuable linguistic features by the FS-ABC. (3) **Aspect Term Extraction** to fuse the context and linguistic feature representations and predict the aspect term using a CRF layer.

### 4.1 BERT encoder

Inspired by the success of BERT [7], we employ the BERT base model for pre-trained embeddings to encode the original word sequence and convert each token into context embedding. For a sentence, it is tokenised using the WordPiece vocabulary [51]. Two special tokens [CLS] and [SEP] are added to the beginning and the end of the tokenised sentence, respectively. Given a sentence \( \{ w_1, w_2, \ldots, w_n \} \), the input sequence \( T = \{ t_1, t_2, \ldots, t_M \} \) with \( M \) tokens after tokenisation. Next, the initial embedding \( e_i \) of each token \( t_i \) is obtained by summing its token embedding \( e^t_i \), position embedding \( e^p_i \), and segment embedding \( e^s_i \). Finally, the embedding of input sequence \( E = \{ e_1, e_2, \ldots, e_M \} \) is fed into the BERT encoder, and the final output representation of each token in a sequence can be obtained using Eq. (1). Because BERT uses WordPiece tokeniser to generate word tokens, some words may break into several tokens. To detect aspect terms in one word instead of sub-word pieces, the corresponding representations of sub-word tokens are averaged to get one aspect term representation. For example, the representation of the aspect term “hardware” is the average of representations of two tokens “hard” and “##ware”.

\[
h_i^{(bert)}(w_i) = \text{BERT}(e_i) 
\]

### 4.2 Artificial bee colony-based feature extractor

Inspired by the global optimisation of bees [38], we develop a novel feature selection method by extending ABC, which is a heuristic algorithm aiming at optimising numerical problems. Because of its strong ability and wide research range, the ABC algorithm is more suitable for feature selection than other biological heuristic models. The general structure of the proposed FS-ABC is shown in Fig. 2, which involves five stages:

- **Stage I**: the initial food sources are not randomly selected as in the original ABC algorithm but guided by the highest-ranked features using the information gain values produced by the XGBoost algorithm. With the feature ranking values from XGB, we extracted a search bias for our FS-ABC method, giving bias to the higher-ranked features by XG Boost. The search bias is applied when the new food sources are created in this stage.
- **Stage II**: the bees explore their neighbours’ groups to search for new food sources and evaluate their fitness. If the new food source is produced, the employed bees share the food source information with onlooker bees.
- **Stage III**: onlooker bees choose food sources guided by the feature score provided by XGBoost and the quality of the food source is calculated. The employed...
bees become scout bees if their solutions cannot be improved after predetermined trials, and their solutions are abandoned.

- **Stage IV**: the poor food source identified through exploration are abandoned and scout bees start to search for new solutions randomly.
- **Stage V**: the best food source is memorised which has the highest quality and the searching behaviour will be terminated if a stopping criterion is satisfied. Otherwise, repeat the five stages.

XGBoost is a scalable end-to-end tree boosting model, which consists of an ensemble of classification and regression trees (CART). It has been widely used in many Natural Language Processing (NLP) tasks [3, 20] because of its advantages compared to other gradient boosting frameworks, such as addressing the overfitting, supporting the parallelisation of tree construction, and speeding up the execution [26]. Given data input $X = \{x_1, x_2, \ldots, x_i, \ldots, x_n\} \in \mathbb{R}^{FN}$, where FN is the feature number, the output is predicted with the collection of decision trees in Eq. (2).

$$\hat{y}_i = \sum_{t=1}^{T} f_t(x_i),$$  \hspace{1cm} (2)

where $T$ represents the number of trees, and $f_t$ indicates an independent tree structure with leaf scores.

Then the regularised objective introduced in XGBoost is given by Eq. (3).
where $g_i$ and $h_i$ denote the first and second-order derivatives on the loss function, respectively. $l(\ast)$ means the differentiable loss function used to measure the difference between the prediction and the ground truth. $\Omega$ denotes the regularisation function.

To accelerate the feature selection, the feature score calculated from XGBoost is used to guide the selection process in ABC. The feature score is measured by the weight in XGBoost, which is the number of times a feature is used to split the data across all trees [5]. The feature score of one feature is calculated by Eqs. (4)–(5).

$$\zeta^t = \sum_{i=1}^{n} \left[ l(y_i, \hat{y}_{i}^{t-1}) + g_i f_i(x_i) + \frac{1}{2} h_i f_i^2(x_i) \right] + \Omega(f_i), \quad (3)$$

where $g_i$ and $h_i$ denote the first and second-order derivatives on the loss function, respectively. $l(\ast)$ means the differentiable loss function used to measure the difference between the prediction and the ground truth. $\Omega$ denotes the regularisation function.

Algorithm 1 describes the FS-ABC method. Firstly, the initial food sources of the algorithm are calculated using Eq. (6), where $i = 1 \ldots SN$ and $j = 1 \ldots n$. $SN$ refers to the number of food sources, and $n$ means the dimension size. $o_j^{\text{min}}$ and $o_j^{\text{max}}$ represent the lower and upper bounds of dimension $j$, respectively. Next, different from the original artificial bee colony method, a new food source $w_j^i$ is generated in the employed bees phrase guided by random number $\gamma \in [-1, 1]$ and feature score $f_{si}$ produced by the XGB method. The guidance is able to save search time and eliminate some useless food sources. After finding a new food source, the quality of the new food source is evaluated by fitness $f_{i}(o_i)$, which is calculated using the cost value $f_{i}(o_i)$ of the solution $w_i$. All the calculated qualities will be shared with the onlooker bees, and a food source is detected with probability $p_i$. If the food source $O_i$ cannot be further improved through several trial limit $\text{TR}$, the food source is to be abandoned, and scout bees determine a new food source by using Eq. (6). Finally, the best solutions are incorporated in $O_{\text{best}}$. The process will be repeated until criterion $c$ reaches the limit $C_{\text{max}}$.

$$f_{si} = \sum_{t=1}^{T} \sum_{m=1}^{M-1} I(f_{m}^{t}, fe) \quad (4)$$

$$I(f_{m}^{t}, fe) = \begin{cases} 1 & \text{if } f_{m}^{t} == fe \\ 0 & \text{otherwise} \end{cases} \quad (5)$$

where $T$ indicates the number of trees. $M$ and $M - 1$ represent the number of nodes and non-leaf nodes in the $n$th tree, respectively. $f_{m}^{t}$ refers to the feature related to the node $m$, and $I(\ast)$ means the indicator function.

$$o_j^i = o_j^{\text{min}} + \text{rand}(0, 1) \ast (o_j^{\text{max}} - o_j^{\text{min}}) \quad (6)$$
With the search bias and initial food source selection, we provide a searching space to increase the effectiveness in finding the optimal feature subset. This also turns the ABC algorithm into a semi-directed search algorithm, equipping it with the capability of conducting a global search but avoiding falling into local optima. In addition, the food source candidates are also guided by the XGB feature scores, giving the FS-ABC efficient guidance on the feature candidates’ generation.

To balance the effectiveness and exploration searchability of ABC, the iterative food source requested by employed and onlooker bees is modified in the proposed ABC method. In the original ABC algorithm, the neighbouring food source explored by employed bees is updated by Eq. (7). The random neighbour positions of the old food source are explored in order to discover the position of the new food source, which is able to enhance the exploration ability. However, it cannot be guaranteed that the performance of a randomly selected neighbour is better than that of the current food source. Then ABC converges slowly due to the uncertain search directions.

\[ w_i = o_i + \gamma \ast (1 - fs_i) \ast (o_i - o_k) \]  

(7)

In view of the disadvantage of the original ABC, the iterative search of food sources is improved by Eq. (8). The strategy to select neighbours is proposed based on the feature score. The higher the feature score, the more chance the neighbour is selected. Therefore, the proposed ABC can make full use of the information of neighbours with a better feature score, and the bees have a greater probability of searching for food sources in the right direction with less time.

\[ w_i = o_i + \gamma \ast (1 - fs_j) \ast (o_i - o_k) \]  

(8)

Algorithm 1 The FS-ABC algorithm

1. Output: \( O_{\text{best}} \)
2. Input: \( O_i = \{ o_i^j | i = 1, 2, ..., SN, j = 1, 2, ..., n \} \)
3. Initialize \( O_{\text{best}} = \text{None} \), \( O_{\text{abandoned}} \), \( tr = 0 \);
4. while \( c < C_{\text{max}} \) do
5. \( w_i^j = o_i^j + \gamma \ast (1 - fs_i) \ast (o_i^j - o_k^j) \)
6. \( fit_i(o_i) = \frac{1}{\sum \text{fit}(o_i)} \)
7. \( p_i = \frac{\text{fit}(o_i)}{\sum_{j=1}^{SN} \text{fit}(o_j)} \)
8. if \( \text{max}(tr) < TR \) then
9. \( O_{\text{abandoned}} += O_i \)
10. Generate \( o_i^{n\text{ew}} \)
11. end if
12. \( c = c + 1 \)
13. Update \( O_{\text{best}} \)
14. end while
4.3 Aspect term extraction

The proposed ABC method is exploited to select the most relevant features from the defined linguistic feature set, and the word sequence is converted into an input vector \( V^{(abc)} = \{ v_1^{(abc)}, v_2^{(abc)}, \ldots, v_N^{(abc)} \} \) through ABC Feature Extractor. The fused vector representation \( V = \{ v_1, v_2, \ldots, v_N \} \) is directly generated by \( h^{(bert)} \) and \( V^{(abc)} \) in Eq. (9).

\[
v_i = [h_i^{(bert)}, v_i^{(abc)}] \tag{9}
\]

To effectively learn the fused vector representation, we further employ a BiLSTM encoder to encode each vector \( v_i \) using Eqs. (10)–(13).

\[
i_t = \sigma(W_v^{(i)} v_i + W_h^{(i)} h_{t-1} + b^{(i)}) \tag{10}
\]

\[
f_t = \sigma(W_v^{(f)} v_i + W_h^{(f)} h_{t-1} + b^{(f)}) \tag{11}
\]

\[
o_t = \sigma(W_v^{(o)} v_i + W_h^{(o)} h_{t-1} + b^{(o)}) \tag{12}
\]

\[
\tilde{C}_t = \tanh(W_v^{(C)} v_i + W_h^{(C)} h_{t-1} + b^{(C)}) \tag{13}
\]

\[
C_t = i_t \odot \tilde{C}_t + f_t \odot C_{t-1} \tag{14}
\]

\[
h_t = o_t \odot \tanh(C_t), \tag{15}
\]

where \( \sigma \) is the sigmoid activation function, \( W(\cdot) \) refers to weight parameters. In Eqs. (10)–(13), \( b(\cdot) \) refers to the bias term, \( C \) and \( \tilde{C} \) denote cell state and cell input activation state, respectively, carrying information from the previous layer to the next layer. \( h \) is the hidden state. Because BiLSTM is applied in our method, two representations \( \tilde{h}_t \) and \( \bar{h}_t \) are computed in forward and backward directions. Therefore, the final hidden state can be denoted as \( h_t' = [\tilde{h}_t, \bar{h}_t] \). Figure 3 shows the cell structure of LSTM.

Next, we feed hidden states \( H = \{ h'_1, h'_2, \ldots, h'_N \} \) from BiLSTM to predict the final structured output \( \hat{Y} = \{ \hat{y}_1, \hat{y}_2, \ldots, \hat{y}_N \} \) by adding a CRF layer. Finally, to train the proposed framework, the cross-entropy loss is computed as the loss function formulated in Eq. (16).

\[
\mathcal{L}(\hat{Y}, Y) = - \sum_{i=1}^{N} \sum_{j=1}^{L} \hat{y}_{ij} \cdot \log(y_{ij}), \tag{16}
\]

where \( L \) indicates the number of tag categories and \( N \) means the number of tokens in the review. \( \hat{y}_{ij} \) and \( y_{ij} \) denote the predicted tag and ground truth tag for word \( w_i \), respectively.
5 Experiments

In this section, we first introduce the datasets used in our experiments and present the parameter settings of the proposed method. Then, all the baselines are introduced, and the experimental results are presented. Finally, we conduct an ablation study for a more comprehensive analysis of the proposed framework.

5.1 Dataset

Our proposed FS-ABC is evaluated on four widely used benchmark datasets, i.e., the laptop and restaurant datasets from SemEval-2014 [33] and two restaurant datasets from SemEval-2015 [34] and SemEval-2016 [35]. Aspect terms in all datasets are manually annotated for model training and evaluation. Table 1 shows the statistics of SemEval datasets for training and testing.

5.2 Evaluation metrics

In this paper, three standard evaluation metrics, i.e., precision (P), recall (R), and F1 score, are adopted to evaluate the proposed model. They are formulated...
in Eqs. (17)–(19). Among these three standard metrics, the $F1$ score is the most widely used evaluation metric for the aspect extraction task [24, 47, 49].

\[
P = \frac{TP}{TP + FP} \quad (17)
\]

\[
R = \frac{TP}{TP + FN} \quad (18)
\]

\[
F1 = 2 \times \frac{P \times R}{P + R} \quad (19)
\]

where $TP$ (true positive) refers to the number of aspect terms detected correctly. $FP$ (false positive) indicates the number of non-aspect terms predicted as aspect terms. $FN$ (false negative) presents the number of aspect terms classified as non-aspect terms.

### 5.3 Experiment setting

In the experiments, the contextual representations are generated by the pre-trained BERT model. The “bert-base-uncased” model contains 12 encoder blocks of the transformer, and each block consists of 12 self-attention heads and 768 hidden units. The maximum length of training sentences is set to 200. We use a 3-layer BiLSTM, and the dimension of the hidden states unit is 300. The dropout rate for BiLSTM is 0.4 and 0.3 for BERT embeddings. The learning rate is set to be $1 \times 10^{-3}$ for the Adam optimiser. The details of hyperparameter settings are summarised in Table 2.

### Table 2 The hyperparameters used in the proposed method

| Hyperparameter       | Value  |
|----------------------|--------|
| BERT                 |        |
| Encoder block        | 12     |
| Attention head       | 12     |
| Max Len (input)      | 200    |
| Hidden states        | 768    |
| Dropout              | 0.3    |
| BiLSTM               |        |
| Hidden states        | 300    |
| Layer                | 3      |
| Dropout              | 0.4    |
| Learning rate        | $1 \times 10^{-3}$ |

3 https://github.com/huggingface/transformers.
5.4 Baselines

To evaluate the proposed FS-ABC, we compare the performance against several competitive baselines, including both machine learning-based and deep learning-based methods. On top of that, we also compare the proposed method with feature selection-based machine learning models. The baselines are listed as follows.

**SVM** is a traditional supervised machine learning algorithm [32]. Incorporated with n-gram, analytical, and dictionary features, SVM is able to be used for aspect-based sentiment analysis tasks (e.g., aspect terms extraction, sentiment classification, etc.).

**MultinomialNB** assumes that the input is a bag of words and calculates the probabilities of classes assigned to words by using the joint probabilities of words and classes [41].

**RandomForest** is an ensemble of decision trees for regression or classification tasks [4]. By constructing a multitude of decision trees at training time, it is able to output the class that is the mode of the classes output by the individual tree.

**CRF** is a traditional sequence model and has been widely used for subjective expression extraction (e.g., aspect extraction) [19]. By combining parsing, syntactic, lexical, and dictionary-based features, CRF outperforms other traditional machine learning models (e.g., SVM, RandomForest, MultinomialNB, etc.).

**PSO** is a feature selection method developed for aspect-based sentiment analysis by using the features identified by different classifiers (i.e., Maximum Entropy, CRF, SVM) [1].

**DLIREC** is a hybrid system with two components for aspect term extraction and term polarity classification [44]. The system implements a variety of syntactic, semantic, lexicon features, and cluster features delivered from unlabelled data.

**POD** is a positional dependency-based word embedding, in which the positional context is modelled, and the dependency context is enhanced by integrating more lexical information along dependency paths [54].

**RNN** RNN-based method is an Elman-type RNN model designed for opinion mining [8].

**DE-CNN** is a multi-layer CNN integrating GloVe and word embeddings of the specific domain [52].

**LSTM**, along with pre-trained word embedding, namely Word2Vec, is utilised for aspect term extraction [25].

**HAST** aims to tackle aspect term extraction by exploiting pre-trained word embedding (GloVe), aspect detection history, and opinion summary [23].

**CGL-AE** is a novel neural model for aspect extraction by coupling global and local representation [24].

5.5 Experimental results and analysis

We divide our experiments into two partitions: (1) Comparison on SemEval-2014 and (2) Comparison on SemEval-2015 and SemEval-2016. Figure 4 shows the
comparison results on SemEval-2014 datasets. The experimental results on SemEval-2015 and SemEval-2016 are presented in Fig. 5.

In Table 3, our proposed method can steadily outperform all the baselines in $F_1$ score on both Laptop and Restaurant datasets. Although the RNN-based method achieves the best performance in Recall ($R$) on the SemEval-2014 Laptop dataset, our method further achieves 7.9% and 2.5% absolute gains in Precision ($P$) and $F_1$ score, respectively. It implies that compared with machine learning-based models,
deep learning-based methods can capture more important context features with complementary information to benefit aspect term extraction, yielding a better performance than the traditional machine learning algorithms, e.g., RandomForest, MultinomialNB, and SVM. The PSO-based approach performs better than other machine learning baselines in $F_1$. Our method obtains slight gains of 5.8% and 0.2% on Laptop and Restaurant datasets, respectively. The results reveal (1) conventional machine learning algorithms with feature selection can achieve a better performance than some deep learning models without linguistic features for aspect term extraction; (2) by incorporating feature selection into deep learning models, the performance of aspect term extraction can be further improved.

In Table 4, it can be observed that our framework can achieve considerable improvements in $F_1$ score on both SemEval-2015 and SemEval-2016 datasets. It can be implied from the results that deep learning-based models give a better performance than machine learning-based methods. By exploiting context embeddings, e.g., Word2Vec and GloVe, LSTM and HAST perform better than the other deep learning-based methods, while we apply feature selection to deep learning models to

Table 3  Experimental results on SemEval-2014

| Method      | Laptop $P$ | Laptop $R$ | Laptop $F_1$ | Restaurant $P$ | Restaurant $R$ | Restaurant $F_1$ |
|-------------|-----------|-----------|--------------|----------------|----------------|------------------|
| CGL-AE      | 0.312     | 0.605     | 0.412        | 0.280          | 0.502          | 0.361            |
| RandomForest| 0.700     | 0.533     | 0.606        | 0.719          | 0.614          | 0.663            |
| MultinomialNB| 0.537   | 0.733     | 0.620        | 0.563          | 0.766          | 0.649            |
| SVM         | 0.737     | 0.587     | 0.654        | 0.761          | 0.695          | 0.726            |
| CRF-based   | 0.782     | 0.673     | 0.723        | 0.812          | 0.781          | 0.796            |
| RNN-based   | 0.810     | 0.757     | 0.782        | 0.828          | 0.804          | 0.816            |
| DLIREC      | 0.819     | 0.671     | 0.738        | 0.854          | 0.827          | 0.840            |
| PSO         | 0.855     | 0.667     | 0.749        | 0.871          | 0.821          | 0.845            |
| Proposed    | 0.889     | 0.739     | 0.807        | 0.856          | 0.838          | 0.847            |

Table 4  Experimental results on SemEval-2015 and SemEval-2016

| Method   | SemEval-15 $F_1$ | SemEval-16 $F_1$ |
|----------|------------------|------------------|
| CGL-AE   | 0.412            | 0.412            |
| RandomForest | 0.513          | 0.504            |
| MultinomialNB | 0.483          | 0.502            |
| SVM      | 0.504            | 0.463            |
| LSTM     | 0.683            | 0.704            |
| DE-CNN   | 0.683            | 0.744            |
| POD      | 0.701            | 0.707            |
| HAST     | 0.715            | 0.736            |
| Proposed | 0.722            | 0.748            |
obtain further gains of 0.7% and 0.4% in the $F_1$ score on both datasets, respectively. Therefore, the comparison shows that feature selection can make significant contributions to aspect term extraction.

The proposed framework is able to outperform both deep learning-based and feature selection-based methods on all four groups of datasets, which validates the effectiveness of our method. To solve aspect term extraction problems, most deep learning-based methods mainly focus on developing complicated models to scale the importance of context embedding. The improvements in our method show that linguistic information can capture different features of aspect terms and complement semantic representations learned by deep learning methods. Feature selection can reduce the high dimension of features. However, the performance is able to improve further if the fusion of semantics and linguistic features are properly designed.

5.6 Ablation study

In this section, we conduct an ablation study to demonstrate the effectiveness of selected linguistic features and the FS-ABC in our proposed framework. To comprehensively understand the importance of the BERT embedding, linguistic features, and feature selection, we conduct four groups of experiments: (1) Only BERT, in which all the selected linguistic features are removed. (2) +ALL, in which all the linguistic features without feature selection are included. (3) +ABC, in which only selected features by the original ABC are used for aspect extraction. (4) +FS-ABC, in which only selected features by our method are used for aspect extraction. The experimental results of baselines and the proposed method are shown in Table 5. As can be seen from the table that all of the designed linguistic features contribute to the performance improvement of aspect term extraction. Meanwhile, the proposed method with selected features outperforms the method with all the linguistic features on the SemEval datasets. When only BERT embedding is applied, our method is able to outperform some traditional machine learning approaches. The improvement proves the effectiveness of BERT in capturing context information. With BERT embedding and all linguistic features, our method fails to surpass all baselines, which implies that some linguistic features will decrease the $F_1$ score of aspect term extraction. To better understand the contribution of FS-ABC, the experiment is conducted to compare the $F_1$ score with the original ABC algorithm on all four group datasets. The improvements in $F_1$ score across all datasets demonstrate the effectiveness of the proposed FS-ABC, proving that it is able to select the most valuable linguistic features.

6 Conclusion and future work

In this paper, we present a novel and effective framework to address the aspect term extraction task. All the possible linguistic features are explored, and the most relevant features are selected by using the proposed FS-ABC approach. Integrating with contextual representations from the pre-trained model, the selected features are fed
Table 5: Experimental results of the ablation study on different datasets for aspect extraction ($F_1$ score), which aims to analyse the performance of the proposed method with different modules and linguistic features.

| Datasets       | Only BERT$^a$ | +ALL$^d$ | +ABC$^c$ | +FS-ABC$^f$ |
|----------------|--------------|----------|----------|-------------|
|                | $P$          | $R$      | $F_1$    | $P$         | $R$ | $F_1$ | $P$ | $R$ | $F_1$ | $P$ | $R$ | $F_1$ |
| SemEval-2014(L)$^a$ | 0.794 0.704 0.746 | 0.838 0.747 0.790 | 0.813 0.725 0.766 | 0.867 0.755 0.807 |
| SemEval-2014(R)$^b$ | 0.826 0.731 0.776 | 0.841 0.767 0.802 | 0.833 0.775 0.803 | 0.856 0.838 0.847 |
| SemEval-15      | 0.721 0.592 0.650 | 0.752 0.616 0.677 | 0.758 0.614 0.678 | 0.787 0.667 0.722 |
| SemEval-16      | 0.762 0.623 0.686 | 0.788 0.642 0.708 | 0.794 0.652 0.716 | 0.815 0.693 0.748 |

$^a$SemEval-2014 Laptop dataset
$^b$SemEval-2014 Restaurant dataset
$^c$Only word embeddings from BERT are applied
$^d$Embeddings of word and all linguistic features are applied
$^e$Embeddings of word and selected linguistic features (ABC) are applied
$^f$Embeddings of word and selected linguistic features (FS-ABC) are applied
into the proposed framework to detect aspect terms. The efficiency of the proposed method is analysed by conducting experiments on four groups of SemEval datasets, and then the experimental results are compared with the original ABC algorithm. The experimental results show that the novel and effective framework can achieve a better performance than state-of-the-art approaches.

Due to the long search time and slow convergence speed, the ABC algorithm consumes more computing resources than other swarm intelligence-based methods (e.g., particle swarm optimisation, genetics algorithm, etc.). To satisfy the needs for real applications, the applicability and effectiveness of our proposed framework are firstly verified by conducting experiments on four groups of public datasets. In the future, we plan to improve our approach in two aspects. First, parallel computing technology can be applied to accelerate the computing speed of the ABC algorithm. Second, the proposed framework can be applied to other domain datasets, e.g., Amazon and Yelp reviews, for exploring more features.
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