Learning MRI Artifact Removal With Unpaired Data
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Retrospective artifact correction (RAC) improves image quality post acquisition and enhances image usability. Recent machine learning driven techniques for RAC are predominantly based on supervised learning and therefore practical utility can be limited as data with paired artifact-free and artifact-corrupted images are typically insufficient or even non-existent. Here we show that unwanted image artifacts can be disentangled and removed from an image via an RAC neural network learned with unpaired data. This implies that our method does not require matching artifact-corrupted data to be either collected via acquisition or generated via simulation. Experimental results demonstrate that our method is remarkably effective in removing artifacts and retaining anatomical details in images with different contrasts.

Introduction

Structural magnetic resonance imaging (sMRI) captures high spatial-resolution details of brain anatomy, but is susceptible to artifacts caused for example by eye and head motions, especially when scanning pediatric, elderly, claustrophobic, and epileptic patients. Artifacts can result in unusable images and hence cause financial losses for imaging studies. Motion artifact correction can be used to remove artifacts, improve image quality, and increase the amount of usable images. This is particularly important in view of the fact that the accuracy and reliability of subsequent analysis or diagnosis can be jeopardized by poor image quality.

Methods for correction of motion artifacts can be prospective or retrospective. Prospective techniques utilize either optical tracking of target markers placed on the head or continuously reacquired images from dedicated navigator scans for real-time motion prediction. However, prospective methods require additional hardware and/or scanner modifications. Motion markers can cause patient discomfort and optical tracking requires expensive hardware, needs clear visibility of target markers, and may be sensitive to facial movements. Moreover, these methods typically assume quiescent periods with minimal motion and reacquire data when this condition is not met. This prolongs acquisition time without necessarily bringing substantial improvements to image quality when there is little motion.

In contrast, retrospective artifact correction (RAC) can be used to remove artifacts, im-
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prove image quality, and enhance image usability without requiring additional hardware, as motion estimation and correction are considered a part of the image reconstruction process. Retrospective techniques can be acquisition-based or software-based. One representative technique of acquisition-based methods is PROPELLER\(^{11}\), which is a self-navigation technique that utilizes a number of concentric blades rotated at different angles to cover the whole k-space. The k-space center is repeatedly sampled and used as self-navigators for the estimation of rotation and translation information. It has been shown to be effective for 2D motion correction\(^ {12}\). However, acquisition-based methods such as PROPELLER can only estimate in-plane motion parameters, and the through-plane motion might disrupt signals across slices. Moreover, retrospective techniques often require additional purposefully designed navigator sequences, more complicatedly designs, longer acquisition times, and impose additional constraints on imaging parameters (i.e., TR/TE/TI).

Software-based methods for post-acquisition RAC\(^ {13}\) can be used to remove artifacts without modification of sequences, mounting of markers, and constraining acquisition parameters. They are inexpensive post-processing method that can be readily incorporated across all scanners. Particularly, deep neural networks (DNNs), such as convolutional neural networks (CNNs), have demonstrated great potential for simultaneous removal of a variety of artifacts irrespective of the acquisition scheme.\(^ {13,14}\) CNNs are typically trained in a supervised manner, which in RAC requires paired artifact-corrupted and artifact-free images. Such paired data can be collected by scanning the same subjects without and with motions, which can be impractical, costly, and time-consuming. Artifact-corrupted images can also be generated by adding simulated artifacts to artifact-free images.\(^ {15–18}\) However, simulations might not accurately and sufficiently reflect all possible forms of real artifacts.

In this paper, we consider the artifact removal problem as image translation from an artifact-corrupted domain to an artifact-free domain. We gain inspirations from unsupervised image translation techniques, such as UNIT\(^ {19}\), CycleGAN\(^ {20}\), BicycleGAN\(^ {21}\), and Pix2Pix\(^ {22}\), which employ auto-encoders to learn invertible mappings between domain pairs using unpaired images. We introduce an end-to-end disentangled unsupervised cycle-consistent adversarial network (DUN-CAN), which can be trained using unpaired data for flexible and simultaneous removal of various sMRI artifacts. We employ cycle translations between artifact-corrupted and artifact-free domains, where each cycle translation is defined as a forward translation from one domain to its target domain, followed by a backward translation from the target domain to the original domain. Both the forward and backward translations are realized with auto-encoders. Note that each MR image, even deemed good in quality, may inevitably contain some artifacts. Therefore, we assume that images from either artifact-corrupted or artifact-free domains are composed of an anatomical content component, residing in a domain-invariant content space, and an artifact component, residing in a domain-specific artifact space. The auto-encoders disentangle these two components in an image via two kinds of encoders in each domain translation mapping, i.e., a content encoder, which captures anatomical structures shared across domains, and an artifact encoder, which captures artifacts specific to a domain. Then, the decoder ensembles the extracted content and artifact features from
both encoders to translate images to the target domain. To ensure complete disentanglement of content and artifact components, we propose a multi-scale content consistency (MS-CC) loss and a content-swapping mechanism supervised by adversarial learning. We also design a multi-scale reconstruction consistency (MS-RC) loss, including a pixel reconstruction consistency (PRC) loss, an edge reconstruction consistency (ERC) loss, and a structure reconstruction consistency (SRC) loss, to avoid degradation of structural details. In addition, we propose an image quality consistency (IQC) loss to ensure that no structural details are removed from artifact-free images. The architecture of DUNCAN is summarized in Figure 1 and detailed in the Methods section.

Results

Datasets We evaluated DUNCAN using (i) An in vivo dataset of T1- and T2-weighted images of children scanned from one month to six years of age and (ii) An in silico dataset of T1- and T2-weighted images with simulated artifacts.

We denote the in vivo datasets for T1- and T2-weighted MR images as IV_T1 and IV_T2, respectively. For each modality, we selected 20 artifact-free and 20 artifact-corrupted volumes for training, and 10 artifact-corrupted volumes for testing. We extracted 76 to 85 axial slices from each image volume, resulting in a total of 1620, 1600, and 800 axial slices respectively from the 20 artifact-free, 20 artifact-corrupted, and 10 artifact-corrupted T1-weighted volumes for IV_T1 and 1520, 1550, and 800 axial slices respectively from the 20 artifact-free, 20 artifact-corrupted, and 10 artifact-corrupted T2-weighted volumes for IV_T2. Each artifact-corrupted image volume was labeled with one of three artifact severity levels: minor, moderate, or heavy.

To generate the in silico datasets, we synthesized artifact-corrupted images from the artifact-free images from IV_T1 and IV_T2 with three levels of artifacts, i.e., minor, moderate, and heavy. The resulting datasets are respectively denoted as IS_T1_MIN, IS_T1_MOD, and IS_T1_HVY for T1-weighted images, and IS_T2_MIN, IS_T2_MOD, and IS_T2_HVY for T2-weighted images. We simulated the motion artifacts in k-space, reflecting background noise movements, swallowing-like movements, and random sudden movements. We generated the background noise movement via a pseudorandomized series (Perlin noise) with magnitude of 5, the swallowing-like movements via multiplications with linear phase shifts in motion directions, i.e., translations along z-axis and rotations along x-axis, and the random sudden movements via sudden changes in the magnitudes of motions in all directions. For IS_T1_MIN, IS_T1_MOD, and IS_T1_HVY, 1620, 1620, 800, and 800 axial slices were extracted, respectively, from the 20 artifact-free, 20 synthesized artifact-corrupted, 10 artifact-free, and 10 synthesized artifact-corrupted T1-weighted volumes. For IS_T2_MIN, IS_T2_MOD, and IS_T2_HVY, 1520, 1520, 800, and 800 axial slices were extracted, respectively, from the 20 artifact-free, 20 synthesized artifact-corrupted, 10 artifact-free, and 10 synthesized artifact-corrupted T2-weighted volumes.
Figure 1: Overview of DUNCAN. a, Disentangled cycle translation (DCT) mapping \( \mathcal{M}_{\text{C-f-c}} \) consists of two sequential domain mappings \( \mathcal{M}_{\text{C-f}} \) and \( \mathcal{M}_{\text{f-c}} \). For \( \mathcal{M}_{\text{C-f}} \), an artifact-corrupted image \( x_c \) is first encoded in the domain-invariant content space \( C \) and the domain-specific artifact space \( A_c \) to obtain the content (CT) information \( z_c^{\text{CT}} \) and artifact (AF) information \( z_c^{\text{AF}} \), respectively. Then, \( z_c^{\text{CT}} \) and \( z_c^{\text{AF}} \) are decoded to remove artifacts from \( x_c \), and to obtain the intermediate translated image \( x_{c-f} \) in the artifact-free domain \( I_f \). For \( \mathcal{M}_{\text{f-c}} \), \( x_{c-f} \) is first encoded in the content space \( C \) and the artifact space \( A_f \) to obtain the content information \( z_f^{\text{CT}} \) and the artifact information \( z_f^{\text{AF}} \), respectively. Then \( z_f^{\text{CT}} \) and \( z_f^{\text{AF}} \) are decoded to add artifacts to \( x_{c-f} \) to reconstruct image \( x_c \). DCT mapping \( \mathcal{M}_{\text{f-c-f}} \) is hence \( \{ x_c \in I_c \} \rightarrow \{ z_c^{\text{CT}} \in C, z_c^{\text{AF}} \in A_c \} \rightarrow \{ x_{c-f} \in I_f \} \rightarrow \{ z_{c-f}^{\text{CT}} \in C, z_{c-f}^{\text{AF}} \in A_f \} \rightarrow \{ \hat{x}_c \in I_c \} \). Conversely, DCT mapping \( \mathcal{M}_{\text{c-f-c}} \) is \( \{ x_f \in I_f \} \rightarrow \{ z_f^{\text{CT}} \in C, z_f^{\text{AF}} \in A_f \} \rightarrow \{ x_{c-f} \in I_c \} \rightarrow \{ z_{c-f}^{\text{CT}} \in C, z_{c-f}^{\text{AF}} \in A_c \} \rightarrow \{ \hat{x}_f \in I_f \} \).

b, DUNCAN takes any two unpaired images, i.e., one image \( x_c \) from artifact-corrupted domain \( I_c \) and one image \( x_f \) from artifact-free domain \( I_f \), as inputs. The artifact-corrupted and artifact-free domain cycles incorporate the DCT mappings \( \mathcal{M}_{\text{C-f-c}} \) and \( \mathcal{M}_{\text{f-c-f}} \), respectively. The content-swapping translation (CST) and identity translation (IT), respectively, give the content-swapped translated images, i.e., \( \hat{x}_{f\rightarrow c} \) and \( \hat{x}_{c\rightarrow f} \), and identity translated images, i.e., \( \hat{x}_c \) and \( \hat{x}_f \). c, CST in artifact-corrupted and artifact-free domains. d, DCT and IT in artifact-corrupted and artifact-free domains. e, Network architecture of the proposed auto-encoder (\( G_c \) or \( G_f \)). f, Network architecture of the discriminator. The discriminator employs a fully convolutional network (FCN) to determine if the generate image is real or fake based on a semantic map.

**Evaluation Metrics** To quantitatively evaluate the performance of DUNCAN on the in silico datasets, several image quality metrics, including mean square error (MSE), structural similarity index (SSIM), multi-scale structural similarity index (MS-SSIM), peak signal-to-noise ratio
Figure 2: Visual comparison of corrected in vivo images. a, T1-weighted images and, b, T2-weighted images corrected using various methods. From top to bottom are images with heavy, moderate, and minor artifacts. In a and b, the original artifact-corrupted images are shown in the first column and the images corrected using CycleGAN, Pix2Pix, and DUNCAN are shown respectively in the second to fourth columns. DUNCAN outperforms the other methods in removing artifacts and in preserving anatomical details.

Figure 3: Visual comparison of corrected in silico images. a, T1-weighted images and, b, T2-weighted images corrected using various methods. From top to bottom are images with heavy, moderate, and minor artifacts. In a and b, the ground truth is shown in the first column, the original artifact-corrupted images in the second column, and the images corrected using U-Net, CycleGAN, Pix2Pix, and DUNCAN, respectively, in the third to sixth columns. DUNCAN removes more artifacts and preserves more anatomical details in agreement with the ground truth.

(PSNR), visual information fidelity (VIF)\textsuperscript{27}, and universal quality index (UQI)\textsuperscript{28}, were utilized to gauge the quality of the artifact-corrected images. We used the default settings for all the hyper-
Figure 4: **Quantitative comparison of corrected in silico T1-weighted images.** Numerical evaluation conducted with different levels of artifacts (heavy, moderate, and minor) and various metrics (MSE, SSIM, MS-SSIM, PSNR, VIF, and UQI). The bars show the means and the error bars show the standard errors on the means. The sample sizes of IS\_T1\_HVY, IS\_T1\_MOD, and IS\_T1\_MIN are 200, 300, 300, respectively. Compared with the other methods, DUNCAN yields lower MSE and higher SSIM, MS-SSIM, PSNR, VIF, and UQI.

parameters of the evaluation metrics. For all metrics, except MSE, higher values indicate better performance.

**Compared Methods** To verify the effectiveness and superiority of DUNCAN, we compared it with three state-of-the-art methods that are closely related to our task, i.e., one supervised method – U-Net\(^\text{1}\) – and two unsupervised methods – CycleGAN\(^{20}\) and Pix2Pix\(^{22}\) – implemented with Keras\(^1\). Pix2Pix differs from CycleGAN by using a least-squares adversarial loss\(^{20}\) and PatchGAN\(^{23}\) as the discriminator.

\(^{1}\)https://github.com/eriklindernoren/Keras-GAN/
Figure 5: Quantitative comparison of corrected in silico T2-weighted images. Numerical evaluation conducted with different levels of artifacts (heavy, moderate, and minor) and various metrics (MSE, SSIM, MS-SSIM, PSNR, VIF, and UQI). The bars show the means and the error bars show the standard errors on the means. The sample sizes of IS_T2_HVY, IS_T2_MOD, and IS_T2_MIN are 200, 300, 300, respectively. Compared with the other methods, DUNCAN yields lower MSE and higher SSIM, MS-SSIM, PSNR, VIF, and UQI.

Performance Evaluation Using In Vivo Datasets Since no ground truth is available for the in vivo images, only qualitative comparisons were conducted. The comparison results for different levels of artifacts are shown for the T1-weighted and T2-weighted datasets in Figures 2a and 2b, respectively. CycleGAN and Pix2Pix are unable to remove the artifacts completely for different levels of artifacts in the T1- and T2-weighted images. In comparison, DUNCAN is able to remove artifacts with varying severity without introducing new artifacts.

Performance Evaluation Using In Silico Datasets Visual comparison results for the in silico T1- and T2-weighted datasets are provided in Figures 3a and 3b, respectively. The error maps, gradient maps, and gradient error maps for T1- and T2-weighted images are provided in Supplementary
**Tissue Segmentation** To further demonstrate that DUNCAN can improve image usability, we applied BET\textsuperscript{30} and FAST\textsuperscript{31} on the testing data in IS T1 and IS T2 for brain extraction and tissue segmentation, respectively. We report in Figure 6 the tissue segmentation accuracy before and after artifact correction, as measured by the Dice similarity coefficient (DSC). Tissue segmentation maps from the artifact-free images were used as references. The results shown in Figure 6 indicate that DSCs are improved remarkably by DUNCAN correction. To validate the quality preservation property of DUNCAN for artifact-free images, we also evaluated the tissue segmentation accuracy.

---

Figure 6: **Segmentation accuracy of in silico images.** a, DSC comparison of artifact-corrupted images with and without correction, indicating artifact removal improves image usability. b, Applying DUNCAN on the artifact-free images do not degrade image details, as indicated by the high DSCs. The bars show the means and the error bars show the standard errors on the means. The sample size is 10 for each case.
of artifact-free images processed with DUNCAN. The high DSCs shown in Figure 6b indicate that the quality of artifact-free images is preserved.

**Discussion**  We have demonstrated that DUNCAN can be applied to MR images for post-acquisition artifact removal. DUNCAN is therefore useful when raw k-space data and reconstruction algorithms are not available. DUNCAN is a flexible method for RAC irrespective of the acquisition technique. For training, the user only needs to label the images as artifact-corrupted or artifact-free. No additional images need to be acquired and no knowledge of MR physics is needed to simulate artifacts. DUNCAN can potentially allow image imperfections such as noise, streaking, and ghosting to be removed without explicitly generating them for supervised training. DUNCAN can be incorporated in a quality control pipeline to improve image usability. We also note that DUNCAN can be used, via translation of artifact-free to artifact-corrupted images, to generate natural and realistic artifacts that can be used for supervised or unsupervised training of machine learning algorithms.
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Methods

In this work, we (i) consider the artifact removal problem as image translation from an artifact-corrupted domain to an artifact-free domain; (ii) propose an end-to-end unsupervised RAC framework based on a disentangled unsupervised cycle-consistent adversarial network (DUNCAN, see Figure[1]), which employs two auto-encoders to learn a cycle translation mapping that translates the images forward and backward between the artifact-corrupted and artifact-free domains; (iii) adopt two encoders to embed the images in a domain-invariant content space, which contains anatomical information, and a domain-specific artifact space, which captures artifact and noise information, and adopt a decoder to translate the images to a target domain using the encoded content and artifact features; (iv) realize content-artifact disentanglement, hinging on determining the domain-invariant content space using two strategies: a multi-scale content consistency (MS-CC) loss to keep content features consistent across domains and a content-swapping mechanism to ensure the domain-invariance of the content space; and (v) introduce a quality preservation mechanism to ensure that no image details are removed.

Disentangled Cycle Translation Mapping Let $I_c$ and $I_f$ be the domains of artifact-corrupted and artifact-free MR images, respectively. Our method aims to learn the nonlinear mappings between the two domains, i.e., $M_{c\rightarrow f}: I_c \rightarrow I_f$ and $M_{f\rightarrow c}: I_f \rightarrow I_c$, using unpaired training images. In practice, each acquired MR image, even with good quality, may inevitably contain artifacts. Therefore, we assume that each MR image is a nonlinear combination of content and artifact components. For two unpaired images $(x_c, x_f)$, disentangled cycle translation (DCT) mapping $M_{c\rightarrow f\rightarrow c}: I_c \rightarrow I_f \rightarrow I_c$ is accomplished with sequential forward and backward translation mappings $M_{c\rightarrow f}$ and $M_{f\rightarrow c}$; conversely, the DCT mapping $M_{f\rightarrow c\rightarrow f}: I_f \rightarrow I_c \rightarrow I_f$ is realized with $M_{f\rightarrow c}$ and $M_{c\rightarrow f}$, as illustrated in Figure[1]. Specifically, taking DCT mapping $M_{c\rightarrow f\rightarrow c}$ as an example, for forward translation mapping $M_{c\rightarrow f}$, we first encode $x_c$ in two latent spaces, i.e., the domain-invariant content space $C$ and the domain-specific artifact space $A_c$, to obtain two disentangled representations, i.e., the artifact (AF) representation $z_c^{AF}$ and the content (CT) representation $z_c^{CT}$, respectively. We then build a decoder based on the disentangled representations to construct intermediate image $x_{c\rightarrow f}$ in the artifact-free domain $I_f$. The forward translation mapping $M_{c\rightarrow f}$ for $x_c$ can be summarized as $\{x_c \in I_c\} \rightarrow \{z_c^{CT} \in C, z_c^{AF} \in A_c\} \rightarrow \{x_{c\rightarrow f} \in I_f\}$. We then further conduct a backward translation mapping $M_{f\rightarrow c}$ on $x_{c\rightarrow f}$. We first encode $x_{c\rightarrow f}$ as $z_{c\rightarrow f}^{CT}$ in content space $C$ and $z_{c\rightarrow f}^{AF}$ in artifact space $A_f$. Note that this artifact space is specific to input from domain $I_f$, whereas $A_c$ is specific to input from domain $I_c$, as images from both domains have different types of artifacts manifesting in different styles. Feeding $z_{c\rightarrow f}^{CT}$ and $z_{c\rightarrow f}^{AF}$ as input to a decoder, we obtain the reconstructed artifact-corrupted image $\hat{x}_c$. The backward translation mapping $M_{f\rightarrow c}$ for $x_{c\rightarrow f}^{CT}$ can be summarized as $\{x_{c\rightarrow f}^{CT} \in I_f\} \rightarrow \{z_{f\rightarrow c}^{CT} \in C, z_{f\rightarrow c}^{AF} \in A_f\} \rightarrow \{\hat{x}_f \in I_c\}$. Similarly, we also perform DCT mapping for $x_f$ via $M_{f\rightarrow f}$ and $M_{c\rightarrow f}$ to obtain in sequence the intermediate artifact-corrupted image $x_{f\rightarrow c}$ and artifact-free image $\hat{x}_f$, i.e., $\{x_f \in I_f\} \rightarrow \{z_{f\rightarrow c}^{CT} \in C, z_{f\rightarrow c}^{AF} \in A_f\} \rightarrow \{\hat{x}_f \in I_f\}$.

The DUNCAN Architecture Figure[1] shows an overview of the network architecture of DUNCAN, consisting of two DCT mappings (artifact-corrupted and artifact-free domain cycles), two
content-swapping and identity translations (in both artifact-corrupted and artifact-free domains), and four adversarial constraints (for the generated artifact-corrupted and artifact-free images). As described in the previous section, the artifact-corrupted and artifact-free domain cycles aim to perform DCT mappings $M_{c \rightarrow f \rightarrow c}$ and $M_{f \rightarrow c \rightarrow f}$, respectively, using two domain translation mappings, i.e., $M_{f \rightarrow c}$ and $M_{c \rightarrow f}$. Each domain translation mapping is realized by two encoders to disentangle an image into content and artifact features, and one decoder to reconstruct the target-domain image using the disentangled features, as illustrated in Figure 1f. More specifically, the mapping $M_{f \rightarrow c}$ is realized by content encoder $E_{f}^{cT}$, artifact encoder $E_{f}^{AF}$, and decoder $D_{f}$, whereas the mapping $M_{c \rightarrow f}$ is realized by content encoder $E_{c}^{cT}$, artifact encoder $E_{c}^{AF}$, and decoder $D_{c}$. With any two unpaired images $x_{c} \in I_{c}$ and $x_{f} \in I_{f}$ as inputs, the encoders and decoders are learned to respectively reconstruct images $\hat{x}_{c}$ and $\hat{x}_{f}$ via DCT mappings $M_{c \rightarrow f \rightarrow c}$ and $M_{f \rightarrow c \rightarrow f}$.

Using the domain-invariant property of the content space, we propose content-swapping translation (CST) for complete representation disentanglement, as illustrated in Figure 1l. The idea behind this mechanism is that when the content and artifact information are completely disentangled, swapping the domain-invariant content information between domain translations should not lead to changes in translation outcomes. Specifically, we replace content information from $E_{c}^{cT}(x_{c})$ in domain translation $M_{c \rightarrow f}$ with content information from $E_{f}^{cT}(x_{f})$ to construct content-swapped translated image $\hat{x}_{c \rightarrow f} \in I_{f}$ via decoder $D_{c}$. Similarly, we replace content information from $E_{f}^{cT}(x_{f})$ in domain translation $M_{f \rightarrow c}$ with content information from $E_{c}^{cT}(x_{c})$ to generate content-swapped translated image $\hat{x}_{f \rightarrow c} \in I_{c}$ via decoder $D_{f}$. The translated images $\hat{x}_{c \rightarrow f}$ and $\hat{x}_{f \rightarrow c}$, respectively, are constrained by $x_{f}$ and $x_{c}$ via discriminators $D_{c \rightarrow f}^{ADV}$ and $D_{f \rightarrow c}^{ADV}$.

Furthermore, we constrain the forward translation mappings with identity translation (IT) mappings, as illustrated in Figure 1l, to maintain image quality when no alteration is expected. Specifically, when translation mappings $M_{c \rightarrow f}$ and $M_{f \rightarrow c}$ are applied to $x_{f}$ and $x_{c}$, respectively, the mappings are constrained to result in identity reconstructions $\hat{x}_{f} \in I_{f}$ and $\hat{x}_{c} \in I_{c}$. A set of consistency losses are used to ensure that the identity translated images are consistent with the corresponding input images.

**Auto-Encoder Architecture** We devise two auto-encoders $G_{c}$ and $G_{f}$ to respectively generate artifact-free and artifact-corrupted images. Each auto-encoder, with architecture illustrated in Figure 1e, consists of (i) a content encoder, $E_{c}^{cT}$ or $E_{f}^{cT}$, and an artifact encoder, $E_{c}^{AF}$ or $E_{f}^{AF}$, that respectively map an input image to the domain-invariant latent space $\mathcal{C}$ and the domain-specific latent space, $\mathcal{A}_{c}$ or $\mathcal{A}_{f}$, to respectively extract the content and artifact information of the image, and (ii) a decoder, $D_{c}$ or $D_{f}$, that generates from the extracted features an image in the target domain of the auto-encoder. We describe next the details for each component of the auto-encoder.

**Content Encoder** The content encoder takes the original image as input, and extracts content features through 4 residual blocks. Each residual block consists of $4 \times 4$ convolution, leaky ReLU, and instance normalization (IN) layers. We use an IN layer instead of a batch normalization layer to accelerate model convergence and maintain independence between features. All normalized feature maps are activated by leaky ReLU with negative slope 0.2.
Artifact Encoder We first down-sample the input image using $2 \times 2$ average-pooling in the artifact encoder. Then, we extract features from the down-sampled image using 3 residual blocks without IN layers since IN removes the feature means and variances, which contain important artifact information.

Decoder The decoder takes the extracted content and artifact features as input and generates, using a set of up-sampling layers and residual blocks, a content image and an artifact image, which are concatenated and then fused through a residual block and an $1 \times 1$ convolution layer to generate the translated image.

Adversarial Learning We employ generative adversarial networks (GANs) to better learn the translation mappings between the artifact-free and artifact-corrupted image domains. A GAN is comprised of a generator network and a discriminator network. In our case, the auto-encoder acts as the generator network by translating an input image to a target-domain image. The discriminator network is a classifier that distinguishes between real and fake images. As training progresses, the generator is getting better at fooling the discriminator, and the discriminator is getting better at distinguishing real and fake images. We employ two discriminators $D_{c}^{ADV}$ and $D_{f \leftrightarrow c}^{ADV}$ in the artifact-corrupted domain and another two discriminators $D_{f}^{ADV}$ and $D_{c \leftrightarrow f}^{ADV}$ in the artifact-free domain. We use PatchGAN, shown in Figure 1f, as the discriminators. The numbers of filters are 64, 128, 256, 512 for the convolution layers and the number of output channel is 1. Leaky ReLU activation is implemented with a negative slope coefficient of 0.2.

Disentangled Representation Learning We took several measures to ensure that our encoders can properly disentangle content and artifact information from an input image. First, as content space $\mathcal{C}$ is domain-invariant, i.e., shared between the artifact-free and artifact-corrupted domains, the content information of an image and its generated counterpart in the target domain should be consistent. For example, the content information of $x_{c}$ and $x_{c \rightarrow f}$ should be consistent, and so should $x_{f} \text{ and } x_{f \rightarrow c}$. To this end, we propose a multi-scale content consistency (MS-CC) loss based on the low- and high-level features of the content encoders to respectively encourage the consistency of structural and semantic content information. Second, discriminating between real and content-swapped generated images via discriminators $D_{f \leftrightarrow c}^{ADV}$ and $D_{c \leftrightarrow f}^{ADV}$ also ensures better disentanglement by the encoders.

Image Quality Consistency (IQC) To ensure that the image quality of an input image is similar to the translated image, we propose a pixel-wise image quality consistency (IQC) loss to encourage the auto-encoders in the translation mappings $\mathcal{M}_{f \rightarrow c}$ and $\mathcal{M}_{c \rightarrow f}$ to perform as identity translation mappings $\mathcal{M}_{c \rightarrow c} : \mathcal{I}_{c} \rightarrow \mathcal{I}_{c}$ and $\mathcal{M}_{f \rightarrow f} : \mathcal{I}_{f} \rightarrow \mathcal{I}_{f}$ when respectively given artifact-corrupted and artifact-free images. The IQC loss encourages the artifact-free image generator to not remove image details when given a good quality image. Similarly, the IQC loss encourages the artifact-corrupted image generator to not introduce any additional artifacts when given an artifact-corrupted image.
Loss Functions We leverage two types of loss functions, i.e., consistency losses and adversarial losses to facilitate model training, as illustrated in Figures 1c and 1d.

Consistency Losses We utilize three consistency losses: multi-scale content consistency (MS-CC) loss $L_{MS-CC}$, which measures content consistency between the input and output of the forward translation of each DCT (i.e., $M_{c\rightarrow f}$ in $M_{c\rightarrow f\rightarrow c}$ and $M_{f\rightarrow c}$ in $M_{f\rightarrow c\rightarrow f}$), multi-scale reconstruction consistency (MS-RC) loss $L_{MS-RC}$, which computes the reconstruction consistency between an image and its reconstructed counterpart in the same domain, and image quality consistency (IQC) loss, which computes the image quality consistency between an image and its identity translated counterpart in the same domain.

The MS-CC loss measures low- and high-level content feature differences and is formulated as

$$L_{MS-CC} = \sum_i \left[ \mathbb{E}_{x_c \sim \mathcal{I}_c} \| \phi^i_c(x_c) - \phi^i_f(x_{c\rightarrow f}) \|_1 + \mathbb{E}_{x_f \sim \mathcal{I}_f} \| \phi^i_f(x_f) - \phi^i_f(x_{f\rightarrow c}) \|_1 \right],$$

where $x_c$ and $x_f$ denote the artifact-corrupted and artifact-free images, respectively, and $x_{c\rightarrow f} = D_c(z^\text{CT}_c, z^\text{AF}_c)$ and $x_{f\rightarrow c} = D_f(z^\text{CT}_f, z^\text{AF}_f)$ denote the corresponding artifact-free and artifact-corrupted images generated by the decoders, respectively. $\phi^i_c(\cdot)$ and $\phi^i_f(\cdot)$ denote the outputs of the $i$-th residual block of the content encoders $E^\text{CT}_c$ and $E^\text{CT}_f$, respectively. $z^\text{CT}_c = E^\text{CT}_c(x_c) \in \mathcal{S}$ and $z^\text{CT}_f = E^\text{CT}_f(x_f) \in \mathcal{S}$ denote the content information extracted respectively from $x_c$ and $x_f$, whereas $z^\text{AF}_c = E^\text{AF}_c(x_c) \in \mathcal{A}_c$ and $z^\text{AF}_f = E^\text{AF}_f(x_f) \in \mathcal{A}_f$ denote the artifact information extracted respectively from $x_c$ and $x_f$.

We compute the MS-RC loss by combining three reconstruction consistency losses, i.e., the pixel reconstruction consistency (PRC) loss $L_{PRC}$, the edge reconstruction consistency (ERC) loss $L_{ERC}$, and the structure reconstruction consistency (SRC) loss $L_{SRC}$, as defined below:

$$L_{MS-RC} = L_{PRC} + L_{ERC} + L_{SRC},$$

$$L_{PRC} = \mathbb{E}_{x_c \sim \mathcal{I}_c} \| x_c - \hat{x}_c \|_1 + \mathbb{E}_{x_f \sim \mathcal{I}_f} \| x_f - \hat{x}_f \|_1,$$

$$L_{ERC} = \mathbb{E}_{x_c \sim \mathcal{I}_c} \| \psi_L(x_c) - \psi_L(\hat{x}_c) \|_1 + \mathbb{E}_{x_f \sim \mathcal{I}_f} \| \psi_L(x_f) - \psi_L(\hat{x}_f) \|_1,$$

$$L_{SRC} = \mathbb{E}_{x_c \sim \mathcal{I}_c} \| \psi_H(x_c) - \psi_H(\hat{x}_c) \|_1 + \mathbb{E}_{x_f \sim \mathcal{I}_f} \| \psi_H(x_f) - \psi_H(\hat{x}_f) \|_1,$$

where $\hat{x}_c = D_f(E^\text{CT}_f(x_{c\rightarrow f}), E^\text{AF}_f(x_{c\rightarrow f}))$ and $\hat{x}_f = D_c(E^\text{CT}_c(x_{f\rightarrow c}), E^\text{AF}_c(x_{f\rightarrow c}))$ are, respectively, the reconstructed images in the artifact-corrupted and artifact-free domains, and $\psi_L(\cdot)$ and $\psi_H(\cdot)$ are, respectively, the low-level structural information that reflects edges and high-level semantic information that reflects contents measured by a pre-trained network (i.e., VGG19$^{33}$ trained on ImageNet).

To preserve image quality after translation when no alteration is expected, an image quality consistency (IQC) loss is devised to measure the pixel-wise difference between the input and identity mapped images as

$$L_{IQC} = \mathbb{E}_{x_c \sim \mathcal{I}_c} \| x_c - \tilde{x}_c \|_1 + \mathbb{E}_{x_f \sim \mathcal{I}_f} \| x_f - \tilde{x}_f \|_1.$$
where \( \tilde{x}_c = D_c(E^{CT}_c(x_c), E^{AF}_c(x_c)) \) and \( \tilde{x}_t = D_c(E^{CT}_t(x_t), E^{AF}_c(x_t)) \) are the identity mapped images of \( x_c \) and \( x_t \), respectively.

**Adversarial Losses** We apply two types of adversarial losses, i.e., single-domain adversarial (SD-ADV) loss and cross-domain adversarial (CD-ADV) loss, to enhance the judgment accuracy of the discriminators. All adversarial losses are designed with the mean square error function. The SD-ADV loss is calculated in a specific domain, i.e., \( I \), as

\[
L_{SD-ADV} = \frac{1}{2} \mathbb{E}_{x_c \sim I_c}(D^\text{ADV}_c(x_c) - I)^2 + \frac{1}{2} \mathbb{E}_{x_t \sim I_t}(D^\text{ADV}_c(x_t \rightarrow c))^2 + \frac{1}{2} \mathbb{E}_{x_c \sim I_c}(D^\text{ADV}_t(x_c \rightarrow t))^2 ,
\]

where \( D^\text{ADV}_c \) and \( D^\text{ADV}_t \) are the discriminators used to distinguish between real and fake images respectively in domains \( I_c \) and \( I_t \), \( I \) is a matrix of ones with size \( N_1 \times N_2 \) matching the output of the discriminator. The cross-domain adversarial (CD-ADV) loss is defined as

\[
L_{CD-ADV} = \frac{1}{2} \mathbb{E}_{x_c \sim I_c}(D^\text{ADV}_{c \rightarrow c}(x_c) - I)^2 + \frac{1}{2} \mathbb{E}_{x_t \sim I_t}(D^\text{ADV}_{c \rightarrow c}(\hat{x}_{c \rightarrow t}))^2 + \frac{1}{2} \mathbb{E}_{x_c \sim I_c}(D^\text{ADV}_{t \rightarrow c}(\hat{x}_{c \rightarrow t}))^2 ,
\]

where \( \hat{x}_{c \rightarrow t} = D_c(z^c_t, z^c_f) \) and \( \hat{x}_{t \rightarrow c} = D_t(z^c_t, z^c_f) \) are the images reconstructed by cross-domain content information, i.e., \( z^c_t \) or \( z^c_f \), and current-domain artifact information, i.e., \( z^c_f \) or \( z^c_t \).

**Total Loss** In summary, the total loss function of DUNCAN is

\[
L_{\text{total}} = L_{SD-ADV} + L_{CD-ADV} + \lambda_{\text{MS-CC}} L_{\text{MS-CC}} + \lambda_{\text{PRC}} L_{\text{PRC}} + \lambda_{\text{ERC}} L_{\text{ERC}} + \lambda_{\text{SRC}} L_{\text{SRC}} + \lambda_{\text{IQC}} L_{\text{IQC}},
\]

where \( \lambda_{\text{MS-CC}}, \lambda_{\text{PRC}}, \lambda_{\text{ERC}}, \lambda_{\text{SRC}} \), and \( \lambda_{\text{IQC}} \) are the loss weights used for controlling the contributions of the terms in terms in Equation (9).

**Implementation Details** DUNCAN was implemented using Keras with Tensorflow backend. Evaluation was based on a machine with a CPU (Intel i7-8700K) and a GPU (NVIDIA GeForce GTX 1080Ti 11GB RAM). The Adam optimizer with \( 1 \times 10^{-4} \) learning rate was utilized for minimizing the loss function. For in vivo T1- and T2-weighted datasets, i.e., IV.T1 and IV.T2, we used \( \lambda_{\text{MS-CC}} = 5, \lambda_{\text{PRC}} = 10, \lambda_{\text{ERC}} = 5, \lambda_{\text{SRC}} = 5, \) and \( \lambda_{\text{IQC}} = 1 \) for MS-CC, PRC, ERC, SRC, and IQC losses, respectively. For in silico T1- and T2-weighted datasets, i.e., IS.T1 and IS.T2, we used \( \lambda_{\text{MS-CC}} = 10, \lambda_{\text{PRC}} = 20, \lambda_{\text{ERC}} = 10, \lambda_{\text{SRC}} = 10, \) and \( \lambda_{\text{IQC}} = 5 \) for MS-CC, PRC, ERC, SRC, and IQC losses, respectively. For both the in vivo and in silico datasets, every three adjacent slices in each volume were inserted into RGB channels of a color image, which was then normalized to have a range between -1 and 1 and cropped to 208×256 from the geometric center. During training, one artifact-corrupted image and one artifact-free image were randomly selected each time as inputs.
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