Density waves in protoplanetary discs excited by eccentric planets: linear theory

Callum W. Fairbairn1★ and Roman R. Rafikov1,2†

1Department of Applied Mathematics and Theoretical Physics, CMS, University of Cambridge, Wilberforce Road, Cambridge CB3 0WA, UK
2Institute of Advanced Study, Einstein Drive, Princeton, NJ 08540, USA

ABSTRACT

Spiral density waves observed in protoplanetary discs have often been used to infer the presence of embedded planets. This inference relies both on simulations as well as the linear theory of planet-disc interaction developed for planets on circular orbits to predict the morphology of the density wave. In this work we develop and implement a linear framework for calculating the structure of the density wave in a gaseous disc driven by an eccentric planet. Our approach takes into account both the essential azimuthal and temporal periodicities of the problem, allowing us to treat any periodic perturbing potential (i.e. not only that of an eccentric planet). We test our framework by calculating the morphology of the density waves excited by an eccentric, low-mass planet embedded in a globally isothermal disc and compare our results to the recent direct numerical simulations (and heuristic wavelet analysis) of the same problem by Zhu and Zhang. We find excellent agreement with the numerical simulations, capturing all the complex eccentric features including spiral bifurcations, wave crossings and planet-wave detachments, with improved accuracy and detail compared with the wavelet method. This illustrates the power of our linear framework in reproducing the morphology of complicated time-dependent density wakes, presenting it as a valuable tool for future studies of eccentric planet-disc interactions.
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1 INTRODUCTION

Many protoplanetary discs are known to exhibit a rich variety of substructures (Andrews 2020), with large scale spiral arms being one of the most impressive examples of the departures from axisymmetry. Direct imaging of protoplanetary discs in the near-IR has shown the ubiquity of spirals in a variety of systems including MWC 758 (e.g. Grady et al. 2012; Benisty et al. 2015; Reggiani et al. 2018), HD100453 (e.g. Wagner et al. 2015, 2018), SAO 206462 (e.g. Muto et al. 2012) and LKHa 330 (Uyama et al. 2018). High-resolution observations of protoplanetary discs in sub-mm by the Atacama Large Millimetre Array (ALMA) have also illuminated many spiral features. In particular, spirals have been found in dust continuum emission in Elias 2-27, IM Lup, and WaOph 6 (Pérez et al. 2016; Huang et al. 2018), whereas CO line emission has revealed spirals in the gaseous component of the protoplanetary disc in AB Aurigae (Tang et al. 2017).

One popular hypothesis for explaining spiral features is through the existence of planets embedded within the disc, which interact gravitationally with the surrounding material launching density waves. The linear theory of such planet-disc interaction was developed by Goldreich & Tremaine (1979, 1980) and Lin & Papaloizou (1979) as motivated by the galactic spiral density wave theory (Lin & Shu 1964). According to this theory, a massive perturber (a planet) provides a periodic forcing to the fluid elements in the disc which resonates with the epicyclic frequency at a set of Lindblad resonances. The gas pressure (and self-gravity in more massive discs) then communicates this forcing through the disc in the form of a density wave, which appears as a spiral structure due to the differential rotation of the underlying disc.

Historically, planet-disc interaction theory has been used primarily to study the excitation of density waves and calculate the amount of angular momentum they carry. Understanding the deposition of this angular momentum in the disc is a subject of key importance for planet migration and gap opening. However, in recent years, partly motivated by the observations of spiral structures in protoplanetary discs (e.g. Avenhaus et al. 2014; Benisty et al. 2015; Monnier et al. 2019), the mathematical apparatus of the linear planet-disc interaction theory has also been employed to understand the morphology of the planet-driven density wake, and to use this feature to infer the properties of embedded protoplanets.

In particular, the linear analysis performed by Ogilvie & Lubow (2002) showed that a low mass planet launches
a one-armed (primary) spiral arm in the disc, which results from the constructive superposition of many wave modes. Subsequent studies have shown that this situation is, in fact, more complex, and that multiple spiral arms can be caused by a single planet (at least in the inner disc). This phenomenon was first found in fully-nonlinear hydrodynamical simulations of protoplanetary discs (Dong et al. 2015; Zhu et al. 2015; Dong & Fung 2017), but later Bae & Zhu (2018) and Miranda & Rafikov (2019a) demonstrated that such higher-order spirals are an intrinsically linear phenomenon resulting from the dispersive nature of the density waves. Subsequently, Miranda & Rafikov (2020a) and Miranda & Rafikov (2020b) have shown that incorporating additional physics (e.g. gas cooling) can significantly affect wave propagation and increase the diversity of spiral morphologies. However, quite importantly, all such morphological studies have focused on the case of a planet moving on a circular orbit.

In recent years, there emerged a number of observations which cannot be easily explained in the framework of a zero-eccentricity (circular) planet-disc interaction. For example, the strong variation observed in pitch angles of spirals (e.g. Uyama et al. 2020) is unlikely to be caused by low mass planets on circular orbits, which tend to have shallow pitch angles away from the planet. Furthermore, there is tentative evidence of time variability within the two spiral arms of SAO 206462, which might exhibit different pattern speeds (Xie et al. 2021). These effects might be explained by a planet on an eccentric orbit which launches an intrinsically time-dependent wave. This possibility is not at all exotic since a number of exoplanets are found to have eccentric orbits (e.g. Kane et al. 2012; Xie et al. 2016; Eyleen et al. 2019). Several authors have explored the possibility that these eccentricities might arise due to planet-planet resonances or scattering events (Ford & Rasio 2008; Chatterjee et al. 2008; Petrovich et al. 2014), by means of gravitational interaction with the nascent disc (Goldreich & Sari 2003; Teysandier & Ogilvie 2016, 2017; Ragusa et al. 2018), or due to a thermal torque maintaining high eccentricities for low mass planets (Masset 2017; Eklund & Masset 2017; Fromenteau & Masset 2019).

Recently Zhu & Zhang (2022) (hereafter ZZ22) have carried out a set of hydrodynamic simulations of eccentric planets embedded in discs, finding a rich variety of the density wave morphologies emerging as a functions of the planetary eccentricity $e$: crossings of the spiral arms, sharp changes in pitch angles, bifurcating spirals, and so on. They also came up with a simple heuristic model (a Huygens-like wavelet analysis) for describing these wake morphologies, which compares rather favourably with their simulations, while missing out on some of the pattern complexity and amplitude information.

In this work we develop a fully time-dependent, linear, semi-analytical framework for exploring the morphology of the density waves launched by a time-periodic perturbing potential, and apply it to the case of a planet on an eccentric orbit. Being linear by construction, our framework naturally complements the fully non-linear simulations of ZZ22, allowing one to cleanly separate the role of linear effects in setting the planet-driven wave pattern. On the other hand, our approach presents a fast and efficient method for exploring the morphology of planetary wakes, while also fully preserving the wave amplitude information.

The paper is organised as follows. In §2 we outline our general setup and develop the mathematical apparatus based on the linear perturbation analysis, with the master equation (16) being our key result. In §3 we describe the numerical techniques used to solve the master equation and construct the pattern of the spiral structure driven by an eccentric planet. In §4 we examine the wake morphologies predicted by our framework for a range of planetary eccentricities and compare them with the numerical simulations/wavelet approach of ZZ22. Finally we discuss the advantages of our method in §5 and summarise in §6.

2 PROBLEM FRAMEWORK

2.1 Planet disc configuration

We will consider a planet of mass $M_p$ moving on a fixed eccentric orbit about the host star of mass $M_*$ as shown in Fig. 1. The planetary orbit is parameterised by the eccentricity $e$ and semi-major axis $a$. Planetary mean motion $n$ is equal to the Keplerian rotation rate $\Omega_K = (GM_*/r^3)^{1/2}$ evaluated at the planetary semi-major axis $r = a$. We adopt a reference frame centred on the primary star with position labelled by the radial and azimuthal coordinates $(r, \phi)$. In this frame the gravitational acceleration due to the perturbing planet is given by the disturbing function (Murray & Dermott 1999),

$$R(r) = -\Phi - GMp \frac{r_p \cdot r}{r_p^3},$$

where

$$\Phi(r) = -\frac{GM_p}{|r - r_p|},$$

is the direct potential term, $r_p$ is the position vector of the planet and $r$ is an arbitrary position vector in the disc relative to the host star. The second, indirect term in their low mass planet numerical simulations, we will do the same here for fairer comparison between results. In practice we find that inclusion of the indirect term makes little difference to net the wake morphology, as per the previous findings of Miranda & Rafikov (2019a) for the circular planet case. This will be examined further in a future paper exploring the full parameter space of our framework.

The planetary orbit is fully embedded within a (co-planar)
inviscid gaseous disc, which we will consider as a two-dimensional structure. We prescribe an unperturbed, axisymmetric background disc state, according to the power law profiles for the surface density

$$\Sigma(r) = \Sigma_p \left(\frac{r}{a}\right)^{-p},$$

(3)

with $\Sigma_p$ being the surface density at $r = a$, and for the isothermal sound speed

$$c_{s,\text{iso}}(r) = h_p v_K(a) \left(\frac{r}{a}\right)^{-q/2},$$

(4)

where $v_K(a) = an$ is the Keplerian velocity of the planetary guiding centre. Meanwhile $h_p$ is the disc aspect ratio, $b(r) = H/r = h_p(r/a)^{1-q/2}$ evaluated at $r = a$, where $H = c_{s,\text{iso}}/\Omega_K$ is the pressure scale height. The disc temperature profile is simply proportional to $c_{s,\text{iso}}^2$ and is controlled by the exponent $q$.

The product of these quantities sets the vertically integrated pressure through the locally isothermal equation of state (EoS)

$$P = \Sigma r_{\text{iso}}^2.$$

(5)

Our linear, semi-analytical framework is developed in §2.2 for this rather general EoS. However, later in this work we will restrict our attention to the more restrictive case of a globally isothermal EoS with $q = 0$, as this EoS is known to conserve wave angular momentum flux away from the Lindblad resonances (Miranda & Rafikov 2019b).

This background radial structure generally introduces a pressure gradient which modifies the usual Keplerian rotation, $\Omega_K$, such that the fluid orbital frequency becomes

$$\Omega^2 = \Omega_K^2 + \frac{1}{r \Sigma} \frac{dP}{dr} = \Omega_K^2 \left[1 - h_p^2 (p + q) \left(\frac{r}{a}\right)^{-q}\right].$$

(6)

Thus the background azimuthal velocity profile is $u_\phi(r) = r \Omega(r)$, whilst the unperturbed radial velocity in the absence of viscosity is $u_r = 0$. The resulting radial gradient of specific angular momentum sets the epicyclic frequency $\kappa$ of the fluid given by

$$\kappa^2(r) = \frac{2\Sigma}{2r} \frac{d}{dr} (r^2 \Omega) = \Omega_K^2 \left[1 - h_p^2 (p + q) (2 - q) \left(\frac{r}{a}\right)^{-q}\right],$$

(7)

to be slightly different from $\Omega_K(r)$.

### 2.2 Linearized perturbation equations

To study the morphology of the density waves produced by eccentric planets in protoplanetary discs we generalise the methodology described in Miranda & Rafikov (2019a), for treating the circular version of the problem, towards eccentric orbits. This approach exploits the fundamental linear theory of planet-disc interactions originally developed in Goldreich & Tremaine (1979, 1980). It is well known (Goodman & Rafikov 2001) that for the planet-disc interaction to remain in the linear regime the mass of the perturbing planet must remain small compared to the so-called *thermal mass*

$$M_{\text{th}} = h_p^3 M_* \ll M_*.$$

(8)

Thus, throughout this study we will assume $M_p \leq M_{\text{th}}$.

The key difference of the present development compared to previous work is that the planet is no longer assumed to move on a circular orbit. Thus, the time dependence of the planetary potential cannot be eliminated by a simple change of coordinates to a frame co-rotating with the planet (wherein, for the circular case, the perturbing gravitational potential is stationary and the excited wake forms a steady-state structure). In the eccentric case the planet oscillates about the guiding centre of its orbit (which is in uniform rotation around $M_\ast$) both azimuthally and radially, completing a closed loop once per orbit. Thus, there are now two intrinsic periodicities in the problem — azimuthal and temporal — and we can expand the potential as a Fourier series (Goldreich & Tremaine 1980)

$$\Phi = \sum_{m=1}^{\infty} \sum_{l=-\infty}^{\infty} \Re \left[ \Phi_{lm}(r) e^{i(m\phi - \omega_{lm} t)} \right],$$

(9)

with modal numbers $l$ and $m$ and $\Phi_{lm}$ being the Fourier amplitudes of the perturbing potential further discussed in §3.2. We are free to set the time origin such that the planet is aligned with $\phi = 0$ at $t = 0$. Then the planetary potential is even in azimuth and $\Phi_{lm}$ is real, resulting in

$$\Phi = \sum_{m=1}^{\infty} \sum_{l=-\infty}^{\infty} \Phi_{lm}(r) \cos \left(m(\phi - \omega_{lm} t)\right).$$

(10)

Notice that each $(l, m)$ Fourier component has a pattern speed

$$\omega_{lm} = \frac{l}{m},$$

(11)

which differs from the mean motion $n$ when $l \neq m$. These forcing components will excite a strong response and launch waves in the disc at particular eccentric Lindblad resonances which are nicely summarised in the work of Goldreich & Sari (2003) who were more interested in the feedback on the planet rather than the wake morphology.

This disturbing potential perturbs the background disc such that $\Sigma \to \Sigma + \delta \Sigma$, $P \to P + \delta P$, $u_r \to u_r + \delta u_r$ and $u_\phi \to u_\phi + \delta u_\phi$. All the perturbed quantities are assumed to have a Fourier harmonic form, forced by each mode of the planetary potential presented in equation (9), such that

$$\delta x(r, \phi, t) = \Re \left[ \delta x(r) e^{i(m\phi - \omega_{lm} t)} \right]$$

(12)

to a perturbed variable $x$.

The net perturbation is then the sum of each of these forced Fourier contributions. Substituting this ansatz into the linearised hydrodynamic equations for two-dimensional mass and momentum conservation we arrive at the usual equations

$$-i\omega \delta \Sigma + \frac{1}{r} \frac{\partial}{\partial r} \left(r \delta u_r \right) + \frac{im}{r} \delta u_\phi = 0,$$

(13)

$$-i\omega \delta u_r - 2\Omega \delta u_\phi = -\frac{1}{r} \frac{\partial}{\partial r} \delta P + \frac{1}{\Sigma} \frac{d\Sigma}{dr} \delta \Sigma - \frac{\partial}{\partial r} \Phi_{lm},$$

(14)

$$-i\omega \delta u_\phi + \frac{\kappa^2}{2\Omega} \delta u_r = -\frac{im}{r} \left( \delta P \Sigma + \Phi_{lm} \right),$$

(15)

which appear identical to equations (2)–(4) in Miranda & Rafikov (2020a). The subtle difference is now wrapped up in the Doppler-shifted frequency, defined as $\omega = m(\omega_{lm} - \Omega)$, where the pattern speed $\omega_{lm}$ is in general different from the planetary mean motion $n$ as per equation (11). In line with previous work (Miranda & Rafikov...
In order to achieve the master equation
\[
\frac{d^2 \delta h}{dr^2} + \left( \frac{d}{dr} \ln \left( \frac{r \Sigma}{L_T} \right) - \frac{1}{L_T} \frac{d}{dr} \delta h \right)
- \frac{2m \Omega}{r \omega} \left[ \frac{1}{L_T} \frac{d}{dr} \ln \left( \frac{\Sigma}{D} \right) \right]
+ \frac{1}{L_T} \frac{d}{dr} \ln \left( \frac{r \Sigma}{L_T D} \right)
\times \frac{m^2}{r^2} \frac{D}{c_{s,iso}^2} \delta h = 0.
\]
(15)
in terms of the prognostic variable \( \delta h = \delta P/\Sigma \), which is a useful
pseudo-enthalpy variable often employed in the linear planet-disc
studies. Here
\[
D = k^2 - \omega^2,
\]
is the detuning of the Doppler-shifted forcing frequency from the
epicyclic frequency \( \kappa \),
\[
\frac{1}{L_T} = \frac{d \ln c_{s,iso}^2}{dr},
\]
sets the characteristic thermal length scale \( L_T \). Note that knowing
\( \delta h \) we can reconstruct the other physical variables according to
\[
\delta \Sigma = \frac{\Sigma \delta h}{c_{s,iso}^2},
\]
(17)
and
\[
\delta \mu = \frac{i}{D} \left( \frac{\omega}{D} \frac{d}{dr} \left( \delta h + \Phi_{im} \right) - \frac{\omega}{L_T} \delta h \right),
\]
(18)
\[
\delta u_{\phi} = \frac{1}{D} \left( \frac{\kappa^2}{2 \Omega} \frac{d}{dr} \left( \delta h + \Phi_{im} \right) - \frac{\epsilon^2}{2 \Omega L_T} \delta h \right).
\]
(19)
Equations (16)–(18) appear identical to the (locally isothermal)
equations (17)–(21) of Miranda & Rafikov (2020a) except for
the different definitions of \( \hat{\omega} \) and \( D \) (now involving \( \omega_{im} \)) as well as the
potential components \( \Phi_{im} \) in the right hand side.

In the rest of this work we will focus on a globally isothermal
setup (constant \( c_{s,iso}^2 \), i.e. \( \epsilon = 0 \)) for which 1/\( L_T \) → 0. This further
simplifies the equations (16), (20) and (21) by eliminating a number of
terms. Our focus on the globally isothermal EoS is motivated by the
fact that the angular momentum flux of the freely propagating
density waves is conserved for such EoS, as opposed to the more
general locally isothermal EoS, see Miranda & Rafikov (2019b).

Conservation of the angular momentum flux is very important to be
able to predict the amplitude of the planetary density waves, which
will be used in future analyses.

3 NUMERICAL PROCEDURE

Now we will describe the details of the numerical procedures used
in solving the master equation (16) and constructing spatial maps
of the perturbation pattern.

3.1 Solving the master equation

The master equation (16) is rather complicated (even for the globally
isothermal EoS) and requires a numerical solution for each \((l, m)\)
forcing component of the perturbing potential \( \Phi_{im} \) (determination
of \( \Phi_{im} \) is described next in §3.2). Since this problem is essentially
the same as that solved by Miranda & Rafikov (2019a, 2020a) we
exploit their numerical methodology with some careful extensions.
Here we will briefly summarise the procedure, but the interested
reader is referred to Appendix A of Miranda & Rafikov (2019a) and
the original description laid out by Korycansky & Pollack (1993)
for more details.

First, two linearly-independent homogeneous solutions, un-
forced by the planetary potential, are integrated outwards from the
corotation radius \( r_c \) where the pattern speed \( \omega_{im} \) matches the
background orbital flow rate \( \Omega \), i.e. \( \Omega(r_c) = \omega_{im} \). Note that this position
varies in general as the pattern speed changes for different \((l, m)\)
combinations. Then an additional inhomogeneous solution, set by
the \( \Phi_{im} \) forcing on the right hand side of equation (16), is integrated
outwards as well. The true solution is some linear combination of
these three results, which is determined by imposing the outgoing
WKB wave boundary conditions as per Tsang & Lai (2008).

This initial solution is then made more robust in an iterative
fashion as follows. We take the resulting values of \( \delta h \) and \( d\delta h/dr \) at
the corotation location as new initial conditions for the forced
differential equation. Integrating outwards then produces an updated
inhomogeneous profile for \( \delta h \). Once again the boundary conditions
set the necessary homogeneous parts which are generally diminished
by this process. This iterative procedure ensures that the
resultant solution of the master equation (16) is not overly sensitive
to the initial (arbitrary) choice of initial conditions.

As a final step, it is desirable to eliminate any spurious oscillations
in the so called “phase gradient error” from the solution near the
boundaries (Korycansky & Pollack 1993; Miranda & Rafikov 2019a).
This is a measure of the difference between the expected wave phase,
set by the characteristic WKB wavenumber, and that found from the solution as \( d\arg(\delta h)/dr \). Oscillations in this di-
agnostic are suggestive of unwanted incoming waves entering the
domain. The amplitudes of these oscillations are reduced by using
one step of the root finding Netwon-Raphson method, which adjusts
the boundary condition prescription in order to minimise the phase
gradient error function (Miranda & Rafikov 2019a). This, in turn,
slightly updates the final solution. Although a small refinement,
this step is important for proper handling of subtle interference effects
when many modes are superimposed.

3.2 Extracting the Fourier components of the perturbing potential

In order to solve the inhomogeneous version of the master equa-
tion (16), we must supply our solver with the radial structure of
the \((l, m)\) component \( \Phi_{im} \) of the perturbing potential. In the zero
eccentricity case considered previously this is simply done by com-
puting the softened Laplace coefficients (e.g. see equation (13) of
Miranda & Rafikov 2019a)). However, now that there are two in-
trinsic periodicities, we numerically extract each \( \Phi_{im} \) from equation
(9) via the double integral
\[
\Phi_{im}(r) = \frac{1}{2\pi^2} \int_{r_0}^{2\pi/n} \int_{\phi_0}^{2\pi} \Phi(r, \phi, t) \cos(m\phi - lnt) \, d\phi \, dt \quad (22)
\]
\[
= \frac{GMp}{2\pi^2} \int_{r_0}^{2\pi/n} \int_{\phi_0}^{2\pi} \cos(m\phi - lnt) \, d\phi \, dt \quad (23)
\]
where \( \psi(t) = \phi - \phi_p(t) \) denotes the azimuthal displacement from the planet and \( \epsilon \) is the softening parameter employed to prevent singularities at the location of the planet when \( r - r_p = \psi = 0 \).

Calculation of this integral requires knowledge of the orbital trajectory of the planet \((r_p(t), \phi_p(t))\) over time. To get that, we solve Kepler’s equation for the eccentric anomaly \( E(t) \) as a function of the mean anomaly \( M(t) = nt \), as given by equation (2.52) of Murray & Dermott (1999). This then provides the true anomaly of the planet such that

\[
\cos \phi(t) = \frac{\cos E(t) - \epsilon}{1 - \epsilon \cos E(t)}, \quad \sin \phi(t) = \frac{\sqrt{1 - \epsilon^2 \sin E(t)}}{1 - \epsilon \cos E(t)}.
\]

and the radial position of the planet

\[
r_p(t) = \frac{a(1 - \epsilon^2)}{1 + \epsilon \cos \phi(t)}.
\]

The double integral in equation (22) is then numerically computed using an equally weighted quadrature on a uniform grid with \((n_r, n_\phi)\) cells in \(r\) and \(\phi\) respectively. Note that \((n_r, n_\phi)\) must be chosen sufficiently high to avoid Nyquist-Shannon sampling artifacts for higher order modes. As we find in the convergence study performed in §4.2, we typically want the maximum mode number for \(m\) to be over 100, which suggests taking \(n_r\) and \(n_\phi\) at least as large as 200.

The solver routine employed to integrate the master equation (16) requires the \(\Phi_{lm}\) to be calculated at each radial point as demanded by the adaptive step-size of its integration over \(r\). Computing a double integral at each step is time-inefficient and so we resort to interpolation instead. We first calculate the \(\Phi_{lm}\) on a logarithmically spaced grid defined between the inner radius \(r_{\text{min}}\) and the outer radius \(r_{\text{max}}\), at a set number of points, \(n_r\). Then a cubic interpolation is used between these points for arbitrary values of \(r\) to supply \(\Phi_{lm}\) to the solver of the master equation.

3.3 Mode superposition

The quantum number \(m\) controls the azimuthal structure of the modes. The previous numerical simulations of ZZ22 exhibit sharp, caustic features with significant information conveyed by the fine details of the perturbation pattern, suggesting that we should calculate a sufficiently high number of modes in \(m\); we denote this number \(m_{\text{max}}\).

Meanwhile the \(l\) quantum number encodes the time dependence of the pattern caused by the eccentricity of the planetary orbit. One can show that the coefficients of the modal expansion of the classical disturbing function are proportional to \(e^{i|l-m|}\) (see Murray & Dermott (1999)). Thus for small eccentricities, the “off-diagonal” contributions are expected to quickly drop off as \(l\) departs from \(m\). We then set the range of \(l\) that we consider about each \(m\) according to the parameter \(|l - m|_{\text{max}}\) — the maximum value of \(|l - m|\).

We need to be a little careful about which modes should be included in the net summation. Indeed, physically the density waves are launched from Linblad resonances where the Doppler shifted forcing frequency \(\tilde{\omega} = m(\omega_{\text{pert}} - \Omega)\) matches the epicyclic frequency \(\kappa\). If we consider a disc with no pressure support, we can easily equate these frequencies and find the resonant locations to be

\[
r_{\pm} = \frac{m \pm 1}{l} \left( \frac{2}{3} \right),
\]

where the plus and minus signs correspond to the inner and outer Linblad resonances respectively. Now, consider the following cases. When \(m = 1\) and \(l \geq 1\) the inner Linblad resonance moves to \(r_{-} \to 0\) and hence no resonance occurs in the inner part of the disc. However, there is still an outer Linblad resonance. In this case, the modal solution will be wave-like exterior to the Linblad resonance and evanescent interior to it. Despite the lack of an outgoing wave at the interior boundary, use of a higher order ODE solver is still able to find well behaved solutions which can be incorporated into the Fourier summation. Meanwhile, taking \(m = 1\) and \(l < 0\), would result in a non-physical resonance location and should be ignored.

For the case \(m = 1\) and \(l \geq 1\) the ratio given by equation (26) for \(r_{-}\) is indeterminate. In fact, this resonance corresponds to the specific condition that \(\Omega(r) - \kappa(r) = 0\) which is satisfied everywhere in the disc for our assumed uniform pressure setup (see Section 3.4). This is an apsidal resonance wherein the precession frequency of disc material equals the precession frequency of the planet (which is zero in our Keplerian system). Such a secular resonance behaves distinctly different from a mean-motion Linblad resonance and will instead manifest itself as a global eccentric mode which depends sensitively on the boundary conditions. Such forced global eccentric modes have been studied by Teysandier & Ogilvie (2016) and Lubow (2022) but here we will neglect them since we are focusing on the launching of localised spiral features which can be treated as a separate effect. As such we will only consider mode contributions in the range \(m \geq 1\) and \(l \geq 3\).}

3.4 Parameters

In this work we perform a range of targeted linear calculations to be compared with the numerical runs of ZZ22. For that reason, we adopt a setup for the disc analogous to their study, namely, a uniform background disc density with \(p = 0\). Furthermore, as stated earlier, we adopt a globally isothermal EoS with \(q = 0\) such that \(L_0^{-1} \to 0\) and the wave angular momentum flux is conserved away from the wave excitation region. The disc aspect ratio at the semi-major axis of the planetary orbit is taken to be \(h_p = 0.1\) and the gravitational softening length is set to be \(\epsilon = 0.3\). We extract the planetary perturbing potential harmonics using the double quadrature method with \(n_\phi = 1024\) and \(n_r = 1024\). The disc extends between \(r_{\text{min}} = 0.1a\) and \(r_{\text{max}} = 5a\) and the interpolation scheme is used with \(n_r = 1000\). The inhomogeneous refinement step (as described in §3.1) is performed twice, whilst the phase gradient error correction is performed once. As motivated by the convergence study in §4.2, we adopt \(m_{\text{max}} = 150\) and \(|l - m|_{\text{order max}} = 8\) for the modal superposition. With this setup, we examine the morphology of the density waves produced for three different values of planetary eccentricity \(\epsilon = (0.1, 0.25, 0.5)\).

2 We employ the python package kepler.py which uses an algorithm based on the work of Markley (1995) and Nijenhuis (1991).

3 In practice all the \(m = 1\) contributions are found to be subdominant and do not drastically affect the net morphology. Thus all these complications could be avoided in future by neglecting the \(m = 1\) Fourier terms. Note that this would also conveniently remove the indirect term from consideration.
4 RESULTS

4.1 Density wake morphology

Using our linear, fully time-dependent framework developed in previous sections, we now construct the surface density perturbation patterns for three different values of the eccentricity \( e = (0.1, 0.25, 0.5) \) and compare them with the results of ZZ22. In each case we plot the surface density normalised by the background profile \( \Sigma \) and scaled by the ratio of the planetary mass to the thermal mass \( M_\text{p}/M_\text{th} \). The results are shown in Figures 2, 3 and 4 and animated movies showing the time evolution can be found in the online supplementary material.

In each case, the upper row shows the snapshot of the (scaled) surface density perturbation \( \delta \Sigma \) in polar coordinates in the frame co-rotating with the planetary guiding centre at 4 moments of time \( T = (0.0, 0.25, 0.5, 0.75)T_\text{p} \). The middle row unwraps the azimuthal dimension and plots the wake structure on a Cartesian grid, with the radial direction logarithmically scaled. Note that the azimuthal origin is translated so the planet always sits at \( \phi = 0 \). Finally in the bottom row we see the same figure but now overlaid with the wake locations predicted by the simplified theory of ZZ22.

To compute the latter we launch wavelets from the planet location every \( (1/800)T \) in time and track them according to the simple Huygens-like approach of ZZ22. In contrast to their method, we launch wavelets over 5 orbits so the wavelets have more time to propagate to the very edge of the domain, thus fully establishing the global pattern. Wavelet locations can thus be better compared with the time-dependent wake predicted by our theory at all phases. Connecting all these wavelets then traces out wave features. The inner propagating wavelets form the cyan dashed line, whilst the outer propagating wavelets form the red dashed line. For more details on this heuristic method we refer the reader to ZZ22.

Our time-dependent linear theory is clearly capable of reproducing the numerical results found by ZZ22 who used a 2D implementation of the FARGO code (Masset 2000). Indeed, direct comparison of our figures 2, 3 and 4 with their figures 5, 6 and 7 computed for \( M_\text{p} = 3 \times 10^{-6}M_\odot \), \( 3 \times 10^{-3}M_\odot \), shows excellent agreement. We are able to capture all the complex morphological features intrinsic to the eccentric orbits including the bifurcating spirals which exhibit cusp-like switch-backs termed ‘V points’ by ZZ22 in the \( e = (0.25, 0.5) \) runs. These form due to the supersonic motion of the planet relative to the background gas as it ‘over-takes’ the emitted wave-packets. This leads to a Mach cone-like structure behind the planet which is then sheared by the background flow. Here our calculations emphasise that this is an intrinsically linear feature of the interaction.

As the eccentricity is increased the patterns become ever more complicated. The inner and outer propagating spiral arms sometimes cross and the planet can become detached from the wave. The over-plotted wavelet paths of ZZ22 show decent agreement with our linear theory. Indeed, akin to their comparisons with 2D numerical simulations, this approximate method is able to capture some of the main features of the linear wake. However, quite importantly, our linear theory is able to pick out a number of missing features and offer a far better correspondence with the numerical simulations.

For example, in Fig. 2 at \( T = (0.0 - 0.25)T_\text{p} \) we clearly see a bifurcating arm branching off the main outwards propagating spiral, which is not captured by the red dashed line. This appears to be launched as the planet moves clockwise and downwards through its apocentre on its epicyclic path at \( T = 0.50T_\text{p} \), as seen in the upper row of Fig. 2. A similar feature can be seen for the inner region most clearly at \( T = (0.5 - 0.75)T_\text{p} \) as an earlier spiral detached from the cyan track. This is seen to be launched at \( T = 0.07T_\text{p} \) as the planet moves clockwise and upwards during its pericentre passage.

In Figures 3 and 4 the pattern becomes more complex with many overlapping features. In fact, for the \( e = 0.5 \) run, some of the inner spiral features appear to be external to the planetary location at \( T = 0 \) due to the large amplitude radial motion of the planet. While the method of ZZ22 picks out many of these features, it again fails to capture some of the elongated ‘V-point tails’, which they attribute to the non-local nature and dispersion of the individual wavelets. Our method meanwhile reproduces all these features.

Furthermore, our method provides us with information not only about the spatial structure of the perturbation but also about the amplitude of each mode forming the pattern. The latter is missing in the Huygens-like method of ZZ22 but is present in their direct numerical simulations. Although simulation results of ZZ22 do not explicitly show a colour bar, we see that their wakes becomes more diffuse and lower in amplitude as the planetary eccentricity increases, in agreement with the results of our semi-analytical calculations.

4.2 Convergence study

To ensure that the results produced by our semi-analytical framework are robust, we carried out a convergence study with respect to the number of modes that use in reconstructing the perturbation pattern, i.e. the parameters \( m_{\text{max}} \) and \( |l| - m_{\text{max}} \).

To do this in a quantitative fashion, we came up with the following convergence metric. Consider computing the perturbation pattern \( \delta \Sigma \) for some given upper values of \( m_{\text{max}} \) and \( |l| - m_{\text{max}} \) across the full \((r, \phi)\) grid with \( N \) points in total. This can be subtracted from the pattern \( \delta \Sigma_2 \) computed for some other \( m_{\text{max}} \), \( |l| - m_{\text{max}} \) to produce a difference map \( \delta \Sigma_1 - \delta \Sigma_2 \). We introduce a difference metric \( \Delta \) as

\[
\Delta(1, 2) = \sum_{\phi} \sum_{r} \frac{(\delta \Sigma_1 - \delta \Sigma_2)^2}{N} \tag{27}
\]

where the summation takes place over the output \((r, \phi)\)-grid with \( N \) points. The arguments of \( \Delta \), denoted \((1, 2)\), represent the two parameter sets \( \{m_{\text{max},1}, |l| - m_{\text{max},1}\} \) for \( i = 1 \). We now use \( \Delta \) to look at the convergence in terms of \( m_{\text{max}} \) and \( |l| - m_{\text{max}} \) for the three eccentricity runs \( e = \)\((0.1, 0.25, 0.5)\) using the perturbation maps at orbital phase \( T = 0 \) in each case.

In Fig. 5 we examine the convergence in terms of \( m_{\text{max}} \) by looking at the difference metric \( \Delta(\text{max}, m_{\text{max}} + 10) \) between the two calculations with fixed \( |l| - m_{\text{max}} = 8 \) but \( m_{\text{max}} \) differing by 10. The \( x\)-axis shows the value of \( m_{\text{max}} \), corresponding to the first calculation of the perturbation pattern, which uses fewer modes (the second calculation uses \( m_{\text{max},2} = m_{\text{max},1} + 10 \)). The vertical axis shows the logarithm of the difference metric \( \Delta(m_{\text{max}}, |l| - m_{\text{max}}, 2) \). The three different eccentricity runs are denoted by different colours.

One can see that for all values of \( e \), the differences are largest for lower \( m_{\text{max}} \) and it is these modes that most significantly contribute to the final converged image of the perturbation pattern. As \( m_{\text{max}} \) is increased, \( \Delta \) drops off in an approximately exponential fashion. By \( m_{\text{max}} = 80 \) one finds \( \Delta \) reduced by approximately 2 orders of magnitude compared to \( m_{\text{max}} = 10 \). Thus, we can assume that the main features of the wake pattern are captured sufficiently well when \( m_{\text{max}} = 80 - 100 \) is used. Notice that the slope of the drop off is slightly shallower for the red and blue lines corresponding to the higher eccentricity runs \( e = \)\((0.25, 0.5)\). This might be expected due to the presence of sharp azimuthal structures associated with
we plot the difference metric when the wave bifurcations, cusps and crossings observed by ZZ22 (see §4.1).

In a similar vein, in Fig. 6 we plot the difference metric when $m_{\max} = 150$ is held fixed and instead $|\!| - m|$ differs by 1 between the two calculations of $\Delta$. Now the x-axis shows the value of $|\!| - m$, to be compared with $|\!| - m|_{\max,2} = |\!| - m|_{\max,1} + 1$. The vertical axis shows the logarithm of $\Delta|\!| - m|_{\max,1}, |\!| - m|_{\max,2}$. Each planetary eccentricity is again shown as a different coloured line.

For the smallest eccentricity, $e = 0.1$, the black line shows a clear drop off in $\Delta$ as we move towards higher $|\!| - m|_{\max}$. In this case we see the dominant contributions are captured within $|\!| - m|_{\max} \leq 4$ with an exponential drop off beyond this value. However, for the higher eccentricity runs $e = (0.25, 0.5)$ shown by the red and blue lines respectively, $\Delta$ exhibits a much broader profile with a shallower drop-off as one increases $|\!| - m|_{\max}$. Indeed, this should be expected since the time dependent nature of the pattern becomes more important for larger eccentricities.

Visual inspection of the surface density perturbation maps reveals that the main wake features are well captured by our method already for $|\!| - m|_{\max} = 4$ even at high planetary eccentricities, but they are slightly shifted and more diffuse compared with the perturbation maps computed for $|\!| - m|_{\max} = 8$. Our perturbation metric (27) is not very well suited for capturing such changes, since even slight spatial shifts of narrow features with properly computed amplitudes would result in significant values of the difference metric $\Delta$, despite the key features being sufficiently resolved (certainly up to observational standards).

To summarise, these findings suggest that our scheme has converged suitably well for $m_{\max} = 150$ and $|\!| - m|_{\max} = 8$, reassuring us in the robustness of the results shown in §4.1.

5 DISCUSSION

Our results clearly demonstrate the applicability of the semi-analytical linear framework developed in this work for understanding the morphology of the density waves driven by eccentric planets in protoplanetary discs. While the fundamental concepts of eccentric planet-disc interaction have been around since the seminal study
of Goldreich & Tremaine (1980), our work is the first one that uses the relevant mathematical tools to predict the spatial perturbation patterns excited by the eccentric planets in the linear regime.

Our calculations also reaffirm the results of direct numerical simulations performed by ZZ22 in the limit of small planet masses. Sharp, shock-like features found by ZZ22 are usually thought of as owing their existence to the nonlinear effects naturally present in simulations (shocks due to the finite-amplitude effects). Our calculations show that such features emerge in linear theory and are well captured by our linear formalism.

Our semi-analytical method has several advantages compared with previous approaches. First, it can be more numerically efficient than full numerical simulations depending on the number of modes used for reconstruction of the perturbation pattern. Of course, the higher order modes become much more oscillatory and hence present a more expensive computational challenge when solving the master equation (16). However, the convergence study shown in figures 5 and 6 has shown that in many cases (particularly for lower values of $e$) the dominant wake features are well captured for $m \leq 80$ and $|l-m| \leq 4$. Taking fewer modes can offer a considerable speedup in computation time.

Furthermore, the global nature of our linear solutions means that the final wake pattern is established ab initio at any moment of time (i.e. planetary orbital phase). In comparison, when running numerical simulations one needs to be careful about introducing the planetary perturbation in the disc and giving the disturbance enough time to fully propagate through the computational domain before the (quasi-)steady state becomes fully established.

Our approach also gives us quantitative information on the amplitude of each mode. This can help us isolate the modes responsible for each pattern speed $\omega_m$ and systematically examine how the separate spiral features manifest themselves. Indeed, previous authors have shown using linear theory that the constructive interference of individual modes leads to a well-defined primary spiral arm near the planet (Ogilvie & Lubow 2002; Rafikov 2002), whilst the dispersive effects lead to secondary and tertiary arms forming further from the planet (Miranda & Rafikov 2019a). The inherent time-dependence of our problem complicates the details of such mode superposition and can lead to the appearance of multiple spiral features, even next to the planet, owing to its epicyclic motion. This issue merits further attention in future studies. Furthermore, our modal approach can isolate the torque density and angular mo-

Figure 3. The same as Fig. 2 but for a planet with $e = 0.25$. A movie visualising the time-dependent evolution is available online.
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Figure 4. The same as Fig. 2 but for a planet with $e = 0.5$. A movie visualising the time-dependent evolution is available online.

6 CONCLUSIONS

We developed a versatile linear semi-analytical framework to explore the spiral wave morphology produced by an eccentric planet embedded in a two-dimensional gaseous disc. The inherent time-dependence of the eccentric planetary orbit leads to a Fourier summation for the perturbation over two quantum numbers governing the azimuthal and temporal periodicities of the wake pattern. We use this theory to compute the shape of the density wake for a glob-
Figure 5. The convergence of our linear mode theory with increasing upper values of $m$ included in the summation. The y-axis plots the difference metric, given by equation (27), for two superpositions with upper values of $m_{\text{max}}$, as denoted on the x-axis, and $m_{\text{max}}+10$. The different colours (black, red, blue) denote the convergence properties for eccentricities (0.1, 0.25, 0.5) respectively.

Figure 6. The convergence of our linear mode theory with increasing upper values of $|l-m|$ included in the summation. The y-axis plots the difference metric, given by equation (27), for two superpositions with upper values of $|l-m|_{\text{max}}$, as denoted on the x-axis, and $|l-m|_{\text{max}}+1$. The different colours (black, red, blue) denote the convergence properties for eccentricities (0.1, 0.25, 0.5) respectively.

We compare our synthesised images of the density perturbation with the heuristic wavelet method of Zhu & Zhang (2022). We find reasonable agreement with the main wake features, however, our full linear method is able to better reproduce the complexity of the resultant perturbation features. This proof-of-concept work demonstrates the power of linear theory in probing the eccentric planet-disc interactions. Future work will further explore the physical parameter space of the problem including the different underlying disc profiles, disc cooling prescriptions, and so on.
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