OPTIMAL STUDY DESIGN FOR REDUCING VARIANCES OF COEFFICIENT ESTIMATORS IN CHANGE-POINT MODELS
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Abstract. In longitudinal studies, we observe measurements of the same variables at different time points to track the changes in their pattern over time. In such studies, scheduling of the data collection waves (i.e. time of participants visits) is often pre-determined to accommodate ease of project management and compliance. Hence, it is common to schedule those visits at equally spaced time intervals. However, recent publications based on simulated experiments indicate that the power of studies and the precision of model parameter estimators is related to the participants visiting schemes.

In this paper, we consider the longitudinal studies that investigate the changing pattern of a disease outcome, (e.g. the accelerated cognitive decline of senior adults). Such studies are often analyzed by the broken-stick model, consisting of two segments of linear models connected at an unknown change-point. We formulate this design problem into a high-dimensional optimization problem and derive its analytical solution. Based on this solution, we propose an optimal design of the visiting scheme that maximizes the power (i.e. reduce the variance of estimators) to identify the onset of accelerated decline. Using both simulation studies and evidence from real data, we demonstrate our optimal design outperforms the standard equally-spaced design.

Applying our novel design to plan the longitudinal studies, researchers can improve the power of detecting pattern change without collecting extra data.
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1. Background

There is sufficient evidence that demonstrates that biological, neuroanatomical, and behavioral changes occur prior to clinically identifiable symptoms and diagnosis of dementia and also prior to death [17]. Improving the accuracy and early identification of such changes are key current research targets in research on aging and dementia [16]. Longitudinal studies provide opportunities to investigate the onset of accelerated decline, particularly when there is sufficient information prior to change-points. In most of these longitudinal studies, however, the scheduling of the data collection waves (i.e. time of participants’ visits) is often pre-determined to accommodate ease of project management [28] and compliance [11, 23], most typically with data collected at equal and relatively widely-spaced intervals [20]. However, alternative designs have also been proposed, including a time-lag design to control for retest effects [19] and cohort-sequential designs to compare individuals of the same age but born in different historical periods.
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In recent publications, [22] and [26] conducted simulation experiments to show that some designs improve study power and precision of model parameter estimation in a linear mixed-effects model framework. Following this work, we would like to investigate an optimal design to maximize the power to identify the accelerated decline. More specifically, the optimal study design in this content is a time scheduling scheme of patient visits, which maximizes the study power (or equivalently, minimize the variance of the model parameter estimators) given a fixed number of visits per participant. Different from other literature, our focus is finding the optimal design within the change-point model framework, as the modeling approach is commonly used to estimate the onset of accelerated change as discussed next [25].

Change-point models [29, 13, 15] are used to model stochastic process changes over time. [27] summarized three commonly used change-point models. Among them, the broken-stick model, i.e. two linear segments joining at a change-point, is simple yet useful with a clear interpretation at all the model parameters, and can provide decent estimation for model parameters using fewer follow-up visits for each participant. Therefore, we would like to use the broken-stick model for data with an underlying change-point pattern. Particularly, the question that concerns us is when using the broken-stick model, what is the optimal way to schedule visits in order to achieve better power. This is an important question, but not yet discussed in literature, which motivates our research team, statisticians and psychologists, to work on it.

In Section 2, we formulate this optimal study design into a high-dimension-optimization problem, whose computation is too intensive to get a direct solution. However, by imposing reasonable constraints, we obtain a theoretical closed-form solution and provide an algorithm to transform the theoretical conclusion into practical procedures on data collection. Afterwards, we illustrate this optimal design through a few examples. In Section 3, we demonstrate that our proposed optimal design outperforms the traditional equally-spaced design via simulation studies. In Section 4, we show that the optimal design improves the power of study (i.e. precision of parameter estimators) in real data analysis. We provide discussion and conclusion in Section 5.

2. Methods and Examples

2.1. Assumptions, notation, and formulation of the optimization problem. Without loss of generality, we simplify the discussion by focusing on one single patient and ignore the patient level index for the time being. Assume that there are \( n \) visits scheduled for a patient. Let the visit time for the \( j \)th visit be \( x_j \) and the change-point be \( \gamma \), where \( j = 1, 2, \cdots, n \) and \( 0 = x_1 \leq \cdots \leq x_\tau \leq \gamma \leq x_{\tau+1} \leq \cdots \leq x_n = 1 \). Note that the times of visits are scaled into the range of \([0,1]\) to simplify the discussion. Denote \( y_j \) as the cognitive score measured at time \( x_j \). The broken-stick model is written as follows

\[
y_j = \beta_0 + \beta_1 x_j + \beta_2 (x_j - \gamma)_+ (x_j - \gamma) + \epsilon_j,
\]

where \((x_j - \gamma)_+ = \begin{cases} 0 & \text{if } x_j < \gamma \\ 1 & \text{if } x_j \geq \gamma \end{cases}\) and \( \epsilon_j \overset{i.i.d.}{\sim} N(0, \sigma^2) \) is the random noise. Given a prior distribution of the change-point \( \gamma \), \( p(\gamma) \), which is usually obtained by historical data, we have the marginal
likelihood function

\[ L(\beta, \sigma^2|Y, X) = \int L(\beta, \sigma^2|Y, X_\gamma)p(\gamma)d\gamma, \]

where the conditional design matrix

\[ X_\gamma \overset{\text{def}}{=} \begin{pmatrix} 1 & x_1 & 0 \\
\vdots & \vdots & \vdots \\
1 & x_\tau & 0 \\
x_{\tau+1} & x_{\tau+1} - \gamma & \cdots \\
\vdots & \vdots & \ddots \\
1 & x_n & x_n - \gamma \end{pmatrix}. \]

And for a given \( \gamma \), we have the conditional likelihood function

\[ L_\gamma(\beta, \sigma^2|X_\gamma, Y) = C \times \exp \left( -\frac{1}{2\sigma^2} (Y - X_\gamma \beta)^T (Y - X_\gamma \beta) \right), \]

where \( C \) is a constant. Therefore, given a \( \gamma \), the standard point estimates for \( \beta \) and \( \sigma^2 \) are

\[ \hat{\beta}_\gamma = (X_\gamma^T X_\gamma)^{-1} X_\gamma^T Y, \]

\[ \hat{\sigma}^2 = (Y - X_\gamma \hat{\beta}_\gamma)^T (Y - X_\gamma \hat{\beta}_\gamma) / (n - 3). \]

As for the prior of \( \gamma \), we could borrow information from historical data for estimating the distribution of the change-point location (i.e. the onset time of accelerated cognitive decline). Also, the prior information can be patient specific, which might be a function of age, gender, and other personal characteristics. Therefore, it can introduce the personal specific design on the visiting scheme according to the personal specific prior. In addition, in the practice of clinical studies, time is recorded as a discrete measurement with a minimum unit such as day and hour or just day. Therefore, in this work we assume time is a finite discrete measurement. That is, the values of the visit times, \( x_j \)'s, and the change-point, \( \gamma \), are in a finite set of discrete numbers. Particularly, \( \{\gamma_1, \ldots, \gamma_K\} \) listed in the increasing order are all possible locations of \( \gamma \). We denote the probability mass function (PMF) of the distribution of prior knowledge about change-point location as

\[ \text{Pr}(\gamma = \gamma_k) = p_k, \quad \text{and} \quad \sum_{k=1}^{K} p_k = 1. \]

The prior PMF is usually estimated from the literature or provided by field scientists. Even if the prior knowledge is represented by a continuous distribution, we can always discretize it by binning.

Our optimal design targets an optimal visiting scheme, which minimizes the variances of the estimated coefficients \( \hat{\beta} \) under a prior knowledge of the change-point \( \gamma \). By minimizing the variances, we expect increasing accuracy and power. Because the variances of multiple parameters cannot be minimized simultaneously, in practice we minimize a pre-defined linear combination of variances of all regression parameters \( \hat{\beta} \). Therefore, we formulate the design problem into an optimization question. That is, given the prior distribution on \( \gamma \),

\[ \arg \max_{x_1, \ldots, x_n} \left( a_0 \text{Var}(\hat{\beta}_0) + a_1 \text{Var}(\hat{\beta}_1) + a_2 \text{Var}(\hat{\beta}_2) \right), \]
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where \( a_0, a_1, \) and \( a_2 \) are non-negative weights. There are some remarks on the weights. First, in practice we always set \( a_0 = 0 \) since most time researchers are interested in the rate of cognitive decline before the change-point, \( \beta_1 \), and the accelerated decline after the change-point, \( \beta_2 \). Second, the hypothesis testing with \( H_0 : \beta_2 = 0 \) versus \( H_1 : \beta_2 \neq 0 \) is equivalent to test if there is no decline increment after \( \gamma \) or not, or say, if the change-point exists or not. Therefore, we specify the weights as \((a_0, a_1, a_2) = (0, 0, 1)\) to increase the signal for testing if the change-point exist or not. Third, to increase the accuracy on estimating the cognitive decline rates both before and after the change-point, we specify the equal weights \((a_0, a_1, a_2) = (0, 1, 1)\), or the unequal weights \((a_0, a_1, a_2) = (0, 1, 2)\) to represent different focus on two decline rates.

2.2. Derivation of the approximate solution for the optimization problem. First of all, there is no closed-form solution for the optimization problem (6). Second, for a numerical calculation, although the finite-discrete-time assumption refines the solution of this optimization problem in finite spaces, for a large \( n \), it is impossible to conduct the brute-force searching due to the high dimensionality of the solution space. Our strategy is to relax a constraint of this optimal problem, which helps convert the problem into a problem with a closed-form solution. And the closed-form solution for the converted problem is a reasonable approximate solution for the original problem. The relaxation is to allow assigning proportions of the total number visits to given locations, where these proportions correspond to non-integer numbers of visits. For example, in the relaxed condition, we allow assigning 1.5 visits on the 35-th day of a clinical study. Since 1.5 visits is impossible in practice, later we propose an algorithm on how to schedule those non-integer numbers of visits in practice.

In the rest of this subsection, our discussions focus on how to convert the optimization problem after relaxing this constraint, and how to derive the closed-form solution for the converted problem. And we start this discussion under a no change-point scenario, extend it to the situation under a known change-point, and then generalize it to the common situation of unknown change-point locations.

2.2.1. No change-point. When there is no change-point, the broken-stick model degenerates into a simple linear regression model. In this case, \( \text{Var}(\hat{\beta}) = \sigma^2 (X^T X)^{-1} \), where \((X^T X)^{-1}\) is a \(2 \times 2\) matrix with diagonal elements proportional to the variances of the intercept estimator and the slope estimator correspondingly. Specifically, \( \text{Var}(\hat{\beta}_i) \propto 1/\sum_{j=1}^n (x_j - \bar{x})^2 \), which is minimized when the time of visits are evenly scheduled at the two boundaries (0 and 1).

2.2.2. A known change-point. Denote the known change-point as \( \gamma_1 \). The broken-stick model becomes two segmented lines connected at \( \gamma_1 \). And the boundaries of the two segments are \((0, \gamma_1)\) and \((\gamma_1, 1)\), respectively. According to the result of the no-change-point situation, we claim that all visits must be scheduled at their boundaries, \((0, \gamma_1, 1)\), to obtain the minimum variances of the two slope estimators from the two segments. The proof is straightforward. Assume that a proportion of the visits, \( q_s \), is assigned to some non-boundary point, \( s \), in the second segment. We would like to split this proportion into half, and assign these two halves to the two boundary points \( \gamma_1 \) and 1 separately. Such re-assignment improves the
slope estimate in the second segment (according to the result of the no-change-point situation), and also improves the slope estimate in the first segment since the proportion of visits added to $\gamma_1$ help to reduce variance in the slope estimation for the first segment. Therefore, the final solution can be denoted by $q_0, q_1, q_2$, which correspond to the proportions of visits (i.e. $x_j$’s) assigned to the three locations $0, \gamma_1, 1$, respectively, with $q_0 + q_1 + q_2 = 1$. And since every study design under a known change-point condition corresponds to a set of values $(q_0, q_1, q_2)$, we reduce the dimension of the optimization problem from $n$ to 3 for the known $\gamma$ condition.

The three variance terms in problem (6) can be written as functions of $(q_0, q_1, q_2)$ as follows

\begin{align*}
\text{Var}(\hat{\beta}_0|\gamma_1) &= \frac{\sigma^2}{nq_0}, \\
\text{Var}(\hat{\beta}_1|\gamma_1) &= \frac{\sigma^2}{\gamma_1^2} \left( \frac{1}{nq_0} + \frac{1}{nq_1} \right), \\
\text{Var}(\hat{\beta}_2|\gamma_1) &= \frac{\sigma^2}{\gamma_1^2(1-\gamma_1)^2} \left( \frac{(1-\gamma_1)^2}{nq_0} + \frac{1}{nq_1} + \frac{\gamma_1^2}{nq_2} \right).
\end{align*}

The detailed derivation of Equations (7) to (9) is provided in Lemma 1 of the web appendix. In equation (7), $\text{Var}(\hat{\beta}_0) \propto \frac{1}{q_0}$, the inverse of the proportion at 0, which tells the more visits assigned at time 0 the more reduction in variance of the intercept estimate. In equation (8), $\text{Var}(\hat{\beta}_1) \propto \frac{1}{q_0} + \frac{1}{q_1}$, which tells we reduce the variance of the slope estimate in the first segment by assigning more visits at 0 and $\gamma_1$. Also, $\text{Var}(\hat{\beta}_2) \propto \frac{1}{\gamma_1^2}$, which tells that it is harder to precisely estimate $\beta_1$ if the change-point $\gamma_1$ happens earlier. Equation (9) shows that the variance of $\hat{\beta}_2$ is regulated by all model parameters ($\gamma_1, q_0, q_1, q_2$). In summary, parameters $(q_0, q_1, q_2)$ contribute to the variances in form of linear combinations of their inverses.

### 2.2.3. Unknown change-point.

When the change-point is unknown, the PMF of $\gamma$ provides the prior knowledge of the change-point locations. Based on this PMF, we convert the unknown change-point problem into a weighted combination of $K$ known-change-points problem, and calculate the variance of the estimated coefficients ($\hat{\beta}$’s) based on ensembling information from these known change-point problems. The detailed mathematical derivation of the variances is provided in Lemma 2 of the web appendix. Denote $q_0, q_1, \ldots, q_K, q_{K+1}$ as the proportions of visits assigned to time, 0, $\gamma_1, \ldots, \gamma_K, 1$, separately. The results of Equations (7) to (9) are now extended into the linear combinations of $1/q_k$’s as follows

\begin{align*}
\text{Var}(\hat{\beta}_0) &= c_0 + \frac{\sigma^2}{nq_0}, \\
\text{Var}(\hat{\beta}_1) &= c_1 + \sigma^2 \left( \frac{\sum_{k=1}^{K} A_k}{nq_0} + \sum_{k=1}^{K} \frac{A_k}{nq_k} \right), \\
\text{Var}(\hat{\beta}_2) &= c_2 + \sigma^2 \left( \frac{\sum_{k=1}^{K} A_k}{nq_0} + \sum_{k=1}^{K} \frac{A_kB_k}{p_knq_k} + \sum_{k=1}^{K} \frac{B_k}{nq_{K+1}} \right), \\
A_k &= \frac{p_k}{\gamma_k^2}, \quad B_k = \frac{p_k}{(1-\gamma_k)^2},
\end{align*}
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where \((c_0, c_1, c_2) = \text{diag} (\text{Var}_x (\beta_x))\), a vector of the unknown truth, is a constant with respect to the design parameters \(q_k\)‘s. Plugging the Equations (10) into (13) to the original optimization problem (9), we have a new optimization problem with respect to \((q_0, q_1, \ldots, q_K, q_{K+1})\), which has a closed-form solution provided in Theorem 1 (The detailed proof is provided in the web appendix.)

**Theorem 1.** Given the constraint \(\sum_{k=0}^{K+1} q_k = 1\), the values of \(q_k\)’s that minimize \(a_0 \text{Var}(\hat{\beta}_0) + a_1 \text{Var}(\hat{\beta}_1) + a_2 \text{Var}(\hat{\beta}_2)\) are

\[
q_k = \sqrt{d_k} / \sum_{k=0}^{K+1} \sqrt{d_k},
\]

where \(d_0 = a_0 + (a_1 + a_2) \sum_{k=1}^{K} A_k\), \(d_k = a_1 A_k + a_2 A_k B_k / p_k\), \(d_{K+1} = a_2 \sum_{k=1}^{K} B_k\) and \(A_k\) and \(B_k\) as defined in (13).

The solutions of \(q_k\)’s in Theorem 1 are used to design the optimal visit scheme, which is discussed in the next subsection.

### 2.3. The time scheduling scheme of the optimal design

The scheduling scheme of the optimal design is usually not directly obtained from the solutions of \(q_k\)’s in Theorem 1 since \(n q_k\) might be non-integer for some \(k\)’s. Especially, when \(K >> n\), which is common in practice, \(n q_k\)’s are almost never larger than 1. For example, assume that we need to design a clinical study with 10 visits per patient during one year period. And we use day as the time unit. The prior of the change-point tells that probability of the change-point is uniform during the year. In this case, we require \(n q_0 + n q_1 + \ldots + n q_{366} = 10\), and we know the majority of \(n q_k\)’s must be non-integer between 0 and 1. This is caused by relaxing the constraint, which we discussed at the beginning of this section. That is, we allow non-integer visits to obtain the closed-form solution for high dimensional optimization problems. After obtaining these optimal solutions, we need to figure out a scheduling scheme to make the optimal design useful in practice.

Solutions of Theorem 1 suggest assigning \(q_k\) proportion of visits at time \(\gamma_k\), for \(k = 0, 1, \ldots, K+1\), with \(\sum_k q_k = 1\). We construct a generating distribution of the optimal visiting scheme with PMF as \(P(T = \gamma_k) = q_k\). Then its cumulative distribution function (CDF) is \(F_T(\gamma_k) = P(T \leq \gamma_k) = \sum_{s=0}^{k} q_s\), which is a step function with \(q_k\) increment at \(\gamma_k\) for all \(k\).

Since in practice we can only assign integer numbers as the numbers of visits, a practical optimal design is required. Therefore, we propose a scheme generation distribution, whose CDF is a step function with the enforced increments proportional to \(1/n\) at all \(\gamma_k\)’s given the total \(n\) visits, and we suggest to assign the \(j\)-th visit at the \(j/n\)-th quantile of this CDF, for \(j = 1, \ldots, n\). Since for discrete distributions, most of the times there are no solutions for equations \(F_T(x_j) = P(T \leq x_j) = j/n\), instead of assigning the exact \(j/n\)-th quantile, we assign \(x_j\) to the right-hand-side nearest neighbor corresponding to the \(j/n\)-th quantile at a given time of visit, i.e.

\[
x_j = \gamma_k, \text{ where } k = \min \{ t : F_T(\gamma_t) \geq j/n \}.
\]

Please note that we choose the right-hand-side neighbor, but not the left-hand side because the left-hand-side CDF is determined by history but not the newly assigned visit after that point. We provide examples to illustrate the idea of this decision in the subsection 2.4. In summary, the practical optimal design is based on assigning visits at the equal quantiles of scheme generating distribution. And therefore, we
call it the EQ design. In contrast, we call the traditional design the ES design since it assigns visits at equally-spaced time points. And Algorithm 1 summarizes the procedures on scheduling the optimal visiting time scheme in the EQ design.

Algorithm 1: Scheduling Scheme of the EQ Design

Input:
- The number of visits to be scheduled: \( n \);
- A set of all possible visit time: \( \{0, \gamma_1, \ldots, \gamma_K, 1\} \);
- The weights for the variances of the three parameters in the broken-stick models: \( a_0, a_1, a_2 \);
- The prior distribution of the change-point locations: \( \Pr(\gamma = \gamma_k) = p_k \) for \( k = 1, \ldots, K \).

Algorithm:

1. Calculate quantiles \( q_k \)'s as the result of Theorem 1:
   - (Step 1.1) \( A_k = \frac{p_k}{\gamma_k^2}, \quad B_k = \frac{p_k}{(1 - \gamma_k)^2} \);
   - (Step 1.2) \[ d_0 = a_0 + (a_1 + a_2) \sum_{k=1}^{K} A_k; \]
   - \[ d_k = a_1 A_k + a_2 A_k B_k / p_k \] (\( k = 1, \ldots, K \));
   - \[ d_{K+1} = a_2 \sum_{k=1}^{K} B_k \] (\( k = 1, \ldots, K+1 \));
   - (Step 1.3) \( q_k = \sqrt{\frac{d_k}{\sum_{k=0}^{K+1} \sqrt{d_k}}} \).

2. Calculate \( x_j \)'s for the optimal visiting scheme:
   \[ x_j = \gamma_k, \text{where } k = \min\{t : \sum_{s=0}^{t} q_s \geq j/n\} \].

Output:
- The optimal visiting scheme \( (x_1, \ldots, x_n) \).

2.4. Examples of the Optimal Design.

2.4.1. An example with a known change-point location. Under some special circumstance, the prior tells that the change-point location is at a given location, \( \gamma_1 \). That is, \( \Pr(\gamma = \gamma_1) = 1 \). In this case, for the optimal study design, we assign visits only at the two boundary points and the change-point location, \( 0, \gamma_1, \) and \( 1 \). After selecting \( a_0 = a_1 = 0 \) and \( a_2 = 1 \) and then applying Theorem 1, we obtain the proportions of the assign visits as follows

\[ q_0 = (1 - \gamma_1)/2, \quad q_{\gamma_1} = 1/2, \quad \text{and } q_1 = \gamma_1/2. \]

This result shows that (1) half of the visits need to be assigned to the known change-point, (2) more visits are suggested to be assigned to the boundary closer to the change-point than the one further away, and (3) the number of visits is proportional to the distance between the change-point to the opposite side boundary. The result makes sense since the longer distance introduces the larger variance in \( x_j \)'s, and also indicates easier to precisely estimate the regression slope. More specifically, when \( \gamma_1 = 0.2 \) and \( n = 10 \), we have \( nq_0 = 3, nq_1 = 5, \) and \( nq_2 = 2 \). As the numbers are all integers, assigning visit time \( x_j \) is trivial. We simply set \( x_1 = x_2 = x_3 = 0, \)
\( x_4 = x_5 = x_6 = x_7 = x_8 = 0.2, \) and \( x_9 = x_{10} = 1 \).
Next we continue to use this example to illustrate the idea of using the right-hand-side nearest neighbor, but not using the left-hand-side nearest neighbor. The CDF for the scheme generating distribution is a 3-step function defined as \( \Pr(t = 0) = q_0 = 0.3, \Pr(t \leq 0.2) = (q_0 + q_\gamma) = 0.8, \) and \( \Pr(t \leq 1) = 1 \). If we use left-hand-side nearest CDF values, the assignment is \( x_1 = x_2 = x_3 = x_4 = x_5 = x_6 = x_7 = x_8 = 0, \) \( x_9 = 0.2, \) and \( x_{10} = 1 \), which does not agree with the optimal scheme shown above, while the right-hand-side nearest neighbor provides the consistent result with the optimal design.

### 2.4.2. Examples with unknown change-point locations.

The PMF of the optimal scheme generating distribution is always multimodal with two peaks on the boundaries. And other peaks of the PMF depend on the prior knowledge of the change-point. In this session, we use four cases to illustrate the shape of PMF and how the scheduling scheme works. The prior distribution of the change-point is \( N(0.7, \sigma) \) with \( \sigma = 0.01 \) and \( 0.05 \) indicating different confidence levels on the change-point location. The weights are either \( (1, 1, 1) \) or \( (0, 0, 1) \) emphasizing the different parameters of interests. The total number of visits is \( n = 10 \). We first discretize the prior distribution of the change-point and then based on Algorithm 1, we have the scheme generating PMF and the practical optimal visiting scheme. This figure provides a clear illustration on the four cases. There are peaks on two boundaries and the third peak on the mode of the change-point prior distribution. The non-boundary peak (solid dot) in the scheme generating PMF is always lower than the mode (circle) of the discretized prior distribution of the change-point location since we need to combine on the prior of change-point with information on the boundary and, therefore, the prior information is diluted or updated in the scheme generating PMF. Also, for the same reason, the scheme generating PMF is wider than the prior distribution of the change-point. The prior information of the change-point locations in the first row, \( N(0.7, 0.01) \), is stronger than the one in the second row, \( N(0.7, 0.05) \), which leads more points (triangles) assigned to the two boundaries to help improve estimations of the slopes in the first row. When we emphasize on minimizing \( \text{Var}(\hat{\beta}_2) \) (in the right column), there are fewer points assigned in the left region from the left boundary to the mode of the change-point, compared with the cases when we optimize the average of all variances (in the left column).

### 3. Simulation Studies

We carry out simulation studies to compare the performance of the traditional ES design, which separates visits with the same-length time intervals, with the proposed optimal EQ design, which assigns visits at the equal quantile of the PMF of the generating distribution. The generating distribution of the change-point is unknown in general and need to be estimated from the prior knowledge in the historical data. Therefore, we make comparisons under different prior assumptions and also evaluate the reliability of the EQ design under the mis-specified prior distributions. To make comprehensive comparisons, we identify important factors, vary the levels of these factors, and conduct a factorial experiment, which is described in the next subsection.

#### 3.1. Simulation design and settings.

Let \( y_{ij} \) be the cognitive scores for the \( j \)th subject at the \( i \)th visit with \( j = 1, 2, \cdots, m \) and \( i = 1, 2, \cdots, n \). The longitudinal
data with $m$ subjects are generated using the model as follows

$$y_{ij} = \beta_0 + \beta_1 x_i + \beta_2 (x_i - \gamma_j) + (x_i - \gamma_j) + a_j + \epsilon_{ij},$$

where $\beta_0 = 0, \beta_1 = -2, \beta_2 = -4, a_j \overset{i.i.d}{\sim} N(0, 0.01)$, and $\epsilon_{ij} \overset{i.i.d}{\sim} N(0, 0.01)$ with $m = 100$. We simulate the change-points, $\gamma_j$’s, from $\text{TN}(\mu, \sigma, 0, 1)$ indicating a
normal distribution with center, $\mu$, and standard deviation, $\sigma$, truncated between the range of $[0, 1]$. And the three identified important factors include the total number of visits, $n$, and the mean, $\mu$, and the standard deviation $\sigma$ of the prior distribution. To cover all the possible change-point locations in simulations, we vary the center, $\mu$, as 0.25, 0.5, and 0.75, which represents an early change, a middle change, and a late change, respectively. We vary the standard deviation, $\sigma$, as 0.01, and 0.1, which represents a confident belief and a less confident belief of the change-point locations across patients, respectively. Also we add mis-specified cases for the EQ design and denote them as EQ-80% with prior $\text{TN}(\mu, 80\% \sigma, 0, 1)$, EQ-120% with prior $\text{TN}(\mu, 120\% \sigma, 0, 1)$, EQ-Left with prior $\text{TN}(\mu - 0.02, \sigma, 0, 1)$, and EQ-Right with prior $\text{TN}(\mu + 0.02, \sigma, 0, 1)$, which represents over-confidence or under-confidence of the prior distributions and the misspecified centers biased to the left or to the right, respectively. In this way, we get 30 prior distributions by combination of all levels of the two factors for the EQ design. We also vary the total number of visits, $n$, as 10, 15, 20 and 25. In summary, we have $3 \times 2 \times 4 \times 6 = 144$ settings. For each setting, based on Algorithm 1, we get the times of visits, $x_i$’s, for the EQ designs, while those $x_i$’s for the ES design is just the boundaries and the separating points for equal intervals.

3.2. Simulated data and analysis model. For each setting, we firstly obtain $x_i$’s for the ES design and the EQ designs separately. And then we simulate 100 data sets based on those $x_i$’s as replications, which results a total of 14,400 data sets. For each data set, we conduct the Bayesian inference of a change-point model using the Hamiltonian Monte Carlo algorithm [20] built in Stan [10], which is also implemented in the R package, rstan, to call Stan from R [21]. In the Bayesian inference, we specify a diffuse prior, $N(0, 100)$, for the regression coefficients, $\beta_0, \beta_1, \beta_2$, a uniform prior, $U(0, 1)$ for the change-points, and a diffuse prior $U(0.001, 100)$ for the standard deviation of the white noise. And the posterior standard deviations of the coefficients are used as measurement of the variability of the coefficient estimators.

3.3. Simulation results. Figure 3 illustrates distributions of the posterior standard deviations of $\beta_2$ under different settings. The comparisons among the design schemes shows that, under the correctly specified prior distributions, the EQ design outperforms the ES design in most of the settings except under $\mu = 0.5, \sigma = 0.1$ and the total number of visits greater than 15. The exceptions are due to three reasons. First, when the prior distribution is balanced ($\mu = 0.5$), the symmetry improves the performance of both the ES design and the EQ designs with the correct centers. And we see that the improvement on the ES design is more prominent. Second, the larger the variance the similar performance between the ES design and the EQ design since when the underlying prior distribution becomes more and more flat, there is less information carried to the design, which eventually leads to the equally spaced times of visits under the non-informative prior. At last, since we generate the longitudinal data with random effects and white noise, it may also introduce some uncertainty.
Figure 2. Visiting Schedules for Ten Visits Based on the ES or EQ Design under Different Prior Distribution Assumptions. In each panel, the shaded area indicates the densities of TN($\mu, \sigma, 0, 1$), the prior distribution of the change-point. The diamonds represent the visiting schedule based on the ES design. The triangles represent the visiting schedule based on the EQ design with the correctly specified prior distribution, TN($\mu, \sigma, 0, 1$). The plus symbols represent the visiting schedule based on the EQ_Left design, i.e. the EQ design with mis-specification to the left side (TN($\mu - 0.02, \sigma, 0, 1$)). The cross symbols represent the visiting schedule based on the EQ_Right design, i.e. the EQ design with mis-specification to the right side (TN($\mu + 0.02, \sigma, 0, 1$)).

For the mis-specified cases on the centers, given the underlying prior distribution, TN($\mu, \sigma, 0, 1$) with $\sigma = 0.01$, the 0.02 shift makes the mis-specified center outside the 95% probability region of the change-point, which is a severe mis-specification. Therefore, the ES design outperforms these two kinds of mis-specification (the left and right shifts) in most cases when $\mu = 0.5$. However, when the true center is at 0.25, these two kinds of mis-specification EQ designs still outperform the ES design in most cases. When the true center is at 0.75, the mis-specification on the right shift outperforms the ES design, but the mis-specification to the left performs similarly compared with the ES design, but with a larger variation. This tells us that in practice if we know that the change-point usually happens in a late stage, it is safer to put more points close to 1.
For the mis-specified cases on the standard deviations, the EQ designs with mis-specification have the similar performance with the EQ design without mis-specification, which demonstrates the robustness of the EQ design on the misspecification of the variance. We also notice that at $\mu = 0.5$ and $\sigma = 0.1$, the EQ design with the misspecification on larger variance even works better than the EQ design with the correct specification and the ES design. As we mentioned that the EQ method from the true prior does not count for the random effects between subjects, it is not surprising that the EQ design with the misspecified larger variance can worker better in some cases.

In summary, the EQ design with the correctly specified prior distribution outperforms the ES design in most settings. Under mis-specification, the EQ design still outperforms the ES design, except for two scenarios: (1) when the center is at the symmetric center and the spread is big (i.e. $\mu = 0.5$ and $\sigma = 0.1$); (2) when $\mu = 0.75, \sigma = 0.01$, and the mis-specified center is shifted to the left. For the former, it happens because the performance of the ES design improve a lot with a symmetric prior and also with priors with less information (larger variance). The latter happens because the EQ design schedules more visits on the left of the true center, which results fewer visits on the right side of the center and, therefore, causes trouble in the estimation. Example is shown in the top right corner of Figure

\[ \text{Figure 3. Boxplots of the posterior standard deviations of } \beta_2 \text{ under the total of 144 simulation settings.} \]
which illustrates all non-terminal time points (plus symbols) are scheduled on the left-hand side of the peak of the change-point distribution.

4. Data Application

To make directly comparison on performance of the EQ and ES designs, we require data from studies, which have been carried out based on both designs simultaneously. Since, in practice, such studies have never been conducted, we propose an indirect comparison approach. First of all, we identify a study with three minimum requirements: (1) containing measurements of at least one cognitive function over time; (2) having a sufficient number of visits for each participant; and (3) containing multiple groups with potential within-group homogenous pattern between cognitive functions and age. Secondary, we focus on those homogenous groups. For each group, we fit a change-point model to measures of cognitive function and obtain the estimated standard deviation of the slope increasement, $\beta_2$. And we calculate the similarities between its actual design and the ES and EQ design separately. Thirdly, we investigate whether the similarities in designs are associated with the magnitude of the estimated variance of $\beta_2$.

The Survey of Health, Aging and Retirement in Europe (SHARE) study [9] is a multidisciplinary and cross-national panel database of micro data on health, socio-economic status and social and family networks of about 140,000 individuals aged 50 or older (around 380,000 interviews) and so far contains measurements on cognitive measurements at most 7 waves for each participant [1, 2, 3, 4, 5, 6, 7]. Within the SHARE, the EasySHARE is a simplified HRS-adapted dataset, which is suitable to illustrate this indirect approach [14, 8]. Therefore, we start from the EasySHARE study and conduct the indirect comparison pipeline illustrated in Diagram 4.

As shown in the diagram, we only include male participants, who entered the study at wave 1, were aged 60 years old, and also have at most high school education level. This decision is mainly due to the third requirement on groups with potential within-group homogenous pattern. A previous publication [12] reported that in SHARE, the main factors affecting cognitive function are age, gender, education, and country. Therefore, we give restrictions on age, gender, and education and would like to split the data by country to generate the desired groups. Under these inclusion criteria, we have 1705 samples in total. After that, we split the samples by 12 countries (Israel and 11 European countries). For each country, we calculate three key quantities, Q1, Q2, and Q3, where Q1 and Q2 are distance measurements between the actual design and the ES and EQ designs separately and Q3 is the estimated standard deviation of $\beta_2$ from the fitted change-point model. Here is more detail on how to calculate Q1. Within each country, for every participant, we treat that participant’s times of visits as an empirical distribution of the actual design. Then we calculate the Kolmogorov-Smirnov (KS) distance [24, 18] between this distribution and a uniform distribution (i.e. the ES design). Q1 is the average of those distance measures, which represents similarity between the actual design and the ES design for that country. The larger Q1 corresponds to the greater dissimilarity. The calculation of Q2 is slightly complex. Since we assume that there is a homogenous pattern within each country, the change-points estimated based on each individual data are treated as samples from the true change-point distribution. We use those change-points as an empirical distribution of the true
change-point distribution and then work out the PMF of the EQ design based on Algorithm 1 given the weights as \((0, 0, 1)\). Then we calculate the KS distance between each participant’s visits with the PMF of the EQ design. Q2 is the average of those quantities. Therefore, Q2 represents a similarity measurement between the actual design and the EQ design. At last, we conduct the Bayesian inference of the change-point model to each country and extract the posterior standard deviation of \(\beta_2\), which corresponds to the scenario of giving 100% focus on the increment of the second slope.

Figure 5 demonstrates a strong positive association between the EQ to ES distance ratio, \(Q_2/Q_1\), and the estimated standard deviation of \(\beta_2\). As shown in the figure, the p value for the estimated slope from the linear regression model is 0.087, which is a little above the common significant threshold, 0.05, due to the effect of some outlier. And we also conduct the robust linear regression model to focus on the majority data. It results p-value = 0.001 indicating a significant association. Therefore, we conclude that the more similar the actual design to the EQ design the better precision we have for the \(\beta_2\) estimate.
5. Discussion and Conclusion

The most important benefit of the proposed EQ design is to incorporate prior information of the change-point locations from historical data and incorporate it in the study design, which helps to better detect the pattern change. The traditional ES design, i.e. time scheduling on equal time intervals, can be treated as a special case of the EQ under a flat prior. Compared with the ES design, the EQ design provides more precise model parameter estimates given the same sample sizes. And the EQ design is also robust regards to certain degrees of mis-specification of the prior distribution. This design can be employed in other fields, where a change-point model is appropriate and researchers have prior info on the change-point.
location and would like to design new studies to get more precise estimate of the change-point.

Another thing to point out is that the performance of the EQ design with mis-specified center to the right side reassure us the stability of the EQ design. Since there is always a time lag in real life, when we observe a change-point, it actually happened already. So most likely there is time lag bias in the change-point prior based on historical data. Our investigation show that the EQ Right designs are quite robust and maintain good performance under such bias.
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