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Analyzing the Railway Network of the Belt and Road Initiative
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Abstract: Rail freight has exhibited significant growth within the last decade between Asia and Europe, especially after the announcement of China’s Belt and Road Initiative in 2013, which consists of seaborne and land routes. Within the latter one, this paper focuses on the railroad network that consists of six major corridors. Using the software AnyLogic (Version 8), we give a macroscopic model designed as a GIS-based discrete-event model of rail freight from China to Germany under existing border control point capacities, eventually providing a general overview toward the classification of different routes and countries and later ranking them according to their criticality index. This criticality index is computed as a product of time variance and the Logistics Performance Index. The former is obtained through various scenario analyses within the paradigm of shortest route and current border control points having constant capacity, but variable number of trains per day. In an attempt to understand the network under stress, the results obtained from this study also establish the need to increase the processing capacity at border control points to maximize the utilizability of this transcontinental railway network. The results show that lower capacity at border control points leads to higher time for trains to reach their destination. Stakeholders who are actively
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The Belt and Road Initiative was introduced by China back in 2013, which consists of seaborne and land routes including railroad. In an attempt to better understand the railroad network, we developed a simulation model to analyze the changes to journey of picking different routes. Our results show that lower capacity at border control points leads to higher time for trains to reach their destination. Stakeholders who are actively seeking to expand their Belt and Road Initiative investment or using rail transportation may understand when the network would reach peak performance and what measures could help to accomplish its maximum efficiency. Furthermore, forming two categories of countries, i.e., southern and northern corridor countries, our analyses yield that Russia, Kazakhstan, Poland, and Belarus are the most important countries in the northern corridor, whereas Turkey is the most important country in the southern corridor.
seeking to expand their Belt and Road Initiative investment or using rail transportation may understand when the network would reach peak performance and what measures could help to accomplish its maximum efficiency.

**Subjects:** Supply Chain Management; Transport Industries; Distributive Industries;

**Keywords:** Belt and Road Initiative; simulation; freight; railways; capacity; border

### 1. Introduction

The Belt and Road Initiative (BRI) was introduced by President Xi Jinping of China (PRC) in September and October of 2013 during his visits to Kazakhstan and Indonesia. The initiative consisted of two parts: “Silk Road Economic Belt (SREB)” and “21st Century Maritime Silk Road (MSR)” (Blanchard & Flint, 2017). SREB, primarily composed of six economic corridors, as illustrated in Figure 1, aimed to link Europe with China over land via rail and road (Baniya et al., 2019). Each corridor links China with its BRI participant countries in Asia, carving its way to Europe, which previously relied on sea and air (or limited land routes). The MSR as a sea transportation route, despite having critical limitations and issues (see, e.g., Uygun and Jafri (2020)), compliments the mesh of rail network, aimed to further strengthen the supply chain with the wider world by providing additional routing options through the Suez Canal (IRU, 2017). As a massive connectivity plan by the People’s Republic of China, the total cost will be exceeding more than 1 USD trillion and spanning over more than 65 countries. Border connectivity among the member countries to facilitate trade is one of the top priorities of the projects within BRI. It involves the construction of numerous infrastructural projects and trade facilitation agreements (Xu & Herrero, 2017). Its importance for China is also significant by giving the chance for its western region to develop and help diversify its economy and trading routes.

Collectively, BRI is highly relevant for modern supply chains (see, e.g., Güller et al., 2015 and Besenfelder et al., 2013) and has the potential to reshape supply chains (Thürer et al., 2020), especially in sectors where reliable just-in-time (for further explanation, see, e.g., Uygun & Straub, 2013, Kortmann & Uygun, 2007, or Straub et al., 2013 or Uygun et al., 2011) is necessary or for goods with less weight and high value (Ruta et al., 2018). According to a brief by the World Bank Group, a fully realized version of BRI has the capacity to reduce travel time of cargo by up to 12% and increase trade

![Figure 1. Six corridors and MSR route. Source: (IRU, 2017).](image-url)
in range of 2.7–9.7% whilst also elevating poverty of 7.6 million people (Freund & Ruta, 2018). Each corridor has its own significance; however, our study will revolve around the southern China-Central Asia-West Asia Economic Corridor (CCWAEC) and the northern corridors New Eurasia Land Bridge Economic Corridor (NELBEC) and China–Mongolia–Russia Economic Corridor (CMREC) due to its growing prominence in rail freight sector (prominently between Europe and China).

The cost of rail freight is about 80% lower than air freight, with only about half the time than sea. The same study compares the cost variation in the last decade between the change in cost and time between the three modes of transportation; extrapolating the cost and time lines reveals that not only the rail freight resides perfectly in between sea and air freight, but also has the capacity to decrease the transit time and costs as the market continues to grow (see Appendix A Figure 18). Air freight rates can never touch as low as the ones for sea or land. Neither can ships travel as fast to be able to deliver the cargo within 8.5–20 days when compared with trains.

According to a study by DSV Panalpina, a generic comparison of 1 FEU (weighing approximately 22,000 kg or 40 ft. container) cost by three modes of transportations between China and Europe reveals that transportation of goods by train is twice as expensive as by ships, but four times as cheap as transport by air (DSV, 2019). Rail transportation is advantageous over air freight due to astounding prices relative to air, especially during the COVID-19 pandemic. The price of cargo per kilogram between Europe and China was about 0.24 USD per kg, in contrast to air freight with 7.33 USD per kg—a stark 2,954.17% difference amidst lack of availability of slots in air freight, as major seaports were closed (Cole, 2020).

In contrast to past, there are regular rail services being run by numerous operators, e.g., CRE, Yu’Xin’Ou, DB Schenker, and DHL, among others. The number of freight trains is expected to increase in coming years, and such has been forecasted by various researchers in academia, GOs, and NGOs. Rail freight in 2016 had about 2.1% share in the overall trade by value, between China and Europe, which is an increase of 1.3% since 2007 (Kosoy, 2018). The increase was the highest at the time of the publication of the article by CSIS (Hillman, 2018). A more recent statistics by Chinese Railways, Belt and Road Portal, shows that the present trains per day (tpd) is already 14 block trains (Wagner et al., 2019). In addition, in 2016 the International Union of Railways (UIC) forecasted an increase of up to about 21 T tpd between the two continents by 2027 at a CAGR of 14.7% (Berger, 2017). According to the BRI Portal, the number of trains (including block trains and others) in 2018 between the two continents was 6,363, which averages to about 17–18 tpd in both directions (BRI Portal, 2019), stating that the potential shift from air and sea might be sooner than expected.

For sustainable growth and continued development of trains, it is important to keep in mind that railways are less flexible as railway systems work in closed loops, linked by a series of processes. Increasing traffic is constraining the railway networks at various locations. These unintended delays due to the lack of harmonization and capacity could result in reduced attractiveness of trains as a mode of transportation (UNCE, 2015). A general understanding is that by improving the logistical situation, e.g., by decreasing the queuing time at border control points (BCPs) with improved workflows (e.g., see in Lyutov et al., 2019) or increasing its efficiency to minimize errors (see, e.g., Lyutov et al., 2021) and decreasing the transhipment transfer process, countries can significantly improve their innovation ecosystems (see, e.g., Reynolds & Uygun, 2018) and overall Logistics Performance Indicator (LPI), a leading ranking by the World Bank, which as a result would translate into its improved international ranking. However, it will also suggest that BCP processing capacity can be a cause of bottleneck in future.

Against the backdrop of this, the capacity limitation problem at BCP (nodes) is suggested to be addressed by this study. These limitations are divided into two categories as physical and non-physical barriers. Physical barriers occur due to technical reasons such as varied railway systems (NIIAT, 2017), varied gauges (He, 2016), or scarce rolling stocks (Zhang & Schramm, 2018);
inadequate or complete lack of infrastructure at a given link or node; and inability of handling a certain capacity or certain objects. Nonphysical obstacles negatively affect the quality of services, e.g., improper handling of cargo, transparency level of procedures, and policies (NIIAT, 2017); inefficient BCP Procedure (ESCAP, 2018) (CAREC, 2018); inconsistent custom regulations (Yan & Filimonov, 2018) (Jakóbkowski, et al., 218); border security (Haqiquan, 2017) (Islam, et al., 2013); and shipment disparity (Leijen, 2019) (Feng et al., 2020). Apart from that, sustainability aspects, e.g., discussed in Sayyadi & Awasthi, 2018, Sayyadi & Awasthi, 2020, or Dubey et al., 2015, are not considered in this study, although they are relevant to the BRI discussion. But the primary goal of this study is to understand the different corridors in terms of journey time.

2. Literature review

There are several studies on railroad networks that either use discrete-event simulation or analytical modeling, which will be reviewed in this section. Since we address capacity limitations as well, scientific contributions on the capacity of the railroad network are reviewed, too.

Considering capacity in railroad networks, several contributions exist to describe the capacity-related issues.

The way to contextualize the capacity in railways can be dependent on several factors. For example, Burdett and Kozan (2006) define capacity as the highest quantity of trains that can pass through a given bottleneck (node) in a unit of time. Furthermore, absolute capacity is the theoretical capacity, though not always realizable nor is in the best interest due to high probability of collisions. Regardless, they demonstrate that the capacity of the bottleneck node is the actual capacity of the whole network and understanding them is important for long-term strategic planning. They calculate the maximum number of trains via optimization models including heterogeneity and delay times.

Londex (2008) highlights the complexity in explaining the railway capacity as it has evolved over time, in addition, is dependent on the context of the project. He concludes that the capacity consists of parameters such as (1) railway infrastructure, (2) rolling stock, (3) scheduling, (4) processing time, and (5) external factors. The study uses discrete-event simulation to design a mesopic model for strategic capacity analysis via SCAN.

Abirl et al. (2008) explain four concepts of capacity, i.e., theoretical capacity, practical capacity, used capacity and available capacity. In addition, he explains various methods (namely analytical, optimizing, and simulation method) through which railway capacity can be determined and how different parameters like speed, heterogeneity, and train stops can affect the overall capacity. Abir also concluded that analytical methods are a good starting point, but for advanced study, optimizing and simulation should be a better alternative, depending on the environment of the system.

Sameni et al. (2011) highlight that railway node capacity is its ability to generate profit and is also dependent on various dynamic factors like train length, service quality heterogeneity, among others. Their simulation conducted on bulk and intermodal trains through the Berkeley Simulation Software over a 100-mile section concluded that the profitability of railway node is highly dependent on the train number per day and heterogeneity.

Pouryousef et al. (2015), based on more than 50 studies in the United States and Europe, concluded that in the United States the concept and methodologies vary significantly relative to the one in Europe, who are more consistent in their capacity studies and techniques. Similarly, timetabling is of more importance in Europe with focus on automation. Heterogeneity of trains is greater in Europe. The study also highlights three main methods to analyze capacity: (1) analytical, (2) simulation, and (c) combination of analytical simulation, which benefits from higher flexibility.
Apart from that dynamic simulation models, mainly discrete-event simulation models were developed and used to better understand issues in railroad networks.

With respect to modeling and simulation, the planning horizon, as discussed in detail by Velde (1999), plays an important role in determining the method and approach one puts in designing the model. For example, for strategic forecasting the use of a macroscopic model that aggregates various processes into one (nodes location, speed between nodes, capacity per day of nodes, type of node, etc.) is helpful, whereas for operations planning a microscopic model with a higher level of detail (agent and resources interaction, resulting in individual behavior) makes more sense, as discussed in Benjamin et al. (1998), e.g., by considering timetables, train heterogeneity, line numbers, individual nodes, signaling system, permissible speed through various smaller junctions, yard location, etc. Macroscopic modeling is usually employed to keep the resolution smaller where a timetable is of least concern at macroscopic level or when data for detailed analysis is simply not available (Mattsson, 2007). Apart from that, there are mesoscopic models that provide a hybrid approach incorporating average fluctuations of microscopic and macroscopic models. For example, entities are modeled individually; the interaction abstraction level is broader relative to microscopic models (Koch & Toluiejw, 2013). Marinov et al. (2013) explain the upsides and downsides of each level of model, i.e., macroscopic, mesoscopic, and microscopic, in more detail.

Lindfeldt (2015) uses discrete-event simulation by RailSys and TigerSim to macroscopically analyze the capacity and effect of congestion in double-track railways. The level of detail is within the boundaries of Sweden, incorporating various parameters like heterogeneity, timetables, and distance between nodes and number of trains in the network.

Border control points (BCPs) are special nodes in the railway network where the trains cross countries, and depending on the relationship with the neighboring country will undergo a series of processes (e.g., custom controls, inspections, change of gauge, coupling–decoupling, quarantine, etc.); queuing is also eminent and depends on terminal’s processing capacity. For example, Dimitrov (2011) uses discrete-event simulation to analyze BCP through General Purpose Simulation System (GPSS). He developed three scenarios to analyze the queuing (waiting time) based on server theory working around the clock. Each two servers represent the flow of materials from the origin country and arrival country. His analysis gives a good representation of a relationship of queuing to be served and waiting time, hence revealing a direct link to the capacity constraint of BCP.

Heshmati et al. (2016) use agent-based modeling (on NetLogo) where individual entities are modeled as agents with different internal states and behaviors that change upon interaction with other agents or based on conditions (Güller et al., 2018), (Güller et al., 2013). Heshmati et al. (2016) try to optimize rail–rail transshipment terminals (RRTTs) for gantry cranes’ slot allocation based on availability of railcars awaiting to be processed for an assigned destination. This study highlights the capacity constraints of gantry cranes as one of the most important reasons for shipment delays at terminals and BCP.

Isik et al. (2017) point out that improving LPI is of great importance; and one way to do so is by decreasing the queuing time at the BCP (case study of Kapikule, Turkey BCP). They use discrete-event simulation with ARENA software to describe various processes in series to highlight the bottlenecks causing most of the delays.

Lu et al. (2004) give a brief overview of complexities of railway network in the context of Alameda Corridor. The complexities are even greater when the railways pass through multiple metropolitan areas. Their discrete-event simulation model considers different nodes and links with specific speed for each link in conjunction with their acceleration and deceleration. The model
proposes an algorithm for dispatching, which otherwise is manually done by a dispatcher, often resulting in deadlocks.

Woroniuk and Marinov (2013) use discrete-event simulation in ARENA to analyze three different scenarios of train and station interaction—trains representing agents, whereas stations representing as servers (service area). The model is FIFO based; hence, queuing increases the delays when trains exceed the capacity of servers (station), thus, increasing their utilization. His results conclude that the freight routes are performing undercapacity, and therefore, the utilization of line can be further increased by gaining more market share.

Huang et al. (2018) use discrete-event simulation to analyze rail line utilization as a function of speed, eventually estimating the delay-induced energy consumption in China. Their study highlights the scheduling problem as the major cause of delay in Beijing to Yizhuang Metro Line leading to increased train interactions at terminals. The study also pointed out an interesting finding that a delay of 31.79 s in a subsystem causes more than 4,000 s of delays in the system. Therefore, more energy is wasted.

In addition to dynamic simulation models, analytical models were also developed related to railroad issues.

Cichenski et al. (2016) use mathematical modeling (mixed integer linear programming) to crack the terminal scheduling problem and reduce the time to transfer containers between two trains. Their approach takes into account various parameters like distance between the tracks, horizontal and vertical movement of the crane, number of available tracks, and relative position of trains among others, to assign trains into bundles for faster processing, which helps to reduce the train processing time.

Dessouky and Leachman (1995) explain various reasons for train delays and why analytical methods are insufficient to account for the complex procedures leading to further delays at the upstream side. They divide their study in single and double tracks, while using SLAM II Simulation Language to provide analysis of relative delays based on routing option.

Bababeika et al. (2017) use time–space network flow model (analytical model) implemented via General Algebraic Modelling System (GAMS) to find vulnerable links in the rail network. They use a scenario-based approach to evaluate the number of links failing between nodes and how time-tabling may have to use rescheduling and rerouting.

Summing up, existing studies mainly highlight the individual processes taking place at nodes or focus on microscopic modeling and simulation to increase the efficiencies of railway terminals. So, much research is at the microscopic level that focuses on operations. However, a long-term strategic view to see the BCPs’ bottlenecks impeding the timely delivery is still missing. While it is a feasible way to increase the efficiency of internal processes of a node, the effect of these processes leading to the impact on total journey time of trains has not been done at large, especially not for those that relate to BRI, trains, and BCPs along the way for strategic planning. There are also various studies that are still ongoing on the feasibility of the different routes under different conditions, whilst countries are racing to develop their internal infrastructure to promote greater trade through railway. There is also a lack of studies that relate the novel rail freight and capacity limitation of BCPs along the Euro-Asian Transport Linkages (EATL) routes at strategic level. Therefore, the purpose of this paper is to fill this gap and serve as a first step for future research through modeling and simulation of the BRI railway network.
3. Methodology

AnyLogic (version 8.5.2) was selected as the simulation platform of choice that supports conventional and hybrid approach for modeling at any abstraction level, while also allowing individual entity behaviors that can interact with each other (discrete-event and agent-based modeling). The flexibility offered in AnyLogic in the form of a multmethod or hybrid approach is utilized to perform this study, where agents (trains) are placed in an open Geographic Information System (GIS) space and a network of routes is traced. The trains are bound to only use the network, and discrete-event modeling is used to explain individual processes at selected nodes (departure city, arrival city, and selected BCPs) within the network. The software also supports model optimization, sensitivity analyses, parameter variations, and Monte Carlo simulations. To measure the results, three key performance indicators (KPIs) are chosen:

1. Queue lengths (Q): Used to analyze the amount of trains that can pile up at the BCP under certain conditions. Observing the maximum and mean number of trains through the BCP will give us a good metrics of the processability of the BCPs.

2. Queue time (Q): Train handling capacity of the BCPs can affect the time a train may spend (in days) waiting to be processed in queue where serving is based on FIFO. Each BCP has a certain processing limit per day and the waiting time will help us understand the amount of time a train may spend in queue if more than necessary arrive.

3. Journey time (J): Train handling capacity of the BCPs can affect the time a train may spend (in days) waiting to be processed where the rule is FIFO. Each BCP has a certain processing limit per day and the waiting time will help us understand the amount of time a train may spend in queue if more than necessary arrive.

The routes for trains between Europe and China have a certain degree of flexibility depending on the availability of empty slots, traffic condition, and mutual agreement by BRI participant countries; oftentimes the choice is on the rail operators or consigner—some routes are more utilized than others, e.g., Berger (2017), MERICS (2018), Jakóowski et al. (2018), DHL (2019), and TCITR (2020) provide good overview of a few.

These routes are then traced in AnyLogic with the Space Markup toolkit. The data for route mapping is adapted from Reed & Trubetskoy (2019); see Figure 2. Xi’an (China) is assigned as the source of origin of trains and Duisburg (Germany) as the destination.

![Figure 2. Rail routes network from China to Germany used in this study.](image-url)
4. Model design and simulation
In the context of architecture, the model is designed with nine agents (Figure 3) hierarchically connected. Figure 4 shows the model schematics. The input parameters and their values used in the model are given in Table 4 (Appendix A).

Main agent in AnyLogic is the top-level agent consisting of the GIS environment connecting eight other agents. Xi’an is the agent representing the Xi’an city in China where the trains are generated from Rail Library (the process flowchart is shown in Appendix A Figure 19). The city of Duisburg (in Germany) contains trains arrival process where trains undergo decoupling processes and are eventually terminated at Duisburg (see Appendix A Figure 20). Scenario 1 (Route_0), Scenario 2 (Route_1), Scenario 3 (Route_2), and Scenario 4 (Route_3) are agents containing process flowcharts of each scenario (see Appendix A Figures21–24, respectively).

It is to be noted that the model is readjusted for Scenario 5 in a way that it can use common BCP processes for the network, as a result avoiding independent calculations (Appendix A Figure 25).

5. Scenario analysis
Five scenarios were developed, touching upon almost 35 countries, where each scenario has its own subcase. One can understand that in near future train traffic could be 20 tpd (in 1–3 years) and mid to far future train traffic may possibly be in the range of 40–100 tpd (in 5 or more years). These scenarios will shed light on the best route in the network (shortest path) under current border conditions.

5.1. Scenario 1
The routes in Scenario 1 go through western China where it connects to Kazakhstan through two BCPs: (1) Alashankou–Dostyk and (2) Khorgos–Altynkol. Following Kazakhstan, the trains enter Russia from where they pass through Moscow before entering Belarus. At Brest in Belarus they undergo change of gauge. Conventionally, the trains go through Poland to reach Germany. However, more recently some companies have opted to utilize the Lithuania, Kaliningrad Oblast to Poland to enter Germany to overcome delay problem at Brest–Malaszewicz BCP (due to capacity limitation). Figure 5 gives a high-level description of the routes, whereas Figure 26 (Appendix B) gives a cartographic view. In addition, the Scenario 1 is divided into three possibilities or cases.
Figure 5. Flowchart of the train route from China to Germany, Scenario 1.

- Case I: Trains coming from China to Germany go along Alashankou-Dostyk (China-Kazakhstan) and Brest–Malaszewicze (Belarus-Poland) until they reach Duisburg, Germany.
- Case II: Cargo trains are randomly distributed with 50% probability to choose between Khorgos–Altynkol (China-Kazakhstan) and Alashankou-Dostyk (China-Kazakhstan) to prevent congestion at both BCPs, eventually reaching Duisburg, Germany, through Brest–Malaszewicze.
- Case III: This is the extension of Case II; however, in this case the trains can either take only Brest–Malaszewicze (Case III) or both Brest–Malaszewicze and/or Kaliningrad Oblast (Case III–Kaliningrad) depending on the queue length—only when there is no queue, trains will opt at Minsk to take the former route to reach Duisburg, Germany.

Under the current conditions of BCPs in this route, it is apparent that, as the number of trains increases, the journey time $J_t$ increases too. However, when the congestion parameter condition is enabled at the European side (by diverting the excess trains toward Kaliningrad Oblast—Russian Territory) $J_t$ decreases significantly, for simulation runs where trains are over 20 per day (see Figure 6). Not surprisingly, when trains are within the processable limits of Brest–Malaszewicze BCP, it serves as the shortest distance to Duisburg, hence providing a 3.33% time advantage over the latter route (compare Case I and Case III–Kaliningrad for 20 tpd). Under full stress of 100 tpd, Kaliningrad provides 23.92% time saving compared to the conventional Brest–Malaszewicze routes, which equates to a saving of about 5.2 days (124.8 h). The difference between Cases I and II shows the time advantage of using two BCPs at Kazakhstan simultaneously owing to the increase in the number of trains from already operating at limit of Alashankou–Dostyk BCP—time difference ranges from 9.38% to 13.98% (compare Cases I and II from 20 to 100 trains per day). Cases II and III show the highest difference in time, revealing that the Brest–Malaszewicze has capacity limitation problems. Moreover, under most circumstances the trains bound westward from China using this BCP as an entry point to Europe for its gauge change facility.

For a detailed variation in queue length and queue times at each BCP on this route, refer to Appendix B Tables 5–7. It can be concluded that in order to maximize the benefit of this route, in...
view of its growing popularity due to the distance advantage compared to other routes, there is a need for increase in BCP processing capacity in the near future for a sustainable growth. Cases II and III further confirm that increasing the number BCPs or their processing capacity directly influences the journey time \( J \) owing to increased queue length \( Q \) and queue time \( T \).

5.2. Scenario 2

In this scenario, trains go through northern China where they enter Mongolia via Erenhot-Zamiin Udd BCP, eventually traveling on the Trans-Mongolian Railway, before joining the Trans-Siberian Railway Network (see Figure 7 and Appendix B Figure 27 for cartographic visualization). Change of gauge also occurs at this BCP, hence a bottleneck in this section often causes significant delays. From Moscow, the trains follow the route as described in Scenario 1 (except traffic will not be diverted at Kaliningrad Oblast because the limiting BCP here is Erenhot-Zamiin Udd BCP).

In this case, trains will pass through two BCPs, Erenhot-Zamiin Udd and Brest-Malaszewicz. The reason not to include Kaliningrad Oblast is because the capacity constraint will always be from the former station, i.e., Erenhot-Zamiin Udd. BRI has provided a great chance for Mongolia to take advantage of the growing trade between the two continents. Mongolia provides a shortcut to the traditional Trans-Siberian Railway Network through Ulaanbaatar as the main city connecting China and Russia.

As expected, the number of trains per day is directly proportional to \( J \). An increase in 100% trains per day (20 to 100) increases \( J \) about 74.22%, 42.94%, 30.12%, and 23.57%, respectively (see Figure 8). Comparing the simulation results in Appendix B Table 8, we see that the bottleneck is Erenhot-Zamiin Udd BCP as the leading factor for delays when the same number of trains per day passes in the network, primarily due to its limited processing capacity. As queues happen at a particular node, the subsequent node with higher capacity does not face any queuing.

For example, an average of 20 trains per day can lead to an average queue length \( Q \) of 25,853 trains, equivalent of 1.94 days delay \( (Q_d) \) per train until all trains are processed. It can be concluded that for this route to develop the capacity of Erenhot-Zamiin Udd BCP should be increased.

5.3. Scenario 3

Trains going through western China have two options at Harbin city: (1) Route 2a using full length of Trans-Siberian Railway Network from Suifenhe-Pogranichny BCP or (2) Route 2b through Trans-Manchurian Railway before joining Trans-Siberian Railway Network via Manzhouli–Zabaikal’sk at Chita city (see Figure 9). Once trains are on the Trans-Siberian Railway Network, they follow the same path and constraints as in Scenario 1 (Appendix B Figure 28 for cartographic visualization). In addition, Scenario 3 is divided into three possibilities or cases.

- Case I: In this case, the effect on the KPI will be measured with condition that trains will use Suifenhe–Pogranichny and Brest–Malaszewicz as the only two BCPs trains can utilize.
- Case II: Here, trains will randomly select between Suifenhe–Pogranichny and Manzhouli–Zabaikal’sk, with a 50% probability, eventually entering Germany through Brest–Malaszewicz.
- Case III: All BCPs with the routes will be fully utilized including the condition of congestion prevention at Brest–Malaszewicz by diverting the trains through Kaliningrad Oblast.

Suifenhe-Pogranichny BCP (has the highest trains per day capacity within the Euro-Asian Transport Linkages EATL routes) is known as a traditional train route carrying cargo from China’s eastern region to Europe over the Trans-Siberian Railway Network. Case I shows that

Figure 7. Flowchart of the train route from China to Germany, Scenario 2.
relying solely upon the Suifenhe–Pogranichny BCP up to 20 trains per day can serve the purpose; however, if the number increases to 40 or more, the route starts experiencing capacity limitations and significantly longer journey times (Appendix B, Table 9). However, when 50% trains are diverted to Manzhouli–Zabaikal'sk BCP (in Case II, when compared to Case I), the average $J_t$ varies in range of 5% (100 trains) to 9% (20 trains). The effect of increasing capacity by opening all BCPs as shown in Case III leads to a drastic decrease in overall average $J_t$.

Case III–Kaliningrad offers a better performance in terms of $J_t$ than Case II where only Brest–Malaszewicze BCP is being available—up to almost 50% better performance for higher numbers of trains per day. An interesting fact, due to the heavy queueing at Brest–Malaszewicze, is that the journey time $J_t$ via Kaliningrad is always better under all load profiles, with up to 63% saving in time (equivalent to 5.76 days) when trains discharge rate is 40 per day in Case III. Detailed queue length $Q_l$ and queue time $Q_t$ profiles are shown in Appendix B, Tables 9–11. For Case I, Brest–Malaszewicze BCP shows greater $Q_l$ due to higher capacity of Suifenhe–Pogranichny BCP. The difference between each case grows significantly when trains per day exceed 20 per day. A case-by-case average journey time is shown in Figure 10.

5.4. Scenario 4
In context of China–Europe, the longest route in distance and time to reach Europe is through Bulgaria. For the purpose of this study, Khorgos–Altynkol, Serakhs–Sarakhs, Turkmenbashi–Baku, and Kapikule–Kapitan Andreevo will be included in the study (see Figure 11 and Appendix B Figure 29 for cartographic visualization).
Despite the distance disadvantage, the route holds its importance with its ability to connect China via land to various Central Asian countries including Middle East and provides an alternative to passing through Russia.

The model includes two scenarios:

- **Case I**: Train will go through Iran.
- **Case II**: Trains will bypass Iran to take Caspian Sea route. Here, change of mode of transportation occurs at Turkmenbashi seaport and then at Baku seaport; from ships to train.

There is also an alternative way that bypasses Uzbekistan, Turkmenistan, and Iran via Caspian Sea from Kazakhstan at Aktau Sea Port and Atyrau Sea Port. However, they are not included in the modeling to avoid sea routes as much as possible by minimizing the distance between two seaports (Turkmenbashi–Baku ferry route provides the shortest disruption in mode of transportation in context of time).

In this case, we will analyze the KPIs in (CCWAEC in depth. As can be seen from the results, the $J_t$ exceeds all other scenarios even at the lowest case of 20 trains per day due to longer distance and more than 2–3 BCPs along the way.

Although Cases I and II do not make much of a difference in terms of $J_t$ (0.18–0.5 days at max, see Figure 12) because of loading and unloading procedures (intermodal); even though the distance is reduced by bypassing Iran through the Caspian Sea. The limited capacity of both seaports can be further confirmed by the queue length $Q_t$ and queue time $Q_t$ of Kapikule–Kapitan Andreevo BCP in Tables 12 and 13, where it shows almost no queueing due to queueing at Baku and Turkmenbashi. The maximum queues formed in this route are at Khorgos–Altynkol as
the network is stressed with train population. It is also the shortest way in our network (and in reality) to Duisburg.

5.5. Scenario 5

Scenario 5 is the combination of all routes in the aforementioned scenarios, utilizing all possible cases with a total of nine BCPs (Figure 13), however, with higher limit of tpd to stress the network under current BCP conditions than the previous scenarios. A submodel is generated in which different routes share similar BCPs (for schematics, see Appendix B Figure 25). All routes are simultaneously being exploited, which will help to identify the ultimate number of freight trains within the existing BCP capacity and therefore help us conclude our understanding. Note that for

Figure 12. Average time to complete the journey from Xi’an to Duisburg in Scenario 4.

Source: Adapted from Reed & Trubetskoy (2019).

Figure 13. Routes in Scenario 5.

Source: Adapted from Reed & Trubetskoy (2019).
the purpose of this simulation the case with seaports is not considered (to avoid intermodal transport).

- **Case I**: In this case, all routes mentioned in the above scenarios would be used.
- **Case II**: In contrast to Case I, this case will analyze the effect of avoiding low LPI regions.

The average time to complete the journey per train increases with number of trains inserted. However, comparing Cases I and II in Figure 14 the difference lies in a range of 1–10%; Case II is higher than Case I. In contrast, the maximum journey time for both cases varies in each case (see Figure 15). It can be assumed that the overall average time despite incorporating the routes going via Iran in the network does not significantly affect the overall average time. Hence, dispersing the excess train on equal probability through all routes shows that the average time does decrease when routes through Iran are also utilized in conjunction with other.

Greater number of routes (hence more BCPs) leads to greater processing of trains under congestion, resulting in decreased average $J_t$ even under stress. Interestingly, for 20–100 trains per day the maximum $J_t$ in Cases I and II does not show much difference; however at 120–160 trains per day, the maximum time difference between Cases I and II starts to differ more significantly due to longer distance and capacity constraints, leading to delays by forming large queues, and as a result, arriving at Xi’an later than expected. Although the average time may not show much deviation in both cases under different load profiles, the maximum journey time $J_t$ does. The difference between best scenario and its case reveals that the other routes are evidently
longer and more BCP may not necessarily mean better lead time—which means expanding the capacity of exiting BCPs may be a better option. Appendix B Table 14 shows a detailed BCP analysis for Scenario 5.

6. Analysis of simulation

6.1. Ranking the scenarios

Table 1 shows the variation in average journey time $J_t$ under different scenarios conducted.

| Scenario | 20 | 40 | 60 | 80 | 100 | Points $^1$ |
|----------|----|----|----|----|-----|------------|
| S1: Case III | 8.25 | 9.65 | 12.44 | 15.58 | 19.14 | 5/5 |
| S3: Case III | 10.57 | 11.99 | 15.28 | 17.97 | 21.41 | 4/5 |
| S1: Case II | 9.6 | 16.76 | 23.54 | 30.68 | 37.75 | 2/5 |
| S2 | 10.24 | 17.84 | 25.5 | 33.18 | 41 | 2/5 |
| S1: Case I | 10.5 | 18.76 | 27.08 | 35.41 | 43.88 | 2/5 |
| S3: Case I | 13.92 | 20.91 | 28.04 | 35.18 | 42.46 | 1/5 |
| S4: Case II | 21.19 | 37.68 | 54.18 | 70.84 | 87.64 | 0/5 |
| S4: Case I | 21.37 | 38.01 | 54.67 | 71.34 | 88.14 | 0/5 |
The standard deviation is 20.53 days, with a mean of 30.24 days. It can be deduced that under most circumstances the ranking serves as a guideline for which situation is the best amongst all scenarios. It is also evident from various runs and scenario analyses that the majority of BCPs would eventually reach their peak operational capacity.

While keeping 20 days average $J_t$ as the reference point, it can be deduced that $S1$: Case III receives the highest points, followed by $S2$: Case III, $S1$: Case II, and $S2$. Both cases in Scenario 4 fail to complete the journey within the existing constraints under all circumstances. The $J_t$ results of Scenarios 5 (in Figures 14 and 15) and $S1$: Case III indicate that using all routes at the same time does increases the network carrying capacity; thus, reaching the failure point ($J_t > 20$ days) much later (at $120-140$ tpd).

6.2. Ranking the countries

Our model is further used to analyze the importance of countries by cutting off the links in the network to-and-from these countries. Based on the result, two categories of countries can be formed due to geological, historical, and development reasons.

- Northern corridor countries (Category 1): Identified by the countries above Caspian Sea (as our anchor point). These countries fall under the shortest path paradigm. It has been noted that this corridor is also the main choice of trains within the network—comprising of mainly NELBEC.

- Southern corridor countries (Category 2): The countries that are on east, west, and southern sides of the Caspian Sea. It can be noted that these countries form the greater part of CCWAEC.

Countries will be ranked on the Criticality Index (C.I) defined by Equation (2), which produces a product of two different indicators; percentage variance (PV) and LPI (WBG, 2018).

$$PV = \left[ \frac{(J'_t - J_t)}{J_t} \right]$$

(i)

- $J'_t$ – new journey time after excluding the country from the simulation

- $J_t$ – original journey time established in our base case

- $J_t^p$ – percentage variance in journey time between the new and base case.

$$C.I = LPI_{2018} \cdot PV$$

(ii)

C.I will try to sort the importance of each country with respect to train’s time variation when a country is not a part of the railway network in the model. For example, a network without any Iranian tracks or a situation when Iran’s network is inaccessible. LPI adds another dimension to the result from a global perspective (more on LPI in Appendix B Table 15).

6.3. Northern corridor countries

Base case route: The base case is defined as the route with the shortest distance and least BCPs, and least time under the assumption of no stoppage at any place with an average speed of 50 km/h throughout the journey for a train. The results for the base case led to 8.79 days to cover the distance under the normal assumed condition in the model.

After various iterative experiments of the model, the results yield that Russia, Kazakhstan, Poland, and Belarus are the most important countries in the northern corridor.
A blockade in one of these will lead to significant delays or a possible collapse of the whole network if other routes are not being used. For example, to reach Europe, blocking Russia leaves trains no other option but to use CCWAEC, which itself is high risk and is seen as a low LPI region. In addition, the delays caused by higher number of BCPs coupled with greater distance along with intermodal transports can lead to unreliable service. The reason for this is the utilization of TSRN; and in case it is not used, then it is unavoidable to cross the Volgograd region of Russia to reach Europe via Ukraine, which is not fully operational due to political reasons. Caspian Sea and Black Sea do help to avoid the Russian region, which puts Kazakhstan and CCWAEC into play, but the present operational challenges due to loading and unloading (from trains to ship and vice versa) cause increased costs. Figure 16 illustrates the results of Table 2. However, the results are dynamic and may change from time to time due to growing number of ongoing projects and various countries competing to be a part of the transit trade. The results can also change based on other factors like propagation of new faster rail links.

6.4. Southern corridor countries
To meet the desired objective, trains must avoid northern corridor countries for comparison purposes (whenever possible). Hence, this may involve manually steering when needed in addition

| Country   | % Variance—avg. $J_t$ | LPI | C.I | Ranking |
|-----------|-----------------------|-----|-----|---------|
| Russia    | 30                    | 2.69| 0.80| 1st     |
| Kazakhstan| 15                    | 2.77| 0.43| 2nd     |
| Poland    | 10                    | 3.50| 0.37| 3rd     |
| Belarus   | 5                     | 2.54| 0.12| 4th     |
to travel through the proposed rail links between China, Tajikistan, and Kyrgyzstan through Kashgar (city in Western China).

**Base case route:** The base case is defined as the route with the shortest distance and least time under the assumption of no stoppage at any place and an average speed of 50 km/h (and 15 km/h for ships over any sea route) throughout the journey for a train. The results for the base case led to 12,307.38 km and time to cover of 10.26 days. Comparing the time variance caused by the change in route yields the following result. The difference between base case of northern corridor and southern corridor countries is 2,815.68 km.

The results obtained from simulation experiment show Turkey’s integral role for the passage into Europe (Table 3). An alternative option through Black Sea (Poti to Constanta) is shorter by distance, but longer in context of \( J_t \) due to lesser speed of ships (and other intermodal procedures).

Iran faces the same situation (i.e., the alternative option is only the sea route). However, the Caspian Sea is much shorter, hence PV is lesser than that of Turkey. Within the given network, Bulgaria plays a key role as a transit country for the goods coming from Turkey; the other alternative is Black Sea (Poti to Constanta), if Turkey is avoided. Poland is the least important country because of extensive alternate routes available from Czechia, Austria, Switzerland, and France.

C.I is highly influenced by the number of alternative ways and their respective distance when avoiding a country. For example, there are lesser options to avoid Russia, followed by Kazakhstan or Poland; alternative routes are rather longer—coincidentally the size of country and C.I show strong correlation; however, this relationship is not present in southern corridor countries, possibly due to intermodal effects. Figure 17 shows a graphical illustration of C.I in the southern corridor.

A singular generic comparison is avoided because the southern corridor is the only possible way as an alternative to the northern corridor with greater number of countries and higher population density—they tend to complement each other. Scenario analyses shed light as to which routes are best in terms of least delay; thus, leading to least \( J_t \). It is concluded that the northern countries primarily in NELBEC provide the best routes in terms of least possible lead time and the shortest distance within the BCPs’ capacity, which is also better developed relative to CCWAEC.

### 7. Implications and conclusion

Our analysis shows that it is of utmost importance to increase the BCP processing capabilities, but more importantly route diversification for efficient traffic management. And in the context of

| Table 3. Critical index of southern corridor countries |
|-----------------------------------------------------|
| **Country**             | % Variance—avg. \( J_t \) | LPI | C.I | Ranking |
|--------------------------|-----------------------------|-----|-----|---------|
| Turkey                   | 17.02                       | 3.29| 0.56| 1st     |
| Bulgaria                 | 17.02                       | 3.00| 0.51| 2nd     |
| Hungary                  | 11.60                       | 3.41| 0.60| 3rd     |
| Uzbekistan               | 15.22                       | 2.50| 0.38| 4th     |
| Turkmenistan             | 15.22                       | 2.34| 0.36| 5th     |
| Serbia                   | 4.86                        | 2.83| 0.14| 6th     |
| Iran                     | 2.70                        | 2.71| 0.07| 7th     |
| Czechia                  | 0.93                        | 3.62| 0.03| 8th     |
| Austria                  | 0.83                        | 3.99| 0.03| 9th     |
| Tajikistan               | 1.06                        | 2.29| 0.02| 10th    |
| Poland                   | 0.43                        | 3.50| 0.02| 11th    |
supply chain security, a breakdown of any part of these routes or nodes could cause long and uncertain lead time on either side of the network. However, any node closure in any of the northern corridor countries would cause the longest delay, and when there is no traffic inflow ability in the northern corridor countries (total blackout), the southern corridor countries could provide another favorable alternative.

We developed five scenarios that were used to shed light on the best route in the network (shortest path) under current border conditions from China to Germany. In Scenario 1 (China, Kazakhstan, Russia, Belarus, [Lithuania, Kaliningrad], Poland, Germany) under the current conditions of BCPs, the journey time increases as the number of trains increases. However, when the congestion parameter condition is enabled at the European side the journey time decreases significantly.

In Scenario 2 (China, Mongolia, Russia, Belarus, Poland, Germany), the number of trains per day is directly proportional to journey time and we see a bottleneck at the Mongolian BCP. So, in order to develop this route, the capacity of this BCP should be increased.

In Scenario 3 (China, Russia, Belarus, [Lithuania, Kaliningrad], Poland, Germany), we see that relying solely upon the eastern Chinese Suifenhe–Pogranichny BCP the route starts experiencing capacity limitations and significantly longer journey times with increasing number. However, when 50% of the trains are diverted to the other Chinese–Russian BCP (Manzhouli–Zabaikal'sk), the average journey time varies in the range of 5% (100 trains) to 9% (20 trains). The effect of increasing capacity by opening all BCPs leads to a drastic decrease in overall average journey time.

In Scenario 4, the route connects China to Germany through various Central Asian and Middle East (Iran, Turkey) countries where one possibility is to cross through Iran or bypass it by taking the Caspian Sea. Although the Caspian route is shorter, it does not make much of a difference in terms of the journey time due to intermodal loading and unloading procedures and capacity limits at the seaports.

In Scenario 5, all routes are simultaneously being exploited with and without low LPI regions. In both cases, the average journey time per train increases with number of trains inserted. Greater number of routes (hence more BCPs) leads to greater processing of trains under congestion, resulting in decreased average journey time even under stress. Interestingly, with increasing number of trains the maximum time difference between both cases starts to differ more
significantly due to longer distance and capacity constraints. So, expanding the capacity of exiting BCPs is of importance.

Comparing and ranking those scenarios, we see that the first scenario yields the best results in terms of minimum journey time. In this case, the trains can either take only the Belarus–Poland border or both Belarus–Poland border and/or Kaliningrad depending on the queue length; only when there is no queue, trains will opt at Minsk to take the former route to reach Germany.

We formed two categories of countries, i.e., southern and northern corridor countries, due to geological, historical, and development reasons. After various iterative experiments of the model, the results yield that Russia, Kazakhstan, Poland, and Belarus are the most important countries in the northern corridor. Looking at the southern corridor, Turkey’s integral role for the passage into Europe becomes apparent. An alternative option through Black Sea (Poti to Constanta) is shorter by distance, but longer in the context of the journey time due to lesser speed of ships (and other intermodal procedures).

Summing up, modeling and simulation is an effective technique in understanding the local and global behavior of a dynamic system. Its application on railway networks and its nodes can play a role in optimizing the network to reach its full potential and predict future behavior. In addition, events like the COVID-19 pandemic are testimonials that supply chains are still not resilient enough. For example, closure of important ports, cities, regions, and even countries can lead to economic, social, and political imbalance. Diversification of mode of transportation is equally necessary, and railway is a good alternate mode of transportation between China and other Asian countries to European countries.

There is room for improvement at certain locations like the China–Mongolia border (e.g., Erenhot-Zamiin Udd) as evident in our scenario analysis or Belarus–Poland border (Brest–Malaszewicze). While train speeds are limited by its physical nature, to increase the capacity of goods transfer can be achieved through higher frequency. A higher frequency would mean greater load at BCPs. We showed in this study that, as the number of trains is increasing in the network, congestion at various nodes is growing.

Apart from that, in terms of future research, a thorough literature review, similar to Özgür et al. (2021), can be conducted to get a better overview of all contributions in this context with a focus on showing research gaps. This is important due to the growing popularity of the BRI.
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Appendix A

Figure 18. Change in cost (USD/FEU) and time from 2006 to 2017. Data source: Zhang & Schramm, 2018.

Figure 19. Flowchart of trains being generated at Xi’an (agent), China.

Figure 20. Flowchart of trains arriving in Duisburg, Germany.
Figure 21. Scenario 1 (Route 0) process flowchart.

Figure 22. Scenario 2 (Route 1) process flowchart.

Figure 23. Scenario 3 (Route 2) process flowchart.

Figure 24. Scenario 4 (Route 3) process flowchart.

Figure 25. Scenario 5 process flowchart.
| Parameter                          | Type     | Value | Description                                                                 | Source | Status   |
|-----------------------------------|----------|-------|-----------------------------------------------------------------------------|--------|----------|
| BorderDelayAltynkol               | Integer  | 4 h   | These parameters define the delay at border caused by reasons other than processing of trains. | Link   | Not used |
| BorderDelayBrest                  | Integer  | 10 h  |                                                                                | Link   | Not used |
| BorderDelayDostyk                 | Integer  | 15 h  |                                                                                | Link   | Not used |
| BorderDelayPogranichny            | Integer  | 4 h   |                                                                                | Link   | Not used |
| BorderDelaySarakhhs               | Integer  | 7 h   |                                                                                | Link   | Not used |
| BorderDelayZaminUdd               | Integer  | 21 h  |                                                                                | Link   | Not used |
| BorderDelayZabaikalsk             | Integer  | 12 h  |                                                                                | Link   | Not used |
| BorderDelayKapikule               | Integer  | 0     |                                                                                | Link   | Not used |
| BorderDelayKaliningrad            | Integer  | 0     |                                                                                | Link   | Not used |
| BorderPortDelay                   | Integer  | 0     |                                                                                | Link   | Not used |
| Turkmenbashi                      | Link     | Used  |                                                                                | Link   | Used     |
| PerDayCapacityAltynkol            | Integer  | 20 tpd| These parameters define the border processing capacity in “trains per day” (tpd). | Link   | Used     |
| PerDayCapacityBrest               | Integer  | 14 tpd|                                                                                | Link   | Used     |
| PerDayCapacityDostyk              | Integer  | 12 tpd|                                                                                | Link   | Used     |
| PerDayCapacityPogranichny         | Integer  | 32 tpd|                                                                                | Link   | Used     |
| PerDayCapacitySarakhhs            | Integer  | 11 tpd|                                                                                | Link   | Used     |
| PerDayCapacityZaminUdd            | Integer  | 13 tpd|                                                                                | Link   | Used     |
| PerDayCapacityZabaikalsk          | Integer  | 14 tpd|                                                                                | Link   | Used     |
| PerDayCapacityKapikule            | Integer  | 6 tpd |                                                                                | Link   | Used     |
| PerDayCapacityKaliningrad         | Integer  | 24 tpd|                                                                                | Link   | Used     |
| PerDayCapacityBaku                | Integer  | 6 tpd |                                                                                | Link   | Used     |
| PerDayCapacityTurkmenbashi        | Integer  | 12 tpd|                                                                                | Link   | Used     |
| SpeedMongolia                     | Integer  | 50 km/h| These parameters define the speed of trains; however for the purpose of this simulation, they are all kept constant, unless otherwise stated. | Used   | Used     |
| SpeedTurkey                       | Integer  | 50 km/h|                                                                                | Used   | Used     |
| SpeedRussia                       | Integer  | 50 km/h|                                                                                | Used   | Used     |
| SpeedIran                         | Integer  | 50 km/h|                                                                                | Used   | Used     |
| SpeedEurope                       | Integer  | 50 km/h|                                                                                | Used   | Used     |
| SpeedChina                        | Integer  | 50 km/h|                                                                                | Used   | Used     |
| AvgTrain_SpeedCC                  | Integer  | 50 km/h|                                                                                | Used   | Used     |
| SpeedTurkmenistan                 | Integer  | 50 km/h|                                                                                | Used   | Used     |
| CaspianShipSpeed                  | Integer  | 15–17 km/h|                                                                                | Link   | Used     |
| TrainIntervalTime                 | Integer  | 9–72 min|                                                                                | Used   | Used     |
| MaximumTrainsInjected             | Integer  | 200–1600|                                                                                | Used   | Used     |
| minNoOfCars                       | Integer  | 40 rail cars | Number of railcars allowed in Europe through uniform discrete distribution. | Link   | Used     |
| maxNoOfCars                       | Integer  | 44 rail cars |                                                                                | Link   | Used     |
| Route                             | Integer  | 0–4   | Selects the different routes based on radio selection in main agent (routes 0–3). | Used   | Used     |
| BlockVladivostok                  | Boolean  | True or false | Routing parameters. | Used   | Used     |
| BlockEurasianLandbridge           | Boolean  | True or false |                                                                                   | Used   | Used     |
| blockIran                         | Boolean  | True or false |                                                                                   | Used   | Used     |
| blockKZ                          | Boolean  | True or false |                                                                                   | Used   | Used     |
| blockKZandMongolia                | Boolean  | True or false |                                                                                   | Used   | Used     |
| Congestion_Prevention_Brest       | Boolean  | True or false |                                                                                   | Used   | Used     |
Appendix B

Figure 26. Scenario 1 (Route 0) map.

Table 5. Results of different KPIs in Scenario 1, Case I

| Trains per day | Alashankou–Dostyk | Brest–Małaszewicze | Journeytime |
|----------------|-------------------|--------------------|------------|
|                | $Q_l$  | $Q_t$  | Avg    | Max   | Avg   | Max   | Avg    | Max   | Avg    | Max   |
| 20             | 28.51  | 73     | 2.57   | 6.4   | 0     | 12    | 0      | 0     | 10.5   | 14.3  |
| 40             | 123.95 | 268    | 10.85  | 24    | 0     | 12    | 0      | 0     | 18.76  | 31.9  |
| 60             | 225.48 | 468    | 19.17  | 41.6  | 0     | 12    | 0      | 0     | 27.08  | 49.5  |
| 80             | 323.49 | 668    | 27.5   | 57.6  | 0     | 12    | 0      | 0     | 35.41  | 65.5  |
| 100            | 423.12 | 873    | 35.97  | 76.8  | 0     | 12    | 0      | 0     | 43.88  | 84.7  |

Table 6. Results of different KPIs in Scenario 1, Case II

| Trains per day | Alashankou–Dostyk | Khorgos–Altynkol | Brest–Małaszewicze | Journey time |
|----------------|-------------------|-----------------|--------------------|--------------|
|                | $Q_l$  | $Q_t$  | $Q_l$  | $Q_t$  | $Q_l$  | $Q_t$  | Avg    | Max   | Avg    | Max   | Avg    | Max   |
| 20             | 0.06   | 4      | 0.01   | 0.4   | 0      | 1      | 0      | 0.1   | 14.95  | 56    | 1.57   | 4     |
| 40             | 31.2   | 83     | 2.91   | 7.2   | 0.4    | 4      | 0      | 0.2   | 82.84  | 180   | 7.25   | 12.8  |
| 60             | 69.57  | 159    | 6.1    | 13.6  | 38.61  | 99     | 2.08   | 5.2   | 140.97 | 290   | 11.51  | 20.8  |
| 80             | 118.48 | 251    | 10.21  | 22.4  | 199    | 84.13  | 4.44   | 10.4  | 196.08 | 382   | 15.44  | 28.8  |
| 100            | 178.11 | 379    | 15.23  | 32    | 126.61 | 287    | 6.62   | 14.4  | 243.7  | 451   | 18.77  | 35.2  |
Table 7. Results of different KPIs in Scenario 1, Case III

| Trains per day | Alashankou–Dostyk | Khorgos–Altynkol | Brest–Małaszewicze | Kaliningrad Oblast | Journey time—Brest | Journey time—Kaliningrad |
|----------------|-------------------|------------------|--------------------|-------------------|-------------------|--------------------------|
|                | $Q_t$             | $Q_t$            | $Q_t$              | $Q_t$             | $Q_t$             | $Q_t$                    |
| Avg Max        | Avg Max           | Avg Max          | Avg Max            | Avg Max           | Avg Max           | Avg Max                  |
| 20             | 0.16 5            | 0.02 0.5         | 1 0.10             | 0.62 6           | 0.07 0.5         | 1 0.3                    |
| 40             | 29.81 78         | 2.8 6.8          | 0.01 2             | 2.54 18         | 0.27 1.5         | 2.7 0.4                  |
| 60             | 70.16 160        | 6.13 13.6        | 0.98 2.07          | 5.91 10.4       | 0.54 2.6         | 0.99 0.3                 |
| 80             | 116.32 253       | 10.27 22.4       | 18.14 4.41         | 6.47 32         | 0.57 2.6         | 1.13 0.3                 |
| 100            | 175.98 378       | 15.13 32         | 12.81.44           | 6.09 32         | 0.52 2.6         | 1.123 0.3                |
|                | 8.5              | 8.6              | 8.38               | 8.5              | 8.82             | 11.6                     |

Figure 27. Scenario 2 (Route 1) map.

Table 8. Results of different KPIs in Scenario 2

| Trains per day | Erenhot-Zamiin Udd | Brest–Małaszewicze | Journey time |
|----------------|-------------------|--------------------|--------------|
|                | $Q_t$             | $Q_t$              | $Q_t$        | $Q_t$        | $J_t$             |
| Avg Max        | Avg Max           | Avg Max            | Avg Max      | Avg Max      | Avg Max           |
| 20             | 25.852 63        | 1.94 5.2           | 0.63 13      | 0.07 0.3     | 10.24 13.4       |
| 40             | 127.53 257       | 9.56 20.8          | 0.45 13      | 0.04 0.3     | 17.84 29         |
| 60             | 224.93 457       | 17.25 38.4         | 0.32 13      | 0.03 0.3     | 25.5 46.6        |
| 80             | 326.98 657       | 24.93 51.2         | 0.2 13       | 0.02 0.3     | 33.18 59.4       |
| 100            | 431.04 863       | 32.76 70.4         | 0.2 13       | 0.02 0.3     | 41 78.6          |
Figure 28. Scenario 3 (Route 2) map.

Table 9. Results of different KPIs in Scenario 3, Case I

| Trains per day | Suifenhe–Pogranichny | | | Brest–Małaszewicze | | | Journey time |
|----------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
|                | $Q_l$ | $Q_t$ | $Q_l$ | $Q_t$ | $J_t$ | $Q_l$ | $Q_t$ | $J_t$ |
| Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max |
| 20 | 0 | 0 | 1 | 11.44 | 54 | 1.43 | 4 | 13.92 | 16.4 |
| 40 | 20.444 | 72 | 0.77 | 2.4 | 78.56 | 227 | 7.66 | 17.6 | 20.91 | 31.6 |
| 60 | 104.537 | 263 | 3.66 | 8.8 | 134.66 | 341 | 11.89 | 25.6 | 28.04 | 47.6 |
| 80 | 196.147 | 458 | 6.62 | 14.4 | 189.07 | 454 | 16.07 | 35.2 | 35.18 | 60.4 |
| 100 | 293.768 | 652 | 9.69 | 20.8 | 247.26 | 568 | 20.27 | 41.6 | 42.46 | 76.4 |

Table 10. Results of different KPIs in Scenario 3, Case II

| Trains per day | Suifenhe–Pogranichny | Manzhouli–Zabaikal'sk | Brest–Małaszewicze | Journey Time |
|----------------|----------------------|----------------------|----------------------|--------------|
|                | $Q_l$ | $Q_t$ | $Q_l$ | $Q_t$ | $Q_l$ | $Q_t$ | $Q_l$ | $Q_t$ | $J_t$ |
| Avg | Max | Mean | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max |
| 20 | 0 | 1 | 0 | 0.1 | 0 | 1 | 0 | 0.1 | 8.72 | 39 | 1.05 | 2.8 | 12.64 | 15.4 |
| 40 | 0 | 1 | 0 | 0.1 | 18.1 | 56 | 1.45 | 4 | 72.54 | 201 | 6.71 | 15.2 | 19.01 | 29.8 |
| 60 | 0.02 | 3 | 0 | 0.2 | 69.4 | 168 | 5.3 | 12 | 138.19 | 286 | 11.75 | 20.8 | 26.06 | 45.8 |
| 80 | 21.07 | 70 | 0.76 | 2.2 | 117.09 | 257 | 8.85 | 19.2 | 202.78 | 390 | 16.73 | 28.8 | 33.19 | 58.6 |
| 100 | 170 | 65.96 | 2.31 | 5.6 | 171.75 | 373 | 12.7 | 27.2 | 486 | 265.83 | 21.27 | 35.2 | 60.47 | 74.6 |
### Table 11. Results of different KPIs in Scenario 3, Case III

| Trains per day | Suifenhe–Pogranichny | Manzhouli–Zabaikal’sk | Brest–Mołotowszczyzna | Kaliningrad Oblast | Journey time — Brest | Journey time — Kaliningrad |
|----------------|-----------------------|-----------------------|------------------------|--------------------|----------------------|-----------------------------|
|                | $Q_t$                 | $Q_t$                 | $Q_t$                  | $Q_t$              | $J_t$                | $J_t$                       |
| Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max |
| 20  | 0   | 1   | 0.1 | 0   | 1   | 0.10 | 6.5 | 37  | 0.81 | 2.6 | 0   | 1   | 0.1 | 12.23 | 15.4 | 8.91 | 9 |
| 40  | 0   | 1   | 0.1 | 18.1 | 56  | 1.45 | 4 | 27.53 | 102 | 2.98 | 7.6 | 2.9 | 33  | 0.31 | 14.87 | 20.2 | 9.11 | 11.3 |
| 60  | 0.02 | 3  | 0  | 0.2 | 69.4 | 168 | 5.3 | 12 | 51.66 | 165 | 5.15 | 12 | 11.63 | 71  | 1  | 2.6 | 17.61 | 26.6 | 12.94 | 18.5 |
| 80  | 21.07 | 70 | 0.76 | 2.2 | 117.09 | 257 | 8.85 | 19.2 | 63.54 | 198 | 6.28 | 15.2 | 28.23 | 132 | 2  | 5.6 | 19.11 | 31.4 | 16.82 | 25.3 |
| 100 | 65.96 | 170 | 2.31 | 5.6 | 171.75 | 373 | 12.7 | 27.2 | 46.03 | 200 | 4.96 | 15.2 | 59.79 | 196 | 3.81 | 8.8 | 22.95 | 37.8 | 19.87 | 31.4 |

### Figure 29. Scenario 4 (Route 3) map.

### Table 12. Results of different KPIs in Scenario 4, Case I

| Trains per day | Khorgos–Altynkol | Serahks–Sarakh | Kapikule–Kapitan Andreevo | Journey time |
|----------------|------------------|---------------|---------------------------|--------------|
|                | $Q_t$             | $Q_t$         | $Q_t$                     | $Q_t$        | $J_t$ |
| Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max | Avg | Max |
| 20  | 0   | 1   | 0   | 0.1 | 29.71 | 81  | 3.27 | 8  | 94  | 37.69 | 7.73 | 16  | 21.4 | 34.3 |
| 40  | 77.23 | 180 | 4.05 | 9.6 | 80.8 | 180 | 8.08 | 17.6 | 83.82 | 186 | 15.51 | 30.4 | 38  | 67.9 |
| 60  | 174.66 | 380 | 9.02 | 19.2 | 126.08 | 270 | 12.19 | 25.6 | 129.47 | 276 | 23.09 | 48  | 54.7 | 99.9 |
| 80  | 273.45 | 580 | 14.01 | 28.8 | 171.4 | 360 | 16.28 | 35.2 | 174 | 368 | 30.67 | 64  | 71.3 | 138.3 |
| 100 | 375.45 | 780 | 19.15 | 41.6 | 216.749 | 450 | 20.37 | 41.6 | 219.81 | 460 | 38.25 | 76.8 | 88.1 | 176.7 |
Table 13. Results of different KPIs in Scenario 4, Case II

| Trains per day | Khorgos–Altyndol | Turkmenbashi Seaport | Baku Seaport | Kapikule–Kapitan Andreevo | Journey time |
|----------------|------------------|----------------------|--------------|--------------------------|--------------|
|                | Q_1   | Q_2   | Q_1   | Q_2   | Q_1   | Q_2   | Q_1   | Q_2   | Q_1   | Q_2   | J_1   | Avg   | Max   | Avg   | Max   | Avg   | Max   | Avg   | Max   | Avg   | Max   |
| 20             | 0     | 1     | 0     | 0.1   | 42.55 | 98    | 2.72  | 6.4   | 42.92 | 98    | 8.09  | 17.6  | 1.57  | 6     | 0.32  | 0.5   | 21.19 | 34    |
| 40             | 77.23 | 180   | 4.05  | 9.6   | 73.27 | 172   | 9.96  | 14.4  | 92.59 | 198   | 16.43 | 35.2  | 0     | 6     | 0.16  | 0.5   | 37.68 | 67.6  |
| 60             | 174.66| 380   | 9.02  | 19.2  | 114.59| 252   | 10.31 | 20.8  | 142.91| 300   | 24.77 | 44.8  | 0     | 6     | 0.1   | 0.1   | 54.18 | 99.6  |
| 80             | 273.45| 580   | 14.01 | 28.8  | 153.85| 332   | 13.65 | 28.8  | 153.85| 398   | 33.1  | 70.4  | 0     | 6     | 0.1   | 0.1   | 70.84 | 138   |
| 100            | 375.45| 780   | 19.15 | 41.6  | 193.07| 412   | 16.99 | 35.2  | 242.33| 498   | 41.44 | 83.2  | 0     | 6     | 0.1   | 0.1   | 87.64 | 176.4 |

Uygun & Ahsan, Cogent Business & Management (2021), 8: 1932066
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### Table 14. Results of different KPIs in Scenario 5 ("-" is defined as not complied)

| Trans per day | Alashankou-Dostyk | Khorgos-Altymkol | Erenhot-Zamin Udd | Suifenhe-Pogranichny | Manzhouli-Zabaikalsk | Seroks-Saroks |
|---------------|-------------------|------------------|-------------------|---------------------|----------------------|-------------|
|               | Q<sub>1</sub>     | Q<sub>f</sub>    | Q<sub>1</sub>     | Q<sub>f</sub>       | Q<sub>1</sub>         | Q<sub>f</sub>   |
| 20            | -                 | -                | -                 | -                   | -                    | -           |
| 40            | -                 | -                | -                 | -                   | -                    | -           |
| 60            | -                 | -                | -                 | -                   | -                    | -           |
| 80            | 7.08              | 16.00            | 0.67              | 1.70                | 22.21                | 65.00       |
| 100           | 8.19              | 17.00            | 0.79              | 1.80                | 64.70                | 168.00      |
| 120           | 9.46              | 17.00            | 0.89              | 1.90                | 111.10               | 262.00      |
| 140           | 10.11             | 19.00            | 0.96              | 1.90                | 163.11               | 361.00      |
| 160           | 10.40             | 20.00            | 0.96              | 1.90                | 209.85               | 465.00      |

| Journey Time | Q<sub>1</sub> | Q<sub>f</sub> | Q<sub>1</sub> | Q<sub>f</sub> | Q<sub>1</sub> | Q<sub>f</sub> | Q<sub>1</sub> | Q<sub>f</sub> |
|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| Case I       | Avg          | Max          | Avg          | Max          | Avg          | Max          | Avg          | Max          |
|              | -            | -            | -            | -            | -            | -            | -            | -            |
|              | -            | -            | -            | -            | -            | -            | -            | -            |
|              | -            | -            | -            | -            | -            | -            | -            | -            |
|              | 17.32        | 50.00        | 3.92         | 8.80         | 5.75         | 31.00        | 0.60         | 2.60         |
|              | 27.69        | 74.00        | 5.78         | 12.80        | 5.49         | 30.00        | 0.55         | 2.40         |
|              | 49.81        | 118.00       | 9.65         | 20.80        | 6.42         | 31.00        | 0.59         | 2.60         |
|              | 51.38        | 117.00       | 9.91         | 20.80        | 6.09         | 34.00        | 0.53         | 2.60         |
|              | 57.26        | 129.00       | 10.83        | 22.40        | 4.95         | 30.00        | 0.43         | 2.40         |

Kapikule-Kapitan Andreevo

| Brest-Małaszewicze | Kaliningrad |
|--------------------|-------------|
| Journey Time       | Q<sub>1</sub> | Q<sub>f</sub> | Q<sub>1</sub> | Q<sub>f</sub> | J<sub>1</sub> | J<sub>f</sub> |
| Avg                | Max         | Avg         | Max         | Avg         | Max         | Max         |
| -                  | -           | -           | -           | -           | -           | -           |
| -                  | -           | -           | -           | -           | -           | -           |
| -                  | -           | -           | -           | -           | -           | -           |
| 17.32              | 50.00       | 3.92        | 8.80        | 5.75        | 31.00       | 0.60        |
| 27.69              | 74.00       | 5.78        | 12.80       | 5.49        | 30.00       | 0.55        |
| 49.81              | 118.00      | 9.65        | 20.80       | 6.42        | 31.00       | 0.59        |
| 51.38              | 117.00      | 9.91        | 20.80       | 6.09        | 34.00       | 0.53        |
| 57.26              | 129.00      | 10.83       | 22.40       | 4.95        | 30.00       | 0.43        |

Case II

| Journey Time       | Q<sub>1</sub> | Q<sub>f</sub> | Q<sub>1</sub> | Q<sub>f</sub> | J<sub>1</sub> | J<sub>f</sub> |
|--------------------|--------------|--------------|--------------|--------------|--------------|--------------|
| Avg                | Max          | Avg          | Max          | Avg          | Max          | Max          |
| -                  | -            | -            | -            | -            | -            | -            |
| -                  | -            | -            | -            | -            | -            | -            |
| -                  | -            | -            | -            | -            | -            | -            |
| 17.32              | 50.00        | 3.92         | 8.80         | 5.75         | 31.00        | 0.60         |
| 27.69              | 74.00        | 5.78         | 12.80        | 5.49         | 30.00        | 0.55         |
| 49.81              | 118.00       | 9.65         | 20.80        | 6.42         | 31.00        | 0.59         |
| 51.38              | 117.00       | 9.91         | 20.80        | 6.09         | 34.00        | 0.53         |
| 57.26              | 129.00       | 10.83        | 22.40        | 4.95         | 30.00        | 0.43         |
| Table 15. Comparison of three indexes—EMLI, GCI, and LPI |
|----------------------------------------------------------|
| Emerging Market Logistics Index (EMLI) | Global Competitive Index (GCI) | Logistics Performance Index (LPI) |
| **Issuing authority** | | |
| Agility | World Economic Forum | World Bank Group |
| Countries | | |
| 50 | 141 | 167 |
| **Components** | | |
| (1) “Domestic Logistics Opportunities” | (1) “Institutions” | (1) “Customs” |
| (2) “International Logistics Opportunities” | (2) “Infrastructure” | (2) “Infrastructure” |
| (3) “Business Fundamentals” | (3) “ICT adoption” | (3) “International shipments” |
| | (4) “Macroeconomic stability” | (4) “Logistics competence” |
| | (5) “Health” | (5) “Tracking and tracing” |
| | (6) “Skills” | (6) “Timeliness” |
| | (7) “Product market” | | |
| | (8) “Labor market” | | |
| | (9) “Financial system” | | |
| | (10) “Market size” | | |
| | (11) “Business dynamism” | | |
| | (12) “Innovation capability” | | |
| **Publication Years** | | |
| 2011–2020 | 2008–2019 | 2012, 2014, 2016, and 2018 |
| **Scale of measurement** | | |
| 0–10 (higher is better) | 0–100 (higher is better) | 1–5 (higher is better) |
| **Methodology** | | |
| Survey based. Equal aggregate of three components—33%. The three components are further divided into 16 indicators at disaggregate level holding same weightage for its component. | Survey based. There are 104 indicators at disaggregate level forming 12 components. An average is taken by combining different indicators within each component followed by weight-based aggregation for 12 indicators. The results are then combined into a value by mean. | Survey based. Calculated by principal component analysis (PCA) to reduce data set dimensions. Values are normalized before doing PCA. LPI is very close the average of its components. |
| **Literature review** | | |
| • Anatoliivna et al., 2016 use LPI and EMLI to study enterprise distribution system in the context of Ukraine but lacks a comparison between both. | • Xia et al., 2012 highlight it to be lesser stable and concluded that GCI’s national culture indicator should be redefining by WEF for it to have better correlation with economy. | • Martl et al., 2014 relate LPI with international trade through gravity equations by region from 2007 to 2012. |
| | • (Raimbekov, et al., 2017 compare logistical weightage in different indicators in the context of EAEU countries, thus ranking them as follow (low-to-high): | • Rezaei et al., 2018 use Best Worst Method (BWM) to assign weightage to each of six indicators in contrast to equal weights. |
| | WCR by IMD (least logistics weightage) | • Baysenboev & Dus, 2020 proposed an Improved LPI (ILPI), thus showing its effect on countries ranking due to its subjective nature. |
| | • GCI by WEF | • Luttermann et al., 2020 used empirical approach to compare GCI and LPI in 20 Asian countries through empirical methods with FDI and general trade and found LPI to be better than GCI for comparison. |
| | • DBI by WBG | • Civelek et al., 2015 compare the effect of GDP and GCI and LPI as a mediator variable. Authors found it to be statistically significant. |
| | • ETI by WEF | | |
| | • LPI by WBG (most logistics weightage) | | |
| **Comments** | | |
| • Emerging markets only | • Inclined toward economic growth. | • No inclination toward other parameters than logistics. |
| • Socioeconomic inclination | • Aggregate of indicators that are not important in this study in this study, thus lesser logistics weightage. | • Highest logistics weightage compared to other indexes. |
