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Abstract  
We provide several asymptotic expansions of the prime counting function \( \pi(x) \) and related functions. We define an asymptotic continued fraction expansion of a complex-valued function of a real or complex variable to be a possibly divergent continued fraction whose approximants provide an asymptotic expansion of the given function. We show that, for each positive integer \( n \), two well-known continued fraction expansions of the exponential integral function \( E_n(z) \) correspondingly yield two asymptotic continued fraction expansions of \( \pi(x)/x \). We prove this by first establishing some general results about asymptotic continued fraction expansions. We show, for instance, that the “best” rational function approximations of a function possessing an asymptotic Jacobi continued fraction expansion are precisely the approximants of the continued fraction, and as a corollary we determine all of the best rational function approximations of the function \( \pi(e^x)/e^x \). Finally, we generalize our results on \( \pi(x) \) to any arithmetic semigroup satisfying Axiom A, and thus to any number field.
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1 Introduction

1.1 The prime counting function $\pi(x)$

This paper concerns the asymptotic behavior of the function $\pi : \mathbb{R}_{>0} \rightarrow \mathbb{R}$ that for any $x > 0$ counts the number of primes less than or equal to $x$: $\pi(x) = \#\{p \leq x : p \text{ is prime}\}, \quad x > 0.$

The function $\pi(x)$ is known as the prime counting function. We call the related function $p : \mathbb{R}_{>0} \rightarrow \mathbb{R}$ defined by $p(x) = \frac{\pi(x)}{x}, \quad x > 0,$

the prime density function. The number $p(n)$ for any positive integer $n$ represents the probability that a randomly selected integer from 1 to $n$ is prime.

The celebrated prime number theorem, proved independently by de la Vallée Poussin [10] and Hadamard [13] in 1896, states that $\pi(x) \sim \frac{x}{\log x} \quad (x \to \infty),$

where $\log x$ is the natural logarithm. The theorem can be expressed in the equivalent form $\lim_{x \to \infty} x^{p(x)} = e,$

which shows that the number $e$, like several other mathematical constants, encodes information about the distribution of the primes.

The prime number theorem was first conjectured by Gauss in 1792 or 1793, according to Gauss’ own recollection in his famous letter to Encke in 1849 [12]. The first actual published statement of something close to the conjecture was made by Legendre in 1798, which he refined further in 1808. Following Legendre and Gauss, we let $A$ denote the unique function $[2, \infty) \rightarrow \mathbb{R}$ such that $\pi(x) = \frac{x}{\log x - A(x)}$

for all $x \geq 2$, so that $A(x) = \log x - \frac{1}{p(x)}$. Legendre’s 1808 conjecture was that the limit $L := \lim_{x \to \infty} A(x)$ exists and is approximately equal to 1.08366. The limit $L$ is now often referred to as Legendre’s constant. In 1848, Chebyshev further refined Legendre’s conjecture by proving that if Legendre’s constant exists then it must equal 1 [4]. Regarding the function $A$, Gauss made in his 1849 letter to Encke some very prescient remarks (English translation):
It appears that, with increasing $n$, the (average) value of $A$ decreases; however, I dare not conjecture whether the limit as $n$ approaches infinity is 1 or a number different from 1. I cannot say that there is any justification for expecting a very simple limiting value; on the other hand, the excess of $A$ over 1 might well be a quantity of the order of \( \frac{1}{\log n} \).

Gauss’ speculations turned out to be correct, in that

\[
A(x) - 1 \sim \frac{1}{\log x} \quad (x \to \infty).
\]  

(1.1)

A consequence of (1.1) is that Legendre’s constant exists and is equal to 1, which in turn implies the prime number theorem.

In 1848 [4, p. 153], Chebyshev noted the asymptotic expansion

\[
\lim(x) = \int_0^x \frac{dt}{\log t},
\]

where the Cauchy principal value of the integral is assumed. Since it is straightforward to show using integration by parts that \( \lim(x) \sim \frac{x}{\log x} \quad (x \to \infty) \), the prime number theorem is equivalent to

\[
\pi(x) \sim \lim(x) \quad (x \to \infty).
\]

The **prime number theorem with error term**, proved in 1899 by de la Vallée Poussin [11], states that there exists a constant $c > 0$ such that

\[
\pi(x) = \lim(x) + O \left( xe^{-c\sqrt{\log x}} \right) \quad (x \to \infty).
\]

Since \( x^t = o(e^{c\sqrt{\log x}}) \quad (x \to \infty) \) for all $t > 0$ and all $c > 0$, the prime number theorem with error term implies that

\[
\pi(x) = \lim(x) + o \left( \frac{1}{(\log x)^t} \right) \quad (x \to \infty),
\]

(1.2)

for all $t > 0$, where also \( \lim(x) = \frac{1}{x \int_0^x \frac{dt}{\log t}} \) is the principal average value of \( \frac{1}{\log t} \) on the interval \([0, x]\). This weaker form of the prime number theorem with error term implies (1.1), and it is sufficient for many other applications, including all of those proved in this paper. By contrast, more advanced research on the prime counting function is directed at strengthening the prime number theorem with error term, ideally to the conjecture \( \pi(x) = \lim(x) + O \left( \frac{\log x}{\sqrt{x}} \right) \quad (x \to \infty) \), which, famously, is equivalent to the Riemann hypothesis [17].

1.2 Known asymptotic expansions of \( \pi(x) \)

In this section we assume the reader is familiar with the notion of an asymptotic expansion of a function [6, Chapter 2] [8, Chapter 1] [9, Chapter 1]. Section 2.1 contains all of the background on asymptotic expansions needed for this paper.

In 1848 [4, p. 153], Chebyshev noted the asymptotic expansion

\[
\frac{\lim(x)}{x} \simeq \sum_{k=0}^\infty \frac{k!}{(\log x)^{k+1}} \quad (x \to \infty).
\]

(1.3)
This asymptotic expansion is now well known (see [25, Section 10.3], for example) and follows from the fact that

$$\text{li}(x) - \sum_{k=0}^{n-1} \frac{k! x}{(\log x)^{k+1}} = \int_e^x \frac{n! dt}{(\log t)^{n+1}} + C_n \sim \frac{n! x}{(\log x)^{n+1}} \ (x \to \infty)$$

for all nonnegative integers $n$, where $C_n$ is a constant and the given equality is proved by repeated integration by parts. From (1.2) and (1.3), we see that $p(x)$ has the same asymptotic expansion as $\text{li}(x)/x$, namely,

$$p(x) \simeq \sum_{k=0}^\infty \frac{k!}{(\log x)^{k+1}} \ (x \to \infty).$$

(1.4)

In fact, assuming (1.3), it follows easily that (1.2) and (1.4) are equivalent. Thus, the asymptotic expansion (1.4) carries essentially the same information as the weak version (1.2) of the prime number theorem with error term. Note that the series $\sum_{k=0}^\infty \frac{k!}{(\log x)^{k+1}}$ is divergent for all $x$, and the definition of asymptotic expansions equates (1.4) with the statement

$$p(x) - \sum_{k=0}^{n-1} \frac{k!}{(\log x)^{k+1}} \sim \frac{n!}{(\log x)^{n+1}} \ (x \to \infty), \quad \text{for all } n \geq 1.$$

which for $n = 2$ can be shown to yield (1.1).

An interesting reformulation of the asymptotic expansion (1.4) is a result proved by Panaitopol in 2000 [22, Theorem 1.5] and is sequence A233824 of the On-Line Encyclopedia of Integer Sequences (OEIS). By those two theorems, $k_n$ for any $n \geq 0$ is equal to the number of indecomposable permutations of $\{1, 2, 3, \ldots, n\}$, where a permutation of $\{1, 2, 3, \ldots, n\}$ is said to be indecomposable if it does not fix $\{1, 2, 3, \ldots, j\}$ for any $1 \leq j < n$.

One can see that Panaitopol’s result (1.5) is equivalent to (1.4) as follows. First, note that the asymptotic expansion (1.4), by the change of variable $x \mapsto e^x$, has the equivalent “linearized” representation as

$$p(e^x) \simeq \sum_{k=0}^\infty \frac{k!}{x^k} \ (x \to \infty).$$

(1.6)

Reciprocating the asymptotic expansion of $p(e^x)$ above yields the asymptotic expansion

$$A(e^x) = x - \frac{1}{p(e^x)} \simeq \sum_{k=0}^\infty \frac{N_k}{x^k} \ (x \to \infty),$$

(1.7)
where \( \{N_k\} \) is the sequence whose generating function \( \sum_{k=0}^{\infty} N_k z^k \) is given by \( \frac{1}{z} - \frac{1}{z \sum_{k=0}^{\infty} k! z^k} \). But by [5, (1) and (2)] the sequence \( \{I_k\} \) has generating function \( \sum_{k=0}^{\infty} I_k z^k = 1 - \frac{1}{z \sum_{k=0}^{\infty} k! z^k} \). It follows that \( N_k = I_{k+1} \) for all \( k \). Changing back to a linear scale, (1.7) becomes

\[
A(x) \simeq \sum_{k=0}^{\infty} \frac{I_{k+1}}{(\log x)^k} \quad (x \to \infty),
\]

which is a restatement (1.5) in terms of asymptotic expansions. Clearly this argument is reversible, and therefore (1.4)–(1.8) are all equivalent. These statements show in particular that the sequences \( \{n!\} \), \( \{k_n\} \), and \( \{I_n\} \) encode information about the distribution of the primes. We provide several other examples of this phenomenon in Section 4.2.

A graph of the function \( A(e^x) \) and of the first five terms of the asymptotic expansion (1.7) of \( A(e^x) \) are provided in Figure 1. Note, as a consequence of (1.8), that

\[
A(x) - 1 - \frac{1}{\log x} \sim \frac{3}{(\log x)^2} \quad (x \to \infty),
\]

which in turn implies (1.1).

![Figure 1: Approximations of \( A(e^x) \)](image)

1.3 Main results on \( \pi(x) \)

The primary goal of this paper is to derive various asymptotic expansions of the prime counting function, all of which either generalize or are in some sense equivalent to (1.4). The most novel of these are asymptotic continued fraction expansions. We say that an asymptotic continued fraction expansion of a real or complex function \( f(x) \) is a possibly divergent continued fraction whose approximants \( w_n(x) \) provide an asymptotic expansion

\[
f(x) - w_0(x) \simeq \sum_{n=1}^{\infty} (w_n(x) - w_{n-1}(x)) \quad (x \to \infty)
\]

of \( f(x) - w_0(x) \) with respect to the sequence \( \{w_n(x) - w_{n-1}(x)\}_{n=1}^{\infty} \), which is assumed to be an asymptotic sequence, that is, to satisfy \( w_{n+1}(x) - w_n(x) = o(w_n(x) - w_{n-1}(x)) \) \((x \to \infty)\) for all \( n \geq 1 \). A more detailed definition is given in Section 2.2. In Sections 2.3–2.5, we establish some general function-theoretic results about asymptotic continued fraction expansions that have interest independently of the prime counting function. The results in those sections, namely, Theorems 2.7 and 2.10 and Corollary 2.8, are natural extensions of the theory of continued fractions to asymptotic continued fraction expansions that are worth making explicit. Theorem 2.7, for example, shows that the “best” rational function approximations of a function possessing an asymptotic Jacobi continued fraction expansion are precisely the approximants of the continued fraction.
Theorem 1.1. One has the following asymptotic continued fraction expansions.

We initially conjectured the theorem on the basis of the following observations. Let \(a \in \mathbb{R}\). Since

\[
\frac{1}{\log x - a} = \sum_{k=0}^{\infty} \frac{a^k}{(\log x)^{k+1}} = \frac{1}{\log x} + \frac{a}{(\log x)^2} + \frac{a^2}{(\log x)^3} + O\left(\frac{1}{(\log x)^4}\right) \quad (x \to \infty)
\]

for all \(x > e^a\), the asymptotic expansion (1.4) of \(p(x)\) implies that

\[
p(x) - \frac{1}{\log x - a} \sim \begin{cases} 
1 - a \left(\frac{x}{\log x}\right)^2 & (x \to \infty) \quad \text{if } a \neq 1 \\
1 \left(\frac{x}{\log x}\right)^3 & (x \to \infty) \quad \text{if } a = 1.
\end{cases}
\]

(1.9)

It follows that \(a = 1\) is optimal in the approximation \(p(x) \approx \frac{1}{\log x - a}\). Since \(A(x) - 1 \sim \frac{1}{\log x - a} (x \to \infty)\), it is natural, given the analysis above, to seek an \(a \in \mathbb{R}\) that is optimal in the approximation \(A(x) - 1 \approx \frac{1}{\log x - a}\). A similar analysis shows that Panaitopol’s asymptotic expansion (1.8) of \(A(x)\) yields the answer \(a = I_3 = 3:\)

\[
A(x) - 1 - \frac{1}{\log x - a} \sim \begin{cases} 
\frac{3 - a}{(\log x)^2} & (x \to \infty) \quad \text{if } a \neq 3 \\
\frac{4}{(\log x)^3} & (x \to \infty) \quad \text{if } a = 3.
\end{cases}
\]

(1.9)

(where \(4 = I_4 - 3^2\)). We may then repeat the argument yet again by analyzing the unique function \(B(x)\) such that \(A(x) - 1 = \frac{1}{\log x - B(x)}\). This can be done by hand, but WolframAlpha (and Theorem 2.7) offers a shortcut: compute \(\lim_{x \to \infty} ((B(x) - 3) \log x)\) to find that the limit is 4, so that \(B(x) - 3 \approx \frac{4}{\log x} (x \to \infty)\); then compute \(\lim_{x \to \infty} (\log x - \frac{4}{B(x) - 3})\) to find that the limit is 5, so that \(b = 4\) and \(a = 5\) are optimal in the approximation \(B(x) - 3 \approx \frac{b}{\log x - a}\). This can be repeated several more times. These observations eventually led us to formulate the notion of an asymptotic continued fraction expansion and to conjecture that \(A(x)\) is optimal in the approximation \(A(x) - 1 \approx \frac{1}{\log x - a}\), and \(A(x) - 1 \approx \frac{1}{\log x - a}\), and \(A(x) - 1 \approx \frac{1}{\log x - a}\) are the initial approximants of an asymptotic continued fraction expansion of \(p(x)\).

To prove the conjecture and derive the full expansion, we use Corollary 2.8 along with the asymptotic expansion (1.4) and the result of Stieltjes [27, No. 57] that the formal continued fraction \(\sum_{k=1}^{\infty} \frac{x}{1 - \frac{x}{1 - \frac{2x}{1 - \frac{3x}{1 - \cdots}}} \cdots} \) converges \((z)\)-adically in \(\mathbb{C}\) to \(\sum_{k=0}^{\infty} k \frac{z^{k+1}}{k!}\), to prove the following.

**Theorem 1.1.** One has the following asymptotic continued fraction expansions.

1. \(p(x) \approx \frac{\log x}{1 - \frac{\log x}{1 - \frac{\log x}{1 - \frac{\log x}{1 - \frac{\log x}{1 - \cdots}}} \cdots} (x \to \infty)\).

2. \(p(x) \approx \frac{1}{\log x - 1} - \frac{\log x - 3}{\log x - 5} - \frac{\log x - 7}{\log x - 9} - \cdots (x \to \infty)\).

3. \(A(x) \approx \frac{\log x}{1 - \frac{\log x}{1 - \frac{\log x}{1 - \frac{\log x}{1 - \frac{\log x}{1 - \cdots}}} \cdots} (x \to \infty)\).

4. \(A(x) \approx 1 + \frac{1}{\log x - 3} - \frac{\log x - 5}{\log x - 7} - \frac{\log x - 9}{\log x - 11} - \cdots (x \to \infty)\).
To be more explicit, let \( w_n(x) \) denote the \( n \)th approximant of the continued fraction in statement (2) of the theorem (so that \( w_0(x) = 0 \) and \( w_1(x) = \frac{1}{\log x} \)), which by [27, J.3] coincides with the 2\( n \)th approximant of the continued fraction in statement (1). Statement (2) of the theorem is to be interpreted as the asymptotic expansion

\[
p(x) \approx \sum_{n=1}^{\infty} (w_n(x) - w_{n-1}(x)) \quad (x \to \infty).
\] (1.10)

But, by [28, (42.9)] (or by (1.10)), one has \( w_{n+1}(x) - w_n(x) \sim \frac{(n!)^2}{(\log x)^{2n+1}} \quad (x \to \infty) \) for all \( n \geq 0 \). This implies, by the definition of asymptotic expansions, that (1.10) is equivalent to

\[
p(x) - w_n(x) \sim \frac{(n!)^2}{(\log x)^{2n+1}} \quad (x \to \infty), \quad \text{for all } n \geq 0.
\] (1.11)

Thus, statement (2) of Theorem 1.1 is essentially equivalent to (1.11). Note that (1.11) for \( n = 0 \) is the prime number theorem, and for \( n = 1 \) it is equivalent to (1.9).

Theorem 1.1 is proved in Section 3.1. It is also proved in that section that the approximants \( w_n(x) \) above are precisely the “best” approximations of \( p(x) \) that are rational functions of \( \log x \), or, in other words, the functions \( w_n(e^x) \) are precisely the “best” rational function approximations of \( p(e^x) \), in the following sense: the functions \( w_n(e^x) \) are precisely those rational functions \( w \in \mathbb{R}(x) \) such that \( v = w \) for every rational function \( v \in \mathbb{R}(x) \) of degree at most \( \deg w \) such that \( p(e^x) - v(x) = O(p(e^x) - w(x)) \quad (x \to \infty) \). Figure 2 provides a graph of the function \( p(e^x) \) and the approximants \( w_n(e^x) \) for \( n = 1, 2, 3, 4 \). Note that the denominator of the rational function \( w_n(e^x) \) is the \( n \)th monic Laguerre polynomial [18].

![Figure 2: The first four best nonconstant rational approximations of \( p(e^x) \)](image)

The notions of an asymptotic continued fraction expansion and a best rational function approximation seem to be absent from the existing literature, and it was the discovery of Theorem 1.1 that motivated us to introduce them here. Curiously, two more asymptotic continued fraction expansions of \( p(x) \) and \( A(x) \) follow immediately from (1.4) and the identity

\[
\sum_{k=0}^{n} k!z^{k+1} = \frac{z}{1-z} - \frac{2z}{1+2z} - \frac{3z}{1+3z} - \frac{4z}{1+4z} - \cdots - \frac{nz}{1+nz}, \quad n \geq 0.
\]

The identity can be verified easily by induction from the well-known recurrence relation [28, (1.4)] for the numerator or denominator \( C_n(z) \) of the \( n \)th approximant \( u_n(z) \) of a continued fraction, which for the continued fraction

\[
z - \frac{z}{1+2z} - \frac{2z}{1+3z} - \frac{3z}{1+4z} - \cdots = \frac{1}{z} - \frac{1}{z+1} - \frac{2}{z+2} - \frac{3}{z+3} - \frac{4}{z+4} - \cdots
\]
is the recurrence relation
\[ C_{k+1}(z) = (1 + kz)C_k(z) - (kz)C_{k-1}(z), \quad k \geq 1. \]

It follows that \( u_n(z) = \sum_{k=0}^{n} \frac{k!}{(\log x)^{k+1}} \) for all \( n \), where \( z = \frac{1}{\log x} \). From the definition of an asymptotic continued fraction expansion, then, we obtain the four restatements of (1.4) provided in the following proposition.

**Proposition 1.2.** One has the following asymptotic continued fraction expansions.

1. \( p(x) \simeq \frac{1}{\log x} - \frac{1}{1 + \frac{1}{\log x}} - \frac{2}{1 + \frac{2}{\log x}} - \frac{3}{1 + \frac{3}{\log x}} - \frac{4}{1 + \frac{4}{\log x}} - \cdots \quad (x \to \infty). \)

2. \( p(x) \simeq \frac{1}{\log x} - \frac{1}{\log x + 1} - \frac{2}{\log x + 2} - \frac{3}{\log x + 3} - \frac{4}{\log x + 4} - \cdots \quad (x \to \infty). \)

3. \( A(x) \simeq \frac{1}{\log x} - \frac{1}{\log x + 1} - \frac{2}{\log x + 2} - \frac{3}{\log x + 3} - \frac{4}{\log x + 4} - \cdots \quad (x \to \infty). \)

4. \( A(x) \simeq \frac{1}{\log x} - \frac{1}{\log x + 1} - \frac{2}{\log x + 2} - \frac{3}{\log x + 3} - \frac{4}{\log x + 4} - \cdots \quad (x \to \infty). \)

In Section 3.2, we prove the following generalization of Theorem 1.1, along with an analogous generalization of Proposition 1.2.

**Theorem 1.3.** For every nonnegative integer \( n \) one has the asymptotic continued fraction expansions
\[
p_n(x) \simeq \frac{1}{\log x} - \frac{1}{\log x - 1} - \frac{1-n}{\log x - 3} - \frac{1+n}{\log x - 5} - \frac{2}{\log x - 7} - \cdots \quad (x \to \infty),
\]
and
\[
p_n(x) \simeq \frac{1}{\log x + 1} - \frac{1-n}{\log x + 1} - \frac{1+n}{\log x + 3} - \frac{2}{\log x + 5} - \frac{3}{\log x + 7} - \cdots \quad (x \to \infty),
\]
where \( p_n(x) = \frac{(\log x)^n}{n!} \left( p(x) - \sum_{k=0}^{n-1} \frac{k!}{(\log x)^{k+1}} \right) \). Moreover, the same asymptotic continued fraction expansions hold for the function \( l_n(x) = \frac{(\log x)^n}{n!} \left( \frac{1}{x} - \sum_{k=0}^{n-1} \frac{k!}{(\log x)^{k+1}} \right) \).

In Section 3.4, we provide an alternative proof of Theorem 1.1 (resp., Theorem 1.3) from the measure-theoretic consequences of Stieltjes’ theory of continued fractions [27], applied to the probability measure \( \gamma_0 \) (resp., \( \gamma_n \)) on \([0, \infty)\) with density function \( e^{-t} \) (resp., \( \frac{e^{-t}}{t} \)), which is known as the **exponential distribution with rate parameter 1** (resp., **gamma distribution with shape parameter \( n + 1 \) and rate parameter 1**). The measure \( \gamma_n \) is the unique Borel measure \( \mu \) on \([0, \infty)\) whose Stieltjes transform \( \int_{-\infty}^{\infty} \frac{\mu(t)}{x - t} \) is equal to \(-e^{-z}E_{n+1}(-z)\) on \( \mathbb{C} \setminus [0, \infty)\), where \( E_n(z) = z^{-n} \int_{-\infty}^{\infty} e^{-t} \frac{e^{-t}}{x+t} \) denotes the exponential integral function. Our alternative proof of Theorems 1.1 and 1.3 explains the theorems’ apparent connection to the well-known continued fraction expansions
\[
-e^{-z}E_{n+1}(-z) = \frac{1}{z} - \frac{1}{z-1} - \frac{1}{z-2} - \frac{1}{z-3} - \cdots \quad (1.12)
\]
and
\[
-e^{-z}E_{n+1}(-z) = \frac{1}{z} - \frac{1}{z-1} - \frac{1}{z-2} - \frac{1}{z-3} - \cdots \quad (1.13)
\]
of \(-e^{-z}E_{n+1}(-z)\) on \( \mathbb{C} \setminus [0, \infty)\), and to the fact that \( l_n(e^x) = \text{Re}(-e^{-x}E_{n+1}(-x)) \) for all \( x \in (0, \infty) \).
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2 Asymptotic continued fraction expansions

2.1 Asymptotic expansions

In this section we provide some background on the theory of asymptotic expansions.

Let \( a \) be a limit point of a topological space \( \mathfrak{X} \). (The reader may assume throughout this section that \( \mathfrak{X} \) is a subspace of \( \mathbb{R} \cup \{\pm \infty\} \) or \( \mathbb{C} \cup \{\infty\} \); however, the definitions and results easily generalize to any topological space \( \mathfrak{X} \), e.g., to \( \mathfrak{X} \) a subspace of \((\mathbb{C} \cup \{\infty\})^n\) for any positive integer \( n \), and the more general presentation serves to simplify the discussion.) Let \( f \) and \( g \) be complex-valued functions whose domains are arbitrary sets. We write

\[
f(x) = O(g(x)) \ (x \to a)_{\mathfrak{X}}
\]

if for some \( M > 0 \) there exists a punctured neighborhood \( U \subseteq \mathfrak{X} \) of \( a \) such that \( |f(x)| \leq M|g(x)| \) for all \( x \in U \). We write

\[
f(x) = o(g(x)) \ (x \to a)_{\mathfrak{X}}
\]

if for every \( M > 0 \) there exists a punctured neighborhood \( U \subseteq \mathfrak{X} \) of \( a \) such that \( |f(x)| \leq M|g(x)| \) for all \( x \in U \). Also, we write

\[
f(x) \sim g(x) \ (x \to a)_{\mathfrak{X}}
\]

if \( f(x) - g(x) = o(g(x)) \ (x \to a)_{\mathfrak{X}} \).

Remark 2.1.

1. Both of the conditions \( f(x) = o(g(x)) \ (x \to a)_{\mathfrak{X}} \) and \( f(x) \sim g(x) \ (x \to a)_{\mathfrak{X}} \) are stronger than the condition \( f(x) = O(g(x)) \ (x \to a)_{\mathfrak{X}} \) and all three require that \( f \) and \( g \) be defined on a punctured neighborhood of \( a \). The relation \( \sim \) is an equivalence relation, the relations \( O \) and \( o \) are transitive and invariant under \( \sim \)-equivalence, on the class of all functions defined in a punctured neighborhood of \( a \). If \( f(x) = O(g(x)) \ (x \to a)_{\mathfrak{X}} \) and \( g(x) = o(h(x)) \ (x \to a)_{\mathfrak{X}} \), or if \( f(x) = o(g(x)) \ (x \to a)_{\mathfrak{X}} \) and \( g(x) = O(h(x)) \ (x \to a)_{\mathfrak{X}} \), then \( f(x) = o(h(x)) \ (x \to a)_{\mathfrak{X}} \). A function \( f \) is zero in a punctured neighborhood of \( a \) if and only if \( f(x) \sim 0 \ (x \to a)_{\mathfrak{X}} \).
2. If $g$ is nonzero in a punctured neighborhood of $a$, then one has

$$f(x) = O(g(x)) \ (x \to a)_X \iff \limsup_{x \to a} \left| \frac{f(x)}{g(x)} \right| < \infty,$$

$$f(x) = o(g(x)) \ (x \to a)_X \iff \lim_{x \to a} \frac{f(x)}{g(x)} = 0,$$

$$f(x) \sim g(x) \ (x \to a)_X \iff \lim_{x \to a} \frac{f(x)}{g(x)} = 1.$$

An asymptotic sequence over $X$ at $a$ is a sequence $\{\varphi_n\}_{n=1}^{\infty}$ of complex-valued functions $\varphi_n$ such that $\varphi_{n+1}(x) = o(\varphi_n(x)) \ (x \to a)_X$ for all $n \geq 1$. Let $\{\varphi_n\}$ be an asymptotic sequence over $X$ at $a$, let $f$ be a complex-valued function, let $\{a_n\}$ be a sequence of complex numbers, and $N$ a positive integer. The function $f$ is said to have an asymptotic expansion

$$f(x) \simeq \sum_{n=1}^{N} a_n \varphi_n(x) \ (x \to a)_X \quad (2.1)$$

of order $N$ over $X$ at $a$ with respect to $\{\varphi_n\}$ if

$$f(x) - \sum_{k=1}^{n} a_k \varphi_k(x) = o(\varphi_n(x)) \ (x \to a)_X \quad (2.2)$$

for all positive integers $n \leq N$ (or equivalently for $n = N$, given Remark 2.2(1) below). The function $f$ is said to have an asymptotic expansion

$$f(x) \simeq \sum_{n=1}^{\infty} a_n \varphi_n(x) \ (x \to a)_X \quad (2.3)$$

of order $\infty$ over $X$ at $a$ with respect to $\{\varphi_n\}$ if (2.2) holds for all positive integers $n$. In all of the definitions above, we replace “$(x \to a)_X$” with “$(x \to a)$” when $X$ is $\mathbb{R} \cup \{\pm \infty\}$ or $\mathbb{C} \cup \{\infty\}$. Often we also replace “$(x \to a)_X$” with “$(x \to a)_{X \setminus \{a\}}$” when $a = \pm \infty$.

**Remark 2.2.**

1. It is clear that, for a given positive integer $n$, condition (2.2) implies that

$$f(x) - \sum_{k=1}^{n-1} a_k \varphi_k(x) = o(\varphi_n(x)) \ (x \to a)_X, \quad (2.4)$$

which in turn implies that $f(x) - \sum_{k=1}^{n-1} a_k \varphi_k(x) = o(\varphi_{n-1}(x)) \ (x \to a)_X$ if $n \geq 2$. Consequently, the asymptotic expansion (2.3) holds if and only if either (2.2) or (2.4) holds for infinitely many integers $n \geq 1$, if and only if (2.4) holds for all $n \geq 1$.

2. For any positive integer $n$, if $a_n \neq 0$, then (2.2) is equivalent to

$$f(x) - \sum_{k=1}^{n-1} a_k \varphi_k(x) \sim a_n \varphi_n(x) \ (x \to a)_X.$$
Example 2.3. Important examples of asymptotic expansions over \( \mathbb{R} \) and \( \mathbb{C} \) follow from Taylor’s theorem: if \( f \) is real or complex function defined in a neighborhood of some number \( a \), then one has an asymptotic expansion \( f(x) \simeq \sum_{n=0}^{N} a_n (x-a)^n \) \( (x \to a) \) of \( f \) at \( a \) with respect to the asymptotic sequence \( \{(x-a)^n\} \) if and only if \( f \) is \( N \) times differentiable at \( a \), in which case \( a_n = \frac{f^{(n)}(a)}{n!} \) for all \( n \leq N \). This also applies to \( f \) over \( \mathbb{C} \) at \( \infty \) (resp., over \( \mathbb{R} \) at \( \infty \), over \( \mathbb{R} \) at \( -\infty \)) by considering the function \( f(1/x) \) with respect to the asymptotic sequence \( \{ \frac{1}{x} \} \) at \( 0 \) (resp., at \( 0^+ \), at \( 0^- \)). As a consequence, two asymptotic expansions at \( a \) with respect to \( \{(x-a)^n\} \) or at \( \infty \) with respect to \( \{ \frac{1}{x} \} \) can be added, subtracted, multiplied, divided, and composed just like formal power series. This is utilized throughout Section 4.2 and justifies our generating function derivation of (1.7).

References for the material above are [8] Chapter 1 and [9] Chapter 1. However, most references on asymptotic expansions, including [8] and [9], require that there be a punctured neighborhood of \( a \) on which all of the functions in a given asymptotic sequence are defined, or are even nonzero, while our definition only requires that each function individually is defined on a punctured neighborhood of \( a \). By Remark 3.2(1), those stronger assumptions are too restrictive for the statement of Theorem 1.1 and for our definition of an asymptotic continued fraction expansion given in the next section.

The following lemmas provide, respectively, a necessary and sufficient condition for two functions to have the same asymptotic expansion with respect to a given asymptotic sequence, and a natural condition under which two asymptotic sequences can be viewed as “equivalent.”

Lemma 2.4. Let \( a \) be a limit point of a topological space \( \mathcal{X} \), let \( \{ \varphi_n \} \) be an asymptotic sequence over \( \mathcal{X} \) at \( a \), let \( N \) be a positive integer, and let \( f \) and \( g \) be complex-valued functions. A given asymptotic expansion of \( f \) of order \( N \) over \( \mathcal{X} \) at \( a \) with respect to \( \{ \varphi_n \} \) is also an asymptotic expansion of \( g \) of order \( N \) over \( \mathcal{X} \) at \( a \) with respect to \( \{ \varphi_n \} \) if and only if \( f(x) - g(x) = o(\varphi_N(x)) \) \( (x \to a)_{\mathcal{X}} \).

Proof. Suppose that \( f(x) \simeq \sum_{n=1}^{N} a_n \varphi_n(x) \) \( (x \to a)_{\mathcal{X}} \) is an asymptotic expansion of \( f \) of order \( N \) over \( \mathcal{X} \) at \( a \), or equivalently, that \( f(x) - \sum_{n=1}^{N} a_n \varphi_n(x) = o(\varphi_N(x)) \) \( (x \to a)_{\mathcal{X}} \). If one has \( g(x) - \sum_{n=1}^{N} a_n \varphi_n(x) = o(\varphi_N(x)) \) \( (x \to a)_{\mathcal{X}} \), then subtracting we see that \( f(x) - g(x) = o(\varphi_N(x)) \) \( (x \to a)_{\mathcal{X}} \). The converse is also clear. The lemma follows. \( \Box \)

Lemma 2.5. Let \( a \) be a limit point of a topological space \( \mathcal{X} \), let \( \{ \varphi_n \} \) be an asymptotic sequence over \( \mathcal{X} \) at \( a \), and let \( \{ \psi_n \} \) be a sequence of complex-valued functions such that \( \psi_n(x) - \varphi_n(x) = o(\varphi_N(x)) \) \( (x \to a)_{\mathcal{X}} \) for all positive integers \( n \) and \( N \) with \( n \leq N \). Then \( \{ \psi_n \} \) is an asymptotic sequence over \( \mathcal{X} \) at \( a \) with \( \varphi_n(x) - \psi_n(x) = o(\psi_N(x)) \) \( (x \to a)_{\mathcal{X}} \) for all positive integers \( n \) and \( N \) with \( n \leq N \). Moreover, any asymptotic expansion \( f(x) \simeq \sum_{n=1}^{N} a_n \varphi_n(x) \) \( (x \to a)_{\mathcal{X}} \) of a complex-valued function \( f \) over \( \mathcal{X} \) at \( a \) with respect to \( \{ \varphi_n \} \) is equivalent to the asymptotic expansion \( f(x) \simeq \sum_{n=1}^{N} a_n \psi_n(x) \) \( (x \to a)_{\mathcal{X}} \) of \( f \) over \( \mathcal{X} \) at \( a \) with respect to \( \{ \psi_n \} \).

Proof. Without loss of generality we may assume that \( N \) is finite. For all \( n \) one has \( \psi_n(x) - \varphi_n(x) = o(\varphi_N(x)) \) \( (x \to a)_{\mathcal{X}} \) and therefore \( \psi_n(x) \sim \varphi_n(x) \) \( (x \to a)_{\mathcal{X}} \). It follows that \( \varphi_n(x) - \psi_n(x) = o(\varphi_N(x)) \) \( (x \to a)_{\mathcal{X}} \) for all \( n \leq N \) and that \( \{ \psi_n \} \) is an asymptotic sequence over \( \mathcal{X} \) at \( a \). If the asymptotic expansion \( f(x) \simeq \sum_{n=1}^{N} a_n \varphi_n(x) \) \( (x \to a)_{\mathcal{X}} \) holds, then

\[
\begin{align*}
f(x) - \sum_{n=1}^{N} a_n \psi_n(x) &= \left( f(x) - \sum_{n=1}^{N} a_n \varphi_n(x) \right) + \sum_{n=1}^{N} a_n (\psi_n(x) - \varphi_n(x)) \\
&= o(\varphi_N(x)) \ (x \to a)_{\mathcal{X}} \\
&= o(\varphi_N(x)) \ (x \to a)_{\mathcal{X}},
\end{align*}
\]

and therefore the asymptotic expansion \( f(x) \simeq \sum_{n=1}^{N} a_n \psi_n(x) \) \( (x \to a)_{\mathcal{X}} \) also holds. By symmetry, the reverse implication holds as well. The lemma follows. \( \Box \)
2.2 Asymptotic continued fraction expansions

In this section we introduce the notion of an asymptotic continued fraction expansion.

Let \( a \) be a limit point of a topological space \( X \). Let \( f, b_0, b_1, b_2, \ldots \) and \( a_1, a_2, \ldots \) be complex-valued functions, each of which individually has its domain containing a punctured neighborhood of \( a \). Consider the (formal) continued fraction

\[
b_0(x) + \frac{a_1(x)}{b_1(x) + \frac{a_2(x)}{b_2(x) + \frac{a_3(x)}{b_3(x) + \cdots}}} = b_0(x) + \frac{a_1(x)}{b_1(x) + \frac{a_2(x)}{b_2(x) + \frac{a_3(x)}{b_3(x) + \cdots}}}
\]

Let

\[
w_n(x) = b_0(x) + \frac{a_1(x)}{b_1(x) + \frac{a_2(x)}{b_2(x) + \frac{a_3(x)}{b_3(x) + \cdots}}} = b_0(x) + \frac{a_1(x)}{b_1(x) + \frac{a_2(x)}{b_2(x) + \frac{a_3(x)}{b_3(x) + \cdots}}}
\]

for all \( n \geq 0 \) denote the \textit{n\textsuperscript{th} approximant} of the given continued fraction, where \( w_0(x) = b_0(x) \) (and where the domain of \( w_n(x) \) is the largest possible so that the expression above is defined). We write

\[
f(x) \simeq b_0(x) + \frac{a_1(x)}{b_1(x) + \frac{a_2(x)}{b_2(x) + \frac{a_3(x)}{b_3(x) + \cdots}}} \quad (x \to a)_X
\]

if \( \{w_n(x) - w_{n-1}(x)\}_{n=1}^{\infty} \) is an asymptotic sequence over \( X \) at \( a \) and

\[
f(x) - w_0(x) \simeq \sum_{n=1}^{\infty} (w_n(x) - w_{n-1}(x)) \quad (x \to a)_X
\]

is an asymptotic expansion of \( f(x) \) over \( X \) with respect to \( \{w_n(x) - w_{n-1}(x)\} \). In that case we say that (2.5) is an \textit{asymptotic continued fraction expansion of \( f \) over \( X \) at \( a \)}. Thus, (2.5) is an asymptotic continued fraction expansion of \( f \) over \( X \) at \( a \) if and only if

\[
w_{n+1}(x) - w_n(x) = o(w_n(x) - w_{n-1}(x)) \quad (x \to a)_X
\]

and

\[
f(x) - w_n(x) = o(w_n(x) - w_{n-1}(x)) \quad (x \to a)_X
\]

for all \( n \geq 1 \).

\textbf{Remark 2.6.}

1. By Remark 2.2, condition (2.7) can be replaced with

\[
f(x) - w_n(x) = O(w_{n+1}(x) - w_n(x)) \quad (x \to a)_X
\]

and with

\[
f(x) - w_n(x) \sim w_{n+1}(x) - w_n(x) \quad (x \to a)_X.
\]

More precisely, the asymptotic continued fraction expansion (2.5) holds if and only if (2.6) holds for all \( n \geq 1 \) and any one of the three conditions (2.7), (2.8), (2.9) holds for infinitely many \( n \geq 1 \), in which case all three of the conditions hold for all \( n \geq 1 \).
2. \( \{ w_n(x) - w_{n-1}(x) \} \) is an asymptotic sequence over \( \mathbb{X} \) at \( a \) if and only if \( w_I(x) - w_n(x) \sim w_m(x) - w_n(x) \) \((x \to a)_{\mathbb{X}} \) for all \( m, n, l \geq 0 \) with \( m > n \) and \( l > n \), or equivalently with \( m = n + 1 \) and \( l = n + 2 \).

3. The asymptotic continued fraction expansion (2.5) holds if and only if \( f(x) - w_n(x) \sim w_m(x) - w_n(x) \) \((x \to a)_{\mathbb{X}} \) for all \( n, m \geq 0 \) with \( m > n \), or equivalently with \( n < m \leq n + 2 \).

4. If the asymptotic continued fraction expansion (2.5) holds, then
   \[
   f(x) \sim b_0(x) \ (x \to a)_{\mathbb{X}} \iff w_1(x) \sim b_0(x) \ (x \to a)_{\mathbb{X}} \iff f(x) \sim w_n(x) \ (x \to a)_{\mathbb{X}} \text{ for all } n.
   \]

5. If \( f(x) - b_0(x) \) and \( a_1(x) \) are nonzero in a neighborhood of \( a \), then the asymptotic continued fraction expansion (2.5) holds if and only if \( \frac{a_1(x)}{f(x) - b_0(x)} \sim b_1(x) \ (x \to \infty)_{\mathbb{X}} \) and one has the asymptotic continued fraction expansion
   \[
   \frac{a_1(x)}{f(x) - b_0(x)} \sim b_1(x) + \frac{a_2(x)}{b_2(x)} + \frac{a_3(x)}{b_3(x)} + \cdots \ (x \to a)_{\mathbb{X}}.
   \]

For ease of notation one makes the identification
   \[
   b_0(x) \pm \frac{a_1(x)}{b_1(x)} - \frac{a_2(x)}{b_2(x)} - \frac{a_3(x)}{b_3(x)} - \cdots = b_0(x) + \pm \frac{a_1(x)}{b_1(x)} - \frac{a_2(x)}{b_2(x)} - \frac{a_3(x)}{b_3(x)} - \cdots,
   \]
and one identifies two formal continued fractions if they possess identical approximants.

The field \( \mathbb{C}((z)) = \mathbb{C}[[z]]/[1/z] \) of formal Laurent series in \( z \) is a complete normed field in the topology induced by the \((z)\)-adic topology on the DVR \( \mathbb{C}[[z]] \). We say that a formal continued fraction
   \[
   G(z) = b_0(z) + \frac{a_1(z)}{b_1(z)} + \frac{a_2(z)}{b_2(z)} + \frac{a_3(z)}{b_3(z)} + \cdots
   \]
with \( a_n(z), b_n(z) \in \mathbb{C}((z)) \) for all \( n \) converges formally to \( F(z) \in \mathbb{C}((z)) \) if \( F(z) = \lim_{n \to \infty} w_n(z) \) in the normed field \( \mathbb{C}((z)) \), or equivalently if \( F(z) = w_0(z) + \sum_{n=1}^{\infty} (w_n(z) - w_{n-1}(z)) \) in the normed field \( \mathbb{C}((z)) \), where \( w_n(z) \) is the \( n \)th approximant of \( G(z) \). For further details on formal convergence, see [20] Chapter V. Note that formal convergence is a special case of the more general notion of the convergence of a continued fraction over a normed field—and all of the other notions defined in Sections 2.1 and 2.2 can likewise be so generalized.

### 2.3 Jacobi continued fractions and best rational approximations

In this section we prove some general results about asymptotic Jacobi continued fraction expansions.

The degree \( \text{deg} \ w \) of a rational function \( w \in K(X) \) over a field \( K \) is equal to the maximum of the degree of the numerator and the degree of denominator of \( w \) when \( w \) is written as a quotient of two relatively prime polynomials in \( K[X] \). Let \( f \) be a complex function, and let \( \mathbb{X} \) be an unbounded subset of \( \mathbb{C} \). We say that a rational function \( w \in \mathbb{C}(z) \) is a best rational approximation of \( f(z) \) over \( \mathbb{X} \) (at \( \infty \)) if \( w \) is the unique rational function \( v \in \mathbb{C}(z) \) of degree at most \( \text{deg} \ w \) such that
   \[
   f(z) - v(z) = O(f(z) - w(z)) \ (z \to \infty)_{\mathbb{X}}.
   \]

A Jacobi continued fraction, or J-fraction, is a continued fraction of the form
   \[
   \frac{a_1}{z + b_1} - \frac{a_2}{z + b_2} - \frac{a_3}{z + b_3} - \cdots,
   \]
where \( a_n, b_n \in \mathbb{C} \) and \( a_n \neq 0 \) for all \( n \). The following theorem characterizes asymptotic Jacobi continued fraction expansions and shows that, if a given complex function has an asymptotic Jacobi continued fraction expansion, then the best rational approximations of the function are precisely the approximants of the continued fraction.
Theorem 2.7. Let \( \{a_n\} \) and \( \{b_n\} \) be sequences of complex numbers with \( a_n \neq 0 \) for all \( n \), and for all nonnegative integers \( n \) let \( w_n(z) \) denote the \( n \)-th approximant of the Jacobi continued fraction
\[
\frac{a_1}{z + b_1} - \frac{a_2}{z + b_2} - \frac{a_3}{z + b_3} - \cdots.
\]

One has the following.

1. \( w_n(z) \) is a rational function of degree \( n \) with \( w_n(z) \sim \frac{a_1}{z} \) \((z \to \infty)\) and
\[
w_n(z) - w_{n-1}(z) \sim \frac{a_1a_2 \cdots a_n}{z^{2n-1}} \quad (z \to \infty)
\]
for all \( n \geq 1 \). In particular, \( \{w_n(z) - w_{n-1}(z)\}_{n=1}^{\infty} \) is an asymptotic sequence at \( \infty \). Moreover, the given continued fraction converges formally to a series \( \sum_{k=1}^{\infty} \frac{a_k}{z^k} \) in \((1/z)\mathbb{C}[[1/z]]\).

2. Let \( f(z) \) be a complex function, and let \( \mathcal{X} \) be an unbounded subset of \( \mathbb{C} \). The following conditions are equivalent.

(a) \( f(z) \) has the asymptotic expansion \( f(z) \sim \sum_{k=1}^{\infty} \frac{a_k}{z^k} \) \((z \to \infty)\).

(b) \( f(z) \) has the asymptotic continued fraction expansion
\[
f(z) \sim \frac{a_1}{z + b_1} - \frac{a_2}{z + b_2} - \frac{a_3}{z + b_3} - \cdots \quad (z \to \infty).
\]

(c) \( f(z) - w_n(z) \sim \frac{a_1a_2 \cdots a_{n+1}}{z^{2n+1}} \) \((z \to \infty)\) for all nonnegative integers \( n \).

(d) \( f(z) - w_n(z) = O \left( \frac{1}{z^{2n+1}} \right) \) \((z \to \infty)\) for infinitely many (or all) nonnegative integers \( n \).

(e) \( w_n(z) \) for every nonnegative integer \( n \) is the unique rational function \( w(z) \in \mathbb{C}(z) \) of degree at most \( n \) such that \( f(z) - w(z) = O \left( \frac{1}{z^{2n+1}} \right) \) \((z \to \infty)\).

(f) For every positive integer \( n \) one has \( f_n(z) \sim \frac{a_{n+1}}{z} \) \((z \to \infty)\), where \( f_n(z) \) is the function defined by the equation
\[
f(z) = \frac{a_1}{z + b_1} - \frac{a_2}{z + b_2} - \frac{a_3}{z + b_3} - \cdots - \frac{a_{n-1}}{z + b_{n-1}} - \frac{a_n}{z + b_n - f_n(z)},
\]
or equivalently by the recurrence relation \( f_{n+1}(z) = z + b_{n+1} - \frac{a_{n+1}}{f_n(z)} \), where \( f_0(z) = f(z) \).

(g) For every positive integer \( n \), and for some (or all) \( d_n \in \mathbb{C} \), the function
\[
f(z) = \frac{a_1}{z + b_1} - \frac{a_2}{z + b_2} - \frac{a_3}{z + b_3} - \cdots - \frac{a_{n-1}}{z + b_{n-1}} - \frac{a_n}{z + b_n - d_n}
\]
is asymptotic over \( \mathcal{X} \) at \( \infty \) to \( \frac{a_1a_2 \cdots a_n}{z^{2n+1}}d_n \) if \( d_n \neq 0 \), or to \( \frac{a_1a_2 \cdots a_n}{z^{2n+1}} \) if \( d_n = 0 \).

3. If the equivalent conditions of statement (2) hold, then the best rational approximations of \( f(z) \) over \( \mathcal{X} \) are precisely the approximants \( w_n(z) \) for \( n \geq 0 \).

Proof. The (appropriately normalized) numerator \( A_n = A_n(z) \) and denominator \( B_n = B_n(z) \) of \( w_n(z) = \frac{A_n(z)}{B_n(z)} \) are uniquely determined by the well-known recurrence relations [28 (1.4)] (or [7 (1.3.1a) and (1.3.1b)]) and therefore by induction are polynomials of degree \( n-1 \) and \( n \), respectively, with \( B_n \) monic and \( A_n \) having leading coefficient \( a_1 \). Moreover, by [28 (42.9)] (which follows from the well-known determinant formula [28 (1.5)] [7 (1.3.4)]), one has
\[
w_n(z) - w_{n-1}(z) = \frac{a_1a_2 \cdots a_n}{B_n(z)B_{n-1}(z)},
\]
\[ (2.10) \]
and therefore $w_n(z) - w_{n-1}(z) \sim \frac{a_1 a_2 \cdots a_n}{z^{2n-1}} \ (z \to \infty)$. It also follows from (2.10) that

$$w_n(z) - w_{n-1}(z) = \frac{a_1 a_2 \cdots a_n}{z^{2n-1}} F_n(z)$$  \hspace{1cm} (2.11)

for some $F_n(z) \in \mathbb{C}[1/z]$ with constant term 1. From this it follows that the $w_n(z)$ converge (1/\$z$)-adically to a series $\sum_{k=1}^{\infty} \frac{c_k}{z^k} = \sum_{n=1}^{\infty} (w_n(z) - w_{n-1}(z))$ in $(1/z)\mathbb{C}[1/z]$. Statement (1) follows.

By statement (1) and Remark 2.6(1), statements (2)(b)–(d) are equivalent. We verify the equivalences until Section 2.5. To finish the proof of statement (2), then, we show that (2)(d) is equivalent to (2)(a)–(d). Rather than repeat the proof here, we defer the proof of those two equivalences until Section 2.5. From that theorem, it also follows that (2)(f) and (2)(g) are equivalent. Clearly (2)(e) implies (2)(d). To prove the converse, suppose that (2)(d) holds (for all $n$). Let $v(z)$ be any rational function of degree at most $n$ such that $f(z) - v(z) = O \left( \frac{1}{z^{2n+1}} \right) \ (z \to \infty)$. Then by (2)(e) one also has

$$w_n(z) - v(z) = (f(z) - v(z)) - (f(z) - w_n(z)) = O \left( \frac{1}{z^{2n+1}} \right) \ (z \to \infty)$$

But since $w_n(z) - v(z)$ is a rational function of degree at most $\deg w_n(z) + \deg v(z) \leq 2n < 2n+1$, it follows that $w_n(z) - v(z) = 0$. Thus (2)(d) and (2)(e) are equivalent.

A similar argument shows that condition (2)(d) implies that $w_n(z)$ is a best rational approximation of $f(z)$ over $X$: if $v(z)$ is any rational function of degree at most $n$ such that $f(z) - v(z) = O \left( \frac{1}{z^{2n+1}} \right) \ (z \to \infty) X$, then (2)(d) implies that $f(z) - v(z) = O \left( \frac{1}{z^{2n+1}} \right) \ (z \to \infty) X$, whence again we conclude that $v(z) = w_n(z)$. To complete the proof of statement (3), suppose that conditions (2)(a)–(g) hold, and let $v(z)$ be any best rational approximation of $f(z)$ over $X$ of degree
It remains only to show that \( v(z) = w_n(z) \). Since both \( w_n(z) - v(z) \) and \( \frac{1}{z^{2n+1}} \) are rational functions, one has either

\[
w_n(z) - v(z) = O \left( \frac{1}{z^{2n+1}} \right) \quad (z \to \infty) \tag{2.12}
\]
or

\[
\frac{1}{z^{2n+1}} = o(w_n(z) - v(z)) \quad (z \to \infty). \tag{2.13}
\]

We show that (2.13) is impossible. Suppose to obtain a contradiction that (2.13) holds, so, in particular, \( w_n(z) \neq v(z) \). By statement (2)(c) and (2.13) one has

\[
f(z) - w_n(z) \sim \frac{a_1a_2 \cdots a_{n+1}}{z^{2n+1}} = o(w_n(z) - v(z)) \quad (z \to \infty),
\]

and therefore

\[
f(z) - v(z) \sim w_n(z) - v(z) \quad (z \to \infty),
\]

so that also

\[
f(z) - w_n(z) = o(f(z) - v(z)) \quad (z \to \infty).
\]

But then \( w_n(z) = v(z) \) since \( v(z) \) is a best rational approximation of \( f(z) \), which is our desired contradiction. Therefore (2.12) must hold, so by (2)(d) one has

\[
f(z) - v(z) = (f(z) - w_n(z)) + (w_n(z) - v(z)) = O \left( \frac{1}{z^{2n+1}} \right) \quad (z \to \infty).
\]

Therefore, by (2)(e), one has \( v(z) = w_n(z) \), as desired. \( \square \)

### 2.4 Stieltjes continued fractions

Continued fractions of the form given in the following result, which is more or less a corollary of Theorem 2.7, were introduced by Stieltjes in [27, J.3] and are called **Stieltjes continued fractions**, or **S-fractions**.

**Corollary 2.8.** Let \( \{a_n\} \) be a sequence of nonzero complex numbers, and for all nonnegative integers \( n \) let \( w_n(z) \) denote the \( n \)th approximant of the Stieltjes continued fraction

\[
\frac{a_1}{z} - \frac{a_2}{z - 1} - \frac{a_3}{z} - \frac{a_4}{z - 1} - \cdots = \frac{a_1}{z} - \frac{a_2}{z - 1} - \frac{a_3}{z} - \frac{a_4}{z - 1} - \cdots.
\]

One has the following.

1. \( w_n(z) \) is a rational function of degree \( \left\lfloor \frac{n+1}{2} \right\rfloor \) with \( w_n(z) \sim \frac{a_1}{z} \quad (z \to \infty) \) and

\[
w_n(z) - w_{n-1}(z) \sim \frac{a_1a_2 \cdots a_n}{z^n} \quad (z \to \infty)
\]

for all \( n \geq 1 \). In particular, \( \{w_n(z) - w_{n-1}(z)\}_{n=1}^{\infty} \) is an asymptotic sequence at \( \infty \). Moreover, the 2\( n \)th approximant \( w_{2n}(z) \) of the Stieltjes continued fraction above coincides with the \( n \)th approximant of the Jacobi continued fraction

\[
\frac{a_1}{z - a_2} - \frac{a_2a_3}{z - a_3 - a_4} - \frac{a_4a_5}{z - a_5 - a_6} - \cdots,
\]

and both continued fractions converge formally to a series \( \sum_{k=1}^{\infty} \frac{c_k}{z^k} \) in \( (1/z)\mathbb{C}[[1/z]] \).
2. Let \( f(z) \) be a complex function, and let \( \mathcal{X} \) be an unbounded subset of \( \mathbb{C} \). The following conditions are equivalent.

(a) \( f(z) \) has the asymptotic expansion \( f(z) \simeq \sum_{k=1}^{\infty} \frac{c_k}{z^k} \) \((z \to \infty)\),

(b) \( f(z) \) has the asymptotic continued fraction expansion

\[
f(z) \simeq \frac{a_1}{z-a_2} - \frac{a_3}{z-a_4} \cdots \quad (z \to \infty)\mathcal{X}.
\]

(c) \( f(z) \) has the asymptotic continued fraction expansion

\[
f(z) \simeq \frac{a_1}{z-a_2} - \frac{a_3}{z-a_4} \cdots \quad (z \to \infty)\mathcal{X}.
\]

(d) \( f(z) - w_n(z) \sim \frac{a_1a_3\cdots a_{2n+1}}{z^{n+1}} \) \((z \to \infty)\mathcal{X}\) for all nonnegative integers \( n \).

(e) \( f(z) - w_n(z) = O\left(\frac{1}{z^{n+1}}\right) \) \((z \to \infty)\mathcal{X}\) for infinitely many (or all) nonnegative integers \( n \).

(f) \( w_{2n}(z) \) for every nonnegative integer \( n \) is the unique rational function \( w(z) \in \mathbb{C}(z) \) of degree at most \( n \) such that \( f(z) - w(z) = O\left(\frac{1}{z^{n+1}}\right) \) \((z \to \infty)\mathcal{X}\).

3. If the equivalent conditions of statement (2) hold, then the best rational approximations of \( f(z) \) over \( \mathcal{X} \) are precisely the even-indexed approximants \( w_{2n}(z) \).

**Proof.** Statement (1) follows from the well-known formulas \[28\] (1.4)–(1.5) for continued fraction approximants and from the transformation \[28\] (28.2)–(28.4) from Stieltjes to Jacobi continued fractions, and statements (2) and (3) follow immediately from statement (1) and Theorem 2.7. \( \square \)

**Remark 2.9.** Let us say that a rational function \( w \in \mathbb{C}(z) \) is a **good rational approximation** of \( f(z) \) over \( \mathcal{X} \) (at \( \infty \)) if \( \deg v \geq \deg w \) for any any \( v \in \mathbb{C}(z) \) such that \( f(z) - v(z) = O(f(z) - w(z)) \) \((z \to \infty)\mathcal{X}\). Clearly any best rational approximation is a good rational approximation. If \( f(z) \) satisfies conditions (2)(a)–(f) of Corollary 2.8, then all of the approximants \( w_n(z) \), not just the even-indexed ones, are good rational approximations of \( f(z) \) over \( \mathcal{X} \). (Indeed, if \( f(z) - v(z) = O(f(z) - w_n(z)) \) \((z \to \infty)\mathcal{X}\), then \( w_n(z) - v(z) = O\left(\frac{1}{z^{n+1}}\right) \) \((z \to \infty)\mathcal{X}\); but then \( \deg v < \deg w_n = \left\lfloor \frac{n+1}{2} \right\rfloor \) implies \( \deg w_n + \deg v < n + 1 \), which leads to a contradiction, whence \( \deg v \geq \deg w_n \).

See Sections 3.1 and 3.2 for a proof of Theorems 1.1 and 1.3 from Corollary 2.8.

### 2.5 Continued fractions with polynomial terms

The following theorem shows that any asymptotic continued fraction expansion at \( 0 \) with respect to a continued fraction that has nonzero terms \( a_n(z) \) in \( z\mathbb{C}[z] \) and \( b_n(z) \) in \( \mathbb{C}[z]\setminus z\mathbb{C}[z] \) is equivalent to an asymptotic expansion with respect to the asymptotic sequence \( \{z^n\} \) at \( 0 \).

**Theorem 2.10.** Let \( b_0(z) \in \mathbb{C}[z] \), let \( a_n(z), b_n(z) \in \mathbb{C}[z] \) with \( a_n(0) = 0 \) to multiplicity \( m_n \in \mathbb{Z}_{>0} \) and \( b_n(0) = \beta_n \neq 0 \) for all \( n \geq 1 \), and let \( w_n(z) \) denote the \( n \)th approximant of the continued fraction

\[
b_0(z) + \frac{a_1(z)}{b_1(z)} - \frac{a_2(z)}{b_2(z)} - \frac{a_3(z)}{b_3(z)} - \cdots
\]

One has the following.
1. \( w_n(z) \) is a rational function in \( \mathbb{C}(z) \) with \( w_n(z) - b_0(z) \sim \frac{a_1(z)}{\beta_1} \) \((z \to 0)\) and
\[
  w_n(z) - w_{n-1}(z) \sim \frac{a_1(z)a_2(z) \cdots a_n(z)}{(\beta_1 \beta_2 \cdots \beta_{n-1})^2 \beta_n} \quad (z \to 0)
\]
for all \( n \geq 1 \). Moreover, \( \left\{ w_n(z) - w_{n-1}(z) \right\}_n \) is an asymptotic sequence at 0, and the given continued fraction converges \((z)\)-adically to a series \( \sum_{n=0}^\infty c_n z^n \) in \( \mathbb{C}[[z]] \).

2. Let \( f(z) \) be a complex function, and let \( \mathcal{X} \) be a subset of \( \mathbb{C} \) having 0 has a limit point. The following conditions are equivalent.

   (a) \( f(z) \) has the asymptotic expansion \( f(z) \sim \sum_{n=0}^\infty c_n z^n \) \((x \to 0)\) \( \mathcal{X} \).

   (b) \( f(z) \) has the asymptotic continued fraction expansion
\[
f(z) \simeq b_0(z) + \frac{a_1(z)}{b_1(z)} - \frac{a_2(z)}{b_2(z)} - \frac{a_3(z)}{b_3(z)} - \cdots (z \to 0) \mathcal{X}.
\]

   (c) \( f(z) - w_n(z) \sim \frac{a_1(z)a_2(z) \cdots a_n(z)}{(\beta_1 \beta_2 \cdots \beta_{n+1})^2 \beta_{n+1}} \) \((z \to 0)\) \( \mathcal{X} \) for all nonnegative integers \( n \).

   (d) \( f(z) - w_n(z) = O(z^{m_1 + m_2 + \cdots + m_{n+1}}) \) \((z \to 0)\) \( \mathcal{X} \) for infinitely many (or all) nonnegative integers \( n \).

   (e) For every positive integer \( n \) one has \( f_n(z) \sim \frac{a_n(z)}{\beta_{n+1}} \) \((z \to 0)\) \( \mathcal{X} \), where \( f_n(z) \) is the function defined by the equation
\[
f(z) = b_0(z) + \frac{a_1(z)}{b_1(z)} - \frac{a_2(z)}{b_2(z)} - \frac{a_3(z)}{b_3(z)} - \cdots \frac{a_n(z)}{b_n(z)} - \frac{f_n(z)}{1},
\]
or equivalently by the recurrence relation \( f_{n+1}(z) = b_{n+1}(z) - \frac{a_{n+1}(z)}{f_n(z)} \), where \( f_0(z) = f(z) \).

   (f) For every positive integer \( n \), and for some function (or all functions) \( g_n(z) \) with \( g_n(z) = o(1) \) \((x \to 0)\) \( \mathcal{X} \) and \( a_{n+1}(z) = o(g_n(z)) \) \((x \to 0)\) \( \mathcal{X} \), the function
\[
f(z) - b_0(z) - \frac{a_1(z)}{b_1(z)} - \frac{a_2(z)}{b_2(z)} - \frac{a_3(z)}{b_3(z)} - \cdots \frac{a_n(z)}{b_n(z)} - \frac{g_n(z)}{1}
\]
is asymptotic over \( \mathcal{X} \) at 0 to \(-\frac{a_1(z)a_2(z) \cdots a_n(z)}{(\beta_1 \beta_2 \cdots \beta_n)^2} g_n(z) \).

Proof. We may suppose without loss of generality that \( b_0(z) = 0 \). The numerator \( A_n = A_n(z) \) and denominator \( B_n = B_n(z) \) of \( w_n(z) = \frac{A_n(z)}{B_n(z)} \) are uniquely determined by the well-known recurrence relations \([28] (1.4)\) and therefore by induction are polynomials, with
\[
  B_n(z) = b_1(z)b_2(z) \cdots b_n(z) + \text{terms each involving some } a_i(z)
\]
and
\[
  A_n(z) = a_1(z)(b_2(z)b_3(z) \cdots b_n(z) + \text{terms each involving some } a_i(z))
\]
for all \( n \). Therefore
\[
  B_n(z) = \beta_1 \beta_2 \cdots \beta_n + zD_n(z) \quad \text{and} \quad A_n(z) = a_1(z)(\beta_2 \beta_3 \cdots \beta_n + zC_n(z))
\]
for some \( C_n(z), D_n(z) \in \mathbb{C}[z] \), and thus \( w_n(z) \sim \frac{a_1(z)\beta_2\beta_3-\beta_n}{\beta_1\beta_2-\beta_n} = \frac{a_1(z)}{\beta_1} \ (z \to 0). \) Moreover, by \[28\ (42.9)]\, one has

\[
w_n(z) - w_{n-1}(z) = \frac{a_1(z)a_2(z)\cdots a_n(z)}{B_n(z)B_{n-1}(z)} \left( \frac{a_1(z)a_2(z)\cdots a_n(z)}{(\beta_1\beta_2\cdots \beta_n + zD_n(z))(\beta_1\beta_2\cdots \beta_{n-1} + zD_{n-1}(z))} \right),
\]

and therefore

\[
w_n(z) - w_{n-1}(z) = a_1(z)a_2(z)\cdots a_n(z) \left( \frac{1}{(\beta_1\beta_2\cdots \beta_n)^2\beta_n} + zG_n(z) \right)
\]

for some \( G_n(z) \in \mathbb{C}[[z]] \). It follows that

\[
w_n(z) - w_{n-1}(z) \equiv \frac{a_1(z)a_2(z)\cdots a_n(z)}{(\beta_1\beta_2\cdots \beta_{n-1})^2\beta_n} \ (\text{mod } (z^{m_1+m_2+\cdots+m_{n+1}}))
\]

so the continued fraction in the theorem converges \((z)\)-adically to a series \( F(z) = \sum_{k=1}^{\infty} \frac{w_k(z) - w_{k-1}(z)}{z} \) in \( \mathbb{C}[[z]] \). Moreover, since also \( G_n(z) \) is a rational function, it is analytic at 0, and thus

\[
w_n(z) - w_{n-1}(z) - a_1(z)a_2(z)\cdots a_n(z) \left( \frac{1}{(\beta_1\beta_2\cdots \beta_n)^2\beta_n} = O \left( z^{m_1+m_2+\cdots+m_{n+1}} \right) \right) \ (z \to 0)
\]

Statement (1) follows.

By statement (1) and Remark \[2.6(1), \] statements (2)(b)–(d) are equivalent. Now, one has

\[
F(z) - w_n(z) = \sum_{k=n+1}^{\infty} (w_k(z) - w_{k-1}(z)) \equiv w_{n+1}(z) - w_n(z) \ (\text{mod } (z^{m_1+m_2+\cdots+m_{n+1}}))
\]

and therefore \( F(z) - w_n(z) = z^{m_1+m_2+\cdots+m_{n+1}} F_n(z) \) for some invertible \( F_n(z) \in \mathbb{C}[[z]] \). Thus one has

\[
\sum_{k=1}^{m_1+m_2+\cdots+m_{n+1}-1} c_kz^k - w_n(z) = z^{m_1+m_2+\cdots+m_{n+1}} H_n(z)
\]

for some \( H_n(z) \in \mathbb{C}[[z]] \). Since then \( H_n(z) \) is also a rational function of \( z \), it follows that \( H_n(z) \) is analytic at 0 and thus

\[
\sum_{k=1}^{m_1+m_2+\cdots+m_{n+1}-1} c_kz^k - w_n(z) = O \left( z^{m_1+m_2+\cdots+m_{n+1}} \right) \ (z \to 0).
\]

Therefore, one has

\[
f(z) - \sum_{k=1}^{m_1+m_2+\cdots+m_{n+1}-1} c_kz^k = O \left( z^{m_1+m_2+\cdots+m_{n+1}} \right) \ (z \to 0), \quad \text{for all } n \geq 0
\]

if and only if

\[
f(z) - w_n(z) = O \left( z^{m_1+m_2+\cdots+m_{n+1}} \right) \ (z \to 0), \quad \text{for all } n \geq 0.
\]

This proves that statements (2)(a) and (2)(d) are equivalent.
Next, we verify the equivalence of (2)(c) and (2)(e). By \[28\ (1.3)] (or \[7\ (1.3.2)]\) and the definition of the function \(f_n(z)\) one has

\[
f(z) = \frac{A_n(z) - A_{n-1}(z)f_n(z)}{B_n(z) - B_{n-1}(z)f_n(z)}
\]
(2.14)

and therefore by the determinant formula \[28\ (1.5)] [7 (1.3.4)] one has

\[
f(z) - w_n(z) = \frac{A_n(z) - A_{n-1}(z)f_n(z)}{B_n(z) - B_{n-1}(z)f_n(z)} - \frac{A_n(z)}{B_n(z)} = \frac{a_1(z)a_2(z)\cdots a_n(z)f_n(z)}{B_n(z)(B_n(z) - B_{n-1}(z)f_n(z))}.
\]
(2.15)

Thus, if (2)(e) holds, then

\[
f(z) - w_n(z) \sim \frac{a_1(z)a_2(z)\cdots a_n(z)\frac{a_{n+1}(z)}{\beta_{n+1}}}{(\beta_1\beta_2\cdots\beta_n)(\beta_1\beta_2\cdots\beta_n)^2} = \frac{a_1(z)a_2(z)\cdots a_n(z)}{(\beta_1\beta_2\cdots\beta_n)^2},
\]
whence (2)(c) holds. Conversely, inverting (2.14), we have

\[
f_n(z) = \frac{A_n(z) - B_n(z)f(z)}{A_{n-1}(z) - B_{n-1}(z)f(z)} = \frac{f(z) - w_n(z)}{f(z) - w_{n-1}(z)} \cdot \frac{B_n(z)}{B_{n-1}(z)},
\]
so, if (2)(c) holds, then

\[
f_n(z) = \frac{f(z) - w_n(z)}{f(z) - w_{n-1}(z)} \cdot \frac{B_n(z)}{B_{n-1}(z)} \sim \frac{a_1(z)a_2(z)\cdots a_{n+1}(z)}{(\beta_1\beta_2\cdots\beta_n)^2} \cdot \frac{\beta_1\beta_2\cdots\beta_n}{\beta_{n+1}} = \frac{a_{n+1}(z)}{\beta_{n+1}} \quad (z \to \infty),
\]
whence (2)(e) holds. Therefore, conditions (2)(c) and (2)(e) are equivalent.

Finally, we show that (2)(c) and (2)(f) are equivalent. Let

\[
G_n(z) = b_0(z) + \frac{a_1(z)}{b_1(z)} - \frac{a_2(z)}{b_2(z)} - \frac{a_3(z)}{b_3(z)} - \cdots - \frac{a_n(z)}{b_n(z)} - \frac{g_n(z)}{1}.
\]

As in the proof of \[2.15\], one has \(G_n(z) - w_n(z) = \frac{a_1(z)a_2(z)\cdots a_n(z)g_n(z)}{B_n(z)(B_n(z) - B_{n-1}(z)g_n(z))}\), and therefore

\[
G_n(z) - w_n(z) \sim \frac{a_1(z)a_2(z)\cdots a_n(z)}{(\beta_1\beta_2\cdots\beta_n)^2}g_n(z) = o(w_n(z) - w_{n-1}(z)) \quad (z \to 0)
\]

Thus, if (2)(c) holds, then

\[
f(z) - w_n(x) \sim \frac{a_1(z)a_2(z)\cdots a_n(z)}{(\beta_1\beta_2\cdots\beta_n)^2} = a_1(z)a_2(z)\cdots a_n(z) \sim o((G_n(z) - w_n(z)) \quad (z \to 0)
\]

and therefore

\[
f(z) - G_n(z) \sim -(G_n(z) - w_n(z)) \sim -\frac{a_1(z)a_2(z)\cdots a_n(z)}{(\beta_1\beta_2\cdots\beta_n)^2}g_n(z) \quad (z \to 0),
\]
so that (2)(f) holds. Conversely, if (2)(f) holds, then

\[
f(z) - G_n(z) \sim -\frac{a_1(z)a_2(z)\cdots a_n(z)}{(\beta_1\beta_2\cdots\beta_n)^2}g_n(z) \sim -(G_n(z) - w_n(z)) \quad (z \to 0)
\]

and therefore

\[
f(z) - w_n(z) = o(-(G_n(z) - w_n(z))) = o(w_n(z) - w_{n-1}(z)) \quad (z \to 0),
\]
so that (2)(b) holds. Therefore, conditions (2)(b), (2)(c), and (2)(f) are equivalent. \(\square\)
An obvious “inverse” equivalent of Theorem 2.10 obtained by replacing \( z \) with \( 1/z \) and 0 with \( \infty \), shows that any asymptotic continued fraction expansion at \( \infty \) with respect to a continued fraction that has nonzero terms \( a_n(z) \) in \( (1/z)[1/z] \) and \( b_n(z) \) in \( [1/z]\setminus(1/z)[1/z] \) is equivalent to an asymptotic expansion with respect to the asymptotic sequence \( \{1/n\} \) at \( \infty \). Since Theorem 2.10 applies to any associated continued fraction [7, p. 36], its “inverse” equivalent applies to any Jacobi continued fraction. Thus, Theorem 2.10 yields the equivalence of conditions (2)(a)–(d), (2)(f), and (2)(g) of Theorem 2.7. Condition (2)(e), however, is unique to Jacobi continued fractions.

Theorem 2.10 also applies to any C-fraction, T-fraction, or M-fraction [7, pp. 35–38]. Notably, a C-fraction is a continued fraction of the form

\[
G(z) = a_0 + \frac{a_1 z^{m_1}}{1 - \frac{a_2 z^{m_2}}{1 - \frac{a_3 z^{m_3}}{1 - \frac{a_4 z^{m_4}}{1 - \cdots}}}},
\]

(2.16)

where \( a_n \in \mathbb{C} \) and \( m_n \in \mathbb{Z}_{>0} \) for all \( n \). Any C-fraction \( G(z) \) converges formally to a series \( F(z) \in \mathbb{C}[[z]] \). Conversely, any series \( F(z) \in \mathbb{C}[[z]] \) can be written as the limit of a unique C-fraction \( G(z) \), called the C-fraction expansion of \( F(z) \). The C-fraction expansion \( G(z) \) of \( F(z) \) is terminating, i.e., \( a_n = 0 \) for some \( n \), if and only if \( F(z) \) is a rational function in \( \mathbb{C}(z) \). For constructive proofs of these assertions, see [20, Chapter V].

A regular C-fraction is a C-fraction (2.16) with \( m_n = 1 \) for all \( n \). A modified C-fraction is a continued fraction of the form \( G(1/z) \) for some C-fraction \( G(z) \). Theorem 2.10 and [20, Chapter V Theorem 5] imply that any asymptotic expansion of the form \( f(z) \simeq \sum_{n=0}^{\infty} c_n z^n (z \to 0)_X \), where \( \sum_{n=0}^{\infty} c_n z^n \in \mathbb{C}[[z]]\setminus\mathbb{C}(z) \), has a unique equivalent formulation as an asymptotic C-fraction expansion over \( X \) at 0, and vice versa. (Thus, any non-rational real or complex function that is analytic at 0 has a unique asymptotic C-fraction expansion at 0.) Equivalently, any asymptotic expansion of the form \( f(z) \simeq \sum_{n=0}^{\infty} c_n z^n (z \to \infty)_X \), where \( \sum_{n=0}^{\infty} c_n z^n \in \mathbb{C}[[z]]\setminus\mathbb{C}(z) \), has a unique equivalent formulation as an asymptotic modified C-fraction expansion over \( X \) at \( \infty \), and vice versa.

### 3 Asymptotic continued fraction expansions of \( \pi(x) \)

#### 3.1 Proof of Theorem 1.1

We now use (1.4), Corollary 2.8 and a result of Stieltjes to prove Theorem 1.1.

Proof of Theorem 1.1. It is known that the C-fraction expansion of the formal power series \( F(z) = \sum_{n=0}^{\infty} n! z^{n+1} \) in \( \mathbb{C}[[z]] \) is given by \( z \cdot \frac{z}{1-z} \cdot \frac{z}{1-z} \cdot \frac{2z}{1-z} \cdot \frac{3z}{1-z} \cdot \frac{4z}{1-z} \cdots \). Indeed, this was first proved by Stieltjes in [27, No. 57], from Hankel matrix determinant expressions he obtained in [27, No. 11] for the terms of a regular C-fraction in terms of its formal power series expansion in \( \mathbb{C}[[z]] \). As a consequence, since \( p(e^x) \) has the asymptotic expansion (1.6), the theorem follows immediately from the equivalence of statements (2)(a)–(c) of Corollary 2.8 (and Remark 2.6(5)).

As a corollary of Theorems 1.1 and 2.7, we obtain the following.

**Corollary 3.1.** The best rational approximations of the function \( p(e^x) \) are precisely the approximants \( w_n(x) \) of the continued fraction

\[
\frac{1}{x-1} - \frac{1}{x-3} - \frac{4}{x-5} - \frac{9}{x-7} - \frac{16}{x-9} - \cdots.
\]

Moreover, for all \( n \geq 0 \), one has \( p(e^x) - w_n(x) \sim \frac{(n!)^2}{x^{n+1}} (x \to \infty) \), and \( w_n(x) \) is the unique rational function of degree at most \( n \) such that \( p(e^x) - w_n(x) = O\left(\frac{1}{x^{n+1}}\right) (x \to \infty) \). Furthermore, for all
\[ n \geq 1 \text{ and all } a \in \mathbb{R}, \text{ the function} \]
\[
p(x) - \frac{1}{x - 1} - \frac{1}{x - 3} - \frac{4}{x - 5} - \cdots - \frac{(n - 2)^2}{x - (2n - 3)} - \frac{(n - 1)^2}{x - (2n - 1) + a}
\]
is asymptotic to \( \frac{(n-1)!^2}{x^n} \) if \( a \neq 0 \), and to \( \frac{(n)!^2}{x^n} \) if \( a = 0 \).

**Remark 3.2.**

1. The numerator \( P_n(x) \) and denominator \( Q_n(x) \) of the rational function \( w_n(x) \) in Corollary 3.1 are monic integer polynomials of degree \( n - 1 \) and \( n \), respectively, and by (2.10) one has \( w_{n+1}(x) - w_n(x) = \frac{(n)!^2}{Q_{n+1}(x)Q_n(x)} \) for all \( n \geq 0 \). Laguerre showed in [18] that the denominator \( Q_n(x) \) of \( w_n(x) \) is given by \( Q_n(x) = \hat{L}_n(x) \), where
\[
\hat{L}_n(x) = (-1)^n n! L_n(x) = \sum_{k=0}^{n} (-1)^k k! \binom{n}{k} x^{n-k}
\]
is the \( n \)th monic Laguerre polynomial and
\[
L_n(x) = \sum_{k=0}^{n} \binom{n}{k} (-1)^k x^k = _3F_2(-n; 1; x)
\]
is the \( n \)th Laguerre polynomial. The polynomial \( L_n(x) \) is known to have \( n \) distinct positive real roots, and its largest root lies between \( 3n - 4 \) and \( 4n + 2 \) [26]. It follows that there is no fixed neighborhood of \( \infty \) on which all of the functions \( w_n(x) - w_{n-1}(x) \) are defined.

2. From [4, [1.14]], one can deduce that the numerator \( P_n(x) \) of \( w_n(x) = \frac{P_n(x)}{L_n(x)} \) is given by
\[
P_n(x) = \sum_{k=0}^{n-1} a_{n,k} x^{n-1-k},
\]
where
\[
a_{n,k} = \sum_{j=0}^{k} (-1)^j j! (k-j)! \binom{n}{j}^2 = (-1)^k k! \binom{n}{k}^2 _3F_2(1,1,-k;n-k+1,n-k+1;1)
\]
for all \( n \geq 1 \) and \( 1 \leq k \leq n \), with explicit values \( a_{n,0} = 1 \), \( a_{n,1} = 1 - n^2 \), \( a_{n,n-1} = (-1)^{n+1} n! H_n = s(n+1, 2) \), and \( a_{n,n-2} = (-1)^n n!(n+1) H_n - 2n = (-1)^n \langle n, n-2 \rangle \), where \( H_n = \sum_{k=1}^{n} \frac{1}{k} \) denotes the \( n \)th harmonic number, \( s(n,k) \) denotes the signed Stirling number of the first kind, and \( \langle n,k \rangle \) denotes the Eulerian number of the second kind.

### 3.2 Proof of Theorem 1.3

We now use Corollary 2.8 to prove Theorem 1.3. For \( a, b \in \mathbb{C} \), consider the hypergeometric series
\[
\sum_{k=0}^{\infty} (a)_{k} (b)_{k} \frac{z^k}{k!} = 2F_0(a,b;;z) = \sum_{k=0}^{\infty} \frac{(a)_{k} (b)_{k} z^k}{n!}
\]
in \( \mathbb{C}[[z]] \), where \( (x)_n = x(x+1)(x+2) \cdots (x + n - 1) \) denotes the Pochhammer symbol. In [28] (89.5) and (92.2) it is proved that \( 2F_0(a,1;;z) \) for all \( a \in \mathbb{C} \) has the formal C-fraction expansion
\[
\sum_{k=0}^{\infty} (a)_{k} z^k = 2F_0(a,1;;z) = \frac{1}{1 - \frac{az}{1 - \frac{1z}{1 - \frac{1z}{1 - \frac{2z}{1 - \frac{2z}{1 - \frac{3z}{1 - \frac{3z}{1 - \cdots}}}}}}}}
\]
Theorem 3.5. For every nonnegative integer \( n \) one has the asymptotic continued fraction expansion
\[
p_n(x) \simeq \frac{1}{\log x + 1 - \frac{2}{\log x} + \frac{3}{\log x} - \frac{4}{\log x} + \cdots (x \to \infty),}
\]
or, equivalently,
\[
p_n(x) \simeq \frac{1}{\log x - n - \frac{2}{\log x} - \frac{3}{\log x} - \frac{4}{\log x} + \cdots (x \to \infty),}
\]
where \( p_n(x) = \frac{(\log x)^n}{n!} \left( p(x) - \sum_{k=0}^{n-1} \frac{k!}{(\log x)^{k+1}} \right) \). Moreover, the same asymptotic continued fraction expansions hold for the function \( l_n(x) = \frac{(\log x)^n}{n!} \left( \frac{\log x}{x} - \sum_{k=0}^{n-1} \frac{k!}{(\log x)^{k+1}} \right) \).
Note that the two continued fractions in the theorem are equivalent, and, if \( w_{n,k}(x) \) denotes the \( k \)th approximant, then by Theorem 2.10 one has \( p_n(x) - w_{n,k}(x) \sim \frac{k!}{(\log x)^k} \) \( (x \to \infty) \) for all \( n \) and \( k \). For \( n = 0 \), the theorem yields Proposition 1.2. For \( n = 1 \), it yields the following.

**Corollary 3.6.** One has the asymptotic continued fraction expansion

\[
p(x) \log x \simeq 1 + \frac{1}{\log x} - \frac{1}{1 + \frac{1}{\log x}} - \frac{2}{\log x + 1} - \frac{3}{\log x + 2} - \cdots (x \to \infty),
\]

or, equivalently,

\[
p(x) \log x \simeq 1 + \frac{1}{\log x - 1} - \frac{1}{\log x - \frac{2}{\log x + 1}} - \frac{3}{\log x + 2} - \cdots (x \to \infty).
\]

Corollary 3.6 also follows from [1,4] and the fact, proved by induction, that the \( n \)th approximant of both continued fractions in the corollary is equal to \( \frac{n}{(\log x - n)(\log x)^n} + \sum_{k=0}^{n} \frac{k!}{(\log x)^k} \).

### 3.3 Measure-theoretic interpretation of Stieltjes and Jacobi continued fractions

In this section, we consider the measure-theoretic aspects of Stieltjes’ theory of continued fractions [27] and their consequences for asymptotic Stieltjes and Jacobi continued fraction expansions.

Let \( \mu \) be a (positive) measure on \( \mathbb{R} \). For all integers \( k \), the \( k \)th moment of \( \mu \) is the integral

\[
m_k(\mu) = \int_{-\infty}^{\infty} t^k d\mu(t).
\]

In its modern formulation, the Stieltjes moment problem, posed and motivated in [27, No. 24] by Stieltjes in connection with his extensive theory of continued fractions [27], is the problem of determining for which sequences \( \{\mu_k\}_{k=0}^{\infty} \) of real numbers there exists a Borel measure \( \mu \) on \([0, \infty)\) such that \( \mu_k = m_k(\mu) \) for all nonnegative integers \( k \). To solve this problem Stieltjes introduced what we now call the Stieltjes transform of \( \mu \), which is the complex function

\[
S_\mu(z) = \int_{-\infty}^{\infty} \frac{d\mu(t)}{z - t}.
\]

If the measure \( \mu \) is finite, then \( S_\mu(z) \) is analytic on \( \mathbb{C}\setminus \text{supp} \mu \) with derivative \( \frac{d}{dz} S_\mu(z) = -\int_{-\infty}^{\infty} \frac{d\mu(t)}{(z-t)^2} \). Moreover, Stieltjes established in [27] the following remarkable result.

**Theorem 3.7** ([27, 20] Chapter VII Theorems 3 and 4, [17] Theorems 5.1.1 and 5.2.1). Let \( \{\mu_k\}_{k=0}^{\infty} \) be a sequence of real numbers. There exists a Borel measure \( \mu \) on \([0, \infty)\) with infinite support (i.e., that is not a finite sum of point masses) such that \( \mu_k = m_k(\mu) \) for all nonnegative integers \( k \) if and only if there exists a Stieltjes continued fraction

\[
G(z) = \frac{a_1}{z - 1} - \frac{a_2}{z - 1} - \frac{a_3}{z - 1} - \cdots = \frac{a_1}{z - 1} - \frac{a_2}{z - 1} - \frac{a_3}{z - 1} - \cdots,
\]

where \( a_n \in \mathbb{R}_{>0} \) for all \( n \), such that \( G(z) \) converges \((1/z)-adically in \( \mathbb{C}[[1/z]] \)) to the series \( \sum_{k=0}^{\infty} \frac{\mu_k}{z^{k+1}} \). If these conditions hold, then \( S_\mu(z) \) is analytic on \( \mathbb{C}\setminus \text{supp} \mu \) and for all \( \varepsilon > 0 \) has the asymptotic expansion \( S_\mu(z) \simeq \sum_{k=0}^{\infty} \frac{\mu_k}{z^{k+1}} \) \( (z \to \infty) \) over \( \mathbb{C}_\varepsilon = \{z \in \mathbb{C} : |\text{Arg}(z)| \geq \varepsilon\} \). Moreover, the Borel measure \( \mu \) is unique if and only if the continued fraction \( G(z) \) converges for some \( z \in \mathbb{C} \), in which case it converges for all \( z \in \mathbb{C}\setminus [0, \infty) \) and \( S_\mu(z) = G(z) \) for all \( z \in \mathbb{C}\setminus [0, \infty) \).
Stieltjes’ theorem above and Corollary 2.8 have the following consequence for asymptotic Stieltjes continued fraction expansions.

**Theorem 3.8.** Let \( \mu \) be a Borel measure on \([0, \infty)\) with infinite support and finite moments, let \( f \) be a complex function, and let \( X \) be an unbounded subset of \( \mathbb{C} \). Then \( f \) has the asymptotic expansion

\[
f(z) \simeq \sum_{k=0}^{\infty} \frac{m_k(\mu)}{z^{k+1}} \quad (z \to \infty)_X
\]

if and only if \( f \) has the asymptotic continued fraction expansion

\[
f(z) \simeq \frac{a_1}{z} - \frac{a_2}{z-b_1} - \frac{a_3}{z-b_2} - \frac{a_4}{z-b_3} - \cdots \quad (z \to \infty)_X,
\]

where the \( a_n \in \mathbb{R}_{>0} \) are as in Theorem 3.7.

**Proof.** The theorem follows immediately from Theorem 3.7 and the equivalence of statements (2)(a) and (2)(b) of Corollary 2.8. \( \square \)

One also has the following analogues of Theorems 3.7 and 3.8 for Borel measures on \( \mathbb{R} \) and Jacobi continued fractions. Theorem 3.9 is due to Hamburger [14].

**Theorem 3.9 ([14, Theorems 5.1.3 and 5.2.3]).** Let \( \{\mu_k\}_{k=0}^{\infty} \) be a sequence of real numbers. There exists a Borel measure \( \mu \) on \( \mathbb{R} \) with infinite support such that \( \mu_k = m_k(\mu) \) for all nonnegative integers \( k \) if and only if there exists a Jacobi continued fraction

\[
G(z) = \frac{a_1}{z+b_1} - \frac{a_2}{z+b_2} - \frac{a_3}{z+b_3} - \cdots,
\]

where \( a_n \in \mathbb{R}_{>0} \) and \( b_n \in \mathbb{R} \) for all \( n \), that converges \((1/z)\)-adically in \( \mathbb{C}[1/z] \) to the series \( \sum_{k=0}^{\infty} \frac{\mu_k}{z^{k+1}} \). If these conditions hold, then \( S_\mu(z) \) is analytic on \( \mathbb{C}\setminus\mathbb{R} \) and for all \( \delta, \varepsilon > 0 \) has the asymptotic expansion \( S_\mu(z) \simeq \sum_{k=0}^{\infty} \frac{\mu_k}{z^{k+1}} (z \to \infty)_{C_{\delta,\varepsilon}} \) over \( C_{\delta,\varepsilon} = \{z \in \mathbb{C} : \delta \leq |\text{Arg}(z)| \leq \pi - \varepsilon\} \), and one has \( S_\mu(z) = G(z) \) for all \( z \in \mathbb{C}\setminus\mathbb{R} \).

**Theorem 3.10.** Let \( \mu \) be a Borel measure on \( \mathbb{R} \) with infinite support and finite moments, let \( f \) be a complex function, and let \( X \) be an unbounded subset of \( \mathbb{C} \). Then \( f \) has the asymptotic expansion

\[
f(z) \simeq \sum_{k=0}^{\infty} \frac{m_k(\mu)}{z^{k+1}} \quad (z \to \infty)_X
\]

if and only if \( f \) has the asymptotic continued fraction expansion

\[
f(z) \simeq \frac{a_1}{z+b_1} - \frac{a_2}{z+b_2} - \frac{a_3}{z+b_3} - \cdots \quad (z \to \infty)_X,
\]

where the \( a_n \in \mathbb{R}_{>0} \) and \( b_n \in \mathbb{R} \) are as in Theorem 3.9.

**Proof.** The theorem follows immediately from Theorem 3.9 and the equivalence of statements (2)(a) and (2)(b) of Theorem 2.7. \( \square \)
3.4 Measure-theoretic proof of Theorems 1.1 and 1.3

In this section we use the results of the previous section to provide an alternative measure-theoretic proof of Theorems 1.1 and 1.3

Let \( \gamma_0 \) denote the probability measure on \([0, \infty)\) with density function \( e^{-t} \), which is known as the exponential distribution with rate parameter \( 1 \). The measure \( \gamma_0 \) is the unique Borel measure \( \mu \) on \([0, \infty)\) that has \( k \)th moment \( m_k(\mu) = \int_0^{\infty} t^k \, d\mu(t) \) equal to \( k! \) for all \( k \geq 0 \). Moreover, its density function \( e^{-t} \) is the unique piecewise continuous function \( \rho(t) \) on \([0, \infty)\) whose Mellin transform \( \int_0^{\infty} t^{s-1} \rho(t) \, dt \) is equal to the gamma function \( \Gamma(s) \). Furthermore, \( \gamma_0 \) is the unique Borel measure \( \mu \) on \([0, \infty)\) whose Stieltjes transform on \( \mathbb{C}\setminus[0, \infty) \) is equal to \( -e^{-t}E_1(-z) \), where \( E_1(z) \) is the exponential integral function

\[
E_1(z) = \int_{z}^{\infty} \frac{e^{-t}}{t} \, dt, \quad z \in \mathbb{C}\setminus(-\infty, 0],
\]

where the integral is along any path of integration not crossing \( (-\infty, 0] \). The function \( E_1(z) \) is analytic on \( \mathbb{C}\setminus(-\infty, 0] \), while \( E_1(x) := \lim_{z \to 0^+} E_1(x + \varepsilon i) \) and \( \lim_{z \to 0^-} E_1(x + \varepsilon i) = \overline{E_1(x)} \) for all \( x < 0 \). The function \( E_1(x) \) for nonzero real \( x \) is given by

\[
E_1(x) = \begin{cases} 
-\text{li}(e^{-x}) & \text{if } x > 0 \\
-\text{li}(e^{-x}) - \pi i & \text{if } x < 0.
\end{cases} \tag{3.1}
\]

In [27, No. 57], Stieltjes proved that the Stieltjes transform \( S_{\gamma_0}(z) = -e^{-z}E_1(-z) \) of \( \gamma_0 \) has the Stieltjes and Jacobi continued fraction expansions

\[
-e^{-z}E_1(-z) = \frac{1}{z - 1} \frac{1}{z - 2} \frac{2}{3} \frac{3}{4} \frac{4}{5} \frac{5}{6} \cdots, \tag{3.2}
\]

\[
= \frac{1}{z - 1} - \frac{1}{z - 3} - \frac{2}{z - 5} - \frac{3}{z - 7} - \frac{4}{z - 9} - \cdots \tag{3.3}
\]
on \( \mathbb{C}\setminus[0, \infty) \).

**Proof of Theorem 1.1.** Stieltjes proved in [27, No. 57] that \( \gamma_0 \) is the unique Borel measure associated as in Theorem 3.7 to the Stieltjes continued fraction (3.2). The moments of \( \gamma_0 \) are given by \( m_k(\gamma_0) = k! \) for all \( k \). Therefore, by (1.4), one has the asymptotic expansion \( p(e^x) \simeq \sum_{k=0}^{\infty} \frac{m_k(\gamma_0)}{x^{k+1}} \) \( x \to \infty \). Theorem therefore follows from Theorems 3.8 and 3.10 and Remark 2.6(5). \( \square \)

To prove Theorem 1.3 we extend our analysis of the probability measure \( \gamma_0 \) to the probability measure \( \gamma_n \) on \([0, \infty)\) with density function \( \frac{n!}{m^n} e^{-t} \). The measure \( \gamma_n \) is the gamma distribution with shape parameter \( n + 1 \) and rate parameter \( 1 \) and is the \((n + 1)\)-fold convolution of the measure \( \gamma_0 \) with itself, where for all \( a, b > 0 \) the gamma distribution with shape parameter \( a \) and rate parameter \( b \) is the probability measure \( \gamma_{a,b} \) on \([0, \infty)\) with density function \( \frac{b^a}{\Gamma(a)} t^{a-1} e^{-bt} \), which has moments given by \( m_k(\gamma_{a,b}) = \frac{(a)_k}{b^k} \) for all \( k \), where \( (a)_k \) denotes the Pochhammer symbol. By [7, pp. 239–240], the Stieltjes transform \( S_{\gamma_{a,b}}(z) \) of \( \gamma_{a,b} \) is equal to \( -be^{-bz}E_a(-bz) \), where the exponential integral function \( E_a(z) \), for any \( a \in \mathbb{C} \), is the function

\[
E_a(z) = z^{a-1} \int_{z}^{\infty} \frac{e^{-t}}{t^a} \, dt = z^{a-1} \Gamma(1-a, z), \quad z \in \mathbb{C}\setminus(-\infty, 0],
\]

where

\[
\Gamma(s, z) = \int_{z}^{\infty} t^{s-1} e^{-t} \, dt, \quad s \in \mathbb{C}, \quad z \in \mathbb{C}\setminus(-\infty, 0],
\]
denotes the upper incomplete gamma function, where the integrals are along any path of integration not crossing \((-\infty, 0]\) [27 pp. 238 and 275]. Stieltjes proved in [27, No. 62] that the Stieltjes transform \(S_{\gamma_{a,1}}(z) = -e^{-z}E_a(-z)\) of \(\gamma_{a,1}\) has the continued fraction expansions

\[
-e^{-z}E_a(-z) = \frac{1}{z - a} - \frac{a}{z - 2 - a} - \frac{2(1+a)}{z - 4 - a} - \frac{3(2+a)}{z - 6 - a} - \frac{4(3+a)}{z - 8 - a} - \cdots
\]

(3.4)

\[
-e^{-z}E_{n+1}(-z) = \frac{1}{z - a} - \frac{a}{z - 2 - a} - \frac{2(1+a)}{z - 4 - a} - \frac{3(2+a)}{z - 6 - a} - \frac{4(3+a)}{z - 8 - a} - \cdots
\]

(3.5)
on \(\mathbb{C}\{0, \infty\}\) (and both continued fractions converge formally in \(\mathbb{C}[[1/z]]\) to \((1/z)_2F_0(a, 1; 1/z)\)). It follows that the Stieltjes transform \(S_{\gamma_{a}}(z) = -e^{-z}E_{n+1}(-z)\) of the measure \(\gamma_{a} = \gamma_{n+1,1}\) has the continued fraction expansions \([1.12]\) and \([1.13]\) on \(\mathbb{C}\{0, \infty\}\).

**Proof of Theorem 1.3.** By [27, No. 62], the measure \(\gamma_{a,1}\) for any \(a > 0\) is the unique Borel measure associated as in Theorem 3.7 to the continued fraction \([3.4]\), and thus \(\gamma_{a}\) to the continued fraction \([1.12]\). The moments of \(\gamma_{a}\) are given by \(m_k(\gamma_{a}) = \frac{(k+n)!}{n!}\) for all \(k\). But then, from the asymptotic expansion \([1.6]\) of \(p(e^x)\), we easily obtain the asymptotic expansion \(p_0(e^x) \simeq \sum_{k=0}^{\infty} \frac{m_k(\gamma_{a})}{k!} (x \to \infty)\), and likewise for \(l_n(e^x)\). The theorem therefore follows from Theorems 3.8 and 3.10. \(\Box\)

**Remark 3.11.** We provide further context for the functions \(l_n(x)\) in Theorem 1.3, as follows. Let \(\mu\) be a finite measure on \(\mathbb{R}\). Let \(S_{\mu}(x + 0^+) = \lim_{\epsilon \to 0^+} S_{\mu}(x + \epsilon i)\) for all \(x \in \mathbb{R}\) such that the limit exists. In fact the limit exists for all \(x \in \mathbb{R}\) outside a set of Lebesgue measure zero, and its real part by definition is equal to \(\pi\) times the **Hilbert transform** \(H_{\mu}(x) = \frac{1}{\pi} \text{Re} S_{\mu}(x + 0^+)\) of the measure \(\mu\) [23]. For all \(a \in \mathbb{C}\) and all \(x < 0\) one sets \(E_a(x) := \lim_{\epsilon \to 0^+} E_a(x + \epsilon i)\), where also \(E_\pi(x) = \lim_{\epsilon \to 0^+} E_a(x + \epsilon i)\). By [27 (14.1.9)], one has \(-e^{-z}E_{n+1}(-z) = \frac{z^n}{\pi^1} \left(-e^{-z}E_1(-z) - \sum_{k=0}^{n-1} \frac{k!}{z^{k+1}}\right)\) for all \(z \in \mathbb{C}\{0\}\), which, along with \([3.1]\), implies that

\[
S_{\gamma_{a}}(x + 0^+) = \lim_{\epsilon \to 0^+} \left(-e^{-(x+\epsilon i)}E_{n+1}(-(x + \epsilon i))\right) = l_n(e^x) - \pi i \frac{x^n e^{-x}}{n!},
\]

and therefore

\[
l_n(e^x) = \text{Re}(-e^{-x}E_{n+1}(-x)) = \text{Re} S_{\gamma_{a}}(x + 0^+) = \pi H_{\gamma_{a}}(x),
\]

for all \(x > 0\). It is clear, more generally, that \(S_{\gamma_{a},1}(x + 0^+) = -e^{-x}E_a(-x)\) and therefore \(\pi H_{\gamma_{a},1}(x) = \text{Re} S_{\gamma_{a},1}(x + 0^+) = \text{Re}(-e^{-x}E_a(-x))\) for all \(a > 0\) and all \(x > 0\).

4 Further asymptotic expansions of \(\pi(x)\) and related functions

4.1 Asymptotic continued fraction expansions and harmonic numbers

As a corollary of Theorem 1.1, Corollary 3.4, and Lemmas 2.4 and 2.5, we obtain the following.

**Proposition 4.1.** Let \(L(x)\) be any function such that \(L(x) = \log x + o((\log x)^{-t})\) \((x \to \infty)\) for all \(t > 0\), and let \(P(x)\) be any function such that \(P(x) = \frac{\text{li}(x)}{x} + o((\log x)^{-t})\) \((x \to \infty)\) for all \(t > 0\).

For all \(t \in \mathbb{R}\), one has the following asymptotic continued fraction expansions.

1. \(P(e^x) \simeq \frac{L(x+t)}{L(x+1)} + \frac{L(x+2)}{L(x+1)} + \frac{L(x+3)}{L(x+1)} + \frac{L(x+4)}{L(x+1)} + \cdots \) \((x \to \infty)\).

2. \(P(e^x) \simeq \frac{L(x+t)}{L(x)} + \frac{L(x+t-1)}{L(x)} + \frac{L(x+t-2)}{L(x)} + \frac{L(x+t-3)}{L(x)} + \frac{L(x+t-4)}{L(x)} + \cdots \) \((x \to \infty)\).
3. \( P(e^t)(L(x) + t) \approx 1 + \frac{1}{L(x) + t} + \frac{1}{L(x) + t - 1} + \frac{1}{L(x) + t - 2} + \cdots \quad (x \to \infty). \)

4. \( P(e^t)(L(x) + t) \approx 1 + \frac{1}{L(x) + t - 2} + \frac{1}{L(x) + t - 4} + \cdots \quad (x \to \infty). \)

**Example 4.2.** The following provide examples of functions \( L(x) \) satisfying the hypotheses of Proposition 4.1.

1. The **harmonic numbers** \( H_n \) are defined by \( H_n = \sum_{k=1}^{n} \frac{1}{k} \) and are interpolated by the complex function \( H_z = \Psi(z + 1) + \gamma \), where \( \gamma \) is the Euler–Mascheroni constant and \( \Psi(z) = \frac{\Gamma'(z)}{\Gamma(z)} \) is the digamma function. It is well-known that \( H_z - \gamma - \log z \sim \frac{1}{2z} \) \((z \to \infty)\). Moreover, one has \( H_z - \gamma = \Psi(z + 1) = \Psi(z) + \frac{1}{z} \) for all \( z \in \mathbb{C} \setminus \{0, -1, -2, -3, \ldots\} \). Thus, one has

\[
H_z - \gamma = \log x + o((\log x)^{-t}) \quad (x \to \infty),
\]

and likewise \( \Psi(x) = \log x + o((\log x)^{-t}) \quad (x \to \infty) \), for all \( t > 0 \).

2. The famous **Mertens’ theorems** were proved by Mertens in 1874, over two decades before the first proofs of the prime number theorem. The third of Mertens’ theorems states that \( e^\gamma \prod_{p \leq x} \left(1 - \frac{1}{p}\right) \sim \frac{1}{\log x} \) \((x \to \infty)\), where \( e^\gamma = \lim_{n \to \infty} \frac{e^{H_n}}{n} = 1.78107241 \ldots \). Given Mertens’ theorem, the prime number theorem is equivalent to \( p(x) \sim e^\gamma \prod_{p \leq x} \left(1 - \frac{1}{p}\right) \) \((x \to \infty)\).

Mertens’ theorem can be improved to show that the function \( L(x) = e^{-\gamma} \prod_{p \leq x} \left(1 - \frac{1}{p}\right)^{-1} \) satisfies \( L(x) \sim \log x + o((\log x)^{-t}) \) \((x \to \infty)\) for all \( t > 0 \) [19, Lemma 5].

**Example 4.3.** Generalizing the obvious example \( \frac{\pi(x)}{x} \), Theorem 5.1 of Section 5 provides examples \( \frac{\pi_G(x^{1/\delta})}{x} \) and \( A p_G(x^{1/\delta}) \) of functions \( P(x) \) that satisfy the hypothesis \( P(x) \sim \frac{\li(x)}{x} + o((\log x)^{-t}) \) \((x \to \infty)\), for all \( t > 0 \), of Proposition 4.1.

From Proposition 4.1 and (4.1), we obtain the following.

**Corollary 4.4.** One has the following asymptotic continued fraction expansions.

1. \( p(x) \sim \frac{1}{H_x - \gamma - 1} \frac{1}{H_x - \gamma - 2} \frac{1}{H_x - \gamma - 3} \cdots \quad (x \to \infty). \)

2. \( p(x) \sim \frac{1}{H_x - \gamma - 1} \frac{1}{H_x - \gamma - 3} \frac{4}{H_x - \gamma - 5} \frac{9}{H_x - \gamma - 7} \cdots \quad (x \to \infty). \)

3. \( p(e^t x) \sim \frac{1}{H_x - 1} \frac{1}{H_x - 5} \frac{3}{H_x - 9} \cdots \quad (x \to \infty). \)

4. \( p(e^t x) \sim \frac{1}{H_x - 1} \frac{1}{H_x - 3} \frac{4}{H_x - 5} \frac{9}{H_x - 7} \frac{16}{H_x - 9} \cdots \quad (x \to \infty). \)
4.2 Asymptotic expansions related to some combinatorial integer sequences

In this section we derive some analogues of the asymptotic expansion \( (1.4) \) of \( p(x) \) for various combinatorial sequences related to the sequence of factorials.

The following lemma is a straightforward application of the binomial theorem.

**Lemma 4.5.** Let \( a_n, c_n \in \mathbb{C} \) for all \( n \geq 0 \), let \( f \) be a complex function, and let \( X \) be an unbounded subset of \( \mathbb{C} \). The asymptotic expansion \( f(x) \simeq \sum_{n=0}^{\infty} \frac{a_n}{x^n} \ (x \to \infty) \) of \( f \) with respect to \( \left\{ \frac{1}{x^n} \right\} \) is equivalent to the asymptotic expansion

\[
f(x) \simeq \sum_{n=0}^{\infty} \sum_{k=0}^{n} \binom{n}{k} a_k c_{n-k} \frac{1}{(x + c_n)^n} \ (x \to \infty) \]

of \( f \) with respect to \( \left\{ \frac{1}{(x+c_n)^n} \right\} \).

If the sequence \( c_n = t \) is constant, then the sequence \( b_n = \sum_{k=0}^{n} \binom{n}{k} a_k t^{n-k} \) is called the \( t \)-binomial transform of the sequence \( a_n \). The \( 0 \)-binomial transform of the sequence \( n! \) is the sequence \( n! \), which is equal to the number of permutations of any \( n \)-element set. The \( (-1) \)-binomial transform of the sequence \( n! \) is the sequence \( D_n = n! \sum_{k=0}^{n} \frac{(-1)^k}{k!} \), which is equal to the number of derangements of any \( n \)-element set. Likewise, the \( 1 \)-binomial transform of the sequence \( n! \) is the sequence \( A_n = n! \sum_{k=0}^{n} \frac{1}{k!} \), which is equal to the number of arrangements of any \( n \)-element set. Thus, an application of the lemma to \( (1.4) \) yields the following.

**Proposition 4.6.** One has the following asymptotic expansions.

1. \( p(x) \simeq \sum_{n=0}^{\infty} \frac{D_n}{(\log x - 1)^{n+1}} \ (x \to \infty) \).

2. \( p(e^x) \simeq \sum_{n=0}^{\infty} \frac{D_n}{(\log x)^{n+1}} \ (x \to \infty) \).

3. \( p(x) \simeq \sum_{n=0}^{\infty} \frac{A_n}{(\log x + 1)^{n+1}} \ (x \to \infty) \).

4. \( p(x/e) \simeq \sum_{n=0}^{\infty} \frac{A_n}{(\log x)^{n+1}} \ (x \to \infty) \).

**Remark 4.7.** The two consequences below of Proposition 4.6 demonstrate that combinatorial relationships between various sequences related to the factorials can yield interesting consequences for the asymptotic behavior of \( \pi(x) \).

1. The sequence \( D_n \) begins 1, 0, 1, 2, 9, 44, 265, 1854, \ldots. Since \( D_1 = 0 \) and \( D_2 = 1 \), the proposition provides yet another explanation for the fact that \( p(x) - \frac{1}{\log x - 1} \) is asymptotic to \( \frac{1}{(\log x)^3} \).

2. The sequence \( A_n \) begins 1, 2, 5, 16, 65, 326, 1957, 13700, \ldots. Thus one has

\[
p(x/e) \simeq \frac{1}{\log x} + \frac{2}{(\log x)^2} + \frac{5}{(\log x)^3} + \frac{16}{(\log x)^4} + \frac{65}{(\log x)^5} + \cdots \ (x \to \infty) .
\]
At the same time, squaring the asymptotic expansion $p(x) \simeq \sum_{k=0}^{\infty} \frac{n^k}{(\log x)^{n+1}}$ of $p(x)$ yields

$$p(x)^2 \simeq \frac{1}{(\log x)^2} + \frac{2}{(\log x)^3} + \frac{5}{(\log x)^4} + \frac{16}{(\log x)^5} + \frac{64}{(\log x)^6} + \cdots \quad (x \to \infty),$$

It follows that $p(x/e) - p(x)^2 \log x \sim \frac{1}{(\log x)^2} \quad (x \to \infty)$. Consequently, one has $p(x)^2 \log x < p(x/e)$ for all sufficiently large $x$, which is equivalent to Ramanujan’s famous inequality

$$\pi(x)^2 < \frac{ex}{\log x} \pi(x/e), \quad x \gg 0.$$ 

For every nonnegative integer $n$, we let $r_n(X)$ denote the monic integer polynomial

$$r_n(X) = n! \sum_{k=0}^{n} \frac{X^k}{k!} = \sum_{k=0}^{n} \frac{n!}{k!} X^k \in \mathbb{Z}[X].$$

For any $z \in \mathbb{C}$, the sequence $r_n(z)$ is the $z$-binomial transform of the sequence $n!$, and one has $r_n(0) = n!$, $r_n(-1) = D_n$, and $r_n(1) = A_n$ for all $n$, so the family of sequences $r_n(z)$ interpolates those three sequences. (Incidentally, by [8] (14.1.9), one also has $r_n(z) = e^z \Gamma(n+1, z)$ for all $z \in \mathbb{C}$.) Thus, from Lemma 4.5 we obtain the following generalization of Proposition 4.6.

**Proposition 4.8.** For all $t \in \mathbb{R}$ one has the asymptotic expansion

$$p(e^{-t}x) \simeq \sum_{n=0}^{\infty} \frac{r_n(t)}{(\log x)^{n+1}} \quad (x \to \infty).$$

Note that, since $r_n(X) \in \mathbb{Z}[X]$, one has $r_n(k) \in \mathbb{Z}$ for all $n$ and all $k \in \mathbb{Z}$. The integer sequence $r_n(2)$ is OEIS sequence A010842, and thus, for example, $r_n(2)$ is the number of ways to split the set $\{1, 2, \ldots, n\}$ into two disjoint subsets $S$ and $T$ and linearly order $S$ and then choose a subset of $T$. Also, the integer sequence $r_n(-2)$ is OEIS sequence A000023. Note also that $r_n(z) \sim n!e^z = r_n(0)e^z \quad (n \to \infty)$ for all $z \in \mathbb{C}$. Thus, for example, one has $D_n \sim n!e^{-1} \quad (n \to \infty)$ and $A_n \sim nle^{-1} \quad (n \to \infty)$, which are well-known asymptotics for the sequences $D_n$ and $A_n$.

**Remark 4.9.** We provide a measure-theoretic proof of Proposition 4.8 and corresponding interpretations of the $t$-binomial transform and the polynomials $r_n(X)$, as follows. Let $\mu$ be a measure on $\mathbb{R}$. For any fixed $t \in \mathbb{R}$, let $T_t(\mu)$ be the measure on $\mathbb{R}$ such that $T_t(\mu)(A) = \mu(T_{-t}(A))$ for any $\mu$-measurable set $A$, where $T_t(x) = x + t$ for all $x \in \mathbb{R}$. The $n$th moment of $T_t(\mu)$ is $m_n(T_t(\mu)) = \int_{-\infty}^{\infty} u^n \, dT_t(\mu)(u) = \int_{-\infty}^{\infty} (u+t)^n \, d\mu(u) = \sum_{k=0}^{n} \binom{n}{k} m_k(\mu) t^{n-k}$, that is, the moment sequence of $T_t(\mu)$ is the $t$-binomial transform of the moment sequence of $\mu$. Moreover, if $\mu$ has a density function, say, $\rho$, then $T_t(\mu)$ has density function $\rho \circ T_{-t}$. Thus, if $\gamma_0$ denotes the exponential distribution on $[0, \infty)$, then, for any fixed $t \in \mathbb{R}$, the measure $T_t(\gamma_0)$ is the probability measure on $[t, \infty)$ of density $e^{t-u} \, du$, and the $n$th moment of $T_t(\gamma_0)$ is given by $m_n(T_t(\gamma_0)) = r_n(t)$, while also $m_n(T_t(\gamma_0)) = \int_{t}^{\infty} u^n e^{t-u} \, du = e^t \Gamma(n+1, t)$. Proposition 4.8 is then equivalent to the obvious restatement $p(e^{-t}x) \simeq \sum_{n=0}^{\infty} \frac{m_n(T_t(\gamma_0))}{(\log x)^{n+1}} \quad (x \to \infty)$ of (1.4).

For any positive integer $n$, let $D'_n$ denote the number of indecomposable derangements of $\{1, 2, 3, \ldots, n\}$, and let $D'_0 = -1$. The sequence $\{D'_n\}$ is OEIS sequence A259869 and begins $-1, 0, 1, 2, 8, 40, 244, 1736, \ldots$. It has generating function $\sum_{n=0}^{\infty} D'_n z^n = -\frac{1}{\sum_{n=0}^{\infty} D_n z^n}$. Proposition 4.6(2) therefore has the following corollary.
Corollary 4.10. One has the asymptotic expansion

\[
\frac{1}{p(ex)} \simeq - \sum_{n=0}^{\infty} \frac{D'_n}{(\log x)^{n+1}} \ (x \to \infty).
\]

We can also invert the expansion \( \frac{\text{li}(x)}{x} \simeq \sum_{n=1}^{\infty} \frac{n!}{(\log x)^{n+1}} \ (x \to \infty) \) as one does formal power series under composition. Let \( G(z) = - \sum_{n=1}^{\infty} G_n z^n \) denote the series inversion of the formal power series \( F(z) = \sum_{n=0}^{\infty} n! z^{n+1} \), that is, let \( G(z) \) denote the unique formal power series such that \( z = G(F(z)) = F(G(z)) \). One has \( G_1 = -1 \), and the sequence \( \{G_n\}_{n=2}^{\infty} \) appears as OEIS sequence A134988, with first several terms given by 1, 2, 7, 34, 206, 1476, ..., in particular, \( G_n \) for any \( n \geq 2 \) is the number of generators in arity \( n \) of the free non-symmetric operad \( \text{Lie} \) [24], and \( G_n \) for all \( n \geq 2 \) also has a de Rham cohomological interpretation as \( \dim_q H^{n-2}(\mathcal{M}^d_{0,n+1}, \mathbb{Q}) \), where \( \mathcal{M}^d_{0,n} \) for any \( n \geq 3 \) is a certain smooth affine scheme that approximates the moduli space \( \mathcal{M}_{0,n} \), defined over \( \mathbb{Z} \), of smooth \( n \)-pointed curves of genus 0 [2]. It is also known that \( \frac{n}{G(n)} = \sum_{n=0}^{\infty} J_n z^n \), where \( J_n \) is the number of stabilized-interval-free permutations of \( \{1, 2, \ldots, n\} \) and is OEIS sequence A075834, with first several terms given by 1, 1, 1, 2, 7, 34, 206, 1476, ..., [3]. The definitions of the sequences \( G_n \) and \( J_n \) yield statements (4) and (5) of the following proposition, which summarizes the asymptotic expansions proved in this section and in Section 1.2.

Proposition 4.11. Let \( L(x) \) be any function such that \( L(x) = \log x + o((\log x)^{-t}) \ (x \to \infty) \) for all \( t > 0 \), and let \( P(x) \) be any function such that \( P(x) = \frac{\text{li}(x)}{x} + o((\log x)^{-t}) \ (x \to \infty) \) for all \( t > 0 \). One has the following asymptotic expansions.

1. \( P(e^{-t}x) \simeq \sum_{n=0}^{\infty} \frac{r_n(t)}{L(x)^{n+1}} \ (x \to \infty) \) for all \( t \in \mathbb{R} \), where \( r_n(t) = \sum_{k=0}^{n} \frac{n!}{k!} t^k \), \( r_n(0) = n! \), \( r_n(1) = A_n \), and \( r_n(-1) = D_n \) for all \( n \).

2. \( L(x) - \frac{1}{P(x)} \simeq \sum_{n=0}^{\infty} \frac{I_{n+1}}{L(x)^{n+1}} \ (x \to \infty) \).

3. \( \frac{1}{P(ex)} \simeq - \sum_{n=0}^{\infty} \frac{D'_n}{L(x)^{n+1}} \ (x \to \infty) \).

4. \( \frac{1}{L(x)} \simeq \sum_{n=1}^{\infty} G_n P(x)^n \ (x \to \infty) \).

5. \( L(x) \simeq \sum_{n=-1}^{\infty} J_{n+1} P(x)^n \ (x \to \infty) \).

5 Generalizations to arithmetic semigroups and number fields

All of the asymptotic expansions of \( p(x) \) we have proved in this paper can be generalized to any number field \( K \) as follows. For all \( x > 0 \), let \( \pi_K(x) \) denote the number of prime ideals of \( \mathcal{O}_K \) of norm less than or equal to \( x \). The Landau prime ideal theorem, proved by Landau in 1903, states that

\[
\pi_K(x) = \text{li}(x) + O\left(x^{1-c_K \log x}\right) \ (x \to \infty)
\]
Theorem 1.1 and Corollary 3.1 as follows. For the proofs of these results, by replacing $\Re(\zeta_G(s))$ with $\Re(\zeta_G(s)) = \lim_{\Re(s) \to \delta^+}(s-\delta)\zeta_G(s)$, where the series defining the zeta function $\zeta_G(s) = \sum_{a \in G} \frac{1}{|a|^s}$ of $G$ is absolutely convergent for $\Re(s) > \delta$ and has meromorphic continuation to $\Re(s) \geq \delta$ with a unique (simple) pole at $s = \delta$. For the proofs of these results, by replacing $G$ with $G_\delta$, one may assume without loss of generality that $\delta = 1$ (which is assumed throughout [21]).

Using Corollary 2.8, Lemma 2.4, (1.3), and the results mentioned above, we can generalize Theorem 1.1 and Corollary 3.1 as follows.

for some constant $c_K > 0$ depending on $K$. Landau’s theorem implies that

$$\lim_{x \to \infty} \frac{\pi_K(x)}{x} = \frac{\text{li}(x)}{x} + O((\log x)^{-t}) \quad (x \to \infty)$$

for all $t > 0$. It follows that the function $\lim_{x \to \infty} \frac{\pi_K(x)}{x}$ satisfies all of the properties and asymptotic expansions that we have proved for the function $p(x)$ (and, for example, it satisfies the property required for the functions $P(x)$ in Propositions 4.1 and 4.11).

In fact, we may extend our analysis to any arithmetic semigroup $G$ that satisfies a certain generalization of Axiom A [16]. An arithmetic semigroup is a commutative monoid $G$ (written multiplicatively) that is freely generated by a countable set $P$, called the set of primes of $G$, and that is equipped with a map $|\cdot| : G \to \mathbb{R}_{>0}$, called the norm map of $G$, such that the following conditions hold.

1. $|1| = 1$.
2. $|p| > 1$ for all $p \in P$.
3. $|ab| = |a||b|$ for all $a, b \in G$.
4. For all $x > 0$, the number $N_G(x) = \#\{a \in G : |a| \leq x\}$ of elements of $G$ of norm at most $x$ is finite.

In fact, condition (4) can be replaced with

4’. For all $x > 0$, the number $\pi_G(x) = \#\{p \in P : |p| \leq x\}$ of primes of $G$ of norm at most $x$ is finite.

For all $x \geq 1$, we let $p_G(x) = \frac{\pi_G(x)}{N_G(x)}$ denote the probability that a randomly selected element of $G$ of norm less than or equal to $x$ is prime.

Let $G$ be any arithmetic semigroup. For any $\delta > 0$, we let $G_\delta$ denote the commutative monoid $G$ together with norm map $|\cdot|_\delta : G \to \mathbb{R}_{>0}$, where $|\cdot|_\delta$ is the norm map of the arithmetic semigroup $G$. It is clear that $G_\delta$ is also an arithmetic semigroup, and one has

$$N_{G_\delta}(x) = \#\{a \in G : |a|_\delta \leq x\} = \#\{a \in G : |a| \leq x^{1/\delta}\} = N_G(x^{1/\delta}),$$

and likewise $\pi_{G_\delta}(x) = \pi_G(x^{1/\delta})$, for all $x > 0$. Suppose that there exist constants $\delta > 0$ and $A > 0$ such that

$$N_G(x) = Ax^\delta + O(x^\delta(\log x)^{-t}) \quad (x \to \infty)$$

for all $t > 0$. By [29] p. 152, one then has

$$\pi_G(x) = \text{li}(x^\delta) + O(x^\delta(\log x)^{-t}) \quad (x \to \infty)$$

for all $t > 0$. Moreover, by [21] p. 304, one has $A\delta = \text{Res}_{s=\delta} \zeta_G(s) = \lim_{\Re(s) \to \delta^+}(s-\delta)\zeta_G(s)$, where the series defining the zeta function $\zeta_G(s) = \sum_{a \in G} \frac{1}{|a|^s}$ of $G$ is absolutely convergent for $\Re(s) > \delta$ and has meromorphic continuation to $\Re(s) \geq \delta$ with a unique (simple) pole at $s = \delta$. For the proofs of these results, by replacing $G$ with $G_\delta$, one may assume without loss of generality that $\delta = 1$ (which is assumed throughout [21]).

Using Corollary 2.8, Lemma 2.4, (1.3), and the results mentioned above, we can generalize Theorem 1.1 and Corollary 3.1 as follows.
Theorem 5.1. Let $G$ be an arithmetic semigroup, and let $\delta > 0$. Let $w_n(x)$ for any nonnegative integer $n$ denote the $n$th approximant of the continued fraction

\[
\frac{1}{x - 1} - \frac{1}{x - 3} - \frac{4}{x - 5} - \frac{9}{x - 7} - \frac{16}{x - 9} - \cdots.
\]

1. The following conditions are equivalent.

(a) For all $t > 0$, one has $\pi_G(x) = \text{li}(x^\delta) + O(x^\delta(\log x)^{-t})$ $(x \to \infty)$.

(b) $\frac{\pi_G(x)}{x^\delta}$ has the asymptotic expansion $\frac{\pi_G(x)}{x^\delta} \sim \sum_{k=0}^{\infty} \frac{k!}{(\delta \log x)^{k+1}} (x \to \infty)$.

(c) $\pi_G(x)$ has the asymptotic continued fraction expansion

\[
\pi_G(x) \simeq \frac{x^\delta}{\delta \log x - 1} - \frac{1}{\delta \log x - 3} - \frac{4}{\delta \log x - 5} - \frac{9}{\delta \log x - 7} - \frac{16}{\delta \log x - 9} - \cdots (x \to \infty).
\]

(d) $\pi_G(x)$ has the asymptotic continued fraction expansion

\[
\pi_G(x) \simeq \frac{x^\delta}{\delta \log x - 1} - \frac{1}{\delta \log x - 3} - \frac{4}{\delta \log x - 5} - \frac{9}{\delta \log x - 7} - \frac{16}{\delta \log x - 9} - \cdots (x \to \infty).
\]

(e) $\frac{\pi_G(x)}{e^{x^\delta/\delta}} - w_n(x) \sim \frac{(n!)^2}{x^{2\pi+1}} (x \to \infty)$ for all nonnegative integers $n$.

(f) $\frac{\pi_G(x)}{e^{x^\delta/\delta}} - w_n(x) = O\left(\frac{1}{x^{n+1}}\right) (x \to \infty)$ for all nonnegative integers $n$.

(g) $w_n(x)$ for every nonnegative integer $n$ is the unique rational function $w(x) \in \mathbb{C}(x)$ of degree at most $n$ such that $\frac{\pi_G(x)}{e^{x^\delta/\delta}} - w_n(x) = O\left(\frac{1}{x^{n+1}}\right) (x \to \infty)$.

2. Suppose that there exists a constant $A > 0$ such that

\[
N_G(x) = Ax^\delta + O(x^\delta(\log x)^{-t}) (x \to \infty)
\]

for all $t > 0$. Then $A\delta = \text{Res}_{s=\delta} \zeta_G(s)$, the equivalent conditions (1)(a)–(g) hold, and one has the asymptotic continued fraction expansions

\[
\frac{\pi_G(x)}{e^{x^\delta/\delta}} \simeq \frac{1/A}{\delta \log x - 1} - \frac{1}{\delta \log x - 3} - \frac{4}{\delta \log x - 5} - \frac{9}{\delta \log x - 7} - \frac{16}{\delta \log x - 9} - \cdots (x \to \infty),
\]

and

\[
\frac{\pi_G(x)}{e^{x^\delta/\delta}} \simeq \frac{1/A}{\delta \log x - 1} - \frac{1}{\delta \log x - 3} - \frac{4}{\delta \log x - 5} - \frac{9}{\delta \log x - 7} - \frac{16}{\delta \log x - 9} - \cdots (x \to \infty).
\]

Moreover, the $w_n(x)$ for all nonnegative integers $n$ are precisely the best rational approximations of the functions $\frac{\pi_G(x)}{e^{x^\delta/\delta}}$ and $A\pi_G(x)$.

Proof. It is clear that condition (1)(a) holds if and only if $\frac{\pi_G(x)}{x^\delta} = \text{li}(x) + O((\log x)^{-t}) (x \to \infty)$ for all $t > 0$. Extending such an analysis to the entire statement of the theorem, we may assume without loss of generality, by replacing $G$ with $G_\delta$, that $\delta = 1$. By [1,3] and Lemma 2.4, conditions (1)(a) and (1)(b) are equivalent. Moreover, conditions (1)(b)–(g) are equivalent by Corollary 2.8 and the proof in Section 3.1 of Theorem 1.1. This proves statement (1). Assuming the hypothesis of statement (2) (with $\delta = 1$), condition (1)(a) then follows from [29, p. 152], one has $A = \text{Res}_{s=1} \zeta_G(s)$ by [21, p. 304], and one has $A\pi_G(x) = \frac{\pi_G(x)}{N_G(x)^{1/A}} = \frac{\text{li}(x)}{x} + O((\log x)^{-t}) (x \to \infty)$ for all $t > 0$. Therefore, as with statement (1), statement (2) follows from [1,3], Lemma 2.4, and Corollary 2.8. \qed
An arithmetic semigroup $G$ satisfies **Axiom A** if there exist positive constants $A$ and $\delta$ and a nonnegative constant $\eta < \delta$ such that $N_G(x) = Ax^\delta + O(x^\eta)$ ($x \to \infty$). Clearly, if $G$ is an arithmetic semigroup satisfying Axiom A, then the hypothesis (5.1) of statement (2) of Theorem 5.1 holds. Thus, the various conditions in the theorem hold for any arithmetic semigroup satisfying Axiom A. Chapters 4 and 5 provide a wide variety of interesting examples of arithmetic semigroups satisfying Axiom A, including the following defined for any number field.

**Example 5.2** ([16]). Let $K$ be a number field.

1. Let $G$ be the monoid, under ideal multiplication, of all nonzero ideals of $O_K$. Then $G$ is an arithmetic semigroup satisfying Axiom A, with the norm map acting by $a \mapsto -\frac{1}{N_{K/Q}(a)}$ is the Dedekind zeta function of $K$. Moreover, $p_G(x)$ for all $x \geq 1$ is the probability that a randomly selected ideal of $O_K$ of norm less than or equal to $x$ is prime. For example, if $K = \mathbb{Q}(i)$, then $A = \pi/4$, and if $K = \mathbb{Q}(\sqrt{2})$, then $A = \frac{1}{\sqrt{2}} \log(1 + \sqrt{2})$. Also, if $K = \mathbb{Q}$, then $\zeta_G(s) = \zeta(s)$ is the Riemann zeta function, $A = 1$, and $p_G(x) = \frac{\pi(x)}{\lfloor x \rfloor}$.

2. Let $G$ be the monoid, under direct product, of all isomorphism classes of $O_K$-modules of finite cardinality. Then $G$ is an arithmetic semigroup satisfying Axiom A, with the norm map acting by $M \mapsto \#M$, and with $\delta = 1$ and $\zeta_G(s) = \prod_{n=1}^{\infty} \zeta_K(ns)$, so that $A = \prod_{n=2}^{\infty} \zeta_K(ns)$ is the probability that an $O_K$-module of cardinality less than or equal to $x$, randomly selected among a set of representatives of the isomorphism classes, is indecomposable.
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