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ABSTRACT This paper presents a simple guideline for configuration of the shielding materials that mitigates the extremely low-frequency (ELF) magnetic fields generated by power facilities located close to our daily life activities. Generally, materials with high permeability and conductivity are used to mitigate the magnetic field; however, in the current source region, before passing through the shielding material, the magnetic field may be increased by the configuration of the shielding material. To assess the effect of the shielding configuration in the current source and shielding regions, metrics are newly introduced, which were obtained based on the analytical solution for infinite width shields. In addition, the analytical solution of the shielding pipe wrapping a current source was deduced by solving the cylindrical Helmholtz equation. The shielding pipe is an important factor that can bring about changes in the metrics introduced in this study. The simple shielding guidelines suggested from these analyses help determine strategies for designing shields that can mitigate the magnetic field in both the current source and shielding regions.

INDEX TERMS Extremely low frequency magnetic field, magnetic field mitigation, magnetic field shielding, power facilities.

I. INTRODUCTION

Awareness of the electromagnetic environment is continuously increasing. In particular, because power facilities generally deal with high-voltage alternating current (AC) transmission, the extremely low-frequency (ELF) magnetic field generated by them is one of the main subjects of study [1]. The International Agency for Research on Cancer (IARC) classified the carcinogenicity of ELF as Group 2B (possibly carcinogenic to humans) in investigations into the causes of cancer [2], [3], [4], [5], [6], [7]. International Commission on non-Ionizing Radiation Protection (ICNIRP) establishes exposure limits for ELF magnetic fields [8]. Further, ELF has been reported to cause electromagnetic interference (EMI) problems in electronic devices [9], [10], which has the potential to cause catastrophic failures in power facility control and monitoring systems.

In recent decades, many studies have been conducted on the technical possibility and effects of magnetic field suppression countermeasures applied near transmission or distribution lines [11]. These can be broadly classified into two categories: 1) creation of cancelling magnetic fields, such as those resulting from cable installation geometry [12], [13], [14] and passive shielding loops [15], [16]; 2) use of shielding materials, such as those with high permeability and conductivity [17], [18], [19], [20], and a suitable shielding material installation geometry [21], [22], [23].

The primary emphasis of methods using shielding materials focuses only on the mitigation of the magnetic field in the shielding region without considering the magnetic field in the current source region, which could affect the cable management operators or monitoring system. Shield effectiveness was introduced to evaluate the magnetic field shield, which is suitable for describing the degree of shielding from changes in the electrical properties of the shielding material, such as permeability and conductivity.
However, it is not an appropriate metric for shielding geometry, such as thickness, and cannot explain the effect of the shielding material, especially in the current source region.

The purpose of this paper is to suggest a simple shielding configuration guideline that covers both the source current and shielding regions. A theoretical analysis of infinite-width planar shields is presented in Section II. The metrics based on this analysis were defined by adding the reflection coefficient and geometrical shielding effectiveness. The reflection coefficient can explain the effect of shielding materials in the current source region, and the geometrical shielding effectiveness compensates for the weakness of the conventional shielding effectiveness, which cannot exactly describe the effect of the increase in the thickness of the shielding material. The solution of the Helmholtz equations in all regions is obtained by extending the approach of conventional research [13], without distinguishing whether the shielding material is a good conductor. In Section III, using these metrics, a detailed parametric analysis of the geometrical and electrical parameters of shielding materials is performed. Section IV describes the analytical approach used to calculate the magnetic field intensity generated by a current source wrapped with a shielding pipe. The shielding pipe mitigates the magnetic field incident on the shielding material, resulting in a change in the permeability of the shielding material. Section V presents an example of a shielding configuration that applies both the nonlinear B–H curve characteristic of shielding materials and the effect on the shielding pipe. Finally, simple shielding configuration guidelines are summarized in Section VI.

II. ANALYTIC SOLUTION AND METRICS FOR N-LAYER INFINITE PLANAR SHIELDS

A. ANALYTIC SOLUTION

The geometry of the shielding configuration is illustrated in Fig. 1. The current source in the current source region \((y < 0)\) is located at and \(y = y_s\), its magnitude is expressed as \(I_s\). The current source is uniform and infinitely long in the \(z\)-direction. The regions from index 1 to \(N\) are occupied by shielding materials that have an infinite plane along the \(x\)-axis. The shielding material for each region is characterized by permittivity, \(\varepsilon_n\), permeability, \(\mu_n\) and conductivity, \(\sigma_n\), where the subscript \(n\) indicates the index of the region. It is assumed that these parameters have a constant value. Unlike the region, which starts from index 0, the index of the interface starts from 1, and there is a total of \(N\) elements in each case. The \(y\)-position of each interface is denoted by \(T_n\). The magnetic vector potential, \(A\), is useful for solving time-harmonic magnetic field. \(A\) is defined as the magnetic field \(B = \nabla \times A\) and the electric field \(E = -\nabla \phi_e - \partial A / \partial t\), where the scalar function, \(\phi_e\), denotes an arbitrary electric scalar potential which is a function of position, and \(t\) is a time [24]. The inhomogeneous Helmholtz equation for \(A\), which is a govern equation of the mathematical model, can be described as

\[
\nabla^2 A + \omega^2 \mu \epsilon (1 - j \sigma / \omega \epsilon) A = \nabla \{ \nabla \cdot A + j \omega \mu \epsilon (1 - j \sigma / \omega \epsilon) \phi_e \}
\]

(1)

where \(\omega\) is the angular frequency. The curl of \(A\) was defined as \(B\), while the divergence of \(A\) which is independent of its curl has a liberty [25]. To get the greatest mathematical convenience for (1), let

\[
\nabla \cdot A = -j \omega \mu \epsilon (1 - j \sigma / \omega \epsilon) \phi_e
\]

(2)

Substituting (2) into (1), (1) for \(A\) in each region \(n\) can be simplified as follows:

\[
\nabla^2 A_n + p_n^2 A_n = 0
\]

(3)

A constant \(p_n = \omega \sqrt{\mu_n \varepsilon_n} \sqrt{1 - j \sigma_n / (\omega \varepsilon_n)}\) is called complex propagation of the medium. \(A_n\) has only a \(z\)-component because the current source does not vary with \(z\). Thus, \(A\) is expressed as a function of \(x\) and \(y\) and not of \(z\).

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + p_n^2 \right) A_n(x, y) = 0
\]

(4)

The uniqueness theorem for time-harmonic electromagnetic waves states that the solution satisfies Maxwell’s equations and that its boundary conditions are unique. This means that all approaches to Maxwell’s equations express that the Helmholtz equation has the same and unique solution [26]. The method of separating variables (also known as the Fourier method) can be applied to the partial differential equation of (4). By letting \(A_n(x, y) = A_{x,n}(x) \cdot A_{y,n}(y)\), we substitute into (4) to obtain

\[
\frac{1}{A_{x,n}} \frac{d^2 A_{x,n}}{dx^2} + \frac{1}{A_{y,n}} \frac{d^2 A_{y,n}}{dy^2} + p_n^2 = 0
\]

(5)

Each of the terms with the second derivation in (5) must be equal to a constant because they must be independent of each other’s denominator variables \((x\) and \(y)\) and similarly for the third term. When defining that the first and second
terms are separation constants, \(-k^2\) and \(\gamma_n^2\), respectively, (5) is separated as follows:
\[
\begin{align*}
\frac{d^2A_{x,n}}{dx^2} + k^2A_{x,n} &= 0 \quad (6a) \\
\frac{d^2A_{y,n}}{dy^2} - \gamma_n^2A_{y,n} &= 0 \quad (6b)
\end{align*}
\]
where \(k\) means the wave number along the \(x\)-axis and \(k \in (0, \infty)\) and the wave number along the \(y\)-axis \(\gamma_n = \sqrt{k^2 - p_n^2}\).

The general solution to (6a) and (6b) is as follows:
\[
A_{x,n} = G_x \cos k (x - x_o) + U_x \sin k (x - x_o) \quad (7a)
\]
\[
A_{y,n} = C_n e^{-\gamma_n y} + D_n e^{\gamma_n y} \quad (7b)
\]
where \(G_x, U_x, C_n\) and \(D_n\) are unknown coefficients. \(A(x - x_o, y) = A(-x + x_o, y)\) because of its symmetric structure, as shown in Fig. 1. Thus, \(A_{x,n}\) in (7a) is an even function, resulting in only a cosine function \((U_x = 0)\). The \(e^{-\gamma_n y}\) and \(e^{\gamma_n y}\) of \(A_{y,n}\) in (7b) denote the forward and backward traveling waves along the \(y\)-axis, respectively, where the symbol \(e\) is the exponential constant. For all \(k\), the solution for \(A_n(x, y)\) can then be simplified to
\[
A_n = \int_0^\infty \left[ C_n e^{-\gamma_n y} + D_n e^{\gamma_n y} \right] G_x \cos k (x - x_o) dk \quad (8)
\]
The magnetic field for the \(A_n\) with only \(z\)-component is obtained with the relations \(B_{x,n} = \partial A_n(x, y)/\partial y\) and \(B_{y,n} = -\partial A_n(x, y)/\partial x\).
\[
B_{x,n} = \int_0^\infty \gamma_n \left[ - C_n e^{-\gamma_n y} + D_n e^{\gamma_n y} \right] G_x \cos k (x - x_o) dk \quad (9a)
\]
\[
B_{y,n} = \int_0^\infty \left[ C_n e^{-\gamma_n y} + D_n e^{\gamma_n y} \right] G_x \sin k (x - x_o) dk \quad (9b)
\]
where \(G_x\) is not absorbed into \(C_n\) and \(D_n\) to express explicitly the magnetic field intensity as a function of the amplitude and position of the current source. \(G_x\) depends on the initial condition of \(C_n\), which is discussed in more detail in this section. The remaining set of unknown coefficients \(C_n\) and \(D_n\) can be obtained by enforcing boundary conditions for the magnetic field. According to the boundary condition, the tangential component \(B_{x,n}\) and the normal component \(B_{y,n}\) on an arbitrary interface of surfaces are described as follows:
\[
\begin{align*}
\frac{B_{x,n+1}}{\mu_{n+1}} - \frac{B_{x,n}}{\mu_n} &= B_{y,n+1} - B_{y,n} \quad (10a) \\
\end{align*}
\]
where \(B_{x,n-1}\) and \(B_{x,n+1}\) are the magnetic fields at the interface for \(y < T_n\), and \(B_{y,n}\) and \(B_{y,n+1}\) are the magnetic fields at the interface for \(y > T_n\). For all \(x\) positions, the \(G_x\) of (8) are identical. Thus, only terms with subscript \(n\) on the right-hand side of (9a) and (9b) can be compared as follows:
\[
\begin{align*}
\frac{\gamma_{n-1}}{\mu_{n-1}} \left[ - C_{n-1} e^{-\gamma_{n-1} T_n} + D_{n-1} e^{\gamma_{n-1} T_n} \right] &= \frac{\gamma_n}{\mu_n} \left[ - C_n e^{-\gamma_n T_n} + D_n e^{\gamma_n T_n} \right] \quad (11a)
\end{align*}
\]
\[
\begin{align*}
\begin{array}{cccc}
& \text{Regions} & \text{Interfaces} & \text{Parameters} \\
& n & \text{Parameters} & n & \text{Parameters} \\
0 & \mu_0, \epsilon_0, \sigma_0, \gamma_0, p_0, C_0, D_0 & 1 & W_1, T_1, M_1 \\
1 & \mu_1, \epsilon_1, \sigma_1, \gamma_1, p_1, C_1, D_1 & 2 & W_2, T_2, M_2 \\
2 & \mu_2, \epsilon_2, \sigma_2, \gamma_2, p_2, C_2, D_2 & \ldots & \ldots \\
N & \mu_N, \epsilon_N, \sigma_N, \gamma_N, p_N, C_N, D_N & N & W_N, T_N, M_N \\
\end{array}
\end{align*}
\]
\[
\text{TABLE 1. \textit{Index of parameters.}}
\]

\[
\begin{align*}
C_{n-1} e^{-\gamma_{n-1} T_n} + D_{n-1} e^{\gamma_{n-1} T_n} &= C_n e^{-\gamma_n T_n} + D_n e^{\gamma_n T_n} \quad (11b)
\end{align*}
\]
The coefficients can be rewritten in matrix form as
\[
\begin{bmatrix}
C_{n-1} \\
D_{n-1}
\end{bmatrix} =
\begin{bmatrix}
X_n \alpha_n \\
Y_n \beta_n
\end{bmatrix}
\begin{bmatrix}
X_N \alpha_{n-1} \\
Y_N \beta_{n-1}
\end{bmatrix} \quad (12)
\]
where \(X_n = (W_n + 1)/2\)
\[
Y_n = (-W_n + 1)/2 \\
\alpha_n = e^{\gamma_{n-1} T_n - \gamma_n T_n} \\
\beta_n = e^{\gamma_{n-1} T_n + \gamma_n T_n}
\]

Where \(W_n = \mu_{n-1} \gamma_n / (\mu_n \gamma_{n-1})\). To avoid the confusion due to the index of interfaces and regions, Table 1 lists the index examples for the parameters used in this paper.

In the multilayer interface, the coefficient matrix \([M_n]\), which is a 2–by–2 matrix on the right-hand side of (12), combines the system’s incident and outcome waves. Each element of \([M_n]\) is defined as \(m_{1n}, m_{2n}, m_{21n}, \text{ and } m_{22n}\). For example, \(m_{12n}\) represents the element in the first row and second column of \(M_n\) at interface \(n\). If there are no interfaces that create reflected waves in Region \(N\), there is also no backward-traveling wave. Thus, \(M_N\) is the 2–by–1 matrix with \(m_{11N}\) and \(m_{21N}\). The target elements in (12) are \(C_{n-1}\) and \(D_{n-1}\) instead of \(C_n\) and \(D_n\) because it is difficult to obtain directly the backward-traveling wave related to \(D_0\) in the current source region, unlike the forward-traveling wave related to \(C_0\). The relationship between \(C_0, D_0, \text{ and } C_N\) is expressed by \([M_n]\) multiplication for all interfaces \([M_{tot}]\).
\[
\begin{bmatrix}
C_0 \\
D_0
\end{bmatrix} = [M_1] [M_2] \ldots [M_N] C_N = [M_{tot}] C_N \quad (13)
\]

Where the elements of \([M_{tot}]\) are defined as \(m_{11,tot}\) and \(m_{21,tot}\), and \(C_N\) and \(D_0\) can be expressed as \(C_0/m_{11,tot}\) and \(C_0 \cdot m_{21,tot}/m_{11,tot}\), respectively. In other words, if \(C_0\) is set, \(C_N\) and \(D_0\) are also determined by \(C_0\). From (13), when viewed only from the viewpoint of the incident wave in the current source region, \(D_0\) can be ignored and only the unknown \(C_0 \cdot G_s\) remains. Here, \(C_0 \cdot G_s\) can be obtained by Ampère’s circuital law. For convenience, \(C_0\) is set to 1. Even if \(C_0\) is set to a
non-zero arbitrary value ($C_0 = 0$ means no incident wave), there is no problem because $G_s$ changes accordingly. At $y = y_s$ and an arbitrary $x$-location in the current source region, the magnetic fields for the incident wave generated by the current source are $B_{x,0,inc} = 0$ and $B_{y,0,inc} = \mu_0 I_s/(2\pi(x - x_s))$, where the subscript $inc$ means an incident field. Comparing to (9b), $kC_sG_se^{-\gamma y}$ must be equal to the result of the Fourier transform of the sine function for $B_{y,0,inc}$. Thus, when $C_0 = 1$, $G_s = \mu_0 I_s/(2\pi k)$. The magnetic field intensities, $H_{x,n}$ and $H_{y,n}$, are obtained by this $G_s$ and $B = \mu H$.

\[
H_{x,n} = \frac{I_s}{2\pi \mu_s} \frac{\mu_0}{\mu_s} \int_0^\infty \frac{\gamma y}{k} \left[ -C_n e^{-\gamma y} + D_n e^{\gamma y} \right] e^{i\gamma y} \cos k(x - x_s) dk \\
H_{y,n} = \frac{I_s}{2\pi \mu_s} \int_0^\infty \frac{\mu_0}{\mu_s} \left[ C_n e^{-\gamma y} + D_n e^{\gamma y} \right] e^{i\gamma y} \sin k(x - x_s) dk
\]

(14a)

B. SHIELDING METRICS

The shielding effectiveness for material properties, $SEM$, is a significant parameter that indicates the degree to which shielding materials attenuate the strength of incident waves at an interface. $SEM$ is defined as the ratio of the magnitude of the incident magnetic field intensity at Interface 1, $H_{1,0}$, to the magnitude of the transmitted magnetic field intensity at Interface $N$, $H_{1,N}$. That is, $SEM = \left| H_{1,N} \right| / \left| H_{1,0} \right|$. As shown in (14a), the maximum magnitude of $H_{1,1}$ is located at $x = x_s$ and $y = 0$, which is the shortest distance between the current source and Interface 1. As with $H_{1,0}$, the set of positions for $H_{1,N}$ is $x = x_s$ and $y = T_N$. From (14), both $H_{1,1}$ and $H_{1,N}$ corresponding to each position have only the $x$-component ($H_{y,n} = 0$). In particular, $\left| H_{1,0} \right| = \left| I_s/(2\pi y_s) \right|$. Thus, the dB-scale of $SEM$, $SEM_{dB}$, can be expressed as

\[
SEM_{dB} = 20 \log \left( \frac{\mu_0}{\mu_N} y_s \int_0^\infty \frac{\gamma y}{k} \left[ C_n e^{-\gamma y} + D_n e^{\gamma y} \right] e^{i\gamma y} dk \right)
\]

(15)

The geometrical shielding effectiveness of the shielding materials, $SEG$, is defined differently from $SEM$. For instance, if $SEG$ is defined as being equal to $SEM$, $T_N$ in (15) also increases as the thickness of the shielding material in Region 1 increases. This means that $SEG$ includes not only the effect of the geometrical properties of shielding materials but also the effect of monotonically increasing the measurement position. Thus, $SEG$ should be defined at an arbitrary fixed $y_q > T_N$.

\[
SEG_{dB} = 20 \log \left( \frac{\mu_0}{\mu_N} y_s \int_0^\infty \frac{\gamma y}{k} \left[ C_n e^{-\gamma y} + D_n e^{\gamma y} \right] e^{i\gamma y} dk \right)
\]

(16)

Although the shielding effectiveness is related to the magnetic field intensity in the shielding region, a reflection coefficient, $\Gamma_M$, which affects the magnetic field intensity in the current source region, is also the significant parameter. $\Gamma_M$ at $x = x_s$ and $y = 0$ corresponding to Interface 1, is defined as the ratio of $H_{1,0}$ to the magnitude of the reflected magnetic field intensity, $H_{r,0}$. That is, $\Gamma_M = H_{r,0}/H_{1,0}$. As $H_{r,0}$ has only the $x$-component and is the reflection wave, it can be expressed as the term ignoring $C_0$ from (14a). Thus, $\Gamma_M$ can be derived as follows:

\[
\Gamma_M = y_s \int_0^\infty \frac{\gamma y}{k} \left| D_0 \right| e^{i\gamma y} dk
\]

(17)

The sign of the real part for $\Gamma_M$ indicates whether interference is constructive or destructive. If “+” is obtained, the magnetic field intensity in the current source region increases along the vertical line of Interface 1 passing through $x = x_s$ and $y = 0$.

III. PARAMETRIC ANALYSIS FOR SHIELDING MATERIALS

A parametric analysis was performed to study the influence of the geometrical and electrical parameters of the shielding material. Table 2 lists the electrical properties of the materials used for the parametric analysis. Here, the relative permeability and permittivity are expressed as $\mu_r$ and $\epsilon_r$, respectively, and the magnetic field material, air-gap, and conductive material are expressed in abbreviated form as MM, air, and CM, respectively. The analysis conditions for the electrical property combinations of these materials are listed in Table 3 where the thicknesses of Regions, 1, 2, and 3 are 0.01, 0.001, and 0.01 [m], respectively. Commonly, the current source in all cases is located at $x_i = 0$ and $y_i = -1$ [m], and its current is $I_i = 100$ [A]; the current source and shielding region have the same electrical properties as vacuum.

A. ARRANGEMENT OF SHIELDING MATERIALS

In Cases 1 and 2, the contours of the dB-scale $(20 \log |H|)$ for the maximum magnetic field intensity at an arbitrary location are plotted in Fig. 2. When the positions of MM.1 and CM.1 are exchanged, the distribution of the magnetic field intensity in the shielding region hardly changes, whereas that in the current source region changes. Fig. 3 shows a plot of magnetic field intensity along the vertical line passing through $x = 0$. It is clear from Fig. 3 that a magnetic material maintains a low magnetic field intensity over the entire region occupied by this material, whereas a conductive material causes the magnetic field intensity to drop drastically.

**TABLE 2.** Electrical properties of shielding materials.

| Case | Region 1 | Region 2 | Region 3 |
|------|----------|----------|----------|
| 1    | MM.1     | air      | MM.1     |
| 2    | CM.1     | air      | CM.1     |
| 3    | MM.2     | air      | CM.1     |
| 4    | CM.1     | air      | MM.2     |

**TABLE 3.** Configuration of shielding materials.

| Case | Region 1 | Region 2 | Region 3 |
|------|----------|----------|----------|
| 1    | MM.1     | air      | MM.1     |
| 2    | CM.1     | air      | CM.1     |
| 3    | MM.2     | air      | CM.1     |
| 4    | CM.1     | air      | MM.2     |
Comparing the two cases, the magnetic field intensity in the shielding region is identical, but that in the current source region is not. From the same magnetic field intensity in the shielding region, it can be inferred that each shielding material has its own shielding efficiency, regardless of the influence of the other adjacent materials. The plots of the magnetic field intensity along the horizontal line passing through $y_q = -0.01$ [m] and $y_q = 0.031$ [m] are shown in Fig. 4. Both cases have the same $SE_{M,dB} = -60.435$ [dB]. Thus, the exchange in position of the conductive and magnetic materials is not a crucial factor in reducing the magnetic field intensity in the shielding region. However, the impact differs in the current source region. In the case of MM.1–air.–CM.1, $\Gamma_{M,rc}$, which is the real part of $\Gamma_M$, is $-0.952$, which means that the magnetic field intensity can be reduced by destructive interference, whereas conversely, $\Gamma_{M,rc} = 0.842$, the magnetic field intensity increases due to constructive interference. The impedance difference between the two regions abutting Interface 1 determines the sign of $\Gamma_{M,rc}$. Although the magnetic field region covered in this study is assumed to be near-field due to the 50 or 60 [Hz] operating frequency, the characteristic impedance and reflection coefficient for far-field can be qualitatively applied even for the near-field. The characteristic impedance increases as the permeability increases, whereas it decreases as the conductivity increases. The characteristic impedance of Region 1 with high permeability is bigger than that of the current source region. Thus, the reflection coefficient has the “+” sign. Because the reflection coefficient for the far-field is defined based on the electric field, it has the opposite sign when defined based on magnetic field intensity, as in $\Gamma_M$ of this study. Changes in $\Gamma_{M,rc}$ and $SE_M$ for relative permeability and conductivity will be discussed in more detail in subsections B and C of this section. The parametric analysis is performed with only one parameter modified at a time and the other dimensions maintained at the previously defined reference values.

**B. PERMEABILITY OF SHIELDING MATERIALS**

As shown in Fig. 5, the magnetic field intensity in the shielding region decreased as the relative permeability decreased, regardless of the arrangement of the shielding material. The high relative permeability of the shielding material concentrates more magnetic fields per unit cross-sectional area than materials with relatively low relative permeability. The magnetic field intensity in the shielding region can decrease because of this impact. A comparison of the result of Figs. 5a and 5c shows that the magnetic field intensity in the current source region is more affected by the change in the relative permeability of the immediately adjacent region. As shown in Fig. 5a, for the MM.2–air.–CM.1 case, the magnetic field intensity is reduced because the relative permeability of MM.2 is 10 times higher than that of MM.1.
FIGURE 4. Maximum magnetic field intensity along the horizontal lines of (a) the current source region \((-1 \, [m] \leq x \leq 1 \, [m], \ y_q = -0.01 \, [m])\) and (b) shielding region \((-1 \, [m] \leq x \leq 1 \, [m], \ y_q = 0.031 \, [m])\) for the two cases.

FIGURE 5. Maximum magnetic field density for a change in magnetic material (permeability). (a) and (c) are obtained by the current source region \((-1 \, [m] \leq x \leq 1 \, [m], \ y_q = -0.01 \, [m])\), and (b) and (d) are obtained by the current source region \((-1 \, [m] \leq x \leq 1 \, [m], \ y_q = 0.031 \, [m])\).

However, as shown in Fig. 5c, even if the relative permeability of non-adjacent materials in the current region changes, the magnetic field intensities in the current source region are nearly the same. Fig. 6 shows more detailed analysis for \(\Gamma_{M, re}\) and \(SE_{M, dB}\) performed by increasing the relative permeability from 1 to \(10^8\) with fixed conductivity. As the
relative permeability increases, $\Gamma_{M,\text{re}}$ becomes closer to $-1$, where the “−” sign means the opposite phase for an incident magnetic field intensity. If the relative permeability has a value of 160 or less, $\Gamma_{M,\text{re}}$ has the “+” sign owing to the permittivity and conductivity of this material. Changes in the conductivity of materials non-adjacent in the current source region do not significantly affect $\Gamma_M$, whereas they make the difference in $SE_{M,\text{dB}}$ around 26 [dB] over the all ranges of relative permeability.

C. CONDUCTIVITY OF SHIELDING MATERIALS

An increase in the conductivity of the shielding material can reduce the magnetic field intensity in the shielding region, as shown in Fig. 7. Some of the magnetic field energy transmitted through the shielding material is absorbed owing to the loss characteristics of this material, and the increase in conductivity increases the degree of energy absorption. Compared with Fig. 5a for permeability, the change in the magnetic field intensity in the current source region for conductivity is not noticeable, as shown in Fig. 7a. The $\Gamma_{M,\text{re}}$ values for conductivity are illustrated in Fig. 8a. The difference between $\Gamma_{M,\text{re}}$ for the conductivity of CM.1 and CM.2 is merely 0.01, as can be observed in Fig. 7c. As the conductivity increases, the sign of $\Gamma_{M,\text{re}}$ changes from “−” to “+” based on $\sigma = 1.32 \times 10^5$ [S/m]. When $\sigma > 1.32 \times 10^5$ [S/m], the magnetic field intensity in the current source region increases due to constructive interference, and the permeability of the material in Region 3 has no effect on $\Gamma_{M,\text{re}}$. However, when $\sigma < 1.32 \times 10^5$ [S/m], the magnetic field intensity in the current source region decreases due to destructive interference, and as the permeability of the material in Region 3 increases, $\Gamma_{M,\text{re}}$ converges to $-1$. Fig. 8b shows that the shielding effect occurs at a conductivity of more than a specific value. The specific value depends on the permeability of the material which is in Region 3; however, under a condition given in Fig. 8, the shielding effect is insignificant at $\sigma < 10^4$ [S/m].

D. THICKNESSES OF SHIELDING MATERIALS AND AN AIR-GAP

The $\Gamma_{M,\text{re}}$ and $SE_{G,\text{dB}}$ values with a change in the thickness of each shielding material are shown in Fig. 9, where the y-location, $y_p$, to obtain $SE_{G,\text{dB}}$ is 0.031 [m]. As the thickness increases, more magnetic field energy is stored in the shield or the conduction loss increases more. The impact reduces the magnetic field intensity in the shielding region regardless of the arrangement of the shielding material, as shown in Fig. 9. As mentioned above, $\Gamma_{M,\text{re}}$ is the parameter that affects the magnetic field intensity in the current source region, and $\Gamma_{M,\text{re}}$ changes according to the thickness of the material adjacent in this region. Fig. 9a shows that the sign of $\Gamma_{M,\text{re}}$ varies based on MM.1 thickness at $1.65 \times 10^{-3}$ [m], and this means that the magnetic field intensity in the current source region can reduce more beyond a certain thickness. As shown in Fig. 9c, the increasing thickness of CM.1 adjacent in the current source region rather increases the magnetic field intensity in this region. In addition, unlike MM.1, $\Gamma_{M,\text{re}}$ of CM.1 has the “+” sign on all thickness range. Fig. 10 shows the impact for air-gap thickness. $\Gamma_{M,\text{re}}$ has a constant value regardless of the air-gap thickness. $SE_{G,\text{dB}}$ changes with increasing air-gap thickness, but the impact of this thickness is insignificant as the difference between the maximum and minimum of $SE_{G,\text{dB}}$ in Fig. 10b is merely 0.09 [dB].

IV. SHIELDING PIPE

Prior to using shielding materials to reduce the magnetic field intensity in the shielding region, the current source was wrapped with a shielding pipe [27], [28]. Under this condition, the incident magnetic field intensity at Interface 1 changes. Fig. 11 shows the basic configuration of the current source and its shielding pipe, which mitigate the magnetic field intensity incident on Interface 1. Owing to the uniform and infinitely long structure in the $z$-direction, the magnetic vector potential of the cylindrical coordinate, $A_{n,wp}$ has only the $z$-component, and is expressed only as a function of the radial distance, $r$, from the center of the
FIGURE 7. Maximum magnetic field density for a change in conductive material (conductivity). (a) and (c) are obtained by the current source region. (a) and (c) are obtained by the current source region ($-1 \, \text{m} \leq x \leq 1 \, \text{m}, y_q = -0.01 \, \text{m}$), and (b) and (d) are obtained by the current source region ($-1 \, \text{m} \leq x \leq 1 \, \text{m}, y_q = 0.031 \, \text{m}$).

FIGURE 8. (a) $M_{\text{re}}$ and (b) $SE_{\text{dB}}$ for a change in conductivity.

current source.

\[
\left( \frac{d^2}{dx^2} + \frac{1}{r} \frac{d^2}{dr^2} + p_n^2 \right) A_{n,wp} (r) = 0 \quad (18)
\]

where subscript $n$ indicates the shielding pipe region (Region $s$) and the current source region (Region 0), denoted by $s$ and 0, respectively. For each region, the solution of (18)
can be obtained as follows:

\[
A_{\text{wp}}(r) = c_0 H_0^{(1)}(p_0 r) + c_1 H_0^{(2)}(p_0 r) \tag{19a}
\]

\[
A_{\text{wp}}(r) = c_2 H_0^{(1)}(p_0 r) \tag{19b}
\]

where \(H_0^{(1)}\) and \(H_0^{(2)}\) are 0th-order Hankel functions of the first and second kinds, respectively, and \(c_0\), \(c_1\), and \(c_2\) are unknown coefficients. From \(B_\phi = \frac{\partial A(r)}{\partial r}\) and \(H = B/\mu\), the magnetic field intensity can be
expressed as

\[ H_{\phi,s,wp} (r) = c_0 \frac{p_s}{\mu_s} H_0^{(1)} (p_s r) + c_1 \frac{p_s}{\mu_s} H_0^{(2)} (p_s r) \]  

\[ H_{\phi,0,wp} (r) = c_2 \frac{\rho_0}{\mu_0} H_0^{(1)} (p_0 r) \]  

where \( H_0^{(1)} \) and \( H_0^{(2)} \) are 1st-order Hankel functions of the first and second kinds, respectively. The three unknown coefficients can be determined using the three boundary conditions of magnetic field intensity and magnetic vector potential. That is, using the coefficients obtained by \( I_s/(2\pi r_1) = H_{\phi,s,wp}(r_1), H_{\phi,s,wp}(r_2) = H_{\phi,0,wp}(r_2) \) and \( A_s,wp(r_2) = A_0,wp(r_2) \), the forward magnetic field intensity, \( H_{\phi,0,wp}(r) \), in the current source region can be expressed as

\[ H_{\phi,0,wp} (r) = \frac{I_s}{2\pi r_1} H_1^{(2)} (p_s r_2) - \kappa \cdot H_1^{(1)} (p_s r_2) \frac{H_1^{(2)} (p_0 r)}{H_1^{(2)} (p_s r_1) - \kappa \cdot H_1^{(1)} (p_s r_1) H_1^{(2)} (p_0 r_2)} \]  

with

\[ \kappa = \frac{\mu_0 \rho_s H_1^{(2)} (p_s r_2) H_1^{(1)} (p_0 r_2) - \mu_s \rho_0 H_1^{(2)} (p_s r_2) H_1^{(1)} (p_0 r_2)}{\mu_0 \rho_s H_1^{(1)} (p_s r_2) H_1^{(2)} (p_0 r_2) - \mu_s \rho_0 H_1^{(1)} (p_s r_2) H_1^{(2)} (p_0 r_2)} \]  

V. APPLICATION TO SHIELDING CONFIGURATION

An example of shielding configuration based on the results of the previous sections is illustrated in this section. As mentioned above, the arrangement of the shielding material does not affect the magnetic field intensity of the shielding region, but it has the opposite effect in the current source region. Placing a conductive material in Region 1 allows the magnetic material in Region 3 to be free from magnetic saturation because of the high conductivity loss of the conductive material. However, in the current source region, the magnetic field intensity increases because of constructive interference. Thus, to reduce the magnetic field intensity in the current source region, the magnetic material should first be placed in Region 1, and installed at an appropriate distance from the current source to avoid the start of magnetic saturation.

The use of a composite material having a relatively high conductivity and outstanding magnetic material property (\( \Gamma_{M, re} < 0 \)) can mitigate the magnetic field intensity in the region where the field is incident, with the advantage of a high attenuation for the transmitted magnetic field. A magnetic alloy with conductivity of \( 7.25 \times 10^5 \) [S/m], is employed in Region 1 to reduce the magnetic field intensity in the current source region. Its nonlinear characteristics are shown in Fig. 12, including its relative permeability and the incident magnetic field intensity at which magnetic saturation begins. The maximum relative permeability is 36.233 at \( |H| = 5.66 \) [A/m], indicating maximum shielding efficiency. Region 2 is occupied by aluminum whose the electrical property is the same as that of CM.1 in Table 2. Here, the air-gap is ignored because its thickness has little effect on the change in the magnetic field intensity as shown in Fig. 10. The thicknesses of Regions 1 and 2 are equal to 0.005 [m]. The shielding pipe discussed in this section is made of copper (\( \sigma = 3.8 \times 10^7 \) [S/m]), and its geometrical parameters are \( r_1 = 0.05 \) [m] and \( r_2 = 0.001 \) [m]. The magnetic field intensity generated by the cable decreases drastically as it passes through the shield pipe, and then it is incident on Interface 1. When \( I_s = 750 \) [A], the incident magnetic field intensity calculated in accordance with distance \( r \) from the cable center using (21) is shown in Fig. 13. Here, \( r = 0.91 \) [m] corresponding to \( |H| = 5.66 \) [A/m]. To simplify calculations, the current source that generates this magnetic field is assumed to be an equivalent point source. In this shielding configuration,
MSESE obtained by (15) and (17) are −0.66 dB and −157 dB, respectively.

VI. CONCLUSION

In this paper, the principles of shielding materials are discussed, and a simple guideline for the shielding configuration is presented using these principles. The discussion is based on mathematical expressions for the shielding effectiveness and reflection coefficient. Various parametric analyses have been conducted to determine the best shield configuration based on the geometrical and electrical parameters of the shielding materials. The results show that these parameters have significant effects not only on the shielding region but also on the current source region. The graphs with comparative data presented in this paper intuitively show the effects of these parameters. In addition, the change in magnetic field intensity due to the shielding pipe wrapping of the current source was calculated. Then, the permeability corresponding to its magnetic field intensity from a nonlinear B–H curve was obtained, resulting in the determination of the optimal distance between the current source and the shielding materials. The shielding configuration can be summarized as follows: 1) The arrangement order of the conductive and magnetic materials does not affect the changes in the magnetic field intensity of the shielding region. 2) The magnetic field intensity reflected on the magnetic material with a certain thickness or greater has the opposite phase of the incident field. 3) The magnetic field intensity reflected on the conductive material has the same phase as that of the incident field. 4) To reduce the magnetic field intensity in the current source region, the magnetic material should be placed first, and the conductive material should be placed next. 5) The gap between the magnetic and conductive materials does not significantly change the magnetic field intensity in either the current source and shielding regions. 6) The magnetic material should be kept at an appropriate distance from the current source to prevent magnetic saturation and maximize the shielding effectiveness.
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