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The density matrix for a system of particles interacting via the Coulomb potential is obtained in the high–temperature limit following almost entirely the original work by Kelbg. For this purpose the Blöch equation is solved in the first order of perturbation theory. We tried to explain all the transformations in the derivation in order to simplify the understanding of this non-trivial theory. The solution of Kelbg is widely used in path integral simulations of Coulomb systems.

I. INTRODUCTION

In 1963 \cite{1} Kelbg calculated the density matrix of a Coulomb system in the first order of perturbation theory. The Kelbg’s solution originated a function that resembled some potential and was finite at small distances. This function is often called a “Kelbg potential”, or “Kelbg pseudopotential”; the last term is more adequate as the function depends on both distance and temperature. Nevertheless, the Kelbg’s solution should be interpreted as some expression for the two–particle density matrix of a Coulomb system at high temperatures. In the case of an arbitrary interparticle potential it is reasonable to call the Kelbg’s solution as the Kelbg functional.

The Kelbg pseudopotential is often used in path integral Monte Carlo (PIMC) calculations \cite{2–5}. However, the original paper \cite{1} contains only a very brief derivation. Thus, the Kelbg’s reasoning is rather difficult to understand. In this report, we formulate a detailed derivation of the Kelbg pseudopotential in the diagonal and non-diagonal cases. We do not produce any new results: our aim is to simplify the understanding of the Kelbg’s fundamental work. We follow almost entirely the work \cite{1}.

II. PRIMARY NOTATIONS

We consider $N$ particles interacting through a pair potential $u_{ij}(r_i - r_j)$. The Hamiltonian $\hat{H}$ of the system is:

\begin{equation}
\hat{H} = \hat{K} + \hat{V}, \quad \hat{K} = \sum_{i=1}^{N} \frac{\hat{p}_i^2}{2m}, \quad \hat{p}_i = -i\hbar \nabla_i, \quad (1)
\end{equation}

\begin{equation}
\hat{V} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j \neq i}^{N} u_{ij}(r_i - r_j), \quad (2)
\end{equation}

where $\hat{p}_i$ is the momentum operator of an $i$-th particle, $m$ is the particle mass, $r_i$ is the coordinate variable of an $i$-th particle. Let us also introduce a variable for the set of all the coordinates:

\begin{equation}
(r_1, r_2, \ldots, r_N) \equiv \mathbf{r}. \quad (3)
\end{equation}

The time–independent Schrödinger equation produces an eigenfunction $\Psi_i(\mathbf{r})$ with a corresponding energy value $E_i$:

\begin{equation}
\hat{H} \Psi_i(\mathbf{r}) = E_i \Psi_i(\mathbf{r}), \quad (4)
\end{equation}

\begin{equation}
\Psi_i(\mathbf{r}) \equiv \Psi_i(r_1, r_2, \ldots, r_N) = \langle \mathbf{r}|\Psi_i \rangle. \quad (5)
\end{equation}

Here, $i$ enumerates the states of the $N$-particle system. We assume that the eigenfunctions $\Psi_i(\mathbf{r})$ are orthonormal and form a complete system.

Let us contact the system with a thermostat with a temperature $T$. We define the density matrix or density operator as follows:

\begin{equation}
\hat{\rho}(\beta) = \exp(-\beta \hat{H}) = \exp(-\beta \hat{K} - \beta \hat{V}), \quad (6)
\end{equation}
where \( \beta = 1/(k_B T) \) and \( k_B \) is the Boltzmann constant. Note, that we use a non-normalized density matrix. Thus, the partition function \( Q(\beta) \) is:

\[
Q(\beta) = \text{Sp} \hat{\rho}(\beta). \tag{7}
\]

In the coordinate representation the density matrix \( \rho(\mathbf{R}, \mathbf{R}'; \beta) \) has the form:

\[
\rho(\mathbf{R}, \mathbf{R}'; \beta) = \langle \mathbf{R} | \hat{\rho}(\beta) | \mathbf{R}' \rangle = \sum_i e^{-\beta E_i} \Psi_i^*(\mathbf{R}) \Psi_i(\mathbf{R}'). \tag{8}
\]

Here, \( \mathbf{R}' \) denotes the set of primed coordinates \( \mathbf{R}' = (r'_1, r'_2, \ldots, r'_N) \) and \( \Psi_i^*(\mathbf{R}) \) is the complex conjugate of \( \Psi_i(\mathbf{R}) \). In Eq. (8) the summation is performed over all states without symmetrization or antisymmetrization. Eq. (7) turns into the following form in the coordinate representation:

\[
Q(\beta) = \int d\mathbf{R} \rho(\mathbf{R}, \mathbf{R}; \beta), \quad d\mathbf{R} \equiv dr_1 dr_2 \ldots dr_N. \tag{9}
\]

The density matrix satisfies the Blöch equation:

\[
\frac{d\hat{\rho}(\beta)}{d\beta} = -\hat{H} \hat{\rho}(\beta). \tag{10}
\]

In the further derivation we will often use the “completeness relation”:

\[
\hat{1} = \int d\mathbf{R} |\mathbf{R}\rangle \langle \mathbf{R}|. \tag{11}
\]

Two conjugate variables \( \mathbf{G} \equiv (g_1, g_2, \ldots, g_N) \) and \( \mathbf{R} \equiv (r_1, r_2, \ldots, r_N) \) satisfy the following identities:

\[
\langle \mathbf{R} | \mathbf{G} \rangle \equiv \langle r_1, r_2, \ldots, r_N | g_1, g_2, \ldots, g_N \rangle = \frac{1}{(2\pi\hbar)^{3N/2}} e^{\frac{i}{\hbar} \mathbf{R} \cdot \mathbf{G}}. \tag{12}
\]

\[
\mathbf{R} \cdot \mathbf{G} \equiv r_1 g_1 + r_2 g_2 + \cdots + r_N g_N. \tag{13}
\]

An arbitrary variable \( \mathbf{Q} = (q_1, \ldots, q_N) \) will be used below, where \( q_i \) is the coordinate of an \( i \)-th particle. The action of the momentum operator \( \hat{p}_i \) on \( |\mathbf{G}\rangle \) defines the momentum variable \( g_i \):

\[
\hat{p}_i |\mathbf{G}\rangle = g_i |\mathbf{G}\rangle. \tag{14}
\]

Another “completeness relation” for the conjugate variable \( \mathbf{G} \) will be used:

\[
\hat{1} = \int \frac{d\mathbf{G}}{(2\pi\hbar)^{3N/2}} |\mathbf{G}\rangle \langle \mathbf{G}|. \tag{15}
\]

### III. DERIVATION OF THE KELBG FUNCTIONAL

Our goal is to separate the kinetic and potential energy in Eq. (6). Kelbg [1] introduces a correction function (“Korrekturfunction’’), which we write as an operator \( \hat{G}(\beta) \):

\[
\exp(-\beta(\hat{K} + \hat{V})) = \exp(-\beta \hat{V}) \exp(-\beta \hat{K}) \hat{G}(\beta). \tag{16}
\]

The Baker–Campbell–Hausdorff (BCH) relation gives the exact formula for \( \hat{G}(\beta) \):

\[
\hat{G}(\beta) = \hat{1} \exp \left( -\frac{\beta^2}{2} |\hat{V}, \hat{K}\rangle \right) \exp \left( \frac{\beta^3}{12} (|\hat{V}, [\hat{V}, \hat{K}]| + [\hat{K}, [\hat{K}, \hat{V}]]) \right) \cdots, \tag{17}
\]

where \([\hat{V}, \hat{K}]\) is a commutator of \( \hat{V} \) and \( \hat{K} \). Our goal is to consider \( \hat{G}(\beta) \) in the first order of \( \hat{V} \). We cannot do it directly from Eq. (17): the first-order contributions are included not only in the first exponent \( (\beta^2) \), but also, for example, in the second one \( (\beta^3) \).
Therefore, we (according to Kelbg) differentiate Eq. (16) by $\beta$:

$$-(\hat{K} + \hat{V})e^{-\beta(\hat{K} + \hat{V})} = -\hat{V}e^{-\beta\hat{V}}e^{-\beta\hat{K}}\hat{G}(\beta) - e^{-\beta\hat{V}}\hat{K}e^{-\beta\hat{K}}\hat{G}(\beta) + e^{-\beta\hat{V}}e^{-\beta\hat{K}}\frac{d\hat{G}(\beta)}{d\beta}. \hspace{1cm} (18)$$

Then we rewrite the left side of Eq. (18) using (16):

$$-(\hat{K} + \hat{V})e^{-\beta(\hat{K} + \hat{V})} = -(\hat{K} + \hat{V})\exp(-\beta\hat{V})\exp(-\beta\hat{K})\hat{G}(\beta) = -\hat{K}\exp(-\beta\hat{V})\exp(-\beta\hat{K})\hat{G}(\beta) - \hat{V}\exp(-\beta\hat{V})\exp(-\beta\hat{K})\hat{G}(\beta). \hspace{1cm} (19)$$

After substituting Eq. (19) in Eq. (18) and eliminating the same terms, we get:

$$e^{-\beta\hat{V}}e^{-\beta\hat{K}}\frac{d\hat{G}(\beta)}{d\beta} = e^{-\beta\hat{V}}e^{-\beta\hat{K}}\hat{G}(\beta) = e^{-\beta\hat{V}}\left(\hat{K} - e^{\beta\hat{V}}e^{-\beta\hat{V}}\right) + e^{-\beta\hat{K}}\hat{G}(\beta). \hspace{1cm} (20)$$

Multiplying Eq. (20) from the left by $e^{\beta\hat{K}}e^{\beta\hat{V}}$, we obtain [1, Eq. (11)]:

$$\frac{d\hat{G}(\beta)}{d\beta} = e^{\beta\hat{K}}\left(\hat{K} - e^{\beta\hat{V}}e^{-\beta\hat{V}}\right)e^{-\beta\hat{K}}\hat{G}(\beta). \hspace{1cm} (21)$$

Now we can use the series expansion:

$$e^{\beta\hat{V}} = 1 + \beta\hat{V} + \frac{\beta^2}{2}\hat{V}^2 + \ldots, \quad e^{-\beta\hat{V}} = 1 - \beta\hat{V} + \frac{\beta^2}{2}\hat{V}^2 + \ldots \hspace{1cm} (22)$$

So the second term in brackets in Eq. (21) becomes:

$$e^{\beta\hat{K}}e^{-\beta\hat{V}} = \hat{K} + [\hat{V}, \hat{K}] + \frac{\beta^2}{2}[[\hat{V}, [\hat{V}, \hat{K}]] + \frac{\beta^3}{6}[[\hat{V}, [\hat{V}, [\hat{V}, \hat{K}]]] + \ldots \hspace{1cm} (23)$$

Substituting Eq. (23) in Eq. (21), we obtain a series with nested commutators [1, Eq. (12)]:

$$\frac{d\hat{G}(\beta)}{d\beta} = -e^{\beta\hat{K}}\left\{\beta[\hat{V}, \hat{K}] + \frac{\beta^2}{2}[[\hat{V}, [\hat{V}, \hat{K}]] + \frac{\beta^3}{6}[[\hat{V}, [\hat{V}, [\hat{V}, \hat{K}]]] + \ldots\right\}e^{-\beta\hat{K}}\hat{G}(\beta). \hspace{1cm} (24)$$

Kelbg states, that “the series breaks off with the term $\beta^2$ because of the structure of the kinetic energy operator”. He gives no proof of the series truncation. Nevertheless, this statement is true since the kinetic energy operator contains only second order derivatives. Thus, the commutator $[\hat{V}, [\hat{V}, [\hat{V}, \hat{K}]]] = 0$ (see App. A) that leads to zeroing of higher $\beta$-order terms and [1, Eq. (12)] is correct and exact. The term of order $\beta^2$ in Eq. (24) is not used further anyway.

Next, we use the following transformation:

$$e^{\beta\hat{K}}[\hat{K}, \hat{V}]e^{-\beta\hat{K}} = \left(\hat{K}e^{\beta\hat{K}}\hat{V}e^{-\beta\hat{K}} - e^{\beta\hat{K}}\hat{V}\hat{K}e^{-\beta\hat{K}}\right) = \frac{d}{d\beta}\left(e^{\beta\hat{K}}\hat{V}e^{-\beta\hat{K}}\right) \hspace{1cm} (25)$$

to rewrite Eq. (24) in the following form (in the first order of $\hat{V}$):

$$\frac{d\hat{G}(\beta)}{d\beta} = -\beta e^{\beta\hat{K}}[\hat{V}, \hat{K}]e^{-\beta\hat{K}}\hat{G}(\beta) = \beta \frac{d}{d\beta}\left(e^{\beta\hat{K}}\hat{V}e^{-\beta\hat{K}}\right)\hat{G}(\beta). \hspace{1cm} (26)$$

From the definition (16):

$$\hat{G}(0) = \hat{1}. \hspace{1cm} (27)$$

Providing the formal integration of Eq. (26) over $\beta$, we obtain [1, Eq. (13)]:

$$\hat{G}(\beta) = \hat{1} + \int_0^\beta \beta_1 \frac{d}{d\beta_1}\left(e^{\beta_1\hat{K}}\hat{V}e^{-\beta_1\hat{K}}\right)\hat{G}(\beta)d\beta_1 = \hat{1} + \int_0^\beta \beta_1 \frac{d}{d\beta_1}\left(e^{\beta_1\hat{K}}\hat{V}e^{-\beta_1\hat{K}}\right)\hat{1} d\beta_1 + \int_0^\beta \beta_1 \frac{d}{d\beta_1}\left(e^{\beta_1\hat{K}}\hat{V}e^{-\beta_1\hat{K}}\right)\hat{1} d\beta_1 d\beta_1 + \ldots \hspace{1cm} (28)$$
Since we are looking for $\hat{G}(\beta)$ in the first order of perturbation theory, we omit all the terms except for the first two:

$$\hat{G}(\beta) = \hat{1} + \int_0^\beta \frac{d}{d\beta_1} \left( e^{\beta_1 \hat{K} \hat{V} e^{-\beta_1 \hat{K}}} \right) d\beta_1. \quad (29)$$

Substituting Eq. (29) into Eq. (16), we get the density matrix:

$$\hat{\rho}(\beta) = e^{-\beta \hat{V}} e^{-\hat{K} \hat{V}} + e^{-\beta \hat{V}} e^{-\hat{K} \hat{V}} \int_0^\beta \frac{d}{d\beta_1} \left( e^{\beta_1 \hat{K} \hat{V} e^{-\beta_1 \hat{K}}} \right) d\beta_1. \quad (30)$$

This is the general equation in [1]. In the rest of the article we will transform it to different forms.

### A. Transformation of density operator Eq. (30)

First, we transform the integral term in Eq. (30) by differentiating it over $\beta_1$ and multiplying the integrand by $e^{-\beta \hat{K}}$:

$$e^{-\beta \hat{V}} e^{-\hat{K} \hat{V}} \int_0^\beta \frac{d}{d\beta_1} \left( e^{\beta_1 \hat{K} \hat{V} e^{-\beta_1 \hat{K}}} \right) d\beta_1 = e^{-\beta \hat{V}} e^{-\hat{K} \hat{V}} \int_0^\beta \beta_1 e^{\beta_1 \hat{K} \hat{V} e^{-\beta_1 \hat{K}}} \left( \hat{K} \hat{V} - \hat{V} \hat{K} \right) e^{-\beta_1 \hat{K}} \hat{1} d\beta_1$$

$$= e^{-\beta \hat{V}} \int_0^\beta \beta_1 e^{(\beta_1 - \beta) \hat{K} \hat{V} - \hat{K} \hat{V}} e^{-(\beta_1 - \beta) \hat{K} e^{-\beta \hat{K}}} d\beta_1. \quad (31)$$

We also used here, that $\hat{1} = e^{\beta \hat{K} \hat{V} e^{-\beta \hat{K}}}$. Now we will again transform this equation to the form of a derivative:

$$\int_0^\beta \beta_1 e^{(\beta_1 - \beta) \hat{K} \hat{V} - \hat{K} \hat{V}} e^{-(\beta_1 - \beta) \hat{K} e^{-\beta \hat{K}}} d\beta_1 = \int_0^\beta \frac{d}{d\beta_1} \left( e^{(\beta_1 - \beta) \hat{K} \hat{V} e^{-(\beta_1 - \beta) \hat{K}}} \right) e^{-\beta \hat{K} \hat{V} e^{-\beta \hat{K}} d\beta_1}. \quad (32)$$

Finally, Eq. (30) is transformed into [1, Eq. (14)]:

$$\hat{\rho}(\beta) = e^{-\beta \hat{V}} e^{-\hat{K} \hat{V}} + e^{-\beta \hat{V}} \int_0^\beta \frac{d}{d\beta_1} \left( e^{(\beta_1 - \beta) \hat{K} \hat{V} e^{-(\beta_1 - \beta) \hat{K}}} \right) e^{-\beta \hat{K} \hat{V} e^{-\beta \hat{K}}} d\beta_1. \quad (33)$$

Note that the factor $e^{\beta \hat{K}}$ can be introduced under the derivative, since it does not depend on $\beta_1$:

$$\frac{d}{d\beta_1} \left( e^{(\beta_1 - \beta) \hat{K} \hat{V} e^{-(\beta_1 - \beta) \hat{K}}} \right) e^{-\beta \hat{K}} = \frac{d}{d\beta_1} \left( e^{(\beta_1 - \beta) \hat{K} \hat{V} e^{-(\beta_1 - \beta) \hat{K}}} \hat{K} e^{-\beta \hat{K}} \right). \quad (34)$$

Following Kelbg, we rewrite the inter-particle potential through the parameters $e_i$ and $D$:

$$u_{ij}(r_i - r_j) = \frac{e_ie_j}{D} u(r_i - r_j). \quad (35)$$

We suppose that $e_i$ has the meaning of a charge and $D$ of a length. We decompose $u(r_i - r_j)$ into a Fourier integral:

$$u(r_i - r_j) = \frac{1}{(2\pi)^3} \int dt v(t) e^{it(r_i - r_j)}. \quad (36)$$

Here, $v(t)$ is a Fourier component of the potential $u(r_i - r_j)$. Then the full potential energy has the following form:

$$\hat{V} = \frac{1}{16\pi^2 D} \sum_{i=1}^N \sum_{j=1}^N e_ie_j \int dt v(t) e^{it(r_i - r_j)}. \quad (37)$$
Thus Eq. (33) becomes:
\[
\hat{\rho}(\beta) = e^{-\beta\hat{V}} e^{-\beta\hat{K}} + \frac{1}{16\pi^3 D} \sum_{i=1}^{N} \sum_{j}^{N} e_i e_j \int dt v(t) e^{-\beta\hat{V}} \int_0^\beta \frac{d}{d\beta_1} \left( e^{(\beta_1 - \beta)\hat{K}} e^{it(r_i - r_j)} e^{-(\beta_1 - \beta)\hat{K}} \right) e^{-\beta\hat{K}} d\beta_1.
\] (38)

We introduce the following notation [1, Eq. (17)]:
\[
\hat{F}_{ij} = e^{\beta'\hat{K}} e^{it(r_i - r_j)} e^{-\beta'\hat{K}}, \quad \beta' = \beta_1 - \beta.
\] (39)

\(\hat{F}_{ij}\) corresponds to the expression under the derivative in Eq. (38). We are going to calculate the action of \(e^{\beta'\hat{K}}\) on \(e^{it(r_i - r_j)}\). If \(f(x)\) is some function, then:
\[
f(\hat{H})\Psi_i(R) = f(E_i)\Psi_i(R).
\] (40)

For the case of \(\hat{K}\), we consider the action of \(\hat{K}\) on \(e^{it(r_i - r_j)}\):
\[
\hat{K} e^{it(r_i - r_j)} = \frac{1}{2m} \sum_{n=1}^{N} \hat{p}_n^2 e^{it(r_i - r_j)} = \frac{1}{2m} (\hat{p}_i^2 + \hat{p}_j^2) e^{it(r_i - r_j)} + \frac{e^{it(r_i - r_j)}}{2m} \sum_{n \neq i, j} \hat{p}_n^2
\] (41)
to calculate the action of \(e^{\beta'\hat{K}}\) on \(e^{it(r_i - r_j)}\). Let us consider the actions of individual contributions in Eq. (41) on the wave-function \(\Psi(R)\):
\[
\hat{p}_i e^{it(r_i - r_j)} \Psi(R) = -\hbar^2 \nabla_i^2 e^{it(r_i - r_j)} \Psi(R).
\] (42)

The actions of \(\nabla_i^2\) and \(\nabla_j^2\) produces three terms:
\[
\nabla_i^2 e^{it(r_i - r_j)} \Psi(R) = -t^2 e^{it(r_i - r_j)} \Psi(R) + 2ie^{it(r_i - r_j)} t \nabla_i \Psi(R) + e^{it(r_i - r_j)} \nabla_i^2 \Psi(R),
\] (43)
\[
\nabla_j^2 e^{it(r_i - r_j)} \Psi(R) = -t^2 e^{it(r_i - r_j)} \Psi(R) - 2ie^{it(r_i - r_j)} t \nabla_j \Psi(R) + e^{it(r_i - r_j)} \nabla_j^2 \Psi(R).
\] (44)

Summing all up, we obtain:
\[
\hat{K} e^{it(r_i - r_j)} \Psi(R) = \left( \frac{\hbar^2 t^2}{m} e^{it(r_i - r_j)} + e^{it(r_i - r_j)} \frac{\hbar}{m} t (\hat{p}_i - \hat{p}_j) \right) \Psi(R) + e^{it(r_i - r_j)} \frac{1}{2m} \sum_{n=1}^{N} \hat{p}_n^2 \Psi(R),
\] (45)
and in the operator notation:
\[
\hat{K} e^{it(r_i - r_j)} = e^{it(r_i - r_j)} \left( \frac{\hbar^2 t^2}{m} + \frac{\hbar}{m} t (\hat{p}_i - \hat{p}_j) + \hat{K} \right).
\] (46)

Now we can compute the action of \(e^{\beta'\hat{K}}\) on \(e^{it(r_i - r_j)}\) similarly to Eq. (40):
\[
e^{\beta'\hat{K}} e^{it(r_i - r_j)} = e^{it(r_i - r_j)} e^{\beta' \frac{\hbar^2 t^2}{m} + \beta' \frac{\hbar}{m} t (\hat{p}_i - \hat{p}_j)} e^{\beta'\hat{K}}.
\] (47)

Thus, we obtain [1, Eq. (18)]:
\[
\hat{F}_{ij} = e^{\beta'\hat{K}} e^{it(r_i - r_j)} e^{-\beta'\hat{K}} = e^{it(r_i - r_j)} e^{\beta' \frac{\hbar^2 t^2}{m} + \beta' \frac{\hbar}{m} t (\hat{p}_i - \hat{p}_j)} e^{\beta'\hat{K}} e^{-\beta'\hat{K}} = e^{it(r_i - r_j)} e^{\beta' \frac{\hbar^2 t^2}{m} + \beta' \frac{\hbar}{m} t (\hat{p}_i - \hat{p}_j)}.
\] (48)

Now we substitute Eq. (48) in Eq. (38):
\[
\hat{\rho}(\beta) = e^{-\beta\hat{V}} e^{-\beta\hat{K}} + \frac{1}{16\pi^3 D} \sum_{i=1}^{N} \sum_{j=1}^{N} e_i e_j \int dt v(t) e^{-\beta\hat{V}} \int_0^\beta \frac{d}{d\beta_1} \left( e^{(\beta_1 - \beta)\hat{K}} + \beta_1 \frac{\hbar}{m} t (\hat{p}_i - \hat{p}_j) + \beta_1 \frac{\hbar^2 t^2}{m} \right) e^{-\beta\hat{K}} d\beta_1.
\] (49)

to obtain [1, Eq. (19)].
B. Coordinate representation of density matrix

Now we are going to calculate the density matrix (49) in the coordinate representation, that is $\langle R|\hat{\rho}(\beta)|R'\rangle$. To do this, we should calculate the following matrix element:

$$\langle R|e^{-\beta\hat{V}}\frac{\hbar(\beta_1-\beta)}{m}t\hat{p}_i|\hat{p}_j\rangle e^{-\beta\hat{K}}|R'\rangle.$$  

(50)

First we will insert a coordinate variable $Q \equiv (q_1, q_2, \ldots, q_N)$, using Eq. (11):

$$\langle R|e^{-\beta\hat{V}}1e^{\frac{\hbar(\beta_1-\beta)}{m}t\hat{p}_i}|\hat{p}_j\rangle e^{-\beta\hat{K}}|R'\rangle = \int dQ\langle R|e^{-\beta\hat{V}}|Q\rangle\langle Q|e^{\frac{\hbar(\beta_1-\beta)}{m}t\hat{p}_i}|e^{-\beta\hat{K}}|R'\rangle.$$  

(51)

To calculate $\langle R|e^{-\beta\hat{V}}|Q\rangle$ we note that:

$$\langle R|\hat{V}|Q\rangle = U(R)\delta(R-Q),$$  

(52)

where $U(R)$ is a potential energy (function, not an operator). Thus:

$$\langle R|e^{-\beta\hat{V}}|Q\rangle = e^{-\beta U(R)}\delta(R-Q).$$  

(53)

So Eq. (50) transforms into:

$$\langle R|e^{-\beta\hat{V}}\frac{\hbar(\beta_1-\beta)}{m}t\hat{p}_i|\hat{p}_j\rangle e^{-\beta\hat{K}}|R'\rangle = e^{-\beta U(R)}\langle R|e^{\frac{\hbar(\beta_1-\beta)}{m}t\hat{p}_i}|e^{-\beta\hat{K}}|R'\rangle.$$  

(54)

Now we are going to calculate $\langle R|e^{\frac{\hbar(\beta_1-\beta)}{m}t\hat{p}_i}|R'\rangle$. For this purpose we insert one more coordinate variable, using Eq. (11):

$$\langle R|e^{\frac{\hbar(\beta_1-\beta)}{m}t\hat{p}_i}\hat{P}e^{-\beta\hat{K}}|R'\rangle = \int dQ\langle R|e^{\frac{\hbar(\beta_1-\beta)}{m}t\hat{p}_i}|Q\rangle\langle Q|e^{-\beta\hat{K}}|R'\rangle.$$  

(55)

Consider the first matrix element $\langle R|e^{\frac{\hbar(\beta_1-\beta)}{m}t\hat{p}_i}|Q\rangle$ in Eq. (55). Let us insert a conjugate variable $G$, using Eq. (15):

$$\langle R|e^{\frac{\hbar(\beta_1-\beta)}{m}t\hat{p}_i}|Q\rangle = \langle R|e^{\frac{\hbar\delta}{m}t\hat{p}_i}|Q\rangle = \int \frac{dG}{(2\pi\hbar)^{3N/2}} \langle R|e^{\frac{\hbar\delta}{m}t\hat{p}_i}|G\rangle\langle G|e^{\frac{\hbar\delta}{m}t\hat{p}_i}|Q\rangle.$$  

(56)

The momentum operator is Hermitian; it acts on the ket-vector in the first case and on the bra-vector in the second:

$$\langle R|e^{\frac{\hbar\delta}{m}t\hat{p}_i}|G\rangle = e^{\frac{\hbar\delta}{m}t\hat{g}_i}\langle R|G\rangle,$$  

(57)

$$\langle G|e^{\frac{\hbar\delta}{m}t\hat{p}_i}|Q\rangle = e^{\frac{\hbar\delta}{m}t\hat{g}_i}\langle G|Q\rangle.$$  

(58)

Finally, we get:

$$\langle R|e^{\frac{\hbar(\beta_1-\beta)}{m}t\hat{p}_i}|Q\rangle = \int \frac{dG}{(2\pi\hbar)^{3N/2}} \frac{\hbar\delta}{m}t\hat{g}_i\langle R|G\rangle\langle G|Q\rangle$$

$$= \int \frac{dG}{(2\pi\hbar)^{3N}} e^{\frac{\hbar\delta}{m}t\hat{g}_i}\langle R|G\rangle e^{-\frac{i}{\hbar}(Q\cdot\hat{G})}.$$  

(59)

Since

$$e^{\frac{i}{\hbar}(R\cdot\hat{G})} e^{-\frac{i}{\hbar}(Q\cdot\hat{G})} = e^{\frac{i}{\hbar}(R-Q)\cdot\hat{G}} = e^{\frac{i}{\hbar}\sum_{m=1}^{N} (r_m-q_m)\cdot\hat{g}_m} = \prod_{m=1}^{N} e^{\frac{i}{\hbar}(r_m-q_m)\cdot\hat{g}_m}, \quad dG = \prod_{n=1}^{N} dg_n,$$  

(60)
the integral in (59) is easily taken over all variables, except $g_i, g_j$:

$$
\int \frac{dG}{(2\pi \hbar)^3N} e^{\frac{\hbar \omega}{m} t(g_i-g_j)} e^{iR} G e^{-\frac{i}{\hbar} Q} G = \int \prod_{n=1}^N \frac{dg_n}{(2\pi \hbar)^3N} e^{\frac{\hbar \omega}{m} t(g_i-g_j)} \prod_{m=1}^N e^{\frac{i}{\hbar} (r_m-q_m)} g_m 
$$

$$
= \frac{1}{(2\pi \hbar)^3N} \left( \prod_{n=1}^N \int dg_n e^{\frac{\hbar \omega}{m} (r_n-q_n)} g_n \right) \times \left( \int dg_i e^{\frac{\hbar \omega}{m} (r_i-q_i)} g_i \right) \times \left( \int dg_j e^{\frac{\hbar \omega}{m} (r_j-q_j)} g_j \right). \tag{61}
$$

The first integral is a Dirac $\delta$-function:

$$
\int dg_n e^{\frac{\hbar \omega}{m} (r_n-q_n)} g_n = (2\pi \hbar)^3 \delta(r_n-q_n). \tag{62}
$$

The following two integrals are $\delta$-functions too:

$$
\int dg_i e^{\frac{\hbar \omega}{m} (r_i-q_i)} g_i = (2\pi \hbar)^3 \delta(r_i-i\frac{\hbar^2 \beta'}{m} t-q_i), \tag{63}
$$

$$
\int dg_j e^{\frac{\hbar \omega}{m} (r_j-q_j)} g_j = (2\pi \hbar)^3 \delta(r_j+i\frac{\hbar^2 \beta'}{m} t-q_j). \tag{64}
$$

Now we substitute (62)–(64) in (61) to calculate (59). Finally, we have calculated the first matrix element in (55):

$$
\langle R | e^{\frac{\hbar^2 (\gamma_2-\beta)}{m} t} P | Q \rangle = \left( \prod_{n=1}^N \delta(r_n-q_n) \right) \delta \left( r_i-i\frac{\hbar^2 \beta'}{m} t-q_i \right) \delta \left( r_j+i\frac{\hbar^2 \beta'}{m} t-q_j \right) \tag{55}
$$

$$
\langle R | e^{\frac{\hbar^2 (\gamma_2-\beta)}{m} t} P | Q \rangle = \left( \prod_{n=1}^N \delta(r_n-q_n) \right) \delta \left( r_i-i\frac{\hbar^2 \beta'}{m} t-q_i \right) \delta \left( r_j+i\frac{\hbar^2 \beta'}{m} t-q_j \right). \tag{56}
$$

Substituting it in Eq. (55) and providing integration over all $q_1 \ldots q_N$, we obtain:

$$
\langle R | e^{\frac{\hbar^2 (\gamma_2-\beta)}{m} t} P | Q' \rangle = \int dQ \left( \prod_{n=1}^N \delta(r_n-q_n) \right) \delta \left( r_i-i\frac{\hbar^2 \beta'}{m} t-q_i \right) \delta \left( r_j+i\frac{\hbar^2 \beta'}{m} t-q_j \right) \langle Q | e^{-\beta \hat{K}} | Q' \rangle
$$

$$
= \langle r_1, r_2, \ldots, r_i, \ldots, r_j, \ldots, r_N | e^{-\beta \hat{K}} | r'_1, r'_2, \ldots, r'_i, \ldots, r'_j, \ldots, r'_N \rangle. \tag{66}
$$

The $N$-particle density matrix of non-interacting particles is the following [7, Eq. (2.142)]:

$$
\langle r_1, r_2, \ldots, r_i, \ldots, r_j, \ldots, r_N | e^{-\beta \hat{K}} | r'_1, r'_2, \ldots, r'_i, \ldots, r'_j, \ldots, r'_N \rangle = \left( \frac{m}{2\pi \hbar^2 \beta} \right)^{3N} \exp \left( -\frac{m}{2\hbar^2 \beta} \sum_{n=1}^N (r_n-r'_n)^2 \right). \tag{67}
$$

Substituting $r_i \rightarrow r_i-i\frac{\hbar^2 \beta'}{m} t$, $r_j \rightarrow r_j+i\frac{\hbar^2 \beta'}{m} t$ in Eq. (67), we obtain the matrix element (66):

$$
\langle r_1, r_2, \ldots, r_i-i\frac{\hbar^2 \beta'}{m} t, \ldots, r_j+i\frac{\hbar^2 \beta'}{m} t, \ldots, r_N | e^{-\beta \hat{K}} | r'_1, r'_2, \ldots, r'_i, \ldots, r'_j, \ldots, r'_N \rangle
$$

$$
= \left( \frac{m}{2\pi \hbar^2 \beta} \right)^{3N/2} \exp \left( -\frac{m}{2\hbar^2 \beta} \sum_{n=1}^N (r_n-r'_n)^2 - \frac{m}{2\hbar^2 \beta} \left[ (r_i-i\frac{\hbar^2 \beta'}{m} t-r'_i)^2 + (r_j+i\frac{\hbar^2 \beta'}{m} t-r'_j)^2 \right] \right). \tag{68}
$$

Transforming the expression in [...] in the exponent:

$$
(r_i-i\frac{\hbar^2 \beta'}{m} t-r'_i)^2 + (r_j+i\frac{\hbar^2 \beta'}{m} t-r'_j)^2 = (r_i-r'_i)^2 + (r_j-r'_j)^2 + 2i \frac{\hbar^2 \beta'}{m} t(r_j-r'_j) - 2i \frac{\hbar^2 \beta'}{m} t(r_i-r'_i) - 2 \frac{\hbar^4 \beta'^2}{m^2} t^2. \tag{69}
$$
we obtain [1, Eq. (21)]:

$$\langle r_1, r_2, \ldots, r_i - \frac{i \hbar^2 \beta'}{m} t_i, \ldots, r_N | e^{-\frac{\beta}{m} K} | r'_1, r'_2, \ldots, r'_N \rangle = \left( \frac{m}{2 \pi \hbar^2 \beta} \right)^{3N/2} \exp \left( -\frac{m}{2 \hbar^2 \beta} \sum_{n=1}^{N} (r_n - r'_n)^2 \right) - \frac{m}{2 \hbar^2 \beta} \left[ 2 \frac{\hbar^2 \beta'}{m} t(r_j - r'_j) - 2 \beta \frac{\hbar^2 \beta'}{m} t(r_i - r'_i) - 2 \frac{\hbar^2 \beta^2}{m} t^2 \right]$$

$$= \left( \frac{m}{2 \pi \hbar^2 \beta} \right)^{3N/2} e^{-\frac{m}{2 \hbar^2 \beta} \sum_{n=1}^{N} (r_n - r'_n)^2} \exp \left( \frac{\beta}{m} t(r_i - r'_i) \right) \exp \left( -\frac{\beta}{m} t(r_j - r'_j) \right) \exp \left( \frac{\hbar^2 \beta^2}{m} t^2 \right). \quad (70)$$

To get the full density matrix, we need to calculate the first term in Eq. (49):

$$\langle R | e^{-\beta \tilde{V}} e^{-\frac{\beta}{m} K} | R' \rangle. \quad (71)$$

To do it, we insert the coordinate variable $Q$ and use Eqs. (53), (67):

$$\langle R | e^{-\beta \tilde{V}} e^{-\frac{\beta}{m} K} | R' \rangle = \int dQ \langle R | e^{-\beta \tilde{V}} | Q \rangle \langle Q | e^{-\beta K} | R' \rangle = e^{-\frac{\beta}{m} U(R)} \langle R | e^{-\beta K} | R' \rangle$$

$$= e^{-\frac{\beta}{m} U(R)} \left( \frac{m}{2 \pi \hbar^2 \beta} \right)^{3N/2} e^{-\frac{m}{2 \hbar^2 \beta} \sum_{n=1}^{N} (r_n - r'_n)^2}. \quad (72)$$

Finally, we write the full density matrix in the coordinate representation:

$$\langle R | \hat{\rho}(\beta) | R' \rangle = \left( \frac{m}{2 \pi \hbar^2 \beta} \right)^{3N/2} e^{-\frac{m}{2 \hbar^2 \beta} \sum_{n=1}^{N} (r_n - r'_n)^2} e^{-\frac{\beta}{m} U(R)} \left\{ 1 + \frac{1}{16 \pi^2 D} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} e_i e_j \int v(t) e^{i(t r_i - r_j)} \right.$$  

$$\times \int_0^\beta \frac{d \beta_1}{\beta_1} \left[ \exp \left( \frac{\beta'}{m} t(r_i - r'_i) \right) \exp \left( -\frac{\beta'}{m} t(r_j - r'_j) \right) e^{\frac{\hbar^2 (\beta_1 - \beta)}{2m} t^2} \exp \left( \frac{\hbar^2 \beta^2}{m} t^2 \right) \right] d \beta_1 \right\}. \quad (73)$$

### C. Transformation of density matrix Eq. (73)

Next, we change the variables in the integral:

$$\alpha = \beta_1 / \beta, \quad \beta d \alpha = d \beta_1. \quad (74)$$

Then the integral over $\beta_1$ in Eq. (73) turns into the following form:

$$\int_0^\beta \frac{d \beta_1}{\beta_1} \left( \exp \left( \frac{\beta'}{m} t(r_i - r'_i) \right) \exp \left( -\frac{\beta'}{m} t(r_j - r'_j) \right) e^{\frac{\hbar^2 (\beta_1 - \beta)}{2m} t^2} \exp \left( \frac{\hbar^2 \beta^2}{m} t^2 \right) \right) d \beta_1$$

$$= \int_0^1 \frac{1}{\alpha} d \alpha \left( \exp \left( (\alpha - 1) i t(r_i - r'_i) \right) \exp \left( -(\alpha - 1) i t(r_j - r'_j) \right) e^{\frac{\hbar^2 (\alpha - 1) \beta}{m} t^2} \exp \left( \frac{\hbar^2 \beta^2}{m} t^2 \right) \right) d \alpha. \quad (75)$$

Making the following transformations:

$$\exp \left( (\alpha - 1) i t(r_i - r'_i) \right) \exp \left( -(\alpha - 1) i t(r_j - r'_j) \right) e^{\frac{\hbar^2 (\alpha - 1) \beta}{m} t^2} \exp \left( \frac{\hbar^2 \beta^2}{m} t^2 \right)$$

$$= \exp \left( \alpha i t(r_i - r'_i) - i t(r_i - r'_i) \right) \exp \left[ -\alpha i t(r_j - r'_j) + i t(r_j - r'_j) \right] \exp \left( \frac{(\alpha - 1) \hbar^2 \beta}{m} t^2 \right)$$

$$= \exp \left( \alpha i t(r_i - r'_i) - \alpha i t(r_j - r'_j) \right) \exp \left( -\frac{1 - \alpha) \hbar^2 \beta}{m} t^2 \right) \exp \left( -i t(r_i - r'_i) + i t(r_j - r'_j) \right). \quad (76)$$
we can rewrite the integral over $t$ and $\alpha$ in Eq. (73):

$$\int v(t)e^{it(r_i-r_j)} \int \frac{\beta}{d\beta_1} \left( \exp \left( \frac{\beta}{r_i} t(r_i-r'_j) \right) \exp \left( -\frac{\beta}{r_j} t(r_j-r'_i) \right) \exp \left( \frac{\hbar^2 \beta^2}{m} r^2 \right) \right) d\beta_1 dt$$

$$= \int v(t)e^{it(r'_i-r_j)} \int \frac{1}{\alpha} \frac{d}{d\alpha} \left( e^{\alpha t(r_i-r'_j)-\alpha t(r_j-r'_i)} e^{-\frac{(1-\alpha)\hbar^2 \beta}{m} t^2} \right) d\alpha dt$$

(77)

to obtain [1, Eq. (22)]:

$$\langle R|\hat{\rho}(\beta)|R'\rangle = \left(\frac{m}{2\pi \hbar^2 \beta}\right)^{3N/2} e^{-\frac{m}{2\hbar^2 \beta} \sum_{a=1}^{N} (r_a-r_a')^2} e^{-\beta U(R)} \left\{ 1 + \frac{\beta}{16\pi^3 D} \sum_{i=1}^{N} \sum_{j=1}^{N} e_i e_j \int v(t)e^{it(r'_i-r_j)} \right\} \times \frac{1}{\alpha} \frac{d}{d\alpha} \left( e^{\beta t(r_i-r_j-r'_i+r'_j)} e^{-\alpha (1-\alpha) \frac{\hbar^2 \beta}{m} t^2} \right) d\alpha dt$$

(78)

We introduce the notation:

$$r_{ij} = r_i - r_j, \quad r'_{ij} = r'_i - r'_j.$$  

(79)

Now we integrate the term in Eq. (78) over $\alpha$ by parts:

$$\int \frac{1}{\alpha} \frac{d}{d\alpha} \left( e^{\alpha t(r_i-r'_j)-\alpha (1-\alpha) \frac{\hbar^2 \beta}{m} t^2} \right) d\alpha = \alpha \left( e^{\alpha t(r_i-r'_j)-\alpha (1-\alpha) \frac{\hbar^2 \beta}{m} t^2} \right)|_{0}^{1} - \int_{0}^{1} e^{\alpha t(r_i-r'_j)-\alpha (1-\alpha) \frac{\hbar^2 \beta}{m} t^2} d\alpha$$

$$= e^{\alpha t(r_i-r'_j)} - \int_{0}^{1} e^{\alpha t(r_i-r'_j)-\alpha (1-\alpha) \frac{\hbar^2 \beta}{m} t^2} d\alpha.$$  

(80)

Thus the additional term in Eq. (78) becomes the following:

$$\frac{\beta}{16\pi^3 D} \sum_{i=1}^{N} \sum_{j=1}^{N} e_i e_j \int v(t)e^{itr'_{ij}} \int \frac{1}{\alpha} \frac{d}{d\alpha} \left( e^{\alpha t(r_i-r'_j)-\alpha (1-\alpha) \frac{\hbar^2 \beta}{m} t^2} \right) d\alpha dt$$

$$= \frac{\beta}{16\pi^3 D} \sum_{i=1}^{N} \sum_{j=1}^{N} e_i e_j \int v(t)e^{itr'_{ij}} e^{it(r_i-r'_j)} dt$$

$$- \frac{\beta}{16\pi^3 D} \sum_{i=1}^{N} \sum_{j=1}^{N} e_i e_j \int v(t)e^{itr'_{ij}} \int_{0}^{1} e^{\alpha t(r_i-r'_j)-\alpha (1-\alpha) \frac{\hbar^2 \beta}{m} t^2} d\alpha dt.$$  

(81)

Due to the first term in Eq. (81), the potential energy appears:

$$\frac{\beta}{16\pi^3 D} \sum_{i=1}^{N} \sum_{j=1}^{N} e_i e_j \int v(t)e^{itr'_{ij}} e^{it(r_i-r'_j)} dt = \frac{\beta}{16\pi^3 D} \sum_{i=1}^{N} \sum_{j=1}^{N} e_i e_j \int v(t)e^{itr_{ij}} dt = \beta U(R).$$  

(82)

Let us consider the second term in Eq. (81) and rewrite the integral:

$$\int v(t)e^{itr'_{ij}} \int_{0}^{1} e^{\alpha t(r_i-r'_j)-\alpha (1-\alpha) \frac{\hbar^2 \beta}{m} t^2} d\alpha dt = \int_{0}^{1} \int v(t)e^{it(r_i-r'_j)+\alpha (1-\alpha) r'_j} e^{-\alpha (1-\alpha) \frac{\hbar^2 \beta}{m} t^2} dt.$$  

(83)
Introducing one more notation:

\[ d_{ij}(\alpha) = \alpha r_{ij} + (1 - \alpha)r'_{ij}, \quad d_{ij}(\alpha) = |\alpha r_{ij} + (1 - \alpha)r'_{ij}|, \]  

(84)

we write the integral in Eq. (83) over \( t \) as follows:

\[
\int v(t) e^{it[\alpha r_{ij} + (1-\alpha)r'_{ij}]} e^{-\alpha(1-\alpha)\frac{\hbar^2 \beta}{m} t^2} dt = 4\pi \int \frac{1}{t} e^{itd_{ij}(\alpha)} e^{-\alpha(1-\alpha)\frac{\hbar^2 \beta}{m} t^2} dt.
\]

(85)

Thus, the density matrix (78) has the form:

\[
(R|\hat{\rho}(\beta)|R') = \left( \frac{m}{2\pi \hbar^2 \beta} \right)^{3N/2} e^{-\frac{m}{2\hbar^2 \beta} \sum_{n=1}^{N} \frac{(r_n - r'_n)^2}{2}} e^{-\beta U(R)} \left\{ 1 + \beta U(R) - \frac{\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{e_i e_j}{D} \Phi(r_{ij}, r'_{ij}; \beta) \right\},
\]

(86)

where

\[
\Phi(r_{ij}, r'_{ij}; \beta) = \frac{1}{8\pi^3} \int_{0}^{1} d\alpha \int v(t) e^{itd_{ij}(\alpha)} e^{-\alpha(1-\alpha)\lambda^2 t^2} dt,
\]

\[ \lambda^2 = \lambda^2(\beta) = \frac{\hbar^2 \beta}{m}. \]

(87)

One can see that different interaction potentials \( v(t) \) produce different functions \( \Phi(r_{ij}, r'_{ij}; \beta) \). Due to it, we further call Eq. (87) the Kelbg functional. The function \( \Phi(r_{ij}, r'_{ij}; \beta) \) is the diagonal Kelbg functional.

Let us consider the function \( e^x \). If \( x \ll 1 \) we can write \( e^x \approx 1 + x \). We have obtained Eq. (86) in the first order of \( \hat{V} \). Thus the following quantity should be much less than 1:

\[
\left[ \beta U(R) - \frac{\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{e_i e_j}{D} \Phi(r_{ij}, r'_{ij}; \beta) \right] \ll 1.
\]

(88)

This is the requirement for the perturbation theory to be applicable. So we can formally use the equivalence of \( 1 + x \) and \( e^x \) for a small \( x \):

\[
1 + \beta U(R) - \frac{\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{e_i e_j}{D} \Phi(r_{ij}, r'_{ij}; \beta) \approx e^{\beta U(R)} \exp \left\{ -\frac{\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{e_i e_j}{D} \Phi(r_{ij}, r'_{ij}; \beta) \right\}.
\]

(89)

Substituting it in Eq. (86), we obtain:

\[
(R|\hat{\rho}(\beta)|R') = \left( \frac{m}{2\pi \hbar^2 \beta} \right)^{3N/2} e^{-\frac{m}{2\hbar^2 \beta} \sum_{n=1}^{N} \frac{(r_n - r'_n)^2}{2}} e^{-\beta U(R)} e^{\beta U(R)} \exp \left\{ -\frac{\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{e_i e_j}{D} \Phi(r_{ij}, r'_{ij}; \beta) \right\} e^{-\beta U(R)} e^{\beta U(R)} \exp \left\{ -\frac{\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{e_i e_j}{D} \Phi(r_{ij}, r'_{ij}; \beta) \right\}
\]

(90)

IV. DERIVATION OF KELBG PSEUDOPOTENTIAL

A. Diagonal Kelbg pseudopotential

Let us consider the diagonal matrix elements:

\[
(R|\hat{\rho}(\beta)|R) = \left( \frac{m}{2\pi \hbar^2 \beta} \right)^{3N/2} e^{-\frac{m}{2\hbar^2 \beta} \sum_{n=1}^{N} \frac{(r_n - r'_n)^2}{2}} \exp \left\{ -\frac{\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{e_i e_j}{D} \Phi(r_{ij}, r_{ij}; \beta) \right\}.
\]

(91)
Actually, it is \[1, \text{Eq. (23)}\]. To compute \( \Phi(r_{ij}, r_{ij}; \beta) \), we integrate Eq. (87) over \( \alpha \):

\[
\Phi(r_{ij}, r_{ij}; \beta) = \frac{1}{8\pi^3} \int dt v(t) e^{i t r_{ij}(\alpha)} \int_0^1 d\alpha e^{-\alpha(1-\alpha)\lambda^2 t^2},
\]

(92)

\[
\int_0^1 e^{-\alpha(1-\alpha)\lambda^2 t^2} d\alpha = e^{-\lambda^2 t^2/4} \frac{\text{erfi}(\lambda t/2)}{\lambda t},
\]

(93)

where \( \text{erfi}(x) = -i \text{erf}(ix) \) and \( \text{erf}(x) \) is the error function.

Now substituting the Fourier component of the Coulomb potential:

\[
v(t) = 4\pi t^2
\]

(94)
in Eq. (92), we integrate over \( t \) in the spherical coordinates:

\[
\Phi(r_{ij}, r_{ij}; \beta) = \frac{4\pi}{8\pi^3} \int dt \frac{1}{t^2} e^{i t r_{ij}(\alpha)} e^{-\lambda^2 t^2/4} \frac{\text{erfi}(\lambda t/2)}{\lambda t}
\]

\[
= \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-\lambda^2 t^2/4} \frac{\sin(tr_{ij})}{tr_{ij}} \frac{\text{erfi}(\lambda t/2)}{\lambda t} = \frac{1}{r_{ij}} \left(1 - e^{-r_{ij}^2/\lambda^2} + \sqrt{\pi} r_{ij}/\lambda [1 - \text{erf}(r_{ij}/\lambda)]\right).
\]

(95)

The expression (95) is often called the “Kelbg potential” or “Kelbg pseudopotential”.

**B. Non-diagonal Kelbg pseudopotential**

Next, we consider again Eq. (87) to write it in a more compact form. We first calculate the integral over \( t \) in the spherical coordinates, using Eq. (94):

\[
\int v(t)e^{i t d_{ij}(\alpha)}e^{-\alpha(1-\alpha)\lambda^2 t^2} dt = 16\pi^2 \int_0^\infty \frac{\sin(t d_{ij}(\alpha))}{t d_{ij}(\alpha)} e^{-\alpha(1-\alpha)\lambda^2 t^2} dt = \frac{8\pi^3}{d_{ij}(\alpha)} \text{erf} \left(\frac{d_{ij}(\alpha)/\lambda}{2\sqrt{\alpha(1-\alpha)}}\right).
\]

(96)

Substituting Eq. (96) in Eq. (87), we obtain the non-diagonal Kelbg pseudopotential:

\[
\Phi(r_{ij}, r_{ij}'; \beta) = \frac{1}{d_{ij}(\alpha)} \text{erf} \left(\frac{d_{ij}(\alpha)/\lambda}{2\sqrt{\alpha(1-\alpha)}}\right).
\]

(97)

If the particles have different masses, we must replace the mass in \( \lambda \) by the reduced mass:

\[
\lambda^2 = \frac{\hbar^2 \beta}{m} \Rightarrow \frac{\hbar^2 \beta}{2\mu_{ij}} = \lambda_{ij}^2, \quad \mu_{ij}^{-1} = m_i^{-1} + m_j^{-1}.
\]

(98)

**V. CONCLUSION**

In this report we have presented an extensive derivation of the density matrix for a system of Coulomb particles in the high-temperature limit. We have followed the original work by Kelbg \([1]\) but restored many details skipped in the original paper. We hope that our efforts will be useful for researchers in the field of quantum statistical physics.
Appendix A: Truncation of series Eq. (24)

In this section, we calculate the commutator $[\hat{V}, [\hat{V}, \hat{K}]]$. We work here in the coordinate representation. The potential energy $U(R)$ is rewritten in the terms of a function $v(r_i)$:

$$U(R) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1 \atop j \neq i}^{N} u_{ij}(r_i - r_j) \equiv \sum_{i=1}^{N} v(r_i). \quad (A1)$$

Let us calculate $[\hat{V}, \hat{K}]$:

$$[\hat{V}, \hat{K}] \Psi(R) = \frac{\hbar^2}{2m} \left[ \sum_{i=1}^{N} \nabla_i^2, \sum_{j=1}^{N} v(r_j) \right] \Psi(R) = \left( \frac{\hbar^2}{2m} \right) \sum_{i=1}^{N} \sum_{j=1}^{N} \left[ \nabla_i^2, v(r_j) \right] \Psi(R). \quad (A2)$$

Consider each term individually:

$$[\nabla_i^2, v(r_j) \] \Psi(R) = \nabla_i^2 v(r_j) \Psi(R) - v(r_j) \nabla_i^2 \Psi(R). \quad (A3)$$

The differentiation produces three components:

$$\nabla_i^2 v(r_j) \Psi(R) = \Psi(R)(\nabla_i^2 v(r_j))\delta_{ij} + 2(\nabla_i v(r_j))(\nabla_i \Psi(R))\delta_{ij} + v(r_j) \nabla_i^2 \Psi(R), \quad (A4)$$

where $\delta_{ij}$ is the Kronecker delta. Thus, we obtain:

$$[\hat{V}, \hat{K}] = \frac{\hbar^2}{2m} \sum_{i=1}^{N} \left\{ (\nabla_i^2 v(r_i)) + 2(\nabla_i v(r_i))\nabla_i \right\}. \quad (A5)$$

Let us now calculate $[\hat{V}, [\hat{V}, \hat{K}]]$:

$$[\hat{V}, [\hat{V}, \hat{K}]] = \frac{\hbar^2}{2m} \left[ \sum_{j=1}^{N} v(r_j), \sum_{i=1}^{N} (\nabla_i^2 v(r_i)) + 2(\nabla_i v(r_i))\nabla_i \right] = \frac{\hbar^2}{m} \left[ \sum_{j=1}^{N} v(r_j), \sum_{i=1}^{N} (\nabla_i v(r_i))\nabla_i \right]$$

$$= \frac{\hbar^2}{m} \sum_{j=1}^{N} \sum_{i=1}^{N} [v(r_j), (\nabla_i v(r_i))\nabla_i]. \quad (A6)$$

Again, we consider each term individually:

$$[v(r_j), (\nabla_i v(r_i))\nabla_i] \Psi(R) = v(r_j)(\nabla_i v(r_i))\nabla_i \Psi(R) - (\nabla_i v(r_i))\nabla_i v(r_j) \Psi(R). \quad (A7)$$

The differentiation produces two components:

$$\nabla_i v(r_j) \Psi(R) = \Psi(R)(\nabla_i v(r_j))\delta_{ij} + v(r_j)(\nabla_i \Psi(R)). \quad (A8)$$

Thus, we obtain:

$$[\hat{V}, [\hat{V}, \hat{K}]] = -\frac{\hbar^2}{m} \sum_{i=1}^{N} (\nabla_i v(r_i))^2. \quad (A9)$$

Note that $[\hat{V}, [\hat{V}, \hat{K}]]$ is the function only of a coordinate $R$. Thus, it commutates with the potential energy:

$$[\hat{V}, [\hat{V}, [\hat{V}, \hat{K}]]] = -\frac{\hbar^2}{m} \sum_{j=1}^{N} \sum_{i=1}^{N} [v(r_j), (\nabla_i v(r_i))^2] = 0. \quad (A10)$$
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