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Abstract

Personalized pricing is a business strategy to charge different prices to individual consumers based on their characteristics and behaviors. It has become common practice in many industries nowadays due to the availability of a growing amount of high granular consumer data. The discriminatory nature of personalized pricing has triggered heated debates among policymakers and academics on how to design regulation policies to balance market efficiency and equity. In this paper, we propose two sound policy instruments, i.e., capping the range of the personalized prices or their ratios. We investigate the optimal pricing strategy of a profit-maximizing monopoly under both regulatory constraints and the impact of imposing them on consumer surplus, producer surplus, and social welfare. We theoretically prove that both proposed constraints can help balance consumer surplus and producer surplus at the expense of total surplus for common demand distributions, such as uniform, logistic, and exponential distributions. Experiments on both simulation and real-world datasets demonstrate the correctness of these theoretical results\textsuperscript{†}. Our findings and insights shed light on regulatory policy design for the increasingly monopolized business in the digital era.

1 Introduction

Personalized pricing, once considered the idealized construction of economic theories, has become common practice in many industries due to the availability of the increasing amount of consumer data [Kallus and Zhou, 2021]. With the high granular data of consumers’ characteristics, companies can precisely assess consumers’ willingness to pay and develop pricing strategies appropriately. The main concern of personalized pricing is that it transfers value from consumers to shareholders, increasing inequality and inefficiency from a utilitarian standpoint [House, 2015]. As a result, effective regulatory policies are required to balance the benefits between consumers and companies.

The discriminatory nature of personalized pricing has triggered heated debates among policymakers and academics on designing regulatory policies to balance market efficiency and equity [House, 2015; Gee, 2018; Wallheimer, 2018; Gerlick and Liozu, 2020; Gillis, 2020]. Although several legal constraints on antitrust [Blair and DePasquale, 2014; of Justice. Antitrust Division,
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data privacy [Acquisti et al., 2015, 2016], and anti-discrimination [Audit, 1997; Kallus and Zhou, 2021] have been proposed, their impact on social welfare, especially on the balance between consumer surplus and producer surplus, remains an open question. Recently, Dubé and Misra [2019] have demonstrated that regulatory policies may be harmful to consumers, highlighting the challenges of developing proper policies that can guarantee the benefits of consumers.

In this paper, we study in designing effective policy instruments to balance benefits between consumers and companies. Similar to [Cohen et al., 2021], we consider the most straightforward scenario where a monopoly sells a single product with fixed marginal cost to different consumers. In addition, we assume that the monopoly can precisely estimate each consumers’ willingness to pay and the purpose of the monopoly is to find a personalized pricing strategy to maximize its revenue while remaining compliant with the policy instruments. We propose two sound policy instruments and prove their effectiveness in balancing consumer surplus and producer surplus. These two policies, named \( \epsilon \)-difference and \( \gamma \)-ratio constraints, are introduced to regulate the range of personalized prices by constraining the difference and ratio between the maximal price and minimal price, respectively.

We draw conclusions on typical demand assumptions (strong regularity condition, a variant of the standard regularity [Myerson, 1981], or monotone hazard rate (MHR) [Hartline, 2013]) and common demand distributions [Besbes and Zeevi, 2009, 2015; Cohen et al., 2021] (including uniform, logistic, exponential and some power law distributions). The theoretical results are threefold. (1) Firstly, both constraints can effectively balance the consumer surplus and producer surplus, which means the consumer surplus increases while the producer surplus decreases as the constraints become stricter. This monotonicity property is satisfied by the full range of regulatory intensity, \( i.e. \), from perfect price discrimination (no regulation) [Mankiw, 2014] to uniform pricing (the strictest regulation) if the demand distribution is MHR or the regulatory policy is the \( \gamma \)-ratio constraint. As for applying the \( \epsilon \)-difference constraint on strongly regular demand distributions, the property also holds for a large, despite not full, range of regulatory intensity. (2) Secondly, we compare the trade-off between consumer surplus and producer surplus achieved by the two constraints and show that \( \epsilon \)-difference constraint outperforms \( \gamma \)-ratio constraint. This means that the consumer surplus under \( \gamma \)-ratio constraint is smaller than that under \( \epsilon \)-difference constraint if the producer surplus under the two constraints is equal. (3) Thirdly, imposing either of the constraints will inevitably, to some extent, harm the total surplus. This result is reasonable, given that the efficiency-equity trade-off is largely recognized in practice [Mankiw, 2014]. In addition, the perfect price discrimination achieves the maximal market efficiency and any regulatory policies to avoid it will inevitably harm the total surplus. Graphical explanations of these findings are shown in Figure 1. These theories are validated by experiments on both simulation and real-world datasets [Wertenbroch and Skiera, 2002; Slunge, 2015; Phillips et al., 2015].
To conclude, for industry practitioners and policymakers, our paper offers the following takeaways.

1. We propose two sound and effective policy instruments on the range of personalized prices, i.e., the difference or ratio between the maximal price and minimal price, and study their impacts on consumer surplus, producer surplus, and social welfare.

2. For common demand distributions, both constraints can help balance consumer surplus and producer surplus despite the expense of total surplus, which implies that they can protect consumers in the increasingly monopolized business in the digital era.

3. Comparatively, the $\gamma$-ratio constraint is more suitable for designing policies on the grounds that ratios could be easily adapted to various scenarios. The $\epsilon$-difference constraint has better performance on the trade-off between consumer surplus and producer surplus. As a result, the two constraints could be adopted in different applications in practice.

2 Related works

**Personalized pricing and price discrimination**  
With the increasing amount of consumers’ data, personalized pricing or price discrimination have become common practice in grocery chains [Clifford, 2012], department stores [D’Innocenzo, 2017], airlines [Tuttle, 2013], and many other industries [House, 2015]. The value of personalized pricing for the companies are studied in [Barlow et al., 1963; Tamuz, 2013; Munoz and Vassilvitskii, 2017; Elmachtoub et al., 2021]. In addition, effective approaches have been developed to achieve personalized pricing, including both online [Qiang and Bayati, 2016; Javanmard and Nazerzadeh, 2019; Ban and Keskin, 2021] and offline algorithms [Chen et al., 2021; Biggs et al., 2021].

The price discrimination is often achieved by monopolies, i.e., firms that is the sole seller of a product without close substitutes [Mankiw, 2014]. They have absolute market power and consumers have to take the prices offered by them. There are three types of price discrimination [Shapiro et al., 1998]. The most extreme case is first-degree price discrimination (or perfect price discrimination equivalently), under which circumstances the prices offered to consumers are exactly their willingness to pay. Second-degree price discrimination occurs when a company charges different prices for various quantities consumed, such as buck discounts. Third-degree price discrimination divides the market into segments and charges a different price to each segment. In this paper, we consider developing policy instruments towards first-degree price discrimination.

**Social welfare analysis under personalized pricing**  
The benefits earned by consumers, producers, and society in a market are often measured as welfare, i.e., consumer surplus, producer surplus (or revenue equivalently), and total surplus respectively [Mankiw, 2014].

Under perfect price discrimination, consumer surplus is zero while producer surplus is maximized. Several literatures also studied the welfare implications of third-degree price discrimination. Schmalensee [1981] and Varian [1985] noted a necessary condition for third-degree price discrimination to increase social welfare is that output increase. Bergemann et al. [2015] proved that an intermediary between consumers and companies who knows the distribution of consumers’ exact willingness to pay can design market segments to maximize any linear combination of consumer surplus and seller revenue. Cummings et al. [2020] further studied the theoretical computational efficiency of finding such segmentation. Recently, Dubé and Misra [2019] found that finer-grained personalized pricing in third-degree price discrimination can increase consumer welfare, which is contrary to the common belief that personalized pricing will always harm consumers.
**Fair regulation towards personalized pricing**  The discriminatory nature of personalized pricing has triggered heated debate among policymakers and academics on designing fair regulatory policies to restrict price discrimination [House, 2015; Gee, 2018; Wallheimer, 2018; Gerlick and Liozu, 2020; Gillis, 2020]. People have developed legal constraints on antitrust [Blair and De-Pasquale, 2014; of Justice. Antitrust Division, 2018], data privacy [Acquisti et al., 2015, 2016], and anti-discrimination [Audit, 1997; Kallus and Zhou, 2021]. The former two constraints can help mitigate price discrimination by avoiding the formation of monopolies and precise estimations of consumers’ willingness to pay. Anti-discrimination constraints aim to protect different subgroups of consumers such as female and blacks. In this paper, similar to [Cohen et al., 2021] we suppose a monopoly with perfect information of consumers’ willingness to pay and consider the regulation towards first-degree price discrimination, which differs from settings considered by the legal constraints mentioned above.

Several constraints on pricing algorithms are also considered. Li and Jain [2016] studied the impact of consumers’ fairness concerns in a duopoly market. Kallus and Zhou [2021]; Cohen et al. [2021] proposed several fair pricing constraints for anti-discrimination. Biggs et al. [2021] presented a customized, prescriptive tree-based algorithm and the depth of the tree can be considered as a restriction on the segmentation granularity.

**Fair machine learning**  There are increasing concerns on fairness [Dwork et al., 2012; Mehrabi et al., 2021] and robustness [Zhang et al., 2021a,b; Shen et al., 2021] recently. Various fairness notions, including group fairness [Hardt et al., 2016; Kearns et al., 2018; Xu et al., 2020], individual fairness [Yurochkin and Sun, 2020; Dwork et al., 2012], and causality-based fairness notions [Kilbertus et al., 2017; Kusner et al., 2017; Chiappa, 2019] are proposed to protect different subgroups or individuals. Recently, several works [Heidari et al., 2019; Hu and Chen, 2020; Rolf et al., 2020; Kasy and Abebe, 2021] have connected fairness with welfare analysis in allocating decisions. A thorough survey on fair machine learning can be found in [Mehrabi et al., 2021].

### 3 Preliminaries

#### 3.1 Notations

We consider a single-period setting where a monopoly offers a single product, with fixed marginal cost $c \geq 0$ to different consumers. Let $V$ denote the consumers’ willingness to pay. $V$ is supported on $[0, U]$ ($U$ could be $\infty$, and in this case $V$ is supported on $[0, \infty)$) and is drawn independently from a distribution $F$, called demand distribution. Let $f(v)$ be the probability density function, $F(v)$ be the cumulative density function, i.e., $F(v) = \mathbb{P}[V \leq v]$. In addition, we introduce the survival function $S(v) \triangleq 1 - F(v)$ and the hazard rate function $h(v) \triangleq f(v)/S(v)$. $S(v)$ and $f(v)$ can be expressed with $h(v)$ as

$$S(v) = \exp\left(- \int_0^v h(t)dt\right), \quad f(v) = h(v)\exp\left(- \int_0^v h(t)dt\right). \quad (1)$$

We suppose the monopoly could precisely estimate consumers’ willingness to pay and make personalized prices accordingly. The pricing function is defined as $p : [0, U] \rightarrow [0, U]$, which means a consumer with willingness to pay $V$ is charged with price $p(V)$. We assume that the monopoly has enough supply to fulfill all the demand. In addition, a consumer with willingness to pay $V$ buys the product only if $V$ is at least the offered price $p(V)$, i.e., the quantity demanded of the consumer is $\mathbb{I}[p(V) \leq V]$. Therefore, $S(v)$ can be considered as the overall quantity demanded function at price $v$. 


Under pricing strategy $p$, the benefits of monopolies, consumers, and society as a whole are measured by the producer surplus $PS(p)$ (or revenue equivalently), consumer surplus $CS(p)$, and total surplus $TS(p)$ respectively and are given by

$$\begin{align*}
PS(p) &= \mathbb{E}[I(p(V) \leq V)(p(V) - c)], \\
CS(p) &= \mathbb{E}[I(p(V) \leq V)(V - p(V))], \\
TS(p) &= \mathbb{E}[I(p(V) \leq V)(V - c)].
\end{align*}$$

(2)

3.2 Assumptions on willingness to pay

To model the distribution of consumers’ willingness to pay, We adopt regular and monotone hazard rate distributions from auction theory and revenue management [Myerson, 1981; Yan, 2011; Babaioff et al., 2012; Hartline, 2013]. For a thorough analysis on social welfare, we slightly strengthen the assumption on regularity as follows.

**Definition 3.1** ($k$-strongly regular distribution). We say $F$ is a $k$-strongly regular distribution if

1. $F(\cdot)$ is twice differentiable, and
2. the function $w(v) = v - S(v)/f(v)$ is a monotone strictly increasing function, and
3. $\lim_{v \to U} w(v) > k$.

Furthermore, if $F$ is $k$-strongly regular for any $k > 0$, we say $F$ is $\infty$-strongly regular.

**Remark.** Compared with standard regular distributions [Myerson, 1981], $k$-strongly regular distributions differ in two aspects. Firstly, we assume the strict monotonicity of $w(v)$ here while the standard one assumes the non-decreasing property. Secondly, we further assume the lower bound of the limit of $w(v)$ when $v \to U$. We add these two additional assumptions to guarantee the existence and uniqueness of the optimal pricing strategy under our proposed regulatory policies.

In addition, monotone hazard rate distributions are defined as follows.

**Definition 3.2** (Monotone hazard rate (MHR) distribution). We say $F$ is a monotone hazard rate distribution if $F(\cdot)$ is twice differentiable and the hazard rate $h(v) = f(v)/S(v)$ is non-decreasing.

The monotone hazard rate assumption is stronger than the strongly regular assumption, given by the following proposition.

**Proposition 3.1.** Suppose $F$ is supported on $[0, U]$ and is a monotone hazard rate distribution. Then $\forall k < U, F$ is also a $k$-strongly regular distribution.

Both strongly regular and monotone hazard rate assumptions are mild and common demand distributions [Besbes and Zeevi, 2009, 2015; Cohen et al., 2021], such as uniform, exponential, logistic distributions, are satisfied by both of them. In addition, some power law distributions are strongly regular, despite not MHR. See Table 1 for detailed properties of these distributions.

4 Proposed policy instruments and their impacts on social welfare

In this section, we propose two sound policy instruments and discuss the impacts of them on social welfare. The policy instruments are regulatory constraints on the range of personalized prices as shown in Section 4.1, namely the $\epsilon$-difference and $\gamma$-ratio constraints. Then we prove
Table 1: Detailed properties of several distributions. Common demand distributions, including uniform, exponential, and logistic distributions are both monotone hazard rate (MHR) and strongly regular. Some power law distributions are also strongly regular, despite not MHR.

| Distribution          | Uniform | Exponential | Logistic | Power law* |
|-----------------------|---------|-------------|----------|------------|
| Support and parameters| \([0, a] \), \(a > 0\) | \([0, \infty)\), \(\lambda > 0\) | \([0, \infty)\), \(s > 0, \mu\) | \([0, \infty)\), \(\Delta > 0, \alpha > 0\) |
| Probability density function | \(\frac{1}{a}\) | \(\lambda e^{-\lambda v}\) | \(\frac{e^{\mu - s v}}{s (1 + e^{\mu - s v})}\) | \(\frac{\alpha \Delta^\alpha (v + \Delta)^{-(\alpha + 1)}}{\alpha + \Delta}\) |
| Hazard rate function  | \(\frac{\lambda}{(a - v)^2}\) | \(\lambda\) | \(\frac{1}{(1 + e^{\mu - s v})}\) | \(\frac{a}{r + \alpha}\) |
| MHR?                  | √        | √           | √        | <            |
| Strongly regular?     | ∀ \(k < a\), \(k\)-strongly regular | ∀, \(\infty\)-strongly regular | ∀, \(\infty\)-strongly regular | <, \(\infty\)-strongly regular if \(a > 1\) |

* To ensure the support of power law distribution is \([0, \infty)\), here we adopt the power law + shortscale distribution as shown in [Zang et al., 2018].

The existence and uniqueness of the optimal pricing strategy under either of the constraints in Section 4.2. Afterward, we prove that both constraints can help balance the consumer surplus and producer surplus (Section 4.3) at the expense of total surplus (Section 4.4). We compare the trade-off between consumer surplus and producer surplus under the two constraints in Section 4.5. To simplify the proofs, we suppose the marginal cost \(c\) is zero in sections listed above. But the results could be applied to general settings when \(c > 0\), which is shown in Section 4.6.

### 4.1 Proposed policy instruments

Without any constraint, the monopoly could charge each consumer with his or her willingness to pay exactly, which is well known as perfect price discrimination or first-degree price discrimination [Shapiro et al., 1998]. In this case, consumers get no benefits and the revenue is maximized. Now we consider constraining the maximal price difference and ratio for the pricing strategy \(p\).

**Definition 4.1** (\(\epsilon\)-difference fair). \(\forall 0 \leq \epsilon < U\), we say pricing strategy \(p\) is \(\epsilon\)-difference fair if the maximal price difference is no more than \(\epsilon\), i.e.,

\[
\max_v p(v) - \min_v p(v) \leq \epsilon.
\]  

**Definition 4.2** (\(\gamma\)-ratio fair). \(\forall \gamma \geq 1\), we say pricing strategy \(p\) is \(\gamma\)-ratio fair if

\[
\max_v (p(v) - c) \leq \gamma \cdot \min_v (p(v) - c).
\]

**Remark.** We subtract the price with the marginal cost here for normalization. The ratio constraint is well defined because the minimal price must be greater than the marginal cost from the producer’s perspective. After the subtraction, the effective range of \(\gamma\) is scale-free and is always \([1, \infty)\). By contrast, the range of \(\epsilon\) depends on the support of the underlying demand distribution. Therefore, the setting of \(\gamma\) is more generic in different applications.

Let \(p_u = \min_v p(v)\) be the upper price and \(p_l = \max_v p(v)\) be the lower price. To maximize the revenue, \(p_l\) must be greater than marginal cost \(c\) and the pricing strategy must be

\[
p(v) = \begin{cases} 
  p_u, & \text{if } v \geq p_u, \\
  v, & \text{if } p_l \leq v < p_u, \\
  p_l, & \text{otherwise}.
\end{cases}
\]  

Hence, the optimal pricing strategy can be determined by the lower price \(p_l\) and the upper price \(p_u\). The corresponding producer surplus, consumer surplus, and total surplus can be written as
functions of $p_l$ and $p_u$.

\[
\begin{align*}
\text{PS}(p_l, p_u) &= (p_u - c)S(p_u) + \int_{p_l}^{p_u} (v - c)f(v)dv, \\
\text{CS}(p_l, p_u) &= \int_{p_l}^{p_u} (v - p_u)f(v)dv, \\
\text{TS}(p_l, p_u) &= \int_{p_l}^{p_u} (v - c)f(v)dv.
\end{align*}
\]  

(6)

As a result, the optimal pricing strategy can be formulated.

- The optimal $\epsilon$-difference fair pricing strategy can be given as

\[
p_l^*(\epsilon), p_u^*(\epsilon) = \arg \max_{p_l, p_u} \text{PS}(p_l, p_u), \quad \text{s.t.} \quad p_u - p_l \leq \epsilon.
\]  

(7)

- The optimal $\gamma$-ratio fair pricing strategy can be given as

\[
q_l^*(\gamma), q_u^*(\gamma) = \arg \max_{q_l, q_u} \text{PS}(q_l, q_u), \quad \text{s.t.} \quad \frac{q_u - c}{q_l - c} \leq \gamma.
\]  

(8)

The producer surplus, consumer surplus, and total surplus under the optimal $\epsilon$-difference fair pricing strategy are given as follows:

\[
\text{PS}_{\text{diff}}^*(\epsilon) \triangleq \text{PS}(p_l^*(\epsilon), p_u^*(\epsilon)), \quad \text{CS}_{\text{diff}}^*(\epsilon) \triangleq \text{CS}(p_l^*(\epsilon), p_u^*(\epsilon)), \quad \text{TS}_{\text{diff}}^*(\epsilon) \triangleq \text{TS}(p_l^*(\epsilon), p_u^*(\epsilon)).
\]  

(9)

Similarly, the surpluses under the optimal $\gamma$-ratio fair pricing strategy are given as:

\[
\text{PS}_{\text{ratio}}^*(\gamma) \triangleq \text{PS}(q_l^*(\gamma), q_u^*(\gamma)), \quad \text{CS}_{\text{ratio}}^*(\gamma) \triangleq \text{CS}(q_l^*(\gamma), q_u^*(\gamma)), \quad \text{TS}_{\text{ratio}}^*(\gamma) \triangleq \text{TS}(q_l^*(\gamma), q_u^*(\gamma)).
\]  

(10)

4.2 Existence and uniqueness of the optimal pricing strategy

In this subsection, we show the existence and uniqueness of the optimal pricing strategy under either of the constraints.

4.2.1 $\epsilon$-difference fair

**Proposition 4.1.** When $c = 0$, if $F$ is a $c$-strongly regular distribution, then the solution $(p_l^*(\epsilon), p_u^*(\epsilon))$ to Equation 7 exists and is unique. In addition, $p_l^*(\epsilon)$ and $p_u^*(\epsilon)$ are differentiable.

4.2.2 $\gamma$-ratio fair

**Proposition 4.2.** When $c = 0$, if $F$ is a $c$-strongly regular distribution, then the solution $(q_l^*(\gamma), q_u^*(\gamma))$ to Equation 8 exists and is unique. In addition, $q_l^*(\gamma)$ and $q_u^*(\gamma)$ are differentiable.

4.3 Balancing consumer surplus and producer surplus

A stronger constraint can inevitably lead to the decrease in producer surplus. However, it remains a question on whether the constraints can lead to an increase in consumer surplus. To answer it, we first show that the lower price $p_l$ and upper price $p_u$ have close relationships with total surplus and consumer surplus.

**Proposition 4.3.** Total surplus is strictly decreasing w.r.t. lower price $p_l$ when $p_l > c$. Consumer surplus is strictly decreasing w.r.t. upper price $p_u$.

With this proposition, the impact of the constraints on consumer surplus can be measured by the monotonicity of the optimal upper price $p_u^*(\epsilon)$ and $q_u^*(\gamma)$.
4.3.1 $\epsilon$-difference fair

**Theorem 4.4.** When $c = 0$, if $F$ is a monotone hazard rate distribution, then $p^*_u(\epsilon)$ is strictly increasing and $CS^*_\text{diff}(\epsilon)$ is strictly decreasing w.r.t. $\epsilon$.

**Remark.** We should notice that, a stronger constraint represents a smaller $\epsilon$. As a result, according to the theorem, when $F$ is MHR, a stronger constraint will lead to a decrease in optimal upper price $p^*_u$, as well as an increase in consumer surplus.

However, when $F$ is not a monotone hazard rate distribution, even if $F$ is a strongly regular distribution, we can not guarantee the monotonicity of $p^*_u(\epsilon)$. But we can show that $p^*_u(\epsilon)$ is monotone over a range of $\epsilon$.

**Theorem 4.5.** When $c = 0$, if $F$ is a $c$-strongly regular distribution, let $\epsilon_0$ be the solution to equation $\epsilon - 2p^*_l(\epsilon) = 0$. Then when $\epsilon > \epsilon_0$, $p^*_u(\epsilon)$ is strictly increasing and $CS^*_\text{diff}(\epsilon)$ is strictly decreasing w.r.t. $\epsilon$.

**Remark.** We first notice that $p^*_l(\epsilon)$ is decreasing and show it in Theorem 4.7. This implies $\epsilon - 2p^*_l(\epsilon)$ is strictly increasing. In addition, $p^*_l(\epsilon) \leq p^*_l(0)$. As a result, the solution to $\epsilon - 2p^*_l(\epsilon) = 0$ exists and $\epsilon_0 \leq 2p^*_l(0)$, which means $\epsilon_0$ is not greater than the double of uniform price. We empirically show that the range of $\epsilon > \epsilon_0$ is fairly large on a class of common strongly regular but not MHR demand distributions, i.e., power law distributions in Section 5.

4.3.2 $\gamma$-ratio fair

As shown above, $\epsilon$-difference fair can not guarantee the increase of consumer surplus when demand distribution is strongly regular. However, as for the $\gamma$-ratio constraint, the monotonicity of consumer surplus will always hold.

**Theorem 4.6.** When $c = 0$, if $F$ is a $c$-strongly regular distribution, $q^*_u(\gamma)$ is strictly increasing and $CS^*_\text{ratio}(\gamma)$ is strictly decreasing w.r.t. $\gamma$.

**Remark.** Similar to $\epsilon$-difference fair, a stronger constraint corresponds to a smaller $\gamma$ here. As a result, a stronger constraint on $\gamma$-ratio fair will lead to the decrease in optimal upper price $q^*_u(\gamma)$ and increase in consumer surplus.

4.4 Drop on total surplus

In this subsection, we show that imposing either of the constraints will harm total surplus. This result is reasonable, given that the efficiency-equity trade-off is primarily recognized in practice [Mankiw, 2014]. In addition, the perfect price discrimination achieves the maximal market efficiency and any regulatory policy attempting to avoid perfect price discrimination will inevitably harm the total surplus. Similar to previous sections, stronger constraints represent smaller $\epsilon$ and $\gamma$ in the two constraints.

4.4.1 $\epsilon$-difference fair

**Theorem 4.7.** When $c = 0$, if $F$ is a $c$-strongly regular distribution, then $p^*_l(\epsilon)$ is strictly decreasing and $TS^*_\text{diff}(\epsilon)$ is strictly increasing w.r.t. $\epsilon$.

4.4.2 $\gamma$-ratio fair

**Theorem 4.8.** When $c = 0$, if $F$ is a $c$-strongly regular distribution, then $q^*_l(\gamma)$ is strictly decreasing and $TS^*_\text{ratio}(\gamma)$ is strictly increasing w.r.t. $\gamma$. 
4.5 $\epsilon$-difference fair vs $\gamma$-ratio fair

We compare the performance on the trade-off of between consumer surplus and producer surplus in this subsection under either of the constraints. The result is given by the following theorem.

**Theorem 4.9.** Suppose $F$ is strongly regular. Suppose $0 \leq \epsilon < U$, $\gamma \geq 1$, and $\text{CS}_\text{diff}(\epsilon) = \text{CS}_\text{ratio}(\gamma)$. Then $\text{TS}_\text{diff}(\epsilon) \geq \text{TS}_\text{ratio}(\gamma)$ and $\text{PS}_\text{diff}(\epsilon) \geq \text{PS}_\text{ratio}(\gamma)$.

**Remark.** This theorem shows that the $\epsilon$-difference constraint outperforms the $\gamma$-ratio constraint on the trade-off between consumer surplus and producer surplus, resulting in higher efficiency while fairness is guaranteed.

4.6 General cases when marginal cost is positive

To simplify proofs, we suppose the marginal cost $c$ is zero in previous subsections. In this subsection, we show that the conclusions also hold for general settings when $c$ is greater than zero.

The general idea is that we can transfer the raw distribution $F$ to a new distribution $\tilde{F}$ supported on $[0, U-c]$ ($U-c = \infty$ if $U = \infty$) and the social welfare for positive marginal cost on distribution $F$ are equal to that for zero marginal cost on the new distribution $\tilde{F}$. The corresponding functions can be given as

$$ f(v) = \frac{f(v+c)}{S(c)}, \quad \tilde{S}(v) = \frac{S(v+c)}{S(c)}, \quad \tilde{h}(v) = h(v+c). \quad (11) $$

Then the revenue, consumer surplus, and total surplus with lower price $p_l$ and upper price $p_u$ can be written as

$$ \begin{cases} 
\text{PS}(p_l, p_u) = \int_{p_l}^{p_u} (v-c) f(v) \, dv = S(c) \left( \int_{p_l}^{p_u-c} \tilde{f}(v) \, dv \right), \\
\text{CS}(p_l, p_u) = \int_{p_l}^{p_u} (v-p_u) f(v) \, dv = S(c) \int_{p_l-c}^{p_u-c} \tilde{f}(v) \, dv, \\
\text{TS}(p_l, p_u) = \int_{p_l}^{p_u} (v-c) f(v) \, dv = S(c) \int_{p_l-c}^{p_u-c} \tilde{v} \tilde{f}(v) \, dv. 
\end{cases} \quad (12) $$

They are proportional to producer surplus, consumer surplus and total surplus with lower price $(p_l-c)$ and upper price $(p_u-c)$ when the demand distribution is $\tilde{F}$ and marginal cost is zero. In addition, the properties of $\tilde{F}$ are given by the following proposition.

**Proposition 4.10.** If $F$ is a monotone hazard rate distribution, so does $\tilde{F}$. If $F$ is a $c$-strongly regular distribution, $\tilde{F}$ will be a $0$-strongly regular distribution.

As a result, our major conclusions in previous subsections hold for more general settings when marginal cost is positive.

5 Experiments

We run experiments on both simulation and real-world datasets to prove the correctness of our theoretical results.
Figure 2: Experiments on simulations. Subfigure (a) shows trade-off curves between consumer surplus and producer surplus under the $\epsilon$-difference and $\gamma$-ratio constraints, as well as the hazard rate functions of uniform, exponential, and power law distributions. Subfigure (b) shows the pricing range under the constraints.

5.1 Simulation

5.1.1 Data

We simulate common demand distributions including MHR distributions, namely uniform and exponential distributions [Besbes and Zeevi, 2009, 2015; Cohen et al., 2021], and a strongly regular distribution, namely power law distribution [Zang et al., 2018]. The detailed properties of these distributions are shown in Table 1. We choose $a = 1$ for uniform distribution, $\lambda = 1$ for exponential distribution, and $\Delta = 1$, $\alpha = 2$ for power law distribution. The marginal cost is set to 0. Note that the choice of parameters does not bring a difference as long as the distribution is MHR or strongly regular.

5.1.2 Results and analysis

With closed-form probability density functions of these distributions, we can optimize Equation 7 and Equation 8 directly. We choose different $\epsilon$ and $\gamma$ and calculate the corresponding optimal lower / upper price, consumer surplus, producer surplus and total surplus accordingly.

The results on trade-off curves between consumer surplus and producer surplus are shown in Figure 2(a). The grey area in Figure 2(a) represents all possible pairs of consumer surplus and producer surplus that: (1) consumer surplus is nonnegative, (2) producer surplus is not less than revenue under uniform pricing, and (3) total surplus does not exceed the surplus generated by efficient trade [Bergemann et al., 2015], i.e., $\mathbb{E}[\mathbb{I}[V \geq c](V - c)]$. The endpoints of the trade-off curve for both constraints fall on the upper left corner and the bottom line of the grey area, which denote the perfect price discrimination and the uniform pricing, respectively. We also show the pricing range under both constraints in Figure 2(b). From the figure, we have the following observations and they all coincide with the theoretical results listed in Section 4.

- **The trade-off between consumer surplus and producer surplus.** As shown in Figure 2(a), for MHR distributions (uniform and exponential), both constraints can help balance the consumer surplus and producer surplus for the whole range of regulatory intensity. However, when the distribution is strongly regular but not MHR, the monotonicity property holds for the $\gamma$-ratio constraint but fails for the $\epsilon$-difference constraint. Under this circumstance, the $\epsilon$-difference fair constraint can guarantee the property when the trade-off curve is above the X point shown in Figure 2(a), which corresponds to the proposed $\epsilon_0$ in Theorem 4.5. In addition, the monotonicity property of the...
optimal upper price can be validated in Figure 2(b) and further proves the trade-off between consumer surplus and producer surplus, according to Proposition 4.3.

- **Drop on total surplus.** As shown in Figure 2(a), as an anchor point moves along the curves from the upper left corner to the bottom line, the distance between the anchor point to the upper right borderline of the grey triangle becomes larger. This implies both constraints can lead to a decrease in total surplus given that the distance can be viewed as the drop of total surplus from the efficient trade. Furthermore, a stricter constraint results in a larger loss on total surplus. In addition, the monotonicity property of the optimal lower price is presented in Figure 2(b) and the property can further prove the loss on total surplus, according to Proposition 4.3. The drop on total surplus is reasonable because the perfect price discrimination achieves the maximal market efficiency and any regulatory policies attempting to avoid perfect price discrimination will inevitably harm total surplus.

- **$\epsilon$-difference fair vs $\gamma$-ratio fair.** As shown in Figure 2, the trade-off curve of $\epsilon$-difference fair is on top of that achieved by $\gamma$-ratio fair as long as the demand distribution is strongly regular, which validates our theoretical results in Theorem 4.9.

### 5.2 Real-world datasets

#### 5.2.1 Datasets and preprocessing

1. **Coke and cake.** Wertenbroch and Skiera [2002] adopted Becker, DeGroot, and Marschak’s method [Becker et al., 1964] to estimate willingness-to-pay for a can of Coca-Cola on a public beach and a piece of pound cake on a commuter ferry in Kiel, Germany. The quantity demanded are then regressed with a logistic model $S(p) \propto 1/(1 + e^{-(a+bp)})$. The fitted parameters are $a = 3.94$, $b = -3.44$ for the demand of Coke and $a = 4.58$, $b = -3.72$ for the demand of cake. These parameters are good estimations of the raw willingness to pay according to [Wertenbroch and Skiera, 2002]. We use the fitted logistic model as the demand function. As a result, the demand distributions are logistic distributions and satisfy the assumption of MHR.

2. **Elective vaccine.** Slunge [2015] studied willingness to pay for vaccination against tick-borne encephalitis in Sweden. They asked individuals with covariate $x$ about take-up at a random price of 100, 250, 500, 750, or 1000 SEK. We follow [Slunge, 2015; Kallus and Zhou, 2021] and learn a logistic regression model of binary demand by appending the price variable with the other covariates, i.e., $D(x,p) = \sigma(\gamma^T x + \beta p)$ where $\sigma(\cdot)$ is the logistic function. The overall demand function can be given as $S(p) = \mathbb{E}_x[D(x,p)]$.

3. **Auto loan.** The dataset records 208,085 auto loan applications received by a major online lender in the United States with loan-specific features. Following [Phillips et al., 2015; Ban and Keskin, 2021; Luo et al., 2021], we adopt the feature selection results and consider only four features: the loan amount approved, FICO score, prime rate, and the competitor’s rate. The price $p$ of a loan is computed as the net present value of future payment minus the loan amount, i.e., $p = \text{Monthly Payment} \times \sum_{\tau=1}^{\text{Term}} (1 + \text{Rate})^{-\tau} - \text{Loan Amount}$. Following [Luo et al., 2021], we set the rate as 0.12% to estimate the monthly London interbank offered rate for the studied time period. We further fit the demand function with a logistic regression model.

#### 5.2.2 Results and analysis

With closed-form demand functions of these datasets, we can optimize Equation 7 and Equation 8 directly. We choose different $\epsilon$ and $\gamma$ and calculate the corresponding optimal lower / upper price, consumer surplus, producer surplus and total surplus accordingly.
We first analyze the hazard rate function for the demand distributions on these real-world datasets. As shown in the upper right subfigures of Figure 3, all of the datasets approximately satisfy the MHR condition. For coke and cake, the demand distributions are logistic and they satisfy the MHR condition by nature. For elective vaccine and auto loan, the hazard rate functions are not strictly increasing and we can find fluctuations in the figures. However, they can be considered increasing from the long-run trend.

The trade-off curve between consumer surplus and producer surplus can be found in Figure 3. As shown in the figure, the fluctuations on hazard rate functions do not affect the major results. Similar to simulation experiments, both constraints can help balance consumer surplus and producer surplus at the expense of total surplus. In addition, the curve of the \( \gamma \)-ratio constraint is on top of the \( \epsilon \)-difference constraint. These results match the theories we propose in Section 4.

6 Conclusions

To conclude, in this paper, we propose two sound and effective policy instruments on the range of personalized prices and study their impact on consumer surplus, producer surplus, and social welfare. For common demand distributions, both constraints can help balance consumer surplus and producer surplus at the expense of total surplus. In addition, the \( \epsilon \)-difference constraint has better performance on the trade-off between consumer surplus and producer surplus while the \( \gamma \)-ratio constraint is more suitable for designing policies. As a result, the two constraints could be adopted in different applications in practice.
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A Omitted proofs

A.1 Proof of Proposition 3.1

Proof. Suppose $F$ is a monotone hazard rate distribution, which means $h(v)$ is non-decreasing. As a result, $w(v) = v - \frac{1}{h(v)}$ is strictly increasing. In addition,

$$\lim_{v \to U} w(v) \begin{cases} \geq \lim_{v \to \infty} v - \frac{1}{h(0)} = \infty, & \text{if } U = \infty, \\ U - \frac{S(U)}{f(U)} = U > k & \text{otherwise.} \end{cases}$$

As a result, $F$ is $k$-strongly regular.

A.2 Proof of Proposition 4.1

To prove the proposition, we need the following lemma.

Lemma A.1. If $F$ is a $c$-strongly regular distribution, then $\forall 0 \leq \epsilon < U, r_c(v) \triangleq v - \epsilon - S(v)/f(v - \epsilon)$ is strictly increasing. In addition, $\lim_{v \to U} r_c(v) > 0$.

Proof. The results for $r_0(v)$ hold by definition of strong regularity. Now consider $\epsilon > 0$. We express $r_c$ with hazard functions.

$$r_c(v) = v - \epsilon - \frac{S(v)}{S(v - \epsilon)} \cdot \frac{S(v - \epsilon)}{f(v - \epsilon)} = v - \epsilon - \frac{\exp\left(-\int_{v-\epsilon}^{v} h(t)\,dt\right)}{h(v - \epsilon)}.$$ 

Because $F$ is strongly regular, $w(v) = v - 1/h(v)$ is strictly increasing, which implies $\frac{dw}{dv} = 1 + \frac{h'(v)}{h^2(v)} > 0$. Hence, $h'(v) \geq -h^2(v)$. Then we calculate the derivative of $r_c$,

$$\frac{dr_c}{dv} = 1 - \exp\left(-\int_{v-\epsilon}^{v} h(t)\,dt\right)\left(h^2(v - \epsilon) - h(v)h(v - \epsilon) - h'(v - \epsilon)\right) \geq 1 + \exp\left(-\int_{v-\epsilon}^{v} h(t)\,dt\right)\left(\frac{h(v)}{h(v - \epsilon) - 2}\right).$$

Because $w(v)$ is strictly increasing, then $\forall t \in (v - \epsilon, v], w(t) > w(v - \epsilon)$, which implies that $t - \frac{1}{h(t)} > v - \epsilon - \frac{1}{h(v - \epsilon)}$. Hence, $h(t) > \frac{1}{t - v + \epsilon + 1/h(v - \epsilon)}$. As a result, $\frac{h(v)}{h^2(v - \epsilon)} > \frac{1}{1 + h(v - \epsilon)}$ and

$$\int_{v-\epsilon}^{v} h(t)\,dt > \int_{v-\epsilon}^{v} \frac{1}{t - v + \epsilon + \frac{1}{h(v - \epsilon)}}\,dt = \ln\left(t - v + \epsilon + \frac{1}{h(v - \epsilon)}\right)\bigg|_{t=v-\epsilon}^{v} = \ln(1 + h(v - \epsilon)e).$$

As a result,

$$\exp\left(\int_{v-\epsilon}^{v} h(t)\,dt\right) \cdot \frac{dr_c}{dv} \geq \exp\left(\int_{v-\epsilon}^{v} h(t)\,dt\right) + \frac{h(v)}{h(v - \epsilon) - 2} > 1 + h(v - \epsilon)e + \frac{1}{1 + h(v - \epsilon)e} - 2 \geq 0,$$
which implies $r_\varepsilon(v)$ is strictly increasing. Now consider the limits of $r_\varepsilon(v)$ when $v \to U$.

$$\lim_{v \to U} r_\varepsilon(v) = \lim_{v \to U} v - \varepsilon - \frac{S(v)}{f(v - \varepsilon)}$$

\[
\begin{cases}
> \lim_{v \to \infty} v - \varepsilon - \frac{S(v - \varepsilon)}{f(v - \varepsilon)} = \lim_{v \to \infty} w(v) > 0, & \text{if } U = \infty, \\
= U - \varepsilon > 0, & \text{otherwise.}
\end{cases}
\]

Proof of Proposition 4.1. It is obvious that $p_{i\varepsilon}(\varepsilon) = p_i^*(\varepsilon)$. Hence, $p_i^*(\varepsilon) = \arg \max_{p_i} PS(p_i, p_i + \varepsilon)$. The derivative of $PS(p_i, p_i + \varepsilon)$ is

$$G_i(p_i, \varepsilon) \triangleq \frac{d PS}{dp_i} = S(p_i + \varepsilon) - p_i f(p_i) = f(p_i) \left( \frac{S(p_i + \varepsilon)}{f(p_i)} - p_i \right).$$

According to Lemma A.1, $S(p_i + \varepsilon)/f(p_i) - p_i = -r_\varepsilon(p_i + \varepsilon)$ is strictly decreasing w.r.t. $p_i$. In addition,

$$\lim_{p_i \to 0} \left( \frac{S(p_i + \varepsilon)}{f(p_i)} - p_i \right) = \frac{S(\varepsilon)}{f(0)} > 0,$$

$$\lim_{p_i \to (U - \varepsilon)} \left( \frac{S(p_i + \varepsilon)}{f(p_i)} - p_i \right) = - \lim_{v \to U} r_\varepsilon(v) < 0$$

which implies the solution to $d PS/dp_i = 0$ exists and is unique. As a result, for all $0 \leq \varepsilon < U$, the solution $(p_i^*(\varepsilon), p_{i\varepsilon}^*(\varepsilon))$ exists and is unique.

In addition, $G_i(p_i^*(\varepsilon), \varepsilon) = 0$ is the implicit function that determines the relationship between $p_i^*$ and $\varepsilon$ and $G_i(p_i^*, \varepsilon)$ is differentiable. Notice that according to Lemma A.1, we have

$$\frac{dr_\varepsilon}{dv} = \frac{f^2(v - \varepsilon) + f(v)f(v - \varepsilon) + S(v)f'(v - \varepsilon)}{f^2(v - \varepsilon)} > 0,$$

Hence,

$$\frac{\partial G_i}{\partial p_i}(p_i^*, \varepsilon) = -f(p_i^* + \varepsilon) - f(p_i^*) + f'(p_i^*)$$

$$= -\left( f(p_i^* + \varepsilon) + f(p_i^*) + \frac{S(p_i^* + \varepsilon)}{f(p_i^*)} f'(p_i^*) \right)$$

$$= -f(p_i^*) \left. \frac{dr_\varepsilon}{dv} \right|_{v = p_i^* + \varepsilon} < 0.$$

According to the implicit function theorem [Krantz and Parks, 2012, Theorem 1.3.1], $p_i^*(\varepsilon)$ is differentiable, which implies that $p_{i\varepsilon}^*(\varepsilon)$ is also differentiable. \qed

A.3 Proof of Proposition 4.2

To prove the proposition, we need the following lemma.

Lemma A.2. If $F$ is a $c$-strongly regular distribution, then $\forall \gamma \geq 1, z_\gamma(v) \equiv v - \frac{\gamma S(v)}{f(v)}$ is strictly increasing. In addition, $\lim_{\gamma v \to U} z_\gamma(v) > 0.$
Proof. The results for $z_1(v)$ hold by definition, now consider $\gamma > 1$. We express $z_\gamma$ with hazard functions.

$$z_\gamma(v) = v - \gamma \cdot \frac{S(\gamma v)}{S(v)} \cdot \frac{S(v)}{\hat{f}(v)} = v - \gamma \frac{\exp\left(-\int_v^{\gamma v} h(t)dt\right)}{h(v)}.$$  

The derivative of $z_\gamma$ is given by

$$\frac{dz_\gamma}{dv} = 1 - \gamma \cdot \frac{\exp\left(-\int_v^{\gamma v} h(t)dt\right)}{h^2(v)} \left(h^2(v) - \gamma h(v)h'(\gamma v) - h'(v)\right) \geq 1 + \gamma \cdot \exp\left(-\int_v^{\gamma v} h(t)dt\right) \left(\frac{yh(\gamma v)}{h(v)} - 2\right).$$

Similar with the proof of Lemma A.1, the last inequality is due to the monotonicity of $u$. We also have $\forall t \in (v, \gamma v], h(t) > \frac{1}{t-v+1/h(v)}$. As a result, $\frac{h(\gamma v)}{h(v)} > \frac{1}{1+(\gamma-1)vh(v)}$ and

$$\int_v^{\gamma v} h(t)dt > \int_v^{\gamma v} \frac{1}{t-v+1/h(v)}dt = \ln\left(t-v+\frac{1}{h(v)}\right)|_{t=v}^{\gamma v} = \ln(1+(\gamma-1)vh(v)).$$

As a result,

$$\frac{1}{\gamma} \exp\left(\int_v^{\gamma v} h(t)dt\right) \cdot \frac{dz_\gamma}{dv} \geq \frac{1}{\gamma} \exp\left(\int_v^{\gamma v} h(t)dt\right) + \frac{\gamma h(\gamma v)}{h(v)} - 2 \geq 0,$$

which implies $z_\gamma(v)$ is strictly increasing. Now consider the limits of $z_\gamma(v)$ when $\gamma \to U$. If $U$ is finite, then $\lim_{\gamma \to U} z_\gamma(v) = U/\gamma > 0$. When $U = \infty$, because $\lim_{v \to \infty} w(v) > 0$, we have $\lim_{v \to \infty} vh(v) > 1$. Then when $v \to \infty$,

$$\frac{\gamma S(\gamma v)}{S(v)} = \gamma \exp\left(-\int_v^{\gamma v} h(t)dt\right) \leq \frac{\gamma}{1+(\gamma-1)vh(v)} < \frac{\gamma}{1+(\gamma-1)\cdot 1} = 1.$$  

Hence, when $v \to \infty$,

$$z_\gamma(v) = v - \frac{\gamma S(\gamma v)}{S(v)} \cdot \frac{1}{h(v)} > v - \frac{1}{h(v)} = w(v) > 0.$$  

Proof of Proposition 4.2. It is obvious that $q_u^*(\gamma) = \gamma q_i^*(\gamma)$. Hence,

$$q_i^*(\gamma) = \arg\max_{q_i} PS(q_i, \gamma q_i).$$

The derivative of $PS(q_i, \gamma q_i)$ is

$$H_i(q_i, \gamma) \triangleq \frac{d}{dq_i} PS = \gamma S(\gamma q_i) - q_i f(q_i) = f(q_i) \left(\frac{\gamma S(\gamma q_i)}{f(q_i)} - q_i\right).$$
According to Lemma A.2, \( \frac{\gamma S(\gamma q_l)}{f(q_l)} - q_l \) is strictly decreasing. In addition,
\[
\lim_{q_l \to 0} \left( \frac{\gamma S(\gamma q_l)}{f(q_l)} - q_l \right) = \gamma S(0) > 0,
\]
\[
\lim_{\gamma q_l \to U} \left( \frac{\gamma S(\gamma q_l)}{f(q_l)} - q_l \right) = -\lim_{\gamma q_l \to U} z(\gamma q_l) < 0,
\]
which implies the solution to \( \frac{dP_S}{dq_l} = 0 \) exists and is unique. As a result, for all \( \gamma \geq 1 \), the solution \( (q^*_l(\gamma), q^*_u(\gamma)) \) exists and unique.

In addition, \( H_l(q^*_l, \gamma) = 0 \) is the implicit function that determines the relationship between \( q^*_l \) and \( \gamma \) and \( H_l(q^*_l, \gamma) \) is continuously differentiable. Notice that according to Lemma A.2,
\[
\frac{dz}{dv} = f^2(v) + \gamma^2 f(v) f'v + \gamma S(\gamma v) f'(v) > 0,
\]
Hence,
\[
\frac{\partial H_l}{\partial q_l} (q^*_l, \gamma) = -\gamma^2 f'v q^*_l - f(q^*_l) - q^*_l f'(q^*_l)
\]
\[
= -\left( \gamma^2 f(v) q^*_l + f(q^*_l) + \frac{\gamma S(\gamma q^*_l)}{f(q^*_l)} f'(q^*_l) \right)
\]
\[
= -f(q^*_l) \cdot \frac{dz}{dv} \bigg|_{v=q^*_l} < 0.
\]

According to the implicit function theorem [Krantz and Parks, 2012, Theorem 1.3.1], \( q^*_l(\epsilon) \) is differentiable, which implies that \( q^*_u(\epsilon) \) is also differentiable.

A.4 Proof of Proposition 4.3
Proof. On the one hand, when \( c < p_l < U \),
\[
\frac{\partial T_S(p_l, p_u)}{\partial p_l} = -(p_l - c) f(p_l) < 0.
\]
Hence total surplus is strictly decreasing w.r.t. \( p_l \). On the other hand, when \( 0 < p_u < U \),
\[
\frac{\partial C_S(p_l, p_u)}{\partial p_u} = -(p_u - p_u) f(p_u) + \int_{p_u}^{U} -f(v) dv = -S(p_u) < 0,
\]
which implies consumer surplus is strictly decreasing w.r.t. \( p_u \).

A.5 Proof of Theorem 4.4
Proof. \( \forall 0 < \epsilon < U \), it is obvious that \( p^*_u(\epsilon) - p^*_l(\epsilon) = \epsilon \). The optimal \( p^*_u(\epsilon) \) is given by \( p^*_u(\epsilon) = \arg \max_{p_u} PS(p_u - \epsilon, p_u) \). The derivative of \( PS(p_u - \epsilon, p_u) \) is
\[
G_u(p_u, \epsilon) \equiv \frac{dP_S}{dp_u} = S(p_u) - (p_u - \epsilon) f(p_u - \epsilon).
\]
According to Proposition 4.1, $G_u(p_u^*, \epsilon) = 0$ is the implicit function that determines the relationship between $p_u^*$ and $\epsilon$. According to [Krantz and Parks, 2012, Theorem 1.3.1], the derivative of $p_u^*(\epsilon)$ is given by
\[
\frac{dp_u^*}{d\epsilon} = -\frac{\frac{\partial G_u}{\partial p_u^*}(p_u^*, \epsilon)}{\frac{\partial G_u}{\partial \epsilon}(p_u^*, \epsilon)} = \frac{f(p_u^* - \epsilon) + (p_u^* - \epsilon)f'(p_u^* - \epsilon)}{f(p_u^*) + f(p_u^* - \epsilon) + (p_u^* - \epsilon)f'(p_u^* - \epsilon)}.
\]
Because $F$ is a monotone hazard rate distribution, $h(v)$ is non-decreasing, which implies, $\frac{dh}{dv} = \frac{f'(v)S(v) + f^2(v)}{S^2(v)} \geq 0$. As a result, $f'(p_u^* - \epsilon) \geq -f^2(p_u^* - \epsilon)/S(p_u^* - \epsilon)$. Hence,
\[
f(p_u^* - \epsilon) + (p_u^* - \epsilon)f'(p_u^* - \epsilon) \\
\geq f(p_u^* - \epsilon) - (p_u^* - \epsilon) \cdot \frac{f(p_u^* - \epsilon)f(p_u^* - \epsilon)}{S(p_u^* - \epsilon)} \\
= f(p_u^* - \epsilon)\left(1 - \frac{S(p_u^*)}{S(p_u^* - \epsilon)}\right) > 0.
\]
As a result, $dp_u^*/d\epsilon > 0$ and $p_u^*$ is strictly increasing w.r.t. $\epsilon$. In addition, according to Proposition 4.3, $CS_{\text{diff}}^*(\epsilon)$ is strictly decreasing.

A.6 Proof of Theorem 4.5

Proof. $\forall 0 < \epsilon < U$, consider the numerator of $dp_u^*(\epsilon)/d\epsilon$,
\[
f(p_u^* - \epsilon) + (p_u^* - \epsilon)f'(p_u^* - \epsilon) = f(p_i^*) + p_i^*f'(p_i^*) \\
= h(p_i^*)\exp\left(-\int_0^v h(t)dt\right) + p_i^*\left(h(p_i^*)\exp\left(-\int_0^v h(t)dt\right)\right)' \\
= \exp\left(-\int_0^{p_i^*} h(t)dt\right)\left(h(p_i^*) + p_i^*h'(p_i^*) - p_i^*h^2(p_i^*)\right) \\
\geq h(p_i^*)\exp\left(-\int_0^{p_i^*} h(t)dt\right)\left(1 - 2p_i^*h(p_i^*)\right).
\]
The last inequality is due to the monotonicity of $w(v) = v - 1/h(v)$, which means $w'(v) = 1 + h'(v)/h^2(v) \geq 0$. The relationship between $p_i^*$ and $\epsilon$ is given by $G_i(p_i^*, \epsilon) = S(p_i^* + \epsilon) - p_i^*f(p_i^*) = 0$, i.e.,
\[
\exp\left(-\int_{p_i^*}^{p_i^* + \epsilon} h(v)dv\right) - p_i^*h(p_i^*) = 0.
\]
Because $w(v)$ is strictly increasing, then $\forall v \in (p_i^*, p_i^* + \epsilon)$, $w(v) > w(p_i^*)$, which implies that $v - 1/h(v) > p_i^* - 1/h(p_i^*$). Hence,
\[
h(v) > \frac{1}{v - p_i^* + 1/h(p_i^*)}.
\]
As a result,
\[
\int_{p_i^*}^{p_i^* + \epsilon} h(v)dv > \int_{p_i^*}^{p_i^* + \epsilon} \frac{1}{v - p_i^* + 1/h(p_i^*)}dv = \ln\left(1 + h(p_i^*)\epsilon\right).
\]
This implies
\[
p_i^*h(p_i^*) = \exp\left(-\int_{p_i^*}^{p_i^* + \epsilon} h(v)dv\right) < \frac{1}{1 + h(p_i^*)\epsilon},
\]
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and \( h(p_1^*) < \frac{-p_1^*+\sqrt{(p_1^*)^2+4p_1^*}}{2p_1^*} \). Let \( t(e) = p_1^*(e)/e \). Then when \( e > e_0 \), because of the monotonicity of \( p_1^* \) according to Theorem 4.7, \( t(e) < p_1^*(e)/e_0 = 1/2 \). Therefore, when \( e > e_0 \),

\[
p_1^*h(p_1^*) < \frac{1}{2}(-t + \sqrt{t^2 + 4t}) < \frac{1}{2}\left(-\frac{1}{2} + \sqrt{\left(-\frac{1}{2}\right)^2 + 4 \cdot \frac{1}{2}}\right) = \frac{1}{2},
\]

Hence,

\[
f(p_u^*-e) + (p_u^*-e)f'(p_u^*-e) \geq h(p_1^*)\exp\left(-\int_0^{p_1^*} h(t)dt\right)\left(1 - 2p_1^*h(p_1^*)\right)
\]

\[> h(p_1^*)\exp\left(-\int_0^{p_1^*} h(t)dt\right)\left(1 - 2 \cdot \frac{1}{2}\right) = 0,
\]

which implies \( \frac{dn^u}{d\gamma} > 0 \) and \( p_u^* \) is increasing when \( e > e_0 \). As a result, according to Proposition 4.3, \( CS^*_\text{diff}(e) \) is strictly decreasing when \( e > e_0 \).

\[\square\]

### A.7 Proof of Theorem 4.6 and Theorem 4.8

**Proof.** We first prove the non-increasing property of \( q_u^* \). According to Proposition 4.2, \( H_I(q_i,\gamma) = 0 \) is the implicit function that determines the relationship between \( q_u^* \) and \( \gamma \). Notice that when \( \gamma = 1 \), the optimal solution \( q_u^*(1) \) and \( q_u^*(1) \) should satisfy \( q_u^*(1) = q_u^*(1) \) and \( S(q_u^*(1)) = q_u^*(1) f(q_u^*(1)) \). According to [Krantz and Parks, 2012, Theorem 1.3.1], the derivative of \( q_u^*(\gamma) \) is given by

\[
\frac{d q_u^*}{d \gamma} = -\frac{\frac{\partial H_I}{\partial y}(q_u^*,\gamma)}{\frac{\partial H_I}{\partial q_u^*}(q_u^*,\gamma)} = \frac{S(\gamma q_u^*) - \gamma q_u^* f(\gamma q_u^*)}{\gamma^2 f(\gamma q_u^*) + f(q_u^*) + q_u^* f'(q_u^*)}
\]

According to the proof of Proposition 4.2, the denominator of the equation above is greater than 0. Now consider the numerator.

Suppose there exists \( \gamma_0 > 1 \) such that \( q_u^*(\gamma_0) < q_u^*(1) \). Because of the differentiability of \( q_u^*(\gamma) \) according to Proposition 4.2, there exist a range \( [\gamma_1, \gamma_2] \subseteq [1, \gamma_0] \) such that \( q_u^*(\gamma) \) is non-increasing when \( \gamma \in [\gamma_1, \gamma_2] \) and \( q_u^*(\gamma_1) < q_u^*(1) \). Hence, \( \forall \gamma \in [\gamma_1, \gamma_2], q_u^*(\gamma) < q_u^*(1) \). Because \( w(v) = v - S(v)/f(v) \) is strictly increasing,

\[
q_u^*(\gamma) - \frac{S(q_u^*(\gamma))}{f(q_u^*(\gamma))} < q_u^*(1) - \frac{S(q_u^*(1))}{f(q_u^*(1))} = 0,
\]

which means \( S(q_u^*(\gamma)) - q_u^*(\gamma) f(q_u^*(\gamma)) > 0 \) and \( \frac{d q_u^*}{d \gamma} > 0 \). Hence \( q_u^*(\gamma) \) is strictly increasing when \( \gamma \in [\gamma_1, \gamma_2] \). Because \( q_u^*(\gamma) \) is non-increasing when \( \gamma \in [\gamma_1, \gamma_2], \gamma = q_u^*(\gamma)/q_u^*(\gamma) \) is non-increasing when \( \gamma \in [\gamma_1, \gamma_2] \), which results in a contradiction. Hence \( \forall \gamma \geq 1, q_u^*(\gamma) \geq q_u^*(1) \). As a result, \( S(q_u^*) - q_u^* f(q_u^*) \leq 0 \), which implies \( q_u^*(\gamma) \) is non-increasing w.r.t. \( \gamma \).

Next we prove the non-decreasing property of \( q_u^* \). Similarly, the optimal \( q_u^* \) is given by

\[
q_u^*(\gamma) = \arg\max_{q_u} PS(q_u/\gamma, q_u).
\]

The derivative of \( PS(q_u/\gamma, q_u) \) is

\[
H_u(q_i,\gamma) = \frac{d PS}{d q_u} = S(q_u) - \frac{q_u f(q_u/\gamma)}{\gamma^2}.
\]
According to Proposition 4.2, $H_u(q_u^*, \gamma) = 0$ is the implicit function that determines the relationship between $q_u^*$ and $\gamma$. According to [Krantz and Parks, 2012, Theorem 1.3.1], the derivative of $q_u^*(\gamma)$ if given by

$$
\frac{dq_u^*}{d\gamma} = -\frac{\partial H_u}{\partial q_u^*} (q_u^*, \gamma) = \frac{\left( \frac{\partial}{\partial q_u^*} f'(\frac{q_u^*}{\gamma}) + 2 \frac{\partial}{\partial q_u^*} f(\frac{q_u^*}{\gamma}) \right)}{\gamma^2 f(q_u^*) + f\left( \frac{q_u^*}{\gamma} \right) + \frac{d}{d\gamma} f'\left( \frac{q_u^*}{\gamma} \right)}
$$

According to the proof of Proposition 4.2, the denominator of the equation above is greater than 0. Now consider the numerator. Because $w(v) = v - S(v)/f(v)$ is strictly increasing,

$$
w'(v) = \frac{2f^2(v) + S(v)f'(v)}{f^2(v)} \geq 0.
$$

Hence $f'(q_l^*) \geq -2f^2(q_l^*)/S(q_l^*)$, and

$$
\left( q_l^* \right)^2 f'(q_l^*) + 2q_l^* f(q_l^*) \geq \frac{2q_l^* f^2(q_l^*)}{S(q_l^*)} \left( \frac{S(q_l^*)}{f(q_l^*)} - q_l^* \right).
$$

Because $q_l^*(\gamma)$ is non-increasing, $q_l^*(\gamma) \leq q_l^*(1)$. For the monotonicity of $w(v) = v - S(v)/f(v)$,

$$
\frac{S(q_l^*(\gamma))}{f(q_l^*(\gamma))} - q_l^*(\gamma) = -w(q_l^*(\gamma)) \geq -w(q_l^*(1)) = 0.
$$

As a result, $\frac{dq_u^*}{d\gamma} \geq 0$ and $q_u^*$ is non-decreasing.

Then We could prove the strict monotonicity of $q_l^*$ and $q_u^*$. Suppose there exists $\gamma_0 > 1$ such that $q_u^*(\gamma_0) = q_u^*(1)$. Because the non-decreasing property, $\forall \gamma \in [1, \gamma_0]$, $q_u^*(\gamma) = q_u^*(1)$. Then $\forall \gamma \in [1, \gamma_0]$, $\frac{dq_u^*}{d\gamma} = 0$, which means $q_l^*(\gamma) = q_l^*(1)$. Therefore, $\gamma_0 = q_u^*(\gamma_0)/q_l^*(\gamma_0) = q_u^*(1)/q_l^*(1) = 1$, which results in a contradiction. As a result, $\forall \gamma > 1$, $q_u^*(\gamma) > q_u^*(1)$. Therefore, $\forall \gamma > 1$, $\frac{dq_u^*}{d\gamma} < 0$, and $q_l^*(\gamma)$ is strictly decreasing. Similarly, $\forall \gamma > 1$, $q_l^*(\gamma) < q_l^*(1)$, which implies $\frac{dq_u^*}{d\gamma} > 0$ and $q_u^*(\gamma)$ is strictly increasing.

Finally, according to Proposition 4.3, $CS_{ratio}^*(\gamma)$ is strictly decreasing and $TS_{ratio}^*(\gamma)$ is strictly increasing w.r.t. $\gamma$. 

\section*{A.8 Proof of Theorem 4.7}

\textbf{Proof}: $\forall 0 < \epsilon < U$, according to Proposition 4.1, $G_i(p_i^*, \epsilon) = 0$ is the implicit function that determines the relationship between $p_i^*$ and $\epsilon$. According to [Krantz and Parks, 2012, Theorem 1.3.1], the derivative of $p_i^*(\epsilon)$ is given by

$$
\frac{dp_i^*}{d\epsilon} = -\frac{\partial G_i}{\partial p_i^*} (p_i^*, \epsilon) = -\frac{f(p_i^* + \epsilon)}{f(p_i^* + \epsilon) + f(p_i^*) + p_i^* f'(p_i^*)}.
$$

According to the proof of Proposition 4.1,

$$
f(p_i^* + \epsilon) + f(p_i^*) + p_i^* f'(p_i^*) = -\frac{\partial G_i}{\partial p_i^*} (p_i^*, \epsilon) > 0.
$$

Hence, $\frac{dp_i^*}{d\epsilon} < 0$ and $p_i^*(\epsilon)$ is strictly decreasing. As a result, according to Proposition 4.3, $TS_{diff}^*(\epsilon)$ is strictly increasing w.r.t. $\epsilon$. 

\hfill \Box
A.9  Proof of Theorem 4.9

Proof. Prove the theorem by contradiction. Suppose \( TS^\ast_{\text{diff}}(\epsilon) < TS^\ast_{\text{ratio}}(\gamma) \). According to Proposition 4.3, we have \( q_l^\ast(\gamma) < p_l^\ast(\epsilon), q_u^\ast(\gamma) = p_u^\ast(\epsilon) \). Hence, let \( \gamma' \triangleq p_u^\ast(\epsilon)/p_l^\ast(\epsilon) < q_u^\ast(\gamma)/q_l^\ast(\gamma) = \gamma \).

On the one hand, by the strict monotonicity of \( q_l^\ast \) and \( q_u^\ast \) suggested by Theorem 4.6 and Theorem 4.8, \( q_l^\ast(\gamma') > q_l^\ast(\gamma) \) and \( q_u^\ast(\gamma') < q_u^\ast(\gamma) \). According to Proposition 4.2, \((q_l^\ast(\gamma'), q_u^\ast(\gamma'))\) is the solution to Equation 8 and is unique, we have \( PS(q_l^\ast(\gamma'), q_u^\ast(\gamma')) > PS(p_l^\ast(\epsilon), p_u^\ast(\epsilon)) \). On the other hand,

\[
 q_u^\ast(\gamma') - q_l^\ast(\gamma') = (\gamma' - 1)q_l^\ast(\gamma') < (\gamma' - 1)p_l^\ast(\epsilon) = p_u^\ast(\epsilon) - p_l^\ast(\epsilon) = \epsilon.
\]

As a result,

\[
 PS(q_l^\ast(\gamma'), q_u^\ast(\gamma')) \leq PS^\ast_{\text{diff}}(q_u^\ast(\gamma') - q_l^\ast(\gamma')) \leq PS(p_l^\ast(\epsilon), p_u^\ast(\epsilon)),
\]

which leads to a contradiction. To conclude, we have \( TS^\ast_{\text{diff}}(\epsilon) \geq TS^\ast_{\text{ratio}}(\gamma) \). In addition, because \( CS^\ast_{\text{diff}}(\epsilon) = CS^\ast_{\text{ratio}}(\gamma) \), we have \( PS^\ast_{\text{diff}}(\epsilon) \geq PS^\ast_{\text{ratio}}(\gamma) \). \( \square \)

A.10  Proof of Proposition 4.10

Proof. The conclusion is obvious for monotone hazard rate distributions. Now if \( F \) is \( c \)-strongly regular, \( \tilde{\omega}(v) = v - \frac{S(v+c)}{f(v+c)} \) is obvious strictly increasing. In addition,

\[
 \lim_{v \to U} \tilde{\omega}(v) = \lim_{v \to U} \left( v + c - \frac{S(v+c)}{f(v+c)} \right) - c > c - c = 0.
\]

Hence \( \tilde{F} \) is strongly regular. \( \square \)