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ABSTRACT
We give an $m^{1+o(1)}\beta^{o(1)}$-time algorithm for generating uniformly random spanning trees in weighted graphs with max-to-min weight ratio $\beta$. In the process, we illustrate how fundamental tradeoffs in graph partitioning can be overcome by eliminating vertices from a graph using Schur complements of the associated Laplacian matrix.

Our starting point is the Aldous-Broder algorithm, which samples a random spanning tree using a random walk. As in prior work, we use fast Laplacian linear system solvers to shortcut the random walk from a vertex $v$ to the boundary of a set of vertices assigned to $v$ called a "shortcutter." We depart from prior work by introducing a new way of employing Laplacian solvers to shortcut the walk. To bound the amount of shortcutting work, we show that most random walk steps occur far away from an unvisited vertex. We apply this observation by charging uses of a shortcutter $S$ to random walk steps in the Schur complement obtained by eliminating all vertices in $S$ that are not assigned to it.
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1 INTRODUCTION
In this paper, we give the first almost-linear time algorithm for the following problem:
Given an undirected graph $G$ with weights (conductances) $c_e \in E(G)$ on its edges, generate a spanning tree $T$ of $G$ with probability proportional to $\prod_{e \in E(T)} c_e$.

Random spanning tree generation has been studied for a long time [Kir77], has many connections to probability theory (for example [BS13]), and is a special case of determinantal point processes [AGR16]. They also have found applications in constructing cut sparsifiers [FH10, GRV09] and have played crucial roles in obtaining better approximation algorithms for both the symmetric [GSS11] and asymmetric [AGM+10] traveling salesman problem.

The uniform random spanning tree distribution is also one of the simplest examples of a negatively-correlated probability distribution that is not trivial to sample from. Much work has gone into efficiently sampling from the uniform spanning tree distribution in the past forty years [Gue83]. This work falls into three categories:

• Approaches centered around fast exact computation of effective resistances [Gue83, CDN89, Kul90, CMN96, HX16]. The fastest algorithm among these takes $O(n^ω)$ time for undirected, weighted graphs [CDN89].
• Approaches that approximate and sparsify the input graph using Schur complements [DKP*17, DPPR17]. [DKP*17] samples a truly uniform tree in $O(n^{13}m^{1/2} + n^2)$ time, while [DPPR17] samples a random tree in $O(n^2δ^2)$ time from a distribution with total variation distance $δ$ from the real uniform distribution for undirected, weighted graphs.
• Random-walk based approaches [Ald90, Bro89, Wil96, KM09, MST15]. [MST15] takes $O(m^{6/3})$ time for undirected, unweighted graphs.

Our main result is an algorithm for sampling a uniformly random spanning tree from a weighted graph with polynomial ratio of maximum to minimum weight in almost-linear time:

**Theorem 1.1.** Given a graph $G$ with edge weights $c_e$ and $β = (\max_{e \in E(G)} c_e) / (\min_{e \in E(G)} c_e)$, a uniformly random spanning tree of $G$ can be sampled in $m^{1+o(1)}β^{o(1)}$ time.

We also give a result whose runtime does not depend on the edge weights, but samples from a distribution that is approximately uniform rather than exactly uniform. However, the runtime dependence on the error is small enough to achieve $1/poly(n)$ error in almost-linear time, so it suffices for all known applications:

**Theorem 1.2.** Given a weighted graph $G$ and $ε \in (0, 1)$, a random spanning tree $T$ of $G$ can be sampled from a distribution with total variation distance at most $ε$ from the uniform distribution in time $m^{1+o(1)}ε^{−o(1)}$ time.

Our techniques are based on random walks and are inspired by [Ald90, Bro89, KM09, MST15]. Despite this, our runtime guarantees combine the best aspects of all of the former approaches. In particular, our $m^{1+o(1)}ε^{−o(1)}$ time algorithm has no dependence...
on the edge weights, like the algorithms from the first two categories, but has subquadratic running time on sparse graphs, like the algorithms in the third category.

1.1 Other Contributions
We use random walks to generate random spanning trees. The behavior of random walks can be understood through the lens of electrical networks. We prove several new results about electrical flows and find new uses for many prior results (for example [SRS17, Ind06, HHHN’08]). We highlight one of our new results here.

One particularly important quantity for understanding random walks is the effective resistance between two vertices:

**Definition 1.3 (Effective resistance).** The energy of a flow \( f \in \mathbb{R}^{E(G)} \) in an undirected graph \( G \) with weights \( \{c_e\}_{e \in E(G)} \) is

\[
\sum_{e \in E(G)} f_e^2 c_e
\]

For two vertices \( s, t \) in a graph \( G \), the \( G \)-effective resistance between \( s \) and \( t \), denoted \( \text{Reff}_{G}(s,t) \), is the minimum energy of any \( s-t \) flow that sends one unit of flow from \( s \) to \( t \).

We study the robustness of the \( s-t \) effective resistance to random changes in the graph \( G \). Specifically, we consider random graphs \( H \sim G[F] \) obtained by conditioning on the intersection of a random spanning tree in \( G \) with the set \( F \subseteq E(G) \), which amounts to sampling a tree \( T \) from \( G \), contracting all edges in \( E(T) \cap F \), and deleting all edges in \( F \setminus E(T) \).

Surprisingly, the \( s-t \) effective resistance in \( H \) is the same as the \( s-t \) effective resistance in \( G \) in expectation as long as \( G \setminus F \) is connected. However, the \( s-t \) effective resistance in \( H \) does not concentrate around the effective resistance in \( G \). In particular, \( s \) and \( t \) could be identified to one another in \( G \), in which case the \( s-t \) effective resistance is 0. We show that changing a small number of contractions to deletions makes the effective resistance not much smaller than its original value:

**Lemma 1.4.** Let \( G \) be a graph, \( F \subseteq E(G) \), \( e \in \{0,1\} \), and \( s,t \in V(G) \). Sample a uniformly random spanning tree \( T \) of \( G \). Then, with high probability, there is a set \( F' \subseteq E(T) \cap F \) that depends on \( T \) and satisfies both of the following guarantees:

- **(Effective resistance)** Let \( H' \) be the graph obtained from \( G \) by contracting all edges in \( E(T) \cap F \) \( F' \) and deleting all edges in \( F' \cup (F \setminus E(T)) \). Then \( \text{Reff}_{H'}(s,t) \geq (1-\epsilon)\text{Reff}_{G}(s,t) \)

- **(Size)** \( |F'| \leq O((\log n)/\epsilon^2) \)

Even better, we show that \( F' \) can be computed in almost-linear time. We discuss this in the full version [Sch17]. Our algorithm uses a combination of matrix sketching [AMS96, Ind06] and localization [SRS17] that may be of independent interest.

2 ALGORITHM OVERVIEW
Our algorithm, like those of [KM09] and [MST15], is based on the following beautiful result of Aldous [Ald90] and Broder [Bro89]:

**Theorem 2.1 (Aldous-Broder).** Pick an arbitrary vertex \( u_0 \) and run a random walk starting at \( u_0 \) in a weighted graph \( G \). Let \( T \) be the set of edges used to visit each vertex besides \( u_0 \) for the first time. Then \( T \) is a weighted uniformly random spanning tree of \( G \).

The runtime of Aldous-Broder is the amount of time it takes to visit each vertex for the first time, otherwise known as the cover time of \( G \). On one hand, the cover time can be as high as \( \Theta mn \). On the other hand, Aldous-Broder has the convenient property that only a small number of vertex visits need to be stored. In particular, only \( n-1 \) visits to vertices add an edge to the sampled tree (the first visits to each vertex besides the starting vertex). This observation motivates the idea of shortcutting the random walk.

2.1 The Shortcutting Meta-Algorithm
To motivate our algorithm, we classify all existing algorithms based on Aldous-Broder [Bro89, Ald90, KM09, MST15] at a very high level. We start by describing Aldous-Broder in a way that is more readily generalizable:

**Aldous-Broder**

- For each \( v \in V(G) \), let \( s_v^{(0)} = \{v\} \).
- Pick an arbitrary vertex \( u_0 \) and set \( u \leftarrow u_0 \).
- Until all vertices in \( G \) have been visited
  - Sample the first edge that the random walk starting at \( u \) uses to exit \( s_u^{(i)} \)
  - Replace \( u \) with the non-\( s_u^{(i)} \) endpoint of this edge.
- Return all edges used to visit each vertex besides \( u_0 \) for the first time.

We now generalize the above algorithm to allow it to use some number \( \sigma_0 \) of shortcutters \( \{v\} \subseteq s_v^{(i)} \subseteq V(G) \) for each vertex \( v \in V(G) \). If the \( \{s_v^{(i)}\}_{i=1}^{\sigma_0} \)’s are chosen carefully, then instead of running the random walk until it exits \( s_v^{(i)} \), one can sample the exiting edge much faster using Laplacian solvers.

Ideally, we could shortcut the random walk directly to the next unvisited vertex in order to minimize the number of wasted visits. Unfortunately, we do not know how to do such shortcutting efficiently. Instead, we use multiple shortcutters per vertex. More shortcutters per vertex means a better approximation to the set of previously visited vertices, which leads to fewer unnecessary random walk steps and a better runtime.

**Simple shortcutting meta-algorithm**

- For each \( v \in V(G) \), let \( s_v^{(0)} = \{v\} \) and pick shortcutters \( \{s_v^{(i)}\}_{i=1}^{\sigma_0} \).
- Pick an arbitrary vertex \( u_0 \) and set \( u \leftarrow u_0 \).
- Until all vertices in \( G \) have been visited
  - Let \( \tau^* \in \{0,1,\ldots,\sigma_0\} \) be the maximum value of \( i \) for which all vertices in \( s_v^{(i)} \) have been visited
  - Sample the first edge that the random walk starting at \( u \) uses to exit \( s_v^{(\tau^*)} \)
  - Replace \( u \) with the non-\( s_v^{(\tau^*)} \) endpoint of this edge.
- Return all edges used to visit each vertex besides \( u_0 \) for the first time.
To implement the above meta-algorithm, one must make two important choices, each of which is bolded above. Both of these choices only affect the runtime of the meta-algorithm; not its correctness:

- A set of shortcutters for each vertex \( v \in V(G) \)
- A method for sampling the first exit edge from \( S_u^{(2)} \), which we call a shortcutting method

The meta-algorithm could also choose an arbitrary starting location \( u_0 \), but this choice is not important to any shortcutting-based algorithm.

We now argue that the meta-algorithm correctly samples a uniformly random spanning tree, no matter the choice of the \( S_u^{(i)} \)’s or shortcutting method. First of all, \( i = 0 \) is always a valid choice for \( i^* \), so \( i^* \) exists and the algorithm is well-defined. Since all vertices in \( S_u^{(i^*)} \) have been previously visited, using the shortcutter \( S_u^{(i^*)} \) does not skip any first visits. Therefore, by Theorem 2.1, the edges returned form a uniformly random spanning tree.

Next, we summarize all algorithms based on this meta-algorithm [Ald90, Bro89, KM09, MST15] with \( \sigma_0 \) — the number of shortcutters per vertex — and the choice of shortcutting method. We also list bounds on the runtimes of these algorithms on unweighted graphs to offer context.

Table 1: Shortcutting methods, number of shortcutters, and runtimes for prior algorithms

| Algorithm   | Shortcutting method | \( \sigma_0 \) | Runtime                        |
|-------------|---------------------|---------------|--------------------------------|
| [Ald90, Bro89] | Offline            | 0             | \( O(mn) \)                    |
| [KM09]      | Offline             | 1             | \( O(m \sqrt{n}) \)            |
| [MST15]     | Offline             | 2             | \( O(m^{7/3}) \)               |
| This paper  | Online              | \( \Theta \left( \frac{\log \log n}{\log \log \log n} \right) \) | \( m^{1+O\left( \frac{\log \log \log n}{\log \log \log \log n} \right)} \) |

We now briefly describe how the algorithms of [KM09] and [MST15] fit into this framework. In [KM09], the authors partition the graph into clusters using ball-growing [LR99] and use these clusters to shortcut the random walk. Specifically, their algorithm is exactly the same as our meta-algorithm with \( S_u^{(1)} \) set to be the cluster in the partition containing the vertex \( v \). In [MST15], the authors form \( O(\log n) \) families of disjoint clusters such that every vertex in \( G \) is in at least one cluster in some family. For each vertex \( v \) in \( G \), \( S_u^{(1)} \) is the largest cluster in any of the families containing \( v \). [MST15] starts off by partitioning the graph into clusters with diameter \( O(m^{7/3}) \) using ball-growing [LR99]. For each vertex \( v \) in \( G \), \( S_u^{(2)} \) is the cluster in this partition containing \( v \). [MST15] uses a variant of our meta-algorithm that partially samples a random spanning tree in stages rather than fully sampling all at once. We describe this variant in Section 2.5.

While we have not yet discussed what “Offline” and “Online” shortcutting are, we highlight that our shortcutting method is different from that of [KM09] and [MST15]. This is one of the key reasons why we are able to obtain a faster algorithm and are able to effectively use more shortcutters per vertex.

2.2 Shortcutting Methods

The starting point for our improvement is an online shortcutting method. This method is based on the following observation:

**Key Idea 2.2 (Online shortcutting).** For a vertex \( u \) and a shortcutter \( S_u \) associated with \( u \), the probability that a random walk exits \( S_u \) through an edge \( e \) can be \( \epsilon \)-additively approximated for all \( e \in \partial S_u \) simultaneously using one \( \epsilon \)-approximate Laplacian system solve on a graph with \( |E(S_u) \cup \partial S_u| \) edges.

When combined with a trick due to Propp [Pro], one can exactly sample an escape edge in expected \( \tilde{O}(|E(S_u) \cup \partial S_u|) \) time with no preprocessing.

We call this method online due to its lack of preprocessing and the shortcutting technique used in [KM09] and [MST15] offline due to its fast query time with high preprocessing time. We summarize the runtime properties of these shortcutting methods for a shortcutter \( S_u \) here:

Table 2: Shortcutting methods and their runtimes

| Shortcutting method | Preprocessing | Query                  |
|---------------------|---------------|------------------------|
| Online              | None          | \( O(|E(S_u) \cup \partial S_u|) \) |
| Offline             | \( O(m^{7/3}) \) | \( O(1) \)              |

The upside to the online method is that its runtime does not depend quadratically on the size of \( S_u \)’s boundary. This is a critical barrier to improving the technique of [KM09] and [MST15] because it is impossible to obtain balanced cuts with arbitrarily small size that separate a graph into low-radius parts in most metrics. While the high query time for the online method may seem prohibitive initially, it is fine as long as online shortcutting does substantially less work than the random walk would have done to reach the boundary of \( S_u \). In the following path example, it takes the random walk \( \Theta(k^2) \) time for the random walk to escape \( S_u \) starting at \( u \), but online shortcutting only takes \( \tilde{O}(k) \) time to find the escape edge:

![Figure 1: How online shortcutting saves over the random walk.](image)

2.3 Properties of Shortcutters

Now, we describe the machinery that allows us to bound the total amount of work. We start with a bound that captures the idea that
most random walk steps happen far away from an unvisited vertex. This bound is a weighted generalization of Lemma A.4 given in [MST15]. We prove it in the full version:

**Lemma 2.3** (Key result for bounding the number of shortcutter uses). Consider an arbitrary vertex \( u_0 \) in a graph \( I \), an edge \( (u,v) = f \in E(I) \), and an \( R \geq 0 \). Let \( B(u,R) \subseteq V(I) \) denote the set of vertices in \( I \) with \( I \)-effective resistance distance at most \( R \) from \( u \). The expected number of times that the random walk starting at \( u_0 \) traverses \( f \) from \( u \to v \) before all vertices in \( B(u,R) \) have been visited is at most \( O(\epsilon f R) \), where \( \epsilon f \) is the conductance of the edge \( f \).

The effective resistance metric\(^1\) appears in the above lemma due to the relationship between random walks and electrical networks. Unlike recent work on sampling random spanning trees ([KM09, MST15]), we apply this lemma in the original graph and in other graphs obtained by “eliminating” vertices from the original graph. Specifically, we apply Lemma 2.3 to Schur complements of the input graph \( G \). We use the following combinatorial, folklore fact about Schur complements to employ Schur complements as an analysis tool:

**Theorem 2.4.** Consider a graph \( I \) and some set of vertices \( S \subseteq V(I) \). Let \( J \) be Schur\((I,S)\). Pick a vertex \( v \in S \) and generate two sequences of vertices as follows:

- Do a random walk in \( J \) starting at \( v \) and write down the sequence of visited vertices.
- Do a random walk in \( I \) starting at \( v \) and write down the sequence of visited vertices that are also in \( S \).

These two distributions over sequences are identical.

For a shortcutter \( S_u \), consider the graph \( H = \text{Schur}(G,(V(G) \setminus S_u) \cup \{u\}) \). Each use of the shortcutter \( S_u \) can be charged to crossing of at least one edge incident with \( u \) in the random walk on \( H \) by Theorem 2.4. Therefore, to bound the number of times a shortcutter \( S_u \) is used over the course of the algorithm, it suffices to bound the total conductance of edges between \( u \) and \( V(H) \setminus \{u\} \) in \( H \). This motivates one of the key properties of shortcutters, which we call conductivity in later sections:

**Key Idea 2.5** (Shortcutter Schur complement conductance bound). Let \( S_C \) denote a shortcutter for which \( S^{(i)}_u = S_C \) for all \( u \in C \). Then “on average,” the total conductance of the edges between \( C \) and \( V(G) \setminus S_C \), in the graph \( \text{Schur}(G,C \cup (V(G) \setminus S_C)) \), choose the Schur complement conductance of \( S_C \), is at most \( m^\sigma(1) a/(\alpha^{(i)}(m^\sigma(1)) r_{\text{min}}) \). \( \alpha \) is the ratio between the maximum and minimum effective resistance distance between any two vertices in \( G \) and \( r_{\text{min}} \) is the minimum effective resistance distance between any two vertices in \( G \).

By “on average,” we mean that the shortcutters \( S_C \) are organized into \( m^\sigma(1) \) sets and within each set, the total Schur complement conductance of the shortcutters \( S_C \subseteq C \) is at most \( m^\sigma(1) |C| a/(\alpha^{(i)}(m^\sigma(1)) r_{\text{min}}) \). For the rest of this section, we think of each shortcutter as having Schur complement conductance at most \( m^\sigma(1) a/(\alpha^{(i)}(m^\sigma(1)) r_{\text{min}}) \) in order to simplify the description. For a more formal description of the organization of our shortcutters, see Section 4.

\(^1\)The effective resistance \( \text{R}_{f}^R \) satisfies the triangle inequality and therefore forms a metric space on the vertices of \( G \)

To bound the number of times \( S_C \) is used, Lemma 2.3 requires two things:

**Sufficient properties for bounding shortcutter uses**

1. A bound on the Schur complement conductance of \( S_C \)
2. A bound on the effective resistance distance to the nearest unvisited vertex outside of \( S_C \)

The Schur complement conductance is at most \( m^\sigma(1) a/(\alpha^{(i)}(m^\sigma(1)) r_{\text{min}}) \) by conductivity. Therefore, we just need to bound the distance to the nearest unvisited vertex if there was an unvisited vertex within effective distance \( \alpha^{(i+1)}(m^\sigma(1)) r_{\text{min}} m^\sigma(1) \) of \( C \), Lemma 2.3 would imply that \( S_C \) is only used \( \left( \alpha^{(i+1)}(m^\sigma(1)) r_{\text{min}} m^\sigma(1) \right) \) times over the course of the shortcutter random walk. To bound the total work done, the following fact suffices:

**Key Idea 2.6** (Shortcutter overlap). Each vertex in \( G \) is in at most \( m^\sigma(1) \) shortcutters.

The above idea implies that the total size of all shortcutters is \( O(m^\sigma(1) \alpha^{(i)}(m^\sigma(1))) \). To use a shortcutter, we apply the online shortcutting method, which takes time proportional to the shortcutter’s size (see Table 2). If each shortcutter is used at most \( m^\sigma(1) a/(\alpha^{(i)}(m^\sigma(1)) \) times as described above, the total work due to all shortcutter uses is \( m^\sigma(1) \alpha^{(i)}(m^\sigma(1)) \leq m^\sigma(1) a/(\alpha^{(i)}(m^\sigma(1)) \) as desired.

Therefore, if we can obtain shortcutters with bounds on (1) and (2) that also respect Key Idea 2.6, we would have an almost-linear time algorithm for sampling random spanning trees on weighted graphs.

**2.4 Obtaining Shortcutters with Property (1) and Small Overlap**

We have not yet discussed how to actually obtain shortcutters with the desired conductance property. We discuss this in detail in the full version, but give a summary here for interested readers. We construct \( \{S^{(i)}_v\}_{v \in V(G)} \) for each \( i \) independently by

- constructing a small number of families of sets that are each well-separated in the effective resistance metric, have distance separation roughly \( \alpha^{(i)}(m^\sigma(1)) r_{\text{min}} \), and together cover the graph. These are the cores and the construction of these cores is similar to constructions of sparse covers of metric spaces (for example [AP90]).
- making the shortcutter around each core \( C \) be the set of vertices \( S_C \subseteq V(G) \) for which a random walk starting at \( x \in S_C \) is more likely to hit \( C \) before any other core in its family. The sparsity of the cover ensures that the shortcutters satisfy Key Idea 2.6, while their well-separatedness ensures Property (1).
2.5 Obtaining Property (2) using Partial Sampling and Carving

We now show that when $S_u^{(i)}$ is used, there is an unvisited vertex with effective resistance distance at most $m^{|E(G[S])|/r_{min}}$ from $u$. Review the shortcutting meta-algorithm. When $S_u^{(i)}$ is used, there is some vertex $v \in S_u^{(i+1)}$ that the random walk has not yet visited. $v$, however, may not be close to $u$. This motivates the following property of a shortcutter $S_u^{(i)}$, which we call being carved with respect to (a set of vertices) $S$:

**Key Idea 2.7 (Carving).** A shortcutter $S_u^{(i)}$ is carved with respect to $S \subseteq V(G)$ if $S_u^{(i)} \cap S$ only consists of vertices that are within effective resistance distance $m^{|E(G[S])|/r_{min}}$ of $u$.

If $S_u^{(i+1)}$ is carved with respect to $V(G)$, then the unvisited vertex $v$ is within distance $m^{|E(G[S])|/r_{min}}$ of $u$. As a result, there is an unvisited vertex within distance $m^{|E(G[S])|/r_{min}}$ of $u$, as desired.

It is difficult to directly build shortcutters to make them carved with respect to some set $S$. Instead, we remove vertices from shortcutters so that all shortcutters for all vertices are carved with respect to $V(G)$. To carve $V(G)$ out of all shortcutters $S_u^{(i)}$, one could just remove all vertices in $S_u^{(i)}$ that are farther than effective resistance distance $m^{|E(G[S])|/r_{min}}$ away from $u$. Unfortunately, this could remove almost all of the shortcutter in general.

Instead, we compute a partial sample of a random spanning tree in order to make it so that each shortcutter does not have to be carved with respect to as many vertices. Specifically, we modify the simple shortcutting meta-algorithm as follows:

**Full shortcutting meta-algorithm (one round of partial sampling)**

- **Choose** a set $S \subseteq V(G)$ for partial sampling.
- For each $v \in V(G)$, let $S_v^{(i)} = \{v\}$ and **pick** shortcutters $S_u^{(i)}$, $\sigma_0$.
- Pick an arbitrary vertex $u_0$ and set $u \leftarrow u_0$.
- Until all vertices in $S$ have been visited:
  - Let $i^* \in \{0, 1, \ldots, \sigma_0\}$ be the maximum value of $i$ for which all vertices in $S \cap S_u^{(i)}$ have been visited.
  - **Sample** the first edge that the random walk starting at $u$ uses to exit $S_u^{(i)}$.
  - Replace $u$ with the non-$S_u^{(i)}$ endpoint of this edge.
- Let $T'$ be all edges used to visit each vertex besides $u_0$ in $S$ for the first time that are in the induced subgraph $F := E(G[S])$.

**Condition** on the partial sample, which amounts to contracting all edges in $E(T') \cap F$ and deleting all edges of $F \setminus E(T')$ in $G$.

[MST15] also exploited partial sampling in this way. This algorithm correctly samples the intersection of a random spanning tree of $G$ with $E(G[S])$ because it does not skip any of the first visits to vertices in $S$ and only vertices in $S$ need to be visited in order to determine the edges in $G[S]$ that are in the sample. While this algorithm no longer samples the entirety of a tree, we only need shortcutters to be carved with respect to $S$ rather than all of $V(G)$ in order to show that the total work is $m^{1+o(1)}\sigma_0$.

Our algorithm and [MST15] exploit the full meta-algorithm in multiple rounds. During each round, we pick a set $S$ to condition on, run the meta-algorithm, and repeat until $G$ is a single vertex. At this point, we have sampled a complete spanning tree of $G$.

We want to choose $S$ to be small enough so that every shortcutter can be carved with respect to $S$ without increasing the Schur complement conductance of those shortcutters too much. As long as all shortcutters are carved with respect to $S$, the meta-algorithm takes $m^{1+o(1)}\sigma_0$ time. However, we also want $S$ to be large enough to make substantial progress.

When $\sigma_0 = 1$, let $S$ be the set of vertices $u$ assigned to the largest shortcutters. By Key Idea 2.6, there cannot be too many large shortcutters, which means that $S$ is the union of a small number of clusters with small effective resistance diameter ($\sqrt{r_{min}}$). Deleting each cluster from each shortcutter $S_C$ with a far-away core $C$ makes $S_C$ carved with respect to $S$. Furthermore, because the cluster was well-separated from $C$, its deletion did not increase the Schur complement conductance of $S_C$ much.

2.6 Bounding the Number of Rounds of Partial Sampling when $\sigma_0 = 1$

In the previous section for the $\sigma_0 = 1$ case, we saw that conditioning on the induced subgraph of the vertices assigned to the largest shortcutters was a good idea for carving. We now show that computing a partial sample for the induced subgraph of these vertices allows us to make substantial progress. Ideally, one could show that conditioning on the induced subgraph of vertices assigned to the largest shortcutters decreases the size of the graph by a constant fraction. Unfortunately, we do not know how to establish this in general.

To get around this, we do not rebuild shortcutters from scratch after each partial sampling round. Instead, we show that it is possible to make shortcutters $S_u^{(i)}$ that are contained within the shortcutter $S_u^{(i)}$ from the previous round. It is quite tricky to do this directly, as conditioning on a partial sample can change the metric structure of the graph $G$. In particular, the conductance of a shortcutter could dramatically increase after conditioning.

To cope with this, we show a concentration inequality that promises the existence of a small set of edges with high probability that, when deleted, restore the conductance of all shortcutters back to their value before conditioning. This result follows from a nontrivial generalization of Lemma 1.4 that we discuss in the full paper.

Given that $S_u^{(i)}$ is contained in $S_u^{(i)}$ for all $u \in V(G)$ and all $i \in \{\sigma_0\}$, conditioning on the vertices with the near-largest shortcutters decreases the maximum size of a remaining shortcutter by a large factor. Therefore, after $O(\log n)$ rounds of conditioning on the induced subgraph of the vertices assigned to the largest shortcutters, no shortcutters are left. At this point, the algorithm is done.
Each round takes \(m^{1+o(1)} \sqrt{d} \) time in the \( \sigma_0 = 1 \) case for a total of \( \widetilde{O}(m^{1+o(1)} \sqrt{d}) \) runtime.

### 2.7 Carving and Progress when \( \sigma_0 > 1 \)

The bottleneck in the algorithm for the \( \sigma_0 = 1 \) case is the sampling step. As discussed in Section 2.1, using more shortcutters allows us to approximate the set of previously visited vertices better, leading to a better runtime. In particular, the runtime-bounding argument presented earlier, given a carving and conductance bound, shows that using \( \sigma_0 \) shortcutters yields an \( m^{1+o(1)} \alpha^{1/(\sigma_0+1)} \)-runtime algorithm for sampling a spanning tree.

Unfortunately, carving shortcutters is more complicated when \( \sigma_0 > 1 \). We need to pick a relatively large set of vertices that can be carved out of all shortcutters for all vertices simultaneously. To do this, one could start by trying to generalize the strategy in the \( \sigma_0 = 1 \) case through repetition. Specifically, one could try the following strategy for picking a set \( S \) for use in one round of the meta-algorithm with partial sampling:

**First attempt at conditioning when \( \sigma_0 > 1 \)**

- \( S_{\sigma_0+1} \leftarrow V(G) \)
- For \( i = \sigma_0, \sigma_0 - 1, \ldots, 1 \):
  - \( S_i \leftarrow \) the vertices \( u \in S_{i+1} \) with near-maximum size \( u \) shortcutters; that is within a factor of \( m^{1/\sigma_i} \) of the maximum.
- Let \( S \leftarrow S_1 \)

This strategy has some benefits. If \( S_1 \) could be carved out of all shortcutters, the maximum size of \( S_u^{(1)} \) shortcutters for vertices \( v \in S_2 \) would decrease by a factor of \( m^{1/\sigma_1} \).

Before moving on, we elaborate on how conditioning on the induced subgraph of vertices assigned to a shortcutter renders it unnecessary in the future. Start by refining all cores of all \( S_u^{(i)} \) shortcutters to obtain \( \sigma_0 \) partitions \( \{\mathcal{P}_i\}_{i=0}^{\sigma_0} \) of \( V(G) \), with one for each \( i \in [\sigma_0] \). Standard ball-growing (for example [LR99]) ensures that the total conductance of all boundary edges of parts in \( \mathcal{P}_i \) is at most \( m^{1+o(1)}(\alpha^{1/(\sigma_0+1)} r_{\min}) \). Conditioning on the induced subgraph of a part \( P \) deletes or contracts all edges in the induced subgraph of \( P \), only leaving \( P \)'s boundary. Since \( P \)'s boundary is small, the random walk never needs to use \( P \)'s shortcutter again because the total number of steps across \( \mathcal{P}_i \) boundary edges is at most

\[
\frac{m^{1+o(1)} \alpha^{i+1)/(\sigma_0+1)} r_{\min}}{\alpha^{i+1}/(\sigma_0+1)} r_{\min} \leq m^{1+o(1)} \alpha^{o(1)}
\]

where the \( \alpha^{i+1}/(\sigma_0+1) r_{\min} \) bound follows from carving. Therefore, conditioning on a part replaces it with its boundary, thus rendering its shortcutter unnecessary.

Now, we go back to analyzing our first attempt at a \( \sigma_0 > 1 \) algorithm for selecting \( S \). If we could always carve all shortcutters with respect to \( S_1 \), conditioning \( \sigma_1 \) times on various \( S_i \)'s would make all shortcutters for \( \mathcal{P}_1 \) parts intersecting \( S_2 \) irrelevant, thus making it possible to condition on \( S_2 \) directly. More generally, if carving were not an issue, every \( \sigma_1 \) rounds of conditioning on \( S_1 \) would pave the way for one round of conditioning on \( S_{i+1} \). Combining this reasoning for all \( i \) implies that we have sampled the entire tree after \( \sigma_1 \) applications of the meta-algorithm.

Unfortunately, our first attempt does not produce carvable sets \( S \) in general because there could be a very large shortcutter with core just outside of some \( S_i \) that happens to intersect many of the vertices in \( S_j \). To cope with this, we incorporate a ball-growing type approach that switches to conditioning on this very large but nearby shortcutter if one exists. Once this procedure stops, one can carve the parts assigned to the selected shortcutters out of all other shortcutters because the selected shortcutters are larger than all other shortcutters that the selected parts intersect.

### 2.8 Coping with the Fixing Lemma in the Shortcutting Method

In Section 2.6, we established that we could obtain containment of shortcutters in past shortcutters if we deleted a small set of "fixing edges" from the graph. However, we cannot actually delete these edges from the graph, as we must do partial sampling in graphs resulting directly from conditioning in order to correctly sample a uniformly random spanning tree.

Instead of deleting these fixing edges from the graph, we just remove their endpoints from the shortcutters and use offline shortcutting [MST15, KM09] to make it so that shortcutting to the endpoints of these fixing edges only takes constant time rather than time proportional to the size of the shortcutter. Since there are a small number of fixing edges, the preprocessing time for offline shortcutting is small. Each shortcut to the endpoints of a removed edge takes \( \tilde{O}(1) \) time and can be charged to crossing a boundary edge of some core. Constructing the cores using standard ball-growing makes the total conductance of these boundary edges small, so Lemma 2.3 can be used to show that the number of such shortcutting steps is small.

While this completes the high-level description of our algorithm, it does not describe all of the contributions of this paper. Along the way, we prove many new results about effective resistance metrics that may be of independent interest.

### 3 Preliminaries

#### 3.1 Graphs

For a (directed or undirected) graph \( G \), let \( V(G) \) and \( E(G) \) denote its vertex and edge set respectively. \( n \) and \( m \) refer to the number of vertices and edges respectively of the input graph to our random spanning tree generation algorithm. For a set of edges \( F \subseteq E(G) \), \( G \setminus F \) denotes the graph obtained by deleting the edges in \( F \) from \( G \). For a set of vertices \( S \subseteq V(G) \), let \( G/S \) be the graph obtained by identifying all vertices in \( S \) to a single vertex; that is

\[
V(G/S) := \{V(G) \setminus S\} \cup \{s\}
\]

and each endpoint of an edge \( e \in E(G) \) that is also in \( S \) is replaced with \( s \). For a set of edges \( F \subseteq E(G) \), let \( V(F) \) denote the set of endpoints of edges in \( F \). For an edge \( f \in E(G) \), let \( G \setminus f \) and \( G/f \) denote the graph obtained by deleting and contracting \( f \) respectively.

For two sets of vertices \( S, S' \in V(G) \), let \( E_G(S, S') \) denote the set of edges with one endpoint in \( S \) and the other endpoint in \( S' \).
Let $G[S] := E_G(S) := E_G(S,S)$. When the graph $G$ is clear from context, we omit it from the subscript. For a graph $G$ with two sets $X, Y \subseteq V(G)$, let $G(X, Y)$ denote the graph obtained by identifying all vertices in $X$ to one vertex $x$ and all vertices in $Y$ to one vertex $y$.

For a set of vertices $S \subseteq V(G)$, let $\partial_G S := E_G(S, V(G) \setminus S)$ denote the boundary edges of $S$. For a singleton set $S = \{w\}$, $\partial_G S$ is abbreviated $\partial_G w$.

In this paper, graphs are sometimes weighted with conductances $(c_e)_{e \in E(G)}$. For a set $F \subseteq E(G)$, let $c_G^F := \sum_{e \in F} c_e^2$. Let $r^2_e = 1/c^2_e$. Let $\beta^G := (\max_{e \in E(G)} r^G_e) / (\min_{e \in E(G)} r^G_e)$. When the context is clear, the graph $G$ is omitted from all superscripts in the aforementioned definitions.

### 3.2 Laplacian Matrices, Electrical Flows, and Effective Resistances

For an undirected graph $G$ with two vertices $s, t \in V(G)$, let $b_{st} \in \mathbb{R}^{V(G)}$ denote the vector with $b_{st} = 1$ at $s$, $b_{st} = -1$ at $t$, and $b_{st} = 0$ for $v \not= s, t$. Direct all of the edges of $G$ arbitrarily. Suppose that $e = (a, b)$ and is directed from $a$ to $b$. Define $b_e := b_{ab}$. Define the Laplacian matrix of a weighted graph $G$ as

$$L_G := \sum_{e \in E(G)} c_e b_e b_e^T$$

This definition is invariant of the orientations of the edges. $L_G$ has nontrivial kernel, but still has a Moore-Penrose pseudoinverse $L^+_G$. The vector $L^+_G b_{st}$ is a vector of potentials for the electrical flow $C_G b_{st} L^+_G b_{st}$, where $C_G$ is the $|E(G)| \times |V(G)|$ matrix with rows equal to the vectors $b_e$ for $e \in E$ and $C_G$ is the $|E(G)| \times |E(G)|$ diagonal matrix of edge conductances.

The effective resistance between two vertices $s, t \in V(G)$ is the energy of the electrical flow from $s$ to $t$, which equivalently is

$$\text{Reff}_{G}(s, t) := b_{st}^T L^+_G b_{st}$$

For an edge $e = (a, b) \in E(G)$, let $\text{Reff}_{G}(e) := \text{Reff}_{G}(a, b)$. We use the following folklore fact about effective resistances extensively without reference:

**Remark 3.1.** The vertex set of $V(G)$ is a metric space with respect to the metric $\text{Reff}_{G}$. In particular, $\text{Reff}_{G}$ satisfies the triangle inequality, i.e.

$$\text{Reff}_{G}(s, t) \leq \text{Reff}_{G}(s, w) + \text{Reff}_{G}(w, t)$$

for any three vertices $s, t, w \in V(G)$.

For a set $S \subseteq V(G)$, define its effective resistance diameter to be

$$\max_{u, v \in S} \text{Reff}_{G}(u, v)$$

Often, for clarity, we call this the G-effective resistance diameter of $S$. Let $r_{\min} := \min_{u, v \in V(G)} \text{Reff}_{G}(u, v)$, $r_{\max} := \max_{u, v \in V(G)} \text{Reff}_{G}(u, v)$, and $\alpha = r_{\max} / r_{\min}$. Notice that $\beta \leq \alpha \leq m^2 \beta$. Therefore, to obtain an $m^2 \beta(1 + \log(1/\alpha))$-time algorithm, it suffices to obtain an $m^2(1 + \log(1/\alpha))$-time algorithm.

### 3.3 Laplacian Solvers

In this paper, we make extensive use of efficient approximate Laplacian solvers [ST14, KMP14, KOSZ13, CKM+14, PS14, LPS15, KS16]:

**Theorem 3.2 ([CKM+14]).** There is an $O(m \sqrt{\log n \log(np) / \varepsilon})$ time algorithm, that, given a demand vector $d \in \mathbb{R}^{V(G)}$ for some graph $G$ with edge weights between 1 and $\beta$, computes a vector $p \in \mathbb{R}^{V(G)}$ such that

$$||p - L^+_G d||_\infty \leq \varepsilon$$

with high probability.

### 3.4 Random Walks

For a weighted graph $G$ and some vertex $v \in V(G)$, let $\text{Pr}_{G}[v]$ denote the probability of an event $E$ over random walks starting at $v$ in the graph $G$. When the graph is clear from context, we denote this by $\text{Pr}[v]$. For a set of vertices $S \subseteq V(G)$, let $t_S$ be the random variable denoting the hitting time to the set $S$. When $S$ is a singleton $(b)$, we abbreviate $t_S$ as $t_b$.

We use the following fact about random walks extensively:

**Theorem 3.3 (Proposition 2.2 of [LP16]).** Let $G$ be a graph with conductances $(c_e)_e$. Consider two vertices $s, t \in V(G)$. For a vertex $u$, let $p_u = b_{st}^T L^+_G b_{st}$. Consider an edge $e = (u, v)$. Then

$$p_u c_e = E_s[\text{number of times } e \text{ is crossed from } u \rightarrow v \text{ before } t_t]$$

### 3.5 Basic Facts about Random Spanning Trees

Let $T \sim G$ denote the distribution over spanning trees of $G$ with each tree selected with probability proportional to $\prod_{e \in E(T)} c_e$. The following shows that conditioning on a partial sample is equivalent to modifying the input graph:

**Theorem 3.4 ([MST15]).** Consider a graph $G$ and a set of edges $F \subseteq E(G)$. Fix a spanning tree $T_0$ of $G$ and let $F_0 := E(T_0) \cap F$. Obtain a graph $H$ of $G$ by contracting all edges in $F_0$ and deleting all edges in $F \setminus F_0$. Then

$$\text{Pr}_{T \sim G}[T = T_0 | E(T) \cap F = F_0] = \frac{\text{Pr}_{T \sim H}[T' = T_0 \cap F_0]}{\text{Pr}_{T \sim H}[T' = T_0 \cap F_0]}$$

For any set $F \subseteq E(G)$, let $H \sim G[F]$ denote the distribution over minors $H$ of $G$ obtained by sampling a tree $T \sim G$, contracting all edges in $F \cap E(T)$, and deleting all edges in $F \setminus E(T)$. We also use the following folklore fact extensively:

**Theorem 3.5 ([Kir47]).** Consider a graph $G$ and an edge $e \in E(G)$. Then

$$\text{Pr}_{T \sim G}[e \in E(T)] = c_e \text{Reff}_{G}(e)$$

### 3.6 Schur Complements

**Definition 3.6 (Schur complements).** The Schur complement of a graph $I$ with respect to a subset of its vertices $S \subseteq V(I)$, denoted $\text{Schur}(I, S)$, is the weighted graph $I$ with $V(I) = S$ with Laplacian matrix

$$L_I = L_I[S, S] - L_I[S, S^c] L_I[S^c, S^c]^{-1} L_I[S^c, S]$$
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where \(M[S_0,S_1]\) denotes the submatrix of a matrix \(M\) with rows and columns indexed by \(S_0\) and \(S_1\) respectively.

In the above definition, it is not immediately clear that \(L_J\) is the Laplacian matrix of a graph, but it turns out to be one. Furthermore, the following associativity property holds:

**Remark 3.7.** For any two disjoint sets of vertices \(S_0, S_1 \in V(I)\) for some graph \(I\),

\[
\text{Schur}(\text{Schur}(I, S_0 \cup S_1), S_0) = \text{Schur}(I, S_0)
\]

Also, Schur complements commute with edge deletions and contractions in the kept set \(S\):

**Remark 3.8 (Lemma 4.1 of [CDN89]).** Let \(S\) be a set of vertices in a graph \(G\) and \(f \in E_G(S)\). Then,

\[
\text{Schur}(G \setminus f, S) = \text{Schur}(G, S) \setminus f
\]

and

\[
\text{Schur}(G/f, S) = \text{Schur}(G, S)/f
\]

Schur complements also have the following combinatorial property, which is crucial to bounding the number of times shortcutters are used:

**Theorem 2.4.** Consider a graph \(I\) and some set of vertices \(S \subseteq V(I)\). Let \(J = \text{Schur}(I, S)\). Pick a vertex \(v \in S\) and generate two sequences of vertices as follows:

- Do a random walk in \(J\) starting at \(v\) and write down the sequence of visited vertices.
- Do a random walk in \(I\) starting at \(v\) and write down the sequence of visited vertices that are also in \(S\).

These two distributions over sequences are identical.

While this result is likely known, we include a proof for completeness. To prove this, we use the following folklore fact:

**Remark 3.9 (Chapter IX of [Bol13]).** Let \(S \subseteq V(G)\) be a set of vertices in a graph \(G\) and let \(v \in S, x \in V(G)\). Let \(H = G(S \setminus \{v\})\) and let \(s\) be the identification of the set \(S \setminus \{v\}\) in \(H\). Then

\[
\text{Pr}[t_x < t_S|v] = \frac{b_{c,s}^T L_{c,s} b_x}{b_{c,s}^T L_{c,s} b_v}
\]

**Proof of Theorem 2.4.** Let \(\{s_j\}_{j \geq 0}\) be the list of vertices visited by a random walk in \(J\) starting at \(v\). Let \(\{s'_j\}_{j \geq 0}\) be the list of vertices visited by a random walk in \(I\) starting at \(v\) outside of \(S\) omitted. To prove Theorem 2.4, it suffices to show that for any sequence \(\{t_j\}_{j \geq 0}\) of vertices in \(S\) and any \(j \geq 0\),

\[
\text{Pr}[s_j = t_j | (s_i)_{i < j} ] = \text{Pr}[s'_j = t_j | (s'_i)_{i < j} ]
\]

By the Markov property,

\[
\text{Pr}[s_j = t_j | s_i = t_i | (s_i)_{i < j} ] = \text{Pr}[s'_j = t_j | (s'_i)_{i < j} ]
\]

and

\[
\text{Pr}[s'_j = t_j | s_i = t_i | (s'_i)_{i < j} ] = \text{Pr}[s'_j = t_j | (s'_i)_{i < j} ]
\]

Let \(J' = J/(S \setminus \{t_j, t_{j+1}\})\) and \(J'' = I/(S \setminus \{t_j, t_{j+1}\})\). In both graphs, let \(s\) be the identification of \(S \setminus \{t_j, t_{j+1}\}\). By Remark 3.9 applied with \(S' \hookrightarrow S \setminus \{t_j\}\) and \(v \leftarrow t_{j+1}\),

\[
\text{Pr}[t_j < t_s | (t_i)_{i < j} ] = \frac{b_{i,j}^T L_{i,j} b_{t_{j+1}}}{b_{i,j}^T L_{i,j} b_{t_j}}
\]

and

\[
\text{Pr}[t_{j+1} < t_{s'} | (t'_{i})_{i < j+1} ] = \frac{b_{j+1,i}^T L_{j+1,i} b_{t_{j+2}}}{b_{j+1,i}^T L_{j+1,i} b_{t_{j+1}}}
\]

Since Schur complements preserve quadratic forms supported on the kept set,

\[
\frac{b_{i,j}^T L_{i,j} b_{t_{j+1}}}{b_{i,j}^T L_{i,j} b_{t_j}} = \frac{b_{j+1,i}^T L_{j+1,i} b_{t_{j+2}}}{b_{j+1,i}^T L_{j+1,i} b_{t_{j+1}}}
\]

By Remark 3.8,

\[
\text{Schur}(J', \{s, t_j, t_{j+1}\}) = \text{Schur}(J/(S \setminus \{t_j, t_{j+1}\}), \{s, t_j, t_{j+1}\})
\]

\[
= \text{Schur}(I/(S \setminus \{t_j, t_{j+1}\}))
\]

\[
= J'
\]

Therefore,

\[
\frac{b_{j+1,i}^T L_{j+1,i} b_{t_{j+2}}}{b_{j+1,i}^T L_{j+1,i} b_{t_{j+1}}} = \frac{b_{i,j}^T L_{i,j} b_{t_{j+1}}}{b_{i,j}^T L_{i,j} b_{t_j}}
\]

as desired. \(\square\)

4 KEY LEMMAS

Now, we formally introduce the concepts that were alluded to in Section 2. In the process, we outline the structure of the paper and prove the main result (Theorem 1.1) given the four main components of our algorithm: building shortcutters, selecting vertices to condition on, sampling, and computing a set of fixing edges.

Throughout this section, we use two key parameters: \(\sigma_0\) and \(\sigma_1\). These parameters should be thought of as distance and shortcutter-size-related parameters respectively. While there are other parameters (like the \(\mu\), which are all \(m^{o(1)}\)), these parameters are purely determined by proofs in the main sections. Only \(\sigma_0\) and \(\sigma_1\) are traded off in order to bound the runtime of the main algorithm ExactTree. For more details on parameter values, see the Appendix of the full version [Sch17].

4.1 Our Shortcutting Data Structure

Recall that in Section 2, we stated that no vertices were in more than \(m^{o(1)}\) different shortcutters. Here, we organize the shortcutters into a small number of families of disjoint shortcutters, which we call clans, in order to achieve this property.
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Definition 4.1 (Organization of shortcutters). Consider a graph $H$ obtained as a minor of $G$. A cluster is a set of vertices. In our algorithm, there are three kinds of clusters: parts, cores, and shortcutters. We define parts in Definition 4.3. A core is an arbitrary cluster. A shortcutter is a cluster $S_C$ that contains a core $C$ of vertices that are “assigned” to it. A clan is a set of (vertex-)disjoint shortcutters. A horde is a set of clans.

All hordes in our algorithm satisfy the following invariant:

Invariant 4.2. A horde $\mathcal{H}$ consists of at most $\ell_{\text{max}} \leq m^{o(1)}$ clans.

Definition 4.3 (Covering hordes and overlay partitions). A horde $\mathcal{H}$ is said to cover $H$ if every vertex in $H$ is in the core of some shortcutter in some clan of $\mathcal{H}$.

Given a collection of covering hordes $\{\mathcal{H}_i\}_{i=1}^{m}$, the overlays $\mathcal{P}_i(\{\mathcal{H}_i\}_{i=1}^{m})$ are formed by refining all shortcutters from all clans in $\cup_{j \geq i} \mathcal{H}_j$. More precisely, let $\chi_i$ denote the equivalence relation formed by letting $u \sim v$ if and only if for all clans $C \in \bigcup_{j \geq i} \mathcal{H}_j$, $u$ and $v$ are either (a) both in the same core of $C$ or (b) both not in any core of $C$. Let $\mathcal{P}_i(\{\mathcal{H}_i\}_{i=1}^{m})$ denote the equivalence classes of $\chi_i$.

Since all $\mathcal{H}_i$s are covering, each $\mathcal{P}_i(\{\mathcal{H}_i\}_{i=1}^{m})$ is a partition of $V(H)$. A part $P$ is some cluster in $\mathcal{P}_i(\{\mathcal{H}_i\}_{i=1}^{m})$ for some $i \in [m]$. Each part $P \in \mathcal{P}_i(\{\mathcal{H}_i\}_{i=1}^{m})$ is assigned to a single core $C_P$ of a shortcutter $S_P$ in some clan of $\mathcal{H}_i$.

Let $\partial \mathcal{P}_i(\{\mathcal{H}_i\}_{i=1}^{m})$ denote the set of boundary edges of parts in $\mathcal{P}_i(\{\mathcal{H}_i\}_{i=1}^{m})$.

Organizing shortcutters into clans allows us to define properties that hold for shortcutters in a clan “on average.” Now, we define various properties that cores, shortcutters, clans, and hordes should have. After defining these properties, we summarize their relevance to bounding the shortcutted random walk simulation time in Tables 3, 4, and 5.

For each of these definitions, fix a distance scale $R$. We start by insisting that each core consist of closely-by vertices.

Definition 4.4 (R-clans). Call a clan an $R$-clan if each shortcutter’s core has $H$-effective resistance diameter at most $R$.

$R$ may be referred to even if a clan is not an $R$-clan (i.e. the clan may not have bounded diameter cores).

Each clan contains shortcutters that are relatively similar to one another. This way, our analysis of the shortcutting scheme can focus on the clans within a horde independently. Specifically, a clan $C$ is said to be bucketed if the maximum size of a shortcutter in $C$ is at most $4m/|C|$.

Inverting this definition suggests a more convenient definition of the size of a clan.

Definition 4.5 (Effective size and bucketing). The effective size of a clan $C$, denoted $s_C$, is the following:

$$s_C := \max_{S \subseteq C} |E(S) \cup \partial S|$$

We say that a clan $C$ is bucketed if

$$|C| \leq 4s_C$$

Clans also contain shortcutters with the property that using a shortcutter bypasses many random walk steps. Specifically, the conductance of a shortcutter is relevant for assessing how many times it is used, as discussed in Section 2. For an arbitrary graph $H'$, let $\epsilon_{H'}(C)$, the conductance of $C$ with respect to $H'$, be

$$\epsilon_{H'}(C) := \sum_{e \in E(C,V(H')) \setminus \partial S_C} \chi_{e} \left( H', C \cup (V(H') \setminus S_C) \right)$$

We define the conductance with respect to $H'$, not $H$, because we need to delete edges from $H$ in order to maintain the condition that $\epsilon_{H'}(S_C)$ is low after conditioning. $H'$ will be a graph obtained by deleting some edges $\text{deleted}(C)$ from $H$.

Definition 4.6 (Deletion set and the deletion set condition). For a clan $C \in \mathcal{E}_i$, maintain a set $\text{deleted}(C)$ of edges. This set must satisfy the deletion set condition, which states that no deleted edge is incident with a nonempty part. Specifically, for any $P \in \mathcal{P}_i(\mathcal{E})$ for which $E(P) \neq \emptyset$,

$$\text{deleted}(C) \cap (\partial_P P) = \emptyset$$

The deletion set condition ensures that precomputed random walk steps to the endpoint of a deleted edge cross a boundary edge of some part in $\mathcal{P}_i(\mathcal{E})$. As a result, precomputed steps can be charged to boundary edges of parts and can be bounded using Lemma 2.3 as described in Table 5.

The following condition is used to bound the precomputation work during the shortcutting algorithm:

Definition 4.7 (Modifiedness). We say that a clan $C$ is $\tau$-modified if the number of deleted edges is not too high on average:

$$|\text{deleted}(C)| \leq \tau m^{1/m} s_C$$

For a clan $C$, let $H_C := H \setminus \text{deleted}(C)$. For a shortcutter $S_C \in C$, let $\epsilon_C(S_C) = \epsilon_{H_C}(S_C)$.
Lemma 2.3. 

Definition 4.9 (Well-spacedness). An R-clan C is well-spaced if no cluster C′ ⊆ V(H) is tied to more than one shortcutter S_C ∈ C.

The lack of ties for well-spaced clusters ensures that deleting C′ from all shortcutters in C does not increase the total conductance of shortcutters in C much.

All of the definitions that we have discussed leading up to this are used to show that conditioning once takes at most \(O(m^{1+\beta}r_{\min}^{(\beta+1)})\) time. Recall from Section 2 that sampling the intersection of a random tree with \(E(S)\) for some set of vertices \(S\) is supposed to allow us to get rid of some shortcutters because the boundary of \(S\) is small.

Definition 4.10 (Boundedness). Say that a clan associated with distance scale \(R\) is \(\kappa\)-bounded if

\[
\sum_{S_C \in C} c^H(\partial C) \leq \frac{\kappa m}{R}
\]

We now extend our definitions of clans to hordes. A horde \(H\) is an \(R\)-horde if each clan in \(H\) is an \(R\)-clan. A horde \(H\) is bucketed if each clan in it is bucketed. A horde is \(\tau\)-modified if each clan in it is \(\tau\)-modified. A horde \(H\) is \(\zeta\)-conductive if each clan in it is \(\zeta\)-conductive. A horde is well-spaced if each of its clans are well-spaced. A horde is \(\kappa\)-bounded if each of its clans is \(\kappa\)-bounded. A horde satisfies the deletion set condition if each of its clans satisfies it.

We now give definitions that are specific to hordes and to collections of hordes. Each vertex needs to have a shortcutter at every distance scale. Since a horde is associated with one distance scale \(R\), each vertex should have a shortcutter in each horde. Now, we define a special collection of hordes called an empire with which sampling can be performed:

Definition 4.11 (Empires). An empire \(E\) is a set of covering hordes \(\{E_i\}_{i=1}^{\infty}\), with \(E_i\) being an \(R\)\(_{\text{mod}}^{i/(\beta+1)}\)\(_{\min}\)-horde. Define bucketedness, \(\tau\)-modifiedness, \(\zeta\)-conductivity, well-spacing, \(\kappa\)-boundedness, and the deletion set condition for empires as well if these conditions hold for all constituent hordes.

Now, we show how these properties fit together to bound the runtime of our implementation of the full shortcutting meta-algorithm described in Section 2. When the random walk is at a vertex \(u\), the meta-algorithm first finds the maximum \(i \in [\sigma_0]\) for which the intersection of a shortcutter \(S_{P_i}\) with the set \(S\) is covered, where \(P_i \in P_i(E)\) is the unique part containing \(u\). If \(E(P_i) = 0\), it does a standard random walk step. Otherwise, it samples whether the random walk hits an endpoint of an edge in \(\text{deleted}(C)\) before exiting \(S_{P_i}\), where \(C\) is the clan containing \(S_{P_i}\). If so, it uses offline shortcutting to shortcut to \(\text{deleted}(C)\). Otherwise, it uses online shortcutting to shortcut to the boundary of \(S_{P_i}\).

The above discussion cites three kinds of random walk-related work and one kind of precomputation work. To bound the random walk-related work, we exploit Lemma 2.3. Lemma 2.3 requires bounds on two parameters: conductance of an edge and distance to an unvisited vertex. Work done using a part \(P_i\) is charged to the clan containing \(S_{P_i}\) as follows:
Table 3: Charging work during each sampling round to an edge

| Type of work     | Edge to charge to | Reason for charging |
|------------------|-------------------|---------------------|
| Walk across $\partial P_i$ | $P_i$ boundary edge | Normal random walk step |
| Shortcut to deleted(C) | $P_i$ boundary edge | Deletion set condition |
| Shortcut to $\delta S_{P_i}$ | An edge in Schur($H_i$, $C_{P_i} \cup V(H) \setminus S_{P_i}$) | Theorem 2.4 |

Table 4: Bounds on parameters required for Lemma 2.3

| Type of work     | Conductance bound for work charged to a clan $C$ | Distance to unvisited vertex |
|------------------|--------------------------------------------------|------------------------------|
| Walk across $\partial P_i$ | $\kappa m/(\sigma_1^{(n_0+1)} r_{\text{min}})$ (boundedness) | $\sigma_1^{(n_0+1)} r_{\text{min}}$ (carving, R-clan) |
| Shortcut to deleted(C) | $\kappa m/(\sigma_1^{(n_0+1)} r_{\text{min}})$ (boundedness) | $\sigma_1^{(n_0+1)} r_{\text{min}}$ (carving, R-clan) |
| Shortcut to $\delta S_{P_i}$ | $\xi m^{1/\sigma C_i}(1/\sigma_1^{(n_0+1)} r_{\text{min}})$ (conductivity) | $\sigma_1^{(n_0+1)} r_{\text{min}}$ (carving, R-clan) |

RebuildEmpire($\{H_i\}_{i=1}^{\alpha(P)}$) that, when given a set of covering hordes $\{H_i\}_{i=1}^{\alpha(P)}$ with $H_i$ associated with distance scale $\sigma_1^{(n_0+1)} r_{\text{min}}$ in a graph $H$, returns an empire $E = \{H_i\}_{i=1}^{\alpha(P)}$ with the following properties:

- (Bucketing) $E$ is bucketed.
- (Conductivity) If each horde $H_i$ is $\zeta$-conductive, then $E$ is $(8 \log n) \zeta + (16 \log n) \mu_{\text{app}}$-conductive.
- (Well-spacedness) $E$ is well-spaced.
- (Boundedness) If each horde $H_i$ is $\kappa$-bounded, then $E$ is $\kappa + \kappa_0$ bounded, for $\kappa_0 \leq \min(1)$.
- (Modifiedness and deletion set condition) If each horde $H_i$ is $\tau$-modified, then $E$ is $\tau$-modified as well. Furthermore, if the deletion set condition is satisfied in each clan of each $H_i$, it continues to be satisfied in $E$.
- (Clan growth) The number of clans in $E$ is at most $\mu_{\text{app}} \log n$ times as high as the number of clans in all of the $H_i$s.
- (Containment) For any $i \in [\sigma_0]$, consider any part $P \in P_i(E)$. There is a unique part $Q \in P_i((H_j)_i)$ for which $P \subseteq Q$. Furthermore, $C_P \subseteq C_Q$ and $S_P \subseteq S_Q$.

Our spanning tree generation algorithm starts by calling RebuildEmpire on the set of hordes consisting of one clan, each of which just contains the one shortcutter $V(G)$. These hordes are clearly covering and have $\zeta = 0$, $\kappa = 0$, and $\tau = 0$.

RebuildEmpire is useful to call on the remnants of empires after conditioning later on in order to achieve the containment property. Containment is essential to our notion of progress, as discussed in Section 2.

4.3 Selecting Parts to Condition On

Given an empire $E$ with respect to a graph $H$, we can choose a set of vertices $S$ to condition on. The set $S$ is small enough that, when carved out of shortcutters in $E$, does not increase their conductivity too much. The upside of carving is that each vertex in $S$ is close to the core of any shortcutter that it is in. We now define this precisely:

Definition 4.13 (Active parts and carving). A part $P$ is called active if it has nonempty interior, i.e. $E(P) \neq \emptyset$. A shortcutter is called active if any part assigned to it is active.

A shortcutter $S_C$ in an $R$-clan has been carved with respect to $S \subseteq V(G)$ if each vertex $v \in S \cap S_C$ is within $H$-effective resistance distance $\rho_{\text{curve}} R$ of all vertices in $C$. An $R$-clan $C$ in an empire $E$ has been carved with respect to $\zeta$ if all of its active shortcutters have been carved with respect to $S$. An $R$-horde $H$ in an empire $E$ has been carved with respect to $S$ if each clan in it has been carved with respect to $S$. An empire $E$ has been carved with respect to $S$ if each of its hordes has been carved with respect to $S$.

The routine ConditioningVerts both (a) selects parts $K$ for conditioning on and (b) removes vertices from the shortcutters of the input empire $E$ in order to ensure that it is carved with respect to $\cup_{P \in K} P$. The ConditioningVerts subroutine maintains internal state and is the only method that exploits the “Containment” guarantee of Lemma 4.12. The “Progress” input condition in the following definition captures the fact that partial sampling eliminates edges in the induced subgraph of the previously chosen parts:

Definition 4.14 (ConditioningVerts input conditions). Given an empire $E$ in a graph $H$, the algorithm ConditioningVerts($E$)
returns a set of parts \( \mathcal{K} \) to condition on and removes vertices from the shortcutters in the empire \( \mathcal{E} \) to obtain \( \mathcal{E}' \). Let \( \mathcal{E}_{\text{pre}} \) be the argument supplied to the previous call to \( \text{ConditioningVerts} \), let \( \mathcal{K}_{\text{pre}} := \text{ConditioningVerts}(\mathcal{E}_{\text{pre}}) \), and let \( \mathcal{E}_{\text{pre}}' \) be the empire \( \mathcal{E}_{\text{pre}}' \) after being modified by \( \text{ConditioningVerts} \). Let \( \mathcal{H}_{\text{pre}} \) be the graph in which \( \mathcal{E}_{\text{pre}}' \) lies. The following conditions are the input conditions for \( \text{ConditioningVerts} \):

- (Parameters) \( \mathcal{E} \) is a bucketed, \( \zeta \)-conductive, well-spaced, \( \tau \)-modified, and \( \kappa \)-bounded empire that satisfies the deletion set condition.
- (Containment) For any \( i \in [\sigma_0] \), consider any part \( P \in \mathcal{P}_i(\mathcal{E}) \). There is a unique part \( Q \in \mathcal{P}_i(\mathcal{E}_{\text{pre}}) \) for which \( P \subseteq Q \). Furthermore, \( C_P \subseteq C_Q \) and \( S_P \subseteq S_Q \).
- (Progress) For each \( P \in \mathcal{K}_{\text{pre}} \), \( E_{\text{H}}(P) = \emptyset \).

**Lemma 4.15.** Given an empire \( \mathcal{E} = \{E_i\}_{i=1}^{n_S} \) in a graph \( H \) that satisfies the input conditions given in Definition 4.14, \( \text{ConditioningVerts}(\mathcal{E}) \) returns a set of parts \( \mathcal{K} \) to condition on and removes vertices from the shortcutters in the empire \( \mathcal{E} \) to obtain \( \mathcal{E}' \). Let \( S = \cup_{P \in \mathcal{K}} P \subseteq V(H) \). Then the following guarantees are satisfied:

- (Conductivity) \( \mathcal{E}' \) is a bucketed, \( \tau \)-modified, \( \zeta + 10(\log m)\mu_{\text{app}}(\ell_{\max} + \tau) \)-conductive, well-spaced, \( \kappa \)-bounded empire that satisfies the deletion set condition.
- (Carving) \( \mathcal{E}' \) is carved with respect to \( S \).

### 4.4 Making Enough Progress during Each Round of Conditioning

In the previous section, we showed that \( S \) is small enough to ensure that carving \( S \) out of all shortcutters in \( \mathcal{E} \) does not increase the conductivity of \( \mathcal{E} \) too much. We now show that \( S \) is large enough to make a lot of progress. Specifically, we show the following:

**Lemma 4.16.** Consider a sequence of calls \( \mathcal{K}^j \leftarrow \text{ConditioningVerts}(\mathcal{E}^j) \) that modifies \( \mathcal{E}^j \) to obtain \( \mathcal{E}'^j \). Suppose that \( \mathcal{H}^j \) is the graph in which \( \mathcal{E}'^j \) is defined. Suppose that for each \( j > 0 \), \( E = \mathcal{E}^j, \mathcal{E}_{\text{pre}} = \mathcal{E}^{j-1}, \mathcal{K}_{\text{pre}} = \mathcal{K}^{j-1} \) satisfies the input conditions in Definition 4.14. Let

\[
\text{ifinal} = (2\sigma)^{2n_0}.
\]

Then \( E(H^{j=\text{ifinal}}) = \emptyset \).

This means that only \( (2\sigma)^{2n_0} \leq o(\log n) \) rounds of conditioning are necessary to sample a random spanning tree.

### 4.5 Conditioning on the Intersection of a Random Tree with the Selected Vertices

Now that each shortcutter \( S_C \) only intersects vertices to condition on that are close to \( C \), we can make the idea for using online shortcutting in Section 2 a reality:

**Lemma 4.17.** Let \( \mathcal{K} \subseteq \bigcup_{i=1}^{n_S} \mathcal{P}_i(\mathcal{E}) \) be a set of parts. Let \( F = \cup_{P \in \mathcal{K}} E(P) \) and \( S = \cup_{P \in \mathcal{K}} P \). Suppose that the empire \( \mathcal{E} \) is \( \zeta \)-conductive, \( \kappa \)-bounded, \( \tau \)-modified, satisfies the deletion set condition, and has been carved with respect to \( S \). Then, there is an algorithm \( \text{PartialSample}(\mathcal{E}, \mathcal{K}) \) that returns the intersection of a random spanning tree \( T \) in \( H \) with \( F \) in \( O((\zeta + \kappa)(\mu)\text{carve} + \tau)\ell_{\max}m^{1+1/\sigma_0} (\sigma_0 + 1) \) time.

### 4.6 Fixing Shortcutters

After computing \( T \cap F \leftarrow \text{PartialSample} \), contracting all edges in \( F \cap T \) in \( H \), and deleting all edges in \( F \setminus T \) from \( H \), \( \mathcal{E} \) is no longer an empire with respect to \( H \). In particular, the well-spacedness, \( \zeta \)-conductivity, and core diameter conditions break down. Well-spacedness and diameter can be fixed by applying \( \text{RebuildEmpire} \). However, the \( \zeta \)-conductivity constraint accumulates over an old value. We could recompute the empire from scratch, but that forgoes the containment property that is so important to establishing progress. We will deal with this by adding edges to deleted(\( C \)) for each clan \( C \) in \( \mathcal{E} \).

**Lemma 4.18.** Let \( H \) be a graph, \( \mathcal{E} \) be an empire in \( H \) and \( \mathcal{K} \) be a set of parts. Let \( S = \cup_{P \in \mathcal{K}} P \) and let \( \mathcal{F} = \cup_{P \in \mathcal{K}} E(P) \). Let \( H' = H[\mathcal{F}] \). Suppose that the following input conditions hold \( \mathcal{E} \):

- (Bucketing) The empire \( \mathcal{E} \) is bucketed.
- (Carving) \( \mathcal{E} \) is carved with respect to \( S \).

With high probability over \( H' \), \( \text{FixShortcutters}(\mathcal{E}, H', \mathcal{K}) \) adds edges to the deletion set of each clan of \( \mathcal{E} \) to obtain a set of covering hedges \( \{H'_i\} \) with the following properties:

- (Boundedness) For each \( i \), if \( E_i \) is \( \kappa \)-bounded, then \( H'_i \) is \( \ell \)-bounded, where \( \ell = \sum_{i=1}^{n_0} |E_{i}| \).
- (Modifiedness and deletion set condition) For each \( i \), if \( E_i \) is \( \tau \)-modified and satisfies the deletion set condition, then \( H'_i \) is \( \mu_{\text{mod}}(\tau + \zeta) \)-modified and also satisfies the deletion set condition.
- (Conductivity) For each \( i \), if \( E_i \) is \( \zeta \)-conductive with respect to \( H \), then \( H'_i \) is at most \( \zeta \)-conductive with respect to \( H' \).

Furthermore, it does so in \( m^{1+o(1)} \) time.

### 4.7 An \( m^{1+o(1)} \zeta^{o(1)} \)-Time Algorithm for Exact Random Spanning Tree Generation

We now tie the results from the previous sections together to prove Theorem 1.1. We prove this result using the algorithm \( \text{ExactTree} \), which simply chains the algorithms from the previous sections in order:

Most of the effort in proving the above result boils down to checking that all of the input conditions are satisfied for each of the subroutines that \( \text{ExactTree} \) calls.

**Proof of Theorem 1.1.** Invariant 4.2. Each of \( \text{RebuildEmpire}, \text{ConditioningVerts}, \text{PartialSample}, \) and \( \text{FixShortcutters} \) increases the number of clans by at most a factor of \( (\log m)\mu_{\text{app}} \). By Lemma 4.16, only \( (2\sigma)^{2n_0} \) iterations take place. Since there is only one clan initially, the number of clans at the end is at most

\[
((\log m)\mu_{\text{app}})^{(2\sigma)^{2n_0}} = \ell_{\max} \leq m^{o(1)}
\]

as desired.

\( \kappa \leq \kappa_{\text{max}} \). Each of the subroutines called in the while loop increases \( \kappa \) by at most a factor of \( \ell_{\max} \) and additively by at most \( k_0 \leq m^{o(1)} \). Therefore,
Algorithm 1: ExactTree(G)

Input: a weighted, undirected graph G
Output: a weighted uniformly random spanning tree of G
1 $H ← G$
   
// the set of hordes which contain one clan consisting of one shortcutter (the entire graph)
2 $E ← \{([V(G)])_{i=1}^{\sigma_0}\}$
3 $T ← \emptyset$
4 while $E(H) \neq \emptyset$
   5 \hspace{1em} $E ← \mathbf{RebuildEmpire}(E)$
   6 \hspace{1em} $K ← \mathbf{ConditioningVerts}(E)$
   7 \hspace{1em} $T ← T ∪ \mathbf{PartialSample}(E, K)$
   8 \hspace{1em} Contract all edges in $H$ added to $T$ and delete all other edges internal to parts of $K$
   9 \hspace{1em} $\mathbf{FixShortcutters}(E, H, K)$
10 \hspace{1em} return $T$

as desired.

$r ≤ r_{\text{max}}$ and $\zeta ≤ \zeta_{\text{max}}$. Each subroutine call increases $\max(r, \zeta)$ by a factor of at most $10(\log m)\mu_{\text{app}}(2\alpha_1)^{m_{\text{mod}}}$ and additively by at most $10(\log m)\mu_{\text{app}}\ell_{\text{max}}\mu_{\text{mod}}$. Therefore,

$$\begin{align*}
\kappa &\leq (\ell_{\text{max}})^{(2\alpha_1)^{m_{\text{mod}}}} \\
&\leq ((\log m)\mu_{\text{app}}(2\alpha_1)^{m_{\text{mod}}} \\
&= \kappa_{\text{max}} \\
&\leq m^{o(1)}
\end{align*}$$

as desired.

Well-definedness. Start with RebuildEmpire. At the beginning of the algorithm, $\zeta = 0$, $\kappa = 0$, and all of the deletion sets are empty, so the deletion set condition is satisfied. $E$ is not an empire when it is supplied to RebuildEmpire, but is a set of covering hordes because the $1$ in $m_{\text{mod}}$ is the first iteration and the cores are all $V(G)$ or (b) Lemma 4.18 states that the hordes $H_i$ are covering. Therefore, RebuildEmpire’s input conditions given in Lemma 4.12 are always respected.

Next, consider ConditioningVerts. The “Parameters” condition is the “Parameters” guarantee from Lemma 4.12. The “Containment” condition follows from the “Containment” guarantee of Lemma 4.12, with the fact that FixShortcutters only adds to the deletion sets of the clans and PartialSample does not change $E$. Line 8 of ExactTree contracts or deletes each edge internal to each part in $K$. Therefore, the “Progress” condition is satisfied afterwards.

The desired parameter bounds for PartialSample are given in the “Boundedness and covering” guarantee of Lemma 4.15. The carving condition of Lemma 4.17 is the “Carving” guarantee of Lemma 4.15.

Finally, deal with FixShortcutters. The input conditions for Lemma 4.18 are given directly as the “Carving” guarantee of Lemma 4.15, the “Bucketing” guarantee of Lemma 4.12, and the fact that removing vertices from shortcutters preserves the bucketing guarantee.

Correctness. By Theorem 3.4, sampling a random tree in some $H$ is equivalent to partial sampling with $F = \cup \mathcal{P} \in H E(P)$ and sampling a tree in the graph obtained by contracting the chosen edges in $F$ and deleting all others. By Lemma 4.17, PartialSample returns a valid sample from a uniformly random spanning tree of $H$ intersected with $F$. Therefore, once $E(H) = \emptyset$, $T$ has been completely sampled and is valid.

Runtime. By Lemma 4.16, the while loop runs at most $(2\alpha_1)^{2\sigma_1} \leq m^{o(1)}$ times. RebuildEmpire, ConditioningVerts, PartialSample, and FixShortcutters each take $m^{1+o(1)}(12^{-\alpha_1})^{o(1)}$ time by Lemmas 4.12, 4.15, 4.17, and 4.18 respectively and our bounds on $\ell_{\text{max}}$, $r_{\text{max}}$, $\kappa_{\text{max}}$, and $\zeta_{\text{max}}$. Contracting and deleting edges only takes $O(m)$ time. Therefore, the entire algorithm only takes $O(m^{1+o(1)}(12^{-\alpha_1}m^{o(1)}))$ time. Since $\sigma_0$ is superconstant, this runtime is $m^{1+o(1)}(12^{-\alpha_1}m^{o(1)})$, as desired.

4.8 An $m^{1+o(1)}e^{-\alpha_1}$. Time Algorithm for Generating a Random Spanning Tree from a Distribution with Total Variation Distance $\epsilon$ from Uniform

In the appendix of the full version, we give a simple reduction that proves Theorem 1.2 given just Theorem 1.1. The reduction samples the intersection of a random tree with a part of the graph with polynomial aspect ratio and smallest resistances. Conditioning on this part of the graph removes the edges with smallest resistance from the graph. A ball-growing-type technique and Theorem 1.1 ensures that each round of conditioning eliminates a number of edges from the graph proportional to the amount of work done.
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