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Abstract

In this paper, we propose a novel method for learning cross-lingual word embeddings, that incorporates sub-word information during training, and is able to learn high-quality embeddings from modest amounts of monolingual data and a bilingual lexicon. This method could be particularly well-suited to learning cross-lingual embeddings for lower-resource, morphologically-rich languages, enabling knowledge to be transferred from rich-to lower-resource languages. We evaluate our proposed approach simulating lower-resource languages for bilingual lexicon induction, monolingual word similarity, and document classification. Our results indicate that incorporating sub-word information indeed leads to improvements, and in the case of document classification, performance better than, or on par with, strong benchmark approaches.

1 Introduction

State-of-the-art approaches in natural language processing (NLP) typically require a substantial amount of human-annotated data (i.e., for supervised approaches to tasks such as part-of-speech tagging or dependency parsing) or they need a very large amount of unannotated text for training (e.g., methods for learning word embeddings). This poses a particular problem for building NLP systems for low-resource languages. There are thousands of human languages, and creating annotated datasets for all of them would be very expensive. Furthermore, many languages have a relatively small number of speakers, and in many cases large amounts of text are not readily-available for building corpora for these languages. A further related challenge is posed by morphologically-rich languages, because many word-forms would not be expected to be observed in a training corpus. One way to address these problems is to transfer knowledge from a rich-resource language to a lower-resource language.

Word Embeddings are a key feature in approaches for a wide range of NLP tasks, such as part-of-speech tagging (Al-Rfou’ et al., 2013), dependency parsing (Chen and Manning, 2014), and named entity recognition (Pennington et al., 2014). If we are able to transfer the knowledge captured in word embeddings for a rich-resource language to another low-resource language, then developing NLP tools could become more feasible for the low-resource language. There has therefore been a wealth of research on cross-lingual word embeddings (e.g., Mikolov et al., 2013b; Vulić and Moens, 2016; Lample et al., 2018), in which embeddings for multiple languages are learned in a shared space, and which can be used to transfer knowledge between languages, such as from a rich-resource language to a low-resource one (Ruder et al., 2019).

Despite the wide range of research on learning cross-lingual embeddings, there are some limitations of these methods that have not been addressed. In the case of a low-resource language, due to the relatively small size of available corpora, a relatively small number of embeddings would be learned. Moreover, in the case of a morphologically-rich language, many wordforms would not be observed in the corpus on which embeddings are trained. As a result, given a subsequent text to process, many words would be expected to be out-of-vocabulary (OOV) with respect to the embedding model. This is a very important issue, because in the case of OOVs, we do not have an embedding for these words, and models for downstream NLP tasks that use embeddings would therefore lack information for these words. Where
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the number of OOVs is relatively high, such as for low-resource and morphologically-rich languages, this could lead to particularly poor performance in down-stream tasks. This problem has been addressed in monolingual settings by learning embeddings for sub-word units, and then composing representations for OOVs based on their sub-words (Bojanowski et al., 2017; Zhu et al., 2019).

Recently, with advances in language modelling (Artetxe and Schwenk, 2019) and contextualized language models (Devlin et al., 2019; Conneau and Lample, 2019), transfer learning has become feasible between languages by using a byte pair encoding (BPE, Sennrich et al., 2016) shared vocabulary, and fine-tuning the models for specific tasks (Wu and Dredze, 2019). Nevertheless, these models require a substantial amount of training data (Conneau and Lample, 2019), and in some cases parallel corpora (Artetxe and Schwenk, 2019; Conneau and Lample, 2019), and are very computationally expensive to train. There is therefore a need for methods that can be trained from a more-limited amount of data and require less computational resources for training, but that nevertheless show comparable performance.

In this paper, we propose a model that can learn cross-lingual word embeddings from a modest amount of monolingual data and a bilingual dictionary. We rely on bilingual dictionaries because they are relatively-widely available. For example, Panlex (Baldwin et al., 2010) is a translation resource that combines many bilingual dictionaries and provides translations for 5700 languages. Our proposed model is an extension of the method proposed by Duong et al. (2016). In their work, they only considered word embeddings, and so their method is unable to form representations for OOVs, and therefore is not expected to perform well for low-resource or morphologically-rich target languages. We extend the method of Duong et al. (2016) by incorporating sub-word information in the process of training cross-lingual word embeddings. In this way, we form a shared embedding space that not only contains embeddings for both source and target language words, but that has also been enriched with sub-word embeddings enabling representations to be formed for OOVs.

To evaluate our proposed model, we use modest amounts of data for relatively well-resourced languages. We first consider two intrinsic evaluations: (1) the widely-considered task of bilingual lexicon induction (BLI), and (2) a monolingual word similarity task to show the effectiveness of our proposed approach when the embeddings are used in a monolingual setting. Our results on these tasks demonstrate that incorporating sub-word information leads to improvements for both cross-lingual and monolingual representations. For extrinsic evaluation, to show the impact of having sub-word knowledge in a down-stream NLP task, we consider cross-lingual document classification. Again our results indicate that incorporating sub-word information leads to improvements, and furthermore we find our proposed model to perform on par with, or better than, strong benchmark approaches.

2 Related Work

A variety of methods have been proposed for learning cross-lingual word embeddings. These methods vary with respect to the level of supervision, and the cross-lingual signals used, such as parallel corpora and bilingual dictionaries.

Klementiev et al. (2012) propose a method to learn cross-lingual representations by training a language model on the source and target language and optimizing their objective function jointly. This method, however, requires a parallel corpus, which is not available for many languages, especially low-resource ones. More recently, Artetxe and Schwenk (2019) propose a bi-directional LSTM language model that is trained on a very large parallel corpus, containing 223 million parallel sentences, and jointly learns representations for 93 languages. Aside from requiring a parallel corpus, it is also computationally expensive to train.

Mikolov et al. (2013b) argue that the geometric arrangement of word embeddings in two different languages is the same. They therefore propose a method to learn a linear transformation to align the vector spaces of two languages by using a seed lexicon of known translation pairs. Xing et al. (2015) show that normalizing all word vectors to be unit length, and applying an orthogonality constraint on the transformation matrix, improves the approach of Mikolov et al. Artetxe et al. (2017) introduce an alignment-based method which relaxes the requirement of having a bilingual seed lexicon. Their approach begins with a very small seed lexicon — as few as 25 pairs — and in a process of self-learning and through several rounds of bootstrapping, increases the size of the bilingual dictionary. Artetxe et al. (2018b) further relax the need for a bilingual
dictionary, and propose a fully unsupervised approach. Their method solves the same mapping problem as Artetxe et al. (2017), but creates the initial seed lexicon in an unsupervised manner by exploiting the similarity distribution of words in the source and target language.

All of these mapping-based methods require pre-trained monolingual word embeddings, the quality of which the final cross-lingual word embeddings are greatly dependent upon. This is problematic in the case that we do not have access to enough training data to learn high quality monolingual embeddings, as would be the case for many low-resource languages. Moreover, it has been shown that fully unsupervised methods do not perform well across all languages, especially in the case of morphologically rich languages, and when the monolingual embeddings do not come from the same domain (Søgaard et al., 2018; Vulić et al., 2019). Furthermore, Ormazabal et al. (2019) show that the isomorphism assumption — i.e., that embeddings for different languages have a similar geometric arrangement, which is key to the success of mapping-based models — does not always hold. They show that methods which jointly learn the embedding space for the source and target language from a parallel corpus are superior to mapping-based methods. However, parallel corpora are a very expensive cross-lingual signal.

In an alternative approach to learning cross-lingual word embeddings, a pseudo-bilingual corpus is first constructed using a bilingual dictionary, and embeddings for the source and target language are then learned from this corpus. Gouws and Søgaard (2015) concatenate and shuffle the source and target language corpora, and then replace words in this corpus using a bilingual dictionary. They then run CBOW on the constructed corpus to learn word embeddings for both the source and target language. Similarly, Duong et al. (2016) also propose a method that replaces words in a pseudo-bilingual corpus with their translation during training. However, they further propose a way to handle polysemy by choosing the best translation for a word by considering its context using the expectation-maximization algorithm. Compared to mapping-based methods, this approach does not require as large of a corpus for training, because for each word, the context in not only the source language, but also the target language, is used. However, these pseudo-bilingual corpus methods are more expensive to train than mapping-based methods, because the embeddings are learned from scratch, in contrast to mapping-based methods which use pre-trained embeddings and only need to learn the mapping function.

Recent approaches to learning cross-lingual embeddings have been trained on concatenated monolingual corpora. Multilingual BERT (mBERT) is a BERT model (Devlin et al., 2019) trained on concatenated Wikipedia corpora for 105 languages. Wu and Dredze (2019) show that since mBERT uses a shared vocabulary for all languages, it can represent embeddings for all languages in a shared space, rather than representing each language in a separate space. This model is therefore able to learn deep contextualized cross-lingual word embeddings without any cross-lingual signal, but is computationally expensive to train. Chaudhary et al. (2018) present a method that uses sub-word information, such as lemmas, morpheme tags, and phoneme n-grams, to transfer knowledge from rich-resource languages to low-resource ones. They train skip-gram on concatenated monolingual corpora of two related languages and learn representations in a shared space by relying on similar sub-words to map related words close to each other in the shared space. They also consider an approach which first trains a model on the rich-resource language and then uses the trained sub-word embeddings to initialize the model for the low-resource language.

The approach for learning cross-lingual embeddings proposed in this paper incorporates sub-word information — similar to Chaudhary et al. (2018) and mBERT — but in contrast to Chaudhary et al. does not require language-specific tools such as morphological analyzers which might not be available for low-resource languages, and in contrast to mBERT is less computationally-expensive to train. The proposed approach is an extension of Duong et al. (2016) that incorporates sub-word information, and requires only modest size monolingual corpora and a bilingual lexicon for training.

3 Methodology

In this section we first describe the approach of Duong et al. (2016) to learning cross-lingual word embeddings, and then present our proposed model, which is an extension of this approach.
3.1 Learning Cross-lingual Word Embeddings with Pseudo-bilingual Corpora

Duong et al. (2016) introduce an approach to learning cross-lingual word representations that can jointly learn representations for words in two languages — referred to as the source and target language — without requiring a parallel corpus. This method is an extension of CBOW (Mikolov et al., 2013a) that uses two monolingual corpora and a bilingual dictionary. A prefix is added to each word in each monolingual corpus indicating its language. Then, the monolingual corpora are concatenated and the sentences are shuffled. The CBOW objective function, shown below, is only capable of capturing monolingual similarities:

\[ O = \sum_{i \in D} \left( \log \sigma(u^T_{w_i} h_i) + \sum_{j=1}^{p} \mathbb{E}_{w_j \sim P_n(w)} \log \sigma(-u^T_{w_j} h_i) \right) \]  

Equation 2 is therefore proposed to adapt it to cross-lingual settings:

\[ O = \sum_{i \in D_s \cup D_t} \left( \alpha \log \sigma(u^T_{w_i} h_i) + (1 - \alpha) \log \sigma(u^T_{\bar{w}_i} h_i) + \sum_{j=1}^{p} \mathbb{E}_{w_j \sim P_n(w)} \log \sigma(-u^T_{w_j} h_i) \right) \]  

where \( h_i \) encodes the context vector, \( \bar{w}_i \) is the translation of \( w_i \), \( \alpha \) is a weight parameter, and \( D_s \) and \( D_t \) are the source and target language vocabularies, respectively.

Duong et al. (2016) also propose an approach to find the best translation for polysemous words using the expectation maximization algorithm and cosine similarity between the context vector — the average of the embeddings for the words in the context — and possible translations. Thus the translation for a word is selected based on its context.

Duong et al. (2016) further argue that each of the matrices \( V \) and \( U \) in word2vec encode different information: \( V \) is better for capturing monolingual characteristics, whereas \( U \) preserves cross-lingual information. In each update, the context words are pushed closer together in \( V \) space, while the target word and its translation become closer in \( U \) space and further away from the negative samples. Duong et al. achieve their best results in both monolingual and cross-lingual evaluations by combining \( V \) and \( U \) during the training phase using a regularization term, \( \delta \), in the objective function as shown in Equation 3.

\[ O' = O + \delta \sum_{w \in V_s \cup V_t} \| u_w - v_w \|_2^2 \]  

For the remainder of the paper we refer to this approach as DUONG2016.

3.2 Joint Training Incorporating Sub-word Information

Incorporating sub-word information in training word embeddings enhances the quality of the learned embeddings (Bojanowski et al., 2017). Moreover, because sub-word embeddings can be used to construct representations for OOVs, approaches that incorporate sub-word embeddings are better-suited for low-resource and morphologically-rich languages which are expected to have relatively high rates of OOVs. In this paper, we extend DUONG2016 by incorporating sub-word information during training.

To incorporate sub-word information, we follow a similar approach to Bojanowski et al. (2017). Each word in the training corpus is augmented with special beginning and end of word markers. Each word is then represented as a bag of character sequences (i.e., sub-words); in our experiments we consider sequences of length 3–6 characters. We additionally include the entire word itself (with beginning and end of word markers) among the sub-words. The embedding for a word is formed by averaging its sub-word embeddings. This gives the following objective function:

\[ O = \sum_{i \in D_s \cup D_t} \left( \alpha \log S(w_i, c) + (1 - \alpha) \log S(\bar{w}_i, c) + \sum_{j=1}^{p} \mathbb{E}_{w_j \sim P_n(w)} \log -S(w_j, c) \right) \]  

where \( c \) is the context. \( S \), shown in Equation 5, measures the similarity between a word and context, taking into account sub-words:

\[ S(w, c) = \frac{1}{|G_w|} \sum_{g \in G_w} z^T_g v_c \]
Table 1: The size of the corpus for each language, in terms of the number of tokens and types. The language family, number of embeddings learned from each corpus, and number of entries in the bilingual dictionary, is also shown for each language. The parenthetical numbers indicate coverage in the dictionary.

| Language | Family      | # Tokens | # Types | # Embeddings | # Dict. entries |
|----------|-------------|----------|---------|--------------|-----------------|
| Chinese  | Sino-Tibetan| 30M (64%)| 0.2M (20%)| 86K (43%)    | 1983K           |
| Dutch    | Germanic    | 84M (64%)| 1.3M (8%) | 303K (28%)   | 406K            |
| English  | Germanic    | 121M     | 1.1M     | 240K         | -               |
| French   | Romance     | 135M (80%)| 1.1M (9%) | 288K (30%)   | 1068K           |
| German   | Germanic    | 92M (68%)| 1.8M (8%) | 411K (25%)   | 964K            |
| Italian  | Romance     | 119M (68%)| 1.2M (7%) | 304K (22%)   | 560K            |
| Japanese | Japanese    | 22M (76%)| 0.3M (21%)| 107K (47%)   | 736K            |
| Russian  | Slavic      | 84M (56%)| 1.7M (7%) | 445K (68%)   | 1594K           |
| Spanish  | Romance     | 130M (75%)| 1.1M (7%) | 279K (22%)   | 712K            |

where $G_w$ is the set of sub-words appearing in $w$, and $z_g$ is the sub-word embedding for $g$. To calculate $v_c$, we average representations for each word appearing in $c$, where each word is represented by the average of its sub-word embeddings.\(^1\)

4 Resources

For evaluation, we simulate lower-resource languages using 9 well-resourced languages: Chinese, Dutch, English, French, German, Italian, Japanese, Russian, and Spanish. These languages include those considered by Duong et al. (2016), as well as those in the MLDoc dataset (Schwenk and Li, 2018, which we use for evaluation in Section 5.3). Following previous work (e.g., Duong et al., 2016; Lample et al., 2018), we only consider pairs of languages with English as either the source or target language, and one of the remaining 8 languages as the other language.

To train word embeddings for each language, we use pre-processed Wikipedia dumps (Al-Rfou’ et al., 2013), which are already tokenized and cleaned. To simulate the case of lower-resource languages, following Duong et al. (2016), we randomly select 5 million sentences for each language from their Wikipedia dump. Table 1 shows the number of tokens and types in each corpus.

We use a bilingual dictionary as the cross-lingual signal in our proposed approach. Our study builds on the work of Duong et al. (2016), and so for languages that they consider — Dutch, German, Italian, Japanese, and Spanish — we use the same dictionaries that they did, which were extracted from Panlex.\(^2\) For Chinese, French, and Russian we extract dictionaries from Panlex using a similar approach to Duong et al.

Table 1 also shows the size of each dictionary, with English as the source language, and the other language as the target language.\(^3\) The coverage of the dictionary with respect to the number of tokens, types, and embeddings learned is also shown. For example, 68% coverage for Italian tokens means that 68% of tokens in the Italian corpus occur in the bilingual dictionary.

5 Experimental Results

We present experimental results for two intrinsic evaluations, bilingual lexicon induction and monolingual word similarity, and an extrinsic evaluation on cross-lingual document classification.

5.1 Bilingual Lexicon Induction

Bilingual lexicon induction (BLI) is a standard task to evaluate the quality of cross-lingual word embeddings (Vulić and Moens, 2013; Artetxe et al., 2017; Ruder et al., 2019). In this task, we try to find the translation of a source language word in the target language by looking at its nearest neighbours. Ideally, a word and its translation would be located close to each other in the shared cross-lingual word embedding space. Here we focus on comparing our proposed method with DUONG2016 and so consider the same four languages as Duong et al. (2016): English, Dutch, Italian, and Spanish. In all cases, English is the target language and the other languages are treated as the source language.

\(^1\)This differs from fastText which sums the sub-word embeddings.

\(^2\)https://github.com/longdt219/XlingualEmb

\(^3\)The dictionary size for English is therefore not shown.
Following previous work (e.g. Lample et al., 2018; Joulin et al., 2018; Jawanpuria et al., 2019), we consider MUSE test sets for evaluation. Word pairs occurring in both the MUSE test sets and our training dictionaries are removed from the training data before training the embeddings. We report precision@N — for N = 1, 5, and 10 — where the system is scored as correct if the gold-standard target word is amongst the top-N most similar target language words (Ruder et al., 2019). We use cosine as the similarity measure.

Results are shown in Table 2. We begin by considering DUONG2016 and our model using the best parameter settings from Duong et al. (2016), i.e., a learning rate of 0.025, 25 negative samples, a window size (c) of 48, an embedding size (d) of 200, sub-sampling of $1e^{-4}$, $\alpha$ of 0.5, and $\delta$ set to 0.01. In terms of precision@1, our model outperforms DUONG2016 for each language, but for precision@5 and precision@10, DUONG2016 performs better.

A window size of 48 takes into account a relatively large amount of context for the target word; however, when incorporating sub-words, as for our proposed model, this wide context could also add noise because of the large number of sub-words in the context, and the wide range of contexts in which sub-words occur. We therefore consider a window size of 5, the fastText default, and 20, which balances having a larger window size against introducing too much noise. Results are shown for this setup for both DUONG2016 and our model. For both models, a window size of 5 performs relatively poorly. For DUONG2016, the original window size of 48 performs best in terms of precision@1 for Spanish and Italian, but not Dutch. For our model, the intermediate window size of 20 performs best, except for precision@1 for Spanish and Italian. These results suggest that a model including sub-word information might not be able to use information from a very wide context as effectively as a word-only model.

Next we consider increasing the embedding size to 300, which is commonly used for fastText (Bojanowski et al., 2017). We consider this for the best window size for each model, i.e., 48 for DUONG2016 and 20 for our model. Our model with a window size of 20 and embedding size of 300 outperforms DUONG2016 for all parameter settings considered, for all languages and evaluation measures. The difference between our model in this configuration, and DUONG2016 using its original parameter settings, is significant ($p < 4.31e^{-6}$) using a one-sided McNemar’s test with continuity correction. This demonstrates that incorporating sub-word knowledge during training of cross-lingual word embeddings enhances the quality of the resulting word representations.

These are not state-of-the-art results, where prior work has obtained higher precision. As a point of comparison, we also present results for VecMap (Artetxe et al., 2018a) a supervised mapping-based approach. These results for VecMap are achieved using fastText embeddings trained on full Wikipedia corpora for each language. Our model, on the other hand, is trained on substantially smaller corpora because we focus on approaches that could be applied to lower-resource languages. mBERT and Chaudhary et al. (2018) are further points of comparison that we do not include because of the resource requirements, and reliance

---

"4The differences between the results for DUONG2016 here and the numbers reported in Duong et al. (2016) are due to differences in the test set. We use the MUSE test set, which was not available in 2016, but is more widely used now.

We also considered a window size of 20 and embedding size of 300 for DUONG2016, but this did not give improvements."
Table 3: Spearman’s correlation for monolingual similarity on each dataset, for each method considered. The best performance on each dataset is shown in boldface.

| Model                   | WS-en | WS-de | RW-en | RW-en+OOV |
|-------------------------|-------|-------|-------|-----------|
| DUONG2016               | 74.46 | 69.72 | 44.06 | 37.68     |
| Our Model               | 75.67 | 70.49 | 51.57 | 49.51     |

**trained on 5 million sentences**

| fastText (CBOW, $c = 48$, $d = 200$) | 55.40 | 46.91 | 40.56 | 39.77     |
| fastText (CBOW, $c = 20$, $d = 300$) | 53.66 | 43.73 | 37.92 | 37.35     |
| fastText (skipgram, $c = 5$, $d = 300$) | 69.02 | 63.79 | 49.50 | 47.94     |

**trained on 10 million sentences**

| fastText (CBOW, $c = 48$, $d = 200$) | 57.72 | 45.18 | 41.31 | 40.74     |
| fastText (CBOW, $c = 20$, $d = 300$) | 54.55 | 42.62 | 38.85 | 38.36     |
| fastText (skipgram, $c = 5$, $d = 300$) | 69.91 | 60.90 | 49.74 | 48.74     |

**trained on full Wikipedia corpora**

| fastText (skipgram, $c = 5$, $d = 300$) | 73.77 | 66.63 | 48.61 | 48.09     |

5.2 Monolingual Word Similarity

Here we evaluate the quality of cross-lingual word representations in a monolingual setting. We compare cross-lingual embeddings from our proposed model and DUONG2016. We further consider monolingual embeddings from fastText, a well-known method to learn embeddings that uses sub-word information, as a baseline. We consider several parameter settings for fastText. In particular, we consider the best parameter settings for DUONG2016 (CBOW, $c = 48$, $d = 200$), the best parameter settings for our model (CBOW, $c = 20$, $d = 300$), and commonly-used fastText settings (skipgram, $c = 5$, $d = 300$, and 5 negative samples). In addition, we consider three corpus sizes to train fastText: 5 million sentences (i.e., the same amount of monolingual text that DUONG2016 and our proposed method are trained on), 10 million sentences (the total amount of text in both languages that DUONG2016 and our proposed method are trained on), and full Wikipedia corpora. For the full Wikipedia corpora we only consider the commonly-used parameter settings.

Following Duong et al. (2016), we consider English and German for these experiments. We use three datasets for evaluation: English WordSim353 (WS-en, Finkelstein et al., 2002), German WordSim353 (WS-de, Luong et al., 2015), and Stanford Rare Words (RW-en Luong et al., 2013). We use cosine as the similarity score. The number of OOVs in WS-en and WS-de is very low (none for WS-en, and two for WS-de). For these datasets, we therefore report results only for in-vocabulary items. For RW-en, however, roughly 25% of the test pairs include an OOV. For this dataset we therefore also report results considering both in-vocabulary words and OOVs (referred to as “RW-en+OOV”). Because DUONG2016 is not capable of forming representations for OOVs, in such cases we assign these test pairs the average cosine similarity score over test pairs that are in-vocabulary.

Table 3 shows the results. For each dataset, our proposed model outperforms DUONG2016, and also fastText, in all configurations considered. These results indicate that a cross-lingual signal can be used to not only form a cross-lingual shared space, but also to enhance the quality of monolingual embeddings. Note that DUONG2016 improves over fastText on WS-en and WS-de, but not on RW-en (or RW-en+OOV). This indicates that sub-word information is particularly important for forming representations for low-frequency words.

5.3 Document Classification

Here we consider an extrinsic evaluation which uses cross-lingual word embeddings in a downstream task, specifically cross-lingual document
classification. This task is motivated by the situation where sufficient labelled training data is not available for a low-resource language. We consider zero-shot classification, i.e., we train a classifier and tune parameters on a rich-resource source language, and then apply the classifier directly to documents in a low-resource target language.

Following previous work (e.g., Artetxe and Schwenk, 2019; Wu and Dredze, 2019), we use the MLDoc dataset (Schwenk and Li, 2018), which is a subset of the RCV1/RCV2 datasets (Lewis et al., 2004) with balanced classes for training, development, and test sets for the following languages: Chinese, English, French, German, Italian, Japanese, Spanish, and Russian. It has 1000 documents in each of the training and development sets, and 4000 documents in the test set, for each language. Following Artetxe and Schwenk (2019), we use English as the source language, and the other languages as target languages.

To build corpora to train embeddings, again following previous work (Duong et al., 2016; Klementiev et al., 2012), we first randomly sample 400k sentences for each of the source and target language from RCV1/RCV2,6 and then combine these in-domain corpora with larger Wikipedia corpora. We use the Wikipedia corpora described in Section 4.

We represent documents as the average of their words’ embeddings, where the embeddings are learned by our proposed approach from the corpora described above. We then use a feed-forward classifier (LASER, Artetxe and Schwenk, 2019), which has been previously applied to cross-lingual document classification, with one hidden layer of 10 hidden units, a learning rate of 0.001, dropout set to 0.2, and a batch-size of 12, as suggested by Artetxe and Schwenk.

We compare our approach against several benchmarks. First we consider the same approach described above, but using embeddings from DUONG2016 instead of our proposed approach. In this case, embeddings for OOVs are not available, and so OOVs are simply ignored in forming document representations. We further consider two strong benchmark approaches — LASER (Artetxe and Schwenk, 2019) and mBERT (Devlin et al., 2019) — that are widely used for comparison (e.g., Wu and Dredze, 2019; Patidar et al., 2019; Keung et al., 2019). Artetxe and Schwenk recently improved their model, and reported updated results.7 We use these improved results for comparison. We use mBERT results reported by Wu and Dredze (2019).

Results are shown in Table 4. None of the approaches considered performs best for all languages. However, in terms of the average accuracy over all target languages, our proposed model performs better than DUONG2016, LASER and mBERT. It is worth noting that our model is trained on only 5.4 million sentences in each language, and does not require a parallel corpus. Artetxe and Schwenk (2019), the next best method in terms of average accuracy, on the other hand, is trained on 225 million parallel sentences. Furthermore, our model outperforms mBERT — a very large language model-based approach — on average, and for all target languages except Chinese and Russian. The current state-of-the-art for MLDOC is XLM

| Model       | Chinese | French | German | Italian | Japanese | Russian | Spanish | Average |
|-------------|---------|--------|--------|---------|----------|---------|---------|---------|
| DUONG2016   | 54.12   | 87.82  | 86.95  | 73.88   | 71.12    | 50.15   | 77.90   | 71.71   |
| LASER       | 70.98   | 78.03  | 86.25  | 70.20   | 60.95    | 67.25   | 79.30   | 73.28   |
| mBERT       | 76.9    | 72.06  | 80.2   | 68.9    | 56.5     | 73.7    | 72.6    | 71.55   |
| Our Model   | 69.55   | 86.45  | 90.22  | 72.90   | 74.62    | 53.30   | 78.47   | 75.07   |
| XLM\textsubscript{ft}UDA | 93.32 | 96.05  | 96.95  | -       | -        | 89.07   | 96.8    | -       |

Table 4: Accuracy on the MLDoc zero-shot cross-lingual document classification task, for each model and target language, with English as the source language. The average accuracy over all target languages is also shown.

---

6We sampled 80k documents for both the source and target languages, and then sampled 400k sentences. For Spanish, Italian, Russian and Chinese we use all of their RCV2 documents because the total number of documents available for these languages is less than 80k.

7https://github.com/facebookresearch/LASER/tree/master/tasks/mldoc
languages, but also requires a large parallel corpus for training.

6 Conclusions

In this paper we proposed an approach to learning cross-lingual word embeddings that incorporates sub-word information during training, and relies on only monolingual corpora and a bilingual dictionary. This approach could be particularly well-suited to lower-resource, morphologically-rich languages, for which large parallel corpora are not available.

We evaluated our proposed approach, on a variety of simulated lower-resource languages, for the tasks of BLI, monolingual word similarity, and document classification. Our results on BLI and monolingual word similarity indicated that incorporating sub-word information during training enhances the quality of the resulting cross-lingual, as well as monolingual, representations. For zero-shot cross-lingual document classification, incorporating sub-word information again led to improvements, and our proposed model outperformed benchmark approaches that have substantially higher resource requirements for training. Code and data to reproduce these results has been made available.8

In future work, we plan to evaluate our proposed approach on truly lower-resource languages to determine the impact of smaller training corpora and bilingual dictionaries on the performance of cross-lingual word embeddings. It would also be interesting to consider the morphological richness of languages in this analysis. We further intend to investigate using alternative approaches to forming sub-word representations, such as byte-pair encoding, as well as incorporating positional embeddings into our model (e.g., Grave et al., 2018), to determine their impact on the quality of the resulting cross-lingual embeddings. Finally we plan to evaluate our proposed approach on further extrinsic tasks, such as POS tagging and named entity recognition, focusing on lower-resource languages.
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