Abstract: Gear pump failures in industrial settings are common due to their exposure to uneven high-pressure outputs within short time periods of machine operation and uncertainty. Improving the field and line clam are considered as the solutions for these failures, yet they are quite insufficient for optimal reliability. This research, therefore, suggests a method for early wear detection in gear pumps following an extensive failure modes, effects, and criticality analysis (FMECA) of an AP3.5/100 external gear pump manufactured by BESCO. To replicate this condition, fine particles of iron oxide ($\text{Fe}_2\text{O}_3$) were mixed with the experimental fluid, and the resulting vibration data were collected, processed, and exploited for wear detection. The intelligent wear detection process was explored using various machine learning algorithms following a mel-frequency cepstral coefficient (MFCC)-based discriminative feature extraction process. Among these algorithms, extensive performance evaluation reveals that the random forest classifier returned the highest test accuracy of 95.17%, while the k-nearest neighbour was the most cost efficient following cross validations. This study is expected to contribute to improved evaluations of gear pump failure diagnosis and prognostics.
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1. Introduction

Condition-based maintenance (CBM) through the state-of-the-art approach—prognostics and health management (PHM) is one of the most common examples of the operational data-based methods for component health monitoring and facility maintenance, and its process can be roughly analysed in several stages—status monitoring, data processing, fault/failure diagnosis, and prognostics [1]. On a grand scale, industrial demands for improved productivity and reduced costs/downtime are constantly increasing, and this has further motivated the need for accurate predictive maintenance schemes against the more expensive routine-based maintenance procedures. Interestingly, these increasing demands are favourably being compensated with diverse state-of-the-art predictive maintenance methodologies with artificial intelligence (AI) at their core.

Despite their relatively smaller sizes, gear pumps are capable of generating high-pressures as outputs, and this has made them almost inevitable for most large-scale industrial applications [2]. On the downside, prolonged usage usually exposes them to diverse failure modes emanating from environmental, material-related, process-related, and uncertain sources. On the bright side, failure mode and effect analysis (FMEA) provides an empirical paradigm for assessing the causes of and severity and criticality levels of failures modes in components in a rank-based format [3]. The information serves as a precursor for the FMECA for knowing the most frequent and critical failure modes and for taking necessary actions to eliminate/mitigate failures, according to the priority (starting with the most critical) [4]. In addition, by documenting current knowledge of product failure modes via qualitative and quantitative assessments, FMECA provides the adequate
direction to manufacturers for improving subsequent designs. For gear pumps (and other hydraulic components), FMECA offers an extra opportunity for identifying new hazards (if any) not previously identified during the hazard analysis and risk assessment stages of production and consequently, discover the necessary steps for preventing catastrophes with the application of valuable resources to the appropriate need(s). Additionally, considering that many manufacturers are ethically/legally bound to demonstrate completion of a FMECA, it somewhat compels manufacturers to actively engage in/sponsor research and development activities for design improvements and for developing reliable cost-efficient preventive/predictive maintenance systems and modules [3,4].

Based on past experience, it has been observed that despite numerous precautionary measures, gear pumps often face wear issues in the bearings, housing, and/or the gears (particularly for external gear pumps), and this ultimately leads to poor pumping efficiency, and in the long run, a total replacement of the pump when the pump’s efficiency drops below acceptable thresholds [2]. This drop in efficiency is usually observed by a leakage of pumped fluid from the discharge to the suction, which basically emanates from increased clearance between the gears and/or gears and housing. Minus wear issues emanating from abrasive contaminants during operations, thermal expansion of the housing and gears, which often emanates from high temperature applications, also plays a role in reducing pumping efficiency. This is because at higher temperatures, the clearance between the gears and/or gears and housing are reduced; which invariably increases wear, and in extreme cases, results in pump failure. Because wear introduces changed flow behaviour and geometric deviations in the pump, noise and a change in vibration level are usually observed. This provides a reliable avenue for sensor-based intelligent wear detection and condition monitoring [2,5].

For the sustainable and safe operation of facilities with rotating parts, various maintenance approaches are employed in industrial sites, which often require proper condition monitoring, diagnosis, and root-cause analyses of possible fault/failures [6,7]. Diverse methods for gear pump (and hydraulic pump) monitoring and wear detection have been earlier proposed including traditional model-based methods, which rely strongly on physics-of-failure (PoF) models and the more reliable data-driven methods, which rely purely on analytical techniques centred on statistical principles. It is not news that data-driven methods provide superior accuracies for fault/wear detection, and with the dominance of AI, intelligent methods can be designed for an even more reliable (real-time-compatible) early wear detection performance. Particularly for gear pumps, because wears cannot be visually observed, externally attached sensors are relied on for reliable condition monitoring; however, these sensor measurements (especially from accelerometers) could be contaminated with external inputs and background noise, and this makes it difficult to perfectly diagnose them; nevertheless, with advanced signal processing techniques, these limitations can be significantly mitigated [7].

Recent research suggests the use of machine learning (ML) and deep learning (DL) methods for optimal diagnostic results. Interestingly, numerous algorithms, including the support vector machine (SVM), K-nearest neighbour (KNN), decision tree (DT), random forest (RF), naive Bayes classifier (NBC), multi-layer perceptron (MLP), neural networks, etc., abound for exploration, and this may present open challenges of choosing the right algorithm, especially for cost-aware applications and in situations where only few data are available. Nonetheless, they can be employed on the operational data gathered for monitoring and have shown high effectiveness on vibration data from rotating components including, but not limited to, bearings, pumps, gears, etc. [8,9]. Quite significantly, the uproar of DL methods across most disciplines has disparaged the use of traditional model-based methods for fault detection and isolation (FDI) and this can be attributed to the former’s superior learning abilities, better automation capabilities, improved predictive capabilities, and automated feature learning efficiencies [10–12]. On the downside, the inherent issues of interpretability, high dependence on excessive parameters, overfitting/underfitting, dependence on big data, need for high computational power,
and feature evaluation complexity often pose considerable concerns for cost-aware applications [13–16]. On a better pedestal, Bayesian ML methods offer benefits ranging from ease-of-use, interpretability, and computational efficiency on few data and provide reliable diagnostic results especially for binary cases; as is presented in this study. A recent study [17] provides a considerable paradigm for assessing the choice of ML classifiers for FDI which highlights superiority of the RF over the other ML algorithms while the study in [14] says otherwise. Obviously, each algorithm’s performance over the others depends on some factors: parametrization, feature engineering, and problem-specific attributes. From a global perspective, parameterization can be improved by exhaustive grid search, manual search, meta-heuristic optimization, and methods whereas feature engineering requires a significant amount of domain knowledge, which invariably eliminates most problem-specific issues.

State-of-the art research on vibration-based hydraulic system monitoring has suggested the use of signal processing techniques with ML algorithms serving as propellers for the improvement of its reliability [2,6,18]. Particularly for gear pumps and other rotating parts, more focus is directed on vibration monitoring since; however, the challenge of choosing appropriate signal processing technique remains open for continued research. Notwithstanding their effectiveness for fault detection/diagnosis, the need for feature engineering using effective signal processing techniques cannot be downplayed [14,19]. Feature extraction from these signals has become inevitable for understanding underlying dynamic behaviour. Against the limitations of most time-domain and frequency-domain features, the more robust time-frequency-domain feature extraction techniques provide solid paradigms for accurate failure diagnostics since they are more immune to noise and external contamination. Diverse time-frequency-domain signal processing techniques like wavelet transform, empirical mode decomposition (EMD), Mel frequency spectral coefficients (MFCC), short-time Fourier transform (STFT), etc., provide dependable avenues for identifying key diagnostic parameters [20]. Against the limitations of the other methods, MFCCs are very effective for extracting nonlinear signal characteristics from audio and vibration signals [18,21] and has shown great efficiencies for many diagnostics problems and has motivated its use in our study [18,20–22]. This is because they are quite sensitive to spectral and transient changes in signals and are computationally efficient, require less dynamic modelling assumptions; hence, befitting for early-wear detection. Consequently, this study makes the following contributions:

• An MFCC-based early wear detection model is proposed with validations from a case study on an AP3.5/100 external gear pump manufactured by BESCO. The proposed model exploits the sensitivity of MFCC features for discriminant feature selection and AI-based models for wear detection performance evaluation.
• The early wear effect of fluid contamination of gear pump housing is investigated and presented using surface profiles.
• An exploratory comparison is presented between the employed ML-based classifiers and their performances assessed from different empirical standpoints.

The remaining sections of the paper are structured as follows: Section 2 presents an overview of the theoretical backgrounds employed in this study while Section 3 presents the proposed early wear detection model. Section 4 presents the experimental analysis and discussions while Section 5 concludes the paper.

2. Background of Study

2.1. Mode of Operation of Gear Pumps

Gear pumps are quite popular for industrial purposes due to the high cost efficiency and high performance they are associated with. Being a type of positive displacement pump, it exports fluids by iteratively enclosing fixed amount of fluid using interlocking gears/clogs and transferring them mechanically via a cyclic pumping action. The fluid flow efficiencies depend significantly on the gear speed and lubrication. Essentially, there are two types of gear pumps—external and internal gear pumps, whereby the external gear
pump consists of two identical, interlocking mobile gears—driver and driven supported by separate shafts while the internal gear pump operates on the same principle, but the two interlocking gears are of different sizes with one rotating inside the other. Figure 1 shows an illustration of the two types of gear pumps and their modes of operation.

![External and Internal Gear Pumps](image_url)

Figure 1. Operating mode of gear pump (from [23]).

As Figure 1 shows, a typical external gear pump’s mode of operation is initiated by the driver (powered by an electric motor), which meshes with the driven to create an alternating rotational motion. As the gears come out of mesh on the inlet side of the pump, they create an expanded volume, which allows liquid to flow into the cavities and is trapped by the gear teeth as the gears continue to rotate against the pump casing. This trapped fluid is transferred from the inlet, to the discharge, around the casing. As the teeth of the gears become interlocked on the discharge side of the pump, the volume is reduced and the fluid is forced out under pressure [23].

Ideally, the fluid, in addition to being pumped, serves as a lubricant for the gears to avoid wear and heat generation. In real applications, tooth wear may likely occur due to contamination or other factors like misalignment, poor design, etc. Such wear usually have impeding effects on pumping efficiency, and if not monitored, may result in total pump breakdown.

2.2. MFCC Feature Extraction

On one hand, vibration signals are often non-stationary, which often makes it uneasy to identify and isolate the low energy level fault signals. On the other hand, early wear in rotating components require sensitive signal processing techniques like MFCC for reliable wear detection efficiencies. Figure 2 shows the schematic procedure for extracting MFCCs from a signal; however, the stages summarized below provide the processes for their extraction [20].

![MFCC Feature Extraction Diagram](image_url)

Figure 2. MFCC feature extraction processes.
Stage 1: Pre-emphasis, framing and windowing step provides the room for computing the fast Fourier transform (FFT) of each of the frames using Equation (4).

\[
\vec{S}(K) = \frac{1}{N} \sum_{i=0}^{N-1} \vec{A}(t)h(i)e^{-j\left(\frac{2\pi i k}{N}\right)}, 0 \leq i \leq N
\]  

where \( \vec{A}(t) \) and \( \vec{S}(k) \) are the input time-domain signal and the frequency-domain output of the signal, respectively, and \( k \) is the length of the FFT. \( N \) is the number of frames of the signal and \( h(i) \) is the Hamming window whose value depends on a normalization factor (\( \beta \)).

Stage 2: Convert the frequencies from Hz scale to Mel scale by Mel Warping, obtain the energy spectrum and use Mel band filters \( (m = 1, 2, \ldots, M) \) spaced uniformly on the Mel scale. Then, compute the log energy of each filter bank using Equation (2)

\[
\vec{S}(m) = \ln\left(\sum_{m=0}^{N-1} |\vec{S}(k)|^2 H_m(k)\right), 0 \leq m \leq M
\]

where \( H_m \) is the transfer function of the \( m \)-th filter.

Stage 4: Finally, convert the logarithmic Mel spectrum back to the time-domain by taking the discrete cosine transform (DCT) of the spectrum using Equation (3) to extract the Mel cepstral coefficients.

\[
c(n) = \sum_{m=0}^{M-1} \vec{S}(m) \cos \pi \theta (m + 0.5)
\]

where \( \theta \) is the number of frames, and \( \Theta \) is the number of MFCCs extracted from \( n \)-th frame of the signal \( (0 \leq \theta \leq \Theta) \).

In practice, the lower order MFCCs (usually 2nd–13th MFCCs) contain more discriminative spectral information from the signal.

2.3. Review of ML Algorithms for FDI

Arguably, recent advances in AI-based diagnostics methods are skewed towards the deep learning-based methods, which require no domain knowledge and/or signal processing for feature extraction [24]. Although these methods are quite impressive as recorded in many studies/applications, the expensive computational costs and magical defiance from fundamental engineering paradigms render them somewhat unreliable for cost-aware industrial applications including the case study presented herein [16].

On the bright side, traditional ML algorithms still retain their robustness and comparatively better cost efficiencies for FDI and are not limited by few data [16,17]. These algorithms, although unique in their individual architectures rely significantly on the discriminative nature of input variables for FDI; hence, the need for discriminative feature extraction from raw signals. More so, since even with discriminative features available for use, parameterization also plays a significant role in their efficiencies [24]. These factors have motivated this study in which our objective is to explore the efficiencies of the ML algorithms for vibration-based wear detection following a MFCC-based feature extraction. It would be futile to critically discuss all the ML-based classifiers in this study; however, the subsections below provide the theoretical background of the most popular ML algorithms for diagnostics/wear detection.

2.3.1. Decision Tree

DT is one of the most cost-efficient and reliable ML algorithms and this success is attributed to its tree-based architecture. As Figure 3 illustrates, DT is an algorithm built upon a tree-like structure of decision-making rules, which functions to classify the input data into several subsets and perform predictions based on this classification [25]. A key
parameter for the DT is to set proper classification variables and classification thresholds for the node(s) of each layer of the tree structure. The values for the higher nodes’ classification variables and thresholds determine the homogeneity and heterogeneity among the nodes in the lower layers [26].

![Figure 3. Illustration of a typical DT architecture.](image)

In the case that the target variable is discrete, characteristic values such as the p-value of the chi-square statistic, Gini coefficient, and entropy index can be used for the classification thresholds in DT. In the case of a continuous target variable, the F-value in the analysis of variance (ANOVA) or variance reduction is used for the threshold [25]. Unlike other algorithms, DT is a typical white-box model and it does not hide what is used as the threshold for each node’s classification. It also works for both numerical and categorical data and has a simple formula, and thus can process massive data in a relatively short time. However, the pruning process for avoiding the over-fitting and under-fitting problems in DT should be based on experience and, even in the cases of having proper values for pruning, the complete resolution of these problems is not guaranteed [25,26].

2.3.2. Random Forest

RF is an algorithm designed to overcome the limitation of DTs by deploying multiple decision trees simultaneously [27]. As Figure 4 shows, RF lets the input samples pass through multiple tree structures with different classification criteria and stores the outcomes from each tree. It compares these different outcomes to single out the most common one as the final result of the classification.

![Figure 4. Illustration of a typical RF architecture.](image)

By changing its key parameter namely the number of trees, RF can minimize the over-fitting problem—the biggest weakness of DT [27].

2.3.3. k-Nearest Neighbor

KNN is a machine learning algorithm that performs classification based on the assumption that a set of data with a similar feature would also have similar feature values [28].
For instance, consider the two types of data represented by green squares (GS) and yellow triangles (YT) in Figure 5, a circle drawn around the data—red star (RS) suggests it can be classified as a YT since there are more YTs than GSs inside the circle. However, if the circle expands to the area bounded by the broken line as the value for $k$ parameter, indicating a distance in Euclidean space changes, there would be three GSs and two YTs in the circle so that RS would be reclassified as GS.

![Figure 5. Illustration of a typical KNN architecture.](image)

This way of classification could work well for evenly distributed data sets; however, in the case that the data has only small differences between them, its classification accuracy could significantly decrease. Furthermore, even a little change in the $k$-value could have a huge influence on its accuracy [28]. Therefore, to make the data set evenly reflect all the feature values under consideration, the normalization of data is required. For the normalization, the data could be converted into a fixed value between 0 and 1; the average value or standard deviation could also be used.

2.3.4. Naïve Bayes Classifier

NBC is a type of supervised learning classification algorithms based on Bayes’ theorem, which defines the relationships between two conditional probabilities about a certain event by using the information provided in advance about the event [29]. The theorem can be described in Equation (4) below.

$$
P(A \mid B) = \frac{P(A \cap B)}{P(B)} = \frac{P(A \mid B) \cdot P(A)}{P(B)}$$ (4)

where $P(A)$ and $P(B)$ are the prior probability of the event $A$ and that of the event $B$, respectively, whereas $P(A \mid B)$ and $P(B \mid A)$ indicate the prior probability of $A$ in the condition that $B$ has already happened and that of $B$ in the condition that $A$ has already happened, respectively.

There are multiple classification models based on Bayes’ theorem, such as Gaussian Naïve Bayes, Bernoulli Naïve Bayes, and Multinomial Naïve Bayes. Compared to other supervised machine learning algorithms, Naïve Bayes Classification has a relatively simple model with simple computational procedures, but also has a superior classification capability. By assuming each probability as a separable condition, it can alleviate the problem that could be caused by multiple dimensions [30].

2.3.5. Support Vector Machines

The SVM is an algorithm that creates a decision boundary between data classes by creating a hyper-plane for separation using the support vectors. It allows users to set the $gamma$ parameter of decision boundary—the distance which the samples in either side can
exchange influences to each other, the C (regularisation) parameter, and various kernels—linear, polynomial, radial-basis function (RBF), etc. [20]. As Figure 6 illustrates, the optimal decision boundary drawn among the data types A (brown squares) and B (green circles) should be what divides them into two distinguishable parts without being overlapped with both classes. The regularisation parameter determines the distance between the decision boundary and separation, and could be adjusted based on experience.

![Figure 6. Illustration of a typical SVM architecture.](image)

By default, SVMs have a high computation speed for binary cases, as it calculates only the distances of nearby data for drawing a decision boundary between the classes; however, as its parameter values increase, the inherent complexity and computational costs also increases. By setting proper parameters, the user therefore can perform the classification even with the data set with an ambiguous boundary [20].

2.3.6. Multi-Layer Perceptron

The MLP is a traditional feed-forward neural network (FFNN), which typically consists of three basic structures: an input layer, a hidden layer, and an output layer [31]. Due to its architecture and learning rule, it is quite efficient for supervised and unsupervised cases, and are particularly efficient for classifications problems. A typical MLP with three (3) hidden layers (to form a deep neural network) is illustrated in Figure 7 where the layers comprise of several nodes (m nodes in the input layer, p, q, and r nodes in the first, second, and third hidden layers respectively, and n nodes in the output layer).

![Figure 7. A DNN with three hidden layers (MLPs).](image)

Each node exports its input value to the next layer via a weighted forward propagation process such that the input to the output layer (for instance) — $O_{i_{in}}$ received by node $O_i$ is
the sum of the activated outputs of layer \( h_3 \) multiplied by the corresponding connection weight matrix \( w_4 \) using Equation (5).

\[
O_{i, \text{in}} = \sum_{i=1}^{r} w_4 \ast A[i]
\]  

(5)

where \( A[i] \) is the activated outputs of the nodes in \( h_3 \).

The output \( O_{i, \text{out}} \) from each of the output nodes \( O_i \) is obtained by passing the inner product \( O_{i, \text{in}} \) through a nonlinear activation function \( f \) using Equation (6):

\[
O_{i, \text{out}} = f(O_{i, \text{in}})
\]  

(6)

where the choice of \( f \) ranges across Sigmoid, Tanh, rectified linear unit (ReLU), Leaky ReLU, etc. The automatic (supervised) learning process of MLPs by gradient descent enables for minimizing the squared error in the predicted outputs via a back-propagation of weights using Equation (7):

\[
E = (y - O_{i, \text{out}})^2
\]  

(7)

where \( E \) is the prediction error (cost function) and \( y \) is the desired output label.

3. Proposed Wear Detection Model

In this section, an overview of the FMECA and the proposed wear detection model for gear pumps is presented. Figure 8 presents the proposed model’s flowchart.

Figure 8. Proposed wear detection model.

As shown, a FMECA analysis is optionally conducted, after which vibration signals are collected via an accelerometer for use by the wear detection model. The subsections below explain, in detail, the different modules in the proposed model.

3.1. FMECA

Over the years, there has been a dominant propensity of managers and engineers to reduce the risk/failure in products—system, design, process, and/or service, and these have motivated the growth of reliability engineering, not only to reduce the risk, but also to define those risks whenever possible [3]. Among many methods including statistical, analytical, and visual methods, FMECA—a modification of the traditional FMEA is a tool which offers a less mathematical (but highly reliable) methodology for evaluating a system, design, process, or service to discover possible ways that failures (problems, errors, risks, concerns) can occur, as well as their level(s) of severity and/or criticality [3,4].
As motivated by the US military to change from an approach of *find failure and fix it to anticipate failure and prevent it* in the late 1940s, FMECA has also become a valuable tool in industries and functions by calculating a criticality and ranking the failure modes on a criticality matrix. Prior to performing the full FMECA, the traditional FMEA is performed to evaluate the risk priority number (RPN), which is the product of rankings for the severity (Sr), the likelihood of failure (Fr), and detectability (Dr) of the failure. Fundamentally, the Sr, Fr, and Dr values for each failure mode ranges between 1 (least-ranking) and 10 (highest ranking) failure modes, respectively. From the criticality matrix, FMECA results can be ranked based on the RPN. Other FMECA levels may be employed depending on the product, design, and service specific levels.

In reality, while addressing severity is key to understand the risk of a particular failure mode, that does not mean that the risk of the failure mode is high because, while severity may be high, if the severity and/or failure likelihood of this failure is low or if the detection methods are efficient, the overall risk (computed by RPN) may be low and the failure may not be a priority. Hence, a high priority level of a failure mode depends on a high Sr, Fr, and Dr, while the reverse is the case for a low priority failure mode [3,4].

3.2. MFCC Feature Extraction

Following a FMECA on the pump as an optional activity, the wear detection model accepts the highly non-stationary vibration signals and extracts useful MFCCs (MFCC2 – MFCC13), which form the fault features for use by the ML-based classifiers for diagnosis. The feature extraction module offers a high discriminative fault feature extraction performance on one hand and a computational cost efficiency on the other hand as verified in [18]. The feature extraction process is simultaneously done for the training data-set and test data-set for training and testing the model’s efficiency, respectively.

3.3. ML-Based Modelling and Wear Detection

Inspired by different learning rules as discussed in the previous section, ML-based classifiers receive the training data-set (labelled MFCC feature set) for dynamic modelling in a supervised manner. Following a satisfactory training (minimum binary cross-entropy loss) via an exhaustive grid search for each model’s optimal parameters, the model(s) is(are) deployed on the test data for testing (wear detection). Specifically, the binary cross-entropy is a loss function that is used in binary classification tasks just as presented in the proposed study’s problem set—wear detection.

After a successful training of the model(s), the test data-set is employed for an unsupervised testing process whereby the test data-set contains unlabelled MFCC features extracted from vibration samples from the gear pump at healthy and casing wear conditions, respectively. By so doing, the model either detects whether wear has occurred in the gear casing or not given a set of input features.

3.4. Performance Evaluation

The wear detection performance of the model is evaluated using standard binary classification metrics—accuracy, precision, F1-score, recall, confusion matrix, and a visualization assessment. The visualization assessment provides the avenue to visually assess and control the wear detection performance of each model by observing the separation planes generated by the ML models.

4. Experimental Study and Analysis

This section presents a case study whereby a MFCC-based fault diagnosis of AP3.5/100 external gear pump manufactured by BESCO is explored.

4.1. FMECA of Gear Pump

As a condition for the abrasion test, an in-depth study on the common failure modes which gear pumps are prone to is crucial. FMECA offers a paradigm for understanding
the most common failure modes. This provides the conviction for compelling the pump to be operated under certain failure conditions (s) for the proposed study. To achieve this, this study decomposes its structure into the eight most critical component parts—the gear case, cover, drive shaft gear, follower shaft gear, shroud, seal, bearing, and fastening bolt. Table 1 presents the possible failure modes and their \( Sr, Fr, Dr \) and RPN values for each component’s failure modes.

### Table 1. FMECA results on AP3.5/100 external gear pump manufactured by BESCO.

| Component          | Function          | Failure Mode | Cause                      | Effect                              | Criticality | Sr | Fr | Dr | RPN |
|--------------------|-------------------|--------------|-----------------------------|-------------------------------------|-------------|----|----|----|-----|
| Gear Case          | Structure flow distribution | wear         | Contaminants, fatigue       | Outside leakage, efficiency reduction | 5           | 2  | 2  | 20 |     |
|                    |                   | Transient Resistance | fluid passage Narrow         | Noise                               | 3           | 2  | 1  | 6  |     |
| Cover              | Structure         | wear         | Uneven load                 | Outside leakage, efficiency reduction | 9           | 3  | 3  | 81 |     |
|                    |                   | Corrosion    | Moisture, surface contamination | Outside leakage | 5           | 3  | 1  | 15 |     |
| Drive shaft gear   | Power transmission| Gear hit damage | Foreign substance, fatigue | Vibration and noise            | 7           | 2  | 3  | 42 |     |
|                    |                   | Gear end wear | Contaminants, fatigue       | Outside leakage, efficiency reduction | 7           | 3  | 2  | 42 |     |
|                    |                   | Damage       | Increased fatigue, stress concentration | Inoperable | 5           | 3  | 1  | 15 |     |
| Follower shaft gear | fluid suction, discharge | Gear hit damage | Foreign substance, fatigue | Vibration and noise            | 7           | 2  | 3  | 42 |     |
|                    |                   | Gear end wear | Contaminants, fatigue       | Outside leakage, efficiency reduction | 7           | 3  | 2  | 42 |     |
|                    |                   | Damage       | Increased fatigue, stress concentration | Inoperable | 5           | 3  | 1  | 15 |     |
| Shroud             | Vibration damping | wear         | Uneven load                 | Leakage, efficiency reduction      | 7           | 3  | 2  | 42 |     |
|                    |                   | Vibration    | Design failure              | Vibration and noise              | 5           | 3  | 1  | 15 |     |
| Seal               | fluid leak prevention | Damage      | Aging, cracking             | Internal/external leakage        | 7           | 3  | 2  | 42 |     |
| Bearing            | Rotation and support | wear        | Foreign substance           | Vibration, efficiency reduction   | 7           | 3  | 2  | 42 |     |
|                    |                   | Crack        | Fatigue                     | Friction and vibration           | 5           | 3  | 1  | 15 |     |
| Fastening bolt     | Housing fastening | Loosening    | Poor assembly               | Internal/external leakage        | 7           | 3  | 2  | 42 |     |
|                    |                   | Damage       | Increased fatigue, stress concentration | Outside leakage | 5           | 3  | 1  | 15 |     |

From the FMECA results above, the most critical failure mode is the housing wear (with a RPN of 81 constituted by high \( Fr, Sr, Dr \) values in Table 1), which are commonly caused by uneven load distribution. In the abrasion test designed to replicate this condition, the vibrations caused by the \( \text{Fe}_2\text{O}_3 \) particles were collected for the wear detection process [4,23].
4.2. Gear Pump Abrasion Test

The proposed experimental setup shown in Figure 9 was performed at room temperature and standard humidity level as suggested by the KS A 0006 environmental standards for tests [32]. The working fluid was mixed with Fe$_2$O$_3$ particles and the pump powered by a 1750 RPM electric motor to generate a delivery pressure of about 100 bar [23,33,34].

![Diagram showing the experimental setup and data collection process.](image)

The setup for the test consists of the following components as shown in Figure 9—a reservoir for the working fluid, gear pump for the test, a 3-phase induction motor (rated 220 V, 0.75 KW, 60 Hz, 1720 rpm) for driving the gear, a relief valve that controls the fluid flow to produce certain fluid pressure, a flow meter to measure the amount of fluid flow, a hydraulic meter to measure the pressure, vibration sensor/accelerometer for data collection, a 12V DC adapter for powering the national instruments data acquisition (NI DAQ), and NI 9234 module to acquire vibration signals which are then digitally saved in “.csv” files in a computer using LabView software [23]. As the motor is turned on, the gear pump begins to work and sucks the fluid from the reservoir, and then compresses it and discharges through the outlet back to the reservoir. As the discharged fluid flows through the flow meter and the relief valve, high pressure is generated.

4.3. Abrasion Test Results

Ideally, a small space (with minimal contact) between the housing and rotating gears ensures that fluid is constantly forced out under pressure. Hence, pumping efficiency is ensured by the lubricating action of the working fluid between the gears and the pump housing. Unfortunately, in the event of fluid contamination, the pump’s housing may experience wear, which may worsen over time and reduce pumping efficiency if not properly monitored. The abrasion test was stopped when the output pressure dropped to the minimum pressure of 50 bar required to operate the pump. During this period, there wasn’t any significant level of noise generated by the pump to indicate some level of fault in the pump. This would have been the tell-tale sign of failure, but often an early wear occurrence does not produce distinguishable noise/vibration levels. Figure 10 shows the pictorial view of the gear pump housing highlighting the contact area between the gears and the housing (refer to Figure 10a) whereby Figure 10b,c are zoomed views of the
highlighted area after clean working fluid was used and after the abrasion test, respectively, while Figure 10d,e are their respective surface profiles for Figure 10b,c respectively.

Figure 10. Images of the housing (a) showing the contact area between the gears and the housing, (b) the contact area with clean working fluid (c) the contact area after the abrasion test, (d) surface profile for contact area with clean working fluid, and (e) surface profile for contact area after abrasion test.

As Figure 10b shows, after the test, the contact surface area between the housing and the gear turned out to be worn significantly in comparison to the new/healthy contact.
surface before the test (see Figure 10a). This is as a result of the increased friction between the gears and the housing due to the wear effects from the \( \text{Fe}_2\text{O}_3 \) particles. A closer observation of the pump’s housing surface profile in Figure 10c reveals the surface wear intensity by the high frequency components (in red). This is in clear contrast to the little/negligible wear represented by lower frequencies (in blue) in the same contact surface area when clean working fluid was used (refer to Figure 10d).

### 4.4 Feature Engineering

The raw vibration signals generated from the abrasion test were too ambiguous for direct use for diagnosis, so they were cleaned, pre-processed and MFCC feature extraction initiated. Figure 11 presents a portion of the whole data gathered from the accelerometer during the abrasion test. It shows that the amplitudes of the vibration data had gradually increased earlier but, after the abrasion reached a certain level, they began to increase rapidly.

![Figure 11](image1)

**Figure 11.** Gear pump vibration data (a) healthy condition (b) abrasion condition.

MFCCs are quite sensitive to transient and spectral changes in vibration signals [18,21]; hence befitting for early wear detection. The useful MFCCs (MFCC2–MFCC13) have shown to be very effective for low-frequency feature extraction and are suitable for the proposed case study. Accordingly, 13 MFCC features were extracted, respectively, from the training and test datasets. Invariably, the salience of these features for wear detection lies in their discriminance. To assess the discriminance of extracted MFCC features, a correlation test was performed on the features using the Spearman’s correlation test [35]. The results are presented in Figure 12.

![Figure 12](image2)

**Figure 12.** Correlation test result on MFCC features.
As shown in Figure 12, the significantly low correlation values between the features insinuates a high discrimination between them—a necessary feature characteristic which ensures accurate classification performance/diagnosis by the classifier(s) [23]. With the highest correlation existing only between MFCC 6 and MFCC 7 with a 0.68 correlation value while the rest have really low correlation values, it can be deduced that the features are highly discriminant and suitable for diagnostics.

4.5. ML-Based Wear Detection

The learning-based classifiers listed in Table 2 were employed on the training dataset, respectively, in a supervised manner and also tested on the test dataset in an unsupervised manner after training.

Table 2. Optimal parameters for classifiers.

| Algorithm                          | Parameter     | Value     |
|------------------------------------|---------------|-----------|
| Logistic regression (LR)           | regularisation| L1        |
| KNN                                | k             | 5         |
| Linear SVM (SVM-Lin)               | kernel        | Linear    |
| Gaussian-kernel SVM (SVM–RBF)      | C, gamma      | 10, 1     |
| Gradient boosting Classifier (GBC) | n estimators  | 1000      |
| DT                                 | Pruning       | 12        |
| RF                                 | n estimators  | 120       |
| Multi-layer perceptron (MLP) classifier | n layers, learning rate | 3, 0.001 |
| NBC                                | Gaussian      | -         |
| Quadratic discriminant analysis (QDA) | regularization | 0.001 |
| Gaussian process classifier (GPC)  | kernel        | RBF       |

As Table 2 shows, each algorithm has its unique parameters and architecture; hence, requires domain experience for optimum efficiency. Over several iterations and repeated trials, the most optimal parameters for each algorithm were discovered following an exhaustive parameter tuning process, which were then recorded in Table 2. Following a 10-fold cross validation of each algorithm on the test data, Figure 13 shows the confusion matrix of the respective predictions made by the classifiers.

Figure 13. Confusion matrix by (a) LR, (b) KNN, (c) SVM-Lin, (d) SVM–RBF (C = 10), (e) GBC (number of estimators = 1000), (f) DT, (g) RF, (h) MLP, (i) NBC, (j) ABC, (k) QDA, and (l) GPC.

Overall, the models were quite effective; however, a closer look at Figure 13 reveals that the SVM and SVM-RBF models, respectively, returned the least false positives (FP)
1.7%; however, the models’ limitations are observed in the 19.4% false negative (FN) predictions. This obviously returns 98.3% true positive (TP) and 80.6% true negative (TN) from both models (see Figure 13c,d). In contrast, although with a high FP of 5.3%, the RF returns a FN of 4.7%, which invariably returns the highest prediction performances—TP and TN of 94.7% and 95.3%, respectively.

4.6. Performance Evaluations

Individually, it may be hectic to draw a global conclusion based on the confusion matrix comparison since it provides a class-based (local) evaluation of a model; therefore, global evaluation metrics like the accuracy, precision, recall, F-1 score, and training computational costs (in seconds) were employed for a more comprehensive comparative analysis of the algorithms [22]. Table 3 summarises the performance of the classifiers based on these metrics. Accuracy globally evaluates a model’s predictive capability to make correct class predictions, precision returns the percentage of the classes that are true among those the model predicts correctly as true, recall measures the percentage of the cases that the model predicts as true among all of those that are really true, while the F-1 score is the harmonic average of precision and recall.

Table 3. Global performance comparison of ML models.

| Algorithm | Accuracy (%) | Precision (%) | Recall (%) | F1-Score (%) | Cost (Secs) |
|-----------|--------------|---------------|------------|--------------|-------------|
| LR        | 92.50        | 92.56         | 92.49      | 92.50        | 0.03697     |
| k-NN      | 94.67        | 94.67         | 94.67      | 94.67        | 0.01035     |
| SVM-Lin   | 89.50        | 90.79         | 89.47      | 89.41        | 0.14247     |
| SVM–RBF   | 89.50        | 90.79         | 89.47      | 89.41        | 9.35574     |
| GBC       | 94.83        | 94.83         | 94.83      | 94.83        | 12.84497    |
| DT        | 93.00        | 93.00         | 93.00      | 93.00        | 0.01374     |
| RF        | 95.17        | 95.17         | 95.17      | 95.17        | 17.61929    |
| MLP       | 93.33        | 93.34         | 93.33      | 93.33        | 15.47579    |
| NBC       | 93.83        | 94.06         | 93.82      | 93.82        | 0.0800      |
| ABC       | 95.00        | 95.01         | 95.00      | 95.00        | 0.94587     |
| QDA       | 94.67        | 94.68         | 94.66      | 94.67        | 0.0740      |
| GPC       | 92.50        | 92.56         | 92.49      | 92.50        | 6.52012     |

As observed from Table 3, the RF is the most accurate with accuracy, precision, recall, and F1-score of 95.17%, respectively. Although the most accurate, it is the most computationally expensive amongst the algorithms with about 17.62 s computational time. This is followed by the ABC with 95% accuracy with a much lesser computational time of approximately 1 s. Overall, the RF, SVM–RBF, GBC, GPC, and MLP are the most computationally expensive (based on the test data) while the fast algorithms like the DT and k-NN show quite impressive computational speeds of approximately 0.01 s, respectively. This comparison hints at providing a paradigm for choice of classifier depending on the metric of interest. As is observed in most real-life situations, computational speed is mostly always highly considered, but not to the detriment of predictive efficiencies. In such a situation, one may opt for the ABC considering that although it is not the most accurate, the low computational costs it is associated with renders it more reliable than the others, while the RF would be considered in situations where computational resources are abundant or accuracy is of utmost importance.

4.7. Fault Visualization

Most often, visualizations play an important role for assessing the predictive efficiencies of a diagnostic model; however, in cases where the number of features exceed pictorially presentable dimensions (a maximum of three dimensions), it is advised to employ dimensionality reduction algorithms to reduce the feature dimension for visualization. Several dimensionality reduction algorithms abound for exploration; however, the authors prefer the locally linear embedding (LLE) algorithm over the popular principal component
analysis (PCA) and its variants due to the LLE’s comparative superiority for preserving data’s local structure in the newly reconstructed/reduced feature space. Figure 14 shows the fault isolation visualizations of the classifiers on the two-dimensional LLE features from the 13-dimensional MFCC feature vector.

The data points in blue and red circles represent the LLE samples for healthy and faulty states of the gear pump. As shown by the grids, each of the algorithms are quite effective for creating a distinctive hyper-plane between both operating conditions; hence, they are suitable for early wear detection.

5. Conclusions and Drawn Insights

Development (and improvement) of fault detection and isolation modules have become a major interest for researchers, academic institutions, and industries in view of more accurate prognostics and health management. State-of-the-art cost-aware methods are centred on the use of signal processing tools for feature extraction integrated with machine learning algorithms, which provide high accuracy probability for fault isolation with minimal false alarm rates.

Addressing severity of failure modes under FMECA is key to understanding the risk of the failure modes; however, also assessing the likelihood of failure, severity level, and detection rate provides a more reliable perspective for prioritizing failure modes. Following a FMECA on the proposed case study—an AP3.5/100 external gear pump manufactured by BESCO, the study designed an experimental replication of the housing abrasion caused by the inflow of foreign particles into the gear pump to collect vibration data at normal state and failure states. The result of gear pump FMECA identified the fluid leakage and vibrations resulted from the foreign particle-caused abrasion as the most severe, critical and highly probable failure mode. On the other hand, MFCC features were extracted from vibration signals for proper characterization of the pump for early wear detection using traditional machine learning methods with empirical assessments supporting their discriminance levels—a major feature evaluation factor for diagnostics. The accuracies of the machine learning algorithms were explored with the random forest emerging the most accurate with 95.17% test accuracy, precision, recall, and F1-score, respectively. Unfortunately, the results also reveal that it is the most computationally expensive; hence is recommended for applications where computational resource isn’t a major factor. Although not the most accurate, the adaboost classifier’s low computational costs makes it more reliable for cost-aware applications.
Ideally, failure diagnostics precede a prognostics scheme whereby future wear/degradation of the target component are estimated using regression and/or forecasting tools for remaining useful life prediction. Considering that the proposed study reveals that casing wear is the most severe and critical failure mode, we believe that a prognostics scheme should prioritize casing wear/degradation, since it is the most highly probable, severe, and critical failure mode. As continued research, we intend to replicate a run-to-failure experiment in this failure mode for developing a befitting prognostics scheme/model for wear/degradation monitoring and remaining useful estimation.
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