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Abstract

In this paper, we focus on graph class identification problems in the population protocol model. A graph class identification problem aims to decide whether a given communication graph is in the desired class (e.g. whether the given communication graph is a ring graph). Angluin et al. proposed graph class identification protocols with directed graphs and designated initial states under global fairness [Angluin et al., DCOSS2005]. We consider graph class identification problems for undirected graphs on various assumptions such as initial states of agents, fairness of the execution, and initial knowledge of agents. In particular, we focus on lines, rings, $k$-regular graphs, stars, trees, and bipartite graphs. With designated initial states, we propose graph class identification protocols for $k$-regular graphs, and trees under global fairness, and propose a graph class identification protocol for stars under weak fairness. Moreover, we show that, even if agents know the number of agents $n$, there is no graph class identification protocol for lines, rings, $k$-regular graphs, trees, or bipartite graphs under weak fairness. On the other hand, with arbitrary initial states, we show that there is no graph class identification protocol for lines, rings, $k$-regular graphs, stars, trees, or bipartite graphs.

1 Introduction

Background and Motivation

The population protocol model is an abstract model for low-performance devices, introduced by Angluin et al. [4]. In this model, a network, called population, consists of multiple devices called agents. Those agents are anonymous (i.e., they do not have identifiers), and move unpredictably (i.e., they cannot control their movements). When two agents approach, they are able to communicate and update their states (this communication is called an interaction). By a sequence of interactions, the system proceeds a computation. In this model, there are various applications such as sensor networks used to monitor wild birds and molecular robot networks [20].

In this paper, we study the computability of graph properties of communication graphs in the population protocol model. Concretely, we focus on graph class identification problems that aim to decide whether the communication graph is in the desired graph class. In most distributed systems, it is essential to understand properties of the communication graph in order to design efficient algorithms. Actually, in the population protocol model, efficient protocols are proposed with limited communication graphs (e.g., ring graphs and regular graphs) [2, 6, 13, 14]. In the population protocol model, the computability of the graph property was first considered in [3]. In [3], Angluin et al. proposed various graph class identification protocols with directed graphs and designated initial states under global fairness. Concretely, Angluin et al. proposed graph class identification protocols for directed lines, directed rings, directed stars, and directed trees. Moreover, they proposed graph class identification protocols for other graphs such as 1) graphs having degree bounded by a constant $k$, 2) graphs containing a fixed subgraph, 3) graphs containing
a directed cycle, and 4) graphs containing a directed cycle of odd length. However, there are still some open questions such as “What is the computability for undirected graphs?” and “How do other assumptions (e.g., initial states, fairness, etc.) affect the computability?” In this paper, we answer those questions. That is, we clarify the computability of graph class identification problems for undirected graphs under various assumptions such as initial states of agents, fairness of the execution, and an initial knowledge of agents.

We remark that some protocols in [3] for directed graphs can be easily extended to undirected graphs with designated initial states under global fairness (see Table 1). Concretely, graph class identification protocols for directed lines, directed rings, and directed stars can be easily extended to protocols for undirected lines, undirected rings, and undirected stars, respectively. In addition, the graph class identification protocol for bipartite graphs can be deduced from the protocol that decides whether a given graph contains a directed cycle of odd length. This is because, if we replace each edge of an undirected non-bipartite graph with two opposite directed edges, the directed non-bipartite graph always contains a directed cycle of odd length. On the other hand, the graph class identification protocol for directed trees cannot work for undirected trees because the protocol uses a property of directed trees such that in-degree (resp., out-degree) of each agent is at most one on an out-directed tree (resp., an in-directed tree). Note that agents can identify trees if they understand the graph contains no cycle. However, the graph class identification protocol for graphs containing a directed cycle in directed graphs cannot be used to identify a (simple) cycle in undirected graphs. This is because, if we replace an undirected edge with two opposite directed edges, the two directed edges compose a directed cycle.

Our Contributions In this paper, we clarify the computability of graph class identification problems for undirected graphs under various assumptions. A summary of our results is given in Table 1. We propose a graph class identification protocol for trees with designated initial states under global fairness. This protocol works with constant number of states even if no initial knowledge is given. Moreover, under global fairness, we also propose a graph class identification protocol for $k$-regular graphs with designated initial states. On the other hand, under weak fairness, we show that there exists no graph class identification protocol for lines, rings, $k$-regular graphs, stars, trees, or bipartite graphs even if the upper bound $P$ of the number of agents is given. Moreover, in the case where the number of agents $n$ is given, we propose a graph class identification protocol for stars and prove that there exists no graph class identification protocol for lines, rings, $k$-regular graphs, trees, or bipartite graphs. With arbitrary initial states, we prove that there is no protocol for lines, rings, $k$-regular graphs, stars, trees, or bipartite graphs.

In this paper, because of space constraints, we omit the details of protocols (see the full version in the appendix).

Related Works In the population protocol model, researchers studied various fundamental problems such as leader election problems [1, 11, 15, 18], counting problems [7, 8, 9], majority problems [5, 10, 17], etc. In [2, 6, 13, 14], researchers proposed efficient protocols for such fundamental problems with limited communication graphs. More concretely, Angluin et al. proposed a protocol that constructs a spanning tree with regular graphs [6]. Chen et al. proposed self-stabilizing leader election protocols with ring graphs [13] and regular graphs [14]. Alistarh et al. showed that protocols for complete graphs (including the leader election protocol, the majority protocol, etc.) can be simulated efficiently in regular graphs [2].

For the graph class identification problem, Chatzigiannakis et al. studied solvabilities for directed graphs with some properties on the mediated population protocol model [12], where the mediated
Table 1: The number of states to solve the graph class identification problems. \( n \) is the number of agents and \( P \) is an upper bound of the number of agents

| Model       | Graph Properties |
|-------------|------------------|
| Designated  | Line | Ring | Bipartite | Tree | \( k \)-regular | Star |
| Initial states | \( n \) | \( O(1) \) | \( O(1) \) | \( O(1) \) | \( O(1) \) | \( O(1) \) |
| Fairness    | \( P \) | \( O(1) \) | \( O(1) \) | \( O(1) \) | \( O(1) \) | \( O(1) \) |
| Initial knowledge | None | \( O(1) \) | \( O(1) \) | \( O(1) \) | \( O(1) \) | \( O(1) \) |
| Global      | Unsolvable*     | \( O(n) \) | \( O(n) \) | \( O(n) \) | \( O(n) \) | \( O(n) \) |
| Weak        | Unsolvable*     |                |                |                |                |                |
| Arbitrary   | Unsolvable*     |                |                |                |                |                |

* Contributions of this paper †Deduced from Angluin et al. [3]

The population protocol model is an extension of the population protocol model. In this model, a communication link (on which agents interact) has a state. Agents can read and update the state of the communication link when agents interact on the communication link. In [12], they proposed graph class identification protocol for some graphs such as 1) graphs having degree bounded by a constant \( k \), 2) graphs in which the degree of each agent is at least \( k \), 3) graphs containing an agent such that in-degree of the agent is greater than out-degree of the agent, 4) graphs containing a directed path of at least \( k \) edges, etc. Since Chatzigiannakis et al. proposed protocols for the mediated population protocol model, the protocols cannot work in the population protocol model. As impossibility results, they showed that there is no graph class identification protocol that decides whether the given directed graph has two edges \((u, v)\) and \((v, u)\) for two agents \( u \) and \( v \), or whether the given directed graph is weakly connected.

As another perspective of communication graphs, Michail and Spirakis proposed a network constructors model that is an extension of the mediated population protocol [19]. The network constructors model aims to construct a desired graph on the complete communication graph by using communication links with two states. Each communication link only has active or inactive state. Initially, all communication links have inactive state. By activating/deactivating communication links, the protocol of this model constructs a desired communication graph that consists of agents and activated communication links. In [19], they proposed protocols that construct spanning lines, spanning rings, spanning stars, and regular graphs. Moreover, by relaxing the number of states, they proposed a protocol that constructs a large class of graphs.

2 Definitions

2.1 Population Protocol Model

A communication graph of a population is represented by a simple undirected connected graph \( G = (V, E) \), where \( V \) represents a set of agents, and \( E \subseteq V \times V \) is a set of edges (containing neither multi-edges nor self-loops) that represent the possibility of an interaction between two agents (i.e., only if \((a, b) \in E\) holds, two agents \( a \in V \) and \( b \in V \) can interact).

A protocol \( \mathcal{P} = (Q, Y, \gamma, \delta) \) consists of a set \( Q \) of possible states of agents, a finite set of output symbols \( Y \), an output function \( \gamma : Q \rightarrow Y \), and a set of transitions \( \delta \) from \( Q \times Q \) to \( Q \times Q \). Output symbols in \( Y \) represent outputs as the results according to the purpose of the protocol. Output function \( \gamma \) maps a state of an agent to an output symbol in \( Y \). Each transition in \( \delta \) is denoted by \((p, q) \rightarrow (p', q')\). This means that, when an agent \( a \) in state \( p \) interacts with an agent \( b \) in state \( q \),
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A state of agent $a$ in configuration $C$ is denoted by $s(a,C)$. Moreover, when $C$ is clear
from the context, we simply use $s(a)$ to denote the state of agent $a$. A transition from configuration
$C$ to configuration $C'$ is denoted by $C \rightarrow C'$, and means that, by a single interaction between two
agents, configuration $C'$ is obtained from configuration $C$. For two configurations $C$ and $C'$, if there
exists a sequence of configurations $C = C_0, C_1, \ldots, C_m = C'$ such that $C_i \rightarrow C_{i+1}$ holds for every $i$
(0 $\leq$ $i$ $<$ $m$), we say $C'$ is reachable from $C$, denoted by $C \Rightarrow C'$.

An execution of a protocol is an infinite sequence of configurations $\Xi = C_0, C_1, C_2, \ldots$ where
$C_i \rightarrow C_{i+1}$ holds for every $i$ ($i$ $\geq$ 0). An execution $\Xi$ is weakly-fair if, for any adjacent agents $a$ and
$a'$, $a$ interacts with $a'$ and $a'$ interacts with $a$ infinitely often. An execution $\Xi$ is globally-fair if, for
each pair of configurations $C$ and $C'$ such that $C \rightarrow C'$, $C'$ occurs infinitely often when $C$ occurs
infinitely often. Intuitively, global fairness guarantees that, if configuration $C$ occurs infinitely often,
then any possible interaction in $C$ also occurs infinitely often. Then, if $C$ occurs infinitely often, $C'$
satisfying $C \rightarrow C'$ occurs infinitely often, and we can deduce that $C''$ satisfying $C' \rightarrow C''$ also occurs
infinitely often. Overall, with global fairness, if a configuration $C$ occurs infinitely often, then every
configuration $C'$ reachable from $C$ also occurs infinitely often.

In this paper, we consider three possibilities for an initial knowledge of agents: the number of
agents $n$, the upper bound $P$ of the number of agents, and no knowledge. Note that the protocol
depends on this initial knowledge. When we explicitly state that an integer $x$ is given as the number of
agents, we write the protocol as $\mathcal{P}_{n=x}$. Similarly, when we explicitly state that an integer $x$ is
given as the upper bound of the number of agents, the protocol is denoted by $\mathcal{P}_{P=x}$.

### 2.2 Graph Properties and Graph Class Identification Problems

We define graph properties treated in this paper as follows:

- A graph $G$ satisfies property tree if there is no cycle on graph $G$.
- A graph $G = (V,E)$ satisfies property $k$-regular if the degree of every agent in $V$ is $k$.
- A graph $G$ satisfies property star if $G$ is a tree with one internal agent and $n-1$ leaves.
- A graph $G = (V,E)$ satisfies property bipartite if $V$ can be divided into two disjoint and
  independent sets $U$ and $W$.
- A graph $G = (V,E)$ satisfies property line if $E = \{(v_0,v_1), (v_1,v_2), (v_2,v_3), \ldots, (v_{n-1},v_n)\}$
  for $V = \{v_1, v_2, \ldots v_n\}$.
- A graph $G = (V,E)$ satisfies property ring if the degree of every agent in $V$ is 2.

---

1We use this definition only for the lower bound under weak fairness. For the upper bound, we use a slightly
weaker assumption. We show that our proposed protocol for weak fairness works if, for any adjacent agents $a$ and $a'$,
$a$ and $a'$ interact infinitely often (i.e., it is possible that, for any interaction between some adjacent agents $a$ and $a'$,
a becomes an initiator and $a'$ never becomes an initiator). Note that, in the protocol, if a transition $(p,q) \rightarrow (p',q')$
exists for $p \neq q$, a transition $(q,p) \rightarrow (q',p')$ also exists.
Let \( gp \) be an arbitrary graph property. The \( gp \) identification problem aims to decide whether a given communication graph \( G \) satisfies property \( gp \). In the \( gp \) identification problem, the output set is \( Y = \{ \text{yes}, \text{no} \} \). Recall that the output function \( \gamma \) maps a state of an agent to an output symbol in \( Y \) (i.e., yes or no). A configuration \( C \) is stable if \( C \) satisfies the following conditions: There exists \( yn \in \{ \text{yes}, \text{no} \} \) such that 1) \( \forall a \in V : \gamma(s(a, C)) = yn \) holds, and 2) for every configuration \( C' \) such that \( C \rightarrow C', \forall a \in V : \gamma(s(a, C')) = yn \) holds.

An execution \( \Xi = C_0, C_1, C_2, \ldots \) solves the \( gp \) identification problem if \( \Xi \) includes a stable configuration \( C_t \) that satisfies the following conditions.

1. If a given graph \( G = (V, E) \) satisfies graph property \( gp \), \( \forall a \in V : \gamma(s(a, C_t)) = \text{yes} \) holds.
2. If a given graph \( G = (V, E) \) does not satisfy graph property \( gp \), \( \forall a \in V : \gamma(s(a, C_t)) = \text{no} \) holds.

A protocol \( P \) solves the \( gp \) identification problem if every possible execution \( \Xi \) of protocol \( P \) solves the \( gp \) identification problem.

### 3 Graph Class Identification Protocols

#### 3.1 Tree Identification Protocol with No Initial Knowledge under Global Fairness

In this section, we give a tree identification protocol (hereinafter referred to as “TI protocol”) with 18 states and designated initial states under global fairness.

The basic strategy of the protocol is as follows. First, agents elect one leader token, one right token, and one left token. Agents carry these tokens on a graph by interactions as if each token moves freely on the graph. After the election, agents repeatedly execute a trial to detect a cycle by using the tokens. The trial starts when two adjacent agents \( x \) and \( y \) have the right token and the left token, respectively. During the trial, \( x \) and \( y \) hold the right token and the left token, respectively. To detect a cycle, agents use the right token and the left token as a single landmark. The right token and the left token correspond to a right side and a left side of the landmark, respectively. If agents can carry the leader token from the right side of the landmark to the left side of the landmark without passing through the landmark, the trial succeeds. Clearly, when the trial succeeds, there is a cycle. In this case, an agent with the leader token recognizes the success of the trial and decides that there is a cycle and thus the given graph is not a tree. Then, the decision is conveyed to all agents by the leader token and thus all agents decide that the given graph is not a tree. Initially, all agents think that the given graph is a tree. Hence, unless the trial succeeds, all agents continue to think that the given graph is a tree. Therefore, the protocol solves the problem.

Before we explain the details of the protocol, first we introduce variables at agent \( a \).

- \( LF_a \in \{ L_{se}, L_t, L_{se}, L'_{se}, L_{se'}, L_{l}, L'_t, \phi \} \) : Variable \( LF_a \), initialized to \( L_r \), represents a token held by agent \( a \). If \( LF_a \neq \phi \), agent \( a \) has \( LF_a \) token. There are three types of tokens: a leader token \( (L_{se}, L^t_{se}, L^t_{se'}, L_{se'}) \), a left token \( (L_t \text{ and } L'_t) \), and a right token \( (L_r \text{ and } L'_r) \). We show the details of them later. \( \phi \) represents no token.

- \( tre_a \in \{ \text{yes}, \text{no} \} \) : Variable \( tre_a \), initialized to \( \text{yes} \), represents a decision of the tree. If \( tre_a = \text{yes} \) holds for agent \( a \), then \( \gamma(s_a) = \text{yes} \) holds (i.e., \( a \) decides that the given graph is a tree). If \( tre_a = \text{no} \) holds, then \( \gamma(s_a) = \text{no} \) holds (i.e., \( a \) decides that the given graph is not a tree).
Algorithm 1 A TI protocol (1/2)

Variables at an agent $a$:

$LF_a \in \{ L_{se}, L_l, L_r, L_{se}', L_{se}^l, L_{se}^r, \phi \}$: Token held by the agent, initialized to $L_r$.
$tre_a \in \{ yes, no \}$: Decision of the tree, initialized to yes.

1: when agent $a$ interacts with agent $b$ do

{ The election of tokens }

2: if $LF_a, LF_b \in \{ L_r^l, L_r \}$ then

3: $LF_b \leftarrow L_l$

4: else if $LF_a, LF_b \in \{ L_l^l, L_l \}$ then

5: $LF_b \leftarrow L_{se}$

6: else if $LF_a, LF_b \in \{ L_{se}, L_{se}', L_{se}'^l, L_{se}'^r \}$ then

7: $LF_a \leftarrow L_{se}, LF_b \leftarrow \phi$

8: $tre_a \leftarrow yes$

{ Movement of tokens }

9: else if $LF_a \neq \phi \land LF_b = \phi$ then

10: if $LF_a \in \{ L_{se}, L_{se}^l, L_{se}^r, L_{se}' \}$ then

11: $tre_b \leftarrow tre_a$

12: end if

13: if $LF_a = L_{se}^\kappa$ for $\kappa \in \{ l, r \}$ then

14: $LF_a \leftarrow L_{se}^\kappa$

15: else if $LF_a = L_{se}' \lor LF_a = L_{se}'^l$ then

16: $LF_a \leftarrow L_{se}$

17: end if

18: $LF_a \leftrightarrow LF_b$

{ Decision }

19: else if $LF_a = L_{se} \land LF_b = L_l$ then

20: $LF_a \leftarrow L_l^l, LF_b \leftarrow L_{se}'$

21: $tre_b \leftarrow tre_a$

22: else if $LF_a = L_{se}' \land LF_b = L_r$ then

23: $LF_a \leftarrow L_l^r, LF_b \leftarrow L_{se}^l$

24: $tre_b \leftarrow tre_a$

25: else if $LF_a = L_{se}'^l \land LF_b = L_l^l$ then

26: $LF_a \leftarrow L_l, LF_b \leftarrow L_{se}'^l$

27: $tre_b \leftarrow tre_a$

28: else if $LF_a = L_{se}'^r \land LF_b = L_l^l$ then

29: $LF_a \leftarrow L_r, LF_b \leftarrow L_{se}$

30: $tre_b \leftarrow no$

*p ↔ q means that p and q exchange values.*

$\triangleright$ Continued on the next page

The protocol uses 18 states because the number of values taken by variable $LF_a$ is 9 and the number of values taken by variable $tre_a$ is 2.

From now, we explain the details of the protocol. The protocol is given in Algorithms [1] and [1].

Election of three tokens (lines 2–8) Initially, each agent has a right token. When two agents with right tokens interact, the agents change one of the tokens to a left token (lines 2–3). When
Algorithm 1 A TI protocol (2/2)

31: else if \( LF_a \neq \emptyset \land LF_b \neq \emptyset \) then
32: \( tre_a \leftarrow tre_{ab}, \ tre_b \leftarrow tre_{ab} \)
33: end if
34: if \( LF_{ab} \in \{ L_{se}, L_{se}', L_{se}^l \} \) for \( ab \in \{ a, b \} \) then
35: \( LF_{ab} \leftarrow L_{se} \)
36: end if
37: if \( LF_{ab} = L_\kappa \) for \( ab \in \{ a, b \} \) and \( \kappa \in \{ l, r \} \) then
38: \( LF_{ab} \leftarrow L_\kappa \)
39: end if
40: if \( LF_{ab} = L_{se} \lor LF_{ab} = L_{se}^l \lor LF_{ab} = L_{se}^l \) for \( ab \in \{ a, b \} \) then
41: \( LF_a \leftrightarrow LF_b \)
42: end if
43: end

Two agents with left tokens interact, the agents change one of the tokens to a leader token (lines 4–5). When two agents with leader tokens interact, the agents delete one of the tokens (lines 6–7). As we explain later, agents carry a token on a graph by interactions as if a token moves freely on the graph. Thus, by the above behaviors, eventually agents elect one right token, one left token, and one leader token.

In the cycle detection part, we will just show behaviors after agents complete the token election (i.e., agents elect one right token, one left token, and one leader token). However, in this protocol, agents may make a wrong decision before agents complete the token election. Agents overcome this problem by the following behaviors.

- Agents behave as if the leader token has the decision, and agents follow the decision. Concretely, when agent \( a \) moves the leader token to agent \( b \) by an interaction, agent \( b \) copies \( tre_a \) to \( tre_b \). Since the leader token moves freely on the graph, finally all agents follow the decision of the leader token.

- When two agents with leader tokens interact and agents delete one of them, the agents reset \( tre \) of the remaining leader token. That is, if agent \( a \) has the remaining leader token, it assigns \( yes \) to \( tre_a \) (line 8).

Note that the last token is elected by an interaction between agents with the leader tokens (i.e., the last interaction in this election part occurs between agents with the leader tokens). By this interaction, the elected leader token resets its \( tre \) to \( yes \). Hence, \( tre \) of the leader token is \( yes \) just after agents complete the token election, and all agents follow \( tre \) of the leader token. Thus, because agents correctly detect a cycle after the token election (we will show this later), agents are not affected by the wrong decision.

Movement of tokens (lines 9–18) When an agent having a token interacts with an agent having no token, the agents move the token (lines 9–18). Concretely, the token moves by a behavior of line 18. In lines 10–12, \( tre \) of the leader token is conveyed. We will explain the behavior of lines 13–17 after the explanation of the trial of the cycle detection.

The trial of the cycle detection (lines 19–43) In this paragraph, we show that, by a trial of the cycle detection, agents correctly detect a cycle after agents complete the token election. To
begin with, we explain the start of the trial. To start the trial, agents place the left token and the right token next to each other. To distinguish between a moving token and a placed token, we use a trial mode. Agents regard right and left tokens in a trial mode as placed tokens. Thus, when agents place the right token and the left token, agents make the right token and the left token transition to the trial mode. An $L^t_L$ token (resp., an $L^t_R$ token) represents the right token (resp., the left token) in the trial mode. An $L^r_t$ token (resp., an $L^l_t$ token) represents the right token (resp., the left token) in a non-trial mode.

An image of the start of the trial is shown in Figure 1. Figures 1(a) and 1(b) show the behavior such that agents make the left token and the right token transition to the trial mode. First, an agent with an $L_{se}$ token changes an $L^t_L$ token to an $L^t_L$ token by an interaction (Figure 1(a)), where the $L_{se}$ token represents the default leader token. By the interaction, the agents exchange their tokens and the $L_{se}$ token transitions to an $L_{se'}$ token, where the $L_{se'}$ token represents the leader token next to the $L^t_L$ token. This behavior appears in lines 19–21. Then, an agent with the $L_{se'}$ token changes the right token to a trial mode by an interaction (Figure 1(b)). By the interaction, the agents exchange their tokens. Thus, since the $L_{se'}$ token represents the leader token next to the $L^t_L$ token, agents place an $L^t_L$ token next to the $L^t_L$ token by the interaction. Hence, by the interaction, agents place the tokens in the following order: the $L^t_L$ token, the $L^t_L$ token, the leader token (Figure 1(c)). Moreover, by the interaction, the $L_{se'}$ token transitions to an $L_{se'}$ token, where the $L^t_L$ token represents the leader token trying to detect a cycle. This behavior appears in lines 22–24. When agents place all tokens as shown in Figure 1(c), a trial of the cycle detection starts.

From now, we explain the main behavior of the cycle detection (Figure 2 and 3). Let $x$ (resp., $y$) be an agent having the $L^t_L$ token (resp., the $L^t_L$ token). Let $X$ (resp., $Y$) be a set of agents adjacent to $x$ (resp., $y$). Let $X' = X \setminus \{y\}$ and $Y' = Y \setminus \{x\}$. In a trial, agents try to carry the leader token from an agent in $X'$ to an agent in $Y'$ without using the edge between $x$ and $y$.

First, we explain the case where a trial succeeds (Figure 2). In the trial, agents carry the $L^t_{se}$ token while the $L^t_R$ token and the $L^t_L$ token are placed at $x$ and $y$, respectively. Concretely, if the following procedure occurs, the trial succeeds.

1. Agents carry the $L^t_{se}$ token from an agent in $X'$ to an agent in $Y'$ without using the edge between $x$ and $y$ (Figure 2(c)).

2. An agent having the $L^t_{se}$ token interacts with agent $y$ having the $L^t_L$ token. By the interaction, agents exchange their tokens and the $L^t_{se}$ token transitions to an $L^t_{se'}$ token (Figure 2(d)). In addition, by the interaction, agents confirm that the $L^t_L$ token was placed at $y$ while agents move the leader token to an agent in $Y'$. The $L^t_{se'}$ token represents the leader token that confirmed it. This behavior appears in lines 25–27.

3. Agent $y$ having the $L^t_{se'}$ token interacts with agent $x$ having the $L^t_R$ token (Figure 2(e)). By the interaction, agents confirm that the $L^t_R$ token was placed at $x$ while agents move the leader token to an agent in $Y'$. This behavior appears in lines 28–30.

Clearly, if there is no cycle, agents do not perform this procedure. Thus, if agents perform this procedure, an agent with the leader token decides that there is a cycle and thus the given graph is not a tree (Figure 2(f)). Concretely, the agent with the leader token changes its tre to no (line 30).

Next, we explain the case where a trial fails (Figure 3). There are three cases where the trial fails: (1) An agent having the $L^t_{se'}$ or $L^t_{se}$ token fails to interact with the right token, (2) an agent having the $L^t_L$ or $L^t_R$ token fails to wait for the leader token, and (3) an agent having the $L^t_{se}$ token fails to interact with an agent having the $L^t_L$ token. Case (1) is that an agent having the $L^t_{se'}$ token (resp., the $L^t_{se}$ token) interacts with an agent that does not have the $L^r$ token (resp., the $L^l$ token).
Agents have an infinite number of chances of the trial. This is because agents can make the leader token, the left token, and the right token transition to the $L_{se}$ token, the $L_l$ token, and the $L_r$ token, respectively, from any configuration (lines 9–18 and 31–43). Hence, from global fairness, eventually agents make the left and right tokens transition to the trial mode on the cycle and then agents find the cycle by the leader token. Thus, eventually a trial succeeds if there is a cycle.

By the behaviors of the trial, since $tre$ of the leader token is yes just after agents complete the token election, $tre$ of the leader token converges to a correct value. Since eventually all agents follow the decision of the leader token, all agents correctly decide whether the given graph is a tree or not.

**Correctness**

First of all, if the number of agents $n$ is less than 3, clearly a leader token is not generated in Algorithm 1. Hence, in the case, $tre_a$ of each agent $a$ converges to yes. Thus, since the given graph with $n < 3$ is a tree, each agent make a correct decision in this case. From now on, we consider the case where the number of agents $n$ is at least 3.

To begin with, we define some notions for the numbers of the leader, left, and right tokens as
Definition 1. The number of agents with $L_r$ or $L^t_r$ tokens is denoted by $\#L_r$. The number of agents with $L_l$ or $L^t_l$ tokens is denoted by $\#L_l$. The number of agents with $L_{se}$, $I^t_{se}$, $I^t_{se'}$, or $L_{se'}$ tokens is denoted by $\#L_{se}$.

Next, we define a configuration where agents complete the token election.

Definition 2. For an execution $\Xi = C_0, C_1, \ldots$, we say that agents complete the token election at $C_i$ if $\#L_r > 1$, $\#L_l > 1$, or $\#L_{se} > 1$ holds in $C_{i-1}$, and $\#L_r = 1$, $\#L_l = 1$, and $\#L_{se} = 1$ hold in $C_i$.

From now, we show that agents eventually complete the token election, and, for agent $a$ with the leader token, $tre_a = yes$ hold just after the election.

Lemma 3. For any globally-fair execution $\Xi = C_0, C_1, \ldots$, there is a configuration $C_i$ at which agents complete the token election.

In $C_i$, there exists an agent $a$ that has an $L_{se}$ token and $tre_a$ is yes. Moreover, in any configuration after $C_i$, $\#L_r = 1$, $\#L_l = 1$, and $\#L_{se} = 1$ hold.

Proof. Consider a globally-fair execution $\Xi = C_0, C_1, C_2, \ldots$. From the pseudocode, when an agent having a leader token interacts with an agent having no leader token, agents move the leader token. Similarly, when an agent having a left token (resp., a right token) interacts with an agent having no left token (resp., no right token), agents move the token. Only if an agent having a leader token interacts with an agent having a leader token, the number of leader tokens decreases. Similarly, only if an agent having a left token (resp., a right token) interacts with an agent having a left token (resp., a right token), the number of the tokens decreases. These imply that, from global fairness, if there are two or more tokens of the same type (leader, left, or right), eventually adjacent agents have the tokens and then they interact.

Hence, from global fairness, because there is no behavior to increase $\#L_r$, $\#L_r$ continues to decrease as long as $\#L_r \geq 2$ holds, by the behavior of lines 2–3. Thus, after some configuration, $\#L_r = 1$ holds and the behavior of lines 2–3 does not occur. After that, because there is no behavior to increase $\#L_l$ except for the behavior of lines 2–3, $\#L_l$ continues to decrease as long as $\#L_l \geq 2$ holds, by the behavior of lines 4–5. Thus, after some configuration, $\#L_l = 1$ holds and the behavior
of lines 4–5 does not occur. After that, because there is no behavior to increase \#L_l except for the behavior of lines 4–5, \#L_{se} continues to decrease as long as \#L_{se} \geq 2 holds, by the behavior of lines 6–7. Thus, after some configuration, \#L_{se} = 1 holds. Hence, there exists a configuration \( C_i \) such that \#L_r = 1, \#L_l = 1, and \#L_{se} = 1 hold after \( C_i \) and \#L_r > 1, \#L_l > 1, or \#L_{se} > 1 holds in \( C_{i-1} \).

If \( n > 3 \) holds, agents execute lines 6–8 of the pseudocode at transition \( C_{i-1} \rightarrow C_i \) because only the behavior of lines 6–8 decreases the number of leader tokens. For an agent \( a \) with the leader token, the leader token transitions to an \( L_{se} \) token and \( tre_a \) transitions to \( yes \) when agents execute lines 6–8. If \( n = 3 \) holds, agents execute lines 4–5 of the pseudocode at transition \( C_{i-1} \rightarrow C_i \), and the first leader token is generated by this transition (and hence the leader token is the \( L_{se} \) token and \( tre_a = yes \) for an agent \( a \) with the \( L_{se} \) token). These imply that, in \( C_i \), there exists an agent \( a \) that has the \( L_{se} \) token and \( tre_a \) is \( yes \). Therefore, the lemma holds.

From Lemma 3 after agents complete the token election, only one leader token remains. From now on, we define \( tre \) of the leader token as \( tre_a \) such that agent \( a \) has the leader token.

From the pseudocode, \( tre \) of the leader token is conveyed to all agents. This implies that, after \( tre \) of the leader token converges to an \( L_{se} \) token and \( tre_a \) transitions to \( yes \) when agents execute lines 6–8. If \( n = 3 \) holds, agents execute lines 4–5 of the pseudocode at transition \( C_{i-1} \rightarrow C_i \), and the first leader token is generated by this transition (and hence the leader token is the \( L_{se} \) token and \( tre_a = yes \) for an agent \( a \) with the \( L_{se} \) token). These imply that, in \( C_i \), there exists an agent \( a \) that has the \( L_{se} \) token and \( tre_a \) is \( yes \). Therefore, the lemma holds.

Lemma 4. For any globally-fair execution \( \Xi \), if there is no cycle on a given communication graph, \( tre \) of the leader token converges to \( yes \).

Proof. Variable \( tre \) of the leader token transitions to \( no \) only if agents execute lines 28–30. From Lemma 3 when agents complete the token election, \( tre \) of the leader token transitions to \( yes \). Thus, for the purpose of contradiction, we assume that, for a globally-fair execution \( \Xi \) with a graph \( G \) containing no cycle, agents execute lines 28–30 after agents complete the token election. From now, let us consider the configuration after agents complete the token election. We first prove that, to execute lines 28–30, agents execute the following procedure.

1. By executing lines 19–21, an \( L_{se'} \) token and an \( L_l \) token are generated.
2. By executing lines 22–24, an \( L_{se'} \) token and an \( L_r \) token are generated.
3. By executing lines 25–27, an \( L_{se'} \) token is generated.
4. Agents execute lines 28–30.

From now, we show why agents execute the above procedure to execute lines 28–30. To execute lines 28–30, an \( L_{se'} \) token is required (line 28). Recall that, when agents complete the token election, the leader token is \( L_{se} \). Hence, to generate an \( L_{se'} \) token, agents need to execute lines 25–27 (i.e., the item 3 of the procedure is necessary). This is because the behavior of lines 25–27 is the only way to generate an \( L_{se'} \) token. To execute lines 25–27, an \( L_{se'} \) token is required (line 25). To generate an \( L_{se'} \) token, agents need to execute lines 22–24 (i.e., the item 2 of the procedure is necessary) because the behavior of lines 22–24 is the only way to generate an \( L_{se'} \) token. Similarly, to execute lines 22–24, an \( L_{se'} \) token is required (line 22), and, to generate an \( L_{se'} \) token, agents need to execute lines 19–21 (i.e., the item 1 of the procedure is necessary) because the behavior of lines 19–21 is the only way to generate an \( L_{se'} \) token.

In the procedure, agents may perform the behaviors of some items multiple times by resetting the leader token to a \( L_{se} \) token (e.g., agents may perform the behaviors of items 1, 2, 3, and 4 after performing the behaviors of items 1 and 2). However, we can observe that agents finally execute
a procedure such that agents perform the behavior of each item only once in the procedure. From now on, we consider only such a procedure.

From the pseudocode, to execute lines 28–30, the following three conditions should hold during the procedure. Note that, after agents complete the token election, \(\#L_r = 1, \#L_l = 1, \) and \(\#L_{se} = 1\) hold.

- After executing lines 19–21, an agent having an \(L_{se}^l\) token does not interact with other agents until the agent interacts with an agent having an \(L_r\) token (i.e., the agent interacts only when agents execute lines 22–24). Otherwise, agents make the \(L_{se}^l\) token transition to an \(L_{se}\) token and cannot execute lines 22–24 (i.e., the item 2 of the procedure cannot be executed).

- After executing lines 19–21, an agent having an \(L_i^l\) token does not interact with other agents until the agent interacts with an agent having an \(L_{se}^l\) token (i.e., the agent interacts only when agents execute lines 25–27). Otherwise, agents make the \(L_i^l\) token transition to an \(L_l\) token and cannot execute lines 25–27 (i.e., the item 3 of the procedure cannot be executed).

- After executing lines 22–24, an agent having an \(L_i^r\) token does not interact with other agents until the agent interacts with an agent having an \(L_{se}^r\) token (i.e., the agent interacts only when agents execute lines 28–30). Otherwise, agents make the \(L_i^r\) token transition to an \(L_r\) token and cannot execute lines 28–30 (i.e., the item 4 of the procedure cannot be executed).

From items 1 and 2, an \(L_i^l\) token exists next to an \(L_{se}^l\) token when agents execute lines 22–24. Hence, from the pseudocode, an \(L_i^l\) token and an \(L_i^r\) token are next to each other just after agents execute lines 22–24. In addition, an \(L_{se}^l\) token and the \(L_i^r\) token are also next to each other just after agents execute lines 22–24. To execute lines 25–27, an agent having the \(L_{se}^l\) token must interact with the agent having the \(L_i^l\) token without meeting the agent having the \(L_i^r\) token. Furthermore, the agent having the \(L_i^r\) token must not interact with other agents until agents execute lines 28–30.

By the assumption, since agents execute lines 22–24, there are two paths from the agent having the \(L_{se}^l\) token to the agent having the \(L_i^l\) token just after agents execute lines 22–24. One of the paths is the path via the agent having the \(L_i^r\) token. The other is the path without passing through the agent having the \(L_i^l\) token. Therefore, there is a cycle in \(G\). This is a contradiction. \(\Box\)

Next, we show that tre of the leader token converges to no if there is a cycle on the graph.

**Lemma 5.** For any globally-fair execution \(\Xi\), if there is a cycle on a given communication graph, tre of the leader token converges to no.

**Proof.** Consider a globally-fair execution \(\Xi\) with a graph \(G\) containing a cycle. In \(\Xi\), let \(C\) be a configuration such that \(C\) occurs infinitely often. From Lemma 3, eventually agents complete the token election and thus \(C\) occurs infinitely often after agents complete the token election.

Clearly, each condition in lines 2–8 is not satisfied after \(C\). Thus, from the pseudocode, a token moves by any interaction (except for null transitions) after \(C\). This implies that tokens can move freely on \(G\) after \(C\). Hence, from global fairness, a configuration \(C'\) such that all tokens are on a cycle occurs. Moreover, there exists a configuration \(C''\) such that \(C''\) is reachable from \(C'\) and \(L_{se}, L_l, \) and \(L_r\) tokens are on the cycle in \(C''\). This is because \(C''\) occurs if the following behaviors occur from \(C'\).

1. Making \(L_l\) and \(L_r\) tokens: If an agent having an \(L_i^l\) (or \(L_l\)) token and an agent having an \(L_i^r\) (or \(L_r\)) token can interact in \(C'\), they interact and then an \(L_l\) token and an \(L_r\) token are generated by the behavior of lines 31–43. Otherwise, since the left token and the right token are on a cycle in \(C'\) (and hence an agent with the token has at least two edges), each agent
having the token can interact with an agent having no token. In the case, an agent having an \( L_t' \) token (resp., an \( L_r' \) token) interacts with an agent having no token, and an \( L_l \) token (resp., an \( L_r \) token) is generated.

2. Making an \( L_{se} \) token: If the leader token is an \( L_{se'} \) token or an \( L_{se'} \) token, an agent having the token interacts with an agent having an \( L_l \) token or no token. As a result, an \( L_{se} \) token is generated. If the leader token is an \( L_{se} \) token, the \( L_{se} \) token moves to an agent that is on a cycle and is adjacent to an agent with an \( L_l \) token (or an \( L_r \) token). Then, an agent having the \( L_{se} \) token interacts with an agent having the \( L_l \) token (or the \( L_r \) token) and then an \( L_{se} \) token is generated.

There exists a configuration such that the configuration is reachable from \( C'' \) and, on a cycle, an agent having an \( L_{se} \) token is adjacent to an agent having an \( L_l \) token in the configuration. This is because tokens can move freely on a graph. In the configuration, agents can execute lines 19–21. If agents execute lines 19–21, the configuration transitions to a configuration such that \( L_{se}, L_l' \), and \( L_r \) tokens exist in a cycle. From the configuration, the \( L_r \) token can move to an agent next to an agent with the \( L_{se} \) token while an agent with the \( L_{se} \) token and an agent with the \( L_l' \) token do not interact with any agent. This is because they are on a cycle and the \( L_r \) token can move along the cycle. Then, an agent having the \( L_{se} \) token can interact with an agent having the \( L_r \) token and then agents execute lines 22–24. Such behavior causes a configuration such that \( L_{se}', L_l', \) and \( L_r' \) tokens are on a cycle. From the configuration, the \( L_{se} \) token can move to an agent next to an agent having the \( L_l' \) token while an agent having the \( L_l' \) token and an agent having the \( L_r' \) token do not interact with any agent. This is because they are on a cycle and the \( L_{se} \) token can move along the cycle. Then, an agent having the \( L_{se} \) token can interact with an agent having the \( L_l' \) token and agents can execute lines 25–27. After that, an agent having an \( L_{se} \) token can interact with an agent having the \( L_r' \) token and agents can execute lines 28–30. Hence, from global fairness, since each of the configurations occurs infinitely often, agents execute lines 28–30 infinitely often and agents assign \( \text{no} \) to \( \text{tre} \) of the leader token infinitely often. Although \( \text{tre} \) of the leader token transitions to \( \text{yes} \) if agents execute line 8, agents does not execute line 8 after \( C \). Therefore, the lemma holds.

From Lemmas 3, 4, and 5 we prove the following theorem.

**Theorem 6.** Algorithms 1 and 2 solve the tree identification problem. That is, there exists a protocol with constant states and designated initial states that solves the tree identification problem under global fairness.

**Proof.** From Lemma 3 there is a configuration \( C \) such that \( \text{tre} \) of the leader token is \( \text{yes} \) in \( C \) and agents complete the token election at \( C \). Hence, from Lemmas 4 and 5 if there is a cycle (resp., no cycle) in a given communication graph, \( \text{tre} \) of the leader token converges to \( \text{no} \) (resp., \( \text{yes} \)). From the pseudocode, since each token can move freely on the graph, \( \text{tre} \) of each agent converges to the same value of \( \text{tre} \) of the leader token. Thus, if there is a cycle (resp., no cycle) in a given communication graph, \( \text{tre} \) of each agent converges to \( \text{no} \) (resp., \( \text{yes} \)). Therefore, the theorem holds.

### 3.2 k-regular Identification Protocol with knowledge of \( P \) under Global Fairness

In this subsection, we give a \( k \)-regular identification protocol (hereinafter referred to as “\( k \)RI protocol”) with \( O(k \log P) \) states and designated initial states under global fairness. In this protocol, the upper bound \( P \) of the number of agents is given. However, we also show that the protocol solves the problem with \( O(k \log n) \) states if the number of agents \( n \) is given.

13
From now, we explain the basic strategy of the protocol. First, agents elect a leader token. In this protocol, agents with leader tokens leave some information in agents. To keep only the information that is left after completion of the election, we introduce level of an agent. If an agent at level $i$ has the leader token, we say that the leader token is at level $i$. Agents with leader tokens leave the information with their levels. Before agents complete the election of leader tokens, agents keep increasing their levels (we explain later how to increase the level), and agents discard the information with smaller levels when agents increase their levels. When agents complete the election of leader tokens, the agent with the leader token is the only agent that has the largest level. Then, all agents eventually converge to the level. Hence, since agents discard the information with smaller levels, agents virtually discard any information that was left before agents complete the election. From now on, we consider configurations after agents elect a leader token and discard any outdated information.

Now, we explain how the protocol solves the $k$-regular identification problem by using the leader token. Concretely, each agent examines whether its degree is at least $k$, and whether its degree is at least $k+1$. If an agent confirms that its degree is at least $k$ but does not confirm that its degree is at least $k+1$, then the agent thinks that its degree is $k$. Each agent examines whether its degree is at least $k$ as follows: An agent $a$ with the leader token checks whether $a$ can interact with $k$ different agents. To check it, agent $a$ with the leader token marks adjacent agents and counts how many times $a$ has marked. Concretely, when agent $a$ having the leader token interacts with an agent $b$, agent $a$ marks agent $b$ by making $b$ change to a marked state. Agent $a$ counts how many times $a$ interacts with an agent having a non-marked state (hereinafter referred to as “a non-marked agent”). If agent $a$ having the leader token interacts with $k$ non-marked agents successively, $a$ decides that $a$ can interact with $k$ different agents (i.e., its degree is at least $k$).

If an agent confirms that its degree is at least $k$, the agent stores this information locally. To do this, we introduce a variable $loc_a$ at agent $a$: Variable $loc_a \in \{\text{yes}, \text{no}\}$, initialized to $\text{no}$, represents whether the degree of agent $a$ is at least $k$. If $loc_a = \text{yes}$ holds, agent $a$ thinks that its degree is at least $k$. If an agent $a$ confirms that its degree is at least $k$, agent $a$ stores this information locally by making $loc_a$ transition from $\text{no}$ to $\text{yes}$.

Next, we show how agents decide whether the graph is $k$-regular. In this protocol, first an agent with the leader token decides whether the graph is $k$-regular, and then the decision is conveyed to all agents by the leader token. We use variable $reg_a$ at agent $a$ for the decision: Variable $reg_a \in \{\text{yes}, \text{no}\}$, initialized to $\text{no}$, represents the decision of the $k$-regular graph. If $reg_a = \text{yes}$ holds for agent $a$, then $\gamma(s_a) = \text{yes}$ holds. If $reg_a = \text{no}$ holds, then $\gamma(s_a) = \text{no}$ holds. Whenever an agent $a$ with the leader token makes $loc_a$ transition to $\text{yes}$, agent $a$ makes $reg_a$ transition to $\text{yes}$. If an agent $a$ with the leader token finds an agent $b$ such that $loc_b = \text{no}$ or its degree is at least $k+1$, agents reset $reg_a$ to $\text{no}$. Note that, since all agents follow the decision of the leader token, this behavior practically resets $reg$ of each agent. If there is such agent $b$, agent $a$ with the leader token eventually finds agent $b$ since the leader token moves freely on the graph. Hence, if the graph is not $k$-regular, $reg$ of the leader token (i.e., $reg_a$ such that agent $a$ has the leader token) transitions to $\text{no}$ infinitely often. On the other hand, if the graph is $k$-regular, eventually $loc_a$ of each agent $a$ transitions from $\text{no}$ to $\text{yes}$. Let us consider a configuration where $loc$ of each agent other than an agent $x$ is $\text{yes}$ and $loc_x$ is $\text{no}$. After the configuration, when agent $x$ makes $loc_x$ and $reg_x$ transition to $\text{yes}$, agent $x$ has the leader token (i.e., $reg$ of the leader token transitions to $\text{yes}$). Hence, since there is no agent such that its $loc$ is $\text{no}$ or its degree is at least $k+1$, $reg$ of the leader token never transitions to $\text{no}$ afterwards and thus $reg$ of the leader token converges to $\text{yes}$. Thus, since agents convey the decision of the leader token to all agents, eventually all agents make a correct decision.

Before we explain the details of the protocol, first we introduce other variables at agent $a$. 

\[\gamma(s_a) = \begin{cases} \text{yes} & \text{if } \text{degree of agent } a \geq k \\
\text{no} & \text{otherwise}\end{cases}\]
• $LF_a \in \{L_0, L_1, \ldots, L_k, \phi, \phi'\}$: Variable $LF_a$, initialized to $L_0$, represents states for a leader token and marked agents. If $LF_a$ is neither $\phi$ nor $\phi'$, agent $a$ has a leader token. In particular, if $LF_a = L_i (i \in \{0, 1, \ldots, k\})$ holds, agent $a$ has an $L_i$ token. Moreover, $LF_a = L_i$ represents that agent $a$ has interacted with $i$ different non-marked agents (i.e., agent $a$ has at least $i$ edges). If $LF_a = \phi$ holds, agent $a$ has no leader token. If $LF_a = \phi'$ holds, agent $a$ has no leader token and $a$ is marked by other agents.

• $level_a \in \{0, 1, 2, \ldots, \lceil \log P \rceil\}$: Variable $level_a$, initialized to 0, represents the level of agent $a$.

The protocol uses $O(k \log P)$ states because the number of values taken by variable $LF_a$ is $k + 2$, the number of values taken by variable $level_a$ is $\lceil \log P \rceil + 1$, and the number of values taken by other variables ($loc_a$ and $reg_a$) is constant.

Now, we explain the details of the protocol. The protocol is given in Algorithm 2

The election of leader tokens with levels (lines 2–7 and 26–30 of the pseudocode)

Initially, each agent has the leader token and the level of each agent is 0. If two agents with leader tokens at the same level interact, agents delete one of the leader tokens and increase the level of the agent with the remaining leader token by one (lines 2–5). Moreover, $loc_a$ and $reg_a$ transition to $no$ (lines 6–7), where agent $a$ is the agent with the remaining leader token. Next, we consider the case where two agents at different levels interact. If an agent $a$ at the larger level interacts with an agent $b$ at the smaller level, agent $b$ updates its level to the same level as the larger level (regardless of possession of the leader token). This behavior appears in lines 26–27. Furthermore, at the interaction, agent $b$ resets $loc_b$ to $no$ (line 28), and agent $b$ deletes its leader token if agent $b$ has the leader token (line 29). We can observe that there is level $lev_last$ such that all agents converge to level $lev_last$, because agents update their levels by only above behaviors and there is no behavior that increases the number of leader tokens. Since an agent at the largest level updates its level only if the agent has the leader token, there is an agent with the leader token at the largest level in any configuration. Thus, since each agent converges to level $lev_last$ and the leader token moves freely among agents at the same level (we will show this movement behavior later), eventually agents elect a leader token by above behaviors.

Agents at the largest level delete the leader token only by the behavior of lines 3–7. This implies that, if at least two agents at the largest level have the leader token, eventually agents at the largest level with the leader tokens interact and then the largest level is updated. Hence, only one leader token can obtain level $lev_last$. When an agent $a$ with the leader token updates its level to level $lev_last$ by the behavior of lines 3–7, agent $a$ resets $loc_a$ and $reg_a$ to $no$. Since other agents are at levels smaller than level $lev_last$ just after the interaction, other agents will reset their $loc$ to $no$ by the behavior of line 28. From these facts, the interaction causes a configuration such that 1) the number of agents with the leader token at level $lev_last$ is one, 2) $reg_a = no$ and $loc_a = no$ hold for the agent $a$ with the leader token at level $lev_last$, and 3) other agents will reset their $loc$ after the configuration.

Note that, since agents delete one leader token by the behavior of lines 3–7, at most half of leader tokens at level $i$ update their level to $i + 1$ for $0 \leq i$. Thus, since there is no behavior that increases the number of leader tokens, the maximum level is at most $\lceil \log n \rceil$. In this protocol, since only the upper bound $P$ of the number of agents is given, the maximum level is at most $\lceil \log P \rceil$.

Search for an agent whose degree is at least $k$ or at least $k + 1$ with levels (lines 8–18 of the pseudocode)

First of all, this search behavior is performed only on the same level (line 2). Recall that eventually all agents converge to the same level (and agents discard the information at other levels).
Algorithm 2 A kRI protocol

Variables at an agent $a$:
- $LF_a \in \{L_0, L_1, \ldots, L_k, \phi, \phi'\}$: States for a leader token and marked agents, initialized to $L_0$.
- $\text{level}_a \in \{0, 1, 2, \ldots, \lfloor \log P \rfloor\}$: States for the level of agent $a$, initialized to 0.
- $\text{loc}_a \in \{\text{yes, no}\}$: States representing whether the degree of agent $a$ is at least $k$, initialized to no.
- $\text{reg}_a \in \{\text{yes, no}\}$: Decision of the $k$-regular graph, initialized to no.

1: when agent $a$ interacts with agent $b$ do
   \hspace*{1em} The behavior when agents have the same level
   2: \hspace*{0.5em} if $\text{level}_a = \text{level}_b$ then
      \hspace*{1em} \{ The election of leader tokens \}
      3: \hspace*{2em} if $LF_a = L_x \land LF_b = L_y \ (x, y \in \{0, 1, 2, \ldots, k\})$ then
      4: \hspace*{3em} $\text{level}_a \leftarrow \text{level}_a + 1$
      5: \hspace*{3em} $LF_a \leftarrow L_0, LF_b \leftarrow \phi$
      6: \hspace*{3em} $\text{reg}_a \leftarrow \text{no}$
      7: \hspace*{3em} $\text{loc}_a \leftarrow \text{no}$
      \hspace*{1em} \{ Decision and movement of the token \}
      8: \hspace*{2em} else if $LF_a = L_x \land LF_b = \phi \ (x \in \{0, 1, 2, \ldots, k-2\})$ then
      9: \hspace*{3em} $LF_a \leftarrow L_{x+1}, LF_b \leftarrow \phi'$
     10: \hspace*{2em} else if $LF_a = L_x \land LF_b = \phi' \ (x \in \{0, 1, 2, \ldots, k\})$ then
     11: \hspace*{3em} $LF_a \leftarrow \phi, LF_b \leftarrow L_0$
     12: \hspace*{3em} $\text{reg}_b \leftarrow \text{reg}_a$
     13: \hspace*{2em} else if $LF_a = L_{k-1} \land LF_b = \phi$ then
     14: \hspace*{3em} $LF_a \leftarrow L_k, LF_b \leftarrow \phi'$
     15: \hspace*{3em} if $\text{loc}_a = \text{no}$ then
     16: \hspace*{4em} $\text{reg}_a \leftarrow \text{yes}$
     17: \hspace*{4em} $\text{loc}_a \leftarrow \text{yes}$
     18: \hspace*{2em} end if
     \hspace*{1em} \{ Reset of reg of the leader token (the degree of agent $a$ is at least $k+1$) \}
     19: \hspace*{2em} else if $LF_a = L_k \land LF_b = \phi$ then
     20: \hspace*{3em} $LF_a \leftarrow L_0, LF_b \leftarrow \phi'$
     21: \hspace*{3em} $\text{reg}_a \leftarrow \text{no}$
     22: \hspace*{2em} end if
     \hspace*{1em} \{ Reset of reg of the leader token (loc$\_a$ or loc$\_b$ is no) \}
     23: \hspace*{2em} if $\text{loc}_a = \text{no} \lor \text{loc}_b = \text{no}$ then
     24: \hspace*{3em} $\text{reg}_a \leftarrow \text{no}, \text{reg}_b \leftarrow \text{no}$
     25: \hspace*{2em} end if
   \hspace*{1em} \{ The behavior when agents have different levels \}
   26: \hspace*{2em} else if $\text{level}_a > \text{level}_b$ then
   27: \hspace*{3em} $\text{level}_b \leftarrow \text{level}_a$
   28: \hspace*{3em} $\text{loc}_b \leftarrow \text{no}$
   29: \hspace*{3em} $LF_b \leftarrow \phi$
   30: \hspace*{2em} end if
   31: \hspace*{2em} end

In this behavior, to examine degrees of agents, agents use the leader token. An agent having the leader token confirms whether the agent can interact with $k$ different agents, so that the agent
confirms that its degree is at least $k$. To confirm it, the agent marks adjacent agents one by one and counts how many times the agent interacts with a non-marked agent. Concretely, when an agent $a$ having the $L_i$ token interacts with an agent $b$ having $\phi$, agent $a$ marks agent $b$ (i.e., $LF_b$ transitions to $\phi'$). At the interaction, $a$ makes the $L_i$ token transition to the $L_{i+1}$ token. These behaviors appear in lines 8–9. If agent $a$ obtains the $L_j$ token by such an interaction, agent $a$ has interacted with $j$ different agents because $a$ has marked $j$ non-marked agents. Thus, when agent $a$ having the $L_{k-1}$ token interacts with an agent with $\phi$, agent $a$ notices that $a$ has at least $k$ edges and thus $a$ updates $loc_a$ and $reg_a$ to yes (lines 13–18). Similarly, when agent $a$ having the $L_k$ token interacts with an agent with $\phi$, agent $a$ notices that $a$ has at least $k+1$ edges and thus $a$ updates $reg_a$ to no (lines 19–22).

When agent $a$ having the $L_i$ token interacts with a marked agent $b$ (i.e., agent $b$ with $\phi'$), agent $a$ resets the $L_i$ token to the $L_0$ token. Moreover, at the interaction, $a$ deletes a mark of $b$ and carries the $L_0$ token to $b$ (i.e., $LF_b = \phi'$ transitions to $L_0$ and $LF_a$ transitions to $\phi$). These behaviors appear in lines 10–12. By these behaviors, the leader token can move freely on a graph because an agent having the leader token can mark any adjacent agent by an interaction. Note that, after the leader token moves, some agents may remain as marked agents. However, even in the case, eventually agents correctly detect an agent whose degree is at least $k$ or $k+1$ because an agent with the leader token can delete marks of adjacent agents freely. Concretely, an agent $a$ having the leader token deletes a mark of the adjacent agent $b$ by making interaction between $a$ and $b$ three times. Figure 4 shows the example of the three interactions. By the interactions, the agents carry the leader token from $a$ to $b$ and then agent $b$ returns the leader token to $a$. As a result, agent $a$ has the leader token again and the marked agent $b$ transitions to a non-marked agent.

By the above behaviors, eventually each agent with degree $k$ makes its $loc$ transition to yes. If agents find some agent $a$ with $loc_a = no$, agents make $reg$ of the leader token transition to no (lines 23–25). Thus, if there is an agent whose degree is not $k$, $reg$ of the leader token converges to no. On the other hand, if the degree of each agent is $k$, eventually each agent makes its $loc$ transition to yes, and there is no behavior that makes $reg$ of the leader token transition to no afterwards. Hence, since $loc$ and $reg$ of the leader token transition to yes simultaneously by lines 15–18, $reg$ of the leader token converges to yes in the case. When agents move the leader token, agents convey $reg$ of the leader token (line 12). Therefore, eventually each agent makes a correct decision.

**Correctness**

First of all, we define some notations for the level. Let $lev(a,C)$ be level of agent $a$ in a configuration $C$. For a set of all agents $V = \{v_1, v_2, \ldots, v_n\}$ and a configuration $C$, let $lev_{\text{max}}(C) = \max_{a \in V}\{lev(a,C)\}$.

To begin with, we show that, in any execution of Algorithm 2, the behavior of line 4 is not performed by agent $a$ such that $level_a = \lfloor \log n \rfloor$ holds. This implies that the domain of variable $level$ is valid. Note that each agent $a$ increases its $level_a$ one by one.
Lemma 7. In any execution, agent $a$ does not increase $\text{level}_a$ if $\text{level}_a = \lfloor \log n \rfloor$ holds.

Proof. First of all, from the pseudocode, there is no behavior that decreases the number of leader tokens, and there is no behavior that decreases the level of an agent.

From now, we show that, in any execution, at most one leader token at level $\lfloor \log n \rfloor$ can occur. From the pseudocode, the number of leader tokens at some level increases only if the behavior of lines 3–7 occurs. Hence, by the behavior of lines 3–7, if the number of leader tokens at level $i$ increases by one, agents delete two leader tokens at level $i - 1$. Thus, since an initial level of each agent is 0 and the initial number of leader tokens is $n$, at most one leader token at level $\lfloor \log n \rfloor$ can occur.

From the pseudocode, the behavior of line 4 occurs only if two agents with leader tokens at the same level interact. Hence, if $\text{level}_a = \lfloor \log n \rfloor$ holds, agent $a$ cannot increase $\text{level}_a$ and thus the lemma holds. \hfill \square

From now, we show that Algorithm 2 solves the problem. First, we prove that, in any configuration $C$ of any execution, there exists an agent with the leader token at level $\text{lev}_\text{max}(C)$.

Lemma 8. Let us consider a graph $G = (V, E)$, where $V = \{v_1, v_2, \ldots, v_n\}$. For any configuration $C$ of any execution $\Xi$ with $G$, there exists an agent $v_m$ with the leader token such that $\text{lev}(v_m, C) = \text{lev}_\text{max}(C)$ holds.

Proof. For any graph $G = (V, E)$, let us consider an execution $\Xi = C_0, C_1, C_2, \ldots$ of the protocol, where $V = \{v_1, v_2, \ldots, v_n\}$. We prove the lemma by induction on the index of a configuration. In the base case ($C_0$), clearly $\text{level}_{v_1} = \text{level}_{v_2} = \cdots = \text{level}_{v_n} = \text{lev}_\text{max}(C_0) = 0$ holds. For the induction step, we assume that, there exists an agent $v_m$ with the leader token such that $\text{lev}(v_m, C_k) = \text{lev}_\text{max}(C_k)$. Let us consider an interaction at $C_k \rightarrow C_{k+1}$ for four cases.

- Case where the behavior of lines 3–7, 10–12, or 26–30 does not occur at $C_k \rightarrow C_{k+1}$: From the pseudocode, by the interaction, agents do not update $\text{level}_{v_i}$ for $1 \leq i \leq n$. In addition, by the interaction, agents do not move the leader token, and the number of leader tokens is not changed. Hence, in this case, agent $v_m$ with the leader token satisfies that $\text{lev}(v_m, C_{k+1}) = \text{lev}_\text{max}(C_{k+1})$.

- Case where the behavior of lines 3–7 occurs at $C_k \rightarrow C_{k+1}$: From the pseudocode, if an agent increases its level by the interaction, the agent has the leader token after the interaction. Hence, if $\text{lev}_\text{max}(C_{k+1}) = \text{lev}_\text{max}(C_k)$ holds, agent $v_m$ does not join the interaction and thus $\text{lev}(v_m, C_{k+1}) = \text{lev}_\text{max}(C_{k+1})$ holds and agent $v_m$ has the leader token in $C_{k+1}$. On the other hand, if $\text{lev}_\text{max}(C_{k+1}) > \text{lev}_\text{max}(C_k)$ holds, one of the interacting agents $v'_m$ with the leader token satisfies $\text{lev}(v'_m, C_{k+1}) = \text{lev}_\text{max}(C_{k+1})$.

- Case where the behavior of lines 10–12 occurs at $C_k \rightarrow C_{k+1}$: From the pseudocode, by the interaction, agents move the leader token from an interacting agent to the other interacting agent. The interacting agents have the same level before the interaction. Moreover, by the interaction, agents do not change their level and thus $\text{lev}_\text{max}(C_{k+1}) = \text{lev}_\text{max}(C_k)$ holds. Hence, if agent $v_m$ does not join the interaction, $\text{lev}(v_m, C_{k+1}) = \text{lev}_\text{max}(C_{k+1})$ holds and agent $v_m$ has the leader token in $C_{k+1}$. If agent $v_m$ joins the interaction, other interacting agent $v_m'$ with the leader token satisfies $\text{lev}(v_m', C_{k+1}) = \text{lev}_\text{max}(C_{k+1})$.

- Case where the behavior of lines 26–30 occurs at $C_k \rightarrow C_{k+1}$: From the pseudocode, by the interaction, an interacting agent $a$ at the larger level do not change its variables, and the other interacting agent $b$ at the smaller level becomes the same level as the level of agent $a$. Hence,
in this case, agent $v_m$ with the leader token satisfies that $\text{lev}(v_m, C_{k+1}) = \text{lev}_{\text{max}}(C_{k+1})$ (whether $v_m$ joins the interaction or not).

In each case, there exists an agent $v_m$ with the leader token such that $\text{lev}(v_m, C_{k+1}) = \text{lev}_{\text{max}}(C_{k+1})$. Therefore, the lemma holds.

Next, we show that, in any execution, the level of each agent converges to the same value.

**Lemma 9.** For any execution $\Xi$ with some graph $G$, there exist a configuration $C$ and $\text{lev}_{\text{last}}$ ($0 \leq \text{lev}_{\text{last}} \leq \lfloor \log n \rfloor$) such that $\text{level}_a = \text{lev}_{\text{last}}$ holds for each agent $a$ after $C$.

**Proof.** Let us consider a graph $G = (V,E)$ and an execution $\Xi = C_0, C_1, \ldots$ with $G$, where $V = \{v_1, v_2, \ldots, v_n\}$. From the pseudocode, since there is no behavior that increases the number of leader tokens, the number of leader tokens does not change after some configuration $C_i$. This implies that, after $C_i$, the behavior of lines 3–7 does not occur. Thus, no agent can obtain the level larger than $\text{lev}_{\text{max}}(C_i)$. Let us consider two agents $v_x$ and $v_y$ that interact at $C_j \rightarrow C_j+1$ for $j \geq i$. If $\text{lev}(v_x, C_j) > \text{lev}(v_y, C_j)$ holds, $\text{lev}(v_y, C_{j+1}) = \text{lev}(v_x, C_{j+1}) = \text{lev}(v_x, C_j)$ holds by the behavior of lines 26–30. Hence, since there is no behavior that decreases level of an agent, $\text{lev}(v_1, C_k) = \text{lev}(v_2, C_k) = \cdots = \text{lev}(v_n, C_k) = \text{lev}_{\text{max}}(C_i)$ holds for a configuration $C_k$ ($k \geq i$) from global fairness. Since each agent maintains $\text{lev}_{\text{max}}(C_i)$ after $C_k$, the lemma holds.

Let us consider some execution $\Xi^*$ with some graph $G$. Let $\text{lev}_{\text{last}}$ be level such that $\text{level}_a = \text{lev}_{\text{last}}$ holds for each agent $a$ after some configuration of $\Xi^*$. From Lemma 9, such $\text{lev}_{\text{last}}$ exists. From now, we show some properties about $\Xi^*$ and $\text{lev}_{\text{last}}$. First, we prove that, in $\Xi^*$, after some of agents obtains level $\text{lev}_{\text{last}}$, there is only one leader token that is at level $\text{lev}_{\text{last}}$.

**Lemma 10.** In $\Xi^*$, after some of agents obtains level $\text{lev}_{\text{last}}$, there is only one leader token that is at level $\text{lev}_{\text{last}}$.

**Proof.** Let $C$ be a configuration in $\Xi^*$ such that the first agent at level $\text{lev}_{\text{last}}$ appears (i.e., there is an agent at level $\text{lev}_{\text{last}}$ in $C$ and there is no agent that is at level $\text{lev}_{\text{last}}$ before $C$). We show that there is only one leader token that is at level $\text{lev}_{\text{last}}$ after $C$. First of all, from Lemma 8 after $C$, there is at least one leader token that is at level $\text{lev}_{\text{last}}$. Thus, for the purpose of contradiction, we assume that there exists a configuration $C'$ of $\Xi^*$ such that there are two or more leader tokens that are at level $\text{lev}_{\text{last}}$ in $C'$ and $C'$ occurs after $C$. Let $\omega_1$ and $\omega_2$ be the leader tokens in $C'$. Let us consider a configuration $C''$ such that $\text{level}_a = \text{lev}_{\text{last}}$ holds for each agent $a$ after $C''$ and $C''$ occurs after $C'$. If agents delete $\omega_1$ or $\omega_2$, the behavior of lines 3–7 or 26–30 occurs. However, both behaviors must not occur from the definition of $\text{lev}_{\text{last}}$. Hence, there also exist $\omega_1$ and $\omega_2$ in $C''$.

After $C''$, when an agent having a leader token interacts with an agent having no leader token, agents move the leader token, or, by making an additional interaction between them, agents move the leader token. This implies that $\omega_1$ and $\omega_2$ can move to any agent after $C''$. Hence, from global fairness, eventually an agent having $\omega_1$ interacts with an agent having $\omega_2$ and then they update their levels to $\text{lev}_{\text{last}} + 1$ by the behavior of lines 3–7. This contradicts the definition of $\text{lev}_{\text{last}}$. 

In addition, since agents at level $\text{lev}_{\text{last}}$ do not delete the leader token, Lemma 10 can be extended as follow.

**Lemma 11.** In $\Xi^*$, only one leader token can be at level $\text{lev}_{\text{last}}$.

Next, we show properties about an agent at level $\text{lev}_{\text{last}}$ whose degree is less than $k+1$. 
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Lemma 12. In $\Xi^*$, an agent $a$ at level $\text{lev}_{\text{last}}$ does not perform the behavior of lines 15–18 if the degree of agent $a$ is less than $k$. Moreover, in $\Xi^*$, an agent $b$ at level $\text{lev}_{\text{last}}$ does not perform the behavior of lines 19–22 if the degree of agent $b$ is less than $k+1$.

Proof. In $\Xi^*$, when an agent $c$ with the leader token updates its level from $\text{lev}_{\text{last}} - 1$ to $\text{lev}_{\text{last}}$ by the behavior of lines 3–7, $\text{LF}_c$ transitions to $L_0$. Note that, from Lemma 11 only agent $c$ with the leader token at level $\text{lev}_{\text{last}}$ updates its level from $\text{lev}_{\text{last}} - 1$ to $\text{lev}_{\text{last}}$ by the behavior of lines 3–7 in $\Xi^*$. Hence, when other agents update its level to $\text{lev}_{\text{last}}$, the agents reset their $\text{LF}$ to $\phi$.

From now, we consider interactions between agents at level $\text{lev}_{\text{last}}$. To execute lines 15–18, it needs to occur $k$ times that an agent having the leader token interacts with a non-marked agent without moving the leader token. This is because the leader token transitions to $L_0$ when it moves. When an agent having the leader token interacts with a non-marked agent, the agent with the leader token marks the non-marked agent. From the pseudocode, unless the leader token moves, a marked agent does not move the leader token. This is because the leader token transitions to $\phi^+$ to $\phi$.

Now, we show properties about an agent whose degree is at least $k$. We prove that, if there is an agent whose degree is at least $k$ (resp., $k+1$), the agent performs the behavior of lines 13–18 (resp., lines 19–22) infinitely often.

Lemma 13. In $\Xi^*$, an agent $a$ performs the behavior of lines 13–18 infinitely often if the degree of agent $a$ is at least $k$. Moreover, in $\Xi^*$, an agent $b$ performs the behavior of lines 19–22 infinitely often if the degree of agent $b$ is at least $k+1$.

Proof. From Lemmas 9 and 11 there exists a configuration $C$ in $\Xi^*$ such that there is only one leader token and each agent is at level $\text{lev}_{\text{last}}$ after $C$. We consider configurations after $C$. From the pseudocode, the leader token can move to any agent after $C$. Thus, from global fairness, there exists a configuration $C'$ such that $C'$ occurs infinitely often and agent $a$ whose degree is at least $k$ has the leader token in $C'$.

In $C'$, since there exists only one leader token, each agent adjacent to $a$ has $\phi$ or $\phi'$. To make all $\phi'$ adjacent to $a$ transition to $\phi$, we consider the following procedure.

1. Agent $a$ having the leader token interacts with an agent $c$ having $\phi'$ three times. From the pseudocode, after the interactions, agent $a$ has the $L_0$ token and agent $c$ has $\phi$ (and other agents are the same states as before the interactions).

2. Agents repeat the above behavior until no agent adjacent to $a$ has $\phi'$.

From global fairness, eventually agents perform the above procedure. Hence, there exists a configuration such that, for agent $a$ with the leader token, each agent adjacent to $a$ has $\phi$ and the configuration occurs infinitely often. Moreover, from the configuration, eventually agent $a$ interacts with each adjacent agent in a row. From the pseudocode, when such interactions occur, agents execute lines 13–18. Thus, if the degree of agent $a$ is at least $k$, agent $a$ performs the behavior of lines 13–18 infinitely often. Similarly, if the degree of agent $b$ is at least $k+1$, agent $b$ performs the behavior of lines 19–22 infinitely often.

From Lemmas 9 and 11, eventually agents complete the election of leader tokens in $\Xi^*$. From now on, we define $\text{reg}$ of the leader token as $\text{reg}_a$ such that agent $a$ has the elected leader token. We show that $\text{reg}$ of the leader token transitions to $\text{yes}$ only a finite number of times in $\Xi^*$.
Lemma 14. In $\Xi^*$, reg of the leader token transitions to yes only a finite number of times.

Proof. From the pseudocode, reg of the leader token transitions to yes only by the behavior of lines 15–18. Hence, we prove that this behavior occurs only a finite number of times. From Lemmas 9 and 11, there exists a configuration $C$ in $\Xi^*$ such that there is only one leader token and each agent is at level $\text{lev}_\text{last}$. From the pseudocode, $\text{loc}_a$ of an agent $a$ transitions from yes to no only by the behaviors of lines 3–7 and 26–30. The behavior of lines 3–7 occurs only if there are multiple leader tokens, and the behavior of lines 26–30 occurs only if there are agents at different levels. From these facts, $\text{loc}_a$ of each agent $a$ transitions from yes to no a finite number of times in $\Xi^*$. Hence, from the condition of line 15, the behavior of lines 15–18 occurs a finite number of times in $\Xi^*$. Therefore, the lemma holds.

By using the above lemmas, we show that the protocol solves the $k$-regular identification problem. First, we show that, if the given graph is not $k$-regular, $\text{reg}_a$ of each agent $a$ converges to no.

Lemma 15. If the given communication graph is not $k$-regular, $\text{reg}_a$ of each agent $a$ converges to no in any globally-fair execution.

Proof. Let $\Xi$ be an execution with a non $k$-regular graph. Let $\text{lev}_\text{last}$ be level such that the level of each agent converges to level $\text{lev}_\text{last}$ in $\Xi$. From Lemma 9 such $\text{lev}_\text{last}$ exists.

First, we show that, if there is an agent $a$ whose degree is less than $k$ on the graph, $\text{reg}$ of the leader token converges to no in $\Xi$. From Lemma 12, if there is an agent $a$ whose degree is less than $k$ on the graph, agent $a$ never updates its $\text{loc}_a$ from no to yes after agent $a$ obtains level $\text{lev}_\text{last}$. When agent $a$ obtains level $\text{lev}_\text{last}$, agent $a$ updates its $\text{loc}_a$ to no by the behavior of lines 3–7 or 26–30. Hence, since $\text{loc}_a$ converges to no, reg of the leader token transitions to no infinitely often by the behavior of lines 23–25. From Lemma 14, reg of the leader token transitions from no to yes only a finite number of times in $\Xi$. Thus, if there is an agent whose degree is less than $k$ on the graph, reg of the leader token converges to no in $\Xi$.

Next, we show that, if there is an agent whose degree is at least $k+1$ on the graph, reg of the leader token converges to no in $\Xi$. From Lemma 13, if there is an agent whose degree is at least $k+1$ on the graph, reg of the leader token transitions to no infinitely often in $\Xi$. Thus, if there is an agent whose degree is at least $k+1$ on the graph, reg of the leader token converges to no in $\Xi$.

Now, we show that $\text{reg}_a$ of each agent $a$ converges to no in $\Xi$. Let $C$ be a configuration in $\Xi$ such that there is only one leader token and each agent is at level $\text{lev}_\text{last}$ after $C$. From Lemmas 9 and 11 such $C$ exists in $\Xi$. From the pseudocode, after $C$, the leader token moves freely on the graph and the decision of the leader token is conveyed to all agents. Thus, since reg of the leader token converges to no in $\Xi$, $\text{reg}_a$ of each agent $a$ converges to no in $\Xi$ from global fairness.

Next, we show that, if the given graph is $k$-regular, $\text{reg}_a$ of each agent $a$ converges to yes.

Lemma 16. If the given communication graph is k-regular, $\text{reg}_a$ of each agent $a$ converges to yes in any globally-fair execution.

Proof. Let $\Xi$ be an execution with a $k$-regular graph. In $\Xi$, let us consider a configuration $C$ such that 1) there is only one leader token, 2) each agent has some level $\text{lev}_\text{last}$ after $C$, and 3) $\text{loc}_a$ of some agent $a$ is no in $C$. From the pseudocode, when an agent $b$ increases its level, agent $b$ updates its $\text{loc}_b$ to no. Thus, from Lemmas 9 and 11 such $C$ exists in $\Xi$.

From Lemma 13, each agent performs the behavior of lines 13–18 infinitely often after $C$. Hence, eventually each agent $a$, such that $\text{loc}_a = \text{no}$ in $C$, makes $\text{loc}_a$ transition to yes by the behavior of lines 15–18 after $C$. Since there is only one leader token and each agent is at level $\text{lev}_\text{last}$ after
Let us consider the last agent that performs the behavior of lines 15–18. From Lemma 14, since \( \text{reg} \) of the leader token transitions to yes by the behavior of lines 15–18, the behavior of lines 15–18 occurs a finite number of times and thus such an agent exists. From the pseudocode, when the agent performs the behavior, \( \text{reg} \) of the leader token transitions to yes. After that, since \( \text{loc}_a \) of each agent \( a \) is yes, the behavior of lines 23–25 does not occur. Furthermore, from Lemma 12, the behavior of lines 19–22 is not performed. Thus, \( \text{reg} \) of the leader token does not transition to no afterwards and thus \( \text{reg}_a \) of each agent \( a \) converges to yes.

From Lemma 15 if the given communication graph is not \( k \)-regular, \( \text{reg}_a \) of each agent \( a \) converges to no in any execution of the protocol. From Lemma 16 if the given communication graph is \( k \)-regular, \( \text{reg}_a \) of each agent \( a \) converges to yes in any execution of the protocol. Thus, we can obtain the following theorem.

**Theorem 17.** Algorithm \( 3 \) solves the \( k \)-regular identification problem. That is, if the upper bound \( \mathcal{P} \) of the number of agents is given, there exists a protocol with \( O(k \log \mathcal{P}) \) states and designated initial states that solves the \( k \)-regular identification problem under global fairness.

Clearly, when the number of agents \( n \) is given, the protocol works even if the protocol uses variable \( \text{level}_a = \{0, 1, 2, \ldots, \lfloor \log n \rfloor \} \) instead of \( \text{level}_a = \{0, 1, 2, \ldots, \lfloor \log \mathcal{P} \rfloor \} \). Therefore, we have the following theorem.

**Theorem 18.** If the number of agents \( n \) is given, there exists a protocol with \( O(k \log n) \) states and designated initial states that solves the \( k \)-regular identification problem under global fairness.

### 3.3 Star Identification Protocol with initial knowledge of \( n \) under weak fairness

In this subsection, we give a star identification protocol (hereinafter referred to as “SI protocol”) with \( O(n) \) states and designated initial states under weak fairness. In this protocol, the number of agents \( n \) is given. Recall that, in this protocol under weak fairness, if a transition \( (p, q) \rightarrow (p', q') \) exists for \( p \neq q \), a transition \( (q, p) \rightarrow (q', p') \) also exists. Since a given graph is a star if \( n \leq 2 \) holds, we consider the case where \( n \) is at least 3.

The basic strategy of the protocol is as follows. Initially, each agent thinks that the given graph is not a star. First, agents elect an agent with degree two or more as a central agent (i.e., an agent that connects to all other agents in the star graph). Then, by counting the number of agents adjacent to the central agent, agents examine whether there is a star subgraph in the given graph such that the subgraph consists of \( n \) agents. Concretely, if the central agent confirms by counting that there are \( n - 1 \) adjacent agents, agents confirm that there is the subgraph. In this case, agents think that the given graph is a star. Then, if two agents other than the central agent interact, agents decide that the graph is not a star. If such an interaction does not occur, agents continue to think that the given graph is a star.

To explain the details, first we introduce variables at an agent \( a \).

- \( LF_a \in \{\phi, \phi', l', L_2, L_3, \ldots, L_{n-1}\} \): Variable \( LF_a \), initialized to \( \phi \), represents a role of agent \( a \). 
  - \( LF_a = L_i \) means that a central agent \( a \) has marked \( i \) agents (i.e., agent \( a \) has at least \( i \) edges).
  - \( LF_a = l' \) means that \( a \) is a candidate of a central agent and is a marked agent. \( LF_a = F \) means that agent \( a \) is a non-marked agent. \( LF_a = F' \) means that agent \( a \) is a marked agent. When \( LF_a = x \) holds, we refer to \( a \) as an \( x \)-agent.
Algorithm 3 A SI protocol

A variable at an agent $a$:

- $LF_a \in \{\phi, \phi', l', L_2, L_3, \ldots, L_{n-1}\}$: States that represent roles of agents, initialized to $\phi$. $L_i$ represents a central agent, $l'$ represents a candidate of the central agent, $\phi'$ represents a marked agent, and $\phi$ represents a non-marked agent.
- $star_a \in \{yes, no, never\}$: Decision of a star, initialized to $no$.

1: **when** agent $a$ interacts with agent $b$ **do**

   - **if** $star_a = never \vee star_b = never$ **then**
     
     - $star_a \leftarrow never, star_b \leftarrow never$
     
     - **else**
       
       { The election of a central agent }

   - **if** $LF_a = \phi \land LF_b = \phi$ **then**
     
     - $LF_a \leftarrow l', LF_b \leftarrow l'$

   - **else if** $LF_a = l' \land LF_b = \phi$ **then**
     
     - $LF_a \leftarrow L_2, LF_b \leftarrow \phi'$

   - **else if** $LF_a = L_i \land LF_b = \phi (2 \leq i \leq n - 2)$ **then**
     
     - $LF_a \leftarrow L_{i+1}, LF_b \leftarrow \phi'$

   - **end if**

2: **if** $LF_a = L_{n-1}$ **then**

   - $star_a \leftarrow yes, star_b \leftarrow yes$

3: **end if**

- **Decision of never**

4: **if** $LF_a = \phi' \land LF_b = \phi'$ **then**

5:  

   - $star_a \leftarrow never, star_b \leftarrow never$

6: **else if** $LF_a = \phi' \land LF_b = l'$ **then**

7:  

   - $star_a \leftarrow never, star_b \leftarrow never$

8: **end if**

- **Conveyance of yes**

9: **if** $star_a = yes \vee star_b = yes$ **then**

10:  

    - $star_a \leftarrow yes, star_b \leftarrow yes$

11: **end if**

20: **end if**

The protocol is given in Algorithm 3. Algorithm 3 uses $3n + 3$ states because the number of values taken by variable $LF_a$ is $n + 1$ and the number of values taken by variable $star_a$ is 3.

Now, we show the details of the protocol.
Examination of the subgraph (lines 5–14 and 20–22 of the pseudocode) First, agents elect a central agent. Initially, $L_{Fa}$ of each agent $a$ is $\phi$. When two $\phi$-agents interact, both $\phi$-agents transition to $l'$-agents (lines 5–6). When an $l'$-agent interacts with an $\phi$-agent, the $l'$-agent transitions to an $L_2$-agent (lines 7–8). By these behaviors, we can observe that the $L_2$-agent is adjacent to at least two agents. Clearly, if the given graph is a star, agents correctly elect the central agent. If the given graph is not a star, agents may elect no central agent or multiple central agents. However, in both cases, $star$ of each agent keeps $no$ (we explain the details later).

Then, to confirm that the central agent is adjacent to $n - 1$ agents, the central agent marks adjacent agents one by one and counts how many times the agent interacts with a non-marked agent. Concretely, for $2 \leq i \leq n - 3$, when the $L_i$-agent interacts with an $\phi$-agent, the $L_i$-agent marks the $\phi$-agent (i.e., the $\phi$-agent transitions to an $\phi'$-agent), and the $L_i$-agent transitions to the $L_{i+1}$-agent (lines 9–11). Note that, when an agent becomes the central agent, the agent has already interacted two different agents. Thus, in this protocol, the agent marked the two agents by the interactions, and the agent starts as an $L_2$-agent (lines 5–8). Recall that an $l'$-agent is a marked agent.

When an agent becomes an $L_{n-1}$-agent, the $L_{n-1}$-agent notices that the agent is adjacent to $n - 1$ agents. Thus, agents notice that there is a star subgraph in the given graph such that the subgraph consists of $n$ agents. Hence, when an agent becomes an $L_{n-1}$-agent, the interacting agents make their $star$ transition to $yes$ (lines 12–14). When an agent $a$ with $star_a = yes$ and an agent $b$ with $star_b = no$ interact, $star_b$ transitions to $yes$ (lines 20–22). By this behavior, eventually $yes$ is conveyed to all agents.

When agents elect multiple central agents (resp., no central agent), $star$ of each agent cannot transition to $yes$ because the central agents cannot mark $n - 1$ agents (resp., there is no agent that marks agents). Thus, since initially $star$ of each agent is $no$, agents make their $star$ keep $no$. In both cases, since clearly the given graph is not a star, agents make a correct decision.

Decision of $never$ (lines 2–3 and 15–19 of the pseudocode) When two $\phi'$-agents interact, they make their $star$ transition to $never$ (lines 15–16). When an $\phi'$-agent interacts with an $l'$-agent, they also make their $star$ transition to $never$ (lines 17–19).

From now, we show that 1) agents do not perform the above behaviors if the given graph is a star, and 2) agents perform the above behaviors or agents make their $star$ keep $no$ if the given graph is not a star.

If the given graph is a star, agents correctly elect the central agent. Thus, since agents other than the central agent can interact only with the $L_i$-agent, agents do not perform the above behaviors.

Next, let us consider the case where the given graph is not a star. In this case, if agents do not confirm the star subgraph that consists of $n$ agents, agents do not make their $star$ transition to $yes$. Thus, agents make a correct decision because, if $star_a = no$ or $star_a = never$ holds, $\gamma(s_a) = no$ holds. On the other hand, if agents confirm the star subgraph that consists of $n$ agents, there is an agent that is not elected as the central agent and is adjacent to two or more agents. Moreover, after agents confirm the subgraph, the agent is an $\phi'$- or $l'$-agent and is adjacent to another $\phi'$- or $l'$-agent. Hence, eventually two $\phi'$-agents interact, or the $\phi'$-agent interacts with the $l'$-agent. By the interaction, the interacting agents make their $star$ transition to $never$. When an agent $a$ with $star_a = never$ and an agent $b$ interact, $star_b$ transitions to $never$ (lines 2–3). By this behavior, eventually $never$ is conveyed to all agents. Note that, when this behavior occurs, the behavior of lines 20–22 does not occur. Thus, $never$ has priority over $yes$.

From these facts, we can observe that agents make a correct decision in any case.
Correctness

First, we define some notations.

**Definition 19.** The number of \( \phi \)-agents is denoted by \( \#\phi \). The number of \( \phi' \)-agents is denoted by \( \#\phi' \). The number of \( L_i \)-agents for \( 2 \leq i \leq n-1 \) is denoted by \( \#L_i \). Let \( \#L = \#L_2 + \#L_3 + \cdots + \#L_{n-1} \).

**Definition 20.** A function \( L(a,C) \) represents the number of agents counted by an agent \( a \) in configuration \( C \). Concretely, if \( LF_a = L_i \) holds in \( C \), \( L(a,C) = i \) holds. If \( LF_a \in \{ \phi, \phi', l' \} \) holds in \( C \), \( L(a,C) = 0 \) holds.

From now, we show an equation that holds in any execution of Algorithm [3]

**Lemma 21.** Let us consider an execution \( \Xi \) with some graph \( G = (V,E) \), where \( V = \{ v_1, v_2, \ldots, v_n \} \). In any configuration \( C \) of \( \Xi \), \( L(v_1,C) + L(v_2,C) + \cdots + L(v_n,C) = \#\phi' + \#L \) holds.

**Proof.** Let us consider an execution \( \Xi \) with a graph \( G = (V,E) \), where \( V = \{ v_1, v_2, \ldots, v_n \} \). We prove the lemma by induction on the index of a configuration. In the base case \((C_0)\), clearly \( L(v_1,C_0) + L(v_2,C_0) + \cdots + L(v_n,C_0) = \#\phi' + \#L = 0 \) holds. For the induction step, we assume that the equation holds in \( C_k \). Let us consider an interaction at \( C_k \rightarrow C_{k+1} \) for three cases.

- Case where the behavior of lines 7–8 or 9–11 does not occur at \( C_k \rightarrow C_{k+1} \): In this case, clearly \( L(v_i,C_{k+1}) = L(v_i,C_k) \) holds for \( 1 \leq i \leq n \). Moreover, by the interaction, \( \#\phi' \) and \( \#L \) do not change. Thus, \( L(v_1,C_{k+1}) + L(v_2,C_{k+1}) + \cdots + L(v_n,C_{k+1}) = \#\phi' + \#L \) holds in this case.

- Case where the behavior of lines 7–8 occurs at \( C_k \rightarrow C_{k+1} \): From the pseudocode, an \( l' \)-agent (resp., an \( \phi \)-agent) transitions to an \( L_2 \)-agent (resp., an \( \phi' \)-agent) by the interaction. Hence, by the interaction, \( L(v_1,C_{k+1}) + L(v_2,C_{k+1}) + \cdots + L(v_n,C_{k+1}) = L(v_1,C_k) + L(v_2,C_k) + \cdots + L(v_n,C_k) + 2 \) holds. In addition, \( \#\phi' \) increases by one and \( \#L \) increases by one. Thus, \( L(v_1,C_{k+1}) + L(v_2,C_{k+1}) + \cdots + L(v_n,C_{k+1}) = \#\phi' + \#L \) holds in this case.

- Case where the behavior of lines 9–11 occurs at \( C_k \rightarrow C_{k+1} \): From the pseudocode, an \( L_i \)-agent (resp., an \( \phi \)-agent) transitions to an \( L_{i+1} \)-agent (resp., an \( \phi' \)-agent) by the interaction. Hence, by the interaction, \( L(v_1,C_{k+1}) + L(v_2,C_{k+1}) + \cdots + L(v_n,C_{k+1}) = L(v_1,C_k) + L(v_2,C_k) + \cdots + L(v_n,C_k) + 1 \) holds, and \( \#\phi' \) increases by one. Thus, \( L(v_1,C_{k+1}) + L(v_2,C_{k+1}) + \cdots + L(v_n,C_{k+1}) = \#\phi' + \#L \) holds in this case.

In each case, the equation holds after the interaction. Therefore, the lemma holds. \( \square \)

Next, by using Lemma 21, we show that, if the given communication graph is a star, agents make a correct decision.

**Lemma 22.** If the given communication graph is a star, \( star_a \) of each agent \( a \) converges to yes for any weakly-fair execution \( \Xi \).

**Proof.** First of all, by the property of the star graph, an agent \( a \) with degree \( n - 1 \) joins any interaction. In the first interaction, agent \( a \) and another agent \( b \) interact. From the pseudocode, agents \( a \) and \( b \) transition to \( l' \)-agents. After that, since agents other than \( a \) and \( b \) are \( \phi \)-agents and agent \( a \) with degree \( n - 1 \) is the \( l' \)-agent, agents can transition to other states only by the behavior of lines 7–8. From weak fairness, eventually the behavior of lines 7–8 occurs, and agent \( a \) transitions to an \( L_2 \)-agent.

After that, agent \( a \) does not become an \( \phi \)-, \( \phi' \)-, or \( l' \)-agent from the pseudocode. Thus, since agent \( a \) always joins interactions, agent \( b \) is always the \( l' \)-agent, and any agent other than \( a \) and
Lemma 21. if agent a is the $L_i$-agent, $\#\phi' + \#L = n - i - 1$. Then, from the pseudocode, agent a and $\phi'$-agents can update their $LF_a$ only by the behavior of line 9–11. Thus, since agent a is adjacent to each agent, the behavior of line 9–11 occurs repeatedly from weak fairness until agent a transitions to an $L_{n-1}$-agent. Note that, since $\#\phi = n - i - 1$ when $LF_a = L_i$, eventually agent a transitions to the $L_{n-1}$-agent. When agent a transitions to the $L_{n-1}$-agent, $\text{star}_a$ transitions to $\text{yes}$ from the pseudocode. Then, agent a is always the $L_{n-1}$-agent. Hence, since agents other than agent a are adjacent only to agent a, $\text{star}$ of any agent does not transition to $\text{never}$ because the behaviors of lines 15–19 do not occur. Thus, from the pseudocode, $\text{star}$ of each agent transitions to $\text{yes}$ by the behavior of lines 20–22, and $\text{star}$ of each agent does not update afterwards. Therefore, the lemma holds.

From now, we show that, even if the given communication graph is not a star, agents make a correct decision. To show this, we first show the property of a configuration such that there is an $L_{n-1}$-agent in the configuration.

Lemma 23. If there is an $L_{n-1}$-agent in a configuration, there is an $l'$-agent and other $n - 2$ agents are $\phi'$-agents in the configuration. Furthermore, after the configuration, each agent a does not update its $LF_a$.

Proof. Let $C$ be a configuration in which there is an agent a that is an $L_{n-1}$-agent.

First of all, clearly $\#\phi' + \#L > n$ does not hold in any configuration. Hence, from Lemma 21 any agent other than a is not an $L_i$-agent for $2 \leq i \leq n - 1$ in C (otherwise $\#\phi' + \#L = n - 1 + i > n$ holds). Thus, since $\#\phi' + \#L = n - 1$ holds in $C$, $n - 2$ agents are $\phi'$-agents and one agent b is an $\phi$- or $l'$-agent.

Now, we show that agent b is an $l'$-agent in $C$. From the pseudocode, if an agent is an $\phi'$-agent in $C$, the agent is not an $l'$-agent before and after $C$. Since an $l'$-agent occurs only by the behavior of lines 5–6 and an $L_{n-1}$-agent exists in $C$, the behavior of lines 5–6 occurs before $C$. From these facts, agents a and b performed the behavior of lines 5–6 before $C$. From the pseudocode, if an agent is an $l'$-agent, the agent is not an $\phi$-agent afterwards. Hence, agent b is an $l'$-agent in $C$ and thus agent a is the $L_{n-1}$-agent, agent b is the $l'$-agent, and other $n - 2$ agents are $\phi'$-agents in $C$.

From the pseudocode, clearly each agent a does not update its $LF_a$ after $C$. Therefore, the lemma holds.

Now, by using Lemma 23, we show that agents make a correct decision even if the given communication graph is not a star.

Lemma 24. If the given communication graph is not a star, $\text{star}_a$ of each agent a converges to no or never for any weakly-fair execution $\Xi$.

Proof. Let $\Xi$ be a weakly-fair execution with a non-star graph. Let us consider two cases: (1) $\text{star}_a$ of some agent a transitions to $\text{yes}$ in $\Xi$, and (2) $\text{star}$ of any agent does not transition to $\text{yes}$ in $\Xi$.

In case (1), since the behavior of lines 12–14 occurs, an agent a becomes an $L_{n-1}$-agent. Moreover, from the pseudocode, agent a is always the $L_{n-1}$-agent afterwards. From now on, let us consider configurations after agent a becomes the $L_{n-1}$-agent. Since the given graph is not a star, there are two agents whose degree is two or more. Hence, there is an agent b that is adjacent to an agent other than a. From weak fairness, eventually agent b interacts with the agent other than a. By the interaction, from Lemma 23 the behavior of lines 15–16 or 17–19 occurs and $\text{star}_a$ transitions to $\text{never}$. After that, by the behavior of lines 2–3, $\text{star}$ of each agent transitions to $\text{never}$. Furthermore, after agents update their $\text{star}$ to $\text{never}$, agents do not update their $\text{star}$. Thus, $\text{star}$ of each agent converges to $\text{never}$ in this case.
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In case (2), if star of an agent transitions to never, star of each agent converges to never similarly to case (1); otherwise, since initially star of each agent is no, star of each agent converges to no. Therefore, the lemma holds.

From Lemma 22, if the given communication graph is a star, star of each agent a converges to yes in any execution of the protocol. From Lemma 24, if the given communication graph is not a star, star of each agent a converges to no or never in any execution of the protocol. Thus, we can obtain the following theorem.

**Theorem 25.** Algorithm solves the star identification problem. That is, there exists a protocol with $O(n)$ states and designated initial states that solves the star identification problem under weak fairness if the number of agents $n$ is given.

## 4 Impossibility Results

### 4.1 A Common Property of Graph Class Identification Protocols for Impossibility Results

In this subsection, we present a common property that holds for protocols with designated initial states under weak fairness.

With designated initial states under weak fairness, we assume that a protocol $P$ solves some of the graph class identification problems. From now, we show that, with $P$, there exists a case where agents cannot distinguish between some different connected graphs. Note that $P$ has no constraints for an initial knowledge (i.e., for some integer $x$, $P$ is $P_{n=x}$, $P_{P=x}$, or a protocol with no initial knowledge).

**Lemma 26.** Let us consider a communication graph $G = (V, E)$, where $V = \{v_1, v_2, v_3, \ldots, v_n\}$. Let $G' = (V', E')$ be a communication graph that satisfies the following, where $V' = \{v'_1, v'_2, v'_3, \ldots, v'_{2n}\}$.

- $E' = \{(v'_{x}, v'_{y}), (v'_{x+n}, v'_{y+n}) \in V' \times V' \mid (v_{x}, v_{y}) \in E\} \cup \{(v'_{1}, v'_{2}), (v'_{3+n}, v'_{4}) \in V' \times V' \mid (v_{1}, v_{2}) \in E\}$ (Figure 3 shows an example of the graphs).

Let $\Xi$ be a weakly-fair execution of $P$ with $G$. If there exists a configuration $C$ of $\Xi$ after which $\forall v \in V : \gamma(s(v)) = yn \in \{yes, no\}$ holds, there exists an execution $\Xi'$ of $P$ with $G'$ such that there exists a configuration $C'$ of $\Xi'$ after which $\forall v' \in V' : \gamma(s(v')) = yn$ holds.

**Proof.** First, we define a term that represents a relation between configurations. Let $C_i$ and $C'_j$ be configurations with $G$ and $G'$, respectively. If $s(v_x, C_i) = s(v'_x, C'_j)$ holds for $1 \leq x \leq n$, we say that $C_i$ and $C'_j$ are equivalent.

Let $\Xi$ be a weakly-fair execution of $P$ with $G$ such that there exists a configuration $C_\ell$ of $\Xi$ after which $\forall v \in V : \gamma(s(v)) = yn \in \{yes, no\}$ holds. Without loss of generality, we assume $yn = yes$.

Since $\Xi$ is weakly fair, $\Xi$ can be represented by the following $\Xi = C_0, C_1, C_2, \ldots, C_{t_1}, \ldots, C'_{t_2}, C_{t_2}', \ldots, C_{t_n}, \xi_1, C_{t_1}', \xi_2, C_{t_2}', \xi_3, \ldots$.

- For $u > 0$, $C_{u}'$ is a stable configuration such that $C_{u_0}' = C_{t_1}' = C_{t_2}' = \cdots$ holds and $C_{t_u}'$ occurs infinitely often.

- For $j \geq 1$, $\xi_j$ is a sub-execution such that, in $C_{t_{j-1}}', \xi_j, C_{t_j}'$, for each pair $(a, b)$ in $E$, agent $a$ interacts with agent $b$ and agent $b$ interacts with agent $a$, at least once.
Next, let us consider the following execution $\Xi' = C'_0, C'_1, C'_2, \ldots, C'_{t'_0}, \xi'_1, C'_{t'_1}, \xi'_2, C'_{t'_2}, \xi'_3, \ldots$ of $\mathcal{P}$ with $G'$.

- For $0 \leq i < t'_0$, when $v_x$ interacts with $v_y$ at $C_i \rightarrow C'_{i+1}$, $v'_x$ interacts with $v'_y$ at $C'_i \rightarrow C'_{i+1}$, and $v'_{x+n}$ interacts with $v'_{y+n}$ at $C'_{i+t'_0} \rightarrow C'_{i+t'_0+1}$. Clearly, $v'_1, \ldots, v'_{n}$ and $v'_{1+n}, \ldots, v'_{2n}$ behave similarly to $v_1, \ldots, v_n$ in $\Xi$ and thus $C'_0$ and $C'_{t'_0}$ are equivalent.

- For $j \geq 1$, by using $\xi_j = C'_1, C'_2, C'_3, \ldots, C'_m$, we define $\xi'_j = C'_1, C'_2, C'_3, \ldots, C'_{2m+1}$ as follows (Figure 6 shows images of $C'_{2j-1}, \xi'_j, C'_{2j}$).

  - Case where $j$ is an even number: $v'_1, \ldots, v'_{n}$ and $v'_{1+n}, \ldots, v'_{2n}$ behave similarly to $v_1, \ldots, v_n$ in $\Xi$. Concretely, for $1 \leq i < m$, when $v_x$ interacts with $v_y$ at $C'_i \rightarrow C'_{i+1}$, $v'_x$ interacts with $v'_y$ at $C'_i \rightarrow C'_{i+1}$, and $v'_{x+n}$ interacts with $v'_{y+n}$ at $C'_{i+m+1} \rightarrow C'_{i+m+2}$. When $v_x$ interacts with $v_y$ at $C'_{2j+1}$ (resp., $C'_m \rightarrow C'_{t'_0}$), $v'_x$ interacts with $v'_y$ at $C'_{2j+1}$ (resp., $C'_m \rightarrow C'_{t'_0}$), and $v'_{x+n}$ interacts with $v'_{y+n}$ at $C'_{m+1} \rightarrow C'_{m+2}$ (resp., $C'_{2m+1} \rightarrow C'_{2m+2}$).
In this case, clearly $v'_1, \ldots, v'_m$ and $v'_{1+n}, \ldots, v'_{2n}$ make transitions similarly to $v_1, \ldots, v_n$ in $\Xi$. Hence, if $C_{j+1}$ and $C_{2j+1}'$ are equivalent, $C_j'$ and $C_{2j}'$ are equivalent.

- Case where $j$ is an odd number: $\{v'_1, \ldots, v'_n\}$ and $\{v'_1, \ldots, v'_n\}$ behave similarly to $v_1, \ldots, v_n$ in $\Xi$. Concretely, for $1 \leq i < m$ and $x, y \neq 1$, when $v_x$ interacts with $v_y$ at $C_i' \rightarrow C_{i+1}'$, $v'_x$ interacts with $v'_y$ at $C_i' \rightarrow C_{i+1}'$, and $v'_{x+n}$ interacts with $v'_{y+n}$ at $C_{i+m+1}' \rightarrow C_{i+m+2}'$. When $v_x$ interacts with $v_y$ at $C_{j-1}' \rightarrow C_j'$ (resp., $C_m' \rightarrow C_j'$), $v'_x$ interacts with $v'_y$ at $C_{j-1}' \rightarrow C_j'$ (resp., $C_m' \rightarrow C_j'$), and $v'_{x+n}$ interacts with $v'_{y+n}$ at $C_{j+m+1}' \rightarrow C_{j+m+2}'$ (resp., $C_{2m+1}' \rightarrow C_{2j+1}'$).

For $1 \leq i < m$, when $v_1$ interacts with $v_x$ (resp., $v_x$ interacts with $v_1$) at $C_i' \rightarrow C_{i+1}'$, $v'_{1+n}$ interacts with $v'_{1+n}$ (resp., $v'_x$ interacts with $v'_x$) at $C_i' \rightarrow C_{i+1}'$, and $v'_{x+n}$ interacts with $v'_{x+n}$ (resp., $v'_{x+n}$ interacts with $v'_x$) at $C_{i+m+1}' \rightarrow C_{i+m+2}'$. When $v_1$ interacts with $v_x$ (resp., $v_x$ interacts with $v_1$) at $C_{j-1}' \rightarrow C_j'$, $v'_{1+n}$ interacts with $v'_{x+n}$ (resp., $v'_x$ interacts with $v'_{x+n}$) at $C_{j-1}' \rightarrow C_j'$, and $v'_{x+n}$ interacts with $v'_{x+n}$ (resp., $v'_{x+n}$ interacts with $v'_x$) at $C_{j+m+1}' \rightarrow C_{j+m+2}'$.

When $v_1$ interacts with $v_x$ (resp., $v_x$ interacts with $v_1$) at $C_{j-1}' \rightarrow C_j'$, $v'_{1+n}$ interacts with $v'_{x+n}$ (resp., $v'_x$ interacts with $v'_x$) at $C_{j-1}' \rightarrow C_j'$.

In this case, $\{v'_{1+n}\} \cup \{v'_1, \ldots, v'_n\}$ and $\{v'_1, \ldots, v'_n\}$ make transitions similarly to $v_1, \ldots, v_n$ in $\Xi$. Hence, if $C_{j-1}'$ and $C_{2j-1}'$ are equivalent, $C_j'$ and $C_{2j}'$ are equivalent because $s(v_1, C_{j-1}') = s(v'_1, C'_{2j-1}) = s(v'_{1+n}, C'_{2j-1})$ holds.

Since $\Xi$ is weakly fair, clearly each pair of agents in $E'$ interacts infinitely often in $\Xi'$ and thus $\Xi'$ satisfies weak fairness. By behaviors of $\Xi'$, since $C_{2t}$ and $C_t$ are equivalent and $\forall v \in V : \gamma(s(v)) = yes$ holds after $C_t$, $\forall v' \in V' : \gamma(s(v')) = yes$ holds after $C'_{2t}$. From these facts, the lemma holds.

\section*{4.2 Impossibility with the Known Upper Bound of the Number of Agents under Weak Fairness}

For the purpose of the contradiction, we assume that, for an integer $x$, there exists a protocol $P_{P=x}$ that solves some of the graph class identification problems with designated initial states under weak fairness. We can apply Lemma 26 to $P_{P=x}$ because we can apply the same protocol $P_{P=x}$ to both $G$ and $G'$ in Lemma 26. Clearly, we can construct $G$ and $G'$ in Lemma 26 such that, for any of properties line, ring, tree, $k$-regular, and star, $G$ is a graph that satisfies the property, and $G'$ is a graph that does not satisfy the property. Therefore, we have the following theorem.

\textbf{Theorem 27.} Even if the upper bound of the number of agents is given, there exists no protocol that solves the line, ring, $k$-regular, star, or tree identification problem with the designated initial states under weak fairness.

Note that, in Theorem 27, the bipartite identification problem is not included. However, we show later that there is no protocol that solves the bipartite identification problem even if the number of agents is given.

\section*{4.3 Impossibility with the Known Number of Agents under Weak Fairness}

In this subsection, we show that, even if the number of agents $n$ is given, there exists no protocol that solves the line, ring, $k$-regular, tree, or bipartite identification problem with designated initial
states under weak fairness.

Case of Line, Ring, $k$-regular, and Tree  First, we show that there exists no protocol that solves the line, ring, $k$-regular, or tree identification problem. Concretely, we show that there is a case where a line graph and a ring graph are not distinguishable. To show this, first we give some notations. Let $G = (V, E)$ be a line graph with four agents, where $V = \{v_1, v_2, v_3, v_4\}$ and $E = \{(v_1, v_2), (v_2, v_3), (v_3, v_4)\}$. Let $G' = (V', E')$ be a ring graph with four agents, where $V' = \{v'_1, v'_2, v'_3, v'_4\}$ and $E' = \{(v'_1, v'_2), (v'_2, v'_3), (v'_3, v'_4), (v'_4, v'_1)\}$. Let $s_0$ be an initial state of agents. Let us consider a transition sequence $T = (s_0, s_0) → (s_{a_1}, s_{b_1}), (s_{b_1}, s_{a_1}) → (s_{b_2}, s_{a_2}), (s_{a_2}, s_{b_2}) → (s_{a_3}, s_{b_3}), (s_{b_3}, s_{a_3}) → (s_{b_4}, s_{a_4}), \ldots$. Since the number of states is finite, there are $i$ and $j$ such that $s_{a_i} = s_{a_j}, s_{b_i} = s_{b_j}$, and $i < j$ hold. Let $sa$ and $sb$ be states such that $sa = s_{a_i} = s_{a_j}$ and $sb = s_{b_i} = s_{b_j}$ hold.

From now, we show the intuition of the proof as follows: We construct an execution $\Xi$ with $G$. In $\Xi$, agents repeat the following three sub-execution: 1) agents $v_1$ and $v_2$ interact repeatedly until $v_1$ and $v_2$ obtain $sa$ and $sb$, respectively, 2) agents $v_3$ and $v_4$ interact repeatedly until $v_3$ and $v_4$ obtain $sa$ and $sb$, respectively, and 3) $v_3$ and $v_2$ interact repeatedly until $v_3$ and $v_2$ obtain $sa$ and $sb$, respectively. Next, we construct an execution $\Xi'$ with $G'$. In $\Xi'$, agents repeat the following four sub-execution: 1) agents $v'_1$ and $v'_2$ interact repeatedly until $v'_1$ and $v'_2$ obtain $sa$ and $sb$, respectively, 2) agents $v'_3$ and $v'_4$ interact repeatedly until $v'_3$ and $v'_4$ obtain $sa$ and $sb$, respectively, 3) $v'_3$ and $v'_2$ interact repeatedly until $v'_3$ and $v'_2$ obtain $sa$ and $sb$, respectively, and 4) $v'_1$ and $v'_4$ interact repeatedly until $v'_1$ and $v'_4$ obtain $sa$ and $sb$, respectively. From the definition of $sa$ and $sb$, we can construct those executions, and clearly those executions satisfy weak fairness and agents make the same decision.

Now, we show the details. First, we define a particular execution $\Xi$ with the line graph $G$. Concretely, we define an execution $\Xi = C_0, \xi_1, C_{u_1}, \xi_2, C_{u_2}, \xi_3, C_{u_3}, \xi_4, C_{u_4}, \xi_5, \ldots$ of a protocol $P$ with $G$ as follows, where $\xi_m$ is a sub-execution ($m ≥ 1$).

- In $C_0, \xi_1, C_{u_1}$, until $s(v_1) = sa$ and $s(v_2) = sb$ hold, agents repeat the following interactions: $v_1$ interacts with $v_2, v_2$ interacts with $v_1, v_1$ interacts with $v_2$ . . . . From the definition of the transition sequence $T$, this is possible.

- In $C_{u_1}, \xi_2, C_{u_2}$, until $s(v_3) = sa$ and $s(v_4) = sb$ hold, agents repeat the following interactions: $v_3$ interacts with $v_4, v_4$ interacts with $v_3, v_3$ interacts with $v_4$ . . . . Thus, $s(v_1,C_{u_2}) = s(v_3,C_{u_2}) = sa$ and $s(v_2,C_{u_2}) = s(v_4,C_{u_2}) = sb$ hold.

- For $i ≥ 2$, we construct the execution as follows:

  - Case where $i \text{ mod } 3 = 0$ holds: In $C_{u_i}, \xi_{i+1}, C_{u_{i+1}}$, until $s(v_1) = sa$ and $s(v_2) = sb$ hold, agents repeat the following interactions: $v_1$ interacts with $v_2, v_2$ interacts with $v_1, v_1$ interacts with $v_2$ . . . . To satisfy weak fairness, we construct the interactions so that $v_1$ and $v_2$ interact at least twice.

  - Case where $i \text{ mod } 3 = 1$ holds: In $C_{u_i}, \xi_{i+1}, C_{u_{i+1}}$, until $s(v_2) = sb$ and $s(v_3) = sa$ hold, agents repeat the following interactions: $v_3$ interacts with $v_2, v_2$ interacts with $v_3, v_3$ interacts with $v_2$ . . . . To satisfy weak fairness, we construct the interactions so that $v_2$ and $v_3$ interact at least twice.

  - Case where $i \text{ mod } 3 = 2$ holds: In $C_{u_i}, \xi_{i+1}, C_{u_{i+1}}$, until $s(v_3) = sa$ and $s(v_4) = sb$ hold, agents repeat the following interactions: $v_3$ interacts with $v_4, v_4$ interacts with $v_3, v_3$ interacts with $v_4$ . . . . To satisfy weak fairness, we construct the interactions so that $v_3$ and $v_4$ interact at least twice.
For $i \geq 2$, if $s(v_1, C_{u_1}) = s(v_3, C_{u_i}) = s(a)$ and $s(v_2, C_{u_i}) = s(v_4, C_{u_i}) = s(b)$ hold, we can construct such interactions from the definition of the transition sequence $T$. Thus, since $s(v_1, C_{u_2}) = s(v_3, C_{u_2}) = s(a)$ and $s(v_2, C_{u_2}) = s(v_4, C_{u_2}) = s(b)$ hold, $C_{u_i} = C_{u_{i+1}}$ holds for $i \geq 2$.

Since each pair of agents interact infinitely often in $\Xi', \Xi$ is weakly-fair. Since $\Xi$ is weakly-fair, $\gamma(sa) = \gamma(sb) = yn \in \{yes, no\}$ holds in a stable configuration of $\Xi$.

Now, we show that there is a case where a line graph and a ring graph are not distinguishable.

**Lemma 28.** There exists a weakly-fair execution $\Xi'$ of $\mathcal{P}$ with $G'$ such that $\forall v' \in V' : \gamma(s(v')) = yn$ holds in a stable configuration of $\Xi'$.

**Proof.** Let us consider the following execution $\Xi' = C_0', \xi_1', C_1', \xi_2', C_2', \xi_3', C_3', \xi_4', C_4', \xi_5', \ldots$ of $\mathcal{P}$ with $G'$, where $\xi_m'$ is a sub-execution ($m \geq 1$).

- In $C_0', \xi_1', C_1'$, until $s(v_1') = sa$ and $s(v_2') = sb$ hold, agents repeat the following interactions: $v_1'$ interacts with $v_2'$, $v_2'$ interacts with $v_1'$, $v_1'$ interacts with $v_2'$, ... . From the definition of the transition sequence $T$, this is possible.

- In $C_1', \xi_2', C_2'$, until $s(v_3') = sa$ and $s(v_4') = sb$ hold, agents repeat the following interactions: $v_3'$ interacts with $v_4'$, $v_4'$ interacts with $v_3'$, $v_3'$ interacts with $v_4'$, ... . Thus, $s(v_1', C_{u_2}') = s(v_3', C_{u_2}') = sa$ and $s(v_2', C_{u_2}') = s(v_4', C_{u_2}') = sb$ hold.

- For $i \geq 2$, we construct the execution as follows:
  - Case where $i \mod 4 = 0$ holds: In $C_{u_i'}, \xi_{i+1}', C_{u_{i+1}}'$, until $s(v_1') = sa$ and $s(v_2') = sb$ hold, agents repeat the following interactions: $v_1'$ interacts with $v_2'$, $v_2'$ interacts with $v_1'$, $v_1'$ interacts with $v_2'$, ... . To satisfy weak fairness, we construct the interactions so that $v_1'$ and $v_2'$ interact at least twice.
  - Case where $i \mod 4 = 1$ holds: In $C_{u_i'}, \xi_{i+1}', C_{u_{i+1}}'$, until $s(v_2') = sb$ and $s(v_3') = sa$ hold, agents repeat the following interactions: $v_2'$ interacts with $v_3'$, $v_3'$ interacts with $v_2'$, $v_2'$ interacts with $v_3'$, $v_3'$ interacts with $v_2'$, ... . To satisfy weak fairness, we construct the interactions so that $v_2'$ and $v_3'$ interact at least twice.
  - Case where $i \mod 4 = 2$ holds: In $C_{u_i'}, \xi_{i+1}', C_{u_{i+1}}'$, until $s(v_3') = sa$ and $s(v_4') = sb$ hold, agents repeat the following interactions: $v_3'$ interacts with $v_4'$, $v_4'$ interacts with $v_3'$, $v_3'$ interacts with $v_4'$, ... . To satisfy weak fairness, we construct the interactions so that $v_3'$ and $v_4'$ interact at least twice.
  - Case where $i \mod 4 = 3$ holds: In $C_{u_i'}, \xi_{i+1}', C_{u_{i+1}}'$, until $s(v_4') = sb$ and $s(v_1') = sa$ hold, agents repeat the following interactions: $v_4'$ interacts with $v_1'$, $v_1'$ interacts with $v_4'$, $v_4'$ interacts with $v_1'$, $v_1'$ interacts with $v_4'$, ... . To satisfy weak fairness, we construct the interactions so that $v_1'$ and $v_4'$ interact at least twice.

For $i \geq 2$, if $s(v_1', C_{u_1}') = s(v_3', C_{u_1}') = sa$ and $s(v_2', C_{u_1}') = s(v_4', C_{u_1}') = sb$ hold, we can construct such interactions from the definition of the transition sequence $T$. Thus, since $s(v_1', C_{u_2}') = s(v_3', C_{u_2}') = sa$ and $s(v_2', C_{u_2}') = s(v_4', C_{u_2}') = sb$ hold, $C_{u_i'} = C_{u_{i+1}}'$ holds for $i \geq 2$.

Since each pair of agents interact infinitely often in $\Xi'$, $\Xi'$ is weakly-fair. From these facts, since $\gamma(sa) = \gamma(sb) = yn$ holds, $\forall v' \in V' : \gamma(s(v')) = yn$ holds in a stable configuration in $\Xi'$. Thus, the lemma holds. \qed
Note that, even if the number of agents is given, Lemma 28 holds because \(|V| = |V'| = 4| holds in the lemma. In Lemma 28, \(G\) is a line graph and a tree graph whereas \(G'\) is neither a line graph nor a tree graph. Furthermore, \(G'\) is a ring graph and a 2-regular graph whereas \(G\) is neither a ring graph nor a 2-regular graph. Hence, by Lemma 28, there is no protocol that solves the line, ring, tree, or k-regular identification problem, and thus we have the following theorem.

**Theorem 29.** Even if the number of agents \(n\) is given, there exists no protocol that solves the line, ring, k-regular, or tree identification problem with designated initial states under weak fairness.

**Case of Bipartite** Next, we show that there exists no protocol that solves the bipartite identification problem. For the purpose of the contradiction, we assume that there exists a protocol \(P_{n=6}\) that solves the bipartite identification problem with designated initial states under weak fairness if the number of agents 6 is given.

We define a ring graph \(G = (V, E)\) with three agents, a ring graph \(G' = (V', E')\) with 6 agents, and a graph \(G'' = (V'', E'')\) with 6 agents as follows:

- \(V = \{v_1, v_2, v_3\}\) and \(E = \{(v_1, v_2), (v_2, v_3), (v_3, v_1)\}\).
- \(V' = \{v'_1, v'_2, v'_3, v'_4, v'_5, v'_6\}\) and \(E' = \{(v'_1, v'_2), (v'_2, v'_3), (v'_3, v'_4), (v'_4, v'_5), (v'_5, v'_6), (v'_3, v'_1)\}\).
- \(V'' = \{v''_1, v''_2, v''_3, v''_4, v''_5, v''_6\}\) and \(E'' = \{(v''_1, v''_2), (v''_2, v''_3), (v''_3, v''_4), (v''_4, v''_5), (v''_5, v''_6), (v''_3, v''_1)\}\).

Figure 7 shows graphs \(G, G', \) and \(G''\).

From now, we show that there exists an execution \(\Xi''\) of \(P_{n=6}\) with \(G''\) such that all agents converge to yes whereas \(G''\) does not satisfy bipartite. To show this, we first show that, in any execution \(\Xi\) of \(P_{n=6}\) with \(G\) (i.e., the protocol for 6 agents is applied to a population consisting of 3 agents), all agents converge to yes. To prove this, we borrow the proof technique in [16]. In [16], Fischer and Jiang proved the impossibility of leader election for a ring graph.

**Lemma 30.** In any weakly-fair execution \(\Xi\) of \(P_{n=6}\) with \(G\), all agents converge to yes. That is, in \(\Xi\), there exists \(C_i\) such that \(\forall v \in V : \gamma(s(v, C_i)) = yes\) holds for \(i \geq t\).

**Proof.** Let \(\Xi = C_0, C_1, C_2\) be a weakly-fair execution of \(P_{n=6}\) with \(G\). Let us consider the following execution \(\Xi' = D_0, D'_0, D_1, D'_1 \ldots\) of \(P_{n=6}\) with \(G'\).

- For \(x\) and \(y\) such that either \(x = 1\) or \(y = 1\) holds, when \(v_x\) interacts with \(v_y\) at \(C_i \rightarrow C_{i+1}\), \(v'_x\) interacts with \(v'_y\) at \(D_i \rightarrow D'_i\), and \(v'_{x+3}\) interacts with \(v'_{y+3}\) at \(D'_i \rightarrow D_{i+1}\).
- For \(x \in \{2,3\}\) and \(y \in \{2,3\}\) such that \(x \neq y\) holds, when \(v_x\) interacts with \(v_y\) at \(C_i \rightarrow C_{i+1}\), \(v'_x\) interacts with \(v'_{y+3}\) at \(D_i \rightarrow D'_i\), and \(v'_{x+3}\) interacts with \(v_y\) at \(D'_i \rightarrow D_{i+1}\).
For a configuration $C$ of $G$ and a configuration $D$ of $G'$, if $s(v_i, C) = s(v'_i, D) = s(v'_{i+3}, D)$ holds for $i \ (1 \leq i \leq 3)$, we say that $C$ and $D$ are equivalent.

From now on, we show, by induction on the index of configuration, that $C_r$ and $D_r$ are equivalent for any $r \geq 0$. Since clearly $C_0$ and $D_0$ are equivalent, the base case holds. For the induction step, we assume that $C_l$ and $D_l$ are equivalent, and then consider two cases of interaction at $C_l \rightarrow C_{l+1}$.

First we consider the case where, for $x$ and $y$ such that either $x = 1$ or $y = 1$ holds, agents $v_x$ interacts with $v_y$ at $C_l \rightarrow C_{l+1}$. In this case, $v'_x$ interacts with $v'_y$ at $D_l \rightarrow D'_l$, and $v'_{x+3}$ interacts with $v'_{y+3}$ at $D'_l \rightarrow D_{l+1}$. By the induction assumption, $s(v_x, C_l) = s(v'_x, D_l) = s(v'_{x+3}, D_l)$ and $s(v_y, C_l) = s(v'_y, D_l) = s(v'_{y+3}, D_l)$ hold. Hence, agents $v'_x$ and $v'_{x+3}$ (resp., $v'_y$ and $v'_{y+3}$) update their states similarly to $v_x$ (resp., $v_y$), and thus $C_{l+1}$ and $D_{l+1}$ are equivalent in this case.

Next, we consider the case where, for $x \in \{2, 3\}$ and $y \in \{2, 3\}$ such that $x \neq y$ holds, agents $v_x$ interacts with $v_y$ at $C_l \rightarrow C_{l+1}$. In this case, $v'_x$ interacts with $v'_{y+3}$ at $D_l \rightarrow D'_l$, and $v'_{x+3}$ interacts with $v'_{y}$ at $D'_l \rightarrow D_{l+1}$. By the induction assumption, $s(v_x, C_l) = s(v'_x, D_l) = s(v'_{x+3}, D_l)$ and $s(v_y, C_l) = s(v'_y, D_l) = s(v'_{y+3}, D_l)$ hold. Hence, agents $v'_x$ and $v'_{x+3}$ (resp., $v'_y$ and $v'_{y+3}$) update their states similarly to $v_x$ (resp., $v_y$), and thus $C_{l+1}$ and $D_{l+1}$ are equivalent in this case. Thus, $C_r$ and $D_r$ are equivalent for any $r \geq 0$.

In $\Xi'$, since the number of agents is given correctly, a stable configuration exists, and $\forall v' \in V' : \gamma(s(v')) = yes$ holds in the configuration because $G'$ satisfies bipartite. Since $C_r$ and $D_r$ are equivalent for any $r \geq 0$, $\forall v \in V : \gamma(s(v)) = yes$ holds after some configuration in $\Xi$. Thus, the lemma holds.

Now, we show that there exists execution $\Xi''$ of $\mathcal{P}_{n=6}$ with $G''$ such that all agents converge to yes.

**Lemma 31.** With the designated initial states, there exists a weakly-fair execution $\Xi''$ of $\mathcal{P}_{n=6}$ with $G''$ such that $\forall v'' \in V'' : \gamma(s(v'')) = yes$ in a stable configuration.

**Proof.** By Lemma 30 there exists a weakly-fair execution of $\mathcal{P}_{n=6}$ with $G$ such that all agents converge to yes in the execution even if $2n$ is given as the number of agents whereas the number of agents is $n$. This implies that we can apply Lemma 26 to protocol $\mathcal{P}_{n=6}$ and graphs $G$ and $G''$. This is because $G$ and $G''$ satisfy the condition of $G$ and $G'$ in Lemma 26, and the protocol $\mathcal{P}_{n=6}$ satisfies the condition of protocol $\mathcal{P}$ in Lemma 26. Hence, there exists a weakly-fair execution $\Xi''$ of $\mathcal{P}_{n=6}$ with $G''$ such that $\forall v'' \in V'' : f(s(v'')) = yes$ holds in a stable configuration of $\Xi''$. Thus, the lemma holds.

Graph $G''$ does not satisfy bipartite. Thus, from Lemma 31 $\mathcal{P}_{n=6}$ is incorrect. Therefore, we have the following theorem.

**Theorem 32.** Even if the number of agents $n$ is given, there exists no protocol that solves the bipartite identification problem with the designated initial states under weak fairness.

### 4.4 Impossibility with Arbitrary Initial States

In this subsection, we show that, even if the number of agents $n$ is given, there exists no protocol that solves the line, ring, $k$-regular, star, tree, or bipartite identification problem with arbitrary initial states under global fairness.

For the purpose of the contradiction, we assume that there exists a protocol $\mathcal{P}$ that solves some of the above graph class identification problems with arbitrary initial states under global fairness if the number of agents $n$ is given. From now, we show that there are two executions $\Xi$ and $\Xi'$ of $\mathcal{P}$ such that the decision of all agents in the executions converges to the same value whereas $\Xi$ and $\Xi'$ are for graphs $G$ and $G'(\pm G)$, respectively.
Lemma 33. Let \( G = (V, E) \) and \( G' = (V', E') \) be connected graphs that satisfy the following condition, where \( V = \{v_1, v_2, v_3, \ldots, v_n\} \) and \( V' = \{v'_1, v'_2, v'_3, \ldots, v'_n\} \).

- For some edge \((v\alpha, v\beta)\) in \( E \), \( E' = \{(v'_\alpha, v'_\beta) \in V' \times V' \mid (v_x, v_y) \in E\}\) holds in a stable configuration of \( \Xi \).

If there exists a globally-fair execution \( \Xi \) of \( \mathcal{P} \) with \( G \) such that \( \forall v \in V : \gamma(s(v)) = yn \in \{yes, no\} \) holds in a stable configuration of \( \Xi \), there exists a globally-fair execution \( \Xi' \) of \( \mathcal{P} \) with \( G' \) such that \( \forall v' \in V' : \gamma(s(v')) = yn \) holds in a stable configuration of \( \Xi' \).

Proof. Let \( \Xi = C_0, C_1, C_2, \ldots \) be a globally-fair execution of \( \mathcal{P} \) with \( G \) such that \( \forall v \in V : \gamma(s(v)) = yn \in \{yes, no\} \) holds in a stable configuration. Let \( C_t \) be a stable configuration in \( \Xi \). For the purpose of the contradiction, we assume that there exists no execution of \( \mathcal{P} \) with \( G' \) such that \( \forall v' \in V' : \gamma(s(v')) = yn \) holds in a stable configuration.

Let us consider an execution \( \Xi'' = C_0', C_1', C_2', \ldots, C_t', \ldots \) of \( \mathcal{P} \) with \( G' \) as follows:

- For \( 1 \leq i \leq n \), \( s(v'_i, C_0') = s(v_i, C_i) \) holds.
- \( C_t' \) is a stable configuration.

By the assumption, \( \exists v'_z \in V' : \gamma(s(v'_z, C_t')) = yn' \) holds. Next, let us consider an execution \( \Xi''' = C_0'', C_1'', C_2'', \ldots, C_t'', \ldots \) of \( \mathcal{P} \) with \( G \) as follows:

- For \( 0 \leq i \leq t, C_i'' = C_i \) holds (i.e., agents behave similarly to \( \Xi \)).
- For \( t < i \leq t + t' \), when \( v'_x \) interacts with \( v'_y \) at \( C_{i-t-1}' \rightarrow C_{i-t}' \), \( v_x \) interacts with \( v_y \) at \( C''_{i-1} \rightarrow C''_i \).

This is possible because \( E' \subset E \) holds.

Since \( C_t \) is a stable configuration, \( C_t'' \) is also a stable configuration and \( \forall v \in V : \gamma(s(v, C_t'')) = yn'' \) holds. Since agents behave similarly to \( \Xi '' \) after \( C_t'' \), \( \gamma(s(v_z, C''_{t+t'})) = yn' '' \) holds. This contradicts the fact that \( C_t'' \) is a stable configuration.

We can construct a non-line graph, a non-ring graph, a non-star graph, and a non-tree graph by adding an edge to a line graph, a ring graph, a star graph, and a tree graph, respectively. Moreover, we can construct a bipartite graph, and a k-regular graph by adding an edge to some non-bipartite graph, and some non-k-regular graph, respectively. From Lemma 33, there is a case where the decision of all agents converges to the same value for each pair of graphs. Therefore, we have the following theorem.

Theorem 34. There exists no protocol that solves the line, ring, k-regular, star, tree, or bipartite identification problem with arbitrary initial states under global fairness.

5 Concluding Remarks

In this paper, we consider the graph class identification problems on various assumptions. With designated initial states, we propose graph class identification protocols for trees, k-regular graphs, and stars. In particular, the star identification protocol works even under weak fairness. On the other hand, for lines, rings, k-regular graphs, trees, or bipartite graphs, we prove that there is no protocol under weak fairness. With arbitrary initial states, we prove that there is no graph class identification protocol for lines, rings, k-regular graphs, stars, trees, or bipartite graphs. We have interesting open problems for future researches as follows:

- What is the time complexity of graph class identification problems?
- Are there some graph class identification protocols for other graph properties such as lattice, torus, and cactus?
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