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ABSTRACT Polygon shape is an important factor affecting the efficiency of vector polygon overlay analysis. Aiming at the problems that polygon shape is difficult to accurately measure and different algorithms have different sensitivities to the same polygon in vector polygon overlay analysis, 27 shape variables are selected from literature to establish the shape complexity models for Vatti, Greiner-Hormann and Martinez algorithms by multiple linear regression analysis in this paper. These three algorithms are suitable for arbitrary polygon clipping and include intersection, union, difference and symmetric difference operators. The experimental results show that the calculated performances of the intersection, union, difference and symmetric difference operators belonging to the same algorithm are similar to their sensitivity to the same polygon shape. The fitting correlation coefficient $R^2$ of the shape complexity model based on the Greiner-Hormann algorithm is the highest among the three algorithms, which can explain 99% of the performance of this algorithm.

INDEX TERMS Shape complexity, overlay analysis, multiple linear regression.

I. INTRODUCTION

Non-topological vector data have become the industry standard in Geographic Information System (GIS) due to their high rendering speed and small storage requirements [1]–[4]. As one of the core algorithms in the field of geocomputing [5], vector polygon overlay analysis have been widely used in geographical field.

Polygon overlay analysis refers to Boolean operations such as intersection, union, difference and symmetric difference of two feature layers in the same area [6]. The result is that new features are generated by dividing the original features, and the new feature layer integrates the attributes of the original two feature layers [7], [8]. The two feature layers that perform the Boolean operations are the subject layer and the clipping layer, which can be either a single polygon or a set of polygons [9], [10]. Polygon overlay analysis algorithms have been fully developed and improved in the past decades, and many algorithms have been proposed by relevant scholars to deal with various problems in polygon clipping. To deal with rectangular clipping polygons, scholars such as Sutherland-Hodgeman, Liang-Barsky, Foley and Maillot have proposed many solutions [11]–[15]. The polygons involved in the overlay analysis can also be circles, ellipses, arbitrary polygons and others [16]–[20]. However, in real applications, overlay analyses between arbitrary polygons are more common. Among them, Vatti algorithm [21], Greiner-Hormann algorithm [22] and Martinez algorithm [7], [9] are recognized as effective algorithms that can handle arbitrary polygon clipping problems in a limited time and obtain correct results [8], [23].
TABLE 1. Basic information statistics of the experimental data.

| Datasets                          | Number of polygons | Number of vertices | Number of holes | Data sources                  |
|-----------------------------------|--------------------|--------------------|-----------------|-------------------------------|
| World county-level vector boundaries | 255272             | 79522711           | 5192            | Database of Global Administrative Areas |
| Land patches in China             | 509219             | 12914282           | 30825           | OpenStreetMap                 |
| Water system in China             | 222411             | 12505545           | 28096           | OpenStreetMap                 |

FIGURE 1. Experimental data.

With the development of surveying and mapping technology and the progress of data acquisition technology, people have acquired a large amount of geospatial data, especially geographic polygons [24], [25]. Different from simple regular polygons, geographic polygons are extremely irregular and complex and may be concave, convex, self-intersecting or have many complex holes and island structures [26] containing dozens to tens of thousands of vertices. Polygonal shape is an important factor affecting the efficiency of overlay analysis [26]. The large differences among different various geographic polygons lead to significant efficiency differences in overlay analysis. Overlay analysis involving millions or even tens of millions of complex geographic polygons has become a common demand in GIS [27]. Therefore, the accurate measurement of polygon-shaped features is of utmost importance for quantitatively evaluating the performance of overlay analyses and optimizing the overlay analysis algorithm.

To describe the differences among shapes quantitatively, the concept of shape complexity was proposed [28], [29]. Attneave [30] first proposed to build a shape complexity model based on geometric features such as the number of vertices, symmetry, number of turns and angular variability, but this model only had a good effect on concave polygons. Global distance entropy, local angle entropy and polygon randomness were also used to measure the shape complexity of two-dimensional graphs [31]. Page [32] used the entropy of discrete curvature to calculate the polygon complexity, but their calculation results depended on the division of discrete sampling interval. Some scholars quantified the size of polygons by polygon features or the number of vertices, so as to achieve uniform division of data of different computing nodes [26], [33], [34]. However, the features used to consider
quantization of polygons are not comprehensive enough. In addition, some scholars used graphic boundaries, global structures, absolute curvature, symmetry, the area perimeter ratio of the graphics and the number of blocks to measure shape complexity [35]–[37], but do not consider the irregular and complex characteristics of geographical polygons. Based on the above literature, 27 shape features were selected to measure the complexity from four perspectives: spatial relationship, polygon attribute, spatial morphology and polygon auxiliary features.

In spatial analysis, we need to establish the relationship between the shape complexity of a polygon and the computational performance of the algorithm and express the shape complexity as a function of the problem size and the computational cost [28]. Initially, univariate models [38] were used to predict polygon complexity, but univariate models are not enough to accurately express polygon complexity. A weighted multivariate model [35], [39] is then introduced to assess complexity. The validity of the model is difficult to evaluate because the weighting coefficient is manually specified. Multiple linear regression method can express the relationship between shape complexity and algorithm performance more accurately and effectively. Therefore, this paper chooses this method to evaluate the complexity of polygons facing overlay analysis algorithms.

Some scholars have also made quantitative analyses of the influence of polygon-shaped features on the efficiency of the overlay analysis algorithm [30], but only a single Boolean operator of the Greiner-Hormann algorithm was
TABLE 2. Characteristics of three overlay analysis algorithms.

|                          | Vatti algorithm       | Greiner-Hormann algorithm | Martinez algorithm |
|--------------------------|-----------------------|---------------------------|--------------------|
| Data structure           | doubly linked list    | doubly linked list        | priority queue     |
| Algorithm thought        | scan line idea        | find parts of one polygon in another polygon | scan line idea |
| Application scene        | lower than Martinez algorithm when dealing with large scale data | small-scale data | large-scale data |
| Algorithm steps          | middle                | less                       | more               |

FIGURE 7. The flow chart of Vatti algorithm.

FIGURE 8. Types of intersections that lead to a subdivision (by Martinez, 2009).

models for the Vatti algorithm, Greiner-Hormann algorithm and Martinez algorithm by the multiple linear regression method to quantitatively evaluate the influence of polygon shape variables on the efficiency of these polygon clipping algorithms.

The rest of this paper is organized as follows. Section 2 introduces the data used in this paper, the overlay analysis algorithms, the selected polygon shape variables that may affect the efficiency of the overlay analysis algorithm, and the multiple linear regression method used to construct the model. In Section 3, shape complexity evaluation models are built for the algorithms, and then the effects of polygon shape variables on the efficiencies of different overlay analysis algorithms are analyzed quantitatively. Section 4 provides the conclusion and discussion drawn from this research.

II. DATA AND METHODOLOGY

A. DATA SOURCE

Planar geographic data generally include administrative divisions, traffic, water systems, buildings, vegetation, land use patches and other features, among which the administrative divisions, land use types and water systems contain large amounts of polygon data with varied complexities, such as simple polygons, concave polygons, polygons with holes and even self-intersecting polygons. Therefore, the above three data types used in this paper have the general characteristics and universality of all surface geographic data in an overlay analysis. The basic data information for this paper are shown in Table 1 and Figure 1 below.

adopted, and there is a lack of comprehensive comparisons of different algorithms. Therefore, in this paper, several shape variables were selected to build shape complexity evaluation
TABLE 3. Formulas and short descriptions of the spatial relationship variables.

| Shape variables          | Equation                | Description                                                                 |
|--------------------------|-------------------------|----------------------------------------------------------------------------|
| overlapping area (OA)    | $OA = A_{inter}$        | It measures the area of the overlap of two intersecting vector polygons.     |
| overlapping boundary (OB)| $OB = P_{inter}$        | It measures the perimeter of the overlap of two intersecting vector polygons.|
| overlapping points (OP)  | $OP = V_{inter}$        | It measures the number of vertices in the overlapping part of two intersecting vector polygons. |

TABLE 4. Formulas and short descriptions of the polygon attribute variables ($Apol$: area of the polygon).

| Shape variables          | Equation                | Description                                                                 |
|--------------------------|-------------------------|----------------------------------------------------------------------------|
| number of vertices (NOV)| $NOV = V_{pol}$         | It measures the number of vertices in the polygon.                          |
| number of concaves (NOC)| $NOC = V_{concave}$     | It measures the number of concave points in polygon vertices.               |
| ratio of concave points  | $RNOC = V_{concave} / (V_{pol} - 3)$ | It measures the proportion of concave points in the vertices of the polygon. |
| number of holes (NOH)    | $NOH = H_{hole}$        | It measures the number of inner rings in the polygon.                       |
| average nearest neighbor | $ANN = \frac{\sum d_i}{n} \cdot \frac{0.5}{\sqrt{n} / A_{pol}}$ | It measures the spatial clustering of polygon vertices. The polygon is highly complex when the ANN ratio of the vertices is small. $d_i$ is the nearest distance between each point to other points; $n$ is the number of vertices of the polygon. |
| frequency of vibration   | $Freq = 16(RNOC - 0.5)^8 - 8(RNOC - 0.5)^2 + 1$ | It represents the frequency of concave-convex variation of the polygon vertices. |

TABLE 5. Formulas and short descriptions of the spatial morphology variables ($Ach$: area of the convex hull of the polygon; $Apol$: area of the polygon; $Ambr$: area of the minimum bounding rectangle of the polygon; $Aepc$: area of the equal-perimeter circle of the polygon; $Aeac$: area of the equal-area circle of the polygon; $Ppol$: perimeter of the polygon; $Pch$: perimeter of the convex hull of the polygon; $Peer$: perimeter of the equal-area rectangle of the polygon; $Pmcr$: perimeter of the equal-area square of the polygon; $reac$: radius of the equal-area circle of the polygon; $rlmc$: radius of the minimum circumscribed circle of the polygon; $rlnc$: radius of the largest inscribed circle of the polygon.).

| Shape variables          | Equation                        | Description                                                                 |
|--------------------------|---------------------------------|----------------------------------------------------------------------------|
| concavity (Conv)         | $Conv = (A_{pol} - A_{min}) / A_{pol}$ | It measures the area difference between the polygon and its convex hull. |
| amplitude of the vibration (Ampl) | $Ampl = (P_{pol} - P_{ave}) / P_{pol}$ | It measures the perimeter difference between the polygon and its convex hull. |
| rectangularity (Rect)    | $Rect = A_{pol} / A_{ave}$      | It measures the area difference between the polygon and its minimum bounding rectangle. |
| circularity (Cir)        | $Cir = A_{pol} / A_{eqc} = 4\pi A_{pol} / P_{pol}^2$ | It measures the area difference between the polygon and its equal perimeter circle. |
| equivalent rectangular (ER)| $ER = P_{ave} / P_{pol} = \sqrt{A_{ave} / A_{pol}} \times P_{ave} / P_{pol}$ | It measures the perimeter difference between the polygon and its equal area rectangle. |
| fractality (Frac)        | $FR = 1 - \frac{\log(A_{pol})}{2\log(P_{pol})}$ | It measures the roughness and smoothness of the polygon boundary. |
| squareness (Squa)        | $Squa = P_{ave} / P_{pol} = 4\sqrt{A_{pol} / P_{pol}}$ | It measures the perimeter difference between the polygon and its square of equal area. |
| detour index (DI)        | $DI = P_{ave} / P_{ave} = 2\sqrt{A_{ave} \pi} / P_{ave}$ | It measures the perimeter difference between the convex hull of the polygon and that of its equal area circle. |
| exchange index (EI)      | $EI = A_{pol} / P_{ave}$       | It measures how much of the area inside a circle is exchanged with the area outside it to create the polygon. |
| perimeter index (PI)     | $PI = P_{ave} / P_{ave} = 2\sqrt{\pi A_{pol} / P_{pol}^2}$ | It focuses on the compactness of a polygon’s boundary. |
| girth index (GI)         | $GI = r_{ave} / r_{ave} = \sqrt{A_{pol} / \pi}$ | It is a measure of the thickness of the layer insulating its innermost core from its periphery. |
| range index (RI)         | $RI = r_{ave} / r_{ave} = \sqrt{A_{pol} / \pi}$ | It measures the difference between the radius of the circumscribed circle of the polygon and the radius of its equal area circle. |

B. POLYGON OVERLAY ANALYSIS ALGORITHMS

1) VATTI ALGORITHM

In 1992, Bala R. Vatti proposed a polygon-clipping algorithm based on sweep line algorithm that supports clipping operations between arbitrary polygons.

In Vatti algorithm, a polygon boundary is divided into a left boundary and a right boundary. The left and right boundaries are usually composed of groups of boundary lines, and each boundary line is composed of several edges. As shown in Figure 2, B2 and B3 are the right boundary
TABLE 6. Formulas and short descriptions of the polygon auxiliary variables (The polygon is meshed, and the mesh points inside the polygon are called inner grid points (IGPs); \( r_{igp} \): distance from the centroid to the IGP; \( \text{disp} \): distance between the inner grid points; \( \mu_{igp} \): distance from an IGP to the boundary; The polygon boundary is divided equally and new nodes are inserted at the bisection points, which are called interpolated boundary points (IBPs); \( r_{ibp} \): distance from the centroid to an IBP; \( \text{rdev} \): average distance between the centroid of the polygon and IBPs; \( \text{disp} \): inner shortest path length between IBPs; \( \text{rdev} \): distance between an IBP and the boundary of the ADC along a radial line.).

| Shape variables            | Equation                                                                 | Description                                                                 |
|----------------------------|--------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| normalized cohesion index  | \( n\text{Cohe} = \frac{0.9054 \times \sqrt{A_{pol}}}{p} \)             | It is a measure of overall accessibility from all points to others within a polygon. |
| normalized proximity index  | \( n\text{Prox} = \frac{2}{3} \times \frac{\mu_{igp}}{\mu_{ap}} \)         | It is a measure of overall accessibility from all inner points to the center of a polygon. |
| normalized spin (nSpin)     | \( n\text{Spin} = \frac{0.5 \times A_{pol}}{\mu_{ap} \pi} \)             | It measures the compactness of the polygon.                                  |
| normalized dispersion (nDisp) | \( n\text{Disp} = 1 - \frac{\mu_{ap}}{r_{adc}} = 1 - \frac{\mu_{ap}}{\mu_{bp}} \) | It measures the average distance between the centroid of the polygon and its boundary insertion point. |
| normalized depth (nDept)    | \( n\text{Dept} = \frac{\mu_{pol_{igp,s}}}{\mu_{ap_{igp,s}}} = \frac{3 \mu_{pol_{igp,s}}}{A_{pol} \pi} \) | It represents the irregular change degree of the boundary of the polygon.         |
| normalized traversal (nTrav) | \( n\text{Trav} = \frac{(\mu_{disp})_{rad}}{(\mu_{disp})_{pol}} = \frac{4 \sqrt{A_{pol}} / \pi}{(\mu_{ap})_{pol}} \) | It represents the average distance of the shortest internal path between the insertion points of the polygon boundary. |

and B1 and B4 are the left boundary; these boundaries are uniformly stored in a local minimum list (LML). The storage structure of the LML is shown in Figure 3. As shown in Figure 2 (a), each vertex of the polygon intersects a scan line, and the area between two adjacent scan lines is called a scan beam. By traversing all scan beams from bottom to top, the intersecting vertices of the polygon are found.

The execution process of Vatti algorithm is shown in Figure 4. Firstly, the polygon data is read and the vertex of the polygon is converted into LML, a unique data structure of Vatti algorithm. Then according to the idea of horizontal scanning, each scanning beam is processed in turn and the intersection point is calculated. Finally, the corresponding resulting polygon is constructed according to the different Boolean operations.

Murta [40] improved the Vatti algorithm to solve the problem that horizontal edges are not allowed in the input polygons, and opened the source of the algorithm, which is called the general polygon clipping library.

2) GREINER-HORMANN ALGORITHM

Greiner and Hormann proposed a more simple polygon-clipping algorithm based on previous studies in 1998 that also supports fast clipping between arbitrary polygons.

3) MARTINEZ ALGORITHM

Martinez proposed a simple and efficient polygon-clipping algorithm in 2009 that can be considered an extension of
TABLE 7. Correlations between the shape variables.

| OA   | OB  | OP | NOV | SOC | RNOC | CNV | NOH | Ampl | ANN | Freq | Rect | Cir | ER | Frac | Squa | DI | El | PI | GI | RI | nCoke | nProx | nSpin | nDisp | nDept | nTrav |
|------|-----|----|-----|-----|------|-----|-----|------|-----|-----|-----|-----|----|-----|------|-----|----|----|----|----|-------|-------|-------|-------|-------|-------|-------|
| 1    | 0.904 | 1  | 0.678 | 0.795 | 1  | 0.018 | 0.032 | 0.069 | 0.465 | 0.432 | 0.148 | 0.152 | 0.579 | 1  | 0.017 | 0.028 | 0.051 | 0.996 | 1  | 0.207 | 0.181 | 0.142 | 0.265 | 0.276 | 1  |

TABLE 8. Model summary.

|          | R   | R-square | Adjusted R-square |
|----------|-----|----------|-------------------|
| Vatti Intersection | 0.942 | 0.887 | 0.887 |
| Vatti Union | 0.944 | 0.891 | 0.891 |
| Vatti Difference | 0.945 | 0.892 | 0.892 |
| Greiner-Hormann Intersection | 0.994 | 0.989 | 0.989 |
| Greiner-Hormann Union | 0.994 | 0.989 | 0.989 |
| Greiner-Hormann Difference | 0.995 | 0.990 | 0.990 |
| Martinez Intersection | 0.947 | 0.897 | 0.897 |
| Martinez Union | 0.933 | 0.871 | 0.871 |
| Martinez Difference | 0.944 | 0.891 | 0.891 |
| Martinez Symmetric difference | 0.938 | 0.880 | 0.880 |

The classic plane scanning algorithm. He believed that the boundaries of the resulting polygon were made up of the parts of the boundaries of each polygon participating in a Boolean operation, so finding these parts and connecting them together made up the resulting polygon.

The execution process of Martinez algorithm is shown in Figure 7. The polygon vertex data is read to construct the corresponding data structure for each edge, and then all edges are inserted into the priority queue. Then, as shown in Figure 9, the idea of vertical scanning is used to scan each scanbeam in turn. The edges of the polygon are subdivided at the intersection of line segments, and the subdivided edges are inserted into the original priority queue, as shown in Figure 8. Next, the resulting edges are selected based on whether the current edge is inside another polygon. Finally, the edges selected in the previous step are connected to form the resulting polygon. Assuming that n is the number of vertices participating in Boolean operation and k is the number of intersections, the time complexity of the algorithm can reach $O((n + k) \log(n))$.

Martinez improved the algorithm in 2013 to make it easier to understand and implement and added a function for calculating the sub-contour of the polygon contour.

4) COMPARISON OF OVERLAY ANALYSIS ALGORITHMS

As shown in Table 2 below, although Vatti algorithm, Greiner-Hormann algorithm and Martinez algorithm are all suitable for clipping between arbitrary polygons, their applicable scenes and characteristics are different. The Martinez
algorithm is more efficient when dealing with polygon overlay analyses with millions of vertices or more, but its algorithm steps are more complex. When processing small-scale data, the Greiner-Hormann algorithm is suitable.

C. EXPLANATORY VARIABLES

This paper analyzes polygon shape variables that may affect the efficiency of an overlay analysis with extensive literature search and expert knowledge. Based on these studies, we selected 27 polygon shape variables related to the efficiency of polygon overlay analysis and divided these variables into four categories, including spatial relationship variables, polygon attribute variables, spatial morphology variables, and polygon auxiliary variables. The spatial relationship variables include the overlapping area (OA), overlapping boundary (OB) and overlapping points (OP). The polygon attribute variables include the number of vertices (NOV), number of concaves (NOC), ratio of concave points in vertices (RNOC), number of holes (NOH), average nearest neighbor (ANN), and frequency of vibration (Freq). The spatial morphology variables include the concavity (Conv), amplitude of vibration (Ampl), rectangularity (Rect), circularity (Cir), equivalent rectangularity (ER), fractality (Frac), squareness (Squa), detour index (DI), exchange index (EI), perimeter index (PI), girth index (GI), and range index (RI). The polygon auxiliary variables include the normalized cohesion index (nCohe), normalized proximity index (nProx), normalized spin (nSpin), normalized dispersion (nDisp), normalized depth (nDept), and normalized traversal (nTrav).

We used the c plus programming language to develop a program to calculate these variables as shown in Table 3,
FIGURE 10. Scatter graphs and linear fitting of polygon shape complexity and calculation time of 100,000 sets of training data based on the intersection, union, difference, and symmetric difference boolean operations of Greiner-Hormann algorithm, Martinez algorithm and Vatti algorithm.

Table 4 and Table 5. In addition, the variables in Table 6 were calculated with the Shape Metrics Tool. In Table 6, for boundary-based features, a set of equidistant interpolation points was used to represent the boundaries of the polygon. For this paper, we chose to insert 500 points evenly into the boundary. For grid-based features, the Shape Metrics Tool was used to divide the polygons into 20,000 grids equally by area to obtain the desired internal grid points.

D. REGRESSION MODEL

In early studies of shape complexity, the complexity was usually measured with the univariate method [32], [38]. Since the univariate method cannot accurately measure shape complexity, scholars gradually introduced a weighted linear combination of multiple variables to predict its complexity [31], [35], [39]. However, the weighting coefficients of each variable in the model were manually specified,
which made it difficult to evaluate the effectiveness of the model.

Regression analysis, as a more objective and effective method of developing models, is widely used in the fields of econometrics, econometrics and geography, statistics and so on. It mainly evaluates a model with the following parameters: 1) The determination coefficient $R^2$ (the closer $R^2$ is to 1, the better the model fitting effect is.) 2) F test (if $\text{Sig} > 0.05$, the model is not significant; If $0.01 < \text{Sig} < 0.05$, the model is significant; If $\text{Sig}$ value $< 0.01$, the model is extremely significant.) 3) T test, (the $\text{Sig}$ value can be used to judge the significance of characteristic variables, and then to delete redundant variables).

This paper used multiple linear stepwise regression analysis to construct the model. Compared with multiple linear regression analysis, this method has a more reasonable independent variable screening mechanism and can avoid the influence of non-statistically significant independent variables on the regression equation. In the process of analysis, every time a new variable is introduced, the substituted independent variable should be calculated again to check whether it has the value of remaining in the equation. Based on this process, the introduction and elimination of independent variables are carried out alternately until no new variable can be introduced or eliminated.

The regression method requires that there be no multiple collinearities between variables. Therefore, before regression analysis, we carry out correlation analyses between variables and eliminate variables with high correlation in advance to eliminate multiple collinearities between variables. The correlations between variables are measured with a correlation coefficient. The coefficient measures the correlation between two variables. Its value range is $-1$ to $1$. The number $1$ means that the two variables are completely correlated, $-1$ means that the two variables are completely negatively correlated, and $0$ means that they are completely uncorrelated.

### III. RESULT

In this paper, 100,000 polygons were randomly selected from the data in Table 1 above as the subject polygons, and a typical complex polygon was selected as the clipping polygon. Each subject polygon was subjected to overlay analysis.
with the clipping polygon, including the intersection, union, difference and symmetric difference operations of the Vatti, Greiner-Hormann, and Martinez algorithms.

Due to the subject polygon and the clipping polygon being in different positions, they were moved to the same position before clipping so the centroids of the two polygons coincided; then, the overlay analysis was carried out. According to the computational formulas of the 27 shape variables in Table 3 to Table 6, we calculated the variable values of each group of polygons. The SPSS tool was used to conduct the correlation analysis between these variables, and Table 7 was obtained. According to the data in the table, we excluded variables with high correlations and retained the following variables: overlapping area, overlapping points, number of vertices, number of concaves, number of holes, amplitude of the vibration, average nearest neighbor, frequency of vibration, and rectangularity.

Through the above correlation analysis, we excluded the variables that had high correlations with each other and eliminated multicollinearity among the variables. Then, we took the remaining 9 variables as independent variables and the calculation time of each Boolean operator as dependent variables to make multiple linear stepwise regression analyses one by one. The shape complexity evaluation models of intersection, union, difference and symmetric difference Boolean operators of the Vatti, Greiner-Hormann and Martinez algorithms are summarized in Table 8 below. We can see that the adjusted values of R^2 belonging to different Boolean operators of the same algorithm are close to each other. Therefore, when comparing goodness of fit, this paper discusses the algorithm as the basic unit rather than the operator. Table 9, Table 10 and Table 11 respectively show the ANOVA information of Vatti, Greiner-Hormann and Martinez algorithms. The values of sig. in Table 9, Table 10 and Table 11 are less than 0.05, thereby indicating that the models were statistically significant and well fitted. The R^2 of the Greiner-Hormann algorithm is significantly higher than that of the other two algorithms, and the evaluation model can explain the 99% calculation time performance of the Greiner-Hormann algorithm with high consistency. The adjusted R^2 of the Martinez
algorithm is close to that of Vatti algorithm and lower than that of Greiner-Hormann algorithm, between 0.87 and 0.89, which can explain 87% to 89% of the performance of the algorithms.

With these evaluation models constructed by the multiple linear regression method, we were able to calculate the shape complexity of each group of polygons participating in clipping. Therefore, based on each Boolean operator, the shape complexity of 100,000 polygons and their corresponding calculation time were plotted as scatter graphs with the polygon shape complexity as the horizontal axis and the calculation time as the vertical axis, and a linear regression operation was carried out. The results are shown in Figure 10.

There are very few outlier points in the scatter graph of the Greiner-Hormann algorithm, and more than 99% of them are concentrated near the regression line. With increasing complexity, these points gradually become scattered and the distance from the regression line becomes larger and larger. This indicates that with an increase of shape complexity, the fitting accuracy gradually decreases. In the scatter graph of the Martinez algorithm, most of the points are distributed near the regression line, and the distribution of points is relative uniform as the shape complexity increases. However, due to the existence of many abnormal points far from the regression line, the correlation coefficient of this algorithm is reduced. Compared with the other two algorithms, the distribution of the points in the scatter graph of the Vatti algorithm is more scattered. With increasing shape complexity, the points become more and more scattered and are located increasingly far from the regression line.

The above models were built with a stepwise multiple linear regression method. The probability of variable F entering the model was set to 0.05. If the probability of F was greater than 0.1, the variable was removed. The analysis results are shown in Figure 11, 12 and 13 below. In the process of step by-step regression, if the significance test result of the independent variable is greater than 0.05, it indicates that the independent variable has no statistical significance in the

![Figure 13](https://example.com/figure13.png)

**FIGURE 13.** Standardized coefficients of shape variables explaining Martinez algorithm efficiency using multiple linear stepwise regression.
model and should be deleted. The coefficient of the independent variable in Figure 10 is the standardized coefficient. A positive coefficient means that the influence of the variable on the dependent variable is positively correlated, while a negative coefficient means that the influence of the independent variable on the dependent variable is negatively correlated. In addition, the larger the coefficient, the greater the influence on the dependent variable.

In these evaluation models based on the Vatti, Greiner-Hormann and Martinez algorithms, the standardized coefficient of the number of polygon vertices is the highest and has the highest influence on the calculation time. The core step of the clipping algorithm is the intersection of the line segment, so the number of polygon vertices involved in clipping is the most important factor affecting the clipping algorithm. Each algorithm needs to construct its own data structure before clipping. The Greiner-Hormann algorithm adopts a doubly linked list structure, and the time complexity of its data structure construction process is $O(1)$. The GPC library uses a doubly linked list structure to store vertex data. However, a binary search tree is adopted in the construction of a scan line set, and its time complexity ranges from $O(\log n)$ to $O(n)$. As the number of vertices increases, the construction time also increases, resulting in a decrease in the fitting correlation coefficient for the overall calculation time and the shape complexity of the algorithm.

The standardized coefficients of the other explanatory variables are much lower than the number of vertices, which has a low impact on the algorithm performance. The standardized coefficients of different Boolean operators belonging to the same algorithm are relatively similar, and the standardized coefficients of different algorithms are different, and even have completely opposite effects on performance.

The average nearest neighbor variable has a positive effect on the performance of the Vatti and Martinez algorithms and has a higher effect on the performance of the Vatti algorithm but has a negative effect on the Greiner-Hormann algorithm, which may be because the Vatti and Martinez algorithms are based on the idea of scan line construction. The vertex density affects the performances of the algorithms to some extent. The amplitude of the vibration variable has a negative
FIGURE 15. Scatter diagram and linear fitting between polygon shape complexity and calculation time of 30,000 sets of test data based on the intersection, union, difference, and symmetric difference boolean operations of Greiner-Hormann algorithm.

In summary, based on the classification of polygon shape variables in this paper, polygon attribute variables number of vertices, number of holes, average nearest neighbor, and frequency of vibration have the greatest impact on the performance of an overlay analysis algorithm. The overall effect of spatial relation variables on the efficiency of overlay analysis algorithms is relatively weak. However, the standardized coefficient is 0.12 in the symmetric difference operation of overlapping points in the Martinez algorithm, indicating that this operation has a certain influence on the algorithm performance. For spatial morphological variables, amplitude of vibration and rectangularity have a weak influence on the algorithm efficiency. The polygon auxiliary variables have no effect on the performance of the algorithms.

Finally, to verify the validity of these models, we selected another 30,000 groups of new polygons from the dataset above as a test dataset. The shape complexity models obtained previously were used to calculate the shape complexity of each group of polygons, and the shape complexity was fitted with its corresponding calculation time, as shown in Figures 14, 15, and 16.

By comparing the regression model fitting correlation coefficients of the test dataset and the training dataset, we knew that the test data of the Vatti and Greiner-Hormann algorithms were basically consistent with the coefficient of the training data, and the fitting coefficient of the test data from the Martinez algorithm was higher than the training data. This is because there are fewer outliers in the training data.

After the above verification, the shape complexity evaluation models constructed for the overlay analysis algorithms in this paper have certain universality.
IV. CONCLUSION AND DISCUSSION

A. CONCLUSION
In the era of the rapid growth of the scale of geospatial data, in addition to the overlay analysis algorithm itself, the shape features of polygons involved in analysis are also important factors affecting overlay analysis efficiency. To quantitatively evaluate the influence of polygon shape features on the performance of overlay analysis algorithms, twenty-seven polygon shape variables were selected from the literature, and these variables were divided into four categories according to their characteristics: spatial relational variables, polygon attribute variables, polygon auxiliary variables, and spatial morphological features. By using the multiple linear regression method, shape complexity evaluation models for various overlay analysis algorithms were constructed, and quantitative measurements of the influence of shape complexity on the efficiency of overlay analysis algorithms were realized. Regression analysis can not only effectively reveal the internal relationships between complexity calculation models and computational efficiency but also reveal the relationship between explanatory variables in a model. By comparing the standardized coefficients of each shape variable in different evaluation models, we realized a quantitative analysis of the influence of shape variables on the efficiency of polygon overlay analysis algorithms, which expanded people’s cognizance of overlay analysis algorithms and were beneficial to deepening our understanding and optimization of the overlay analysis algorithms. In addition, since the efficiency of GIS spatial analysis algorithms is generally affected by the shape characteristics of spatial entities involved in the analysis, the method adopted in this paper has universality.

B. DISCUSSION
In this paper, the shape complexity evaluation models for the Vatti algorithm, Greiner-Hormann algorithm and Martinez algorithm were established by using the multiple linear step-wise regression method. The models can effectively measure the computational performance of these clipping algorithms. However, this method cannot completely explain the performance of an algorithm, especially the Vatti and Martinez algorithms. In addition to the shape characteristics of the polygon, the data structure adopted by the algorithm itself and the algorithm concept also affect efficiency of the algorithm.
These factors can be analyzed to further optimize the model. In addition, this paper only builds an evaluation model for the clipping between two polygons. Next, we can discuss the clipping between two polygon layers to build a shape complexity evaluation model suitable for coarse-grained overlay analysis.
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