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Abstract

It is proved that the members of the Riccati hierarchy, the so-called Riccati chain equations, can be considered as particular cases of projective Riccati equations, which greatly simplifies the study of the Riccati hierarchy. This also allows us to characterize Riccati chain equations geometrically in terms of the projective vector fields of a flat Riemannian metric and to easily derive their associated superposition rules. Next, we establish necessary and sufficient conditions under which it is possible to map second-order Riccati chain equations into conformal Riccati equations through a local diffeomorphism. This fact can be used to determine superposition rules for particular higher-order Riccati chain equations which depend on fewer particular solutions than in the general case. Therefore, we analyze the properties of Euclidean, hyperbolic and projective vector fields on the plane in detail. Finally, the use of contact transformations enables us to apply the derived results to the study of certain integrable partial differential equations, such as the Kaup–Kupershmidt and Sawada–Kotera equations.
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1. Introduction

The main objective of this work is to show that the members of the Riccati hierarchy can be understood as projective Riccati equations and to use this fact to analyze their geometric properties, superposition rules and related partial differential equations (PDEs). This approach allows us to obtain results that would be difficult to obtain by analyzing the Riccati hierarchy straightforwardly.
The Riccati hierarchy is of primary importance in the field of integrable systems (see e.g. [24]). The first element of this hierarchy is, up to a change of the independent variable, the Riccati equation, namely

\[ \frac{du}{dx} = a_0(x) + a_1(x)u + a_2(x)u^2, \quad u, x \in \mathbb{R}, \quad (1.1) \]

where \( a_0(x), a_1(x), a_2(x) \) are arbitrary real-valued functions [8]. Riccati equations frequently appear in physics, mathematics, control theory, astronomy and many other subjects (see [38] and references therein). Mathematically, a Riccati equation can be understood as the differential equation describing the integral curves of a non-autonomous vector field taking values in a Lie algebra of vector fields on \( \mathbb{R} \). This algebra is isomorphic to \( \mathfrak{sl}(2, \mathbb{R}) \), as noted by Lie [35] and Vessiot [43]. A modern framework for these facts has been developed by Cariñena, Grabowski and Marmo [12, 14].

Despite its apparent simplicity, there is no general method for obtaining the general solution of a generic non-autonomous Riccati equation [29]. Nevertheless, the general solution of a Riccati equation can be brought into the form

\[ u(x) = \frac{u(1)(x)(u(3)(x) - u(2)(x)) + ku(2)(x)(u(1)(x) - u(3)(x))}{u(3)(x) - u(2)(x) + k(u(1)(x) - u(3)(x))}, \]

where \( u(1)(x), u(2)(x), u(3)(x) \) are different particular solutions and \( k \) is an arbitrary real constant. This property of the Riccati equation is called a superposition principle [12, 14, 46].

More generally, a non-autonomous first-order system of ordinary differential equations whose general solution can be described as an autonomous function of a generic set of particular solutions and some constants, a so-called superposition rule, is called a Lie system [10, 12, 14, 46]. Sophus Lie proved that each Lie system is related to a finite-dimensional Lie algebra of vector fields, called a Vessiot–Guldberg Lie algebra, which describes many of its properties [36, 46].

The second-order Riccati chain equation is a generalization of the Painlevé-Ince equation [29, 31, 44] and takes the form

\[ \frac{d^2u}{dx^2} + (\alpha_2(x) + 3cu)\frac{du}{dx} + c^2u^3 + c\alpha_2(x)u^2 + \alpha_1(x)u + \alpha_0(x) = 0, \]

where \( c \in \mathbb{R}^* := \mathbb{R} \setminus \{0\} \) and \( \alpha_0(x), \alpha_1(x), \alpha_2(x) \) are arbitrary \( x \)-dependent functions. This differential equation appears, for instance, in the study of Bäcklund transformations [24] and it has recently been studied in [15, 17, 23]. Second-order Riccati chain equations become Lie systems when written as a first-order system by adding a new variable, \( v := \frac{du}{dx} \) [15], which can be used to obtain a superposition rule for this particular case [15].

Each member of the Riccati hierarchy is called an \( s \)-order Riccati chain equation, where \( s \in \mathbb{N} \). It was proved in [23] that each \( s \)-order Riccati chain equation is a Lie system related to a Vessiot–Guldberg Lie algebra isomorphic to \( \mathfrak{sl}(s + 1, \mathbb{R}) \).

As a first new result, Theorem 4.1 provides a family of diffeomorphisms \( \{\phi_{c,s}\}_{(c,s) \in \mathbb{R}^* \times \mathbb{N}} \) mapping each member of the Riccati hierarchy, considered as a first-order system in the
standard way, into a projective Riccati equation. The diffeomorphisms under consideration are globally defined, which allows us to establish that Riccati chain equations can be studied as particular types of projective Riccati ones. This allows us to recover, as a particular example, the results of [13] concerning first- and second-order Riccati equations.

The diffeomorphisms \( \{ \phi_{c,s} \}_{(c,s) \in \mathbb{R}^* \times \mathbb{N}} \) possess several advantages which are absent in the previous literature on the Riccati hierarchy. First, they transform the complicated form of the \( s \)-order Riccati chain equations into simpler projective Riccati equations (see e.g. Table 1 and equations (2.1)). Second, the diffeomorphisms allow us to prove that Riccati chain equations are, essentially, the Lie systems determined by a finite-dimensional Vessiot–Guldberg Lie algebra of projective vector fields relative to a flat Riemannian metric. This easily allows us to determine when a system of differential equations can be mapped into a projective Riccati equation. The diffeomorphisms \( \{ \phi_{c,s} \}_{(c,s) \in \mathbb{R}^* \times \mathbb{N}} \) can be understood as changes of variables mapping the flat Riemannian metrics associated with the Riccati chain equations into diagonal forms. This extends in a very simple way the relations of [13] between the very lowest members of the Riccati hierarchy and projective vector fields to the whole hierarchy. Third, since superposition rules for projective Riccati equations are known [5], the family \( \{ \phi_{c,s} \}_{(c,s) \in \mathbb{R}^* \times \mathbb{N}} \) enables us to obtain a superposition rule for all \( s \)-order Riccati chain equations as first-order systems. This is a much more powerful approach than the one provided in [13], where only second-order Riccati equations were considered.

Our characterization of the Riccati hierarchy in terms of projective Riccati equations constitutes a new way of characterizing and studying second-order Riccati chain equations that can be mapped through a diffeomorphism \( \phi : T\mathbb{R}^2 \rightarrow \mathbb{R}^2 \) into conformal Euclidean and/or hyperbolic Riccati equations, respectively. This characterization is described in Theorems 8.4 and 8.5.

As a consequence of the technique described above, we obtain new results concerning the structure of conformal and projective Lie algebras of vector fields on the plane. In particular, Table 2 summarizes all new results on projective and conformal Lie algebras of vector fields on \( \mathbb{R}^2 \) given in Propositions 7.3 to 7.6. Table 2 also includes all the relation inclusions of these Lie algebras, which can be obtained after a straightforward but lengthy calculation. We derive the so-called invariant distributions for all finite-dimensional Lie algebras of vector fields on the plane (see the last column of Table 4).

It is also proved that second-order Riccati chain equations which are not autonomous cannot be described through a Lie system related to a Vessiot–Guldberg Lie algebra of Hamiltonian vector fields with respect to a symplectic structure, namely a Lie–Hamilton system [16, 26, 13]. For the so-called second-order affine Riccati chain equations, the necessary and sufficient conditions which ensure that these equations can be described through Lie–Hamilton systems are determined.

Next, we show that certain B"acklund transformations for partial differential equations can be studied through projective Riccati equations and we prove that second-order Riccati chain equations can be mapped through a contact transformation into equations of the Gambier family. This makes it possible to study Gambier equations G25 and G27 and the related partial differential equations via Lie systems. As a particular instance, we apply our methods to the Sawada–Kotera and Kaup–Kupershmidt equations. Finally, the relation
between Gambier equation G25 and the Sturm-Liouville problem is analyzed.

The plan of the paper is as follows. In Section 2 we describe the fundamental geometric properties of Lie systems and related notions. The basic properties of the Riccati hierarchy are discussed in detail in Section 3. We prove in Section 4 that every member of the Riccati hierarchy can be mapped onto a projective equation through an autonomous diffeomorphism. Section 5 is devoted to proving that Riccati chain equations are Lie systems with a Vessiot–Guldberg Lie algebra of projective vector fields relative to a flat Riemannian metric. The results found in Section 4 are used in Section 6 to obtain superposition rules for the whole Riccati hierarchy. Section 7 is concerned with proving certain new results on the structure and relations of Lie algebras of conformal and projective vector fields on the plane. The results of Section 7 are used in Section 8 to classify all second-order Riccati chain equations related to Vessiot–Guldberg Lie algebras of conformal vector fields. We then show how to use our results in the study of partial differential equations such as the Kaup–Kupershmidt and Sawada–Kotera equations in Section 9. A contact transformation is used to relate certain differential equations to members of the Riccati hierarchy in Section 10. A last application of Gambier equations related to Lie systems is analyzed in Section 11. The last section summarizes the obtained results and contains some suggestions regarding possible further developments.

2. Fundamentals

The methodological approach used in this work is based on the study of non-autonomous systems of first-order differential equations by means of vector fields along projections. If not otherwise stated, all structures are assumed to be smooth. To simplify the notation and to avoid unnecessary technical problems, diffeomorphisms between structures are considered to be local and defined at generic points unless explicitly expressed the contrary.

A vector field on $N$ along a projection $\pi_N : P \to N$ is a map $X : p \in P \mapsto X_p \in TN$ for which $\tau_N \circ X = \pi_N$, where $\tau_N : TN \to N$ is the tangent bundle projection onto $N$. If we assume that $P = \mathbb{R} \times N$, and we call $x$ the canonical variable on $\mathbb{R}$, then $X$ is called a non-autonomous or $x$-dependent vector field. An $x$-dependent vector field amounts to a family of vector fields $\{X_x\}_{x \in \mathbb{R}}$ with $X_x : u \in N \mapsto X(x, u) \in TN$ for all $x \in \mathbb{R}$ and vice versa [14]. We assume hereafter that $X$ represents a non-autonomous vector field.

We call integral curves of $X$ the integral curves $\gamma : \mathbb{R} \mapsto \mathbb{R} \times N$ of the suspension of $X$, i.e. the vector field $X(x, u) + \partial/\partial x$ on $\mathbb{R} \times N$ [2]. Every integral curve $\gamma$ admits a reparametrization $x = x(t)$ such that $\gamma(x) = (x, u(x))$ and

$$\frac{d(\pi_N \circ \gamma)}{dx}(x) = (X \circ \gamma)(x).$$

This system is referred to as the associated system of $X$. Conversely, every non-autonomous system of first-order ordinary differential equations in normal form describes the integral curves of a unique non-autonomous vector field. This establishes a bijection between non-autonomous vector fields and systems of first-order ordinary differential equations in normal form, which justifies the use of $X$ to denote both a non-autonomous vector field and its associated system.
Definition 2.1. The irreducible Lie algebra of an $x$-dependent vector field $X$ on $N$ is the smallest (in the sense of inclusion) real Lie algebra, $V^X$, containing the vector fields $\{X_x\}_{x \in \mathbb{R}}$.

Definition 2.2. Given a finite-dimensional Lie algebra of vector fields $V$ on $N$, its associated distribution is the generalized distribution $\mathcal{D}_p^V := \{X_p : X \in V\} \subset T_p N$, $\forall p \in N$. A Lie algebra $V$ of vector fields on $\mathbb{R}^2$ is called primitive when its elements do not leave any one-dimensional distribution on $\mathbb{R}^2$ invariant (when acted on through Lie brackets). Otherwise, we say that $V$ is imprimitive. If $V$ admits one or more invariant distributions, we say that $V$ is mono-imprimitive or multi-imprimitive, respectively.

For instance, the conformal vector fields relative to a pseudo-Riemannian metric $g$ on $N$, i.e. the vector fields $X$ on $N$ satisfying $\mathcal{L}_X g = f_X g$ for a certain function $f_X \in C^\infty(N)$ called the potential function of $X$, form a Lie algebra of vector fields. Given the Lie algebras of vector fields $P_7$ and $I_{11}$ (see Table 1), it is known that $P_7 \simeq \mathfrak{so}(3,1)$ is a maximal finite-dimensional Lie algebra of conformal polynomial vector fields on $\mathbb{R}^2$ relative to a Euclidean metric and $I_{11} \simeq \mathfrak{so}(2,2)$ is a maximal Lie algebra of conformal polynomial vector fields on $\mathbb{R}^2$ relative to a hyperbolic metric (cf. [9, 22]).

Although Lie classified Vessiot–Guldberg Lie algebras on $\mathbb{R}^2$, the result was not clarified until the work of Olver, Artemio and Kamran [22]. Table 3, the so-called GKO (González-Kamran-Olver) classification, details all Vessiot–Guldberg Lie algebras described in [22]. To analyze Riccati chain equations, it is convenient to obtain the invariant distributions of all such Lie algebras. These invariant distributions can be obtained algorithmically after a long but straightforward calculation. Therefore, we detail in Table 3 the invariant distributions for Vessiot–Guldberg Lie algebras on $\mathbb{R}^2$ with no further details.

Let us now turn to some fundamental notions appearing in the theory of Lie systems.

Definition 2.3. A superposition rule depending on $m$ particular solutions for a system $X$ on $N$ is a function $\Phi : N^m \times N \rightarrow N$, $u = \Phi(u_{(1)}, \ldots, u_{(m)}; \lambda)$ such that the general solution $u(x)$ of $X$ can be brought into the form $u(x) = \Phi(u_{(1)}(x), \ldots, u_{(m)}(x); \lambda)$, where $u_{(1)}(x), \ldots, u_{(m)}(x)$ is any generic family of particular solutions and $\lambda$ is an arbitrary element of $N$.

The conditions ensuring that a system $X$ possesses a superposition rule are given by the Lie–Scheffers Theorem [36, Theorem 44] (for a modern geometric description see [12, Theorem 1] and [14, 37]).

Theorem 2.4. (Lie–Scheffers Theorem) A system $X$ on $N$ admits a superposition rule if and only if $X = \sum_{\alpha=1}^r b_\alpha(x)X_\alpha$ for a certain family $b_1(x), \ldots, b_r(x)$ of $x$-dependent functions and a collection $X_1, \ldots, X_r$ of vector fields on $N$ spanning an $r$-dimensional real Lie algebra.

Non-autonomous systems of first-order ordinary differential equations possessing a superposition rule are called Lie systems. The Lie–Scheffers Theorem states that every Lie system $X$ is related to (at least) one finite-dimensional real Lie algebra of vector fields $V$, a so-called Vessiot–Guldberg Lie algebra, satisfying $\{X_x\}_{x \in \mathbb{R}} \subset V$. The irreducible Lie algebra of $X$ allows us to rewrite more intrinsically the Lie–Scheffers Theorem as follows [14].
Theorem 2.5. (Abbreviated Lie–Scheffers Theorem) A system $X$ admits a superposition rule if and only if $V^X$ is finite-dimensional.

Finally, let us describe some types of Lie systems relevant to the present work. Strictly speaking (see [3]), projective Riccati equations on $\mathbb{R}^n$ take the form

$$\frac{d\xi}{dx} = b_0(x) + A(x)\xi - \gamma(x)\xi + \langle \xi, b_2(x)\rangle\xi, \quad \xi \in \mathbb{R}^n,$$

where $A(x)$ is an $n \times n$ matrix with real coefficients, $b_0(x), b_2(x) \in \mathbb{R}^n$, we assume that $\gamma(x)$ is an $x$-dependent scalar function such that $\text{Tr}[A(x)] + \gamma(x) = 0$, and $\langle \cdot, \cdot \rangle$ is the canonical Euclidean metric on $\mathbb{R}^n$. In general, projective Riccati equations can be rewritten as

$$\frac{d\xi}{dx} = b_0(x) + [A(x) + p(x)\text{Id}_n]\xi - (p(x) + \gamma(x))\xi + \langle \xi, b_2(x)\rangle\xi,$$

for $np(x) := \gamma(x)$, which ensures that $A(x) + p(x)\text{Id}_n$ is a traceless matrix. Hence, a projective Riccati equation can be written as a differential equation of the form

$$\frac{d\xi}{dx} = b_0(x) + C(x)\xi + \langle \xi, b_2(x)\rangle\xi, \quad \xi \in \mathbb{R}^n,$$

(2.1)

where $C(x)$ is an $n \times n$ matrix with real entries, and vice versa. This allows us to simplify the expression of the projective Riccati equations. Each projective Riccati equation on $\mathbb{R}^n$ is a Lie system associated with a Vessiot–Guldberg Lie algebra $V_{p,q}^\Gamma \simeq \mathfrak{sl}(n + 1, \mathbb{R})$ [3].

Meanwhile, a conformal Riccati equation on the plane takes the form [3]

$$\frac{d\xi}{dx} = b_0(x) + A(x)\xi + \frac{\gamma(x)\xi + b_2(x)}{2}\langle \xi, b_2(x)\rangle\xi, \quad \xi \in \mathbb{R}^n,$$

where $\langle A(x)\xi_1, \xi_2 \rangle + \langle \xi_1, A(x)\xi_2 \rangle = 0$ for every $\xi_1, \xi_2 \in \mathbb{R}^n$, the function $\gamma(x)$ is an arbitrary $x$-dependent scalar function and $\langle \cdot, \cdot \rangle$ is a non-degenerate metric of signature $(p, q)$ with $p + q = n$. Conformal Riccati equations are Lie systems related to a Vessiot–Guldberg Lie algebra $V^{(p,q)}$ of conformal vector fields relative to a flat metric $g$ of signature $(p, q)$ and therefore isomorphic to $\mathfrak{so}(p + 1, q + 1)$ [4].

This work is mainly concerned with two types of conformal Riccati equations. The first one is the conformal Riccati equation on $\mathbb{R}^2$ related to the hyperbolic metric $\langle \xi, \tilde{\xi} \rangle = \xi_1\tilde{\xi}_2 + \xi_2\tilde{\xi}_1$ with $\xi := (\xi_1, \xi_2)^T, \tilde{\xi} := (\tilde{\xi}_1, \tilde{\xi}_2)^T \in \mathbb{R}^2$. The corresponding conformal Riccati equation takes the form

$$\begin{align*}
\frac{d\xi_1}{dx} &= b_0^0(x) + B_{uv}(x)\xi_1 - 2\xi_1^2b_2^2(x), \\
\frac{d\xi_2}{dx} &= b_0^0(x) + B_{uv}(x)\xi_2 - 2\xi_2^2b_2^2(x),
\end{align*}$$

(2.2)

for arbitrary real functions $b_0^0(x), b_0^0(x), B_{uv}(x), B_{uv}(x), b_2^2(x), b_2^2(x)$. It can be seen that equations (2.2) are related to non-autonomous vector fields taking values in the Lie algebra $\mathfrak{sl}(11)$ given in Table [4], which consists of conformal vector fields relative to the metric $d\xi_1 \otimes
\[ \text{d}\xi_1 + \text{d}\xi_2 \otimes \text{d}\xi_1. \] For the sake of brevity, we will hereafter call (2.2) a hyperbolic Riccati equation.

Meanwhile, a conformal Riccati equation related to the Euclidean metric \( \langle \xi, \xi \rangle = \xi_1 \xi_1 + \xi_2 \xi_2 \) with \( \xi := (\xi_1, \xi_2)^T, \bar{\xi} := (\xi_1, \xi_2)^T \in \mathbb{R}^2 \) takes the form

\[
\begin{align*}
\frac{d\xi_1}{dx} &= b_0^b(x) + B_{uu}(x)\xi_1 - B_{uw}(x)\xi_2 + (\xi_2 - \xi_1^2)b_2^b(x) - b_2^b(x)2\xi_1\xi_2, \\
\frac{d\xi_2}{dx} &= b_0^b(x) + B_{uu}(x)\xi_1 + B_{uw}(x)\xi_2 + (\xi_2^2 - \xi_1^2)b_2^b(x) - b_2^b(x)2\xi_1\xi_2,
\end{align*}
\tag{2.3}
\]

for certain functions \( b_0^b(x), b_2^b(x), B_{uu}(x), B_{uw}(x), b_2^b(x), b_2^b(x) \). This system of differential equations is related to a non-autonomous vector field taking values in the Lie algebra \( P_2 \) of Table 4, which is made of conformal vector fields relative to the metric \( \text{d}\xi_1 \otimes \text{d}\xi_1 + \text{d}\xi_2 \otimes \text{d}\xi_2 \). For conciseness, we will refer to equations of the form (2.3) as Euclidean Riccati equations.

Since there exists no finite-dimensional Lie algebra of vector fields containing the Vessiot–Guldberg Lie algebra \( V^{(p,q)} \) \([22]\), there exists no diffeomorphism \( \phi : \mathbb{R}^n \to \mathbb{R}^n \) mapping all conformal Riccati equations into projective ones. Nevertheless, particular conformal Riccati equations, e.g. autonomous ones, can be mapped into cases of projective Riccati equations.

### 3. Introduction to the Riccati hierarchy

An \( s \)-order Riccati chain equation \([24]\) is a differential equation of the form

\[
L_s^c u + \sum_{j=1}^s \alpha_j(x)L_c^{j-1}u + \alpha_0(x) = 0, \quad u, x \in \mathbb{R}, \quad c \in \mathbb{R}^*, \quad s \in \mathbb{N}, \tag{3.1}
\]

where \( \alpha_0(x), \ldots, \alpha_s(x) \) are arbitrary \( x \)-dependent real functions, \( L^s := L \circ \cdots \circ L(s \text{-times}), L_0^0 := u, \) and \( L_c \) is the differential operator on the real line given by

\[
L_c := \frac{d}{dx} + c u, \quad c \in \mathbb{R}. \tag{3.2}
\]

There exists a more general definition of \( s \)-order Riccati chain equations, but it is equivalent to ours through a simple change of the independent variable \([17]\). For instance, the first element of the most general Riccati hierarchy is (1.1), while in our case the first element is given in Table 1 for \( s = 1 \). A trivial \( x \)-dependent change of variables maps one into the other. In view of these remarks, we can restrict ourselves to (3.1). For the sake of completeness, we will also consider the hierarchy referred to as the \( s \)-order affine Riccati chain equations, which is given by (3.1) for \( c = 0 \).

Expressions (3.1) and (3.2) show that each \( s \)-order affine Riccati chain equation is affine, which motivates the term. Otherwise, (3.1) can be linearized through the Cole–Hopf transformation \([28]\)

\[
u(x) := \frac{1}{c \Psi} \frac{d\Psi}{dx}, \quad \Psi : x \in \mathbb{R} \mapsto \Psi(x) \in \mathbb{R}, \quad c \in \mathbb{R}^*,
\]

where \( \Psi \) is a solution of (3.1).
Table 1: First elements of the Riccati hierarchy. The Lie algebra $\mathfrak{g}$ is isomorphic to the Vessiot–Guldberg Lie algebra associated with the Lie system obtained by writing the $s$-order Riccati chain equation as a first-order system in the standard way (see [22] for details).

| $s$ | $\mathfrak{g}$ | Riccati chain equation |
|-----|-----------------|-------------------------|
| 1   | $\mathfrak{sl}(2, \mathbb{R})$ | $\frac{du}{dx} + cu^2 + \alpha_1(x)u + \alpha_0(x) = 0$ |
| 2   | $\mathfrak{sl}(3)$ | $\frac{d^2u}{dx^2} + (\alpha_2(x) + 3cu)\frac{du}{dx} + c^2u^3 + \alpha_2(x)u^2 + \alpha_1(x)u + \alpha_0(x) = 0$ |
| 3   | $\mathfrak{sl}(4, \mathbb{R})$ | $\frac{d^3u}{dx^3} + (\alpha_3(x) + 4cu)\frac{d^2u}{dx^2} + 3c\left(\frac{du}{dx}\right)^2 + 6c^2u^2 + 3\alpha_3(x)u + \alpha_2(x)\frac{du}{dx} + c^2u^4 + c^2\alpha_2(x)u^3 + \alpha_2(x)u^2 + \alpha_1(x)u + \alpha_0(x) = 0$ |

giving rise to the $(s + 1)$-order linear differential equation

$$\sum_{j=0}^{s} \alpha_j(x) \frac{d^j \Psi}{dx^j} + \frac{d^{s+1} \Psi}{dx^{s+1}} = 0,$$

with $d^0 \Psi/dx^0 := \Psi$. In Table 1 we find the first members of the Riccati hierarchy. Let us analyze them to illustrate some of their properties.

The first differential equation in Table 1 is a particular type of Riccati equation. It is associated with the $x$-dependent vector field

$$X^{1\mathbb{R}} = -\alpha_0(x)X_0^{1\mathbb{R}} - \alpha_1(x)X_1^{1\mathbb{R}} - cX_2^{1\mathbb{R}},$$

where $X_0^{1\mathbb{R}} := \partial/\partial u$, $X_1^{1\mathbb{R}} := u\partial/\partial u$ and $X_2^{1\mathbb{R}} := u^2\partial/\partial u$. These vector fields satisfy the commutation relations

$$[X_0^{1\mathbb{R}}, X_1^{1\mathbb{R}}] = X_0^{1\mathbb{R}}, \quad [X_0^{1\mathbb{R}}, X_2^{1\mathbb{R}}] = 2X_1^{1\mathbb{R}}, \quad [X_1^{1\mathbb{R}}, X_2^{1\mathbb{R}}] = X_2^{1\mathbb{R}}.$$

Hence, $V^{1\mathbb{R}} := \rangle X_0^{1\mathbb{R}}, X_1^{1\mathbb{R}}, X_2^{1\mathbb{R} \rangle}$ becomes a Lie algebra of vector fields isomorphic to $\mathfrak{sl}(2, \mathbb{R})$. It is worth noting that every Lie algebra of vector fields on $\mathbb{R}$ is locally diffeomorphic around a generic point to a Lie subalgebra of $V^{1\mathbb{R}}$ [22, 35].

The second member of the Riccati hierarchy is the second-order Riccati chain equation, which can be written as a first-order system by adding a new variable $v := du/dx$. This gives rise to the system on $T\mathbb{R}$ given by

$$\begin{cases}
\frac{du}{dx} = v, \\
\frac{dv}{dx} = -3cu - c^2u^3 - \alpha_0(x) - \alpha_1(x)u - \alpha_2(x) (cu^2 + v).
\end{cases} \quad (3.3)$$

The $x$-independent change of variables $\tilde{u} := cu$ and $\tilde{v} := cv$, with $c \in \mathbb{R}^*$, maps this system into the Lie system studied in [13, 23], which is related to a Vessiot–Guldberg Lie algebra isomorphic to $\mathfrak{sl}(3)$. As a consequence, (3.3) is a Lie system associated with a Vessiot–Guldberg Lie algebra $V^{2\mathbb{R}} \simeq \mathfrak{sl}(3)$. There exists no finite-dimensional Lie algebra of vector
4. The Riccati hierarchy and projective Riccati equations

Let us proceed to prove one of the key new results of the paper: the $s$-order Riccati chain equation, written as a first-order system, is globally diffeomorphic to a projective
Riccati equation on \( \mathbb{R}^s \). Hence, Riccati chain equations are nothing but projective Riccati equations. This new approach simplifies the study of the Riccati hierarchy allowing its study through new techniques. In particular, we study in detail second- and third-order Riccati chain equations.

Consider the diffeomorphism
\[
\phi_{2,c} : (u, v) \in T^s \mathbb{R} \mapsto (y_1 := u, y_2 := cu^2 + v)^T \in \mathbb{R}^2. \tag{4.1}
\]
This map transforms the first-order system \( (3.3) \), related to second-order Riccati chain equations, into
\[
\begin{cases}
\frac{dy_1}{dx} = y_2 - cy_1^2, \\
\frac{dy_2}{dx} = -\alpha_0(x) - \alpha_1(x)y_1 - \alpha_2(x)y_2 - cy_1y_2.
\end{cases} \tag{4.2}
\]
If we set \( \xi := (y_1, y_2)^T, b_0(x) := (0, -\alpha_0(x))^T \text{ and } b_2(x) := (-c, 0)^T \), the latter system becomes a projective Riccati equation \( (2.1) \) for \( n = 2 \) and
\[
C(x) := \begin{pmatrix}
0 & 1 \\
-\alpha_1(x) & -\alpha_2(x)
\end{pmatrix}.
\]
In other words, the diffeomorphism \( \phi_{2,c} \) maps second-order Riccati chain equations in first-order form into projective Riccati equations on \( \mathbb{R}^2 \).

A natural question arises: is there a general procedure to map any s-order Riccati chain equation, considered as a first-order system in the usual way, into a projective Riccati equation? The following theorem provides a global diffeomorphism mapping s-order Riccati chain equations onto projective Riccati equations on \( \mathbb{R}^s \).

**Theorem 4.1.** An s-order, possibly affine, Riccati chain equation \( (3.1) \), when written as a first-order system on \( T^{s-1}\mathbb{R} \), can be mapped onto the projective Riccati equation \( (2.1) \) on \( \mathbb{R}^s \) with
\[
b_0(x) := \begin{pmatrix}
0 \\
0 \\
\vdots \\
-\alpha_0(x)
\end{pmatrix}, \quad C(x) := \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-\alpha_1(x) & -\alpha_2(x) & -\alpha_3(x) & \cdots & -\alpha_n(x)
\end{pmatrix}, \quad b_2(x) := \begin{pmatrix}
-c \\
0 \\
\vdots \\
0
\end{pmatrix},
\]
via a global diffeomorphism \( \phi_{s,c} : (u^0, \ldots, u^{s-1}) \in T^{s-1}\mathbb{R} \mapsto (y_1, \ldots, y_s)^T \in \mathbb{R}^s \), with \( T^0\mathbb{R} := \mathbb{R} \) and
\[
y_k(x) := L_c^{k-1}u(x), \quad k = 1, \ldots, s. \tag{4.3}
\]

**Proof.** Let us prove that \( (4.3) \) gives rise to a global diffeomorphism \( \phi_{s,c} : T^{s-1}\mathbb{R} \rightarrow \mathbb{R}^s \). We have that
\[
y_k(x) = L_c^{k-1}u(x) = u^{k-1}(x) + F_{k,c}(u(x), u^1(x), \ldots, u^{k-2}(x)), \quad k = 1, \ldots, s. \tag{4.4}
\]
where \( L^0_c u(x) := u(x) \) and \( u^k \) stands for the variable corresponding to the \( k \)-th derivative of \( u \) in terms of \( x \) and \( u^0 := u \). Here, \( F_{k,c} : T^{k-2}\mathbb{R} \to \mathbb{R} \) is such that \( F_{1,c} = 0 \) for every \( c \in \mathbb{R} \). Hence,

\[
\frac{\partial y_k}{\partial u^{j-1}} = 0, \quad s \geq j > k \geq 1, \quad \frac{\partial y_k}{\partial u^{k-1}} = 1, \quad k = 1, \ldots, s.
\]

Thus, the Jacobian matrix \( J_s \) corresponding to the transformation (4.3) takes the form \( J_s = \text{Id}_s + T_{s,c} \), where \( \text{Id}_s \) is an \( s \times s \) identity matrix and \( T_{s,c} \) is an \( s \times s \) lower triangular matrix with zeros in the main diagonal. Hence, \( \det J_s \neq 0 \) and the inverse function theorem ensures that \( \phi_{s,c} \) is locally invertible with a locally diffeomorphic inverse.

Let us prove that \( \phi_{s,c} \) is surjective, i.e. the algebraic equation \( \phi_{s,c}(u^0, \ldots, u^{s-1}) = (y_1, \ldots, y_s) \) always has a solution for any \((y_1, \ldots, y_s) \in \mathbb{R}^s \). In view of the definition of \( \phi_{s,c} \), this equation implies that \( u^0 = y_1 \). From (4.4), we have

\[
u^{k-1} = y_k - F_{k,c}(u, u^1, \ldots, u^{k-2}), \quad s \geq k > 1,
\]

and every \( u^{k-1} \), with \( s \geq k > 1 \), can be recursively and uniquely determined from the value of the \( y_k \) and the lower derivatives to ensure that \( \phi_{s,c}(u^0, \ldots, u^{s-1}) = (y_1, \ldots, y_s) \). Since \( u^0 \) is established, we can obtain a unique solution of the algebraic equation \( \phi_{s,c}(u^0, \ldots, u^{s-1}) = (y_1, \ldots, y_s) \), and therefore \( \phi_{s,c} \) is surjective. As a consequence,

\[
\phi_{s,c}(u^0, \ldots, u^{s-1}) = \phi_{s,c}(\bar{u}^0, \ldots, \bar{u}^{s-1}) \quad \Rightarrow \quad (u^0, \ldots, u^{s-1}) = (\bar{u}^0, \ldots, \bar{u}^{s-1})
\]

and \( \phi_{s,c} \) is also injective. Since each \( \phi_{s,c} \) is a bijection with a locally differentiable inverse, it follows that \( \phi_{s,c} \) is a diffeomorphism.

Finally, we prove that the diffeomorphism given by (4.3) maps \( s \)-order Riccati chain equations in first-order form onto projective Riccati equations. Substituting (4.3) in the definition of the \( s \)-order Riccati chain equation, i.e.

\[
L^s_c u + \sum_{j=1}^{s} \alpha_j(x)(L^{j-1}_c u) + \alpha_0(x) = 0,
\]

we obtain

\[
\frac{dy_s}{dx} = -cy_1 y_s - \sum_{j=1}^{s} \alpha_j(x)y_j - \alpha_0(x).
\]

Meanwhile,

\[
y_k := L^s_c y_{k-1} = \frac{dy_{k-1}}{dx} + cy_1 y_{k-1} \Rightarrow \frac{dy_{k-1}}{dx} = y_k - cy_1 y_{k-1}.
\]

Defining \( \xi := (y_1, \ldots, y_s)^T \), since \( \langle \xi, b_2(x) \rangle = -cy_1 \) and in view of the above expressions, the system (2.1) is obtained.

\[\square\]
Example 4.2. (Third-order Riccati chain equations) When written as a first-order system on the second-order tangent manifold $T^2 \mathbb{R}$, the third-order Riccati chain equation (see e.g. Table I) takes the form

$$\begin{align*}
\frac{du}{dx} &= v, \\
\frac{dv}{dx} &= a, \\
\frac{da}{dx} &= -\alpha_3(x)(a + 3cu^2 + c^2 u^3) - \alpha_2(x)(cu^2 + v) - \alpha_1(x)u - \alpha_0(x) - c(4ua + 3v^2 + c^2 u^4 + 6cu^2 v).
\end{align*}$$

(4.5)

The diffeomorphism induced by (4.3) for $s = 3$, i.e.

$$\phi_{3,c} : (u, v, a) \in T^2 \mathbb{R} \mapsto (y_1 := u, y_2 := v + cu^2, y_3 := a + 3cu^2 + c^2 u^3)^T \in \mathbb{R}^3$$

transforms the above system into

$$\begin{align*}
\frac{dy_1}{dx} &= y_2 - cy_1^2, \\
\frac{dy_2}{dx} &= y_3 - cy_1 y_2, \\
\frac{dy_3}{dx} &= -\alpha_0(x) - \alpha_1(x)y_1 - \alpha_2(x)y_2 - \alpha_3(x)y_3 - cy_3 y_1.
\end{align*}$$

(4.7)

If we set $\xi := (y_1, y_2, y_3)^T$, $b_0(x) := (0, 0, -\alpha_0(x))^T$ and $b_2(x) := (-c, 0, 0)^T$, then (4.3) can be written intrinsically as a projective Riccati equation (2.1) with

$$C(x) := \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-\alpha_1(x) & -\alpha_2(x) & -\alpha_3(x)
\end{pmatrix}.$$ 

This is the system described in Theorem 4.1.

5. Projective vector fields and Riccati chain equations

Let us show that the functions $\{\phi_{c,s}\}_{(c,s) \in \mathbb{R} \times \mathbb{N}}$ mapping Riccati chain equations into projective Riccati equations allow us to prove that Riccati chain equations are first-order systems of differential equations taking values in the finite-dimensional projective Lie algebra of vector fields relative to a flat Riemannian metric. Therefore, the mappings $\{\phi_{c,s}\}_{(c,s) \in \mathbb{R} \times \mathbb{N}}$ can be understood as changes of variables mapping the flat Riemannian metrics into diagonal forms.

Given a pseudo-Riemannian manifold $(N, g)$, a projective vector field $Z$ on $N$ is a vector field satisfying the condition that there exists a one-form $\mu_Z$ on $N$ such that

$$(L_Z \nabla)(Z_1, Z_2) = \mu_Z(Z_1)Z_2 + \mu_Z(Z_2)Z_1, \quad \forall Z_1, Z_2 \in \mathcal{X}(N),$$

(5.1)
where \( \mathfrak{X}(N) \) is the space of vector fields on \( N \), the operator \( \nabla \) is the covariant derivative induced by \( g \) and \( L_Z \nabla \) is the Lie derivative of \( \nabla \) [27, 17]. The one-form \( \mu_Z \) is called the *projective one-form* of \( Z \) (relative to \( g \)). More conveniently for our purposes and assuming that our metric is flat, equation (5.1) can be rewritten as [27]

\[
\nabla_{Z_1} \nabla_{Z_2} Z - \nabla_{\nabla_{Z_1} Z_2} Z = \mu_Z(Z_1)Z_2 + \mu_Z(Z_2)Z_1, \quad \forall Z_1, Z_2 \in \mathfrak{X}(N). \quad (5.2)
\]

The main property of projective vector fields is that their flows map geodesics of the metric \( g \) into new geodesics (without necessarily preserving the affine parameter) [39, 47]. Projective vector fields span a Lie algebra of vector fields.

We now show an interesting fact about Riccati equations and second-order Riccati chain equations. The Vessiot–Guldberg Lie algebra of vector fields for Riccati equations, namely \( \langle \partial_u, u \partial_u, u^2 \partial_u \rangle \), consists of projective vector fields relative to the flat Riemannian metric \( g_1 := du \otimes du \). We now turn to second-order Riccati chain equations in the first-order form (3.3). This system is related to the \( x \)-dependent vector field \( X_{2}^{RC} = X_{2}^{2R} - \sum_{j=0}^{2} \alpha_j(x)X_{j}^{2R} \), where \( X_{\alpha}^{2R} \) for \( \alpha = 0, 1, 2, 3 \) are given by (3.4). Consider the Riemannian metric

\[
g_2 := du \otimes du + d(cu^2 + v) \otimes d(cu^2 + v) = (1 + 4c^2u^2)du \otimes du + dv \otimes dv + 2cu(du \otimes dv + dv \otimes du). \]

A straightforward calculation shows that all Christoffel symbols for \( g_2 \) vanish, the only exception being \( \Gamma^u_{uu} = 2c \). Therefore, the Riemann tensor associated with \( g_2 \) also vanishes and \( g_2 \) becomes flat.

Since (5.2) for \( g_2 \) is \( C^\infty(\mathbb{T} \mathbb{R}) \)-linear relative to \( Z_1 \) and \( Z_2 \), it is enough to check that it is satisfied for a generator system of the \( C^\infty(\mathbb{T} \mathbb{R}) \)-module of vector fields on \( \mathbb{T} \mathbb{R} \) to prove that it holds for any pair of vector fields on \( \mathbb{T} \mathbb{R} \). Consider a generator system given by \( \partial_1 := \partial_u, \partial_2 := \partial_v \). It is straightforward to verify that \( \nabla_{\partial_1} \nabla_{\partial_2} X_{1}^{2R} = \nabla_{\partial_2} \partial_1 X_{1}^{2R} = 0 \) for \( \alpha, \beta = 1, 2 \) and \( i = 0, 1, 2 \) and \( \nabla_{\partial_2} \nabla_{\partial_1} X_{2}^{2R} = \nabla_{\partial_1} \partial_2 X_{2}^{2R} = -cdv(\partial_2)\partial_2 - cdv(\partial_2)\partial_2 \). Hence, \( X_{\alpha}^{2R}, \ldots, X_{3}^{2R} \) are projective vector fields relative to \( g_2 \). In view of the commutation relations in (3.3), these vector fields generate \( V_2^{RC} \). Hence, all elements of \( V_2^{RC} \) are projective vector fields relative to \( g_2 \). A natural question arises: is this only a property of first- and second-order Riccati chain equations or is it a general property of Riccati chain equations? The following theorem answers this question.

**Theorem 5.1.** Every \( s \)-order Riccati chain equation admits a Vessiot–Guldberg Lie algebra \( V_s^{RC} \) of projective vector fields relative to the flat Riemannian metric

\[
g_s^{RC} := \sum_{i=0}^{s-1} d(L^i u) \otimes d(L^i u). \quad (5.3)
\]

Additionally, \( V_s^{RC} \simeq s\mathfrak{sl}(s+1, \mathbb{R}) \) and \( V_2^{RC} \) is diffeomorphic to \( P_8 \).

**Proof.** As Riccati equations were shown to fulfill trivially the statement of the present theorem, we hereafter assume that \( s > 1 \). Let us sketch the outline of our proof. We first endow projective Riccati equations on \( \mathbb{R}^s \) with a trivial flat Riemannian metric \( g_s^R \) turning
In our given system of coordinates, we can write \( Z \) relative to \( X \) of system \( j \) algebra projective Riccati equations. As a consequence, the vector field \( s \) of \( s \) algebra for metric \( g \) for all \( l, j, k \) fields span a Lie algebra \( \text{Riemannian metric spanned by the vector fields (5.5). It is well known that these vector equations admit a Vessiot–Guldberg Lie algebra of projective vector fields relative to a flat R \) equations on \( s \) for arbitrary real numbers \( a \). Hence, we obtain that \[ \text{41} \]

Consider the projective Riccati equation on \( \mathbb{R}^s \). Let us solve (5.1) for the flat Riemannian metric \( g_s^R := \sum_{i=1}^s dy^i \otimes dy^i \). Since (5.2) is \( C^\infty(T^*\mathbb{R}) \)-linear with respect to the vector fields \( Z_1, Z_2 \), we can prove this expression by analyzing it for \( Z_1 = \partial_i := \partial/\partial y^i \) and \( Z_2 = \partial_j := \partial/\partial y^j \) with \( i, j = 1, \ldots, s \). Christoffel symbols for \( g^R \) are identically zero in the coordinate system \( \{y^1, \ldots, y^s\} \). Hence, \( \nabla_{Z_1} Z_2 = D_{Z_1} Z_2 = 0 \) where \( D_{X_1} X_2 \) is the directional derivative of \( X_2 \) relative to \( X_1 \). Moreover, (5.1) becomes

\[ D_{Z_1}D_{Z_2} Z = \mu_Z(Z_1)Z_2 + \mu_Z(Z_2)Z_1, \]

In our given system of coordinates, we can write

\[ \frac{\partial^2 Z^i}{\partial y^j \partial y^k} = \mu^Z_j \delta^i_k + \mu^Z_k \delta^i_j, \quad i, j, k = 1, \ldots, s. \]

Hence, we obtain that

\[ \frac{\partial \mu^Z_j}{\partial y^i} \delta^i_k + \frac{\partial \mu^Z_k}{\partial y^i} \delta^i_j = \frac{\partial^3 Z^i}{\partial y^j \partial y^k \partial y^l} = \frac{\partial^3 Z^i}{\partial y^l \partial y^j \partial y^k} = \frac{\partial \mu^Z_j}{\partial y^l} \delta^i_k + \frac{\partial \mu^Z_k}{\partial y^l} \delta^i_j \Rightarrow \frac{\partial \mu^Z_j}{\partial y^l} = \frac{\partial \mu^Z_k}{\partial y^l}, \]

for all \( l, j, k = 1, \ldots, s \). Moreover, we have

\[ 0 = \sum_{i=j=1}^s \left( \frac{\partial \mu^Z_j}{\partial y^i} \delta^i_k + \frac{\partial \mu^Z_k}{\partial y^i} \delta^i_j - \frac{\partial \mu^Z_j}{\partial y^j} \delta^i_k - \frac{\partial \mu^Z_k}{\partial y^j} \delta^i_j \right) = (s - 1) \frac{\partial \mu^Z_k}{\partial y^j} = 0, \quad \forall k, l = 1, \ldots, s. \]

Since \( s > 1 \), we get \( \mu^Z_k = c_k \in \mathbb{R} \) for \( k = 1, \ldots, s \). Integrating (5.4) we obtain that

\[ Z = \sum_{i=1}^s \left( a^i + \sum_{k=1}^s b^i_k y^k + y^i \sum_{k=1}^s c_k y^k \right) \frac{\partial}{\partial y^i}. \]

for arbitrary real numbers \( a^i, b^i_k, c_k \) with \( i, k = 1, \ldots, s \). This shows that projective Riccati equations admit a Vessiot–Guldberg Lie algebra of projective vector fields relative to a flat Riemannian metric spanned by the vector fields (5.5). It is well known that these vector fields span a Lie algebra \( V^{PR}_s \simeq \mathfrak{sl}(s + 1, \mathbb{R}) \) [46].

The diffeomorphism \( \phi_{s,c} : T^{s-1} \mathbb{R} \to \mathbb{R}^s \) induces the flat Riemannian metric \( g_s^{RC} := \phi_{s,c}^* g_p^R = \sum_{i=1}^s (DL^i u) \otimes (DL^i u) \) on \( T^{s-1} \mathbb{R} \). The mapping \( \phi_{s,c} \) maps \( s \)-order Riccati chain equations into projective Riccati equations. Hence, it also maps the Vessiot–Guldberg Lie algebra \( V^{RC}_s \) for \( s \)-order Riccati chain equations into the Vessiot–Guldberg Lie algebra \( V^{PR}_s \) for projective Riccati equations. As a consequence, the vector fields of \( V^{RC}_s \) become projective relative to \( g_s^{RC} \). \( \square \)
Example 5.2. (Third-order Riccati chain equations) Let us construct the flat Riemannian structure associated with third-order Riccati chain equations. When written as a first-order system on the second-order tangent manifold $T^2\mathbb{R}$, the third-order Riccati chain equation (4.3) is related to the $x$-dependent vector field $X_3^{3R} := X_4^{3R} - \sum_{j=0}^{3} \alpha_j(x)X_j^{3R}$ for $v \frac{\partial}{\partial u} + a \frac{\partial}{\partial v} - c(4au + 3v^2 + c^2u^4 + 6cu^2v) \frac{\partial}{\partial a}$

Recall that the diffeomorphism induced by (4.3) for $\phi_3, c : (u, v, a) \in T^2\mathbb{R} \mapsto (y_1 := u, y_2 := v + cu, y_3 := a + 3cuv + c^2u^3) \in \mathbb{R}^3$. (5.6)

In accordance with our previous theorem, we define the metric $g_3^{RC} = \sum_{j=1}^{3} dy^j \otimes dy^j$, namely

$$g_3^{RC} = (1 + 4c^2u^2 + 9(vc + c^2u^2)^2)du \otimes du + (2cu + 9c^2uv + 9c^3u^3)(du \otimes dv + dv \otimes du)$$

$$3cu(da \otimes dv + dv \otimes da) + (1 + 9u^2c^2)dv \otimes dv + da \otimes da + (3cv + 3c^2u^2)(da \otimes du + du \otimes da).$$

(5.7)

A simple calculation shows that $g_3^{RC}$ is non-degenerate, and therefore a Riemannian metric. The nonvanishing Christoffel symbols for this metric read $\Gamma^v_{uv} = 2c$, $\Gamma^u_{uv} = \Gamma^a_{uv} = 3c$ and its Riemann tensor vanishes. Hence, $g_3^{RC}$ is flat. Using these results, we can easily prove that all vector fields related to the decomposition $X_3^{3R} = X_4^{3R} - \sum_{j=0}^{3} \alpha_j(x)X_j^{3R}$ are projective vector fields; $X_0^{3R}, \ldots, X_3^{3R}$ have zero potential, while $X_4^{3R}$ have potential $-cdv$. Therefore, all vector fields generated by $X_0^{3R}, \ldots, X_3^{3R}$ and their successive Lie brackets are projective vector fields.

6. Superposition rules for the Riccati hierarchy

Let us show that Theorem 4.1 allows us to obtain a superposition rule for the members of the Riccati hierarchy by applying the superposition rule provided by Winternitz to projective Riccati equations. Winternitz et al. [3, 4] proved that a projective Riccati equation (2.1) on $\mathbb{R}^n$ admits a superposition rule in terms of $n + 2$ generic particular solutions of the form

$$\Psi : \mathbb{R}^{n(n+2)} \times \mathbb{R}^n \ni (\xi_1, \ldots, \xi_{n+2}; \chi) \mapsto \xi := \frac{B\chi + \rho}{\langle \sigma, \chi \rangle + b} \in \mathbb{R}^n,$$

where $B$ is an $n \times n$ matrix with entries $B^i_k := \xi^i_{(k)} \sigma_k$, where no sum on $k$ is considered

$$\xi_{(k)} := (\xi_{(k)}^1, \ldots, \xi_{(k)}^n)^T, \quad \sigma_k := \det(\xi_1 - \xi_{(n+1)}, \ldots, \xi_{(n+2)} - \xi_{(n+1)}, \xi_{(n)} - \xi_{(n+1)}), \quad k = 1, \ldots, n.$$
Theorem 6.1. Every s-order Riccati chain equation, when considered as a non-autonomous first-order system, admits a superposition rule depending on the Riccati equation on $\mathbb{R}$ for $k, \mu$.

Recalling that every s-order Riccati chain equation can be mapped into a projective Riccati equation on $\mathbb{R}^s$, we can immediately prove the following theorem.

**Theorem 6.1.** Every s-order Riccati chain equation, when considered as a non-autonomous first-order system, admits a superposition rule depending on $s + 2$ particular solutions of the form

$$\Psi_s : [T^{s-1}\mathbb{R}]^{s+2} \times \mathbb{R}^s \ni (t^{s-1}u(1), \ldots, t^{s-1}u(s+2), \chi) \mapsto \phi_{s,c}^{-1} \left( \begin{bmatrix} B\chi + b\phi_{s,c}(t^{s-1}u(s+2)) \\ (\sigma, \chi) + b \end{bmatrix} \right) \in T^{s-1}\mathbb{R},$$

where $B_k^\sigma := [\phi_{s,c}(t^{s-1}u(k))]^\sigma\sigma_k$ (no sum) and

$$b := \left( 1 - \sum_{k=1}^{n} \chi_k \right) \det[\phi_{s,c}(t^{s-1}u(1)) - \phi_{s,c}(t^{s-1}u(n+1)), \ldots, \phi_{s,c}(t^{s-1}u(n)) - \phi_{s,c}(t^{s-1}u(n+1))],$$

$$\sigma_k := \det[\phi_{s,c}(t^{s-1}u(1)) - \phi_{s,c}(t^{s-1}u(n+1)), \ldots, \phi_{s,c}(t^{s-1}u(n+2)) - \phi_{s,c}(t^{s-1}u(n+1)), \ldots, \phi_{s,c}(t^{s-1}u(n)) - \phi_{s,c}(t^{s-1}u(n+1))],$$

for $k, \mu = 1, \ldots, n$.

As an application, let us use our previous methods to obtain a superposition rule for second- and third-order Riccati chain equations.

**Example 6.2. (Second-order Riccati chain equations)** The superposition rule for second-order Riccati chain equations depends on a generic family

$$t^1u(i)(x) := (u(i)(x), v(i)(x)) \in T\mathbb{R}, \quad i = 1, \ldots, 4$$

of particular solutions. The superposition rule takes the specific form

$$\Psi_2 : [T\mathbb{R}]^4 \times \mathbb{R}^2 \ni (t^4u(1), \ldots, t^4u(4), \chi) \mapsto t^1u := \phi_{2,c}^{-1} \left( \begin{bmatrix} B\chi + b\phi_{2,c}(t^4u(4)) \\ (\sigma, \chi) + b \end{bmatrix} \right) \in T\mathbb{R},$$

where $\phi_{2,c}$ is given by [4.1] and the above-mentioned coefficients [5.1] read

$$b = (1 - \chi_1 - \chi_2) [(u(1) - u(3))(v(2) - v(3) + c(u(2) - u(3))) - (c(u(1) - u(2)) + v(1) - v(3))(u(2) - u(3))],$$

$$\sigma_1 = [(u(4) - u(3))(v(2) - v(3) + c(u(2) - u(3))) - (u(2) - u(3))(v(4) - v(3) + c(u(4) - u(3))],$$

$$\sigma_2 = [(u(1) - u(3))(v(4) - v(3) + c(u(2) - u(3))) - (u(4) - u(3))(v(1) - v(3) + c(u(1) - u(3))],$$

$$B = \begin{pmatrix} u(1) & (v(1) + cu(1)) & \sigma_1 \\ u(2) & (v(2) + cu(2)) & \sigma_2 \end{pmatrix},$$
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Example 6.3. (Third-order Riccati chain equations) The superposition rule depends on a generic family
\[ t^2 u_i(x) := (u_i(x), v_i(x), a_i(x)) \in T^2 \mathbb{R}, \quad i = 1, \ldots, 5 \]
of particular solutions. The superposition rule takes the specific form
\[ \Psi_3 : [T^2 \mathbb{R}]^3 \ni (t^2 u_1, \ldots, t^2 u_5, \chi) \mapsto t^2 u := \phi_{3,c}^{-1} \left( \frac{B\chi + b\phi_{3,c}(t^2 u_5)}{\langle \sigma, \chi \rangle + b} \right) \in T^2 \mathbb{R}, \]
where the diffeomorphism \( \phi_{3,c} \) is given in (5.6) and the above-mentioned coefficients read
\[ b = \left( 1 - \sum_{k=1}^{3} \chi_k \right) \begin{vmatrix} u(1) - u(4) & u(2) - u(4) & u(3) - u(4) \\ \Delta_{14} & \Delta_{24} & \Delta_{34} \end{vmatrix} , \]
where \( \Delta_{ij} := a(i) - a(j) + 3c(u(i)v(i) - u(j)v(j)) + c^2(u(i) - u^3) \)
and
\[ \sigma_1 = \begin{vmatrix} u(5) - u(4) & u(2) - u(4) & u(3) - u(4) \\ Y_{14} & Y_{24} & Y_{34} \\ \Delta_{45} & \Delta_{24} & \Delta_{34} \end{vmatrix} , \quad \sigma_2 = \begin{vmatrix} u(1) - u(4) & u(5) - u(4) & u(3) - u(4) \\ Y_{14} & Y_{54} & Y_{34} \\ \Delta_{41} & \Delta_{54} & \Delta_{34} \end{vmatrix} , \]
\[ \sigma_3 = \begin{vmatrix} u(1) - u(4) & u(2) - u(4) & u(5) - u(4) \\ Y_{14} & Y_{24} & Y_{54} \\ \Delta_{41} & \Delta_{24} & \Delta_{54} \end{vmatrix} , \]
\[ B = \begin{pmatrix} u(1) \sigma_1 & (v(1) + cu(1)_{(1)})\sigma_1 & (a(1) + 3cu(1)v(1) + c^2u_{(1)}^3)\sigma_1 \\ u(2) \sigma_2 & (v(2) + cu(2)_{(2)})\sigma_2 & (a(2) + 3cu(2)v(2) + c^2u_{(2)}^3)\sigma_2 \\ u(3) \sigma_3 & (v(3) + cu(3)_{(3)})\sigma_3 & (a(3) + 3cu(3)v(3) + c^2u_{(3)}^3)\sigma_3 \end{pmatrix} . \]

7. On Lie subalgebras of projective, Euclidean and hyperbolic vector fields

Riccati chain equations were related to Vessiot–Guldberg Lie algebras of projective vector fields relative to flat Riemannian metrics in Section 4.1. These Lie algebras admit many relevant Lie subalgebras which can be additionally understood as symmetries of certain geometric structures, e.g. affine vector fields. In particular, we are interested in studying when second-order Riccati chain equations are related to Vessiot–Guldberg Lie algebras of conformal vector fields associated with Euclidean and hyperbolic metrics on the plane, which are called Euclidean and hyperbolic vector fields. To perform this study, it is necessary to analyze all Lie algebras of conformal and projective vector fields on the plane. This analysis is based on the calculus of the one-dimensional invariant distributions for all classes of finite-dimensional Lie algebras of vector fields on the plane. Although this result is new, the calculus is rather straightforward and our results have been summarized in Table 4 without further details.

Lemma 7.1. There exist no linearly independent (over \( \mathbb{R} \)) Euclidean vector fields \( X_1, X_2 \) on \( \mathbb{R}^n \), for \( n > 1 \), such that \( X_1 \wedge X_2 = 0 \).
Proof. Let us prove our claim by contradiction. Assume that there exist linearly independent (over \(\mathbb{R}\)) vector fields \(X_1, X_2\) on \(\mathbb{R}^n\) satisfying
\[
X_1 \wedge X_2 = 0, \quad \mathcal{L}_{X_1} g = f_1 g, \quad \mathcal{L}_{X_2} g = f_2 g,
\]
for some \(f_1, f_2 \in C^\infty(\mathbb{R}^n)\) and a Euclidean metric \(g\). Since \(X_1 \wedge X_2 = 0\) and \(X_1, X_2\) are linearly independent over \(\mathbb{R}\), there exists, at least locally around any point in \(\mathbb{R}^n\), a non-constant function \(f\) such that \(X_2 = fX_1\). Therefore, we have
\[
f_2 g(X, Y) = [\mathcal{L}_{X_2} g](X, Y) = [\mathcal{L}_{fX_1} g](X, Y) = f[\mathcal{L}_{X_1} g](X, Y) + g(X, (X f)Y + (Y f)X),
\]
for all \(X, Y \in \mathfrak{X}(\mathbb{R}^n)\). Therefore,
\[
(f_2 - ff_1)g(X, Y) = g(X, (X f)Y + (Y f)X), \quad \forall X, Y \in \mathfrak{X}(\mathbb{R}^n).
\]
(7.1)
Since \(n > 1\) we can choose \(X = Y \neq 0\) and \(X f = 0\). Substituting these values into the above equations, we obtain \((f_2 - ff_1)g(X, X) = 0\). As \(g\) is Euclidean and \(X \neq 0\), it follows that \(g(X, X) \neq 0\) and \(f_2 = ff_1\). Substituting the latter in (7.1), we obtain
\[
0 = g(X, (X f)Y + (Y f)X), \quad \forall X, Y \in \mathfrak{X}(\mathbb{R}^n).
\]
(7.2)
If \(X f = 0\) but \(Y f \neq 0\), which may occur only for \(n > 1\), then the above expression becomes
\[
0 = g(X, (Y f)X) \implies g(X, X) = 0.
\]
As the above happens for every \(X\) such that \(X f = 0\), it is seen that \(\exists h \in C^\infty(\mathbb{R}^n)\setminus\{0\}\) such that \(g(X_1, \cdot) = h d f\). Setting \(X = Y\) and \(X f \neq 0\) in (7.2), we obtain
\[
0 = 2(X f)g(X_1, X) = 2(X f)^2 h.
\]
This completes the proof since \(h\) and \(X f\) do not vanish, the above is a contradiction and \(X_1 \wedge X_2 \neq 0\) if \(X_1, X_2\) are conformal vector fields relative to a Euclidean metric. \(\square\)

The previous theorem does not hold on \(\mathbb{R}\), e.g. \(X_1 := \partial/\partial u\) and \(X_2 := u \partial/\partial u\) are Euclidean linearly independent vector fields relative to \(du \otimes du\) and \(X_1 \wedge X_2 = 0\).

Lemma 7.2. Let \(V\) be a Lie algebra of conformal vector fields on \(N\) relative to a metric \(g\). Then,

1. If the elements of \(V\) leave invariant a distribution \(D\) on \(N\), then they also leave invariant its orthogonal distribution
\[
D^\perp_\xi := \{X_\xi \in T_\xi N : g_\xi(X_\xi, \bar{X}_\xi) = 0, \forall \bar{X}_\xi \in D_\xi\}, \quad \forall \xi \in N.
\]
2. If \(V\) is a Lie algebra of Euclidean vector fields on \(N = \mathbb{R}^2\), then it is either primitive or multi-imprimitive.
3. If $V$ is a Lie algebra of hyperbolic vector fields on $N = \mathbb{R}^2$, then it admits two one-dimensional invariant distributions generated by two commuting vector fields $Y_1, Y_2$ and every $Z \in V$ can be brought into the form $Z = f_1^2 Y_1 + f_2^2 Y_2$ for functions $f_1^2, f_2^2 \in C^\infty(\mathbb{R}^2)$ satisfying $Y_1 f_2^2 = Y_2 f_1^2 = 0$.

**Proof.** Point 1): Let $X$ and $X^\perp$ be arbitrary vector fields taking values in $D$ and $D^\perp$, respectively. Hence,

$$0 = \mathcal{L}_Y[g(X, X^\perp)] = f_Y g(X, X^\perp) + g(\mathcal{L}_Y X, X^\perp) + g(X, \mathcal{L}_Y X^\perp) = g(X, \mathcal{L}_Y X^\perp) \quad \forall Y \in V,$$

(7.3)

where $f_Y$ is the potential function of $Y$. Then, $\mathcal{L}_Y X^\perp$ takes values in $D^\perp$ for every $Y \in V$ and $D^\perp$ is invariant under $V$.

Point 2). If $V$ consists of Euclidean vector fields on $\mathbb{R}^2$, then any one-dimensional invariant distribution of rank one relative to $V$ satisfies $D_\xi \cap D_\xi^\perp = \{0\}$ for every $\xi \in N$ due to the absence of vector fields of module zero relative to $g$. The distribution $D^\perp$ has rank one due to the fact that $g$ is non-degenerate. Hence, the Lie algebra has at least two different invariant distribution of rank one. Hence, $V$ is imprimitive or multiprimitive.

Point 3). Let $D_X$ be the distribution generated by a non-vanishing vector field $X$ of module zero relative to a hyperbolic metric $g$ on the plane. Since the rank of $D_X$ is equal to the codimension of $D_X$, namely $\dim D_X = 1$, and $g(X, X) = 0$ by assumption, we get $D_X = D_X^\perp$. Assume that $V$ is a Lie algebra of hyperbolic vector fields and $Y \in V$. Setting $X = X^\perp$ in (7.3), we obtain that $\mathcal{L}_Y X$ is perpendicular to $X$, hence $\mathcal{L}_Y X$ takes values in $D_X^\perp = D_X$ and $D_X$ becomes invariant under the action of $V$. At a fixed point, there always exist linearly independent tangent vectors with module zero relative to $g$. It is simple to prove that such tangent vectors can be extended to two well-defined vector fields $X_1, X_2$ of module zero on a neighborhood of the point spanning different distributions invariant under the action of $V$. Hence, $V$ is multi-primitive.

Let us prove that previous invariant distributions admit two-commuting generators. Since $X_1 \wedge X_2 \neq 0$ and $X_1, X_2 \in X(\mathbb{R}^2)$, then $[X_1, X_2] = f_1 X_1 + f_2 X_2$ for certain functions $f_1, f_2 \in C^\infty(\mathbb{R}^2)$. For arbitrary functions $h_1, h_2$, we have $[h_1 X_1, h_2 X_2] = h_2 (h_1 f_1 - X_2 h_1) X_1 + h_1 (h_2 f_2 + X_1 h_2) X_2$. It is trivial to show that there exist local non-vanishing solutions of $X_2 h_1 = h_1 f_1$ and $X_1 h_2 = -h_2 f_2$ on an open interval of a point, e.g. as $X_1, X_2$ are non-vanishing vector fields at each point we can consider local coordinates rectifying $X_1, X_2$. Hence $Y_1 := h_1 X_1, Y_2 := h_2 X_2$ commute and generate the distributions $D_{X_1}$ and $D_{X_2}$, respectively.

Consider the distributions generated by $Y_1, Y_2$. Every vector field $X \in V$ must leave these distributions invariant. Requiring that $\mathcal{L}_X Y_i$ belong to the distribution $D_i$ spanned by $Y_i$ and recalling that $Y_1 \wedge Y_2 \neq 0$, we obtain that, $X = f_1^2 Y_1 + f_2^2 Y_2$ with $Y_2 f_1^2 = Y_1 f_2^2 = 0$.

If $V$ consists of Euclidean conformal vector fields and it is imprimitive, then it leaves invariant the distribution perpendicular to the invariant one. So, $V$ is either multi-imprimitive or primitive.

**Proposition 7.3.** The classes $I_8, P_1, P_2, P_3, P_4, P_7, I_{8^-1}, I_{14^-1}$ are the only classes of Lie algebras of Euclidean vector fields on $\mathbb{R}^2$. They are, up to diffeomorphism, the Lie subalgebras
of \( P_7 \).

**Proof.** Lemma 7.2 ensures that every Lie algebra of Euclidean vector fields on \( \mathbb{R}^2 \) must be primitive or multi-imprimitive. Moreover, Lemma 7.1 states that there are no two linearly independent Euclidean vector fields proportional at each point. In view of Table 4 these conditions restrict the possible classes of Lie algebras of Euclidean vector fields on the plane to

\[
I_1, P_1, P_2, P_3, P_4, P_7, I_4, I_8, I_{14A}, I_{14B}^= 1.
\]

The classes \( I_1, P_1, P_2, P_3, P_4, P_7, I_8^= 1 \) are obviously contained in \( P_7 \) as is easily seen from Table 4 (see also 4\(^\text{th} \)). Every Lie algebra of the class \( I_{14}^= 1 \), namely the classes \( I_{14A}^= 1 \) or \( I_{14B}^= 1 \), can be mapped through a change of variables into a Lie subalgebra of \( P_7 \). Since \( P_7 \) is a Lie algebra of Euclidean vector fields, all previously mentioned Lie algebras are also. Therefore, it remains only to analyze the other options: \( I_4 \) and \( I_8 \) for \( \alpha \neq 1 \).

Let us prove by contradiction that \( I_4 \) is not a Lie algebra of Euclidean vector fields. Assume the opposite. In view of Table 4 the Lie algebra \( I_4 \) leaves invariant only two one-dimensional invariant distributions \( D_1 = \langle \partial_x \rangle \) and \( D_2 = \langle \partial_y \rangle \). In view of Lemma 7.2 and the previous remark, the vector fields taking values in \( D_1 \) and \( D_2 \) must be orthogonal between themselves and \( g \) must take the form \( g = g_{11}dx \otimes dx + g_{22}dy \otimes dy \) for nowhere vanishing functions \( g_{xx}, g_{yy} \). Since \( I_4 \) is by assumption a Lie algebra of Euclidean vector fields relative to \( g \), it follows that it must be a Lie algebra of conformal vector fields relative to a metric \( g_C := dx \otimes dx + (g_{22}/g_{11})dy \otimes dy \). Imposing \( \mathcal{L}_Xg_C = f_Xg \) for every \( X \in I_4 \), it is easily seen that \( g_{11}/g_{22} = 0 \) and \( g_C \) is not a metric. Hence, \( I_4 \) is not a Lie algebra of Euclidean vector fields. Similarly, it can be proved that \( I_8^= 1 \) is not a Lie algebra of Euclidean vector fields.

All Lie subalgebras of vector fields of \( P_7 \) consist of Euclidean vector fields. Therefore, they all must be among the described in our proposition. As mentioned above, all previous vector fields can be mapped through a change of variables into Lie subalgebras of \( P_7 \). Hence, \( P_7 \) contains all finite-dimensional Lie algebras of conformal vector fields on the plane with respect to a Euclidean metric.

**Proposition 7.4.** Every Lie algebra of Euclidean and projective vector fields on \( \mathbb{R}^2 \) is diffeomorphic to a Lie subalgebra of \( P_2, P_3 \) or \( P_4 \).

**Proof.** Lemma 7.3 characterizes all classes of finite-dimensional Lie algebras of Euclidean vector fields on \( \mathbb{R}^2 \). To prove our result, it is necessary to determine which of them are also diffeomorphic to Lie subalgebras of \( P_8 \). Finally, we show that all Lie algebras that are projective and Euclidean are diffeomorphic to Lie subalgebras of \( P_2, P_3 \) or \( P_4 \).

Let us check all the Lie algebras of Euclidean vector fields given in Proposition 7.3. Table 4 shows that \( I_1, P_1, P_4, I_8^= 1, I_{14B}, I_{14A}^= 1 \) are Lie subalgebras of \( P_8 \) and therefore they consist of projective vector fields. Since \( P_7 \simeq \mathfrak{so}(3,1) \) and \( P_8 \simeq \mathfrak{sl}(3) \), it follows that \( P_7 \) is not isomorphic to any Lie subalgebra of \( \mathfrak{sl}(3) \). It remains to verify whether \( P_2 \) and \( P_3 \) can be mapped into a Lie subalgebra of \( P_8 \).

Let us prove that \( P_3 \) is diffeomorphic to a Lie subalgebra of \( P_8 \). Observe that \( P_8 \simeq \mathfrak{sl}(3) \) admits a Lie subalgebra isomorphic to \( \mathfrak{so}(3) \). In view of Table 4 there exists only one finite-dimensional Lie algebra of vector fields on the plane isomorphic to \( \mathfrak{so}(3) \), namely \( P_3 \).
Then $P_3$ must be diffeomorphic to a Lie subalgebra of $P_8$ and it becomes a Lie algebra of Euclidean projective vector fields.

Now, we show that $P_8$ admits a Lie subalgebra diffeomorphic to $P_2$. Consider the Lie subalgebra of $P_8$ spanned by the vector fields (cf. Table 4)

$$Y_1 = -xy\partial_x + (2x - y^2)\partial_y,$$
$$Y_2 = -2x\partial_x - y\partial_y,$$
$$Y_3 = -y\partial_x - 2\partial_y.$$

Since $[Y_1, Y_2] = Y_1$, $[Y_1, Y_3] = 2Y_2$, $[Y_2, Y_3] = Y_3$, we have $\langle Y_1, Y_2, Y_3 \rangle \simeq sl(2)$. Using the formalism developed in [7], the above Lie algebra can be locally mapped into $P_2$ around a point of $\mathbb{R}^2$ if and only if the sign of the determinant of the coefficients of the tensor field $\mathcal{R} = Y_1 \otimes Y_3 + Y_3 \otimes Y_1 - 2Y_2 \otimes Y_2$ is positive around such a point. In our case, we have that

$$\mathcal{R} = 2x(y^2 - 4x)\partial_x \otimes \partial_x + 2(y^2 - 4x)\partial_y \otimes \partial_y + y(y^2 - 4x)(\partial_x \otimes \partial_y + \partial_y \otimes \partial_x) \Rightarrow \det \mathcal{R} = (4x - y^2)^3.$$  

Hence, the above Lie algebra is locally diffeomorphic to $P_2$ if and only if $4x > y^2$. Hence, $P_2$ can be considered as a Lie algebra of Euclidean and projective vector fields.

Let us finally show that previous Lie algebras are diffeomorphic to Lie subalgebras of $P_2$, $P_3$ and $P_4$. It was proved in [6] that $I_{14A}$, $I_{14B}$, $I_{8}^{s=1}$ and $I_1$ are contained in $P_4$. Since $P_2$ and $P_3$ are simple and $P_4$ is solvable, it follows that $P_2$ and $P_3$ are not isomorphic to any Lie subalgebra of $P_4$. Hence, any Lie algebra of Euclidean projective vector fields on the plane is diffeomorphic to a Lie subalgebra of $P_2$, $P_3$ or $P_4$.

**Proposition 7.5.** A Vessiot–Guldberg Lie algebra on $\mathbb{R}^2$ consists of hyperbolic vector fields if and only if it is diffeomorphic to a Lie subalgebra of $I_{11}$, namely $I_1 - I_4$, $I_6$, $I_8 - I_{11}$, $I_{14B}$, $I_{15B}$.

**Proof.** Lemma [7,2] states that every Lie algebra $V$ of hyperbolic vector fields on $\mathbb{R}^2$ admits, at least, two different invariant distributions spanned by two commuting vector fields $Y_1$, $Y_2$ and every $Z \in V$ can be brought into the form $Z = f_1^2 Y_1 + f_2^2 Y_2$ for some $f_1^2$, $f_2^2 \in C^\infty(\mathbb{R}^2)$ with $Y_2 f_2^2 = Y_1 f_2^2 = 0$. In view of Table [4] the only options are those given in the corollary. Additionally, it can be proved immediately that these Lie algebras are Lie subalgebras of $I_{11}$ and they are therefore diffeomorphic to a Lie algebra of hyperbolic vector fields.

**Proposition 7.6.** A Vessiot–Guldberg Lie algebra of vector fields on $\mathbb{R}^2$ consists of projective hyperbolic vector fields if and only if it is diffeomorphic to a Lie subalgebra of $I_4$ or $I_9$.

**Proof.** Proposition [7,3] establishes that the Lie algebras of hyperbolic vector fields are the Lie subalgebras of $I_{11}$. Let us determine which of them are diffeomorphic to Lie subalgebras of $P_8$. Such algebras can also be considered as Lie algebras of projective vector fields. Many of the Lie subalgebras of $I_{11}$ can be proved not to be diffeomorphic to a Lie subalgebra of $P_8$ using the following argument. A long but straightforward computation shows that the only three-dimensional Lie subalgebra of $P_8$ spanning a one-dimensional distribution is spanned by the vector fields

$$x\partial_x + y\partial_y, \quad x(x\partial_x + y\partial_y), \quad y(x\partial_x + y\partial_y).$$

Since the last two vector fields commute among themselves, these vector fields do not span a Lie algebra isomorphic to $sl(2)$. So, there is no Lie subalgebra isomorphic to $sl(2)$ in $P_8$.
spanning a distribution of rank one. As a consequence, $I_3$ is not diffeomorphic to any Lie subalgebra of $P_8$. All other Lie subalgebras of $I_{11}$ containing a Lie subalgebra diffeomorphic to $I_3$, namely $I_6$, $I_{10}$ and $I_{11}$ as seen in Table 4, are not diffeomorphic to any Lie subalgebra of $P_8$ either.

The remaining Lie subalgebras of $I_{11}$ can be shown to be diffeomorphic to Lie subalgebras of $P_8$. In view of Table 4, the Lie algebras $I_1$, $I_2$, $I_8$, $I_9$, $I_{r=1}^{14A}$, $I_{r=1}^{15B}$ are trivially contained in $P_8$. It was shown in the proof of Proposition 7.4 that $I_4$ is locally diffeomorphic to one of the Lie subalgebras of $P_8$. The Lie algebras $I_{r=1}^{14A}$ and $I_{r=1}^{15B}$ can be shown to be diffeomorphic to Lie subalgebras of $P_8$ using the change of variables $\bar{y} = e^{-cx}y$, $\bar{x} = x$.

All above-mentioned Lie algebras are diffeomorphic to Lie subalgebras of $I_4$ or $I_9$. As $I_4$ cannot be contained in $I_9$ because $I_9$ does not contain any Lie subalgebra isomorphic to $\mathfrak{sl}(2)$, it follows that every Lie algebra of projective hyperbolic vector fields on the plane is locally diffeomorphic to a Lie subalgebra of $I_4$ or $I_9$.

Table 2: All Lie algebras of Euclidean and hyperbolic vector fields on $\mathbb{R}^2$ according to Propositions from 7.3 to 7.6 and their inclusion relations. Lie algebras, which can also be considered as Lie algebras of projective vector fields, are highlighted in red. Arrows indicate all inclusion relations among Lie algebras. Such inclusion relations can easily be obtained after a long but simple computation. In bold are highlighted those Lie algebras of Hamiltonian vector fields relative to a symplectic structure (see [6] for details).

8. Second-order Riccati chain equations and conformal Riccati equations

The findings of the previous section allow us to characterize when second-order Riccati chain equations can be related to hyperbolic and/or Euclidean Riccati equations. In this case, superposition rules depending on fewer particular solutions are available [5]. To prove these results, we make use of the following Lemmas 8.1 and 8.2.

**Lemma 8.1.** The Lie algebra $P_4$ is the only four-dimensional solvable Lie algebra $V$ of vector fields on $\mathbb{R}^2$ such that: a) the vector fields of the ideal $[V, V]$ span a distribution of rank two and $\dim [V, V] = 2$ and b) $V$ acts irreducibly on $[V, V]$ via the adjoint representation.

**Proof.** In view of Table 4, there exist six classes of solvable four-dimensional Lie algebras of vector fields on $\mathbb{R}^2$ spanning a distribution of rank two: $P_4$, $I_9$, $I_{14}$ for $r = 3$, $I_{15}$ for $r = 2$, $I_{16}$ for $r = 1$ and $I_{17}$ for $r = 2$. If we demand that their first derived Lie algebra be
two-dimensional and span a distribution of rank two, then the above list reduces to $P_4$, $I_0$, $I_{16}$ for $r = 1$ and $\alpha = 1$. All of these Lie algebras are of the form $\mathbb{R}^2 \ltimes \mathbb{R}^2$, where the ideal is the first-derived series of the Lie algebra. Let us determine how elements of $P_4$ act on $[P_4, P_4]$ irreducibly under the adjoint representation.

We see in Table 4 that $P_4$ admits a basis $X_1, X_2, X_3, X_4$. Let us fix a basis $\mathcal{B} := \{X_1, X_2\}$ for the first derived Lie algebra. The vector field $Z := aX_3 + bX_4 + cX_1 + dX_2$, with $a, b, c, d \in \mathbb{R}$, acts on the Abelian ideal $\langle X_1, X_2 \rangle = [P_4, P_4]$ as a morphism having the following matrix in the chosen basis

$$A_Z := [\text{ad}_Z]^g_{\mathcal{B}} = \begin{pmatrix} -a & -b \\ b & -a \end{pmatrix}. \quad (8.1)$$

Therefore, $P_4$ acts on $[P_4, P_4]$ irreducibly (over $\mathbb{R}$). Meanwhile, we note by inspecting Table 4 that the Lie algebra $I_0$ admits a one-dimensional ideal spanned by $X_1 \in [I_0, I_0]$ and the Lie algebra $I_{16}$ with $\alpha = 1$ and $r = 1$ admits a one-dimensional ideal spanned by $X_2 \in [I_{16}, I_{16}]$. Hence, $I_0$ and $I_{16}$, with $\alpha = 1$ and $r = 1$, do not act irreducibly on their first derived ideals. This finishes our proof.

Second-order Riccati chain equations are hereafter written as a first-order system related to an $x$-dependent vector field $X_2^{RC}$. The irreducible Lie algebra $V_2$ of $X_2^{RC}$ is spanned by linear combinations of the vector fields $\Gamma_0 := (X_2^{RC})_{x_0}$ and $\{\Delta_{x,x_0} := (X_2^{RC})_x - (X^{RC})_{x_0}\}_{x \in \mathbb{R}}$ and their successive Lie brackets for arbitrary $x_0 \in \mathbb{R}$. Although $\Delta_{x,x_0}$ depends on the arbitrarily chosen $x, x_0$, the linear space $\Delta := \langle \Delta_{x,x_0}, x \in \mathbb{R} \rangle$ has an intrinsic meaning independent of them. We say that a second-order Riccati chain equation is strictly non-autonomous if $\Delta \neq 0$, i.e. $\Delta_{x,x_0} \neq 0$ for some $x, x_0 \in \mathbb{R}$. The elements of $\Delta$ related to a strictly non-autonomous second-order Riccati chain equation span a generalized distribution of rank at most one at any point of $T\mathbb{R}$.
Table 4: We here describe the so-called GKO classification of the 8 + 20 finite-dimensional real Lie algebras of vector fields on the plane and their most relevant features. The first (one or two) vector fields which are written between brackets form a modular generating system. The functions \( \xi_1(x), \ldots, \xi_r(x) \) and \( 1 \) are linearly independent and the functions \( \eta_1(x), \ldots, \eta_r(x) \) form a basis of fundamental solutions for an \( r \)-order homogeneous differential equation with constant coefficients \( [22, \text{pp. 470–471}] \). Finally, \( g = g_1 \ltimes g_2 \) means that \( g \) is the direct sum (as linear subspaces) of \( g_1 \) and \( g_2 \), where \( g_2 \) is an ideal of \( g \).

| # | Primitive | Basis of vector fields \( X_i \) | Domain | Inv. Dis |
|---|----------|-------------------------------|--------|---------|
| \( F \) | \( A_\alpha \ltimes \mathbb{R} \ltimes \mathbb{R}^2 \) | \( \alpha \), \( \beta \), \( \alpha(x_1) + \beta y_1 \), \( x \partial x_1 + y \partial y_1 \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( G_1 \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( G_2 \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_1 \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_2 \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_3 \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_4 \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_5 \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_6 \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_7 \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_8 \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_9 \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_{10} \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_{11} \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_{12} \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_{13} \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_{14} \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_{15} \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_{16} \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_{17} \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_{18} \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_{19} \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |
| \( H_{20} \) | \( \alpha(x) + \beta y \) | \( \mathbb{R}^2 \) | \( \alpha \), \( \beta \) |

To simplify our presentation, we assume in what follows that \( \Delta \neq 0 \) and \( X_2^{\text{RC}} \) is written in the coordinate system \( \{ \xi_1 := x, \xi_2 := v + cu^2 \} \) on \( \mathbb{R}^2 \) which allows us to consider \( X_2^{\text{RC}} \) in the form of a projective equation on \( \mathbb{R}^2 \). Additionally, we set \( \partial_i := \partial_i/\partial \xi_i \) for \( i = 1, 2 \). Observe that \( \Delta_{x_1,x_0} = P(x, \xi) \partial_2 \) for a certain polynomial \( P(x, \xi) \) in the variables \( \xi_1, \xi_2 \) with \( x \)-dependent coefficients. Evidently, \( \Delta_{x_1,x_0} \wedge \Delta_{x_2,x_0} = 0 \) for arbitrary \( x_0, x_1, x_2 \in \mathbb{R} \). Moreover, we define \( \Gamma_0 := (X_2^{\text{RC}})_{x_0} \) and \( \Gamma_1 := \Delta_{x_1,x_0} \) for \( x_1, x_0 \) such that \( \Delta_{x_1,x_0} \neq 0 \). Hence, there exist...
constants \(c_0, c_1, c_2, \bar{c}_0, \bar{c}_1, \bar{c}_2 \in \mathbb{R}\) such that

\[
\Gamma_0 := \left[ \bar{c}_0 + \sum_{a=1}^{2} \bar{c}_a \xi_a \right] \partial_2 + \xi_2 \partial_1 - c_1 \sum_{a=1}^{2} \xi_a \partial_a, \quad \Gamma_1 := \left[ c_0 + \sum_{a=1}^{2} c_a \xi_a \right] \partial_2 \neq 0. \tag{8.2}
\]

**Lemma 8.2.** Strictly non-autonomous second-order Riccati chain equations, written as a first-order system, do not admit any Vessiot–Guldberg Lie algebra of locally Hamiltonian vector fields relative to a symplectic structure \(\Omega := \varpi \Omega \wedge \varpi_2\) on \(\mathbb{T}_R\). A strictly non-autonomous second-order affine Riccati chain equation is Hamiltonian if and only if any pair of vector fields \(\Gamma_0, \Gamma_1\) satisfies one of the following conditions

\[
a) \ c_0 = \bar{c}_0 = 0, \quad b) \ c_1 = \bar{c}_1 = 0, \ c_2 \bar{c}_0 - c_0 \bar{c}_1 \bar{c}_2 = 0. \tag{8.3}
\]

**Proof.** Let us proceed by contradiction. Assume that the irreducible Lie algebra \(V_2\) associated with our strictly non-autonomous second-order chain Riccati equation consists of Hamiltonian vector fields relative to a symplectic structure. Then, \(\Gamma_0\) and \(\Gamma_1\) must be Hamiltonian vector fields relative to a symplectic structure \(\Omega := \varpi \Omega \wedge \varpi_2\) on \(\mathbb{T}_R\) (see Table 8 or cf. [6]). This amounts to the fact \(L_{\Gamma_0} \Omega = L_{\Gamma_1} \Omega = 0\) for a non-vanishing function \(f\). In coordinates, these conditions read

\[
\left[ \bar{c}_0 + \sum_{a=1}^{2} \bar{c}_a \xi_a - c_1 \right] \partial_2 f + \left[ \xi_2 - c_2 \xi_1 \right] \partial_1 f + (\bar{c}_2 - 3 c_1) f = \left[ c_0 + \sum_{a=1}^{2} c_a \xi_a \right] \partial_2 f + c_2 f = 0.
\]

Writing the above as \(\partial_1 f = F_1(\xi) f, \ \partial_2 f = F_2(\xi) f\), a locally non-vanishing defined solution \(f\) exists if and only if \(\partial_1 \log |f| = F_1(\xi), \ \partial_2 \log |f| = F_2(\xi)\) has a solution. This amounts to the fact that the one-form \(\theta = F_1 d\xi_1 + F_2 d\xi_2\) is closed. In coordinates,

\[
\theta = \frac{1}{\xi_2 - c_2} \left(3 c_1 \xi_1 - \bar{c}_2 + \frac{\bar{c}_2 (\bar{c}_0 + \sum_{a=1}^{2} \bar{c}_a \xi_a - c_1 \xi_2) \xi_1}{c_0 + \sum_{a=1}^{2} c_a \xi_a} \right) d\xi_1 - \frac{c_2}{c_0 + \sum_{a=1}^{2} c_a \xi_a} d\xi_2. \tag{8.4}
\]

A long but straightforward computation shows that \(d\theta = 0\) if and only if

\[
\partial_2 F_1 - \partial_1 F_2 = c_0 \bar{c}_2 \bar{c}_0 - c_1 \bar{c}_2 \xi_0 \bar{c}_0 - c_2 \bar{c}_0 \xi_0 + c_2 \bar{c}_0 \xi_1 \bar{c}_1 + c_1 c_2 \bar{c}_0 \xi_2 + (2 c_2 \bar{c}_0 - 2 c_0 c_2 \bar{c}_2) \xi_2 \\
+ c_1 c_2 \xi_2 + (6 c_0 c_1 - c_2 \xi_0 \bar{c}_0 + c_1 c_2 \bar{c}_1 - c_2 c_2 \bar{c}_1 + c_0 c_2 \bar{c}_2 + 4 c_1 c_2 \xi_2) \\
+ \xi_1 (3 c_1 c_2 + c_1 c_2 c_0 + c_0 c_2 c_1 - 2 c_0 c_1 \bar{c}_2) + (6 c_0 c_2 + 2 c_2 \bar{c}_1 - 2 c_1 c_2 \xi_2) \xi_1 \xi_2 + 2 c_2 \xi_1 \xi_2 = 0.
\]

Obviously, this happens if and only if \(\Gamma_1 = 0\), which contradicts our assumption \(\Gamma_1 \neq 0\), i.e. the second-order Riccati chain equation is strictly non-autonomous, and \(V_2\) cannot consist of Hamiltonian vector fields relative to any symplectic structure.

In the case of strictly non-autonomous affine second-order Riccati chain equations, the conditions to admit a Vessiot–Guldberg Lie algebra of Hamiltonian vector fields relative to a symplectic structure read as \(\text{(8.3)}\) but with \(c = 0\). Hence,\n
\[
\partial_2 F_1 - \partial_1 F_2 = c_0 (c_2 \bar{c}_0 - c_0 \bar{c}_2) + 2 c_2 (c_2 \bar{c}_0 - c_0 \bar{c}_2) \xi_2 + c_1 c_2 \xi_2 + c_1 c_2 \xi_1 \bar{c}_1 - c_1 \bar{c}_2 \\
+ \xi_1 (c_1 (c_2 \bar{c}_0 - c_0 \bar{c}_2) + c_0 (c_2 \bar{c}_1 - c_1 \bar{c}_2)) + 2 c_2 (c_2 \bar{c}_1 - c_1 \bar{c}_2) = 0.
\]

25
A necessary condition for this equality to hold is \( c_1c_2 = 0 \). So, the above equation is equivalent to

\[
c_0(c_2\bar{c}_0 - c_0\bar{c}_2) + 2c_2(c_2\bar{c}_0 - c_0\bar{c}_2)\xi_2 + c_1c_2\xi_2^2 - \xi_1^2c_1\bar{c}_2
\]
\[
+ \xi_1(c_1(-c_0\bar{c}_2) + c_0(c_2\bar{c}_1 - c_1\bar{c}_2)) + 2c_2\bar{c}_1\xi_1\xi_2 = 0.
\]

Another necessary conditions are \( c_1\bar{c}_2 = 0, c_2\bar{c}_1 = 0 \). Hence, the previous equation has the same solutions as

\[
c_0(c_2\bar{c}_0 - c_0\bar{c}_2) + 2c_2(c_2\bar{c}_0 - c_0\bar{c}_2)\xi_2 + c_1c_2\xi_2^2 - \xi_1^2c_1\bar{c}_2 + 2c_2^2\bar{c}_1\xi_1\xi_2 = 0.
\]

The above equation has the same set of solutions as the system

\[
c_1(c_2^2 + \bar{c}_2^2) = 0, \quad (c_0^2 + \bar{c}_0^2)(c_2\bar{c}_0 - c_0\bar{c}_2) = 0, \quad \bar{c}_1c_2 = 0.
\]

Let us write down all solutions by analyzing the first equations. There are two options \( c_1 = 0 \) or \( c_2 = \bar{c}_2 = 0 \). If \( c_2 = \bar{c}_2 = 0 \), then the above system of equations is satisfied and we obtain the case a) detailed in the present lemma. If \( c_1 = 0 \), then \( c_2\bar{c}_0 - c_0\bar{c}_2 = 0 \) and \( \bar{c}_1c_2 = 0 \). The last condition gives two subcases: \( \bar{c}_1 = 0 \) or \( c_2 = 0 \). The subcase \( \bar{c}_1 = 0 \) gives the case b) detailed in the present. Meanwhile, \( c_2 \) leads to \( c_0 \neq 0 \) and \( \bar{c}_2 = 0 \). Nevertheless, this case is a particular subcase of case a). Hence, \( d\theta = 0 \) in the case \( c = 0 \) if and only if some of the two sets of conditions [8.3] are satisfied.

\[\blacklozenge\]

**Note 8.3.** Observe that the conditions [8.3] do not depend on the chosen \( \Gamma_0 \) and \( \Gamma_1 \neq 0 \).

**Theorem 8.4.** A strictly non-autonomous second-order Riccati chain equation can be mapped through an autonomous diffeomorphism into a Euclidean Riccati equation if and only if it takes the form:

\[
\frac{d^2u}{dx^2} = -3cu\frac{du}{dx}c^3u^3 + f(x)c_0 + c_0(c_1 + \bar{c}_2) + [f(x)c_1 + c_1^2/2 - 1]u + [f(x)c_2 + \bar{c}_2]\left(c^2u + \frac{du}{dx}\right).
\]

for any non-constant \( x \)-dependent function \( f(x) \), coefficients \( c_1, c_0 \in \mathbb{R} \) such that \( c_1^2 - 4c_0c_2 < 0 \) with \( c_2 \in \mathbb{R}\setminus\{0\} \), and arbitrary \( \bar{c}_2 \in \mathbb{R} \). A strictly non-autonomous second-order affine Riccati chain equation is diffeomorphic to a Euclidean Riccati equation if and only if

- \( a) \alpha_1(x) = \alpha_2(x) = 0, \quad \bar{c}_2^2 + 4\bar{c}_1 < 0 \)
- \( b) \alpha_0(x) = \alpha_1(x) = \bar{c}_0 = \bar{c}_1 = 0 \).

**Proof.** Let \( V_2 \) be the irreducible Lie algebra of \( X_2^{RC} \). If \( X_2^{RC} \) can be mapped into a Euclidean Riccati equation on \( \mathbb{R}^2 \), then \( V_2 \) must consist of Euclidean vector fields relative to some Euclidean metric on \( \mathbb{R}^2 \). The Lie algebra \( V_2 \) is generated by \( \Gamma_0 \), the vector fields \( \{\Delta_{x,x_0}\}_{x \in \mathbb{R}} \), and their successive Lie brackets. Let us determine under which conditions \( \Gamma_0 \) and \( \{\Delta_{x,x_0}\}_{x \in \mathbb{R}} \) generate a Lie algebra \( V_2 \) of Euclidean vector fields relative to a Euclidean metric on \( \mathbb{R}^2 \).

In view of Lemma [7.1], every two linearly independent (over \( \mathbb{R} \)) Euclidean vector fields \( X_1, X_2 \) satisfy \( X_1 \wedge X_2 \neq 0 \). As the vector fields \( \{\Delta_{x,x_0}\}_{x \in \mathbb{R}} \) are Euclidean by assumption,
$\Delta_{x_1,x_0} \wedge \Delta_{x_2,x_0} = 0$ for arbitrary $x_1, x_2 \in \mathbb{R}$, and there is one non-zero $\Delta_{x,x_0}$ because the second-order Riccati chain equation is strictly non-autonomous, we see that the $\{\Delta_{x,x_0}\}_{x \in \mathbb{R}}$ must all generate a one-dimensional linear space. Hence, there exists an $x$-dependent function $f(x)$ such that $\Delta_{x,x_0} = f(x)\Gamma_1$ for $\Gamma_1 \neq 0$. Since $X^R_2$ is not autonomous, we get that $f(x)$ is non-constant and the $\{(X^R_2)_x\}_{x \in \mathbb{R}}$ generate, at least, a two-dimensional Lie algebra spanned by $\Gamma_0, \Gamma_1$ and their successive Lie brackets. Since $\Gamma_0 \wedge \Gamma_1 \neq 0$, the Lie algebra $V_2$ gives rise to a distribution of rank two.

Theorem 5.1 ensures that $\Gamma_0$ and $\Gamma_1$ are contained in the Vessiot–Guldberg Lie algebra $P_8 \simeq \mathfrak{sl}(3)$. If we additionally require $\Gamma_0$ and $\Gamma_1$ to be Euclidean, then Proposition 7.3 states that $V_2$ must be diffeomorphic to a Lie subalgebra of $P_2, P_3$ or $P_4$. Let us study divide our analysis into the case when $V_2$ is diffeomorphic to Lie subalgebras of $P_4$ and when it is not.

\textbf{(1) The Lie algebra $V_2$ is diffeomorphic to Lie subalgebras of $P_4$}

If $V_2$ is diffeomorphic to a Lie subalgebra of $P_4 \simeq \mathbb{R}^2 \times \mathbb{R}^2$, then any Lie bracket involving elements of $V_2$, e.g. $\Gamma_0$ and $\Gamma_1$, must belong to an Abelian ideal of $V_2$. For instance, the vector fields $\Upsilon_1 := [\Gamma_1, \Gamma_0], \Upsilon_2 := [\Gamma_1, \Upsilon_1], \Upsilon_3 := [\Gamma_0, \Upsilon_1], \bar{\Upsilon}_3 := (\bar{\Upsilon}_2, \Upsilon_3)$, with coordinate expressions

$$
\begin{align*}
\Upsilon_1 &= (c_0 + c_1\xi_1 + c_2\xi_2)\partial_1 + [c_0\bar{c}_0 - c_2\bar{c}_0 + (-cc_0 + c_1\bar{c}_2 - c_2\bar{c}_1)\xi_1 - c_1\xi_2]\partial_2 \\
\Upsilon_2 &= c_2(c_0 + c_1\xi_1 + c_2\xi_2)\partial_1 - [c_0(2c_1 + c_2\bar{c}_2) - c_2^2\bar{c}_0 + (c_2^2 - cc_0c_2 - c_2^2\bar{c}_1 + c_1c_2\bar{c}_2)\xi_1 + c_2c_2\xi_2]\partial_2 \\
\Upsilon_3 &= [2c_2\bar{c}_0 - c_2\bar{c}_0 + cc_1\xi_1^2 + 3cc_0 + 2c_2c_1 - c_2\bar{c}_2 + cc_2\xi_2]\xi_1 + (c_1 + c_2\bar{c}_2)\xi_2]\partial_1 + \\
&\quad (-c_1\bar{c}_0 + c_2\bar{c}_0\bar{c}_2 - c_1\bar{c}_1 + \bar{c}_2^2) + (c_2c_1 + c_1\bar{c}_2 + cc_2\xi_2)\xi_2 + \\
&\quad (-c_2\bar{c}_0 - 2c_1\bar{c}_1 + 2c_1c_2\bar{c}_2 - c_1\bar{c}_2 + cc_2\xi_2)\xi_1\partial_2 \\
\bar{\Upsilon}_3 &= [2c_2\bar{c}_0 - c_2\bar{c}_0 + cc_1\xi_1^2 + 3cc_0 + 2c_2c_1 - c_2\bar{c}_2 + cc_2\xi_2]\xi_1 + (c_1 + c_2\bar{c}_2)\xi_2]\partial_1 + \\
&\quad (-c_1\bar{c}_0 + c_2\bar{c}_0\bar{c}_2 - c_1\bar{c}_1 + \bar{c}_2^2) + (c_2c_1 + c_1\bar{c}_2 + cc_2\xi_2)\xi_2 + \\
&\quad (-c_2\bar{c}_0 - 2c_1\bar{c}_1 + 2c_1c_2\bar{c}_2 - c_1\bar{c}_2 + cc_2\xi_2)\xi_1\partial_2.
\end{align*}
$$

must satisfy the relations $[\Upsilon_1, \Upsilon_2] = [\Upsilon_1, \Upsilon_3] = [\Upsilon_2, \Upsilon_3] = 0$ giving rise to restrictions on the form of $\Gamma_0$ and $\Gamma_1$. For example, we have to impose

$$
0 = [\Upsilon_1, \Upsilon_2] = [2c_2(c_0c_1 + c_0c_2\bar{c}_2 - c_2^2\bar{c}_0) + 2c_2(c_2^2 - cc_0c_2 + c_1c_2\bar{c}_2 - c_2^2\bar{c}_1)\xi_1]\partial_1 + \\
\quad [-2(2c_0c_2^2 - cc_2^2\bar{c}_0 + c_1c_2c_2\bar{c}_2) - 4c_1(c_1^2 - cc_0c_2 - c_2^2\bar{c}_1 + c_1c_2\bar{c}_2)\xi_1 - 2c_2(c_2^2 - cc_0c_2 - c_2^2\bar{c}_1 + c_1c_2\bar{c}_2)\xi_2]\partial_2,
$$

The above vanishes, along with the Lie brackets $[\Upsilon_1, \Upsilon_3], [\Upsilon_2, \Upsilon_3]$, if and only if

$$
a) \ c_2 \neq 0, \ \bar{c}_0 = \frac{c_0}{c_2}(c_1 + c_2\bar{c}_2), \ \bar{c}_1 = \frac{c_2^2 - cc_0c_2 + c_1c_2\bar{c}_2}{c_2^2}, \ b) \ c = c_1 = c_2 = 0. \quad (8.6)
$$

\textbf{Case I.a:} Since $c_2 \neq 0$, the vector field $\Gamma_1$ can be rescaled and $c_2$ can be assumed to be equal to one without varying $V_2$. A set of generators for the Lie algebra $V_2$ reads:

$$
\begin{align*}
Y_1 := (c_0 + c_1\xi_1 + \xi_2)\partial_1, & \quad Y_3 := (c_0 + c_1\xi_1 + \xi_2)\partial_1 - c_1\partial_2, \\
Y_2 := (-c_1\xi_1^2 + \xi_2)\partial_1 + \{c_0(c_1 + \bar{c}_2) + \bar{c}_2\xi_2 + \xi_1[-cc_0 + c_1(c_1 + \bar{c}_2) - c_2\xi_2]\}\partial_2, & \\
Y_4 := \{c_0(2c_1 + \bar{c}_2) + cc_1\xi_1^2 + (2c_1 + \bar{c}_2)\xi_2 + \xi_1[cc_0 + c_1(2c_1 + \bar{c}_2) + c_2\xi_2]\}\partial_1 + \\
\quad \{cc_2^2 - c_0c_1(2c_1 + \bar{c}_2) - [2cc_0 + c_1(2c_1 + \bar{c}_2)]\xi_2 + c_2^2\xi_2 + \xi_1[cc_0c_1 - c_1^2(2c_1 + \bar{c}_2) + cc_1\xi_2]\}\partial_2.
\end{align*}
$$

(8.7)
Indeed, the commutation relations between $Y_1, Y_2, Y_3, Y_4$ read:

$$
[Y_1, Y_2] = Y_3, \quad [Y_1, Y_3] = Y_4, \quad [Y_2, Y_3] = Y_4, \quad [Y_1, Y_4] = 0, \quad [Y_2, Y_4] = (3c_1 + 2\bar{c}_2)Y_4 - (cc_0 + (c_1 + \bar{c}_2)(2c_1 + \bar{c}_2))Y_3.
$$

Let us assume the affine, $c = 0$, and non-affine, $c \neq 0$, subcases.

**I.a.1) Non-affine subcase:** The vector fields $Y_1, \ldots, Y_4$ become a basis for $V_2$. Indeed, if $\sum_{\alpha=1}^{4} \mu_\alpha Y_\alpha = 0$, then

$$
\begin{bmatrix}
\partial_1, \\
\partial_2 :\sum_{\alpha=1}^{4} \mu_\alpha Y_\alpha
\end{bmatrix} = \mu_4 c(\partial_1 + c_1 \partial_2) - c\mu_2 \partial_1 = 0,
\begin{bmatrix}
\partial_2, \\
\partial_2 :\sum_{\alpha=1}^{3} \mu_\alpha Y_\alpha
\end{bmatrix} = 2c\mu_4 \partial_2 = 0.
$$

Hence, $\mu_2 = \mu_4 = 0$ and, from here, it follows that $\mu_1 Y_1 + \mu_3 Y_3 = 0$ implies that $\mu_1 = \mu_3 = 0$. Therefore, the Lie algebra $V_2$ has an Abelian two-dimensional ideal given by $\langle Y_3, Y_4 \rangle$ and

$$
Y_3 \wedge Y_4 = (c c_0 + c_1 \xi_1 + \xi_2)^3 \partial_1 \wedge \partial_2 \neq 0.
$$

The elements $Y_1, Y_2 - Y_3$ act on the ideal $\langle Y_3, Y_4 \rangle$ according to the matrices in the basis $\{Y_3, Y_4\}$ given by

$$
[\text{ad}_{Y_1}] = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad [\text{ad}_{Y_2 - Y_3}] = \begin{pmatrix} 0 & -(cc_0 + 3c_1 \bar{c}_2 + \bar{c}_2^2 + 2c_1^2) \\ 1 & 3c_1 + 2\bar{c}_2 \end{pmatrix}.
$$

The elements of $V_2$ act irreducibly on $\langle Y_3, Y_4 \rangle$ if and only if

$$
0 > (3c_1 + 2\bar{c}_2)^2 - 4(cc_0 + 3c_1 \bar{c}_2 + \bar{c}_2^2 + 2c_1^2) = c_1^2 - 4c_0 c.
$$

In view of Lemma 8.1, $V_2$ is diffeomorphic to $P_4$ under the assumed conditions. It is only left to recall that the above condition applies to a rescaled $\Gamma_1$ with $c_2 = 1$. Hence, the condition for a general $\Gamma_1$ with no rescaled coefficients reads $c_1^2 - 4c_0 c_2 < 0$. Indeed, recall that the fact $X^\text{RC}_2$ is associated with a conformal Riccati equation is independent of the chosen $\Gamma_1$ and that this vector field can be determined up to a proportional constant without varying $V_2$.

**I.a.2) Affine subcase:** We can choose among $\Gamma_0, \Gamma_1$ and the vector fields of (8.7) a set of generators of $V_2$ of the form

$$
Y_1 := (c_0 + c_1 \xi_1 + \xi_2)\partial_2, \quad Y_3 := (c_0 + c_1 \xi_1 + \xi_2)\partial_1, \quad Y_2 := \xi_2(\partial_1 - c_1 \partial_2).
$$

Since $(Y_3 - c_1 Y_1) \wedge Y_2 = 0$, Lemma 7.1 ensures that $V_2$ is not a Lie algebra of Euclidean vector fields unless $Y_3 - c_1 Y_1$ and $Y_2$ are linearly dependent. This only happens for $c_0 = c_1 = 0$, which in view of (8.6) implies that $\bar{c}_0 = \bar{c}_1 = 0$. In this case, $V_2$ is non-Abelian, two-dimensional and it spans a distribution of rank two. Hence, it becomes diffeomorphic to a Lie subalgebra of $P_4$.

**Case I.b:** If $c = c_1 = c_2 = 0$, then the condition $\Gamma_1 \neq 0$ allows us to assume, by rescaling $\Gamma_1$, that $c_0 = 1$ without changing $V_2$. Hence, $V_2$ possesses a basis

$$
Y_1 := \partial_2, \quad Y_2 := \xi_2 \partial_1 + (\bar{c}_0 + \bar{c}_1 \xi_1 + \bar{c}_2 \xi_2)\partial_2, \quad Y_3 := \partial_1.
$$
which admits an invariant distribution generated by $2\partial_1 + (\bar{c}_2 \pm \sqrt{c_2^2 + 4c_1})\partial_2$ for $c_2^2 + 4c_1 \geq 0$ and it is primitive otherwise. Proposition 7.3 implies that the only three-dimensional imprimitive Euclidean Lie algebra of vector fields is $I_{8}^{0}$. Nevertheless, $\dim[I_{8}^{0} \cap I_{8}^{0}] = 2$ and every element of $[I_{8}^{0} \cap I_{8}^{0}]$ is an ideal of $I_{8}^{0}$. As $[V_2, V_2] = \langle \partial_1 + \bar{c}_2 \partial_2, \bar{c}_1 \partial_2 \rangle$, the Lie algebra $V_2$ can only be diffeomorphic to $I_{8}^{0}$ for $\bar{c}_1 \neq 0$. But in this case $Y_1 \in [V_2, V_2]$ and $Y_1$ does not span an ideal of $I_{8}^{0}$. Hence, $V_2$ is not diffeomorphic to $I_{8}^{0}$. In view of Table 3, the only three-dimensional primitive Lie algebra of vector fields on $\mathbb{R}^3$ is $P_1$. Then, $V_2$ is diffeomorphic to $P_1$ for $c_2^2 + 4c_1 < 0$.

\[\Diamond \text{II) The Lie algebra } V_2 \text{ is not diffeomorphic to Lie subalgebras of } P_4\]

Let us assume that $\Gamma_0$ and $\Gamma_1$ generate a Lie algebra $V_2$ of Euclidean projective vector fields that is not diffeomorphic to a Lie subalgebra of $P_4$. In view of Proposition 7.3 and Table 2, the Lie algebra $V_2$ must be diffeomorphic to a Lie subalgebra of $P_2$ or $P_3$, which are Lie algebras of Hamiltonian vector fields (cf. [6]). Lemma 8.2 ensures that $c = 0$ and $\Gamma_0$ and $\Gamma_1$ satisfy the conditions (8.3). We have two cases:

**Case II.a:** A first option is $c_2 = \bar{c}_2 = 0$. Hence, $V_2$ is generated by

$$
\begin{align*}
Y_0 &:= \Gamma_0 = \xi_2 \partial_1 + (\bar{c}_0 + c_1 \xi_1)\partial_2, & Y_1 &:= \Gamma_1 = (c_0 + c_1 \xi_1)\partial_2, \\
Y_2 &:= (c_0 + c_1 \xi_1)\partial_1 - c_1 \xi_2 \partial_2, & Y_3 &:= (c_0 \bar{c}_1 - c_1 \bar{c}_0)\partial_2.
\end{align*}
$$

(8.12)

The above vector fields span a Lie algebra of dimension bigger than three for $c_1(c_0 \bar{c}_1 - c_1 \bar{c}_0) \neq 0$. Therefore, $V_2$ can be a Lie subalgebra of $P_2$ or $P_3$ provided $c_1(c_0 \bar{c}_1 - c_1 \bar{c}_0) = 0$. If $c_1 = 0$, then $[Y_1, Y_2] = 0$ and $V_2$ cannot be isomorphic to a Lie subalgebra of $P_2$ or $P_3$. Meanwhile, assuming that $c_0 \bar{c}_1 - c_1 \bar{c}_0 = 0$, with $c_1 \neq 0$, leads to the following commutation relations

$$
[Y_0, Y_1] = -Y_2, \quad [Y_1, Y_2] = -2c_1Y_1, \quad [Y_0, Y_2] = 2c_1Y_0 - 4\bar{c}_1Y_1.
$$

By making use of the Killing form related to this Lie algebra, we find that it is non-degenerate of signature $(2,1)$. Hence, $V_2$ is isomorphic to $\mathfrak{sl}(2)$. The Casimir element related to it is, up to a proportional constant, $Y_1 \otimes Y_0 + Y_0 \otimes Y_1 - \frac{2c_1}{c_1} Y_1 \otimes Y_1 + \frac{1}{2c_1} Y_2 \otimes Y_2$. Its determinant is zero. In view of Theorem 4.4 in [6], the Lie algebra $V_2$ is diffeomorphic to $I_5$ and it is not diffeomorphic to $P_2$.

**Case II.b:** The following case is given by $c_1 = \bar{c}_1 = 0$ where $(c_2, c_0)$ and $(\bar{c}_2, \bar{c}_0)$ are linearly dependent. The Lie algebra is spanned by vector fields of the form

$$
\begin{align*}
Y_0 &:= \xi_2 \partial_1, & Y_1 &:= (c_0 + c_2 \xi_2)\partial_2, & Y_2 &:= (c_0 + c_2 \xi_2)\partial_2.
\end{align*}
$$

(8.13)

If these vector fields span a three-dimensional Lie algebra, i.e. $c_0 \neq 0$, then they admit a two-dimensional Abelian ideal $\langle Y_1, Y_2 \rangle$ and $V_2$ is neither isomorphic to $P_2$ nor to $P_3$. If $\dim V_2 = 2$, namely $c_0 = 0$, then $V_2$ may be diffeomorphic to a two-dimensional Lie algebra of type $I_{4\alpha 4}^{01}$ that is diffeomorphic to a Lie subalgebra of $P_4$ and already appeared in the previous subsection.

\[\Box\]

Finally, we characterize strictly non-autonomous second-order Riccati chain equations that can be related to hyperbolic Riccati equations.
Theorem 8.5. A strictly non-autonomous second-order Riccati chain equation is diffeomorphic, as a first-order system, to a hyperbolic Riccati equation when it takes the form

\[
\frac{d^2u}{dx^2} = -3cu \frac{du}{dx} - c^2 u^3 + f(x)c_0 + c_0(c_1 + \bar{c}_2) + [f(x)c_1 + \bar{c}_1^2/2 - 1] u + [f(x)c_2 + \bar{c}_2] \left( cu^2 + \frac{du}{dx} \right),
\]

where \( f(x) \) is a non-constant function, \( c_1^2 - 4c_0c_2c > 0 \) with \( c, c_2 \neq 0 \), and \( \bar{c}_2 \in \mathbb{R} \). A strictly non-autonomous affine second-order Riccati chain equation is diffeomorphic to a hyperbolic Riccati equation if and only if it takes the form (8.14) for \( c = 0 \) and \( c_2 \neq 0 \) or it satisfies the following conditions

\[
a) \quad \alpha_1(x) = \alpha_2(x) = 0, \quad c_2 > 0, \quad b) \quad \alpha_0(x) = \alpha_1(x) = \bar{c}_0 = \bar{c}_1 = 0, \\
c) \quad c_1 = \bar{c}_1 = 0, \quad c_2 = 0, \quad c_0 \bar{c}_2 - c_2 \bar{c}_2 = 0.
\]

Proof. If \( X^R_2 \) is diffeomorphic to a hyperbolic Riccati equation, then its irreducible Lie algebra consists of projective and hyperbolic vector fields. Hence, Proposition 7.6 states that \( X^R_2 \) admits an irreducible Vessiot–Guldberg Lie algebra diffeomorphic to a Lie subalgebra of \( I_4 \) or \( I_9 \). As a consequence, further analysis is divided into two cases: \( V_2 \) diffeomorphic to a Lie subalgebra of \( I_9 \), and \( V_2 \) diffeomorphic to a Lie subalgebra of \( I_4 \) not described in the previous case.

\( \diamond \) I) The Lie algebra \( V_2 \) is diffeomorphic to a Lie subalgebra of \( I_9 \)

If \( V_2 \) is diffeomorphic to a Lie subalgebra of \( I_9 \), then \( \Upsilon_1 := [\Gamma_1, \Gamma_0], \quad \Upsilon_2 := [\Gamma_1, \Upsilon_1], \quad \Upsilon_3 := [\Gamma_0, \Upsilon_1] \) belong to \( [I_9, I_9] \cong \mathbb{R}^2 \) and commute among themselves, i.e. \( [\Upsilon_1, \Upsilon_2] = [\Upsilon_1, \Upsilon_3] = [\Upsilon_2, \Upsilon_3] = 0 \). This establishes conditions on the coefficients of \( \Gamma_0 \) and \( \Gamma_1 \), namely the conditions (8.6) found in Theorem 8.3. We investigate the subcases \( c = 0 \) and \( c \neq 0 \).

I.a) Non-affine subcase: If we assume \( c \neq 0 \), then \( \Gamma_1 \) and \( \Gamma_0 \) must satisfy condition a) in (8.6). It was already showed in the subcase I.a.1) of the proof of Theorem 8.4 that the Lie algebra \( V_2 \) related to this case has a basis \( Y_1, \ldots, Y_4 \) given by (8.7). Since \( \dim I_9 = 4 \) and \( V_2 \) is assumed to be diffeomorphic to a Lie subalgebra of \( I_9 \), it follows that \( V_2 \) is diffeomorphic to \( I_9 \cong h_2 \oplus h_2 \). It was also proved in the subcase I.a.1) of the proof of Theorem 8.4 that \( V_2 \) is diffeomorphic to \( P_4 \) for \( c_1^2 - 4c_0c_2c < 0 \). Following the process given there, we obtain that if \( c_1^2 - 4c_0c_2c > 0 \), then \([V_2, V_2]\) can be written as a non-trivial direct sum of subspaces invariant under the adjoint action of \( V_2 \). In view of Table 4 and recalling that the Lie algebra \([V_2, V_2] = \langle Y_3, Y_4 \rangle\) is two-dimensional and it spans a distribution of rank two, \( V_2 \) becomes diffeomorphic to \( I_9 \). If \( c_1^2 = 4c_0c_2c = 0 \), then not every element of \( V_2 \) diagonalizes when acting on \([V_2, V_2]\) as it happens for \( I_9 \) acting on \([I_9, I_9]\). So, \( V_2 \) is not diffeomorphic to \( I_9 \).

I.b) Affine subcase: Let us consider both subcases given in conditions (8.6) for \( c = 0 \). Consider the first set of conditions in (8.6). It was proved in subcase I.a.2) of the proof of Theorem 8.4 that \( V_2 \) admits a set of generators \( Y_1, Y_2, Y_3 \) of the form (8.10). In fact,

\[
[Y_1, Y_2] = Y_3 - c_1 Y_1, \quad [Y_2, Y_3] = 0, \quad [Y_1, Y_3] = Y_3 - c_1 Y_1.
\]

In view of (8.10), \( \dim V_2 = 3 \) if and only if \( c_0^2 + c_1^2 \neq 0 \). Assume that \( \dim V_2 = 3 \). In this case, \( Y_2 - Y_3 \) belongs to the center of the Lie algebra and \((Y_3 - c_1 Y_1) \wedge Y_2 = 0 \). In view of
Table 4 and Table 2, the Lie algebra $V_2 \simeq \langle Y_2 - Y_3 \rangle \oplus \langle Y_3 - c_1 Y_1, V_2 \rangle$ is diffeomorphic to $I_{\text{aff}}^1$ and $V_2$ becomes diffeomorphic to a hyperbolic Lie algebra on $\mathbb{R}^2$. If $c_0 = c_1 = 0$, then $V_2$ is non-Abelian, two-dimensional and spans a distribution of rank two. In view of Table 2, the Lie algebra $V_2$ becomes diffeomorphic to a Lie algebra of hyperbolic projective vector fields: $I_{144}^2$, which is not a Lie subalgebra. Due to the relations (8.6), this case leads to $c_0 = \tilde{c}_1 = 0$. This shows that second-order Riccati equations (8.11) with $c_2 \neq 0$ and $c = 0$ are locally diffeomorphic to a hyperbolic Riccati equation.

Let us assume the second set of conditions in (8.6), namely $c_2 = c_1 = c = 0$. As shown in subcase I.b) of Theorem 8.4, the Lie algebra $V_2$ is a three-dimensional Lie algebra with a basis (8.12) and $V_2$ will be imprimitive provided that $\tilde{c}_1 = 0$. Lemma 7.2 ensures that hyperbolic Lie algebras are imprimitive, so condition $\tilde{c}_2 > 0$ must be satisfied. Observe that $V_2$ has an ideal $\langle V_2, V_2 \rangle = \langle Y_1, Y_3 \rangle$ and every element of $V_2$ diagonalize when acting on it for $\tilde{c}_2 = 0$. Additionally two elements of $V_2$ are proportional at each point if and only if $\tilde{c}_1 = 0$. In view of Lemma 8.1, the Lie algebra $V_2$ is diffeomorphic to $I_4$ for $\tilde{c}_1 \neq 0$. If $\tilde{c}_1 = 0$, then $V_2$ is diffeomorphic to $I_{154}^1$.

\[ \Diamond \text{II) The Lie algebra } V_2 \text{ is diffeomorphic to a Lie subalgebra of } I_4 \text{ and it is not diffeomorphic to a Lie subalgebra of } I_9 \]

Since $I_4$ is three-dimensional. Hence, $V_2$ is a three or two-dimensional Lie algebra, which in view of Table 2 implies that $V_2$ must be a Lie algebra of Hamiltonian vector fields with $c = 0$ satisfying conditions (8.3):

- Subcase $c_2 = \tilde{c}_2 = 0$. It was proved in the case II.a of the proof of Theorem 8.4 that $V_2$ is spanned by the vector fields (8.12). So, $\text{dim } V_2 < 4$ if and only if $\tilde{c}_1 (c_0 \tilde{c}_1 - c_1 \tilde{c}_0) = 0$. If $c_1 = 0$, then $[Y_1, Y_2] = 0$ and $V_2$ cannot be isomorphic to $I_4 \simeq \mathfrak{sl}(2)$. If $c_1 \neq 0$ and $c_0 \tilde{c}_1 - c_1 \tilde{c}_0 = 0$, then $V_2$ becomes isomorphic to $I_5$ (see again case II.a in Theorem 8.4).

- Subcase $c_1 = \tilde{c}_1 = 0$ with $c_0 \tilde{c}_2 - c_2 \tilde{c}_0 = 0$. It was proved in case II.b of the proof of Theorem 8.4 that $V_2$ is spanned by the vector fields (8.13). If $c_0 \neq 0$, then $V_2$ is three-dimensional and $Y_1, Y_2$ commute. Hence, $V_2$ is not isomorphic to $I_4$. If $c_0 = 0$, then $\tilde{c}_0 = 0$ also and $V_2$ is diffeomorphic to $I_{144}^1$ that was already described in part I.a.2 of this proposition.

\[ \square \]

9. Applications of the Riccati hierarchy to partial differential equations

In this section we discuss the second-order Riccati chain equation or, equivalently, an associative projective Riccati equation in order to study Bäcklund transformations for the Sawada–Kotera (SK) and Kaup–Kupershmidt (KK) equations.

Let $u$ be a real function on $\mathbb{R}^2$. The Sawada–Kotera [40] and Kaup–Kupershmidt [19, 32] equations take the form

\[ u_t + (u_{4x} + 30u u_{xx} + 60 u^3)_{x} = 0, \]

\[ u_t + \left( u_{4x} + 30u u_{xx} + \frac{45}{2} u_x^2 + 60u^3 \right)_{x} = 0, \]
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the following projective Riccati equation
\begin{equation}
\Psi_{xxx} + 6u\Psi_x + (6R - \lambda)\Psi = 0, \quad (9.1)
\end{equation}
where $\Psi, R : \mathbb{R} \to \mathbb{R}$ are $x$-dependent functions and $\lambda$ is a spectral parameter. More specifically, the linear spectral problem \( 9.1 \) for the SK equations has $R = 0$ and $R = u_x/2$ for the KK equations. The linear spectral problem gives rise to the Darboux transformations \[32\]

Let us prove that Riccati equations of projective and conformal type can be used to study the above Bäcklund transformations. A third-order differential equation can be considered as a first-order system on the second-order tangent bundle, $T^2\mathbb{R} \simeq \mathbb{R}^3$, by adding new variables $v := d\Psi/dx$ and $a := dv/dx$. Therefore, \( 9.1 \) can be studied through the linear system

\[
\begin{align*}
\frac{d\Psi}{dx} &= v \\
\frac{dv}{dx} &= a \\
\frac{da}{dx} &= -6uv + (\lambda - 6R)\Psi
\end{align*}
\]

This is a linear system of differential equations associated with the Vessiot–Guldberg Lie algebra spanned by the vector fields $X_{ij} = x_i\partial/\partial x_j$ with $i \neq j$. The linear function $\Psi : V \to \mathfrak{sl}(3)$ mapping each vector field $X_{ij}$ into the traceless $n \times n$ matrix $M_{ij}$ with coefficients $(M_{ij})_{k} := -\delta^i_k \delta^j_l$ is a Lie algebra isomorphism.

If we set $\mathcal{O} := \{(\Psi, v, a) \in T^2\mathbb{R} \simeq \mathbb{R}^3 : \Psi \neq 0\}$, we can define the projection $\pi : \mathcal{O} \ni (\Psi, v, a) \mapsto (y_1, y_2) := (v/\Psi, a/\Psi) \in \mathbb{R}^2$. Since the system \( 9.3 \) is linear and every solution can be multiplied by a constant to get another solution, we can perform a reduction which is equivalent to applying the projection $\pi$. Indeed, all elements of $V$ are projectable onto $\mathbb{R}^2$. The kernel of the Lie algebra morphism $\pi_* : X \in V \to \pi_* X \in \pi_* V$ is an ideal of $V$. Since $V \simeq \mathfrak{sl}(3)$ is simple, it has only the trivial ideals 0 and $V$. But if $\pi_*$ is not identically zero, then ker $\pi_* = \{0\}$ and $\pi_* V \simeq V$. Since the linear system \( 9.3 \) is associated with an $x$-dependent vector field taking values in $V$, its projection is determined by an $x$-dependent vector field taking values in the Vessiot–Guldberg Lie algebra $\pi_* V \simeq \mathfrak{sl}(3)$. It is known that every Lie algebra of vector fields on the plane isomorphic to $\mathfrak{sl}(3)$ is diffeomorphic to $P_8$ and an $x$-dependent vector field taking values in $P_8$ gives rise, up to a change of variables, to a projective Riccati equation (cf. \[6\]). In our case, the projection of \( 9.3 \) consists exactly of the following projective Riccati equation

\[
\begin{align*}
\frac{dy_1}{dx} &= y_2 - y_1^2, \\
\frac{dy_2}{dx} &= -6uy_1 + (6 - \lambda R) - y_1y_2,
\end{align*}
\]
which is related to a Vessiot–Guldberg Lie algebra of vector fields $P_8 \simeq \mathfrak{sl}(3)$. Recall that Theorem 4.1 tells us that this system is indeed equivalent to a second-order Riccati chain equation.

It is interesting that the Bäcklund transformations (9.2) can be recast in the form

$$\tilde{u} = u + y_1 - y_2^2, \quad \tilde{v} = u + \frac{1}{2} \partial_x \left[ \frac{y_2 + 3u + 6uy_1}{y_2 - y_1^2/2 + 3u} \right].$$

This shows that Bäcklund transformations for the KK and KS equations do not really depend on the linear spectral problem, but rather on the associated Riccati projective equations which contain all the necessary information for their description.

Although the above procedure has been applied to the SK and KK equations, most of the above arguments can be applied to many other PDEs, such as the Boussinesq equation [20] or the Fitzhugh-Nagumo equations [1], giving rise to similar results.

10. Superposition rules for Gambier equations

In this section we show how conformal Riccati equations can help in studying different types of Gambier equations.

The second-order differential equation

$$\frac{d^2 y}{dx^2} - \frac{3}{4y} \left( \frac{dy}{dx} \right)^2 + \frac{3}{2} y^2 \frac{dy}{dx} + \frac{1}{4} y^3 + 6uy - 2\lambda = 0,$$

(10.1)

where $\lambda \in \mathbb{R}$ and $u$ is an arbitrary $x$-dependent function, belongs to the class of Gambier differential equation $G_{25}$ [21]. For an arbitrary $x$-dependent function $u(x)$, this is not a Lie system when written as a first-order system by adding a new variable $v := dy/dx$. Indeed, consider the $x$-dependent vector field related to such a system

$$X = v \partial_y + [3v^2/(4y) - 3y^2v/2 + y^3/4 - 2\lambda] \partial_v + 6uy \partial_v.$$  

When $u(x)$ is not a constant function, the irreducible Lie algebra related to $X$ is spanned by the vector fields

$$X_1 = v \partial_y + [3v^2/(4y) - 3y^2v/2 + y^3/4 - 2\lambda] \partial_v, \quad X_2 = y \partial_v,$$

and their successive Lie brackets. It is a long but straightforward computation to show that $X_3 := [X_1, X_2]$ allows us to generate six vector fields $X_{k+1} := [X_1, X_k]$, with $k = 3, \ldots, 8$. These vector fields are linearly independent over $\mathbb{R}$. It can be proved that they generate an infinite-dimensional Lie algebra of vector fields.

Nevertheless, the contact transformation [21]

$$y := \frac{\lambda}{dz/dx + z^2/2 + 3u}$$
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maps (10.1) into
\[
\frac{d^2z}{dx^2} + 3\frac{dz}{dx} + z^3 + 6uz + 3\frac{du}{dx} - \lambda = 0,
\]
namely a second-order Riccati chain equation. This implies that every particular solution of G25 can be described through particular solutions of different types of second-order Riccati chain equations. We already proved that second-order Riccati equations are Lie systems when written as first-order systems. Hence, (10.1) allows us to use a Lie system in order to study a non-Lie system.

Lie systems can also be employed to study G27 [21], namely
\[
\frac{d^2y}{dx^2} = \frac{1}{2y} \left( \frac{dy}{dx} \right)^2 - 2cy \left( \frac{dy}{dx} \right) - c^2y^3 - a(x)y - \frac{1}{2y},
\]  
(10.2)
The differential equation (10.2) can be written as a first-order system
\[
\begin{cases}
\frac{dy}{dx} = v, \\
\frac{dv}{dx} = \frac{v^2}{2y} - 2cyv - c^2y^3 - a(x)y - \frac{1}{2y},
\end{cases}
\]
by adding a new variable \( v := \frac{dy}{dx} \). Let us perform a change of variables given by
\[
y = y_1^{-1}, \quad v = -\frac{c + y_1y_2}{y_1^2}.
\]
This maps the Gambier equation (10.2), written as a first-order system, into a Riccati conformal equation of the form
\[
\begin{cases}
\frac{dy_1}{dx} = c + y_1y_2, \\
\frac{dy_2}{dx} = a(x) + \frac{1}{2}(y_1^2 + y_2^2).
\end{cases}
\]
Indeed, it is easy to prove that the vector field \( X_x = (c + y_1y_2)\partial_{y_1} + [a(x) + (y_1^2 + y_2^2)/2]\partial_{y_2} \) is, for every fixed \( x \in \mathbb{R} \), a conformal vector field relative to the metric \( dy_1 \otimes dy_1 - dy_2 \otimes dy_2 \). In this case, we have used an \( x \)-independent change of variables to map G27 into a Lie system, which shows that (10.3) is a Lie system.

11. Lax pair associated with the Sturm-Liouville problem

Let us consider the Sturm-Liouville problem (SLP) for the function \( w(x, \lambda) \) with a given potential function \( u(x) \)
\[
\frac{d^2w(x, \lambda)}{dx^2} - \alpha \left( u(x), \lambda \right) w(x, \lambda) = 0, \quad \lambda \in \mathbb{C}.
\]  
(11.1)
The Sturm-Liouville problem appears in the analysis of relevant integrable systems, e.g. for the Darboux-Treibich-Verdier potentials [42], which are the following rational trigonometric and elliptic potentials respectively:

\[
\alpha(z) = \frac{a_1}{z^2} + a_0, \quad \alpha = \frac{a_1^2}{\sin^2(az)} + \frac{a_2^2}{\cos^2(az)} + a_0, \quad \alpha(z) = \sum_{i=1}^{3} \alpha_i P(z - \omega_i) + \alpha_4 + \alpha_4 P(z) + a_0.
\]

Here, \(a_1, \ldots, a_4, a\) are arbitrary real constants and \(P(z)\) is the Weierstrass elliptic functions with periods \(2\omega_1, 2\omega_2\) and \(\omega_3 = \omega_1 + \omega_2\). The matrix linear problem for the wavefunction \(\Phi \in SL(2, \mathbb{C})\) associated with (11.1) has the form

\[
\partial_x \Phi = L([u], \lambda) \Phi,
\]

where \(L([u], \lambda) = \begin{pmatrix} 0 & 1 \\ \alpha(u(x), \lambda) & 0 \end{pmatrix} \in \mathfrak{sl}(2, \mathbb{C})\). (11.2)

We look for an \(\mathfrak{sl}(2, \mathbb{C})\)-valued matrix \(M([u], \lambda)\) such that the Lax pair

\[
\partial_x M + [M, L] = 0
\]

holds and is equivalent to equation (11.1). Here, we use the abbreviated notation of the jet space \([u] = (x, u, u_x, u_{xx}, \ldots)\). The Lax pair (11.3) can be regarded as the compatibility conditions of a linear spectral problem (LSP) of the form [25]

\[
\partial_x \Phi([u], \lambda, y) = L([u], \lambda) \Phi([u], \lambda, y), \quad \partial_y \Phi([u], \lambda, y) = M([u], \lambda) \Phi([u], \lambda, y), \quad (11.4)
\]

where the matrices \(M\) and \(L\) are independent of the auxiliary variable \(y\), i.e. \(\partial_y L = \partial_y M = 0\), while the wavefunction \(\Phi\) depends on \([u], \lambda\) and the auxiliary variable \(y\). Then the wavefunction \(\Phi\) can be given in the factored form

\[
\Phi = \begin{pmatrix} w_1 & w_2 \\ \frac{d}{dx}w_1 & \frac{d}{dx}w_2 \end{pmatrix} \begin{pmatrix} e^{ay} & 0 \\ 0 & e^{-ay} \end{pmatrix} \in SL(2, \mathbb{C}), \quad a \in \mathbb{C},
\]

(11.5)

where \(w_1\) and \(w_2\) are two linearly independent particular solutions of the LSP (11.1) which can be parametrized by a function \(m(x)\) as follows

\[
w_1 = k_1 m^{1/2} \exp \left( a \int_{x_0}^x \frac{ds}{m} \right), \quad k_1 \in \mathbb{C},
\]

\[
w_2 = k_1 m^{1/2} \exp \left( a \int_{x_0}^x \frac{ds}{m} \right) \left[ k_2 - \frac{1}{2ak_1} \exp \left( -2a \int_{x_0}^x \frac{ds}{m} \right) \right], \quad k_2 \in \mathbb{C}.
\]

(11.6)

The general form of the \(\mathfrak{sl}(2, \mathbb{C})\)-valued matrix function \(M\) is given by

\[
M = \begin{pmatrix} - \frac{1}{2}m_x & m \\ \frac{4a^2 - m^2}{4m} & \frac{1}{2}m_x \end{pmatrix},
\]
where the function $m$ satisfies the Gambier equation written as the linear third-order differential equation [21, p. 27]

$$\left(\partial_x^3 - 4\alpha\partial_x - 2\alpha_x\right)m = 0.$$

(11.7)

The contact transformation

$$y_1 := \frac{m_x}{m}, \quad y_2 := \frac{m_{xx}}{m}$$

maps $G25$ onto the projective Riccati equations

$$\left\{ \begin{array}{l}
\frac{dy_1}{dx} = y_2 - y_1^2, \\
\frac{dy_2}{dx} = 4\alpha y_1 + 2\alpha x - y_2 y_1.
\end{array} \right.$$

For arbitrary $x$-dependent coefficient $\alpha$, the previous Lie system is related to the Vessiot–Guldberg Lie algebras spanned by the vector fields

$$Z_1 := (y_2 - y_1^2)\partial_{y_1} - y_2 y_1\partial_{y_2}, \quad Z_2 := y_1\partial_{y_2}, \quad Z_3 := \partial_{y_2}.$$

In view of Table 4, these vector fields are related to a Vessiot–Guldberg Lie algebra isomorphic to $\mathfrak{sl}(3)$.

Finally, it is worth noting that equation (11.7) admits a first integral

$$2m m_{xx} - m_x^2 - 4\alpha m^2 + K = 0, \quad K \in \mathbb{R}.$$

Equation (11.8) can be written as a first-order system by adding a new variable $v = m_x$

$$\left\{ \begin{array}{l}
\frac{dm}{dx} = v, \\
\frac{dv}{dx} = \frac{v^2}{2m} + 2\alpha m.
\end{array} \right.$$

This differential equations is related to an $x$-dependent vector field $X = 2\alpha X_1 + X_3$, where

$$X_1 := v \frac{\partial}{\partial m} + \frac{v^2}{2m} \frac{\partial}{\partial v}, \quad X_2 := m \frac{\partial}{\partial m}, \quad X_3 := m \frac{\partial}{\partial v}$$

have commutation relations

$$[X_1, X_2] = X_1, \quad [X_1, X_3] = -X_2, \quad [X_2, X_3] = X_3.$$

By using the Killing form, we obtain that the Lie algebra $V = \langle X_1, X_2, X_3 \rangle$ is isomorphic to $\mathfrak{sl}(2)$. In view of Table 4 and using that this Lie algebra spans a distribution of rank two, this Lie algebra must be diffeomorphic to one of the classes $I_4, I_5, P_2$. To determine exactly to which class $V$ is diffeomorphic to, we make use of [7, Theorem 4.4]. The Casimir tensor field for this case reads

$$\mathcal{R} = Y_1 \otimes Y_3 + Y_3 \otimes Y_1 + Y_2 \otimes Y_2 = m^2 \partial_m \otimes \partial_m + v^2 \partial_v \otimes \partial_v + vm \partial_v \otimes \partial_m + \partial_v \otimes \partial_m.$$

Hence, the determinant of the coefficients is zero and in view of the above-mentioned theorem $V$ is locally diffeomorphic to $I_5$. In view of the Table 3 and Table 4 this is a Lie algebra of projective vector fields. We see from Table 2 that it is not related to a Lie algebra of conformal vector fields.
12. Conclusions and Outlook

The main objective of this study is to prove that the members of the Riccati hierarchy are equivalent to projective Riccati equations. This allows us to identify Riccati chain equations as the equations described by an \( x \)-dependent vector field taking values in the Lie algebra of projective vector fields of a flat Riemannian metric. The change of variables mapping the flat Riemannian metric into a diagonal form is the change of variables mapping Riccati chain equations into projective Riccati equations. As an application, we have derived superposition rules for all Riccati chain equations.

We have studied the relations between the conformal and projective vector fields on \( \mathbb{R}^2 \) relative to different metrics. As additional results, we have proved several propositions concerning the relations of inclusion between finite-dimensional Lie algebras of vector fields on the plane given in \cite{Anderson}. Moreover, we found that the non-exhaustive relations of inclusion between Lie algebras given in that work are indeed all the relations that can be obtained in the case of projective and conformal vector fields.

Finally, several applications of Riccati chain equations to the Sawada-Kotera and Kaup-Kupershmidt PDEs have been described. In addition, new relations between Gambier equations, Sturm-Liouville problems and the Riccati hierarchy have been established.

In the future, we aim to show that most integrable PDEs can be studied through Lie systems. Additionally, we plan to use contact transformations to map Painlevé equations onto Lie systems. We also aim to study which differential equations can be mapped onto Lie systems through such transformations. Further exploration of relations between these two systems and their various properties are planned in our future work. This could increase the range of solvability of Lie systems by the technique described in this paper.

Acknowledgements

The research of J. de Lucas was partially financed by the project MAESTRO under project number DEC-2012/06/A/ST1/00256. A.M. Grundland’s work was supported by a research grant from the National Sciences and Engineering Research Council of Canada. J. de Lucas would also like to thank the Centre de Recherches Mathématiques (CRM) of the Université de Montréal for its hospitality and attention during the research stay which gave rise to this work. Fruitful discussions on the present paper with P. Winternitz are also acknowledged.

References

[1] S. Abbasbandy, Soliton solutions for the Fitzhugh–Nagumo equation with the homotopy analysis method, Appl. Math. Mod. 32, 2706–2714 (2008).
[2] R. Abraham and J.E. Marsden, Foundations of Mechanics. Second Edition, Addison–Wesley, Redwood City, 1987.
[3] R.L. Anderson, J. Harnad and P. Winternitz, Systems of ordinary differential equations with nonlinear superposition principles, Preprint CRMA-980. Montreal, 1980.
[4] R.L. Anderson, J. Harnad and P. Winternitz, Group theoretical approach to superposition rules for systems of Riccati equations, Lett. Math. Phys. 5, 143–148 (1981).
[5] R.L. Anderson and P. Winternitz, A nonlinear superposition principle for Riccati equations of the conformal type, Lect. Notes in Phys. 135, 165–169 (1980).
[6] A. Ballesteros, A. Blasco, J.F. Herranz, J. de Lucas and C. Sardón, Lie–Hamilton systems on the plane: properties, classification and applications, J. Differential Equations 258, 2873–2907 (2015).
[7] A. Blasco, J.F. Herranz, J. de Lucas and C. Sardón, Lie–Hamilton systems on the plane: superposition rules and applications, J. Phys. A 48, 345202 (2015).
[8] S. Bittanti, A.J. Laub and J.C. Willems, The Riccati equation, Communications and Control Engineering Series. Springer–Verlag, Berlin, 1991.
[9] F. Boniver and P.B. Lecomte, A remark about the Lie algebra of infinitesimal conformal transformations of the Euclidean space, Bull. London Math. Soc. 32, 263–266 (2000).
[10] J.F. Cariñena, A. Ibort, G. Marmo and G. Morandi, Geometry from dynamics, classical and quantum, Springer, Dordrecht, 2015.
[11] J.F. Cariñena, J. Grabowski and G. Marmo, Lie–Scheffers systems: A geometric approach, Bibliopolis, Naples, 2000.
[12] J.F. Cariñena, J. Grabowski and G. Marmo, Superposition rules, Lie theorem, and partial differential equations, Rep. Math. Phys. 60, 237–258 (2007).
[13] J.F. Cariñena, P. Guha, M.F. Rañada, Geometrical and dynamical aspects of nonlinear higher-order Riccati systems, arXiv:1507.00512.
[14] J.F. Cariñena and J. de Lucas, Lie systems: theory, generalizations, and applications, Dissertationes Math. 479, 1–162 (2011).
[15] J.F. Cariñena and J. de Lucas, Superposition rules and second-order Riccati equations, J. Geom. Mech. 3, 1–22 (2011).
[16] J.F. Cariñena, J. de Lucas and C. Sardón, Lie–Hamilton systems: theory and applications, Int. J. Geom. Methods Mod. Phys. 10, 09129823 (2013).
[17] J.F. Cariñena, M.F. Rañada and M. Santander, Lagrangian formalism for nonlinear second-order Riccati systems: one-dimensional integrability and two-dimensional superintegrability, J. Math. Phys. 46, 062703 (2005).
[18] J.D. Cole, On a quasi-linear parabolic equation occurring in aerodynamics, Quarterly of Appl. Math. 9, 225–236 (1951).
[19] A.P. Fordy and J. Gibbons, Some remarkable nonlinear transformations, Phys. Lett. A 75, 325–325 (1980).
[20] A.P. Fordy, Projective representations and deformations of integrable systems, Proc. R. Ir. Acad. 83A, 75–93 (1983).
[21] B. Gambier, Sur les équations différentielles du second ordre et du premier degré dont l’intégrale générale est à points critiques fixes, Acta Mathematica 33, 1–55 (1910).
[22] A. González-López, N. Kamran and P.J. Olver, Lie algebras of vector fields in the real plane, Proc. London Math. Soc. 64, 339–368 (1992).
[23] J. Grabowski and J. de Lucas, Mixed superposition rules and the Riccati hierarchy, J. Differential Equations 254, 179–198 (2013).
[24] A.M. Grundland and D. Levi, On higher-order Riccati equations as Bäcklund transformations, J. Phys. A 32, 3931–3937 (1999).
[25] A.M. Grundland and S. Post, Surfaces immersed in Lie algebras associated with elliptic integrals, J. Phys. A: Math. Theor. 45, 015204 (2012).
[26] A. Gul'dberg, Sur les équations différentielles ordinaires qui possèdent un système fondamental d'intégrales, C.R. Acad. Sci. Paris 116, 964–965 (1893).
[27] G.S. Hall, Symmetries and curvature structure in General Relativity, World Scientific Lecture Notes in Physics, 46. World Scientific Publishing Co., Inc., River Edge, NJ, 2004.
[28] E. Hopf, The partial differential equation $y_t + yy_x = \mu y_{xx}$, Comm. Pure Appl. Math. 3, 201–230 (1950).
[29] E.L. Ince, Ordinary Differential Equations, Dover Publications, New York, 1944.
[30] A. Inselberg, On classification and superposition principles for nonlinear operators, thesis (Ph.D.) - University of Illinois at Urbana-Champaign. ProQuest LLC, Ann Arbor, MI, 1965.
A. Karasu and P.G.L. Leach, *Nonlocal symmetries and integrable ordinary differential equations: \( \ddot{x} + 3\dot{x} + x^3 = 0 \) and its generalizations*, J. Math. Phys. **50**, 073509 (2009).

D. Kaup, *On the inverse scattering problem for cubic eigenvalue problems of the class \( \phi_{xxx} + 6Q\psi_x + 6R\psi = \lambda\psi \)*, Stud. Appl. Math. **62**, 189–216 (1980).

M. de León and P.R. Rodrigues, *Generalized classical mechanics and field theory. A geometrical approach of Lagrangian and Hamiltonian formalisms involving higher order derivatives*, North-Holland Mathematics Studies 112. Notes on Pure Mathematics 102. North-Holland Publishing Co., Amsterdam, 1985.

D. Levi and O. Ragnisco, *Nonisospectral deformations and Darboux transformations for the third-order spectral problem*, Inverse Problems **4**, 815–828 (1988).

S. Lie, *Theorie der Transformationsgruppen I*, Math. Ann. **16**, 441–528 (1880).

S. Lie and G. Scheffers, *Vorlesungen über kontinuierliche gruppen mit geometrischen und anderen Anwendungen*, Teubner, Leipzig, 1893.

A. Odzijewicz and A.M. Grundland, *The superposition principle for the Lie type first order PDEs*, Reports Math. Phys. **45**, 293–306 (2000).

W.T. Reid, *Riccati differential equations*, Mathematics in Science and Engineering, Vol. 86. Academic Press, New York-London, 1972.

A. Romero and M. Sánchez, *Projective vector fields on Lorentzian manifolds*, Geometricae Dedicata **93**, 95–105 (2002).

K. Sawada and T. Kotera, *A method for finding \( N \)-soliton solutions of the KdV equation and KdV-like equation*, Progr. Theoret. Phys. **51**, 1355–1367 (1974).

C. Udriste, *Geometric dynamics*, Mathematics and its applications, Kluwer Academic Publishers.

M.E. Veselov, *On Darboux-Treibich-Verdier potentials*, Lett. Math. Phys. **96**, 209–216 (2011).

M.E. Viallet, *Sur les systèmes d’équations différentielles du premier ordre qui ont des systèmes fondamentaux d’intégrales*, Ann. Sc. École Norm. Sup. **10**, 33pp (1883).

M.E. Viallet, *Sur quelques équations différentielles ordinaires du second ordre*, Ann. Fac. Sci. Toulouse Sci. Math. Sci. Phys. **9**, **F1–F26** (1895).

G. Wallenberg, *Sur l’équation différentielle de Riccati du second ordre*, C.R. Math. Acad. Sci. Paris, **137**, 1033–1035 (1903).

P. Winternitz, *Lie groups and solutions of nonlinear differential equations*, Lecture Notes in Phys. **189**, 263–305 (1983).

S. Yorozu, *Affine and projective vector fields on complete non-compact Riemannian manifolds*, Yokohama Math. J. **31**, 41–46 (1983).