A screening strategy for hot forging combining high-throughput forging experiment and machine learning
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Abstract
In this study, we proposed a screening strategy of processing conditions for hot forging based on high-throughput experiment equipment, numerical simulation, and machine learning to obtain the optimal conditions for the forging process. Nickel based superalloy IN718 was selected as an application case. We designed high-throughput experiment equipment for hot forging. Numerical simulation of the forging process on the equipment was studied, and a database of 625 examples was obtained. Two BP NN models for average grain size and maximum principal stress predictions, respectively, were trained. These two BP NN models were used to search different processing conditions in searching space consisting of 1 206 000 processing conditions, and an algorithm was designed to screen the processing conditions comprehensively considering the average grain size and the maximum principal stress in the bulge zone. The optimal conditions for different forging displacements were obtained. Compared with the traditional high-cost and time-consuming trial-and-error methods, the method proposed in this paper to optimize the processing technology has significant advantages. This method can be applied to pre-screening for material design and process optimization.

1. Introduction
Hot forging is a very efficient way to perform metal parts quickly and at low cost. It also plays a significant role in controlling and optimizing the grain size of metal materials, and thus can improve the mechanical properties of the metal material substantially [1]. In other words, a better processing condition will lead to better properties. A large number of ‘trial-and-error’ experiments should be carried out to identify the optimal processing conditions, which is costly and time-consuming. Therefore, we designed high-throughput equipment combining the finite element model [2] to perform a high-throughput experiment efficiently. The high-throughput experiment (HTE) is the mean to develop new materials efficiently, which is promoted in the Material Genome Initiative (MGI) program. As an essential step, it includes intelligent design and selection of experiments, as well as searching and optimizing a large number of samples under different compositions and processing conditions to accelerate the entire process [3]. After materials processing, the characterization techniques of high throughput are employed to get samples information in a short time. In 1965, Kennedy and his co-workers [4] obtained a phase diagram of alloys to determine the isothermal sections of ternary-alloy on a single substrate containing hundreds of compositions. Hanak [5] proposed a process that included all the elements of HTMD. Moulijn’s group [6] reported parallel reactors that were applied to heterogeneous catalysis in 1980 firstly. At the same time, a Pt-Pd-In ternary catalysts library consisted of 66 combinations was prepared by Senkan et al [7]. In the past two decades, HTEs materials have been rapidly developed and successfully applied in various materials such as metallic, polymers, and inorganic materials. It has indeed facilitated the development of materials research with improved properties.

However, compared with the traditional method, mass of data and many valuable results can be quickly obtained in a shorter time by HTEs, which can directly promote the materials screening or optimize the application of the materials. When faced with a mass of cumulative data, data mining and machine learning, a
powerful artificial-intelligence technique, was employed to deal with it just in time. Machine learning has been proved as a helpful tool in material research. Jiang et al. [8] put forward a new strategy to predict tensile strength for pearlitic steel wires using industrial data combining several machine learning models. Wen et al. [9] designed high entropy alloys with desired property assisted by machine learning. Xue et al. [10] predicted the transformation temperature of shape memory alloys (SMAs) by building up a regression model. Hu et al. [11] adopted the artificial neural network (ANN) to complete a two-way design defined by the prediction of the target properties and designing alloys. By combining genetic algorithm (GA) and back propagation (BP) NN, Reddy et al. [12] established a model based on composition and heat treatment conditions to predict the mechanical properties of low alloy steel.

In the present study, we proposed a screening strategy of processing conditions based on high-throughput experiment equipment, numerical simulation, and machine learning to obtain the optimal condition for hot forging. In our approach, nickel-based superalloy IN718 has been selected as an application case because of its characteristics of high strength, stability, and oxidation resistance at high temperatures [13, 14]. The maximum principal stress on the bulge and average grain size were considered to evaluate the process conditions. We designed high-throughput experiment equipment for hot forging. For the convenience of data preparation, we carry out numerical simulations using finite element software DEFORM 3D. After that, we established two BP NN models by the database built from DEFORM 3D. Based on the searching space consisting of the machine learning predictions, we designed a screening algorithm to guide the search for the best processing conditions, and with that, we get the optimal processing conditions for different forging displacements.

2. Method

2.1. Design of high-throughput equipment

High-throughput equipment that can compress 30 samples at one stroke was designed, shown in figure 1. The equipment includes a top die and a bottom die. The top die has 30 compression bars mounted on it, and each of them is connected with a pressure sensor to record the pressure of each sample in real-time. The bottom die contains five heating rooms. The heat is generated by silicon-carbon rods in the heating rooms and then transferred to sample holders to heat samples. The sample holder is divided into six stages, and the height differences between two adjacent stages are 3 mm, resulting in different forging displacements. Therefore, 30 samples (five temperatures × six forging displacements) can be compressed at once. Besides, different forging speeds and different friction factors can be changed on demand. In this case, experiments with a variety of processing conditions can be carried out.

2.2. Simulation and data collection

A large number of samples should be synthesized and evaluated within a short period to obtain large amounts of data through an experiment. To this end, we performed several simulation experiments using DEFORM 3D. DEFORM 3D is widely used by leading research institutes and manufacturers to simulate material behavior in forming operations. The constitutive equation and microstructure evolution models in DEFORM 3D have enough accuracy and robustness [15–17] and SRINIVASAN et al. [18] have shown that computer models can describe the characteristics of the forging process for IN718. The material of our samples is IN718_6um.
[1650–2200 F (900–1200 C)] from the material library of DEFORM 3D, and the grain model in DEFORM 3D is an Avrami-type equation [15, 16, 19]. The simulation conditions are presented in table 1.

The sample is a cylinder with a size of 10 mm in diameter and 20 mm in height. We initiate the temperature in a range of 900 °C–1100 °C corresponding to five heating rooms, respectively. We assume that the temperatures of the samples, sample holders, and compression bar are the same, so there is no heat transfer...
among them. In other words, we set the heat transfer coefficients between samples and sample holders, samples and compression bars as 0. Meanwhile, the equipment is assumed to be utterly adiabatic so that the heat transfer coefficient between the equipment and the air is set as 0 as well.

As shown in figure 2, a simplified model was imported in DEFORM 3D. 25 samples were forged at one stroke under forging speeds of 1 mm s\(^{-1}\), 2 mm s\(^{-1}\), 10 mm s\(^{-1}\), 20 mm s\(^{-1}\), and 40 mm s\(^{-1}\) and under friction factors of 0.2, 0.4, 0.6, 0.8, and 1. In total, a full factorial experiment with 25 experiments (five forging speeds \(\times\) five friction factors) was performed, as shown in table 2. As a result, 25 samples in one experiment, with 25 experiments, we can get a dataset with a size of 625 (five forging speeds \(\times\) five friction factors \(\times\) five initial temperatures \(\times\) five compression displacements).

After the simulation, we collected the maximum principle stress on the surface of the bulge zone to evaluate the probability of damage, average grain size to evaluate the degree of dynamic recrystallization. In this case, the database consisting of 625 instances with four features (forging speed, friction factor, initial temperature, compression displacement) and two target properties were obtained.

2.3. Machine learning

For maximum principle stress and average grain size, the relationship between them and four features can be expressed as \(Y = f(X_1, X_2, X_3, X_4)\), which is a regression problem. Scikit-learn, a Python framework for data mining and data analysis, can be used to solve it.

Before machine learning, it is necessary to perform data preprocessing. The magnitude difference in the data we collected was enormous. Therefore, the StandardScaler module of Scikit-learn was imported to scale our dataset to have unit norm. Then, several regression algorithms, such as random forest regression (RFR), a regression tree model (CART), support vector regression (SVR), a k-nearest neighbor model (KNN), gradient boosting regressor (GBR), extra tree regression (ETR) and a back-propagation neural network model (BP NN), etc were used for prediction of average grain size and maximum principal stress based on the four features.

Before training, we used the train\_test\_split method in Skit-learn to split our database of 625 instances into 80% training dataset and 20% validation dataset. We used 10-fold cross-validation to select the best performing model in order to avoid overfitting. All the training instances were divided into ten folds for cross-validation and
repeated ten times, which produced different splits in each repetition. GridSearchCV in Scikit-learn was used to adjust parameters. After training, the mean value of root mean square error (mean-RMSE) of the validation dataset was used as the performance metrics. It was calculated in equation (1), where \( \hat{y}_i \) is the value predicted by the machine learning model; \( y_i \) is the true value.

\[
\text{mean}_{-}\text{RMSE} = \frac{1}{10} \sqrt{\frac{1}{m} \sum_{i=1}^{m} (\hat{y}_i - \hat{y}_i)^2}
\]  

(1)

The mean_RMSE values of each algorithm for the validation dataset are shown in figures 3(a) and (b). To test the robustness of our model, we employed a new test dataset of 225 samples that was not in our database to test our model, in which we only selected the best five models, and the result is shown in figures 3(c) and (d). For average grain size, the RFR model is the best performing model in the validation dataset, and the BP NN model is the third-best model. However, in the test dataset, the BP NN model is the best, and the RFR model performs poorly. Therefore, BP NN is selected to be the best algorithm to predict the average grain size. As for the maximum principal stress, BP NN is the best algorithm in both the validation dataset and test dataset, so BP NN is the winner with no doubt. With the two BP NN models we built, the searching space consisting of 1 206 000 processing conditions for IN718 was predicted. A screening algorithm was designed for the optimal processing condition. Our screening strategy for IN718 is schematically shown in figure 4.

Figure 4. A schematic of the screening strategy of the processing conditions for IN718.

Figure 5. The predicted average grain size of the BP NN model as a function of simulated average grain size for (a) all data, (b) the training dataset, (c) the validation dataset, (d) the test dataset. (The dashed line is exactly the diagonal line; the solid red line is the regression fit result of the prediction values and the simulated values).
3. Result and discussion

3.1. Establishment and analysis of two BP NN models

Two BP NN models were trained to predict average grain size and maximum principal stress, respectively. The input is forging speed, forging temperature, forging displacement, and friction factor. The output for the two BP NN models is average grain size and maximum principal stress, respectively.

Figures 5(a)–(d) showed the predicted average grain size of the BP NN model as a function of simulated average grain size for all dataset, training dataset, validation dataset, and test dataset. The data points fall near the diagonal line, indicating that the predicted values of average grain size are consistent with the simulated values well. The solid red line shows the result fitted by predicted values with simulated values. The closer the solid red line is to the diagonal dashed line, the higher the predictive ability of the machine learning model. In this case, it can be observed that the BP NN model for the prediction of average grain size performs very well. Similarly, figures 6(a), (b) shows the predicted maximum principal stress of the BP NN model as a function of simulated maximum principal stress. It showed that the predicted maximum principal stress values are consistent with the simulated values very well.

For test data that is not involved in our database, we further calculated the mean relative error (mean_RE), which is calculated by equation (2).

$$\text{mean_RE} = \frac{1}{n} \sum_{j=1}^{n} \left| \frac{y_j^* - y_j}{y_j} \right|$$

Where $y_j^*$ is the value predicted by machine learning models, $y_j$ is the simulated value, $n$ is the total number of our test dataset, namely 225. The mean_RE for average grain size and the maximum principal stress is 0.49% and 4.4%, respectively, which are within 5%, showing our models have a good predictive performance on unseen data.

3.2. Analysis of processing conditions predicted by two BP NN models

Now that the two BP NN models we built prove to perform well, we analyzed the influence of processing conditions on average grain size and maximum principal stress based on our models.
3.2.1. Effect of processing conditions on average grain size

We performed several predictions under different processing conditions, and the result is shown in Figure 7. We can see from Figure 7 that the predicted average grain size increases with the increase in friction factor and decreases with the increase in forging displacement [20] and forging speed [21, 22]. Significantly, the average grain size decreases with the increase in temperature from 900 °C to 1050 °C first but then increases at temperature >1050 °C. Because of the effect of friction with dies, the top and bottom parts of the samples are the dead zones during deformation, where the dynamic recrystallization can hardly take place [23, 24]. Therefore, a high friction factor leads to bigger grain size. The occurrence of dynamic recrystallization depends on the appropriate temperature. When the temperature grows, the mobility of grain boundaries increases with the rise of forging temperature. Thus, the small dynamic recrystallization grain can grow rapidly and replace previous large grains [25–28]. However, with the further increase in temperature, the grains grow larger and larger, leading to larger average grain size. It can be noted from Row c in Figure 7 that when the forging displacement is less than 6 mm, the average grain size is nearly 100 μm of the original grain size. Hence, the critical displacement for the occurrence of dynamic recrystallization of IN718 is 6 mm–9 mm. The dynamic recrystallization happens quickly when forging displacement is greater than the critical displacement, leading to a drop in the average grain size.
grain size. As for the forging speed, there are mainly two reasons for this result. On the one hand, the alloy under high forging speed has a high work hardening rate and high dislocation density, and thus boosts the nucleation of dynamic recrystallization. On the other hand, the lower forging speed provides a longer time for recrystallization and grain growth [25].

3.2.2. Effect of processing conditions on maximum principal stress

For cylinder samples, the maximum principal stress is concentrated in the middle part, namely the bulge, and is tensile stress. Figure 8 shows that the maximum principal stress increases with the rise of friction factor, forging displacement, and forging speed and declines with the decrease in friction temperature. Due to the influence of the friction on the end surface, the bulge will inevitably increase with the increase in forging displacement, leading to the increasing maximum principal stress. Thus, the bigger friction factor and forging displacement results in greater maximum principal [29], as shown in Row a and Row c. It also can be noted from c1, c2, and c3 that the maximum principal stress difference at large forging displacement is bigger than that at small forging displacement, indicating that the bulge is much more obvious at large forging displacement. As the forging speed increases, the stored deformation energy is too late to release so that the maximum principal stress grows.

Figure 8. Prediction values of maximum principal stress of different processing conditions. Row (a) the predicted maximum principal stress of different friction factors with different temperatures, different forging displacements, different forging speeds; Row (b) the predicted maximum principal stress of different temperatures with different friction factors, different forging displacements, and different forging speed; Row (c) the predicted maximum principal stress of different forging displacement with different friction factors, different temperatures, and different forging speed; Row (d) the predicted maximum principal stress of different forging speed with different friction factors, different temperatures, and different displacements.
However, we can see from Row b that the maximum principal stress declines with the rise of temperature. This is because high temperatures can soften the alloy, making the maximum principal stress smaller [32].

Figure 9. Change trend graph of average grain size and maximum principal stress.

Figure 10. Schematic of the algorithm to find the optimized processing condition.
3.3. Prediction of the optimized processing condition based on our model

From the above results, it can be seen that the prediction results of our model are consistent with the domain knowledge, further confirming the robustness and reliability of our model. So, in the next step, we are going to find out the optimized processing condition based on the machine learning models we just built. As the smaller grain size leads to the material with higher strength and better plasticity and the smaller maximum principal stress results in the smaller tendency of the material to fail, the optimized processing conditions should bring the smallest possible average grain size and the smallest maximum principal stress. However, the changing trend of the grain size and the changing trend of the maximum principal stress are generally opposite and not linear, as shown in figure 9, so it is necessary to find a balance between grain size and maximum principal stress.

To this end, we put forward an algorithm to find out the optimized condition, as shown in figure 10. First, we obtained the predicted values of average grain size and maximum principal stress. Second, we sorted the predicted grain size values from small to large to obtain an ordered array \( A \) with an index. The predicted values of maximum principal stress were processed in the same way, and the ordered array \( B \) of maximum principal stress values with an index was obtained. Third, we take one value \( A_i \) from the array \( A \) and find the corresponding value \( B_i \) in the array \( B \) (\( A_i \) and \( B_i \) are the predicted values under the same processing condition). The summation of indexes of \( A_i \) and \( B_i \) was calculated. Then, the third procedure was repeated until all the \( A_i \)s in array \( A \) was taken. After comparing the sum of all indexes, we can infer that the \( A_i \) and \( B_i \) with the minimum value of \( I_{A_i} + I_{B_i} \) are the optimized grain size and maximum principal stress considering the balance between grain size and maximum principal stress, respectively, and the corresponding optimized processing condition is obtained. As the \( A_i \) and \( B_i \) with the Min(\( I_{A_i} + I_{B_i} \)) mean that both \( A_i \) and \( B_i \) are as close as possible to their respective minimums.

We attempted to screen the optimized processing conditions in the searching space with the above algorithm. During our screening process, the forging speed is set in the range of 1 mm s\(^{-1}\)–40 mm s\(^{-1}\), the friction factor 0.1–1, the forging temperature 900 °C–1100 °C, the forging displacement 1 mm–15 mm, forming the searching space of 1 206 000. The optimized processing conditions for five different forging displacements are obtained and listed in table 3.

It can be inferred from table 3 that the friction force should be as small as possible, so we represent the variation of the sum \( I_{A_i} + I_{B_i} \) with forging temperature and forging speed under the friction factor of 0.1, as shown in figure 11. The optimal conditions for different forging displacements are marked. It can be seen from
figure 11 that the blue areas with smaller values of $I_{IA} + I_{IB}$ indicate the relatively better processing conditions. With the increase in the forging displacement, the blue area becomes more concentrated in the area with lower temperatures and lower forging speed. The Bulge zone is more prone to cracking at large forging displacement, which can be relieved by appropriately increasing the deformation temperature and reducing the deformation speed, while also ensuring that the grain size is appropriate.

4. Conclusions

In summary, we proposed a screening strategy of processing conditions based on high-throughput experiment equipment, numerical simulation, and machine learning to obtain the optimal process condition for hot forging. High-throughput experiment equipment of hot forging for 30 samples was designed. With IN718 as an example, we performed several numerical simulations of the forging process on the equipment and formed a database of 625 examples with four features and two target properties. Based on the database, two BP NN models were trained to construct the searching space of 1 206 000 and with a screening algorithm comprehensively considering the average grain size and the maximum principal stress in the bulge zone, we obtained the optimal processing conditions for different forging displacements. Compared with the traditional high-cost and time-consuming trial-and-error methods, the method used in this paper to optimize the processing technology has great advantages. This method could also be applied to other optimizations of the forging process, which is beneficial to pre-screening for material design and process optimization.
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