How important are fluctuations in the treatment of internal friction in polymers?
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The Rouse model with internal friction (RIF), a widely used theoretical framework to interpret the effects of internal friction on conformational transitions in biomolecules, is shown to be an approximate treatment that is based on preaveraging internal friction. By comparison with Brownian dynamics simulations of an exact coarse-grained model that incorporates fluctuations in internal friction, the accuracy of the preaveraged model predictions is examined both at and away from equilibrium. While the two models predict intrachain autocorrelations that approach each other for long enough chain segments, they differ in their predictions for shorter segments. Furthermore, the two models differ qualitatively in their predictions for the chain extension and viscosity in shear flow, which is taken to represent a prototypical out-of-equilibrium condition.

I. INTRODUCTION

Macromolecules in solution experience an additional mode of dissipation or friction due to intramolecular interactions, over and above the solvent drag, which resists their conformational reconfiguration [1–6]. This additional mode of dissipation termed as internal friction [7–12] (IV), has been known to significantly affect the conformational dynamics [13–19] of chains and the rheology [20–22] of polymer solutions. In force-spectroscopic measurements on polysaccharides or condensed DNA [23–26], the dissipation associated with stretching the molecules is much greater than that can be attributed to solvent friction alone. An important class of intramolecular chemical reactions [27] relies on the formation of a loop between distant segments of a polymer chain, and internal friction has been shown to affect the looping and reconfiguration times in polymer molecules [11, 12, 18, 28]. The most widely used theoretical framework for the interpretation of internal friction effects [17, 29, 31] is the Rouse model with internal friction [32] (RIF) and its variants [11, 12, 28], which modify the standard continuum Rouse model to include an additional frictional force that resists changes in the curvature of the space-curve representing the polymer molecule. While these models remain preferred due to their analytical tractability, their accuracy, from a theoretical standpoint, has so far not been examined. We show that the RIF model neglects fluctuations in the internal friction force and is essentially equivalent to a preaveraged treatment. We have recently developed an exact numerical solution to the Rouse model with fluctuating internal friction [Ref. 33 under review], and have used it to estimate linear-viscoelastic and steady-shear viscometric functions with the help of Brownian dynamics (BD) simulations. In this paper, the exact model is used to test the accuracy of the RIF model, by comparing the predictions of the two models for quantities both at and away from equilibrium.

The effect of internal friction on the dynamics of protein reconfiguration is commonly quantified experimentally by tagging the molecule with fluorescent donor-acceptor pairs along their contour length, and extracting a characteristic reconfiguration time from the autocorrelation of the fluorescence signal [18, 31]. Analytical and simulation estimates of the reconfiguration time are based on the autocorrelation of the vector that connects the tagged monomers along the chain [11, 12, 28]. We examine this equilibrium property with a view to quantifying the influence of fluctuations in internal friction. In order to examine the importance of fluctuations away from equilibrium, a polymer molecule subjected to simple shear flow is considered as a prototypical out-of-equilibrium process. Several biological processes, such as ciliary and flagellar oscillations in microorganisms [34–36], are driven by the hydrolysis of ATP molecules, and the contribution from internal friction in these far-from-equilibrium processes is seen to outweigh hydrodynamic drag by nearly an order of magnitude. Protein molecules such as hormones and antibodies are commonly subjected to shear flow during various stages of bioprocessing [37]. The conformational dynamics of these molecules in flow directly affects their structure and function, which further adds relevance to the study of the dynamic response of such polymers to shear flow.

We find that the equilibrium predictions made by the preaveraged model and the one with fluctuations differ at small separations between the tagged monomers along the polymer backbone, with the difference diminishing with an increase in the inter-tag separation. However, in the presence of shear flow, the two model predictions differ starkly and qualitatively: the preaveraged model predicts values for the chain extension and viscosity that are identical to the standard Rouse model, with the internal friction parameter only affecting the transient phase that precedes the attainment of steady state. Contrarily, exact BD simulations which account for fluctuations in IV establish that both the transients and the steady-state values are modified by internal friction [33].
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The rest of this paper is organized as follows. In Section [II], the discrete version of the RIF model and the pertinent expressions for observables at equilibrium and in flow are presented. In Section [III] the formal equivalence between the discrete RIF model, and the bead-spring-dashpot chain model with preaveraged internal friction, derived using the principles of polymer kinetic theory (PKT), is established. Results on the effect of fluctuations at equilibrium [Sec. IV] and in flow [Sec. V] are presented next, followed by concluding remarks in Sec. VI. Appendix A 2 outlines the main steps for the derivation of the autocorrelation of interbead connector vectors in a discrete RIF chain at equilibrium. The equivalence between the discrete and continuum versions of the RIF model, and the derivation of an analytical expression for the mean-squared end-to-end distance of the RIF model, and the derivation of an analytical expression for the normalized dimensionless autocorrelation of the end-to-end vector, as a function of viscosity \( \eta \) of the beads, each of radius \( a \) and connected by Hookean springs of stiffness \( k \), in parallel with dampers that have a damping coefficient \( (K/3)\). The reason for the appearance of the factor of 3 becomes clear below. The dampers provide a resistive force that is proportional to the relative velocity between adjacent beads, and the force due to internal friction on a bead \( \mu \) not at the chain ends is given by

\[
F^{(IV) \text{RIF}}_{\mu} = (K/3) (\dot{r}_{\mu+1} - \dot{r}_{\mu}) - (K/3) (\dot{r}_{\mu} - \dot{r}_{\mu-1})
= (K/3) [\dot{r}_{\mu+1} - 2\dot{r}_{\mu} - \dot{r}_{\mu-1}]
\]

where \( \dot{r}_{\mu} = dr_{\mu}/dt \). The overdamped Langevin equation for the time evolution of \( r_{\mu} \), is given by

\[
dr_{\mu}/dt = -\left( \frac{H}{\zeta} + \frac{\varphi}{3} \right) \sum_{\nu=1}^{N_b} A^{(R)}_{\mu\nu} r_{\nu} + \kappa \cdot r_{\mu} + \xi_{\mu}(t)
\]

where \( \zeta = 6\pi \eta a \) is the bead friction coefficient, \( A^{(R)}_{\mu\nu} \) are elements of the Rouse matrix \( \mathbf{R} \) (defined in Eq. (A1)), and \( \kappa \) represents the flow-field, which is \( \mathbf{0} \) in the absence of flow, and

\[
\kappa = \begin{pmatrix} 0 & \dot{\gamma} & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}
\]

for simple shear flow, where \( \dot{\gamma} \) denotes the shear rate. The internal friction parameter, \( \varphi \equiv K/\zeta \), is the ratio of the damping coefficient of the dashpot to the bead friction coefficient. The characteristic length- and time-scales in the coarse-grained models discussed above are defined to be \( l_H = \sqrt{k_B T/H} \) and \( \lambda_H = \zeta/4H \), respectively, where \( k_B \) is Boltzmann’s constant and \( T \) the absolute temperature. Scaled dimensionless variables are denoted with an asterisk as superscript. The moments of the noise term, \( \xi_{\mu}(t) \), are not specified in real space, but rather in normal-mode space. Essentially, Eq. (2) can be solved (as detailed in Appendix A 1) by first using the eigenvectors, \( a_p = 4\sin^2(p\pi/2N_b) ; \ p \in [0,(N_b - 1)] \), of the Rouse matrix for projecting the bead positions into normal-mode space, followed by the assumption that the noise term in normal mode space is white, so as to satisfy the requirements of equipartition. This treatment results in a solution which is similar to the standard Rouse model, with a renormalization of the mode relaxation times. The expression for the normalized dimensionless autocorrelation of the interbead connector vector, \( R^{(IV)\text{RIF}}_{\mu\nu} \equiv r^{(IV)\text{RIF}}_{\mu\nu} - r^{(IV)\text{RIF}}_{\mu} \), for the discrete RIF model at equilibrium (\( \kappa = 0 \)) is then

\[
\langle R^{(IV)\text{RIF}}_{\mu\nu}(0) \cdot R^{(IV)\text{RIF}}_{\mu\nu}(t^*) \rangle/\langle R^{(IV)\text{RIF}}_{\mu\nu}^2(0) \rangle = \left[ \frac{2}{N_b|\nu - \mu|} \right] \sum_{p=1}^{N_b-1} \cos \left( \nu - \frac{1}{2} \right) \frac{p\pi}{N_b} - \cos \left( \mu - \frac{1}{2} \right) \frac{p\pi}{N_b} \right] \left( \frac{1}{a_p} \right) \exp \left[ -\left( \frac{3a_p}{3 + \varphi a_p} \right) t^* \right] / 4
\]

and the dimensionless, normalized autocorrelation of the end-to-end vector, \( R_{E}^{(IV)\text{RIF}} = r^{(IV)\text{RIF}}_{N_b} - r^{(IV)\text{RIF}}_{1} \), may therefore be rewritten as

\[
\langle R^{(IV)\text{RIF}}_{E}(0) \cdot R^{(IV)\text{RIF}}_{E}(t^*) \rangle/\langle R^{(IV)\text{RIF}}_{E}^2(0) \rangle = \left[ \frac{8}{N_b(N_b - 1)} \right] \sum_{p: \text{odd}} \cos^2 \left( \frac{p\pi}{2N_b} \right) \left( \frac{1}{a_p} \right) \exp \left[ -\left( \frac{3a_p}{3 + \varphi a_p} \right) t^* \right] / 4
\]
In addition to the expressions above for the autocorrelation of the interbead and end-to-end connector vectors at equilibrium, we have also derived (as described in Appendix A3) an expression for the transient evolution of the dimensionless mean-squared end-to-end vector in shear flow scaled by its equilibrium value, \( \langle R_E^2(t^*) \rangle / \langle R_E^2 \rangle_{eq} \):

\[
\frac{\langle R_E^2(t^*) \rangle}{\langle R_E^2 \rangle_{eq}} = \left[ \frac{8}{N_b(N_b - 1)} \right] \left[ \sum_{\mu \text{ odd}}^{N_b-1} \left( \frac{1}{a_p} \right) \cos^2 \left( \frac{p \pi}{2N_b} \right) \right] \times \left\{ 1 + \frac{8(\lambda H^*)^2}{3a_p^2} \left( 1 - \exp \left[ - \left( \frac{3a_p}{3 + \varphi a_p} \right) \frac{t^*}{2} \right] \right) \left[ 1 + \left( \frac{3a_p}{3 + \varphi a_p} \right) \frac{t^*}{2} \right] \right\}
\]

where \( \langle R_E^2 \rangle_{eq} = 3(N_b - 1) \) is the mean-squared value for the end-to-end vector at equilibrium. The steady state value is obtained by taking the limit \( t^* \to \infty \) in Eq. (6) to give

\[
\frac{\langle R_E^2 \rangle}{\langle R_E^2 \rangle_{eq}} = \left[ \frac{8}{N_b(N_b - 1)} \right] \left[ \sum_{\mu \text{ odd}}^{N_b-1} \left( \frac{1}{a_p} \right) \cos^2 \left( \frac{p \pi}{2N_b} \right) \right] \left\{ 1 + \frac{8(\lambda H^*)^2}{3a_p^2} \right\}
\]

which is independent of the internal friction parameter.

III. EQUIVALENCE BETWEEN THE BEAD-SPRING-DASHPOT CHAIN WITH PREAVERAGED INTERNAL FRICTION AND THE DISCRETE RIF MODEL

We show next that a Rouse model with preaveraged internal friction, constructed using the principles of PKT [39], is formally identical to the RIF model. A Hookean bead-spring-dashpot chain is considered, similar to the RIF model, except that the dashpot coefficient is taken to be \( K \). The total force on a bead \( \mu \) (not at the chain ends) due to internal friction is given by [3]

\[
F_{\mu}^{(IV)} = K \frac{Q_{\mu} Q_{\mu}}{Q_{\mu}^2} \cdot \left[ \ddot{r}_{\mu+1} - \dot{r}_{\mu} \right] - K \frac{Q_{\mu-1} Q_{\mu-1}}{Q_{\mu-1}^2} \cdot \left[ \ddot{r}_{\mu} - \dot{r}_{\mu-1} \right]
\]

where \( Q_{\mu} = r_{\mu+1} - r_{\mu} \) is the connector vector joining the \( \mu^{th} \) and the \( (\mu + 1)^{th} \) bead, and \([\cdots]\) represents an average over the distribution of velocities in phase space. The equilibrium configurational distribution function for the model is unaltered by the presence of internal friction, and is simply given by the Gaussian distribution function for a Rouse chain. The preaveraging approximation entails a replacement of the underlined projection operators in Eq. (8) by their average taken with respect to the equilibrium distribution function, which may be evaluated to be \((\delta/3)[30]\). The resultant internal friction force is then

\[
F_{\mu}^{(IV),\text{prev.}} = \left( \frac{K}{3} \right) \left[ \ddot{r}_{\mu+1} - 2\dot{r}_{\mu} - \dot{r}_{\mu-1} \right]
\]

which is identical to the RIF description of the same force as given by Eq. (1). The governing stochastic differential equation for the preaveraged IV model has been derived in Appendix B and is numerically integrated using BD simulations. Notably, the use of the preaveraging approximation as a way to make flexible polymer models with internal friction analytically tractable was also suggested by Fixman [41] several decades ago.

In Fig. 2, simulation results at equilibrium and in shear flow, obtained by numerically integrating the stochastic differential equation for the preaveraged IV model using BD simulations (shown as symbols) have been compared against discrete RIF predictions (indicated by lines), for several parameter values. The excellent agreement between the two model predictions establishes their equivalence. Furthermore, the preaveraged treatment predicts that internal friction only affects the time-evolution of the mean-squared end-to-end vector in shear flow, but not its steady-state value which is identical to the standard Rouse model prediction.

IV. EFFECT OF FLUCTUATIONS AT EQUILIBRIUM

As the next step, the accuracy of the preaveraging approximation is compared against the exact numerical solution we have derived recently [33], in which the original non-preaveraged form of the internal friction force given by Eq. (3) is used.

In Fig. 2, the normalized autocorrelation of \( R_{\mu \nu} \), in a chain with \( N_b \) beads predicted by the discrete RIF model (indicated by lines) is compared against exact BD simulation results of a model with fluctuating internal friction (shown as symbols). The notation \( \{\mu, \nu, N_b\} \) uniquely identifies the vector originating at the bead index \( \mu \) and terminating at \( \nu \) in a chain of \( N_b \) beads. The
FIG. 1. BD simulation results of the preaveraged internal friction model (displayed as symbols) for: (a) Normalized autocorrelation of the end-to-end vector at equilibrium, and (b) transient evolution of the mean-squared end-to-end vector in shear flow, obtained by numerically integrating the stochastic differential equation given by Eq. (B22) in both cases. The lines in (a) and (b) represent discrete RIF results given by Eq. (5) and Eq. (6), respectively. Error bars, which represent standard error of the mean, are roughly of the same size or smaller than the symbols used.

parameter space specified by \(\{\mu, \nu, N_b\}\) may broadly be classified into three topological classes \cite{11,42–44}, and these categories have been considered in Fig. 2 (a)-(c). In Fig. 2 (a), the end-to-end case is considered, where \(\mu\) and \(\nu\) are taken to be the terminal beads in a chain. Fig. 2 (b) represents the end-to-interior topology class, where \(\nu\) is taken to be a terminal bead, and \(\mu\) is chosen from the interior set of beads, while Fig. 2 (c) represents the interior-to-interior case wherein both \(\mu\) and \(\nu\) are taken to be interior beads. In all the three cases, the difference between the fluctuating IV model and the preaveraged one is seen to diminish with an increase in \(\nu - \mu\), i.e., the number of beads between the \(\mu\) and \(\nu\) positions. A similar qualitative trend was observed for other values of \(\phi\), and consequently, \(\phi = 3.0\) has been used for all the cases considered in Fig. 2. In Fig. 2 (d), the root-mean-squared difference (RMSD, \(\Delta\)) between the two model results are plotted against the bead number \(\mu\), at two different values of the interbead separation, \(\nu - \mu\). It is observed that the RMSD decreases with an increase in the interbead separation, and is fairly insensitive to the specific choice of the bead number \(\mu\). This implies that the end-to-interior, and the interior-to-interior topology classes may be considered equivalent with regards to the measured deviation between the preaveraged and fluctuating IV results.

There are two implications to the trend observed in Fig. 2: firstly, the preaveraged model is sufficiently accurate for characterizing the bead connector vector correlations of longer segments, as compared to local correlations corresponding to shorter chain segments, and secondly, the preaveraged model may satisfactorily be used for end-to-end vector reconfiguration time calculations provided that a sufficiently fine enough level of discretization (i.e., large enough \(N_b\)) is chosen. Note, however, that the choice of \(N_b\) is not arbitrary, and its largest permitted value is the number of Kuhn segments in the underlying polymer molecule. For example, the RIF model \cite{12,13,61} has been used for studying internal friction effects in the sixty-seven amino-acid residue cold shock protein at various concentrations of the denaturant, guanindinium chloride (GdmCl). The protein has a Kuhn segment length of about five residues at 6M GdmCl, which implies that the number of Kuhn segments in the molecule, and consequently the finest level of discretization, \(N_b\), is \((67/5) \approx 13\). From Fig. 2, it would appear that at such values of \(N_b\), the use of the preaveraged IV model for the calculation of the reconfiguration time would be justified for an internal friction parameter of \(\phi = 3.0\). The discrepancy between the two model predictions, however, is expected to increase with the internal friction parameter. Furthermore, internal friction has also been observed in a synthetic tryptophan cage molecule \cite{13,15} with twenty-residues, whose Kuhn segment length has not been reported, and it would appear that fluctuations in internal friction should be included for modeling such small molecules, given the constraint on the level of discretization.

V. EFFECT OF FLUCTUATIONS IN SHEAR FLOW

In Fig. 3, the normalized, steady-state mean-squared end-to-end distance of a chain in simple shear flow is plotted as a function of the dimensionless shear rate. The
FIG. 2. Normalized autocorrelation of $R_{\mu\nu}^\ast$, the vector connecting the $\mu^{th}$ and $\nu^{th}$ bead in a chain with $N_b$ beads, for (a) end-to-end, (b) end-to-interior, and (c) interior-to-interior cases. The notation $\{\mu, \nu, N_b\}$ is used to completely specify the vector originating at the bead index $\mu$ and terminating at $\nu$ in a chain with $N_b$ beads. Lines represent preaveraged model results given by Eq. 4. Symbols are BD simulation results of the Rouse model with fluctuating internal friction. An internal friction parameter of $\phi = 3.0$ has been used for all the cases. Subfigure (d) represents the root-mean-squared difference between the two model results for various values of the interbead separation $\nu - \mu$, quantified as $\Delta = \sqrt{\frac{1}{N_{\text{points}}} \sum_{i=1}^{N_{\text{points}}} (y_{i \text{(BD)}} - y_{i \text{(analytical)}})^2}$, where $y_{i \text{(BD/analytical)}}$ refers to the simulation/analytical result at the $i^{th}$ datapoint, with $N_{\text{points}}$ denoting the number of time-instances at which the simulation results have been obtained.

The detailed steps for the derivation of Eqs. (10) and (11), along with the definitions of the quantities that appear in these equations, have been provided in Appendix C. The validity of Eq. (10) has been established by...

There exist no prior studies of the viscometric functions predicted by the Rouse model with preaveraged internal friction. We have derived (as detailed in Appendix C) an expression for the stress tensor by using the Giesekus formula [7], since this choice has been shown to lead to thermodynamically consistent results for models with fluctuating IV [46]. An expression for the transient evolution of shear viscosity may be derived to be

$$\frac{\eta_p(t^*)}{n_p k_B T \lambda_H} = \left(\frac{3}{3 + 2\phi}\right) \sum_{m,n,q=1}^{N} \Pi_{mnq} \mathcal{C}_{mnq} \Pi_{nq} I_q(t^*) + 2 \text{tr} \left[ C - \frac{3}{3 + 2\phi} S \right];$$

(10)

with

$$I_q(t^*) = 2 \left( \frac{\tilde{b}_q}{\tilde{a}_q} \right) \left\{ 1 - \exp \left[ - \left( \frac{\tilde{a}_q}{1 + 2\theta} \right) t^* \right] \right\}$$

(11)
FIG. 3. Normalized steady-state mean-squared distance as a function of dimensionless shear rate for chains in shear flow. Lines correspond to preaveraged model results given by Eq. (7). Symbols are BD simulation results on the Rouse model with fluctuating internal friction.

An important rheological consequence of internal friction is the appearance of a discontinuous, shear-rate-independent, jump in viscosity at the inception of flow [5,20,47]. This phenomenon, called “stress jump” is not predicted by other bead-spring-chain models. From Eq. 11, it is clear that the function \( \eta_p(t^*) \rightarrow 0 \) as \( t^* \rightarrow 0 \), and the stress jump for the preaveraged IV model is therefore given by

\[
\left. \frac{\eta_p(t^*)}{n_p k_B T \lambda_H} \right|_{t^* = 0} = 2 \text{tr} \left[ C - \frac{3}{3 + 2 \varphi} S \right] \tag{12}
\]

In Fig. 4, the stress jumps predicted by the preaveraged and the fluctuating IV models are plotted as a function of the chain lengths and the internal friction parameter. A semi-analytical approximation for the stress jump in Rouse chains with fluctuating IV has been derived by Manke and Williams [20], and compares excellently against exact BD simulation results [33], with the accuracy of the approximation observed to improve with an increase in the number of beads. This approximate solution has therefore been used to plot Fig. 4(b) due to the computational intensity of performing BD simulations for large chain lengths [33]. From Figs. 4(a) and 4(b), it is observed that while the fluctuating IV model predicts that the stress jump scales linearly with the chain length for values of the internal friction parameter spanning two orders of magnitude, a similar linear dependence in the preaveraged model predictions is pushed to larger values of the number of springs, \( N \), as the internal friction parameter is increased. From Fig. 4(c), it is observed that for a given value of the internal friction parameter, \( \varphi \), and chain length, the stress jump predicted by the fluctuating IV model is lower than that predicted by the preaveraged IV model.
FIG. 5. The effect of (a) internal friction parameter, and (b) shear rate on the time evolution of the dimensionless shear viscosity for a five-bead Rouse chain with internal friction. Lines correspond to preaveraged model predictions given by Eq. (10). Symbols are BD simulation results of the Rouse model with fluctuating internal friction.

The results of this paper clearly indicate that fluctuations in internal friction significantly affect the dynamics of polymer molecules away from equilibrium. While a majority of experiments and simulations [14, 17, 28–30] over the last two decades on understanding the effects of internal friction on biomolecule dynamics have focused on equilibrium measurements, such as reconfiguration and folding times, the effect of this phenomenon on the probability distribution of polymer extensions in coil-stretch transitions during turbulent flow has recently garnered attention [48]. We anticipate that the present work will provide a theoretical framework for discerning the effects of internal friction in out-of-equilibrium systems.

Quantitative comparisons against experiments would require the incorporation of hydrodynamic interaction effects [49, 50]. However, the solution of coarse-grained models which account for fluctuations in both internal friction and hydrodynamic interactions (with more than two beads [2]), have additional challenges [33] that have not been addressed so far.
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Appendix A: Discrete version of Rouse model with internal friction

1. Analytical solution to the discrete RIF model

The Rouse matrix in Eq. (2) is of size $N_b \times N_b$ and has the following structure [51]

$$A^{(R)} = \begin{pmatrix}
1 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & 0 & \cdots & 0 \\
0 & -1 & 2 & -1 & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & -1 & 2 & -1 \\
0 & 0 & \cdots & 0 & -1 & 1
\end{pmatrix} \quad (A1)$$

The elements of the orthogonal matrix $\Omega$ which project the bead-positions into normal-mode space are given by [51, 52]

$$\Omega_{\mu n} = \left(2 - \delta_{n0}\right)^{1/2} \cos \left[\left(\mu - \frac{1}{2}\right)\frac{n\pi}{N_b}\right] \quad (A2)$$

where $\mu = 1, 2, 3, \ldots N_b$ and $n = 0, 1, 2, \ldots (N_b - 1)$. The columns of $\Omega$ are eigenvectors of $A^{(R)}$, which means

$$\sum_\mu \Omega_{\mu m} \Omega_{\mu n} = \delta_{mn} \quad (A3)$$

Applying the transformation to normal co-ordinates,

$$X_j(t) = \sum_\mu \Omega_{\mu j} r_\mu(t) \quad (A11)$$

and the vector joining beads $\mu$ and $\nu$ is written as

$$R_{\mu \nu}(t) \equiv r_\nu(t) - r_\mu(t) = \sqrt{\frac{2}{N_b}} \sum_{q=1}^{N_b-1} \left\{ \cos \left[\left(\nu - \frac{1}{2}\right)\frac{q\pi}{N_b}\right] - \cos \left[\left(\mu - \frac{1}{2}\right)\frac{q\pi}{N_b}\right]\right\} X_q(t) \quad (A12)$$
Using Eqs. (A9) and (A12), the normalized autocorrelation of the interbead connector vector is

$$\langle R_{\mu\nu}(0) \cdot R_{\mu\nu}(t) \rangle / \langle R_{\mu\nu}^2(0) \rangle = \left[ \frac{2}{N_b|\nu - \mu|} \right] \sum_{p=1}^{N_b-1} \left\{ \cos \left( \frac{\nu - 1}{2} \frac{p\pi}{N_b} \right) - \cos \left( \frac{\mu - 1}{2} \frac{p\pi}{N_b} \right) \right\}^2 \left( \frac{1}{a_p} \right) e^{-t/\tau_p} \tag{A13}$$

The choice of the noise term in normal mode space [Eq. (A8)] ensures that the mean-squared value of the segmental vector $R_{\mu\nu}$ at equilibrium is given by $\langle R_{\mu\nu}^2(0) \rangle = 3|\nu - \mu| (k_B T/H)$. Using the length and time-scales given by $l_H = \sqrt{k_B T/H}$ and $\lambda_H = \zeta/4H$, respectively, and recognizing from Eq. (A10) that

$$\frac{t}{\lambda_H} = \frac{H_{\mu\nu}t}{\zeta_{\mu\nu}} = \left( \frac{H a_{\mu\nu}t}{\zeta (1 + \theta a_{\mu\nu})} \right) = \left( \frac{H a_{\mu\nu}t}{4H \lambda_H (1 + \theta a_{\mu\nu})} \right) \left( \frac{1}{4} \right) \left( \frac{1 + \theta a_1}{1 + \theta a_p} \right) \left( \frac{t}{\tau_1} \right) \tag{A14}$$

the dimensionless form of Eq. (A13) may be written as shown in Eq. (4) of the main text.

\section*{2. Equivalence between discrete and continuum versions of Rouse model with internal friction}

The autocorrelation of the end-to-end vector at equilibrium for the discrete model is given by Eq. (5). Recognizing that the time constant corresponding to each mode is given by Eq. (A10), the expression for the autocorrelation may be written in terms of $t/\tau_1$ to be

$$\langle R_{E}^2(0) \cdot R_{E}^2(t/\tau_1) \rangle / \langle R_{E}^2(0) \rangle = \left[ \frac{8}{N_b(N_b - 1)} \right] \sum_{p=2}^{N_b-1} \cos^2 \left( \frac{p\pi}{2N_b} \right) \left( \frac{1}{a_p} \right) \exp \left[ - \left( \frac{1 + \theta a_1}{1 + \theta a_p} \right) \left( \frac{t}{\tau_1} \right) \right] \tag{A15}$$

The normalized autocorrelation for the continuum RIF model is as follows [26, 40]

$$\langle R_{E}^2(0) \cdot R_{E}^2(t) \rangle / \langle R_{E}^2(0) \rangle = \left( \frac{8}{\pi^2} \right) \sum_{p=2}^{\infty} \left( \frac{1}{p^2} \right) \exp \left[ - \frac{t}{\bar{\tau}_p} \right] \tag{A16}$$

where

$$\bar{\tau}_p = \left( N_b^2 \zeta / p^2 \pi^2 H \right) + (K/3H), \tag{A17}$$

and the dimensionless mean-squared end-to-end distance at equilibrium is given by $\langle R_{E}^2(0) \rangle \equiv \langle R_{E}^2(0) \rangle_{eq} = 3N_b$. The above expression may be rewritten in terms of $t/\bar{\tau}_1$ as

$$\langle R_{E}^2(0) \cdot R_{E}^2(t/\bar{\tau}_1) \rangle / \langle R_{E}^2(0) \rangle = \left( \frac{8}{\pi^2} \right) \sum_{p=2}^{\infty} \left( \frac{1}{p^2} \right) \exp \left\{ -p^2 \left[ \frac{(N_b/\pi)^2 + \theta}{(N_b/\pi)^2 + p^2 \theta} \right] \left( \frac{t}{\bar{\tau}_1} \right) \right\} \tag{A18}$$

From Eqs. (A10) and (A17), and recognizing that $\sin(x) \approx x$ as $x \to 0$, it is observed that $\tau_p \to \bar{\tau}_p$ as $N_b \to \infty$. The infinite summation in Eq. (A18) runs over all positive odd integers. We define a related quantity $S(N_b, N_t, t/\bar{\tau}_1)$, as

$$S(N_b, N_t, t/\bar{\tau}_1) = \sum_{p=1,3,5,\ldots}^{2N_b-1} \left( \frac{1}{p^2} \right) \exp \left\{ -p^2 \left[ \frac{(N_b/\pi)^2 + \theta}{(N_b/\pi)^2 + p^2 \theta} \right] \left( \frac{t}{\bar{\tau}_1} \right) \right\} \tag{A19}$$

In Fig. 6, the variation of $S$ as function of the number of terms included in the summation, $N_t$, for two different chain lengths, at two values of the dimensionless time and the internal friction parameter are displayed. In Fig. 6 (a), the case without internal friction is presented, and it is clearly seen that the summation requires fewer than ten terms for convergence at both early and later values of time. The summation at later times converges more quickly than the convergence at earlier times, for both two-bead and ten-bead chains. In Fig. 6 (b), the case with internal friction is presented. It is seen that nearly two hundred terms are required for the convergence of the sum for the two-bead chain at early times, and the corresponding number for the ten-bead chain at the same value of scaled time is marginally lower. As seen in (a), the summation at later times require fewer terms.
for convergence as compared to early times. We henceforth use two hundred terms in the numerical calculation of the infinite sum indicated in Eq. (A18).

In Fig. 6 it is seen that the normalized autocorrelation for the discrete model approaches the continuum result as the chain length is increased, for cases with and without internal friction. The difference is larger at early times, and lesser at later times, for all the values of chain length examined in the figure. In this figure, the normalized autocorrelation for the discrete chain is plotted as a function of time scaled by the longest relaxation time of the discrete chain $t/\tau_1$, whereas the autocorrelation for the continuum model is plotted as a function of $t/\tilde{\tau}_1$. The variable $s$ is used to refer to the scaled time, and its exact definition is context-dependent. For the case without internal friction [Fig. 7(a)], it is clearly seen that the difference between the discrete and continuum result decreases with an increase in the chain length. However, for the case with internal friction [Fig. 7(b)], the difference appears to be non-monotonic in the chain length.

Fig. 8 examines the variation of the difference between the discrete and continuum result as a function of chain length.
FIG. 7. Comparison of the normalized autocorrelation expressions for the discrete [dashed line, Eq. (A15)] and continuum [solid line, Eq. (A18)] RIF models, for various chain lengths, for models without [(a)] and with [(b)] internal friction. Note that $s \equiv t/\tau_1$ for the discrete model and $s \equiv t/\tilde{\tau}_1$ for the continuum model.

length, at three different instances of the scaled time $s$, for different values of the internal friction parameter. Note that the difference between the two models is taken at the same value of $s$. The magnitude of the difference is seen to be larger at shorter times, and smaller at later times, as previously seen in Fig. 7, for models with and without internal friction. However, the nature of the variation of the difference with the chain length is significantly impacted by the presence of internal friction. For cases without internal friction, the difference decreases monotonically with the chain length. With the inclusion of internal friction, however, the difference hits a peak before decreasing monotonically with the chain length. The height of the peak is seen to be diminished at later times.

3. Discrete RIF model in simple shear flow

In this section, we derive an expression for the time evolution of the mean-squared end-to-end distance of a discrete RIF chain in simple shear flow. Transforming Eq. (2) into normal-mode coordinates leads to Eq. (A7), which may be written in terms of the Cartesian components of $X_p \equiv [x_p, y_p, z_p]^T$, and $g_p \equiv [g_p^{(x)}, g_p^{(y)}, g_p^{(z)}]^T$. 
as

\[
\frac{dx_p}{dt} + \left( \frac{1}{\tau_p} \right) x_p = -\left( \frac{1}{\tau_p} \right) x_p + \left( \frac{1}{1+\theta a_p} \right) \gamma y_p + g_p^{(x)} \tag{A21}
\]

Recognizing that Eq. (A20) represents a system of three linear stochastic differential equations, we write

\[
\frac{dy_p}{dt} + \left( \frac{1}{\tau_p} \right) y_p = g_p^{(y)} \tag{A22}
\]

\[
\frac{dz_p}{dt} + \left( \frac{1}{\tau_p} \right) z_p = g_p^{(z)} \tag{A23}
\]

The equation for \( x_p \) depends explicitly on \( y_p \), but \( y_p \) is not coupled to \( x_p \). Furthermore, \( z_p \) evolves independently of \( x_p \) and \( y_p \). The methodology to solve for \( y_p(t) \) is identical to that of solving for \( z_p(t) \), and consequently, only the steps for the solution of \( y_p(t) \) are given. The solution for \( x_p(t) \) is dealt with subsequently. In the solution of these three equations [Eqs. (A21)-(A23)], we closely follow the framework described in detail in Ref. 53.

We note that

\[
\langle X_p(t) \cdot X_q(t) \rangle = \left\langle [x_p(t)e_x + y_p(t)e_y + z_p(t)e_z] \cdot [x_q(t)e_x + y_q(t)e_y + z_q(t)e_z] \right\rangle \tag{A24}
\]

and our task now involves the computation of the three ensemble-averaged quantities on the RHS of Eq. (A24). Starting from Eq. (A22), the formal solution for \( y_p(t) \) is written as

\[
y_p(t) = y_p(0)e^{-t/\tau_p} + \int_0^t dt_1 g_p^{(y)}(t_1)e^{-(t-t_1)/\tau_p}
\]

\[
= y_p(0)e^{-t/\tau_p} + \Delta Y_p(t) \tag{A25}
\]

The moments of \( \Delta Y_p(t) \) are

\[
\langle \Delta Y_p(t) \rangle = \int_0^t dt_1 g_p^{(y)}(t_1)e^{-(t-t_1)/\tau_p}
\]

\[
= \int_0^t dt_1 \left\langle g_p^{(y)}(t_1) \right\rangle e^{-(t-t_1)/\tau_p} = 0 \tag{A26}
\]

and

\[
\langle \Delta Y_p(t) \Delta Y_q(t) \rangle = \frac{k_B T}{H_p} \delta_{pq} \left[ 1 - e^{-2t/\tau_p} \right] \tag{A27}
\]
The equal-time correlations of the $y$- and $z$- components are identical, and can be derived to be

\[
\langle y_p(t)y_q(t) \rangle = \langle z_p(t)z_q(t) \rangle = \frac{k_B T}{H_p} \delta_{pq} \quad \text{(A28)}
\]

Starting from Eq. [A21], the formal solution for $x_p(t)$ is written as

\[
x_p(t) = x_p(0)e^{-t/\tau_p} + \int_0^t dt_1 g_p^{(x)}(t_1)e^{-(t-t_1)/\tau_p} + \left(\frac{\dot{\gamma}}{1 + \theta a_p}\right) \int_0^t dt_2 y_p(t_2)e^{-(t-t_2)/\tau_p}
\]

The underlined integral is evaluated as

\[
\int_0^t dt_2 y_p(t_2)e^{-(t-t_2)/\tau_p} = ty_p(0)e^{-t/\tau_p} + \int_0^t dt_2 \int_0^{t_2} dt_3 g_p(y(t_3))e^{-(t-t_3)/\tau_p}
\]

with the double-integral solved using the Cauchy formula for repeated integration [54],

\[
\int_0^t dt_2 \int_0^{t_2} dt_3 g_p(y(t_3))e^{-(t-t_3)/\tau_p} = \frac{1}{(2-1)!}\int_0^t dt' \ (t-t') g_p(y(t'))e^{-(t-t')/\tau_p},
\]

to obtain the following expression for $x_p(t)$,

\[
x_p(t) = e^{-t/\tau_p} \left[ x_p(0) + \left(\frac{\dot{\gamma}}{1 + \theta a_p}\right) ty_p(0) \right] + \Delta \chi_p^{(x)}(t) + \left(\frac{\dot{\gamma}}{1 + \theta a_p}\right) \Delta \chi_p^{(y)}(t)
\]

where

\[
\Delta \chi_p^{(x)}(t) = \int_0^t dt_1 g_p^{(x)}(t_1)e^{-(t-t_1)/\tau_p}
\]

\[
\Delta \chi_p^{(y)}(t) = \int_0^t dt' \ (t-t') g_p^{(y)}(t')e^{-(t-t')/\tau_p}
\]

The equal-time correlation of the $x$- component is obtained as

\[
\langle x_p(t)x_q(t) \rangle = \frac{k_B T}{H_p} \delta_{pq}e^{-2t/\tau_p} + \left(\frac{\dot{\gamma}}{1 + \theta a_p}\right) \left[ \Delta \chi_p^{(x)}(t) \Delta \chi_q^{(y)}(t) \right]
\]

The solid-underlined term is identical to $\langle \Delta \chi_p(t)\Delta \chi_q(t) \rangle$, and may be obtained from Eq. [A27]. The dashed underlined term may be simplified as

\[
\langle \Delta \chi_p^{(y)}(t)\Delta \chi_q^{(y)}(t) \rangle = \left[ \int_0^t dt' \ (t-t') g_p^{(y)}(t')e^{-(t-t')/\tau_p} \int_0^t dt'' \ (t-t'') g_p^{(y)}(t'')e^{-(t-t'')/\tau_p} \right]
\]

\[
= \frac{2k_B T}{\zeta_p} \delta_{pq} \int_0^t dt' \ (t-t')^2 e^{-2(t-t')/\tau_p}
\]

\[
= - \left(\frac{\tau_p}{2}\right) t^2 e^{-2t/\tau_p} + \int_0^t \tau_p(t-t')e^{-2(t-t')/\tau_p} dt'
\]

\[
= - \left(\frac{\tau_p}{2}\right) t^2 e^{-2t/\tau_p} + \left(\frac{\tau_p^2}{2}\right) \int_0^t (t-t') \frac{d}{dt'} \left[ e^{-2(t-t')/\tau_p} \right] dt'
\]

\[
= \left(\frac{k_B T}{4H_p}\right) \tau_p^2 \delta_{pq} \left\{ 2 - \left[ 2 + 2 \left(\frac{2t}{\tau_p}\right) + \left(\frac{2t}{\tau_p}\right)^2 \right] e^{-2t/\tau_p} \right\}
\]
to give

\[ \langle x_p(t)x_q(t) \rangle = \left( \frac{k_B T}{H_p} \right) \delta_{pq} + 8 \left( \frac{k_B T}{H_p a_p^2} \right) \delta_{pq} \left( \lambda_B \gamma \right)^2 \left\{ 1 - \left[ 1 + \left( \frac{2t}{\tau_p} \right) \right] e^{-2t/\tau_p} \right\} \]  \hspace{1cm} (A36)

Plugging Eqs. (A28) and (A36) into Eq. (A24), the equal-time correlation for the modes is obtained as

\[ \langle X_p(t) \cdot X_q(t) \rangle = \left( \frac{3k_B T}{H} \right) \left( \frac{1}{a_p} \right) \delta_{pq} \left\{ 1 + \frac{8(\lambda_B \gamma)^2}{3a_p^2} \left[ 1 - \left( e^{-2t/\tau_p} \left[ 1 + \left( \frac{2t}{\tau_p} \right) \right] \right) \right] \right\} \]  \hspace{1cm} (A37)

Recognizing that the end-to-end vector is given by

\[ R_E(t) = 2 \sqrt{\frac{2}{N_b}} \sum_{q\text{ odd}}^{N_b-1} \cos \left( \frac{q\pi}{2N_b} \right) X_q(t), \]  \hspace{1cm} (A38)

the expression for \( \langle R_E^2(t) \rangle \) may be written as

\[ \langle R_E^2(t) \rangle = \left( \frac{8}{N_b} \right) \sum_{q\text{ odd}}^{N_b-1} \sum_{p\text{ odd}}^{N_b-1} \cos \left( \frac{p\pi}{2N_b} \right) \cos \left( \frac{q\pi}{2N_b} \right) \langle X_p(t) \cdot X_q(t) \rangle \]  \hspace{1cm} (A39)

Using Eqs. (A37) and (A39), we get

\[ \langle R_E^2(t) \rangle = \left( \frac{8}{N_b} \right) \left( \frac{3k_B T}{H} \right) \sum_{p\text{ odd}}^{N_b-1} \left( \frac{1}{a_p} \right) \cos^2 \left( \frac{p\pi}{2N_b} \right) \left\{ 1 + \frac{8(\lambda_B \gamma)^2}{3a_p^2} \left[ 1 - \left( e^{-2t/\tau_p} \left[ 1 + \left( \frac{2t}{\tau_p} \right) \right] \right) \right] \right\} \]  \hspace{1cm} (A40)

which may be written in the dimensionless form as

\[ \langle R_E^2(t^*) \rangle = \left( \frac{24}{N_b} \right) \sum_{p\text{ odd}}^{N_b-1} \left( \frac{1}{a_p} \right) \cos^2 \left( \frac{p\pi}{2N_b} \right) \left\{ 1 + \frac{8(\lambda_B \gamma)^2}{3a_p^2} \left[ 1 - \left( \exp \left[ - \left( \frac{a_p}{1 + \theta a_p} \right) t^* \right] \left[ 1 + \left( \frac{a_p}{1 + \theta a_p} \right) t^* \right] \right) \right] \right\} \]  \hspace{1cm} (A41)

The steady-state result is obtained by taking the limit \( t^* \to \infty \) in Eq. (A41), to give

\[ \langle R_E^2 \rangle \equiv \langle R_E^2(t^* \to \infty) \rangle = \left( \frac{24}{N_b} \right) \sum_{p\text{ odd}}^{N_b-1} \left( \frac{1}{a_p} \right) \cos^2 \left( \frac{p\pi}{2N_b} \right) \left\{ 1 + \frac{8(\lambda_B \gamma)^2}{3a_p^2} \right\} \]  \hspace{1cm} (A42)

Scaling Eq. (A41) by the mean-squared end-to-end vector leads to Eq. (1) in the main text.

Additionally, it is useful to compute the cross-correlation, \( \langle x_p(t)y_q(t) \rangle \), for subsequent use in the derivation of an analytical expression for the transient variation of the shear viscosity, as discussed later in Sec. C. Note that this correlation is zero in the absence of flow, by virtue of the noise being white in normal mode space [cf. Eq. (A8)]. From Eq. (A25) and (A32), we can write, after some algebra

\[ \langle x_p(t)y_q(t) \rangle = \left( \frac{\dot{\gamma}}{1 + \theta a_p} \right) \delta_{pq} \left( \frac{k_B T}{H_p} \right) \left[ e^{-2t/\tau_p} \right] \]  \hspace{1cm} (A43)

The underlined term is evaluated to be

\[ \langle \Delta \chi_p^{(g)}(t) \Delta \chi_q^{(g)}(t) \rangle = \left( \frac{k_B T}{H_p} \right) \left( \frac{\tau_p}{2} \right) \delta_{pq} \left[ 1 - e^{-2t/\tau_p} \right] \left[ 1 + \left( \frac{2t}{\tau_p} \right) \right] \]  \hspace{1cm} (A44)

Plugging Eq. (A44) into Eq. (A43), we obtain

\[ \langle x_p(t)y_q(t) \rangle = \delta_{pq} \left( \frac{\dot{\gamma}}{1 + \theta a_p} \right) \left( \frac{\tau_p}{2} \right) \left[ 1 - e^{-2t/\tau_p} \right] \]  \hspace{1cm} (A45)
Appendix B: Equivalence between discrete RIF and the preaveraged internal friction model

1. Stochastic differential equations

We consider a freely-draining chain of \( N_b \) massless beads where the neighbours are connected by means of a spring in parallel with a dashpot whose damping coefficient is \( K \). The locations of the beads are given by \( \{r_1, r_2, \ldots, r_{N_b}\} \), and the connector vector between adjacent beads is denoted by \( Q_j = r_{j+1} - r_j \), where \( j \in [1, N] \). We assume an overdamped system that has equilibrated in momentum space, and the instantaneous normalized configuration distribution function has equilibrated in momentum space, and the instantaneous normalized configuration distribution function for the chain is given by \( \Psi = \Psi(r_1, r_2, \ldots, r_{N_b}, t) = (1/\mathcal{Z}) \exp[-\phi/k_B T] \), where \( \phi \) denotes the intramolecular potential energy stored in the springs joining the beads and \( \mathcal{Z} = \int \exp[-\phi/k_B T] dQ_1 \cdots dQ_N \). It is noted that \( \Psi \) remains unmodified by the inclusion of internal friction. Using the principles of polymer kinetic theory \cite{7, 8, 33}, the equation of motion for the momentum-averaged velocity of the \( j \)th connector vector may be derived to be

\[
\dot{[Q_j]} = \kappa \cdot Q_j - \frac{1}{\zeta} \sum_k A_{jk} \left( k_B T \frac{\partial \ln \Psi}{\partial Q_k} + \frac{\partial \phi}{\partial Q_k} \right) + K \frac{Q_k}{Q_i} \cdot \dot{[Q_k]} \tag{B1}
\]

where

\[
A_{jk} = \begin{cases} 2; & j = k \\ -1; & |j-k| = 1 \\ 0; & \text{otherwise} \end{cases}
\]

Clearly, the equation for the \( j \)th connector-vector velocity is coupled to that of its nearest neighbours, which precludes not only the naive substitution of Eq. \( \text{[B1]} \) into an equation of continuity in \( \Psi \), but also the derivation of the Fokker-Planck equation and the governing set of stochastic differential equations for the system, for all but the simplest case of a dumbbell \( (N = 1) \). Manke and Williams \cite{20} proposed a three-step iterative substitution methodology \( \text{(details given below)} \) for the decoupling of the connector vector velocities, and derived semi-analytical approximate expressions for the linear-viscoelastic properties \cite{20, 21} of chains with internal friction. In our recent work \cite{33}, we have expanded the scope of the Manke and Williams decoupling methodology to obtain the governing set of exact stochastic differential equations for a Rouse chain with fluctuating internal friction that are valid both at equilibrium and in the presence of flow. The approximate solutions derived by Manke and Williams compare excellently against simulation results obtained by numerically integrating the exact stochastic differential equations using Brownian dynamics (BD) simulations for sufficiently long chains. We have also presented, for the first time, data on the steady-shear viscometric functions for Rouse chains with fluctuating internal friction, for the general case of \( N > 1 \). The same methodology is applied here to solve for the governing stochastic differential equations of a Rouse chain with preaveraged internal friction.

As detailed in the discussion surrounding Eq. \( \text{[8]} \) in the main text, the preaveraging approximation entails a replacement of the underlined term in Eq. \( \text{[B1]} \) by its average evaluated with respect to the equilibrium distribution function of a Rouse chain, which is \( \langle \delta/3 \rangle \). Therefore, for a chain with preaveraged internal friction, Eq. \( \text{[B1]} \) reduces to

\[
\dot{[Q_j]} = \kappa \cdot Q_j - \frac{1}{\zeta} \sum_k A_{jk} \left( k_B T \frac{\partial \ln \Psi}{\partial Q_k} + \frac{\partial \phi}{\partial Q_k} + \frac{K}{3} \dot{[Q_k]}\right) \tag{B2}
\]

which may be simplified to give

\[
\dot{[Q_j]} = \left( \frac{1}{1+2\theta} \right) \left( \frac{k_B T}{\zeta} \right) \left( \frac{1}{1+2\theta} \right) \left[ - \frac{\partial \ln \Psi}{\partial Q_{k-1}} + 2 \frac{\partial \ln \Psi}{\partial Q_k} - \frac{\partial \ln \Psi}{\partial Q_{k+1}} \right] \\
- \left( \frac{1}{\zeta} \right) \left( \frac{1}{1+2\theta} \right) \left[ - \frac{\partial \phi}{\partial Q_{k-1}} + 2 \frac{\partial \phi}{\partial Q_k} - \frac{\partial \phi}{\partial Q_{k+1}} \right] + \left( \frac{\theta}{1+2\theta} \right) \dot{[Q_{j-1}]} + \left( \frac{\theta}{1+2\theta} \right) \dot{[Q_{j+1}]} \tag{B4}
\]

An ensuing simplicity of the preaveraging approximation is that Eq. \( \text{[B4]} \) may directly be subjected to the iterative-substitution-based decoupling methodology, unlike the case with fluctuations where the expression for \( Q_k \cdot \dot{[Q_k]} / Q_k^2 \) must first be decoupled before obtaining the desired expression for \( \dot{[Q_k]} \).

Firstly, in the forward substitution step, the expression for \( \dot{[Q_j]} \) is substituted into that for \( \dot{[Q_{j+1}]} \), iteratively,
starting from \( j = 1 \) until \( j = (N - 1) \). This results in the following general expression,

\[
(1 - M_k) \| \dot{Q}_k \| = \left( \frac{\theta}{1 + 2\theta} \right) \left( \frac{1}{1 - P_k} \right) \| \dot{Q}_{k+1} \| + \left( \frac{1}{1 + 2\theta} \right) \sum_{l=1}^{k} \Gamma_l^{(k)} (\kappa \cdot Q_l) + \left( 1 - \delta_{kN} \right) \left( k_B T \right) \left( \frac{1}{1 + 2\theta} \right) \left( \frac{\partial \ln \Psi}{\partial Q_{k+1}} \right) \\
+ \left( 1 - \delta_{kN} \right) \left( \frac{1}{\zeta} \right) \left( \frac{1}{1 + 2\theta} \right) \left( \frac{\partial \phi}{\partial Q_{k+1}} \right) - \left( k_B T \right) \left( \frac{1}{1 + 2\theta} \right) \sum_{l=1}^{k} E_l^{(k)} \left( \frac{\partial \ln \Psi}{\partial Q_l} \right) - \left( \frac{1}{\zeta} \right) \left( \frac{1}{1 + 2\theta} \right) \sum_{l=1}^{k} E_l^{(k)} \left( \frac{\partial \phi}{\partial Q_l} \right)
\]

(B5)

where the explicit dependence of \( \| \dot{Q}_k \| \) on \( \| \dot{Q}_{k-1} \| \) has been removed and the following definitions apply

\[
M_k = \left( \frac{\theta}{1 + 2\theta} \right) \left( \frac{1}{1 - M_{k-1}} \right) ; \text{ with } M_1 = 0 \\
\Gamma_l^{(k)} = \left( \frac{\theta}{1 + 2\theta} \right) \left( \frac{1}{1 - M_{l-1}} \right) \prod_{i=l}^{k-1} \left( \frac{1}{1 - M_i} \right) \\
E_l^{(k)} = 2\Gamma_l^{(k)} - \Gamma_{l-1}^{(k)} - \Gamma_{l+1}^{(k)}
\]

Next, in the backward substitution step, the expression for \( \| \dot{Q}_j \| \) is substituted into that for \( \| \dot{Q}_{j-1} \| \), iteratively, starting from \( j = N \) until \( j = 2 \). This results in the following general expression,

\[
| Q_j \| = \left( \frac{\theta}{1 + 2\theta} \right) \left( \frac{1}{1 - P_k} \right) | Q_{k-1} \| + \left( \frac{1}{1 + 2\theta} \right) \sum_{l=k}^{N} \rho_l^{(k)} (\kappa \cdot Q_l) + \left( k_B T \right) \left( \frac{1}{1 + 2\theta} \right) \left( \frac{1}{1 - P_k} \right) \left( \frac{\partial \ln \Psi}{\partial Q_{k-1}} \right) \\
+ \left( \frac{1}{\zeta} \right) \left( \frac{1}{1 + 2\theta} \right) \left( \frac{1}{1 - P_k} \right) \left( \frac{\partial \phi}{\partial Q_{k-1}} \right) - \left( k_B T \right) \left( \frac{1}{1 + 2\theta} \right) \sum_{l=k}^{N} \overline{G}_l^{(k)} \left( \frac{\partial \ln \Psi}{\partial Q_l} \right) - \left( \frac{1}{\zeta} \right) \left( \frac{1}{1 + 2\theta} \right) \sum_{l=k}^{N} \overline{G}_l^{(k)} \left( \frac{\partial \phi}{\partial Q_l} \right)
\]

(B9)

where the explicit dependence of \( | Q_k \| \) on \( | Q_{k+1} \| \) has been removed and the following definitions apply

\[
P_k = \left( \frac{\theta}{1 + 2\theta} \right) \left( \frac{1}{1 - P_{k+1}} \right) ; \text{ with } P_N = 0 \\
\rho_l^{(k)} = \left( \frac{\theta}{1 + 2\theta} \right) \left( \frac{1}{1 - P_{l+1}} \right) \prod_{i=k}^{l} \left( \frac{1}{1 - P_i} \right)
\]

(B10)

(B11)

The quantity \( \overline{G}_l^{(k)} \) appearing in Eq. \( B9 \) is constructed using a slightly elaborate procedure. It is useful to first consider the matrix \( \mathbf{A} \) [defined as in Eq. \( B2 \)], of size \( \mathbf{Y} \times \mathbf{Y} \), where \( \mathbf{Y} = (N - k) + 1 \), and the intermediate quantity,

\[
\overline{Y}_s^{(k)} = \left( \frac{\theta}{1 + 2\theta} \right)^{s-1} \left[ \prod_{i=k}^{k+s-1} \left( \frac{1}{1 - P_i} \right) \right]
\]

(B12)

which is then used to populate a matrix, \( \overline{\Theta}^{(k)} \), of size \( \mathbf{Y} \times \mathbf{Y} \) that has the following structure

\[
\overline{\Theta}^{(k)} = \begin{pmatrix}
\overline{Y}_1^{(k)} & \overline{Y}_2^{(k)} & 0 & \cdots \\
\overline{Y}_2^{(k)} & \overline{Y}_3^{(k)} & \overline{Y}_2^{(k)} & 0 & \cdots \\
0 & \overline{Y}_3^{(k)} & \overline{Y}_3^{(k)} & \cdots & \cdots \\
\vdots & \vdots & \vdots & \ddots & \ddots \\
0 & 0 & \cdots & \cdots & \overline{Y}_Y^{(k)} & \overline{Y}_Y^{(k)}
\end{pmatrix}
\]

(B13)

We next consider the matrix \( \mathbf{Z}^{(k)} \) constructed from \( \mathbf{A} \) [see Eq. \( B2 \)] and \( \overline{\Theta}^{(k)} \), such that \( \mathbf{Z}^{(k)} = \mathbf{A} \cdot \overline{\Theta}^{(k)} \). Now, \( \overline{G}_{k+m}^{(k)} \) is defined as the \( (m+1)^{th} \) diagonal element of \( \mathbf{Z}^{(k)} \). As the final step of the decoupling procedure, a change of variable, \( k \rightarrow (k+1) \), is performed in Eq. \( B9 \), and the resulting expression is substituted into the equation derived from the forward substitution step [Eq. \( B5 \)]. The decoupled expression for \( | Q_k \| \) is finally obtained as
with

\[
\hat{N}_{kl} = \begin{cases} 
\Gamma_l^{(k)}; & l < k \\
1; & l = k \\
\left(\frac{\theta}{1 + 2\theta}\right)\tilde{\rho}_l^{(k+1)}; & l > k
\end{cases}
\]

and

\[
\hat{J}_{kl} = \begin{cases} 
E_l^{(k)}; & l < k \\
E_l^{(k)} - (1 - \delta_{kN}) \left(\frac{1}{1 - P_{k+1}}\right) \left(\frac{\theta}{1 + 2\theta}\right); & l = k \\
(1 - \delta_{kN}) \left[\left(\frac{\theta}{1 + 2\theta}\right)G_l^{(k+1)} - 1\right]; & l = k + 1 \\
\left(\frac{\theta}{1 + 2\theta}\right)G_l^{(k+1)}; & l > (k + 1)
\end{cases}
\] (B17)

The procedure for the construction of \(\tilde{G}_l^{(k+1)}\) which appears in Eq. (B17) is fairly similar to that described in Eq. (B13) for the construction of \(\tilde{G}_l^{(k)}\), with the only caveat that the size of the block matrices, \(\Lambda\) and the \(\tilde{\Theta}^{(k+1)}\), remain \(\mathbb{Y} \times \mathbb{Y}\), where \(\mathbb{Y} = (N - k) + 1\).

Another point of difference between the preaveraged IV model and the fluctuating IV one is that for the former, the quantities \(\{M_k, P_k, \Gamma_l^{(k)}, E_l^{(k)}, \tilde{P}_l^{(k)}, \tilde{\Gamma}_l^{(k)}, \tilde{G}_l^{(k)}, \Lambda_{kl}, J_{kl}\}\) are functions only of the internal friction parameter \(\theta\), and not dependent on the chain configuration. In the fluctuating IV model, however, these quantities are functions of both the internal friction parameter, and the chain configuration.

As the next step, the expression for \(\|Q_k\|\) will be substituted into the equation of continuity, recognizing that the homogeneous flow profile allows one to write the continuity equation solely in terms of the relative coordinates, \(Q_k\). This means that the distribution function \(\psi(r_c, Q_1, Q_2, ... Q_N)\) can be replaced by

\[
\psi(Q_1, Q_2, ... Q_N), \text{ and we have}
\]

\[
\frac{\partial \psi}{\partial t} = -\sum_{k=1}^{N} \frac{\partial}{\partial Q_k} \cdot \{\|Q_k\| \psi\}
\]

\[
= -\sum_{k=1}^{N} \frac{\partial}{\partial Q_k} \cdot \left\{ \left(\frac{1}{1 + 2\theta}\right) \sum_{l=1}^{N} \Lambda_{kl} \cdot (\kappa \cdot Q_l) \\
- \left(\frac{1}{\zeta}\right) \left(\frac{1}{1 + 2\theta}\right) \sum_{l=1}^{N} J_{kl} \cdot (\frac{\partial \phi}{\partial Q_l}) \psi \right\} \\
+ \left(\frac{k_BT}{\zeta}\right) \left(\frac{1}{1 + 2\theta}\right) \sum_{k=1}^{N} \sum_{l=1}^{N} \frac{\partial}{\partial Q_k} \cdot \left[ J_{kl} \cdot \frac{\partial \psi}{\partial Q_l} \right]
\] (B18)
Planck equation

\[
\frac{\partial \psi}{\partial t} = -\sum_{k=1}^{N} \frac{\partial}{\partial Q_k} \left\{ \left[ \left( \frac{1}{1 + 2\theta} \right) \sum_{l=1}^{N} \Lambda_{kl} \cdot (\kappa \cdot Q_l) \right] \psi \right\}
\]

\[
- \left( \frac{1}{\zeta} \right) \left( \frac{1}{1 + 2\theta} \right) \sum_{k=1}^{N} J_{kl} \cdot \left( \frac{\partial \phi}{\partial Q_l} \right) \psi
\]

\[
+ \left( \frac{k_B T}{\zeta} \right) \left( \frac{1}{1 + 2\theta} \right) \sum_{k=1}^{N} \sum_{l=1}^{N} \frac{\partial}{\partial Q_k} \frac{\partial}{\partial Q_l} : [J_{kl} \psi]
\]

where we have implicitly used the fact that \( J_{kl}^T = J_{kl}^{\ast} \) and \( J_{kl} = J_{lk} \). Noting that \( F_k^{(\phi)} = H Q_l \) for Hookean springs, the stochastic differential equation may be written, using the Itô interpretation of Eq. (B19), as

\[
dQ_k = \left( \frac{1}{1 + 2\theta} \right) \sum_{l=1}^{N} \Lambda_{kl} (\kappa \cdot Q_l)
\]

\[- \left( \frac{H}{\zeta} \right) \sum_{l=1}^{N} J_{kl} Q_l \right] dt + \sqrt{\frac{2k_B T}{\zeta(1 + 2\theta)}} \sum_{l=1}^{N} B_{kl} dW_l
\]

\[
\text{(B20)}
\]

where

\[
\sum_{j=1}^{N} B_{kj} B_{lj} = J_{kl}
\]

Finally, the governing equation in its dimensionless form is given by

\[
dQ_k' = \left( \frac{1}{1 + 2\theta} \right) \sum_{l=1}^{N} \Lambda_{kl} (\kappa' \cdot Q_l')
\]

\[- \left( \frac{1}{4} \right) \sum_{l=1}^{N} J_{kl} Q_l' \right] dt^* + \sqrt{\frac{1}{2(1 + 2\theta)}} \sum_{l=1}^{N} B_{kl} dW_l^*,
\]

\[
\text{(B22)}
\]

Eq. (B22) is integrated numerically using the simple Euler discretization method, with a time-step width of \( \Delta t^* = 10^{-3} \). Averages are evaluated over an ensemble of \( O(10^5) \) trajectories. Since Eq. (B20) is a linear stochastic differential equation, it can also be solved semi-analytically, as described in the section below.

2. Semi-analytical solution to the preaveraged internal friction model

The Langevin equation corresponding to Eq. (B20) is given by

\[
dQ_k = \left( \frac{1}{1 + 2\theta} \right) \sum_{l=1}^{N} \Lambda_{kl} (\kappa \cdot Q_l) - \left( \frac{H}{\zeta} \right) \sum_{l=1}^{N} J_{kl} Q_l
\]

\[
+ \sqrt{\frac{2k_B T}{\zeta(1 + 2\theta)}} \sum_{l=1}^{N} B_{kl} f_l(t)
\]

\[
\text{(B23)}
\]

where

\[
\langle f_l(t) \rangle = 0
\]

\[
\langle f_l(t) f_m(t') \rangle = \delta_{ml} \delta(t - t')
\]

\[
\langle f_l(t) \cdot f_m(t') \rangle = 3 \delta_{ml} \delta(t - t')
\]

Semi-analytical solutions to Eq. (B23) at equilibrium and in the presence of shear flow are presented below.

a. Normal mode analysis at equilibrium

To obtain the correlation of the end-to-end vector for a Rouse chain with preaveraged internal friction, we set \( \kappa = 0 \) in Eq. (B23) and obtain the governing Langevin equation as

\[
dQ_k = - \left[ \frac{H}{\zeta(1 + 2\theta)} \right] \sum_{l=1}^{N} J_{kl} Q_l + \sqrt{\frac{2k_B T}{\zeta(1 + 2\theta)}} \sum_{l=1}^{N} B_{kl} f_l(t)
\]

\[
\text{(B25)}
\]

This equation is converted into normal mode coordinates by means of the transformation \( Q_j' = \sum_m \Pi_m q_m \), where the orthogonalizing matrix \( \Pi \) satisfies the following properties

\[
\sum_{k=1}^{N} \Pi_{kj} \Pi_{kl} = \delta_{jl} = \sum_{n=1}^{N} \Pi_{jn} \Pi_{ln}
\]

\[
\sum_{k=1}^{N} \sum_{l=1}^{N} \Pi_{ij} J_{kl} = \tilde{a}_j \delta_{jk}
\]

\[
\text{(B26)}
\]
The governing equation for the normal coordinates is given as

$$\frac{dQ'_m}{dt} = -\left[\frac{H\bar{a}_m}{\zeta(1+2\theta)}\right]Q'_m + \sqrt{\frac{2k_BT}{\zeta(1+2\theta)}} \sum_k \sum_l \Pi_{km}B_{kl}f_l(t)$$

(B27)

whose formal solution may be written as

$$Q'_m(t) = Q'_m(0)e^{-t/\bar{\tau}_m} + \sqrt{\frac{2k_BT}{\zeta(1+2\theta)}} \int_0^t dt_1 \left[\sum_k \sum_l \Pi_{km}B_{kl}f_l(t_1)\right] e^{-(t-t_1)/\bar{\tau}_m}$$

(B28)

where $\bar{\tau}_m = \zeta(1+2\theta)/H\bar{a}_m$. The autocorrelation of the normal modes may be derived to be

$$\langle Q'_m(0) \cdot Q'_m(t) \rangle = \frac{3k_BT}{H} \delta_{pm} e^{-t/\bar{\tau}_p}$$

(B29)

Recognizing that

$$\langle R_E(0) \cdot R_E(t) \rangle = \sum_{l,m,j,p} \Pi_{im} \Pi_{jp} \langle Q'_m(0) \cdot Q'_m(t) \rangle$$

(B30)

and

$$\frac{t}{\bar{\tau}_p} = \left[\frac{H\bar{a}_p t}{\zeta(1+2\theta)}\right] = \left[\frac{H\bar{a}_p t}{4H\lambda_H(1+2\theta)}\right] = \left[\frac{1}{4} \left(\frac{\bar{a}_p}{\lambda_H^2}\right) \left(\frac{t}{\lambda_H}\right) \left(\frac{\bar{a}_p}{1+2\theta}\right) \frac{t^*}{4}\right]$$

(B31)

the normalized autocorrelation of the end-to-end vector in dimensionless time units may be written as

$$\frac{\langle R_E^i(0) \cdot R_E^j(t^*) \rangle}{\langle R_E^2(0) \rangle} = \left[\frac{1}{N_b-1}\right] \sum_{i,j,p} \Pi_{ip} \Pi_{jp} \exp \left[-\left(\frac{\bar{a}_p}{1+2\theta}\right) \frac{t^*}{4}\right]$$

(B32)

b. Normal mode analysis in shear flow

The governing Langevin equation for a Rouse chain with preaveraged internal friction in shear flow is written as

$$\frac{dQ_k}{dt} = \left(\frac{1}{1+2\theta}\right) \sum_{l=1}^N A_{kl} (\kappa \cdot Q_l) - \frac{H}{\zeta} J_{kl} Q_l + \sqrt{\frac{2k_BT}{\zeta(1+2\theta)}} \sum_{l=1}^N B_{kl} f_l(t)$$

(B33)

Eq. (B33) is transformed into normal coordinates using the orthogonalizing matrix introduced in Eq. (B26). It is assumed that the same matrix also orthogonalizes $\Lambda_{kl}$, such that

$$\sum_{l=1}^N \sum_{k=1}^N \Pi_{km} \Lambda_{kl} \Pi_{lq} = \bar{b}_m \delta_{mq}$$

(B34)

The quality of this assumption is found to be excellent, based on several test cases. The governing equation in normal coordinates is derived to be

$$\frac{dQ'_m}{dt} = \left(\frac{\bar{b}_m}{1+2\theta}\right) \kappa \cdot Q'_m - \left[\frac{H\bar{a}_m}{\zeta(1+2\theta)}\right]Q'_m + \sqrt{\frac{2k_BT}{\zeta(1+2\theta)}} \sum_k \sum_l \Pi_{km}B_{kl}f_l(t)$$

(B35)

Following a procedure identical to that described in Sec. A.3, the correlation between the Cartesian components of the normal modes can be derived to be

$$\langle Q'_p^{(z)}(t) Q'_q^{(z)}(t) \rangle = \left(\frac{k_BT}{H}\right) \delta_{pq} + 8 \left(\frac{k_BT}{H}\right) \delta_{pq} \left(\frac{\bar{a}_q}{a_q}\right)^2 (\lambda_H \gamma)^2 \left[1 - \left(e^{-2t/\bar{\tau}_q} \left[1 + \left(\frac{2t}{\tau_q}\right)\right]\right)\right]$$

$$\langle Q'_p^{(y)}(t) Q'_q^{(y)}(t) \rangle = \langle Q'_p^{(z)}(t) Q'_q^{(z)}(t) \rangle = \left(\frac{k_BT}{H}\right) \delta_{pq}$$

$$\langle Q'_p^{(x)}(t) Q'_q^{(y)}(t) \rangle = \left(\frac{k_BT}{H}\right) \delta_{pq} \left(\lambda_H \gamma\right) I_q(t)$$

(B36)
where

\[ I_q(t) = 2 \left( \frac{b_q}{\sigma_q} \right) \left[ 1 - e^{-2t/\tau_q} \right]. \]  

(B37)

The equal-time correlation of the normal modes is subsequently obtained as

\[ \langle Q'_p(t) \cdot Q'_q(t) \rangle = \left( \frac{3k_B T}{H} \right) \delta_{pq} \left\{ 1 + 8 \left( \lambda_H \dot{\gamma} \right)^2 \left( \frac{\tilde{b}_p}{\tilde{a}_p} \right)^2 \left[ 1 - \left( e^{-2t/\tau_p} \left( 1 + \left( \frac{2t}{\tau_p} \right) \right) \right] \right\}, \]  

(B38)

and the time evolution of the normalized mean-squared end-to-end distance may then be derived to be

\[ \langle R^2_{E}(t^*) \rangle_{\text{eq}} = \left( \frac{3k_B T}{H} \right) \frac{1}{N_b - 1} \sum_{i,j,p} \Pi_{ijp} \left\{ 1 + 8 \left( \lambda_H \dot{\gamma} \right)^2 \left( \frac{\tilde{b}_p}{\tilde{a}_p} \right)^2 \left[ 1 - \left( \exp \left[ -\left( \frac{\tilde{a}_p}{1 + 2\theta} \frac{t^*}{2} \right) \right] \right] \right\} \times \left[ 1 + \left( \frac{\tilde{a}_p}{1 + 2\theta} \frac{t^*}{2} \right) \right] \} \]  

(B39)

In Fig. 1 of the main text, the equivalence between the discrete RIF model and the preaveraged IV model is established by comparison of the analytical predictions of the discrete RIF model against BD simulation data obtained by numerically integrating the stochastic differential equation for the preaveraged IV model [Eq. (B20)]. In Fig. 9, predictions of the discrete RIF model are compared against the semi-analytical solutions for the preaveraged IV model, and an excellent agreement is observed.

We have therefore established that: (a) the discrete RIF model and the preaveraged IV model are equivalent, and (b) the preaveraged model may be solved for observables at equilibrium and in simple shear flow using either BD simulations to integrate the governing stochastic differential equation [Eq. (B20)] or a semi-analytical approach involving the normal-mode decomposition of the governing Langevin equation [Eq. (B23)].

### Appendix C: Derivation of stress tensor expression

For models with fluctuating IV, it is known [46] that while the Giesekus expression for the stress tensor is thermodynamically consistent, the Kramers expression is not. We have consequently used the Giesekus expression in our recent work [33] on Rouse chains with fluctuating internal friction. In the present instance, it has the form [7],

\[ \tau_p = \frac{n_p \zeta}{2} \left( \sum_{u,v} \sum_{1 \leq v \leq N} C_{uv} Q_u Q_v \right) \]  

(1)

\[ = \frac{n_p \zeta}{2} \left[ \left( \frac{d}{dt} \sum_{u,v} C_{uv} Q_u Q_v \right) - \kappa \cdot \left( \sum_{u,v} C_{uv} Q_u Q_v \right) - \left( \sum_{u,v} C_{uv} Q_u Q_v \right) \cdot \kappa^T \right] \]  

(C1)

with \( C_{uv} \) denoting the Kramers matrix constructed as [7]

\[ C_{uv} = \begin{cases} u(N_b - k)/N_b; & u \leq v \\ v(N_b - u)/N_b; & v \leq u \end{cases} \]  

(C2)

We identify \( \tilde{B} = \sum_{u,v=1}^{N} C_{uv} Q_u Q_v \) and note that a simplified, closed-form expression for the stress tensor in the present case may be found as illustrated below. Following the development outlined in Sec. 15.1 of Ref. [7], the expression for the rate of change may be written as

\[ \frac{d}{dt} \langle \tilde{B} \rangle = \left( \sum_{j=1}^{N} \left( \| \partial Q_j \| \frac{\partial \tilde{B}}{\partial Q_j} \right) \right) \]  

(C3)
FIG. 9. A comparison of the results for the (a) normalized autocorrelation and (b) transient evolution of the mean-squared end-to-end vector predicted by the discrete RIF model and the preaveraged IV model derived using the principles of polymer kinetic theory. Each legend entry corresponds to two lines: the thicker lines represent the discrete RIF results [Eq. (4) of the main text in (a) and Eq. (6) in (b)], while the thinner lines represent semi-analytical solutions for the preaveraged IV model [Eq. B32 in (a) and Eq. (B39) in (b)].

and substitute into it the expression for $\frac{\partial \phi}{\partial Q_i} \equiv H Q_i$ to restrict our attention to Rouse chains with Hookean springs. Also, the distribution function for the internal coordinates ($\psi$) has been used instead of ($\Psi$), due to the homogeneous flow field under consideration. It is straightforward to derive the following expression for $\frac{\partial B}{\partial Q_j}$:

$$
\frac{\partial B}{\partial Q_j} = \sum_u \sum_{\alpha, \beta} C_{uj} Q_{u}^\beta e_\alpha e_\beta + \sum_v \sum_{\alpha, \gamma} C_{jv} Q_{v}^\gamma e_\alpha e_\gamma
$$

(C5)

The three terms on the RHS of Eq. (C4) may then be processed as shown below.

$$
\left\langle \sum_{j,k} \Lambda_{jk} (\kappa \cdot Q_k) \cdot \frac{\partial B}{\partial Q_j} \right\rangle = \left\langle \sum_{k,\alpha, \beta, \gamma} \left( \sum_{j} \Lambda_{kj} e_{j\alpha} \right) \kappa^{\alpha \gamma} Q_k^\alpha Q_k^\gamma e_\beta e_\gamma \right\rangle + \left\langle \sum_{k,\gamma, \alpha, \beta, m, s} \left( \sum_{j} \Lambda_{kj} e_{j\alpha} \right) \kappa^{\alpha \gamma} Q_k^\alpha Q_k^\gamma e_\beta e_\gamma \right\rangle
$$

(C6)

Defining the symmetric matrix $\mathbf{S} = \mathbf{\Lambda} \cdot \mathbf{C}$, i.e., $S_{ku} = \sum_j \Lambda_{kj} e_{j\alpha}$, Eq. (C6) may be simplified to give

$$
\left\langle \sum_{j,k} \Lambda_{jk} (\kappa \cdot Q_k) \cdot \frac{\partial B}{\partial Q_j} \right\rangle = \sum_{k,\alpha, \beta, \gamma} S_{ku} \left[ \left( Q_k^\alpha Q_k^\gamma \right) \cdot \kappa^T + \kappa \cdot \left( Q_k^\alpha Q_k^\gamma \right)^T \right]
$$

(C7)
Therefore,

\[
\left( \sum_{j,k} J_{jk} \frac{\partial \ln \psi}{\partial Q_k} \cdot \frac{\partial \overline{B}}{\partial Q_j} \right) = \sum_{k,u} \sum_{\alpha,\beta} \left( \sum_{j} J_{jk} \overline{e}_{ju} \right) \frac{\partial \ln \psi}{\partial Q_k} Q_{u}^{\beta} e_{\alpha} + \sum_{k,u} \sum_{\alpha,\gamma} \left( \sum_{j} J_{jk} \overline{e}_{jv} \right) \frac{\partial \ln \psi}{\partial Q_k} Q_{v}^{\gamma} e_{\alpha} \gamma
\]

Defining the symmetric matrix \( L = J \cdot \mathcal{L} \), i.e., \( L_{ku} = \sum_{j} J_{jk} \overline{e}_{ju} \), the first term on the RHS of Eq. (C8) may be simplified to give

\[
\sum_{k,u} \sum_{\alpha,\beta} L_{ku} \frac{\partial \ln \psi}{\partial Q_k} Q_{u}^{\beta} e_{\alpha} = \sum_{k,u} L_{ku} \sum_{\alpha,\beta} \int \frac{\partial \psi}{\partial Q_k} Q_{u}^{\beta} dQ e_{\alpha}
\]

\[
= \sum_{k,u} L_{ku} \delta_{ku} \sum_{\alpha,\beta} \delta^\beta_{\alpha} e_{\alpha}
\]

\[
= - \text{tr} (\mathcal{L}) \delta
\]

Therefore,

\[
\left( \sum_{j,k} J_{jk} \frac{\partial \ln \psi}{\partial Q_k} \cdot \frac{\partial \overline{B}}{\partial Q_j} \right) = - 2 \text{tr} (\mathcal{L}) \delta
\]

Lastly, the third term on the RHS of Eq. (C4) may be simplified as

\[
\left( \sum_{j,k} J_{jk} Q_k^o \cdot \frac{\partial \overline{B}}{\partial Q_j} \right) = \left( \sum_{k,u} \sum_{\alpha,\beta} \left( \sum_{j} J_{jk} \overline{e}_{ju} \right) Q_k^o Q_u^{\beta} e_{\alpha} \gamma \right)
\]

From Equations (C1), (C7), (C10), and (C11), we have

\[
\sum_{u=1}^{N} \sum_{v=1}^{N} \overline{e}_{uv} Q_u Q_v = \left( \frac{1}{1 + 2\theta} \right) \sum_{k,u} S_{ku} \left[ \langle Q_u Q_k \rangle \cdot \kappa^T + \kappa \cdot \langle Q_u Q_k \rangle^T \right] + \left( \frac{2k_B T}{\zeta} \right) \left( \frac{1}{1 + 2\theta} \right) \text{tr} (\mathcal{L})
\]

Substituting Eq. (C12) into Eq. (C11) and simplifying, the following expression for the stress tensor is obtained

\[
\tau_p = n_p k_B T \left[ \left( \frac{1}{1 + 2\theta} \right) \text{tr} (\mathcal{L}) \right] \delta - \frac{n_p H}{2} \left[ \left( \frac{1}{1 + 2\theta} \right) \sum_{m,n} \mathcal{L}_{mn} \left[ \langle Q_m Q_n \rangle + \langle Q_n Q_m \rangle \right] \right]
\]

\[
- \frac{n_p \zeta}{2} \left\{ \sum_{m,n} \left( \overline{e}_{mn} - \frac{1}{1 + 2\theta} S_{mn} \right) \left[ \langle Q_m^{(y)} Q_n^{(y)} \rangle \right] \right\}
\]

The \( xy \)– component of the stress tensor is written as

\[
\tau_{p,xy} = - n_p H \left[ \left( \frac{1}{1 + 2\theta} \right) \sum_{m,n} \mathcal{L}_{mn} \langle Q_m^{(x)} Q_n^{(y)} \rangle \right] - \frac{n_p \zeta}{2} \left\{ \sum_{m,n} \left( \overline{e}_{mn} - \frac{1}{1 + 2\theta} S_{mn} \right) \left[ \langle Q_m^{(y)} Q_n^{(y)} \rangle \right] \right\}
\]

Following a procedure identical to that described in Sec. A.3, the underlined terms are evaluated to be

\[
\langle Q_m^{(x)} Q_n^{(y)} \rangle = \left( \frac{k_B T}{H} \right) (\lambda H^\gamma) \sum_q \Pi_{mq} \Pi_{nq} I_q(t)
\]

\[
\langle Q_m^{(y)} Q_n^{(y)} \rangle = \left( \frac{k_B T}{H} \right) \delta_{mn}
\]

from which the expression for the dimensionless shear

\[
\tau_{p,xy} = - n_p H \left[ \left( \frac{1}{1 + 2\theta} \right) \sum_{m,n} \mathcal{L}_{mn} \langle Q_m^{(x)} Q_n^{(y)} \rangle \right] - \frac{n_p \zeta}{2} \left\{ \sum_{m,n} \left( \overline{e}_{mn} - \frac{1}{1 + 2\theta} S_{mn} \right) \left[ \langle Q_m^{(y)} Q_n^{(y)} \rangle \right] \right\}
\]
viscosity may be obtained as
\[
\frac{\eta_p(t^*)}{\eta_p k_B T \lambda_H} = -\frac{\tau_{p,xy}}{\eta_p k_B T \lambda_H \dot{\gamma}} = \left(\frac{1}{1+2\theta^2}\right) \sum_{m,n,q} \Pi_{mq} \mathcal{L}_{mn} \Pi_{nq} I_q(t^*) \quad \text{(C16)}
\]
\[
+ 2 \text{tr} \left[ C - \frac{1}{1+2\theta^2} S \right]
\]
with
\[
I_q(t^*) = 2 \left( \frac{\gamma_q}{\alpha_q} \right) \left\{ 1 - \exp \left[ - \left( \frac{\alpha_q}{1+2\theta^2} \right) t^* \right] \right\} \quad \text{(C17)}
\]

Equation (C16) is reproduced as Eq. (10) in the main text, with \( \varphi \) in place of \( \theta \).

In Fig. 10, the solution given by Eq. (10) is compared against BD simulation data for the preaveraged IV model, obtained by numerically integrating Eq. (B20) and using the stress tensor expression given by Eq. (C13), for a variety of internal friction parameters and shear rates. An excellent agreement is observed between the results obtained using the two approaches.
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