We study the thermodynamic properties of binary Bose mixtures, by developing a beyond mean-field description which properly includes the effects of quantum and thermal fluctuations in both the density and spin channels. Results for key thermodynamic quantities, such as the isothermal compressibility and the magnetic susceptibility, are derived from a perturbative calculation of the grand-canonical potential. We find that thermal fluctuations can play a crucial role on the miscibility condition of a binary mixture, favoring phase separation at finite temperature even if the mixture is soluble at zero temperature, as already anticipated in a previous work [Ota et al., Phys. Rev. Lett. 123, 075301 (2019)]. We further investigate the miscibility condition for binary mixtures in the presence of asymmetry in the intra-species interactions, as well as in the masses of the two components. Furthermore, we discuss the superfluid behavior of the mixture and the temperature dependence of the Andreev-Bashkin effect.

I. INTRODUCTION

The equation of state (EOS) of classical or quantum fluids characterizes completely the thermodynamic behavior of the system, by providing unique information about the fundamental properties of the fluids at finite temperature [1, 2], such as their behavior at the phase transition, the role of quantum statistics and the effects of the interatomic forces. For instance, in liquid 4He, the observation of the celebrated superfluid lambda point was achieved from the measurement of the specific heat [3]. Half century later, the same lambda transition was observed in the context of the unitary Fermi gas [4], by extracting the EOS of the homogeneous gas from a measurement carried out on a trapped system. This methodology, based on the local density approximation, has been successfully used in obtaining the EOS of two-dimensional Bose [5, 6] and Fermi gases [7, 8]. As for the three-dimensional Bose gas, the zero-temperature EOS has been probed experimentally in Ref. [10], and the role of quantum fluctuations giving rise to beyond mean-field effects has been verified. However, a complete determination of the EOS at finite temperature for the homogeneous gas is still lacking, the main difficulties arising from the absence of universal description, and the sharp change in the density profile of the trapped gas as one crosses the transition point, requiring therefore high precision measurements [11, 12].

On the theoretical side, the simplest mean-field Hartree-Fock (HF) theory has been widely used to describe the equilibrium properties of dilute Bose gases at finite temperature [1], and shown to describe experimental data with reasonably good accuracy [12, 13]. The satisfactory description of thermodynamics provided by HF theory relies on the weakness of interactions in these systems as well as on the relatively more marginal role played by beyond mean-field effects at finite temperature, including on the thermodynamic behavior near the transition between the superfluid and the normal phase. However, in the last few years, novel experimental techniques allowing for a more precise determination of the EOS have become available. These include the box-like trapping potential [14, 15], which allows to probe a homogeneous gas, as well as the development of high resolution imaging techniques [20, 21]. Besides, since the experimental realization of coherent coupling [22, 24] and the observation of self-bound quantum droplets [24, 25], there has been a growing interest for mixtures of Bose-Einstein condensates (BECs), for which the finite-temperature behavior still remains an open question. These recent developments all indicate the need for a reliable finite-temperature theory, which allows one to study the thermodynamics of Bose gases in diverse configurations, with the same accuracy up to the critical temperature.

The fundamental elements of HF theory are single-particle excitations. Further improvements accounting for pair excitations are brought about by the Hartree-Fock-Bogoliubov (HFB) theory [26, 27], which is based on non-interacting quasi-particles. The HFB theory takes into account effects of quantum fluctuations including the quantum depletion of the condensate. However, the HFB approach suffers from the presence of an unphysical gap in the excitation spectrum, and many studies have been devoted to the understanding of its origin and ways to overcome it [28, 30]. In particular, the pathology of the HFB theory arises from the incorrect treatment of second-order terms in the interaction strength [30], and an improvement of the theory, referred to as the finite-temperature Believ technique (or Popov theory [31]) has been put forward (see e.g. Ref. [32]). Although Popov theory is known to be the proper theory accounting for leading corrections to the thermodynamic quantities of a weakly interacting Bose gas, only a few works have used this approach to investigate the equilibrium properties of Bose gases at finite temperature [33].
The main purpose of this paper is to provide with a straightforward methodology to construct the finite-temperature Popov theory for weakly-interacting Bose gases, which properly takes into account the effects of thermal and quantum fluctuations. We give a derivation of the Popov theory based on the diagonalization of the Hamiltonian in terms of Bogoliubov quasi-particles and of its perturbative solution. An equivalent derivation can be carried out using diagrammatic techniques [22] [33]. For a single-component gas we present our calculations for the condensate density and several thermodynamic quantities, including the isothermal compressibility, which is particularly sensitive to interaction effects. Furthermore, the method can be applied to more complex Bose systems and in this paper we extend the formalism to binary mixtures of BECs. We point out the improvements of the Popov approach with respect to the predictions of Hartree-Fock theory, which turn out to be particularly important in the study of the miscibility of a quantum mixture at finite temperature. For binary condensates, we find that the inclusion of beyond mean-field terms change drastically the thermodynamic behavior, eventually leading to the emergence of new phases, such as the self-bound quantum droplets [24] [34] and non-trivial phase-separated states [35] as well as the occurrence of collisionless spin drag [36] [37].

The structure of the paper is as follows. First, in Sec. II, we derive the thermodynamic potential for a uniform single-component dilute Bose gas, starting from the grand-canonical Hamiltonian, which we diagonalize by means of the Bogoliubov transformation. We present our numerical results for the single-component condensate density, as well as the chemical potential and the isothermal compressibility. We extend the formalism of Popov theory to the case of two-component mixtures in Sec. III and show our numerical results for the main thermodynamic quantities. We discuss in Sec. IV the free energy of the mixture and the miscibility condition also for interaction and mass imbalanced systems, extending the findings of a recent work [35]. Finally in Sec. V we discuss the Andreev-Bashkin effect at finite temperature by calculating explicitly the superfluid densities for the mixture.

II. SINGLE-COMPONENT BOSE GAS:
FORMALISM OF POPOV THEORY

A. Diagonalization of the Hamiltonian

Our starting point is the grand-canonical Hamiltonian for a single component homogeneous Bose gas, in the absence of external potentials. In terms of the single-particle creation and annihilation operators, \( \hat{a}_k \) and \( \hat{a}_k^\dagger \), the Hamiltonian including all two-body collisions takes the form:

\[
\hat{H} = \sum_k \varepsilon_k \hat{a}_k^\dagger \hat{a}_k + \frac{g}{2V} \sum_{k,k',q} \hat{a}_k^\dagger \hat{a}_{k+q} \hat{a}_k \hat{a}_{k+q} \tag{1}
\]

where \( \varepsilon_k = \hbar^2 k^2/(2m) \) is the single-particle kinetic energy. In the above equation we have assumed a point-like interaction between particles \( V_{int}(r-r') = g \delta(r-r') \), with \( g \) the interaction coupling constant related to the s-wave scattering length \( a_s \) by \( g = 4 \pi \hbar^2 a_s / m \).

After applying the usual Bogoliubov prescription, which consists in replacing the operators \( \hat{a}_k \) and \( \hat{a}_k^\dagger \) with the macroscopic number of particles in the condensate \( N_0 \), one obtains for the grand-canonical Hamiltonian \( \hat{K} = \hat{H} - \mu \hat{N} \), where \( \hat{N} = N_0 + \sum_k \hat{a}_k^\dagger \hat{a}_k \), the result:

\[
\hat{K} = \frac{g}{2V} N_0^2 - \frac{g}{V} \varepsilon_0 N_0 + \sum_{k \neq 0} \left( \varepsilon_k + 2gn - \mu \right) \hat{a}_k^\dagger \hat{a}_k + \frac{g}{2V} N_0 \sum_{k \neq 0} \left( \hat{a}_k^\dagger \hat{a}_{-k} + \hat{a}_k \hat{a}_{-k} \right), \tag{2}
\]

where we have introduced the number of non-condensed atoms, \( N = \langle \hat{N} \rangle - N_0 = \sum_{k \neq 0} \langle \hat{a}_k \hat{a}_k \rangle \), and the total atom number density \( n = \langle \hat{N} \rangle / V = n_0 + \bar{n} \). In obtaining Eq. (2), we have applied a mean-field treatment on the interaction terms involving non-condensate operators \( \hat{a}_{k \neq 0} \), \( \hat{a}_{k \neq 0}^\dagger \) and we neglected higher order contributions. In particular, discarded terms include: cubic products of non-condensate operators and terms of the form \( g \bar{n} \hat{a}_k^\dagger \hat{a}_k^\dagger \hat{a}_k \) and \( g \bar{n}^2 \), where \( \bar{m} = V^{-1} \sum_{k \neq 0} \langle \hat{a}_k \hat{a}_k \rangle \) is the anomalous density. As one shall see below, the leading order of the anomalous density is linear in \( g \) and these terms correspond therefore to contributions beyond second-order. We briefly note that these higher order terms are included in the Hartree-Fock-Bogoliubov (HFB) theory, making a key difference with the present approach, since they yield a gapped excitation spectrum. One should also notice that the last term of Eq. (2) is of order \( g^2 \), leading to the well-known problem of ultraviolet divergence. This issue, which arises from the approximated treatment of inter-atomic interactions, is conveniently solved by a proper renormalization of the coupling constant \([38]: g \rightarrow g[1 + gV^{-1} \sum_{k \neq 0} (1/2 \varepsilon_k)]\).

One can diagonalize Eq. (2) by means of the canonical Bogoliubov transformation:

\[
\hat{a}_k = u_k \hat{a}_k^\dagger + v_{-k} \hat{a}_{-k}^\dagger, \quad \hat{a}_k^\dagger = u_k \hat{a}_k + v_{-k} \hat{a}_{-k}, \tag{3}
\]

In the above equations, \( \hat{a}_k \) and \( \hat{a}_k^\dagger \) are the quasi-particle annihilation and creation operators obeying Bose commutation relations. This involves the normalization \( |u_k|^2 - |v_{-k}|^2 = 1 \) for the quasi-particle amplitudes and, after substituting (3) in Eq. (2), one finds that the off-diagonal terms vanish for the following values of the functions \( u_k \) and \( v_k \):

\[
u_k, v_{-k} = \pm \left( \frac{\varepsilon_k + \Lambda}{2E_k} \pm \frac{1}{2} \right)^{1/2}, \tag{4}
\]

where we have introduced the quantity \( \Lambda = 2gn - \mu \geq 0 \) for future convenience [39], while \( E_k =
\[ \sqrt{(\varepsilon_k + \Lambda)^2 - (gn_0)^2} \] is the Bogoliubov quasi-particle spectrum. Notice that \( \Lambda \) corresponds to the shift \( \delta \mu = \mu_c - \mu \) of the chemical potential with respect to its value \( \mu_c = 2gn \), holding at the critical point according to mean-field theory. By means of Eq. (1), the Hamiltonian reduces to a pseudo-Hamiltonian describing a gas of non-interacting quasi-particles:

\[ \tilde{K} = \Omega_0 + \sum_{k \neq 0} \tilde{E}_k \tilde{\alpha}_k \tilde{\alpha}_k^\dagger, \quad (5) \]

with \( \Omega_0 \) the thermodynamic potential of the vacuum of quasi-particles:

\[ \Omega_0 = g \frac{N_0^2}{2V} - g \frac{\tilde{N}^2}{V} - \mu N_0 + \frac{1}{2} \sum_{k \neq 0} \left( \tilde{E}_k - \varepsilon_k - \Lambda + \frac{(gn_0)^2}{2\varepsilon_k} \right). \quad (6) \]

The thermodynamic potential is obtained according to \( \Omega = \frac{1}{2} \ln Z \), where \( Z = \text{Tr}(e^{-\beta K}) \) is the grand-partition function with inverse thermal energy \( \beta = (k_B T)^{-1} \). The trace is taken over the quasi-particle states and one finds:

\[ \Omega = \Omega_0 + \frac{1}{\beta} \sum_k \ln \left( 1 - e^{-\beta \tilde{E}_k} \right). \quad (7) \]

### B. Equation of state

Let us now calculate the chemical potential. In the BEC phase, this is achieved from the saddle point equation \( \partial (\Omega / V) / \partial n_0|_{\tilde{n}, \mu, T} = 0 \) which provides the following result:

\[ \mu = gn_0 + \frac{g}{2V} \sum_k \left\{ 2\left( \varepsilon_k + \Lambda - gn_0 \right) \frac{\tilde{E}_k}{\tilde{E}_k} (2f(\tilde{E}_k) + 1) - 2 + \frac{gn_0}{\varepsilon_k} \right\}, \quad (8) \]

where \( f(\tilde{E}_k) = \langle \tilde{\alpha}_k \tilde{\alpha}_k \rangle = (e^{\beta \tilde{E}_k} - 1)^{-1} \) is the Bose distribution function of quasi-particles. In principle, the above equation has to be solved self-consistently together with the equation for the non-condensate density:

\[ \tilde{n} = \frac{1}{2V} \sum_k \left[ \frac{\varepsilon_k + \Lambda}{\tilde{E}_k} (2f(\tilde{E}_k) + 1) - 1 \right] \quad (9) \]

obtained from the extremal condition \( \partial (\Omega / V) / \partial \tilde{n}|_{\tilde{n}, \mu, T} = 0 \). However, such procedure is known to exhibit an unphysical gap in the quasi-particle energies \[27\]. In this work, we follow the methodology of Ref. \[39\] and solve perturbatively the coupled equations. This allows one to avoid the problem of the gap and provides the correct leading order correction to the chemical potential. Indeed, Eq. (8), together with Eq. (9), can be expressed as \( gn_0 = \Lambda + \) (higher order terms). Thus, to the lowest order in the coupling constant, \( gn_0 \approx \Lambda \) and consequently the Bogoliubov spectrum becomes gapless:

\[ E_k = \sqrt{\varepsilon_k^2 + 2\Lambda \varepsilon_k}. \quad (10) \]

Inserting this expression in Eq. (8), one finds the leading correction for the non-condensed density:

\[ \tilde{n} = n_0^0 + \left( \frac{n \Lambda}{2n \hbar^2} \right)^{3/2} G(\tau) \quad (11) \]

where \( n_0^0 = \zeta(3/2)/\lambda_0^2 \) is the density of thermal atoms in an ideal Bose gas, with \( \zeta(s) \) the Riemann zeta function, and \( G(\tau) \) is a dimensionless function of the reduced temperature \( \tau = k_B T / \Lambda \) given by

\[ G(\tau) = \frac{2\sqrt{2}}{3\sqrt{\pi}} + \frac{2}{\sqrt{\pi}} \tau \int_0^\infty dx f(x) \left[ \sqrt{u - 1} - \sqrt{\tau x} \right] \quad (12) \]

with \( u = \sqrt{1 + (\tau x)^2} \). The corresponding correction to \( \mu \) is calculated from Eq. (8) by replacing \( \tilde{E}_k \to E_k \) and \( gn_0 \to \Lambda \) in the terms in brackets:

\[ \mu = gn + gn_0^0 + g \left( \frac{n \Lambda}{2\pi \hbar^2} \right)^{3/2} H(\tau), \quad (13) \]

with the dimensionless function defined as:

\[ H(\tau) = \frac{8\sqrt{2}}{3\sqrt{\pi}} + \frac{2}{\sqrt{\pi}} \tau \int_0^\infty dx f(x) \left[ \frac{(u - 1)^{3/2}}{u} - \sqrt{\tau x} \right] \quad (14) \]

where we have used Eq. (11) to express \( n_0 = n - \tilde{n} \) as a function of \( \Lambda \). Equation (13) provides the proper leading order beyond mean-field correction to the chemical potential, as a function of the total density \( n \) and temperature \( T \). This result was first derived by Popov \[31\] in the high-temperature regime (see Eq. (22) below), and the same expression (13) was found in Refs. \[27\] \[33\] within the finite-temperature extension of the Beliaev diagrammatic techniques, as well as in Ref. \[39\] starting from the site-dependent HFB equations. In our work, we therefore refer to this approach as Popov theory.

Equation (13) can be solved either perturbatively, the second-order expression being obtained by inserting the lowest order expression \( \Lambda \simeq \Lambda^0 = g(n - n_0^0) \) in the last term, or self-consistently, from the definition \( \Lambda = 2gn - \mu \). Although the latter procedure would allow for the calculation of higher order corrections, the validity of these new terms is questionable. Indeed, Eq. (10) assumes \( \Lambda = gn_0 \) to hold, which is true only at the lowest order in the interaction, while it is an approximation when higher order contributions are included. Solving self-consistently Eq. (13) is therefore an ad-hoc procedure which assumes a gapless spectrum (10). It is nonetheless insightful to compare the two approaches, and in what follows we will investigate both the self-consistent Popov theory where \( \Lambda \) is obtained by solving self-consistently Eq. (13), and the second-order Popov theory where \( \Lambda^0 = g(n - n_0^0) \) is used. Actually, within the same accuracy one can also replace \( \Lambda \) by \( gn_0 \) and solve Eq. (11) self-consistently. The choice of the perturbation parameter is only a matter of convenience, since it gives the same second-order results and differences arise only for higher order terms (which
are, \textit{a priori}, unreliable) \cite{33}. In our work, we have chosen to solve self-consistently in $\Lambda$ since, by construction, it has the same leading order corrections as the chemical potential. As we shall see below, this correspondence provides the correct low-temperature expansion of the chemical potential, as well as the correct lowest order expression for the free energy (see Appendix A). The beyond mean-field theory developed in this work is therefore valid as far as the following inequalities are satisfied:

\[
1 \gg \frac{\Lambda}{k_BT_{\text{BEC}}} \gg (na^3)^{2/3}, \tag{15}
\]

with $k_BT_{\text{BEC}} = 2\pi h^2/m [n/\zeta(3/2)]^{2/3}$ the BEC critical temperature for a non-interacting Bose gas. The first inequality in Eq. (15) corresponds to the weakness of the interaction strength (diluteness condition), whereas the second inequality ensures that corrections to thermodynamics arising from critical fluctuations close to the phase transition are sufficiently small \cite{1}. In other words, our approach fails in describing the region in the close vicinity of the BEC transition, $|T - T_{\text{BEC}}|/T_{\text{BEC}} \lesssim n^{1/3}a$. Here $\Lambda$ becomes very small as the chemical potential approaches the value $\mu_c = 2gn$ at the critical point.

As for the anomalous density, the expression $\tilde{m} = (1/V) \sum_{k \neq 0} (\tilde{\alpha}_k^1 \tilde{\alpha}_k^1)$ yields together with the gapless spectrum \cite{10}:

\[
\tilde{m} = -\frac{1}{V} \sum_k \frac{\Lambda}{E_k} \left( f(E_k) + \frac{1}{2} \right). \tag{16}
\]

We notice that, as already mentioned previously, the second term in the right-hand side of Eq. (16) is ultraviolet divergent, and needs to be treated carefully, with a proper renormalization of the coupling constant. Finally, using the two densities Eqs. (11) and (16), the chemical potential can be rewritten as:

\[
\mu = gn_0 + 2g\tilde{m} + g\tilde{n} \tag{17}
\]

One can verify that the above expression coincides with Eq. (13) upon applying the renormalization of the coupling constant $g\tilde{n} + g\tilde{m} \to gn_0 + g\tilde{n} + 1/[2gV^{-1} \sum_k 1/(2\pi k)]$.  \par

We now discuss the behavior of $\mu$ in different temperature regimes. First, at zero temperature $H(\tau) = 8\sqrt{2}/(3\sqrt{3})$, and one obtains

\[
\mu(T = 0) = gn \left( 1 + \frac{32}{3\sqrt{3}} \sqrt{na^3} \right), \tag{18}
\]

corresponding to the chemical potential calculated by Lee, Huang and Yang \cite{10} and accounting for the effects of quantum fluctuations through the second term in the parenthesis. \par

At low temperature, $\tau \ll 1$, one can expand the dimensionless function $H(\tau)$ in Eq. (14) according to:

\[
H(\tau) \simeq \sqrt{\frac{2}{\pi}} \left( \frac{8}{3} - \sqrt{\frac{\pi}{2}} (3/2)^{1/2} + \frac{\pi^4}{30} \tau^4 \right). \tag{19}
\]

By inserting this expression in Eq. (13), one obtains the low-temperature behavior of the chemical potential:

\[
\mu \simeq gn + g \left( \frac{m\Lambda}{2\pi h^2} \right)^{3/2} \sqrt{\frac{2}{\pi}} \left( \frac{8}{3} + \frac{\pi^4}{30} \tau^4 \right), \tag{20}
\]

where $\Lambda$ is evaluated at $T = 0$ and the $(k_BT)^4$ contribution arises from phonon excitations which are dominant at low temperatures. Similarly, in the same temperature regime Eq. (11) provides the result

\[
n_0 = n - \left( \frac{m\Lambda}{2\pi h^2} \right)^{3/2} \frac{2}{\sqrt{\pi}} \left( \frac{\sqrt{2}}{3} + \frac{\pi^2}{6\sqrt{8}} \tau^4 \right), \tag{21}
\]

for the condensate density \cite{11}.

At high temperature instead, one can neglect in Eqs. (11) and (13) the contribution from quantum fluctuations, independent of the reduced temperature $\tau$, and expand the Bose distribution function as $f(E) \simeq (\beta E)^{-1}$. This gives the following results \cite{31}:

\[
\mu \simeq g(n + n_0^\text{HF}) - g^{3/2} \frac{2\sqrt{2\pi}}{\sqrt{\lambda^3}} \sqrt{\beta\Lambda}, \tag{22}
\]

\[
n_0 \simeq n - n_0^\text{HF} + \frac{\sqrt{2\pi}}{\sqrt{\lambda^3}} \sqrt{\beta\Lambda}, \tag{23}
\]

as a function of the parameter $\Lambda$. By choosing the leading order result $\Lambda^0 = g(n - n_0^0)$, Eq. (22) reduces to the expression $\mu = g(n + n_0^0) - g^{3/2} 2\sqrt{2\pi} \sqrt{\beta(n - n_0^0)/\lambda^3}$, showing that at high temperature the leading correction to the mean-field value $\mu^0 = g(n + n_0^0)$ scales like $g^{3/2}$, differently from the $g^3/2$ correction accounting for the effects of quantum fluctuations at zero temperature (see Eq. (18)). It is insightful to compare the above result with the prediction of HF theory. The HF theory is obtained from the model Hamiltonian Eq. (2) by neglecting the last terms in which annihilation and creation operators appear in pairs \cite{1}. Then, proceeding in the same way as previously, one finds for the thermal density $n^\text{HF} = g\beta/2 \left( e^{-\beta \lambda^3} - 1 \right)$, \cite{10} where $g_p(z)$ is the Bose special function, and for the chemical potential $\mu^\text{HF} = g(n + n^\text{HF})$. As for the Popov theory, the HF equations can be solved either self-consistently by using $\lambda^\text{HF} = 2g - \mu^\text{HF}$, or up to second-order with $\lambda^0 = g(n - n_0^0)$. In the high-temperature limit one finds:

\[
\mu^\text{HF} \simeq gn + gn_0^0 - g^{3/2} \frac{2\sqrt{\pi}}{\sqrt{\lambda^3}} \sqrt{\beta\lambda^3}. \tag{24}
\]

Therefore the HF approach provides a qualitatively similar result to Eq. (22), though it underestimates the effects of thermal fluctuations by a factor $\sqrt{2}$. This can be understood by the fact that at high temperatures, large momentum modes $\hbar k \sim 2\pi n a^2 T$ contribute the most to the excitations and one can therefore approximate the excitation spectrum Eq. (10) by the single-particle expression $E_k \simeq \epsilon_k + \Lambda$. Let us however notice that while
in the HF approach the superfluid density is found to coincide with the condensate fraction \( n_s = n_0 \), such identity does not hold anymore within the Popov theory (see Appendix B).

Finally, in the absence of Bose-Einstein condensation \( (n_0 = 0) \), the Popov approach reduces to the HF theory, in which \( \mu = \mu_{\text{IBG}} + 2gn \), with \( \mu_{\text{IBG}} \) the ideal Bose gas chemical potential. Consequently, within the second-order Popov theory the BEC phase transition is predicted to occur at the ideal gas phase transition temperature, \( T_{\text{BEC}} \).

C. Results

We now discuss the numerical results obtained for some key thermodynamic quantities. Figure 1 shows the condensate density evaluated from Eq. (11) for the interaction parameter \( gn/(k_BT_{\text{BEC}}) = 0.05 \). This choice corresponds to the typical value of the gas parameter \( na^3 \sim 10^{-6} \). In the upper panel, we compare the results from the self-consistent Popov and Hartree-Fock theories, together with the predictions from the universal relations. This last approach describes the region in the vicinity of the phase transition, where perturbative theory fails due to strong fluctuations, but a universal description of the weakly interacting Bose gas exists [32]. In this region, the equation of state depends on a single variable \( X = \beta^2(\mu - \mu_c)/(\hbar^2m^3g^2) \), according to \( n - n_c = f(X) \), with \( \mu_c \) and \( n_c \) the chemical potential and density at the critical point, respectively. Explicit results for the universal function \( f \) in 3D were calculated from classical Monte-Carlo simulations in Ref. [43]. Our calculations show that Popov theory agrees well with the predictions of the universal theory. We briefly note that the unphysical jump of the condensate density in both the self-consistent Popov and HF theories arises from the inclusion of higher order terms [34], and is absent in the second-order Popov approach (see lower panel of Fig. 1). We also notice that the universal relations of Ref. [43] are consistent with a small upward shift of the critical temperature arising from many-body effects [34] which is not captured by our perturbative treatment. In the lower panel of Fig. 1 we compare the results of Popov theory in the vicinity of the phase transition. In particular, we see that the second-order Popov result (green dotted line), in which we have used the lowest order expression for the effective chemical potential \( \Lambda^0 = g(n - n_0)^{1/3} \), agrees with the self-consistent calculation up to the close vicinity of \( T_{\text{BEC}} \). The inset of Fig. 1 also shows that Popov theory predicts correctly the depletion of the condensate at zero temperature. In Figure 2 we make a similar comparison for the chemical potential. In the lowest order mean-field description, where \( \mu^0 = g(n + n_0) \) the chemical potential is predicted to evolve monotonically from \( gn \) at zero temperature to \( 2gn \) at the critical temperature. The self-consistent Popov theory confirms this picture, although predicting a shift of \( \mu \) at \( T = 0 \) due to quantum fluctuations and an unphysical jump at \( T_{\text{BEC}} \).

For an ideal Bose gas, the isothermal compressibility \( \kappa_T = \partial P/\partial n|_T \) is predicted to diverge in the BEC phase, and therefore the quantity is expected to be sensitive to the way interaction is treated in the theory. This is shown in Fig. 3, where one finds that all approaches predict a finite compressibility in the BEC phase, increasing with the temperature. In particular, one finds that the second-order Popov theory (green dotted line) shows a worse agreement with the prediction from the universal relations, compared to self-consistent approaches. This is understood from the fact that in the vicinity of \( T_{\text{BEC}} \), thermal fluctuations become important and beyond second-order terms have non-negligible contributions to the thermodynamic quantities. Although the correctness of the self-consistent Popov theory is ques-
tionable in this regime, its solution automatically captures higher order terms. One should point out, however, that our numerical extraction of the isothermal compressibility from the universal relations of Ref. [43] results in a set of quite scattered values which make the comparison with other theories rather difficult. More precise results for $\kappa_T$ from exact approaches would be useful in order to carry out quantitative comparisons.

III. TWO-COMPONENT BOSE MIXTURES: EQUATION OF STATE

A. Diagonalization

We consider now a uniform mixture of two-component Bose gases, and extend the Popov theory using the same methodology as for the single-component gas. We consider a regime of temperatures and densities where both components are in the condensed phase and we aim to determine thermodynamic quantities of the mixture including beyond mean-field corrections in both the intra-species and the inter-species coupling strength. The Hamiltonian including all point-like interactions takes the form,

$$\hat{H} = \sum_{i=1,2} \left\{ \sum_{\mathbf{k}} \varepsilon_{i,\mathbf{k}} \hat{a}_{i,\mathbf{k}}^\dagger \hat{a}_{i,\mathbf{k}} + \frac{g_{ii}}{2V} \sum_{\mathbf{k},\mathbf{k}',\mathbf{q}} \hat{a}_{i,\mathbf{k}}^\dagger \hat{a}_{i,\mathbf{k}+\mathbf{q}}^\dagger \hat{a}_{i,\mathbf{k}'+\mathbf{q}} \right\}$$
$$+ \frac{g_{12}}{V} \sum_{\mathbf{k},\mathbf{k}',\mathbf{q}} \hat{a}_{1,\mathbf{k}}^\dagger \hat{a}_{1,\mathbf{k}+\mathbf{q}}^\dagger \hat{a}_{2,\mathbf{k}'+\mathbf{q}} \hat{a}_{2,\mathbf{k}'},$$  \(25\)

where the subscript $i = \{1, 2\}$ refers to the $i^{th}$ component of the mixture. We have further introduced the coupling constants for the intra-species interactions $g_{ii} = 4\pi \hbar^2 a_{ii}/m_i$ in terms of the scattering length $a_{ii}$ and mass $m_i$, as well as for the inter-species interaction $g_{12} = 4\pi \hbar^2 a_{12}/m_R$, with reduced mass $m_R = 2m_1m_2/(m_1 + m_2)$. By applying the Bogoliubov prescription and replacing $\hat{a}_{i,0}$ and $\hat{a}_{i,0}^\dagger$ with the number of particles in the condensate $\sqrt{N_{i,0}}$, one obtains for the grand-canonical Hamiltonian $\tilde{H} = \hat{H} - \sum_i \mu_i \hat{N}_i$: 

![FIG. 2. Chemical potential as a function of temperature for $gn/(k_B T_{BEC}) = 0.05$. Line guides are the same as in Fig. 1.](image)

![FIG. 3. Isothermal compressibility as a function of temperature for $gn/(k_B T_{BEC}) = 0.05$. Red solid line: self-consistent Popov theory. Blue dashed line: HF theory. Green dotted line: Popov theory calculated up to second-order. Black dots: prediction from the universal relations of Ref. [43].](image)
with \( \varepsilon_{i,k} = \hbar^2 k^2 / (2m_i) \). In the above equation, we have again kept quadratic terms in \( \hat{a}_{k \neq 0}, \hat{a}_{k \neq 0}^\dagger \) up to second-order in the coupling constants, and we neglected quadratic terms in the fluctuations of the non-condensate densities around their mean value, as well as terms proportional to the anomalous densities. The terms in the bracket of Eq. (26) correspond to the single-species Hamiltonian \([46]\) for each component, whereas the last terms contain the interspecies interaction terms. The grand-canonical Hamiltonian Eq. (26) can be diagonalized by means of canonical transformations to uncouple the two components, followed by Bogoliubov transformations, as well as proper renormalization of the coupling constants. The details of the calculation can be found in Appendix \([\text{C}]\) and here we show the final result:

\[
\hat{K} = \Omega_0 + \sum_{k \neq 0} \left( E_{+},k \hat{a}_{k}^\dagger \hat{a}_{k} + E_{-},k \hat{\beta}_{k}^\dagger \hat{\beta}_{k} \right),
\]

(27)

where \( \hat{a}_{k}^\dagger \) (resp. \( \hat{\beta}_{k}^\dagger \)) is the creation operator for the quasi-particles in the density (resp. spin) channel, obeying Bose statistics. The expression for the vacuum energy of Bogoliubov quasi-particles \( \Omega_0 \) is given by Eq. \([\text{C}]\), and the gapless excitation spectrum of the system reads

\[
E_{\pm},k = \sqrt{\left( \frac{\nu_1^2 + \nu_2^2}{2} \right) \varepsilon_k^2 + 2 \varepsilon_k \Lambda_{\pm},k},
\]

(28)

where we have introduced the kinetic energy in terms of the reduced mass \( \varepsilon_k = \hbar^2 k^2 / (2m_R) \) and the inverse mass ratios \( \nu_i = m_R / m_i \). The effective chemical potential \( \Lambda_{\pm},k \) is therefore associated to the Bogoliubov density and spin sounds, and takes the following expression:

\[
\Lambda_{\pm},k = \frac{1}{2} \left( \nu_1 \Lambda_1 + \nu_2 \Lambda_2 \pm \Gamma_k \right),
\]

(29)

\[
\Gamma_k = \sqrt{\left( \frac{\nu_1^2 - \nu_2^2}{2} \right) \varepsilon_k + (\nu_1 \Lambda_1 - \nu_2 \Lambda_2)^2} + 4 \bar{g}^2 \nu_1 \nu_2 \Lambda_2
\]

(30)

with \( \Lambda_1 = 2g_{11}n_1 + g_{12}n_2 - \mu_1 \) and \( \Lambda_2 \) is obtained by inverting the indexes (1 \( \leftrightarrow \) 2). In the above equation, we have also introduced the reduced coupling constant \( \bar{g} = g_{12} / \sqrt{g_{11} g_{22}} \).

**B. Equation of state**

The chemical potential in each component can be calculated in a similar fashion to the single-component case, by evaluating the saddle point equation \( \partial \Omega / \partial n_{i,0} = 0 \) and solving it perturbatively \([15]\). We give in Appendix \([\text{C}]\) the derivation of the equation of state in the most general case, and here we only show the results for the equal masses configuration \( m_1 = m_2 = M \). Then, the function \( \Gamma_k \) in Eq. (30) becomes independent of the wave-vector \([\text{C}]\):

\[
\Lambda_{\pm} = \frac{1}{2} \left[ \Lambda_1 + \Lambda_2 \pm \sqrt{(\Lambda_1 - \Lambda_2)^2 + 4 \bar{g}^2 \Lambda_1 \Lambda_2} \right],
\]

(31)

and one can write the condensate depletion in a form similar to the single-component case:

\[
\bar{n}_1 = n_T^0 + \sum_{\pm} \left( \frac{m \Lambda_\pm}{2 \hbar^2} \right)^{3/2} G_\pm(\tau_\pm, l),
\]

(32)

where the dimensionless function depends now on the reduced temperature \( \tau_\pm = k_B T / \Lambda_\pm \), and we have introduced the ratio \( l = \Lambda_2 / \Lambda_1 \) of effective chemical potentials,

\[
G_\pm(\tau_\pm, l) = \frac{1}{2} \left[ 1 \pm l \frac{1 - l}{\sqrt{(1 - l)^2 + 4 \bar{g}^2 l^2}} \right] \times \left[ 2 \sqrt{\pi} + \frac{2}{\sqrt{\pi}} \tau_\pm \int_0^\infty dx f(x) \left( \sqrt{u_\pm - 1} - \sqrt{u_\pm x} \right) \right],
\]

(33)

with \( u_\pm = \sqrt{1 + \tau_\pm^2 x^2} \). The condensate depletion \( \bar{n}_2 \) in the second component is instead obtained from Eq. (32), replacing \( l \) by \( 1 / l = \Lambda_1 / \Lambda_2 \). For the chemical potential one finds (1 \( \leftrightarrow \) 2):

\[
\mu_1 = g_{11} (n_1 - n_T^0) + g_{12} n_2 + g_{12} \sum_{\pm} \left( \frac{m \Lambda_\pm}{2 \pi \hbar^2} \right)^{3/2} H_\pm(\tau_\pm, l)
\]

(34)
where by (1 ↔ 2) we also mean (l ↔ 1/l), and the dimensionless function is given by:

\[
H_\pm(\tau_\pm, l) = \frac{1}{2} \left(1 + \frac{1 + (2g^2 - 1)l}{\sqrt{(1 - l)^2 + 4g^2l}}\right)
\]

\[
\times \left[\frac{8\sqrt{2}}{3\sqrt{\pi}} + \frac{2}{\sqrt{\pi}} \int_0^\infty dx f(x) \left(\frac{u_\pm - 1}{u_\pm} - \sqrt{\tau_\pm x}\right)\right].
\]

As in the single-component case, the above equations can be solved either self-consistently or perturbatively, the second-order expression being obtained by inserting the leading order result \(\Lambda_0 = g_{ii}(n_i - n_i^0)\) for the effective chemical potential. We can verify that from Eqs. (32) and (34) one retrieves the single-component result Eqs. (11) and (13) respectively, when putting \(\Lambda_2 = 0\).

In analogy to the single component gas, one can define anomalous densities involving two creation or annihilation operators. In particular, the binary system possesses two additional anomalous pair densities,

\[
\hat{n}_{12} = \frac{1}{\sqrt{\pi}} \sum_k \langle \hat{a}^{\dagger}_{1, k} \hat{a}^{\dagger}_{2, -k} \rangle, \quad \hat{m}_{12} = \frac{1}{\sqrt{\pi}} \sum_k \langle \hat{a}^{\dagger}_{1, k} \hat{a}^{\dagger}_{2, -k} \rangle,
\]

(36)
describing processes where, due to the presence of the condensate reservoir, particles are exchanged or pairing correlations emerge between the two components. Using the newly introduced densities, the chemical potential in the equal masses case can be conveniently written in the form

\[
\mu_1 = g_{11}(n_1 + \hat{n} + \hat{n}_1) + g_{12} n_2 + g_{12} \sqrt{\frac{g_{11} \Lambda_2}{g_{22} \Lambda_1}} (\hat{n}_{12} + \hat{m}_{12}).
\]

(37)

For future purpose, it is insightful to compare the above expression with the HF prediction. Similarly to the single-component case, the chemical potential within HF theory is obtained by neglecting the terms in Eq. (26) in which the annihilation and creation operators appear in pairs. One readily finds (1 ↔ 2):

\[
\mu_1^{HF} = g_{11}(n_1 + \hat{n}_{1}^{HF}) + g_{12} n_2,
\]

(38)

where \(\hat{n}_{1}^{HF} = g_{3/2} e^{-\beta \hat{\Lambda}_{1}^{HF}} / \lambda_{1,T}^{HF}\) is the HF density of thermal atoms, with \(\hat{\Lambda}_{1}^{HF} = 2g_{11} n_1 + g_{12} n_2 - \mu_1^{HF}\). Equation (38) clearly shows that in HF theory, beyond mean-field effects appear only in the intra-species interaction terms, the inter-species coupling being considered to the lowest linear order.

At zero temperature, one finds the following expression for the quantum depletion

\[
n_{1,0} = n_1 \left\{1 - \frac{4}{3\sqrt{\pi}} \sqrt{n_1 a_{11}^3} \sum_{\pm} \left(1 + \frac{1 - l}{\sqrt{(1 - l)^2 + 4g^2l}}\right)\right. \right.
\]

\[
\times \left. \left[\frac{1}{2} \left(1 + l \pm \sqrt{(1 - l)^2 + 4g^2l}\right)\right]^{3/2}\right\}.
\]

(39)

As for the chemical potential, one finds instead

\[
\mu_1(T = 0) = g_{11} n_1 + g_{12} n_2
\]

\[
+ \frac{16}{3\sqrt{\pi}} g_{11} n_1 \sqrt{n_1 a_{11}^3} \sum_{\pm} \left(1 + \frac{1 + (2g^2 - 1)l}{\sqrt{(1 - l)^2 + 4g^2l}}\right)
\]

\[
\times \left[\frac{1}{2} \left(1 + l \pm \sqrt{(1 - l)^2 + 4g^2l}\right)\right]^{3/2},
\]

(40)

which corresponds to the chemical potential evaluated from the LHY energy functional in Ref. [34].

At temperature \(k_B T \gg \mu_k(T = 0)\), the Bose distribution function can be expanded in the same way as in the single-component case, yielding the following expression for the chemical potential:

\[
\mu_1 \simeq g_{11}(n_1 + n_1^0) + g_{12} n_2 - \frac{2\sqrt{2\pi}}{\lambda_1^2} \sqrt{\beta \Lambda_{1}^{MF}}.
\]

(41)

It is worth noticing that the HF theory in the same temperature regime predicts the chemical potential to behave like

\[
\mu_1^{HF} \simeq g_{11}(n_1 + n_1^0) + g_{12} n_2 - \frac{2\sqrt{2\pi}}{\lambda_1^2} \sqrt{\beta \Lambda_{1}^{HF}}.
\]

(42)
as one can easily verify using Eq. (38). In the next section, we study how the difference in the last terms of Eqs. (41), (42) affects the calculation of the thermodynamic quantities.

C. Results

We now discuss the numerical results for the mixture of two weakly interacting Bose gases, obtained within the second-order Popov theory (using \(\Lambda^0 = g_{ii}(n_i - n_i^0)\) for the perturbation parameter). Let us first consider the symmetric configuration in which \(n_1 = n_2, m_1 = m_2 = M\) and \(g_{11} = g_{22} = g\). We further consider the system to be near the miscible-unmiscible transition, with \((g - g_{12})/g = 0.07\). Such situation can for instance be found in mixtures of sodium atoms [47, 48]. Figure 4 shows the isothermal compressibility \(\kappa_T\) and the spin susceptibility \(\kappa_M\), as a function of temperature \(T/T_{BEC}\) with \(k_B T_{BEC} = 2\pi n h^2/M/[2\zeta(3/2)]^{2/3}\), where \(n = (N_1 + N_2)/V\) is the total atom density. These quantities are defined from the chemical potential [34] as:

\[
\kappa_T(M) = \left(\frac{\partial (\mu_1 \pm \mu_2)}{\partial (n_1 \pm n_2)}\right)_{T}^{-1}.
\]

(43)

In the upper panel of Fig. 4, one can see that both the second-order Popov theory and the HF theory predict essentially the same behavior for the compressibility, similar to the single-component gas (see Fig. 5). Remark-
able, the susceptibility predicted by the HF theory shown in the lower panel of Fig. 4 exhibits a divergent behavior at $T \simeq 0.5 T_{BEC}$, thereby signalling the onset of a magnetic dynamical instability \cite{35}. The origin of this instability can be understood if one writes the analytical expression for the spin susceptibility, obtained from the high-temperature expression \cite{42} for the HF chemical potential:

$$2 \left( \kappa_M^{HF} \right)^{-1} \simeq g \frac{3/2 \sqrt{\pi}}{\lambda_T^3} \sqrt{\frac{\beta}{n - 2n_T^B}}. \quad (44)$$

The onset of the dynamical instability in the HF description is due to the last $g^{3/2}$-term in Eq. (44), arising from interaction driven thermal fluctuations. As the temperature increases, beyond mean-field effects are enhanced, eventually leading to a divergent behavior of $\kappa_M^{HF}$ at finite temperature. However, as shown by the red solid line in the lower panel of Fig. 4, we find that the spin susceptibility predicted by the Popov theory deviates strongly from the HF calculation. In order to understand the major differences provided by the two approaches, we derive the high-temperature analytical expression of the spin susceptibility, now calculated within the Popov approach.

Eq. (41). We find:

$$2 \left( \kappa_M \right)^{-1} \simeq g \frac{3/2 \sqrt{\pi}}{g_{12} \lambda_T^3} \sqrt{\frac{\beta}{n - 2n_T^B}} \times \left[ \left( 1 + \frac{g_{12}}{g} \right)^{3/2} - \left( 1 + \frac{g_{12}}{g} \right) \sqrt{\frac{\delta g}{g}} \right]. \quad (45)$$

In contrast to the HF prediction Eq. (44), the Popov approach gives rise to contributions proportional to $\delta g$ also for the beyond mean-field terms (second term in the right-hand side of Eq. (45)). A careful comparison between Eqs. (37) and (41) reveals that the emergence of such beyond mean-field terms in $g_{12}$ is due to the inclusion in Popov theory of effects involving the mixed anomalous densities $\bar{n}_{12}$ and $\bar{m}_{12}$.

IV. PHASE-SEPARATION IN TWO-COMPONENT MIXTURES

We now discuss the phenomenon of phase-separation in the mixture of weakly interacting BECs \cite{49, 50}. Recently, it has been found in Ref. \cite{35} that a mixture initially miscible at zero-temperature can undergo a phase-separation as one increases the temperature, as a result of interaction driven thermal fluctuations. In what follows, we analyze the onset of phase-separation for the Bose mixtures in diverse configurations.

A. Homogeneous symmetric mixtures

Let us first consider the case of a uniform and symmetric mixture in a box of volume $V$. The onset of such phase transition can be conveniently assessed from an analysis of the Helmholtz free energy $F = \Omega + \sum_i \mu_i n_i$. Proceeding in the same way as for the single-component gas (see Appendix A), one finds the following second-order expression for the free energy of the mixture in the mixed state:

$$\frac{F}{\bar{V}} = \frac{g}{2} \left( n_1^2 + n_2^2 \right) + g_{12} n_1 n_2$$

$$+ g \frac{\zeta (3/2)}{\lambda_T^3} + \frac{1}{\beta \bar{V}} \sum_k \sum_{\pm} \ln \left( 1 - e^{-\beta E_0^\pm \pm} \right)$$

$$+ \left( \frac{M}{2\pi \hbar^2} \right)^{3/2} \left( \frac{4}{15 \sqrt{\pi}} \right) \sum_{\pm} \left( 2\Lambda_0^0 \right)^{5/2}, \quad (46)$$

where $E_0^\pm$ and $\Lambda_0^0$ are the lowest order expressions, evaluated from Eq. (31) using $\Lambda_0^0$. As for the phase-separated state, since we consider a uniform system, the mixture is prone to separate into two domains $\{A, B\}$ of equal volume $V/2$, conserving the total density $n_A^B = n_B^A = n$, but with opposite magnetization $m_A = -m_B = m$. The
Given by: a configuration the Popov free energy in each domain is of the two components is in the normal phase. For such equilibrium is found to be fulfilled only if, in each domain one the symmetric configuration, the chemical potential equilibrium conditions are satisfied. While the equilibrium (above which the minority component is purely thermal. Corresponding to the mixed state. At a given temperature with a unique minimum at zero magnetization, correspond monotonously increasing function (see blue solid line), with a unique minimum at zero magnetization, corresponding to the mixed state. At a given temperature hereafter called $T^*$, a second minimum starts to develop in the region where the minority component is purely thermal, $m > n - 2\zeta(3/2)/\lambda^2_g$ (red dashed line). As already stressed, the emergence of such metastable state corresponds to the fulfillment of the chemical potential equilibrium between the two domains. An analytical expression for the temperature $T^*$ can be obtained from Eq. (44), by employing the high temperature $k_BT \gg gn$ expansion for the Bose distribution function:

$$\frac{T^*}{T_{BEC}} \approx \frac{\delta g \zeta(3/2)}{g \sqrt{2\pi}} \frac{\sqrt{k_BT_{BEC}}}{gn}. \quad (48)$$

By further increasing the temperature, the energy of the metastable state decreases, eventually reaching the same energy as the unpolarized state, therefore signaling the onset of a first order phase transition. Hereafter we use the notation $T_M$ to denote this magnetic phase transition temperature, above which the mixed state is energetically unstable with respect to the phase-separated state (green dotted line in Fig. 5). The new equilibrium phase predicted by Popov theory is hence characterized by a full space separation of the Bose-Einstein condensed components of the two atomic species, their thermal components remaining instead mixed, with a finite magnetization. We briefly note that HF theory predicts a similar behavior for the free energy [51], but with a dynamical instability, assoassociated to the divergence of the spin susceptibility Eq. (44). This is shown as the brown dot-dashed line in Fig. 5, where the curvature of the free energy at $m = 0$ becomes negative above $T_M$.

To summarize, we show in Fig. 6 the phase diagram of the two-component Bose mixture, by plotting the characteristic temperature $T^*$, providing the onset of a minimum in the free energy with $m \neq 0$, and the phase transition temperature $T_M$, as a function of $\delta g/\mu$. For the sodium mixture where $\delta g/\mu = 0.07$, we find that the phase-separated state appears as a metastable state at $T^* = 0.36T_{BEC}$, while the phase transition occurs at $T_M = 0.71T_{BEC}$. We briefly note that as $\delta g/\mu \rightarrow 0$, $T^*$ tends to a finite value ($\approx 0.1T_{BEC}$), as a consequence of quantum fluctuations, in contrast to Eq. (48) which only holds if $T^* \gg gn/k_B$. We also find that the phase separated state disappears slightly above the critical temperature $T_{BEC}$. At this temperature, the mixture becomes again miscible with both components in the normal phase. We notice that phase separation is the mechanism through which BEC occurs in a symmetric mixture of Bose gases. In fact, instead of being realized simultaneously at the same temperature in both components, the conditions for BEC are attained separately in the two domains of the phase separated state. Only below the temperature $T_M$, the homogeneous and symmetric Bose condensed phase of the mixture emerges as the true equilibrium state. The situation is best understood in terms of the symmetries of the Hamiltonian. In fact, the symmetric mixture enjoys a $U(1) \times U(1) \times Z_2$ symmetry and the homogeneous phase would correspond...
to the breaking of the $U(1) \times U(1)$ symmetry while the state remains $Z_2$ symmetric. Instead of this picture, the actual scenario is that $U(1) \times Z_2$ is broken in the phase separated state, while each domain remains $U(1)$ symmetric with respect to the minority component. Finally, below $T_M$ the $Z_2$ symmetry is restored.

So far, we have restricted our discussion to mixtures satisfying the miscibility criterion at zero-temperature: $g_{12} \leq g$. However, the free energy analysis used above suggests that a similar phase-separation mechanism can take place even when the gas is phase-separated at $T = 0$. Indeed, let us consider the situation in which $g_{12} > g$.

Then, the spin susceptibility Eq. (45), as well as the square of the spin sound speed Eq. (31) vanishes, implying an imaginary Bogoliubov excitation spectrum in the long wave-length limit. These are signatures of dynamical instability, associated to the occurrence of a phase-separation. Now, in the particular case discussed so far, where the two condensates are phase-separated, the spin channel in the Bogoliubov excitation (31) vanishes, and the system is well described by Eq. (47), regardless the values of $g$ and $g_{12}$. In Fig. 7 we show the behavior of the free energy as a function of the magnetization density, for $\delta g / g = -0.07$, at $T = 0.6 T_{\text{BEC}}$. Actually in the regime where $\delta g < 0$, we find that for any small but finite temperature, a minimum of the free energy appears at $m < n$. Although one can not evaluate the free energy in the region where $m < n - 2 \zeta (3/2)/\lambda_3^2$ (shaded region in Fig. 7) because of the complex excitation spectrum, we expect that a complete phase-separation of the two gases ($m = n$) is made possible only at zero-temperature, and any small but finite temperature is responsible for the mixing of the non-condensed parts. Furthermore, the mixture might be phase-separated in the absence of BEC too, provided that $g_{12} \gg g$.

**B. Trapped symmetric mixtures**

In the previous section, we have considered the homogeneous mixture in a uniform potential. However, for the experimental purpose, it is important to assess how the physics of phase-separation is modified in presence of a confining trap. This can be conveniently assessed if we work in the grand-canonical ensemble, and use the local density approximation (LDA) [4, 13]. For fixed chemical potentials ($\mu_1, \mu_2$), four possible configurations arise, according to our previous discussion: both components can be in the BEC phase (BEC1-BEC2), or in the normal phase (N1-N2), and the majority component is in the BEC phase while the minority one is in the normal phase (BEC1-N2 and BEC2-N1). In Fig. 8 we show the grand-canonical phase diagram for the symmetric mixture as a function of chemical potentials, obtained by comparing the thermodynamic energy $\Omega / \mathcal{V}$ of these four configurations and searching for the energetically favourable state. The diagram is obtained within the second-order Popov theory, for a fixed value of temperature $gn_{12}^2/(k_B T) = 0.05$ and $\delta g / g = 0.07$. Within LDA, the inhomogeneous gas is described as a set of locally homogeneous subsystems, with local chemical potential $\mu_i (r) = \mu_i - V_{\text{ext},i} (r)$. For an isotropic harmonic trap, $V_{\text{ext},i} (r) = m_i \omega_i^2 r_i^2 / 2$, and in the symmetric case where both components feel the same potential, the density profile in the trap is obtained by following the linear curve $\mu_1 = \mu_2 - (\rho_1^0 - \rho_2^0)$, with $\mu_0^0 = \mu_0 (r = 0)$, on the phase diagram. Looking closely to Fig. 8 one finds that the mixture is miscible at every position of the trap for $\rho_1^0 = \rho_2^0$ only, and an imbalance in the chemical potentials leads to the appearance of a region in which the two
BECs do not coexist. We briefly note that a similar phase diagram has been obtained within the HF framework in Ref. [51], although predicting the existence of a tricritical point, arising from the divergence of the magnetic susceptibility.

C. Homogeneous asymmetric mixtures

Finally, let us address the problem of mass and interaction imbalance. For this purpose, we restrict ourselves to the HF framework, since we have seen that this approach provides qualitatively similar results to the Popov theory and is numerically less demanding. In the case of imbalanced mixtures, the system does not separate into two domains of same volume anymore, and one needs to properly solve the pressure and chemical potential equilibrium conditions. The pressure in a given domain \( A \) is given within the HF theory by:

\[
P^A = \sum_{i=1,2} \left[ \frac{1}{\beta \lambda^{i}_{i,T}} g_{5/2}(z_i^A) + g_{ii}(n_i^A)^2 - \frac{g_{ii}}{2} (n_{i,0})^2 \right] + g_{12} n_1^A n_2^A,
\]

with \( z_i^A = e^{\mu_i^A - 2g_{11} n_i^A - g_{12} n_2^A} \) (1 \( \leftrightarrow \) 2). As for the chemical potential, its expression is given in Eq. (38). Solving these equilibrium equations, together with the overall condition \( N_1 = N_2 \) for the total numbers of particles, one obtains at a given temperature the equilibrium densities for each component in each domain. In the same way as for the symmetric case, the comparison of free energy at equilibrium with the one of the miscible mixture allows for the determination of the critical temperature \( T_M \) where the phase-separated state becomes energetically favourable.

In the upper panel of Fig. 9, we show the calculated \( T_M \), as a function of the coupling constant ratio \( g_{22}/g_{11} \), with \( m_1 = m_2 \) and \( \bar{g} = 1.07 \). We find that the phase-separation is not very sensitive to the interaction imbalance, with a phase-separated region (shown as gray shaded area) practically independent of the value of \( g_{22}/g_{11} \). The lower panel of Fig. 9 shows instead the dependence of \( T_M \) on the mass imbalance \( m_2/m_1 \) for \( g_{11} = g_{22} \) and \( \bar{g} = 1.07 \). The temperature on this plot is normalized to the critical temperature of the light component \( T_{BEC,1} = 2\pi \hbar^2 / m_1(\eta/2\zeta(3/2))^{2/3} \). In contrast to the previous case, the region in which the phase-separated state is favorable is found to shrink as one increases \( m_2/m_1 \). This is understood from the fact that the BEC critical temperature for the heavy component scales as \( 1/m_2 \), thus lowering the upper bound for the phase-separation (blue solid line in Fig. 9), which corresponds essentially to the BEC critical temperature.

FIG. 8. Grand-canonical phase diagram for binary condensates, with \( g_{nT}/(k_B T) = 0.05 \) and \( \delta g/g = 0.07 \). The four regions correspond to: both components in the BEC phase (BEC), both in the normal phase (N), component 1 in the BEC phase and component 2 in the normal phase (BEC1-N2), and vice-versa (BEC2-N1).

FIG. 9. Magnetic phase transition temperatures for the imbalanced mixture of Bose gases, with \( g_{11}/(k_B T_{BEC}) = 0.1 \) and \( \bar{g} = 1.07 \). Upper panel: as a function of interaction imbalance \( g_{22}/g_{11} \), with equal masses \( m_1 = m_2 \). Lower panel: as a function of mass imbalance \( m_2/m_1 \), with equal intra-species interaction \( g_{11} = g_{22} \).
V. SUPERFLUID DENSITY OF TWO COMPONENT MIXTURES

We finally discuss the superfluid densities in binary Bose gases. As a peculiarity of superfluid mixtures, the coupling between the two atomic components will be responsible for an entrainment effect, known as the Andreev-Bashkin effect [36]. The superfluid current in each component is coupled through a drag term (1 $\leftrightarrow$ 2) [37]:

$$m_{11} j_1 = \rho_{1,n} v_n + \rho_{1,s} v_{1,s} + \rho_{12} v_{2,s},$$  

(50)

where we have introduced the normal component velocity $v_n$ as well as the superfluid velocities $v_{1,s}$. The normal component $\rho_{1,n}$ and superfluid component $\rho_{1,s}$ in each atomic species is normalized according to

$$\rho_i = m_i n_i = \rho_{1,n} + \rho_{1,s} + \rho_{12},$$  

(51)

with $\rho_{12} = \rho_{21}$ the "drag" density. In this work, we use the methodology developed in Ref. [52], which extends the linear response formalism used for the single-component gas to atomic mixtures (see Appendix B). In this framework, the normal densities as well as the drag density are given by:

$$\rho_{i,n} = \frac{m_i^2}{V} \lim_{q \to 0} \chi_{j_i,j_i}(q) - \rho_{12},$$  

(52)

$$\rho_{12} = \frac{-m_{12} m_2}{V} \lim_{q \to 0} \chi_{j_1,j_2}(q),$$  

(53)

where $\chi_{j_i,j_i}(q)$ is the transverse component of the current density response function for the mixtures

$$\chi_{j_i,j_i}(q) = \frac{1}{Q} \sum_{n,m} \frac{\langle n|\hat{j}_i(q)|m\rangle\langle m|\hat{j}_i(q)|n\rangle}{E_n - E_m + i\eta} - \frac{\langle n|\hat{j}_i(q)|m\rangle\langle m|\hat{j}_i(q)|n\rangle}{E_n - E_m},$$  

(54)

whereas the current density operator in each component $j_i$ is given by Eq. (B3), with the proper corresponding creation and annihilation operators $\hat{a}_{i,k}$ and $\hat{a}_{i,k}$. The calculation of the transverse response function follows essentially the same steps as the single-component case.

Let us focus primarily on the collisionless drag $\rho_{12}$. After expressing the single-particle creation and annihilation operators in the quasi-particle basis by means of Eqs. (C1) and (C3), one finds that the matrix elements product in Eq. (54) has three categories of non-vanishing contributions in the limit of long wavelengths ($q \to 0$). The first one corresponds to quasiparticle excitation-annihilation matrix elements in the single spin or density channel (e.g. $\langle n|\hat{a}|m\rangle\langle m|\hat{a}|n\rangle$), and is analogous to the single-component result Eq. (B4):

$$\chi_{j_1,j_2}\big|_{\text{Single}} = -\frac{1}{3} \frac{\hbar^2}{m_1 m_2} \sum_{jk} k^2 \lambda_k^2 (\varepsilon_k^2 - \varepsilon_{\pm k}^2) \sum_{\pm} \frac{\partial f_{\pm k}}{\partial E_{\pm k}}.$$  

(55)

where $\lambda_k$, $\omega_k$ and $\varepsilon_k$ are given by Eq. (C2), and we have introduced the short-hand notation $f_{\pm k} = f(E_{\pm k})$. The second contribution arises from multi-channel quasiparticle excitation-annihilation matrix elements (e.g. $\langle n|\hat{a}|m\rangle\langle m|\hat{a}|n\rangle$):

$$\chi_{j_1,j_2}\big|_{\text{Multi},1} = \frac{2}{3} \frac{\hbar^2}{m_1 m_2} \sum_{jk} k^2 \lambda_k^2 (\varepsilon_k^2 - \varepsilon_{\pm k}^2) \frac{E_{\pm k}}{4E_{\pm k}^2} \left( E_{\pm k} + E_{\mp k} \right)$$

$$\times \left( E_{\pm k} - E_{\pm k} \right) \left[ f_{\pm k} + f_{\mp k} \right].$$  

(56)

Finally, the last contribution comes from anomalous multi-channel excitations (e.g. $\langle n|\hat{a}|m\rangle\langle m|\hat{a}|n\rangle$):

$$\chi_{j_1,j_2}\big|_{\text{Multi},2} = -\frac{2}{3} \frac{\hbar^2}{m_1 m_2} \sum_{jk} k^2 \lambda_k^2 (\varepsilon_k^2 - \varepsilon_{\pm k}^2) \frac{E_{\pm k}}{4E_{\pm k}^2} \left( E_{\pm k} - E_{\mp k} \right)$$

$$\times \left( E_{\pm k} + E_{\mp k} \right) \left[ f_{\pm k} - f_{\mp k} \right] + 2E_{\pm k} E_{\mp k}$$

$$\times \left( E_{\pm k} - E_{\mp k} \right)^2 \sum_{\pm} \frac{\partial f_{\pm k}}{\partial E_{\pm k}}.$$  

(57)

which remains finite also at $T = 0$ [52]. Summing up the three contributions we find from Eq. (54):

$$\rho_{12} = \frac{4}{3} \frac{\sqrt{m_1 m_2}}{V} \sum_{k} \frac{\varepsilon_{1,k}}{E_{\pm k}} \left( \frac{1 + f_{\pm k} + f_{\mp k}}{(E_{\pm k} + E_{\mp k})^3} \right)$$

$$- \frac{f_{\pm k} - f_{\mp k}}{(E_{\pm k} - E_{\mp k})^3} + \frac{2E_{\pm k} E_{\mp k}}{(E_{\pm k} - E_{\mp k})^3} \sum_{\pm} \frac{\partial f_{\pm k}}{\partial E_{\pm k}}.$$  

(58)

The above result is valid for any temperature up to the close vicinity of the critical point. In particular, in the low-temperature regime where $k_B T \ll \mu_i(T = 0)$, one can safely replace $\Lambda_i$ by the zero-temperature expression $g_{ii} n_i$. In this way, we retrieve the result of Ref. [53], obtained by calculating the lowest order change in the free energy of the mixture due to a finite superfluid velocity. As for the normal density, one can carry out a similar development starting from Eq. (54), and find (1 $\leftrightarrow$ 2)

$$\rho_{1,n} = -\frac{1}{3} \frac{m_1}{V} \sum_{k} \varepsilon_{1,k} \left( \frac{\partial f_{\pm k}}{\partial E_{\pm k}} + \frac{\partial f_{\mp k}}{\partial E_{\mp k}} \right)$$

$$+ \frac{E_{1,k} - E_{2,k}}{(E_{1,k} - E_{2,k})^2} \left( \frac{\partial f_{\pm k}}{\partial E_{\pm k}} - \frac{\partial f_{\mp k}}{\partial E_{\mp k}} \right).$$  

(59)

Figure 10 shows the temperature dependence of the superfluid drag, calculated for a symmetric mixture, such as $^{23}$Na, with $g_{11} = g_{22} = g$ and $m_1 = m_2 = m$. Our results extend to finite temperature the calculations of Ref. [52] and generalize the findings of Ref. [53] which were restricted to the regime $k_B T \ll \mu_i$. We also notice that according to what we have discussed in Sec. IV, the mixture becomes unstable with respect to phase-separation for $T > T_M$, leading to a vanishing collisionless drag. This is shown by the shaded region in Fig. 10. In the particular case of equal masses, the zero-temperature value
for the drag can be evaluated analytically by turning the momentum sum in Eq. [58] into an integral, and one finds [53]

$$\rho_{12}(T = 0) = mn_1 \sqrt{n_1 \alpha_{11}^3} F(\bar{g}, l),$$  \hspace{1cm} (60)

with $\bar{g} = g_{12}/\sqrt{g_{11}g_{22}}$ and $l = g_{22}n_2/(g_{11}n_1)$. The dimensionless function on the right hand side of the above equation is given by

$$F(\bar{g}, l) = \frac{128 \sqrt{2}}{45 \sqrt{\pi}} \frac{\bar{g}^2 l \left(1 + l + 3 \sqrt{l(1 - \bar{g}^2)}\right)}{\left(\sqrt{1 + l + \sqrt{(1 - l)^2 + 4\bar{g}^2 l}} + \sqrt{1 + l - \sqrt{(1 - l)^2 + 4\bar{g}^2 l}}\right)^3}.$$  \hspace{1cm} (61)

---

**Fig. 10.** Temperature dependence of the collisionless drag $\rho_{12}$, normalized to the zero-temperature value Eq. (60). The drag is calculated for the $^{23}$Na symmetric mixture, with $g_{11}/(k_B T_{BEC}) = 0.1$ and $\delta g/g = 0.07$. The shaded region corresponds to the temperature regime where the miscible mixture is energetically unstable with respect to phase-separation.

As discussed in Ref. [53], this function displays a weak dependence on the parameters $\bar{g}$ and $l$ yielding values in the range $0.7 \leq F \leq 0.8$.

**VI. CONCLUSION**

In conclusion, we have developed the beyond mean-field Popov theory for the systems of weakly interacting Bose gases. Our derivation is based on simple theoretical tools, and can be applied to a variety of problems involving BEC. We have illustrated the approach by deriving the Popov theory for the mixtures of BECs, which includes the effects of thermal and quantum fluctuations in both the density and spin channels. As a result, we have extended our previous study on the magnetic phase transition at finite temperature [35] to the case of trapped systems, as well as in presence of interaction and mass imbalances. Our numerical results show that, in experiments with trapped systems, a miscible mixture can exhibit a spatial region in which the two BECs do not coexist. On the other hand, we found that in general, the presence of an asymmetry reduces the temperature window in which the phase-separated state is energetically favorable. Finally, we have calculated the temperature-dependence of the collisionless drag, by means of linear response theory combined to the Popov approach. Important open issues concern the propagation of sound in these polarized domains, the possible emergence of a similar magnetic phase transition in two dimensions, and the structure of the interface between different domains.
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**Appendix A: Free energy**

For the study of the phase diagram of Bose mixtures, it is useful to evaluate the leading order beyond mean-field corrections to the Helmoltz free energy. Since the calculation is essentially the same between the single-component gas and the binary mixture, we focus in what follows to the single-component case. Let us assume for this purpose a gapless spectrum, as given by Eq. (10). Then, the Helmholtz free energy in the BEC phase is given...
from Eq. (7) according to \( F = \Omega + \mu N \):

\[
\frac{F}{V} = g n^2 + g n T^2 + \mu \tilde{n} + \frac{1}{\beta V} \sum_k \ln \left( 1 - e^{-\beta E_k} \right) + \frac{1}{2V} \sum_{k \neq 0} \left( E_k - \varepsilon_k - \Lambda + \frac{\Lambda^2}{2E_k} \right).
\]

(A1)

Using the results in Eqs. (11) and (13) respectively for \( \tilde{n} \) and \( \mu \), the free energy can also be expressed as

\[
\frac{F}{V} = g n^2 + \frac{g}{2} n T^2 + g n T^2 \left( \frac{m A}{2\pi h^2} \right)^{3/2} H(\tau) + \frac{1}{\beta V} \sum_k \ln \left( 1 - e^{-\beta E_k} \right) + \frac{16\sqrt{2}}{15\sqrt{\pi}} \left( \frac{m}{2\pi h^2} \right)^{3/2} \Lambda^{5/2},
\]

(A2)

where contributions of order higher than \( \Lambda^{5/2} \) have been neglected. The last sum over thermal excitations requires a careful expansion in terms of the parameter \( \Lambda = \Lambda^0 - g \left( \frac{m A}{2\pi h^2} \right)^{3/2} H(\tau) \). One finds

\[
\frac{1}{\beta V} \sum_k \ln \left( 1 - e^{-\beta E_k} \right) \approx \frac{1}{\beta V} \sum_k \ln \left( 1 - e^{-\beta E_k^0} \right) - gn T \left( \frac{m A}{2\pi h^2} \right)^{3/2} H(\tau),
\]

(A3)

so that the last term cancels with the corresponding one in Eq. (A2). In the above expression \( E_k^0 = \sqrt{\varepsilon_k^2 + 2\Lambda^0 \varepsilon_k} \) denotes the quasi-particle spectrum to the lowest order in \( \Lambda \). It is worth noticing that such cancellation would not happen, if one chooses \( gn = \Lambda^0 - g^{5/2} \left( \frac{m A}{2\pi h^2} \right)^{3/2} G(\tau) \) instead of \( \Lambda \) for the perturbation parameter, leading to an incorrect expression for the free energy.

Finally, the full expression of the free energy including the leading order corrections in the interaction coupling reads:

\[
\frac{F}{V} \approx \frac{g}{2} (n^2 + n T^2) + \frac{1}{\beta V} \sum_k \ln \left( 1 - e^{-\beta E_k^0} \right) + \frac{16\sqrt{2}}{15\sqrt{\pi}} \left( \frac{m}{2\pi h^2} \right)^{3/2} (\Lambda^0)^{5/2}.
\]

(A4)

One can verify that by taking the derivative of Eq. (A4) with respect to \( n \), we recover the expression for the chemical potential Eq. (13), when evaluated using \( \Lambda^0 \). The derivation of the free energy for the mixtures follow the same line of calculations.

Appendix B: Superfluid density

The calculation of the superfluid density for both the single-component and binary mixtures of Bose gases can be achieved in a convenient way by means of linear response theory. For a single-component Bose gas, the normal component mass density \( \rho_n = mn n = m(\rho - n_s) \) is calculated according to

\[
\rho_n = \frac{m^2}{V} \lim_{q \to 0} \chi_j(q)
\]

(B1)

which relates \( \rho_n \) to the transverse component (denoted by \( \perp \), with \( \mathbf{q} \cdot \mathbf{j} = 0 \)) of the current response function, defined as

\[
\chi_j(q) = \frac{1}{Q} \sum_{m,n} e^{-\beta E_m} \left[ \langle m|\hat{j}|m\rangle \langle m|\hat{j}|n\rangle - \langle m|\hat{j}|m\rangle \langle m|\hat{j}|n\rangle \right],
\]

(B2)

where \( Q = \sum_m e^{-\beta E_m} \) is the canonical partition function, \( |n\rangle \) and \( E_n \) are the eigenstates and eigenvalues of the Hamiltonian (1) and \( \eta \) a small positive value. The current density operator reads

\[
\hat{j}(q) = \frac{\hbar}{2m} \sum_k (2k + q) \hat{a}_k \hat{a}_{k+q}.
\]

(B3)

The matrix elements of the current density operator in Eq. (B2) can be calculated straightforwardly if one expresses \( \hat{a}_k \) and \( \hat{a}_k^\dagger \) in terms of the quasi-particle creation and annihilation operators in Eq. (9). Indeed, the matrix element \( \langle m|\hat{a}_k \hat{a}_k^\dagger |n\rangle \) yields non-vanishing contribution only for \( E_n - E_m = E_k - E_k \). Choosing the vector \( \mathbf{q} \) along the \( z \)-direction, the transverse response is provided by the \( x \)-component of the current density, and one finds evaluating the trace:

\[
\chi^\perp_{jx}(q) = -\frac{\hbar^2}{m^2} \sum_k k_x^2 (u_k v_{k+q} - v_k u_{k+q})^2 \frac{f(E_k + q) - f(E_k)}{E_k + q - E_k}.
\]

(B4)

Taking the limit \( q \to 0 \) as well as making use of the isotropy of the system, one finally obtains from Eqs. (B1) and (B4):

\[
\rho_n = -\frac{\hbar^2}{3V} \sum_k k^2 \frac{\partial f(E_k)}{\partial E_k},
\]

(B5)

retrieving the well-known Landau formula. Using the Popov excitation spectrum Eq. (10), one gets the expression

\[
\rho_n = \frac{1}{m n^2} \frac{4}{3\sqrt{\pi}} \frac{1}{\sqrt{\tau}} \int_0^\infty dx \frac{(u - 1)^{3/2}}{u} \frac{f(x)}{1 - e^{-x^2}},
\]

(B6)

where \( u = \sqrt{1 + (\tau x)^2} \) and \( \tau = k_B T / \Lambda \) as in Eqs. (12) and (14). The present approach is extended to the two-component mixtures in Sec. V allowing for the calculation of the collisionless drag.
Appendix C: Two component Bose mixtures: General case

In order to diagonalize the trans-canonical Hamiltonian of the binary mixture Eq. (26), one first applies the following canonical transformations:

\[ \hat{a}_{1,k}^\dagger = \lambda_k \hat{a}_{1,k} + z_k \hat{a}_{2,k} + w_k \hat{a}_{2,-k}^\dagger, \]
\[ \hat{a}_{2,k} = \lambda_k \hat{a}_{2,k} - z_k \hat{a}_{1,k} + w_k \hat{a}_{1,-k}^\dagger. \]  \hfill (C1)

The new operators must obey the Bose commutation relation, and one finds that this is satisfied if \( \lambda_k^2 + z_k^2 - w_k^2 = 1 \). Then the terms involving the coupling of both components, in which the operators \( \hat{a}_1^\dagger \) and \( \hat{a}_2^\dagger \) appear in pairs, vanish if the weight functions take the expressions:

\[ \lambda_k^2 = \frac{1}{2} \left[ 1 + \frac{\bar{E}_{1,k}^2 - \bar{E}_{2,k}^2}{\sqrt{(\bar{E}_{1,k}^2 - \bar{E}_{2,k}^2)^2 + 16g_{12}^2 \epsilon_{1,k}^2 \epsilon_{2,k}^2 n_{1,0} n_{2,0}}} \right] \]
\[ \delta_k^2(w_k^2) = \frac{(\bar{E}_{1,k}^2 \pm \bar{E}_{2,k}^2)^2}{8 \epsilon_{1,k} \epsilon_{2,k}} \]
\[ \times \left[ 1 - \frac{\bar{E}_{1,k}^2 - \bar{E}_{2,k}^2}{\sqrt{(\bar{E}_{1,k}^2 - \bar{E}_{2,k}^2)^2 + 16g_{12}^2 \epsilon_{1,k} \epsilon_{2,k} n_{1,0} n_{2,0}}} \right] \]  \hfill (C2)

where we have introduced the "gapped" kinetic energy \( \bar{E}_{\pm,k} = \epsilon_{\pm,k} + \Lambda_1 \) with effective chemical potential \( \Lambda_1 = 2g_{11} n_{1} + g_{12} n_{2} - \mu_1 \) and \( (1 \leftrightarrow 2) \), as well as the single-component excitation spectrum \( \bar{E}_{\pm,k} = \sqrt{(\epsilon_{\pm,k} + \Lambda_1)^2 - (g_{\pm,n_{1,0}})^2} \). Henceforth, Eq. (26) reduces to the sum of two uncoupled Hamiltonian, which can be diagonalized by means of the Bogoliubov transformation Eq. (3) applied to \( (\hat{a}_{1,k}^\dagger, \hat{a}_{1,k}^\dagger) \) and \( (\hat{a}_{2,k}^\dagger, \hat{a}_{2,k}^\dagger) \), respectively:

\[ \hat{a}_{1,k}^\dagger = u_{+,k} \hat{a}_{1,k} + v_{-,k} \hat{a}_{2,k}^\dagger, \]
\[ \hat{a}_{2,k}^\dagger = u_{-,k} \hat{b}_{2,k} + v_{+,k} \hat{b}_{1,k}^\dagger. \]  \hfill (C3)

The off-diagonal terms are found to vanish for the following values of the quasi-particle amplitudes:

\[ u_{+,k}, v_{+,k} = \pm \frac{1}{2} \left[ \sqrt{\frac{\epsilon_{1,k}}{\epsilon_{2,k}}} \pm \sqrt{\frac{\bar{E}_{+}}{\epsilon_{1,k}}}, \right. \]
\[ u_{-,k}, v_{-,k} = \pm \frac{1}{2} \left[ \sqrt{\frac{\epsilon_{2,k}}{\epsilon_{1,k}}} \pm \sqrt{\frac{\bar{E}_{-}}{\epsilon_{2,k}}}. \right. \]  \hfill (C4)

Finally, the grand-canonical Hamiltonian in the diagonalized form is expressed as:

\[ \hat{K} = \Omega_0 + \sum_{k \neq 0} \left( \hat{E}_{+,k} \hat{a}_{1,k}^\dagger \hat{a}_{1,k} + \hat{E}_{-,k} \hat{b}_{2,k}^\dagger \hat{b}_{2,k} \right) \]  \hfill (C5)

where \( \hat{a}_{k}^\dagger \) (resp. \( \hat{b}_{k}^\dagger \)) is the creation operator for the quasi-particles in the density (resp. spin) channel, obeying Bose statistics. The excitation spectrum of the system reads

\[ \bar{E}_{\pm,k} = \frac{1}{\sqrt{2}} \left[ \bar{E}_{1,k}^2 + \bar{E}_{2,k}^2 \pm \sqrt{(\bar{E}_{1,k}^2 - \bar{E}_{2,k}^2)^2 + 16g_{12}^2 \epsilon_{1,k} \epsilon_{2,k} n_{1,0} n_{2,0}} \right]^{1/2} \]  \hfill (C6)

and the vacuum energy of Bogoliubov quasi-particles is given by

\[ \Omega_0 = \sum_{i=1,2} \left[ \frac{g_{ii}}{2V} \left( N_{i,0}^2 - 2N_i^2 \right) - \mu_i N_i,0 \right] + \frac{g_{12}}{V} N_{1,0} N_{2,0} - \frac{g_{12}}{V} N_1 N_2 \]
\[ + \frac{1}{2} \sum_{k \neq 0} \left( \bar{E}_{+,k} - \epsilon_{1,k} - \Lambda_1 \right) + \left( \bar{E}_{-,k} - \epsilon_{2,k} - \Lambda_2 \right) + \frac{1}{k^2} \sum_{i=1,2} \left[ m_i (g_{ii} n_{i,0})^2 + 2m_R g_{12}^2 n_{1,0} n_{2,0} \right]. \]  \hfill (C7)

In the above expression, the first terms correspond to the mean-field contribution, whereas the terms summed over the wave-vector account for the quantum fluctuations. In particular, the last terms arise from the renormalization of the coupling constants \( g_{ii} \to g_{ii} [1 + g_{ii}/V \sum_k m_k/(\hbar k)^2] \) and \( g_{12} \to g_{12} [1 + g_{12}/V \sum_k m_R/(\hbar k)^2] \). [54]

The chemical potential in each component can be calculated in a similar fashion to the single-component case, by evaluating the saddle point equation \( \partial \Omega/\partial n_{i,0} = 0 \) and solving it perturbatively. We naturally find that \( g_{ii} n_{i,0} = \Lambda_1 \) (higher order terms), providing the gapless excitation spectrum \( \bar{E}_{\pm,k} = \sqrt{\epsilon_{\pm,k}^2 + 2\Lambda_1 \epsilon_{\pm,k}} \) and \( \bar{E}_{\pm,k} \to \epsilon_{\pm,k} \) upon replacing \( g_{ii} n_{i,0} \) by \( \Lambda_1 \) in Eq. (C6). It is worth noticing that the excitation spectrum Eq. (C6) can also be written as

\[ \bar{E}_{\pm,k} = \sqrt{\left( \frac{\mu_1^2 + \mu_2^2}{2} \right) + 2\epsilon_{\pm,k} \Lambda_{\pm,k}}, \]  \hfill (C8)
where we have introduced the kinetic energy in terms of the reduced mass $\varepsilon_k = \hbar^2 k^2 / (2mR)$ and the inverse mass ratios $\nu_i = m_i / m$. The effective chemical potential $\Lambda_{\pm,k}$ is therefore associated to the Bogoliubov density and spin sounds, and takes the following expression:

\[
\Lambda_{\pm,k} = \frac{1}{2} (\nu_1 \Lambda_1 + \nu_2 \Lambda_2 + \Gamma_k),
\]  

(C9)

\[
\Gamma_k = \sqrt{\left(\frac{\nu_1 - \nu_2}{2}\right)^2 \varepsilon_k + (\nu_1 \Lambda_1 - \nu_2 \Lambda_2)^2} + 4\bar{g}^2 \nu_1 \Lambda_1 \nu_2 \Lambda_2
\]

where we have introduced the reduced coupling constant $\bar{g} = g_{12} \sqrt{\nu_1 \nu_2}$. Finally, the condensate density $n_{i,0}$ is given by (1 $\leftrightarrow$ 2):

\[
n_{i,0} = n_i - V^{-1} \sum_{k \neq 0} \langle \hat{a}_{i,k} \hat{a}_{i,k} \rangle = \frac{1}{\nu_1} \left( 1 + \frac{E_{1,k}^2 - E_{2,k}^2}{2\varepsilon_k \Gamma_k} \right)
\]

\[
\times \left[ \frac{\varepsilon_{1,k} + E_{1,k}^2}{2\varepsilon_{1,k} E_{1,k}} \left( 2f(E_{1,k}) + 1 \right) - 1 \right] \quad \text{(C11)}
\]

and the chemical potential:

\[
\mu_1 = g_{11} n_1 + g_{12} n_2 + \frac{g_{11}}{2V} \sum_k \frac{1}{\nu_1} \left[ \Lambda_1 + \bar{g} \Lambda_2 \right] + \frac{g_{11}}{4V} \sum_k \sum_{\pm} \left( 1 \mp \frac{E_{1,k}^2 - E_{2,k}^2 + 4\bar{g}^2 \Lambda_2 \varepsilon_{2,k}}{2\varepsilon_k \Gamma_k} \right) \times \left[ \frac{\varepsilon_{1,k}}{E_{1,k}} (2f(E_{\pm,k}) + 1) - 1 \right].
\]

(C12)

As in the single-component case, the above equation can be solved either self-consistently or perturbatively, the second-order expression being obtained by inserting the leading order result $\Lambda_0 = g_{1i} (n_i - n^0_{i,T})$ for the effective chemical potential, where $n^0_{i,T} = \zeta(3/2)/\Lambda^3_{i,T}$ is the ideal gas thermal density with species dependent thermal de Broglie wavelength $\lambda_{i,T} = \sqrt{2\pi \hbar^2 / (m_i k_B T)}$.

The equation of state for the equal mass case Eqs. (32)-(35) in the main text are obtained from Eqs. (C11) and (C12) by putting $m_1 = m_2 = M$.
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