BASIC ENUMERATION OF GRAPH COMPOSITIONS
WITH A RESTRICTED NUMBER OF COMPONENTS

Todd Tichenor
International College of Beijing, China Agricultural University, Beijing 100083,
P.R. China
todd_tichenor@cau.edu.cn

Abstract
The concept of graph compositions is related to several number theoretic concepts, including partitions of positive integers and the cardinality of the power set of finite sets. This paper examines graph compositions where the total number of components is restricted and illustrates a connection between graph compositions and Stirling numbers of the second kind.

1. Introduction
The idea of graph compositions was introduced by Knopfmacher and Mays [1]. For a graph $G$, a graph composition is defined as a partition of $V(G)$ where each member of the partition induces a connected subgraph (i.e. every composition of $G$ induces a unique subgraph of $G$ with connected components). The composition number of $G$ [denoted $C(G)$] is the number of graph compositions of $G$. For example, a graph composition of the path on $n$ vertices corresponds to a composition of the integer $n$; additionally, a graph composition of the complete graph on $n$ vertices corresponds to a general partition of a set of cardinality $n$, therefore implying that its composition number is given by the $n^{th}$ Bell number [1].

Previous work has been conducted on the composition number of $K_n^G$ (referred to in [2] as the deletion of $G$ from $K_n$), formed by deleting the edges of $G$ from the complete graph on $n$ vertices. Specifically, [2] connects $C(K_n^G)$ to sequences of the Bell numbers. This paper is comprised of two parts: the first examines the composition number of a few basic graphs where the number of components of each graph composition is restricted; the second studies compositions of the same kind in $K_N^G$ and relates them to Stirling numbers of the second kind.
For a graph $G$ with $|V(G)| = n$, $C^k(G)$ will denote the set of graph compositions of $G$ with exactly $k$ components and $C^k(G)$ will denote the number of compositions of $G$ with exactly $k$ components. For the theorems that follow, it is to be understood that $0 < k \leq n$.

2. **Restricted graph compositions of basic graphs**

**Lemma 1.** $C(G) = \sum_{k=1}^{n} C^k(G)$ for any graph $G$ such that $|V(G)| = n$.

**Remark 1.** The above lemma may seem trivial, but it is none-the-less useful for verifying $C^k(G)$ once it is found. It should also be noted that $C^1(G) = 1$, $C^n(G) = 1$, and $C^k(G) = 0$ for $k > n$.

**Theorem 1.** If $T_n$ is a tree with $n$ vertices, then $C^k(T_n) = \binom{n-1}{k-1}$.

**Proof.** It is trivial to notice that the deletion of a single edge from any subgraph of $T_n$ will result in a distinct subgraph which has exactly 1 more component than its original subgraph. Since $T_n$ is connected, we must delete $k - 1$ edges to produce a subgraph of $T_n$ which has exactly $k$ components. Hence $C^k(T_n) = \binom{n-1}{k-1}$. □

**Theorem 2.** If $G = G_1 \cup G_2$ where $G_1$ and $G_2$ are disjoint, then $C^k(G) = \sum_{j=1}^{k-1} \left[ C^j(G_1) \cdot C^{k-j}(G_2) \right]$.

**Proof.** Let $k \geq j$ and $C$ be a composition of $G_1$ which has $j$ components. There are exactly $C^{k-j}(G_2)$ compositions of $G$ which contain all components of $C$ and have exactly $k$ components; furthermore, $C$ can be chosen in exactly $C^j(G)$ ways. Hence, $C^k(G) = \sum_{j=1}^{k-1} \left[ C^j(G_1) \cdot C^{k-j}(G_2) \right]$. □

**Corollary 1.** Let $G = G_1 \cup G_2$. If $G_1$ and $G_2$ share exactly one vertex, then $C^k(G) = \sum_{j=1}^{k} \left[ C^j(G_1) \cdot C^{k+1-j}(G_2) \right]$.

**Proof.** Let $v$ be the vertex which $V(G_1)$ and $V(G_2)$ share and $C \in C^k(G)$. If we separate $C$ into 2 disjoint graphs by disconnecting $v$ from all vertices in $V(G_2)$ and adding a new vertex which is adjacent to all of the original neighbors of $v$ in $V(G_2)$, then the result is a composition of $k+1$ components. So $C^k(G)$ is the same as the number of compositions of the disjoint union of $G_1$ and $G_2$ with exactly $k+1$ components; hence, by Theorem 2 $C^k(G) = \sum_{j=1}^{k} \left[ C^j(G_1) \cdot C^{k+1-j}(G_2) \right]$. □

For the following, if $G$ is a graph and $H$ a subgraph of $G$, then $G^{-H}$ will
represent the graph where \( V(G^\sim H) = V(G) \) and \( E(G^\sim H) = E(G) \setminus E(H) \); additionally, if \( C \) is a composition of \( G \) and \( G_C \) represents the subgraph of \( G \) induced by \( C \), then \( C^\sim H \) will represent the composition of \( G \) which induces \((G_C)^\sim H \).

**Theorem 3.** Let \( G = G_1 \cup G_2 \) and \( V(G_1) \cap V(G_2) = \emptyset \). If \( G \) has exactly one edge incident to vertices from \( G_1 \) and \( G_2 \), then \( C^k(G) = \sum_{j=1}^{k-1} C^j(G_1) \cdot [C^{k+1-j}(G_2) + C^{k-j}(G_2)] + C^k(G_1) \).

**Proof.** Let \( e \) be the edge incident to vertices in \( G_1 \) and \( G_2 \) and \( C \in C^k(G) \). If the vertices of \( e \) in \( C \) are connected, then \( C^\sim e \) will have exactly \( k + 1 \) components. Hence, there are exactly \( C^{k+1}(G^\sim e) \) compositions of this form. Also, there are \( C^k(G^\sim e) \) compositions of \( G^\sim e \) in which the vertices of \( e \) are not connected. Theorem 2 yields the results

\[
C^{k+1}(G^\sim e) = \sum_{j=1}^{k-1} \left[ C^j(G_1) \cdot C^{k+1-j}(G_2) \right] \\
C^k(G^\sim e) = \sum_{j=1}^{k-1} \left[ C^j(G_1) \cdot C^{k-j}(G_2) \right].
\]

Hence, \( C^k(G) = C^{k+1}(G^\sim e) + C^k(G^\sim e) \)

\[
= \sum_{j=1}^{k} \left[ C^j(G_1) \cdot C^{k+1-j}(G_2) \right] + \sum_{j=1}^{k-1} \left[ C^j(G_1) \cdot C^{k-j}(G_2) \right] \\
= \sum_{j=1}^{k-1} C^j(G_1) \cdot [C^{k+1-j}(G_2) + C^{k-j}(G_2)] + C^k(G_1) \cdot C^1(G_2) \\
= \sum_{j=1}^{k-1} C^j(G_1) \cdot [C^{k+1-j}(G_2) + C^{k-j}(G_2)] + C^k(G_1). \\
\]

\( \square \)

**Theorem 4.** \( C^k(C_n) = \begin{cases} 1, & k = 1 \\ \binom{n}{k}, & 1 < k \leq n \end{cases} \)

**Proof.** \( k = 1 \) is the trivial case of our theorem and is discussed in Remark 3. Assume that \( k > 1 \). Deleting a single edge from \( C_n \) yields \( P_n \). Theorem 1 yields \( C^k(P_n) = \binom{n-1}{k-1} \). Since there are exactly \( n \) ways of choosing the edge deleted, we have \( C^k(C_n) = \binom{n}{k} \). \( \square \)
3. Connection to Stirling numbers of the second kind

Recall that the \((n, k)\)th entry in the array of Stirling numbers of the second kind \([denoted by S(n, k)]\) represents the number of partitions of a set \(S\) of cardinality \(n\), where every partition has exactly \(k\) non-empty subsets of \(S\). A portion of the array appears below.

\[
\begin{array}{cccc}
1 & 1 & 1 \\
1 & 3 & 1 \\
1 & 7 & 6 & 1 \\
1 & 15 & 25 & 10 & 1 \\
\end{array}
\]

**Lemma 2.** \(C^k(K_n) = S(n, k)\).

**Proof.** A quick examination of the definition of \(S(n, k)\) above shows that Lemma 2 holds. \(\square\)

**Remark 2.** Theorem 1 and Lemma 2 are extreme cases for any connected graph \(G\) such that \(|V(G)| = n\). Hence, it is easily observed that \(\binom{n-1}{k-1} \leq C^k(G) \leq S(n, k)\) for any connected \(G\) such that \(|V(G)| = n\).

For all that follows, a component \(G_i\) of a graph composition of \(K_n - G\) will be referred to as bad if \(V(G_i) \subseteq V(G)\) and the complement of \(G\) restricted to \(G_i\) is disconnected; otherwise, it will be referred to as a good component of \(K_n - G\).

**Theorem 5.** Let \(G\) be a graph with \(n \leq N\) vertices. If \(b_{j,m,n}\) represents the number of ways of choosing \(m\) disjoint bad components of \(K_n - G\) such that the cardinality of the union of vertices of all bad components is \(j\), then

\[
C^k(K_n - G) = n \sum_{j=0}^{n} \sum_{m=0}^{j} (-1)^m b_{j,m,n} \cdot S(N - j, k - m).
\]

**Proof.** We begin by denoting the set of all compositions of \(K_N\) with exactly \(k\) components by \(\Gamma\). If \(B(\gamma)\) denotes the number of disjoint bad components contained in \(\gamma\) for all \(\gamma \in \Gamma\), then

\[
C^k(K_N - G) = \sum_{\gamma \in \Gamma} \frac{1}{B(\gamma)} \sum_{\gamma \in \Gamma} \sum_{\gamma \in \Gamma} 0 = \sum_{\gamma \in \Gamma} \sum_{m=0}^{B(\gamma)} (-1)^m \binom{B(\gamma)}{m}
\]

since the alternating sum of the \(m^{th}\) row of Pascal’s Triangle is 0 for \(B(\lambda) > 0\) and 1 for \(B(\lambda) = 0\). Note that \(\binom{B(\gamma)}{m}\) will count the number of times \(\gamma\) is counted as a composition of \(K_N\) with at least \(m\) disjoint
bad components for a fixed $\gamma$ and $m$.

$$\sum_{\gamma \in \Gamma} \sum_{m=0}^{B(\gamma)} \binom{B(\gamma)}{m} = \sum_{j=0}^{n} \sum_{m=0}^{n} b_{j,m,n} S(N - j, k - m).$$

So

$$C^k(K_N^{-G}) = \sum_{\gamma \in \Gamma} \sum_{m=0}^{B(\gamma)} (-1)^m \binom{B(\gamma)}{m} = \sum_{j=0}^{n} \sum_{m=0}^{n} (-1)^m b_{j,m,n} S(N - j, k - m).$$

□

**Remark 3.** It should be noted that:

(i) $b_{j,m,n} = 0$ if $j > n$, $m > j$, $m > n$, or $j > m = 0$ (restrictions set by the number of vertices present in $G$ and the number of components being chosen).

(ii) $b_{j,m,n} = 1$ if $j = m = 0$ (since there’s only one way to choose no bad components (or vertices) of $G$).

(iii) $b_{1,m,n} = 0$ (since there’s no way to choose bad components from $G$ with only one vertex).

4. Deletions of specific graphs from complete graphs

**Theorem 6.** If $p_{j,m,n}$ represents the number of ways of choosing $m$ disjoint bad components of $K_N^{-P_n}$ such that the cardinality of the union of vertices of all components is $j$, then $C^k(K_N^{-P_n}) = \sum_{j=0}^{n} \sum_{m=0}^{j} (-1)^m p_{j,m,n} \cdot S(N - j, k - m)$ and $p_{j,m,n} = p_{j,m,n-1} + p_{j-2,m-1,n-2} + p_{j-3,m-1,n-3}$ for $j \geq 3$, $m \geq 1$, and $n \geq 3$.

Proof. $C^k(K_N^{-P_n}) = \sum_{j=0}^{n} \sum_{m=0}^{j} (-1)^m p_{j,m,n} \cdot S(N - j, k - m)$ is a result of application of Theorem 5 to $K_N^{-P_n}$. If $C$ is a composition of $K_N$, then $C$ will not be a composition of $K_N^{-P_n}$ if and only if $C$ contains a bad component of $K_N^{-P_n}$. It is noted in [2] that the deletion of any subpath of $P_n$ of length $t \geq 3$ from $K_N$ yields a connected component; hence, all bad components of $K_N^{-P_n}$ are either single edges or subpaths of length 2.
If \( u \) represents one of the terminal vertices of \( P_n \) and \( C \) is a component which contains \( u \), then one of three cases must occur:

(i) \( C \) is not a bad component. There are \( p_{j,m,n-1} \) ways of choosing \( m \) disjoint bad components from \( V(P_n) \) such that the cardinality of the union of vertices of all components which include \( C \) is \( j \).

(ii) \( C \) is a single edge bad component. There are \( p_{j-2,m-1,n-2} \) ways of choosing \( m \) disjoint bad components from \( V(P_n) \) such that the cardinality of union of vertices of components which include \( C \) is \( j \).

(iii) \( C \) is a 3 element bad component. There are \( p_{j-3,m-1,n-3} \) ways of choosing \( m \) disjoint bad components from \( V(P_n) \) such that the cardinality of union of vertices of components which include \( C \) is \( j \).

The above “world encompassing” cases yield the result

\[
p_{j,m,n} = p_{j,m,n-1} + p_{j-2,m-1,n-2} + p_{j-3,m-1,n-3}.
\]

\[\square\]

**Theorem 7.** If \( F^k(x, y, z) = \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} (-1)^m p_{j,m,n} x^n y^m z^j \),

then \( F^k(x, y, z) = \frac{1}{1-x+x^2yz^2+x^3yz^3} \).

**Proof.** \( F^k(x, y, z) = \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} (-1)^m p_{j,m,n} x^n y^m z^j = \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} p_{j,m,n} x^n (-y)^m z^j. \)

As stated in Theorem 6, \( p_{j,m,n} \) is the number of ways of choosing \( m \) disjoint bad components of \( K_N - P_n \) where the cardinality of bad vertices is \( j \). Every component of a composition of \( K_N - P_n \) with exactly \( m \) bad components is either:

(i) A good component - represented by \( x \).

(ii) A 2 element bad component- represented by \( x^2(-y)z^2 \).

(iii) A 3 element bad component- represented by \( x^3(-y)z^3 \).

\((x - x^2yz^2 - x^3yz^3)^m\) represents the number of ways one can choose at most \( m \) disjoint bad components of a composition of \( K_N - P_n \). \( F^k(x, y, z) \) contains coefficients for all \( m \), so
\( F^k(x, y, z) = \sum_{m=0}^{\infty} (x - (x^2yz^2 + x^3yz^3))^m = 1 - x + x^2yz^2 + x^3yz^3. \)

**Theorem 8.** If \( p_{j,m,n} \) is defined as in Theorem 6 and \( c_{j,m,n} \) represents the number of ways of choosing \( m \) disjoint bad components of \( K_N^{-C_n} \) where the number of vertices of the bad components is \( j \), then

\[
C^k(K_N^{-C_n}) = \sum_{j=0}^{n} \sum_{m=0}^{j} (-1)^m c_{j,m,n} \cdot S(N - j, k - m) \quad \text{and} \quad c_{j,m,n} = p_{j,m,n-1} + 2 \cdot p_{j-2,m-1,n-2} + 3 \cdot p_{j-3,m-1,n-3} \quad \text{for} \quad j \geq 3, \quad \text{and} \quad n \neq j \quad \text{for} \quad n \in \{3, 4\}.
\]

**Proof.** \( C^k(K_N^{-C_n}) = \sum_{j=0}^{n} \sum_{m=0}^{j} (-1)^m c_{j,m,n} \cdot S(N - j, k - m) \) follows from the application of Theorem 5 to \( K_N^{-C_n} \). If \( C \) is a composition of \( K_N \), then \( C \) will not be a composition of \( K_N^{-C_n} \) if and only if \( C \) contains a bad component of \( K_N^{-C_n} \). It is noted in [2] that \( K_N^{-C_n} \) will have bad components that are either single edges, subpaths of length 2, or cycles of length 3 or 4.

If \( w \in V(C_n) \) and \( C \) is a component that contains \( w \), then one of four cases occurs:

(i) \( C \) is not a bad component. There are \( p_{j,m,n-1} \) ways of choosing \( m \) disjoint bad components from \( V(C_n) \) (with cardinality of the union of vertices \( j \)) which do not include \( C \).

(ii) \( C \) is a 2 element bad component. There are \( 2 \cdot p_{j-2,m-1,n-2} \) ways of choosing \( m \) disjoint bad components from \( V(C_n) \) (with cardinality of the union of vertices \( j \)) which include \( C \).

(iii) \( C \) is a 3 element bad component. If \( C \) is a path \( (n > 3) \), then there are \( 3 \cdot p_{j-3,m-1,n-3} \) ways of choosing \( m \) disjoint bad components from \( V(C_n) \) (with cardinality of the union of vertices \( j \)) which include \( C \). If \( C \) is a cycle \( (n = 3) \), then there is exactly one way of choosing 1 bad component.

(iv) \( C \) is a 4 element bad component. There is exactly one way of choosing 1 bad component.

The above “world encompassing” cases give us
Theorem 9. If $G^k(x, y, z) = \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} (-1)^m c_{j,m,n} x^n y^m z^j$, then $G^k(x, y, z) = 1 + x^2yz^2 + 2x^3yz^3 - x^4yz^4 + \frac{x - 2x^2yz^2 - 3x^3yz^3}{1 - x + x^2yz^2 + x^3yz^3}$.

Proof. We begin by calculating $G^k(x, y, z)$ for $n \neq j \in \{0, 2, 3, 4\}$ and calling it $H^k(x, y, z)$. As in Theorem 8, $c_{j,m,n}$ represents the number of ways of choosing $m$ disjoint bad components of $K_{n}^{\sim C_n}$ where the cardinality of the set of bad vertices is $j$. Every component of a composition of $K_{n}^{\sim C_n}$ with exactly $m$ bad components is either:

(i) A good component represented by $x$. There are $p_{j,m,n-1}$ ways of choosing $m$ bad components if $n \geq 1$ (i.e. if $n > j = 0$).

(ii) Contained in a 2 element bad component represented by $x^2(-y)z^2$. There are $2 \cdot p_{j-2,m-1,n-2}$ ways of choosing the remaining $m-1$ bad components if $n \geq 3$ (i.e. if $n \neq j = 2$). Otherwise, there is exactly 1 way.

(iii) Contained in a 3 element bad component represented by $x^3(-y)z^3$. There are $3 \cdot p_{j-3,m-1,n-3}$ ways of choosing the remaining $m-1$ bad components if $n \geq 4$ (i.e. $n \neq j = 3$). Otherwise, there is exactly 1 way.

(iv) Contained in a 4 element bad component represented by $x^4(-y)z^4$. There is exactly one way of choosing such a component.

This yields the product $(x - 2x^2yz^2 - 3x^3yz^3)(x - x^2yz^2 - x^3yz^3)^m$ which represents the number of ways possible to choose at most $m + 1$ bad components of $K_{n}^{\sim C_n}$ for $n \neq j \in \{0, 2, 3, 4\}$. Summing the expression over all $m \geq 0$ yields

$$H^k(x, y, z) = \sum_{m=0}^{\infty} (x - 2x^2yz^2)(x - x^2yz^2 - x^3yz^3)^m = \frac{x - 2x^2yz^2 - 3x^3yz^3}{1 - x + x^2yz^2 + x^3yz^3}.$$ 

If $h_{j,m,n}$ is defined to be the coefficient of $x^ny^mz^j$ in $H^k(x, y, z)$, then
\[ h_{j,m,n} = \begin{cases} 
0 & \text{, for } n = j = 0 \text{ and } m = 0 \\
-2 & \text{, for } n = j = 2 \text{ and } m = 1 \\
-3 & \text{, for } n = j = 3 \text{ and } m = 1 \\
0 & \text{, for } n = j = 4 \text{ and } m = 1 \\
(-1)^m c_{j,m,n} & \text{, otherwise} 
\end{cases} \]

and

\[ (-1)^m c_{j,m,n} = \begin{cases} 
1 & \text{, for } n = j = 0 \text{ and } m = 1 \\
-1 & \text{, for } n = j \in \{2, 3, 4\} \text{ and } m = 1 
\end{cases} \]

Hence, \( G^k(x, y, z) \)

\[
= H^k(x, y, z) + (-c_{0,0,0} - h_{0,0,0}) + (-c_{2,1,2} - h_{2,1,2}) x^2 y z^2 \\
+ (-c_{3,1,3} - h_{3,1,3}) x^3 y z^3 + (-c_{4,1,4} - h_{4,1,4}) x^4 y z^4 \\
= 1 + x^2 y z^2 + 2x^3 y z^3 - x^4 y z^4 + \frac{x - 2x^2 y z^2 - 3x^3 y z^3}{1 - x + x^2 y z^2 + x^3 y z^3}.
\]

\[ \square \]

For the following, \( S_n \) will represent the traditional star graph on \( n \) vertices.

\textbf{Theorem 10.} If \( n+1 \leq N \), then \( C^k(K_{N}^{-S_{n+1}}) = S(N, k) - \sum_{j=1}^{n} \binom{n}{j} S(N - j - 1, k - 1). \]

\textit{Proof.} Let \( s_{j,m,n} \) represent the number of ways of choosing exactly \( m \) disjoint components from \( S_n \) such that the cardinality of the set of vertices of the components chosen is \( j \). It is easy to verify \( s_{j,1,n} = \binom{n-1}{j-1} \) for \( j > 1 \). Noting that every subgraph of \( S_n \) is connected yields \( m \in \{0, 1\} \), which coupled with Remark 3 yields

\[ s_{j,m,n} = \begin{cases} 
1 & j = m = 0 \\
\binom{n-1}{j-1} & m = 1 \text{ and } j > 1 \\
0 & \text{otherwise} 
\end{cases} \]
so, by Theorem 5
\[ C^k(K^{-S_{n+1}}_N) = \sum_{j=0}^{n} \sum_{m=0}^{j} (-1)^m s_{j,m,n} S(N - j, k - m) \]
\[ = S(N, k) - \sum_{j=1}^{n} \binom{n}{j} \cdot S(N - j - 1, k - 1). \]

\[ \square \]

For the following, \( D_n \) will represent the graph of \( 2n \) vertices with exactly \( n \) disjoint edges.

**Theorem 11.** If \( 2n \leq N \), then
\[ C^k(K^{-D_n}_N) = S(N, k) - \sum_{j=1}^{n} (-1)^j \binom{n}{j} S(N - 2j, k - j). \]

**Proof.** Let \( d_{j,m,2n} \) represent the number of ways of choosing exactly \( m \) disjoint components from \( D_n \) such that the cardinality of the set of vertices of the components chosen is \( j \). It is easy to verify that
\[ d_{j,m,2n} = \begin{cases} 0, & j \neq 2m \\ \binom{n}{m}, & j = 2m \end{cases} \]

so, by Theorem 5
\[ C(K^{-D_n}_N) = \sum_{j=0}^{2n} \sum_{m=0}^{j} (-1)^m d_{j,m,2n} S(N - j, k - m) \]
\[ = \sum_{j=0}^{2n} (-1)^j d_{2j,j,2n} S(N - 2j, k - j) \]
\[ = \sum_{j=0}^{n} (-1)^j \left( \binom{n}{j} \right) S(N - 2j, k - j). \]

\[ \square \]
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