TYPE NUMBERS OF LOCALLY TILED ORDERS IN CENTRAL SIMPLE ALGEBRAS

ANGELICA BABEI

Abstract. Let $A$ be a central simple algebra over a number field $K$ with ring of integers $\mathcal{O}_K$, such that either the degree of the algebra $n \geq 3$, or $n = 2$ and $A$ is not a totally definite quaternion algebra. Then strong approximation holds in $A$, which allows us to describe the genus of an $\mathcal{O}_K$-order $\Gamma \subset A$ in terms of idelic quotients of the field $K$. We consider orders $\Gamma$ that are tiled at every finite place $\nu$ of $K$ and use the Bruhat-Tits building for $\text{SL}_n(K_\nu)$ to give a geometric description for the local normalizers of $\Gamma$. We also give explicit formulas and algorithms to compute the type number of $\Gamma$. Our results generalize work of Vignéras [25] for orders in higher degree central simple algebras.

1. Introduction

Type numbers of orders in central simple algebras have been investigated in different contexts. The initial interest has been in finding type numbers of maximal and Eichler orders in totally definite quaternion algebras, with formulas given first by Deuring [5], and subsequently by Eichler [6], Peters [11] and Pizer [14, 12]. The rich arithmetic structure of quaternion orders and the type number formulas gave rise to various applications in areas such as the theory of ternary quadratic forms [23], computing traces of Brandt matrices for classical modular forms [13], or computing spaces of Hilbert modular cusp forms [24]. The case of Eichler orders in not totally definite quaternion algebras is also of interest, since such orders give rise to Shimura curves. Type numbers of such orders have been computed by Vignéras in [25] using strong approximation, a tool on which we will also rely on in this article.

Let $A$ be a central simple algebra of degree $n \geq 2$ over a number field $K$ with ring of integers $\mathcal{O}_K$, such that either $n \geq 3$, or $A$ is not a totally definite quaternion algebra. Then strong approximation holds in $A$. Let $\Gamma$ be an $\mathcal{O}_K$-order in $A$. The type number of $\Gamma$ is the number of isomorphism classes of orders that are locally isomorphic to $\Gamma$, which constitutes the genus of $\Gamma$. We will denote the type number by $G(\Gamma)$.

We follow the conventions in [9], where the authors investigate maximal orders. In particular, they apply strong approximation and express the arithmetic of the global order in terms of idelic arithmetic over the field $K$ in the following way. The reduced norm maps $\text{nr}_{A/K} : A \rightarrow K$ and $\text{nr}_{A_\nu/K_\nu} : A_\nu \rightarrow K_\nu$ at all places $\nu$ of $K$ induce norm maps on the ideles $\text{nr} : J_A \rightarrow J_K$, where $\text{nr}((a_\nu)_\nu) = (\text{nr}_{A_\nu/K_\nu}(a_\nu))_\nu$. Consider a maximal order $\Lambda \subseteq A$, then $\Lambda_\nu$ is maximal at all finite places. Denote the normalizer of $\Lambda_\nu$ by $\mathcal{N}(\Lambda_\nu)$, and the restricted product $\prod_\nu \mathcal{N}(\Lambda_\nu) := J_A \cap \prod_\nu \mathcal{N}(\Lambda_\nu)$. Then the type number $G(\Lambda)$ is given by the number of double cosets $A^\times \backslash J_A / \prod_\nu \mathcal{N}(\Lambda_\nu)$. As a consequence of strong approximation, the reduced
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norm induces a bijection

\[ \text{nr} : A^\times \backslash J_A / \prod \mathcal{N}(\Lambda_\nu) \rightarrow J_K / K^\times \text{nr}(\prod \mathcal{N}(\Lambda_\nu)). \]

In particular, when \( \Lambda_\nu \) is maximal in \( A_\nu \cong M_{n_\nu}(D_\nu) \) where \( D_\nu \) is a division algebra over \( K_\nu \), \( \text{nr}(\Lambda_\nu) = (K_\nu^\times)^{n_\nu} \mathcal{O}_\nu^\times \). A natural question would be to ask what kind of groups we can get when \( \Lambda_\nu \) is nonmaximal. In this article, we study a class of orders \( \Gamma \) for which \( \text{nr}(\mathcal{N}(\Gamma_\nu)) = (K_\nu^\times)^{d_\nu} \mathcal{O}_\nu^\times \) with \( d_\nu | n_\nu \) and describe this exponent geometrically.

In particular, we investigate type numbers of orders that are tiled at all finite places, and we call such orders everywhere locally tiled. When it is clear that we work in the global context, we simply call such global orders “locally tiled”. Background information for (local) tiled orders can be found in Section 2. Tiled orders are of interest to us for a few reasons. First, they are a class more general than maximal and hereditary orders. Second, we can use a combinatorial and geometric framework to investigate their algebraic properties.

To compute the type number \( G(\Gamma) \) of an everywhere locally tiled order \( \Gamma \), we apply strong approximation and use the same idelic quotient as in the equation above. In order to describe the local results, we switch to the local notation used in Section 3. To avoid confusion, we only use local notation in Section 3 and return to global notation in Section 4. In the local setting, when we refer to a tiled order \( \Gamma \), we mean a local order \( \Gamma \subseteq M_r(D) \), where \( D \) is a division algebra over a non-archimedean local field \( k \). We assume \( \text{char}(k) = 0 \), and denote the valuation ring of \( k \) by \( R \). As in [20], we can associate to \( \Gamma \) a convex polytope \( C_\Gamma \) in an apartment \( \mathcal{A} \) in the building for \( \text{SL}_r(D) \). Isomorphic orders will have geometrically congruent polytopes, and we can partition such polytopes into equivalence classes. Each class consists of polytopes that can be connected through reflections across hyperplanes in \( \mathcal{A} \), which we call reflection equivalent. Additionally, this equivalence relation can be represented using algebraic invariants of the tiled order. We get equivalence classes \([\Gamma_0], [\Gamma_1], \ldots, [\Gamma_{r-1}]\), and can connect the set of such equivalence classes with \( \text{nr}(\mathcal{N}(\Gamma)) \).

**Theorem.** Let \( \Gamma \) be a tiled order with corresponding reflection classes \([\Gamma_i]\). Then the following are equivalent:

(a) There are \( d \) distinct equivalence classes.
(b) \( d \) is the smallest among \( \{1, 2, \ldots, r\} \) such that \([\Gamma_s] = [\Gamma_t] \) whenever \( s \equiv t \) (mod \( d \)).
(c) \( d \) is the smallest among \( \{1, 2, \ldots, r\} \) such that \([\Gamma_0] = [\Gamma_d] \).
(d) \( \text{nr}(\mathcal{N}(\Gamma)) = (k^\times)^d R^\times \).

This theorem allows us to find the number of reflection classes for any (local) tiled order \( \Gamma \) as described in Algorithm 1 in Section 3. While the general algorithm requires some knowledge about \( \mathcal{N}(\Gamma) \), there is one particular case, when the local algebra \( M_p(D) \) has \( p \) a prime number, which does not require finding the normalizer \( \mathcal{N}(\Gamma) \). This particular case is described in Algorithm 2 of Section 3.

We return to global notation and compute type numbers in Section 4 by expressing the idelic cosets in terms of class groups.

**Theorem.** Let \( A \) be a central simple algebra of degree \( n \geq 2 \) over a number field \( K \) such that either \( n \geq 3 \), or \( A \) is not a totally definite quaternion algebra. Let \( \Gamma \) be an everywhere locally tiled order in \( A \). Let \( \Omega \) be the set of real ramified primes in \( A \), \( \text{Cl}_\Omega(K) \) be the ray class group modulo the real places in \( \Omega \), \( S = S_\infty - \Omega \) and \( T = \{ p \text{ finite} : \text{nr}(\mathcal{N}(\Gamma_p)) = 1 \} \).
Similarly, we can define $J$\(\times\)\(d_pR_p, d_p \neq n\). For each place \(p \in T\), pick a prime \(q_p\) such that \([q_p] = [p^{d_p}]\) in \(\text{Cl}_\Omega(K)\) and let \(\hat{T} = \{q_p : p \in T\} \cup S\). Then
\[
G(\Gamma) = \#\text{Cl}_{\hat{T},\Omega}(K)/\text{Cl}_{\hat{T},\Omega}(K)^n,
\]
where \(\text{Cl}_{\hat{T},\Omega}(K) = \text{Cl}_{\Omega}(K)/\langle[q_p] : p \in T\rangle\).

Together with the algorithms in Section 3, we can use the above theorem to compute type numbers of any everywhere locally tiled order, and we illustrate it with an example.

Many of the results in this article can be generalized to algebras over general global fields, however there are various cases that require caution. For example, not all such algebras have strong approximation, in which case other sets of tools would be necessary for finding type numbers. Some steps towards a generalization can be found in Brzezinski [4]. On the other hand, we could also look at \(O\)-orders in \(A\) where \(O\) is an arbitrary order in the number field \(K\), but their associated class groups would require extra care.

2. Preliminaries

2.1. Class groups and ideles. Let \(A\) be a central simple algebra over a number field \(K\) such that either the degree of the algebra \(n \geq 3\) or \(n = 2\) and \(A\) is not a totally definite quaternion algebra; then strong approximation holds in \(A\). Denote the ring of integers of \(K\) by \(\mathcal{O}_K\) and the set of places of \(K\) by \(\text{Pl}(K)\). Let \(\Gamma\) be an \(\mathcal{O}_K\)-order in \(A\). We denote by \(K_\nu\) and \(\mathcal{O}_\nu\) the completions of \(K\), and respectively \(\mathcal{O}_K\), at a place \(\nu\) of \(K\), and let \(A_\nu := K_\nu \otimes_K A\) and \(\Gamma_\nu := \mathcal{O}_\nu \otimes_R \Gamma\). If \(\nu\) is an infinite place, we set \(\mathcal{O}_\nu := K_\nu\) and \(\Gamma_\nu := A_\nu\).

Given a finite set of places \(S\) of \(K\), we define the set of \(S\)-ideles by
\[
J_{K,S} := \prod_{\nu \in S} K_\nu^\times \prod_{\nu \not\in S} \mathcal{O}_\nu^\times.
\]
We denote the ideles of \(K\) by
\[
J_K := \bigcup_{S \subseteq \text{Pl}(K)} J_{K,S} \subseteq \prod_{\nu} K_\nu^\times.
\]
We also write \(J_K = \prod_\nu K_\nu^\times\), where \(\prod_\nu\) is the restricted product over the places \(\nu\) of \(K\).

Similarly, we can define \(J_A\) the ideles of \(A\). We have reduced norm maps \(\text{nr}_{A/K} : A \rightarrow K\) and \(\text{nr}_{A_\nu/K_\nu} : A_\nu \rightarrow K_\nu\), which induce \(\text{nr} : J_A \rightarrow J_K\) where \(\text{nr}((a_\nu)_{\nu}) = (\text{nr}_{A_\nu/K_\nu}(a_\nu))_{\nu}\).

Denote the normalizer of \(\Gamma_\nu\) by \(\mathcal{N}(\Gamma_\nu) = \{\xi \in A_\nu^\times | \xi \Gamma_\nu \xi^{-1} = \Gamma_\nu\}\), and the restricted product \(\prod_\nu \mathcal{N}(\Gamma_\nu) := J_A \cap \prod_\nu \mathcal{N}(\Gamma_\nu)\).

Consider the set of \(\mathcal{O}_K\)-orders in \(A\) locally isomorphic to \(\Gamma\); this is the genus of \(\Gamma\). By the Skolem-Noether theorem, this set consists of \(\mathcal{O}_K\)-orders \(\Lambda \subset A\) such that \(\Lambda_\nu = \xi_\nu \Gamma_\nu \xi_\nu^{-1}\) for some \(\xi_\nu \in A_\nu^\times\) at all finite places \(\nu\) of \(K\). Local isomorphisms don’t necessarily lift to global isomorphisms, and we wish to investigate the isomorphism classes in the genus of \(\Gamma\). Since by the Skolem-Noether theorem, \(\Lambda\) and \(\Gamma\) are isomorphic if and only if \(\Lambda = \xi \Gamma \xi^{-1}\) by some \(\xi \in A^\times\), the isomorphism classes correspond to the double cosets \(A^\times \backslash J_A / \prod_\nu \mathcal{N}(\Gamma_\nu)\). We denote the cardinality of the double cosets by \(G(\Gamma)\), which is also known as the type number of \(\Gamma\). Our main goal is to compute \(G(\Gamma)\) in the case where each completion \(\Gamma_\nu\) is tiled. Tiled orders generalize maximal and hereditary orders; we define them in Section 2.5.

As a consequence of strong approximation, the reduced norm map induces a bijection
\begin{equation}
\text{nr} : A^\times \backslash J_A / \prod_{\nu} \mathcal{N}(\Lambda_\nu) \to K^\times \backslash J_K / \text{nr}(\prod_{\nu} \mathcal{N}(\Lambda_\nu)) \cong J_K / K^\times \text{nr}(\prod_{\nu} \mathcal{N}(\Lambda_\nu)),
\end{equation}

(for more background, see [26, Corollary 28.4.8] and [9, Theorem 3.1]), where the codomain has the structure of an abelian group.

In order to find the number of cosets as in the equation above, we need to connect such idealic cosets with class groups of \( K \). We follow sections I.6, VII.1 and VII.3 in [8]. Let \( \text{Cl}(K) \) be the class group of \( K \). Then \( \text{Cl}(K) \cong J_K / K^\times J_{K,S_\infty} \), where \( S_\infty \) is the set of infinite places of \( K \). It is well known that the class group of a number field is finite; let \( h(K) := \#\text{Cl}(K) \) be the class number of \( K \).

We also introduce more general class groups. Let \( \Omega \) be a subset of the real places of \( K \), and \( S \) a finite set of places of \( K \) such that \( S_\infty \subseteq S \cup \Omega \) and \( S \cap \Omega = \emptyset \). Define

\[
J_{K,S,\Omega} := \prod_{\nu \in \Omega} \mathbb{R}_+^\times \prod_{\nu \in S \setminus \Omega} K_\nu^\times \prod_{\nu \not\in S \setminus \Omega} \mathcal{O}_\nu^\times.
\]

Note that in our previous notation, \( J_{K,S_\infty} = J_{K,S_\infty,\emptyset} \), so we drop the subscript \( \Omega \) when \( \Omega \) is empty. We define the \((S, \Omega)\)-class group of \( K \) by

\[
\text{Cl}_{S,\Omega}(K) := J_K / K^\times J_{K,S,\Omega}.
\]

In the particular case where \( S \cup \Omega = S_\infty \) and therefore \( S \) contains no finite places, \( \text{Cl}_{S,\Omega} \) is uniquely determined by \( \Omega \). For notational convenience, we write in this case \( \text{Cl}_\Omega := \text{Cl}_{S,\Omega}(K) \).

The group \( \text{Cl}_\Omega(K) \) is also known as the \( \Omega \)-ray class group of \( K \), and can also be realized the following way. Let \( \Omega_a := \{ a \in K : \nu(a) > 0 \text{ for all } \nu \in \Omega \} \) be the subset of \( K \) consisting of elements of \( K \) that are positive at all places in \( \Omega \). Then \( \text{Cl}_\Omega(K) = I_K / P_\Omega \), where \( I_K \) is the set of fractional ideals of \( \mathcal{O}_K \) and \( P_\Omega = \{(a) : a \in K_\Omega^\times \} \) is the set of principal ideals generated by elements of \( K_\Omega \).

We have a global interpretation for the groups \( \text{Cl}_{S,\Omega}(K) \) as well. Let \( T = \{ p \in S : p \text{ is finite} \} \). Note that \( J_{K,S \setminus T,\Omega} \subseteq J_{K,S,\Omega} \), so we have a surjective homomorphism \( \text{Cl}_{S \setminus T,\Omega}(K) = \text{Cl}_\Omega(K) \to \text{Cl}_{S,\Omega}(K) \) with kernel \( \prod_{p \in T} (\ldots, 1, K_p^\times, 1, \ldots) K^\times J_{K,S \setminus T,\Omega} \). Since the uniformizers \( \pi_p \) generate each \( K_p^\times \) and each coset \( (\ldots, 1, \pi_p, 1, \ldots) K^\times J_{K,S \setminus T,\Omega} \) corresponds to the ideal class \([p] \in \text{Cl}_\Omega \), we get

\[
\text{Cl}_{S,\Omega}(K) \cong \text{Cl}_\Omega(K) / \langle [p] : p \in T \rangle.
\]

Therefore, each class group \( \text{Cl}_{S,\Omega}(K) \) can be realized equivalently either globally as a quotient of the fractional ideals of \( \mathcal{O}_K \), or locally as an idealic quotient. We will use both characterizations in our calculations.

**2.2. Central simple algebras over local fields.** We now proceed locally and introduce the corresponding notation, used primarily in Section 3. Let \( A \) be a central simple algebra over a non-archimedean local field \( k \) (char \( k = 0 \)) with a valuation \( v \) and valuation ring \( R \), unique maximal ideal \( P \) and uniformizer \( \pi \), such that the residue field \( \overline{R} := R/P \) is finite of size \( q \). Following Chapter 5 in [16], let \( V \) be a minimal right ideal of \( A \), and let \( D = \text{Hom}_A(V,V) \). Then we can view \( _DV_A \) as a bimodule, where given any left \( D \)-basis \( \{v_1, \ldots, v_n\} \) for \( V \), we have the action

\[
(v_1, \ldots, v_n) a = (\alpha_{ij})(v_1, \ldots, v_n), \quad (\alpha_{ij}) \in M_n(D)
\]
for any \( a \in A \), and from now on we identify \( A \) with \( M_n(D) \) and \( V \) with \( D^n \). By the Artin-Wedderburn theorem, \( D \) is a central division algebra over \( k \) of some degree \( m \), so \( \text{deg}(A) = mn \). Let \( \Delta \) be the unique maximal \( R \)-order in \( D \), equipped with a prime element \( \pi \) such that \( \pi^m = \pi \).

Motivated by Equation (1), we want to investigate the reduced norm map \( \text{nr}_{M_n(D)/k} \). We start with \( \text{nr}_{D/k} \), as discussed in [16, Section 14]. In particular, \( D \) contains a maximal subfield \( W \) (with valuation ring \( R_W \)), which is an unramified extension of \( k \). Then \( W = k(\omega) \), where \( \omega \) is a \((q^m - 1)\)th root of unity. In addition, \( W \) is a splitting field for \( D \), so \( D \otimes_k W \cong M_m(W) \) and there is an embedding (see [16, p. 18]) \( \mu : D \hookrightarrow M_m(W) \) which induces the norm map \( \text{nr}_{D/k}(x) = \det(\mu(x)) \). Denoting by \( N_{W/k} \) is the regular norm map, this embedding gives

\[
\text{nr}_{D/k}(\pi) = (-1)^{m-1}\pi, \quad \text{and} \quad \text{nr}_{D/k}(\alpha) = N_{W/k}(\alpha) \quad \text{for all} \quad \alpha \in W.
\]

To obtain reduced norms for the whole algebra \( M_n(D) \) over \( k \), we note that the map \( \mu \) induces an embedding \( \hat{\mu} : M_n(D) \hookrightarrow M_{mn}(W) \) where \((a_{ij}) \in M_n(D)\) and \((a_{ij}) \mapsto (\mu(a_{ij}))\).

By [16, p. 282],

\[
(2) \quad \text{nr}_{M_n(D)/k}(x) = \det(\hat{\mu}(x)).
\]

In particular, by embedding \( D \) on the diagonal in \( M_n(D) \), we get

\[
(3) \quad \text{nr}_{M_n(D)/k}(x) = (\text{nr}_{D/k}(x))^n \quad \text{for all} \quad x \in D
\]

A couple of notes on \( \text{nr}_{D/k}(\Delta) \) and \( \text{nr}_{M_n(D)/k}(M_n(\Delta)) \). By [16, p.319], \( N_{W/k} \) maps the units of \( R_W \) onto \( R^\times \). By [16, Theorem 14.4], we also have that \( \Delta = R[\omega, \pi] = R_W[\pi] \), and therefore \( \mu(\Delta) \subseteq M_m(R_W) \) and \( \hat{\mu}(M_n(\Delta)) \subseteq M_{mn}(R_W) \). Putting it all together, we get

\[
(4) \quad \text{nr}_{D/k}(\Delta) = R \quad \text{and} \quad \text{nr}_{M_n(D)/k}(M_n(\Delta)) = R.
\]

Finally, we also have have a normalized valuation \( v_D \) on \( D \), such that (see [16, Equation 13.1])

\[
(5) \quad v_D(a) = \frac{1}{m}v((\text{nr}_{D/k} a)^m) = v(\text{nr}_{D/k} a).
\]

We connect the two valuations with the reduced norm \( \text{nr}_{M_n(D)/k} \) in the matrix algebra using the Dieudonné determinant \( \det : \text{GL}_n(D) \to D^\times/[D^\times, D^\times] \). We define \( \text{SL}_n(D) \) to be the kernel of the Dieudonné determinant.

**Lemma 2.1.** Let \( v \) and \( v_D \) be (normalized) valuations on \( k \) and \( D \), and let \( x \in \text{GL}_n(D) \). Then \( v_D(\det(x)) = v(\text{nr}_{M_n(D)/k}(x)) \).

**Proof.** By Equation (2), \( v(\text{nr}_{M_n(D)/k}(x)) = v(\det(\mu(x))) \). Since both the reduced norm map and the Dieudonné determinant are multiplicative ([18, Theorem 2.2.5]), it suffices to prove the equality for elementary matrices. The claim is clear for row-addition and row-swapping matrices. It remains to check the claim for row-multiplication matrices. Again by multiplicativity, it suffices to consider the diagonal matrix \( d = \text{diag}(y, 1, 1, \ldots, 1) \), for \( y \in D \). Then \( v_D(\det(d)) = v_D(y) \), and \( v(\text{nr}_{M_n(D)/k}(d)) = v(\text{nr}_{D/k}(y)) \). By Equation (5), the two valuations are equal. \( \square \)

Now that we have the connection between the reduced norm of a matrix and its Dieudonné determinant, we introduce the type of a matrix. Note that while we encounter both type
numbers of orders and types of matrices in this article, the two terms are already deeply ingrained in the literature but not in any way connected to each other.

**Definition 2.2.** Let \( g \in GL_n(D) \). We define the **type** of the matrix \( g \) by

\[
t(g) := v_D(\det(g)) \pmod{n}.
\]

Consider monomial matrices in \( GL_n(D) \), which are of the form \( \xi = (\pi^{\alpha_i} \delta_{\sigma(i)j}) \), where \( \delta_{ij} \) is the Kronecker delta and \( \sigma \) a permutation in \( S_n \). Then \( \xi \) is a product of the diagonal matrix \( d = (\pi^{\alpha_i}) \) and the permutation matrix \( p_\sigma = (\delta_{\sigma(i)j}) \), so by [15, Theorem 2.2.5] its Dieudonné determinant is \( \det(\xi) = \det(d) \det(p_\sigma) = \text{sgn}(\sigma) \pi^{\sum_{i=1}^n \alpha_i}. \) Therefore, we have

\[
t(\xi) \equiv \sum_{i=1}^n \alpha_i \pmod{n}.
\]

By Lemma 2.1, \( t(g) \equiv v(\text{nr}_{\mathcal{M}_n(D)/k}(g)) \pmod{n} \), and motivated by Equation (11) we will use the type of a matrix as a proxy for its reduced norm in type number computations.

2.3. **The building for \( SL_n(D) \).** We introduce the building-theoretic framework used throughout, following Chapter 9 in [17]. In particular, we construct the affine building for \( SL_n(D) \). We say that two full \( \Delta \)-lattices \( L_1 \) and \( L_2 \) in \( V \) are **homothetic** if \( L_1 = aL_2 \) for some \( a \in D \). Homothety of lattices is an equivalence relation, and we denote the homothety class of \( L \) by \([L]\). The vertices in the building are the homothety classes of lattices in \( D^n \), and there is an edge between two vertices if there are lattices \( L_1 \) and \( L_2 \) in their respective homothety classes such that \( \pi L_1 \subsetneq L_2 \subsetneq L_1 \). The vertices of an \( \ell \)-simplex correspond to chains of lattices of the form \( \pi L_1 \subsetneq L_2 \subsetneq \cdots \subsetneq L_{\ell+1} \subsetneq L_1 \). The maximal \((n-1)\)-simplices are called chambers.

To each frame of lines generated by a basis \( \{v_1, v_2, \ldots, v_n\} \), we have an associated subcomplex of the affine building for \( SL_n(D) \), called an apartment. The vertices of the apartment are homothety classes of lattices of the form \( L = \Delta \pi^{m_1} v_1 \oplus \Delta \pi^{m_2} v_2 \oplus \cdots \oplus \Delta \pi^{m_n} v_n, m_i \in \mathbb{Z} \), which we encode by \([L] = [m_1, m_2, m_3, \ldots, m_n] = [0, m_2 - m_1, \ldots, m_n - m_1] \).

Each apartment is an \((n-1)\)-complex and a tessellation of \( \mathbb{R}^{n-1} \), with hyperplanes \( x_i - x_j = \mu_{ij} \) for \( i \in \{1, 2, \ldots, n\} \), where at the intersection of \((n-1)\) pairwise non-parallel hyperplanes we obtain a homothety class as seen in Example 2.3. Since we can switch between apartments by conjugating the basis, and conjugation does not change the reduced norm of \( \mathcal{N}(\Gamma) \), from now on we fix the apartment \( \mathcal{A} \) associated to the standard basis \( \{e_1, e_2, \ldots, e_n\} \).

**Example 2.3.** In Figure 2.3 we see a piece of the apartment in the building for \( SL_2(D) \), where lines in the apartment correspond to hyperplanes, and are given by equations of the form \( x_s - x_t = \mu, \mu \in \mathbb{Z} \).

Since the apartment \( \mathcal{A} \) corresponds to the frame generated by the standard basis, we obtain a transitive action on \( \mathcal{A} \) by multiplying the homothety classes corresponding to its vertices on the left by monomial matrices. We state the following easy to check facts: diagonal matrices of the form \( (\pi^{\delta_{ij}}) \) where \( \delta_{ij} \) is the Kronecker delta, act on the apartment by translations, row-interchanging elementary matrices act by reflections with respect to hyperplanes passing through the vertex \([0,0,\ldots,0]\) (which we will also refer to as the origin), and monomial matrices of the form \( (\pi^{\delta_{\sigma(i)j}}), \sigma \in S_n \) correspond to compositions of such reflections and translations. The type of such a matrix can give us information about the action of the matrix on the apartment.
Lemma 2.4. A monomial matrix of the form \((\pi^\beta \delta_{\sigma(i)j})\) has type 0 if and only if it acts as a product of reflections on \(A\).

Proof. Let \(\xi := (\pi^\beta \delta_{\sigma(i)j})\), then the action of \(\xi\) preserves the frame \(\{e_1, \ldots, e_n\}\) and therefore acts on the apartment. Since \(t(g) \equiv 0 \pmod{n}\), either \(\xi \in \text{SL}_n(D)\) or we can write it as \(\xi = u \cdot \xi'\), where \(u\) is a row-interchanging matrix and \(\xi' \in \text{SL}_n(D)\). By the observation above, \(u\) acts on \(A\) by a reflection, so it is enough to show that \(\xi \in \text{SL}_n(D)\) acts on the buildings as a product of reflections. This is indeed true; for example, see Section 8 in [3] for the construction of the associated Weyl group.

Conversely, suppose we have a monomial matrix corresponding to the reflection with respect to the hyperplane \(x_s - x_t = \mu\). Then we can easily check that \(\eta = (\pi^\alpha \delta_{\tau(i)j})\), where \(\tau = (st)\),

\[
\alpha_i = \begin{cases} 
0 & i \neq s \text{ and } i \neq t \\
\mu & i = s \\
-\mu & i = t 
\end{cases}
\]

and \(t(\eta) \equiv 0 \pmod{n}\). Any product of such reflections will also be a monomial matrix of type 0 of the form \((\pi^\beta \delta_{\sigma(i)j})\). \(\square\)

We can extend the concept of type to lattices as follows. The group \(\text{GL}_n(D)\) acts transitively on the set of \(\Delta\)-lattices, the action being well-defined on homothety classes. Setting \(L_0\) as above to have type 0, the type of any other lattice \(L := gL_0\) is defined as

\[
t(L) \equiv t(g) \pmod{n},
\]

where \(t(g)\) is the type of the matrix defined earlier. Note that the type of a lattice is well defined on each homothety class. It follows then that \(g \in \text{GL}_n(D)\) will send a vertex \([L]\) to a vertex \([L']\) with

\[
t(L') \equiv t(L) + t(g) \pmod{n}.
\]

Since \([L] = [m_1, m_2, \ldots, m_n]\) is obtained from \(L_0\) by (left) multiplication with the diagonal matrix \((\pi^m \delta_{ij})\), we have

\[
t(L) \equiv \sum_{i=1}^{n} m_i \pmod{n}.
\]

There exists an immediate connection between the building for \(\text{SL}_n(D)\) and maximal orders in \(M_n(D)\), which we explore next.
2.4. Maximal orders. We introduce the correspondence between maximal orders in $M_n(D)$ and homothety classes of lattices. Following Chapter 5 in [16], let $L_0$ be the free (right) $\Delta$-lattice generated by $\{e_1, \ldots, e_n\}$, then we identify $\text{End}_\Delta(L_0)$ with the maximal order $M_n(\Delta)$. By [16 (17.3)], every maximal order in $M_n(D)$ is conjugate to $M_n(\Delta)$ by some $\xi \in \text{GL}_n(D)$, so we identify $\xi M_n(\Delta) \xi^{-1}$ with $\text{End}_\Delta(\xi L_0)$. One can easily check that $[L_1] = [L_2]$ if and only if $\text{End}_\Delta(L_1) = \text{End}_\Delta(L_2)$, so we can identify each homothety class of a lattice with a maximal order. By the previous subsection, we have correspondences between homothety classes of lattices, maximal orders, and vertices in the building.

Next, we look at normalizers of maximal orders. Let $\Lambda = M_n(\Delta)$, in which case $\Lambda^\times = \text{GL}_n(\Delta)$.

**Proposition 2.5.** For $\Lambda = M_n(\Delta)$, the normalizer is given by $\mathcal{N}(\Lambda) = D^\times \Lambda^\times$.

**Proof.** We follow a similar approach to the discussion in [9, Section 3.1]. Since $\Delta$ is the unique maximal order in $D$, note that $x \Delta x^{-1} = \Delta$ for any $x \in D^\times$. Embedding $D^\times \hookrightarrow \text{GL}_n(D)$ diagonally, $x M_n(\Delta) x^{-1} = M_n(x \Delta x^{-1}) = M_n(\Delta)$, so $D^\times \subseteq \mathcal{N}(\Lambda)$. In addition, clearly $\Lambda^\times \subseteq \mathcal{N}(\Lambda)$, and therefore $D^\times \Lambda^\times \subseteq \mathcal{N}(\Lambda)$.

Now we prove the other containment. From (37.25)-(37.27) of [16],

$$\mathcal{N}(\Lambda)/k^\times \Lambda^\times \cong \mathbb{Z}/m\mathbb{Z}.$$  

By [16 17.3], $\pi \Lambda$ is the unique two-sided ideal of $\Lambda$, which implies $\pi \in \mathcal{N}(\Lambda)$. Since $m$ is the smallest power such that $\pi^m \in k^\times$, it follows that the normalizer is generated by the set $\{\pi, k^\times \Lambda^\times\}$. We already have $D^\times \Lambda^\times \subseteq \mathcal{N}(\Lambda)$, so $D^\times \Lambda^\times \subseteq \langle \pi, k^\times \Lambda^\times \rangle$. On the other hand, $\langle \pi, k^\times \Lambda^\times \rangle \subseteq D^\times \Lambda^\times$ since $\pi \in D^\times$. Thus $\mathcal{N}(\Lambda) = D^\times \Lambda^\times$. \hfill $\square$

Since all maximal orders in $M_n(D)$ are conjugate to $M_n(\Delta)$, we have the following easy corollary:

**Corollary 2.6.** Suppose $\Lambda$ is a maximal order in $A = M_n(D)$. Then

$$\text{nr}_{A/k}(\mathcal{N}(\Lambda)) = (k^\times)^n R^\times.$$  

**Proof.** Let $\Lambda$ be a maximal order in $M_n(D).$ Then $\Lambda = \xi M_n(\Delta) \xi^{-1}$ for some $\xi \in \text{GL}_n(D)$. By Proposition 2.5

$$\mathcal{N}(\Lambda) = \mathcal{N}(\xi M_n(\Delta) \xi^{-1}) = \xi \mathcal{N}(M_n(\Delta)) \xi^{-1} = \xi D^\times \text{GL}_n(\Delta) \xi^{-1}.$$  

Since norms are multiplicative and $k$ is commutative, we have

$$\text{nr}_{A/k}(\xi D^\times \text{GL}_n(\Delta) \xi^{-1}) = \text{nr}_{A/k}(D^\times) \text{nr}_{A/k}(\text{GL}_n(\Delta)).$$  

By Equation (3) and the fact that $\text{nr}_{D/k}(D) = k$ (see page 153 in [16]), we get $\text{nr}_{A/k}(D^\times) = (k^\times)^n$. That $\text{nr}_{A/k}(\text{GL}_n(\Delta)) = R^\times$ follows from Equation (4). \hfill $\square$

2.5. Tiled orders. We use the building-theoretic framework to study the following orders.

**Definition 2.7.** We say $\Gamma \subseteq M_n(D)$ is a tiled order if it contains a conjugate of the diagonal ring $\text{diag}(\Delta, \Delta, \ldots, \Delta)$.

For example, maximal orders are tiled, since every maximal order in $M_n(D)$ is conjugate to $M_n(\Delta)$. When $n = 1$, $\Delta$ is the unique maximal order in $D$ and therefore equal to any of its conjugates, so $\Gamma \subset D$ is tiled if and only if it is maximal and $\Gamma = \Delta$. 
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None of the results in this subsection are new, but we include them together with examples for the convenience of the reader. We describe the connection between tiled orders and buildings following [20], while the more specific results involving structural invariants follow [1].

Note that conjugation does not change the structure of the normalizer of an order, and simply might change the apartment we work in. Conjugating if necessary, from now on we may and will assume that Γ contains $\text{diag}(\Delta, \Delta, \ldots, \Delta)$, and we fix the apartment $\mathcal{A}$ where $[0,0,\ldots,0]$ corresponds to $M_n(\Delta)$. Then by Proposition 2.1 in [20], $\Gamma = (p^{\mu_{ij}})$ where $p = \pi \Delta$ and

$$\mu_{ij} + \mu_{jk} \geq \mu_{ik} \text{ for all } i, j, k \leq n, \quad \mu_{ii} = 0.$$ 

We denote by $M_{\Gamma} = (\mu_{ij})$ the exponent matrix of $\Gamma$. We associate to $\Gamma$ a polytope in the apartment the following way. The equations of the form $x_i - x_j = \mu \in \mathbb{Z}$, $1 \leq i, j \leq n$ determine hyperplanes in $\mathbb{R}^{n-1}$, and the hyperplanes $H_{ij} := x_i - x_j = \mu_{ij}$ with $\mu_{ij}$ as above are the bounding hyperplanes of a convex polytope, which we denote by $C_{\Gamma}$. In addition, the vertices given by

$$[P_1] = [\mu_{11}, \mu_{21}, \ldots, \mu_{n1}], \quad [P_2] = [\mu_{12}, \mu_{22}, \ldots, \mu_{n2}], \ldots, \quad [P_n] = [\mu_{1n}, \mu_{2n}, \ldots, \mu_{nn}],$$

which correspond to the homothety classes of the columns of $\Gamma$, are extremal points on $C_{\Gamma}$ [19, Proposition 2.2] and uniquely determine $\Gamma$ [15, Remark II.4]. From now on, we will refer to the homothety classes $[P_i]$ as the distinguished vertices of $C_{\Gamma}$.

**Figure 1.**

Example 2.8. Let $\Gamma$ with exponent matrix $M_{\Gamma} = \begin{pmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}$. In Figure 1 we see the associated convex polytope $C_{\Gamma}$ in blue determined by

$$0 \leq x_1 - x_2 \leq 1$$

$$0 \leq x_1 - x_3 \leq 1$$
Note that $C_\Gamma$ is also the convex hull of its distinguished vertices

$[P_1] = [0, 0, 0], \quad [P_2] = [0, -1, 0] = [1, 0, 1], \quad [P_3] = [0, 0, -1] = [1, 1, 0].$

We also see that the action of $\text{GL}_n$ on the apartment extends to polytopes and their associated orders. For example, consider the matrix $\xi = \begin{pmatrix} 0 & 0 & 1 \\ 0 & \pi & 0 \\ \pi & 0 & 0 \end{pmatrix}$, then $\xi \Gamma \xi^{-1} = \Gamma'$ with exponent matrix $M_{\Gamma'} = \begin{pmatrix} 0 & 0 & -1 \\ 2 & 0 & 0 \\ 0 & 1 & \pi \end{pmatrix}$ and convex polytope $C_{\Gamma'}$, depicted in Figure 1\[ in green. Notice that $\xi = \begin{pmatrix} 0 & 0 & 1 \\ 0 & \pi & 0 \\ 0 & 0 & \pi \end{pmatrix}$ decomposes as a product of a diagonal and a permutation matrix. The permutation matrix corresponds to the reflection with respect to the hyperplane $x_1 - x_3 = 0$, which reflects $C_\Gamma$ to the polytope $C_{\tilde{\Gamma}}$ in yellow. The diagonal matrix then corresponds to translating $C_{\Gamma}$ so that the vertex $[0, 1, 1]$ aligns with $[0, 2, 2]$, which then gives $C_{\Gamma'}$.

The first connection between the geometry of $C_\Gamma$ and algebraic properties of $\Gamma$ is the following:

**Proposition 2.9** (Proposition 3.3, \[20\]). Let $\Gamma$ be a tiled order with convex polytope $C_\Gamma$, and consider the set of maximal orders $\{\Lambda_i\}$ corresponding to the vertices on $C_\Gamma$. Then $\Gamma = \cap_i \Lambda_i$.

We can make the connection between the geometry of $C_\Gamma$ and the algebraic properties of $\Gamma$ more explicit. In unpublished work \[27\] (see \[15\]), Zassenhaus introduced a set of structural invariants for tiled orders, defined by:

$$m_{ij\ell} = \mu_{ij} + \mu_{j\ell} - \mu_{i\ell}, \text{ for } 1 \leq i, j, \ell \leq n.$$ 

Each isomorphism class is then determined by these invariants, and we have the following isomorphism criterion.

**Proposition 2.10** (Zassenhaus, \[27\]). Let $\Gamma, \Gamma' \subset M_n(D)$ be two tiled orders containing $\text{diag}(\Delta, \Delta, \ldots, \Delta)$, and let $m_{ij\ell}$ and $m'_{ij\ell}$ be their structural invariants. Then $\Gamma$ and $\Gamma'$ are isomorphic if and only if there exists $\sigma \in S_n$ such that

$$m'_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)} \quad \text{for all } 1 \leq i, j, \ell \leq n.$$ 

*Proof.* See the proof in \[11\, Proposition 6] generalizing to matrices over a division ring. \[□

Denote by $t_i = t[P_i]$ the types of the distinguished vertices of $\Gamma$.

**Corollary 2.11.** Let $\Gamma$ be a tiled order with structural invariants $m_{ij\ell}$ and types of distinguished vertices $t_i$, and let $\xi = (\pi^{a_i} \delta_{j(i)} \xi)$ be a monomial matrix. Then $\Gamma' := \xi \Gamma \xi^{-1}$ has structural invariants and types of distinguished vertices

$$m'_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)} \quad \text{and} \quad t'_i = t(\xi) + t_{\sigma(i)}$$ 

for all $i, j, \ell \leq n$, and $\xi[P_{\sigma(i)}] = [P'_{i}]$ for all $i \leq n$. 


Proof. Let $\Gamma = (p^{\mu_{ij}})$. A direct calculation shows that $\xi \Gamma \xi^{-1} = (p^{\alpha_i - \alpha_j + \mu_{\sigma(i)\sigma(j)}})$ and the claim about the structural invariants follows easily.

Let $\Lambda_{\sigma(\ell)}$ and $\Lambda'_{\ell}$ be the maximal orders corresponding to the distinguished vertices $[P_{\sigma(\ell)}] = [\mu_{\sigma(\ell)}]$ and $[P'_{\ell}] = [\alpha_i - \alpha_j + \mu_{\sigma(i)\sigma(j)}]$. By [Corollary 2.3], $\Lambda_{\sigma(\ell)} = (p^{\mu_{\sigma(\ell)} - \mu_{\sigma(\ell)}})$ and $\Lambda'_{\ell} = (p^{\alpha_i - \alpha_j + \mu_{\sigma(i)\sigma(j)} - \mu_{\sigma(i)\sigma(j)}})$. Another direct calculation shows that $\xi \Lambda_{\sigma(\ell)} \xi^{-1} = (p^{\alpha_i - \alpha_j + \mu_{\sigma(i)\sigma(j)} - \mu_{\sigma(j)\sigma(i)}}) = \Lambda'_{\ell}$. The claim about the types follows from Equation (3). \hfill \Box

As seen in [Proposition 5], the structural invariants completely determine the geometry of $C_T$. In particular, if for two tiled orders $\Gamma$ and $\Gamma'$ we have $m_{ijk} = m'_{ij(\sigma)\sigma(\ell)}$, we will say that $C_T$ and $C_{T'}$ are congruent. For example, all three polytopes in Figure 1 are congruent. One particular case is when the structural invariants of two polytopes agree.

Corollary 2.12. Let $\Gamma, \Gamma' \subset M_n(D)$ be two tiled orders containing $\text{diag}(\Delta, \Delta, \ldots, \Delta)$, and let $m_{ij\ell}$ and $m'_{ij\ell}$ be their structural invariants. If $m'_{ij\ell} = m_{ij\ell}$ for all $1 \leq i, j, \ell \leq n$, then $C_T$ is a translation of $C_{T'}$.

Proof. In the proof of Proposition 2.10 we obtain the matrix $\xi = (\pi^{\delta_{\sigma(\ell)}}\delta_{\sigma(\ell)})$ where $\xi \Gamma \xi^{-1} = \Gamma'$ and $m_{ij\ell} = m'_{i(\sigma)\sigma(\ell)}$ for all $1 \leq i, j, \ell \leq n$. If $m'_{ij\ell} = m_{ij\ell}$, we take $\sigma$ to be the identity permutation, and the resulting matrix $\xi$ is a diagonal matrix. Since diagonal matrices act on the apartment by translations, $\xi$ will translate $C_T$ to $C_{T'}$. \hfill \Box

Example 2.13. Let $\Gamma$ and $\Gamma'$ be the tiled orders in Example 2.8 where $\Gamma$ has structural invariants

$$(m_{123}, m_{132}, m_{213}, m_{321}, m_{312}, m_{321}) = (1, 1, 0, 1, 0, 1),$$

and $\Gamma'$ has structural invariants

$$(m'_{123}, m'_{132}, m'_{213}, m'_{321}, m'_{312}, m'_{321}) = (1, 0, 1, 0, 1, 1).$$

Then $m'_{ij\ell} = m_{i(\sigma)\sigma(\ell)}$ for $\sigma = (13)$, so the two orders are isomorphic. Indeed, we notice that $C_T$ depicted in Figure 1 in blue has the same shape (and size) as $C_{T'}$ depicted in green, and the matrix $\xi$ in Example 2.8 gives the desired isomorphism.

Structural invariants, by encoding isomorphism classes of tiled orders, also encode information about their normalizer.

Proposition 2.14. Let $\Gamma = (p^{\mu_{ij}})$ be a tiled order and $\{m_{ij\ell} : 1 \leq i, j, \ell \leq n\}$ its set of structural invariants. Then

$$N(\Gamma) = \bigcup_{\xi_{\sigma} \in \tilde{H}} \xi_{\sigma} D^x \Gamma x,$$

where $\tilde{H} := \{\xi_{\sigma} = (\pi^{\mu_{1\sigma(1)}-\mu_{\sigma(1)}\sigma(1)}\delta_{\sigma(1)}) : \sigma \in H\}$ and $H$ is the subgroup of $S_n$ given by $H = \{\sigma \in S_n | m_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)} \text{ for all } 1 \leq i, j, \ell \leq n\}$.

Geometrically, by Corollary 2.11 the elements $\xi_{\sigma}$ in Proposition 2.14 permute the distinguished vertices and therefore give a symmetry of $C_T$. 
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3. Tiled orders and the norm of their normalizers

Our goal is to compute \( \text{nr}(\mathcal{N}(\Gamma)) \) for any given tiled order \( \Gamma \). Proposition 2.14 already gives us a naive algorithm for finding \( \mathcal{N}(\Gamma) \), and the algorithm in [1] allows us to speed up the process in some cases, although the algorithm could still take factorial time for some tiled orders. In this section, we investigate \( \text{nr}(\mathcal{N}(\Gamma)) \) using the building-theoretic framework, which allows us to bypass the task of finding the normalizer when the degree \( n \) of the algebra \( M_n(D) \) is prime. However, as seen in Algorithm 1, the composite case still involves finding \( \mathcal{N}(\Gamma) \).

3.1. Algebraic considerations. We start by describing \( \text{nr}(\mathcal{N}(\Gamma)) \) algebraically. Let \( \Gamma = (p^{\mu(i)}) \) be a tiled order in \( A = M_n(D) \) with associated convex polytope \( C_\Gamma \). Denote the structural invariants of \( \Gamma \) by \( m_{ij\ell} \), let \( H := \{ \xi_\sigma = (\pi^{\mu(i) - \mu(j)\sigma(1)}\delta_{\sigma(i)j}) | \sigma \in H \} \) where \( H = \{ \sigma \in S_n | m_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)} \} \) for all \( i, j, \ell \leq n \). Proposition 2.14 gives that \( \mathcal{N}(\Gamma) = \bigcup_{\xi_\sigma \in \tilde{H}} \xi_\sigma D^\times \Gamma^\times \), so

\[
\text{nr}_{A/k}(\mathcal{N}(\Gamma)) = \bigcup_{\xi_\sigma \in \tilde{H}} \text{nr}_{A/k}(\xi_\sigma D^\times \Gamma^\times) = \bigcup_{\xi_\sigma \in \tilde{H}} \text{nr}_{A/k}(\xi_\sigma) \text{nr}_{A/k}(D^\times) \text{nr}_{A/k}(\Gamma^\times).
\]

From now on, we supress the subscript under the reduced norm and denote \( \text{nr} = \text{nr}_{A/k} \) when the context is obvious.

**Proposition 3.1.** With the notation above, \( \text{nr}(\mathcal{N}(\Gamma)) = (k^\times)^d R^\times \), where \( d \mathbb{Z}/n\mathbb{Z} = \{ t(\xi_\sigma) : \xi_\sigma \in \tilde{H} \} \).

*Proof.* By equation (3) and the fact that \( \text{nr}_{D/k}(D) = k \) (see page 153 in [16]), we get \( \text{nr}_{A/k}(D^\times) = (k^\times)^n \). Since \( \Gamma \) contains the ring \( \text{diag}(\Delta, 1, 1, \ldots, 1) \) and is moreover an intersection of maximal orders, each of them conjugate to \( M_n(\Delta) \), by Equation (4) we get \( \text{nr}(\Gamma^\times) = R^\times \).

Therefore

\[
(7) \quad \text{nr}(\mathcal{N}(\Gamma)) = \bigcup_{\xi_\sigma \in \tilde{H}} \text{nr}(\xi_\sigma)(k^\times)^n R^\times.
\]

Since the identity permutation \( e \in S_n \) gives \( \xi_e = I_n \) the \( n \times n \) identity matrix, \( (k^\times)^n R^\times \subseteq \mathcal{N}(\Gamma) \) and we have nested subgroups

\[
(k^\times)^n R^\times \subseteq \text{nr}(\mathcal{N}(\Gamma)) \subseteq k^\times.
\]

The valuation \( v \) on the field \( k \) induces a homomorphism

\[
\text{nr}(\mathcal{N}(\Gamma)) \to \mathbb{Z}/n\mathbb{Z} \quad x \mapsto v(x) \pmod{n}
\]

with kernel \((k^\times)^n R^\times\). Therefore, \( \text{nr}(\mathcal{N}(\Gamma))/(k^\times)^n R^\times \) has the structure of a subgroup of \( \mathbb{Z}/n\mathbb{Z} \). By Equation (7), Lemma 2.1 and the definition of the type of a matrix, we have \( \text{nr}(\mathcal{N}(\Gamma))/(k^\times)^n R^\times = \langle t(\xi_\sigma) : \xi_\sigma \in \tilde{H} \rangle \subset \mathbb{Z}/n\mathbb{Z} \). All we have left to show is that the set \( \{ t(\xi_\sigma) : \xi_\sigma \in \tilde{H} \} \) forms a subgroup of \( \mathbb{Z}/n\mathbb{Z} \).

By Corollary 2.11, \( \xi_{\sigma} \cdot [P_{\sigma(i)}] = [P_i] \) for all \( i \leq n \), so \( t(\xi_\sigma) \equiv t(P_i) - t(P_{\sigma(i)}) \pmod{n} \) for all \( i \leq n \). In particular, \( t(\xi_\sigma) \equiv t(P_1) - t(P_{\sigma(1)}) \pmod{n} \). But then \( t(\xi_\sigma) \equiv t(P_{\sigma(1)}) - t(P_{\sigma(1)}) \).
(mod n) for any other $\xi_\tau \in \tilde{H}$. Thus
\[(8) \quad t(\xi_\tau) \equiv t(P_1) - t(P_{\tau(1)}) \equiv t(\xi_\sigma) + t(\xi_\tau) \pmod{n} \quad \text{for all } \xi_\sigma, \xi_\tau, \xi_{\sigma\tau} \in \tilde{H}.
\]

Since $H$ is a subgroup of $S_n$, $\{t(\xi_\sigma) : \xi_\sigma \in \tilde{H}\}$ is closed under addition, contains the identity $t(\xi_\sigma) \equiv 0 \pmod{n}$ and has inverses $-t(\xi_\sigma) \equiv t(\xi_{\sigma^{-1}}) \pmod{n}$. $\square$

To determine the exponent $d$ above, it is enough to find those $\xi_\sigma \in \tilde{H}$ with $t(\xi_\sigma) \not\equiv 0 \pmod{n}$. In particular, we don’t need to consider the following subset of $N(\Gamma)$.

**Lemma 3.2.** Let $\Gamma \subseteq M_n(D)$ be a tiled order, and $\xi_\sigma \in \tilde{H}$ have associated permutation $\sigma \in H$. Let $\sigma = \sigma_1\sigma_2 \ldots \sigma_s$ be a decomposition into disjoint cycles of length $l_1, l_2, \ldots, l_s$. If any of the cycles $\sigma_i$ has length $l_i$ with $\gcd(l_i, n) = 1$, then $t(\xi_\sigma) \equiv 0 \pmod{n}$.

**Proof.** Note that if any of the $l_i = 1$, by Corollary 2.11 $\xi_\sigma$ fixes some vertex $[P_j]$ and therefore $t(\xi_\sigma) \equiv 0 \pmod{n}$. Thus, we can assume $\sigma$ does not fix any $j \leq n$. Without loss of generality, suppose $\gcd(l_1, n) = 1$, and let $i \leq n$ not fixed by $\sigma_1$. Then $\sigma_i = (\sigma_2 \sigma_3 \ldots \sigma_s)^{l_1}$ fixes $i$, so $t(\xi_{\sigma i}) \equiv 0 \pmod{n}$. By Equation (8), $t(\xi_{\sigma i}) \equiv l_1 t(\xi_\sigma) \pmod{n}$, and since $\gcd(l_1, n) = 1$, we get $t(\xi_\sigma) \equiv 0 \pmod{n}$. $\square$

### 3.2. Geometric interpretations.
We want to describe the factor $d$ from Proposition 3.1 in a building-theoretic way. We proceed by defining an equivalence relation between polytopes congruent to $C_\Gamma$ and show in Theorem 3.1 that $d$ equals the number of equivalence classes in this relation. We offer two interpretations of the equivalence relation: an algebraic and a geometric one.

We set some notation. For any two tiled orders $\Gamma$ and $\Gamma'$, we denote by $m_{ij\ell}, [P_i]$, and respectively, $m'_{ij\ell}, [P'_i]$, the structural invariants and the distinguished vertices, and by $t_i := t(P_i)$ and $t'_i := t(P'_i)$ the types of the distinguished vertices of $\Gamma$, and respectively, $\Gamma'$.

**Definition 3.3.** Let $\Gamma$ and $\Gamma'$ be two tiled orders. Define the following relation: $\Gamma \sim \Gamma'$ if and only if there exists $\sigma \in S_n$ such that

$$m'_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)} \quad \text{and} \quad t'_i \equiv t_{\sigma(i)} \pmod{n}$$

for all $i, j, \ell \leq n$.

The relation just defined is clearly an equivalence relation. When $\Gamma \sim \Gamma'$, we also write

$$[\Gamma] = [(m_{ij\ell}), (t_1, t_2, \ldots, t_n)] = [(m'_{ij\ell}), (t'_1, t'_2, \ldots, t'_n)] = [\Gamma'],$$

where the tuples $(m_{ij\ell})$ and $(m'_{ij\ell})$ are in lexicographical order of the indices $i, j, \ell \leq n$.

By Proposition 2.10, two equivalent tiled orders are isomorphic. Recall that $GL_n(D)$ act on the set of tiled orders isomorphic to $\Gamma$ by conjugation. We get a similar action on the equivalence classes just defined by restricting ourselves to monomial matrices, which preserve the apartment $A$.

**Lemma 3.4.** Let $N \subseteq GL_n(D)$ be the subgroup of monomial matrices. Then $N$ acts on the equivalence classes defined above by $\xi[\Gamma] = [\xi \Gamma \xi^{-1}]$. In particular, if $\xi = (\pi^\alpha \delta_{r(i)j}) \in N$ and $[\Gamma] = [(m_{ij\ell}), (t_i)]$, the action gives

$$\xi[\Gamma] = [(m'_{r(i)r(j)r(\ell)}), (t(\xi) + t(1) + \ldots, t(\xi) + t(n))]$$
Proof. Since $\xi$ conjugates $\Gamma$, it satisfies the rules of group actions. We need to show the action is well-defined.

Let $\Gamma, \Gamma'$ be tiled orders with structural invariants and types $m_{ij\ell}, t_i$ and $m'_{ij\ell}, t'_i$, such that $[\Gamma] = [\Gamma']$. Let $\xi = (\pi^\alpha \delta_{(ij)}) \in N$ be a monomial matrix, and consider $\tilde{\Gamma} = \xi \Gamma \xi^{-1}$ and $\tilde{\Gamma}' = \xi \Gamma' \xi^{-1}$ to be tiled orders with structural invariants $\tilde{m}_{ij\ell}, \tilde{t}_i$ and $\tilde{m}'_{ij\ell}, \tilde{t}'_i$. We want to show there exists $\epsilon \in S_n$ such that

$$\tilde{m}_{ij\ell} = \tilde{m}'_{ij\ell} \quad \text{and} \quad \tilde{t}_i \equiv \tilde{t}'_i \quad (\text{mod } n)$$

By Corollary 2.11, given $\tilde{\Gamma} = \xi \Gamma \xi^{-1}$ and $\tilde{\Gamma}' = \xi \Gamma' \xi^{-1}$, we have

$$\tilde{m}_{ij\ell} = m_{\tau(i)\tau(j)\tau(\ell)} \quad \text{and} \quad \tilde{t}_i \equiv t(\xi) + t_{\tau(i)} \quad (\text{mod } n).$$

$$\tilde{m}'_{ij\ell} = m'_{\tau(i)\tau(j)\tau(\ell)} \quad \text{and} \quad \tilde{t}'_i \equiv t(\xi) + t'_{\tau(i)} \quad (\text{mod } n).$$

for all $i, j, \ell \leq n$.

Since $[\Gamma] = [\Gamma']$, there also exists $\sigma \in S_n$ such that

$$m'_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)} \quad \text{and} \quad t'_i \equiv t_{\sigma(i)} \quad (\text{mod } n)$$

for all $i, j, \ell \leq n$. Our claim follows from taking $\epsilon = \tau^{-1} \sigma \tau$.

Therefore $\xi[\Gamma] = [\xi \Gamma \xi^{-1}]$, and $[\xi \Gamma \xi^{-1}] = [(m_{\tau(i)\tau(j)\tau(\ell)}), (t(\xi) + t_{\tau(1)}, \ldots, t(\xi) + t_{\tau(n)})]$ follows from Corollary 2.11. $\square$

Since equivalent tiled orders are isomorphic, the equivalence relation partitions convex polytopes congruent to $C_\Gamma$ in the apartment $\mathcal{A}$ into distinct classes. Given that monomial matrices also act on $\mathcal{A}$, we would like a geometric interpretation of these equivalence classes.

**Example 3.5.** Let $\Gamma, \Gamma'$ and $\Gamma''$ have exponent matrices

$$M_\Gamma = \begin{pmatrix} 0 & 1 & 2 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad M_{\Gamma'} = \begin{pmatrix} 0 & -1 & -1 \\ 3 & 0 & 1 \\ 2 & 1 & 0 \end{pmatrix}, \quad M_{\Gamma''} = \begin{pmatrix} 0 & 0 & 2 \\ 1 & 0 & 2 \\ 0 & 0 & 0 \end{pmatrix}.$$ 

Since $m_{ijj} = 0$, and $m_{ijj} = m_{ij\ell} + m_{jij}$, we can restrict ourselves to computing the invariants $m_{ij\ell}$ for $i \neq j \neq \ell \neq i$. Then

$$[\Gamma] = [(m_{123}, m_{132}, m_{213}, m_{231}, m_{312}, m_{321}), (t_1, t_2, t_3)] = [(0, 2, 1, 1, 0, 1), (0, 2, 0)].$$

$$[\Gamma'] = [(m'_{123}, m'_{132}, m'_{213}, m'_{231}, m'_{312}, m'_{321}), (t'_1, t'_2, t'_3)] = [(1, 1, 1, 0, 0, 2), (2, 0, 0)].$$

$$[\Gamma''] = [(m''_{123}, m''_{132}, m''_{213}, m''_{231}, m''_{312}, m''_{321}), (t''_1, t''_2, t''_3)] = [(0, 2, 1, 1, 0, 1), (1, 0, 1)].$$

Note that for $\sigma = (123)$ we have $m'_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)}$ and $t'_i = t_{\sigma(i)}$, so $[\Gamma] = [\Gamma']$. At the same time, there is no $\tau \in S_3$ connecting the structural invariants and types of distinguished vertices of $\Gamma''$ with those of $\Gamma$ or $\Gamma'$, so $[\Gamma] \neq [\Gamma']$.

In Figure 2, $C_\Gamma$ is the polytope in blue, $C_{\Gamma'}$ the polytope in green, and $C_{\Gamma''}$ polytope in red, all three being congruent. Note that if we reflect $C_\Gamma$ first with respect to $x_1 - x_3 = 0$ and then with respect to $x_1 - x_2 = -1$, we obtain $C_{\Gamma'}$. We call $C_\Gamma$ and $C_{\Gamma'}$ reflection equivalent, since reflections give equivalence relations. However, no product of reflections can send $C_\Gamma$ to $C_{\Gamma''}$, and they are not reflection equivalent.

We proceed by identifying the link between the equivalence relation defined above and the geometric criterion of reflection equivalence.
Proposition 3.6. Let $\Gamma$ and $\Gamma'$ be two isomorphic tiled orders whose convex polytopes $C_\Gamma$ and $C_{\Gamma'}$ are in $A$. Then $[\Gamma] = [\Gamma']$ are in the same equivalence class from Definition 3.3 if and only if $C_\Gamma$ and $C_{\Gamma'}$ are reflection equivalent.

Proof. Suppose $[\Gamma] = [\Gamma']$, then there exists $\sigma \in S_n$ such that

$$m'_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)}$$

and $t'_{i} \equiv t_{\sigma(i)} \pmod{n}$

for all $i, j, \ell \leq n$. Let $\eta = (\delta_{\sigma^{-1}(ij)})$ and $\Gamma'' = \eta \Gamma' \eta^{-1}$. Since $t(\xi) = 0$, by Lemma 2.4, $\eta$ will act on the apartment by a product of reflections and therefore $C_{\Gamma''}$ and $C_{\Gamma'}$ are reflection equivalent.

By Corollary 2.11 and the equation above, the structural invariants and types of $\Gamma''$ are

$$m''_{ij\ell} = m'_{\sigma^{-1}(i)\sigma^{-1}(j)\sigma^{-1}(\ell)} = m_{ij\ell}$$

and $t''_{i} \equiv t'_{\sigma^{-1}(i)} \equiv t_{i} \pmod{n}$.

Therefore $[\Gamma''] = [\Gamma]$. Moreover, since $\Gamma''$ and $\Gamma'$ have equal structural invariants, according to Corollary 2.12, $C_{\Gamma'}$ must be a translation of $C_{\Gamma}$ by some diagonal matrix. Since $t_{i} \equiv t''_{i} \pmod{n}$, the type of such a diagonal matrix must be zero, and by Lemma 2.4, the matrix will act on the apartment by a product of reflections. This implies that $C_{\Gamma}$ and $C_{\Gamma''}$ are reflection equivalent, and by transitivity so are $C_{\Gamma}$ and $C_{\Gamma'}$.

Now we prove the converse, and assume that $C_{\Gamma}$ and $C_{\Gamma'}$ are reflection equivalent. Let the product of reflections sending $C_{\Gamma}$ to $C_{\Gamma'}$ correspond to the monomial matrix $\xi = (\pi^{\delta_{i,j}}\delta_{\sigma(i)j})$ with $t(\xi) \equiv 0 \pmod{n}$ such that $\Gamma' = \xi \Gamma \xi^{-1}$. By Lemma 3.4,

$$[\xi \Gamma \xi^{-1}] = [(m_{\sigma(i)\sigma(j)\sigma(\ell)}), (t_{\sigma(1)}, \ldots, t_{\sigma(n)})]$$

and we are done. \qed

Therefore, the equivalence classes described above partition the convex polytopes congruent to $C_{\Gamma}$ into classes of reflection equivalent convex polytopes. We continue by investigating the number of such equivalence classes.

Lemma 3.7. Let $\Gamma$ be a tiled order with tuple $(m_{ij\ell})$ of structural invariants in lexicographical order, and ordered tuple of types of distinguished vertices $(t_1, t_2, \ldots, t_n)$. For any $s \in \mathbb{Z}$, let $\xi_s := \text{diag}(\pi^s, 1, \ldots, 1)$ and $\Gamma_s := \xi_s \Gamma \xi_s^{-1}$. Then there are at most $n$ reflection classes of polytopes congruent to $C_{\Gamma}$, corresponding to the classes of orders.
\[
\begin{align*}
[\Gamma] &= [\Gamma_0] = [(m_{ij\ell}), (t_1, t_2, \ldots, t_n)] \\
[\Gamma_1] &= [(m_{ij\ell}), (t_1 + 1, t_2 + 1, \ldots, t_n + 1)] \\
[\Gamma_2] &= [(m_{ij\ell}), (t_1 + 2, t_2 + 2, \ldots, t_n + 2)] \\
& \vdots \\
[\Gamma_{n-1}] &= [(m_{ij\ell}), (t_1 + n - 1, t_2 + n - 1, \ldots, t_n + n - 1)].
\end{align*}
\]

**Proof.** The fact that \([\Gamma_s] = [(m_{ij\ell}), (t_1 + s, t_2 + s, \ldots, t_n + s)]\) follows from Lemma 3.4. We show that any order \(\Gamma'\) isomorphic to \(\Gamma\), and with convex polytope \(C_{\Gamma'}\) in \(\mathcal{A}\), belongs to one of the classes enumerated above. If \(\Gamma' \cong \Gamma\), the main theorem in [7] gives a monomial matrix \(\xi = (\pi^\beta \delta_{\tau(i,j)})\), \(\tau \in S_n\) such that \(\Gamma' = \xi \Gamma \xi^{-1}\). Let \(\eta = (\delta_{\tau^{-1}(i,j)})\). By Lemma 2.4 and Proposition 3.6, \([\Gamma'] = [\eta \Gamma' \eta^{-1}]\). Let \([\Gamma''] = \eta \Gamma' \eta^{-1} = (\eta \xi) \Gamma (\eta \xi)^{-1}\). Since the product \(\eta \xi\) is a diagonal matrix with \(t(\eta \xi) \equiv t(\xi) \pmod{n}\), by Lemma 3.4 the equivalence class \([\Gamma'']\) is determined by the data \(m_{ij\ell}'' = m_{ij\ell}\) and \(t_i'' \equiv t_i + t(\xi) \pmod{n}\) for all \(i, j, \ell \leq n\).

Therefore, \([\Gamma'] = [\Gamma'']\) corresponds to the reflection class given by \([\Gamma_{t(\xi)}]\). \(\square\)

**Example 3.8.** Let \(\Gamma\) be the tiled order with exponent matrix \(M_{\Gamma} = \begin{pmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}\), its convex polytope denoted in Figure 3 by the blue diamond. The types of its distinguished vertices are \((0, 2, 2)\). We see other two reflection classes given by \(\Gamma_1\) with \(M_{\Gamma_1} = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 2 \\ 0 & 0 & 0 \end{pmatrix}\), types \((1, 0, 0)\) and convex polytope in yellow, and \(\Gamma_2\) with \(M_{\Gamma_2} = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix}\), types \((2, 1, 1)\) and convex polytope in green. Note that the three polytopes are in distinct reflection classes.
Therefore, there are at most $n$ equivalence classes of tiled orders isomorphic to $\Gamma$. However, not all of the equivalence classes in Lemma 3.7 are always distinct.

**Lemma 3.9.** (1) Let $\xi \in \mathcal{N}(\Gamma)$ be a monomial matrix. Then $[(m_{ij\ell}), (t_1, \ldots, t_n)] = [(m_{ij\ell}), (t_1 + \ell \cdot t(\xi), \ldots, t_n + \ell \cdot t(\xi))]$ for any $\ell \in \mathbb{Z}$.

(2) If $[\Gamma_i] = [\Gamma_{i+r}]$, then $[\Gamma_i] = [\Gamma_{i+\ell \cdot r}]$ for all $\ell \in \mathbb{Z}$.

**Proof.** (1) Write $\xi = \xi_d \cdot p_\sigma$ as a product of a diagonal matrix $\xi_d$ and a permutation matrix $p_\sigma$. Then $t(p_\sigma) \equiv 0 \pmod{n}$ and $t(\xi_d) \equiv t(\xi) \pmod{n}$. Since $\Gamma = \xi \Gamma \xi^{-1}$ and $p_\sigma$ acts on $\mathcal{A}$ as a product of reflections, by Lemma 3.4 and Lemma 2.4 we have

$$[\Gamma] = [\xi \Gamma \xi^{-1}] = \xi_d [p_\sigma \Gamma p_\sigma^{-1}] = \xi_d [\Gamma] = [\xi_d \xi_d^{-1}],$$

which in terms of invariants gives

$$[(m_{ij\ell}), (t_1, \ldots, t_n)] = [(m_{ij\ell}), (t_1 + t(\xi), \ldots, t_n + t(\xi))].$$

The claim follows since $\xi^\ell \in \mathcal{N}(\Gamma)$ for any $\ell \in \mathbb{Z}$ and we can repeat the process.

(2) By Proposition 3.6, $[\Gamma_i] = [\Gamma_{i+r}]$ if and only if $C_{\Gamma_i}$ and $C_{\Gamma_{i+r}}$ are reflection equivalent, so by Lemma 2.4 there exists a monomial matrix $\eta$ of type 0 such that $\eta \Gamma_i \eta^{-1} = \Gamma_{i+r}$. With the notation as in Lemma 3.7, note that $\xi_{i+r} \xi_i^{-1} \eta^{-1} \in \mathcal{N}(\Gamma_{i+r})$, so by (a) we have $[\Gamma_i] = [\Gamma_{i+r}] = [\Gamma_{i+\ell \cdot r}]$ for all $\ell \in \mathbb{Z}$. \hfill \Box

**Theorem 1.** Let $\Gamma$ be a tiled order, and $\Gamma_i$ and their corresponding classes as defined in Lemma 3.7. Then the following are equivalent:

(a) There are $d$ distinct equivalence classes.

(b) $d$ is the smallest among $\{1, 2, \ldots, n\}$ such that $[\Gamma_s] = [\Gamma_t]$ whenever $s \equiv t \pmod{d}$.

(c) $d$ is the smallest among $\{1, 2, \ldots, n\}$ such that $[\Gamma_0] = [\Gamma_d]$.

(d) $\text{nr}(\mathcal{N}(\Gamma)) = (k^n)^d R^k$.

**Proof.** (a) $\implies$ (b) Suppose there are $d$ distinct equivalence classes. Note that always $[\Gamma_{i+\ell \cdot n}] = [(m_{ij\ell}), (t_1 + i + \ell \cdot n, t_2 + i + \ell \cdot n, \ldots, t_n + i + \ell \cdot n)] = [(m_{ij\ell}), (t_1, \ldots, t_n + i)] = [\Gamma_i]$. Then the result follows immediately if $d = 1$ (then $[\Gamma_s] = [\Gamma_t]$ for all $s, t \in \mathbb{Z}$), or $d = n$ (then $[\Gamma_s]$ are all distinct for $0 \leq s \leq n - 1$).

Suppose $1 < d < n$. Then there exist $0 \leq i < j < n - 1$ such that $[\Gamma_i] = [\Gamma_j]$, and we may take $i, j$ such that $r = |j - i|$ is minimal. Lemma 3.9 then gives $[\Gamma_i] = [\Gamma_i + \ell \cdot r]$ for all $\ell \in \mathbb{Z}$. On the other hand, since $[\Gamma_i] = [\Gamma_j]$, then clearly $[\Gamma_{i+t}] = [\Gamma_{j+t}]$ for all $t \in \mathbb{Z}$ so again by Lemma 3.9 we get $[\Gamma_s] = [\Gamma_t]$ if $s \equiv t \pmod{r}$. Then our claim holds since $1 \leq r \leq n$ was chosen minimal.

(b) $\implies$ (c) Immediate.

(c) $\implies$ (a) We clearly have $[\Gamma_i] = [\Gamma_{i+d}]$ for all $i \in \mathbb{Z}$, and Lemma 3.9 gives $[\Gamma_0] = [\Gamma_d]$ for all $\ell \in \mathbb{Z}$. Therefore, there are $d$ distinct equivalence classes.

(c) $\implies$ (d) By Proposition 3.6 we have a monomial matrix $\eta$ with $t(\eta) \equiv 0 \pmod{n}$ and $\Gamma = \eta \Gamma_{d\eta^{-1}} = \eta \xi_d \Gamma \xi_d^{-1} \eta^{-1}$, so $\eta \xi_d \in \mathcal{N}(\Gamma)$ has $t(\eta \xi_d) \equiv d \pmod{n}$. By Proposition 3.1 $(k^n)^d R^k \subseteq \text{nr}(\mathcal{N}(\Gamma))$. On the other hand, if there exists a monomial matrix $\xi_\sigma \in \mathcal{N}(\Gamma)$ with $t(\xi_\sigma) \equiv r$ with $0 < r < d$, Lemma 3.9 gives $[\Gamma_0] = [\Gamma_r]$ which contradicts that $d$ is minimal. Therefore, $(k^n)^d R^k = \text{nr}(\mathcal{N}(\Gamma))$.

(d) $\implies$ (c) By Proposition 3.1 $1 \leq d \leq n$ is minimal among the types $t(\xi_\sigma)$ for $\xi_\sigma \in \mathcal{N}(\Gamma)$, so Lemma 3.9 gives $[\Gamma_0] = [\Gamma_d]$ with $d$ minimal. \hfill \Box
We would like to use our results to compute $\text{nr}(\mathcal{N}(\Gamma))$ for any given tiled order. We have the following algorithm:

**Algorithm 1** Algorithm for determining the number of reflection classes for $\Gamma \subseteq M_n(D)$

1: procedure **NumberOfReflectionClasses**($\Gamma$)  
2: Compute the structural invariants $m_{ij\ell}$ and types of distinguished vertices $t_i$.  
3: Compute a subgroup $G \subseteq S_n$ containing $H$ as in Proposition 2.14 using steps (1)-(4) in the Algorithm in [1] $\triangleright$ This step is optional, but polynomial in time and it can reduce the time needed. Otherwise, we can take $G = S_n$.  
4: Compute the divisors $d_i | n$ in increasing order.  
5: Let $d := d_1 = 1$.  
6: repeat $\triangleright$ For each divisor $d_i$, we will check whether $[\Gamma_0] = [\Gamma_{d_i}]$.  
7: Find all the permutations $\sigma \in G$ that decompose into products of disjoint cycles with length not coprime to $r$, such that $t_j + d_i \equiv t_{\sigma(j)} \pmod{n}$ for all $1 \leq j \leq n$.  
8: For each $\sigma$ found in the previous step, check whether $m_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)}$ for all $i, j, \ell \leq n$.  
9: if there exists at least one such $\sigma$ then break.  
10: else $d = d_{i+1}$  
11: end if  
12: until $d = n$. $\triangleright$ or we exhausted all divisors.  
13: return $d$  
14: end procedure

We illustrate Algorithm 1 with a couple of examples.

**Example 3.10.** Consider the tiled order $\Gamma$ with exponent matrix $M_{\Gamma} = \begin{pmatrix} 0 & 1 & 1 & 2 \\ 2 & 0 & 2 & 2 \\ 2 & 1 & 0 & 1 \\ 1 & 1 & 0 & 0 \end{pmatrix}$.  

The types are given by the tuple $(1, 3, 3, 1)$, and we omit to write down the structural invariants due to space constraints. We skip the optional step, and let $G = S_4$. The proper divisors of 4 are $d_1 = 1$ and $d_2 = 2$. The types are given by the tuple $(1, 3, 3, 1)$.  

Let $d = 1$. We want $\sigma \in G$ for which $t_j + 1 \equiv t_{\sigma(j)} \pmod{4}$ for all $j \leq 4$. However, since none of the vertices has type 2 and $t_1 + 1 = 2$, there is no such $\sigma$.  

Let $d = 2$. We check for permutations in $G$ decomposing into disjoint cycles of length not coprime to $r$ for which $t_j + 2 \equiv t_{\sigma(j)} \pmod{4}$ for all $j \leq 4$. The eligible permutations are $(1243), (12)(34), (1342)$ and $(13)(42)$. Note that $m_{123} = 2 \neq m_{241} = 1$, so $(1243)$ does not apply. However, we can check that $m_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)}$ holds for all $i, j, \ell \leq 4$ when $\sigma = (12)(34)$. Therefore, $d = 2$, and $\text{nr}(\mathcal{N}(\Gamma)) = (k^8)^2 R^8$.  

Note that if we computed $G$ in step 3, we would get $G = \{(), (12), (34), (12)(34)\}$, and we would only have to consider the permutation $(12)(34)$.

**Example 3.11.** As discussed in [3, page 76], any two chambers can be connected by reflections. For example, the polytopes in Figure 1 are chambers. One example of an order whose polytope is a chamber is $\Gamma$ with upper triangular exponent matrix $M_{\Gamma} = (a_{ij})$ where
$a_{ij} = 1$ if $i < j$, and $a_{ij} = 0$ otherwise. One can check using Algorithm 1 that there is only one reflection class.

**Proof of correctness of Algorithm 1** By Theorem 1 there are $d$ equivalence classes if and only if $[\Gamma_0] = [\Gamma_d]$ with $1 \leq d \leq n$ minimal. Note that if $\Gamma = \Gamma_0$ has structural invariants $m_{ijt}$ and types $t_i$, by Corollary 2.11 $\Gamma_d$ has structural invariants $m_{ij\ell}$ and types $t_i + d_i$. But then $[\Gamma_0] = [\Gamma_d]$ if and only if there exists $\sigma \in S_n$ for which $m_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)}$ and $t_i + d \equiv t_{\sigma(\ell)} \mod n$, conditions which precisely correspond to the repeated step. □

As we could see in Example 3.10 even for small $n$ the task of finding the number of reflection classes can be quite involved, and the more information we can get about $\Gamma$, the better. Fortunately, the algorithm above reduces to a very simple case when $n = p$ is prime.

**Algorithm 2** Algorithm for determining the number of reflection classes for $\Gamma \subset M_p(D)$

1: procedure NUMBEROFREFLECTIONCLASSSPRIME($\Gamma$)
2: Compute the structural invariants $m_{ijt}$ and types of distinguished vertices $t_i$.
3: if all the types $t_i$ are distinct then
4: Find the unique $p$-cycle $\sigma \in S_p$ such that $t_j + 1 \equiv t_{\sigma(j)} \pmod{p}$ for all $1 \leq j \leq p$.
5: if $m_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)}$ for all $i, j, \ell \leq p$ then return 1
6: else return $p$
7: end if
8: else return $p$
9: end if
10: end procedure

**Proof of correctness of Algorithm 2** First, we need to confirm that if the types $t_i$ are not all distinct, then there are $p$ distinct reflection classes. By Theorem 1 and Proposition 3.1 the number of equivalence classes divides $p$, so it's either 1 or $p$. Suppose there was only one equivalence class, then by Proposition 3.1 there exists $\xi_\sigma \in \mathcal{N}(\Gamma)$ a monomial matrix with $t(\xi) \equiv 1 \pmod{p}$. By Corollary 2.11, $t_i \equiv t(\xi) + t_{\sigma(i)}$ for all $i$, which means all vertices have distinct types, which contradicts our assumption.

Next, suppose all types are distinct. By Lemma 3.2 we only need to consider $p$-cycles. Then there is clearly a unique $\sigma \in S_p$ such that $t_j + 1 \equiv t_{\sigma(j)} \pmod{p}$ for all $1 \leq j \leq p$. If $m_{ij\ell} = m_{\sigma(i)\sigma(j)\sigma(\ell)}$ for all $i, j, \ell \leq p$, then $[\Gamma_0] = [\Gamma_1]$ and by Theorem 1 there is only one reflection class. Otherwise, there must be $p$ such classes. □

**4. Type Numbers**

Recall our notation. Let $K$ be a number field with ring of integers $\mathcal{O}_K$ and set of places $\text{Pl}(K)$. Let $A$ be a central simple algebra over $K$ such that either the degree of $A$ is $n \geq 3$, or $n = 2$ and $A$ is not a totally definite quaternion algebra, so strong approximation holds in $A$. Denote by $\Omega \subset \text{Pl}(K)$ the finite set of real places of $K$ ramifying in $A$. Consider $\Gamma$ an $\mathcal{O}_K$-order in $A$, such that $\Gamma_\nu$ is tiled at each finite place $\nu \in \text{Pl}(K)$. Note that at all but finitely many primes, $\Gamma_\nu$ is maximal. We denote by $K_\nu$ and $\mathcal{O}_\nu$ the completions of $K$, and respectively $\mathcal{O}_K$, at a place $\nu \in \text{Pl}(K)$. When $\nu$ is finite, $K_\nu$ is an extension of a $p$-adic field, when $\nu$ is infinite and real $K_\nu = \mathbb{R}$, and when $\nu$ is infinite and complex $K_\nu = \mathbb{C}$. Let
\(A_\nu := K_\nu \otimes_K A\) and \(\Gamma_\nu := \mathcal{O}_\nu \otimes_R \Gamma\). By Artin-Wedderburn, \(A_\nu \cong M_\nu(D_\nu)\), where \(D_\nu\) is a central division algebra of degree \(n/n_\nu\) over \(K_\nu\). If \(\nu\) is an infinite place, we set \(\mathcal{O}_\nu := K_\nu\) and \(\Gamma_\nu := A_\nu\).

The type number \(G(\Gamma)\) of \(\Gamma\) is the number of isomorphisms classes of orders locally isomorphic to \(\Gamma\), or equivalently, the number of double cosets \(A^\times \backslash J_A / \prod_\nu N(\Gamma_\nu)\). We will refer to this set of cosets as the *genus* of \(\Gamma\). Since strong approximation holds in \(A\), we get the bijection from Equation (1)

\[
A^\times \backslash J_A / \prod_\nu N(\Gamma_\nu) \leftrightarrow J_K/K^\times \text{nr}(\prod_\nu N(\Gamma_\nu)).
\]

We recall the options for the idelic normalizer of the completion \(\Gamma_\nu\). Denote by \(S := S_\infty - \Omega\). Then \(A \cong M_n/\mathbb{H}(\mathbb{H})\) for \(\nu \in \Omega\) and \(A \cong M_n(K_\nu)\) for \(\nu \in S\), which will determine \(\text{nr}(\mathcal{N}(\Gamma_\nu))\) at all places \(\nu \in S_\infty\). Now suppose \(\nu\) is finite. Then for all but finitely many places we have \(A_\nu \cong M_n(K_\nu)\) and \(\Gamma_\nu \cong M_n(\mathcal{O}_\nu)\), in which case by Corollary [2.6], \(\text{nr}(\mathcal{N}(\Gamma_\nu)) = (K_\nu^\times)^n \mathcal{O}_\nu^\times\). At the finitely many remaining cases, we have \(A_\nu \cong M_n(D_\nu)\) and \(\Gamma_\nu\) a tiled order in \(A_\nu\), and Proposition [3.1] gives \(\text{nr}(\mathcal{N}(\Gamma_\nu)) = (K_\nu^\times)^{d_\nu} \mathcal{O}_\nu^\times\), where \(d_\nu|n_\nu\) and \(n_\nu|n\). Note that it is possible that \(d_\nu = n_\nu = n\), but we can put such cases together with the case above, and let \(T\) be the remaining set of finite places such that \(\text{nr}(\mathcal{N}(\Gamma_\nu)) = (K_\nu^\times)^{d_\nu} \mathcal{O}_\nu^\times\) where \(d_\nu \neq n\). To summarize, we have

\[
\text{nr}(\mathcal{N}(\Gamma_\nu)) = \begin{cases} 
\mathbb{R}_+^\times & \nu \in \Omega \\
K_\nu^\times & \nu \in S \\
(K_\nu^\times)^{d_\nu} \mathcal{O}_\nu^\times & \nu \in T \text{ with } d_\nu \neq n, d_\nu|n, \\
(K_\nu^\times)^n \mathcal{O}_\nu^\times & \nu \notin S_\infty \cup T.
\end{cases}
\]

Therefore, we want the size of the idelic quotient

\[
J_K/K^\times \prod_{\nu \in \Omega} \mathbb{R}_+^\times \prod_{\nu \in S} K_\nu^\times \prod_{\nu \in T} (K_\nu^\times)^{d_\nu} \mathcal{O}_\nu^\times \prod_{\nu \notin S_\infty \cup T} (K_\nu^\times)^n \mathcal{O}_\nu^\times.
\]

We first bound \(G(\Gamma)\) above. All maximal orders in \(A\) are locally isomorphic, so the type number of all maximal orders are equal; we denote this number by \(G_{\text{max}}\).

**Proposition 4.1.** Let \(A\) be a central simple algebra of degree \(n \geq 2\) over a number field \(K\) such that \(A\) is not a totally definite quaternion algebra. Let \(\mathcal{O}_K\) be the ring of integers of \(K\), \(\Omega\) the set of real places ramifying in \(A\), and \(\text{Cl}_\Omega(K)\) the ray class group for \(\Omega\). Let \(G_{\text{max}}\) be the type number of maximal orders in \(A\). Given an everywhere locally tiled order \(\Gamma\) in \(A\), we have

\[
G(\Gamma) \leq G_{\text{max}} \leq \#\text{Cl}_\Omega(K)/\text{Cl}_\Omega(K)^n,
\]

where in particular \(G(\Gamma)|G_{\text{max}}\) and \(G_{\text{max}}/\#\text{Cl}_\Omega(K)/\text{Cl}_\Omega(K)^n\).

**Proof.** Recall that \(\text{Cl}_\Omega(K) \cong J_K/K^\times J_{K,S,\Omega}\), where \(S = S_\infty - \Omega\). Then

\[
\text{Cl}_\Omega(K)^n \cong J_K^n/(K^\times K_{S,\Omega} \cap J_K^n) \cong J_K^n K^\times J_{K,S,\Omega}/K^\times J_{K,S,\Omega},
\]

and therefore

\[
\text{Cl}_\Omega(K)/\text{Cl}_\Omega(K)^n \cong J_K/J_K^n K^\times J_{K,S,\Omega} \cong J_K/\prod_{\nu \in \Omega} \mathbb{R}_+^\times \prod_{\nu \in S} K_\nu^\times \prod_{\nu \text{ finite}} (K_\nu^\times)^n (\mathcal{O}_\nu^\times)^n.
\]
The genus of a maximal order $\Lambda$ in $A$ will correspond to the quotient

$$J_K = K_{-} \prod_{\nu \in \Omega} R_{\nu}^{\times} \prod_{\nu \in S \setminus T} K_{\nu}^{\times} \prod_{\nu \in T} (K_{\nu}^{\times})^{n_{\nu}} \mathcal{O}_{\nu}^{\times} \prod_{\nu \notin S_{\infty} \cup T} (K_{\nu}^{\times})^{n_{\nu}} \mathcal{O}_{\nu}^{\times} = J_K / \prod_{\nu \in T} (\ldots, 1, (K_{\nu}^{\times})^{n_{\nu}}, 1, \ldots)K^{\times} J_{K,S,\Omega}^{n}$$

where $T$ is the set of finite primes where $A_{\nu} \cong M_{n_{\nu}}(D_{\nu})$ for which $n_{\nu} \neq n$.

At the same time, the genus of an arbitrary order that is everywhere locally tiled is given by

$$J_K / K_{-} \prod_{\nu \in \Omega} R_{\nu}^{\times} \prod_{\nu \in S \setminus T} K_{\nu}^{\times} \prod_{\nu \in T} (K_{\nu}^{\times})^{d_{\nu}} \mathcal{O}_{\nu}^{\times} \prod_{\nu \notin S_{\infty} \cup T} (K_{\nu}^{\times})^{n_{\nu}} \mathcal{O}_{\nu}^{\times} = J_K / \prod_{\nu \in T} (\ldots, 1, (K_{\nu}^{\times})^{d_{\nu}}, 1, \ldots)K^{\times} J_{K,S,\Omega}^{n}$$

Then our claim follows from the subgroup inclusions

$$J_{K}^{n} \leq \prod_{\nu \in T} (\ldots, 1, (K_{\nu}^{\times})^{n_{\nu}}, 1, \ldots)J_{K}^{n} \leq \prod_{\nu \in T} (\ldots, 1, (K_{\nu}^{\times})^{d_{\nu}}, 1, \ldots)J_{K}^{n}$$

By Proposition 4.4, the genus of $\Gamma$ corresponds to a subgroup of $\text{Cl}_Q(K)/\text{Cl}_Q(K)^n$, which we would like to identify. Consider an everywhere locally tiled order $\Gamma \subset A$. For each place $\nu \in T = \{\nu \text{ finite}: \nu(N(\Gamma)) = (K^{\times})^{d_{\nu}} \mathcal{O}_{\nu}^{\times}, d_{\nu} \neq n\}$ we have an associated ideal class $[p_{\nu}]$ in $\text{Cl}_Q(K)$. By the Chebotarev density theorem, each ideal class in $\text{Cl}_Q(K)$ contains infinitely many prime ideals, so for each prime $p_{\nu}$ with $\nu \in T$ we can pick a prime $q_{\nu}$ such that $[p_{\nu}^{d_{\nu}}] = [q_{\nu}]$. Let $\hat{T} = \{q_{\nu} : \nu \in T\} \cup S$. Note that $\hat{T}$ is a finite set.

**Theorem 2.** Let $A$ be a central simple algebra of degree $n \geq 2$ over a number field $K$, such that either $n \geq 3$, or $A$ is not a totally definite quaternion algebra. Let $\Omega$ be the set of real ramified primes in $A$, and $S = S_{\infty} - \Omega$. Let $\Gamma$ be an everywhere locally tiled order in $A$, with $T$ and $\hat{T}$ the sets of places and primes defined above. Then

$$G(\Gamma) = \#\text{Cl}_{\hat{T},\Omega}(K)/\text{Cl}_{\hat{T},\Omega}(K)^n.$$ 

**Proof.** Let

$$H = \prod_{\nu \in \Omega} R_{\nu}^{\times} \prod_{\nu \in S \setminus T} K_{\nu}^{\times} \prod_{\nu \in T} (K_{\nu}^{\times})^{d_{\nu}} \mathcal{O}_{\nu}^{\times} \prod_{\nu \notin S_{\infty} \cup T} \mathcal{O}_{\nu}^{\times} = \prod_{\nu \in T} (\ldots, 1, (K_{\nu}^{\times})^{d_{\nu}}, 1, \ldots)J_{K,S,\Omega}$$

and $G = J_{K}/K_{-}H$. Then $G^n \cong J_{K}^{n}/(K^{\times}H \cap J_{K}^{n}) \cong J_{K}^{n}K^{\times}H/K^{\times}H$, and therefore

$$G/G^n \cong J_{K}/J_{K}^{n}K^{\times}H = J_{K}/\prod_{\nu \in T} (\ldots, 1, (K_{\nu}^{\times})^{d_{\nu}}, 1, \ldots)K^{\times}J_{K,S,\Omega}^{n}.$$ 

We identify $G$ with a subgroup of $\text{Cl}_Q(K)$ as follows.

We have a surjective homomorphism

$$\text{Cl}_Q(K) \cong J_{K}/K_{-}J_{K,S,\Omega} \rightarrow J_{K}/K_{-} \prod_{\nu \in T} (\ldots, 1, (K_{\nu}^{\times})^{d_{\nu}}, 1, \ldots)J_{K,S,\Omega},$$

and since each $K_{\nu}^{\times}$ is generated by the uniformizer $\pi_{\nu}$, we can represent the kernel of the homomorphism by $\{(\ldots, 1, \pi_{\nu}^{d_{\nu}}, 1, \ldots) : \nu \in T\}K^{\times}J_{K,S,\Omega}$. Each coset $(\ldots, 1, \pi_{\nu}^{d_{\nu}}, 1, \ldots)K^{\times}J_{K,S,\Omega}$ corresponds to the ideal class $[p_{\nu}^{d_{\nu}}]$, so $G \cong \text{Cl}_Q(K)/([p_{\nu}^{d_{\nu}}] : \nu \in T)$. But then $[p_{\nu}^{d_{\nu}}] = [q_{\nu}]$ for each $p_{\nu}$, so $\text{Cl}_Q(K)/([p_{\nu}^{d_{\nu}}] : \nu \in T) = \text{Cl}_Q(K)/([q_{\nu}] : \nu \in T) = \text{Cl}_{\hat{T},\Omega}(K)$, and therefore

$$G(\Lambda) = \#\text{Cl}_{\hat{T},\Omega}(K)/\text{Cl}_{\hat{T},\Omega}(K)^n.$$ 

\[\square\]
The theorem is particularly appealing when the degree of the algebra is a prime number $p \geq 3$, since then the algebra does not ramify at any infinite place and we can take $T = T$.

**Corollary 4.2.** Let $A$ be a central simple algebra of prime degree $p \geq 3$ over a number field $K$. Let $\Gamma$ be an everywhere locally tiled order in $A$, with $T = \{ \nu \text{finite} : \text{nr}(N(\Gamma_\nu)) = K^\times \nu \}$. Then
\[
G(\Gamma) = \#\text{Cl}_T(K)/\text{Cl}_T(K)^p.
\]

We conclude with an example where use Algorithm 1 and Theorem 2 to compute the type number of a global order.

**Example 4.3.** We illustrate Theorem 2 in the case $n = 4$. Let $K = \mathbb{Q}(a)$ where $a$ is a root of $f(x) = x^4 - 30x^2 - 1$. Then $\text{Cl}(K) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/8\mathbb{Z}$ as found using the LMFDB [21]. Consider the order $\Gamma = \left( \begin{array}{cccc} \mathcal{O}_K & p_1 & p_1 p_2 & p_1^2 p_2 \\ p_1^2 & \mathcal{O}_K & p_1^2 p_2 & p_1^2 p_2 \\ p_1 & p_1 & \mathcal{O}_K & p_1 \\ p_1 & p_1 & p_1 & \mathcal{O}_K \end{array} \right) \subseteq M_4(K)$, where $p_1 = (5, a + 2)$ and $p_2 = (7, a - 2)$. Note that since $A = M_4(K)$, none of the infinite places of $K$ ramify in $A$ so $\Omega = \emptyset$ and $\text{Cl}_\Omega(K) = \text{Cl}(K)$. Note also that $\Gamma_p = M_4(\mathcal{O}_p)$ when $p \neq p_1, p_2$, and both $\Gamma_{p_1}$ and $\Gamma_{p_2}$ are tiled. Then $\Gamma_{p_1}$ and $\Gamma_{p_2}$ have exponent matrices
\[
\begin{pmatrix}
0 & 1 & 1 & 2 \\
2 & 0 & 2 & 2 \\
2 & 1 & 0 & 1 \\
1 & 1 & 0 & 0
\end{pmatrix}
\text{ and }
\begin{pmatrix}
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 \\
2 & 1 & 0 & 1 \\
1 & 1 & 0 & 0
\end{pmatrix}.
\]

In Example 3.10, we have found that $\Gamma_{p_1}$ has two reflection classes. We can use the same algorithm to see that $\Gamma_{p_2}$ also has 2 reflection classes. Therefore, we need two primes $q_1$ and $q_2$ such that $[p_1^2] = [q_1]$ and $[p_2^2] = [q_2]$. We perform the rest of the calculations using Sage [22]. First, we find such primes $q_1 = (239, a + 36)$ and $q_2 = (7, a^3 - 33a)$. Letting $T = \{ q_1, q_2 \} \cup S_\infty$, we get $\text{Cl}_T(K) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$, so $\text{Cl}_T(K)/\text{Cl}_T(K)^4 \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$. Therefore, the type number $G(\Gamma) = 4$.
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