Faster R-CNN for object location in a Virtual Environment for sorting task
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Abstract—This paper presents the implementation of a mobile robotic arm simulation whose task is to order different objects randomly distributed in a workspace. To develop this task, it is used a Faster R-CNN which is going to identify and locate the disordered elements, reaching 99% accuracy in validation tests and 100% in real-time tests, i.e. the robot was able to collect and locate all the objects to be ordered, taking into account that the virtual environment is controlled and the size of the input image obtained from the workspace to be entered to the network should be 700x525 px.
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1 Introduction

The applications of robotics in different areas have had an exponential growth in recent years, such as in medicine with surgical assistants [1,2], in the agricultural sector [3], in the industry for high-risk tasks [4] or even in tasks of daily life with assistance robots [5,6] or service in the cleaning area [7]. For the control of the robots, a great variety of techniques have been implemented, among which are those related to Machine Learning. For example, in [8] an adaptive model based on neural networks is used for the planning of trajectories and evasion of obstacles, or in other cases, Deep Learning techniques are used, such as the Convolutional Neural Networks (CNN) [9], where through these it is possible to perform the remote control of a mobile robot by means of commands made by a user with different hand gestures, in such a way as that executes certain action [10].

Mainly, the CNN are used for image recognition applications, managing to discriminate up to 1000 different categories, as demonstrated by the AlexNet network [11], it has even improved its operation by making them increasingly deeper, involving 19 convolution layers, which allows it to learn more details in large-scale images [12]. On the other hand, thanks to the great performance that CNN has had in multiple applications, mainly in recognition of patterns in images, it have been begun to create variants or improvements to this type of network, which strengthen and diversify the applications of this one. For example, CNNs have been combined with
localization techniques, so that, apart from recognizing the object, it locates it through a Region of Interest (RoI), creating a so-called Region-Based CNN (or R-CNN) [13], which consists of using region proposal algorithms in conjunction with CNN, however, they have a long execution time, making their use in real-time applications inefficient. Due to this, in recent years the CNN architectures have been improved, through the implementation of new combinations to reduce processing times, as shown in [14], where Region Proposal Networks are used, obtaining a network called Faster R-CNN, which is not only faster, but also improves location accuracy.

The novelty of this work is in the application of the Faster R-CNN in the control of a mobile robotic arm in a virtual environment, which has as its task to collect disordered elements in a work area and place them in boxes. The Faster R-CNN will be responsible for identifying and locating the objects within the work environment, in such a way that the robot is able to move to the nearest one to perform the collection. In this way, it can be demonstrated the capacity of this neural network in tasks that require locating and grouping elements, initially validated in virtual environments, which can be migrated to real environments, in different types of applications, such as harvesting in crops, treatment of goods in warehouses or in search and rescue schemes.

The paper is divided into 4 parts, where section 2 describes the virtual environment implemented and the proposed Faster R-CNN architecture along with its training and validation. Section 3 presents the results obtained with real-time tests within the environment. Finally, section 4 shows the conclusions reached.

## 2 Methods and Materials

The implementation of this work is divided into two stages, where, in the first place, the virtual environment in which it is going to work is created, within which the task of sorting the objects will be performed. Following this, the training of an R-CNN is performed in such a way that, simulating a shot of an elevated camera, the objects to be ordered will be recognized and located. Said stages are described below.

### 2.1 Virtual Environment

The work environment consists of a virtual 3D environment, whose vertical axis is the Y axis, inside which there are 3 types of objects distributed on the ground (see Figure 1). These objects are randomly placed within the limits indicated by the walls, which indicate the range of vision of the upper cam, when starting each test. The elements used are scissors (yellow), scalpels (cyan) and screwdrivers (red), which have previously been marked with a specific color, this is done as a learning support for the neural network that locates them, since at the distance the camera is located, some are not clearly distinguishable and can cause a high level of confusion in their recognition.
On the other hand, there are 3 boxes located on the left side (see Figure 1a) where each of the tools will be carried, with the upper box for the scalpels, the middle for the scissors and the bottom for the screwdrivers.

Finally there is the robot (see Figure 1b), that is composed of a mobile part and a manipulator, so that it can move to the recognized element, achieve the grip and then leave it in the place that corresponds to the type of tool. Additionally, the mobile part has a proximity sensor in its front to avoid collision with the objects and also reach a suitable distance to be able to make the grip of the element correctly.

For purposes of better visualization of the workspace and the robot, within the virtual environment, it can be chosen different views apart from the global one taken by the upper camera of Figure 1a. These views are the "Top of the robot" (Figure 2a) that focuses mainly on the gripping area of the end effector, the "Right side of the robot" view (Figure 2b) and the "Left side of the robot" view (Figure 2c). Each of the auxiliary views follows the robot from the perspective shown.

![Fig. 1. Virtual environment seen from the top camera and Mobile Robotic Arm](http://www.i-joe.org)

![Fig. 2. Auxiliary Views](http://www.i-joe.org)

### 2.2 R-CNN Architecture

Previous developments using R-CNN, such as the one presented in [15] for the recognition of two hand gestures, have allowed to identify that the execution time of this network tends to increase depending on the number of contours in the image and the size of it, due to the RoI algorithm used as a previous step to the use of CNN. Taking into account the above, due to the amount of contours that are found in the
environment by the objects and the type of ground of the proposed development, the use of a contour algorithm for the RoI would greatly delay the process of identifying the elements, especially considering the size of the image to be used (700x525 pixels). For this reason, the recognition of each of the objects distributed on the floor of the work environment is done through a Faster R-CNN, as described in [14], where, in addition to the Fast R-CNN identification, an RPN or Region Proposal Network is used, which drastically improves the speed of recognition, since it does not analyze each edge or change in the image, but basically acts as a Fully-convolutional Network [16], making part of the global prediction of CNN to train, having a high performance in obtaining the RoI and in the global execution time of the algorithm.

With this, the architecture shown in Figure 3 is proposed, where the network has an RGB image input of 32x32 pixels, i.e. the input of the proposed regions in the database cannot be smaller than the size of the proposed input. The advantage with this type of neural network is that it does not require a fixed size of the input images.

To train the Faster R-CNN, a database of 1000 images is built with a single object per category to be identified, where each one is labeled manually, obtaining images like those shown in Figure 4. Of these, 90% are taken for training 10% to validate the network once it has been trained.

![Faster R-CNN Architecture](image_url)
Once the network is trained, it is evaluated to verify its correct functioning in terms of an adequate positioning of the bounding box and that the prediction corresponds to the enclosed object. As shown in Figure 5a, several boxes are generated with the correct label on a single element, however, this may present a problem when used in conjunction with the mobile robot, for this reason, a post-processing phase of elimination of overlapped bounding boxes is done, so that only the most significant remains, as shown in Figure 5b. The elimination is done by means of the detection of label repetitions on the areas of the box detected in a sector, for example, if a box that recognized a scalpel has more with the same label, the one that has the highest degree of confidence is chosen and the others are eliminated. If one of the scissors is on the scalpel box, it is not eliminated, since its label is different. This is done with each element found.

Once the post-processing phase is done, the accuracy of the network is evaluated by means of different levels of Recall and that each bounding box generated corresponds to the element it contains. These results are shown in Figure 6, obtaining a not very high accuracy in the recall (Figure 6a), in other words, the bounding box generated does not have an accurate overlapping over those presented in the dataset, especially in the scalpel, this is because, as shown in Figure 4, the boxes have varied sizes, while those generated in the network are more standard for each element, making the boxes larger for the scissors and the scalpel, while in the screwdriver, they...
are almost the same size. Regarding the prediction of the categories, the network obtained a 99% in the overall accuracy, as shown in Figure 6b, where no object was wrongly recognized, but 2 scalpels and scissors were not detected, probably because they were under another element, causing them not to be found.

These tests show that the Faster R-CNN has a high degree of accuracy in recognizing and locating objects, regardless of whether the size of the bounding box does not correspond exactly to the theoretical size of the dataset. In addition to this, the execution time of the network to recognize objects in the environment only takes 197.7 ms, which is a very fast response time taking into account the size of the image and compared with the previous work done [15].

![Confusion Matrix](image)

**Fig. 6.** a) Behavior of the RoI detection at different recalls in each category and b) Accuracy of the Faster R-CNN, where 1, 2 and 3 are Scalpel, Scissor and Screwdriver, respectively, and 4 is that the object does not exist in the workspace or there is no RoI detected.

To know the approximate position of the object in such a way that the robot can move to it, a conversion from pixels to centimeters must be made, since the center of each box that contains the object in the image is known. In this way, with the initial location of the robot, which for simulation purposes is the point \((0,0)\) in centimeters (or \((97,175)\) in pixels, taking into account that the coordinates are in \([X, Z]\)), the position of each element, which is known within the database, and its location within the image in pixels, they are used to find the distance-pixel relationship shown in (1), where \(R\) is the conversion factor of pixels to centimeters, \(d_i\) is the current distance of the element (known), \(P_i\) represents the position of the element in pixels, \(P_o\) is the initial position of the robot in pixels and \(n\) refers to the number of samples to be taken, that is, the number of elements whose data was used. This operation takes into account the position in both \(X\) and \(Z\).

\[
R = \frac{\sum_{i=1}^{n} d_i}{n} \times \frac{P_o}{P_i}
\]  

(1)

The ratio factor of conversion of pixel to centimeters, for this case, results in a value \(R \approx 0.0079\) for both the \(X\) and \(Z\) axis. With this, it is proceeded to obtain the
central position of the box generated by the network for any object randomly positioned, that is, in the cases the value of \( d \) is not known. To get \( d \), for the X and Z axis, the equations (2) and (3) are shown.

\[
\begin{align*}
    d_x &= \left( (P_x + \frac{W}{2}) - P_{x0} \right) R \\
    d_z &= \left( (P_x + \frac{L}{2}) - P_{z0} \right) R
\end{align*}
\]

Where \( d \) is the distance from the starting point of the robot to the object in centimeters, \( P \) is the point of the left vertex of the bounding box in pixels, \( W \) and \( L \) are the width (in X) and long (in Z) of the box, \( P_{x0} \) represents the starting point of the robot in pixels and \( R \) the ratio factor.

3 Results and Discussions

Working tests are performed to observe the efficiency of the developed algorithm, making repetitions of the collection task in such a way that the Faster R-CNN is able to recognize the objects to be sorted during the whole task and they are taken the operation times of the simulation.

Within each test, as shown in Figure 7a, the first recognition of the environment is made, which presents a precision of 100%, i.e. managing to identify each of the elements distributed on the floor, regardless of whether they were very close to each other. Once this is done, in Figure 7b the robot approaches the nearest object, in this case the screwdriver, to proceed to make its grip. The second element collected is the upper scalpel, where it can be seen in Figure 7c how the robot leaves the object in the box whose position is known. In Figure 7d, it is shown the capture of the workspace with 3 objects already collected and, since within the interface the post-processing of elimination of overlapped boxes is not performed, some objects are recognized twice, however, the robot will make sure to go to the nearest box. In Figures 7e, 7f and 7g, the collection of the last item is shown, where the robot is moving to its initial position, the work area is captured, and it is moved to the element.

On the other hand, it is important to take into account the execution times of the algorithm in terms of detection when all the objects are present, the robot's time to perform a successful collection and the total time of the task. The virtual environment was run on a laptop with the characteristics shown in Table 1. For purposes of computational cost reduction, the view of the upper camera is used to acquire the image that is processed by the Faster R-CNN and, followed by this, it changes to the top view of the robot, to avoid redrawing the objects that are not in view in each frame and thus reduce the number of processes within the virtual world.

Table 2 shows the average times obtained when the Faster R-CNN is executed to recognize the objects, the collection and location of an object made by the robot, and the time it took to organize all the elements in the boxes. To acquire the times, 5 repetitions of the task were done, taking a total of 60 samples for the times of the neural network and for each object, and 5 samples of the whole task. As can be seen,
the Faster R-CNN only spends approximately 0.3 seconds, a more efficient time compared to an R-CNN using detection algorithms, where its time reaches more than 1.2 seconds, as reported in [15], being the algorithm used in this work 4 times faster. As for the task performed by the robot, it takes a time of 130 seconds on average to go from the starting point, collect the object, place it in the box and finally return to its initial position, clarifying that the farther the robot is from the element, the faster it will advance. However, when the global task is being finalized, the simulation tends to slow down, since when the mobile robot arrives at the boxes, it has to process each of the objects already deposited, taking approximately 10 seconds more. On the other hand, organizing all the objects took approximately 26 minutes, which in a simulation is not relevant, but if it is done in conjunction with a real robot, it can slow down the speed at which the real mobile can go.
4 Conclusions

In this work, a virtual environment was created within which a mobile robotic arm is simulated to perform a specific task: collection and organization of objects. Within the development, a Faster R-CNN was used for identification and location of the objects, achieving a 99% accuracy in the recognition of each one, being a very high accuracy for this type of applications.

Although the Faster R-CNN was trained to recognize a single element per category, during the tests it was shown that it works optimally even by adding more elements, allowing the robot to collect each of the disordered objects. Likewise, it showed the speed with which a Faster R-CNN works in comparison with a basic R-CNN, achieving average times of 0.3 seconds to recognize 12 objects in an image of 700x525 px dimensions.

This work can be the basis to develop tasks of greater complexity, which can have trajectory planning with evasion of obstacles, collection of dangerous elements or in high risk areas by means of robots, among other applications, making use of neural networks such as the Faster R-CNN as a technique of identification and location of the objects to be manipulated. However, it is necessary to optimize the execution times of the simulation, using a dedicated computer or with better capacity than the one used in this work, so that it can operate at the same time as a real robot.
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