Abstract—This paper aims for the task of text-to-video retrieval, where given a query in the form of a natural-language sentence, it is asked to retrieve videos which are semantically relevant to the given query, from a great number of unlabeled videos. The success of this task depends on cross-modal representation learning that projects both videos and sentences into common spaces for semantic similarity computation. In this work, we concentrate on video representation learning, an essential component for text-to-video retrieval. Inspired by the reading strategy of humans, we propose a Reading-strategy Inspired Visual Representation Learning (RIVRL) to represent videos, which consists of two branches: a previewing branch and an intensive-reading branch. The previewing branch is designed to briefly capture the overview information of videos, while the intensive-reading branch is designed to obtain more in-depth information. Moreover, the intensive-reading branch is aware of the video overview captured by the previewing branch. Such holistic information is found to be useful for the intensive-reading branch to extract more fine-grained features. Extensive experiments on three datasets are conducted, where our model RIVRL achieves a new state-of-the-art on TGIF and VATEX. Moreover, on MSR-VTT, our model using two video features even outperforms models pre-trained on a large-scale HowTo100M dataset. Code is available at https://github.com/LiJiaBei-7/rivrl.
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Fig. 1: Three visual representation learning paradigms for text-to-video matching and retrieval: (a) Single-branch, (b) Independent multi-branch, and (c) Proposed dependent multi-branch.

WITh the increasing popularity of video streaming platforms such as YouTube and TikTok, there has been an explosive growth of video data on the Internet. Naturally, there is an increasing need of automated methods for recognizing [1], [2], [3], [4], describing [5], [6], [7], [8] and retrieving [9], [10], [11], [12] the video content. In this paper, we focus on text-to-video retrieval. Given a query in the form of a natural-language sentence, the task is to retrieve videos semantically relevant to the given query from many unlabeled videos.

For building such a video retrieval model, how to compute the semantic similarity between two modalities, i.e., text and videos, is crucial. Earlier efforts for text-to-video retrieval are concept-based methods [13], [14], [15], [16], which represent videos and textual queries into a pre-defined concept space, and the similarity is computed by concept matching. As the limited performance of concept-based methods, cross-modal representation learning based methods are preferred, which learns a joint embedding space in a concept-free manner for cross-modal similarity measurement and shows better performance [17], [18], [19], [20], [21], [22], [23].

Following the line of cross-modal representation learning based method, in this work we concentrate on video representation learning, an essential component for text-to-video retrieval. A typical approach of video representation learning is to first extract visual features from video frames by pre-trained CNN models, and subsequently aggregate the frame-level features into a video-level feature by mean pooling [24].
or max pooling [26], [27]. A Fully Connected (FC) layer is usually further employed to map the video-level feature into a joint embedding space. Instead of the simple pooling strategies, sequence-aware deep neural networks were explored. For instance, Long Short-Term Memory (LSTM) in [28], Gated Recurrent Unit (GRU) in [29]. Besides, GRU stacked with a multi-head self-attention layer was also investigated to represent videos [30]. Transformer [31] based methods were also proposed for video representation learning [32], [33]. However, the above methods extract video features by a single-branch structure, as illustrated in Fig. 1 (a), which may not capture the video information comprehensively.

Recently, we noticed an increasing use of employing a multi-branch structure to represent videos [34], [18], [35], [36], [37], [20], as shown in Fig 1 (b). For instance, Miech et al. [34] used multiple distinct video features and employed a gated embedding module to learn a new feature representation for each input feature. With the same input of each branch, Li et al. [35] utilized multiple parallel FC layers to project the input into multiple distinct video representation spaces, wherein multiple branches were independent. More recently, Wang et al. [20] proposed to process a given video by a global branch and a local branch, where two branches were also independent without any interactions. Despite their state-of-the-art performance, we argue that such an independent multiple-branch paradigm is suboptimal. According to our observations, when the two branches learn independently, both branches tend to learn main objects in videos while ignoring specific key details. Therefore, in order to strengthen the complementarity between multiple branches, it is necessary to design a representation learning network with a distinct granularity for each branch, while exploring the cross-branch association learning mechanism.

To alleviate the limitation mentioned above, we propose a Reading-strategy Inspired Visual Representation Learning (RIVRL) model. We are inspired by the reading strategy of humans, where humans typically preview text with a quick glance to obtain an overview of the text, and then intensively read it with the text overview to gain a deeper understanding. Our hypothesis is that if one model first briefly knows the video overview, it will help the model understand the video more deeply. Therefore, our proposed video representation model consists of two branches: a previewing branch and an intensive-reading branch, as illustrated in Fig 1 (c). The previewing branch is implemented as a lightweight video encoder, which is designed to briefly capture the overview information of videos. By contrast, the intensive-reading branch is implemented as a relatively heavy video encoder, which is designed to obtain more in-depth information. The key point is that the earlier generated representation from the previewing branch is then integrated into the representation learning of the intensive-reading branch. So two branches are dependent. Besides, the representation of previewing branch to some extent can be regarded as the overview of the given video. In this way, the intensive-reading branch is aware of the video overview, which typically helps it extract more fine-grained features.

Not surprisingly, the proposed method uses existing technologies including [38], hierarchical modeling [39], hybrid space learning [40], etc. Meanwhile, the proposed model architecture can be viewed as hierarchical at a high level. Our novelty is two-fold. First, we propose a dependent two-branch network for video representation learning. To the best of our knowledge, existing methods for text-to-video retrieval either use a single branch [30], [40], [41], or use multiple but independent branches [20], [36], [42]. Second, to effectively model such dependency, we develop a new feature aggregation module termed Previewing-aware Attention (PaA). Different from the self-attention module used in Transformers [31], where the same input feature sequence is used as queries (Q), keys (K), and values (V), the Q of PaA is taken from the previewing branch, and thus not self-attended. These two novel elements are shown to be important for learning a comprehensive visual representation for text-to-video retrieval.

To sum up, the contributions of this paper are as follows:

- We propose Reading-strategy Inspired Visual Representation Learning (RIVRL), where a previewing branch and an intensive-reading branch are jointly learned to extract cross-modal video representations. The intensive-reading branch, being aware of the representation learned by the previewing branch, can adaptively extract more fine-grained information.
- In the intensive-reading branch, we devise a multi-granularity segment representation and a previewing-aware attention. All these components are beneficial to the text-to-video retrieval task.
- We conduct extensive experiments on three challenging video datasets, i.e., MSR-VTT [43], TGIF [44] and VATEX [45]. The proposed model achieves a new state-of-the-art (SOTA) on TGIF and VATEX. While on MSR-VTT where the SOTA [20] uses seven video features, our model obtains comparable performance with just two 2D-CNN features.

II. RELATED WORK

As this work focuses on video representation for text-to-video retrieval, we mainly review recent progress in this direction. Depending on whether multi-branch networks are used for video representation, we categorize existing methods into two groups, i.e., single-branch methods [28], [27], [33], [46] and multiple-branch methods [18], [35], [42], [47]. Besides, we also review the related works in terms of the cross-modal similarity computation.

A. Single-branch Methods

A common implementation of single-branch methods was to first extract visual features from video frames by pre-trained CNN models, and subsequently aggregate the frame-level features into a video-level feature. To aggregate the features, mean pooling [48], [49] and max pooling [26], [27] were the popular choices, as they were very simple and parameter-free. However, they ignored the temporal order in videos which was typically essential for video representation. Hence, Torabi et al. [28] proposed to use an LSTM to explicitly model the temporal dependency information, where frame-level features
were sequentially fed into the LSTM and the mean pooling of the hidden vectors at each step was used as the video representation. Instead of LSTM, Dong et al. [29] employed GRU considering it was more lightweight, and utilized a simple self-attention that was implemented by an FC layer to aggregate features. With the similar idea of [29], Yang et al. [30] also utilized the GRU for temporal modeling, but additionally used a multi-head self-attention layer [31] to learn the frame-wise correlation thus obtaining the stronger video representation. Different from the above methods that learned the video representation based frame-level features extracted by CNN models, Feng et al. [40] proposed to employ an object detector model to extract object-level features, and used a Graph Convolutional Network (GCN) to model the semantic relations between objects thus obtained more fine-grained video representation. Recently, with the success of Transformer in Natural Language Processing (NLP), we observed an increasing use of such techniques for video representation in the task of text-to-video retrieval [32], [33], [50], [41]. For instance, Gabeur et al. [32] proposed a model called multi-modal Transformer (MMT) with four stacked Transformer layers, which jointly encoded seven diverse video features for video representation. In [33], Zhu and Yang proposed ActBERT to jointly encode global actions, local regional objects, and text descriptions in a BERT-like Transformer framework. In [41], Luo et al. also proposed a BERT-like encoder-decoder structure called CoCoBERT, which simultaneously pursued inter-modal matching and intra-modal denoising between masked and unmasked inputs in a contrastive manner.

B. Multiple-branch Methods

For multiple-branch methods, multiple parallel video encoding branches were jointly used to represent videos. One simple way was to utilize multiple independent encoding branches with different video features as inputs [34], [42], [18], [21]. In [34], for each branch, Miech et al. first aggregated input features into video-level feature vectors by mean pooling, max pooling or NetVLAD, then a gated embedding module was further employed for feature mapping. They adopted seven different features, and seven different mapped features obtained from seven branches were used for video representation. In the follow-up work, Liu et al. [42] proposed a model named Collaborative Experts (CE), where they also employed seven branches for video representation but used a collaborative gating to fuse the outputs of multiple branches. Recently, Song et al. [18] devised two separated branches with distinct structures for video representation, where one branch used a GCN to model spatial-temporal relations between objects detected in video frames, the other employed mean pooling over the frame-level frames. Another popular way was devising multiple encoding branches with the same video feature as input [35], [39], [36], [20], [37], [51]. For instance, Li et al. [35] proposed Sentence Encoder Assembly (SEA), where the authors utilized multiple different text encoders. Besides, they utilized multiple parallel FC layers over the mean-pooled frame-level feature for feature mapping, where each video branch was corresponding to a specific text encoder. In [40], Dong et al. proposed Dual Encoding for text-to-video retrieval, where they devised a multi-level video encoding including mean pooling, biGRU and CNN for video representation. In [36], Chen et al. proposed a model called Hierarchical Graph Reasoning (HGR). They devised three branches to capture three hierarchical semantic levels in videos, which were responsible to capture global events, local actions and entities, respectively. As the follow-up work of [36], Chen et al. proposed Generalized Pooling Operator (GPO) [51], where the authors plugged the generalized pooling operator as the video and text feature aggregator in HGR. The works [37], [39], [20] shared the similar idea of using two branches to learn global and local information in videos respectively. Among them, Song et al. [37] used a biGRU to extract global features and a multi-head self attention to extract local features. Different form [37] that only used one video feature, Wang et al. [20] adopted seven different video features. They proposed a model named Text-to-Video VLAD (T2VLAD) [20], where the video encoder proposed in [42] was employed as the global branch and a multi-head self attention with a NetVLAD layer [47] was used as the local branch.

Our proposed method is also multi-branch. Indeed, the idea of multiple-branch learning is not new by itself. In the context of video annotation, Carreira et al. [52] utilized an RGB branch and an optical-flow branch for action recognition, and Liu et al. [53] used a content branch to encode salient visual content and a semantic branch to capture the semantic information in videos for video captioning. However, different from the previous methods where two branches are independent, our design has two dependent branches. In particular, the proposed intensive-reading branch is aware of the representation learned by the other previewing branch. Such a novel design helps learn better video representation than the prior art. The SlowFast network [54] also uses a multi-branch architecture, wherein the output of one branch depends on the other branch. Our proposed network differs from SlowFast in terms of the network input and how the dependency is exploited. Concerning the input, SlowFast feeds its two branches with video frames in different sampling rates and resolutions, while our model takes a sequence of frame-level features as a single input. The input is fed into two distinct encoders to derive complementary video representations. Concerning the dependency modeling, SlowFast makes its two branches dependent with lateral connections implemented by simple summation or concatenation, while we devise a previewing-aware attention (PaA) to connect the two branches explicitly, PaA is found to be better than simple concatenation, see Table X.

C. Cross-modal Similarity Computation

Cross-modal similarity computation is one of the essential modules for text-to-video retrieval. Popular solutions typically mapped videos and sentences into a common latent space, and the cross-modal similarities were measured by their distances in the latent space [18], [27], [43], [55]. Additionally, there are some works [33], [56], [57], [58] that tend to directly predict cross-modal similarity without explicitly learning any
common spaces. These works mainly focus on how to devise a cross-modal fusion module. As the representative work, Lei et al. [59] concatenated frame sequence and word sequence, and fed them into a 12-layer transformer for cross-modal fusion. Besides, there is an increasing use of Transformer for multimodal fusion in the context of various tasks [59], [60], [61], [62]. For example, in the task of visual question answering, Yu et al. [59] proposed a guided attention module to fuse image and textual query features, and the attention modules can be cascaded in depth. In [62], a multimodal Transformer model was extended for image captioning, where complex multimodal reasoning was conducted via multimodal Transformer. The above Transformer-based multimodal fusion can also be extended for text-to-video retrieval. Although using an advanced cross-modal fusion is likely to achieve performance gain for text-to-video retrieval, it is at the expense of efficiency. As we focus on video representation learning, in this work we directly utilize the hybrid space proposed in [40] for cross-modal similarity computation.

III. READING-STRATEGY INSPIRED VISUAL REPRESENTATION

To represent a video containing complex events, we propose a reading-strategy inspired visual representation learning model. As illustrated in Fig. 2, the proposed representation model consists of two branches: a previewing branch and an intensive-reading branch. The previewing branch is designed to capture coarse overview information that can be obtained by a lightweight module. The intensive-reading branch is designed to obtain more in-depth information, which can be captured by a relatively stronger module with the guidance of the overview information obtained by the previewing branch. Note that the two branches are not independent. The intensive-reading branch is aware of the representation learned by the previewing branch, hence it can adaptively extract essential information according to the video overview. In what follows, we first depict the frame-level feature extraction, followed by the description of two branches respectively.

A. Frame-Level Feature Extraction

Before feeding videos into the previewing branch and the intensive-reading branch, videos are firstly encoded into a sequence of frame-level feature vectors, denoted as \( V = \{ v_1, v_2, \ldots, v_m \} \), where \( v_i \) indicates the feature vector of the \( i \)-th frame and \( m \) is the total number of video frames. Following the common practice [8], [35], we extract the frame-level features by a pre-trained 2D CNN. Specifically, given a video, we first uniformly extract a sequence of video frames with a pre-specified interval of 0.5 seconds, and employ a 2D CNN pre-trained on ImageNet to extract the frame features.

B. Previewing Branch

For the previewing branch, we adopt bidirectional Gated Recurrent Unit (biGRU) [38] to extract the overview information of the given video, considering it effective for sequence representation [23], [30]. BiGRU consists of a forward GRU and a backward GRU, where the forward GRU encodes frame features in normal order, while the backward one encodes them in reverse order. We feed the feature sequence \( V \) to the biGRU. The hidden states of both forward one and backward one are concatenated as the output of biGRU at a specific time step of \( t = 1, \ldots, m \), denoted as \( h^t \). Putting the outputs of all the time steps, we obtain a sequence of feature vectors \( H = \{ h^1, h^2, \ldots, h^m \} \) carried the whole information of the video. Finally, through the previewing branch, the representa-
tation of the video \( v \) is obtained by applying mean pooling on \( H \) along the temporal dimension, which is denoted as \( p \in \mathbb{R}^{1 \times d} \):

\[
    p = \frac{1}{m} \sum_{t=1}^{m} h^t, \tag{1}
\]

where \( d \) indicates the dimensionality of the output vector. Note that the previewing branch can be any video representation model that works on a video as a sequence of feature vectors. Besides, the motivation behind our previewing branch is similar to \cite{57, 63, 64} which also use a lightweight branch to obtain the video overview. But these works adopt different strategies to improve the efficiency of video understanding models, while we aim for a better video representation.

### C. Intensive-Reading Branch

As videos typically contain multiple objects and complex scenes, the previewing branch alone is insufficient to capture the information comprehensively. We introduce an intensive-reading branch that extracts more in-depth information with a strong structure under the guidance of the representation learned by the previewing branch. The intensive-reading branch first represents video as multi-granularity segments, and then aggregates them with previewing-aware attentions.

#### Multi-granularity Segment Representation

Inspired by the n-gram language model that considers a contiguous sequence of \( n \) words from a given sentence to predict the probability of an entire sentence, we consider a sequence of \( n \) contiguous frames from a given video to obtain more fine-grained video representation. We regard \( n \) contiguous frames as a video segment. Given a video, we split the video into a sequence of segments by a sliding window of a specific size, and represent segments of the same length as a sequence of feature vectors. Using multiple sliding windows of various sizes, we can obtain multiple sequences of segment feature vectors that are regarded as the multi-granularity segment representation.

More formally, given a video, we first employ an FC layer to map the frame features to a lower dimensional space, which is helpful for reducing the complexity of the model. After the feature mapping, we obtain a sequence of new mapped feature vectors \( V' = \{v_1, v_2, \ldots, v_{m}\} \). We then employ CNNs to obtain segment features, considering its good nature of aggregating adjacent features. Specifically, we adopt 1D convolutional layer over the frame features to obtain the segment features fusing the information of the adjacent frames. Let \( \text{Conv}1D_{r,n,s} \) be a 1D convolutional layer that contains \( r \) filters with size \( n \) and stride \( s \) to aggregate \( n \) adjacent frames. The filter size \( n \) is the size of the sliding window. Setting \( n \) to 1 means each frame is treated as a segment, while using a larger \( n \) would generate segments of a larger length. The stride \( s \) is the distance between adjacent segments. Smaller \( s \) leads to more segments. Given a sequence of new mapped feature vectors \( V' \), the representation of segments generated with a sliding window of size \( n \) is expressed as \( C^n = \delta(\text{Conv}1D_{r,n,s}(V')) \), where \( \delta \) indicates the ReLU activation. Putting the segment representations generated with sliding windows of different sizes together, we obtain the multi-granularity segment representation as:

\[
    C = \{C^n \in \mathbb{R}^{m_n \times r}\}_{n \in \Phi}, \tag{2}
\]

where \( \Phi \) denotes the set of sliding window sizes, \( m_n \) indicates the number of segments of length \( n \), and \( r \) is the dimensionality of segment features. Note that \( \text{Conv}1D \) with varied filter sizes are executed in parallel in one forward pass, the computation of Eq. \( 2 \) is efficient.

#### Previewing-aware Attention

Given the multi-granularity segment representation \( C \), we would like to enhance segments which are more important for conveying the semantic of videos. To this end, we propose a previewing-aware attention that adaptively selects video segments. We perform the previewing-aware attention for each granularity in parallel, and concatenate the output as the final output of the intensive-reading branch.

![Attention illustration](https://example.com/attention.png)

Fig. 3: Attention illustration. (a) Self attention takes the segment features as the input and maps them into queries, keys, values. By contrast, (b) previewing-aware attention uses the previewing feature vector as the query, and the segment features as keys and values, which adaptively selects segments conveying the semantic of the video under the guidance of the previewing feature.

To devise the previewing-aware attention, we borrow the idea of multi-head self-attention (MHSA) mechanism in Transformer \cite{65}, considering its decent performance as an attention module in a variety of computer vision related tasks \cite{66}. MHSA first projects the input into queries, keys, values, and then computes the output as a weighted sum of the values. The weight assigned to each value is computed by a compatibility function of the query with the corresponding key. We adapt MHSA by taking the previewing feature vector \( p \) as the query, and the segment features (of a specific granularity) \( C' \) as keys and values, see Fig. 3. Specifically, \( p \) is first linearly projected into \( d_k \)-dimensional vector as the query, and \( C' \) are linearly projected into \( d_k \)-dimensional and \( d_v \)-dimensional vectors used as the keys and values respectively. Then a scaled
dot-product attention with an extra output project layer is employed. An attended output \( o \) is obtained as:

\[
\begin{align*}
\text{Attention}(Q, K, V) & := \text{Softmax}(\frac{QK^T}{\sqrt{d_k}})V, \\
o &= W_4 \times \text{Attention}(pW_1, C'W_2, C'W_3),
\end{align*}
\]  

where \( \text{Attention} \) denotes the scaled dot-product attention, \( W_1 \in \mathbb{R}^{d_x \times d_v}, W_2 \in \mathbb{R}^{r \times d_v}, W_3 \in \mathbb{R}^{d_v \times d_v} \) are three projection matrices for transforming the input features, and \( W_4 \in \mathbb{R}^{d_v \times d_v} \) is the output projection matrix. Different from MHSA, we use one head only, as we found in our preliminary experiment that the gain of using more heads is marginal. We attribute this to the different contexts we are dealing with. Recall that the multi-head trick was originally used for mapping the input feature into different and hopefully complementary representation subspaces [31]. In our context, by multi-granularity segmentation representation learning, we have constructed multiple inputs, each fed into its own PaA block with the output concatenated later, see Fig. 2. Therefore, even with one-head PaA, we have practically implemented the notion of multi-subspace learning and fusion, and thus making multi-head unnecessary.

Following [31], we enhance \( o \) with a residual connection. A max pooling operation is performed on the input \( C' \) so it can be added to \( o \). The enhanced output \( o' \) is given by:

\[
o' = LN(o + \text{maxpool}(C')), \tag{4}
\]

where \( LN \) indicates the layer normalization. Next, a feed-forward network with a residual connection and a layer normalization is employed. We implement the feed-forward network as a multi-layer perceptron (MLP) consisting of two FC layers with a ReLU activation. The final output of the PaA module, guided by the previewing-branch output feature \( p \), is obtained as

\[
\text{PaA}(C'; p) = LN(o' + \text{MLP}(o')) \tag{5}.
\]

As illustrated in Fig. 3 (b), PaA transforms a given input \( C' \) of size \( m \times r \) to an output of size \( 1 \times r \). Different from MHSA, PaA essentially performs one-round feature aggregation. Hence, stacking multiple blocks as MHSA uses is unsuited for PaA.

Given the multi-granularity segment representation, we perform previewing-aware attention for each granularity in parallel, and concatenate the output as the final output \( g \) of the intensive-reading branch. Formally, the output \( g \) is obtained as:

\[
g = \text{Concat}_{n \in \Phi}(\text{PaA}(C_n^m; p)) \tag{6},
\]

where \( \text{Concat} \) indicates the concatenation operation. Note that the intensive-reading branch allows the model to jointly extract information from segment representations of different granularities, thus obtaining more fine-grained video representation.

IV. VIDEO-TEXT MATCHING

A. Text Representation

As our focus is on the video side, we adopt multi-level text encoding [40] and BERT [67] for text representation, considering their open-sourced code and good performance in the video-text matching task. Given a sentence, the multi-level text encoding extracts three levels of textual features based on Bag-of-Words (BoW), biGRU, biGRU-CNN, and concatenates them as its output feature vector. For BERT, we utilize it trained on Wikipedia and book corpora [68], and generate a 1,024-dimensional feature vector for each sentence. Specifically, we represent text in two ways, one is only using the multi-level text encoding, the other one is using the concatenation of both encoders’ outputs as the text representation. Multi-level text encoding is utilized as the default text representation unless otherwise stated. For ease of reference, the representation of a sentence is denoted as \( s \).

B. Video-Text Similarity learning

For video-text similarity learning, we employ hybrid space learning [40] which combines the high performance of the latent space and the good interpretability of the concept space. Different from previous work [40] that learns one hybrid space, we use a double hybrid spaces learning strategy which learns two hybrid spaces, one for the previewing branch and the other for the intensive-reading branch. The final video-text similarity is the aggregation of the video-text similarities in the two hybrid spaces.

Double Hybrid Spaces Learning. A hybrid space is comprised of a latent space and a concept space. Given the encoded video feature vector \( v' \) and the sentence feature vector \( s' \), the hybrid space learning projects them into a latent space and a concept space via an FC layer respectively. For the latent space learning, it is expected to make relevant video-sentence pairs near and irrelevant pairs far away in the space. Therefore, an improved triplet ranking loss [69] is employed, which are commonly used in retrieval-based tasks [35], [70], [71], [72]. For the concept space learning, it can be naturally formulated as a multi-label classification problem. As the concept space is expected to be used for both interpretability and video-text matching, a binary cross-entropy loss and an improved triplet ranking loss are jointly used for space learning. For ease of reference, we denote the joint loss of learning a hybrid space as \( \mathcal{L}_{v',s'} \). We refer the readers to [40] for more detailed descriptions.

In our model, we propose to learn two hybrid spaces, one for the previewing branch and the other for the intensive-reading branch. We name the former as the previewing hybrid space and the latter as the intensive hybrid space. Specifically, given a video encoded as a previewing feature vector \( p \) and a intensive-reading feature vector \( g \), and a sentence represented as a feature vector \( s \), we learn the previewing hybrid space based on \( p \) and \( s \) and the intensive hybrid space based on \( g \) and \( s \), respectively. The whole model is trained via minimizing the sum of previewing hybrid space loss \( \mathcal{L}_{p,s} \) and the intensive hybrid space loss \( \mathcal{L}_{g,s} \):

\[
\mathcal{L} = \mathcal{L}_{p,s} + \mathcal{L}_{g,s}. \tag{7}
\]

Video-Text Similarity. Once the model is trained, the final similarity between a video \( v \) and a sentence \( s \) is computed as the sum of similarities in the two hybrid spaces, that is:

\[
sim(v, s) = \sim_p(v, s) + \sim_g(v, s), \tag{8}
\]
where $\text{sim}_p(v, s)$ and $\text{sim}_g(v, s)$ indicates the video-text similarity in the previewing hybrid space and the intensive hybrid space, respectively. Detailed calculations of $\text{sim}_p(v, s)$ and $\text{sim}_g(v, s)$ can be found in the appendix.

V. EXPERIMENTS

A. Experimental Settings

1) Datasets: We use three public datasets: MSR-VTT [43], VATEX [45] and TGIF [44]. Table I summarizes the brief statistics of these datasets.

MSR-VTT [43]: MSR-VTT is a commonly used dataset for text-to-video retrieval task. This dataset contains 10k web videos, and each video is associated with 20 crowd-sourced natural language sentences. The sentences briefly describe the content of the corresponding video. Following the recent work [40], we conduct experiments on three distinct editions of data split [34], [43], [43], which we refer to as MV-Yu, MV-Miech and MV-Xu, respectively.

TGIF [44]: TGIF is originally developed for the captioning task, while now also popular for the text-to-video retrieval task. It contains 100K animated GIFs collected from Tumblr, and 120K natural language sentences annotated via crowdsourcing. Each GIF is associated with 1-3 sentences. For this dataset, we notice there are two distinct editions of data split in the literature [34], [36]. For ease of reference, we term the two splits as TGIF-Chen [36] and TGIF-Li [35], respectively. We conduct experiments on all the two data splits for a comprehensive evaluation.

VATEX [45]: VATEX is a large-scale multilingual video description dataset. Each video, collected for YouTube, has a duration of about 10 seconds. Each video has corresponding 10 English sentences and 10 Chinese sentences to describe the video content. We only use the English sentences in our experiments. Following [40], [36], we utilize 25,991 videos for training, 1,500 videos for validation and 1,500 videos for testing. Note that the validation and test set are obtained by randomly splitting the official validation set of 3,000 videos into two equal parts.

2) Implementation Details: We use PyTorch as our deep learning environment. For sentence preprocessing, following [40], we first convert all words to the lowercase and then replace words that are occurring less than five times in the training set with a special token. For video features, on MSR-VTT, we use the frame-level ResNeXt-101 [73] and ResNet-152 [75] provided in [40]. The two feature vectors are concatenated to obtain a combined 4,096-d CNN feature, which we refer to as ResNeXt-ResNet. On TGIF, for a fair comparison, we utilize frame-level ResNet-152 feature provided by [36] on the TGIF-Chen split, and ResNeXt-ResNet provided by [35] on the TGIF-Li split. On VATEX, we adopt 1,024-d 13D [52] video features provided by the dataset developers [45].

For model structure, in the previewing branch, we let the hidden size of GRU be 512, so the dimensionality $d$ of the output feature is 1,024. In the intensive-reading branch, we set the dimensionality of the mapped frame feature to 2048, and let the filter number $r$ be 1024 and the stride size $s$ be 2 in all convolutional layers. $d_k$ and $d_v$ in the attention are set to 512, and 1024, respectively. The default set of sliding window sizes is $\Phi = \{1, 3\}$ unless otherwise stated. For the multi-level text encoding and hybrid space learning implementation, we directly follow the source code [40] provided in [40].

For model training, we utilize an Adam optimizer with a mini-batch size of 128. The initial learning rate is set to 0.0001. We take an adjustment schedule similar to [48], [40]. That is, once the validation loss does not decrease in three consecutive epochs, we divide the learning rate by 2. Early stop occurs if the validation performance does not improve in ten consecutive epochs. The maximal number of epochs is 50. Additionally, for the ease of model training, we fix the parameters of the BERT if it is used.

3) Evaluation Metrics: Following the previous works [76], [40], we use rank-based metrics, namely $R@K (K = 1, 5, 10)$, Median rank (Med r) and mean Average Precision (mAP) to evaluate the performance. $R@K$ is the fraction of queries that correctly retrieve desired items in the top $K$ of the ranking list. Med $r$ is the median rank of the first relevant item in the search results. Higher $R@K$, mAP and lower Med $r$ mean better performance. For overall comparison, we report the Sum of all Recalls (SumR).

B. Comparison with the State-of-the-art

1) Experiments on MSR-VTT: Table II summarizes the performance comparison on the MV-Yu split of MSR-VTT, where symbol asterisk (*) indicates that models utilize the same ResNeXt-ResNet video feature. Among the models using the same video feature, our proposed model RIVRL consistently outperforms the others with a clear margin. Among them, Dual Encoding [40] utilizes the same multi-level text encoding and hybrid space learning with RIVRL, while using different video representation learning methods. The better performance of our model over Dual Encoding demonstrates the effectiveness of our proposed reading-strategy inspired visual representation learning. Additionally, integrating BERT in the text encoder, RIVRL with BERT achieves significant performance improvements. Besides, it compares favorably to the recent state-of-the-art model T2VLAD [20] which utilizes

| DataSets         | #Videos / GIFs | #Sentences |
|------------------|----------------|------------|
|                  | train | val | test | train | val | test |
| MSR-VTT [43]     | 45    | 55  | 65   | 45    | 65  | 65   |
| MV-Yu [34]       | 7,010 | 1,000 | 1,000 | 140,200 | 1,000 | 1,000 |
| MV-Miech [43]    | 6,656 | 1,000 | 1,000 | 133,120 | 1,000 | 1,000 |
| MV-Xu [43]       | 6,513 | 497  | 2,990 | 130,260 | 9,940 | 59,800 |
| TGIF [44]        | 55    | 55  | 55   | 55    | 55  | 55   |
| TGIF-Chen [36]   | 79,451 | 10,651 | 11,310 | 80,295 | 10,774 | 33,951 |
| TGIF-Li [35]     | 78,799 | 10,705 | 11,351 | 79,632 | 10,828 | 34,074 |
| VATEX [45]       | 25,991 | 1,500 | 1,500 | 259,910 | 15,000 | 15,000 |

1https://github.com/danieljf24/hybrid_space

\[\text{DataSets} \times \text{#Videos / GIFs} \times \text{#Sentences} \]
TABLE II: Performance comparison on the MV-Yu split of MSR-VTT. Symbol asterisk (*) indicates that models utilize the same video feature. The best and second-best results are in bold and underlined, respectively. "-" indicates the corresponding result is unavailable from the original papers. Our proposed model using two features compares favorably to recent state-of-the-art model T2VLAD using seven features.

| Method         | BERT? | R@1 | R@5 | R@10 | Med r | mAP | SumR |
|----------------|-------|-----|-----|------|-------|-----|------|
| CT-SAN         |       | 4.4 | 4.4 | 4.4  | 35.7  | -   | 4.3  |
| JS fusion       |       | 10.2| 31.2| 43.2 | 10.5  | -   | 84.6 |
| STG [21]       | ✓     | 15.5| 39.2| 50.4 | 10.2  | -   | 105.1|
| TCE [10]       | ✓     | 16.1| 38.0| 51.5 | 10.2  | -   | 105.6|
| Miech et al. [22] | ✓   | 14.9| 40.2| 52.8 | 9.5   | -   | 107.9|
| UniVL [73]     | ✓     | 16.7| 44.0| 55.9 | 6.0   | -   | 116.6|
| CE [23]        | ✓     | 20.9| 48.8| 62.4 | 6.0   | -   | 132.1|
| MMT [24]       | ✓     | 24.6| 54.0| 67.1 | 4.0   | -   | 145.7|
| Support-Set [79] | ✓   | 27.4| 56.3| 67.7 | 3.0   | -   | 151.3|
| CMGSVD [24]    | ✓     | 26.1| 56.7| 69.7 | 4.0   | -   | 152.5|
| T2VLAD [20]    | ✓     | 29.5| 59.0| 70.1 | 4.0   | -   | 158.6|

Pre-training on HowTo100M [27]:

| Method          | BERT? | R@1 | R@5 | R@10 | Med r | mAP | SumR |
|-----------------|-------|-----|-----|------|-------|-----|------|
| W2VV* [25]      | ✓     | 1.9 | 9.9 | 15.2 | 79.8  | 6.8 | 27.0 |
| VSE++* [69]     | ✓     | 16.0| 38.5| 50.9 | 10.2  | 27.4  | 105.4|
| MEE* [25]       | ✓     | 14.6| 38.4| 52.4 | 9.0   | 26.1  | 105.1|
| W2VV++* [76]    | ✓     | 19.0| 45.0| 58.7 | 3.3   | 31.8  | 122.7|
| CE* [26]        | ✓     | 17.2| 46.2| 58.5 | 3.3   | 31.8  | 122.7|
| TCE* [30]       | ✓     | 17.8| 46.0| 58.3 | 3.0   | 31.1  | 121.9|
| HGR* [36]       | ✓     | 21.7| 47.4| 61.1 | 3.0   | 31.2  | 130.0|
| Dual Encoding* [40] | ✓     | 21.1| 48.7| 60.2 | 3.0   | 31.3  | 130.0|
| SEA* [35]       | ✓     | 23.8| 50.3| 63.8 | 3.0   | 31.7  | 137.9|
| RIVRL*          | ✓     | 23.3| 52.2| 63.8 | 3.0   | 31.7  | 137.9|
| RIVRL with BERT* | ✓     | 27.9| 59.3| 71.2 | 3.0   | 42.0  | 158.4|

Pre-training on TV [81]:

| Method          | BERT? | R@1 | R@5 | R@10 | Med r | mAP | SumR |
|-----------------|-------|-----|-----|------|-------|-----|------|
| HERO [70]       | ✓     | 16.5| 40.0| 52.0 | -     | -   | 108.5|
| ActBERT [63]    | ✓     | 11.5| 34.0| 47.3 | -     | -   | 92.8 |
| CoCo-BERT [42]  | ✓     | 18.6| 43.8| 56.2 | -     | -   | 118.6|

Pre-training on ACTION [82]:

| Method          | BERT? | R@1 | R@5 | R@10 | Med r | mAP | SumR |
|-----------------|-------|-----|-----|------|-------|-----|------|
| HERO [50]       | ✓     | 17.7| 41.2| 53.0 | -     | -   | 113.6|
| ActBERT [63]    | ✓     | 13.2| 37.2| 50.4 | -     | -   | 100.8|
| CoCo-BERT [42]  | ✓     | 21.1| 45.8| 57.2 | -     | -   | 124.1|

Comparing the models pre-trained on a large-scale dataset HowTo100M, our best model without pre-training on it performs the best in terms of SumR. Among the four models pre-trained on HowTo100M, Support-Set performs the best and its R@1 score is better than ours. However, when comparing with Support-Set without pre-training on HowTo100M, our model gives the better performance except in terms of MedR. Additionally, comparing the models pre-trained on TV dataset [81] or a large-scale GIF video dataset ACTION [82], our model still performs better. The results show the effectiveness of our model for text-to-video retrieval.

Performance comparison on the MV-Miech and MV-Xu splits of MSR-VTT are shown in Table III. Similarly on MV-Yu, our proposed model performs the best among the models using the same video feature, and compares favorably to state-of-the-art model T2VLAD that utilizes seven video features. It is worth noting that, on MV-Xu, our model without BERT gives comparable performance to SEA [35] with BERT. SEA employs the simple mean pooling with three independent FC layers as the video encoder, while our model utilizes two dependent branches to represent videos. The result demonstrates the effectiveness of multiple dependent branches for video representation.

2) Experiments on TGIF: In Table IV, we report performance on two distinct data splits of TGIF. On each split, all models utilize the same video feature. Our proposed RIVRL without BERT consistently outperforms others, including recent model SEA with BERT. Moreover, our model achieves consistent performance improvement if we integrate BERT into the text encoder. The results not only show the effectiveness of our proposed reading-strategy inspired visual representation for text-to-video retrieval, but also demonstrate its potential of using it with a stronger text encoder.
In this section, we investigate how our proposed model performs on different types of videos, i.e., video complexities and video categories. Notice that a video described by a longer sentence typically exhibits more complex visual content than another video described by a relatively shorter sentence. Hence, we use the length of corresponding textual descriptions as the metric of video complexity. A similar evaluation protocol is also adopted in [30]. In order to make the comparison fairer, we compare our model with Dual Encoding that utilizes the same multi-level text encoding and hybrid space learning but uses different video representation methods. Fig. 4(a) shows the performance comparison grouped in the variety of video complexities. Our proposed model consistently outperforms Dual Encoding in all groups with a clear margin. The results again show the effectiveness of our proposed video representation. Moreover, with the increasing of video complexities, the performance gain of our model over Dual Encoding becomes much more significant generally. The result also demonstrates that our reading-strategy inspired visual representation is better to handle complex videos. Fig. 4(b) illustrates the performance comparison grouped in the variety of video categories. Our proposed model beats Dual Encoding on almost all categories, which again shows the effectiveness of our proposed video representation.

D. Qualitative Analysis

1) What has RIVRL learned: In order to investigate what has RIVRL learned, we conduct video-to-video retrieval on MSR-VTT. Specifically, given a video, we search its nearest video using the features obtained by the previewing branch
Fig. 5: Examples of video-to-video retrieval on MSR-VTT. The previewing branch captures the coarse semantic relevance, while the intensive-reading branch has the ability to obtain more fine-grained semantic relevance.

and the intensive-reading branch respectively, and the cosine distance is employed. Some examples are demonstrated in Fig. 5. Considering the first example, given a query video containing three people are dancing, the nearest video obtained by previewing branch is about a group of people are dancing, while the one returned by the intensive-reading branch is also about three people are dancing. For the second example, the one obtained by previewing branch shares the coarse semantic of football with the query video, while the video obtained by intensive-reading branch shows a similar event of Messi dribbled and scored in a football match. The results show that the previewing branch captures the coarse semantic relevance, while the intensive-reading branch has the ability to obtain more fine-grained semantic relevance.

2) Attention Visualization: Fig. 6 visualizes the learned attention of our proposed model. For each video, we select twelve frames for visualization and illustrate its frame-level attention (n=1) and segment-level attention (n=3). Weights of each attention are L2-normalized for better visualization. Besides, one sentence of each video is also demonstrated for reference. Considering the first video with a single scene where all the frames are almost similar, learned weights of frame-level attention and segment-level attention are also almost equal, respectively. For the video having multiple different scenes, our attention typically selects segments conveying the semantic of the video. Taking the second video as an example, the frame-level attention focuses more on the scene of a boy cycling, while the segment-level attention focuses on the scene...
of a boy is enjoying. The results to some extent demonstrate the reasonability of our learned attention.

### E. Ablation Studies

In this section, we evaluate the effectiveness of each component in our model. We first verify the viability of two-branch video representation, followed by the exploration of multi-granularity representation encoding, multi-head attention, and dependency modeling. Following previous works [78][79][91], we conduct ablation studies on MV-Yu data split.

1) **Single branch vs. Multiple branches:** In order to verify the viability of two-branch video representation, we compare it with single-branch video representation, using a previewing branch or an intensive-reading branch only. As shown in Table VI, using biGRU as the previewing branch, our proposed two-branch video representation consistently outperforms two single-branch variants with a clear margin. Among the single-branch methods, the intensive-reading branch with a strong model structure unsurprisingly performs better. Additionally, we also try replacing the GRU as an FC layer as the previewing branch. The result demonstrates the effectiveness of our proposed two-branch video representation.

2) **Dependent branches vs. Independent branches:** In this experiment, we compare our full model using two dependent branches to the counterpart using two independent branches. The former feeds the preview feature $p$ as the query $Q$ of the multi-head attention in the intensive-reading branch, while the latter does not feed the previewing feature into the intensive-reading branch. As shown in Table VII, our full model using two dependent branches gives better performance. The result demonstrates the benefit of using two dependent branches for video representation. We attribute the higher performance to that the preview feature provides a coarse overview of the video to the intensive-reading branch, thus the intensive-reading branch can extract essential information better according to the video overview.

### Table VI: The effectiveness of two-branch video representation. Video representation obtained by both previewing branch and intensive-reading branch performs the best.

| Previewing | Intensive-Reading | R@1 | R@5 | R@10 | Med r | mAP | SumR |
|------------|-------------------|-----|-----|------|-------|-----|------|
| ✓ (biGRU)  | -                 | 20.4 | 47.6 | 59.9 | 7.0   | 33.2 | 127.9 |
| -          | ✓                 | 22.1 | 48.5 | 60.9 | 6.0   | 34.8 | 131.5 |
| ✓ (biGRU)  | ✓                 | 23.3 | 52.2 | 63.8 | 5.0   | 36.7 | 139.3 |

### Table VII: The comparison of two dependent branches and two independent branches. Our model using two dependent branches for video representation consistently performs better.

| Dependent? | R@1 | R@5 | R@10 | Med r | mAP | SumR |
|------------|-----|-----|------|-------|-----|------|
| ✓          | 23.3 | 52.2 | 63.8 | 5.0   | 36.7 | 139.3 |
| ✓          | 23.0 | 50.9 | 62.6 | 5.0   | 36.0 | 136.5 |

3) **The effectiveness of multi-granularity segment representation:** Table VIII summarizes the performance of our proposed model with the different granularities of segment representation. The models with multiple granularities beat the single-granularity counterparts. The result shows the effectiveness of multi-granularity segment representation for video retrieval. Among multi-granularity models, one with sliding windows of sizes 1 and 3 turns out to be the most effective, but using more granularities has no further performance gain. While its learning capacity increases as the granularity of the segment increases, the chance of over-fitting also increases. Overall, our model using multi-granularity segment representation with sliding windows of sizes 1 and 3 strikes the best balance between model capacity and generalization ability, so we use it as the default setup of our model.

4) **The effectiveness of multi-head attention:** In this experiment, we try replacing the multi-head attention with mean pooling, or simple attention to verify its effectiveness in the previewing-aware attention. The mean pooling regards input segments equally, calculating the average of segment features. The simple attention utilizes an FC layer to learn attention weights, where we first concatenate the preview feature with the input segment feature vectors, and an FC layer is employed to map each feature vector into an attention weight. Two attentions are consistently better than the mean pooling, showing the benefit of attention in video representation. Besides, we find that replacing the multi-head attention with the simple attention would result in relative performance degeneration, but not dramatically. It not only reflects the effectiveness of the multi-head attention, but also shows the robustness of our model structure.

5) **The influence of dependency modeling:** Recall that we devise a previewing-aware attention to make the two branches dependent. In order to investigate its effectiveness, we compare it with two common ways that are used in the SlowFast network [54], i.e., summation and concatenation, for dependency modeling. Specifically, instead of using the previewing-aware
TABLE X: The comparison of different dependency modelings. Our PaA outperforms the two ways used in SlowFast.

| Lateral connection | R@1  | R@5  | R@10 | Med r | mAP  | SumR |
|-------------------|------|------|------|-------|------|------|
| Concat            | 22.4 | 59.0 | 60.6 | 6.0   | 34.8 | 132.0|
| Sum               | 21.7 | 48.3 | 61.4 | 6.0   | 34.7 | 133.3|
| PaA               | 23.3 | 52.2 | 63.8 | 5.0   | 36.7 | 139.3|

TABLE XI: The quantitative comparison of video-to-video retrieval. The performance are reported in percentage (%).

| Representation          | nDCG | mAP  |
|------------------------|------|------|
| Baseline               | 59.6 | 9.1  |
| Previewing branch      | 65.9 | 10.8 |
| Intensive-reading branch | 66.3 | 11.0 |
| RIVRL                  | 70.0 | 16.8 |

G. Analysis on Model Complexity

In this section, we compare our model with recent state-of-the-art models in terms of model size and computation overhead at the inference stage. We adopt two non-Transformer models, CE [42] and Dual Encoding [40], and a Transformer-based model MMT [32], considering their state-of-the-art performance and open-source code. Specifically, for each model, we measure model size and the number of FLOPs it takes to encode a given video-text pair via an open-source toolbox\(^2\). The computational cost of video feature extraction is excluded as that step is typically performed once in an offline manner. As shown in Table XII, our proposed model is worse than Dual Encoding, but much better than CE that uses seven different video features and MMT based on heavy Transformers. Note that the most state-of-art method T2VLAD [20] is not included, as this method remains closed-source, making a precise estimation of its model complexity impossible. However, as T2VLAD employs an extra local branch on basis of CE, it is much more complicated than CE and accordingly also more complicated than ours.

TABLE XII: Complexity comparison in terms of model size and computation overhead at the inference stage. Lower scores indicate better.

| Model                  | Parameters(M) | FLOPs(G) |
|------------------------|---------------|----------|
| CE [42]                | 183.45        | 20.16    |
| Dual Encoding [40]     | 32.40         | 1.36     |
| MMT [32]               | 133.40        | 12.64    |
| RIVRL                  | 113.37        | 2.50     |

VI. SUMMARY AND CONCLUSIONS

Inspired by the reading strategy of humans, we have presented a new model by exploiting two-branch video representation for text-to-video retrieval. In our model, a previewing branch and an intensive-reading branch are jointly learned to represent videos. Extensive experiments on three datasets, i.e., MSR-VTT, TGIF, VATEX, demonstrate the effectiveness of our proposed model for text-to-video retrieval. Besides, compared to heavy Transformer based models, our model shows a good balance between retrieval performance and computational complexity. We also find that our two-branch video representation architecture is insensitive to attention implementation and enjoys good robustness. Benefited from the reading-strategy inspired visual representation learning, our proposed model also shows its potential for handling complex videos.

APPENDIX A

VIDEO-TEXT SIMILARITY IN HYBRID SPACE

As a hybrid space consists of a latent space and a concept space, the video-text similarity in the hybrid space is computed as the weighted sum of their similarity in the latent space and the concept space. Given a video represented as \(v\) and

\(^2\)https://github.com/sovrasov/flops-counter.pytorch
a sentence represented as \( s \), their video-text similarity in the hybrid space is calculated as:

\[
sim_{hyb}(v, s) = \alpha \cdot \simlat(v, s) + (1 - \alpha) \cdot \simcon(v, s),
\]

where \( \alpha \) is a hyper-parameter to balance the importance of two spaces. Following [40], we set \( \alpha \) to be 0.6. Besides, we use the cosine similarity to measure the video-text similarity \( \simlat(v, s) \) in the latent space, and the generalized Jaccard similarity to compute the video-text similarity \( \simcon(v, s) \) in the concept space. Formally, the video-text similarity \( \simlat(v, s) \) in the latent space is calculated as:

\[
\simlat(v, s) = \frac{f(v) \cdot f(s)}{\| f(v) \| \cdot \| f(s) \|}.
\]

where \( f(v) \) and \( f(s) \) indicate the video feature vector and sentence feature vector in the latent space, respectively. Additionally, the video-text similarity \( \simcon(v, s) \) in the concept space is calculated as:

\[
\simcon(v, s) = \sum_{i=1}^{K} \min(g(v)_i, g(s)_i) - \sum_{i=1}^{K} \max(g(v)_i, g(s)_i),
\]

where \( K \) denotes the dimensionality of the concept space. \( g(v)_i \) indicates the video feature vector in the concept space, which is actually the probability vector of \( K \) concepts being relevant with respect to the video \( v \). \( g(s)_i \) is the \( i \)-th element in \( g(v) \). Similarly, \( g(s)_i \) is the \( i \)-th element in the sentence feature vector \( g(s) \) of the sentence \( s \) in the concept space.

Based on the above computation of video-text similarity in hybrid space, the video-text similarity \( \sim_{hyb}(v, s) \) in the previewing hybrid space is calculated on the video representation \( p \) obtained by the previewing branch and the sentence representation \( s \), namely

\[
\sim_{hyb}(v, s) = \sim_{hyb}(p, s).
\]

Similarly, the video-text similarity \( \sim_{hyb}(v, s) \) in the intensive hybrid space is calculated on the video representation \( g \) obtained by the intensive-reading branch and the sentence representation \( s \), namely

\[
\sim_{hyb}(g, s) = \sim_{hyb}(g, s).
\]
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