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Abstract. The Ulam sequence is defined recursively as follows: \( a_1 = 1, a_2 = 2, \) and \( a_n, \) for \( n > 2, \) is the smallest integer not already in the sequence that can be written uniquely as the sum of two distinct earlier terms. This sequence is known for its mysterious quasi-periodic behavior and its surprising rigidity when we let \( a_2 \) vary. This definition can be generalized to other sets of generators in different settings with a binary operation and a valid notion of size. Since there is not always a natural linear ordering of the elements, the resulting collections are called Ulam sets. Throughout the paper, we study Ulam sets in new settings. First, we investigate the structure of Ulam sets in noncommutative groups, in particular in free groups. We prove symmetry results, give conditions for certain words to be in the Ulam set, and prove a periodicity result for eventually periodic words with fixed prefixes. Then, we study Ulam sets in \( \mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z}) \) and prove regularity for an infinite class of initial sets. We also examine an intriguing phenomenon about decompositions of later elements into sums of the generators. Finally, we consider a variant where we don’t require the summands to be distinct, particularly in \( \mathbb{Z}^2. \)

1. INTRODUCTION

1.1. Background. In 1964, Stanislaw Ulam [13] introduced the following curious sequence of natural numbers: the first two elements are 1 and 2, and then we repeatedly choose the next element (in a greedy way) to be the smallest integer not already in the sequence that can be represented uniquely as the sum of two distinct previous elements. The first few terms are

\[ 1, 2, 3, 4, 6, 8, 11, 13, 16, 18, 26, \ldots. \]

This “classical” Ulam sequence has received significant attention [10], [12], [4], [5], but its behavior remains far from understood. Of course, one can obtain other Ulam sequences by starting with initial values other than 1, 2. Some choices of initial values result in highly structured sequences [3], [11], [2], and others appear to result in highly irregular sequences like what appears in the classical Ulam sequence.

In 2018, Kravitz and Steinerberger [7] extended the notion of an Ulam sequence to settings other than the natural numbers, with the following caveat: when multiple elements have the same size, one is chosen arbitrarily to be added first. As a result, there can be no canonical notion of a sequence per se, and it makes more sense to study the unordered Ulam set. (The Ulam set arising from an initial set is well-defined as long as the notion of size satisfies some natural weak monotonicity conditions.) Kravitz and Steinerberger focused on Ulam sets in \( \mathbb{Z}^d \) (see also the work of [6]), and they suggested several other settings for studying Ulam sets. The purpose of the present paper is to initiate the study of several of these variants.

1.2. General definition of Ulam sets and \( V \)-sets. Following the setup from Theorem 2 of [7], we now formally define Ulam sets in general settings. Let \( G \) be a group (written multiplicatively),
and fix a finite subset (the initial set of generators) $S \subseteq G$. Let $D_S$ denote the set of all elements of $G$ that can be expressed as a nonempty product of elements from $S$. Suppose moreover there exists a “size” function $f : D_S \to \mathbb{R}$ such that $f(xy) > \max\{f(x), f(y)\}$ for all $x, y \in D_S$, and $f^{-1}((-\infty, r])$ is finite for all $r \in \mathbb{R}$. Then we define the Ulam set generated by $S$ (written $U(S)$) as follows:

1. We put the elements of $S$ into $U(S)$.
2. We then repeatedly add the smallest (according to $f$) element of $D_S$ not already in the set that is uniquely represented as the product of two distinct elements already in $U(S)$. When there are multiple such smallest elements, we choose one to add arbitrarily.

When $G$ is abelian, we speak of sums rather than products and consider the representations $x + y$ and $y + x$ to be the same.

One can also define a variant in which the multiplicands (or summands) in a representation are not required to be distinct; we call such a set a $V$-set. When the ambient setting is clear, we denote by $V(S)$ the $V$-set generated by the initial set $S$. $V$-sets have previously been studied in the natural numbers [8].

1.3. Main results. We begin in Section 2 with Ulam sets in the free group $F_2$, where we take the generating set $\{0, 1\}$. We emphasize that this is the first ever investigation of Ulam sets in non-abelian groups. In order to have a suitable notion of size, we will restrict our attention to the “positive” part of $F_2$, i.e., the set of nonidentity elements that can be expressed without the use of $0^{-1}$ or $1^{-1}$; this set can be identified with the set $W_2$ of finite nonempty binary strings, where multiplication is given by concatenation. Given $w \in W_2$, we define $f(w)$ to be the length of $w$.

We will focus on the case where the initial set $S$ contains only two elements; even this simple example presents substantially nontrivial phenomena. In particular, we study $U(\{0, 1\})$, the Ulam set generated by the canonical elements 0 and 1. The first few elements are

$$\{0, 1, 01, 10, 001, 011, 100, 110, \ldots\}.$$

Note that $U(\{0, 1\})$ exhibits universal behavior for the case where $S$ contains two elements and these elements have the same size. We establish several symmetries of $U(\{0, 1\})$ and characterize the elements with exactly one 1. We also work towards understanding the elements with exactly two 1’s, and we show the somewhat surprising result that the gap between the 1’s in such a word cannot be too large. We then exhibit infinite periodic structures in $U(\{0, 1\})$ in a way somewhat akin to the “column phenomenon” from [7]. Finally, we provide a full characterization of elements in the $V$-set $V(\{0, 1\})$.

In Section 3, we investigate Ulam sets in $\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})$, where the notion of size is $f(x, y) = x$ (and we choose $S$ so that each element has strictly positive first coordinate). As discussed in [7], this setting is motivated by multiplicative Ulam sets in the complex numbers. It also turns out that every Ulam set with two generators in an abelian group is structurally equivalent to an Ulam set in either $\mathbb{Z}^2$ or $\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})$; since the former setting has received attention previously, our investigation in a sense rounds out the study of Ulam sets with two generators in abelian groups. In the spirit of earlier results of Finch on Ulam sets in $\mathbb{Z}$ [3], we establish a necessary and sufficient condition for an Ulam set in $\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})$ to be regular (eventually periodic). (In fact, Finch’s characterization is a
special case of our result.) Using these techniques, we establish that many Ulam sets in $\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})$ with two generators are regular; the proofs are quite delicate and technical.

Since each element of an Ulam set (other than the elements of the generating set) has a unique representation as a sum of previous elements, it is possible to work backwards and keep track of overall decomposition into multiples of the original generators. We study these decompositions for Ulam sets in $\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})$ with two generators, and we show that the contributions of the two generators cannot be too skewed. Finally, we investigate the conditions for an Ulam set in $\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})$ to be finite. (By contrast, every Ulam set in $\mathbb{Z}^d$ is easily seen to be infinite.) In particular, we show that if such an Ulam set is finite, then it must have at least 5 elements that assume the maximum value in the first coordinate.

In Section 4, we study $\mathcal{V}$-sets in $\mathbb{Z}^d$. Kravitz and Steinerberger [7] demonstrated a “column phenomenon” for certain Ulam sets in $\mathbb{Z}^d$; we adapt their techniques to show that the same phenomenon persists for $\mathcal{V}$-sets in $\mathbb{Z}^d$. Next, we study the “canonical” $\mathcal{V}$-set in $\mathbb{Z}^2$ with the generating set $\{(0, 1), (1, 0)\}$. In contrast to the Ulam set setting, where starting with two generators in $\mathbb{Z}^2$ leads to simple lattice-like behavior, $\mathcal{V}(\{(0, 1), (1, 0)\})$ has a more complicated structure.

In Section 5, we raise several open questions and suggest avenues for future research on Ulam sets in settings other than $F_2$ and $\mathbb{Z}^d$.

2. ULAM SETS IN FREE GROUPS

We begin by exhibiting a few elementary properties of $\mathcal{U}(\{0, 1\})$.

2.1. Symmetries. Let $u$ be a word on the alphabet $\{0, 1\}$. We define the reverse of $u$ (denoted $\overline{u}$) to be the word obtained by reversing the order of the characters in $u$. We define the complement of $u$ (denoted $\hat{u}$) to be the word obtained by changing all of the 0’s to 1’s and 1’s to 0’s.

**Theorem 2.1.** A word $u \in \mathcal{W}_2$ is contained in the Ulam set $\mathcal{U}(\{0, 1\})$ if and only if $\overline{u}$ is also contained in $\mathcal{U}(\{0, 1\})$. Similarly, $u \in \mathcal{U}(\{0, 1\})$ if and only if $\hat{u} \in \mathcal{U}(\{0, 1\})$.

**Proof.** Because the two halves of the theorem are similar, we will be proving them in parallel. We proceed by induction on the length of $u$. The base case is where $u$ has length 1. We know that the words of length 1 in $\mathcal{U}(\{0, 1\})$ are precisely 0 and 1; in particular, the reverse and the complement of each of these words are also in the set. Now we proceed with the inductive step. Assume that if a word of length $k < n$ is in the Ulam set $\mathcal{U}(\{0, 1\})$, then both its reverse and complement are also in $\mathcal{U}(\{0, 1\})$. Let $u$ be a word of length $n$ in $\mathcal{U}(\{0, 1\})$ with unique representation $u = v \ast w$ (where $v \neq w$). Note that $\overline{u} = \overline{v} \ast \overline{w}$ and $\hat{u} = \hat{v} \ast \hat{w}$, where $\overline{v}$, $\overline{w}$, $\hat{v}$, and $\hat{w}$ are in $\mathcal{U}(\{0, 1\})$ by the inductive hypothesis. This shows that $\overline{u}$ and $\hat{u}$ each have at least one representation.

For the first statement, assume for the sake of contradiction that there exists a second representation $\overline{u} = \overline{y} \ast \overline{x}$, where $\overline{x}$ and $\overline{y}$ are distinct elements of $\mathcal{U}(\{0, 1\})$ and, moreover, $\overline{x} \neq \overline{v}$. Since $\overline{u} = \overline{v} \ast \overline{w}$, we also have $u = x \ast y$, where $x, y \in \mathcal{U}(\{0, 1\})$ by the inductive hypothesis (because $x$ and $y$ are strictly shorter than $u$). However, this contradicts $u$ having a unique representation, so $\overline{u}$ must be in $\mathcal{U}(\{0, 1\})$. For the second statement, we assume for the sake of contradiction that there exists a second representation $\hat{u} = \hat{x} \ast \hat{y}$, where $\hat{x}, \hat{y} \in \mathcal{U}(\{0, 1\})$ and $\hat{x} \neq \hat{v}$. Since $\hat{u} = \hat{x} \ast \hat{y}$, we also have $u = x \ast y$, where $x, y \in \mathcal{U}(\{0, 1\})$ by the inductive hypothesis. Once again, this contradicts $u$ having a unique representation, so $\hat{u} \in \mathcal{U}(\{0, 1\})$. □
We define a \textit{palindrome} to be a word \( p \) such that \( p = \overline{p} \).

\textbf{Corollary 2.2.} \textit{The only palindromes of odd length in} \( \mathcal{U} \{ \{0, 1\} \} \) \textit{are 0 and 1.}

\textit{Proof.} Let \( p \) be a palindrome with odd length other than 0 and 1. In particular, \( p \) has length at least 3. We will show that the existence of one representation of \( p \) as the concatenation of two distinct previous elements of \( \mathcal{U} \{ \{0, 1\} \} \) implies the existence of another such representation of \( p \). Suppose \( p = u \ast v \), where \( u, v \in \mathcal{U} \{ \{0, 1\} \} \). By Theorem 2.1, the elements \( \overline{u} \) and \( \overline{v} \) must also be in \( \mathcal{U} \{ \{0, 1\} \} \). Since \( p \) is a palindrome, it may also be represented as \( p = \overline{p} = \overline{u} \ast \overline{v} \), where \( \overline{u} \neq u \) since \( u \) and \( v \) must have different lengths as \( p \) has odd length. Therefore, \( p \) cannot be in \( \mathcal{U} \{ \{0, 1\} \} \). \( \square \)

\subsection{Characterizing words with a small number of 1's}

We have demonstrated symmetries among words in \( \mathcal{U} \{ \{0, 1\} \} \). Now we focus on figuring out whether a specific word is in the set based on its actual sequence of 0's and 1's. Specifically, we begin with words with a small number of 1's. Because of Theorem 2.1 this discussion also pertains to words with a small number of 0's. We define the \textit{index} of a letter in a word to be the number of letters to its left (including the letter itself).

\textbf{Theorem 2.3.} Let \( u \in \mathcal{W}_2 \) be a word of length \( n \) with exactly one 1, and let \( i \) be the index of that 1. The word \( u \) is in \( \mathcal{U} \{ \{0, 1\} \} \) if and only if \( \binom{n-1}{i-1} \) is odd.

\textit{Proof.} Once again, we proceed with induction on the length of the word. The base case is where \( u \) has length 1 or 2. The only word of length 1 in \( \mathcal{F}_2 \) with exactly one 1 is 1. In this case, \( n = 1 \), \( i = 1 \), \( \binom{n}{i} = 1 \) is odd, and the element 1 is in fact in \( \mathcal{U} \{ \{0, 1\} \} \). The words of length 2 in \( \mathcal{F}_2 \) with exactly one 1 are 01 and 10. For the former, \( n = 2 \), \( i = 2 \), \( \binom{1}{i} = 1 \) is odd, and 01 is in \( \mathcal{U} \{ \{0, 1\} \} \). For the latter, \( n = 2 \), \( i = 1 \), \( \binom{1}{i} = 1 \) is odd, and 10 is also in \( \mathcal{U} \{ \{0, 1\} \} \).

For the inductive step, we assume that the statement holds for all words of length \( k \leq n \). Let \( u \in \mathcal{F}_2 \) be a word of length \( n + 1 \) with exactly one 1, and let \( i \) be the index of the 1. Note that 0 is the only element of \( \mathcal{U} \{ \{0, 1\} \} \) consisting of all 0's. Thus, the only way to obtain \( u \) as a concatenation of two previous elements is to concatenate 0 to a word of length \( n \) with exactly one 1. Let \( v \) denote the word of length \( n \) with exactly one \( i \) at index \( i \) and 0's everywhere else; let \( w \) denote the word of length \( n \) with exactly one \( i - 1 \) at index \( i - 1 \) and 0's everywhere else. We see that \( u \in \mathcal{U} \{ \{0, 1\} \} \) if and only if exactly one of \( v \) and \( w \) is in \( \mathcal{U} \{ \{0, 1\} \} \). The word \( v \) has binomial coefficient \( \binom{n-1}{i-1} \) and the word \( w \) has binomial coefficient \( \binom{n-1}{i-2} \).

By our inductive hypothesis, \( u \) has a unique representation and is in \( \mathcal{U} \{ \{0, 1\} \} \) if and only if exactly one of \( \binom{n-1}{i-2} \) and \( \binom{n-1}{i-1} \) is odd. Therefore, we must have

\[ \binom{n-1}{i-2} + \binom{n-1}{i-1} \equiv 1 \pmod{2}. \]

By Pascal’s Identity, \( \binom{n-1}{i-2} + \binom{n-1}{i-1} = \binom{n}{i-1} \), so our equation becomes \( \binom{n}{i-1} \equiv 1 \pmod{2} \). Note that \( \binom{n}{i} \) is the binomial coefficient for \( u \), so \( u \in \mathcal{U} \{ \{0, 1\} \} \) if and only if its binomial coefficient is odd, which completes our induction. \( \square \)

We can now tell if a word with exactly one 1 in \( \mathcal{U} \{ \{0, 1\} \} \) by examining the parity of its corresponding binomial coefficient. Note that a word \( u \in \mathcal{U} \{ \{0, 1\} \} \) of length \( n \) with exactly one 1
at index $i$ has the binomial coefficient $\binom{n-1}{i-1}$, which corresponds to the $i$-th number of the $(n-1)$-th row of Pascal’s Triangle.

Gould’s sequence is an integer sequence that counts the number of odd terms in each row of Pascal’s Triangle. Specifically, the $n$-th term of Gould’s sequence is the number of odd numbers in the $(n-1)$-th row of Pascal’s Triangle. The first few terms of Gould’s sequence are 1, 2, 4, 2, 4, 8, 2, 4, 8, 4, 8, 8, 16.

**Corollary 2.4.** The number of words of length $n$ in $U\{0, 1\}$ with exactly one 1 is the $n$-th number in Gould’s sequence.

Theorem 2.3 fully characterizes all words in $U\{0, 1\}$ with exactly one 1. We now analyze words in $U\{0, 1\}$ with exactly two 1’s.

**Theorem 2.5.** Let $u \in W_2$ be a word of length $n \geq 2$ with exactly two 1’s such that the 1’s are consecutive. The word $u$ is in $U\{0, 1\}$ if and only if $n$ is odd.

*Proof.* We proceed by induction on the length of the word. The base cases are $n = 2$ and $n = 3$. The only word of length 2 with two consecutive 1’s (and the rest 0’s) is 11; this is not in $U\{0, 1\}$.

The words of length 3 with two consecutive 1’s (and the rest 0’s) are 011 and 110; both are in $U\{0, 1\}$. If $n = 4$, by Theorem 2.1, we can assume without loss of generality that $k \geq 1$. One representation of $u$ is the concatenation

$$u = 0 \cdots 0 110 \cdots 0 = 0 \cdots 0 1 \star 0 \cdots 0,$$

where the elements $0 \cdots 0 1$ and $10 \cdots 0$ are in $U\{0, 1\}$ by Theorem 2.3. If $n$ is even, a second representation is given by

$$u = 0 \cdots 0 110 \cdots 0 = 0 \star 0 \cdots 0 110 \cdots 0,$$

meaning that $u$ is not in $U\{0, 1\}$. If $n$ is odd, we claim that there is no second representation. Recall that 0 is the only element of $U\{0, 1\}$ consisting of all 0’s, so the only possible second representation of $u$ would have the form

$$u = 0 \star 0 \cdots 0 110 \cdots 0 \text{ or } u = 0 \cdots 0 110 \cdots 0 \star 0.$$

But, by the inductive hypothesis, neither $0 \cdots 0 110 \cdots 0$ nor $0 \cdots 0 110 \cdots 0$ is in $U\{0, 1\}$, which completes the proof. □

**Theorem 2.6.** Let $u \in W_2$ be a word of length $n \geq 5$ with exactly two 1’s such that the 1’s are separated by exactly one 0. The word $u$ is in $U\{0, 1\}$ if and only if $n$ is even.
Proof. Again, we proceed by induction on \( n \). The base cases \( n = 5 \) and \( n = 6 \) are easy to check by direct computation.

For the inductive step, assume that the statement holds for all values strictly less than \( n \). Consider a word \( u \) of length \( n \) consisting of \( k \) 0’s followed by 101 and then \( \ell \) 0’s. Since \( n \geq 5 \), we must have \( k \geq 1 \) or \( \ell \geq 1 \). By Theorem [2.1] we can assume without loss of generality that \( k \geq 1 \).

**Case 1:** \( \ell = 0 \). One representation of \( u \) is the concatenation

\[
u = \underbrace{0 \ldots 0}_{k} 101 = \underbrace{0 \ldots 0}_{k} 1 \ast 01,
\]

where \( 01 \) and \( \underbrace{0 \ldots 0}_{k} 101 \) are both elements of \( U(\{0, 1\}) \) by Theorem [2.3]. If \( n \) is odd, then a second representation of \( u \) as the concatenation of words in \( U(\{0, 1\}) \) is given by

\[
u = \underbrace{0 \ldots 0}_{k} 101 \ast \underbrace{0 \ldots 0}_{k} 10 = \underbrace{0 \ldots 0}_{k} 1010 \ast 01,
\]

meaning that \( u \) is not in \( U(\{0, 1\}) \). If \( n \) is even, this second representation fails, since \( \underbrace{0 \ldots 0}_{k} 10 \) is not an element of \( U(\{0, 1\}) \) by Theorem [2.3]. We claim there is no second representation if \( n \) is even. Since 0 is the only element of \( U(\{0, 1\}) \), the only other representation of \( u \) would be

\[
u = \underbrace{0 \ast 0 \ldots 0}_{k-1} 101.
\]

But by the inductive hypothesis, \( \underbrace{0 \ldots 0}_{k-1} 101 \) is not in \( U(\{0, 1\}) \), so \( u \) must be in \( U(\{0, 1\}) \).

**Case 2:** \( \ell \geq 1 \). If \( n \) is odd, then \( u \) can be represented as

\[
u = \underbrace{0 \ldots 0}_{k} 101 \underbrace{0 \ldots 0}_{\ell} = \underbrace{0 \ldots 0}_{k} 101 \underbrace{0 \ldots 0}_{\ell} = \underbrace{0 \ldots 0}_{k} 101 \underbrace{0 \ldots 0}_{\ell} \ast 00,
\]

where \( \underbrace{0 \ldots 0}_{k} 101 \underbrace{0 \ldots 0}_{\ell} \) and \( \underbrace{0 \ldots 0}_{k} 101 \underbrace{0 \ldots 0}_{\ell} \) are both in \( U(\{0, 1\}) \) by our inductive hypothesis. Thus, \( u \) is excluded from \( U(\{0, 1\}) \) when \( n \) is odd.

If \( n \) is even, exactly one of \( \underbrace{0 \ldots 0}_{k} 10 \) and \( 01 \underbrace{0 \ldots 0}_{\ell} \) will have even length. By Theorem [2.3] exactly one of

\[
u = \underbrace{0 \ldots 0}_{k} 101 \underbrace{0 \ldots 0}_{\ell} = \underbrace{0 \ldots 0}_{k} 101 \underbrace{0 \ldots 0}_{\ell} \ast 00 \quad \text{and} \quad u = \underbrace{0 \ldots 0}_{k} 1 \ast \underbrace{01 \ldots 0}_{\ell},
\]

will be a representation of \( u \) as the concatenation of words in \( U(\{0, 1\}) \).

Since 0 is the only word in \( U(\{0, 1\}) \) that consists entirely of 0’s, the remaining two possible representations of \( u \) are

\[
u = \underbrace{0 \ldots 0}_{k} 101 \underbrace{0 \ldots 0}_{\ell} = \underbrace{0 \ldots 0}_{k} 101 \underbrace{0 \ldots 0}_{\ell} \ast 00 \quad \text{and} \quad u = \underbrace{0 \ldots 0}_{k} 101 \underbrace{0 \ldots 0}_{\ell} \ast 00.
\]

But by our inductive hypothesis, neither \( \underbrace{0 \ldots 0}_{k-1} 101 \underbrace{0 \ldots 0}_{\ell} \) nor \( \underbrace{0 \ldots 0}_{k} 101 \underbrace{0 \ldots 0}_{\ell} \) is in \( U(\{0, 1\}) \), which means \( u \) is in \( U(\{0, 1\}) \) if \( n \) is even. \( \square \)
While Theorem 2.5 and Theorem 2.6 characterize an infinite set of words with exactly two 1's in $U(\{0, 1\})$ satisfying specific conditions, they do not apply to all words with exactly two 1's. We now give a general necessary condition for a word with two 1's to be in $U(\{0, 1\})$.

**Theorem 2.7.** Let $u \in W_2$ be a word of length $n \geq 2$ with exactly two 1's, and let $i_1 < i_2$ be the indices of the two 1's. If $u$ is in $U(\{0, 1\})$, then

$$i_2 - i_1 \leq \frac{n}{2}.$$ 

We first require a preparatory lemma. For nonnegative integers $a$, $b$, and $n$, let

$$S_{a,b,n} = \left\{ i : \left( \begin{array}{c} i \\ a \end{array} \right) \left( \begin{array}{c} n - i \\ b \end{array} \right) \equiv 1 \pmod{2} \right\}.$$ 

$S_{a,b,n}$ roughly counts the ways in which a string of length $n + 2$ with two 1's at the indices $a + 1$ and $n + 2 - b$ can be formed as the concatenation of two strings in $U(\{0, 1\})$, each containing one 1. Thus, we must understand $S_{a,b,n}$ because it yields insight into different representations of words in $W_2$ with exactly two 1's.

**Lemma 2.8.** For all nonnegative integers $a, b, n$ such that $a + b < \frac{n}{2}$, we have $|S_{a,b,n}| \neq 1$.

**Proof.** Assume that $|S_{a,b,n}| \geq 1$, so that there is some $i \in S_{a,b,n}$. We have

$$\left( \begin{array}{c} i \\ a \end{array} \right) \left( \begin{array}{c} n - i \\ b \end{array} \right) \equiv 1 \pmod{2}.$$ 

Given $i \in S_{a,b,n}$, we aim to exhibit a second element $i' \in S_{a,b,n}$.

Consider the binary representations $a = a_k 2^k + a_{k-1} 2^{k-1} + \cdots + a_1 2 + a_0 = a_k a_{k-1} \cdots a_1 a_0$, $b = b_k b_{k-1} \cdots b_1 b_0$, $i = i_k i_{k-1} \cdots i_1 i_0$, and $n - i = (n - i)_k (n - i)_{k-1} \cdots (n - i)_1 (n - i)_0$, where $k$ is sufficiently large so that $a$, $b$, $i$, and $n - i$ all have leading 0's. Let $j$ with $0 \leq j \leq k$ be the maximum value such that $a_j = b_j = 0$ but at least one of $i_j = 1$ or $(n - i)_j = 1$; such a $j$ exists since $a + b < \frac{n}{2}$. If exactly one of $i_j$ and $(n - i)_j$ equals 1, then assume without loss of generality that $i_j = 1$ and $(n - i)_j = 0$. This loses no generality because we can swap $a$ with $b$ and $i$ with $n - i$. By Lucas’ Theorem [9], the choice $i' = i - 2^j$ and $n - i' = (n - i) + 2^j$ satisfies

$$\left( \begin{array}{c} i' \\ a \end{array} \right) \left( \begin{array}{c} n - i' \\ b \end{array} \right) \equiv 1 \pmod{2}.$$ 

On the other hand, if $i_j = (n - i)_j = 1$, then let $m$ with $k \geq m > j$ be the smallest value such that $i_m = 0$ or $(n - i)_m = 0$. Without loss of generality, assume that $i_m = 0$.

For $m > x > j$, at least one of $a_x = 0$ or $b_x = 0$; otherwise, the maximum possible value of $n$ would be $2(a - 2^x) + 2(b - 2^x) + 2(1 + 2 + \cdots + 2^{x-1} + 2^x)$, since $j$ is the largest index where $a_j = b_j = 0$ but $i_j = 1$ or $(n - i)_j = 1$. But then $\frac{a}{2} \leq a - 2^x + b + 1 + 2 + \cdots + 2^{x-1} < a + b$. Thus, if $a_x = 1$, then $b_x = 0$. Furthermore, $m$ is defined such that $i_x = (n - i)_x = 1$ for all $m > x > j$.

By Lucas’ Theorem,

$$i' = i - 2^j - \left( \sum_{j < x < m, a_x = 0} 2^x \right) + 2^m.$$
with
\[ n - i' = (n - i) - 2^j - \left( \sum_{j < k < m, a_k = 1} 2^k \right) \]
therefore also satisfies
\[ \binom{i'}{a} \binom{n - i'}{b} \equiv 1 \pmod{2}, \]
which implies that \(|S_{a,b,n}| \neq 1\). \[\square\]

Now we are ready to prove Theorem 2.7.

**Proof of Theorem 2.7.** For any word \(u\) of length \(n\) with exactly two 1’s, at indices \(i_1\) and \(i_2\), that satisfies \(i_2 - i_1 > \frac{n}{2}\), we wish to prove that \(u\) is not in \(U(\{0, 1\})\).

In particular, we wish to prove that \(u\) can be constructed as the concatenation of two smaller words in \(U(\{0, 1\})\) in either zero or at least two ways. We consider the possible representations of \(u\) as a concatenation of two previous elements, \(u_1\) and \(u_2\), of \(U(\{0, 1\})\). First, we rule out the case where one of \(u_1\) and \(u_2\) contains both 1’s, by induction on \(n\). Thus, we restrict our attention to expressions of \(u = u_1 \ast u_2\) as the concatenation of two smaller words \(u_1\) and \(u_2\) in \(U(\{0, 1\})\), each with exactly one 1.

We note that the index of the 1 in \(u_1\) is \(i_1\), while the index of the 1, from right to left, in \(u_2\) is \(n - i_2 + 1\). By Theorem 2.3, we therefore wish to prove that if \(k\) is the length of \(u_1\) (so that \(u_2\) has length \(n - k\)), then there exists either 0 or at least 2 possible values of \(k\) such that
\[ \binom{k - 1}{i_1 - 1} \equiv 1 \pmod{2} \quad \text{and} \quad \binom{n - 2}{n - i_2} \equiv 1 \pmod{2}. \]
Note that since \(i_2 - i_1 > \frac{n}{2}\), \((i_1 - 1) + (n - i_2) < \frac{n - 2}{2}\). We therefore see that the number of ways to express \(u\) as the concatenation of two words in \(U(\{0, 1\})\), each consisting of one 1, is \(|S_{1,1,n-i_2,n-2}|\). By Lemma 2.8, however, \(|S_{i_1-1,n-i_2,n-2}| \neq 1\); hence, all such \(u\) with \(i_2 - i_1 > \frac{n}{2}\) are excluded from \(U(\{0, 1\})\). \[\square\]

We note that \(i_2 - i_1 \leq \frac{n}{2}\) is a tight bound and that Lemma 2.8 no longer holds when \(a + b = \frac{n}{2}\). In particular, 001001, 000001000001, 000010000010, and 000010000000100 are all examples of words in \(U(\{0, 1\})\) that satisfy \(i_2 - i_1 = \frac{n}{2}\).

**2.3. The column phenomenon.** Kravitz and Steinerberger observed a column phenomenon in Ulam sets of certain commutative settings [7]. We extend this notion to the noncommutative setting of free groups and prove a similar result for \(U(\{0, 1\})\).

They proved that in certain commutative Ulam sets in \(\mathbb{Z}^2\), all the columns (each obtained by fixing a \(x\)-coordinate) are eventually periodic. This does not readily apply to \(U(\{0, 1\})\); instead, we extend this notion of columns by fixing a suitable infinitely long word and considering all its prefixes.

More precisely, for a word \(t \in \mathcal{W}_2\) of length \(m\), define \(T = t \ast t \ast t \ast \ldots \) to be the infinitely long word consisting of the concatenation of infinitely many copies of \(t\).

For \(0 \leq i < m\), denote by \(T_{i,j}\) the subword of \(T\) consisting of the \(j\) consecutive letters in \(T\) starting after the \(i\)-th index. For simplicity, let \(T_k\) be another expression for \(T_{0,k}\).
Theorem 2.9. If for any $0 \leq i < m$, the set of values $k$ for which $T_{i,k}$ is in $\mathcal{U}(\{0,1\})$ is eventually periodic, then for all words $u \in \mathcal{W}_2$, the set of values $k$ for which $u \ast T_k$ is in $\mathcal{U}(\{0,1\})$ is also eventually periodic.

Proof. We proceed by induction on the length, $n$, of word $u$. For the base case, $n = 0$, we already assumed that the values $k$ for which $T_k$ is in $\mathcal{U}(\{0,1\})$ are eventually periodic.

For the inductive step, assume that the theorem holds for all words of length less than $n$. Then for a word $u$ of length $n$, there are two potential ways to represent $u \ast T_k$ as the product of two smaller terms in $\mathcal{U}(\{0,1\})$:

1. $u \ast T_k = u_1 \ast (u_2 \ast T_k)$, where $u_1 \ast u_2 = u$ and $u_1$ and $u_2$ are words of positive length.

2. $u \ast T_k = (u \ast T_{k-k'}) \ast T_{i,k'}$, where $i \equiv k - k' \pmod{m}$, $0 \leq i < m$, and we consider $u \ast T_0$ to be equal to $u$.

Let’s first disregard the second case. Note that there are $n - 1$ ways to represent $u$ as $u_1 \ast u_2$, as necessary for the first case. By our inductive hypothesis, the set of values $k$ such that $u_2 \ast T_k$ is in $\mathcal{U}(\{0,1\})$ is eventually periodic for all $n - 1$ such $u_2$. Thus, if $P$ is the least common multiple of their periods, there exists some large $K$ such that, for any $u_2$ and for $k > K$, $u_2 \ast T_k \in \mathcal{U}(\{0,1\})$ if and only if $u_2 \ast T_{k+P} \in \mathcal{U}(\{0,1\})$. Note that the number of representations of $u \ast T_k$ as $u_1 \ast (u_2 \ast T_k)$ depends solely on whether each $u_2 \ast T_k$ is in $\mathcal{U}(\{0,1\})$, since each $u_1$ is fixed. But for $k > K$, $u_2 \ast T_k$ is in $\mathcal{U}(\{0,1\})$ if and only if $u_2 \ast T_{k+P}$ is included. Thus, if we define

$$b_{u,k} = \begin{cases} 
0 & \text{if there are no such representations of } u \ast T_k \\
1 & \text{if there is exactly one such representation of } u \ast T_k \\
2_+ & \text{otherwise,}
\end{cases}$$

then $(b_{u,k})$ is eventually periodic in $k$ with period $P$.

Now, we account for the second case. We will show that the periodicity still holds (though the period can change) when also considering representations of the form $u \ast T_k = (u \ast T_{k-k'}) \ast T_{0,k'}$ (when $i = 0$ and so $k \equiv k' \equiv 0 \pmod{m}$). We assumed that the values $k'$ such that $T_{k'}$ is in $\mathcal{U}(\{0,1\})$ are eventually periodic. We can therefore split up the values $k'$ for which $T_{k'}$ is in $\mathcal{U}(\{0,1\})$ into a finite non-periodic transient phase and a periodic phase.

Similar to $(b_{u,k})$, let $(c_{u,k})$ denote the number of representations of $u \ast T_k$ where we now also consider possible representations $u \ast T_k = (u \ast T_{k-k'}) \ast T_{0,k'}$ where $k'$ is in the periodic phase. For simplicity, we similarly let $c_{u,k}$ to be equal to $2_+$ if it has at least 2 such representations.

Let $P_0$ be the period of the periodic phase for $T_{0,k'}$, and let $C$ be the set of all congruence classes modulo $PP_0$ that contain infinitely many values $k'$ with $T_{0,k'} \in \mathcal{U}(\{0,1\})$. For a fixed equivalence class, $R$, modulo $PP_0$, consider all equivalence classes $R - S$, where $S \in C$. Then any $k - k' \equiv 0 \pmod{m}$ in any of the equivalence classes $R - S$ such that $u \ast T_{k-k'} \in \mathcal{U}(\{0,1\})$ yields a representation of $u \ast T_k$ for sufficiently large $k \in R$. Thus, if there are two or more such elements, $c_{u,k} = 2_+$ for sufficiently large $k \in R$. If there is one such element, then $c_{u,k} = b_{u,k} + 1$, and if there is no such element then $c_{u,k} = b_{u,k}$, for sufficiently large $k \in R$. Thus, the sequence $(c_{u,k})$ is still eventually periodic, though with period $PP_0$.

Similar to $(c_{u,k})$, let $(c'_{u,k})$ denote the number of representations of $u \ast T_k$ where we now also account for all of the representations $u \ast T_k = (u \ast T_{k-k'}) \ast T_{i,k'}$ where $k'$ is in the periodic phase of
The same argument above of the periodic case for \( i = 0 \) can similarly be repeatedly applied and extended to the other \( m - 1 \) periodic phases, corresponding to \( i = 1, \ldots, m - 1 \), to show that \( (c'_{u,k}) \) is also periodic.

Now, all that’s left is for us to account for the \( m \) finite transient phases. Whether \( u * T_k \) is now included depends solely on \( c'_{u,k} \), and for each word \( T_{i,x} \in \mathcal{U} \{0,1\} \) from one of the transient phases with \( i + x \equiv k \pmod{m} \), whether \( u * T_{k-x} \) is in \( \mathcal{U} \{0,1\} \). This is a recurrence relation describing whether \( u * T_k \) is in \( \mathcal{U} \{0,1\} \) in terms of which of the \( u * T_{k-x} \) are included. However, there are only finitely many such elements \( T_{i,x} \), and \( c'_{u,k} \) is periodic for large enough \( k \), so this recurrence relation has finitely many states. Hence, it must also be eventually periodic.

We therefore conclude, after fully considering all possibilities, that the values \( k \) for which \( u * T_k \) is in \( \mathcal{U} \{0,1\} \) are eventually periodic. \( \square \)

For the special case when \( t = 0 \) and \( T = 000 \cdots \) is simply an infinitely long word of all 0’s, Theorem 2.9 implies that adding arbitrarily number of 0’s to the end of a word \( u \) will always create new words that are eventually periodically included in \( \mathcal{U} \{0,1\} \). Indeed, we note that Theorems 2.5 and 2.6 are special cases of this property for \( u = 0 \cdots 0 \) and \( 0 \cdots 0 101 \), respectively (where \( n \) is some nonnegative integer).

We also see, by Lucas’ Theorem [9], that Theorem 2.3 shows the existence of this special case of the column phenomenon for words with exactly one 1 since the binomial coefficients are eventually periodic modulo 2.

2.4. **Density.** We now consider the density of the Ulam set \( \mathcal{U} \{0,1\} \) in the following sense. Let \( \mathcal{W}_{2,n} \) denote the set of all binary words of length \( n \), and let \( V_n = \mathcal{U} \{0,1\} \cap \mathcal{W}_{2,n} \). We are interested in the quantity \( |V_n|/|\mathcal{W}_{2,n}| \), which represents the density of the Ulam set among all binary words of length \( n \).

Here are the plotted values of \( |V_n|/|\mathcal{W}_{2,n}| \) for \( n < 25 \), obtained from a computer-generated list of all 6900344 words in \( \mathcal{U} \{0,1\} \) of length less than 25.
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**Figure 1.** The density of words of size \( n \) in \( \mathcal{U} \{0,1\} \).
We notice that densities $|V_n|/|W_{2,n}|$ seem to converge at some real value $r$. In particular, we compute

$$|V_{24}|/|W_{2,24}| = \frac{3406884}{2^{24}} = \frac{851721}{4194304} \approx 0.20306611.$$ 

**Conjecture 2.10.** There exists some $0 < r < 1$ such that the density of the Ulam set $U(\{0,1\})$ is asymptotically equal to $r$. More formally, we have

$$\lim_{n \to \infty} \frac{|V_n|}{|W_{2,n}|} = \lim_{n \to \infty} \frac{|V_n|}{2^n} = r.$$ 

Note that Conjecture 2.10 is analogous to the problem of finding the density of the classical Ulam sequence, which empirical calculations suggest is approximately $0.079$ [6].

2.5. $V$-sets in free groups. While $U(\{0,1\})$ contains periodic and structured properties, a lot is still unknown about its behavior. However, $V(\{0,1\})$, the variant of the Ulam set $U(\{0,1\})$ that allows words to be concatenated with themselves, can be fully characterized.

**Theorem 2.11.** A word $u$ of length $n$ is in $V(\{0,1\})$ if and only if $n$ is a power of 2.

**Proof.** We induct on $n$. For the base case, $n = 1$, we see that both 0 and 1 are included in $V(\{0,1\})$.

For the inductive step, assume the theorem holds for all words of length less than $n$. Then for a word $u$ of length $n$, denote by $u_{i,j}$ the subword of $u$ consisting of the $j$ consecutive letters in $u$ starting after the $i$-th index. If $n = 2^{k+1}$ is a power of 2, then by the inductive hypothesis, all words of length $2^k$ are in $V(\{0,1\})$, but no words of length strictly between $2^k$ and $2^{k+1}$ are included. Thus, $u$ has a unique representation as the concatenation of smaller words in $V(\{0,1\})$,

$$u = u_{0,2^k} \ast u_{2^k,2^k},$$

consisting of concatenating the first half of $u$ with the second half. Therefore, $u$ is included in the $V$-set.

If $n$ is not a power of 2 and cannot be written as the sum of two powers of 2, then $u$ cannot be represented as the concatenation of smaller words in $V(\{0,1\})$ by our inductive hypothesis. Otherwise, if $n = 2^i + 2^j$ is not a power of 2, and so $i \neq j$, but can be written as the sum of two powers of 2, then by the inductive hypothesis,

$$u = u_{0,2^i} \ast u_{2^i,2^j} = u_{0,2^j} \ast u_{2^j,2^i}$$

are two different representations of $u$ as the concatenation of smaller terms in $V(\{0,1\})$. Thus, $u$ is excluded in this case. \qed

3. Ulam sets in $\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})$

We now focus solely on Ulam sets in commutative settings. Suppose we have an abelian group $G$ and a finite initial set $S \subset G$. In [7], Kravitz and Steinerberger proved that the choice of the notion of size that determines the order in which the elements are added to $U(S)$ does not actually affect the set itself. Thus, only the initial set $S$ is needed to construct $U(S)$. Moreover, it is easy to see that there exists a suitable size function for an initial set $S = \{v_1, \ldots, v_k\}$ (in the sense of Theorem 2 from [7]) if and only if the equation

$$a_1 v_1 + \ldots + a_k v_k = 0$$


has no solution \((a_1, \ldots, a_k)\) in nonnegative integers where not all \(a_1, \ldots, a_k\) are zero.

If we allow negative integers, however, then this equation can have nontrivial solutions in general. Kravitz and Steinerberger also proved in [7] that the structure of the Ulam set depends only on the solutions to this equation, called the characteristic equation of the Ulam set. More precisely, we define two Ulam sets \(U_1 = U(\{v_1, \ldots, v_k\})\) and \(U_2 = U(\{w_1, \ldots, w_k\})\) to be structurally equivalent if, for all \((a_1, \ldots, a_k) \in \mathbb{Z}^k\),

\[
a_1v_1 + \cdots + a_kv_k \in U_1 \iff a_1w_1 + \cdots + a_kw_k \in U_2
\]

(note that this is related to the idea of Freiman homomorphisms). They proved that two Ulam sets with the same set of solutions of their characteristic equation are structurally equivalent. Note that if we let \(L\) be the set of solutions to the characteristic equation, then \(L\) must form a subgroup of \(\mathbb{Z}^k\). We will therefore call \(L\) the associated lattice of the Ulam set. Because of this structural equivalence, we will often refer to the Ulam set with associated lattice \(L\) since all Ulam sets with associated lattice \(L\) are structurally equivalent.

The condition on the generators implies that \(L \cap \mathbb{Z}_{\geq 0}^k = \{0\}\). Furthermore, we cannot have a vector of the form \(e_i - e_j\) with \(i \neq j\) in \(L\) (where \(e_k\) is the canonical basis vector with a 1 in \(k\)-th position and 0’s everywhere else), since it would imply that \(v_i = v_j\). Conversely, for any lattice satisfying those two conditions, we can find an Ulam set having \(L\) as its associated lattice: take \(G\) to be the quotient group \(\mathbb{Z}^k/L\) and \(v_1, \ldots, v_k\) to be the canonical basis vectors of \(\mathbb{Z}^k\). Thus, there is a one-to-one correspondence (up to structural equivalence) between Ulam sets over commutative groups with \(k\) generators and lattices in \(\mathbb{Z}^k\) not intersecting \(\mathbb{Z}^k_{\geq 0} \setminus \{0\}\) that contains no vector \(e_i - e_j\) for \(i \neq j\). A particular Ulam set in a particular setting with given associated lattice \(L\) is called an embedding.

The case of two generators is particularly interesting: \(L\) clearly cannot be two-dimensional, so it must either be one-dimensional or be the zero lattice (which corresponds to the simple case of two linearly independent generators, treated in [7]). Thus, all the nontrivial cases correspond to one-dimensional lattices in \(\mathbb{Z}^2\), which are characterized by a generator \((-a, b)\) where \(a, b > 0\) and \(a, b\) are not both 1. In particular, the classical Ulam sequence in \(\mathbb{Z}\) with initial set \(\{1, 2\}\) corresponds to the lattice generated by \((-2, 1)\).

If \(a\) and \(b\) are relatively prime, we can find an embedding in \(\mathbb{Z}\) by taking \(v_1 = b\) and \(v_2 = a\). The interesting new cases appear when \(d = \gcd(a, b) > 1\); in this case, there is clearly no embedding in \(\mathbb{Z}^m\), since if we have \(v_1, v_2 \in \mathbb{Z}^m\) such that \(-av_1 + bv_2 = 0\), then we also have \(-\frac{b}{d}v_1 + \frac{a}{d}v_2 = 0\). It can, however, be embedded in \(\mathbb{Z} \times (\mathbb{Z}/d\mathbb{Z})\). Indeed, let \(a' = a/d, b' = b/d\) and choose \(u, v\) such that \(ua' - bv' = 1\). Then we can take \(v_1 = (b', u)\) and \(v_2 = (a', v)\), and it is straightforward to check that the corresponding Ulam set has associated lattice generated by \((-a, b)\).

Because of this universality, we study, in this section, Ulam sets in \(\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})\). Note that exploring this setting also originates naturally from complex multiplication. Indeed, as noted in [7], Ulam sets arising from multiplication in \(\mathbb{R}\) are equivalent to those arising from addition via a logarithm. But in \(\mathbb{C}\), the logarithm maps us to \(\mathbb{R} \times \mathbb{T}\) (under addition), which suggests the investigation of the discrete analog \(\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})\).

In this particular setting, the condition that the characteristic equation has no nontrivial solution in nonnegative integers corresponds to the condition that all the initial elements \((x, y) \in \mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})\)
must have positive \( x \)-coordinate (or all negative in which case we can negate all terms). We will discuss the regularity of these Ulam sets, decomposition of elements in terms of the initial generators, and the possibility of them being finite.

3.1. **Regular Ulam sets.** In this section, we analyze the regularity of Ulam sets. This phenomenon has been studied extensively in the past for Ulam sequences and sets in \( \mathbb{Z}^d \) (see, for instance, [3], [11], [2], [7]), but not in \( \mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z}) \).

**Definition 3.1.** We say that a set \( S \subset \mathbb{Z}_{\geq 0} \times (\mathbb{Z}/n\mathbb{Z}) \) is regular if there exists some period \( P > 0 \) such that, for sufficiently large \( x \), we have \((x, y) \in S \) if and only if \((x + P, y) \in S \).

This is an extension of the notion of regularity of a sequence in \( \mathbb{Z} \), which corresponds to the case \( n = 1 \) since \( \mathbb{Z} \) is equivalent to \( \mathbb{Z} \times (\mathbb{Z}/1\mathbb{Z}) \). In this particular setting, Finch [3] proved that an Ulam sequence with finitely many even terms must be regular. In the same paper, he also conjectured that all Ulam sequences in \( \mathbb{Z} \) satisfy this condition. In \( \mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z}) \), the situation is more complicated, but the following theorem gives a useful characterization of regular Ulam sets similar to Finch’s result.

**Theorem 3.2.** An Ulam set \( \mathcal{U} \) in \( \mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z}) \) is regular if and only if there exists some regular subset \( E \subset \mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z}) \) such that the sum of two elements of \( E \) is never in \( E \) and a finite number of elements in \( \mathcal{U} \) are not in \( E \).

**Proof.** We start by showing that the existence of such an \( E \) guarantees the regularity of \( \mathcal{U} \). Let \( M \) be the greatest \( x \)-coordinate of all elements of \( \mathcal{U} \setminus E \), and let \( P \) be the period of \( E \). For any \( x \), let \( E_x = \{ y \in \mathbb{Z}/n\mathbb{Z} : (x, y) \in E \} \) and \( \mathcal{U}_x = \{ y \in \mathbb{Z}/n\mathbb{Z} : (x, y) \in \mathcal{U} \} \).

For each \( x \), consider the \( M \)-tuple \( L_x = (U_{x-1}, U_{x-2}, \ldots, U_{x-M}) \). Since there are only \( 2^{Mp} \) possible such tuples, there is some \( x_0 > M \) and \( k > 0 \) such that \( L_{x_0} = L_{x_0+kP} \). By taking \( x_0 \) to be sufficiently large, we know, by the regularity of \( E \), that \( E_x = E_{x+kP} \) for every \( x \geq x_0 \). It then suffices to show for \( x \geq x_0 \) that \( E_x \) and \( L_x \) together uniquely determine \( \mathcal{U}_x \), since applying it to \( x_0, x_0 + 1, x_0 + 2, \ldots \) will prove that \( \mathcal{U} \) is regular.

However, we see that this is a consequence of the condition that the sum of two elements of \( E \) is never in \( E \). In particular, if \( y \in E_x \), then any representation of \((x, y)\) as a sum of previous elements of \( \mathcal{U} \) must use one of the finitely many elements from \( \mathcal{U} \setminus E \). Thus, \((x, y)\) is in \( \mathcal{U} \) if and only if exactly one of \((x, y) - p \) is in \( \mathcal{U} \) for \( p \in \mathcal{U} \setminus E \). Moreover, if \( y \notin E_x \) then \((x, y) \notin \mathcal{U} \) because \( x \geq x_0 > M \). This is enough to show that \( E_x \) and \( L_x \) together uniquely determine \( \mathcal{U}_x \).

Now, for the converse, we only need to show that there exists such an \( E \) given that \( \mathcal{U} \) is regular with period \( P \). It suffices to take \( E \) to be the periodic section of \( \mathcal{U} \). We see that, with this
construction, $E$ is regular and that only finitely many elements of $U$ are not in it. Now suppose that $(x_1, y_1)$ and $(x_2, y_2)$ are both in $E$, with $x_1 \leq x_2$. Then, since $E$ is the periodic section, we have the two distinct representations

$$(x_1 + x_2 + 3P, y_1 + y_2) = (x_1, y_1) + (x_2, y_2) = (x_1 + P, y_1) + (x_2 + 2P, y_2),$$

so $(x_1 + x_2 + 3P, y_1 + y_2) \not\in U$ and $(x_1 + x_2, y_1 + y_2) \not\in U$. This satisfies all the properties of $E$, so the proof is complete. 

Finch’s result is a consequence of Theorem 3.2 for the case $n = 1$ when $E$ is the set of odd numbers. More generally, we have the following:

**Corollary 3.3.** Let $U$ be an Ulam set in $\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})$ with two generators, $v_1$ and $v_2$, and associated lattice generated by $(-a, b)$. Then the following must be true:

1. If $U$ contains finitely many elements with an even $x$-coordinate, it is regular.
2. If $n$ is even and $U$ contains finitely many elements with an even $y$-coordinate, it is regular.
3. If $a$ is even and $U$ contains finitely many elements of the form $2xv_1 + yv_2$, it is regular.

**Proof.** Take $E$, in Theorem 3.2, to be

- the set of elements with an odd $x$-coordinate.
- the set of elements with an odd $y$-coordinate.
- the set of elements of the form $xv_1 + yv_2$, where $x$ is odd.

It is straightforward to check that these choices of $E$ satisfy the conditions of Theorem 3.2 so $U$ must be regular.

These choices of $E$, especially the third one, seem to readily apply for most regular Ulam sets that we have encountered. More precisely, computations have shown that the following conjecture seems to hold:

**Conjecture 3.4.** Let $a > 2$ be even and $b$ be sufficiently large. An Ulam set with generators $v_1$ and $v_2$ and associated lattice generated by $(-a, b)$ contains finitely many elements of the form $2xv_1 + yv_2$ and is therefore regular.

This is in agreement with Finch’s conjecture [3] about exactly which sequences in $\mathbb{Z}$ are regular (corresponding to the case where $a$ and $b$ are relatively prime). The main difficulty behind proving Conjecture 3.4 is that when $a$ becomes large, there can be many elements outside of $E$ (of the form $2xv_1 + yv_2$), making it hard to characterize the elements of $U$.

We now focus on the case $a = 2$. Note that this case is not included in Conjecture 3.4 because when $b$ is a power of two, there are infinitely many elements of the form $2xv_1 + yv_2$. For all other values of $b$, however, there are only two such elements. This generalizes Schmerl and Spiegel’s theorem [11] that states that an Ulam sequence in $\mathbb{Z}$ generated by $a = 2$ and $b > 3$, where $b$ is odd, has exactly two even terms. Our result allows $b$ to be even (in which case the Ulam set cannot be embedded in $\mathbb{Z}$).

**Theorem 3.5.** For $b > 3$, let $U$ be an Ulam set generated by two elements $v_1$ and $v_2$ with associated lattice generated by $(-2, b)$. If $b$ is not a power of 2, then $U$ contains exactly two terms of the form $2xv_1 + yv_2$: $v_2$ and $(b + 1)v_2 = 2v_1 + v_2$. 

The beginning of our proof is largely based off of the original proof where $b$ is odd. We will need to compute the first few elements of $\mathcal{U}$. Note that, by adding a suitable multiple of $-2v_1 + bv_2$, each element of $\mathcal{U}$ can be expressed uniquely as $xv_1 + yv_2$ for $x \in \{0, 1\}$ and $y \geq 0$.

**Lemma 3.6.** The elements of $\mathcal{U}$ of the form $v_1 + yv_2$ for $0 \leq y \leq 3b + 2$ are those with exactly one of the following:

1. $0 \leq y \leq b$.
2. $b < y \leq 2b$, where $y \equiv b \pmod{2}$.
3. $2b < y \leq 3b + 2$, where $y \equiv -1, 0 \pmod{4}$.

Furthermore, the elements of $\mathcal{U}$ of the form $yv_2$ for $0 \leq y \leq 3b + 2$ are those with $y = 1$ or $y = b + 1$.

**Proof.** This is straightforward with strong induction on $y$, where we need $b > 3$. For the base case, $y = 0$, we see that $v_1$ is a generator and $0$ is clearly not in $\mathcal{U}$.

For the inductive step, fix $y$ and assume that the lemma holds for all smaller values of $y$. If $1 \leq y \leq b$ then $v_1 + yv_2$ has the unique representation

$$v_1 + yv_2 = (v_1 + (y - 1)v_2) + v_2.$$ 

For $b < y \leq 2b$, we have the representation

$$v_1 + yv_2 = (b + 1)v_2 + (v_1 + (y - b - 1)v_2).$$

If $y \equiv b \pmod{2}$, this representation is unique. Otherwise, we also have

$$v_1 + yv_2 = (v_1 + (y - 1)v_2) + v_2.$$ 

Now let $2b < y \leq 3b + 2$. If $y \equiv 0 \pmod{4}$, then $v_1 + yv_2$ has the unique representation

$$v_1 + yv_2 = (v_1 + (y - 1)v_2) + v_2.$$ 

If $y \equiv -1 \pmod{4}$, we have the unique representation

$$v_1 + yv_2 = (v_1 + (y - b - 1)v_2) + (b + 1)v_2.$$ 

If $y \equiv 1 \pmod{4}$, we have two representations:

$$v_1 + yv_2 = (v_1 + (y - b - 1)v_2) + (b + 1)v_2 = (v_1 + (y - 1)v_2) + v_2.$$ 

Finally, if $y \equiv 2 \pmod{4}$ then we have no representation of $v_1 + yv_2$.

Continuing the induction for elements of the form $yv_2$, we see that if $1 < y \leq b$, then $yv_2$ has no representation. The element $v_2(b + 1) = 2v_1 + v_2$ has the unique representation $v_2(b + 1) = (v_1 + v_2) + v_2$, so it is in $\mathcal{U}$. The element $y(b + 2) = (b + 1)v_2 + v_2 = (v_1 + 2v_2) + v_1$, however, can be expressed in two ways.

For $b + 2 < y \leq 3b - 3$, we also have two representations. Precisely, if we let

$$i = \left\lfloor \frac{y - b - 1}{2} \right\rfloor \quad \text{and} \quad j = \left\lfloor \frac{y - b + 1}{2} \right\rfloor,$$

then we see that

$$yv_2 = (v_1 + iv_2) + (v_1 + jv_2) = (v_1 + (i - 1)v_2) + (v_1 + (j + 1)v_2).$$
Finally, for $3b - 2 \leq y \leq 3b + 2$, we have the following two representations

$$yv_2 = (v_1 + (y - b - \delta)v_2) + (v_1 + \delta v_2) = (v_1 + (y - b - \delta - 2)v_2) + (v_1 + (\delta + 2)v_2)$$

where we choose $\delta$ to be either 1 or 2 depending on the parity of $b$ and $y$. □

**Proof of Theorem 3.5.** Assume for the sake of contradiction that there is another element

$$s = (N + b)v_2 = 2v_1 + Nv_2$$

of $\mathcal{U}$ and take such an element with minimal $N$. We consider the binary sequence $(a_i)$, where $a_i \in \mathbb{Z}/2\mathbb{Z}$ and

$$a_i = \begin{cases} 0 & \text{if } v_1 + iv_2 \text{ is not in } \mathcal{U} \\ 1 & \text{otherwise} \end{cases}$$

keeps track of the elements of the form $v_1 + iv_2$ that are in the set. Since every representation of an element $v_1 + iv_2$ as a sum of smaller terms in $\mathcal{U}$ must use an element of the form $iv_2$, we have, for $b < i \leq N$, that $a_i = 1$ if and only if exactly one of $a_{i-1}$ and $a_{i-b-1}$ equals 1. This gives us the recursive formula

$$a_i = a_{i-1} + a_{i-b-1},$$

which holds for $b < i \leq N$. From now on, any evaluation of the $a_i$'s will be understood to be taken modulo 2. We can now use this recursive relation to show that there are no gaps in $(a_i)$ of length $b + 1$.

Precisely, we claim that, for every $b \leq t \leq N$, we have $1 \in \{a_{t-i} : 0 \leq i \leq b\}$. Suppose, for the sake of contradiction, that $t$ is a minimal counterexample. In this case, $a_{t-1} = a_t = 0$. Clearly, $t > b$, so by the recursive formula we have $a_{t-b-1} = a_{t-1} - a_t = 0$, but that means that $t - 1$ is actually a smaller counterexample, which is a contradiction.

Applying this to $t = N$, we obtain that there is some $0 \leq i \leq b$ such that $a_{N-i} = 1$. Then, by Lemma 3.6, we have the following representation of $s$ as the sum of two distinct elements of $\mathcal{U}$:

$$s = (s - v_1 - iv_2) + (v_1 + iv_2).$$

Note that the elements are distinct because otherwise $s = 2(v_1 + iv_2) = (b + i)v_1$, contradicting Lemma 3.6. Since the representation must be unique, the choice of $i$ is also unique. Thus, $a_{N-j} = 0$ for $0 \leq j \leq b$ and $j \neq i$.

Using the recursive formula backwards, we can determine $a_{N-j}$ for $b < j \leq 2b$. We find that $a_{N-j} = 1$ if and only if $j = i + b + 1$ or $j = i + b$ (for $i > 0$). We now have two cases to treat separately:

**Case 1:** $i > 0$. In this case, both $s - v_1 - (i + b)v_2$ and $s - v_1 - (i + b + 1)v_2$ are in $\mathcal{U}$. However, by Lemma 3.6 one of $v_1 + (i + b)v_2$ and $v_1 + (i + b + 1)v_2$ is in $\mathcal{U}$. Thus, we have a new representation

$$s = (s - v_1 - (i + b + \delta)v_2) + (v_1 + (i + b + \delta)v_2),$$

for either $\delta = 0$ or $\delta = 1$. If the summands are distinct, then this is a contradiction. Thus the summands must be the same, so $b + i + \delta = N - (b + i + \delta)$. We know, however, that $a_{\ell} = 0$ for $N - i - b < \ell < N - i$; thus, $a_{\ell} = 0$ for $i + b + 2\delta < \ell < i + 2b + 2\delta$. This, however, contradicts Lemma 3.6 so Case 1 is impossible.
Case 2: $i = 0$. This is where the proof diverges from that given by Schmerl and Spiegel [11]. Our goal is to find some $k > 0$ for which $a_k = a_{N-k} = 1$, which will give us a second representation of $s$ as a sum of two distinct elements of $U$. The recursive formula suggests arranging the $a_i$’s into an array of height $b + 1$. This way, every number (except for the upper row) is the sum of the number to its left and the number above modulo 2. It is not surprising with this rule to see the beginning of Pascal’s triangle modulo 2 appearing. (Note that this is not the first time that it appears in the study of Ulam sets; there are similar connections in Theorem 2.3, [2], and [8].)

$$
\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 \\
\end{array}
$$

**Table 1.** The first few columns of the array formed for $b = 12$. We see the beginning of Pascal’s triangle in the first 5 columns.

For $b = 2^e \cdot c$ for some odd value $c$, these observations suggest trying to prove the following:

For $0 \leq q \leq 2^e$ and $0 \leq r < b + 1$, we have

$$
a_q(b+1)+r = \begin{cases} 
1 & \text{if } r = q = 0 \\
\binom{r-1+q}{q} \pmod{2} & \text{otherwise}
\end{cases}
$$

We prove this claim using strong induction and our recursive formula. The base case $q = 0$ has already been treated in Lemma 3.6. For our inductive step, suppose that $q > 0$ and our formula holds for smaller $q$ as well as for the same value $q$ but with smaller values $r$. If $r > 0$, we have

$$a_q(b+1)+r = a_{(q-1)(b+1)+r} + a_{q(b+1)+r-1} = \binom{r-2+q}{q-1} + \binom{r-2+q}{q} = \binom{r-1+q}{q}.$$

If $r = 0$, we can assume that $q > 1$ (the case $q = 1$ and $r = 0$ has also been treated in Lemma 3.6). We then have

$$a_q(b+1) = a_{(q-1)(b+1)} + a_{(q-1)(b+1)+b} = 0 + \binom{b+q-2}{q-1}.$$

Since $q - 1 < 2^e$, this binomial coefficient is zero modulo 2 by Lucas’ Theorem [9], so $a_q(b+1) = 0 = \binom{q-1}{q}$, and the proof of our claim is complete.
Using this formula, we see that
\[ a(2^e+1)(b+1) = a2^e(b+1) + a2^e(b+1)+b = 0 + \binom{b-1+2^e}{2^e} = 0 + \binom{(c+1)2^e-1}{2^e} = 1, \]
by Lucas’ Theorem.

We now work backwards to show that \( a_{N-(2^e+1)(b+1)} = 1 \). Specifically, we claim that, for \( 0 \leq q \leq b \) and \( 0 < r < b+1 - q \), \( a_{N-q-(b+1)-r} = 0 \) and \( a_{N-q+(b+1)-r} = 1 \).

This similarly follows via strong induction by using our recursive formula. For the base case, \( q = 0 \), we already know that \( a_{N-r} = 0 \) if \( 0 < r < b+1 \) and \( a_{N-r} = 1 \) if \( r = 0 \). For larger values \( 0 < q \leq b \) and \( q < r < b+1 - q \), we see that
\[ a_{N-q-(b+1)-r} = a_{N-(q-1)(b+1)-r} - a_{N-(q-1)(b+1)-(r+1)} = 0, \]
by our inductive hypothesis and our recursive formula. Finally, we have
\[ a_{N-q+(b+1)} = a_{N-(q-1)(b+1)} - a_{N-(q-1)(b+1)-1} = 1. \]

We therefore know that if \( b > 2^e \), then \( a_{N-(2^e+1)(b+1)} = 1 \). Thus, we only need to check that \( N - (2^e+1)(b+1) \neq (2^e+1)(b+1) \) to show that there is another representation of \( s \) as a sum of two distinct elements of \( \mathcal{U} \). However, we know that \( a_{2^e(b+1)} = 0 \) and \( a_{N-(2^e+2)(b+1)} = 1 \) (because \( b \neq 2^e \)), which is a contradiction if \( N = 2(2^e+1)(b+1) \). This completes the proof. \( \square \)

Note that, since there is no new term of the form \( yv^2 \) by Lemma 3.6, the recursive formula we found for the sequence \( (a_i) \) actually holds forever. The sequence given by this recursive formula has actually already been studied, for instance in [1]. The length of its period is given by OEIS Sequence A046932.

The proof of Theorem 3.5 fails if \( b \) is a power of two. In this case, there are infinitely many elements of the form \( yv^2 \). However, \( \mathcal{U} \) is still regular, and there even exists a simple closed formula characterizing the elements of \( \mathcal{U} \). We can arrange the sequence \( (a_i) \) into an array of height \( b+1 \) as before, which displays an infinite pattern.

\[
\begin{array}{cccccccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{array}
\]

Table 2. The first few columns of the array formed by the sequence \( (a_i) \) for \( b = 8 \).
We see that it consists of the beginning of Pascal’s triangle repeated, with the odd columns deleted after the first block.
Theorem 3.7. For \( c > 1 \), let \( b = 2^c \) and let \( \mathcal{U} \) be the Ulam set generated by two elements, \( v_1 \) and \( v_2 \), with associated lattice generated by \((-2,b)\). Then \( yv_2 \) is in \( \mathcal{U} \) if and only if \( y = 1 \) or \( y = (b + 1 + kb(b + 1)) \) for some integer \( k \geq 0 \). Moreover, if \( i = p \cdot b(b + 1) + q \cdot (b + 1) + r \) with \( p \geq 0, 0 \leq q < b, \) and \( 0 \leq r < b + 1 \), then (defining \( a_i \) as in Theorem 3.5) we have

\[
a_i = \begin{cases} 
1 & \text{if } p = q = r = 0 \\
(r-1+q) \pmod{2} & \text{if } r > 0 \text{ and } (p = 0 \text{ or } q \text{ is even}) \\
0 & \text{otherwise}
\end{cases}
\]

Proof. We proceed with strong induction and casework. Since there are numerous cases with technical details, we go through them quickly. The case \( p = 0 \) follows from the first claim in Case 2 of the proof of Theorem 3.5, so suppose \( p > 0 \).

If \( r = 0 \) and \( q = 1 \), then

\[
a_{i-1} = a_{(p-1)b(b+1) + b} = \binom{b-1}{0} = 1 \quad \text{and} \quad a_{i-(p(b(b+1)+(b+1))} = a_0 = 1,
\]

so we have two distinct representations; hence, \( a_i = 0 \). If \( r = 0 \) and \( q > 1 \), then

\[
a_{i-1} = a_{pb(b+1)+(q-1)(b+1)+b} = \binom{b+q-2}{q-1} = 0
\]

and

\[
a_{i-(kb(b+1)+b+1)} = a_{(p-k)b(b+1) + (q-1)(b+1)} = 0,
\]

which implies that no representation exists, so \( a_i = 0 \). If \( r = 0 \) and \( q = 0 \), then

\[
a_{i-1} = a_{(p-1)b(b+1)+(b-1)(b+1)+b} = \binom{2b-2}{b-1} = 0
\]

and

\[
a_{i-(kb(b+1)+b+1)} = a_{(p-k-1)b(b+1) + (b-1)(b+1)} = 0,
\]

so, once again, there is no representation, meaning \( a_i = 0 \).

Now suppose that \( r > 0 \). If \( q \) is odd, then \( a_{i-1} = 0 \) and \( a_{i-(kb(b+1)+b+1)} = a_{i-(b+1)} \) for all \( k \). This means that if a representation exists, then there must be at least two, so \( a_i = 0 \). If \( q = 0 \) and \( r = 1 \), then \( a_{i-1} = 0 \) and \( a_{i-(kb(b+1)+b+1)} = 0 \) except for when \( k = (p-1) \), where

\[
a_{(b-1)(b+1)+1} = \binom{(b-1)(b+1)}{(b-1)(b+1)} = 1,
\]

so \( a_i = 1 \). If \( q = 0 \) and \( r > 1 \), then both \( a_{i-1} = 0 \) and \( a_{i-(kb(b+1)+b+1)} = 0 \) for any \( k \), so \( a_i = 1 \) because there is, once again, a unique representation.

If \( q > 0 \) is even, then \( a_{i-(kb(b+1)+b+1)} = 0 \) except for when \( k = p \), in which case

\[
a_{i-(kb(b+1)+b+1)} = a_{(q-1)(b+1)+r}.
\]

We therefore have

\[
a_i = a_{(q-1)(b+1)+r} + a_{pb(b+1)+q(b+1)+r-1} = \binom{q+r-2}{q-1} + \binom{q+r-2}{q} = \binom{q+r-1}{q}.
\]
All that’s left to be shown is that the only elements of the form $yv_2$ in $U$ are the ones we claimed. It is clear that $v_2 \in U$ and we can check that, for $k \geq 0$, the only representation of $(b + 1 + k(b + 1))v_2 = 2v_1 + 1 + k(b + 1))v_2$ is $v_1 + (v_1 + (1 + k(b + 1))v_2)$.

Now suppose that some other element $2v_1 + Nv_2$ has a unique representation. Consider expressing $N$ as $N = p_N \cdot b(b + 1) + q_N \cdot (b + 1) + r_N$, with $p_N \geq 0$, $0 \leq q_N < b$, and $0 \leq r_N < b + 1$. If $r_N > 1$, then $a_{p_N(b+1)+r_N-1} = a_{q_N(b+1)+1} = 1$, so we have the representation

$$2v_1 + Nv_2 = (v_1 + (q_N(b + 1) + 1)v_2) + (v_1 + (p_Nb(b + 1) + r_N - 1)v_2).$$

Moreover, for every $k$, $a_{2k(b+1)+1} = a_{2k(b+1)+2} = 1$. Let $\ell$ be the even number between 0 and $2(b + 1) - 1$ such that $N - \ell$ is of the form $2k(b + 1) + 1$ or $2k(b + 1) + 2$. Then we also have the representation $2v_1 + Nv_2 = (v_1 + \ell v_2) + (v_1 + (N - \ell)v_2)$. The two representations we found must actually be equal, so $\ell = q_N(b + 1) + 1$ or $\ell = p_Nb(b + 1) + r_N - 1$.

In the first case, since $\ell < 2(b + 1)$, we have $q_N = 0$ or $q_N = 1$. If $q_N = 0$, then we have the representation $2v_1 + Nv_2 = v_1 + (v_1 + Nv_2)$ which is distinct from the previous one. Thus, $q_N = 1$. If $r_N > 3$, then we have the new representation

$$2v_1 + Nv_2 = (v_1 + (b + 4)v_2) + (v_1 + (p_Nb(b + 1) + r_N - 3)v_2).$$

If $r_N \in \{2, 3\}$, then we have the other representation

$$2v_1 + Nv_2 = (v_1 + 4v_2) + (v_1 + (N - 4)v_2).$$

In the second case, $p_N = 0$, so $\ell = r_N - 1 < b$. Then, we have the new representation

$$2v_1 + Nv_2 = (v_1 + (r_N - 2)v_2) + (v_1 + (q_N(b + 1) + 2)v_2),$$

which is distinct from the previous one. This concludes the case $r_N > 1$.

Now if $r_N = q_N = 0$ and $p_N > 1$, we have the following two distinct representations:

$$2v_1 + Nv_2 = (v_1 + ((b - 1)(b + 1) + 1)v_2) + (v_1 + ((p_N - 1)b(b + 1) + b)v_2)$$

and

$$2v_1 + Nv_2 = (v_1 + 2bv_2) + (v_1 + ((p_N - 1)b(b + 1) + (b - 2)(b + 1) + 2)v_2).$$

If $r_N = 0$ and $q_N \neq 0$, then

$$2v_1 + Nv_2 = (v_1 + ((q_N - 1)(b + 1) + 1)v_2) + (v_1 + (p_Nb(b + 1) + b)v_2).$$

If $q_N$ is odd, then we also have the representation $2v_1 + Nv_2 = (v_1 + bv_2) + (v_1 + (N - b)v_2)$, which is distinct from the other. If $q_N$ is even, then $2v_1 + Nv_2 = (v_1 + 2bv_2) + (v_1 + (N - 2b)v_2)$ is also a distinct representation.

Finally, consider the case $r_N = 1$. We have already shown that if $q_N = 0$, there is a unique representation. Thus, suppose $q_N > 0$. If $q_N$ is even, then we have the representations

$$2v_1 + Nv_2 = v_1 + (v_1 + Nv_2)$$

and

$$2v_1 + Nv_2 = (v_1 + ((b + 1) + q_N + 1)v_2) + (v_1 + (p_Nb(b + 1) + (q_N - 2)(b + 1) + b - q_N + 1)v_2).$$
If \( q_N \) is odd, we have
\[
2v_1 + Nv_2 = (v_1 + (q_N + 1)v_2) + (v_1 + (p_Nb(b + 1) + (q_N - 1)(b + 1) + b - q_N + 1)v_2)
\]
and
\[
2v_1 + Nv_2 = (v_1 + (q_N + 2)v_2) + (v_1 + (p_Nb(b + 1) + (q_N - 1)(b + 1) + b - q_N)v_2),
\]
which are again different representations. We have now exhausted all cases, and the proof is complete. \( \Box \)

We also observed that the Ulam sets with associated lattice generated by \((-n, n)\), where \( n = 2^e + 2 \) for some integer \( e \geq 3 \), appear to be regular. In this case, we noticed that there seems to be no element of the form \( 2xv_1 + 2yv_2 \). Moreover, based on computations, we conjecture a full characterization of all elements of the form \( 2xv_1 + yv_2 \) that are in \( \mathcal{U} \). In particular, we believe that \( 2xv_1 + yv_2 \) is in \( \mathcal{U} \) if and only if
\[
2xv_1 + yv_2 = (p(2^e + 1)(2^e + 2) + q(2^e + 2) + r)v_1 + v_2
\]
for some \( p \geq 0, 0 \leq q < 2^e + 1 \), and \( 0 \leq r < 2^e + 2 \) even, with \( p, q, \) and \( r \) satisfying one of the following conditions:

1. \( q = r = 0 \)
2. \( p = 0, q = 1, r = 0 \)
3. \( t, q < 2^e \) and one of the following is true, where \( t = 2^e + 1 - r \).
   - \( p = 0 \) and \( \binom{q + t}{t} \equiv 1 \pmod{2} \)
   - \( p > 0 \) and \( q + t = 2^e - 1 \)
   - \( p > 0, q + t = 2^e - 3 \), and \( p \equiv 1 \pmod{4} \)

Symmetric conditions would also apply for elements of the form \( xv_1 + 2yv_2 \). If our conjecture is correct, then any representation of the remaining elements of \( \mathcal{U} \) of the form \( (2x + 1)v_1 + (2y + 1)v_2 \) must use one element of the form \( xv_1 + 2yv_2 \) and one of the form \( 2xv_1 + yv_2 \). Thus, there likely exists some full characterization of all the elements of \( \mathcal{U} \) derivable through much detailed casework, similar to Theorem 3.7.

3.2. Keeping track of the contribution of each generator. In an Ulam set, any element decomposes uniquely as a sum of two previous elements, which themselves uniquely decompose. Repeating this process, we can therefore express any term canonically as a linear combination of the original generators.

**Definition 3.8.** Let \( \mathcal{U} \) be an Ulam set with two generators \( v_1 \) and \( v_2 \). Define the function \( \alpha_\mathcal{U} : \mathcal{U} \to \mathbb{Z}_{\geq 0}^2 \) recursively as follows:

- \( \alpha_\mathcal{U}(v_1) = (1, 0) \), \( \alpha_\mathcal{U}(v_2) = (0, 1) \)
- Any other \( u \in \mathcal{U} \) can be written uniquely as \( u = u_1 + u_2 \) for some \( u_1, u_2 \in \mathcal{U} \). Then \( \alpha_\mathcal{U}(u) = \alpha_\mathcal{U}(u_1) + \alpha_\mathcal{U}(u_2) \).

When the context is clear, we will refer to \( \alpha_\mathcal{U} \) simply as \( \alpha \). If we let \( \alpha(u) = (\alpha_1(u), \alpha_2(u)) \), it is easy to check that \( u = \alpha_1(u)v_1 + \alpha_2(u)v_2 \), as we would expect. Thus, we can recover \( u \) from \( \alpha(u) \), but \( \alpha(u) \) also contains more information about how \( u \) is formed.
Plotting $\alpha$ in the plane leads to a very surprising observation; asymptotically, all the points seem to cluster around a straight line passing through the origin.

**Conjecture 3.9.** Let $U$ be an Ulam set with two generators and nonzero associated lattice and let $\alpha(u) = (\alpha_1(u), \alpha_2(u))$. Then there exist some number $r \in \mathbb{R}$ such that, for every $\varepsilon > 0$, we have $\left| \frac{\alpha_1(u)}{\alpha_2(u)} - r \right| < \varepsilon$ for all but finitely many $u \in U$.

This is another example of a surprising property of Ulam sets and sequences about which very little is known and it may be related to other important phenomena such as the “hidden signal” found by Steinerberger [12] or the Rigidity Conjecture [6]. Although Conjecture 3.9 does not tell us which elements can be in the Ulam set, it tells us how each element is formed. We now prove the somewhat weaker result that the ratio $\frac{\alpha_1(u)}{\alpha_2(u)}$ cannot be arbitrarily small or large.

**Theorem 3.10.** Let the associated lattice of $U$ be generated by $(-a, b)$ and let $U'$ be the image of $\alpha$ in $\mathbb{Z}_{\geq 0}^2$. Then for every $(x, y) \in U'$ other than $(0, 1)$ and $(1, 0)$, we have $y \leq b(2x - 1)$ and $x \leq a(2y - 1)$.

**Proof.** Note that the only element with $x$-coordinate 0 is $(0, 1)$ while the elements $(1, 0), \ldots, (1, b)$ are in $U'$. However, $(1, b+1)$ is not included because $v_1 + (b+1)v_2 = (v_1+bv_2) + v_2 = v_1 + (av_1 + v_2)$. For $y > b+1$, the only way to express $(1, y)$ as a sum of elements of $U'$ is to use $(0, 1)$, so we would need $(1, y-1)$ to also be in $U'$. Thus, for $y > b+1$, $(1, y)$ is not in $U'$.

Now let’s consider the other values of $x$. Since $(av_1 + v_2) = (b+1)v_2 \in U$, we cannot have more than $b+1$ consecutive elements of $U'$ in a vertical line. Indeed, if $(x, y), (x, y+1), \ldots, (x, y+b)$ are all in $U$, then $(x, y+b+1)$ cannot be in $U$ because

$$xv_1 + (y+b+1)v_2 = (xv_1 + (y+b)v_2) + v_2 = (xv_1 + yv_2) + (b+1)v_2.$$ 

We will now prove the result by inducting on $x$. The cases $x = 0$ and $x = 1$ have already been treated, so suppose $x \geq 2$ and that the result holds for all smaller $x$.

Assume $(x, y) \in U'$ has the representation $(x, y) = (x_1, y_1) + (x_2, y_2)$, where $x_1 \leq x_2$. If $x_1 \geq 1$, then we have $y_1 \leq b(2x_1 - 1)$ and $y_2 \leq b(2x_2 - 1)$ by our inductive hypothesis, so

$$y = y_1 + y_2 \leq b(2x - 2).$$
This means that if \( y > b(2x - 2) \), then \( x_1 = 0 \), so \( y_1 = 1 \) and \((x, y - 1) = (x_2, y_2) \in \mathcal{U}'\). Hence, if \( y = b(2x - 2) + k \), then \((x, y - 1), (x, y - 2), \ldots, (x, y - k)\) are also in \( \mathcal{U} \). If \( k \geq b + 1 \), then we have more than \( b + 1 \) consecutive elements, which is impossible as we saw earlier. Thus, \( k \leq b \) and \( y \leq b(2x - 1) \) except for when \((x, y) = (0, 1)\).

By symmetry, we also have that \( x \leq a(2y - 1) \) except when \((x, y) = (1, 0)\), so the proof is complete. \( \square \)

This result gives us the bounds \( \frac{y}{x} \leq 2b \) and \( \frac{x}{y} \leq 2a \), which holds for all but finitely many elements.

We now focus on the case where the associated lattice is generated by \((-n, n)\). This case is particularly interesting because, if Conjecture \[3.9\] is true, then \( r = 1 \) by symmetry. We note that this is the only case where there seems to be a simple expression for the exact value of \( r \). Moreover, we can take advantage of the symmetry to improve the bound of the previous theorem to \( \frac{y}{x} < n + 1 \).

**Theorem 3.11.** When \( \mathcal{U} \) has associated lattice generated by \((-n, n)\), then for any \((x, y) \in \mathcal{U}'\) other than \((0, 1)\) and \((1, 0)\), we have \( y < (n + 1)x \) and \( x < (n + 1)y \).

We first require a preparatory lemma.

**Lemma 3.12.** Let \( \mathcal{U} \) have associated lattice generated by \((-n, n)\). If \((x, y) \in \mathcal{U}'\) and \( x \equiv y \) (mod \( n \)), then \( x = y \).

**Proof.** By symmetry, we know that \((y, x)\) is in \( \mathcal{U}' \). Thus, there exists some \( u_1, u_2 \in \mathcal{U} \) such that \( \alpha(u_1) = (x, y) \) and \( \alpha(u_2) = (y, x) \). But then we have

\[
u_1 = xv_1 + yv_2 = yv_1 + xv_2 + (x - y)(v_1 - v_2) = yv_1 + xv_2 = u_2\]

since \( n \mid (x - y) \). This means that \((x, y) = \alpha(u_1) = \alpha(u_2) = (y, x)\); hence \( x = y \). \( \square \)

**Proof of Theorem 3.11.** Suppose, for the sake of contradiction, that some \( u \in \mathcal{U} \) other than \( v_2 \) is mapped by \( \alpha \) to \((x, y)\) with \( y \geq (n + 1)x \). Take such a \( u \) which lexicographically minimizes \((x, y)\).

Since the sum of two vectors below the line \( y = (n + 1)x \) stays below the line, the representation of \( u \) must use another element that is mapped above the line. Note that the only choice is \( v_2 \), since \( u \) corresponds to the minimal such \((x, y)\). This means that \( u - v_2 \in \mathcal{U} \) and is mapped to \((x, y - 1)\). If \( y - 1 \geq (n + 1)x \), then this new element contradicts the minimality of \( u \). Hence we must have \( y = (n + 1)x \). But then \( y - x = nx \), so we can apply Lemma 3.12 to find that \( nx = y - x = 0 \). Thus \( y = x = 0 \), which is impossible.

A symmetric argument shows that \( x < (n + 1)y \) for \((x, y) \neq (1, 0)\). \( \square \)

### 3.3. Finiteness

Although it is simple to prove, in \( \mathbb{Z}^d \), that Ulam sets are always infinite (see [2]), the situation is much more complicated in \( \mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z}) \). In this case, we can indeed have Ulam sets with finitely many elements. A simple example is obtained by taking the initial set \( S = \{(1, 0), (1, 1), \ldots, (1, n - 1)\} \), when \( n \geq 5 \). In this case, it is clear that no other elements outside of the initial set can be added. A more subtle example with only three generators is obtained with \( S = \{(1, 0), (1, 1), (2, 5)\} \) in \( \mathbb{Z} \times (\mathbb{Z}/8\mathbb{Z}) \). In this example, several other elements will also be included, but if we compute enough terms, we can see that the process must terminate eventually and that there is no element with \( x \)-coordinate greater than 51.
This example with three generators suggests trying to find one with only two generators. Surprisingly, however, we found no finite Ulam set with two generators despite checking, with a computer, all associated lattices generated by \((-a, b)\) for \(a, b < 200\) and up to elements with \(x = 1000\).

**Conjecture 3.13.** Every Ulam set in a commutative group with two generators is infinite.

Note that we can restrict our attention to \(\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})\) since we know that every Ulam set (in a commutative group) with two linearly dependent generators can be embedded in \(\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})\). Note also that this conjecture does not hold in the case of \(\mathcal{V}\)-sets; for example, the \(\mathcal{V}\)-set with associated lattice generated by \((-3, 3)\) contains only five elements.

We know, however, that when \(\gcd(a, b) = 1\), the Ulam set with associated lattice generated by \((-a, b)\) can be embedded in \(\mathbb{Z}\), so it must be infinite. The following proposition allows us to improve this to include all cases where \(\gcd(a, b) < 5\).

**Proposition 3.14.** Let \(U\) be a finite Ulam set in \(\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})\) and let \(x_{\text{max}}\) be the greatest \(x\)-coordinate of elements of \(U\). Then \(U\) contains at least 5 elements of the form \((x_{\text{max}}, y)\).

**Proof.** If \(U\) contains a single element of the form \((x_{\text{max}}, y)\), then the sum of this element with an element of \(U\) with the second greatest \(x\)-coordinate clearly has a unique representation, contradicting the maximality of \(x_{\text{max}}\).

If \(U\) contains two or three elements of this form, then the sum of any two of them again has a unique representation and greater \(x\)-coordinate.

Now suppose that \(U\) contains four elements of this form: \(u_1, u_2, u_3,\) and \(u_4\). Then the only possible second representation of \(u_1 + u_2\) is \(u_3 + u_4\), so \(u_1 + u_2 = u_3 + u_4\). Similarly, \(u_1 + u_3 = u_2 + u_4\) and \(u_1 + u_4 = u_2 + u_3\). Thus, we have the following system of equations:

\[
\begin{align*}
    u_1 + u_2 &= u_3 + u_4 \\
    u_1 + u_3 &= u_2 + u_4 \\
    u_1 + u_4 &= u_2 + u_3
\end{align*}
\]

Subtracting the first two equations yields \(u_2 - u_3 = u_3 - u_2\), so \(2u_2 = 2u_3\). Similarly we can obtain \(2u_i = 2u_j\) for all pairs \(i, j \in \{1, 2, 3, 4\}\). If \(n\) is odd, then \(u_i = u_j\) (because then 2 if invertible modulo \(n\)), which is impossible. If \(n\) is even then it only forces \(u_i \in \{u_j, u_j + (0, \frac{n}{2})\}\). This means, however, that for every \(i \in \{1, 2, 3, 4\}\), \(u_i\) is either equal to \(u_1\) or \(u_1 + (0, \frac{n}{2})\). Since the four \(u_i\)'s are different and there are only two choices, this is also impossible. Hence, there must be at least 5 elements of the form \((x_{\text{max}}, y)\). \(\square\)

**Corollary 3.15.** All Ulam sets in \(\mathbb{Z} \times (\mathbb{Z}/2\mathbb{Z})\), \(\mathbb{Z} \times (\mathbb{Z}/3\mathbb{Z})\) and \(\mathbb{Z} \times (\mathbb{Z}/4\mathbb{Z})\) are infinite.
Proof. Since there are less than 5 possible values of $y$, the condition of Proposition 3.14 cannot be fulfilled, so the Ulam sets must be infinite.

4. Higher-dimensional $V$-sets

In this section, we study $V$-sets, the variant of Ulam sets where we don’t require the summands in the representations to be distinct. These sets share many properties with Ulam sets. In particular, Conjecture 3.9 appears to also hold in the case of $V$-sets. Moreover, the properties pertaining to associated lattices, discussed at the beginning of Section 3, still apply to $V$-sets.

The case of $V$-sequences (in $\mathbb{Z}$) have already been studied by Kuca [8], so we focus on $V$-sets in $\mathbb{Z}^2$.

4.1. The column phenomenon. In Section 2.3, we extended the column phenomenon first observed by Kravitz and Steinerberger [7] to a noncommutative setting. We will now prove a generalization of this phenomenon in commutative settings that will allow us to extend it to $V$-sets.

**Definition 4.1.** If $S$ is a subset of $\mathbb{Z}^2_{\geq 0}$, we say that the $x$-column is eventually periodic with period $p$ when, for a sufficiently large $y$, $(x, y) \in S$ if and only if $(x, y + p) \in S$.

Kravitz and Steinerberger proved that if an Ulam set in $\mathbb{Z}^2$ has a single generator lying on the first column ($x = 0$), all of the columns are eventually periodic.

![Figure 5. The set $V(\{(0, 1), (1, 0), (6, 0)\})$.](image)

Despite some chaotic behavior near the $x$-axis, regular columns arise for sufficiently large $y$.

For $V$-sets, however, a single generator $(0, a)$ in the first column will generate a full sequence of points in this column: $(0, 2a)$, $(0, 3a)$, $(0, 5a)$, $(0, 7a)$, $(0, 9a)$, and so on. The periodic behavior in the first column suggests the following generalization:

**Theorem 4.2.** Let $S$ either be an Ulam set or a $V$-set in $\mathbb{Z}^2$ for which the column $x = 0$ is eventually periodic. Then all the columns of $S$ are eventually periodic.
Proof. We proceed by inducting on $x$. Fix some $x > 0$ and suppose that all previous columns are eventually periodic. Let $P$ be the least common multiple of their periods.

We will need to count the number of representations of $(x, y)$ as sums of previous elements. Moreover, since the exact number of representations does not matter once there is more than one, we will encode the number of representations with a symbol in $\{0, 1, 2_+\}$ (as in Theorem 2.9), where the symbols 0 and 1 mean there are 0 and 1 representations, respectively, and $2_+$ means there are two or more representations. Finally, when we count representations, we can either require the summands to be distinct or not require this restriction, depending on whether we are working with an Ulam set or a $V$-set. The proof works equally well in both settings.

We first ignore the first column and define $b_y \in \{0, 1, 2_+\}$ to be the number of representations of $(x, y)$ as a sum of elements from the other columns. We show that $b_y$ is eventually periodic with period $P$.

Indeed, suppose that we have a representation $(x, y) = (x_1, y_1) + (x_2, y_2)$, with $y_1 \leq y_2$. It is clear that, for sufficiently large $y$, the point $(x_2, y_2)$ must come from the periodic section of its column. If $(x_1, y_1)$ also does, then we have another representation $(x, y) = (x_1, y_1 - P) + (x_2, y_2 + P)$, so $b_y = 2_+$. Similarly $b_{y+P} = 2_+$ because $(x, y + P) = (x_1, y_1) + (x_2, y_2 + P)$. Furthermore, if $(x, y + P)$ has such a representation, then $(x, y)$ also does and we again have $b_y = b_{y+P} = 2_+$.

Now, suppose all representations of both $(x, y)$ and $(x, y + p)$ use an element from the non-periodic transient phase of its column. Then any representation $(x, y) = (x_1, y_1) + (x_2, y_2)$ yields the representation $(x, y + P) = (x_1, y_1) + (x_2, y_2 + P)$. Similarly, a representation of $(x, y + P)$ yields one for $(x, y)$. We therefore have a bijection between representations of $(x, y)$ and $(x, y + P)$, which shows that $b_y = b_{y+P}$.

We now need to split the first column into its finite transient phase and its infinite periodic section. Since its minimal period divides $P$, for any congruence class modulo $P$, either $(0, y) \in S$ for all sufficiently large $y$ in this equivalence class, or $(0, y) \notin S$ for all sufficiently large $y$ in this equivalence class. Let $C$ be the set of congruence classes modulo $P$ that contain the values $y$ for which $(0, y)$ is eventually always in $S$, and let $T$ be the finite set of elements of $S$ not in one of these classes.

Let $c_y \in \{0, 1, 2_+\}$ be the number of representations of $(x, y)$, where we now also take into account the infinite periodic section of the first column.

For a congruence class $R \in \mathbb{Z}/P\mathbb{Z}$, consider the congruence classes $R - S$ for $S \in C$. Then each $y'$ in one of those classes with $(x, y') \in S$ yields a representation of $(x, y)$ for all sufficiently large $y \in R$. Thus, if there are two or more such elements, $c_y = 2_+$ for all sufficiently large $y \in R$. If there is one such element, then $c_y = b_y + 1$ for all sufficiently large $y \in R$, and if there is no such element then $c_y = b_y$. Thus, the sequence $(c_y)$ is still eventually periodic with period $P$.

All that’s left for us to consider is the effect of $T$, the set of elements in the non-periodic transient phase of the first column. Let $a_y$ be the indicator sequence for the elements of the $x$-column ($a_y = 1$ if $(x, y) \in S$ and $a_y = 0$ otherwise). It is clear that the sequence $(a_y)$ is determined by $c_y$ and $T$ recursively as follows:

If $c_y = 0$ and there exists a unique $t \in T$ for which $a_{y-t} = 1$, then $a_y = 1$. If $c_y = 1$ and there exists no $t \in T$ for which $a_{y-t} = 1$, then $a_y = 1$. Otherwise, $a_y = 0$. 
Let $m$ be the maximal element of $T$. Then, for sufficiently large $y$, $a_y$ is uniquely determined by $a_{y-1}, a_{y-2}, \ldots, a_{y-m}$ and the residue of $y$ modulo $P$. However, since there are only $2^m$ possible combinations of values for $a_{i-1}, a_{i-2}, \ldots, a_{i-m}$, there must eventually be some $y_0$ and $k > 0$ such that $a_{y_0-j} = a_{y_0+kP-j}$ for all $1 \leq j \leq m$. But since $a_{y_0}$ depends solely on $a_{y_0-1}, \ldots, a_{y_0-m}$, we must also have $a_{y_0} = a_{y_0-kP}$. Continuing to apply the recursive relation therefore implies that $a_y$ is eventually periodic (when $y \geq y_0$) with period $kP$.

Note that our proof only provides large bounds on the periods of the columns. Indeed, the period could increase by a factor of up to $2^m$ whenever $x$ increases by 1. If $T$ contains a single element $t$ (as in the case of $\mathcal{V}$-sets with a single generator on the $y$-axis), then we can actually improve this bound and show that the period at most doubles when $x$ increases by 1 (consider each congruence class modulo $t$ separately in the third part of the proof). In many cases, however, this doubling rarely occurs, as noted in [7] for the case of Ulam sets. It would therefore be interesting to try to obtain better bounds on the periods.

4.2. The $\mathcal{V}$-set with two independent generators. Contrary to the case of Ulam sets, the $\mathcal{V}$-set on two generators with associated lattice zero does not have a nice simple lattice structure. We can, however, obtain an interesting result about the structure of this $\mathcal{V}$-set, which we will consider to be embedded in $\mathbb{Z}^2$ with initial set $\{(0,1), (1,0)\}$ (since all $\mathcal{V}$-sets with linearly independent generators are structurally equivalent to this one). For simplicity, we will refer to $\mathcal{V}(\{(0,1), (1,0)\})$ simply as $\mathcal{V}_0$.

---

**Figure 6.** The set $\mathcal{V}_0 = \mathcal{V}(\{(0,1), (1,0)\})$. 
Theorem 4.3. Let $E$ be the set of elements $(x, y)$ such that $(x, y) \equiv (0, 1), (0, 3), (1, 0), (3, 0)$ or $(2, 2) \pmod{4}$. Then all the elements of $V_0$ are in $E$ except $(1, 1), (2, 0), (0, 2), (3, 2), (2, 3), (6, 3), (3, 6), (9, 6), (6, 9), (10, 5), (5, 10), (14, 5),$ and $(5, 14)$.

Proof. According to Theorem 4.2, all the columns are eventually periodic. We will need to explicitly compute the elements of the first 12 columns of $V_0$:

- $(0, y) \in V_0 \iff y \equiv 1 \pmod{2}$ or $y = 2$
- $(1, y) \in V_0 \iff y \equiv 0 \pmod{4}$ or $y = 1$
- $(2, y) \in V_0 \iff y \equiv 2 \pmod{4}$ and $y \geq 6$ or $y \in \{0, 3\}$
- $(3, y) \in V_0 \iff y \equiv 0 \pmod{4}$ and $y \geq 12$ or $y \in \{0, 2, 6\}$
- $(4, y) \in V_0 \iff y \in \{1, 7\}$
- $(5, y) \in V_0 \iff y \in \{0, 10, 14\}$
- $(6, y) \in V_0 \iff y \in \{2, 3, 9\}$
- $(7, y) \in V_0 \iff y \in \{0, 4, 16\}$
- $(8, y) \in V_0 \iff y \equiv 3 \pmod{4}$ and $y \geq 19$ or $y \in \{1, 13\}$
- $(9, y) \in V_0 \iff y \equiv 0 \pmod{4}$ and $y \geq 16$ or $y \in \{0, 6\}$
- $(10, y) \in V_0 \iff y \in \{2, 5\}$
- $(11, y) \in V_0 \iff y = 0$

It is just a matter of computation to check that this does hold. Note that we have symmetric results since everything still holds when we swap $x$ and $y$. Now we split the proof into three parts.

First, we show that $V_0$ contains no point with both odd $x$ and odd $y$, except $(1, 1)$. If $x$ and $y$ are both odd, we have $(x, y) = (x, 0) + (0, y)$. Now write $x = 4k_1 + r_1$ and $y = 4k_2 + r_2$, with $r_1, r_2 \in \{1, 3\}$. If $k_1 \leq 2$ or $k_2 \leq 2$, then $(x, y)$ is in one of the first 12 columns or one of the first 12 rows of $V_0$. This case has already been dealt with. If $k_1, k_2 > 3$, however, we have another representation $(x, y) = (r_1, 4k_2) + (4k_1, r_2)$. Thus, $(x, y)$ cannot be in $V_0$.

Second, we now show that $V_0$ contains no elements with both coordinates even and with at least one of the coordinates divisible by 4, except $(0, 2)$ and $(2, 0)$. By symmetry, we can assume without loss of generality that $x$ is divisible by 4, so $(x, y) = (4\ell, 2k)$ for some $\ell$ and $k$. Suppose that $\ell > 2$ and $k > 1$ (otherwise $(x, y)$ is in one of the first 12 columns). Then we have two distinct representations

$$(x, y) = (4\ell, 1) + (0, 2k - 1) = (4\ell, 3) + (0, 2k - 3).$$

Hence $(x, y)$ is not in $V_0$.

Third, we show that $V_0$ contains no point with $x$ odd and $y \equiv 2 \pmod{4}$, except $(3, 2), (3, 6), (5, 10), (5, 14),$ and $(9, 6)$. Once again, suppose that $x, y \geq 12$. Then we have two distinct representations

$$(x, y) = (x - 2, 0) + (2, y) = (x - d, 2) + (d, y - 2),$$

where $d = 1$ if $x \equiv 3 \pmod{4}$ and $d = 3$ if $x \equiv 1 \pmod{4}$. Hence, $(x, y)$ is not in $V_0$. By symmetry, we also have that $V_0$ contains no element with odd $y$ and $x \equiv 2 \pmod{4}$ except for $(2, 3), (6, 3), (10, 5), (14, 5), (6, 9)$.

Combining these three results, we see that the only combinations of remainders modulo 4 for $x$ and $y$ that have not been excluded are $(0, 1), (0, 3), (1, 0), (3, 0)$ and $(2, 2)$, so all the elements of $V_0$ except for the few listed exceptions are in one of these classes. □
This is very similar to the condition in Theorem 3.2: it is indeed easy to check that the sum of two elements in $E$ is never in $E$. Our result therefore implies that there is some finite set $T \subset V_0$ such that the representation of sufficiently large elements in $V_0$ necessarily uses a summand from $T$.

**Corollary 4.4.** Let

$$T = \{(1,1), (2,0), (0,2), (3,2), (2,3), (6,3), (3,6), (9,6), (6,9), (10,5), (5,10), (14,5), (5,14)\}.$$ 

Then all elements of $V_0$ outside of $T$ (and the generators) must use an element of $T$ in their representation as a sum of previous elements.

**Proof.** This follows directly from Theorem 4.3 and the fact that the sum of two elements in $E$ is never in $E$. □

Even though this is enough to imply regularity in one dimension (Theorem 3.2), it is unfortunately not necessarily the case in higher dimensions, and the structure of $V_0$ still appears to be quite hard to describe. Theorem 4.2 implies that the columns and rows are eventually periodic, but the transient phases seem to be too long for a lattice structure to emerge.

We believe that Corollary 4.4 could help prove that $V_0$ has positive asymptotic density, which would be an interesting result for a $V$-set with no lattice structure. It has also allowed us to efficiently compute, with a computer, all the elements of $V_0$ with $x$ and $y$ up to 50000. These computations showed that the density empirically seems to be approximately 0.1218 (density of 0.05908 for the points of type $(0,1)/(1,0)$, 0.05959 for those of type $(0,3)/(3,0)$ and 0.00314 for those of type $(2,2)$). Note that the points of type $(2,2)$ are much rarer than the other types.

## 5. Conclusion and open problems

We conclude by gathering a few open questions that arose during the present investigation.

### 5.1. Complete characterization of elements in $U(\{0,1\})$

We fully characterized all terms in $U(\{0,1\})$ with exactly one 1 (and, by Theorem 2.1, those with exactly one 0). We also investigated symmetries (reverses, bit-wise complements, and palindromes) and general conditions for words with exactly two 1’s. However, the full characterization of all words in $U(\{0,1\})$ still remains unsolved. In Theorem 2.3, we found that the condition for a word with one 1 to be in the Ulam set is a modular restriction of a binomial coefficient. We predict that a similar modular restriction must suffice for a binomial coefficient or sum of binomial coefficients that correspond to a word with more than one 1.

In particular, finding the exact number of words of length $n$ in $U(\{0,1\})$ and the asymptotic density of the Ulam set (Conjecture 2.10) remains an interesting problem for future research.

### 5.2. Ulam sets in matrix groups.

The idea of Ulam sets arising from non-abelian settings can be extended to matrices, where we use the determinant of a matrix as our notion of size. To ensure that this notion is suitable for generating an Ulam set, our starting matrices must have determinants greater than 1. The generating matrices must also not commute.

If the generating matrices are such that every matrix representable as a product of the starting matrices must have a unique representation, then any matrix can be represented uniquely as a word
on the alphabet containing the starting matrices. Hence, the Ulam set on two generators in the matrix setting would be isomorphic to $\mathcal{U}([0,1])$. Therefore, Ulam sets in matrix groups extend the study of Ulam sets in free groups. Matrices allow us to add new conditions on our set; we focus on the case where there is a relation between the generating matrices that would allow for a matrix to have a non-unique representation as the product of the starting generators. In particular, the Ulam set $\mathcal{U}([A, B])$, where
\[
A = \begin{pmatrix} 0 & 4 \\ -4 & 4 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 0 & 8 \\ -8 & 0 \end{pmatrix}
\]
satisfy $A^3 = B^2$, is an interesting area for future investigation.

5.3. **Decomposition into sums or products of the generators.** We believe that the function $\alpha$ keeping track of the contribution of each generator to an element could be very important for a better understanding of Ulam sets. In particular, in commutative settings, further work on Conjecture 3.9 stating that the ratio $\frac{\alpha_{\mathcal{A}}}{\alpha_B}$ stabilizes might be interesting. A first step toward this conjecture would be to improve the bounds on $\frac{\alpha_{\mathcal{A}}}{\alpha_B}$ given by Theorems 3.10 and 3.11.

Note that we can define a similar $\alpha$ function in noncommutative settings. The ratio does not necessarily seem to stabilize in this case, but we believe that it is still possible to bound it in some cases. In particular, for Ulam sets of matrices where the only relation between the two generators $A$ and $B$ is $A^3 = B^2$, we believe that $\frac{\alpha_A}{\alpha_B} \geq 1$ for all elements except the generator $B$ itself. There also seems to be an infinite class of matrices in this Ulam set satisfying $\frac{\alpha_A}{\alpha_B} = 1$. Further research on the noncommutative version of this phenomenon could also be enlightening.

5.4. **Regularity conjecture.** We conjectured that, for even $a \geq 2$ and sufficiently large $b$ (depending on $a$), the Ulam set with associated lattice generated by $(-a, b)$ is always regular. We settled the case $a = 2$ with Theorems 3.5 and 3.7 and the case with $a = 4$ and $b \equiv 1 \pmod{4}$ has already been solved in [2]. We believe that similar work could be applied for other small cases, but new methods will likely be necessary for the general case. Since proofs of regularity appear to often require a lot of casework, we think that computer-assisted proofs may be helpful for further advances.

Note also that we focused mostly on Ulam sets but that we observed regularity for many $\mathcal{V}$-sets in $\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})$ as well. A deeper study of these cases could bring a better understanding of regularity phenomenons.

5.5. **Better conditions for finiteness.** Another interesting path for further research is the characterization of finite Ulam sets based on their sets of generators. We conjectured that Ulam sets with two generators (in commutative groups) cannot be finite. Any new partial result on this conjecture would be quite interesting. Moreover, we studied finiteness only in commutative groups, but this could also be studied in the noncommutative case.

5.6. **Density of each row in $\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})$.** We observed that, in general, the elements of Ulam sets in $\mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z})$ are not equally distributed between the different rows (values of $y$). For example, if we take $n = 3$ and initial set $\{(1,1), (1,2)\}$, then there are very few points in the Ulam set with $y$-coordinate $0$, compared to $y = 1$ or $y = 2$. Studying this phenomenon deeper could be a promising avenue for future research.
Figure 7. The Ulam set generated by $S = \{(1,1), (1,2)\}$ in $\mathbb{Z} \times (\mathbb{Z}/3\mathbb{Z})$.
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