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Internet of Things (IoT) is considered one of the world’s ruling technologies. Billions of IoT devices connected together through IoT forming smart cities. As the concept grows, it is very challenging to design an infrastructure that is capable of handling large number of devices and process data effectively in a smart city paradigm. This paper proposed a structure for smart cities. It is implemented using a lightweight easy to implement network design and a simpler data format for information exchange that is suitable for developing countries like Pakistan. Using MQTT as network protocol, different sensor nodes were deployed for collecting data from the environment. Environmental factors like temperature, moisture, humidity, and percentage of CO₂ and methane gas were recorded and transferred to sink node for information sharing over the IoT cloud using an MQTT broker that can be accessed any time using Mosquitto client. The experiment results provide the performance analysis of the proposed network at different QoS levels for the MQTT protocol for IoT-based smart cities. JSON structure is used to formulate the communication data structure for the proposed system.

1. Introduction

Internet of Things (IoT) is considered to be another important Information Communication Technology (ICT) wave after the invention of personal computers (PCs), Ethernet, Internet, and the cellular communication [1]. IoT has taken over the world since 2005 and became the very core of the future economic developments in the field of Internet, communication, and networking [2]. Many countries around the world have taken into account IoT as part of national strategy for sustainable development in their governmental and general public sectors by completing the logical and conceptual studies at service level. For example, Japan’s broadband access is based on ubiquitous and people-oriented technology, providing services with an objective to help efficient communication between people and people and things and between things as well [3]. The South Korean smart home automation systems help the residence to control many home appliances remotely and also enjoy bidirectional multimedia services [4]. Singapore is also second to none; her next-generation I-hub main objective is to provide secure next-generation “U”-type networks through ubiquitous networking [5]. All these and other such similar projects have laid the foundation of IoT firmly around the world.

IoT domains include healthcare, industry, transportation, education, and emergency response to any sort of natural or man-made disasters under stressed conditions. IoT enables the people to interact (see, hear, and think) with the sensors that help them to share information, make intelligent decisions, and respond to queries efficiently. In other words,
IoT helps to see, hear, and think an environment from an eye of technology (sensors). On the other hand, IoT also changes traditional devices into smart objects by changing the underlying technologies (ubiquitous, embedded systems, sensor networks, communication technologies, internet protocols, applications, and pervasive computing) of these systems. To better understand the concept of IoT, it is important to learn about the elements of IoT. The related examples and categories of each element are listed and discussed in [6–22]. The major elements of an IoT network are identification, sensing, communication, composition, services, and semantics.

The IoT’s main objective is to make Internet, communication, and networking more interesting, impressive, and persuasive by providing easy interaction with a wide variety of devices. This paradigm is spread along a vast set of fields and covers almost all human domains of profession [23]. These complex scenarios develop the particular interest of smart urbanization in an IoT paradigm. Thus, the concept of “smart cities” is born [24]. Smart urbanization is capable of optimizing traditional public service processes by increasing the percentage benefit gained from many services like transportation, lightening, maintenance, surveillance of public areas, preservation of history and cultural heritage, parking, automation of industries, education, hospitals, garbage collection, and many more [1, 25]. According to Pike Research [23] conducted on smart cities, it was reported that by 2020, the estimated market share of smart city will be more than hundred billion dollars with an annual expenditure of just 16 billion. Smart city industry emerges from the interconnection between key industries and the service sectors and form several smart city sectors like smart governance, smart utilities, smart buildings, smart environment, and smart mobility [26]. There are a number of reasons that hinder the growth of smart cities to full capacity, including political, financial, and technical barriers. Authors in [27–30] have discussed several solutions related to these problems. The contribution of this research is to design a system for developing smart cities in underdeveloped countries using IoT technology. The system is easy to use and easy to implement as it uses simple technology, lightweight communication mechanism, and cheap technology. The proposed technology is a suitable small business organization with less budget to spend on their technological needs. Moreover, it is also feasible for governments having low budget to spend on technology adaption.

The rest of the paper is structured as follows: Section 2 provides the review of the already developed technologies; Section 3 provides the detail of the proposed system; Section 4 provides the detail on the working of the system; Section 5 provides the deployment of the system, data collection mechanism simulation implementation, and simulation results; and Section 6 concluded the overall research and provide future directions.

2. Literature Review

In this section, different smart cities around the world are discussed briefly. These projects also provide foundations for the realization of smart cities in underdeveloped countries.

The SyMPHOnY project [31] was a smart city project designed using SIP protocol. A special hardware called the MTCG node was designed as a communication device using the SIP protocol for data transmission. The MTCG node receives data from many sensory devices, like home appliances, temperature sensors, and humidity sensors, using a wireless M-BUS interface and transmits it to a SIP server. The data can be accessed using a SIP client [31–33]. The MTCG node was a set of different packages joined together in a single package device called a core. Eco-U-CITY [34] was the first South Korean project for smart city implementation. The project was completed in 2008 to convert the cities of Hwaseong and Dengtan into smart cites. Eco-U-CITY is a project based on green technology, for better safety and comfort of the public. The major aim of this project was to use green technology to reduce the emission of carbon contents in the atmosphere. The project was implemented using a specially developed system called “An Integrated Service Management Platform” (ISMP). ISMP is a 3-layered model for smart cities presented in [35]. The layers present in an ISMP system are service layer, middle-ware layer, and the infrastructure layer.

Under the supervision of the New York City Mayor’s Office, the city launched the New York Digital City Program sponsored by the Mayor’s Office itself. The program was based on an IT-driven portal called the NYC.GOV portal, with an aim of combining all city’s general public on a single platform, i.e., the portal. All citizens were able to access all the services, functions, and applications through their smart devices, mobile phones, and commercial social media. Barcelo- niana Smart City Program implements a three-layer model for a wide variety of technical capabilities stated in [36]. The first layer constitutes sensors, the second layer of the model was based on a City Operating System (City OS), and the third layer was comprised of customer interface. It was using ICT throughout throughout the implementation and development of smart cities using smart city models presented in [37–39]. The city has started a series of projects supporting the concept of smart city, over a physical network covering more than 500 kilometers of area via fiber optics. The city project is aimed at integrating telecommunication and Internet together using twelve initiatives identified via used smart city models. The project has four stages and has successfully completed its three stages, and the fourth stage is under process [39]. Padova Smart City [26] was an implementation of urban IoT concept in the Padova city with the alliance of public and private bodies of the city. The major parties of the alliance were the municipality of Padova, the Department of Information Engineering University of Padova, and Pativa Technologies. The first provides the financial assistance required to aid the project; the second provides the background for the project to start and also give its feasibility report. Finally, the third party, which is a spin-off of the University of Padova and is specialized in the development of creative IoT solutions, provided design and implementations for the IoT nodes and the software required to control the network.
3. Proposed IoT Network Design

Keeping in mind the study done in the literature review and different information provided in different research papers and research projects, the proposed network architecture used to carry out our research is given Figure 1. It is evident from Figure 1 that the proposed network architecture consists of the following network entities.

The proposed network consists of several devices connected together. The devices are classified into sensor nodes, sink nodes, edge router, IoT cloud, and end user all discussed in the later paragraphs. The network is formed when several...
Algorithm: Proposed data structure format.

```json
Algorithm: Structure Reading {
    "Sensor": {
        "System": {
            "Type": {
                "Name": "Sensor Name",
                "ID": "value"
            },
            "Placement of the Sensor": {
                "Latitude": "value",
                "Longitude": "value"
            }
        },
        "Read_Value": {
            "Reading Type": "Reading Name",
            "Value": "value",
            "units": "value",
            "Time": "Time Stamp",
            "Date": "Date Stamp",
            "Status": {
                "Name": "Device Status",
                "Value": ["NULL =0", "OK =1", "ERROR =2", "UNKNOWN =3"]
            }
        }
    }
}
```

**Algorithm 1:** Proposed data structure format.

**Figure 3:** Block diagram of sensor node with main components.
sensors deployed connect to a common sink node that acts as a broker to collect and share information. Sensor nodes continuously observe the deployed vicinity for recording data related to several environmental attributes like temperature, humidity, moisture, and gaseous content percentage in the atmosphere; the sensor node then transfers the data to the sink node periodically that keeps data safe for uploading the information to the IoT cloud after a regular interval or whenever a demand for any particular information or reading is received. The IoT cloud provides user an interface to observe and keep track of the changes occurring in any location by keeping a periodic track of the information received from the sink node.

The sink node is implemented using a Raspberry Pi board 2 with a Windows 10 IoT core. The core supports the bundles for using Java Programming Environment. Arduino IDE sketch is also installed on the system to support Arduino. The Mosquitto version 1.4.9 which is an open-source MQTT server was deployed on an Amazon Web Server. Specifications of the Amazon Web Server are as follows: AWS service: EC2, instance type: t2. Micro, OS: Windows server 2016 base1 virtual CPU, storage: 30 GB, and RAM: 1 GB. Node-RED is a visual tool for wiring IoT devices. Node-RED provides web interface, which can send commands to the MQTT server. Node-RED provides interaction between clients and server. Node-RED offers a browser-based flow editor to wire together flows by applying a broad range of nodes in the palette. Flows can be then implemented dynamically in a single click. Due to built-in library in node-RED, useful functions and flows can be saved for reuse. The Bluetooth module is

### Figure 4: Sensor node activity.
also attached to the sink node to connect any local user to receive any information using a mobile application data can be designed to access data from the Bluetooth module. The framework used for the proposed system is shown in Figure 2.

As shown in Figure 2, the framework consists a core package including a powerful board with some operating or the real-time operating system. The core is attached to several bundles depending on the needs of the system. The major bundles included in the framework are as follows: core bundle: the main package that controls the communication and other bundles present in the framework; protocol bundle: the package containing the definition and implementation of the said protocols for the proposed network; wireless module bundle: the package containing the possible definition of any wireless module used for connecting the sink node to the other devices; Ethernet bundle: the package for installing and using Ethernet in the framework; JSON bundle: the package giving the information regarding the data structure format used for receiving and extracting the required information from the data received from the sensor nodes; database bundle: the package giving information about the used database in the proposed research; language bundle: the package giving information about the programming language used; and
API bundle: the package containing the cloud API’s and other API’s used to provide communication ease and development ease.

The control system of the sensor node is implemented using an Arduino microcontroller (any of UNO, MEGA, Mini, and Micro). The sensors used for measuring different environment values are Arduino compatible temperature sensor DHT-11 temperature and humidity sensor; the sensor used to measure the CO₂ and methane level is the Arduino compatible MQ-135 gas sensor. The sensor used for moisture measurement is the Arduino compatible HL-69 soil moisture sensor. The communication module used is the Xbee module using IEEE 802.15.4 Standard and forms the core of the network. The other module used to form the core network is the WiFi shield for Arduino ESP-8266-WRL-13287. The HC-05 Bluetooth module is used to provide local connectivity with the sensor node. Arduino Ethernet shield Wiznet-W5100 or the ENC-28J60 Ethernet module can also be used to provide wired connectivity that is an optional part of the sensor node. Arduino-based RTC DS-3231 real-time clock and the Arduino-based Global Positioning System (GPS) module NEO-6M is used to provide additional information related to the sensor regarding date, time, and location of the sensor. A 12-volt Lipo battery is attached to the sensor node to provide the power to the complete system. The complete hardware package is installed in a box for safe keeping and to preserve it from severe atmospheric effects. This system can also be achieved using a We MOs D1 Mini ESP8266 a wireless 802.11 (Wi-Fi) microcontroller development board. Its key features are as follows: micro-USB, compatible with Arduino, microprocessor: ESP-8266EXNr, pin:input/output 11 pin, one input pin, operating voltage is 3.3 V, frequency: 80 MHz/160 MHz, and of 4 Mb flash memory. The overall system is illustrated in Figure 3.

Edge router is a network layer device used to link the proposed network to the underlying external network. The edge router if deployed inside the sink node is called as inner edge router. Or when deployed outside the sink node is called as external edge router. The IoT cloud or the IoT server is responsible for joining all the sensor/sink networks at different environments at different areas. These entities provide the central point and are the core of the network architecture. A user is a person or a machine or an application that requires the data generated from the sensor nodes for some information or just for record keeping or for making any useful decision using the information generated through the proposed system.

Data structure format used for transmitting the data between the network devices is based on the information provided by the JSON structure as presented in [40–44]. The structure format is consisted of a structure having various variable strings, values, and arrays to represent several values received from the sensor node. The major values that are received from the sensor node include the information regarding the sensor: type of sensor, placement of the sensor, and the sensor ID. The second information that is received from the sensor node includes the reading that is generated at the sensor: numeric value and the unit. The third value received from the sensor node is the time and date stamp, and finally, the fourth reading received from the sensor node is the status of the node. The data structure for each of the values received from the sensor node is given below. The structure format for declaring strings, numeric variables, arrays, structures, and objects is the same as described by the JSON structure. The compiled form of the structure is called as the reading structure that contains four subparts. Each part has its own value depending on the data received from the sensor node. The structure is shown in Algorithm 1.

### 4. Working of the Proposed System

The working algorithm of the structure is divided into three stages shown in Figure 4, Figure 5, and Figure 6, respectively. The sensor waits for the change in the value that it is reading; upon successful reading, a signal is generated and a value is produced. This value is transmitted (published) to the broker using Xbee communication module. At the broker, the packet is received and the value is checked; if found correct, it is written on the file for record keeping. At the broker, if any user requests to subscribe to the data, the broker writes...
the data to the user who is subscribing to the data. The communication is carried out in three stages that are as follows.

4.1. Stage 1. At the sensor node, the value of the reading under consideration is computed. The sensor node then waits for the time period to expire after 1 hour to send the recorded value to the sink node. If at any time, the sensor node receives a request from the data from the local Bluetooth channel or from the Xbee channel, then the sensor node transmits the data to the channel for the request. The Bluetooth channel has priority higher than that of Xbee channel, and if the Xbee channel has a data request, then the time period is restarted. The overall process is shown in Figure 4.

4.2. Stage 2. When data reaches at the sink node, the sink node also waits for an hour before publishing the data at the cloud using the MQTT Mosquitto broker. If there is already a subscription request present at the broker for the data, the sink node then immediately publishes the data at the cloud with the Xbee ID from which data is received at the sink. The process is illustrated in Figure 5.

4.3. Stage 3. Any published data can be subscribed from the IoT cloud using the MQTT Mosquitto client. The process is shown in Figure 6.

The placement of the modules in the experimental area is shown in Figure 7. To publish data at the broker, the sensor nodes are to take several readings from the surrounding and convert them into signals to form a measurable reading. This measurable reading is then sent to the broker using the Xbee communication module. At the broker, the program waits until an Xbee packet is received or not; when a packet is received, the program extracts the required value from the packet; and using file handling technique, the value along with some additional information is recorded into a file with an extension (.CSV or .TXT). These files are then copied to the MS-Excel sheet, and the graphs are plotted for different sensor values.

4.4. Network Simulation. For the performance evaluation of the proposed network, the proposed network is simulated in OMNET++ and results are analyzed using Wireshark that supports TCP for wireless network models and also supports MQTT protocol. The QoS-0 and QoS-1 described for the MQTT are used to evaluate the end-to-end delay and message delay in the network. To evaluate the performance of the MQTT server, 500 clients were dynamically created. All clients competed for the connection to the server. Once a client gets connected to the server, it sends request to the server and when it receives response from the server, it terminates its connection from the server and hence, a new client

![Figure 7: Area of implementation.](image-url)
Table 2: Simulation parameters values.

| Protocol/layer | Parameter/option |
|----------------|------------------|
| MQTT QoS       | QoS-1, QoS-2, QoS-3 |
| Payload size   | = 100 bytes      |
| Publisher’s sending rate | = 250 Kbits/s |
| Number of MQTT clients | = 1000 |
| TCP Timestamp option | = yes |
| MAC layer      | IEEE 802.11 MAC  |
| Physical layer | Bandwidth = 2.4 GHz |
|                | Propagation delay = \( T_{\text{air}}(100) = (25 + 100) \times 32 \mu s = 4.000 \text{ ms} \) |
|                | Error rate = 1%  |
|                | Error burst = 0.25 |

![Figure 8: Data collected from sensor nodes.](image8.png)

![Figure 9: CO\(_2\) and methane gas reading in ppm taken from sensor node 3.](image9.png)
Figure 10: Mean connection time delay of network nodes.

Figure 11: Mean response time delay of server.

Figure 12: Mean end-to-end delay in the network under QoS.
competes for the connection to the server. Here, we observed delay as the difference of time when client sends request and when client receives response from the MQTT server as shown in Equation (1). We also considered delay, experienced in connection time of clients with the server. To get the promising results, experiments were performed in two different scenarios by varying the number of devices and the number of clients generated on these devices and by making changes in their connection times. Simulation parameters used to run the simulation and to calculate results are shown in Table 1.

\[ D_{\text{te}} = RT_r - ST_s, \]  

where \( D_{\text{te}} \) is end-to-end delay of the \( n \)th client, \( RT_r \) time the response was received, and \( ST_s \) time the request was sent.

The experiment was performed for 1,000 clients on each device, and an average delay was calculated as described in

\[ \overline{AD} = \sum_{n=1}^{N} D_{\text{te}}, \]  

where \( \overline{AD} \) is average delay experienced by 1,000 clients, \( D_{\text{te}} \) end-to-end delay of the \( n \)th client, and \( N = 1,000 \) clients.

The simulation is implemented for 1000 nodes, and the payload size is kept variable; the minimum payload size is 100 bytes while the maximum payload size used is 250 bytes. The nodes kept connecting and terminating the server after publishing the data on the server. For the ease of working and to make simulation more realistic, 25 nodes are connected to the sink node simultaneously and are allowed to publish the sensor data on the sink node which is then published to the MQTT server. All nodes are then disconnected from the sink node after data is published. The simulation parameter values are listed in Table 2.

5. Results and Discussion

To evaluate the system, the following use cases were used: sensor node with temperature and humidity sensor: the sensor node with temperature and humidity sensor module DHT-11 is deployed using Arduino and Xbee communication module, and several readings for the temperature and humidity are taken, and then, the readings are plotted in a graph; sensor node with CO\(_2\) and methane gas sensor: the sensor node with CO\(_2\) gas and methane gas detector, the MQ-135 gas sensor is deployed using Arduino and Xbee communication module, and several readings for the presence of CO\(_2\) gas and methane gas are taken, and then, a graph was plotted; and sensor node with moisture sensor: the sensor node with soil moisture sensor HL-69 is deployed using Arduino and Xbee communication module to take several moisture readings, and a graph was plotted.

Readings were recorded from different sensor modules placed at different locations in the experimental area. The data is recorded after an interval of 1 hour, and the graphs were plotted. In Figure 8, the blue line shows the temperature reading taken from the sensor node 1 placed in room A of the experimental area. The temperature is taken and is measured in the Celsius scale. The maximum value recorded was 27.2 degrees while average temperature recorded was about 26.72 degrees. The silver line shows the temperature reading taken from sensor node 2 placed in room G near a gas stove. The maximum value recorded was 32.6 degrees while average temperature recorded was about 29.21 degrees. The orange line shows the humidity value recorded from sensor node 1 placed in room A. As the sensor supports for both temperature and humidity, the values can be retrieved from the sensor by sending the request for the specific value. In our case, the sensor retrieves the value of the temperature, if it receives a request containing “t” and sends the value for the humidity if the receiving request contains “h.” The maximum value was 98% average humidity value recorded was 74.9%. The yellow line shows the moisture reading taken from the sensor node 4 placed in open area B. The moisture is taken and is
measured in the 10-bit ADC. The maximum value recorded was 800 while average moisture value recorded was about 479.63.

Figure 9 presents the readings related to methane and CO2 gas recorded from the sensor node 3 placed in room G near the gas stove with gas supply on. The values of the methane gas and CO2 gas were recorded in the parts per million (ppm) unit. The maximum values recorded for methane and CO2 were 475 ppm and 140 ppm, respectively, while average readings recorded for the methane gas and CO2 gas were 202.5 ppm and 90.29 ppm, respectively.

Following graphs show the result of simulation performed using OMNET++ simulator and Wireshark. Figure 10 presents the delay experienced in connection time with respect to the number of devices. As it is shown, average delay in connection increases with respect to the number of devices. By increasing the number of devices as well as the number of clients, load on server increases because of which every client experienced delay in its connection time. Similarly, minimum connection time increased linearly.

Figure 11 represents the average response time of the MQTT server. It is observed that average response time becomes largely linear with the number of devices. By making a small change in number of devices, clients experienced larger delay in response time.

Data shown in Figure 12 is the mean end-to-end delay recorded in seconds. The delay is higher for QoS-0 as it is the simpler level and no acknowledgement is delivered for any data either published or subscribed.

Similarly, Figure 13 shows the mean message loss in the network. It is seen clearly that the message loss in QoS-2 is less as compared to that in QoS-0 and QoS-1.

From the results, it is clear that the proposed system can be used to develop an IoT-based smart city and provide different facilities using the IoT services. Moreover, the MQTT protocol that is used for the development of the system is better than the SIP protocol because of the following reasons: (1) MQTT is a lightweight protocol than SIP; (2) MQTT provides a very light header of just 2 bytes but is also capable of providing a flexible header size of up to 256 bytes making it suitable for handling video transmission over the network using green MQTT; (3) the MQTT is a published/subscription-based network where SIP is a request/response-based network; hence, MQTT handles requests efficiently than SIP; (4) MQTT also supports message payload up to 1000 bytes and makes the packet size relatively easier to handle; and (5) the average end-to-end delay and message loss are relatively less in the QoS-2 level, and it is clear that more a optimized form of the network can support more number of devices with less failure.

The proposed model is also a cost-effective model in terms of sensor node design as it provides a low-cost sensor node. Also, using a sink node common for several sensor nodes (1 sink node for at least 150 sensor nodes) helps to reduce the cost of the network deployment. The proposed model is also good for implementation in the countries, like Pakistan, as it is suitable for the weather condition as that of Pakistan.

6. Conclusion
The model proposed in this research is cost-effective and adaptive by the addition of many other services and firm technological support. The proposed model is simple and easy to implement with simple technology. The working and data collection and sharing are easy as it uses a simple way of communication. Moreover, as data is sent periodically between the sensor node and sink and sink and IoT cloud, thus the unnecessary overhead on the cloud as well as on the sink is removed. The data can also be fetched using local Bluetooth connection so not every user needs to connect with the IoT cloud. Third, the data can be fetched on demand; hence, new values can also be available even if the periodic cycle is not complete. The network is capable of handling more than 2000 devices in a single scenario with minimum delay and acceptable performance and efficiency. It is because of the stage-wise communication of the system. This model, at its infant stage, can be implemented at many places in Pakistan, even at a small-scale level, i.e., house, offices, or in small industrial areas. Furthermore, these small-scale projects also help the concept of smart urbanization to get fame and acceptance by the people of Pakistan. As a future prospective of the proposed model, a smart mobile-based package can be presented that supports connectivity of smart mobile devices. Besides, the factors regarding security, flexibility, scalability, and mobility can be addressed. For reducing the connectivity of the devices with the network and to mitigate the linear affect in connectivity by increasing the device number, the proposed design can be modified to introduce the factor mobility in the sink node. Another modification can be done by increasing the number of sink nodes twice relative to the sensor nodes.
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