Gravitational Waves from Feebly Interacting Particles in a First Order Phase Transition
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First order phase transitions are well-motivated and extensively studied sources of gravitational waves (GWs) from the early Universe. The vacuum energy released during such transitions is assumed to be transferred primarily either to the expanding walls of bubbles of true vacuum, whose collisions source GWs, or to the surrounding plasma, producing sound waves and turbulence, which act as GW sources. In this Letter, we study an alternative possibility that has so far not been considered: the released energy gets transferred primarily to feebly interacting particles that do not admit a fluid description but simply free-stream individually. We develop the formalism to study the production of GWs from such configurations, and demonstrate that such GW signals have qualitatively distinct characteristics compared to conventional sources and are potentially observable with near-future GW detectors.

I. MOTIVATION

Gravitational waves (GWs) provide a unique probe of physics in the early Universe far before Big Bang nucleosynthesis (BBN) and offer a promising window into new physics phenomena at high energy scales. One of the most attractive targets for GW searches is a first order phase transition (FOPT) in the early Universe [1–7], where the metastable false vacuum of the early Universe decays through the nucleation, expansion, and percolation of bubbles of true vacuum. The properties of GW signals generated by such FOPTs have been extensively studied in the literature (see e.g. [8–11] for reviews). While such studies have traditionally focused on the electroweak phase transition (e.g. [12]), FOPTs are more generic and can be realized in a broader class of beyond the Standard Model (BSM) scenarios, where the existence and breaking of additional symmetries in extended sectors (which could include dark/hidden/secluded sectors) is motivated by various shortcomings of the Standard Model (SM). GWs from such dark sector FOPTs are less constrained and can be realized across a broader range of energy scales [13–22], offering detection prospects with various current and near future GW detectors such as LIGO-Virgo [23–27], LISA [28], DECi-hertz Interferometer Gravitational wave Observatory (DECIGO) [29], Big Bang Observer (BBO) [30], Einstein Telescope (ET) [30], and Cosmic Explorer (CE) [30].

In FOPTs, GWs are primarily produced in one of two ways. If the bubble walls carry most of the energy released in the phase transition, GWs are sourced by the scalar field energy densities in the bubble walls when the walls collide [4–7] [32–39]. In the presence of significant interactions between the bubble walls and the surrounding plasma, the released energy is instead primarily transferred to the plasma, and GWs are produced by sound waves [30–35] and turbulence [7, 32–39, 33, 30]. These contributions have distinct spectral features determined by the behavior of the bubble walls or sound waves during the percolation phase of the transition.

In this Letter, we study an alternative source of GWs from FOPTs that has so far not been considered in the literature: the energy released in the phase transition can be transferred primarily to feebly-interacting particles (FIPs) that free-stream without interacting over the timescale of the phase transition. Such scenarios can readily occur in dark sectors, which can contain particles with feeble interactions in many realistic scenarios [31]. In such cases, bubble walls or sound waves in the plasma carry negligible fractions of the total energy, and cannot be efficient GW sources. It is particularly crucial to explore this possibility, given that it might correspond to a nightmare scenario for GW searches where a FOPT does not lead to observable signals even with otherwise favorable parameters.

We develop the formalism to study the evolution of such FIPs during and after the phase transition. If they are produced or obtain their mass from the FOPT, we find that they form extended noninteracting particle shells that trail the expanding bubble walls; when the bubble walls collide, these particle shells pass through without interacting. We demonstrate that the resulting configurations of overlapping FIP shells produce GWs with distinct characteristics owing to the extended and noninteracting nature of the shells, distinguishing them from conventionally studied GW signals from bubble walls or sound waves. Moreover, we find that these modified GW signals are potentially observable with the next generation of space- and ground-based gravitational wave detectors.

II. FRAMEWORK

We first provide a broad discussion of the general framework for our study. Consider a first order phase transition involving a dark sector scalar \(s\) obtaining a vacuum expectation value \(\langle s \rangle\) at temperature \(T\), which occurs
through the nucleation of bubbles of true vacuum (broken phase), whose walls expand into the false vacuum (symmetric phase) with velocity $v_w$ (and Lorentz boost factor $\gamma_w$). Here $T$ denotes the temperature of the thermal bath with which the scalar field is in equilibrium. In general, $T \lessapprox \langle s \rangle$ in most relevant models of thermally triggered phase transitions. For simplicity, we assume that the hidden sector constitutes the dominant form of radiation, and the energy in the Standard Model (SM) bath is negligible.

It is convenient to parametrize the density released during the phase transition, given by the difference in the potential energies of the false and true vacua, $\Delta V$, as a fraction of the energy density in the radiation bath

$$\alpha = \frac{\Delta V}{\rho_{\text{rad}}} = \frac{\Delta V}{\frac{\alpha}{30} g^D T^4}, \quad (1)$$

where $g^D = g_{\text{bosons}} + (7/8)g_{\text{fermions}}$ represents the total number of degrees of freedom in the dark sector. We denote the (inverse) timescale for the phase transition to complete by $\beta$, such that $\beta/H$ is the inverse fraction of Hubble time over which the transition completes; for $v_w \approx 1$, $\beta$ also represents the average bubble size at collision.

Next, consider a particle $X$ present in the bath that is massless in the false vacuum but obtains a mass $m$ in the true vacuum by virtue of its coupling to $s$. Energy conservation dictates that a massless $X$ particle with energy $E$ in the bath can cross into the bubble wall only if $\gamma_w E \gtrsim m$. The pressure on the bubble wall due to a full thermal distribution of particles crossing into the bubble and becoming massive is

$$P_{\text{max}} \approx \frac{1}{24} m^2 T^2. \quad (2)$$

The free energy released in the transition, $\Delta V_T (\sim \Delta V)$, does not saturate $P_{\text{max}}$; i.e. $\Delta V < P_{\text{max}}$, for

$$m > \sqrt{\frac{g^D \alpha}{\gamma_w T}}, \quad (3)$$

where we have dropped an $O(1)$ prefactor for simplicity. In this case, the latent energy released in the transition is entirely absorbed by an appropriate fraction of the X particle population crossing into the bubble walls and becoming massive, and the bubble wall attains a steady-state, terminal velocity.

1 Including the SM into the thermal bath will not change any of our discussions qualitatively, but simply dilute the GW signal.

2 Strictly speaking, the phase transition strength should be parametrized by the trace of the energy-momentum tensor, see [52, 53].

3 Friction due to splitting radiation can be the dominant source of energy loss in the presence of a light gauge boson if the walls are extremely relativistic [54, 67]. We assume that this contribution is negligible for the scenarios we consider.

4 We have dropped subleading terms of $O(1/\gamma^2)$ [54].

![FIG. 1: Energy-momentum profile of particles inside an expanding bubble. The solid (dashed) curves denote $T_\parallel$ ($T_\perp$).](image)

For our numerical studies, we focus on three benchmark (BM) cases:

$$(m/T, v_w) = \{ \text{BM1} (1, 0.7), \text{BM2} (2, 0.95), \text{BM1} (3, 0.99) \}. \quad (4)$$

The GW signal we study in this paper is also realized for larger values of $m/T$, with a small fraction of the X particle population entering the bubbles while the majority gets reflected; we choose $m/T \sim 1$ for our benchmark cases purely for convenience as this does not require us to keep track of the reflected population.

Due to the energy transfer from the bubble walls to the particles, the massive X particles in the broken phase gain momenta in the direction of the walls, forming extended shells that trail the bubble walls and expand outwards. Fig. 1 shows the distribution of energy-momentum of particles within a bubble for the BM cases, with the subscripts $\parallel$ and $\perp$ indicating the direction with respect to the wall velocity ($T_\parallel = T_{xx}$ and $T_\perp = T_{yy} = T_{zz}$ for wall motion in the $x$-direction); see Appendix [11] for details of the computation, and Eq. [C11] for the expression used for the plot. The profiles are found to be self-similar (depending only on $r/t$, the time-dependent bubble radius divided by the time since nucleation), with distributions that are more sharply peaked towards the wall for higher $m/T$ and $\gamma_w$, as these are associated with faster walls that can drag the particles along more strongly. Most of the energy is concentrated in extended shells with thickness comparable to the bubble radius, with a loose tail that extends to the center of the bubble.

We are interested in scenarios where this population of massive particles, or their decay products – we will denote the relevant particle by $Y$ – only have feeble interactions (i.e. effectively do not interact) over the timescale of the phase transition. In the broken phase, $Y$ could interact with other particles in its neighborhood within a bubble during the expansion phase, or with particles inside other bubbles after collision. In both cases, the condition for $Y$ to be noninteracting during the phase transition is

$$n_T \sigma R_s < 1. \quad (5)$$
Here $n_Y$ is the average number density of $Y$ particles (we assume a full thermal distribution enters the bubbles, hence $n_Y \sim T^3$), $\sigma$ is the relevant interaction cross section, and $R_*$, the average bubble size at collision, represents the timescale over which the phase transition completes. If $Y = X$, there are unavoidable $X - s$ and ($s$-mediated) $X$ self-scattering processes arising from the mass-generating coupling; nevertheless, Eq. [5] can be satisfied with appropriate parameters. Alternatively, if $X$ decays rapidly to other dark sector particles in the broken phase, so that $Y \neq X$, such interactions are trivially avoided. We discuss such model-dependent details of the underlying particle physics model in Appendix A. It should be noted that these massive FIPs $Y$ could account for a significant fraction of the total energy in the Universe; hence we assume that $Y$ is metastable and decays into SM final states after the phase transition completes in order to avoid potential constraints from overclosure.

III. GRAVITATIONAL WAVE SIGNALS

We now discuss the gravitational wave signal generated in the FIP scenario, drawing comparisons with GWs from the more familiar sound wave source. Gravitational waves $h_{ij}$ are the transverse-traceless part of the Friedmann-Lemaître-Robertson-Walker metric $dx^2 = -dt^2 + a^2(t)(\delta_{ij} + h_{ij})dx^i dx^j$, sourced by the energy-momentum tensor $T_{\mu\nu}$ through the wave equation $\Box h_{ij} = 16\pi G\Lambda_{ij,kl}T_{kl}$, where $\Box$, $G$, and $\Lambda_{ij,kl}$ are the d’Alembertian, the Newtonian constant, and the tensor that projects out the transverse-traceless components, respectively. The GW spectrum $\Omega^*_\text{GW}$ (the superscript denotes that the quantity is calculated at the time of production) is calculated from the Fourier transform of $T_{\mu\nu}$

$$\Omega^*_\text{GW}(k) \equiv \frac{1}{\rho_{\text{tot}}} \frac{d\rho_{\text{GW}}}{d\ln k} \propto \int \frac{d\tilde k}{4\pi} \Lambda_{ij,kl}(\tilde k) T^{(s)}_{ij}(\omega, \tilde k)T_{kl}(\omega, \tilde k) \bigg|_{\omega = |\tilde k|}, \quad (6)$$

where $\rho_{\text{tot}}$ is the total energy density of the Universe at the time of GW production.

In order to calculate the GW production in this system, we develop a novel numerical scheme to calculate the energy-momentum tensor from the superposition of FIPs from multiple bubbles; the details of our calculations and simulations are provided in Appendix B. We compute GW signals for the case where a bosonic particle $X$ is the FIP, and is thermalized in the symmetric phase. $^5$

$^5$ The results for the case of decay into particles $Y$ described above are expected to be qualitatively similar if the decay products are nonrelativistic in the rest frame of $X$. If $m_Y \ll m_X$, the GW signal still exists, but can be suppressed due to the $Y$ population being more dispersed.

In Fig. 2, we show snapshots of the time evolution of $(T_{ij}T_{ij})^{1/4}$ from our simulations of FIPs (top row). For comparison, the bottom row shows an analogous simulation (with comparable phase transition parameters and nucleation history) in a setup with sound waves. $^6$ There are two main differences between the two cases. First, as is clearly visible in Fig. 2 the FIP shells extend to the center of the bubble, whereas the sound shells have a clear endpoint corresponding to the sound speed $c_s \simeq 1/\sqrt{3}$ determined by hydrodynamics. The second concern is the behavior of $T_{ij}$ when the shells cross after bubbles collide. For the FIPs case, since the particles simply free-stream without interacting, the total energy is obtained by simply adding the individual contributions from each bubble

$$T_{ij}(t, \vec{x}) = \sum_{I: \text{bubbles}} T^{(I)}_{ij}(t, \vec{x}). \quad (7)$$

Here, it is worth noting that although the shells cross without interacting and superimpose trivially, the spherical symmetry of each shell is nevertheless broken: the shell continues to accumulate more particles in the directions where the expansion is into the symmetric phase (as the FIP particles that are encountered gain mass and get dragged along with the shell) but not in the directions where expansion is into the broken phase (as the particles here are already massive).

In contrast, for the interacting fluid (sound shells), the linearized fluid equation of motion $(\partial_t^2 - c^2_{s} \nabla^2)\nu^{(\text{fluid})} = 0$

$^6$ See Ref. [59] for a more refined simulation that adopts a so-called Higgsless scheme.
The factor shape is approximately universal, as shown in Fig. 3: the simulation data, and consists of two pieces. The spectral (and is also valid in the presence of a SM bath). The GW signals from sound wave and bubble collision sources (1 + s^2)). For details of the simulation, see Appendix D (discussion below Eq. D16). The color coding of the BM cases is the same as in Fig. 1. Consequently, the GW source behaves nonlinearly in the superposition of the fluid shells

\[ T_{ij}^{(\text{fluid})}(t, \vec{x}) \sim w(t, \vec{x}) v_i(t, \vec{x}) v_j(t, \vec{x}) + (\delta_{ij} \text{ piece}) \]

where \( w \) is the fluid’s enthalpy. Due to this nonlinearity, new correlations get imprinted at the scale \( k \sim \langle \beta/H \rangle \) (top to bottom). The black dashed curve features a dip at a particular value of \( \gamma_w \) for each choice of \( m/T \); this originates from the fact that \( \bar{K}_{(GW)} \) roughly correlates with the average radial velocity of the particle distribution, and for each \( m/T \) there exists a wall velocity for which the particle distribution is approximately static in the plasma frame, making GW production inefficient.

We simulate the GW signals from FIPs (see Appendix D for details) for the three BM cases (Eq. 4). The signal from our simulation (at production) can be parameterized as

\[ \Omega_{GW}(k) \sim \frac{3}{4\pi^2} \left( \frac{H}{\beta} \right)^2 \left( \frac{\frac{1}{24} m^2 T^2}{\rho_{\text{tot}}} \right) \left( \frac{\bar{K}_{(GW)}}{\rho_{\text{tot}}} \right)^2 \left( \frac{s}{1 + s^2} \right) \]

with \( s = 0.77 \times k/\beta \). Here, note that \( \frac{1}{24} m^2 T^2 \approx \Delta V \), hence the factor \( \left( \frac{\frac{1}{24} m^2 T^2}{\rho_{\text{tot}}} \right)^2 \) represents the characteristic scaling \( (\alpha/(1 + \alpha))^2 \) of GW signals, which is also observed for GW signals from sound wave and bubble collision sources (and is also valid in the presence of a SM bath). The part in the square parenthesis is obtained from a fit to the simulation data, and consists of two pieces. The spectral shape is approximately universal, as shown in Fig. 3 the spectra peak at \( k \sim 0.77 \beta \), and scale as \( k^2 (k^2) \). For details of the simulation, see Appendix D (discussion below Eq. D16). The black squares represent our BM points.

The function \( \bar{K}_{(GW)} \) encodes the details of the underlying process, i.e. the dependence on the parameters \( m/T \) and \( v_w \) or \( \gamma_w \). It quantifies the fraction of energy in the FIP distribution that is relevant for GW production. The bar denotes an average over all propagation directions. Its derivation is presented in Appendix D (see text below Eq. D15), but for practical purposes we provide numerical values for various choices of \( (m/T, \gamma_w) \) in Fig. 4. \( \bar{K}_{(GW)} \) approaches universal behavior at large \( \gamma_w \) (see caption). The above fit cannot be used for small \( \gamma_w \) as \( |\bar{K}_{(GW)}| \) features a dip at a particular value of \( \gamma_w \) for each choice of \( m/T \); this originates from the fact that \( \bar{K}_{(GW)} \) roughly correlates with the average radial velocity of the particle distribution, and for each \( m/T \) there exists a wall velocity for which the particle distribution is approximately static in the plasma frame, making GW production inefficient.

To predict the present-day GW signal, Eq. 10 needs to be rescaled by the appropriate redshift factors (see e.g. [10]). In Fig. 5 we plot the resulting GW signals for a few scenarios corresponding to phase transitions at temperatures ranging from 5 TeV to 100 PeV against the power-law integrated sensitivities of various upcoming space- or ground-based GW detectors. The signal curves constitute of the results of our simulations (colored dots) extrapolated in the UV with a \( k^{-2} \)-tail, and with a \( k^{-1} \)-tail in the IR, which breaks into a \( k^{-3} \)-tail at the Hubble scale at the time of the transition. If the FIPs decay soon after the phase...
FIG. 5: Gravitational wave signals from FIPs with \( m/T = 3 \), \( v_w = 0.99 \), and \( g^D_v = 5 \) (which determine \( \alpha = 0.23 \)). The different curves correspond to \( T = 5 \) TeV, \( \beta/H = 100 \) (blue), \( T = 5 \) TeV, \( \beta/H = 50 \) (red), \( T = 1 \) PeV, \( \beta/H = 100 \) (yellow), and \( T = 100 \) PeV, \( \beta/H = 50 \) (green). For comparison, we also show a sound wave signal (solid curve), using the same phase transition parameters as the blue curve, and \( \alpha = 0.23 \). The power-law integrated sensitivity curves for gravitational wave experiments [28–32] are for 1 year observation time, with signal-to-noise ratio = 1, obtained from [62].

transition completes, we expect the IR component to shut off exponentially, leaving another characteristic imprint on the signal. For comparison, we also include the GW signal predicted from a sound wave source (blue curve, made with PPTplot [40]), with the same phase transition parameters as the blue FIP curve. The position of the peak of the sound wave signal is set by the size of the sound shells [42], whereas the peak of the FIP signal is set by the bubble size, which explains the order of magnitude difference in peak frequency. We see that the amplitude of the GW signal from FIPs is comparable to the sound wave signal: despite the \( \beta/H \) enhancement of the latter due to the signal accumulating at the same scale, FIPs appear to be more efficient at sourcing GW signals as there is no energy loss inefficiency due to their noninteracting nature. The plot shows that various upcoming space- or ground-based gravitational wave detectors can be sensitive to FIP-GW signals produced from such phase transitions across a broad range of energy scales. Furthermore, the accumulation of the GW signal over a broader range of wavenumbers also results in the FIP signal having a broader peak that scales as \( \sim k^3 \), which is a distinguishing characteristic of this source that can be used to identify this scenario.

IV. DISCUSSION

In this Letter, we have discussed a novel source of gravitational wave (GW) signal from a first order phase transition: feebly interacting particles (FIPs) carrying the dominant fraction of the latent energy of the false vacuum released in a phase transition in a dark sector. This provides an interesting and realistic alternative to conventionally studied GW signals from bubble wall collisions and sound waves and turbulence in the plasma, and we have demonstrated that the GW spectra are qualitatively different: compared to a sound wave source with similar phase transition parameters, the FIP-induced signal has comparable amplitude but is broader, and scales differently with frequency. The spectral shape is most similar to that from what is known as the bulk flow model [36, 37], which models GW production from thin shells; the crucial difference with our setup is the extended FIP shell thickness, which can imprint distinguishable UV features in the signal. We have also shown that these novel GW signals could be observable in next-generation GW experiments for some benchmark cases. Such FIP configurations appear to be particularly efficient sources of GWs, since there are no energy loss inefficiencies due to their noninteracting nature, and the FIP generated GW signals are comparable in strength to those encountered with sound wave sources.

The qualitative features of the signal we presented here are robust, and the underlying physics well-understood. To avoid the need for numerical simulations to derive the GW signal, we have provided an easy to use analytic formula in Eq. [10] that (in conjunction Fig. 4) can be used to estimate the GW spectra from FIPs in specific BSM models and study the prospects of detection for future experiments.

Several aspects of our results merit further detailed study. We studied a simplified, idealized scenario where the entire energy released in the phase transition goes into FIPs, which act as the only source of GWs. Realistic scenarios likely involve additional features: for instance, a fraction of the particle distribution will get reflected into the false vacuum region; some fraction of the FIPs may in fact self-scatter, or decay into interacting SM states on the same timescale as or shortly after the phase transition. These effects can give rise to sound waves in the plasma, which can act as a secondary source of GWs, while suppressing the signal from FIPs. We estimate that if an \( \mathcal{O}(1) \) fraction of the FIPs act in such ways, the resulting sound-wave sourced GW contribution would be of comparable magnitude. Nevertheless, even in such cases, the two contributions can likely be distinguished in an observed signal based on their distinct features (as seen in Fig. 5). Similarly, the case where FIPs produced from the decay of particles crossing into the bubble are significantly lighter than the parent particle will also change the distribution of particles, thus changing the signal; nevertheless, we expect the spectral features to remain the same.
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Appendix A: Particle Physics Frameworks

The GW signals from feebly interacting particles (FIPs) scenario discussed in this paper requires the dominant fraction of the energy released during a FOPT to be transferred to particles that don’t interact over the timescale of the phase transition, i.e. satisfy $\gamma_T \approx m_{Z'} < m_s \approx \langle s \rangle$, this self-scattering cross section is $\sigma \sim \frac{g^4}{16\pi} \frac{m_{Z'}^2}{m_s^2}$, and the noninteracting condition (Eq. 5) is

$$\frac{(4\pi)^2}{g^8} \frac{\langle s \rangle^2}{T M_{Pl} H} > 1,$$

where we have used $R_s \approx 1/\beta$, $H \approx T^2/M_{Pl}$. For $\beta/H \approx 100$ and $T \sim \mathcal{O}(\text{TeV})$, this implies $\langle s \rangle/(g^2 T) > 10^6$. Recalling that Eq. 3 also requires $g'/(s)/T > \mathcal{O}(1)$, satisfying the above condition generally requires $g' > 0.01$, $\langle s \rangle > 100 T$. In addition, the $Z'$ can also scatter with the scalar, but for $m_s \approx \langle s \rangle \gg m_{Z'}$, the scalar has a suppressed population in the broken phase, making such scatterings negligible. With this mass hierarchy, inverse decays $Z'Z' \rightarrow s$ and resonant contributions to $s$-channel $Z'$ scattering [63] are also negligible.

Any other particle that gets massive through its coupling to the scalar $s$ will also have similar scattering cross sections mediated by this coupling, and faces similar constraints. Thermally triggered phase transitions generally occur at $T \sim \langle s \rangle$, hence the $\langle s \rangle > 100 T$ hierarchy likely requires some nontrivial setup, such as supercooled transitions [64–70], or transition via quantum tunnelling. We do not pursue the details of such setups further, but simply emphasize the general point that any particle that gets its mass from the phase transition and satisfies Eq. 3 is likely to self-scatter over the course of the phase transition unless $\langle s \rangle > 100 T$.

Another plausible possibility is that particle $X$ (which could be $s$, $Z'$, or some other particle in the dark sector with significant coupling to $s$) decays rapidly into FIPs in the broken phase. As a representative case, consider $Z'$ boson decay into a pair of fermions $\psi$ (corresponding to the particle $Y$) in the broken phase, via the interaction $Z' \rightarrow \overline{\psi} \psi$, with some effective coupling $\epsilon$. Since the massive $Z'$ particles move in the plasma with velocities comparable to the wall velocity, the decay rate is $\Gamma_{Z'} \approx \frac{\epsilon^2}{\pi \gamma_w m_{Z'}}$. The corresponding decay lifetime is much shorter than the timescale of the phase transition, i.e. $\Gamma_{Z'} \gg \beta \approx 1/R_s$, provided

$$\epsilon^2 \gg \frac{8\pi}{m_{Z'} R_s} \approx \frac{8\pi}{\gamma_w M_{Pl} H},$$

where we have written $R_s \approx 1/\beta$, $H \approx T^2/M_{Pl}$, and approximated $\gamma_w T \sim m_{Z'}$. Note that, in this case, a thermal population of $\psi$ is also likely present in the symmetric phase; these contribute to scattering processes but not the gravitational wave signals if $\psi$ does not gain mass from $\langle s \rangle$.

Again, $\psi$ self-scattering is mediated by $s$- and $t$-channel $Z'$ exchange processes, with cross section $\sigma \sim \frac{\epsilon^4}{(4\pi)^2} \frac{s^2}{(s-m_{Z'}^2)^2+m_{Z'}^4}$ (for $s$-channel) where $s = E_{cm}$. The collisions typically occur with $E_{cm} \sim \gamma_w m_{Z'}$, for which

\footnote{In such scenarios, a SM radiation bath at a higher temperature might be required to avoid potentially problematic vacuum dominated inflationary phases.}
\[ \sigma \sim \frac{\epsilon^4}{(4\pi)^2} \frac{1}{\gamma_w^2 m_Z^2}, \] (the t-channel cross section is comparable), and the noninteracting condition is \(^9\)

\[ \frac{T^3}{(4\pi)^2} \frac{\epsilon^4}{\gamma_w^2 m_Z^2} R_\ast < 1 \quad \Rightarrow \quad \epsilon^4 < \frac{(4\pi)^2 \gamma_w^2 m_Z^2 \beta}{M_{Pl} H}. \] (A3)

A consistent framework must therefore satisfy Eqs. [3][2][3]. We find that this is possible in a large region of parameter space; for instance, \(\alpha \sim 0.3, \gamma_w \sim 3, \beta/H \sim 100, m_Z \sim \text{TeV}, \) and \(\epsilon \sim 10^{-6} - 10^{-4}.\)

Alternatively, one could also have scenarios where particles that are not originally in the bath get produced efficiently through the interactions of the bubble wall with the plasma through mixing effects, as recently explored in [50][74][75]. While such particles have small number densities compared to thermal abundances, they can be far more massive than the scale of the phase transition, and therefore could carry a large fraction of the energy density released in the course of the phase transition.

In summary, there exist several particle physics frameworks where the energy released in a FOPT could be primarily carried away by FIPs, leading to the production of the GW signals that we have explored in this Letter.

**Appendix B: Kinematics of particles entering the bubble**

Here, we discuss the relations between kinematic properties of a particle before and after entering a bubble. Using unprimed and primed notation for quantities in the symmetric (false vacuum) and broken (true vacuum) phases, the plasma frame energy \(E\), four-momentum \(p^\mu\), and velocity \(\vec{v}\) of a particle in the two phases are

\[ E = \sqrt{p^2} \equiv p, \quad E' = \sqrt{m^2 + |p'|^2} \equiv \sqrt{m^2 + \vec{p}'^2}, \quad \vec{v} = p/E, \quad \vec{v}' = p'/E', \]

\[ \vec{p} = p_\parallel \hat{n} + p_\perp, \quad \vec{p}' = p'_\parallel \hat{n} + p'_\perp, \quad \text{with} \quad p_\parallel = p \cdot \hat{n}, \quad p'_\parallel = p' \cdot \hat{n}, \] (B1)

where \(\hat{n}\) is a unit vector orthogonal to the bubble wall pointing outwards. In the wall frame, a particle needs to move towards the bubble, and with sufficient momentum in the \(\hat{n}\)-direction to enter the bubble and become massive. These conditions correspond to

\[ p_\parallel - w_v E < 0, \quad \gamma_w^2 (p_\parallel - w_v E)^2 - m^2 > 0. \] (B2)

We can use energy-momentum conservation (note that momentum is not conserved in the \(\hat{n}\) direction) in the wall frame, then boost to the plasma frame to obtain the following relations between the momenta and energies of a particle across the wall:

\[ E' = \gamma_w^2 (E - w_v p_\parallel) - \gamma_w w_v \sqrt{\gamma_w^2 (-w_v E + p_\parallel)^2 - m^2}, \] (B3)

\[ E = \gamma_w^2 (E' - w_v p'_\parallel) - \gamma_w w_v \sqrt{\gamma_w^2 (-w_v E' + p'_\parallel)^2 + m^2}, \] (B4)

\[ p'_\parallel = \gamma_w^2 w_v (E - w_v p_\parallel) - \gamma_w \sqrt{\gamma_w^2 (-w_v E + p_\parallel)^2 - m^2}, \] (B5)

\[ p_\parallel = \gamma_w^2 w_v (E' - w_v p'_\parallel) - \gamma_w \sqrt{\gamma_w^2 (-w_v E' + p'_\parallel)^2 + m^2}, \] (B6)

\[ \vec{p}'_\perp = \vec{p}_\perp. \] (B7)

Consider a coordinate system where a bubble nucleates at the origin at \(t = 0\). Given a particle at \((t', \vec{x}')\) with velocity \(\vec{v}'\) inside the bubble, the time \(t_c\) and position \(\vec{x}_c\) at which the particle entered the bubble can be evaluated as

\[ \gamma_w^2 t_c^2 = |\vec{x}_c|^2, \quad \vec{x}_c = \vec{x}' - \vec{v}' (t' - t_c), \] (B8)

which yields

\[ t_c = \frac{|\vec{v}'|^2 t' - \vec{v}' \cdot \vec{x}'}{\sqrt{(|\vec{v}'|^2 t' - \vec{v}' \cdot \vec{x}')^2 - (|\vec{v}'|^2 t' - \vec{v}' \cdot \vec{x}')^2 - 2|\vec{v}'|^2 t' \vec{v}' \cdot \vec{x}' + |\vec{x}'|^2}}. \] (B9)

\(^9\) This simple estimate ignores resonant enhancement of the cross section at \(E_{cm} = \sqrt{s} \approx m_Z\). The enhancement can be evaluated numerically (see e.g., [63][71]), and we have checked that the naive estimate above can be enhanced by a few orders of magnitude for the parameters we consider, but this does not change the subsequent estimates or conclusions. Note that the full resonantly enhanced cross section also automatically incorporates the case of inverse decay \(\psi \psi \rightarrow Z' \rightarrow \psi \psi\) when the mediator goes on-shell (see discussions in e.g., [83][82][83]).
The energy-momentum tensor $T_{ij}$ of particles inside an isolated, expanding bubble is given by

$$T_{ij}(t', \vec{x}') = \int \frac{d^3p'}{(2\pi)^3} \frac{p'_i p'_j}{E'} g'(t, \vec{x}', \vec{p}') ,$$

where $g'$ is the particle distribution function in the broken phase, which we will determine below. We only consider particles that move towards the bubble wall with sufficient momentum to enter it, ignoring the fraction of the population that gets reflected from the wall. We can write $g'(t, \vec{x}', \vec{p}') = j(p'; x_i')g(t, \vec{x}, \vec{p})$, where $g(t, \vec{x}, \vec{p}) = \frac{1}{\sqrt{2\pi}e^{E/2}}$ is the standard Fermi-Dirac distribution (with $E$ determined using Eq. [B4]), and $j(p'; x_i')$ accounts for any change in the distribution resulting from the particles entering the bubble.

There are, in principle, two different cases to consider:

1. Free-streaming (fs) case: the particles don’t interact in the symmetric phase.

2. Thermalized (th) case: the particles interact efficiently in the symmetric phase, retaining a thermal distribution.

In the free-streaming case, Liouville’s theorem states that the phase space distribution function remains constant along the trajectories of the system, which implies $j_{\text{fs}}(p'; x_i') = 1$. Thus

$$T_{ij}^{(\text{fs})}(t', \vec{x}') = \int \frac{d^3p'}{(2\pi)^3} \frac{p'_i p'_j}{E'} e^{E(p')/2} \pm 1.$$  \hfill (C2)

The result can be confirmed by an explicit computation of $g'(t, \vec{x}', \vec{p}')$ via

$$g'(t', \vec{x}', \vec{p}') dx' \wedge dy' \wedge dz' \wedge dp'_x \wedge dp'_y \wedge dp'_z = g(t, \vec{x}, \vec{p}) dx \wedge dy \wedge dz \wedge dp_x \wedge dp_y \wedge dp_z,$$  \hfill (C3)

where the wedge product relates differential phase-space volume before and after entering the bubble. The distribution functions are related by the determinant $g'(t', \vec{x}', \vec{p}') = |\det \left[ \frac{\partial(x, y, z, p_x, p_y, p_z)}{\partial(x', y', z', p_x', p_y', p_z')} \right]| g(t, \vec{x}, \vec{p})$, but we will not provide the details of the computation here.

In the thermalized case, individual particles cannot be tracked in the symmetric phase due to efficient interactions, and Liouville’s theorem cannot be used. We can derive the expression for $j_{\text{th}}(p'; x_i')$ by considering the difference between the two cases and using Eq. [C2]. In the thermalized case, particles undergo multiple scatterings, hence every particle is equally likely to enter the bubble. This is in contrast with the free-streaming case, where particles that move towards the wall with higher velocity enter with a greater flux than slower particles. Particles that move away from the bubble wall with a velocity faster than that of the wall cannot enter at all.

For the free-streaming case, from $\vec{x} = \vec{x}_c - \vec{v}(t_c-t)$, the differential $d\vec{x}$ at time $t$ is given by $d\vec{x} = d\vec{x}_c - d\vec{v}(t_c-t) - \vec{v}dt_c$. Here $d\vec{v}$ is proportional to $dp$ and thus drops out of Eq. [C3] because of the wedge product with $dp_i$. Using

$$v_w^2 t_c^2 = |\vec{x}_c|^2 \rightarrow dt_c = \frac{\vec{x}_c \cdot d\vec{x}_c}{v_w^2 t_c},$$ \hfill (C4)

we obtain

$$dx \wedge dy \wedge dz \sim \left( 1 - \frac{\vec{v} \cdot \vec{x}_c}{v_w^2 t_c} \right) dx_c \wedge dy_c \wedge dz_c,$$ \hfill (C5)

which holds as long as the wedge product with momenta is taken. It can easily be seen that

$$dx_c \wedge dy_c \wedge dz_c \sim \left( 1 - \frac{\vec{v}' \cdot \vec{x}_c}{v_w^2 t_c} \right) dx' \wedge dy' \wedge dz',$$ \hfill (C6)

so we arrive at

$$dx \wedge dy \wedge dz \sim \frac{1 - \vec{v} \cdot \vec{x}_c/v_w^2 t_c}{1 - \vec{v}' \cdot \vec{x}_c/v_w^2 t_c} \ dx' \wedge dy' \wedge dz' \equiv j_{\text{fs},x}(p'; x_i) \ dx' \wedge dy' \wedge dz',$$ \hfill (C7)

---

10 The particles in the symmetric phase are assumed to follow a thermal distribution, i.e. Fermi-Dirac or Bose-Einstein distribution (we use the latter for our studies). The thermal distribution is appropriate for the free-streaming case if the particles were in thermal equilibrium at some earlier time.
where we split $j_{is}$ into space- and momentum-pieces $j_{is,x}$ and $j_{is,p}$. Note that $j_{is,x}$ gets exactly cancelled by $j_{is,p}$ relating the primed and unprimed momenta, i.e.

$$j_{is}(\vec{p}^\prime; \vec{x}^\prime_c) \equiv j_{is,x}(\vec{p}^\prime; \vec{x}^\prime_c) \times j_{is,p}(\vec{p}^\prime; \vec{x}^\prime_c) = 1. \quad (C8)$$

In the thermalized case, we can directly relate $d\vec{x} = d\vec{x}^\prime$ because efficient interactions between particles in the symmetric phase ensure that there is no net flux to/from any volume element in front of the bubble. Therefore

$$dx \wedge dy \wedge dz \sim \frac{1}{1 - \vec{v} \cdot \vec{x}^\prime_c / v_w^2 t_c} \ dx' \wedge dy' \wedge dz' \equiv j_{th,x}(\vec{p}^\prime; \vec{x}^\prime_c) \ dx' \wedge dy' \wedge dz'. \quad (C9)$$

The factor relating the momenta is unchanged compared to the free-streaming case, i.e. $j_{is,p} = j_{th,p}$, hence

$$j_{th} = j_{is} \frac{j_{th,x}}{j_{is,x}} = \frac{1}{1 - \vec{v}(\vec{p}^\prime) \cdot \vec{x}^\prime_c / v_w^2 t_c}. \quad (C10)$$

Therefore, the expression for the thermalized case is

$$T_{ij}^{(th)}(t', \vec{x}^\prime) = \int \frac{d^3p^\prime}{(2\pi)^3} \frac{1}{1 - \vec{v}(\vec{p}^\prime) \cdot \vec{x}^\prime_c / v_w^2 t_c} \frac{p'_i p'_j}{E'(p')} \frac{1}{e^{E(p')/T} + 1} \theta [1 - \vec{v}(\vec{p}^\prime) \cdot \vec{x}^\prime_c / v_w^2 t_c], \quad (C11)$$

where $\theta$ is the Heaviside function.

We use the thermalized case for our studies and simulations. A realistic scenario would lie somewhere in between the two cases; numerically, we find that the resulting GW spectrum is qualitatively similar in both cases.

**Appendix D: Computation of the gravitational wave spectrum**

The result from the previous section, while helpful in determining the single-bubble profile before collision, is not useful for calculating the energy-momentum distribution and the resulting GW signal in many-bubble systems: to apply Eq. (C11) to multiple bubbles, for every momentum $\vec{p}^\prime$ one has to know all the possible collision points $\vec{x}^\prime_c$ and the corresponding velocities in the symmetric phase $\vec{v}(\vec{p}^\prime)$. While this can be done, we employ a different approach that is simpler and more elegant, which we refer to as the sprinkler picture. The main idea (see Fig. 6) is to treat every spatial coordinate as a “sprinkler” that gets turned on when a bubble wall passes through it, emitting a particle spectrum into the broken phase in the direction in which the wall passes. The energy-momentum tensor can then simply be obtained by adding the contributions from all the sprinklers.

1. Sprinkler picture

Note that Eq. (C11) can be written as

$$T_{ij}(t', \vec{x}^\prime) = \sum_{\text{particle } p} \delta^{(3)} \left( \vec{x}^\prime - \vec{x}^{(p)}(t') \right) \frac{p^{(p)}_i p^{(p)}_j}{E^{(p)}} \frac{1}{e^{E(p)/T} + 1} \theta [1 - \vec{v}(\vec{p}^\prime) \cdot \vec{x}^\prime_c / v_w^2 t_c], \quad (D1)$$

where $\vec{x}^{(p)}(t')$ describes the trajectory of a single particle $p$. Since it is practically impossible to track the trajectory of each particle throughout the entire history of the system, we start tracking it just before the particle enters the broken phase. The trajectory inside the bubble is

$$\vec{x}^{(p)}(t') = \vec{x}_c + \vec{v}(\vec{p}^\prime, \vec{x}_c)(t' - t_c(\vec{x}_c)) \quad (D2)$$

The next task is to calculate the flux of particles entering the bubble. We approximate the particles in front of the bubble wall with the thermal distribution $1/(e^{E(p)/T} + 1)$, neglecting the contribution from reflected components. However, not all particles can enter: some particles are prevented from entering because of the wall potential, while (in the free-streaming case) some particles are moving away from the wall with a velocity greater than the wall velocity. We therefore replace the sum over particles with

$$\sum_{\text{particle } p} \rightarrow \int \frac{d^3p}{(2\pi)^3} \frac{w(\vec{p}; \vec{x}_c)}{e^{E(p)/T} + 1} \int d^3x_c \Delta \wedge \Delta', \quad (D3)$$
FIG. 6: Illustration of the sprinkler picture. The sprinklers in the symmetric/unbroken phase (green cube) are not yet switched on, and contain a thermal distribution of interacting particles. They get switched on (red cubes) when an advancing bubble wall (blue surface) passes through them. The emission of the free-streaming particles from each sprinkler (red ellipses) is determined only by the sprinkler position \( \vec{x}_c \), the collision time \( t_c(\vec{x}_c) \), and the direction \( \hat{n}(\vec{x}_c) \) (red arrow), and is otherwise universal. Since each sprinkler contributes to the energy-momentum tensor linearly, one can first calculate the GW emission from the particles from each sprinkler, then sum these contributions, taking into account the \( \vec{x}_c \) dependence of each sprinkler.

where \( w(\vec{p}; \vec{x}_c) \) is a “wind factor” that accounts for such effects, \( \vec{x}_c \) is the position where particles cross the wall, and the label ‘enter’ on the integral denotes that we only include particles that have sufficient momentum to enter the bubble. The wind factor for the free-streaming case is defined as

\[
\begin{align*}
    w(\vec{p}; \vec{x}_c) &= \\
    &= \begin{cases} 
    1 : \text{thermalized,} \\
    1 - \frac{\vec{v}(\vec{p}) \cdot \vec{x}_c}{v_w t_c} = 1 - \frac{\vec{v}(\vec{p}) \cdot \hat{n}(\vec{x}_c)}{v_w} = 1 - \frac{\vec{p} \cdot \vec{x}_c}{E v_w^2 t_c} : \text{free-streaming},
    \end{cases}
\end{align*}
\]

(D4)

where \( \vec{p} \) is obtained from \( \vec{p}' \) via Eqs. [B6] and [B7]. The energy-momentum tensor can then be written as

\[
T_{ij}(t', \vec{x}') = \int d^3x_e \int_{\text{enter}} \frac{d^3p}{(2\pi)^3} \delta^{(3)}(\vec{x}' - (\vec{x}_e + \vec{v}(\vec{p}; \vec{x}_c)(t' - t_c(\vec{x}_c)))) \frac{p'_i(\vec{p}; \vec{x}_c)p'_j(\vec{p}; \vec{x}_c)}{E'(\vec{p}; \vec{x}_c)} w(\vec{p}; \vec{x}_c) e^{E/T} \pm 1. 
\]

(D5)

Note that this definition is not restricted to a single bubble but can be applied to a collection of bubbles.11

In contrast to the expression in the previous section, we now have integrals over the spatial coordinate \( \vec{x}_c \) and the momentum \( \vec{p}' \). The sum over \( \vec{x}_c \) denotes the sum over sprinklers. Each sprinkler sprays particles when hit by a bubble wall for the first time (see Fig. 6), and is characterized by two quantities:

- \( t_c(\vec{x}_c) \): Time when a spatial point \( \vec{x}_c \) in the symmetric phase first encounters a wall (= sprinkler turned on).
- \( \hat{n}(\vec{x}_c) \): Direction of wall motion when it passes \( \vec{x}_c \).

These quantities encode the information about the nucleation history of the collection of bubbles. Note that the sprinklers are universal except for \( t_c(\vec{x}_c) \) and \( \hat{n}(\vec{x}_c) \), and, as we will see below, the universal properties of sprinklers are simple to calculate, making the sprinkler approach an efficient way to calculate the GW spectrum from these configurations.

11 To recover the single-bubble profile Eq. [C11] one can simply integrate out \( \vec{x}_c \) using the \( \delta \)-function (properly accounting for the \( \vec{x}_c \) dependence of the argument) and switching from \( \vec{p} \) to \( \vec{p}' \) integration, assuming that collision at any \( \vec{x}_c \) is triggered by a single bubble.
2. Gravitational wave spectrum

Gravitational waves, the transverse-traceless components of the metric $ds^2 = -dt^2 + a(t)^2(\delta_{ij} + h_{ij}(t, \vec{x}))dx^i dx^j$, are produced through the linearized wave equation of motion in Fourier space

$$\ddot{h}_{ij}(t, \vec{k}) + k^2 h_{ij}(t, \vec{k}) = \frac{2}{M_P^2} \Lambda_{ij,kl}(\vec{k}) T_{kl}(t, \vec{k}). \quad (D6)$$

Here $a(t)$ is the scale factor, $\vec{k}$ is the wave vector of the GWs, the dots indicate time derivatives, $M_P = 1/\sqrt{8\pi G}$ is the reduced Planck mass with $G$ being the Newtonian constant, $\Lambda_{ij,kl}(\vec{k}) = P_{4k}(\vec{k}) P_{ij}(\vec{k}) - P_{ij}(\vec{k}) P_{4k}(\vec{k})/2$ with $P_{ij}(\vec{k}) = \delta_{ij} - \vec{k}_i \vec{k}_j$ is the projection tensor, and $T_{ij}$ is the energy-momentum tensor. Note that the contraction with $\Lambda_{ij,kl}(\vec{k})$ drops all components irrelevant for GW production. We neglect cosmic expansion, as the phase transition is expected to complete within a small fraction of Hubble time.

The energy density of GWs $\rho_{GW}$ is well-defined once the modes are well inside the horizon, and its logarithmic decomposition can be calculated as $[70]:$

$$\Omega_{GW}^*(\vec{k}) \equiv \frac{1}{\rho_{tot}} \frac{d\rho_{GW}}{d\ln k} = \frac{k^3}{4\pi^2 \rho_{tot} M_P^2 V} \int \frac{d\vec{k}}{4\pi} (\Lambda_{ij,kl}(\vec{k}) T_{kl}(\omega = k, \vec{k}))^* (\Lambda_{ij,lm}(\vec{k}) T_{lm}(\omega = k, \vec{k})), \quad (D7)$$

where integration over $d\vec{k}$ denotes integration over the angular directions and $\rho_{tot}$ and $V$ are the total energy density of the Universe and the volume of the system $^{12}$, respectively. The formula implies that only the Fourier component with $\omega = k (\equiv |\vec{k}|)$ contributes to GWs.$^{13}$

To take advantage of the universality of the sprinklers, we will keep $\vec{x}_c$ unintegrated in Eq.$^{[D5]}$. Taking the Fourier transform of Eq.$^{[D5]}$ and omitting the label ‘enter’ for simplicity, we have

$$T_{ij}(\omega = k, \vec{k}) = \int d^3x_c \int \frac{d^3p}{(2\pi)^3} \int_{t_c(\vec{x}_c)} dt' e^{ikt} e^{-ik\vec{x}} \delta^{(3)}[x' - (x_c + t' \vec{v}(\vec{p}, \vec{x}_c)(t' - t_c(\vec{x}_c)))] \frac{p'_l(\vec{p}, \vec{x}_c) p'_j(\vec{p}, \vec{x}_c) \omega(\vec{p}, \vec{x}_c)}{E'(\vec{p}, \vec{x}_c)} e^{E'/T} \pm 1. \quad (D8)$$

We can easily perform the integrals over $x'$ and $t'$. For the latter, we introduce a small imaginary part so that $t' \to \infty$ does not contribute. To be more precise, after performing the integration over $x'$ with the $\delta$-function, we find

$$\int_{t_c(\vec{x}_c)}^{\infty} dt' e^{ikt} e^{-ik(\vec{x}_c + \vec{v}(\vec{p}, \vec{x}_c)(t' - t_c(\vec{x}_c)))} = \int_{0}^{\infty} dt'(t' - t_c(\vec{x}_c)) e^{i(k \vec{x}_c - \vec{k} \vec{x})} e^{-ik\vec{v}(\vec{p}, \vec{x}_c)(t' - t_c(\vec{x}_c))}$$

$$= \frac{ie^{ikt(\vec{x}_c - \vec{k} \vec{x})}}{k - \vec{k} \cdot \vec{v}(\vec{p}, \vec{x}_c)}. \quad (D9)$$

As this does not take cosmic expansion into account, this assumption breaks down for IR modes $k \lesssim H$. To account for this, we simply change the slope of the GW spectrum at the corresponding wavenumber in our plots to $\Omega_{GW} \propto k^3[77]$.

We still need to perform the integrals over $\vec{x}_c$ and $\vec{p}$. Here, the universality of the sprinklers simplifies the calculation. Using $v'_l(\vec{p}, \vec{x}_c) = p'_l(\vec{p}, \vec{x}_c)/E'(\vec{p}, \vec{x}_c)$, the projected energy-momentum tensor becomes $^{14}$

$$\Lambda_{ij,kl}(\vec{k}) T_{kl}(\omega = k, \vec{k}) = \int d^3x_c \frac{i e^{ikt(\vec{x}_c - \vec{k} \vec{x})}}{k} \int \frac{d^3p}{(2\pi)^3} \frac{\Lambda_{ij,kl}(\vec{k}) p'_l(\vec{p}, \vec{x}_c) p'_j(\vec{p}, \vec{x}_c) \omega(\vec{p}, \vec{x}_c)}{E'(\vec{p}, \vec{x}_c) - k \cdot \vec{v}(\vec{p}, \vec{x}_c)} e^{E'/T} \pm 1. \quad (D10)$$

Note that there are only two explicit parameters $\tilde{k}$ and $\hat{\tilde{\eta}}(\vec{x}_c)$ in the $\vec{p}$-integrand. The dependence of the primed quantities can be found from the relations in Eqs.$^{[13][7]}$. Taking the tensorial structure into account, we may write

$$\int \frac{d^3p}{(2\pi)^3} \frac{p'_l(\vec{p}, \vec{x}_c) p'_j(\vec{p}, \vec{x}_c) \omega(\vec{p}, \vec{x}_c)}{E'(\vec{p}, \vec{x}_c) - k \cdot \vec{v}(\vec{p}, \vec{x}_c)} \cdot \frac{e^{E'/T}}{k} \pm 1 =$$

$$K_3 \delta_{ij} + K_{kk} \hat{\tilde{k}}_i \hat{\tilde{k}}_j + K_{kp + nk} (\hat{\tilde{k}}_i \hat{\tilde{\eta}}_j(\vec{x}_c) + \hat{\tilde{\eta}}_i(\vec{x}_c) \hat{\tilde{k}}_j) + K_{nn} \hat{\tilde{\eta}}_i(\vec{x}_c) \hat{\tilde{\eta}}_j(\vec{x}_c). \quad (D11)$$

$^{12}$ Note that the volume factor $V$ in the denominator cancels out with the implicit $V$-dependence of $T_{ij}(\omega, \vec{k})$, and $\Omega_{GW}^*$ is independent of $V$.

$^{13}$ Here, $\omega$ and $\vec{k}$ refer to broken-phase quantities (since GW production occurs after the shells cross), but we do not put primes on them for notational simplicity.

$^{14}$ Including the prefactor $\propto k^3$ in Eq.$^{[D7]}$ the overall dependence becomes $\Omega_{GW} \propto k^3$ for modes $H \lesssim k \lesssim \beta$, which is characteristic of bulk-flow type sources $^{73}[74]$. 
Here $K_\delta$, $K_{kk}$, $K_{kn+nk}$, $K_{nn}$ are functions of $\hat{k} \cdot \hat{n}(\vec{x}_c)$ and model parameters, $K_{..}=K_{..}(\hat{k} \cdot \hat{n}(\vec{x}_c); v_w, m, T)$. Thus, for a given set of model parameters, we can first numerically evaluate $K_{..}$ as functions of $\hat{k} \cdot \hat{n}$. Writing $\hat{k} \cdot \hat{n}(\vec{x}_c) = c$ for simplicity, and contracting with a given set of model parameters, we can first numerically evaluate $K_{..}$ as functions of $\hat{k} \cdot \hat{n}$. Writing $\hat{k} \cdot \hat{n}(\vec{x}_c) = c$ for simplicity, and contracting with a given set of model parameters, we can first numerically evaluate $K_{..}$ as functions of $\hat{k} \cdot \hat{n}$.

\[
\left( \begin{array}{c}
\int \frac{d^3p}{(2\pi)^3} \frac{1}{E^2 - \vec{p} \cdot \vec{k} \, e^{E/T} + 1} \\
\int \frac{d^3p}{(2\pi)^3} \frac{2\delta(\vec{p} \cdot \vec{k}, \vec{p} \cdot \hat{n})}{E^2 - \vec{p} \cdot \vec{k} \, e^{E/T} + 1} \\
\int \frac{d^3p}{(2\pi)^3} \frac{2\delta(\vec{p} \cdot \hat{n})}{E^2 - \vec{p} \cdot \vec{k} \, e^{E/T} + 1}
\end{array} \right) = \left( \begin{array}{ccc}
3 & 1 & 2c \\
1 & 1 & 2c \\
c & 1 & 2c
\end{array} \right) \left( \begin{array}{c}
K_\delta \\
K_{kk} \\
K_{kn+nk}
\end{array} \right) \left( \begin{array}{c}
K_{nn}
\end{array} \right).
\] (D12)

Inverting this gives

\[
\left( \begin{array}{c}
\int \frac{d^3p}{(2\pi)^3} \frac{1}{E^2 - \vec{p} \cdot \vec{k} \, e^{E/T} + 1} \\
\int \frac{d^3p}{(2\pi)^3} \frac{2\delta(\vec{p} \cdot \vec{k}, \vec{p} \cdot \hat{n})}{E^2 - \vec{p} \cdot \vec{k} \, e^{E/T} + 1} \\
\int \frac{d^3p}{(2\pi)^3} \frac{2\delta(\vec{p} \cdot \hat{n})}{E^2 - \vec{p} \cdot \vec{k} \, e^{E/T} + 1}
\end{array} \right) = \left( \begin{array}{ccc}
(1 - c^2)^2 & -(1 - c^2) & c(1 - c^2) \\
-(1 - c^2) & 2 & -2c \\
2(1 + 3c^2)/2 & -2c & 1 + c^2
\end{array} \right) \left( \begin{array}{c}
K_\delta \\
K_{kk} \\
K_{kn+nk}
\end{array} \right) \left( \begin{array}{c}
K_{nn}
\end{array} \right).
\] (D13)

Of these, only the $K_{nn}$ term survives the projection with $\Lambda_{ij,kl}(\hat{k})$ and is relevant for GW signals, and we accordingly relabel it as $K^{(GW)}$:

\[
\Lambda_{ij,kl}(\hat{k})T_{kl}(\omega = k, \vec{k}) = \frac{1}{24} m^2 T^2 \int d^3x_c \frac{i e^{i(kt_c,\vec{x}_c) - k \cdot \vec{x}_c}}{k} \Lambda_{ij,kl}(\hat{k})\hat{n}(\vec{x}_c)\hat{n}(\vec{x}_c)K^{(GW)}(\hat{k} \cdot \hat{n}(\vec{x}_c)),
\] (D14)

where

\[
K^{(GW)}(c) = \frac{24}{m^2 T^2} \int \frac{d^3p}{(2\pi)^3} \frac{2(\vec{p} \cdot \vec{p}, \vec{x}_c) \cdot \hat{n}(\vec{x}_c) - c \hat{k} \cdot \vec{p}(\vec{p}, \vec{x}_c))^2 - (1 - c^2)(\vec{p} \cdot \vec{p}, \vec{x}_c))^2 - (\hat{k} \cdot \vec{p}(\vec{p}, \vec{x}_c))^2) \, w(\vec{p}, \vec{x}_c) \, e^{E/T} \pm 1}{(1 - c^2)^2(E^2(\vec{p}, \vec{x}_c) - k \cdot \vec{p}(\vec{p}, \vec{x}_c)).
\] (D15)

Note that we have chosen to normalize quantities in terms of $\frac{1}{T^2} m^2 T^2$, which is the vacuum energy density released during the phase transition, to make a clearer connection to the physical energy scale of the setup. The fact that $K^{(GW)}(c)$ depends on $\vec{x}_c$ only through $\hat{n}(\vec{x}_c)$ is the manifestation of the universality of the sprinklers. $K^{(GW)}(c)$ can thus be determined irrespective of the nucleation history. The $K^{(GW)}$ in the fit formula for the GW spectrum in Eq. 10 is precisely this quantity, averaged over its argument $c$.

In Fig. 7, we plot $K^{(GW)}(c)$ for our benchmark scenarios (for the thermalized case). We see that $K^{(GW)}$ is negative for all values of $c$ for BM1 ($(m/T, v_w) = (1, 0.7)$), and (mostly) positive for the other two benchmarks. We find that the value of $K^{(GW)}$ roughly correlates with the average $p_{\parallel}$ of the particles inside the bubble. Note that the gravitational wave spectrum does not depend on the sign of $K^{(GW)}$. 

FIG. 7: $K^{(GW)}$ as a function of $c = \hat{k} \cdot \hat{n}(\vec{x}_c)$ for the benchmark scenarios BM1-BM3 (yellow, red, blue).
FIG. 8: Sample collision data. The left panel is the collision time $t_c(\vec{x}_c)$ between the grid point and the first bubble, while the right panel is the direction of the collision $\hat{n}(\vec{x}_c)$ (with red and blue indicating upward and downward collisions, respectively). We have plotted data for only a subset of $x$ and $y$ coordinates along a fixed-$z$ slice.

3. Procedure to obtain the gravitational wave spectrum

In order to obtain the gravitational wave spectrum, we generate a bubble nucleation history in a box of $V = L^3$ with $L = 40/\beta$ with the bubble nucleation rate $\Gamma(t) = \beta^4 e^{\beta t}$. After nucleation, the bubbles expand with wall velocity $v_w$. For each point $x_c$ in the box, we determine the time $t_c$ at which the first bubble wall passes. In Fig. 8 we show the distribution of the first collision time $t_c$ and collision direction $\hat{n}$ (projected onto the 2D plane) in a fixed $z$-slice for a sample simulation.

For given $\vec{k}$, we can now calculate the projected tensor $\Lambda_{ij,kl}(\vec{k}) T_{kl}(\omega = k, \vec{k})$ from Eq. (D14) combining the numerically computed $K^{(GW)}(c)$ (independent of simulations) together with the values of $t_c(\vec{x}_c)$ and $\hat{n}(\vec{x}_c)$ at each $x_c$ obtained from simulations. The gravitational wave spectrum can then be evaluated as

$$\Omega^*_{GW}(k) = \frac{3}{4\pi^2} \left( \frac{H}{\beta} \right)^2 \left( \frac{m^4}{\rho_{tot}} \right)^2 \left[ \frac{1}{\beta^3 V} \int \frac{d\vec{k}}{4\pi} \frac{\beta^4}{m^4} (\Lambda_{ij,kl}(\vec{k}) T_{kl}(\omega = k, \vec{k}))^* \frac{\beta^4}{m^4} (\Lambda_{ij,mn}(\vec{k}) T_{mn}(\omega = k, \vec{k})) \right],$$

where the factor in brackets is derived from the simulation. By multiplying the result of the simulation by $(m/T)^4$, the relation to Eq. (10) becomes clear.

The GW spectra plotted in Fig. 3 in the main text are obtained from an average of over 50 nucleation history simulations within a box of size $V = L^3$ with $L = 80 v_w/\beta$ and periodic boundary conditions. The number of bubbles nucleated is $\sim 20,000$, and we take $N^3 = 256^3$ grid points to sample the collision data $t_c(\vec{x}_c)$ and $\hat{n}(\vec{x}_c)$.
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