Complexity Reduction of Volterra Nonlinear Equalization for Optical Short-Reach IM/DD Systems
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Abstract—We investigate approaches to reduce the computational complexity of Volterra nonlinear equalizers (VNLEs) for short-reach optical transmission systems using intensity modulation and direct detection (IM/DD). In this contribution we focus on a structural reduction of the number of kernels, i.e. we define rules to decide which terms need to be implemented and which can be neglected before the kernels are calculated. This static complexity reduction is to be distinguished from other approaches like pruning or $L_1$ regularization, that are applied after the adaptation of the full Volterra equalizer e.g. by thresholding. We investigate the impact of the complexity reduction on 90 GBd PAM6 IM/DD experimental data acquired in a back-to-back setup as well as in case of transmission over 1 km SSMF. First, we show, that the third-order VNLE terms have a significant impact on the overall performance of the system and that a high number of coefficients is necessary for optimal performance. Afterwards, we show that restrictions, for example on the tap spacing among samples participating in the same kernel, can lead to an improved tradeoff between performance and complexity compared to a full third-order VNLE. We show an example, in which the number of third-order kernels is halved without any appreciable performance degradation.
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I. INTRODUCTION

The worldwide data traffic is continuously growing due to cloud computing, video streaming etc. A large part of this traffic occurs inside data centers (DCs). There high-speed connections between different servers are necessary. These short-reach connections of up to 2 km need to be realized in a cost-efficient manner. Therefore, simple intensity-modulated direct-detection (IM/DD) systems using only a single photodiode for signal reception are currently preferred over the more complex coherent systems. For these IM/DD systems, different modulation formats are currently investigated. Pulse-amplitude modulation (PAM) is often preferred over alternatives like discrete multitone (DMT) [11] for its performance and simplicity. For the next generation of intra-data-center links, a data rate as high as 800 Gb/s is aspired. This rate will most likely be realized in a four-carrier CWDM system with 200 Gb/s/$\lambda$. This approach saves half the transceiver hardware compared to the realization using eight wavelengths with 100 Gb/s/$\lambda$ each. However, a higher per lane data rate demands high symbol rates, which leads to severe impairments of the signal due to bandwidth limitations, chromatic dispersion and other effects.

To overcome these impairments, powerful digital signal processing (DSP) is essential. A popular approach to overcome both, linear and nonlinear impairments, is Volterra nonlinear equalization (VNLE). It has been applied in several publications on short-reach IM/DD systems [2–4]. For optical communications, a restriction to the third order is typical. Still, the complexity of VNLE can be very high and therefore be conflicting with the demand on low-complexity and low-cost systems. Different schemes to reduce the complexity of VNLEs were already investigated. However, many of these schemes like the $L_1$ regularization [5] or pruning [6] reduce the number of kernels after the adaptation of the full VNLE, which means that all kernels would still need to be considered in a practical implementation. For this reason, we focus on structural kernel reduction schemes, which define the considered kernels in advance of the actual adaptation. We investigate these reduction schemes based on data acquired in 90 GBd PAM6 and 75 GBd PAM8 experiments. The target of the structural kernel reduction is to improve the tradeoff between performance and complexity compared to the full VNLE.

The remainder of this paper will be structured as follows. In Section II the basics of VNLE for IM/DD systems are explained shortly. Afterwards, the investigated approaches for a structural complexity reduction are shown. The performance of the complexity reduction schemes is extensively investigated based on experimental data in Section III. Finally, Section IV concludes the paper.

II. VOLterra NonLINEar EQUALization

VNLE is a widely spread approach to mitigate linear and nonlinear impairments in fiber optic communication systems. In short-reach links that we focus on, nonlinear impairments are mainly caused by the transceiver hardware, rather than by fiber nonlinearities. One source of nonlinearities is the nonlinear response of the modulator, e.g. the cosine characteristic of the Mach-Zehnder modulator (MZM). Also, the square-law detection of the photodiode (PD) distorts the signal in a nonlinear way. Additional nonlinearities can stem
from amplifiers and lasers. To combat these impairments, a restriction of the VNLE to the third order is common, since the complexity rises significantly with higher orders. The third-order VNLE for IM/DD systems is defined as

\[ y(k) = w_{dk} + \sum_{k_1=0}^{M_1-1} w_1(k_1)x(k-k_1) + \sum_{k_1=0}^{M_2-1} \sum_{k_2=k_1}^{M_2-1} w_2(k_1,k_2)x(k-k_1)x(k-k_2) + \sum_{k_1=0}^{M_3-1} \sum_{k_2=k_1}^{M_3-1} \sum_{k_3=k_2}^{M_3-1} w_3(k_1,k_2,k_3)x(k-k_1)x(k-k_2)x(k-k_3), \]

where \( M_1, M_2 \) and \( M_3 \) are the memory lengths for the linear terms and the nonlinear terms of second and third order. The matrices \( w_1, w_2 \) and \( w_3 \) contain the equalizer tap values, \( w_{dk} \) is the coefficient that is responsible for the DC component of the sequence, and \( x(k) \) is the input sequence.

The relationship between the memory lengths and the number of equalizer kernels is shown in Tab. 1. The number of multiplications is 1 per linear kernel, 2 per second-order kernel and 3 per third-order kernel. Obviously, the third-order kernels have a big contribution to the overall computational complexity. Therefore, we focus on approaches to reduce this number in the following. To optimize the tap weights, we used training-symbol based least-mean squares (LMS) algorithm for coarse convergence and decision-directed (DD) LMS for fine adaptation. An extensive description of the VNLE and adaptation algorithms can be found in [7].

### A. Structural Complexity Reduction

A straightforward approach to minimize the third-order kernels for a given memory length is the polynomial VNLE. This approach only uses those kernels, which are based on the cubic terms of a single sample. In this case, the number of kernels \( N_3 \) is equal to the third-order memory length \( M_3 \).

The contribution of the third-order terms to the VNLE output is given by

\[ y_3(k) = \sum_{k_1=0}^{M_3-1} w_3(k_1)x^3(k-k_1). \]

Since the polynomial VNLE skips all cross terms, a significant performance penalty compared to the full VNLE can be expected. An approach to consider more terms and therefore improve the performance compared to the polynomial VNLE is the restriction of the kernels to those, which only have two different participating samples. This means, only cubic terms as well as terms according to \( x^2(k-k_n)x(k-k_m) \) are allowed, while the kernels with three different participating samples are neglected. This approach is called 2-Sam VNLE in the remainder. The contribution of the third-order terms is given by

\[ y_3(k) = \sum_{k_1=0}^{M_3-1} \sum_{k_2=k_1}^{M_3-1} \sum_{k_3=k_2}^{M_3-1} w_3(k_1,k_2,k_3)x(k-k_1)x(k-k_2)x(k-k_3). \]

Note that only one kernel results for the case that the set \( \{k_1,k_2\} \) contains the elements \( k_1=k_2 \). This scheme contains all kernels of the polynomial VNLE and adds kernels with two different participating samples. In this case, the number of kernels is given by \( N_3 = M_3^2 \), resulting in a computational complexity of \( C_3 = 3M_3^4 \).

A third approach for a structural reduction of the kernels is based on the assumption, that those kernels with a large spacing among the participating samples are less relevant than those consisting of samples with a close spacing. For this approach, a parameter \( d \) is introduced, which specifies the maximum tap spacing among samples participating in the same kernel. This approach is referred to as RI-\(d\) VNLE in the following. The resulting contribution of the third-order part is given by

\[ y_3(k) = \sum_{k_1=0}^{M_3-1} \sum_{k_2=k_1}^{M_3-d} \sum_{k_3=k_2}^{M_3-d} w_3(k_1,k_2,k_3)x(k-k_1)x(k-k_2)x(k-k_3), \]

where the upper limit is defined as \( M_3 = \min\{M_3-1,k_1+d-1\} \). The number of kernels for this approach can be scaled with \( d \) and is given by \( N_3 = (d+1)(d+2)(3M_3-2d) \). This scheme is shown for the second-order VNLE in [8-10] and referred to as diagonally-pruned VNLE.

To further reduce the number of kernels, a combination of the 2-Sam and the RI-\(d\) VNLE is also possible. In this case...
only those kernels are considered, that have up to two participating samples with a spacing below or equal to \( d \). The third-order VNLE part in this case is given by

\[
y_3(k) = \sum_{k_1=0}^{M_3-1} \sum_{k_2 \leq k_1} \sum_{k_3 \in \{k_1,k_2\}} w_{k_3}(k_1,k_2,k_3) x(k-k_1)x(k-k_2)x(k-k_3) .
\]

(5)

The number of kernels for this combination is given by

\[ N_3 = 2M_d d - d(d + 1) + M_3 \]

and the upper limit \( M_d \) is defined as above.

To get an impression of the effect of the discussed kernel reduction schemes, the relationship between the memory length \( M_3 \) and the kernel number \( N_3 \) is shown in Fig. 1. The kernel number of the full third-order VNLE part increases fast with a growing memory length. Already a memory length of \( M_3 = 10 \) leads to more than 200 equalizer taps and therefore to a high complexity. The reduction schemes are able to reduce this number. While the polynomial VNLE has clearly the lowest complexity, the RI-\( d \) scheme leads to a further reduction. However, not the number of resulting kernels is of interest, but the tradeoff of this number and the VNLE performance. This relationship is investigated in the following transmission experiments.

III. EXPERIMENTAL INVESTIGATIONS

The setup for the experimental investigations is shown in Fig. 2. In the transmitter DSP, a pseudo-random multilevel sequence (PRMS) is generated and mapped on the PAM symbols. The sequence is resampled to the AWG sampling rate and a pre-compensation for bandwidth limitations is performed. The digital signal is fed into the 120 GS/s AWG with a 3-dB bandwidth (BW) of 45 GHz. The resulting analog signal is amplified by a 50 GHz driver and modulated on the optical C-band carrier by a 32 GHz MZM. After transmission over the fiber, the input power into the photodiode (PD) is controlled by a variable optical attenuator (VOA). After the PD with a BW of 50 GHz, the signal is digitized at 256 GS/s by a 113 GHz oscilloscope. As last step, the receiver DSP is conducted. First, the DC-part of the signal is blocked and the sequence is resampled to 2 samples per symbol. After synchronization, the VNLE is applied. Finally, the PAM symbols are de-mapped and the BER is calculated. The inset of Fig. 2 shows the spectrum of the optical back-to-back configuration of the transmission system.

To investigate the performance of the complexity reduction approaches, we first need to find the number of VNLE kernels that is necessary for optimal performance. This is shown in Fig. 3 for the PAM6 back-to-back data. First, the linear taps are swept and the impact on the BER is observed. As visible in Fig. 3 a), a number of \( N_1 = 120 \) taps leads to optimal performance. Additional taps do not further improve the performance. Afterwards, this value is fixed and
the number of second-order taps is optimized. A low memory length for the second order is sufficient, so that we fix it to $M_2 = 6$, which results in $N_2 = 21$ kernels, for the following investigations. As shown in Fig. 3 b), the number of second order taps can be reduced further without a strong performance penalty, so that complexity reduction schemes for the second order terms are not interesting for our setup. In other cases, the polynomial VNLE as well as the RI- $d$ VNLE scheme can be straightforwardly applied for the second order kernels, too. Fig. 3 c) shows the relationship between the third-order kernel number and the BER. The third-order kernels have a strong impact on the overall performance and a high number of kernels is necessary for optimal performance. We chose a memory length of $M_3 = 9$ resulting in $N_3 = 165$ kernels as a sufficient value.

Fig. 4 shows the BER over the input power into the PD for a linear FFE as well as a VNLE of second and third order. While the second-order kernels can increase the performance by a factor of 4 compared to the linear FFE, the third-order kernels lead to an additional performance improvement by a factor of more than 10. It needs to be noted that the settings in the experimental setup such as the MZM bias voltage and the peak-to-peak voltage $V_{pp}$ of the signal entering the MZM were optimized with respect to the optimal performance under application of a full third order VNLE. Therefore, the performance for the linear FFE could possibly be improved by choosing different settings. Also, the impact of the nonlinear VNLE terms changes, if different values for the bias and $V_{pp}$ are selected. However, the settings resulting in the best overall performance are of interest.

To check the effectivity of the complexity reduction schemes, we need to compare their relationship between kernel number and BER with that of the full third-order VNLE. The resulting pairs of BER and kernel number need to lie below the curve in Fig. 3 c) for an improved tradeoff. This comparison of the 2-Sam VNLE and the full third-order VNLE part is shown in Fig. 5 a). For low kernel numbers, no improvement can be realized. However, for higher numbers of third-order kernels, the 2-Sam VNLE can realize several better BER - $N_3$ pairs than the full VNLE. Based on this, we can conclude that many of the significant kernels have only one or two participating samples.

The same comparison can be done for the polynomial and the RI- $d$ VNLE. The results are shown in Fig. 5 b). The polynomial VNLE has a nearly constant performance for a growing kernel number. This shows, that the cubic terms alone are not sufficient for a good performance and that especially the terms that result from a large memory length are not significant. The performance of the RI- $d$ VNLE is dependent on the parameter $d$. In case it is chosen to be $d = [M_3 / 4]$, the kernel number is reduced significantly and a relatively good performance can be reached for kernel numbers below $N_3 = 100$. For slightly higher kernel numbers, a parameter of $d = [M_3 / 3]$ leads to good results while $d = [M_3 / 2]$ leads to a good tradeoff between kernel number and performance for higher kernel numbers $N_3 > 130$.

Finally, the combination of RI- $[M_3 / 2]$ and 2-Sam VNLE is investigated. The comparison between performance and kernel number between this combination and the full VNLE is shown in Fig. 5 c). The complexity reduced VNLE results in a better tradeoff between BER and third-order kernel number than the full VNLE for all investigated kernel numbers. Comparing these results with those of the individual application of both schemes in Fig. 5 a) and b)
shows, that the combination leads to the best results. An example for the kernels that are applied with the combined complexity reduction scheme and the neglected kernels is shown in Fig. 6 for a memory length of $M_3 = 10$. Most of the kernels with a large value and therefore a high relevance are inside the 80 of 220 kernels that are remaining according to the specified rules. This proves, that for the used transmission system, the third-order Volterra kernels for which the tap spacing of the participating samples is small and which at the same time only have up to two different participating samples are most relevant. The kernels with three different participating samples and those with a large spacing among the samples are mainly negligible. The BER over the input power into the PD curves for the full VNLE, the combined RI-$d$ 2-Sam and polynomial VNLE are compared in Fig. 7. Compared to the full VNLE, the RI-$d$ 2-Sam VNLE can halve the number of third-order kernels without any performance degradation. Note that the reduced complexity approach uses a memory length of $M_3 = 10$ in the given example, whereas a value of $M_3 = 9$ is used for the full VNLE. The polynomial VNLE shows a worse performance than the other two schemes, but on the other hand reduces the number of third-order kernels to $N_3 = 10$. The acceptability of this performance penalty depends on the particular application.

The comparison of the full VNLE and the combined RI-$d$ 2-Sam VNLE, which is shown in Fig. 5 c) for a back-to-back transmission of 90 Gbd PAM6, is done for additional experimental data in Fig. 8. As well for the transmission of 90 Gbd PAM6 over 1 km SSMF, as for 75 Gbd PAM8 in a back-to-back configuration and over 1 km SSMF, the complexity reduced scheme shows a better performance – complexity tradeoff.

IV. CONCLUSION

We investigated different approaches for a structural complexity reduction of the third-order VNLE for short-reach IM/DD systems. The limitation of the third-order kernels to those that only have two different participating samples as well as the limitation of the spacing between samples participating in the same kernel show a good tradeoff between performance degradation and complexity reduction compared to the full VNLE. Combining both of these rules is even more promising as shown on 90 Gbd PAM6 experimental data. Generally, the complexity even with the shown structural complexity reduction approaches is relatively high, if optimal performance is approached. A reduction of the VNLE third-order kernels to numbers of $N_3 \leq 30$ cannot be realized without a performance degradation. However, the shown schemes improve the situation compared to the full VNLE.
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