Variational Monte Carlo is a many-body numerical method that scales well with system size. It has been extended to study the Green function only recently by Charlebois and Imada (2020). Here we generalize the approach to systems with open boundary conditions in the absence of translational invariance. Removing these constraints permits the application of embedding techniques like Cluster perturbation theory (CPT). This allows us to solve an enduring problem in the physics of the pseudogap in cuprate high-temperature superconductors, namely the existence or absence of Fermi arcs in the one-band Hubbard model. We study the behavior of the Fermi surface and of the density of states as a function of hole doping for clusters of up to 64 sites, well beyond the reach of modern exact diagonalization solvers. We observe that the technique reliably captures the transition from a Mott insulator at half filling to a pseudogap, evidenced by the formation of Fermi arcs, and finally to a metallic state at large doping, which will help extend the reach of these already powerful methods and provide important insights on the nature of various strongly correlated many-electron systems, including the high-$T_c$ cuprate superconductors.

I. INTRODUCTION

Solving important problems in the field of correlated electrons often requires the development of new numerical methods. Currently, the toolbox at our disposal includes: quantum Monte Carlo, capable of treating fairly large systems, but limited by the fermion sign problem to a rather restricted set of problems or parameters; exact diagonalization that is free of the sign problem, but limited to small systems, diagrammatic Monte Carlo and variational methods, including iPEPS and DMRG [1].

Here, we develop and benchmark a numerical approach based on sign-problem-free variational Monte Carlo (VMC) [2–13]. We generalize the Green function calculation recently introduced in dynamical variational Monte Carlo (dVMC) [4] in order to relax the constraints of periodic boundary conditions and translation invariance. This generalized dVMC can treat clusters with open boundaries, scales well as a function of system size, does not require any analytic continuation and works for any interaction strength; it can be incorporated into embedding approaches, such as dynamical mean-field theory [14–16] or its cluster extensions [17–23], which are a powerful set of tools to study correlated many-electron systems.

We combine our generalization of dVMC with a simple embedding method, cluster perturbation theory [24–26], to answer the important question of the existence of Fermi arcs in paramagnetic state of the one-band Hubbard model, as it applies to high-$T_c$ cuprates.

Let us explain this problem in the context of the ground state of cuprates in strong magnetic fields, where superconductivity is destroyed or has negligible effects. At half filling, these materials are antiferromagnetic Mott insulators. Upon increasing the hole concentration $p$ from zero, an itinerant antiferromagnet survives up to $p \sim 0.05$ [27], followed by a pseudogap phase. The pseudogap phase extends to roughly $p = p^\ast \sim 0.19$ [28, 29], beyond which the material settles in a Fermi liquid state, at around $p = 0.25$. An interviencing charge-density-wave state [30] is often present within the pseudogap phase. Local-spin moments and glassy behavior are also observed in some compounds [31].

The pseudogap phase remains a puzzling phenomenon in cuprates. It is characterized by Fermi arcs [32–34] observed in angle-resolved photoemission spectroscopy (ARPES) [35] and in Scanning Tunneling Microscopy [36]. The absence of a connected Fermi surface contradicts the intuition provided by band theory and apparently violates Luttinger’s theorem. Moreover, there is a drastic change in the carrier density from $p$ to $1+p$, as measured by Hall conductivity, when increasing $p$ through $p^\ast$ [37–39].

Many different phenomenological models predict arc-like structures [40–46]. However, when different phenomenological theories with different ingredients predict the same phenomenon, it becomes difficult to discriminate exactly which ingredient is responsible for that phenomenon. A more reliable approach is to start from a simple microscopic model of interacting electrons, for instance the $t − J$ or Hubbard model, to see whether the phenomenon naturally emerges from such a minimal description. This is the course of action followed here.

In order to study the Fermi surface, it is important to use an embedding approach such as Cluster perturbation theory (CPT) [24–26] or cluster-DMFT (c-DMFT) [20, 22, 23][47]. With these embedding approaches, it is possible [46] to recover the full $k$-point dependence of the Fermi surface [46, 48–53] using a periodization scheme for the cluster Green function. A num-
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ber of studies have reported what looks like Fermi arcs using these techniques [49, 54, 55], with the caveat of low energy resolution caused by the small cluster size. In order to lift this caveat, larger clusters are necessary. The method presented in this work surmounts this significant technical hurdle. We will show that this general dVMC approach provides strong evidence of Fermi arcs, and reproduces directly the ARPES Fermi surface across the whole pseudogap transition. In DCA, the destruction of the Fermi surface in the pseudogap is attributed to a momentum-selective Mott transition [56–58].

The remainder of the paper is organized as follows. We introduce the method in section II. In section III we look at the Fermi surface and density of states of the Hubbard model with parameter sets simulating underdoped hole-doped cuprates. Finally, we discuss the meaning of these results and potential further applications of the dVMC technique in section IV. Details of the approach and benchmarking are provided in Appendices.

II. METHOD

In this section we introduce the general dVMC technique, a method to compute the Green function for strongly-correlated electrons. This extends the recently developed dVMC method [4] to treat systems with general boundary conditions, without assuming translational invariance.

A. VMC for the ground state

The first step of the dVMC method is to compute the VMC ground state. We therefore begin with a brief description of the VMC method as applied to lattice systems, for which the occupation number basis is most convenient.

In VMC, the expectation value of any operator $A$ is computed as

$$
\langle \hat{A} \rangle = \frac{\langle \Omega | \hat{A} | \Omega \rangle}{\langle \Omega | \Omega \rangle} = \frac{\sum_x \langle \Omega | \hat{A} | x \rangle \langle x | \Omega \rangle}{\langle \Omega | \Omega \rangle}
$$

where $\langle \Omega | x \rangle$ is the variational ground state and the sum $\sum_x |x\rangle \langle x|$ is over the complete set of all possible electronic configurations for the system. The number of possible configurations grows in a combinatorial fashion with the number of electrons and lattice sites, making it computationally intractable to sum over every configuration for large systems. Instead, this sum is estimated via Monte Carlo sampling, which can achieve arbitrary precision with a sufficient number of samples.

The Monte Carlo estimate for the expectation value of any observable is given by

$$
\langle \hat{A} \rangle_{MC} = \frac{1}{N_{MC}} \sum_{s} \langle \Omega | \hat{A} | s \rangle
$$

where $N_{MC}$ is the number of Monte Carlo samples where each sample $s$ is a specific electronic configuration in real space, each of which is generated with probability $\rho(s)$ using a Metropolis algorithm.

VMC calculations typically begin with an ansatz for the ground state wavefunction. Here we choose the representation employed in Refs [2–4]:

$$
|\Omega\rangle = \mathcal{P}_{G} |\phi\rangle
$$

$$
|\phi\rangle = \left( \sum_{i,j} f_{ij} \hat{c}_{i\uparrow}^{\dagger} \hat{c}_{j\downarrow}^{\dagger} \right)^{N_{e}/2} |0\rangle
$$

$$
\mathcal{P}_{G} = \exp \left( \sum_{i} g_{i} \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} \right)
$$

$$
\mathcal{P}_{J} = \exp \left( \sum_{i\neq j} v_{ij} \hat{n}_{i\uparrow} \hat{n}_{j\downarrow} \right)
$$

where $|0\rangle$ is the vacuum state, $\hat{c}_{i\sigma}^{\dagger}$ is the creation operator for an electron of spin-$\sigma$ at site $i$, $\hat{n}_{i\sigma} = \hat{c}_{i\sigma}^{\dagger} \hat{c}_{i\sigma}$, and $N_{e}$ is the total number of electrons in the ground state (an even number). The parameters $f_{ij}$, $g_{i}$, and $v_{ij}$ are variational degrees of freedom whose values are determined via minimization of the ground state energy $\Omega = \langle \Omega | \hat{H} | \Omega \rangle$.

B. Green function via general dVMC

The dVMC method was first introduced in Ref. [4] as a technique to compute the Green function from VMC for periodic clusters with translational invariance. In order to use this approach in the context of embedding techniques (Cluster perturbation theory, Cluster dynamical mean-field theory, etc.), it is essential to relax the constraint of periodic boundary conditions and translational invariance. Here we introduce the general dVMC method that can be applied to clusters without periodic boundary conditions or translational invariance. In section II E we highlight the differences between the general dVMC method and the original constrained version of the technique presented in Ref. [4].

In order to measure the excited sectors of the Hamiltonian ($N_{e} + 1$ and $N_{e} - 1$), we build a collection of excited states: $\hat{c}_{i\sigma}^{\dagger} |\psi_{i\sigma}^{\text{exc}}\rangle$ for the $N_{e} + 1$ sector and $\hat{c}_{i\sigma} |\psi_{i\sigma}^{\text{exc}}\rangle$ for the $N_{e} - 1$ sector, where we have introduced $|\psi_{i\sigma}^{\text{exc}}\rangle = B_{i\sigma} |\Omega\rangle$. The operator $B_{i\sigma}$ can be any $N_{e}$ conserving operator. By experience, we have determined that the following set of operators,

$$
\hat{B}_{0\sigma} = 1
$$

$$
\hat{B}_{1\sigma} = \hat{n}_{i\sigma}
$$

$$
\hat{B}_{2m\sigma} = \hat{n}_{b_{m\sigma}} \hat{n}_{b_{m\sigma}^{\dagger}}
$$

where $m \geq 2$,
is “effective”, meaning it is not complete nor orthonormal, and can be computed efficiently within our VMC implementation. Here \(i\) is the site index, \(\sigma\) is the spin index and \(m\) is the excitation label. The first two states in this set of excitations \((m=0, 1)\) have no degree of freedom, but for \(m \geq 2\) the operator \(\hat{B}_{ima}\) contains parameters \(b_{im}\) and \(b'_{im}\) that depend on \(m\). This choice of \(|\psi_{ima}\rangle\) is flexible enough to produce a sufficiently large number of independent states for \(m = 2, \ldots, N_{\text{exc}} - 1\), where \(N_{\text{exc}}\) is the number of excitations per site. The \(b'_{im}\) are chosen so that they are within a given number of nearest-neighbor hops from the site \(i\). Typically a range of two to three hops is used, which yields \(N_{\text{exc}} \sim 40–100\).

A more detailed discussion and an example of the excitation scheme can be found in Appendix B. Heuristically, we expect that the excited state with one more particle at position \(i\) is affected by the site occupations in the ground state only over a finite distance of \(i\).

It is worth repeating that the purpose of this set of excited states is to provide a basis to expand the excited sector of the Hamiltonian. This is similar to the Krylov subspace used in the band Lanczos method \([59, 60]\), but here the effective basis in which we expand the Hamiltonian contains some freedom to choose the order, the type, and the number, \(N_{\text{exc}}\), of excitations. However, by convention we take the \(m = 0\) state to be trivial \((\hat{B}_{i0\sigma} = 1)\), a constraint that will prove useful.

With this basis for excited states we can measure the excited sectors of the Hamiltonian as,

\[
H^+_{ima,jn\sigma} = \langle \psi_{ima} | \hat{c}_{\bar{\sigma}} H \hat{c}^\dagger_{\sigma} | \psi_{jn\sigma} \rangle, \quad (11)
\]

\[
H^-_{ima,jn\sigma} = \langle \psi_{ima} | \hat{c}_{\bar{\sigma}} H \hat{c}^\dagger_{\sigma} | \psi_{jn\sigma} \rangle. \quad (12)
\]

The main difference between this approach and the band Lanczos method is that the effective basis chosen here is not orthonormal, thus the overlap matrix is not equal to the identity matrix, an needs to be measured:

\[
S^+_{ima,jn\sigma} = \langle \psi_{ima} | \hat{c}_{\bar{\sigma}} \hat{c}^\dagger_{\sigma} \hat{c}^\dagger_{\sigma} | \psi_{jn\sigma} \rangle, \quad (13)
\]

\[
S^-_{ima,jn\sigma} = \langle \psi_{ima} | \hat{c}_{\bar{\sigma}} \hat{c}^\dagger_{\sigma} \hat{c}^\dagger_{\sigma} | \psi_{jn\sigma} \rangle. \quad (14)
\]

where \(i = 0, \ldots, N-1\), \(m = 0, \ldots, N_{\text{exc}} - 1\), and \(\sigma = \pm 1\).

It is useful to express the l.h.s. of Eq. (11-14) in the more compact matrix notation, \(S^\pm\) and \(H^\pm\), where the size of the vector space is set by the combination of \(i\) and \(m\) and \(\sigma\). Hence, the dimension of \(S^\pm\) and \(H^\pm\) is \(2NN_{\text{exc}}\) or only \(NN_{\text{exc}}\) if we focus on one spin only. With the exception of the Green function matrix, we omit the \(+\) superscript in the remainder of this section in order to maintain a concise notation.

Now that we have the overlap matrix \(S\) in this non-orthonormal basis, we can define an abstract Green function matrix of the same dimension as \(S\) and \(H\). Following Ref. [61], we can express this matrix in the non-orthonormal basis as,

\[
G^\pm(z) = S((z \pm \Omega)S \mp H)^{-1}S \quad (15)
\]

\[
= S^{1/2}((z \pm \Omega)I \mp M)^{-1}S^{1/2}, \quad (16)
\]

where \(M \equiv S^{-1/2}HS^{-1/2}\) is Hermitian. The matrix \(M\) can be expressed using its eigenvalue decomposition as \(M = UEU^\dagger\). This step helps to speed up the matrix inversion done at each complex frequency \(z\). Finally, for the Green function matrix we have,

\[
G^\pm(z) = S^{1/2}U((z \pm \Omega)I \mp E)^{-1}U^\dagger S^{1/2} \quad (17)
\]

\[
= Q((z \pm \Omega)I \mp E)^{-1}Q^\dagger, \quad (18)
\]

where \(Q \equiv S^{1/2}U\) (recall that \(S\) is Hermitian). The matrix \(S\) has the eigenvalue decomposition \(S = VDV^\dagger\), and the square root or inverse square root of \(S\) is obtained by taking the square root of the elements of the diagonal matrix \(D\).

C. Filtering algorithm

In principle, the overlap matrix \(S\), as defined in Eqs. (13) and (14), is positive definite. In practice however, we obtain only Monte Carlo estimates of these matrix elements, which are not constrained to satisfy this condition. Consequently, negative eigenvalues can emerge in the spectrum of \(S\). All that is required to reduce the effect of the Monte Carlo noise and restore the positive definiteness of \(S\) is to truncate the matrix \(D\) (the spectrum of \(S\)) and keep only the positive eigenvalues, resulting in a smaller matrix \(D\). We do a similar truncation for the columns of \(V\), resulting in a rectangular matrix \(\tilde{V}\). With these truncated matrices we can construct the filtered overlap matrix \(\bar{S} = \tilde{V}D\tilde{V}^\dagger\).

This filtering is done before the operations in Eqs. (15)-(18): we replace only \(S\) by its filtered version \(\bar{S}\), but it affects these four equations and the resulting matrices \(M\), \(U\), \(E\) and \(Q\).

Note that we refer to the matrix \(\bar{S}\) as filtered and not truncated because it has the same dimension as the original matrix \(S\). For the sake of speed, one last simple optimization can be done on the spectrum \(\tilde{E}\) itself. Indeed, truncating \(n_c\) dimensions out of the matrix \(\tilde{D}\) results in \(n_c\) null vectors in \(Q\) and \(n_c\) null eigenvalues in \(E\) that can be removed, without affecting the result.

D. Green function

Let us recall that the matrix \(G^\pm(z)\) is an abstract construction and to obtain the Green function requires one last step. The indices of our matrix notation are \(ima\) corresponding to site, excitation, and spin, but the Green function that we are looking for does not contain any excitation index \(m\). Since we chose the first element \(m = 0\) of the vector in Eq. (10) to be the trivial excitation, the Green function is obtained by summing the electron and hole Green functions and keeping only \(m = n = 0\):

\[
G_{ij,\sigma}(z) = [G^+(z) + G^-(z)]_{ij,\sigma = \sigma', m = n = 0}. \quad (19)
\]
This treatment yields a Green function equivalent to summing the hole and electron Green function in the Lehmann representation:

\[ G_{ij,σ}(z) = \sum_\ell \frac{\langle Ω | \hat{c}_{iσ}^\dagger | E_\ell^- \rangle \langle E_\ell^- | \hat{c}_{jσ} | Ω \rangle}{z - Ω + E_\ell^-}, \]

\[ G_{ij,σ}^+(z) = \sum_\ell \frac{\langle Ω | \hat{c}_{iσ}^\dagger | E_\ell^+ \rangle \langle E_\ell^+ | \hat{c}_{jσ}^\dagger | Ω \rangle}{z + Ω - E_\ell^+}, \]

where the states \( | E_\ell^\pm \rangle \) are obtained by solving the generalized eigenvalue problem \( H | E_\ell \rangle = E_\ell S | E_\ell \rangle \). However, in many cases, as in VMC, the ground state is not known explicitly, so we can only know \( | E_\ell^\pm \rangle \) via its projection onto other states. This is the case here, where in Eq. (18) the rectangular matrices \( Q_{\text{int},σ,ℓ}^\pm \), when evaluated at \( m = 0 \), represent the projection \( \langle Ω | \hat{c}_{iσ}^{(f)} | E_\ell^\pm \rangle \).

When we evaluate the Green function on the real axis \( z = ω + iη \) where \( η \) is a small Lorentzian broadening.

E. Differences with translation invariant dVMC

In the translationally invariant case, the matrices introduced in this section (\( G, S \) and \( H \)) can be Fourier transformed and become block diagonal (diagonal in \( k \)). Each \( k \) point can then be treated separately, and the matrices that need to be sampled with Monte Carlo and diagonalized are only of size \( 2N_{\text{exc}} \times 2N_{\text{exc}} \).

Additionally, we have introduced here a new noise filtering approach, which is essential to the general dVMC algorithm presented here, and can likely improve results for translationally invariant systems with periodic boundary conditions, though it did not prove to be important in the previous study [4].

F. Cluster perturbation theory (CPT)

Cluster perturbation theory is a technique designed to compute spectral properties of strongly-correlated systems [24–26]. The central idea behind the approach is to construct a superlattice of clusters that are coupled by intercluster hopping terms. The cluster problem is solved with dVMC as the impurity solver to obtain the cluster self energy, from which the CPT Green function can be obtained according to,

\[ G(k,ω) = \frac{1}{N} \sum_{ij} e^{-ik(R_i-R_j)} \left[ \frac{1}{ω + iη - t(k) - Σ_c(ω)} \right]_{R_iR_j} \]

where \( Σ_c(ω) \) is the cluster self-energy and \( t(k) \) is the hopping matrix, with elements \( t_{ij}(k) = \sum_a e^{-ik·a} t_a R_i + R_j \), where the sum is over all superlattice vectors, \( a \), and \( R_i, R_j \) are the positions of the sites within each cluster. Note that the matrix dimension of \( Σ_c(ω) \) and \( t(k) \) differs from the matrix dimensions of the previous sections.

This approach yields a periodized and translationally invariant Green function with arbitrary \( k \)-point resolution.

This procedure can be seen as reconstructing the full lattice by tiling the cluster’s self-energy. Although the non-interacting part of the Hamiltonian \( t_{ij}(k) \) is exact, the self-energy \( Σ_{c,ij}(ω) \) is null between clusters. In order to reduce the effect of this approximation, it is necessary to treat larger clusters. In the results section to follow, we study the pseudogap phase of the Hubbard model for large clusters, in order to investigate the existence and nature of the Fermi arcs. Benchmarking is provided in the appendices.

III. RESULTS

We first introduce the model and then study in turn the doping dependence, cluster size and then shape dependence and finally discuss the computational cost.

A. Model

We apply this new technique to the Hubbard model:

\[ \hat{H} = \sum_{ij,σ} (t_{ij} \hat{c}_{iσ}^\dagger \hat{c}_{jσ} + \text{h.c.}) + U \sum_i \hat{n}_{i↑} \hat{n}_{i↓}, \]

where \( t_{ij} \) includes first \((t)\), second \((t')\) and third \((t'')\) nearest neighbor hoppings. In the results that follow we choose \((t, t', t'') = (-1.0,0.3,-0.2)\), which is a parameter set believed to be relevant the case of certain cuprate superconductors [54, 62]. We treat clusters of different sizes, shapes and doping, up to \( N = 64 \) sites and \( N_e = 64 \) electrons. Unless otherwise indicated, we set the Hubbard interaction strength to \( U = 8 \). We used a Lorentzian broadening factor \( η = 0.1 \).

In the following three sections we present a systematic study of the spectral function of the 2D Hubbard model computed using CPT [24–26] with dVMC as the impurity solver. We have also performed a set of benchmarks on small clusters that are within reach of exact diagonalization solvers in order to calibrate the accuracy of the general dVMC method. These benchmarks are presented in Appendix A.

B. Doping dependence

We begin by investigating the behavior of the Fermi surface as a function of hole doping. We treat square clusters of three different sizes, \( N = 16, 36, 64 \).

Beginning with the smallest cluster [Fig. 1(a)], at large doping we observe a roughly cylindrical Fermi surface consistent with the system being in the normal metallic phase. As the density is increased (the number of holes is reduced) the Fermi surface loses intensity and the spectral weight becomes more concentrated in the
nodal region. At a density of $n = 0.875$ there is a loss of spectral weight in the anti-nodal regions and clear evidence of the formation of Fermi arcs, suggesting that the system has entered the pseudo-gap phase. At half-filling ($n = 1.0$) the Fermi level lies in the Mott gap and there is no significant spectral weight at the Fermi surface.

This transition is also evident in the density of states. At half-filling the Mott gap is opened, but as the density is decreased (hole doping increased) the gap closes and a Van Hove singularity forms at the Fermi level. We find a similar evolution for the cluster of $36$ sites [Fig. 1(b)], as well as the cluster of $64$ sites [Fig. 1(c)]. The important qualitative features of both the Fermi surface and the density of states are in good agreement for each cluster size, with only some quantitative differences evident.

**C. Cluster size dependence**

We proceed with a comparison of the Fermi surface for clusters of two different sizes at the same density, in order to examine the dependence on cluster size. We compare results for a cluster of $16$ sites [Figs. 1(a)] to a cluster of $64$ sites [Figs. 1(c)] respectively.

At a density of $n = 0.750$ we observe a cylindrical Fermi surface for both cluster sizes, with a region of slightly higher spectral weight appearing to develop in the nodal region. The concentration of spectral weight in the nodal region becomes more evident at a density of $n = 0.875$, for both clusters, though it is somewhat more concentrated near the node for the $64$ site cluster. At half-filling both clusters show negligible spectral weight at the Fermi level, consistent with the density of states, which shows that the Fermi level indeed lies the gap. Generally, we observe that the behavior of the spectral function and the density of states is not strongly dependent on system size, larger clusters retain the same qualitative features as smaller clusters with some quantitative differences. However, the cluster geometry does appear to play a more important role, as we discuss in the following section.

**D. Cluster shape and size dependence**

Having examined the behavior of the Fermi surface as a function of doping as well as cluster size we now consider the effect of cluster geometry. We symmetrize the Fermi surfaces by averaging the reflection with respect to diagonals $k_x = \pm k_y$. In Fig. 2 we show the spectral weight at the Fermi level for different clusters with $n = 0.875$. We observe that the rectangular clusters have more spectral weight near the edges of the BZ than the square clusters, whose Fermi surfaces are more consistent with Fermi arcs. A similar effect is visible at $n = 0.8333$, where the rectangular clusters [Fig. 3(a),(b),(d)] have relatively more spectral weight near the edges of the BZ than the square cluster [Fig. 3(c)], which shows clearer evidence of the formation of Fermi arcs. This effect is also observed in the $12$ site ED calculation. In fact, our dVMC result [Fig. 3(a)] reproduces exactly the result shown in Fig. 3 (at $U = 8$) of Ref. [54].

**E. Computational cost**

In this section, we provide an estimate of the typical computational cost for two system sizes, the first a $4 \times 4$ cluster (ED and dVMC) and the second an $8 \times 8$ cluster (dVMC only). Calculations were performed on an AMD 7532 CPU (2.40 GHz).

For the $4 \times 4$ system [Fig. 1(a) $n = 1.0$], the dVMC calculation of the ground state and the excitations required $3.5$ hours for each step. Sampling was done with $10$ MPI tasks on $8$ OpenMP processes. Each MPI task required $0.5$ Go. In comparison, the full ED calculation takes around $30.5$ hours on a single core, and requires above $500$ Go in memory (making it hard to parallelize). For this example, though the computation time is similar, the memory needed for dVMC is much smaller than ED.

Because of the exponential scaling in ED, it is not possible to treat systems much larger than $16$ sites. But the scaling is considerably better for dVMC (polynomial in cluster size and variational parameters) and we can reach $64$ sites. The result in Fig. 1(c) ($n = 1.0$) required $45$ and $20$ hours of computation, respectively, for the ground state and excitations. Sampling was done with $10$ MPI tasks on $10$ OpenMP processes, with each MPI task requiring $4$ Go of memory.

**IV. DISCUSSION**

The technique has several important advantages. First, it has favorable scaling with system size, which enables the treatment of systems beyond the capacity of current exact diagonalization solvers, typically limited to about $16$ sites near half-filling. Second, the method is quite flexible and can be straightforwardly adapted to make use of any variational wavefunction; it is not constrained to the Slater-Jastrow-Gutzwiller ground state used here. For instance, one novel choice would be artificial Neural Network ansatzes inspired by ideas from machine learning [10–13].

The key idea here is that we never express any state in the full $4^N$ Hilbert space. It is only necessary to calculate a set of projections $\langle \Omega | H | \varphi \rangle$ and $\langle \varphi | \Omega \rangle$ on the variational ground state $\Omega$ in order to obtain a good approximation of the true ground state and the excitation spectrum (Eq. (11)-(14)). This is in contrast to the traditional Lanczos and band Lanczos methods where a few vectors of the full Hilbert space need to be computed before obtaining the low dimension effective Hamiltonian, thus limiting studies to cluster of about $20$ or even fewer sites. This constraint is removed with the present Green function calculation algorithm. It can be used with any
FIG. 1. Fermi surface (top row) and density of states \(\rho(\omega)\) (bottom row) for different dopings \(n\) for a (a) 4×4, (b) 6×6 and (c) 8×8 cluster. The blue dashed line shows the antiferromagnetic zone boundary.
ground state from which we can calculate static observables.

As a demonstration of the capabilities of the technique, we have performed an extensive set of CPT calculations on the 2D Hubbard model. Our results show good agreement with exact diagonalization impurity solvers for small clusters, and for large clusters they capture the important features of the Fermi surface as a function of hole doping, such as the formation of Fermi arcs marking the transition to the pseudogap, a result that has been disputed for small clusters [46]. We treat large clusters of up to 64 sites, beyond the reach of current ED impurity solvers, to examine the dependence on cluster size, and find that the results are converged for clusters of 16 sites or more, with only minor quantitative differences evident between the Fermi surfaces at $N = 16$ and $N = 64$.

We do however observe some dependence on the shape of the cluster, with square clusters giving the clearest indication of the formation of Fermi arcs. Although this effect is consistent with ED results [54], it is clearly exposed here by our dVMC results for clusters of various shapes and sizes. This effect is likely caused either by the asymmetry of the superlattice or by the symmetrization of the Fermi surface that we impose. This suggests that it is preferable to use square clusters in order to study the pseudogap transition in future quantum cluster method calculations.

Our observation of Fermi arcs for various system sizes provides convincing evidence of their existence in the doped Hubbard model, a notable and important result considering that the origin and robustness of these features remain an open question, as noted in Refs. [46, 63]. Reference [46] demonstrated that it is not possible to distinguish between the formation of hole-pockets and Fermi arcs for small clusters. Though we have used the G-scheme periodization in this work, the tendency towards the formation of Fermi arcs for very large clusters offers compelling evidence that the existence of these features is not strongly dependent on the periodization scheme. As discussed in Sec. II F, the effect of neglecting the self-energy between clusters, as is done in CPT, diminishes with increasing cluster size.

Fig. 1(c) reproduces precisely what is observed in ARPES measurements (e.g. Fig. 20 of Ref. [64]). In other
words, in the paramagnetic Hubbard model we observe a Mott insulator at half-filling, Fermi arcs in the under-
doped region and large Fermi surface in the overdoped region. We observe only Fermi arcs and no trace of hole-
pockets. This confirms that the single-layer, one-band Hubbard model, in the paramagnetic state, contains the minimal ingredients to produce the Fermi arcs as observed in ARPES.

The existence of these Fermi arcs is in direct contradic-
tion with the hole-pocket picture, suggested by quantum oscillations experiments, quantum oscillations require coherent transport of electrons around the Fermi surface. Indeed, quantum oscillations require coherent transport of electrons; therefore, they cannot come from pockets that appear in other broken symmetry states, such as charge order. Fermi arcs should not produce any quantum oscillation signal due to the incoherent nature of the antinodal region, as seen in Figs. 1, 2 and 3. This is confirmed by the experiments of Ref. that observed both arcs and pockets in the same 5-layer material with both ARPES and quantum oscillations but where quantum oscillations are explained by the observed hole-pockets, with no Fermi arc contribution. Indeed, quantum oscillations require coherent transport of electrons around the Fermi surface. Most likely no electron accomplish even a single period around the Fermi surface before getting scattered in the antinodal region, resulting in the absence of a quantum oscillation signal from Fermi arcs.

V. CONCLUSION

In this work we have introduced and benchmarked an extension of the original dVMC method, which is designed to compute the Green function for strongly-correlated systems. This new method removes the constraint of periodic boundary conditions and translational invariance that was a requirement of the original dVMC technique. In addition, we have introduced a filtering algorithm to reduce Monte Carlo noise and improve the quality of the results. The difference between exact diagonalization results and our approach is of order 5% at most for the largest clusters available.

The method is free of the sign problem and does not require analytic continuation. In principle, there is no restriction on the choice of strongly correlated Hamiltonian, and it can be used to study any magnetic phase with equivalent precision for large and small interaction. It can be implemented with complex numbers, for instance to treat spin-orbit coupling. One additional extension reserved for future work is to adapt the formalism to measure the Nambu Green function, in order to treat systems with superconducting phases. The formalism is sufficiently versatile to be used to measure the Green function for any kind of variational ground state, including cluster dynamical mean-field theory (CDMFT), and dynamical cluster approximation (DCA), among others.

By applying this generalized dVMC approach with Cluster perturbation theory on unprecedented large cluster sizes, we claim that we have demonstrated that Fermi arcs with no trace of hole-pockets can form near half-filling in the single-band Hubbard model.

ACKNOWLEDGMENTS

We thank Nicolas Gauthier and Louis Taillefer for useful discussions. This research was undertaken thanks in part to funding from the Canada First Research Excellence Fund, the Natural Sciences and Engineering Research Council (Canada) under Grant No. RGPIN-2021-04043 and RGPIN-2019-05312. P.R. was supported by a postdoctoral fellowship from Institut quantique. Computing resources were provided by Compute Canada and Calcul Québec.

Appendix A: Benchmarks against exact diagonalization

To gauge the accuracy of the technique we perform a set of benchmarks against exact diagonalization on small clusters of various sizes and shapes. We begin with a comparison of the VMC and ED ground states for clusters up to N = 16 sites (Fig. 4) at and away from half-filling. In Table I we present results for the ground state energy, double occupancy and spin-spin correlation functions for both techniques for all the clusters in Fig. 4. At half-filling the VMC ground state energy shows excellent agreement with the ED result, generally to within 1%, while the double occupancy and spin-spin correlation function are accurate to within 5%. Away from half-filling the ground state energy is accurate to within 5% and the double occupancy and spin-spin correlation is generally within 15% of the ED result.

In Table II we present a comparison of the VMC and ED ground states as a function of interaction strength for two 16 site clusters, a 16 × 1 cluster and a 4 × 4 cluster, both at half-filling. The VMC ground state is generally highly accurate, with the ground state energy within 1% of the exact result and the observables within 5%.

Having calibrated the accuracy of the VMC ground state we proceed with a comparison of the spectral function obtained using dVMC to that obtained using ED. We present several example calculations in Fig. 5. For a cluster of 4 sites the VMC result is exceptionally accurate, nearly indistinguishable from the exact result. With increasing cluster size the VMC result continues to capture the prominent features, including the gap, with reasonable accuracy, though it does not reproduce many of the smaller structures present in the exact solution. We provide a numerical comparison of the spectra versus the number of excitations in Table III, which shows the
| $N_e$ | $E_{\text{ED}}/N$ | $E_{\text{VMC}}/N$ | $D_{\text{ED}}$ | $D_{\text{VMC}}$ | $\langle S^z_i S^z_j \rangle_{\text{ED}}$ | $\langle S^z_i S^z_j \rangle_{\text{VMC}}$ |
|-------|------------------|-------------------|----------------|----------------|-----------------------------|-----------------------------|
| 2×2  | 4                | -4.3300587       | -4.3300576     | 0.032496       | 0.03268(38)                | -0.6128                     | -0.6127(14)                |
| 2×3  | 6                | -4.36297         | -4.36168(39)   | 0.042213       | 0.04194(17)                | -0.42790                    | -0.43290(65)               |
| A8   | 8                | -4.34301         | -4.34120(10)   | 0.054275       | 0.05426(98)                | -0.2277                     | -0.2313(24)                |
| B10  | 10               | -4.385580        | -4.381509(72)  | 0.052058       | 0.05305(80)                | -0.42790                    | -0.43290(65)               |
| 3×4  | 12               | -4.40944         | -4.403467(59)  | 0.050780       | 0.05112(86)                | -0.3925                     | -0.4056(23)                |
| 4×4  | 16               | -4.42553         | -4.419112(52)  | 0.051814       | 0.0530(11)                 | -0.372674                   | -0.3892(26)                |
| 2×2  | 2                | -0.8019377       | -0.8019377     | 0.008648       | 0.008549(63)               | -0.13578                    | -0.13523(26)               |
| 2×3  | 4                | -0.76348         | -0.763390(12)  | 0.01436        | 0.01427(12)                | -0.19466                    | -0.19986(45)               |
| A8   | 6                | -0.67643         | -0.671260(60)  | 0.02798        | 0.02941(19)                | -0.07254                    | -0.07318(49)               |
| B10  | 8                | -0.6824          | -0.669543(78)  | 0.02943        | 0.03095(20)                | -0.03942                    | -0.05782(50)               |
| 3×4  | 10               | -0.6690          | -0.646762(83)  | 0.02872        | 0.03305(21)                | -0.05137                    | -0.05828(56)               |
| 4×4  | 14               | -0.6326          | -0.60704(13)   | 0.03929        | 0.04312(57)                | -0.2478                     | -0.2120(16)                |

TABLE I. Comparison of ED and VMC ground state energy per site ($E_{\text{ED}}/N$ and $E_{\text{VMC}}/N$ respectively), double occupancy ($D_{\text{ED}}$ and $D_{\text{VMC}}$) and the $S^z$-$S^z$ correlation ($\langle S^z_i S^z_j \rangle_{\text{ED}}$ and $\langle S^z_i S^z_j \rangle_{\text{VMC}}$). The sites for the $S^z$-$S^z$ correlation are indicated in red in Fig. 4. The error estimate on the energy in the 2×2 case was omitted since it is very small and unreliable.

| $U$   | $E_{\text{ED}}/N$ | $E_{\text{VMC}}/N$ | $D_{\text{ED}}$ | $D_{\text{VMC}}$ | $\langle S^z_i S^z_j \rangle_{\text{ED}}$ | $\langle S^z_i S^z_j \rangle_{\text{VMC}}$ |
|-------|------------------|-------------------|----------------|----------------|-----------------------------|-----------------------------|
| 16×1  | 0                | -1.22974          | -1.22974       | 0.2500         | 0.2525(19)                 | -0.1675                     | -0.1677(14)                |
|       | 1                | -1.49962          | -1.49927(12)   | 0.2139         | 0.2157(21)                 | -0.1984                     | -0.1981(13)                |
|       | 4                | -2.55117          | -2.54990(27)   | 0.1004         | 0.0994(15)                 | -0.3262                     | -0.3159(26)                |
|       | 8                | -4.31482          | -4.31451(17)   | 0.0367         | 0.0360(12)                 | -0.4168                     | -0.4096(32)                |
| 4×4   | 0                | -1.36803          | -1.36803       | 0.2499         | 0.2507(19)                 | -0.2094                     | -0.2097(11)                |
|       | 1                | -1.65222          | -1.65159(16)   | 0.1962         | 0.1964(14)                 | -0.1873                     | -0.1854(11)                |
|       | 4                | -2.70288          | -2.69918(35)   | 0.1148         | 0.1148(12)                 | -0.2999                     | -0.2915(21)                |
|       | 8                | -4.42553          | -4.41896(76)   | 0.0518         | 0.0530(11)                 | -0.3727                     | -0.3892(26)                |

TABLE II. Comparison of exact diagonalization and VMC ground state energy, double occupancy and $S^z$-$S^z$ correlation versus $U$. We show results for a 16×1 cluster and a 4×4 cluster. Notation as in Table I. The error estimate on the energy in the $U = 0$ case was omitted since it is very small and unreliable.

We present a final comparison between dVMC and ED for a 4×4 cluster at half-filling at increasing values of interaction strength. In Fig. 6 we show the Fermi surface from dVMC and ED. The agreement is excellent for low to high interaction. Small features cause by the superlattice structure at $U = 4$ present in ED are absent in dVMC. Fig. 7 shows the spectral function along a triangular path in the first quadrant of the BZ. Again we find excellent agreement with ED, with only minor quantitative differences evident even at large interaction strength. The parameters of Fig. 6 and 7 correspond to the ones used in the main text of the article. This is the largest square cluster that can be benchmarked against ED and from these results we conclude that CPT with dVMC is a reliable method to capture the physics observed in CPT with ED.

Appendix B: Excitation scheme

In the following, we detail how the set of excited states is generated. As described in section II B, the excited states of Kolmogorov-Smirnov tests [71] comparing the dVMC and ED spectra.
FIG. 5. Comparison of the local spectral function $A_{ii}(\omega)$ computed using dVMC versus ED. The ED results are shown in black and the dVMC results in color. The cluster shapes are shown in the inset, with the colors denoting the sites for which the spectral function is shown in the main plot.

| $N_e$ | $n_h = 1$ | $n_h = 2$ | $n_h = 3$ | $n_h = 4$ |
|------|----------|----------|----------|----------|
| 2×2  | 4        | 0.00719  | 0.00690  | -        | -        |
| 2×3  | 6        | 0.07210  | 0.03054  | 0.02469  | -        |
| A8   | 8        | 0.10592  | 0.09223  | 0.06395  | -        |
| B10  | 10       | 0.12057  | 0.10797  | 0.10158  | 0.08518  |
| 3×4  | 12       | 0.10141  | 0.07766  | 0.05224  | 0.04967  |
| 4×4  | 16       | 0.10933  | 0.08581  | 0.07762  | 0.07156  |

TABLE III. Kolmogorov–Smirnov error in the local spectral function per site versus range of excitations for different cluster geometries (see Fig. 4). $N_e$ is the number of electron and $n_h$ is the number of nearest-neighbor hops allowed in the selection of the excitation operator $\hat{B}_{im\sigma}$. See Eq. (10) and Appendix B.

| $N_e$ | $n_h = 1$ | $n_h = 2$ | $n_h = 3$ | $n_h = 4$ |
|------|----------|----------|----------|----------|
| 16×1 | 1        | 0.03159  | 0.02633  | 0.02767  | 0.02840  |
|      | 4        | 0.05730  | 0.05176  | 0.05102  | 0.05089  |
|      | 8        | 0.05821  | 0.04807  | 0.04485  | 0.04412  |
| 4×4  | 1        | 0.03435  | 0.03218  | 0.03296  | 0.03501  |
|      | 4        | 0.08105  | 0.06304  | 0.06372  | 0.06311  |
|      | 8        | 0.10933  | 0.08581  | 0.07762  | 0.07156  |

TABLE IV. Kolmogorov–Smirnov error in the local spectral function per site versus $U$. Notation as in Table III.

states are given by $\hat{c}_{i\sigma}^\dagger |\psi_{i\sigma}\rangle$, for the $N_e + 1$ sector and $\hat{c}_{i\sigma} |\psi_{i\sigma}\rangle$ for the $N_e - 1$ sector, where the state $|\psi_{i\sigma}\rangle$ is defined by $\bar{B}_{im\sigma} |\Omega\rangle$. The operator $\bar{B}_{im\sigma}$ creates three distinct types of excitations. In principle, additional types of excitations can be used to construct this basis, but we observe that accurate results can be obtained using only the three types included here. The first two $\bar{B}_{im\sigma}$ are the identity (corresponding to $m = 0$) and $\bar{n}_{i\sigma} (m = 1)$. These two excitations are important because of their contribution to the effective basis. For $m > 1$, we have another type of excitation created by the operator $\bar{B}_{im\sigma} = \bar{n}_{b_{im\sigma}} \bar{n}_{i'\sigma} |\psi_{i'\sigma}\rangle$. Typically it is not computationally feasible to include all possible combinations of $b_{im\sigma}$ and $b_{im\sigma}'$ in the set of excitations. Instead, we must select a subset of excitations, which we choose based on an empirical rule designed to identify relevant excitations.

As a concrete example of the procedure for selecting the $\bar{B}_{im\sigma}$, let us consider the case of a 4×4 cluster. This cluster is illustrated in Fig. 8. The set of sites within $n_h = 2$ hops for a 4×4 cluster is indicated by the blue shaded region, first for a corner site ($i = 0$), followed by...
FIG. 7. Spectral function versus interaction strength, comparison with ED impurity solver. The top row shows the CPT spectral function computed using dVMC as the impurity solver and the bottom row using ED as the impurity solver. This is the same system as in Fig. 6.

TABLE V. List of $\hat{B}^{m\uparrow}_{i\sigma}$ (see Eq. (9)), for corner ($i = 0$), edge ($i = 1$) and interior ($i = 5$) sites. We list only a subset of $i$ and $m$ in order to remain concise. The colors correspond to the examples illustrated in Fig. 8.

| $m \times i$ | 0 | 1 | 5 | ...
|--------------|---|---|---|---
| 0            | $\hat{n}_{0\uparrow}$ | $\hat{n}_{1\downarrow}$ | $\hat{n}_{5\uparrow}$ | ...
| 1            | $\hat{n}_{1\uparrow}$ | $\hat{n}_{5\downarrow}$ | $\hat{n}_{9\uparrow}$ | ...
| 2            | $\hat{n}_{5\uparrow}$ | $\hat{n}_{9\downarrow}$ | $\hat{n}_{13\uparrow}$ | ...
| ...
| 9            | $\hat{n}_{1\uparrow}$ | $\hat{n}_{5\downarrow}$ | $\hat{n}_{9\uparrow}$ | ...
| 10           | $\hat{n}_{1\uparrow}$ | $\hat{n}_{5\downarrow}$ | $\hat{n}_{9\uparrow}$ | ...
| ...
| 29           | $\hat{n}_{5\uparrow}$ | $\hat{n}_{9\downarrow}$ | $\hat{n}_{13\uparrow}$ | ...
| 30           | $\hat{n}_{5\uparrow}$ | $\hat{n}_{9\downarrow}$ | $\hat{n}_{13\uparrow}$ | ...
| 31           | $\hat{n}_{5\uparrow}$ | $\hat{n}_{9\downarrow}$ | $\hat{n}_{13\uparrow}$ | ...

TABLE VI. Number of excitations $N^\text{exc} = 2 + N_b^{\text{min}} (N_b^{\text{min}} + 1)$ and its relation to the number of neighbor of the corner site $N_b^{\text{min}}$ as a function of the number of hops $n_h$. We show these numbers for two square clusters: $4 \times 4$ and $8 \times 8$. $N^\text{exc} N$, the size of the matrices, is also shown.

| $n_h$ | $N_b^{\text{min}}$ | $N^\text{exc}$ | $N^\text{exc} N$ | $N_b^{\text{min}}$ | $N^\text{exc}$ | $N^\text{exc} N$
|-------|------------------|----------------|------------------|------------------|----------------|------------------|
| 1     | 2                | 8              | 128              | 2                | 8              | 512              |
| 2     | 5                | 32              | 512              | 5                | 32              | 2048             |
| 3     | 9                | 92              | 1472             | 9                | 92              | 5888             |
| 4     | 12               | 158             | 2528             | 14               | 212             | 13568            |
| 5     | 14               | 212             | 3392             | 20               | 422             | 27008            |
| 6     | 15               | 242             | 3872             | 27               | 758             | 48512            |

For the sake of clarity and simplicity, we have not included all the details of our method for generating excitations with the operator $\hat{B}^{\text{site}}$. Generally, we find that $\hat{B}^{\text{site}}$, where the sites $\hat{n}_m^{(i)}$ are near the site $i$, tend to be more important. In any case, provided the number of electrons $N_e$ and the spin $S_z$ are conserved, any excitation generated by the operator $\hat{B}^{\text{site}}$ can contribute to the sampling of the effective basis. For sufficiently large sets of excitations generated according to these principles, our results for the converged Green function are relatively insensitive to the specific excitations chosen.
The colored arrows (green, blue and red) represent the position and the spin of the $\hat{n}_i$ cluster. The blue shaded region represents all the sites that can be reached from site $i$ with $n_i = 2$ nearest-neighbor hops. The colored arrows (green, blue and red) represent the position and the spin of the $\hat{c}_{i,\sigma}$ operator and the orange arrow is the position and the spin of the $\hat{c}_{i,\sigma}^\dagger$ operator. The colors correspond to the colored entries of table V.

**FIG. 8.** Illustration of few $\tilde{B}_{i,\sigma}$ (see Eq. (10)), for (a) corner ($i = 0$), (b) edge ($i = 1$) and (c) interior sites ($i = 5$) of a $4 \times 4$ cluster. The blue shaded region represents all the sites that can be reached from site $i$ with $n_i = 2$ nearest-neighbor hops.
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