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Abstract—In adversarial environments, one side could gain an advantage by identifying the opponent’s strategy. For example, in combat games, if an opponent’s strategy is identified as overly aggressive, one could lay a trap that exploits the opponent’s aggressive nature. However, an opponent’s strategy is not always apparent and may need to be estimated from observations of their actions. This paper proposes to use inverse reinforcement learning (IRL) to identify strategies in adversarial environments. Specifically, the contributions of this work are 1) the demonstration of this concept on gaming combat data generated from three pre-defined strategies and 2) the framework for using IRL to achieve strategy identification. The numerical experiments demonstrate that the recovered rewards can be identified using a variety of techniques. In this paper, the recovered reward are visually displayed, clustered using unsupervised learning, and classified using a supervised learner.

I. INTRODUCTION

In adversarial environments, such as sporting events, gaming, or even defending against a cyber attack, one side could gain an advantage by identifying the opponent’s strategy. The value of strategy identification lies in the ability it provides to foresee, and thereby counter, the opponent’s future actions. In combat games, for example, if an opponent’s strategy is identified as overly aggressive, one could lay a trap that exploits the opponent’s aggressive nature. However, an opponent’s strategy is not always apparent and may need to be estimated from observations of their actions. This paper proposes to use machine learning, specifically inverse reinforcement learning, to identify strategies in adversarial environments.

Strategic planning is often defined by four concepts. Goals are high-level concepts that define what needs to be accomplished. Objectives are quantitative measures that determine if a goal has been achieved. Strategies are plans for achieving the defined objectives. Tactics are the low-level actions for carrying out a strategy. In the combat gaming example, the goal is to win the engagement. There are numerous objectives that could be associated with achieving this goal, including securing a particular target or minimizing casualties. Similarly, there are many strategies for achieving objectives; for example, being aggressive or defensive. Tactics are the specific sequence of actions carried out by each side in the engagement. The high-level goal (to win) is known to both sides, and the low-level tactics are observable during the engagement. However, the objectives and the strategies of the opponent are unknown, but given the hierarchy previously defined the objectives and the strategies should be correlated with the tactics. Therefore, we hypothesis that the objectives and the strategies can be inferred from the observed tactics of the opponent.

Markov decision processes (MDPs) [1], [2] are often used in artificial systems to model sequential decision making. An MDP is primarily defined by states, actions, rewards, and a state transition function. A policy maps states to actions, and an optimal policy maximizes expected future reward. The components of an MDP map to the four strategic planning concepts previously defined. The goal is to maximize expected future reward. The tactics are the state-actions pairs that result from an implemented policy. The objectives and the strategy are represented by the reward function, i.e. the reward function is measurable and the parameters of the reward function define an agent’s behavior.

Reinforcement learning (RL) [3] is a common machine learning technique for learning optimal policies through interaction with an environment. The standard RL paradigm involves an agent selecting an action in a given state and then observing a state transition defined by the transition function and a reward defined by the reward function. By repeating this process and exploring using a probabilistic exploration policy that includes random actions, the agent can eventually learn an optimal policy. On the other hand, inverse reinforcement learning (IRL) [4] estimates a reward function from observations of an expert’s actions in an environment.

Inverse reinforcement learning has developed largely within the field of robotics. A few of the notable advances in robotics include training autonomous acrobatic helicopters [5], robot navigation through crowded rooms [6], and autonomous vehicles [7]. More recently there has been growing interest in applying IRL to human behavior problems in areas such as inferring cultural values [8], modelling human routines [9], and even so far as neuroscience models of human reasoning [10]. Unfortunately, theoretical solutions to the IRL problem remain challenging, requiring either strict mathematical assumptions such as linearity (e.g., [11], [12]) or large resource requirements such as sample or computation complexity (e.g., [13], [14]). As such, the field of IRL is a very active one that has huge potential as the theory continues to advance.
Multi-agent IRL estimates reward functions in multi-agent settings and most techniques rely heavily on game-theoretic principles [15], [16]. However, this reliance makes their use impractical when notions of equilibria cannot be defined. At a high level, multi-agent IRL seems like a suitable construct for strategy identification in combat scenarios, e.g., each side could be considered an agent and each side may be composed of multiple agents, but the multi-agent IRL construct and algorithms need significant advancement before they can become feasible.

This paper proposes that IRL can be used to recover unique reward functions that are correlated with strategies in adversarial environments such as combat games. Specifically, the contributions of this work are 1) the demonstration of this concept on gaming combat data using three pre-defined strategies and 2) the framework for using IRL to achieve strategy identification. The IRL algorithm used in this study utilizes kernel methods to realize expressive functions of the state space [17], [18]. IRL has been used to create agent based models [19], identify decision agents [20], and to estimate strategy in other domains, including animal behavior [21], table tennis [22], and financial trading [23], [24]. However, this is the first study to apply IRL to estimating strategies for combat games.

Further, IRL has two traits that make the technique well suited for strategy identification. First, the reward function is independent of the environment dynamics, but the policy is dependent upon both the reward function and the environment dynamics. This is analogous to the concepts in strategic planning where the strategy and objectives are most likely independent of low-level concepts like setting but the tactics are not. Second, the estimated reward function can be used for prediction if the dynamics change. Simply estimating the policy in this situation is not sufficient as it may no longer be optimal and therefore may not be directing the agent’s actions. The reward function could be used in conjunction with a model-free learner to estimate a new policy and thus predict future actions of the adversary.

This paper is organized as follows. Section II provides background information on MDPs, RL, and IRL. Section III outlines the IRL algorithms used for strategy identification. Section IV describes the numerical experiments performed to validate the IRL methods. Section V provides our conclusions from the numerical experiments and possible areas of future work.

II. BACKGROUND

General RL theory rests on Markov decision process models (MDPs). In this paper an MDP is defined as any tuple \((S, A, T, r)\) where \(S\) is a set of states, \(A\) is a set of actions, \(T : S \times S \times A \rightarrow [0, 1]\) is a transition probability function satisfying \(T(s', s, a) = P(s' | s, a)\), and \(r : S \rightarrow \mathbb{R}\) is a reward function.

Given an MDP any function \(\pi : A \times S \rightarrow [0, 1]\) satisfying \(\pi(a, s) = P(a | s)\) will be called a policy function. Every \(\pi\) possesses a unique value function \(V^\pi : S \rightarrow \mathbb{R}\) and action-value function \(Q^\pi : S \times A \rightarrow \mathbb{R}\) defined as

\[
V^\pi(s) = \lim_{T \to \infty} \mathbb{E}_{\pi} \left[ \sum_{t=1}^{T} \gamma^{t-1} r(X_t) | X_1 = s \right]
\]

\[
Q^\pi(s, a) = \lim_{T \to \infty} \mathbb{E}_{\pi} \left[ \sum_{t=1}^{T} \gamma^{t-1} r(X_t) | X_1 = s, Y_1 = a \right].
\]

where \(\gamma \in [0, 1)\) is called a discount factor, \(X_t(\omega) = s_t \in S\) is a random variable defined on \(\omega = (s_1, a_1, s_2, a_2, \ldots) \in \Omega = (S \times A)^\infty\) and \(\omega\) is distributed according to \(P_\pi(\omega | s_1) = \prod_{t=1}^{\infty} \pi(a_t, s_t) T(s_{t+1}, s_t, a_t). (1)\)

The goal of RL algorithms is to learn an optimal policy, \(\pi^*\), for an MDP where optimality is defined as \(V^\pi(s) \geq V^\pi^*(s) \forall \pi, s\). The goal of IRL algorithms is to learn a reward \(r\), assuming an MDP where \(r\) is not known, for which a given policy \(\pi\) is optimal. Because the traditional IRL problem statement has known degenerate solutions additional requirements are often added to yield useful solutions.

III. ALGORITHMS

A. Reward Learning

1) IRL Algorithm: To learn rewards the projection variant of [11] was utilized and extended via kernel-based methods as described in [17]. For our purposes we define a kernel as any \(k : S \times S \rightarrow \mathbb{R}\) that induces a positive semi-definite Gram matrix \(K \in \mathbb{R}^{S \times S}\) where \(K_{ij} = k(s_i, s_j)\).

Intuitively, kernel methods can be thought of as either a non-linear extension to linear function approximation techniques or as functions in a space \(H = \text{span}(k(S, \cdot))\). A particularly common interpretation for kernels is as similarity measures. This interpretation is most often taken when \(k\)’s value is in \([0, 1]\).

Mathematically, kernels can be interpreted as an inner product between vectors in \(H\). That is, \((s, s')_k = \langle k(s, \cdot), k(s', \cdot) \rangle := k(s, s')\). This definition also allows for the norm \(||v \in H|| = \sqrt{\langle v, v \rangle}\) which is useful for cluster analysis and visualizations.

In the original projection IRL algorithm, which is extended below, the goal is to match feature expectation given some \(\Phi : S \rightarrow \mathbb{R}^n\). In the kernel-based extension feature expectation becomes the kernel expectation, defined as

\[
\mu(\pi) = \mathbb{E}_{\pi} \left[ \sum_{t=1}^{T} \gamma^{t-1} k(X_t, \cdot) \right]. (2)
\]

The complete kernel-based algorithm is provided in Algorithm I. It should be noted that the algorithm as stated creates a set of reward functions whose optimal policies have a convex combination that approximates the expert. For our analysis we required a single reward function and simply chose the \(r_i\) from this set whose optimal policy \(\pi^*_i\) had the smallest \(||\mu_E - \mu(\pi^*_i)||\).


The final component that needs to be implemented for a specific algorithm is the kernel $k$. For our kernel we calculated 6 features to describe the present location of our agent: (1) min distance to living red, (2) max distance to living red, (3) min distance to living blue, (4) max distance to living blue, (5) min cos similarity between living red and blue and (6) max cos similarity between living red and blue. These features were scaled appropriately so that each feature was in $[0, 1]$ and then a Gaussian kernel was applied.

### B. Policy Learning

1) **RL Algorithm:** The utilized IRL algorithm requires solving for optimal polices given a reward function on each iteration. To satisfy this requirement, an empirical estimate policy iteration method was used. Our approach is an n-step, model-free, Monte Carlo, on-policy Q-function approximation (see Algorithm [2]) and was originally described in [17].

Experiments show that our direct iteration method outperforms other well-known RL algorithms (see Figure [1]) given relatively small training samples from our MDP. All comparison RL algorithms come from the Stable Baseline 3 project [25] and have been moderately tuned with respect to hyper-parameters. Every algorithm was given a budget of 10,000 interactions with the environment before comparing the results.

We believe our improved performance is largely due to the simplicity of our MDP and small sample sizes when training rather than an algorithmic advancement, though more analysis is necessary to confirm. For reference purposes Figure [1] also includes value iteration which represents the optimal solution. During final analysis value iteration was not used due to intractable memory on the full problem.

2) **IRL Implementation:** Our implementation of the above algorithm uses an empirical estimate of $\mu_E$ calculated from some sample $E$ of observed expert trajectories $(s_1, a_1, s_2, a_2, \ldots)$ drawn with probability $P(\pi_E \mid s_1)$ as defined in Equation [1]. Several estimation techniques were tested and the one that seemed to produce the best rewards (determined via human inspection) was 

$$\mu(\pi_E) \approx \hat{\mu}_E = \frac{1}{N(E)} \sum_{s_i} \sum_{s_j} k(s_i, s_j),$$

where $T$ was chosen arbitrarily to be 20 and $N$ is a function which returns the total number of states in $E$. Such a formulation means that longer episodes have more weight since they’ll have more states and $T$ determines how far into the future to consider when estimating the expert’s reward. Equation [3] was also used when estimating $\mu_i$ on line 4 and 10 in Algorithm [1].
This figure shows the distribution of expected value given our MDP and 30 random kernel-based reward functions using the same kernel we use in KPIRL. Our method, direct iteration, out-performs other well-known RL algorithms though still falls short of the optimal value iteration. We believe our improved performance is largely due to the simplicity of our MDP and small sample sizes when training rather than an algorithmic advancement, though more analysis is necessary to confirm.

Fig. 2. The initial starting positions of the red and blue forces in one of the 36 generated matches. These engagements occurred on flat, open terrain inside an area of 340 by 340 meters.

Line 7 in Algorithm 2 allowed for exploring starts. Four exploration heuristics were evaluated: (1) random selection, (2) greedy selection, (3) epsilon-greedy selection, and (4) softmax selection. Of these four methods for exploring starts softmax selections performed best.

Finally, three other variations on the algorithm were tested. First, bootstrapping the update target resulted in decreased performance. Second, using an every visit MC target (cf. [26]) for updates instead of an n-step target gave a small increase in performance for small state spaces but a large decrease in performance in large state spaces. And third, modifying the algorithm to only use value observations from the most recent policy iteration (i.e., clearing \(O\) between line 8 and 9 in Algorithm 2) resulted in decreased performance across the board.

Algorithm 2 Direct Estimate Iteration

1: Initialize: set \(I\), \(M\), \(T\) and \(W\) for iterations, episodes, steps and obs/episode
2: Initialize: set \(\pi_1\) to random policy
3: Initialize: set \(O \subseteq S \times A \times \mathbb{R} = \emptyset\)
4: for \(i \leftarrow 1\) to \(I\) do
5:   for \(m \leftarrow 1\) to \(M\) do
6:      Generate \(s_0\) according to some distribution
7:      Generate \(a_0\) according to some policy
8:      Given \(s_0, a_0\) generate \(s_1, a_1, \ldots, s_T\) with \(\pi_i\)
9:      for \(w \leftarrow 0\) to \(T - W\) do
10:         \(v \leftarrow \sum_{t=0}^{T-W-1} \gamma^{t-1} r(s_{w+t})\)
11:         if \((s_{w}, a_{w}) \in O\) then
12:            \(O(s_{w}, a_{w}) \leftarrow (O(s_{w}, a_{w}) + \hat{v})/2\)
13:         else
14:            \(O(s_{w}, a_{w}) \leftarrow \hat{v}\)
15:         end if
16:      end for
17:   end for
18:   Fit a regressor \(Q_i\) using \(O\)
19:   \(\pi_{i+1}(a, s) \leftarrow \mathbf{1}_{\{a = \arg\max_{a'} Q_i(s, a')\}}\)
20: end for
21: Return: \(\pi_{I+1}\)
opposing forces (referred to as red and blue) were simulated using a gaming combat simulator. In each match both forces were comprised of three fireteams containing three to four AI controlled players each. Matches always occurred in an open field, and the amount of initial space separating the forces was varied slightly (see Figure 2 for an example starting position in a match). At a low level players were controlled by the native AI within the combat game. At a high level forces were nudged to follow one of three strategies: assault, flank or fallback. The red force always assaulted while the blue force assaulted 12 times, flanked 13 times and fell back 11 times. Summary statistics for the data can be found in Table I.

During the 36 simulated matches the location of every AI player, which side they were on, and their health was recorded every 3 seconds. These observations were stored and used during IRL analysis to construct expert state trajectories. Because the IRL algorithm used kernel methods we needed to define \( k : S \times S \rightarrow \mathbb{R} \). In this analysis, \( k \) was a similarity kernel that mapped pairs of states to real numbers between 0 and 1 with pairs of similar states mapping closer to 1 and pairs of dissimilar states mapping closer to 0. When determining the similarity of two states \( k \) considered the minimum distances to blue and red forces, the maximum distances to blue and red forces, the angles of fire between blue and red forces.

In addition, to learn rewards from the above data using the algorithms in this paper the forward RL problem needed to be solved. To facilitate this a simplified MDP simulation was developed where we could take over individual agents and move them at will through any of the 36 pre-recorded matches. Our MDP was far simpler than the original simulation in that it only generated data at the same fidelity of the recorded observations and the environment did not respond differently to deviations in our controlled agent’s behavior.

Despite these huge simplifications IRL was still able to learn meaningful rewards. The full description of the states, actions and transition function in the simulated MDP environment are provided in Table II.

Using the 36 recorded data sets from the combat game, the kernel \( k \), and the simplified MDP it was then possible to both empirically estimate the kernel expectation for the expert policy (see Equation 2 in each data set as well as learn a reward function \( R \in \text{span}(k(S, \cdot)) \) which generated a policy similar to the expert. Using these component, a labeled test was constructed for strategy identification experiments. The label was the blue force’s high level strategy directive, behavior was represented as the empirical kernel expectation for the blue force, and reward was represented as the kernel-based reward function learned via IRL for the blue force.

Three experiments were conducted using the strategy labeled data set: (1) see if a t-SNE plot would show visible separation of strategies with either the expert kernel expectations or reward functions, (2) see if unsupervised learning techniques would be able to cluster strategies with either expert kernel expectations or reward functions and (3) see if a classifier could be trained to identify strategy given either an expert kernel expectation or reward function.

To conduct the t-SNE experiment it was necessary to calculate a distance matrix for both the kernel expectations and the reward functions. This was done via the norm induced by \( k \). For example, if \( a = k(s_1, \cdot) + 2k(s_2, \cdot) \) and \( b = k(s_2, \cdot) \) then the distance between \( a \) and \( b \) was calculated as

\[
||a - b||^2 = \langle a - b, a - b \rangle = \langle k(s_1, \cdot) + k(s_2, \cdot), k(s_1, \cdot) + k(s_2, \cdot) \rangle = k(s_1, s_1) + k(s_2, s_2) + 2k(s_1, s_2).
\]

The t-SNE plot generated from the distance matrices seemed to show slight visual improvements in strategy separation for reward functions over their subsequent expert kernel expectation (see Figure 3).

While care should be taken when interpreting t-SNE plots it was interesting to see that when visualizing reward functions flanking strategies were placed in between assault and fallback strategies. This aligned with the data recordings where assaults tended to be direct charges, fallback tended to be direct retreats and flanking strategies tended to be a mix of strategic approaches and fallbacks.

To conduct the cluster experiments square distance matrices were needed once again. As before these were calculated using the norm induced by \( k \). Using the distance matrices,
a hierarchical agglomerative clustering algorithm, and a complete linkage function two dendrograms were generated (see Figure 4). Clear patterns can be seen in the reward function clusters where 82% of fallback strategies belong to the second cluster and 80% of flank/assault strategies belong to the third cluster.

An interesting pattern that emerged in the cluster analysis was the first cluster in the kernel-based reward functions. At first glance there is no apparent pattern to this cluster which contains 3 flank, 2 fallback and 2 assault data sets. However, upon further analysis it was found that these 7 data sets represented all the matches where red and blue forces were placed within very close proximity before starting the match. Matches that began with forces in close proximity were considerably more chaotic than mid range and far matches. In close matches units often died quickly and the underlying combat simulator AI had little time to plan for the strategy judgments that were provided.

For the final experiment a kernel-based SVM classifier was trained using a one-to-one approach to handle three classes. The classifier was evaluated on overall prediction accuracy using leave one out on all training points. Using expert kernel expectation gave an overall accuracy of 61% while reward functions gave an overall accuracy of 72%. The class specific breakdowns can be seen in the confusion matrix in Figure 5.

The results here followed a similar pattern to the two previous experiments. The classifier from the rewards outperformed the classifier from the kernel expectations, and assault and fallback strategies were easiest to distinguish while flanking and assaulting were commonly mislabeled. The four reward classifier mistakes that confused flanking and fallback data also belonged to the first cluster in the reward dendrogram. Visual inspection found that these four data sets had many early deaths making it difficult for the low level AI to form coherent strategies.

At the end, one final experiment was conducted. This is one that kernel feature expectations would be unable to do and so there is no comparison to make. Using our learned reward function we replaced one of the AI players in a match to see how closely a reward generated policy would match the replaced player’s trajectory. The result of this can be seen in Figure 6.

V. CONCLUSION

In this paper we developed a data driven technique to define an MDP and learn a reward function which explains observed behavior. To validate this technique we generated 36 simulated engagements within a high-fidelity combat simulator and examined reward functions learned from observations of the engagement. We were able to show that by examining the reward functions learned through our technique more accurate predictions could be made about the strategy that generated the observed behavior.

In the future we plan on extending this method to a more general multi-agent formulation for IRL. Such an extension seems important for problems where many agents interact with varying goals and skill levels. Finally, we hope to provide a more sophisticated explanation for why our direct estimate method seems to beat out other RL algorithms in the limited resource use case.
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