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Abstract—We study the performance of state-of-the-art human keypoint detectors in the context of close proximity human-robot interaction. The detection in this scenario is specific in that only a subset of body parts such as hands and torso are in the field of view. In particular, (i) we survey existing datasets with human pose annotation from the perspective of close proximity images and prepare and make publicly available a new Human in Close Proximity (HiCP) dataset; (ii) we quantitatively and qualitatively compare state-of-the-art human whole-body 2D keypoint detection methods (OpenPose, MMPose, AlphaPose, Detectron2) on this dataset; (iii) since accurate detection of hands and fingers is critical in applications with handovers, we evaluate the performance of the MediaPipe hand detector; (iv) we deploy the algorithms on a humanoid robot with an RGB-D camera on its head and evaluate the performance in 3D human keypoint detection. A motion capture system is used as reference.

The best performing whole-body keypoint detectors in close proximity were MMPose and AlphaPose, but both had difficulty with finger detection. Thus, we propose a combination of MMPose or AlphaPose for the body and MediaPipe for the hands in a single framework providing the most accurate and robust detection. We also analyse the failure modes of individual detectors—for example, to what extent the absence of the head of the person in the image degrades performance. Finally, we demonstrate the framework in a scenario where a humanoid robot interacting with a person uses the detected 3D keypoints for whole-body avoidance maneuvers.

I. INTRODUCTION

Detection of humans and their pose in images or videos is useful in various applications. Recently, a number of solutions based on deep convolutional neural networks have appeared that recognize human poses in images. In human-robot interaction (HRI), human pose and keypoint detection is important both for social interaction (to recognize gestures or to keep socially acceptable interpersonal distance) and physical interaction. For the latter, accurate and reliable detection of human body parts is key for safety. Relevant safety standards [1] prescribe specific regimes for warranting safe interaction, such as speed and separation monitoring, whereby the distance between the robot and the human is gauged and it needs to be guaranteed that the machine can stop before colliding with the operator. Solutions in industry relying on 2D or 3D scanners are inflexible and result in large protective zones and corresponding footprint of the robot on the factory floor. Detecting individual parts of the human body and their current position with respect to the moving robot brings higher resolution, flexibility, and potential to boost productivity of a collaborative application (e.g., [2], [3]). However, this scenario differs from the standard case, whereby complete human bodies from considerable distances are detected in images by pose detectors. For physical HRI—in particular for humanoid robots with sensors typically on the body—the human is seen from close proximity and hence only some body parts are visible (see Fig. 1). Second, pixel coordinates of the human body in the image are not sufficient. This is where this work ties in: we assess the performance of several state-of-the-art human pose detectors in the close proximity scenario, including their conversion from 2D to 3D.

The main contributions of this paper are the following: (i) survey of existing datasets with human pose annotation and creating a new Human in Close Proximity (HiCP) dataset; (ii) quantitative and qualitative comparison of state-of-the-art human whole-body keypoint detection methods (OpenPose, MMPose, AlphaPose, Detectron2) and special hand-only detector (MediaPipe) on this dataset; (iii) experimental evaluation using an RGB-D camera on the moving head of a humanoid robot and assessment of keypoint detection in 3D; (iv) deployment in a closed-loop scenario with a humanoid robot monitoring a human and performing real-time whole-body avoidance.
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II. RELATED WORK

A. Human keypoints datasets

Human keypoints can be divided into three main groups. 1) body keypoints containing basic keypoints of arms, legs, torso, and head; two examples with 17 and 26 keypoints are shown in Figs. 2a and 2b respectively; 2) hand keypoints containing 21 keypoints in a palm (see Fig. 2c); 3) face keypoints covering a head with 68 keypoints (see Fig. 2d).

There are several well-known datasets with annotated human keypoints. The first of them is the COCO dataset [5]. It consists of more than 200,000 images with several features, such as object segmentation, object detection, or people with annotated keypoints. The original human keypoint annotations provided with the COCO dataset have 17 keypoints per person. Subsequently, these were extended to COCO-WholeBody annotations [4] with finger, foot, and face keypoints, resulting in 133 keypoints together. The resulting dataset contains about 64,000 training images and 2,700 validation images with people in the scene.

The Halpe dataset [6], [7] contains human keypoints similar to the COCO-WholeBody annotations, with slight differences in the number of keypoints (136) and annotation format. It has 41,000 training images with people and shares the same validation images with the COCO dataset.

The DensePose-Posetrack dataset [8] is a dataset consisting of video sequences with multiple people. The dataset aims to estimate the pose and track humans in video challenges. The annotations of the video frames contain 17 human body keypoints per person, similar to the original COCO dataset.

In addition to these datasets, there are other human-oriented datasets, e.g., the DAVIS dataset [9] with people in challenging poses or the EPIC-KITCHENS dataset [10] with egocentric views. However, they lack human keypoint annotations. The overview of the datasets is shown in Tab. I.

![Image 2a](https://doi.org/10.1109/Humanoids53995.2022.10000133)

![Image 2b](https://github.com/Fang-HaoShu/Halpe-FullBody)

![Image 2c](https://github.com/Fang-HaoShu/Halpe-FullBody)

![Image 2d](https://github.com/Fang-HaoShu/Halpe-FullBody)

Fig. 2: Selected human body keypoint standards.

### TABLE I: Properties of the presented datasets.

| Dataset        | Keypoints | Data type | Size [frames] |
|----------------|-----------|-----------|---------------|
| COCO           | 17 body, 26 (Halpe) | - | - | - |
| COCO-WholeBody | 21 hand, 26 (Halpe) | - | - | - |
| Halpe          | 16 face, 26 (Halpe) | image | 200,000 |
| MPII           | 17 hand, 26 (Halpe) | video | 25,000 |
| DensePose      | 17 hand, 42 (Halpe) | image | 43,000 |
| EPIC-KITCHENS  | - face, 26 (Halpe) | video | 3,455 |

B. Human keypoint detectors

1) Keypoint detection from RGB images: In general, there are two approaches for the detection of human body keypoints in 2D images.

a) Bottom-up methods: detect the human body keypoints at first and they are reconstructed (connected) to each human body pose (skeleton) afterwards. The main representative of this approach is OpenPose [11], [12]. Specific models of MMPose [13] also use the bottom-up approach (not used here). The bottom-up approach is faster than the top-down method with more people appearing in the input images, as the human keypoints are detected all at once.

b) Top-down methods: proceed in the reverse order, as they first detect people and their bounding boxes and the desired body keypoints are detected separately in each of the detected human body bounding box. Such approach is used in AlphaPose [6], [14], [15], MMPose [16], and Detectron2 [17] / DensePose [18].

There are also specialized detectors for specific body parts. Here we employ MediaPipe [19] for detection of keypoints on the hands. In this work, we compare the following pose estimators for human keypoint detection in the close proximity scenario (the overview is shown in Tab. II):

- OpenPose [11], [12] – Real-time multi-person system to detect human keypoints. It is divided into 3 detection blocks (body+foot, hand, face). The first block is trained on COCO and MPII [20] datasets. The hand and face blocks are trained on the MPII dataset. The latest version supports single-person tracking.
- Detectron2 [17] – A library that provides solutions to different computer vision tasks, including human keypoint detection (originally DensePose [18]). The detector was trained on the original COCO dataset and detects only body keypoints. Another drawback is the lack of a tracking feature.
- MMPose - model HRNetV2-W48 [16] – A selected model for the estimation of human pose from the OpenMMLab project. It contains models for the annotation of all three groups (body, hand, face keypoints). The models are trained on the original COCO dataset and then fine-tuned using the COCO-WholeBody dataset. It also provides tracking of poses in the images.
- AlphaPose [6], [14], [15] – Multi-person pose estimator and tracker with models trained either on the COCO-WholeBody dataset or on the Halpe dataset.
- MediaPipe – Open source framework introduced in [19], containing a hand keypoint detection called MediaPipe Hands [21]. The hand detector provides output similar...
to the Halpe and COCO-WholeBody ones.

2) From keypoints in 2D to 3D: For several applications such as HRI, keypoint coordinates in 3D rather than in the image are necessary. Typically, pixel coordinates from 2D keypoint detectors are complemented by their depth from RGB-D sensors or stereo cameras. The approaches in [22], [23], [24] predict 3D human body keypoints based on 2D detections and depth information. Fang et al. [25] combine 2D human body keypoints detection in the RGB images with fitting a 3D human body model to obtain the resulting 3D keypoints. Nguyen et al. [26] present a solution detecting the 2D human body keypoints and transforming them directly to the 3D positions based on a disparity map constructed from two cameras.

3) Human 3D body surface reconstruction: As an alternative to depth information from RGB-D or stereo, complete reconstruction of human body surface in 3D with 2D keypoints as input has been developed in the Skinned Multi-Person Linear model [27], [28], [29], improved in SMPL-X [30]. Additional works in [31], [32] build on top of the 3D SMPL human body model for the human surface detection from a single RGB image. In [31], the human body is divided into 12 semantic parts, which an encoding CNN processes to directly predict 3D SMPL body model parameters. An alternative approach, not using SMPL or its derivatives, is DensePose [18].

A drawback of these approaches for HRI is that the scale of the 3D reconstructed human body model is not known. This work is based on a student thesis [33], in which additional details of specific aspects can be found, but contains new results and analyses.

III. MATERIASE AND METHODS

A. New close proximity human keypoint dataset

None of the mentioned datasets contains people captured in close proximity. Therefore, we created a HiCP dataset with wholebody keypoint annotations, which is publicly available [34]. The approach to generating the dataset was to crop annotated bodies visible in images that are both in the COCO and Halpe datasets, to avoid any detector bias. The annotations are from the Halpe dataset, as they contain 136 keypoints compared to COCO’s 133. This approach is also applicable to other datasets.

The creation procedure starts with cropping out all annotated persons from an image based on their annotated bounding boxes. Then, the keypoint annotations are also moved accordingly to fit the cropped image correctly. The images created in this way form a subset of the dataset called Basic. Then, we remove each person’s head to create another subset of the dataset, called Headless. Finding the head is straightforward as the keypoints of the head are usually provided. The 2D position of the rest of the human body with respect to the head is determined as a mean of the rest of the body keypoints present in the annotation. The proposed method is shown in Fig. 3.

The main disadvantage of this method is the resulting resolution downscale. Original images often contain multiple people in the background, leading to a very low resolution for each cropped image. Therefore, we chose only cropped images with at least 20,000 pixels. The Basic and Headless subsets contain 1624 and 1608 images, respectively, with corresponding keypoint annotations, and are available at [34].

B. 2D to 3D conversion

For our experiments, we used a robotic platform consisting of an iCub humanoid robot [35] and the Intel RealSense D435 camera that provides RGB-D images. The detected human keypoints in RGB images are represented by a vector \((u, v, c)\), where \((u, v)\) are pixel coordinates and \(c\) is a confidence score representing the likeness that the keypoint exists in the calculated position. Low confidence scores suggest false positive detections.

The 2D positions of the selected human keypoints are converted to 3D by adding depth information as

\[
x = \frac{k(u - c_x)}{f_x}, \quad y = \frac{k(v - c_y)}{f_y}, \quad z = k, \quad (1)
\]

where \(k\) is the measured depth and the focal lengths \(f_x, f_y\) and the coordinates of the principal point \(c_x, c_y\) are the intrinsic parameters of the camera.

Instead of computing the 3D position of the keypoint from just the 2D position of the detection, we take into account all points in the neighborhood of detections to compute the final 3D position. The reason behind this approach is to overcome inaccuracies in keypoint detection and depth measurement. This method is similar to a baseline method in [23] called Naive Lifting. The size of the neighborhood in the 3D coordinate system is different for each keypoint group—20 mm for body keypoints and 3 mm for face and hand keypoints. The desired neighborhood in 2D is
determined by the projection as
\[ x_1 = \frac{k(u_1 - c_x)}{f_x}, \quad x_2 = \frac{k(u_2 - c_x)}{f_x}, \]
(2)
\[ x_1 - x_2 = \frac{k(u_1 - c_x)}{f_x} - \frac{k(u_2 - c_x)}{f_x}, \]
(3)
\[ \frac{f}{x}(x_1 - x_2) = u_1 - u_2. \]  
(4)

The expression \( (x_1 - x_2) \) corresponds to the desired distance in the 3D space and the expression \( (u_1 - u_2) \) is the resulting distance in the 2D image plane on the \( x \)-axis. The distance in the \( y \)-axis is done in the same way.

The pixels in the derived neighborhood are converted to the 3D positions in the camera frame. The 3D positions of the detected keypoints in the camera frame are the median coordinates of the 3D positions in the neighborhood. As a final step, the 3D keypoints are transformed from the camera coordinate frame to the robot base coordinate frame.

C. Evaluation of 2D detections

We chose Object Keypoint Similarity (OKS) [36] as a metric for the evaluation of 2D keypoint detection. It is a similar metric to the Intersection over Union (IoU) used for object detection evaluation. OKS is computed from the detected keypoints and their ground-truth annotations based on their distance and object scale as
\[ \text{OKS} = \sum_i \frac{\exp \left( \frac{-d_i^2}{2\sigma_i^2 sv} \right) \delta(v_i > 0)}{\sum_i \delta(v_i > 0)}, \]
(5)
where \( d_i \) is the distance between the detected keypoint and its corresponding ground truth position, \( s \) is an object (person) scale, and \( k_i \) is a keypoint constant to control the falloff. The \( \delta \) function is equal to one if the keypoint occurs in the image (i.e., \( v_i > 0 \)), where \( v_i \) is the so-called visibility flag of the keypoint and zero otherwise. All values correspond to the keypoint with index \( i \) and are summed over all ground-truth annotated keypoints. The OKS metric shows only how close are the predicted keypoints to the annotated ones (value from 0 to 1). Therefore, OKS threshold is used to convert the detection evaluation to a classification problem. If the calculated OKS is higher than the OKS threshold, it is considered a true positive detection; otherwise, it is considered a false positive detection. We use the same OKS thresholds as in the COCO challenge, which are 0.5, 0.75, and the interval from 0.5 to 0.95 with a step value 0.05. This means that we sample the interval with the mentioned step value and compute precision and recall for all these OKS threshold values. Their means are the Average Precision (AP) and Average Recall (AR) over this interval.

D. Demonstrator – real-time whole-body avoidance on a humanoid robot

To demonstrate the framework developed here in action, we deployed the different variants of the human pose detection pipeline in a closed-loop scenario on the iCub humanoid robot. We draw on the work of Roncone et al. [37], [38] whereby the robot has a distributed representation of its peripersonal space. Every keypoint of the human detected by the camera is transformed into 3D coordinates, remapped into the robot base frame, and finally into the reference frame of every module of electronic skin covering the complete robot body. The distance from the robot skin surface gives rise to activation patterns, from which the centroids—the most “threatened” locations on each body part of the robot—are calculated (the distance only [37], not the distance and time to contact [38], variant is used here). These “Cartesian obstacles” are then remapped into the joint space and fed into a whole-body reactive controller similar to the one used in [26].

IV. Results

Our results consist of an analysis of the performance of four detectors—AlphaPose, OpenPose, MMPose, and the combination of Detectron2 (only body keypoints) and MediaPipe (only hand keypoints). First, we evaluate the 2D detection precision on our HiCP dataset (Sec. III-A). Second, we evaluate the accuracy of the 3D positions of the keypoints in two different experiments. Then, we analyze their failures. Finally, we demonstrate the proposed solution in a human-robot interaction scenario.

A. Keypoints detection

In this case, we have ground-truth data from the annotated HiCP dataset; thus, we can evaluate the differences between the detected and ground-truth positions. The detections are evaluated using the average precision (AP) and average recall (AR) metric using Object Keypoint Similarity (OKS). AP and AR are computed separately for the body and hand keypoints.

Precision-Recall scatter plot for body and hand keypoints and both datasets is in Fig. 4. The OpenPose detector is outperformed by other detectors; only the recall values for hand keypoint detection are better than those for AlphaPose and MediaPipe, but the precision is worse. AlphaPose and Detectron2 perform similarly in body keypoint detection; AlphaPose and MediaPipe in hand keypoint detection. MMPose detector has higher recall than the other detectors. In case of hand detection with 0.5 OKS threshold, the difference is significant. Nevertheless, the precision of MMPose detections is higher only for the Headless dataset, suggesting that its performance is less degraded by the absence of the head in the image. In summary, the MMPose detector has the best results and OpenPose the worst results.

Figure 5 shows example annotations from all detectors on an image from the Headless HiCP dataset. In this visual comparison, OpenPose detections are the worst, as hip keypoints are detected in the abdomen in Fig. 5a. Although the MMPose detector has the best detection results, its finger keypoint detection is mediocre—in Fig. 5c the fingers look like they are broken and often even outside the correct position of the finger. This may cause problems in 3D position computation due to incorrect depth information for such keypoints.

\[ \text{OpenPose overall detects more hand keypoints than other detectors.} \]
We cannot directly compare the detectors, as each of them placed the keypoints in different positions. We can compare them only based on the stability of the detections.

In the Upper-view experiment, there are almost no differences between the detectors. The results are more interesting in the Lower-view experiment. OpenPose is the detector with the lowest fraction of detections—the maximum is around 50 %. The other three detectors have similar distributions of distances from the median position; however, the median positions are very different; e.g., the line connecting the shoulder keypoints detected by MMPose is not horizontal; other detectors have horizontal lines, but there is an offset in its position. In the case of hand keypoints detection, the MediaPipe detector outperforms the other ones, as it is capable of detecting hands in all images.

C. Absolute 3D position evaluation

This experiment compares the 3D positions measured by an external system and the estimated 3D positions in the camera frame provided by our pipeline. The external system is the Qualisys Motion Capture (MoCap) System [39]. Special markers are placed on the body keypoints and then localized. The MoCap System can observe the moving human during the experiment. We computed the error (distance) between the detected keypoints in 3D and their correspondences in MoCap data to determine the precision of the detection of 2D human keypoints combined with the transformation to 3D positions.

We equip the human body with 12 reflective markers at six keypoints: shoulders, elbows, and wrists (see Fig. 7 left). Two markers are placed on every keypoint to ensure visibility by the MoCap system. The ground truth position of a keypoint is computed as the mean of both positions detected by the MoCap. An additional marker is placed on the Intel RealSense camera and computes the transformation using an algorithm introduced by Arun et al. [40]. The translation part of the transformation corresponds to the position of the marker located on the RealSense camera.

Figure 7 shows one of the human poses during the experiment, the fraction of images where upper body keypoints were detected with confidence > 0.1 within a specific distance (0.025, 0.05, and 0.1 m) from their MoCap correspondences and the 3D position of the right wrist keypoint. The number of successful detections and the median distances are shown in Tabs. III and IV.

Like in previous experiments, OpenPose performs the worst since it detects at least one of the compared keypoints in only 40 % of the images. Interestingly, OpenPose detected the right arm keypoints better than the left arm ones. Most of the Detectron2 detections have confidence lower than 0.3, and they are far away from the MoCap correspondences; e.g., more than half of the detections of the elbows are farther than...
Fig. 6: The upper-view (top) and lower-view (bottom) experiments. From left to right: an image with AlphaPose detections; median keypoint positions skeletons; the fraction of images where upper body keypoints were detected with confidence > 0.1 within the specified color-coded distance from their median positions; the fraction of images (mean over the keypoints) where the hand keypoints are detected within the specific distance from their median positions.

Keypoint | AlphaPose | MMPose | Detectron2 | OpenPose |
--- | --- | --- | --- | --- |
LElbow | 443.4 | 419.3 | 149.1 | 29.1 |
RElbow | 424.2 | 456.4 | 175.1 | 134.4 |
LWrist | 385.2 | 408.2 | 133.3 | 20.3 |
RWrist | 424.2 | 430.2 | 146.3 | 55.3 |

TABLE III: Keypoint detection: the number of points with confidence above 0.3 (#), and the median distances (Med.) to their MoCap ground truth location.

Keypoint | AlphaPose | MMPose | Detectron2 | OpenPose |
--- | --- | --- | --- | --- |
LElbow | 464.0 | 468.3 | 440.1 | 66.15 |
RElbow | 462.4 | 471.4 | 442.11 | 175.5 |
LWrist | 454.29 | 457.29 | 332.3 | 48.5 |
RWrist | 469.28 | 468.28 | 399.29 | 119.3 |

TABLE IV: Keypoint detection: the number of points with confidence above 0.1 (#), and the median distances (Med.) to their MoCap ground truth location.

0.1 m from their correspondences, and the median distance is around 12 cm. These high distances may cause low keypoint confidence scores. AlphaPose and MMPose are very similar, as the number of detections, the distance distribution, and the median distance are almost the same and remarkably outperform the other two detectors.

The highest errors are for shoulder detection, as it is the largest joint, and the marker points were placed on the outer part of the shoulder joint, whereas the detection usually detects the shoulder in the inner part of the joint. Therefore, we omit them from the comparison.

The positions of the right wrist keypoint are plotted in Fig. 7 (right). The discontinuities are caused by either not detecting the keypoint in the RGB image from the RealSense camera as they did not occur in the images or the marker points were not visible in the MoCap system.

D. Detectors failure analysis

As human pose detectors are typically trained on images where human figures are completely visible, we were interested in the limitations of close proximity detection. For example, the OpenPose detector, the only bottom-up detector in our comparison, is sensitive to the visibility of body parts. On the other hand, the rest of the tested detectors use the top-down detection method; thus, they do not depend on the visibility of body parts.

At first, we analyzed the detectors on images from the HiCP dataset, where only parts of the human body are visible. OpenPose detector was able to annotate those where the whole upper body is visible. Except for that, several other images (only head, no left arm, no right arm, or no head) were annotated too, but the AP and AR are much lower than for the whole upper body. Therefore, its performance is inferior to the other detectors using the top-down approach.

AP and AR are the highest for all other detectors in images with visible whole upper bodies. MMPose has the best values, followed by Detectron2 and AlphaPose. In other cases (only legs, no head, only left arm, only right arm, or both arms without shoulders), the results are worse, but MMPose still has the best results, followed by AlphaPose and Detectron2. There are only two exceptions where Detectron2 outperformed MMPose—only head and only right arm.

When we analyze the results from our 3D experiments, there are several findings on the failure of the tested detectors. MMPose detector often tries to add keypoints even if the specific joint is on the edge of the image or not visible. Nevertheless, the confidence score of these keypoints
We presented HiCP, a new publicly available dataset created by cropping images from the validation set of COCO and Halpe datasets. We quantitatively and qualitatively compared human whole-body keypoint detection methods—OpenPose, MMPose, AlphaPose, Detectron2, and MediaPipe (for hand keypoints)—on the dataset. We deployed the detectors on a robot with a head-mounted RGB-D camera and evaluated their performance in 3D human keypoint detection in two different experiments: (i) human in a static pose, (ii) using a motion capture system as a reference. In both cases, the visibility of the human body parts varied.

We analysed the failure modes of individual detectors. The best performing whole-body keypoint detector in close proximity was MMPose, but it had difficulty with hand/finger pose detection. The OpenPose detector struggled with finding keypoints when the human body was only partially visible. The results suggest that the top-down keypoint detection methods (MMPose, AlphaPose, Detectron2) are more suitable for close proximity detection than bottom-up methods (OpenPose). The MediaPipe detector, which focuses on hands/fingers, outperforms other detectors in 3D hand keypoint experiments; its results on the HiCP dataset were not the best, probably due to the low resolution of the images after cropping. Thus, we propose a combination of MMPose or AlphaPose for the body keypoints and MediaPipe for the hand keypoints in a single framework—this combination provides the most accurate and robust detection. Finally, we demonstrated the framework in a scenario where a humanoid robot interacting with a person used the detected 3D keypoints for whole-body avoidance maneuvers.

Tracking, i.e. taking advantage of the temporal relationships between images in videos, was not employed in this work, with the exception of the MediaPipe detector in the HRI scenario. Some of the other detectors offer tracking options. In preliminary experiments, enabling tracking did not improve performance and slowed down the processing.

In the future, we plan to finetune the 2D keypoint detectors on the close proximity dataset. The problem with low image resolution after cropping from the original datasets can be alleviated using super-resolution techniques. Specifically, we plan to train the MMPose detector for better handling of hand poses, for example, using images annotated by MediaPipe. Moreover, we plan to improve our 3D keypoint estimation to be more robust to occlusion and noisy detections. Finally, regarding applications in safety of HRI, RGB-D cameras like Intel Realsense are currently not safety rated. Once such products appear, one will be able to take advantage of them and improve performance of human-robot collaboration tasks (as shown in [41], [3]).
