ALGORITHM FOR ESTIMATION OF ELECTROPHYSICAL PARAMETERS OF THE SURFACE BY ITS OWN MICROWAVE RADIATION

Reliable estimation of the electro physical parameters of surfaces using radiometric equipment is an actual area of remote environmental monitoring. The disadvantage of the procedures developed today for assessing the indicated properties of surfaces according to their own thermal radiation, prevents their practical use. In the framework of the statistical theory of detection-measurement based on the results of processing radiometric signals during multichannel reception, an identification method is developed and a decision-making rule were synthesized in favor of any of the hypotheses put forward about the values of the parameters of the observed surface. The methodology for solving the problem and the inherited identification rule meet the criterion of maximum likelihood. A distinctive feature of the synthesized decision-making rule: critical statistics based on the eigenvalues of the covariance observation matrix under multichannel reception conditions. The implementation uses standard computing operations. Moreover, a distribution density of critical statistics obtained because tabulated solving the problem. This circumstance makes it possible to set the required value of the significance level “a priori”, therefore, the value of the comparison threshold. Certification of the synthesized test is the rules for deciding in favor of the hypothesis about a given value of the components of the Fresnel reflection coefficient. It was carried out at the level of digital statistical modeling. The significance level was set equal to 0.05 and 0.1. Based on the simulation results, there were analyzed the dependence of the number of correct decisions (the fulfillment of the corresponding hypothesis) on the signal-to-noise power ratio for a given angular parameter of the signal. The performance characteristics obtained at the level of digital statistical modeling of the developed test confirmed, firstly, the conclusions of theoretical studies. Secondly, they give specialists in the field of development of radiometric systems the opportunity to evaluate both the effectiveness of synthesized tests at various numerical values of the probability of an error of the first kind and the complexity of their practical implementation.
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Introduction

Reliable estimation of the electrophysical properties of the surface using radiometry methods is a relevant area of remote environmental monitoring [1 - 3].

Disadvantages of the currently developed procedures for estimation of these surface properties in accordance with their own microwave radiation are known. In particular, they are associated with the decision instability and the technical complexity of their practical implementation [4]. The use of the modulation-type radiometers does not solve the problem of effective decision-making, since part of the energy potential of a noise-like signal is virtually unused.

Problem Statement

The purpose of this work is to create a methodology for solving the problem of reliable estimation of the surface properties in case of a multichannel radiometric signals reception. Let us assume that the receiving antenna is a linear system of M non-directional

\[ (F_0(f, \theta) = F_0(f_0, \theta) = F_0(\theta) = \text{const}) \]

elements, equidistantly spaced with a step \( d \) along the axis \( x \) of the plane \( X0Y \). The first element is located at the origin, and the position of the \( m \)-th element is determined as

\[ x_m = (m - 1)d. \]

We assume that at an extended radiation source – the surface \( V \) – is located at an angular position \( V_0 \) (connected with the generalized angle \( \theta_0 = \sin V_0 \)), which is the direction of the axis orientation of the
receiving system antenna pattern $F(\varnothing)$ relative to the reference direction. Then, the oscillation $U_{m}(t,\varnothing)$ at the output of the $m$–th channel of preliminary temporary processing that appears due to the radiation source $V$ from the direction $V_{0}$ located in the far-field region of the antenna, can be written as the sum of the signal $S_{m}(t,\varnothing)$ and the interference $n_{m}(t)$ components [5, 6] within the angular sector $\varnothing \in \varnothing$ frequency range $|f| \leq F$, and observation interval $t \in (0, T)$:

$$U_{m}(t,\varnothing) = S_{m}(t,\varnothing) + n_{m}(t),$$

(1)

In this case, the first term is connected with the spectral-angular density $\hat{A}(9, f, \varnothing)$ of the surface radiation $V$, the frequency response $K(j2\pi f)$ of the preliminary temporary processing tract, and the element $E_{0}(f, \varnothing)$ by the ratio [6]:

$$S_{m}(t,\varnothing) = \int_{-F}^{F} K(j2\pi f) \int \hat{A}(9, f, \varnothing) E_{0}(f, \varnothing) \times$$
$$\times e^{j2\pi \frac{d}{\lambda}(m-1)\varnothing} e^{j2\pi f t} d\varnothing df \times$$
$$\times e^{-j2\pi \frac{d}{\lambda_{0}}(m-1)\varnothing}$$

(2)

where $\lambda_{0}$ is the operating wavelength corresponding to the central frequency $E_{0}$ of the preliminary processing channel setting, $a$ is a vector of electrophysical parameters, which characterize the properties of the radiation surface $V$.

We consider the frequency characteristics $K(j2\pi f)$ of the receiving paths identical:

$$K(j2\pi f) = \left[ K(j2\pi f), \ -F \leq f \leq F, \right.$$
$$\left. 0, \ f < -F \ and \ f > F. \right]$$

(3)

The second term $n_{m}(t)$ in the expression (1) is a random Gaussian process (the channel noise) with a zero mathematical expectation $\langle n_{m}(t) \rangle = 0,$

$m = 1, 2, ..., M$ and dispersion $2\sigma_{0}^{2}$ that is not correlated over the channels of the linear system.

The spectral-angular radiation density $\hat{A}(9, f, \varnothing)$ is modeled by a Gaussian process with statistical characteristics

$$\langle \hat{A}(9, f, \varnothing) \rangle \geq 0;$$
$$\langle \hat{A}(9, f, \varnothing) \hat{A}^{*}(9, f, \varnothing) \rangle \geq B(9, f, \varnothing) \times$$
$$\times \delta(9_{1} - 9_{2}) \delta(f_{1} - f_{2}),$$

(4)

where $B(9, f, \varnothing)$ is the radiobrightness of the “area” $\Omega$.

As a result, according to relations (2-4), in such a case when the narrowband condition is satisfied,

$$\langle S(t, m, \varnothing) \rangle = 0;$$
$$\langle S(t, m, \varnothing)^{*} \rangle =$$

$$= \int_{-F}^{F} \left| K(j2\pi f) \right|^{2} \int B(9, f, \varnothing) \left| E_{0}(f, \varnothing) \right|^{2} \times$$
$$\times e^{j2\pi f(t_{1} - t_{2})} e^{j2\pi \frac{d}{\lambda_{0}}(m-n)\varnothing} d\varnothing df \times$$
$$\times e^{-j2\pi \frac{d}{\lambda_{0}}(m-n)\varnothing_{0}}.$$

(5)

In most practically justified cases, approximation [6] takes its valid place:

$$B(9, f, \varnothing) \approx B(9, \varnothing)$$

Further refinement of expression (5) can be based on the Rayleigh-Jeans formula:

$$B(9, \varnothing) = K_{B} \cdot T_{B}(9, \varnothing) \frac{f^{2}}{c^{2}}$$

(6)

where $K_{B}$ is the Boltzmann constant, $T_{B}$ is the brightness temperature of the observed surface, $c$ is the electromagnetic wave propagation speed.

The brightness temperature $T_{B}$ for vertical (index "v") and horizontal (index "h") polarizations is determined from the expression [7]:

$$T_{B}(H) = \left[ 1 - \left| K_{v(H)}(\epsilon', \epsilon'', \varnothing) \right|^{2} \right] T_{0},$$

(7)

where $K_{v(H)}(\epsilon', \epsilon'', \varnothing)$ are the Fresnel reflection coefficients for a flat surface. The latter in terms of the surface parameters can be expressed in the following way:

$$K_{v} = \frac{\cos(\varnothing) - \sqrt{\epsilon - \sin^{2}(\varnothing)}}{\cos(\varnothing) + \sqrt{\epsilon - \sin^{2}(\varnothing)}},$$
$$K_{h} = \frac{\epsilon \cos(\varnothing) - \sqrt{\epsilon - \sin^{2}(\varnothing)}}{\epsilon \cos(\varnothing) + \sqrt{\epsilon - \sin^{2}(\varnothing)}},$$

(8)

$$K_{v(H)}(\epsilon', \epsilon'', \varnothing)$$
where \( \hat{e} = \varepsilon' + j\varepsilon'' \).

Radiometric problem solving requires an aggregate analysis of instant array “responses” on the input influences. In doing so, at the moment \( t_k = k\Delta t \)

\[
\Delta t = \frac{1}{2F}, \quad 2FT = K, \quad k = 1, K
\]

we obtain \( M \) – a dimensional observation vector:

\[
\bar{U}_k = S_k + \hat{n}_k \quad (9)
\]

Here,

\[
\bar{U}_k^T = \begin{bmatrix} U_1(k\Delta t, \tilde{a}), U_2(k\Delta t, \tilde{a}), \ldots, U_M(k\Delta t, \tilde{a}) \end{bmatrix};
\]

\[
\hat{S}_k^T = \begin{bmatrix} S_1(k\Delta t, \tilde{a}), S_2(k\Delta t, \tilde{a}), \ldots, S_M(k\Delta t, \tilde{a}) \end{bmatrix};
\]

\[
\hat{n}_k^T = \begin{bmatrix} n_1(k\Delta t), n_2(k\Delta t), \ldots, n_M(k\Delta t) \end{bmatrix}.
\]

A comprehensive description of the process (9) is given by the covariance matrix

\[
\|R_{mn}\| = \left\langle \bar{U}_k \bar{U}_k^T \right\rangle = \left\langle \hat{S}_k \hat{S}_k^T \right\rangle + 2\sigma^2 I_M. \quad (10)
\]

where the symbol “+” represents the Hermite conjugation, the dimension of the diagonal matrix \( I_M = \text{diag}(1,1,\ldots,1) = M \times M \), and \( m,n = 1,M \).

On the basis of (5), we write elements \( R_{mn}^{(c)} \) of the signal component \( R_{mn} \) at the following way:

\[
R_{mn}^{(c)} = \left\langle \hat{S}(t_k, m, \tilde{a}) \hat{S}^*(t_k, n, \tilde{a}) \right\rangle = \int_{-F}^{F} K(f, 2\pi f)^2 \times
\]

\[
\times \int_{\Omega} B(9, \tilde{a}) \int_0^F \left| \hat{f}_0(f, \theta) \right|^2 e^{\frac{j2\pi df}{\lambda} \frac{d}{(m-n)\theta_0}} d\theta_0 \times
\]

\[
ex^{-\frac{j2\pi df}{\lambda} \frac{d}{(m-n)\theta_0}}.
\]

The detailed expression above allows to factorize the covariance matrix as follows:

\[
R(\tilde{a}) = \left( \Lambda \Psi \Lambda^+ \right) + 2\sigma^2 I_M. \quad (11)
\]

In this expression, the elements of the direction-finding matrix \( \Lambda = \text{diag}(1, \lambda, \lambda^2, \ldots, \lambda^{M-1}) \) are connected with direction \( \theta_0 \) to the conditional “center” of the observation \( \Omega \) by the equation

\[
\lambda = e^{\frac{j2\pi d}{\lambda_0} (m-n)\theta_0} \quad (12)
\]

and

\[
\psi = \begin{bmatrix} B_{11} & B_{12} & \cdots & B_{1M} \\
B_{21} & B_{22} & \cdots & B_{2M} \\
\vdots & \vdots & \ddots & \vdots \\
B_{M1} & B_{M2} & \cdots & B_{MM} \end{bmatrix} \quad (13)
\]

is a correlation matrix of the intensities, elements of which

\[
B_{mn} = \int_{-F}^{F} \int_{\Omega} \left| K(f, 2\pi f) \right|^2 \times
\]

\[
\times e^{\frac{j2\pi df}{\lambda} \frac{d}{(m-n)\theta_0}} d\theta_0 dmdn.d\phi.
\]

are the components of the radiobrightness area.

From the expressions (11) - (14) it follows that all available information about the observed surface properties is concentrated in the components of the matrix \( R(\tilde{a}) \). Therefore, the main task can be formulated in the following way. It is required to make a classification decision on whether a surface belongs to the class of surfaces with parameters \( \tilde{a} = \tilde{a}_m \) based on the set of observations with the above statistical characteristics.

**Solution of the problem**

In case of the real measurement conditions, the covariance matrix \( R(\tilde{a}) \) of the observed vector

\[
\bar{U}_k = \begin{bmatrix} U_1, U_2, \ldots, U_K \end{bmatrix}
\]

where “T” is the transpose sign, is unknown. In this case, the likelihood function

\[
p \left( \frac{U_k}{R(\tilde{a})} \right) \]

of a set of independent vectors

\[
\bar{U}_k (k = 1, K)
\]

takes the following form regarding to the unknown \( R(\tilde{a}) \):

\[
p \left( \frac{\bar{U}_k}{R(\tilde{a})} \right) = \pi^{-MK} \left| R^{-1}(\tilde{a}) \right| \times K \sum_{k=1}^{K} \bar{U}_k R^{-1}(\tilde{a}) \bar{U}_k. \quad (15)
\]

We introduce the notation

\[
\tilde{S} = \frac{1}{K} \sum_{k=1}^{K} \bar{U}_k \bar{U}_k^T. \quad (16)
\]
which is a selective covariance matrix.

In this case,

\[
\ln P \left[ \frac{\bar{U}_k}{R(a)} \right] = -MK \ln \pi - K \ln |R(\bar{a})| - KS_p \left( R^{-1}S \right).
\] (17)

Let us assume that \( H_m \) is a hypothesis of receiving a signal from the direction \( \varepsilon_0 \) of an area with its “length” \( \Omega \) and parameters \( \tilde{a}_m \):

\[
H_m : R(\tilde{a}_m) = R_m = 2\alpha_0^2 + \Lambda \psi_{am} \Lambda^T. \tag{18}
\]

The strategy of choosing the optimal likelihood ratio according to the logarithm criterion and the rule for identifying selective matrixes \( \tilde{S} \) and \( R(\bar{a}) \) lie in the fulfillment of the hypothesis \( H_n \) \( (n = 1, 2, \ldots, m, \ldots) \).

\[
2\ln l_n = -2\ln P \left[ \frac{\bar{U}_k}{R(\tilde{a}_n), H_n} \right]. \tag{19}
\]

which prescribes formation of a classification procedure that ensures a minimal critical statistics \( 2\ln l_n \) at a given set of values \( \tilde{a}_n \) \( (n = 1, 2, \ldots, m, \ldots) \).

Here, \( R(a_n) \) is an estimate of the maximum likelihood \( \tilde{R}(\tilde{a}_n) \), max \( P \left[ \frac{\bar{U}_k}{R(\tilde{a}_n), H_n} \right] \) is a value of the likelihood observation function calculated under the assumption that the hypothesis is \( H_n \) valid.

It is not difficult to show that equation (19) can be transformed into the following form:

\[
2\ln l_n = 2K \left[ \mathrm{Sp} (\tilde{S} \cdot \tilde{R}_n^{-1}) - \ln |\tilde{S} \cdot \tilde{R}_n^{-1}| - M \right]. \tag{20}
\]

Here, in order to shorten the expression, we introduce the notation \( \tilde{R}(\tilde{a}_n) = \tilde{R}_n \).

Using the known relations connecting the trace \( \mathrm{Sp}T \) and the determinant \( |T| \) of the matrix \( T \) with its own values, we obtain

\[
2\ln l_n = 2K \sum_{i=1}^{M} \frac{S_i}{V_i} \ln \left( \frac{S_i}{V_i} - 1 \right). \tag{21}
\]

Here, \( S_i \) and \( V_i \) are the \( i \)-th own values of the matrixes \( \tilde{S} \) and \( \tilde{R}_n \) respectively.

It is known [8] that when the hypothesis \( H_n \) is fulfilled, the statistics (20) has a \( \chi^2 \) distribution with \( V - 1 \) degrees of freedom in its asymptotics, where \( V \) is the dimension of the vector \( \tilde{a}_n \) \( (n = 1, 2, \ldots, m, \ldots) \)

Therefore, solution of the stated problem (in fact, the problem of detecting signals with parameters that characterize the properties of the observed surface) is reduced to testing the hypotheses \( H_n \) \( (n = 1, 2, \ldots, m, \ldots) \) on the basis of critical statistics (20) for a given set of values \( \tilde{a}_n \) \( (n = 1, 2, \ldots, m, \ldots) \), which is defined by the values \( V_i \) \( (i = 1, 2, \ldots, M) \).

Using the methodology described above, we can propose the following technological procedure for implementing the observed process of making a classification decision on whether a surface belongs to the category of surfaces with specified electrophysical parameters (in the text, with a given permittivity). It is necessary to form an estimate \( \tilde{S} \) for the covariance matrix \( \tilde{R}(a_n) \) of the spatio-temporal signals received from the direction \( \varepsilon_0 \) of the given \( M \) - channel system according to the rule (16). In order to do so, it is required to calculate the critical statistics \( 2\ln l_n \) on the basis of “test” \( V_i \) and estimated \( S_i \) \( (i = 1, M) \) values, and compare it with threshold \( \chi^2_{a,t} \) selected from the tables \( \chi^2 \), which show the distributions over a given significance level \( \alpha \) and the number \( t = V - 1 \) of degrees of freedom. If \( 2\ln l_n > \chi^2_{a,t} \), the discrepancy is considered as significant, and the hypothesis \( H_n \) is rejected.

After that, the following subsequent hypothesis \( H_{n+1} \) is verified. If at some step, for instance, \( m \), \( 2\ln l_n \leq \chi^2_{a,t} \) for the first time, the following decision is made: the observed process is resulted from the surface radiation with its parameters. The verification procedure is terminated.

Effectiveness of the synthesized test was verified using the digital statistical modeling with the following initial data: \( M = 9, d = \lambda, \varepsilon_0 = 30, K = 10^3, \alpha = 0.1 \). For the sake of simplicity, we considered that the input signals have vertical polarization and are received from a uniform area. Also, the reception channels were considered as certified.
The nature of the change in statistics $2\ln$, which occurred when changing parameters $\varepsilon'$ and $\varepsilon''$ of the test surface (with true $\varepsilon = \varepsilon'_m - j\varepsilon''_m, \varepsilon'_m = 20, \varepsilon''_m = 30$), is shown in Figures 1.
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**Fig. 1.** Dependence of the value $2\ln$ on the parameters of the investigated surface:
- a – when $\varepsilon'' = 30$;
- b – when $\varepsilon' = 20$.

The ordinate values were obtained by averaging 100 experiments for $\mu = R^{c}_{nnm}/2\sigma_0^2 = 30$. The solid line shows dependences obtained after regressive processing of the experimental results. Dependence of probability $P_{count}$ on the “identification” of the investigated surface with the test one as a function of change $\varepsilon', \varepsilon''$ when $K = 3 \cdot 10^{-2}, 10^{-3}$ is shown, accordingly, on Fig. 2. Here, the ordinate value is obtained by averaging 100 experiments.

The graph in Fig. 3 illustrates the operating characteristics of the synthesized test: the dependence of the probability $P$ of the area “identification” when $\varepsilon' = \varepsilon'_m = 20, \varepsilon'' = \varepsilon''_m = 30$ on the signal-to-noise ratio $\mu$ at the significance levels $\alpha = 0.1$ and $\alpha = 0.5$, the number of time samples and the number of experiments equal to 300 and 100 respectively.

Analysis of the experimental results makes it possible to estimate the effectiveness of the developed method for solving the classification problem.

**Conclusion**

A method for identifying the electrophysical properties (state) of natural environments depending on changes in their defining parameters for multi-channel passive remote sensing systems has been developed.

![Graph](image2)

**Fig. 2.** Dependence of the probability of the investigated surface identification on the deviation of its parameters from the reference one:
- a – when $\varepsilon'' = 30$;
- b – when $\varepsilon' = 20$.
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**Fig. 3.** Dependence of the probability of investigated surface identification on the signal-to-noise ratio (at the point of reference parameters)

It has been proved that this methodology and its identification technologies meet the conditions of the maximum likelihood criterion: they allow to make rules that guarantee a given certainty of the decision-making for a fixed level of errors of the first kind.

The operating characteristics obtained by using the digital statistical modeling of the developed test, first of all, confirm the conclusions of theoretical studies. Secondly, they give the specialists in the field of passive radio engineering system development the opportunity to estimate both the effectiveness of these tests for various numerical probability values of the first kind errors and the degree of difficulty in their implementation.
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АЛГОРИТМ ДЛЯ ОЦЕНИВАНИЯ ЭЛЕКТРОФИЗИЧЕСКИХ ПАРАМЕТРОВ ПОВЕРХНОСТИ ПО ДАННЫМ ИХ СОБСТВЕННОГО РАДИОТЕПЛОВОГО ИЗЛУЧЕНИЯ

А. Д. Абрамов, А. В. Крупка, В. И. Носко, А. Д. Собколлов

Достоверное оценивание электрофизических параметров поверхностей с помощью радиометрической аппаратуры является актуальным направлением дистанционного мониторинга окружающей среды. Недостатком разработанных на сегодняшний день процедур оценивания указанных свойств поверхностей по данным их собственного радиотеплового излучения, препятствует практическому их использованию. В рамках статистической теории обнаружения-измерения по результатам обработки радиометрических сигналов при многоканальном приёме разработан метод идентификации и синтезировано правило принятия решений в пользу какой либо из выдвигаемых гипотез о величинах параметров наблюдаемой поверхности. Методология решения задачи и вытекающие из неё правила идентификации отвечают критерию максимального правдоподобия. Отличительная особенность синтезированного правила принятия решений: критическая статистика формируется на основе собственных значений ковариационной матрицы наблюдений в условиях многоканального приёма. При реализации используются стандартные вычислительные операции. Кроме того, плотность распределения критической статистики, полученная в результате решения задачи, табулирована. Это обстоятельство дает возможность в "априори" задавать требуемую величину уровня значимости, а, следовательно, величину порога сравнения. Аттестация синтезированного теста – правила принятия решения в пользу выдвигаемой гипотезы о заданной величине составляющих коэффициента отражения Френеля, проведено на уровне цифрового статистического моделирования. Уровень значимости задавался равным 0,05 и 0,1. По результатам моделирования проведён анализ зависимости числа правильных решений (выполнение соответствующей гипотезы) от соотношения сигнал/шум по мощности при заданном угловом параметре сигнала. Рабочие характеристики, полученные на уровне цифрового статистического моделирования разработанного теста, подтвердили, во-первых, выводы теоретических исследований. Во-вторых, дают возможность специалистам в области разработки радиометрических систем оценить как эффективность синтезированных тестов при различных числовых значениях вероятности ошибки первого рода, так и сложности практической их реализации.

Ключевые слова: критерий логарифма отношения правдоподобия; электрофизические параметры; многоканальный приём; уровень значимости.
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