Functional estimation in log-concave location families
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Abstract: Let \( \{P_\theta : \theta \in \mathbb{R}^d\} \) be a log-concave location family with
\( P_\theta(dx) = e^{-V(x-\theta)}dx \), where \( V : \mathbb{R}^d \mapsto \mathbb{R} \) is a known convex function
and let \( X_1, \ldots, X_n \) be i.i.d. r.v. sampled from distribution \( P_\theta \) with an
unknown location parameter \( \theta \). The goal is to estimate the value \( f(\theta) \)
of a smooth functional \( f : \mathbb{R}^d \mapsto \mathbb{R} \) based on observations \( X_1, \ldots, X_n \).
In the case when \( V \) is sufficiently smooth and \( f \) is a functional from a
ball in a Hölder space \( \mathcal{C}^s \), we develop estimators of \( f(\theta) \) with minimax
optimal error rates measured by the \( L_2(P_\theta) \)-distance as well as by more
general Orlicz norm distances. Moreover, we show that if \( d \leq n^{s/2} \) and \( s > \frac{1}{d} \),
then the resulting estimators are asymptotically efficient in Hájek-LeCam sense with
the convergence rate \( \sqrt{n} \). This generalizes earlier results on estimation of smooth functionals in
Gaussian shift models. The estimators have the form \( f_k(\hat{\theta}) \), where \( \hat{\theta} \) is the maximum likelihood
estimator and \( f_k : \mathbb{R}^d \mapsto \mathbb{R} \) (with \( k \) depending on \( s \)) are functionals
defined in terms of \( f \) and designed to provide a higher order bias re-
duction in functional estimation problem. The method of bias reduction
is based on iterative parametric bootstrap and it has been successfully
used before in the case of Gaussian models.
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1. Introduction

Let $P$ be a log-concave probability distribution in $\mathbb{R}^d$ with density $e^{-V}$, $V : \mathbb{R}^d \mapsto \mathbb{R}$ being a convex function and let $P_\theta$, $\theta \in \mathbb{R}^d$ be a location family generated by $P : P_\theta(dx) = p_\theta(x)dx = e^{-V(x-\theta)}dx$, $\theta \in \mathbb{R}^d$. In other words, a random variable $X \sim P_\theta$ could be represented as $X = \theta + \xi$, where $\theta \in \mathbb{R}^d$ is a location parameter and $\xi \sim P$ is a random noise with log-concave distribution. Without loss of generality, one can assume that $E\xi = 0$ (otherwise, one can replace function $V(\cdot)$ by $V(\cdot + E\xi)$). We will also assume that function $V$ is known and $\theta$ is an unknown parameter of the model to be estimated based on i.i.d. observations $X_1, \ldots, X_n$ of $X$. We will refer to this statistical model as a log-concave location family. Our main goal is to study the estimation of $f(\theta)$ for a given smooth functional $f : \mathbb{R}^d \mapsto \mathbb{R}$. A natural estimator of location parameter is the maximum likelihood estimator (MLE) defined as

$$\hat{\theta} := \arg\max_{\theta \in \mathbb{R}^d} \prod_{j=1}^n p_\theta(X_j) = \arg\min_{\theta \in \mathbb{R}^d} \frac{1}{n} \sum_{j=1}^n V(X_j - \theta).$$

Note that, by Lemma 2.2.1 in [7] for a log-concave density $e^{-V}, V : \mathbb{R}^d \mapsto \mathbb{R}$ there exist constants $A, B > 0$ such that $e^{-V(x)} \leq Ae^{-B\|x\|}$ for all $x \in \mathbb{R}^d$, implying that $V(x) \to \infty$ as $\|x\| \to \infty$. It is easy to conclude from this fact that MLE does exist. Moreover, it is unique if $V$ is strictly convex (this condition is assumed in what follows). In addition, MLE $\hat{\theta}$ is an equivariant estimator with respect to the translation group in $\mathbb{R}^d$:

$$\hat{\theta}(X_1 + u, \ldots, X_n + u) = \hat{\theta}(X_1, \ldots, X_n) + u, u \in \mathbb{R}^d.$$ 

Also note that

$$E_\theta V(X - \theta') - E_\theta V(X - \theta) = K(P_\theta \| P_{\theta'}),$$

where $K(P_\theta \| P_{\theta'})$ is the Kullback-Leibler divergence between $P_\theta$ and $P_{\theta'}$, implying that $\theta$ is the unique minimal point of $\theta' \mapsto E_\theta V(X - \theta')$. The uniqueness follows from the identifiability of parameter $\theta$; if $\theta$ were not identifiable, we would have $V(x) = V(x + h)$, $x \in \mathbb{R}^d$ for some $h \neq 0$, which would contradict the assumption that $V(x) \to \infty$ as $\|x\| \to \infty$. Assuming some regularity (including differentiability of $V$) one can also argue as follows: using strict convexity and a necessary condition of extremum $E_\theta V'(X - \theta) = 0$, we can conclude that $E_\theta (V(X - \theta') - V(X - \theta)) > E_\theta (V'(X - \theta), \theta - \theta') = 0$ for every $\theta' \neq \theta$. 

Koltchinskii and Wahl/Functional estimation in log-concave location families
Moreover, for differentiable $V$, the score function of location family is $\frac{\partial}{\partial \theta} \log p_\theta(X) = -V'(X - \theta)$, and, under some regularity, $\mathbb{E}_\theta V'(X - \theta) = 0$. In addition, the Fisher information matrix of such a log-concave location family is well defined, does not depend on $\theta$ and is given by

$$I = \mathbb{E}_\theta \frac{\partial}{\partial \theta} \log p_\theta(X) \otimes \frac{\partial}{\partial \theta} \log p_\theta(X) = \mathbb{E}_\theta V'(X - \theta) \otimes V'(X - \theta)$$

(provided that the integral in the right hand side exists). Under further regularity, for twice differentiable $V$, we also have (via integration by parts)

$$I = \mathbb{E} V''(\xi) = \int_{\mathbb{R}^d} V''(x) e^{-V(x)} dx.$$ 

Finally, if Fisher information $I$ is non-singular, then, for a fixed $d$ and $n \to \infty$, MLE $\hat{\theta}$ is an asymptotically normal estimator of $\theta$ with limit covariance $I^{-1}$:

$$\sqrt{n}(\hat{\theta} - \theta) \xrightarrow{d} N(0; I^{-1}) \text{ as } n \to \infty.$$ 

Assumption 1 below suffices for all the above properties to hold.

It seems natural to estimate $f(\theta)$ by the plug-in estimator $f(\hat{\theta})$, where $\hat{\theta}$ is the MLE. Such an approach yields asymptotically efficient estimators for regular statistical models in the case of fixed dimension $d$ and $n \to \infty$. In particular, for our location family, we have by a standard application of the delta method that

$$\sqrt{n}(f(\hat{\theta}) - f(\theta)) \xrightarrow{d} N(0; \sigma_f^2(\theta)),$$

where $\sigma_f^2(\theta) := \langle I^{-1} f'(\theta), f'(\theta) \rangle$. However, it is well known that plug-in estimators are sub-optimal in high-dimensional problems mainly due to their large bias and, often, non-trivial bias reduction methods are needed to achieve an optimal error rate. This has been one of the difficulties in the problem of estimation of functionals of parameters of high-dimensional and infinite-dimensional models for a number of years [21, 22, 11, 4, 12, 25, 5, 26].

One approach to this problem is based on replacing $f$ by another function $g$ for which the bias of estimator $g(\hat{\theta})$ is small. To find such a function $g$, one has to solve approximately the “bias equation” $\mathbb{E}_\theta g(\hat{\theta}) = f(\theta), \theta \in \mathbb{R}^d$. This equation can be written as $T g = f$, where

$$(T g)(\theta) := \mathbb{E}_\theta g(\hat{\theta}) = \int_{\mathbb{R}^d} g(u) P(\theta; du), \theta \in \mathbb{R}^d$$
and $P(\theta; A, \theta \in \mathbb{R}^d, A \subset \mathbb{R}^d$ is a Markov kernel on $\mathbb{R}^d$ (or, more generally, on the parameter space $\Theta$ of statistical model), providing the distribution of estimator $\hat{\theta}$. Denoting $\mathcal{B} := \mathcal{T} - \mathcal{I}$, where $\mathcal{I}$ is the identity operator in $\mathbb{R}^d$ (not to be confused with the Fisher information also denoted by $\mathcal{I}$), and assuming that $\hat{\theta}$ is close to $\theta$ and, as a consequence, operator $\mathcal{B}$ is “small”, one can view $\mathcal{T} = \mathcal{I} + \mathcal{B}$ as a small perturbation of identity. In such cases, one can try to solve the equation $\mathcal{T}g = f$ in terms of Neumann series $g = (\mathcal{I} - \mathcal{B} + \mathcal{B}^2 - \cdots) f$. In what follows, we denote by $f_k(\theta) := \sum_{j=0}^{k} (-1)^j (\mathcal{B}^j f)(\theta), \theta \in \mathbb{R}^d$ the partial sum of this series and we will use $f_k(\hat{\theta})$ (for a suitable choice of $k$ depending on smoothness of functional $f$) as an estimator of $f(\theta)$. It is easy to see that its bias is

$$E_\theta f_k(\hat{\theta}) - f(\theta) = (\mathcal{B} f_k)(\theta) + f_k(\theta) - f(\theta) = (-1)^k (\mathcal{B}^{k+1} f)(\theta), \theta \in \mathbb{R}^d.$$  

If $\mathcal{B}$ is “small” and $k$ is sufficiently large, one can hope to achieve a bias reduction through estimator $f_k(\theta)$. Another way to explain this approach is in terms of iterative bias reduction: since the bias of plug-in estimator $f(\hat{\theta})$ is equal to $(\mathcal{B} f)(\theta)$, one can estimate the bias by $(\mathcal{B} f)(\hat{\theta})$ and the first order bias reduction yields the estimator $f_1(\hat{\theta}) = f(\hat{\theta}) - (\mathcal{B} f)(\hat{\theta})$. Its bias is equal to $-(\mathcal{B}^2 f)(\theta)$ and the second order bias reduction yields the estimator $f_2(\hat{\theta}) = f(\hat{\theta}) - (\mathcal{B} f)(\hat{\theta}) + (\mathcal{B}^2 f)(\hat{\theta})$, etc. This is close to the idea of iterative bootstrap bias reduction [10, 9, 13].

Let $\{\hat{\theta}^{(k)} : k \geq 0\}$ be the Markov chain with $\hat{\theta}^{(0)} = \theta$ and with transition probability kernel $P(\theta; A, \theta \in \mathbb{R}^d, A \subset \mathbb{R}^d$. This chain can be viewed as an output of iterative application of parametric bootstrap to estimator $\hat{\theta}$ in the model $X_1, \ldots, X_n$ i.i.d. $\sim P_\theta, \theta \in \mathbb{R}^d$ : at the first iteration, the data is sampled from the distribution with parameter $\hat{\theta}^{(0)} = \theta$ and estimator $\hat{\theta}^{(1)} = \theta$ is computed; at the second iteration, the data is sampled from the distribution $P_{\hat{\theta}}$ (conditionally on the value of $\hat{\theta}$) and bootstrap estimator $\hat{\theta}^{(2)}$ is computed, and so on. We will call $\{\hat{\theta}^{(k)} : k \geq 0\}$ the bootstrap chain of estimator $\hat{\theta}$. Clearly, $(\mathcal{T} f)(\theta) = E_\theta f(\hat{\theta}^{(k)})$ and, by Newton’s binomial
formula, we also have

\[(B^k f)(\theta) = ((T - I)^k f)(\theta) = \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} (T^j f)(\theta)\]

\[= \mathbb{E}_{\theta} \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} f(\hat{\theta}(j)). \quad (1.1)\]

This means that \((B^k f)(\theta)\) is the expectation of the \(k\)-th order difference of function \(f\) along the bootstrap chain \(\{\hat{\theta}(j) : j \geq 0\}\). In the case when \(\|\hat{\theta} - \theta\| \lesssim \sqrt{\frac{d}{n}}\) with a high probability, the same bound also holds for the increments \(\hat{\theta}(j+1) - \hat{\theta}(j)\) (conditionally on \(\hat{\theta}(j)\)). If functional \(f\) is \(k\) times differentiable and \(d\) is small compared with \(n\), one could therefore expect that \((B^k f)(\theta) \lesssim (\frac{d}{n})^{k/2}\) (based on the analogy with the behavior of \(k\)-th order differences of \(k\) times differentiable functions in the real line). The justification of this heuristic for general parametric models could be rather involved (see [14, 15, 18, 16]), but it will be shown below that it is much simpler in the case of equivariant estimators \(\hat{\theta}\) (such as the MLE) (see also [17, 19]).

Inserting representation \((1.1)\) into the definition of \(f_k\) and using a simple combinatorial identity, we obtain the following useful representation of function \(f_k(\theta)\):

\[f_k(\theta) = \mathbb{E}_{\theta} \sum_{j=0}^{k} (-1)^{j} \binom{k + 1}{j + 1} f(\hat{\theta}(j)). \quad (1.2)\]

The following notations will be used throughout the paper (and some of them have been already used). For two variables \(A, B \geq 0\), \(A \lesssim B\) means that there exists an absolute constant \(C > 0\) such that \(A \leq CB\). The notation \(A \preceq B\) means that \(B \leq A\) and \(A \asymp B\) means that \(A \lesssim B\) and \(B \lesssim A\). If the constants in the relationships \(\lesssim, \preceq, \asymp\) depend on some parameter(s), say, \(\gamma\), this parameter will be used as a subscript of the relationship, say, \(A \lesssim_\gamma B\). Given two square matrices \(A\) and \(B\), \(A \succeq B\) means that \(B - A\) is positively semi-definite and \(A \succeq B\) means that \(B \preceq A\). The norm notation \(\|\cdot\|\) (without further subscripts or superscripts) will be used by default in certain spaces. For instance, it will always denote the canonical Euclidean norm of \(\mathbb{R}^d\), the operator norm of matrices (linear transformations) and the operator norm of multilinear forms. In some other cases, in particular for functional spaces \(L_\infty, C^s\), etc, the corresponding subscripts will be used.
2. Main results

Recall that, for a convex non-decreasing function $\psi : \mathbb{R}_+ \mapsto \mathbb{R}_+$ with $\psi(0) = 0$, the Orlicz $\psi$-norm of a r.v. $\eta$ is defined as

$$
\|\eta\|_\psi := \inf \left\{ c \geq 0 : \mathbb{E} \psi \left( \frac{|\eta|}{c} \right) \leq 1 \right\}.
$$

The Banach space of all r.v. on a probability space $(\Omega, \Sigma, \mathbb{P})$ with finite $\psi$-norm is denoted by $L_\psi(\mathbb{P})$. If $\psi(u) = u^p, u \geq 0, p \geq 1$, then the $\psi$-norm coincides with the $L_p$-norm. Another important choice is $\psi_\alpha(u) = e^{u^\alpha} - 1, u \geq 0, \alpha \geq 1$. In particular, for $\alpha = 1$, $L_{\psi_1}$ is the space of sub-exponential r.v. and, for $\alpha = 2$, $L_{\psi_2}$ is the space of sub-gaussian r.v. It is also well known that the $\psi_\alpha$-norm is equivalent to the following norm defined in terms of moments (or the $L_p$-norms):

$$
\|\eta\|_{\psi, \alpha} = \sup_{p \geq 1} p^{-1/\alpha} \mathbb{E}^{1/p} |\eta|^p, \alpha \geq 1. \tag{2.1}
$$

Note that the right hand side defines a norm for $0 < \alpha < 1$, too, whereas the left hand side is not a norm in this case since function $\psi_\alpha$ is not convex for $0 < \alpha < 1$. Relationship (2.1) still holds for $0 < \alpha < 1$, but with constants depending on $\alpha$ as $\alpha$ approaches 0. With a slight abuse of notations, we will define $\|\eta\|_{\psi, \alpha}$ by the right hand side of (2.1) for all $\alpha > 0$.

We will use the following definition of Hölder $C^s$-norms of functions $f : \mathbb{R}^d \mapsto \mathbb{R}$. For $j \geq 0$, $f^{(j)}$ denotes the $j$-th Fréchet derivative of $f$. For $x \in \mathbb{R}^d$, $f^{(j)}(x)$ is a $j$-linear form on $\mathbb{R}^d$ and the space of such forms will be equipped with the operator norm. Clearly, $f^{(0)} = f$ and $f^{(1)} = f'$ coincides with the gradient $\nabla f$. If $f$ is $l$ times differentiable and $s = l + \rho, \rho \in (0, 1]$, define

$$
\|f\|_{C^s} := \max_{0 \leq j \leq l} \sup_{x \in \mathbb{R}^d} \|f^{(j)}(x)\| \vee \sup_{x,y \in \mathbb{R}^d, x \neq y} \frac{\|f^{(l)}(x) - f^{(l)}(y)\|}{\|x - y\|^\rho}.
$$

We will also frequently use $L_\infty$ and Lipschitz norms of functions and their derivatives. For instance, $\|f^{(j)}\|_{L_\infty} = \sup_{x \in \mathbb{R}^d} \|f^{(j)}(x)\|$ and $\|f^{(j)}\|_{\text{Lip}} = \sup_{x,x' \in \mathbb{R}^d, x \neq x'} \frac{\|f^{(j)}(x) - f^{(j)}(x')\|}{\|x - x'\|}$.

In what follows, we will use some facts related to isoperimetry and concentration properties of log-concave measures. Given a Borel probability measure $\mu$ on $\mathbb{R}^d$, let

$$
\mu^+(A) := \lim_{\varepsilon \to 0} \inf_{A} \frac{\mu(A_\varepsilon) - \mu(A)}{\varepsilon}, \ A \in \mathcal{B}(\mathbb{R}^d),
$$

where $A_\varepsilon := \{ x : \mu(B(x, \varepsilon)) = \varepsilon \}$.
where $A_{\varepsilon}$ denotes the $\varepsilon$-neighborhood of $A$ and $\mathcal{B}(\mathbb{R}^d)$ is the Borel $\sigma$-algebra in $\mathbb{R}^d$. The so called Cheeger isoperimetric constant of $\mu$ is defined as

$$I_C(\mu) := \inf_{A \in \mathcal{B}(\mathbb{R}^d)} \frac{\mu^+(A)}{\mu(A) \wedge (1 - \mu(A))}.$$ 

According to the well known Kannan-Lovász-Simonovits (KLS) conjecture, for a log-concave probability measure $\mu(dx) = e^{-V(x)}dx$ on $\mathbb{R}^d$ with covariance operator $\Sigma$, $I_C(\mu) \gtrsim \|\Sigma\|^{-1/2}$ with a dimension-free constant. This conjecture remains open, but the following deep recent result by Chen [8] provides a lower bound on $I_C(\mu)$ that is almost dimension-free.

**Theorem 2.1.** There exists a constant $b > 0$ such that, for all $d \geq 3$ and for all log-concave distributions $\mu(dx) = e^{-V(x)}dx$ in $\mathbb{R}^d$ with covariance $\Sigma$,

$$I_C(\mu) \geq \|\Sigma\|^{-1/2} d^{-b} (\log \log d / \log d)^{1/2}.$$ 

Isoperimetric constants $I_C(\mu)$ are known to be closely related to important functional inequalities, in particular, to Poincaré inequality and its generalizations (see, e.g., [6, 23]). It is said that Poincaré inequality holds for a r.v. $\xi$ in $\mathbb{R}^d$ iff, for some constant $C > 0$ and for all locally Lipschitz functions $g : \mathbb{R}^d \mapsto \mathbb{R}$ (which, by Rademacher theorem, are differentiable almost everywhere),

$$\text{Var}(g(\xi)) \leq C \mathbb{E} \|\nabla g(\xi)\|^2.$$ 

The smallest value $c(\xi)$ of constant $C$ in the above inequality is called the Poincaré constant of $\xi$ (clearly, it depends only on the distribution of $\xi$). The following property of Poincaré constant will be frequently used: if r.v. $\xi = (\xi_1, \ldots, \xi_n)$ has independent components (with $\xi_j$ being a r.v. in $\mathbb{R}^{d_j}$), then $c(\xi) = \max_{1 \leq j \leq n} c(\xi_j)$ (see [20], Corollary 5.7).

If now $\xi \sim \mu$ in $\mathbb{R}^d$, then the following Cheeger’s inequality holds (see, e.g., [23], Theorem 1.1):

$$c(\xi) \leq \frac{4}{I_C^2(\mu)}.$$ 

Moreover, the following $L_p$-version of Poincaré inequality holds for all $p \geq 1$ and for all locally Lipschitz functions $g : \mathbb{R}^d \mapsto \mathbb{R}$ (see [6], Theorem 3.1)

$$\|g(\xi) - \mathbb{E}g(\xi)\|_{L_p} \lesssim \frac{p}{I_C(\mu)} \|\nabla g(\xi)\|_{L_p}.$$ 

(2.2)
Remark 2.1. Note that, if \( \xi \sim \mu \) and \( \mu(dx) = e^{-V(x)}dx \) is log-concave, then (see [23], Theorem 1.5)

\[
c(\xi) \asymp \frac{1}{I_{\xi}^2(\mu)}
\]

and, by Theorem 2.1, we have

\[
c(\xi) \leq ||\Sigma|| d^{2b(\log \log d)\frac{1}{2}}.
\] (2.3)

In what follows, we denote the Poincaré constant \( c(\xi) \) of r.v. \( \xi \sim \mu \) with log-concave distribution \( \mu(dx) = e^{-V(x)}dx \) by \( c(\xi) \).

Bound (2.3) implies that \( c(\xi) \lesssim \epsilon ||\Sigma|| \) for all \( \epsilon > 0 \).

Also, with this notation, we can rewrite the \( L_p \)-version (2.2) of Poincaré inequality as follows:

\[
\|g(\xi) - E g(\xi)\|_{L_p} \lesssim \sqrt{c(\xi)p} \|\nabla g(\xi)\|_{L_p}.
\] (2.4)

This concentration bound will be our main tool in Section 4. It will be convenient for our purposes to express it in terms of local Lipschitz constants of \( g \) defined as follows:

\[
(Lg)(x) := \inf_{U \ni x} \sup_{x', x'' \in U, x' \neq x''} \frac{|g(x') - g(x'')|}{\|x' - x''\|}, x \in \mathbb{R}^d
\]

where the infimum is taken over all the balls \( U \) centered at \( x \). Similar definition could be also used for vector valued functions \( g \). Clearly, \( \|\nabla g(x)\| \leq (Lg)(x), x \in \mathbb{R}^d \) and (2.4) implies that

\[
\|g(\xi) - E g(\xi)\|_{L_p} \lesssim \sqrt{c(\xi)p} \|(Lg)(\xi)\|_{L_p}.
\] (2.5)

The following assumptions on \( V \) will be used throughout the paper.

**Assumption 1.** Suppose that

(i) \( V \) is strictly convex and twice continuously differentiable such that, for some constants \( M, L > 0 \), \( ||V''||_{L_\infty} \leq M \) and \( ||V''||_{L_{\text{lip}}} \leq L \).

(ii) For some constant \( m > 0 \), \( \mathcal{I} \succeq mI_d \).

Under Assumption 1, we have \( \mathcal{I} = E V''(\xi) \leq MI_d \) and thus \( m \leq M \).

**Remark 2.2.** Obviously, Assumption 1 holds in the Gaussian case, when \( V(x) = c_1 + c_2 \|x\|^2, x \in \mathbb{R}^d \). In this case, \( V''(x) = mI_d, x \in \mathbb{R}^d \) for \( m = 2c_2 > 0 \), which is much stronger than Assumption 1, (ii). Assumption 1 also holds, for instance, for \( V(x) = \varphi(\|x\|^2), x \in \mathbb{R}^d \), where \( \varphi \) is a \( C^\infty \) function in \( \mathbb{R} \).
such that $\varphi''$ is supported in $[0, 1]$, $\varphi''(t) \geq 0, t \in \mathbb{R}$ and $\varphi'(0) = 0$. Of course, in this case, the condition $V''(x) \geq mI_d$ does not hold uniformly in $x$ for any positive $m$, but Assumption 1, (ii) holds. If $V(x) = c_1 + \|x\|^{2p}, x \in \mathbb{R}^d$ for some $p \geq 1/2$, it is easy to check that Assumption 1 holds only for $p = 1$.

We are now ready to state our main result.

**Theorem 2.2.** Suppose Assumption 1 holds and $d \leq \gamma n$, where

$$
\gamma := c \left( \frac{m^2}{M} \wedge \frac{m^2}{L \sqrt{M}} \right)^2
$$

with a small enough constant $c > 0$. Let $f \in C^s$ for some $s = k + 1 + \rho$, $k \geq 0$, $\rho \in (0, 1]$. Then

$$
\sup_{\theta \in \mathbb{R}^d} \left\| f_k(\hat{\theta}) - f(\theta) - n^{-1} \sum_{j=1}^n \langle V'_{\theta}(\xi_j), I^{-1} f'_{\theta} \rangle \right\|_{L_{\psi_2/3}((\mathcal{P}_\theta))} \lesssim_{L,M,m,s} \| f \|_{C^s} \left[ \sqrt{\frac{c(V)}{n}} \left( \frac{d}{n} \right)^{\rho/2} + \left( \frac{d}{n} \right)^s \right].
$$

Theorem 2.2 shows that $f_k(\hat{\theta}) - f(\theta)$ can be approximated by a normalized sum of i.i.d. mean zero r.v. $n^{-1} \sum_{j=1}^n \langle V'_{\theta}(\xi_j), I^{-1} f'_{\theta} \rangle$. Moreover, the error of this approximation is of the order $o(n^{-1/2})$ provided that $d = o(n^{\alpha})$ for some $\alpha \in (0, 1)$ satisfying $s > \frac{1}{1-\alpha}$ and that $\| \Sigma \|$ is bounded by a constant. This follows from the fact that $c(V) \lesssim_{\epsilon} d^s \| \Sigma \|$ for an arbitrarily small $\epsilon > 0$ (see Remark 2.1). In addition, by Lemma 3.1 below, r.v. $\langle V'(\xi), I^{-1} f'_{\theta} \rangle$ is subgaussian with

$$
\| \langle V'(\xi), I^{-1} f'_{\theta} \rangle \|_{\psi_2} \lesssim \sqrt{M} \| I^{-1} f'_{\theta} \| \lesssim \frac{\sqrt{M}}{m} \| f'_{\theta} \|. \quad (2.6)
$$

As a result, we can obtain the following simple, but important corollaries of Theorem 2.2. Recall that $\sigma_j^2(\theta) = \langle I^{-1} f'_{\theta}, f'_{\theta} \rangle$.

**Corollary 2.1.** Under the conditions of Theorem 2.2,

$$
\sup_{\theta \in \mathbb{R}^d} \left\| f_k(\hat{\theta}) - f(\theta) \right\|_{L_2((\mathcal{P}_\theta))} \leq \frac{\sigma_j(\theta)}{\sqrt{n}} \lesssim_{L,M,m,s} \| f \|_{C^s} \left[ \sqrt{\frac{c(V)}{n}} \left( \frac{d}{n} \right)^{\rho/2} + \left( \frac{d}{n} \right)^s \right].
$$

This corollary immediately follows from the bound of Theorem 2.2 and the fact that the $L_2$-norm is dominated by the $\psi_{2/3}$-norm. It implies the second claim of the following proposition.
Proposition 2.1. Let $f \in C^s$ for some $s > 0$.

1. For $s \in (0, 1]$,
   \[
   \sup_{\|f\|_{C^s} \leq 1} \sup_{\theta \in \mathbb{R}^d} \|f(\hat{\theta}) - f(\theta)\|_{L_2(P_\theta)} \lesssim_{L,M,m,s} \left(\sqrt{\frac{d}{n}}\right)^s \wedge 1.
   \]

2. For $s = k + 1 + \rho$ for some $k \geq 0$ and $\rho \in (0, 1)$, suppose Assumption 1 holds and also $\|\Sigma\| \lesssim 1$. If $d \lesssim n^\alpha$ for some $\alpha \in (0, 1)$, then
   \[
   \sup_{\|f\|_{C^s} \leq 1} \sup_{\theta \in \mathbb{R}^d} \|f_k(\hat{\theta}) - f(\theta)\|_{L_2(P_\theta)} \lesssim_{L,M,m,s} \left(\frac{1}{\sqrt{n}}\right) \wedge 1. \tag{2.7}
   \]
   Combining bound (2.7) with the following result shows some form of minimax optimality of estimator $f_k(\hat{\theta})$.

Proposition 2.2. Suppose Assumption 1 holds. Then, for all $s > 0$,
   \[
   \sup_{\|f\|_{C^s} \leq 1} \inf_{\hat{T}_n} \sup_{\|\theta\| \leq 1} \|\hat{T}_n - f(\theta)\|_{L_2(P_\theta)} \gtrsim_{m,M} \left(\frac{1}{\sqrt{n}}\right) \wedge 1,
   \]
   where the infimum is taken over all estimators $\hat{T}_n = \hat{T}_n(X_1, \ldots, X_n)$.

The proof of this result is similar to the proof of Theorem 2.2 in [18] in the Gaussian case. Some further comments will be provided in Section 6.

Corollary 2.1 also implies that, for all $\theta \in \mathbb{R}^d$,
   \[
   \|f_k(\hat{\theta}) - f(\theta)\|_{L_2(P_\theta)} \leq \frac{\sigma_f(\theta)}{\sqrt{n}} + C \|f\|_{C^s} \left[\sqrt{\frac{c(V\hat{\theta})}{n}} \left(\frac{d}{n}\right)^{\rho/2} + \left(\frac{d}{n}\right)^s\right],
   \]
   where $C$ is a constant depending on $M, L, m, s$. If $d \lesssim n^\alpha$ for some $\alpha \in (0, 1)$ and $s > \frac{1}{1-\alpha}$, it easily follows that, for all $B > 0$,
   \[
   \limsup_{n \to \infty} \sup_{\|f\|_{C^s} \leq B} \frac{\sqrt{n}\|f_k(\hat{\theta}) - f(\theta)\|_{L_2(P_\theta)}}{\sigma_f(\theta)} \leq 1. \tag{2.8}
   \]

The following minimax lower bound will be proved in Section 6.

Proposition 2.3. Suppose Assumption 1 holds and let $f \in C^s$ for some $s = 1 + \rho$, $\rho \in (0, 1)$. Then, for all $c > 0$ and all $\theta_0 \in \mathbb{R}^d$,
   \[
   \inf_{\hat{T}_n} \sup_{\|\theta - \theta_0\| \leq \frac{c}{\sqrt{n}}} \frac{\sqrt{n}\|\hat{T}_n - f(\theta)\|_{L_2(P_\theta)}}{\sigma_f(\theta)} \geq 1 - \frac{3\pi}{\sqrt{8mc}} - \frac{2}{\sqrt{n}} \frac{\|f\|_{C^s}}{\sigma_f(\theta_0)} \left(\frac{c}{\sqrt{n}}\right)^\rho,
   \]
   where the infimum is taken over all estimators $\hat{T}_n = \hat{T}_n(X_1, \ldots, X_n)$. 
The bound of Proposition 2.3 easily implies that, for all $B > 0$,
\[
\lim_{c \to \infty} \lim_{n \to \infty} \inf_{(f, \theta_0)} \inf_{\|\psi\|_{\sigma_f(\theta_0)} \leq B} \sup_{\|\theta - \theta_0\| \leq \frac{c}{\sqrt{n}}} \sqrt{n}\|\hat{T}_n - f(\theta)\|_{L_2(P_0)} \geq 1.
\]

Along with (2.8), it shows local asymptotic minimaxity of estimator $f_k(\hat{\theta})$.

The next corollaries will be based on the results by Rio [27] on convergence rates in CLT in Wasserstein type distances. For r.v. $\eta_1, \eta_2$ and a convex non-decreasing function $\psi : \mathbb{R}_+ \to \mathbb{R}_+$ with $\psi(0) = 0$, define the Wasserstein $\psi$-distance between $\eta_1$ and $\eta_2$ as
\[
W_\psi(\eta_1, \eta_2) := \inf \left\{ \|\eta'_1 - \eta'_2\|_\psi : \eta'_1 \overset{d}{=} \eta_1, \eta'_2 \overset{d}{=} \eta_2 \right\}.
\]

For $\psi(u) = u^p, u \geq 0, p \geq 1$, we will use the notation $W_p$ instead of $W_\psi$. For $\psi = \psi_\alpha, \alpha > 0$, we will modify the above definition using a version of $\psi$-norm defined in terms of the moments. Let $\eta_1, \ldots, \eta_n$ be i.i.d. copies of a mean zero r.v. $\eta$ with $\mathbb{E}\eta^2 = 1$. It was proved in [27] (see Theorem 4.1 and equation (4.3)) that for all $r \in (1, 2]$,
\[
W_r \left( \sqrt{\frac{\eta_1 + \cdots + \eta_n}{n}}, Z \right) \lesssim \frac{\mathbb{E}^{1/r} \eta^{r+2}}{\sqrt{n}},
\]
where $Z \sim N(0, 1)$. Applying this bound to $\eta := \frac{(V'(\xi), \mathcal{I}^{-1} f'(\theta))}{\sigma_f(\theta)}$ yields
\[
W_2 \left( \frac{1}{\sqrt{n}} \sum_{j=1}^n (V'(\xi_j), \mathcal{I}^{-1} f'(\theta)), \sigma_f(\theta)Z \right) \lesssim \frac{\mathbb{E}^{1/2} (V'(\xi), \mathcal{I}^{-1} f'(\theta))^4}{\sigma_f(\theta)n^{-1/2}}.
\]

Thus, Theorem 2.2 implies the following corollary.

**Corollary 2.2.** Under the conditions of Theorem 2.2, for all $\theta \in \mathbb{R}^d$
\[
W_{2,p} \left( \sqrt{n}(f_k(\hat{\theta}) - f(\theta)), \sigma_f(\theta)Z \right) \leq C_1 \frac{\mathbb{E}^{1/2} (V'(\xi), \mathcal{I}^{-1} f'(\theta))^4}{\sigma_f(\theta)} n^{-1/2} + C_2 \|f\|_{C^s} \left[ \sqrt{\frac{c(V)}{n}} \left( \frac{d}{n} \right)^{\rho/2} + \left( \sqrt{\frac{d}{n}} \right)^s \right],
\]
where $C_1 > 0$ is an absolute constant and $C_2 > 0$ is a constant that could depend on $M, L, m, s$.

Using (2.6), it is easy to check that, under Assumption 1,
\[
\mathbb{E}^{1/2} (V'(\xi), \mathcal{I}^{-1} f'(\theta))^4 \lesssim \frac{M}{m^2} \|f'(\theta)\|^2
\]
and, in addition, $\sigma_f^2(\theta) \geq M^{-1} \|f'(\theta)\|^2$. This yields
\[
\frac{\mathbb{E}^{1/2} \langle V'(\xi), \mathcal{I}^{-1} f'(\theta) \rangle^4}{\sigma_f(\theta)} \lesssim_{M,m} \|f'(\theta)\| \lesssim_{M,m} \|f\|_{C^s}.
\]
Therefore, if $d \leq n^\alpha$ for some $\alpha \in (0,1)$ and $s > \frac{1}{1-\alpha}$, then
\[
\sup_{\|f\|_{C^s} \leq 1} \sup_{\theta \in \mathbb{R}^d} W_{\mathbb{P}_\theta} \left( \frac{\sqrt{n}(f_k(\hat{\theta}) - f(\theta)), \sigma_f(\theta) Z}{\|f\|_{C^s}} \right) \to 0 \text{ as } n \to \infty,
\]
which implies
\[
\sup_{(f,\theta) : \|f\|_{C^s} \leq B} \left| \mathbb{P}_\theta \left\{ \frac{\sqrt{n}(f_k(\hat{\theta}) - f(\theta))}{\sigma_f(\theta)} \leq x \right\} - \mathbb{P}\{Z \leq x\} \right| \to 0 \text{ as } n \to \infty.
\]
It was also proved in [27], Theorem 2.1 that, for i.i.d. copies $\eta_1, \ldots, \eta_n$ of mean zero r.v. $\eta$ with $\mathbb{E}\eta^2 = 1$ and $\|\eta\|_{\psi_1} < \infty$ and for some constant $C(\|\eta\|_{\psi_1}) < \infty$,
\[
W_{\psi_1} \left( \frac{\eta_1 + \cdots + \eta_n}{\sqrt{n}}, Z \right) \lesssim \frac{C(\|\eta\|_{\psi_1})}{\sqrt{n}}.
\]
We will again apply this to $\eta := \frac{\langle V'(\xi), \mathcal{I}^{-1} f'(\theta) \rangle}{\sigma_f(\theta)}$. In this case, by Lemma 3.1, we have
\[
\|\langle V'(\xi), \mathcal{I}^{-1} f'(\theta) \rangle\|_{\psi_1} \lesssim \frac{\sqrt{M}}{m} \|f'(\theta)\|.
\]
Also, $\sigma_f(\theta) \geq \frac{\|f'(\theta)\|}{\sqrt{M}}$, implying $\|\eta\|_{\psi_1} \lesssim \frac{M}{m}$. As a result, we get
\[
W_{\psi_1} \left( \frac{1}{n} \sum_{j=1}^n \langle V'(\xi_j), \mathcal{I}^{-1} f'(\theta) \rangle, \frac{\sigma_f(\theta) Z}{\sqrt{n}} \right) \lesssim_{M,m} \frac{\sigma_f(\theta)}{n}.
\]
Combining this with the bound of Theorem 2.2 yields the following extension of Corollary 2.1.
Corollary 2.3. Under the conditions of Theorem 2.2, for all convex non-decreasing functions \( \psi : \mathbb{R}_+ \to \mathbb{R}_+ \) with \( \psi(0) = 0 \), satisfying the condition \( \psi(u) \leq \psi_{2/3}(cu), u \geq 0 \) for some constant \( c > 0 \),

\[
\sup_{\theta \in \mathbb{R}^d} \| f_k(\hat{\theta}) - f(\theta) \|_{L_\psi(P_\theta)} - \frac{\sigma f(\theta)}{\sqrt{n}} \| Z \|_\psi \\
\lesssim_{L,M,m,s} \| f \|_{C^s} \left[ \sqrt{\frac{c(V)}{n}} \left( \frac{d}{n} \right)^{p/2} + \left( \sqrt{\frac{d}{n}} \right)^s \right].
\]

Remark 2.3. Similar results were obtained in [17] in the case of Gaussian shift models, in [19] in the case of more general Poincaré random shift models and in [14, 15, 18] in the case of Gaussian models with unknown covariance and unknown mean and covariance (the analysis becomes much more involved in the case when the functional depends on unknown covariance). In [16], the proposed higher order bias reduction method was studied in the case of general models with a high-dimensional parameter \( \theta \) for which there exists an estimator \( \hat{\theta} \) admitting high-dimensional normal approximation.

Remark 2.4. If \( E \xi = 0 \), one can also use \( \bar{X} = \frac{X_1 + \ldots + X_n}{n} \) as an estimator of \( \theta \) and construct the corresponding functions \( \bar{f}_k \) based on this estimator. In this case, a bound similar to (2.7) holds for estimator \( \bar{f}_k(\bar{X}) \), so, it is also minimax optimal. This follows from Theorem 2, [19] along with the bound on Poincaré constant \( c(V) \) (see Remark 2.1). Normal approximation of estimator \( \bar{f}_k(\bar{X}) \) similar to Corollary 2.2 also holds (see [19]). However, the limit variance of estimator \( \bar{f}_k(\bar{X}) \) is not equal to \( \sigma_j^2(\theta) \), it is rather equal to \( \langle \Sigma \xi f'(\theta), f'(\theta) \rangle \). Since \( X \) is an unbiased estimator of \( \theta \) (note that \( E \xi = 0 \)), it follows from the Cramér-Rao bound that \( \Sigma X = \Sigma \xi \geq I^{-1} \). This fact implies that the limit variance of estimator \( \bar{f}_k(\bar{X}) \) is suboptimal:

\[
\langle \Sigma \xi f'(\theta), f'(\theta) \rangle \geq \langle I^{-1} f'(\theta), f'(\theta) \rangle
\]

and this estimator is not asymptotically efficient. This was the main motivation for the development of estimators \( f_k(\hat{\theta}) \) based on the MLE in the current paper. We conjecture that asymptotic efficiency also holds when the MLE is replaced by Pitman’s estimator. Since MLE is defined implicitly as a solution of an optimization problem, there is an additional layer of difficulties in the analysis of the problem comparing with the case of \( \bar{X} \). Similar problems in the case of log-concave location-scale families seem to be much more challenging.

Remark 2.5. The proof of Theorem 2.2 could be easily modified and, in fact, significantly simplified to obtain the following result under somewhat
different assumptions than Assumption 1 (they are stronger in the sense that the eigenvalues of the Hessian $V''(x)$ are assumed to be bounded away from zero uniformly in $x$).

**Theorem 2.3.** Suppose $V$ is twice continuously differentiable and, for some $M,m > 0$, $\|V''\|_{L_\infty} \leq M$ and $V''(x) \succeq mI_d, x \in \mathbb{R}^d$. Let $f \in C^s$ for some $s = k + 1 + \rho, k \geq 0, \rho \in (0,1]$. Then, for all $d \lesssim n$,

$$\sup_{\theta \in \mathbb{R}^d} \left\| f_k(\hat{\theta}) - f(\theta) - n^{-1} \sum_{j=1}^n \langle V'(\xi_j), \mathcal{I}^{-1} f'(\theta) \rangle \right\|_{L_{\psi_1}(P_{\theta})} \lesssim_{M,m,s} \|f\|_{C^s} \left[ \frac{1}{\sqrt{n}} \left( \frac{d}{n} \right)^{\rho/2} + \left( \frac{\sqrt{d}}{n} \right)^s \right].$$

This result implies that, under the conditions of Theorem 2.3, the second claim of Proposition 2.1 holds without any assumptions on $d$ and on $\Sigma_\xi$ and that the bound of Corollary 2.3 holds for all convex non-decreasing functions $\psi : \mathbb{R}_+ \to \mathbb{R}_+$ with $\psi(0) = 0$, satisfying the condition $\psi(u) \leq \psi_1(cu), u \geq 0$ for some constant $c > 0$.

### 3. Error bounds for the MLE

Our main goal in this section is to obtain upper bounds on the error $\|\hat{\theta} - \theta\|$ of MLE $\hat{\theta}$. Namely, the following result will be proved.

**Theorem 3.1.** Suppose Assumption 1 holds and let $t \geq 1$. If $d \vee t \leq \gamma n$ for

$$\gamma := e \left( \frac{M}{m} \wedge \frac{M^2}{L \sqrt{M}} \right)^2$$

with a small enough constant $e > 0$, then, with probability at least $1 - e^{-t},$

$$\|\hat{\theta} - \theta\| \lesssim \frac{\sqrt{M}}{m} \left( \sqrt{\frac{d}{n}} \vee \sqrt{\frac{t}{n}} \right).$$

Several simple facts will be used in the proof.

For a differentiable function $g : \mathbb{R}^d \to \mathbb{R}$, define the remainder of its first order Taylor expansion

$$S_g(x; h) := g(x + h) - g(x) - \langle g'(x), h \rangle, x, h \in \mathbb{R}^d.$$
Lemma 3.1. For all $g$ and $h$, the following facts hold:

(i) $|S_g(x; h)| \leq \frac{1}{2} \|g''\|_{L\infty} \|h\|^2$.

(ii) $|S_g(x; h) - g''(x)h, h)| \leq \frac{1}{2} \|g''\|_{Lip} \|h\|^3$.

(iii) $|S_g(x; h) - S_g(x; h')| \leq \frac{1}{2} \|g''\|_{L\infty} \|h - h'\|^2 + \|g''\|_{L\infty} \|h\| \|h - h'\|$.

(iv) $|S_g(x; h) - S_g(y; h)| \leq \frac{3}{4} \|g''\|_{Lip} \|h\|^2 \|x - y\|$.

If $g \in C^s$ for $s = 1 + \rho$, $\rho \in (0, 1]$, then

(v) $|S_g(x; h) - S_g(x; h')| \lesssim \|g\|_{C^s} \|\|h\|_{\rho} \vee \|h'\|_{\rho}\|h - h'\|$.

Let $\xi_1, \ldots, \xi_n$ be i.i.d. copies of $\xi$ (that is, $\xi_j := X_j - \theta$). Define the following convex functions:

$g(h) := \mathbb{E}V(\xi + h)$,

$g_n(h) := n^{-1} \sum_{j=1}^{n} V(\xi_j + h), h \in \mathbb{R}^d.$

(3.2)

Note that $\mathbb{E}g_n(h) = g(h)$ and $g''(0) = I$.

We will need simple probabilistic bounds for r.v. $g_n'(0) = n^{-1} \sum_{j=1}^{n} V'(\xi_j)$ and $g''(0) = n^{-1} \sum_{j=1}^{n} V''(\xi_j)$. We start with the following lemma.

Lemma 3.1. For all $u \in \mathbb{R}^d$, $\langle V'(\xi), u \rangle$ is a subgaussian r.v. with

$$\|\langle V'(\xi), u \rangle\|_{\psi_2} \lesssim \sqrt{M} \|u\|.$$

Proof. For all $k \geq 1$, we have

$$\mathbb{E}\langle V'(\xi), u \rangle^{2k} = \int_{\mathbb{R}^d} \langle V'(x), u \rangle^{2k} e^{-V(x)} dx.$$

By Lemma 2.2.1 in [7], there are constants $A, B > 0$ such that $e^{-V(x)} \leq A e^{-B\|x\|}$ for all $x \in \mathbb{R}^d$. Moreover, by Assumption 1, $V'$ is $M$-Lipschitz which implies that $\|V'(x)\| \leq \|V'(0)\| + M\|x\|$ for all $x \in \mathbb{R}^d$. Combining these two facts, the above integral is finite for all $k \geq 1$ and we obtain that

$$\int_{\mathbb{R}^d} \langle V'(x), u \rangle^{2k} e^{-V(x)} dx = \int_{\mathbb{R}^d} \langle V'(x), u \rangle^{2k-1} \langle V'(x), u \rangle e^{-V(x)} dx$$

$$= \int_{\mathbb{R}^d} (2k - 1) \langle V'(x), u \rangle^{2k-2} \langle V''(x)u, u \rangle e^{-V(x)} dx,$$
where we used integration by parts in the last equality. Therefore,

$$
\mathbb{E}(V'(\xi), u)^{2k} \leq (2k - 1)M \|u\|^2 \int_{\mathbb{R}^d} \langle V'(x), u \rangle^{2k-2} e^{-V(x)} dx
$$

$$
= (2k - 1)M \|u\|^2 \mathbb{E}(V'(\xi), u)^{2(k-1)}.
$$

It follows by induction that

$$
\mathbb{E}(V'(\xi), u)^{2k} \leq (2k - 1)!M^k \|u\|^{2k}.
$$

It is easy to conclude that, for all $$p \geq 1$$,

$$
\|\langle V'(\xi), u \rangle\|_{L_p} \lesssim \sqrt{p} \sqrt{M} \|u\|,
$$

implying the claim.

An immediate consequence is the following corollary.

**Corollary 3.1.** For all $$t \geq 1$$, with probability at least $$1 - e^{-t}$$

$$
\|g_n'(0)\| \lesssim \sqrt{M} \left( \sqrt{\frac{d}{n}} \lor \sqrt{\frac{t}{n}} \right).
$$

**Proof.** Let $$S^{d-1}$$ be the unit sphere in $$\mathbb{R}^d$$ and let $$A \subset S^{d-1}$$ be a $$1/2$$-net with $$\text{card}(A) \leq 5^d$$. Then

$$
\|g_n'(0)\| = \sup_{u \in S^{d-1}} \langle g_n'(0), u \rangle \leq 2 \max_{u \in A} \langle g_n'(0), u \rangle.
$$

By Lemma 3.1, we have for all $$u \in A$$,

$$
\|\langle g_n'(0), u \rangle\|_{\psi_2} = \left\| n^{-1} \sum_{j=1}^{n} \langle V'(\xi_j), u \rangle \right\|_{\psi_2} \lesssim \frac{\sqrt{M}}{\sqrt{n}},
$$

implying that with probability at least $$1 - e^{-t}$$

$$
|\langle g_n'(0), u \rangle| \lesssim \frac{\sqrt{M}}{\sqrt{n}}.
$$

It remains to use the union bound and to replace $$t$$ by $$t + d\log(5)$$.

$$\square$$
Proposition 3.2. For all \( t \geq 1 \), with probability at least \( 1 - e^{-t} \)
\[
\|g_n''(0) - I\| \lesssim M \left( \sqrt{\frac{d}{n}} \vee \sqrt{\frac{t}{n}} \right).
\]
Moreover,
\[
\|g_n''(0) - I\|_{\psi_2} \lesssim M \sqrt{\frac{d}{n}}.
\]

PROOF. Similarly to the proof of Corollary 3.1, one can use the fact that
\[
\|\langle V''(\xi)u, v\rangle\|_{\psi_2} \lesssim \|\langle V''(\xi)u, v\rangle\|_{L_\infty} \lesssim M, u, v \in S^{d-1}
\]
and discretization of the unit sphere to prove the first bound.
Moreover, using that \( t, d \geq 1 \), the first bound implies that
\[
P\left\{ \|g_n''(0) - I\| \geq C_1 M \sqrt{\frac{d}{n}} \sqrt{t} \right\} \leq e^{-t}, t \geq 1,
\]
which is equivalent to the second bound.

We now turn to the proof of Theorem 3.1.

PROOF. Note that the minimum of convex function \( g \) from (3.2) is attained at 0 and also
\[
\hat{h} := \arg\min_{h \in \mathbb{R}^d} g_n(h) = \theta - \hat{\theta}, \quad (3.3)
\]
so, to prove Theorem 3.1, it will be enough to bound \( \|\hat{h}\| \). We will use the following elementary lemma.

Lemma 3.2. Let \( q : \mathbb{R}^d \to \mathbb{R} \) be a convex function attaining its minimum at \( \bar{x} \in \mathbb{R}^d \). For all \( x_0 \in \mathbb{R}^d \) and \( \delta > 0 \), the condition \( \|\bar{x} - x_0\| \geq \delta \) implies that
\[
\inf_{\|x - x_0\| = \delta} q(x) - q(x_0) \leq 0.
\]

PROOF. Indeed, assume that \( \|\bar{x} - x_0\| \geq \delta \). Clearly, \( q(\bar{x}) - q(x_0) \leq 0 \).
Let \( x^* = \lambda \bar{x} + (1 - \lambda)x_0 \) with \( \lambda := \frac{\delta}{\|\bar{x} - x_0\|} \). Then, \( \|x^* - x_0\| = \delta \) and, by convexity of \( q \),
\[
q(x^*) \leq \lambda q(\bar{x}) + (1 - \lambda)q(x_0), \quad \text{implying that} \quad q(x^*) - q(x_0) \leq \lambda (q(\bar{x}) - q(x_0)) \leq 0.
\]

\qed
If $\|\hat{h}\| \geq \delta$, then, by Lemma 3.2,

$$
\inf_{\|h\|=\delta} g_n(h) - g_n(0) \leq 0. \quad (3.4)
$$

Note that

$$
g_n(h) - g_n(0) = \langle g'_n(0), h \rangle + S_{g_n}(0; h)
= \langle g'_n(0), h \rangle - \frac{1}{2} \langle g''_n(0)h, h \rangle + \frac{1}{2} \langle g''_n(0)h, h \rangle. \quad (3.5)
$$

For $\|h\| = \delta$, we have, by Assumption 1, (ii),

$$
\langle g''_n(0)h, h \rangle = \langle g''_n(0)h, h \rangle - \langle Ih, h \rangle + \langle Ih, h \rangle \geq m\delta^2 - \delta^2\|g''_n(0) - I\|
$$

and, by Proposition 3.1, (ii),

$$
S_{g_n}(0; h) - \frac{1}{2} \langle g''_n(0)h, h \rangle \geq -\frac{L}{2}\delta^3.
$$

Inserting these inequalities into (3.5) and using (3.4) we can conclude that if $\|\hat{h}\| \geq \delta$, then

$$
\|g'_n(0)\|\delta + \frac{\delta^2}{2} \|g''_n(0) - I\| \geq \frac{m}{2}\delta^2 - \frac{L}{2}\delta^3. \quad (3.6)
$$

To complete the proof, assume that the bound of Corollary 3.1 holds with constant $C_1 \geq 1$ and the bound of Proposition 3.2 holds with constant $C_2 \geq 1$. If constant $c$ in the definition of $\gamma$ is small enough, then the condition $d \vee t \leq \gamma n$ implies that

$$
C \left( \sqrt{\frac{d}{n}} \vee \sqrt{\frac{t}{n}} \right) \leq \frac{m}{M} \wedge \frac{m^2}{L\sqrt{M}}
$$

with $C := (16C_1) \vee (4C_2)$. Moreover, let

$$
\delta := 4C_1 \sqrt{\frac{M}{m}} \left( \sqrt{\frac{d}{n}} \vee \sqrt{\frac{t}{n}} \right)
$$

Then, $\delta \leq \frac{m}{4\sqrt{m}}$ and, on the event

$$
E := \left\{ \|g''_n(0) - I\| \leq C_2 M \left( \sqrt{\frac{d}{n}} \vee \sqrt{\frac{t}{n}} \right) \right\},
$$

bound (3.6) implies that $\delta \leq \frac{4}{m}\|g'_n(0)\|$. Note also that, by Proposition 3.2, $\mathbb{P}(E^c) \leq e^{-t}$. By Corollary 3.1, the event $\{\delta \leq \frac{4}{m}\|g'_n(0)\|\}$ occurs with
probability at most $e^{-t}$. Recall that bound (3.6) follows from $\| \hat{h} - \theta \| = \| \hat{h} \| \geq \delta$. Thus, with probability at least $1 - 2e^{-t}$, $\| \hat{h} - \theta \| \leq \delta$. It remains to adjust the constants in order to replace the probability bound $1 - 2e^{-t}$ with $1 - e^{-t}$.

\[\square\]

The following fact will be also useful.

**Corollary 3.2.** Suppose Assumption 1 holds and that $d \leq \gamma n$, where $\gamma = c(\frac{m}{M} \wedge \frac{m^2}{L \sqrt{M}})^2$ with a small enough constant $c > 0$. Then

$$\| \hat{\theta} - \theta \| \wedge \frac{m}{12L} \leq \frac{\sqrt{M}}{m} \sqrt{\frac{d}{n}} + \frac{m}{L \sqrt{\gamma}} \frac{1}{\sqrt{n}}.$$  

**Proof.** First, for $d \leq \gamma n$, Theorem 3.1 can be formulated as

$$\mathbb{P}\left\{ \| \hat{\theta} - \theta \| > C_1 \left( \sqrt{\frac{M}{m}} \sqrt{\frac{d}{n}} \vee \sqrt{\frac{M}{m}} \sqrt{\frac{t}{n}} \right) \right\} \leq e^{-t}, t \in [1, \gamma n].$$

This implies that

$$\mathbb{P}\left\{ \| \hat{\theta} - \theta \| > C_1 \left( \sqrt{\frac{M}{m}} \sqrt{\frac{d}{n}} \vee \sqrt{\frac{M}{m}} \sqrt{\frac{t}{n}} \right) \right\} \leq e^{-t}, t \in [1, \gamma n],$$

using that $t \geq 1$ and $\sqrt{\gamma} \leq \frac{1}{12 \sqrt{L \sqrt{M}}}$ for $c$ sufficiently small. It follows that

$$\mathbb{P}\left\{ \| \hat{\theta} - \theta \| \wedge \frac{m}{12L} > \left( C_1 \sqrt{\frac{M}{m}} \sqrt{\frac{d}{n}} \vee \sqrt{\frac{M}{m}} \sqrt{\frac{t}{n}} \right) \right\} \leq e^{-t}, t \geq 1,$

which is equivalent to the claim.  

\[\square\]

4. Concentration bounds

In this section, we prove concentration inequalities for $f(\hat{\theta})$, where $f$ is a smooth function on $\mathbb{R}^d$. Namely, we will prove the following result.

**Theorem 4.1.** Let $f \in C^s$ for some $s = 1 + \rho$, $\rho \in (0, 1]$. Suppose that $d \leq \gamma n$, where $\gamma := c(\frac{m}{M} \wedge \frac{m^2}{L \sqrt{M}})^2$ with a small enough $c > 0$. Then

$$\sup_{\theta \in \mathbb{R}^d} \left\| f(\hat{\theta}) - \mathbb{E}_\theta f(\hat{\theta}) - n^{-1} \sum_{j=1}^n \langle V'(\xi_j), I^{-1} f'(\theta) \rangle \right\|_{L_{\psi_2/3}(\mathbb{P}_\theta)}$$

$$\lesssim_{M,L,m} \sqrt{c(V)} \| f \|_{C^s} \frac{1}{\sqrt{n}} \left( \frac{d}{n} \right)^{\rho/2}.$$
To derive concentration bounds for $f(\hat{\theta})$, we need to bound local Lipschitz constants of estimator $\hat{\theta}(X_1, \ldots, X_n)$ as a function of its variables. A good place to start is to show the continuity of this function. The following fact is, probably, well known. We give its proof for completeness.

**Proposition 4.1.** Suppose that $V$ is strictly convex. Then, MLE $\hat{\theta}(x_1, \ldots, x_n)$ exists and is unique for all $(x_1, \ldots, x_n) \in \mathbb{R}^d \times \cdots \times \mathbb{R}^d$ and the function

$$\mathbb{R}^d \times \cdots \times \mathbb{R}^d \ni (x_1, \ldots, x_n) \mapsto \hat{\theta}(x_1, \ldots, x_n) \in \mathbb{R}^d$$

is continuous.

**Proof.** Let $(x_1, \ldots, x_n) \in \mathbb{R}^d \times \cdots \times \mathbb{R}^d$, $(x_1^{(k)}, \ldots, x_n^{(k)}) \in \mathbb{R}^d \times \cdots \times \mathbb{R}^d$, $k \geq 1$ and $(x_1^{(k)}, \ldots, x_n^{(k)}) \to (x_1, \ldots, x_n)$ as $k \to \infty$. Define

$$p(\theta) := n^{-1} \sum_{j=1}^n V(x_j - \theta), \quad p_k(\theta) := n^{-1} \sum_{j=1}^n V(x_j^{(k)} - \theta), \quad \theta \in \mathbb{R}^d, \quad k \geq 1.$$

By continuity of $V$, $p_k(\theta) \to p(\theta)$ as $k \to \infty$ for all $\theta \in \mathbb{R}^d$. Since $p_k$ and $p$ are convex, this implies the uniform convergence on all compact subsets of $\mathbb{R}^d$.

If $\|\hat{\theta}(x_1^{(k)}, \ldots, x_n^{(k)}) - \hat{\theta}(x_1, \ldots, x_n)\| \geq \delta$, then, by Lemma 3.2,

$$\inf_{\|\theta - \hat{\theta}(x_1, \ldots, x_n)\| = \delta} p_k(\theta) - p_k(\hat{\theta}(x_1, \ldots, x_n)) \leq 0$$

By the uniform convergence of $p_k$ to $p$ on compact sets,

$$\inf_{\|\theta - \hat{\theta}(x_1, \ldots, x_n)\| = \delta} p_k(\theta) - p_k(\hat{\theta}(x_1, \ldots, x_n)) \to \inf_{\|\theta - \hat{\theta}(x_1, \ldots, x_n)\| = \delta} p(\theta) - p(\hat{\theta}(x_1, \ldots, x_n))$$

as $k \to \infty$. Due to strict convexity, the minimum $\hat{\theta}(x_1, \ldots, x_n)$ of $p(\theta)$ exists and is unique (see the argument in the introduction), and

$$\inf_{\|\theta - \hat{\theta}(x_1, \ldots, x_n)\| = \delta} p(\theta) - p(\hat{\theta}(x_1, \ldots, x_n)) > 0,$$

implying that $\|\hat{\theta}(x_1^{(k)}, \ldots, x_n^{(k)}) - \hat{\theta}(x_1, \ldots, x_n)\| < \delta$ for all large enough $k$ and thus $\hat{\theta}(x_1^{(k)}, \ldots, x_n^{(k)}) \to \hat{\theta}(x_1, \ldots, x_n)$ as $k \to \infty$. \qed
Note that the continuity of \( \hat{\theta} \) also follows from the implicit function theorem in the case when \( V \) is twice differentiable with \( V'' \) being positively definite throughout \( \mathbb{R}^d \).

We will now study Lipschitz continuity properties of \( \hat{\theta} \) as a function of the data \( X_1, \ldots, X_n \) needed to prove concentration inequalities.

**Proposition 4.2.** Let

\[
A_1 := \left\{ (x_1, \ldots, x_n) \in \mathbb{R}^d \times \cdots \times \mathbb{R}^d : \| \hat{\theta}(x_1, \ldots, x_n) - \theta \| \leq \frac{m}{12L} \right\}
\]

and

\[
A_2 := \left\{ (x_1, \ldots, x_n) \in \mathbb{R}^d \times \cdots \times \mathbb{R}^d : \left\| n^{-1} \sum_{j=1}^{n} V''(x_j - \theta) - I \right\| \leq \frac{m}{4} \right\}
\]

and let \( A := A_1 \cap A_2 \). Then the function \( A \ni (x_1, \ldots, x_n) \mapsto \hat{\theta}(x_1, \ldots, x_n) \) is Lipschitz with constant \( \frac{4M}{m^{1/2}} \): for all \( (x_1, \ldots, x_n), (\tilde{x}_1, \ldots, \tilde{x}_n) \in A \),

\[
\| \hat{\theta}(x_1, \ldots, x_n) - \hat{\theta}(\tilde{x}_1, \ldots, \tilde{x}_n) \| \leq \frac{4M}{m^{1/2}} \left( \sum_{j=1}^{n} \| x_j - \tilde{x}_j \|^{2} \right)^{1/2}.
\]

**Proof.** Due to equivariance, we have

\[
\hat{\theta}(x_1, \ldots, x_n) - \hat{\theta}(\tilde{x}_1, \ldots, \tilde{x}_n) = \hat{\theta}(\xi_1, \ldots, \xi_n) - \hat{\theta}(\tilde{\xi}_1, \ldots, \tilde{\xi}_n)
\]

with \( \xi_j = x_j - \theta \) and \( \tilde{\xi}_j = \tilde{x}_j - \theta \). Hence, if we abbreviate \( \tilde{\theta} = \theta - \hat{\theta}(\xi_1, \ldots, \xi_n) \) and \( \tilde{\tilde{\theta}} = \theta - \hat{\theta}(\tilde{\xi}_1, \ldots, \tilde{\xi}_n) \), then we have \( g''_n(h) = 0 \) with \( g_n \) from (3.2) and \( \tilde{g}_n(h) = 0 \) with

\[
\tilde{g}_n(h) := n^{-1} \sum_{j=1}^{n} V(\tilde{\xi}_j + h), h \in \mathbb{R}^d.
\]

Recall that \( g'(0) = 0 \) and \( g''(0) = I \). By the first order Taylor expansion for function \( g' \), \( g'(h) = \mathcal{I} h + r(h) \), where

\[
r(h) := \int_{0}^{1} (g''(\lambda h) - g''(0))d\lambda \ h
\]

is the remainder. Therefore,

\[
g'(\tilde{\theta}) = \mathcal{I} \tilde{\theta} + r(\tilde{\theta}),
\]
implying that
\[ \hat{h} = \mathcal{I}^{-1}(g'(\hat{h}) - g'_n(\hat{h})) - \mathcal{I}^{-1}r(\hat{h}) \]
\[ = \mathcal{I}^{-1}(g'(0) - g'_n(0)) + \mathcal{I}^{-1}q_n(\hat{h}) - \mathcal{I}^{-1}r(\hat{h}) \]
\[ = -\mathcal{I}^{-1}g'_n(0) + \mathcal{I}^{-1}q_n(\hat{h}) - \mathcal{I}^{-1}r(\hat{h}), \tag{4.1} \]

where
\[ q_n(h) := (g_n - g)'(h) - (g_n - g)'(0) = \int_0^1 (g'_n - g'')(\lambda h) d\lambda h. \]

Similarly, we have \( \tilde{h} = -\mathcal{I}^{-1}\tilde{g}_n'(0) + \mathcal{I}^{-1}\tilde{q}_n(\tilde{h}) - \mathcal{I}^{-1}r(\tilde{h}) \) with \( \tilde{q}_n(h) := (\tilde{g}_n - g)'(h) - (\tilde{g}_n - g)'(0) \). Using these representations we now bound the difference between \( \hat{h} \) and \( \tilde{h} \).

First note that
\[ \|g'_n(0) - \tilde{g}_n'(0)\| \leq n^{-1} \sum_{j=1}^n \|V'(\xi_j) - V'(\tilde{\xi}_j)\| \]
\[ \leq M n^{-1} \sum_{j=1}^n \|\xi_j - \tilde{\xi}_j\| \leq \frac{M}{\sqrt{n}} \left( \sum_{j=1}^n \|x_j - \tilde{x}_j\|^2 \right)^{1/2}. \tag{4.2} \]

Also,
\[ q_n(\hat{h}) - \tilde{q}_n(\hat{h}) = ((g''_n - g'')(0))(\hat{h} - \tilde{h}) \]
\[ + \int_0^1 ((g''_n - g'')(\lambda \hat{h}) - (g''_n - g'')(0))d\lambda (\hat{h} - \tilde{h}) \]
\[ + \int_0^1 [(g''_n - g'') \lambda \hat{h}) - (g''_n - g'')(0)]d\lambda \hat{h} \]
\[ + \int_0^1 (g''_n - \tilde{g}''_n)(\lambda \hat{h})d\lambda \hat{h}. \]

Since, by Assumption 1, \( V'' \) is Lipschitz with constant \( L \), the function \( h \mapsto g''(h) = EV''(\xi + h) \) satisfies the Lipschitz condition with the same constant \( L \) and the function \( h \mapsto (g''_n - g'')(h) \) is Lipschitz with constant at most \( 2L \).

In addition,
\[ \|(g''_n - \tilde{g}''_n)(\lambda \hat{h})\| \leq n^{-1} \sum_{j=1}^n \|V''(\xi_j + \lambda \hat{h}) - V''(\tilde{\xi}_j + \lambda \hat{h})\| \]
\[ \leq \frac{L}{n} \sum_{j=1}^n \|\xi_j - \tilde{\xi}_j\| \leq \frac{L}{\sqrt{n}} \left( \sum_{j=1}^n \|x_j - \tilde{x}_j\|^2 \right)^{1/2}. \]
Therefore, we easily get
\[
\|q_n(\hat{h}) - \tilde{q}_n(\tilde{h})\| \leq \|g_n''(0) - g''(0)\|\|\hat{h} - \tilde{h}\| + L(\|\hat{h}\| + \|\tilde{h}\|)\|\hat{h} - \tilde{h}\| \\
+ \frac{L}{\sqrt{n}} \|\tilde{h}\| \left(\sum_{j=1}^{n} \|x_j - \bar{x}_j\|^2\right)^{1/2}. \tag{4.3}
\]

Similarly, note that
\[
r(\hat{h}) - r(\tilde{h}) = \int_0^1 (g''(\lambda\hat{h}) - g''(\lambda\tilde{h}))d\lambda \hat{h} + \int_0^1 (g''(\lambda\tilde{h}) - g''(0))d\lambda (\hat{h} - \tilde{h})
\]
which implies the following bound:
\[
\|r(\hat{h}) - r(\tilde{h})\| \leq \frac{L}{2}(\|\tilde{h}\| + \|\hat{h}\|)\|\hat{h} - \tilde{h}\|. \tag{4.4}
\]
It follows from (4.2), (4.3) and (4.4) that
\[
\|\hat{h} - \tilde{h}\| \leq \frac{1}{m} \left( \left(\frac{M}{\sqrt{n}} + \frac{L}{\sqrt{n}}\|\tilde{h}\| \right) \left(\sum_{j=1}^{n} \|x_j - \bar{x}_j\|^2\right)^{1/2} \\
+ \|g_n''(0) - g''(0)\|\|\hat{h} - \tilde{h}\| + \frac{3}{2} L(\|\hat{h}\| + \|\tilde{h}\|)\|\hat{h} - \tilde{h}\| \right).
\]
If \(\|g_n''(0) - g''(0)\| \leq \frac{4}{m}\) and \(\|\tilde{h}\| \vee \|\hat{h}\| \leq \frac{m}{12L}\), we easily conclude that
\[
\|\hat{h} - \tilde{h}\| \leq \frac{4M}{m\sqrt{n}} \left(\sum_{j=1}^{n} \|x_j - \bar{x}_j\|^2\right)^{1/2},
\]
which completes the proof.

Since the Lipschitz condition holds for \(\hat{\theta}\) only on set \(A\), it will be convenient for our purposes to replace \(\hat{\theta}\) with its “smoothed truncated” version \(\tilde{\theta}\) that is Lipschitz in the whole space. To this end, let \(\phi : \mathbb{R} \mapsto [0, 1]\) be defined as follows: \(\phi(s) = 1, s \leq 1, \phi(s) = 0, s \geq 2\) and \(\phi(s) = 2 - s, s \in (1, 2)\). Clearly, \(\phi\) is Lipschitz with constant 1. By Theorem 3.1, \(\|\hat{\theta} - \theta\| \leq \frac{m}{\sqrt{n}}\) with probability at least \(1 - e^{-\gamma n}\), where \(\gamma := c\left(\frac{m}{M} \wedge \frac{m^2}{L\sqrt{M}}\right)^2\) with a small enough constant \(c > 0\) and it is assumed that \(d \leq \gamma n\). Similarly, it follows from Proposition 3.2 that \(\|g_n''(0) - g''(0)\| \leq \frac{4}{m}\) with probability at least \(1 - e^{-\beta n}\), where \(\beta = c\left(\frac{m}{M}\right)^2\) for a small enough constant \(c > 0\) (and under the assumption that \(d \leq \beta n\). Clearly, we can assume that \(\beta \geq \gamma\), so, both
properties hold with probability at least $1 - 2e^{-\gamma n}$ provided that $d \leq \gamma n$. Define

$$
\varphi(x_1, \ldots, x_n) := \phi \left( \frac{2AL}{m} \| \hat{\theta}(x_1, \ldots, x_n) - \theta \| \right),
$$
$$
\psi(x_1, \ldots, x_n) := \phi \left( \frac{8}{m} \| g''_n(0)(x_1 - \theta, \ldots, x_n - \theta) - g''(0) \| \right),
$$

and let

$$
\tilde{\theta} := (1 - \varphi \psi)\theta + \varphi \psi \hat{\theta}.
$$

Note that $\tilde{\theta} - \theta = (\hat{\theta} - \theta) \varphi \psi$ and $\tilde{\theta} = \hat{\theta}$ on the event $\{\varphi = \psi = 1\}$ of probability at least $1 - 2e^{-\gamma n}$.

**Proposition 4.3.** If $d \leq \gamma n$, then

$$
\| \mathbb{E}_q \tilde{\theta} - \theta \| \lesssim_{M, L, m} \frac{d}{n} \quad \text{and} \quad \mathbb{E}^{1/2}_q \| \tilde{\theta} - \theta \|^2 \lesssim_{M, L, m} \sqrt{\frac{d}{n}}.
$$

**Proof.** By representation (4.1) and the fact that $g'(0) = 0$,

$$
\begin{align*}
\tilde{\theta} - \theta &= (\hat{\theta} - \theta) \varphi \psi = -\hat{h} \varphi \psi \\
&= \mathcal{I}^{-1} g'_n(0) - \mathcal{I}^{-1} g'_n(0)(1 - \varphi \psi) - \mathcal{I}^{-1} q_n(\hat{h}) \varphi \psi + \mathcal{I}^{-1} r(\hat{h}) \varphi \psi. \quad (4.5)
\end{align*}
$$

Using Corollary 3.1, we get

$$
\| \mathcal{I}^{-1} g'_n(0)(1 - \varphi \psi) \|_{L_2} \leq \| \mathcal{I}^{-1} g'_n(0) \|_{L_4} \| \mathcal{I} (\varphi \psi \neq 1) \|_{L_4}
$$
$$
\leq \frac{1}{m} \| g'_n(0) \|_{L_4} e^{-\gamma n/4} \lesssim \frac{\sqrt{M}}{m} \sqrt{\frac{d}{n}} e^{-\gamma n/4}.
$$

Note also that

$$
\| q_n(\hat{h}) \| = \left\| \int_0^1 (g''_n - g'')(\lambda \hat{h}) d\lambda \hat{h} \right\| \leq \| g''_n(0) - g''(0) \| \| \hat{h} \| + L \| \hat{h} \|^2,
$$

such that we also have

$$
\mathbb{E}^{1/2} \| \mathcal{I}^{-1} q_n(\hat{h}) \varphi \psi \|^2 \leq \frac{1}{m} \mathbb{E}^{1/2} \| g''_n(0) - g''(0) \|^2 \left( \| \hat{h} \| \wedge \frac{m}{12L} \right)^2 + \frac{L}{m} \mathbb{E}^{1/2} \left( \| \hat{h} \| \wedge \frac{m}{12L} \right)^4
$$
$$
\leq \frac{1}{m} \mathbb{E}^{1/4} \| g''_n(0) - g''(0) \|^4 \mathbb{E}^{1/4} \left( \| \hat{h} \| \wedge \frac{m}{12L} \right)^4 + \frac{L}{m} \mathbb{E}^{1/2} \left( \| \hat{h} \| \wedge \frac{m}{12L} \right)^4.
$$
Using the second bound of Proposition 3.2 and the bound of Corollary 3.2, we get

$$E^{1/2} \|\mathcal{I}^{-1} q_n(\hat{h}) \varphi \psi \|^2 \lesssim_{M,L,m} \frac{d}{n}.$$  

Similarly, we can show that

$$E^{1/2} \|\mathcal{I}^{-1} r(\hat{h}) \varphi \psi \|^2 \lesssim_{M,L,m} \frac{d}{n},$$

using the fact that

$$\|\mathcal{I}^{-1} r(\hat{h}) \varphi \psi \| \leq \frac{L}{2m} \left( \|\hat{h}\| \wedge \frac{m}{12L} \right)^2$$

and the bound of Corollary 3.2.

The above bounds and representation (4.5) imply that

$$\|E_\theta \hat{\theta} - \theta\| \lesssim_{M,L,m} \frac{d}{n}.$$  

Using also Corollary 3.1, we get

$$E^{1/2}_\theta \|\hat{\theta} - \theta\|^2 \lesssim_{M,L,m} \sqrt{\frac{d}{n}}.$$  

Proposition 4.4. The function \((x_1, \ldots, x_n) \mapsto \hat{\theta}(x_1, \ldots, x_n)\) is Lipschitz with constant \( \lesssim \frac{M}{m \sqrt{n}} \): for all \((x_1, \ldots, x_n), (\tilde{x}_1, \ldots, \tilde{x}_n) \in \mathbb{R}^d \times \cdots \times \mathbb{R}^d\),

$$\|\hat{\theta}(x_1, \ldots, x_n) - \hat{\theta}(\tilde{x}_1, \ldots, \tilde{x}_n)\| \lesssim \frac{M}{m \sqrt{n}} \left( \sum_{j=1}^n \|x_j - \tilde{x}_j\|^2 \right)^{1/2}.$$

Proof. By Proposition 4.2, on the set \(A\), \(\hat{\theta}\) is Lipschitz with constant \(\frac{4M}{m \sqrt{n}}\). This implies that function \(\varphi\) is also Lipschitz on the same set with constant \(\frac{2M}{m \sqrt{n}}\). Note also that

$$\|\tilde{g}_n''(0) - \tilde{g}_n''(0)\| \leq \frac{L}{\sqrt{n}} \left( \sum_{j=1}^n \|x_j - \tilde{x}_j\|^2 \right)^{1/2},$$
implying that $\psi$ is a Lipschitz function (on the whole space) with constant $\approx \frac{L}{m \sqrt{n}}$. Using also the fact that $\varphi$ and $\psi$ are both bounded by 1 and $\|\hat{\theta} - \theta\| \leq \frac{m}{12L}$ on the set $\{\varphi \neq 0\}$, it is easy to conclude that $\hat{\theta}$ is Lipschitz on $A$ with constant

$$\lesssim \frac{4M}{m \sqrt{n}} + \frac{m}{12L} \frac{24L}{m \sqrt{n}} + \frac{m}{12L} \frac{8}{m \sqrt{n}} \lesssim \frac{M}{m \sqrt{n}}.$$  

It remains to consider the case when $\varphi(x_1, \ldots, x_n) \in A$ and $\varphi(\tilde{x}_1, \ldots, \tilde{x}_n) \in A^c$ (the case when both points are in $A^c$ is trivial). In this case, define

$$x^\lambda_j = \lambda x_j + (1 - \lambda)\tilde{x}_j, \lambda \in [0, 1], j = 1, \ldots, n.$$  

Note that $A$ is a closed set (by continuity of both $\hat{\theta}(x_1, \ldots, x_n)$ and $n^{-1} \sum_{j=1}^n V'(x_j - \theta)$). If $\bar{\lambda}$ denotes the supremum of those $\lambda$ for which $(x^\lambda_1, \ldots, x^\lambda_n) \in A$, then $(x^\lambda_1, \ldots, x^\lambda_n) \in \partial A$, $(\varphi\psi)(x^\lambda_1, \ldots, x^\lambda_n) = 0 \neq \hat{\theta}(x_1, \ldots, x_n)$. Therefore,

$$\|\hat{\theta}(x_1, \ldots, x_n) - \hat{\theta}(\tilde{x}_1, \ldots, \tilde{x}_n)\| = \|\hat{\theta}(x^\lambda_1, \ldots, x^\lambda_n) - \hat{\theta}(x^\lambda_1, \ldots, x^\lambda_n)\|$$

$$\lesssim \frac{M}{m \sqrt{n}} \left( \sum_{j=1}^n \|x_j - x^\lambda_j\|^2 \right)^{1/2} \lesssim \frac{M}{m \sqrt{n}} \left( \sum_{j=1}^n \|x_j - \tilde{x}_j\|^2 \right)^{1/2},$$

where we use the fact that point $(x^\lambda_1, \ldots, x^\lambda_n)$ is in the line segment between $(x_1, \ldots, x_n)$ and $(\tilde{x}_1, \ldots, \tilde{x}_n)$.

The Lipschitz condition for $\hat{\theta}(x_1, \ldots, x_n)$ now follows.

We will now consider concentration properties of linear forms $\langle \hat{\theta} - \theta, w \rangle$, $w \in \mathbb{R}^d$. The following result will be proved.

**Theorem 4.2.** Suppose $d \leq \gamma n$, where $\gamma := c\left(\frac{n}{M} \wedge \frac{m^2}{L \sqrt{M}}\right)^2$ with a small enough $c > 0$. Then

$$\sup_{\theta \in \mathbb{R}^d} \left\| \langle \hat{\theta} - \theta, w \rangle - \mathbb{E} \langle \hat{\theta} - \theta, w \rangle - n^{-1} \sum_{j=1}^n \langle V'(\xi_j), \mathcal{I}^{-1} w \rangle \right\|_{L_{2/4}(P_\theta)} \lesssim \sqrt{c(V)} \left( \frac{M^2}{m^2} + \frac{M^{3/2} L}{m^3} \right) \frac{1}{\sqrt{n}} \|w\|.$$

**Remark 4.1.** Some concentration bounds for linear forms of MLE could be found in [24].

**Proof.** Using representation (4.1) and the fact that $g'(0) = 0$, we get

$$\langle \hat{\theta} - \theta, w \rangle = \langle \hat{\theta} - \theta, w \rangle \varphi \psi = -\langle \tilde{h}, w \rangle \varphi \psi$$

$$= \langle g'_n(0), u \rangle - \langle g'_n(0), u \rangle (1 - \varphi \psi) - \langle g_n(\tilde{h}), u \rangle \varphi \psi + \langle r(\tilde{h}), u \rangle \varphi \psi,$$

(4.6)
where \( u = \mathcal{I}^{-1}w \). Since
\[
\langle g'_n(0), u \rangle = n^{-1} \sum_{j=1}^{n} \langle V'(\xi_j), \mathcal{I}^{-1}w \rangle
\]
has zero mean, it is enough to study the concentration of three other terms in the right hand side of (4.6). The first of these terms is \( \langle g'_n(0), u \rangle (1 - \varphi \psi) \) and we have
\[
\| \langle g'_n(0), u \rangle (1 - \varphi \psi) \|_{\psi_1} \leq \| \langle g'_n(0), u \rangle \|_{\psi_2} \| 1 - \varphi \psi \|_{\psi_2}
\]
\[
\leq \| \langle g'_n(0), u \rangle \|_{\psi_2} \| I(\varphi \psi \neq 1) \|_{\psi_2} \lesssim \sqrt{M \frac{1}{\sqrt{n}}} \| u \| \lesssim \frac{M}{\sqrt{n}} \| u \|
\]
where we used Lemma 3.1 and the fact that \( \mathbb{P}\{\varphi \psi \neq 1\} \leq 2e^{-\gamma n} \) with \( \gamma \) from the statement of Theorem 4.2. Clearly, we also have
\[
\| \langle g'_n(0), u \rangle (1 - \varphi \psi) - \mathbb{E} \langle g'_n(0), u \rangle (1 - \varphi \psi) \|_{\psi_1} \lesssim \frac{M}{\sqrt{n}} \| u \| . \tag{4.7}
\]
For two other terms in the right hand side of (4.6), we will provide bounds on their local Lipschitz constants. It follows from bound (4.3) and the bound of Proposition 4.2 that, for all \((x_1, \ldots, x_n), (\tilde{x}_1, \ldots, \tilde{x}_n) \in A,\)
\[
\| q_n(\hat{h}) - \tilde{q}_n(\hat{h}) \| \lesssim \left( \frac{M}{m \sqrt{n}} \| g''_n(0) - g''(0) \| + \frac{mL}{m \sqrt{n}} (\| \hat{h} \| + \| \tilde{h} \|) \right) \left( \sum_{j=1}^{n} \| x_j - \tilde{x}_j \|^2 \right)^{1/2}.
\]
Recall that function \( \varphi \) is Lipschitz on \( A \) with constant \( \frac{24L}{m \sqrt{n}} \) and function \( \psi \) is Lipschitz on the whole space with constant \( \frac{8}{m \sqrt{n}} \). Note also that
\[
\| q_n(\hat{h}) \| = \left\| \int_{0}^{1} (g''_n - g'')(\lambda \hat{h}) d\lambda \hat{h} \right\| \leq \| g''_n(0) - g''(0) \| \| \hat{h} \| + L \| \hat{h} \|^2.
\]
Since, on set \( A, \| \hat{h} \| \leq \frac{m}{12L}, \) we get
\[
\| q_n(\hat{h}) \| \leq \frac{m}{12L} \| g''_n(0) - g''(0) \| + \frac{m}{12} \| \hat{h} \|.
\]
Denoting \( \varphi := \varphi(x_1, \ldots, x_n), \tilde{\varphi} := \varphi(\tilde{x}_1, \ldots, \tilde{x}_n), \psi := \psi(x_1, \ldots, x_n), \tilde{\psi} := \psi(\tilde{x}_1, \ldots, \tilde{x}_n), \) it easily follows from the facts mentioned above that, for all
\( (x_1, \ldots, x_n), (\tilde{x}_1, \ldots, \tilde{x}_n) \in A, \)

\[
\|q_n(\hat{h})\varphi\psi - \tilde{q}_n(\hat{h})\tilde{\varphi}\tilde{\psi}\| \\
\lesssim \left( \frac{M}{m\sqrt{n}}\|g''_n(0) - g''(0)\| + \frac{ML}{m\sqrt{n}}(\|\hat{h}\| + \|\tilde{h}\|) \right) \left( \sum_{j=1}^{n} \|x_j - \tilde{x}_j\|^2 \right)^{1/2}.
\]

This implies the following bound on the local Lipschitz constant of \( q_n(\hat{h})\varphi\psi \) on set \( A \):

\[
L(q_n(\hat{h})\varphi\psi)(x_1, \ldots, x_n) \\
\lesssim \left( \frac{M}{m\sqrt{n}}(\|g''_n(0) - g''(0)\| \wedge \frac{m}{4}) + \frac{ML}{m\sqrt{n}}(\|\hat{h}\| \wedge \frac{m}{12L}) \right). \tag{4.8}
\]

The same bound trivially holds on the open set \( A^c \) (where \( q_n(\hat{h})\varphi\psi)(x_1, \ldots, x_n) = 0 \) and, by the argument already used at the end of the proof of Proposition 4.4, it is easy to conclude that bound (4.8) holds on the whole space.

Using bound (4.4) and the bound of Proposition 4.2, we get, for all \( (x_1, \ldots, x_n), (\tilde{x}_1, \ldots, \tilde{x}_n) \in A, \)

\[
\|r(\hat{h}) - r(\tilde{h})\| \leq \frac{2ML}{m\sqrt{n}}(\|\hat{h}\| + \|\tilde{h}\|) \left( \sum_{j=1}^{n} \|x_j - \tilde{x}_j\|^2 \right)^{1/2}
\]

and we also have \( \|r(\hat{h})\| \leq \frac{L}{2}\|\hat{h}\|^2 \). As a result, we get the following condition for the function \( r(\hat{h})\varphi\psi \) on set \( A \):

\[
\|r(\hat{h})\varphi\psi - r(\tilde{h})\tilde{\varphi}\tilde{\psi}\| \lesssim \frac{2ML}{m\sqrt{n}}(\|\hat{h}\| + \|\tilde{h}\|) \left( \sum_{j=1}^{n} \|x_j - \tilde{x}_j\|^2 \right)^{1/2}.
\]

This implies a bound on the local Lipschitz constant of \( r(\hat{h})\varphi\psi \) on set \( A \) that, by the arguments already used, could be extended to the bound that holds on the whole space:

\[
L(r(\hat{h})\varphi\psi)(x_1, \ldots, x_n) \lesssim \frac{ML}{m\sqrt{n}}(\|\hat{h}\| \wedge \frac{m}{12L}).
\]

Denoting

\[
\zeta(x_1, \ldots, x_n) := -(q_n(\hat{h}), u)\varphi\psi + (r(\hat{h}), u)\varphi\psi)(x_1, \ldots, x_n),
\]
we can conclude that
\[ (L\zeta)(x_1, \ldots, x_n) \lesssim \|u\| \left( \frac{M}{m\sqrt{n}} \left( \|g''(0) - g''(0)\| \wedge \frac{m}{4} \right) + \frac{ML}{m\sqrt{n}} \left( \|h\| \wedge \frac{m}{12L} \right) \right). \]  

By the second bound of Proposition 3.2,
\[ \left\| g''(0) - g''(0) \right\|_{\psi_2} \lesssim M \sqrt{\frac{d}{n}}. \]  

By the bound of Corollary 3.2,
\[ \left\| \hat{\theta} - \theta \right\| \wedge \frac{m}{12L} \lesssim \frac{\sqrt{M}}{m} \sqrt{\frac{d}{n}} + \frac{m}{L \sqrt{\gamma} \sqrt{n}}. \]  

Substituting the above bounds in (4.9), we conclude that
\[ \left\| (L\zeta)(X_1, \ldots, X_n) \right\|_{\psi_2} \lesssim \left( \frac{M^2}{m\sqrt{n}} \sqrt{\frac{d}{n}} + \frac{M^3/2L}{m^2\sqrt{n}} \sqrt{\frac{d}{n}} + \frac{M}{\sqrt{\gamma} \sqrt{n}} \right) \|u\|
\lesssim \left( \frac{M^2}{m\sqrt{n}} \sqrt{\frac{d}{n}} + \frac{M^3/2L}{m^2\sqrt{n}} \sqrt{\frac{d}{n}} \right) \|u\|, \]

where we also used the fact that the term \( \frac{M}{\sqrt{\gamma} \sqrt{n}} \) is dominated by other terms.

We are now ready to use concentration inequalities for functions of log-concave r.v. to control \( \zeta(X_1, \ldots, X_n) - \mathbb{E}\zeta(X_1, \ldots, X_n) \). For all \( p \geq 1 \), we have
\[ \left\| \zeta(X_1, \ldots, X_n) - \mathbb{E}\zeta(X_1, \ldots, X_n) \right\|_{L_p} \lesssim \sqrt{c(V)p} \left\| (L\zeta)(X_1, \ldots, X_n) \right\|_{L_p} \lesssim \sqrt{c(V)p^{3/2}} \left\| (L\zeta)(X_1, \ldots, X_n) \right\|_{\psi_2}. \]

It follows that
\[ \left\| \zeta(X_1, \ldots, X_n) - \mathbb{E}\zeta(X_1, \ldots, X_n) \right\|_{\psi_2^{3/4}} \lesssim \sqrt{c(V)} \left( \frac{M^2}{m\sqrt{n}} \sqrt{\frac{d}{n}} + \frac{M^{3/2}L}{m^2\sqrt{n}} \sqrt{\frac{d}{n}} \right) \|u\|.
\]

Recalling representation (4.6) and bound (4.7), we get
\[ \left\| \langle \hat{\theta} - \theta, w \rangle - \mathbb{E}\langle \hat{\theta} - \theta, w \rangle - \langle I^{-1}g'_n(0), w \rangle \right\|_{\psi_2^{3/4}} \lesssim \sqrt{c(V)} \left( \frac{M^2}{m\sqrt{n}} \sqrt{\frac{d}{n}} + \frac{M^{3/2}L}{m^2\sqrt{n}} \sqrt{\frac{d}{n}} \right) \|u\| + \sqrt{\frac{M}{\gamma} \frac{1}{n}} \|u\|. \]
Since $c(V) \geq \| \Sigma \| \geq \| I^{-1} \|$ and $M \geq \| I \|$, we have $c(V)M \geq 1$. Recalling the definition of $\gamma$ and also that $\| u \| = \| I^{-1}u \| \leq \frac{1}{m} \| w \|$, it is easy to complete the proof.

We are ready to prove Theorem 4.1.

**Proof.** Note that

$$ f(\hat{\theta}) - f(\theta) = \langle f'(\theta), \hat{\theta} - \theta \rangle + S_f(\theta, \hat{\theta} - \theta). $$

Therefore,

$$ f(\hat{\theta}) - \mathbb{E}_f f(\hat{\theta}) 
= \langle f'(\theta), \hat{\theta} - \theta \rangle - \mathbb{E}_f \langle f'(\theta), \hat{\theta} - \theta \rangle 
+ S_f(\theta, \hat{\theta} - \theta) - \mathbb{E}_f S_f(\theta, \hat{\theta} - \theta). \quad (4.11) $$

By the bound of Theorem 4.2,

$$ \left\| \langle f'(\theta), \hat{\theta} - \theta \rangle - \mathbb{E} \langle f'(\theta), \hat{\theta} - \theta \rangle - n^{-1} \sum_{j=1}^{n} \langle V'(\xi_j), I^{-1}f'(\theta) \rangle \right\|_{\psi_2/3} $$

$$ \leq \sqrt{c(V)} \left( \frac{M^2}{m^2} + \frac{M^{3/2}L}{m^3} \right) \frac{1}{\sqrt{n}} \sqrt{\frac{d}{n}} \| f'(\theta) \|. \quad (4.12) $$

Thus, it remains to control $S_f(\theta; \hat{\theta} - \theta) - \mathbb{E}_f S_f(\theta; \hat{\theta} - \theta)$. By Proposition 3.1 (v), for function $f \in C^s$, $s = 1 + \rho$, $\rho \in (0, 1]$, we have

$$ |S_f(\theta; h) - S_f(\theta; h')| \lesssim \| f \|_{C^s} (\| h \|^\rho \vee \| h' \|^\rho) \| h - h' \|, \theta, h, h' \in \mathbb{R}^d. $$

Combining this with the bound of Proposition 4.4, we easily get

$$ \left| S_f(\theta; \hat{\theta}(x_1, \ldots, x_n) - \theta) - S_f(\theta; \hat{\theta}(\tilde{x}_1, \ldots, \tilde{x}_n) - \theta) \right| $$

$$ \lesssim \| f \|_{C^s} \frac{M}{m \sqrt{n}} \left( \| \hat{\theta}(x_1, \ldots, x_n) - \theta \|^\rho \vee \| \hat{\theta}(\tilde{x}_1, \ldots, \tilde{x}_n) - \theta \|^\rho \right) \left( \sum_{j=1}^{n} \| x_j - \tilde{x}_j \|^2 \right)^{1/2}, $$

which implies the following bound on the local Lipschitz function of function $S_f(\theta; \hat{\theta} - \theta)$:

$$ (LS_f(\theta; \hat{\theta} - \theta))(x_1, \ldots, x_n) \lesssim \| f \|_{C^s} \frac{M}{m \sqrt{n}} \| \hat{\theta}(x_1, \ldots, x_n) - \theta \|^\rho. $$
Using concentration bounds for log-concave r.v., we get
\[ \left\| S_f(\theta; \hat{\theta} - \theta) - \mathbb{E}_\theta S_f(\theta; \hat{\theta} - \theta) \right\|_{L_p} \lesssim \sqrt{c(V)} \| (LS_f(\theta; \hat{\theta} - \theta))(X_1, \ldots, X_n) \|_{L_p} \]
\[ \lesssim \sqrt{c(V)} \| f \|_{C^s} \frac{M}{m \sqrt{n}} \left\| \hat{\theta} - \theta \right\|_p \lesssim \sqrt{c(V)} \| f \|_{C^s} \frac{M}{m \sqrt{n}} \left\| \| \hat{\theta} - \theta \|_p \right\|_p \]
\[ \lesssim \sqrt{c(V)} \| f \|_{C^s} \frac{M}{m \sqrt{n}} \left\| \hat{\theta} - \theta \right\| \wedge \frac{m}{12L} \right\|_2^\rho, \]
which, using bound (4.10), implies that
\[ \left\| S_f(\theta; \hat{\theta} - \theta) - \mathbb{E}_\theta S_f(\theta; \hat{\theta} - \theta) \right\|_{\psi_{2j/(2+\rho)}} \lesssim \sqrt{c(V)} \| f \|_{C^s} \frac{M}{m \sqrt{n}} \left\| \hat{\theta} - \theta \right\| \wedge \frac{m}{12L} \right\|_2^\rho \]
\[ \lesssim \sqrt{c(V)} \| f \|_{C^s} \left( \frac{M^{1+\rho/2}}{m^{1+\rho}} \frac{1}{\sqrt{n}} \left( \frac{d}{n} \right)^{\rho/2} + \frac{M}{L \rho m^{1-\rho/2} n^{(1+\rho)/2}} \right). \]
Combining this with (4.11) and (4.12), we get
\[ \left\| f(\hat{\theta}) - \mathbb{E}_\theta f(\hat{\theta}) - n^{-1} \sum_{j=1}^{n} (V'(\xi_j), \mathcal{I}^{-1} f'(\theta)) \right\|_{\psi_{2j/3}} \]
\[ \lesssim \sqrt{c(V)} \| f'(\theta) \| \left( \frac{M^2}{m^2} + \frac{M^{3/2} L}{m^3} \right) \frac{1}{\sqrt{n}} \sqrt{\frac{d}{n}} \]
\[ + \sqrt{c(V)} \| f \|_{C^s} \left( \frac{M^{1+\rho/2}}{m^{1+\rho}} \frac{1}{\sqrt{n}} \left( \frac{d}{n} \right)^{\rho/2} + \frac{M}{L \rho m^{1-\rho/2} n^{(1+\rho)/2}} \right) \]
\[ \lesssim_{M,L,m} \sqrt{c(V)} \| f \|_{C^s} \frac{1}{\sqrt{n}} \left( \frac{d}{n} \right)^{\rho/2}. \]
It remains to replace in the above bound \( \hat{\theta} \) by \( \hat{\theta} \). To this end, observe that \( |f(\hat{\theta}) - f(\hat{\theta})| \leq 2 \| f \|_{L_\infty} I(\hat{\theta} \neq \hat{\theta}) \). This implies
\[ \left\| f(\hat{\theta}) - f(\hat{\theta}) \right\|_{\psi_1} \leq 2 \| f \|_{L_\infty} \left\| I(\hat{\theta} \neq \hat{\theta}) \right\|_{\psi_1} \lesssim \frac{\| f \|_{L_\infty}}{\gamma n} \lesssim \frac{\| f \|_{C^s}}{\gamma n}, \]
which allows us to complete the proof.

\[ \square \]

5. Bias reduction

We turn now to the bias reduction method outlined in Section 1. The justification of this method is much simpler in the case of equivariant estimators.
\( \hat{\theta} \) of location parameter. Indeed, in this case
\[
\hat{\theta}(X_1, \ldots, X_n) = \theta + \hat{\vartheta}(\xi_1, \ldots, \xi_n),
\]
where \( \xi_j = X_j - \theta, j = 1, \ldots, n \) are i.i.d. \( \sim P, P(dx) = e^{-V(x)}dx \). Denote \( \vartheta := \hat{\vartheta}(\xi_1, \ldots, \xi_n) \) and let \( \{\vartheta_k\} \) be a sequence of i.i.d. copies of \( \vartheta \) defined as follows: \( \vartheta_k := \hat{\vartheta}(\xi_1^{(k)}, \ldots, \xi_n^{(k)}), \xi_j^{(k)}, j = 1, \ldots, n, k \geq 1 \) being i.i.d. copies of \( \xi \). Then, the bootstrap chain \( \{\hat{\vartheta}^{(k)} : k \geq 0\} \) has the same distribution as the sequence of r.v. \( \{\theta + \sum_{j=1}^k \vartheta_j : k \geq 0\} \). Moreover, let
\[
\vartheta(t_1, \ldots, t_k) := \sum_{j=1}^k t_j \vartheta_j, (t_1, \ldots, t_k) \in [0,1]^k.
\]
Then, for \( (t_1, \ldots, t_k) \in \{0,1\} \) with \( \sum_{i=1}^n t_i = j \), we have \( \theta + \vartheta(t_1, \ldots, t_k) \overset{d}{=} \hat{\vartheta}^{(j)} \). Therefore, we can write
\[
(B_k f)(\theta) = \mathbb{E}_\theta \sum_{j=0}^k (-1)^{k-j} \binom{k}{j} f(\hat{\vartheta}^{(j)})
= \mathbb{E} \sum_{(t_1, \ldots, t_k) \in \{0,1\}^k} (-1)^{k-\sum_{j=1}^k t_j} f(\theta + \vartheta(t_1, \ldots, t_k))
= \mathbb{E} \Delta_1 \cdots \Delta_k f(\theta + \vartheta(t_1, \ldots, t_k)),
\]
where
\[
\Delta_j \varphi(t_1, \ldots, t_k) := \varphi(t_1, \ldots, t_k)|_{t_j=1} - \varphi(t_1, \ldots, t_k)|_{t_j=0}.
\]
If function \( \varphi \) is \( k \) times continuously differentiable, then by Newton-Leibniz formula
\[
\Delta_1 \cdots \Delta_k \varphi(t_1, \ldots, t_k) = \int_0^1 \cdots \int_0^1 \frac{\partial^k \varphi(t_1, \ldots, t_k)}{\partial t_1 \cdots \partial t_k} dt_1 \cdots dt_k.
\]
If \( f : \mathbb{R}^d \to \mathbb{R} \) is \( k \) times continuously differentiable, then
\[
\frac{\partial^k}{\partial t_1 \cdots \partial t_k} f(\theta + \vartheta(t_1, \ldots, t_k)) = f^{(k)}(\theta + \vartheta(t_1, \ldots, t_k))[\vartheta_1, \ldots, \vartheta_k]
\]
and we end up with the following integral representation formula
\[
(B_k f)(\theta) = \mathbb{E} \int_0^1 \cdots \int_0^1 f^{(k)}(\theta + \vartheta(t_1, \ldots, t_k))[\vartheta_1, \ldots, \vartheta_k]dt_1 \cdots dt_k \quad (5.1)
\]
that plays an important role in the analysis of functions $B^k f$ and $f_k$.

It will be convenient to apply this formula not directly to MLE $\hat{\theta}$, but to its smoothed and truncated approximation $\tilde{\theta}$, defined in the previous section.

Note that $\tilde{\theta}(X_1, \ldots, X_n) = \theta + \sqrt{n}$, where

$$\tilde{\theta} = \tilde{\theta}(\xi_1, \ldots, \xi_n)$$

$$= \tilde{\theta}(\xi_1, \ldots, \xi_n) \varphi\left(\frac{24L}{m}||\tilde{\theta}(\xi_1, \ldots, \xi_n)||\right) \varphi\left(\frac{8}{m}||g''(0)(\xi_1, \ldots, \xi_n) - g''(0)||\right).$$

Let $\tilde{\theta}_k, k \geq 1$ be i.i.d. copies of $\tilde{\theta}$ defined as follows:

$$\tilde{\theta}_k := \tilde{\theta}_k \varphi\left(\frac{24L}{m}||\tilde{\theta}_k||\right) \varphi\left(\frac{8}{m}||g''(0)(\xi_1^{(k)}, \ldots, \xi_n^{(k)}) - g''(0)||\right).$$

Note that, for all $k \geq 1$, $\vartheta_k = \tilde{\theta}_k$ with probability at least $1 - 2e^{-\gamma n}$.

Let $\tilde{\theta}^{(k)} := \theta + \sum_{j=1}^k \vartheta_j, k \geq 0$. We will also introduce the operators

$$(\tilde{T} g)(\theta) := \mathbb{E}_\theta g(\tilde{\theta}), \theta \in \mathbb{R}^d$$

and $\tilde{B} := \tilde{T} - \mathbb{I}$. Let $\tilde{f}_k := \sum_{j=0}^k (-1)^j \tilde{B}^j f$. Since $\vartheta_j = \tilde{\theta}_j, j = 1, \ldots, k$ with probability at least $1 - 2ke^{-\gamma n}$, we easily conclude that, if we identify $\tilde{\theta}^{(k)}$ with $\theta + \sum_{j=1}^k \vartheta_j, k \geq 0$, then the event $E := \{\tilde{\theta}^{(k)} = \tilde{\theta}^{(k)}, j = 1, \ldots, k\}$ occurs with the same probability. This immediately implies the following proposition.

**Proposition 5.1.** For all $k \geq 1$,

$$\|f_k - \tilde{f}_k\|_{L_\infty} \leq k2^{k+1}\|f\|_{L_\infty}e^{-\gamma n}$$

and

$$\|f_k\|_{L_\infty} \leq 2^{k+1}\|f\|_{L_\infty}, \quad \|\tilde{f}_k\|_{L_\infty} \leq 2^{k+1}\|f\|_{L_\infty}.$$  \hfill (5.2)  

\hfill (5.3)

**Proof.** For all $\theta \in \mathbb{R}^d$ and all $j = 1, \ldots, k$,

$$|\mathbb{E}_\theta f(\tilde{\theta}^{(j)}) - \mathbb{E}_\theta f(\tilde{\theta}^{(j)})I_{E^c}| = |\mathbb{E}_\theta f(\tilde{\theta}^{(j)})I_{E^c} - \mathbb{E}_\theta f(\tilde{\theta}^{(j)})I_{E^c}|$$

$$\leq 2\|f\|_{L_\infty} \mathbb{P}(E^c) \leq 4\|f\|_{L_\infty} ke^{-\gamma n}.$$

Therefore, applying (1.2) to $f_k$ and $\tilde{f}_k$, we arrive at

$$|f_k(\theta) - \tilde{f}_k(\theta)| \leq \sum_{j=0}^k \binom{k+1}{j+1} |\mathbb{E}_\theta f(\tilde{\theta}^{(j)}) - \mathbb{E}_\theta f(\tilde{\theta}^{(j)})|$$

$$\leq k2^{k+3}\|f\|_{L_\infty}e^{-\gamma n},$$

which proves Proposition (5.1). Bounds (5.3) follow by a similar argument.  \hfill □
Similarly to \((5.1)\), we get
\[
(\tilde{B}^k f)(\theta) = \mathbb{E} \int_0^1 \cdots \int_0^1 f^{(k)}(\theta + \hat{\vartheta}(t_1, \ldots, t_k)) [\tilde{\vartheta}_1, \ldots, \tilde{\vartheta}_k] dt_1 \cdots dt_k
= \mathbb{E} f^{(k)}(\theta + \hat{\vartheta}(\tau_1, \ldots, \tau_k))[\tilde{\vartheta}_1, \ldots, \tilde{\vartheta}_k],
\]  
\((5.4)\)

where \(\hat{\vartheta}(t_1, \ldots, t_k) := \sum_{j=1}^k t_j \hat{\vartheta}_j, \ (t_1, \ldots, t_k) \in [0,1]^k\) and \(\tau_1, \ldots, \tau_k\) are i.i.d. r.v. with uniform distribution in \([0,1]\) (independent of \(\{\hat{\vartheta}_j\}\)).

The next proposition follows from representation \((5.4)\) and differentiation under the expectation sign.

**Proposition 5.2.** Let \(f \in C^s\) for \(s = k + 1 + \rho\), where \(k \geq 1\) and \(\rho \in (0, 1]\). Then, for all \(j = 1, \ldots, k\),
\[
\|\tilde{B}^j f\|_{C^{1+\rho}} \lesssim \|f\|_{C^s} (\mathbb{E}\|\hat{\vartheta}\|)^2.
\]

If \(\mathbb{E}\|\hat{\vartheta}\| \leq 1/2\), then
\[
\|\hat{f}_k\|_{C^{1+\rho}} \lesssim \|f\|_{C^s}.
\]

We can also use representation \((5.4)\) and smoothness of function \(\tilde{B}^k f\) to obtain a bound on the bias of “estimator” \(\hat{f}_k(\theta)\).

**Proposition 5.3.** Let \(f \in C^s\) for \(s = k + 1 + \rho\), where \(k \geq 1\) and \(\rho \in (0, 1]\). Then, for all \(\theta \in \mathbb{R}^d\),
\[
|\mathbb{E}_\theta \hat{f}_k(\hat{\theta}) - f(\theta)| \lesssim \|f\|_{C^s} (\mathbb{E}\|\hat{\vartheta}\|)^j(\mathbb{E}\|\hat{\vartheta}\| + \mathbb{E}\|\hat{\vartheta}\|^{1+\rho}).
\]

Moreover,
\[
|\mathbb{E}_\theta \hat{f}_k(\hat{\theta}) - f(\theta)| \lesssim_{M,L,m} \|f\|_{C^s} \left(\sqrt{\frac{d}{n}}\right)^s.
\]

**Proof.** Note that
\[
\mathbb{E}_\theta \hat{f}_k(\hat{\theta}) - f(\theta) = (-1)^k (\tilde{B}^{k+1} f)(\theta).
\]

We also have
\[
(\tilde{B}^{k+1} f)(\theta) = \mathbb{E}_\theta (\tilde{B}^k f)(\hat{\theta}) - (\tilde{B}^k f)(\theta)
= \langle (\tilde{B}^k f)'(\theta), \mathbb{E}\hat{\vartheta} \rangle + \mathbb{E} S_{\tilde{B}^k f}(\theta; \hat{\vartheta}).
\]
Using bounds of Proposition 5.2 and of Proposition 3.1, we get
\[
\|(\hat{B}^{k+1} f)(\theta)\| \lesssim \|\hat{B}^k f\| \|\mathbb{E} \hat{\vartheta}\| + \|\hat{B}^k f\|_{C^{1+\rho}} \mathbb{E} \|\hat{\vartheta}\|^{1+\rho} \\
\lesssim \|f\|_{C^s}(\mathbb{E} \|\hat{\vartheta}\|)^k (\|\mathbb{E} \vartheta\| + \mathbb{E} \|\hat{\vartheta}\|^{1+\rho}).
\]

Using also Proposition 4.3, we get
\[
|\mathbb{E}_\theta \hat{f}_k(\hat{\vartheta}) - f(\vartheta)| \lesssim \tilde{M}, \tilde{L}, m \|f\|_{C^s}(\sqrt{\frac{d}{n}})^{s}\left(\frac{d}{n} + \left(\frac{d}{n}\right)^{(1+\rho)/2}\right)
\]
which allows to complete the proof.

In view of bound (5.3), the bound of Proposition 5.1 and the fact that \(\hat{\vartheta} = \hat{\vartheta}\) with probability at least \(1 - 2e^{-\gamma n}\), we easily conclude that the following proposition holds:

**Proposition 5.4.** Let \(f \in C^s\) for \(s = k + 1 + \rho\), where \(k \geq 1\) and \(\rho \in (0, 1]\). Then, for all \(\vartheta \in \mathbb{R}^d\),
\[
|\mathbb{E}_\theta \hat{f}_k(\hat{\vartheta}) - f(\vartheta)| \lesssim_{M,L,m,s} \|f\|_{C^s}\left(\sqrt{\frac{d}{n}}\right)^s
\]
and
\[
|\mathbb{E}_\theta \hat{f}_k(\hat{\vartheta}) - f(\vartheta)| \lesssim_{M,L,m,s} \|f\|_{C^s}\left(\sqrt{\frac{d}{n}}\right)^s. \tag{5.5}
\]

It is now easy to prove Theorem 2.2.

**Proof.** For all \(\vartheta \in \mathbb{R}^d\),
\[
\left\|f_k(\hat{\vartheta}) - f(\vartheta) - n^{-1} \sum_{j=1}^n \langle V'(\xi_j), \mathcal{I}^{-1} f'(\vartheta) \rangle \right\|_{\psi_{2/3}} \leq \\
\left\|\hat{f}_k(\hat{\vartheta}) - \mathbb{E}_\theta \hat{f}_k(\hat{\vartheta}) - n^{-1} \sum_{j=1}^n \langle V'(\xi_j), \mathcal{I}^{-1} \hat{f}'_k(\vartheta) \rangle \right\|_{\psi_{2/3}}
\]
\[
+ \left\|n^{-1} \sum_{j=1}^n \langle V'(\xi_j), \mathcal{I}^{-1} \hat{f}'_k(\theta) - \mathcal{I}^{-1} f'(\theta) \rangle \right\|_{\psi_{2/3}}
\]
\[
+ \|f_k - \hat{f}_k\|_{L\infty} + |\mathbb{E}_\theta \hat{f}_k(\hat{\vartheta}) - f(\vartheta)|. \tag{5.6}
\]
Applying Theorem 4.1 to function \( \hat{f}_k \) and using the second bound of Proposition 5.2, we get

\[
\left\| \hat{f}_k(\hat{\theta}) - \mathbb{E}_\theta \hat{f}_k(\hat{\theta}) - n^{-1} \sum_{j=1}^{n} \langle V'(\xi_j), \mathcal{I}^{-1} \hat{f}_k'(\theta) \rangle \right\|_{\psi_{2/3}} 
\lesssim_{M,L,m} \sqrt{c(V)} \| \hat{f}_k \|_{C^{1+\rho}} \frac{1}{\sqrt{n}} \left( \frac{d}{n} \right)^{\rho/2} \lesssim_{M,L,m} \sqrt{c(V)} \| f \|_{C^s} \frac{1}{\sqrt{n}} \left( \frac{d}{n} \right)^{\rho/2}.
\]

Moreover, by Lemma 3.1 and the first bound in Proposition 5.2, we have

\[
\left\| n^{-1} \sum_{j=1}^{n} \langle V'(\xi_j), \mathcal{I}^{-1} \hat{f}_k'(\theta) - \mathcal{I}^{-1} f'(\theta) \rangle \right\|_{\psi_{2/3}} 
\lesssim \frac{1}{m} \sqrt{M} \| \hat{f}_k'(\theta) - f'(\theta) \| \leq \frac{1}{m} \sqrt{M} \sum_{j=1}^{k} \| (B^j f)'(\theta) \| \lesssim \| f \|_{C^s} \frac{1}{m} \sqrt{M} \sqrt{n}.
\]

Inserting these inequalities into (5.6) and applying Propositions 5.1 and 5.3 to the last two term in (5.6), allows to complete the proof.

Next we provide the proof of Proposition 2.1.

**Proof.** The minimum with 1 in both bounds is due to the fact that \( \| f_k \|_{L_\infty} \lesssim \| f \|_{L_\infty} \lesssim \| f \|_{C^s} \); so, the left hand side is trivially bounded up to a constant by \( \| f \|_{C^s} \).

To prove the first claim, note that, for \( f \) with \( \| f \|_{C^s} \leq 1 \),

\[
\| f(\hat{\theta}) - f(\theta) \|_{L_2(\mathbb{P}_\theta)} \leq \left( \| \hat{\theta} - \theta \| \wedge \frac{m}{12L} \right)^s \| f \|_{L_2(\mathbb{P}_\theta)} + 2 \| I(\| \hat{\theta} - \theta \| \geq m/(12L)) \|_{L_2(\mathbb{P}_\theta)} \leq \left( \| \hat{\theta} - \theta \| \wedge \frac{m}{12L} \right)^s + 2 \mathbb{P}_\theta^{1/2} \left\{ \| \hat{\theta} - \theta \| \geq m/(12L) \right\}.
\]

Using the bound of Corollary 3.2, we get

\[
\left( \| \hat{\theta} - \theta \| \wedge \frac{m}{12L} \right)^s \lesssim_{M,L,m} \left( \sqrt{\frac{d}{n}} \right)^s,
\]

and, by the bound of Theorem 3.1, we easily get

\[
\mathbb{P}_\theta \left\{ \| \hat{\theta} - \theta \| \geq m/(12L) \right\} \leq e^{-\gamma n}.
\]

The first claim now easily follows.
The proof of the second claim easily follows from Corollary 2.1. We can assume that $d \leq \gamma n$ (otherwise, the bound is obvious) and we can drop the term $\sqrt{\frac{d(V)}{n}(\frac{d}{n})^{p/2}}$ in the bound of Corollary 2.1: it is smaller than $\frac{1}{\sqrt{n}}$ since $c(V) \lesssim d^k \|\Sigma\|$ for all $\epsilon > 0$ and $\|\Sigma\| \lesssim 1$.

We will sketch the proof of Theorem 2.3.

Proof. Under the stronger condition $V''(x) \succeq m I_d$, the proof of Theorem 2.2 could be significantly simplified. Recall that, for $\hat{h} = \theta - \hat{\theta}$, $g'_{\hat{h}} = 0$. This implies that

$$g'_{\hat{h}}(0) = g'_{\hat{h}}(0) - g'_{\hat{h}}(\hat{h}) = -\int_0^1 g''_{\hat{h}}(\lambda \hat{h})d\lambda \hat{h}.$$  \hfill (5.7)

The condition $V''(x) \succeq m I_d$ easily implies that

$$\int_0^1 g''_{\hat{h}}(\lambda \hat{h})d\lambda = \int_0^1 n^{-1} \sum_{j=1}^n V''(\xi_j + \lambda \hat{h})d\lambda \succeq m I_d.$$  

Therefore, $\|\int_0^1 g''_{\hat{h}}(\lambda \hat{h})d\lambda u\| \geq m\|u\|, u \in \mathbb{R}^d$. Combining this with (5.7) yields $\|\hat{h}\| \leq \frac{\|g'_{\hat{h}}(0)\|}{m}$. By Corollary 3.1, we get that for all $t \geq 1$, with probability at least $1 - e^{-t}$

$$\|\hat{h} - \theta\| = \|\hat{h}\| \lesssim \frac{\sqrt{M}}{m} \left(\frac{\sqrt{d}}{n} \lor \sqrt{\frac{t}{n}}\right).$$

Unlike the case of Theorem 3.1, the above bound holds in the whole range of $t \geq 1$ and it immediately implies that $\mathbb{E}_{\hat{\theta}}^{1/2}\|\hat{h} - \theta\|^2 \lesssim \frac{\sqrt{M}}{m} \sqrt{\frac{d}{n}}$, and, moreover, $\|\hat{\theta} - \theta\|_{L_p(\mathbb{P}_{\theta})} \lesssim \frac{\sqrt{M}}{m} \sqrt{\frac{d}{n}}$.

Quite similarly, one can show that, unlike the case of Proposition 4.2, the Lipschitz condition for the function $\mathbb{R}^d \times \cdots \times \mathbb{R}^d \ni (x_1, \ldots, x_n) \mapsto \hat{\theta}(x_1, \ldots, x_n) \in \mathbb{R}^d$ holds not just on set $A$, but on the whole space. Indeed, recall that $g'_{\hat{h}}(\hat{h}) = 0$ and $g'_{\hat{h}}(\hat{h}) = 0$. This implies that

$$g''_{\hat{h}}(\hat{h}) - g''_{\hat{h}}(\hat{h}) = g''_{\hat{h}}(\hat{h}) - g''_{\hat{h}}(\hat{h}) = \int_0^1 g''_{\hat{h}}(\hat{h} + \lambda \hat{h})d\lambda (\hat{h} - \hat{h}).$$

Since $\int_0^1 g''_{\hat{h}}(\hat{h} + \lambda \hat{h})d\lambda \succeq m I_d$, we get

$$\|g''_{\hat{h}}(\hat{h}) - g''_{\hat{h}}(\hat{h})\| \geq m\|\hat{h} - \hat{h}\|,$$
which implies
\[
\|\tilde{\theta} - \hat{\theta}\| = \|\tilde{h} - \hat{h}\| \leq m^{-1}n^{-1} \sum_{j=1}^{n} \|V'(\tilde{h} + \xi_j) - V'\hat{h} + \xi_j)\|
\]
\[
\leq m^{-1}n^{-1} M \sum_{j=1}^{n} \|\xi_j - \xi_j\| \leq \frac{M}{m\sqrt{n}} \left( \sum_{j=1}^{n} \|\xi_j - \xi_j\|^2 \right)^{1/2}
\]
\[
= \frac{M}{m\sqrt{n}} \left( \sum_{j=1}^{n} \|\tilde{x}_j - x_j\|^2 \right)^{1/2},
\]
and the Lipschitz condition holds for the function \(\mathbb{R}^d \times \cdots \times \mathbb{R}^d \ni (x_1, \ldots, x_n) \mapsto \hat{\theta}(x_1, \ldots, x_n) \in \mathbb{R}^d\) with constant \(\frac{M}{m\sqrt{n}}\). Due to this fact, there is no need to consider a “smoothed version” \(\tilde{\theta}\) of function \(\hat{\theta}\) in the remainder of the proof (as it was done in the proof of Theorem 2.2). All the arguments could be applied directly to \(\hat{\theta}\).

Finally, recall that, if \(\xi \sim P, P(dx) = e^{-V(x)}dx\) with \(V''(x) \succeq mI_d, x \in \mathbb{R}^d\), then, for all locally Lipschitz functions \(g: \mathbb{R}^d \mapsto \mathbb{R}\), the following logarithmic Sobolev inequality holds
\[
\mathbb{E} g^2(\xi) \log g^2(\xi) - \mathbb{E} g^2(\xi) \log \mathbb{E} g^2(\xi) \lesssim \frac{1}{m} \mathbb{E} \|\nabla g(\xi)\|^2
\]
(see, e.g., [20], Theorem 5.2). It was proved in [2] (see also [1]) that this implies the following moment bound:
\[
\|g(\xi) - \mathbb{E} g(\xi)\|_{L_p} \lesssim m \sqrt{p} \|\nabla g(\xi)\|_{L_p}, p \geq 2.
\]
This bound is used to modify the concentration inequalities of Section 4, which yields the claim of Theorem 2.3.

6. Minimax lower bounds

In this section, we provide lower bounds for the estimation of the location parameter and functionals thereof that match the upper bounds obtained in the previous sections up to constants.

We start with a comment on the proof of Proposition 2.2.

PROOF. It follows the same line of arguments as in the proof of Theorem 2.2 in [18]. It is based on a construction of a set \(\mathcal{F}\) of smooth functionals
such that the existence of estimators of $f(\theta)$ for all $f \in \mathcal{F}$ with some error rate would allow one to design an estimator of parameter $\theta$ itself with a certain error rate. This rate is then compared with a minimax lower bound $\inf_{\hat{\theta}} \max_{\theta \in \Theta} \mathbb{E}_{\theta} \|\hat{\theta} - \theta\|^2$ in the parameter estimation problem, where $\Theta$ is a maximal $\varepsilon$-net of the unit sphere (for a suitable $\varepsilon$), yielding as a result a minimax lower bound in the functional estimation. Minimax lower bound in the parameter estimation problem can be deduced in a standard way from Theorem 2.5 of [28] using KL-divergence (Fano’s type argument). In fact, while in the Gaussian location model KL-divergence coincides with $1/2$ times the squared Euclidean distance, a similar property also holds for our log-concave location models:

$$K(P_\theta||P_{\theta'}) = \mathbb{E}(V(\xi + \theta - \theta')) - V(\xi) = \mathbb{E}(V(\xi + \theta - \theta') - V(\xi) - \langle V'(\xi), \theta - \theta' \rangle) \leq M\|\theta - \theta'\|^2/2,$$

where we used Proposition 3.1 and Assumption 1 in the inequality.

Our next goal is to provide the proof of the local minimax lower bound of Proposition 2.3. It will be based on Bayes risk lower bounds for the estimation of location parameter as well as functionals thereof that might be of independent interest.

Let $(\mathcal{X}, \mathcal{F}, (P_\theta)_{\theta \in \Theta})$ be a statistical model and let $G$ be a topological group acting on the measurable space $(\mathcal{X}, \mathcal{F})$ and $\Theta$. Let $\Theta$ be such that $(P_\theta)_{\theta \in \Theta}$ is $G$-equivariant, i.e., $P_{g\theta}(gA) = P_\theta(A)$ for all $g \in G$, $\theta \in \Theta$ and $A \in \mathcal{F}$. Suppose that $g \mapsto P_{g\theta}(A)$ is measurable for every $A \in \mathcal{F}$, $\theta \in \Theta$.

Recall that, for two probability measures $\mu, \nu$ on an arbitrary measurable space with $\mu$ being absolutely continuous w.r.t. $\nu$, the $\chi^2$-divergence $\chi^2(\mu, \nu)$ is defined as

$$\chi^2(\mu, \nu) := \int \left( \frac{d\mu}{d\nu} - 1 \right)^2 d\nu = \int \left( \frac{d\mu}{d\nu} \right)^2 d\nu - 1.$$

The key ingredient in our proofs is the following version of an equivariant van Trees type inequality established in [30], Proposition 1.

**Lemma 6.1.** Let $\Pi$ be a Borel probability measure on $G$, let $\psi: \Theta \rightarrow \mathbb{R}^m$ be a derived parameter such that $\int_G \|\psi(g\theta)\|^2 \Pi(dg) < \infty$ for all $\theta \in \Theta$ and let $\hat{\psi}: \mathcal{X} \rightarrow \mathbb{R}^m$ be an estimator of $\psi(\theta)$, based on an observation
$X \sim P_\theta, \theta \in \Theta$. Then, for all $\theta \in \Theta$ and all $h_1, \ldots, h_m \in G$, we have

$$\int_G \mathbb{E}_{\theta'} \| \hat{\psi}(X) - \psi(g\theta') \|^2 \Pi(dg) \geq \frac{\left( \sum_{j=1}^m \int_G (\psi_j(g\theta h_j^{-1}) - \psi_j(g\theta)) \Pi(dg) \right)^2}{\sum_{j=1}^m \left( \chi^2(P_{h_j\theta}, P_\theta) + \chi^2(\Pi \circ R_{h_j}, \Pi) + \chi^2(P_{h_j\theta}, P_\theta) \chi^2(\Pi \circ R_{h_j}, \Pi) \right)},$$

with $\Pi \circ R_{h_j}$ defined by $(\Pi \circ R_{h_j})(B) = \Pi(B h_j)$ for all Borel sets $B \subset G$.

This lemma will be applied to our log-concave location model with $G$ being the group of all translations of $\mathbb{R}^d$. The Bayes risk lower bound will be formulated for the class of all prior density functions $\pi : \mathbb{R}^d \mapsto \mathbb{R}_+$ with respect to the Lebesgue measure on $\mathbb{R}^d$ satisfying one of the following two conditions:

(P1) $\pi = e^{-W}$ with $W : \mathbb{R}^d \mapsto \mathbb{R}$ being twice differentiable such that $\|W''\|_{L_\infty}$ and $\|W''\|_{\text{Lip}}$ are finite,

(P2) $\pi$ has bounded support and is twice differentiable such that $\|\pi^{(j)}\|_{L_\infty}$ and $\|\pi^{(j)}\|_{\text{Lip}}$ are finite for $j = 0, 1, 2$ (actually, it suffices to assume it only for $j = 2$ since the support is bounded).

Our first result deals with the estimation of the location parameter itself. We assume that i.i.d. observations $X_1, \ldots, X_n$ are sampled from a distribution belonging to a log-concave location family $e^{-V(x-\theta)}dx, \theta \in \mathbb{R}^d$ with convex function $V$ satisfying Assumption 1.

**Theorem 6.1.** Let $\Pi$ be a probability measure on $\mathbb{R}^d$ with density $\pi : \mathbb{R}^d \mapsto \mathbb{R}_+$ with respect to the Lebesgue measure satisfying either (P1) or (P2). Suppose that $\pi$ has finite Fisher information matrix

$$\mathcal{J}_\pi = \int_{\mathbb{R}^d} \frac{\pi'(\theta) \otimes \pi'(\theta)}{\pi(\theta)} d\theta.$$

Then, for all $\delta > 0$, we have

$$\inf_{\theta_n} \int_{\mathbb{R}^d} \mathbb{E}_\theta \| \hat{\theta}_n - \theta \|^2 \Pi_\delta(d\theta) \geq \frac{1}{2} \text{tr} \left( \left( \mathcal{I} + \frac{1}{\delta^2 n} \mathcal{J}_\pi \right)^{-1} \right),$$

(6.1)

where $\Pi_\delta$ is the prior measure with density $\pi_\delta(\theta) = \delta^{-d} \pi(\delta^{-1} \theta)$, $\theta \in \mathbb{R}^d$ and $\hat{\theta}_n = \hat{\theta}_n(X_1, \ldots, X_n)$ is an arbitrary estimator based on $(X_1, \ldots, X_n)$.

Let us discuss two simple implications. First, if we choose $\pi = e^{-V}$ that satisfies (P1) (in view of Assumption 1) and let $\delta \to \infty$, then Theorem 6.1
implies
\[ \inf_{\hat{\theta}_n} \sup_{\theta \in \mathbb{R}^d} \mathbb{E}_{\theta} \| \hat{\theta}_n - \theta \|^2 \geq \frac{1}{n} \text{tr}(\mathcal{I}^{-1}). \]

Secondly, if we choose
\[ \pi(\theta) = \prod_{j=1}^{d} \frac{3}{4} \cos^3(\theta_j) I_{[-\frac{\pi}{2}, \frac{\pi}{2}]}(\theta_j), \]
that satisfies (P2), then we have, by an easy computation, \( \mathcal{J}_\pi = \frac{9}{8} I_d \). Moreover, for \( \delta = \frac{2c}{\pi \sqrt{n}} \), \( c > 0 \), the prior \( \pi_\delta \) has support in \( \{ \theta \in \mathbb{R}^d : \max_j |\theta_j| \leq \frac{c}{\sqrt{n}} \} \), and Theorem 6.1 implies
\[ \inf_{\hat{\theta}_n} \sup_{\|\theta\| \leq c \sqrt{\frac{d}{n}}} \mathbb{E}_{\theta} \| \hat{\theta}_n - \theta \|^2 \geq \frac{1}{n} \text{tr} \left( \left( I + \frac{9\pi^2}{8c^2} I_d \right)^{-1} \right). \]

The proof of Theorem 6.1 will be based on the following lemma.

**Lemma 6.2.** Let \( \pi : \mathbb{R}^d \mapsto \mathbb{R}_+ \) be a probability density function with respect to the Lebesgue measure \( \lambda \) satisfying (P2) and \( \int \|\pi'\|^2 d\lambda < \infty \). Moreover, let \( p = e^{-W} \), \( W : \mathbb{R}^d \mapsto \mathbb{R} \), be a probability density function with respect \( \lambda \) satisfying (P1). Suppose that \( p \) is constant on the support of \( \pi \) and that \( \int_{\mathbb{R}^d} \|\theta\|^2 p(\theta) d\theta < \infty \). For \( \epsilon > 0 \), set
\[ \pi_\epsilon := \frac{q + \epsilon}{1 + \epsilon} p, \quad q := \frac{\pi}{\int \pi p d\lambda}. \] (6.2)

Then, for every \( \epsilon > 0 \), \( \pi_\epsilon \) is a probability density function with respect to \( \lambda \) satisfying (P1) and \( \int \|\pi'\| d\lambda < \infty \). Moreover, as \( \epsilon \to 0 \),
\[ \mathcal{J}_{\pi_\epsilon} = \int \frac{\pi_{\epsilon}'}{\pi_{\epsilon}} \otimes \frac{\pi_{\epsilon}'}{\pi_{\epsilon}} d\lambda \to \int \frac{\pi'}{\pi} \otimes \frac{\pi'}{\pi} d\lambda = \mathcal{J}_\pi. \]

**Proof.** To see that \( \pi_\epsilon \) satisfies (P1), we have to show that \( W_\epsilon : \mathbb{R}^d \mapsto \mathbb{R} \) defined by \( \pi_\epsilon = e^{-W_\epsilon} \) is twice differentiable with \( \|W_\epsilon''\|_{L_{\infty}}, \|W_\epsilon''\|_{\text{Lip}} < \infty \). Write \( q_\epsilon = \frac{q + \epsilon}{1 + \epsilon} \) such that \( W_\epsilon = -\log q_\epsilon + W \). Hence,
\[ W_\epsilon'' = W'' - \frac{q''}{q_\epsilon} + \frac{q' \otimes q_\epsilon'}{q_\epsilon^2} = W'' - \frac{q''}{q + \epsilon} + \frac{q' \otimes q'}{(q + \epsilon)^2}. \]
Using the fact that \( q + \epsilon \) is lower bounded by \( \epsilon \) and that all involved functions \( W''_q, q', q'' \) and \( q + \epsilon \) are bounded and have bounded Lipschitz constant, it follows that \( \pi_\epsilon \) satisfies (P1). Moreover, by the assumptions on \( \pi \) and \( W \), we get
\[
\pi_\epsilon' = \frac{q' e^{-W} + (q + \epsilon) W' e^{-W}}{1 + \epsilon} = \frac{q' e^{-W} + \epsilon W' e^{-W}}{1 + \epsilon},
\]
and
\[
\int \frac{||\pi'_\epsilon||^2}{\pi_\epsilon} \, d\lambda \leq \frac{2}{1 + \epsilon} \int \left( \frac{||q'||^2 e^{-W}}{q + \epsilon} + ||W'||^2 e^{-W} \epsilon \right) \, d\lambda < \infty.
\]
Moreover, using again that \( W \) is constant on the support of \( \pi \), we get
\[
J_{\pi_\epsilon} = \frac{1}{1 + \epsilon} \int_{\mathbb{R}^d} \left( \frac{q' \otimes q'}{q + \epsilon} e^{-W} + \epsilon (W' \otimes W') e^{-W} \right) \, d\lambda
\]
\[
\to \int_{\mathbb{R}^d} \frac{(q' \otimes q') e^{-W}}{q} \, d\lambda = \int \frac{\pi'_\epsilon \otimes \pi'_\epsilon}{\pi} \, d\lambda = J_\pi \quad \text{as} \quad \epsilon \to 0,
\]
where we applied the dominated convergence theorem in the last step.

**Proof.** We first consider the case where \( \pi \) satisfies (P1). We assume that the Bayes risk on the left-hand side in (6.1) is finite because otherwise the result is trivial. Since the location model is an example of an equivariant statistical model (with translation group acting on parameter space and sample space), we can apply Lemma 6.1 to \( \psi(\theta) = \theta \), which yields that for any \( \theta_1, \ldots, \theta_d \in \mathbb{R}^d \),
\[
\inf_{\theta_n} \int_{\mathbb{R}^d} E_\theta \| \hat{\theta}_n - \theta \|^2 \Pi_\delta (d\theta)
\]
\[
\geq \frac{\left( \sum_{j=1}^d \langle e_j, \theta_j \rangle \right)^2}{\sum_{j=1}^d \left( \chi^2(P_{\theta_j}^\otimes n, P_{\theta_j}^\otimes 0) + \chi^2(\Pi_{\theta_j}, \Pi_\delta) + \chi^2(P_{\theta_j}^\otimes n, P_{\theta_j}^\otimes 0) \chi^2(\Pi_{\theta_j}, \Pi_\delta) \right)},
\]
where \( e_1, \ldots, e_d \) is the standard basis in \( \mathbb{R}^d \) and \( \Pi_{\theta_j, \theta_j} \) is the probability measure with density \( \delta^{-d} \pi(\delta^{-1}(\theta + \theta_j)) \), \( \theta \in \mathbb{R}^d \). Let us now apply a limiting argument. First, we have
\[
\chi^2(P_{\theta_j}, P_0) = E e^{2V(\xi) - 2V(\xi - \theta_j)} - 1
\]
\[
\leq e^{L\|\theta_j\|^2} E e^{2V(\xi, \theta_j) - (V''(\xi)\theta_j, \theta_j)} - 1,
\]
where
where we used Proposition 3.1 in the inequality. If we set \( \theta_j = t h_j \) with \( t > 0 \) and \( h_j \in \mathbb{R}^d \), and then combine (6.4) with Lemma 3.1 and Assumption 1, we get

\[
\limsup_{t \to 0} \frac{1}{t^2} \chi^2(P_{th_j}, P_0) \leq -E(V''(\xi)h_j) + 2E(V'(\xi), h_j)^2 = \langle h_j, \mathcal{I} h_j \rangle
\]

and thus also

\[
\limsup_{t \to 0} \frac{1}{t^2} \chi^2(P_{th_j}^n, P_0^\otimes n) \leq n\langle h_j, \mathcal{I} h_j \rangle.
\]

Moreover, since the prior density \( \pi \) satisfies (P1), Proposition 3.1 and Lemma 3.1 are still applicable, and we also have

\[
\limsup_{t \to 0} \frac{1}{t^2} \chi^2(\Pi_{\delta, th_j}, \Pi_\delta) \leq \langle h_j, \delta^{-2} J_\pi h_j \rangle.
\]

Substituting these formulas into (6.3), we get for every \( h_1, \ldots, h_d \in \mathbb{R}^d \),

\[
\inf_{\hat{\theta}_n} \int_{\mathbb{R}^d} E_\theta \|\hat{\theta}_n - \theta\|^2 \Pi_\delta (d\theta) \geq \frac{\left( \sum_{j=1}^d \langle e_j, h_j \rangle \right)^2}{\sum_{j=1}^d \langle h_j, (n\mathcal{I} + \delta^{-2} J_\pi) h_j \rangle}.
\]

Setting \( h_j = (n\mathcal{I} + \delta^{-2} J_\pi)^{-1} e_j, j \leq d \), we arrive at

\[
\inf_{\hat{\theta}_n} \int_{\mathbb{R}^d} E_\theta \|\hat{\theta}_n - \theta\|^2 \pi(\theta) d\theta = \inf_{\hat{\theta}_n} \int_{\mathbb{R}^d} E_\theta \|\hat{\theta}_n - \theta\|^2 \Pi_\delta (d\theta)
\]

\[
\geq \sum_{j=1}^d \langle e_j, (n\mathcal{I} + \delta^{-2} J_\pi)^{-1} e_j \rangle = \text{tr}((n\mathcal{I} + \delta^{-2} J_\pi)^{-1}). \tag{6.5}
\]

It remains to extend (6.5) to all densities \( \pi \) satisfying (P2). To this end, we apply Lemma 6.2 to get \( \pi_\epsilon, \epsilon > 0 \), from (6.2) satisfying (P1) and \( \lim_{\epsilon \to 0} J_{\pi_\epsilon} = J_\pi \). Note also that \( q \pi = \pi \). Therefore,

\[
\inf_{\hat{\theta}_n} \int_{\mathbb{R}^d} E_\theta \|\hat{\theta}_n - \delta\theta\|^2 \pi(\theta) d\theta = \liminf_{\epsilon \to 0} \int_{\mathbb{R}^d} E_{\delta\theta} \|\hat{\theta}_n - \delta\theta\|^2 (\pi(\theta) + \epsilon p(\theta)) d\theta
\]

\[
= \lim_{\epsilon \to 0} \frac{1}{1 + \epsilon} \inf_{\hat{\theta}_n} \int_{\mathbb{R}^d} E_{\delta\theta} \|\hat{\theta}_n - \delta\theta\|^2 (q(\theta) p(\theta) + \epsilon p(\theta)) d\theta
\]

\[
= \liminf_{\epsilon \to 0} \int_{\mathbb{R}^d} E_{\delta\theta} \|\hat{\theta}_n - \delta\theta\|^2 \pi_\epsilon(\theta) d\theta \geq \lim_{\epsilon \to 0} \text{tr}((n\mathcal{I} + \delta^{-2} J_{\pi_\epsilon})^{-1})
\]

\[
= \text{tr}((n\mathcal{I} + \delta^{-2} J_\pi)^{-1}),
\]

where we applied (6.5) to \( \pi_\epsilon \).

\( \square \)
We now turn to the estimation of functionals of the location parameter. For a continuous function \( g : \mathbb{R}^d \to \mathbb{R}^d \) and \( x_0 \in \mathbb{R}^d \), the local continuity modulus of \( g \) at point \( x_0 \) is defined by
\[
\omega_g(x_0, \delta) = \sup_{\|x-x_0\| \leq \delta} \|g(x) - g(x_0)\|, \quad \delta \geq 0.
\]

**Theorem 6.2.** Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a continuously differentiable function and let \( \theta_0 \in \mathbb{R}^d \). Let \( \pi : \mathbb{R} \to \mathbb{R}_+ \) be a probability density function satisfying (P2) for \( d = 1 \). Suppose that
\[
\mathcal{J}_\pi = \int_{\mathbb{R}} \frac{(\pi'(s))^2}{\pi(s)} \, ds < \infty.
\]
Then there exists \( v \in \mathbb{R}^d \) with \( \|v\| = 1 \), such that, for every \( \delta > 0 \),
\[
\inf_{\hat{T}_n} \left( \int_{\mathbb{R}} n\mathbb{E}_{\theta_0+sv}(\hat{T}_n - f(\theta_0 + sv))^2 \Pi_\delta(ds) \right)^{1/2} \geq \| \mathcal{I}^{-1/2} f'(\theta_0) \| - \sqrt{\frac{\mathcal{J}_\pi}{\delta^2 n}} \| \mathcal{I}^{-1} f'(\theta_0) \| - \int_{\mathbb{R}} \omega_{\mathcal{I}^{-1/2} f'}(\theta_0, |s|) \Pi_\delta(ds),
\]
where \( \Pi_\delta \) is the prior distribution with density \( \delta^{-1} \pi(\delta^{-1} s) \), \( s \in \mathbb{R} \) and \( \hat{T}_n = \hat{T}_n(X_1, \ldots, X_n) \) is an arbitrary estimator based on \( (X_1, \ldots, X_n) \).

**Proof.** Without loss of generality we may assume that \( \theta_0 = 0 \). Our goal is to apply Lemma 6.1 to \( \psi = f \) and to the one-dimensional subgroup \( G = \mathbb{R}v = \{sv : s \in \mathbb{R}\} \) with direction \( v \in \mathbb{R}^d, \|v\| = 1 \), to be determined later. As in the proof of Theorem 6.1, we first establish a lower bound for densities \( \pi = e^{-W} \) satisfying (P1) with \( d = 1 \) and for the special case that \( f \) and \( f' \) are bounded on \( \mathbb{R}v \). In this case, applying Lemma 6.1, we get for every \( t \in \mathbb{R} \),
\[
\inf_{\hat{T}_n} \int_{\mathbb{R}} \mathbb{E}_{sv}(\hat{T}_n - f(sv))^2 \Pi_\delta(ds) \geq \frac{\left( \int_{\mathbb{R}} (f((s-t)v) - f(sv)) \Pi_\delta(ds) \right)^2}{\chi^2(Pv^n, P_0^n) + \chi^2(\Pi_{\delta,t}, \Pi_\delta) + \chi^2(Pv^n, P_0^n)\chi^2(\Pi_{\delta,t}, \Pi_\delta)},
\]
where \( \Pi_{\delta,t} \) is the probability measure with density \( \pi_{\delta,t}(s) = \delta^{-1} \pi(\delta^{-1}(s+t)) \), \( s \in \mathbb{R} \). Now, using that \( \pi \) satisfies (P1), we have
\[
\limsup_{t \to 0} \frac{1}{t^2} \chi^2(Pv^n, P_0^n) \leq n\langle v, \mathcal{I}v \rangle,
\]
\[
\limsup_{t \to 0} \frac{1}{t^2} \chi^2(\Pi_{\delta,t}, \Pi_\delta) \leq \delta^{-2} \mathcal{J}_\pi = \delta^{-2} \int_{\mathbb{R}} W''(s)e^{-W(s)} \, ds,
\]
as shown in the proof of Theorem 6.1. Moreover, using that \( f \) and \( f' \) are bounded on \( \mathbb{R}v \), standard results on the differentiation of integrals where the integrand depends on a real parameter (e.g. \[3\], Corollary 5.9) yield

\[
\lim_{t \to 0} \frac{1}{t} \int_{\mathbb{R}} (f((s-t)v) - f(sv)) \Pi_\delta(ds) = - \int_{\mathbb{R}} \langle f'(sv), v \rangle \Pi_\delta(ds).
\]

Substituting these formulas into (6.3) and letting \( t \) go to zero, we get

\[
\inf_{\hat{T}_n} \int_{\mathbb{R}} \mathbb{E}_{sv}(\hat{T}_n - f(sv))^2 \Pi_\delta(ds) \geq \frac{\left( \int_{\mathbb{R}} \langle f'(sv), v \rangle \Pi_\delta(ds) \right)^2}{n \langle v, \mathcal{I}v \rangle + \delta^{-2} \mathcal{J}_\pi}.
\] (6.7)

While this inequality holds for all densities \( \pi \) satisfying (P1), we can apply Lemma 6.2 to extend this inequality to all probability densities satisfying (P2) (see the proof of Theorem 6.1 for the detailed argument). Moreover, for densities \( \pi \) with bounded support, we can also drop the boundedness conditions on \( f \) and \( f' \). In fact, the latter can be achieved by applying (6.7) to a functional \( g \) with \( g, g' \) bounded on \( \mathbb{R}v \) and \( g = f \) on the support of \( \Pi_\delta \) (times \( v \)). As a consequence, under the assumptions of Theorem 6.2, we have for every \( v \in \mathbb{R}, \|v\| = 1, \)

\[
\inf_{\hat{T}_n} \int_{\mathbb{R}} \mathbb{E}_{sv}(\hat{T}_n - f(sv))^2 \Pi_\delta(ds) \geq \frac{\left( \int_{\mathbb{R}} \langle A^{-1/2}f'(sv), A^{-1/2}f'(0) \rangle \Pi_\delta(ds) \right)}{\|A^{-1/2}f'(0)\|^2}.
\]

Choosing

\[
v = \frac{A^{-1}f'(0)}{\|A^{-1}f'(0)\|}, \quad A = \mathcal{I} + \frac{\mathcal{J}_\pi}{\delta^2 n} I_d,
\]

we obtain

\[
\inf_{\hat{T}_n} \left( \int_{\mathbb{R}} n\mathbb{E}_{sv}(\hat{T}_n - f(sv))^2 \Pi_\delta(ds) \right)^{1/2} \geq \frac{\left| \int_{\mathbb{R}} \langle A^{-1/2}f'(sv), A^{-1/2}f'(0) \rangle \Pi_\delta(ds) \right|}{\|A^{-1/2}f'(0)\|^2}.
\]

Using the inequality

\[
|\langle A^{-1/2}f'(sv), A^{-1/2}f'(0) \rangle| \\
\geq \|A^{-1/2}f'(0)\|^2 - \|A^{-1/2}f'(0)\| \|A^{-1/2}f'(0) - A^{-1/2}f'(sv)\| \\
\geq \|A^{-1/2}f'(0)\| (\|A^{-1/2}f'(0)\| - \omega_{A^{-1/2}f'}(0, |s|)),
\]
we arrive at
\[
\inf_{\hat{T}_n} \left( \int_{\mathbb{R}} n \mathbb{E}_{sv}(\hat{T}_n - f(sv))^2 \Pi_\delta(ds) \right)^{1/2} \\
\geq \| A^{-1/2} f'(0) \| - \int_{\mathbb{R}} \omega_{A^{-1/2} f'}(0, |s|) d\Pi_\delta(s). \tag{6.8}
\]
Since \( A^{-1} = I^{-1} - \frac{2\pi}{\delta n} A^{-1} I^{-1} \geq 0 \) and \( I^{-2} \geq A^{-1} I^{-1} \), we have
\[
\| A^{-1/2} f'(0) \| = \langle A^{-1} f'(0), f'(0) \rangle^{1/2} \\
= (\langle I^{-1} f'(0), f'(0) \rangle - \langle \mathcal{J}_\pi / \delta^2 n, A^{-1} I^{-1} f'(0), f'(0) \rangle)^{1/2} \\
\geq \langle I^{-1} f'(0), f'(0) \rangle^{1/2} - \frac{\mathcal{J}_\pi}{\delta^2 n} \| A^{-1} I^{-1} f'(0), f'(0) \|^{1/2} \\
\geq \| I^{-1/2} f'(0) \| - \sqrt{\frac{\mathcal{J}_\pi}{\delta^2 n}} \| I^{-1} f'(0) \|.
\]
Note also that \( A^{-1} \preceq I^{-1} \), implying \( \| A^{-1} u \| \leq \| I^{-1} u \|, u \in \mathbb{R}^d \) and, as a consequence, \( \omega_{A^{-1/2} f'}(0, |s|) \leq \omega_{I^{-1/2} f'}(0, |s|) \). These bounds along with (6.8) imply the claim of the theorem. \[\Box\]

Finally, we prove Proposition 2.3.

**Proof.** Let us choose \( \pi(s) = \frac{3}{4} \cos^3(\theta) I_{[-\frac{\pi}{2}, \frac{\pi}{2}]}(\theta) \) in which case (P2) holds and \( \mathcal{J}_\pi = \frac{\pi}{2} \). Choosing additionally \( \delta = \frac{2\pi}{\sqrt{n}} \), \( c > 0 \), Theorem 6.2 yields
\[
\inf_{\hat{T}_n} \sup_{\|\theta - \theta_0\| \leq \frac{\sqrt{n}}{c}} \left( n \mathbb{E}_{\theta}(\hat{T}_n - f(\theta))^2 \right)^{1/2} \\
\geq \| I^{-1/2} f'(0) \| - \frac{3\pi}{\sqrt{8c}} \| I^{-1} f'(0) \| - \omega_{I^{-1/2} f'}(0, c / \sqrt{n}). \tag{6.9}
\]
Under Assumption 1, \( \| I^{-1} f'(0) \| \leq \frac{1}{\sqrt{m}} \| I^{-1/2} f'(0) \| \). In addition, for \( f \in C^s \), where \( s = 1 + \rho, \rho \in (0, 1) \),
\[
\omega_{I^{-1/2} f'}(0, c / \sqrt{n}) \leq \frac{1}{\sqrt{m}} \omega_{f'}(0, c / \sqrt{n}) \leq \frac{1}{\sqrt{m}} \| f \|_{C^s} \left( \frac{c}{\sqrt{n}} \right)^\rho.
\]
Recalling that \( \| I^{-1/2} f'(0) \| = \sigma_f(\theta_0) \), bound (6.9) implies
\[
\inf_{\hat{T}_n} \sup_{\|\theta - \theta_0\| \leq \frac{\sqrt{n}}{c}} \frac{\sqrt{n} \| \hat{T}_n - f(\theta) \|_{L_2(\mathbb{P}_\theta)}}{\sigma_f(\theta_0)} \\
\geq 1 - \frac{3\pi}{\sqrt{8mc}} - \frac{1}{\sqrt{m}} \| f \|_{C^s} \left( \frac{c}{\sqrt{n}} \right)^\rho. \tag{6.10}
\]
Note that, for all \( \theta \) satisfying \( \| \theta - \theta_0 \| \leq \frac{c}{\sqrt{n}} \),
\[
|\sigma_f(\theta) - \sigma_f(\theta_0)| = \|\|I^{-1/2}f'(\theta)\| - \|I^{-1/2}f'(\theta_0)\|\|
\leq \omega I^{-1/2} f'(\theta_0, \frac{c}{\sqrt{n}}) \leq \frac{1}{\sqrt{m}} \|f\|_{C^s} \left( \frac{c}{\sqrt{n}} \right)^\rho.
\]

Therefore,
\[
\sup_{\|\theta - \theta_0\| \leq \frac{c}{\sqrt{n}}} \frac{\sqrt{n} \|\hat{T}_n - f(\theta)\|_{L^2(P_{\theta})}}{\sigma_f(\theta_0)}
\leq \sup_{\|\theta - \theta_0\| \leq \frac{c}{\sqrt{n}}} \frac{\sqrt{n} \|\hat{T}_n - f(\theta)\|_{L^2(P_{\theta})}}{\sigma_f(\theta)} \cdot \sup_{\|\theta - \theta_0\| \leq \frac{c}{\sqrt{n}}} \frac{\sigma_f(\theta)}{\sigma_f(\theta_0)}
\leq \sup_{\|\theta - \theta_0\| \leq \frac{c}{\sqrt{n}}} \frac{\sqrt{n} \|\hat{T}_n - f(\theta)\|_{L^2(P_{\theta})}}{\sigma_f(\theta)} \left(1 + \sup_{\|\theta - \theta_0\| \leq \frac{c}{\sqrt{n}}} \frac{|\sigma_f(\theta) - \sigma_f(\theta_0)|}{\sigma_f(\theta_0)}\right)
\leq \sup_{\|\theta - \theta_0\| \leq \frac{c}{\sqrt{n}}} \frac{\sqrt{n} \|\hat{T}_n - f(\theta)\|_{L^2(P_{\theta})}}{\sigma_f(\theta)} \left(1 + \frac{1}{\sqrt{m}} \frac{\|f\|_{C^s}}{\sigma_f(\theta_0)} \left( \frac{c}{\sqrt{n}} \right)^\rho \right).
\]

Using this bound together with (6.10) easily yields
\[
\sup_{\|\theta - \theta_0\| \leq \frac{c}{\sqrt{n}}} \frac{\sqrt{n} \|\hat{T}_n - f(\theta)\|_{L^2(P_{\theta})}}{\sigma_f(\theta)} \geq 1 - \frac{3\pi}{\sqrt{8mc}} - \frac{2}{\sqrt{m}} \frac{\|f\|_{C^s}}{\sigma_f(\theta_0)} \left( \frac{c}{\sqrt{n}} \right)^\rho.
\]

\[\Box\]
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