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Abstract
Many biological and neural systems can be seen as networks of interacting periodic processes. Importantly, their functionality, i.e., whether these networks can perform their function or not, depends on the emerging collective dynamics of the network. Synchrony of oscillations is one of the most prominent examples of such collective behavior and has been associated both with function and dysfunction. Understanding how network structure and interactions, as well as the microscopic properties of individual units, shape the emerging collective dynamics is critical to find factors that lead to malfunction. However, many biological systems such as the brain consist of a large number of dynamical units. Hence, their analysis has either relied on simplified heuristic models on a coarse scale, or the analysis comes at a huge computational cost. Here we review recently introduced approaches, known as the Ott–Antonsen and Watanabe–Strogatz reductions, allowing one to simplify the analysis by bridging small and large scales. Thus, reduced model equations are obtained that exactly describe the collective dynamics for each subpopulation in the oscillator network via few collective variables only. The resulting equations are next-generation models: Rather than being heuristic, they exactly link microscopic and macroscopic descriptions and therefore accurately capture microscopic properties of the underlying system. At the same time, they are sufficiently simple to analyze without great computational effort. In the last decade, these reduction methods have become instrumental in understanding how network structure and interactions shape the collective dynamics and the emergence of synchrony. We review this progress based on concrete examples and outline possible limitations. Finally, we discuss how linking the reduced models with experimental data can guide the way towards the development of new treatment approaches, for example, for neurological disease.
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1 Introduction

Many systems in neuroscience and biology are governed on different levels by interacting periodic processes [1]. Networks of coupled oscillators provide models for such systems. Each node in the network is an oscillator (a dynamical process) and the network structure encodes which oscillators interact with each other [2]. In neuroscience, individual oscillators could be single neurons in microcircuits or neural masses on a more macroscopic level [3]. Other prominent examples in biology include cells in heart tissue [4], flashing fireflies [5], the dynamics of cilia and flagella [6], gait patterns of animals [7] or humans [8], cells in the suprachiasmatic nucleus in the brain generating the master clock for the circadian rhythm [9–11], hormone rhythms [12], suspensions of yeast cells undergoing metabolic oscillations [13, 14], and life cycles of phytoplankton in chemostats [15].

The functionality—whether function or dysfunction—of these networks depends on the collective dynamics of the interacting oscillatory nodes. Hence, one major challenge is to understand how the underlying network shapes these collective dynamics. In particular, one would like to understand how the interplay of network properties (for example, coupling topology and the strength of interactions) and characteristics of the individual nodes shape the emergent dynamics. The question of relating network structure and dynamics is particularly pertinent in the study of large-scale brain dynamics: For example, one can investigate how emergent functional connectivity (a dynamical property) arises from specific structural connectomes [16, 17], and how each of these relates to cognition or disease. Progress in this direction not only aims to identify how healthy or pathological dynamics is linked to the network structure, but also to develop new treatment approaches [18–21].

One of the most prominent collective behaviors of an oscillator network occurs when nodes synchronize and oscillate in unison [22–24]; indeed, most of the examples given above display synchrony in some form which appears to be essential to the proper functioning of biological life processes. Here we think of synchrony in a general way: It can come in many varieties, including phase synchrony where the state of different oscillators align exactly, or frequency synchrony where the oscillators’ frequencies coincide. Synchrony may be global across the entire network or localized in a particular part—the rest of the network being nonsynchronized—thus giving rise to synchrony patterns. How exactly the dynamics of synchrony patterns in an oscillator network relate to its functional properties is still not fully understood. In the brain, there are a wide range of rhythms but the presence of dominant rhythms in different frequency bands indicate that some level of synchrony is common at multiple scales [25, 26]. Indeed, synchrony has been associated with solving functional tasks including, but not limited to, memory [27], computational functions [28], cognition [29], attention [30, 31], routing of information [31–33], control of gait and motion [34], or breathing [35, 36]. As a specific example, coordination of dynamics at the theta frequency (4–12 Hz) between hippocampus and frontal cortex is enhanced in spatial memory tasks [37]. At the same time, abnormal synchrony patterns are associated with malfunction in disorders such as epilepsy and Parkinson’s disease [38–41]; evolving patterns of synchrony can for example be observed in electroencephalographic (EEG) recordings throughout epileptogenesis in mice [42].

Using a detailed model of each node and a large number of nodes in the network, the task of relating network structure and dynamics is daunting. Hence, simplifying analytical reduction methods are needed that—rather than being purely computational—yield a mechanistic understanding of the inherent processes leading to a certain dynamic macro-
scopic behavior. If many biologically relevant state variables are considered in a microscopistic model, each node is represented by a high-dimensional dynamical system by itself. Hence, a common approach is to simplify the description of each oscillatory node to its simplest form, a phase oscillator; in the reduced system the state of each oscillator is given by a single periodic phase variable that captures the state of the periodic process. In this case, biologically relevant details are captured by the evolution of the phase variable and its interaction with the phases of the other nodes. There are two important ways to get to a phase description of an oscillator network, both of which are common tools used, for example, in computational neuroscience; see [43, 44] for recent reviews. First, under the assumption of weak coupling one can go through a process of phase reduction to obtain a phase description [45–50]. Second, one can—based on the biophysical properties of the system—impose a phase model such as the Kuramoto model [51] or a network of Theta neurons [52].

The main topic of this paper is an introduction to and a review of recent advances in exact mean-field reductions for networks of coupled oscillators. The main achievement is that for certain classes of oscillator networks, it is possible to replace a large number of nodes by a collective or mean-field variable that describe the network evolution exactly—thereby reducing the complexity of the problem immensely. In the neuroscientific context, each subpopulation may represent different populations of neurons that may exhibit temporal patterns of synchronization or activity [16, 17, 53]. Of course, mean-field approaches motivated by statistical physics have a long history in computational neuroscience to approximate the dynamics of large ensembles of units; see, for example, [54, 55] and references therein. They have been useful to elucidate, for example, dynamical mechanisms behind the emergence of rhythms in the gamma frequency band, such as the emergence of pyramidal-interneuronal gamma (PING) rhythm [56] or the interplay between different brain areas (for example, through phase-phase, phase-amplitude and amplitude comodulation) that can lead to frequency entrainment [57]. In terms of classical mean-field approaches, the pioneering works by Wilson and Cowan [58] and Amari [59] stand out: They derived heuristic equations for average neural population dynamics that are still widely used in neural modeling. Specifically, such models disregard fluctuations of individual units and arrive at equations that approximate the evolution of means. By contrast, the exact mean-field reductions we discuss here, the Ott–Antonsen reduction and the Watanabe–Strogatz reduction, can be employed not only for infinite networks also for networks of finitely many oscillators. While these reductions only apply to specific classes of systems—and from a mathematical perspective reflect the special structure of these systems—they include models that have been widely used in neuroscience and beyond, such as the Kuramoto model. Compared to heuristic mean-field approximations, the resulting reduced equations are exactly derived from the microscopic equations of individual oscillators and thus capture properties of individual oscillators; because of this property these reduced equations have been referred to as being next-generation models [60]. Employing these models in modeling tasks provides a powerful opportunity to bridge the dynamics on microscopic and macroscopic scales.

To illustrate the mean-field reductions and their applicability, we focus here on networks that are organized into distinct (sub)populations because of their practical importance.

The mean-field reductions allow one to replace each subnetwork by a (low-dimensional) set of collective variables to obtain a set of dynamical equations for these variables. This set
of mean-field equations describes the system exactly. For the classical Kuramoto model, which is widely used to understand synchronization phenomena, we will see below that the collective state is captured by a two-dimensional mean-field variable that encodes the synchrony of the population. Reducing to a set of mean-field equations provides a simplified—but often still sufficiently complex—description of the network dynamics that can be analyzed by using dynamical systems techniques [61, 62]. We will outline the classes of models for which the mean-field reductions apply and illustrate how these reduction techniques have been instrumental in the last decade to illuminate how the network properties relate to dynamical phenomena. We give a number of concrete examples, from Kuramoto’s problem about the emergence of synchrony in oscillator populations to the emergence of PING rhythms based on microscopic properties of neuronal networks.

There are many important questions and aspects that we cannot touch upon in this review, and we refer to already existing reviews and literature instead. First, we only consider oscillator networks where each (microscopic) node has a first-order description by a single phase variable. We will not cover other microscopic models such as second-order phase oscillators or oscillators with a phase and amplitude which can give rise to richer dynamics. Second, we do not comment on the validity of a phase reduction; for more information see for example [47, 50]. Third, the reductions we discuss have been essential to understand the emergence of synchrony patterns where coherence and incoherence coexist, also known as “chimeras.” Here, we only mention results relevant to the dynamics of coupled oscillator populations and refer to [63–65] for recent reviews on chimeras. Fourth, the results mentioned here relate to results from network science [66, 67]. In particular, properties of the graph underlying the dynamical network relate to synchronization dynamics [68–70]. Moreover, we also typically assume that the network structure is static and does not evolve over time. However, time-dependent network structures are clearly of interest—in particular in the context of plastic neural connectivity and neurological disease. An approach to these issues from the perspective of network science are temporal networks [71] while asynchronous networks take a more dynamical point of view; see [72] and references therein. Fifth, we restrict ourselves to deterministic dynamics where noise is absent. From a mathematical point of view, noise can simplify the analysis and recent results show that similar reduction methods apply [73–75]. Finally, it is worth noting that other reduction approaches for oscillator networks have recently been explored [76–78].

This review is written with a diverse readership in mind, ranging from mathematicians to computational biologists who want to use the reduced equations for modeling. In fact, this review is intended to have aspects of a tutorial and to provide an introduction to the Ott–Antonsen and Watanabe–Strogatz reductions as exact mean-field reductions and outlining what type of questions they have been instrumental in answering: We include three explicit examples how these mean-field reduction can be helpful in giving insights into the collective dynamics of (neuronal) oscillator networks.

In the following, we provide an outline how to approach this paper. The next section sets the stage by introducing the notion of a sinusoidally coupled network and we summarize the main oscillator models we relate to throughout the paper; these include the Kuramoto model and networks of Theta neurons (which are equivalent to Quadratic Integrate and Fire (QIF) neurons). In the third section, we give a general theory for the mean-field reductions and discuss their limitations: The methods include the Ott–Antonsen reduction for the mean-field limit of nonidentical oscillators and the Watanabe–Strogatz reduction
for finite or infinite networks of identical oscillators. This section includes a certain level of mathematical detail to understand the ideas behind the derivation of the reduced equations (mathematically dense sections are marked with the symbol “*” and may be skipped at first reading). If you are mainly interested in applying the reduced equations, you may want to skip ahead to Sects. 3.1.2 and 3.2.2, which summarize the reduced equations for the models we study throughout the paper. In the fourth section, we apply the reductions and emphasize how they are useful to understand how synchrony and patterns of synchrony emerge in such oscillator networks. This includes a number of concrete examples. Since most of these considerations are theoretical and computational, we discuss in the last section how the mean-field reductions can be used to solve neuroscientific problems and be linked with experimental data. We conclude with some remarks and highlighting a number of open problems.

1.1 List of symbols
The following symbols will be used throughout this paper.

- $N$: The positive integers
- $\mathbb{T}$: The circle of all phases $\mathbb{R}/2\pi \mathbb{Z}$ (or $[0,2\pi]$ with $0 \equiv 2\pi$)
- $\mathbb{C}$: The complex numbers
- $i$: Imaginary unit $\sqrt{-1}$
- $\text{Re}(w)$, $\text{Im}(w)$: Real part and imaginary part of a complex number $w \in \mathbb{C}$
- $\bar{w}$: Complex conjugate of $w \in \mathbb{C}$
- $M$: Number of oscillator populations in the network
- $\sigma, \tau$: Population indices in $\{1,\ldots,M\}$
- $N$: Number of oscillators in each population
- $k, j, l, \ldots$: Oscillator indices in $\{1,\ldots,N\}$
- $\theta_{\sigma,k}$: Phase of oscillator $k$ in population $\sigma$
- $\kappa, \kappa^{\text{GI}}, \kappa^{\#}$: Coupling strength between neural oscillators
- $Z_{\sigma}$: Kuramoto order parameter of population $\sigma$
- $R_{\sigma}$: The level of synchrony $|Z_{\sigma}|$ of population $\sigma$
- $z_{\sigma}, \Psi_{\sigma}$: Bunch variables of population $\sigma$
- $\dot{x}$: The time derivative $\frac{dx}{dt}$ of $x$

2 Sinusoidally coupled phase oscillator networks
The state of each node in a phase oscillator network is given by a single phase variable. Such networks may be obtained through a phase reduction or may be abstract models in their own right as in the case of the Theta neuron below. Consider a population $\sigma$ of $N$ oscillators where the state of oscillator $k$ is given by a phase $\theta_{\sigma,k} \in \mathbb{T} := \mathbb{R}/2\pi \mathbb{Z}$; if there is only a single population, we drop the index $\sigma$. Without input, the phase of each oscillator $(\sigma,k)$ advances at its intrinsic frequency $\omega_{\sigma,k} \in \mathbb{R}$. Input to oscillator $(\sigma,k)$ is determined by a field $H_{\sigma,k}(t) \in \mathbb{C}$ and modulated by a sinusoidal function; this field could be an external drive or network interactions between oscillators both within population $\sigma$ or other populations $\tau$. Specifically, we consider oscillator networks whose phases evolve according to

$$
\dot{\theta}_{\sigma,k} = \omega_{\sigma,k} + \text{Im}(H_{\sigma,k}(t)e^{i\kappa_{\sigma,k}}).
$$

(1)
Since the effect of the field on oscillator \((\sigma, k)\) is mediated by a function with exactly one harmonic, \(e^{-i\theta_{\sigma,k}}\), we call the oscillator populations \textit{sinusoidally coupled}.\(^d\)

While we allow the intrinsic frequency and the driving field to depend on the oscillator to a certain extent (i.e., oscillators are nonidentical), we will henceforth assume that all oscillators within any given population \(\sigma\) are \textit{statistically indistinguishable}, i.e., the properties of each oscillator in a given population are determined by the same distribution. Specifically, suppose that the properties of each oscillator are determined by a certain parameter \(\eta_{\sigma,k}\). This is for example the case for the Theta neurons described further below, each of which has an individual level of excitability as a parameter. Let us formulate this more precisely. Suppose that we let both the intrinsic frequencies and the field be functions of this parameter, i.e., \(\omega_{\sigma,k} = \omega_{\sigma}(\eta_{\sigma,k}), H_{\sigma,k}(t) = H_{\sigma}(t; \eta_{\sigma,k})\). The oscillators of a given population are then indistinguishable if, for a given population \(\sigma\), all \(\eta_{\sigma,k}\) are random variables sampled from a single probability distribution with density \(h_{\sigma}(\eta)\). In the special case that \(\eta_{\sigma,k} = \eta_{\sigma,j}\) for \(j \neq k\) (in this case \(h_{\sigma}\) is a delta-distribution) we say that the oscillators are \textit{identical}.

Phase oscillator networks of the form (1) include a range of well-known (and well-studied) models. These range from particular cases of Winfree’s model \cite{79} to neuron models. In the following we discuss some important examples that we will revisit in more detail throughout this paper.

\subsection{2.1 The Kuramoto model}

Kuramoto originally studied synchronization in a network of \(N\) globally coupled nonidentical (but indistinguishable) phase oscillators \cite{80}; see \cite{81} for an excellent survey of the problem and its historical background. Kuramoto originally investigated the \textit{onset of synchronization} in a network composed of only a single population of oscillators indexed by \(k \in \{1, \ldots, N\}\) with phases \(\theta_k\) (here we drop the population index \(\sigma\)). The oscillator phases evolve according to

\[
\dot{\theta}_k = \omega_k + \frac{K}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_k)
\]  

with distinct intrinsic frequencies \(\omega_k\) that are sampled from some unimodal frequency distribution. Here the parameter \(K\) is the coupling strength between oscillators and the coupling is mediated by the sine of the phase difference between oscillators. If coupling is absent \((K = 0)\), each oscillator advances with its intrinsic frequency \(\omega_k\).

The macroscopic state of the population is characterized by the complex-valued \textit{Kuramoto order parameter}\(^e\)

\[
Z = \text{Re}^{\Phi} = \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j},
\]  

representing the mean of all phases on the unit circle. Its magnitude \(R = |Z|\) describes the level of synchronization of the oscillator population, see Fig. 1: On the one hand, \(R = 1\) if and only if all oscillators are \textit{phase synchronized}, that is, \(\theta_k = \theta_j\) for all \(k\) and \(j\); on the other hand, we have \(R = 0\) if, for example, the oscillators are evenly distributed around the circle. The argument \(\phi\) of the Kuramoto order parameter \(Z\) (which is well-defined
for $Z \neq 0$) describes the “average phase” of all oscillators, that is, it describes the average position of the oscillator crowd on the circle of phases.

Kuramoto observed the following macroscopic behavior: For $K$ small, the system converges to an incoherent stationary state with $R \approx 0$. As $K$ is increased past a critical coupling strength $K_c$, the system settles down to a state with partial synchrony, $R > 0$. As the coupling strength is further increased, $K \rightarrow \infty$, oscillators become more and more synchronized, $R \rightarrow 1$.

The Kuramoto model (2) is an example of a sinusoidally coupled phase oscillator network. Using Euler’s identity $e^{i\theta} = \cos(\theta) + i\sin(\theta)$, we have

$$\dot{\theta}_k = \omega_k + \text{Im}\left(\frac{K}{N} \sum_{j=1}^{N} e^{i(\theta_j - \theta_k)}\right) = \omega_k + \text{Im}(KZ(t)e^{-i\theta_k}),$$

where the Kuramoto order parameter $Z(t) = Z(\theta_1(t), \ldots, \theta_N(t))$, as defined in (3), depends on time through the phases. Hence, the Kuramoto model (2) is equivalent to (1) with $H(t) = KZ(t)$ and the interactions between oscillators are solely determined by the Kuramoto order parameter $Z(t)$. Such a form of network interaction is also called mean-field coupling since the drive $H(t)$ to a single oscillator is proportional to a mean field, that is, the average formed from the states of all oscillators in the network.

**Problem 1** How can mean-field reductions elucidate Kuramoto’s original problem of the onset of synchronization in an infinitely large population of oscillators? We will revisit this problem in Example 1 below.

### 2.2 Populations of Kuramoto–Sakaguchi oscillators

Sakaguchi generalized Kuramoto’s model by introducing an additional phase-lag (or phase-frustration) parameter which approximates a time delay in the interactions between oscillators [63, 82]. While Sakaguchi originally considered a single population of oscillators, here we generalize to multiple interacting populations. Specifically, we consider the dynamics of $M$ populations of $N$ Kuramoto–Sakaguchi oscillators, where the phase of oscillator $k$ in population $\sigma$ evolves according to

$$\dot{\theta}_{\sigma,k} = \omega_{\sigma,k} + \frac{K_{\sigma\tau}}{N} \sum_{j=1}^{N} \sin(\theta_{\tau,j} - \theta_{\sigma,k} - \alpha_{\sigma\tau}),$$

(4)
and where $K_{\sigma\tau} \geq 0$ is the coupling strength and $\alpha_{\sigma\tau}$ is the phase lag between populations $\sigma$ and $\tau$. The function $g_{\sigma\tau}(\phi) = K_{\sigma\tau} \sin(\phi - \alpha_{\sigma\tau})$ mediates the interactions between oscillators, and we refer to it as the coupling function; later on we will also briefly touch upon what happens if the sine function is replaced by a general periodic coupling function. As in the Kuramoto model, an important point is that the influence between oscillators $(\tau, j)$ and $(\sigma, k)$ depends only on their phase difference (rather than explicitly on their phases). Thus, this form of interaction only depends on the relative phase between oscillator pairs rather than the absolute phases. An important consequence is that the dynamics of Eqs. (4) do not change if we consider all phases in a different reference frame. For example, going into a reference frame rotating at constant frequency $\omega_f \in \mathbb{R}$ corresponds to the transformation $\theta_{\sigma,k} \mapsto \theta_{\sigma,k} - \omega_f t$, only shifts all intrinsic frequencies by $\omega_f$ rather than changing the dynamics qualitatively.

The network (4) of $M$ interacting populations of Kuramoto–Sakaguchi oscillators is a sinusoidally coupled oscillator network. The amount of synchrony in population $\sigma$ is determined by the Kuramoto order parameter (3) for population $\sigma$,

$$Z_{\sigma} = \frac{1}{N} \sum_{j=1}^{N} e^{i \theta_{\sigma,j}}.$$  

Combining coupling strength and phase lag, we define the complex interaction parameter $c_{\sigma\tau} := K_{\sigma\tau} e^{-i\alpha_{\sigma\tau}}$ between populations $\sigma$ and $\tau$. By the same calculation as above, the network (4) is equivalent to (1) with constant intrinsic frequencies $\omega_{\sigma,k}$ and driving field

$$H_{\sigma} = \sum_{\tau=1}^{M} c_{\sigma\tau} Z_{\tau},$$

being a linear combination of the mean fields of the other populations.

Networks of Kuramoto–Sakaguchi oscillators have been used as models for synchronization phenomena. In neuroscience, individual oscillators can represent neurons [83] or large numbers of neurons in neural masses [51, 84, 85]. In the framework of the model (4), the populations can be thought of as $M$ neural masses. In contrast to models where neural masses only have a phase, here, the macroscopic state of each population (neural mass) is determined by an amplitude (the level of synchrony $R_{\sigma} := |Z_{\sigma}|$) and an angle (the average phase $\phi_{\sigma} := \arg Z_{\sigma}$).

### 2.3 Theta and Quadratic Integrate and Fire neurons

**Theta neurons**  The Theta neuron is the normal form of the saddle-node-on-invariant-circle (SNIC) or saddle-node-infinite-period (SNIPER) bifurcation [86] as shown in Fig. 2: At the excitation threshold, a saddle and a node coalesce on an invariant circle (i.e., limit cycle of the neuron). Its state is described by the phase $\theta \in \mathbb{T}$ on the invariant circle and we use the convention\(^1\) that the neuron fires (it emits a spike) when the phase crosses $\theta = \pi$ (Fig. 2). The Theta neuron is a valid description of the dynamics of any neuron model undergoing this bifurcation, in some parameter neighborhood of the bifurcation. The Theta neuron is also a canonical Type 1 neuron [87].
Consider a single population of Theta neurons (hence we drop the population index $\sigma$) whose phases evolve according to

$$\dot{\theta}_k = 1 - \cos \theta_k + (1 + \cos \theta_k)(\eta_k + \kappa I),$$

where $\eta_k$ is the excitability of neuron $k$ sampled from a probability distribution, $\kappa$ is the coupling strength, and $I$ is an input current—this could result from external input (driving) or network interactions. A population of Theta neurons (7) is a sinusoidally coupled system of the form (1) with

$$\omega_k = 1 + \eta_k + \kappa I, \quad H_k = i(\eta_k + \kappa I - 1).$$

The dependence of $H, \omega$ on the excitability parameters $\eta_k$ can be made explicit by writing $\omega_k = \omega(\eta_k), H(t) = H(t; \eta_k)$. Thus, results for models of the form (1) will also apply to networks of Theta neurons.

The Theta neuron was introduced in 1986 [87] and has since then been widely used in neuroscience. We refer for example to [88, 89] for a general introduction and only list a few concrete applications here. For example, Monteforte and Wolf [90] used these neurons as canonical type I neuronal oscillators in their study of chaotic dynamics in large, sparse balanced networks. References [91, 92] considered spatially extended networks of Theta neurons and the authors were specifically interested in traveling waves of activity in these networks. More recently, other authors have used some of the techniques for dimensional reduction reviewed in the present paper to study infinite networks of Theta neurons [93, 94]. We will discuss these reduction methods in detail further below.

**Problem 2** What different dynamics are possible in a single population of globally coupled Theta neurons with pulsatile coupling? What is the onset for firing of neurons? We will revisit this problem in Example 2 below.

**Quadratic Integrate and Fire neurons** The Theta neuron model is closely related to the Quadratic Integrate and Fire (QIF) neuron model [95] whose state is given by a membrane voltage $V \in (-\infty, +\infty)$. More precisely, using the transformation $V_k = \tan(\theta_k/2)$ the population of Theta neurons (7) becomes a population of QIF neurons, where the membrane
voltage \( V_k \) of neuron \( k \) evolves according to

\[
\dot{V}_k = \frac{V_k^2}{\kappa} + \eta_k + \kappa I.
\]  

(9)

Here we use the rule that the neuron fires (it emits a spike) if its voltage reaches \( V_k(t^-) = +\infty \) and then the neuron is reset to \( V_k(t^+) = -\infty \).

QIF neurons have been widely used in neuroscientific modeling; see [88, 89] for a general introduction and [96–99] for a few examples in the literature where QIF neurons are employed. They have the simplicity of the more common leaky integrate-and-fire model in the sense of having only one state variable (the voltage), but are more realistic in the sense of actually producing spikes in the voltage trace \( V(t) \).

**Problem 3** How does a network of neurons respond to a transient stimulus? Specifically, if this neuronal network is modeled by a heterogeneous network of all-to-all coupled QIF neurons. This is a pertinent question, for example, if stimulation is used for therapeutic purposes such as in Deep Brain Stimulation. We will revisit this problem in **Example 3** below.

### 3 Exact mean-field descriptions for sinusoidally coupled phase oscillators

In this section, we review how sinusoidally coupled phase oscillator networks (1) can be simplified using mean-field reductions. Under specific assumptions (detailed further below) we derive low-dimensional system of ordinary differential equations for macroscopic mean-field variables that describe the evolution of sinusoidally coupled phase oscillator networks (1) exactly. This is in contrast to reductions that are only approximate or only valid over short time scales. Thus, these reduction methods facilitate the analysis of the network dynamics: rather than looking at a complex, high-dimensional network dynamical system (or its infinite-dimensional mean-field limit) we can analyze simpler, low-dimensional equations. For example, for the infinite-dimensional limit of the Kuramoto model, we obtain a closed system for the evolution of \( Z \), a two-dimensional system (since \( Z \) is complex). While the Kuramoto model is particularly simple, the methods apply for general driving fields \( H_{\sigma,k} \) that could contain delays or depend explicitly on time. We give concrete examples in Sect. 4 below, where we apply the reduction techniques.

Importantly, these mean-field reductions also apply to oscillator networks which are equivalent to (1). In particular, this applies to neural oscillators: The QIF neuron and the Theta neuron are equivalent as discussed above. Consequently, rather than assuming a model for a neural population (e.g., [51]), we actually obtain an exact description of interacting neural populations in terms of their macroscopic (mean-field) variables.

#### 3.1 Ott–Antonsen reduction for the mean-field limit of nonidentical oscillators

The Ott–Antonsen reduction applies to the mean-field limit of populations of indistinguishable sinusoidally coupled phase oscillators (1). First, we first outline the basic steps to derive the equations and highlight the assumptions made along the way; this section contains mathematical details and may be omitted on first reading. We then summarize the Ott–Antonsen equations for the models described in the previous section.
3.1.1 Derivation of the reduced equations

Consider the dynamics of the (mean-field) limit of (1) within finitely many oscillators, \( N \to \infty \). Note that while the population index \( \sigma \) is seen as discrete in this paper, it is also possible to apply the reduction to continuous topologies of populations such as rings; cf. [100, 101]. To simplify the exposition, we consider the classical case where the intrinsic frequency is the random parameter, \( \omega_{\sigma,k} = \eta_{\sigma,k} \), and that the driving field is the same for all oscillators in any population, \( H_{\sigma,k} = H_{\sigma} \); for details on systems with explicit parameter dependence (such as Theta neurons) see [102, 103]. Hence, suppose that the intrinsic frequencies \( \omega_{\sigma,k} \) are randomly drawn from a distribution with density \( h_{\sigma}(\omega) \) on \( \mathbb{R} \). In the mean-field limit, the state of each population at time \( t \) is not given by a collection of oscillator phases, but rather by a probability density \( f_{\sigma}(\omega, \vartheta; t) \) for an oscillator with intrinsic frequency \( \omega \in \mathbb{R} \) to have phase \( \vartheta \in \mathbb{T} \); see [104] for general properties of such distributions and statistics on the circle. For a set of phases \( B \subset \mathbb{T} \) the marginal
\[
\int_{B} \int_{\mathbb{R}} f_{\sigma}(\omega, \vartheta; t) d\omega d\vartheta
\]
determines the fraction of oscillators whose phase is in \( B \) at time \( t \). Moreover, we have
\[
\int_{\mathbb{T}} f_{\sigma}(\omega, \vartheta; t) d\vartheta = h_{\sigma}(\omega) \quad \forall t
\]
by our assumption that the intrinsic frequencies do not change over time.

Conservation of oscillators implies that the dynamics of the mean-field limit of (1) is given by the transport equation
\[
\frac{\partial f_{\sigma}}{\partial t} + \frac{\partial}{\partial \vartheta} \left( v_{\sigma} f_{\sigma} \right) = 0 \quad \text{with} \quad v_{\sigma} = \omega_{\sigma} + \text{Im}(H_{\sigma}(t)e^{-i\vartheta}).
\] (10)

Because oscillators are conserved, \( k \) the change of the phase distribution over time is determined by the change of phases given by the velocity \( v_{\sigma} \) through (1) at time \( t \) of an oscillator with phase \( \vartheta \) and intrinsic frequency \( \omega \). While the transport equation for the mean-field limit originally appears in Refs. [105, 106], it can be rigorously derived from a measure-theoretic perspective as a Vlasov limit [107].

Before we discuss how to find solutions for the transport equation (10), it is worth noting that it has been analyzed directly in the context of functional analysis for networks of Kuramoto oscillators. Stationary solutions of (10) and their stability have been studied recently in the context of all-to-all coupled networks of Kuramoto oscillators [108–112]. Taking the mean-field limit for \( N \to \infty \) depends on the homogeneity of the network. For certain classes of structured networks—networks on convergent families of random where a limiting object (a graphon) can be defined as the number of nodes \( N \to \infty \)—it is possible to define and analyze the dynamics of the resulting continuum limit [113, 114].

Ott and Antonsen [115] showed that there exists a manifold of invariant probability densities for the transport equation (10). Specifically, if \( f_{\sigma}(\vartheta, \omega; 0) \) is on the manifold, so will the density \( f_{\sigma}(\vartheta, \omega; t) \) for any time \( t \geq 0 \). Let
\[
Z_{\sigma} := \int_{-\infty}^{\infty} \int_{-\pi}^{\pi} f_{\sigma}(\vartheta, \omega; t)e^{i\vartheta} d\vartheta d\omega
\]
denote the Kuramoto order parameter (3) in the mean-field limit. We will see below that the evolution on the invariant manifold is now described by a simple ordinary differential equation for \( Z_{\sigma} \) for each population \( \sigma \).

In the following we outline the key steps to derive a set of reduced equations and refer to [115–117] for further details. Let \( \bar{w} \) denote the complex conjugate of \( w \in \mathbb{C} \). Suppose
that \( f_\sigma(\vartheta, \omega; t) \) can be expanded in a Fourier series in the phase angle \( \vartheta \) of the form

\[
f_\sigma(\vartheta, \omega; t) = \frac{h_\sigma(\omega)}{2\pi} \left( 1 + \sum_{n=1}^{\infty} f_n^{(a)}(\omega, t) e^{in\vartheta} \right)
\]  
(12)

Here it is assumed that \( f_n^{*} \) has an analytic continuation into the lower complex half plane \( \{ \text{Im}(\omega) < 0 \} \) (and \( f_n^{-} := f_n^{*} \) into \( \{ \text{Im}(\omega) > 0 \} \)); even with this assumption we can solve a large class of problems, but it poses a restriction to a number of practical cases discussed in Sect. 3.3 below. Ott and Antonsen now imposed the ansatz that Fourier coefficients are powers of a single function \( a_\sigma(\omega, t) \),

\[
f_n^{(a)}(\omega, t) = (a_\sigma(\omega, t))^n.
\]  
(13)

If \( |a_\sigma(\omega, t)| < 1 \) this ansatz is equivalent to the Poisson kernel structure for the unit disk, \( f^{*} = (a_\sigma e^{i\vartheta})/(1 - a_\sigma e^{i\vartheta}) \). Substitution of (12) into (10) yields

\[
\frac{\partial a_\sigma}{\partial t} + i\omega a_\sigma + \frac{1}{2}(H_\sigma a_\sigma^2 - \bar{H}_\sigma) = 0,
\]  
(14)

Thus, the ansatz (13) reduces the integro partial differential equation (10) to a single ordinary differential equation in \( a_\sigma \) for each population \( \sigma \). (More precisely, there is an infinite set of such equations, one for each \( \omega \) with identical structure.) Finally, with (13) we obtain

\[
Z_\sigma = \int_{-\infty}^{\infty} \bar{a}_\sigma(\omega, t) h_\sigma(\omega) d\omega,
\]  
(15)

which relates \( a_\sigma \) and the order parameter \( Z_\sigma \) in (11).

Assuming analyticity, this integral may be evaluated using the residue theorem of complex analysis. These equations take a particularly simple form if the distribution of intrinsic frequencies \( h_\sigma(\omega) \) is Lorentzian with mean \( \hat{\omega}_\sigma \) and width \( \Delta_\sigma \), i.e.,

\[
h_\sigma(\omega) = \frac{1}{\pi} \frac{\Delta_\sigma}{(\omega - \hat{\omega}_\sigma)^2 + \Delta_\sigma^2},
\]  
(16)

since \( h_\sigma(\omega) \) has two simple poles at \( \hat{\omega}_\sigma \pm i\Delta_\sigma \) and thus (15) gives \( Z_\sigma = \bar{a}_\sigma(\hat{\omega}_\sigma - i\Delta_\sigma, t) \) under the assumption \( |a_\sigma(\omega, t)| \to 0 \) as \( \text{Im}(\omega) \to -\infty \). As a result, we obtain the two-dimensional differential equation—the Ott–Antonsen equations for a Lorentzian frequency distribution—for the order parameter in population \( \sigma \),

\[
\dot{Z}_\sigma = (-\Delta_\sigma + i\hat{\omega}_\sigma) Z_\sigma + \frac{1}{2} H_\sigma - \frac{1}{2} \bar{H}_\sigma Z_\sigma^2.
\]  
(OA)

We note that this reduction method also works for other frequency distributions \( h_\sigma \), as outlined in [117]. However, the resulting mean-field equation will not always be a single equation but could be a set of coupled equations. For example, for multi-modal frequency distributions \( h_\sigma \) the Ott–Antonsen equations will have an equation for each mode; see [103, 118, 119] and the discussion below.

The derivation above only states that there exists an invariant manifold of densities \( f_\sigma \) for the transport equation (10). What happens to densities \( f_\sigma \) that are not on the manifold
as time evolves? Under some assumptions on the distribution in intrinsic frequencies $h_\sigma$, Ott and Antonsen also showed in [116] that there are densities $f_\sigma$ that are attracted to the invariant manifold. In other words, the dynamics of the Ott–Antonsen equations capture the long-term dynamics of a wider range of initial phase distributions $f_\sigma(\vartheta, \omega; 0)$, whether they satisfy (13) initially or not. We discuss this in more detail below.

3.1.2 Ott–Antonsen equations for commonly used oscillator models

We now summarize the Ott–Antonsen equations (OA) for the commonly used oscillator models described in the Sect. 2. Here we focus on Lorentzian distributions of the intrinsic frequencies or excitabilities; for Ott–Antonsen equations for other parameter distributions such as normal or bimodal distributions see [115, 118].

The Kuramoto model

Consider the mean-field limit of the Kuramoto model (2) with a Lorentzian distribution of intrinsic frequencies. Recall that the driving field for the Kuramoto model was $H(t) = KZ(t)$. Substituting this into (OA) we obtain Ott–Antonsen equations for the Kuramoto model

$$\dot{Z} = (-\Delta + i\hat{\omega})Z + \frac{K}{2}Z(1 - |Z|^2), \tag{17}$$

a two-dimensional system of equations since $Z$ is complex-valued.

Kuramoto–Sakaguchi equations

For the Kuramoto–Sakaguchi equations (4) the driving field is a weighted sum of the individual population order parameters (6). Assuming a Lorentzian distribution of intrinsic frequencies with mean $\hat{\omega}_\sigma$ and width $\Delta_\sigma$ for each population $\sigma \in \{1, \ldots, M\}$, we obtain from (OA) the Ott–Antonsen equations for coupled populations of Kuramoto–Sakaguchi oscillators,

$$\dot{Z}_\sigma = (-\Delta_\sigma + i\hat{\omega}_\sigma)Z_\sigma + \frac{1}{2} \left( \sum_{\tau=1}^{M} c_{\sigma \tau} Z_\tau - Z_\sigma^2 \sum_{\tau=1}^{M} \bar{c}_{\sigma \tau} \bar{Z}_\tau \right). \tag{18}$$

In other words, the Ott–Antonsen equations are a $2M$-dimensional system that describe the interactions of the order parameters $Z_\sigma$.

Networks of Theta neurons

Consider a single population of Theta neurons with drive $I(t)$ given by (7) with parameter-dependent intrinsic frequencies and driving field (8); we omit the population index $\sigma$. Assume that the variations in excitability $\eta_k$ are chosen from a Lorentzian distribution mean $\hat{\eta}$ and width $\Delta$. We obtain the Ott–Antonsen equations for the mean-field limit of a population of Theta neurons (8)

$$\dot{Z} = \frac{1}{2} \left( (i\hat{\eta} - \Delta)(1 + Z)^2 - i(1 - Z)^2 \right) + \frac{1}{2} i(1 + Z)^2 \kappa I. \tag{19}$$

Note that in contrast to (18), this is not a closed set of equations yet as the exact form of the input current is still unspecified. We will close these equations in Sect. 4.2.1 below by writing $I$ in terms of $Z$ for different types of neural interactions.

The order parameter for the Theta neuron directly relates to quantities with a physical interpretation such as the average firing rate of the network. Integrating the phase
distribution (12) over the excitability parameter $\eta$ under assumption (13) we obtain the distribution of all phases,

$$p(\theta, t) = \frac{1}{2\pi} \left( \frac{1 - |Z|^2}{1 - Ze^{-i\theta} - Z^* e^{i\theta} + |Z|^2} \right) = \frac{1}{2\pi} \Re \left\{ \frac{1 - Z e^{i\theta}}{1 - Z e^{-i\theta}} \right\}.$$

(20)

where $Z$ may be a function of time. This distribution can be used to determine the probability that a Theta neuron has phase $\theta$. Since a Theta neuron fires when its phase crosses $\theta = \pi$, the average firing rate $r(t)$ of the network at time $t$ is the flux through $\theta = \pi$, i.e.,

$$r(t) = \left. \langle p(\theta, t) \dot{\theta} \rangle \right|_{\theta=\pi} = \frac{1}{\pi} \Re \left( \frac{1 - \dot{Z}(t)}{1 + \dot{Z}(t)} \right).$$

(21)

Here we used that $\dot{\theta}|_{\theta=\pi} = 2$ by (7), independent of $\theta$. The same result is obtained from the firing rate equations of the QIF neuron as we explain in the next paragraph.

### 3.1.3 Ott–Antonsen reduction for equivalent networks

The mean-field reductions are also valid for systems that are equivalent to a network of sinusoidally coupled phase oscillators (1). As an example, we discussed the relationship between QIF and Theta neurons above via the transformation $V = \tan(\theta/2)$, which carries over to the mean-field limit of infinitely many neurons where the Ott–Antonsen equations apply. More specifically, this transformation converts the distribution of phases (20) into a distribution

$$\tilde{p}(V, t) = \frac{X(t)}{\pi((V - Y(t))^2 + X^2(t))}$$

(22)

of voltages where $Z = (1 - \tilde{W})/(1 + \tilde{W})$ and $W = X + iY$ and $X, Y \in \mathbb{R}$. Equation (22) is called the Lorentzian ansatz [102]. Importantly, the quantity $W$ is obtained from a conformal transformation of the order parameter $Z$. This allows one to convert the Ott–Antonsen equations for the Theta neurons (19) to an equation for the mean field $W = (1 - \dot{Z})/(1 + \dot{Z})$, given by

$$\tilde{W} = i\dot{\eta} + \Delta - iW^2 + iL,$$

(23)

which describes the QIF neurons. The advantage of this formulation is that both the real and imaginary parts of $W$ have physical interpretations: $Y(t)$ is the average voltage across the network and $X(t)$ relates to the firing rate $r$ of the population, i.e., the flux at $V = \infty$, since $\lim_{V \to \infty} \tilde{p}(V, t) \dot{V}(t) = X(t)/\pi = r$ [102].

### 3.2 Watanabe–Strogatz reduction for identical oscillators

Mean-field reductions are possible for both finite and infinite networks for populations of identical oscillators. These reductions are due to the high level of degeneracy in the system, i.e., there are many quantities that are conserved as time evolves. This degeneracy was first observed in the early 1990s for coupled Josephson junction arrays [120], which relate directly to Kuramoto’s model of coupled phase oscillators [121]. Watanabe and Strogatz [122, 123] were able to calculate the preserved quantities explicitly using a clever transformation of the phase variables, thereby reducing the Kuramoto model from
the $N$ oscillator phases to three time-dependent (mean-field) variables together with $N-3$ constants of motion. In terms of mathematical theory, the degeneracy originates from restrictions imposed by the algebraic structure of the equations [124–126] which is still an area of active research [127, 128].

The Watanabe–Strogatz reduction applies for sinusoidally coupled phase oscillator populations where oscillators within populations are identical, i.e., all oscillators have the same intrinsic frequency, $\omega_{\sigma,k} = \omega_\sigma$, and are driven by the same field $H_{\sigma,k} = H_\sigma$. Indeed, Watanabe–Strogatz and Ott–Antonsen reductions have been shown to be intricately linked [125, 129] as we briefly discuss below. Here, we focus on finite networks for simplicity. In the following section we give the equations in generality and give some mathematical detail. Then, the equations are subsequently stated for the commonly used oscillator models discussed above.

3.2.1 Constants of motion yield reduced equations

The dynamics of a finite population (1) with $N > 3$ identical oscillators can be described exactly in terms of three macroscopic (mean-field) variables [122, 123, 129, 130]: the bunch amplitude $\rho_\sigma$, bunch phase $\Phi_\sigma$, and phase distribution variable $\Psi_\sigma$. Similar to the modulus and phase of the Kuramoto order parameter $Z_\sigma = R_\sigma e^{i\phi_\sigma}$, the bunch amplitude $\rho_\sigma$ and bunch phase $\Phi_\sigma$ characterize synchrony (or equivalently, the maximum of the phase distribution); while $(R_\sigma, \phi_\sigma)$ and $(\rho_\sigma, \Phi_\sigma)$ do not coincide in general, they do if the population is fully synchronized. The phase distribution variable $\Psi_\sigma$ determines the shift of individual oscillators with respect to $\Phi_\sigma$ as illustrated in Fig. 3.

For a population of sinusoidally coupled phase oscillators (1) with driving field $H_\sigma = H_\sigma(t)$ the macroscopic variables evolve according to the Watanabe–Strogatz equations

\[
\begin{align*}
\dot{\rho}_\sigma &= \frac{1 - \rho^2_\sigma}{2} \Re(H_\sigma e^{-i\Phi_\sigma}), \\
\dot{\Phi}_\sigma &= \omega_\sigma + \frac{1 + \rho^2_\sigma}{2\rho_\sigma} \Im(H_\sigma e^{-i\Phi_\sigma}), \\
\dot{\psi}_\sigma &= \frac{1 - \rho^2_\sigma}{2\rho_\sigma} \Im(H_\sigma e^{-i\Phi_\sigma}).
\end{align*}
\]

(Mathematically speaking, the reduction to three variables means that the phase space $\mathbb{T}^N$ of (1) is foliated by 3-dimensional leaves, each of which is determined by constants of motion, $\psi^{(\sigma)}_k, k = 1, \ldots, N$ ($N-3$ are independent). In other words, the choice of constants of motion determines a specific 3-dimensional invariant subset on which the macroscopic variables evolve. The Watanabe–Strogatz equations arise from the properties of Riccati

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{Figure3}
\caption{Illustration of the bunch variables in the Watanabe–Strogatz formalism. Just like the Kuramoto order parameter $Z_\sigma$, the bunch amplitude and bunch phase in $z_\sigma = \rho_\sigma e^{i\Phi_\sigma}$ characterize the level of synchrony. The quantities $Z_\sigma$ and $z_\sigma$ do however only coincide if the population is fully synchronized or for uniformly distributed constants of motion in the limit $N \to \infty$ (see text). The phase distribution variable $\Psi_\sigma$ is related to the shift and distribution of individual oscillators with respect to $\Phi_\sigma$.}
\end{figure}
equations and the bunch variables are parameters of a family of Möbius transformations which determine the system’s dynamics; see [125–128] for more details on the mathematics behind these equations.

From a practical point of view, two things are needed to use the Watanabe–Strogatz equations (WS) to understand oscillator networks of the form (1). First, since the driving field $H$ is often a function of the population order parameters $Z_\tau$, $\tau = 1, \ldots, M$, we need to translate $Z_\sigma$ into the bunch variables to get a closed set of equations. Write $z_\sigma := \rho_\sigma e^{i\Phi_\sigma}$. As shown for example in [129], we have

$$Z_\sigma = z_\sigma \gamma_\sigma$$

where $\gamma_\sigma(\rho_\sigma, \Psi_\sigma) = \frac{1}{N} \rho_\sigma \sum_{j=1}^{N} \rho_j e^{i\Psi_\sigma + \Phi_j(\sigma)}$. (25)

Second, one needs to determine the constants of motion from the initial phases $\theta_{\sigma,k}(0)$: A possible choice is to set $\psi_k^{(\sigma)} := \theta_{\sigma,k}(0)$ and $\rho_\sigma(0) = \Phi_\sigma(0) = \Psi_\sigma(0) = 0$; see [123] for a detailed discussion and different way to choose initial conditions that avoids the singularity at $\rho_\sigma = 0$. Taken together, the dynamics of individual oscillators (1) are now determined by (WS) via (25) and vice versa.

The relationship (25) between the bunch variables and the order parameter also indicates how the Watanabe–Strogatz equations and the Ott–Antonsen equations are linked. Pikovsky and Rosenblum [130] showed that for constants of motion that are uniformly distributed on the circle, $\psi_k^{(\sigma)} = 2\pi k/N$, we have $\gamma_\sigma \to 1$ as $N \to \infty$. Consequently, $Z_\sigma = z_\sigma$ for such a choice of constants of motion in the limit of infinitely many oscillators. For the Kuramoto model with $H_\sigma = Z_\sigma$, Eqs. (WSa) and (WSb) depend on $\Psi$ only through $\gamma$. Thus, for constant $\gamma = 1$ Eqs. (WSa) and (WSb) decouple from (WSC). These two equations are equivalent to the Ott–Antonsen equations (OA) in the mean-field limit for identical oscillators. To summarize, the dynamics of the mean-field limit for identical oscillators is given by the Watanabe–Strogatz equations together with a distribution of constants of motion. For the particular choice of a uniform distribution of constants of motion, the equations decouple and the effective dynamics are given by the Ott–Antonsen equations.

### 3.2.2 Watanabe–Strogatz equations for commonly used oscillator models

We now summarize the Watanabe–Strogatz equations (WS) for the commonly used oscillator models described in Sect. 2.

#### Kuramoto–Sakaguchi equations

For the Kuramoto–Sakaguchi model (4), the driving field $H$ is a linear combination of the order parameters, $H_\sigma = \sum_{\tau=1}^{M} c_{\sigma\tau} Z_\tau$. Assuming that the oscillators within each population are identical, $\omega_{\sigma,k} = \omega_\sigma$, the dynamics are governed by the Watanabe–Strogatz equations for coupled Kuramoto–Sakaguchi populations,

$$\dot{\rho}_\sigma = \frac{1 - \rho_\sigma^2}{2} \Re \left( \sum_{\tau=1}^{M} c_{\sigma\tau} \gamma_\tau \rho_\tau e^{i(\Phi_\tau - \Phi_\sigma)} \right),$$

$$\dot{\Phi}_\sigma = \omega_\sigma + \frac{1 + \rho_\sigma^2}{2\rho_\sigma} \Im \left( \sum_{\tau=1}^{M} c_{\sigma\tau} \gamma_\tau \rho_\tau e^{i(\Phi_\tau - \Phi_\sigma)} \right),$$

$$\dot{\Psi}_\sigma = \frac{1 - \rho_\sigma^2}{2\rho_\sigma} \Im \left( \sum_{\tau=1}^{M} c_{\sigma\tau} \gamma_\tau \rho_\tau e^{i(\Phi_\tau - \Phi_\sigma)} \right).$$

(26a) (26b) (26c)
For a finite population of identical Theta neurons (8) with identical excitability $\eta$ and input current $I(t)$ the Watanabe–Strogatz equations for identical Theta neurons [131] evaluate to

$$
\dot{\rho} = \frac{1 - \rho^2}{2} \text{Re}(i(\eta + \kappa I - 1)e^{-i\Phi}),
$$

(27a)

$$
\dot{\Phi} = 1 + \eta + \kappa + \frac{1 + \rho^2}{2\rho} \text{Im}(i(\eta + \kappa I - 1)e^{-i\Phi}),
$$

(27b)

$$
\dot{\Psi} = \frac{1 - \rho^2}{2\rho} \text{Im}(i(\eta + \kappa I - 1)e^{-i\Phi}).
$$

(27c)

Note that, as for the Ott–Antonsen reduction above, one still needs to close this system by writing $I$ in terms of the bunch variables in (WS) and the constants of motion. This is not straightforward and requires a considerable amount of computations [131].

### 3.2.3 Reductions for equivalent networks

For a finite network of identical QIF neurons governed by (9) with $\eta_j = \eta$ for all $j$, the transformation $V = \tan(\theta/2)$ converts this network into a network of identical Theta neurons (7). Consequently, such a network will also be described by equations of the form (27a)–(27c). As mentioned above, in the limit $N \to \infty$ and equally spaced constants of motion, Eq. (27c) will decouple from (27a) and (27b). In this case, writing $z = \rho e^{i\Phi}$ we find that $z$ satisfies (19) or equivalently (23) (with $\hat{\eta} = \eta$ and $\Delta = 0$).

### 3.3 Limitations and challenges

Before we apply the mean-field reductions to particular oscillator networks in the next section, some (mathematical) comments on the limitations of these approaches are in order.

The main assumption behind the reduction methods is that network interactions are mediated by a coupling function with a single harmonic (of arbitrary order). There are explicit examples [132–134] that show that the reductions, as described above, become invalid. For example chaotic dynamics may occur where the reduction would yield an effective two-dimensional phase space; we discuss this example below. This does not mean that the reductions break down completely, and there may still be some degeneracy in the system if the interaction is of a specific form; see [135] for a more detailed discussion. It remains a challenge to identify what part of the mean-field reduction (if any) remains valid for more general interaction functions and phase response curves.

The Ott–Antonsen reduction for the mean-field limit allows for the oscillators to be nonidentical. By contrast, the Watanabe–Strogatz reduction of finite networks requires oscillators to be identical. Neither of these approaches applies to finite networks of non-identical oscillators, and understanding such networks remains a challenge. Direct numerical simulations to elucidate the dynamics of networks of $N$ almost identical oscillators are challenging as one needs to integrate an almost integrable dynamical system. There has also been some recent progress analyzing situations in which the Ott–Antonsen or Watanabe–Strogatz equations do not apply. First, a perturbation theory for the exact mean-field equations has been developed to elucidate the dynamics for systems that are close to sinusoidally coupled, for example if there are very weak higher-harmonics in the
interaction function [136]. Second, while not an exact representation of the dynamics, the collective coordinates approach by Gottwald and coworkers [76, 137, 138] has been instructive to gain insights into the dynamics of finite networks of nonidentical oscillators.

Finally, Ott and Antonsen showed that the manifold of oscillator densities \( f_\sigma \) on which the reduction holds is attracting [116]. Their method of proof has been shown to apply to a wider class of systems [103]. As pointed out by Mirollo [139] and later elaborated further [128], their proof is based on a strong smoothness assumption on the density \( f_\sigma \) which implies limitations to this approach. More precisely, to be able to evaluate contour integrals using the residue theorem, it is typically assumed that the integrand in (15), containing the intrinsic frequency distribution \( h_\sigma \) and the density \( f_\sigma \), is holomorphic. In particular, this assumption is only valid for distributions \( h_\sigma \) that allow for arbitrarily large (or small) intrinsic frequencies with nonzero probability: The identity theorem for holomorphic functions implies that \( h_\sigma(\omega) > 0 \) for all \( \omega \in \mathbb{R} \). Any distribution for which the intrinsic frequencies are bound to a finite interval—the intrinsic frequencies of any finite collection of oscillators will lie in a finite interval—are excluded.\(^9\) Hence, while the manifold described by Ott and Antonsen attracts some class of oscillator densities, it is not clear how large this class actually is (it does not include \( \delta \)-distributions where all oscillators have the same phase). Put differently, it is important to explicitly characterize the space of densities in which the Ott–Antonsen manifold is attracting.

4 Dynamics of coupled oscillator networks

We now discuss global synchrony and synchrony patterns in phase oscillator networks, and highlight how the reductions presented in the previous section simplify their analysis. While we indicate along the way how most of these systems are relevant from the point of view of biology and neuroscience, we here take a predominantly dynamical systems perspective and highlight the applicability of, for example, bifurcation theory [61, 140]. We focus on a small number of coupled populations of oscillators, which can be seen as building blocks for larger models consisting of many coupled populations (e.g., regions of interest in a whole-brain model as discussed in Sect. 5 below).

4.1 Networks of Kuramoto-type oscillators

We first consider networks of Kuramoto–Sakaguchi and related Kuramoto-type oscillators. Despite their simplicity, they have found widespread application, for example in neuroscience, as outlined in Sect. 2.2, to understand synchronization phenomena. The network interactions of such oscillators depend on phase differences. Bifurcations may occur as one introduces an explicit phase dependency to the coupling [141] such as in the networks of Theta neurons which we discuss in the following section.

4.1.1 One oscillator population

Example 1 We first revisit Kuramoto’s original problem (see Problem 1 in Sect. 2.1 above) from the perspective of mean-field reductions: Given a globally coupled network of Kuramoto oscillators (2) with a Lorentzian distribution of intrinsic frequencies, what is the critical coupling strength \( K_c \) where oscillators start to synchronize?

This problem is surprisingly easy to solve in the mean-field limit \( N \to \infty \) using the Ott–Antonsen reduction. Assume that the distribution of intrinsic frequencies is a Lorentzian with mean \( \dot{\omega} \) and width \( \Delta \). Recall that the order parameter \( Z \) evolves according to the
Ott–Antonsen equation (17): Separating (17) for \( Z = Re^\phi \) into real and imaginary parts yields

\[
\dot{R} = \left(-\Delta + \frac{K}{2} - \frac{K}{2} R^2\right) R, \tag{28a}
\]

\[
\dot{\phi} = \dot{\omega} \tag{28b}
\]

Moreover, the manifold on which (17) describes the mean-field limit of (2) attracts initial phase distributions. Since the equation for the mean phase \( \phi \) is completely uncoupled, it suffices to analyze (28a). Thus, Kuramoto’s problem in the infinite-dimensional mean-field limit reduces to solving the one-dimensional real ordinary differential equation (28a): By elementary analysis, we find that the equilibrium \( R = 0 \) is stable for \( K < K_c = \frac{2}{\Delta} \) and loses stability in a pitchfork bifurcation where the solution \( R = \sqrt{1 - 2\Delta/K} > 0 \) becomes stable.

The same analysis applies to the Kuramoto–Sakaguchi network (4) with \( M = 1 \) for phase lag \( \alpha \in (-\frac{\pi}{2}, \frac{\pi}{2}) \) with \( K \) replaced by \( K \cos(\alpha) \) in (17); note that for phase lag \( \sin \alpha \neq 0 \) we have \( \dot{\phi} = \dot{\omega} + K \sin(\alpha)R(1 - R^2) \) so that the frequency now depends nontrivially on \( R \).

Global synchronization of finite networks of identical Kuramoto–Sakaguchi oscillators is readily analyzed using the Watanabe–Strogatz reduction. As above, a phase variable decouples and we obtain a two-dimensional system which describes the dynamics of (4) for \( M = 1 \). Its analysis [122] shows that the system will synchronize perfectly, \( R \to 1 \) as \( t \to \infty \), for \( \alpha \in (-\frac{\pi}{2}, \frac{\pi}{2}) \) (attractive coupling) and converge to an incoherent equilibrium, \( R \to 0 \) as \( t \to \infty \), for \( \alpha \in (\frac{\pi}{2}, \frac{3\pi}{2}) \) (repulsive coupling). In the marginal case of \( \cos(\alpha) = 0 \) the system is Hamiltonian [123].

**Multimodal distributions in the Kuramoto model** While Kuramoto’s original model considered a single oscillator population with unimodally distributed frequencies—such as the Lorentzian distribution—Kuramoto also speculated on what dynamic behaviors a network consisting of a single population would exhibit if the distribution of natural frequencies was instead bimodal [80]: Depending on the coupling strength, the width and spacing of the peaks of the frequency distribution, oscillators may either aggregate and form a single crowd of oscillators, thus forming one “giant oscillator,” or disintegrate into two mutually unlocked crowds, corresponding to two giant oscillators.

Crawford analyzed this case rigorously for the weakly nonlinear behavior near the incoherent state using center manifold theory [142] and thus explained local bifurcations in the neighborhood of the incoherent state. Using the Ott–Antonsen reduction, Martens et al. [118] obtained exact results on all possible bifurcations and the bistability between incoherent, partially synchronized, and traveling wave solutions. Similarly, rather than superimposing two unimodal frequency distributions, Pazó and Montbrió [119] considered a modified model where the distribution of intrinsic frequencies is the difference of two Lorentzians; this allows for the central dip to become zero.\(^9\)

Interestingly, to describe a single population with an \( m \)-modal frequency distribution using the Ott–Antonsen reduction, one obtains a set of \( m \) coupled ordinary differential equations. This set describes the oscillator dynamics of \( m \) order parameters (11) associated with each peak of the \( m \)-modes, resulting in collective behavior where oscillators either aggregate to a single or potentially up to \( m \) groups of oscillators. The question arises
as to whether the resulting set of equations can be related to \( M \)-population models as described by (4). This question was picked up by Pietras and Daffertshofer [143] who showed that the dynamical equations describing \( M = 1 \) population with a bimodal distribution can be mapped to \( M = 2 \) populations (4) with nonidentical coupling strengths \( K_\sigma \) with equivalent bifurcations. However, this equivalence breaks down for \( M = 3 \) populations and trimodal distributions.

**Higher-order and nonadditive interactions** Note that networks of Kuramoto–Sakaguchi oscillators (4) make two important assumptions on the network interactions. First, the interactions are sinusoidal, as discussed above, since the coupling function has a single harmonic. Second, the network interactions are additive [72, 144], that is, the interaction of two distinct oscillators on a third is given by the sum of the individual interactions. By contrast, coupling between oscillatory units generically contains nonlinear (nonadditive) interactions; concrete examples include oscillator networks [145], interactions in ecological networks [146], and nonlinear dendritic interactions between neurons [147–149]. For weakly coupled oscillator networks, higher-order interaction terms include higher harmonics in the coupling function as well as coupling terms which depend nonlinearly on three or more oscillator phases [150]. Such terms naturally arise in phase reductions: If the interaction between the nonlinear oscillators is generic, Ashwin and Rodrigues [151] calculated these corresponding higher-order interaction terms explicitly for a globally coupled network of symmetric oscillators close to a Hopf bifurcation. Moreover, higher-order interactions in the effective phase dynamics can also arise for additively coupled nonlinear oscillators [152], for example in higher-order phase reductions [153]. Nonadditive interactions can be exploited for applications, such as to build neurocomputers [154].

The mean-field reductions here can be used to analyze networks with particular type of higher-order interactions. For example, Skardal and Arenas [155] consider a single globally coupled population of indistinguishable oscillators where the pure triplet interactions of the form \( \sin(\theta_j + \theta_l - 2\theta_k) \) determines the joint influence of oscillators \( j, l \) onto oscillator \( k \). In the mean-field limit, they find multistability and hysteresis between incoherent and partially synchronized attractors. In general, however, higher-order interaction terms lead to phase oscillator networks where the mean-field reductions cease to apply [134].

**Generalizations** Much progress has been made to understand synchronization and more complicated collective dynamics in globally coupled networks of Kuramoto oscillators and their generalizations; see [141, 156, 157] for surveys. While we discussed Kuramoto’s problem as an example, the same methods apply for more general types of driving fields \( H \): They may include homogeneous [115] or heterogeneous delays [158, 159] (the latter one being of specific interest for coupled populations of neurons), they may be heterogeneous in terms of the contribution of individual oscillators [160], or they may include generalized mean fields [127]. However, note that much richer dynamics are possible when the assumptions of sinusoidal coupling breaks down. Because of the Poincaré–Bendixon theorem [61, 161], chaos is not possible for the mean-field reductions for \( M = 1 \) populations of Kuramoto–Sakaguchi oscillators since their effective dynamics is one- or two-dimensional, respectively. By contrast, even for fully symmetric networks, higher harmonics in the phase response curve/coupling function may lead to chaotic dynamics [132, 134].
4.1.2 Two oscillator populations

Two coupled populations of Kuramoto–Sakaguchi oscillators can give rise to a larger variety of synchrony patterns. Before considering general coupling between populations, we first discuss the widely investigated case of identical (and almost identical) populations of Kuramoto–Sakaguchi oscillators (4) with Lorentzian distribution of intrinsic frequencies. To be precise, we say that all populations of (4) are identical if for any two populations \( \sigma, \tau \), there is a permutation which sends \( \sigma \) to \( \tau \) and leaves the corresponding equations (18) for the mean-field limit invariant. Intuitively speaking, this means we can swap any population with any other population without changing the dynamics. Mathematically speaking, the populations are identical if the Ott–Antonsen equations (18) have a permutation symmetry group that acts transitively [162]. Note that for the populations to be identical, the oscillators do not need to be identical. But if the populations are identical, then the frequency distributions \( h_\sigma \) are the same for all populations. Moreover, if the oscillators within each population have the same intrinsic frequency (as required for the Watanabe–Strogatz reduction) then all oscillators in the network have the same intrinsic frequency.

Oscillator networks which are organized into distinct populations support synchrony patterns which may be localized, that is, some populations show more (or less) synchrony than others. While this may not be surprising if the populations are nonidentical, such dynamics may also occur when the populations are identical. For identical populations of Kuramoto–Sakaguchi oscillators, the localized dynamics arise purely through the network interactions—the populations would behave identically if uncoupled—and hence constitute a form of dynamical symmetry breaking. The phenomenon of “coexisting coherence and incoherence” has been dubbed a chimera state in the literature [163] and has attracted a tremendous amount of attention in the last two decades; see [63–65] for recent reviews. To date, an entire zoo of chimeras and chimera-like creatures has emerged in a range of different networked dynamical systems—with attempts to classify and distinguish these creatures [164, 165]—beyond the original context of phase oscillators [166]. Here we will discuss chimeras only in coupled populations of Kuramoto–Sakaguchi oscillators (4) as examples of localized patterns of (phase and frequency) synchrony.

Synchrony patterns for two identical populations

The Ott–Antonsen reduction has been instrumental to understand the dynamics of networks consisting of \( M = 2 \) populations of Kuramoto–Sakaguchi oscillators. Assuming that all intrinsic frequencies are distributed according to a Lorentzian, we obtain two coupled Ott–Antonsen equations (18) for the limit of infinitely large populations. In this section we focus on networks of identical populations, that is, the distributions of intrinsic frequencies are the same and coupling is symmetric; cf. Fig. 4(a). This allows one to simplify the parametrization of the system by introducing self-coupling \( c_s = k_s e^{-i\alpha_s} := c_{11} = c_{22} \) and neighbor-coupling \( c_n = k_n e^{-i\alpha_n} := c_{12} = c_{21} \) parameters and the coupling strength disparity \( A = (k_s - k_n)/(k_s + k_n) \). Writing \( Z_\sigma = R_\sigma e^{i\phi_\sigma} \) as above, the state of (18) is fully determined by the amount of synchrony in each population \( R_1, R_2 \) and the difference of the mean phase \( \psi := \phi_1 - \phi_2 \) of the two populations; cf. [167]. Naturally, such networks support three homogeneous synchronized states, a fully synchronized state \( SS_0 = \{(R_1, R_2, \psi) = (1, 1, 0)\} \) where both populations are synchronized and in phase, a cluster state \( SS_\pi = \{(R_1, R_2, \psi) = (1, 1, \pi)\} \) where both populations are synchronized and in anti-phase and a completely incoherent state \( I = \{(R_1, R_2, \psi) = (0, 0, *)\} \). A bifurcation analysis shows that only one of the three is stable for any given choice of coupling parameters [167].
In addition to homogeneous synchronized states, networks of two identical populations also support synchronization patterns where synchrony is localized in one of the two populations, a chimera, as illustrated in Fig. 4(b). As discussed by Abrams et al. [168], for homogeneous phase lags ($\alpha_s = \alpha_n$) stable complete synchrony $SS_0$ and a stable chimera in $DS = \{ R_1 < 1, R_2 = 1 \}$, which is either stationary or oscillatory, coexist.\(^p\) Note that the Ott–Antonsen reduction simplifies the analysis tremendously: It translates the problem for large oscillator networks into a low-dimensional bifurcation problem. Martens et al. [169] outlined the basins of attraction of the coexisting stable synchrony patterns and thereby answering the question as to which (macroscopic or microscopic) initial conditions converge to either state. Through directed perturbations it is possible to switch between different synchrony patterns and thus functional configurations of the network that are of relevance in neuroscience [32, 170], thus embodying memory states or controlling the predominant direction of information flow between subpopulations of oscillators [33]. Further work addresses the robustness of chimeras against various inhomogeneities, including heterogeneous frequencies [100, 171], network heterogeneity [172], and additive noise [171].

If one allows for heterogeneous phase-lag parameters, $\alpha_s \neq \alpha_n$, a variety of other attractors with localized synchrony emerge [167, 173]. This includes in particular solutions in $DD = \{ 0 < R_1 < R_2, R_2 < 1 \}$ where neither population is fully phase synchronized; cf. Fig. 4(b). This includes not only stationary or oscillatory solutions of the state variables, but also attractors where the order parameters $Z_1, Z_2$ fluctuate chaotically both in amplitude and with respect to their phase difference [174]. Finite networks with two populations of identical oscillators may be analyzed using the Watanabe–Strogatz equations (26a)–(26c). One finds that the bifurcation scenarios for the appearance of chimera states is similar to the dynamics observed for infinite populations [175]. Moreover, macroscopic chaos also appears in many finite networks [174] down to just two oscillators per population.

A note on finite networks of identical oscillators and localized frequency synchrony For finite oscillator networks, the widely used intuitive definition of a chimera as a solution for networks of (almost) identical oscillators where “coherence and incoherence coexist”
is difficult to apply in a mathematically rigorous way. Hence, Ashwin and Burylko [176] introduced the concept of a weak chimera which provides a mathematically testable definition of a chimera state in finite networks of identical oscillators; here, we only give an intuition and refer to [176, 177] for a precise definition. The main feature of a weak chimera is that identical oscillatory units (with the same intrinsic frequency if uncoupled) generate rhythms with two or more distinct frequencies solely through the network interactions—this is a fairly general form of synchronization. In the context of dynamical systems with symmetry [162], weak chimeras are, as outlined in [178], an example of dynamical symmetry breaking where identical elements have nonidentical dynamics since their frequencies are distinct.

More specifically, a weak chimera is characterized by localized frequency synchrony in a network of identical oscillators. Similar to the definition of identical populations further above, we say that the oscillators are identical if for a pair of oscillators \((\sigma, k)\) and \((\tau, j)\) there exists an invertible transformation of the oscillator indices which keeps the equations of motion invariant. In other words, all oscillators are effectively equivalent. Now \(\dot{\theta}_{\sigma,k}(t)\) is the instantaneous frequency of oscillator \((\sigma, k)\)—the change of phase at time \(t\)—and thus the asymptotic average frequency of oscillators \((\sigma, k)\) is

\[
\Omega_{\sigma,k} = \lim_{T \to \infty} \frac{1}{T} \int_0^T \dot{\theta}_{\sigma,k}(t) \, dt. \tag{29}
\]

Rather than looking at phase synchrony \((\theta_{\sigma,k} = \theta_{\tau,j})\) of oscillators \((\sigma, k)\) and \((\tau, j)\), we say that the oscillators are frequency synchronized if \(\Omega_{\sigma,k} = \Omega_{\tau,j}\). Weak chimeras now show localized frequency synchrony, that is, all oscillators within one population have the same frequency \(\Omega_\sigma = \Omega_{\sigma,k}\) while there are at least two distinct populations \(\tau \neq \tau'\) that have different frequencies, \(\Omega_\tau \neq \Omega_{\tau'}\). Note that weak chimeras are impossible for a globally coupled network of identical phase oscillators (that is, there is only a single population \(M = 1\)): Such a network structure forces frequency synchrony of all oscillators [176].

Weak chimeras have been shown to exist in a range of networks which consist of \(M = 2\) interacting populations of phase oscillators. For weakly interacting populations of phase oscillators with general interaction functions there can be stable weak chimeras with quasiperiodic [176, 179] and chaotic dynamics [177]. However, neither weak interaction nor general coupling functions are necessary for dynamics with localized frequency to arise: Even sinusoidally coupled networks (4) of just \(N = 2\) oscillators per population support stable regular [175] and chaotic [174] weak chimeras.

**Dynamics of nonidentical populations with distinct frequency distributions** As mentioned above, chimera states appear for two identical populations of phase oscillators. Using the Ott–Antonsen equations, Laing showed that these dynamics persist for (4) with \(M = 2\) if \(\Delta_\sigma > 0\) and \(\omega_\sigma \neq \omega_\tau\), in the large \(N\) limit [100]; see also [180] for further bifurcation analysis. As heterogeneity is increased, stationary chimera states can become oscillatory through Hopf bifurcations and may eventually be entirely destroyed.

Montbrió et al. [181] studied two populations where not only frequencies were nonidentical \((\Delta_\sigma > 0, \Omega_\sigma \neq \Omega_\tau)\), but also the coupling was asymmetric between the two populations. In another study, Laing et al. considered noncomplete networks to study the sensitivity of chimera states against gradual removal of random links starting from a com-
plete network [172], and found that oscillations of chimera states can be either created or suppressed depending on the type of link removal.

Dynamics of nonidentical populations with asymmetric input or output  Another way to break symmetry in a population of Kuramoto oscillators is inspired by neural networks with excitatory and inhibitory coupling [56]: One replaces $K$ with a random coefficient $K_j$ inside the sum in (2). Thus, oscillators with $K_j > 0$ mimic the behavior of excitatory neurons while those with $K_j < 0$ correspond to inhibitory neurons. The interactions between oscillators $j$ and $l$ are not necessarily symmetric, unless $K_j = K_l$. The study by Hong and Strogatz [182] reveals that—somewhat surprisingly—extending the Kuramoto model in this fashion yields dynamics that resembles that of the original model (2) when the intrinsic frequencies $\omega_k$ are nonidentical. Similar coupling schemes accommodating for excitatory and inhibitory coupling have been devised for multi-population models (5), to study how solitary states emerge within a synchronized population, thus leading to the formation of clusters [183].

Another possibility to include coupling heterogeneity considered by Hong and Strogatz is to introduce an oscillator dependent coupling parameter $K_k$ outside of the sum in Eq. (2); see [184]. This relates to social behavior: An oscillator $k$ is conformist if $K_k > 0$ (it wants to synchronize) and contrarian if $K_k < 0$. This setup may give rise to complex states where oscillators bunch up in groups with a phase difference of $\pi$ or move like a traveling wave. A later study found that the system with identical oscillators harbors even more complex dynamics, such as incoherent and other states [185].

4.1.3 Three and more oscillator populations

Stable synchrony patterns for three identical populations  We first consider identical populations with reciprocal coupling in the sense that $c_{rs} = c_{sr}$; see [186, 187]. Here the coupling is determined by self-coupling $k_s$ and phase lag $\alpha_s$, as well as coupling strength and phase lag to the neighboring populations $k_1, k_2, k_3$ and $\alpha_1, \alpha_2, \alpha_3$. Reducing the phase-shift symmetry, the state of the system is determined by the magnitude of the order parameters, $R = |Z_0|$ and the phase differences between the mean fields $\psi_1 = \phi_2 - \phi_1$ and $\psi_2 = \phi_3 - \phi_1$.

Networks of three populations support a variety of localized synchrony patterns. For coupling with a triangular symmetry, that is, $k_1 = k_2 = k_3 \leq k_s$ and $\alpha_1 = \alpha_2 = \alpha_3 = \alpha_s$, Martens [186] identified coexisting synchrony patterns: There are three stable solution branches, full phase synchrony $SSS = \{R_1 = R_2 = R_3 = 1\}$ as well as two chimeras in $SDS = \{R_1 = R_3 > R_2\}$ and in $DSD = \{R_1 = R_3 < R_2 = 1\}$. The Ott–Antonsen reduction allows one to perform an explicit bifurcation analysis of the resulting planar system and shows bifurcations similar to networks with $M = 2$ populations. Remarkably, there are parameter values where $SSS$ as well as the chimeras in $SDS$, $DSD$ are stable simultaneously; this gives rise to the possibility of switching between these three synchronization patterns through directed perturbations [169]. This triangular symmetry is broken in [187] by allowing $k_2 \neq k_1$. Thus, the coupling between populations 2 and 3 can be gradually reduced or increased until the network effectively becomes a chain of three populations or effectively two populations, respectively. A bifurcation analysis shows that the chimeras in $SDS$ and $DSD$ persist and provides stability boundaries.
Metastability and dynamics of localized synchrony for identical oscillators

The synchrony patterns above were primarily considered as attractors: For a range of initial phase configurations, the long term dynamics of the oscillator network will exhibit a particular synchrony pattern. While this may be a good approximation for large scale neural dynamics on a short time-scale, the global dynamics of large-scale brain neural networks are usually much more complicated [26]. Neural recordings show that particular dynamical states (of synchrony and activity) persist for some time before a rapid transition to another state [53, 188, 189]. One approach to model such dynamics is to assume that there are a number of metastable states (rather than attractors) in the network phase space which are connected dynamically by heteroclinic trajectories\(^{1}\) [190]. If heteroclinic trajectories form a heteroclinic network\(^{2}\)—the nodes of this network are dynamical states, links are connecting heteroclinic trajectories—the system can exhibit sequential switching dynamics: The state will stay close to one metastable state before a rapid transition, or switch, to the next dynamical state. Heteroclinic networks have long been subject to investigations, both theoretically [191] and with respect to applications in neuroscience [43]; one possible modeling approach is to write down kinetic (Lotka–Volterra type) equations for interacting macroscopic activity patterns [192, 193] which support heteroclinic networks.

Heteroclinic dynamics also arise in phase oscillator networks. For globally coupled oscillator networks, i.e., \(M = 1\) population, there are heteroclinic networks between patterns of phase synchrony [194, 195]. As mentioned above, all oscillators in these networks are necessarily frequency synchronized, that is, they show the same rate of activity. More recently, it was shown that more general network interactions than those in (4) allow for heteroclinic switching between weak chimeras as states with localized frequency synchrony [196]: Each population will sequentially switch between states with high activity (frequency) to a state with low activity. One of the simplest phase oscillator networks which exhibits such dynamics consists of \(M = 3\) populations of \(N = 2\) oscillators where \(K > 0\) mediates the coupling strength between populations. More precisely, the dynamics of oscillator \((\sigma, k)\) are given by

\[
\begin{align*}
\dot{\theta}_{\sigma,k} &= \sin(\theta_{\sigma,3-k} - \theta_{\sigma,k} + \alpha) + r \sin(2(\theta_{\sigma,3-k} - \theta_{\sigma,k} + \alpha)) \\
&- K \cos(\theta_{\sigma,-1,1} - \theta_{\sigma,-1,2} + \theta_{\sigma,3-k} - \theta_{\sigma,k} + \alpha) \\
&- K \cos(\theta_{\sigma,-1,2} - \theta_{\sigma,-1,1} + \theta_{\sigma,3-k} - \theta_{\sigma,k} + \alpha) \\
&+ K \cos(\theta_{\sigma,1,1} - \theta_{\sigma,1,2} + \theta_{\sigma,3-k} - \theta_{\sigma,k} + \alpha) \\
&+ K \cos(\theta_{\sigma,1,2} - \theta_{\sigma,1,1} + \theta_{\sigma,3-k} - \theta_{\sigma,k} + \alpha). 
\end{align*}
\]  

(30)

Here the interactions within each population is not just given by a first harmonic as in (4) but also by a second harmonic (scaled by a parameter \(r\)); this is sometimes referred to as Hansel–Mato–Meunier coupling [194]. Moreover, the interactions between populations are not additive but consist of nonlinear functions of four phase variables; this is a concrete example of higher-order interaction terms discussed above. It remains an open question whether such generalized interactions are necessary to generate heteroclinic dynamics between weak chimeras.

Dynamics of metastable states with localized (frequency) synchrony are of interest also in larger networks of \(M > 3\) populations. Since explicit analytical results are hard to get for
such networks, Shanahan [197] used numerical measures to analyze how metastable and “chimera-like” the network dynamics are. Recall that $R_\sigma(t)$ encodes the level of synchrony of population $\sigma$ at time $t$. Let $\langle \cdot \rangle_\sigma$, $\text{Var}_\sigma$ denote the mean and variance over all populations $\sigma = 1, \ldots, M$ and $\langle \cdot \rangle_T$, $\text{Var}_T$ mean and variance over the time interval $[0, T]$. Now

$$
\lambda = \langle \text{Var}_T(R_\sigma(t)) \rangle_\sigma
$$
gives how much synchrony of individual populations vary over time while

$$
\chi = \langle \text{Var}_\sigma(R_\sigma(t)) \rangle_T
$$
encodes how much synchrony varies across populations. Intuitively, large values of $\lambda$ correspond to a high level of “metastability” while large values of $\chi$ indicate that the dynamics are “chimera-like”. On the one hand, these measures have subsequently been applied to more general oscillator networks [198, 199]. On the other hand, they have been applied to study the effect of changes to the network structure (for example through lesions) to the dynamics of Kuramoto–Sakaguchi oscillators (4) with delay on human connectome data [200].

**Populations with distinct intrinsic frequencies** Mean-field reductions have also been successful at describing networks of nonidentical populations with distinct mean intrinsic frequencies. Examples of such a setup include interacting neuron populations in the brain with distinct characteristic rhythms. Resonances between the mean intrinsic frequencies give rise to higher-order interactions. Subject to certain conditions, one can apply the Ott–Antonsen reduction for the mean-field limit [201] or the Watanabe–Strogatz reduction for finite networks [202] to understand the collective dynamics. If resonances between the mean intrinsic frequencies of the populations are absent [203], then the mean-field limit equations (OA)—a system with $2M$ real dimensions—simplify even further. More specifically, assume that the intrinsic frequencies are distributed according to a Lorentzian distribution with width $\Delta_\sigma$ and write $Z_\sigma = R_\sigma e^{i \phi_\sigma}$ for the Kuramoto order parameter as above. As outlined in [203], nonresonant interactions imply that—as in (28a)—the equations for $R_\sigma$ in (OA) decouple from the dynamics of the mean phases $\phi_\sigma$. That is, the macroscopic dynamics are described by the $M$-dimensional system of equations

$$
\dot{R}_\sigma = \left( \Delta_\sigma - \sum_{\tau=1}^M b_{\sigma\tau} R_\tau + \left( 1 - R_\sigma^2 \right) \left( a_\sigma + \sum_{\tau=1}^M c_{\sigma\tau} R_\tau \right) \right) R_\sigma,
$$

where $a_\sigma, b_{\sigma\tau}, c_{\sigma\tau} \in \mathbb{R}$ are parameters which depend on the underlying nonlinear oscillator system. Note that these equations of motion are similar to Lotka–Volterra type dynamical systems which have been used to model sequential dynamics in neuroscience [192, 193]. Indeed, (31) give rise to a range of dynamical behavior including sequential localized synchronization and desynchronization through cycles of heteroclinic trajectories and chaotic dynamics [203].

### 4.2 Networks of neuronal oscillators

Neurons can be modeled at different levels of realism and complexity [204]. The approach we (and many others) take is to ignore the spatial extent of individual neurons (including dendrites, soma, and axons) and treat each neuron as a single point whose state is
described by a small number of variables such as intracellular voltage and the concentrations of certain ions. We also ignore stochastic effects and describe the dynamics of single neurons by a small number of ordinary differential equations. By definition, the state of a Theta neuron or a QIF neuron is described by a phase variable. However, under the assumption of weak coupling, higher-dimensional models with a stable limit cycle (e.g., Hodgkin–Huxley, FitzHugh–Nagumo) can be reduced to a phase description using phase reduction [43, 44].

The two main types of coupling between neurons are through synapses or gap junctions. In synaptic coupling, the firing of a presynaptic neuron causes a change in the membrane conductance of the postsynaptic neuron, mediated by the release of neurotransmitters. This has the effect of causing a current to flow into the postsynaptic neuron, the current being of the form

\[ I(t) = g(t)(V_{\text{rev}} - V), \]

where \( V_{\text{rev}} \) is the reversal potential for that synapse, \( V \) is the voltage of the postsynaptic neuron, and \( g(t) \) is the time-dependent conductance. The sign of \( V_{\text{rev}} \) relative to the resting potential of the postsynaptic neuron governs whether the synapse is excitatory or inhibitory. The function \( g(t) \) may be stereotypical, i.e., it may have the same functional form for each firing of the presynaptic neuron, where \( t \) is measured from the last firing, or it may have its own dynamics. One approximation in this type of modeling is to ignore the value of \( V \) in (32) and just assume that the firing of a presynaptic neuron causes a pulse of current to be injected into the postsynaptic neuron(s).

In gap junctional coupling a current flows that is proportional to voltage differences, so if neurons \( k \) and \( j \) have voltages \( V_k \) and \( V_j \), respectively, and \( g \) is the (constant) gap junction conductance, the current flowing from neuron \( k \) to neuron \( j \) is \( I = g(V_k - V_j) \).

4.2.1 Populations of Theta neurons

In this section, we consider a population of Theta neurons (7) where the network interactions are generated by the input from all other neurons in the network. For input through synapses, for example, each neuron receives signals from the rest of the network through the input current \( I \). Here, we will focus on the Ott–Antonsen reduction for Theta neurons (19) in the mean-field limit, assuming that variations in excitability are distributed according to a Lorentzian. The key ingredient here is to write the network input in terms of the mean-field variables to obtain a closed system of mean-field equations; as we will see below, this is possible for a range of couplings that are relevant for neural dynamics. For now, we focus on one population and omit the population index \( \sigma \).

In the following, we consider a network where each neuron emits a pulse-like signal of the form

\[ P_n(\theta) = a_n(1 - \cos \theta)^n \]

as it fires (the phase \( \theta \) increases through \( \pi \), see Figs. 5 and 2). The parameter \( n \in \mathbb{N} \) determines the sharpness of a pulse and \( a_n = 2^n(n!)^2/(2n)! \) is the normalization constant such that \( \int_0^{2\pi} P_n(\theta) \, d\theta = 2\pi \); cf. Fig. 5. The average output of all neurons in the network, each
The function \( P_n(\theta) \) is a pulse centered at \( \theta = \pi \), the phase where a neuron spikes; here \( P_n \) is plotted for \( n = 1, \ldots, 9 \). As \( n \) increases, the pulse becomes narrower.

\[
P(n) = \frac{1}{N} \sum_{j=1}^{N} P_n(\theta_j).
\]

(34)

Now \( p(n) \) can be expressed as a function of the order parameter \( Z \): As shown in [93, 205, 206] we have for the mean-field limit of infinitely many neurons, \( N \to \infty \),

\[
p(n) = a_n \left( C_0 + \sum_{q=1}^{n} C_q (Z^q + \bar{Z}^q) \right)
\]

(35)

with coefficients

\[
C_q = \sum_{k=0}^{n} \sum_{m=0}^{k} \frac{n!(-1)^k \delta_{k-2m,q}}{2^k(n-k)!m!(k-m)!}.
\]

(36)

Here \( \delta_{p,q} = 1 \) if \( p = q \) and \( \delta_{p,q} = 0 \) otherwise. In the limit of infinitely narrow pulses, \( n \to \infty \), we find

\[
p^\infty = \frac{1 - |Z|^2}{1 + Z + \bar{Z} + |Z|^2}.
\]

(37)

**Synaptic coupling**  If each Theta neuron (7) receives instantaneous synaptic input in the form of current pulses as in [93, 94, 205], the input current to each neuron is the network output

\[
I(t) = P(n)(t).
\]

(38)

A positive coupling strength \( \kappa > 0 \) for the Theta neuron (7) corresponds to excitatory coupling and \( \kappa < 0 \) to inhibitory coupling. Note that since \( I \) now is a function of the Kuramoto order parameter by (35), we have closed the Ott–Antonsen equation for the Theta neuron (19) to obtain a system describing the dynamics for infinitely many oscillators.

**Example 2**  The challenge in Problem 2 was to classify what dynamics are possible in a single population of globally coupled Theta neurons with pulsatile coupling and specify
the onset where neurons start to fire. The dynamical repertoire of a population of Theta neurons can be understood using the Ott–Antonsen equations for the limit $N \to \infty$. We follow the work by Luke et al. [93] who considered a network with pulsatile coupling (33) with nontrivial width $n = 2$ and direct synaptic coupling. According to (35) the pulse shape evaluates to

$$P^{(2)}(Z) = 1 + \frac{1}{6} Z^2 + \frac{1}{6} \bar{Z}^2 - \frac{4}{3} \text{Re}(Z)$$

as a function of $Z$. With direct synaptic coupling $I = \kappa P^{(n)}$, the Ott–Antonsen equations (19) for an infinitely large population is thus given by

$$\dot{Z} = -\frac{1}{2} \left( \begin{pmatrix} \Delta - i\eta - i\kappa \left( 1 + \frac{1}{6} Z^2 + \frac{1}{6} \bar{Z}^2 - \frac{4}{3} \text{Re}(Z) \right) \right) \right) (1 + Z)^2 + i(1 - Z)^2.$$ 

This closed, two-dimensional set of equations can readily be analyzed using dynamical systems methods.

Different dynamic behaviors may be observed for (19) while varying up to three parameters: the coupling strength $\kappa$, excitability threshold $\eta$, and the width of their distribution $\Delta$. Luke et al. [93] found three distinct stable dynamical regimes: (i) partially synchronous rest, (ii) partially synchronous spiking, and (iii) collective periodic wave dynamics. In partially synchronous rest, most neurons remain quiescent (a stable node in the two-dimensional Ott–Antonsen equations (19) for $Z$); in the partially synchronous spiking regime most neurons spike continuously (a stable focus for $Z$); and in the collective periodic wave neurons fire periodically (a stable periodic orbit of the order parameter $Z$).

Varying $\kappa$ from small to large values, we typically observe a transition from partially synchronous spiking (quiescence) to partially synchronous spiking, with growing synchrony as $\kappa$ increases. This transition is characterized by hysteresis arising around two fold bifurcations, originating in a cusp bifurcation. For certain parameter values, the order parameter may undergo a Hopf bifurcation from partially synchronous spiking to collective periodic wave dynamics so that $Z(t)$ becomes oscillatory.

In a neuroscientific context, knowledge of macroscopic quantities other than the order parameter $Z$ is sometimes preferable, such as the firing rate given via (21) as $r = \frac{1}{\pi} \text{Re}((1 - Z)/(1 + Z))$. Alternatively, as outlined in Sect. 3.1.3, the macroscopic equation (23) for $W(t)$ is equivalent to (19) via a conformal transformation and describes the evolution of the population’s firing rate $r = \frac{1}{\pi} \text{Re}(W)$ and average voltage $V = \text{Im}(W)$. The algebraic solution for stationary states is particularly simple if one chooses infinitely narrow pulse shape ($n \to \infty$); however, note that this choice may be biophysically less realistic [93] and renders more degenerate dynamic behavior, e.g., bifurcations giving rise to oscillations in the order parameter (firing rate) disappear in this particular network with $M = 1$ population.

Finally, we note that if in addition the excitability of neurons varies periodically, more complicated dynamics and macroscopic chaos can be observed [205]. While this example covers networks of Theta neurons, the same approach applies to networks with QIF neurons with direct synaptic coupling as given by (38); see, for example, the analyses in [207–209].
A simple modification of (7) is to add synaptic dynamics by letting the input current $I$ satisfy the equation

$$\tau_{\text{syn}} \frac{dI}{dt} = P(n) - I,$$

(39)

where $\tau_{\text{syn}}$ is the time-constant governing the synaptic dynamics. In the limit $\tau_{\text{syn}} \to 0$ the synaptic dynamics are instantaneous and we recover the previous model. Again, with (35) the Ott–Antonsen equations (19) and (39) form a closed system of equations that describe the dynamics in the mean-field limit.

**Gap junctions** Along with synaptic coupling, the other major form of coupling between neurons is via gap junctions [210], in which a current flows between connected neurons proportional to the difference in their voltages. Using the equivalence of the Theta and QIF neuron, it was shown in [211] that adding all-to-all gap junction coupling to (7) results in the equations

$$\dot{\theta}_k = 1 - \cos \theta_k - \kappa^\text{GJ} \sin \theta_k + (1 + \cos \theta_k) \left( \eta_k + \kappa I + \frac{\kappa^\text{GJ}}{N} \sum_{j=1}^{N} \text{tn}(\theta_j) \right),$$

(40)

where $\kappa^\text{GJ}$ is the strength of gap junction coupling and the function $\text{tn}(\theta) := \sin \theta / (1 + \cos \theta + \epsilon)$ with $0 < \epsilon \ll 1$ stems from the coordinate transformation between Theta and QIF neurons. Note that (40) is still a sinusoidally coupled system. Assuming a Lorentzian distribution of excitability $\eta_k$ centered at $\bar{\eta}$ with width $\Delta$, the dynamics in the limit of infinitely many oscillators are given by the Ott–Antonsen equation,

$$\dot{Z} = \frac{1}{2} ((i\bar{\eta} - \Delta)(1 + Z)^2 - i(1 - Z)^2) + \frac{1}{2} (i(1 + Z)^2 \left( \kappa I + \kappa^\text{GJ} Q \right) + \kappa^\text{GJ}(1 - Z^2)), $$

(41)

where

$$Q = \sum_{m=1}^{\infty} (b_m Z^m + \bar{b}_m \bar{Z}^m), \quad b_m = \frac{i(\rho^{m+1} - \rho^{m-1})}{2\sqrt{2\epsilon + \epsilon^2}},$$

(42)

and $\rho = \sqrt{2\epsilon + \epsilon^2} - 1 - \epsilon$. Note that the input current is still to be defined: There could be gap junction only coupling, $I = 0$, instantaneous synaptic input (38) or synaptic dynamics (39) as defined above.

The reduced equations allow one, for example, to study what effect the strength of the gap junction coupling has on the dynamics. Laing [211] found that for excitatory synaptic coupling (i.e., $\kappa > 0$) increasing the strength of gap junction coupling could induce oscillations in the mean field via a Hopf bifurcation, and destroy previously existing bistability between steady states with high and low mean firing rates. For inhibitory synaptic coupling (i.e., $\kappa < 0$) increasing the strength of gap junction coupling stabilized a steady state with high mean firing rate, inducing bistability in the network. In spatially extended systems, it was found that gap junction coupling could destabilize “bump” states via a Hopf bifurcation, and create traveling waves of activity.

Note that in recent work [212] the authors showed that one can take the limit $\epsilon \to 0$ in the above derivation, thus simplifying the analysis and allowing one to treat synaptic and gap junctional coupling (in an infinite network of QIF neurons) on equal footing.
Conductance dynamics  The above models for Theta neurons have all assumed that synaptic coupling is via the injection of current pulses. However, Ref. [60] considers a model in which synaptic input was in the form of a current, equal to the product of a conductance and the difference between the voltage of a QIF neuron and a reversal potential \( V^{\text{rev}} \). Converting to Theta neuron variables, a particular case of their model can be written as

\[
\dot{\theta}_k = 1 - \cos \theta_k + (1 + \cos \theta_k)(\eta_k + g(t)V^{\text{rev}}) - g(t)\sin \theta_k
\]  

(43)

with a time-dependent gating function

\[
g(t) = \kappa^g P^\infty(t)
\]  

(44)

that depends on the network output modulated by the coupling strength \( \kappa^g > 0 \). (Note that quantities like \( g \) and \( V^{\text{rev}} \) have been non-dimensionalized by scaling relative to dimensional quantities.) The corresponding Ott–Antonsen equations read

\[
\dot{Z} = \frac{1}{2}((i\hat{\eta} - \Delta)(1 + Z)^2 - i(1 - Z)^2) + \frac{1}{2}(i(1 + Z)^2 gV^{\text{rev}} + (1 - Z^2)g)
\]  

(45)

which is closed since \( g(t) \) is a function of \( Z \) by (37).

The dynamics of this network are straightforward and as expected: For inhibitory coupling \( (V^{\text{rev}} < 0) \) there is one stable fixed point for all \( \hat{\eta} \) while for excitatory coupling \( (V^{\text{rev}} > 0) \) there can be a range of negative \( \hat{\eta} \) values for which the network is bistable between steady states with high and low average firing rates. This bistability in an excitatorily self-coupled network is of interest as such a network can be thought of as a one-bit “memory”, stably storing one of two states.

4.2.2 Populations of Winfree oscillators

The state of a Winfree oscillator [79] is also described by a single angular variable. The Winfree model predates the Kuramoto model and mimics the behavior of biological systems such as flashing fireflies or circadian rhythms in Drosophila [213]. In general, the Winfree model does not exhibit sinusoidal coupling. But under suitable assumptions, a network of Winfree oscillators is amenable to simplification through the Ott–Antonsen reduction [214]. Consider a network of \( N \) Winfree phase oscillators which evolve according to

\[
\dot{\theta}_k = \omega_k + \frac{\epsilon}{N} \sum_{j=1}^{N} \hat{P}(\theta_j)Q(\theta_k)
\]  

(46)

for \( k = 1, \ldots, N \) and 2\( \pi \)-periodic functions \( Q \) and \( \hat{P} \). The function \( Q \) is the phase response curve of an oscillator, which can be measured experimentally or determined from a model neuron [215]. If we set \( Q(\theta) = \sin \beta - \sin(\theta + \beta) \) with parameter \( \beta \) then we have a sinusoidally coupled phase oscillator network. Moreover, suppose that network interaction is given by a pulsatile function \( \hat{P}(\theta) = P_{\alpha}(\theta - \pi) \). While \( \hat{P} \) has its maximum at \( \theta = 0 \) (unlike the interactions for the Theta neuron), it can be expanded in a similar way as (35) into powers of the Kuramoto order parameter. Assuming that the intrinsic frequencies are distributed
as a Lorentzian, we obtain an Ott–Antonsen equation that describes the dynamics in the limit of infinitely large networks; see [214] for details.

Several groups have used this description to study the dynamics of infinite networks of Winfree oscillators. Pazó and Montbrió [214] found that such a network typically has either an asynchronous state (constant mean field) or a synchronous state (periodic oscillations in the mean field, indicating partial synchrony within the network) as attractors. They also found that varying $n$ (the sharpness of $P_n$) had a significant effect on the synchronizability of the network. Laing [206] studied a spatially-extended network of Winfree oscillators and found a variety of stationary, traveling, and chaotic spatiotemporal patterns. Finally, Gallego et al. [216] extended the work in [214], considering a variety of types of pulsatile functions and phase response curves.

### 4.2.3 Coupled populations of neurons

While the previous sections discussed a network consisting of a single population of all-to-all coupled model neurons, an obvious generalization is to consider networks of two or more populations. Consider $M$ populations of Theta neurons and let $P^{(n)}_\tau$ denote the output of population $\tau$. For example for synaptic interaction amongst populations, (38) generalizes to

$$I_\sigma(t) = \sum_{\tau=1}^{M} \kappa_{\sigma\tau} P^{(n)}_\tau(t),$$

where $\kappa_{\sigma\tau}$ is the input strength from population $\tau$ to population $\sigma$. Writing each $P_\tau$ in terms of the order parameter $Z_\tau$ of population $\tau$, we obtain a closed set of $M$ Ott–Antonsen equations (19) that describe the dynamics for infinitely large populations.

Interacting populations of neural oscillators give rise to neural rhythms. Laing [206] considered a network of two coupled populations of Theta neurons, one inhibitory and one excitatory. Such networks support a periodic PING rhythm [56] in which the activity of both populations is periodic, with the peak activity of the excitatory population activity preceding that of the inhibitory one. Analyses of similar types of networks were performed in [52, 60, 102]. Periodic behavior of the mean-field equations of coupled populations of Theta neurons (or equivalently QIF neurons) allows one to extract macroscopic phase response curves [217] which allows one to treat such ensembles as single oscillatory units in weakly coupled networks.

Coupled populations of Winfree oscillators support a range of dynamics. In Ref. [214] the authors considered a symmetric pair of networks of Winfree oscillators. They observed a variety of dynamics such a quasiperiodic chimera state in which one population is perfectly synchronous while the order parameter of the other undergoes quasiperiodic oscillations. They also found a chaotic chimera state where one population is phase synchronized while the order parameter of the other one fluctuates chaotically.

### 4.2.4 Further generalizations

The oscillator populations considered above do not have any sense of space themselves, apart from possibly two networks being at different points in space. The brain is three-dimensional, although the presence of layered structures could lend itself to a description in terms of a series of coupled two-dimensional domains. Regardless, the spatial aspects of
neural dynamics should not be ignored. Several authors have generalized the techniques discussed above to spatial domains, deriving neural field models: spatiotemporal evolution equations for macroscopic quantities \([94, 206, 211, 218–221]\). The main advantage of using this new generation of neural field models is that unlike classical models \([58, 59]\), the derivations from networks of Theta neurons are exact rather than heuristic. Rather than considering neural field models on continuous spatial domains, one could consider them on a discretized network where each node is a brain region and coupling strength are given, for example, by connectome data. We will briefly touch upon these approaches in Sect. 5 below.

All of the networks above have been all-to-all coupled which is rarely the case in real-world systems. The in-degree of a neuron is the number of neurons connecting to it, whereas the out-degree is the number of neurons to which it connects. For all-to-all coupled networks all neurons have the same in- and out-degree \((N - 1)\) for a network of \(N\) neurons with no self-coupling). Several groups have considered networks in which the degrees are distributed, having a power law distribution, for example \([172, 222–224]\). The mean-field reduction techniques discussed above can be used to accurately and efficiently investigate the influence of this aspect of network structure on dynamics, and this is of great interest.

Networks of identical oscillators (whether finite or infinite) are described by the Watanabe–Strogatz equations. While the application to Kuramoto-type oscillator networks is fairly standard, the corresponding mean-field equations for Theta neurons \((27a)–(27c)\) have only recently been analyzed.

5 Applications to neural modeling

The mean-field reductions and their applications to populations of neural units—as next-generation neural mass models—can give new modeling approaches to understand the dynamics of large-scale neural networks. In the previous section, we took a descriptive dynamical systems perspective to understand the asymptotic dynamics and their bifurcations. We now change the perspective to elucidate how the mean-field reductions can give new insights into neural network dynamics.

5.1 Dynamics of neural circuits and populations

Example 3 How does a heterogeneous network of all-to-all coupled QIF neurons react to a transient stimulus (see Problem 3 above)? To answer this question using exact mean-field reductions, we analyze a situation similar to that studied by Montbrió et al. \([102]\):

Consider a network of QIF neurons \((9)\) with dynamics governed by

\[
\dot{V}_k = V_k^2 + I_k + \kappa r(t) + s(t)
\]

for \(k = 1, \ldots, N\) with the rule that when the voltage \(V_k = \infty\), it is reset to \(V_k = -\infty\). The \(I_k\) are chosen from a Lorentzian distribution with mean \(\hat{\eta}\) and width parameter \(\Delta\), and neurons are coupled all-to-all with coupling strength \(\kappa\). The mean firing rate is given by

\[
r(t) = \frac{1}{N} \sum_{j=1}^{N} \sum_{\ell} \delta(t - t_j^\ell),
\]
representing the average neural activity in the past, i.e., \( t^j \) is the firing time of the \( j \)th neuron and \( \ell \) is summed only over past firing times, \( t^j < t \). The input current \( s(t) \) will be specified below. Letting \( N \to \infty \) the network is described by (23), which in the present case becomes

\[
\dot{W} = i \dot{\eta} + \Delta - i W^2 + i(\kappa r(t) + s(t)),
\]

(49)

where \( r = \text{Re}(W)/\pi \). Suppose we set \( \Delta = 0.1, \dot{\eta} = -0.5 \) and \( \kappa = 5 \). Having \( \dot{\eta} < 0 \) means that in the absence of coupling most neurons will be excitable rather than firing, and \( \kappa > 0 \) models excitatory coupling.

We set the transient input to be \( s(t) = 0.3 \) for \( 50 < t < 150 \) and \( s(t) = 0 \) otherwise. The mean firing rate and voltage (i.e., averages over the ensemble of all neurons) of the network are shown in Fig. 6 (top and bottom, respectively) for both the network (48) and the mean field description (49). For these parameters the network is bistable: After the input current is removed, the network settles into an active state rather than returning to the quiescent state that it was in before stimulation. The agreement between the two descriptions is excellent, but the mean-field description is obviously much easier to numerically integrate and is also amenable to bifurcation analysis, as for example shown in [102].

The influence of oscillatory drive on network dynamics related to cognitive processing in simple working memory and memory recall tasks was studied by Schmidt et al. [225] in coupled populations of inhibitory and excitatory QIF neurons. The authors use the exact mean-field reductions reviewed here to elucidate how oscillatory input frequency stimulates the intrinsic dynamics in networks of recurrently coupled spiking neurons to change memory states. They find that slow delta and theta band oscillations are effective in activating network states associated with memory recall, while faster beta oscillations can serve to clear memory states via resonance mechanisms.

![Figure 6](image_url)

**Figure 6** Response of the network (48) (blue lines) and the mean field description (49) (red lines) to a transient input turned on at \( t = 50 \) and off at \( t = 150 \) (shaded background). A network of 1000 neurons was used and the data from the network was smoothed by convolution with a Gaussian of standard deviation 0.05 time units before plotting.
Balanced sparse networks of inhibitory QIF neurons were studied by di Volo and Torcini [226] to explain the onset of self-sustained collective oscillations via reduction to mean-field dynamics. This is achieved by applying the mean field reductions to sparse networks with diverging coupling strength, an approximation which works surprisingly well as their bifurcation diagrams show the onset of collective oscillations. The application of the mean-field reductions to sparse networks is ad hoc and further mathematical insights to define a well-defined limit would be desirable.

The work by Dumont and Gutkin [227] used exact phase reductions to identify the biophysical neuronal and synaptic properties that are responsible for macroscopic dynamics, such as the interneuronal gamma (ING) and the pyramidal-interneuronal gamma (PING) population rhythms. The key ingredient is the phase response curve of oscillatory macroscopic behavior of two coupled populations of QIF neurons [217], one excitatory and one inhibitory, as mentioned above. Assuming weak coupling between two sets of two populations (i.e., four populations total) the authors extracted phase locking patterns of the coupled multipopulation model.

A number of other studies have employed mean-field reductions for populations of QIF neurons to elucidate how microscopic neural properties affect the macroscopic dynamics [228, 229]. This includes insights into networks of heterogeneous QIF neurons with time delayed, all-to-all synaptic coupling [230, 231], or two such networks [232]. Moreover, the mean-field reductions are also useful to analyze spatially extended networks of both Theta and QIF neurons, where localized patterns—such as bump states—can occur; cf. [94, 220].

5.2 Large-scale neural dynamics
The theory above is particularly pertinent for the study of mesoscopic or macroscopic brain dynamics, i.e., dynamics arising from tissue that contains large populations of neurons. Such dynamics are recorded using a variety of different modalities in animal or human studies, including local field potentials (LFP) and magneto- or electroencephalographic (MEG/EEG) recordings [19]. These recording modalities pick up changes in dynamics that arise in conjunction with fluctuations in populations of neurons. Thus, when recordings are taken from multiple sensors in different positions simultaneously, one can map the spatiotemporal dynamics of large regions of the brain. The inclusion of multiple sensors yields a natural way to construct a large-scale network representation of the dynamics of the brain, in which sensors are nodes of the network. Alternatively, dynamics can be attributed to distributed regions of interest within the brain, for example using approaches to solve the inverse problem and thereby reconstruct a network in source space [233, 234].

Having defined nodes, to determine interactions [235] there are several ways to define the edges of large-scale brain networks; in a general context this inverse problem is known as network reconstruction [236]. Broadly speaking, edges of brain networks can be characterized as either functional, structural, or effective connections [19, 237]. In the former, a measure of statistical interrelation is used to quantify the extent that the dynamics of nodes co-evolve (see, for example, [238]), with edges linking pairs of nodes that are highly correlated being assigned large weights. Structural connectivity, on the other hand, describes a means to define edges on anatomical grounds, for example via tracing of axonal tracts [239]. Finally, edges in effective connectivity networks are defined as connection
strengths in explicit dynamic models that are tuned such that dynamic recordings are well explained by the model [240].

These different ways of representing the brain in terms of networks yield several avenues for investigation that are relevant to the discussion above. Specifically, network analyses have provided insight into the mechanisms of both function and dysfunction [18, 31, 241, 242], and modeling frameworks such as those described above are required in order to explain findings and develop testable predictions [243]. A particularly pertinent challenge is to understand to what extent structural connectivity—the structural property of the network—shapes emergent functional connectivity—properties of the dynamics—in both healthy and disease conditions [16, 17, 19, 244–247].

Functional connectivity has been shown to be altered in myriad disorders of the brain, including epilepsy and Alzheimer’s disease [241, 248–251]. It is therefore becoming an important marker for brain disorders, as well as a potentially important means of understanding disease and designing therapy [18, 21]. However, in order to link different data modalities and to develop effective and efficient treatment, it is crucial to understand why specific changes in dynamics occur. The reduction methods described herein could help in this direction by bridging fundamental properties of neurons into emergent properties of neuronal networks, which can then be coupled to build an understanding of mesoscopic or whole-brain dynamics [3].

We conclude this section with two very recent examples how the mean-field reductions used here have been used to understand the dynamics of macroscopic brain activities from experimental data. First, Weerasinghe et al. [252] employed the Kuramoto model and its mean-field reduction to develop new closed-loop approaches for deep brain stimulation to improve treat patients with essential tremor and Parkinson’s disease. Specifically, the Ott–Antonsen equations yield expressions for the mean-field response of an oscillator population, which can be compared with experimentally measured response curves obtained from patients [253]. The idea is that such a model-supported approach eventually yields efficient treatment strategies, for example, by stimulating at the optimal phase and amplitude to maximize efficacy and minimize side effects. Second, Byrne et al. [254] recently developed a novel brain model based on coupled populations of QIF neurons and use it in a number of neurobiological contexts, such as providing an understanding of the changes in power-spectra observed in EEG/MEG neuroimaging studies of motor-cortex during movement. Such a model is the first step to bridge the microscopic properties of individual neurons to macroscopic brain dynamics.

6 Conclusions and open problems
The mean-field descriptions presented in this review are able to bridge spatial scales in coupled oscillator networks since they provide explicit descriptions of the macroscopic dynamics in terms of microscopic quantities. This provides insights into how network coupling properties (for example, a neural connectome) relate to dynamical properties (and thus functional properties) of an oscillator network. Importantly, the equations are not just a black box, but tools from dynamical systems theory that allow us to study explicitly how the dynamics change as network parameters are varied. We conclude by highlighting three sets of challenges for future research.

The first set of challenges relates to the reductions themselves and the mathematics behind them; some of them were already discussed in Sect. 3.3, and further along the way.
Phase oscillator networks that arise through phase reduction typically have nonsinusoidal coupling due to higher harmonics and nonadditive terms in the interactions. These can arise through strongly nonlinear oscillations or nonlinear interactions between oscillators; see [150, 151, 153] and other references above. Hence, the influence of such interactions on the mean-field reductions still needs to be clarified: While they could fail in certain instances [133], first results indicate that they may still provide useful information over some timescales [136]—further work in this direction is desirable. As an example, Thiem et al. [255] recently used manifold learning and a neural network to learn the Ott–Antonsen equations governing the Kuramoto model; these techniques are quite generally applicable. Real-world networks are often modeled as systems subject to noise. Here, we point to very recent results that extend the mean-field reductions presented here in these directions by using a “circular cumulants” approach [73–75].

The second set of challenges concerns the relationship between the mean-field reductions, the underlying microscopic models, and real-world data in the context of neuroscience. How do LFP or EEG measurements relate to the mean-field variables that constitute the reduced system equations? Connectivity can be estimated via neural imaging techniques, but how does this data relate to the coupling strength and phase-lag parameters that appear in the Ott–Antonsen equations of coupled Kuramoto–Sakaguchi populations? Or how does data relate to the coupling parameters of the microscopic models that are compatible with the reduction? These questions become even more intricate for coupled populations of Theta neurons; cf. [254].

The last set of challenges goes well beyond the mean-field reductions presented here. Mathematical tools are helpful to describe the dynamics, but how do the dynamics relate to functional aspects of the (neural) oscillator network? How do we identify dynamics that are pathological, and validate and use models of these dynamics to predict treatment responses? On the large scale, some pathologies such as epilepsy reveal salient abnormal dynamics [25], but alterations in other conditions are more subtle, and therefore model-driven analyses could prove itself to be very useful in the clinical context [20, 250–252]. Insights into these fundamental questions will allow one to make the mean-field reductions presented in this review even more useful to design targeted therapies for neural diseases.
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Endnotes
a Naturally, any mean-field approach (including the Ott–Antonsen reduction we consider here) that disregards (finite-size) fluctuations to analyze finite networks cannot capture dynamical effects where these fluctuations are a characteristic property. This includes the balanced state [236, 257].
b Such networks may be thought of as “networks of networks” [258, 259].
c Note, however, that the mesoscopic description in terms of collective variables of each subnetwork can have a “phase” and “amplitude” such as the mean phase and the amount of synchrony.
d In Eq. (1) the coupling is through a pure first harmonic. However, the results presented here are generally valid for coupling through any pure single harmonic of higher order; see for example [155, 260].
e The order “parameter” \( Z \) is an observable which encodes the state of the system, and should not be confused with a system parameter.
f If only one population is considered, \( M = 1 \), we simply write \( \alpha_{\sigma \tau} = \alpha \) and \( K_{\sigma \tau} = K \); this corresponds to the Kuramoto–Sakaguchi model. Furthermore, if \( \alpha = 0 \), we recover the Kuramoto model (2). Here, we regard the number of populations \( M \) to be fixed; to take a limit \( M \to \infty \) one should assume that the coupling strengths \( K_{\sigma \tau} \) scale appropriately.
g Such form of interactions typically arise in an additional averaging step performed after the phase reduction [43, 261].
h One may also consider co-rotating frames with time-dependent frequencies. For example, for any given oscillator (\( \tau, j \)) one can choose a co-rotating frame in which its phase \( \Theta_j \) appears stationary via the transform \( \Theta_j \to \Theta_j - \Theta_j \). This transformation changes the structure of (4) but it does not affect the qualitative dynamics.
i This convention is in line with the firing of the equivalent quadratic integrate and fire neuron introduced below.
j If the oscillators are subject to noise, the continuity equation is a Fokker–Planck equation which contains an additional diffusive term [105, 133, 142, 156].
k Transport equations are common in physics. There they are also known as the continuity equation (or Liouville equation in classical statistical physics describing the ensemble evolution in time) and play the important role of describing conservation laws. To visualize, in the context of fluid dynamics, the density in (10) plays the role of a mass density and (10) then implies that the total mass in the system is a conserved quantity [262].
l Here we are making an implicit assumption on the regularity of \( H_{\sigma} \) on time (and potentially an additional parameter): \( H_{\sigma} \) has to be sufficiently smooth that (14) yields an \( \alpha_{\sigma}(\omega, t) \) such that the residue theorem can be used to evaluate (15) at any time \( t \).
m This problem can however be solved by respecting the symmetries underlying the system, i.e., either by integrating the W5 equations or the dynamic equations governing the Möbius transformations, which in turn can be used to compute trajectories for individual oscillators.
n Compact supported distributions of intrinsic frequencies have been approximated by rational distributions [263, 264], but it is not clear whether the limit is independent of the approximation.
o The resulting frequency distribution is curiously similar to Norbert Wiener’s notion of the frequency distribution of brain waves around the alpha wave band; see, e.g., [265].
p By symmetry there is a corresponding pattern in SD = \{ \( R_1 = 1, R_2 < 1 \)\}.
q A heteroclinic trajectory between two distinct saddles is a solution that is attracted to one saddle as time increases and to the other saddle as time evolves backward.
r Unfortunately, the term “network” has a double meaning here: on the one hand, we study oscillatory units which form networks through their (physical and functional) interactions, on the other hand, heteroclinic networks are abstract networks of dynamical states linked by heteroclinic trajectories which allow dynamical transitions.
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