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Abstract—The combination of boundary flow control and variable speed limit (VSL) is a widely used strategy for highway corridors to maintain safety and throughput when the capacity downstream is dropped. However, most proposed models assume fixed and known demand, which is not always true in reality. Following a recently proposed boundary flow and VSL control model that is based on the Lax-Hopf solution to the Lighthill-Whitham-Richards (LWR) model, this paper proposes a two-stage stochastic model to tackle the uncertainties in demand. Our model assumes the demand follows a discrete distribution and the speed limit can be chosen from a pre-defined set with reasonable values. The first stage tries to find the optimal inflow control, which is the here-and-now decision, by considering the speed limit control downstream, and the second stage is to determine the optimal speed limit after observing the real demand. Those controls are coordinated by using a rolling horizon scheme. The case study shows the proposed model outperforms three deterministic models, which use the minimum, mean value and maximum of the demand as model input, under various scenarios. With ensuring the maximum of throughput, the proposed model is demonstrated to be able to reduce the fluctuation of entry flow without a significant increase in blocked vehicles.
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I. INTRODUCTION

NOWADAYS, traffic congestion on highway networks is an inescapable and growing issue in cities across the world. It stems from the widespread increase in automobiles and results in a significant burden on both economy and environment. Due to the soaring cost and lack of available land, expanding the roadway network is no longer a sustainable way to mitigate congestion. Compared to building new roads, traffic flow control, which is an efficient alternative to combat the impacts of congestion, aims to manage the traffic in the best way with the available facility. There are assorted traffic flow control tools for highway networks, such as ramp metering \cite{1, 2}, variable speed limit \cite{3, 4}, toll lanes and the combination of these methods \cite{5, 6}. Although traffic flow control has drawn considerable research efforts, it is still a challenging topic due to the uncertainties from a myriad of sources, which include both traffic flow model parameters such as road capacity \cite{10, 11} and fundamental diagram \cite{13, 14}, and measured model inputs such as initial densities \cite{16, 17}, demand \cite{5, 19, 20} and turning ratios \cite{21}. In most cases, such uncertainties come from either inevitable modeling errors or imperfect sensor measurements, and ignoring them can lead to poor control performance. For example, the ramp metering control highly depends on the downstream capacity, which could be a random variable. If it is overestimated in a deterministic control model, an excess of vehicles can be sent to the highway, and undesired consequence such as congestion can be induced. Otherwise, if the capacity is underestimated, a portion of the capacity can be wasted due to the insufficient inflow from the ramps. Therefore, it is essential for a control model to tackle the uncertainties mentioned above. The significance of handling such uncertainties has begun to attract researchers’ interest. For instance, Schmitt and Lygeros \cite{22} proposed a robust control model for freeway networks, which minimizes the worst-case cost with uncertainties in both fundamental diagram and future demand. Como et al. \cite{23} proposed a traffic flow control method that is robust with respect to uncertainties in initial traffic volume and exogenous inflows. Liu et al. \cite{21} proposed a robust control model to handle the uncertainties in turning ratios through distributionally robust chance constraints. Although all the random parameters can impact control performance, it is impossible to consider all of them simultaneously in a single model. In fact, most robust traffic control models can only deal with one or two of them. The purpose of this paper is to propose a stochastic model to consider the uncertainties in the demand in a variable speed limit (VSL) and boundary control model. VSL is a widely studied topic since it can bring safety \cite{24}, environment \cite{25} and mobility benefits \cite{8}. Most VSL models are deterministic, and the uncertainties in demand, which play an important role on the control performance, is ignored. To the authors’ best knowledge, studies on uncertainties in demand in VSL model are few and need more research efforts. Some existing examples include: Zhu and Ukkusuri \cite{19} developed a link-based dynamic network loading (LDNL) model which computes the traffic dynamics between three parts of the original links- beginning, main and end. Then, they modeled the VSL problem as a Markov Decision Process (MDP)
problem in which the demand and supply of the network are random and follow given distributions. The MDP is solved based on a reinforcement learning approach. Faisal et al. [26] proposed a robust VSL control model to consider the randomness in traffic dynamics by adding a noise term in the density evolution formula of a cell transmission model (CTM) [27], [28]. Then, they found a solution that guarantees that the traffic density asymptotically converges to the predetermined desired value. Li et al. [5] proposed a Q-learning (QL)-based VSL control strategy to relieve congestion at recurrent bottlenecks. The traffic dynamics are also simulated using CTM, and the model is validated in both stable and fluctuating demand scenarios.

In addition to the uncertainties, the importance of traffic flow modeling for control performance cannot be overstated either. As the only existing macroscopic traffic flow model, the Lighthill-Whitham-Richards (LWR) [29], [30] model has been used extensively since it was proposed. A common way to solve LWR is to approximate the derivatives with finite differences, e.g., CTM. More recently, Mazaré et al. [31] proposed a semi-analytical and grid free solution to the LWR model, the Lax-Hopf solution. This solution outperforms other solutions in two ways. First, unlike the models that discretize PDEs into ordinary differential equations (ODEs), e.g. [4], [32], it does not require any discretization or approximation. Second, this solution can calculate the traffic state at any point directly from the initial and boundary conditions without any knowledge of prior event since it is grid free. Other analytical solutions like front tracking method [33] require full knowledge of prior events and may have exponential growth of waves in some situations as waves "bounce" back and forth from the boundary conditions, which results in low efficiency. Built upon the Lax-Hopf solution, different control models have been proposed: Li et al. [34] proposed a mixed integer linear program (MILP) to control the boundary flow for highways; Liu et al. [17], [21] proposed robust control models to consider the uncertainties in initial densities and turning ratios, respectively; Vishnoi and Claude [9] proposed an MILP to control the boundary flows (including on-ramp flows and upstream mainlane flow) and VSL for highway networks.

However, [9] assumes the travel demand is fixed and known. As mentioned before, demand is one of the main origins of uncertainties. As a follow-up research, this paper sets out to propose a two-stage stochastic model to address the uncertainties in demand. The proposed model assumes triangular FD for all links on the highway corridor. In this paper, the boundary and VSL control are implemented when the downstream capacity of the studied highway corridor is dropped due to certain reasons, such as crash and road work, to reduce the density while ensuring the maximization of throughput. The maximization of throughput only requires the demand on the corridor to be equal to the downstream capacity, which might block excessive vehicles at the entry node when the upstream demand is higher than the downstream capacity. To address this issue, we added a weighted penalty term for blocked vehicles at the entry node. In addition, the temporal variation in traffic flow has been demonstrated to affect safety on highways, see [35]–[37]. When traffic demand is random, a control based on a deterministic model may lead to significant inflow variation. Therefore, another penalty term for the flow fluctuation at the entry node is included as well. In the first stage, the feasible boundary control is defined. In the second stage, the real demand in a planning period is observed and the optimal VSL is solved. Then, a rolling horizon scheme is utilized to coordinate both controls.

The rest of this paper is organized as follows. Section II reviews the Lax-Hopf solution to the LWR model, and the constraints required for a VSL control model. Section III develops the two-stage model to tackle the uncertainties in travel demand and the rolling horizon scheme to coordinate the boundary and VSL control. Section IV runs case studies and validates the model performance through comparing three deterministic models. We conclude in Section V.

II. REVIEW OF THE VSL AND BOUNDARY FLOW CONTROL MODEL

The VSL and boundary flow control model, which serves as the building block of this paper, is reviewed in this section. First, the Lax-Hopf solution according the triangular fundamental diagram (FD) and link-wise constraints, i.e. the compatibility conditions, are introduced. Next, the extra decision variables and constraints in the VSL and boundary flow control model are presented. Then, we derive the two-stage model to address the uncertainties in demand in the next section.

A. Lax-Hopf Solution

This section briefly reviews the Lax-Hopf solution, which is a semi-analytical and grid-free solution, to the LWR model. The readers are referred to [31], [38] regarding the details of the derivation.

1) H-J PDE and Value Conditions: The LWR model can be expressed as

\[
\frac{\partial \rho(t,x)}{\partial t} + \frac{\partial \psi(\rho(t,x))}{\partial x} = 0, \tag{1}
\]

where \(x\) and \(t\) are the spatial and temporal coordinate of a point, \(\rho(t,x)\) is the corresponding density, \(\psi\) denotes is defined as the fundamental diagram between flow and density. The proposed model is applicable for any concave and piecewise linear fundamental diagram. For non-linear FDs, the solution can be defined by replacing the original FDs with their piecewise linear approximations. This paper utilizes the triangular FD, which can be expressed as

\[
\psi(\rho) = \max\{v_f \rho, w(\rho - \rho_m)\}, \quad \rho \in [0, \rho_m] \tag{2}
\]

where \(v_f\) is the free flow speed, \(w\) is the congestion speed, \(\rho_m\) is the jam density, where the flow is zero due to the total congestion, \(\rho_c = -\frac{\rho_m w}{v_f w}\) is the critical density where the flow reaches its capacity. By integrating the LWR PDE in space, another traffic flow model, H-J PDE, can be expressed as

\[
\frac{\partial M(t,x)}{\partial t} - \psi(-\frac{\partial M(t,x)}{\partial x}) = 0, \tag{3}
\]
where $M(t, x)$, known as the Moskowitz function [39], denotes the index of the vehicles at point $(t, x)$.

The spatial domain $[\xi, \chi]$ is divided evenly into $k_{\text{max}}$ segments and the time domain $[0, t_{\text{max}}]$ is divided evenly into $n_{\text{max}}$ segments. Let $K = \{1, \ldots, k_{\text{max}}\}$ and $N = \{1, \ldots, n_{\text{max}}\}$. Assuming the initial density in each spatial segment and the flow in each time step are constant, the piecewise affine initial condition $M_k(t, x)$, upstream boundary condition $\gamma_n(t, x)$, and downstream boundary condition $\beta_n(t, x)$ are defined as

$$M_k(t, x) = \begin{cases} -\sum_{i=1}^{k-1} \rho(i)X - \rho(k)(x - (k-1)X), & \text{if } t = 0 \\ +\infty, & \text{otherwise} \end{cases}$$

$$\gamma_n(t, x) = \begin{cases} \sum_{i=1}^{n-1} q_{\text{in}}(i)T + q_{\text{in}}(n)(t - (n-1)T), & \text{if } x = \xi \\ +\infty, & \text{otherwise} \end{cases}$$

$$\beta_n(t, x) = \begin{cases} \sum_{i=1}^{n-1} q_{\text{out}}(i)T + q_{\text{out}}(n)(t - (n-1)T) - \sum_{k=1}^{k_{\text{max}}} \rho(k)X, & \text{if } x = \chi \\ +\infty, & \text{otherwise} \end{cases}$$

where $X$ and $T$ are the spatial segment length and time step size, respectively, $\rho(i)$ is the initial density for the $i$th spatial segment and $q_{\text{in}}(i)$ and $q_{\text{out}}(i)$ are the inflow and outflow for the $i$th time step, respectively. For simplicity, the initial and boundary conditions are collectively referred to as value conditions (VCs).

2) Semi-analytical and Grid-free solutions: Given the VCs defined in the previous section, the Moskowitz solution at point $(t, x)$ from each VC can be computed by using the Lax-Hopf formula.

Proposition 1: (Lax-Hopf Formula): Let $\psi(\cdot)$ be a concave and continuous Hamiltonian, and let $c(\cdot, \cdot)$ be a value condition. The B-J/F solution $M_c(\cdot, \cdot)$ to [3] associated with $c(\cdot, \cdot)$ is defined [40]-[42] by

$$M_c(t, x) = \inf_{(u, T) \in (\psi^* \times K_+)} \left( c(t - T, x + Tu) + T\varphi^*(u) \right)$$

where $\varphi^*(\cdot)$ is the Legendre-Fenchel transform of an upper semicontinuous Hamiltonian $\psi(\cdot)$, which is given by,

$$\varphi^*(u) := \sup_{p \in \text{Dom}(\psi)} \left[ p \cdot u + \psi(p) \right]$$

By substituting the triangular FD [2] and the VCs [4]-[6] into (7)-(8), the corresponding Moskowitz solution can be expressed as

$$M_{M_k}(t, x) = \begin{cases} +\infty, & \text{if } t \leq (n-1)T + \frac{x - \xi}{v_f} \\ -\sum_{i=1}^{k-1} \rho(i)X + \rho(k)(x - (k-1)X), & \text{if } t \geq (k-1)X + v_fT \\ \text{(9a)} \end{cases}$$

$$M_{\gamma_n}(t, x) = \begin{cases} +\infty, & \text{if } t \leq (n-1)T + \frac{x - \xi}{v_f} \\ -\sum_{i=1}^{n-1} q_{\text{in}}(i)T + q_{\text{in}}(n)(t - (n-1)T), & \text{if } t \geq (n-1)T + \frac{x - \xi}{v_f} \\ \text{(10a)} \end{cases}$$

$$M_{\beta_n}(t, x) = \begin{cases} +\infty, & \text{if } t \leq (n-1)T + \frac{x - \chi}{v_f} \\ -\sum_{k=1}^{k_{\text{max}}} \rho(k)X, & \text{if } t \geq (n-1)T + \frac{x - \chi}{v_f} \\ \text{(11a)} \end{cases}$$

Equation (9)-(11) shows that at a given point $(t, x)$, each VC generates a Moskowitz solution. According to [38], these solutions need to satisfy the inf-morphism property: the real Moskowitz solution is equal to the minimum among the ones from all VCs. Therefore, to compute the Moskowitz solution at any given point, we can use the Lax-Hopf formula to compute the Moskowitz solution from each VC directly and find the minimum without any knowledge about the prior events.
In detail, these constraints can be expanded as \([34, 43, 49x-1086]\), with free flow speed \(v\) we have assumed to be constant while the critical density \(\rho_c\) changes. Let \(v_f\) be the jam density \(\rho_v\) with VSL, the jam density \(\rho_v\) with each other, we need the Moskowitz solutions at the domain of VCs are equal to the VCs, i.e., \(C_{v_f} = \{v_f, v_f, \ldots, v_f\}\). This assumption will allow us to linearize the non-linear constraints, which is shown later. Let \(\{\rho_{c_1}, \rho_{c_2}, \ldots, \rho_{c_M}\}\) be the set of corresponding critical densities according to \([16]\). Similarly, let \(C_Q = \{Q_1, Q_2, ..., Q_S\}\) be the set of corresponding capacities.

Before introducing extra constraints, the expression of Moskowitz solutions on VSL links need to be modified first. Equations \(9\)-\(11\) are the formulae to compute the Moskowitz solutions under static speed limit. Although the compatibility conditions still hold, Equations \(9\)-\(11\) cannot be readily used under VSL. In reference \([9]\), using Equations \(9\)-\(11\) as the building block, a framework to compute the Moskowitz solutions under VSL was proposed. In short, for the link with VSL, the proposed method divided the temporal space into periods according to the time points where the speed limit changes. Let \(T_1, T_2, T_3, ..., T_n\) denote such time points, then the simulation time \([0, t_{max}]\) is divided into following periods: \([0, T_1], [T_1, T_2], [T_2, T_3], ..., [T_n, t_{max}]\). Within each period, the Moskowitz function can be computed using \(9\)-\(11\). Consequently, the densities on the link at the end of a period can be computed as the negative partial derivative of the Moskowitz function with respect to \(x\), and these densities can be regarded as the initial densities for the next period. Repeat this process from the first to the last period. For the details, the readers are referred to \([9]\). In the VSL limit control, the modified formulae are substituted into the compatibility conditions \(13\)-\(15\). In addition, two different types of constraints and variables are added or modified.

1) Non-linear Terms in Compatibility Conditions: There are two non-linear terms of the decision variables in the compatibility conditions for the links with VSL. The first term is \(\rho_c v_f\) in \([9]\) due to the relationship between \(\rho_c\) and \(v_f\) shown by \([16]\). This term can be linearized by

\[
\rho_c v_f = \sum_{s=1}^{S} \delta_s \rho_c v_f = \sum_{s=1}^{S} \delta_s \rho_c v_f
\]

\[
\sum_{s=1}^{S} \delta_s = 1,
\]

where \(\delta_s, s \in [1, S]\) are binary variables.

The second non-linear term is \(q_{in}(i)/v_f\) in \([10]\). This term can be linearized by

\[
0 \leq k_{a_{s,i}}, \delta_s Q_{v_f} \leq q_{in}(i)/v_f, \forall s \leq k_{a_{s,i}}, \delta_s Q_{v_f} \leq q_{in}(i)/v_f, \forall s \leq k_{a_{s,i}}, \delta_s Q_{v_f} \leq q_{in}(i)/v_f, \forall s
\]

\[
k_{a_{s,i}} = \sum_{s=1}^{S} k_{a_{s,i}}, \forall i
\]

where \(\delta_s, s \in [1, S]\) are the same binary variables in \([17]\). \(Q_{max}\) is the maximum in \(C_Q\), \(k_{a_{s,i}}\) are auxiliary continuous variables. \(18a\)-\(18b\) ensure only one \(k_{a_{s,i}} = q_{in}(i)/v_f\), and all others equal 0. Then, we can equivalently replace the non-linear term \(q_{in}(i)/v_f\) in the compatibility conditions with \(k_{in,i}\).
2) Demand and Supply: Demand and supply are the basic components for the node flow model. Demand is the maximum outflow assuming the downstream capacity is infinity, and supply is the maximum inflow assuming the upstream demand is infinity. Let $L_n$ be the maximal number of vehicles that can leave a link up to and including time-step $n$ assuming the downstream capacity is infinity, then the demand for time-step $n$ can be expressed as,

$$D_n = \frac{L_n - L_0}{T} - \sum_{i=1}^{n-1} q_{\text{out}}(i)$$  (19)

where $L_n$ can be defined through constraints involving the Moskowitz solutions and new auxiliary binary variables. Similarly, the supply can be defined in the same manner. For simplicity, the expression of the constraints are omitted in this paper. Please see [9] for details.

### III. TWO-STAGE MODELING CONSIDERATING UNCERTAINTIES IN DEMAND

Using the linear constraints illustrated in Section II Vishnoi and Claudel [9] proposed a VSL and boundary flow control model as an MILP in which the demand at the entry nodes are time-dependent but fixed and known. However, in reality, the demand is usually random, and it is of importance to investigate the impact from such uncertainties. Triggered by this motivation, this section tackles this issue using a two-stage stochastic optimization model. The notations used in this paper are summarized in Table I. Note that although the inflows and outflows of all links are decision variables in our optimization models, we do not “control” these flows since they are uniquely determined by the compatibility conditions (13)-(15), the demand and supply constraints shown in previous section after the boundary and VSL control is obtained. Only the speed limit and entry flows are controlled in reality.

### A. Two-stage Optimization Model

The basic idea for a two-stage model is that the optimal decisions at the first stage, which is called a “here-and-now” decision should be made before the realization of random parameters being observed. After the uncertain data is revealed, the optimal solution at the second stage, which is called a “recourse” decision, is obtained by solving a recourse optimization model in which the realization of the random variable and the optimal solution from the first stage are model parameters. The two-stage optimization model ensures the optimal control from the first stage leads to a combined optimal value of the object function at the first stage and the expectation of the recourse function at the second stage.

In the context of control problem in this paper, the demands of the entry links are random, we have to make decisions on how many vehicles are allowed to entry the road section (the first stage) before we observe the real demand. After implementing the boundary control and observing the real demand, the speed limits on certain downstream links are optimized (the second stage) for certain objectives. We assume the joint distribution of the demands $P$ is discrete and known. Then, the two-stage model can be expressed as

$$\begin{align*}
\max & \quad \omega_0 \sum_{l \in L_n} \sum_{t=1}^{N_T} q_{\text{in}}(l, t) + \mathbb{E}[g(q_{\text{in}}, \tilde{d})] \\
\text{s.t.} & \quad q_{\text{in}}' \in R \\
& \quad \text{OCC}, \quad \forall l \in L \\
& \quad \text{DSC}, \quad \forall i \in N
\end{align*}$$  (20)

The first stage aims to find the optimal boundary flow control $q_{\text{in}}'(t, l), \forall t \in N, l \in L_{VSL}$, i.e., the maximal inflows that are allowed at each time step for the incoming boundary links, considering the VSL control effect in the second stage. OCC and DSC stand for the original compatibility condition and demand-supply constraints at junctions, respectively. The goal of the first stage is to find the feasible set for the boundary
flow control that satisfy these constraints without optimizing specific objective functions. The objective function of the first stage is the maximization of weighted sum of boundary controls in which $\omega_0$ is a small weight. The reason of this term will be explained after we finish the second stage. $E[g(q_{1m}',d)]$ is the expectation of the objective value of the second stage model, in which the optimal solution from the first stage and the realization of demand are model parameters. 

After we implement the first stage control $q_{1m}'$, a realized scenario of the joint demands, $d_j$, can be observed. Then, the recourse function in the second stage can be expressed as

$$g(q_{1m}',d_j) = \max_{v_j} \sum_{l \in L_{out}} \sum_{t=1}^{N_T} q_{1}^{out}(l,t)(N_T - t + 1)$$

$$- \sum_{l \in L_{VSL}} \sum_{t=1}^{N_T} \omega_1 q_{1}^{in}(l,t)$$

$$- \sum_{l \in L_{in}} \sum_{t=1}^{N_T} \omega_2 q_{1}^{in}(l,t)$$

$$- \sum_{l \in L_{in}} \sum_{t=1}^{N_T} \omega_3 \left( \sum_{t_1=1}^{t} d_j(l,t_1) - \sum_{t_1=1}^{t} q_{1}^{in}(l,t_1) \right) (1 + e)$$

$$- \sum_{l \in L_{in}} \sum_{t=1}^{N_T-1} \omega_4 (q_{1}^{in}(l,t) - q_{1}^{in}(l,t + 1))$$

s.t. $q_{1}^{in}(l,t) \leq q_{1}^{in}(l,t)$ \forall $l \in L_{in}, t \in N_{T}$

$$\sum_{l=1}^{t_1} q_{j}^{in}(l,t) \leq \sum_{l=1}^{t_1} d_j(l,t), \forall l \in L_{in}, t_1 \in N_{T}$$

$$q_{1}^{in}(l,t) + M \delta_j(l,t) \geq q_{1}^{in}(l,t), \forall i \in L_{in}, t \in N_{T}$$

$$\sum_{l=1}^{t_1} q_{j}^{in}(l,t) + M [1 - \delta_j(l,t)] \geq \sum_{l=1}^{t_1} d_j(l,t), \forall l \in L_{in}, t_1 \in N_{T}$$

$$\delta_j(l,t) \in \{0, 1\}, \forall l \in L_{in}, t \in N_{T}$$

OCC, \forall $l \in L \setminus L_{VSL}$

MCC, \forall $l \in L_{VSL}$

DSC, \forall $n \in N$

(21)

where $j$ denotes the index of scenarios of the joint demands, $q_{1}^{in}(l,t)$ and $q_{1}^{out}(l,t)$ indicates the inflow and outflow of link $l$ at time $t$. The control variables in the second stage are the speed limits for all links with VSL control, denoted by $v_j(l), \forall l \in L_{VSL}$. The first term in the objective function is to maximize the sum of weighted of outflows over all exit links. The weight, which is a decreasing function of time step, is used to force vehicles to proceed as long as there is available space ahead so that we can avoid unnecessary stops. The second term is to minimize the weighted inflows of VSL links. This term is to limit inflows on VSL links when congestion takes place downstream. $\omega_1$ is a small weight to ensure the flow reduction on these VSL links will not sacrifice the overall throughput of the road section, which is the first term in the objective function. For the same reason, the third term is used to minimize the weighted inflows of the entry links. Through using this term, the traffic condition, in terms of level of congestion, on the whole road section is controlled. Again, the weight should be small enough to not sacrifice the throughput. Figure 4 shows a triangular FD for a single link to illustrate this idea. Assume at the beginning of the simulation, both the supply of downstream node and the demand of upstream node are equal to the capacity. Regardless of the initial density, after a certain period, this link will reach to the stable state where both its inflow and outflow are equal to capacity. Let us assume the downstream capacity drops to $q_1$ at some point during the simulation due to a fixed bottleneck, without these two terms, to maximize the outflows, the control may still send vehicles onto this link at its capacity until the backward-moving shockwave arrives the entry node. Then, both the inflows and outflows afterwards equal $q_1$, and the traffic on this link will be stabilized at point A which belongs to the congestion phase of the FD. However, by introducing the second term, when the capacity drop happens downstream, the control will reduce inflows to some extend at the beginning as long as it does not sacrifice outflows. As a result, the density on the link will decrease until it reaches the density corresponding to point A' which belongs to the free flow phase. Therefore, this term can mitigate congestion and maintain the outflows concurrently. The fourth term is a penalty term for blocking vehicles at the entry nodes. $\left( \sum_{t_1=1}^{t} d_j(l,t_1) - \sum_{t_1=1}^{t} q_{1}^{in}(l,t_1) \right)$ is the cumulative sum of blocked vehicles at time $t$, and $e$ is the initial queue length at the beginning of the project horizon, which implies a higher penalty from a longer initial queue. Therefore, there is a trade-off between the third and the fourth term. Lastly, the objective for the fifth term, which is the minimization of the difference between consecutive inflows at the entry nodes, is twofold: first, since safety is affected by the temporal variation in traffic flow [35–37], this term aims to smooth the entry flows; second, without this term, the control might send very few or even stop sending vehicles in the last few steps as long as there are enough vehicles leaving the exit nodes and the third term surpasses the fourth penalty term, which could block a large number of vehicles and cause a very large penalty weight for the next horizon.

The first constraint means the inflows cannot exceed the control from the first stage. The second constraint indicates at any time step $t$, the cumulative number of inflows is upper bounded by the cumulative demand. The third and fourth constraints force the inflow at each time step is equal to the maximal value satisfying the first two constraints, where $\delta_j(i,t)$’s are binary variables and $M$ is a big value. MCC is the modified compatibility conditions for links with VSL control that are explained in the previous section.

Now, we explain the objective function of the first stage in [20]. In short, the goal of this term is to ensure uniqueness and practicability. Let us assume the optimal control from a deterministic model is equal to the assumed demand $d_1$. Since this control allows all vehicles to enter the road, any control with a higher value will lead to the same traffic operation and objective value. To make the control unique, by adding the
term in the first stage with a small weight $\omega_0$, we force the boundary control to be equal to the capacity without changing the control performance. Note that this term only affects the cases in which all demands are allowed by the optimal control. If the optimal control is less than demand, increasing optimal control will change the inflows and lose the optimality.

In addition to the mathematical consideration, we think this approach also makes practical sense. If a control is equal to the demand, all vehicles are allowed to enter, and thus, it is equivalent to "no control". Additionally, we will implement the control from both the proposed two-stage model and the deterministic model on scenarios with random demands and compare their objective values. Using this term can also prevent the deterministic control from blocking vehicles if the real demand is higher than the assumed demand.

For random demands with discrete distributions, the expectation of the recourse function can be expressed as

$$
E[g(q'_{\text{ini}}, \hat{d})] = \sum_{j=1}^{|C_D|} p_j g(q'_{\text{ini}}, d_j)
$$

Above all, Equation (20) is an MILP with the boundary inflows and speed limit for each scenario as decision variables. The number of decision variables and constraints are linear to $J$.

### B. Rolling Horizon Scheme

We utilize a rolling horizon scheme to coordinate the boundary and VSL control. Let us consider a highway corridor shown in Figure 2. Let $N_t$ denote the time needed to finish a trip on this corridor with free flow speed, i.e., $N_{T_1} = R/(v_f T)$ where $R$ is the length of the corridor, and $N_{T_2}$ denote the free flow travel time from the entry node of the corridor to the upstream node of the first link with VSL control. At the beginning of a project horizon $t = t_0$, the optimal boundary control is solved for the time duration $[t_0, t_0 + N_t]$. Note we assume the demand does not change with time in $N_{T_1}$ although the demand is random. Then, only the control before $t_0 + N_{T_2}$ is implemented. Then, we observe the real demand in this project horizon, and VSL are updated at $t_0 + N_{T_2}$. $N_{T_1}$ is called project horizon, and $N_{T_2}$ is referred to as rolling horizon. As a result, the speed limit is updated after the real demand is observed and before the first vehicle arrive at the first VSL link.

Figure 3 provides a detailed explanation on the iterative procedures. Note that there are two places, shown in blue in Figure 3 where the demand need to be updated based on the observed queue. Let $e$ be the queue length in terms of flow. The update at the beginning of an iteration (top middle in Figure 3) includes following steps:

**Step 1:** Initialize random demand matrix $d_{\text{ini}}$ with size $N_{T_1} \times |C_D|$. Each column is a constant vector with values equal to the element in $C_D$.

**Step 2:** Update each column of $d_{\text{ini}}$. We use the first column to explain the process. Let $j = 1$ and $e' = \min\{Q - d_{\text{ini}}(j, 1), e\}$. Then, update $d_{\text{ini}}(j, 1) = d_{\text{ini}}(j, 1) + e'$, $e = e - e'$ and $j = j + 1$. Repeat this process until $j > N_{T_1}$ or $e = 0$. Repeat this process for all columns.

**Step 3:** Use the updated demand for the optimization model, i.e., $d_j$ in Equation (22) is the $j$th column in the updated demand matrix.

The demand can be updated in a similar way at $t_0 + N_{T_2}$ except for the initialization. At $t_0 + N_{T_2}$, we observe the demand in the current project horizon, so the initialized vector $(N_{T_1} \times 1)$ has the first $N_{T_1} - N_{T_2}$ elements equal to the observed demand, and the rest elements equal to the mean value of the demand. Remember we assume the demand during one project horizon does not change, and the traffic operation is simulated based on the Lax-Hopf solution, which has been utilized in [9], [17].

### IV. CASE STUDY

In this section, we apply the proposed model and the deterministic models with different demand input, i.e., mean value, minimum and maximum to the highway corridor shown in Figure 2 and compare their objective values.

This corridor consists of 4 main links and one on-ramp, and each link has 4 lanes. The third link is VSL controlled, and other links have fixed speed limit. All links are 1200 m and are divided into 2 even segments. Also, a total simulation time of 6400 s is divided into 320 even segments, so each time step is 20 s. For any link $l \in L \setminus L_{\text{in}}$, the free flow speed $v_f = 30$ m/s (67 mph), the critical density $\rho_c = 0.0175$ veh/m/lan (28 veh/mile/lan), the jam density $\rho_{\text{jam}} = 0.125$ veh/m/lan (201 veh/mile/lan) and the backwave speed $w = -4.9$ m/s (-11 mph). Therefore, the capacity is equal to 2.1 vps (1890 m/s).
The set of speed limits is $C_{v, f} = \{10, 15, 20, 25, 30\}$. Each project horizon $N_T$ has 8 time steps (160 s), and the rolling horizon $N_T$ has 4 time steps (80 s). Let the demand at the entry node be random and have a discrete distribution. Let $C_T = \{1, 1.5, 2\}$ (vps), and the corresponding distribution $P = \{0.4, 0.2, 0.4\}$. Assume at time $t = 0$, the downstream capacity drops to 1.4 vps due to certain reasons such as a crash, so we implement the model (20) to control the boundary flow in order to reduce congestion and maintain safety. In addition, we assume that the drivers on the frontage road are aware of this situation so the travel demand on the on-ramp is low and equals 0.05 vps. Consequently, we assume at the merging node, the vehicles from on-ramp can always enter as long as there is available space on the downstream link. This can be modeled with linear constraints in a similar way as the demand-supply constraints. Note this assumption is for simplicity, and other node models can also be used. The weights in the objective function are $\omega_0 = 10^{-4}$, $\omega_1 = 0.01$, $\omega_2 = 0.02$, $\omega_3 = 0.003$ and $\omega_4 = 10$. A large value of $\omega_4$ is used to ensure smooth entry flows.

Following the demand distribution, we generate ten scenarios and lower downstream flow in 3 scenarios than D-Min, and both models have the same value in 6 scenarios. It has higher downstream flow in 3 scenarios and lower downstream flow in 1 scenario than D-Mean, and both models have the same value in 6 scenarios. It has higher downstream flow in 9 scenarios and lower downstream flow in 1 scenario than
D-Max. However, as mentioned above and shown in Figure 5, the difference is negligible. In addition to this term, the differences in terms associated with $\omega_1$ and $\omega_2$ are also negligible. In all these four models, the VSL control is performed after observing the real demand, so intuitively, all these controls are capable of sending enough vehicles to link 3 to maximize the downstream outflow without causing congestion on links 3 and 4, so they generate close values for the term associated with $\omega_1$. Therefore, although the inflows to link 3 in single project horizon are different among the three controls, the sum over all project horizons are almost equal. Similarly, the difference in the sum of term associated with $\omega_2$ is indistinct as well.

2) Comparable terms: Unlike the terms mentioned above, the value of last two terms, which are called block penalty and flow fluctuation, in different project horizons cannot compensate each other. We focus on these two terms in the rest of this paper. Figure 6 shows the comparison of these two terms and their sum. It is seen there is a trade-off between the block penalty and flow fluctuation. The proposed model and D-Min have higher block penalty and lower flow fluctuation than the other two models. In addition, the flow fluctuation from Two-stage is considerably lower than the other three models. Overall, the proposed model outperforms all deterministic models in the combined value. The proposed model can reduce the sum of both terms by 58.7%, 60.9% and 56.2% compared to D-Min, D-Mean and D-Max, respectively.

To provide more detail, Figure 7 shows the evolution of demand, same as Figure 4 boundary control and real inflow of a scenario. The pattern of control and inflow from these models are significantly different. Note demand and inflow are instantaneous rather than cumulative, so the inflow at certain time points could be higher than the demand, as shown in the plots, if there are vehicles blocked from previous time steps. Although the control within most project horizons from all models is constant, Figure 7 clearly shows that the discrepancies between boundary control and real inflow in deterministic models occurs much more frequently than Two-stage. This discrepancy could result from both overestimation and underestimation of the demand, and it leads to significant flow fluctuations. It shows that Two-stage is able to reduce the occurrence of such discrepancies. As a result, it has a much lower flow fluctuation penalty, as shown in Figure 6b. The reason for fluctuation resulting from deterministic models is explained in greater detail later in this section.

Figure 8 shows the comparison of cumulative queue lengths. Note the cumulative queue has a unit of vps, and it can be multiplied by the time step size to obtain the cumulative number of blocked vehicles. Since the blocked penalty term in (21) is positively related to the queue length at the beginning of a horizon, the optimization models will dissipate the blocked queue if it exceeds a certain value. This is the reason of peaks on the curves. Also, it shows overall, the queues resulting from D-Mean and D-Max are shorter than Two-stage and D-Min, which is consistent with the 2nd scenario in Figure 6c. This is because D-Min underestimates the real demand and generates control lower than the real demand, while Two-stage tries to reduce inflow fluctuation through limiting the number of entering vehicles.

Figure 9 shows a more straightforward comparison of inflow fluctuation, in which each point is the difference of inflows between consecutive time steps. Note that only the fluctuation within each project horizon is penalized, and we do not consider fluctuations at connections of project horizons. Since the demand is assumed to follow a discrete distribution, and in each project horizon, the demand is a constant drawn from the distribution, the demand fluctuation at the connection of consecutive project horizons is inherent. The boundary control is adjusted according to the change of demand, so the inflow
(a) Two-stage

(b) D-Min

(c) D-Mean

(d) D-Max

Fig. 7. Comparison of traffic evolution.

Fig. 8. Comparison of cumulative queue length.

Fluctuation at the connection points are inevitable, as shown in Figure 7. Therefore, Figure 9 only shows the fluctuation within each project horizon, which is also the parameter the objective function aims to minimize.

While the flow variations in all deterministic models are significant, the proposed model generates highly smooth flow with only one non-zero (0.0078 vps) inflow fluctuation in this example. The flow fluctuation can be divided into two types corresponding to the generation mechanism. The first type of fluctuation results from the overestimation of demand, and the value of such fluctuations is negative. This type exists in both D-Mean and D-Max. The reason is as follows. Overall, D-Max overestimates the real demand, so its boundary control can also be higher than the real demand. Let us consider project horizons with an initial queue and low demand $D_1$, and control $q > D_1$ corresponding to the maximal demand $D_{max}$. Under this situation, the inflows at the beginning steps are equal to the control $q$ due to the existence of a queue. However, since the real demand is lower than assumed value, the queue can be cleared in the middle of this project horizon. Then, the inflows drop to the demand $D_1$ from $q$, which leads to negative flow fluctuation. Since D-Max always overestimates the demand (except for the accurate estimation), its fluctuation values are all negative. The second type of fluctuation originates from the underestimation of demand, and the values are positive. This type exists in both D-Min and D-Mean. Contrary to D-Max which always overestimates the demand, D-Min can only underestimate the demand. Let us assume the real demand $D_1$ is higher than the assumed value $D_{min}$, and the control during the last steps equal to $D_{min}$. As explained in Section III-A, under this situation, to ensure the uniqueness of the optimal control, we force the boundary control to be equal to the capacity. Consequently, the inflows in these steps can possibly increase by certain values depending on the real demand $D_1$. For example, if $D_1$ equals capacity, the inflows will increase to capacity. This is the reason of the positive fluctuation values in D-Min. Since D-Mean can both overestimate and underestimate the demand, both types of fluctuation exist in D-Mean, as shown in Figure 9. The fluctuations in Figure 9 are also consistent with the evolution of inflows in Figure 7. Since the proposed model takes all demand scenarios and the corresponding probability distribution into consideration, its boundary control outperforms the deterministic models in a random environment.

B. Control performance under different demand variation

To validate the performance of the proposed model under various demand distributions, this section compares the block penalty term and flow fluctuation term with different demand distributions, as shown in Figure 10. In this section, the set of demand values is the same as the previous section, and only symmetric distributions are considered, i.e., the probabilities of $\tilde{d} = 1$ and $\tilde{d} = 2$ are the same. The label on the horizontal axis represents both the probability mass function (PMF) and the corresponding standard deviation (sd). As expected, when $\sigma_d = 0$, all four models have the same model inputs and control performance. When the standard deviation is less than
0.4, D-Mean performs better than D-Min and D-Max since the probability of the mean value, which is used as the input in D-Mean, is relatively high when the standard deviation is small and thus the probability of accurate estimation is high. With the increase of the variation, the probability of the mean value becomes smaller, and D-Min (sd ≥ 0.447) and D-Max (sd ≥ 0.418) outperform D-Mean when sd > 0.4. For all scenarios with sd > 0, the proposed model conquers the deterministic models with considerable reduction in the value of flow fluctuation and a slightly higher value of the block penalty term. In addition, D-min suffers from much higher fluctuation than D-Max when sd is small. As mentioned earlier, D-Min increases flow from a smallest value to capacity which could be larger than the flow drop from maximal demand to a slightly lower demand. This gap is mitigated with the increase of the standard deviation. Another observation is that the change of the flow fluctuation value from both deterministic models is much more significant than the block penalty, which is expected. The reason is that the term with the highest weight in the objective function is to maximize the outflow of the downstream link. Consequently, enough vehicles will be allowed to enter the corridor to ensure the downstream link receives enough demand, and the inflows should be similar regardless of the variation in demand. Also, the mean value of the demand is unchanged among these scenarios, so the number of blocked vehicles should be similar as well. As a result, the change of block penalty is insignificant. Unlike the block penalty, the uncertainties in demand has a considerable impact on flow fluctuation, and the proposed model is capable of smoothing the entry flows while blocking slightly more vehicles and generates much smaller combined objective values.

V. SUMMARY AND FUTURE WORK

This paper proposes a two-stage stochastic optimization model derived from the Lax-Hopf solution to the LWR model to consider the effect of uncertain demand on boundary and VSL control. In the first stage, based on the current state, the boundary control is calculated. Then, after the real demand is observed, the VSL is obtained in the second stage. The proposed model coordinates the boundary control and VSL control by a rolling horizon scheme. The proposed model is validated under the situation when the downstream capacity is dropped and the demand is higher than the capacity. The control performance is compared to deterministic models with demand inputs equal to the minimum, mean value and maximum of the real demand. As expected, all these models can ensure the maximization of throughput since the demand is higher than capacity and it has a large weight in the objective function. However, the proposed model can reduce the boundary inflow significantly, which plays an important role on safety. Although more vehicles are blocked in the proposed model, the overall objective value is improved significantly. The efficacy of the proposed model is demonstrated with different variations in the demand.

The proposed model can be improved in the following ways. First, the Lax-Hopf used in this model assumes vehicles can accelerate instantly, which has a significant impact on both boundary and VSL control. Qiu et al. [44] proposed a Lax-Hopf solution with bounded acceleration. Implementing the bounded acceleration on our control algorithm is a promising research topic to improve the practicability of the proposed model. Second, the computational burden needs to be resolved. The case studies in this paper consider 5 links including on-ramp, 5 scenarios for speed limit and 3 scenarios for demand. There are 8 time steps (160 s) in each project horizon. On average, while it takes less than 1 s to solve the deterministic models, it takes about 15 s to solve the MILP (20) using CPLEX V12.9 in Matlab R2018b on a Microsoft Surface with i5 CPU and 8.0 GB RAM. How to improve the computation speed is another research direction. Third, the demand uncertainty in each project horizon is assumed to be independent and identically distributed (i.i.d), which ignores the correlation between consecutive project horizons and the demand can have unreasonable fluctuations. One possible way to address this issue is to assume the distribution of the current project horizon only depends on the traffic state and control in previous horizon, and model the problem as a Markov Decision Processes (MDP) and find the corresponding control
policy.
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