Normalizing flows for microscopic many-body calculations: an application to the nuclear equation of state
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Normalizing flows are a class of machine learning models used to construct a complex distribution through a bijective mapping of a simple base distribution. We demonstrate that normalizing flows are particularly well suited as a Monte Carlo integration framework for quantum many-body calculations that require the repeated evaluation of high-dimensional integrals across smoothly varying integrands and integration regions. As an example, we consider the finite-temperature nuclear equation of state. An important advantage of normalizing flows is the ability to build highly expressive models of the target integrand, which we demonstrate enables precise evaluations of the nuclear free energy and its derivatives. Furthermore, we show that a normalizing flow model trained on one target integrand can be used to efficiently calculate related integrals when the temperature, density, or nuclear force is varied. This work will support future efforts to build microscopic equations of state for numerical simulations of supernovae and neutron star mergers that employ state-of-the-art nuclear forces and many-body methods.

Introduction: The hot and dense matter equation of state (EOS) is of fundamental importance for interpreting observations of neutron stars, core-collapse supernovae, and neutron star mergers in terms of the underlying nuclear microphysics [1,2]. Due to the complexity of computing the free energy and its derivatives (to obtain the pressure, entropy, chemical potentials, etc.) across the wide range of ambient conditions encountered during simulations of supernovae and neutron star mergers, most equations of state in wide use by the simulation community are based on simplified mean field models of the nuclear force [3–6]. Since mean field theory is grounded in effective interactions fitted to the bulk properties of medium-mass and heavy nuclei, one loses connection to fundamental nuclear two- and many-body forces and the ability to estimate systematic uncertainties [7]. In addition, certain thermodynamic properties that are important for understanding the evolution of core-collapse supernovae, such as the temperature-dependent nucleon effective mass [8,9], are quite different in microscopic and mean field models [10]. For these reasons, there is strong motivation to develop more microscopic descriptions of the nuclear equation of state based on realistic nuclear forces in beyond-mean-field-theory quantum many-body calculations.

Microscopic calculations of the free energy $F(n, T, Y_p)$ as a function of density $n$, temperature $T$, and composition (e.g., the proton fraction $Y_p$) have in recent years been computed from realistic two- and three-body chiral effective field theory (EFT) nuclear forces [11,13]. However, the inclusion of the most sophisticated three-body forces [14,15] and important high-order many-body perturbation theory corrections (such as third-order particle-hole diagrams) [16,17] require the evaluation of technically challenging multi-dimensional integrals and therefore have not yet been achieved in finite-temperature calculations. Moreover, the tabulation of an astrophysical equation of state (the free energy and its first and second derivatives) involves the repeated evaluation of these integrals across more than 1,000,000 phase space points in order to ensure numerical stability of supernova and neutron star merger simulations [18]. Microscopic EOS tabulations suitable for astrophysical simulations are therefore computationally demanding and only recently have been carried out [19,20] using the Argonne $v_{18}$ NN potential and the Urbana IX three-body force, supplemented by a liquid drop model for describing the low-density inhomogeneous phase of nuclear matter.

A potential solution to the numerical challenges outlined above is adaptive Monte Carlo methods based on importance sampling [21], which have recently been employed [17] to calculate high-order perturbation theory corrections to the cold dense matter equation of state that were previously intractable. In importance sampling an estimate for the integral

$$I[\psi] = \int_D \psi(\vec{x})d\vec{x}$$

is obtained as a Monte Carlo estimate under a proposal distribution $p(x)$ as

$$I \approx \langle I \rangle_N = \frac{1}{N} \sum_{i=1}^{N} \frac{\psi(\vec{x}_i)}{p(\vec{x}_i)}.$$  

The precision of this estimator, however, is dependent on how well $p(x)$ is able to match the normalized target $|\psi(\vec{x})|/\int I[|\psi|]$, where $\int I[|\psi|]$ is the integrand for $I[\psi]$. In particular, if $p(x)$ matches $|\psi(\vec{x})|/\int I[|\psi|]$ exactly, we obtain an ideal estimator [22]. Con-
sequently, when a precise estimate for the integral is required, as is the case when computing numerical derivatives in EOS tabulations, the proposal distribution must have sufficient expressive capacity to match the target. Popular adaptive importance sampling methods \[23,24\], however, often make restrictive assumptions on the integrand such as factorizability, thus limiting the precision of the estimator.

In the present work, we leverage normalizing flows \[25–27\] as a means for constructing efficient importance sampling estimators for microscopic EOS tabulations. Normalizing flows have recently emerged as a highly expressive method for modeling complex proposal distributions \[28–35\] using deep neural networks. We demonstrate that this expressivity allows for precise first- and second-order numerical derivatives of the free energy over a relatively coarse density and temperature grid. Furthermore, we show that a normalizing flow model trained on one target integrand transfers remarkably when the density, temperature, or nuclear force is varied, thus providing a compelling framework moving forward for including high-order many-body perturbation theory corrections for tabulated astrophysical equations of state and assessing associated uncertainties. Although the focus of the present work is on the nuclear matter equation of state, we note that normalizing flow based importance sampling could also be applied in condensed matter physics and related fields, where many-body perturbation theory has recently received renewed interest \[36,37\].

As a concrete test case, we consider the second-order perturbation theory contribution to the grand canonical potential \(\Omega\) of isospin-symmetric nuclear matter from an antisymmetrized two-body force \(V_{NN}\):

\[
\Omega^{(2)} = -\frac{1}{8} \sum_{1234} V_{NN}^{12,34} \sum_{1234} f_i f_2 \bar{f}_3 \bar{f}_4 - f_3 f_2 \bar{f}_1 \bar{f}_4 \epsilon_2 + \epsilon_3 - \epsilon_2 - \epsilon_1 - \epsilon_2 - \epsilon_3 / (2M),
\]

where \(f_i = 1/(1 + e^{(\epsilon_i - \mu)/T})\) is the Fermi-Dirac distribution function for particles with chemical potential \(\mu\), \(\bar{f}_i = 1 - f_i\), \(\epsilon_i = k_i^2/(2M)\) is the free-particle spectrum, and the sums are taken over spin, isospin, and momentum. On the one hand, the contribution in Eq. (3) is sufficiently complex to demonstrate the efficiency of normalizing flow based importance sampling, and on the other hand it is amenable to nearly exact evaluation using Gaussian quadrature for benchmarking our results. Since our focus is on the momentum-space integrations inherent in Eq. (3), we begin with a particularly simple model of the nuclear force

\[
V(q) = \frac{g^2}{m^2 + q^2}
\]

associated with scalar-isoscalar boson exchange, where \(g\) is the magnitude of the momentum transfer and we take \(m_g = 600\text{ MeV}\) and \(g = 1\). Performing the spin and isospin sums in Eq. (3) and choosing \(k_3 = k_3 l_2\), we obtain \(\Omega^{(2)}(n, T)\)

\[
\Omega^{(2)}(n, T) = \frac{M g^4}{64\pi^8} \int_0^\infty dk_1 \int_0^\infty dk_2 \int_0^\infty dk_3 \int_0^\pi d\theta_1 \int_0^\pi d\theta_2 \int_0^{2\pi} d\phi_1 \int_0^{2\pi} d\phi_2 \frac{k_1^2 k_2^2 k_3^2 \sin \theta_1 \sin \theta_2 (f_1 f_2 \bar{f}_3 \bar{f}_4 - f_3 f_2 \bar{f}_1 \bar{f}_4)}{k_1^2 + k_2^2 - k_3^2 - k_4^2 - (m_g^2 + q^2)}/(m_g^2 + q^2)^2 e^{-2(\rho/\Lambda)^6 - 2(\rho'/\Lambda)^6},
\]

where \(k_4 = k_1 + k_2 - k_3, q_1 = \bar{k}_1 - k_2, q_2 = \bar{k}_1 - \bar{k}_2, \rho = \frac{1}{2}(k_1 - k_2), \rho' = \frac{1}{2}(k_1 - k_3)\), and we have included the multiplicative function \(g(\rho, \rho') = e^{-\rho/\Lambda^6 - \rho'/\Lambda^6}\) in the definition of the potential in Eq. (4) as is common in the literature to regulate the unresolved high-momentum components of chiral nuclear forces \[38\]. We choose \(\Lambda = 450\text{ MeV}\) as the high-momentum cutoff scale. In practice, we have replaced the upper integration limits of \(k_{\text{max}} = 2\Lambda\), which we have tested is sufficient to achieve converged results.

**Methods:** A normalizing flow \[25–27\] defines a complex distribution \(p(\bar{x})\) by applying a learnable, bijective mapping \(\bar{h}\) to a simple base distribution \(\pi(\bar{u})\). The probability density of a sample \(\bar{x} := \bar{h}(\bar{u})\) under a flow can then be obtained analytically using the change of variables formula

\[
p(\bar{x}) = \pi(\bar{h}^{-1}(\bar{x})) \left| \frac{\partial \bar{h}^{-1}}{\partial \bar{x}} \right|.
\]

In the present case, \(\bar{h}\) should transform \(\pi(\bar{u})\) such that the resulting distribution \(p(\bar{x})\) matches our target distribution as closely as possible. This can be achieved by optimizing the parameters of \(\bar{h}\) using gradient-based methods to minimize a suitable divergence metric between our model and target distributions. To optimize this objective in practice, however, certain conditions must be satisfied when choosing a parameterization for \(\bar{h}\).

First, the transformation \(\bar{h}\) must have sufficient expressive capacity to model the target distribution and at the same time have a Jacobian determinant that is tractable to compute. To satisfy these requirements, we implement \(\bar{h}\) using a sequence of coupling transforms \[39,40\]. For a given coupling transform \(\bar{\phi}\), an \(n\)-dimensional vector \(\bar{x}\) is first partitioned into two parts: \(\bar{x} = (x_1, x_2, 0, \ldots, 0) + (0, \ldots, 0, x_{d+1}, \ldots, x_n)\), which we refer to as the base input and updated input vectors, respectively. The \(d\) coordinates of the base input vector are then passed through a neural network which outputs a set of parameters \(\bar{\theta}\) that define an invertible transformation \(g_{\bar{\theta}}(x_i)\) dimension-wise on the \(n - d\) updated input coordinates \(x_i\). The coordinates of the base input vector \(x_1, \ldots, x_d\) are then passed unchanged through the coupling transform: \(x_i \rightarrow x_i\), for \(i \leq d\). This results in a lower-triangular Jacobian matrix where the determinant can easily be computed as the product of the diagonals:

\[
\det \left( \frac{\partial \bar{\phi}}{\partial \bar{x}} \right) = \prod_{i=d}^n \frac{\partial g_{\bar{\theta}}}{\partial x_i}.
\]
Furthermore, $\tilde{h}$ can be made highly expressive by composing a sequence of $k$ coupling transformations $\tilde{h} := \phi_k \circ \ldots \circ \phi_1$ with different choices of base input and updated input coordinates such that all variables are allowed to interact.

The second condition $\tilde{h}$ must satisfy is that its output range needs to respect the specified boundary conditions for a given integral. For this purpose, we choose to implement each coupling transform using rational-quadratic spline flows \cite{31,13,44}, which define $g_0(x)$ piecewise on an interval $[A_i, B_i]$ by partitioning the interval into $K$ bins and defining the transformation in each bin as a monotonic rational-quadratic function. The rational-quadratic functions are parameterized by a set of $K + 1$ knots $\{(x^{(k)}, y^{(k)})\}_{k=0}^{K}$ which define the boundaries for the domain and range of each transformation, and a set of $K + 1$ derivatives $\{(\delta^{(k)})_{k=0}^{K}\}$ defined at each knot. The knots monotonically increase within the interval $[A_i, B_i]$ where $(x^{(0)}, y^{(0)}) = (A_i, A_i)$ and $(x^{(K)}, y^{(K)}) = (B_i, B_i)$ such that $g_0(x)$ is a mapping from $[A_i, B_i]$ to $[A_i, B_i]$. Thus, by setting $[A_i, B_i]$ to be the boundaries for each dimension of a given integral, we can restrict $\tilde{h}$ to only be defined on the integration region.

We implement our flow using a composition of 6 rational-quadratic spline coupling transforms which is the minimum number required to account for correlations among all the variables in our seven-dimensional integral in Eq. (5) \cite{31}. For each transform, we use $K = 16$ bins and implement each neural network using a residual network \cite{45} with two residual blocks and 32 hidden features. Our base distribution is chosen to be uniform over the integration region for each dimension, respectively. To train our flow, we minimize the Pearson $\chi^2$ divergence between our model distribution $p(\vec{x})$ and target distribution $|\psi(\vec{x})|/\tilde{I}$. This divergence is estimated as an expectation under our model distribution through importance sampling as

$$D_{\chi^2} \approx \langle D_{\chi^2} \rangle_N = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{|\psi(\vec{x}_i)|}{\tilde{I}} - \frac{p(\vec{x}_i)}{p(\vec{x}_i)} \right)^2 / p(\vec{x}_i),$$

where the normalizing constant $\tilde{I}$ is additionally estimated through sampling. At each training iteration, we minimize this expectation with respect to the parameters of our flow using gradient descent on batches of $N$ samples, where sampling from our flow amounts to first sampling from the base distribution $\pi(\vec{u})$ and then passing these samples through $\tilde{h}$ to obtain $\vec{x}$. The gradient descent optimization algorithm we employ is Adam \cite{46}. All models were implemented using PyTorch \cite{47}, and the open-source implementation for the spline transformations in \cite{44} was used for our coupling layers.

**Results:** We start by training the flow on the target integral in Eq. (5) using batches of $N = 5000$ samples drawn randomly at each iteration from our base distribution and passed through our model. We initially fix the density at $n = n_0$, where $n_0 = 0.16 \text{ fm}^{-3}$ is the saturation density of nuclear matter, and the temperature at $T = 25 \text{ MeV}$. The learning rate for the Adam optimizer was set to $10^{-3}$ until 200 iterations passed without an improvement in the $\chi^2$ loss function, at which point a cosine scheduler was initiated with maximum learning rate $10^{-3}$, minimum learning rate $10^{-4}$, and period of 200 iterations. For comparison, we have computed the integral in Eq. (5) using the adaptive Monte Carlo integrators VEGAS, SWAE, and VEGAS in the Cuba multidimensional integral library \cite{21}. Only VEGAS \cite{23,24} was found to give a high-quality estimate of the integral as well as a reliable associated uncertainty, and therefore it will be the standard benchmark used throughout this work. Suave yielded inaccurate integral estimates, while Divonne was found to underestimate its actual error (see discussion below).

In the top panel of Fig. 1 we compare the VEGAS (green) and normalizing flow (red) total relative uncertainty

$$\frac{\sigma_i}{\Omega^{(2)}} = \frac{1}{\sqrt{\sum_i \frac{1}{\sigma_i^2}}} \sum_i \frac{\Omega_i^{(2)}}{\sigma_i^2} / \sum_i \frac{1}{\sigma_i^2},$$

over the first 3000 iterations, where in Eq. (9) $i$ is the training iteration, $\sigma_i$ is the batch standard error, and $\Omega_i^{(2)}$ is the batch mean. We observe that VEGAS outperforms the normalizing flow early in the training, but the greater expressive capacity of the normalizing flow leads to a smaller total relative uncertainty past 500 iterations. Moreover, in stark contrast to VEGAS, the normalizing flow continues to learn over many training iterations, as shown in the bottom panel of Fig. 1 where we plot the batch relative uncertainty $|\sigma_i/\Omega^{(2)}|$, which reflects the performance of each model at a particular training iter-
We observe that the VEGAS batch uncertainty saturates after less than one hundred iterations, while the normalizing flow batch uncertainty continues to decrease throughout training. We stopped training the normalizing flow when the total relative uncertainty reached $10^{-5}$ (after 36,000 iterations) with associated batch relative uncertainty of $\sim 1.5 \times 10^{-3}$, which is an order of magnitude improvement over VEGAS.

When precise integral estimates are required (as is the case for computing numerical derivatives of the free energy), it is clear that normalizing flows are able to outperform VEGAS, with the caveat that a high sample complexity is required to reach this low precision. We now demonstrate that this initial high sample complexity is a one-time cost, and that normalizing flow models transfer exceptionally well when either the density, temperature, or even the nuclear potential in Eq. (5) is replaced by the pion-exchange terms up to next-to-leading-order in the chiral expansion.

We also show in Fig. 2 the ability for each model to adapt to nontrivial changes in the choice of nuclear potential. In particular, the dashed lines in the left panel of Fig. 2 denote the total relative uncertainty in the evaluation of $\Omega^{(2)}_{\text{MC}}(n,T)$ in Eq. (5) using the VEGAS (green) and normalizing flow (red) Monte Carlo integration algorithms compared to the exact evaluation $\Omega^{(2)}_{\text{GQ}}(n,T)$ using Gaussian quadrature. The VEGAS and normalizing flow models were initially trained at $n = n_0$ and $T = 25$ MeV and then transferred to lower temperatures using 100 additional training iterations (500,000 samples).

In Fig. 3 we show the true Monte Carlo integration errors for Divonne, VEGAS, and normalizing flows by comparing to exact results obtained from Gaussian quadrature (GQ). In general, we observe that the integral estimates for $\Omega^{(2)}_{\text{MC}}$ from the normalizing flow and VEGAS are within one or two standard deviations of the exact result $\Omega^{(2)}_{\text{GQ}}$, while Divonne significantly underestimates its actual error.

We now estimate how the uncertainties in the Monte Carlo estimates for the grand canonical potential from the VEGAS and normalizing flow models propagate to the calculation of numerical derivatives. In the top and lower panels of Fig. 4 we show the 1st and 2nd order derivatives of $\Omega^{(2)}$ with respect to the density and temperature, respectively. The central finite difference method of order 2 is applied to calculate the numerical derivatives from the VEGAS (green) and normalizing flow (red) datasets generated in Fig. 2 as well as the exact results obtained through Gaussian quadrature (blue). We see that the improved numerical precision from the normalizing flow leads to significantly better estimates of free energy derivatives. In particular, we can see that in
the low-temperature region the derivatives from VEGAS fluctuate strongly about the true value, while the results from the normalizing flow are stable and match the exact values well even for the 2nd-order derivatives.

Outlook: In the present work, we have performed proof-of-principle calculations demonstrating the potential of normalizing flow based importance sampling in the context of nuclear many-body perturbation theory. In particular, we have shown that normalizing flows are able to learn models of the target integrand which allow for precise integral estimates and which can be transferred to related integrals with minimal additional computational cost. Ultimately, this leads to speedup factors on the order of 100 compared to VEGAS when precise integral evaluations must be repeated across a multi-dimensional phase space, such as in calculations of the free energy and its numerical derivatives in astrophysical equation of state tables. Numerous extensions and further applications are envisioned. One important application is the nucleon single-particle energy, a quantity that varies over the four-dimensional parameter space \( \{n, T, \rho, q\} \), where \( q \) is the nucleon momentum. First and second-order derivatives of this quantity are needed when computing e.g., the nucleon effective mass. Another application is to nuclear matter response functions, which vary over the five-dimensional parameter space \( \{n, T, \rho, q, \omega\} \), where \( q \) and \( \omega \) represent the momentum and energy transfer to the medium. In all of these cases, normalizing flows may allow for the inclusion of perturbation theory contributions that at present are too computationally demanding to map over the full phase space needed in astrophysical applications.
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