Extracting partition function zeros from Fukui-Todo simulations
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Abstract – The Fukui-Todo algorithm is an important element of the array of simulational approaches to tackling critical phenomena in statistical physics. The partition-function-zero approach is of fundamental importance to understand such phenomena and a precise tool to measure their properties. However, because the Fukui-Todo algorithm bypasses sample-by-sample energy computation, zeros cannot easily be harnessed through the energy distribution. Here this obstacle is overcome by a novel reweighting technique and zero-detection protocol. The efficacy of the approach is demonstrated in simple iconic models which feature transitions of both first and second order.
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Introduction. – Since its introduction by Lee and Yang in 1952 \cite{1} and extension by Fisher in 1965 \cite{2}, the partition-function-zero approach has been established as a powerful tool to understand and analyse phase transitions at fundamental and precise levels \cite{3}. Despite extensive literature on its theory and applications (see for example the review \cite{4} and references therein) only a few models permit exact computation or analytical estimation of zeros and their critical properties. Instead, the vast majority of cases necessitate computer simulations.

Introduced in 2009, the Fukui-Todo (FT) cluster algorithm is one of the most advanced approaches to Monte Carlo simulations and it has proved especially important for systems with long-range interactions \cite{5}. It has been used to tackle such circumstances in the Ising model \cite{6}, Heisenberg model \cite{7}, Potts model, \cite{8}, spin glasses \cite{9}, as well as Bose-Einstein condensates \cite{10} and many other situations \cite{11}. Its strength is that it performs in $O(N)$ time for long-range systems, an order of magnitude faster than the $O(N^2)$ operations per sweep delivered by earlier, benchmark algorithms. However, its distinct feature of bypassing sample-by-sample computation of system energy has thus far hindered attempts to harness the power of the partition-function-zero approach.

The aim of this letter is to present a way to overcome this obstacle and marry the two techniques, each of which has broad applicability in statistical physics. Our objective is therefore to extract partition functions zeros from data produced by the FT algorithm. To demonstrate this proof of concept we focus on Fisher rather than Lee-Yang zeros. Fisher zeros are more challenging to extract because of the absence of a Lee-Yang–type theorem to limit their trajectory. Also, because our aim is to demonstrate a method, rather than to extract ever more precise critical exponents, we focus here on simple short-range models rather than the long-range systems often associated with the FT algorithm. Notwithstanding that, precision of critical exponents extracted from our approach demonstrates the efficacy of both the algorithm and the zero-extraction technique.

With these aims and objectives in mind, we therefore apply the algorithm to the $q$ state Potts model. We consider each vertex $i, j$ of an arbitrary graph as occupied by a spin $s$ that can be in one of $q$ discrete states $s_i = 1, \ldots, q$. Each edge or bond $l$ represents an interaction between them. The corresponding Hamiltonian reads

$$H = -\sum_{(ij)} J_{ij} \delta_{s_i s_j} = -\sum_{l} J_l \sigma_l,$$

(1)

where the first sum is over pairs of spins with $J_{ij}$ the associated coupling constant. Non-interaction between any such pair is modelled by setting $J_{ij}$ to 0. In the second summation $\sigma_l = \delta_{s_i s_j}$ and $J_l = J_{ij}$ where $s_i$ and $s_j$ are the spins located at the ends of an edge $l$. 
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The thermodynamic properties of the system are encoded in its partition function,
\[
Z(\beta) = \sum_{\{s\}} e^{-\beta H},
\]
where \(\beta\) is a measure of inverse temperature and the sum is over all possible spin configurations. For example, the internal energy is its first derivative,
\[
E(\beta) = \langle H \rangle_\beta = \frac{\partial \ln Z(\beta)}{\partial \beta},
\]
and the specific heat is the second derivative:
\[
C(\beta) = \frac{\beta^2}{N^2} \langle (H - \langle H \rangle)^2 \rangle_\beta = -\frac{\beta^2}{N^2} \frac{dE}{d\beta}.
\]
The subscripts here indicate the temperature at which thermodynamic averaging, denoted by brackets, is carried out with the partition function given by eq. (2). With complex temperature, \(\beta = \beta_r + i\beta_i\), this partition function becomes
\[
Z(\beta_r + i\beta_i) = Z(\beta_r) \langle \cos(\beta_i H) + i \sin(\beta_i H) \rangle_{\beta_r},
\]
where the subscript indicates the expectation value is taken at real value of the inverse temperature \(\beta_r\). When expectation values of trigonometric functions, \(\langle \cos(\beta_i H) \rangle_{\beta_r}\) and \(\langle \sin(\beta_i H) \rangle_{\beta_r}\), are accessible, a standard approach to extracting Fisher zeros is to plot contour lines in the complex plane along which they separately vanish in order to identify overlap where the full partition function vanishes [12]. Note that simulations at complex \(\beta\) values are not required. Usually this contour approach is used to give a first estimate of the partition function zeros and, once these locations are at hand, a standard search algorithm deployed in their vicinity for augmented precision [13]. However, unlike the response functions (3) and (4), expectation values of the trigonometric functions embedded in eq. (5) are not expressible in terms of derivatives of the partition function. Instead, contour plots coming from eq. (5) require knowledge of the energy per sample. As we shall see, the FT algorithm does not deliver this and adjustment is required to extract zeros from FT simulations. An effective way to achieve that adjustment is the main contribution of this letter.

We start by describing the main features of the FT algorithm and explaining why it does not deliver partition functions in the form of eq. (5). We then introduce a way to analyze the partition function zeros within the FT framework. To validate the approach, we use the FT algorithm to simulate the (short-range) 2D Potts model and use the partition-function-zeros approach to extract its critical behaviour. We compare these results to exact results and results from other simulations in the literature. We end the letter by drawing conclusions about the reliability and potential of the new method and discuss proposals for its further use.

**Fukui-Todo algorithm.** – Fortuin and Kasteleyn [14] introduced a way to sum over all possible spin configurations (denoted \(\{s\}\)) of a system. To this end they extended the phase space to include graph configurations for the lattice the model is placed on. Each bond \(l\) in the graph is assigned a variable \(k_l\), which vanishes when inactive or absent and takes the value \(k_l = 1\) otherwise. The Fortuin-Kasteleyn partition function is then
\[
Z_{ FK} = \sum_{\{s\}} \prod_{l=1}^{N_b} (e^{\beta J_l} - 1)^{k_l} [1 - k_l(1 - \delta_{s,s_j})],
\]
where the second sum is taken over all possible bond states and \(N_b\) denotes the total number of bonds. By taking the sum over \(\{g\}\) in eq. (6) one easily recovers the Gibbs partition function (2) so that \(Z\) can be represented as \(Z_{ FK}\).

The FT algorithm utilises an extended representation of the Fortuin-Kasteleyn partition function [14]. Instead of \(k_l \in \{0,1\}\), the bond variables are allowed to take any non-negative integer value \(k_l \in \mathbb{N}_0\) and these values are distributed in a Poissonian manner [5]:
\[
f(k_l; \lambda_l) = \frac{e^{-\lambda_l} \lambda_l^{k_l}}{k_l!},
\]
where \(\lambda_l = \beta J_l\). Bonds with \(k_l = 0\) are considered as inactive and \(k_l \geq 1\) as active. In this extended phase space the partition function is
\[
Z_{ FT} = \sum_{\{s\}} \prod_{l=1}^{N_b} \sum_{k_l=0}^{\infty} \Delta(\sigma_l, k_l) V_l(k_l),
\]
where
\[
\Delta(\sigma_l, k_l) = \begin{cases} 0, & \text{if } k_l \geq 1 \text{ and } \sigma_l = 0, \\ 1, & \text{otherwise}, \end{cases}
\]
\[
V_l(k_l) = \frac{(\beta J_l)^{k_l}}{k_l!}.
\]
Summing over \(k_l\) in eq. (8) delivers a partition function identical to (2).

The FT algorithm takes advantage of the Poisson process for independent events in that only one random variable needs to be generated and then distributed among the bonds with mean \(\lambda_{tot} = \beta \sum_l J_l\). This fact can be easily illustrated by the following equation:
\[
\prod_{l=1}^{N_b} f(k_l; \lambda_l) = f(k_{tot}; \lambda_{tot}) \frac{(k_{tot})!}{k_1! k_2! \cdots k_{N_b}!} \prod_{l=1}^{N_b} \left( \frac{\lambda_l}{\lambda_{tot}} \right)^{k_l}.
\]
Generating a random number from a Poisson distribution takes \(O(\lambda_{tot})\) time, which is \(O(N)\) for models with converging energy per spin. The second step, distributing these random numbers, can be performed in \(O(1)\) time with the help of Walker’s method of alias [15] so that the full Monte Carlo update in the FT approach takes \(O(N)\) time. (In contrast, when applied
to long-range interacting models, conventional Swendsen-Wang and Wolff algorithms necessitate \( O(N^2) \) operations per Monte Carlo sweep while the Luijten-Blöte requires \( O(N \log N) \) time [16].

Although, in the FT algorithm only \( K = \sum_k k_i \) is directly measured, some observables are available at no extra cost. E.g., the internal energy is

\[
E = -\frac{\partial}{\partial \beta} \ln \left( \sum_c \sum_k \prod_{l=1}^{N_v} \Delta(\sigma_l, k_l) v_l(k_l) \right) = J - \frac{1}{\beta} \langle K \rangle_{\beta},
\]

where \( J = \sum_i J_i \). The specific heat is obtained similarly:

\[
C = -\frac{\beta^2}{N} \frac{dE}{d\beta} = \frac{1}{N} \left[ \langle K^2 \rangle_{\beta} - \langle K \rangle_{\beta}^2 - \langle K \rangle_{\beta} \right].
\]

In addition one can easily compute magnetisation \( m \) at each step of the algorithm. Having both specific heat and magnetisation at hand it is possible to extract the values of critical exponents and the critical temperature using conventional finite size scaling (FSS) techniques [17]. One cannot easily construct the counterpart of the thermodynamic expectation values in eq. (5), however, because these are not expressible in terms of \( K \). Therefore one appears to have a choice — either slow-update direct measurements of the energy for usage in eq. (5) or abandonment of the zeros approach to afford a computational effort per update of the order of \( O(N) \). Next we draw from ref. [18] to overcome this apparent mutual exclusivity.

**Extracting the zeros through FT reweighting.** — Reweighting is an established method to boost the quality of Monte Carlo calculations. It can provide statistical estimators for energy distribution density or mass functions by combining histograms obtained through simulations at various given temperatures into a single multihistogram [19]. This enables a better approximation to the spectral density over a wider range of temperature values and facilitates analytic continuation into the complex plane. It was applied to the calculation of Fisher zeros in [20,21].

It is also possible to make use of reweighting in the context of FT. From eq. (8) it is easy to derive the relation between the partition functions at different temperatures [18]

\[
Z_{\beta}(\beta') = Z_{\beta}(\beta) \left\langle \left( \frac{\beta'}{\beta} \right)^K \right\rangle_{\beta}.
\]

Because \( K \) is distributed according to the Poisson distribution the average in eq. (14) is convergent and, assuming that it is equivalent to the average over the simulation data, it transforms into \( 1/M \times \sum_{i=1}^{M} \langle \beta'/\beta \rangle^{K_i} \), where the summation extends over all \( M \) measurements. As for eq. (5), this facilitates zeros at complex \( \beta' = \beta_r + i\beta_i \) to be extracted from simulations performed at real temperatures \( \beta \). Again, because the partition function \( Z(\beta) > 0 \) is strictly positive, one only has to find \( \beta' \in \mathbb{C} \) such that

\[
\frac{1}{M} \sum_{i=1}^{M} \left( \frac{\beta'}{\beta} \right)^{K_i} = 0.
\]

Solving this equation for the complex values of \( \beta' \) allows one to locate the Fisher zeros (with the \( 1/M \) factor obviously playing no significant role).

**FT contours.** — As in earlier studies of [22] Lee-Yang zeros and [12] and Fisher zeros, the solution of eq. (15) can be estimated with the help of graphical representation. To do so, we create a mesh on the upper \( \text{Im} \beta > 0 \) part of the complex plane in the vicinity of the critical temperature. For each point of this mesh we numerically compute both real and imaginary parts of the left-hand side of eq. (15). Then the contours where each part separately changes sign are found. The intersection of these contours gives the region where the Fisher zero lie. Within this region the process is repeated with higher resolution. For this second step, the four closest points to the intersection point are taken (two on the contour where the real part changes its sign and two on the line where the imaginary part changes its sign). We take the intersections of the diagonals of the rectangle built from these four points as an estimate for the Fisher zeros.

However, the average value of \( K \) grows proportionally to the number of edges in the system. Therefore, the number of contours grows as well. A similar problem is encountered in previous contour plots and to ameliorate it in ref. [21] complex partition functions \( Z(\beta) \) were normalised by a real normalising factor \( Z(\text{Re}\beta) \). Likewise, to better locate the coordinates of zeros the minimal value \( K_{\text{min}} = \min \{ K_i \} \) can be subtracted from each term in the sum changing eq. (15) to the form

\[
\sum_{i=1}^{M} \left( \frac{\beta'}{\beta} \right)^{K_i - K_{\text{min}}} = 0.
\]

Here \( K_{\text{min}} \) is the minimum value of \( K \) over each simulation with a given graph, temperature \( \beta \) and the number of states \( q \). Since the ratio of the temperatures is non-zero, dividing each of the terms in the sum by a non-zero value does not change the location of the roots of this equation. But it does change the line (contour) where both real and imaginary parts change the sign.

To demonstrate how this procedure works, we plot in fig. 1 the real and imaginary contours for the case of the \( q = 2 \) Potts model (the Ising model) on a 2D square lattice of 48 x 48 spins. The upper panel depicts the contours obtained from eq. (15) and the lower panel shows those obtained from eq. (16) where \( K_{\text{min}} = 3142 \). The maximum value of \( K_i \) in this case is \( K_{\text{max}} = 3820 \). This renormalisation means that the complex function whose roots we seek is not raised to powers as high as \( K_{\text{max}} \) but instead to a maximum power of \([K_{\text{max}} - K_{\text{min}}] \). Besides aiding the root-finding process, we observed that this reduces our computation time by up to 10%.
Results for the Potts model. – Having introduced the approach, we next need to calibrate it against previous approaches to substantiate claims as to its efficacy. The 2D Potts model is often used as a test bed in such circumstances [23–25] because some results are known exactly [26,27]. In particular, the critical or transition temperature is

\[
\beta_c = \frac{1}{\log(1 + \sqrt{q})},
\]

For \( q \leq 4 \) this model displays second-order phase transitions, while for \( q > 4 \) transitions are discontinuous [26]. We consider \( q = 2, 3, 6 \) to straddle the two regimes. In the second-order case, finite-size scaling of Fisher zero involves the correlation length critical exponent \( \nu \) [28]:

\[
\begin{align*}
\text{Re } \beta &= \beta_c + A \cdot L^{-1/\nu}, \\
\text{Im } \beta &= B \cdot L^{-1/\nu}.
\end{align*}
\]

In the \( q = 2 \) (Ising) and \( q = 3 \) cases, \( \nu = 1 \) and \( \nu = 5/6 \), respectively [26]. Formally identifying \( \nu \) with \( 1/d \) in the first-order case can be used to discriminate between the two types of phase transition (a theoretical basis for this identification is given in ref. [29]) so that \( \nu \) is effectively \( 1/2 \) in our case of two dimensions.

For each value of \( q \) we performed simulation on lattices with periodic boundary conditions at the thermodynamic-limit critical temperature of eq. (17). Autocorrelation times are relatively smaller in the second-order cases; e.g., for \( q = 2 \) it is given by \( \tau \approx 6 \) when \( L = 32 \) and \( \tau \approx 11 \) for \( L = 256 \). With system growth, these autocorrelation times grow slowly and we collected 500000 uncorrelated measurements for system sizes ranging from \( L = 32 \) to \( L = 256 \) in steps of \( \Delta L = 16 \) in each case (\( q = 2 \) and \( q = 3 \)). For \( q = 6 \) the situation is quite different; due to the first-order phase transition there, the autocorrelation time grows exponentially with the system size. This renders simulations more expensive; for the smallest system size we considered, namely \( L = 32 \), the autocorrelation time is \( \tau \approx 188 \). In this case we collected 200000 uncorrelated measurements for system sizes varying from \( L = 32 \) to \( L = 192 \) with the same step \( \Delta L = 16 \).

We determined the Fisher zero closest to the real axis using the protocol outlined above. Errors estimates were determined using a variation of the blocked jackknife method. We split the whole dataset into 100 parts, then each of the parts was in turn excluded from the original data to generate 100 smaller sets. Each of these 100 data sets is used to compute the FT contours (in the same area of the complex temperature plane). Then these contours are used to extract location of the partition function zeros. The mean and variance of the 100 zeros coming from the 100 data sets were considered as coordinate and error estimates for the final zeros. Finite-size scaling of the imaginary parts of the first Fisher zeros for the Ising model on square lattices is illustrated in fig. 2, with system sizes varying from 16 to 256. (We plot imaginary parts only because, unlike the real parts, there is no associated pseudocritical point to complicate the fits. Imaginary parts of the zeros are known to deliver cleaner results than the real and imaginary parts of eq. (15) (upper plot) and eq. (16) (lower plot) change sign. Subtracting the minimal value \( K_{\text{min}} \) allows one to significantly “clean” the plot and better locate the intersection points, which are the Fisher zeros. This example is shown for the two-dimensional Ising model (\( q = 2, d = 2 \)) on a square lattice with the system size 48 × 48.

Fig. 1: Blue and orange lines represent the points where the real and imaginary parts of eq. (15) (upper plot) and eq. (16) (lower plot) change sign. Subtracting the minimal value \( K_{\text{min}} \) allows one to significantly “clean” the plot and better locate the intersection points, which are the Fisher zeros. This example is shown for the two-dimensional Ising model (\( q = 2, d = 2 \)) on a square lattice with the system size 48 × 48.

Fig. 2: Imaginary parts of the coordinates of the first Fisher zero as a function of the inverse system size for the two-dimensional Ising model (\( q = 2, d = 2 \)) on a square lattice.

\[
\begin{align*}
\text{Re } \beta &= \beta_c + A \cdot L^{-1/\nu}, \\
\text{Im } \beta &= B \cdot L^{-1/\nu}.
\end{align*}
\]
Table 1: Benchmarking the results of this paper with exact values and results from other methods in the literature. The first column indicates three different numbers of states that were considered. The second and the third columns give the exact critical temperature and the one obtained within our approach correspondingly. The last three columns compare the exact value of the correlation length critical exponent with our results and those known in the literature.

| $q$ | $T_c$ (exact) | $T_c$ (this paper) | $\nu$ (exact) | $\nu$ (this paper) | $\nu$ (from literature) |
|---|---|---|---|---|---|
| 2 | 0.28365 | 0.28361(3) | 1 | 0.999(2) | 1.003(10) [30], 1.03(4) [31], 1.00(4) [32], 1.0016(25) [33] |
| 3 | 0.24874 | 0.24873(1) | 0.8333 | 0.8337(5) | 0.81(2) [34], 0.818(18) [35], 0.824(4) [33], 0.838(3) [36], 0.8197(17) [37], 0.83(2) [38] |
| 6 | 0.201902 | 0.201898(1) | 0.5 | 0.526(5) | 0.515(5) [39] |

As expected, with increasing system size the imaginary parts of the zeros decrease to accommodate reaching the real axis in the thermodynamic limit. The errors of the coordinates are smaller than the size of a point.

Having coordinates of the first Fisher zero for various system sizes allows using the FFS ansatz (18) to extract the values of critical exponent $\nu$ from the scaling of the imaginary part and critical temperature $T_c$ from the scaling of the real part. Again, our aim is not to deliver the most precise estimates of critical exponents — this is unnecessary since $\nu$ and $T_c$ are exactly known. Instead we seek to compare estimates coming from the the novel approach presented above to other estimates in the literature to demonstrate the new approach successfully marries partition function zeros to the FT algorithm.

To fit to the form (18) we used the quasi-Newton method [40] with a weight of each point being inversely proportional to the square of the error of the corresponding coordinate. Resulting estimates are listed in table 1. The critical temperature estimates can only be obtained from the scaling of the real part of the zeros.

For each of the three values of $q$ the discrepancies between the obtained value of the critical temperature and the expected one is four orders of magnitude smaller than the value itself. For the first-order transition at $q = 6$ the obtained value of the critical exponent is significantly higher, however. This might reflect the fact that in this case we have much smaller statistics due to the slowing down issues, and the errors are known to be proportional to the inverse square root of the number of measurements $M^{-1/2}$. Another explanation is that corrections to the scaling play a significant role in this case. To test this hypothesis, we excluded from consideration the eight smallest system sizes, which are the most affected by the corrections. This allowed to improve the estimate for the critical exponent from $\nu = 0.537(1)$ to $\nu = 0.526(5)$. In fig. 3 we show how the estimated value of $\nu$ systematically approaches the expected one as smaller system sizes are excluded from consideration.

For the second-order regime the estimates of $\nu$ are also very close to the expected one. To calibrate our method against existing ones, we compare our results to those from the literature. For $q = 2$, our value for the correlation length critical exponent $\nu = 0.999(2)$ is within error from the exact value. (Unfortunately, refs. [30,32], where two comparable methods are introduced, do not provide information on the number of measurements they were using.)

A similar situation is observed in the $q = 3$ case. Our estimate for the critical exponent $\nu = 0.8337(5)$ is the closest to the exact value. Qian et al. [38] reported $\nu = 0.833(20)$ using a variant of a Luijten-Blöte algorithm\(^1\).

---

\(^1\)We used the hyperscaling relation to obtain this value.
Their result is comparable to ours, but it had 50 times more measurements.

Finally, in the first-order regime, i.e., $q = 6$, our result $\nu = 0.537(1)$ is much higher than the expected one and the only simulational result we were able to find in the literature\(^2\). The reason that the result obtained by Iino et al. is much better is that they did $10^9$ Swendsen-Wang cluster updates on 960 independent samples, which far exceeds the number of updates we did. Additionally, in this case excluding small system sizes allows to slightly improve the estimate $\nu = 0.526(5)$. Corrections to scaling clearly play a significant role here.

Conclusions. – We have presented a simple way to extract Fisher zeros from simulational data obtained within the FT algorithm. Combining these two approaches was hitherto impaired because the FT algorithm does not measure energy in each MC sample. We adapted contour plots as a simple way to overcome this. We tested our approach on well-studied, short-range benchmark models. Results are in a good agreement with exact values and competitive with simulational results for response functions in the literature even though our study uses fewer Monte Carlo samples. We expect this efficiency is because, probing properties of the partition function itself and not its moments or derivatives, zeros deliver cleaner (less noisy) results. The potential for computational efficiency of our approach is that it harnesses advantages of two powerful schemes widely used in statistical physics. This opens a way for statistical physicists to benefit more profitably from the FT algorithm which requires $O(N)$ run-time even for models with long-range interactions.
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