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Abstract—Semantic image synthesis aims to transfer semantic label maps to photo-realistic images. Despite the significant successes achieved to date by state-of-the-art methods, there is a major gap between the quality of photo-realistic images and the quality of synthesized images. This gap is caused by training stability problems such as diversity of image generation, and the lack of semantic information. Also, this kind of task still poses a significant problem concerning computational time. Furthermore, opening a way to use a consistent and unified loss function for different tasks, datasets, and various generated images will be considerable assistance to tackle the challenges of training stability. In this survey, we discussed the Generative Adversarial Networks (GANs) model because of the ability to synthesize good samples directly. A literature discussion between different methods used to improve the result of GAN have been discussed which aims to produce better results and generate more samples. Moreover, a combination of different techniques from different fields was discussed.

Index Terms—Generative Adversarial Networks (GANs), Semantic Image Synthesis, Local Binary Pattern (LBP)

I. INTRODUCTION

Nowadays, there are a lot of tasks related to computer vision, computer graphics, and image processing fields, which have been developed to solve real-life problems. Semantic image synthesis is one of these tasks. Semantic image synthesis is an image-to-image translation task and a specific form of conditional image synthesis, which is converting a semantic label map to a photorealistic image. This task has a wide range of applications such as image editing, content generation, and medical area [1–10], and it can be solved by one of the generative model techniques. Most state-of-the-art techniques are based on Generative Adversarial Networks (GANs) [11]. GAN has gained enormous attention in the machine learning field because of their algorithms depend on directly sample from the underlying density function without relying on any assumptions such as in variational, Markov chains, or other methods related to generative models. Furthermore, GAN can learn complex data and high-dimensionality and is capable of generating realistic samples from latent space. These features have made it possible for GAN to enjoy great success. The training phase of the generator and the discriminator is illustrated in Fig 1.

Despite the significant successes achieved to date, applying GAN to the semantic image synthesis task still poses significant challenges such as the diversity of image generation, computational time, lack of semantic information, and training stability. Also, a few numbers of research tries to combine GAN with other techniques whether its computer vision, computer graphics, or image processing technique to improve GAN results.

The main goal of this paper is to illustrate the Semantic Image Synthesis task and some challenges related to this task, and some techniques used to tackle some of these challenges. One of the important techniques is the generative models and their variant probability distributions, also we discuss the importance of normalization layers for the Semantic Image Synthesis task. Besides, we mention Local Binary Pattern (LBP) technique which is one of the most common texture feature extraction techniques. Finally, we propose a combination of all of the above-mentioned techniques to tackle these challenges.
II. METHODOLOGY

The need for Forward-Looking Techniques to tackle real-world problems increases over time. These techniques will play a significant contribution, reduce the gap between current results and expected results, and drive the entire literature in the right direction to find an optimal solution for these problems. Besides, we want these techniques to be able to explain how their results and assumptions have been made. To bring us one step closer achieve that, we need a combination of different techniques from one or more fields. A discussion about semantic image synthesis and the most recent techniques used to solve this task is present in the following subsections.

A. Semantic Image Synthesis

Semantic Image Synthesis is the task of generating photo-realistic images using only a semantic segmentation map which makes this task have a wide range of applications. As mentioned in the previous section the semantic image synthesis task is facing many challenges such as the diversity of image generation, computational time, lack of semantic information, and training stability. Fig 2 illustrates Semantic Image Synthesis. Subsequent sections will discuss the recent techniques used in the Semantic Image Synthesis task such as Generative Models, Normalization Layers, and some common texture feature extraction techniques like Local Binary Pattern (LBP).
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**Fig. 2. Illustration of Semantic Image Synthesis**

B. Generative models

Generative models are one of the most important machine learning techniques which aim to generate an algorithm to analyze and learn the probability distribution of data. There are a lot of generative models introduced in the past years [11, 35–40] which differ from each other in the way how the probability distribution is computed, or in other words differ in the density function whether it is an explicit density or an implicit density. Also, the generative models use additional information or assumptions such as variational [35], Markov chains [38, 40], or other assumptions. Unlike previous methods, Generative adversarial Networks (GANs) [11] doesn’t rely on any assumptions about any kind of information.

C. Variation of GANs

In the context of GAN, there are two neural network models. These two models represent two players in a game competing against each other. One of these models is a generator network that is trained to generate realistic samples, and the other model is a discriminator network that examines generated samples and estimates whether it is real or fake. These two models are in constant battle throughout the training process. GAN is mostly intended to solve the task of generative modeling. The goal eventually is to try to learn a program that can generate new examples of data that resemble the existing distribution of samples.

GAN has shown the capability of generating realistic images [34, 41–47], and have a lot of advances and types in many perspectives such as latent space [12–16], network architecture [23–26], and objective function [17–22], and driven design applications such as style transfer [27, 29, 30], text-to-image translation [31, 32, 48–51], face aging [52, 53], image super resolution [28, 54, 55], and video generation [56]. A taxonomy of above mentioned methods and variations illustrated in Fig 3.

GANs have shown the capability of generating realistic images. Moreover, to generate user-specific images, Conditional GANs (CGANs) [12] have been proposed for generating images of only one particular class. Latent variable is passed to the generator and the discriminator. The generator learns side-information conditional distributions, as it is able to disentangle this from the overall latent space. Similar to CGAN, latent variable in ACGAN [13] is passed to the generator. Discriminator is tasked with jointly learning real-vs-fake and the ability to reconstruct the latent variable being passed in.

In InfoGAN [14] instead of the latent variables being known a priori from a dataset, make parts of latent space randomly drawn from different distributions. Make the discriminator reconstruct these arbitrary elements of latent space that are passed into the generator. Semi-supervised GAN (SGAN) [16] is proposed in the context of semi-supervised learning. Semi-supervised learning is a promising research field between supervised learning and unsupervised learning. Unlike supervised learning, in which we need a label for every sample, and unsupervised learning, in which no labels are provided, semi-supervised learning has labels for a small subset of example. Compared to FCGAN, SGAN’s discriminator is multi-headed i.e., it has softmax and sigmoid for classifying the real data and distinguishing real and fake samples respectively. Traditional GANs have no means of learning the inverse mapping. Bidirectional GAN (BiGAN) [15] is designed for this purpose.

Introducing a new network architecture becomes a very important way in order to make a significant change in the context of GAN especially, or in deep learning generally. Deep Convolutional GAN (DCGAN) [23] is the first work that applied a deconvolutional neural networks architecture for the
generator and provides a set of ad-hoc guidelines for building architectures for images, and enabled a lot of current progress in GAN research. Progressive GAN (ProGAN) [24] aims to enhance the image by increasing its resolution and include progressive steps to expand the network architecture. This method uses a progressive growing methodology which begins with 4×4 resolution and ends with 1024×1024 resolution. At every step in the training process, new layers are added to the network architecture by learning from the previously learned features. Lately, a lot of state-of-the-art methods use the progressive growing methodology to increase the resolution of the synthesized image.

Self-attention GAN (SAGAN) [25] uses self-attention mechanism to obtain higher details for objects in images. Benefiting from the self-attention mechanism, SAGAN can capture global spatial information and long-range dependencies to synthesize images. BigGAN [26] have been designed based on SAGAN and use spectral normalization [57]. The authors focused on scalability, stability, and robustness. Also, they scale the batch size and use residual blocks with bottlenecks [58]. After BigGAN has been proposed a lot of researches in this literature uses spectral normalization and residual blocks techniques to enhance the generated samples.

The goal of a generative model is to come up with a way of matching their generated distribution to original data distribution. To Minimize the distance between the two distributions is critical for creating a system that generates content that looks good, new, and like it is from the original data distribution. In order to make that happen, a lot of progress has been made to minimize that distance. Wasserstein GAN (WGAN) [17] uses Wasserstein Metric (Earth Mover’s distance) as a cost function. WGAN has been proposed to solve vanishing gradients and mode collapse problems which are common GAN problems in the training phase. But WGAN still suffers from some difficulties such as the complexity in the low-dimensional space and the interactions between the weight constraint and the cost function. For that Improved WGAN (WGAN-GP) [20] have been proposed to solve these problems by reducing the
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LSGAN [19] has a setup similar to WGAN. However, instead of learning a critic function, LSGAN learns a loss function. The loss for real samples should be lower than the loss for fake samples. This allows the LSGAN to put a high focus on fake samples that have a really high margin. Instead of using a discriminator like how the original GAN does. Energy Based GAN (EBGAN) [18] uses an autoencoder to estimate reconstruction loss by applying these steps: (1) train an autoencoder on the original data, (2) now run generated images through this autoencoder, and (3) poorly generated images will have awful reconstruction loss, and thus this now becomes a good measure. Boundary Equilibrium GAN (BEGAN) [21] is an iteration on EBGAN. It instead uses the autoencoder reconstruction loss similar to WGAN’s loss function. Margin Adaptation GAN (MAGAN) [22] is another variation of EBGAN. EBGAN has a margin as a part of its loss function to produce a hinge loss. What MAGAN does is reduce that margin monotonically over time, instead of keeping it constant. The result of this is that the discriminator will autoencode real samples better.

A lot of application-driven design researches have been made based on GAN to solve various types of problems or tasks. CycleGAN [27] aims to solve a problem called image-to-image translation using unpaired images. The image-to-image translation is the task of translating one image domain to another. There are many tasks underlying image-to-image translation like arbitrary style transfer, semantic image synthesis, and multi-model image synthesis. CycleGAN consists of two mapping functions and two discriminators, and two loss functions (adversarial loss and cycle-consistency loss).
DiscoGAN [29] and DualGAN [30] are also proposed to tackle some image-to-image translation problems. StyleGAN [34] uses ProGAN as a baseline, and it uses a lot of techniques such as (1) Adaptive Instance Normalization (AdaIN), (2) A constant learned input (noise input), and (3) Bilinear up/downsampling operations with tuned hyperparameters.

StackGAN [31, 32] proposed for test-to-image translation task, also StackGAN consists of two stages with two discriminators and two generators. The first stage represents a low-resolution and the second stage for a high-resolution image. SRGAN [28] for super-resolution images and it is the first research which has been effective in achieving single image super-resolution. Enhanced SRGAN (ESRGAN) [33] is proposed to solve the problems of SRGAN and improve the details of the synthesized image.

**D. Semantic Image Synthesis with GAN**

Recently a lot of researches used GAN to overcome the semantic image synthesis task which is to generate a photorealistic image given the semantic segmentation map. Details are given in Table I. For instance, Isola et al. propose Pix2pix [1] employs a conditional GAN to learn to translate from one image domain to another, such as semantic labels to Street scene, semantic labels to Facade, and day to night. To synthesize high-resolution images with fine details and realistic features, Pix2pixHD [3] have been proposed. Pix2pixHD consists of a multi-scale discriminator and a coarse-to-fine generator. Also, Pix2pixHD applies LSGAN [35] to stabilize the training, and uses instance-level object semantic information.

Park et al. propose SPADE [6] which takes a noise map as input to the generator which leads to multi-model synthesis and produces spatially-adaptive normalization layers and uses hinge loss term. CC-FPSE [5] employs a weight prediction network for generator with conditional convolutions, it uses feature-pyramid semantic-embedding discriminator. L. Jiang et al. propose TSIT [4] which consists of multi-scale feature normalization (FADE and FAdaIN), and two-stream network design (content and style). Hao Tang et al. propose both EdgeGAN [9] and DAGAN [8] improve details of the synthesized images using the attention mechanisms. EdgeGAN contains a multi-modality discriminator and the generator consists of attention guided edge transfer module and edge generator, and image generator. DAGAN design two modules Spatial Attention Module (SAM) and Channel Attention Module (CAM).

In addition to GAN-based methods, Chen and Koltun [2] suggest that conditional GAN is unstable and has optimization issues for generating high-resolution images. Instead, they apply a cascaded refinement network and use objective function based on a perceptual loss. SIMS [7] is semi-parametric not a GAN-based method, and uses a memory bank and a refinement network.

**III. LOCAL BINARY PATTERN (LBP)**

Local Binary Pattern (LBP) [59] is one of the most common techniques for texture feature extraction and it can be helpful for semantic image synthesis task by preserving the spatial features. LBP is an operator used for describing the spatial features and structure of a rectangular block. Additionally, LBP is a simple but effective texture operator, which involves thresholding the neighborhood of each pixel using the window mean, window medium, or the actual value of the pixel, as thresholds, then extracts an LBP code which represents the spatial feature for that pixel. Fig 4 illustrates these steps which contains: (a) input RGB image is converted to Gray scale, (c) the observed pixel and pixel value of grayscale image, (d) binary encode for the observed pixel and its neighbours, (e) LBP code which represents spatial feature for the observed pixel, and finally (b) the LBP extraction of the input image.
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LBP is widely used in image processing as it is easy and simple to be implemented, and it has been used for a various applications such as face recognition [60, 61], image classification [62–64], image reconstruction [65], and texture classification [66, 67]. Recently researches discussing the power of LBP, simplicity, and how it provides an accurate result. Dhingra et al. [68] discuss the five most prominent texture feature extraction techniques used in CBIR systems including LBP. And Wei et al. [64] talks about how can LBP lessen the workload of CNNs and improve the classification accuracy.
IV. NORMALIZATION LAYERS

Normalization Layers have been recently investigated in many tasks that aim to solve real-world problems, so a lot of modern deep networks use normalization layers or introduce a new normalization to produce fine details for samples such as Batch Normalization [69], Local Response Normalization [70], Instance Normalization [71], Layer Normalization [72], Adaptive Instance Normalization (AdaIn) [34]. Normalization layers are also widely used in Semantic Image Synthesis methods such as, SPADE [6] which propose a spatially-adaptive normalization layer, SEAN [10] takes SPADE as a start point and improve it by adding per-region style encoding, TSIT has been inspired by both SPADE and StyleGAN [34] which introduces a spatially-adaptive normalization layer and adaptive instance normalization layer, respectively. Moreover, most of the proposed semantic image synthesis techniques use both conventional batch normalization layers and instance normalization layers to improve the efficiency of the generated images.

V. DISCUSSION

There is a huge gap between the quality of photo-realistic images and the quality of synthesized images because of the lack of structured information and spatial features. To address these limitations, we can use the Local Binary Pattern (LBP) Generator as illustrated in Fig 5. The semantic label map is passed to LBP Generator as an input, then the LBP generator outputs the estimated LBP feature map L. Meanwhile, the global generator is designed to synthesize photo-realistic images from the input labels. So, we use both semantic label map and generated LBP feature map L to guide the process of generating the photorealistic image by the global generator.

Besides, in Fig 5, the global generator is a deep network designed to output the photo-realistic image. Since the network needs to simultaneously learn appearance and structure information from the input labels. So, we should benefit from the power of normalization layers to prevent semantic information from overloading.

As illustrated in Fig 5, we can develop a discriminator to simultaneously distinguish outputs from two generators (LBP generator and the global generator) to facilitate the training process, which is capable of solving the diversity of generated image and computational time problems, and it opens a way to use a consistent loss function to further tackle the challenges of training stability. Also, it transforms the generated photorealistic output from the global generator to LBP features by an LBP extraction module.

VI. CONCLUSION

Despite the significant successes achieved to date, applying GAN to the semantic image synthesis task still poses significant challenges such as the diversity of image generation, computational time, lack of semantic information, and training stability. To tackle these problems we need new models to be accurate, stable, and flexible to work on a wide range of datasets and applications. In addition, implement a consistent objective function to the new models to facilitate the training phase. Moreover, diving into normalization layers can be very promising like the previous state-of-the-art methods which introduce a new normalization layer.
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