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Abstract
In this paper, we study the zero-shot sketch-based image retrieval (ZS-SBIR) task, which retrieves natural images related to sketch queries from unseen categories. In the literature, convolutional neural networks (CNNs) have become the de-facto standard and they are either trained end-to-end or used to extract pre-trained features for images and sketches. However, CNNs are limited in modeling the global structural information of objects due to the intrinsic locality of convolution operations. To this end, we propose a Transformer-based approach called Three-Way Vision Transformer (TVT) to leverage the ability of Vision Transformer (ViT) to model global contexts due to the global self-attention mechanism. Going beyond simply applying ViT to this task, we propose a token-based strategy of adding fusion and distillation tokens and making them complementary to each other. Specifically, we integrate three ViTs, which are pre-trained on data of each modality, into a three-way pipeline through the processes of distillation and multi-modal hypersphere learning. The distillation process is proposed to supervise fusion ViT (ViT with an extra fusion token) with soft targets from modality-specific ViTs, which prevent fusion ViT from catastrophic forgetting. Furthermore, our method learns a multi-modal hypersphere by performing inter- and intra-modal alignment without loss of uniformity, which aims to bridge the modal gap between modalities of sketch and image and avoid the collapse in dimensions. Extensive experiments on three benchmark datasets, i.e., Sketchy, TU-Berlin, and QuickDraw, demonstrate the superiority of our TVT method over the state-of-the-art ZS-SBIR methods.

Introduction
Sketch-based image retrieval (SBIR) (Eitz et al. 2010; Saavedra, Barrios, and Orand 2015) is a practical problem that the sketch is used as a query to retrieve relevant images from the gallery. The conventional SBIR scenario assumes that the sketch is used as a query to retrieve relevant images from the gallery. The conventional SBIR scenario assumes that the training class set and the test class set are disjoint. Consequently, there has been some work (Shen et al. 2018; Dey et al. 2019) focused on studying the SBIR problem in the zero-shot setting, which assumes that the training class set and the test class set are disjoint. So zero-shot SBIR (ZS-SBIR) is a more challenging problem for the inherent modal gap as well as the semantic gap brought by the zero-shot setting.

So far, most existing ZS-SBIR methods largely rely on convolutional neural networks (CNNs), i.e., they either fine-tune the pre-trained CNNs to extract features and then build projection models to learn a shared embedding space (Dutta and Akata 2019; Hwang et al. 2020), or train the whole model in an end-to-end manner (Liu et al. 2019; Wang et al. 2021). In spite of the excellent representational power of CNNs, these methods are also limited in modeling the global structural information due to the inherent local nature of convolution operations. However, global structural information is essential for the ZS-SBIR task since the only information that the image and sketch together contain is the global structural information of the object. Vision Transformer (ViT) has demonstrated that it is a more advanced alternative to the CNN framework, with the global structural information modeling capability and exceptional transferability. In particular, ViT pre-trained in a self-supervised manner (e.g., DINO (Caron et al. 2021)) surprisingly shows a segmentation property. The suffixes of DINO variants indicate the model size and input patch size, where DINO-S/8 (DINO-B/16) means the “Small” (“Base”) variant with 8×8 (16×16) patch size (as shown in Fig. 1). We can see that the DINO model explicitly learns the object boundaries of images and sketches (Fig. 1(a)), ignoring occlusions and backgrounds. The effect of the segmentation property is also reflected in the retrieval tasks (Fig. 1(b)): DINO-S/8 outperforms ResNet-50 (He et al. 2016) by a margin in both intra- and inter-modal retrieval tasks on unseen data of Sketchy (Yelamarthi et al. 2018).

Motivated by the above observations, we take the first step in this paper towards utilizing the global structure modeling capability of ViT for the ZS-SBIR task. Specifically, we propose a novel approach named Three-Way Vision Transformer (TVT), which integrates two modality-specific ViTs and a fusion ViT into a three-way pipeline by a token-based strategy. As the general framework of our proposed TVT model shown in Fig. 2, the modality-specific ViTs,
pre-trained in a self-supervised manner, is to provide global structural information specific to each image and sketch for fusion ViT. In addition, fusion ViT is the model that an extra fusion token is added to interact with other tokens through the self-attention mechanism, whose output is mapped into a common hypersphere to alleviate the modal gap. Besides, we design a novel method for multi-modal hypersphere learning. The representations of each class are required to be well clustered regardless of modalities (both inter- and intra-modal alignment), but representations of each modality are only individually encouraged to approach the uniform distribution (intra-modal uniformity). As a result, the distributions of each class for both modalities are overlapped on the hypersphere, while avoiding collapse in dimensions. Finally, the fusion ViT is optimized to perform multi-modal hypersphere learning through the fusion token and preserve global structural information through the distillation tokens. Extensive experiments on three benchmark datasets of ZS-SBIR verify the superiority of our TVT method.

We summarize the main contributions of this work as:

- To the best of our knowledge, we are the first to model the global structural information in the field of ZS-SBIR using Vision Transformer, which is critical for the alignment between sketches and images.
- We propose a novel Three-Way Vision Transformer method termed TVT based on the distillation tokens and fusion token. These two types of tokens play the same role as the normal class token, except that the former is used for knowledge distillation and the latter for eliminating the modal gap.
- We devise a novel multi-modal hypersphere learning process that effectively leverages the representational power of the hypersphere by inter- and intra-modal alignment and intra-modal uniformity.

**Related Work**

**Zero-Shot Sketch-Based Image Retrieval.** ZS-SBIR is a challenging task that simultaneously addresses the inherent modal gap and the semantic gap brought by the zero-shot setting. Pioneer work (Shen et al. 2018) first studied the SBIR problem under the zero-shot setting by cross-modal learning (Shen et al. 2021; Xu et al. 2020b). The subsequent work mainly used fine-tuned pre-trained CNNs to extract features and then built projection models to learn a joint embedding space (Xu et al. 2021, 2020a) with the help of semantic information, including the generative adversarial network (Dutta and Akata 2019), the adversarial network with Gradient Reversal Layer (Dey et al. 2019), the content-style disentanglement model (Dutta and Biswas 2019), and so on. (Yelamarthi et al. 2018; Hwang et al. 2020) adopted a variational auto-encoder (VAE) to learn latent embedding space but without semantic information. Unlike the above methods, (Liu et al. 2019) presented a framework that trains CSE-ResNet-50 (Lu et al. 2018) with knowledge distillation in an end-to-end manner, through which features are extracted and cross-modal retrieval is conducted. (Wang et al. 2021) improved this model by tackling the large intra-class diversity of sketches with a category-specific memory bank. However, all these methods largely rely on CNNs and are consequently limited in modeling global structural information, which is greatly important for ZS-SBIR. In this paper, we take the first step to use ViT’s global structure modeling capability for the ZS-SBIR task.

**Vision Transformer.** The architecture of Transformer was firstly introduced by (Vaswani et al. 2017) for machine translation and has currently become the de-facto standard for its tremendous success. Subsequently, several attempts (Hu, Shen, and Sun 2018; Wang et al. 2018b; Li et al. 2019; Ramachandran et al. 2019; Zhang et al. 2020) have been devoted to adapting the mechanism of Transformer to CNNs. More recently, (Dosovitskiy et al. 2021) proposed a convolution-free method that directly applies Transformer to the sequence of image patches, which achieved state-of-the-art results on the image recognition task. (Touvron et al. 2021) subsequently addressed the problem of ViT requiring huge amounts of data and computation from the perspective of knowledge distillation, producing competitive results by training on ImageNet (Deng et al. 2009) solely. (Caron et al. 2021) investigated the impact of self-supervised pre-training for ViT and the resulting model showed a superior segmentation property and performed particularly well with a k-NN classifier alone. In this paper, we leverage the segmentation property to align sketches and images by captured global structural information.

**Representation Learning on the Hypersphere.** (Liu et al. 2017b; Davidson et al. 2018; Xu and Durrant 2018; Wang et al. 2018a) have shown that learning presentations on hypersphere performs better than Euclidean space since angular information preserves key semantics rather than the magnitude. (Sablalrolles et al. 2019) presented a differential entropy regularized derived from the estimator by (Kozachenko and Leonenko 1987), which was subsequently applied to image retrieval with contrastive loss by (El-Nouby
et al. 2021). (Wang and Isola 2020) analyzed the behavior of contrastive learning theoretically and experimentally and argued that optimizing contrastive loss is equivalent to optimizing the two properties of alignment and uniformity. Inspired by this research, we propose multi-modal hypersphere learning to perform intra- and inter-modal alignment with intra-modal uniformity.

 Proposed Method

Problem Definition

We first describe the definition of zero-shot sketch-based image retrieval. The goal of this task is to train a model on the training images and sketches from seen classes and then apply it to extract common representations of unseen data for retrieval. The training dataset of seen classes is denoted as \( D_s = \{ I_s, S_s \} \), where \( I_s \) and \( S_s \) represent sets of natural images and sketches from seen classes \( Y_s \), respectively. Mathematically, they are formulated as \( I_s = \{ (x^i, y^i) | y^i \in Y^s \}_{i=1}^{N_1} \) and \( S_s = \{ (x^j_s, y^j) | y^j \in Y^s \}_{j=1}^{N_2} \), where \( N_1 \) and \( N_2 \) mean the cardinality of the \( I_s \) and \( S_s \), respectively. Similarly, the test dataset can be consistently defined as \( D_u = \{ I_u, S_u \} \) for unseen categories \( Y_u \). Note that under the zero-shot scenario, the scope of seen and unseen classes are disjoint, i.e., \( Y_s \cap Y_u = \emptyset \). This setting implies that we need to improve the generalization of the model trained on limited data.

Network Architecture

The overall framework of the proposed TVT method is illustrated in Fig. 2. The DINO model \( g = h \circ f \) is composed of a ViT backbone \( f \) and an additional projection head \( h \) (an MLP), whose output is a \( K \)-D vector treated as probabilities to achieve self-distillation training. In this way, our TVT model consists of two modality-specific ViTs (\( f_I \) and \( f_S \) for modalities of image and sketch, respectively) with their corresponding projection heads (\( h_I \) and \( h_S \)) and a fusion ViT (\( f_F \)) with two projection heads (\( h_D \) and \( h_F \) for the distillation and fusion token, respectively). For brevity, we hereafter use \( g_I, g_S, g_D, \) and \( g_F \) to denote the joint operations of corresponding \( f \) and \( h \). Then, we integrate them into a three-way pipeline through the processes of distillation and hypersphere learning. The distillation process allows the fusion ViT to reconcile the outputs of \( h_D \) with those of \( h_I \) and \( h_S \) to prevent catastrophic forgetting. Furthermore, the hypersphere learning process aims to learn good representations by performing inter- and intra-modal alignment without loss of uniformity on the unit hypersphere. It is implemented by a token-based strategy that adds a new fusion token to the initial embedding, as shown in Fig. 2(a). The detailed procedure of our TVT method will be described in the remainder of this section.

Image ViT

Firstly, let us briefly review the mechanism of ViT. It consists of alternating \( L \) layers of multi-head self-attention (MSA) and Feed-Forward Network (FFN) blocks. Both MSA and FFN layers contain “pre-norm” layer normalization and are paralleled with skip connections. ViT takes as input a sequence of image patches of fixed resolution \( n \times n \). These patches are then linearly projected and added a learn-
able positional embedding to form a sequence of vector-shaped tokens. An extra learnable class token is incorporated into the sequence to aggregate information from other tokens such that it serves as a global image description. We refer to (Vaswani et al. 2017) for the basic theory of Transformer and (Dosovitskiy al. 2021) for its adaptation to vision tasks.

In this paper, we choose the DINO-S/8 variant (Caron et al. 2021) as the basic architecture for the sake of its excellent performance (shown in Fig. 1) and compact model size, which is even less than ResNet-50 in terms of parameters count. Since the class token of DINO is not attached to any label nor supervision and is instead used for distillation, we renamed it to distillation token to avoid ambiguity.

**Sketch ViT**

Since the original DINO-S/8 model is not trained on sketches data, we firstly fine-tune it on sketches of seen categories in the same self-supervised manner as DINO. Notably, the labels of sketches are excluded from this process to avoid the loss of the pre-trained model’s generalization. This is because the sketch only abstractly depicts the structural information of the object, without the complex textures and background variations like an image. If we fine-tune the pre-trained model based on the supervised signal, this inevitably results in modality-specific overfitting, which is detrimental to the subsequent training process.

More specifically, we utilize the multi-crop strategy to generate a set $V$ of various views for each sketch, which consists of two global views ($x_{g,1}^S$ and $x_{g,2}^S$) with a resolution of 224$^2$ and ten local views with a resolution of 96$^2$. Then, we build the teacher-student architecture that the teacher and student are both initialized from the same pre-trained weights. Specifically, the optimization follows the “local-to-global” strategy by feeding all views of $V$ into the student while only feeding $x_{g,1}^S$ and $x_{g,2}^S$ into the teacher. We denote by $Z_t$, $\tau_t$, and $\theta_t$ ($Z_s$, $\tau_s$, and $\theta_s$) the logits, temperature, and parameters for the teacher (student) and $\psi$ the softmax operation. Finally, the objective can be formulated as:

$$
\min_{\theta_s} \sum_{x \in \{x_{g,1}^S, x_{g,2}^S \}} \sum_{x' \in V} \sum_{x' \in V} \text{KL} \left( \psi \left( \frac{Z_t(x')}{\tau_t} \right), \psi \left( \frac{Z_s(x)}{\tau_s} \right) \right),
$$

where $\theta_s = (1 - \zeta) \theta_t + \zeta \theta_s$ is updated by the exponential moving average of $\theta_s$ and taken as the sketch ViT for the subsequent training.

**Fusion ViT**

Distillation through Tokens. After obtaining two modality-specific ViTs with associated heads, we start to train fusion ViT with supervision from them. Since the two modality-specific ViTs are pre-trained in a self-supervised manner, they are encouraged to discover global structural information specific to each image and sketch. However, the fusion ViT aims to reduce the modal gap between images and sketches of the same category, which will inevitably require the model to pay more attention to the more discriminative local structures shared by the whole category, gradually forgetting the structural information specific to each instance. Therefore, we avoid this catastrophic forgetting phenomenon by knowledge distillation. Given a batch of $N$ images, we reconcile the probability vectors given by $h_D$ with those of $h_I$ through the distillation tokens, which is formulated as follows:

$$
\mathcal{L}_{KD}^I = \sum_{i=1}^N \text{KL} \left( \frac{y_i(x_i^I)}{\tau_I}, \frac{g_D(x_i^I)}{\tau_D} \right),
$$

where $\tau_I$, $\tau_D$, and $\psi$ are the same as defined previously. Similarly, $\mathcal{L}_{KD}^S$ is the knowledge distillation loss for the modality of sketch. Then, we define $\mathcal{L}_{KD}$ as follows:

$$
\mathcal{L}_{KD} = \mathcal{L}_{KD}^I + \mathcal{L}_{KD}^S.
$$

In this way, we prevent our model from reducing the rich visual information to a limited number of concepts selected from the thousands of object classes acquired by pre-training.

**Inter- and Intra-Modal Alignment.** As shown in Fig. 2(b), the fusion tokens of images and sketches are jointly projected into a unit hypersphere in which the images and sketches of the same class are expected to be well clustered. When all classes are well clustered, they are linearly separable in the hyperspace. Therefore, we classify the samples using a linear classifier:

$$
\mathcal{L}_{CLS} = -\mathbb{E} \left[ \log P \left( y_i \mid g_F(x_i) ; \theta_e \right) \right],
$$

where $x_i$ can be an image or a sketch, $\theta_e$ is parameters of the shared classifier. Consequently, $\mathcal{L}_{CLS}$ can perform intra-modal alignment as well as inter-modal alignment by the shared classifier. We also propose a center alignment loss that explicitly requires the distributions of sketches and images to overlap on the hyperspace:

$$
\mathcal{L}_{CA} = \sum_{i \in I; S} \left( \frac{c_i^*}{\|c_i^*\|_2} \right),
$$

Here $\lambda$ is the weight of the exponential moving average. $N_{y_i}$ is the number of samples $x_i^*$ with the label $y_i$ in the batch. $I$ and $S$ indicate the modalities of image and sketch. The centers are $l_2$-normalized to map back to the hypersphere. Equipped with $\mathcal{L}_{CLS}$ and $\mathcal{L}_{CA}$, we align the distributions of the bi-modal data from both inter-modal and intra-modal aspects.

**Intra-Modal Uniformity.** Both alignment and uniformity are key properties of representations in the hypersphere. Where uniformity implies an efficient use of the representational power of the hypersphere. Specifically, we adopt the average Gaussian potential to encourage the uniformity of sketches or images:

$$
G_i(x_i^*, x_j^* ; g_F) = e^{-\|g_F(x_i^*) - g_F(x_j^*)\|_2^2},
$$

$$
\mathcal{L}_{UNI}^I = \log \mathbb{E} \left[ G_i(x_i^*, x_j^* ; g_F) \right], \quad \ast \in \{I, S\},
$$

$$
\mathcal{L}_{UNI} = \mathcal{L}_{UNI}^I + \mathcal{L}_{UNI}^S.
$$
Algorithm 1: Overall training procedure of TVT.

Phase 1: Fine-tuning sketch ViT.

Input: \( S_s = \{(x_i^S, y_i)| y_i \in Y_s\}_{i=1}^{N_s} \)\), batch size \( N \), exponential moving average \( \zeta \).

Output: Model parameters \( \theta_i \)
1: Build a teacher-student architecture (\( \theta_s \) and \( \theta_s \)).
2: \( \theta_i = \zeta \theta_i + (1 - \zeta) \theta_s \).
3: Sample a batch of sketches.
4: Update \( \theta_i \) using Adam optimizer with Eq. 1.
5: \( \theta_i = \zeta \theta_i + (1 - \zeta) \theta_s \).
6: Repeat until Reach maximum iterations.
7: Take \( \theta_i \) as parameters of Sketch ViT.

Phase 2: Training TVT.

Input: \( T_s = \{(x_i^T, y_i)| y_i \in Y_s\}_{i=1}^{N_s} \), \( S_s = \{(x_i^S, y_i)| y_i \in Y_s\}_{i=1}^{N_s} \), batch size \( N \), image ViT \( g_{I} \), sketch ViT \( g_{S} \), learning rate \( \mu \), hyper-parameters \( \lambda, \lambda_1, \lambda_2 \).

Output: Model parameters \( \theta_{f_{p}}, \theta_{h_{p}}, \theta_{h_{d}} \).
1: Build the three-way pipeline.
2: Repeat.
3: Sample a batch of images and sketches.
4: Compute the objective \( \mathcal{L} \leftarrow \mathcal{L} \).
5: \( \theta_{f_{p}} \leftarrow \theta_{f_{p}} - 0.1 \mu \nabla_{\theta_{f_{p}}} \mathcal{L} \).
6: \( \theta_{h_{p}} \leftarrow \theta_{h_{p}} - \mu \nabla_{\theta_{h_{p}}} \mathcal{L} \). \( \epsilon \in \{F, D\} \).
7: Until Reach maximum iterations.
8: Take trained fusion ViT to conduct ZS-SBIR.

where \( t \) is a fixed parameter. It is worth noting that \( L_{UNI} \) is separately applied on the distribution of each modality, rather than constraining all representations regardless of modalities. Such a design is reasonable because the distributions of both modalities on the hypersphere are expected to approach the uniform distribution, but with overlapping positions learned by inter- and intra-modal alignment.

**Overall Objective.** Finally, the overall objective of the fusion ViT is the linear combination of the four losses as:

\[
\mathcal{L} = \mathcal{L}_{KD} + \mathcal{L}_{CLS} + \lambda_1 \mathcal{L}_{CA} + \lambda_2 \mathcal{L}_{UNI},
\]

where \( \lambda_1 \) and \( \lambda_2 \) are the hyper-parameters of center alignment loss and uniformity loss. The training procedure of our TVT method is shown in Algorithm 1.

**Experiments**

**Experimental Setup**

**Datasets.** We verify the effectiveness of our TVT method on three benchmark datasets of SBIR, i.e., Sketchy (Sangkloy et al. 2016), TU-Berlin (Eitz et al. 2010), and QuickDraw (Dey et al. 2019). **Sketchy** is originally composed of 75,471 sketches and 12,500 natural images from 125 classes. Then (Liu et al. 2017a) extended this dataset with additional 60,502 images, so yielding in total 73,002 images. **TU-Berlin** consists of sketches of 250 categories, with 80 sketches each. It is extended by the collection of 204,489 images provided by (Liu et al. 2017a). **QuickDraw** contains 330,000 sketches and 204,000 images from 110 classes, which makes it the largest dataset among three datasets with the most abstract sketches drawn by the amateur.

**Evaluation Setting.** There are two kinds of seen and unseen class divisions for Sketchy: the one proposed by (Liu et al. 2017a) randomly selects 25 classes as unseen classes, while the one proposed by (Yelamarthi et al. 2018) selects classes that do not overlap with ImageNet categories as unseen classes. For simplicity, we refer to the former one as **Sketchy** and the latter one as **Sketchy-NO**. **TU-Berlin** is similar to Sketchy in that 30 randomly selected classes are used as unseen classes. However, **QuickDraw** is similar to Sketchy-NO in that it selects 30 classes that do not overlap with ImageNet categories as unseen classes. The output of the fusion token is taken as the retrieval feature. In addition, we binarize the real features by iterative quantization (ITQ) (Gong et al. 2012) for comparison. The cosine and hamming distance metrics are used to compute the similarities for real and binary embedding, respectively.

**Implementation Details.** We implement TVT with the popular PyTorch toolkit. For our network architecture, the ViTs consist of 12 Transformer blocks (an MSA and an FFN) with 6 heads in multi-head self-attention. The projection heads contain three fully connected layers with dimensions [2048, 2048, 256] followed by a cosine schedule as well. Especially, the learning rates are set to 0.1*\( \mu \) for the ViTs but \( \mu \) for the projection heads. The temperature \( T_s \) is always 0.1 while \( T_i \) increases linearly from 0.04 to 0.07 during the initial 5 epochs. We follow the data augmentations of DINO (Caron et al. 2021), which consist of color jittering, Gaussian blur, and solarization. The fixed \( \epsilon \) in Eq. 6 is set to 2 according to (Wang and Isola 2020). What’s more, sketch ViT and class centers are updated with \( \zeta = 0.996 \) and \( \lambda = 0.9 \), respectively. Finally, \( \lambda_1 \) and \( \lambda_2 \) are set to 2.0 and 0.5 in all experiments, unless specified otherwise. Further implementation codes and additional experimental analyses can be found in the supplementary material.

**Comparison with the State-of-the-Arts**

We compare our TVT method with 10 state-of-the-art methods relevant to the ZS-SBIR task, including CAAE (Yelamarthi et al. 2018), CVAE (Yelamarthi et al. 2018), EMPCYC (Dutta and Akata 2019), Dey et al. (Dey et al. 2019), SKE (Liu et al. 2019), IIAE (Hwang et al. 2020), LCALE (Lin et al. 2020), OCEAN (Zhu et al. 2020), and DSN (Wang et al. 2021). We report the results on Sketchy-NO, Sketchy, and TU-Berlin in Table 1 and the results on QuickDraw in Table 2. Since IIAE and DSN are the two latest competitive approaches, we implement them according to their public codes and instructions, and we report their results on Sketchy-NO, in addition to IIAE on TU-Berlin.

As we can see, our TVT method shows a consistent and significant improvement over all of the state-of-the-art
Table 1: Comparison of our method and 10 compared approaches on Sketchy and TU-Berlin. The subscript “b” denotes results obtained by binary hashing codes, and “-” means that the results are not reported in the original papers. “Sketchy-NO” is short for Sketchy with non-overlapping classes. The best and second-best results are marked in bold and underlined, respectively.

| Methods               | Dim | Sketchy-NO | Sketchy | TU-Berlin |
|-----------------------|-----|------------|---------|-----------|
|                        |     | mAP@200   | Prec@200| mAP@all  | Prec@100 |
| CAAE (ECCV’2018)      | 4096| 0.156      | 0.260   | 0.196     | 0.284     |
| CVAE (ECCV’2018)      | 4096| 0.225      | 0.333   | -         | -         |
| ZSIH (CVPR’2018)      | 64  | -          | -       | 0.254     | 0.340     |
| SEM-PCYC<sup>b</sup> (CVPR’2019) | 64  | -          | -       | 0.344     | 0.399     |
| SEM-PCYC (CVPR’2019)  | 64  | -          | -       | 0.349     | 0.463     |
| Dey<sup>e</sup> et al. (CVPR’2019) | 256 | 0.369      | 0.370   | -         | -         |
| SAKKe<sup>b</sup> (ICCV’2019) | 64  | 0.356      | 0.477   | 0.364     | 0.487     |
| SAKKe (ICCV’2019)     | 512 | 0.497      | 0.598   | 0.547     | 0.692     |
| LCALE (AAAI’2020)     | 64  | -          | -       | 0.476     | 0.583     |
| OCEAN (ICME’2020)     | 64  | -          | -       | 0.462     | 0.590     |
| IIASE (NeurIPS’2020)  | 64  | 0.373      | 0.485   | 0.573     | 0.659     |
| DSN<sup>b</sup> (IJCAI’2021) | 64  | 0.367      | 0.481   | 0.436     | 0.553     |
| DSN (IJCAI’2021)      | 512 | 0.501      | 0.597   | 0.583     | 0.704     |
| TVT<sup>b</sup> (Ours) | 64  | 0.447      | 0.554   | 0.553     | 0.727     |
| TVT (Ours)            | 384 | 0.531      | 0.618   | 0.648     | 0.796     |

Table 2: Overall comparison of TVT and 2 compared approaches on large-scale QuickDraw. The best results are shown in bold.

| Methods | QuickDraw |
|---------|-----------|
|         | mAP@all | mAP@200 | Prec@200 |
| CVAE    | 0.003   | 0.006   | 0.003    |
| Dey et al. | 0.075 | 0.090   | 0.068    |
| TVT (Ours) | 0.149 | 0.191   | 0.293    |

Table 3: Ablation results (mAP@all) for each loss term on Sketchy and TU-Berlin. The best results are shown in bold.

| Models    | Sketchy | TU-Berlin |
|-----------|---------|-----------|
| DINO-S/8  | 0.101   | 0.084     |
| TVT w/o $L_{CLS}$ | 0.286   | 0.244     |
| TVT w/o $L_{KD}$ | 0.599   | 0.452     |
| TVT w/o $L_{CA}$ | 0.630   | 0.476     |
| TVT w/o $L_{UNI}$ | 0.634   | 0.479     |
| Full TVT  | 0.648   | 0.484     |

(SOTA) methods. Most of ZS-SBIR methods only experimented on Sketchy and TU-Berlin, which share the same way of randomly selecting unseen classes. Specifically, on these two datasets, TVT consistently beats the SOTA (DSN) with 11.1% and 0.5% improvements of mAP@all scores, respectively. However, few of them experimented on more realistic and challenging datasets: Sketchy-NO and QuickDraw guarantee that the unseen classes do not overlap with ImageNet, in addition to QuickDraw being a very large dataset. On Sketchy-NO, our approach improves the mAP@200 score from 0.501 to 0.531 compared with DSN. Moreover, on the large-scale QuickDraw, it achieves a huge improvement of almost 100% mAP@all score. Given the large-scale nature of these datasets and the limitation of the fixed class splits, these results effectively prove that the dramatic improvement of our method is not by chance or by split bias. Compared with hashing methods, our method also gets the best results. When we compare the results using metrics that consider only top k candidates, the improvement achieved by our method is more pronounced. On Sketchy and TU-Berlin, our approach surpasses DSN with 13.1% and 13.0% improvements of Prec@100 scores, respectively. On QuickDraw, it gains increases of 112.2% and 330.9% of mAP@200 and Prec@200 scores, respectively. These results mean that the true positive examples have a higher probability of appearing in the top 100 (or 200) retrieved results, which is well suited to the retrieval task.

All these comparisons can demonstrate that our method can effectively align intra- and inter-modal distributions without loss of uniformity and then achieves satisfactory generalization on unseen classes.

**Further Analysis on TVT**

**Ablation Study.** We first investigate the effect of each loss term in Eq. 7 by ablating it in Eq. 7 in the training phase. The results of these variants, the full TVT and pre-trained DINO-S/8 on Sketchy and TU-Berlin are shown in Table 3, where “w/o” means the ablating behavior.

From the comparison of these models, we can draw the following conclusions: 1) TVT w/o $L_{CLS}$ performs worse than the other variants as it fails to consider inter-modal alignment. However, it is better than DINO-S/8, demonstrating that the center alignment and three-way training pipeline can align inter-modal distributions to some extent. 2) The performance of TVT w/o $L_{KD}$ shows that learning by fo-
cusing only on the fusion ViT will inevitably lead to catastrophic forgetting, which clarifies the need for three-way training through distillation tokens. 3) The results of TVT w/o \( \mathcal{L}_{CA} \) indicate that explicitly required overlap of class centers on the hypersphere facilitates the elimination of the modal gap. 4) The results of TVT w/o \( \mathcal{L}_{UN} \) suggest that uniformity effectively prevents the reduction of generalization caused by dimensional collapse on the hypersphere. 5) The full model achieves the best results with both advantages of knowledge distillation and hypersphere learning.

Qualitative Analysis. Fig. 3 shows the top 10 retrieved candidates of sketches queries, where correct and incorrect candidates are marked with checkmarks and crosses, respectively. Our model successfully retrieves the correct candidates in most cases, except for some structurally similar incorrect candidates. For example, the hot air balloons (penultimate row) are so similar to the parachutes in structure and background that they are retrieved incorrectly.

Fig. 4 visualizes the distributions of seen and unseen data of Sketchy by t-SNE (Van der Maaten and Hinton 2008). We can see that the seen data are well clustered together regardless of modalities, but with a certain degree of uniformity. Besides, all classes are separated by proper distances. The unseen data are not involved in the training, but they are also able to cluster together at relatively small distances based on the classes.

Analysis on Parameter Sensitivity. As shown in Fig. 5, we analyze the effect of center alignment and uniformity with varying hyper-parameters \( \lambda_1 \) and \( \lambda_2 \) in Eq. 7 on Sketchy and TU-Berlin. We can observe that the effect of center alignment is less influenced by \( \lambda_1 \) and reach the peak at \( \lambda_1 = 2 \). However, the effect of uniformity shows a different trend: it accelerates the deterioration of the retrieval results when \( \lambda_2 \) grows too large. It indicates the different importance of alignment and uniformity.

Conclusions

In this paper, we took the first step to leverage ViT to model the global structure of objects, which is essential for ZS-SBIR. We firstly proposed a novel yet effective Three-Way Vision Transformer that integrates modality-specific ViTs and our proposed fusion ViT into a three-way pipeline. Then, we trained the fusion ViT by a devised token-based strategy with distillation, which aims to prevent catastrophic forgetting, and multi-modal hypersphere learning, which encourages the representations to be well clustered without loss of uniformity according to their class. We conducted extensive experiments on three benchmark datasets to demonstrate the superiority of our approach and establish new state-of-the-art performance. In the future, we will investigate the performance of our approach on other multi-modal multi-view datasets.
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Figure 3: Retrieval examples of ZS-SBIR results on unseen data of TU-Berlin.

Figure 4: The t-SNE visualization for seen and unseen data of Sketchy, where the colored circles (●) and upper triangles (▲) represent images and sketches (zoom in for better viewing), respectively.

Figure 5: The mAP@all scores on Sketchy and TU-Berlin with different values of \( \lambda_1 \) and \( \lambda_2 \) for center alignment and uniformity, respectively.
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