Broadband method for precise microwave spectroscopy of superconducting thin films near the critical temperature
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We present a high-resolution microwave spectrometer to measure the frequency-dependent complex conductivity of a superconducting thin film near the critical temperature. The instrument is based on a broadband measurement of the complex reflection coefficient, $S_{11}$, of a coaxial transmission line, which is terminated to a thin film sample with the electrodes in a Corbino disk shape. In the vicinity of the critical temperature, the standard calibration technique using three known standards fails to extract the strong frequency dependence of the complex conductivity induced by the superconducting fluctuations. This is because a small unexpected difference between the phase parts of $S_{11}$ for a short and load standards gives rise to a large error in the detailed frequency dependence of the complex conductivity near the superconducting transition. We demonstrate that a new calibration procedure using the normal-state conductivity of a sample as a load standard resolves this difficulty. The high quality performance of this spectrometer, which covers the frequency range between 0.1 GHz and 10 GHz, the temperature range down to 10 K, and the magnetic field range up to 1 T, is illustrated by the experimental results on several thin films of both conventional and high temperature superconductors.

PACS numbers:

I. INTRODUCTION

The cavity perturbation method using a microwave resonator has been played a central role in the investigation of the electrodynamic properties of unknown materials in the microwave and millimeter wave regions [1, 2, 3]. Particularly, the development of a superconducting resonator with a high-quality-factor (high-Q) enabled a high-resolution measurement of the complex microwave conductivity of a tiny single crystal in zero magnetic field [4, 5]. Very recently, a rutile dielectric resonator with $Q$ factors in excess of $10^6$ has been developed, which can be applied to a similar high-resolution measurement under magnetic field [6]. In addition, the cavity perturbation method becomes a powerful tool to probe the electric conduction of unknown powder samples, where both the dc resistivity measurement and the optical measurement are difficult to be performed [7, 8].

However, it is almost impossible to obtain the microwave conductivity as a continuous function of frequency by using the cavity perturbation method. This is because a high stability and a high reproducibility of the resonant frequency, which is indispensable to the cavity perturbation technique, is no longer achieved by a continuous sweep of frequency. Although the information on the complex conductivity at several frequencies can be obtained by the use of several resonators with different resonant frequencies [9, 10], the broadband microwave spectroscopy requiring the full information on the frequency dependence cannot be realized by this method. Thus, a complementary broadband method is required. The pioneering work of this technique was done by Booth et al. [11]. They succeeded in measuring the complex conductivity of a thin film of high temperature superconductor as a continuous function of frequency between 45 MHz and 45 GHz at liquid nitrogen temperatures [12]. The use of a nichrome thin film resistor as a load standard enabled a better calibration of long lossy transmission lines, which were often used in the cryogenic systems down to 0.1 K [12].

In this article, we describe an apparatus designed for the microwave spectrometer to measure the complex conductivity of a highly conductive thin film sample as a function of frequency [12]. In particular, we focus on the precise measurement of the frequency-dependent complex conductivity of a superconducting thin film near the critical temperature, $T_c$ [13, 14]. In the vicinity of $T_c$, we found that the standard calibration technique using three known standards was insufficient to obtain the frequency-dependent excess parts of the complex conductivity, which were induced by the superconducting fluctuations. We demonstrate that a new calibration procedure using the normal-state conductivity of a sample as a load standard resolves this difficulty. This spectrometer covers the frequency range between 0.1 GHz and 10 GHz, the temperature range from room temperature to 10 K, and the magnetic field range up to 1 T. The performance
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of it is illustrated by the experimental results on several thin films of both conventional and high temperature superconductors.

II. BROADBAND MICROWAVE MEASUREMENT

In a one-port reflection geometry, the load impedance \( Z_L \) of a sample under test, which is terminated to the end of a transmission line, is related to the complex reflection coefficient \( S_{11} \), as follows [17]:

\[
Z_L = Z_c \frac{1 + S_{11}}{1 - S_{11}},
\]

where \( Z_c \) is the characteristic impedance of the transmission line (usually, \( 50 \) \( \Omega \)). In the case of a coaxial line, \( Z_c \) is given by \( \Gamma Z_0/\sqrt{\varepsilon_r} \), where \( Z_0(= 377 \) \( \Omega \)) is the impedance of free space, and \( \varepsilon_r \) is the relative permittivity of a dielectric part in the coaxial line. \( \Gamma \) is a geometrical factor given by \( \ln(b/a)/2\pi \), where \( a \) and \( b \) are the inner and outer radius of the coaxial system, respectively. When the sample is a highly conductive thin film, \( Z_L \) is given by

\[
Z_L = \Gamma Z_S \coth(kt),
\]

where \( Z_S, k, t \) are the surface impedance of a bulk material, the complex propagation constant in the material, and the film thickness, respectively [11]. If the film thickness \( t \) is sufficiently smaller than the magnitude of the complex skin depth, which is given by \( 1/|k| \), we can approximate \( \coth(kt) \) by \( 1/kt \). Thus, we obtain the following simple relationship between \( Z_L \) and the complex conductivity, \( \sigma(\equiv \sigma_1 - i\sigma_2) \), of the material:

\[
Z_L \approx \frac{\Gamma}{\sigma t},
\]

by using the expression of \( Z_S(\equiv \sqrt{\mu_0\omega/\sigma}) \) in the local electrodynamics and that of \( k(\equiv \sqrt{\mu_0\omega\sigma}) \), where \( \mu_0 \) and \( \omega \) are the permeability of free space and the angular frequency, respectively.

As will be described in the next section, we used a commercial 2.4 mm coaxial adapter [18], where the dielectric part is air (or vacuum), in order to terminate the thin film sample. In this case, \( \varepsilon_r \) can be regarded as almost unity. Therefore, we can obtain the complex conductivity of a highly conductive thin film sample as a function of frequency from the one-port reflection measurement of \( S_{11}(\omega) \), as follows:

\[
\sigma(\omega) = \frac{1}{tZ_0} \frac{1 - S_{11}(\omega)}{1 + S_{11}(\omega)}.
\]

It is important to note that Eqs. (2)∼(4) are derived under the assumption that TEM waves are dominantly propagated into the sample. This assumption is valid as long as the system can be regarded as a load-ended coaxial line. On the other hand, in the case of an open-ended coaxial line [19, 20], we must consider the influence of TM modes excited in a dielectric sample more precisely. This means that Eqs. (2)∼(4) cannot be applied when the influence of a dielectric substrate is not negligible. The contribution from the substrate is discussed in more detail in Appendix A.

III. MEASUREMENT APPARATUS

Figure 1 shows a schematic drawing of our experimental configuration. The microwave signal powered by a Hewlett-Packard (HP) 83650B synthesized sweeper is delivered to a thin film sample through an HP8517B \( S \)-parameter test set and a low temperature apparatus. The low temperature apparatus involves a coaxial assembly made of approximately 1.1 m of 0.085 in. copper coaxial cable and 15 cm of 0.085 in. stainless-steel coaxial cable [21]. The reflected signal is measured over the frequency range from 45 MHz to 50 GHz using a HP8510C vector network analyzer. The total length of the coaxial lines from the network analyzer to the sample is about 1.7 m, and the whole loss of coaxial lines is about 5 dB at 10 GHz. The network analyzer is operated in step-sweep mode to ensure the phase coherence at each frequency.

The details of a coaxial microwave probe, which is located at the end of the coaxial assembly in the low temperature apparatus, is illustrated in Figs. (2a) and (2b). In our apparatus, a thin film sample is connected to the coaxial line through a modified 2.4 mm jack-to-jack coaxial adapter. As shown in Fig. (2b), one side of the adapter jack was manufactured to realize a direct contact with a thin film sample, leaving only a part of the outer conductor of the 2.4 mm female connector. In addition, a tiny spring [22] and a gold pin (0.4 mm diameter and 1.6 mm length) were put into the center conductor of the female connector in the manufactured side of the adapter. Such a spring-loaded center conductor pin played an essential role to maintain a stable electrical contact even at low temperatures.

![Scheme of microwave broadband measurement system.](image)
temperatures, together with a beryllium-copper spring sustaining the sample from the backside. The modified adapter is carefully attached to a sample housing made of oxygen free copper (OFC) so that the top of the manufactured outer conductor is adjusted to the same position as the bottom of the sample housing.

The thin film sample with the contact electrodes in a Corbino disk geometry is placed in a space enclosed by the sample housing and a cylindrical OFC pedestal with a diameter of 7 mm. The inner and outer diameters of the Corbino disk are 1.0 mm and 2.4 mm, respectively, which are the same as those of the 2.4 mm coaxial connector. The electric contacts are typically made by painting ink with gold nano-particles [23] or a standard gold (or silver) evaporation with the thickness of a few hundreds of nanometers through a washer-shaped shadow mask [24]. Since the microwave broadband method is in principle a two-probed measurement, we need to consider the influence of the contact resistance. It is particularly important for a highly conductive sample, since the lower frequency part of the magnitude of the reflected signal is seriously affected by the contact resistance, as discussed in detail in Appendix B. Thus, the various conditions including the choice of materials for electrodes, that of methods to make electrodes, and details of annealing treatments were experimentally determined for each sample, in order to minimize the contact resistance.

As previously reported by Booth et al. [11], this microwave broadband technique enables to measure the two-terminal dc resistance of the sample through the bias port prepared in the S-parameter test set. Indeed, we made such a simultaneous dc measurement to estimate the contact resistance or to check the stability of the electric contact at low temperatures. However, near the critical temperature of the superconducting material, the simultaneous dc measurement should be carefully avoided, since an excess dc current can easily affect the intrinsic property attributed to the superconducting fluctuations.

The stainless-steel coaxial cable is weakly anchored to the helium bath. A typical base temperature of the low temperature apparatus described here is below 10 K at an ambient pressure of liquid helium (∼3 K by pumping on the helium bath). Although this temperature is larger than the base temperature of similar equipments specialized in the low temperature measurements below 10 K [25, 26], the weak thermal anchor to the helium bath enables to allow the broadband measurements from $T_c$ up to room temperature in the same run. In addition, our apparatus fits inside a bore with 2-in. diameter of a NbTi superconducting magnet, which allows the measurements under the dc magnetic field up to 8 T, as shown in Fig. 1.

All measurements were performed after keeping the coaxial microwave probe in the cryostat at least for 10 hours, in order to ensure the equilibrium of temperature distribution in the transmission line. This is crucially important to obtain the high reproducibility between measurement runs, as discussed in detail in the next section.

IV. STANDARD CALIBRATION METHOD

In practice, the frequency dependence of the complex reflection coefficient is easily affected by the changes of the attenuation and phase shifts in the intervening coaxial cable, giving rise to large systematic errors at lower temperatures and higher frequencies. In the standard error model of microwave network analysis [17], the measured reflection coefficient, $S_{11}^{\text{meas}}(\omega)$, is related to the actual reflection coefficient, $S_{11}(\omega)$, by the following equation:

$$S_{11}^{\text{meas}}(\omega) = E_D(\omega) + \frac{E_R(\omega)S_{11}(\omega)}{1 - E_S(\omega)S_{11}(\omega)},$$

where, $E_D(\omega)$, $E_R(\omega)$, and $E_S(\omega)$ are complex error coefficients, representing the directivity, the reflection track-
ing, and the source mismatching, respectively. One of methods to determine these unknown error coefficients is to measure three known reference samples as a function of frequency at each temperature.

At room temperature, the whole coaxial lines except for the modified adapter can be calibrated, since the calibration standards with the 2.4 mm coaxial connectors are commercially available [27]. However, in our broadband microwave measurements, we need to calibrate the contact plane where a thin film sample is directly connected with the spring-loaded microwave probe. Unfortunately, the commercial calibration standards cannot be connected at this plane. In addition, at low temperatures, they are no longer certified, since the microwave properties of them are not characterized at low temperatures. Thus, we prepared the following three reference samples which could be characterized even at low temperatures.

A. Open standard

First of all, as an open standard, we used a free-standing teflon disk with 7 mm diameter and 1.5 mm thick. In the open-ended coaxial probe to investigate dielectric materials close to an ideal open (that is, \( S_{11} = 1 \)), it is important to determine a finite capacitance, \( C_0 \), which provides a small deviation from the ideal open through the finite impedance of the open standard \( Z_L^{\text{open}} = 1/\omega \epsilon C_0 \), where \( \epsilon \) is the relative permittivity of open standard) [19, 20]. Although it is usually a very difficult task, the influence of \( C_0 \) was found to be rather small in our load-ended probe to measure highly conductive materials. Thus, we roughly estimated \( C_0 \), based on the assumption that \( C_0 \) was simply given by the fringe field excited by the TEM mode outside the coaxial probe [28]. A numerical calculation of \( C_0 \) assuming the infinite thickness of the dielectric medium with \( \epsilon = 1 \) suggested that \( C_0 \sim 25 \text{ fF} \) [29].

Another rough estimate of \( C_0 \) was obtained by the room-temperature measurement of \( S_{11}^{\text{meas}}(\omega) \) for several dielectric substrates (teflon, quartz, and MgO) with the known value of \( \epsilon \) [30]. As far as such room-temperature measurements are concerned, we applied the calibration data for the unmodified 2.4 mm coaxial adapter to the modified adapter, since the difference of \( S_{11}^{\text{meas}}(\omega) \) between both adapters were very small at low frequencies. When \( Z_c \ll |Z_L^{\text{open}}| = 1/\omega \epsilon C_0 \), the phase part \( \phi(\omega) \) of \( S_{11}(\omega) \) can be fitted with a line of \( \phi(\omega) = \arctan(-2\omega C_0 Z_c) \) in a good approximation. The fitting results of \( \phi(\omega) \) at low frequencies suggested that \( C_0 \sim 12 \text{ fF} \), which was comparable to the above numerical estimate. Such a small value of \( C_0 \) confirms that the used teflon sample can safely be regarded as the open standard for our purpose, since the corresponding impedance of teflon at \( \sim 1 \text{ GHz} \) is larger than two orders of magnitude of \( Z_c \).

In the previous work [14], we used a teflon rod with 20 mm long rather than the present teflon disk, to approximate an infinite thickness. However, we found that the measured data for the teflon disk was more reproducible than that for the long teflon rod in the low-temperature measurements. The systematic experiments using the teflon samples with various thickness suggested that the finite-thickness effect became prominent only for thickness less than 0.5 mm. Thus, we adopted the teflon disk with 1.5 mm thick as the open standard.

B. Load standard

As a load standard, we used a NiCr film with 4 mm square, which was fabricated on a quartz substrate by thermal evaporation of a NiCr wire. The same contact electrodes in the Corbino disk geometry as the sample under test was made to reduce the contact resistance. Since the resistivity of NiCr is almost independent of temperature, the temperature-dependent change in the intervening coaxial cable can be more precisely calibrated by the NiCr load standard than other load standards made of pure metals [13].

The thickness of the NiCr film was designed to be typically between 30 nm and 120 nm, corresponding to the resistance between 4 \( \Omega \) and 12 \( \Omega \) in the Corbino geometry. In general, it is expected that the resistance of the load standard is close to be \( Z_c \) (that is, \( S_{11} = 0 \)) in order to keep the large dynamic range of broadband measurements. However, we rather used the NiCr film with a lower resistance, which was comparable to the resistance of our thin film samples, since we cannot neglect the influence of the dielectric substrate for a thinner NiCr film with the resistance close to 50 \( \Omega \) (less than 10 nm thick), as discussed in Appendix A.

In our calibration, \( Z_L^{\text{load}} \) of the load standard was regarded as a purely real, by neglecting a small parasitic inductance of the load standard. This is allowed for our apparatus where the free-standing load standard can be directly connected with the microwave probe, showing a sharp contrast to the previous work by Stutzman et al, where a small amount of indium solder giving rise to a slight parasitic inductance is needed to obtain the mechanical and electrical contacts [13].

C. Short standard

As a short standard, we used a gold (or silver) thin film with 150 nm \( \sim 350 \text{ nm} \) thick, which was evaporated on a quartz substrate with 4 mm square, in contrast to the previous works using a piece of free-standing pure metal (for instance, aluminum or copper) [13, 26]. This is based on our experimental result that the frequency dependence of \( S_{11}^{\text{meas}}(\omega) \) for the aluminum plate with 0.2 mm thick was clearly stronger than that of \( S_{11}^{\text{meas}}(\omega) \) for the gold thin film, suggesting that the Al bulk sample could
not be regarded as an ideal short with infinite conductivity (that is, $S_{11} = -1$).

If we use a bulk of pure metal with the finite conductivity as the short standard, we must correct the influence of the frequency-dependent $Z_L^{\text{short}}(\omega) \approx \Gamma Z_S(\omega) \propto \sqrt{\omega}$, for $t \gg 1/k$, as suggested by Eq. (2). On the other hand, $Z_L^{\text{short}}(\omega) \approx 1/\sigma t$ for a thin film sample with the finite conductivity is expected to show no frequency dependence, since $\sigma(\omega)$ can be regarded as purely real and $\omega$-independent in the measured microwave frequency region, as expected for the Drude conductivity in the so-called “Hagen-Rubens” limit [31]. Thus, we conclude that the gold (or silver) thin film evaporated on substrate is more appropriate for the short standard than the free-standing Al (or Cu) sample, as far as the influence of the substrate is negligible.

We also made the contact electrodes with the Corbino geometry on the short standard by using the technique performed for the thin film sample under test, in order to keep the same electrical environment as the sample or load standard. The residual resistance of the short standard (less than 50 mΩ) was experimentally estimated by the two-terminal dc resistance of the superconducting film sample at the lowest temperature.

D. Determination of error coefficients

If the complex reflection coefficients of the above-mentioned three standards (referred by $i=1, 2, 3$) were measured at each temperature as a function of frequency, one can determine $E_D(\omega)$, $E_R(\omega)$, and $E_S(\omega)$, as follows:

\[
E_D(\omega) = \frac{M_1(M_2 - M_3)A_2A_3 + M_2(M_3 - M_1)A_3A_1 + M_3(M_1 - M_2)A_1A_2}{(M_1 - M_2)A_1A_2 + (M_2 - M_3)A_2A_3 + (M_3 - M_1)A_3A_1},
\]

\[
E_R(\omega) = \frac{(M_1 - M_2)(M_2 - M_3)(M_3 - M_1)(A_1 - A_2)(A_2 - A_3)(A_3 - A_1)}{[(M_1 - M_2)A_1A_2 + (M_2 - M_3)A_2A_3 + (M_3 - M_1)A_3A_1]^2},
\]

\[
E_S(\omega) = \frac{M_1(A_2 - A_3) + M_2(A_3 - A_1) + M_3(A_1 - A_2)}{(M_1 - M_2)A_1A_2 + (M_2 - M_3)A_2A_3 + (M_3 - M_1)A_3A_1},
\]

where $M_i$ and $A_i \ (i=1, 2, 3)$ are $S_{11}^{\text{meas}}(\omega)$ and $S_{11}(\omega)$ for the $i$-th standard, respectively. Note that the expressions of the error coefficients given here are the same as those derived by Scheffler and Dressel [26].

Figure 3 shows the typical results of the real and imaginary parts of $E_D(\omega)$, $E_R(\omega)$, and $E_S(\omega)$ at both $T=295$ K and $T=10$ K. At room temperature ($T=295$ K), we confirmed that the frequency dependences of $E_D(\omega)$, $E_R(\omega)$, and $E_S(\omega)$ were very weak up to $\sim 15$ GHz, and that only the real part of $E_R(\omega)$ was close to unity while other components of $E_D(\omega)$, $E_R(\omega)$, and $E_S(\omega)$ were almost zero. Such results at room temperature clearly indicate that the difference between $S_{11}^{\text{meas}}(\omega)$ and $S_{11}(\omega)$ described by Eq. (3) is negligibly small up to $\sim 15$ GHz. On the other hand, at a low temperature ($T=10$ K), both the real and imaginary parts of $E_R(\omega)$ showed a strong frequency dependence, which was attributed to the changes of the attenuation and phase-shift in the coaxial cable with decreasing temperature. The frequency dependences of $E_D(\omega)$ and $E_S(\omega)$ also became more prominent above $\sim 15$ GHz than those at room temperature. These results strongly suggest the importance of the full calibration using $E_D(\omega)$, $E_R(\omega)$, and $E_S(\omega)$ for the precise measurement at low temperatures.

By applying the three error coefficients determined by Eq. (6a) to Eq. (6c), we can obtain the actual data of $S_{11}(\omega)$. 

---

FIG. 3: Typical results of the complex error coefficients, $E_D(\omega)$, $E_R(\omega)$, $E_S(\omega)$ at $T=295$ K (left panels) and 10 K (right panels). Solid and broken lines represent the real and imaginary parts of them, respectively.
for unknown samples. Figure 4 shows the typical results at $T=100$ K of the magnitude ($|S_{11}|$) and the phase ($\angle S_{11}$) parts of $S_{11}(\omega)$ for a La$_{2-x}$Ce$_x$CuO$_4$ (LCCO) thin film with $x=0.105$ and $t=90$ nm, which was grown on LaSrAlO$_4$ (001) substrate by molecular beam epitaxy (MBE) method [32]. Similar results for La$_{2-x}$Sr$_x$CuO$_4$ (LSCO) thin films were already reported by the previous work [14]. As clearly shown in Fig. 4, the ripple structure of the interference introduced by the coaxial line and the spurious frequency dependence of $S_{	ext{meas}}(\omega)$ due to the decrease of attenuation and cable-length were almost completely removed from the raw data. The measurement errors of $|S_{11}(\omega)|$ and $\angle S_{11}(\omega)$ in our measurement apparatus were estimated as 0.05 dB and 0.2° at 1 GHz, respectively, from the size of the ripple structure remained after the calibration.

E. Reproducibility

As is well known, it is only systematic errors that we can correct in the calibration procedure. In order to reduce other random errors, the high reproducibility between four measurements including the three (i.e., open, load, and short) standard samples and an unknown sample is crucially important. Thus, all the microwave coaxial connectors should be carefully fastened by using a torque wrench. In addition, we found that the thermal contraction of the transmission line should be taken care to achieve the high reproducibility.

In our measurement system, the long coaxial cable ($\sim 1.25$ m) included in the low temperature apparatus is roughly expected to contract at a rate of 20 µm per 1 K. This length corresponds to $\sim 0.05$ °/GHz in the slope of $\angle S_{	ext{meas}}(\omega)$ at lower frequencies. Usually, the thermal contraction of the dielectric spacer in the coaxial cable is much slower than that of the metallic outer and center conductors in the coaxial cable, giving rise to the time-dependent relaxation effect. Indeed, we observed such a time-dependent behavior became prominent in $\angle S_{	ext{meas}}(\omega)$ above 5 GHz, as shown in Fig. 5. The inset of Fig. 5 shows that it takes about 10 hours to achieve the equilibrium of thermal contraction in the coaxial cable.

In practice, we found that the reproducibility of $S_{	ext{meas}}(\omega)$ in our measurement system was within the above-mentioned measurement errors of $S_{	ext{meas}}(\omega)$. The limited reproducibility gives a maximum frequency where the complex conductivity $\sigma(\omega)$ of unknown samples can be successfully obtained by the standard calibration method. In our measurement system, the maximum frequency was typically 12 GHz (in some cases, 40 GHz), as described in the next subsection. On the other hand, we found that a minimum frequency where $\sigma(\omega,T)$ could be obtained (typically, $\sim 0.1$ GHz), was determined by the residual contact resistance, as will be discussed in Appendix B.

F. Performance of the standard calibration method

Figures 6(a) and 6(b) show the typical results of the frequency dependence of both real and imaginary parts...
of $\sigma(\omega,T)$ for a LSCO ($x=0.16$, $t=140$ nm) thin film at several temperatures far above $T_c$, which were obtained by the standard calibration method described in this section. These results clearly suggest that we could obtain the normal-state complex conductivity for the LSCO thin film at least up to 12 GHz in our measurement system, since both $\sigma_1(\omega,T)$ and $\sigma_2(\omega,T)$ for the LSCO thin film in the normal state successfully agreed with the behaviors expected in the Hagen-Rubens limit of the Drude conductivity.

In some cases where the four broadband measurements for the open, short, load, and the LSCO samples were reproducible [33], we could obtain $\sigma_1(\omega,T)$ for the LSCO ($x=0.06$, $t=470$ nm) sample even up to $\sim 40$ GHz, except for a few resonant peaks attributed to the cavity resonance in the dielectric substrate (Details of such peaks will be discussed in Appendix A), as shown in Figs. 6(c) and 6(d). Interestingly, we observed the slight positive slope in the frequency dependencies of both $|S_{11}(\omega)|$ and $\sigma_1(\omega)$ at $T=25$ K, where $\sigma_{dc}(T)$ for the same LSCO sample showed the insulating behavior, as shown in the inset of Fig. 6(c). This positive slope in $\sigma_1(\omega)$ was never observed at 100 K, where the magnitude of $\sigma_{dc}(T)$ was almost the same as $\sigma_{dc}$ at $T=25$ K, while the temperature dependence of $\sigma_{dc}(T)$ was metallic. A recent optical study of the lightly hole-doped LSCO ($x=0.03$ and 0.04) single crystals reported that the Drude-like behavior in the optical conductivity above 80 K where $\sigma_{dc}(T)$ was metallic evolved into a peak at finite frequency around 100 cm$^{-1}$ at lower temperatures, where $\sigma_{dc}(T)$ was insulating [34]. Since the peak of $\sigma_1(\omega)$ evolving in the far infrared region provides a finite positive slope of $\sigma_1(\omega)$ in the microwave region, we concluded that the finite positive slope of $\sigma_1(\omega)$ observed at $T=25$ K suggested the intrinsic property to the lightly doped LSCO thin film.

These results confirm that we can obtain $\sigma(\omega,T)$ for the metallic thin film samples up to 12 GHz (in some case, up to 40 GHz) in our measurement system by using the standard calibration method. However, near the superconducting transition temperature, we found that the standard calibration method was no longer useful, as will be described in the next section.

V. NEW CALIBRATION METHOD FOR SUPERCONDUCTING FILMS NEAR THE CRITICAL TEMPERATURE

A. Failure of the standard calibration method near $T_c$

In our measurement system, both the real and imaginary parts of $\sigma(\omega,T)$ could be successfully obtained down to 10 K in the frequency range between 0.1 GHz and 12 GHz, by using the standard calibration method. However, we found that such a calibration method was insufficient to obtain $\sigma(\omega,T)$ near the superconducting transition temperature, where the strongly frequency-dependent $\sigma(\omega)$ was induced by the superconducting fluctuations. Figure 7 shows the frequency dependence of $\sigma(\omega,T)$ for the LSCO ($x=0.16$, $t=140$ nm) thin film at several temperatures just above $T_c$, which was obtained by the calibration method described in the previous section. It is clear that $\sigma_1(\omega,T)$ shows some diverging behavior in the low frequency limit as the temperature approaches toward $T_c$ from above, although $\sigma_2(\omega,T)$ shows no diverging feature even in the vicinity of $T_c$. This is quite unusual, since the effects of the superconducting fluctu-
ducting fluctuations [35].

As shown in Fig. 8, the plots of $|S_{11}^{\text{meas}}(T)|$ and $\angle S_{11}^{\text{meas}}(T)$ at the fixed frequency suggested the characteristic change due to the superconducting transition was properly measured. We confirmed that such a behavior was observed up to 10 GHz, suggesting that the contribution of the superconducting fluctuations to $\sigma(\omega,T)$ in the vicinity of $T_c$ could be measured by the present apparatus at least up to 10 GHz. We found that the failure was rather attributed to a small difference between $\angle S_{11}^{\text{short}}(\omega)$ and $\angle S_{11}^{\text{load}}(\omega)$ (typically 0.2° ~ 0.3° at 1 GHz). Note that there is no difference between $\angle S_{11}^{\text{short}}(\omega)$ and $\angle S_{11}^{\text{load}}(\omega)$ if the broadband measurements are completely reproducible. Indeed, the observed difference between $\angle S_{11}^{\text{short}}(\omega)$ and $\angle S_{11}^{\text{load}}(\omega)$ was comparable to the measurement errors of $\angle S_{11}^{\text{meas}}(\omega)$ at the same frequency, suggesting that it was not a serious problem except for the temperature region near $T_c$. However, Eq. (4) suggests that a small error in $S_{11}(\omega)$ gives rise to a large error in $\sigma(\omega)$ as $S_{11}$ becomes close to -1 in the vicinity of $T_c$. Thus, the standard calibration method is no longer useful to measure $\sigma(\omega,T)$ for the superconducting film near $T_c$.

B. New calibration method for a superconducting film

In order to overcome this difficulty, we modified the calibration method as follows. First of all, we make sure that $\sigma(\omega,T)$ of the superconducting film measured at a temperature ($T = T_0$) far above $T_c$, which is obtained through the standard calibration, can be regarded as the Drude conductivity in the Hagen-Rubens limit, as shown in Figs. 8(a) and 8(b). Next, based on this confirmation, we regard both $|S_{11}^{\text{meas}}(\omega, T_0)|$ and $\angle S_{11}^{\text{meas}}(\omega, T_0)$ for the superconducting thin film sample as those for the load standard. Furthermore, we equate $\angle S_{11}^{\text{short}}(\omega, T_0)$ to $\angle S_{11}^{\text{load}}(\omega, T_0)$, based on the assumption that the observed difference between them is purely due to the limited reproducibility.

Finally, we assume that both $\angle S_{11}^{\text{short}}(\omega, T)$ and $\angle S_{11}^{\text{load}}(\omega, T)$ were independent of temperature in a relatively narrow range between $T_c$ and $T_0$, as shown in Fig. 9. Note that this new calibration procedure is valid only for the narrow temperature region near $T_c$, since we neglect the temperature dependence of $\angle S_{11}^{\text{short}}$ and $\angle S_{11}^{\text{load}}$. In addition, this calibration procedure cannot be applied to a case that the normal-state conductivity of a superconducting sample in the measured frequency region cannot be regarded as the Drude conductivity in the Hagen-Rubens limit, as was suggested for some heavy fermion compounds [26].

In this new calibration procedure, we can reduce the measurements necessary for the full calibration. For example, the measurement for the load standard can be replaced by that for the superconducting sample far above $T_c$, if the normal-state conductivity of the sample can be regarded as the Drude conductivity in the Hagen-Rubens limit. Thus, the measurements necessary for the calibra-
FIG. 10: Frequency dependence of $\sigma_1(\omega,T)$ (upper panels) and $\sigma_2(\omega,T)$ (lower panels), which was obtained by the new calibration method, for LSCO ($x=0.16, t=140$ nm), LCCO ($x=0.075, t=90$ nm) and NbN ($t=50$ nm) thin films at several temperatures in the vicinity of $T_c$. Strongly frequency-dependent behavior due to the superconducting fluctuation effect was clearly observed in both $\sigma_1(\omega,T)$ and $\sigma_2(\omega,T)$ for all thin films, showing a sharp contrast to the plots shown in Fig. 7.

The use of the data sets in the same run also enhances the quality of the calibration. However, a careful consideration is needed to replace the measurement of $|S_{\text{short}}(\omega)|$ by the measurement for the superconducting sample far below $T_c$, since the dissipation of the superconducting sample at a finite frequency is in principle finite at finite temperatures. This issue is similar to the estimates of $C_0$ in the open standard for dielectric materials, as was discussed in Sec. IV.A. In practice, only in the measurements of conventional superconductors, we replaced the measurement of $|S_{\text{short}}(\omega)|$ by that for the superconducting sample below $T_c$. For high-$T_c$ cuprate superconductors, we adopted the measurements for the Au film as that for the short standard [15], since the origin of the dissipative conductivity in the superconducting state of these materials was still debated.

Although Booth et al. proposed a different calibration procedure for the superconducting sample, which was referred as the “short only” calibration [11, 12], we emphasize that the new calibration procedure proposed in this work is much better than the “short only” calibration, for the following two reasons: First, the “short only” calibration was based on the assumption that the change of $E_D$ and $E_S$ due to the cooled transmission line is negligible, compared with a large change of $E_R$ [11]. However, our results strongly suggested that this assumption was not always satisfied quantitatively, as shown in Fig. 3. Second, as was described above, the failure of the standard calibration using three standards for the superconducting sample is never resolved by the “short only” calibration using the room-temperature data of $E_D$ and $E_S$, because the consideration on $\angle S_{11}$ for the load and short standards is essentially important to resolve this difficulty.

Scheffler and Dressel also discussed the validity of the “short only” calibration for a wide range of possible sample impedance and argued that the “short only” calibration was only valid to measure highly conductive samples with $S_{11}$ close to -1 [26]. We agree that the “short only” calibration cannot be used for a sample with large impedance. However, our results clearly suggested that it should not be used even for a superconducting sample with $S_{11}$ very close to -1. Although Scheffler and Dressel presented the experimental data to compare between the “short only” calibration and the standard calibration [26], the reported data do not seem to be attributed to the difference between the two calibration methods. Rather, it is suggested that they were related to the difference between a bulk short sample and a thin film short sample, since they did not correct the frequency dependence of $Z_{\text{short}}(\omega)$ for the bulk short sample, which was already discussed in Sec. IV.C.

C. Performance of the new calibration method

We present that the new calibration method described here plays a crucial role of obtaining the reliable data sets of $\sigma(\omega,T)$ for various superconducting thin films in the vicinity of $T_c$. Figure 11 shows the frequency dependence of $\sigma(\omega,T)$ of LSCO ($x=0.16, t=140$ nm), LCCO...
(x=0.075, t=90 nm) and NbN (t=50 nm) thin films at several temperatures near Tc. It is clear that both of σ1(ω) and σ2(ω) show a beautiful diverging feature in the low frequency limit as the temperature approaches Tc from above, showing a sharp contrast to the behaviors appearing in Fig. 7. We also found that this new calibration method was useful for the broadband measurement under an external magnetic field (at least, up to B=1 T), if the assumptions described in the previous subsection were hold [37].

Details of the dynamic scaling analysis of σ(ω,T) obtained in the vicinity of Tc strongly suggested that the new calibration method was enough reliable to determine the universality class and the dimensionality of the superconducting transition [15,16]. By applying this method to the superconducting LSCO thin films with a wide range of the Sr concentration, we succeeded in observing the anomalous change of the universality class with hole doping [38].

Finally, the apparatus and calibration method described here have great potential to enable the exploration of the critical dynamics and the vortex dynamics for various exotic superconductors in the thin film form. In particular, the dynamic scaling analysis of the frequency-dependent fluctuation conductivity is rather unique, since no assumption about dimensionality and critical exponents needs to be made. Thus, the apparatus and calibration method presented by this work play a crucial role of the understanding of the critical charge dynamics in the superconducting transition. Of course, the frequency region and sensitivity realized by this work seem to be still limited for the investigation in the superconducting state far below Tc. In order to expand the measured frequency range to higher frequencies, the down-sizing of the coaxial probe and the corbino disk geometry should proceed, since it pushes the cavity resonance in the dielectric substrate to a higher frequency side. On the other hand, to enhance the sensitivity, the use of a shorter coaxial line or an air-line is favorable, since the background change of σ2(ω,T) in the whole transmission line should be decreased to detect the slight change of σ2(ω,T) in the superconducting state. The shortened coaxial cable also seems to be useful for the improvement of the reproducibility in the broadband measurements.

In conclusion, we developed the microwave spectrometer to measure the complex conductivity of a superconducting thin film as a function of frequency in the temperature region from Tc to room temperature. This spectrometer covers the frequency range between 0.1 GHz and 10 GHz even if the temperature approaches Tc from above, where S11 is close to -1. By using this spectrometer, we demonstrated that σ(ω,T) for several thin films of both conventional and high temperature superconductors was successfully obtained even in the vicinity of Tc.
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APPENDIX A: INFLUENCE OF A DIELECTRIC SUBSTRATE

The effect of a dielectric substrate is an important issue to be resolved, when we measure the complex conductivity of a thin film with less conductivity and thinner thickness, since the electromagnetic field is transmitted into the dielectric substrate beneath the thin film. However, in practice, it is very difficult to correct such effects in a quantitatively satisfactory manner. The main difficulty is that the assumption of TEM-propagation, on the basis of which Eqs. (2)~(4) are derived, is no longer valid in the dielectric substrate, and the contribution of TM
modes should be involved appropriately, and one needs to solve the Maxwell equation on the same boundary condition as an actual experimental setup. Thus, the previous analyses on this issue, which assumed only the TEM-propagation [11] and used an effective impedance under the boundary condition different from the actual setup [39], are too simple to resolve this problem.

In this work, we adopted both experimental and numerical simulation approaches. Experimental results suggested that the most serious influence was an appearance of some resonance peaks, which were attributed to the fact that a substrate was sustained by a metallic pedestal in the back, as long as we used the substrate with low dielectric loss. As shown in Figs. 6(c) and 6(d), we observed two resonant peaks near 8 GHz and 23 GHz for the LSCO (x=0.05) sample to an equivalent circuit model drawn in Fig. 14 by using $R_c=5.6 \, \Omega$ and $C_r=0.8 \, \text{nF}$.

FIG. 13: Frequency dependence of $|S_{11}^{\text{meas}}(\omega)|$ at $T=100 \, \text{K}$ for a LSCO (x=0.05, t=616 nm) film with a large contact resistance (open circles) and those for a Ag short film with a negligible contact resistance (solid circles). The inset shows the fitting of $S_{11}^{\text{meas}}(\omega)$ for the LSCO (x=0.05) sample to an equivalent circuit model drawn in Fig. 14 by using $R_c=5.6 \, \Omega$ and $C_r=0.8 \, \text{nF}$.

Although the 3D electromagnetic simulation was found to be very powerful for this issue, the numerical results presented here are still preliminary, since the dimension of meshes (typically, $\sim 10 \, \mu \text{m}$) is much larger than the film thickness (typically, $\sim 0.1 \, \mu \text{m}$). The main difficulty is that the film thickness is much smaller than the dimension of other components in our coaxial probe. More careful simulations optimizing the mesh division are needed to obtain more quantitatively reliable results.

Based on these results, the influence of the dielectric substrate to the application of Eq. (4) can be roughly checked by the appearance of this resonance peak. As shown in Fig. 10, we found that no resonant peak appeared over the frequency range from 0.1 GHz to 12 GHz in the temperature region close to $T_c$, which was consistent with the above-mentioned features. We also confirmed that there was no signature of the resonance peak in the raw data of $S_{11}(\omega)$ of the sample at $T=T_0$, where the load standard was adopted in the new calibration method.

APPENDIX B: INFLUENCE OF THE CONTACT ELECTRODE

The microwave broadband measurement described here is one of the two-probed measurement methods, where the contribution of the contact resistance is generally included in the measured data. We found that a non-negligible contact resistance gives a sharp dip to the lower frequency part of $|S_{11}^{\text{meas}}(\omega)|$ for a highly conductive
thin film sample, as shown in Fig. 13. A similar feature was also seen in Fig. 10 of the paper by Scheffler and Dressel [29]. This unusual behavior is understood by a simple equivalent circuit model, where a load impedance \((Z_L)\) of the sample is serially connected by a parallel circuit with the contact resistance \(R_c\) and the contact capacitance \(C_c\). Thus, \(S_{11}(\omega)\) is given by
\[
S_{11}(\omega) = \frac{Z'_L(\omega) - Z_c}{Z'_L(\omega) + Z_c}, \tag{B1}
\]
where \(Z'_L\) is given by
\[
Z'_L = Z_L + \frac{1}{1/R_c + i\omega C_c}. \tag{B2}
\]

Figure 14 shows the calculated results of \(S_{11}(\omega)\) for several values of \(R_c\) and \(C_c\), suggesting that the contact resistance larger than 1 \(\Omega\) and the contact capacitance less than 2 nF give a serious influence to \(|S_{11}(\omega)|\) in the frequency region from 10 MHz to 1 GHz. The inset of Fig. 13 shows the fitting result of the measured \(S_{11}^{\text{meas}}(\omega)\) for a LSCO \((x=0.05)\) thin film at \(T=100\ \text{K}\), by using \(R_c=5.6\ \Omega\) and \(C_c=0.8\ \text{nF}\). The estimated value of \(R_c\) was consistent with the result of dc resistance measurement for the same LSCO film. In addition, we found that the estimated value of \(C_c\) was comparable to the value for a parallel-plate condenser with the same area as the used corbino electrode, a distance of \(\sim 100\ \text{nm}\), and a permittivity of vacuum space, suggesting that the contact capacitance was probably attributed to imperfect adhesion of the corbino electrode.

The results shown in Fig. 14 also suggest that the decrease of \(R_c\) and the increase of \(C_c\) are very effective to suppress the influence of the contact electrode. In the case of the LSCO thin films, they have been made by annealing the samples at 830 \(^\circ\text{C}\) for a few minutes, giving rise to \(R_c \sim 10\ \text{m}\Omega\). In order to avoid oxygen deficiency, which may change the superconducting property, the LSCO samples were annealed in \(\text{O}_2\) atmosphere and were quenched to low temperatures using liquid nitrogen [35]. On the other hand, any heat treatment cannot be used for the electron-doped LCCO superconductors. This is because the T' structure without any apical oxygen, which is crucially important to obtain the superconducting phase in the electron-doped cuprate, is easily damaged by a heat treatment after the crystal growth [32]. Thus, we adopted another method to reduce the contact resistance. First, a gold evaporation at room temperature was made in the vacuum chamber used for a film growth, before exposing the film to atmosphere. Second, a corbino electrode was fabricated by using the ion-milling technique. We confirmed that \(R_c\) for LCCO thin films was reduced down to 50 m\(\Omega\) by using this method.

As pointed out in Sec. IV, the influence of the contact electrode determines the minimum frequency to be measured by the broadband technique. Note that the difference of the contact resistance between a sample and a load standard also degrades the lower frequency part of the corrected data. It is clear that our calibration method using the normal-state conductivity of the sample as a load standard is free from this problem.
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