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Abstract

This paper summarizes the current state of development in improving an open source subtitling tool. This includes improvements to the speech recognition model for German, the replacement for the punctuation reconstruction architecture and the addition of an audio segmentation. The goal of these adjustments is an overall better subtitle quality. The most crucial part of the existing pipeline, the German speech recognition, is replaced by a new Kaldi TDNN-HMM model trained on 70% of additional audio data, resulting in a word error rate of 6.9% on Tuda-De. The punctuation reconstruction model for German texts is replaced by a Transformer-based approach that is also trained on new data. English is added as a fully supported second language, including speech recognition and punctuation reconstruction models. Furthermore, to improve speech recognition in long videos, audio segmentation was also added into the pipeline to support long videos flawlessly without quality issues.

1 Introduction

Remote learning with lecture videos has become the norm in the Covid-19 pandemic. Subtitling videos make them accessible for persons with hearing limitations. Since subtitling videos by hand is a time-consuming and cost-intensive task, this work offers a solution for automatic subtitling. Automatic speech recognition (ASR) is the most important step in the creation of subtitles, but for sufficient results, the text must also be supplemented with punctuation marks and be separated at appropriate places to achieve a good reading flow.

This paper presents the results of a revised pipeline to create German and English subtitles with open source algorithms and models. It also introduces the addition of audio segmentation as well as improvements to automatic speech recognition and punctuation reconstruction models. The entire pipeline is shown in Figure 1. The model for German ASR was revised and a model for English language was added. Also, the existing punctuation reconstruction model is replaced by a new Transformer-based architecture and trained on new data. It is now also possible to get live status information about the current processing step via a Redis database.

The tool is already in operation at the Universität Hamburg lecture video portal Lecture2Go¹ and the generated subtitles serve as a starting point for further manual annotation. Users of the platform can also correct the subtitles with a web-based subtitle editor.

2 Related Work

Generating subtitles with ASR can be performed both semi-automatically and automatically. In semi-automatic generation systems, texts are re-spoken in a controlled environment by a trained speaker (Sperber et al., 2013; Romero-Fresco, 2020; Vashistha et al., 2017). However, automatic systems are already being used to subtitle videos and conferences (Milde et al., 2021; Geislinger et al., 2021).

There are several models for German speech recognition available. A model based on Kaldi TDNN-HMM with ARPA rescoring and RNNLM achieved a word error rate (WER) of 7.4% on Tuda-De (Milde, 2022). The currently lowest WER on Tuda-De is a Conformer Transducer model with 5.8%, which is trained on about 4,600 hours of training data (Wirth and Peinl, 2022). The model presented in this paper with Kaldi TDNN-HMM architecture is trained on about 1,720 hours with a WER of 6.9%. A model for English speech recog-
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tion achieved a WER of 5.9% on Switchboard (Tüske et al., 2021).

For punctuation reconstruction, there are also several available models. Multilingual models for German, English, French as well as Transformer based models for Polish (Chordia, 2021; Guhr et al., 2021; Wróbel and Zhylko, 2021). Recurrent Neural Networks are used by Hládek et al. (2019) to supplement a Slovak speech recognition system.

3 Speech Recognition Models

The most important feature that is needed in order to create suitable and understandable subtitles is a well-trained ASR model. This work is divided into the improvement of an existing, freely available German model speech recognition model and the creation of a new English speech recognition model under the Apache License 2.0 . Kaldi was used as a speech recognition framework to train our ASR models, as it is under the Apache License 2.0 and provides multiple training scripts for German and English, which were used as a starting point for this work (Povey et al., 2011). For decoding, we use Kaldi’s nnet3 lattice decoder with PyKaldi (Can et al., 2018).

3.1 German Model

For automatic speech recognition in German, the freely available Kaldi-Tuda-De model was used as a basis for improvement. The training script uses 1,000 hours of audio data to train the acoustic model and about 100 million German sentences from several free available sources to train the language model (Milde and Köhn, 2018).

The training data for the acoustic model was increased from 1,000 hours by 720 hours to a total of 1,720 hours. This was achieved by replacing the Common Voice version 3 data set with the updated Common Voice version 8 data set (Ardila et al., 2020). This resulted in an expansion of the number of speakers about all data used from 5,546 to a total of 16,929. One of the model training data sets is Tuda-De which was also revised in this work to remove errors (Radeck-Arneth et al., 2015). Several broken audio files in the test and training data were removed and corrections were made to the transcript. In total, these corrections removed less than one minute of data, which is far less than one percent of the total data.

The training data for the language model were also part of the revision with the aim to achieve a lower WER and also to incorporate current words and terms into the language model. The data was crawled for this purpose from several freely available sources with the german-asr-lm-tools project. The data consist mainly of articles from the news program Tagesschau, German Wikipedia, subtitles of German TV stations such as ARD and proceedings of the EU Parliament (Koehn, 2005).

The script to train the model itself was also improved to remove pitfalls in the training and make it easier to train and extend it with additional data for individual purposes (e.g. adding university lectures as training data). This should also give persons with limited language processing knowledge the possibility to train a model for their requirements.

The modifications in the Tuda-De data set and the additional data for the language and acoustic model lead to lower WER. The previous WER of the model was 14.4% with a lexicon of more than 350,000 words and without LM rescoring (Milde and Köhn, 2018). The newly trained model lowered the WER to 10.2% which is 29% relatively lower. This may be due to the increased lexicon of more than 900,000 words as well as the 70% more data.

When also using ARPA and RNNLM rescoring the model performs at 6.9% WER which is a relative reduction of 52% compared with the previous model. The results in comparison with other models are shown in Table 1. The training script and pretrained models are available under the Apache License 2.0.

---

Figure 1: Full processing pipeline of the tool

---
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3https://github.com/uhh-lt/kaldi-tuda-de
| System                  | Model                          | Data    | test WER |
|------------------------|--------------------------------|---------|----------|
| Radeck-Arneth et al., 2015 | TDNN-HMM hybrid, FST           | 108h    | 20.5     |
| Milde and Köhn, 2018   | "                              | 375h    | 14.4     |
| Milde, 2022            | "                              | 1720h   | 7.4      |
| Wirth and Peinl, 2022  | E2E / Conformer CTC            | 4520h   | 7.8      |
|                        | E2E / Conformer T              | "       | 5.8      |
| This model             | TDNN-HMM hybrid, FST           | 1720h   | 6.9      |

Table 1: The WER results of the German models on the Tuda-De test set

### 3.2 English Model

To support speech recognition for English videos as well, an own expandable training script for English was created. The script is based on the TEDLIUM TDNN-HMM script for Kaldi. The TEDLIUM corpus consists of recordings of TED Talks. In total, the data set contains 118 hours of audio data (Hernandez et al., 2018).

To expand the training data, the Librispeech corpus was added. Librispeech contains recordings of audiobooks of the LibriVox and Gutenberg Project (Panayotov et al., 2015). This dataset is read speech, i.e. books read aloud in a quiet environment. A total of 100 hours of audio data are added to the script. This makes a total training data for the acoustic model of 218 hours.

Language model training material was expanded by YouTube subtitles from the pile data set. These additional texts add current topics and words to the training data (Gao et al., 2020). To prepare the texts, punctuation as well as languages other than English are removed. The toolkit to clean up English texts for language modelling in an ASR contest is available as a separate project [4]. Unknown words in the lexicon were added by using a Sequitur G2P model (Bisani and Ney, 2008), which was trained on already existing words in the combined lexicon of the TEDLIUM and Librispeech data set.

After Arpa and RNNLM rescoring the WER of the new model is 13.1% on Librispeech test set "test-other" and 4.8% on "test-clean" which is 12% lower compared to the model by Panayotov et al., 2015. On the TEDLIUM test data the WER is 10.3% which is 53% higher than the model by Hernandez et al., 2018. In their current state, the results on the TEDLIUM test set are still clearly in need of improvement. This can be achieved by adding further data sets like Gigaspeech, increasing

---

---

### 4 Punctuation reconstruction

Text transcriptions generated by ASR often lack punctuation and capitalization. To make the text more human-readable in post-processing, punctuation is reconstructed. For German punctuation reconstruction, Milde et al. (2021) used Punctuator2 which was trained on 5 million lines of German text. This architecture is based on a recurrent neural network (Tilk and Alumäe, 2016). The goal of this work is to outperform the error rate of the German model and also train an English model. For both languages, pretrained BERT-based models are used. As a starting point to fine-tune the models, the trainings scripts of Daulet Nurmanbetov [6] are used. The pretrained German model used for later fine-tuning is GBERT (Chan et al., 2020). The German punctuation reconstruction model is fine-tuned on 94 million lines of German subtitles and Wikipedia articles. For evaluation, the NoStaD corpus was used (Benikova et al., 2014). The model by Milde et al., 2021 achieved an error rate

---

---

[4] https://github.com/uhh-lt/english-asr-lm-tools
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[6] https://github.com/Felflare/rpunct
of 9.1% for reconstruction of period, comma and question mark in German texts. The new model achieved an error rate of 6.2% which is relative reduction of 31%. The results are also shown in Table 3.

Table 3: Comparison German Punctuation reconstruction error rates on NoSta-D for period, comma and question mark

| Model            | System       | Error Rate |
|------------------|--------------|------------|
| Milde et al., 2021 | BRNN         | 9.1%       |
| This model       | BERT-based   | 6.2%       |

5 Changes in the Tool Pipeline

Further changes to the pipeline involve an added language selection, audio segmentation and process feedback. The pipeline with all parts is shown in Figure 1. The language can now be changed before each video and the languages are managed via a configuration file. To support a wider range of Kaldi models, support for CMVN and RNNLM rescoring was added to the decoder.

5.1 Audio segmentation

Processing longer videos as a whole can lead to unpredictable behavior in Kaldi. This can result in segments being skipped and gaps in the transcript. One reason for this behavior is the rising memory demand with every minute of decoding. To work around this problem and process videos of several hours running time flawlessly, the file must be split into smaller chunks. The easiest approach could be a hard cut after a fixed amount of time but that would also cut in the middle of words and thus increase the error rate. To avoid the problem of splitting during a word, an beam search based endpointing algorithm was implemented (Reddy, 1976).

The algorithm finds the best segmentation that breaks on pauses in the signal. It also seeks to fulfill an average segment length criteria (default 1 minute). For this, the energy of the signal is analyzed and splitting costs are assigned to all positions in the audio. The energy function is smoothed with a Gaussian filter, so that longer periods of low energy (longer pauses) have the lowest splitting cost. The search algorithm combines this with a segment length criteria and finds a solution that compromises between both criteria. These resulting segments can be passed to Kaldi as input. This also makes it possible for later enhancements to use multithreading to maximize the performance of the pipeline by decoding the segments simultaneously.

5.2 Process feedback

The new version of the tool adds also additional functionality to receive update messages about the progress of the pipeline when using the tool in a backend (e.g. a video platform). The tool sends information to registered services via a Redis pub/sub channel. These messages contain information about the current processing step. The status messages can be used to visualize the progress to a frontend while creating the subtitles. The additional feedback helps the user to understand the current progress of the processing job and there is also more information should a processing step fail.

6 Conclusion

Creating automatic subtitles for videos needs a lot of well-tuned models to attain good results. Even if an ASR system is the most important part of the pipeline, good models for punctuation reconstruction are also a necessity for well readable subtitles. Previously, our tool was only able to subtitle German videos. We were able to improve the German ASR model and significantly improved WER results. We also expanded language support and added models for English. Further additions presented in this paper added more possibilities in the existing tool, especially when used in a backend of a video platform.

The subtitling software is published under the Apache License 2.0, with instructions and download scripts for all necessary models.

7 Outlook

Since the project is still in development at this point, we hope that the results will continue to improve. This concerns in particular the punctuation model as well as the English ASR model.

When Kaldi’s successor K2 (Zelasko et al., 2021) is more stable, a new German and English model based on the presented training scripts can be developed and trained. With this new architecture and additional data sets, this could also lead to better results due to new acoustic modelling techniques.

The reconstruction of punctuation could be further optimized with usage of Transformer-based

7https://github.com/uhh-lt/subtitle2go
models. This could be done with more training data and also with new models and architectures. Platforms with Transformer models bring a wide range of pre-trained models and training scripts (Wolf et al., 2019). Research on the post-processing pipeline could also lead to a new end-to-end model to summarize the different steps into one specially adapted model for the purpose of subtitle creation. Besides the added English models, other languages could bring the project to a wider audience outside of German and English videos.

For longer videos, multithreading could be used on the segmented audio, to transcribe different parts of one video in parallel.
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