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1. INTRODUCTION

Multi-Objects tracking (MOT) is an important task in computer vision and is often one of the first steps for video analysis in surveillance, sports, or industrial applications. In contrast to Single Object Tracking (SOT), the number of objects will vary in this approach and may merge, split, appear, or disappear in the scene over time. Due to challenges such as object shape deformations, brightness changes, and the issues of occlusion and distraction, the existing approaches still do not perform properly in all situations [1-4]. Increasing the number of objects creates a new and major difficulty in detection, data association and tracking. In MOT, special attention should be paid to determine the identity of each object at any time and to maintain the consistency of objects identities during tracking, and to solve multi identities matching challenges [5-7]. Accordingly, validation criteria must be considered alongside each object to perform a proper object matching during the video sequence. In this regard, selecting suitable features that can separate the objects from the foreground or other scene objects, implementing and updating a robust model for the objects, and occlusion occurrence, are issues that will be addressed in the MOT process [8-9]. In the present study, the data association in the MOT process is based on extracting orthogonal Zernike moments [10-11] and also combination of three similarity metrics e.g., Hausdorff distance [12-13], Earth Mover’s distance (EMD) [14] and Chi-square distance to improve object matching.

The present article is arranged as follows; a literature review will be carried out in the second section, and subsequently, the proposed method will be discussed in the third section. The results and evaluation will be presented in the fourth section. The fifth section will discuss the results, and the conclusion will be presented in the sixth section.
2. LITERATURE REVIEW

The MOT consists of two main parts; the first is object detection, and the second performs the association between the detected and tracked objects. Challenges such as the occlusion may yield undesirable results during the tracking process. In the following, the related investigations will be discussed regarding tracking and data association.

Object tracking utilizes two groups of non-predictive and predictive algorithms, depending on the situation. In the first group, the tracking is performed based on matching [15]. More specifically, by detecting the target area in each frame, the area of the next frame that most closely resembles the mentioned area is considered as the object area. In other words, no prediction is made about the target position in the next frame according to its current movement (e.g., Mean shift and CAM shift) [16]. In the second group, the tracking is performed by algorithms that possess predictive features. The stated algorithms use the object position in frame $k$ to predict the target position in frame $k+1$ (e.g., Kalman filter and particle filter) [16-18]. The tracking problem can be considered as a posterior probability density function (PDF) estimation of the object’s state variable [19]. In other words, the target’s probability distribution is estimated in the current frame and desired in the next frame. The same framework is used as the basis of the tracker in the present paper.

In the MOT process, the objects are primarily detected, and subsequently, the association of the detected objects in the present frame must be established with the objects in the previous frames. The Nearest Neighbor (NN) and General Nearest Neighbor (GNN) methods are two common approaches of data association. The stated methods may also be inaccurate when the object areas are close to each other or when the number of incorrect measurements increases [20]. The Hungarian method is a combinatorial optimization algorithm that solves the assignment problem in polynomial time [21].

The Joint Probabilistic Data Association (JPDA) method has been proposed to renovate the GNN. Thus, each path is updated by the weighted sum of all measurements. The PDA method encounters several targets independently [22-23]. The Multiple Hypothesis Tracking (MHT) method is a statistical association algorithm that may even postpone the data association to the next repetitions to eliminate the ambiguities. Generally, the MHT method is composed of the sections such as the generation of hypothesis matrix, generation of hypothesis, calculation of hypothesis probability, calculation of the Kalman filter associated with the target, and hypothesis management [24]. As a result, several hypotheses will be the output of one hypothesis in cases such as occlusion and noisy situation. However, the computational cost can be high, depending on the application complexity [25].

Although the majority of data association algorithms, such as JPDA and MHT, take the peer-to-peer measurements and objectives into account, the Markov Chain Monte Carlo data association method does not work based on such hypotheses. In general, the Monte Carlo method is an approximate solution that considers the problem as a hybrid optimization problem and examines it through random space exploration, rather than enumerating all association options [26]. However, issues like long occlusions, severe video blur, sudden movements of the camera, and disruption of the state of targets can cause tracking failure. MOT algorithm should be able to establish unique correspondences between objects in each frame of a video sequence.

A new trend is to use object features and object matching for both tracking and association. Image/Object matching has rich meaning in pairing two objects, thus deriving many specific tasks, such as sparse feature matching, dense matching (like image registration and stereo matching), patch matching (retrieval), 2-D and 3-D point set registration, and graph matching [27].

A gradient based corner response uses the first order information in image to distinguish the corner feature. The famous Harris corner detector was introduced to address the anisotropy and computation complexity problems [28]. The goal of the Harris method is to find the directions of the fastest and lowest grey value changes using a second-order moment matrix or an autocorrelation matrix; thus, it is invariant to orientation and illumination and has reliable repeatability and distinctiveness [29].

In methods based on second-order partial derivatives, the Laplacian of Gaussian (LoG) is applied based on scale space theory. The difference of Gaussians (DoG) [30] filter can be used to approximate the LoG filter, and greatly speed up the computations. Another classical blob feature detection strategy is based on the determinant of Hessian (DoH) [31]. This is more affine invariant because the eigen value and eigen vector of the second-order matrix can be applied to estimate and correct the affine region [29].

Interest point detection using DoG, DoH, and both has been widely utilized in recent visual applications. The famous Scale Invariant Feature Transform (SIFT) [30], extracts key point as the local extrema in a DoG pyramid, using the Hessian matrix of the local intensity values. Speeded up Robust Features (SURF) [32] accelerates the SIFT by approximating the Hessian matrix based detector using Haar wavelet calculation, together with an integral image strategy, thus simplifying the construction of a second order differential template [29-33].

Ucar et al. [34] put forward a novel hybrid Local Multiple system based on Convolutional Neural Networks (CNNs) and Support Vector Machines (SVMs)
with the feature extraction capability and robust classification. In the proposed system, they first divided the whole image into local regions using the multiple CNNs. Secondly, they selected discriminating features using principal component analysis (PCA) and imported them into multiple SVMs by both empirical and structural risk minimizations. Finally, they tried to fuse SVM outputs. They worked on the pre-trained AlexNet and also performed object recognition and pedestrian detection experiments on the Caltech-101 and Caltech Pedestrian datasets. Their proposed system generated better results with the low miss rate and improved object recognition and detection with an increase in accuracy. Zhou et al. [35] presented the architecture and the algorithms of deep learning in an application of object detection task. They worked on built-in datasets such as ImageNet, Pascal Voc, CoCo and deep learning methods for object detection. They created their own dataset and proved that using CNN for the object detection, the results are improved. Experiments proved that the deep learning is an effective tool to pass the man-made feature with the large qualitative data. Kaushal et al. [33] conducted a comprehensive survey on object detection and tracking in videos techniques based on the deep learning. The survey included neural network, deep learning, fuzzy logic, evolutionary algorithms required for detection and tracking. In the survey, they discussed various datasets and challenges for the object detection and tracking based on the deep neural network.

On the other hand, the application of deep learning strategies also burdens high computational cost and requires high performance computing devices and very large datasets to reach proper results. Hence, in this paper we have proposed an improved object matching method for MOT algorithm based on powerful features including Zernike Moments and combination of some distance metrics, EMD, Hausdorff and Chi-square. The results are also compared with a deep learning based approach in this paper.

3. THE PROPOSED METHOD

The main purpose of the present work is to track multiple objects in consecutive frames and solving some MOT challenges with new strategies. The tracking is performed in each frame according to the flow diagram illustrated in Figure 1. In the mentioned procedure the object is primarily obtained using background subtraction method while the Gaussian Mixture Model (GMM) is applied for object extraction in the next frames. Subsequently, the color histograms are considered for object matching and the objects’ Zernike Moments are calculated for data association. In the next step, the objects are matched in the current and the previous frames based on the combination of similarity metrics: Hausdorff distance between objects, EMD distance between their color histograms, and Chi-square distance between their Zernike Moments. Eventually, the location of each object is predicted by the Kalman filter to continue tracking in subsequent frames. Thus, the predictors are updated based on the new detections, and the predicted locations are returned to the tracking process again. The same procedure continues until the last frame. Meanwhile, a new tracker starts tracking objects that do not match any of the predictions, and also the stopped trackers will be eliminated. In this paper the following challenges are considered: object fragmentation during the object detection, merging two or more objects and thus sharing a single ID, and the association of multiple identities under conditions of exit, re-entry, as well as occlusion.

![Figure 1. Flow diagram of the proposed method](image-url)
To deal with the issue, an improved object matching is proposed in this work based on Zernike Moments and combination of three distance metrics e.g., EMD, Hausdorff and Chi-square that increases the multi-objects tracking accuracy. A detailed description of every step of the proposed method is put forth in the following subsections.

3. 1. Target Detection and Feature Extraction

In the object tracking systems, the moving areas must be subtracted from the background, and the objects models must be created prior to the initiation of the tracking process.

The present study utilizes the GMM for object detection, which possesses decent prediction capabilities since it can accurately model any types of probability density function with a sufficient number of Gaussian functions. The GMM is among the pattern recognition systems and is defined as Equation (1) [36].

\[ p(x) = \sum_{k=1}^{K} \pi_k N(x|\mu_k, \Sigma_k), \sum_{k=1}^{K} \pi_k = 1 \]  

(1)

where, \( \pi_k \) denotes the weight of the \( k \)th distribution. Also, \( \mu_k \) and \( \Sigma_k \) represent the mean and covariance of the \( k \)th cluster, respectively. In this paper, Zernike Moments (ZM), the powerful feature extractor, has been used for object matching that significantly improved the performance of sole color features.

The ZM feature is able to determine the overall object shape in low orders and represent the object details in high orders. ZM is a powerful descriptor with features including orthogonality, low sensitivity to noise, and insensitivity to rotation. The ZM is used in numerous applications, such as character recognition, palm-print recognition, recognition of different languages in old texts, signature-based authentication, and face-based recognition. The Zernike polynomial is defined in a unit radius circle [10-37]. The mixed two-dimensional ZM of order \( n \) and with repetition \( m \) is defined as Equation (2), [38-39]. In Equation (2), \( f(x, y) \) is digital image with the dimension of \( M \times N \) related to intensity function of the input image and \( * \) denotes the complex conjugate.

\[ ZM_{n,m}(f(x,y)) = \frac{n+1}{\pi} \sum_{i,j=0}^{N-1} v_{n,m}^* (x,y) f(x,y) \]  

(2)

The order \( n \) is a non-negative integer and \( m \) is an integer which satisfies condition \( |m| \leq n \). Zernike polynomials, \( v_{n,m}(x,y) \) and Radial polynomials \( R_{nm}(r) \), are defined as Equation (3).

\[ v_{n,m}(x,y) = R_{nm}(r) e^{jma} \Rightarrow R_{nm}(r) = \sum_{s=0}^{(n-|m|)/2} (-1)^s \frac{(n-s)!}{s!(n+|m|/2-s)!((n-|m|)/2-s)!} r^{n-s} \]  

(3)

where; \( r = \sqrt{x^2 + y^2} \) is the length of the vector that connects the origin of the coordinates to the pixel with the coordinates \((x, y)\), and \( \theta = \tan^{-1}(x/y) \) [38-39]. It should be noted that, Zernike polynomials are defined within a unit circle, and the coordinates of the images \( f(x, y) \) must be normalized into \([-1, 1]\) by a mapping transformation. \( f(x, y) \) is the image function after mapping to a unit circle. The pixels located outside the circle are not involved in the calculations. The center of the bounding box in which the object is detected is the origin of the coordinates.

3. 2. Distance Similarity

As displayed in the flow diagram of Figure 1, distance criteria based on local similarity, statistical/non-statistical similarity, or global similarity can be used to address the challenges of data association in a camera view and to perform target matching. Euclidean distance is a common method of calculating the distance between two data sets. In this study, to strengthen the separability of objects and improve the assignment of the object identities, in addition to ZM feature extractor, the EMD similarity criterion and the Hausdorff similarity metric have also been used. A number of criteria that are effective in improving the object matching results of this article are stated in the following.

The Hausdorff Distance (HD) is a similarity metric between two sets of points. The HD between two finite sets of points including A and B is the maximum of minimum distances between each point \( a \in A \) to its nearest neighbor \( b \in B \). HD can be calculated by, \( h(A,B) = \max_{a \in A} \min_{b \in B} (|a - b|) \) and \( HD(A,B) = \max(h(A,B), h(B,A)) \). In general, the values of \( h(A,B) \) and \( h(B,A) \) can be substantially different. So the HD, is the maximum of the directed HD in both directions and thus it is symmetric [12-13]. The EMD method begins by answering this question: What is the lowest cost to convert one distribution to another, assuming that two histograms have the same number of columns and frequencies [14].

The EMD can be stated in terms of a linear programming problem: two distributions represented by signatures \( P \) and \( Q \), where \( p_i \), \( q_i \) are bin centroids with frequencies \( w_{pi} \), \( w_{qi} \); and \( D = [d_{ij}] \) is the matrix containing the Euclidean distances between \( p_i \) and \( q_j \) for all \( i \), \( j \). We ensure that \( P \) and \( Q \) have the same total mass of unity, equal to one, by normalizing each of distributions. Next, we find a \( F = [f_{ij}] \) between \( p_i \) and \( q_j \) that minimizes the total cost. In Figure 2, \( d_{ij} \) represents the distance between the two columns that the value is transferred among them, and \( f_{ij} \) represents the amount of transferred value. The similarity of the two histograms can be expressed based on Equation (4). In the following equations \( n \) and \( m \) are the number of histogram bins. The objective function denotes the set of all feasible flows between bins. Equation (4) will be optimized according to the variables and constraints [14].
Figure 2. The histogram with different statistical distributions

\[ \sum_{i=1}^{m} \sum_{j=1}^{n} (d_{ij} \times (\text{amount moved}) = f_{ij} \rightarrow (\text{distance}) \]

\[ \text{Cost}(P, Q, F) = \sum_{i=1}^{m} \sum_{j=1}^{n} (d_{ij}) \times (f_{ij}) \]

\[ \sum_{i=1}^{m} \sum_{j=1}^{n} (f_{ij}) = \min (\sum_{i=1}^{m} P_i, \sum_{j=1}^{n} Q_j) \]

\[ \text{EMD} = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} (d_{ij}) \times (f_{ij})}{\sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij}} \]

Solving the above linear programming problem determines the optimal flow, between the source and destination. In other words, the conversion from \( P \) to \( Q \) is performed by removing at least parts of the columns in \( P \). Thus, the EMD method goes from an optimization problem to a minimization problem [14].

### 3. 3. Object Matching

Data association and objects matching, in the video sequence, are influential topics in the MOT. The tracking process searches for the correct association between the foreground and the predicted objects at time \( t \). The magnitude of the ZM are calculated in the detected objects at time \( t \) and the prediction of objects in time \( t - 1 \) and compared by the Chi-square distance according to Equation (5).

Object matching has been done according to combination of similarity distances metrics: Hausdorff distance between objects, EDM distance between their color histograms, and Chi-square distance between their Zernike Moments magnitudes. To improve the assignment of objects’ identity, hard voting will be conducted between the three similarity criteria, and for each object, an identity that has been approved by the majority will be assigned.

\[ D(O_t, O_{t+1}) = \sum_{i=1}^{n} \left( \frac{(O_{t_i} - O_{t+1_i})^2}{O_{t_i} + O_{t+1_i}} \right) \]

where; \( O_{t_i} \) and \( O_{t+1_i} \) are the feature values of the objects.

Subsequently, object matching is conducted based on the thresholded values. Since the detected objects are less than the predictions, there is a possibility of occlusion. Hence, the merging and splitting of the bounding boxes must be evaluated. So, the shape bounding box’s metric is defined as \( R \). The \( R \) criterion is expressed according to Equation (6).

\[ R_t = \frac{\text{Height}}{\text{Width}} \]

\[ R_t > \tau_{\text{RatioDown}} \quad \text{and} \quad R_t < \tau_{\text{RatioUp}}, \]

\[ \tau_{\text{RatioDown}} < R_t < \tau_{\text{RatioUp}} \]

where; \( \text{Height} \) and \( \text{Width} \) are the height and the width of the bounding box of the object, respectively. The \( R \) criterion is limited by the upper bound threshold of \( \tau_{\text{RatioUp}} \), and the lower bound threshold of \( \tau_{\text{RatioDown}} \).

### 3. 4. Object Tracking

In this paper, the object tracking is performed using the Kalman filter[40]. The Kalman filter is a recursive estimator with the minimum variance. Kalman filter consists of two groups of time update and measurement update equations, which are also referred to as predictive and corrective equations, respectively [40].

Equations (7)-(11) represent the Kalman equations.

\[ \dot{x}_{k+1} = \Phi_k \hat{x}_k \]

\[ p_{k+1} = \Phi_k P_k \Phi_k^T + Q_k \]

\[ k_k = p_k^T H_k^T (H_k P_k H_k^T + R_k)^{-1} \]

\[ \hat{x}_k = \hat{x}_k + K_k (y_k - H_k \hat{x}_k) \]

\[ \tilde{p}_k = (I - k_k H_k) p_k \]

In the above Equations, \( x_k \) is the state vector at moment \( k \), \( \Phi_k \) is the transition matrix, and \( Y_k \) is the system output. \( H_k \) is the conversion matrix, and vector \( z_k \) is the sum of the output of the \( Y_k \) with the measurement noise of \( V_k \) (system observations). \( \hat{x}_k \) is the previous prediction, \( \hat{x}_k \) is the subsequent prediction, and \( \tilde{p}_k \) is the previous prediction of \( K + 1 \). \( w_k \) and \( v_k \) are the measurement and process noises, respectively. \( K_k \) is the Kalman gain, and \( p_k \) is the covariance error matrix.

### 4. RESULTS AND EVALUATION

In this work, the MOT in a camera view is performed by the modification of data association based on Zernike Moments features, similarity criteria, and Kalman filter. This study attempts to maintain the continuity of tracking each object during the MOT process. For this purpose, a unique and new ID is assigned to each object. The stated ID must remain constant during the tracking process even after short occlusion.

### 4. 1. Database and Evaluation Metrics

The video sequences of the multi-camera pedestrian video
"EPFL" dataset are used in the simulations. In this dataset, several videos have been recorded simultaneously from a specific location using multiple cameras at various angles. This sequence consists of people appearing one after the other, and walking in front of the cameras. It tests the ability of our algorithm to cope with a moderately crowded environment. The calibration information and homography matrices, H, are provided for each camera. The homographies given in the calibration files project points in the camera views to their corresponding location on the top view of the ground plane, that is presented in Equation (12). In this equation, $X_{\text{image}}$ is the object position in tracking process and $X_{\text{topview}}$ is the corresponding location on the top view of the ground plane.

$$H \times X_{\text{image}} = X_{\text{topview}}$$

(12)

Accuracy and precision, along with three main parameters of False Negative, False Positive, and Identity switch (IDsw), are among the common criteria for evaluating the quality of the MOT. This study utilized the stated parameters to evaluate the tracking quality.

Multi-Objects Tracking Precision (MOTP) is stated in Equation (13). This criterion represents the overall object position error for the “object- prediction” pair in all frames. It shows the tracker’s ability to estimate the precise object position [41]. Another criteria, Multi-Objects Tracking Accuracy (MOTA) is calculated according to Equation (14). In the this Equation, FN, FP, and IDsw are the missing objects, false positives, and identity switches at t, respectively [41]. To evaluate the correctness of any tracker at least three entities are needed to be defined: the tracker output (or hypothesis) $H_t$, which is the result of the tracking algorithm, the correct result, or ground truth, $g_t$, and a distance function $d_{ij}$ that measures the similarity between the true object and the prediction. $C_t$ is the number of matches at time t and $bbox$ stands for bounding box.

$$\text{MOTP} = \frac{\sum_{t} d_{ij}}{\sum_t C_t}$$

(13)

$$d(H_t, g_t) = \frac{\text{bbox}(H_t) \cup \text{bbox}(g_t)}{\text{bbox}(H_t) \cap \text{bbox}(g_t)}$$

$$\text{MOTA} = 1 - \frac{\sum_t (\text{FN} + \text{FP} + \text{ID}_{\text{sw}})}{\sum_t C_t}$$

(14)

$$\text{FN} = \frac{\sum_t \text{FN}}{\sum_t g_t}, \quad \text{FP} = \frac{\sum_t \text{FP}}{\sum_t g_t}, \quad \text{ID}_{\text{sw}} = \frac{\sum_t \text{ID}_{\text{sw}}}{\sum_t g_t}$$

FN is the rate of missing objects calculated among all objects and in all frames. FP is the rate of false positives, and IDsw is the rate of occurred mismatches [41].

4.2. Simulation Details This subsection gives an overview of the results of MOT simulations using the Multi-camera pedestrian video "EPFL" dataset. During the MOT, an ID is assigned to each detected object. However, some objects may leave the scene while being tracked, or their lifespan may be less than the threshold level, or be occluded. According to the tracking process the object matching is improved based on the combination of similarity distance metrics, EMD, Hausdorff and Chi-square, each of which calculates histogram similarity distance, images distance and the object’s Zernike Moments magnitudes, respectively.

Figure 3, illustrates the moments of the first object while ZM changes due to the occlusion and intersection after the 750th frame. Furthermore, an occlusion can be predicted based on the sudden changes in the magnitude of the Zernike Moments. Multiple objects in the scene may merge and be detected as a single object due to lighting, occlusion, merging of shades, or the intersection of individuals’ limbs, Figure 4. Thus, the $R$ ratio will be

Figure 3. The illustration of the changes in Zernike Moments up to $n = 10$ order, before and after occlusion

(a) (b) (c)

(d) (e)

Figure 4. The separation of merged objects in the pedestrian video “EPFL” dataset, frame 10914; (a) Three merged objects, (b) The silhouette of the merged objects, (c) Columnar segmentation, (d) Separation of merged objects, (e) Representation of the objects

1 https://www.epfl.ch/labo/vclab/data/data-pom-index.php
calculated with respect to Equation (6). If the value of \( R \) is outside of the set thresholds, it is inferred that several objects are merged and must be separated. Consequently, the merged objects will be segmented into columnar patches, and the Zernike Moments of each patch will be calculated and compared using the Chi-Square distance. The patches with the least differences in moments magnitudes will be merged to form an object.

4. 3 Simulation Results

Various studies have been performed object matching based on the SURF features [42, 43], Harris corner [44, 45], and Hungarian method [46, 47]. In Hungarian method, the objects are matched based on their optimal distance from each other. The Hungarian method tries to minimize the local distance between the target and the available predictions in each repetition. In this algorithm, each measurement will be assigned to an object by repeatedly scrolling the list of objects and allocating the closest measurement to each object. The measurement is then invalidated, and the next measurements are processed. In SURF and Harris corner methods the objects are matched based on their key points. The SURF feature detector applies an approximate Gaussian second derivative mask to an image at many scales. Since the feature detector applies masks along each axis and at 45 degrees to the axis it is more robust to rotation than the Harris corner. The method is very fast because of the use of an integral image where the value of a pixel \((x,y)\) is the sum of all values in the rectangle defined by the origin at \((x,y)\).

To detect features, the Hessian matrix, Equation (15), is applied.

\[
H = \begin{bmatrix}
L_{xx} & L_{xy} \\
L_{xy} & L_{yy}
\end{bmatrix}
\]  
\[15\]

where \(L_{xx}, L_{xy}, L_{yy}\) and \(L_{yy}\) is the convolution of the second derivative of a Gaussian with the image at the point. The Hessian determinate values are used for the range of detector windows. Valid features are found as a local maximum over a 3x3 area range where the third dimension is detector window size, so a feature must be locally unique over a spatial range and a range of scales. The SURF uses a fast search algorithm to do non-maximum suppression.

The Harris corner detector takes horizontal and vertical derivatives of the image and looks for areas where both are high, this is quantified by the Harris corner descriptor which is defined as the matrix and descriptor, in Equations (16)-(17), respectively.

\[
H = \begin{bmatrix}
D_x^2 & D_xD_y \\
D_xD_y & D_y^2
\end{bmatrix}
\]  
\[16\]

\[
c = \frac{\text{det}(H)}{\text{trace}(H)}
\]  
\[17\]

We define a feature as a point that is a local maximum on a 3x3 area and is above a threshold. Also the results of the proposed method are compared with a tracking method that is implemented based on a kind of deep neural network called a Convolutional Neural Networks (CNN) [48]. This framework uses CNN to detect objects within the input frames. A state-of-the-art object detection framework [33], Faster R-CNN [49], is used for the detection of objects. The features used for the tracking are derived from a SURF and serve as a strong basis for object recognition. The approach is to match the extracted features of individual detections in subsequent frames, hence creating a correspondence of detections across multiple frames.

The images (of 227 \(\times\) 227 \(\times\) 3 size) are applied as input to the detector model which detects and localizes individual objects [50]. According to the transfer learning, at first, a pre-trained AlexNet network is trained by the CIFAR10 dataset to regularize the network’s weights and biases. Once again it is trained based on MOT: ETH-Bahnhof, ETH-Bahnhof, ETH-Linthescher datasets through the Faster R-CNN to detect humans. The developed algorithm uses SURF as a feature to make correspondences of the detections across the frames, and IDs are allocated to individual detections.

Since the results of the mentioned studies are not available in the Multi-Camera pedestrian video “EPFL” dataset, the MOT simulation and the object matching is performed based on SURF features, Harris corner, Hungarian, and Faster R-CNN methods regarding the flow diagram in Figure 5. The results of the performed tracking are presented in Table 1. The proposed method is based on Zernike Moments feature on the frame sequences from 1 to 2000, in the “EPFL” dataset.

5. DISCUSSION

Table 1 shows that tracking and matching objects with the proposed method yielded an accuracy (MOTA) of 81.6%, while the accuracy of the Hungarian, SURF, Harris corner, and Faster R-CNN methods are 74, 71.8, 50.1 and 78.6% respectively. Also, the precision of the proposed method, Faster R-CNN, Hungarian, SURF, and Harris corner methods are 54.5, 65.7, 69.3, 72.6 and 78.1% respectively. Higher value of MOTP signifies low accuracy of the bounding boxes around the object. Higher values of MOTA signifies high accuracy in tracking. Based on the results, the Hungarian method minimizes the total distance between each object-prediction. So the false negative is less than the matching methods that operate based on points features. Also it is observed that tracking and matching processes based on the SURF or Harris corner have given poorer results compared to the rest.
Figure 5. The flow diagram of object tracking and object matching based on SURF and Harris corner

TABLE 1. Evaluation of MOT based on data association simulated methods

| MOTA  | IDsw | FP | FN | Method                  |
|-------|------|----|----|-------------------------|
| 74.4  | 29.8 | 11.3 | 52 | Hungarian [48]          |
| 71.8  | 21.9 | 16  | 55.1 | SURF [44]               |
| 50.1  | 14.6 | 34  | 97 | Harris corner [45]      |
| 78.6  | 17.8 | 9.2 | 42.6 | Faster R-CNN [51]       |
| 81.6  | 18   | 4   | 34 | Proposed Method         |

Figure 6. The trajectory of the first object in the 1st to 900th frames; (blue) SURF, (green) Harris corner, (black) Zernike Moments, (yellow) Faster R-CNN and (red) Ground truth

6. CONCLUSION

This study attempted to improve the matching and identity association of objects according to the feature-based data association. To this end we designed a method which used Zernike Moments and similarity-based hard voting for data association and objects matching, respectively. We evaluated different criteria in various aspects between detected objects in consecutive frames. In this regard, Hausdorff and EMD distance criteria were used for distance metrics rather than Euclidean distance. Furthermore, separation of the merged objects in this work, leads to reduction of false negatives and can tackle with the dense distribution and mutual occlusion of individuals in the tracking process.
The results of this study can be used to track multiple objects using multiple cameras and detect the desired targets in the future works.
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چکیده

در نظرت‌ریزی ویدئوئی، رهگیری چند هدف به‌دست برای دلیل مشکل تطبیق اهداف در فریم‌های متغیر، کسی که مدل چالش برانگیز است. لازم است تا بهترین محققی را مشخص نماید تا بهترین راه حلی برای این مسائل ارائه دهد. در این مقاله، اهداف بر اساس گشتاور و فاصله افقی تعریف شده‌اند. در این برنامه، ایجاد اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود. پس از آن، هیچ‌گاه مدل گاوسی مخلوط، برای استخراج اهداف در فریم‌های بعدی اعمال می‌شود.