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The study aims to explore the online teaching design of ideological and political education (IPE). Based on the relevant theories of deep learning (DL) and visual sensing, the students of a Chinese University are taken as the research samples and investigated by a questionnaire survey. Then, DL and visual sensing are introduced into the online teaching design of IPE, and the research conclusions are obtained. The results show that college students are interested in IPE, but there are still some problems in the actual teaching process. For example, 60% of the students do not know the learning objectives of IPE, and 19.7% are not familiar with the learning contents; based on the image semantic analysis of the curriculum of IPE, DL mainly focuses on model construction and data processing, and visual sensing is used to classify image pixels; the students’ concentration time is changed from 29 minutes to 30.4 minutes, and their efficiency of homework submission is also improved based on DL and visual sensing. The study has a great reference for ideological and political teaching in the future.

1. Introduction

The Seminar on Teachers of Ideological and Political Theory in School Curriculum was held in March 2019. At the symposium, China’s President Xi Jinping pointed out “it is necessary to set up theories for curriculum politics step by step and spirally in primary and secondary schools, which is an important guarantee for cultivating generations of socialist builders and successors [1].” The curriculum politics are politically important. There is an urgent need to consider how to make them more conducive to students’ learning so that they can have a more in-depth and flexible understanding of them [2].

Zhu (2019) expounded that the curriculum politics were guided by the basic standpoint and method of Marxism. School courses should be regarded as the carrier of political education. The political education should be through the whole process of teaching links, to form an omnidirectional, multiangle, and three-dimensional curriculum system [3]. Shi (2018) concluded that the essence of curriculum politics was to cultivate students by virtue, whose concept was collaborative education and whose structure was three-dimensional and diversified. The method of curriculum politics is the combination of explicit and implicit knowledge, and its thinking result is scientific innovation [4]. Mandalorian (2018) believed that the transformation of the ideological and political curriculum into curriculum politics was conducive to the innovative development of school ideological and political education (IPE), changing the traditional IPE mode, optimizing and innovating the curriculum teaching content, and improving the effectiveness and applicability of IPE [5]. Saussure (2018) reckoned that professional teachers should improve their literacy and ability, deeply explore ideological and political elements in professional teaching, strengthen mutual assistance and cooperation with ideological and political teachers, and jointly realize collaborative education [6]. Tissters (2019) signified that the primary task of integrating DL and visual sensing technology into curriculum politics was to strengthen the theoretical research about curriculum
politics, do a good job in top-level design, coordinate and promote ideological and political construction on students, and strengthen the construction of characteristic specialty groups [7].

Based on the above, a questionnaire survey is designed to know college students' motivation and behavior in IPE. Then, the teaching design of IPE integrated with DL and visual sensing is analyzed. Although some great achievements have been made in the relevant fields, there is still some room to be improved. According to the theory and some experiments, the application of DL and visual sensing to the teaching design of IPE is analyzed. The main task is to analyze the role of DL and visual sensing in optimizing the online teaching design of IPE.

2. Materials and Methods

2.1. Analysis of Online Curriculum Politics Based on DL Model. The goal of curriculum politics is to build an all-around education pattern with the participation of all members in the society so that all courses and ideological and political courses can walk in the same direction and form a synergetic effect [8, 9]. From the macro level, the method of curriculum politics is to integrate different ideological and political elements with various professional courses and to realize the collaborative education in classroom teaching. From the microlevel, the concept of curriculum politics is a kind of curriculum view. It is not to set up a new curriculum in the school but to combine IPE with professional knowledge through a scientific teaching design in a specific curriculum. The content of the curriculum politics is mainly composed of four parts of theoretical basis [10]. Figure 1 demonstrates the theoretical basis of curriculum politics.

DL is adopted to explore the internal law and representation level of data from the learning sample. Information obtained in the learning process is very helpful to the interpreting data such as text, image, and sound. Its goal is to enable the machine to have the same analyzing and learning ability as humans and to recognize data such as text, image, and sound [11]. DL is a new research direction in the field of machine learning (ML). Its operation principle is to use a neural network to realize the simulation of analysis and learning like the human brain. ML is a technology that studies how computers simulate or realize the learning behavior of animals, to learn new knowledge or skills, rewrite the existing data structure, and then improve the program performance. DL neural network is a technology in the field of ML. This technology simulates the human brain neuron structure by constructing a multilayer network, iteratively analyzes the data layer by layer, and continuously extracts features, to obtain the essential features of the initial data, which has a good effect on solving the classification problem. Compared with the traditional classification method, it greatly reduces the complexity in the extraction of features and data reconstruction [12]. Figure 2 illustrates its specific model.

The judgment basis of the DL algorithm is to correct the weight and deviation of the neuron layer by observing the decline degree of error function of the whole neural network. The following equation displays its calculation method:

\[ Q_{a+1} = Q_a - c_d \cdot d_a. \]  

(1)

In equation (1), \( Q_a \) represents the weight and deviation value of the network, \( Q_{a+1} \) denotes the weight and deviation value after iterative calculation, \( c_d \) refers to the learning speed of the neural network, and \( d_a \) stands for the gradient of the error function.

The following equation indicates the propagation process algorithm of DL:

\[ C_0 = x. \]  

(2)

In equation (2), \( x \) is the model input, and \( C_0 \) accords to the regular term coefficient.

\[ P_l = W_l a_{l-1} + b_l. \]  

(3)

In equation (3), \( P_l \) denotes the input for each layer, \( l \) represents the network depth \((l \in (1, L)) \), and it is an integer), \( W_l \) refers to the weight matrix in the \( l \)th layer, and \( b_l \) stands for the offset vector in the \( l \)th layer. The meanings of the remaining letters are the same as equation (2).

\[ b_l = f(P_l). \]  

(4)

In equation (4), the letters mean the same as in equation (3).

\[ y' = b_E. \]  

(5)

In equation (5), \( y' \) expresses the network output value, and \( b_E \) means the output value of \( E \)th layer (the last layer).

\[ H = L(y', y) + b\delta(\theta). \]  

(6)

In equation (6), \( H \) stands for the loss function, \( y \) denotes the real value corresponding to the input sample, \( L(y', y) \) represents the difference between the real value corresponding to the input sample and the network output value, and \( \delta(\theta) \) represents a regular term added to prevent overfitting of the model, including all parameters \( W \) and \( b \) in the model.

DL is a general term for a class of pattern analysis methods, which mainly involves three types of methods: convolutional neural network (CNN), recurrent neural network (RNN), and generative adversarial network (GAN) [13].

1. RNN is an artificial neural network (ANN) with a tree hierarchical structure, and the network nodes recur the input information according to its connection order. It is one of the DL algorithms [14, 15]. RNN has a changeable topology and weight sharing. They are used in machine learning tasks containing structural relationships. They attract much attention in natural language processing (NLP). The specific model is shown in Figure 3.

2. CNN includes convolution calculation and calculates feedforward neural networks with a deep structure. It is mainly divided into four parts: the input layer,
Figure 1: Theoretical basis of curriculum politics.

Figure 2: DL model.

Figure 3: Recurrent neural network.
convolution layer, pooling layer, and fully connected layer. It is one of the representative algorithms of DL [16]. The model is shown in Figure 4.

The principle of the CNN model is to randomly select samples from the sample set as a training set and then give the target output vector to calculate the output error term. The following equation signifies the specific calculation method.

$$\delta_k = (d_k - y_k) y_k (1 - y_k).$$  \hspace{1cm} (7)

In equation (7), $\delta_k$ represents the output error term, $d_k$ denotes the element in the target vector, and $y_k$ refers to an element in the output vector.

The following equation manifests the calculation of the hidden element error term of the middle layer.

$$\delta_j = h_j (1 - h_j) \sum_{k=0}^{M-1} \delta_k W_{jk}. \hspace{1cm} (8)$$

In equation (8), $\delta_j$ denotes the error term of the hidden element, $h_j$ means the output vector of the middle layer, $M$ bespeaks the sample, $k$ expresses the element, and $W_{jk}$ stands for the weight.

Equations (9) and (10) indicate the results of different updated weights.

$$\Delta W_{jk} (n) = \frac{\alpha}{1 + L} \times (\Delta W_{jk} (n-1) + 1) \times \delta_k \times h_j. \hspace{1cm} (9)$$

In equation (9), $\Delta W_{jk}$ stands for the updated weight, $n$ expresses the quantity, $\alpha$ stands for the learning rate, and $L$ points to the total error term. The remaining letters represent the same as in equation (9).

$$\Delta V_{ij} (n) = \frac{\alpha}{1 + L} \times (\Delta V_{ij} (n-1) + 1) \times \delta_k \times h_j. \hspace{1cm} (10)$$

In equation (10), $\Delta V_{ij}$ means another updated weight, and the remaining letters mean the same as in (10).

The threshold values are adjusted concurrently. Equations (11) and (12) present the specific results.

$$\Delta \theta_k (n) = \frac{\alpha}{1 + L} \times (\Delta \theta_k (n-1) + 1) \times \delta_k. \hspace{1cm} (11)$$

In Equation (11), $\Delta \theta_k$ means the adjusted threshold value, and the remaining letters express the same as in Equation (10).

$$\Delta \phi_j (n) = \frac{\alpha}{1 + L} \times (\Delta \phi_j (n-1) + 1) \times \delta_j. \hspace{1cm} (12)$$

In (12), $\Delta \phi_j$ stands for the adjusted threshold value, and the remaining letters denote the same as in (11).

Finally, the weight and threshold are adjusted uniformly. Equations (13)-(16) display the specific results.

$$W_{jk} (n + 1) = W_{jk} (n) + \Delta W_{jk} (n), \hspace{1cm} (13)$$

$$V_{ij} (n + 1) = V_{ij} (n) + \Delta V_{ij} (n), \hspace{1cm} (14)$$

$$\theta_k (n + 1) = \theta_k (n) + \Delta \theta_k (n), \hspace{1cm} (15)$$

$$\phi_j (n + 1) = \phi_j (n) + \Delta \phi_j (n). \hspace{1cm} (16)$$

In equations (13)–(16), $W_{jk}$ and $V_{ij}$ represent different weights, and $\theta_k$ and $\phi_j$ denote different thresholds. The remaining letters represent the same as in equation (12).

The following equation signifies the calculation method of the relationship between output data and input data:

$$D = \eta \left( \sum_{i=1}^{4} c_i d_i + a \right). \hspace{1cm} (17)$$

In equation (17), $\eta$ represents an activation function, $c_i$ denotes the input information of the neuron, $d_i$ means the weight value corresponding to the neural information element, and $a$ stands for the intercept.

The weighted sum of neurons can be obtained according to equation (17), and The following equation shows the specific calculation method.

$$T_i = \sum_{j=1}^{n} u_{ij} a_j + c_j. \hspace{1cm} (18)$$

In equation (18), $T_i$ represents the weighted sum of neurons, $j$ represents the neural information element, $u_{ij}$ means the $i$th weight value corresponding to the neural information element, and $a_j$ indicates the input information corresponding to the neural information element.

Similarly, the activation value of neurons can also be obtained according to equation (18), and the specific calculation method is shown in

$$f_i = \eta (T_i). \hspace{1cm} (19)$$

In equation (19), $f_i$ represents the activation value of the $i$th neuron, and the remaining letters represent the same as in the above equations.

The backpropagation algorithm is an important algorithm for neural network training, but a cost function needs to be set before using this algorithm. The following equation reveals the specific calculation method of the cost function.
In equation (20), \( G \) means the cost function, \( u \) denotes the weight value corresponding to the neural information element, \( n \) refers to the number of layers, \( x^{(i)} \) and \( y^{(i)} \) accord with different training sets, \( \lambda \) refers to the random coefficient, \( h \) stands for the amplitude of the weight, and the remaining letters represent the same as in the above equations. According to equation (20), the gradient descent algorithm can be used to update the network parameters. The following equation displays the specific calculation method:

\[
   u_{ij} = b_{ij} - \epsilon \frac{1}{b_{ij}} G(u, c). \tag{21}
\]

In equation (21), the specific meanings of \( u, G, \) and \( c \) are the same as in the above equations, \( i \) and \( j \) represent different neurons, respectively, and \( \epsilon \) denotes the learning rate.

\[
   a_i = a_i - \epsilon \frac{1}{c_i} G(a, c). \tag{22}
\]

In equation (22), \( a_i \) represents the intercept corresponding to the \( i \)th neural information element, and the remaining letters express the same as in the above equations. Equations (23) and (24) indicate the calculated partial derivatives of (19) and (20).

\[
   G(u, c) = \left[ \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{2} \left\| h_{u,c}(x^{(i)} - y^{(i)}) \right\|^{2} \right) \right] + \frac{\lambda}{2} \tag{23}
\]

Letters in equation (23) represent the same as in the above equations.

\[
   G(a, c) = \frac{1}{n} \sum_{i=1}^{n} G(a, c; x^{(i)}, y^{(i)}). \tag{24}
\]

Letters in equation (24) represent the same as in the above equations.

Meanwhile, equation (25) illustrates the calculation method of neuron residual in the output layer.

\[
   y_i = \frac{1}{2} \left\| x - h_{u,c} \right\|^2 = -(x_i - e_i). \tag{25}
\]

In equation (25), \( y \) represents the residual error, \( x \) refers to the training set, and \( e \) stands for the input information. The remaining letters express the same meanings as in the above equations. Equations (26) and (27) show the calculated partial derivatives of equations (21) and (22).

\[
   G(u, c; x, y) = a_j \cdot y_i. \tag{26}
\]

Letters in equation (26) represent the same as in the above equations.

\[
   G(u, c; x, y) = y_i. \tag{27}
\]

Letters in equation (27) represent the same as in the above equations.

\[
   K_i = f \left( C_{i-1} \odot W_i + u_i \right). \tag{28}
\]

In equation (28), \( K_i \) stands for the characteristic diagram in the \( i \)th layer of CNN. The symbol \( \odot \) means the convolution operation between the characteristic diagram in the \( i-1 \)th layer and the characteristic diagram in the \( i \)th layer.

\[
   a_i = \text{subsampling}(a_{i-1}). \tag{29}
\]

Equation (29) signifies the calculation in the pooling layer, and the remaining letters in (29) bespeak the same as in the above equations.

(3) The generating countermeasure network is a DL model and can perform unsupervised learning on complex distribution. The model produces a fairly good output through mutual game learning of at least two modules in the framework, which are the generative model and discriminant model [17]. The model is shown in Figure 5.

Equation (30) indicates the specific calculation method.
In equation (30), $A^m, B^m, C^m$, respectively, represent the input $A, B, C$ matrix of the $m$th task. $M$ stands for the total number of samples, Reg means the regularization constraint, and $\ell$ denotes the weight that controls the regularization constraint.

The above three models cooperate in the online teaching design of IPE. RNN processes the curriculum language. CNN calculates the specific error and produces the confrontation model. Through discrimination and game, the three can complement and jointly promote the normal operation of IPE.

Visual sensing technology is one of the seven categories of sensing technology. Visual sensors are the direct source of information of the whole machine vision system. It is mainly composed of one or two graphic sensors and is equipped with light projectors and other auxiliary equipment [18]. Vision sensors are used to obtain enough original images to be processed by the machine vision system [19]. The image processing process is shown in Figure 6.

3. Research Methods

(1) Interviews on related experts: It means visiting experts in the field of curriculum politics, inviting them to an interview, asking them about the current situation of the development of curriculum politics in China in recent years, and listening to their suggestions and opinions on this aspect, to enhance the science nature and rationality of the paper [20, 21]. (2) Comparative analysis method: It refers to comparing two or more research objects, exploring their similarities and differences, and analyzing, studying, and drawing lessons from good methods. The purpose is to explore the proper online teaching design of curriculum politics [22]. (3) Literature method: It means looking up literature resources. In detail, due to the writing needs of the present work, first, information is queried from online channels such as CNKI, Google Academic, and Wanfang Database; secondly, there are many articles and works from columnists and relevant Internet information; thirdly, many related journals and books are referred in the school library. The collection and summarization of this series of data provide a favorable theoretical basis for the research ideas and methods of this paper [23, 24]. (4) Questionnaire survey method: through setting corresponding questionnaire questions to understand the current situation of online curriculum politics in Chinese courses, the purpose is to reveal the impact of DL and visual sensing technology on curriculum politics [25]. Therefore, 300 questionnaires are randomly distributed to college students in June 2019. To ensure the scientific nature of the questionnaires, discussion on them is made with relevant experts before the questionnaires are distributed. Besides, the unreasonable places are modified. To ensure the corresponding recovery rate, 253 copies are recovered in the form of face-to-face distribution and on-the-spot recovery, with a recovery rate of about 84.3%, and 239 copies are effectively recovered, with an effective recovery rate of 94.5%.

The Kaiser–Meyer–Olkin (KMO) coefficient is introduced to test the data of the questionnaire. Equation (31) specifies the calculation method.

$$KMO = \frac{\sum_{ij}r_{ij}^2}{\sum_{ij}r_{ij}^2 + \sum_{i\neq j}r_{ij}^2 \cdot 1, 2 \ldots k}$$ (31)

In equation (31), $r$ represents the correlation coefficient, $i$ denotes the dependent variable, $j$ stands for the independent variable, and $k$ expresses the quantity. Table 1 lists the measurement criteria.

The validity of the data of this questionnaire is analyzed by SPSS 23 with the relevant knowledge of statistics. The $KMO$ value is 0.869, ranging from 0.8 to 0.9, and the $p$-value is 0, less than 0.01, which shows that the questionnaire is very suitable for factor analysis, and it has good validity.
4. Results

4.1. Development Status of Online Curriculum Politics. The questionnaire survey reveals the learning motivation of college students to curriculum politics, as shown in Figure 7.

The values are shown in Table 2.

Figure 7 implies that there are many students interested in curriculum politics, who account for about 85% of the total participants; when it comes to learning objectives, about 60% of students are not very clear or unclear; additionally, about 70% of the students think that curriculum politics are still important; finally, when asked about the course arrangement, 41% of the students think that the class hours are long but scattered. These data can reveal that in most students’ ideas, curriculum politics are more than important but necessary to learn. However, there are still problems in the arrangement of class hours and the establishment of learning goals.

The specific results are obtained through the analysis of the students’ behavior of learning curriculum politics, as shown in Figure 8.

As Figure 8 suggests, first, students think that from the curriculum politics, what is greatly improved in them are thinking, knowledge, ability, and quality, in order. Besides, what students want to obtain in the ideological and political courses is the cultivation and education of good personal quality, the patriotism education, the cultivation and education of scientific and humanistic quality, and dialectical materialism education, in order. By learning the relevant theories of IPE in class, 35.4% of the students think that they have improved a lot, 32.8% of the students think that there is only some improvement, 19.7% of the students comprehend at least half of the contents, and 12.1% of the students think that there are no differences to them. As the teaching contents taught in class, about 30.8% of the students can often feel them in real life, 41% of them occasionally feel them, 15.5% of them rarely feel them, and 12.7% of them never feel them. Most students want to comprehensively improve themselves through curriculum politics. However, on the one hand, students reckon the knowledge taught in class is disconnected from real life, resulting in that fewer students having strong feelings for the contents. On the other hand, when IPE is carried out mainly focused on theories, teachers make relatively less interaction with students. As for about 31% of the students, they only comprehend a little of the teaching contents.

4.2. Application of DL and Visual Sensing Technology in Curriculum Politics Design. The questionnaire survey shows that there are still some problems in the online teaching design of IPE. In view of this, DL and visual sensing are integrated into the online teaching design of IPE. Now, the semantic segmentation of the image is taken as an example to explore the principle, construction, and training of its segmentation model. The samples are selected from the data sets released on the network and programmed with Python, and TensorFlow is used as the framework. The experiment process is shown in Figure 9.
Figure 7: Continued.
Figure 9 shows that DL and visual sensing are added to the semantic segmentation of the images of IPE. The research process is divided into four parts: preprocessing the data of IPE, implementing the model, designing the loss function, and training the model. After DL and visual sensing are introduced, the courses before and after the introduction are compared, and the advantages of DL and visual sensing are summarized.

Now, 200 participants are randomly divided into two groups. Table 4 specifies the experiment results.

A questionnaire survey was conducted in the classroom after adding DL and visual sensing.

A questionnaire survey is conducted on the students after adding DL and visual sensing technology to the curriculum politics. Figure 10 demonstrates the specific results.

Figure 10 expounds that the average students’ concentration time is about 30.4 minutes after DL, and visual sensing technology is introduced into the curriculum politics, while that is only about 29 minutes before the introduction of these two technologies. It implies that the introduction of DL and visual sensing technology into curriculum politics helps to attract students’ attention and focus longer. The method is proved to be more conducive to college students’ acceptance of curriculum politics.

To test the influence of DL and visual sensing technology on the online teaching of curriculum politics from many aspects, the college students are investigated for their homework submission efficiency after the experiment. Figures 11 and 12 demonstrate the results.

The results are shown in Tables 5 and 6.

Figure 7: The learning motivation of college students to the curriculum politics ((a) the students’ interest in the curriculum politics; (b) the students’ clarity of the goals of the curriculum politics; (c) the students’ attention to the curriculum politics; (d) the class arrangement of the curriculum politics).

Table 2: College students’ motivation for IPE.

| Type                        | Motivational situation      | Number of people | Proportion |
|-----------------------------|-------------------------------|------------------|------------|
| Degree of interest          | Particularly interested       | 50               | 21.1%      |
|                             | More interested               | 105              | 43.9%      |
|                             | Generally interested          | 50               | 21.1%      |
|                             | Very uninterested             | 34               | 13.9%      |
| Clarity of learning objectives | Very clear                    | 37               | 15.5%      |
|                             | Relatively clear              | 64               | 26.6%      |
|                             | It’s a little fuzzy           | 81               | 34%        |
|                             | Vague                         | 57               | 23.9%      |
| Emphasis on ideological and political education | Unimportance                  | 23               | 9.7%       |
|                             | Not very important            | 45               | 18.7%      |
|                             | More important                | 114              | 47.7%      |
|                             | Very important                | 57               | 23.9%      |
| Class arrangement           | Many and concentrated classes | 51               | 21.4%      |
|                             | More class hours but scattered | 98              | 41%        |
|                             | More class hours but scattered | 59              | 24.7%      |
|                             | Few and scattered classes     | 31               | 12.9%      |
Figure 8: Continued.
Figure 8: Analysis of college students’ learning behavior in the curriculum politics ((a) the degree of students’ improvement from curriculum politics; (b) the elements students expect to learn from curriculum politics; (c) students’ cognition of curriculum politics; (d) the correlation between curriculum politics and real-life).
changed significantly, and his efficiency has been greatly improved to gradually approach that of the top students. It indicates that the impact on the top students has been further improved after the adjustment of teaching contents. Although there is still a gap in the efficiencies of the three middle school students with that of the top students, the

Table 3: College students' behavior in the learning process of IPE.

| Type                             | Motivational situation                         | Number of people | Proportion |
|----------------------------------|------------------------------------------------|------------------|------------|
| Student promotion                | Knowledge                                      | 169              | 70.6       |
|                                  | Thinking                                       | 182              | 76.3       |
|                                  | Ability                                        | 165              | 68.8       |
|                                  | Quality                                        | 146              | 61.2       |
| Elements learned                 | Dialectical materialism                         | 168              | 70.2       |
|                                  | Patriotism education                           | 182              | 76.3       |
|                                  | Cultivation of humanistic quality              | 174              | 72.6       |
|                                  | Personal quality training                      | 193              | 80.7       |
| Course ideological and political cognition | Improve a lot                                   | 85               | 35.4       |
|                                  | Improve some                                    | 78               | 32.8       |
|                                  | Half knowledge and half solution                | 47               | 19.7       |
|                                  | No change                                       | 30               | 12.1       |
| Relevance to real life           | Always in touch                                 | 74               | 30.8       |
|                                  | Often feel                                      | 98               | 41         |
|                                  | Rarely felt                                     | 37               | 15.5       |
|                                  | Never felt it                                   | 30               | 12.7       |

Table 4: Number and proportion of college students.

| Group    | People number | Proportion (%) |
|----------|---------------|----------------|
| Group one| 100           | 50             |
| Group two| 100           | 50             |

Figure 9: Application of DL and visual sensing in IPE.
fluctuation between them before and after the experiment has gradually narrowed, indicating that the learning attitude of middle school students has been improved compared with that before, which also shows that the adjustment of class strategies has also had a certain positive impact on middle school students.

**Figure 10:** Students’ concentration time of different types of courses.

**Figure 11:** Students’ homework submission efficiency in the early stage of the experiment.

**Figure 12:** Submission efficiency of students’ homework in the later stage of the experiment.
Simultaneously, the 200 college students are investigated for their feelings. Figure 13 displays the results.

Figure 13 illustrates that about 72% of the students like or prefer this mode of class; about 13% of the students do not like this mode; 15% of the students do not always like this mode; about 68% of the students think that this model has improved their learning confidence; about 25% of the students think that their learning confidence has hardly

| Type frequency | Secondary students 1 | Secondary students 2 | Secondary students 3 | Top student 1 | Top student 2 | Top student 3 | Gifted students 1 | Gifted students 2 | Gifted students 3 |
|----------------|----------------------|----------------------|----------------------|---------------|---------------|---------------|-------------------|-------------------|-------------------|
| 0.5            | 0.8571               | 1.0677               | 1.1859               | 2.30445       | 2.5679        | 2.34389       | 3.38371           | 3.52799           | 3.60719           |
| 1.5            | 0.63669              | 1.17628              | 0.89958              | 2.75511       | 2.57083       | 2.36038       | 3.39996           | 3.47858           | 3.71549           |
| 2.5            | 0.7455               | 1.3374               | 0.96902              | 2.54801       | 2.37686       | 2.49492       | 3.12659           | 3.48201           | 3.87667           |
| 3.5            | 0.86676              | 1.36685              | 1.27491              | 2.41943       | 2.7089       | 2.53792       | 3.39356           | 3.63007           | 3.72198           |
| 4.5            | 0.85716              | 0.75183              | 1.01511              | 2.63354       | 2.75163       | 2.7119       | 3.54139           | 3.3438            | 3.80438           |
| 5.5            | 0.50519              | 0.61042              | 0.80779              | 2.75496       | 2.80762       | 2.57082       | 3.33403           | 3.53149           | 3.66294           |
| 6.5            | 0.81111              | 0.94276              | 0.98226              | 2.81118       | 2.5873       | 2.9294       | 3.69245           | 3.7584            | 3.7713            |
| 7.5            | 1.01174              | 1.09065              | 0.84059              | 2.91954       | 2.52477       | 2.72201       | 3.40621           | 3.38015           | 3.73557           |

Table 5: Submission efficiency of students’ homework in the early stage of the experiment.

| Type frequency | Secondary students 1 | Secondary students 2 | Secondary students 3 | Top student 1 | Top student 2 | Top student 3 | Gifted students 1 | Gifted students 2 | Gifted students 3 |
|----------------|----------------------|----------------------|----------------------|---------------|---------------|---------------|-------------------|-------------------|-------------------|
| 8.5            | 0.41449              | 0.96616              | 1.04656              | 2.36846       | 2.54092       | 2.72478       | 3.44894           | 3.50526           |
| 9.5            | 0.78337              | 0.78351              | 0.82933              | 2.63406       | 2.62252       | 2.77184       | 3.37999           | 3.67875           |
| 10.5           | 0.96839              | 0.88796              | 1.08337              | 2.46275       | 2.78458       | 3.01442       | 3.51908           | 3.77184           |
| 11.5           | 0.9695               | 0.75116              | 1.05003              | 2.63621       | 2.82024       | 2.96951       | 3.45102           | 3.72683           |
| 12.5           | 0.91293              | 1.01676              | 1.07416              | 2.9018        | 2.8673        | 3.05145       | 3.36042           | 3.7283            |
| 13.5           | 0.86735              | 0.88002              | 1.14423              | 2.59267       | 2.77662       | 3.14447       | 3.45355           | 3.54559           |
| 14.5           | 0.69604              | 1.15709              | 1.20292              | 2.82369       | 2.94997       | 3.13385       | 3.40851           | 3.81218           |
| 15.5           | 0.88127              | 1.08925              | 1.20414              | 2.76729       | 2.87091       | 3.03712       | 3.57078           | 3.54908           |
| 16.5           | 0.96275              | 0.94093              | 0.98681              | 2.55009       | 2.84891       | 3.00986       | 3.34218           | 3.59607           |
| 17.5           | 0.83757              | 0.99959              | 1.24092              | 2.76962       | 2.85009       | 3.04556       | 3.44667           | 3.6891            |

Table 6: Submission efficiency of students’ homework in the later stage of the experiment.

Figure 13: Evaluation of students’ feelings after introducing DL and visual sensing technology.
improved; 7% of the students think that it reduces their confidence. In short, adding DL and visual sensing technology helps improve students’ enthusiasm in class and confidence in learning, and students’ experience increases. A small number of students believe that they have not improved their enthusiasm and learning confidence. The reasons are, on the one hand, they do not have enough acceptor ability; on the other hand, this model needs to be improved in some aspects.

5. Conclusions

Through the introduction of DL and visual sensing technology into the online teaching design of curriculum politics, the main conclusions are as follows: (1) after understanding the online teaching of curriculum politics in colleges, it is found that college students have a strong interest in the learning of curriculum politics, and they think it is important, but there are still some situations, such as students’ inadequate understanding of the course contents and learning goals; (2) the experimental model is designed to introduce DL and visual sensing technology into the IPE in colleges, which is mainly divided into four parts: data preprocessing, model construction, loss function design, and model training; (3) by integrating DL and visual sensing technology into the IPE in colleges, it is found that students’ concentration time in class becomes longer, the classroom atmosphere becomes more active, and students’ homework submission efficiency becomes higher. Simultaneously, most students also have more confidence in their own and are more active in learning. The conclusion is that DL and visual sensing technology can optimize the teaching design of curriculum politics.

Due to the limited energy, the present work has some limitations in data acquisition, resulting in some deviations in the inspection of relevant data. Besides, there is no discussion on the economic investment of DL and visual sensing technology in the process of online curriculum politics. In the follow-up, the benefit can be evaluated according to the specific situation, so that suggestions and opinions can better optimize the problems existing in the curriculum politics.
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