NON-DEGENERACY AND LOCAL UNIQUENESS OF POSITIVE SOLUTIONS TO THE LANE-EMDEN PROBLEM IN DIMENSION TWO
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Abstract. We are concerned with the Lane-Emden problem

\[
\begin{cases}
-\Delta u = u^p & \text{in } \Omega, \\
u > 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]

where \( \Omega \subset \mathbb{R}^2 \) is a smooth bounded domain and \( p > 1 \) is sufficiently large.

Improving some known asymptotic estimates on the solutions, we prove the non-degeneracy and local uniqueness of the multi-spikes positive solutions for general domains. Our methods mainly use ODE’s theory, various local Pohozaev identities, blow-up analysis and the properties of Green’s function.
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1. Introduction and main results

In this paper, we consider the following Lane-Emden problem

\[
\begin{cases}
-\Delta u = u^p & \text{in } \Omega, \\
u > 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\] (1.1)

where \( \Omega \subset \mathbb{R}^2 \) is a smooth bounded domain and \( p > 1 \) is sufficiently large.

The Lane-Emden equation models the mechanical structure of self-gravitating spheres, we refer to [26] for a physical introduction. From the mathematical side, problem (1.1) is an extremely simple looking semilinear elliptic equation with a power focusing nonlinearity and it provides a great number of interesting phenomena. Indeed it is well known that the number of solutions to problem (1.1) strongly depends on the exponent \( p \) of the nonlinearity and on both the geometry and the topology of the domain \( \Omega \).

We recall that in any smooth bounded domain \( \Omega \), problem (1.1) admits at least one solution for any \( p > 1 \), which can be obtained by standard variational methods, for example minimizing the associated energy functional on the Nehari manifold. The solution is unique and nondegenerate in any domain \( \Omega \), when \( p \) is close enough to 1 (see [11, 13, 29]). Moreover when \( \Omega \) is a ball ([20]) or, more in general, a symmetric and convex domain with respect to two orthogonal direction ([11, 12]), the uniqueness and nondegeneracy hold true for any \( p > 1 \). Recently in [15] uniqueness and nondegeneracy for the solutions to (1.1) has been proved in any convex domain \( \Omega \), when \( p \) is sufficiently large.

On the other hand multiplicity results for problem (1.1) are known in many cases, for instance in some dumb-bell shaped domains at suitable values of \( p \) ([12]) or in annular domains (see for example [3, 8, 22, 28]). We specially mention [19] where, in not simply connected domains, the existence of
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solutions of (1.1) which concentrate at \( k \) points as \( p \to +\infty \), for any \( k \in \mathbb{N} \), is proven. The energy of these multi-spike solutions satisfies
\[
\sup_p p \| \nabla u_p \|_2^2 < \infty,
\tag{1.2}
\]
more precisely \( p \| \nabla u_p \|_2^2 \to 8\pi e \cdot k \), and moreover the location of the \( k \) concentration points depends on the critical point of the related Kirchoff-Routh function.

Observe that earlier results in [33, 34] (later improved in [1, 18]) show that the least energy solutions satisfy \( p \| \nabla u_p \|_2^2 \to 8\pi e \), hence (1.2), and concentrate at one point as \( p \to +\infty \) (1-spike solutions). Furthermore both the families of solutions found in [19] and the least energy solutions (see [1]) satisfy a bound on the \( L^\infty \)-norm, since it can be proved that \( \| u_p \|_\infty \to \sqrt{e} \), as \( p \to +\infty \).

Nevertheless, despite of all these results, a complete understanding of the properties and number of the positive solutions to the Lane-Emden problem is still far from being achieved.

Very recently a priori bounds, uniform in \( p \), has been obtained in [27] for all the solutions to (1.1). Furthermore in [16] (later sharpened independently in [14, 35]) a complete characterization of the asymptotic behavior as \( p \to +\infty \) of all the solutions to (1.1) was derived, using blow-up techniques, under the energy bound assumption (1.2). This result shows that the solutions necessarily are multi-spike solutions, namely they behave like the ones found in [19] (see Theorem A below for more details). One can then exploit the information on the asymptotic behavior to further investigate other properties of the solutions for \( p \) large. This has been pursued in [15], where the Morse index of 1-spike solutions and their non-degeneracy has been studied, leading to the aforementioned uniqueness result in convex domains for \( p \) large. We stress that a crucial role was played by the a priori bounds in [27], which in convex domains are equivalent to the energy bounds (1.2).

In this paper we deal with the non-degeneracy and uniqueness of multi-spike solutions of (1.1) in general domains. This two topics are strictly related, furthermore non-degeneracy plays a crucial role in bifurcation theory.

In order to state our results we need to introduce some notations and recall the asymptotic characterization proved in [16]. We denote by \( G(x, \cdot) \) the Green’s function of \(-\Delta\) in \( \Omega \), i.e. the solution to
\[
\begin{aligned}
-\Delta G(x, \cdot) &= \delta_x \quad \text{in } \Omega, \\
G(x, \cdot) &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\tag{1.3}
\]
where \( \delta_x \) is the Dirac function. We have the well known decomposition formula of \( G(x, y) \),
\[
G(x, y) = S(x, y) - H(x, y) \text{ for } (x, y) \in \Omega \times \Omega,
\tag{1.4}
\]
where \( S(x, y) := -\frac{1}{2\pi} \log |x - y| \) and \( H(x, y) \) is the regular part of \( G(x, y) \). Next, for any \( x \in \Omega \), we recall that the Robin function is defined as
\[
R(x) := H(x, x).
\tag{1.5}
\]

For \( a = (a_1, \cdots, a_k) \), with \( a_j \in \Omega \), \( j = 1, \cdots, k \) we define the Kirchoff-Routh function \( \Psi_k : \Omega^k \to \mathbb{R} \) as
\[
\Psi_k(a) := \sum_{j=1}^k \Psi_{k,j}(a), \quad \text{with } \Psi_{k,j}(a) := R(a_j) - \sum_{m=1, m \neq j}^k G(a_j, a_m).
\tag{1.6}
\]
Finally let us introduce the function
\[
U(x) = -2 \log \left( 1 + \frac{|x|^2}{8} \right),
\tag{1.7}
\]
Moreover, for some small fixed \( r > 0 \), \( p > j \), and the concentrated points \( x_{\infty,j} \in \Omega, j = 1, \ldots, k \) and a subsequence of \( p \) (still denoted by \( p \)) such that setting \( S := \{x_{\infty,1}, \ldots, x_{\infty,k}\} \), one has
\[
\lim_{p \to +\infty} pu_p = 8\pi \sqrt{\varepsilon} \sum_{j=1}^{k} G(x, x_{\infty,j}) \text{ in } C_{\text{loc}}^2(\Omega \setminus S),
\]  
the energy satisfies
\[
\lim_{p \to +\infty} p \int_{\Omega} \left| \nabla u_p(x) \right|^2 dx = 8\pi \varepsilon \cdot k,
\]
and the concentrated points \( x_{\infty,j}, j = 1, \ldots, k \) fulfill the system
\[
\nabla \Psi_k(x_{\infty,1}, \ldots, x_{\infty,k}) = 0.
\]
Moreover, for some small fixed \( r > 0 \), let \( x_{p,j} \in B_{2r}(x_{\infty,j}) \subset \Omega \) be the sequence defined as
\[
u_{p}(x_{p,j}) = \max_{B_{2r}(x_{\infty,j})} u_{p}(x),
\]
then for any \( j = 1, \ldots, k \), it holds
\[
\lim_{p \to +\infty} u_{p}(x_{p,j}) = \sqrt{\varepsilon},
\]
where \( \varepsilon_{p,j} := \left(p(u_{p}(x_{p,j}))^{b-1}\right)^{-1/2} \). And setting
\[
w_{p,j}(y) := \frac{p}{u_{p}(x_{p,j})} \left( u_{p}(x_{p,j} + \varepsilon_{p,j}y) - u_{p}(x_{p,j}) \right), \quad y \in \Omega_{p,j} := \frac{\Omega - x_{p,j}}{\varepsilon_{p,j}},
\]
one has
\[
\lim_{p \to +\infty} w_{p,j} = U \text{ in } C_{\text{loc}}^2(\mathbb{R}^2).
\]

Our first result is about the non-degeneracy for the multi-spike solutions of (1.1), when \( p \) is large:

Theorem 1.1. Let \( u_p \) be a solution of (1.1) satisfying (1.2). Let \( k \) be the number in Theorem A and \( \xi_{p} \in H^1_0(\Omega) \) be a solution of \( L_p(\xi_{p}) = 0 \), where
\[
L_p(\xi) := -\Delta \xi - pu_p^{b-1} \xi
\]
is the linearized operator of the Lane-Emden problem (1.1) at the solution \( u_p \). Suppose that \( x_{\infty} := (x_{\infty,1}, \ldots, x_{\infty,k}) \) is a nondegenerate critical point of the Kirchoff-Routh function \( \Psi_k \) defined in (1.6), then there exists \( p^* > 1 \) such that
\[
\xi_{p} \equiv 0, \quad \text{for } p \geq p^*.
\]

We also prove a local uniqueness result for the 1-spike solutions to (1.1) (case \( k = 1 \) in Theorem A). Notice that \( \Psi_1 = R \), namely the Kirchoff-Routh function reduces to the Robin function in this case.
Theorem 1.2. Let $u_p^{(1)}$ and $u_p^{(2)}$ be two solutions to (1.1) with
\[
\lim_{p \to +\infty} p \int_{\Omega} |\nabla u_p^{(l)}(x)|^2 dx = 8\pi \epsilon \quad \text{for} \ l = 1, 2,
\] which concentrate at the same critical point $x_{\infty,1} \in \Omega$ of the Robin function $R$. If $x_{\infty,1}$ is non-degenerate, then there exists $p^* > 1$ such that
\[
u_p^{(1)} = u_p^{(2)}, \quad \text{for } p \geq p^*.
\]

We stress that both Theorem 1.1 and Theorem 1.2 require the non-degeneracy of the critical points of the Kirchhoff-Routh function $\Psi_k$. The existence of critical points to $\Psi_k$ and their non-degeneracy is a widely discussed topic, we refer for instance to [4, 5, 31, 32] and the references therein.

We also remark that our results hold for any smooth bounded domain $\Omega$. In the particular case when $\Omega$ is a convex domain, it is easy to show that any solution to (1.1) satisfies the assumptions of Theorem 1.2. Indeed in this case Theorem A holds with $k = 1$, since from the a priori bounds in [27] we know that (1.2) is satisfied and, furthermore, from [24] we also know that problem (1.1) possesses no solutions with $k$ spikes for $k \geq 2$. As a consequence any solution to (1.1), when $\Omega$ is convex, is necessarily a 1-spike solution which satisfies (1.13) and concentrates at a critical point of the Robin function. Finally we also know that in convex domains the Robin function $R$ is strictly convex and its unique critical point is non-degenerate ([6]).

Hence from Theorem 1.2 we re-obtain the uniqueness result already proved in [15]:

Corollary 1.3. Let $\Omega \subset \mathbb{R}^2$ be a smooth bounded and convex domain. Then there exists $p^* > 1$ such that problem (1.1) admits a unique solution for any $p \geq p^*$.

Notice that the proof in [15] was based on Morse index computations, since it exploited a uniqueness result in convex domains, for solutions to (1.1) having Morse index equal to one, proved by Lin [29].

If $\Omega$ is convex the unique solution has one spike and its Morse index is one (see [15]). In more general domains instead a 1-spike solution concentrates at a critical point of the Robin function $R$, but we know that it has Morse index larger than one if this critical point is not a local minimum for $R$ (see [15, Theorem 1.1]). Theorem 1.2 tells us that each non-degenerate critical point of the Robin function can generate exactly one single spike solution for (1.1) in any domain, so if all the critical points of $R$ are non-degenerate, then the number of 1-spike solutions equals the number of the critical points of $R$.

We point out that we are not able to prove the local uniqueness of multi-spike solutions ($k \geq 2$) for problem (1.1) (see Remark 5.12 in Section 5). Observe also that the non-degeneracy result in Theorem 1.1 was already known for 1-spike solutions (see [15, Theorem 1.1]).

The proofs of Theorem 1.1 and Theorem 1.2 are obtained by combining various local Pohozaev identities, blow-up analysis and the properties of Green’s function, inspired by [17, 23, 25].

They are based on the following crucial sharper asymptotics results for the multi-spike solutions of (1.1) than the one stated in Theorem A, and which are of independent interest.

Theorem 1.4. Let $u_p$ be a family of solutions to (1.1) and (1.2), $x_{\infty,j}$, $x_{p,j}$, $\epsilon_{p,j}$ and $w_{p,j}$ with $j = 1, \cdots, k$ be defined in Theorem A above, then for any fixed small constant $\delta > 0$, it holds
\[
u_p(x_{p,j}) = \sqrt{\epsilon} \left( 1 - \frac{\log p}{p - 1} + \frac{1}{p \lambda} \left( 4\pi \Psi_{k,j}(x_{\infty}) + 3 \log 2 + 2 \right) \right) + O\left( \frac{1}{p^{2-\delta}} \right) \quad \text{for } j = 1, \cdots, k,
\]
where $\Psi_{k,j}$ is the function in (1.6) and $x_{\infty} := (x_{\infty,1}, \cdots, x_{\infty,k})$. Consequently,
\[
\epsilon_{p,j} = e^{-\frac{\delta}{4}} \left( e^{-\left( 2\pi \Psi_{k,j}(x_{\infty}) + \frac{1}{\log 2 + 2} \right)} + O\left( \frac{1}{p^{1-\delta}} \right) \right),
\]
and

\[ \epsilon_{p,j} \epsilon_{p,s} = e^{2\pi \left( \Psi_{k,s}(x_{\infty}) - \Psi_{k,j}(x_{\infty}) \right) + O\left( \frac{1}{p^{1-\delta}} \right) \text{ for } 1 \leq j, s \leq k. \]  

(1.16)

Moreover, it holds

\[ w_{p,j} = U + \frac{w_0}{p} + O\left( \frac{1}{p^2} \right) \text{ in } C^2_{\text{loc}}(\mathbb{R}^2), \]

(1.17)

where \( w_0 \) solves the non-homogeneous linear equation

\[ -\Delta w_0 - e^U w_0 = -\frac{U^2}{2} e^U \text{ in } \mathbb{R}^2. \]

(1.18)

Observe that, for single spike solutions of (1.1), the non-degeneracy was proved in [15] by estimating all the eigenvalues of the operator \( L_p \). For multi-spike solutions of (1.1) our proof here is based on different arguments, but we believe that one can characterize the asymptotic behavior of the eigenvalues/eigenfunctions of \( L_p \) as \( p \to +\infty \) also in this case, using the estimates (1.15) and (1.16). This would lead in particular to the computation of the Morse index of multi-spike solutions.

In higher dimension results in this direction can be found in [2] and [10], where the Morse index of the multi-bubbling solutions of the following problem were calculated

\[
\begin{aligned}
-\Delta u &= u^{N+2-\varepsilon} \quad \text{in } \Omega, \\
u &= 0 \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

(1.19)

where \( \Omega \) is a bounded domain in \( \mathbb{R}^N (N \geq 3) \) and \( \varepsilon > 0 \) is a small parameter. Note that, unlike our case, the concentration rates of the bubbles of a multi-bubbling solution for (1.19) are all of the same order. We plan to further investigate these topics in a subsequent paper.

The paper is organized as follows. In Section 2 we collect some preliminary known results, give crucial computations involving the Green’s function and introduce suitable local Pohozaev identities. In Section 3 we study the asymptotic behavior of the multi-spike solutions of (1.1) and prove Theorem 1.4. Section 4 is devoted to the discussion on the non-degeneracy of the solutions of (1.1) and ends with the proof of Theorem 1.1. In Section 5 we consider single spike solutions of (1.1) and prove Theorem 1.2. We have postponed to Appendix A some detailed proofs about the tedious computations involving the Green’s function.

Throughout this paper, we use the same \( C \) to denote various generic positive constants independent with \( p \) and \( \|\cdot\| \) to denote the basic norm in the Sobolev space \( H^1_0(\Omega) \) and \( \langle \cdot, \cdot \rangle \) to mean the corresponding inner product. We will use \( \partial \) or \( \nabla \) to denote the partial derivative for any function \( h(y,x) \) with respect to \( y \), while we will use \( D \) to denote the partial derivative for any function \( h(y,x) \) with respect to \( x \).

2. SOME KNOWN FACTS AND KEY COMPUTATIONS

We collect some known results which will be useful throughout the paper.

2.1. Linearization of the Liouville equation.

Next lemma is a well known characterization of the kernel of the linearized operator of the Liouville equation at the solution \( U \) (see for instance [18]).

**Lemma 2.1.** Let \( U \) be the function defined in (1.7) and \( v \in C^2(\mathbb{R}^2) \) be a solution of the following problem

\[
\begin{aligned}
-\Delta v &= e^U v \quad \text{in } \mathbb{R}^2, \\
\int_{\mathbb{R}^2} |\nabla v|^2 dx &< \infty.
\end{aligned}
\]

(2.1)
Then it holds
\[ v(x) \in \text{span} \left\{ \frac{\partial U(x)}{\partial x_1}, \frac{\partial U(x)}{\partial x_2}, \frac{\partial U(x)}{\partial \lambda} : \lambda = 1 \right\}. \]

Lemma 2.2. Let \( f \in C^1([0, +\infty)) \) such that \( \int_0^{+\infty} t |\log t| \cdot |f(t)| dt < +\infty \). Then there exists a \( C^2 \) radial solution \( w(r) \) of the equation
\[ \Delta w + 8e^U(\sqrt{y})w = f(|y|) \quad \text{in} \quad \mathbb{R}^2, \] (2.2)
such that as \( r \to +\infty \),
\[ \partial_r w(r) = \left( \int_0^{+\infty} \frac{t^2 - 1}{t^2 + 1} f(t) dt \right) \frac{1}{r} + O \left( \frac{1}{r} \int_r^{+\infty} s |f(s)| ds + \frac{\log r}{r^3} \right). \] (2.3)

Proof. See Lemma 2.1 in [19]. \( \square \)

2.2. Quadratic forms.

For each point \( x_{p,j}, j = 1, \ldots, k \) in (1.9), let us define the following two quadric forms
\[ P_j(u, v) := -2\theta \int_{\partial B_\delta(x_{p,j})} \langle \nabla u, \nu \rangle \langle \nabla v, \nu \rangle d\sigma + \theta \int_{\partial B_\delta(x_{p,j})} \langle \nabla u, \nabla v \rangle d\sigma, \] (2.4)
and
\[ Q_j(u, v) := -\int_{\partial B_\delta(x_{p,j})} \frac{\partial v}{\partial x_i} \frac{\partial u}{\partial x_j} d\sigma - \int_{\partial B_\delta(x_{p,j})} \frac{\partial u}{\partial x_i} \frac{\partial v}{\partial x_j} d\sigma + \int_{\partial B_\delta(x_{p,j})} \langle \nabla u, \nabla v \rangle \nu_i d\sigma, \] (2.5)
where \( u, v \in C^2(\overline{\Omega}) \) and \( \theta > 0 \) is such that \( B_{2\theta}(x_{p,j}) \subset \Omega \).

Lemma 2.3. If \( u \) and \( v \) are harmonic in \( B_d(x_{p,j}) \setminus \{x_{p,j}\} \), then \( P_j(u, v) \) and \( Q_j(u, v) \) are independent of \( \theta \in (0, d] \).

Proof. Let \( \Omega' \subset \Omega \) be a smooth bounded domain, integrating by parts, we have
\[ -\int_{\partial \Omega'} \langle \nabla v, x - x_{p,j} \rangle \Delta u - \int_{\partial \Omega'} \langle \nabla u, x - x_{p,j} \rangle \Delta v = -\int_{\partial \Omega'} \frac{\partial u}{\partial \nu} \langle \nabla v, x - x_{p,j} \rangle - \int_{\partial \Omega'} \frac{\partial v}{\partial \nu} \langle \nabla u, x - x_{p,j} \rangle + \int_{\partial \Omega'} \langle \nabla u, \nabla v \rangle \langle \nu, x - x_{p,j} \rangle. \] (2.6)
Let \( \theta_1 < \theta_2 < d \) and \( \Omega' = B_{\theta_2}(x_{p,j}) \setminus B_{\theta_1}(x_{p,j}) \) in (2.6). Since \( u \) and \( v \) are harmonic in \( B_d(x_{p,j}) \setminus \{x_{p,j}\} \), we find
\[ -\int_{\partial \Omega'} \frac{\partial u}{\partial \nu} \langle \nabla v, x - x_{p,j} \rangle - \int_{\partial \Omega'} \frac{\partial v}{\partial \nu} \langle \nabla u, x - x_{p,j} \rangle + \int_{\partial \Omega'} \langle \nabla u, \nabla v \rangle \langle \nu, x - x_{p,j} \rangle = 0, \]
namely
\[ -2\theta_2 \int_{\partial B_{\theta_2}(x_{p,j})} \frac{\partial u}{\partial \nu} \frac{\partial v}{\partial \nu} + \theta_2 \int_{\partial B_{\theta_2}(x_{p,j})} \langle \nabla u, \nabla v \rangle = -2\theta_1 \int_{\partial B_{\theta_1}(x_{p,j})} \frac{\partial u}{\partial \nu} \frac{\partial v}{\partial \nu} + \theta_1 \int_{\partial B_{\theta_1}(x_{p,j})} \langle \nabla u, \nabla v \rangle. \]
This shows that \( P_j(u, v) \) is independent of \( \theta \in (0, d] \).

On the other hand, integrating by parts, we get
\[ -\int_{\Omega'} \left( \frac{\partial v}{\partial x_i} + \frac{\partial u}{\partial x_i} \right) = -\int_{\partial \Omega'} \left( \frac{\partial u}{\partial \nu} \frac{\partial v}{\partial x_i} + \frac{\partial v}{\partial \nu} \frac{\partial u}{\partial x_i} \right) + \int_{\Omega'} \left( \langle \nabla u, \nabla \frac{\partial v}{\partial x_i} \rangle + \langle \nabla v, \nabla \frac{\partial u}{\partial x_i} \rangle \right) \]
\[ = -\int_{\partial \Omega'} \left( \frac{\partial u}{\partial \nu} \frac{\partial v}{\partial x_i} + \frac{\partial v}{\partial \nu} \frac{\partial u}{\partial x_i} \right) + \int_{\partial \Omega'} \langle \nabla u, \nabla v \rangle \nu_i. \]
Since \( u \) and \( v \) are harmonic in \( B_d(x_{p,j}) \setminus \{x_{p,j}\} \), then arguing like before we get that \( Q_j(u, v) \) is independent of \( \theta \in (0, d] \). \( \square \)
Next we derive some key computations about the quadratic forms $P_j$ and $Q_j$ and Green’s function.

**Proposition 2.4.** It holds

$$P_j \left( G(x_{p,s},x), G(x_{p,m},x) \right) = \begin{cases} \frac{1}{2\pi} & \text{for } s = m = j, \\ 0 & \text{for } s \neq j \text{ or } m \neq j, \end{cases} \quad (2.7)$$

and

$$P_j \left( G(x_{p,s},x), \partial_h G(x_{p,m},x) \right) = \begin{cases} \frac{1}{2} \frac{\partial R(x_{p,i})}{\partial h} & \text{for } s = m = j, \\ -D_{x_i} G(x_{p,s},x_{p,j}) & \text{for } m = j, s \neq j, \\ 0 & \text{for } m \neq j. \end{cases} \quad (2.8)$$

Moreover

$$Q_j \left( G(x_{p,m},x), G(x_{p,s},x) \right) = \begin{cases} -\frac{\partial R(x_{p,i})}{\partial x_i} & \text{for } s = m = j, \\ D_{x_i} G(x_{p,m},x_{p,j}) & \text{for } m \neq j, s = j, \\ D_{x_i} G(x_{p,s},x_{p,j}) & \text{for } m = j, s \neq j, \\ 0 & \text{for } s, m \neq j, \end{cases} \quad (2.9)$$

and

$$Q_j \left( G(x_{p,m},x), \partial_h G(x_{p,s},x) \right) = \begin{cases} -\frac{\partial^2 R(x_{p,i})}{\partial x_i \partial x_n} & \text{for } s = m = j, \\ D_{x_i} \partial_h G(x_{p,s},x_{p,j}) & \text{for } m = j, s \neq j, \\ D_{x_i x_n} G(x_{p,m},x_{p,j}) & \text{for } m \neq j, s = j, \\ 0 & \text{for } s, m \neq j. \end{cases} \quad (2.10)$$

where $G(x,y)$ and $R(x,y)$ are the Green and Robin function, respectively (see (1.3), (1.4), (1.5)),

$$\partial_i G(y,x) := \frac{\partial G(y,x)}{\partial y_i} \text{ and } D_{x_i} G(y,x) := \frac{\partial^2 G(y,x)}{\partial x_i \partial x_n}. \quad (2.11)$$

**Proof.** Here we prove only (2.7). Since the computations of (2.8)–(2.10) are similar, we put the details in Appendix A.

By the bilinearity of $P_j(u,v)$ and (1.4), we have

$$P_j \left( G(x_{p,j},x), G(x_{p,j},x) \right) = P_j \left( S(x_{p,j},x), S(x_{p,j},x) \right) - 2P_j \left( S(x_{p,j},x), H(x_{p,j},x) \right)$$

$$+ P_j \left( H(x_{p,j},x), H(x_{p,j},x) \right). \quad (2.11)$$

After direct calculations, we know

$$D_{x_i} S(x_{p,j},x) = -\frac{x_i - x_{p,j,i}}{2\pi|x_{p,j} - x|^2} \text{ and } \nu_i = \frac{x_i - x_{p,j,i}}{|x_{p,j} - x|}. \quad (2.12)$$

Putting (2.12) in the term $P_j \left( S(x_{p,j},x), S(x_{p,j},x) \right)$, we get

$$P_j \left( S(x_{p,j},x), S(x_{p,j},x) \right) = -\frac{1}{2\pi}. \quad (2.13)$$

Now we calculate $P_j \left( S(x_{p,j},x), H(x_{p,j},x) \right)$. Since $D_{x_i} H(x_{p,j},x)$ is bounded in $B_d(x_{p,j})$, we know

$$P_j \left( S(x_{p,j},x), H(x_{p,j},x) \right) = O \left( \theta \int_{\partial B_{\theta}(x_{p,j})} |DS(x_{p,j},x)| \right) = O(\theta), \quad (2.14)$$

and

$$P_j \left( H(x_{p,j},x), H(x_{p,j},x) \right) = O \left( \theta \int_{\partial B_{\theta}(x_{p,j})} |DH(x_{p,j},x)| \right) = O(\theta^2). \quad (2.15)$$
Lemma 2.5. Let $\theta \to 0$, from (2.11), (2.13), (2.14) and (2.15), we get

$$P_j \left( G(x_{p,j}, x), G(x_{p,j}, x) \right) = -\frac{1}{2\pi}.$$ 

Let $m \neq j$, since $G(x_{p,m}, x)$ and $D\theta G(x_{p,m}, x)$ are bounded in $B_d(x_{p,j})$, then we find

$$P_j \left( G(x_{p,s}, x), G(x_{p,m}, x) \right) = O\left( \theta \int_{\partial B_\theta(x_{p,j})} \vert DG(x_{p,s}, x) \vert \right) = O(\theta). \quad (2.16)$$

Letting $\theta \to 0$ in (2.16) and using the symmetry of $P_j(u, v)$, we deduce that

$$P_j \left( G(x_{p,s}, x), G(x_{p,m}, x) \right) = 0 \quad \text{for } s \neq j \text{ or } m \neq j. \quad \square$$

2.3. Pohozaev-type identities.

We prove some local Pohozaev identities.

**Lemma 2.5.** Let $u \in C^2(\Omega)$ be a solution of (1.1), $x_{p,j}, j = 1, \ldots, k$ be the points defined in (1.9) and let $\theta > 0$ be such that $B_{2\theta}(x_{p,j}) \subset \Omega$. Then

$$Q_j(u, u) = \frac{2}{p+1} \int_{\partial B_\theta(x_{p,j})} u^{p+1} \nu_i \mathrm{d}\sigma \quad (2.17)$$

and

$$P_j(u, u) = \frac{2\theta}{p+1} \int_{\partial B_\theta(x_{p,j})} u^{p+1} \mathrm{d}\sigma - \frac{4}{p+1} \int_{\partial B_\theta(x_{p,j})} u^{p+1} \mathrm{d}x, \quad (2.18)$$

where $P_j$ and $Q_j$ are the quadratic forms defined in (2.4) and (2.5) and $\nu = (\nu_1, \nu_2)$ is the outward unit normal of $\partial B_\theta(x_{p,j})$.

**Proof.** The identity (2.17) follows by multiplying $\frac{\partial u}{\partial \nu_i}$ on both sides of (1.1), integrating on $B_\theta(x_{p,j})$ and applying the divergence theorem and Green’s identities:

$$-\int_{\partial B_\theta(x_{p,j})} \frac{\partial u}{\partial \nu} \frac{\partial u}{\partial x_i} + \frac{1}{2} \int_{\partial B_\theta(x_{p,j})} \vert \nabla u \vert^2 \nu_i = \frac{1}{p+1} \int_{\partial B_\theta(x_{p,j})} u^{p+1} \nu_i.$$ 

Also (2.18) follows by multiplying $\left( \langle x - x_{p,j}, \nabla u \rangle \right)$ on both sides of (1.1) and integrating on $B_\theta(x_{p,j})$:

$$\frac{1}{2} \int_{\partial B_\theta(x_{p,j})} \langle x - x_{p,j}, \nu \rangle \nabla u \vert^2 - \int_{\partial B_\theta(x_{p,j})} \frac{\partial u}{\partial \nu} \langle x - x_{p,j}, \nabla u \rangle = \frac{1}{p+1} \int_{\partial B_\theta(x_{p,j})} u^{p+1} \langle x - x_{p,j}, \nu \rangle - \frac{2}{p+1} \int_{B_\theta(x_{p,j})} u^{p+1}. \quad \square$$

**Proposition 2.6.** Let $u \in C^2(\Omega)$ be a solution of (1.1), $\xi \in C^2(\Omega)$ be a solution of $-\Delta \xi = pu^{p-1}\xi$ in $\Omega$ and $x_{p,j}, j = 1, \ldots, k$ be the points defined in (1.9) and let $\theta > 0$ be such that $B_{2\theta}(x_{p,j}) \subset \Omega$. Then

$$Q_j(\xi, u) = \int_{\partial B_\theta(x_{p,j})} u^p \xi \nu_i \mathrm{d}\sigma, \quad (2.19)$$

and

$$P_j(\xi, u) = \theta \int_{\partial B_\theta(x_{p,j})} u^p \xi \mathrm{d}\sigma - 2 \int_{B_\theta(x_{p,j})} u^p \xi \mathrm{d}x, \quad (2.20)$$

where $Q_j$ and $P_j$ are the quadratic forms in (2.4) and (2.5), $\nu = (\nu_1, \nu_2)$ is the outward unit normal of $\partial B_\theta(x_{p,j})$. 

Proof. From
\[- \Delta u = u^p \quad \text{and} \quad - \Delta \xi = pu^{p-1}\xi,\] (2.21)
we find
\[- \frac{\partial \xi}{\partial x_i} \Delta u - \frac{\partial u}{\partial x_i} \Delta \xi = u^p \frac{\partial \xi}{\partial x_i} + pu^{p-1}\xi \frac{\partial u}{\partial x_i}.\] (2.22)
Then integrating in any smooth domain \(\Omega' \subset \Omega\) on both sides of (2.22), we get by the divergence theorem and Green’s identities
\[- \int_{\partial\Omega'} \frac{\partial \xi}{\partial \nu} \frac{\partial u}{\partial x_i} - \int_{\partial\Omega'} \frac{\partial u}{\partial \nu} \frac{\partial \xi}{\partial x_i} + \int_{\Omega'} \langle \nabla u, \nabla \xi \rangle \nu_i = \int_{\partial\Omega'} u^p \xi \nu_i.\] (2.23)
Hence (2.19) follows from (2.23) taking \(\Omega' = B_\theta(x_{p,j}).\)

Also, for \(y \in \mathbb{R}^2\), from (2.21), we get
\[
\int_{\Omega'} \left( - \langle x - y, \nabla \xi \rangle \Delta u - \langle x - y, \nabla u \rangle \Delta \xi \right) dx = \int_{\Omega'} \left( u^p \langle x - y, \nabla \xi \rangle + pu^{p-1}\xi \langle x - y, \nabla u \rangle \right) dx.\] (2.24)
And by direct computation, we find
\[
\text{RHS of (2.24)} = \int_{\partial\Omega'} u^p(x) \xi \langle x - y, \nu \rangle - 2 \int_{\Omega'} u^p(x) \xi(x).\] (2.25)
Next, we have
\[
\text{LHS of (2.24)} = - \int_{\partial\Omega'} \frac{\partial \xi}{\partial \nu} \langle x - y, \nabla u \rangle - \int_{\partial\Omega'} \frac{\partial u}{\partial \nu} \langle x - y, \nabla \xi \rangle + \int_{\Omega'} \nabla \xi \cdot \nabla \langle x - y, \nabla u \rangle + \int_{\Omega'} \nabla u \cdot \nabla \langle x - y, \nabla \xi \rangle
\]
\begin{align*}
= - \int_{\partial\Omega'} \frac{\partial \xi}{\partial \nu} \langle x - y, \nabla u \rangle - \int_{\partial\Omega'} \frac{\partial u}{\partial \nu} \langle x - y, \nabla \xi \rangle + 2 \int_{\Omega'} \nabla \xi \cdot \nabla u + \int_{\Omega'} \langle x - y, \nabla (\nabla \xi \cdot \nabla u) \rangle
\end{align*}
\[
= \int_{\partial\Omega'} \langle \nabla u, \nabla \xi \rangle \cdot \langle x - y, \nu \rangle - \int_{\partial\Omega'} \frac{\partial \xi}{\partial \nu} \langle x - y, \nabla u \rangle - \int_{\partial\Omega'} \frac{\partial u}{\partial \nu} \langle x - y, \nabla \xi \rangle.
\] (2.26)
Hence from (2.24), (2.25) and (2.26), we get
\[
\int_{\partial\Omega'} \langle \nabla u, \nabla \xi \rangle \cdot \langle x - y, \nu \rangle - \int_{\partial\Omega'} \frac{\partial \xi}{\partial \nu} \langle x - y, \nabla u \rangle
\begin{align*}
- \int_{\partial\Omega'} \frac{\partial u}{\partial \nu} \langle x - y, \nabla \xi \rangle
\end{align*}
\[
= \int_{\partial\Omega'} u^p \xi \langle x - y, \nu \rangle - 2 \int_{\Omega'} u^p \xi.\] (2.27)
Then (2.20) follows from (2.27) taking \(\Omega' = B_\theta(x_{p,j})\) and \(y = x_{p,j}\). \qed

We will also need the following basic formula.

**Lemma 2.7** (c.f. [21]). Let \(\Omega' \subset \mathbb{R}^2\) be a smooth bounded domain, \(u, v \in C^2(\overline{\Omega'})\). Then
\[
\int_{\Omega'} \left( u \Delta v - v \Delta u \right) dx = \int_{\partial\Omega'} \left( u \frac{\partial v}{\partial \nu} - v \frac{\partial u}{\partial \nu} \right) d\sigma,
\]
where \(\nu\) is the outward unit normal of \(\partial\Omega'\).
3. The asymptotic behavior of the positive solutions

In this section we will prove Theorem 1.4. A crucial step will be to improve (1.12) expanding \( w_{p,j} \), up to the second order (see Section 3.1, in particular propositions 3.6 and 3.9). The complete proof of Theorem 1.4 is then postponed to Section 3.2. Finally in Section 3.3 we collect key further expansions for the solutions \( u_p \), which will be useful for the proofs of theorems 1.1 and 1.2.

3.1. Asymptotics for \( w_{p,j} \).

Let \( w_{p,j} \) be the rescaled solution as defined in (1.11), from [16] we know that the following hold:

**Lemma 3.1.** For any small fixed \( \delta, d > 0 \), there exist \( R_\delta > 1 \) and \( p_\delta > 1 \) such that

\[
w_{p,j} \leq (4 - \delta) \log \frac{1}{|y|} + C_\delta, \text{ for } j = 1, \ldots, k,
\]

for some \( C_\delta > 0 \), provided \( R_\delta \leq |y| \leq \frac{d}{\varepsilon_{p,j}} \) and \( p \geq p_\delta \).

**Lemma 3.2.** For any small fixed \( d > 0 \) and \( j = 1, \ldots, k \), it holds

\[
\lim_{p \to +\infty} \int_{\mathbb{R}^n \setminus B_{d}(x_{p,j})} \left( 1 + \frac{w_{p,j}(z)}{p} \right)^p dz = 8\pi.
\] (3.1)

Hence, setting

\[
C_{p,j} := \int_{B_{d}(x_{p,j})} u_p^p(y)dy,
\] (3.2)

then one has

\[
C_{p,j} = \frac{u_p(x_{p,j})}{p} \int_{B_{d}(x_{p,j})} \left( 1 + \frac{w_{p,j}(z)}{p} \right)^p = \frac{1}{p} \left( 8\pi \sqrt{e} + o(1) \right).
\] (3.3)

**Proof.** (3.1) has been proved in [16], using the convergence in (1.12) and, thanks to Lemma 3.1, the dominated convergence theorem. From definition (1.11), using (1.10) and (3.1), we have

\[
C_{p,j} = \frac{u_p(x_{p,j})}{p} \int_{B_{d}(x_{p,j})} \left( 1 + \frac{w_{p,j}(z)}{p} \right)^p = \frac{1}{p} \left( 8\pi \sqrt{e} + o(1) \right).
\]

Next we derive an expansion of \( u_p \), which will be useful to improve the asymptotic expansion of \( w_{p,j} \) (see (3.31)). We will also apply it to get the non-degeneracy result (see the proofs of propositions 4.3 and 4.5). We point out that at the end of this section we will be able to further improve this expansion (see Lemma 3.11).

**Lemma 3.3.** For any fixed small \( d > 0 \), it holds

\[
u_p(x) = \sum_{j=1}^{k} C_{p,j} G(x_{p,j}, x) + o\left( \sum_{j=1}^{k} \frac{\varepsilon_{p,j}}{p} \right) \text{ in } C^1\left( \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}) \right),
\] (3.4)

where \( C_{p,j} \) is defined in (3.2).

**Proof.** For \( x \in \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}) \), we have

\[
u_p(x) = \int_{\Omega} G(y, x)u_p^p(y)dy = \sum_{j=1}^{k} \int_{B_{d}(x_{p,j})} G(y, x)u_p^p(y)dy + \int_{\Omega \setminus \bigcup_{j=1}^{k} B_{d}(x_{p,j})} G(y, x)u_p^p(y)dy.
\] (3.5)
Using (1.8) we have

\[ \int_{\Omega \setminus \bigcup_{j=1}^{k} B_{d}(x_{p,j})} G(y, x)u_p^p(y)dy = O \left( \frac{C_p}{p^p} \right) \text{ uniformly for } x \in \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}). \]  (3.6)

Moreover, it holds

\[ \int_{B_{d}(x_{p,j})} G(y, x)u_p^p(y)dy = G(x_{p,j}, x) \int_{B_{d}(x_{p,j})} u_p^p(y)dy + \int_{B_{d}(x_{p,j})} (G(y, x) - G(x_{p,j}, x))u_p^p(y)dy, \]  (3.7)

where by Taylor’s expansion, it follows

\[ \int_{B_{d}(x_{p,j})} \left( G(y, x) - G(x_{p,j}, x) \right) u_p^p(y)dy \]
\[ = \frac{\varepsilon_{p,j} u_p(x_{p,j})}{p} \int_{B_{\frac{\varepsilon_{p,j}}{p}}(0)} \langle \nabla G(x_{p,j}, x), z \rangle \left( 1 + \frac{w_{p,j}(z)}{p} \right)^p dz \]
\[ + O \left( \frac{\varepsilon_{p,j}^3}{p} \right) \int_{B_{\frac{\varepsilon_{p,j}}{p}}(0)} |z|^2 \cdot \left( 1 + \frac{w_{p,j}(z)}{p} \right)^p dz. \]  (3.8)

Using Lemma 3.1, the fact that \(|\nabla G(x_{p,j}, x)|\) is bounded uniformly in \(\Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j})\) and the dominated convergence theorem, we have

\[ \lim_{p \to \infty} \int_{B_{\frac{\varepsilon_{p,j}}{p}}(0)} \langle \nabla G(x_{p,j}, x), z \rangle \left( 1 + \frac{w_{p,j}(z)}{p} \right)^p dz \]
\[ = \int_{\mathbb{R}^2} \langle \nabla G(x_{\infty, j}, x), z \rangle e^{U(z)} dz = 0, \text{ uniformly in } \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}), \]  (3.9)

and

\[ \lim_{p \to \infty} \int_{B_{\frac{\varepsilon_{p,j}}{p}}(0)} |z|^2 \cdot \left( 1 + \frac{w_{p,j}(z)}{p} \right)^p dz = \int_{\mathbb{R}^2} |z|^2 e^{U(z)} dz. \]  (3.10)

Hence from (3.8), (3.9) and (3.10), we get

\[ \int_{B_{d}(x_{p,j})} \left( G(y, x) - G(x_{p,j}, x) \right) u_p^p(y)dy = o \left( \frac{\varepsilon_{p,j}}{p} \right) \text{ uniformly in } \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}). \]  (3.11)

Then (3.7) and (3.11) imply

\[ \int_{B_{d}(x_{p,j})} G(y, x)u_p^p(y)dy = G(x_{p,j}, x) \int_{B_{d}(x_{p,j})} u_p^p(y)dy + o \left( \frac{\varepsilon_{p,j}}{p} \right) \text{ uniformly in } \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}). \]  (3.12)

So from (3.5), (3.6) and (3.12), we find

\[ u_p(x) = \sum_{j=1}^{k} C_{p,j} G(x_{p,j}, x) + o \left( \sum_{j=1}^{k} \frac{\varepsilon_{p,j}}{p} \right) \text{ uniformly in } \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}). \]

Similar to the above estimates, we also get

\[ \frac{\partial u_p(x)}{\partial x_i} = \sum_{j=1}^{k} \left( \int_{B_{d}(x_{p,j})} u_p^p(y)dy \right) D_{x_i} G(x_{p,j}, x) + o \left( \frac{\varepsilon_{p,j}}{p} \right) \text{ uniformly in } \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}). \]  □
Let us define
\[ v_{p,j} := p(w_{p,j} - U), \] (3.13)
where \( w_{p,j} \) is the rescaled function in (1.11) and \( U \) is its limit function introduced in (1.7).

**Lemma 3.4.** For any small fixed \( d_0 > 0 \), it holds
\[ -\Delta v_{p,j} = v_{p,j}e^U + v_{p,j}\overline{g}_p + g_p^* \quad \text{for } |x| \leq \frac{d_0}{\varepsilon_{p,j}}, \] (3.14)
where
\[ \overline{g}_p(x) := \frac{p(e^{w_{p,j}} - e^U) - v_{p,j}e^U}{v_{p,j}} = O\left(\frac{|w_{p,j} - U|}{1 + |x|^{4-\delta}}\right) \quad \text{for } |x| \leq \frac{d_0}{\varepsilon_{p,j}}, \] (3.15)
\[ g_p^*(x) := pe^{w_{p,j}}\left(e^{p\log(1 + \frac{w_{p,j}}{p}) - w_{p,j} - 1}\right) = O\left(\frac{\log(1 + |x|)^2}{1 + |x|^{4-\delta}}\right) \quad \text{for } |x| \leq \frac{d_0}{\varepsilon_{p,j}}, \] (3.16)
and
\[ g_p^*(x) \to -\frac{U^2(x)}{2}e^U(x) \quad \text{as } p \to +\infty. \] (3.17)

**Proof.** By direct computations, we have
\[
-\Delta v_{p,j} = p\left(-\Delta w_{p,j} + \Delta U\right) = p\left((1 + \frac{w_{p,j}}{p})^p - e^U\right)
= p\left(e^{w_{p,j}} - e^U\right) + \underbrace{pe^{w_{p,j}}(e^{p\log(1 + \frac{w_{p,j}}{p}) - w_{p,j} - 1})}_{:=g_p^*(x)}.
\] (3.18)

Since \( \log(1 + x) = x - \frac{x^2}{2} + O(x^3) \) and \( e^x = 1 + x + O(x^2) \), then for any small fixed \( \delta, d_0 > 0 \), using Lemma 3.1, we can check that (3.16) and (3.17) hold.

Also by Taylor’s expansion and Lemma 3.1, it follows that
\[
p\left(e^{w_{p,j}} - e^U\right) = pe^U\left(e^{w_{p,j}} - U - 1\right)
= pe^U\left(w_{p,j} - U + O\left(|w_{p,j} - U|^2 \cdot e^{\xi(w_{p,j} - U)}\right)\right)
= e^U v_{p,j} + O\left(e^{(1-\xi)U + \xi w_{p,j}}|w_{p,j}| \cdot |w_{p,j} - U|\right)
\] (3.19)
\[
= v_{p,j} \underbrace{e^U + O\left(\frac{|w_{p,j} - U|}{1 + |x|^{4-\delta}}\right)}_{:=\overline{g}_p(x)} \quad \text{for } |x| \leq \frac{d_0}{\varepsilon_{p,j}} \text{ and some } \xi \in (0,1).
\]

Hence (3.18) and (3.19) imply (3.14). \( \square \)

We will establish the following bound:

**Proposition 3.5.** Let \( v_{p,j} \) be as in (3.13). Then for any small fixed \( d_0 > 0 \) and fixed \( \tau \in (0,1) \), there exists \( C > 0 \) such that
\[ |v_{p,j}(x)| \leq C(1 + |x|)^\tau \quad \text{in } B_{\frac{d_0}{\varepsilon_{p,j}}}(0). \] (3.20)

As a consequence of Proposition 3.5, we can pass to the limit into equation (3.14) and prove
Proposition 3.6. Let \( v_{p,j} \) be the function defined in (3.13). Then it holds
\[
\lim_{p \to +\infty} v_{p,j} = w_0 \text{ in } C^2_{\text{loc}}(\mathbb{R}^2),
\]
where \( w_0 \) solves the non-homogeneous linear equation
\[
- \Delta w_0 - e^U w_0 = - \frac{U^2}{2} e^U \text{ in } \mathbb{R}^2
\]
and for any \( \tau \in (0, 1) \), there exists \( C > 0 \) such that
\[
|w_0(x)| \leq C(1+|x|)^\tau.
\]

Remark 3.7. Let \( \tilde{w}_0(y) := w_0(\sqrt{y}) \), then by (3.21), \( \tilde{w}_0(y) \) solves (2.2) with \( f(t) = \frac{16 \log^2(1+t^2)}{(1+t^2)^2} \).

Proof of Proposition 3.5. To prove (3.20), we use some ideas in [9, Estimate C] and [30, Appendix B]. Let
\[
N_p := \max_{|x| \leq \frac{d_0}{\varepsilon_{p,j}}} \frac{|v_{p,j}(x)|}{(1+|x|)^\tau},
\]
then obviously
\[
(3.20) \iff N_p \leq C.
\]
We will prove that \( N_p \leq C \) by contradiction. The proof is organized into two steps. Set
\[
N_p^* := \max_{|x| \leq \frac{d_0}{\varepsilon_{p,j}}} \max_{|x'| = |x|} \frac{|v_{p,j}(x) - v_{p,j}(x')|}{(1+|x|)^\tau}.
\]
Step 1. If \( N_p \to +\infty \), then it holds
\[
N_p^* = o(1)N_p.
\]

Proof of Step 1. Suppose this is not true. Then there exists \( c_0 > 0 \) such that \( N_p^* \geq c_0 N_p \). Let \( x_p' \) and \( x_p'' \) satisfy \( |x_p'| = |x_p''| \leq \frac{d_0}{\varepsilon_{p,j}} \) and
\[
N_p^* = \frac{|v_{p,j}(x_p') - v_{p,j}(x_p'')|}{(1+|x_p'|)^\tau},
\]
Without loss of generality, we may assume that \( x_p' \) and \( x_p'' \) are symmetric with respect to the \( x_1 \) axis.
Set
\[
\omega_p^x(x) := v_{p,j}(x) - v_{p,j}(x^-), \quad x^- := (x_1, -x_2), \quad \text{for } x = (x_1, x_2), \quad x_2 > 0.
\]
Hence \( x_p'' = x_p' \) and \( N_p^* = \frac{\omega_p^x(x_p')}{(1+|x_p'|)^\tau} \). Let us define
\[
\omega_p(x) := \frac{\omega_p^x(x)}{(1+x_2)^\tau}. \quad (3.24)
\]
Then direct calculations show that \( \omega_p \) satisfies
\[
- \Delta \omega_p - \frac{2\tau}{1+x_2} \partial_{x_2} \omega_p + \frac{\tau(1-\tau)}{(1+x_2)^2} \omega_p = \frac{g_p(x)}{\frac{1}{(1+x_2)^\tau}} + \frac{\bar{g}_p(x)}{\frac{1}{(1+x_2)^\tau}}, \quad (3.25)
\]
where \( g_p(x) := g_p^x(x) - g_p^x(x^-) \), \( \bar{g}_p(x) \) is defined in (3.16) and
\[
\bar{g}_p(x) := p \left( e^{w_{p,j}(x)} - e^{w_{p,j}(x^-)} \right) = O \left( \frac{|\omega_p| \cdot \left( \log(1+|x|) \right)}{1+|x|^{1-\delta}} \right) \quad \text{for } |x| \leq \frac{d_0}{\varepsilon_{p,j}}. \quad (3.26)
\]
Also let \( x_p^{*,*} \) satisfy \( |x_p^{*,*}| \leq \frac{d_0}{\varepsilon_{p,j}} \), \( x_p^{*,*} \geq 0 \) and
\[
|\omega_p(x_p^{*,*})| = N_p^{*,*} := \max_{|x| \leq \frac{d_0}{\varepsilon_{p,j}}, \quad x_2 \geq 0} |\omega_p(x)|. \quad (3.27)
\]
Then it follows
\[ N_p^{**} \geq \frac{|v_{p,j}(x_p^*) - v_{p,j}(x_p^*)|}{(1 + |x_p^*|)^{\delta}} = N_p^* \to +\infty. \] (3.28)

We may assume that \( \omega_p(x_p^{**}) > 0 \). We claim that
\[ |x_p^{**}| \leq C. \] (3.29)

The proof of (3.29) is divided into two parts.

**Part 1. We prove that** \( |x_p^{**}| \leq \frac{d_0}{\xi_{p,j}} \).

Suppose this is not true. Observe that
\[
\omega_p^*(x_p^{**}) - \omega_{p,j}(x_p^{**}) = p((-w_{p,j}(x_p^{**}) - w_{p,j}(x_p^{**})) - (U(x_p^{**}) - U(x_p^{**}))
\]
\[
= \frac{p^2}{u_p(x_{p,j})} \left( u_{p,j}(\xi_{p,j}x_p^{**} + x_{p,j}) - u_{p,j}(\xi_{p,j}x_p^{**} + x_{p,j}) \right)
\]
\[
- p(U(x_p^{**}) - U(x_p^{**}))
\]
\[ = \frac{p^2}{u_p(x_{p,j})} \left( u_{p,j}(\xi_{p,j}x_p^{**} + x_{p,j}) - u_{p,j}(\xi_{p,j}x_p^{**} + x_{p,j}) \right), \] (3.30)

here in last equality we use the fact that \( U \) is radial. Moreover using (3.4) with \( d = \frac{d_0}{4} \), we get
\[
u_{p,j}(\xi_{p,j}x_p^{**} + x_{p,j}) - u_{p,j}(\xi_{p,j}x_p^{**} + x_{p,j})
\]
\[ = \sum_{l=1}^{k} C_{p,l} \left( G(x_{p,l}, \xi_{p,j}x_p^{**} + x_{p,j}) - G(x_{p,l}, \xi_{p,j}x_p^{**} + x_{p,j}) \right) + O \left( \sum_{l=1}^{k} \frac{\xi_{p,l}}{p} \right). \] (3.31)

Since \( \frac{d_0}{\xi_{p,j}} \leq |x_p^{**}| \leq \frac{d_0}{\xi_{p,j}} \), then
\[ G(x_{p,l}, \xi_{p,j}x_p^{**} + x_{p,j}) - G(x_{p,l}, \xi_{p,j}x_p^{**} + x_{p,j}) = O \left( \xi_{p,j}|x_p^{**}| \right) \text{ for } l = 1, \ldots, k. \] (3.32)

If \( l \neq j \),
\[ G(x_{p,l}, \xi_{p,j}x_p^{**} + x_{p,j}) - G(x_{p,l}, \xi_{p,j}x_p^{**} + x_{p,j}) = O \left( \xi_{p,j}|x_p^{**}| \cdot |\nabla G(x_{p,l}, \xi_{p,j}x_p^{**} + (1 - \xi)x_p^{**} + x_{p,j})| \right) \text{ with } \xi \in (0, 1), \]
and
\[ |\nabla G(x_{p,l}, \xi_{p,j}x_p^{**} + (1 - \xi)x_p^{**} + x_{p,j})| = O(1). \]

Then it follows
\[ G(x_{p,l}, \xi_{p,j}x_p^{**} + x_{p,j}) - G(x_{p,l}, \xi_{p,j}x_p^{**} + x_{p,j}) = O \left( \xi_{p,j}|x_p^{**}|^2 \right) \text{ for } l \neq j. \]

If \( l = j \), since \( |x_p^{**}| = |x_p^{**}| \), then
\[ G(x_{p,j}, \xi_{p,j}x_p^{**} + x_{p,j}) - G(x_{p,j}, \xi_{p,j}x_p^{**} + x_{p,j})
\]
\[ = -H(x_{p,j}, \xi_{p,j}x_p^{**} + x_{p,j}) + H(x_{p,j}, \xi_{p,j}x_p^{**} + x_{p,j})
\]
\[ = O \left( \xi_{p,j}|x_p^{**}| \cdot |\nabla H(x_{p,j}, \xi_{p,j}x_p^{**} + (1 - \xi)x_p^{**} + x_{p,j})| \right) \text{ with } \xi \in (0, 1), \]
and
\[ |\nabla H(x_{p,j}, \xi_{p,j}x_p^{**} + (1 - \xi)x_p^{**} + x_{p,j})| = O(1). \]

Then by above computations, it follows
\[ G(x_{p,j}, \xi_{p,j}x_p^{**} + x_{p,j}) - G(x_{p,j}, \xi_{p,j}x_p^{**} + x_{p,j}) = O \left( \xi_{p,j}|x_p^{**}|^2 \right). \]
So from (3.3), (3.31) and (3.32), we have

\[ u_{p,j}(\varepsilon_{p,j}x_p^{**} + x_{p,j}) = O\left(\frac{\varepsilon_{p,j}|x_p^{**}|}{p}\right) = O\left(\sum_{l=1}^{k} \frac{\varepsilon_{p,l}}{p}\right). \tag{3.33} \]

Now from (3.30), (3.33) and the fact \( u_p(x_{p,j}) \to \sqrt{e} \) by (1.10), we get

\[ \omega_p(x_p^{**}) = O\left(p \varepsilon_{p,j} |x_p^{**}| + o\left(p \sum_{l=1}^{k} \varepsilon_{p,l}\right)\right). \tag{3.34} \]

As a result,

\[ N_p^{**} \leq Cp\varepsilon_{p,j} |x_p^{**}|^{1-\tau} + o(1) \leq Cp\varepsilon_{p,j} + o(1) = o(1). \]

This is a contradiction and concludes the proof of Part 1.

**Part 2. We prove that \( |x_p^{**}| \leq C. \)**

Suppose this is not true. Now by Part 1, we have \( x_p^{**} \in B_{\|\phi_{p,j}\|}(0) \). Thus

\[ |\nabla \omega_p(x_p^{**})| = 0 \text{ and } \Delta \omega_p(x_p^{**}) \leq 0. \tag{3.35} \]

So from (3.25), (3.26) and (3.35), we find

\[
0 \leq -\Delta \omega_p(x_p^{**}) = -\frac{\tau(1-\tau)}{(1 + x_p^{**})^2} \omega_p(x_p^{**}) + \frac{g_p(x_p^{**})}{(1 + x_p^{**})^\tau} + \frac{\tilde{g}_p(x_p^{**})}{(1 + x_p^{**})^\tau} \\
= -\frac{\tau(1-\tau)}{(1 + x_p^{**})^2} + O\left(\frac{\log(1 + |x_p^{**}|)}{(1 + |x_p^{**}|^4-\delta)(1 + x_p^{**})^\tau}\right) \omega_p(x_p^{**}) + \frac{g_p(x_p^{**})}{(1 + x_p^{**})^\tau}. \tag{3.36} \]

Also by assumption \( |x_p^{**}| \to \infty \), then for some large \( R \), there exists \( p_0 \) such that \( |x_p^{**}| \geq R \) for \( p \geq p_0 \). And then for some \( \delta \in (0,1) \), it follows

\[ O\left(\frac{\log(1 + |x_p^{**}|)}{(1 + |x_p^{**}|^4-\delta)(1 + x_p^{**})^\tau}\right) \leq \frac{2}{(1 + x_p^{**})^{2\tau}} \leq \frac{\tau(1-\tau)}{2(1 + x_p^{**})^2} \text{ for } p \geq p_0. \tag{3.37} \]

Hence using (3.36), (3.37) and the fact that \( |x_p^{**}| \to \infty \), we deduce

\[ \frac{\omega_p(x_p^{**})}{(1 + x_p^{**})^2} \leq \frac{Cg_p(x_p^{**})}{(1 + x_p^{**})^\tau}. \]

Then it follows

\[ \omega_p(x_p^{**}) \leq Cg_p(x_p^{**})(1 + x_p^{**})^{2-\tau}. \tag{3.38} \]

Combining (3.16) and (3.38), we obtain

\[ N_p^{**} \leq C\left(\frac{\log(1 + |x_p^{**}|)^2}{(1 + |x_p^{**}|)^{2-\tau}}\right) \to 0 \text{ as } p \to +\infty, \]

which is a contradiction with (3.28). Then the proof of Part 2 is concluded and (3.29) follows.

Now let

\[ \omega_p^{**}(x) = \frac{\omega_p(x)}{N_p^{**}}, \]

where \( \omega_p \) is defined in (3.24) and \( N_p^{**} \) is defined in (3.27). From (3.25), it follows that \( \omega_p^{**}(x) \) solves

\[ -\Delta \omega_p^{**} = \frac{2\tau}{1 + x_2} \frac{\partial \omega_p^{**}}{\partial x_2} + \frac{\tau(1-\tau)}{(1 + x_2)^2} \omega_p^{**} = \frac{g_p(x)}{N_p^{**}(1 + x_2)^\tau} + \frac{\tilde{g}_p(x)}{N_p^{**}(1 + x_2)^\tau}. \tag{3.39} \]
Moreover \(|\omega_p^*(x)| \leq 1\) and \(|\omega_p^*(x_0^*)| = 1\), hence \(\omega_p^*(x) \to \omega\) uniformly in any compact subset of \(\mathbb{R}^2\). And \(\omega \neq 0\) because \(\omega_p^*(x_0^*) = 1\) and \(|x_0^*| \leq C\). Observe that from (3.16),
\[
\frac{g_p(x)}{N_p^*(1 + x_2)^2} \to 0 \text{ uniformly in any compact set of } \{|x| \leq \frac{d_0}{\epsilon_{p,j}}\} \text{ as } p \to +\infty,
\]
and that for any \(\phi(x) \in C^\infty_0(B_{\frac{d_0}{\epsilon_{p,j}}}(0))\), we have also
\[
\frac{1}{N_p^*} \int_{B_{\frac{d_0}{\epsilon_{p,j}}}(0)} \left( \bar{g}_p(x) - e^{U(x)}\omega_p(x) \right) \phi(x) dx = 0.
\]
On the other hand, by the definition of \(v\)
\[
\omega \bar{x}_2 = (1 + x_2)^2 \omega.
\]
Hence \(\bar{x}_2 \neq 0\) because \(\omega \neq 0\). Then from (3.39), we can deduce that \(\omega\) solves
\[
\begin{aligned}
-\Delta \omega - \frac{2\pi}{1 + x_2^2} \omega\bar{x}_2 + \left( \frac{\tau(1 - \tau)}{1 + x_2^2} - e^{U(x)} \right) \omega &= 0, \quad x_2 > 0, \\
\omega(x_1, 0) &= 0.
\end{aligned}
\]
Hence \(\bar{\omega} = (1 + x_2)^2 \omega\) satisfies
\[
\begin{aligned}
-\Delta \bar{\omega} - e^{U(x)} \bar{\omega} &= 0, \quad x_2 > 0, \\
\bar{\omega}(x_1, 0) &= 0.
\end{aligned}
\]
And then using Lemma 2.1, we have
\[
\bar{\omega}(x) = c_0 \frac{\partial U(x)}{\partial \lambda} \bigg|_{\lambda = 1} + c_1 \frac{\partial U(x)}{\partial x_1} + c_2 \frac{\partial U(x)}{\partial x_2}, \text{ for some constants } c_0, c_1 \text{ and } c_2.
\]
On the other hand, by the definition of \(v_{p,j}(x)\) and \(w_{p,j}(x)\), we know
\[
\nabla \omega_p^*(0) = \nabla \left( v_{p,j}(x) - v_{p,j}(x^-) \right) \bigg|_{x = 0} = p \left( \nabla u_{p,j}(x) - \nabla U(x) \right) \bigg|_{x = 0} = 0.
\]
Here the last equality follows by the fact that \(x_{p,j}\) is a local maximum point of \(u_p(x)\). And then
\[
\nabla \left( (1 + x_2)^2 \omega \right) \bigg|_{x = 0} = \frac{\nabla \omega_p^*(0)}{N_p^*} = 0,
\]
which means \(\nabla \bar{\omega}(0) = 0\). Then from (3.40), we find \(c_1 = c_2 = 0\). Moreover from \(\bar{\omega}(x_1, 0) = 0\), we also have \(c_0 = 0\). So \(\bar{\omega} = 0\), which is a contradiction. Hence (3.23) follows, which concludes the proof of Step 1.

**Step 2.** We prove that \(N_p \leq C\) by contradiction.

**Proof of Step 2.** Suppose by contradiction that \(N_p \to +\infty\), as \(p \to +\infty\) and set
\[
\psi_{p,j}(r) = \frac{1}{2\pi} \int_0^{2\pi} v_{p,j}(r, \theta) d\theta, \quad r = \{|x|\}.
\]
Then by Step 1, it follows that
\[
\frac{|\psi_{p,j}(r)|}{(1 + r)^\tau} = \frac{1}{2\pi(1 + r)^\tau} \left| \int_0^{2\pi} v_{p,j}(r, \theta) d\theta \right|
\]
\[
\leq \max_{\theta \in [0, 2\pi]} \frac{|v_{p,j}(r, \theta)|}{(1 + r)^\tau} + \frac{1}{2\pi(1 + r)^\tau} \left| \int_0^{2\pi} \left( v_{p,j}(r, \theta) - \max_{\theta \in [0, 2\pi]} |v_{p,j}(r, \theta)| \right) d\theta \right|
\]
Then we have
\[
\max_{r \leq \frac{1}{p,j}} \frac{|\psi_{p,j}(r)|}{(1 + r)^\tau} \leq \max_{r \leq \frac{1}{p,j}} \max_{\theta \in [0, 2\pi]} \frac{|v_{p,j}(r, \theta)|}{(1 + r)^\tau} + C \max_{r \leq \frac{1}{p,j}} \max_{\theta_1, \theta_2 \in [0, 2\pi]} \frac{|v_{p,j}(r, \theta_1) - v_{p,j}(r, \theta_2)|}{(1 + r)^\tau}
\]
\[
= \max_{|x| \leq \frac{1}{p,j}} \frac{|v_{p,j}(x)|}{(1 + |x|)^\tau} + C \max_{|x| \leq \frac{1}{p,j}} \max_{|x'| = |x|} \frac{|v_{p,j}(x) - v_{p,j}(x')|}{(1 + |x'|)^\tau}
\]
\[
= N_p + CN_p^* = N_p(1 + o(1)).
\]
And similarly, it follows
\[
\max_{r \geq \frac{1}{p,j}} \frac{|\psi_{p,j}(r)|}{(1 + r)^\tau} \geq \max_{r \geq \frac{1}{p,j}} \max_{\theta \in [0, 2\pi]} \frac{|v_{p,j}(r, \theta)|}{(1 + r)^\tau} - C \max_{r \geq \frac{1}{p,j}} \max_{\theta_1, \theta_2 \in [0, 2\pi]} \frac{|v_{p,j}(r, \theta_1) - v_{p,j}(r, \theta_2)|}{(1 + r)^\tau}
\]
\[
= \max_{|x| \geq \frac{1}{p,j}} \frac{|v_{p,j}(x)|}{(1 + |x|)^\tau} - C \max_{|x| \geq \frac{1}{p,j}} \max_{|x'| = |x|} \frac{|v_{p,j}(x) - v_{p,j}(x')|}{(1 + |x'|)^\tau}
\]
\[
= N_p - CN_p^* = N_p(1 + o(1)).
\]
Hence we can find that
\[
\max_{r \leq \frac{1}{p,j}} \frac{|\psi_{p,j}(r)|}{(1 + r)^\tau} = N_p(1 + o(1)).
\]
Assume that \(\frac{|\psi_{r,r}(r)|}{(1+r)^\tau}\) attains its maximum at \(r_p\). Then we claim
\[
r_p \leq C. \tag{3.41}
\]
In fact, let \(\phi(x) = \frac{\partial U(z)}{\partial z}\big|_{z=1}\) and we recall that \(-\Delta \phi(x) = e^{U(z)}\phi(x)\). Now multiplying (3.14) by \(\phi\) and using integration by parts, we have
\[
\int_{|x|=r} \left[ \frac{\partial v_{p,j}}{\partial \nu} \phi - \frac{\partial \phi}{\partial \nu} v_{p,j} \right] d\sigma
\]
\[
= \int_{|x|\leq r} v_{p,j} \overline{\phi} d\sigma + \int_{|x|\leq r} g_p^* \phi dx
\]
\[
= O\left( N_p \int_{|x|\leq r} \overline{g_p}(1 + |x|)^\tau dx + \int_{|x|\leq r} g_p^* \phi dx \right)
\]
\[
= O(1)N_p + O(1). \tag{3.42}
\]
Here the last identity holds by (1.12). Also for \(r^2 > 8\), we know
\[
\int_{|x|=r} \left[ \frac{\partial v_{p,j}}{\partial \nu} \phi - \frac{\partial \phi}{\partial \nu} v_{p,j} \right] d\sigma = \frac{8 - r^2}{8 + r^2} \int_{|x|=r} \frac{\partial v_{p,j}}{\partial \nu} d\sigma - \phi'\int_{|x|=r} v_{p,j} d\sigma
\]
\[
= 8 \int_{|x|=r} \frac{8 - r^2}{8 + r^2} \psi'_{p,j}(r) + 64\pi \frac{r^2(1 + r)^\tau}{(8 + r^2)^2} N_p. \tag{3.43}
\]
Also for \(r^2 > 8\) and \(\tau \in (0, 1)\), it holds
\[
\frac{r^2(1 + r)^\tau}{(8 + r^2)^2} \leq \frac{C_\tau}{r}.
\]
for example, we take $C_\tau := \max_{r^2 \geq 8} \frac{r^2(1 + r)^\tau}{(8 + r^2)^2}$. Hence for $r^2 > 8$, from (3.42) and (3.43), we have

$$|\psi'_{p,j}(r)| = \frac{1}{r} o(N_p) + \frac{1}{r} O(1).$$

And then we find

$$(1 + r_p)^\tau N_p \left(1 + o(1)\right) = |\psi_{p,j}(r_p)| \leq \int_3^{r_p} |\psi'_{p,j}(r)| dr + |\psi_{p,j}(3)|$$

$$\leq o(N_p) + O(1) + |\psi_{p,j}(3)|,$$

also it follows

$$\psi_{p,j}(3) \leq 4^\tau \max_{r \leq \frac{d_0}{\varepsilon_{p,j}}} \frac{|\psi_{p,j}(r)|}{(1 + r)^\tau} = O(N_p).$$

Hence from (3.44) and (3.45), we have $(1 + r_p)^\tau N_p = O(N_p)$, which implies (3.41).

Now integrating (3.14) and using Lemma 3.1, we get

$$-\Delta \psi_{p,j} = \psi_{p,j} e^U + \overline{h}_p + h_p^*, \text{ for } |x| \leq \frac{d_0}{\varepsilon_{p,j}},$$

where $\gamma > 0$ is a small fixed constant,

$$\overline{h}_p(r) := \frac{1}{2\pi} \int_0^{2\pi} \psi_{p,j}(r, \theta) \overline{g}_p(r, \theta) d\theta,$$

and

$$h_p^*(r) := \frac{1}{2\pi} \int_0^{2\pi} g_p^*(r, \theta) d\theta,$$

where $\overline{g}_p$ and $g_p^*$ are the same as in (3.15) and (3.16) correspondingly.

Next we define $\psi_{p,j}^*(x) = \frac{\psi_{p,j}(|x|)}{\psi_{p,j}(r_p)}$ and pass to the limit in the equation (3.46) divided by $\psi_{p,j}(r_p)$. One has

$$|\psi_{p,j}^*(x)| \leq \frac{C|\psi_{p,j}(|x|)|}{N_p} \leq C \left(1 + |x|\right)\tau.$$

Also from (3.16), we know

$$\frac{h_p^*(r)}{\psi_{p,j}(r_p)} \leq \frac{Ch_p^*(r)}{N_p} \leq \frac{C}{N_p} \to 0.$$

Moreover from (3.19), Lemma 3.1 and the dominated convergence theorem, it follows

$$\int_B \frac{\overline{h}_p(|x|)}{\psi_{p,j}(r_p)} \phi(x) dx \to 0 \text{ for any radial function } \phi(x) \in C^\infty_0(B_{\frac{d_0}{\varepsilon_{p,j}}}(0)).$$

Hence from the above computations and the dominated convergence theorem, we can deduce that

$$\psi_{p,j}^* \to \psi(|x|) \text{ in } C^2_{\text{loc}}(\mathbb{R}^2) \text{ and } \psi \text{ satisfies }$$

$$-\psi'' = \frac{1}{r} \psi' = e^U \psi.$$

Therefore, it follows

$$\psi(r) = c_0 \frac{8 - r^2}{8 + r^2}, \text{ with some constant } c_0 > 0.$$  (3.47)

Since $\psi_{p,j}^*(r_p) = 1$ and $r_p \leq C$, we find $\psi \not\equiv 0$.

On the other hand, we know that $\psi_{p,j}(0) = v_{p,j}(0) = 0$ by definition. Therefore, we have $\psi(0) = 0$, which, together with (3.47), implies $\psi \equiv 0$. This is a contradiction. This gives (3.20) and completes the proof of Proposition 3.5. □
Next we introduce
\[ k_{p,j} := p(v_{p,j} - w_0), \tag{3.48} \]
where \( v_{p,j} \) is defined in (3.13) and \( w_0 \) is its limit function as \( p \to +\infty \) (see Proposition 3.6).

**Lemma 3.8.** For any small fixed \( d_0 > 0 \), it holds
\[ -\Delta k_{p,j} = k_{p,j} e^U + h_p^* \quad \text{in} \quad \{ |x| \leq \frac{d_0}{\varepsilon_{p,j}} \}, \tag{3.49} \]
with \( h_p^*(x) = O\left( \frac{\log(1+|x|)}{1+|x|^{4-\delta}} \right). \)

**Proof.** Recalling that \( v_{p,j} = p(w_{p,j} - U) \) and by direct computations, we have
\[
-\Delta k_{p,j} = p \left( -\Delta w_{p,j} + \Delta U \right) + \Delta w_0
= p \left( p(e^{w_{p,j}} - e^U) + g_p^* - e^U w_0 + \frac{U^2}{2} e^U \right)
= p \left( p(e^{w_{p,j}} - e^U) - e^U w_0 \right) + p \left( g_p^* + \frac{U^2}{2} e^U \right),
\]
where \( g_p^* \) is the same as in (3.13). Now similarly as in (3.19) we compute
\[ p(e^{w_{p,j}} - e^U) - e^U w_0 = \left( v_{p,j} - w_0 \right) e^U + O\left( \frac{|v_{p,j}|}{p(1+|x|^{4-\delta})} \right). \]
And then, by Proposition 3.5, it follows
\[ I_1 = k_{p,j} e^U + O\left( \frac{1}{1+|x|^{4-\delta}} \right). \tag{3.51} \]
Recalling \( \log(1+x) = x - \frac{x^2}{2} + O(x^3) \) and \( e^x = 1 + x + O(x^2) \), we have
\[ g_p^* = pe^{w_{p,j}} \left( -w_{p,j}^2 + O\left( \frac{|w_{p,j}|^3}{p^2} \right) \right) = e^{w_{p,j}} \left( -\frac{w_{p,j}^2}{2} + O\left( \frac{|w_{p,j}|^3}{p} \right) \right). \]
Hence using Lemma 3.1, (3.13) and Proposition 3.5, it holds
\[
I_2 = p \left( e^{w_{p,j}} \left( -\frac{w_{p,j}^2}{2} + O\left( \frac{|w_{p,j}|^3}{p} \right) \right) + \frac{U^2}{2} e^U \right)
= p \left( -\frac{w_{p,j}^2}{2} e^{w_{p,j}} + \frac{U^2}{2} e^U \right) + O\left( e^{w_{p,j}} |w_{p,j}|^3 \right)
= O\left( \frac{|v_{p,j}| \cdot \log(1+|x|)}{1+|x|^{4-\delta}} \right) + O\left( \log^3(1+|x|) \right)
= O\left( \frac{\log(1+|x|)}{1+|x|^{4-\delta}} \right) \quad \text{in} \quad \{ |x| \leq \frac{d_0}{\varepsilon_{p,j}} \}. \tag{3.52} \]
And then (3.50), (3.51) and (3.52) imply (3.49). \( \square \)

Now we establish the following bound on \( k_{p,j} \):

**Proposition 3.9.** Let \( k_{p,j} \) be as in (3.48). Then for any small fixed \( d_0, \tau_1 > 0 \), there exists \( C > 0 \) such that
\[ |k_{p,j}(x)| \leq C (1+|x|)^{\tau_1} \quad \text{in} \quad B_{\frac{d_0}{\varepsilon_{p,j}}}(0). \tag{3.53} \]
As a consequence
\[ w_{p,j} = U + \frac{w_0}{p} + O\left( \frac{1}{p^2} \right) \quad \text{in} \quad C^2_{loc}(\mathbb{R}^2). \]
Proof. The proof of (3.53) is similar to the one of Proposition 3.5. Hence we postpone it to the Appendix B.

We can now improve (3.1) as follows.

**Proposition 3.10.** For any small fixed $d > 0$, there exists a small constant $\delta \in (0, 1)$ such that

\[
\int_{B_{\varepsilon p,j}(0) \setminus B_p(0)} \left( 1 + \frac{u_{p,j}(z)}{p} \right)^p dz = 8\pi \left( 1 - \frac{3}{p} \right) + O \left( \frac{1}{p^{2-\delta}} \right).
\]  

(3.54)

Proof. Firstly, since $\frac{w_{p,j}(x)}{p} = \frac{w_p(x_{p,j} + x_{p,j})}{u_p(x_{p,j})} - 1$, then $-1 < \frac{w_{p,j}(x)}{p} \leq 0$. And using the fact that $\log(1 + a) < a$ for any $a \in (-1, 0)$ and Lemma 3.1, we have

\[
\int_{B_{\varepsilon p,j}(0) \setminus B_p(0)} \left( 1 + \frac{u_{p,j}}{p} \right)^p \leq \int_{B_{\varepsilon p,j}(0) \setminus B_p(0)} e^{p \log \left( 1 + \frac{u_{p,j}}{p} \right)} \leq \int_{B_{\varepsilon p,j}(0) \setminus B_p(0)} e^{w_{p,j}} \leq O \left( \frac{1}{p^{2-\delta}} \right)
\]

for some $\delta \in (0, 1)$. Hence using (3.1), we know

\[
|w_{p,j}| = |U + \frac{v_{p,j}}{p}| = O \left( \log p + p^{-1} \right) = O \left( \log p \right) \in B_p(0),
\]

which gives

\[
\frac{|w_{p,j}|}{p}, \frac{|w_{p,j}|^2}{p}, \frac{|w_{p,j}|^3}{p} \to 0 \text{ uniformly in } B_p(0).
\]

(3.56)

Recalling that $w_{p,j} = U + \frac{v_{p,j}}{p}$ by definition (3.13) and using Taylor’s expansion, it follows

\[
\int_{B_p(0)} \left( 1 + \frac{u_{p,j}}{p} \right)^p = \int_{B_p(0)} e^{p \log \left( 1 + \frac{u_{p,j}}{p} \right)} = \int_{B_p(0)} e^{u_{p,j}} \left( 1 + \frac{v_{p,j}}{p} + O \left( \frac{|v_{p,j}|^2}{p^2} \right) \right) \left( 1 - \frac{w_{p,j}^2}{2} + O \left( \frac{|w_{p,j}|^3}{p^2} \right) \right).
\]

Hence using (3.56), the bound in Proposition 3.5 and the dominated convergence theorem one has

\[
\int_{B_p(0)} \left( 1 + \frac{w_{p,j}}{p} \right)^p = \int_{B_p(0)} e^{U} \left( 1 + \frac{u_{p,j}}{p} - \frac{w_{p,j}^2}{2p} + O \left( \frac{1}{p^2} \right) \right),
\]

which, since $v_{p,j} = w_0 + \frac{k_{p,j}}{p}$ by (3.48), becomes

\[
\int_{B_p(0)} \left( 1 + \frac{w_{p,j}}{p} \right)^p = \int_{B_p(0)} e^{U} \left( 1 + \frac{w_0}{p} - \frac{U^2}{2p} + O \left( \frac{1}{p^2} \right) \right) + \frac{1}{p^2} \int_{B_p(0)} e^{U} \left( k_{p,j} - \frac{1}{2}(U + w_{p,j})v_{p,j} \right).
\]

Then we can pass to the limit by the classical dominated convergence theorem, thanks to the bounds on $w_0$, $k_{p,j}$, $w_{p,j}$ and $v_{p,j}$ (see (3.22), Proposition 3.9, Lemma 3.1 and Proposition 3.5, respectively),
and deduce that
\[ \int_{B_r(0)} \left(1 + \frac{w_{p,j}}{p}\right)^p = \int_{\mathbb{R}^2} e^{U} + \frac{1}{p} \int_{\mathbb{R}^2} e^{U \left(w_0 - \frac{U^2}{2}\right)} + O\left(\frac{1}{p^2}\right) = 8\pi - \frac{1}{p} \int_{\mathbb{R}^2} \Delta w_0 + O\left(\frac{1}{p^2}\right). \] (3.57)

Also from Lemma 2.2 and Remark 3.7, we have
\[ \tilde{w}_0(y) = w(|y|) + c_0 \frac{\partial U(\frac{y}{\lambda})}{\partial \lambda} \bigg|_{\lambda = \frac{1}{\sqrt{8}}} + \sum_{i=1}^{2} c_i \frac{\partial U(\sqrt{8}y)}{\partial y_i} \text{ with some } c_i \in \mathbb{R} \text{ for } i = 0, 1, 2. \] (3.58)

Then using (2.3) and (3.58), we find
\[
\nabla \tilde{w}_0(y) = \left(16 \int_0^{+\infty} t \frac{t^2 - 1}{(t^2 + 1)^3} \log^2(1 + t^2) dt \right) \frac{y}{|y|^2} \\
+ \nabla \left(c_0 \frac{\partial U(\frac{y}{\lambda})}{\partial \lambda} \bigg|_{\lambda = \frac{1}{\sqrt{8}}} + \sum_{i=1}^{2} c_i \frac{\partial U(\sqrt{8}y)}{\partial y_i} \right) + o\left(\frac{1}{|y|}\right) \\
= \left(16 \int_0^{+\infty} t \frac{t^2 - 1}{(t^2 + 1)^3} \log^2(1 + t^2) dt \right) \frac{y}{|y|^2} + o\left(\frac{1}{|y|}\right) \text{ as } |y| \to +\infty. \] (3.59)

Also by direct computation, we have
\[ 16 \int_0^{+\infty} t \frac{t^2 - 1}{(t^2 + 1)^3} \log^2(1 + t^2) dt = 12. \] (3.60)

Hence (3.59) and (3.60) imply
\[ \nabla \tilde{w}_0(y) = \frac{12y}{|y|^2} + o\left(\frac{1}{|y|}\right) \text{ as } |y| \to +\infty. \]

So we find
\[ \int_{\mathbb{R}^2} \Delta w_0(x) dx = \lim_{R \to \infty} \int_{\partial B_R(0)} \frac{\partial w_0(x)}{\partial \nu} d\sigma = 24\pi. \] (3.61)

Hence (3.54) follows by (3.55), (3.57) and (3.61).

3.2. Proof of Theorem 1.4.

Proof. By the Green representation theorem and (1.8), we have
\[
\begin{align*}
\quad u_p(x_{p,j}) &= \int_{\Omega} G(y, x_{p,j}) u_p^p(y) dy \\
&= \sum_{l=1}^{k} \int_{B_d(x_{p,i})} G(y, x_{p,j}) u_p^p(y) dy + \int_{\Omega \setminus \bigcup_{l=1}^{k} B_d(x_{p,i})} G(y, x_{p,j}) u_p^p(y) dy \\
&= \sum_{l=1}^{k} \int_{B_d(x_{p,i})} G(y, x_{p,j}) u_p^p(y) dy + O\left(\frac{C^p}{p^p}\right).
\end{align*}
\] (3.62)
Scaling and using the properties of Green’s function, we know
\[
\int_{B_d(x_{p,j})} G(y, x_{p,j}) u_p^p(y) \, dy \\
= u_p^p(x_{p,j}) (\varepsilon_{p,j})^2 \int_{B_{d(\varepsilon_{p,j})}(0)} G(x_{p,j}, x_{p,j} + \varepsilon_{p,j} z) \left(1 + \frac{w_{p,j}(z)}{p}\right)^p \, dz \\
= - \frac{u_p^p(x_{p,j})}{p} \int_{B_{d(\varepsilon_{p,j})}(0)} H(x_{p,j}, x_{p,j} + \varepsilon_{p,j} z) \left(1 + \frac{w_{p,j}(z)}{p}\right)^p \, dz \\
- \frac{u_p^p(x_{p,j})}{2\pi p} \int_{B_{d(\varepsilon_{p,j})}(0)} \log |z| \left(1 + \frac{w_{p,j}(z)}{p}\right)^p \, dz \\
- \frac{u_p^p(x_{p,j}) \log \varepsilon_{p,j}}{2\pi p} \int_{B_{d(\varepsilon_{p,j})}(0)} \left(1 + \frac{w_{p,j}(z)}{p}\right)^p \, dz. \\
\tag{3.63}
\]

Now using Proposition 3.10, we find
\[
\int_{B_{d(\varepsilon_{p,j})}(0)} H(x_{p,j}, x_{p,j} + \varepsilon_{p,j} z) \left(1 + \frac{w_{p,j}(z)}{p}\right)^p \, dz \\
= H(x_{p,j}, x_{p,j}) \int_{B_{d(\varepsilon_{p,j})}(0)} \left(1 + \frac{w_{p,j}(z)}{p}\right)^p \, dz + O(\varepsilon_{p,j}) \\
= 8\pi \left(1 - \frac{3}{p}\right) H(x_{p,j}, x_{p,j}) + o\left(\frac{1}{p}\right) = 8\pi H(x_{\infty,j}, x_{\infty,j}) + O\left(\frac{1}{p}\right). \\
\tag{3.64}
\]

Also by the classical dominated convergence theorem and Lemma 3.1, we know
\[
limit_{p \to \infty} \int_{B_{d(\varepsilon_{p,j})}(0)} \log |z| \left(1 + \frac{w_{p,j}(z)}{p}\right)^p \, dz \\
= \int_{\mathbb{R}^2} \log |y| \left(1 + \frac{w_{p,j}(z)}{p}\right)^p \, dz \\
= 8 \int_{\mathbb{R}^2} \frac{\log |y|}{(1 + |y|^2)^2} \, dy + 12\pi \log 2 = 12\pi \log 2, \\
\tag{3.65}
\]

here we use the following fact
\[
\int_{\mathbb{R}^2} \frac{\log |y|}{(1 + |y|^2)^2} \, dy = 2\pi \int_0^{+\infty} \frac{r \log r}{(1 + r^2)^2} \, dr = -2\pi \int_0^{+\infty} \frac{t \log t}{(1 + t^2)^2} \, dt.
\]

Then from Proposition 3.10, (3.63), (3.64) and (3.65), we know
\[
\int_{B_d(x_{p,j})} G(y, x_{p,j}) u_p^p(y) \, dy \\
= - \frac{u_p^p(x_{p,j})}{p} \left(8\pi H(x_{\infty,j}, x_{\infty,j}) + 6 \log 2 + O\left(\frac{1}{p}\right)\right) - \frac{4u_p(x_{p,j}) \log \varepsilon_{p,j}}{p} \left(1 - \frac{3}{p} + O\left(\frac{1}{p^2}\right)\right). \\
\tag{3.66}
\]
Next for \( l \neq j \), similar to (3.64), it follows
\[
\int_{B_d(x_{p,l})} G(y, x_{p,j}) u_p^p(y) \, dy = \frac{u_p(x_{p,l})}{p} \left( 8\pi G(x_{p,l}, x_{p,j}) + O\left( \frac{1}{p} \right) \right) = \frac{u_p(x_{p,l})}{p} \left( 8\pi G(x_{\infty,l}, x_{\infty,j}) + O\left( \frac{1}{p} \right) \right),
\]
and recalling that \( u_p(x_{p,l}) \to \sqrt{e} \) for \( l = 1, \ldots, k \), we know
\[
\frac{u_p(x_{p,l})}{u_p(x_{p,j})} \to 1 \text{ for all } l \neq j.
\]
Hence combining (3.67) and (3.68), we get
\[
\int_{B_d(x_{p,j})} G(y, x_{p,j}) u_p^p(y) \, dy = \frac{u_p(x_{p,j})}{p} \left( 8\pi G(x_{\infty,l}, x_{\infty,j}) + O\left( \frac{1}{p} \right) \right).
\]
Then from (3.62), (3.66) and (3.69), we have
\[
\log \varepsilon_{p,j} = -\frac{p}{4} \left( 1 + \frac{1}{p} \left( 8\pi \Psi_{k,j}(x_{\infty}) + 6 \log 2 \right) + O\left( \frac{1}{p^2} \right) \right) \quad \text{with } x_{\infty} := (x_{\infty,1}, \ldots, x_{\infty,k}),
\]
where \( \Psi_{k,j} \) is the Kirchhoff-Routh function in (1.6). Taking the definition of \( \varepsilon_{p,j} \) into (3.70), we deduce that
\[
\log u_p(x_{p,j}) = -\frac{p}{2(p-1)} \left( 1 + \frac{1}{p} \left( 8\pi \Psi_{k,j}(x_{\infty}) + 6 \log 2 \right) + O\left( \frac{1}{p^2} \right) \right) - \log p + \frac{1}{p} - 1
\]
\[
= -\frac{p}{2(p-1)} \left( 1 + \frac{1}{p} \left( 8\pi \Psi_{k,j}(x_{\infty}) + 6 \log 2 + 3 \right) \right) - \log p + \frac{1}{p} - 1 + O\left( \frac{1}{p^2-3} \right)
\]
\[
= \frac{1}{2} \left( 1 + \frac{1}{p} + O\left( \frac{1}{p^2} \right) \right) \cdot \left( 1 + \frac{1}{p} \left( 8\pi \Psi_{k,j}(x_{\infty}) + 6 \log 2 + 3 \right) \right) - \log p + \frac{1}{p} - 1 + O\left( \frac{1}{p^2-3} \right)
\]
\[
= \frac{1}{2} + \frac{1}{p} \left( 4\pi \Psi_{k,j}(x_{\infty}) + 3 \log 2 + 2 \right) - \log p + \frac{1}{p} - 1 + O\left( \frac{1}{p^2-3} \right),
\]
which implies (1.14).

Next we have
\[
\varepsilon_{p,j} = \left( p(u_p(x_{p,j}))^{p-1} \right)^{-1/2} = \frac{1}{\sqrt{p}} e^{-\frac{p-1}{2} \log u_p(x_{p,j})}
\]
\[
= \frac{1}{\sqrt{p}} e^{-\frac{p-1}{2} \left( 4\pi \Psi_{k,j}(x_{\infty}) + 3 \log 2 \right)} + O\left( \frac{1}{p^{1/2}} \right)
\]
\[
= e^{-\frac{p-1}{2} \cdot e^{-\frac{p-1}{2} \left( 2\pi \Psi_{k,j}(x_{\infty}) + \frac{3 \log 2}{2} \right) + O\left( \frac{1}{p^{1/2}} \right)}}
\]
\[
= e^{-\frac{p-1}{2} \left( e^{-\frac{p-1}{2} \left( 2\pi \Psi_{k,j}(x_{\infty}) + \frac{3 \log 2}{2} \right) + O\left( \frac{1}{p^{1/2}} \right)} \right)}
\]
\[
= e^{-\frac{p-1}{2} \left( e^{-\frac{p-1}{2} \left( 2\pi \Psi_{k,j}(x_{\infty}) + \frac{3 \log 2}{2} + \frac{1}{2} \right) + O\left( \frac{1}{p^{1/2}} \right)} \right)}.
\]
So we have proved (1.15). Clearly, (1.16) follows from (1.15). Finally, (1.17) and (1.18) follow by Proposition 3.6. □
3.3. Further expansions.

Thanks to Proposition 3.5, we can improve the expansion of $u_p$ obtained in Lemma 3.3. This result will allow to get the estimate (3.75) in Proposition 3.12, which will be the key to get the uniqueness result in Section 5 (see Remark 5.11 for more details).

**Lemma 3.11.** For any fixed small $d > 0$, it holds

\[ u_p(x) = \sum_{j=1}^{k} C_{p,j} G(x_{p,j}, x) + O\left( \sum_{j=1}^{k} \frac{\varepsilon_{p,j}}{p^{\delta_d}} \right) \text{ in } C^1(\Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j})), \tag{3.71} \]

where $\delta$ is a small fixed positive constant and $C_{p,j}$ are the same constants in (3.2).

**Proof.** We follow the scheme of the proof of Lemma 3.3, the main point is to improve (3.9). First, since $\frac{w_{p,j}(x)}{p} = \frac{w_{p,j}(x) + \varepsilon_{p,j}}{u_p(x)} - 1$, then $-1 < \frac{w_{p,j}(x)}{p} \leq 0$. And using the fact that $\log(1 + a) < a$ for any $a \in (-1, 0)$ and Lemma 3.1, we have

\[ \int_{B_{\frac{d}{p,j}}(0) \setminus B_{p}(0)} \langle \nabla G(x_{p,j}, x), z \rangle \left( 1 + \frac{w_{p,j}(z)}{p} \right)^p dz \]

\[ = \int_{B_{\frac{d}{p,j}}(0) \setminus B_{p}(0)} \langle \nabla G(x_{p,j}, x), z \rangle e^{p \log \left( 1 + \frac{w_{p,j}(z)}{p} \right)} dz \leq \int_{B_{\frac{d}{p,j}}(0) \setminus B_{p}(0)} \frac{|z| \cdot e^{w_{p,j}(z)} dz}{1 + |z|^{1-\delta}} = O\left( \frac{1}{p^{1-\delta}} \right) \]

for some $\delta \in (0, 1)$.

Next similar to (3.56), we have

\[ \frac{|w_{p,j}|}{p}, \frac{|w_{p,j}|^2}{p} \to 0 \text{ uniformly in } B_{p}(0). \tag{3.73} \]

Hence using that $w_{p,j} = U + \frac{w_{p,j}}{p}$ by definition (3.13) and Taylor’s expansion, it follows

\[ \int_{B_{p}(0)} \langle \nabla G(x_{p,j}, x), z \rangle \left( 1 + \frac{w_{p,j}(z)}{p} \right)^p dz \]

\[ = \int_{B_{p}(0)} \langle \nabla G(x_{p,j}, x), z \rangle e^{p \log \left( 1 + \frac{w_{p,j}(z)}{p} \right)} dz \]

\[ = \int_{B_{p}(0)} \langle \nabla G(x_{p,j}, x), z \rangle e^{w_{p,j}(z)} \left( 1 - \frac{w_{p,j}^2(z)}{2p} + o\left( \frac{w_{p,j}(z)}{p} \right) \right) dz \]

\[ = \int_{B_{p}(0)} \langle \nabla G(x_{p,j}, x), z \rangle e^{U(z)} \left( 1 + \frac{v_{p,j}(z)}{p} + o\left( \frac{|v_{p,j}(z)|}{p} \right) \right) \left( 1 - \frac{w_{p,j}^2(z)}{2p} + o\left( \frac{w_{p,j}^2(z)}{p} \right) \right) dz. \]

Then by Lemma 3.1, Proposition 3.5, Proposition 3.6, (3.73) and the classical dominated convergence theorem, we can deduce that

\[ \int_{B_{p}(0)} \langle \nabla G(x_{p,j}, x), z \rangle \left( 1 + \frac{w_{p,j}(z)}{p} \right)^p dz = O\left( \frac{1}{p} \right). \tag{3.74} \]

Hence by using (3.72) and (3.74), the estimate (3.9) can be improved into

\[ \int_{B_{\frac{d}{p,j}}(0) \setminus B_{p}(0)} \langle \nabla G(x_{p,j}, x), z \rangle \left( 1 + \frac{w_{p,j}(z)}{p} \right)^p dz = O\left( \frac{1}{p^{1-\delta}} \right), \text{ uniformly in } \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}). \]

And the rest is the same as the proof of Lemma 3.3.

□
By exploiting the expansion (3.71) of $u_p$ we can get the following key relation:

**Proposition 3.12.** For $j = 1, \cdots, k$, there exists a small fixed constant $\delta \in (0, 1)$ such that

$$C_{p,j} \frac{\partial R(x_{p,j})}{\partial x_i} - 2 \sum_{m=1, m \neq j}^{k} C_{p,m} D_{x_i} G(x_{p,m}, x_{p,j}) = O\left(\frac{\varepsilon_p}{p^{3-\delta}}\right),$$  \hspace{1cm} (3.75)

where $D_{x_i} G(y, x) := \frac{\partial G(y, x)}{\partial x_i}$ and $C_{p,j}$ is defined in (3.2).

**Proof.** Letting $u = u_p$ in the Pohozaev identity (2.17), we have

$$Q_{j}(u_p, u_p) = \frac{2}{p+1} \int_{\partial B_{\delta}(x_{p,j})} u_p^{p+1} \nu_i.$$  \hspace{1cm} (3.76)

By the expansion of $u_p$ in Lemma 3.11 and recalling that $C_{p,j} = O\left(\frac{1}{p}\right)$ by (3.3), it holds

$$\text{LHS of (3.76)} = \sum_{s=1}^{k} \sum_{m=1}^{k} C_{p,s} C_{p,m} Q_{j} \left(G(x_{p,s}, x), G(x_{p,m}, x)\right) + O\left(\frac{\varepsilon_p}{p^{3-\delta}}\right).$$  \hspace{1cm} (3.77)

Moreover from (1.8), it follows

$$\text{RHS of (3.76)} = O\left(\frac{C_{p}^{\delta}}{p^{p+1}}\right) = O\left(\frac{\varepsilon_p}{p^{3-\delta}}\right).$$  \hspace{1cm} (3.78)

Then we find (3.75) by (2.9), (3.76), (3.77) and (3.78). \hfill \square

4. **Non-degeneracy of the positive solutions**

In this section, we prove Theorem 1.1 arguing by contradiction. Suppose that there exists a sequence $p_m \to +\infty$, as $m \to +\infty$ satisfying

$$\|\xi_{p_m}\|_{L^\infty(\Omega)} = 1 \text{ and } \mathcal{L}_{p_m} \xi_{p_m} = 0.$$  

In order to shorten the notation, we replace $p_m$ by $p$.

**Proposition 4.1.** Let $\xi_{p,j}(x) := \xi_p(\varepsilon_{p,j}x + x_{p,j})$. Then by taking a subsequence if necessary, we have

$$\xi_{p,j}(x) = a_j \frac{8 - |x|^2}{8 + |x|^2} + \sum_{i=1}^{2} \frac{b_{i,j}x_i}{8 + |x|^2} + o(1) \text{ in } C_{loc}^{1}(\mathbb{R}^2) \text{ as } p \to +\infty,$$  \hspace{1cm} (4.1)

where $a_j$ and $b_{i,j}$ with $i = 1, 2$ and $j = 1, \cdots, k$ are some constants.

**Proof.** In view of $\|\xi_{p,j}\|_{L^\infty(\mathbb{R}^2)} \leq 1$, by the regularity theory in [21], it holds

$$\xi_{p,j} \in C_{loc}^{1,\alpha}(\mathbb{R}^2) \text{ and } \|\xi_{p,j}\|_{C_{loc}^{1,\alpha}(\mathbb{R}^2)} \leq C \text{ for some } \alpha \in (0, 1),$$  

where $C$ is a constant independent of $j$ and $p$. So we may assume that

$$\xi_{p,j} \to \xi_j \text{ in } C_{loc}^{1}(\mathbb{R}^2).$$

Observe that $\xi_{p,j}$ solves

$$-\Delta \xi_{p,j} = \varepsilon_{p,j}^{2} u_p^{p-1}(\varepsilon_{p,j}x + x_{p,j}) \xi_{p,j} \text{ in } \frac{\Omega - x_{p,j}}{\xi_{p,j}}.$$  \hspace{1cm} (4.2)

Now from (1.12), we find

$$p \varepsilon_{p,j}^{2} u_p^{p-1}(\varepsilon_{p,j}x + x_{p,j}) \to e^{U(x)} \text{ in } C_{loc}^{2}(\mathbb{R}^2).$$

And then passing to the limit in (4.2), we find that $\xi_j$ solves (2.1), which together with Lemma 2.1 implies (4.1). \hfill \square
Proposition 4.2. It holds
\[ \xi_p(x) = \sum_{j=1}^{k} A_{p,j} G(x_{p,j}, x) - 8\pi \sum_{j=1}^{k} \sum_{i=1}^{2} b_{j,i} \varepsilon_{p,j} \partial_i G(x_{p,j}, x) + o(\varepsilon_p), \] (4.3)
in \( C^1 \left( \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}) \right) \), where \( d > 0 \) is any small fixed constant, \( \partial_i G(y, x) := \frac{\partial G(y, x)}{\partial y_i} \), \( \varepsilon_p := \max \{ \varepsilon_{p,1}, \ldots, \varepsilon_{p,k} \} \),
\[ A_{p,j} := p \int_{B_d(x_{p,j})} u_p^{p-1} \xi_p \] (4.4)
and \( b_{i,j} \) are the constants in Proposition 4.1.

Proof. By the Green’s representation theorem, we have
\[ \xi_p(x) = p \sum_{j=1}^{k} \int_{B_d(x_{p,j})} G(y, x) u_p^{p-1}(y) \varepsilon_p(y) dy + p \int_{\Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j})} G(y, x) u_p^{p-1}(y) \varepsilon_p(y) dy. \] (4.5)
Here for \( y \in \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}) \), from (1.8) we know
\[ p u_p^{p-1} = O \left( \frac{C_p}{p^{p-2}} \right) = o(\varepsilon_p). \]
And it holds
\[ \int_{\Omega} G(x, y) dy \leq C \text{ uniformly for } x \in \Omega \setminus \bigcup_{j=1}^{k} B_d(x_{p,j}). \]
These give us that
\[ \xi_p(x) = p \sum_{j=1}^{k} \int_{B_d(x_{p,j})} G(y, x) u_p^{p-1}(y) \varepsilon_p(y) dy + o(\varepsilon_p) \text{ uniformly in } \Omega \setminus \bigcup_{j=1}^{k} B_d(x_{p,j}). \] (4.6)
Next for \( x \in \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}) \), arguing similarly as in the proof of Lemma 3.3, we get
\[ p \int_{B_d(x_{p,j})} G(y, x) u_p^{p-1}(y) \varepsilon_p(y) dy \]
\[ = A_{p,j} G(x_{p,j}, x) + \sum_{i=1}^{2} \varepsilon_{p,j} B_{p,j,i} \partial_i G(x_{p,j}, x) + o \left( p \int_{B_d(x_{p,j})} |y - x_{p,j}| \cdot u_p^{p-1}(y) \varepsilon_p(y) dy \right) \]
uniformly in \( \Omega \setminus \bigcup_{j=1}^{k} B_{d}(x_{p,j}) \), where \( A_{p,j} \) is the term in (4.4) and
\[ B_{p,j,i} := \frac{p}{\varepsilon_{p,j}} \int_{B_d(x_{p,j})} (x_i - x_{p,j,i}) u_p^{p-1}(x) \varepsilon_p(x) dx. \]
Also using Lemma 3.1, \( |\varepsilon_p| \leq 1 \) and the dominated convergence theorem, we get
\[ p \int_{B_d(x_{p,j})} |y - x_{p,j}| \cdot u_p^{p-1}(y) \varepsilon_p(y) dy \]
\[ \leq p \int_{B_d(x_{p,j})} |y - x_{p,j}| \cdot u_p^{p-1}(y) dy = \varepsilon_{p,j} \int_{B_{d}(x_{p,j})} |x| \left( 1 + \frac{u_p(x)}{p} \right)^{p-1} dx = O(\varepsilon_{p,j}). \]
Hence it holds
\[ p \int_{B_d(x_{p,j})} G(y, x) u_p^{p-1}(y) \varepsilon_p(y) dy = A_{p,j} G(x_{p,j}, x) + \sum_{i=1}^{2} \varepsilon_{p,j} B_{p,j,i} \partial_i G(x_{p,j}, x) + o(\varepsilon_{p,j}), \] (4.7)
uniformly for \( x \in \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}) \). Namely by (4.6), it follows

\[
\xi_{p}(x) = k \sum_{j=1}^{k} A_{p,j} G(x_{p,j}, x) + k \sum_{j=1}^{k} 2 \sum_{i=1}^{2} \varepsilon_{p,j} B_{p,j,i} \partial_{i} G(x_{p,j}, x) + o(\varepsilon_{p,j}) \text{ uniformly in } \Omega \setminus \bigcup_{j=1}^{k} B_{d}(x_{p,j}).
\]

Now by scaling, we know that

\[
B_{p,j,i} = \int_{B_{p,j}(0)} x_{i} \left(1 + \frac{w_{p,j}}{p}\right)^{p-1} \xi_{p,j} \, dx.
\]

Using Lemma 3.1, we have \(|x_{i} \left(1 + \frac{w_{p,j}}{p}\right)^{p-1} \xi_{p,j}| \leq \frac{C}{(1+|x|)^{\omega}}, \text{ and then by dominated convergence theorem, we obtain}

\[
\lim_{p \to \infty} B_{p,j,i} = \int_{\mathbb{R}^{2}} \left(x_{i} e^{U(x)} \left(a_{j} \frac{\partial U(\xi)}{\partial \lambda}|_{\lambda=1} + \sum_{i=1}^{2} b_{i,j} \frac{\partial U(x)}{\partial x_{i}}\right)\right).
\]

\[
= \int_{\mathbb{R}^{2}} x_{i} \frac{\partial e^{U(x)}}{\partial x_{i}} \, dx = \int_{\mathbb{R}^{2}} \frac{\partial e^{U(x)}}{\partial x_{i}} \, dx = -8\pi b_{i,j}.
\]

Then (4.6), (4.7) and (4.8) imply

\[
\xi_{p}(x) = \sum_{j=1}^{k} A_{p,j} G(x_{p,j}, x) - 8\pi \sum_{j=1}^{k} 2 \sum_{i=1}^{2} b_{i,j} \varepsilon_{p,j} \partial_{i} G(x_{p,j}, x) + o(\varepsilon_{p}) \text{ uniformly in } \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}).
\]

On the other hand, from (4.6), we know

\[
\frac{\partial \xi_{p}(x)}{\partial x_{i}} = p \int_{\Omega} D_{x_{i}} G(y, x) u_{p}^{p-1}(y) \xi_{p}(y) \, dy \text{ for } i = 1, 2.
\]

Then similar to the above computations for \( \xi_{p}(x) \), we can complete the proof of (4.3). \( \square \)

The local Pohozaev identities (2.19) and (2.20) in Proposition 2.6 applied to \( u_{p} \) and \( \xi_{p} \) will be used, together with the properties of Green’s function in Proposition 2.4, to show that in (4.1) and (4.3)–(4.4) one has that \( a_{j} = b_{i,j} = 0 \) and that \( A_{p,j} = o(\varepsilon_{p,j}) \) (see propositions 4.3 and 4.5 below).

**Proposition 4.3.** Let \( A_{p,j} \) be as in Proposition 4.2 and \( a_{j} \) be the constants in (4.1). Then it holds

\[
A_{p,j} = o(\varepsilon_{p}) \text{ and } a_{j} = 0 \text{ for } j = 1, \cdots, k.
\]

Proof. We compute both sides of the Pohozaev identity (2.20) with \( \xi = \xi_{p} \) and \( u = u_{p} \). Using the expansions of \( u_{p} \) and \( \xi_{p} \) in (3.4) and (3.3) respectively, together with (2.7), and (3.3), we find

LHS of (2.20) = \[\sum_{m=1}^{k} \sum_{s=1}^{k} \left( A_{p,m,C_{p,s}} P_{j} \left(G(x_{p,s}, x), G(x_{p,m}, x)\right) \right)
\]

\[-8\pi \varepsilon_{p,j} \sum_{m=1}^{k} \sum_{s=1}^{k} \sum_{i=1}^{2} (b_{i,m,C_{p,s}} P_{j} \left(G(x_{p,s}, x), \partial_{i} G(x_{p,m}, x)\right)
\]

\[+o\left(\varepsilon_{p}\right) + o\left(\varepsilon_{p} \sum_{m=1}^{k} C_{p,m}\right)\]

\[= \frac{A_{p,j} C_{p,j}}{2\pi} - 8\pi \varepsilon_{p,j} \sum_{m=1}^{k} \sum_{s=1}^{k} \sum_{i=1}^{2} (b_{i,m,C_{p,s}} P_{j} \left(G(x_{p,s}, x), \partial_{i} G(x_{p,m}, x)\right) + o\left(\varepsilon_{p}\right).
\]

(4.10)
Also using (2.8) and Proposition 3.12, we find
\[
\sum_{m=1}^{k} \sum_{s=1}^{2} \left( b_{i,m} C_{p,s} P_j \left( G(x_{p,s}, x), \partial_i G(x_{p,m}, x) \right) \right)
= \frac{1}{2} \sum_{i=1}^{2} \left( b_{i,j} \left( C_{p,j} \partial R(x_{p,j}) - 2 \sum_{m=1, m \neq j}^{k} C_{p,m} D_{x_i} G(x_{p,m}, x_{p,j}) \right) \right) + o \left( \frac{\varepsilon_p}{p} \right). \tag{4.11}
\]

Then from (4.10) and (4.11), we have
\[
\text{LHS of (2.20)} = A_{p,j} C_{p,j} \frac{2\pi}{p} + o \left( \frac{\varepsilon_p}{p} \right). \tag{4.12}
\]

On the other hand, using (1.8), we know
\[
d \int_{\partial B_d(x_{p,j})} u^p_{p} \xi_p \leq d \int_{\partial B_d(x_{p,j})} u^p = O \left( \frac{C_p}{p} \right),
\]
and then
\[
\text{RHS of (2.20)} = d \int_{\partial B_d(x_{p,j})} u^p_{p} \xi_p - 2 \int_{B_d(x_{p,j})} u^p_{p} = -2 \int_{B_d(x_{p,j})} u^p_{p} \xi_p + O \left( \frac{C_p}{p^p} \right). \tag{4.13}
\]

Also using Lemma 2.7, it holds
\[
(p-1) \int_{B_d(x_{p,j})} u^p_{p} \xi_p = \int_{B_d(x_{p,j})} \left( \Delta u^p_{p} \xi_p - \Delta \xi_p u^p \right)
= \int_{\partial B_d(x_{p,j})} \left( \frac{\partial u^p_{p}}{\partial x} \xi_p - \frac{\partial \xi_p}{\partial x} u^p \right). \tag{4.14}
\]

Writing by (4.3),
\[
\xi_p(x) = \sum_{j=1}^{k} A_{p,j} G(x_{p,j}, x) + O(\varepsilon_p) \text{ in } C^1 \left( \Omega \setminus \bigcup_{j=1}^{k} B_{2d}(x_{p,j}) \right),
\]
and using also the expansion of \(u_p\) in (3.4), we then have
\[
\int_{\partial B_d(x_{p,j})} \left( \frac{\partial u^p_{p}}{\partial x} \xi_p - \frac{\partial \xi_p}{\partial x} u^p \right) = O \left( A_{p,j} C_{p,j} \right) + O \left( \frac{\varepsilon_p}{p^p} \right). \tag{4.15}
\]

Hence (4.13), (4.14) and (4.15) give us that
\[
\text{RHS of (2.20)} = -2 \int_{B_d(x_{p,j})} u^p_{p} \xi_p + O \left( \frac{C_p}{p^p} \right) = O \left( \frac{A_{p,j} C_{p,j}}{p} \right) + O \left( \frac{\varepsilon_p}{p^p} \right). \tag{4.16}
\]

Then from (4.12) and (4.16), we find
\[
\frac{A_{p,j} C_{p,j}}{2\pi} + o \left( \frac{\varepsilon_p}{p} \right) = O \left( \frac{A_{p,j} C_{p,j}}{p} \right). \tag{4.17}
\]

Also from (3.3), we know \(C_{p,j} = \frac{1}{p} \left( 8\pi \sqrt{e} + o(1) \right) \), then from (4.17), it follows
\[
A_{p,j} = o(\varepsilon_p) \text{ for } j = 1, \cdots, k. \tag{4.18}
\]

Now by scaling, we know
\[
A_{p,j} = \int_{B_{\frac{d}{\varepsilon_p}(0)}} \left( 1 + \frac{w_{p,j}}{p} \right)^{p-1} \xi_{p,j}. \]

Using Lemma 3.1, we have \( \left| \left( 1 + \frac{m_p}{p} \right)^{p-1} \xi_{p,j} \right| \leq \frac{c_i}{(1 + |x_j|)^{m_p}} \), and then by (1.12), (4.1) and the dominated convergence theorem, we obtain

\[
\lim_{p \to \infty} A_{p,j} = \int_{\mathbb{R}^2} e^{U(x)} \left( a_j \frac{\partial U(x)}{\partial \lambda} \bigg|_{\lambda = 1} + \sum_{i=1}^{2} b_{i,j} \frac{\partial U(x)}{\partial x_i} \right) = a_j \left( \frac{\partial}{\partial \lambda} \int_{\mathbb{R}^2} e^{U(x)} \right) \bigg|_{\lambda = 1} = 16 \pi a_j.
\]  

(4.19)

Obviously (4.18) and (4.19) imply that \( a_j = 0 \) for \( j = 1, \ldots, k \). \( \square \)

**Remark 4.4.** In the previous proof (4.11) is derived by means of Proposition 3.12, which is obtained thanks to the improved expansion (3.71) of \( u_p \). Let us stress that if one uses the expansion (3.4) of \( u_p \), instead of (3.71), then Proposition 3.12 becomes

\[
C_{p,j} \frac{\partial R(x_{p,j})}{\partial x_i} - 2 \sum_{m=1, m \neq j}^{k} C_{p,m} D_{x_i} G(x_{p,m}, x_{p,j}) = o \left( \frac{\xi_p}{p} \right),
\]

which is still enough to get (4.11).

**Proposition 4.5.** It holds

\[
b_{i,j} = 0, \text{ for } i = 1, 2 \text{ and } j = 1, \ldots, k,
\]

(4.20)

where \( b_{i,j} \) are constants in (4.1).

**Proof.** We compute both sides of the Pohozaev identity (2.19) with \( \xi = \xi_p \) and \( u = u_p \). From the expansions of \( u_p \) and \( \xi_p \) in (3.4) and (4.3) respectively, we deduce

\[
\text{LHS of (2.19)} = Q_j \left( \xi_p, u_p \right) = \sum_{s=1}^{k} \sum_{m=1}^{k} (A_{p,s} C_{p,m}) Q_j \left( G(x_{p,s}, x), G(x_{p,m}, x) \right) \]

\[
- 8 \pi \sum_{s=1}^{k} \sum_{m=1}^{k} \sum_{h=1}^{2} \varepsilon_{p,s} b_{h,s} C_{p,m} Q_j \left( G(x_{p,m}, x), \partial_h G(x_{p,s}, x) \right) + o \left( \frac{\xi_p}{p} \right). \]

(4.21)

Furthermore (2.9), (3.3) and (4.9) imply

\[
\sum_{s=1}^{k} \sum_{m=1}^{k} (A_{p,s} C_{p,m}) Q_j \left( G(x_{p,s}, x), G(x_{p,m}, x) \right) = O \left( \sum_{s=1}^{k} \sum_{m=1}^{k} |A_{p,s} C_{p,m}| \right) = o \left( \frac{\xi_p}{p} \right). \]

(4.22)

Hence from (4.21) and (4.22), we have

\[
\text{LHS of (2.19)} = -8 \pi \sum_{s=1}^{k} \sum_{m=1}^{k} \sum_{h=1}^{2} \varepsilon_{p,s} b_{h,s} C_{p,m} Q_j \left( G(x_{p,m}, x), \partial_h G(x_{p,s}, x) \right) + o \left( \frac{\xi_p}{p} \right). \]

(4.23)

Moreover from (1.8), it follows

\[
\text{RHS of (2.19)} = \frac{1}{p+1} \int_{\partial B_d(x_{p,j})} u^{C_p \varepsilon_p \nu_i} = O \left( \frac{C_p}{p^{p+1}} \right) = o \left( \frac{\xi_p}{p} \right). \]

(4.24)

So from (4.23) and (4.24), we have

\[
\sum_{s=1}^{k} \sum_{m=1}^{k} \sum_{h=1}^{2} \varepsilon_{p,s} (b_{h,s} C_{p,m}) Q_j \left( G(x_{p,m}, x), \partial_h G(x_{p,s}, x) \right) = o \left( \frac{\xi_p}{p} \right). \]

(4.25)
Putting (2.10) into (4.25), we obtain
\[
\varepsilon_{p,j} C_{p,j} \sum_{h=1}^{2} \frac{\partial^2 R(x_{p,j})}{\partial x_i \partial x_h} b_{h,j} - \varepsilon_{p,s} b_{h,s} C_{p,j} D^2 x_i x_h G(x_{p,s}, x_{p,j}) \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_h} p = o\left(\varepsilon_{p,j}^2\right).
\] (4.26)

Letting \( p \to \infty \) in (4.26), together with (3.3), we have
\[
\sum_{h=1}^{2} b_{h,j} \left( \frac{\partial^2 R(x_{\infty,j})}{\partial x_i \partial x_h} - \sum_{s \neq j} \frac{\partial^2 x_i x_h G(x_{\infty,j}, x_{\infty,s})}{\partial x_i \partial x_h} \right) \sum_{s \neq j} b_{h,s} D x_i x_h G(x_{\infty,j}, x_{\infty,s}) = 0.
\] (4.27)

Since \( x_{\infty} := (x_{\infty,1}, \ldots, x_{\infty,k}) \) is the nondegenerate critical point of \( \Psi_k(x) \), we obtain (4.20) from (4.27). \( \square \)

**Proof of Theorem 1.1.** Suppose that \( L_p \xi_p = 0 \) and \( \xi_p \neq 0 \). Let \( x_p \) be a maximum point of \( \xi_p \) in \( \Omega \). We can assume that \( \xi_p(x_p) = 1 \). By propositions 4.1, 4.3 and 4.5, we have, for any \( R > 0 \),
\[
\|\xi_p\|_{L^\infty(B_R(0))} = o(1) \text{ for } j = 1, \ldots, k.
\] (4.29)

Therefore, \( x_p \in \Omega \setminus \bigcup_{j=1}^{k} B_{R\varepsilon_{p,j}}(x_{p,j}) \), for any \( R > 0 \). In particular,
\[
\frac{|x_p - x_{p,j}|}{\varepsilon_{p,j}} \to +\infty.
\] (4.28)

Let us write
\[
\Omega \setminus \bigcup_{j=1}^{k} B_{R\varepsilon_{p,j}}(x_{p,j}) = \left( \Omega \setminus \bigcup_{j=1}^{k} B_d(x_{p,j}) \right) \cup \left( \bigcup_{j=1}^{k} B_{d}(x_{p,j}) \setminus B_{2\varepsilon_{p,j}}(x_{p,j}) \right) \cup \left( \bigcup_{j=1}^{k} B_{2\varepsilon_{p,j}}(x_{p,j}) \setminus B_{R\varepsilon_{p,j}}(x_{p,j}) \right).
\]

Now we divide the proof into following three steps.

**Step 1. We show that** \( x_p \notin \Omega \setminus \bigcup_{j=1}^{k} B_d(x_{p,j}) \).

We just need to prove that
\[
\xi_p = o(1), \text{ uniformly in } \Omega \setminus \bigcup_{j=1}^{k} B_d(x_{p,j}).
\] (4.29)

By Proposition 4.2 and \( b_{i,j} = 0 \) in Proposition 4.5, we have
\[
\xi_p(x) = \sum_{j=1}^{k} A_{p,j} G(x_{p,j}, x) + o(\varepsilon_p), \text{ uniformly in } \Omega \setminus \bigcup_{j=1}^{k} B_d(x_{p,j}).
\]
Hence (4.29) follows since $A_{p,j} = o(\varepsilon_p)$ by Proposition 4.3, and observing that

$$\sup_{\Omega \setminus \bigcup_{j=1}^{k} B_{\varepsilon_p}(x_{p,j})} G(x_{p,j}, x) = \sup_{\Omega \setminus \bigcup_{j=1}^{k} B_{\varepsilon_p}(x_{p,j})} \left( -\frac{1}{2\pi} \log |x - x_{p,j}| - H(x, x_{p,j}) \right) = O\left( \log |\varepsilon_p| \right).$$

(4.30)

**Step 2. We show that** $x_p \notin \bigcup_{j=1}^{k} (B_d(x_{p,j}) \setminus B_{2\varepsilon_p}(x_{p,j}))$.

We claim that

$$\xi_p(x) = o(1) \text{ for } x \in \bigcup_{j=1}^{k} B_d(x_{p,j}) \setminus B_{2\varepsilon_p}(x_{p,j}).$$

(4.31)

By the Green’s representation theorem, (4.5) and similarly to the proof of Proposition 4.2, we get

$$\xi_p(x) = p \sum_{j=1}^{k} \int_{B_d(x_{p,j})} G(y, x)u_p^{-1}(y)\xi_p(y)dy + p \int_{\Omega \setminus \bigcup_{j=1}^{k} B_d(x_{p,j})} G(y, x)u_p^{-1}(y)\xi_p(y)dy$$

$$= p \sum_{j=1}^{k} \int_{B_{p\varepsilon_p}(x_{p,j})} G(y, x)u_p^{-1}(y)\xi_p(y)dy$$

$$+ p \sum_{j=1}^{k} \int_{B_d(x_{p,j}) \setminus B_{p\varepsilon_p}(x_{p,j})} G(y, x)u_p^{-1}(y)\xi_p(y)dy + o(\varepsilon_p).$$

(4.32)

By Taylor’s expansion and Lemma 3.1, we find

$$p \int_{B_{p\varepsilon_p}(x_{p,j})} G(y, x)u_p^{-1}(y)\xi_p(y)dy$$

$$= p \int_{B_{p\varepsilon_p}(x_{p,j})} G(x_{p,j}, x)u_p^{-1}(y)\xi_p(y)dy$$

$$+ O \left( p \int_{B_{p\varepsilon_p}(x_{p,j})} |y - x_{p,j}| \cdot |\nabla G(\xi, x)|u_p^{-1}(y)\xi_p(y)dy \right)$$

$$= p \int_{B_{p\varepsilon_p}(x_{p,j})} G(x_{p,j}, x)u_p^{-1}(y)\xi_p(y)dy + O \left( \frac{1}{p} \int_{B_p(x_{p,j})} |y| \cdot \left( 1 + \frac{w_{p,j}}{p} \right)^{p-1} dy \right)$$

$$= pG(x_{p,j}, x) \int_{B_{p\varepsilon_p}(x_{p,j})} u_p^{-1}(y)\xi_p(y)dy + O \left( \frac{1}{p} \right), \text{ where } \xi \text{ is between } x_{p,j} \text{ and } y.$$
Moreover, recalling the definition of $A_{p,j}$ in (4.4), the definition of $w_{p,j}$ in (1.11) and Lemma 3.1, for $x \in \bigcup_{j=1}^{k} B_d(x_{p,j}) \setminus B_{2\varepsilon_{p,j}}(x_{p,j})$, we have

\[
pG(x_{p,j}, x) \int_{B_{\varepsilon_{p,j}}(x_{p,j})} u_p^{-1}(y)\xi_p(y)dy = G(x_{p,j}, x)A_{p,j} - pG(x_{p,j}, x) \int_{B_d(x_{p,j}) \setminus B_{\varepsilon_{p,j}}(x_{p,j})} u_p^{-1}(y)\xi_p(y)dy = \]

\[\begin{equation}
G(x_{p,j}, x)A_{p,j} + O \left( \log(p\varepsilon_{p,j}) \right) \int_{\varepsilon_{p,j}}^d \frac{1}{r^{1-\delta}}dr
\end{equation}

(4.34)

Hence (4.33) and (4.34) imply that for $x \in \bigcup_{j=1}^{k} B_d(x_{p,j}) \setminus B_{2\varepsilon_{p,j}}(x_{p,j})$, it holds

\[
p \sum_{j=1}^{k} \int_{B_{\varepsilon_{p,j}}(x_{p,j})} G(y, x)u_p^{-1}(y)\xi_p(y)dy = \sum_{j=1}^{k} G(x_{p,j}, x)A_{p,j} + O \left( \frac{1}{p^{1-\delta}} \right). \tag{4.35}
\]

Now we estimate the second term of the right part of (4.32).

\[
p \int_{B_d(x_{p,j}) \setminus B_{\varepsilon_{p,j}}(x_{p,j})} G(y, x)u_p^{-1}(y)\xi_p(y)dy = O \left( \int_{B_{\varepsilon_{p,j}}(0) \setminus B_p(0)} G(\varepsilon_{p,j}y + x_{p,j}, x) \left( 1 + \frac{u_p(y)}{p} \right)^{p-1}dy \right)
\]

\[= O \left( \int_{\varepsilon_{p,j}B_p(0)} \frac{|\log \varepsilon_{p,j}| + |\log |y + \frac{x_{p,j} - x}{\varepsilon_{p,j}}||}{(1 + |y|)^{4-\delta}}dy \right) \tag{4.36}
\]

\[= O \left( \int_{\varepsilon_{p,j}B_p(0)} \frac{|\log |y + \frac{x_{p,j} - x}{\varepsilon_{p,j}}||}{(1 + |y|)^{4-\delta}}dy \right) + O \left( \frac{|\log \varepsilon_{p,j}|}{p^{2-\delta}} \right).
\]

Also by Hölder’s inequality, (1.15) and $|\log \varepsilon_{p,j}| = O(p)$ by definition, we have

\[
\int_{\varepsilon_{p,j}B_p(0)} \frac{|\log |y + \frac{x_{p,j} - x}{\varepsilon_{p,j}}||}{(1 + |y|)^{4-\delta}}dy
\]

\[= O \left( \left( \int_{\varepsilon_{p,j}B_p(0)} |\log |y + \frac{x_{p,j} - x}{\varepsilon_{p,j}}||^pdy \right)^{\frac{1}{p}} \cdot \left( \int_{\varepsilon_{p,j}B_p(0)} \frac{1}{(1 + |y|)^{4-\delta p}}dy \right)^{\frac{p-1}{p}} \right) \tag{4.37}
\]

\[= O \left( \frac{\varepsilon_{p,j}^{-\frac{2}{p}} \cdot |\log \varepsilon_{p,j}|}{p ((4-\delta) \frac{p}{p-1} - 2) \frac{1}{p}} \right) = O \left( \frac{1}{p^{1-\delta + \frac{2}{p}}} \right).
\]
Hence from the fact that $|\log \varepsilon_{p,j}| = O(p)$, (4.32), (4.35), (4.36) and (4.37), we get

$$
\xi_p(x) = \sum_{j=1}^{k} G(x_{p,j}, x) A_{p,j} + O \left( \frac{1}{p^{1-\delta}} \right), \quad \text{uniformly in } x \in \bigcup_{j=1}^{k} B_d(x_{p,j}) \setminus B_{2p\varepsilon_{p,j}}(x_{p,j}).
$$

Then the proof of (4.31) follows from (4.30) and recalling that $A_{p,j} = o(\varepsilon_p)$ as in (4.18).

**Step 3.** We now have $x_p \in \bigcup_{i=1}^{k} B_{2p\varepsilon_{p,i}}(x_{p,i}) \setminus B_{R\varepsilon_{p,i}}(x_{p,i})$. Suppose that there exists $j \in \{1, \cdots, k\}$ such that

$$
x_p \in B_{2p\varepsilon_{p,j}}(x_{p,j}) \setminus B_{R\varepsilon_{p,j}}(x_{p,j}), \quad \text{and } r_p := |x_p|.
$$

Then $\frac{r_p}{\varepsilon_{p,j}} \geq R \gg 1$. By translation, we assume that $x_p = 0$. Taking

$$
\tilde{\xi}_p(y) := \xi_p(r_py),
$$

then using Lemma 3.1 and (4.28), for any $y \in \Omega_{r_p} := \{x, r_px \in \Omega\}$, we find

$$
-\Delta \tilde{\xi}_p(y) = r_p^2 p w^{n-1}(r_py) \tilde{\xi}_p(y) = \left( \frac{r_p}{\varepsilon_{p,j}} \right)^2 \left( 1 + \frac{w_{p,j}(r_py)}{p} \right)^{p-1} \leq C \left( \frac{r_p}{\varepsilon_{p,j}} \right)^2 e^{\frac{r_py}{p} w_{p,j}(r_py)} \leq C \left( \frac{r_p}{\varepsilon_{p,j}} \right)^2 \left( 1 + \frac{r_py}{\varepsilon_{p,j}} \right)^{4-\delta} \to 0.
$$

Then there exists a bounded function $\xi$ such that

$$
\tilde{\xi}_p \to \xi \text{ in } C(B_R(0) \setminus B_\delta(0)) \text{ and } \Delta \xi = 0 \text{ in } \mathbb{R}^2,
$$

which implies $\xi = \tilde{C}$. From $\tilde{\xi}_p(y) = \xi_p(x_p) = 1$, we see $\tilde{C} = 1$, namely

$$
\tilde{\xi}_p \to 1 \text{ in } C(B_R(0) \setminus B_\delta(0)).
$$

Now let $\xi_{p,j}(y) := \xi_p(x_p y + x_{p,j})$, then we have

$$
-\Delta \xi_{p,j} - e^U \xi_{p,j} = f_p := \left( 1 + \frac{w_{p,j}}{p} \right)^{p-1} - e^U \xi_{p,j}.
$$

Similarly as in (3.18), (3.16) and (3.19), we can verify that

$$
|f_p(y)| \leq \frac{1}{p(1 + |y|)^{1-\delta - \tau/2}}.
$$

The average of $\xi_{p,j}$, denoted by $\xi^*_{p,j}(r) := \int_0^{2\pi} \xi_{p,j}(r, \theta) d\theta$, solves the ODE

$$
-\left( \xi^*_{p,j} \right)'' - \frac{1}{r} \left( \xi^*_{p,j} \right)' - e^U \xi^*_{p,j} = \int_0^{2\pi} f_p(r, \theta) d\theta := f^*_p(r).
$$

Observe that, since $u_0(r) := \frac{8 - r^2}{4 + r}$ is a bounded solution of

$$
- v'' - \frac{1}{r} v' - e^U(r) v = 0,
$$

then by ODE’s theory, the second solution of (4.40) is given by

$$
u_1(r) := \frac{(8 - r^2) \log r + 16}{r^2 + 8},$$
and the function
\[ V(r) := u_0(r) \int_0^r s u_1(s) f_p^*(s) ds - u_1(r) \int_0^r s u_0(s) f_p^*(s) ds \]
is a solution of \(-v'' - \frac{1}{r} v' - e^{u(r)} v = f_p^*(r)\). As a consequence there exist two constants \(C_{0,p}, C_{1,p} \in \mathbb{R}\) such that
\[ \xi_{p,j}^*(r) = C_{0,p} u_0(r) + C_{1,p} u_1(r) + V(r). \]
Since \(\xi_{p,j}^*\) must be bounded at \(r = 0\) and \(V(0) = 0\), then we have that \(C_{1,p} = 0\) and computing at 0 we get \(C_{0,p} = o(1)\). Then we find
\[ |\xi_{p,j}^*(r)| = |V(r)| + o(1) \]
\[ \leq \frac{C}{p} \int_0^r \frac{s \log s}{(1 + s)^{4-\frac{5}{2}} s} ds + C \log r \int_0^r \frac{s}{(1 + s)^{4-\frac{5}{2}} s} ds + o(1) \]
\[ \leq \frac{C \log r}{p} + o(1). \]

Last we evaluate \(\xi_{p,j}^*\) at \(r = \frac{r_p}{\varepsilon_{p,j}}\). Indeed we have that \(\frac{r_p}{\varepsilon_{p,j}} \leq 2p\) and
\[ \xi_{p,j}^*(\frac{r_p}{\varepsilon_{p,j}}) \leq \frac{C \log r_p}{p} + o(1) \rightarrow 0. \]

However by (4.39), we know
\[ \tilde{\xi}_p(x) \rightarrow 1, \text{ for any } |x| = 1. \] (4.42)

Then by (4.38) and (4.42), we find
\[ \xi_{p,j}^*(\frac{r_p}{\varepsilon_{p,j}}) = \int_0^{2\pi} \xi_{p,j}^*(\frac{r_p}{\varepsilon_{p,j}}, \theta) d\theta = \int_0^{2\pi} \xi_p(r_p, \theta) d\theta \]
\[ = \int_0^{2\pi} \xi_p(1, \theta) d\theta \geq c_0 > 0, \text{ for some constant } c_0, \]
which is a contraction to (4.41). This ends the proof of Theorem 1.1.

\[ \square \]

5. Local Uniqueness of the 1-Spike Solutions

Let \(u_p^{(1)}\) and \(u_p^{(2)}\) be two positive solutions to (1.1) with
\[ \lim_{p \to +\infty} p \int_{\Omega} |\nabla u_p^{(l)}(x)|^2 dx = 8\pi e, \text{ for } l = 1, 2. \]

From Theorem A in the introduction, we know that they both concentrate at a unique point, which is a critical point of the Robin function. Let us assume that they concentrate at the same point \(x_{\infty,1}\) and that \(x_{\infty,1}\) is a non-degenerate critical point of Robin function \(R(x)\). Let us set \(x_p^{(l)}\) for \(l = 1, 2\), the points such that
\[ u_p^{(l)}(x_p^{(l)}) = \max_{B_{2p}(x_{\infty,1})} u_p^{(l)}(x) \text{ for some small fixed } r > 0. \]

And let us also define
\[ C_{p,l} := \int_{B_{4}(x_p^{(l)})} (u_p^{(l)}(y))^p dy \quad \text{and} \quad \varepsilon_{p,l} := \left( p (u_p^{(l)}(x_p^{(l)}))^p \right)^{-1/2}, \text{ for } l = 1, 2. \]

Lemma 5.1. There exists some small fixed constant \(\delta > 0\) such that
\[ \frac{\varepsilon_{p,1}}{\varepsilon_{p,2}} = 1 + O\left( \frac{1}{p^{1-\delta}} \right). \]
Proof. It follows from (1.15). □

Lemma 5.2. If $x_{\infty,1}$ is a nondegenerate critical point of $R(x)$, then it holds

$$|x_{p,1}^{(1)} - x_{p,1}^{(2)}| = O\left(\frac{\varepsilon_p}{p^{1-\delta}}\right), \quad (5.1)$$

where $\varepsilon_p = \max \{e_p^{(1)}, e_p^{(2)}\}$ and $\delta$ is a small fixed positive constant.

Proof. First, Proposition 3.12 with $k = 1$ becomes

$$\frac{\partial R(x_{p,1}^{(i)})}{\partial x_i} = O\left(\frac{\varepsilon_p^{(i)}}{p^{1-\delta}}\right) \text{ for } i = 1, 2. \quad (5.2)$$

Since $x_{\infty,1}$ is a nondegenerate critical point of $R(x)$, it holds

$$\nabla R(x_{p,1}^{(i)}) = \nabla^2 R(\zeta_p) \cdot (x_{p,1}^{(i)} - x_{\infty,1}), \text{ for } \zeta_p \text{ between } x_{p,1} \text{ and } x_{\infty,1},$$

which, together with (5.2), gives

$$|x_{p,1}^{(i)} - x_{\infty,1}| = O\left(\frac{\varepsilon_p^{(i)}}{p^{1-\delta}}\right). \quad (5.3)$$

So, we have proved (5.1). □

In the following, we will consider the same quadric forms already introduced in (2.4) and (2.5). In particular, thanks to the previous two lemmas, and since $k = 1$ in all this section, it will be enough to consider only the two following quadric forms

$$P_1^{(1)}(u, v) := -2\theta \int_{\partial B_{\varepsilon}(x_{p,1}^{(1)})} \langle \nabla u, \nu \rangle \langle \nabla v, \nu \rangle + \theta \int_{\partial B_{\varepsilon}(x_{p,1}^{(1)})} \langle \nabla u, \nabla v \rangle, \quad (5.4)$$

and

$$Q_1^{(1)}(u, v) := \int_{\partial B_{\varepsilon}(x_{p,1}^{(1)})} \frac{\partial u}{\partial \nu} \frac{\partial v}{\partial \nu} \frac{\partial u}{\partial x_i} - \int_{\partial B_{\varepsilon}(x_{p,1}^{(1)})} \frac{\partial u}{\partial v} \frac{\partial v}{\partial x_i} + \int_{\partial B_{\varepsilon}(x_{p,1}^{(1)})} \langle \nabla u, \nabla v \rangle \nu_1. \quad (5.5)$$

Note that if $u$ and $v$ are harmonic in $B_{\varepsilon}(x_{p,1}^{(1)}) \setminus \{x_{p,1}^{(1)}\}$, then similarly as in Lemma 2.3, we deduce that $P_1^{(1)}(u, v)$ and $Q_1^{(1)}(u, v)$ are independent of $\theta \in (0, d]$. Moreover, replacing $x_{p,1}$ by $x_{p,1}^{(1)}$ in Proposition 2.4, we have the following computations.

Proposition 5.3. It holds

$$P_1^{(1)}(G(x_{p,1}^{(1)}, x), G(x_{p,1}^{(1)}, x)) = -\frac{1}{2\pi},$$

$$P_1^{(1)}(G(x_{p,1}^{(1)}, x), \partial_n G(x_{p,1}^{(1)}, x)) = \frac{1}{2} \frac{\partial R(x_{p,1}^{(1)})}{\partial n}, \quad (5.6)$$

$$Q_1^{(1)}(G(x_{p,1}^{(1)}, x), G(x_{p,1}^{(1)}, x)) = -\frac{\partial R(x_{p,1}^{(1)})}{\partial x_i}, \quad (5.7)$$

and

$$Q_1^{(1)}(G(x_{p,1}^{(1)}, x), \partial_n G(x_{p,1}^{(1)}, x)) = -\frac{\partial^2 R(x_{p,1}^{(1)})}{\partial x_i \partial n}, \quad (5.8)$$

where $G$ and $R$ are the Green and Robin functions respectively (see (1.3), (1.4), (1.5)), $\partial_n G(y, x) := \frac{\partial G(y, x)}{\partial n}$. Furthermore, we can also show the following results.
Proposition 5.4. For some small fixed $\delta > 0$, it holds
\[
P_1^{(1)}(G(x_p^{(1)}, x), G(x_p^{(1)}, x)) = -\frac{1}{2\pi} + O\left(\frac{\bar{\varepsilon}_p}{p^{1-\delta}}\right),
\]
(5.9)
\[
P_1^{(1)}\left(G(x_p^{(2)}, x), \partial_h G(x_p^{(1)}, x)\right) = \frac{1}{2} \frac{\partial R(x_{\infty,1})}{\partial h} + O\left(\frac{\bar{\varepsilon}_p}{p^{1-\delta}}\right),
\]
(5.10)
\[
Q_1^{(1)}\left(G(x_p^{(2)}, x), G(x_p^{(1)}, x)\right) = -\frac{\partial R(x_{\infty,1})}{\partial x_i} + O\left(\frac{\bar{\varepsilon}_p}{p^{1-\delta}}\right),
\]
(5.11)
and
\[
Q_1^{(1)}\left(G(x_p^{(2)}, x), \partial_h G(x_p^{(1)}, x)\right) = -\frac{\partial^2 R(x_{\infty,1})}{\partial x_i \partial x_h} + O\left(\frac{\bar{\varepsilon}_p}{p^{1-\delta}}\right),
\]
(5.12)
where $G$ and $R$ are the Green and Robin functions respectively (see (1.3), (1.4), (1.5)).

Proof. First similar to the proof of (2.7) in Lemma 2.4, we find
\[
P_1^{(1)}\left(G(x_p^{(2)}, x), G(x_p^{(1)}, x)\right) = P_1^{(1)}\left(S(x_p^{(2)}, x), S(x_p^{(1)}, x)\right).
\]
(5.13)
Also using Taylor’s expansion, we can get
\[
P_1^{(1)}\left(S(x_p^{(2)}, x), S(x_p^{(1)}, x)\right) = P_1^{(1)}\left(S(x_p^{(1)}, x), S(x_p^{(1)}, x)\right) + O\left(|x_p^{(2)} - x_p^{(1)}|\right).
\]
(5.14)
Hence (5.9) follows by (2.7), (5.1), (5.3), (5.13) and (5.14).

Similarly by similar processes, we can obtain (5.10)-(5.12). □

Now if $u_p^{(1)} \neq u_p^{(2)}$ in $\Omega$, we set
\[
\eta_p := \frac{u_p^{(1)} - u_p^{(2)}}{\|u_p^{(1)} - u_p^{(2)}\|_{L^\infty(\Omega)}},
\]
(5.15)
then $\eta_p$ satisfies $\|\eta_p\|_{L^\infty(\Omega)} = 1$ and
\[
-\Delta \eta_p = -\frac{\Delta u_p^{(1)} - \Delta u_p^{(2)}}{\|u_p^{(1)} - u_p^{(2)}\|_{L^\infty(\Omega)}} = \frac{(u_p^{(1)})^p - (u_p^{(2)})^p}{\|u_p^{(1)} - u_p^{(2)}\|_{L^\infty(\Omega)}} = D_{p,1} \eta_p,
\]
(5.16)
where
\[
D_{p,1}(x) := p \int_0^1 \left(t u_p^{(1)}(x) + (1-t) u_p^{(2)}(x)\right)^{p-1} dt.
\]
(5.17)

Lemma 5.5. It holds
\[
(\varepsilon_{p,1})^2 D_{p,1}(\varepsilon_{p,1} x + x_{p,1}) = e^{U(x)} + O\left(\frac{e^{U(x)}}{p^{1-\delta}}\right),
\]
(5.18)
uniformly on compact sets, in particular
\[
(\varepsilon_{p,1})^2 D_{p,1}(\varepsilon_{p,1} x + x_{p,1}) \rightarrow e^{U(x)} \text{ in } C_{loc}(\mathbb{R}^2).
\]
(5.19)
Also for some small fixed $\gamma$, $d > 0$, it follows
\[
(\varepsilon_{p,1})^2 D_{p,1}(\varepsilon_{p,1} x + x_{p,1}) = O\left(\frac{1}{1 + |x|^4 + \gamma}\right) \text{ for } |x| \leq \frac{d}{\varepsilon_{p,1}}.
\]
(5.20)

Proof. First we know
\[
(\varepsilon_{p,1})^2 D_{p,1}(\varepsilon_{p,1} y + x_{p,1}) = p(\varepsilon_{p,1})^2 \int_0^1 (F_t(y))^{p-1} dt,
\]
(5.21)
where
\[
F_t(y) := tu_p^{(1)}(\varepsilon_{p,1} y + x_{p,1}) + (1-t) u_p^{(2)}(\varepsilon_{p,1} y + x_{p,1}).
\]
Then we can write \( F_t(y) \) as follows
\[
F_t(y) = u_p^{(1)}(x_p^{(1)}) \left( t \left( 1 + \frac{w_{p,1}^{(1)}(y)}{p} \right) + (1-t) \frac{u_p^{(2)}(x_p^{(2)})}{u_p^{(1)}(x_p^{(1)})} \left( 1 + \frac{1}{p} \frac{w_{p,1}^{(2)}(x_p^{(2)})}{x_p^{(1)}} \frac{(1 + \frac{x_p^{(2)} - x_p^{(1)}}{\varepsilon_p^{(1)}})}{y} \right) \right).
\]
where \( w_{p,1}^{(1)} \) and \( w_{p,1}^{(2)} \) are defined as in (1.11), taking the solutions \( u_p^{(1)} \) and \( u_p^{(2)} \) in place of \( u_p \) respectively.

Let \( a(t) := t + (1-t) \frac{u_p^{(2)}(x_p^{(2)})}{u_p^{(1)}(x_p^{(1)})} - 1 \), then we can write
\[
F_t(y) = u_p^{(1)}(x_p^{(1)}) \left( 1 + a(t) + \frac{1}{p} \left( tw_{p,1}^{(1)}(y) + (1-t) \frac{u_p^{(2)}(x_p^{(2)})}{u_p^{(1)}(x_p^{(1)})} \frac{w_{p,1}^{(2)}(x_p^{(2)})}{x_p^{(1)}} \frac{(1 + \frac{x_p^{(2)} - x_p^{(1)}}{\varepsilon_p^{(1)}})}{y} \right) \right)
= u_p^{(1)}(x_p^{(1)}) \left( 1 + a(t) \left( 1 + \frac{b_t(y)}{p(1+a(t))} \right) \right),
\]
where
\[
b_t(y) := tw_{p,1}^{(1)}(y) + (1-t) \frac{u_p^{(2)}(x_p^{(2)})}{u_p^{(1)}(x_p^{(1)})} \frac{w_{p,1}^{(2)}(x_p^{(2)})}{x_p^{(1)}} \frac{(1 + \frac{x_p^{(2)} - x_p^{(1)}}{\varepsilon_p^{(1)}})}{y}.
\]
Then it holds
\[
p(\varepsilon_p^{(1)})^2 \int_0^1 (F_t(y))^{p-1} \, dt = \int_0^1 \left( 1 + a(t) \left( 1 + \frac{b_t(y)}{p(1+a(t))} \right) \right)^{p-1} \, dt
= \int_0^1 \left( 1 + a(t) \left( 1 + \frac{b_t(y)}{p(1+a(t))} \right) \right)^{(p-1) \log \left( 1 + \frac{b_t(y)}{p(1+a(t))} \right)} \, dt
= \int_0^1 \left( 1 + a(t) \right)^{p-2} e^{w_{p,1}^{(1)}(y)} \left( 1 + b_t(y) - w_{p,1}^{(1)}(y) + O \left( \frac{1}{p} \right) \right) \, dt.
\]
Also we recall that from Proposition 3.6,
\[
w_{p,1}^{(l)}(y) = U(y) + O \left( \frac{1}{p} \right), \quad \text{for } l = 1, 2,
\]
uniformly in any compact set, from (1.14),
\[
\frac{u_p^{(2)}(x_p^{(2)})}{u_p^{(1)}(x_p^{(1)})} = 1 + O \left( \frac{1}{p^{2-\delta}} \right),
\]
and from Lemma 5.2,
\[
\frac{|x_p^{(1)} - x_p^{(2)}|}{\varepsilon_p} = O \left( \frac{1}{p^{1-\delta}} \right).
\]
Then using (5.23) (5.24) and (5.25), we have
\[
a(t) = O \left( \frac{1}{p^{2-\delta}} \right),
\]
and
\[
b_t(y) - w_{p,1}^{(1)}(y) = O \left( \frac{1}{p^{1-\delta}} \right) \quad \text{uniformly in any compact set.}
Finally, we obtain
\[
p(\varepsilon_{p,1})^2 \int_0^1 (F_i(y))^p - 1 dt \\
= \int_0^1 (1 + a(t))^{p-2} e^{U(y)} \left( 1 + (t - 1)U(y) + (1 - t)U\left( \frac{\varepsilon_{p,1}}{(\varepsilon_{p,1}(t))} \right) \right) dt + O\left( \frac{e^{U(y)}}{p^{1-s}} \right),
\]
which implies (5.18).

On the other hand, using Lemma 3.1, we have
\[
1 + b_\varepsilon(y) - u_{\varepsilon_{p,1}}(y) = O\left( \log |y| \right) \quad \text{for } R \leq |y| \leq \frac{d}{\varepsilon_{p,1}}, \quad (5.26)
\]
Hence from (5.19), (5.22) and (5.26), we find
\[
p(\varepsilon_{p,1})^2 \int_0^1 (F_i(y))^p - 1 dt = O\left( \frac{1}{1 + |y|^{4-\varepsilon}} \right) \quad \text{for } |y| \leq \frac{d}{\varepsilon_{p,1}},
\]
which, together with (5.21), gives (5.20).

\[\Box\]

**Proposition 5.6.** Let \( \eta_{p,1}(x) := \eta_p(\varepsilon_{p,1} x + x_{p,1}^{(1)}) \), where \( \eta_p \) is defined in (5.15). Then by taking a subsequence if necessary, we have
\[
\eta_{p,1}(x) = \bar{a}_1 \frac{s - |x|^2}{8 + |x|^2} + \sum_{i=1}^2 \bar{b}_{i,1} x_i + o(1) \text{ in } C^1_{\text{loc}}(\mathbb{R}^2), \text{ as } p \to +\infty, \quad (5.27)
\]
where \( \bar{a}_1 \) and \( \bar{b}_{i,1} \) with \( i = 1, 2 \) are some constants.

**Proof.** Since \( |\eta_{p,1}| \leq 1 \), then we can suppose that
\[
\eta_{p,1} \to \eta_0 \text{ in } C^1_{\text{loc}}(\mathbb{R}^2).
\]
Since, by (5.16), \( \eta_{p,1} \) solves
\[
-\Delta \eta_{p,1} = (\varepsilon_{p,1})^2 D_{p,1}(\varepsilon_{p,1} x + x_{p,1}^{(1)}) \eta_{p,1},
\]
by Lemma 5.5, we find that \( \eta_0 \) is a solution of (2.1). Hence (5.27) holds by Lemma 2.1. \( \Box \)

**Proposition 5.7.** Let \( \eta_p \) be defined as in (5.15), then it holds
\[
\eta_p(x) = \bar{A}_p G(x_{p,1}, x) + \sum_{i=1}^2 \bar{B}_{p,i} \varepsilon_{p,1}^2 \partial_i G(x_{p,1}^{(1)}, x) + o(\varepsilon_p) \text{ in } C^1(\Omega \setminus B_{2d}(x_{p,1}^{(1)})), \quad (5.28)
\]
where \( d > 0 \) is any small fixed constant, \( \bar{\varepsilon}_p = \max \{ \varepsilon_{p,1}, \varepsilon_{p,1}^{(2)} \} \), \( \partial_i G(y, x) = \frac{\partial G(y, x)}{\partial y_i} \),
\[
\bar{A}_p := \int_{B_d(x_{p,1}^{(1)})} D_{p,1}(x) \eta_p(x) dx, \quad (5.29)
\]
and
\[
\bar{B}_{p,i} := \frac{1}{\varepsilon_{p,1}^2} \int_{B_d(x_{p,1}^{(1)})} (x_i - (x_{p,1}^{(1)})) D_{p,1}(x) \eta_p(x) dx, \quad (5.30)
\]
with \( D_{p,1} \) as in (5.17).
The convergence of \( \frac{\partial \eta}{\partial x_i} \) follows in a similar way, since
\[
\frac{\partial \eta_p(x)}{\partial x_i} = \int_{\Omega} D_{x_i} G(y, x) D_{p,1}(y) \eta_p(y) dy.
\]
\( \square \)

In order to show that the constants in Proposition 5.6 satisfy \( \tilde{\alpha}_1 = \tilde{b}_{1,1} = \tilde{b}_{2,1} = 0 \), following the same strategy exploited in Section 4, we will need the following local Pohozaev identities, which are a direct consequence of (2.17) and (2.18).

**Proposition 5.8.** For \( \eta_p \) defined by (5.15) and small fixed \( \theta > 0 \), we have the following local Pohozaev identities:
\[
Q_1^{(l)}(u_p^{(l)} + u_p^{(2)}, \eta_p) = \frac{2}{p+1} \int_{\partial B_{p}(x_{p,1}^{(l)})} \tilde{D}_{p,1}(\eta_p) d\sigma, 
\]
and
\[
P_1^{(l)}(u_p^{(l)} + u_p^{(2)}, \eta_p) = \frac{2\theta}{p+1} \int_{\partial B_{p}(x_{p,1}^{(l)})} \tilde{D}_{p,1}(\eta_p) d\sigma - \frac{4}{p+1} \int_{B_{p}(x_{p,1}^{(l)})} \tilde{D}_{p,1}(\eta_p) dx,
\]
where \( P_1^{(l)} \) and \( Q_1^{(l)} \) are the quadratic forms in (5.4) and (5.5), \( \nu = (\nu_1, \nu_2) \) is the outward unit normal of \( \partial B_{p}(x_{p,1}) \) and
\[
\tilde{D}_{p,1}(x) := (p+1) \int_0^1 \left( tu_p^{(l)}(x) + (1-t)u_p^{(2)}(x) \right)^p dt.
\]

**Proof.** Taking \( u = u_p^{(l)} \) with \( l = 1, 2 \) in (2.17) (with \( j = 1 \)), then it reduces to
\[
Q_1^{(l)}(u_p^{(l)}, u_p^{(l)}) = \frac{2}{p+1} \int_{\partial B_{p}(x_{p,1}^{(l)})} (u_p^{(l)})^{p+1} \nu_i.
\]
Hence (5.31) follows by making the difference. Similarly taking \( u = u_p^{(l)} \) with \( l = 1, 2 \) in (2.18) (with \( j = 1 \)) and repeating the above process, we can deduce (5.32). \( \square \)

**Proposition 5.9.** Let \( \tilde{A}_p \) be as in (5.29) and \( \tilde{\alpha}_1 \) be the constant in (5.27), then
\[
\tilde{A}_p = o\left(\frac{1}{p}\right) \text{ and } \tilde{\alpha}_1 = 0.
\]

**Proof.** The proof is similar to the one of Proposition 4.3. Indeed using (3.4), (3.3), (5.9) and (5.28), we can deduce that
\[
\text{LHS of (5.32)} = \tilde{A}_p \sum_{l=1}^{2} \frac{C_{p,1}(l)}{4\pi} \left( G(x_{p,1}^{(l)}, G(x_{p,1}^{(l)})) \right)
\]
\[
+ \varepsilon_{p,1} \sum_{l=1}^{2} \sum_{l=1}^{2} \left( \tilde{B}_{p,1}^{(l)} C_{p,1}(l) P_1^{(l)}(G(x_{p,1}^{(l)}, G(x_{p,1}^{(l)}), \partial_i G(x_{p,1}^{(l)}), x) + o\left(\frac{\varepsilon_p}{p}\right) \right)
\]
\[
= \tilde{A}_p \sum_{l=1}^{2} \frac{C_{p,1}(l)}{4\pi} + \varepsilon_{p,1} \sum_{l=1}^{2} \sum_{l=1}^{2} \left( \tilde{B}_{p,1}^{(l)} C_{p,1}(l) P_1^{(l)}(G(x_{p,1}^{(l)}, G(x_{p,1}^{(l)}), \partial_i G(x_{p,1}^{(l)}), x) + o\left(\frac{\varepsilon_p}{p}\right) \right).
\]
By (5.19), (5.20), the definition of $\tilde{B}_{p,i}$ in (5.30) and the dominated convergence theorem, we know
\[ |\tilde{B}_{p,i}| = \left(\varepsilon_p(1)\right)^2 \int_{\tilde{B}_{p,i}(0)} D_{p,i} \left( x_{p,i} + \varepsilon_p(1) y \right) \eta_p(y) \eta_p(y) dy \]
\[ \leq \left(\varepsilon_p(1)\right)^2 \int_{\tilde{B}_{p,i}(0)} D_{p,i} \left( x_{p,i} + \varepsilon_p(1) y \right) \cdot |y| dy \to \int_{\mathbb{R}^2} e^{U(y)} \cdot |y| dy, \]
which implies $\tilde{B}_{p,i} = O(1)$. Also using Proposition 3.12 (which reduces to (5.2) when $k = 1$, as already observed), (5.6) and (5.10), we find
\[ \sum_{i=1}^{2} \sum_{l=1}^{2} \left( \tilde{B}_{p,i} C_{p,i}^{(l)} \right) \overline{P}^{(1)} \left( G(x_{p,i}^{(l)}, x), \partial \dot{G}(x_{p,i}^{(1)}, x) \right) \]
\[ = 2 \sum_{i=1}^{2} \left( \tilde{B}_{p,i} C_{p,i}^{(1)} \right) \overline{P}^{(1)} \left( G(x_{p,i}^{(1)}, x), \partial \dot{G}(x_{p,i}^{(1)}, x) \right) + o \left( \frac{\varepsilon_p}{p} \right) = o \left( \frac{\varepsilon_p}{p} \right). \]
Then from (3.3), (5.34) and (5.35), we have
\[ \text{LHS of (5.32)} = \left( \sum_{i=1}^{2} \frac{C_{p,i}^{(l)}}{4\pi} \right) \overline{A}_p + o \left( \frac{\varepsilon_p}{p} \right) = \overline{A}_p \left( \frac{4\sqrt{e}}{p} + o \left( \frac{1}{p} \right) \right) + o \left( \frac{\varepsilon_p}{p} \right). \]
On the other hand, using (1.8) and similar to (4.19), we know
\[ \text{RHS of (5.32)} = \frac{d}{p+1} \int_{\partial B_d(x_{p,i}^{(1)})} \tilde{D}_{p,i} \eta_p - \frac{2}{p+1} \int_{B_d(x_{p,i}^{(1)})} \tilde{D}_{p,i} \eta_p \]
\[ = - \frac{2}{p+1} \int_{B_d(x_{p,i}^{(1)})} \tilde{D}_{p,i} \eta_p + O \left( \frac{C_p}{p^p} \right). \]
Also by the definitions of $\eta_p$ and $\tilde{D}_{p,i}$ in (5.15) and (5.33), it holds
\[ \int_{B_d(x_{p,i}^{(1)})} \tilde{D}_{p,i} \eta_p \]
\[ = \frac{1}{\| u_p^{(1)} - u_p^{(2)} \|_{L^\infty(\Omega)}} \int_{B_d(x_{p,i}^{(1)})} \left( u_p^{(2)} \right)^p \left( u_p^{(1)} - u_p^{(2)} \right) \]
\[ + \frac{1}{\| u_p^{(1)} - u_p^{(2)} \|_{L^\infty(\Omega)}} \int_{B_d(x_{p,i}^{(1)})} \left( \left( u_p^{(1)} \right)^p - \left( u_p^{(2)} \right)^p \right) u_p^{(1)} \]
\[ = \int_{B_d(x_{p,i}^{(1)})} \eta_p \left( u_p^{(2)} \right)^p - \int_{B_d(x_{p,i}^{(1)})} u_p^{(1)} \eta_p \Delta u_p, \]
and by integration by parts, (3.4) and (5.28), we find
\[ - \int_{B_d(x_{p,i}^{(1)})} u_p^{(1)} \Delta \eta_p = - \left[ \int_{\partial B_d(x_{p,i}^{(1)})} \frac{\partial \eta_p}{\partial \nu} u_p^{(1)} \eta_p + \int_{B_d(x_{p,i}^{(1)})} \nabla \eta_p \cdot \nabla u_p^{(1)} \right] \]
\[ = - \left[ \int_{\partial B_d(x_{p,i}^{(1)})} \frac{\partial \eta_p}{\partial \nu} u_p^{(1)} + \int_{B_d(x_{p,i}^{(1)})} \frac{\partial u_p^{(1)}}{\partial \nu} \eta_p + \int_{B_d(x_{p,i}^{(1)})} \left( u_p^{(1)} \right)^p \eta_p \right] \]
\[ = \int_{B_d(x_{p,i}^{(1)})} \eta_p \left( u_p^{(1)} \right)^p + O \left( \frac{\overline{A}_p}{p} + \frac{\varepsilon_p}{p} \right). \]
Hence from above estimates, we have
\[ \int_{B_d(x_{p,1}^{(1)})} \tilde{D}_{p,1} \eta_p = \int_{B_d(x_{p,1}^{(1)})} \eta_p \left( (u_p^{(1)})^p + (u_p^{(2)})^p \right) + O \left( \frac{\tilde{A}_p}{p} + \frac{\bar{\varepsilon}_p}{p} \right). \tag{5.38} \]

Also by (3.3), it follows
\[ \int_{B_d(x_{p,1}^{(1)})} \eta_p \left( (u_p^{(1)})^p + (u_p^{(2)})^p \right) = O \left( \int_{B_d(x_{p,1}^{(1)})} \left( (u_p^{(1)})^p + (u_p^{(2)})^p \right) \right) = O \left( \frac{1}{p} \right). \tag{5.39} \]

Then from (5.37), (5.38) and (5.39), we find
\[ \text{RHS of (5.32)} = O \left( \frac{\tilde{A}_p}{p^2} + \frac{1}{p^2} \right). \tag{5.40} \]

Hence (5.36) and (5.40) give us that
\[ \tilde{A}_p = O \left( \frac{1}{p} \right). \tag{5.41} \]

On the other hand, using (5.19) we know
\[ \tilde{A}_p = \tilde{a}_1 p \left( u_p^{(1)}(x_{p,1}) \right)^{p-1} \left( \tilde{e}_p^{(1)}(x_{p,1}) \right)^2 \int_{\mathbb{R}^2} e^{U(x)} \frac{\partial U(\tilde{x})}{\partial \lambda} \bigg|_{\lambda=1} dx + o(1) \]
\[ = \tilde{a}_1 \int_{\mathbb{R}^2} e^{U(x)} \frac{\partial U(\tilde{x})}{\partial \lambda} \bigg|_{\lambda=1} dx + o(1) = 16 \pi \tilde{a}_1 + o(1). \tag{5.42} \]

Hence from (5.41) and (5.42), we have \( \tilde{a}_1 = 0. \)

Also we can compute (5.39) more precisely,
\[ \int_{B_d(x_{p,1}^{(1)})} \eta_p(x) \left( (u_p^{(1)}(x))^p + (u_p^{(2)}(x))^p \right) dx \]
\[ = \frac{2}{p} \left( \int_{\mathbb{R}^2} e^{U(x)} \left( \frac{\partial U(\tilde{x})}{\partial \lambda} \bigg|_{\lambda=1} + \sum_{i=1}^{2} \tilde{b}_{1,i} \frac{\partial U(x)}{\partial x_i} \right) dx + o(1) \right) = o \left( \frac{1}{p} \right). \tag{5.43} \]

Hence (5.36), (5.37), (5.38) and (5.43) give us that \( \tilde{A}_p = o \left( \frac{1}{p} \right). \)

**Proposition 5.10.** Let \( \tilde{B}_{p,i} \) be as in (5.30) and \( \tilde{b}_{i,1} \) as in Proposition 5.6, then
\[ \tilde{B}_{p,i} = o(1) \quad \text{and} \quad \tilde{b}_{i,1} = 0 \quad \text{for} \quad i = 1, 2. \tag{5.44} \]

**Proof.** The proof is similar to the one of Proposition 4.5. Indeed using (1.8), Lemma 5.1 and Lemma 5.2, it holds
\[ \text{RHS of (5.31)} = \frac{2}{p + 1} \int_{\partial B_d(x_{p,1}^{(1)})} \tilde{D}_{p,1} \eta_p u_i = o \left( \frac{\bar{\varepsilon}_p}{p} \right). \tag{5.45} \]

Moreover using (5.7), (5.8), (5.11) and (5.12), we have
\[ \text{LHS of (5.31)} = A_p \sum_{l=1}^{2} C_{p,1}^{(1)} \left( G(x_{p,1}^{(l)}, x), G(x_{p,1}^{(1)}, x) \right) \]
\[ + \varepsilon_p^{(1)} \sum_{l=1}^{2} \sum_{h=1}^{2} \left( \tilde{B}_{p,h} C_{p,1}^{(1)} \right) \left( G(x_{p,1}^{(l)}, x), \partial_h G(x_{p,1}^{(1)}, x) \right) + o \left( \frac{\bar{\varepsilon}_p}{p} \right). \tag{5.46} \]
From Proposition 3.12 (which reduces to (5.2) when \(k = 1\), as already observed), (5.7) and (5.11), we know
\[
\sum_{l=1}^{2} C_{p,1}^{(l)} G_{p,1}^{(l)} \left( G(x_{p,1}^{(l)}, x), G(x_{p,1}^{(l)}, x) \right) = o \left( \frac{\sqrt{p}}{p} \right). 
\tag{5.47}
\]
Then from Proposition 5.9, (5.45), (5.46) and (5.47), we have
\[
\varepsilon_{p,1}^{(l)} \sum_{l=1}^{2} \left( \tilde{B}_{p,h} C_{p,1}^{(l)} \right) G_{p,1}^{(l)} \left( G(x_{p,1}^{(l)}, x), \partial_b G(x_{p,1}^{(l)}, x) \right) = o \left( \frac{\sqrt{p}}{p} \right). 
\tag{5.48}
\]
Putting (3.3), (5.8) and (5.12) into (5.48), we then have
\[
\sum_{l=1}^{2} \tilde{B}_{p,h} \left( \frac{\partial^2 R(x_{\infty,1})}{\partial x_i x_h} + o(1) \right) = o(1). 
\tag{5.49}
\]
Since \(x_{\infty,1}\) is a nondegenerate critical point of \(R(x)\), from (5.49), we deduce
\[
\tilde{B}_{p,i} = o(1), \text{ for } i = 1, 2.
\]
Finally, similarly as in (4.8), it holds
\[
\tilde{B}_{p,i} = \tilde{b}_{i,1} p \left( u_{p,1}^{(1)}(x_{p,1}^{(1)}) \right)^{p-1} \left( \varepsilon_{p,1}^{(1)} \right)^2 \left( \int_{\mathbb{R}^2} x_i e^{U(x)} \frac{\partial U(x)}{\partial x_i} dx + o(1) \right)
= -8\pi \tilde{b}_{i,1} + o(1) \text{ for } i = 1, 2.
\tag{5.50}
\]
Then \(\tilde{b}_{1,1} = \tilde{b}_{2,1} = 0\) by (5.44) and (5.50).

**Proof of Theorem 1.2.** Suppose \(u_{p,1}^{(1)} \neq u_{p,1}^{(2)}\), then let \(\eta_p := \frac{u_{p,1}^{(1)} - u_{p,1}^{(2)}}{\|u_{p,1}^{(1)} - u_{p,1}^{(2)}\|_{L^\infty(\Omega)}}\), we have \(||\eta_p||_{L^\infty(\Omega)} = 1\). Taking \(\eta_p(x) := \eta_p(x_{p,1}^{(1)} + x_{p,1}^{(1)})\), by propositions 5.6, 5.9 and 5.10, we have, for any \(R > 0\),
\[
||\eta_{p,1}||_{L^\infty(B_R(0))} = o(1).
\]
Let \(y_p\) be a maximum point of \(\eta_p\) in \(\Omega\). We can assume that \(\eta_p(y_p) = 1\), then \(y_p \in \Omega \setminus B_{Re_{p,1}}(x_{p,1}^{(1)})\). Now we write
\[
\Omega \setminus B_{Re_{p,1}}(x_{p,1}^{(1)}) = \left( \Omega \setminus B_d(x_{p,1}^{(1)}) \right) \cup \left( B_d(x_{p,1}^{(1)}) \setminus B_{2\varepsilon_{p,1}}(x_{p,1}^{(1)}) \right) \cup \left( B_{2\varepsilon_{p,1}}(x_{p,1}^{(1)}) \setminus B_{Re_{p,1}}(x_{p,1}^{(1)}) \right),
\]
and divide the proof into following three steps.

**Step 1. We show that** \(y_p \notin \Omega \setminus B_d(x_{p,1}^{(1)})\). **It is enough to prove**
\[
\eta_p = o(1) \text{ uniformly in } \Omega \setminus B_d(x_{p,1}^{(1)}).
\tag{5.51}
\]
By Green’s representation theorem and similarly as in the proof of Proposition 4.2, then from (5.28) and (5.44), we can deduce that
\[
\eta_p(x) = \tilde{A}_p G(x_{p,1}^{(1)}, x) + o(\varepsilon_p), \text{ uniformly in } \Omega \setminus B_d(x_{p,1}^{(1)}).
\]
Hence (5.51) follows since \(\tilde{A}_p = o(\frac{1}{p})\) by Proposition 5.9 and observing that
\[
\sup_{\Omega \setminus B_d(x_{p,1}^{(1)})} G(x_{p,1}^{(1)}, x) = \sup_{\Omega \setminus B_d(x_{p,1}^{(1)})} \left( -\frac{1}{2\pi} \log |x - x_{p,1}^{(1)}| - H(x, x_{p,1}^{(1)}) \right) = O(\log \varepsilon_{p,1}).
\]

**Step 2. We show that** \(y_p \notin B_d(x_{p,1}^{(1)}) \setminus B_{2\varepsilon_{p,1}}(x_{p,1}^{(1)})\). **We just need to prove**
\[
\eta_p(x) = o(1) \text{ uniformly in } B_d(x_{p,1}^{(1)}) \setminus B_{2\varepsilon_{p,1}}(x_{p,1}^{(1)}).
\tag{5.52}
\]
First we know that for \( pu_p^{p-1} \) and \( D_{p,1} \) the following similar estimates holds true:

\[
pu_p^{p-1}(x) = O \left( \sum_{j=1}^{k} \frac{1}{\varepsilon_{p,j}^2 \left( 1 + \frac{|x-x_{p,j}|}{\varepsilon_{p,j}} \right)^{4-\delta}} \right) \quad \text{and} \quad D_{p,1}(x) = O \left( \frac{1}{\left( \varepsilon_{p,1}^{(1)} \right)^2 \left( 1 + \frac{|x-x_{p,1}^{(1)}|}{\varepsilon_{p,1}^{(1)}} \right)^{4-\delta}} \right).
\]

Then using some basic inequalities, we can prove (5.52), which is similar to Step 2 in the proof of Theorem 1.1.

**Step 3.** We now have \( y_p \in B_{2\varepsilon_{p,1}}^{(1)}(x_{p,1}^{(1)}) \setminus B_{R\varepsilon_{p,1}}^{(1)}(x_{p,1}^{(1)}) \). Let \( t_p := |y_p| \), then \( \frac{t_p}{\varepsilon_{p,1}^{(1)}} \geq R \gg 1 \). By translation we may assume that \( x_{p,1}^{(1)} = 0 \). Taking

\[
\bar{\eta}_p(y) := \eta_p(t_p y), \tag{5.53}
\]

we find, by (5.16), that

\[
-\Delta \bar{\eta}_p(y) = t_p^2 D_{p,1}(t_p y) \bar{\eta}_p(y) \leq C \left( \frac{t_p^{(1)}}{\varepsilon_{p,1}^{(1)}} \right)^2 \frac{1}{\left( 1 + \frac{t_p y}{\varepsilon_{p,1}^{(1)}} \right)^{4-\delta}} \to 0, \quad \forall y \in \Omega_{t_p} := \{ x, t_p x \in \Omega \}.
\]

Then there exists a bounded function \( \eta \) such that

\[
\bar{\eta}_p \to \eta \text{ in } C(B_R(0) \setminus B_3(0)) \text{ and } \Delta \eta = 0 \text{ in } \mathbb{R}^2,
\]

which implies \( \eta = \tilde{C} \). From \( \bar{\eta}_p(t_p y) = \eta_p(y_p) = 1 \), we find \( \tilde{C} = 1 \), namely

\[
\bar{\eta}_p \to 1 \text{ in } C(B_R(0) \setminus B_3(0)). \tag{5.54}
\]

Now let \( \eta_{p,1}(y) := \eta_p(\varepsilon_{p,1}^{(1)} y + x_{p,1}^{(1)}) \), then using (5.16), \( \eta_{p,1} \) solves

\[
-\Delta \eta_{p,1} = (\varepsilon_{p,1}^{(1)})^2 D_{p,1} (\varepsilon_{p,1}^{(1)} y + x_{p,1}^{(1)}) \eta_{p,1},
\]

so by (5.18) in Lemma 5.5 we have

\[
-\Delta \eta_{p,1} - e^{U_p} \eta_{p,1} = f, \tag{5.55}
\]

where

\[
f(y) := \left[ (\varepsilon_{p,1}^{(1)})^2 D_{p,1} (\varepsilon_{p,1}^{(1)} y + x_{p,1}^{(1)}) - e^{U_p} \eta_{p,1} \right](y) \sim O(\frac{e^{U_p(y)}}{p^{1-\delta}}), \text{uniformly on compact sets.}
\]

Then the average \( \eta_{p,1}^*(r) := \int_0^{2\pi} \eta_{p,1}(r, \theta) d\theta \), solves the ODE

\[
- (\eta_{p,1}^*)'' - \frac{1}{r} (\eta_{p,1}^*)' - e^{U_p} \eta_{p,1} = f^*, \quad \text{with} \quad f^*(r) := \int_0^{2\pi} f(r, \theta) d\theta.
\]

Then similarly as in Step 3 in the proof of Theorem 1.1, by ODE’s theory, we have

\[
\eta_{p,1}^*(r) = c_{0,p} u_0(r) + W(r),
\]

with

\[
c_{0,p} = o(1) \quad \text{and} \quad |W(r)| \leq \frac{C \log r}{p^{1-\delta}}. \tag{5.56}
\]

Hence it follows

\[
|\eta_{p,1}^*(\frac{t_p}{\varepsilon_{p,1}^{(1)}})| = \frac{\log \frac{t_p}{\varepsilon_{p,1}^{(1)}}}{p^{1-\delta}} + o(1) \to 0. \tag{5.57}
\]

However by (5.54), we know

\[
\bar{\eta}_p(y) \to 1, \quad \text{for any } |y| = 1. \tag{5.58}
\]
Then from \((5.53)\) and \((5.58)\), we find
\[
\eta_{p,1}^\ast \left( \frac{t_p}{\varepsilon_{p,j}} \right) = \int_0^{2\pi} \eta_{p,1} \left( \frac{t_p}{\varepsilon_{p,j}}, \theta \right) d\theta = \int_0^{2\pi} \eta_p(t_p, \theta) d\theta
\]
\[
= \int_0^{2\pi} \tilde{\eta}_p(1, \theta) d\theta \geq \tilde{c}_0 > 0, \text{ for some constant } \tilde{c}_0,
\]
which is a contraction to \((5.57)\). This completes the proof of Theorem 1.2. \(\square\)

**Remark 5.11.** We point out that the improved expansion \((3.71)\) of \(u_p\) is crucial to prove Theorem 1.2. In fact if one uses the expansion \((3.4)\) of \(u_p\) instead of \((3.71)\), then Proposition 3.12 changes into
\[
C_{p,j} \frac{\partial R(x_{p,j})}{\partial x_j} - 2 \sum_{m=1, m \neq j}^k C_{p,m} D_{x_i} G(x_{p,m}, x_{p,j}) = o\left(\frac{\varepsilon_p}{p}\right). \tag{5.59}
\]
Then using \((5.59)\), we find that \((5.1)\) is replaced by
\[
\left| x_p^{(1)} - x_p^{(2)} \right| = o\left(\frac{\varepsilon_p}{p}\right),
\]
which implies
\[
(\varepsilon_{p,j}^{(1)})^2 D_{p,j} (\varepsilon_{p,j}^{(1)} x + x^{(1)}) = e^U(y) + o(e^U(y)), \tag{5.60}
\]
rather than \((5.18)\) in Lemma 5.5. We claim that \((5.60)\) is not enough to get a contradiction in Step 3 in the proof of Theorem 1.2. Indeed, using \((5.60)\) instead of \((5.18)\), \((5.55)\) changes into
\[
-\Delta \eta_{p,1} - e^U \eta_{p,1} = f, \quad \text{where } f(y) = o(e^U(y)),
\]
and so \((5.66)\) becomes
\[
c_{0,p} = o(1) \text{ and } W(r) = o(\log r).
\]
Hence \((5.57)\) changes into
\[
\left| \eta_{p,1}^\ast \left( \frac{t_p}{\varepsilon_{p,j}} \right) \right| = o(\log p) + o(1),
\]
which may not tend to 0.

**Remark 5.12** (Local uniqueness when \(k \geq 2\)). Let \(u_p^{(1)}\) and \(u_p^{(2)}\) be two different positive solutions to \((1.1)\) with
\[
\lim_{p \to +\infty} p \int_\Omega |\nabla u_p^{(l)}(x)|^2 dx = 8k\pi e, \text{ for } l = 1, 2 \text{ and } k \geq 2,
\]
which concentrate at the same point \(x_\infty = (x_{\infty,1}, \ldots, x_{\infty,k})\). By Proposition 3.12, we know that
\[
C_{p,j}^{(l)} \frac{\partial R(x_{p,j})}{\partial x_j} - 2 \sum_{m=1, m \neq j}^k C_{p,m}^{(l)} D_{x_i} G(x_{p,m}^{(l)}, x_{p,j}^{(l)}) = O\left(\frac{\varepsilon_p}{p^{2-\delta}}\right) \text{ with some } \delta \in (0, 1). \tag{5.61}
\]
Anyway \((5.61)\) is not enough in order to generalize properly Lemma 5.2. As a consequence, we are not able to deduce the analogous of Proposition 5.6 and hence the local uniqueness result for the general case \(k \geq 2\).
APPENDIX A. Proofs of (2.8)–(2.10) involving Green’s function

In this appendix, we give the proofs of (2.8)–(2.10) involving Green’s function. Part of these can be found in [7] and we give the details for completeness.

**Proof of (2.8).** By the bilinearity of $P_j(u, v)$, we have
\[
P_j\left(G(x_{p,j}, x), \partial_h G(x_{p,j}, x)\right) = P_j\left(S(x_{p,j}, x), \partial_h S(x_{p,j}, x)\right) - P_j\left(H(x_{p,j}, x), \partial_h S(x_{p,j}, x)\right) + P_j\left(G(x_{p,j}, x), \partial_h H(x_{p,j}, x)\right).
\]  (A.1)

For $P_j\left(S(x_{p,j}, x), \partial_h S(x_{p,j}, x)\right)$, the oddness of the integrand function yields
\[
P_j\left(S(x_{p,j}, x), \partial_h S(x_{p,j}, x)\right) = 0.
\]  (A.2)

Next, we calculate $P_j\left(H(x_{p,j}, x), \partial_h S(x_{p,j}, x)\right)$. First, let $y = x - x_{p,j}$, then we get
\[
\partial_h S(x_{p,j}, x) = -\frac{y_h}{2\pi|y|^2}, ~ \langle D\partial_h S(x_{p,j}, x), \nu \rangle = -\frac{y_h}{2\pi|y|^3} \text{ and } D_x, \partial_h S(x_{p,j}, x) = \frac{y_h}{2\pi|y|^2} - \frac{y_h y_l}{\pi|y|^4}. \]  (A.3)

Then we know
\[
\theta \int_{\partial B_d(x_{p,j})} \langle \partial_h DS(x_{p,j}, x), \nu \rangle \langle D \partial_h S(x_{p,j}, x), \nu \rangle = -\theta D_h H(x_{p,j}, x_{p,j}) \int_{\partial B_d(0)} \frac{y_h^2}{2\pi|y|^4} + O(\theta) = -\frac{1}{2} D_h H(x_{p,j}, x_{p,j}) + O(\theta),
\]
and
\[
\theta \int_{\partial B_d(x_{p,j})} \langle \partial_h DS(x_{p,j}, x), DH(x_{p,j}, x) \rangle = \theta D_h H(x_{p,j}, x_{p,j}) \int_{\partial B_d(0)} \left( \frac{1}{2\pi|y|^2} - \frac{y_h^2}{\pi|y|^4} \right) + O(\theta) = O(\theta),
\]
which together imply
\[
P_j\left(H(x_{p,j}, x), \partial_h S(x_{p,j}, x)\right) = -D_h H(x_{p,j}, x_{p,j}) + O(\theta). \]  (A.4)

Now we calculate $P_j\left(G(x_{p,j}, x), \partial_h H(x_{p,j}, x)\right)$. Since $\partial_h D_v H(x_{p,j}, x)$ is bounded in $B_d(x_{p,j})$, then we get
\[
P_j\left(G(x_{p,j}, x), \partial_h H(x_{p,j}, x)\right) = O\left(\theta \int_{\partial B_d(x_{p,j})} |DG(x_{p,j}, x)| \right) = O(\theta). \]  (A.5)

Letting $\theta \to 0$, from (A.1), (A.2), (A.4) and (A.5), we get
\[
P_j\left(G(x_{p,j}, x), \partial_h G(x_{p,j}, x)\right) = D_h H(x_{p,j}, x_{p,j}) = \frac{1}{2} \frac{\partial R(x_{p,j})}{\partial h}.
\]

Now we calculate the term $P_j\left(G(x_{p,m}, x), \partial_h G(x_{p,j}, x)\right)$. Similar to the estimate of (A.4), we find
\[
P_j\left(G(x_{p,m}, x), \partial_h G(x_{p,j}, x)\right) = -D_h G(x_{p,m}, x_{p,j}) \text{ for } m \neq j.
\]

Next, for $m \neq j$, since $\partial_h D_v G(x_{p,m}, x)$ is bounded in $B_d(x_{p,j})$, we know
\[
P_j\left(G(x_{p,s}, x), \partial_h G(x_{p,m}, x)\right) = O\left(\theta \int_{\partial B_d(x_{p,j})} |DG(x_{p,s}, x)| \right) = O(\theta) \text{ for } s = 1, \ldots, k. \]  (A.6)
So letting $\theta \to 0$ in (A.6), we know
\[ P_j \left( G(x_{p,s}, x), \partial_h G(x_{p,m}, x) \right) = 0 \text{ for } m \neq j \text{ and } s = 1, \ldots, k. \]

\[ \square \]

**Proof of (2.9).** First, by the bilinearity of $Q_j(u, v)$, we have
\[ Q_j \left( G(x_{p,j}, x), G(x_{p,j}, x) \right) = Q_j \left( S(x_{p,j}, x), S(x_{p,j}, x) \right) - 2Q_j \left( S(x_{p,j}, x), H(x_{p,j}, x) \right) \]
\[ + Q_j \left( H(x_{p,j}, x), H(x_{p,j}, x) \right). \quad (A.7) \]

Then for $Q_j \left( S(x_{p,j}, x), S(x_{p,j}, x) \right)$, the oddness of integrand functions means
\[ Q_j \left( S(x_{p,j}, x), S(x_{p,j}, x) \right) = 0. \quad (A.8) \]

Now we calculate the term $Q_j \left( S(x_{p,j}, x), H(x_{p,j}, x) \right)$. First, we know
\[ \int_{\partial B_\delta(x_{p,j})} D_\nu S(x_{p,j}, x) D_\nu H(x_{p,j}, x) \]
\[ = D_x H(x_{p,j}, x) \int_{\partial B_\delta(x_{p,j})} D_\nu S(x_{p,j}, x) + O(\theta) \int_{\partial B_\delta(x_{p,j})} \left| D_\nu S(x_{p,j}, x) \right| \]
\[ = - D_x H(x_{p,j}, x) + O(\theta), \quad (A.9) \]

\[ \int_{\partial B_\delta(x_{p,j})} D_\nu H(x_{p,j}, x) D_\nu S(x_{p,j}, x) \]
\[ = \sum_{l=1}^{2} D_{x_l} H(x_{p,j}, x_{p,j}) \int_{\partial B_\delta(x_{p,j})} D_{x_l} S(x_{p,j}, x) \nu_l + O(\theta) \int_{\partial B_\delta(x_{p,j})} \left| D_{x_l} S(x_{p,j}, x) \right| \]
\[ = D_{x_l} H(x_{p,j}, x_{p,j}) \int_{\partial B_\delta(x_{p,j})} D_{x_l} S(x_{p,j}, x) \nu_l + O(\theta), \quad (A.10) \]

and
\[ \int_{\partial B_\delta(x_{p,j})} \left( DS(x_{p,j}, x), DH(x_{p,j}, x) \right) \nu_i \]
\[ = \sum_{l=1}^{2} D_{x_l} H(x_{p,j}, x_{p,j}) \int_{\partial B_\delta(x_{p,j})} D_{x_l} S(x_{p,j}, x) \nu_l + O(\theta) \int_{\partial B_\delta(x_{p,j})} \left| DS(x_{p,j}, x) \right| \]
\[ = D_{x_l} H(x_{p,j}, x_{p,j}) \int_{\partial B_\delta(x_{p,j})} D_{x_l} S(x_{p,j}, x) \nu_l + O(\theta), \quad (A.11) \]

which together imply
\[ Q_j \left( S(x_{p,j}, x), H(x_{p,j}, x) \right) = D_x H(x_{p,j}, x_{p,j}) + O(\theta). \quad (A.12) \]

Also since $D_\nu H(x_{p,j}, x)$ is bounded in $B_\delta(x_{p,j})$, it holds
\[ Q_j \left( H(x_{p,j}, x), H(x_{p,j}, x) \right) = O(\theta). \quad (A.13) \]

Letting $\theta \to 0$, from (A.7), (A.8), (A.12) and (A.13), we get
\[ Q_j \left( G(x_{p,j}, x), G(x_{p,j}, x) \right) = D_{x_l} H(x_{p,j}, x_{p,j}). \]

Next, for $m \neq j$,
\[ Q_j \left( G(x_{p,j}, x), G(x_{p,m}, x) \right) = Q_j \left( S(x_{p,j}, x), G(x_{p,m}, x) \right) - Q_j \left( H(x_{p,j}, x), G(x_{p,m}, x) \right). \quad (A.14) \]
Similar to (A.9), (A.10) and (A.11), we know
\[
\int_{\partial B_s(x_{p,j})} D_v S(x_{p,j}, x) D_{x_i} G(x_{p,m}, x)
\]
\[
= D_{x_i} G(x_{p,m}, x_{p,j}) \int_{\partial B_s(x_{p,j})} D_v S(x_{p,j}, x) + O(\theta) \int_{\partial B_s(x_{p,j})} |D_v S(x_{p,j}, x)|
\]
\[
= - D_{x_i} G(x_{p,m}, x_{p,j}) + O(\theta),
\]
\[
\int_{\partial B_s(x_{p,j})} D_v G(x_{p,m}, x) D_{x_i} S(x_{p,j}, x)
\]
\[
= \sum_{i=1}^{2} D_{x_i} G(x_{p,m}, x_{p,j}) \int_{\partial B_s(x_{p,j})} D_{x_i} S(x_{p,j}, x) v_i + O(\theta) \int_{\partial B_s(x_{p,j})} |D_{x_i} S(x_{p,j}, x)|
\]
\[
= D_{x_i} G(x_{p,m}, x_{p,j}) \int_{\partial B_s(x_{p,j})} D_{x_i} S(x_{p,j}, x) v_i + O(\theta),
\]
and
\[
\int_{\partial B_s(x_{p,j})} \langle \nabla S(x_{p,j}, x), \nabla G(x_{p,m}, x) \rangle v_i
\]
\[
= \sum_{i=1}^{2} D_{x_i} G(x_{p,m}, x_{p,j}) \int_{\partial B_s(x_{p,j})} D_{x_i} S(x_{p,j}, x) v_i + O(\theta) \int_{\partial B_s(x_{p,j})} |D_{x_i} S(x_{p,j}, x)|
\]
\[
= D_{x_i} G(x_{p,m}, x_{p,j}) \int_{\partial B_s(x_{p,j})} D_{x_i} S(x_{p,j}, x) + O(\theta),
\]
which together imply
\[
Q_j \left( S(x_{p,j}, x), G(x_{p,m}, x) \right) = D_{x_i} G(x_{p,m}, x_{p,j}) + O(\theta). \tag{A.15}
\]
Since \( D_v H(x_{p,j}, x) \) and \( D_v G(x_{p,m}, x) \) are bounded in \( B_d(x_{p,j}) \), it holds
\[
Q_j \left( H(x_{p,j}, x), G(x_{p,m}, x) \right) = O(\theta). \tag{A.16}
\]
Letting \( \theta \to 0 \), from (A.14), (A.15) and (A.16), we know
\[
Q_j \left( G(x_{p,j}, x), G(x_{p,m}, x) \right) = D_{x_i} G(x_{p,m}, x_{p,j}) \quad \text{for } m \neq j. \tag{A.17}
\]
By the symmetry of \( Q_j(u, v) \), (A.17) imply
\[
Q_j \left( G(x_{p,m}, x), G(x_{p,j}, x) \right) = D_{x_i} G(x_{p,m}, x_{p,j}) \quad \text{for } m \neq j.
\]
Finally, since \( D_{x_i} G(x_{p,s}, x) \) and \( D_{x_i} G(x_{p,m}, x) \) are bounded in \( B_d(x_{p,j}) \) for \( s, m \neq j \), it holds that
\[
Q_j \left( G(x_{p,s}, x), G(x_{p,m}, x) \right) = O(\theta). \quad \text{So letting } \theta \to 0, \text{ we know}
\]
\[
Q_j \left( G(x_{p,s}, x), G(x_{p,m}, x) \right) = 0 \quad \text{for } s, m \neq j.
\]
\[
\square
\]
**Proof of (2.10).** By the bilinearity of \( Q_j(u, v) \), we have
\[
Q_j \left( G(x_{p,j}, x), \partial_h G(x_{p,j}, x) \right) = Q_j \left( S(x_{p,j}, x), \partial_h S(x_{p,j}, x) \right) - Q_j \left( H(x_{p,j}, x), \partial_h S(x_{p,j}, x) \right)
\]
\[
- Q_j \left( S(x_{p,j}, x), \partial_h H(x_{p,j}, x) \right) + Q_j \left( H(x_{p,j}, x), \partial_h H(x_{p,j}, x) \right). \tag{A.18}
\]
Also by direct computations, we find

\[ Q_j \left( S(x_{p,j}, x), \partial_h S(x_{p,j}, x) \right) = \frac{1}{2} \partial_h \left( Q_j \left( S(x_{p,j}, x), S(x_{p,j}, x) \right) \right) = 0. \]

Now we calculate the term \( Q_j \left( S(x_{p,j}, x), \partial_h H(x_{p,j}, x) \right) \). First, we know

\[
\int_{\partial B(x_{p,j})} D_\nu S(x_{p,j}, x) D_x \partial_h H(x_{p,j}, x)
= D_x \partial_h H(x_{p,j}, x) \int_{\partial B(x_{p,j})} D_\nu S(x_{p,j}, x) + O(\theta) \int_{\partial B(x_{p,j})} |D_\nu S(x_{p,j}, x)|
= - D_x \partial_h H(x_{p,j}, x) + O(\theta),
\]

\[
\int_{\partial B(x_{p,j})} D_\nu \partial_h H(x_{p,j}, x) D_x S(x_{p,j}, x)
= \sum_{i=1}^2 D_x \partial_h H(x_{p,j}, x) \int_{\partial B(x_{p,j})} D_x S(x_{p,j}, x) v_i + O(\theta) \int_{\partial B(x_{p,j})} |DS(x_{p,j}, x)|
= D_x \partial_h H(x_{p,j}, x) \int_{\partial B(x_{p,j})} D_x S(x_{p,j}, x) v_i + O(\theta),
\]

and

\[
\int_{\partial B(x_{p,j})} \langle DS(x_{p,j}, x), D\partial_h H(x_{p,j}, x) \rangle v_i
= \sum_{i=1}^2 D_x \partial_h H(x_{p,j}, x) \int_{\partial B(x_{p,j})} D_x S(x_{p,j}, x) v_i + O(\theta) \int_{\partial B(x_{p,j})} |DS(x_{p,j}, x)|
= D_x \partial_h H(x_{p,j}, x) \int_{\partial B(x_{p,j})} D_x S(x_{p,j}, x) v_i + O(\theta).
\]

These together imply

\[
Q_j \left( S(x_{p,j}, x), \partial_h H(x_{p,j}, x) \right) = D_x \partial_h H(x_{p,j}, x) + O(\theta). \tag{A.19}
\]

Next we calculate the term \( Q_j \left( \partial_h S(x_{p,j}, x), H(x_{p,j}, x) \right) \). Using (A.3), we find

\[
\int_{\partial B(x_{p,j})} D_\nu \partial_h S(x_{p,j}, x) D_x H(x_{p,j}, x)
= \int_{\partial B(x_{p,j})} D_\nu \partial_h S(x_{p,j}, x) \langle DD_x H(x_{p,j}, x), x - x_{p,j} \rangle + O(\theta)
= - \frac{1}{2\pi} \sum_{s=1}^2 D^2_{x,x_{p,j}} H(x_{p,j}, x_{p,j}) \int_{|y|=\theta} \frac{y_h y_s}{|y|^3} + O(\theta)
= - \frac{1}{2} D^2_{x,x_{p,j}} H(x_{p,j}, x_{p,j}) + O(\theta), \tag{A.20}
\]
\[
\int_{\partial B_{\theta}(x_{p,j})} D_{x}H(x_{p,j},x)D_{x,\partial h}S(x_{p,j},x)
\]
\[
= \int_{\partial B_{\theta}(x_{p,j})} D_{x,\partial h}S(x_{p,j},x)\langle D^{2}H(x_{p,j},x_{p,j})(x-x_{p,j}),\nu \rangle + O(\theta)
\]
\[
= \frac{1}{2\pi} \sum_{s=1}^{2} \sum_{t=1}^{2} D_{x,i,x_{p,j}}^{2}H(x_{p,j},x_{p,j}) \int_{|y|=\theta} \frac{y_{t}y_{s}}{|y|^{2}} \left( \frac{\delta_{hs}}{|y|^{2}} - \frac{2y_{h}y_{s}}{|y|^{4}} \right) + O(\theta)
\]  
(A.21)

and

\[
\int_{\partial B_{\theta}(x_{p,j})} \langle D_{\partial h}S(x_{p,j},x), DH(x_{p,j},x) \rangle \nu_{i}
\]
\[
= \int_{\partial B_{\theta}(x_{p,j})} \langle D^{2}H(x_{p,j},x_{p,j})(x-x_{p,j}), D_{\partial h}S(x_{p,j},x) \rangle \nu_{i} + O(\theta)
\]
\[
= \frac{1}{2\pi} \sum_{s=1}^{2} \sum_{t=1}^{2} D_{x,i,x_{p,j}}^{2}H(x_{p,j},x_{p,j}) \int_{|y|=\theta} \frac{y_{t}y_{s}}{|y|^{2}} \left( \frac{\delta_{hs}}{|y|^{2}} - \frac{2y_{h}y_{s}}{|y|^{4}} \right) + O(\theta)
\]  
(A.22)

From (A.20), (A.21) and (A.22), we get

\[
Q_{j} \left( S(x_{p,j},x), \partial_{h}H(x_{p,j},x) \right) = D_{x,i,x_{p,j}}^{2}H(x_{p,j},x_{p,j}) + O(\theta).
\]  
(A.23)

Here the last two equalities hold by the fact \(\Delta G(x, x_{p,j}) = 0\) for \(x \in \Omega \setminus B_{\theta}(x_{p,j})\). Also since \(H(x_{p,j},x)\) and \(D_{x}H(x_{p,j},x)\) are bounded in \(B_{\delta}(x_{p,j})\), it holds that

\[
Q_{j} \left( H(x_{p,j},x), \partial_{h}H(x_{p,j},x) \right) = O(\theta)
\]  
(A.24)

Letting \(\theta \to 0\), from (A.18), (A.19), (A.23) and (A.24), we get

\[
Q_{j} \left( G(x_{p,j},x), \partial_{h}G(x_{p,j},x) \right) = -D_{x,i,\partial h}H(x_{p,j},x_{p,j}) - D_{x,i,x_{p,j}}^{2}H(x_{p,j},x_{p,j}) = -\frac{\partial^{2}R(x_{p,j})}{\partial x_{i}\partial x_{h}}.
\]

Next, similar to the estimates of (A.19), for \(m \neq j\), we know

\[
Q_{j} \left( G(x_{p,j},x), \partial_{h}G(x_{p,m},x) \right) = Q_{j} \left( S(x_{p,j},x), \partial_{h}G(x_{p,m},x) \right) - Q_{j} \left( H(x_{p,j},x), \partial_{h}G(x_{p,m},x) \right)
\]
\[
= D_{x,i,\partial h}G(x_{p,m},x) + O(\theta)
\]  
(A.25)

Letting \(\theta \to 0\) in (A.25), we obtain

\[
Q_{j} \left( G(x_{p,j},x), \partial_{h}G(x_{p,m},x) \right) = D_{x,i,x_{p,j}}^{2}H(x_{p,m},x_{p,j}) \text{ for } m \neq j.
\]

Also similar to the estimates of (A.23), for \(m \neq j\), we know

\[
Q_{j} \left( G(x_{p,m},x), \partial_{h}G(x_{p,j},x) \right) = Q_{j} \left( S(x_{p,m},x), \partial_{h}G(x_{p,j},x) \right) - Q_{j} \left( H(x_{p,m},x), \partial_{h}G(x_{p,j},x) \right)
\]
\[
= D_{x,i,x_{p,m}}^{2}G(x_{p,m},x_{p,j}) + O(\theta).
\]  
(A.26)

Letting \(\theta \to 0\) in (A.26), we obtain

\[
Q_{j} \left( G(x_{p,m},x), \partial_{h}G(x_{p,j},x) \right) = D_{x,i,\partial h}H(x_{p,m},x_{p,j}) \text{ for } m \neq j.
\]
Finally, since $G(x_p,s, x)$ and $D_s G(x_p,s, x)$ are bounded in $B_d(x_{p,j})$ for $s \neq j$, it holds

$$Q_j \left( G(x_{p,m}, x), \partial_n G(x_{p,s}, x) \right) = 0 \text{ for } m, s \neq j.$$ 

\[\square\]

**Appendix B. Proof of Proposition 3.9**

Let $M_p := \max_{|x| \leq \frac{d_0}{\varepsilon_{p,j}}} \frac{|k_{p,j}|}{(1 + |x|)^\gamma_i}$, then (3.53) $\iff M_p \leq C$. We will prove that $M_p \leq C$ by contradiction. Set

$$M^*_p := \max_{|x| \leq \frac{d_0}{\varepsilon_{p,j}}} \max_{|x'| = |x|} \frac{|k_{p,j}(x) - k_{p,j}(x')|}{(1 + |x'|)^\gamma_i}.$$ 

**Lemma B.1.** If $M_p \to +\infty$, then it holds

$$M^*_p = o(1)M_p.$$ 

**Proof.** Suppose this is not true. Then there exists $c_0 > 0$ such that $M^*_p \geq c_0 M_p$. Let $x'_p$ and $x''_p$ satisfy $|x'_p| = |x''_p| \leq \frac{d_0}{\varepsilon_{p,j}}$ and

$$M^*_p = \frac{|k_{p,j}(x'_p) - k_{p,j}(x''_p)|}{(1 + |x'_p|)^\gamma_i}.$$ 

Without loss of generality, we may assume that $x'_p$ and $x''_p$ are symmetric with respect to the $x_1$ axis. Set

$$l^*_p(x) := k_{p,j}(x) - k_{p,j}(x^-), \quad x^- := (x_1, -x_2), \quad \text{for } x = (x_1, x_2), \quad x_2 > 0.$$ 

Hence $x''_p = x'_p$ and $M^*_p = \frac{l^*_p(x'_p)}{(1 + |x'_p|)^\gamma_i}$. Let us define

$$l_p(x) := \frac{l^*_p(x)}{(1 + x_2)^\gamma_i}. \quad \text{(B.2)}$$ 

Then direct calculations show that $l_p$ satisfies

$$-\Delta l_p - \frac{2\tau_1}{1 + x_2} \partial_1 l_p + \tau_1(1 - \tau_1) l_p = \frac{h_p(x)}{(1 + x_2)^\gamma_i}, \quad \text{(B.3)}$$ 

where $h_p(x) := h^*_p(x) - h^*_p(x^-)$ and $h^*_p = O\left( \frac{\log(1 + |x|)}{1 + |x|} \right)$. Also let $y_p^{**}$ satisfy

$$|y_p^{**}| \leq \frac{d_0}{\varepsilon_{p,j}}, \quad y_p^{**} \geq 0 \text{ and } |l_p(y_p^{**})| = M^{**}_p := \max_{|x| \leq \frac{d_0}{\varepsilon_{p,j}}} |l_p(x)|. \quad \text{(B.4)}$$ 

Then it follows

$$M^{**}_p \geq \frac{|k_{p,j}(x'_p) - k_{p,j}(x''_p)|}{(1 + |x'_p|)^\gamma_i} = M^*_p \to +\infty.$$ 

We may assume that $l_p(x_p^{**}) > 0$. We claim that

$$|y_p^{**}| \leq C. \quad \text{(B.5)}$$ 

The proof of (B.6) is divided into two steps.

**Step 1.** We prove that $|y_p^{**}| \leq \frac{d_0}{\varepsilon_{p,j}}$.

Suppose this is not true. By the definition of $k_{p,j}$ and (3.34), we have

$$k_{p,j}(y_p^{**}) - k_{p,j}(y_p^{**^-}) = p \left( (v_{p,j}(y_p^{**}) - v_{p,j}(y_p^{**^-})) - (w_0(y_p^{**}) - w_0(y_p^{**^-})) \right)$$

$$= O \left( \frac{d_0}{\varepsilon_{p,j}} \right) + O \left( \sum_{l=1}^k \varepsilon_{p,l} \right) - p \left( w_0(y_p^{**}) - w_0(y_p^{**^-}) \right).$$
Also we recall that

\[ w_{0}(x) = w(x) + c_{0} \frac{\partial U(\|x\|)}{\partial \lambda} \bigg|_{\lambda=1} + c_{1} \frac{\partial U(x)}{\partial x_{1}} + c_{2} \frac{\partial U(x)}{\partial x_{2}}, \]

where \( w(x) \) is the radial solution of \(-\Delta u - e^{U(x)} u = \frac{|x|^{2} e^{U(x)}}{2} \). Hence, in view of \(|U'(r)| \leq \frac{C}{1+r} \), we obtain

\[ w_{0}(y_{p}^{**}) - w_{0}(y_{p}^{**-}) = c_{0} \frac{\partial U(\|x\|)}{\partial \lambda} \bigg|_{\lambda=1} + c_{1} \frac{\partial U(y_{p}^{**})}{\partial x_{1}} + c_{2} \frac{\partial U(y_{p}^{**})}{\partial x_{2}} \]

\[ - c_{0} \frac{\partial U(\|x\|)}{\partial \lambda} \bigg|_{\lambda=1} - c_{1} \frac{\partial U(y_{p}^{**})}{\partial x_{1}} - c_{2} \frac{\partial U(y_{p}^{**})}{\partial x_{2}} \]

\[ = O\left(|y_{p}^{**}|^{-1}\right). \]

As a result,

\[ M_{p}^{**} \leq C p^{\frac{n}{2}} |y_{p,2}^{**}|^{1+\tau} + o(1) + O\left(p|y_{p}^{**}|^{-1}\right) \leq C p^{\frac{n}{2}} + o(1) + O\left(p \frac{\tau}{\p,j}\right) = o(1). \]

This is a contradiction.

**Step 2. We prove that \(|y_{p}^{**}| \leq C\).**

Suppose this is not true. Now by Step 1, we have \( y_{p}^{**} \in B_{\frac{\tau}{\p,j}}(0) \). Thus

\[ |\nabla p(y_{p}^{**})| = 0 \text{ and } \Delta p(y_{p}^{**}) \leq 0. \quad \text{(B.7)} \]

So from (B.3) and (B.7), we find

\[ 0 \leq - \Delta p(y_{p}^{**}) = - \frac{\tau_{1}(1 - \tau_{1})}{(1 + y_{p,2}^{**})^{2}} l_{p}(y_{p}^{**}) + \frac{h_{p}(y_{p}^{**})}{(1 + y_{p,2}^{**})^{2}}. \quad \text{(B.8)} \]

Hence using (B.8) and the fact that \(|y_{p}^{**}| \to \infty\), we deduce

\[ \frac{l_{p}(y_{p}^{**})}{(1 + y_{p,2}^{**})^{2}} \leq C h_{p}(y_{p}^{**}) \]

Then it follows

\[ l_{p}(y_{p}^{**}) \leq C h_{p}(y_{p}^{**})(1 + y_{p,2}^{**})^{2-\tau_{1}}. \quad \text{(B.9)} \]

Combining \( h_{p}^{*} = O\left(\frac{\log(1+|x|)}{1+|x|^{2}}\right) \) and (B.9), we obtain

\[ M_{p}^{**} \leq \frac{C (\log(1+|y_{p}^{**}|))^{2}}{(1+|y_{p}^{**}|)^{2+\tau_{1}-\delta - 2\tau}} \to 0 \text{ as } p \to +\infty, \]

which is a contradiction with (B.5). Then (B.6) follows.

Now let \( l_{p}^{**}(x) = \frac{l_{p}(x)}{M_{p}^{**}} \), where \( l_{p} \) is defined in (B.2) and \( M_{p}^{**} \) is defined in (B.4). From (B.3), it follows that \( l_{p}^{**}(x) \) solves

\[ \begin{align*}
- \Delta l_{p}^{**} - \frac{2\tau_{1}}{1 + x_{2}} \frac{\partial l_{p}^{**}}{\partial x_{2}} + \frac{\tau_{1}(1 - \tau_{1})}{(1 + x_{2})^{2}} l_{p}^{**} &= \frac{h_{p}(x)}{M_{p}^{**}(1 + x_{2})^{\tau_{1}}}. \quad \text{(B.10)}
\end{align*} \]

Moreover \(|l_{p}^{**}(x)| \leq 1 \) and \(|l_{p}^{**}(y_{p}^{**})| = 1\), hence \( l_{p}^{**}(x) \to \gamma(x) \) uniformly in any compact subset of \( \mathbb{R}^{2} \). And \( \gamma(x) \neq 0 \) because \( l_{p}^{**}(y_{p}^{**}) = 1 \) and \(|y_{p}^{**}| \leq C\). Observe that

\[ \frac{h_{p}(x)}{M_{p}^{**}(1 + x_{2})^{\tau_{1}}} \to 0 \text{ uniformly in any compact set of } \{|x| \leq \frac{d_{0}}{\varepsilon_{p,j}}\} \text{ as } p \to +\infty. \]
Hence passing to the limit $p \to \infty$ into (B.10), we can deduce that $\gamma$ solves
\[
\begin{cases}
-\Delta \gamma - \frac{2\pi}{1+\tau_2} \frac{\partial \gamma}{\partial x_2} + \left(\frac{\tau_1(1-\tau_1)}{(1+\tau_2)^2} - e^{U(x)}\right) \gamma = 0, \quad x_2 > 0, \\
\omega(x_1, 0) = 0.
\end{cases}
\]
Hence $\tilde{\gamma} = (1 + x_2)^{\tau} \gamma$ satisfies
\[
\begin{cases}
-\Delta \tilde{\gamma} - e^{U(x)} \tilde{\gamma} = 0, \quad x_2 > 0, \\
\tilde{\gamma}(x_1, 0) = 0.
\end{cases}
\]
And then using Lemma 2.1, we have
\[
\tilde{\gamma}(x) = c_0 \frac{\partial U(\frac{x}{\lambda})}{\partial \lambda} \bigg|_{\lambda=1} + c_1 \frac{\partial U(x)}{\partial x_1} + c_2 \frac{\partial U(x)}{\partial x_2}, \text{ for some constants } c_0, c_1 \text{ and } c_2. \quad (B.11)
\]
On the other hand, by the definition of $k_{p,j}(x)$ and $l_p^*(x)$, we know
\[
\nabla l_p^*(0) = \nabla (k_{p,j}(x) - k_{p,j}(x^-)) \bigg|_{x=0} = p \nabla (v_{p,j}(x) - \nabla w_0(x)) \bigg|_{x=0} - p (\nabla v_{p,j}(x^-) - \nabla w_0(x^-)) \bigg|_{x=0} = -p \nabla (w_0(x) - w_0(x^-)) \bigg|_{x=0},
\]
Also we recall that
\[
w_0(x) = w(x) + e_0 \frac{\partial U(\frac{x}{\lambda})}{\partial \lambda} \bigg|_{\lambda=1} + e_1 \frac{\partial U(x)}{\partial x_1} + e_2 \frac{\partial U(x)}{\partial x_2}, \text{ for some constants } e_0, e_1 \text{ and } e_2,
\]
where $w(x)$ is a radial function. Hence we can verify that
\[
\nabla (w_0(x) - w_0(x^-)) \bigg|_{x=0} = 0.
\]
And then it holds
\[
\nabla ((1 + x_2)^{\tau} l_p^*) \bigg|_{x=0} = \frac{\nabla l_p^*(0)}{M_p^*} = 0,
\]
which means $\nabla \tilde{\gamma}(0) = 0$. Then from (B.11), we find $e_1 = e_2 = 0$. Moreover from $\tilde{\gamma}(x_1, 0) = 0$, we also have $e_0 = 0$. So $\tilde{\gamma} = 0$, which is a contradiction. Hence (B.1) follows.

**Proof of Proposition 3.9.** First we recall that $(3.53) \iff M_p \leq C$. Suppose by contradiction that $M_p \to +\infty$, as $p \to +\infty$ and set
\[
\varphi_{p,j}(r) = \frac{1}{2\pi} \int_0^{2\pi} k_{p,j}(r, \theta) d\theta, \quad r = |x|.
\]
Then by Lemma B.1, it follows
\[
\max_{r \leq \frac{\varphi_{p,j}(r)}{(1 + r)^{\tau_1}}} \frac{|\varphi_{p,j}(r)|}{(1 + r)^{\tau_1}} = M_p(1 + o(1)).
\]
Assume that $\frac{|\varphi_{p,j}(r)|}{(1 + r)^{\tau_1}}$ attains its maximum at $s_p$. Then we claim
\[
s_p \leq C. \quad (B.12)
\]
In fact, let $\phi(x) = \frac{\partial U(\frac{x}{\lambda})}{\partial \lambda} \bigg|_{\lambda=1}$ and we recall that $-\Delta \phi(x) = e^{U(x)} \phi(x)$. Now multiplying (3.14) by $\phi(x)$ and using integration by parts, we have
\[
\int_{|x|=r} \left[ \frac{\partial k_{p,j}(x)}{\partial \nu} \phi(x) - \frac{\partial \phi(x)}{\partial \nu} k_{p,j}(x) \right] d\sigma = o(1) M_p + O(1).
\]
Hence similar to (3.43), (3.44) and (3.45), we have $(1 + s_p)^{\tau_1} M_p = O(M_p)$, which implies (B.12).
Now integrating (3.49) and using Lemma 3.1, we get
\[-\Delta \varphi_{p,j} = \varphi_{p,j} e^{U(x)} + \frac{1}{2\pi} \int_{0}^{2\pi} h^*_p(r, \theta) d\theta, \quad \text{for } |x| \leq \frac{d_0}{\varepsilon_{p,j}}.\] (B.13)

Next we define \(\varphi^*_p(x) = \frac{\varphi_{p,j}(|x|)}{\varphi_{p,j}(s_p)}\) and pass to the limit in the equation (B.13) divided by \(\varphi_{p,j}(s_p)\).

One has
\[|\varphi^*_p(x)| \leq C \frac{|\varphi_{p,j}(|x|)|}{M_p} \leq C(1 + |x|)^{\tau_1}.\]

Also we know
\[\frac{1}{\varphi_{p,j}(s_p)} \int_{0}^{2\pi} h^*_p(r, \theta) d\theta \leq \frac{C}{M_p} \to 0.\]

Hence from the above computations and dominated convergence theorem, we can deduce that \(\varphi^*_p \to \varphi(|x|)\) in \(C^2_{\text{loc}}(\mathbb{R}^2)\) and \(\varphi\) satisfies
\[-\varphi'' - \frac{1}{r} \varphi' = e^{U} \varphi.\]

Therefore, it follows
\[\varphi = c_0 \frac{8 - |x|^2}{8 + |x|^2}, \quad \text{with some constant } c_0 > 0.\] (B.14)

Since \(\varphi^*_p(s_p) = 1\) and \(s_p \leq C\), we find \(\varphi(|x|) \neq 0\).

On the other hand, we know that
\[\varphi_{p,j}(0) = k_{p,j}(0) = p(v_{p,j}(x) - w_0) = -pw_0 \quad \text{and} \quad w_0(0) = \lim_{p \to \infty} v_{p,j}(0) = 0.
\]

Hence \(\varphi_{p,j}(0) = 0\) and then we have \(\varphi(0) = 0\), which, together with (B.14), implies \(\varphi \equiv 0\). This is a contradiction. This completes the proof of (3.53). \(\square\)
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