Particle swarm optimization for wavefront correction in ophthalmic applications
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Abstract

Many optical systems require the correction of the cumulative wavefront error of the system for performance optimization. In ophthalmology the wavefront error of the eye corresponds to the visual defect and can be measured up to high-order aberrations today. Lower orders of the wavefront error are usually corrected with spectacles, contact lenses or refractive surgery. In this paper we apply an optimization method called particle swarm optimization to calculate the optimal correction for visual defects based on measured high-order wavefront results. It is shown that an optimized conventional correction and in particular an extended wavefront correction including higher orders yields a better result for the visual Strehl ratio, as compared to a simple conjugate correction scheme.

1. Introduction

Visual disorders like myopia (nearsightedness) or hypermetropia (farsightedness) are conventional corrected with spectacles, contact lenses or refractive surgery. The optimal refraction of the individual needed correction is determined by the ophthalmologist. The gold standard for this determination is the subjective refraction, where successive different spherical shaped lenses are applied to achieve the best visual acuity. In such an examination the optical aberrations of the eye are not measured, but only the best subjective correction is determined.

Nowadays, the optical aberrations of the eye can be measured fast and precisely with aberrometers. An overview of the available technologies used in these systems is described by Charman in [1]. Regardless of the used technology, the measuring result is always a wavefront error, containing low- and high-order aberrations. The optimal correction should be calculated by a metric for the resulting subjective visual perception. Such a metric should consider all relevant optical and neural factors like image formation and processing for human vision. Studies have shown that the visual Strehl ratio computed by the OTF (VSOTF) describes the visual performance most precisely [2–4].

A first attempt to calculate the best correction of the wavefront error was made by Guirao et al [5]. They solved the three-dimensional objective function with an exhaustive method. Unfortunately, it is not described what kind of method they used in detail. Another approach to calculate the optimal correction was introduced by Leube et al in [6]. They trained a deep learning machine with a database of wavefront errors and the respective subjective correction.

Studies have shown that for healthy eyes the wavefront error mainly contains low-order aberrations (LOA) [7], which can be completely corrected with the conventional method. However, the wavefront error of highly irregular corneas, e.g. keratoconus also contains high-order aberrations (HOA) [8], which impairs the visual performance. For an improved visual performance these high-order aberrations need to be included in an optimized calculation procedure.

In this paper, we use a particle swarm optimization algorithm to solve the complex and non-linear optimization problem. The algorithm is flexible to solve corrections with different degrees of freedom. Therefore, a conventional correction of low-order aberration and a wavefront correction including low- and high-order aberrations can be calculated. The wavefront correction, we introduce in this paper, is an extension of the conventional correction with trefoil and coma aberrations. Due to the low-order aberrations
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of the conventional correction only quadratic aberrations can be corrected. By including trefoil and coma cubic aberrations can be corrected additionally.

In the first part of this paper we illustrate an algorithm for solving the complex and non-linear objective function. The effects of the conventional, wavefront and simplified conjugate correction on the visual performance are examined in the second part.

2. Methods

2.1. Wave-aberrations

In wave optics aberrations are deviations of a diffraction limited system in the specific pupil [9]. These deviations are the optical aberrations of the system and are described as a wavefront error. In ophthalmology there are usually listed in microns. Mathematically, the wavefront is related to the phase of a harmonic wave with the wavenumber \( k = \frac{2\pi}{\lambda} \), where \( \lambda \) is the wavelength of the light. In ophthalmology the wavefront error of the human eye is measured with an aberrometer [1]. The result of these systems is the wavefront error in the circular exit pupil of the eye. This means that for an eye without any visual defects the wavefront error is equal to 0. The radius of this pupil is described by \( r_0 \).

Analytically, the wavefront \( W(r, \phi) \) is described with the normalized coordinate \( \rho = r/r_0 \) as Zernike polynomials and can be written as

\[
W(r, \phi) = \sum_{i=0}^{n} Z_i(\rho, \phi) \cdot c_i
\]

(1)

where \( Z_i(\rho, \phi) \) is the \( i \)th Zernike polynomial with the specific coefficient \( c_i \) and \( n \) as the maximum number of Zernike polynomials. In ophthalmology, the wavefront is usually specified with 36 Zernike coefficients (\( n = 35 \)) [10]. The calculation of the Zernike polynomials \( Z_i(\rho, \phi) \) is described elsewhere and can be found in [11]. As there are many notations of Zernike polynomials and coefficients, in this paper we use the notation of the Optical Society of America (OSA) [11]. The first 10 Zernike polynomials with the respective description are listed in Table 1. The first 6 polynomials are known as low-order aberrations, whereas all other polynomials are declared as high-order aberrations. The Zernike coefficients \( c_i \) can be interpreted as weighting factor for the particular Zernike polynomial and such for the optical aberration. The sum of equation (1) can also be rewritten as inner product of a row vector \( \vec{Z} \) and column vector \( \vec{c} \) as

\[
W(r, \phi) = \vec{Z}(\rho, \phi) \cdot \vec{c} = \langle Z(\rho, \phi) | c \rangle.
\]

(2)

To correct such a wavefront error, the phase aberrations needs to be compensated so that the resulting wavefront of the eye and the correction is equal to 0. If the distance between the pupils of the correction and the eye is approximately 0, the wave propagation of the light can be neglected. Therefore the resulting wavefront \( W_{\text{Res}} \) can be calculated as a sum of the correcting wavefront \( W_{\text{Corr}} \) and the wavefront error of the eye \( W_{\text{Eye}} \). Thus, the resulting wavefront can be written with \( \vec{c} \) as the Zernike coefficients measured from the eye and \( \vec{x} \) as variable coefficients of the correction as

\[
W_{\text{Res}}(\vec{x}) = W_{\text{Eye}} + W_{\text{Corr}}(\vec{x})
\]

\[
= \langle Z|c \rangle + \langle Z|x \rangle = \langle Z|c + x \rangle.
\]

(3)

(4)

| \( i \) | \( Z_i(\rho, \phi) \) | Description |
|---|---|---|
| 0 | 1 | Piston |
| 1 | \( 2\rho \sin \phi \) | Y tilt |
| 2 | \( 2\rho \cos \phi \) | X tilt |
| 3 | \( \sqrt{6}\rho^2 \sin 2\phi \) | Y astigmatism |
| 4 | \( \sqrt{3}(2\rho^2 - 1) \) | Defocus |
| 5 | \( \sqrt{6}\rho^2 \cos 2\phi \) | X astigmatism |
| 6 | \( \sqrt{3}\rho^3 \sin 3\phi \) | Y trefoil |
| 7 | \( \sqrt{3}(3\rho^3 - 2\rho) \sin \phi \) | Y coma |
| 8 | \( \sqrt{3}(3\rho^3 - 2\rho) \cos \phi \) | X coma |
| 9 | \( \sqrt{6}\rho^3 \cos 3\phi \) | X trefoil |

Table 1. First 10 Zernike polynomials in the OSA notation.
The resulting wavefront \( W_{\text{Res}} \) of a wavefront error depends only on the Zernike coefficients \( \vec{x} \) of the correction. Equation (4) implies that the optimal correcting wavefront is the conjugate (negative) wavefront of the eye. Therefore, the resulting wavefront is 0 and all aberrations are compensated. However, for several reasons it is not sufficient to use the wavefront directly. One reason is, that the measured wavefront of the eye is just a snapshot of the current error and especially the high-order aberrations varies slightly over multiple measurements [12].

Moreover, note that equation (4) is only valid if the pupil radii of the wavefront error and correction are identical as the pupil diameter of the human eye varies with illumination. Otherwise, the addition of the coefficient vectors \( \vec{c} \) and \( \vec{x} \) is invalid.

### 2.2. Pupil function

The optical aberrations are encoded in the phase and can be expressed with other optical properties like transmission and reflection with the complex pupil function \( A(r, \phi) \) [9].

\[
A(r, \phi, \vec{x}) = a(r) \cdot \exp \left\{ -i \frac{2\pi}{\lambda} \cdot W_{\text{Res}}(r, \phi, \vec{x}) \right\} \tag{5}
\]

\[
= a(r) \cdot \exp \left\{ -i \frac{2\pi}{\lambda} \cdot \langle Z(r, \phi) | \vec{c} + \vec{x} \rangle \right\} \tag{6}
\]

In 1933, Stiles and Crawford reported in [13] that light rays from the periphery of the pupil are perceived weaker compared to rays from the center with the same intensity. This first Stiles-Crawford-Effect is integrated in the pupil function as amplitude \( a(r) \) [14] with

\[
a(r) \approx 10^{-0.05 \cdot r^2} \tag{7}
\]

On one hand the pupil function contains the aberrations of the optical system represented as the phase and on the other hand the perception sensitivity of the Stiles-Crawford-Effect is included as the amplitude. The pupil function is the base formula for all further calculations of optical properties.

### 2.3. Point spread function and optical transfer function

The monochromatic point spread function (PSF) is the impulse response of an optical system to a light point source of a specific wavelength. In an ideal optical system, where no aberrations exist, the PSF has a bright central region surrounded with concentric rings, well known as Airy disk. If optical aberrations are existing in a system, this Airy disk will be distorted in the image plane. In Fourier optics the PSF is the image of the aperture of the Fraunhofer diffraction and can be calculated by the pupil function [9]. The PSF \( h \) is the intensity of the Fourier transform of the pupil function.

\[
h(\psi_x, \psi_y, \vec{x}) = |\mathcal{F} \{ A(r, \phi, \vec{x}) \} |^2 \tag{8}
\]

In ophthalmology the units of the PSF \( \psi_x, \psi_y \) are usually given in arc minutes [15]. The PSF depends only on the Zernike coefficients of the correction \( \vec{x} \) like the resulting wavefront and the pupil function. The PSFs of a wavefront error with three different corrections are shown in figure 1. The left figure (a) shows the pure PSF of the wavefront error without any correction. In the middle (b) the wavefront error is corrected with low-order aberrations and the right figure (c) shows the diffraction limited case, where all aberrations of the eye are compensated.

As mentioned in the beginning the PSF is calculated for one wavelength. However, the visible spectrum is in the range of 400 and 700 nm, whereas the highest sensitivity of the human retina is at 555 nm [16]. For a complete calculation of an optimal correction the full spectrum of the visible light have to be considered. The calculation of the polychromatic PSF can be found in [14]. For the comparison of different correction types, however, the use of monochromatic PSFs is sufficient.

Since the PSF is the impulse response of a point light source, a transferred image through an optical system can be simulated as convolution of the object and the PSF [14]. The objects imaged through an optical system with different PSF from figure 1 are shown in figure 2. In case of an aberrated eye, these images are transferred on the retina for different correction types.

The transmission quality for spatial frequencies is given in the complex optical transfer function (OTF). The function describes the transfer quality through an optical system of specific spatial frequencies in units of cycles per degree (cpd). Mathematically, the OTF \( H \) is defined as the Fourier transform of the PSF \( h \) [9].
Figure 1. Point spread functions of a wavefront error with three different corrections: (a) without a correction, (b) LOA correction and (c) full correction (diffraction limited).

Figure 2. Retinal images of a wavefront error with three different corrections: (a) without a correction, (b) LOA correction and (c) full correction (diffraction limited).

\[ H(f_x, f_y, \vec{x}) = \mathcal{F}\{h(\psi_x, \psi_y, \vec{x})\} \]

\[ = \mathcal{F}\{|\mathcal{F}\{A(r, \phi, \vec{x})\}|^2\}. \]

The normalized radial averaged OTFs of the PSFs are illustrated in figure 3. These OTFs reflect the convoluted images from figure 2. If the wavefront error is uncorrected (a), the transmission quality decreases compared to the conventional correction (b) and diffraction limited case (c). The OTF only quantifies the transmission quality of the optical system for single spatial frequencies. For a single-value metric of the visual performance the transmission quality have to be combined with additional neural factors of the visual perception.

2.4. Visual strehl ratio
The visual perception is a complex process of optical transmission and neural processing [17]. The transmission quality of an optical system can be easily quantified with the OTF. However, the modeling of the neural processing is a challenging task. In 1965, Campbell and Green noted that the visual contrast sensitivity is the product of the optical transmission and a neural contrast sensitivity function (NCSF) [17]. This function is for each eye individual and characterizes the sensitivity of the neural perception of single spatial frequencies. The examination of this sensitivity is a time-consuming process where sinusoidal gratings are projected on the retina, which are not influenced by the optics [17, 18]. For a series of spatial frequencies with variable contrast the minimal noticeable contrast is captured. This threshold is equal to the inverse of the neural contrast sensitivity function.

A general description of the neural contrast sensitivity function of 22 eyes was determined by Leube et al in [19]. The equation is given in (11) and the normalized values are plotted in figure 4. The peak of the function is at 6.36 cpd with a value of 138.3569.

\[ \text{NCSF}(f) = 59.12 \cdot f \cdot e^{-0.17f} \cdot \sqrt{1 + 0.06 \cdot e^{0.17f}}. \]

The spatial frequencies with the highest sensitivity are in the range of about 3 to 20 cpd. However, frequencies greater than about 60 cpd are almost not perceived. With the normalized neural contrast
sensitivity function each spatial frequency of the optical transmission can be weighted. This weighting is used in the single-value metric called visual Strehl ratio computed by the OTF (VSOTF), firstly introduced by Thibos et al.\cite{14}. The VSOTF is the ratio of the aberrated OTF $H$ to the diffraction-limited OTF $H_0$ weighted with the neural contrast sensitivity respectively. Compared to other metrics, the VSOTF has the greatest correlation of objectively calculated and subjectively determined visual performance\cite{2,4}. The VSOTF $Q$ can be written as

$$Q(\vec{x}) = \frac{\iiint NCSF(f_x,f_y) \cdot \text{Re}\{H(f_x,f_y,\vec{x})\} df_x df_y}{\iiint NCSF(f_x,f_y) \cdot \text{Re}\{H_0(f_x,f_y)\} df_x df_y}$$  \hspace{1cm} (12)$$

where $f = \sqrt{f_x^2 + f_y^2}$. The values of the VSOTF are within -1 and 1, whereby higher values correspond to a better visual quality. In our case of a wavefront correction, the VSOTF is a function of the correction Zernike coefficients $\vec{x}$. Thus, the resulting visual quality of a wavefront error with different corrections can be calculated. In figure 5 the convoluted images from figure 2 are quantified by the visual quality VSOTF. As shown in figure 5, the better the image quality, the higher the VSOTF $Q$. The different imaging qualities result from different methods of correction.
2.5. Correction types

Since the resulting visual quality of a wavefront error depends on the correction, the error will be corrected with four different correction types. These types are defined by their number and calculation method of the Zernike coefficients. The first correction is no correction at all, but the resulting wavefront corresponds to the pure wavefront error.

\[ W_{\text{Res}} = W_{\text{Eye}} \]  

(13)

The second correction is a conventional correction \( W_{\text{Conv}} \) that only uses low-order aberrations consisting of \( x- \) and \( y- \)astigmatism as well as defocus \( (c_3, \cdots, c_5) \). It corresponds to the correction employed today in spectacles and contact lenses. The relations between the Zernike coefficients and the refractive values of the eyeglasses prescription sphere, cylinder and axis are given in [7, 20]. Looking at it mathematically, these low-order aberrations only compensate the quadratic terms of the polynomials. The remaining terms \( (c_6, c_7, \cdots) \) are uncorrected.

\[ W_{\text{Res}} = W_{\text{Eye}} + W_{\text{Conv}} = \langle Z | c + x \rangle \]  

(14)

\[ = Z_3 \cdot (c_3 + x_3) + Z_4 \cdot (c_4 + x_4) + Z_5 \cdot (c_5 + x_5) \]  

(15)

\[ + Z_6 \cdot (c_6 + 0) + Z_7 \cdot (c_7 + 0) + \cdots \]  

(16)

Our approach of a wavefront correction \( W_{\text{Wave}} \) expands the conventional correction with four additional high-order aberrations. These are \( x- \) and \( y- \)trefoil as well as \( x- \) and \( y- \)coma \( (c_6, \cdots, c_9) \), such that cubic terms of the polynomials are also compensated. The remaining terms \( (c_{10}, c_{11}, \cdots) \) are uncorrected. Thus, the number of used coefficients to correct the wavefront error increase from 3 (conventional) to 7.

\[ W_{\text{Res}} = W_{\text{Eye}} + W_{\text{Wave}} = \langle Z | c + x \rangle \]  

(17)

\[ = Z_3 \cdot (c_3 + x_3) + Z_4 \cdot (c_4 + x_4) + Z_5 \cdot (c_5 + x_5) \]  

(18)

\[ + Z_6 \cdot (c_6 + x_6) + Z_7 \cdot (c_7 + x_7) + Z_8 \cdot (c_8 + x_8) + Z_9 \cdot (c_9 + x_9) \]  

(19)

\[ + Z_{10} \cdot (c_{10} + 0) + Z_{11} \cdot (c_{11} + 0) + \cdots \]  

(20)

A full correction corresponds to a conjugate (negative) correction of all Zernike terms. It would correspond to a perfect wavefront. However, this correction is not realistic, as several factors (pupil adaption, shift of contact lens, accuracy of laser ablation) will prohibit it. In order to incorporate this case a last

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image.png}
\caption{Retinal images of a wavefront error with three different corrections: (a) without a correction, (b) LOA correction and (c) full correction (diffraction limited) with the visual quality \( Q \) respectively.}
\end{figure}
Table 2. Used Zernike coefficients $\chi_i$ for the different correction types. The coefficients of the conventional and wavefront correction are optimized by the PSO algorithm. The conjugate correction coefficients are the negative values of the wavefront error instead.

| $i$ | Pure | Conventional | Wavefront | Conjugate |
|-----|------|--------------|-----------|-----------|
| 3   | $\times$ | ✓ | ✓ | ✓ |
| 4   | $\times$ | ✓ | ✓ | ✓ |
| 5   | $\times$ | ✓ | ✓ | ✓ |
| 6   | $\times$ | ✓ | ✓ | ✓ |
| 7   | $\times$ | ✓ | ✓ | ✓ |
| 8   | $\times$ | ✓ | ✓ | ✓ |
| 9   | $\times$ | ✓ | ✓ | ✓ |

correction is implemented, which is directly calculated from the wavefront. Like the wavefront correction, this simplified conjugate correction $W_{\text{Conj}}$ also uses 7 coefficients for the correction. However, these coefficients correspond to the negative values of the wavefront error. Therefore, the respective coefficients of wavefront error and correction cancel each other and the resulting wavefront consists only of the uncorrected high-order aberrations with an index greater than 9.

$$W_{\text{Res}} = W_{\text{Eye}} + W_{\text{Conj}} = \langle Z|c + x \rangle$$  \hfill (21)

$$= Z_3 \cdot (0) + Z_4 \cdot (0) + Z_5 \cdot (0)$$  \hfill (22)

$$+ Z_6 \cdot (0) + Z_7 \cdot (0) + Z_8 \cdot (0) + Z_9 \cdot (0)$$  \hfill (23)

$$+ Z_{10} \cdot (c_{10} + 0) + Z_{11} \cdot (c_{11} + 0) + \cdots$$  \hfill (24)

$$= Z_{10} \cdot (c_{10} + 0) + Z_{11} \cdot (c_{11} + 0) + \cdots$$  \hfill (25)

The used Zernike coefficients of the different correction types are summarized in Table 2.

The pure and simplified conjugate correction are directly calculated by the wavefront error. However, the conventional and wavefront correction have variable coefficients that need to be optimized by an algorithm. The resulting visual performance is defined with the multidimensional objective function (12) and this results in different optimal solutions for the conventional as well as the wavefront corrections. Due to the complex and non-linear objective function the optimal solution cannot be calculated analytically but iteratively.

### 2.6. Particle swarm optimization

The optimization problem is to find an optimal correction for a specific visual defect. The correction is defined as Zernike wavefront so that the optimal Zernike coefficients need to be found. The resulting visual performance for a correction is approximated with equation (12). However, the optimal solution of this multidimensional, complex and non-linear objective function (12) has to be calculated iteratively. For this purpose, we apply the stochastic trial and error algorithm particle swarm optimization. This algorithm has already been introduced for classical optical optimizations where parameters of curvature radius, aspherical surface, lens distance etc of an optical system with several lenses are searched for \[21–23\]. An application in the ophthalmic field is so far unknown.

The algorithm was introduced first in 1995 by James Kennedy and Russell Eberhart \[24\]. Today there are many variants of the original algorithm, in our method we use the original one by Kennedy and Eberhart. The swarm consists of multiple particles and each particle is a possible solution of the problem. The number of particles depends on the specific optimization problem, but an initial number of 40 is suggested \[25\]. In our case, however, a swarm size of 20 particles has proven to be sufficient. The swarm $P^{(k)}$ with a size of 20 particles at iteration step $k$ is described as

$$P^{(k)} = \{\chi_1^{(k)}, \chi_2^{(k)}, \cdots, \chi_{20}^{(k)}\}$$  \hfill (26)
with $1 \leq i \leq 20$. The search space is bounded by the conjugate coefficients of the specific wavefront error with an addition of $\pm 5$ microns for each coefficient.

$$\bar{x}_{\text{min}} = -\bar{c} - 5$$  \hspace{1cm} (27)$$

$$\bar{x}_{\text{max}} = -\bar{c} + 5.$$  \hspace{1cm} (28)

On each iteration step, all particles move in the search space so that the new position (solution) is within the boundaries $\bar{x}_{\text{min}} \leq \bar{x}_{i}^{(k+1)} \leq \bar{x}_{\text{max}}$. The position of a particle corresponds to the Zernike coefficients of the correction, which is used for the calculation of the resulting visual quality. The new position of a particle is based on the previous position and is defined as

$$\bar{x}_{i}^{(k+1)} = \bar{x}_{i}^{(k)} + \bar{v}_{i}^{(k+1)}.$$  \hspace{1cm} (29)

The direction of the movement $\bar{v}_{i}^{(k+1)}$ is calculated individually for each particle. This direction of movement consists only of the direction and is erroneously defined as velocity. But to keep the terminology, the direction of movement is also called velocity in this paper. The velocity is limited to 20% of the search space boundaries so that $-2 \leq v_i \leq 2$ [26]. Like the position, the new velocity is based on the previous one $\bar{v}_{i}^{(k)}$, individual (cognitive) $\bar{p}_{i}^{(k)}$ and a common (social) $\bar{g}_{i}^{(k)}$ experience. Each individual term is multiplied by a factor so that the cognitive and social influence is weighted differently. Depending on the weighting, the particles are either more obstinate and follow their individual direction or more cooperative and follow the best solution of the swarm. For this kind of optimization problem the values of Trelea (0.6, 1.7 and 1.7) have proven to be successful [27].

$$\bar{v}_{i}^{(k+1)} = 0.6 \cdot \bar{v}_{i}^{(k)} + 1.7 \cdot r_{\text{soc}} \cdot \left( \bar{p}_{i}^{(k)} - \bar{x}_{i}^{(k)} \right) + 1.7 \cdot r_{i}^{\ast} \cdot \left( \bar{g}_{i}^{(k)} - \bar{x}_{i}^{(k)} \right).$$  \hspace{1cm} (30)

The cognitive and social terms are also multiplied with a random number $r_{\text{soc}}$ and $r_{i}^{\ast}$ which are uniformly distributed within the range of 0 and 1. The average velocity $\bar{v}$ of all particles is the stop criteria of the algorithm. Once the average velocity is $\bar{v} \leq 1.0 \times 10^{-4}$, the swarm has converged and the algorithm stops. The initial (k = 0) positions and velocities of the particles are uniformly distributed within the boundaries $\bar{x}_{\text{min}}, \bar{x}_{\text{max}}$ and $\bar{v}_{\text{min}}, \bar{v}_{\text{max}}$ respectively.

$$\bar{x}_{i}^{(0)} = U(\bar{x}_{\text{min}}, \bar{x}_{\text{max}})$$ \hspace{1cm} (31)

$$\bar{v}_{i}^{(0)} = U(\bar{v}_{\text{min}}, \bar{v}_{\text{max}}).$$ \hspace{1cm} (32)

The individual best solution $\bar{p}_{i}^{(k)}$ represents the position the particle reached itself with the highest visual quality so far. The common best solution $\bar{g}_{i}^{(k)}$, on the contrary, is the position of the neighborhood with the highest visual quality. With the last term of equation (30), information is shared between the particles. The type of connection is called topology and the most recent three are illustrated in figure 6 [28]. In our case (in all other cases too), the goal is to use a topology that finds the optimal solution in a short period of time. Like the swarm size, the right choice of a topology depends on the specific optimization problem. A detailed description of the topologies can be found in [28]. To minimize the probability that the algorithm converges in a local maximum, we examine the three topologies: fully connected (global or best), ring (Ibest) and star. In general, the global maximum of the objective function (12) is unknown, except the wavefront error is corrected completely. In this case, the correction corresponds to the complete conjugated wavefront error. To examine the topologies, an optimization is repeated 50 times and for each optimization the average visual quality of the solutions, standard deviation of the visual qualities, the average number of iterations as well as the success rate are recorded. After each optimization, the initial positions and velocities are recalculated. An optimization will be a success, if the resulting visual quality is $1 \pm 0.001 \, 1$. As wavefront error, a reduced Zernike coefficients vector up to the 9th coefficient is used. These coefficients $\bar{c}$ and the optimal solution $\bar{x}_{\text{Opt}}$ as well as the lower and upper boundaries $\bar{x}_{\text{min}}, \bar{x}_{\text{max}}$ are listed in table 3. The results of the optimizations are shown in table 4. The success rate of 64% of the fully connected topology from table 4 indicates that the objective function consists of several local maxima in which the particles converged. The ring and star topology on the other hand have a success rate of 100%, so that for each optimization the optimal solution was found. A closer look to the average iterations shows the largest number of iterations by the ring topology,
Figure 6. Three examined topologies of the PSO.

### Table 3. Reduced Zernike coefficients $c$ used for the complete conjugated optimization with the known optimal solution $x_{\text{Opt}}$ and the boundaries of the search space $x_{\text{min}}$ as well as $x_{\text{max}}$.

| $i$ | $c$ | $x_{\text{Opt}}$ | $x_{\text{min}}$ | $x_{\text{max}}$ |
|-----|-----|------------------|------------------|------------------|
| 3   | 0.25522 | -0.25522 | -5.25522 | 4.74478 |
| 4   | -0.491 | 0.491 | -4.509 | 5.491 |
| 5   | 0.2771 | -0.2771 | -5.2771 | 4.7229 |
| 6   | 0.056 | -0.056 | -5.056 | 4.941 |
| 7   | -0.06814 | 0.06814 | -4.93186 | 5.06814 |
| 8   | 0.0353 | -0.0353 | -5.0353 | 4.9647 |
| 9   | 0.09538 | -0.09538 | -5.09538 | 4.90462 |

### Table 4. Average VSOTF $\bar{Q}$, Success rate and number of iterations for 50 optimizations of a complete conjugated correction. For each optimization the initial positions and velocities have been recalculated.

| Topology | $\bar{Q}$ | Success rate | Iterations |
|----------|-----------|--------------|------------|
| Ring     | 1         | 100%         | 478        |
| Star     | 1         | 100%         | 196        |
| Global   | 0.96      | 64%          | 132        |

### Table 5. Highest VSOTF $Q_{\text{max}}$, average VSOTF $\bar{Q}$ and number of iterations for 50 optimizations of a wavefront correction. The initial positions and velocities were recalculated for each optimization.

| Topology | $Q_{\text{max}}$ | $\bar{Q}$ | Iterations |
|----------|------------------|-----------|------------|
| Ring     | 0.3905           | 0.3905    | 602        |
| Star     | 0.3905           | 0.3831    | 370        |
| Global   | 0.3905           | 0.3533    | 171        |

followed by the star topology and the global topology with the lowest number of iterations. This distribution of the number of iterations is also confirmed elsewhere [28]. Thus, the fastest but most inaccurate topology is not applicable for our optimization problem.

To ensure the convergence in the global optimum, we repeated the 50 optimizations, but with a complete Zernike coefficient vector of the wavefront error. For this setup the optimal solution is unknown and the success rate is not meaningful. Therefore, we focus on the highest and average resulting visual quality that are most significantly. For all topologies the highest calculated resulting visual quality is identical to 0.3905, see table 5. However, the average values show that not for all topologies the solution with a visual quality of 0.3905 was found for each optimization. This indicates that for these topologies the optimization occasionally converged in a local maximum. This examination is done for a wavefront correction with 7 dimension. To ensure the topology is also applicable for the conventional correction the last setup is repeated, but instead of 7 optimized coefficients only 3 were used. In the case of a conventional correction, all topologies, including the global and star topology, are converged in the optimal solution as shown in table 6. For our simulation, we therefore use the ring topology, which has the longest time for a convergence, but also the lowest probability for a convergence in a local maximum [29].
Table 6. Highest VSOTF $Q_{\text{max}}$, average VSOTF $Q$ and number of iterations for 50 optimizations of a conventional correction. The initial positions and velocities were recalculated for each optimization.

| Topology | $Q_{\text{max}}$ | $Q$  | Iterations |
|----------|-----------------|-----|------------|
| Ring     | 0.2154          | 0.2154 | 246       |
| Star     | 0.2154          | 0.2154 | 160       |
| Global   | 0.2154          | 0.2154 | 108       |

Figure 7. Average $\bar{c}$ and standard deviation $\pm \sigma_c$ of the Zernike coefficients of 50 randomly generated wavefront errors.

2.7. Wavefront errors

The optimal solution of the objective function for the conventional and wavefront correction of a wavefront error can be calculated with the PSO described in the previous section. Several wavefront errors are needed to examine the different impact of the correction types on the resulting visual performance. In general, the wavefront error for healthy eyes mainly consists of low-order aberrations [7]. Thus, a conventional correction is sufficient in most cases. However, for eye disorders like keratoconus the wavefront error also consists of high-order aberrations that cannot be compensated with the conventional correction [8]. For our simulation we use 50 randomly generated wavefront errors with a coefficient distribution shown in figure 7. Compared to a distribution of healthy wavefront errors, the distribution from figure 7 consist of additional negative affecting high-order aberrations.

3. Results

The four correction types pure, conjugate, conventional and wavefront are calculated for each of the 50 randomly generated wavefront errors. The conjugate correction is directly calculated by the wavefront error and the conventional as well as the wavefront correction are optimized by the PSO. The pure wavefront error indicates the initial visual performance without any correction. For each wavefront error and correction type, the visual quality (VSOTF) of the optimal solution is recorded.

An average of 451 iterations were needed to optimize the conventional correction by the PSO. However, the wavefront correction required more iterations with an average of 682. The distribution of the average visual quality is illustrated in figure 8. The average visual quality of the pure wavefront errors of 0.019 indicates the initial bad vision. As expected, the visual quality improves with the conjugate correction to an average of 0.077 compared to the pure wavefront error. Unexpectedly, the conventional correction increases the visual performance to an average of 0.151. As is well known, the conventional correction uses four coefficients less for the correction. But these three coefficients are optimized to the wavefront error by the PSO. Nevertheless, the best visual quality with an average of 0.352 is achieved by the wavefront correction, which is an improvement of more than 130%.

The effects of the different correction types become clearer when a wavefront error is examined more closely. The Zernike coefficients of this wavefront error are listed in table 7.

The resulting retinal images of the four correcting types with the respective visual quality of the wavefront error from table 7 are shown in figure 9. The size of the letter $E$ is about 5 arc minutes that is equal...
to a visual acuity in decimals of 1 or logMAR 0. These images visualize the distribution of the resulting visual qualities from figure 8. The pure vision is shown in figure 9(a) and illustrates the initial bad vision without any correction. The visual quality is quantified with a value of $Q = 0.0343$. Further, the conjugate figure 9(b) ($Q = 0.1225$), conventional figure 9(c) ($Q = 0.1996$) and wavefront correction figure 9(d) ($Q = 0.3735$) improve the vision respectively.

The respective Zernike coefficients of the conjugate, conventional and wavefront correction are listed in table 8. The optimized coefficients of the conventional and wavefront correction are totally different from the conjugate values. Not only the absolute values change, also the sign. The conjugate correction simply uses the respective negative coefficients of the wavefront error. All others coefficients as well as neural factors of the visual perception are not involved. If the optimized coefficients of the conventional and wavefront correction are compared, it is noticeable that even the low-order aberrations differ from each other. The high-order aberrations therefore influence the compensating low-order aberrations in a complex way, so that the coefficients cannot be optimized individually, but have to be optimized simultaneously.
Table 8. Optimized Zernike coefficients $i$ of the conventional, wavefront and conjugate correction of the wavefront error from table 7.

| $i$ | Conjugate | Conventional | Wavefront |
|-----|------------|---------------|-----------|
| 3   | -0.255 2   | -0.063 3      | -0.060 1  |
| 4   | 0.491 0    | 1.116 9       | 1.173 4   |
| 5   | -0.277 1   | 0.147 4       | -0.056 8  |
| 6   | -0.056 0   | -           | 0.140 3   |
| 7   | 0.068 1    | -           | 0.183 8   |
| 8   | -0.035 3   | -           | 0.02 313  |
| 9   | -0.095 4   | -           | -0.023 8  |

4. Discussion

Nowadays, there are different types of particle swarm optimization, which all are based on the used original PSO like Bare-bones PSO (BBPSO) [30], proactive particles in swarm optimization (PPSO) [31] or an effective fuzzy particle swarm optimization (EFPSO) [32]. The most of them have dynamically controlled boundaries for the search space or velocity. In general, the swarm converges faster and more probably in the global maximum. However, such an implementation is much more complex and will need more time for implementation. Because of the trial and error method of the particle swarm optimization, it cannot be guaranteed that the global maximum is reached for every optimization. But with the ring topology and parameters of Trelea, the probability is minimized that the swarm converges in a local maximum [28]. The VSOTF as objective function is an approximation of the complex visual perception that shows the greatest correlation of objectively calculated and subjectively measured visual performance so far. Fortunately, the objective function can be easily adapted for future possible better models.

The results show that the visual performance can be improved by extending the conventional correction with coma and trefoil aberrations. This effect is not astonishing, but the optimization showed that the visual performance of the optimized wavefront result is much more effective compared to a simple conjugate compensation. Theoretically, the order of correcting aberrations can be increased, but in reality especially the repeatability of high-order aberrations is low. These fluctuations are not due to the measuring systems, but are caused by minimal changes in the tear film, for example. Moreover, the correcting wavefront needs to be converted to a geometrical surface. Depending on the treatment of the eye defect, either a contact lens or an ablation profile for a refractive surgery must be produced. A contact lens or an ablation profile with such a high dynamic surface may be further a challenging task. Nevertheless, if it is necessary to use additional or other aberrations for the correction, the same objective function and optimization function can be used again.

The simulation was done for wavefront errors with comparable large high-order aberrations. Thus, the improvement from the conventional to the wavefront correction is immense. Because regular wavefront errors mainly consist of low-order aberrations, the simulation should lead to the same results, but with a much smaller improvement.

The conventional correction corresponds to a subjective refraction. The optimized coefficients of defocus as well as $x$- and $y$-astigmatism can therefore be converted to sphero-cylindrical refractive values of sphere, cylinder and axis. Thus, a subjective evaluation is not required. By optimizing only the 3 coefficients of the conventional scheme, the visual performance can be significantly improved compared to the non-optimized conjugate correction with 7 coefficients. As with subjective refraction, these low-order coefficients are optimized for the entire wavefront error. For example, defocus also partially corrects higher-order aberrations such as spherical aberration [4]. The individual coefficients therefore need to be optimized simultaneously for the entire wavefront error.

5. Conclusion

The complex and non-linear optimization problem for an objectively calculated correction for high irregular wavefront errors can be solved by the simple particle swarm optimization (PSO) method. The objective function for an optimal resulting visual performance is defined by the visual Strehl ratio computed by the OTF (VSOTF). So, optical and neural factors are considered for the visual perception. Different topologies of the PSO are examined and show that the objective function consists of several local maxima. To avoid a premature convergence, the ring (lbest) topology is used. With the same parameters, the algorithm can optimize corrections with low- as well as high-order aberrations.

The effects on the resulting visual performance of four different correction types are examined for 50 randomly generated high irregular wavefront errors. In this paper, the wavefront correction is an extension of
the conventional correction with coma and trefoil aberrations, in x- and y-direction respectively. The coefficients of these corrections are optimized by the PSO.

The main superiority of the optimization process is illustrated by a comparison to the straightforward conjugate compensation, which is just using the negative wavefront coefficients. The comparison shows that the optimized conventional correction is more than 95% better the conjugate correction. We also show that the optimized wavefront correction increases the visual performance by more than 130% compared to the conventional correction. This corresponds to an increase of more than 350% relative to the conjugate correction.

Therefore, this optimization method can be used for an optimized conventional correction (without the need of a subjective evaluation) and it can also be used for an improved high-order correction scheme like free-form contact lenses or laser ablation profiles.

Acknowledgment

The research of Alois Herkommer was supported by the Stuttgart Research Center of Photonic Engineering (SCoPE).

ORCID iDs

Andreas Beeck @ https://orcid.org/0000-0002-1790-1804
Alois Herkommer @ https://orcid.org/0000-0002-5355-722X

References

[1] Charman W N 2005 Wavefront technology: Past, present and future Contact Lens Anterior Eye 28 75–92
[2] Marsack J D, Thibos L N and Applegate R A 2004 Metrics of optical quality derived from wave aberrations predict visual performance J. Vision 4 8
[3] Cheng X, Bradley A and Thibos L N 2004 Predicting subjective judgment of best focus with objective image quality metrics J. Vision 4 7
[4] Thibos L N, Hong X, Bradley A and Applegate R A 2004 Accuracy and precision of objective refraction from wavefront aberrations J. Vision 4 9
[5] Guirao A and Williams D R 2003 A method to predict refractive errors from wave aberration data Optom. Vis. Sci. 80 36–42
[6] Leube A et al 2019 Machine learning based predictions of subjective refractive errors of the human eye Proc. of the 12th Int. Conf. on Biomedical Engineering Systems and Technologies - Volume 2: HEALTHINF, INSTICC (Setúbal: SciTéPress) pp 199–205
[7] Thibos L N et al 2002 Statistical variation of aberration structure and image quality in a normal population of healthy eyes J. Opt. Soc. Am. A 19 2329–48
[8] Pantanelli S et al 2007 Characterizing the wave aberation in eyes with keratoconus or penetrating keratoplasty using a high-dynamic range wavefront sensor Ophthalmology 114 2013–21
[9] Goodman J W 1996 McGraw-Hill Series in Electrical and Computer Engineering: Communications and Signal Processing Introduction to Fourier Optics 2nd ed (New York: McGraw-Hill)
[10] Yanoff M and Duker J S 2018 Ophthalmology 5th edn (Amsterdam: Elsevier)
[11] Thibos L N, Applegate R A, Schwiegerling J T and Webb R 2000 Standards for reporting the optical aberrations of eyes Vision Science and its Applications OSA Technical Digest (Optical Society of America) p SuC1
[12] Thibos L N, Cheng X and Bradley A 2003 Design principles and limitations of wave-front guided contact lenses Eye & Contact Lens 29 167–170
[13] Stiles W S and Crawford B H 1933 The luminous efficiency of rays entering the eye pupil at different points Proc. R. Soc. B 112 428–50
[14] Watson A B 2015 Computing human optical point spread functions J. Vision 15 26–26
[15] Dai G M 2008 Wavefront Optics for Vision Correction (Bellingham, WA: SPIE)
[16] 1982 Optical radiation physics and illuminating engineering: quantities, symbols and units of illuminating engineering DIN 5031-3:1982 (https://dx.doi.org/10.3103/01113748)
[17] Campbell F W and Green D G 1965 Optical and retinal factors affecting visual resolution J. Physiol. 181 576–93
[18] Dressler M and Rassow B 1981 Neural contrast sensitivity measurements with a laser interference system for clinical and screening application, Investigative Ophthalmol. Visual Sci. 21 737–44
[19] Leube A, Schilling T, Ohlendorf A, Kern D, Ochakovski A G, Fischer M D and Wahl S 2018 Individual neural transfer function affects the prediction of subjective depth of focus Sci. Rep. 8 1919
[20] Thibos L N, Wheeler W and Horner D 1997Power vectors: an application of fourier analysis to the description and statistical analysis of refractive error Optometry and Vision Science : Official Publication of the American Academy of Optometry vol 74 pp 367–75
[21] Qin H 2011 Particle swarm optimization applied to automatic lens design Opt. Commun. 284 2763–6
[22] Qin H 2012 Aberration correction of a single aspheric lens with particle swarm algorithm Opt. Commun. 285 2996–3000
[23] Menke C 2018 Application of particle swarm optimization to the automatic design of optical systems Optical Design and Engineering VII Mazaur L, Wartmann R and Wood A P (Bellingham, WA: SPIE) p 39
[24] Kennedy J and Eberhart R 1995 Particle swarm optimization Proc. of ICNN'95 - Int. Conf. on Neural Networks vol 4 pp 1942–8
[25] Zambrano-`Bigiari`n M, Clerc M and Rojas R 2013 Standard particle swarm optimization 2011 at cec-2013: A baseline for future pso improvements 2013 IEEE Congress on Evolutionary Computation pp 2337–44
[26] Eberhart R and Shi Y 2001 Particle swarm optimization: developments, applications and resources Proc. of the 2001 Congress on Evolutionary Computation vol 1 pp 81–6
[27] Trelea I C 2003 The particle swarm optimization algorithm: convergence analysis and parameter selection Inf. Process. Lett. 85 317–25
[28] Reyes-Medina A J, Pulido G T and Ramirez-Torres J G 2009 A comparative study of neighborhood topologies for particle swarm optimizers Proc. of the Int. Conf. on Computational Intelligence INSTICC (Setúbal: SciTePress) pp 152–9
[29] Blackwell T and Kennedy J 2001 Impact of communication topology in particle swarm optimization IEEE Trans. Evolutionary Computat. 23 689–702
[30] Kennedy J 2003 Bare bones particle swarms Proc. of the 2003 IEEE Swarm Symp. SIS’03 pp 80–7
[31] Nobile M S et al 2015 Proactive particles in swarm optimization: A self-tuning algorithm based on fuzzy logic 2015 IEEE Int. Conf. on Fuzzy Systems pp 1–8
[32] Tian D 2018 Efposc: An effective fuzzy particle swarm optimization and its applications J. Information Hiding Multimedia Signal Process. 9 1365–79