Simulation Based Evaluation of Time Series for Syndromic Surveillance of Cattle in Switzerland
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Choosing the syndrome time series to monitor in a syndromic surveillance system is not a straightforward process. Defining which syndromes to monitor in order to maximize detection performance has been recently identified as one of the research priorities in Syndromic surveillance. Estimating the minimum size of an epidemic that could potentially be detected in a specific syndrome could be used as a criterion for comparing the performance of different syndrome time series, and could provide some guidance for syndrome selection. The aim of our study was to estimate the potential value of different time series for building a national syndromic surveillance system for cattle in Switzerland. Simulations were used to produce outbreaks of different size and shape and to estimate the ability of each time series and aberration detection algorithm to detect them with high sensitivity, specificity and timeliness. Two temporal aberration detection algorithms were also compared: Holt–Winters generalized exponential smoothing (HW) and Exponential Weighted Moving Average (EWMA). Our results indicated that a specific aberration detection algorithm should be used for each time series. In addition, time series with high counts per unit of time had good overall detection performance, but poor detection performance for small epidemics making them of limited use for an early detection system. Estimating the minimum size of simulated epidemics that could potentially be detected in syndrome TS-event detection pairs can help surveillance system designers choosing the most appropriate syndrome TS to include in their early epidemic surveillance system.
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INTRODUCTION

Early warning systems are critically important for controlling emerging or reemerging diseases. Dealing with a disease epidemic in its early stages is easier and more economical than dealing with an epidemic that has become large and widespread (1, 2). Traditional passive early detection systems rely on reports submitted to veterinary public health authorities by various healthcare stakeholders when they observe suspect cases in the field. This surveillance activity covers a large part of the animal population and the costs associated with data collection and analysis are relatively low (3–5). However, the performance of these passive surveillance systems suffers from frequent under-reporting due to the lack of stakeholder awareness, especially regarding emerging diseases, and fear of the consequences of reporting a disease occurrence (4, 5). To enhance traditional passive...
surveillance systems, real-time or near real-time surveillance systems have been developed. These systems, commonly called syndromic surveillance (SyS) systems (6), are based on pre-diagnostic often unspecific routinely collected data which is available prior to laboratory confirmation of the causative agent of an epidemic. A great variety of data can be used for syndromic surveillance (e.g., laboratory requests, milk production, Google queries, and many others). These data are converted to time series (TS) for monitoring and are referred to as syndromes (6).

Constant improvements in data science and computer technology have favored the development and implementation of SyS systems by facilitating data acquisition, and analysis. The number of operational SyS systems has constantly increased during the last decades in both human and veterinary medicine (7, 8). By simultaneously assessing information from different data sources related to different populations and/or symptoms, one can improve epidemic detection and in particular, the sensitivity and the specificity of epidemic detection (8). Choosing the syndrome TS to monitor in a SyS system is not an easy or straightforward process. Defining which syndromes to monitor in order to maximize detection performance is very challenging and has been recently identified as one of the research priorities in SyS (9). This is especially true when data can be subdivided into many syndrome classifications or definitions (9), or when the objectives of surveillance are unspecific. For these reasons selection of syndrome TS should be guided by data characteristics including representativeness and by the objectives of the surveillance system (10). However, when the objectives are broad, for example to detect not only known diseases of interest, but also new, emerging, exotic or unknown endemic diseases, they are of little help for selecting the most appropriate syndrome TS.

In operational SyS systems, syndrome TS are monitored with automated aberration detection algorithms in order to detect unexpected changes that could potentially be caused by an epidemic. A useful criterion for selecting a specific syndrome TS for a SyS system is an assessment of the nature of the change that can be detected. Any syndrome TS that is monitored with any aberration detection algorithm should be able to detect a sudden and very large variation in the number of cases reported. However, detecting a large change in a syndrome TS is of little interest for surveillance if the aim is early detection of disease epidemics. In this case detecting small changes in a time series which may represent the onset of an epidemic is of greater importance. Changes in syndrome TS should be detected with a high degree of certainty and as soon as possible after the epidemic has started. Estimating the minimum size of an epidemic that could potentially be detected in a syndrome TS may serve as a useful criterion for comparing syndrome TS performance and provide guidance for their selection.

In Switzerland, a cattle disease SyS system is currently being designed to meet the goals of the “Swiss Animal Health Strategy 2010+,”1 which aims to maintain and improve the high standard of animal health in the country. The purpose of the SyS system is to detect abnormal health events such as disease epidemics occurring in the Swiss cattle population by monitoring syndrome TS extracted from a central database maintained by the Federal Food Safety and Veterinary Office (FSVO). The objective of our study was to evaluate different syndrome TS as candidates for inclusion in the system. Data quality and population coverage should be always carefully assessed before including a TS into a SyS system (10). However, evaluating these criteria was not the purpose of our study and these characteristics are only briefly presented and discussed in this paper. Since the goal of SyS is early detection of epidemics, our study focused on estimating the minimum size of simulated epidemic that can be detected in syndrome TS-event detection pairs, as a criterion for inclusion in a SyS system. To standardize the comparisons between syndrome TS-event detection pairs, we created a standard set of simulated epidemics of various shapes and sizes and used this standard set to compare the performance of all syndrome TS-event detection pairs. Our study objective differs from other studies that focus on evaluating the performance of event detection algorithms only. For practical purposes, the combined performance of an event detection algorithm operating on a specific syndrome TS should be more useful to surveillance system designers.

MATERIALS AND METHODS

Data Sources and Associated Time Series

Three databases containing data from the Swiss national cattle population were used: (1) the Swiss Animal Movement Database (AMD), (2) the database owned by the Association of Swiss Cattle Breeders (ASR), and (3) the Swiss Laboratory Information System (ALIS). The AMD has been studied and reported to have potential value for SyS because of its relatively high quality in terms of population representativeness and reporting timeliness (11). The other two databases contain laboratory test orders (ALIS) and clinical data collected by farmers (ASR). These two databases haven’t been investigated in Switzerland, but similar data have been reported to be of value for SyS in other countries (8).

The AMD contains data on cattle mortalities, including stillbirths, reported by farmers to the Swiss national system for the identification and registration of cattle. All reported on-farm deaths and stillbirths for the period from January 1st 2009 to September 28th 2016 were extracted from the AMD. Since the reporting of on-farm deaths was mandatory, we can assume a high population coverage from this source over this period excepting for stillbirths. Stillbirths were defined as non-living fetuses expelled before the end of gestation, or calves born dead within 24 h following birth since mid-2014. Before that date, no official definition of a stillbirth existed in Switzerland. It is not mandatory to report every stillbirth to the AMD and the population coverage of this syndrome TS is unknown at the time of writing. Four syndrome TS were created from the AMD database. One was based on stillbirths (AMD_stillbirth) and three were based on categories of on-farm deaths defined according to the age at death: up to 6 months old (AMD_mortality_calves), 6 months–2 years (AMD_mortality_young), and more than 2 years (AMD_mortality_adults).

---

1See http://www.blv.admin.ch/gesundheitstiere/03007/index.html?lang=en
The ASR (http://asr-ch.ch/en/asr/) is the private umbrella organization of the Swiss cattle breeding organizations. Beginning in 2013 the ASR developed and implemented a database containing cattle illness diagnoses reported by farmers and veterinarians. All cases were reported using a coding system with four levels ranging from least specific (i.e., organ affected) to most specific (e.g., infectious agent isolated). Data were available for the most common cattle breeds in Switzerland: Braunvieh, Fleckvieh, and Holstein, which represent the majority of the Swiss dairy cattle population. No data about beef cattle were available. The timeliness of reporting to this database is unknown. Data were available from January 1st, 2014 to December 31st, 2016. Three syndrome TS were created based on the age category of diseased animal: abortions (ASR_abortion), diseased calves (ASR_calves), and diseased adults (ASR_adults). In the ASR database calves are defined as cattle up to 6 months of age. Abortions are defined as calves born dead, or born alive but having died within the first 24 h of life. The syndrome TS ASR_calves and ASR_adults were each split into three syndrome TS based on the most frequent diagnostic classification found in the database: gastrointestinal symptoms (i.e., ASR_GI_calves and ASR_GI_adults), respiratory symptoms (i.e., ASR_RESPI_calves and ASR_RESPI_adults), and cattle having a classification of “other” in the ASR classification schema (i.e., ASR_OTHER_calves and ASR_OTHER_adults). The category “other” encompasses various unspecific symptoms such as fever, anorexia, changing behavior or reduced production. The precise coverage of the dairy cattle population by the ASR is unknown but it is expected to be high.

The ALIS database contains data from laboratory tests performed by the 25 accredited laboratories involved in the diagnosis of epizootics in Switzerland on behalf of the FSVO. All laboratory tests performed for the 70 notifiable epizootics of interest in Switzerland are collected in ALIS. The reporting timeliness (time between the sampling date and the date when the sample was received by a laboratory) was on average of 1 day. Data were analyzed from November 1st, 2013 to July 27th, 2016. All laboratory tests performed for mandatory reasons without any clinical suspicion were excluded (e.g., mandatory surveillance programs, importation, vaccination, research activities). One syndrome TS was created containing counts of stillbirth samples sent to the accredited laboratories (ALIS_abortion). Two additional syndrome TS were created from samples sent to the accredited laboratories because of clinical suspicion of two diseases of interest in Switzerland: bovine viral diarrhea (ALIS_BVD) and infectious bovine rhinotracheitis (ALIS_IBR). Suspicious cases were individual cattle and they were always confirmed (or negated) with an FSVO approved laboratory test.

In total, data for 16 syndrome TS were extracted from the 3 databases and converted to weekly syndrome TS (see Figure 1).

Time Series Analysis and Preprocessing

To the best of our knowledge there were no epidemics reported in the target cattle population during the study period. However, there was considerable variation in the data that was known to be caused by non-epidemic events. Because the historical baselines in our study were very short, extreme outliers had a substantial effect the HW models, resulting in poor TS predictions. Extreme single time point aberrations were removed in order to obtain aberration-free historical baseline data that improved the prediction performance of our models and the performance of aberration detection algorithms (12–14). We chose a manual approach for outlier removal in order to preserve as much of the natural variation as possible in the data. We examined each syndrome TS visually and manually removed only the most extreme peaks. Extreme peaks were defined as weeks where the number of reported cases equaled at least two times the number of reported cases in the neighboring weeks. Once extreme peaks were identified, they were investigated in more detail to determine if they were associated with a specific health related event or not. Peaks that were associated with health related events were considered abnormal. They were removed from baseline syndrome TS and replaced by the weekly average of the 10 previous time points. The 10 week average was used as it has been reported to provide the best prediction performance for HW models. Extreme peaks that were not associated with health related events were considered part of the normal variation and left in the baseline syndrome TS. In total there were 7 abnormal values identified, 1 week in ALIS_abortion because of suspicions of Neosporosis, and 6 weeks in ALIS_IBR likely because IBR suspect cases were identified and this may have increased veterinarian awareness of the disease, causing them to increase IBR sample submission.

The best HW models were evaluated using the autocorrelation and partial autocorrelation functions of the residuals (ACF and PACF, respectively) (15) and the root-mean-squared error (RMSE) (16). RMSE is a measure of the difference between the values predicted by a model and the values actually observed from the environment that is being modeled. We calculated RMSE for the differences between the observations and the predicted values within both the training period (RMSEt) and the validation period (RMSEv). In both cases, the predictive performance of the HW model are better when the criterion is lower.

Regression models were fitted to the syndrome TS to estimate the linear trend and annual seasonality. Poisson and negative-binomial regression models were fit to the syndrome TS for the full time period available for each syndrome TS. Likelihood ratio tests were used to test for the significance of each predictor at a statistical significance level of 5%. Syndrome TS were then characterized using 4 parameters adapted from Choi (17):

1. Length of the historical baseline: long when >3 years, short when ≤3 years;
2. Linear trend: positive, negative, or none;
3. Annual seasonality: none when no monthly effect identified. When there was a monthly effect, the strength of the seasonality was assessed based on the value of F1 (18) calculated as equal to 1–Var(R)/Var(S + R). Var(R) is the variance of the remainder component of the syndrome TS and Var(S + R) is the variance of the detrended syndrome TS. Seasonality was considered to be weak when F1 was below 0.5, and strong when it was ≥0.5;
Aberration Detection Algorithms

Two different aberration detection algorithms were compared: Holt–Winters generalized exponential smoothing (HW) (19, 20) and Exponential Weighted Moving Average (EWMA) (21, 22). Ten different detection limits, or alarm thresholds, were tested for both algorithms. To avoid contamination of the baseline with cases from gradually increasing epidemics, a guard-band of 2 weeks was used between the baseline and the current value being evaluated.
Holt-Winters
HW is a triple exponential smoothing method which involves exponentially decreasing the weights of observations over time, such that oldest observations have the smallest weight. The forecast is continuously revised according to the most recent observations. HW incorporates three components: a level term, a trend term, and a seasonality term, respectively, defined by the smoothing constants $\alpha$, $\beta$, and $\gamma$. HW can be applied to raw time series containing trend and seasonality. All the data available before 31-12-2015 were used for model training. The data available after December 31st, 2015 were used for model validation and for the estimation of model prediction performance. The training data contained data for periods from 2 to 7 years and the validation data contained data for periods from 7 to 12 months, depending on the length of syndrome TS. Optimal HW parameters were determined through minimization from 7 to 12 months, depending on the length of syndrome TS.

EWMA
EWMA is the simplest form of exponential smoothing and it relies on cumulative differences between observed data in a time window and a threshold. It is based on the equation: $E_t = (1 - \lambda)^t E_0 + \sum_{i=1}^{t} (1 - \lambda)^t \lambda i_t$ where $\lambda$ is the smoothing parameter ($>0$) that determines the relative weight of current data in relation to past data, $i_t$ is the observed value at time $t$, and $E_0$ is the starting value. EWMA is recommend only for stationary and normally distributed TS (21, 22). A 1 week differencing (i.e., computation of the difference between consecutive weekly time points) was used to remove the largest temporal effects present in the raw data. The differenced residuals were saved as a new TS. Autocorrelation and normality in the TS of residuals were assessed using ACF, PACF and normality Q-Q plot in order to evaluate whether pre-processing enabled transformation of the weekly auto-correlated TS into stationary and normally distributed TS. EWMA was then applied to the residual TS using a smoothing parameter $\lambda$ of 0.2. The same constant values that were used for HW were also used for calculating the alarm thresholds for the EWMA algorithm.

| TABLE 1 | Methods for epidemic simulation adapted from Dórea et al. (24) and Lotze et al. (25). |
|---|---|
| **Epidemic shape** | **Method used for epidemic simulation** |
| Single spike | Epidemic length was always 1 week and on that week, extra equals the epidemic magnitude (25, 50, 150, 300, or 500). |
| Flat | Extra, always equals to the epidemic magnitude (25, 50, 150, 300, or 500) for the 12 weeks of the epidemic period. |
| Linear | Extra, increases linearly until it reaches a maximum value equal to the epidemic magnitude on week 12 of the epidemic period. |
| Example for an epidemic magnitude of 25, starting on week $i$, extra equals successively 2, 4, 6, 8, 10, 12, 15, 17, 19, 21, 23, 25 for $k$ varying from 1 to 12. |
| Exponential | Extra, increases exponentially until it reaches a maximum value equal to the epidemic magnitude on week 12 of the epidemic period. For the duration of 12 weeks, this was achieved by assigning the maximum number of extra cases (i.e., the epidemic magnitude) to the last week of the epidemic period, and dividing each week by 1.3 to obtain the value for the preceding week. |
| Example for an epidemic magnitude of 25, starting on week $i$, extra equals calculated as follow: extra equals $\lambda t / 1.3$, extra, extra, etc. extra equals successively 1, 2, 2.3, 4, 5.7, 9, 11, 15, 19, 25 for $k$ varying from 1 to 12. |
| Lognormal | Extra, increases following a log normal curve until it reaches a maximum value equal to the epidemic magnitude on week 12 of the epidemic period. The percentage of increase in week $k$ of the epidemic period equals the $x^{th}$ percentile of a log normal distribution [lognormal (4, 0.5)]. |
| Example for an epidemic magnitude of 25, starting on week $i$, extra equals successively: 6, 10, 12, 14, 16, 17, 19, 20, 21, 22, 23, 25 for $k$ varying from 1 to 12. |

*count, The number of cases in week $i$ which equals fit; | extra, the mean fitted value of the Poisson distributions that characterized this week $i$ of the baseline; extra, number of cases added due to the epidemic on week $k$. |

Data Simulation
We simulated epidemic-free baseline TS for each syndrome using the model predictions obtained from the best fitting HW model that was developed using the data available before 2016. The mean fitted value for each week of the year was used as the mean of weekly Poisson distributions (one for each week of the year). We then randomly sampled from each weekly Poisson distribution to simulate 300 epidemic-free baseline TS for each syndrome.

Twenty five different epidemics types were simulated based on five different epidemic shapes and five epidemic magnitudes (see Table 1 and Appendix 1). Five epidemic shapes representing different temporal progressions of an epidemic within a population were created, based on (24, 25): single spike, flat, linear, exponential, and log normal. The length of all simulated epidemics was fixed at 12 weeks except for the epidemic shape “single spike” which lasted only 1 week. We choose an epidemic length of 12 weeks (3 months) because we were interested in evaluating the syndrome time series for early epidemic detection. We were not interested in alarms after 12 weeks as in our opinion these would not qualify as early detection. Epidemic magnitude represents the severity of the epidemic and was defined as...
the maximum number of additional cases added to the weekly epidemic-free baseline during the epidemic time period. In this context a case equals a diseased animal reported in the data. Five different epidemic magnitudes were tested: 25, 50, 150, 300, and 500 corresponding, respectively, to very small, small, medium, large, and very large epidemics. The magnitudes represented the maximum number of extra cases added per week to the epidemic-free baseline during the epidemic time period. As an example, for an epidemic with a magnitude of “150”, 150 cases were added to the epidemic-free baseline at the peak of the epidemic which was on week number 12 of the epidemic time period. Smaller numbers of epidemic cases were also inserted for each of the 11 weeks prior to the epidemic peak. The exact number of extra cases added to the epidemic-free baseline for the pre-peak weeks was calculated according to the different epidemic shapes (see Table 1 for details). For the “single spike” epidemic, which lasted 1 week, the epidemic magnitude always represented the total number of cases in the epidemic.

Three hundred epidemics of each type were simulated and randomly inserted within the 300 simulated baselines. Only one

![Synthetic outbreak and baseline simulation process. An outbreak type is defined by a specific shape (i.e., single spike, flat, linear, exponential, or lognormal) and a specific size (i.e., very small, small, medium, large, very large).](image)

**FIGURE 2**

**TABLE 2** | Time series characteristics.

| Time series         | Length of the historical data | Trend | Seasonality ($F_s$) | Mean weekly count (SD) | Coefficient of variation (CV) |
|---------------------|-------------------------------|-------|---------------------|------------------------|-----------------------------|
| AMD_mortality_calves | 2009–2016                     | –     | 0.91–strong         | 891.8 (241)            | 0.27                        |
| ASR_adults          | 2014–2016                     | 0     | 0.74–strong         | 629 (129.2)            | 0.20                        |
| AMD_stillbirth      | 2009–2016                     | +     | 0.92–strong         | 486 (108)              | 0.23                        |
| AMD_mortality_adults| 2009–2016                     | +     | 0.54–strong         | 170 (42)               | 0.24                        |
| AMD_mortality_young | 2009–2016                     | –     | 0.58–strong         | 130.4 (31)             | 0.23                        |
| ASR_GL_adults       | 2014–2016                     | 0     | 0.74–strong         | 125 (29.3)             | 0.23                        |
| ALIS_BVD            | 2013–2016                     | 0     | 0.38–weak           | 105.4 (41.9)           | 0.39                        |
| ALIS_IBR            | 2013–2016                     | 0     | 0.54–strong         | 94.8 (39.5)            | 0.41                        |
| ALIS_abortion       | 2013–2016                     | 0     | 0.89–strong         | 79.6 (31.7)            | 0.40                        |
| ASR_calves          | 2014–2016                     | +     | 0.75–strong         | 36 (20.9)              | 0.58                        |
| ASR_RHESPI_adults   | 2014–2016                     | 0     | 0.48–weak           | 19 (14)                | 0.73                        |
| ASR_RHESPI_calves   | 2014–2016                     | +     | 0.69–strong         | 17.7 (15.8)            | 0.89                        |
| ASR_GL_calves       | 2014–2016                     | 0     | 0.50–weak           | 11 (6.3)               | 0.57                        |
| ASR_Abortion        | 2014–2016                     | 0     | 0.36–weak           | 7 (3.1)                | 0.44                        |
| ASR_OTHER_adults    | 2014–2016                     | 0     | 0.36–weak           | 6 (3.5)                | 0.58                        |
| ASR_OTHER_calves    | 2014–2016                     | 0     | 0.36–weak           | 2.6 (2.6)              | 1                           |

*Length of the historical baseline, trend (positive, negative, none), seasonality [none, weak ($F_s < 0.5$), strong ($F_s \geq 0.5$)]. TS were ordered according to the weekly average number of notifications from the largest (top row) to the smallest (bottom row).*
Epidemic was inserted per simulated baseline to avoid epidemic overlap. Each simulated baseline was used 25 times to detect 25 different epidemics types characterized by different epidemic shapes and magnitudes. In other words, to assess the algorithms and time series capacities to detect a certain epidemic shape of a certain magnitude, 300 different simulated baselines were used. The process and resulting syndrome TS are presented in Figure 2.

**Detection Performance Estimation**

We calculated sensitivity \( (\text{Se}) \) based on the number of epidemics detected out of all inserted epidemics. An epidemic was detected when it triggered at least one true alarm, defined as a week that produced an alarm within an epidemic period. \( \text{Se} \) was calculated as:

\[
\text{Se} = \frac{\text{Epidemics detected}}{\text{Total number of epidemics inserted}}
\]  

(1)

We also calculated the specificity \( (\text{Sp}) \), the positive predictive value \( (\text{PPV}) \) and the negative predictive value \( (\text{NPV}) \) as:

\[
\text{Sp} = \frac{\text{TN}}{(\text{TN} + \text{FP})}
\]  

(2)

\[
\text{PPV} = \frac{\text{TP}}{(\text{TP} + \text{FP})}
\]  

(3)

\[
\text{NPV} = \frac{\text{TN}}{(\text{TN} + \text{FN})}
\]  

(4)

where TP is the number of true positive alarms (i.e., alarms raised on a week which is part of an epidemic period), TN the number of true negative alarms, FP the number of false-positive alarms (i.e., alarms raised on a week which is not part of an epidemic period), and FN the number of false negative alarms.

A receiver-operating characteristic (ROC) curve was generated and, assuming equal costs for false negative and false positive alarms, we graphically defined the optimal alarm threshold where \( \text{Se} \) and \( \text{Sp} \) were at a maximum. The timeliness of the first alarm raised during an epidemic time period was computed. Detection timeliness was the time lag (in weeks) between the start of the epidemic and the first alarm. A value of

---

**FIGURE 3** | Receiver-operating characteristic (ROC) curves for the 16 syndrome TS and the 2 aberration detection algorithms (all epidemic sizes and shapes are collated).
1 meant that the first alarm was raised during the second week of the epidemic. Single spikes were excluded from the computation of the detection timeliness as they always lead to detection on the first, and only week of the epidemic. The cumulative number of cases occurring because of the epidemic when the first alarm was raised (cum_cases) was also calculated. We calculated Spearman’s nonparametric correlation coefficients (ρ) to test the association between the size of the syndrome TS (in terms of counts per week) and the detection performance of the syndrome TS.

Software Implementation

All statistical analyses were implemented in R x64 version 3.4.1 (26). Dynamic regression was performed with the functions glm (package “stats”), glm.nb [package “MASS” (27)], and stl [package “forecast” (28)]. The stl function was also used to estimate the detrended and remainder component of each syndrome TS and calculate the strength of the seasonality. The expected numbers of counts at time t for HW were estimated with the predict functions of the “forecast” packages. EWMA and HW aberration detection algorithms were executed using the package “Vetsyn” package (29).

RESULTS

Time Series Description

Seven of the syndrome TS in this study had a linear trend and all 16 syndrome TS had seasonality, however, the syndrome TS peaked in different seasons (see Table 2 and Figure 1). The main differences between these syndrome TS were the length of historical data available, which ranged from slightly less than 3 years to more than 7 years; and the average number of reports per week that varied from a low of 2.6 for ASR_OTHER_calves to a high of 891 for AMD_mortality_calves. An interesting observation was that in general the coefficient of variation (CV)
was greater for syndrome TS with smaller average weekly counts. All syndrome TS with counts >100 counts/week had on average a CV of <0.30. All syndrome TS with average weekly counts around or <100 had CV values of >0.39.

**Time Series Modeling and Preprocessing**

The fitting and prediction performance of HW for each syndrome TS is shown in Appendix 2.A. The HW method removed most of the autocorrelations present in the raw data but sporadic autocorrelations remained. The HW method correctly predicted the values of the validation dataset. However, the accuracy of the predictions varied a lot depending on the syndrome TS evaluated (see Appendix 2.A).

Autocorrelation function plots of the 1 week differencing for the 16 syndrome TS are shown in Appendix 2.B. All the syndrome TS had similar results and 1 week differencing removed most of the autocorrelations present in the raw syndrome TS (Appendix 2.C). Some autocorrelations remained, especially at lag 1. One-week differencing did not remove this residual autocorrelation and even produced some residual TS with a higher number of significant autocorrelations. The syndrome TS created with 1 week differencing were used to implement the aberration detection algorithm EWMA.

**Detection Performance**

**Comparing Algorithms**

As expected, both aberration detection algorithms performed better with large epidemics as compared to small epidemics (i.e., higher sensitivity, specificity, and detection timeliness). Flat epidemics were always detected with higher sensitivity, specificity, and timeliness than log normal and linear increases. Single spikes and exponential increases had the worst performance and were the epidemic shapes most difficult to detect for both algorithms. There was no difference in the performance of the two algorithms for different epidemic shapes (see Appendix 3, Figures 1, 2).

Despite the similarities mentioned above, the two algorithms had different relative performance depending on the syndrome TS. The Holt-Winters algorithm outperformed EWMA for 12 syndrome TS: AMD_mortality_young, AMD_mortality_calves, AMD_mortality_adults, ASR_OTHER_calves, ASR_OTHER_adults, ALIS_abortion, ALIS_BVD, ASR_GI_calves, ASR_GI_adults, ASR_RESPI_calves, ASR_RESPI_adults, ASR_GI_adults, and ASR_adults. The EWMA algorithm outperformed HW for only 2 syndrome TS: AMD_mortality_young, and ALIS_IBR. Both algorithms had equivalent sensitivity and specificity for 2 syndrome TS: ASR_abortion, and ASR_OTHER_calves (see Figure 3). The HW algorithm had equivalent or a better balance between detection timeliness and the average number of false positive alarms than EWMA in most syndrome TS (see Figure 4). However, EWMA had better timeliness for ALIS_IBR and AMD_mortality_young.

The HW algorithm performed better detection for the following time series: AMD_mortality_young, AMD_mortality_calves, AMD_mortality_adults, ASR_OTHER_adults, ALIS_abortion, ASR_GI_calves, ASR_GI_adults, ASR_RESPI_adults, ASR_GI_adults, and ASR_adults. This algorithm was thus considered to be the optimal algorithm for these syndrome TS, and was used for all further analyses of these syndrome TS. Whereas, the EWMA algorithm demonstrated better detection performance with the syndrome TS: AMD_mortality_young and ALIS_IBR. The detection timeliness of ALIS_BVD were

---

**TABLE 3 | Global Detection performance obtained with the optimal algorithm at the optimal alarm threshold.**

| Time series                  | Mean weekly count | Optimal algorithm | Optimal alarm threshold | Se     | Sp     | PPV    | NPV    | FP per year | T     |
|------------------------------|-------------------|-------------------|-------------------------|--------|--------|--------|--------|-------------|-------|
| AMD_mortality_calves         | 891.8             | HW                | 0.05                    | 85.9   | 88.8   | 44.9   | 84.8   | 4.0         | 2.0   |
| ASR_adults                  | 629               | HW                | 0.5                     | 93.4   | 90.4   | 56.5   | 86.3   | 3.8         | 2.1   |
| AMD_Stilbirth               | 466               | HW                | 0.5                     | 92.4   | 90.2   | 53.1   | 87.1   | 3.9         | 1.8   |
| AMD_mortality_adults        | 170               | HW                | 0.75                    | 94.4   | 93.7   | 65.4   | 88.1   | 2.5         | 1.6   |
| AMD_mortality_young          | 130.4             | EWMA              | 0.75                    | 95.5   | 95.7   | 77.4   | 90.6   | 1.7         | 1.6   |
| ASR_GI_adults               | 125               | HW                | 1.5                     | 97.1   | 96.9   | 77.6   | 88.7   | 1.4         | 1.4   |
| ALIS_BVD                    | 105.4             | HW                | 1                       | 92.3   | 92.5   | 59.6   | 87.4   | 3.0         | 1.7   |
| ALIS_IBR                    | 94.8              | EWMA              | 0.75                    | 92.4   | 91.6   | 62.2   | 89.6   | 3.3         | 1.4   |
| ALIS_abortion               | 79.6              | HW                | 1.5                     | 97.6   | 96.9   | 81.3   | 89.8   | 1.2         | 1.3   |
| ASR_calves                  | 36                | HW                | 2                       | 96.2   | 98.0   | 85.9   | 88.0   | 0.6         | 1.3   |
| ASR_RESPI_adults            | 19                | HW                | 2                       | 97.4   | 98.5   | 87.3   | 89.0   | 0.6         | 1.0   |
| ASR_RESPI_calves            | 17.7              | HW                | 1                       | 98.4   | 98.0   | 88.7   | 91.7   | 0.3         | 1.1   |
| ASR_GI_calves               | 11                | HW                | 2.25                    | 98.9   | 99.0   | 93.3   | 89.7   | 0.4         | 1.2   |
| ASR_Abortion                | 7                 | HW                | 3                       | 99.4   | 99.4   | 95.7   | 89.3   | 0.2         | 1.2   |
| ASR_OTHER_calves            | 6                 | HW                | 3                       | 99.9   | 99.8   | 98.3   | 90.1   | 0.1         | 1.0   |
| ASR_OTHER_calves            | 2.6               | HW                | 3.5                     | 99.5   | 99.7   | 97.4   | 89.7   | 0.1         | 0.9   |

The optimal alarm threshold is defined as a multiple of the standard error. FP/yr, mean number of false positive alarms per year; T, timeliness in weeks; Se, Sensitivity; Sp, specificity; PPV, the positive predictive value; NPV, the negative predictive value. TS were ordered according to the weekly average number of cases from the largest (top row) to the smallest (bottom row).
TABLE 4 | Detection performances obtained with the optimal algorithm at the optimal alarm threshold.

| Time series               | Very small epidemics (25) | Small epidemics (50) | Medium epidemics (150) |
|---------------------------|---------------------------|----------------------|------------------------|
|                           | Se | Sp | T | CC | Se | Sp | T | CC | Se | Sp | T | CC |
| AMD_mortality_calves      | 60.6 | 89.1 | 2.5 | 24 | 71.6 | 89.3 | 2.6 | 36 | 97.1 | 89.9 | 2.4 | 90 |
| ASR_adults                | 78.8 | 86.7 | 3.6 | 33 | 88.1 | 87.6 | 3.0 | 40 | 100 | 90.0 | 2.1 | 80 |
| AMD_Stilbirth             | 75.1 | 88.1 | 3.0 | 28 | 87.0 | 88.6 | 2.7 | 40 | 100 | 89.7 | 1.6 | 68 |
| AMD_mortality_adults      | 78.3 | 92.0 | 2.9 | 19 | 93.8 | 92.4 | 2.7 | 38 | 100 | 93.5 | 1.4 | 65 |
| AMD_mortality_young       | 80.2 | 94.4 | 3.1 | 20 | 97.4 | 94.8 | 2.5 | 34 | 100 | 96.7 | 1.3 | 67 |
| ASR_GL_adults             | 87.0 | 94.1 | 3.0 | 21 | 98.0 | 95.2 | 2.3 | 29 | 100 | 97.6 | 1.0 | 60 |
| ALIS_BVD                  | 71.8 | 88.8 | 2.6 | 17 | 89.6 | 89.9 | 2.8 | 38 | 100 | 90.1 | 1.6 | 75 |
| ALIS_IBR                  | 71.7 | 89.7 | 2.1 | 14 | 90.4 | 90.3 | 2.0 | 33 | 100 | 91.7 | 1.5 | 71 |
| ALIS_abortion             | 88.0 | 94.0 | 2.9 | 20 | 99.0 | 96.2 | 2.3 | 29 | 100 | 97.9 | 1.0 | 58 |
| ASR_calves                | 83.1 | 96.9 | 3.5 | 23 | 98.0 | 98.2 | 3.0 | 40 | 100 | 99.2 | 1.3 | 66 |
| ASR_RESPI_adults          | 87.8 | 96.8 | 2.9 | 18 | 99.4 | 98.2 | 2.5 | 31 | 100 | 99.1 | 1.0 | 58 |
| ASR_RESPI_calves          | 91.9 | 95.5 | 2.8 | 18 | 100 | 97.9 | 3.0 | 35 | 100 | 98.8 | 1.4 | 67 |
| ASR_GL_calves             | 99.9 | 92.8 | 3.2 | 21 | 100 | 94.9 | 2.0 | 27 | 100 | 95.7 | 0.8 | 62 |
| ASR_Abortion              | 97.0 | 99.3 | 3.2 | 22 | 100 | 99.4 | 2.0 | 30 | 100 | 99.4 | 0.6 | 55 |
| ASR_OTHER_adults          | 99.2 | 99.7 | 3.1 | 21 | 100 | 99.7 | 1.8 | 28 | 100 | 99.7 | 0.4 | 54 |
| ASR_OTHER_calves          | 97.4 | 99.6 | 2.7 | 17 | 100 | 99.6 | 1.5 | 23 | 100 | 99.6 | 0.3 | 59 |

Se, Sensitivity; Sp, specificity; T, timeliness in weeks; CC, cum_cases, cumulative number of cases occurring because of the epidemic when the first alarm was raised. Results obtained for large and very large epidemics are not shown as the detection performances were similar to those obtained for medium epidemics. TS were ordered according to the weekly average number of notifications from the largest (top row) to the smallest (bottom row).

Comparing Syndrome Time Series

The optimal alarm threshold for the optimal algorithm previously selected for each syndrome TS was estimated as the alarm threshold where Se and Sp were at a maximum. This assumes equal costs for false negative and false positive alarms. The detection performances obtained at the optimal alarm thresholds are summarized in Tables 3, 4, and in Appendix 4.

Syndrome TS with lower mean weekly counts (e.g., ASR_RESPI_calves, ASR_GL_calves, ASR_abortion, ASR_OTHER_adults, ASR_OTHER_calves) were better for detecting all epidemics, as there was a general increase in sensitivity and specificity with increased mean weekly counts. This is consistent with the method used for simulating the epidemics. The three syndrome TS with the largest mean weekly counts (e.g., AMD_mortality_calves, ASR_adults, AMD_stillbirth) tended to detect small and very small epidemics later and with a higher average cumulative number of cases at the time of detection than syndrome TS with smaller weekly mean counts. Only half of the syndrome TS were able to detect small epidemics with a sensitivity above 85%. However, all syndrome TS except AMD_mortality_calves detected more than 85% of the small epidemics (i.e., magnitude 25) with a sensitivity above 85%. The CV increased as the mean weekly count of the syndrome TS decreased (Spearman ρ coefficient = 0.610; P = 0.012). The observation that increased detection performance was associated with decreased mean weekly counts was not related to decreasing relative variance in syndrome TS with smaller weekly mean counts.

Small epidemics were detected earlier on average than very small epidemics but with a higher number of cumulative cases. This is consistent with the method used for simulating the epidemics. The three syndrome TS with the largest weekly baseline counts (i.e., AMD_mortality_calves, ASR_adults, AMD_stillbirth) tended to detect small and very small epidemics later and with a higher average cumulative number of cases at the time of detection than syndrome TS with smaller weekly baseline counts. Only half of the syndrome TS were able to detect very small epidemics (i.e., magnitude 25) with a sensitivity above 85%. However, all syndrome TS except AMD_mortality_calves detected more than 85% of the small epidemics (i.e., magnitude 25). Time-series with high weekly counts were very poor for detecting very small and small epidemics. Only syndrome TS with small weekly counts detected more than 90% of the very small epidemics. The syndrome TS with the highest number of reports per week, AMD_mortality_calves, detected only 60.6% of these epidemics. Only the syndrome TS with <200 counts per week on average could detect more than 90% of the small epidemics.

To test the theory that changing the alarm threshold may increase detection performance, we modified the alarm threshold for the 11 aberration detection algorithm-syndrome TS pairs equivalent for both HW and EWMA, but the overall sensitivity and specificity was slightly better with HW. HW was chosen as the most appropriate aberration detection algorithm for ALIS_BVD.
that did not detect more than 90% of the very small epidemics. The smallest alarm threshold able to provide a sensitivity for very small epidemics equal to or above 90% was defined as the optimized alarm threshold. The new detection performances obtained with this optimized alarm threshold are presented in Table 5. Most of the syndrome TS were able to detect more than 90% of the very small epidemics by using the optimized alarm threshold. However, three time series AMD_mortality_calves, ASR_adults, and AMD_stillbirth were never able to reach this level of detection performance even when using a very low alarm threshold (i.e., 0.05 times the standard error of the prediction). In addition, increasing the sensitivity for very small epidemics reduced the overall specificity of the detection. For example the specificity of AMD_stillbirth dropped from 90.2 to 82.1% when the alarm threshold changed from 0.5 to 0.05 times the standard error of the prediction, resulting in more than 7 false alarms per year.

DISCUSSION

In this study, different syndrome TS performed differently depending on the type and magnitude of simulated epidemic, suggesting that all syndrome TS are not equally suited for detecting all types and magnitudes of epidemics. Our study illustrates that the event detection performance is dependent on the characteristics of three components: the syndrome TS, the epidemic, and the aberration detection algorithm. Since these three components are interrelated, they should be evaluated together.

The two detection algorithms used in this study were selected because they are easy to automate and can be implemented on short baseline TS and (30). We expected to see differences in detection performance between the two algorithms for the different epidemic shapes. The EWMA algorithm has been reported to perform well for detecting small but repeated

TABLE 5 | Detection performance obtained with the optimal algorithm at the optimized alarm threshold.

| Time series                  | Optimal algorithm | Optimized alarm threshold | Overall Se | Overall Sp | Very small epidemics (25) | Small epidemics (50) |
|-----------------------------|-------------------|---------------------------|------------|-----------|---------------------------|----------------------|
|                            |                   |                           |            |           | Se | Sp | Se | Sp |                      |                      |
| AMD_mortality_calves        | HW                | 0.05                      | 85.9       | 89.8      | 60.6 | 89.1 | 71.6 | 89.3 |
| ASR_adults                 | HW                | 0.05                      | 96.3       | 86.4      | 87.2 | 82.5 | 94.5 | 83.6 |
| AMD_Stillbirth             | HW                | 0.05                      | 96.3       | 82.1      | 87.1 | 79.3 | 94.6 | 80.1 |
| AMD_mortality_adults       | HW                | 0.05                      | 98.0       | 83.8      | 91.8 | 80.9 | 98.3 | 81.6 |
| AMD_mortality_young        | EWMA              | 0.5                       | 98.6       | 88.5      | 93.6 | 85.8 | 99.7 | 87.0 |
| ASR_GL_adults             | HW                | 1                         | 98.4       | 93.0      | 93.0 | 89.4 | 99.2 | 90.7 |
| ALIS_BVD                  | HW                | 0.5                       | 96.7       | 87.4      | 86.5 | 82.4 | 97.0 | 83.6 |
| ALIS_IBR                  | EWMA              | 0.25                      | 98.7       | 79.2      | 94.0 | 74.9 | 99.6 | 76.3 |
| ALIS-abortion             | HW                | 1                         | 99.2       | 93.8      | 96.1 | 89.4 | 100 | 92.1 |
| ASR_calves                | HW                | 1.5                       | 98.4       | 97.1      | 92.5 | 94.6 | 99.8 | 96.3 |
| ASR_PESPI_adults          | HW                | 1.5                       | 99.0       | 97.3      | 95.4 | 95.0 | 100 | 96.6 |

The optimized alarm threshold is define as a multiple of the standard error. Se, Sensitivity; Sp, Specificity.

FIGURE 5 | Detection performance at the optimal alarm threshold and Mean weekly count. Y axis of the left graph: percentage of specificity (Sp), sensitivity (Se), positive predictive value (PPV), or the negative predictive value (NPV). Y axis of the right graph: number of false positive alarms per year (FP/year) or number of weeks before the first true positive alarm is raised (T = detection timeliness). The different TS can be distinguished using the information provided in Table 2.
differences between observed and expected values, as seen in flat or linear epidemics (16, 21, 23). Holt-Winters method has been reported to be more effective for detecting large epidemics with a sudden increase in cases such as in single peak or exponential epidemics (22, 23). These performance differences were not supported by the results of our study. Somewhat unexpectedly, we identified optimal algorithms for each syndrome TS that performed equally well across all epidemic shapes. The HW algorithm outperformed the EWMA algorithm for most of the syndrome TS (i.e., 14 out of 16 syndrome TS) which confirms reports from previous studies (23, 27). However, the EWMA algorithm outperformed the HW algorithm on the AMD_mortality_young, and ALIS_IBR syndrome TS. This may partially be explained by the high mean weekly counts in these syndrome TS combined with the poor data forecasting performance of the HW algorithm. The latter may be at least partly due to the complex temporal patterns observed in these syndrome TS (see Table 2 and Figure 1) which has been reported to make the HW algorithm less well-adapted to TS (31). There are many other methods available for aberration detection and some of these could also be used for TS selection [see for example (31)]. Adding information about the total cattle population under surveillance and working with proportions instead of count data could also be tested to take into account shifts in submissions and possibly improve detection performance. In addition, testing different values of the smoothing parameters for the EMWA algorithm could be explored for improving detection performance. However, longer historical syndrome TS would be needed to develop better models, especially for syndrome TS in the ALIS database which had <3 years of data.

In our study, overall detection performance (collated for all epidemic types) differed greatly from individual detection performance for epidemics of different magnitudes. It was not surprising that detection performance was lower for small and very small epidemics compared to larger epidemics. Small increases in cases per unit of time can easily remain unnoticed in the background noise of a TS, especially when the TS contains on average, a large numbers of cases per unit of time. Other studies have assessed TS detection performance using epidemics of different magnitude, but only reported overall detection performance by collating the results obtained for epidemics of different magnitude [see for example (17, 24)]. Our study demonstrated that overall detection performance may result in misleading interpretations of the sensitivity and specificity of the surveillance system. Overall detection performance may mask the fact that a specific detection algorithm applied to a specific TS may actually only detect large increases in the number of cases. For example, AMD_mortality_calves syndrome TS performed very well overall (Sensitivity = 85.9 and specificity = 89.9 for all epidemics combined) but performed poorly for detecting very small and small epidemics, as only 60.6% of the very small epidemics and 71.6% of the small epidemics were detected. We strongly recommend that in future studies researchers report the specific detection performance obtained for different epidemic sizes and shapes in order to avoid overestimating the overall detection performance of the surveillance system.

In our study, small epidemics remained largely unnoticed in certain syndrome TS, especially when the mean baseline count, and the background noise were high (e.g., syndrome TS extracted from AMD). Adjusting the alarm threshold is a strategy for increasing sensitivity, but it increases the number of false alarms. Increasing the number of false alarms is a problem when monitoring several syndrome TS at the same time, as surveillance systems monitoring multiple syndromic TS have been reported to intrinsically suffer from a lack of specificity (32). An alternative approach to improve detection performance is to split large syndrome TS into smaller sub-TS or, in other words, to change the level of TS clustering. If syndrome TS are sufficiently large, splitting them into sub-TS can reduce the background noise in the sub-TS. This will increase the ratio of “epidemic cases” to “baseline cases,” and potentially improve detection performance. But only if the epidemic cases are not expected to be split among the sub-TS. For example, when geographical information is available, hierarchical time series approaches (33) or other spatiotemporal methods [see for example (34, 35)] could be used to improve detection performance as epidemics of transmissible diseases are supposed to start in a localized geographical area. When the epidemic is expected to be split among the sub-TS (e.g., when splitting a syndrome TS according to the production type and when all production types are susceptible to the disease), the benefit of splitting the data may be reduced. Splitting the data into different sub-TS should be carefully discussed as the benefit in terms of improved detection performance may not always offset the extra effort needed to properly monitor additional TS. Monitoring syndrome TS with low counts also has disadvantages. There is an increased risk of producing excessive numbers of false positive alarms (24), especially when the mean count per time unit is ≤5 (36, 37).

Syndrome TS that do not perform well for detecting small epidemics may have other uses in surveillance (8). SyS data can be used to define the normal behavior of disease and pathogens in animal populations in the absence of a specific epidemic. This information may have value for setting national benchmarks (38) or for supporting other surveillance programs (39). SyS may provide some evidence for the absence of certain diseases, or it may help to better understand farmers’ production practices and veterinarians’ clinical practices. Bovine Virus Diarrhea and IBR in Switzerland and the associated syndrome TS (ALIS_BVD and ALIS_IBR) are a good illustration of the potential alternative use of syndrome TS. Switzerland started an eradication program for BVD in 2008 which dramatically reduced the number of BVD cases (40) and the country has been officially free from IBR since 1990 (41). In our study, both syndrome TS had poor detection performance. Using other syndrome TS alone or a combination of syndrome TS, could potentially be more effective for early detection of a new epidemic of BVD or IBR in Switzerland. The syndrome TS ALIS_BVD and ALIS_IBR may have more value for monitoring long term trends in the epidemiological situation of the two diseases. This information could be especially relevant for BVD, as Switzerland is not free from the disease. The ALIS_BVD syndrome TS could be used to monitor long term trends in the number of suspect BVD cases, which may be useful.
for monitoring the impact of control measures, or farmer and veterinarian responses to these control programs.

The epidemics used in our study were simulated as vectors containing a fixed number of extra epidemic cases, which were added to all epidemic free baseline syndrome TS. This method proposed by Lotze et al. (25) was chosen because it allows the creation of standardized simulated epidemics that are constant for all syndrome TS being evaluated. Using standardized epidemics allows for the direct comparison of the performance of different syndrome TS. For example, a “small” epidemic will have the same number of epidemic cases when it is inserted into either a small (having a small mean number of cases per unit of time) or large (having a large mean number of cases per unit time) baseline syndrome TS. The size of the inserted epidemic will also be constant for baseline syndrome TS, which have small or large variation in the number of cases per unit of time. The other commonly reported method for epidemic simulation defines the number of epidemic cases as a multiple of the standard deviation of the baseline syndrome TS [see for example (17, 24, 25, 42)]. Both approaches are perfectly suitable for epidemic simulation and the choice of one or the other depends on user preferences (25). However, the second method may not be as easy to use for the direct comparison of syndrome TS that have different standard deviations. Difficulty arises because the size of the simulated epidemics inserted into syndrome TS with different standard deviations will not be the same. For example, a simulated epidemic with a magnitude 2 times the standard deviation will produce 20 epidemic cases for a syndrome TS with a standard deviation of 10, and 200 epidemic cases for a syndrome TS with a standard deviation of 100. Computationally the two methods are comparable because transforming a multiple of the standard deviation into the corresponding number of extra cases and vice versa is quite straightforward. However, interpreting epidemics based on multiples of standard deviations is more difficult and may in some situations result in misleading interpretations of detection performance. For example, consider the case where an algorithm has been shown to detect more than 90% of small simulated epidemics and where the small simulated epidemic magnitude equals 2 times the standard deviation of the syndrome TS being evaluated. This detection performance may appear sufficient for detecting small epidemics, but if the standard deviation of the syndrome TS was quite large, it could mean that only large epidemics were being detected. When the objective of syndrome TS evaluation is to operationalize a SyS system for field use, we recommend the approach used in our study, where each type of simulated epidemic has a constant number of cases for all syndrome TS being evaluated. This approach more closely resembles field situations where we expect the size of an epidemic to have no relationship to the standard deviation of a syndrome TS. It also closely aligns with the way that surveillance practitioners characterize epidemics, which is by counting cases to map epidemic growth and geographic spread. They do not characterize epidemic growth in terms of increases in the number of standard deviations of the baseline case TS.

The objective of the SyS system currently being developed in Switzerland is to detect an epidemic of any disease in the Swiss cattle population. Based on our approach and results, most of the syndrome TS considered in this study may have value for this SyS system. Indeed, it was possible to accurately and timely detect small changes occurring in most of the syndrome TS considered. Our results also indicated that some syndrome TS should be excluded from an early detection SyS system because of their poor detection performance. This is the case for the syndrome TS ALIS_IBR and ALIS_BVD. However, they may have value for other surveillance purposes. The syndrome TS extracted from the AMD dataset also performed poorly and their usefulness for early epidemic detection is questionable. Except for the AMD_stillbirth, syndrome TS, all other syndrome TS from the AMD dataset consisted of counts of cattle mortalities. Cattle mortalities may not be the best indicator for early disease detection. To obtain a detectable signal in these syndrome TS, the excess mortality from an epidemic in the population would have to be high. High mortality is easily noticed by veterinarians or farmers and would likely be reported through traditional passive surveillance. Smaller epidemics caused by diseases with low mortality could remain unnoticed or signals may not be generated in these syndrome TS until late in the course of an epidemic. However, cattle mortality syndrome TS may be of interest for investigating the consequences of an epidemic. The objective of our study was to present a method that surveillance practitioners could use to help select syndrome TS-event detection pairs for inclusion in a surveillance system. The method estimates the minimum size of various types of simulated epidemics that could potentially be detected in syndrome TS-event detection pairs. We wish to point out that this is not the only evaluation criterion that should be used to select TS for inclusion in a SyS system. Before drawing any final conclusion regarding which syndrome TS to include in the Swiss SyS system, other selection criteria such as the representativeness and quality of the data should be carefully considered (10, 43–45). For example, the ASR data that we used did not contain data about the Swiss beef cattle population, which might reduce the benefit of this data source for disease early detection. Assessing the population coverage of this data source would be essential before including this data source in a national surveillance system. The lack of consistency in the definition of stillbirth in the AMD data may also be an issue and might lead to inconsistent data reporting. We recommend a holistic approach that considers all TS characteristics. The criterion “the minimum size of event that could be detected in syndrome TS-event detection pairs” that we presented in this study should be only one of the criteria considered. In addition, in this study TS were evaluated individually but in future studies it would be interesting to evaluate TS together using multivariate aberration detection algorithms.

**CONCLUSION**

Our study results demonstrate that syndrome TS are not all of equal value for early epidemic detection. Event detection performance is dependent on the characteristics of the syndrome TS, the nature of the epidemic being targeted, and the event detection algorithm. Final selection of specific syndrome TS for
inclusion in an operational SyS system will be dependent on the performance characteristics of the syndrome TS and also on the goals of the surveillance initiative. It is not possible to set specific decision rules that can apply to all situations. However, the results of our study suggest that surveillance system designers should carefully assess each candidate syndrome TS before including it in their early epidemic surveillance system. The assessment should include fitting an optimal event detection algorithm to the syndrome TS and then evaluating the detection performance of the syndrome TS-algorithm pair on a variety of epidemic types. Only those syndrome TS which have acceptable performance for epidemics types that are similar to epidemics of the disease under surveillance should be included in the SyS system. Evaluating the ability of syndrome TS for early detection of epidemics is essential for selecting syndrome TS for a syndromic surveillance system, as early epidemic detection is the central task of syndromic surveillance.

DATA AVAILABILITY STATEMENT

The datasets for this study will not be made publicly available because the data contain confidential information on Swiss farms that cannot be shared with a third party.

REFERENCES

1. Collaboration F-O-W. Global Early Warning and Response for Major Animal Diseases, Including Zoonoses (GLEWS). (2006). Available online at: http://www.oie.int/doc/pdf/D11304.PDF (accessed July 25, 2019).
2. Collaboration F-O-W. GLEWS, The Joint FAO-OIE-WHO Global Early Warning System for Health Threats and Emerging Risks at the Human-Animal-Ecosystems Interface. (2013). p. 1–12. Available online at: http://www.glews.net/wp-content/uploads/2013/12/04_GLEWSConcept-20-11.pdf (accessed July 25, 2019).
3. Doeherr MG, Audigé L. Monitoring and surveillance for rare health-related events: a review from the veterinary perspective. Philos Trans R Soc Lond B Biol Sci. (2001) 356:1097–106. doi: 10.1098/rstb.2001.0898
4. FAO. Risk-Based Surveillance - A Manual for Veterinarians on the Design and Analysis of Surveillance for Demonstration of Freedom From Disease. Rome: FAO (2014).
5. Salmon M, Stärk KDC, Zepeda C. Quality assurance applied to animal disease surveillance systems. Rev Sci Tech. (2003) 22:689–96. doi: 10.20506/rst.22.2.1431
6. Project TS. Guideline for Designing and Implementing a Syndromic Surveillance System. (2011). Available online at: https://webgate.ec.europa.eu/chaefas_pdb/assets/files/pdb/20091112/20091112_d08_giss_en_ps.pdf (accessed October 25, 2019).
7. Choi J, Cho Y, Shim E, Woo H, Schlipkötter U, Lombardo M, et al. Web-based infectious disease surveillance systems and public health perspectives: a systematic review. BMC Public Health. (2016) 16:1238. doi: 10.1186/s12889-016-3893-0
8. Dorea F, Vial F. Animal health syndromic surveillance: a systematic literature review of the progress in the last 5 years (2011–2016). Vet Med Res Rep. (2016) 7:157–70. doi: 10.2147/VMRR.S90182
9. Hopkins RS, Tong CC, Burkom HS, Akkina JE, Berezowski J, Shigematsu M, et al. An practitioner-driven research agenda for syndromic surveillance. Public Health Rep. (2017) 132:1165–265. doi: 10.1177/0033547317709784
10. Vial F, Berezowski J. A practical approach to designing syndromic surveillance systems for livestock and poultry. Prev Vet Med. (2015) 120:27–38. doi: 10.1016/j.prevetmed.2014.11.015
11. Struchen R, Reist M, Zinzigst I, Vial F. Investigating the potential of reported cattle mortality data in Switzerland for syndromic surveillance. Prev Vet Med. (2015) 121:1–7. doi: 10.1016/j.prevetmed.2015.04.012
12. Dorea FC, Revie CW, McEwen BJ, McNab WB, Kelton D, Sanchez J. Retrospective time series analysis of veterinary laboratory data: preparing a historical baseline for cluster detection in syndromic surveillance. Prev Vet Med. (2013) 109:219–27. doi: 10.1016/j.prevetmed.2012.10.010
13. Tsui FC, Wagner MM, Dato V, Chang CC. Value of ICD-9 coded chief complaints for detection of epidemics. Proc AMIA Symp. (2001) 9:711–5. doi: 10.1197/jamia.M1224
14. Faverjon C, Vial F, Andersson MG, Lecollinet S, Leblond A. Early detection of West Nile virus in France: quantitative assessment of syndromic surveillance system using nervous signs in horses. Epidemiol Infect. (2017) 145:1044–57. doi: 10.1017/S0950268816002946
15. Box GE, Jenkins GM, Reinsel GC. Time Series Analysis: Forecasting & Control. 4th ed. Hoboken, NJ: Wiley (2008). Available online at: https://www.oreilly.com/library/view/time-series-analysis/9780470272848/ (accessed July 25, 2019).
16. Chai T, Draxler RR. Root mean square error (RMSE) or mean absolute error (MAE)? – Arguments against avoiding RMSE in the literature. Geosci Model Dev. (2014) 7:1247–50. doi: 10.5194/gmd-7-1247-2014
17. Choi BY, Kim H, Go UY, Jeong JH, Lee JW. Comparison of various statistical methods for detecting disease outbreaks. Comput Stat. (2010) 25:603–17. doi: 10.1007/s00180-010-0191-7
18. Wang X. Characteristic-based clustering for time series data. Data Min Knowl Disc. (2006) 13:335–64. doi: 10.1007/s10618-005-0039-x
19. Chatfield C, Yar M. Holt-Winters forecasting : some practical issues. J Forecast. (1985) 4:1–28. doi: 10.1002/for.3980040103
20. Gardner ES. Exponential smoothing: the state of the art. J Forecast. (1988) 7:1247–50. doi: 10.1002/for.3980040103
21. Hunter JS. The exponentially weighted moving average. J Qual Technol. (2004) 36:133–44. doi: 10.1080/00224065.1996.11979014
22. Saghir A, Lin Z. Control charts for dispersed count data: an overview. Qual Reliab Eng Int. (2014) 31. doi: 10.1002/qre.1642
23. Kalekar PS. Time series forecasting using holt-winters exponential smoothing. Kanwal Rekhi Sch Inf Technol. (2004) 4329008:1–13.
24. Dórea FC, McEwen BJ, McNab WB, Revie CW, Sanchez J, Do FC. Syndromic surveillance using veterinary laboratory data: data pre-processing and algorithm performance evaluation. *J R Soc Interface*. (2013) 10:20130114. doi: 10.1098/rsif.2013.0114

25. Lotze T, Shmueli G, Yahav I. *Simulating Multivariate Syndromic Time Series and Outbreak Signatures*. Robert H. Smith School Research Paper No. RHS-06-054. (2007). Available online at: http://ssrn.com/abstract=990020 (accessed October 25, 2019).

26. R Development Core Team. *R: A Language and Environment for Statistical Computing*. (2008). Available online at: http://www.r-project.org (accessed July 25, 2019).

27. Ripley B, Venables B, Bates D, Hornik K, Gebhardt A, Firth D. Functions and Datasets for Venables and Ripley's MASS. *R*: A Language and Environment for Statistical Computing. (2008). Available online at: http://robjhyndman.com/talks/melbournerug/ (accessed May 25, 2019).

28. Hyndman RJ. Forecasting Time Series Using R. *J Am Stat Assoc.*. (2007) 102:1513–27. doi: 10.1198/jasa.2011.tm09771

29. Dórea FC, Widgren S, Lindberg A. Vetsyn: an R package for veterinary syndromic surveillance. *Prev Vet Med.* (2015) 122:21–32. doi: 10.1016/j.prevetmed.2015.10.002

30. Alkhamis M, Willeberg P, Carlsson U, Carpenter T, Perez A. Alternative scan-based approaches to identify space-time clusters of highly pathogenic avian influenza virus H5N1 in wild birds in Denmark and Sweden in 2006. *Avian Dis.*. (2012) 56:1040–8. doi: 10.1637/10192-041012-Reg.1

31. De Livera AM, Hyndman RJ, Snyder RD. Forecasting time series with complex seasonal patterns using exponential smoothing. *BMC Vet Res.*. (2012) 175:49–82. doi: 10.1111/j.1467-985X.2011.00114.x

32. Vial F, Wei W, Held L. Methodological challenges to multivariate syndromic surveillance using veterinary laboratory data: data pre-processing and outbreak detection based on the intend application: a conceptual framework. *J R Soc Interface*. (2013) 10:20130114. doi: 10.1098/rsif.2013.0114

33. Dórea FC, McEwen BJ, McNab WB, Revie CW, Sanchez J, Do FC. Syndromic surveillance using veterinary laboratory data: data pre-processing and algorithm performance evaluation. *J R Soc Interface*. (2013) 10:20130114. doi: 10.1098/rsif.2013.0114

34. Faverjon C, Berezowski J. Measuring outbreak-detection performance by using controlled feature set simulations. *MMWR Morb Mortal Wkly Rep.*. (2004) 53:130–6. doi: 10.1002/sim.2835

35. Unkel S, Farrington CP, Garthwaite PH, Robertson C, Andrews N, Statistical methods for the prospective detection of infectious disease outbreaks: a review. *J R Stat Soc Ser A.*. (2012) 175:49–82. doi: 10.1111/j.1467-985X.2011.00114.x

36. Zhou H, Burkom H, Winston C, Dey A, Ajani U. Automated comparison of aberration detection algorithms for biosurveillance systems. *Biomed Inform.*. (2015) 57:446–55. doi: 10.1016/j.jbi.2015.08.023

37. Rogerson PA, Yamada I. *Approaches to Syndromic Surveillance When Data Consist of Small Regional Counts*. (2004). Available online at: http://www.cdc.gov/mmwr/preview/mmwrhtml/su5301a18.htm (accessed July 25, 2019).

38. Brouwer H, Stegeman JA, Straatsma JW, Hooijer GA, van Schaik G. The validity of a monitoring system based on routinely collected dairy cattle health data relative to a standardized herd check. *Prev Vet Med.* (2015) 122:76–82. doi: 10.1016/j.prevetmed.2015.09.009

39. Veldhuis A, Brouwer-Middlesch H, Marceau A, Madousasse A, Van der Stede Y, Fourichon C, et al. Application of syndromic surveillance on routinely collected cattle reproduction and milk production data for the early detection of outbreaks of Bluetongue and Schmallenberg viruses. *Prev Vet Med.* (2015) 124:13–24. doi: 10.1016/j.prevetmed.2015.12.006

40. Zimmerli U, Presi P, Heim D. *BVD-eradikationsprogramm in der Schweiz: Erste zwischenbilanz und ausblick. Schweiz Arch Tierheilkd.*. (2009) 151:5–11. doi: 10.1024/0036-7281.151.1.5

41. Ackermann M, Müller H, Bruckner L, Kühm U. Eradication of infectious bovine rhinotracheitis in Switzerland: review and prospects. *Vet Microbiol.*. (1990) 23:365–70. doi: 10.1016/0378-1135(90)90168-U

42. Mandl KD, Reis B, Cassa C. Measuring outbreak-detection performance by using controlled feature set simulations. *MMWR Morb Mortal Wkly Rep.*. (2004) 53:130–6. doi: 10.1037/e307182005-024

43. Mandl KD, Overhage JM, Wagner MM, Lober WB, Sebastiani P, Mostashari F, et al. Implementing syndromic surveillance: a practical guide informed by the early experience. *J Am Med Inform Assoc.*. (2004) 11:141–50. doi: 10.1136/jama.115356

44. Unkel S, Farrington CP, Garthwaite PH, Robertson C, Andrews N. Methodological approaches to identify space-time clusters of highly pathogenic avian influenza virus H5N1 in wild birds in Denmark and Sweden in 2006. *Avian Dis.*. (2012) 56:1040–8. doi: 10.1637/10192-041012-Reg.1

45. Burkom HS, Murphy SP, Shmueli G. Automated time series forecasting for biosurveillance. *Stat Med.*. (2007) 26:4202–18. doi: 10.1002/sim.2835

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Faverjon, Schärer, Hadorn and Berezowski. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.