A joint measurement of galaxy luminosity functions and large-scale field densities during the Epoch of Reionization
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ABSTRACT
One of the most exciting advances of the current generation of telescopes has been the detection of galaxies during the epoch of reionization, using deep fields that have pushed these instruments to their limits. It is essential to optimize our analyses of these fields in order to extract as much information as possible from them. In particular, standard methods of measuring the galaxy luminosity function discard information on large-scale dark matter density fluctuations, even though this large-scale structure drives galaxy formation and reionization during the Cosmic Dawn. Measuring these densities would provide a bedrock observable, connecting galaxy surveys to theoretical models of the reionization process and structure formation. Here, we use existing Hubble deep field data to simultaneously fit the universal luminosity function and measure large-scale densities for each Hubble deep field at \( z = 6-8 \) by directly incorporating priors on the large-scale density field and galaxy bias. Our fit of the universal luminosity function is consistent with previous methods but differs in the details. For the first time, we measure the underlying densities of the survey fields, including the most over/under-dense Hubble fields. We show that the distribution of densities is consistent with current predictions for cosmic variance. This analysis on just 17 fields is a small sample of what will be possible with the James Webb Space Telescope, which will measure hundreds of fields at comparable (or better) depths and at higher redshifts.
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1 INTRODUCTION

Over the past three decades, astronomers have put enormous effort – and time with facilities like the Hubble Space Telescope (HST) – into observing the most distant galaxies. As we approach the era of the James Webb Space Telescope (JWST), we expect a revolution in our understanding of the early Universe. JWST’s first observational campaigns will uncover many interesting and complex phenomena in the Cosmic Dawn, but interpreting these new observations will require a solid bedrock of survey analysis.

A key observable of the Cosmic Dawn is the galaxy luminosity function, which describes the galaxy population and its growth as a whole. Much effort has been put into its study, as its evolution in shape and normalization have important implications for the ways galaxies form and evolve (see e.g., Schenker et al. 2013; McLure et al. 2013; Bouwens et al. 2015; Finkelstein et al. 2015; Bowler et al. 2015; Livermore et al. 2017; Atek et al. 2018; Oesch et al. 2018; Behroozi et al. 2019; Bouwens et al. 2021; Finkelstein et al. 2022). These studies have pinned down the abundance of relatively bright galaxies at \( z \lesssim 8 \), with results largely consistent with models extrapolated from lower redshift (see e.g., Tacchella et al. 2013; Mason et al. 2015; Furlanetto et al. 2017; Mirocha et al. 2017). However, above \( z \gtrsim 9 \), galaxies are currently too rare to decisively measure their abundances, although the observations still provide important insights into early galaxies (Oesch et al. 2013, 2015; Bouwens et al. 2015; Ishigaki et al. 2015; McLeod et al. 2015, 2016; Bouwens et al. 2019; Roberts-Borsani et al. 2022). These measurements have been possible thanks to several large observing campaigns across a few distinct fields; only by combining many such efforts have astronomers managed to obtain the current constraints.

One of the (many) challenges in measuring the luminosity function is the uncertainty due to cosmic variance1: the normalization and shape of the luminosity function differ between distinct volumes due to fluctuations in the large-scale dark matter density field (see Figure 1, and Trapp & Furlanetto 2020). However, to the extent that it reflects real large-scale structure in the Universe, cosmic variance is not just a nuisance; it is itself a key driver of both galaxy formation and

1 In this paper, we use the term “cosmic variance” to describe dark matter density fluctuations between volumes in our Universe and the subsequent consequences for the galaxy population. To be precise, this is a case of sample variance. The term cosmic variance is sometimes reserved for the errors stemming from having only one Universe to observe.
reionization during the Cosmic Dawn. If large-scale densities can be measured, they can complement the luminosity function as another bedrock observable. The insights to be gained from such measurements include: (i) Reionization likely began in the densest parts of the Universe and ended in the largest voids. Identifying such over/under-densities is an area of great interest (see e.g. Zitrin et al. 2015; Jung et al. 2020; Tilvi et al. 2020; Hu et al. 2021; Endsley et al. 2021; Becker et al. 2018; Davies et al. 2018; Christenson et al. 2021). (ii) Large-scale feedback mechanisms, driven by large-scale structure, are likely to strongly affect the galaxy population before and during reionization (Thoul & Weinberg 1996; Iliev et al. 2007; Noh & McQuinn 2014). (iii) Measuring large-scale densities at early times facilitates the understanding of the assembly history of rare objects like galaxy clusters (e.g., Chiang et al. 2017), which form from the densest environments. (iv) Finally, comparing large-scale density measurements from surveys with theoretical predictions of cosmic variance can help test models of the galaxy–halo connection (Trapp & Furlanetto 2020).

In Trapp et al. (2022), we developed a framework that simultaneously measures field densities and the high-$z$ luminosity function given a set of galaxy surveys. Unlike the standard approach to estimating luminosity functions, which acknowledges the existence of cosmic variance but does not attempt to model it, our new framework uses Bayesian statistics to fold into a comprehensive model of cosmic variance (Trapp & Furlanetto 2020) and its effect on the galaxy population (which changes the shape of the luminosity function, see Figure 1). As a result, our method also measures the large-scale densities of the survey fields. We then predicted the precision of various JWST cycle-1 surveys, finding that these surveys can measure field densities to the maximum precision allowed by Poisson noise. We also found these surveys can measure the luminosity function at $z = 12$ with comparable precision to HST’s existing constraints at $z = 8$, but only if the data sets can be combined effectively.

In this paper, we apply that same framework to existing HST galaxy data from Bouwens et al. (2021) and Finkelstein et al. (2015) (see Table 1). We obtain a new measurement of the galaxy luminosity function for $z = 6–8$ and, for the first time, measure the underlying large-scale density of every HST survey field in this data set. This work also demonstrates the power of measuring field densities, with an eye forward to the much larger, deeper, and more comprehensive data set that will be arriving in cycle-1 of JWST, allowing for many more densities to be measured at higher precision.

After analyzing the existing data with our framework, we compare to earlier luminosity function estimates and present the environment measurements. We also develop a new method of calculating individual field densities after a global luminosity function fit. This method drastically reduces computation time required to obtain field densities with a minimal loss in precision.

In section 2, we describe the data sets we use, briefly summarize the framework from Trapp et al. (2022), and describe the new method of measuring environments. In sections 3 and 4, we present our new measurements of the $z = 6–8$ luminosity function and field densities. In section 5 we discuss our results.

We use the following cosmological parameters: $\Omega_m = 0.308$, $\Omega_\Lambda = 0.692$, $\Omega_b = 0.0484$, $h = 0.678$, $\sigma_8 = 0.815$, and $n_s = 0.968$, consistent with recent Planck Collaboration XIII results (Planck Collaboration et al. 2016). We provide all distances in comoving units. We present all luminosities as rest-frame ultra-violet (1500 – 2800 Å) luminosities, and all magnitudes are AB magnitudes.

2 METHODS AND DATA

2.1 Fitting the luminosity function

We fit a Schechter luminosity function to galaxy catalogs using a Bayesian fitting framework. This framework is described in detail in section 2.1 and 2.2 of Trapp et al. (2022), but we summarize it here.

Let us assume that the average number density of galaxies with absolute magnitudes between $(M, M + dM)$ is described by $\Phi_e(M, z) dM$, which is a Schechter function with the following redshift-dependent parameters $\phi^*$: (i) the normalization $\phi^*$, (ii) the characteristic magnitude $M^*$, and (iii)

\begin{figure}[h]
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\caption{The strength of cosmic variance, or fractional standard deviation in galaxy abundance, as a function of apparent magnitude used in Section 2.1. A value of e.g., 0.3 corresponds to a galaxy over-density of 30% for a 1-\textsigma over-dense region (not accounting for Poisson noise). Thick solid lines are for a 50 arcmin$^2$ survey and thin dashed lines are for a 5 arcmin$^2$ survey, both with $\Delta z = 1$. The strength of cosmic variance becomes more dependent on magnitude at higher redshift and for smaller volumes; cosmic variance significantly affects the shape of the luminosity function in these cases. The $^\ast$ markers show where we would expect to find $\sim 1$ source at the indicated magnitude in a survey. This is to mark where Poisson noise dominates.}
\end{figure}

\footnote{For $z = 6–8$, the data-set from Bouwens et al. (2021) is the same as Bouwens et al. (2015) with the addition of the COSMOS, UDS, and EGS fields.}

\footnote{This wavelength range corresponds to $H$-band in the redshift range of $z \approx 5–9$ and $K$-band for $z \approx 8–12$.}
the faint-end power-law slope $\alpha$:

$$\Phi_{\text{avg}}(M, z) dM = (0.4 \ln 10) \phi^{*} [10^{0.4(M^* - M)}]^{\alpha+1} \exp[-10^{0.4(M^* - M)}] dM.$$  

(1)

The luminosity function that can actually be observed also depends on: (i) the effects of cosmic variance and (ii) observational features like the completeness and contamination functions (which we combine into a single function $f(M, z)$) that are unique to each survey volume. The luminosity function in each survey volume becomes:

$$\Phi_{\text{obs}}(M, V, z, \delta) = f(M, z) \cdot \Phi_{\text{avg}}(M, z) \left( 1 + \frac{\delta}{\sigma_{PB}} \varepsilon_{cv}(M, V, z) \right).$$  

(2)

where $\delta = (\rho - \bar{\rho})/\bar{\rho}$ is the relative linear dark matter density in the volume $V$, $\sigma_{PB}$ is the rms fluctuation of the linear dark matter density field on the scale $V$ (‘PB’ refers to the pencil-beam shape typical of real surveys), and $\varepsilon_{cv}(M, V, z)$ parameterizes the luminosity-dependent cosmic variance using the model from Trapp & Furlanetto (2020).

The cosmic variance function $\varepsilon_{cv}(M, V, z)$ combines non-linear halo clustering with a self-consistent analytical galaxy model (see Figure 1 for example values of $\varepsilon_{cv}$). It also corrects for the ‘pencil-beam’ shape of survey volumes and is comparable to simulation-based estimates of cosmic variance from Bhowmick et al. (2020) and Ucci et al. (2021). The largest uncertainty in $\varepsilon_{cv}$ comes from the models of non-linear halo clustering; $\varepsilon_{cv}$ varies $\sim 25\%$ between models. The galaxy model can also affect $\varepsilon_{cv}$, although to a much lesser extent because $\varepsilon_{cv}$ is not a strong function of magnitude (at increasing redshift, however, $\varepsilon_{cv}$’s dependence on magnitude increases). We test the impact of uncertainty in $\varepsilon_{cv}$ on our results in section 4.2.3. For more information on $\varepsilon_{cv}$, we refer the reader to Trapp & Furlanetto (2020), where we provide a full description of the construction of $\varepsilon_{cv}$, explore its uncertainties and model dependence, and quantitatively compare to simulation-based estimations of cosmic variance from Bhowmick et al. (2020) and Ucci et al. (2021). We make $\varepsilon_{cv}$ available to the public via the Python package: galcv.

Given data $\bar{D}$ from a large suite of galaxy surveys composed of $N_i$ fields each with their own volume, $f(M, z)$, and density $\delta$, we would like to determine the probability density of the luminosity function parameters given the data: $p(\vec{\phi}|\bar{D})$, where $\bar{D}$ contains many galaxies with measured magnitudes and redshifts. We are also interested the probability density of the dark matter densities of the $N_i$ fields given the data: $p(\vec{\delta}|\bar{D})$, where $\vec{\delta}$ is a vector containing $\delta$ for each survey. Starting with the joint posterior $p(\vec{\phi}, \vec{\delta}|\bar{D})$ and applying Bayes’ theorem, we have:

$$p(\vec{\phi}, \vec{\delta}|\bar{D}) \propto p(\bar{D}|\vec{\phi}, \vec{\delta}) \times p(\vec{\phi}) \times p(\vec{\delta})$$  

(3)

where $p(\bar{D}|\vec{\phi}, \vec{\delta})$ is the likelihood $\mathcal{L}$ given the average luminosity function parameters and densities, and $p(\vec{\phi})$ and $p(\vec{\delta})$ are their priors. We assume flat priors for each luminosity function parameter. The prior for each density $p(\delta_i)$ is simply a normal function centered at zero with standard deviation equal to $\sigma_{PB,i}$.

From Trapp et al. (2022), the log likelihood is

$$\ln \mathcal{L} \propto \sum_{i} \ln \left[- n_{i,\text{exp}} + \sum_{j} \ln \Phi_{\text{avg}}(M_j, \bar{\phi}_i) + \ln \left( 1 + \frac{\delta_i}{\sigma_{PB,i}} \varepsilon_{cv,i}(M_j, V_i) \right) \right].$$  

(4)
where the first sum is over each field, and the second sum is over each source in the $i^{th}$ field. Also, $n_i,\text{exp}$ is the number of sources expected in the $i^{th}$ field given the average luminosity function parameters $\vec{\phi}_{\text{avg}}$ and the local density $\delta_i$. We can then write the posterior as

$$p(\vec{\phi}, \delta|\vec{D}) \propto L \times p(\delta) \times p(\vec{\phi}).$$

(5)

Finally, we can marginalize over $\vec{\phi}$ or $\delta$ to get $p(\delta|\vec{D})$ or $p(\vec{\phi}|\vec{D})$, respectively.

At these high redshifts, the exponential cutoff can be poorly sampled by data. If $M^*$ is brighter than the brightest galaxy in the sample, the data would be better fit by a single power-law. This results in an extreme degeneracy between the normalization $\phi^*$ and cutoff location $M^*$. To address this,
we restrict the value of $M^*$ in our fits to be fainter than the brightest galaxy in our sample.

When $\varepsilon_{cv}$ becomes large, the factor $(1 + \delta/\sigma_{PB} \cdot \varepsilon_{cv})$ can become negative for moderate under-densities, implying a negative expectation value for the number of galaxies. This is a limitation of the Gaussian approximation to cosmic variance; in reality, we must have $\delta \geq -1$. The dark matter fluctuations on the relevant scales (of the survey fields) are much smaller than this, but the relative density of highly-biased, luminous galaxies can reach this limit. Cosmic variance’s effects on a local luminosity function are better described by a distribution function in which the probability density vanishes at negative number counts but reduces to a Gaussian when $\varepsilon_{cv}$ is small, like a log-normal or gamma distribution. In this paper, we use the latter, and the observed luminosity function becomes

$$\Phi_{\text{obs}}(M, V, z, \delta) = f(M, z) \cdot f_T(x, k, \theta),$$  

where the gamma distribution $f_T$ is defined as

$$f_T(x) = \frac{1}{\Gamma(k)\theta^k} x^{k-1} e^{-x/\theta^2}. \tag{7}$$

The mean of this distribution is $k\theta$ and the variance is $k\theta^2$. We choose $k$ and $\theta$ such that those values match the Gaussian case: $k\theta = \Phi_{\text{avg}}(M, z)$ and $k\theta^2 = \Phi_{\text{avg}}(M, z)^2 \sigma_{cv}^2(M, V, z)$. $\Gamma(k)$ is the gamma function. The variable $x$ is chosen such that the the gamma cumulative distribution function at $x$ is equal to the normal cumulative distribution function at $\delta/\sigma_{PB}$. This switch also carries over to the likelihood function in the following way:

$$\ln \mathcal{L} \propto \sum_{i=1}^{N_i} \left[ -n_{i,\text{exp}} + \sum_j n_{i,j} \ln f_T(x, k, \theta) \right]. \tag{8}$$

### 2.2 Data Sets

Our analysis makes use of existing data in the redshift range $z = 6$–8. We use the public galaxy catalogs from Bouwens et al. (2021) and Finkelstein et al. (2015). Table 1 lists the fields used and the number counts of galaxies in those fields from each group. These catalogs contain photometric redshift and rest-frame UV magnitudes for each galaxy in their samples. We also use the completeness and contamination functions calculated for each field by those groups. These functions are obtained by simulations and become uncertain for very faint galaxies, which can affect the results. For Finkelstein et al. (2015)/Bouwens et al. (2021), we discard all sources fainter than the magnitude at which the effective volume curve drops below 50%/33%, respectively.

The Bouwens et al. (2021) data set contains all the fields covered by Finkelstein et al. (2015), plus four additional HST parallel fields and three shallow wide field surveys. Where they overlap, these two groups start with similar raw data, but use different selection criteria and reduction pipelines. For example, their filter thresholds select galaxies over slightly different redshift intervals, as specified in Table 1. We consider both final data sets in parallel to compare their results and to test the robustness of our method for calculating large-scale environments in regards to these systematic choices.

A challenge of considering the density of each field is the expanded dimensionality of the parameter space; each field introduces a new density parameter to the fit. That new parameter has a tight prior, however: a normal distribution centered at zero with standard deviation equal to $\sigma_{PB,i}$, as all of these fields are large enough to be in the linear regime. Unfortunately, sampling the posterior with many sub-fields can still be costly. To alleviate this limitation, in Trapp et al. (2022) we developed a method to combine many different fields into “composite” fields with a single density parameter and an “effective” cosmic variance value, with the treatment of the combination depending on whether the fields are contiguous or treated as independent. In this work, we combine the following groups of fields into “composite” fields:

(i) **GS**: CANDELS-GS-DEEP, ERS, and CANDELS-GS-WIDE are combined continuously.

(ii) **GN**: CANDELS-GN-DEEP and CANDELS-GN-DEEP are combined continuously.

(iii) **PAR**: HUDF09-1, HUDF09-2, MACS0416-Par, and Abell 2744-Par are combined independently. For fits with Bouwens et al. (2021) data, this grouping also includes MACS0717-Par, MACS1149-Par, Abell S1063-Par, and Abell 370-Par.

(iv) **XDF**: The HUDF/XDF field is not combined with any others.

(v) **UCE**: For fits with Bouwens et al. (2021) data, the CANDELS-UDS, CANDELS-COSMOS, and CANDELS-EGS fields are combined independently.

We test the effects of these combinations in section 4.2. In short, we find that combining fields can have a non-negligible effect, but the changes are well within the current uncertainties, so the existing HST data do not demand a more intensive treatment.
2.3 Measuring environments

In the previous section, we combined survey fields in order to speed up the calculation of the luminosity function posterior. Unfortunately, the densities of the individual fields are lost when combining them in this way (except for HUDF/XDF, which is not combined with other fields). In this section, we introduce a new “post-processing” method to measure their densities efficiently.

We want $p(\delta_i | D_i)$ for the $i^{th}$ field. The likelihood $\mathcal{L}_i = p(D_i | \delta_i, \phi)$ of the data is similar to equation (4), but applied only to one field:

$$\ln \mathcal{L}_i \propto -n_{i, \text{exp}} + \sum_j n_j \ln f_r(x, k, \theta).$$

(9)

The posterior for the density of the $i$th field then becomes

$$p(\delta_i | \bar{D}) \propto p(\delta_i) \int \mathcal{L}_i \times p(\phi)d\phi,$$

(10)

where the prior on the Schechter parameters $p(\phi)$ is the posterior on those parameters that were found using section 2.1. Technically, the Schechter parameter prior $p(\phi)$ and the likelihood $\mathcal{L}_i$ are not completely independent, as the data from the $i^{th}$ field was used to create $p(\phi)$. The correct thing to do is recalculate the $p(\phi)$ using all fields except the field for which we wish to measure the density. However, this procedure would require re-calculating $p(\phi)$ $N_f$ times, which would be very computationally expensive. Further, each individual field is only a small part of the data set, having a small effect on the calculation of $p(\phi)$, making them only weakly correlated. We verify this claim in section 4.2.

3 MEASUREMENTS OF THE LUMINOSITY FUNCTION

We plot the Bouwens et al. (2021) and Finkelstein et al. (2015) data with our best-fit average luminosity functions and each composite field’s luminosity function in Figure 2. Figure 3 is an example of the Schechter function parameter posteriors produced by our framework. We provide full Schechter function fit posteriors along with this work as supplementary data (see Data Availability Section).

3.1 Comparison of luminosity function parameters

Figure 4 compares the Schechter function parameter measurements using our method with the results of Finkelstein et al. (2015) and Bouwens et al. (2021). While our results agree broadly with these works, we do differ in the details. This is not surprising, as our method is more constrained when it comes to the normalization of each individual field and allows for slightly different luminosity function shapes through cosmic variance (Trapp & Furlanetto 2020; Trapp et al. 2022). In particular, compared to Bouwens et al. (2021), our framework prefers a 1-σ lower $\phi^*$ and 1.5-σ lower $M^*$ at $z = 6$. At $z = 7$, our framework prefers a 1-σ higher $\phi^*$ and 1.5-σ shallower $\alpha$. At $z = 8$, our framework prefers a 1-σ higher $\phi^*$ and 1-σ shallower $\alpha$. In their work, Bouwens et al. (2021) include a treatment of the uncertainty in measured source luminosity, an effect not considered in this work. This would have the strongest effect at the bright end of the luminosity function, and could contribute to the different findings for the highly-correlated $M^*$ and $\phi^*$. Despite these differences, our best-fit luminosity function matches the total number density of sources measured by Bouwens et al. (2021) between $m_{\text{app}} = 26 - 29$ within 10% at all redshifts. Our framework recovers the Finkelstein et al. (2015) results within 1-σ across the board. However, our best-fit luminosity function predicts 10%, 20%, and 35% more sources than Finkelstein et al. (2015)’s at $z = 6, 7, \text{and}$ 8, respectively (between $m_{\text{app}} = 26 - 29$).

3.2 Exploring systematics

There are many subtleties that affect the measurement of the luminosity function. For example, in our framework, the choice of where to cut off the faintest sources when fitting the luminosity function can have a $\sim 1$-σ effect on the resulting parameters, especially for the faint-end slope. This systematic will be immediately improved in the first cycle of JWST data, with multiple large and deep galaxy surveys like PRIMER, CEERS, JADES, PANORAMIC, WDEEP, and COSMOS-Web. At present, differing treatments of the faint end contribute to the differences between methods shown here.

Different groups also have different selection criteria and analysis pipelines. They may therefore be probing slightly different populations of galaxies or physical locations. For example, the results reported in Bouwens et al. (2021) and Finkelstein et al. (2015) agree with one another at the level of 1-2-σ, with Finkelstein et al. (2015) preferring a lower normalization parameter and steeper faint-end slope. At $z = 6, 7, \text{and}$ 8, the best fit luminosity functions from Finkelstein et al. (2015) predict 45%, 32%, and 3% fewer sources than the best fit luminosity functions from Bouwens et al. (2021) in the range $m_{\text{app}} = 26 - 29$. Similarly, at $z = 6, 7, \text{and}$ 8, the best fit luminosity function from Finkelstein et al. (2015) predicts 37% less, 36% less, and 45% more total star formation rate density than the best fit luminosity function from Bouwens et al. (2021) (integrating down to $M_{\text{abs}} = -13$). The exact reasons for these differences are not clear, and may be a combination of one or more of the following: (i) differences in methodology for generating effective volume curves (which is most important at the faint-end, see Finkelstein et al. 2015; Bouwens et al. 2021, for details about these methodologies); (ii) differences in redshift intervals being probed, leading to sampling different physical volumes (see Table 1); (iii) differences in the intrinsic galaxy population arising from the detailed selection criteria; and (iv) other systematics. In the next section, we analyze the individual environments of each field using both groups’ data sets. Discrepancies in these densities could help illuminate differences between the groups.

In Figure 2, the Bowler et al. (2014, 2015, 2020) best-fit binned luminosity function points (open squares) lay somewhat below the best-fit lines at $z = 6$ and especially at $z = 7$ when compared to the Bouwens et al. (2021) data set (left column). However, the points agree more closely with Finkelstein et al. (2015) data set (right column). This highlights the potential effects of systematics inherent in different reduction techniques as well as space- vs ground-based measurements. However, there is considerable Poisson variance in the space-based data at these bright magnitudes due to low numbers of sources, which could account for these differences. Future wide-field space-based surveys such as those conducted by the
**Figure 4.** Marginalized posteriors of luminosity function parameters for $z = 6$, 7, 8 (top, middle, bottom row). The black and orange squares are our results using the Bouwens et al. (2021) and Finkelstein et al. (2015) data sets, respectively. The purple and green points are the results of Bouwens et al. (2021) and Finkelstein et al. (2015), respectively. These data points are also available in Table 2.

Roman Space Telescope will be very important in measuring this bright-end cutoff.

Some studies of the high-$z$ galaxy distribution have found evidence that a Schechter function does not provide a good fit to the bright end of the luminosity function (e.g., Bowler et al. 2014, 2015, 2020). To test this, we fit the data again using a modified Schechter function where we change the exponential factor to $e^{(L/L^*)\Gamma}$, with $\Gamma$ a constant parameter. When $\Gamma$ is less than one, this has the effect of flattening out the exponential cutoff, resulting in more bright galaxies. We find adding this extra parameter is disfavored given the data-set we use, increasing the Bayesian Information Criteria (BIC) by $\sim 5$. JWST alone will provide strong constraints on the shape of the luminosity function at the bright-end, especially at $z \sim 6$. At higher redshifts, the Roman Telescope will be crucial in measuring the bright-end of the luminosity function, especially because its data will be easily comparable to JWST due to the considerable overlap in their observable magnitudes. Wide-field ground-based surveys will also help in measuring the brightest galaxies. However, these ground-based surveys are limited in the redshifts they can reach, and when combining deep but narrow space-based images with shallow but wide ground-based images, one must consider carefully potential systematic normalization offsets between space- and ground-based measurements.

### 4 MEASUREMENTS OF LARGE-SCALE STRUCTURE

#### 4.1 Survey Field Environments

Figure 3.1 shows the physical dark matter densities of each Hubble field $\rho$ relative to the average dark matter density of the Universe $\bar{\rho}$. We list the numerical results in Table 3. We display the results when using the Bouwens et al. (2021) data-set as well as when using the Finkelstein et al. (2015) data-set.
Table 2. Constraints on luminosity functions from various survey combinations. All error bars are 68.27% credible intervals

| Redshift | Data Set                    | $\phi^* \times 10^4$ | $\alpha$      | $M^*$        |
|----------|-----------------------------|----------------------|---------------|--------------|
| 6        | Bouwens et al. (2021)       | $5.1^{+1.2}_{-1.0}$  | $-1.93^{+0.08}_{-0.08}$ | $-20.93^{+0.09}_{-0.09}$ |
|          | Bouwens                     | $3.5^{+1.3}_{-1.0}$  | $-1.96^{+0.08}_{-0.07}$ | $-21.23^{+0.18}_{-0.20}$ |
|          | Finkelstein et al. (2015)   | $1.9^{+0.9}_{-0.8}$  | $-2.02^{+0.1}_{-0.1}$  | $-21.13^{+0.25}_{-0.31}$ |
|          | Finkelstein                 | $2.4^{+1.2}_{-0.9}$  | $-1.96^{+0.10}_{-0.10}$ | $-21.11^{+0.29}_{-0.29}$ |
| 7        | Bouwens et al. (2021)       | $1.9^{+0.8}_{-0.6}$  | $-2.06^{+0.11}_{-0.11}$ | $-21.15^{+0.13}_{-0.13}$ |
|          | Bouwens                     | $2.2^{+1.1}_{-0.8}$  | $-1.95^{+0.10}_{-0.09}$ | $-21.26^{+0.23}_{-0.28}$ |
|          | Finkelstein et al. (2015)   | $1.6^{+1.5}_{-1.0}$  | $-2.03^{+0.21}_{-0.20}$ | $-21.03^{+0.37}_{-0.50}$ |
|          | Finkelstein                 | $2.9^{+1.7}_{-1.1}$  | $-2.00^{+0.19}_{-0.18}$ | $-20.91^{+0.32}_{-0.39}$ |
| 8        | Bouwens et al. (2021)       | $0.9^{+0.9}_{-0.5}$  | $-2.23^{+0.20}_{-0.20}$ | $-20.93^{+0.28}_{-0.28}$ |
|          | Bouwens                     | $1.9^{+1.3}_{-0.9}$  | $-1.93^{+0.17}_{-0.16}$ | $-20.72^{+0.28}_{-0.33}$ |
|          | Finkelstein et al. (2015)   | $0.7^{+2.5}_{-0.7}$  | $-2.36^{+0.54}_{-0.40}$ | $-20.89^{+0.74}_{-1.08}$ |
|          | Finkelstein                 | $2.8^{+4.2}_{-2.0}$  | $-2.20^{+0.45}_{-0.38}$ | $-20.32^{+0.56}_{-0.56}$ |

Figure 5. The relative over-densities of each field and their 68.27% credible intervals.

In general, the results are consistent between groups, with a few exceptions that will be discussed below. The normalized relative densities (in units of standard deviations $\sigma_{PB}$ from average) are also given in Table 3.

We convert from a dark matter over/under-density to a theoretical $M^*$ galaxy number over/under-density using the bias value calculated using our public Python package galcv (Trapp & Furlanetto 2020). Typical bias values for an $M^*$ galaxy these surveys are 6–9. At $z = 6$, the densest Bouwens et al. (2021) field is Abell 370, with 9% more dark matter than the Universe average for that volume, corresponding to a 60% overdensity in $M^*$ galaxies. The least dense fields are Abell 2744 and GOODS-North Wide, with 7%/7% less matter than average and 43%/48% fewer $M^*$ galaxies. At $z = 7$, the densest field is MACS1149 with 10% more matter and 80% more $M^*$ galaxies than average, and the least dense field is GOODS-South Wide with 11% less matter and 90% fewer $M^*$ galaxies than average. Finally, at $z = 8$, the densest field is HUDF091 with 6% more matter and 45% more $M^*$ galaxies than average, and the least dense field is Abell 370 with 6% less matter and 47% fewer $M^*$ galaxies than average. At $z = 8$ however, the uncertainty is much higher in these measurements and there is more disagreement between the data-sets.
Table 3. The real field densities, $\delta = (\rho - \bar{\rho})/\bar{\rho}$, and the normalized field densities, $\delta/\sigma_B$, with their uncertainties.

| Field & Data-set | z = 6 [norm] | z = 6 [real] | z = 7 [norm] | z = 7 [real] | z = 8 [norm] | z = 8 [real] |
|-----------------|--------------|--------------|--------------|--------------|--------------|--------------|
| CANDELS-GS-DEEP $[B]$ | 0.8±0.5 | 0.03±0.02 | -1.2±0.6 | -0.05±0.02 | -1.5±0.7 | -0.06±0.03 |
| CANDELS-GS-DEEP $[F]$ | -0.8±0.7 | -0.04±0.03 | -1.0±0.7 | -0.04±0.03 | 0.4±0.8 | 0.01±0.03 |
| ERS $[B]$ | -0.4±0.6 | -0.02±0.03 | -0.9±0.6 | -0.04±0.02 | -0.6±0.8 | -0.02±0.03 |
| ERS $[F]$ | -0.2±0.7 | -0.01±0.03 | 1.4±0.8 | 0.06±0.03 | -1.0±0.8 | -0.04±0.03 |
| CANDELS-GS-WIDE $[B]$ | -0.9±0.6 | -0.04±0.03 | -2.5±0.7 | -0.11±0.03 | -0.7±0.8 | -0.03±0.03 |
| CANDELS-GS-WIDE $[F]$ | -1.1±0.6 | -0.05±0.03 | -1.8±0.8 | -0.08±0.04 | -0.5±0.9 | -0.02±0.04 |
| CANDELS-GN-DEEP $[B]$ | 0.6±0.5 | 0.03±0.02 | 0.9±0.6 | 0.03±0.02 | 0.3±0.7 | 0.01±0.02 |
| CANDELS-GN-DEEP $[F]$ | -0.4±0.7 | -0.02±0.03 | 0.8±0.8 | 0.03±0.03 | 0.2±0.8 | 0.01±0.03 |
| CANDELS-GN-WIDE $[B]$ | -1.8±0.5 | -0.07±0.02 | -0.6±0.6 | -0.02±0.02 | 0.5±0.8 | 0.02±0.03 |
| CANDELS-GN-WIDE $[F]$ | -1.5±0.7 | -0.06±0.03 | -0.8±0.7 | -0.03±0.03 | 1.0±0.9 | 0.04±0.03 |
| HUDF/XDF $[B]$ | 0.8±0.6 | 0.05±0.03 | 0.1±0.7 | 0.01±0.04 | 0.5±0.7 | 0.02±0.04 |
| HUDF/XDF $[F]$ | 1.6±0.7 | 0.10±0.04 | 0.7±0.7 | 0.04±0.04 | -0.1±0.9 | -0.00±0.05 |
| HUDF09-1 $[B]$ | 0.2±0.6 | 0.01±0.04 | 0.7±0.7 | 0.04±0.04 | 1.1±0.7 | 0.06±0.04 |
| HUDF09-1 $[F]$ | 1.2±0.7 | 0.07±0.04 | 1.1±0.8 | 0.06±0.05 | 0.4±0.9 | 0.02±0.05 |
| HUDF09-2 $[B]$ | -0.2±0.6 | -0.01±0.04 | 0.4±0.7 | 0.02±0.04 | 0.8±0.7 | 0.04±0.04 |
| HUDF09-2 $[F]$ | 0.2±0.7 | 0.01±0.04 | 0.7±0.7 | 0.04±0.04 | -0.3±0.9 | -0.01±0.05 |
| MACS0416-Par $[B]$ | -0.6±0.7 | -0.03±0.04 | 0.0±0.7 | 0.00±0.04 | -0.8±0.8 | -0.05±0.04 |
| MACS0416-Par $[F]$ | 0.2±0.7 | 0.01±0.04 | -0.7±0.8 | -0.04±0.04 | -0.5±0.9 | -0.02±0.05 |
| Abell 2744-Par $[B]$ | -1.1±0.7 | -0.07±0.04 | -0.6±0.7 | -0.03±0.04 | -0.8±0.8 | -0.04±0.04 |
| Abell 2744-Par $[F]$ | -0.7±0.7 | -0.04±0.04 | -0.2±0.8 | -0.01±0.04 | -0.5±0.9 | -0.03±0.05 |
| CANDELS-UDS $[B]$ | -0.9±0.7 | -0.03±0.02 | -1.3±0.7 | -0.04±0.03 | 0.0±0.9 | 0.00±0.03 |
| CANDELS-COSMOS $[B]$ | 0.1±0.7 | 0.01±0.02 | -1.5±0.7 | -0.05±0.02 | 0.2±0.9 | 0.01±0.03 |
| CANDELS-EGS $[B]$ | -0.1±0.7 | -0.01±0.02 | 0.4±0.7 | 0.01±0.02 | 0.8±0.8 | 0.03±0.03 |
| MACS0717-Par $[B]$ | 0.8±0.6 | 0.05±0.04 | 1.0±0.7 | 0.06±0.04 | 0.3±0.7 | 0.02±0.04 |
| MACS1149-Par $[B]$ | 0.9±0.6 | 0.05±0.04 | 1.9±0.7 | 0.10±0.04 | -0.4±0.8 | -0.02±0.04 |
| Abell S1063-Par $[B]$ | 0.6±0.6 | 0.03±0.04 | 0.6±0.7 | 0.03±0.04 | -0.2±0.8 | -0.01±0.04 |
| Abell 370-Par $[B]$ | 1.6±0.6 | 0.09±0.04 | 0.6±0.7 | 0.03±0.04 | -1.1±0.8 | -0.06±0.04 |

We find, in general, our measurements of the dark matter density are consistent when using data from Finkelstein et al. (2015) or Bouwens et al. (2021). However, GSD at $z = 6$ and 8, and ERS at $z = 7$, have very discrepant density measurements between the two analyses. The exact reasons for these differences are unknown; the potential culprits are likely the same as those for the differences in the determination of the luminosity function discussed in section 3.2.

The XDF field lays inside the larger GOODS-S field, yet at $z = 6/7$, their densities differ by more than one standard deviation (see Figure 3.1). This is to be expected, as they are probing different scales. Using the excursion-set formalism (Bond et al. 1991; Lacey & Cole 1993), we can calculate the expected root variance in the density field around a single point between two scales. Between scales defined by a 5 arcmin$^2$ (XDF) and 100 arcmin$^2$ (GOODS-S) with $z = 5.5$ - 6.5, the root variance in the density field is 0.044. This variance combined with the uncertainties in the density measurements themselves makes it unsurprising to find e.g., an over-dense XDF field inside an under-dense GOODS-S field.

Finally, we find the most and least-dense fields have luminosity functions that are distinguishable by their normalization, but not by their shape (see Fig. 6). JWST will be able to measure individual fields to much higher precision, potentially being able to distinguish over/under-densities by the shapes of their luminosity functions.

4.2 Validation

4.2.1 Combining surveys

In section 2.2, we described creating composite surveys that cut down on the time it takes to fit the luminosity function. We tested the effect of combining surveys in this way by using an alternate grouping: folding the HUDF/XDF field into the PAR composite group. At all redshifts, this re-grouping does not affect the width of the resulting posterior, but it does shift its position in the following way. At $z = 6$, the parameters $\phi^*$, $\alpha$, and $M^*$ decrease by 0.10$\sigma$, 0.18$\sigma$, and 0.15$\sigma$. At $z = 7$, the same parameters decrease by 0.51$\sigma$, 0.76$\sigma$, and 0.48$\sigma$, respectively. Finally, at $z = 8$, the same parameters increase by 0.25$\sigma$, 0.47$\sigma$, and 0.30$\sigma$, respectively. This difference most likely occurs because the XDF is significantly deeper than the other PAR fields, so its completeness function is reasonably different from the other fields as well. Fields should only
within 0.02 described in section 2.3 (double-counting). The densities are counted) with the density of XDF using the “post-processing” of XDF generated by the full fitting framework (not double-counts” the fields, as each field was used to create that post-processing of the luminosity function.

In section 2.3, we described a process to measure the densities of each individual field, marginalizing over the posterior distributions of all of the fields, as is the case for the rest of our composite fields. Even so, the modest changes resulting from the different treatment of the XDF demonstrate that our results are robust to the details of the composite fields.

### 4.2.2 Post-processed environments

In section 2.3, we described a process to measure the densities of each individual field, marginalizing over the posterior of the luminosity function \( p(\phi|D) \). Technically, this “double-counts” the fields, as each field was used to create that posterior in the first place. We test this by comparing the density of XDF generated by the full fitting framework (not double-counted) with the density of XDF using the “post-processing” described in section 2.3 (double-counting). The densities are the same within 0.02σ at all redshifts, showing the process is robust despite the double-counting. As described previously, the XDF has a relatively strong effect on the determination of \( p(\phi|D) \), so the double-counting effect is even smaller for less-influential fields.

### 4.2.3 Measuring cosmic variance

With the density measurements from Section 4.1 in hand, one can ask: does the variance in measured densities match the expectation from theory? Given the range of physical scales probed by the fields we consider, this can only be explored in a global sense. That is, we can evaluate our model of cosmic variance with our results by calculating the standard deviation of all of the normalized density measurements \( \sigma_f \) weighted by the sizes of the error bars. By definition, the standard deviation of the normalized densities should equal unity. If our model for cosmic variance gave values that were globally too large, we would expect the standard deviation of our measured normalized densities to be less than one, or greater than one if our model for cosmic variance was too small. This provides a way to test whether our theoretical inputs (including the conditional mass function and galaxy bias model) are reasonable.

The standard deviation of the measured normalized densities is 0.92±0.09. Therefore, the data do not prefer globally larger or smaller cosmic variance model. Doing the same calculation but splitting out into the different redshifts gives us standard deviation values of 0.90±0.16, 1.06±0.19, and 0.74±0.13 for redshifts 6, 7, and 8, respectively. Redshifts 6 and 7 do not prefer larger or smaller values of cosmic variance, but redshift 8 prefers a 2-σ smaller value for cosmic variance.

The largest uncertainty in the Trapp & Furlanetto (2020) model of cosmic variance is the uncertainty in the conditional halo mass function – the cosmic variance of dark matter haloes themselves. In Trapp & Furlanetto (2020), we estimate this uncertainty to be ~25% globally. To test the effects of this uncertainty on our results, we allow the overall normalization of \( \varepsilon_{cv} \) to vary as a free parameter in one of our medium-resolution fits, constrained by a gaussian prior with relative width 0.25. We find that a globally larger/smaller value of \( \varepsilon_{cv} \) is not preferred, and marginalizing over this free parameter does not change the luminosity function posterior significantly. Therefore, to save computation time in the final, higher-resolution fits, we do not consider the uncertainty in \( \varepsilon_{cv} \). Such improvements will be important for deeper surveys with smaller errors on the density field.

### 4.3 Ionization Environment

In this section, we convert the density measurements from section 4.1 to ionization states using a very simple mapping. This section serves as an example of how to make use of information on the large-scale density of a region. To do this, we construct a simple toy model of reionization. Our prescription can be made more rigorous by comparing to more detailed reionization models, such as those generated by 21cmFAST (Mesinger et al. 2011; Park et al. 2019), but we focus here on a very simple prescription to make the inference as transparent as possible.

In this model, we assume the ionized fraction of hydrogen \( Q \) in a region is linearly dependent on the fraction of baryons that have collapsed into haloes \( f_{\text{coll}} \) through an efficiency parameter \( \zeta \): \( Q = \zeta \cdot f_{\text{coll}} \).

Within the Press-Schechter model (Press & Schechter 1974; Lacey & Cole 1993),

\[
f_{\text{coll}}(\delta, R_{\alpha}, z) = \text{erfc} \left( \frac{\delta_{\text{crit}}(z) - \delta_0}{\sqrt{2(\sigma_{\min} - \sigma_R)}} \right),
\]

where \( \delta_{\text{crit}}(z) \) is the linearized density required for spherical collapse (approximately 1.69 divided by the growth factor, Eisenstein & Hu 1998), \( \delta_0 \) is the density of the region \( \delta \) scaled to \( z = 0 \) (via the growth factor), \( \sigma_R \) is the linear r.m.s fluctuation of the dark matter density field on a scale of \( R \), and
$\sigma_{\text{min}}$ is the same but on the scale of the smallest virialized halo that can form a galaxy, both evaluated at $z = 0$. We take that smallest halo to have a virial temperature $T_{\text{vir}} = 10^4K$, when atomic line cooling becomes efficient enough to collapse and fragment gas clouds for star formation (Loeb & Furlanetto 2013). For concreteness, we then assert that reionization is complete for an average region at $z = 6$ (i.e., $Q = 1$ for a large region with $\delta_0 = 0$). This allows us to define $\zeta = 1/f_{\text{coll},6}$, where $f_{\text{coll},6} = f_{\text{coll}}(z = 6, \sigma_R = 0, \delta_0 = 0)$, the average collapse fraction of the Universe at $z = 6$. We can then calculate the ionization fraction of each Hubble field by multiplying its collapse fraction (eq. 12) by $\zeta$, with the density of the region taken from Table 3.

This simple model makes three major assumptions about reionization. First, we assume that it completes (for an average region) at $z = 6$. This is simply to fix numbers; if reionization ended at a slightly different time, our general conclusions would not change. Second, it assumes that galaxies’ ionizing efficiencies are independent of their masses. This is very unlikely to be true of actual galaxies (e.g., Trenti et al. 2010; Tacchella et al. 2013; Mason et al. 2015; Behroozi & Silk 2015; Furlanetto et al. 2017), but for the relative ionized fractions across survey fields (the only purpose we require), it should be reasonably accurate. Third, it assumes that all ionizing photons produced in a given volume contribute to the ionization state of that volume, rather than being absorbed by Lyman-limit systems or escaping to help ionize other regions. The latter is a likely reasonable assumption, because recent measurements show that the mean free path is quite small at $z \sim 6$ (Becker et al. 2021). However, ignoring absorption by dense regions of the IGM will overestimate the actual ionized fraction, especially at the tail end of reionization. For that reason, values $Q > 1$ should be interpreted as the production of an excess of ionizing photons.

We plot the results in Figure 7. The vertical dashed lines in each panel correspond to the overall ionization of the Universe according to the model at each redshift. The fields with $Q > 1$ can be interpreted as having reionized before the rest of the Universe. For example, the most dense field at $z = 6$, Abell370, reionized at $z = 6.4 \pm 0.2$ according to this model.

While these estimates of the ionization environments are obviously extremely crude, they demonstrate that even on the large scales of some HST surveys, the density fluctuations are large enough to cause substantial differences in the progress of reionization between survey volumes. For example, our results suggest that the $z = 6$ GOODS North Wide field is delayed in its reionization compared to the GOODS South Wide field. Such inferences provide targets for investigations of the interplay between reionization and galaxy formation.

5 CONCLUSIONS

We measure the universal luminosity function of galaxies at $z = 6–8$ using existing data Finkelstein et al. (2015); Bouwens et al. (2021). We use a new fitting method that is more constrained than existing methods and also incorporates the density of individual fields or composites of groups of fields (Trapp et al. 2022). Our results are consistent with existing studies (Finkelstein et al. 2015; Bouwens et al. 2021), but differ in the details (see Fig. 4). Our method has the benefit of considering the shape change of the luminosity function for different densities, an effect that will become more pronounced at higher redshift (Trapp & Furlanetto 2020) and deeper observations.

We measure the dark matter density of most deep Hubble galaxy fields from $z = 6–8$. We find the least/most-dense Hubble deep fields at $z = 6, 7, 8$ are GNW/Abell370, GSW/MACS1149, and Abell370/HUDF091, respectively. These fields have expected dearths/excesses of $M^*$ galaxies of $-48%/60%, -90%/80%, -47%/45%$, respectively. We find dark matter densities are distributed in a way that is consistent with current estimations of cosmic variance (Trapp & Furlanetto 2020; Bhowmick et al. 2020; Ucci et al. 2021). JWST will obtain many more dark-matter measurements of survey fields and at a higher precision than currently possible. These densities can be sorted and used to compare many statistical aspects of galaxies in under/over-dense environments, from the shape of the luminosity function, to the star-formation histories of galaxies, to the number of LAEs or QSOs in a region. For example, in Figure 7, we used a simple reionization model to associate the underlying density of the field with its ionization state, showing that even large-scale surveys (such as the GOODS fields) can have substantially different ionization states.

The pencil-beam shape of these volumes make interpreting a high density complicated, as galaxies are likely clustered radially within the pencil-beam. If galaxies can be sorted more precisely in redshift space (through accurate photometric redshifts, for example), it will be possible to make field density estimates on smaller, more spherical volumes, which will allow for closer comparison to observations. In particular, our method could be improved to incorporate the probability distributions of photometric redshifts (and luminosities) as measurements improve.

We do not analyze the density sub-structure of fields, something that would be especially useful for large contiguous fields like COSMOS-Web. This is in-principle doable, as we will have 3-D positions of each source in each field. We do not attempt this here because of the substantial radial widths of the HST fields, but it should be possible with JWST.
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Figure 7. The nominal ionization state of the Hubble fields given a toy model of reionization and the density measurements from the Bouwens et al. (2021) data set (see Figure 3.1 and Table 3). The vertical dashed lines correspond to the overall ionization of the Universe according to the model. As expected, the ionization states of the individual fields are distributed about the average ionization state of the Universe depending on their large-scale densities. The fields with $Q > 1$ can be interpreted as having reionized before the rest of the Universe.
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