Optimized effective potential method and application to static RPA correlation

Taro Fukazawa1,3 and Hisazumi Akai2

1 Graduate School of Engineering Science, Osaka University, 1-3 Machikaneyama, Toyonaka, 560-8531, Japan
2 Institute for Solid State Physics, The University of Tokyo, 5-1-5 Kashiwanoha, Kashiwa, 277-8581, Japan
E-mail: fukazawa@aquarius.mp.es.osaka-u.ac.jp

Received 1 December 2014, revised 26 January 2015
Accepted for publication 9 February 2015
Published 4 March 2015

Abstract
The optimized effective potential (OEP) method is a promising technique for calculating the ground state properties of a system within the density functional theory. However, it is not widely used as its computational cost is rather high and, also, some ambiguity remains in the theoretical framework. In order to overcome these problems, we first introduced a method that accelerates the OEP scheme in a static RPA-level correlation functional. Second, the Krieger–Li–Iafrate (KLI) approximation is exploited to solve the OEP equation. Although seemingly too crude, this approximation did not reduce the accuracy of the description of the magnetic transition metals (Fe, Co, and Ni) examined here, the magnetic properties of which are rather sensitive to correlation effects. Finally, we reformulated the OEP method to render it applicable to the direct RPA correlation functional and other, more precise, functionals. Emphasis is placed on the following three points of the discussion: (i) level-crossing at the Fermi surface is taken into account; (ii) eigenvalue variations in a Kohn–Sham functional are correctly treated; and (iii) the resultant OEP equation is different from those reported to date.
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1. Introduction

In the Kohn–Sham scheme of density functional theory, the exchange-correlation energy functional plays a key role in determining the accuracy of a calculation because the majority of the many-body effects are incorporated in the functional. The local density approximation (LDA) has been the most widely-used approximation of this functional, as a result of its simplicity, small computational cost, and its unexpectedly accurate description of matter. However, there is a growing need for methods with both higher accuracy and tolerable computational cost for practical use. The optimized effective potential (OEP) method [1, 2] is a promising approach that offers a means of including more accurate exchange-correlation functionals in such calculations. Its theoretical flexibility comes from the fact that the OEP is a general method used to minimize the energy functionals that are explicitly expressed in terms of the Kohn–Sham orbitals. Of the possible functionals, a formalism that takes account of the random-phase-approximation (RPA)-level correlation is considered to be an important step as regards reasonable descriptions of solid systems. In the OEP-RPA calculation, the self-energy in the exchange-correlation functional is approximated as the self-energy in the GW scheme. An essential difference from the GW calculation comes from the purpose of the scheme: In the OEP scheme, the ground-state density and energy and other physical quantities related to them are the main outcomes, while those of GW calculations are descriptions of a system in terms of quasi-particles. Kotani [3] included such RPA-level correlation with a static approximation that is identical to the self-energy approximation referred to as COHSEX in the context of the GW calculations, and he obtained reasonable results for realistic systems. Several authors also have reported their RPA-level calculations within the framework of the OEP recently [4–7]. These results were...
sufficiently encouraging, however, this type of self-consistent calculation has not become widely-used. This can be attributed to its highly time-consuming procedures, which are used during every iteration step in order to obtain a self-consistent result.

Two of the procedures are rate-determining. One, which is common to all the OEP calculations, is a procedure that solves the OEP equation. As regards this stage, several authors have already proposed techniques [8–11] and approximations [12–19] that accelerate the process. The other rate-determining procedure is the calculation of the variation of the static RPA (sRPA) correlation energy, which has attracted only minor attention to date. However, this is an unavoidable issue if one considers practical use of the sRPA functional. For the former procedure, an approximation of the OEP equation proposed by Krieger, Li, and Iafrate [12, 13] (KLI) will be used in the present paper. It appears to be a crude approximation, and it was also shown by Krieger et al. that this formalism can be regarded as only a lowest level approximation in a systematic improvement scheme [20]. However, it has been reported that the KLI approximation does not contradict the numerical predictions for some isolated systems [12, 13, 21]. We also reported [22] that it does not negatively affect descriptions of some extended systems within the exact-exchange (EXX) functional level, provided a slight modification to the KLI scheme is employed. Then, a natural question is whether the modified KLI approximation is still feasible within the OEP+sRPA scheme. In order to answer this query, errors from additional procedures used to calculate the correlation effects must be suppressed. For example, the summation of unoccupied orbitals in the procedure for calculating the variation of the sRPA functional seems a considerable obstacle to retaining the necessary accuracy; this also renders the procedure time-consuming. In order to achieve both acceleration and precision, we have devised a method that avoids such a summation without loss of accuracy. We will show that, with this method, the modified KLI approximation does not reduce the accuracy of the descriptions of the magnetic transition metals studied here, namely, Fe, Ni, and Co.

Reformulation of the OEP method is also discussed in the present paper. In our opinion, the standard derivations of the OEP equation are incomplete. This is reflected in an unphysical degree of freedom entering the equation obtained by Sharp and Horton [1] and by Talman and Shadwick [2] (SHTS). In our discussion, we will incorporate the dependency of the Kohn–Sham energy-functional on eigenvalues and also consider level-crossing at the Fermi surface. In addition, we will discuss how these factors have been neglected in the standard derivations. Concerning the level-crossing effects, we have already presented some of this discussion in our previous paper [22], with a view to providing a complementary equation to the SHTS equation. A result in the present paper justifies the use of this complementary equation. As for treatment of the eigenvalues, this has been ignored for a long time. However, variations with respect to the eigenvalues cannot be ignored in these calculations, because they are linked to a variation of density via an effective potential in the Kohn–Sham equation, with

\[ [-\nabla^2 + \delta V_{\text{eff},\sigma}(r)] \psi_{i\sigma}(r) = \epsilon_{i\sigma} \psi_{i\sigma}(r), \] (1)

where the ground-state density determines the corresponding effective potential, \( V_{\text{eff}} \). The Kohn–Sham orbital, \( \psi_{i\sigma} \), and its eigenvalue, \( \epsilon_{i\sigma} \), are determined by \( V_{\text{eff}} \). With consideration of the eigenvalue-dependency, we will derive a correction term to the SHTS equation in the following section. It is also shown that this correction term is fortunately canceled in the static RPA functional, but this cancellation does not occur in general.

This paper will show the derivation of OEP-EXX+srPA technique, reformulate the OEP method, and provide sample calculations and results. The structure of the paper is as follows: section 2 is devoted to our formalism. In this section, for convenience, reformulation of the OEP precedes specific topics concerning the sRPA correlation. Details and results of the calculations obtained using our OEP-EXX+srPA technique are shown and discussed in section 3. In the last section, section 4, we present a summary and conclusions.

2. Theory

2.1. Reformulation of optimized effective potentials

In the Kohn–Sham scheme, the ground-state spin-density, \( n_{\sigma} \), is determined through minimization of the Kohn–Sham energy functional, \( E_{\text{KS}} \), such that

\[ \frac{\delta E_{\text{KS}}[n_\uparrow, n_\downarrow]}{\delta n_\sigma(r)} \bigg|_{n_\sigma = n_\sigma^0} = 0, \] (2)

where the number of electrons and the spin-density, \( n_{\sigma} \), of the opposite spin direction is fixed. In the standard derivations of the OEP equation, the variation of the density, \( n_{\sigma} \), is decomposed into the variations of the effective potential, \( V_{\text{eff},\sigma} \), the Kohn–Sham orbitals, \( \{\psi_{i\sigma}\} \), and their conjugates, with

\[ \frac{\delta}{\delta n_\sigma(r)} = \sum_i \int dr' dr'' \times \left( \frac{\delta V_{\text{eff},\sigma}(r')}{\delta n_\sigma(r)} \frac{\delta \psi_{i\sigma}(r'')}{\delta V_{\text{eff},\sigma}(r')} - \frac{\delta}{\delta \psi_{i\sigma}(r'')} \right) + \text{c.c.}. \] (3)

However, it is often forgotten that the variation of the effective potential in equation (3) must be restricted in an unusual way in order to keep \( n_{\sigma} \) fixed. Specifically, variation of the potential \( (\delta V_{\text{eff},\sigma}) \) that perturbs an eigenvalue, \( \epsilon_{i\sigma} \), away from the Fermi sea must be excluded if an unoccupied opposite-spin state becomes occupied. This is in order to conserve the number of electrons in the perturbed system. Otherwise, a change in \( n_{\sigma} \) is permitted. Neglecting this restriction on \( \delta V_{\text{eff},\sigma} \) leads to an incorrect value for \( \frac{\delta E_{\text{KS}}}{\delta n_\sigma} \) in equation (3), and an extra degree of freedom is introduced to the resultant potential. This explains how the well-known unphysical insensitivity to the transform

\[ V_{\text{eff},\sigma} \rightarrow V_{\text{eff},\sigma} + C_\sigma \] (4)

is introduced in the SHTS equation, where \( C_\sigma \) is an arbitrary real number.

There appears to be no easy means of removing such a forbidden \( \delta V_{\text{eff},\sigma} \) in \( \frac{\delta E_{\text{KS}}}{\delta n_\sigma} \). However, this difficulty can be avoided by taking \( V_{\text{eff},\uparrow} \) and \( V_{\text{eff},\downarrow} \) as variables independent from each other in the minimization of \( E_{\text{KS}} \), and by allowing \( V_{\text{eff},\sigma} \) to change \( n_{\sigma} \). However, in this alternative strategy,
the implicit expectation that $E_{KS}$ is a functional of Kohn–Sham orbitals, as described in equation (3), is no longer acceptable, because $V_{\text{eff},\sigma}$ can change $n_{\sigma}$ by merely perturbing eigenvalues of spin-direction $\sigma$. Let us take the LDA for example. The LDA can be treated in the standard OEP derivation with the relation

$$n_{\sigma}(\mathbf{r})[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}] = \sum_{i=1}^{N_{\sigma}} \psi_{\sigma}^{*}(\mathbf{r})\psi_{\sigma}(\mathbf{r}), \quad (5)$$

where $N_{\sigma}$ denotes the number of occupied Kohn–Sham orbitals for spin $\sigma$. Here, the Kohn–Sham functional should be expressed explicitly in terms of orbitals as

$$E_{KS}^{\text{LDA}}[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}] = J_{KS}[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}] + E_{xc}^{\text{LDA}}[\{n_{\sigma}[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}]]], \quad (6)$$

with

$$J_{KS} = \sum_{\sigma} \sum_{i=1}^{N_{\sigma}} \int d\mathbf{r} \psi_{\sigma}^{*}(\mathbf{r})[\psi_{\sigma}^{*}](\mathbf{r})[\psi_{\sigma}](\mathbf{r}) \theta(\mu - \epsilon_{\sigma}) \psi_{\sigma}(\mathbf{r}) + E_{\text{Hartree}}[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}], \quad (7)$$

and

$$E_{\text{Hartree}} = \sum_{\sigma,\sigma'} \sum_{i=1}^{N_{\sigma}} \sum_{j=1}^{N_{\sigma'}} \int d\mathbf{r} d\mathbf{r'} \psi_{\sigma}^{*}(\mathbf{r})\psi_{\sigma}(\mathbf{r})[\psi_{\sigma'}^{*}](\mathbf{r})[\psi_{\sigma'}](\mathbf{r'}) \theta(\mu - \epsilon_{\sigma}) \psi_{\sigma'}(\mathbf{r'}). \quad (8)$$

In a standard treatment, $N_{\sigma}$ must be fixed during the variation because $N = N_{\uparrow} + N_{\downarrow}$ must be conserved and $n_{\sigma}$ must be kept unchanged. In contrast, we must treat the implicit eigenvalue-dependence of $N_{\sigma}$ in our alternative strategy because we are allowing $V_{\text{eff},\sigma}$ to change $N_{\sigma}$ through eigenvalues at the Fermi level.

However, one should also note that a set of eigenvalues, $\{\epsilon_{\sigma}\}$, is not a functional of the spin-density only because there exists a freedom in the choice of reference energy. On the other hand, the exact $E_{KS}$ is a functional of the spin-density only. Therefore, it is natural to introduce another variable that can refer to the origin of the energy, so that it can cancel unwanted dependences on the reference energy. Let $\mu$ denote such a variable, one of the possible definitions of which is as follows. For a given $[n_{\sigma}]$, the independent variable $\mu$ determines $\{\epsilon_{\sigma}\}$ so that $\mu$ becomes a minimum real number that causes the relation

$$N = \lim_{\delta\mu \to 0} \sum_{i,\sigma} \theta(\mu + \delta\mu - \epsilon_{\sigma}), \quad (9)$$

to hold, where $\theta$ is the step function and the summation is taken over all the orbitals regardless of their occupancy. In order for $\{\epsilon_{\sigma}\}$ to be determined uniquely, even for cases involving semiconductors or insulators, the ‘minimum real’ feature is required. In most cases, one can neglect the existence of $\delta\mu$ by simply substituting zero in its place and defining $\theta(0) = 1$. We use this condition for simplicity hereafter. Note that the dependency of each $\epsilon_{\sigma}$ on the energy-reference is canceled by subtraction of $\mu$ in equation (9). Let us return to the LDA example with the definition of $\mu$ given above. The spin-density, $n_{\sigma}$, can be expressed naturally using $\mu$ as

$$n_{\sigma}(\mathbf{r}) = \sum_{i} \theta(\mu - \epsilon_{\sigma}) \psi_{\sigma}^{*}(\mathbf{r})\psi_{\sigma}(\mathbf{r}), \quad (10)$$

and is now re-expressed as a functional of $\{\psi_{\sigma}^{*}, \psi_{\sigma}\}, \{\epsilon_{\sigma}\}$, and $\mu$.

Equation (6) in its entirety can also be given naturally as

$$E_{KS}^{\text{LDA}}[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}, \{\epsilon_{\sigma}\}, \mu] = J_{KS}[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}, \{\epsilon_{\sigma}\}, \mu] + E_{xc}^{\text{LDA}}[\{n_{\sigma}[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}, \{\epsilon_{\sigma}\}], \mu\}], \quad (11)$$

with

$$J_{KS} = \sum_{i,\sigma} \theta(\mu - \epsilon_{\sigma}) \psi_{\sigma}^{*}(\mathbf{r})[-\nabla^{2} + V_{\text{ext}}(\mathbf{r})]\psi_{\sigma}(\mathbf{r}) + E_{\text{Hartree}}[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}, \{\epsilon_{\sigma}\}, \mu], \quad (12)$$

and

$$E_{\text{Hartree}} = \sum_{i,\sigma} \theta(\mu - \epsilon_{\sigma}) \sum_{j,\sigma'} \theta(\mu - \epsilon_{j,\sigma'}) \int d\mathbf{r} d\mathbf{r'} \frac{\psi_{\sigma}^{*}(\mathbf{r})\psi_{\sigma}(\mathbf{r})[\psi_{\sigma'}^{*}](\mathbf{r})[\psi_{\sigma'}](\mathbf{r'})}{|\mathbf{r} - \mathbf{r'}|}, \quad (13)$$

where $V_{\text{ext}}$ is a fixed external potential.

As shown in the above example, we must manage a functional that depends at least on $\{\psi_{\sigma}^{*}, \psi_{\sigma}\}, \{\epsilon_{\sigma}\}$, and $\mu$ in general. Therefore, in the following, we consider a generalized Kohn–Sham functional in the form,

$$E_{KS} \left[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}, \{\epsilon_{\sigma}\}, \mu\right].$$

Equations for $V_{\text{eff},\uparrow}, V_{\text{eff},\downarrow}$, and $\mu$ are obtained by minimizing $E_{KS}$ with the number of electrons fixed and the ‘minimum real’ requirement for $\mu$. Each of the variables, $V_{\text{eff},\uparrow}, V_{\text{eff},\downarrow}$, and $\mu$, can be treated as being independent from each other through use of the Lagrange multiplier method. Note that the generalized $E_{KS}$ includes functionals that depend on the choice of reference energy as well as those that do not. The properties of the Kohn–Sham functionals that are invariant under alteration of the reference energy will be addressed later.

We now discuss the minimization of $E_{KS}$, again adopting the definition of $\mu$ given in (9). The ‘minimum real’ requirement for $\mu$ in equation (9) is expressed in an analytic form, such that

$$P = \lim_{\delta\mu \to 0} \prod_{i,\sigma} \theta(\mu + \delta\mu - \epsilon_{\sigma}) \times (\mu + \delta\mu - \epsilon_{\sigma}) = 0, \quad (14)$$

which is sufficient because a constraint on equation (9) is also required for electron-number conservation. The Kohn–Sham functional can be written as

$$E_{KS} \left[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}, \{\epsilon_{\sigma}\}, \mu \right] = J_{KS} \left[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}, \{\epsilon_{\sigma}\}, \mu \right] + E_{xc} \left[\{\psi_{\sigma}^{*}, \psi_{\sigma}\}, \{\epsilon_{\sigma}\}, \mu \right], \quad (15)$$

with $J_{KS}$ as defined in equation (12). The chain rule for the variation of $V_{\text{eff},\sigma}(\mathbf{r})$ is

$$\frac{\delta}{\delta V_{\text{eff},\sigma}(\mathbf{r})} = \sum_{i} \left[ \int \frac{\delta \psi_{\sigma}(\mathbf{r'})}{\delta V_{\text{eff},\sigma}(\mathbf{r})} \delta \psi_{\sigma}(\mathbf{r'}) + \delta \psi_{\sigma}^{*}(\mathbf{r'}) \int \frac{\delta \psi_{\sigma}(\mathbf{r'})}{\delta V_{\text{eff},\sigma}(\mathbf{r})} \delta \psi_{\sigma}(\mathbf{r'}) \right] d\mathbf{r'} + \frac{\delta \epsilon_{\sigma}}{\delta V_{\text{eff},\sigma}(\mathbf{r})} \frac{\delta}{\delta \epsilon_{\sigma}}. \quad (16)$$
Hence, one obtains from the variation with respect to \( V_{i\sigma} \)
\[
\sum_i \int \! dr' \left\{ \left[ \theta(\mu - \epsilon_{i\sigma}) V_{xc,\sigma}(r') - v_{xc,\sigma}(r') \right] 
\times G_{i\sigma}(r', r) \psi_{j\sigma}^*(r') \psi_{i\sigma}(r) + \text{c.c.} \right\} 
\]
\[
- \sum_i \left[ \delta(\mu - \epsilon_{i\sigma}) \int \{ \xi + \mu - V_{xc,\sigma}(r') \} 
\times \psi_{i\sigma}^*(r') \psi_{i\sigma}(r')dr' - \frac{\partial E_{xc}}{\partial \epsilon_{i\sigma}} - \lambda \frac{\partial P}{\partial \epsilon_{i\sigma}} \right] \psi_{i\sigma}^*(r) \psi_{i\sigma}(r) = 0, \tag{17}
\]
where
\[
G_{i\sigma}(r', r) = \sum_{\langle j \rangle, \rho \neq \rho'} \psi_{j\sigma}^*(r) \psi_{j\sigma}(r') \epsilon_{i\sigma} - \epsilon_{j\sigma}, \quad v_{xc,\sigma} = \frac{1}{\psi_{i\sigma}(r)} \frac{\delta E_{xc}}{\delta \psi_{i\sigma}(r)}. \tag{18}
\]
Here, \( \xi \) and \( \lambda \) denote the Lagrange multipliers for the constraint on the number of electrons and for \( P = 0 \), respectively, and \( V_{xc,\sigma} \) is the exchange-correlation potential (defined as \( V_{xc,\sigma} = V_{\text{eff,}\sigma} - V_{\text{ext}} - V_{\text{Hartree}} \)). The existence of the derivatives with respect to \( \epsilon_{i\sigma} \) in equation (16) yields the different equation (17) from the SHTS equation of the standard derivation. It should be noted that equation (17) appears to be in a form that is not invariant under unitary mixing among orbitals belonging to a degenerate level. This strange feature comes from the application of the elementary perturbation theory in the derivation, specifically, from \( \int_{V_{xc,\sigma}(r)} \). In the treatment of the perturbation, degenerate orbitals must be arranged by a unitary transform so that the perturbed orbitals also become eigenstates of the perturbed system. Although the appropriate choice of unitary transform depends on the perturbation in question, recall that \( \epsilon_{i\sigma} \) transforms as a diagonal element of a tensor, \( \epsilon_{i,j,\sigma} \), under a unitary transform when \( \sigma \) is fixed, and that we have chosen a convenient transform so that no off-diagonal element of \( \epsilon_{i,j,\sigma} \) is found in \( J_{KS}, E_{xc}, \) and \( P \). Thus, equation (17) can be rewritten as
\[
\sum_i \int \! dr' \left\{ \left[ \theta(\mu - \epsilon_{i\sigma}) V_{xc,\sigma}(r') - v_{xc,\sigma}(r') \right] 
\times G_{i\sigma}(r', r) \psi_{j\sigma}^*(r') \psi_{i\sigma}(r) + \text{c.c.} \right\} 
\]
\[
+ \sum_{ij} \left[ \frac{\partial J_{KS}}{\partial \epsilon_{i\sigma}} + \frac{\partial E_{xc}}{\partial \epsilon_{i\sigma}} + \lambda \frac{\partial P}{\partial \epsilon_{i\sigma}} \right] \psi_{j\sigma}^*(r) \psi_{i\sigma}(r) = 0, \tag{19}
\]
which is invariant under unitary transforms. This proves the validity of equation (20) under any unitary transform, and it follows that equation (17) also holds for any unitary transform that diagonalizes \( \epsilon_{i,j,\sigma} \). Therefore, the necessity of selecting an appropriate unitary transform according to the perturbation theory in the derivation of (17) is no longer pertinent.

Equation (17) can be decomposed into two equations and two identities can be obtained, \( A = 0 \) and \( B = 0 \), from \( \delta(0) \times A + B = 0 \) and vice versa. In order to achieve this, we separate \( \frac{\delta E_{xc}}{\delta \epsilon_{i\sigma}} \) into two parts, one denoted by \( D_{xc,\sigma,i} \), which includes all the terms proportional to \( \delta(\mu - \epsilon_{i\sigma}) \), with \( R_{xc,\sigma,i} \) representing the remaining terms. Hence,
\[
\frac{\partial E_{xc}}{\partial \epsilon_{i\sigma}} = D_{xc,\sigma,i} + R_{xc,\sigma,i}. \tag{21}
\]
We also assume that \( E_{xc} \) does not have a singularity in itself, so there is no \( \delta \)-function in the form of \( \delta(\mu - \epsilon_{j,\sigma}) \) in \( R_{xc,\sigma,i} \). Then, the following equations are obtained by substituting equation (21) into (17):
\[
\sum_i \int \! dr' \left\{ \left[ \theta(\mu - \epsilon_{i\sigma}) V_{xc,\sigma}(r') - v_{xc,\sigma}(r') \right] 
\times G_{i\sigma}(r', r) \psi_{j\sigma}^*(r') \psi_{i\sigma}(r) + \text{c.c.} \right\} 
\]
\[
+ \sum_i \left( R_{xc,\sigma,i} + \lambda \frac{\partial P}{\partial \epsilon_{i\sigma}} \right) \psi_{j\sigma}^*(r) \psi_{i\sigma}(r) = 0, \tag{22}
\]
and
\[
\sum_i \left[ \delta(\mu - \epsilon_{i\sigma}) \int \{ \xi + \mu - V_{xc,\sigma}(r') \} 
\times \psi_{i\sigma}^*(r') \psi_{i\sigma}(r')dr' - \frac{\partial E_{xc}}{\partial \epsilon_{i\sigma}} - \lambda \frac{\partial P}{\partial \epsilon_{i\sigma}} \right] \psi_{i\sigma}(r) \psi_{i\sigma}(r) = 0, \tag{23}
\]
where terms proportional to the \( \delta \)-function in derivatives of \( P \) vanish because \( P = 0 \) holds.

At first glance, equation (23) may seem to imply that the expression in the square bracket should be zero for each \( i \). This is not true, however, as will be shown below. Consider a \( N \times N \) matrix whose \( i, j \) element is given by \( \psi_{i\sigma}^*(r) \psi_{j\sigma}(r) \), where the labels are taken so that all the orbitals with \( \sigma \) spin at the highest occupied level are given by \( \psi_{i\sigma}(r), \ldots, \psi_{N\sigma}(r) \). This matrix, if diagonalized, has only one non-zero diagonal element. Therefore, the diagonal element \( \psi_{i\sigma}^* \psi_{i\sigma} \) of this matrix, appearing next to the bracket in equation (23), contains no more information than a single scalar. This is the reason why one cannot derive relations greater than 1 from equation (23). It is also notable that all the diagonal elements can always be made identical using a unitary transform that maps \( (\psi_{1\sigma}(r), \ldots, \psi_{N\sigma}(r)) \) to a vector proportional to \( (1, \ldots, 1) \). With this choice of the bases, equation (23) becomes
\[
\sum_i \left[ \delta(\mu - \epsilon_{i\sigma}) \int \{ \xi + \mu - V_{xc,\sigma}(r') \} 
\times \psi_{i\sigma}^*(r') \psi_{i\sigma}(r')dr' - \frac{\partial E_{xc}}{\partial \epsilon_{i\sigma}} - \lambda \frac{\partial P}{\partial \epsilon_{i\sigma}} \right] \psi_{i\sigma}(r) \psi_{i\sigma}(r) = 0. \tag{24}
\]
This equation is again in a form invariant under any unitary mixing among the highest occupied orbitals, which proves that equation (24) holds regardless of the choice of bases, provided equation (23) holds. Conversely, equation (23) can be derived from (24) in a similar way. Therefore, (23) and (24) are equivalent to each other. To summarize, we have obtained the following equivalence between equations
\[
(17) \iff (22), (24). \tag{25}
\]
As for the variation of $E_{KS}$ with respect to $\mu$, this yields
\[
\sum_{i,\sigma} \left[ \delta(\mu - \epsilon_{i\sigma}) \int \left\{ \xi + \mu - V_{xc,\sigma}(r') \right\} \psi_{i\sigma}^*(r') \psi_{i\sigma}(r') \, dr' \right] + \frac{\partial E_{KS}}{\partial \mu} + \lambda = 0.
\] (26)

Noting that integration of (22) with respect to $r$ gives
\[
\sum_{i,\sigma} R_{xc,\sigma} = - \sum_{i,\sigma} \lambda \frac{\partial P}{\partial \epsilon_{i\sigma}} = \lambda \frac{\partial P}{\partial \mu},
\] (27)

it is straightforward to show the following equivalency
(17), (26) $\iff$ (17), (29)
where equation (29) is
\[
\frac{\partial E_{KS}}{\partial \mu} + \sum_{i,\sigma} \frac{\partial E_{KS}}{\partial \epsilon_{i\sigma}} = 0.
\] (29)

This equation has an important meaning as regards the dependency of $E_{KS}$ on the reference energy. As mentioned above, we introduced the variable $\mu$ so that it could be possible to cancel the artificial dependency. However, we did not exclude the possibility that $E_{KS}$ depends on the energy-scale reference in the above discussion, such that
\[
E_{KS}[n_\uparrow, n_\downarrow, \mu] = E_{KS}[\{\psi_{i\sigma}^*, \psi_{i\sigma}\}, [n_\sigma], \epsilon_{i\sigma}, n_\sigma, \mu].
\] (30)

When $E_{KS}$ does not depend on $\mu$, the total derivative of the right-hand side with respect to $\mu$ is always zero, which can be expressed in exactly the same manner as equation (29). However, the above general discussion requires equation (29) only at extremum of the functional.

To distinguish the special case from the general discussion, we introduce $\dot{E}_{KS}$ to denote a Kohn–Sham functional that always satisfies (29). The equivalence indicated in (28) ensures that the partial derivative of $\dot{E}_{KS}[\{\psi_{i\sigma}^*, \psi_{i\sigma}\}, \epsilon_{i\sigma}, \mu]$ with respect to $\mu$ does not require consideration. The reference-energy-free functional can also be expressed as
\[
\dot{E}_{KS}[n_\uparrow, n_\downarrow] = \dot{E}_{KS}[\{\psi_{i\sigma}^*, \psi_{i\sigma}\}, [n_\sigma], \epsilon_{i\sigma}, n_\sigma, n_\sigma, \mu].
\] (31)

where the variables $\epsilon_{i\sigma}$ and $\mu$ are transformed according to $\epsilon_{i\sigma} \rightarrow \epsilon_{i\sigma} \equiv \epsilon_{i\sigma} - \mu$ and $\mu \rightarrow \nu(\epsilon_{i\sigma})$. Here, $\nu$ can be any function such that the Jacobian $\frac{\partial \nu_{\epsilon_{i\sigma}}}{\partial \epsilon_{i\sigma}}$ is non-zero. This is because the relation $\frac{\partial E_{KS}}{\partial \nu_{\epsilon_{i\sigma}}} = 0$ is identical to equation (29). This means that the eigenvalues have meaning only in terms of their differences from the reference energy $\mu$ (or other eigenvalues, $\epsilon_{i\sigma} - \epsilon_{j\sigma'} = \epsilon_{i\sigma} - \mu + \mu - \epsilon_{j\sigma'}$), which is physically reasonable.

In some cases, eigenvalues appear in $\dot{E}_{KS}$ in a symmetric form that is invariant under constant shift, e.g. $\epsilon_{i\sigma} \rightarrow \epsilon_{i\sigma} + C_{\sigma}$, for each $\sigma$. This can be interpreted as the capability of having two independent energy-scale references for $V_{\text{eff},\sigma}$ and $V_{\text{eff},\downarrow}$, separately. In this case, $\mu_{\sigma}$ can be defined as a minimum real number that holds for
\[
N_{\sigma} = \sum_{i} \theta(\mu_{\sigma} - \epsilon_{i\sigma}),
\] (32)
and $\mu$ in $\epsilon_{i\sigma}$ should be replaced with $\epsilon_{i\sigma} = \epsilon_{i\sigma} - \mu_{\sigma}$. Then, $n_{\sigma}$ can be constructed from $V_{\text{eff},\sigma}$ and $\mu_{\sigma}$, irrespective of the values for the opposite spin. Let $\dot{E}_{KS}$ denote such a functional, with
\[
\dot{E}_{KS}[n_\uparrow, n_\downarrow] = \dot{E}_{KS}[\{\psi_{i\sigma}^*, \psi_{i\sigma}\}, [n_\sigma], \epsilon_{i\sigma}, [n_\sigma], [n_\sigma]].
\] (33)
A similar equation to equation (29), i.e.
\[
\frac{\partial \dot{E}_{KS}}{\partial \mu_{\sigma}} + \sum_{i,\sigma} \frac{\partial \dot{E}_{KS}}{\partial \epsilon_{i\sigma}} = 0,
\] (34)
always holds, and the variation of $\dot{E}_{KS}$ with respect to $\mu_{\sigma}$ gives
\[
\sum_{i,\sigma} \left[ \delta(\mu_{\sigma} - \epsilon_{i\sigma}) \int \left\{ \xi + \mu_{\sigma} - V_{xc,\sigma}(r') \right\} \psi_{i\sigma}^*(r') \psi_{i\sigma}(r') \, dr' \right] + \frac{\partial \dot{E}_{KS}}{\partial \mu_{\sigma}} + \lambda = 0.
\] (35)

In this case, one can show the following equivalence: (22), (24) $\iff$ (22), (35). Equation (35) is the same as our previously proposed equation [22], except in that case some terms were removed using Lagrange multipliers. Therefore, equation (24) can be regarded as an extended version of the previous equation to a general $E_{KS}$.

Let us return to the general discussion. We obtained equations (17) and (26) by minimizing $E_{KS}$. From the equivalences given in (25) and (28), the following relationship can be obtained
(17), (26) $\iff$ (22), (24), (29). (36)
Therefore, we can expect that (22), (24), and (29) on the right-hand side contain full information on the extrema. The first equation (22), is almost equivalent to the SHTS equation, apart from the presence of the last term, which comes from the optimization with respect to the eigenvalues. In the case of the LDA or EXX, there is no contribution of eigenvalues to $E_{KS}$, apart from the $3\delta$-functional level-crossing effect; therefore, $R_{xc,\sigma} = 0$. However, one can not always neglect the analytic eigenvalue-dependence of the functional when it includes eigenvalues explicitly. The Lagrange multiplier, $\lambda$, can be determined from equation (27), which was obtained by integrating (22) with respect to $r$. Recalling the existence of $\delta \mu_{\sigma}$, one can find
\[
\frac{\partial P}{\partial \epsilon_{i\sigma}} = \begin{cases} \frac{1}{N_{\sigma}} \sum_{j} R_{xc, j\sigma} & \text{if } \mu_{\sigma} - \epsilon_{i\sigma} = 0, \\ 0 & \text{otherwise} \end{cases}
\] (37)
where $N_{\sigma}$ denotes the number of highest-occupied orbitals of spin state $\sigma$. The exchange-correlation component of the effective potential, $V_{xc,\sigma}$, is given by inverting $G_{\sigma}(r, r') \psi_{i\sigma}(r) + c.c.$, however, the unphysical invariance under (4) of $V_{xc,\sigma}$ due to the irregularity of $G_{\sigma}$ emerges here.

As mentioned above, the second equation (24), is a generalized version of the equation used in our previous paper [22] to correct for the unphysical degree of freedom. It can also be related to a prescription given by KLI [13] for setting the constants, which becomes identical to our method for some classes of approximated Kohn–Sham functionals.
when there is no degeneracy in the system [22]. Whereas those authors were required to consider a region in which the highest occupied orbitals were dominant, which restricted the validity of their discussion to isolated systems, it is not necessary to assume the existence of such a region to derive equation (24). Nevertheless, this equation manifests itself as regards the influence of the effective potential on the highest occupied orbitals of the system, and reduces the degree of freedom allowed in (22) from two to one.

The last equation (29), is a requirement for \( \bar{E}_{\text{KS}} \) to behave as a density functional around the extrema, which is also mentioned above. We emphasize again that this equation always holds for density functionals that do not depend on the choice of energy-scale reference. In this case, the degree of freedom, which remains even after consideration of equation (24), is not required to be fixed, because the addition of a constant to both \( V_{\text{eff},1} \) and \( V_{\text{eff},1} \) must have no effect on the physical properties. If \( \bar{E}_{\text{KS}} \) depends on the reference energy, this constant has an effect and is set by equation (29).

### 2.2. Static RPA correlation

We discuss an application of the reformulated method to a calculation with static RPA functionals. Let us first provide some notation and definitions used in the below discussion, for convenience. First, we define some operations of two sets of time-space variables. The product, \( f \cdot g \), of functions \( f(x_1, x_2) \) and \( g(x_1, x_2) \) is defined as

\[
f \cdot g(x_1, x_2) = \int dx_1 f(x_1, x_2) g(x_1, x_2). \tag{38}
\]

where the \( x_i \)’s denote sets of time-space variables such that \( x_1 = (x_1, t_1) \). The identity, \( l(x, x') \), must be the delta function, \( \delta(x - x') \). If a function, \( f \), has an inverse, we denote it by \( f^{-1} \), with \( f \cdot f^{-1} = f^{-1} \cdot f = 1 \). Some functions have time dependence but depend only on the difference in the two-time variables. In this case, we use the expression, \( f(x, x') = f(r, r', t - t') \). It is also convenient to define an operator, \( \text{Tr}^0 \), which is the trace of the space-variables, such that

\[
\text{Tr}^0[f] = \int dr \langle r, r, 0 \rangle. \tag{39}
\]

This type of trace of a product of two or more functions is invariant under cyclic permutation of the order of the product, because \( \text{Tr}^0[f \cdot g] = \int dr \langle r, r', t - t \rangle g(r', r, t - t) = \int dr \langle r, r', t - t \rangle g(r', r, t - t) = \int dr \langle r, r', t - t \rangle f(r, r', t - t) = \text{Tr}^0[f \cdot g] \), with \( t' = -t + 2t \). Second, we let tilde denote the Fourier transform of a function with respect to time. In this case, the product becomes \( \tilde{f} \cdot \tilde{g} \), and the Fourier transform of the trace is \( \text{Tr}^0[\tilde{f}] = \frac{1}{\sqrt{2\pi}} \int d\omega \int dr \tilde{f}(r, r, \omega) \).

Finally, we introduce some notation. The Coulomb interaction is denoted by \( v \), which can be written as \( v(x, x') = 2 \delta(t - t')/|r - r'| \) in atomic Rydberg units, and transformed to \( \tilde{v}(r, r', \omega) = \hat{v}(r, r') = 2/|r - r'| \). We also use the density matrix, \( \hat{\rho}_\sigma(r, r', \omega) = \sum_i \delta(\omega - \epsilon_i) \psi_{i\sigma}(r) \psi_{i\sigma}^\dagger(r') \). The causal Green’s function (time-ordered Green’s function) of the auxiliary system is denoted by \( G_\sigma(x, x') \), and the retarded Green’s function by \( G^R_\sigma(x, x') \). The causal Green’s function is important as a building block in the formulation, while the retarded Green’s function is convenient for actual implementation to numerical procedures.

The application to the EXX functional,

\[
E_{\text{EXX}}^{\text{REM}} = -\frac{1}{2} \sum_{a} \int_{-\infty}^{\infty} dE \int_{-\infty}^{\infty} dE' \int dr \int dr' \hat{\rho}_\sigma(r, r', E) \times \tilde{v}(r, r', \omega) \hat{\rho}_\sigma(r', r, E'), \tag{40}
\]

has already been discussed in our previous paper [22], based on the the SHTS equation and equation (35). This treatment happens to be in accordance with the present formalism, because \( E_{\text{EXX}}^{\text{REM}} \) has the symmetry required in \( \bar{E}_{\text{KS}} \) and \( R_{\text{xc},\sigma} \) of EXX is zero. However, this is not true in the case of the correlation-functional with the random-phase-approximation, \( E_{\text{c},\text{RPA}} \), which is defined as

\[
E_{\text{c},\text{RPA}} = -\frac{i}{2} \text{Tr}^0[\log(1 - v \cdot \Pi) + v \cdot \Pi]. \tag{41}
\]

Here, the logarithm is defined by its series expansion and \( \Pi \) is the ring polarization insertion, where

\[
\Pi(x, x') = \sum_{\sigma} \Pi_{\sigma}(x, x') = -i \sum_{\sigma} G_{\sigma}(x, x') G_{\sigma}(x', x). \tag{42}
\]

A convenient feature of \( E_{\text{c},\text{RPA}} \) is that its variation can be attributed to that of \( \Pi \), such that

\[
\delta E_{\text{c},\text{RPA}} = \frac{i}{2} \text{Tr}^0[W \cdot \delta \Pi]. \tag{43}
\]

where \( W \) is defined as

\[
W = (1 - v \cdot \Pi)^{-1} \cdot v \cdot \Pi \cdot v. \tag{44}
\]

Therefore, \( R_{\text{xc},\sigma} \) for the RPA correlation functional can be written as

\[
R_{\text{xc},\sigma} = \frac{i}{2} \text{Tr}^0 \left[ W \cdot \frac{\partial \Pi_{\sigma}}{\partial \epsilon_{\sigma,j}} \bigg|_{\text{Rem.}} \right], \tag{45}
\]

where the subscript ‘Rem.’ denotes the non-delta functional component forming \( R_{\text{xc},\sigma} \) in equation (21). Note that \( R_{\text{xc},\sigma} \) cannot be ignored in this case, because

\[
\left( \frac{\partial \Pi_{\sigma}}{\partial \epsilon_{\sigma,j}} \bigg|_{\text{Rem.}} \right) = \begin{cases} \theta(\epsilon_{\sigma,j} - \mu) \psi_{j\sigma}(r) \psi_{j\sigma}^\dagger(r') & \text{if } r \neq r' \\ 0 & \text{if } r = r' \end{cases} \times \int_{-\infty}^{\infty} dE \hat{\rho}_\sigma(r, r, E) \\
\times \left\{ \begin{aligned} \frac{1}{(\omega - (\epsilon_{\sigma,j} - E) + i\eta)^2 + (\omega - (\epsilon_{\sigma,j} - E) - i\eta)^2} \\
-\theta(\mu_{\sigma} - \epsilon_{\sigma,j}) \psi_{j\sigma}(r) \psi_{j\sigma}^\dagger(r) \end{aligned} \right\} \\
\times \int_{-\infty}^{\infty} dE \hat{\rho}_\sigma(r, r', E) \\
\times \left\{ \begin{aligned} \frac{1}{(\omega - (\epsilon_{\sigma,j} - E) + i\eta)^2 + (\omega - (\epsilon_{\sigma,j} - E) - i\eta)^2} \\
-\theta(\mu_{\sigma} - \epsilon_{\sigma,j}) \psi_{j\sigma}(r') \psi_{j\sigma}^\dagger(r') \end{aligned} \right\}, \tag{46}
\]
is not zero in general. This is a natural consequence from the explicit dependence of $E_{c}^{\text{RPA}}$ on eigenvalues. Instead of applying the RPA correlation functional, the static approximation is utilized in the following calculations in order to reduce the computational cost, following Kotani [3]. This is justified when $\tilde{W}$ is slowly-varying with respect to the frequency, $\omega$, such that $W$ can be efficiently approximated by

$$W(x, x') = \frac{1}{2\pi} \int d\omega \tilde{W}(r, r', \omega)e^{-i\omega(x-x')} \sim \tilde{W}(r, r', 0)\delta(t - t').$$

(47)

Then, equation (43) becomes

$$\delta E_{c}^{\text{RPA}} = \frac{i}{2} \Pi^{0} \left[ \int dr' \tilde{W}(r, r', 0)\delta \Pi(r', r, 0) \right].$$

(48)

With this approximation, $R_{c, \omega}$ vanishes, because $\Pi(r', r, 0)$ does not explicitly depend on eigenvalues, apart from the stepwise dependency of $\theta(\mu - \epsilon_{c})$. This feature of the static approximation supports the validity of Kotani's calculation, even though the existence of the correction term has not been recognized.

The reduction of the computational cost is achieved in the static approximation by avoiding integrations with respect to frequency. However, when obtaining the static approximation by avoiding integrations with respect to the region enclosed by $C_{2}$, the presence of the poles, which are of nearly second order, prevents numerical integration of (52). Such an analytic continuation is obtained from an analytic continuation of the square bracket given by

$$\frac{1}{2\pi i} \left[ \int_{C_{1}} dE \frac{\tilde{G}_{c}^{R}(r, r', E)}{E' - E + i\eta} - \int_{C_{2}} dE \frac{\tilde{G}_{c}^{R}(r, r', E')}{E' - E + i\eta} \right],$$

(53)

where $C_{1}$ is a path in the upper-half plane that begins at $-\infty$ and ends at $\mu$, while $C_{2}$ shares the same ends as $C_{1}$ but lies in the lower-half plane. Since this expression is also analytic with respect to $E'$, the path for the integral with respect to $E'$ can also be deformed. Then, a preferable form of $\tilde{\Pi}_{\sigma}(r, r', 0)$ is obtained as

$$\tilde{\Pi}_{\sigma}(r, r', 0) = \frac{1}{\pi} \left[ \int_{C_{1}} dE \tilde{G}_{c}^{R}(r, r', E') \right.$$

$$\times \left. \left\{ \int_{C_{1}} dE \tilde{G}_{c}^{R}(r, r', E) - \int_{C_{2}} dE \tilde{G}_{c}^{R}(r, r', E') \right\} \right].$$

(54)

where $C_{1}$ is a path that begins at $-\infty$, ends at $\mu$, and lies in the region enclosed by $C_{1}$ and the real axis. In the following calculations, we used this expression, which is free from the errors originating from the energy cut-off in equation (49).

3. Numerical examples

In this section, we show results obtained from our implementation of the EXX+RPA method described in the previous section. In order to achieve high calculation speed, we have adopted the modified version [22] of the Krieger–Li–Iafrate (KLI) approximation [12, 13] to solve equations (22) and (26). Although we recognize that a sufficient number of studies have been conducted on the development of approximations [14–19] beyond the KLI or on acceleration schemes [8–11] to solve the SHTS equation directly, we chose the KLI approximation as a first trial step toward a practical and accurate method. In order to solve the single-particle problem, we used the Korringa–Kohn–Rostoker (KKR) Green’s function method, because it can calculate the retarded Green’s function of the auxiliary system appearing in (54) directly. The path, $C_{2}$, in (54) can be chosen so that $C_{2}^{\ast}$ becomes identical to $C_{1}$ or $C_{3}$. The retarded Green’s functions on $C_{1}$ and $C_{3}$ were constructed in our calculations with $C_{2}^{\ast} = C_{1}$. We included all the contributions of core orbitals, and all the core orbitals are self-consistently determined.

Before proceeding to realistic systems, we performed test calculations using (54) and compared the results to those from the direct calculation given by (49), with $\tilde{\rho}(r, r', E) =$
\(-\frac{1}{\pi} \Im \tilde{G}(r, r', E)\). Since only the energy dependence of the retarded Green’s function is important for our purposes, we used the following two-model Green’s functions, which depend on the energy only:

\[
G^I(E) = \frac{1}{E + A + i\eta} + \frac{1}{E - A + i\eta},
\]

and

\[
G^{II}(E) = \log \left( \frac{E + B + C}{E - B + C} \right) + \log \left( \frac{E - B + C}{E - B - C} \right),
\]

with \(A = 0.5\), \(B = 0.5\), and \(C = 0.55\), and \(\mu\) set to zero. \(G^I\) has two \(\delta\)-functions in its imaginary component, representing a rapidly-varying function, while \(G^{II}\) has two rectangles in its imaginary component, representing a slowly-varying function. The direct method is applied with the paths of the integral shifted upward by \(10^{-3}\) in the calculation, in order to obtain converging results with a finite number of meshes. As shown in figure 1, in the direct method, the error of the integrals decreased slowly as number of meshes increased. On the other hand, the convergence was much improved in our new method for both the model Green’s functions.

Next, we apply these techniques to realistic calculations involving bcc-Fe, fcc-Co, and fcc-Ni. These magnetic metals are expected to constitute stringent test cases because they have been proven to be sensitive to the treatment of the unphysical degree of freedom in (22), and also to correlation effects included in the calculation. Table 1 shows the comparison of the predicted magnetic moments obtained by various methods. It can be seen from this table that the magnetic moments obtained by the EXX calculations, which were performed without any correlation functional, are reduced significantly by taking the correlation with the static RPA into account. The deviation of the results of our EXX+sRPA method from the experimental values are comparable to those of the LDA, while the LDA potentials have smooth shapes, those of the EXX+sRPA show typical dips, which correspond to the exchange hole. These dips are compensated for to some extent by the correlation components of the \(V_{c,\sigma}\) potentials, as shown in figures 3(c) and (d).

The time consumption of the calculations was approximately 10 s per iteration with one CPU core, for which 14 GFLOPS is expected at peak performance. The total calculation time, beginning with the effective atomic potentials calculated with the LDA, was typically 6 h. The values of the Green’s function were generated at 598 points in the energy plane, and 145 points in the k-space were used.

4. Conclusion

We have presented a reformulation of the OEP method. Some theoretical limitations existing in conventional derivations have been overcome by carefully considering the dependency
Figure 2. Total DOS of Fe calculated with (left) LDA, (center) EXX+sRPA, and (right) EXX only.

Figure 3. Exchange-correlation potentials of bcc-Fe for the EXX+sRPA (solid line) and the LDA (broken line) techniques with (a) majority spin and (b) minority spin. The insets are magnifications of the external figures. (c) and (d) are related to the correlation component of the potentials calculated for the EXX+sRPA method with (c) majority spin and (d) minority spin.

of the energy functional on eigenvalues. Two equations (22) and (24), are particularly important. Equation (22) suggests the existence of a correction term to the SHTS equation arising from a dependency of the energy functional on eigenvalues, which was neglected previously. Although the use of conventional equations could be justified for some exchange-correlation functionals, as we demonstrated for the LDA, EXX, and EXX+sRPA techniques in the present paper, we also showed that the RPA correlation functional offers a counterexample. Equation (24) provides a method of eliminating an unphysical degree of freedom that could be permitted in equation (22), which can be regarded as a generalized form of our previous equation [22], or the prescription proposed by KLI [13].

An efficient method of constructing a correlation potential within the EXX+sRPA approach has also been proposed. The advantage of this technique was confirmed by calculations using the model Green’s functions. We also performed realistic calculations of some transition metals, which are considered to constitute rigid test cases. In order to accelerate the calculations, we exploited the modified [22] KLI approximation [12, 13]. Although application of the modified KLI approximation would introduce some errors to the calculation, the deviations of the results from the experimental data were acceptable. Therefore, the modified KLI approximation combined with EXX+sRPA functionals is regarded as an adequate approximation for these systems at least, provided a precise technique to manage the sRPA functional is exploited.
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Appendix A. OEP equations with fractional occupancy

In the main body of the present paper, the Kohn–Sham functional was assumed to be a functional of the density of a pure state. To extend the derivation of the OEP equations to the OEP theory with fractional occupancy [26, 27], the following density matrix $\Gamma$ should be considered:

$$\Gamma = \sum_A f_A |\Psi_A\rangle \langle \Psi_A|.$$  \hspace{1cm} (A.1)

It is convenient to prepare a single-particle basis set $\{\psi_{A,i,\sigma}(r)\}$ to describe the density of each $|\Psi_A\rangle \langle \Psi_A|$ with the corresponding set of eigenvalues $\{\epsilon_{A,i,\sigma}\}$. 

All the sets can be assumed to obey the Kohn–Sham equation (1) with a common Kohn–Sham potential $V_{KS,a}$ for the present purpose. In the case, the chain rule described in equation (16) for the pure-state case becomes

$$
\frac{\delta}{\delta V_{\text{eff},\sigma}}(r) = \sum_A \sum_i \left[ \int \frac{\delta \psi_{A,io}(r')}{\delta V_{\text{eff},\sigma}(r)} \frac{\delta}{\delta \psi^*_{A,io}(r')} \delta V_{\text{eff},\sigma}(r') \right] \sum_i \left[ \frac{\delta \psi_{A,io}(r')}{\delta \psi^*_{A,io}(r')} \right] dr' + \frac{\partial \delta V_{\text{eff},\sigma}(r)}{\partial \delta \psi^*_{A,io}(r')} \frac{\partial}{\partial \delta \psi_{A,io}(r)} \right].
$$

(A.2)

The OEP equations can be derived with the above relation in a similar way to that for the pure-state case, which was described in the main body of the paper.
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