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Abstract

A key challenge for automatic speech recognition (ASR) systems is to model the speaker level variability. In this paper, compact speaker dependent learning hidden unit contributions (LHUC) are used to facilitate both speaker adaptive training (SAT) and test time unsupervised speaker adaptation for state-of-the-art Conformer based end-to-end ASR systems. The sensitivity during adaptation to supervision error rate is reduced using confidence score based selection of the more “trustworthy” subset of speaker specific data. A confidence estimation module is used to smooth the over-confident Conformer decoder output probabilities before serving as confidence scores. The increased data sparsity due to speaker level data selection is addressed using Bayesian estimation of LHUC parameters. Experiments on the 300-hour Switchboard corpus suggest that the proposed LHUC-SAT Conformer with confidence score based test time unsupervised adaptation outperformed the baseline speaker independent and i-vector adapted Conformer systems by up to 1.0%, 1.0%, and 1.2% absolute (9.0%, 7.9%, and 8.9% relative) word error rate (WER) reductions on the NIST Hub5’00, RT02, and RT03 evaluation sets respectively. Consistent performance improvements were retained after external Transformer and LSTM language models were used for rescoring.

Index Terms: speech recognition, Conformer, speaker adaptation, confidence score estimation, Bayesian learning

1. Introduction

Recently, convolution-augmented Transformer (Conformer) [1, 2] end-to-end (E2E) automatic speech recognition (ASR) systems have been successfully applied to a wide range of task domains. Compared with the earlier forms of Transformer models [3, 4], Conformer benefits from a combined use of self-attention and convolution structures that are designed to learn the longer range, global and local contexts.

A key challenge for ASR systems, including those based on Conformers, is to model the systematic and latent variation in speech. A major source of such variability is attributable to speaker level characteristics representing factors such as accent and idiosyncrasy, or physiological differences manifested in, for instance, age or gender. Speaker adaptation techniques for current ASR systems can be characterized into several categories: 1) Auxiliary speaker embedding-based approaches utilizing a compact vector (e.g., i-vector [5]) to represent speaker-dependent (SD) characteristics [5–8]. The SD embedding vectors are then fed into the system as auxiliary features to augment the pronunciation of the speaker. 2) Feature transformation-based methods, for example, feature-space maximum likelihood linear regression [9], and vocal tract length normalization [10,11], aim to produce speaker-independent (SI) features by applying feature transform in the acoustic front-ends. 3) Model-based adaptation that uses separate SD model parameters to represent speaker variability, for example, learning hidden unit contributions (LHUC) [12–14], parameterized hidden activation functions [15, 16] and various forms of linear transforms that are applied to different neural network layers [17–22]. These prior researches on speaker adaptation were predominantly conducted in the context of traditional hybrid HMM-DNN based ASR systems.

In contrast, very limited previous researches on speaker adaptation have been conducted for E2E ASR systems. Among these, regularization-based methods were exploited to improve the generalization performance of connectionist temporal classification (CTC) based [23] and attention-based E2E models [24]. Auxiliary speaker embedding vectors based on i-vector [25], or extracted from sequence summary network [26] and speaker-aware modules [27, 28] were incorporated into attention-based encoder-decoder or conventional, non-convolution augmented Transformer models. Speaker adaptation of Conformer RNN-T models was investigated in [29].

Efforts on developing model-based speaker adaptation techniques for Conformer models are confronted with several challenges. First, the often limited amounts of speaker specific data requires highly compact SD parameter representations to be used to mitigate the risk of overfitting during adaptation. Second, model adaptation techniques such as LHUC [12, 13] operate within a multi-pass decoding framework. An initial recognition pass produces the initial speech transcription to serve as the supervision for the subsequent SD parameter estimation and re-decoding of speech in a second pass. As a result, SD parameter estimation is sensitive to the underlying supervision error rate. This issue is particularly prominent with E2E systems that directly learn the surface word or token sequence labels in the adaptation supervision, as opposed to latent phonetic targets in hybrid ASR systems.

In order to address these issues, compact speaker dependent LHUC, for example, of 5120-dimensions, are used to facilitate both speaker adaptive training (SAT) [30] and test time unsupervised speaker adaptation. The sensitivity to supervision quality is reduced using confidence score based selection of the more “trustworthy” subset of speaker specific data. In Conformer models, the attention-based encoder-decoder model architecture and auto-regressive decoder component design both of which utilize the full history context, make the use of conventional lattice-based recognition hypotheses representation for word posterior and confidence score estimation non-trivial [31, 32]. To this end, a lightweight token-level confidence es-
**Figure 1:** An example Conformer E2E architecture is shown in the grey box at the bottom centre. Its encoder internal components are also shown in the green coloured box on the top right. The standard Transformer encoder without the additional Convolutional module is shown in the light yellow coloured box, top left. Bayesian estimation or fixed value, deterministic LHUC speaker adaptation are shown on the left and right of the red coloured box in the bottom left corner.

**3.1. LHUC**

The key idea of LHUC [12–14] and the related parameterized adaptive activation functions [15, 16] is to modify the amplitudes of hidden unit activations of hybrid DNN, or Conformer models as considered in this paper, for each speaker using a SD transformation. This can be parameterized by using activation output scaling vectors. Let \( r^s \) denote the SD parameters for speaker \( s \) in the \( l \)-th hidden layer, the hidden layer output can be given as

\[
h^{l,s} = \xi(r^{l,s}\odot h^l),
\]

where \( \odot \) denotes the Hadamard product operation, \( h^l \) is the hidden vector after a non-linear activation function in the \( l \)-th layer, and \( \xi(\cdot) \) is the scaling vector parametrized by \( r^{l,s} \). In this paper, \( \xi(\cdot) \) is the element-wise 2Sigmoid() function with range \((0, 2)\). Given the adaptation data \( D^s = \{X^s, Y^s\} \) for speaker \( s \), \( X^s \) and \( Y^s \) stand for the acoustic features and the corresponding supervision token sequences, respectively. The estimation of SD parameters \( r^s \) can be obtained by minimizing the loss in Eq. (1), which is given by

\[
r^s = \arg\min_{r^s} \left\{\lambda_1 \log p_d(Y^s|X^s, r^s) - \lambda_2 \log p_c(Y^s|X^s, r^s)\right\}
\]

where \( \lambda_1 = \lambda - 1, p_d(Y^s|X^s, r^s) \) and \( p_c(Y^s|X^s, r^s) \) are the attention-based and CTC-based likelihood probabilities, respectively. The supervisions \( Y^s \) that are not available during unsupervised test time adaptation can be obtained by initially decoding the corresponding utterances using a baseline SI model, before serving as the target token labels in the subsequent adaptation and re-decoding stage. As a result, SD parameter estimation is sensitive to the underlying supervision error rate.

**3.2. Confidence Score Based LHUC Adaptation**

To mitigate the risk of adaptation using speaker level data with incorrect token labels, one possible solution considered here is to exploit confidence score-based selection of a more “trustworthy”, accurate and less erroneous subset of speaker specific data. The use of confidence scores featured widely in both speaker adaptation [39–41] and unsupervised training [42–44] of traditional HMM-based ASR systems.

The efficacy of confidence score-based data selection crucially depends on its correlation with the WER. Conventional HMM-based ASR systems use lattice-based recognition hypotheses representation for word or token posterior and confidence score estimation [31, 32, 45]. However, the attention-based decoder component design utilizing the full history context used in Conformer, and other related E2E models [46], lead to their difficulty in deploying effective beam search in lattice-based decoding. An alternative solution is to use the Conformer decoder output probabilities as confidence scores. However, these have been found to be over-confident in previous research [34, 35]. To this end, a lightweight token-level CEM is used in this paper.
to further smooth the over-confident Conformer decoder output probabilities and improve their reliability as confidence scores.

The form of CEM considered in this paper is a lightweight binary classification model using a 3-layer residual FFN that can be easily configured on top of a well-trained E2E ASR system such as Conformer. For each output token, its corresponding hidden state extracted from the last decoder layer and linear outputs corresponding to top-10 Softmax probabilities are concatenated as the input features fed into the CEM, which then produces a smoothed confidence score for the token. An utterance-level confidence score can then be obtained by averaging the confidence scores of all tokens within an utterance. The alignments between the hypothesis supervision and the ground truth reference can be obtained from the edit distance computation, which can then be used as the target labels for CEM training, where the correct tokens are assigned with the value of one while the substituted or inserted tokens are assigned with zero.

3.3. Bayesian LHUC Adaptation

Data selection further reduces the amount of limited speaker level adaptation data, and increases the sparsity issue. This leads to uncertainty in SD parameters during the standard LHUC adaptation performing deterministic parameter estimation. The solution adopted in this paper uses Bayesian learning [36] by modelling SD parameters’ uncertainty, and the following predictive distribution is utilized in LHUC adaptation. The prediction over the test utterance \( \tilde{X} \) is given by

\[
p(Y^*|X^*, D^*) = \int p(Y^*|X^*, r^*) p(r^*) dr^*,
\]

where \( Y^* \) is the predicted token sequence and \( p(r^*) \) is the prior distribution of SD parameters, and \( KL(q(r^*)||p(r^*)) \) is approximated with Monte Carlo sampling method, which is given by

\[
\lambda_1 \log \int p_a(Y^*, r^*|X^*) dr^* - \lambda_1 \log \int p_a(Y^*, r^*|X^*) dr^* \\
\leq \log \mathbb{E}_q \log p_a(Y^*, r^*|X^*) - \log \mathbb{E}_q \log p_a(Y^*, r^*|X^*) + 2 \log \mathbb{E}_q \log p_a(Y^*, r^*|X^*)
\]

where \( p(r^*) \) is the prior distribution of SD parameters, and KL(\( || \)) is the KL divergence. For simplicity, both \( q(r^*) = N(\mu, \sigma^2) \) and \( p(r^*) = N(\mu, \sigma^2) \) are assumed to be normal distributions. The first term \( L_1 \) is approximated with Monte Carlo sampling method, which is given by

\[
L_1 = \frac{1}{N} \sum_{k=1}^{N} \lambda_1 \log p_a(Y^*|X^*, r^*_k) - \lambda_1 \log p_a(Y^*|X^*, r^*_k)
\]

where \( r^*_k = \mu + \sigma \epsilon_k \) and \( \epsilon_k \) is the \( k \)-th Monte Carlo sampling drawn from the standard normal distribution. The KL divergence \( L_2 \) can be explicitly calculated as

\[
L_2 = \frac{1}{2} \sum_i \left( \frac{\sigma_i^2 + (\mu_i - \mu) \sigma_i^2}{\sigma_i^2} - 2 \log \frac{\sigma_i}{\sigma_i^2} - 1 \right),
\]

where \( \mu_i, \sigma_i, \) and \( \mu, \sigma \) are the \( i \)-th elements of vectors \( \mu_1, \sigma_1 \) and \( \mu, \sigma \), respectively.

**Implementation details** over several crucial settings are: 1) Based on empirical evaluation, the LHUC layer is applied to the hidden output of the convolution subsampling module, as shown in Figure 1 (bottom, left). Alternative locations\(^1\) to apply the LHUC transforms in practice leads to performance degradation in comparison. 2) The LHUC prior distribution is modelled by a standard normal distribution \( \mathcal{N}(0, 1) \). 3) In Bayesian learning, only one parameter sample is drawn in Eq. (6) during adaptation to ensure that the computational cost is comparable to that of standard LHUC adaptation. 4) The predictive inference integral in Eq. (4) is efficiently approximated by the expectation of the posterior distribution as \( p(Y^*|X^*, \mathbb{E}[r^*|D^*]) \).

4. Experiments

In this section, the proposed confidence score-based LHUC speaker adaptation method is investigated for unsupervised test adaptation of both SI and speaker adaptively trained SAT (interleaving update of TDNN and SD LHUC parameters, following [13]) ASR systems on the 300-hr Switchboard task.

4.1. Experimental Setup

| Model   | NIST Switchboard | NIST RT02 | NIST RT03 |
|---------|------------------|-----------|-----------|
| SI      | 14.4 9.1 13.8 10.5 10.8 17.0 | 14.7 12.6 14.0 | 13.2 |
| LHUC-SAT | 12.5 7.5 12.0 | 11.4 14.4 17.0 | 11.8 12.7 14.0 |
| SI      | 12.8 7.1 18.7 12.5 | 14.7 14.0 12.9 |
| LHUC-SAT | 10.8 7.1 18.7 12.5 | 14.7 14.0 12.9 |

\(^1\)The Kaldi recipe configured 100-dim utterance-level i-vector features were concatenated to the acoustic features at the input layer.

\(^2\)Performance of non-Bayesian, deterministic parameter-based LHUC adaptation for both SI and LHUC-SAT trained Transformer and Conformer systems are shown in Table 1 (sys. 2, 3, 5). For both Transformer and Conformer systems, LHUC-SAT with speaker adaptation consistently outperformed their respective SI baselines (sys. 3, 5 vs. sys. 1, 4). In particular, the LHUC-SAT Transformer produced a statistically significant WER reduction of 11.1% absolute on the RT03 data over the
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Table 2: Speaker adapted performance (WER%) of LHUC-SAT Conformer systems with/without confidence score-based data selection and Bayesian LHUC adaptation on the Hub5’00, RT02 and RT03 data sets, before and after external Transformer plus LSTM LM rescoring. † denotes a statistically significant (MAPSSWE, α=0.05) WER difference over the baseline SI systems (sys. 1, 6).

| Sys | Adapter | Adaptation Parameters | Data Selection | Language Model | Hub5’00 | RT02 | RT03 |
|-----|---------|-----------------------|---------------|----------------|--------|------|------|
| 1   | ✓       | ✓                     |               |                | 7.9%   | 13.4 | 10.6 |
| 2   | ✓       | ✓                     |               |                | 8.9%   | 13.5 | 10.8 |
| 3   | ✓       | ✓                     |               |                | 8.9%   | 13.8 | 11.3 |
| 4   | ✓       | ✓                     |               |                | 8.9%   | 13.3 | 10.8 |
| 5   | ✓       | ✓                     |               |                | 8.9%   | 13.3 | 10.8 |
| 6   | ✓       | ✓                     |               |                | 8.9%   | 13.3 | 10.8 |
| 7   | ✓       | ✓                     |               |                | 8.9%   | 13.3 | 10.8 |

SI baseline (sys. 3 vs. sys. 1). The LHUC-SAT Conformer system (sys. 5) produced the lowest WER and was used in the following experiments on confidence score-based adaptation.

4.3. Performance of Confidence Based Adaptation

The efficacy of the proposed confidence score-based speaker level data selection is first assessed via an ablation study on the three test sets, as shown in Figure 2, where the WERs of adapted LHUC-SAT Conformer systems using various amounts of adaptation data selected using different methods are shown. The horizontal coordinates represent speaker level selected subsets of utterances ranked by their confidence scores (e.g., top 80 percentile) of varying sizes used for adaptation.

A general trend can be found that across all three test sets over various percentiles based subset selection, the proposed CEM smoothed Conformer attention Softmax output probabilities (orange lines) consistently produced better LHUC test adaptation performance than the comparable baseline selection using un-mapped, original Softmax output probabilities (green line). After Bayesian estimation is applied to mitigate the risk of over-fitting to subsets of speaker data, CEM smoothed confidence score-based Bayesian LHUC adaptation performance (orange dotted line) is comparable to that using the ground truth utterance level WER-based data selection (red dotted line). The best operating percentile point for smoothed confidence score-based data selection is approximately at 80%

Using the resulting top 80 percentile selected speaker level data, the corresponding adapted performance of the LHUC-SAT Conformer systems with or without Bayesian LHUC estimation are further contrasted against the baseline SI and i-vector adapted Conformers in Table 2 (sys. 4, 5 vs. sys. 1, 2). Using both CEM smoothed confidence score in data selection and Bayesian learning in LHUC test adaptation, overall statistically significant WER reductions of 1.0%, 1.0% and 1.2% absolute (90.8%, 79.9% and 89% relative) were obtained on the three test sets over the baseline SI Conformer (sys. 5 vs. sys. 1).

Similar performance improvements of 0.9%-1.3% absolute WER reductions were retained after external Transformer plus LSTM LM rescoring (sys. 7 vs. sys. 6). Finally, the performance of the best confidence LHUC adapted LHUC-SAT Conformer system (sys. 7, Table 2) is further contrasted in Table 3 with those of the state-of-the-art performance obtained on the same task using the most recent hybrid and end-to-end systems reported in the literature to demonstrate its competitiveness.

5. Conclusions

The paper proposed a confidence score-based unsupervised speaker adaptation approach for Conformer based speech recognition systems. The adaptation performance sensitivity to supervision quality is addressed using a smoothed confidence-score-based data selection scheme while the resulting increased data sparsity is mitigated using Bayesian learning. Experiments on the 300-hour Switchboard corpus demonstrated the efficacy of the proposed methods and produced up to 9.0% relative word error rate reduction over the baseline Conformer system. Further research will focus on improving data selection and rapid on-the-fly adaptation approaches.
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