Numerical solution for tachyon vacuum in the Schnabl gauge
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Abstract

Based on the level truncation scheme, we develop a new numerical method to evaluate the tachyon vacuum solution in the Schnabl gauge up to level $L = 24$. We confirm the prediction that the energy associated to this numerical solution has a local minimum at level $L = 12$. Extrapolating the energy data of $L \leq 24$ to infinite level, we observe that the energy goes towards the analytical value $-1$, nevertheless the precision of the extrapolation is lower than in the Siegel gauge. Furthermore, we analyze the Ellwood invariant and show that its value converges monotonically towards the expected analytical result. We also study the tachyon vacuum expectation value (vev) and some other coefficients of the solution. Finally, some consistency checks of the solution are performed, and we briefly discuss the search for other Schnabl gauge numerical solutions.
1 Introduction

In the context of Witten’s open bosonic string field theory [1], using a solution for tachyon condensation in the Schnabl gauge [2], the first analytic proof of Sen’s first conjecture [3, 4] has been performed. Based on Schnabl’s work, many analytical and numerical tools have been developed [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] and the techniques have been employed in the construction and analysis of new analytical solutions [22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33].

In the construction of this analytical solution for tachyon condensation, the Schnabl gauge condition, $B_0 \Psi = 0$, plays a fundamental role. As shown in reference [2], thanks to the combination of the $B_0$ gauge with the $L_0$ level truncation in certain sectors of the state space formed by the $\tilde{c}_n$ modes, $L_0 + L_0^\dagger$ and $B_0 + B_0^\dagger$ operators acting on the vacuum, the entire set of equations of motion $Q \Psi + \Psi^* \Psi = 0$ can be solved exactly, in a recursive way. The result of such a calculation gives us the analytical solution $\Psi$, which, in terms
of wedge states with ghost insertions, can be written as

\[ \Psi = \lim_{N \to \infty} \left[ \psi_N - \sum_{n=0}^{N} \partial_n \psi_n \right], \]  

(1.1)

\[ \psi_n = \frac{2}{\pi^2} U_{n+2}^\dagger \left[ (B_0 + B_0^\dagger) \tilde{c} \left( -\frac{\pi}{4} n \right) \tilde{c} \left( \frac{\pi}{4} n \right) + \frac{\pi}{2} \left( \tilde{c} \left( \frac{\pi}{4} n \right) + \tilde{c} \left( -\frac{\pi}{4} n \right) \right) \right] |0\rangle, \]  

(1.2)

where \( \psi_N \), with \( N \to \infty \), is called the phantom term [2, 5, 12, 13]. The equations (1.1) and (1.2) can be used to expand the analytical solution in the state space of Virasoro \( L_0 \) eigenstates. This level expansion of the solution is very useful for the numerical evaluation of the energy. It is important to mention that one slight disadvantage of the \( B_0 \) gauge is that the gauge fixing condition is broken by the Virasoro \( L_0 \) level truncation. In reference [2], the author conjectured that the level dependent Schnabl gauge fixing condition would not pose problems and using the high \( L_0 \) level truncation computations of Moeller and Taylor [34] and Gaiotto and Rastelli [35], it should be possible to construct a numerical solution that would converge to his analytical solution when the level goes to infinity.

The first attempt to obtain a numerical solution for tachyon vacuum in the Schnabl gauge was made by Arroyo et al. [36], using the traditional level truncation computations up to level \( L = 10 \). By extrapolating the energy data of levels \( L \leq 10 \), shown in table 1.1 to estimate the energy for \( L > 10 \), the authors predicted that the energy reaches a local minimum value at level \( L = 12 \), to subsequently turn back to approach \(-1\) asymptotically as \( L \to \infty \). Although the value of the energy for this numerical solution appears to converge to the expected analytical result, the issue whether this solution could be identified with the Schnabl analytical solution [2] when \( L \to \infty \) was inconclusive. For instance, as shown in table 1.1, the tachyon vev (starting at level \( L = 4 \)) appears to decrease with the level and it does not appear to converge to the expected analytical value \( t = 0.55346558 \). Extrapolating the data of the tachyon vev 1.1, it was predicted that the tachyon vev reaches a local minimum value at a level close to \( L = 26 \), to then turn back to approach the expected analytical result as \( L \to \infty \).

| \( L \) | \( c_1 |0\rangle \) | \( E^{Sch} \) |
|---|---|---|
| 0 | 0.456177990470 | -0.684616159915 |
| 2 | 0.544204232320 | -0.959376599521 |
| 4 | 0.548938521247 | -0.994651904750 |
| 6 | 0.548315148955 | -1.003983765388 |
| 8 | 0.547321883647 | -1.007110280219 |
| 10 | 0.546508411314 | -1.008189759705 |

Table 1.1: \((L, 3L)\) level truncation results of reference [36] for the tachyon vev and vacuum energy in the Schnabl gauge up to level \( L = 10 \).

One of the main motivations of this work is to provide a conclusive evidence of the conjecture in reference [2], that the numerical solution constructed in the Schnabl gauge
by means of level truncation computations can be identified with the analytical solution (1.1) when \( L \to \infty \). An obvious step to accomplish this task is to perform higher level computations, this might appear as an straightforward extension of the calculations developed in reference [36].

However the numerical method used in reference [36] is not practical for levels beyond \( L > 12 \). To see why, let us briefly explain how it works. After truncating the string field to some given level \( L \), we plug this string field into the string field theory action and compute the level \((L, 3L)\) tachyon potential. Then we impose the Schnabl gauge condition and, to obtain the numerical solution, we extremize this gauge fixed potential. Therefore this method needs the full \((L, 3L)\) level truncated potential as an input, however, storing this full potential at high levels requires a huge amount of computer memory, for example, to reproduce the level 24 results in this way we would need a memory size over one petabyte.

In this work, we have managed to solve the aforementioned technical issues, and we have obtained results up to level \( L = 24 \), using a clever numerical method based on the traditional level truncation scheme, which in principle can be applied to all general linear \( b \)-gauges. We have explicitly proven that the energy of the numerical solution has in fact a local minimum at level \( L = 12 \), so the conjecture made in [36] was proven to be correct.

Regarding the prediction of the local minimum at level \( L = 26 \) for the tachyon vev made in [36], by extrapolating the corresponding data of levels \( L \leq 24 \), we predict that this local minimum probably exists, but at much higher level, possibly around level \( L = 43 \). Although this prediction is not very reliable, from the trend observed in the data up to level 24, we can state with certainty that this minimum does not happen at \( L = 26 \) as claimed in [36].

Apart from the tachyon vev, we also analyzed the asymptotic behavior of some other coefficients of the numerical solution, and showed that they converge to the expected analytical result, although the precision is lesser than we hoped for. Furthermore, we computed the Ellwood invariant and found that its value is in agreement with the expected analytical result. By performing some consistency checks of the numerical solution, we provided an extra evidence for the conclusion that the solution can be identified with the analytical solution at the limit of infinite level.

This paper is organized as follows. In section 2, we discuss how to impose the Schnabl gauge condition (or, in general, other nontrivial linear gauge conditions) at high level numerical calculations. We implement the gauge condition using a projector acting on the full equations of motion. In section 3, we analyze the tachyon vev and some other coefficients of the numerical solution and compare them to coefficients of the analytical solution. In section 4, we present level 24 data for the tachyon vacuum energy and the gauge invariant overlap and we extrapolate these quantities to the infinite level. In section 5, we check that the numerical solution satisfies some nontrivial identities that were discovered in [2]. In Section 6, we verify that the solution satisfies some of the out-
of-gauge equations of motion. In section 7, we summarize our results and discuss some related numerical experiments. In appendix A, we provide general rules for extrapolations of various quantities to infinite level. Finally, in appendix B, we briefly mention two other numerical solutions in the Schnabl gauge.

2 Solving the equations of motion in the Schnabl gauge

In this section, we discuss how to adapt Newton’s method, which is commonly used to solve the SFT equations numerically \[35, 37\] with nontrivial gauge conditions. More information about our numerical algorithms can be found in \[38\].

The string field theory action has a large amount of gauge symmetry, which is, in an infinitesimal form, given by

\[
\delta \Psi = Q \Lambda + (\Psi \ast \Lambda - \Lambda \ast \Psi).
\tag{2.1}
\]

These gauge transformations do not commute with \( L_{0}^{tot} \) and therefore the gauge symmetry is broken when we truncate the action to a finite level. This may look as an advantage because the level-truncated equations of motion have only a discreet set of solutions even without any gauge fixing, but it is actually the opposite. The remnants of the gauge symmetry cause technical problems and there does not appear to be any consistent way to improve these solutions to higher levels (see \[37\]), which makes this approach essentially unusable. Therefore, it is necessary to make a gauge choice in the level truncation approach. We consider gauge conditions in the form of a linear constraint,

\[
G \Psi = 0.
\tag{2.2}
\]

Ultimately, we are interested only in the Schnabl gauge, where

\[
G = B_{0} = b_{0} + \sum_{k=1}^{\infty} \frac{2(-1)^{k+1}}{4k^{2} - 1} b_{2k},
\tag{2.3}
\]

but the way to solve the equations of motion does not really depend on the precise form of \( G \), so for now, we will work with a generic linear operator \( G \).

Once we impose some gauge conditions, the system of the equations of motion

\[
Q \Psi + \Psi \ast \Psi = 0
\tag{2.4}
\]

with the linear equations \[2.2\] becomes overdetermined and it has generically no solutions at finite level. The usual method to deal with this problem is to solve only a subset of the full equations of motion, which we write as

\[
P(Q \Psi + \Psi \ast \Psi) = 0,
\tag{2.5}
\]
where $P$ is a projector of an appropriate rank. The remaining equations

$$(1 - P)(Q\Psi + \Psi^* \Psi) = 0$$

are left unsolved, but, for consistent solutions, they must asymptotically approach zero as the level goes to infinity. Following [35], we call them out-of-gauge equations.

In the Siegel gauge, which is the most common choice in the level truncation approach, these issues have a very elegant solution [34, 35]. The gauge condition

$$b_0|\Psi\rangle = 0$$

(2.7)

can be solved simply by removing all states that contain $c_0$ from the spectrum. The projected equations of motion are given by derivatives of the action with respect to the remaining Siegel gauge variables, which means that the projector is simply $P = c_0b_0$.

However when we consider a more complicated gauge (which essentially means any other gauge), such simple approach no longer works and we will have to use the projector $P$ in a nontrivial way.

We usually expand the string field as

$$|\Psi\rangle = \sum_i t_i |i\rangle,$$

(2.8)

where $|i\rangle$ are some basis states and $t_i$ is a vector of real or complex coefficients. With respect to this basis, we define the matrices

$$Q_{ij} = \langle i|Q|k\rangle,$$

(2.9)

$$V_{ijk} = \langle V_3|i\rangle|j\rangle|k\rangle,$$

(2.10)

which allow us to write the level-truncated action as

$$S(t) = -\frac{1}{g_o^2} \left( \frac{1}{2} \sum_{i,j} Q_{ij} t_i t_j + \frac{1}{3} \sum_{i,j,k} V_{ijk} t_i t_j t_k \right)$$

(2.11)

and the equations of motion as

$$f_i(t) = \sum_j Q_{ij} t_j + \sum_{j,k} V_{ijk} t_j t_k = 0.$$ 

(2.12)

As long as there are no gauge conditions or they admit a trivial solution like in the Siegel gauge, we solve these equations using the well-known Newton’s method. We start with an approximate solution $t^{(0)}$ and we iteratively improve the solution as $t^{(n+1)} = t^{(n)} + \Delta t$, where $\Delta t$ is a solution of linear equations

$$\sum_j M_{ij}(t^{(n)}) \Delta t_j = -f_i(t^{(n)}),$$

(2.13)
where \( M_{ij} \) is the Jacobian matrix
\[
M_{ij}(t) = \frac{\partial f_i(t)}{\partial t_j} = Q_{ij} + \sum_k (V_{ijk} + V_{jik}) t_k.
\]
We repeat this procedure until we reach a desired precision of the solution.

Now consider the gauge condition (2.2). Once we expand the string fields into a basis, it transforms into a set of homogeneous linear equations
\[
\sum_j G_{ij} t_j = 0.
\]
Using standard linear algebra, we express the matrix \( G \) as
\[
G = \begin{pmatrix}
1 & 0 & \ldots & 0 & a_{11} & a_{12} & \ldots & a_{1N_I} \\
0 & 1 & \ldots & 0 & a_{21} & a_{22} & \ldots & a_{2N_I} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1 & a_{N_D 1} & a_{N_D 2} & \ldots & a_{N_D N_I}
\end{pmatrix},
\]
This matrix tells us how to divide the variables \( t_i \) into \( N_I \) independent variables \( t_i^{(I)} \) and \( N_D \) dependent variables \( t_i^{(D)} \). In the Schnabl gauge, it is convenient to use the basis of \( b \) and \( c \) ghosts, in which the matrix \( G \) is quite sparse and relatively easy to work with.

This form of \( G \) also immediately gives us a solution for the dependent variables:
\[
t_i^{(D)} = - \sum_{j=1}^{N_I} a_{ij} t_i^{(I)}.
\]
This expression can be substituted into (2.12), so that we obtain equations only for the independent variables, \( f_i(t^{(I)}, t^{(D)}(t^{(I)})) \).

However, these equations are still over-determined, so in order to solve them, we first have to select the projector \( P \). In principle, many choices are possible as long as the projector has the correct rank \( N_I \). For example, Kishimoto and Takahashi [39, 40] used the Siegel gauge projector in their calculations in the \( a \)-gauge. However, there is one canonical choice for the projector.

The most natural choice for the projected equations is obtained by substituting the dependent variables into the action, \( S(t) \rightarrow S(t^{(I)}, t^{(D)}(t^{(I)})) \), and by taking derivatives of this restricted action with respect to the independent variables,
\[
\frac{\partial S(t^{(I)}, t^{(D)}(t^{(I)}))}{\partial t_i^{(I)}} = 0.
\]
\footnote{This form of the matrix is simplified for illustrative purposes. We order states by level in the actual algorithm, therefore the dependent and independent variables are not grouped together and we end up with a matrix with permuted columns, see the example (2.26).}
Using (2.11) and (2.17), we can derive an explicit formula for the canonical projector \( P_C \).

It is closely related to the transpose of the matrix \( G \):

\[
P_C = \begin{pmatrix}
1 & 0 & \ldots & 0 & -a_{11} & -a_{21} & \ldots & -a_{N_D,1} \\
0 & 1 & \ldots & 0 & -a_{12} & -a_{22} & \ldots & -a_{N_D,2} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1 & -a_{1N_I} & -a_{2N_I} & \ldots & -a_{N_D,N_I}
\end{pmatrix}.
\]  

(2.19)

If one decides to use the canonical projector, which we do in this work, one can in principle avoid explicit use of the projector by working directly with the restricted action as in [36]. However, it is not possible to construct the full matrix representation of the cubic vertex \( V_{ijk} \) at high levels due to large memory requirements, and we have to work with the factorized matrices \( V_{ijk}^{\text{matter}} \) and \( V_{ijk}^{\text{ghost}} \) only. The projector is not compatible with the factorized vertices, therefore we have to apply it directly in Newton’s method.

When we work out Newton’s method for the projected equations (2.18), we find that the crucial step changes to

\[
\sum_j M_{ij}^{(P)}(t^{(n)}) \Delta t_j^{(I)} = -f_i^{(P)}(t^{(n)}),
\]

(2.20)

where we define the projections of the Jacobian matrix and of the equations of motion in terms of the non-projected quantities as

\[
M_{ij}^{(P)} = \sum_{k,l} P_{ik} P_{Cjl} M_{kl},
\]

(2.21)

\[
f_i^{(P)} = \sum_{j} P_{ij} f_j.
\]

(2.22)

One of the steps of Newton’s method allows us to find the change of the independent variables, so the dependent variables can be then easily computed using (2.17). Notice that, if one decides to use a non-canonical projector, the Jacobian is multiplied by a different projector from each side.

As a matter of illustration, using a truncated level 4 string field, we would like to explain in some detail how the method above works. The string field up to level 4, following the notation of Sen and Zwiebach [41], is given by

\[
|\Psi\rangle = t c_1 |0\rangle + u c_{-1} |0\rangle + v L_{-2}^m c_1 |0\rangle + w b_{-2} c_0 c_1 |0\rangle + A L_{-4}^m c_1 |0\rangle + B L_{-2}^m c_1 |0\rangle + C c_{-3} |0\rangle + D b_{-3} c_1 |0\rangle + E b_{-2} c_{-1} c_1 |0\rangle + F L_{-2}^m c_{-1} |0\rangle + w_1 L_{-3}^m c_0 |0\rangle + w_2 b_{-2} c_{-1} c_0 |0\rangle + w_3 b_{-4} c_0 c_1 |0\rangle + w_4 L_{-2}^m b_{-2} c_0 c_1 |0\rangle,
\]

(2.23)

which means that the vector \( t_i \) consists of the following coefficients:

\[
t_i = (t, u, v, w, A, B, C, D, E, F, w_1, w_2, w_3, w_4).
\]

(2.24)
The Schnabl gauge condition $\mathcal{B}_0|\Psi\rangle = 0$ at this level contains 5 independent equations

\begin{align}
  w + \frac{2}{3}E &= 0, \\
  w_i &= 0, \quad i = 1, 2, 3, 4.
\end{align}

The matrix of gauge conditions $\mathcal{G}$ that follows from (2.25) reads

\[
\mathcal{G} = \begin{pmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & \frac{2}{3} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}.
\]

The matrix has reordered columns compared to (2.16) because we ordered the columns following (2.24). We can easily read off the dependent and independent variables,

\begin{align}
  t_i^{(I)} &= (t, u, v, A, B, C, D, E, F), \\
  t_i^{(D)} &= (w, w_1, w_2, w_3, w_4).
\end{align}

Then we construct the canonical projector (2.19)

\[
P_C = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\end{pmatrix}.
\]

At this level, the projector has only one nontrivial element $P_{85} = -\frac{2}{3}$. The percentage of nonzero elements is very low even at higher levels, so we can work with the nontrivial elements only and forget the rest of the matrix.

Unfortunately, we cannot illustrate explicitly how the projector acts on Newton's method because it would take far too much space, but we will at least argue that it reproduces the correct equations. So let us consider the expression

\[
\sum_j P_{Cij} \frac{\partial S(t)}{\partial t_j} = 0
\]

and compare it to (2.18). The action of the projector at level 4 is mostly trivial. The projector reproduces the original equations for variables $(t, u, v, A, B, C, D, F)$ and, after
substituting (2.25), we obtain the same equations as in (2.18). The equations for variables \(w_1, w_2, w_3, w_4\) are correctly projected out, so the equations for \(E\) and \(w\) are the only nontrivial check. The projector mixes them together as

\[
\frac{\partial S}{\partial E} - \frac{2}{3} \frac{\partial S}{\partial w} = 0. \tag{2.31}
\]

It follows from (2.18) that

\[
0 = \frac{\partial S}{\partial E}(E, w(E), \ldots) = \frac{\partial S}{\partial E} + \frac{\partial w(E)}{\partial E} \frac{\partial S}{\partial w} = \frac{\partial S}{\partial E} - \frac{2}{3} \frac{\partial S}{\partial w}, \tag{2.32}
\]

from which we observe that the projector reproduces the correct equation.

For consistency, we have checked up to level 10 that this method provides the same solution for tachyon vacuum in the Schnabl gauge as the approach used in [36]. Furthermore, we improved the results from [36] to level 24.

### 3 Coefficients of the tachyon condensate

Using \((L, 3L)\) level truncation computations, we have determined the tachyon condensate in the Schnabl gauge up to level \(L = 24\). For practical purposes, we cannot provide the complete list of all the coefficients of the tachyon condensate up to this level 24 (there are 54678 coefficients). Instead, we show in table 3.1 the tachyon coefficient together with some other low level coefficients. We would like to compare these coefficients with the analytic solution from [2]. To do so, we will predict the asymptotic values of these coefficients using the methods studied in appendix A.

For a matter of illustration, we will explain in some detail the analysis of the data for the tachyon coefficient \(t\). For the rest of the coefficients, we will only provide the results.

Let us start with the extrapolation of the tachyon coefficient data by means of functions in \(1/L\) of the form (A.1)

\[
T_{M}^{(L_{\text{min}}, L_{\text{max}})}(L) = a_0 + \sum_{n=1}^{M} \frac{a_n}{L^n}, \tag{3.1}
\]

where we are using the notation introduced in appendix A. Assuming that we have data from level \(L_{\text{min}}\) to \(L_{\text{max}}\), the order \(M\) can be chosen between 1 and \((L_{\text{max}} - L_{\text{min}})/2\). For reasons explained in appendix A, we will use mainly polynomials of maximal orders \(N = (L_{\text{max}} - L_{\text{min}})/2\).
Table 3.1: Some coefficients of the numerical solution in the Schnabl gauge up to level 24. We show coefficients of the level 2 string field plus the coefficient $w_1$ from level 4. These coefficients are denoted following (2.23). The last three rows show the results of: $L \to \infty$ extrapolations (using level (4, 24) data and order $N = 10$), $N \to \infty$ extrapolations (using order $M = 5$), and the expected analytical values respectively.

The antepenultimate row and the second column of table 3.1 shows the asymptotic value of the tachyon coefficient $T_{10}^{(4,24)}(\infty) \approx 0.5457$, which has been obtained using data from levels (4, 24) and maximal order $N = 10$ fit

We find a rough agreement between this asymptotic value and the analytical value $t_{\text{analytic}} = 0.55346558$, however, the precision is not sufficiently good. Let us see if we can improve the precision. The second column in table 3.2 shows the asymptotic values $\lim_{L \to \infty} T_N^{(4,2N+4)}(L)$ obtained by means of maximal order extrapolations with varying number of data points. We observe that the results change nontrivially as we add more points and the general trend is that they approach the analytical value with increasing $N$. Therefore is worth trying to make a second, $N \to \infty$, extrapolation following the procedure described in appendix A.

By extrapolating the ten data points given in table 3.2 we can get a result that is much closer to the expected analytical one. Let us see explicitly how this works. To
Table 3.2: Asymptotic values of the tachyon coefficient and the other coefficients from table 3.1. The results were obtained using functions $T^{(4,2N+4)}_N(L)$ (and the analogues for the other coefficients) with $N$ varying from 1 to 10.

| $N$ | $t$   | $u$        | $v$        | $w$        | $w_1$  |
|-----|-------|------------|------------|------------|--------|
| 1   | 0.547068 | 0.331138  | 0.094456   | −0.065893  | −0.000109794 |
| 2   | 0.541616 | 0.366737  | 0.106443   | −0.087919  | −0.000297894  |
| 3   | 0.541628 | 0.380829  | 0.111773   | −0.097807  | −0.000221255  |
| 4   | 0.542646 | 0.388399  | 0.114684   | −0.103198  | −0.000165502  |
| 5   | 0.543345 | 0.393854  | 0.116718   | −0.106952  | −0.000138074  |
| 6   | 0.543882 | 0.398126  | 0.118282   | −0.109836  | −0.000122554  |
| 7   | 0.544389 | 0.401572  | 0.119533   | −0.112142  | −0.000110590  |
| 8   | 0.544876 | 0.404346  | 0.120537   | −0.113988  | −0.000102323  |
| 9   | 0.545315 | 0.406788  | 0.121407   | −0.115594  | −0.000091993  |
| 10  | 0.545722 | 0.408636  | 0.122077   | −0.116808  | −0.000090974  |

Extrapolate the data in table 3.2, we employ the following function:

$$t_M(N) = r_0 + \sum_{n=1}^{M} \frac{r_n}{N^n},$$

(3.2)

where the coefficients $r_0, r_1, \ldots, r_M$ can be determined using the least squares fitting technique. In principle, the value of the fit degree $M$ could be chosen from 1 and 9. However, the values in table 3.2 do not lie on a smooth curve like the original data. Therefore, for high values of $M$, it turns out that the coefficients $r_0, r_1, \ldots, r_M$ have large values and the extrapolations are unstable.

In the second column of table 3.3, we show the results of these extrapolations for the tachyon coefficient $\lim_{N \to \infty} t_M(N)$ for $2 \leq M \leq 7$. The results are not too far from each other, which means that for lower $M$, this extrapolation procedure is relatively stable. By repeating the same analysis for other coefficients, we have reached a conclusion that $M = 5$ is the best overall choice, so these results are shown in the penultimate row of table 3.1 denoted by $N \to \infty$. For the tachyon coefficient, the result of the $M = 5$ extrapolation agrees very well with the analytical value. The precision is about 0.01%, but, considering that the other values in table 3.3 are further away, such good precision is probably coincidental.

When it comes to other coefficients, we decided to show the coefficients from level 2 string field, $u$, $v$ and $w$, and the coefficient $w_1$ from level 4, which is equal to zero for the analytic solution. We analyzed them in the same way as the tachyon coefficient, the results are shown in tables 3.1, 3.2 and 3.3 in columns three to six. We can conclude that these coefficients behave similarly as the tachyon coefficient. The level infinity extrapolations roughly agree with the analytic values, but the precision is low. Therefore we again
performed the $N \to \infty$ extrapolations, whose results are much closed to the expected analytic values, although the precision is lower than in the case of the tachyon coefficient.

Finally, we would like to comment more about high level behavior of the tachyon coefficient $t$. In the reference [36], using results up to level $L = 10$, the authors predicted that the tachyon coefficient reaches a local minimum value at level $L \sim 26$, to then turn back to approach the expected analytical result as $L \to \infty$. Using the additional data up to level 24, we will show that this local minimum probably exists, but at a much higher level. We can estimate at what level this local minimum arises using the functions $T_8^{(4,20)}(L)$, $T_9^{(4,22)}(L)$ and $T_{10}^{(4,24)}(L)$. In figure 3.1, we plot these functions together with the tachyon coefficient data. And for reference, we also plot the function $T_{11}^{(2,24)}(L)$ that uses the maximal amount of data points. We have computed the local minimum of $T_8^{(4,20)}(L)$, $T_9^{(4,22)}(L)$ and $T_{10}^{(4,24)}(L)$ and obtained the corresponding values $L \sim 46$, $L \sim 43$ and $L \sim 42$ respectively.

Although these estimates of the local minimum are not very reliable, from the trend observed in the data up to level 24 (see figure 3.1), we can state with certainty that this minimum does not happen at $L = 26$ as claimed in [36].

### 4 The vacuum energy and the gauge invariant overlap

The values for the vacuum energy obtained by direct $(L, 3L)$ level truncation computations in the Schnabl gauge up to level $L = 24$, are given in table 4.1. For purposes of comparison, we have also written the data for the vacuum energy in the Siegel gauge up to level $L = 30$ [37]. In the reference [36], the energy in the Schnabl gauge up to level $L = 10$ was computed.

| $M$ | $t$ | $u$ | $v$ | $w$ | $w_1$ |
|-----|-----|-----|-----|-----|-----|
| 2   | 0.547650 | 0.419700 | 0.126421 | −0.124876 | 0.000020124 |
| 3   | 0.549081 | 0.425743 | 0.128172 | −0.131814 | −0.000073693 |
| 4   | 0.549252 | 0.432140 | 0.130247 | −0.131814 | −0.000121455 |
| 5   | 0.553396 | 0.431237 | 0.130247 | −0.131814 | 0.00003298 |
| 6   | 0.553639 | 0.428358 | 0.129134 | −0.131814 | −0.000821313 |
| 7   | 0.548023 | 0.416816 | 0.125705 | −0.131814 | 0.000003298 |
| Analytic | 0.553466 | 0.456610 | 0.137646 | −0.144210 | 0 |

Table 3.3: The results of $N \to \infty$ extrapolations of the data from table 3.2 using $1/N$ polynomials of order $M$. 

\[\begin{align*}
M & \quad t & \quad u & \quad v & \quad w & \quad w_1 \\
2 & 0.547650 & 0.419700 & 0.126421 & −0.124876 & 0.000020124 \\
3 & 0.549081 & 0.425743 & 0.128172 & −0.131814 & −0.000073693 \\
4 & 0.549252 & 0.432140 & 0.130247 & −0.131814 & −0.000121455 \\
5 & 0.553396 & 0.431237 & 0.130247 & −0.131814 & 0.00003298 \\
6 & 0.553639 & 0.428358 & 0.129134 & −0.131814 & −0.000821313 \\
7 & 0.548023 & 0.416816 & 0.125705 & −0.131814 & 0.000003298 \\
\text{Analytic} & 0.553466 & 0.456610 & 0.137646 & −0.144210 & 0 \\
\end{align*}\]
Figure 3.1: The tachyon coefficient data up to level $L = 24$ in the Schnabl gauge as a function of $1/L$. The green solid curve represents the function $T_{8}^{(4,20)}(L)$. The blue solid curve represents the function $T_{9}^{(4,22)}(L)$. The black solid curve represents the function $T_{10}^{(4,24)}(L)$. The red solid curve represents the function $T_{11}^{(2,24)}(L)$. The dashed line represents the analytical value 0.553465.

using direct $(L, 3L)$ level truncation computations and, by extrapolating this level $L = 10$ data, it was predicted that the vacuum energy reaches a local minimum at level $L \sim 12$, to then turn back to approach its expected analytical value $-1$ asymptotically as $L \to \infty$. Note that the existence of this local minimum can be confirmed by looking directly at the data given in table 4.1.

Since now we have data for the energy up to level $L = 24$, it would be nice to see what the behavior of the energy at higher levels is. In order to extrapolate our data, we use the procedure introduced in appendix A. We consider polynomial functions of the form (A.1), where we choose the maximal order $N = (L_{\text{max}} - L_{\text{min}})/2$.

Employing the data given in table 4.1, we can construct functions $E_{N}^{(2,2N+2)}(L)$ up to order $N = 11$ in the Schnabl gauge, and up to order $N = 14$ in the Siegel gauge. The asymptotic values $\lim_{L \to \infty} E_{N}^{(2,2N+2)}(L)$ in both gauges are provided in table 4.2. In figure 4.1 we show the plot of $E_{11}^{(2,24)}$ in the Schnabl gauge and of $E_{14}^{(2,30)}$ in the Siegel gauge. We

\footnote{The energy in this section is normalized according to the convention adopted in reference [36]. Note that, to match the convention adopted in this paper with the convention of [37], the value of the energy should be shifted by 1.}
observe that the precision of the fit in the Siegel gauge is much better. Even though the function \( E^{(2,24)}_{11} \) in the Schnabl gauge fits the corresponding data well, we have noted that, at a level close to \( L \sim 590 \), the value of the extrapolated energy overshoots the expected result \(-1\) and the asymptotic value when the level goes to infinity is close to \(-0.9995\). Other functions \( E^{(2,2N+2)}_{N}(L) \) with high \( N \) behave similarly.

We note that the size of this overshooting is similar to the dispersion of the results, and therefore we can say that it lies within the error of the extrapolation procedure. Have a closer look at table 4.2. As in the previous section, there is a problem with stability of the extrapolations. We observe that the differences between these asymptotic values are much higher in the Schnabl gauge than in the Siegel gauge, and that these changes are not random, but they follow a certain trend. Similar behavior can be observed if we make other variations in the extrapolation procedure, for example, we can keep \( L_{\text{max}} = 24 \) and vary \( L_{\text{min}} \) or we can use less than maximal order extrapolations.

The simplest conclusion is that, based on the differences in table 4.2, the asymptotic value of the energy in the Schnabl gauge has an error of order \( 10^{-4} \) and therefore the energy agrees with the analytical value within this error.

We have tried to make a second, \( N \to \infty \) extrapolation of the values in table 4.2 similarly to section 3, but the results do not lead to a better precision. Diverse extrapolations in \( 1/N \) agree on a maximum around \( N = 10 \), which means that these functions start to

| \( L \) | \( E^{Schn}_{Sch} \) | \( E^{Sie}_{Sie} \) |
|---|---|---|
| 2 | -0.959376599521 | -0.959376599521 |
| 4 | -0.994651904750 | -0.987821756244 |
| 6 | -1.003983765388 | -0.995177120537 |
| 8 | -1.007110280219 | -0.99730183378 |
| 10 | -1.008189759705 | -0.999182458475 |
| 12 | -1.008465666815 | -0.99982263312 |
| 14 | -1.008396790194 | -1.000173729946 |
| 16 | -1.008173012946 | -1.000375451894 |
| 18 | -1.007882751544 | -1.000493711466 |
| 20 | -1.007568595810 | -1.000562954858 |
| 22 | -1.007251843369 | -1.000602262320 |
| 24 | -1.006943179985 | -1.000627179677 |
| 26 | -1.000631156455 | -1.000631706784 |
| 28 | -1.000631706784 | -1.000627179677 |
| 30 | -1.000631706784 | -1.000627179677 |
| \( \infty \) | -0.99949 | -1.000009 |

Table 4.1: \((L, 3L)\) level-truncation results for the vacuum energy in the Schnabl gauge \( E^{Schn}_{Sch} \) as well as in the Siegel gauge \( E^{Sie}_{Sie} \).
Figure 4.1: Data for the energy in the Schnabl gauge as well as in the Siegel gauge as a function of $1/L$. The solid curve represents the function $E^{(2,24)}_{11}$ that interpolates the level $L = 24$ data in the Schnabl gauge. The dashed curve represents the function $E^{(2,30)}_{14}$ that interpolates the level $L = 30$ data in the Siegel gauge. The dotted line represents the analytical value $-1$.

Another quantity analyzed is the so-called gauge invariant overlap or Ellwood’s invariant. For a given solution $\Psi$ of the string field equation of motion, let us define this gauge invariant quantity $E_0$ as

$$E_0 = 1 + \langle V|\Psi \rangle = 1 + \langle I|V(i)|\Psi \rangle,$$

where $|I\rangle$ is the identity string field and $V(i)$ is an on-shell closed string vertex operator $V = c\bar{c}V^m$, which is inserted at the midpoint of the string field $\Psi$. Using the $(L,3L)$ level truncated numerical solution in the Schnabl gauge, we computed $E_0$ up to level $L = 24$. The results are shown in table 4.3. Note that $E_0$ appears to approach the expected analytical value $E_0 = 0$.

Let us predict the value for this gauge invariant quantity $E_0$ when $L \to \infty$. To do this, we need to extrapolate the corresponding data given in table 4.3. If we use the
Table 4.2: Extrapolations of the energy using order $N$ polynomials and level $(2, 2N + 2)$ data in the Schnabl and in the Siegel gauge.

| $N$ | $E_{\text{Sch}}$ | $E_{\text{Sie}}$ |
|-----|-----------------|-----------------|
| 1   | -1.029927       | -1.0162669      |
| 2   | -1.019008       | -1.0066983      |
| 3   | -1.007440       | -1.0010884      |
| 4   | -1.003143       | -1.0001414      |
| 5   | -1.001520       | -1.0000732      |
| 6   | -1.000607       | -1.0000552      |
| 7   | -1.000045       | -1.0000371      |
| 8   | -0.999722       | -1.0000256      |
| 9   | -0.999568       | -1.0000178      |
| 10  | -0.999476       | -1.0000137      |
| 11  | -0.999486       | -1.0000131      |
| 12  |                | -1.0000096      |
| 13  |                | -1.0000094      |
| 14  |                | -1.0000091      |

Table 4.3: $(L, 3L)$ level-truncation results for the gauge invariant overlap $E_0$ in the Schnabl gauge.

| $L$ | $E_0$           |
|-----|-----------------|
| 2   | 0.110138182891  |
| 4   | 0.068341344418  |
| 6   | 0.047847933137  |
| 8   | 0.034175803769  |
| 10  | 0.02766149826   |
| 12  | 0.020987152232  |
| 14  | 0.017848318168  |
| 16  | 0.014361780518  |
| 18  | 0.012688927165  |
| 20  | 0.010510916529  |
| 22  | 0.009525064795  |
| 24  | 0.008051965768  |
| $\infty$ | -0.0015         |

$1/L$ polynomial interpolation given by equation (A.1) and the data of table 4.3, we can obtain an order $N = 11$ extrapolation. However when we compute the asymptotic value $L \to \infty$ of this order $N = 11$ function, we get 3.3629, which is clearly far away from the expected value $E_0 = 0$. So, we observe that for the gauge invariant overlap, we have to
Figure 4.2: Data for the gauge invariant quantity $E_0$ up to level $L = 24$ in the Schnabl gauge as a function of $1/L$. The solid curve represents the function $f_5(L)$, while the dashed curve represents the function $g_5(L)$. The dotted line represents the expected analytical value $E_0 = 0$.

extrapolate levels $4k + 2$ and $4k$ separately. Namely, we divide the twelve data points of table 4.3 into two sets of six data points, the ones at levels $L = (2, 6, 10, 14, 18, 22)$ and $L = (4, 8, 12, 16, 20, 24)$ and for each set of data points, we use a $1/L$ polynomial function of order $N = 5$. For instance, using the data of levels $L = 4k + 2$, where $k = 0, 1, \cdots, 5$, we obtain the following result

$$f_5(L) = -0.00172 + \frac{0.159869}{L} + \frac{2.64626}{L^2} - \frac{18.1245}{L^3} + \frac{51.6933}{L^4} - \frac{51.0373}{L^5}. \quad (4.2)$$

Note that when $L \to \infty$, the above expression approaches $-0.00172$, which is close to the expected analytical value of the gauge invariant overlap, $E_0 = 0$. Now, if we use the data of levels $L = 4k$, where $k = 1, \cdots, 6$, we obtain

$$g_5(L) = -0.00129 + \frac{0.129984}{L} + \frac{3.13195}{L^2} - \frac{24.3127}{L^3} + \frac{88.936}{L^4} - \frac{129.155}{L^5}. \quad (4.3)$$

So in this case, the asymptotic value turns out to be $-0.00129$, which is also close to the expected value of $E_0 = 0$. By taking the average of these two asymptotic values, we get $-0.0015$, which means that this extrapolation technique gives us the invariant $E_0$ with a relative precision of 0.15%.

---

Note that when $L \to \infty$, the above expression approaches $-0.00172$, which is close to the expected analytical value of the gauge invariant overlap, $E_0 = 0$. Now, if we use the data of levels $L = 4k$, where $k = 1, \cdots, 6$, we obtain

$$f_5(L) = -0.00172 + \frac{0.159869}{L} + \frac{2.64626}{L^2} - \frac{18.1245}{L^3} + \frac{51.6933}{L^4} - \frac{51.0373}{L^5}. \quad (4.2)$$

Note that when $L \to \infty$, the above expression approaches $-0.00172$, which is close to the expected analytical value of the gauge invariant overlap, $E_0 = 0$. Now, if we use the data of levels $L = 4k$, where $k = 1, \cdots, 6$, we obtain

$$g_5(L) = -0.00129 + \frac{0.129984}{L} + \frac{3.13195}{L^2} - \frac{24.3127}{L^3} + \frac{88.936}{L^4} - \frac{129.155}{L^5}. \quad (4.3)$$

So in this case, the asymptotic value turns out to be $-0.00129$, which is also close to the expected value of $E_0 = 0$. By taking the average of these two asymptotic values, we get $-0.0015$, which means that this extrapolation technique gives us the invariant $E_0$ with a relative precision of 0.15%.

---

See [38] for more detailed discussion of extrapolations of Elwood invariants.
t = 0.55346558 \quad A = -0.03027758 \quad E = 0.17942652 \quad w_1 = 0
u = 0.45661043 \quad B = 0.00458058 \quad F = 0.02274827 \quad w_2 = 0.02094354
v = 0.13764616 \quad C = -0.03027758 \quad E = 0.17942652 \quad w_3 = 0.08898226
w = -0.14421001 \quad D = 0.16039444 \quad w_4 = -0.00846965

Table 5.1: Coefficients of Schnabl analytical solution up to level 4.

For illustrative purposes, we have plotted in figure 4.2 the data of the gauge invariant quantity given in table 4.3 together with the functions $f_5(L)$ and $g_5(L)$.

5 Checking some symmetries

In reference [2], the author showed that the analytical solution in the Schnabl gauge satisfies $K_{\text{matter}}^1 \Psi = 0$ and $[K_{\text{matter}}^1, Q] \Psi = 0$, where $K_{\text{matter}}^1 = L_{\text{matter}}^1 + L_{\text{matter}}^{-1}$. A consequence of this symmetry is as follows: Consider the expansion of the analytical solution $\Psi$ in the Virasoro basis of $L_0$ eigenstates, for instance, this expansion up to level $L = 4$ is given in equation (2.23), where the exact coefficients are shown in table 5.1.

Employing the symmetries $K_{\text{matter}}^1 \Psi = 0$ and $[K_{\text{matter}}^1, Q] \Psi = 0$, it is possible to show that the exact coefficients satisfy the following relations

\begin{align*}
w_1 &= 0, \quad (5.1) \\
d_1 &\equiv 5A + 3B + v = 0, \quad (5.2) \\
d_2 &\equiv 20A + 12B + 4D - 4F - 8w_1 = 0, \quad (5.3) \\
d_3 &\equiv 15A + 9B + v + w - 10w_1 + 5w_3 + 3w_4 = 0. \quad (5.4)
\end{align*}

Using the values of the coefficients given in table 5.1, we can explicitly verify that these coefficients satisfy the above identities. There is one more independent identity

\[d_4 \equiv 2A + 4D - 3E + 2F - 3w_2 + 3w_4 = 0. \quad (5.5)\]

In reference [2], the author failed in finding a simple origin for this identity, it might be just an accidental symmetry.

We would like to verify whether the numerical solution satisfies the identities (5.1)-(5.5). Actually, the identity $w_1 = 0$ appears to be satisfied by the numerical solution when $L \to \infty$, see the last column of table 3.1.

Using numerical results for the values of the coefficients that have been obtained by means of $(L, 3L)$ level truncation computations up to level $L = 24$ for the remaining identities (5.2)-(5.5), we found the results shown in table 5.2.

Since these identities are linear combinations of string field coefficients, they can be extrapolated using the methods of appendix A. The line denoted by $L \to \infty$ shows results...
Table 5.2: Results for the identities (5.2)-(5.5) obtained from the numerical solution in the Schnabl gauge up to level 24.

| $L$ | $d_1$        | $d_2$        | $d_3$        | $d_4$        |
|-----|-------------|-------------|-------------|-------------|
| 4   | 0.0418100836| -0.0051417488| -0.0359978557| -0.0313612657|
| 6   | 0.0389000577| 0.0004040458| -0.0326194412| -0.0311201802|
| 8   | 0.0368605116| 0.0028520778| -0.0305285804| -0.0300137406|
| 10  | 0.0352699472| 0.0041306703| -0.0290140111| -0.0286764813|
| 12  | 0.0339700353| 0.0048583975| -0.0278298640| -0.0273399210|
| 14  | 0.0328764762| 0.0052915301| -0.0268613392| -0.0260829188|
| 16  | 0.0319371821| 0.0055535049| -0.0260450246| -0.0249272454|
| 18  | 0.0311173345| 0.0057100850| -0.0253419397| -0.0238732195|
| 20  | 0.0303924516| 0.0057989507| -0.0247263128| -0.0229134689|
| 22  | 0.0297446764| 0.0058429156| -0.0241801873| -0.0220384197|
| 24  | 0.0291606055| 0.0058564022| -0.0236905443| -0.0212384646|

$L \to \infty$ | 0.0158 | 0.00256 | -0.0127 | -0.0031 |

$N \to \infty$ | 0.0074 | -0.00082 | -0.0059 | 0.0059 |

Analytic | 0 | 0 | 0 | 0 |

From the results given in table 5.2 we can conclude that the identities (5.2)-(5.5) are satisfied.

### 6 Out-of-gauge equations of motion

In the level truncation approach to SFT, it is possible to solve only a subset of the full equations of motion (2.5). However, in order to verify that the tachyon vacuum is a physical solution, we should check whether it violates the remaining equations (2.6). In the ideal case, the violation of these equations approaches zero as the level goes to infinity.

The evaluation of these out-of-gauge equations in the Schnabl gauge is much simpler than in the Siegel gauge because we have access to the full set of cubic vertices. Therefore we decided to check the equations that come from derivations of the action with respect to the dependable variables (2.28). The results are summarized in table 6.1 including extrapolations to infinite level.

We extrapolate the data using functions of the form (A.1), where we choose $L_{\text{min}} = 4$.
The first equation $f_\omega$ is a direct analogue of $\Delta_S$ in [37]. We can see that it quickly decreases with the level, although somewhat slower than in case of the Siegel gauge solution. The other equations are also satisfied well and most of them monotonously approach zero (excluding the exceptional level 2). The extrapolations improve the values at level 24 by another order, so it is most likely that these equations are asymptotically satisfied. The only exception to this trend is the equation $f_{w4}$, which overshoots zero. However, its extrapolation predicts that it has a maximum around level 37 to then turn back and go to zero as well.

### Table 6.1: Violation of the equations of motion up to level 4.

| $L$ | $f_w$       | $f_{w1}$        | $f_{w2}$       | $f_{w3}$       | $f_{w4}$       |
|-----|-------------|-----------------|----------------|----------------|----------------|
| 2   | 0.03332993  | -0.0748098      | 0.04390940     | 0.14787107     | 0.04589104     |
| 4   | 0.01648496  | -0.1755207      | 0.00810403     | -0.03525052    | -0.02910861    |
| 6   | 0.01026732  | -0.1129462      | 0.00682673     | -0.02057664    | -0.01258739    |
| 8   | 0.00719823  | -0.0830693      | 0.00595911     | -0.01393171    | -0.00577056    |
| 10  | 0.00541301  | -0.0653714      | 0.00528328     | -0.01023858    | -0.00240404    |
| 12  | 0.00425955  | -0.0536435      | 0.00474400     | -0.00791965    | -0.00053883    |
| 14  | 0.00345867  | -0.0453054      | 0.00430652     | -0.00634174    | 0.00057987     |
| 16  | 0.00287305  | -0.0390806      | 0.00394589     | -0.00520561    | 0.00128963     |
| 18  | 0.00242792  | -0.0342623      | 0.00364403     | -0.00435276    | 0.00175833     |
| 20  | 0.00207934  | -0.0304272      | 0.00338784     | -0.00369181    | 0.00207654     |
| 22  | 0.00179983  | -0.0273058      | 0.00316769     | -0.00316657    | 0.00229645     |
| 24  | 0.00157136  | -0.0247185      | 0.00297641     | -0.00274064    | 0.00244972     |
| $\infty$ | -0.00026 | 0.00012 | 0.00009 | 0.00045 | 0.00081 |

and the maximal possible order $N = 10$. We omit the data points at level 2 because they do not follow the trend given by the remaining data points. There are probably two reasons for that. The solution at level 2 is the same as in the Siegel gauge and the equations for level 4 fields cannot be satisfied well while we are still at level 2. We have also tried to do $N \to \infty$ extrapolations like in section 3, but when we computed the analogue of table 3.2, we have found that these results are not orderly enough to allow meaningful extrapolations in $1/N$.

The overall behavior of energy of the Schnabl gauge solution is similar to the Siegel

### 7 Summary and discussion

In this work, we developed a technique that allows us to compute high level solutions in nontrivial gauges. We applied it on the tachyon vacuum solution in the Schnabl gauge and improved the results from [36] to level 24.

The overall behavior of energy of the Schnabl gauge solution is similar to the Siegel
gauge. In particular, it overshoots the correct value, goes through a local minimum at level 12 and then it turns back towards $-1$. By extrapolating the energy, we found that the solution satisfies the Sen’s first conjecture with a precision of about 0.05%. This is not a bad result, but it is worse than in the Siegel gauge. The gauge invariant $E_0$ converges towards the correct value monotonically and its infinite level extrapolation reproduces the analytic value with a precision of about 0.15%.

An intriguing question is whether the numerical solution in fact converges to the Schnabl analytical solution. In this work, we reach a conceivable conclusion that it does, but additional effort will be needed to prove it with absolute certainty. At finite levels, there is an unexpectedly big difference between the two solutions. By employing various extrapolation techniques, we have found that the solution moves in the right direction and we can get much closer to the analytical solution, but the precision is still significantly lower than in the case of the gauge invariant observables.

In addition to straightforward comparisons of coefficients, we tested whether the numerical solution satisfies some identities valid for the analytical solution and the equations we projected out during the implementation of the Schnabl gauge. Both of these consistency checks are asymptotically satisfied quite well, which supports the claim that the numerical solution converges to the analytical one.

In general, extrapolations of the tachyon vacuum solution in the Schnabl gauge are less reliable than in the Siegel gauge. Most importantly, there is a partial instability because asymptotic values change significantly as we add new levels. This suggests that the Schnabl gauge solution has an unusual asymptotic behavior. It is possible that when the solution is expanded in $1/L$ around infinity, the coefficients have slow falloff and the level 24 approximation is still not good enough. Another possibility is that the numerical solution is a non-analytic function around level infinity, and therefore one has to use a different asymptotic expansion.

In order to understand the origin of these problems, we have made a number of low level experiments with linear $b$-gauges. For instance, consider a simple gauge $(b_0 + \alpha b_2)\Psi = 0$. In gauges which are close to the Siegel gauge ($\alpha \rightarrow 0$), tachyon vacuum solutions behave well, while when we go further away from the Siegel gauge, there are similar problems with convergence as in the Schnabl gauge. The Schnabl gauge solution is not special in this respect. Our best guess is that the problems with convergence are caused by the fact that the gauge condition couples states at different levels. If the coupling is too strong, the level truncation scheme becomes less reliable. We leave a detailed analysis of tachyon vacuum solution in these gauges as a future research project.

As another numerical experiment, we tried to find a tachyon vacuum solution using a different approach inspired by analytical $KBc$ solutions. Consider a generic $KBc$ string
field
\[ \Psi = F_1(K) c F_2(K) + G_1(K) c G_2(K) B c G_3(K). \]  
(7.1)

By level expansion of such string field, we find states of the form
\[ L_{-2k_1}^{\text{tot}} \ldots L_{-2k_n}^{\text{tot}} c_{-l} |0\rangle, \quad k_i > 0, \quad l \geq -1 \]  
(7.2)
and
\[ L_{-2k_1}^{\text{tot}} \ldots L_{-2k_n}^{\text{tot}} b_{-2m} c_{-l_1} c_{-l_2} |0\rangle, \quad k_i > 0, \quad l_{1,2} \geq -1, \quad m > 0. \]  
(7.3)

We call the state space spanned by these states a restricted space. It can be described by linear constraints similar to (2.2) and therefore it is possible to search for SFT solutions in the restricted space using the same techniques as for the gauge fixing. The restricted space is not closed under the star product, but one can hope that the projected out equations will be satisfied in the infinite level limit.

Unfortunately, our attempts to find solutions in this setup have not been successful. First, we tried not to impose any gauge. However, the restricted space conditions do not fix enough coefficients at low levels, we therefore encountered the same difficulties as in [37]. There are multiple solutions corresponding to the tachyon vacuum and when we try to improve them to higher levels, Newton’s method fails.

Therefore, it appears necessary to impose some gauge condition in addition to the restricted space conditions. We tested both the Siegel and Schnabl gauge conditions, and both cases lead to similar results. There is a unique tachyon vacuum solution at low levels, but at higher levels, problems with the numerical stability start to appear. Actually, Newton’s method fails to converge at level 20. Furthermore, the value of the energy associated to the numerical solution does not appear to converge to \(-1\) and some of the projected out equations are not satisfied.

These results lead us to the conclusion that the $KBc$ algebra cannot be consistently truncated to finite levels. The restricted space conditions remove too many degrees of freedom at high levels (more than the gauge fixing), therefore the remaining fields cannot solve the SFT equation. Therefore the full analytical expressions are needed to work with the $KBc$ algebra.
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A Extrapolations to infinite level

In this appendix, we provide general rules for extrapolations applied to the data of various quantities.

Suppose we have a set of data points for some quantity from level $L_{\text{min}}$ to $L_{\text{max}}$. In order to perform extrapolations, we will be required to fit this set of data points using functions of the form

$$q_{(L_{\text{min}},L_{\text{max}})}^{(L_{\text{max}}-L_{\text{min}})/2}(L) = a_0 + \sum_{n=1}^{M} \frac{a_n}{L^n},$$

where the order of the fit $M$ can vary from $M_{\text{min}} = 1$ to its maximal value $M_{\text{max}} = (L_{\text{max}} - L_{\text{min}})/2$. We denote this maximal value as $M_{\text{max}} = N$. Note that the value of $N$ is equal to the number of used data points minus 1. The coefficients $a_0, a_1, \cdots, a_M$ are determined by minimizing the sum of the squares of the residuals of the data points from the function (A.1). Namely, we use the least squares fitting technique. In practice, we use the function NonlinearModelFit in Mathematica.

In the case of the Siegel gauge, we usually use all available data points and maximal order fits to perform extrapolations. This procedure works very well, see [35] and also [38]. Let us analyze whether this approach also works in the Schnabl gauge. A reliable extrapolation procedure should be applicable to multiple quantities and it should satisfy the following properties:

1. It should approximate the data well.
2. It should be stable, namely its result should not change much if we add/remove a data point or change the order of the fit.
3. It should reproduce the analytical expected values.

To test the first point, for a set of data corresponding to some quantity, we can check whether we can predict level 24 data using lower level data. We consider all possible data sets from level $L_{\text{min}}$ to $L_{\text{max}}$, which go from 2 to 22, and fits with all possible orders $M$.

To determine which of the fits (A.1) provides the best prediction for the value of the quantity at level $L = 24$, we evaluate $|\Delta| \equiv |q_{(L_{\text{min}},L_{\text{max}})}^{(L_{\text{max}}-L_{\text{min}})/2}(24) - q(24)|$, which represents the absolute value of the residuals of the predicted value of the quantity from its actual value $q(24)$ that has been obtained by direct level truncation computations.

---

6It is assumed that we have data points at even levels only. If we have data at odd levels (or possibly at fractional levels), the data points must be divided into groups, where the members of each group differ by two levels, and each group must be extrapolated separately, see [38] for more details. In the case of Ellwood invariants, the interval is four levels, so there are always at least two groups.
Table A.1: Predictions for level 24 data for various quantities in the Schnabl gauge. We consider all possible data sets from level $L_{\text{min}}$ to $L_{\text{max}}$, which go from 2 to 22, and fits with all possible orders $M$. We show the best three results for all quantities, which suggest that it is best to use maximal order fits and as much data points as possible.

In table A.1 we show what are the best three predictions of level 24 data for several different quantities, which include the energy, some string field coefficients and some out-of-gauge equations. We can see that all the best fits use the maximal possible order and all or almost all data points. Therefore the procedure used in the Siegel gauge should work in the Schnabl gauge too. Note that these fits are interpolation functions that pass through the data points. This result suggests that the level truncation data lie on some smooth curve and they do not contain random fluctuations like experimental data (for instance, due to noise effects).

Regarding the stability of extrapolations, we observe that the results are worse than in the Siegel gauge and there is only a partial stability. For instance, see table 4.2 where we show asymptotic values of the energy that were computed using extrapolations of the form $E_{N}^{(2,2N+2)}(L)$. Although the results do not change much when we change $N$ by one unit, the differences are bigger than in Siegel gauge. A similar behavior can be seen in the case of string field coefficients in table 3.2.

We have not found any fits for the energy, as well as for the string field coefficients, that are free of this stability issue. This probably suggests that the numerical solution in the Schnabl gauge has some unusual asymptotic behavior.

In the case of other quantities, like the gauge invariant overlap and the out-of-gauge equations, we observed that their extrapolated values are more stable than those observed in the case of the energy. For the out-of-gauge equations, the best results are generally obtained by maximal order fits using data from level 4, see table A.2.
Table A.2: The best three extrapolations for some out-of-gauge equations in the Schnabl gauge. We considered all possible data sets from level $L_{\text{min}}$ to $L_{\text{max}}$, which go from 2 to 24, and fits of all possible orders $M$. Overall, the best choice for these extrapolations of these equations is to use the data from levels 4 to 24 and the maximal order $N = 10$. There are sometimes better agreements (for example for $f_{w_3}$, where the suggested fit is only the 4th best), but these are clearly coincidental.

Finally, regarding the third point, it turns out that the energy and, even more significantly, string field coefficients have lesser precision than we would like and there are essential differences between the extrapolated and the analytical expected values. Nevertheless, we observe that the extrapolations clearly move in some direction as we increase the order $N$. Therefore we can try to make a second, $N \to \infty$, extrapolation which potentially allows us to improve the results. So let us establish the procedure to determine this $N \to \infty$ extrapolation.

Suppose we have data points from level $L_{\text{min}}$ to $2N + L_{\text{min}}$. As a first step, we construct functions of the form $q_N^{(L_{\text{min}},2N+L_{\text{min}})}(L)$ and evaluate their asymptotic values, namely we compute $q_N \equiv \lim_{L \to \infty} q_N^{(L_{\text{min}},2N+L_{\text{min}})}(L)$.

As a second step, by means of polynomials in $1/N$ of order $M$

$$r_0 + \sum_{n=1}^{M} \frac{r_n}{N^n},$$  \hfill (A.2)

we fit the set of data points $\{q_1, q_2, \ldots, q_N\}$, where the coefficients $r_0, r_1, \ldots, r_M$ are again determined using the least squares fitting technique. Finally, we compute the asymptotic value of (A.2) when $N \to \infty$. In this extrapolation procedure, it turns out that it is necessary to use less than maximal order fits, because fits with high $M$ are unstable.

This second $N \to \infty$ extrapolation procedure works quite well for the string field coefficients from section 3, for which we find that the best results are usually given by fits with $M = 5$. While in the case of the energy and out-of-gauge equations, the differences between fits of different order $M$ are of similar size as the precision of original $L \to \infty$ extrapolations.
B Search for other solutions

Following [37], we also attempted to search for other Schnabl gauge solutions different from the tachyon vacuum. We used the homotopy continuation method adapted to Schnabl gauge to find all solutions of the equations of motion at low levels, which serve as seeds for Newton’s method. We managed to get to level 6 with the twist even condition imposed and to level 5 without it. As in the Siegel gauge, we found several millions of solutions, however, most of them have $|E| \gg 1$, which means that there is only a small probability that they would represent some physical configuration. Subsequently, we took several solutions close to the perturbative vacuum and improved them to higher levels. As in the Siegel gauge, we have found several solutions which are more or less stable in the level truncation scheme, nonetheless only two of them behave sufficiently well to motivate a closer attention. Both solutions are twist even and they appear at level 4.

The properties of the first solution are summarized in table B.1. The solution appears to be an analogue of the ”double brane” found in [37], but it behaves asymptotically similarly to the ”half brane” solution. The extrapolated values of its energy and $E_0$ are non-integers, exhibiting large imaginary parts, so this solution is most likely not physical.

The second solution, which is shown in table B.2 behaves slightly better. It is real and the extrapolated values of its energy and the gauge invariant are close to $0$. Therefore, it is possible that this solution is gauge equivalent to the tachyon vacuum. However, the precision of its energy is quite low and the first out-of-gauge equation is not exactly satisfied, so it is possible that this solution is a relict of the level truncation approach as well.

\footnote{The energy and $E_0$ in this appendix are normalized according to the convention adopted in reference [37]. Recall that in the conventions of this work, the analytical value of the vacuum energy and the gauge invariant $E_0$ are equal to $-1$ and $0$ respectively.}
| $L$ | Energy           | $E_0$                    | $f_w$                        |
|-----|-----------------|--------------------------|------------------------------|
| 4   | $3.282522 - 1.78319i$ | $1.161906 - 1.69528i$    | $-0.306633 - 1.425542i$      |
| 6   | $1.568079 - 1.64296i$   | $0.742676 - 1.23355i$    | $-0.397242 - 0.606541i$      |
| 8   | $1.098815 - 1.33103i$   | $0.596923 - 1.08489i$    | $-0.329192 - 0.374098i$      |
| 10  | $-0.912291 - 1.12913i$  | $0.549851 - 0.95310i$    | $-0.279083 - 0.274678i$      |
| 12  | $-0.819925 - 0.99526i$   | $0.512582 - 0.88831i$    | $-0.244791 - 0.221596i$      |
| 14  | $-0.767364 - 0.90108i$   | $0.499967 - 0.82554i$    | $-0.220437 - 0.189119i$      |
| 16  | $-0.734482 - 0.83139i$   | $0.484460 - 0.78922i$    | $-0.202383 - 0.167350i$      |
| 18  | $-0.712456 - 0.77768i$   | $0.480014 - 0.75187i$    | $-0.188498 - 0.151777i$      |
| 20  | $-0.696923 - 0.73497i$   | $0.471866 - 0.72834i$    | $-0.177490 - 0.140085i$      |
| 22  | $-0.685523 - 0.70012i$   | $0.470194 - 0.70323i$    | $-0.168545 - 0.130974i$      |
| 24  | $-0.676885 - 0.67110i$   | $0.465287 - 0.68656i$    | $-0.161124 - 0.123662i$      |
| $\infty$ | $-0.630 - 0.318i$         | $0.456 - 0.448i$          | $-0.073 - 0.048i$            |

Table B.1: Energy, Ellwood invariant and the first out-of-gauge equation for a "half brane" solution.

| $L$ | Energy | $E_0$ | $f_w$ |
|-----|--------|-------|-------|
| 4   | $-25.8203$ | $-1.526687$ | $0.110970$ |
| 6   | $-11.0589$ | $-1.027420$ | $0.126203$ |
| 8   | $-6.77329$ | $-0.757402$ | $-0.021528$ |
| 10  | $-4.89103$ | $-0.617817$ | $-0.090068$ |
| 12  | $-3.85610$ | $-0.524986$ | $-0.123871$ |
| 14  | $-3.20556$ | $-0.461964$ | $-0.142606$ |
| 16  | $-2.75936$ | $-0.414177$ | $-0.153968$ |
| 18  | $-2.43407$ | $-0.377513$ | $-0.161320$ |
| 20  | $-2.18609$ | $-0.347829$ | $-0.166303$ |
| 22  | $-1.99047$ | $-0.323443$ | $-0.169790$ |
| 24  | $-1.83196$ | $-0.302941$ | $-0.172285$ |
| $\infty$ | $-0.19$ | $-0.054$ | $-0.15$ |

Table B.2: Energy, Ellwood invariant and the first out-of-gauge equation for a possible gauge copy of the tachyon vacuum solution.
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