DIRECT OPTIMIZATION OF F-MEASURE FOR RETRIEVAL-BASED PERSONAL QUESTION ANSWERING

Rasool Fakoor†, Amanjit Kainth∗, Siamak Shakeri∗, Christopher Winestock, Abdel-rahman Mohamed, Ruhi Sarikaya

ABSTRACT

Recent advances in spoken language technologies and the introduction of many customer facing products, have given rise to a wide customer reliance on smart personal assistants for many of their daily tasks. In this paper, we present a system to reduce users’ cognitive load by extending personal assistants with long-term personal memory where users can store and retrieve by voice, arbitrary pieces of information. The problem is framed as a neural retrieval based question answering system where answers are selected from previously stored user memories. We propose to directly optimize the end-to-end retrieval performance, measured by the F1-score, using reinforcement learning, leading to better performance on our experimental test set(s).

Index Terms— Question Answering, Spoken information retrieval, Reinforcement Learning, Personal Assistants

1. INTRODUCTION

Recent advances in speech recognition [1, 2], speech enhancement [3, 4], natural language understanding [5, 6], question answering [7, 8, 9], and dialogue systems [10, 11] have fueled the current surge in research and development for smart personal assistants [12] like Alexa, Siri, Google assistant, and Cortana, with many use cases around shopping, music, etc.

In this paper we present a system for providing personal assistants a long term personal memory that enable users to store anything they want to remember by voice, and then later ask questions about it. An example use case is shown in Table 1. This system extends long-term memories of users and enables them to store and retrieve arbitrary pieces of information they are juggling in their minds.

The system is framed as a question answering (QA) system over user generated memories which is related to QA systems with answers extracted from unstructured public sources like Wikipedia [13], Neural Information Retrieval [14], Text Matching [15], and Machine Comprehension [16].

One of the challenges for retrieval models is that they are trained on criteria different from the needed business metrics, which are not usually differentiable, e.g. training on pairwise matching while the overall performance is measured by F1 score. For example, [17] proposed a method for direct optimization of the relevance loss functions in ranking problems via structured estimation in Hilbert spaces by formulating it as a linear assignment problem.

In [18] the authors proposed a method to directly optimize a relaxed version of the F-measure which is similar to a variant we present in this paper (see 5.4). In [19], the expected F-measure is used to train a neural parsing model on sentence-level F1.

Another way to deal with non-differentiable functions is to approximate the gradients using the REINFORCE algorithm [20]. In [21, 22], REINFORCE was used for sentence generation both in machine translation and video captioning tasks. The goal in both papers was to directly optimize evaluation metrics of interest such as BLEU-4 or CIDEr.

In this paper, we focus on improving the overall performance by incorporating the F1 score as part of the optimization objective. The main contributions of the paper are:

- Introducing a system for spoken personal QA.
- Proposing a method to directly optimize F1, and introducing stable optimization strategies.
- Present extensive empirical evidence and analysis discussing the viability of this approach, comparing it to traditional optimization techniques.

Table 1. An of example QA group. These samples are output of an ASR system and hence normalized, i.e. noisy data, no punctuation, no capitalization, etc.

| Question: | what did i do with ben’s cell phone |
| Answers: | 1. ✓ i gave benny’s cell in for repairs at the store on first street |
|          | 2. ✓ i left ben’s iphone on the kitchen table |
|          | 3. ✓ i sent bennie’s old phone to mat |
|          | 4. ✗ ben wants a new cell phone for his birthday |
|          | 5. ✗ dad’s cell is an iphone eight |
|          | 6. ✗ the screen of benjamin’s phone is broken |

Table 1. An example QA group. These samples are output of an ASR system and hence normalized, i.e. noisy data, no punctuation, no capitalization, etc.
2. PERSONAL QUESTION ANSWERING

The problem is framed as a retrieval-based QA system over stored memories. More formally, given a question $q$ and a set of user memories $M_q$, the system returns a subset of memories $R_q$ which are relevant and answers the spoken question. Throughout the paper, the set $\{q, M_q\}$ is referred to as a QA group. Table 1 shows an example QA group of four memories marked as relevant or irrelevant to the input question.

For solving this problem, a classification approach could be adopted for the given question and memory pairs, but this approach is not optimal due to the large class imbalance between relevant and irrelevant user memories for each question as shown in Table 4. A better end-to-end formulation should take into account all user stored utterances (memories) when making relevance decisions for each individual memory, i.e. directly optimizing the F1 score for each QA group. However, it is challenging to directly optimize for F1 measure due to its discrete and non-differentiable nature.

Another challenge rises from the spoken nature of the presented system, where both user memories and questions are transcribed by an ASR system. Due to varying acoustic conditions, names or locations could be recognized as ambiguous entities during storing a memory and recalling it, which are temporally distant. We found that this effect compounds the effect of ASR errors on the end-to-end retrieval performance.

3. NEURAL RETRIEVAL MODELS

We propose various optimization objectives and model architectures for determining the relevance of stored memories given a question. None of our proposed architectures contain any recurrent units because fast and efficient inference is key to a seamless user experience. We focus our efforts on optimization in this work, and demonstrate the effects of carefully constructed optimization objectives, to train a relatively simple model architecture to achieve high performance.

The input to a model is a question, $q$, and its corresponding set of memories, $M_q = \{m_1, ..., m_i, M_q\}$. Each question and stored memory undergoes a string preprocessing step to clean up the text and tokenize the utterance into words. The utterance is then encoded using word-level representations, which are both processed through the same network, producing h-dimensional vectors for the query and memory, represented by $u$ and $v$, respectively. The joint activation and logits are computed as:

$$uw = \text{concat}(u, v, |u - v|, u \odot v)$$

$$\text{logits} = \text{softmax}((\text{dropout}(uv))) \in \mathbb{R}^2$$

The TEFFCH model follows a similar structure, except the input embedding is given by the concatenation of the pre-trained word vector and the CharCNN embedding, that is jointly trained, producing an end-to-end model.

4. DIRECT OPTIMIZATION OF F-MEASURE

As the goal of our model is to correctly assign the label ‘relevant’ vs. ‘irrelevant’ to a memory given a question, we can formulate the optimization objective as the maximization of labelling accuracy. Expressed as a loss function, we try to minimize the cross-entropy between the estimated class probabilities and the ground truth label distribution for a set of question-memory pairs:

$$L_{cs}(\theta) = - \sum_i \sum_j \sum_c p_{\theta}(m_j|q_i) \mathbb{I}(y_{ij})$$

$m_j$ and $q_i$ denote the memory and question pair respectively, $y_{ij}$ is corresponding label, $\mathbb{I}$ is the indicator function, and $p_{\theta}$ denotes the model, parametrized by $\theta$. Even though this formulation renders optimization straightforward, it leads to a
discrepancy at evaluation time as we optimize for one objective during training but use another metric for model evaluation. More specifically, we optimize for maximum accuracy of question-memory-pair labelling during training but evaluate our model using the F1 score averaged across all QA groups. An analogous objective cannot be used as an optimization for F1, as F1 is not differentiable. Furthermore, Eq. 1 does not address the large class imbalance between irrelevant memories versus relevant memories in a QA group.

To address this discrepancy, we propose a novel optimization objective that can directly evaluate the estimation metric.

### 4.1. Policy Gradient based Approximation

Our goal is to maximize the expected F1 score, for a given dataset. To do this, we first formulate our task as a reinforcement learning problem in which our network acts as the agent, i.e. policy network, and so provides the probability for taking a particular action on each question-memory pair:

$$L_{re}(\theta) = -\mathbb{E}_{a \sim p_{\theta}(M_q|q)}[R(a^{M_q})]$$  \hspace{1cm} (2)

where $p_{\theta}$ is the policy network, $R(a^{M_q})$ is the reward function, and $a^i$ is the action given $(m_i, q)$. Since the reward is not differentiable, we use REINFORCE [20, 25] to estimate the gradients. Based on this algorithm, the gradients are calculated as follows:

$$\nabla_\theta L_{re}(\theta) = -\mathbb{E}_{a \sim p_{\theta}}[R(a^{M_q}) \cdot \nabla_\theta \log p_{\theta}(M_q|q)]$$  \hspace{1cm} (3)

Even though this new formulation has the potential to boost model performance, it presents several challenges. Firstly, the score can only be calculated for an entire QA group, i.e. a query and all the associated memories. To address this, we modify the batching strategy so that each batch contains one query and all the associated memories. Secondly, Eq. 2 algorithm is hard to optimize especially if the optimization starts from scratch. To resolve this problem, we use curriculum learning [26] under a multi-task learning (MTL) framework. We firstly train the model using Eq. 1 to kick-start training. We then start training the model using the following MTL at a reduced learning rate:

$$L(\theta) = (1 - \lambda) \cdot L_{cs}(\theta) + \lambda \cdot L_{re}(\theta)$$  \hspace{1cm} (4)

The new batching strategy whereby a batch consists of an entire QA group is used when the optimization function is set to Eq. 4. $\lambda$ is a hyper-parameter and is determined using random search on validation set. The reward function is explained in more detail in Sec. 4.1.1.

In addition to aforementioned challenges, Eq. 2 and in general REINFORCE [20] suffers from high variance given its inherent nature of noisy gradient estimates. Selecting the right reward function plays an important role to reduce the variance of gradient estimator [21]. Motivated by this observation and previous works [21, 22], we use the exact score at test time to baseline Eq. 2:

$$\nabla_\theta L_{re}(\theta) = (R(a^{M_q}) - F1(M_q)) \cdot \nabla_\theta \log p_{\theta}(M_q|q)$$  \hspace{1cm} (5)

where $F1$ is the exact scoring function that is used during test time. We choose an action according to

$$\hat{a}_i = \begin{cases} 
1 & \text{if } c_i \text{ is relevant } & p_{c_i} \geq \zeta \\
0 & \text{otherwise} 
\end{cases}$$  \hspace{1cm} (6)

where

$$c_i = \arg\max_{a_j} p_\theta(a_j|m_i, q)$$

is the greedy output of the model, and $\hat{a}$, i.e. $\hat{a} = \{\hat{a}^j|_{M_q}\}$, is the set of predictions for a question and its memories and $\zeta$ is the confidence threshold of the predictions. Using these predictions, $F1(M_q)$ can be easily calculated for a question and memory group. This method not only helps to reduce the variance by baselining Eq. 2 but also helps the model to make predictions with high confidence, given $\zeta$. The ability to directly specify the predication confidence as part of the objective is a distinct advantage over previous methods [18].

#### 4.1.1. Reward Function design

Designing an effective reward strategy for use in Eq. 2 is critical for successful training. This also applies to reinforcement learning in general. Using the vanilla $F1$ score as the reward can have several side-effects. For example, if all the predictions of the model are incorrect, then the $F1$ score becomes zero and, as a result, the loss function become zero and no errors are backpropagated to the network. To address these issues, we define a modified reward function as follows:

$$\text{reward} = \begin{cases} 
1.0 & \text{if } A \land \forall P \\
-0.1 & \text{if } A \land \forall R \\
\text{accuracy} & \text{if } A \land \exists P \\
-0.5 & \text{if } tp == 0 \\
-0.01 & \text{if } 0 \leq F1 \leq 0.2 \\
F1 & \text{otherwise} 
\end{cases}$$

where $A$ means there are no ‘relevant’ ground truth labels in the QA group, $P$ means hypothesized ‘irrelevant’ label is correct, $R$ means hypothesized ‘irrelevant’ label is incorrect, $tp$ denotes number of true positives in QA group, and accuracy is the classification accuracy.

### 5. EXPERIMENTS

#### 5.1. Datasets

Our data consists of a total approximately 20,000 QA groups divided into the datasets ‘train’, ‘dev’, ‘TEST-1’ and ‘TEST-2’. Each QA group contains one question. For ‘TEST-2’, the
question is an utterance chosen at random from experimental personal assistant logs in which the user has asked the assistant to retrieve a personal memory. For ‘TEST-1’, the user question was typed in by an annotator to resemble an actual user utterance. Table 2 shows the approximate number of QA groups per dataset in thousands (K).

| dataset | number of QA groups | number of answers |
|---------|---------------------|-------------------|
| train   | ~14K                | ~308K             |
| dev     | ~1K                 | ~61K              |
| TEST-1  | ~8K                 | ~105K             |
| TEST-2  | ~3K                 | ~151K             |
| all     | ~26K                | ~626K             |

Table 2. Approximate number of QA groups per dataset

The answers in each QA group consist of anywhere between 1 to 81 memories which a user had asked the assistant to remember. With the exception of the manually entered questions in “TEST-1”, the questions and memories are the output of the assistant’s speech recognition engine and, as a result, contain speech recognition errors. Each of the memories has been manually annotated as being relevant or irrelevant to the question in its QA group.

As is apparent in Table 3, the number of memories per QA group differs significantly across datasets. This is because the number of memories each user has stored varies greatly and the maximum number of memories annotated per QA group varied between annotation groups.

| dataset | min | max | mean | std. dev. |
|---------|-----|-----|------|-----------|
| train   | 1.0 | 80.0| 21.34| 19.35     |
| dev     | 18.0| 81.0| 49.26| 29.91     |
| TEST-1  | 1.0 | 30.0| 13.76| 10.45     |
| TEST-2  | 18.0| 81.0| 49.70| 29.91     |

Table 3. Minimum, maximum and mean number of memories across QA groups in each dataset.

There is a significant class imbalance between relevant and irrelevant memories across datasets as most of a user’s memories are not relevant to a given question. Table 4 shows the percent of memories with a ‘relevant’-label in each QA group averaged over all the QA groups in dataset. Because of this imbalance, relevant answers were upsampled using weighted sampling during training to create batches with roughly the same number of relevant and irrelevant examples.

| dataset | % relevant memories |
|---------|---------------------|
| train   | 15.08%              |
| dev     | 4.54%               |
| TEST-1  | 20.94%              |
| TEST-2  | 4.59%               |

Table 4. Percentage of memories with ‘relevant’-label in each QA group averaged over all QA groups in dataset.

meaning are deleted, e.g. “did”, “does”, “is”. Such preprocessing makes the wording more consistent across utterances and removes words and phrases with little or no semantic content. It decreases the average number of tokens in questions from 6.6 to 3.8 and in answers from 4.2 to 3.7. The change in number of tokens for each data is listed in Table 5.

| dataset | raw | preprocessed |
|---------|-----|-------------|
|         | question | answer | question | answer |
| train   | 6.8     | 3.7     | 4.0     | 3.3    |
| dev     | 7.0     | 3.8     | 4.1     | 3.4    |
| TEST-1  | 6.0     | 6.7     | 3.3     | 5.6    |
| TEST-2  | 7.1     | 3.8     | 4.2     | 3.4    |

Table 5. Average number of tokens per question and per answer in each dataset.

5.2. Evaluation metrics

Each model was evaluated on the test sets ‘TEST-1’, where the questions were typed in by annotators, and ‘TEST-2’, where questions are the output of an ASR engine. For each QA group in the dataset, the precision, recall and F1 score were calculated by comparing the relevance labels assigned by annotators with the hypotheses returned by the model. The precision, recall and F1 score of all QA groups in each dataset were then averaged to give the average precision, average recall and average F1 score for the entire dataset. Ranking of memories was not considered.

5.3. Model specifications

We report results on the TEFF and TEFFCH. We used the Adam optimizer [27] to train all models with Eq. 1 and use a constant learning rate of 0.001. When the training objective is switched to Eq. 4, we adopt a different batching scheme and decay the learning rate by a factor of 0.1. We use the ReLu activation function throughout our models. We use L2 weight decay to train our models and apply dropout at a rate of 0.1 across all models. We use a batch size of 128 and pick the model with the best performance on the validation set. We use random search for hyperamater tuning to determine the best model configuration. We use two variations of batching for our experiments. For models trained using Eq. 1, we construct a batch of query-memory pairs using random
sampling, but oversample from the positive examples to ensure a 1 : 1 ratio of positive and negative examples in every batch. However, when using the MTL objective in Eq. 4, we batch all memories for a given question to compute the F1 score for the given QA group. For models that only consume word embeddings, we batch the queries and memories to a maximum sentence length, and all sentences smaller than this length were padded using a <PAD> token. For all our models, we use 300 dimensional pre-trained fastText word vectors [28], trained on Wikipedia data from 2017, news datasets from statmt.org from 2007-2016 as well as the UMBC corpus [29]. We found that a maximum utterance length of 10 was sufficient to ensure good results, given that the average query length was much shorter (after preprocessing). For models with a CharCNN module, the character level inputs were also padded at the word-level using a maximum word length of 8.

Our best TEFF model is 2-layer network with 694 units each. The best TEFFCH model employs two convolution layers of with a kernel size of 1 and 2, and 128 filters each, followed by a linear layer outputting 108 dimensional CharCNN embeddings, concatenated together with pre-trained word vectors to give 408 dimensional word representations. The concatenated embeddings are then processed through a 2-layer network with 736 units each. All models have a final softamx layer to output a distribution over two classes.

5.4. Smooth Approximation

In order to have a comprehensive evaluation of our proposed method, we compare our method with [18], wherein a smooth approximation of the F1 score was proposed. This smooth objective is differentiable and is formulated as follows:

\[
\mathcal{L}_f = -\sum_j \mathcal{F}(M_{q_j}, q_j) 
\]

\[
\text{PR}_\theta = \frac{\sum_i \log p_{0 \| f_p}(q_j, m_i)}{\sum_i \log p_{0 \| f_p}(q_j, m_i) + \sum_i \log p_{0 \| f_n}(q_j, m_i)}
\]

\[
\text{RE}_\theta = \frac{\sum_i \log p_{0 \| f_p}(q_j, m_i)}{\sum_i \log p_{0 \| f_p}(q_j, m_i) + \sum_i \log p_{0 \| f_n}(q_j, m_i)}
\]

\[
\mathcal{F}_\theta = 2 \cdot \frac{\text{PR}_\theta \cdot \text{RE}_\theta}{\text{PR}_\theta + \text{RE}_\theta}
\]

where \(I_{fp}\) is the indicator function for true positives, \(I_{fp}\) for false positives, and \(I_{fn}\) for false negatives. Since \(\mathcal{F}\) is a differentiable function and is parameterized by \(\theta\), we can directly optimize for it during training. We followed the same steps as for the MTL loss (Eq. 4), i.e. the different batching strategy and decayed learning rate.

One of the main advantages of our proposed method compared to the smooth formulation, is that we can directly enforce the confidence level in the prediction as in Eq. 6. Moreover, the results show that our proposed method significantly outperforms the above smooth formulation.

6. RESULTS AND ANALYSIS

A key aspect of our proposed objective is that the model is made aware of the type of errors in its prediction, and can use this information to trade-off the number of false positives and false negatives, for an optimal F1 score. In our experiments, when training with Eq. 1, the model is able predict, with reasonable accuracy, the relevant memories, for various query types. However, for some QA groups that contain noise in the form of ASR errors or otherwise complex queries, this accuracy is lower as expected. For these challenging cases, our method encourages the network to balance the number of false positives and false negatives, to avoid predictions with high precision and low recall (and vice-versa), but rather maintain an optimal balance of the two.

We investigate the gains realized when optimizing using our MTL objective in Eq. 4 and compare it to using the standard loss formulation (Eq. 1) and smooth loss (Sec. 5.4) as a training objective. As shown in Table 6 and Figure 1, we find that our proposed optimization objective, in fact leads to an improvement in F1 score for this QA task. In Figure 1, the error bars were generated by setting different seeds for

![Fig. 1. Plot comparing ‘TEST-1’ performance for the various aforementioned training objectives. The error bars were generated by running multiple trials of the same model, with different seeds.](image)

| Model | Objective | \(t = 0.97\) | \(t = 0.98\) | \(t = 0.99\) | # Params |
|-------|-----------|-------------|-------------|-------------|--------|
| TEFF  | RV1       | 2.283%      | 2.295%      | 2.259%      | 0.70M  |
|       | RV2       | 1.075%      | 1.772%      | 2.766%      |        |
|       | Smooth    | -1.673%     | -1.832%     | -2.405%     |        |

| TEFFCH | RV1       | 1.807%      | 2.896%      | 5.016%      | 0.89M  |
|        | RV2       | 3.714%      | 4.732%      | 5.239%      |        |
|        | Smooth    | -1.557%     | -1.413%     | -1.407%     |        |

Table 6. Table showing the relative improvement in F1 score achieved using various training objectives across different thresholds, compared to the cross-entropy baseline, on ‘TEST-1’. The model size is given by # Params.

\(^2\text{Type I - False positive or Type II - False negative}\)
each trial. However, we fix the curriculum learning strategy beforehand, and do not tune it for each trial. This may be sub-optimal for the performance of the model. Tuning this curriculum learning strategy per trial will likely show further gains. Figures 2 and 3 show the performance of various models trained with different objectives, across our test sets. In our results, RV1 and RV2 refer to training using Eqs. 3 and 5 respectively, and Smooth refers to the objective described in Section 5.4.

We observe that the underlying structure of ‘TEST-1’ and ‘TEST-2’ are different, and hence show different gains in performance. Both test sets and the training set have on average, about 3 relevant memories per QA group, but ‘TEST-2’ has more total memories per QA group, and shorter memories, on average (Table 5). We find that ‘TEST-2’ shows smaller gains relative to ‘TEST-1’, when using our objective, as ‘TEST-2’ contains shorter utterances, which provide less context to distinguish different memories. However, on ‘TEST-1’, our objective was able to learn a stronger semantic model which is able to adapt to correctly identify paraphrasing, ASR errors and long-range context in complex utterances (Figure 3).

Moreover, we expected larger gains using CharCNN, but this was not always the case. We hypothesize that this is due to the short nature of utterances in our training data, which are only 4 tokens long, on average (see Table 5), and can be suitably encoded using pre-trained word vectors. The pretrained word vectors are trained on a much larger corpus and generalize as well as they aggregate contextual information from multiple domains. On the other hand, our CharCNN module is not processed through a sequential network, and hence lacks inter-word context. This module is also trained on our task-specific loss which may not be optimal for learning such embeddings, and can depict quite pathological behaviour, given the size of the dataset and the length of utterances. This can cause the model to produce over loaded representations and make it prone to overfitting, thereby harder to train. We hypothesize that with less pre-processing, the additional context available could mitigate some of the issues exhibited by the CharCNN module, leading to further gains.

7. CONCLUSION

In this paper, we present an end-to-end system for spoken personal question answering. Moreover, we propose a novel objective function to directly optimize the $F_1$ measure for our information retrieval task. By directly optimizing the $F_1$ score, we can take into account the predicted labels of all answers simultaneously. It also enables us to take the types of errors into consideration during optimization, e.g. number of false positives, number of false negatives. Furthermore, our proposed objective can mitigate the effects of class imbalance and noisy data in the form of ASR errors. Our extensive experimentation shows that the aforementioned approaches deliver benefits to system performance. We also analyze the impact of our methods on different datasets with varying structure.
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