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Abstract. Sophisticated machine learning (ML) models to inform trading in the financial sector create problems of interpretability and risk management. Seemingly robust forecasting models may behave erroneously in out of distribution settings. In 2020, some of the world’s most sophisticated quant hedge funds suffered losses as their ML models were first underhedged, and then overcompensated.

We implement a gradient-based approach for precisely stress-testing how a trading model’s forecasts can be manipulated, and their effects on downstream tasks at the trading execution level. We construct inputs – whether in changes to sentiment or market variables – that efficiently affect changes in the return distribution. In an industry-standard trading pipeline, we perturb model inputs for eight S&P 500 stocks. We find our approach discovers seemingly in-sample input settings that result in large negative shifts in return distributions.

We provide the financial community with mechanisms to interpret ML forecasts in trading systems. For the security community, we provide a compelling application where studying ML robustness necessitates that one capture an end-to-end system’s performance rather than study a ML model in isolation. Indeed, we show in our evaluation that errors in the forecasting model’s predictions alone are not sufficient for trading decisions made based on these forecasts to yield a negative return.
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1 Introduction

Deep Neural Networks (DNNs) have been proposed in finance for over three decades \cite{3, 35} due their ability to learn more complex and non-linear mappings compared to classical time series models. However, the additional complexity of DNNs makes their interpretability of particular importance when it comes to widely adopting them in production settings. We study financial trading systems built on such DNNs in order to develop a method for better interpretability. \cite{3}

Modern financial regulations (e.g. Basel III \cite{1}) require stress testing models, including on past catastrophic events. For instance, regulators may be interested in learning the worst-case outcomes of a model given a scenario of adverse market...
conditions. Existing approaches for interpretability of DNNs are not directly applicable to this setting for two reasons. First, time series forecasting models used in finance output distributions rather than single-point predictions. Second, these distributions predicted by the model are not the outcome of the pipeline; instead, they are used as inputs to inform trading decisions.

To address the specificities of safety-critical financial trading systems, we propose an interpretability and risk estimation method to synthesize adverse market conditions. These synthetic market conditions reveal to a financial institution the factors which influence the trading decisions made by its systems. In particular, our method shows how seemingly regular market conditions can be manipulated to introduce market adversity undermining a DNN’s forecast. In an application to an industry-standard trading pipeline, we for instance show how our method provides insights on feature importance, choice of trading signals and the pipeline’s robustness. To summarize, our contributions are as follows:

- We instantiate a gradient-based optimization method that informs model owners on the sensitivity of their forecasting model to its input features.
- We develop an industry-standard daily stock trading pipeline. Our pipeline integrates Twitter sentiment analysis together with several trading strategies and achieves non-trivial performance and returns across 8 S&P 500 tickers under realistic conditions. We open-source our pipeline (see Section 2.1).
- We demonstrate on our trading pipeline that our method synthesizes adverse market conditions that illustrate the influence of different model inputs on the trading pipeline’s returns. For instance, increasing adversity of the market conditions results in decreasing returns by almost \( \frac{1}{3} \) (21.3% to 7.7%) whereas decreasing adversity yields a 5× larger return (2.2% to 10.3%).
- Our method provides controllability on the adversity (or lack of adversity) of the market conditions synthesized via the perturbation amount \( \epsilon \) introduced to each feature used to model market conditions. We show that varying \( \epsilon \) can shift and change the distribution of returns, providing an intuitive means to understand how each of these features influence trading decisions.
- Our method exposes how the mean of the output distribution from our forecasting model is easily manipulated (requiring a smaller total perturbation \( \epsilon \)) compared to other parameters of the distribution (such as the confidence). Iterating on trading strategies that rely less on such non-robust parameters directly can help make pipelines more robust to such adversity.

2 Background

2.1 Trading Pipelines for Stock Forecasting

A company may issue stock also called shares, units of ownership of the company, which are traded (bought or sold) on exchanges. A ticker is used to designate the stock on the exchange and look up price change information. We work with tickers from the S&P 500, the largest 500 companies traded in the U.S. In first approximation, a stock may only be traded during an exchange’s market hours. (For example, the New York Stock Exchange’s opens to trading on weekdays at
For each trading day, a ticker’s **open and close price** is the price quoted at market open and market close, respectively.

We consider a financial pipeline that tackles the problem of forecasting, *i.e.*, tries to predict the price changes ahead of time. Formally, after collecting daily open and close prices and potential price-change factors, *e.g.*, sentiment data, over \( k_{\text{past}} \) days for a given ticker, a forecast generates a prediction of the daily open and close prices for the next \( k_{\text{future}} \) days of trading. This forecast is then used to make trading decisions.

**General Trading Pipeline Formulation.** The entire trading process, and resulting algorithmic systems, can be abstracted into 3 major steps described below.

- **Data Collection:** Common data includes historical and/or real time financial data provided by exchanges, sentiment data directly collected from news sources or provided by data vendors such as Bloomberg or Reuters [8, 30].
- **Forecasting:** Collected data is then analyzed for useful trading signals. This analysis is performed using a model \( M \), whose complexity can range from a linear model or basic pattern analysis to Deep Neural Networks (DNNs).
- **Trading Decisions:** Using the forecasts from the previous step, a trading decision is made to buy or sell \( V \) shares at price \( P \).

Obtaining a realistic test bench encompassing all of these steps is complex and time consuming. To aid future work in this setting, we include the code to reproduce our pipeline and the results within our work.

### 2.2 Deep Neural Networks for Probabilistic Forecasting

Finance is a data-rich domain [22] making methods that benefit from this information, such as DNNs, attractive. This potential has brought significant interest from the financial and ML academic communities for finance and trading tasks like forecasting or portfolio management [18, 3, 20, 13]. In addition, large bank and investment firms have recently invested heavily in such research [17, 22].

When choosing a forecast model, it is possible to output either a single data value (point forecast) [23] or a probability distribution [14]. Probabilistic forecasting is preferred over point forecasting as confidence scores or risk estimates can be derived from the forecasted distribution [16]. While the forecast model specifically outputs the parameters generating the distribution rather than the distribution itself, for simplicity we henceforth conflate both. Architectures for time series forecasting include recurrent neural networks (RNNs) [31, 33], convolutional neural networks [29, 11, 6] with 1-dimensional convolutions over time, as well as transformers [36, 26, 25] using attention-based mechanisms. In our work, we leverage RNNs for probabilistic forecasting, described in Section 4.1, because of their superior performance in temporal settings like forecasting.

Nonetheless, these proof-of-concept research advances may be difficult to readily deploy in production settings as current DNNs lack proper input-output relationship transparency. We address this limitation with our work.
2.3 Interpretability in ML

In select domains like computer vision and natural language processing, interpretability of ML models is well studied [37]. In vision, techniques visualize how a prediction stems from different input pixels [32], the learned weights of a model [28], or its receptive field [38]. To the best of our knowledge, leveraging gradients for interpretability in domains like finance remains unexplored. Financial systems raise several challenges. First and foremost, DNNs only inform trading strategies; this calls for an end-to-end outlook over the entire pipeline. In addition, financial data is inherently more difficult for humans to interpret when compared to computer vision and NLP.

3 Gradient-based Interpretability for Forecasting Models

In this section, we introduce the proposed interpretability method with a formal end-to-end pipeline for financial trading. We leverage gradient information of model $M$ and characteristics of the entire trading pipeline to understand edge case model behaviour. While introduced in the financial trading domain, our method is not limited to it; it is applicable broadly to forecasting problems.

3.1 Preliminary

Formally, let $z_{1:T}$ be a single target time series of length $T$ and $X$ a set of associated covariates series $X_{1:N,1:T} \triangleq \{x_{1,1:T}\}_{i=1}^N$. A (DNN-based) forecast is a generated probability distribution over future (unobserved) values $z_{T+1:T+\tau}$ of length $\tau$ conditioned on past time series values $z_{1:T}$ and covariates $X_{1:N,T:T+\tau}$ using a neural network $M$ parameterized by $\Phi$, the model’s weights and biases.

$$\Pr(z_{T+1:T+\tau} \mid z_{1:T}, X_{1:N,1:T}) = M_{\Phi}(z_{1:T}, X_{1:N,1:T})$$

(1)

It is common to follow the Markov assumption in forecasting where the next $\tau$ days is likely not a function of the entire history length available $T$ but rather a smaller portion that represents the recent past. We only use the past $k$ temporal observations of $z$ and $X$ for the next $\tau$ days forecast. The estimated probability distribution is defined by its $n$ distribution parameters. Since the output of the model is $\tau$ distributions, each defined by $n$ parameters, we denote the entire output as $\Theta_{1:n,T+1:T+\tau} \triangleq \{\theta_{i,1:T+\tau}\}_{i=1}^n$; this can be conceptualized as a $n \times \tau$ matrix. Hence, Equation (1) can be rewritten as Equation (2).

$$\Theta_{1:n,T+1:T+\tau} = M_{\Phi}(z_{T-k:T}, X_{1:N,T-k:T})$$

(2)

Definitions of interpretability vary with the goals of model owners and the settings models are deployed in. In financial trading pipelines robustness is primordial, and thus we set out the following requirements for our interpretability method:

G1: Understanding of how a pipeline’s outputs are going to behave in the face of deviations from their expected inputs. For instance, given an input $x$ based on average historical data and a model prediction $M(x) = y$, we want to
understand $\mathcal{M}(x + \epsilon)$ for $\epsilon$ capturing deviations from this historical data. Note that we need to take care to upper bound $\epsilon$ to ensure that we consider edge cases that remain realistic (i.e., that could be realized).

G2: Developing intuition on how the pipeline will react to an unknown input (i.e., For some regular input $x$ develop intuition for $\mathcal{M}(x)$).

G3: Developing intuition on what the pipeline input must have been to achieve a specific output (i.e., For some output $y$ develop intuition on $\{x | \mathcal{M}(x) = y\}$).

3.2 Our algorithm for model interpretability

At a high level, our method uses model gradients to synthesize adverse settings by manipulating the covariate features $\mathbf{X}$ resulting in forged features $\hat{\mathbf{X}}$ such that the original output parameters $\Theta$ change in a specific direction and amount. The resulting changed output parameters are denoted $\hat{\Theta}$. These forged features $\hat{\mathbf{X}}$ and the resulting outputs $\hat{\Theta}$ both provide interpretability of the model by quantifying its sensitivity to changes to the inputs of the forecasting problem.

Specifically, given a direction (up ($\uparrow$) or down ($\downarrow$)) and a distribution parameter index $p$ is selected, the model inputs are perturbed from $\mathbf{X}$ to $\hat{\mathbf{X}}$ such that the model outputs $\Theta_{p,T+1:T+\tau}$ are manipulated in that given direction, resulting into $\hat{\Theta}_{p,T+1:T+\tau}$. We accomplish this by leveraging partial derivative computation through the model $\mathcal{M}$. For instance, the partial derivative of the output distribution parameter $\Theta_{i,t}$ with respect to the input $X_{j,l}$ captures the sensitivity of the $i^{th}$ distribution parameter at time $t$ to the $j^{th}$ input feature at time $l$. Our work is based on two (independently, well known) facts: (i) partial derivatives provide a wealth of information on a model’s behaviour and (ii) a model owner has full access to model parameters and can thus explicitly compute any partial derivative with regard to any input they wish. Together this means that a model owner can explicitly explore the entire range of model behaviours for risk analysis by leveraging the information contained in the gradients.

In Algorithm 12, the features are perturbed as long as they stay within their historical range (recall our requirement G1). This is checked by a function which we refer to as Checkbounds; it serves as a simple non-ML heuristic for input anomaly detection, likely on top of the already implemented security checks inherent to any realistic pipeline. Such anomalies are avoided as our interpretability algorithm focuses on understanding how models behave in their most common and close to valid setting (G1, G2, G3) and not in settings that are obviously out of distribution. Otherwise, the feature with the second largest gradient is selected until a feature that satisfies this criterion is chosen.

Next, we outline two key design choices made for Algorithm 12. Together, they address the lack of interpretability of ML models according to G1, G2, G3.

**Gradients.** Gradients offer rich information about the direction in which features need to be perturbed to achieve a desired change in outputs (G1). Specifically, we use the sign and magnitude of the partial derivative $\frac{\partial y}{\partial x}$ to decide on the

5 Albeit this case did not occur in our experiments, if all features cannot be perturbed
Algorithm 1: Interpretability of ML Forecasting Models Algorithm

input:
- Index of Distribution parameter $p \in [1,n]$
- Direction to perturb distribution parameter $d \in \{\uparrow, \downarrow\}$
- Forecasting length $\tau$
- Historical length $k$
- Covariate features $X_{1:N,T-k:T}$, historical target values $z_{T-k:T}$, perturbation amount $\epsilon$ and number of iterations $R$

output: $\hat{X}_{1:N,T-k:T}$

/* Initially start with benign features */
1 $\hat{X}_{1:N,T-k:T} = X_{1:N,T-k:T}$

/* Iterate over number of perturbations */
2 for $j \leftarrow 1$ to $R$ by $1$ do

/* Iterate over the prediction length */
3 for $t \leftarrow T + 1$ to $T + \tau$ do

/* Iterate over the historical length */
4 for $s \leftarrow T - k$ to $T$ do

/* Find input with largest gradient magnitude */
5 $i^* = \arg \max_i |\frac{\partial \hat{\Theta}_p}{\partial \hat{X}_{i,s}}|$  

/* Check bound characteristic of feature $i^*$ */
6 if Checkbounds($i^*$) then
7     $\hat{X}_{i^*,s} = \hat{X}_{i^*,s} + (d \times \text{sgn}(\frac{\partial \hat{\Theta}_p}{\partial \hat{X}_{i^*,s}})) \times \epsilon$
8 else
9     /* Jump to line 8 but do not consider the argmax over $i = i^*$ */
10 end
11 end
12 end

direction and magnitude of the perturbation. As Algorithm 12 only perturbs the features with the largest gradients, the resulting perturbed features characterize which features best explain a model’s reaction to unknown inputs (G2 and G3).

Perturbing benign features. Algorithm 12 returns the original features perturbed minimally to achieve the intended change in model output. By perturbing from historical market conditions, we obtain conditions that seem like regular inputs to model owners yet can exhibit irregular output behaviour. Observe that this is similar to how mutation-based fuzzing[9] modifies valid inputs to identify edge case vulnerabilities rather than resorting to random input generation.

3.3 Exploring model behaviour with algorithm hyper-parameters

Algorithm 12 accepts several hyper-parameters to allow for model owners to explore a specific section of the range of possible model behaviours.

Parameter and direction. A practitioner can simulate different trading scenarios by controlling which direction an output distribution parameter is modified in. For instance, increasing the standard deviation implies lower confidence in forecasts and hence higher risk if a trade is performed based on such forecasts. Such a scenario allows model owners to (1) understand what are the features affecting model confidence and (2) investigate the robustness of trading strategies on top of low confidence forecasts (see Section 3.4). In a similar fashion, the mean of the forecasts represents the expected value of the returns. If we increase the mean of the learned distributions, the inputs are perturbed to reflect synthetic settings where the model is more likely to perform a trade.
Perturbation amount. Algorithm 12 is run for $R$ iterations where the features are perturbed by a small value $\epsilon$ at each iteration. Both hyperparameters allow model owners to tune the adversity of the synthesized setting as they control the how much the perturbed input deviates from historical data for the financial pipeline's inputs. Small perturbations can help diagnose model sensitivity to specific edge cases that give a worse case in settings that are closer to historically regular data; this is particularly true if “small” perturbations result in a large impact on the model output. A large $\epsilon$ can model the worst case scenario achievable by exposing the bounds of the distribution parameters that the model can achieve. Such perturbations simulate the worst case when the input features are outside their historical range. This is not entirely a hypothetical scenario: for instance, events 25 standard deviations away from the mean prediction were observed by major financial industry players during the 2007 financial crisis [2].

3.4 Pipeline interpretability

The forecasting model represents only a fraction of an end-to-end trading pipeline (recall Section 2.1). In practical deployments, trading strategies use the outputted forecast distribution parameters for profit generation. A number of related work have considered the effect of pre-processing on gradient-based perturbations of ML models [24, 12] but, to the best of our knowledge, we are the first to consider the effects of post-processing on a model’s robustness and interpretability. In our case, this means that a change in a distribution parameter might not result in any change in the trading strategy depending on its complexity. We thus now consider these trading strategies to ensure our interpretability algorithm is able to capture the end-to-end pipeline’s behaviour.

Here, we concentrate on algorithmic trading strategies for which the trading decision is automated—in its simplest form, rule based decisions where a trade occurs if a condition is met, e.g., the forecast price passing a threshold which can be modeled as a step function. We make this decision for two reasons (i) human traders are known to correct the asset price of their models [19] and (ii) for risk estimation we require a large number of simulations which is only feasible algorithmically. For instance, a simple trading strategy might be that the forecasted mean must be positive to initiate a trade (buying and later selling). If the mean is originally 4% and decreased 2% due to Algorithm 12, although the mean has indeed changed, the trade still occurs.

To specifically aim for a change in the profits of a trading strategy, Algorithm 12 can be modified to take the gradient through the return of the trading strategy as well. In such a case, a non-smooth trading function (e.g., a thresholding strategy in Section 4.1) results into a uninformative gradient. In our case, the thresholding trading strategies are a function of the mean and the standard deviation of the distribution. We manipulate both of these distribution parameters such that the threshold is met (or no longer met) which results into certain trades occurring or no longer occurring, ultimately changing the return of the strategy.

such that they stay within the historical bounds, the algorithm terminates early.
4 A Sentiment-based Stock Forecasting and Trading Pipeline

To benchmark our approach for interpretability, we first implement a working industry-standard financial pipeline in Section 4.1 along with methods and metrics to evaluate its effectiveness in Section 4.2. We note that this is a significant contribution in itself given that such pipelines are often proprietary and little details can be found in the public domain.

4.1 Trading System

Data Collection. To avoid selection bias and test generalizability, we randomly select 8 S&P 500 tickers shown in Table 1 along with relevant ticker information. In the remainder of this manuscript, we use ticker and company names interchangeably to refer to the companies stock and price over time.

- Tweets: For each ticker in Table 1, we collect tweets from January 1st 2016 to January 1st 2021 (5 year period). Collected tweets are searched to either contain the company name or ticker name of each company.

- Prices: The open and close price for each ticker was collected for the same period as the tweets via the Yahoo Finance API. Prices were collected at a daily frequency for the past 5 years. At each interval, there is a quote for the open price and close price. In addition, price data is collected at a hourly frequency for the last 1.5 years. As prices are non-stationary (changing mean and variance over time), we forecast the log difference of each day’s close price and open price $\log(\frac{c_{close}}{c_{open}})$ to get a stationary time series.

- Sentiment Analysis: We extract sentiment scores for each tweet which will be used as inputs to our forecasting model. We use FinBERT, a BERT model trained on a financial sentiment dataset [5]. Given a tweet, FinBERT outputs 3 scores: (1) Positive (2) Neutral and (3) Negative sentiment score. Applying the softmax function we get a probability of a tweet having that sentiment. To forecast the log difference in open and close price for day $T$, we aggregate 13 features (see Table 4 in the Appendix) derived from tweets.

Table 1: Information on the 8 randomly selected S&P 500 tickers considered.
up to 24 hours before 9:30 AM on day. Monday’s uses the past 72 hours to make use of tweets that occurred over the weekend while the markets were not open to trade.

**Forecasting.** As mentioned in Section 3, probabilistic forecasting is interested in forecasting the $\tau$ distributions, denoted $\Theta_{1:n,T+1:T+\tau}$:

$$\Theta_{1:n,T+1:T+\tau} = \mathcal{M}_\phi(z_{T-k:T}, X_{1:N,T-k:T})$$

In our pipeline, we train a model $\mathcal{M}$ with input covariates $X_{1:N,T-k:T}$ as the 13 features derived from Twitter and the target time series $z_{T-k:T}$ as the log difference in price. We use the DeepAR [31] architecture (see Figure 7 in Appendix), an autoregressive RNN tailored for time series forecasting in the univariate setting. RNNs are particularly well suited for this task because they keep an internal state that allows them to output forecasts of variable length. Here, autoregressive refers to the forecasting model using past observations of its input to forecast future behaviour. We use the Python implementation of this model available in the GluonTS [4] library for our experiments. DeepAR allow for flexible parametric and non-parametric output distributions by using a projection layer to map the RNN output to parameters defining the chosen distribution function.

**Trading Decisions** The forecasting models output $\tau$ distributions. All distribution parameters are in the log difference domain and hence we iteratively undo the log difference to get a forecasted distribution in the return space.

As we consider daily trading, we start the trading day entirely in cash and end the day entirely in cash. Assuming we must buy a stock before selling it (i.e., only taking long positions), we only trade when the close price is greater than the open price. At a high level, a trading strategy involves two decisions: (1) When do we take an action (buy or sell)? (2) How much to invest per trade?

**When do we trade?** We consider a simple thresholding strategy as defined: If the predicted difference $\hat{y} \geq \tau$, for $\tau \geq 0$, we buy shares at 9:30 AM at the open price and sell them back at 4:00 PM at the close price for a return of $y\%$.

We work with two threshold values, $\tau = 0$ and $\tau = \mu_y + \sigma_y$, where $\mu_y$ and $\sigma_y$ refer to the mean and standard deviation of the ground truth returns over the past $k$ days, respectively. The $\tau = 0$ strategy trades on any positive signal while the $\tau = \mu_y + \sigma_y$ strategy is more prudent, requiring the returns to be one standard deviation above those of the past $k$ days.

**How much to invest?** The Kelly criterion [21] is often used in financial mathematics when determining how much to invest. For each trading opportunity, we compute the Kelly fraction $f$ which represents what fraction should be invested depending on the expected return. The Kelly fraction is calculated as shown in Equation 3 where the win percentage $W$ is the percentage of trades that resulted into a profit and $R$ is the ratio of positive returns to negative returns (sometimes referred to as the ratio between historical gains and losses). The Kelly fraction allows trading proportional to the strength of the signal from the forecast.

$$f = W - \frac{1 - W}{R}$$ (3)
4.2 Evaluation Setup

We divide our evaluation metrics into error, accuracy and financial metrics. Error metrics include Root Mean Squared Error (RMSE), Mean Average Percent Error (MAPE) and Continuous Ranked Probability Score (CRPS) where lower for all three is preferred. RMSE and MAPE measure the error of the forecasts in a point forecast setting while CRPS measures error of the forecasted distribution. Accuracy metrics include the binary accuracy of the sign of the mean of the forecast. Although 50% seems like a non-trivial baseline for the binary settings (i.e., price either goes up or down), the S&P500 has a historical upwards trend. Instead, we consider the historical binary accuracy as a non-trivial baseline. Financial metrics include the returns of the trading strategies and the return of a passive trading strategy as a baseline. An in depth explanation of all three classes of metrics are described in Section 6.2 in Appendix.

4.3 Validation of pipeline

Results for both the training and testing splits are shown in Table 2 for the 8 tickers in the daily setting (hourly setting shown in Table 6 in Appendix). Accounting for the 8 tickers and both frequencies, we have 16 possibilities referred to as settings. Across all 16 settings, the performance on training data is strong for both ML and financial metrics. On the testing split, performance is weaker but we still have that 6 out of the 8 tickers have at least 1 strategy with returns greater than that of the passive strategy. Hence, we believe that our pipeline is a good approximation (albeit a significantly simpler one) for a pipeline that could potentially be implemented in industry for assisting intra-day trading. Section 6.3 in the Appendix discusses both tables in more depth.

5 Evaluation Results

We now apply our interpretability method to our pipeline and evaluate the resulting interpretability benefits. In Section 5.1 we investigate the distribution parameters ($\mu$, $\sigma$ and $\nu$) forecasted by our model in the presence of manipulations introduced by our algorithm. In Section 5.2 we analyze these changes with the entire pipeline in mind, that is we measure the performance of trading strategies in the synthetic market setting generated by our algorithm. We see how hyperparameters of Algorithm 12 provide controllability on the adversity of the synthetic setting, allowing us to draw insights into the forecasting pipeline’s modeling. In particular, we analyze the importance of different features in explaining the pipeline’s performance in Section 5.3.

5.1 Interpretability of the Forecasting Model

In Table 3 we show the performance degradation resulting from manipulating the student-T distribution parameters in both directions for $\$ADSK$ and $\$BWA$ for daily trading. We include the testing performance for comparison. Performance for the remaining 6 tickers and the hourly setting are shown in Table 7 and 8 in the Appendix. Settings where performance on $\hat{X}$ is worse than that of $X$ are colored in green. In Table 3 all error metrics (RMSE, MAPE, CRSP) have their performance drop in all 6 possible synthetic setting.
Table 2: Performance of pipeline for the 8 tickers in the daily setting. Error metrics are omitted as they are not all comparable across the training and testing splits. Strategies with returns above that of the passive strategy are bolded.

| Ticker | Setting | Accuracy | Returns |
|--------|---------|----------|---------|
|        | T      | P        | Passive | τ = 0 | Kelly τ = 0 | τ = μ_y + σ_y | Kelly τ = μ_y + σ_y |
| ADSK   | train  | 55.7 70.4 | 260.7 | **6148.1** | **763.2** | 152.9 | 102.6 |
|        | test   | 52.6 46.3 | 18.0  | -1.3 | -1.3 | 2.2 | -1.4 |
| BWA    | train  | 52.1 73.7 | -16.4 | **3850.2** | **585.0** | 326.1 | 190.7 |
|        | test   | 50.5 60.0 | 3.4   | **4.3** | 4.3 | 7.4 | -0.8 |
| CAH    | train  | 52.6 56.3 | -36.3 | **179.2** | -2.5 | 10.0 | 1.3 |
|        | test   | 55.8 42.1 | -1.7  | -11.7 | 0.6 | 8.3 | 4.4 |
| CE     | train  | 51.4 73.7 | 47.2  | **1809.8** | **332.4** | 165.1 | 82.2 |
|        | test   | 52.6 66.3 | 33.7  | **42.8** | 21.3 | 5.9 | 5.0 |
| CHTR   | train  | 53.0 80.6 | 205.3 | **12382.9** | **3168.6** | 608.7 | **355.5** |
|        | test   | 54.7 55.8 | 10.7  | **12.2** | -0.5 | 5.1 | -0.1 |
| HAS    | train  | 50.0 63.3 | 7.2   | **661.6** | -1.1 | 80.8 | 23.6 |
|        | test   | 50.0 58.3 | 20.9  | 19.2 | -0.3 | 11.8 | 6.4 |
| FANG   | train  | 50.7 69.6 | -29.5 | **5728.9** | **383.8** | 418.7 | **247.4** |
|        | test   | 54.7 58.9 | 26.7  | **43.2** | 5.3 | 0.8 | -6.1 |
| XLNX   | train  | 52.3 54.6 | 104.1 | **104.9** | -4.7 | 15.7 | 2.3 |
|        | test   | 52.6 54.7 | 34.8  | 11.5 | -0.7 | 1.7 | 2.3 |

These drops in performance can be understood via Figure 2 where we plot the resulting forecasts for increasing the standard deviation. The adversarial confidence interval (red) overshadows that of the benign setting (green), which degrades the CRSP for instance. The same is shown for increasing the mean in Figure 3 where the adversarial mean (red) lies above the regular mean (green) which degrades the RMSE and MAPE. When considering binary accuracy and financial returns, we see a mix of small and large improvements or degradations in the synthetic setting. For instance, the return for $BWA kelly τ = 0 strategy increases by 2% in the synthetic setting when increasing μ in Table 3 but decreases by almost 10% for the non-kelly strategy. A similar trend is observed for all 8 companies and both daily and hourly frequency (in the Appendix).

**Performance of post-processing** The change in performance of the several metrics provides intuition on the importance of considering an end-to-end pipeline and not an ML model in isolation. When calculating RMSE and MAPE, the distribution is collapsed to a point estimate by taking the mean of the distribution. Accordingly, as such metrics are directly related to the mean, any perturbation results into large change in such metrics. For instance, the RMSE for ADSK changes by 10.2% on average when manipulating the mean. When we consider distribution parameters that are not related to such metrics, we do not see a similar change in performance (only 0.21% when manipulating the standard deviation). On the other hand, the return of a trading strategy is a
Table 3: Performance of pipeline on synthetic features when varying all three distribution parameters in both directions for $ADSK$ and $BWA$ in the daily frequency. Performance on testing distribution shown for comparison. Metrics that degraded in the synthetic setting are in green.

5.2 Looking into the Trading Strategies

We now investigate the regular and synthetic settings at the trading level by looking at the return distributions of performed trades. The distribution of returns is a standard method used to diagnose the returns of a portfolio and where the majority of profit or loss occurs.

Parameter Distributions and Direction. We first investigate how the choice of distribution parameters and directions of change may simulate different market setting to elicit varying effects on trading strategies. Figure 4 shows the returns for the regular (blue) and synthetic (red) forecast when increasing the mean for both thresholding strategies. For $\tau = 0$ (subfigure 4a), we find that the number of days traded (i.e., days when $\mu \geq 0$) almost doubles (40.0% to 74.7%). However, new trades usually have a negative return which lower the average return. For a threshold of $\mu_y + \sigma_y$ (subfigure 4b), we see a similar but stronger effect as the number of trades almost quadruples and the total return thirds. Magnitude of Perturbation $\epsilon$. In Section 5.1 we fixed the perturbation size $\epsilon$. We now study our returns as this perturbation size grows. In Figure 5a and 5b, we report the returns distribution of both threshold strategies when increasing $\sigma$ for varying epsilons ($\epsilon = \{0.01, 0.03, 0.1\}$). In Figure 5c, we fit a Gaussian kernel over each distribution to easily compare the distribution for varying $\epsilon$ values.
We see that the mean of the distributions are shifting to the left as $\epsilon$ increases for both strategies in Figure 5c. In addition, we are able to see larger negative tails as $\epsilon$ increases, especially for the $\tau = \mu_y + \sigma_y$ strategy in Figure 5c. As epsilon increases the percentage of negative returns increase. This is clear for $\epsilon = 0.1$ (pink) for $\tau = \mu_y + \sigma_y$ strategy in Figure 5b where there are multiple trades with returns between -2% to -4% that do not occur in the regular setting (blue). Thus, the strength of the perturbation $\epsilon$ offers an intuitive and calibrated knob to simulate the level of adversity of the synthetic setting.

5.3 Perturbations at the feature level

We now investigate the perturbations at the feature level to understand their relative importance. An example of the regular and synthesized features are shown in Figure 6 (X in blue, $\hat{X}$ in orange). We are able to determine which features are most important for a certain distribution parameter. Although the specific perturbation mask varied from in all settings, we find across several companies that increasing the standard deviation resulted into a significant perturbation in the positive sentiment features and decreasing the standard deviation was associated with negative sentiment features. Depending on the perturbation size $\epsilon$, the synthetic setting can reflect varying adversity including anomalous behaviour.
Fig. 3: Regular (green) and synthetic (red) forecast for increasing the mean $\mu$ of $\$HAS$. Ground truth is shown in blue. The adversarial forecasts lie significantly above the regular forecasts.

(a) $\tau = 0$ strategy. Regular setting has a mean return of 0.32% and 40% days traded. Synthetic setting has mean 0.17% and 74.7% days traded.

(b) $\tau = \mu_y + \sigma_y$ strategy. Regular setting has a mean return of 0.73% and 7.4% days traded. Synthetic setting has mean 0.27% and 26.3% days traded.

Fig. 4: Distribution of returns for both thresholding strategies on $\$CHTR$ when increasing the mean.

5.4 Findings from our interpretability method

We showed how specific distribution parameters affect downstream calculations such as simple error metrics and trading strategies differently. Section 5.2 demonstrates that the total perturbation amount in Algorithm 12 provides more control on how to evaluate the performance of a ML forecasting model and the entire pipeline end-to-end by controlling the adversity of the synthesized data. In our experiments, we found that small perturbations that manipulate the mean resulted into many non-profitable trades occurring despite these trades not occurring in the regular setting. Often, this resulted in large performance drops and financial returns. We encourage model owners to develop more robust models and pipelines able to more gracefully degrade their performance as the adversity of the synthetic setting increases.
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(a) $\tau = 0$ strategy for $\epsilon = \{0, 0.01, 0.03, 0.1\}$ (left to right). The mean returns are 0.09%, 0.05%, 0.04% and -0.23% and percentage of days traded are 57.89%, 57.89%, 56.84% and 68.42%, from left to right.

(b) $\tau = \mu_y + \sigma_y$ strategy for $\epsilon = \{0, 0.01, 0.03, 0.1\}$ (left to right). The mean returns are 0.8%, 0.8%, 0.49% and 0.15% and percentage of days traded are 9.47%, 9.47%, 10.53% and 18.95%, from left to right.

(c) Fitting a Gaussian kernel on the above distributions for $\tau = 0$ (left) and $\tau = \mu_y + \sigma_y$ (right).

Fig. 5: Distribution of returns for $BWA$ when increasing $\sigma$ for varying levels of epsilon. As $\epsilon$ increases (left to right), new (non-profitable) trades occur which decrease the mean return (vertical line). $\epsilon = 0$ represents the regular forecast.
6 Appendix

6.1 Forecasting Model Architecture

The model architecture of the DeepAR model is shown in Figure 7. When using DeepAR we consider the log difference in open and close price as our single target time series and the Twitter features as covariates. In the forecasting setting, covariates are assumed to be known over the entire time period under consideration, including the prediction horizon of length $\tau$. This is not the case with Twitter data as we do not know future tweets. To alleviate this issue, we use lagged versions of the covariates such that no temporal violations occur.

| Features                          |
|-----------------------------------|
| Average positive score            |
| Average negative score            |
| Average neutral score             |
| Percent & number of positive tweets |
| Percent & number of negative tweets |
| Percent & number of neutral tweets |
| Average of each logit             |
| Volume of tweets                  |
| Average likes                     |
| Average replies                   |

Table 4: Sentiment and metadata based features used as inputs to the forecasting model.
6.2 Evaluation Details

We provide details on our evaluation section below. We divide our historical data into a training, validation and testing split shown in figure 5.

| Frequency | Train   | Validation | Test   |
|-----------|---------|------------|--------|
| Daily     | 0–1150  | 1150–1190  | 1190–1306 |
| Hourly    | 0–2550  | 2550–2700  | 2700–2890 |

Table 5: Division of data into the training, validation and testing sets in the daily and hourly settings.

For our error metrics (RMSE, MAPE, CRPS) we leverage the ground truth values ($y$) and our predictions ($\hat{y}$) or the distributions themselves to determine the quality of the forecasts. The Root Mean Squared Error (RMSE) and Mean Average Percent Error are defined in Equation 4 and 5, respectively. They measure the residual error and percentage error between $\hat{y}$ and $y$, respectively. Smaller RMSE and MAPE are ideal. Both RMSE and MAPE are effectively point-estimate metrics as they only leverage the mean of the distribution. The Continuous Ranked Probability Score (CRPS) measures the difference between the cumulative distribution function (CDF) of the forecast and the ground truth observation, shown in Equation 6. A lower CRPS is preferred.

$$\text{RMSE} = \sqrt{\frac{\sum_{t=1}^{T}(y_t - \hat{y}_t)^2}{T}}$$  \hspace{1cm} (4)

$$\text{MAPE} = \frac{1}{T} \sum_{t=1}^{T} \left| \frac{y_t - \hat{y}_t}{y_t} \right|$$  \hspace{1cm} (5)

$$\text{CRPS}(F,x) = \int_{-\infty}^{\infty} \left( F(y) - 1(y-x) \right)^2 x^2 dy$$  \hspace{1cm} (6)

For our accuracy metrics, we consider binary accuracy. Binary accuracy refers to whether our point forecast $\hat{y}$ have the same sign as the ground truth observation $y$. In the binary setting, as the S&P 500 tickers have had a historical upwards trend, comparing binary accuracy to 50% is incorrect. Instead, we compare against the historical accuracy which is the maximum binary accuracy of a forecast that (1) always predicts up and (2) always predicts down. This is denoted by the $T$ column in Table 2 ("T" for "truth"). $P$ in Table 2 refers to the predicted binary accuracy from the forecasts.

For all trading strategies, we can calculate the net return of trading with such strategy. Similarly to binary accuracy, a return above 0% is not a sufficient baseline for determining financial strength given the historical upwards trend of S&P 500 tickers. Instead, we compare against the passive strategy baseline: buying shares at the open price on the very first day of the split and selling it at the close price of the very last day. A non-trivial strategy has a return above 0% and also beats the passive strategy.
6.3 Strength of trading pipeline

We now provide a detailed discussion of the performance of the trading pipeline in the daily (Table 2) and hourly setting (Table 7).

Strong performance on training split: All 16 settings perform strongly across all metrics on the training split in Table 2. All 16 settings have predicted binary accuracies above 50% and 13 out of 16 beat the baseline binary accuracy, often by 10-15%. For instance, daily trading of $CHTR achieves a 80.6% binary predicted accuracy, 27.6% above the baseline of 53.0%. All 16 settings have at least 1 of the 4 strategies beat the passive returns. For example, $CHTR and $ADSK in the daily setting have a passive return of 205.3% and 260.7% in the training set while the $\tau = 0$ strategy beats them significantly at 12382.9% and 6148.1%, respectively.

(ii) Weaker (but positive) performance on testing split: The performance drops significantly when looking at the testing set. In 7 out of 16 settings, the predicted binary accuracy beats the baseline predicted accuracy, often only by a couple percent. Even though the model is not trained for binary classification but rather the harder (probabilistic) regression task, performance on accuracy from point forecasts is biased. For the financial returns, all 16 settings have at least 1 of the 4 strategies have returns above 0%. Additionally, 6 out of the 8 ticker have at least 1 strategy over both frequencies that outperforms the passive strategy. In total, 7 out of 16 settings have at least 1 strategy that outperforms the passive returns. On 1 extreme, $ADSK$ and $XLNX$ have 0 out of 8 settings that outperform the passive returns (albeit the passive returns are relatively high at 18% and 27% while the best strategy was still positive at 8.3% and 8.4%, respectively). On the other hand, $BWA$ has 5 strategies out of 8 beat the passive returns (albeit the passive returns during that period were low at 3.4% and 1.7%, respectively).

Are the forecasts meaningful? The weaker performance of the testing split compared to the training split is indicative of the difficulty of probabilistic regression tasks, especially of financial time series which are believed to be random walk models [15]. Even though several best practices were taken to avoid overfitting, the results in Table 2 attest to the difficulty of generalization in financial forecasting when backtesting on out-of-sample splits. If we compare to most other works on financial forecasting, criteria of success are often predicted binary accuracies above 50% and returns above 0% (if trading strategies are implemented at all) [10, 7]. Under such conditions, our pipeline can be considered non-trivial as out of the 16 settings and 4 strategies (ie: 64 possibilities), 45 have above 0% returns. If we consider more stringent conditions (beating the baseline accuracy and passive trading strategy) that are more realistic, 6 out of the 8 tickers outperform the baseline accuracy and have at least 1 strategy that outperforms the passive strategy.

\[6\] Dropout [34], weight decay, early stopping and validation splits
Table 6: Performance of pipeline for the 8 tickers in the hourly setting. Error metrics are omitted as they are not all comparable across the training and testing splits. Strategies with returns above that of the passive strategy are bolded.

| Ticker | Set | T | P | Passive | $\tau = 0$ | Kelly $\tau = 0$ | $\tau = \mu_y + \sigma_y$ | Kelly $\tau = \mu_y + \sigma_y$ |
|--------|-----|---|---|---------|------------|-----------------|-----------------|-----------------|
| ADSK   | training | 57.4 | 66.7 | 40.0 | **1103.9** | -0.1 | **107.7** | **41.9** |
|        | test    | 53.3 | 51.8 | 11.2 | 8.3 | -0.1 | 3.3 | 1.1 |
| BWA    | training | 55.4 | 73.4 | 1.2 | **2836.0** | **352.7** | 309.9 | **141.4** |
|        | test    | 56.4 | 54.4 | 1.7 | **10.9** | -0.0 | **5.2** | **2.3** |
| CAH    | training | 55.6 | 74.1 | 9.7 | **2231.7** | 1.5 | **284.1** | **109.4** |
|        | test    | 52.8 | 41.5 | 16.3 | -3.9 | -0.1 | 1.5 | 0.0 |
| CE     | training | 54.2 | 62.0 | 10.6 | **387.1** | **31.7** | **52.8** | -0.7 |
|        | test    | 51.8 | 49.7 | 13.4 | 3.8 | -0.0 | 2.4 | 0.3 |
| CHTR   | training | 56.5 | 54.4 | 63.7 | **128.6** | -0.0 | 32.6 | 0.0 |
|        | test    | 54.9 | 47.2 | 14.8 | 1.8 | -0.0 | 0.5 | -0.6 |
| HAS    | training | 56.4 | 55.2 | -20.5 | **151.0** | 0.7 | **33.4** | -0.0 |
|        | test    | 57.9 | 53.3 | 10.9 | **15.9** | 6.4 | 3.8 | 2.4 |
| FANG   | training | 54.6 | 71.8 | -68.8 | **8969.7** | 0.2 | **546.1** | -1.1 |
|        | test    | 52.3 | 55.4 | 54.3 | 31.0 | -0.2 | 3.5 | 2.0 |
| XLNX   | training | 55.7 | 52.9 | -2.2 | **61.3** | 0.3 | **3.0** | -0.3 |
|        | test    | 60.5 | 52.8 | 27.0 | 8.4 | 1.6 | 1.6 | 1.0 |
Table 7: Results of manipulating the 3 parameters of Student-T distribution ($\mu$, $\sigma$ and $\nu$) in both directions using Algorithm 12 for all 8 tickers for the DeepAR model on daily forecasts. The metrics on the testing distribution are shown for comparison. Perturbations that degraded a metric are shown in green.
### Table 8: DeepAR Hourly

| Setting      | Error       | Returns       |
|--------------|-------------|---------------|
| Ticket       | Parameter Direction RMSE MAPE CRISP I $\tau$ Passive $\tau = 0$ Kelly $\tau = 0 = \mu_{\sigma}$ Kelly $\tau = \mu_{\sigma}$ |
| training     |             |               |
| test         |             |               |
| HAS          |             |               |
| synthetic    |             |               |
| CE           |             |               |
| synthetic    |             |               |
| CAH          |             |               |
| synthetic    |             |               |
| CTR          |             |               |
| synthetic    |             |               |
| FANG         |             |               |
| synthetic    |             |               |
| XLNX         |             |               |
| synthetic    |             |               |

**HAS (Hasbro) - Synthetic**

| $\mu$ | 0.00673 | 1.34097 | 0.80956 |
| $\sigma$ | 0.0123   | 2.8677  | 0.85371 |

**FANG (Fang Inc.) - Synthetic**

| $\mu$ | 0.00658 | 1.61473 | 0.87885 |
| $\sigma$ | 0.0122   | 2.8677  | 0.85371 |

**XLNX (Xilinx) - Synthetic**

| $\mu$ | 0.00571 | 1.20055 | 0.85371 |
| $\sigma$ | 0.0122   | 2.8677  | 0.85371 |

**Interpretability in Safety-Critical Financial Trading Systems**

**Table 8:** DeepAR Hourly
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