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Abstract
The interaction of intense femtosecond laser pulses with solid targets is a topic that has attracted a large amount of interest in science and applications. For many of the related experiments a large energy deposition or absorption as well as an efficient coupling to extreme ultraviolet (XUV), X-ray photon generation, and/or high energy particles is important. Here, much progress has been made in laser development and in experimental schemes, etc. However, regarding the improvement of the target itself, namely its geometry and surface, only limited improvements have been reported. The present paper investigates the formation of laser-induced periodic surface structures (LIPSS or ripples) on polished thick copper targets by femtosecond Ti:sapphire laser pulses. In particular, the dependence of the ripple period and ripple height has been investigated for different fluences and as a function of the number of laser shots on the same surface position. The experimental results and the formation of ripple mechanisms on metal surfaces in vacuum by femtosecond laser pulses have been analysed and the parameters of the experimentally observed “gratings” interpreted on base of theoretical models. The results have been specifically related to improve high-intensity femtosecond-laser matter interaction experiments with the goal of an enhanced particle emission (photons and high energy electrons and protons, respectively). In those experiments the presently investigated nanostructures could be generated easily in situ by multiple pre-pulses irradiated prior to a subsequent much more intense main laser pulse.

1 Introduction

Today the generation of XUV and/or X-ray (both termed XR) and/or high energy particle (electrons and protons, termed HEP) emission from the interaction of intense femtosecond laser pulses with solid targets has found wide spread application. Thus various efforts have been made to improve the laser pulse absorption which plays a key role in laser target interaction in general and also the coupling efficiency, related to the emission. Among those efforts, there are examples of the strong increase of XR emission by the application of double pulses [1–3], changes of the contrast ratio (main laser pulse to background or uncontrolled pre-pulses from the amplifier system) [4–6], the optimization of the angle of incidence [7], the target thickness [8] and the target material [9, 10], all those performed in the intensity range of \( I_0 \approx 10^{15} \) to \( 10^{18} \) W/cm\(^2\), where \( I_0 \) is the laser intensity in the peak of the pulse. In a similar way the yield of HEP emission has also been improved in the same or higher-intensity range [11]. More recently, a different approach has been examined for effective proton generation [12] and earlier for X-ray production [13]. Again this makes use of multiple pre-pulses. Here the target surface is structured in situ in a relatively defined way by laser-induced periodic surface structures (LIPSS) [12, 13]. This is in contrast to the above-mentioned examples where the electron density scale length [14, 15] has been optimized to achieve higher absorption, conversion efficiency and emission.

The method of this different approach is rather simple and allows the usage of a high repetition rate target system. Here, first the target surface is nanostructured by the irradiation with tens of pulses with much reduced intensity. Then, second, the main laser pulse at full intensity will arrive and
“see” an optimal nanostructured surface which significantly enhances the absorption. Thus both the conversion efficiency into fast particles [12] and hard X-ray photons [12, 13] or into soft X-rays and/or XUV emission [16, 17] are enhanced as well. In this work, for simplicity of description, we will term the less intense (pre-)pulses which lead to ripple formation as “(ripple) formation pulses” and the full intensity main pulse simply as “main pulse”.

As today LIPSS has attracted strong interest in laser micromachining, many investigations have been reported on the subject, see for example [18, 19]. The origin of the LIPSS formation is largely attributed to the interference of the incident laser wave and the surface scattered electromagnetic wave, thus creating a periodic pattern of the absorbed laser energy along the irradiated surface, as established in [20] for metals and generalized to other materials in [21, 22]. At the beginning of LIPSS formation there is a periodic absorption of laser energy by electrons during the laser pulse. This stage results in a modulation of the lattice temperature structuring can smooth down by electron diffusion due to the larger coefficient of electron–phonon coupling. Then the initial temperature along the surface up to tens of picoseconds on the main pulse simply as “main pulse”.

A longer-term process leads to material removal from the surface layer and plays a role in the final imprinting of the LIPSS on the surface. Such imprinting is performed by laser pulses with relatively low fluence near the ablation threshold [21, 22, 25–28]. This requires tens or even hundreds of laser pulses coupled to the same irradiation spot on the surface to produce the periodic surface rippling. A longer-term process leads to material removal from the surface layer and plays a role in the final imprinting of the LIPSS on the surface. Such imprinting is performed by laser pulses with relatively low fluence near the ablation threshold [21, 22, 25–28]. This requires tens or even hundreds of laser pulses coupled to the same irradiation spot on the surface to produce the periodic surface relief [29] (see also [30, 31], but note that this work was done with in air environment). Since those early and later works, the possible applications of the rippling production have been studied and developed for scientific and industrial uses.

The generation of laser-induced nanostructures in metals was reported in the context of bulk metals and thin metal films (see, e.g. for Ti [32–34], Cu [35], Al [32], Au [36]). It is known that LIPSS formation depends on the target material [19]. For instance, ref. [35, 37] report that for some metals an increase of laser fluence leads to a decrease of heat transfer by electron–phonon coupling. Then the initial temperature structuring can smooth down by electron diffusion which leads to a weak structuring of the lattice material and finally results in a small relief height [38]. For other metals, such as Cu, this is not the case. Based on the results of Ref. [39] where due to the larger coefficient of electron–phonon (lattice) coupling of Cu, it was found that this metal shows a deeper rippling, our recent work [33] and the present one make use of Cu targets.

In our recent paper, we have studied the formation of LIPSSs with respect to effective proton generation [33] and first results on ripple formation covering extended areas of thin Cu-foil surfaces are obtained. However, the experiments were performed in air (with the second harmonic of a 120-fs Ti:sapphire laser) and thus chemistry has been expected to play a significant role during the interaction.

The present paper continues the investigation of LIPSS formation on the same metal, but now in vacuum. Presently we have applied a thick polished target irradiated by the first harmonic of a similar laser as before to produce the ripples, now in another parameter range. Moreover, in particular, the dependence of LIPSS, namely the ripple period and height, has been investigated for different fluences and as a function of shot number on the same surface position. Furthermore, to get rid of the influence of ambient gases, and thus more clearly defined interaction conditions, the experiments have been carried out in vacuum. The experimental results and mechanisms for the self-formation of gratings on metal surfaces by femtosecond laser pulses have been carefully analysed and the parameters of the experimentally observed gratings interpreted. Simple scaling formulas for the ripple period and height on the laser parameters have been evaluated. These allow the optimized in situ generation of ripples of an initially flat target by laser pre-pulses with respect to the main laser pulse energy conversion process into fast particles.

The deduction of the optimized generation and the optimized ripple parameters for the aforementioned high-intensity laser interaction experiments has been the goal of the present work. Hence, in contrast to all the previous works, the present one provides very practical parameters which can be directly applied to those experiments on XR production and, in particular, on HEP generation. This includes the information and discussion on the suitable fluence or intensity range, respectively, for the formation pulses and an optimized ripple region size, etc., for superior XR and HEP emission.

2 Experimental setup

The experiments were carried out with a chirped pulse amplification Ti:sapphire laser system used for micro- and nanostructuring applications [40]. For the present experiments the system was delivering \( \tau_L = 153\, \text{fs} \) (FWHM) linearly polarized pulses at a wavelength of \( \lambda_L = 775\, \text{nm} \) and a maximum pulse energy of \( E_{p,\text{max}} = 1\, \text{mJ} \). The spatial intensity distribution was Gaussian (slightly elliptical). The pulses were focussed with an achromatic lens of \( f = 200\, \text{mm} \) focal length onto a flat Cu sample at normal incidence. Both focussing lens and sample holder were mounted on motorized xyz- and rotation holders, respectively. The setup
was located in a vacuum chamber evacuated to $10^{-4}$ mbar ($10^{-2}$ Pa).

The laser light distribution in the focal spot was carefully characterized by a beam profiler measurement. In particular, the image of the focal spot was magnified with a high-resolution microscope objective (numerical aperture 0.4, magnification 20) onto a CCD camera (4.4 μm pixel pitch). As a result of the measurement we obtained a slightly elliptical-shaped focal spot with the major (long) and minor (short) axis lengths of $d_{ma} = (95 \pm 5)$ μm and $d_{mi} = (75 \pm 5)$ μm, respectively (1/e²-width; see Fig. 1; average focal spot diameter $d_f = 85$ μm). In the experiment the applied pulse energy $E_p$ was much below $E_{p,max}$ yielding a maximum possible applied fluence in the peak of $F_{0,max} \approx 1.5$ J/cm². Thus the corresponding peak intensity was slightly below $I_{0,max} \approx 7 \cdot 10^{12}$ W/cm² (averaged over the FWHM pulse duration).

The experiments were performed in vacuum at a laser repetition rate of 1 kHz at 8 different laser pulse energies which lead to 8 different fluences. For comparison, in addition a couple of measurements were performed at atmospheric pressure. In the present experiment the energy was changed by applying different attenuation filters. The focusing scheme and the focal position were always the same. Consequently the measured Gaussian shape in the focal spot distribution remained the same as well and also the laser pulse polarization (note this is important because measurements far off the focal position may add significant p-polarized components in comparison with the s-polarized pulse in focus and this changes the amount of energy deposition).

For each energy a series with different numbers of accumulated shots $N$ were supplied to the same spot on the sample surface. As LIPSS bases on a series of shots (see introduction and related literature), and as a result of our own preliminary experiments, the lowest number of shots $N$ within a series was chosen to be $N=40$. Further series with shot numbers up to $N=120$, and for low fluences even up to $N=200$ were investigated as well. During the sample irradiation the pulse energy was controlled via a calibrated reference detector. To provide clear and well-defined experimental conditions, the sample was shifted to a new position with unaffected surface after each series. To avoid significant ablation, most of the data on ripple formation have been taken at fluences below the damage threshold of the sample $F_{dam}$ even for the central peak of the pulse. This is because a ring-shaped ripple region (see Fig. 2 below) would be in contradiction to the present goal of target improvement for high laser-intensity interaction experiments where the main pulse hits the same spot as the ripple formation pulses.

The sample of the present experiments was a mechanically polished copper plate (Fig. 1b). Although it has to be mentioned that there are still remaining scratches with depths of a few tens of nanometers and a length between 0.5 and 3 μm all over the surface, they can mostly be discriminated during the analysis after the irradiation. This analysis was performed by means an optical microscope (Leica DM4000 B/M), an atomic force microscope (AFM; JPK NanoWizard 3 NanoScience AFM) and a scanning electron microscope (SEM; Zeiss EVO ® MA10).

Most simply the damage threshold was obtained from the images observed with the light microscope and the SEM when ablation is observable in the middle of the spot. More carefully it was determined by a series of independent measurements where the ablation depth and the diameter of the ablation crater, respectively, were measured as a function of fluence (the procedure is described in our previous paper [40] and is based on the usual and well-established simple ablation model; see, e.g. [41]). For the samples of the present work we obtained a value of roughly 0.8 J/cm², but one has to note that some incubation effects are present (see Sect. 3).

### 3 Experimental results

As an example Fig. 2 and Fig. 4 show SEM images of the ripple structure obtained with different fluences. More detailed results, in particular, depths and sizes of the
Ablation-produced cavities, are obtained from the AFM measurements. The deduced ripple parameters then could be related to the irradiation parameters including the laser intensity profiles.

### 3.1 Geometry and general results

Figure 2 illustrates the different experimental situations for measurements above and below damage threshold. It can be recognized that within the laser irradiated region, several zones can be identified. In particular, in the central zone close to the peak fluence $F_0$, significant ablation occurs. This is illustrated clearly in Fig. 2b where the Gaussian shape of laser fluence or intensity distribution, respectively, is displayed together with two zones of surface modification. Here the damage threshold of $F_{dam}$ is exceeded in the vicinity of the laser pulse peak (“damage region”). The threshold region where significant ablation takes place is marked by the inner ellipse (long and short axis lengths of 37 µm and 29 µm, respectively). This is the diameter of the damage crater $D_{dam}$ and equal to the inner diameter of the ripple region (note that $D_{dam}$ depends on the direction of the measurement, but this was always properly taken into account). The outer ellipse with long and short axis lengths of 59 µm and 47 µm, respectively, marks the border between the region of ripple formation and the unaffected zone. This is the diameter of the ripple region $D_{th}$. In the present example the corresponding threshold for ripple formation is $F_{th} = 0.5 \text{ J/cm}^2$ and the damage threshold $F_{dam} \approx 0.8 \text{ J/cm}^2$.

At lower fluence, ripple formation occurs as long as the fluence is above a certain value $F_{th}$ ("ripple region"); see Fig. 2c; corresponding SEM and AFM images are displayed in the top right of Fig. 2a and further below). This sets a limit for the onset of such ripple structures. For $F_0 < F_{th}$ the surface remains unaffected.

---

**Fig. 2** Illustration of ripple generation on the sample. a SEM image of a sample irradiated with $N=100$ shots at a peak intensity $F_0=1.1 \text{ J/cm}^2$. At right an enlarged crop is shown. Further right there is an even more enlarged crop of another SEM image which shows details of the ripple structure ($F_0=0.6\text{ J/cm}^2$, $N=140$). b Illustration of the different regions of surface modification when an intense pulse with $F_0 > F_{dam}$ irradiates the target: unaffected zone (white), ripple region (grey) and damage region (black). c same as b, but for a less intense pulse ($F_0 < F_{dam}$). d and e provide the analysis of images captured with a light microscope for the situations of b and c, respectively (see text)
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The SEM images, such as that displayed in the top right of Fig. 2a, show that the boundary between the ripple region and the region where the fluence is below $F_{th}$ is extremely sharp. This was also observed from the images obtained with the light microscope. The diagrams Fig. 2d and e show the brightness within the image along a line through the centre of the ellipse (with some overlap over neighbouring lines above and below; note that those curves do not represent depth profiles!). The brightness curves show that there is an extremely large brightness gradient at the boundary position between the unaffected area and the ripple region. The signal also changes significantly at the boundary position between the ripple and the damage region, respectively. However, here the gradient is much smaller. This leads to less accuracy in damage crater diameter determination from light microscope images. Nevertheless, for the present work even this accuracy is sufficient. We would like to remark that the brightness structures in (d) within the ripple and the damage region, respectively, are not due to ripples because, in contrast to the SEM and AFM images, here the ripples are not resolved. But they result from stray light according to the illumination condition during the microscope analysis.

Figure 2a (and Fig. 4) also shows that the k-vector of the ripples is almost parallel to the laser polarization (indicated by the arrow in Fig. 2a). We write “almost” because due to the slightly astigmatic beam with there are two different foci along the optical axis. But there is a circle of least confusion, which is termed to be the focus in the experiment. However, although the effect is not strong, one has to remark that at this focus position, the polarization is not perfectly linearly s-polarized. This is the result of a symmetry break when compared to a focal spot of a stigmatic Gaussian with perfect s-polarization.

Although a situation as that displayed in Fig. 2b may find applications and although the larger fluence of the pulse in Fig. 2b may have a positive effect on ripple formation when compared to a lower fluence, such a situation with the related ring-shaped ripple profile is not advantageous for the present goal of target optimization by ripple formation pulses. This is because then the main pulse which is aimed to hit the same focal spot, in its central part would hit the damage region. Consequently, this has to be avoided. Thus the situation displayed in Fig. 2b is used for damage measurements, whereas measurements on ripple formation were mostly restricted to peak fluences below (or at least close to) damage threshold (see Fig. 2c).

### 3.2 Fluence threshold for ripple formation and damage

To deduce the threshold limit for ripple formation $F_{th}$ in dependence of the number of pulses $N$, SEM images were made and analysed. Because the edge is very sharp, the border of ripple formation could be deduced rather easily (see also the light microscope images in Fig. 2d, e). In particular, the corresponding ellipse widths were determined and related to the Gaussian laser beam profile. Then for a given $F_0$ and $N$, the threshold could be obtained from the lengths of the major and minor axis lengths, respectively:

$$F_n = F_0 \cdot e^{-\frac{1}{2} \left( \frac{d}{D_{th}} \right)^2}$$  \hspace{1cm} (1)

where $d$ and $D_{th}$ are the corresponding values for the major or minor axis, respectively. Multiplication of $F_{th}(N)$ with $N$ yields the accumulated fluence, i.e. the dose, for the ripple formation threshold. This is shown in Fig. 3.

A fit for all data with the same $F_0$ yields a phenomenological relation for the threshold fluence.

$$F_{th}(N) = F_{r1} \cdot N^{\Gamma_r}$$  \hspace{1cm} (2)

For comparison Fig. 3 shows also the damage threshold data obtained from the present experiment. Here we assumed that damage occurs only for $F_0 > F_{dam}$ and we neglected heat propagation effects which is reasonable for fs-laser pulses (see also [42]). For that case the dependence of $F_{dam}$ on $D_{dam}$ is equivalent to Eq. (1), and thus, one can deduce the damage threshold from the diameters of the damage crater. But again, we would like to remark that the accuracy in determination of $D_{dam}$ is lower than that of $D_{th}$ and consequently the damage data in this figure are less accurate than those for the ripple threshold. This reflects in the symbol size which may be regarded as the size of the error bar.

The negative value of $\Gamma_r \approx -0.1$ obtained from Fig. 3 indicates a pulse-induced change of the material or surface property with respect to ripple formation. This relation looks quite similar to the description of accumulation effects by Jee et al. that lead to a damage threshold reduction due to incubation with ns pulses [29] and by Byskov et al. and other groups with fs-pulses [42–44], respectively. These effects usually are described by a relation similar to Eq. (2), i.e.

$$F_{dam}(N) = F_{d1} \cdot N^{\Gamma_d}$$

where $F_{d1}$ is the single-pulse damage threshold and $\Gamma_d$ a scaling coefficient. But within the experimental error $\Gamma_r$ and $\Gamma_d$ have notably different values ($\Gamma_d \approx -0.25$). As material damage and ripple formation result from different physical processes, one cannot expect that the $\Gamma$-coefficients (and the single-shot damage threshold fluences) are the same. But again, as damage measurements are not subject of the present work, we will not consider this further. For ripple formation this will be discussed further in Sect. 4.

### 3.3 Ripple period

Figure 4 and Fig. 5 show examples of an analysis based on a SEM image and an AFM measurement, respectively.
Figure 4 shows an example of a SEM image-based analysis for \( N = 100 \) shots and \( F_0 = 0.8 \, \text{J/cm}^2 \), i.e. close to \( F_{\text{dam}} \) at that shot number. The ripple profile presented in Fig. 4b shows the dependence of the modulated surface amplitude in horizontal direction which is almost in parallel to the laser pulse polarization (see white arrow). The white ring in Fig. 4a discriminates the ripple zone from the unaffected zone where the laser fluence is below \( F_{\text{th}} \). There may be a small increase in ripple height from the border of ripple formation in direction towards the focal spot centre (see also Fig. 5b). This is attributed to fluence variations within the region where the ripples are produced and, in particular, the increase of fluence towards the spot centre (see Eq. (1) and \( \delta F \) in Fig. 2). However, this effect is not very strong.

Another example of an analysis, now for \( F_0 = 0.6 \, \text{J/cm}^2 \), which is significantly below the ablation threshold, and with \( N = 70 \) shots is presented in Fig. 5. Figure 5a shows the AFM “image” and (b) the profile of the ripples, with distances between the maxima (or minima) between 620 and 650 nm. A Fourier analysis of this profile results in a major spatial frequency of 1.54 periods/\( \mu \text{m} \) which corresponds to a period of 649 nm which is close to the period...
determined from the corresponding SEM measurement. In addition one can observe several neighbouring peaks with corresponding periods from 780 nm (which is equal to the laser wavelength) down to 390 nm (Fig. 5c). A significant change of λr within the ripple region has not been observed (less than error bars).

From the data analysis of Figs.4 and 5, one can conclude that the average ripple period is approximately $\lambda_r \approx 650$ nm. The directionality of the ripples is mainly perpendicular to the laser polarization.

Figure 6 shows the experimental data of the ripple period $\lambda_r$ as a function of the shot number $N$ for 3 different fluences. One can see that for a given $N$, the dependence on $F_0$ is weak. This may have been expected because within the ripple region the fluence range is limited between $F_{th}$ and at most $F_{dam}$ (see $\delta F$ in Fig. 2b; for $F_0 < F_{dam}$ typically $\delta F < 0.5$ J/cm$^2$). For this reason also the absorbed fluence $F_A$ is rather constant.

In general one may recognize a small decrease in the period. Phenomenologically this may be described by an approximated scaling relation between ripple period and number of pulses as

$$\lambda_r \approx \lambda_L \cdot N^{-0.1}$$

We may conclude that altogether, the dependence between the ripple period and the laser fluence is quite week. It can be noted that the decrease of the LIPSS period with pulse number was obtained in [45–48], but for other conditions (usage of other material such as steel or silicon, other angle of incidence, other pulse durations, etc.; see also Sect. 4). Nevertheless, Fig. 6 shows that the ripple period varies a bit with $F_0$ an $N$ and allows for some tuning.
Finally we would like to remark that outside the region indicated by the outer ellipse in Fig. 2a no ripples were present when ripple generation was performed in vacuum. The surface was always still clean and fully flat. This was in contrast to the additional ripple formation generation experiments performed at atmospheric pressure. At those conditions outside the outer ellipse further ripples were observed, and also frequency components much larger than those corresponding to the periods displayed, e.g. in Fig. 6. However, as noted before, these measurements were taken for comparison only as additional effects induced by air environment are not the subject of the present work. Even so this clearly shows that results of other work on ripple generation outside vacuum cannot be regarded as reliably applicable for the present goal.

3.4 Ripple height

Now we would like to discuss the experimental results of the ripple height $h$. First, we would like to remark that, of course, a deduction of $h$ based on the processed AFM images as displayed in Fig. 5 is not useful, but one has to restrict to the AFM raw data. Although this then works well, one has to be aware that there are rather strong fluctuations in height across a selected profile and also for different regions (cf. Figure 4), even if one compares such profiles with same fluence. This makes the deduction of the ripple height quite difficult. Nevertheless, by cross-checking and comparison of various ripple profiles, we may note that although all determined heights result from selected regions of ripples, a careful analysis results in data that seem to be a good representative with the fluctuations taken into account by error bars.

The results are shown in Fig. 7, namely $h$ as a function of $N$. One can clearly observe a significant increase of the ripple height with $N$ until $N \approx 90$. For the lower fluence, then, similar to the observation in [49], there is a slow decrease and finally there is no significant change of $h$ with $N$ within the experimental uncertainty.

A dependence on $F_0$ can be recognized by comparison of the results obtained with a low ($F_0 \approx 0.6 \text{ J/cm}^2$) and a high ($F_0 \approx 1.5 \text{ J/cm}^2$) peak fluence, respectively. However, although in the first case the peak fluence is $F_0 \approx 0.8 \cdot F_{\text{dam}}$, in the second case it is nearly 2 times above the damage threshold (for $N=100$). This leads to a damage region in the centre of the rippled area. Even so the larger peak fluence results in a larger ripple height which can be regarded as an upper limit of the ripple heights, again we will not consider ripple generation with $F_0 > F_{\text{dam}}$ further as this is in contradiction to the goal of the present work (see Sect. 5).

4 Discussion

4.1 Plasma physical effects and simple estimate of the ripple period

We would like to begin our discussion with a simple estimate of the ripple period, in particular, for the interaction parameters applied within the present experiments: $\lambda_L \approx 775 \text{ nm}$, $\tau_L \approx 150 \text{ fs}$, solid Cu target. The fluence on the target $F$ should be sufficiently large for ripple formation, namely $F$ should exceed a threshold necessary for the ripple formation. For the average threshold fluence we assumed a value $F_{\text{th}} \approx 0.5 \text{ J/cm}^2$ (compare to Sect. 3). In principle, a ripple estimate could be done by Sipe’s theory [, [19, 20] which discusses LIPSS formation on metal weak corrugated surfaces in detail. However, Sipe’s theory is mainly valid for a low number of pulses of relatively low fluence [21, 22, 46]. In spite of this, in the present case a relatively high fluence was applied with a peak intensity $I_0 \approx 10^{12} \text{ W/cm}^2$ which is well above the plasma formation threshold for metal targets. In that range, there is a significant influence of free (generated) electrons and hence plasma physics plays an essential role. That’s why surface plasmons become important and a different approach has to be used.

For the present conditions the skin layer of the target can be ionized and a plasma layer can be created. For the present investigation with solid Cu samples as the target, the skin depth, $l_s = c/\omega_p \approx 19 \text{ nm}$ ($c$ is the velocity of light and $\omega_p$ is the plasma frequency, here taken for the free electron gas of the solid sample). Consequently the energy absorbed by one atom is given by $e_a \approx F_{ib}/(n_0 l_s) \approx 18 \text{ eV}$ ($n_0$ is the atomic number density, with $n_0 \approx 8 \cdot 10^{22} \text{ cm}^{-3}$ for Cu). This is larger than the first ionization potential $U_1^{(1)} = 7.7 \text{ eV}$ and potentially slightly smaller than the second one $U_2^{(2)} = 20.3 \text{ eV}$ [50]. The maximum electron density $n_e$ is limited by the average ionization degree $Z \leq 1$, namely $n_e = Z \cdot n_a$. 

---
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---

Fig. 7 Ripple height $h$ dependence on shot number $N$ for two different applied fluences (see insert)
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Due to the heating of the plasma bulk to the electron temperature $T_e$, it expands with the ion-sound speed $c_s$. As a result the surface electron density decreases as $n_e = n_{e0}(1/c_s t_p)$, where $n_{e0}$ is the electron density directly after ionization. Taking into account some energy losses, one can conclude that the real electron density on the target surface should be $n_e < 8 \times 10^{22} \text{ cm}^{-3}$.

With the refraction index $N_i$ obtained from Drude’s model

$$N_i^2 = 1 - \frac{n_e}{n_{cr}}(1 + i\beta)$$  \hspace{1cm} (4)

and the estimates from the model of Bonch-Bruevich et al. [51], one can deduce the grating period at normal incidence as $\lambda_g \approx \lambda_L / |N_i|$. Here $\beta = \nu / \omega_L$, where $\nu$ is the electron-atom (ion) collisional frequency, $\omega_L$ the angular frequency of the incident laser light and $n_{cr} = m_e \omega_L^2 e^2 / \epsilon_0$ the critical plasma density.

For the presently discussed laser pulses the critical (electron) density is $n_{cr} \approx 2 \times 10^{21} \text{ cm}^{-3}$ and thus $n_e/n_{cr} \approx 40$. This leads to $\lambda_g \approx 0.2 \lambda_L$ which for the present parameter set ($Z \approx 1$, $\beta \leq 1$) yield $\lambda_g \approx 150 \text{ nm}$ which in contradiction to the experimental results (see Sect. 3). On the other hand, this discussion clearly shows that laser plasma physical effects are of significant relevance for such intense pulses as applied within the present work.

4.2 Advanced estimate of the ripple period

Thus, we would like to discuss a different way of ripple formation, when compared to the estimate of Sect. 4.1. This is based on the model of Sakabe et al. as the first step [35, 52]. This model describes the modification of the surface of a solid Cu target by ultrashort laser pulses. Here grating structures are self-formed due to the influence of the laser pulses. The structures are characterized by the following features: the interspaces are shorter than the laser wavelength and they depend on the laser energy density. They become shorter as the laser energy density decreases and the gratings are produced perpendicular to the laser polarization plane.

Following the ideas of that model, the generation of the grating structures is assumed by the following processes. First, via a parametric process (such as in [53, 54]), a femtosecond laser pulse induces a plasma wave on the surface. Then during the surface plasma wave propagation ions become enriched locally. Thus they experience a strong Coulomb repulsion until the peak of the next electron wave arrives at that position. Hence, second, those spatially localized ion clouds Coulomb-explode and expand to vacuum [35, 55]. Consequently, third, a thin layer is ablated, thus giving rise to the formation of periodic grating structures, which can be regarded as an imprint of a “grating” according to the interspacing of the regions where Coulomb-explosion and thus ablation occurs [56, 57]. If the fluence is large enough (see Sect. 4.1), once such structures are formed by the first pulses of a pulse train, an enhancement process might take place for the subsequent pulses within the pulse train. The electric field is enhanced near the initially imprinted structures, and the strong near field leads to further ablation of the surface, which results in further deepening of the structures [58].

Within this description we further assume that the surface separates the plasma from the vacuum and that one laser pulse (within the pulse train) irradiates the surface at normal incidence where it induces the plasma wave. If we take into account that the laser pulse cannot propagate to a depth beyond the critical density point, then based on the dispersion of the overdense plasma located on the surface, the wavelength $\lambda_{sp}$ of the surface plasma wave can be obtained [51]:

$$\frac{\lambda_{sp}}{\lambda_L} = \text{Re} \left( \sqrt{\frac{\epsilon + 1}{\epsilon}} \right) = \sqrt{A + \sqrt{A^2 + B}} \approx 1 - \frac{1 + \beta^2}{2\eta}$$  \hspace{1cm} (5)

where the dielectric function is given by

$$\epsilon = 1 - \frac{\eta}{1 + \beta^2} + i\beta \frac{\eta}{1 + \beta^2}$$  \hspace{1cm} (6)

the relative density $\eta = n_e/n_{cr} > 1$ and

$$A = \frac{\epsilon_r(1 + \epsilon_r) + \epsilon_i^2}{2 \cdot (1 + \epsilon_r)^2 + \epsilon_i^2}$$  \hspace{1cm} (7)

$$B = \frac{\epsilon_i^2}{4 \cdot (1 + \epsilon_r)^2 + \epsilon_i^2}$$  \hspace{1cm} (8)

$\epsilon_r$ and $\epsilon_i$ are the real and imaginary part of $\epsilon$, respectively. Taking into account that according to the expansion within the skin depth of the overdense surface plasma, $\eta \approx 10$ and $\beta \sim 1$, then from Eq. (5) one obtains $\lambda_{sp} \approx 0.85 \lambda_L \approx 650 \text{ nm}$ which is the period of the imprinted grating. As a result, it is concluded that the ripple period corresponds to the wavelengths of the induced plasma wave, i.e. $\lambda_g = \lambda_{sp}$. This is in agreement with the experimental results, which indicates that for a laser fluence of approximately 0.5 J/cm², the average ripple period $\lambda_r = \lambda_g$ is approximately $\lambda_r = 650 \text{ nm}$ (see Fig. 3).

It is important to note that the orientation of the observed grating structure discussed here is perpendicular to the laser polarization plane. It is reasonable to conclude on the basis of this fact that the plasma waves are driven by the electric field of the light pulse. We would like also to remark that by changing the angle of incidence one can significantly increase the ripple period (see for example [51, 59]) and by decreasing of the laser wavelength (using, e.g. harmonics).
one can significantly decrease this period. Further influence on the ripple period may be taken by the number of shots \( N \) within the pulse train and their fluence. This will be discussed in the next section.

### 4.3 Dependence of the ripple period on the number of shots within the pulse train and on the applied laser fluence

From the discussion in the previous section it becomes clear that when the relative plasma density \( \eta \) changes, the structure period will change as well. To discuss this, we consider the electron density \( n_e \) of the plasma bulk in the skin layer produced by the laser on the surface. As we will see below, the average ionization degree follows a power relation on the laser energy fluence and thus \( n_e = Zn_a \propto F^\zeta \), where \( \zeta < 1 \). \( T_e \) follows also a power law, namely \( T_e \propto F^{\xi} \) (\( \zeta \) and \( \xi \) are scaling coefficients).

To estimate the scaling of the electron temperature \( T_e \) and the average ionization degree \( Z \) on the intensity, similar to [7], we have applied a self-consistent calculation using a delta-pulse model for laser pulse absorption [60] together with a high-temperature Fermi model [61] and nonlinear heat conduction [62]. From this we find \( \zeta \approx 0.1 \) and \( \xi \approx 0.5 \) (in the intensity range of relevance for the present experiment, namely approximately \( I_0 \approx F_0 / \tau_L \approx 10^{12} \text{ W/cm}^2 \); this is consistent with the experimental data in [63]). Therefore, the normalized surface electron density is related to the laser energy density as \( \eta \propto n_e \propto Z \propto F^{0.1} \) and the relative collisional frequency \( \beta \propto n_e^\sigma T_e^{\mu} \) (where for \( T_e < 1 \text{ eV}; \sigma = 0, \mu = 2 \) and for \( T_e \geq 5 \text{ eV}; \sigma = 2, \mu = -3/2 \) [58]). Applying these relations together with Eq. (5) for the present conditions, the spatial modulation may be approximated as follows:

\[
\lambda_r \approx 1.15 \cdot \Lambda_L \cdot \left( \frac{F_0}{F_{AN}} \right)^{0.1}
\]

(9)

where \( F_{AN} \cdot N \) is the absorbed dose (i.e. the absorbed accumulated fluence).

For the discussion on the laser fluence (or intensity), we have to note that the applicable fluence range for ripple formation is rather limited (see Fig. 2). According to the experimental data or according to the scaling relations (see Eq. (2) and the similar relation for \( F_{dam} \)), together with the experimentally determined scaling parameters), one obtains a feasible fluence range of \( F_0 \approx 0.4 \) to 1 J/cm\(^2\) for \( N = 40 \) and \( F_0 \approx 0.3 \) to 0.7 J/cm\(^2\) for \( N = 160 \). Within such a small fluence range one cannot expect a significantly different interaction with the surface plasma. Consequently for the applied range of peak fluences the absorbed fluence is approximately constant (\( F_A \approx 0.2 \) J/cm\(^2\)) and a weak dependence on the incident peak fluence and the number of applied shots is present by the weak scaling on \( F_0 \) and \( N \), respectively.

Of course, this relation can only be obtained numerically. It results in an interpolation of the exact dependence \( \lambda_{sp} / \lambda_{olv}(F, N) \), which follows from Eq. (5).

Equation (9) agrees with the experimental results (see Eq. (3) and Fig. 6). But we may note that the present interpretation cannot be applied to laser pulses with a fluence below 0.2 J/cm\(^2\) since below this threshold there is only little plasma on the metal surface. This sets the lower limit which also is in good agreement with the ripple threshold limit experimentally observed in Sect. 3.2.

### 4.4 Estimate of the ripple height

In a second step we have to take into account the relaxation processes. Destabilization of the lattice on a timescale of several hundreds of femtoseconds has been observed in [64]. Accordingly, for the conditions of the present experiments the target surface is expected to be modified on some depth.

If one supposes that a significant part of the laser energy is transferred into plasmons with a corresponding wavelength \( \lambda_{sp} \) by forming optimal grating parameters, then from the method described in ref. [65] one can estimate a grating depth \( h \) of the order of 50 nm. On the other hand, even in case of less optimized plasmon generation, a periodic electron temperature profile with the same period transfers to the lattice profile and leads to a periodic heating and then a modification (melting) of the surface. In that case one can suppose that the \( i \)-th laser pulse produces first a heated and then a melted target volume that is approximately given by \( V = h_{i,i} \cdot \lambda_{sp} \cdot d_L \).

Here the melted area is given by \( \lambda_{sp} \cdot d_L \) and the melting depth by \( h_i \). When \( F \) is the incident laser pulse fluence, then from energy conservation one can estimate the absorbed fluence \( F_{A,i} = A_{si}^d \cdot \lambda_{sp} \cdot d_L \) from the material density \( \rho \), the surface absorption coefficient \( A_{si} \) (\( \leq 1 \)) and the supplied heat \( Q = c_h T_{melt} + Q_{mel} \) (in J/g):

\[
F_{A,i} = \rho \cdot h_i \cdot \lambda_{sp} \cdot d_L \cdot Q + F_r \cdot \left\{ \lambda_{sp} \cdot d_L + 2h_i \cdot (\lambda_{sp} + d_L) \right\}
\]

(10)

Here \( F_i \approx A_{si} \cdot F \) describes fluence losses by different processes. \( A_{si} \) is the related loss coefficient, \( c_h \) the heat capacity, \( T_{melt} \) the melting temperature and \( Q_{mel} \) the specific melting heat, with \( Q_{mel} \approx 213 \text{ J/g} \) for Cu.

Consequently, one can estimate the ripple height generated by the \( i \)-th laser pulse within the pulse train

\[
h_{i,i} \approx \frac{A_{si} \cdot F \cdot -F_i}{\rho \cdot Q \cdot \lambda_{sp} \cdot d_L + 2F_i \cdot (\lambda_{sp} + d_L)} \cdot \lambda_{sp} \cdot d_L
\]

(11)

It is important to note that although melting is only an issue for timescales much longer than the pulse duration, here it does play some role because there is enough time for melting and evaporation after the first pulse before the
second one arrives and so on. Therefore, for the present conditions the estimated ripple height after irradiation with $N$ pulses and summation of its influence, according to (11), may be estimated as follows:

$$h = \sum_{i=1}^{N} h_i = \sum_{i=1}^{N} \tilde{A}_i h_0 \approx \tilde{A}(N) \cdot \frac{F}{\rho \cdot Q}$$  \hspace{1cm} (12)$$

where $\tilde{A}_i = A_{i_1} - A_{i_2}$,

$$h_0 = F \left( \frac{\rho \cdot Q \cdot \left( 1 + 2 F \cdot \frac{\lambda_{sp} + d_L}{\rho \cdot \lambda_{sp} \cdot d_L} \right) }{\rho \cdot Q} \right) \approx \frac{F}{\rho \cdot Q}$$  \hspace{1cm} (13)$$

and

$$\tilde{A}(N) = \sum_{i=1}^{N} \tilde{A}_i \approx 0.8 \frac{\sqrt{N}}{\sqrt{N + 10}}$$  \hspace{1cm} (14)$$

The latter approximation follows from comparison with the experimental data.

With these estimates and the present set of parameters one can estimate $h \approx 50$ nm which is close to the experimental data shown in Fig. 7. In particular, the dependence on $N$ of the experimental results may be reproduced by Eq. (12) and Eq. (14). Starting from the initial surface condition, according to Eq. (12), $h$ is increased for the following pulse and thus the absorption is enhanced [66, 74–76]. But as the ripple becomes much deeper the additional influence on absorption becomes poor and saturation is reached which results in an approximately constant value of $h$ independent of $N$. This saturation onset then may be regarded as the optimized number $N_{opt}$ of weak pre-pulses for surface conditioning prior to the strong main pulse in the high-intensity laser interaction experiments. For the present conditions: $N_{opt} \approx 90$ to 100.

5 Applicability of nanostructured targets

In the following we would like to discuss the applicability of (in situ) nanostructured targets for an efficient generation of XR and/or HEP by an intense main pulse subsequent to the irradiation with multiple less intense ripple formation pulses.

Figure 2 and Fig. 8 indicate that low (near-laser wavelength) spatial frequency ripples (LSFR) are quite distinct and well defined (see Fig. 6). From Fig. 7 one recognizes that the depth of such a structure on a metal surface can be approximately 50 nm to > 100 nm. The obtained periods and depths are essential for laser HEP generation and acceleration [34] and XR generation. Thus LSFRs can be considered as good candidates for these applications.

To evaluate the applicability of laser-induced nanostructures suitable for laser particle acceleration, etc., a theoretical analysis was performed for flat and structured Cu targets, respectively. From Fig. 8 one can approximate the shape of the modulation (ripple) by a triangle with a base between 300 and 350 nm and a height of 50 to 70 nm. This is used as the input for the simulations, together with the laser pulse parameters of the ripple formation pulses and those of the main pulse.

The simulation results show that a flat foil is an inefficient converter for high energy particle generation, whereas if additionally a surface distortion is considered, the situation changes strongly (typically thin flat foils are used as targets in proton acceleration experiments). The simulations demonstrate that a significant enhancement of absorption up to 100% (60% in [67]) with an appropriate surface structure is possible. In [68] for nearly optimal parameters, it was shown that the advantage of the rippling seems to be more connected with the number of accelerated ions than with their maximal energy, which is of interest, e.g. in dose deposition.

A general remark on laser particle acceleration and X-ray generation in the presence of a ripple profile is that the absorption is strongly increased on the relief crest and is slightly decreased besides it [68, 69]. The optimum relief height decreases with increasing main pulse laser intensity (see also [67]). If well adapted, nanostructuring increases the energy transfer from the laser pulse to the electrons. Also proton acceleration could be significantly improved in terms of maximum energy and proton number [12]. Thus, by using the optimization formulas for proton acceleration from [12] and our eqs. (3), (5), (9) and (11), one can get the optimal main laser pulse parameters (intensity and duration approximately $10^{19}$ W/cm$^2$ and 30 fs,
respectively) and also the optimal ripple formation pulses (of the order of 100 pulses with an intensity of $10^{12}$ W/cm$^2$ and a FWHM duration of 150 fs) for an efficient acceleration and generation processes. Here we would like to note that although the ripple period and its height are essential for the profile optimization (as discussed within the present work), the specific profile asperity (rectangular, triangular or harmonic) is of minor importance because this only has a slight influence on the absorption [70] and the X-ray yield [71]. Some tuning of $\lambda_r$ may be obtained by adapting $N$ and/or by changing the angle of incidence and/or by changing the wavelength of the ripple formation pulses.

Altogether, the optimal relief increases the absorption to a maximum value and improves the XR photon yield. It may also influence the absorption process itself and, e.g. lead to an increase of the collisionless interaction of the main pulse with the target. This may be important because the improvement of the XR yield does not only depend on the amount of the absorption itself, but also on the mechanism of how the laser pulse is absorbed [63]. The change of the relief parameters allows one to selectively influence the energy distribution function of the hot and cold electron ensembles and thus to achieve the maximum energy of the protons or the maximum K-\(\alpha\) yield [71]. According to our modelling for the present parameters, the K-\(\alpha\) yield can be increased by optimal rippling by approximately a factor 3 and the hot electron number by a factor of 5.

However, we would like to comment that optimization is not the same for protons as it is for K-\(\alpha\) emission. If the target parameters are chosen such that the laser absorption is maximized, the temperatures and numbers of the hot electrons may be maximized and accordingly the numbers and energy of the protons as well. But for those conditions the cold electron temperature may not correspond to the maximum K-shell ionization cross section [72]. In such a case, the K-\(\alpha\) yield will not be maximum despite the subsequent cooling of the hot electrons and their transformation into cold electrons [73]. Then, for a fixed laser intensity, the optimum relief parameters do not coincide in order to achieve the maximum proton energy and the maximum K-\(\alpha\) yield at the same time [12]. This means that the main pulse parameters have to be adapted to the intended optimized interaction.

Besides these very basic physical issues, there are practical issues for optimized XR and HEP sources as well. In particular, for HEP generation an important issue is the shape and the size of the region where ripples are generated. For the experiments with the high-intensity main pulse it is preferable that the ripple formation pulses generate a rather homogeneous region with ripples and this with the additional demand that there is no damage in its centre. Furthermore, this region should cover a significant fraction within the FWHM diameter which is the by far most important region for the nonlinear interaction of the main pulse with the target during XR or HEP generation, respectively.

We will discuss this for Gaussian-shaped pulses as those are typical for high-intensity laser plasma experiments. Thus, according to Fig. 2, the applied peak fluence has to be chosen to be close to, but below the damage threshold. Thus a ring-shaped ripple region is avoided which would be in contradiction to the requirement. In that case one obtains a disc-shaped ripple region with rather homogenous ripples (remember from end of Sect. 4.3 that the fluence range within the ripple region is rather limited). Moreover, for $N \approx N_{opt} \approx 100$ the diameter of the rippled area comes close to the FWHM of the laser spot which well fulfils also that requirement. This is shown in Fig. 9.

We are aware that the previous discussions are somewhat sophisticated. For this reason, the main results are summarized in Table 1.

Finally, we would like to remark that the presently proposed structuring method is easy to implement for any laser-driven secondary source of high energy particles (photons, electrons, protons), is robust, in situ, and can be applied in between high power laser shots at a high repetition rate. For example, within a complex laser system, the low-intensity pulses can be generated by the kHz repetition laser pre-amplifiers and the high-intensity main pulses by, e.g. a 10-Hz main amplifier.

Although there is still some potential progress for the optimization of the interaction conditions, the present work contributes to a significant progress with respect to laser-driven emission source efficiency.

### 6 Summary

In summary, we have investigated the generation of laser-induced periodic surface structures (LIPSS) on flat solid Cu targets with respect to their optimization when used as targets for interaction experiments with high-intensity laser pulses. In particular, this includes their usage as femtosecond-laser-driven secondary sources of high energy particles (photons, electrons, protons) to obtain an improved efficiency.

The present experiments have been carried out with approximately 150 fs pulses (FWHM) with a Gaussian radial intensity distribution with a maximum peak intensity below $10^{13}$ W/cm$^2$. These are the ripple formation pulses which correspond to potential pre-pulses in the interaction experiments performed at much higher intensities with the subsequent main pulses.

The periodic surface structures have been carefully analysed by means of an optical microscope, a SEM and an AFM. In particular, experimental data for the ripple period and height have been obtained as a function of the
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Towards optimization of femtosecond laser pulse nanostructuring of targets for high-intensity laser fluence and the number of applied pulses. The threshold for ripple formation shows a weak dependence on the pulse number and has a value between 0.4 and 0.5 J/cm² (for a peak fluence between 0.5 and 0.8 J/cm² and shot numbers between 40 and 200 shots). It can be described by a simple empirical scaling law. The threshold for material damage is $F_{\text{dam}} \approx 0.8$ J/cm² (for $N \approx 100$).

The LIPSS process involving the interaction of femtosecond laser pulses with surface plasma waves, as well as the excitation of a surface solid-state plasma, has been discussed. The relation of the experimentally observed ripple parameters on the laser fluence and pulse number is well described by analytical scaling relations. The shapes, heights and distances can be controlled by choosing the right number of incident pulses. The peak laser fluence plays a minor role but should be below damage threshold. The processing method can be easily applied to relatively large areas and is shown to create a sufficiently homogeneous structured surface.

It has been demonstrated that laser-induced nanostructures can be produced in a parameter range which matches well for applications such as the enhanced generation of XR and/or HEP emission (increase by a factor 3 to 7). In order to evaluate this approach in more detail, resource-consuming numerical simulations in comparison with experimental studies are potential next steps. However, although this is a subject of future work, the present estimates and scaling laws are already sufficient for the application of in situ optimized targets.

**Fig. 9** Experimentally determined diameter of the region where the threshold for ripple formation is exceeded, but below $F_{\text{dam}}$. The dashed lines are the fits according to Eq. (2). The extrapolation to low values of $N$ might not be correct. It may just indicate how the diameter of the area of ripple formation increases during formation process which begins not too far from the damage fluence at the laser peak (in that sense an experimental verification is not necessary; this is due to the reduction of $F_{\text{th}}$ with $N$ according to Eq. (2))
Table 1: Important parameters for improved XR and HEP generation and achieved results. Note: there are further issues that cannot be easily tabulated (see text). The parameters of the main pulse (not a subject of the present work) are marked with grey background. As usual for high-intensity laser interaction experiments, Gaussian pulse shapes are assumed for both, main pulse and ripple formation (pre-) pulses.

| Parameter                                      | General Requirements and Demands from Theory for Efficient XR Generation | General Demands and Demands from Theory for Efficient HEP Generation | Results of the from Present Work |
|------------------------------------------------|--------------------------------------------------------------------------|-------------------------------------------------------------------|----------------------------------|
| $\lambda_L$ main pulse for XR or HEP generation | $< 1000 \text{ nm} [13], [72]$                                           | $< 1000 \text{ nm} [13], [72]$                                     | not an issue for the present work |
| $\tau_L$ main pulse for XR or HEP generation    | $> 30 \text{ fs} [14]$                                                   | for protons: $> 30 \text{ fs}$                                    | not an issue for the present work |
| Intensity of main pulse for XR or HEP generation | $10^{17} - 10^{18} \text{ W/cm}^2 [14], [72]$                           | $10^{17} - 10^{18} \text{ W/cm}^2 [66], [72]$                     | not an issue for the present work |
| $\lambda_{\text{ripp}}$ of ripple formation pulse | $< 1000 \text{ nm} [14], [13]$                                           | $< 1000 \text{ nm} [13], [66]$                                     | Present experiment: 775 nm        |
| $\tau_{\text{ripp}}$ of ripple formation pulse  | $> 30 \text{ fs} [14], [13]$                                             | for protons: $> 100 \text{ fs FWHM} [66]$                         | Present experiment: $\sim 1500 \text{ fs FWHM}$ |
| Peak fluence of ripple formation pulse          | $> 0.2 \text{ J/cm}^2 [14], [13]$                                        | $> 0.2 \text{ J/cm}^2 [14], [13]$                                  | Demonstrated: 0.2 J/cm$^2$; applicable up to 0.8 J/cm$^2$ |
| Number of ripple formation pulses $N$           | Subject of experiment                                                    | Subject of experiment                                              | $N_{\text{opt}} \approx 90$ to 100 |
| $\lambda_T$ (this is an essential parameter)   | $< 1000 \text{ nm} [14], [13]$                                           | $< 1000 \text{ nm} [66], [33], [34], [72]$                        | 600-700nm                        |
| $h$ (this is an essential parameter)            | $> 100 \text{ nm} [13], [72]$                                            | $> 100 \text{ nm} [13], [72], [66], [33], [34]$                  | 50 nm to $> 100$ nm              |
| Volume of the relief                           | Not too much of relevance                                                | For a foil, $h$ should be less than foil thickness [66]            | Not an issue for the present work |
| Ripple shape                                   | Not too much of relevance (see text)                                     | Equipotential triangle is a little bit better shape [66]           | Triangle with a base between 300 and 350 nm and a height of 50 to 70 nm |
| Ripple area                                    | Rather homog. ripple region without damage                               | Rather homog. ripple region without damage                          | Feasibility demonstrated         |
| Relevant spot size for the interaction process  | Most important the spot within FWHM                                     | Most important the spot within FWHM                                | More than 70% of the relevant area could be covered by ripples demonstrated |
| Absorption enhancement                         | Up to 100% (60% in [66], [72])                                           | Up to 100% (60% in [66], [72])                                     | Needs to be measured, but not a subject of the present work |
| Emission enhancement by factor                 | $3 (K-\alpha \text{ emission}) [70]$                                     | Hot el. no: factor 5                                              | Needs to be measured, but not a subject of the present work |
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