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We introduce a notion of compatibility between constraint encoding and compositional structure. Phrased in the language of category theory, it is given by a \textit{composable constraint encoding}. We show that every composable constraint encoding can be used to construct an equivalent notion of a \textit{constrained category} in which morphisms are supplemented with the constraints they satisfy. We further describe how to express the compatibility of constraints with additional categorical structures of their targets, such as parallel composition, compactness, and time-symmetry. We present a variety of concrete examples. Some are familiar in the study of quantum protocols and quantum foundations, such as signalling and sectorial constraints; others arise by construction from basic categorical notions. We use the language developed to discuss the notion of intersectability of constraints and the simplifications it allows for when present, and to show that any time-symmetric theory of relational constraints admits a faithful notion of intersection.
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1 Introduction

A constraint on a thing is a statement that it is in fact a member of some restricted set of things. Whenever the thing lives in a theory with some structure, it is then natural to ask about the compatibility of a given method of constraint encoding with that structure. This paper is concerned with developing a language for talking about such a compatibility in the specific case where the structure at hand is compositional.

A prevalent mathematical language for the expression of compositional structure is that of category theory. Consequently, our goal is to provide a general notion on a category $\mathcal{C}$ that 1) captures the possibility to impose constraints on morphisms of $\mathcal{C}$, and 2) allows to compose these constraints, in a way that is compatible with the composition of the morphisms of $\mathcal{C}$. By a set of constraints on possible maps $A \xrightarrow{f} B$ in $\mathcal{C}$, we mean a piece of data $\lambda$ singling out, among the hom-set $\mathcal{C}(A,B)$, a subset $\mathcal{C}_\lambda(A,B)$, whose elements are said to be the maps that satisfy these constraints. Now, given two constraints $\lambda$ and $\sigma$ on possible maps $B \xrightarrow{g} C$, we are concerned with the case in which there is a sense in which $\sigma$ and $\lambda$ can be composed to form a set of constraints $\sigma \circ \lambda$ that is satisfied by $g \circ f$ when $g$ satisfies $\sigma$ and $f$ satisfies $\lambda$, i.e.,

\[
\begin{array}{c}
g \text{ satisfies } \sigma \\
\hline
f \text{ satisfies } \lambda
\end{array}
\quad \Rightarrow \quad
\begin{array}{c}
g \circ f \text{ satisfies } \sigma \circ \lambda
\end{array}
\]

As we shall see, formally capturing this kind of ‘structure of constraints’, compatible with the structure of morphisms themselves, helps to model scenarios in which constraints have to be taken into account, and allows to pin down the structural features of different types of constraints, defining them in a general way. It can also be used to unlock a handy ‘constraint calculus’: a calculus only performed on the constraints that morphisms satisfy, allowing to deduce properties about their composition while ‘bypassing’ the handling of the (usually more intricate) data about the morphisms themselves.

The need for a formal theory of the compositionality of constraint encoding has recently arisen in a variety of contexts. First, constraints appear in the description of physical, communicational or computational scenarios in which some key operations can be freely chosen, yet can only be picked among a subset of the possible operations due to restrictions arising e.g. from physical constraints, rules of a game, or technological limitations. This is for instance the case for the study of superpositions of channels in quantum theory [1–3] — and more generally for that of
the coherent control of gates and channels [4–13] –, a notion whose formal definition is a subtle matter, and for which a recently proposed formalism [14, 15] makes a crucial use of so-called sectorial constraints on morphisms. In another line of research [16–19], it has been proposed to describe the causal structure of unitary channels using sets of ‘no-influence relations’ used to encode constraints which forbid certain input factors of channels from signalling to certain output factors. In each of these cases, the constraints imposed are encoded in some way by relations as depicted in the following diagrams:

(2)

Moreover, when processes satisfy such constraints, their compositions are guaranteed to satisfy the constraints encoded by the composition of the relations encoding those constraints. One may wonder whether there exists a formal notion of composable constraint which encompasses them both, and if there might exist a single construction method from which either can be produced. We will find that both questions can be answered positively. A further notion, familiar in theoretical computer science, is that of a constraint satisfaction problem. Given a pair of functions, each of which presents a solution to a constraint satisfaction problem, one may ask about the existence of a constraint satisfaction problem which is guaranteed to be solved by the composition of those functions.

Furthermore, introducing constraints can be viewed as a way of enriching the structure of a given category, in order to make it expressive enough to capture some notions in an elegant and consistent way; this has been the case in the study of so-called causal decompositions, i.e. diagrammatic decompositions of unitary channels that are equivalent to these channels’ causal structure [16–19] (see in particular [18]). Indeed, some causal decompositions cannot be written in terms of standard circuits, but only using more elaborate circuits (later called index-matching circuits [14]), which relied on constraints and whose exact semantics remained unclear

In order to illustrate in more detail an example of the kind of composable constraint behaviour we want to describe and give some intuition, let us quickly present the study of sectorial constraints. The point of Ref. [14] is, in the context of the category FHilb of linear maps on finite-dimensional Hilbert spaces, to build a theory encompassing sectorial constraints on these linear maps. Sectorial constraints express the fact that a given linear map is forbidden to relate some sectors (i.e. orthogonal subspaces) of its domain with some sectors of its codomain. For example, the set of links in the left of the following figure expresses a set of sectorial constraints on a map \( f \in FHilb(A, B) \), where \( A \) and \( B \) are partitioned into a direct sum of sectors:

\[ A_1 \oplus A_2 \oplus A_3 \]
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\[ (2) \]

\[ \text{Sectorial constraints for linear maps} \quad \text{Signalling constraints for quantum channels} \]

\[ \text{Moreover, when processes satisfy such constraints, their compositions are guaranteed to satisfy the constraints encoded by the composition of the relations encoding those constraints. One may wonder whether there exists a formal notion of composable constraint which encompasses them both, and if there might exist a single construction method from which either can be produced. We will find that both questions can be answered positively. A further notion, familiar in theoretical computer science, is that of a constraint satisfaction problem. Given a pair of functions, each of which presents a solution to a constraint satisfaction problem, one may ask about the existence of a constraint satisfaction problem which is guaranteed to be solved by the composition of those functions.} \]

\[ \text{Furthermore, introducing constraints can be viewed as a way of enriching the structure of a given category, in order to make it expressive enough to capture some notions in an elegant and consistent way; this has been the case in the study of so-called causal decompositions, i.e. diagrammatic decompositions of unitary channels that are equivalent to these channels’ causal structure [16–19] (see in particular [18]). Indeed, some causal decompositions cannot be written in terms of standard circuits, but only using more elaborate circuits (later called index-matching circuits [14]), which relied on constraints and whose exact semantics remained unclear.} \]

\[ \text{In order to illustrate in more detail an example of the kind of composable constraint behaviour we want to describe and give some intuition, let us quickly present the study of sectorial constraints. The point of Ref. [14] is, in the context of the category FHilb of linear maps on finite-dimensional Hilbert spaces, to build a theory encompassing sectorial constraints on these linear maps. Sectorial constraints express the fact that a given linear map is forbidden to relate some sectors (i.e. orthogonal subspaces) of its domain with some sectors of its codomain. For example, the set of links in the left of the following figure expresses a set of sectorial constraints on a map } f \in FHilb(A, B), \text{ where } A \text{ and } B \text{ are partitioned into a direct sum of sectors:} \]

\[ \text{See Appendix B of [14] for a discussion of why other standard categorical constructions, CP}^* \text{[FHilb]} \text{ and Karoubi[CPM[FHilb]]}, \text{ cannot be used either to model superpositions of paths and causal decompositions.} \]

\[ 1^\text{See Appendix B of [14] for a discussion of why other standard categorical constructions, CP}^* \text{[FHilb]} \text{ and Karoubi[CPM[FHilb]]], cannot be used either to model superpositions of paths and causal decompositions.} \]
In this figure, the sectorial constraints correspond to the absence of links between some sectors. For instance, the absence of links from $A_1$ to $B_2$, $B_3$ and $B_4$ means that, for a $f$ following these constraints, one has $f(A_1) \subseteq B_1$; the same goes with the other sectors.

However, as we already mentioned, when we talk about a framework ‘including constraints’, we do not just mean to allow for the possibility to add these constraints ‘by hand’ on some morphisms; what we want is a theory in which one can compose these constraints in various ways, compatibly with the structure of the original category. An example will make this point clearer. For any two linear maps $A \xrightarrow{f} B \xrightarrow{g} C$ following sectorial constraints given by
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\[(3)\]

it is easy to deduce a set of sectorial constraints which $g \circ f$ will necessarily follow by constructing a link from each connected path, as depicted in the following figure:

![Diagram](image)

\[(4)\]

In other words, the constraints themselves feature some structure (here, a composition), and, crucially, this structure is compatible with that of the underlying category: if two maps each follow a set of constraints, then their composition follows the composition of these sets of constraints. In fact, sectorial constraints exhibit a whole dagger compact structure – that of finite relations –, completely consistent with the dagger compact structure of $\text{FHilb}$. It is this kind of structural compatibility that we want to describe and exploit fully, whenever some notion of constraints features it.

[14] provided a well-defined formal account of sectorial constraints; the structural and categorical features of this account, however, were toned down in order to make it suitable to working physicists. The framework we will present here aims to be a way more general, and fully structural, account, able to model the inclusion of, and reasoning about, constraints on morphisms.
in various theoretical contexts. After formalising the notion of a composable constraint as a lax functor $L$ with a particular domain, we show that any such lax functor can be used to construct a new constrained category $C_L$ in which morphisms and their constraints are manipulated together as pairs $(\lambda, f)$ in which $\lambda$ (in $\text{Con}$) is called the constraint, and $f$ (in $C$) satisfies the constraint $\lambda$ – in the sense that $f \in L(\lambda)$. Defining all operations pairwise, suitably monoidal (or † or compact closed, etc.) properties of such a lax-functor $L$ lift to properties of the constrained category. In the constrained category, the whole calculus is thus doubled, and performed in parallel in $C$ on the one hand, and in $\text{Con}$ on the other hand, giving a circuit (or string, etc.) language for morphisms equipped with constraints:

![Diagram](image)

The structure of this paper is as follows.

- (Section 2) First, we present a very general notion of composable (monoidal) constraint on a category and how it leads to the construction of constrained (monoidal) categories. We formalise the equivalence between the former and the latter concepts within the language of category theory.

- (Section 3) After presenting examples of thin constraints, familiar in standard category theory, we then observe that the two motivating instances of constraints in quantum theory, those of sectorial constraints and signalling constraints are in fact instances of applying the same unified construction of relational constraints to the direct sum $\oplus$ and the tensor product $\otimes$ respectively. The features of relational constraints, and in particular the consequences of time-symmetry for them, are then explored.

- (Section 4) We discuss the important structural feature of intersectability in constraint theory, showing that in the abstract it leads to practical simplifications for constraint reasoning, and that for relational constraints it is in fact entailed by time-symmetry.

- (Section 5) We finally present more abstract and general constructions leading to theories of constraints: a generalised approach to relational constraints, and a category of constraint satisfaction problems.
2 Composable Constraint Encoding

In this section we present the concept of a composable constraint encoding from a category \( \text{Con} \) into a category \( \text{C} \). Our goal is to capture the two basic features of composable constraint encoding in the abstract:

- if \( f \) satisfies \( \tau \) and \( g \) satisfies \( \lambda \) then \( f \circ g \) satisfies \( \tau \circ \lambda \):

\[
\begin{array}{c}
\text{satisfies} \\
\tau
\end{array} \quad \Rightarrow \quad 
\begin{array}{c}
\text{satisfies} \\
\lambda
\end{array},
\]

(7)

- if \( \tau \) is a ‘stronger’ constraint than \( \lambda \), then whenever \( f \) satisfies \( \tau \) it must furthermore be true that \( f \) satisfies \( \lambda \):

\[
\begin{array}{c}
\text{satisfies} \\
\tau
\end{array} \quad \Rightarrow \quad 
\begin{array}{c}
\text{satisfies} \\
\lambda
\end{array}.
\]

(8)

The notion of such a constraint encoding can be captured by the following definition.

**Definition 1** (Composable constraint encoding). A composable constraint encoding for a category \( \text{C} \) is a lax functor \( L : \text{Con} \rightarrow \mathcal{P}[\text{C}] \) from a locally posetal 2-category \( \text{Con} \) into the power set category \( \mathcal{P}[\text{C}] \).

We now unpack this definition, demonstrating that it indeed captures the two prior concepts. Firstly, from a category \( \text{C} \) one may construct a power-set category \( \mathcal{P}[\text{C}] \) into which constraints will be encoded. The point of the power set category (often referred to in the literature as the free quantaloid) is that its morphisms are subsets of morphisms, and so explicitly represent the most primitive notion of a constraint:

**Definition 2** (Power-Set Category). For any category \( \text{C} \) the category \( \mathcal{P}[\text{C}] \) has objects given by the objects of \( \text{C} \) and for morphisms

\[
\mathcal{P}[\text{C}](A, B) := \{ S \mid S \subseteq \text{C}(A, B) \},
\]

(9)

with the identity given by \( \{id\} \) and the composition given by

\[
S \circ T := \{ f \circ g \mid (f, g) \in S \times T \}.
\]

(10)

\( \mathcal{P}[\text{C}] \) may furthermore be viewed as a 2-Category (more precisely, a locally posetal 2-category) with 2-Morphisms given by subset inclusion:

\[
\mathcal{P}[\text{C}](S, T) := \{ \subseteq \} \text{ if } S \subseteq T, \quad \emptyset \text{ otherwise.}
\]
Morphisms of $\mathcal{P}[\mathcal{C}]$ may be represented with string diagrams such as

![Diagram](image)

in terms of which an example of the composition rule is given by

$$
\begin{array}{c}
\{g_1, g_2\} \\
\{f_1, f_2\}
\end{array}
= 
\begin{array}{c}
\{g_1 \circ f_1, g_1 \circ f_2, g_2 \circ f_1, g_2 \circ f_2\} \\
\{f_1, f_2\}
\end{array}
$$

For a category $\mathbf{Con}$ to encode constraints for $\mathcal{C}$, there should exist an encoding $\mathcal{L}(\_)$ which maps each morphism $\tau$ of $\mathbf{Con}$ into a morphism $\mathcal{L}(\tau)$ of $\mathcal{P}[\mathcal{C}]$, that is, to a subset $\mathcal{L}(\tau)$ of the possible morphisms of $\mathcal{C}$. In string diagrammatic language one may represent the action of $\mathcal{L}$ on the morphism $\tau$ by

![Diagram](image)

anticipating that the shaded box will have properties similar to those of functor boxes [20]. Taking $f \in \mathcal{L}(\tau)$ to mean “$f$ satisfies $\tau$” it is then expected that whenever $f \in \mathcal{L}(\tau)$ and $g \in \mathcal{L}(\lambda)$ then $f \circ g$ (which is for sure a member of $\mathcal{L}(\tau \circ \mathcal{L}(\lambda))$ in $\mathcal{P}[\mathcal{C}]$) should be a member of $\mathcal{L}(\tau \circ \lambda)$. Secondly, it is expected that $\mathbf{Con}$ should be equipped with a notion of relaxation $\tau \leq \lambda$ expressing that the constraint $\tau$ is stronger than the constraint $\lambda$. For such a relaxation to be meaningful, the encoding $\mathcal{L}$ should preserve it, so that being a member of $\mathcal{L}(\tau)$ is a stronger condition than being a member of $\mathcal{L}(\lambda)$. Any lax functor

$$
\mathcal{L} : \mathbf{Con} \to \mathcal{P}[\mathcal{C}]
$$

from a locally posetal 2- category $\mathbf{Con}$ into $\mathcal{P}[\mathcal{C}]$ formally expresses each of these notions in the language of category theory\(^2\); indeed, a lax-functor of locally posetal 2-categories with codomain $\mathcal{P}[\mathcal{C}]$ is precisely a mapping such that:

\(^2\)The authors are extremely grateful for the insight of an anonymous reviewer at ACT 2021 who pointed out the phrasing of composable constraints via lax-ness.
\[ L(\tau) \circ L(\lambda) \subseteq L(\tau \circ \lambda), \text{ written graphically by box-merging:} \]

\[
\begin{array}{c}
\tau \subseteq L(\lambda) \\
\lambda \subseteq L(\tau)
\end{array}
\]

\[
\begin{array}{c}
\tau \subseteq L(\lambda) \\
\lambda \subseteq L(\tau)
\end{array}
\]

\[ ; \quad (15) \]

\[ \tau \leq \lambda \implies L(\tau) \subseteq L(\lambda). \]

Note in particular that if \( f \in L(\tau) \) and \( g \in L(\lambda) \), then the composition \( f \circ g \in L(\tau) \circ L(\lambda) \subseteq L(\tau \circ \lambda) \).

Graphically this can be seen by the following steps:

\[
\begin{array}{c}
\tau \subseteq L(\lambda) \\
\lambda \subseteq L(\tau)
\end{array}
\]

\[
\begin{array}{c}
\{ f \} \subseteq L(\lambda) \\
\{ g \} \subseteq L(\tau)
\end{array}
\]

\[
\begin{array}{c}
\tau \subseteq L(\lambda) \\
\lambda \subseteq L(\tau)
\end{array}
\]

\[
\begin{array}{c}
\{ f \circ g \} = \subseteq \subseteq \\
\{ f \} \subseteq \subseteq \subseteq
\end{array}
\]

\[
\begin{array}{c}
\tau \subseteq L(\lambda) \\
\lambda \subseteq L(\tau)
\end{array}
\]

\[ ; \quad (16) \]

2.1 Constrained categories

From any composable constraint encoding (from now on termed composable constraint for brevity) \( L \), a category \( C_L \) can be constructed in which the constraints of \( \text{Con} \) and the morphisms of \( C \) satisfying them live together, so that the diagrams of \( C_L \) immediately capture a side-by-side calculus of constraints and morphisms.

**Definition 3** (Category of Constrained Morphisms). Let \( L : \text{Con} \to P[C] \) be a composable constraint. The constrained category \( C_L \) has as objects the objects of \( \text{Con} \times C \) of the form \((a, L(a))\) and as hom-sets

\[
C_L(a, b) := \{ (\tau, f) | f \in L(\tau : a \to b) \}, \quad (17)
\]

with composition defined component-wise by \((\tau, f) \circ (\lambda, g) := (\tau \circ \lambda, f \circ g)\); the latter morphism is well-defined since by laxity \( f \in L(\tau) \) and \( g \in L(\lambda) \implies f \circ g \in L(\tau \circ \lambda) \). The identity is given by \((id, id)\), which is well-defined since \( \{id\} \subseteq L(id) \). Taking the trivial identity-only locally posetal 2-structure on the morphisms of the category \( C \), \( C_L \) can furthermore be understood as a sub locally posetal category of \( \text{Con} \times C \) where the 2-morphisms of \( C_L \) are defined by

\[
(\tau, f) \leq (\lambda, g) \iff \tau \leq \lambda \text{ and } f = g \quad (18)
\]

As will be expanded upon when circuit compatibility is discussed, the side-by-side calculus is essentially a practical product, in which a circuit theory has been enriched with constraint
structure. Graphically, morphisms in the constrained category and their composition can be represented by

\[ \begin{array}{c}
\begin{array}{c}
\text{F} \\
\text{G}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{H} \\
\text{I}
\end{array}
\end{array}
= \begin{array}{c}
\begin{array}{c}
\text{J} \\
\text{K}
\end{array}
\end{array} \quad \quad (19)
\end{array} \]

An immediate question is whether such a presentation of a constraint is equivalent to the notion from which it was constructed.\(^3\)

### 2.2 Equivalence between composable constraints and constrained categories

Constrained categories have three key properties altogether which can be used to define them explicitly. In the following, \( C \) is identified with the trivial 2-category in which each homset \( C(A, B) \) is viewed as a discrete category.

**Definition 4.** A constrained category is a sub locally posetal category \( M \subseteq \text{Con} \times C \) equipped with a function \( M \) such that:

- every object \((x, y)\) of \( M \) has the form \((x, M(x))\);
- for every pair of objects \( w, z \) the induced inclusion functor \( M(w, z) \subseteq_{w,z} \text{Con} \times C(w, z) \) is a discrete opfribration.

These conditions are sufficient to recover the composable constraint from which a constrained category was constructed. This equivalence between constrained categories and composable constraints is conveniently expressed as an equivalence between the category of composable constraints and the category of constrained categories; we thus begin by defining those two categories, using the notation \( L : X \Rightarrow Y \) for a lax functor \( L : X \rightarrow \mathcal{P}[Y] \).

**Definition 5.** The category \( \text{compCON} \) of composable constraints is given by taking, for any pair \( L : X \Rightarrow Y \) and \( M : Y \Rightarrow Z \), \( M \Box L(x) := M(L(x)) \) on objects and \( M \Box L(\tau) = \cup_{\kappa \in L(\tau)} M(\kappa) \) on morphisms. This composition has identity \( I : X \Rightarrow X \) given by \( I(x) = x \) and \( I(f) = \{ f \} \), and the composition \( \Box \) is associative since

\[
N \Box (M \Box L)(\tau) := \cup_{\nu \in M \Box L(\tau)} N(\nu) \\
= \cup_{\nu \in \cup_{\kappa \in L(\tau)} M(\kappa)} N(\nu) \\
= \cup_{\kappa \in L(\tau)} \cup_{\eta \in M(\kappa)} N(\eta) \\
= \cup_{\kappa \in L(\tau)} N \Box M(\mu) \\
= (N \Box M) \Box L(\tau)
\]

\(^3\)The authors are grateful to James Hefford for asking this question.
On 2-Morphisms, $\mathcal{M}\Box\mathcal{L}$ is defined by taking each morphism $\tau \leq \tau'$ to the inclusion $\mathcal{M}\Box\mathcal{L}(\tau) \subseteq \mathcal{M}\Box\mathcal{N}(\tau')$, which is guaranteed to exist since

$$\tau \leq \tau' \implies \mathcal{L}(\tau) \subseteq \mathcal{L}(\tau')$$

$$\implies \cup_{\kappa \in \mathcal{L}(\tau)} \mathcal{M}(\kappa) \subseteq \cup_{\kappa \in \mathcal{L}(\tau')} \mathcal{M}(\kappa)$$

$$\implies \mathcal{M}\Box\mathcal{L}(\tau) \subseteq \mathcal{M}\Box\mathcal{N}(\tau')$$

We now turn to constrained categories. They are essentially a special class of relations internal to $\text{CAT}$, with the relation action at the level of objects being single valued. Unsurprisingly, the composition of constrained categories is essentially the relational composition between sets of morphisms.

**Definition 6.** The category $\text{conCAT}$ of constrained categories has categories as its objects, and morphisms $\mathcal{M} : X \rightsquigarrow Y$ given by constrained categories $\mathcal{M} \subseteq X \times Y$. Composition is given by taking $N\Delta\mathcal{M}$ to be the subcategory of $X \times \mathcal{Z}$ equipped with function $N \circ \mathcal{M}$ with morphism $(f, h)$ existing if there exists some $g$ with $(f, g)$ in $\mathcal{M}$ and $(g, h)$ in $\mathcal{N}$. The identity $I : X \rightsquigarrow X$ is given by the diagonal category $\Delta_X$, whose morphisms take the form $(f, f)$. Composition is easily checked to be associative:

$$(f, k) \in (N\Delta\mathcal{M})\Delta\mathcal{L}[(w, z), (w', z')]$$

$$\iff \exists g : x \to x' \text{ s.t: } (f, g) \in \mathcal{L}[(w, x), (w', x')]$$

$$\land (g, k) \in N\Delta\mathcal{M}[(x, z), (x', z')]$$

$$\iff \exists (g, h) : (x, y) \to (x', y') \text{ s.t: } (f, g) \in \mathcal{L}[(w, x), (w', x')]$$

$$\land (g, h) \in M[(x, y), (x', y')]$$

$$\land (h, k) \in N[(y, z), (y', z')]$$

$$\iff \exists h : y \to y' \text{ s.t: } (f, h) \in M\Delta\mathcal{N}[(w, y), (w', y')]$$

$$\land (h, k) \in N[(y, z), (y', z')]$$

$$\iff (f, k) \in N\Delta(M\Delta\mathcal{L})[(w, z), (w', z')]$$.

Finally, the inclusion functor $\subseteq_{xy}$ for the composition $N\Delta\mathcal{M}$ is a discrete opfibration since:

$$(\alpha, f) \in N\Delta\mathcal{M}[(x, N(M(x))), (y, N(M(y))) \text{ with } \alpha \leq \beta$$

$$\implies \text{there exists } (\alpha, \lambda) \in \mathcal{M}[(x, M(x)), (y, (My))]$$

$$\land (\lambda, f) \in N[(M(x), N(M(x))), (M(y), N(M(y))) \text{ with } \alpha \leq \beta$$

$$\implies \text{there exists } (\beta, \lambda) \in \mathcal{M}[(x, M(x)), (y, (My))]$$

$$\land (\lambda, f) \in N[(M(x), N(M(x))), (M(y), N(M(y)))$$

$$\implies (\beta, f) \in N\Delta\mathcal{M}[(x, N(M(x))), (y, N(M(y)))].$$

The assignment $\mathcal{C}_*$ is functorial, with a mutually inverse functor $\mathcal{L}*$.  

**Theorem 1.** The assignment $\mathcal{C}_* : \text{compCON} \to \text{conCAT}$ given on objects by $\mathcal{C}_*(A) = A$ and on morphisms by $\mathcal{C}_*(\mathcal{L}) = \mathcal{C}_\mathcal{L}$ is a functor with a strict inverse.
Proof. First we prove functoriality:

\[(f, h) \in C_{\mathcal{M}} \iff \exists g \in Y(y, y') \text{ s.t. } (f, g) \in C_{\mathcal{L}}[\langle x, y \rangle, \langle x', y' \rangle] \land (g, h) \in C_{\mathcal{M}}[\langle y, z \rangle, \langle y', z' \rangle] \iff (f, h) \in C_{\mathcal{M} \triangle \mathcal{L}}.\]

It was previously shown that the inclusion functors $\subseteq_{xy}$ for each category $C_{\mathcal{L}}$ are always discrete opfibrations. Conversely, each constrained category can be used to define a composable constraint: $L_{\mathcal{C}}$ is defined on objects by taking $L_{\mathcal{C}}(x) := C(x)$, and on morphisms by taking

\[L_{\mathcal{C}}(\tau : x \to x') := \{ f : (\tau, f) \in C\langle(x, C(x)), (y, C(y))\rangle \} . \quad (20)\]

Lax functoriality of $L_{\mathcal{C}}$ on 1-morphisms is guaranteed by the fact the $C$ is a category. On 2-morphisms, strict composition preservation is derived from each inclusion $\subseteq_{xy}$ being a discrete opfibration: if $\tau \leq \lambda$, then

\[f \in L_{\mathcal{C}}(\tau : x \to x') \iff (\tau, f) \in C\langle(x, C(x)), (y, C(y))\rangle \iff (\lambda, f) \in C\langle(x, C(x)), (y, C(y))\rangle \iff f \in L_{\mathcal{C}}(\lambda : x \to x').\]

It is easy to see that $L_{\bullet}$ and $C_{\bullet}$ are mutually inverse, and so together define a strict equivalence of categories.

The key takeaway from the above is that one can equivalently view compositional constraints as either lax functors, or categories where constraints and the morphisms they constrain live in parallel.

### 2.3 Full circuit compatibility for constraints

In order to consider the kind of full circuit compatibility which will for example be observed for sectorial and signalling constraints in quantum circuit theory, and in order to construct constrained circuit calculi, one must take a further step and consider the notion of compatibility with parallel composition (monoidal structure). A monoidal composable constraint is in essence a composable constraint such that, whenever $f$ satisfies $\tau$ and $f'$ satisfies $\tau'$, then $f \otimes f'$ satisfies $\tau \otimes \tau'$;

\[
\begin{array}{c}
\fbox{\text{f}} \\
\text{satisfies}
\end{array}
\implies
\begin{array}{c}
\fbox{\text{f}} \\
\fbox{\text{f'}}
\end{array}
\text{satisfies}
\begin{array}{c}
\fbox{\tau} \\
\fbox{\tau'}
\end{array}.
\quad (21)
\]

This basic principle for monoidal compatibility of constraint encoding can be written concisely as

\[(f, f') \in L(\tau) \times L(\tau') \implies f \otimes f' \in L(\tau \otimes \tau'). \quad (22)\]
For any monoidal category $C$ the category $\mathcal{P}[C]$ can be viewed as a monoidal category with $S \otimes T := \{f \otimes g | (f, g) \in S \times T\}$, and with coherence isomorphisms inherited as singletons, e.g. $\alpha_{\mathcal{P}[C]} := \{\alpha_C\}$. A graphical example of parallel composition in $\mathcal{P}[C]$ is given by

\[
\begin{align*}
\begin{array}{c}
A' \\
\downarrow \quad \downarrow \\
B' \\
\end{array}
= \quad \begin{array}{c}
A' \\
\downarrow \quad \downarrow \\
B' \\
\end{array}
\end{align*}
\]

From this definition of the monoidal product, it follows that whenever $S \subseteq S'$ and $T \subseteq T'$ then $S \otimes T \subseteq S' \otimes T'$. It is tedious but simple to check that $\mathcal{P}[C]$ in fact forms a locally posetal monoidal 2-Category \cite{21, 22}. The monoidal compatibility condition is then equivalent to requiring that $\mathcal{L}(\tau) \otimes \mathcal{L}(\lambda) \subseteq \mathcal{L}(\tau \otimes \lambda)$. We furthermore require that each coherence morphism such as $\lambda$, being morally the identity, should like the identity satisfy the corresponding constraint $\mathcal{L}(\lambda)$. These concepts, when relaxed to allow for the preservation of monoidal products on objects only-up-to isomorphism $\mathcal{L}(A \otimes B) \cong \mathcal{L}(A) \otimes \mathcal{L}(B)$, motivate the following definition.

**Definition 7 (Monoidal Composable Constraints).** A monoidal composable constraint encoding for a monoidal category $C$ is a homomorphism of monoidal bicategories \cite{21}

\[
\mathcal{L} : \text{Con} \longrightarrow \mathcal{P}[C]
\]

from a locally posetal monoidal 2-category $\text{Con}$ to $\mathcal{P}[C]$, that is, a lax functor equipped with an oplax natural transformation,

\[
\phi : \mathcal{L}(-) \otimes \mathcal{L}(-) \Rightarrow \mathcal{L}(- \otimes -),
\]

a morphism $\phi_\circ : I \rightarrow \mathcal{L}(I)$ and 2-Morphisms:

\[
\begin{align*}
\begin{array}{ccc}
\mathcal{L}(A) \otimes \mathcal{L}(B) & \otimes \mathcal{L}(C) & \mathcal{L}(A) \otimes (\mathcal{L}(B) \otimes \mathcal{L}(C)) \\
\downarrow \mathcal{L}(A \otimes B) \otimes \mathcal{L}(C) & \downarrow \mathcal{L}(A) \otimes (B \otimes C) & \downarrow \mathcal{L}(A \otimes B \otimes C) \\
\mathcal{L}(I \otimes (A \otimes (B \otimes C))) & \mathcal{L}(23) & \mathcal{L}(24)
\end{array}
\end{align*}
\]

The coherence conditions required for a homomorphism of monoidal bicategories are left out of the above definition since they are automatically satisfied by uniqueness of 2-morphisms in $\mathcal{P}[C]$. We refer to a monoidal composable constraint as strong if the components of the oplax natural transformation $\phi_{A,B} : \mathcal{L}(A) \otimes \mathcal{L}(B) \rightarrow \mathcal{L}(A \otimes B)$ and $\phi_\circ$ are isomorphisms. Taking the extreme case, a strict monoidal composable constraint is then one for which $\phi_{A,B}$ and $\phi_\circ$ are identities. The strict case can be concisely rephrased by requiring that the oplax natural transformation $\phi$ be
an icon [23]. The strict case is the most easily interpreted: it entails precisely the basic principle for monoidal compatibility:

\[ \mathcal{L}(\tau) \otimes \mathcal{L}(\lambda) \subseteq \mathcal{L}(\tau \otimes \lambda), \]

expressed in functor box notation by

\[
\begin{array}{ccc}
\mathcal{L} & \mathcal{L} & \subseteq \\
\tau & \lambda & \\
\end{array}
\]  

(28)

In the strict case, coherence isomorphisms indeed satisfy \( \lambda \leq \mathcal{L}(\lambda) \), \( \rho \leq \mathcal{L}(\rho) \), and \( \alpha \leq \mathcal{L}(\alpha) \), as required. Graphically, one can see that strict monoidal composable constraints capture our basic principle by the following steps:

\[
\begin{array}{ccc}
\mathcal{L} & \mathcal{L} & \subseteq \\
\tau & \lambda & \\
{\{f\}} & {\{f\}} & = {\{f \otimes f\}} \\
\end{array}
\]

(29)

For every strong monoidal composable constraint, one can construct a monoidal category (and so a circuit theory) of morphisms in parallel with their constraints.

**Theorem 2 (Monoidal Category of Constrained Morphisms).** Let \( \mathcal{L} : \text{Con} \rightarrow \mathcal{P}[\mathcal{C}] \) be a strong monoidal composable constraint. The constrained category \( \mathcal{C}_L \) is a monoidal category.

**Proof.** A full proof is given in the appendix. In the strict case, it is easy to check that one can define a monoidal category by:

- \( (\tau,f) \otimes (\tau',f') := (\tau \otimes \tau', f \otimes f') \);
- all coherence isomorphisms defined component wise, e.g. \( \alpha_{\mathcal{C}_L} := (\alpha_{\text{Con}}, \alpha_\mathcal{C}) \).

Crucially, the proposed coherence morphisms are well-defined since \( \alpha_\mathcal{C} \in \{ \alpha_\mathcal{C} \} \subseteq \mathcal{L}(\alpha_{\text{Con}}) \), and similarly for left and right unitors.

Beyond monoidal structure, quantum-like theories in particular have a plethora of other important categorical structures: among other things, they are often symmetric (braided), dagger monoidal, or compact closed. For each such structure, the corresponding notion of constraint compatibility can be introduced, by requiring the following conditions.

- **Braided monoidalness** intuitively requires \( \beta_{\mathcal{P}[\mathcal{C}]} \subseteq \mathcal{L}(\beta_\mathcal{C}) \), where \( \beta_X \) is the braiding natural
transformation for category $X$, formally given by

$$
\begin{align*}
\mathcal{L}(A) \otimes \mathcal{L}(B) & \xrightarrow{\beta_{\mathcal{L}(A), \mathcal{L}(B)}} \mathcal{L}(B) \otimes \mathcal{L}(A) \\
\mathcal{L}(A \otimes B) & \xrightarrow{\mathcal{L}(\beta_{A,B})} \mathcal{L}(B \otimes A)
\end{align*}
$$

(31)

• †-monoidalness: $\mathcal{L} \circ \dagger_{\text{Con}} = \dagger_{\mathcal{P}|C|} \circ \mathcal{L}$ where the coherence isomorphisms of $\mathcal{L}$ are furthermore unitary;

• Compact closure: $\cup_{\mathcal{P}|C|} \subseteq \mathcal{L}(\cup_{\text{Con}})$, where $\cup_{X}^A A^*$ is the cup on object $A$ in category $X$, or formally,

$$
\begin{align*}
I & \xrightarrow{\cup_{\mathcal{L}(A), \mathcal{L}(B)}} \mathcal{L}(A) \otimes \mathcal{L}(A^*) \\
\phi & \downarrow \quad \quad \downarrow \\
\mathcal{L}(I) & \xrightarrow{\mathcal{L}(\cup_{A,A^*})} \mathcal{L}(A \otimes A^*)
\end{align*}
$$

(32)

Theorem 3 (Inheritance of structure to constrained categories). If a composable constraint $\mathcal{L}$ is:

• a braided monoidal constraint, then $\mathcal{C}_{\mathcal{L}}$ is braided monoidal;

• a †-constraint, then $\mathcal{C}_{\mathcal{L}}$ is a †-category;

• a compact closed constraint, then $\mathcal{C}_{\mathcal{L}}$ is compact closed.

Proof. Given in the appendix.

Whenever one has a theory of compact constraints over a compact category, one may as a result construct a new category, in which the constraints may be computed in parallel with the morphisms they constrain, and which features a string diagram calculus with cups and caps.

3 Examples

We now explore examples of composable constraints with increasing complexity. Two common and distinct classes are observed:

• object-based type systems which allow for using labelling of the objects that morphisms go between to specify particular subsets of the morphisms between those underlying objects;

• relational type systems in which relations, as morphisms themselves, are used to specify the behaviour of morphisms.

The former notions can be understood as arising from constraints which are thin, whereas relational constraints are formally more complex in that they require thick constraint categories for their expression. In this sense, relational and in general composable constraints can be seen as a natural generalisation of sub-categories and type-systems; intuitively, rather than prescribing the preservation of the structure of objects, relational constraints prescribe the distribution of structure of objects.
3.1 Thin constraints

A thin category is a category in which there is at most one arrow between each pair of objects. Here, we will begin by considering constraints whose domains are thin categories:

In general we will call constraints \( \mathcal{L} \) with thin domains ‘thin constraints’; whilst being far simpler than the general behaviour we wish to model, thin constraints already contain many familiar examples. In each case, the resulting constrained category of a thin constraint has morphisms of the form \((\bullet, f)\); where \(\bullet\) (representing the unique morphism between the relevant objects of the domain category) plays no role in the specification of the constraint beyond the specification of its input and output spaces. As a result, thin constraints can be viewed as the class of composable constraints which can easily be converted into structure encoded within objects by moving to the constrained category. The most familiar notion of a theory of composable constraints is that of a subcategory: each hom-set of \( C \) is restricted to a sub-hom-set, so that the hom-sets are still closed under composition of \( C \). Subcategories are examples of faithful functors and so of functors. We first show that each functor into \( C \) can be used to define a simple constrained category.

**Example 1.** Let \( F : C' \to C \) be a functor; we then define a locally discrete 2-category \( \text{Sub}_F \) with objects given by objects of \( C' \) and hom-sets given by singletons \( \text{Sub}_F(A, B) := \{\bullet\} \) with the obvious composition rule \( \bullet \circ \bullet = \bullet \). There exists a composable constraint \( \mathcal{L} : \text{Sub}_F \to C \) given by \( \mathcal{L}(A) = F(A) \) and \( \mathcal{L}(\bullet : A \to B) = F(C'(A, B)) \). The resulting constrained category \( C_L \) has objects given by pairs \((A, F(A))\) and hom-sets given by \( C_L((A, F(A)), (B, F(B))) = \{(\bullet, f)| \exists g : A \to B, f = F(g)\} \); it is as a result an intermediate category that can be used in the factorisation of a functor \( F : C' \to C \) into a full and bijective-on-objects functor \( K : C' \to C_L \) and a faithful functor \( M : C_L \to C \).

A less trivial example is the idempotent completion of any category, which constructs from an arbitrary category a new type system in which objects are given by idempotents and morphisms are required to be invariant under the action of those idempotents.

**Example 2.** Define a category \( \Pi \) with objects of the form \((A, \pi)\), with \( A \) an object of \( C \) and \( \pi : A \to A \) an idempotent morphism on \( A \), and hom-sets again taken to be singletons \( \Pi(A, B) := \{\bullet\} \). A composable constraint is defined by \( \mathcal{L}(\bullet : (A, \pi) \to (B, \pi')) := \{f| f = \pi' \circ f \circ \pi\} \).

The constrained category \( C_L \) resulting from this thin constraint is isomorphic to the Karoubi envelope (idempotent completion) of \( C \).
Finally, we consider type systems constructed from specifying subsets of state spaces and their preservation: we give an example of a constraint whose equivalent constrained category is isomorphic to the \texttt{Caus[C]} construction \cite{24}, used to construct higher order processes from raw material pre-causal categories. For any set \( S \), we define the category \( S \subset \) to be the category with objects given by members of \( S \) and homsets given by singletons \( S \subset (A, B) := \{ \bullet \} \). For any subset \( a \subseteq C(I, A) \) and \( b \subseteq C(I, B) \) and morphism \( f : A \to B \), we write \( f \circ a \subseteq b \) to express the statement \( \forall \rho \in a, f \circ \rho \in b \).

**Example 3 (State preservation).** Let \( C \) be a category. For every \( S \subseteq \sqcup_{A \in o(C)} P[C(I, A)] \), there exists a compositional constraint with domain given by \( S \subset \) and lax functor given by \( L_S(\bullet : c \to d) := \{ f \text{ s.t. } f \circ c \subseteq d \} \). It is clear to see that \( i \in L_S(i : c \to c) \) and that

\[
 f \circ c \subseteq d \land g \circ d \subseteq e \implies (g \circ f) \circ c \subseteq e. \tag{35}
\]

An example of such a construction is the construction of higher order causal categories (HOCCs) \cite{24}. The condition for a state set to be a member of \( S \) is that it ought to be closed and flat; remarkably, the conditions of closure and flatness are enough to ensure a variety of structures on the induced constrained category, all the way to \( * \)-autonomous structure. In more general settings, one can produce a monoidal constraint by requiring ‘complete’ state preservation for morphisms.

**Example 4 (Complete state preservation).** Let \( S \subseteq \sqcup_{A \in o(C)} P[C(I, A)] \) be equipped with a function \( \otimes : S \times S \to S \) such that

\[
\begin{align*}
 o(c \otimes d) &= c \otimes d \\
 \rho \circ (c \otimes c_I) &= c \\
 \lambda \circ (c_I \otimes c) &= c \\
 \alpha \circ (c \otimes d) \otimes e &= c \otimes (d \otimes e)
\end{align*}
\]

Then there exists a monoidal compositional constraint given by

\[
 L_S^\otimes(\bullet : c \to d) = \{ f \text{ s.t. } \forall e : (f \otimes i_e) \circ (c \otimes e) = (d \otimes e) \}. \tag{36}
\]

This notion of preservation will be referred to as complete preservation, in analogy with complete positivity.

Having shown that basic notions of composable constraints fit within the framework, we now explore more elaborate notions of composable constraint by looking at examples with richer domains. The new relational types for morphisms express how morphisms must distribute structure, as opposed to expressing that they must preserve structure.

### 3.2 Constraints on monoids by relations

We now observe a first basic example of constraining one-object categories with endorelations. Far from being a toy example, this construction captures compositionality of causality constraints in dynamical quantum networks \cite{25,26}. We will denote the full subcategory of a category \( C \) with single object \( S \) by \( C_S \).
Example 5. For every function $f : S \rightarrow M$ from a set $S$ into a monoid $M$, there exists a compositional constraint $L_f : \text{REL}_S \rightarrow P[M]$, given by $L_f(S) = M$ and by

$$L_f(\tau : S \rightarrow S) = \{m \in M \text{ s.t } \forall x \exists m' \text{ s.t } f(y)m = m'f(x)\}. \quad (37)$$

Note that $L_f(i) = \{m \text{ s.t } \forall x, \exists m' \text{ s.t } f(x)m = f(x)m'\} \supseteq \{i\}$ and that

$$f, g \in L(\tau) \times L(\lambda) \implies \forall x \exists z : f(z)mn = m'f(y)n = m'n'f(x), \quad (38)$$

so the constraint is indeed compositional.

A concrete example of a relational constraint over a monoid is the description of causality constraints on theories of dynamical quantum networks [25,26]. For instance, signalling constraints between subsystems $\chi$ and $\zeta$ in quantum networks theory [25] are defined over a sub-monoid of all linear maps generated by unitary actions $U(-)U^\dagger$, and restriction-parametrised partial traces $(-)_{|\chi}$ by the condition $(U(-)U^\dagger)_{|\zeta} = (U(-)_{|\chi}U^\dagger)_{|\zeta}$. The relevant function $f$ in this context is given by $f(\chi) = (-)_{|\chi}$, assigning each restriction to its corresponding partial trace. The equivalence between causality constraints in quantum networks and the above construction for general monoids is given by noting that

$$f(\zeta) \circ \hat{U} = f(\zeta) \circ \hat{U} \circ f(\chi) \iff \exists m' \text{ s.t } f(\zeta) \circ \hat{U} = m' \circ f(\chi), \quad (39)$$

with $\hat{U}(-) := U(-)U^\dagger$. Signalling constraints in more familiar circuit based models will be constructed in section 3.4. The relevance of introducing composable constraints to monoids to physics will in more general terms likely come from applying them to theories which take the view of the process-theoretic church of the larger Hilbert space [27], in which the universe is modelled as a single object from which subsystems are then carved out.

3.3 Sectorial constraints in categories enriched over commutative monoids

A less trivial, and quite general, example of composable constraints is that of sectorial constraints. Conceptually, sectorial constraints correspond to the idea of stating that some possible alternatives for an input state cannot lead to some alternatives for the output state. The seminal example is that of sectors (i.e. orthogonal subspaces) of Hilbert spaces: a natural interpretation of a partition into sectors in quantum theory is that each sector corresponds to one of the possible outcomes of a measurement.

Mathematically, the idea is to look at finite biproducts (when these exist), and to restrict the morphisms between them to feature no connection between some of the underlying objects of the biproduct (which we call sectors):
This can be defined in any theory enriched over commutative monoids, which includes semi-additive categories and preadditive categories, such as those of modules over rings. The category in which sectorial constraints live is then isomorphic a category of finite relations.

**Example 6.** Let \( C \) be a category enriched over commutative monoids. We define the category \( \text{Sec}_C \) whose objects are finite lists \((A^k)_{k \in K}\) of objects of \( C \) for which a biproduct exists\(^4\), together with a specific choice \( A \) of such a biproduct; and whose morphisms are (finite) relations between the sets of indices of the lists. There exists a composable constraint \( L_{\text{Sec}_C} : \text{Sec}_C \to C \) defined by

\[
L(\lambda) = \{ f : A \to B \mid \forall k, l \text{ not related by } \lambda, p_B^l \circ f \circ i_A^k = 0 \},
\]

where \( i_A^k \) is the injection \( A^k \to A \) and \( p_B^l \) is the projection \( B^l \to B \).

**Proof.** Let us prove the inclusion \( L_{\text{Sec}_C}(\sigma) \circ L_{\text{Sec}_C}(\lambda) \subseteq L_{\text{Sec}_C}(\sigma \circ \lambda) \). Suppose \( f : A \to B \) and \( g : B \to C \) satisfy the respective constraints. Then it is easy to prove that \( \text{id}_B = \sum_l p_B^l \circ i_B^l \), and therefore,

\[
\forall k, m, p_C^m \circ g \circ f \circ i_A^k = \sum_l (p_C^m \circ g \circ i_B^l) \circ (p_B^l \circ f \circ i_A^k).
\]

In addition, taking \( k \) and \( m \) not related by \( \sigma \circ \lambda \), one has that for any \( l \), it is true that \( k \) is not related to \( l \) by \( \lambda \) or that \( l \) is not related to \( m \) by \( \sigma \) (or both); from there one can deduce using the previous equation that \( p_C^m \circ g \circ f \circ i_A^k = 0 \).

If \( C \) is semiadditive (i.e. if it has all finite biproducts), then it is easy to see that \( \text{Sec}[C] \), once equipped with the disjoint-union monoidal structure of finite relations, forms a monoidal theory of constraints with respect to the biproduct monoidal structure of \( C \). Moreover, if \( C \) is bimonoidal \([28]\), then one can see that sectorial constraints also form monoidal composable constraints with respect to the cartesian product of relations; the same goes for dagger structure and compact closure.

The use of finite relations to encode sectorial constraints was originally developed for the case \( C = \text{FHilb} \) in \([14]\), in order to model more accurately some quantum-theoretical scenarios, giving rise to so-called **routed maps**; this in turn was the main motivation for the generalisation to arbitrary composable constraints presented here.

### 3.4 Relational constraints in semicartesian categories

We now consider relational constraints for processes in semicartesian categories, that is, monoidal categories for which the unit object is terminal (in simple terms, this means that there is only one effect on each object). Typical examples are the theory of quantum channels (i.e. deterministic quantum processes) and that of classical stochastic maps; for instance, in the former, the only deterministic quantum channel into a 1-dimensional system is the trace operation. Another example is that of categories with all finite coproducts. In the first case, the unique effect on a given object can be interpreted as the discarding process, through which one forgets about a system; in the second one, it can be interpreted as a negation, meaning that one of several possible alternatives is false. The first of these two interpretations leads to the introduction of **signalling conditions**

\(^4\)Note that it is sufficient that a (co)product of these objects exists, as enrichment over commutative monoids implies that it will actually be a biproduct.
on multiparty processes. For example, in the following diagram we specify a constraint on which sub-systems of the input system can influence subsystems of the output system:

\[ \begin{array}{c}
\begin{array}{c}
\text{Diagram}
\end{array}
\end{array} \]

The same could be said about the second interpretation – in fact, as we will see, this will then yield a generalisation of sectorial constraints. In general, we will call such constraints \textit{relational constraints}, as they naturally have the form of (finite) relations. Note that the actual constraints here come from the \textit{absences} of arrows.

This condition on the possibility of influence between input and output systems can be formalised in any semicartesian category in terms of discarding processes, by requiring that whenever all arrows emerging from a particular input are discarded, then the input system itself can be discarded. For example, there are two non-trivial constraints encoded by the above diagram. The first is a specification of the result of discarding all arrows emerging from the left-hand input:

\[ \begin{array}{c}
\begin{array}{c}
\text{Diagram}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{Diagram}
\end{array}
\end{array} \]

and the second case is the specification of the result of discarding all arrows emerging from the right-hand input:

\[ \begin{array}{c}
\begin{array}{c}
\text{Diagram}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{Diagram}
\end{array}
\end{array} \]

The above constraints, when interpreted as signalling constraints for quantum processes, are of broad interest in quantum information and quantum foundations [16–19, 24, 29–33]. We will now show that such constraints fit within the framework of composable constraints. The result of the constrained category construction here will be a formal circuit theory in which signalling constraints are expressed within circuit diagrams, essentially giving a formalisation of the above schematic diagrams.

**Example 7.** For any symmetric semicartesian category \((\mathcal{C}, \otimes, I)\) there exists a symmetric monoidal composable constraint \(L_{\text{Rel}} : \text{Rel}_{\mathcal{C}} \rightarrow \mathcal{C}\), where the symmetric monoidal category \((\text{Rel}_{\mathcal{C}}, \sqcup, [\bullet])\) of relational constraints for \(\mathcal{C}\) is defined as the category whose objects are finite lists \(H := [H_1, \ldots, H_n]\) of objects of \(\mathcal{C}\); and whose morphisms are relations between the sets of labels of the lists (we refer to these sets as \textit{label}(H)). Graphically, one can picture these relations as bi-graphs on objects-labelled nodes:
The monoidal product ⊔ in \( \text{Rel}_C \) is taken to be a coproduct structure, given on objects by list concatenation: \([H_1 \ldots H_n] \sqcup [G_1 \ldots G_m] := [H_1, \ldots, H_n, G_1, \ldots, G_m]\), with a strict unit object given by the empty list \([\bullet]\); and on morphisms by the coproduct of \( \text{Rel} \). Graphically, this monoidal product admits a very simple graphical representation:

\[
\begin{array}{cccc}
K_1 & K_2 & K_3 & K_4 \\
H_1 & H_2 & H_3 & H_4 \\
\text{⊔}
\end{array}
\]  

(45)

The composable constraint \( \mathcal{L}_{\text{Rel}} \) is given on objects by \( \mathcal{L}_{\text{Sig}}([H_1 \ldots H_n]) = \otimes_{i} H_i \). To define its action on morphisms, we introduce some preliminary notation. For a relation \( \tau : K \to L \) and an input element \( i \in \text{label}(K) \), we define the set \( \tau_i := \{j \mid i \sim j \} \subseteq \text{label}(L) \) of the elements that \( i \) is related to. We also define, for every object \( K \) of \( \text{Rel}_C \) and every subset \( S \subseteq \text{label}(K) \), a function \( S(\cdot) : \text{label}(K) \to \text{morph}(C) \) into the morphisms of \( C \) defined by \( S(i) := \top \) if \( i \in S \) and \( S(i) = \bot \) otherwise. Finally, for such an \( S \), we define the morphism \( d_S := \otimes_S S(i) \).

Put simply, \( S \) is used to decide which objects should be discarded; as an example, consider the following:

\[
K := [K_1, K_2, K_3, K_4, K_5]
\]

\[
S := \{2, 3, 5\}
\]

\[
S(K_1) = \bot
\]

\[
S(K_2) = \top
\]

\[
S(K_3) = \top
\]

\[
S(K_4) = \bot
\]

\[
S(K_5) = \top
\]

\[
d_S := \begin{array}{c}
\top \\
\top \\
\top \\
\top \\
\top
\end{array}
\]  

(46)

The action of \( \mathcal{L}_{\text{Rel}} \) on morphisms is then given by

\[
\mathcal{L}_{\text{Rel}_C}(\tau : K \to L) = \{f \mid \forall i \in \text{label}(K), \exists f'_i \text{ s.t. } d_{\tau_i} \circ f = f'_i \circ d_{\{i\}_{\tau_i \subseteq T}}\}.
\]  

(48)

This is a formal way of defining the signalling constraints as described in the informal introduction. Before proving that this defines a composable constraint encoding, we display a useful lemma, which shows a property we call domain-atomicity: if several input elements are not connected to some subset of outputs, then one can say that the monoidal product of these input elements isn’t connected to this subset of outputs either.

**Lemma 1.** Consider \( f \in \mathcal{L}_{\text{Rel}_C}(\tau : K \to L) \), and \( T \subseteq \text{label}(L) \). Then there exists \( f'_T \) such that

\[
d_{\tau \subseteq T} \circ f = f'_T \circ d_{\{i\}_{\tau_i \subseteq T}}.
\]  

(49)

**Proof.** Let us introduce some notation. For every object \( M \) of \( \text{Rel}_C \) and every subset \( S \subseteq \text{label}(M) \), we define the function \( \tilde{S} : \text{label}(K) \to \text{morph}(C) \) by \( \tilde{S}(i) := \mu_i \), where \( \mu_i \) is an arbitrary state on \( M_i \), if \( i \in S \); and \( \tilde{S}(i) = \bot \) otherwise. For such an \( S \), we then define the
morphism \( e_S := \otimes_i \tilde{S}(i) \). Basically, \( e_S \) is a variation on the morphism \( d_S \) previously introduced, with the difference being that it ‘reprepares’ an arbitrary state in the discarded objects. From terminality of the unit object, one then has

\[
\forall i \in S, S(i) \circ \tilde{S}(i) \circ S(i) = \top \circ \mu_i \circ \top = \top = S(i);
\]

As this is also the case for \( i \in \text{label}(K) \setminus S \), we find

\[
\forall S, d_S \circ e_S \circ d_S = \otimes_i S_i \circ \tilde{S}_i \circ S_i = \otimes_i S_i = d_S.
\]

By the same method, one can also prove that \( S \subseteq T \implies d_T = d_T \circ e_S \circ d_S \).

We now consider \( f \in L_{\text{Rel}_c}(\tau : K \to L) \) and \( T \subseteq \text{label}(L) \). We note \( \{ i | i \tau_i \subseteq T \} = \{ i_1, \ldots, i_n \} \).

The precious equations entail

\[
d_T \circ f = d_T \circ e_{\tau_1} \circ d_{\tau_1} \circ f = d_T \circ e_{\tau_1} \circ f_{i_1}' \circ d_{(i_1)}.
\]

Furthermore it can also be computed that \( f_{i_1}' = d_{\tau_1} \circ f \circ e_{(i_1)} \); thus one further has \( d_T \circ f = d_T \circ e_{\tau_1} \circ d_{\tau_1} \circ f \circ e_{(i_1)} \circ d_{(i_1)} = d_T \circ f \circ e_{(i_1)} \circ d_{(i_1)} \). As the same can be said of all of the \( i_k \)'s, this leads to \( d_T \circ f = d_T \circ f \circ e_{(i_1)} \circ d_{(i_1)} \circ \cdots \circ e_{(i_n)} \circ d_{(i_n)} = d_T \circ f \circ e_{(i_1, \ldots, i_n)} \circ d_{(i_1, \ldots, i_n)} \). Taking \( f_T := d_T \circ f \circ e_{(i_1, \ldots, i_n)} \) ends the proof.

\[
\square
\]

With this lemma in mind, we can prove composability.

**Proof.** We now show that relational constraints, defined as in Example 7, are composable. Consider \( f \in L_{\text{Rel}_c}(\tau : K \to L) \) and \( g \in L_{\text{Rel}_c}(\sigma : L \to M) \), and take \( i \in \text{label}(K) \). Then

\[
d_{(\sigma\tau)_i} \circ (g \circ f) = d_{(\sigma\tau)_i} \circ g \circ e_{(j | j \subseteq (\sigma\tau)_i)} \circ d_{(j | j \subseteq (\sigma\tau)_i)} \circ f
\]

\[
= d_{(\sigma\tau)_i} \circ g \circ e_{(j | j \subseteq (\sigma\tau)_i \setminus \tau_i)} \circ d_{(j | j \subseteq (\sigma\tau)_i \setminus \tau_i)} \circ e_{\tau_i} \circ d_{\tau_i} \circ f
\]

\[
= \tilde{g}_i \circ d_{\tau_i} \circ f
\]

\[
= \tilde{g}_i \circ f_{i_1}' \circ d_{(i_1)}.
\]

Therefore, \( g \circ f \in L_{\text{Rel}_c}(\sigma \circ \tau) \). That the constraints are also monoidal can be proven in an analogous way.

\[
\square
\]

As mentioned in the preamble to this section, relational constraints capture a multitude of different notions depending on the semi-cartesian structures which are chosen.

**Example 8** (Signalling constraints). The category of completely positive trace-preserving maps represents the most general possible causal evolutions of quantum degrees of freedom. In this category, made semicartesian by the standard tensor product (with the unique effect given by the trace operation), relational constraints indeed encode signalling relations.

In the case of semiadditive categories, relational constraints actually recover sectorial constraints.

**Lemma 2** (Sectorial constraints). In a semiadditive category equipped with the monoidal structure given by the biproduct, relational constraints are (equivalent to) sectorial constraints.
Proof. First, note that in such a category the unit object (better referred to as the zero object here) is both initial and terminal. Note also that $\mathrm{es} \circ \mathrm{ds} = \sum_{i \in S} i^! \circ p^!$, where the $p^!$'s are the projections $\oplus_k H^k \to H^!$, and the $i^!$'s are the injections $H^! \to \oplus_k H^k$.

Suppose now that $f \in \mathcal{L}_{\text{SecC}}(\tau)$. Then $f = 1 \circ f \circ 1 = \sum_{k,i} i^! \circ p^! \circ f \circ i^k \circ p^k = \sum_{k,i} i^! \circ p^! \circ f \circ i^k \circ p^k$. Therefore, fixing an arbitrary $k$, $d_{\tau_k} \circ f = \left(\sum_{i \in \tau^l_k} i^! \circ p^! \right) \circ f$. Now for all $l$ such that $k \not\sim l$, one has $\{k\} \subseteq \{k'|k' \not\sim l\}$, and therefore $d_{\{k'|k' \not\sim l\}} = d_{\{k'|k' \not\sim l\}} \circ e_{\{k\}} \circ d_{\{k\}}$, which leads to $d_{\tau_k} \circ f = f_k \circ d_{\{k\}}$. Therefore, $f \in \mathcal{L}_{\text{RelC}}(\tau)$. \hfill \square

Reciprocally, suppose $f \in \mathcal{L}_{\text{RelC}}(\tau)$, and take $k,l$ such that $k \not\sim l$. Then $p^! \circ f \circ i^k = p^! \circ d_{\{l' \not\sim l\}} \circ f \circ i^k$. Yet $\tau_k \subseteq \{l' \not\sim l\}$, so $p^! \circ f \circ i^k = p^! \circ d_{\{l' \not\sim l\}} \circ e_{\tau_k} \circ d_{\tau_k} \circ f \circ i^k = p^! \circ d_{\{l' \not\sim l\}} \circ e_{\tau_k} \circ f_k \circ d_{\{k\}} \circ i^k = p^! \circ d_{\{l' \not\sim l\}} \circ e_{\tau_k} \circ f_k \circ d_{\{k\}} \circ \left(\sum_{k' \not\sim k} i^{k'} \circ p^{k'} \circ i^k\right) = 0$, as all the terms in the bracketed sum are null. Therefore, $f \in \mathcal{L}_{\text{SecC}}(\tau)$.

Finally, we note that even though we focused on semicartesian categories here, all of our constructions could be symmetrically applied to cosemicartesian categories, i.e. categories in which the unit is initial. Indeed one can then see $\text{Rel}$ as encoding constraints for the semicartesian category $C^{\text{op}}$, meaning that $\text{Rel}^{\text{op}} \cong \text{Rel}$ encodes constraints for $C$, of the form:

$$\begin{array}{ccc}
\begin{array}{cccc}
& & & \downarrow \\
\quad & \quad & \quad & \quad \\
\quad & \quad & \quad & \quad \\
\quad & \quad & \quad & \quad \\
& & & \\
\end{array}
\end{array}
\quad \quad \quad \quad 
\begin{array}{ccc}
\begin{array}{cccc}
\quad & \quad & \quad & \quad \\
\quad & \quad & \quad & \quad \\
\quad & \quad & \quad & \quad \\
\quad & \quad & \quad & \quad \\
& & & \\
\end{array}
\end{array}
\quad = \quad \quad 
\begin{array}{ccc}
\begin{array}{cccc}
\quad & \quad & \quad & \quad \\
\quad & \quad & \quad & \quad \\
\quad & \quad & \quad & \quad \\
\quad & \quad & \quad & \quad \\
& & & \\
\end{array}
\end{array}
$$

For instance, this yields a theory of relational constraints for the category of sets and functions with respect to the coproduct (i.e. disjoint union), which can be thought of as constraints on alternatives among the possible inputs of the function can lead to which alternatives among its possible outputs.

Example 9 (Relational constraint satisfaction). The prototypical category of sets and functions is equipped with an initial unit object $\emptyset$ for the monoidal structure given by the coproduct (disjoint union). Using this structure, the corresponding relational constraint can be parsed in the following way. Taking $\tau(i)$ to be the set of indices in the output of $\tau$ which are related to entry $i$ by $\tau$, then

$$f : \cup_i X_i \to \cup_j Y_j \in \mathcal{L}(\tau : X \to Y) \iff \forall x \in X_i : f(x) \in \cup_{j \in \tau(i)} Y_j.$$ 

Notably, for lists $X$ and $Y$ built from singletons, this simplifies to

$$f : \cup_i \{x_i\} \to \cup_j \{y_j\} \in \mathcal{L}(\tau : X \to Y) \iff f(x_i) \in \cup_{j \in \tau(i)} \{y_j\}.$$ 

So for the empty set and the disjoint union, relational constraints simply express some imperfect knowledge about the output elements to which each input is sent.

In principle, one could view the above constraints as essentially constraint satisfaction problems. However, the specification of a constraint to be satisfied by a single explicit relation means
all that is required is to check that such a relation is total. A precise definition of constraint satisfaction problems and their expression in quantaloidal and general categorical settings can be found in [34, 35]. In Section 5.2, we will present a faithful generalisation of the spirit of constraint satisfaction problems to a general categorical setting, in which a composition rule is defined at the level of the individual constraints which are specified within a problem.

3.5 Time-symmetric relational constraints and their properties

When the unit object is both initial and terminal, the possibility to encode constraints in both the backward direction and the forward one leads to the question of whether those options are equivalent procedures. When they indeed are, it leads to valuable simplifications. Let us first define what we mean by such an equivalence.

**Definition 8.** Let \((C, \otimes, I)\) be a symmetric semicartesian and cosemicartesian category. We equip \(\text{Rel}\) with its standard dagger structure given by the relational converse, and we call \(\mathcal{L}'_{\text{Rel}}\) the constraint encoding on \(C\) obtained from the fact that \(\text{Rel}\) encodes constraints for \(C^{\text{op}}\). We say that relational constraints on \(C\) are time-symmetric if

\[
\forall \tau, (\mathcal{L}_{\text{Rel}}(\tau))^{\text{op}} := \{ f^{\text{op}} \mid f \in \mathcal{L}_{\text{Rel}}(\tau) \} = \mathcal{L}'_{\text{Rel}}(\tau^{\text{op}}). \tag{52}
\]

Two subcategories of the category of quantum channels which have terminal and initial monoidal units are the category \(\text{unitalQC}\) of ‘unital quantum channels’ (quantum channels which send maximally mixed states to maximally mixed states) and the category \(\text{mixU}\) of ‘unitary channels and noise’ (generated by unitary channels together with completely mixed states and discarding effects). Whilst relational constraints for \(\text{mixU}\) are time-symmetric, relational constraints for \(\text{unitalQC}\) are not; this is why a simplification can be made for the presentation of relational constraints over \(\text{mixU}\), but not for \(\text{unitalQC}\).

**Lemma 3.** If a relational theory of constraints is time-symmetric, the condition for the satisfaction of constraints can be simplified: the action of \(\mathcal{L}_{\text{Rel}}\), as defined in (43), can be rewritten as

\[
\mathcal{L}_{\text{Rel}}(\tau): K \to L = \{ f \mid \forall i, j \; s.t \; i \leftrightarrow_{\tau} j, \exists f'_{ij} \; s.t \; d_{\text{label}(L) \setminus \{j\}} \circ f = f'_{ij} \circ d_{\{i\}} \}. \tag{53}
\]

**Proof.** Let us call \(\hat{\mathcal{L}}_{\text{Rel}}(\tau)\) the set defined in (53), and prove that, when the relational constraints are time-symmetric, it is equal to \(\hat{\mathcal{L}}_{\text{Rel}}(\tau)\) as defined in (48). First, suppose \(f \in \mathcal{L}_{\text{Rel}}(\tau)\). Then, for given \(i\) and \(j\) not related by \(\tau\), one has by Lemma 3: \(d_{\text{label}(L) \setminus \{j\}} \circ f = f \circ d_{\{i\} \setminus \text{label}(L) \setminus \{j\}}\); yet \(\{i\} \subseteq \{i' \mid i' \subseteq \text{label}(L) \setminus \{j\}\}, \) so \(d_{\text{label}(L) \setminus \{j\}} \circ f = f \circ d_{\{i\} \setminus \text{label}(L) \setminus \{j\}} \circ e_{\{i\}} \circ d_{\{j\}}\) and thus \(f \in \hat{\mathcal{L}}_{\text{Rel}}(\tau)\). Therefore \(\mathcal{L}_{\text{Rel}}(\tau) \subseteq \hat{\mathcal{L}}_{\text{Rel}}(\tau)\); note that this inclusion doesn’t depend on the constraints being time-symmetric.

Suppose now that the relational constraints are time-symmetric, and take \(f \in \hat{\mathcal{L}}_{\text{Rel}}(\tau)\). Fix an \(i \in \text{label}(K)\). Then, for \(j\) not related to \(i\) by \(\tau\), one has \(f \in \mathcal{L}_{\text{Rel}}(\lambda_{ij})\), where \(\lambda_{ij} : (K_i, \otimes_{i \neq i} K_{i'}) \to (L_j, \otimes_{j \neq j} L_{j'})\) is defined by \(K_i \lambda_{ij} L_j\). Therefore \(f^{\text{op}} \in \mathcal{L}_{\text{Rel}^{\text{op}}}(\lambda_{ij}^{\text{op}})\), so \(e_{\text{label}(K) \setminus \{i\}}^{\text{op}} \circ f^{\text{op}} = F_{ij}^{\text{op}} = F_{ij}^{\text{op}} \circ e_{\text{label}(L) \setminus \{j\}}^{\text{op}}\). Therefore \(f^{\text{op}} \in \mathcal{L}_{\text{Rel}^{\text{op}}}(\mu_i^{\text{op}})\), where \(\mu_i : (K_i, \otimes_{i \neq i} K_{i'}) \to (\otimes_{i \notin \tau, j} L_{j'}, \otimes_{j \notin \tau, j} L_{j'})\) is defined by \(K_i \otimes_{i \neq i} L_{j'}\). Thus \(f \in \mathcal{L}_{\text{Rel}}(\mu_i)\), i.e. \(d_{\tau} \circ f = f'_{ij} \circ d_{\{i\}}\). As this is true for any \(i, f \in \mathcal{L}_{\text{Rel}}(\tau)\). \(\square\)
Lemma 3 has an important interpretation: it is sufficient to check separately each absence of arrow in order to verify that a morphism satisfies the constraint given by a relation. The constraints thus become collection of independent statements, each of these statements being the absence of one arrow in the relation. This important property, as well as the connection with discussions of causal structure in quantum channels, will be further discussed and formalised in Section 4.

It is worth noticing that the proof of Lemma 3 essentially relies on the fact that, when the relational theory of constraints is time-symmetric, then by symmetry one does not only have domain-atomicity, but also codomain-atomicity: if several output elements are not connected to some subset of inputs, then one can say that the monoidal product of these output elements isn’t connected to this subset of inputs either. The conjunction of domain-atomicity and codomain-atomicity is what leads to the simplified form (53) for constraints.

4 Intersectable constraints

Whenever talking about constraints, a natural notion arises: that of intersecting two constraints (i.e. asking that both be satisfied). This notion of intersectability has a natural description in the existence of meets (given by the intersection of sets) with respect to the locally posetal structure of the powerset category \( \mathcal{P}[\mathcal{C}] \). It is then natural to ask whether this notion can also be expressed in the constraint category \( \text{Con} \). For instance, relational constraints admit a simple notion of intersection:

\[
\begin{align*}
K_1 & \quad K_2 & \quad K_3 \\
H_1 & \quad H_2 & \quad H_3
\end{align*}
\wedge
\begin{align*}
K_1 & \quad K_2 & \quad K_3 \\
H_1 & \quad H_2 & \quad H_3
\end{align*}
=:
\begin{align*}
K_1 & \quad K_2 & \quad K_3 \\
H_1 & \quad H_2 & \quad H_3
\end{align*},
\]

so it is natural to ask whether this intersection simulates the following intersection of sets within the powerset category:

\[
\mathcal{L} \left( \begin{array}{ccc}
K_1 & K_2 & K_3 \\
H_1 & H_2 & H_3
\end{array} \right) \cap \mathcal{L} \left( \begin{array}{ccc}
K_1 & K_2 & K_3 \\
H_1 & H_2 & H_3
\end{array} \right) = \mathcal{L} \left( \begin{array}{ccc}
K_1 & K_2 & K_3 \\
H_1 & H_2 & H_3
\end{array} \right).
\]

Here, we will describe how such a property can be formalised in the abstract, how this simplifies the description of constraints, and whether this property is satisfied in our main examples.

Seeing constraints as forming a partially ordered set, the ability to combine them corresponds to that of taking their meet \( \wedge \). Categorically, meets can be simply understood as products in poset categories. This leads to the following definition.

**Definition 9.** A 2-poset \( \mathbf{D} \) is a 2-meet-semilattice if for every \( A, B \) the poset \( \mathbf{D}(A, B) \) has products.
In particular, the powerset category $\mathcal{P}[\mathcal{C}]$ is a 2-meet-semilattice, with the meet given by the intersection of sets $\cap$. The question of having a faithful way of intersecting constraints then becomes that of having a 2-meet-semilattice structure on $\text{Con}$ that is compatible with that of $\mathcal{P}[\mathcal{C}]$.

**Definition 10.** An intersectable composable constraint for a category $\mathcal{C}$ is given by a lax 2-functor $\mathcal{L}$ from a 2-meet-semilattice $\text{Con}$ into the 2-meet-semilattice $\mathcal{P}[\mathcal{C}]$, such that products are preserved:

$$\forall \tau, \sigma, \quad \mathcal{L}(\tau \land \sigma) = \mathcal{L}(\tau) \cap \mathcal{L}(\sigma).$$

Note that for any composable constraint, the inclusion $\mathcal{L}(\tau \land \sigma) \subseteq \mathcal{L}(\tau) \cap \mathcal{L}(\sigma)$ is guaranteed because of the lax 2-functoriality; what is at stake here is the reverse inclusion.

A major advantage of working with intersectable constraints is that they can be checked by solely looking at meet-generators of the hom-set semilattice. A similar notion can be found in the study of generative effects from a categorical perspective [36, 37], where the compatibility of an observation with the action of joining systems together is expressed in terms of the preservation of joins by that observation. In a given meet-semilattice, a set $\{\sigma_i\}_{i \in I}$ of elements is a set of meet-generators if any other element is a meet of a subset of them, i.e., $\forall \tau, \exists I, \tau = \bigwedge_{i \in I} \sigma_i$.

Typically, for finite relations, the relations with exactly one arrow missing meet-generate the hom-sets.

**Example 10.** In the category $\text{Rel}$ of finite relations, any hom-set $\text{Rel}(A, B)$ is meet-generated by $\{\sigma_{ab}\}_{a \in A, b \in B}$, where for given $a, b$, $\sigma_{ab}$ is the relation corresponding to the subset $A \times B \setminus \{(a, b)\}$ of $A \times B$.

**Proof.** Any relation $\tau : A \to B$, corresponding to a subset $\tau \subseteq A \times B$, satisfies $\tau = \bigwedge_{(a,b) \notin \tau} \sigma_{ab}$. \ \Box

The point is now that any constraint in an intersectable theory of constraints is nothing more than the combination of the constraints corresponding to the meet-generators: it becomes a collection of independent elementary statements.

**Lemma 4.** If $\text{Con}$ is a theory of intersectable composable constraints for $\mathcal{C}$, then for a hom-set $\text{Con}(A, B)$ and meet-generators $\sigma_i$ of this hom-set, one has $\mathcal{L}(\tau = \bigwedge_{i \in I} \sigma_i) = \bigcap_{i \in I} \mathcal{L}(\sigma_i)$.

**Proof.** Direct. \ \Box

Such a result greatly simplifies, in practice, the computation of whether a given morphism satisfies a given constraint. In particular, when the theory of constraints is that of finite relations, it is sufficient to check separately each absence of arrow whenever the constraints are intersectable. This is possible in some cases, although not for all relational constraints.

**Example 11.** Sectorial constraints are intersectable.

**Proof.** This is baked into their definition in Example 6, which can be rewritten as $\mathcal{L}(\lambda) = \bigcap_{(a,b) \notin \lambda} \mathcal{L}(\sigma_{ab})$, with $\forall a, b$, $\mathcal{L}(\sigma_{ab}) := \{ f | \nu_B \circ f \circ i_A^k = 0 \}$: i.e., we already defined sectorial constraints as intersections of the constraints given by the meet-generators of the hom-sets described in Example 10. \ \Box
Example 12. Relational constraints are not necessarily intersectable.

Proof. A counter-example is the theory of relational constraints (better called signalling constraints in this case) for noisy quantum channels, with respect to the tensor product [17]: looking at the constraints on channels \( A \to B_1 \otimes B_2 \), and taking, for \( i \in \{1, 2\} \), \( \sigma_i \) to be the relation not featuring an arrow \( A \to B_i \), there exist channels in \( \mathcal{L}(\sigma_1) \setminus \mathcal{L}(\sigma_2) \setminus \mathcal{L}(\sigma_1 \land \sigma_2) \), for example the classical channel sending \( |0\rangle \langle 0| \to |0\rangle \otimes |0\rangle + |1\rangle \langle 1| \otimes |0\rangle \) and \( |1\rangle \langle 1| \to |0\rangle \otimes |1\rangle + |1\rangle \langle 1| \otimes |0\rangle \).

The above counterexample is a member of the theory \textit{unitalQC} of ‘unital quantum channels’, a theory for which relational constraints are not time-symmetric.

Theorem 4. If a theory of relational constraints is time-symmetric, then these constraints are intersectable.

Proof. This can be seen in Lemma 3, which in fact directly proves that in this case relational constraints can be expressed as intersections of the constraints given by the meet-generators.

In particular, the discussion of [17] on the causal structure of unitary quantum channels can be recast into the statement that relational constraints for the theory \textit{mixU} of ‘unitary channels and noise’ are time-symmetric and therefore intersectable. An important conceptual consequence in this case is that the causal structure of unitary channels can be fully described by the absence of causal connections between individual input and output factors: the absences of causal connections between \textit{groups} of input factors and groups of output factors can be derived from this data via the intersectability of the signalling constraints. As mentioned in Section 3.5, this can also be ascribed to the presence of both domain-atomicity and codomain-atomicity in this case, the latter being derivable from the former by time-symmetry.

5 General categorical constructions

Finally, we present generalisations in the language of classical category theory both for relational constraints and for constraint satisfaction problems. In turn we present the latter in their usual form.

5.1 Generalised approach to relational constraints

The construction of relational constraints can be recognised as a consequence of a higher level categorical construction. We will first outline the key categorical features of the construction of relational constraints which can be used to construct abstract composable constraints, and then prove that those features are indeed sufficient for such a construction. Let \textbf{Con} be an arbitrary category, and let \textbf{Cat}_{\text{i}} denote the full subcategory of \textbf{Cat} whose objects are categories with initial objects. A functor of type \( \mathcal{K} : \textbf{Con} \longrightarrow \textbf{Cat}_{\text{i}} \) assigns to each object of \textbf{Con} a category with an initial object. For example, for any semicartesian monoidal category \( \mathbf{C} \) there is a functor \( \mathcal{K} : \text{Rel}_\mathbf{C} \longrightarrow \textbf{Cat} \), which assigns to each list \( H := [H_1, \ldots, H_n] \) the category with objects given by sublists of \( H \) and morphisms given by inclusion. On morphisms, \( \mathcal{K} \) sends \( \tau : A \to B \) to the functor

\[
\mathcal{K}(\tau) : \left\{ \begin{array}{ll}
\text{objects: } & \mathcal{K}(A) \to \mathcal{K}(B) \\
\text{morphisms: } & \end{array} \right.
\]

\[
\forall x \subseteq A, y \subseteq B : \mathcal{K}(\tau)(\mathcal{K}(x)) = \mathcal{K}(\tau)(\mathcal{K}(y))
\]

\[
\mathcal{K}(\tau)(\mathcal{K}(x) \cap \mathcal{K}(y)) = \mathcal{K}(\tau)(\mathcal{K}(x)) \cap \mathcal{K}(\tau)(\mathcal{K}(y))
\]

\[
\mathcal{K}(\tau)(\mathcal{K}(x) \cup \mathcal{K}(y)) = \mathcal{K}(\tau)(\mathcal{K}(x)) \cup \mathcal{K}(\tau)(\mathcal{K}(y))
\]
$\mathcal{K}(\tau) : \mathcal{K}(B) \to \mathcal{K}(A)$ given on objects by $\mathcal{K}(\tau)(S) := \text{pre}_\tau(S) := \{i : \forall j \text{ s.t } i \sim j \text{ then } j \in S\}$ and sending each unique inclusion $S \subseteq T$ to the unique inclusion $\text{pre}_\tau(S) \subseteq \text{pre}_\tau(T)$.

We interpret $\mathcal{K}(A)$ as being the category which represents all of the choices of subsystems that could be removed from $A$, with each arrow $S \to S'$ representing the instruction to transition from having removed $S$ to having furthermore removed $S'$. In our example, the initial object of $\mathcal{K}(A)$ is the empty set $\emptyset$. Initiality means that there is one and only one arrow $\emptyset \to S$ for each $S$: intuitively, there is only one way to throw away each system.

The second categorical ingredient required is the notion of a cone. The functor $\mathcal{K} : \text{Rel}^{\text{op}}_C \to \text{Cat}_i$ can be completed by the inclusion $\text{Cat}_i \subseteq \text{Cat}$ and the inclusion $\text{ob}[\text{Rel}^{\text{op}}_C] \subseteq \text{Rel}^{\text{op}}_C$ to a functor $\mathcal{K}_\subseteq : \text{ob}[\text{Rel}^{\text{op}}_C] \to \text{Cat}$, where $\text{ob}[\text{M}]$ for some category $\text{M}$ is the trivial discrete category with objects given by the objects of $\text{M}$. In our previous example, there exists a cone over this functor, with its apex given by $C$. Unpacking this claim, there is a functor $\mathcal{F}_A : \mathcal{K}(A) \to C$ for every object $A$ of $\text{Rel}_C$: for some fixed $A$ this functor is given in our example by assigning to each object $S$ of $\mathcal{K}(A)$ the object $\mathcal{F}_A(S) = \otimes_{A_i \in \bar{S}} A_i$, where $\bar{S}$ is the complement of $S$ in $A$, and by assigning to each morphism $S \subseteq T$ in $\mathcal{K}(A)$ a morphism $\mathcal{F}_A(S \subseteq T) : \otimes_{A_i \in \bar{S}} A_i \to \otimes_{A_i \in \bar{T}} A_i$ given by discarding all of those elements of $T$ which are not in $S$:

This assignment is indeed functorial, that is, $\mathcal{F}_A(S \subseteq T \subseteq V) = \mathcal{F}_A(S \subseteq T) \circ \mathcal{F}_A(T \subseteq V)$. It turns out that the structure of a $C$-valued cone over a functor which factors in the way mentioned above, is all that is required construct a composable constraint encoding which, for the specific functors mentioned above, reduces exactly to relational constraints for semicartesian categories.

**Theorem 5 (Cones over factored functors).** For every pair $(\text{C}, \text{Con})$ of categories equipped with

- a functor $\mathcal{K} : \text{Con}^{\text{op}} \to \text{Cat}_i$;
• a cone with apex $C$ for the completion of the functor $K$ to $K_C : \text{ob}([\text{Con}^p_C]) \to \text{Cat}$,

there exists a composable constraint encoding $L : \text{Con} \to \mathcal{P}([C])$ defined by taking each object $A$ of $\text{Con}$ to the object $L(A) := F_A(K_A^i)$ where $K_A^i$ is the initial object of the category $K(B)$, and by taking each morphism $\tau : A \to B$ to the set $L(\tau)$ of morphisms $f : F_A(K_A^i) \to F_B(K_B^i)$ such that, for every $S$, there exists $f_S$ which makes the following square commute:

$$
\begin{array}{ccc}
F_C(K_A^i) & \xrightarrow{F_B(u_S)} & F_B(S) \\
\downarrow f & & \downarrow f_S \\
F_A(K_A^i) & \xrightarrow{F_A(u_{K_A^i}(S))} & F_AK_\tau(S)
\end{array}
$$

where for each object $X$ of a category equipped with an initial object, $u_X$ is the unique morphism from that initial object to $X$.

Proof. We must show that if $f \in L(\tau)$ and $g \in L(\lambda)$ then $f \circ g \in L(\tau \circ \lambda)$. Indeed the following diagram commutes:

$$
\begin{array}{ccc}
F_C(K_A^i) & \xrightarrow{F_C(u_S)} & F_C(S) \\
\downarrow f & & \downarrow f_S \\
F_B(K_B^i) & \xrightarrow{F_B(u_{K_B^i}(S))} & F_BK_\tau(S) \\
\downarrow g & & \downarrow g_S \\
F_A(K_A^i) & \xrightarrow{F_A(u_{K_A^i}(S))} & F_AK_\lambdaK_\tau(S)
\end{array}
$$

The commutativity of this diagram follows from the commutativity of the diagrams for $f$ and $g$ individually, and since $K$ is a contravariant functor then $K_\lambda \circ K_\tau = K_{\tau \circ \lambda}$, so the bottom morphism is the correct one for the constraint $\tau \circ \lambda$. Next, we need to show that for each 2-morphism $\alpha : \tau \to \tau'$ of $\text{Con}$ one can assign a 2-morphism $L(\alpha) : L(\tau) \to L(\tau')$; indeed, there can only be one arrow from $L(\tau)$ to $L(\tau')$ since the two morphisms of the power-set category are simply subset-inclusions; so all that is required is to show that indeed whenever there is a morphism $\alpha : \tau \to \tau'$ then it is the case that $L(\tau) \subseteq L(\tau')$. Since $K$ is a contravariant 2-functor, every morphism $\alpha : \tau \to \tau'$ defines a natural transformation $K(\alpha) : K(\tau') \Rightarrow K(\tau)$. This means in turn that for every object $S \in K(A)$ there exists a morphism $K(\alpha)_S : K(\tau)(S) \to K(\tau')(S)$, which can be used to show that if $f \in L(\tau)$ implies $f \in L(\tau')$. Indeed for every such $\alpha$, if $f \in L(\tau)$ then there exists $f_S$ such that the outer path of the following diagram commutes:

$$
\begin{array}{ccc}
F_C(K_A^i) & \xrightarrow{F_B(u_S)} & F_B(S) \\
\downarrow f & & \downarrow f_S \\
F_A(K_A^i) & \xrightarrow{F_A(u_{K_A^i}(S))} & F_AK_\tau(S) \\
\downarrow & & \downarrow f_S \circ F_AK_\alpha \\
& & F_AK_\tau(S)
\end{array}
$$

The bottom path commutes by functorality of $F_A$ and terminality of $K_A^i$, and the top right path commutes by definition; as a result the top left path commutes and so there indeed exists a morphism $f_S \circ F_AK_\alpha$ which makes the required diagram commute for $f$ to be in $L(\tau')$.  

\[\square\]
5.2 Constraint satisfaction problems

In a constraint satisfaction problem (CSP), a function \( f : V \rightarrow D \) is said to satisfy constraint \( (k, x \in V^k, \rho \subseteq D^k) \) if \( (f(x_1), \ldots, f(x_n)) \in \rho \), and is more generally said to satisfy a set of constraints \( K \subseteq \{(k, x \in V^k, \rho \subseteq D^k)\} \) if it individually satisfies each such constraint. Here we will show first that a category \( \text{CSP}_S[C] \) of generalised CSPs can be constructed from any category \( C \), and that there always exists a composable constraint from \( \text{CSP}_S[C] \) to \( C \). We will see furthermore how to recover set-based CSPs as a special case of categorical CSPs on \( \text{Set} \). The natural number \( k \) can be interpreted as an instance of an endofunctor \( k(-) : S \mapsto S^k \), the element \( x \in k(V) \) can be re-stated as a state \( x : I \rightarrow k(V) \) and generalised to a morphism \( a : A \rightarrow k(V) \), the subset \( B \subseteq k(D) \) can be generalised to a morphism \( b : B \rightarrow k(D) \). Using these observations we define for every category \( C \) and source object \( S \) the category \( \text{CSP}_S[C] \) by the following data:

- objects of \( \text{CSP}_S[C] \) given by objects of \( C \);
- morphisms from \( V \) to \( V' \) given by subsets \( C \subseteq \{ (F, a : A \rightarrow F(V), b : B \rightarrow F(V')) \} \) where each \( F \) is an endofunctor.

Composition in \( \text{CSP}_S[C] \) is given by

\[
C' \circ C := \{ (F, a, d) | \exists (F, a, b) \in C \text{ s.t } \forall m : S \rightarrow \text{dom}(b) (62) \exists (F, c, d) \in C' \text{ and } n : S \rightarrow \text{dom}(c) (63) \text{ s.t } b \circ m = c \circ n \} . (64)
\]

As a commutative diagram the last condition reads

\[
\begin{array}{ccc}
\text{dom}(b) & \overset{e}{\to} & \text{dom}(c) \\
\downarrow & & \downarrow \\
S & \overset{m}{\rightleftarrows} & \overset{n}{\leftleftarrows} S \\
\end{array}
\]

One can then assign a composable constraint in the following way.

**Theorem 6.** There exists a lax functor \( \mathcal{L} : \text{CSP}_S[C] \rightarrow \mathcal{P}[C] \) given on objects by \( \mathcal{L}(V) = V \) and on morphisms by

\[
\mathcal{L}(C) := \{ f | \forall (F, a, b) \in C \text{ and } S \not\rightarrow \text{dom}(a), \exists S \rightarrow \text{dom}(b) \text{ s.t the diagram} \}
\]

\[
\begin{array}{ccc}
\text{F}(V) & \overset{F(f)}{\to} & \text{F}(V') \\
\downarrow & & \downarrow \\
\text{dom}(a) & \overset{f}{\to} & \text{dom}(b) \\
\end{array}
\text{commutes} .
\]

**Proof.** That this is a composable constraint follows from the commutativity of the following diagram. For every \( x \), the existence of an \( m \) making the bottom left diagram commute is given by \( f \) satisfying the constraint \( C \); the existence of \( n \) making the bottom diagram commute is given...
by the definition of composition in CSP; and the existence of $z$ making the bottom right diagram commute is given by $g$ satisfying constraint $C'$. 

The upper commutative diagram is functoriality. □

The subcategory $\text{CSP}([\text{Set}])$ of $\text{CSP}(\text{Set})$ defined by keeping only those morphisms $C : V \to V'$ such that $(f, a, b) \in C$ implies that there is a $k$ such that $F(-) = (-)^k$ and $\text{dom}(a) = \{\bullet\}$ is the category whose morphisms from $V$ to $V'$ are exactly the constraint satisfaction problems from $V$ to $V'$. To see this, note that the previous constraint definition reduces to the existence of an $m$ such that:

$$\begin{align*}
V^k &\xrightarrow{f^k} V'^k \\
\{\bullet\} &\xrightarrow{id} \{\bullet\}
\end{align*}$$

i.e. such that $f(a_1) \ldots f(a_k) \in \rho$. The composition rule then reduces to the condition

$$(k, a, \sigma) \in C' \circ C \iff \exists (k, a, \rho) \text{ s.t } \forall m \in \rho \exists (k, m, \sigma) \in C'$$

between standard constraint instances.

6 Conclusion

In this work, we described composable constraint encoding, a general notion that allows to endow a (possibly symmetric monoidal, or $\dagger$-compact, etc.) category $\text{Con}$ with the interpretation of representing constraints for the morphisms of another $\dagger$-symmetric monoidal (or $\dagger$-compact) category $\text{C}$. We showed that, given such a composable constraint, one can combine $\text{C}$ and $\text{Con}$ into a constrained category that features a parallel calculus, taking place both in $\text{Con}$ and in $\text{C}$. In addition to being an intuitive representation for the user, the notion of a constrained category can be viewed as equivalent to the notion of a composable constraint. We presented several general examples, those of thin constraints, constraint satisfaction problems, sectorial constraints, and signalling constraints; the latter two were in fact found to arise from the same general categorical construction of relational constraints applied to distinct categorical structures. We proceeded
to develop the formal language of constraints by introducing and studying additional notions of time-symmetry and of intersectability, proving that the former entails the latter.

As a first and focused outcome, providing a simple notion which encompasses both the constructions introduced by [14] to describe sectorial constraints in FHilb and the study of signalling conditions in unitary channels [17], the theory of composable constraints gives a formal backing to their intuitive similarity. In addition, the abstract phrasing of the framework leaves room for developing a language which can be used to study and understand their essential differences, for instance by expanding the observations of [17] in which links are noted between important features of constraints and their time-symmetry. A more general outcome is the definition of the abstract structure underlying composable constraints, paving the way to the modelisation and discovery of examples beyond the current familiarity of the authors.

A first future research direction focused specifically on the study of quantum theory, would be to take advantage of their general nature of the language of composable constraints and the constructions presented to model more elaborate quantum scenarios. For instance, sectorial constraints and signalling constraints ought to be extendable to infinite-dimensional Hilbert spaces; this may require generalisation of the construction of relational constraints, and give an opportunity to study the consequences of infinite dimensionality on intersectability and time-symmetry of constraints. Another direction would be to study both the relation of these constructions with, and their applications to, the study of causality in quantum theory. Besides causal decompositions, whose description requires the use of matching routes, indefinite causal order, which has recently been the subject of a lot of investigation, has deep connections with both signalling constraints on channels and routed circuits [19]; it may then be fruitful to apply the idea of routes to recent categorical investigations into causal structure [24]. In any case the framework turns out to be sufficiently flexible to allow for theorems on the decomposition of a process into sectors based on signalling constraints [18] to be expressed neatly as genuine equations within a single category.

In the general non-quantum setting, a natural future direction of investigation is to model and construct constraints in yet other contexts; it is expected in particular that instances of composable constraints which leverage allegories and bicategories of relations [38–40], as opposed to their motivating instance of Rel are waiting to be observed within the current literature.
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Appendix

**Theorem 7** (Monoidal Category of Constrained Morphisms). Let \( \mathcal{L} : \text{Con} \rightarrow \mathcal{P}[\mathcal{C}] \) be a strong monoidal composable constraint. The constrained category \( \mathcal{C}_\mathcal{L} \) is a monoidal category.

**Proof.** The monoidal product is given on objects by \((A, \mathcal{L}(A)) \circ (B, \mathcal{L}(B)) := (A \otimes B, \mathcal{L}(A \otimes B))\), on morphisms \((\tau, f) \circ (\lambda, g)\) is given by \((\tau \otimes \lambda, f \circ g)\) where \(f \circ g\) is defined by requiring the following diagram to commute.

\[
\begin{array}{c}
\mathcal{F}(A \otimes B) \\
\downarrow \phi_{AB}^1 \\
\mathcal{F}(A) \otimes \mathcal{F}(B)
\end{array}
\xrightarrow{f \circ g}
\begin{array}{c}
\mathcal{F}(A' \otimes B') \\
\downarrow \phi_{A'B'}^1 \\
\mathcal{F}(A') \otimes \mathcal{F}(B')
\end{array}
\]  
(69)

First we must show that \(\circ\) is a bifunctor, that is, that it satisfies the interchange law:

\[
\begin{array}{c}
\mathcal{F}(A \otimes B) \\
\downarrow \phi_{AB}^1 \\
\mathcal{F}(A) \otimes \mathcal{F}(B) \\
\downarrow f_1 \otimes g_1 \\
\mathcal{F}(A' \otimes B') \\
\downarrow \phi_{A'B'}^1 \\
\mathcal{F}(A') \otimes \mathcal{F}(B')
\end{array}
\xrightarrow{f_2 \circ g_2}
\begin{array}{c}
\mathcal{F}(A' \otimes B') \\
\downarrow \phi_{A'B'}^1 \\
\mathcal{F}(A') \otimes \mathcal{F}(B') \\
\downarrow \phi_{A'B'}^1 \\
\mathcal{F}(A' \otimes B') \\
\downarrow \phi_{A'B'}^1 \\
\mathcal{F}(A') \otimes \mathcal{F}(B')
\end{array}
\]  
(70)
The commutativity of the top follows from commutativity of the outer diagram and the lower diagrams. We then take the unit object $I_{C_L}$ of $C_L$ to be the unit object $I_{Con}$ of $Con$. A natural transformation $I \circ - \Rightarrow -$ can be defined by the components $(\lambda_A, \Lambda_A) : I \circ A \to A$ where $\Lambda_A$ is defined by the following diagram:

$$
\begin{array}{ccc}
\mathcal{L}IA & \xrightarrow{\Lambda_A} & \mathcal{L}A \\
\psi_{IA} \downarrow & & \uparrow \lambda_A \\
\mathcal{L}IL & \xrightarrow{\phi_{IL}} & IA \\
\end{array}
$$

(71)

and similarly for a right unitor $(\rho, P)$. Naturality of the components of $(\lambda, \Lambda)$ follows from from the following commutative diagrams:

$$
\begin{array}{ccc}
\mathcal{L}A & \xrightarrow{f} & \mathcal{L}B \\
\lambda_A \uparrow & & \lambda_B \\
\mathcal{L}ILA & \xrightarrow{\phi_{ILA}} & \mathcal{L}LA \\
\iota_f \uparrow & & \phi_{ILB} \\
\mathcal{L}ILB & \xrightarrow{\phi_{ILB}} & \mathcal{L}LB \\
\end{array}
$$

(72)

A natural transformation $(- \circ -) \circ - \Rightarrow - \circ (- \circ -)$ can be defined by the components $(\alpha, \tilde{\alpha}) : (a \circ b) \circ c \to a \circ (b \circ c)$ where $\tilde{\alpha} : \mathcal{L}((a \circ b) \circ c) \to \mathcal{L}(a \circ (b \circ c))$ is defined by the following diagram:

$$
\begin{array}{ccc}
\mathcal{L}(AB)C & \xrightarrow{\Lambda} & \mathcal{L}A(BC) \\
\psi_{A,B,C} \downarrow & & \phi_{A,B,C} \\
\mathcal{L}ABLC & \xrightarrow{\phi_{ABLC}} & \mathcal{L}A\mathcal{L}BC \\
\psi_{A,B,L} \downarrow & & \psi_{BC} \\
(\mathcal{L}\mathcal{L}AB)\mathcal{L}C & \xrightarrow{-} & \mathcal{L}A(\mathcal{L}B\mathcal{L}C) \\
\end{array}
$$

(73)

and naturality follows from the following commutative diagram.

$$
\begin{array}{ccc}
\mathcal{L}(AB)C & \xrightarrow{\alpha} & \mathcal{L}A(BC) \\
\phi_{A,B} \downarrow & & \phi_{A,B} \downarrow \\
\mathcal{L}AB & \xrightarrow{\alpha} & \mathcal{L}A\mathcal{B}C \\
\phi_{A,B} \downarrow & & \phi_{A,B} \downarrow \\
\mathcal{L}(A\mathcal{L}B)\mathcal{C} & \xrightarrow{-} & \mathcal{L}A(\mathcal{L}B\mathcal{C}) \\
\end{array}
$$

(74)

For the coherence conditions between associators and unitors, coherence is again trivial in the first component of each $(\tau, f)$, and coherence in the second component between the unitors and

---
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associators is guaranteed by the commutativity of the following diagram:

\[
\begin{array}{c}
\mathcal{L}(AIC) \\
\downarrow \phi_{AIC} \\
\mathcal{L}AIC \\
\downarrow \phi_{AIC} \\
\mathcal{L}AIC \\
\downarrow \phi_{AIC} \\
\mathcal{L}AIC \\
\downarrow \phi_{AIC} \\
\mathcal{L}AIC \\
\downarrow \phi_{AIC} \\
\mathcal{L}AIC \\
\end{array}
\]

(75)

Finally, the pentagon identity follows from the following.

\[
\begin{array}{c}
\mathcal{L}(AB)(CD) \\
\downarrow \Lambda \\
\mathcal{L}ABCCD \\
\downarrow \varphi_{ABCCD} \\
\mathcal{L}A\mathcal{L}(CCD) \\
\downarrow \varphi_{A\mathcal{L}(CCD)} \\
\mathcal{L}A((\mathcal{L}CCD)D) \\
\downarrow \varphi_{A((\mathcal{L}CCD)D)} \\
\mathcal{L}A((\mathcal{L}BCD)D) \\
\downarrow \varphi_{A((\mathcal{L}BCD)D)} \\
\mathcal{L}A((\mathcal{L}BCD)D) \\
\end{array}
\]

(76)

As a result, the constrained category is indeed monoidal.

Theorem 8 (Inheritance of structure to constrained categories). If a composable constraint \( \mathcal{L} \) is:

- a \( \dagger \)-constraint, then \( \mathcal{C}_\mathcal{L} \) is a \( \dagger \)-category;
- a braided monoidal constraint, then \( \mathcal{C}_\mathcal{L} \) is braided monoidal;
- a compact closed constraint, then \( \mathcal{C}_\mathcal{L} \) is compact closed.

Proof. For \( \dagger \)-constraints, define \( (\tau, f)^\dagger := (\tau^\dagger, f^\dagger) \); this morphisms exists for any \( (f, \tau) \) since \( f \in \mathcal{L}(\tau) \Rightarrow f^\dagger \in \mathcal{L}(\tau)^\dagger = \mathcal{L}(\tau^\dagger) \). If the constraint is furthermore \( \dagger \)-monoidal then the constrainted category is also \( \dagger \)-monoidal: in particular one can show that \( ((\tau, f) \odot (\tau', f'))^\dagger = (\tau, f)^\dagger \odot (\tau', f')^\dagger \),
by the commutativity of the following diagram:

\[
\begin{array}{c}
\text{LAB} \xrightarrow{\mu \otimes \phi^*} \text{LAB'} \\
\downarrow \phi^* \\
\text{LAB} \xleftarrow{(f_\phi)'} \text{LAB'} \\
\end{array}
\]

(77)

For braided constraints, the coherence conditions for \( B \) as defined in the main text are given by the following commutative diagram:

\[
\begin{array}{c}
\text{LAB} \xrightarrow{\lambda} \text{LAB} \\
\downarrow \lambda \\
\text{LAB} \xrightarrow{(L_\lambda)} \text{LABCC} \\
\downarrow \iota \\
\text{LAB} \xrightarrow{\phi^{-1}} \text{LAB} \\
\end{array}
\]

(78)

Finally, a compact closed category is one in which every object has a dual. We can show that whenever a constraint is itself compact closed as defined in the main text, then the resulting constraint category is also compact closed; this follows from the commutativity of the following diagram:

\[
\begin{array}{c}
\text{LAB} \xrightarrow{\phi^{-1}} \text{LAB} \\
\downarrow \phi^{-1} \\
\text{LAB} \xrightarrow{\lambda} \text{LAB} \\
\downarrow \iota \\
\text{LAB} \xrightarrow{\psi^{-1}} \text{LAB} \\
\end{array}
\]

(79)

Commutativity of the diagram required for duals to be both left and right duals is derived almost identically.

\[\square\]