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ABSTRACT

General relativistic precession limits the ability of gravitational encounters to increase the eccentricity \(e\) of orbits near a supermassive black hole (SBH). This “Schwarzschild barrier” (SB) has been shown to play an important role in the orbital evolution of stars like the galactic center S-stars. However, the evolution of orbits below the SB, \(e > e_{SB}\), is not well understood; the main current limitation is the computational complexity of detailed simulations. Here we present an \(N\)-body algorithm that allows us to efficiently integrate orbits of test stars around a SBH including general relativistic corrections to the equations of motion and interactions with a large (\(\gtrsim 10^5\)) number of field stars. We apply our algorithm to the S-stars and extract diffusion coefficients describing the evolution in angular momentum \(L\). We identify three angular momentum regimes, in which the diffusion coefficients depend in functionally different ways on \(L\). Regimes of lowest and highest \(L\) are well-described in terms of non-resonant relaxation (NRR) and resonant relaxation (RR), respectively. In addition, we find a new regime of “anomalous relaxation” (AR). We present analytic expressions, in terms of physical parameters, that describe the diffusion coefficients in all three regimes, and propose a new, empirical criterion for the location of the SB in terms of the \(L\)-dependence of the diffusion coefficients. Subsequently we apply our results to obtain the steady-state distribution of angular momentum for orbits near a SBH.

1 INTRODUCTION

Near a supermassive black hole (SBH), evolution of stellar orbits due to gravitational encounters is influenced by three factors. (1) Orbits are nearly Keplerian. (2) The number, \(N_\star(r)\), of stars contained within radius \(r\) is likely to be small. (3) Relativistic corrections to the equations of motion can be important. Considerations (1) and (2) are the basis of “resonant relaxation” (RR) (Rauch & Tremaine 1996), which identifies changes in orbital angular momenta with torques due to the nearly-stationary mass rings corresponding to the Keplerian orbits. General relativity (GR) appears in this theory as one of several mechanisms capable of inducing orbital precession, hence setting the “coherence time” over which the torques can act (Rauch & Tremaine 1996). But recent work reveals that GR can play a much more essential role, particularly in the case of orbits that are highly eccentric. Such orbits precess due to GR at a higher rate than most other orbits at the same radii. This rapid precession tends to quench the effects of the torques (Hopman & Alexander 2006, but it also leads to a less obvious, and more striking, phenomenon: a “barrier” in angular momentum that “reflects” stars that strike it from above (i.e. from orbits of higher angular momentum) (Merritt et al. 2011, hereafter MAMW11). Following MAMW11, we refer to the locus in (energy, angular momentum) space where these phenomena occur as the “Schwarzschild barrier” (SB), in recognition of the fact that the precession that underlies the phenomenon is due to the spinless, or Schwarzschild, part of the SB metric. Compact objects are expected to dominate the stellar population at these small radii, and the existence of the SB is expected to mediate their capture by the SBH (Merritt et al. 2011, Brem, Amaro-Seoane & Sopuerta 2014; however, for spinning SBHs highly eccentric orbits may not suffer a blockade, Amaro-Seoane, Sopuerta & Freitag 2013). Capture events, or EMRIs (extreme-mass-ratio inspirals) (Sigurdsson & Rees 1997), would otherwise be expected to be a potentially observable source of low-frequency gravitational waves (Amaro-Seoane 2012).

Many processes exist that can deposit stars onto highly eccentric orbits around a SBH. These processes include close encounters between stars (Goodman 1983), encounters between stars and massive perturbers (Perets, Hopman & Alexander 2007) or a stellar disk (Chen & Amaro-Seoane 2014), and the tidal disruption of stellar binaries that approach the SBH on nearly radial orbits (Hills 1988). These ideas are relevant to models that attempt to explain the presence of young stars very near to the SBH in the Galactic center (GC). Some of these stars, the so-called S-stars, have orbits of high enough eccentricity that they must lie below the predicted location of the SB (Antonini & Merritt 2013). If the S-stars were deposited initially onto orbits with even higher eccentricities than observed today (which would be the case, for instance, in the binary disruption model), then the fraction of S-stars initially below the SB was even higher in the past. The evolution of such highly eccentric orbits over Myr time scales is not well described by existing theory of resonant or non-resonant relaxation; it depends in critical ways on the barrier phenomena described above (Antonini & Merritt 2013).

Progress in understanding the relativistic dynamics of nuclear star clusters has been driven in large part by the recent development of extremely accurate and efficient computer codes for solv-
ing the (small-) $N$-body problem [Mikkola & Aarseth 1993, 2002; Mikkola & Tanikawa 1993, Mikkola & Merritt 2008]. But the new results summarized above also imply that the number of stars in a real galaxy that are subject to GR phenomena is probably much larger than can be handled efficiently by these codes. For instance, in the Milky Way, the number of stars and stellar remnants inside $r = a_{SB,max}$, the largest semimajor axis for which the SB exists, is probably of order $10^3 - 10^4$. Efficient, Monte-Carlo algorithms for evolving test-orbits near the SB were developed in MAMW11 and applied to the S-star problem by [Antonini & Merritt 2013], but these algorithms are based on an extremely simple model for the torquing potential and its time dependence.

A major goal of this paper is to develop an alternate algorithm that represents the field-star forces much more accurately than the Monte-Carlo routines in MAMW11, but which nevertheless is efficient enough to be used for realistically large $N$-values. Our code, called Test Particle Integrator (TPI), explicitly follows the motion of the field stars along their precessing, Keplerian orbits, but ignores interactions between them. The motion of the test stars is then followed by direct integration in the time-varying potential produced by the $N$ field stars. Relativistic terms are included in the equations of motion of both test and field stars via the post-Newtonian approximation. This algorithm contains all of the dynamics which are believed to be important for the evolution of orbits due to RR in the presence of relativity, excluding only the changes in the field-star distribution that would be due to the RR torques themselves, or to perturbations from the test stars.

In §4 we describe TPI and perform a number of basic tests. In §5 the orbital evolution below the SB is studied using simulations similar to those performed by MAMW11. By restricting to a small number of particles we can compare our results to results obtained from $N$-body codes in which the simplifying assumptions adopted in TPI are relaxed. In §6 we apply our code to the S-star cluster; similar simulations with the other $N$-body codes used in §4 are currently not feasible. Assuming that the S-stars are formed in highly eccentric orbits, which is consistent with the binary disruption model, and adopting a cusp of stellar black holes, we study the orbital evolution of the S-stars after their formation.

The models explored here were designed to represent the Galactic center, but it is useful to ask how our results would generalize to other nuclei. To this end, in §4.3 and §5.4 we extract angular-momentum diffusion coefficients from the simulations and compare them with existing theory. We argue in §2 that diffusion in angular momentum should be well described by NRR at very low $L (e \gg e_{SB})$, and by RR at high $L (e \ll e_{SB})$. But in the angular momentum regime near and “below” the SB (i.e. $e \approx e_{SB}$), neither RR nor NRR is applicable (MAMW11). By computing angular momentum diffusion coefficients from the simulations, we are able, for the first time, to demonstrate the existence of the three regimes and to quantify their $L$-dependence. This allows us, in §6, to estimate the steady-state angular momentum distribution implied by the Fokker-Planck equation. In §7 we discuss the implications of our results and we conclude in §8.

2 TIMESCALES

The focus in this paper is on orbits near a SBH that are very eccentric compared with the typical eccentricity expected in, say, a “thermal” distribution, $(e) = 2/3$. The time scale over which such eccentric orbits evolve due to gravitational encounters with other stars can depend strongly on $e$. We begin by summarizing what is known about that dependence. As we will see, in regimes near or below the SB, i.e. $e \gtrsim e_{SB}$, the eccentricity dependence is still poorly understood and that is one motivation for carrying out the simulations described below.

The top panel of Figure 1 plots several curves in the $(a, \ell)$ (semimajor axis, normalized angular momentum) plane that are relevant to stars orbiting near a SBH. This figure adopts an SBH mass $M_\star = 4 \times 10^6 M_\odot$, the value in the Milky Way.
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3 METHOD

In TPI we exploit the property that well within the sphere of influence of a SBH the motion of the stars is dominated by the SBH, i.e. the stellar motion is well described in terms of perturbed Keplerian orbits. Torques acting on these stars give rise to exchange of angular momentum between stars. This process is known as resonant relaxation (RR) and affects the eccentricities of the orbits. Furthermore, two-body (non-resonant) interactions affect the orbital energies in addition to their angular momenta. When considering a large ensemble of stars, however, these processes should not strongly affect the mean angular momentum and energies provided that the system is dynamically relaxed. On the other hand, energy exchange and RR are important when considering individual stars. This consideration motivates a split between dynamically relaxed field stars and test stars that evolve dynamically in time as a consequence of both angular momentum and energy exchanges with field stars. We define a test star as a particle with zero mass, i.e. a particle that does not affect the field stars and other test stars.

The field stars are assumed to follow uniformly-precessing Kepler orbits with constant semimajor axis $a$, eccentricity $e$, inclination $i$ and longitude of the ascending node $Ω$. The argument of periapsis $ω$ is advanced linearly in time according to the rate prescribed by analytical formulæ that include precession due to general relativity (Schwarzschild precession) and Newtonian precession due to the distributed mass in stars (mass precession). The advance per orbital period $P$ due to Schwarzschild precession, to first post-Newtonian (PN) order, is given by (Weinberg 1972):

$$\Delta ω_{1PN, P} = 6π \frac{G(m_⋆ + M_⋆)}{a(1 - e^2)}\frac{1}{c^2}.$$  \hfill (2)

Here $m_⋆$ is the field star mass, $M_⋆$ is the SBH mass, $G$ is the gravitational constant and $c$ is the speed of light. Periapsis advance due to mass precession depends on the detailed distribution of the mass. In all the models considered here, we assume a spherical field-star distribution with density $ρ_⋆ (r) \propto r^{-2}$. In this case, the apsidal advance due to mass precession per orbital period is (Merritt 2013, Eq. (4.87)):

$$\Delta ω_{MP, P} = -2π \frac{M_⋆(a)}{M_⋆} \frac{\sqrt{1 - e^2}}{1 + \sqrt{1 - e^2}}.$$  \hfill (3)

Here $M_⋆(a)$ is the total field star mass within radius $r = a$.

In TPI the motion of the field stars is calculated with a Kepler solver that advances the positions and velocities for a given time interval assuming unperturbed Keplerian ellipses. The resulting positions and velocities $r$ and $v$ are subsequently rotated in the orbital plane to account for the in-plane precession resulting from both Schwarzschild and mass precession:

$$r \rightarrow \cos(Δω) r + \sin(Δω) \hat{ℓ} \times r,$$  \hfill (4a)

$$v \rightarrow \cos(Δω) v + \sin(Δω) \hat{ℓ} \times v.$$  \hfill (4b)

Here $Δω = Δω_{1PN, Δt} + Δω_{MP, Δt}$ is the total precession angle in time interval $Δt$, and $\hat{ℓ} = r \times v ||r \times v||$ is the unit specific angular momentum vector. By treating the motion of the field stars in this way the interactions between field stars are modeled in an approximate method that neglects two-body encounters and resonant torques. This makes it computationally feasible to include a large ($\gtrsim 10^5$) number of field stars.

The test stars are integrated using a direct-summation $N$-body code. It is advantageous to employ Kustaanheimo-Stiefel regularization (Kustaanheimo & Stiefel 1965) for their motion around the SBH. Tests have shown that in the absence of field stars this method
reduces the required number of integration steps while at the same
time it increases the accuracy. In TPI each test star forms a regu-
larized and independent two-body system with the SBH. The per-
turbing acceleration \( \mathbf{a} \) is given by:

\[
\mathbf{a} = \mathbf{a}_{\text{SBH, PN}} + \mathbf{a}_{\text{field, 0PN}}.
\]

Here \( \mathbf{a}_{\text{SBH, PN}} \) is the PN acceleration from the SBH. We have imple-
mented 1PN, 2PN and 2.5PN terms for a non-spinning SBH
(Damour & Deruelle 1981), and 1.5PN and 2.0PN terms that arise
from spin of the SBH (Kidder 1995). In most of the simulations pre-

tected here we restrict to including only the 1PN terms. The quan-
ty \( \mathbf{a}_{\text{field, 0PN}} \) is the Newtonian acceleration from the field stars.

To integrate the regularized equations of motion we use a standard
4th order Hermite predict, evaluate and correct integration scheme
(Makino 1991).

To validate TPI we have performed several simple tests of interac-
tions between test stars and the SBH and between test and field
stars. These tests are described in Appendix A. In this paper the
time step parameter is set to \( \eta = 0.02 \); this choice is motivated
in the latter appendix. Tests of TPI in the regime below the SB,
which is the main focus of this paper, are described in detail in §4
where we also compare our results with those from other, slower,
\(N\)-body codes in which the simplifying assumptions adopted in
TPI are relaxed.

Before describing the results of the code comparisons, we note
that even the more accurate algorithms discussed below contain
potentially important approximations. These codes include the
Newtonian terms from the SBH and the \(N\) bodies, plus the 1PN
terms from the SBH alone. The latter terms are proportional to
\(G^2 M_*^2/r^4 c^2\), or to \((G M_*/r)(u^2/c^2)\), with \(r\) the distance from
the SBH. At 1PN order, one can potentially do better, since the full
\(N\)-body Hamiltonian is known, the so-called EIH (Einstein-Infeld-
Hoffmann) Hamiltonian [Einstein-Infeld & Hoffmann 1938]. The
EIH equations of motion also include terms of order \(M_* m\), and
\(m^2 c^2/\eta\) (Will 2013). Given the small values of \(m_*/M_*\) consid-
ere here, only the former, or “cross”, terms are likely to matter. In
the context of apsidal precession, one expects the cross terms to
induce changes of order

\[
(\Delta \omega)_\text{cross} \approx (\Delta \omega)_M \times (\Delta \omega)_{\text{PN}},
\]

that is, the product of the shifts due to mass precession and to
Schwarzschild precession considered individually. Over suffi-
ciently long times, the effects of the cross terms will of course accumu-
late, and it is an open question whether this might significantly
impact the evolution of orbits near the SB.

4 ORBITAL EVOLUTION BELOW THE SB; SMALL-\(N\)
SIMULATIONS

4.1 Initial conditions

As mentioned in §4 there exist several processes that can deposit
stars below the SB on time scales of the order the Kepler period
\(P(\alpha)\). Here we study the evolution of orbits after deposition be-
low the SB using simulations with TPI. We also include simula-
tions performed with two direct-summation \(N\)-body codes, M16
(Nitadori & Makino 2008; Iwasawa et al. 2011) and ARCHAIN
(Mikkola & Merritt 2008). M16 uses a mixed fourth-order and
sixth-order Hermite integration scheme. The SBH is kept fixed at
the origin, simplifying the equations of motion. In particular, this
allows for PN accelerations to be calculated for star-SBH interac-
tions only, avoiding the calculation of PN accelerations for star-star
interactions. The latter are assumed to be negligible compared to
the former. In M16 1PN and 2.5PN accelerations are included. The
ARCHAIN code is an essentially exact \(N\)-body code owing to
chain regularization and it includes 1PN, 2PN and 2.5PN terms.

The initial conditions of our simulations were similar to
those of the \(N\)-body simulations performed by MAMW11 and
Brem, Amaroso-Seeane & Souquetta (2014). We sampled field stars
of mass \(m_* = 50 M_\odot\) in Kepler orbits around a SBH of \(M_\star =
1.0 \times 10^6 M_\odot\) with the following orbital distributions: semi-
major axes \(a\) were sampled randomly between \(a_{\text{min}} = 0.1 \text{ myr}
and
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\[ a_{\text{max}} = 10 \text{ mpc} \]

\[ \rho_*(r) \propto r^{-2}; \]

\[ \text{a thermal eccentricity distribution was assumed and orbital angles were sampled randomly.} \]

\[ \text{The total number of field stars was } N_{\text{max}} \equiv N_*(a_{\text{max}}) = 50. \]

\[ \text{We also carried out simulations with larger } N_*(a_{\text{max}}) \text{ with TPI; the latter are discussed in} \]

\[ \text{§4.3.} \]

\[ \text{In the case of ARCHAIN and MI6 we placed five of the field stars below the SB in the } (a, e) \text{ parameter space. We define above and below the SB as } \ell \equiv \sqrt{1 - e^2} > \ell_{SB} \text{ and } \ell < \ell_{SB}, \text{ respectively, where } \ell_{SB} = \ell_{SB}(a) \text{ is defined in equation } (1); \text{ for the } N\text{-body simulations } M_*(a) = m_* N_*(a) \approx m_* N_{\text{max}}(a/a_{\text{max}}). \]

\[ \text{We will refer to these five stars as test stars, but we note that in the case of ARCHAIN and MI6 these stars are not massless and have the} \]

\[ \text{same mass as the field stars. In the case of TPI we initiated five} \]

\[ \text{test stars below the SB at the same values of } a \text{ and } e \text{ as those of the} \]

\[ \text{five test stars in ARCHAIN and MI6. In each simulation the five test stars shared a common value of } a \text{ and } e \text{ but were initiated} \]

\[ \text{with different (random) orbital angles and phases. We carried out a} \]

\[ \text{series of simulations with the following combinations of the initial} \]

\[ \text{values of } a \text{ and } e:} \]

\[ a = 2 \text{ mpc; } \log_{10}(1 - e) \in \{-3.0, -2.5, -2.0\}; \]

\[ a = 4 \text{ mpc; } \log_{10}(1 - e) \in \{-3.3, -2.9\}; \]

\[ a = 8 \text{ mpc; } \log_{10}(1 - e) = -3.8. \]

\[ \text{For each combination of } a \text{ and } e \text{ (i.e. each simulation with five} \]

\[ \text{test stars below the SB) we ran simulations with five different random} \]

\[ \text{realizations, obtaining 25 time series for each } (a, e) \text{ pair.} \]

\[ \text{The integration time per simulation was set to } 1 \text{ Myr. The capture} \]

\[ \text{radius was } r_{\text{capt}} = 8 r_\odot \approx 3.8 \times 10^{-4} \text{ mpc, consistent with} \]

\[ \text{the capture radius of a compact object onto a non-spinning SBH} \]

\[ \text{Will} [2013]. \]

\[ \text{In all simulations we included 1PN terms; we also} \]

\[ \text{carried out integrations in which the 2.5PN terms were included} \]

\[ \text{(in case of ARCHAIN, 2PN terms are included as well). However,} \]

\[ \text{because the 2.5PN terms cannot be included self-consistently} \]

\[ \text{in TPI we present in } \text{§4.3} \text{ only results in which the 2.5PN terms were} \]

\[ \text{excluded, with the exception of} \]

\[ \text{§4.3.} \]

\[ \text{4.2 Qualitative behavior} \]

\[ \text{We show in Figure 2 the eccentricity evolution for a test star with initially } a = 2 \text{ mpc and} \]

\[ \text{log}_{10}(1 - e) = -2.5 \text{ as computed with each of the three codes, without the} \]

\[ \text{2.5PN terms. We select two cases (corresponding to the two rows) in which the test star crosses the} \]

\[ \text{SB from below to above. Note that the} \]

\[ \text{initial conditions differ in each panel of Figure 2, hence the panels should not be compared} \]

\[ \text{directly. Based on these and similar plots, we make the following} \]

\[ \text{qualitative observations.} \]

\[ \text{(i) Below the SB the eccentricity varies in an approximately} \]

\[ \text{periodic fashion, on a (short) time scale consistent with the} \]

\[ \text{Schwarzschild precession time. There is also a component of its} \]

\[ \text{evolution that can be described as a random walk. (The latter was} \]

\[ \text{referred to as “anomalous relaxation” in [2].} \]
Before turning to our observations from §4.2 we present in Table 1 the number of captured stars at the end of the simulation for the three codes ARCHAIN, MI6 and TPI. We include both simulations with (W) and without (WO) 2.5PN terms. Although the exact number of captured stars \( N_{\text{capt}} \) differs between the three codes, in all three cases there is a similar trend of increasing \( N_{\text{capt}} \) with both \( a \) and \( e \). For example, for each of the codes without the 2.5PN terms \( N_{\text{capt}} \) increases by a factor \( \sim 3 - 4 \) from \( a = 2 \) mpc and \( \log_{10}(1 - e) = -2.0 \) to \( a = 8 \) mpc and \( \log_{10}(1 - e) = -3.8 \).

| \( a/\text{mpc} \) | \( \log_{10}(1 - e) \) | \( N_{\text{capt}} \) |
|------------|----------------|---------|
|            | ARCHAIN W | ARCHAIN WO | MI6 W | MI6 WO | TPI W | TPI WO |
| 2          | 2.0        | 2.0       | 2.0    | 2.0     | 2.0   | 2.0     |
| 2          | 2.5        | 2.5       | 2.5    | 2.5     | 2.5   | 2.5     |
| 4          | 3.0        | 3.0       | 3.0    | 3.0     | 3.0   | 3.0     |
| 4          | 3.5        | 3.5       | 3.5    | 3.5     | 3.5   | 3.5     |
| 8          | 4.0        | 4.0       | 4.0    | 4.0     | 4.0   | 4.0     |

Table 1. Number of captured test stars at \( t = 1 \) Myr for the three different codes. A distinction is made between simulations with (W) and without (WO) 2.5PN terms.

(ii) Above the SB the eccentricity variations are much larger, extending to \( e \approx 0 \), and have a longer associated time scale. These features can be explained qualitatively in terms of RR, which is not quenched above the barrier.

(iii) Stars above the SB tend to remain there, since their trajectories “bounce” on the barrier from above.

(iv) As a consequence of items (ii) and (iii), the SB acts as a diode or a one-way membrane: stars can only easily cross it in one direction, from below (high \( e \)) to above (low \( e \)).

In §§4.4 and 4.5 we explore some of these properties more quantitatively, and we also use them as a means of comparing the different codes.

### 4.3 Capture rates

Before turning to our observations from §4.2 we present in Table 1 the number of captured stars at the end of the simulation for the three codes ARCHAIN, MI6 and TPI. We include both simulations with (W) and without (WO) 2.5PN terms. Although the exact number of captured stars \( N_{\text{capt}} \) differs between the three codes, in all three cases there is a similar trend of increasing \( N_{\text{capt}} \) with both \( a \) and \( e \). For example, for each of the codes without the 2.5PN terms \( N_{\text{capt}} \) increases by a factor \( \sim 3 - 4 \) from \( a = 2 \) mpc and \( \log_{10}(1 - e) = -2.0 \) to \( a = 8 \) mpc and \( \log_{10}(1 - e) = -3.8 \).

### 4.4 Eccentricity oscillations below the SB

#### 4.4.1 Frequency of oscillations

We obtained power spectra of the eccentricity and argument of periapsis from the simulations below the SB using the following method. For each time in the simulation \( t_0 \) we computed the time scale \( 2t_{\text{GR}} \) for Schwarzschild precession to change \( \omega \) by \( 2\pi \),

\[ 2t_{\text{GR}} = 2\pi \frac{a}{\Delta \omega_{\text{2PN}}} = \frac{1}{3} \left( \frac{a}{r_a} \right) (1 - e^2)^2 P \]

where \( r_a \) is the semi-major axis of the particle orbit. Subsequently we calculated \( 2t_{\text{GR}} \) based on the mean values of \( a \) and \( e \) in the interval \( t_0 < t < t_0 + \Delta t \), where \( \Delta t = 8t_{\text{GR}} \). This procedure was repeated until convergence with respect to \( t_{\text{GR}} \) had occurred. The interval was rejected if for any of the points within it the star was above the SB, the number of points was less than 50 or the fractional changes in \( a \) and \( e \) satisfied \( |\Delta a/a| > 0.04 \) and \( |\Delta e/e| > 0.04 \), respectively. The latter criteria serve to minimize noise in the power spectra induced by sudden changes in \( a \) and \( e \) due to NRR. Power spectra of the eccentricity and argument of periapsis were subsequently computed for the accepted intervals. The starting search time for the subsequent interval was \( t_0 + \Delta t \).

We show in Figure 3 an example of power spectra obtained using the above method in a simulation with initially \( a = 2 \) mpc and \( \log_{10}(1 - e) = -2.5 \), as computed with TPI. There is a peak in both power spectra at \( f = f_{\text{GR}} \), where \( f_{\text{GR}} = 1/(2t_{\text{GR}}) \).

This is consistent with our observation in §4.2 that below the SB the eccentricity oscillations occur on the Schwarzschild precession time scale. The peak in the power spectrum at \( f \approx f_{\text{GR}} \) is higher for the argument of periapsis compared to the eccentricity because Schwarzschild precession affects the argument of periapsis directly, whereas the effect on the eccentricity is indirect, i.e., through the \( \sqrt{N} \) torques.

We applied the above method to all simulated \((a, e)\) pairs of the test stars (cf. equation 7). For the obtained power spectra we determined the local maxima (shown for one example in the top panel of Figure 3 with bullets) and we recorded the corresponding frequencies \( f_{\text{max}} \) and amplitudes \( A \), where \( A \) is the square root of the power. We show in the first column of Figure 4 the resulting distributions of \( f_{\text{max}} \) for the three codes. There is a clear peak in the eccentricity spectra at \( f_{\text{max}} \approx f_{\text{GR}} \). This peak can be interpreted as implying that the torquing potential (due to the \( O(N^{-1/2}) \) asymmetry in the field star distribution) is basically lopsided, or \( m = 1 \), in character (MAMW11). Higher-order terms in the multipole expansion of the field star potential would give rise to eccentricity oscillations at higher integer frequencies of \( f_{\text{GR}} \). The results shown in the first column of Figure 4 indicate that these higher-order contributions are important, though typically not dominant.

We determined the amplitudes \( A_n \) of the peaks at higher integer frequencies \( f_{\text{max}} \approx nf_{\text{GR}} \) and we normalized these to \( A_1 \), the amplitude at \( f_{\text{max}} \approx f_{\text{GR}} \). Frequencies for each \( n \) were selected from data satisfying \( n - 0.3 < f_{\text{max}}/f_{\text{GR}} < n + 0.3 \), where the limits are motivated by the distributions shown in first column.
4.4.2 Amplitude of oscillations

Here a method is presented to obtain the amplitude of eccentricity oscillations below the SB and the results are compared to theoretical predictions. We expect the amplitude of the latter oscillations to depend on the (dimensionless) angular momentum $\ell = \sqrt{1 - e^2}$ and hence the distance in angular momentum to the SB. This is due to more rapid Schwarzschild precession for lower $\ell$ and therefore more efficient quenching of the effects of the $\sqrt{N}$ torques that would otherwise drive RR.

We adopt the Hamiltonian model presented in MAMW11 that includes Schwarzschild precession, mass precession and the effects of a lopsided mass distribution, assumed to be oriented with respect to the orbit with an angle $\alpha$. Let $\Delta \ell \equiv \ell_{\text{max}} - \ell_{\text{min}}$ be the amplitude of oscillations in $\ell$, where $\ell_{\text{min}}$ and $\ell_{\text{max}}$ are the minimum and maximum angular momenta during one oscillation of duration $2\ell_{\text{GR}}$, respectively. Then if $\ell$ is sufficiently small, i.e. if the second and third terms of MAMW11 Eq. 41a can be neglected with respect to the first term, $\Delta \ell$ depends on the average angular momentum $\langle \ell \rangle \equiv (1/2)(\ell_{\text{min}} + \ell_{\text{max}})$ via the relation (MAMW11 Eq. 46):

$$\Delta \ell \approx 2\langle \ell \rangle^2 A_D \sin(\alpha).$$

Here $A_D$ is a dimensionless parameter that specifies the strength of the lopsided component of the distributed mass in the Hamiltonian model. In terms of the model parameters $A_D$ is expressed by
(MAMW11 Eq. 43b):

\[ A_D = \frac{C_{AD}}{\alpha} \frac{S}{2GM* \mu^2} \frac{a}{r_g} = \frac{C_{AD}}{2\sqrt{N_c(a)}} \frac{M_\star(a)}{M*} \frac{a}{r_g}. \tag{9} \]

Here \( S \) is the amplitude of the lopsided distortion, and \( M_\star(a) \) and \( N_\star(a) = M_\star(a)/M* \) are the enclosed stellar mass and the number of enclosed stars, respectively. The parameter \( C_{AD} \) captures unspecified uncertainties in this model.

We obtained \( \Delta \ell \) from the simulations with a method similar to that used to obtain power spectra. In order to minimize the effect of directed changes in \( \ell \) over time scales longer than \( t_{GR} \), the sampling interval was shortened to \( \Delta t = 4t_{GR} \) and the number of required points per sampling interval was reduced to 20. For the resulting sampling intervals we recorded the minimum and maximum values of \( \ell \) and the mean value of \( \langle a \rangle \). We binned the data into 100 bins of \( \langle a \rangle \) with \( 1 < \langle a \rangle / \text{mpc} < 10 \) and 10 bins of \( \langle \ell \rangle \) with \( 0 < \langle \ell \rangle < 0.3 \). For each bin we computed the mean values of \( \langle \ell \rangle \) and \( \Delta \ell \), which amounts to averaging these quantities over the angle \( \alpha \). We rejected bins if the bin size was less than or equal to 5.

In order to compare results from the simulations to the prediction of equation (8) we average this equation over the unit sphere and substitute \( A_D \) using equation (9) with \( N_\star(a) \approx (a/a_{\text{max}})N_{\text{max}} \). Subsequently we obtain:

\[ (a)_\alpha^{-3/2} \times \Delta \ell_\alpha \approx C_{AD} \frac{\pi}{4} \frac{M_*}{M_\star} \frac{\sqrt{N_{\text{max}}}}{a_{\text{max}}} r_g^{-1} \langle \ell \rangle^2. \tag{10} \]

Here the subscript \( \alpha \) indicates the average over the unit sphere. We show in Figure 5 the resulting amplitudes for the three codes and the mean value of \( \langle \ell \rangle \). The deviations in the cumulative distributions of \( \ell \) normalised to the angular momentum associated with the SB, \( \ell_{SB} \) (cf. equation (1)), Three time intervals are shown for the three codes. Black solid lines: ARCHAIN; blue dashed lines: MI6; red dotted lines: TPI.

### 4.5 Diffusion in angular momentum above and below the SB

In §4.4 we described the eccentricity oscillations that occur below the SB but, in our simulations, not all orbits remain below the SB indefinitely. To illustrate this we show in Figure 6 the cumulative distributions of \( \ell/\ell_{SB} \), for \( \ell < \ell_{SB} \), at three time intervals \( 0 < t/\text{Myr} < 0.05, 0.50 < t/\text{Myr} < 0.55 \) and \( 0.95 < t/\text{Myr} < 1.0 \). At the earliest time in the simulations the majority of orbits are below the SB (\( \ell/\ell_{SB} < 1 \)). As time progresses the latter quantity gradually increases and by the end of the simulation nearly all orbits (\( \gtrsim 90\% \)) have diffused above the SB (i.e. \( \ell > \ell_{SB} \)). The deviations in the cumulative distributions of \( \ell/\ell_{SB} \) between the three codes appear to increase with time. This may be due to various reasons, including exponential divergence in the gravitational N-body problem and the increase in the amplitude of eccentricity oscillations above the SB (cf. Figure 6), therefore reducing the number of data points for larger \( \ell \). Nevertheless, there does not appear to be a systematic difference between the distributions for the three codes.

In this section we carry out a quantitative analysis of the angular momentum diffusion. We obtained from the simulations the first-order \( (n = 1) \) and second-order \( (n = 2) \) diffusion coefficients, \( \langle (\Delta \ell)^n \rangle \), describing changes in \( \ell \). Each diffusion coefficient was computed for a given initial value of \( \ell \) and for a time interval, \( \Delta t \), normalized to the orbital period \( P : \tau = \Delta t/P \). These quantities were binned in linear bins of size \( 200 \) with \( 0 < \ell < 1 \) and size \( 5 \times 10^3 \) with \( 0 < \ell < 1 \). For each time \( t_i \) in the simulation we selected times \( t_j > t_i \) with associated time lags \( \tau_{ij} = (t_j - t_i)/P \). For the range \( \tau < \tau_{ij} < \tau + \Delta \tau \) with \( \Delta \tau = 10 \). We rejected any time \( t_j \) if the absolute value of the change of the semimajor axis at time \( t_j \) relative to \( t_i \), \( \sqrt{a_i - a_j}/a_i \), exceeded 0.2, or if the test star was captured or unbound at \( t_j \). For the remaining \( t_j \) we computed the corresponding change of orbital angular momentum (normalized to the angular momentum of a circular orbit \( L_\alpha \)), \( \Delta \ell_{ij} = \ell_j - \ell_i \). Subsequently, we computed the first-order diffusion coefficient from \( \langle \Delta \ell \rangle = \text{mean}(\Delta \ell_{ij})/\text{mean}(\tau_{ij}P) \) and the second-order diffusion coefficient from \( \langle (\Delta \ell)^2 \rangle = \text{mean}[(\Delta \ell_{ij})^2]/\text{mean}(\tau_{ij}P) \), where the mean is taken over each bin of \( \ell \) and \( \tau \).

In the method described above the diffusion coefficients are functions of the time lag \( \Delta t \). One expects that over some finite range in \( \Delta t \), the results will not depend too strongly on \( \Delta t \). According to van Kampen (1992), when evaluating diffusion coefficients in some quantity \( x \), \( \Delta t \) must be “so small that \( x \) cannot change very much during \( \Delta t \), but large enough for the Markov assumption to apply”2. In our case, an additional condition applies: for \( \ell < \ell_{SB} \), a lower limit on \( \Delta \ell \) is given by \( t_{GR}(\ell) \propto \ell^2 \), since we are interested in directed changes in the mean value of \( \ell \) below the SB, averaged over the time scale of the angular momentum oscillations, which is \( \sim t_{GR} \) (cf. §4.4).

---

2 The factor \( (1/3) \) in MAMW11 Eq. 43b should be replaced by \( (1/2) \) (David Merritt, private communication).
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We argue in §5.4 that for $\ell = \ell_{SB}$, the characteristic time for $\ell$ to change by of order itself is the “coherence time” $t_{coh}(\alpha)$, defined as the time for a typical field star orbit, of semimajor axis $a$, to change its orientation. We adopt $t_{coh} = (t_{MP}^{-1} + t_{GR}^{-1})^{-1}$, where $(t_{MP})$ and $(t_{GR})$ are the field star mass precession and Schwarzschild precession time scales averaged over a thermal distribution in eccentricity, respectively. As indicated in Figure 1, the momentum regimes defined in that figure, we expect that setting $\Delta t \lesssim t_{coh}$ will ensure that $\ell$ “does not change very much” during $\Delta t$.

The time scale $t_{GR}(\ell)$ decreases rapidly as $\ell$ decreases from $\ell_{SB}$; clearly, for $0 < \ell < \ell_{SB}$, $t_{GR}(\ell)$ is maximal for $\ell = \ell_{SB}$. In our simulations $t_{GR}(\ell_{SB})$ is typically comparable to or smaller than $t_{coh}$. For example, for $a = 2$ Mpc, $t_{GR}(\ell_{SB}) \approx 1.3 \times 10^5$ P, whereas $t_{coh} \approx 1.6 \times 10^3$ P. This demonstrates that, by choosing $\Delta t \sim t_{coh}$, we satisfy both lower and upper limits of $\Delta t$ for $\ell < \ell_{SB}$.

These arguments aside, the validity of an assumed value of $\Delta t$ can be checked by comparing the values of the diffusion coefficients derived for larger and smaller $\Delta t$. An example is given in Appendix D.

Eilon, Kupi & Alexander (2009) also carried out extensive N-body simulations to study the efficiency of RR in small-$N$ systems. Their pioneering work differed from ours in two important respects: their integrations were Newtonian, i.e., the effects of relativistic precession were not included, and they did not investigate the time dependence of the mean angular momentum changes induced by the torques. We can, however, compare our results to theirs in the high-$L$ regime where the effects of relativity are unimportant, as shown below.

We show in Figure 7 our derived diffusion coefficients $\langle \Delta \ell \rangle$ (blue plusses and red minuses for positive and negative values, respectively) and $\langle (\Delta \ell)^2 \rangle$ (black bullets) as function of $\ell$. In the left column results are shown for the three codes and the simulations with $N_{max} = 50$, combining data from the test stars for the runs with initially $a = 2$ Mpc and $\log_{10}(1-e) = -2.0$, $-2.5$ and $-3.0$. In each panel of Figure 7 the value of $\ell$ associated with the SB, $\ell_{SB}$ (cf. equation (1)), is indicated with the vertical black dashed line. The coherence times and the adopted time lag bins, expressed in units of orbital period, are indicated in the bottom left of each panel. There appear to be no systematic differences in the diffusion coefficients between the different codes shown in the first column of Figure 7.

As mentioned in §3.1 the simulations with $N_{max} = 50$ field stars likely do not give a good description of the environment close to a SBH because the number of field stars within the initial volume of the simulation is too low (50, whereas $10^3 - 10^4$ would be more realistic). For this reason we carried out additional simulations with TPI with larger numbers of field particles, i.e. $N_{max} = 100, 200$ and $400$ (simulations with $N_{max} = 4800$ are discussed in §5.5). The field star mass $m_*$ was adjusted to keep the enclosed stellar mass within any radius constant with respect to the $N_{max} = 50$ simulations. The adopted values are $m_*= 25, 12.5$ and $6.25 M_\odot$ for $N_{max} = 100, 200$ and $400$, respectively. The initial orbital elements of the test stars were $a = 2$ Mpc and $\log_{10}(1-e) = -2.5$. Other parameters were identical to those in the $N_{max} = 50$ simulations (cf. §5.1). The diffusion coefficients derived from these simulations with larger $N_{max}$ are shown in the right column of Figure 7.

Some theoretical predictions exist for the dependence of the diffusion coefficients on $\ell$, and we can compare these predictions with our results. We refer the reader to Figure 7 which identifies the three regimes in angular momentum.

As discussed in [2] we expect that non-resonant relaxation (NRR) will dominate diffusion in angular momentum in the limit $\ell \to 0$. Our argument was that – by definition – NRR is unaffected by coherence-time arguments, and hence that the rapid GR precession that occurs in this low-$\ell$ regime has no consequence for the rate of non-resonant diffusion in angular momentum.

The orbit-averaged, NRR diffusion coefficients in the limit $\ell \to 0$ for test masses near a SBH are (Cohn & Kulsrud 1978; Cohn 1979):

$$\langle \Delta \ell \rangle_{\text{NRR}} \to \frac{1}{4\ell} A(E);$$

$$\langle (\Delta \ell)^2 \rangle_{\text{NRR}} \to \frac{1}{2} A(E).$$

(11a)

(11b)

Here $A(E)$ is a function of orbital energy, or, equivalently, of semimajor axis. It is given by (e.g., Appendix B of MAMW11):

$$A(E)^{-1} = \frac{C_{\text{NRR}}(\gamma)}{\log(\Lambda)} \left( \frac{M_\odot}{M_* (a)} \right)^2 N_c(a) P(a).$$

(12)

Here $C_{\text{NRR}}(\gamma)$ is a dimensionless quantity that depends on the field star density slope $\gamma$. It can be evaluated using the procedure outlined in Appendix B of MAMW11. Explicit expressions for $C_{\text{NRR}}(\gamma)$ as function of $\gamma$ are included in Appendix B. The value that applies to the simulations presented here is $C_{\text{NRR}}(\gamma) = (9/7) [1/(12 \log(2) - 1)] \approx 0.18$. For the Coulomb logarithm $\Lambda$ we adopt $\Lambda = 2 M_\odot / m_*$ (MAMW11). The diffusion coefficients described by equation (11) are plotted in Figure 7 with the dashed blue and black lines for the first-order and second-order coefficients, respectively.

For the simulations with $N_{max} = 50$, it can be seen in Figure 7 that the first- and second-order diffusion coefficients gradually approach the NRR predictions for $\ell \ll \ell_{SB}$. As $N_{max}$ is increased, the correspondence between measured and predicted diffusion coefficients becomes quite good in this regime. This reinforces the hypothesis that NRR is indeed the mechanism that is primarily responsible for changes in $\ell$ as $\ell \to 0$.

The other limiting case is $\ell \gg \ell_{SB}$. In this high-angular-momentum regime, we expect that the dominant diffusion mechanism is (incoherent) resonant relaxation (RR) (Merritt 2013, p. 274). Only a limited set of predictions are available for the dependence of the RR diffusion coefficients on $\ell$, and as far as we are aware, no attempt has ever been made to compute the first-order coefficient in the incoherent RR regime.

The second-order coefficient can be written in the form:

$$\langle (\Delta \ell)^2 \rangle_{\text{RR}}^{-1} = \beta_2^2 \left( \frac{M_*}{M_* (a)} \right)^2 N_c(a) P(a)^2 \frac{1}{t_{coh}}.$$

(13)

Here $t_{coh}$ is the “coherence time” as introduced above, and $\beta_2$ is a parameter describing the efficiency of RR in the coherent regime, i.e. for time intervals $\Delta t \lesssim t_{coh}$ during which $\ell$ increases approximately linearly with time. Our adopted coherence time is given by $t_{coh}^{-1} = (t_{MP})^{-1} + (t_{GR})^{-1}$, where $(t_{MP})$ and $(t_{GR})$ are the field star mass precession and Schwarzschild precession time scales for $\omega$ to change by $\pi$ radians, averaged over a thermal distribution in eccentricity, respectively. These quantities are given explicitly by $(t_{GR}) = (1/12)(a/r_\gamma)P(a)$ and $(t_{MP}) = (3/2)(M_\odot/M_* (a))P(a)$ for $\gamma = 2$ (cf. equations 2 and 3).

In Figure 7, we show equation (13) with the black dot-dashed
Figure 7. First-order and second-order diffusion coefficients as function of $\ell \equiv L/L_c$. Left column: based on the $N_{\text{max}} = 50$ simulations, distinguishing between the three codes (initially $a = 2$ Mpc and $\log_{10}(1 - e) = -2.0$, $-2.5$ or $-3.0$). Right column: based on simulations with TPI with $N_{\text{max}} = 100$, 200 and 400 (initially $a = 2$ Mpc and $\log_{10}(1 - e) = -2.5$). Positive (negative) first-order diffusion coefficients are shown in blue (red); second-order diffusion coefficients are shown in black. Minuses, plusses and bullets: quantities obtained from the simulations. Dashed lines: the predicted NRR diffusion coefficient in the limit $\ell \rightarrow 0$, equation (11). Black dot-dashed lines: the second-order incoherent RR prediction, equation (13), with $\beta_s = 1.6 \sqrt{1 - \ell^2}$ (Gürkan & Hopman 2007). The blue dot-dashed lines show an ad hoc relation for the first-order RR coefficient, equation (14). Dotted lines: predictions for $\ell \lesssim \ell_{\text{SB}}$ according to the model presented in §5.4. The vertical black dashed line shows the predicted value of $\ell$ at the SB, equation (1). In each panel the time lags shown are comparable to the coherence time (see text).
lines assuming $\beta_s = 1.6 \sqrt{1 - \ell^2}$, which is the Newtonian result obtained by [Gürkan & Hopman 2007]. For the $N_{\text{max}} = 50$ case, there are some systematic differences between the observed and predicted diffusion coefficients, which are similar in all three codes. The measured values are systematically smaller, and there is also a local minimum in $(\langle \Delta \ell \rangle)^2$ at $\ell \approx 0.8$, which is not predicted. However, as $N_{\text{max}}$ is increased, the local minimum gradually disappears, and the second-order coefficient is increasingly better described by the RR prediction. We can not claim to have a good fit in stellar systems as strong encounters and multi-body effects, which, although not well described by equations like (11), are likewise unaffected by coherence-time arguments and which become increasingly important in stellar systems as $N$ is decreased. We note that the simulations with even larger $N_{\text{max}}$ (cf. §5.4) also show good agreement with theory in this regime.

We remark that the result $\beta_s = 1.6 \sqrt{1 - \ell^2}$ in the high-$L$ regime can be compared to the work of Eilon, Kupi & Alexander (2009) (cf. section 4.3 of the latter paper). Eilon, Kupi & Alexander (2009) determined a value of $\beta_s = 1.05$ averaged over their simulations (cf. their table 1), in which a thermal distribution of eccentricities was assumed. Averaging $\beta_s = 1.6 \sqrt{1 - \ell^2} = 1.6e$ over a thermal eccentricity distribution one finds $\langle \beta_s \rangle \approx 1.07$, which is in excellent agreement with the result of Eilon, Kupi & Alexander (2009).

As noted above, there does not appear to be any discussion in the literature about the expected form of the first-order RR diffusion coefficient. Figure 7 plots the ad hoc expression:

$$\langle \Delta \ell \rangle_{\text{RR}} \approx \ell^{-1} \langle (\Delta \ell)^2 \rangle_{\text{RR}}.$$  (14)

This expression must be very approximate; it is clear that it cannot be valid for $\ell \approx 1$ because the first-order diffusion coefficient is expected (and is observed) to become negative as $\ell \to 1$. Nevertheless, as Figure 7 suggests, it is a reasonable approximation for $\ell_{\text{SB}} \lesssim \ell \ll 1$ (in Figure 7, equation (14) is plotted without modifying the normalization).

Finally, we consider the diffusion coefficients in the third of the three angular-momentum regimes defined in Figure 1, called “anomalous relaxation” (AR) in that figure. Figure 7 suggests that this regime becomes increasingly well-defined in the simulations as $N_{\text{max}}$ increases: a distinct “knee” appears at $\ell \approx \ell_{\text{SB}}$, below which $\langle \Delta \ell \rangle$ and $\langle (\Delta \ell)^2 \rangle$ both drop rapidly toward smaller $\ell$, before flattening off in the NRR regime. We interpret this behavior as a manifestation of the rapid quenching of RR below the knee. Indeed the location of the knee might be taken as an empirical definition of the location of the barrier. (The location of the knee is consistent with the value of $\ell_{\text{SB}}$ as predicted by equation 11, even though the nuclear model in Figure 7 is rather different than the one considered in MAMW11). As shown below, the “knee” becomes even better defined in simulations with still larger values of $N_{\text{max}}$: we will argue that this is due to a greater separation between the AR and NRR regimes.

A mechanism that would drive angular momentum diffusion in the $\ell \lesssim \ell_{\text{SB}}$ region was discussed in MAMW11. Here we note – following the discussion in that paper – that diffusion in this regime is not expected to be well described either in terms of resonant nor non-resonant relaxation. In §5.3 we return to the behavior of diffusion in angular momentum for $\ell \lesssim \ell_{\text{SB}}$ and present a theoretical model for diffusion in this regime.

![Figure 8. Planes of semimajor axis versus dimensionless angular momentum $\ell$ for all 10 realizations of the 19 S-stars in our simulations with TPI. Tracks are shown for two time ranges $t_0$, with $0.8 \, t_0 < t < t_0$. Red (green) tracks apply to orbits that are initially below (above) the SB; dotted grey tracks apply to stars that become captured or unbound during the interval shown. The predicted position of the SB (equation (15)) is indicated by the solid black line.](image)

5 DYNAMICAL EVOLUTION OF THE S-STARS

5.1 Initial conditions

We have demonstrated the validity of the results of TPI in §4 using comparisons to more accurate, but slower, $N$-body codes. Here we proceed with simulations of the S-star cluster in which the number of field particles is larger by a factor of $\sim 10^2$; such simulations are currently not feasible with the other $N$-body codes discussed in §4.

The S-star cluster consists of main-sequence (MS) B-type stars at projected distances $r_p \lesssim 0.08 \approx 32$ pc [Genzel et al. 2003; Eisenhauer et al. 2005; Ghez et al. 2008; Gillessen et al. 2009] from the central SBH, Sgr A* (assuming a distance to the GC of 8.3 kpc, Gillessen et al. 2009). The strong tidal field of the SBH at these radii makes it unlikely that the S-stars formed in situ (Morris 1993), hence various formation scenarios have been proposed in which the S-stars formed elsewhere and migrated to their current locations (see Alexander 2005 and Genzel, Eisenhauer & Gillessen 2010 for reviews). Antonini & Merritt (2013) (hereafter AM13) used Monte-Carlo simulations to show that binary disruption best matches the observed eccentricity distribution of the S-stars. In this process a stel-
lar binary is tidally disrupted by the SBH, unbinding one of the stars from the SBH and leaving the other star in a tight and highly eccentric (0.93 \( \lesssim e \lesssim 0.99 \)) orbit around the SBH (Hills 1988). For the observed semimajor axes of the S-stars the high initial eccentricities predicted by this process imply that some of the S-stars were deposited below the SB (cf. Figure 1 of AM13). The number of stars that were deposited below the SB in this case depends on the assumed distribution of the field stars near the SB. The diffusion processes discussed in §2 and §3 could therefore be important for the dynamical evolution of some of the S-stars in the first few Myr after being deposited in the GC.

In the Monte-Carlo simulations of AM13 the orbital evolution of the S-stars was described using equations of motion derived from an orbit-averaged Hamiltonian, and two-body relaxation effects were not taken into account. Here we do take into account diffusion driven by two-body relaxation using TPI. (As discussed in more detail below, we confirm that the neglect of NRR by those authors was a reasonable approximation, at least as far as the eccentricity distribution is concerned.) We adopted from AM13 a field star number distribution \( N_f(a) = N_{max}(a) a^{3\gamma} \) with \( N_{max} = 4.8 \times 10^5 \), \( a_{max} = 0.2 \) pc and \( \gamma = 2 \); the field star mass was set to \( m_\star = 10 M_\odot \). This distribution is consistent with steady-state models of the GC of a cusp of stellar remnants (Hopman & Alexander 2006). We simulated 19 S-stars, adopting the semimajor axes with \( a < 32.2 \) mpc from the sample of S-stars for which orbital fits were obtained by Gillessen et al. (2009). In our simulations the S-stars were treated as test stars; for each S-star there were 10 random realizations, each with an initial eccentricity sampled from a thermal distribution with \( 0.93 < e < 0.99 \) and a random orientation, consistent with binary disruption. The probability for \( e > e_{SB} \) in this model is \( \approx 0.72 \). The capture radius was set to an approximation of the tidal disruption radius, \( r_{\text{capt}} \approx 2 R(M_\star/m)^{1/3} \), where \( R = 8 R_\odot \) and \( m = 10 M_\odot \). (Antonini, Lombardi & Merritt 2011). We included only 1PN terms in the simulations and therefore we assumed a non-spinning SBH. The integration time was constrained by computational limitations and was set to 20 Myr.

In these simulations, equation (1) predicts:

\[
\ell_{SB}(a) = \frac{r_\gamma M_\star}{a} M_\star(a) \sqrt{N_f(a)}
\]

\[
= \ell_{SB,10} \left( \frac{a}{10 \text{ mpc}} \right)^{-3/2},
\]

\[
\ell_{SB,10} \approx 0.49.
\]

5.2 Orbital evolution

We show in Figure 8 the \((a, 1 - e)\)-plane for all 10 realizations of the 19 S-stars in our simulations for \( t < 10 \) Myr. Tracks are shown for two times \( t_0 \) in the simulations. Red (gray) tracks apply to orbits that are initially below (above) the SB; dotted grey tracks apply to stars that become captured or unbound during the interval shown (cf. §§2, 3). A fraction \( \sim 0.72 \) of the stars start below the SB (red solid line in Figure 8). The orbits of the majority of these rapidly diffuse to larger semimajor axis and/or smaller eccentricity; by 10 Myr, most of them have evolved to locations above the SB. The orbits that are initially above the SB, on the other hand, tend to remain in this region. Note that some penetration to regions below the SB does occur, however, and that some stars remain below the SB even after 10 Myr. In what follows, we discuss this evolution in more detail.

Figure 10. The cumulative eccentricity distribution of all realizations of the S-stars in our simulations at various times between \( t \approx 0 \) and 10 Myr, assuming burst formation. The initial and final distributions are shown with black solid lines. Intermediate times are shown with black dashed lines; the thickness increases with time. The blue solid line shows the observed distribution of the S-stars (Gillessen et al. 2009). The red dotted line shows a thermal distribution \( N(e) = e^2 \).

In Figure 9 we show the eccentricity evolution for six realizations of S-stars in the simulations with initial eccentricity \( e_0 > e_{SB} \). By 10 Myr these orbits have diffused to locations above the SB. At several instances the orbit, after having diffused to \( e < e_{SB} \), becomes more eccentric again and reaches \( e \approx e_{SB} \). The orbit is then “reflected,” however, to lower eccentricity. This behaviour is consistent with that seen in the \( N \)-body simulations of MAMW11.

It is significant that the relation proposed by MAMW11 for the location of the SB, and which is plotted as the red dashed line in Figure 9, appears to predict remarkably well the value of the eccentricity at which RR “turns on” in these simulations. This, in spite of the fact that the number of stars in the new simulations is a factor \( \sim 10^2 \) higher than in those of MAMW11. We interpret this success as confirming, to a greater degree than was possible in MAMW11, the general validity of the relation (1).

We show in Figure 10 the evolution of the cumulative eccentricity distribution for all realizations of the S-stars in our simulations. This distribution evolves rapidly from a near \( \delta \)-function at \( e \sim 1 \) that reflects the initial conditions, to a much more uniform distribution. The distribution does not appear to converge to a “thermal” form, \( N(e) = e^2 \), but on average remains more eccentric. Interestingly, the distribution appears to converge to a form that is closer to the observed, “super-thermal” distribution of the S-stars (Gillessen et al. 2009), shown in Figure 10 with the blue solid line.

To investigate this apparent correspondence with observations more quantitatively, we fitted the cumulative eccentricity distribution in our simulations to a power law, \( N(e) = e^p \), and we show the time evolution of \( p \) in Figure 11 with solid and dashed black lines. There is an initial rapid decrease of \( p \) from \( \sim 22 \) to \( \sim 7 \) over the course of \( \sim 1 \) Myr. The subsequent evolution is slower, with \( p \) decreasing to \( \sim 3 \) after 4 Myr. The form of \( p(t) \) for \( 1 \lesssim t/\text{Myr} \lesssim 7 \) is well-fitted by a decaying exponential function, \( p(t) = c_0 + c_1 \exp(-c_2 t) \); we find best-fit values \( c_0 \approx 2.11, c_1 \approx 6.27 \) and \( c_2 \approx 0.34 \text{ Myr}^{-1} \) (the fitted curve is shown with the blue dashed line in Figure 11). After \( \sim 7 \) Myr, the detailed evolution of \( p(t) \) deviates slightly from a decaying exponential func-
tion. The overall evolution is still consistent with a decaying exponential, however. Interestingly, in our simulations $p(t)$ appears to oscillate roughly between $p \approx 2$, consistent with a thermal distribution, and $p \approx 2.6$, consistent with observations ($p_{\text{obs}} = 2.6 \pm 0.9$ Gillessen et al. 2009).

In the results presented above it was assumed that all 19 S-stars are deposited in the GC in a single burst at $t = 0$. We used these results as a template to estimate the evolution of $p(t)$ in the case of continuous formation of S-stars. The details are presented in Appendix C. The effect of continuous formation is to slow the evolution of $p$ as function of time. We find that in the case of continuous formation the time for $p$ to decrease to $p = 2.6$ is increased by a factor of $\sim 3.6$ from $\sim 7$ Myr to $\sim 25$ Myr. We discuss implications of the evolution of the eccentricity distribution in §4.

5.3 Tidally disrupted and ejected stars

We show in the top panel of Figure 13 the cumulative fraction of S-stars that are tidally disrupted, i.e. the stars that at some time in the simulation approach the SBH within the assumed tidal disruption radius $r_{\text{capt}} = 2R(M_*/m_*)^{1/3}$ with $R = 8 R_\odot$ and $m_\odot = 10 M_\odot$. The majority of disruptions occurs at $t < 10$ Myr: initially the orbits are highly eccentric, making stars susceptible to disruption. As the eccentricity decreases and the orbits reach the SB the probability for capture decreases. This is borne out by the bottom panel of Figure 13 in which we show orbital tracks in the $(a, \ell)$-plane prior to disruption. Most of the orbits are close to the disruption boundary prior to disruption and most of the latter orbits are below the SB. We note that the eccentricity oscillations described in §3 potentially enhance disruptions because during the oscillations the eccentricity can reach a higher value than the mean eccentricity. Only few (2 out of 19) disruptions occur above the SB and with relatively high angular momentum ($\ell > 10^{-1}$), in which case a strong two-body encounter is required to produce the required small pericenter distance (i.e. an interaction typically associated with the full loss-cone). The cumulative fraction of disrupted stars is $\sim 0.10$ after 20 Myr, which is an order of magnitude larger than the fraction of $\lesssim 0.01$ found by AM13. This may suggest that NRR, which was not taken into account in the calculations of AM13, is important for determining the rate of tidal disruptions.

Furthermore we show in the top panel of Figure 13 the cumulative fraction of S-stars that become unbound from the SBH (i.e. stars with orbital energy $E > 0$). Unlike the fraction of tidally disrupted stars, the fraction of unbound stars continues to increase steadily after $t \approx 10$ Myr. This likely reflects the property that strong two-body encounters leading to ejection can in principle occur at any eccentricity and semimajor axis, whereas two-body encounters leading to tidal disruption are more likely if the eccentricity is high, in which case a small perturbation to the orbit is required for disruption. After 20 Myr the cumulative fraction of unbound stars is $\approx 0.14$. The distribution of the escape velocity $v_{\text{esc}} = \sqrt{2E}$ from the SBH (not taking into account deceleration
The evolution of the slope $p$ with time for all realizations of the S-stars in our simulations (black solid line), in the case of formation in a burst. We exclude four S-stars, for which the computation had not advanced to 20 Myr by the time of writing. The uncertainty in $p$ is indicated with black dashed lines. The blue dashed line shows a least-squares fit of the form $p(t) = c_0 + c_1 \exp(-c_2 t)$; we exclude data for $t < 1.01$ Myr. The green solid and dashed lines indicate the observed value $p_{\text{obs}} = 2.6 \pm 0.9$ (Gillessen et al. 2009). The red dashed line shows $p = 2$ (thermal distribution).

Figure 12. Top: the cumulative fraction of tidally disrupted S-stars (for all 10 realizations) as function of time. Bottom: orbital tracks prior to disruption. The orbital elements prior to the disruption event (determined at apocenter) are shown with bullets; in addition, tracks of 10 orbital periods prior to disruption are shown. The black solid line shows the SB according to equation (15).

5.4 Diffusion coefficients

Diffusion coefficients in the S-star simulations were computed using the same technique as in §4.3. In addition to binning the data with respect to the initial value of $\ell$ and the time lag $\tau$, here data was also binned with respect to semimajor axis. We show in Figure 13 the resulting first-order and second-order diffusion coefficients for all realizations of the S-stars in our simulations for six ranges of the semimajor axis. As in Figure 7 the time lags shown in Figure 14 are chosen such that the coherence time lies within the time lag bin. We note that by setting the time lag to values that are substantially longer, the diffusion coefficient plots tend to change in appearance. This is illustrated and explained in Appendix D.

In the regime $\ell \gg \ell_{\text{SB}}$ the second-order diffusion coefficients from our simulations are consistent with the RR prediction, equation (13), with $\beta_s = 1.6 \sqrt{1 - \ell^2}$ (Gürkan & Hopman 2007). As noted in §4.3 this agreement is increasingly good with increasing $N_{\text{max}}$, a trend that continues here. Furthermore, the “knee” feature of the diffusion coefficients near $\ell \approx \ell_{\text{SB}}$, which was observed in §4.3 as $N_{\text{max}}$ was increased, is also clearly present in Figure 14.

As noted above, the form of the diffusion coefficients in the $\ell \lesssim \ell_{\text{SB}}$ regime (“anomalous relaxation,” AR) is not well understood theoretically. The rather abrupt decrease in the measured diffusion coefficients as $\ell$ decreases past $\sim \ell_{\text{SB}}$ is expected, at least qualitatively, since the SB is defined as the value of $\ell$ for which the rapid GR precession quenches the effects of the $\sqrt{N}$ torques. We find from our simulations that the dependence of the diffusion times:

$$T_n \equiv \left| \frac{\langle \Delta \ell^n \rangle}{\ell^n} \right|^{-1}, \quad n = \{1, 2\},$$

on $\ell$ in this regime is often well fit by a relation of the form

$$T_{1,2}(a, \ell) = \text{constant}(a) \times \ell^{-2}, \quad \ell \lesssim \ell_{\text{SB}}.$$

(16)
Figure 14. First-order and second-order diffusion coefficients as function of $\ell \equiv L/L_c$ obtained from the S-star simulations. Positive (negative) first-order diffusion coefficients are shown in blue (red); second-order diffusion coefficients are shown in black. Minuses, plusses and bullets: quantities obtained from the simulations. Dashed lines: the predicted NRR diffusion coefficient in the limit $\ell \to 0$, equation (11). Black dot-dashed lines: the second-order incoherent RR prediction, equation (13), with $\beta_s = 1.6 \sqrt{1 - \ell^2}$ (Gürkan & Hopman 2007). The blue dot-dashed lines show an ad hoc relation for the first-order RR coefficient, equation (14). Dotted lines: predictions according to the model presented in §5.4; we have set $C_{AD} = 0.5$ and $C_1 = C_2 = 2.6$. The vertical black dashed line shows the predicted value of $\ell$ at the SB, equation (15). In each panel the time lags shown are comparable to the coherence time (see text). The triangles indicate the quantities $\ell_{a,n}$ and $\ell_{b,n} > \ell_{a,n}$ (cf. equation (23)); blue: $n = 1$; black: $n = 2$. 
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This is the dependence that was assumed in making the lower panel of Figure 1.

In fact, an $\ell^{-2}$ dependence below the barrier is predicted by the simple Hamiltonian model described in Section VB of MAMW11, in which a random walk in $\ell$ results from assuming sudden, random changes in the direction of the $\sqrt{N}$ torquing potential each $\sim t_{coh}$. We briefly summarize here the results of an analytic calculation based on that model (Merritt, D. 2013, unpublished).

In the small-$\ell$ limit, the averaged Hamiltonian of Merritt et al. (2011) predicts, for times $\Delta t \lesssim t_{coh}$,

$$\ell^{-1}(\omega) = \frac{1}{2\ell_1\ell_2} [(\ell_2 - \ell_1) \sin(\omega) + (\ell_1 + \ell_2)] \quad (18a)$$

$$= A_D [\sin(\omega) + h]. \quad (18b)$$

Here, $\{\ell_1, \ell_2\}$ are the extreme values of $\ell$ during a GR precession cycle, $\ell_{av} = (1/2)(\ell_1 + \ell_2)$, and $h = -H/A_D = (\ell_1^2 + \ell_2^2)/(2A_D)$ is a normalized, averaged (secular) Hamiltonian $H$. (We have set sin $i = \pi/2$ in Eq. (41) of Merritt et al. (2011), i.e., the torquing potential is assumed to be aligned with the $x$ axis.) Equation (18) describes changes in $\ell$ due to the $\sqrt{N}$ torques as the orbit precesses, at a (slightly) non-constant rate, due to GR. As noted above, the amplitude of the $\ell-$ oscillations in this regime scales as $\sim \ell_{av}^2$. These oscillations, by themselves, do not imply any directed evolution in $\ell_{av}$. But if the direction of the torquing potential is suddenly changed, after a time $\sim t_{coh}$, the orbit will have been given a new value of $h$ and correspondingly different values of $\ell_1$ and $\ell_2$. Assuming that the changes in the direction of the torquing potential each $t_{coh}$ are random, one finds for the first- and second-order diffusion coefficients $h$ of this model:

$$\langle \Delta h \rangle \approx \frac{1}{t_{coh} A_D^2} \frac{1}{\ell_{av}} \quad (19a)$$

$$\langle \Delta h \rangle^2 \approx \frac{1}{t_{coh} A_D^2} \frac{1}{\ell_{av}}. \quad (19b)$$

The corresponding time scales are:

$$\left| \frac{\langle \Delta h \rangle}{h} \right|^{-1} \approx \left| \frac{\langle \Delta h \rangle^2}{h^2} \right|^{-1} \approx h^2 t_{coh} \approx A_D^2 t_{av}^2, \quad (20)$$

consistent with the $\sim \ell^{-2}$ dependence observed in the simulations.

Accordingly, we present the following functional forms for the diffusion coefficients in the AR regime:

$$\langle \Delta \ell \rangle \approx \frac{C_1}{\tau} \ell^3; \quad (21a)$$

$$\langle (\Delta \ell) \rangle^2 \approx \frac{C_2}{\tau} \ell^4, \quad (21b)$$

with $\tau = t_{coh}/A_D^2$. Furthermore, if the simple model presented above is valid, we expect $C_1 \approx C_2 \approx O(10^6)$.

The quantities in equation (21) depend on the parameter $A_D$ and the latter contains the fit parameter $C_{AR}$ (cf. equation 9). We used the same technique based on the amplitude of the eccentricity oscillations as in §4.1-2 to determine this parameter for the S-star simulations; the results are shown in Figure 15. Based on this result we adopt $C_{AR} = 0.5$ and we plot the predicted diffusion coefficients, equation (21), in Figure 13 with the dotted lines. We find best agreement with the data for $C_1 \approx C_2 \approx 2.6$. For reference we have also included these predictions for the simulations that were discussed in §4 in Figure 4.

Based on the results presented in Figure 13 we can approximate the first and second-order diffusion coefficients as piecewise-
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**Figure 15.** Amplitude of eccentricity oscillations for the S-star simulations, binned in the mean value of $a$ and $\ell$ as a function of $\ell$, and averaged over all orientations $\alpha$. The best-fit curve is shown with the black dashed line; the fitted value of $C_{AR}$ is shown in the top left.

continuous functions of $\ell$:

$$\langle (\Delta \ell) \rangle^n \approx \begin{cases} \langle (\Delta \ell) \rangle^0_{\text{NRR}}(\ell), & \ell < \ell_{a,n}; \\
\langle (\Delta \ell) \rangle^0_{\text{AR}}(\ell), & \ell_{a,n} \leq \ell \leq \ell_{b,n}; \\
\langle (\Delta \ell) \rangle^0_{\text{RR}}(\ell), & \ell > \ell_{b,n}. \end{cases} \quad (22)$$

Here $\langle (\Delta \ell) \rangle^n_{\text{NRR}}, \langle (\Delta \ell) \rangle^n_{\text{AR}}, \langle (\Delta \ell) \rangle^n_{\text{RR}}$ and $\langle (\Delta \ell) \rangle^n_{\text{RR}}$ are given explicitly by equations (11), (21), (14) and (13), respectively (in the latter equation we adopt $\beta = \alpha_0, \sqrt{1 - \ell^2}$ with $\alpha_0 = 1.6$). We emphasize that equation (14) is ad hoc and theoretically not well motivated, as discussed in §4.1. Moreover, it fails to describe the simulations for $\ell \gg \ell_0, 1$. In §4.3 we present a modified (but still not theoretically motivated) analytic prescription for $\langle (\Delta \ell) \rangle^n_{\text{NRR}}$ that better describes the data for $\ell \gg \ell_0, 1$.

The quantities $\ell_{a,n}$ and $\ell_{b,n}$ are defined such that $\langle (\Delta \ell) \rangle^n_{\text{AR}}(\ell)$ is a continuous function of $\ell$. From equations (11), (21), (14) and (13) it follows that:

$$\ell_{a,n} = \left[ \frac{n \log(\Lambda)}{C_{\text{NRR}}(\gamma)} C_n C_D^2 \right. \frac{r_g}{a} \frac{t_{coh}(a)}{P(a)} \left.]^{1/4}; \quad (23a)$$

$$\ell_{b,n} = \frac{1}{\sqrt{2}} \left[ C_{b,n} + \left( C_{b,n}^2 + 4 C_{b,n} \right)^{1/2} \right]^{1/2}; \quad (23b)$$

$$C_{b,n} \equiv \frac{4 \alpha_0^2}{C_n C_D^2} \frac{r_g}{a} \frac{t_{coh}(a)}{P(a)}^2. \quad (23c)$$

We note that in the nuclear models considered here, $C_{b,n} \ll 1$, hence $\ell_{b,n} \approx C_{b,n}^{1/4}$. In Figure 14 $\ell_{a,n}$ and $\ell_{b,n}$ are indicated with the two blue (black) triangles for $n = 1 (n = 2)$. We also note that if $C_1 = C_2$, which we observe is approximately the case in our simulations, then $\ell_{a,2} = \ell_{a,1}^2, \ell_{b,1} = \ell_{b,2}$.

Using equation (22) it is possible to estimate the time $\Delta t(\ell_1 \rightarrow \ell_2)$ to diffuse in angular momentum for any specified interval in $\ell$. We are most interested here in the time $\Delta t(\ell_0 \rightarrow \ell_{SB})$ to diffuse from an initial value $\ell_0 < \ell_{SB}$ to $\ell_{SB}$. Assuming – as is appropriate for these nuclear models – that the diffusion time is
Figure 16. The times $\Delta t(0 \to \ell_{SB})$ required to diffuse from the initial angular momentum $\ell_0$ to the SB if $\ell_0 < \ell_{SB}$. Crosses with error bars show diffusion times obtained from the S-star simulations. Horizontal error bars show the standard deviation of the values of $\alpha$ from $\ell = 0$ until reaching the SB for the first time for all realizations of the S-stars with $\ell_0 < \ell_{SB}$. Vertical error bars show the median absolute value of the diffusion times based on the latter realizations. Blue bullets show the predicted times computed from equation (24), where the mean semimajor axis from the simulations at $\ell = \ell_{SB}$ was used.

5.5 A new criterion for the location of the barrier

In MAMW11, the SB was first observed as a locus in the log $\alpha$ vs. log$(1 - e)$ plane where the $N$-body trajectories “bounced” in the course of their RR-driven random walk in $L$. Equation (13), which was derived from a simple timescale argument, was found to reproduce the “bounce” location $\ell_{SB}(a)$ with acceptable accuracy in those simulations.

The location of the barrier in the MAMW11 simulations was determined by eye from the log $\alpha$ vs. log$(1 - e)$ plane. Figures 11 and 14 from this paper suggest a new, more robust criterion for $\ell_{SB}(a)$ in terms of the diffusion time scales or diffusion coefficients.

Under the influence of RR, the diffusion coefficient in $\ell$, $((\Delta\ell)^2)$, first increases toward smaller $\ell$, then sharply drops when $\ell$ is small enough that GR precession suppresses the effects of the torques. A natural definition for the angular momentum associated with the barrier at radius $a$ is the value $\ell = \ell_p(a)$ at which $((\Delta\ell)^2)$ peaks.

We can implement this criterion in two ways: using our analytic expressions for $((\Delta\ell)^2)$, or using the numerically-computed diffusion coefficients. To the extent that the analytic expressions correctly predict the numerical results, the two approaches should yield similar answers.

The analytic expressions for $((\Delta\ell)^2)$, equations (13) and (21), imply a maximum at $\ell = \ell_{b,2}(a)$, the latter given by equation (23). From that expression, the dependence of $\ell_{b,2}$ on $C_{b,2}$ in the limits of large- and small $a$ is easily shown to be

$$\ell_{b,2} \rightarrow C_{b,2}^{1/4}, \quad a \rightarrow \infty (C_{b,2} < 1)$$

$$\rightarrow 1 - \frac{2}{C_{b,2}}, \quad a \rightarrow 0 (C_{b,2} > 1).$$

In the models considered here, $C_{b,2} < 1$ at the radii of interest. Equation (23) implies

$$\ell_{b,2}^2(a) \approx \frac{2\alpha_\ell}{\sqrt{C_2 C_{\ell D}}} \left( \frac{r_a}{a} \right) \left[ \frac{t_{coh}}{P(a)} \right].$$

Unlike equation (1), the new expression (26) for the barrier location depends explicitly on the coherence time; in fact, $\ell_{b,2}$ is roughly the angular momentum for which the GR precession time equals $t_{coh}$.

We can also estimate $\ell_p(a)$ directly from the numerically-computed diffusion coefficients. Since the numerical data are noisy, we fit smoothing splines to the measured $(X, Y)$ values in Figure 14 where $X = \log \ell$ and $Y = \log ((\Delta\ell)^2)$. The optimal choice of smoothing parameter for each data set was determined via the standard technique of generalized cross validation (Wahba 1990). An estimate of the uncertainty associated with the location of the peak at each $a$ was then made via the bootstrap, by resampling at random from the measured points and repeating the spline fits, recalcultating the smoothing parameter with each new bootstrap sample.

Figure 17 shows the results, for data having $7 \lesssim a/{\text{mpc}} \lesssim 20$. Values of $\ell_p$ derived from data both at large and small $a$ are problematic: the former because the data are noisy, the latter because there tends not to be a well-defined maximum. Excluding the two data points at largest and smallest $a$ in Figure 17 results in a set of points that define a good power law; least-squares fit of a straight
line to this subset of the data yields
\[ \ell_p(a) = \ell_{p,10} \left( \frac{a}{10 \text{ mpc}} \right)^{\beta}, \]
\[ \ell_{p,10} = 0.51 \pm 0.016, \]
\[ \beta = -1.43 \pm 0.086. \] (27)

This relation is statistically indistinguishable from equation (15), the “Schwarzschild barrier” as defined in MAMW11. Interestingly, that relation is a better fit to the points than \( \ell_{b,2}(a) \), which is also plotted in Figure 17 The departure of the measured peak-values from the analytic prediction can be understood by referring to Figure 14 which shows that for \( a \lesssim 10 \text{ mpc} \), the peak of the measured diffusion coefficients occurs increasingly at \( \ell > \ell_{b,2} \).

The good agreement which we find between the barrier location as defined in MAMW11, and by our new criterion based on the diffusion coefficient, may be partly fortuitous. Nevertheless the agreement is encouraging, since it suggests that the “barrier” that was identified in MAMW11, based on the short-term behavior of orbits, can be recovered in a robust and quantitative way from simulations. It is also interesting to note that a single relation appears to define the barrier location both in these simulations and those of MAMW11, verifying that equation (1) holds true in systems with very different particle numbers and particle masses. At the same time, given the uncertainties in the numerical coefficients, we do not feel confident that we have necessarily ruled out our alternate expression (26) for the barrier location and we suggest that future work should compare both that expression and the one given in MAMW11 with the results of numerical simulations.

6 STEADY-STATE DISTRIBUTION

In a nucleus where evolution in angular momentum was dominated by NRR, the steady-state phase-space density would be isotropic, \( f = f(E) \), and the eccentricity distribution at any energy would be \( dN/de = 2e \), a “thermal” distribution. The steady-state eccentricity distribution under the influence of RR has not been well established. The semi-empirical model of Madigan, Hopman & Levin (2011) predicts an eccentricity distribution that is bimodal with peaks at both low (\( \sim 0.2 \)) and high (\( \sim 0.9 \)) eccentricities at small semimajor axes. Our \( N \)-body simulations include the effects of both NRR and RR on the orbital angular momenta, and relativistic corrections to the equations of motion are also taken into account (the latter were not included by MHL11). Using the diffusion coefficients that we obtained in §5.4 it is therefore possible to investigate, for the first time, the expected steady-state distribution in angular momentum near a SBH under the joint influence of RR, NRR and general relativity.

Let \( N(E, R, t) dR dE \) be the number of stars at time \( t \) in angular momentum interval \( dR \), where \( R = L^2/L^2(E) \approx 1 - e^2 \approx \ell^2 \), and energy interval \( dE \). The orbit-averaged Fokker-Planck equation is (Merritt 2013, 5.5.1):

\[
\frac{\partial N(E, R, t)}{\partial t} = -\frac{\partial}{\partial R} \left[ N(E, R, t) \langle \Delta R \rangle \right] + \frac{1}{2} \frac{\partial^2}{\partial R^2} \left[ N(E, R, t) \langle (\Delta R)^2 \rangle \right].
\]  (28)

Here \( \langle \Delta R \rangle = \langle \Delta R \rangle(E, R) \) and \( \langle (\Delta R)^2 \rangle = \langle (\Delta R)^2 \rangle(E, R) \) are the first- and second-order, orbit-averaged diffusion coefficients in \( R \); of course, the diffusion coefficients that we extract numerically from the \( N \)-body integrations are also orbit-averaged. Our motivation for expressing the Fokker-Planck equation in terms of the variable \( R \), rather than \( \ell \) or \( t \), is that the first-order NRR diffusion coefficient in the limit \( \ell \to 0 \) diverges as \( 1/\ell \) (cf. equation (11)), whereas this divergence in the equivalent limit \( R \to 0 \) does not occur if expressed in terms of \( R \). The diffusion coefficients in \( R \) can be related, without approximation, to diffusion coefficients in \( \ell \), i.e. \( \langle \Delta \ell \rangle \) and \( \langle (\Delta \ell)^2 \rangle \) (Merritt 2013, eq. 5.167).

Before proceeding, we note the following caveats.

(1) We are finding the steady-state distribution of a set of test stars as they respond dynamically to a specified field-star distribution. In reality, the distribution of field stars would also evolve toward a steady state, both with respect to angular momentum (on the RR time scale) and energy (on the longer NRR time scale). It is often argued (e.g. Cohn & Kulsrud 1978) that calculating diffusion coefficients from a non-self-consistent \( L \)-distribution is an adequate approximation, and in fact this was done in almost all studies prior to ours, including that of MHL11.

(2) Orbit averaging is a way of removing the short time scale (the radial orbital period) from the problem, by assuming that integrals like \( L \) are fixed over this time scale. In the Newtonian problem, angular momentum is conserved (in a spherical cluster) in the absence of gravitational encounters. In the problem we are solving, there is a second short time scale when \( \ell \lesssim \ell_{SB} \): the time for GR precession. As noted above, \( L \) is not precisely conserved over a GR precessional cycle: it oscillates in response to the (nearly) fixed torques from the field stars. One way to deal with this additional short time scale would be to express the Fokker-Planck equation in terms of a new quantity that is conserved during the precession; for instance, the “secular Hamiltonian” mentioned in §5.4. Instead, when applying the Fokker-Planck equation to the \( \ell \lesssim \ell_{SB} \) regime, we interpret \( \ell \) as \( \ell_{av} \), its average value over a GR precessional cycle. This interpretation is fully consistent with the manner in which the diffusion coefficients were extracted from the simulations. Furthermore, as noted in §5.4 the “secular Hamiltonian” is essentially \( \ell_{av} \).
(3) The Fokker-Planck equation assumes that the diffusion coefficients of third and higher order are negligible. In the case of diffusion driven by NRR, this approximation can be justified for intermediate and long-time scales as compared to the relaxation time scale (e.g. Spitzer 1987); at short time scales this is likely not the case (Bar-Or, Kuni & Alexander 2013). We are not aware of a justification of the neglect of higher-order diffusion coefficients in the case of RR and AR. In fact, extraction of the angular momentum transition probabilities from N-body simulations (D. Merritt, unpublished) reveals that the probability distributions are often extremely skewed near the SB, implying non-negligible third-order coefficients. The skewness is related to the “bounce” phenomenon near the SB, and by neglecting it in what follows, our results for the steady-state solutions are likely to have systematic errors near the SB.

(4) We are assuming either zero or constant flux C of orbits in the L-direction (cf. equation (29)). This assumption cannot be strictly correct because C must be zero at L = L_c, the angular momentum of a circular orbit, whereas it is nonzero near the loss cone L_{bc}. In reality there must therefore also be a flux in the energy direction which supplies the loss of stars near the loss cone. In order to relax our assumption of constant flux it would be necessary to solve the 2D Fokker-Planck equation for f(E, L), which is beyond the scope of the current paper. We expect, however, that the functional dependence of the steady-state solution on L is not strongly affected by assuming a constant flux in the L-direction.

(5) As inner boundary condition, we set f = 0 for orbits that satisfy the capture criterion that was defined in §5.1. In some contexts, a more appropriate condition would be to set f = 0 at the smaller L corresponding to orbits that intersect the sphere for capture of compact remnants; or at the larger L for which the angular momentum diffusion time equals the time for gravitational-wave energy loss (cf. Figure 1). Our inner boundary condition is only strictly correct for test stars that have zero mass and radius, and this choice will affect both the steady-state solutions and the implied flux.

With these caveats in mind, we return to equation (28) and set \( \partial N/\partial t = 0 \). The result is:

\[
-N(R) (\Delta R) + \frac{1}{2} \frac{\partial}{\partial R} \left( N(R) (\Delta R)^2 \right) = C. \tag{29}
\]

Here C is an “angular momentum flux”. The dependence of both N and C on E (i.e. a) is understood. Equation (29) has two types of solutions: those with C = 0 (homogeneous; zero flux) and those with C ≠ 0 (inhomogeneous; constant flux). Exact solutions exist for both cases and are derived in Appendix E.1 These solutions require knowledge of the diffusion coefficients at arbitrary values of the angular momentum.

### 6.1 Analytic solutions

In equations (22)-(23) we presented approximate analytic expressions for the diffusion coefficients. The second-order coefficients from our N-body simulations are well described in terms of equation (22), as was demonstrated in Figure 14. In the case of the first-order coefficients the agreement of equation (22) with the data is good for \( \ell \lesssim \ell_{b,1} \). For \( \ell \gg \ell_{b,1} \), however, this agreement is poor: \( (\Delta \ell) \) is expected and observed to be negative at \( \ell \approx 1 \); the latter feature is not described by equation (22). In Figure 14 the value of \( \ell \) for which \( (\Delta \ell) \) becomes negative, \( \ell_c \), is weakly dependent on semimajor axis. In addition, the results in Figure 7 suggest that \( \ell_c \) also only weakly depends on \( N_{\text{max}} \). We therefore assume that \( \ell_c \) is constant for our present purposes, and adopt the value \( \ell_c \approx 0.7 \). Furthermore, we adopt \( C_1 = C_2 = 2.6 \), hence \( \ell_{a,2} = 2^{1/4} \ell_{b,1} \) and \( \ell_{b,1} = \ell_{b,2} \) (cf. equation (23)).

To take into account the sign change of \( (\Delta \ell) \) at \( \ell \approx \ell_c \) observed in our N-body simulations, we make the following two changes to equation (14) (1) Instead of letting \( (\Delta \ell) \rightarrow 0 \) as \( \ell \rightarrow 1 \), we let \( (\Delta \ell) \rightarrow 0 \) as \( \ell \rightarrow \ell_c \). As \( \ell \) increases to \( \ell > \ell_c \), then \( (\Delta \ell) \rightarrow 0 < 0 \). (2) We multiply the resulting expression by a constant factor to ensure that \( (\Delta \ell) \) is continuous at \( \ell = \ell_{b,1} \). The explicit form of \( (\Delta \ell) \) in the range \( \ell_{b,1} < \ell < 1 \) is included in Appendix E.2. For completeness, we have also included there explicit expressions of the diffusion coefficients in \( \ell \) in the other regimes, based on equation (22).

In the top panel of Figure 18 we show the analytic functions for the diffusion coefficients described in Appendix E.2 and we compare these to the coefficients obtained from the S-star simulations (cf. §§5.4, for a single semimajor axis bin. The analytic relations capture the basic features of the coefficients obtained from the simulations. The boundary values given by equation (23) have been indicated in all of the panels of Figure 18. The quantity \( R_{\text{loss}} \) is the value of R that corresponds to disruption of the star by the SBH; \( R_{\text{loss}}(a) = r_{\text{capt}}(a)/(2-r_{\text{capt}}(a)) \). In the simulations \( r_{\text{capt}} = (R/M_*m)^{1/3} \approx 3 \times 10^{-2} \text{mpc} \) with \( R = 8R_\odot \) and \( m = 10M_\odot \), giving \( R_{\text{loss}} = O(10^{-2}) \) for the semimajor axes of interest.

In the second panel of Figure 18 we show the analytic coefficients transformed to \( R \) (cf. equation (23)). We note that we defined \( R_1 \) as the value of \( R \) for which \( (\Delta \ell) \) changes sign from positive to negative values. In general, the latter is different from the value of \( R \) for which \( (\Delta R) \) changes sign from positive to negative values, as illustrated in the first and second panels of Figure 18.

In the third panel of Figure 18 we show the analytic solution of equation (29) assuming \( C = 0 \), computed from equation (25) (black dashed line). The latter solution is given explicitly in Appendix E.3. For verification of the analytical results we also include results from numerical integrations using the analytic diffusion coefficients (black solid line). The eccentricity distribution \( N(e) \) that follows from the solution \( N(R) \) is shown in the fourth panel of Figure 18. In this figure and those that follow in this section, all probability density functions are normalized to unit total number.

We note the following features in the analytic solutions based on our analytic approximations of the diffusion coefficients obtained from the N-body simulations:

(i) For \( R_{\text{loss}} < R < R_{a,1} \), \( N(R) \) increases logarithmically with \( R \), i.e. \( N(R) \propto \log(R/R_{\text{loss}}) \). This is the well-known NRR “empty loss cone” result (Cohn & Kalsrud 1978) and reflects our assumed form of the diffusion coefficients in this regime. For \( R_{a,1} < R < R_{b,2} \) the trend of increasing \( N(R) \) continues, although the dependence on \( R \) is no longer strictly logarithmic.

(ii) For \( R_{a,2} < R < R_{b,1} \), \( N(R) \) decreases with \( R \). Approximately, \( N \propto R^{-2} \) for \( R < R_{b,1} \), independent of \( C_1 \) or \( C_2 \) if \( C_1 = C_2 \) (cf. Appendix E.3).

(iii) For \( R_{b,1} < R \), \( N(R) \) once again increases with \( R \). As \( R \) increases to \( R > R_c \), \( N(R) \) drops. The latter reflects the rapid drop of \( (\Delta R)^2 \) as \( R \rightarrow 1 \), which can be interpreted as arising from the strongly reduced efficiency of RR as \( R \rightarrow 1 \).

The above features imply that there are two local maxima and three local minima in \( N(R) \) (and, similarly, in the eccentricity distribution \( N(e) \): two maxima at \( R_{a,2} \) and near \( R_c \), and three minima at \( R_{\text{loss}}, R_{b,1} \) and \( R = 1 \). The local minimum at \( R_{b,1} \) is near the “knee” feature that was observed in the diffusion coefficients.
Figure 18. Analytic solutions of the steady-state distributions in $R$ and $e$. Top panel: bullets, minuses and plusses show the diffusion coefficients in $\ell$ obtained from the S-star simulations (cf. §5.4). The continuous lines show our adopted analytic model, which is described explicitly in Appendix E2. Here we set $\alpha$ equal to the mean of the semimajor axis bin from the simulations. Second-order quantities are shown in black; positive (negative) first-order quantities are shown in blue (red). Various boundaries in terms of $\ell$ (and in terms of $R \equiv \ell^2$ and $e = \sqrt{1 - \ell^2}$ in the other panels) are indicated with vertical lines (cf. equation (E8)). Second panel: the analytic coefficients transformed to $R$ using equation (E8). Third panel: the solution to equation (29) in terms of $R$. Thick dashed lines: analytic expressions, given in Appendix E3 solid lines: numerical solutions. Fourth panel: the corresponding solutions in terms of $e$. The black dotted line shows a thermal distribution.

and, furthermore, $R_{\text{a,1}}$ is comparable to $R_{\text{SB}}$. This suggests that the SB can be associated with a deficit of orbits in the steady-state angular momentum distribution.

An interesting feature of the steady-state solution $N(R)$ is a local maximum in $N$ at $R < R_{\text{SB}}$. We suggest that this can be explained by the inefficiency of AR, which is the dominant form of relaxation in the angular-momentum regime $R_{\text{a,2}} < R < R_{\text{a,1}}$.

If we imagine that the region below the SB was initially unpopulated, stars would diffuse to $R < R_{\text{SB}}$ at some rate determined by $\langle (\Delta R)^2 \rangle_{\text{SB}}$. Once “below the barrier,” stars would experience diffusion at much lower rates, causing them to “pile up” until reaching a high enough density that the fluxes in the AR and RR regions are equalized. Apparently, achieving this equality can result in higher values of $N$ below the SB than above — a non-intuitive result given the difficulty of crossing the SB from above. At even lower $R$, $N$ drops again because of losses to the SBH.

In the next section we show that, although still clearly present, the increase in the value of $N$ below the SB is probably less extreme than suggested by these analytic solutions.

Figure 19. Numerical solutions of the steady-state distributions in $R$ and $e$ based on interpolations of the diffusion coefficients extracted from the $N$-body simulations, for one semimajor axis bin. Top panel: bullets, minuses and plusses show the transformed diffusion coefficients in $R$ derived from the S-star simulations (cf. §5.4). The continuous lines show fifth-order spline interpolations to the data. Two different values of the smoothing parameter $s$ are adopted: $s = 0.500$ (solid lines) and $s = 0.050$ (dashed lines); in this case, however, the results for both values of $s$ are identical. Various boundaries in terms of $\ell$ and $R \equiv \ell^2$ and $e = \sqrt{1 - \ell^2}$ are indicated with vertical lines (cf. Figure 18). The red vertical dot-dashed line indicates $R_{\text{a,1}}$, the smallest value of $R$ for which the diffusion coefficients were determined. The blue vertical thin dot-dashed line shows the value of angular momentum for which the interpolated $\langle \Delta \ell \rangle$ changes sign; the blue vertical thin dot-dashed line shows the value of angular momentum for which the interpolated $\langle \Delta R \rangle$ changes sign. The SB, which has a range in angular momentum because there is a range of semimajor axes, is indicated with the black hatched region. Second panel: the numerical solution to equation (29) in terms of $R$ based on the interpolations. Two methods were used to extrapolate to the region $R_{\text{loss}} < R < R_{\text{a,1}}$ that is missing in the data, cf. equation (29). Method I: light colour; method II: darker colour. We include solutions with $C = 0$ (red lines) and $C \neq 0$ (green lines). Third panel: the corresponding solution in terms of $e$. The black dotted line shows a thermal distribution.
6.2 Numerical solutions

In §6.1 we presented analytic functions that approximate the diffusion coefficients obtained from our $N$-body simulations, and we obtained analytic solutions for the steady-state angular momentum distribution. This method facilitates insight into the steady-state solutions, but it turns out to be inaccurate insofar as the relative heights of the peaks in $N(R)$ are concerned. We also obtained numerical solutions by fitting splines to the diffusion coefficients obtained from the simulations. Although we find the same basic features in $N(R)$ discussed above, the analytic method fails to accurately describe the relative importance of the two local maxima in $N$. This is likely due to the sensitivity of the solution $N(R)$ to $\langle \Delta \ell \rangle$ in the regime $\ell_{b,1} < \ell < 1$. For example, by multiplying $\langle \Delta \ell \rangle$ by factors of a few in the analytic prescription (this does not make the fit to the data much worse), we find that the peak near $R_c$ becomes much more dominant compared to the peak near $R_{\ast,2}$.

In this section we present numerical steady-state solutions based on fifth-order spline fitting of the diffusion coefficients in $R$. The latter were derived from transformation of the measured coefficients in $\ell$ to $R$. For all the results shown in this section we adopted the same criterion for the time lags as in §5.4. We show an example of the spline fitting in the top panel of Figure 19. To obtain better fit results for a large range in $R$ we fitted the logarithm of $\langle (\Delta \ell)^2 \rangle$; this is not the case for $\langle \Delta \ell \rangle$, which changes sign at $R \approx 0.6$. A parameter that affects the result of the interpolation is the smoothness $s$ of the interpolated spline. For a data set $(x_i, y_i)$ this parameter is defined via the condition that $\sum_i [y_i - h(x_i)]^2 \leq s$, where $h(x)$ is the interpolation function. In order to obtain a measure of uncertainty associated with the choice of $s$ we adopted two values, $s = 0.5 s_0$ and $s = 0.05 s_0$, where $s_0 = N - \sqrt{2N}$ and $N$ is the number of data points. Generally, the former value yields a smooth interpolation, whereas the latter yields a more detailed, but less smooth interpolation, which is more sensitive to scatter in the data.

The interpolated diffusion coefficients have a range $R_{\sim,1} \leq R \leq R_{\sim,2}$; the boundaries vary per semimajor axis bin. Typically $R_{\sim,1} \sim 10^{-2}$ and $R_{\sim,2} \sim 1 - 10^{-2}$. The lower limit $R_{\sim,1}$ is comparable to, but slightly larger than the value of $R$ that corresponds to the assumed tidal disruption radius in the simulations, $R_{\text{loss}}(a) = r_{\text{cap}}(\ell - r_{\text{cap}})/(2 - r_{\text{cap}}/(\ell)) = O(10^{-2})$. For the semimajor axis range shown in the top panel of Figure 19 $R_{\text{loss}} \approx 0.004$, whereas $R_{\sim,1} \approx 0.006$.

As mentioned above, in the solutions with $C \neq 0$, $N(R)$ is set to zero at $R_{\text{loss}}$. This constraint is physically desirable since close to the SBH the distribution function should be zero at $R < R_{\text{loss}}$ ("empty loss cone"). Implementing $N(R_{\text{loss}}) = 0$ requires knowledge of the diffusion coefficients in the range $R_{\text{loss}} < R < R_{\sim,1}$, which is not available in our data. Therefore, we imposed two dif-
different extrapolations for the diffusion coefficients in this regime:
\[
\begin{align*}
\langle (\Delta R)^n \rangle (R) &= \langle (\Delta R)^n \rangle (R_{\text{sim},1}) ; & \text{(method I)} \\
\langle (\Delta R)_x \rangle (R) &= A(E) ; & \text{(method II)}
\end{align*}
\]
(30)
Here \( A(E) \) is given by equation (12). Method I amounts to imposing the constant values at \( R_{\text{sim},1} \), whereas method II adopts the NRR diffusion coefficients in the limit \( R \to 0 \). The latter coefficients are shown with dotted lines in the first panel of Figure 19 in the range \( R_{\text{loss}} < R < R_{\text{sim},1} \).

In the middle panel of Figure 19 we show the steady-state solution \( N(R) \) for a single semimajor axis range, computed for the cases \( C = 0 \) (red lines) and \( C \neq 0 \) (green color: method I; dark color: method II). Dashed (solid) lines correspond to \( s = 0.05 s_0 \) \( (s = 0.5 s_0) \).

The corresponding eccentricity distribution is shown in the bottom panel of Figure 19. While qualitatively similar to the corresponding plots in Figure 18, there are important differences. Most notably, the peak in \( N(R) \) below the SB is much less dominant compared to the peak above the SB.

We show similar results for different semimajor axis bins in Figures 20 (in terms of \( R \)) and 21 (in terms of \( e \)). In these plots, at low \( R, R_{\text{loss}} < R < R_{\text{sim},1} \), the solutions with \( C = 0 \) and \( C \neq 0 \) deviate from each other. However, for \( R \gtrsim R_{\text{sim},1} \sim 10^{-2} \) the solutions are indistinguishable for the same smoothness \( s \). Likewise, the choice of extrapolation in the regime \( R_{\text{loss}} < R < R_{\text{sim},1} \) (i.e. method I or II) does not noticeably affect the solution for \( R \gtrsim R_{\text{sim},1} \). The latter value of \( R \) corresponds to a very high eccentricity, \( e \sim 0.995 \). Consequently, the eccentricity distributions (cf. Figure 21) are visually unaffected by the flux constraints nor by the choice of extrapolation. The only parameter that does noticeably affect the solutions is the interpolation smoothness parameter \( s \) (i.e. compare the solid and dashed lines). Nevertheless, the solutions are qualitatively similar for both values of \( s \).

Except for \( 4.6 < a/\text{mpc} < 6.2 \), the SB is present in the semimajor axis bins shown in Figures 20 and 21. i.e. \( a > C_{\text{SB}} \). Here \( C_{\text{SB}} = |r_E q_{\text{max}} (M_x/m_x) (1/N_{\text{max}})|^{1/2} \approx 6.25 \text{ mpc} \) is the smallest value of \( a \) for which the SB exists (MAMW11). Although the solutions for these larger values do depend somewhat on the degree of smoothing, two local maxima and three local minima can always be observed in the distributions in \( R \). These extrema have the following locations:

(i) A minimum near \( R \approx 1 \).
(ii) A maximum near \( R_c \), which we determine from the value of \( R \) for which the (interpolated) \( (\Delta \ell) \) changes sign (blue vertical dot-dashed line).
(iii) A minimum near or slightly above \( R_{\text{SB}} \).
(iv) A maximum between \( R_{a,2} \) (black dashed line) and \( R_{\text{SB}} \).
(v) A minimum near \( R_{\text{loss}} \) (red solid line).

These locations are generally consistent with those found using our analytic expressions for the diffusion coefficients (cf. §6.1). An exception is the maximum between \( R_{a,2} \) and \( R_{\text{SB}} \), which, according to the analytic solutions, should occur near \( R_{a,2} \). In the solutions based on the interpolations, this maximum occurs at a somewhat larger value of \( R \).

For the smallest values of semimajor axis, shown in the top left panel of Figures 20 and 21 the SB does not exist, i.e. \( a < C_{\text{SB}} \). It is not surprising that the steady-state solutions at these small radii are systematically different compared to those farther out. In this regime, orbits at all \( R \) are strongly affected by GR precession and RR is not effective at any \( R \). Our analytic prescription of the diffusion coefficients breaks down in this regime, as illustrated by the first panel of Figure 14, where the measured diffusion coefficients are systematically lower than our predictions. A detailed description of diffusion in this regime is beyond the scope of this paper. Nevertheless, the numerical solutions indicate that the lower limit that was observed near \( R_{\text{SB}} \) for larger semimajor axes, disappears. This is not surprising, considering that the SB does not exist in this radial range. The maximum near \( R_c \), on the other hand, becomes more pronounced.

7 DISCUSSION

7.1 Limits on the typical S-star age from the \( N \)-body simulations

In our simulations of the S-stars, we assumed that their orbits about the SBH were initially very eccentric, \( 0.93 < e_0 < 0.99 \). We considered two possibilities for the nature of the rate of supply of S-stars to the GC: formation in a burst or continuous formation. The former assumption is consistent with the infall of a young stellar cluster, possibly with a central intermediate mass black hole, into the GC that subsequently dissolves and leaves massive stars tightly bound to the SBH (Hansen & Milosavljevic 2003; Berukhoff & Hansen 2006; Fujii et al. 2010). There are numerous problems with this scenario, however (see e.g. Perets & Gualandris 2010). An alternative possibility is binary disruption, in which case the rate of supply of S-stars to the GC is expected to be continuous, if averaged over a sufficiently long time. Massive perturbers like giant molecular clouds (GMCs) are a promising candidate for strongly perturbing the orbits of stellar binaries outside the central parsec into loss-cone orbits at a rate that is high enough to account for the current number of S-stars and high-velocity stars (Perets, Hopman & Alexander 2007; Perets & Gualandris 2010).

In the case of burst formation we have found in our simulations that the cumulative eccentricity distribution rapidly evolves to a distribution that is consistent with observations in \( \sim 7 \text{ Myr} \) (cf. Figure 11). These results have also been extrapolated to include continuous formation and we have found that in this case the minimum time to evolve to the observed distribution is \( \sim 25 \text{ Myr} \) (cf. Figure 11). If our assumptions of the formation process (high initial eccentricities) and the field star distribution (a cusp of stellar black holes) are correct, then the consistency of the eccentricity distribution with observations after a certain time implies a lower limit on the typical S-star lifetime and hence an upper limit on the typical S-star mass. We emphasize that only conclusions can be drawn for the typical age, because \( p(t) \) applies to the S-stars as a whole population. Assuming solar metallicity the lower limit of the typical age of \( \sim 7 \text{ Myr} \) in the burst scenario corresponds to an upper limit of the typical mass of \( \sim 24 \text{ M}_\odot \). The lower limit of the typical age of \( \sim 25 \text{ Myr} \) in case of continuous S-star formation corresponds to an upper limit of the typical mass of \( \sim 10 \text{ M}_\odot \). The observed spectral types of the S-stars range from B0 V to B9 V (Eisenhauer et al. 2005), or \( 3 \lesssim m/\text{M}_\odot \lesssim 20 \). Furthermore, the initial mass function (IMF) of the S-stars is consistent with a Salpeter IMF, \( \text{d}N/\text{d}m \propto m^{-2.15 \pm 0.3} \) (Bartko et al. 2010), which implies a mean mass of \( \langle m \rangle = (6.4 \pm 0.5) \text{ M}_\odot \). The latter mass is consistent with our upper limits of the typical mass for both burst and continuous formation.
7.2 S-star relaxation times for different field star models

In the N-body simulations of the S-stars a cusp of stellar black holes was assumed. Although predicted by theory (Bahcall & Wolf 1976), so far no direct evidence for the presence of such a cusp in the GC has been found. Observations of late-type stars in the GC (Buchholz, Schödel & Eckart 2009; Do et al. 2009; Barko et al. 2010) indicate that there is a core of size $\sim 0.5\,\text{pc}$ in the distribution of these stars, which is well outside the radial extent of the S-star cluster. Such a core can be represented by a density slope $\gamma = 1/2$ (Merritt 2014), which is the lowest possible value consistent with an isotropic velocity distribution.

In order to estimate the effect of a core of late-type stars on the typical time scale for the orbits of the S-stars to evolve to eccentricities consistent with observations (as opposed to a cusp of stellar black holes), we applied equation (24) using a similar method as in §5.4. Here we adopted $\gamma = 1/2$, $N_{\text{max}} = 8 \times 10^4$ and $m_\star = 1.0\,M_\odot$ from the stellar core model that was assumed in AM13.

For a range of semimajor axes an initial value of $\ell$ consistent with binary disruption ($0.93 < e_0 < 0.99$), $\ell_0$, was sampled in $10^4$ Monte-Carlo realizations. In each of these a value $\ell_p > \ell_0$ was sampled from the cumulative distribution $\text{CDF}(\ell) = 1 - (1 - \ell^2)^{p/2}$ which corresponds to a cumulative eccentricity distribution $\text{CDF}(e) = e^p$, where $p = 2.6$ was adopted to be consistent with observations (Gillessen et al. 2009). The time scale for $\ell$ to increase from $\ell_0$ to $\ell_p$ was then computed as follows. For $\ell \leq \ell_{\text{SB}}$ equation (23) was applied assuming $C_{\text{KF}} = 0.5$ and $C_\gamma = 2.6$; the mass precession time scale ($t_{\text{PM}}$) was approximated by $t_{\text{PM}} \approx (1/1.2)[M_\star/M_\odot(a)]P(a)$ (Merritt 2013, 4.4.1). For $\ell > \ell_{\text{SB}}$ the estimate $\Delta t_{\text{RR}} = t_{\text{RR,0}} \Delta \ell^2$ was applied, where $t_{\text{RR,0}} = [M_\star/M_\odot(a)]N_{\text{SV}}(a^p)^2/k_{\text{coul}}(a)$. In the latter estimate the dependence of the RR time scale on $\ell$ was neglected for simplicity (cf. equation (13)). Subsequently, by averaging over the Monte-Carlo realizations we obtained $\langle \Delta t(\ell_0 \rightarrow \ell_p) \rangle$, the approximate time scale for $\ell$ to increase from a value consistent with a high eccentricity orbit (e.g. as a result of binary disruption) to a value consistent with the “super-thermal” eccentricities of the S-stars. In this method the semimajor axes were assumed to be constant during the relaxation process.

The resulting time scales are plotted as function of semimajor axis in Figure 22 (solid lines). In that figure we also included similar calculations for a cusp of stellar black holes as was assumed in §5 (dotted lines). For $a < C_{\text{SB}}$, where $C_{\text{SB}}$ is the smallest value of $a$ for which the SB exists (MAMW11), the time scale decreases with increasing $a$. This can be understood from equation (24): neglecting $\ell_{\text{EB}}$ in that equation it can be shown that $\Delta t \propto a^{-5/2}$ and $\propto a^{-2} \gamma^{-1/2} \propto a$ assuming that orbital precession is dominated by relativity and mass precession, respectively. Therefore the time scales decrease with $a$ for both $\gamma = 1/2$ and $\gamma = 2$. Conversely, for $a > C_{\text{SB}}$ the time scale increases with increasing $a$, which can be understood from the scaling of the RR time scale with $a$ (cf. equation (13)): assuming mass precession the scaling is $\Delta t \propto a^{3/2}$, independent of $\gamma$. Note that in the stellar core model most of the orbits of the S-stars lie below the SB for any value of $\ell$ (cf. the left panel of Fig. 1 of AM13).

For the stellar core model the evolution time scale exceeds 60 Myr, an estimate of the mean S-star life time assuming a mass of $\sim 6\,M_\odot$ (Eisenhauer et al. 2005), for a large range of semimajor axes. This is consistent with the result of AM13 that the eccentricity distribution of the S-stars cannot evolve to the observed distribution over the life time of the S-stars in the case of a stellar core (cf. the top left panel of Fig. 3 of AM13). The long evolution time scales in the case of a stellar core would suggest that either the formation mechanism of the S-stars (i.e. high initial eccentricities) is incorrect, or that a stellar core of is not the dominant cause of relaxation of the S-stars. Interestingly, the evolution time scales are consistent with (i.e. shorter than) the ages of the S-stars when assuming a cusp of stellar black holes (cf. the dotted lines in Figure 22).

7.3 Generalizations to other galactic nuclei

In §5.4 we presented analytic expressions for the diffusion coefficients which were calibrated using N-body simulations with assumed parameters $r_{\text{obs}}(r) \propto r^{-2}$, $m_\star = 10\,M_\odot$ and $N_{\text{max}} = 4800$. It is of interest to investigate whether these relations also apply to nuclear star clusters with different properties. We have also carried out a set of simulations with $r_{\text{obs}}(r) \propto r^{-1}$, $m_\star = 10\,M_\odot$ and $N_{\text{max}} = 2500$. The results of the latter simulations, i.e. with $\gamma = 1$, are presented in Appendix B. The main conclusions that can be drawn from these additional simulations is that the features in the diffusion coefficients that are associated with AR and that were observed in the simulations with $\gamma = 2$, are also present in the simulations with $\gamma = 1$. In particular, the analytic approximation of the diffusion coefficients that was presented in equation (22) also describes the data well for $\gamma = 1$. There is an exception for larger semimajor axes, for which it appears that $C_1$ and $C_2$ (cf. equation 21) increase with semimajor axis.

These results indicate that it is justified to extrapolate the relations presented in §5.4 to nuclear star clusters with different...
properties. We adopt the reference values $M_\star = 4.0 \times 10^6 M_\odot$ and $m_\star = 10 M_\odot$, hence $\log(A) = \log([M_\star/(2m_\star)]) \approx 12.2$. We consider two values of $\gamma$, $\gamma = 1$ and $\gamma = 2$, for which $C_{\text{NRR}}(1) \approx 0.07$ and $C_{\text{NRR}}(2) \approx 0.18$ (cf. equation (12) and Appendix B). Furthermore, for both values of $\gamma$ we adopt $C_{AD} = 0.5$ (cf. Figure 15) and $C_1 = C_2 = 2.6$ (cf. Figure 14). For the coherence time $t_{\text{coh}}$ we assume $t_{\text{coh}}^{-1} = \langle \tau_{\text{GR}} \rangle^{-1} + \langle \tau_{\text{MP}} \rangle^{-1}$ as before, with $\langle \tau_{\text{GR}} \rangle = (1/12) \langle a/r_s \rangle P(a)$ and $\langle \tau_{\text{MP}} \rangle = C_{\text{MP}}(\gamma)[M_\star/(M_\star(a))]P(a)$, where $C_{\text{MP}}(1) = 1$ and $C_{\text{MP}}(2) = 3/2$ (Merritt 2013, 4.4.1).

We show the main relations in the $(a, \ell)$-plane in Figure 23. Models are included with the two values of $\gamma$ and various values of $N_{10}$, the number of stars within 10 mpc. The SB (equation (1)) is shown with the black solid line. We show two relevant periapsis distances that are associated with losses to the SBH: the stellar tidal disruption radius, $r_{\text{dis}} = 2R (M_\star/m_\star)^{1/3} \approx 2.7 \times 10^{-3} \text{ mpc}$ (assuming $R = 8 R_\odot$ and $m = 10 M_\odot$) (Antonini, Lombardi & Merritt 2011) and the radius for capture of compact remnants, $r_{\text{capt}} = 8 r_s \approx 1.5 \times 10^{-3} \text{ mpc}$ (Will 2012).

In §5.4 an expression was presented for $t_{\text{a,n}}$, the lower boundary in $\ell$ for which we expect AR to dominate diffusion in angular momentum. Note that $t_{\text{a,2}} = 2^{1/2} t_{\text{a,1}}$ if $C_1 = C_2$, which we find is the case in our N-body simulations and which we adopt here. If precession of the field star orbits is dominated by GR precession, then $t_{\text{a,n}}$ can be written as:

$$
t_{\text{a,n}} = n^{1/4} \tilde{C}_N(\gamma) \left( \frac{r_s}{12 a} \right)^{1/4},
$$

$$
\approx 0.11 n^{1/4} \left( \frac{M_\star}{4 \times 10^6 M_\odot} \right)^{1/4} \left( \frac{a}{10 \text{ mpc}} \right)^{-1/4},
$$

the latter assuming $\gamma = 2$. Here we defined

$$
\tilde{C}_N = \tilde{C}_N(\gamma) = \left[ \frac{\log(A)}{C_{\text{NRR}}(\gamma) C_n C_{AD}^2} \right]^{1/4}.
$$

On the other hand, if $t_{\text{MP}} \ll t_{\text{GR}}$, then precession is dominated by mass precession. In this case:

$$
t_{\text{a,n}} = n^{1/4} \tilde{C}_N(\gamma) C_{\text{MP}}(\gamma) \left( \frac{r_s}{a} \right)^{1/2} \left( \frac{M_\star}{m_\star} \right)^{1/4} N_\star(a)^{-1/4},
$$

$$
\approx 0.12 n^{1/4} \left( \frac{M_\star}{4 \times 10^6 M_\odot} \right)^{3/4} \left( \frac{m_\star}{10 M_\odot} \right)^{-1/4} \left( \frac{N_\star(a)}{10^2} \right)^{-1/4} \left( \frac{a}{10 \text{ mpc}} \right)^{-1/2},
$$

Figure 23. Several quantities of importance for AR shown in the $(a, \ell)$-plane for nuclear models with different $\gamma$ and $N_{10}$, the number of stars within 10 mpc. Black solid line: the SB (equation (1)). Blue dashed lines: $t_{\text{a,1}}$ (equation (23)). The black horizontal dotted line shows an estimate of the transition between GR and mass precession, $a_{\text{trans}}$ (equation (34)). Two red dotted lines: radii for capture of compact objects (left) and tidal disruption of stars (right) by the SBH. Blue dot-dashed line: an estimate of where changes in orbital eccentricity due to gravitational-wave energy loss occur at the same rate as changes due to two-body relaxation (MAMW11, Eq. 62). We have indicated with red shading the region in which we expect AR to dominate angular momentum relaxation. In all panels $M_\star = 4 \times 10^6 M_\odot$ and $m_\star = 10 M_\odot$ is assumed, with the exception of the bottom right panel, where we adopted the model of MAMW11: $M_\star = 10^6 M_\odot$, $m_\star = 50 M_\odot$, $\gamma = 2$ and $N_{10} = 50$. Note that there is a different range of the vertical axis in the latter panel.
the latter assuming $\gamma = 2$.

The transition between the two regimes of field star precession occurs near $\ell_{\text{trans}}$, which we define as the value of $\alpha$ for which $(t_{\text{GR}}) = (t_{\text{MP}})$. With our assumptions, $\ell_{\text{trans}}$ is given by:

$$\ell_{\text{trans}} = \left[ 12 C_{\text{MP}}(\gamma) r_g a_{\text{max}}^{-3/4} N_{\text{max}}^{-1} \left( \frac{M_\star}{m_\star} \right) \right]^{1/(4-\gamma)} \left( \frac{M_\star}{4 \times 10^6 M_\odot} \right)^{-1/2} \left( \frac{m_\star}{10 M_\odot} \right)^{-1/2} \left( \frac{N_{10}}{10^2} \right)^{-1/2}, \tag{34a}$$

$$\approx 11.7 \text{ mpc} \left( \frac{M_\star}{4 \times 10^6 M_\odot} \right) \left( \frac{m_\star}{10 M_\odot} \right)^{-1/2} \left( \frac{N_{10}}{10^2} \right)^{1/2}, \tag{34b}$$

the latter assuming $\gamma = 2$. In Figure 25 $\ell_{\text{trans}}$ is indicated with the horizontal black dotted line. Furthermore we show in that figure $\ell_{\alpha,1}$ (blue dashed line), with the coherence time computed from $t_{\text{coh}} = (t_{\text{GR}})^{-1} + (t_{\text{MP}})^{-1}$.

In Figure 25 we have indicated with red shading the approximate region in which we expect that AR dominates evolution in angular momentum. In general, AR is expected to be important in the region $\ell_{\alpha,1} \lesssim \ell \lesssim \ell_{SB}$. It can be seen in Figure 25 that there is a critical value of $\alpha$, $\alpha_{\text{AR, max}}$, where $\ell_{\alpha,1} = \ell_{SB}$. For $\alpha > \alpha_{\text{AR, max}}$, $\ell_{\alpha,1} > \ell_{SB}$, and we expect AR not to be active at any $\ell$. Instead, we expect that NRR dominates angular momentum relaxation below the SB and that RR dominates above the SB. Hence we expect that the AR regime disappears for $\alpha > \alpha_{\text{AR, max}}$.

As shown in Figure 25 the value of $\alpha_{\text{AR, max}}$ is large for the nuclear models considered here. Assuming that near $\alpha_{\text{AR, max}}$ precession is dominated by mass precession, which is borne out by Figure 25, and combining equations (1) and (23), we find:

$$\alpha_{\text{AR, max}} = \left[ C_{\text{N}}^{-1}(\gamma) C_{\text{MP}}(\gamma) \right]^{1/2} a_{\text{max}}^{-3/4} N_{\text{max}}^{-1} \left( \frac{M_\star}{m_\star} \right)^{1/2} \left( \frac{M_\star}{4 \times 10^6 M_\odot} \right)^{5/3} \left( \frac{m_\star}{10 M_\odot} \right)^{-1} \left( \frac{N_{10}}{10^2} \right)^{-1/3}, \tag{35a}$$

$$\approx 114 \text{ mpc} \left( \frac{M_\star}{4 \times 10^6 M_\odot} \right)^{5/3} \left( \frac{m_\star}{10 M_\odot} \right)^{-1} \left( \frac{N_{10}}{10^2} \right)^{-1/3}, \tag{35b}$$

the latter assuming $\gamma = 2$. Unless $N_{10}$ is very large, $N_{10} \gtrsim 10^3$, $\alpha_{\text{AR, max}} \approx 10^2$ mpc is a large compared to other values of $\alpha$ of interest in Figure 25. This shows that for many models of galactic nuclei there is a large regime in the energy and angular momentum space in which AR is important. We note that the quantity $\alpha_{\text{AR, max}}$ derived above is the same as another critical semimajor axis that was defined in VC of MAMW11. The latter quantity was argued to be the minimum value of $\alpha$ for which NRR would allow orbits to “penetrate” the SB. The equivalence of these two quantities is shown explicitly in Appendix C.

For comparison purposes have also included in the bottom right panel of Figure 25 the $N$-body model that was adopted in MAMW11. In that model, $M_\star = 10^6 M_\odot$, $m_\star = 50 M_\odot$ and $N_{10} = 50$. Semimajor axes were sampled from a distribution consistent with $\gamma = 2$ with $0.1 < \alpha/\text{mpc} < 10$. Equations (34) and (35) applied to this model give $\ell_{\text{trans}} \approx 1.9$ mpc and $\alpha_{\text{AR, max}} \approx 3.1$ mpc. Unlike the other models considered above, in the MAMW11 model $\ell_{\text{trans}}$ and $\alpha_{\text{AR, max}}$ are comparable, implying that in the AR regime field star precession is driven mainly by relativistic precession. Moreover, in the latter model, $\alpha_{\text{AR, max}} \approx 2 - 3$ mpc, while the stellar orbits had $0.1$ mpc $\lesssim \alpha \lesssim 10$ mpc. It follows that for the stars with the larger $a$-values in MAMW11, NRR was the dominant diffusion mechanism acting on stars after they had crossed the SB; only for $\alpha \lesssim 3$ mpc was AR effective. Indeed it was shown in that paper that essentially all of the stars that were captured by the SBH had $\alpha \gtrsim 2$ mpc, and it was argued that “penetration” of the SB was probably driven by NRR for these stars.

The trend seen in the panels in Figure 24 with different $N_{\text{max}}$ can similarly be explained by the scaling of $\alpha_{\text{AR, max}}$ with $N_{\text{max}}$: as $N_{\text{max}}$ increases, $\alpha_{\text{AR, max}}$ increases, thereby increasing the importance of AR. More quantitatively, for fixed stellar mass $M_\star(a) = m_\star N_\star(a)$, as was assumed in Figure 7, equation (35) implies $\alpha_{\text{AR, max}} \propto N_\star(a)^{1/3}$. The values of $\alpha_{\text{AR, max}}$ in the models shown in the different panels in Figure 7 are $\approx 3.1, 4.8, 7.5$ and $11.7$ mpc for $N_{\text{max}} = 50, 100, 200$ and $400$, respectively. In the latter model $\alpha_{\text{AR, max}} > \alpha_{\text{max}} = 10$ mpc.

### 7.4 Cavets of TPI

The code presented in §A has the advantage of linear scaling with the number of field stars (for a fixed number of test stars), enabling simulations with much larger numbers of stars ($\gtrsim 10^5$) than are currently feasible using fully general $N$-body codes. The disadvantage is that the motion of the field stars is not reproduced precisely. By allowing the field star orbits to precess, we do reproduce in an approximate way the dynamical effects of the smoothly-distributed field-star mass (“mass precession”) and of the 1PN relativistic corrections (“Schwarzschild precession”). But the TPI algorithm does not reproduce either (i) interactions between field stars due to discreteness of the mass distribution, or (ii) the dynamical influence of the test stars on the field stars.

In the time- and spatial domains of interest here, discrete interactions between field stars can change both the magnitude and the direction of the field-star $L$-vectors (changes in energy occur on longer time scales). Changes in the magnitude of $L$, i.e. in orbital eccentricity, would cause $N(\text{e})$ for the field stars to evolve with a characteristic time $\tau_{\text{RR}}$ into and coming toward some steady-state distribution. Insofar as the steady-state $N(\text{e})$ which we infer for the test stars is not hugely different from a “thermal” distribution – the same distribution which we assumed for the field stars – we do not expect this evolution to be of much consequence for any of our results. Changes in the direction of the field-star $L$ vectors on the other hand, constitute an additional form of precession and as such would play a role in determining the coherence time – which we recall was defined as the time for a typical (field) star to precess and so is a function only of $r$ or $a$. Changes in orbital orientation due to $\sqrt{N}$ torques occur on the coherent RR time scale, $\tau_{\text{RR, coh}} \approx [M_\star / M_\star(a)] N_\star(a)^{1/2} P(a)$ (Merritt 2013, p. 275); comparing this time scale to the mass precession time scale (cf. equation 3) one finds $t_{\text{MP}} / \tau_{\text{RR, coh}} \propto N_\star(a)^{-1/2}$. Therefore, for sufficiently large $N_\star(a)$, precession of orbital planes can be neglected compared to mass precession. The consistency between the different codes in §A suggests that $N_{\max} = 50$ is already sufficiently large for this to be the case.

With regard to (ii), i.e., neglect of test star - field star perturbations, the consequences are less certain. Discussions in the literature of RR almost always ignore the dynamical influence of the test star on the stars producing the $\sqrt{N}$ torques. In the limit of small test star mass, that influence tends to zero, and so a test particle code like TPI is correct.

### 7.5 Location of the sign change of $\langle \Delta \ell \rangle$ at high $\ell$

In the simulations presented in §A and §B the first-order diffusion coefficient $\langle \Delta \ell \rangle$ was found to change sign from positive to neg-
The number of data points $N_{\text{data}}$ in each bin of $\ell$ and the time lag bin that was adopted in this paper, i.e. corresponding to the coherence time (cf. Figure 7). Left column: simulations with ARCHAIN, M16 and TPI with $N_{\text{max}} = 50$. Right column: simulations with TPI with $N_{\text{max}} = 100, 200$ and 400.

The uncertainty of $\ell_c$ in simulations with large $N_{\text{max}}$ is a caveat for our approximate analytic functions of the angular momentum diffusion coefficients which depend on $\ell_c$ (cf. equation [6]), and therefore for the analytic steady-state solutions (cf. §6.1). To explore the implications of this uncertainty we show in Figure 25 a figure similar to Figure 18 for the steady-state solutions based on the analytic functions for the coefficients, but now also including a lower value of $\ell_{c,11} = 0.5$ and assuming the largest semimajor axis bin shown in Figure 14. The latter bin is associated with large uncertainty in $\ell_c$ and we adopt $\ell_{c,11} = 0.5$ as an alternative value for $\ell_c$ for this semimajor axis. From Figure 25 we conclude that the steady-state solutions for small $\ell$ ($\ell \ll \ell_c$) are not strongly affected by the uncertainty in $\ell_c$. For larger $\ell$ the steady-state solution is sensitive to the value of $\ell_c$; however, nevertheless, our result that the maximum in the steady-state eccentricity distribution occurs near $e_c \equiv \sqrt{1 - \ell_c^2}$ is robust (cf. the third panel of Figure 25).

7.6 Comparison of steady-state solutions

As mentioned in §6, MHL11 have previously investigated the effect of RR on the steady-state eccentricity distribution of stars near a SBH. MHL11 used a semi-empirical model and found a bimodal eccentricity distribution with two peaks at small semimajor axes (cf. Fig. 18 of MHL11). Although we have also found a bimodal distribution with two peaks, the positions of these peaks are quite different in our work (cf. Figure 21). In MHL11 the lower peak occurs at $e \sim 0.2$, whereas in our work the lower peak occurs at much higher eccentricity, $e \sim 0.8$. Furthermore, in MHL11 the upper peak occurs at $e \sim 0.9$, whereas in our work the upper peak occurs at even higher eccentricity, $e \sim 0.98$.

An important difference between our work and that of MHL11 is that in the latter general relativistic corrections in the equations of motion for the test stars were not taken into account, whereas these corrections were included here (cf. equation [5]). This would suggest that these terms in the equations of motion tend to increase eccentricities in the steady-state distribution.

Finally, we briefly compare our distributions $N(e)$ obtained from solving the steady-state Fokker-Planck equation, equation (29), to the eccentricity distributions that we obtained directly from the $N$-body simulations of the S-stars in §6.2. One expects that the former apply in the limit $t \to \infty$. The latter are limited by...
that is not currently feasible with other \( N \)-body algorithms. Our main conclusions are as follows.

1. The behavior of test-particle orbits in TPI is consistent with what is found using the codes ARCHAIN and MI6, which do not make our simplifying assumptions.

2. We analysed several aspects of eccentricity oscillations below the SB \((e > e_{SB})\) that are associated with rapid GR precession in the presence of Newtonian torques from the field stars. Using power spectra of the eccentricity time series we found evidence for enhanced power at higher integer frequencies than the relativistic frequency \(f_{GR} \) (Figure 2). The peak at the latter frequency can be interpreted as implying that the torquing potential (due to the \(O(N^{-1/2})\) asymmetry in the field star distribution) is basically lopsided, or \( m = 1 \), in character (MAMW11). Higher-order terms in the multipole expansion of the field star potential would give rise to eccentricity oscillations at higher integer frequencies of \( f_{GR} \). Our results indicate that these higher-order contributions are important, though typically not dominant.

In addition, we determined the amplitude of the eccentricity oscillations and we verified the expected dependence \( \Delta \ell \propto \langle \ell \rangle^2 \), where \( \ell \equiv L/L_\odot = \sqrt{1 - e^2} \) is the dimensionless angular momentum, \( \Delta \ell \) is the amplitude of angular momentum oscillations over a precessional cycle, and \( \langle \ell \rangle \) is its average value. By fitting our data to the model of MAMW11 we also determined the fitting constant \( C_{AB} \) that captures unspecified uncertainties in this model (Figures 5 and 13).

3. We applied the TPI algorithm to the evolution of the S-stars in the GC, assuming that they were deposited initially onto orbits of very high eccentricity. This is expected for the tidal disruption of a stellar binary. We adopted a distribution of field stars that is consistent with the steady-state distribution of stellar remnants at the GC. Assuming formation of S-stars in a burst, we found that their cumulative eccentricity distribution evolves to \( N(e) \propto e^{4.6} \) on a time scale of \( 7 \pm 0.1 \) Myr. The latter distribution is consistent with our observations. We also extrapolated our results to a continuous-formation model. Our results suggest a lower limit on the typical age of the S-stars of \( \sim 7 \) Myr in the case of burst formation and \( \sim 25 \) Myr in the case of continuous formation.

4. From our simulations we extracted first- and second-order diffusion coefficients in the normalized angular momentum variable \( \ell \). We identified three angular momentum regimes, in which the diffusion coefficients depend in functionally different ways on \( \ell \). Regimes of lowest and highest \( \ell \) are well described in terms of non-resonant relaxation (NRR) and resonant relaxation (RR), respectively. Near and below the SB, a third regime exists, “anomalous relaxation” (AR), which is not well described in terms of either NRR or RR. In this regime, the time scale for angular momentum diffusion increases rapidly with increasing eccentricity. We found that the features associated with the new AR regime are only clearly present in simulations with larger numbers of field stars than considered previously. We presented analytic expressions, in terms of physical parameters, that describe the diffusion coefficients in all three angular momentum regimes.

5. We proposed a new, empirical criterion for the location of the barrier, based on the \( L \)-dependence of the diffusion coefficients. This criterion was found to predict essentially the same \( \ell_{GR}(a) \) relation as equation (1) which was derived in MAMW11 from simple timescale arguments. Our results also demonstrate the validity of that relation in systems that differ greatly in terms of particle number and mass.
6. We derived a simple expression for the typical time scale of angular momentum diffusion in the “anomalous” (AR) regime (equation (22)) and verified its correctness by applying it to the $N$-body simulations (cf. Figure 10). We applied this relation assuming both a core of late-type stars and a cusp of stellar black holes in the GC, and confirmed the earlier result (AM13) that in the case of a core of late-type stars the time scales for the S-stars to reach the observed “super-thermal” distribution of eccentricities is much longer than the typical age of the S-stars (cf. Figure 22).

7. Using our expressions for the angular-momentum diffusion coefficients, we derived the steady-state distribution of orbit angular momenta implied by the Fokker-Planck equation for stars near a SBH. This distribution differs significantly from the distribution predicted by NRR, $f(E, L) \propto f(E)$. There is a deficit of orbits near the SB and an excess just above it (i.e. $e < e_{SB}$). Furthermore, we found evidence for a local excess of orbits below the SB ($e > e_{SB}$) in a steady state, which can be attributed to the slow nature of diffusion in the AR regime, causing orbits to accumulate in this region.

8. Using our analytic expressions we derived an approximate relation for the maximum semimajor axis for which we expect AR to be important (cf. equation (35)). This relation implies that AR is important in a large radial range for physically realistic nuclear star clusters.
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APPENDIX A: SIMPLE TESTS OF TPI

A1 Test stars orbiting the SBH

In the absence of post-Newtonian (PN) and field star perturbations, test stars should maintain fixed Kepler orbits about the supermassive black hole (SBH) indefinitely. A sensitive test of the Test Particle Integrator (TPI) algorithm is to check whether it conserves the Keplerian elements over many peri-ods. For example, assuming constant \( a \) implies \( t/P \approx 3.4 \times 10^5 (t/{\text{Myr}})(a/{\text{mpc}})^{-3/2}(M_*/{10^6 M_\odot})^{1/2} \) orbital revolutions after time \( t \).

We initialized eight test stars in Kepler orbits around a SBH with \( M_* = 1.0 \times 10^6 M_\odot \) and initial semimajor axis \( a_0 = 1 \text{ mpc} \) (this corresponds to an orbital period \( P_0 \approx 296 \text{ yr} \)) and eight initial eccentricities \( e_0 \in \{0.01, 0.1, 0.5, 0.9, 0.99, 0.999, 0.9999, 0.99999\} \). We integrated these stars with TPI for 3.4 \( \times 10^5 \) orbital periods in the absence of PN terms and field stars. All orbital elements except the orbital phase should therefore remain constant. We show in Figure A1 the relative energy errors \( (E_0 - E)/E_0 \) and the relative eccentricity errors \( (e_0 - e)/e_0 \) of the orbit around the SBH after 1000 orbits (black lines) and after 3.4 \( \times 10^5 \) orbits (red lines). Energy and eccentricity errors are included for five values of the time step parameter \( \eta \) (cf. equation (5)). The relative energy errors do not exceed \( 10^{-9} \) for \( \eta = 0.01 \) (0.05) after 1000 orbits and \( 10^{-6} \) (10^{-7}) for \( \eta = 0.01 \) (0.05) after 3.4 \( \times 10^5 \) orbits. The relative eccentricity errors are larger than the relative energy errors but still do not exceed \( 10^{-3} \) for \( \eta = 0.02 \) after 3.4 \( \times 10^5 \) orbits. We have made similar plots for the orbital angles \( i, \omega \), and \( \Omega \) and the relative errors of their cosines are \( < 10^{-11} \) after 1000 orbits for \( \eta \leq 0.05 \) and \( < 10^{-9} \) after 3.4 \( \times 10^5 \) orbits for \( \eta \leq 0.04 \). The high precision in this test can be attributed to the use of regularization in the equations of motion (cf. § 4.1).

Because we are interested in the regime where precession due to general relativity is important, we also tested the ability of the code to reproduce relativistic (Schwarzschild) precession of test stars. In the implementation of the 1PN terms we assume that the SBH is fixed at the origin. To test whether this fixing of the SBH systematically affects the magnitude of secular precession expected from the theoretical expectation, equation (5), we integrated three different orbits with \( a_0 = 0.1 \text{ mpc} \) and eccentricities \( e_0 \in \{0.5, 0.9, 0.99\} \) with the 1PN terms included. The magnitude of pericenter shift during one orbit was computed by numerically determining the moments of two consecutive apocenter passages. By varying the numerically determined moments of apocenter by one output time we obtained a measure of the error in the pericenter shift. We show the results in Table A1. The pericenter shift calculated with TPI is in very good agreement with the expected 1PN shift. For example, in the test with the smallest pericenter distance (corresponding to \( r_p \approx 20.9 r_g \), where \( r_g = GM_*/c^2 \) is the gravitational radius) the relative error is smaller than 0.005.

We also include in Table A1 results for the same test of the implementation of the 1PN terms carried out with the direct summation code M16 [Nitadori & Makino, 2008; Iwasawa et al., 2011], see also § 4.1. In the latter code the SBH is assumed to be fixed as in TPI. The errors made in M16 should therefore be comparable to those of TPI. The close similarity of the errors made by the two codes suggests that this is indeed the case (cf. the last column of Table A1).

A2 Test stars orbiting a field star that orbits the SBH

In TPI, we tested interactions between test and field stars by placing test stars in Kepler orbits around a single field star that orbits the SBH. The field star has a mass \( m_\star = 1.0 \times 10^6 M_\odot \) and its orbital parameters around the SBH \( (M_* = 1.0 \times 10^6 M_\odot) \) are \( a_\star = 10^6 \text{ AU} \approx 4.85 \text{ pc} \) and \( e_\star = 0.01 \). For the latter orbit the star is situated far from the SBH at all times, hence the orbital elements except the orbital phases of test stars orbiting the star should remain constant. The initial orbital elements of the test stars orbiting the field star are set to \( a_0 = 1.0 \text{ AU} \) and \( e_0 \in \{0.01, 0.1, 0.5, 0.9, 0.99\} \). The test stars are integrated for 100 orbital periods around the field star (i.e. 100 yr). We show in Figure A2 the relative energy and eccentricity errors of the motion of the test stars around the field star. These errors are larger compared to those for the motion of test stars around the SBH, cf. Figure A1. This is not surprising considering that in TPI the motion around the SBH is regularized, whereas the motion around the field star is not. Nevertheless, after 100 orbital
Here we include an expression for the quantity \(C_{NRR}\) for arbitrary \(\gamma\). This expression appears in the NRR diffusion coefficients in which the limit \(\ell \to 0\) was taken (cf. equations [11] and [12]). It can be computed using the procedure described in Appendix B of MAMW11 in which the potential of the stars was neglected. In that appendix an explicit expression was derived for \(\gamma = 2\):

\[
C_{NRR}(2) = \frac{9}{7} \frac{1}{12 \log(2) - 1} \approx 0.175698. \tag{B1}
\]

We have derived an expression that is valid for arbitrary \(\gamma\) in the range \(1/2 < \gamma < 3\):

\[
C_{NRR}(\gamma) = \frac{3\pi}{6^{\gamma}} \left[ K_{1/2}(\gamma) - \frac{1}{5} K_{3/2}(\gamma) + \frac{5\pi}{2} \frac{1}{2\gamma - 1} \right]^{-1}. \tag{B2}
\]

Here \(K_{1/2}(\gamma)\) and \(K_{3/2}(\gamma)\) are integral functions defined as:

\[
K_{1/2}(\gamma) = \int_{0}^{1} x^{3 - \gamma} \sqrt{1 - x} F_{1} \left( \frac{3}{2}, \frac{3}{2} - \gamma, \frac{5}{2}, 1 - x \right) \, dx; \tag{B3a}
\]

\[
K_{3/2}(\gamma) = \int_{0}^{1} x^{3 - \gamma} \sqrt{1 - x} F_{1} \left( \frac{5}{2}, \frac{3}{2} - \gamma, \frac{7}{2}, 1 - x \right) \, dx, \tag{B3b}
\]

where \(F_{1}(a, b, c; x)\) is the Gauss hypergeometric function. For \(\gamma = 1\), equation [B2] yields:

\[
C_{NRR}(1) = \frac{1}{48 \log(2) - 19} \approx 0.0700719. \tag{B4}
\]

We show \(C_{NRR}(\gamma)\) as function of \(\gamma\) in Figure B1 (solid line). For reference we have also plotted in that figure with the dashed line a less accurate, but more common approximation, \(0.68/[(3 - \gamma)/(1 + \gamma)]^{3/2}\) [Merritt 2013, p. 276] (both relations neglect the potential of the stars).

### APPENDIX C: EXTRAPOLATING THE SHAPE OF THE CUMULATIVE ECCENTRICITY DISTRIBUTION FOR THE S-STAR SIMULATIONS

Here we present a method to extrapolate our results of \(p(t)\) from the S-star simulations assuming burst formation, to the case of continuous formation (cf. [52]). We assume that the probability density function (PDF) for a single S-star is of the form \(dN_{t}/de \propto e^{p_{i}(t)_{i} - 1}\) for \(t > t_{i}\) and \(dN_{t}/de = 0\) for \(t < t_{i}\). Here \(t_{i}\) is the time at which star \(i\) is deposited. We assume that \(t_{i} = x t_{\text{max}}, \) where \(x \in [0, 1]\) is a random number and \(t_{\text{max}}\) is a time scale for which the upper limit is set by the MS lifetime of the S-star. Normalization of \(dN_{t}/de\) with \(0 \leq e < 1\) yields \(dN_{t}/de = p_{i}(t - t_{i})e^{p_{i}(t - t_{i})_{i} - 1}\) for \(t > t_{i}\). The PDF \(dN_{t}/de\) for the ensemble of \(N_{S} = 19\) stars is composed of the PDFs for the individual S-stars and it is therefore given by the sum of the latter PDFs, i.e. \(dN/\text{de} \propto \sum_{i=1}^{N_{S}} H(t - t_{i}) dN_{t}/\text{de} = \sum_{i=1}^{N_{S}} H(t - t_{i}) p_{i}(t - t_{i})e^{p_{i}(t - t_{i})_{i} - 1}\), where \(H\) is the Heaviside step function. Normalization of the latter PDF with \(0 \leq e < 1\) gives \(dN/\text{de} = . . .\)
APPENDIX D: DEPENDENCE OF DERIVED DIFFUSION COEFFICIENTS ON TIME LAG IN THE SIMULATIONS

In Figure 14 the time lags were chosen to match the coherence time $t_{coh}$. Here we illustrate the importance of choosing the appropriate time lag, by showing in Figure 15 an example of the dependence of the diffusion coefficients on time lag. We computed the coefficients for much longer time lags than in $5 \times 10^3 < \Delta t / P < 10^4$. For $\Delta t \sim t_{coh}$ the “knee” feature (cf. §5.4) below the SB is clearly present; for $\Delta t \gg t_{coh}$ this feature gradually disappears. This can be understood from the argument that was presented in §4.5 below the SB, the time lag should not be much longer than $t_{coh}$, since for longer time lags the changes in $\ell$ become comparable to $\ell$ itself.

APPENDIX E: STEADY-STATE SOLUTIONS TO THE FOKKER-PLANCK EQUATION

E1 Solution of the steady-state equation

The aim is to solve equation (29), which we write as:

$$-N(R)D_1(R) + \frac{1}{2} \frac{\partial}{\partial R}[N(R)D_2(R)] = C.$$  \hspace{1cm} (E1)

Here we have used the notation $\langle \Delta R \rangle = D_1$ and $\langle (\Delta R)^2 \rangle = D_2$. We are interested in solutions $N(R)$ in the range $R_{\text{min}} < R < R_{\text{up}}$. Here $R_{\text{min}} = r_{\text{capt}} / a (2 - r_{\text{capt}} / a) = O(10^{-2})$ is the loss boundary and $R_{\text{up}}$ is the largest value of $R$; if the diffusion coefficients are completely known then $R_{\text{up}} = 1$. If $C = 0$ then equation (E1) can readily be integrated, with solution:

$$N_H(R) = N_H(R_{\text{min}}) \exp \left[ \int_{R_{\text{min}}}^{R} \frac{2D_1(R') - D_2(R')}{D_2(R')} dR' \right]$$  \hspace{1cm} (E2)

Here $D_2''(R) = (\partial^2 / \partial R^2) D_2(R)$ and we have implicitly defined the function $g(R)$; note that $g(R_{\text{min}}) = 1$. The function $N_H(R)$ is a homogeneous solution to equation (E1). To find the inhomogeneous solution, we apply the method of variation of constants and write $N(R) = N_H(R)N_I(R)$. Substituting the latter into equation (E1), we find:

$$C = -N_H N_I D_1 + \frac{1}{2} \frac{\partial}{\partial R}[N_H N_I D_2]$$  \hspace{1cm} (E3a)

$$= N_I \left[ -N_H D_1 + \frac{1}{2} \frac{\partial}{\partial R} (N_H D_2) \right] + \frac{1}{2} N_H D_2 \frac{\partial N_I}{\partial R}$$  \hspace{1cm} (E3b)

$$= \frac{1}{2} N_H D_2 \frac{\partial N_I}{\partial R}.$$  \hspace{1cm} (E3c)

The last step is by virtue of equation (E1) with $N = N_H$ and $C = 0$. Equation (E3) is readily integrated:

$$N_I(R) = \int_{R_{\text{min}}}^{R} \frac{2C}{N_H(R')D_2(R')} dR' + C_1.$$  \hspace{1cm} (E4)

Here $C_1$ is an integration constant. By imposing $N(R_{\text{up}}) = 0$ and substituting the solutions equations (E2) and (E4) we find $C_1 = 0$. The general solution is therefore given by:

$$N(R) = 2C g(R) I(R),$$  \hspace{1cm} (E5a)

$$g(R) = \exp \left[ \int_{R_{\text{min}}}^{R} \frac{2D_1(R') - D_2'(R')}{D_2(R')} dR' \right],$$  \hspace{1cm} (E5b)

$$I(R) = \int_{R_{\text{min}}}^{R} \frac{dR'}{D_2(R') g(R')}.$$  \hspace{1cm} (E5c)

As expected for a second-order differential equation, the solution to equation (E5) contains two parameters, $R_{\text{min}}$ and $C$ (we do not consider $R_{\text{up}}$ to be a free parameter). By imposing an additional constraint on the solution, the number of parameters is reduced by one. For example, requiring that $N(R)$ is normalized to unit total number, i.e. $\int N(R) dR = 1$, we find for the flux in terms of $R_{\text{min}}$:

$$C = \frac{1}{2} \left[ \int_{R_{\text{min}}}^{R_{\text{up}}} g(R) I(R) dR \right]^{-1}. $$  \hspace{1cm} (E6)
E2 Analytic expressions for the diffusion coefficients

For completeness we give the explicit functional expressions for our approximation of the diffusion coefficients, equation (22):

\[
\langle \Delta \ell \rangle = \begin{cases}
1/(4t_{N1}), & \ell_{\text{loss}} < \ell < \ell_{a,1}; \\
C_1 \ell^3/\tau, & \ell_{a,1} \leq \ell < b_1; \\
C_1 \ell^3/(1 - \ell^2) \left( \ell^2 - \ell_{b,1}^2 \right), & b_1 \leq \ell \leq 1;
\end{cases}
\]

(E7a)

\[
\langle (\Delta \ell)^2 \rangle = \begin{cases}
1/(t_{N1}), & \ell_{\text{loss}} < \ell < \ell_{a,2}; \\
C_2 \ell^4/\tau, & \ell_{a,2} \leq \ell < \ell_{b,2}; \\
(1 - \ell^2) \alpha_{1}^2/\tau_{R1}, & \ell_{b,2} \leq \ell \leq 1.
\end{cases}
\]

(E7b)

Here \(t_{N1} \equiv A(E)^{-1}\) (cf. equation (12)), \(\tau \equiv t_{\text{coh}}/A_0^2\) (cf. equation (21)) and \(\tau_{R1} \equiv (M_{\odot}/M_{\odot}(a))^{2}N_{\odot}(a)/\tau_{\text{coh}}\) (cf. equation (13)). In equation (E7a) the first-order diffusion coefficient in the range \(b_1 < \ell < 1\) has been modified to account for negative \(\langle \Delta \ell \rangle\) for \(\ell > \ell_{a,2}\), as described in §6.1. A comparison of equation (E7) to N-body data is given in Figure 13.

E3 Explicit analytic steady-state solutions

We derive explicit expressions for the steady-state distribution function \(N(\ell)\) for the analytic functions of the diffusion coefficients presented in equation (E7). First we transform \(\langle (\Delta \ell)^n \rangle\) to \(\langle (\Delta R)^n \rangle\) using the transformations (Cohn 1979; Merritt 2013, eq. 5.167):

\[
\begin{align*}
\langle (\Delta R)^n \rangle &= 2\ell \langle (\Delta \ell)^n \rangle + (\langle (\Delta \ell) \rangle)^n; \\
\langle (\Delta R)^2 \rangle &= 4\ell^2 \langle (\Delta \ell)^2 \rangle .
\end{align*}
\]

(E8)

We subsequently substitute \(\langle (\Delta R)^n \rangle\) into equation (E5). Here we assume that \(\ell_{b,1} = \ell_{b,2}\), which is the case if \(C_1 = C_2\). The result is:

\[
\bar{N}(R) = 2C g(R) I(R);
\]

(E9a)

\[
g(R) = \begin{cases}
g_0, & R_{\text{loss}} < R < R_{a,1}; \\
g_1(R), & R_{a,1} \leq R < R_{a,2}; \\
g_2(R), & R_{a,2} \leq R < R_{b,1}; \\
g_3(R), & R_{b,1} \leq R < 1;
\end{cases}
\]

(E9b)

\[
I(R) = \begin{cases}
I_0(R), & R_{\text{loss}} < R < R_{a,1}; \\
I_0(R_{a,1}) + I_1(R), & R_{a,1} \leq R < R_{a,2}; \\
I_0(R_{a,2}) + I_1(R_{a,2}) + I_2(R), & R_{a,2} \leq R < R_{b,1}; \\
I_0(R_{b,1}) + I_1(R_{b,1}) + I_2(R_{b,1}) + I_3(R), & R_{b,1} \leq R < 1.
\end{cases}
\]

(E9c)
The auxiliary functions are given by:

\[ g_0 = 1; \]
\[ g_1(R) = g_0 \left( \frac{R}{R_{a,1}} \right)^{-\frac{1}{2}} \exp \left[ c_N \left( R^2 - R_{a,1}^2 \right) \right]; \]
\[ g_2(R) = g_1(R_{a,2}) \left( \frac{R}{R_{a,2}} \right)^{2c_N + 5c_N} \exp \left[ \frac{2c_N - 5c_N}{4} \right]; \]
\[ g_3(R) = g_2(R_{a,1}) \left( \frac{R}{R_{a,1}} \right)^{c_N + B(R_{a,1})} \left( 1 - R_{a,1} \right) \exp \left[ c_B(R_{a,1}) + \frac{1}{1 - R} \right]. \]

(E10)

and

\[ I_0(R) = \frac{t_{N1}}{2} \log \left( \frac{R}{R_{\text{low}}} \right); \]
\[ I_1(R) = \left( \frac{t_{N1}}{R_{a,1}} \right)^{-\frac{1}{2}} \exp \left[ c_N R_{a,1}^2 \right] \times \left[ \Gamma \left( \frac{1}{4}, c_N R_{a,1}^2 \right) - \Gamma \left( \frac{1}{4}, c_N R^2 \right) \right]; \]
\[ I_2(R) = \frac{\tau}{2c_N} \left( \frac{R_{a,1}}{R_{a,2}} \right)^{2c_N} \exp \left[ c_N \left( R_{a,1}^2 - R_{a,2}^2 \right) \right] \times \frac{C_2}{2C_1 - C_2} \left( \frac{R_{a,2}}{R_{a,1}} \right)^{-\frac{1}{2}} \left[ 1 - \left( \frac{R}{R_{a,2}} \right)^{\frac{c_B - 2c_N}{2}} \right]; \]
\[ I_3(R) = \left( \frac{t_{N1}}{2\tau} \right)^{-\frac{1}{2}} \exp \left[ c_N \left( R_{a,1}^2 - R_{a,2}^2 \right) \right] \left( \frac{R_{a,1}}{R_{a,2}} \right)^{c_N + B(R_{a,1})} \times \left[ \left( \frac{R}{R_{a,1}} \right)^{c_N + B(R_{a,1})} - 1 \right] \times 2F_1 \left( d_1, d_2; d_3; R \right) \times F_1 \left( d_1, d_2; d_3; R \right); \]
\[ \text{APPENDIX F:} \quad N\text{-BODY SIMULATIONS WITH } \gamma = 1 \]

In the simulations presented in §8 a field star density profile \( \rho_x(r) \propto r^{-2} \) was assumed. In order to establish whether the “knee” feature in the diffusion coefficients that can be associated with AR is also present in simulations with different \( \gamma \), we have carried out an additional set of simulations with TPI with \( \gamma = 1 \). These additional simulations provide verification of some of our expectations for the regime in which AR is important, as discussed in §7.3.

The parameters of the additional set of simulations were as follows. The field star mass was \( m_0 = 10^6 M_\odot \) and the SBH mass was \( M_\odot = 10^6 M_\odot \). Field stars were distributed according to \( N(a) = N_{\max}(a/a_{\text{max}})^3 - \gamma \), with \( N_{\max} = 2500, a_{\text{max}} = 100 \text{ mpc} \) and \( \gamma = 1 \), and their eccentricities were sampled from a “thermal” distribution \( dN/da = 2e \). In total 200 test particles were included, with initial semimajor axes sampled from \( N(a) \propto a^3 - \gamma \) with \( 3 \lesssim a/\text{mpc} \lesssim 14 \) and \( dN/da \propto 2e \). The orbits of the test and field stars were initially randomly oriented. The capture radius was \( r_{\text{cap}} = 8 r_g \) and the integration time was 10 Myr. Only the 1PN terms were included.

The diffusion coefficients obtained from these simulations are shown for different semimajor axes in Figure [F1]. In that figure we have included the same analytical functions for the coefficients that were also included in Figure [F14] (cf. equation [E22]), but now evaluated for the model with \( \gamma = 1 \). The results for \( \gamma = 1 \) are consistent with those for \( \gamma = 2 \), which were presented in Figure [F14]. In particular, the “knee” feature is clearly present which, as we argued, can be associated with the rapid quenching of RR below the SB. The position of this “knee” agrees well with the predicted position of the SB, equation (11), suggesting that this relation is also valid for nuclear models with \( \gamma = 1 \).

For small semimajor axes our predictions for the AR diffusion coefficients with \( C_1 = C_2 \approx 2.6 \) (cf. equation [E11]) are in good agreement with the data obtained from the simulations with \( \gamma = 1 \). At larger semimajor axes the slopes predicted by these relations are still consistent with the data, but the normalization is not: it appears that in order to remain consistent with the data, both \( C_1 \) and \( C_2 \) must increase with increasing semimajor axis. We note that this trend can also be observed in Figure [F14] although the dependence of \( C_1 \) and \( C_2 \) on semimajor axis appears to be weaker in the latter figure.

APPENDIX G: EQUIVALENCE OF TWO CRITICAL RADI

Here we show that the quantity \( a_{\text{AR, max}} \) defined in §7.3 is the same as the critical semimajor axis that was defined in § VC of MAMW11. The latter quantity, which we here denote by \( a_{\text{MAMW}} \), was argued to be the minimum value of \( \alpha \) for which NRR would allow orbits to “penetrate” the SB.

The criterion in MAMW11 was that – for orbits near the SB –

\[ (\Delta \ell)^{\text{NRR}} \equiv \left( \frac{\ell_{\text{coh}}}{\ell_{\text{NRR}}} \right)^{1/2} \lesssim \ell_{\text{max}} - \ell_{\text{min}} \approx 2\ell_4 A_D \]

(MAMW11, equations 66, 67). Thus \( a_{\text{MAMW}} \) is the value of \( \alpha \) for which:

\[ \frac{\ell_{\text{coh}}}{\ell_{\text{NRR}}} \approx 4A_D^2 \ell_4^4 \text{SB}. \]

(G2)

The quantity defined as \( \ell_{\text{NRR}} \) in MAMW11 is essentially the inverse of the quantity \( A(E) \) defined in this paper (cf. equation [E22]).

In §3 of this paper, \( a_{\text{AR, max}} \) was defined as the value of \( \alpha \) for which \( \ell_{\text{a,1}} = \ell_{\text{SB}} \). The quantity \( \ell_{\text{a,1}} \) was defined, in turn, as the angular momentum for which

\[ (\Delta \ell)^{\text{NRR}} \equiv \frac{1}{4\ell} A(E) = \langle \Delta \ell \rangle_{\text{AR}} \approx A_D^2 \ell_4^4 \]

(G3) (equation [E23]). Thus

\[ \ell_{\text{a,1}}^4 \approx \frac{\ell_{\text{coh}} A(E)}{A_D^2} \]

and setting \( \ell_{\text{a,1}} = \ell_{\text{SB}} \) then yields:

\[ 4A_D^2 \ell_4^4 \approx A(E) \ell_{\text{coh}}, \]

the same as equation (G2).
Figure F1. Diffusion coefficients obtained from an additional set of simulations with $\gamma = 1$; parameters are indicated in the bottom right panel. The lines show the analytic model of equation (22) as in Figure 14, but now evaluated for the corresponding nuclear model with $\gamma = 1$ (see §7.3 for details).