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Abstract—Low Power Wide Area (LPWA) networks are known to be highly vulnerable to external in-band interference in terms of packet collisions which may substantially degrade the system performance. In order to enhance the performance in such cases, the telegram splitting (TS) method has been proposed recently. This approach exploits the typical burstiness of the interference via forward error correction (FEC) and offers a substantial performance improvement compared to other methods for packet transmissions in LPWA networks. While it has been already demonstrated that the TS method benefits from knowledge on the current interference state at the receiver side, corresponding receiver algorithms of high performance are still missing. The modeling of the bursty interference via Markov chains leads to the optimal detector in terms of a-posteriori symbol error probability. However, this solution requires a high computational complexity, assumes an a-priori knowledge of the interference characteristics and lacks flexibility. We propose a further developed scheme with increased flexibility and introduce an approach to reduce its complexity while maintaining a close-to-optimum performance. In particular, the proposed low-complexity solution substantially outperforms existing practical methods in terms of packet error rate and therefore is highly beneficial for practical LPWA network scenarios.

Index Terms—Low power wide area networks, interference, Markov chains, maximum a-posteriori probability detection.

I. INTRODUCTION

A. Background

M ASSIVE telemetry systems are considered an important part of the upcoming Internet-of-Things (IoT) [2]. Such systems may consist of thousands of small sensor/metering devices, which are battery-powered and transmit the sensed information over a large distance such as 10 km or more for collection at a central gateway. Hence, they are typical examples of so-called Low Power Wide Area Networks (LPWANs). An important challenge for such systems is a large amount of interference created by the network participants, which may lead to packet loss due to collisions and correspondingly to frequent packet retransmissions. One of the most common LPWAN system concepts is LoRaWAN [3], which utilizes ALOHA protocols for packet retransmissions and channel hopping, cf. [4], and is supposed to provide connectivity to thousands of sensing devices in a limited area. In this context, strong interference may affect many packets and limit the performance of LoRaWAN in particular and LPWANs in general. In addition, LPWANs are supposed to coexist with other wireless systems, as explained in [5] and [6]. Many LPWAN systems operate in the license exempt frequency bands. For example, in Europe the short range devices (SRD) bands from 863 MHz to 870 MHz and around 2.4 GHz are most relevant. The SRD bands are utilized by a variety of different applications such as radio frequency identification (RFID) systems, wireless microphones or other communication standards based on IEEE 802.15.4, cf. [6]. It can be expected that the channel load in the SRD bands will continue to grow significantly and therefore the external interference to LPWAN systems resulting in a high probability of collisions. Hence, in this paper we focus on LPWAN transmissions which are typically ultra-narrow band, interfered by short wide band transmissions of other systems.

The harmful influence of packet collisions can be reduced using forward error correction (FEC) coding. However, the choice of the FEC code implies a trade-off between the packet error rate (PER) and the energy consumption, since in general more redundant symbols have to be transmitted with increasing strength of the selected channel code. In addition, FEC coding may not be useful in the presence of a vast amount of interference as mentioned in [7], especially if all symbols of the packet are overlapped by an unknown number of interferers with variable signal power. In [8], the telegram splitting (TS) method has been introduced\(^1\), where the bursty behavior of the interference is exploited which stems from the fact that also the sensing information acquired by other systems may be transmitted discontinuously. Hence, there might be interference scenarios which are more suitable for the application of FEC coding. In order to increase the probability that at least a part of the packet would be received with a sufficiently low amount of interference, the packet (called telegram in [8]) is split in multiple sub-packets, which are transmitted independently with a certain time and frequency

\(^1\)Telegram splitting has been standardized for ultra-narrow band communication systems according to ETSI TS 103357.
spacing between them. At the receiver, the sub-packets are reassembled and an attempt is made to correct the errors within the more damaged sub-packets using FEC. In [8] and [9], the benefit of this method compared to the traditional packet-by-packet transmission without TS in terms of reliability of the signal detection has been demonstrated. Furthermore, an optimization of the number of sub-packets and the coding rate has revealed that the PER can be substantially reduced by increasing the number of sub-packets, i.e., splitting the telegram into many parts. In this paper, we focus on the TS method for LPWAN transmission.

In order to reach a sufficiently high signal quality, some of the LPWANs that utilize relatively high symbol rates, such as Narrow-Band (NB) IoT, may employ tens or hundreds of packet repetitions in order to reach a sufficiently high coupling loss. However, LPWAN schemes such as LoRaWAN, Sigfox and ETSI TS 103357 follow a different approach and employ a reduced symbol rate such that it is possible to reach a high coupling loss with few or no packet repetitions. In fact, Sigfox utilizes three packet repetitions with ultra-narrow band transmissions while LoRa uses a spread-spectrum technique. ETSI TS 103357 employs telegram splitting as considered in our paper and a very strong FEC code with low code rate of 1/3, and does not need to apply any explicit repetitions for a good performance.

B. Previous works

For the TS method, the knowledge of the interference variance in the presence of bursty interference is important in order to distinguish between the corrupted and "clean" sub-packets at the receiver. For this, the interference states have been modeled using Markov chains in [7]. However, only the presence or absence of interference is predicted based on the state estimates of the respective Markov chain. The corrupted symbols are excluded (erased) from the decoding process. This solution is suboptimal due to the complete erasure of the corrupted symbols, which may still carry a certain amount of useful information.

A related problem of symbol detection in the presence of bursty noise is well known in the context of powerline communications (cf. [10], [11]), and the methods which have been proposed to tackle the problem in this field are discussed in the following.

In powerline communications, abrupt discharging effects within various segments of the powerline can heavily affect the signal transmission. Such effects are very difficult to model due to the intricate structure of the powerline system, such that machine learning approaches (as in [10]) and methods based on Markov chains (as in [11]) seem promising. Also, it has been observed that the noise in powerline communications may exhibit a certain structure which can be characterized and exploited for symbol detection. More general scenarios for symbol detection in the presence of bursty noise have been studied in [12] and [13]. For this, a Bernoulli-Gaussian channel has been assumed. Transition probabilities between the "good" and "bad" channel states have been determined, and Markov chains have been established for channel description. Here, a "good" state implies that a reliable symbol detection is possible in principle, whereas for a bad state, no successful detection is possible due to a very large noise variance. Hence, similar to [7], the corrupted symbols corresponding to a "bad" state are discarded.

Unlike in [7] and [13], a novel maximum a-posteriori (MAP) symbol detection scheme for bursty external interference has been proposed in [1], where it has been assumed that all realizations of the external interference belong to a single communication system with known signal characteristics, i.e., signal variance, packet length and arrival probability (similar to [9]). The method of [1] exploits these properties of the external interference which are assumed to be known at the receiver, using a specifically designed Markov chain in order to maximize the reliability of symbol detection. However, in general, the interference characteristics are not perfectly known at the receiver. Furthermore, the external interferers may belong to multiple communication systems or different modes of a system with individual duty cycles and packet lengths, cf. [6], [14]. Hence, from a practical point of view, a detection scheme should be able to cope with multiple classes of interferers and also require only a limited a priori knowledge of the interference characteristics. Another disadvantage of the method proposed in [1] is related to its very high computational complexity, which restricts the application of the method to specific scenarios.

C. Contribution

In this paper, we extend the optimal MAP detection method for bursty external interference described in [1] such that multiple classes of interferers are admissible. The resulting optimal detector shows a computational complexity which is too high for practical applications in most cases. Nevertheless, the method can be used in order to determine an upper bound for the performance of any suboptimum detector. In order to reduce the complexity of the optimum scheme, we propose some modifications to the original algorithm which do not lead to a significant performance degradation. However, the resulting complexity reduction is still not sufficient for scenarios with many classes of interferers.

Furthermore, we propose a new method which shows a close-to-optimal performance (i.e., close to the performance of the optimal MAP detector) under very low and adjustable complexity. Moreover, this method does not require any prior knowledge of the structure of the interference at the receiver, but is solely based on the long-term observation of the received signal in an initial phase. Correspondingly, this new method can be employed for an arbitrary number of interference classes and shows a high flexibility in general. Its adjustable complexity and high performance render it well suitable for practical applications.

Our contributions are summarized as follows:

- Development of the optimal MAP detection algorithm for LPWAN transmission in the presence of bursty external interference and multiple interference classes;
- Design of a modified version of the optimal MAP detector with reduced complexity and only small degradation in performance;
that results. According to the TS principle, the total symbol packet length of the resulting sub-packet is equal to \( L_{\text{tot}} = L_S + L_{\text{tr}} \). The sequence of symbols within a sub-packet with index \( i \), \( i \in \{1, 2, \ldots, n/L_S\} \) is denoted as \( x_i[m] \) and given by

\[
x_i[m] = \begin{cases} 
\epsilon[m + L_S \cdot (i - 1)], & 0 \leq m < L_S/2 \\
\epsilon[m - L_S/2], & L_S/2 \leq m < L_S/2 + L_{\text{tr}} \\
\epsilon[m + L_S \cdot i - L_{\text{tot}}], & L_S/2 + L_{\text{tr}} \leq m < L_{\text{tot}}.
\end{cases}
\]

The resulting baseband transmit signal \( d_i(t) \) for sub-packet \( i \) is given by

\[
d_i(t) = \sum_{m=0}^{L_{\text{tot}}-1} x_i[m] g(t - m \cdot T),
\]

where \( g(t) \) and \( T \) are a square-root Nyquist transmit pulse and the symbol interval, respectively. For the signal transmission, we consider an additive white Gaussian noise (AWGN) channel with noise variance \( \sigma_n^2 \) since intersymbol interference effects can be neglected in LPWAN transmission because of a relatively low symbol rate \( 1/T \). The noise variance is assumed to remain constant during the transmission of the whole telegram which is justified by the fact that communication channels in LPWA networks are typically static. Furthermore, a matched filter with impulse response \( g^*(-t) \) is applied at the receiver. The signal at the output of the matched filter is sampled at time instants \( mT \) resulting in a sequence \( y_i[m] \). According to the employed AWGN channel model and the square-root Nyquist property of \( g(t) \),

\[
y_i[m] = x_i[m] + n_i[m] + z_i[m]
\]

holds, where \( n_i[m] \) is white discrete-time noise and \( z_i[m] \) denotes the total external interference. For the detection and decoding, the training symbols are removed and the remaining data symbols from all sub-packets are deinterleaved. The decoding is done using a Viterbi algorithm with soft input obtained from the receive sequences \( y_i[m], i \in \{1, 2, \ldots, n/L_S\} \) via a specifically designed detector. In this context, the optimal detector would determine the soft input in a way that it corresponds to the a-posteriori probabilities of the symbols. Such detector is referred to as MAP symbol detector [15].

The bursty external interference is modeled via a Poisson arrival process with a known arrival probability \( p_a \) and possesses a constant duration of \( L_I \) symbols for each occurrence. More specifically, the Poisson process governs the number of interference arrivals per symbol interval, and the arrival probability within one symbol interval is given by

\[
p_a = 1 - \exp(-G/L_I),
\]

where \( G \) is the interference load, i.e., the average fraction of time for which the channel is occupied by interference normalized by the symbol duration\(^3\). According to [16], such behavior can be modeled by a Markov chain. Although the

---

\(^{2}\)The number of information bits \( k \) and the code rate \( R_c = k/n \) are selected such that \( n \) equals a multiple of \( L_S \). Furthermore, \( L_S \) is an even number.

\(^{3}\)If the interference results e.g. from an external LoRaWAN system, the interference load corresponds to the accumulated duty cycle, where the duty cycle per node is \( 1\% \) [3]. Depending on the number of nodes in proximity of the LPWAN receiver of interest, typical values of \( G \) range between 0.1 and 0.6, since LoRaWAN supports up to 3000 devices on multiple parallel channels [3].
interfering signals are symbols from discrete symbol constellations, the choice of these constellations is up to the respective interfering communication system and therefore unknown to the considered LPWAN receiver. Taking into account different symbol intervals and the absence of synchronization between the interfering communication system and the LPWAN system of interest, intersymbol interference between the symbols of the interfering signal arises after the sampling. Therefore, the pdf of the total interfering signal can be well approximated by a normal distribution according to the central limit theorem. The approximation of $z[m]$ by discrete-time white Gaussian noise is even more accurate in case of a significantly higher bandwidth of the interfering system compared to the LPWAN system of interest. Hence, we assume that the sampled bursty interference follows a normal distribution with constant variance $\sigma^2_z$. For more details on the modeling of the interference from wide-band SRD systems to LPWAN systems, we refer to [6].

For simplicity of modeling, each transmitter of the interfering system can start its transmission only exactly at the symbol intervals instead of a correlation of the neighboring interference correlation of the interference variance for different symbol intervals. However, the memory is reflected in a detection approach. In the following, a novel detection scheme is proposed which carries enough information in order to enable some estimation with memory (cf. [15]). Nevertheless, such a dependency may cause enough information in order to enable some estimation of the interference variance and the reliability of the detected symbols. The reliability of signal detection can be expressed in terms of log-likelihood ratios (LLRs), which are typically used as soft input for the Viterbi algorithm for FEC. In the following, a novel detection scheme is proposed which determines the LLRs in an optimal way via a MAP symbol detection approach.

III. MARKOV CHAIN BASED DETECTION

In this section, a Markov chain based detector is proposed for the computation of accurate a-posteriori symbol probabilities accounting for the nature of the external interference which are utilized for forming soft input to the Viterbi algorithm for a more efficient decoding. At first, a Markov chain model is developed for the interference. Then, the calculation of a-posteriori symbol probabilities is described. Furthermore, it turns out that the detection performance can be substantially improved if the knowledge of the training sequence at the receiver is exploited for detection, due to the memory of the interference. Hence, a correct incorporation of the training symbols into the a-posteriori symbol probability calculation is discussed as well.

A. Markov chain model

In order to create a Markov chain model that would describe the arrival of interference blocks, a suitable state definition for the Markov chain is required. At first, we define an “interferer state” as the remaining number of symbols to be overlapped by that interferer including the current symbol. As an example, once an interferer of length four ($L_I = 4$) arrives, the remaining number of symbols to be overlapped by this interferer will also be four. Obviously, in the next symbol interval, the state number of this interferer would reduce by one and becomes three, see Fig. 3. In absence of the interferer, the respective interferer state is set to ‘0’. Correspondingly, each total state $s$ of the Markov chain can be viewed as a member of a set $S$, where the set members are vectors describing the states of all active interferers. For example, $[4,0,0,0]$, $[0,0,1,3]$, and $[3,2,4,0]$ are possible total states in case of $L_I = 4$, see Fig. 3.

In the following, we determine the number of states needed in order to capture all combinations of substates of active interferers. For the calculation of the total number of states, we first assume $l$ active interferers, such that $L_I \cdot (L_I - 1) \cdot (L_I - 2) \cdot \ldots \cdot (L_I - l + 1) = \frac{(L_I)_{l}}{(l!)}$ is the number of combinations of active interferers, accounting for the interferer positions and the fact that each non-zero interferer substate number can arise only once in the total state due to the properties of the Poisson arrival process. Within a vector of length $L_I$, each combination can be assigned to one of the $\binom{L_I}{l}$ sets of $l$ positions. Hence, the number of states with $l$ active interferers is $\binom{L_I}{l}^2 (l)!$ and the total number of states with any number of active interferers is $\sum_{l=0}^{L_I} \binom{L_I}{l}^2 (l)!$. Here, the order of interferer substates is taken into account, such that the two total states $[3,0,2,0]$ and $[0,3,0,2]$ are
distinguished. Through this, the history of all (maximum $L_I$) individual interferers can be preserved. On the other hand, the mentioned two states represent the same number of active interferers, the same overall history, and the same current channel condition, since the variances of all interferers are assumed to be equal. Hence, the number of states can be reduced by removing states which are redundant in such sense from the state list. Subsequently, we sort the interferer substates of the remaining states according to the number of symbols still to be overlapped by the respective interferers in descending order. For the example above, both states would be represented by a single state $[3, 2, 0, 0]$ without any loss of information. Accordingly, the number of states in the Markov chain and set $\mathcal{S}$ reduces to $\sum_{l=0}^{L_I} \binom{L_I}{l} = 2^{L_I}$ which corresponds to an enormous complexity reduction compared to the previous state definition. The number of states of the Markov chain model versus $L_I$ is depicted in Fig. 4. For $L_I = 6$, the Markov chain becomes too large (> 10000 states) for a practical implementation, if no state sorting is applied. With state sorting, the number of states is 64 in this case which is much lower. For $L_I = 2$, the number of states with and without sorting equals 4 and 7, respectively. Hence, the complexity can be reduced by at least 42% for $L_I \geq 2$.

So far, only the interferer states have been modeled. However, for the calculation of the a-posteriori symbol probabilities, we need to distinguish between different states of the useful signal as well. Assuming a BPSK modulation, we consider two separate Markov chains for the interferer states and data symbols $+1$ and $-1$, respectively. These two Markov chains are then combined into one (product-) chain. Correspondingly, we define the states of the product-chain as a concatenation of the interferer states and the current BPSK symbol, resulting in states such as $[3, 2, 0, 0, +1]$ or $[4, 3, 2, 0, -1]$. The corresponding sets of states pertaining to $+1$ and $-1$ are denoted as $\mathcal{S}_+$ and $\mathcal{S}_-$, respectively. The resulting Markov product-chain for $L_I = 2$ is shown in Fig. 5. Assuming equal probability 0.5 for both symbols $+1$ and $-1$ of the BPSK constellation, the transition from the interference-free state $[0, 0, +1]$ into one of the states $[0, 0, +1]$ or $[0, 0, -1]$ occurs with probability $q = \frac{1}{2}$, since $(1 - p_a)$ is the probability that no interferer arrives. The transition from state $[2, 0, -1]$ into one of the states $[2, 1, -1]$ or $[2, 1, +1]$ occurs with probability $p = \frac{1}{2}p_a$. All other transition probabilities are obtained similarly. Note that maximum one interferer can arrive per symbol interval according to the underlying Poisson process assumption.

### B. A-posteriori probability calculation

For the a-posteriori probability calculation, we utilize a MAP detector based on the well-known BCJR algorithm [17] which provides a-posteriori probabilities for Markov processes and minimizes the probability of a detection error. The BCJR algorithm is based on a forward recursion and a backward recursion through a trellis diagram obtained from the state transition diagram of the Markov process. The algorithm utilizes the following matrices.

- Transition matrix $P(m)$, which contains the a-priori transition probabilities $\Pr(s[m] \mid s[m-1])$ of the Markov process which are assumed to be identical for different time steps $m$ corresponding to data transmission;

- likelihood matrix $R$, which contains the likelihoods $\Pr(y_t \mid s[m])$, $\forall m$ characterizing the transmission channel,

where $s[m] \in (\mathcal{S}_+ \cup \mathcal{S}_-)$ denotes the state of the Markov process at time step $m$.

The transition matrix $P(m)$ can be directly determined based on the underlying Markov product-chain. As an example, the transition matrix for the Markov product-chain given in Fig. 5 is

$$ P = \begin{bmatrix}
q & 0 & q & 0 & 0 & 0 & 0 \\
0 & q & q & 0 & 0 & q & q \\
p & p & 0 & 0 & p & p & 0 \\
0 & 0 & p & 0 & 0 & p & p \\
q & q & 0 & 0 & q & 0 & 0 \\
0 & 0 & q & q & 0 & 0 & q \\
p & p & 0 & 0 & p & 0 & 0 \\
0 & 0 & p & 0 & 0 & p & p
\end{bmatrix}, \quad (5) $$

Fig. 4. Required number of states for modeling of the interference Markov process.

Fig. 5. A Markov product-chain describing the interferer states for $L_I = 2$. Here, $p = \frac{1}{2}p_a$ and $q = \frac{1}{2}(1 - p_a)$ holds.
where the columns (and rows) are associated with the states 
\[ \{0, 0, +1\}, \{1, 0, +1\}, \{2, 0, +1\}, \{2, 1, +1\}, \{0, 0, -1\}, \{1, 0, -1\}, \{2, 0, -1\}, \{2, 1, -1\} \] in the given order.

Since the interference is assumed to follow a normal distribution, the likelihoods are given by
\[
\text{pdf}(y_t[m] | s[m] \in S_r) = \frac{1}{\sqrt{2\pi\sigma_{tot}^2(s[m])}} \exp\left(-\frac{(y_t[m] - s[m])^2}{2\sigma_{tot}^2(s[m])}\right),
\]
where \(\sigma_{tot}^2(s[m])\) represents the total variance of the disturbance, which includes the noise variance and the variance of active interferers according to the new state. As an example, a transition emerging from \(s[m-1] = [4, 3, 1, 0, +1]\) is considered. If no additional interferer arrives, the new state will be \(s[m] = [3, 2, 0, 0, +1]\) or \(s[m] = [3, 2, 0, 0, -1]\). In both cases, \(\sigma_{tot}^2(s[m]) = \sigma_0^2 + 2\sigma_1^2\), since there are only two active interferers. If an additional interferer arrives, the new state will be \(s[m] = [4, 3, 2, 0, +1]\) or \(s[m] = [4, 3, 2, 0, -1]\) which leads to \(\sigma_{tot}^2(s[m]) = \sigma_0^2 + 3\cdot\sigma_1^2\). In fact, the number of active interferers corresponds to the number of non-zero interferer substates in \(s[m]\). Thus, all pdfs \(\text{pdf}(y_t[m] | s[m]), \forall m\) are determined and stored in matrix \(\mathbf{R}\).

The BCJR algorithm obtains joint pdfs \(\lambda(s[m]) = \Pr(s[m], y_t[m])\) for each state of the Markov chain, where \(y_t[m]\) stands for the whole received sub-packet. Then, the a-posteriori probabilities \(\Pr(x_i[m] = +1 | y_t[m])\) and \(\Pr(x_i[m] = -1 | y_t[m])\) are determined via summation of all joint pdfs \(\lambda(s[m]), s[m] \in S_+\) and \(\lambda(s[m]), s[m] \in S_-\), respectively, i.e.,
\[
\Pr(x_i[m] = +1 | y_t[m]) = \frac{1}{\Pr(y_t[m])} \sum_{s_+} \lambda(s[m]),
\]
\[
\Pr(x_i[m] = -1 | y_t[m]) = \frac{1}{\Pr(y_t[m])} \sum_{s_-} \lambda(s[m]).
\]
Finally, the LLR values are calculated as
\[
\text{LLR}_i[m] = \log \left( \frac{\Pr(x_i[m] = +1 | y_t[m])}{\Pr(x_i[m] = -1 | y_t[m])} \right).
\]

### C. Training sequence and silent periods

As already mentioned before, the knowledge of some of the transmitted symbols (training symbols) may not only be used for synchronization purposes but can also help in deducing the current state of the Markov process. Correspondingly, the probability of symbol error can be further reduced. In order to account for the training sequence with \(L_{tr}\) symbols inserted in the middle of each sub-packet, we modify the entries of matrix \(\mathbf{P}(m)\) for time indices \(m\) corresponding to the training sequence such that only the transitions from \(s[m-1] \in S_{r[m-1]}\) to \(s[m] \in S_{r[m]}\) are possible and all other entries of the matrix are set to zero. Here, \(S_{r[m]}\) corresponds to either \(S_+\) or \(S_-\) depending on the current symbol \(r[m]\).

Furthermore, due to a typically discontinuous transmission in LPWA networks, we can assume that no data is transmitted shortly before and after each sub-packet. This situation can be exploited in order to further improve the detection performance via a long-term observation of the interference without additional uncertainty resulting from the superposition of the unknown desired signal. For this, we assume that \(2L_{add}\) additional symbols \(y_{t+1}[m]\) in the intervals \(-L_{add} < m < 0\) and \(L_{tot} < m < L_{tot} + L_{add}\) have been collected at the receiver. Since no data is transmitted during these time intervals, we create an additional set of states \(S_0\) which correspond to a transmit symbol \(x_t = 0\). Hence, during the first and the last \(L_{add}\) considered symbol intervals, the transition matrix \(\mathbf{P}(m)\) contains the conditional probabilities
\[
\Pr(s[m] | s[m-1]), s[m-1] \in S_0, s[m] \in S_0,\text{ and the likelihood matrix } \mathbf{R}\text{ comprises the likelihoods } \text{pdf}(y_t[m] | s[m]) = \frac{1}{\sqrt{2\pi\sigma_{tot}^2(s[m])}} \exp\left(-\frac{y_t^2[m]}{2\sigma_{tot}^2(s[m])}\right), s[m] \in S_0.
\]

With increasing number of considered symbols \(2L_{add}\), the detection performance can be substantially improved, cf. also Section IV, since more information about the interference and the initial and terminal state of the Markov chain, respectively, is obtained, i.e., the degradation due to a missing termination of the trellis diagram at both ends is reduced.

Since the proposed scheme corresponds to the optimal MAP symbol detector, its performance constitutes an upper bound for the performance of any realizable detector.

### D. Multiple classes of interferers

For the algorithm according to Section III-B, a constant interference length and variance is assumed. In practice, the interference length can vary, especially if multiple communication systems share the same resources. Also, the interference variance at the receiver is influenced by fading effects and the positions of the nodes within the deployment field. Furthermore, the imperfections of time and frequency synchronization between the LPWA transmitter and receiver have not been considered so far. The synchronization errors may affect the interference variance and length as well. All mentioned phenomena can be accounted for, if multiple classes of interferers are included in the system model and regarded in detection. For example, a certain interferer class may be used in order to describe the interference in case of perfect synchronization, while another class may characterize the interference in the presence of synchronization errors.

Multiple classes of interferers can be modeled via a Markov product-chain resulting from the combination of multiple Markov (sub-)chains. Here, each class is characterized by the interference length, variance, and load. Obviously, for each state of one sub-chain, any state of another sub-chain can occur. Hence, the state of the product-chain is defined as a concatenation of the states of the individual sub-chains. The transition probabilities between the states of the product-chain are calculated as a product of the corresponding transition probabilities of the respective states of the sub-chains. We refer to this method as a full-state solution.

---

4We assume that there are more than \(L_{add}\) symbols at each end of the observed sequence, for which \(s[m] \in S_0\) holds. However, only \(L_{add}\) symbols are taken into account in the calculation. Correspondingly, the transition from \(s[-L_{add} - 1] \to s[-L_{add}]\) and from \(s[L_{tot} + L_{add} - 1] \to s[L_{tot} + L_{add}]\) can still be described in this way.
The main drawback of this strategy is that the number of states of the resulting product-chain is given by the product of the numbers of states of the individual sub-chains (without taking into account the extension of the state definition with BPSK symbols), i.e., $2^{L_{1,i}}$, states are considered, where $L_{1,i}$ is the interferer length of class $i$ and $K$ denotes the number of classes. Correspondingly, only few classes (typically 3 or 4) can be included if the computational complexity has to be kept moderate. On the other hand, the number of classes may be high in practical applications. Interestingly, in case of low interference load, it is not highly likely that multiple interferers of the same class would be active simultaneously in order for their transmissions to overlap. If we exclude such overlaps within the same class from being considered, the number of states per class (and per sub-chain) reduces from $2^{L_{1,i}}$ to $L_{1,i} + 1$. We refer to this method as a reduced-state solution for which the number of states of the product-chain is given by $\prod_{i=1}^{K} (L_{1,i} + 1)$. Through this, even interferer lengths in the order of the size of the sub-packet can be incorporated which is typically not possible using the full-state method considering all theoretically possible interferer combinations per class due to a too high state number.

In the following, an example of a reduced-state product-chain with $K = 2$ interferer classes of lengths $L_{1,1} = 2$ and $L_{1,2} = 1$ is discussed. The corresponding state transition matrix for the data transmission phase is given by

$$P(m) = \begin{bmatrix} P_{\text{small}} & P_{\text{small}} \\ P_{\text{small}} & P_{\text{small}} \end{bmatrix}$$

(11)

with $P_{\text{small}} = \begin{bmatrix} q_1 & q_1 & q_1 & 0 & 0 \\ q_2 & q_2 & q_2 & 0 & 0 \\ 0 & 0 & 0 & 0 & q_3 \\ 0 & 0 & 0 & 0 & q_4 \\ q_5 & q_5 & q_5 & 0 & 0 \\ q_6 & q_6 & q_6 & 0 & 0 \end{bmatrix}$

where $q_1 = \frac{1}{2}(1 - p_{a,1})(1 - p_{a,2})$, $q_2 = \frac{1}{2}(1 - p_{a,1})p_{a,2}$, $q_3 = \frac{1}{2}(1 - p_{a,2})$, $q_4 = \frac{1}{2}p_{a,2}$, $q_5 = \frac{1}{2}p_{a,1}(1 - p_{a,2})$, $q_6 = \frac{1}{2}p_{a,1}p_{a,2}$. Here, the columns (and rows) of matrix $P(m)$ correspond to the states $[0,0,+1]$, $[0,1,+1]$, $[1,0,+1]$, $[1,1,+1]$, $[2,0,+1]$, $[2,1,+1]$, $[0,0,-1]$, $[0,1,-1]$, $[1,0,-1]$, $[1,1,-1]$, $[2,0,-1]$, $[2,1,-1]$, assuming that no further interferer packet of length $L_{1,1} = 2$ can arrive during the occurrence of an active interferer from the first class. This assumption is well justified in case of a relatively low interference load for this class of interferers, i.e., $G_1 \leq 0.2$. The resulting overall product-chain has $2(2 + 1)(1 + 1) = 12$ states. On the contrary, $2 \cdot 2^2 \cdot 2^1 = 16$ states would have to be utilized if overlaps among the interferers of the first class were accounted for. With more classes and longer interference packets, the number of states in a full-state solution may become even by orders of magnitude larger than that in the advocated reduced-state solution.

### E. Further complexity reduction

Although the reduced-complexity method described in Section III-D provides a reliable symbol detection in case of a relatively low interference load, its computational complexity might still grow prohibitively large for an increasing number of interference classes, especially if the interference length is not small. Furthermore, it might be very difficult to obtain accurate a-priori information about the characteristics of the interference from coexisting communication systems. In fact, the received signal variance can be hardly estimated accurately even by the receiver of the interfering communication system. Correspondingly, the statistical modeling of the overall received interference might be inaccurate and result in heavy losses in terms of packet error rate. In order to cope with both problems, i.e., a high detection complexity and lack of a priori knowledge of the full interference characteristics, we propose a detector with scalable complexity which is based on a long-term observation of the interference.

Assuming a discontinuous transmission of data packets by the transmitter, the received signals before and between the actual packet transmissions can be recorded and used in order to estimate the interference variance in the absence of the useful signal. The sequence of squared signal magnitude samples is considered and its most representative values are determined. For this, the squared magnitude samples are sorted in ascending order and subdivided into partitions using one of the known partitioning or clustering methods, e.g. the expectation-maximization (EM) algorithm [18]. In this work, we employ the Lloyd’s algorithm which is based on centroid Voronoi diagrams [19]. More specifically, we apply the algorithm to the logarithmically scaled squared magnitudes, which performs better than the partitioning of the original squared magnitudes as we observed in our simulations. As a result, we obtain $P$ partitions and their centroids, which are used to define states of a Markov chain. If the squared signal magnitude is within the range of a particular partition, we assume that the interference can be characterized by the centroid corresponding to that partition. Hence, the considered sequence of samples is quantized based on the determined partitions. Using the sequence of quantized samples, we calculate the transition probabilities between different states by counting the number of transitions between the respective states and normalizing the result. Hence, a Markov chain is determined, which describes the transitions between the states of the interference variance, see Fig. 6. An alternative representation of this Markov chain via state transition matrix is given below:

$$P = \begin{bmatrix} P_{\text{small}} & P_{\text{small}} \\ P_{\text{small}} & P_{\text{small}} \end{bmatrix}, P_{\text{small}} = \begin{bmatrix} p_0 \rightarrow 0 & p_1 \rightarrow 0 & p_2 \rightarrow 0 \\ p_0 \rightarrow 1 & p_1 \rightarrow 1 & p_2 \rightarrow 1 \\ p_0 \rightarrow 2 & p_1 \rightarrow 2 & p_2 \rightarrow 2 \end{bmatrix}$$

(12)

where the columns (and rows) of $P$ correspond to the following states: $[\sigma_{I,0}^2, +1]$, $[\sigma_{I,1}^2, +1]$, $[\sigma_{I,2}^2, +1]$, $[\sigma_{I,0}^2, -1]$, $[\sigma_{I,1}^2, -1]$, $[\sigma_{I,2}^2, -1]$. The transition probabilities $p_{s[m] \rightarrow s[m+1]}$, $\forall [s[m], m]$ are obtained from the measurements. Using the transition probabilities of the Markov chain, the detection is done using the BCJR algorithm as discussed before.

---

We omit the graphical representation of this Markov chain due to the high number of transitions.
A related method has been proposed in [20] for symbol detection in the presence of impulsive noise for powerline communications. However, a fixed noise model with a given and constant number of states and known noise variances corresponding to the states and transition probabilities between states has been assumed in [20]. Thus, it was sufficient to consider 19 states for the full-state modeling of the impulsive noise. Then, using a BCJR algorithm, the a-posteriori symbol probabilities have been calculated. In contrast, our method does not require any prior knowledge of the interference variances, number of states for the full-state modeling or similar information, since the proposed scalable approach relies solely on the observation of the interference signal. Furthermore, the complexity of the proposed method is very low, since we obtain only 2P states of the Markov chain.

The major benefit of this method is a much lower computational complexity of the detector, since the length of the interference packets is not relevant for this approach. Instead, the complexity in terms of the number of states is given by the number of partitions, which is a parameter that can be freely chosen. Correspondingly, we refer to this scheme as “scalable detector” in Section IV. Another benefit of this scheme is that it is fully blind, i.e., no a-priori knowledge of the interference statistics is required. However, the method is somewhat less accurate compared to the full-state (optimal) MAP detection described in Section III-A, where the (available) interference statistics are fully exploited. The accuracy of the scheme can be further improved by refining the transition probabilities using the well-known Baum-Welch algorithm, cf. [18].

Fig. 6. A Markov chain for the scalable approach with three states per symbol. Here, the three partitions have centroid variances \( \sigma^2_{f,0}, \sigma^2_{f,1}, \) and \( \sigma^2_{f,2} \), respectively. The transition probabilities \( p_{s[m] \rightarrow s[m+1]}, \forall s[m], m \) are obtained from the measurements.

IV. NUMERICAL RESULTS

A. Simulation parameters

For the simulation results discussed in the following, we have chosen a convolutional code with 6 memory elements and a code rate \( R_c = \frac{1}{3} \), where the number of encoder input bits and the number of encoded bits is \( k = 168 \) and \( n = 504 \), respectively. For trellis termination, 6 tail bits are input to the encoder after the information bits. Furthermore, the length of each sub-packet is \( L_S = 28 \) and correspondingly the number of sub-packets per telegram is \( n/L_S = 18 \). A training sequence of length \( L_t = 8 \) is employed, given by \([-1,-1,-1,1,+1,+1,1,1]\). The symbol duration is selected to \( T = 0.5 \) ms. For the transmit filter \( g(t) \), we adopt a cosine half wave of duration \( T \) corresponding to minimum-shift keying (MSK) modulation. For each scenario, the packet error rate (PER) is obtained from a simulation of 20000 packet transmissions. A packet error occurs in case of at least one bit error after FEC decoding of the whole received data packet.

We show the simulated PER for different signal-to-noise ratios \( E_s/N_0 = 1/\sigma^2_{n} \) and interference lengths \( L_t \), where \( E_s \) stands for the energy per transmitted symbol and \( N_0 \) is the noise power spectral density. It should be noted that the \( E_s/N_0 \) range adopted in our paper is a practical one since its definition is related to the ultra-narrow transmission band of a single node in telegram splitting (which applies frequency hopping in addition) and not to the overall system bandwidth (for which the \( E_s/N_0 \) values would be much lower).

In order to guarantee the best possible performance of the proposed schemes even with large interference variance, our investigations have shown that the exploitation of \( L_{\text{add}} = 10 \)
additional symbols before and after each sub-packet is sufficient. Hence, this choice is adopted for all results.

For the interference variance, we assume $\sigma_i^2 = 2$ in scenarios with a single interference class. In scenarios with multiple interference classes, we consider different interference variances, which may represent the signal transmissions from co-located nodes in similar distances from the receiver. Such co-located nodes can be viewed as node clusters.

In this work, we focus on moderate interference loads $G \leq 0.6$ in order to exploit the benefits of the TS method. Larger loads, e.g. $G \approx 1$, indicate that a new interfering packet arrives in almost every symbol interval. Correspondingly, the interference variance remains almost constant in all consecutive symbol intervals, which is in contradiction to the assumption of bursty interference. Besides, such loads result in a poor performance since a low receive signal quality prevails throughout each code word, and corrupted symbols cannot be corrected anymore via FEC.

### B. Baseline schemes

For comparison, we show also results for genie-aided detection, a technique from [13] based on the erasure of corrupted symbols, and a naive approach with assumed constant interference variance, respectively.

For genie-aided detection, the total variance of interference plus noise $\sigma_{\text{tot},i}^2[m]$ is assumed to be known, such that the LLRs can be expressed as

$$\text{LLR}_i[m] = \log \frac{\Pr(x_i[m] = +1 | y_i[m])}{\Pr(x_i[m] = -1 | y_i[m])}$$

$$= \log \frac{\Pr(y_i[m] | x_i[m] = +1)}{\Pr(y_i[m] | x_i[m] = -1)}$$

$$= \frac{2y_i[m]}{\sigma_{\text{tot},i}^2[m]}.$$  \hfill (13)

Unlike other benchmark schemes, the genie-aided detector is not a practical method since it assumes the perfect knowledge of the interference variance in each symbol interval which is unknown in practice. However, its performance represents a theoretical upper bound for any realizable detector and thus can be used for performance evaluations. Accordingly, analytical expressions for its PER performance are of interest. Corresponding semi-analytical results are provided in the Appendix based on the concept of the effective signal-to-interference-and-noise ratio (SINR). According to the analysis in the Appendix, for a given realization of interference variances within a codeword, the PER of the genie-aided detector can be approximated as

$$\text{PER} \approx \Psi(\text{SINR}_{\text{eff}}),$$  \hfill (14)

where SINR_{\text{eff}} is given by (17), (18) and $\Psi(\cdot)$ stands for a nonlinear function. Here, $\Psi(E_s/N_0)$ gives the PER of the adopted convolutional code for the AWGN with a signal-to-noise ratio of $E_s/N_0$. Thus, $\Psi(\cdot)$ can be determined by simulations for the AWGN channel and is independent of the interference conditions.

According to (14), for comparing the performance of the genie-aided detector under different interference variance realizations, a comparison of the corresponding effective SINRs is sufficient. Finally, for an overall performance approximation, (14) can be averaged over the interference statistics.

For the erasure method, the presence of interference has been detected using a BCJR algorithm based on a Markov chain with only two states (“good” and “bad”). Here, the average interference variance and the transition probabilities were estimated via long-term observation of the receive signal prior to the data transmission. The symbols pertaining to the “bad” state are excluded (“erased”) from the decoding process. This has been accomplished by setting the respective LLR values to zero.

For the naive approach with assumed constant interference variance, the LLRs are calculated according to (13) with a constant variance $\sigma_{\text{tot},i}^2[m] = \sigma_{\text{tot}}^2, \forall i, m$. Since $\sigma_{\text{tot}}^2$ is a constant factor, which is identical for all computed LLRs, the choice of $\sigma_{\text{tot}}^2$ does not affect the decisions of the Viterbi decoder. Hence, we set $\sigma_{\text{tot}}^2 = 2$, such that

$$\text{LLR}_i[m] = y_i[m]$$  \hfill (15)

holds. The obvious drawback of this scheme is that no information regarding the interference statistics is taken into account, which could help to distinguish between the reliable and unreliable symbols. In the presence of strong interference, the resulting receive symbols can have a large magnitude, i.e., significantly larger than the magnitude of the useful signal, which indicates that the symbol is unreliable. However, this naive approach would interpret such symbols as more reliable than the received symbols with small disturbance, thus well overlapping with the symbol constellation.

For clarity of notation, we introduce some abbreviations for the considered detectors, see Table I. These abbreviations will be used in the figures to clearly distinguish between the various detectors.

### C. Single interference class

In Fig. 7, PER vs. $E_s/N_0$ is shown for the full-state MAP detector and the considered baseline schemes for $L_I = 6$, $G = 0.5$. We observe that both the erasure method and the naive approach assuming a constant interference variance perform significantly worse than the proposed full-state MAP detector. Both schemes do not reach $\text{PER} = 10^{-3}$ even at very high $E_s/N_0$ values. Furthermore, we note that there is a performance gap between the full-state MAP detector and the genie-aided detector representing an upper performance bound of approximately 3 dB at $\text{PER} = 10^{-3}$. It can be also observed

| Detector Abbreviation | |
|-----------------------|------------------|
| genie-aided detector  | genie-aided      |
| erasure method        | erasure          |
| constant variance detector | const. var. |
| full MAP detector     | MAP or MAP full  |
| reduced-complexity MAP detector | MAP, reduced |
| scalable-complexity MAP detector | MAP, scalable |

TABLE I

Detectors abbreviations
increasing interferer length, PER increases for all considered 

The variance of each class is 

\[ \sigma_i^2 = \frac{I_i}{2} \]

Fig. 8. Decoding performance of the baseline schemes and the full-state MAP detector for \( L_I = 6 \) and \( G = 0.5 \).

from Fig. 7 that the performance approximation according to (14) (‘approx.’) is quite accurate. Hence, it enables a 

Fig. 9. Decoding performance of the baseline schemes and the full-state MAP detector and for various interferer lengths under constant arrival rate with \( G = 0.1 \cdot L_I \).

For a better insight, we show results for a constant interference load \( G = 0.5 \) and various interferer lengths in 

Fig. 10. Decoding performance of the baseline schemes, the full-state and the reduced-state MAP detectors for a scenario with two interferer classes. 

\[ L_{I,1} = 2, L_{I,2} = 4, G_1 = 0.4, G_2 = 0.8, \sigma_{I,1}^2 = \sigma_{I,2}^2 = 1. \]

schemes. This is related to the fact that the load \( G \) increases as well for a constant arrival probability. Correspondingly, more 

symbols are overlapped by the interfering packets which dramatically affects the decoding performance. Also, we observe 

that the proposed solution provides a substantially lower PER compared to the erasure method and the constant variance method.

D. Multiple interference classes

For the analysis of symbol detection with multiple interferer 

classes, we consider a scenario with two classes which are characterized by packet lengths \( L_{I,1} = 2, L_{I,2} = 4 \) and adaptive load, \( G_i = 0.2 \cdot L_{I,i}, i \in \{1, 2\} \). The variance of each class is reduced to 1. This scenario describes a communication system with two clusters of interferers located in two different small areas at the same distance from the receiver. The number of clusters is kept low in order to enable also a comparison of the 

reduced-state MAP solution (according to Section III-D) with the full-state MAP solution. The results are depicted in Fig. 10. We observe that the PER is much higher for the erasure method compared to both proposed methods based on MAP detection and to the constant variance approach. Also, the
full-state MAP scheme slightly outperforms the reduced-state solution for $E_s/N_0 \geq 6$ dB. Nevertheless, the gap between these two schemes is very small due to a moderate interference load for each interferer class, such that the overlaps between multiple transmissions within the same class are still relatively rare. If the load reduces to even lower values, the performance difference between the full-state solution and the reduced-state solution vanishes completely, since overlapping transmissions of the same class are very unlikely. The reduced-state solution should be employed in such scenarios for complexity reasons.

Since the full-state and reduced-state methods rely on the knowledge of the interference variance, it is important to investigate the performance of these schemes in case of imperfect estimation of the interference variance. For this, we assume that the estimation error has a normal distribution with a standard deviation (STD) of 20%, 30%, or 50% of the true variance. Furthermore, we consider the same scenario as in Fig. 10, i.e., two interference classes with $L_{I,1} = 2$, $L_{I,2} = 4$, $G_1 = 0.4$, and $G_2 = 0.8$. The results are depicted in Fig. 11. For an STD of 20%, both methods show only a small performance degradation compared to the scenario with perfectly known interference variance. However, we observe a significant performance degradation of both methods with an STD of 30% at high SNR, which is due to the incorrect calculation of a-posteriori probabilities and LLRs. If we interpret the deviation of the interference variance as an additional distortion, this distortion becomes dominant only in case of low noise variance. In contrast, at low SNR, i.e., for $E_s/N_0 \leq 3$ dB, the degradation is negligible. For an STD of 50%, the additional distortion becomes dominant at much lower SNR than for 30%. In fact, both MAP methods fail to reach even PERs of $10^{-2}$ for any SNR in this case. Hence, we conclude that these two methods rely on a sufficiently accurate estimation of the interference variance, preferably with an STD of 30% or smaller. A sufficiently good estimation of the interference characteristics can be also achieved by the adaptive detector with scalable complexity whose performance is discussed in the following.

E. Detection with scalable complexity

In order to analyze the performance of the proposed method with scalable complexity according to Section III-E, we consider at first the achievable PER for different numbers of partitions. For this, we assume a simple scenario with two classes similar to Section III-E: $L_{I,1} = 2$, $L_{I,2} = 4$, $\sigma_{I,1}^2 = \sigma_{I,2}^2 = 1$, $G_i = 0.1 \cdot L_{I,i}, \forall i$. The corresponding results for the achievable PER are depicted in Fig. 12. Obviously, with a low number of partitions $P$ such as $P = 2$, the quantization of the interference squared magnitudes is not sufficiently fine such that the PER is somewhat larger than the lower bound for the performance of any practical detector given by the performance of the full-state MAP detector. However, PER converges quickly to lower values with increasing $P$. In fact, the PERs obtained with $P = 6$ and $P = 10$ can hardly be distinguished from each other. We select $P = 10$ for the following analysis. Also, we observe that the PER of the scalable detector is close to that obtained with the full-state MAP detector. Hence, we conclude that this method is close-to-optimum.

For a real world scenario with a random distribution of interfering transmitters within a certain area around the receiver, we would obtain a continuous distribution of the interference variance which implies an infinite number of interference classes that need to be modeled via the Markov model for the optimum MAP detector and the reduced-state receiver according to Section III-D. Among the solutions proposed in Section III, only the scalable detector is capable of providing a good performance at a moderate and adjustable complexity for this scenario. Hence, we compare the scalable detector only with the benchmark schemes for a scenario, where the nodes are randomly scattered (uniform distribution) within a ring-shaped area around the receiver with an inner radius of 100 m and an outer radius of 1 km. A path loss exponent of 3.5 and a carrier frequency of 869.5 MHz have been selected. Furthermore, each node is assigned to one of the three classes: $L_{I,1} = 10$, $L_{I,2} = 6$, or $L_{I,3} = 3$. We simulate two scenarios with different loads, where the load is equal for all interferer classes of the same scenario, i.e. $G_i = 0.1, \forall i$ or $G_i = 0.2, \forall i$.  

![Fig. 11. Decoding performance of the full-state and reduced-state MAP detectors with imperfect estimation of the interference variance for a scenario with two interferer classes. $L_{I,1} = 2$, $L_{I,2} = 4$, $G_1 = 0.4$, $G_2 = 0.8$.](image)

![Fig. 12. Decoding performance of the full-state, reduced-state and scalable MAP detectors, respectively, for a scenario with two interferer classes. $L_{I,1} = 2$, $L_{I,2} = 4$, $\sigma_{I,1}^2 = \sigma_{I,2}^2 = 1$, $G_i = 0.1 \cdot L_{I,i}, \forall i$.](image)
The corresponding results are depicted in Fig. 13. We observe a substantial performance degradation for all four methods, if the load increases from \(G_i = 0.1\) to \(G_i = 0.2\). Obviously, the proposed solution outperforms both the erasure method and the constant variance method. In particular, very low values of PER can be achieved using the scalable detector. For the erasure method, the PER does not reduce below 17% even for high \(E_s/N_0\) with \(G_i = 0.1\) and 60% with \(G_i = 0.2\). For the constant variance detector, the PER remains close to ‘1’, i.e. almost no error-free packet transmission is possible using this method in practice. The reason for this lies in the large fluctuations of the interference variance for the considered scenario. In fact, symbols corrupted by strong interference are typically interpreted as especially reliable by this detector, if the resulting receive signal magnitude is large. In addition, we observe a substantial gap between the PER achieved by the scalable detector and the PER of genie-aided detection, which is approx. 3 dB at \(E_s/N_0 = 10^{-3}\) with \(G_i = 0.1\).

At last, we would like to investigate the system performance for this practical scenario under various code rates. We compare the PERs obtained for the code rates \(R_c \in \{1/3, 2/5, 1/2\}\) depicted in Fig. 14, where the convolutional codes for the code rates \(R_c = 2/5\) and \(R_c = 1/2\), respectively, have been obtained by optimized puncturing of the code for \(R_c = 1/3\). We observe that the performance of all considered methods degrades noticeably with increasing code rate. For the genie-aided scheme, a degradation of 1.8 dB results when the code rate is increased from \(R_c = 1/3\) to \(R_c = 2/5\). With \(R_c = 1/2\), an error floor arises at high signal-to-noise ratios, such that a performance upper bound of \(\text{PER} \approx 0.25\%\) is reached. For the erasure method, the performance degradation is less significant since the PER is already very high even for \(R_c = 1/3\). The proposed scalable MAP detector shows a degradation which is more substantial than for the genie-aided scheme at low code rates, i.e., up to 5 dB at a PER of \(10^{-3}\) when comparing \(R_c = 1/3\) and \(R_c = 2/5\). Correspondingly, the performance gap between the scalable detector and the genie-aided scheme increases with increasing code rate, since inaccuracies in the interference state estimation and subsequent LLR calculation are compensated for less efficiently by the channel code. However, no practical method is known to date which can close this gap. Furthermore, we notice that the PER of the scalable MAP detector is very high (PER = 3% at \(E_s/N_0 = 8\) dB) with \(R_c = 1/2\), which renders such a high code rate impractical for the considered scenario. In summary, for an LPWAN transmission in hostile environments with significant interference, a protection by sufficiently strong channel coding is recommended.
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Fig. 13. Decoding performance of different detectors for a scenario with three interferer classes. \(L_{i,1} = 10, L_{i,2} = 6, L_{i,3} = 3, G_i = 0.1, \forall i\) or \(G_i = 0.2, \forall i\). All transmitters are randomly distributed within a ring-shaped area around the receiver.
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Fig. 14. Decoding performance of different detectors for a scenario with three interferer classes. \(L_{i,1} = 10, L_{i,2} = 6, L_{i,3} = 3, G_i = 0.1, \forall i\), and code rates \(R_c = \{1/3, 2/5, 1/2\}\). All transmitters are randomly distributed within a ring-shaped area around the receiver.

F. Complexity analysis

Since some of the proposed methods aim at reaching close-to-optimum performance with reduced complexity, it is worth discussing the computational complexity of the proposed methods. Table II summarizes the complexity of the full MAP, reduced MAP and scalable MAP algorithms. Here, we took into account the worst-case complexity of the BCJR algorithm and did not consider possible suboptimal implementations, which typically rely on assumptions such as low probabilities in some branches which therefore can be discarded. The complexity of the BCJR algorithm can be given in terms of the number of states \(S\) of the Markov product-chain per received symbol and the total required number of multiplications, which corresponds to \(M = (L_{\text{tot}} + 2L_{\text{add}})(1 + S + 3S^2) \approx 3(L_{\text{tot}} + 2L_{\text{add}})S^2\). We also provide examples for the number of multiplications in some settings. For Example 1, we assume \(L_{\text{tot}} + 2L_{\text{add}} = 36, K = 2, L_{i,i} = 5, \forall i, \text{ and } P = 3\). For Example 2, we select \(L_{\text{tot}} + 2L_{\text{add}} = 36, K = 2, L_{i,i} = 10, \forall i, \text{ and } P = 5\). It can be observed from Table II that by employing the reduced MAP and scalable MAP algorithms, respectively, the computational complexity can be decreased by several orders of magnitude compared to the full MAP algorithm for the considered examples. Especially the scalable MAP algorithm

\[6\text{Please note that in earlier work, the complexity analysis of the BCJR algorithm and its suboptimal versions has also included the memory requirements, cf. [17], [21]. However, in recent times, memory has become less critical compared to the actual computational complexity. Hence, we provide the complexity with respect to the number of multiplications according to our implementation of the algorithms.}\]
appears well feasible in practical applications in terms of computational complexity.

V. Conclusion

In this paper, the optimal detector for LPWA networks in the presence of burst interference has been introduced. In the considered scenario, the telegram splitting method has been utilized in order to optimize the system performance. The amount of interference observed in each symbol interval has been modeled via a Markov process by exploiting the assumed knowledge of the interference arrival probability, the variance of a single interferer and the length of interferer packets. The resulting model is employed for the computation of a-posteriori symbol probabilities using a MAP detector from which LLR values can be determined for FEC decoding. The proposed scheme outperforms a previously proposed erasure based detector noticeably. Despite a substantial gap between the PER obtained using the proposed scheme and the PER of a genie-aided detector with perfect knowledge of the total interference variance, the proposed solution is capable of guaranteeing a high system performance.

In addition, a reduced-state MAP detector has been proposed for scenarios with low-to-moderate interference load which performs very close to the full-state MAP detector. This solution entails a much lower computational complexity which enables the incorporation of multiple interferer classes such that the interference length and variance do not need to be identical for all interfering transmissions (as it was assumed for the full-state detector). However, a significant relaxation of the system assumptions allowing for the presence of a high number of classes and synchronization imperfections results in an increased complexity of the detector such that the number of interferer classes that can be supported remains still relatively low. Also, the considered full-state and reduced-state MAP detectors rely on the knowledge of the interference statistics, i.e., arrival probability, interference variance and packet length. In order to further reduce the complexity and eliminate the dependency of the detector on the knowledge of the interference statistics which may be not available in practice, we have proposed another detection method with scalable complexity. In this method, the number of states of the detector trellis diagram is a free parameter which can be selected by the system designer according to the tolerable complexity. This method shows a close-to-optimum performance (i.e., a performance close to that of the full-state MAP detector) even for a relatively small number of states of the underlying Markov model.

Appendix

A. Performance analysis of genie-aided detector

In order to gain further insight into the performance of the proposed detectors under different interference conditions, we develop an analytical performance approximation to the genie-aided scheme which serves as an (approximate) upper bound to the performance of any realizable detector. For the genie-aided scheme, the signal-to-interference-and-noise ratio (SINR) varies within a codeword but is perfectly known for all positions of the codeword. In order to approximate the PER performance for a given channel code and given SINRs, we exploit an analogy to earlier work on cellular systems where link performance models have been designed for the application in system level simulations in order to determine the link PER at a reduced complexity with approximate expressions [22], [23], [24].

In this context, it should be noted that in wireless systems with varying fading and/or interference conditions and packet sizes which are not extremely large, the PER for a specific channel realization may be significantly different from the average PER, and a carefully designed link level performance model is needed which accounts for the specifics of the given channel snapshot. In the literature, various such models have been developed for the usage in system level simulations, cf. e.g. [22], [23], [24]. Typically, in such models a set of quality measures is collected for the different positions within the codeword such as raw bit error rates, SINRs and channel capacities according to the current channel realization. Subsequently, a single quality measure is derived from the available set of measures which is used to derive the anticipated PER for the current channel conditions. For the following, we adopt a specific approach described in [22], [23] where an effective SINR is used for a quick estimation of PER, assuming random interleaving within a codeword. The effective SINR approach has been justified in [24] by considering the high probability error events in optimum soft-decision decoding of a convolutional code via the Viterbi algorithm. In general, the effective SINR for random interleaving is expressed as [22][Eq. (1)]

$$\text{SINR}_{\text{eff}} = b I^{-1}\left(\frac{1}{n} \sum_{i=0}^{n-1} I\left(\frac{\text{SINR}_i}{b}\right)\right),$$  \hspace{1cm} (16)

where $I(\cdot)$ and $I^{-1}(\cdot)$ are a function depending on the employed model and its inverse, respectively, $\text{SINR}_i$ denotes the SINR experienced by the codeword symbol $c[i]$, and $b$ is a constant which can be used for optimization of the PER estimation.

In the next step, the PER is estimated from the effective SINR by applying a nonlinear function. In [22], [23], it is proposed to use either the PER vs. SNR characteristics of the adopted convolutional code for the AWGN channel or an optimized spline curve. While the latter approach allows for a higher estimation accuracy, the former one is more intuitive.

For a detailed discussion of possible choices for the function $I(\cdot)$ we refer to [22]. Since our main priority lies on intuitive expressions instead of maximum estimation accuracy we select the capacity approach corresponding to $I(y) = \log(1 + y)$, which results in a performance model referred to as capacity effective SINR metric (CESM) [22].

In the following, we assume that the SINRs of all codeword positions are moderate-to-high which allows for further simplifications. Since $I(y) \approx \log(y)$ and $I^{-1}(y) \approx 2^y$ in this regime, the effective SINR in (16) can be approximately expressed as

$$\text{SINR}_{\text{eff}} \approx \sqrt{n \prod_{i=0}^{n-1} \text{SINR}_i},$$  \hspace{1cm} (17)
Accordingly, the effective SINR can be expressed via the geometric mean of the individual SINRs of the codeword positions.

For a performance estimation of the considered genie-aided detector under given interference conditions, the required set of SINRs within a codeword is determined as

$$\text{SINR}_I = \frac{1}{\sigma^2_{I}(m)} + \sigma^2_N,$$

where $\sigma^2_{I}(m)$ denotes the total interference variance for symbol $x_i(m)$ corresponding to codeword symbol $c(l)$. Finally, the PER of the adopted convolutional code under the given interference conditions is estimated by the PER of that code for an AWGN channel with $\text{SNR} = \text{SINR}_\text{eff}$.

For randomly changing sets of SINRs for different codewords, an approximate performance bound can be obtained by averaging the PER estimate with respect to the interference statistics.
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