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Abstract

Motivation: Although genome-wide association studies (GWAS) have identified thousands of variants associated with common diseases and complex traits, only a handful of these variants are validated to be causal. We consider ‘causal variants’ as variants which are responsible for the association signal at a locus. As opposed to association studies that benefit from linkage disequilibrium (LD), the main challenge in identifying causal variants at associated loci lies in distinguishing among the many closely correlated variants due to LD. This is particularly important for model organisms such as inbred mice, where LD extends much further than in human populations, resulting in large stretches of the genome with significantly associated variants. Furthermore, these model organisms are highly structured and require correction for population structure to remove potential spurious associations.

Results: In this work, we propose CAVIAR-Gene (CAusal Variants Identification in Associated Regions), a novel method that is able to operate across large LD regions of the genome while also correcting for population structure. A key feature of our approach is that it provides as output a minimally sized set of genes that captures the genes which harbor causal variants with probability q. Through extensive simulations, we demonstrate that our method not only speeds up computation, but also have an average of 10% higher recall rate compared with the existing approaches. We validate our method using a real mouse high-density lipoprotein data (HDL) and show that CAVIAR-Gene is able to identify Apoa2 (a gene known to harbor causal variants for HDL), while reducing the number of genes that need to be tested for functionality by a factor of 2.

Availability and implementation: Software is freely available for download at genetics.cs.ucla.edu/caviar.

Contact: eeskin@cs.ucla.edu

1 Introduction

Genome-wide association studies (GWAS) have been extremely successful in reproducibly identifying variants associated with various complex traits and diseases (Altshuler et al., 2008; Hakonarson et al., 2007; International Multiple Sclerosis Genetics Consortium et al., 2013; Kostgen et al., 2013; Ripke et al., 2013). The most common type of genetic variants comes in the form of single nucleotide polymorphisms (SNPs), which we make the focus of this study. Because of the correlation structure in the genome, a phenomenon referred to as linkage disequilibrium (LD) (Pritchard and Przeworski, 2001; Reich et al., 2001), each GWAS-associated variant will typically have hundreds to thousands of other variants which are also significantly associated with the trait. Identifying the variants responsible for the observed effect on a trait is referred to as fine mapping (Hormozdiari et al., 2014; Kichaev et al., 2014; Maller et al., 2012; Yang et al., 2012). In the context of association studies, the genetic variants which are responsible for the association signal at a locus are referred to in the genetics literature as the ‘causal variants’. Causal variants have biological effect on the phenotype. Generally, variants can be categorized into three main groups. The first group is the causal variants which have a biological effect on the phenotype and are responsible for the association signal. The second group is the variants which are statistically associated with the phenotype due to LD with a causal variant. Even though association tests for these variants may be statistically significant, under our definition, they are not causal variants. The third group is the variants which are not statistically associated with the phenotype and are not causal. We note that this usage of the term causal has little to do
with the concept of causal inference as described in the computer science and statistics literatures (Pearl, 2000; Spirtes et al., 2000).

Fine-mapping methods take as input the full set of association signals in a region and attempt to identify a minimum set of variants that explains the association signals. A common approach is to calculate marginal association statistics for each variant and, depending on the study budget, select the top K ranked variants for follow-up studies. However, the local correlation structure at a fine-mapping locus will induce similar association statistics at neighboring, non-causal variants, thereby making this approach suboptimal in this context. Furthermore, it fails to provide a guarantee that the true causal variant is selected. A recent work (Maller et al., 2012) addressed this issue by estimating the probabilities for variants to be causal under the simplifying assumption that each fine-mapping locus contains a single causal variant. Ranking variants based on association strength (similar to top K) and this probabilistic approach (Maller et al., 2012) assuming a single causal variant give identical relative rankings. However, the probabilistic approach provides the added benefit that we can now select enough variants to guarantee that we have captured the true causal variants with \( \rho \) level of confidence. Unfortunately, the key underlying assumption that a fine-mapping locus contains a single causal variant is likely to be invalidated at many risk loci (Hormozdiari et al., 2014; Kichaev et al., 2014). For regions that putatively harbor multiple independent signals, a common strategy is to use iterative conditioning to tease out secondary signals (Yang et al., 2012). This process is analogous to forward stepwise regression, where at each iteration, the variant with the strongest association is selected to enter the model and then marginal statistical scores are re-computed for the remaining variants condition on the ones that have been selected. This process is repeated until there are no remaining variants that are statistically significant. However, it has been shown that this approach is highly suboptimal (Hormozdiari et al., 2014; Kichaev et al., 2014) due to lack of LD consideration. To address these issues, we recently proposed probabilistic fine-mapping methods (Hormozdiari et al., 2014; Kichaev et al., 2014) that build on the concept of a standard confidence interval by providing a well-calibrated, minimally sized confidence set of variants using principled, LD-aware modeling of multiple causal variants. In these methods, we assign probability to each variant to be causal and subsequently select the smallest number of variants that achieve the desired posterior probability. Many accurate fine-mapping methods have been designed for human studies where there are a relatively small number of associated variants in a region. In model organism studies, however, pervasive LD patterns result in GWAS-associated loci that may span several megabases and contain thousands of variants and dozens of genes. For example, in a widely utilized design for mouse studies, the Hybrid Mouse Diversity Panel (HMDP) (Bennett et al., 2010)—the typical associated region—is approximately 1–2 megabases. Identifying which genes underlie an associated locus in model organism studies is a major, labor-intensive process involving generating gene knockouts. Therefore, it is often the case that identifying the causal genes at an associated locus requires a larger effort than the initial GWAS (Flint and Eskin, 2012). In addition to large LD blocks, fine-mapping studies in model organisms are complicated by population structure (i.e., the complex genetic relationship between different individuals in the study; Flint and Eskin, 2012; Kang et al., 2008; Price et al., 2006) that invalidate commonly used association statistics that assume the individuals in the study are independent. Model organisms such as mice have a high level of population structure, typically larger than what is observed in human populations; therefore, correcting for the population structure for mouse GWAS is imperative to mitigate the chance of false positive signals of association (Flint and Eskin, 2012; Kang et al., 2008; Price et al., 2006).

In this article, we propose CAVIAR-Gene (CAausal Variants Identification in Associated Regions), a statistical method for fine mapping that addresses two main limitations of existing methods. First, as opposed to existing approaches that focus on individual variants, we propose to search only over the space of gene combinations that explain the statistical association signal, and thus drastically reduce runtime. Second, CAVIAR-Gene extends existing framework for fine mapping to account for population structure. The output of our approach is a minimal set of genes that will contain the true causal gene at a pre-specified significance level. This gene set together with its individual gene probability of causality provides a natural way of prioritizing genes for functional testing (e.g., knockout strategies) in model organisms. Through extensive simulations, we demonstrate that CAVIAR-Gene is superior to existing methodologies, requiring the smallest set of genes to follow-up in order to capture the true causal gene(s). To validate our approach, we applied CAVIAR-Gene to real mouse data and found that we can successfully recover Apoa2, a known causal gene for high-density lipoprotein (HDL) (Flint and Eskin, 2012; van Nas et al., 2009), for the HDL phenotype in the HMDP.

2 Methods

2.1 Overview of CAVIAR-Gene

CAVIAR-Gene takes as input the marginal statistics for each variant at a locus, an LD matrix consisting of pairwise Pearson correlations computed between the genotypes of a pair of genetic variants, a partitioning of the set of variants in a locus into genes, and the kinship matrix which indicates the genetic similarity between each pair of individuals. Marginal statistics are computed using methods that correct for population structure (Kang et al., 2008; Lippert et al., 2011; Listgarten et al., 2012; Zhou and Stephens, 2012). We consider a variant to be causal when the variant is responsible for the association signal at a locus and aim to discriminate these variants from ones that are correlated due to LD. Our previous proposed method CAVIAR, is a statistical framework that provides a ‘p causal set’ that is defined as the set of variants that contain all the causal variants with probability of at least \( \rho \). The intuition is that due to LD structure, it is impossible to identify exactly the causal variants, but it is possible to identify a set which contains these causal variants. CAVIAR was designed to work on human GWAS where we deal with regions that have at most 100 variants in a locus and we consider all possible causal combinations of at most 6 causal variants to detect the \( \rho \) causal set. However, in model organisms, the large stretches of LD regions result in a large number of variants associated in each region, thus making CAVIAR computationally infeasible.

CAVIAR-Gene mitigates this problem by associating each variant to a proximal gene, and instead, operating on the gene level, thus reducing the computational burden by an order of magnitude while facilitating interpreting of GWAS results. Similarly, CAVIAR-Gene detects a ‘\( \rho \) causal gene set’ which is a set of genes in the locus that will contain the actual causal genes with probability of at least \( \rho \). Note that not all the genes selected in the \( \rho \) causal gene set will be causal. A trivial solution to this problem would be to output all the genes as the \( \rho \) causal gene set. However, because this provides no additional information, we are
interested in detecting the ρ causal gene set which has the minimum number of genes. We demonstrate that CAVIAR-Gene is well-calibrated as it fails to detect the actual causal gene 1−ρ fraction of the time.

2.2 Standard GWAS
Consider a GWAS on a quantitative trait where we collect phenotypic values for n individuals and genotype all the individuals on m variants. Let $y_i$ indicate the phenotypic value of the $i$th individual and $g_{ik} \in \{0, 1, 2\}$ indicate the minor allele count of the $i$th individual for the $k$th variant. We use $Y$ to denote the $(n \times 1)$ vector of phenotypic values and $X_k$ to denote the $(n \times 1)$ vector of normalized genotype values for the $k$th variant for all the $n$ individuals in the study. Without loss of generality, we assume that genotype values for each variant have been standardized to have mean 0 and variance 1 yielding the following relationships: $I^T X_k = 0$ and $X_k^T X_k = n$, where $I$ denotes the $(n \times 1)$ vector of ones. We assume that the data generating model follows a linear additive model, and for simplicity we assume there are two variants, $c$ and $q$, such that the data generating model is

\[ Y = \mu I + \beta_c X_c + \epsilon \]

where $\mu$ is the mean of the phenotypic values, $\beta_c$ is the effect size of the $c$th variant, and $\epsilon$ is the residual noise. In this model, the residual error is the $(n \times 1)$ vector of i.i.d and normally distributed error. Let $e \sim N(0, \sigma_e^2 I)$, where $I$ is the $(n \times n)$ identity matrix and $\sigma_e$ is a covariance scalar. The estimates of $\beta_c$, which are indicated by $\hat{\beta}_c$, are obtained by maximizing the likelihood,

\[ \hat{\beta}_c = \frac{X_c^T Y}{X_c^T X_c}, \quad \hat{\beta}_c \sim N\left(\beta_c, \frac{\sigma_e^2}{X_c^T X_c}\right) \]

and the statistics is computed as follows:

\[ S_c = \frac{\hat{\beta}_c}{\sigma_e} \sqrt{(X_c^T X_c)} \sim N(\lambda_c, 1). \]

We compute the covariance between the estimated effect size of the two variants as follows:

\[ \text{Cov}(S_c, S_q) = \text{Cov}\left(\sqrt{(X_c^T X_c)} \cdot \hat{\beta}_c, \sqrt{(X_q^T X_q)} \cdot \hat{\beta}_q\right) = \frac{1}{\sigma_e^2} \text{Cov}\left(\frac{X_c^T Y}{\sqrt{X_c^T X_c}}, \frac{X_q^T Y}{\sqrt{X_q^T X_q}}\right) = \frac{X_c^T X_q}{\sqrt{X_c^T X_c} \sqrt{X_q^T X_q}} = r. \]

Thus, the joint distribution of the marginal association statistics for the two variants given their NCPs follows a multivariate normal distribution (MVN),

\[ \left(\begin{array}{c} S_c \\ S_q \end{array}\right) \sim N\left(\begin{array}{c} \lambda_c \\ \lambda_q \end{array}, \begin{array}{cc} 1 & r_q \\ r & 1 \end{array}\right), \]

where $r_q$ is the genotype correlation between the $i$th and $r$th variants. In the case that both variants are not causal, we have $\lambda_c = \lambda_q = 0$. In the case that the $r$th variant is causal and the $q$th variant is not causal, we have $\lambda_q = 0$. In the case that both variants is not causal and the $r$th variant is causal, we have $\lambda_c = r$. This result is known from previous studies (Han et al., 2009; Hormozdiari et al., 2014; Kichaev et al., 2014; Zaitlen et al., 2010).

2.4 Computing the likelihood of causal SNP status from GWAS data
Given a set of $m$ variants, the pair-wise correlations denoted by $\Sigma$, we use the $(m \times 1)$ vector $S = [S_1 \ldots S_m]^T$ to denote the marginal association statistics. We extend the joint distribution mentioned above for $m$ variants. The joint distribution follows an MVN distribution,

\[ (S|\Lambda) \sim N(\Lambda \Sigma, \Sigma). \]

where $\Lambda$ is the $(m \times 1)$ vector of normalized true effect sizes and $\Sigma$ is a $(m \times m)$ matrix of pair-wise genotype correlations between different SNPs. Let $X = [X_1, X_2 \ldots X_m]$ be a $n \times m$ matrix of genotype. We can approximate $\Sigma$ using genotype data as follows: $\Sigma = \frac{1}{n} X^TX$.

In CAVIAR (Hormozdiari et al., 2014), we introduce a new parameter $C$, which is a $(m \times 1)$ binary indicator vector used to represent causal status of $m$ SNPs in a region (i.e. $C^{(i)} = 1$ if the $i$th SNP is causal and 0 otherwise). We define a prior probability on the vector of $\Lambda$ for a given causal status using an MVN distribution,

\[ (\Lambda|C) \sim N(0, \Sigma_c), \]

where $\Sigma_c$ is a diagonal $(m \times m)$ matrix. The diagonal elements of $\Sigma_c$ are set to $\sigma_c^2$ or $\epsilon$ where $\epsilon$ is a very small constant to make sure the matrix $\Sigma_c$ is full rank. The $r$th element on the diagonal is set to $\sigma_r^2$ if the $r$th variant is causal and set to $\epsilon$ if the $r$th variant is non-causal. We know that the LD between two variants is symmetric ($\Sigma^T = \Sigma$). We combine Equations (2) and (3) to compute the joint marginal
association statistics of all the variants. The joint distribution follows an MVN distribution,

$$ (S|C) \sim \mathcal{N}(0, \Sigma + \sum \Sigma, \Sigma). $$  \hspace{1cm} (4)

### 2.5 Computing the posterior probability of causal SNP status from GWAS data

Given the observed marginal association statistics, $S = [S_1, \ldots, S_n]^T$, we can compute the posterior probability of the causal SNP status $P(C|S)$ as,

$$ P(C|S) = \frac{1}{Z} \frac{P(S|C)P(C)}{\sum_{C \subseteq \mathcal{C}} P(S|C)P(C)}, \hspace{1cm} (5) $$

where $\mathcal{C}$ is the set of all possible causal SNPs. Thus, the size of $\mathcal{C}$ is $2^n$. Furthermore, $P(C)$ is the prior probability for a particular causal SNP status, $C$. We use $Z$ to denote the normalization factor.

In CAVIAR, we use a simple prior for a causal SNP status. We assume that the probability of an SNP to be causal is independent from other SNPs and the probability of an SNP to be causal is $\gamma$. Thus, we compute the prior probability as $P(C) = \prod_{i=1}^{n} \gamma (1 - \gamma)^{(1 - \gamma)}$. In our work, we set $\gamma$ to 0.01 (Darnell et al., 2012; Eskin, 2008; Jul and Eskin, 2011). It is worth mentioning that although we use a simple prior for our model, CAVIAR can incorporate external information such as functional data or knowledge from previous studies. As a result, we can have SNP-specific prior where $\gamma_i$ indicates the prior probability for the $i$th SNP to be causal. Thus, we can extend the prior probability to a more general case, $P(C|\gamma) = \prod_{i=1}^{n} \gamma_i (1 - \gamma_i)^{(1 - \gamma_i)}$.

To compute the posterior probability for each causal SNP status, we need to consider all the possible causal SNP status which is the denominator of Equation (5). To ease the computational burden, we assume we have at most six causal SNP in each region. Assuming we have an upper bound on the number of causal variants is a common procedure in fine-mapping methods (Hormozdiari et al., 2014; Kichaev et al., 2014). We show the upper bound of six causal variants have small effect on the results (Hormozdiari et al., 2014). This assumption reduces the size of $\mathcal{C}$ from $2^n$ to $2^6$ which is computationally feasible.

### 2.6 $\rho$ causal SNP set

Give a set of SNPs $\mathcal{K}$, we define a causal SNP configuration as all the possible causal SNP status which excludes any SNP as causal outside the set $\mathcal{K}$. Note, our definition of causal SNP configuration includes the causal SNP status where no SNP is considered as causal. We use $\mathcal{C}^\mathcal{K}$ to denote the causal SNP configuration for the $\mathcal{K}$. We compute the posterior probability of set $\mathcal{K}$ capturing all the true causal genes, $P(\mathcal{C}^\mathcal{K}|S)$.

$$ P(\mathcal{C}^\mathcal{K}|S) = \sum_{C \subseteq \mathcal{C}^\mathcal{K}} P(C|S). $$

Let $\rho$ denote the value of the posterior probability, where $\rho = P(\mathcal{C}^\mathcal{K}|S)$, and we refer to it as the confidence level of $\mathcal{K}$ capturing the actual causal SNPs. We refer to $\mathcal{K}$ as the ‘$\rho$ confidence set’.

Given a confidence threshold $\rho^*$, there may exist many confidence sets that have a confidence level greater than the threshold. However, among all the possible $\rho^*$ confidence sets, the sets which have the minimum number of SNPs are more informative or have higher resolution to detect the actual causal SNPs. Thus, we are interested in finding the $\rho^*$ confident set with the minimum size (with minimum number of selected SNPs), $P(\mathcal{C}^\mathcal{K}|S) \geq \rho^*$, where $\mathcal{K}^*$ has the minimum size.

### 2.7 $\rho$ causal gene set

Unfortunately, the $\rho$ causal SNP sets for mice can select many variants due to the high LD. Instead, we would like to find a set of genes that harbors causal variants. We define a $\rho$ causal gene set as a set of genes which captures all the genes which harbor the causal variants with probability at least $\rho$. One of the benefits of detecting the $\rho$ causal gene set requires less computation than detecting the $\rho$ causal SNP set.

For simplicity, we use genes as a way to group the SNP to detect the causal SNPs. Thus, SNPs are partition to sets and this partition of the SNPs is done based on the genes. As a result, when a gene is selected in the $\rho$ causal gene set, we can examine all the SNPs which are assigned to that gene which are selected in the $\rho$ causal SNP set in the CAVIAR model. We use a simple way to assign SNPs to a gene—we assign an SNP to the closest gene. We would like to emphasize that CAVAIR-Gene can incorporate more complicated SNP to gene assignment.

Let $G$ be a set of genes and $K(G)$ indicates all the SNPs assigned to the genes in the set $G$. Then, we formally define the $\rho$ causal gene set as a $G^\rho$ set where the total posterior probability of all the SNPs in $K(G^\rho)$ that captures all the causal SNPs is $\rho$. Among all the $\rho$ causal gene set, we are interested in the set which has the minimum number of genes selected.

$$ P(C_{K(G)}|S) \geq \rho. $$

Thus, to detect the $\rho$ causal gene set, we need to search over all the possible sets of genes. Given $\ell$ genes in loci, we have $2^\ell$ possible causal gene set which is much smaller than all the possible sets of SNP, which are $2^n$.

### 2.8 Greedy algorithm to detect the $\rho$ causal gene set

We would like to emphasize that $\rho$ causal gene set should capture all the causal genes; however, not all the genes selected in the $\rho$ causal gene set are causal. Thus, even if we set an upper bound of six on the number of causal genes, the size of the $\rho$ causal gene set can be larger than six genes. For example, if we have one causal variant and all the variants in that region have perfect LD, just utilizing the marginal statistics is impossible to distinguish which gene is the actual causal gene. Thus, in order to have 95% causal gene set, we have to select all the genes in the region. This is similar to what we observe in the variant level from previous studies (Hormozdiari et al., 2014; Kichaev et al., 2014).

Instead of considering all the possible causal gene set, we need to consider all the possible causal SNP set to find the $\rho$ causal gene set, we propose the following greedy algorithm to ease the computational burden. For each gene, we define a weight that indicates the amount that each gene contributes toward the posterior probability of the $\rho$ causal gene set. Genes which have higher weights will have higher probability of being selected in the $\rho$ causal gene set. Thus, we pick the top set of genes for which the summation of their weights is at least $\rho$ fraction of total weights of all genes in the region.

We use $W = [w_1, w_2, \ldots, w_\ell]$ as a $(\ell \times 1)$ vector for the weights of all the genes, where $w_i$ is the weight of the $i$th gene and we compute the weight for the $i$th gene as follow:

$$ w_i = \frac{\sum_{C \subseteq \mathcal{C}^\mathcal{K}} P(C|S) \sum_{C \subseteq \mathcal{C}^\mathcal{K}} P(S|C)P(C_i|C)}{\sum_{C \subseteq \mathcal{C}^\mathcal{K}} P(S|C)P(C)}. \hspace{1cm} (6) $$

We compute the weight for the $i$th gene by summing over all the causal gene statuses where the $i$th gene is selected as causal. We show in Section 3 that the proposed greedy and the brute force algorithm which consider all possible causal gene status tend to have similar results.
2.9 Handling marginal statistics corrected for population structure

The linear model which is used in the standard GWAS assumes only one causal SNP as shown in Equation (1). Moreover, in this linear model, we assume that the phenotypic value of each individual is independent from the phenotypic value of another individual. This assumption is not true in general for GWAS, especially in model organisms such as inbred mice. The model that accounts for this dependency is as follows:

\[ Y = \mu + \sum_{i=1}^{m} \beta_i X_i + \epsilon \]

Unfortunately, in a typical GWAS, the number of individuals in a study is much smaller than the number of SNPs (n < m). Thus, estimating the effect size of all the SNPs is not possible. We test each SNP one at a time, \( Y = \mu + \beta_i X_i + u + e \), where \( u = \sum_{j \neq i} \beta_j X_j \) models the random effects. In this model, we assume that each SNP has an effect and the effect of each SNP is distributed normally as \( \beta_i \sim N(0, \sigma_i^2) \). The total genetic variance is defined as \( \sigma_g^2 \) and we use \( \bar{\sigma}_r^2 \) as the estimated genetic variance. We compute the variance of the random effect as \( \text{Var}(u) = \sigma_g^2 K \), where \( K = XX^T / m \) is referred to as the kinship matrix. The kinship matrix defines pair-wise genetic relatedness which is computed from the genotype data. Let \( V \) be the total variance of phenotype \( Y \), which is computed as \( V = \sigma_r^2 + \sigma_g^2 K \). Let \( \hat{\sigma}_r \) be the estimated environment and measurement error variance. Thus, the total estimated variance is \( \hat{V} = \sigma_r^2 + \sigma_g^2 K \).

We assume that the collected phenotype has an MVN distribution as follows: \( Y \sim N(\mu + \beta_i X_i, \sigma_g^2 I + \sigma_r^2 K) \). Similar to linear regression, we compute the estimate of the effect size of the causal SNP \( \hat{\beta}_i \) by maximizing the likelihood. Moreover, we can estimate the effect size of the SNP \( \hat{\beta}_i \) which is indirectly associated to the causal SNP,

\[ \hat{\beta}_i = \frac{X^T \hat{V}^{-1} Y}{X^T \hat{V}^{-1} X_i}, \quad \hat{\beta}_i \sim N(\hat{\beta}_i, (X^T \hat{V}^{-1} X_i)^{-1}) \]

and the statistics is computed as follows:

\[ S_i = \hat{\beta}_i \sqrt{X^T \hat{V}^{-1} X_i} \sim N(\hat{\beta}_i, 1) \]

We would like to emphasize all the existing methods (Kang et al., 2008; Lippert et al., 2011; Listgarten et al., 2012; Zhou and Stephens, 2012) which correct for population structure computes the marginal statistics for each variant. However, corrected marginal statistics cannot be used by existing fine-mapping methods (Hormozdiari et al., 2014; Kichaev et al., 2014). As in these methods, we assume that the correlation between the computed marginal statistics is equal to the correlation between the two corresponding variants. As shown in our experiment below, the correlation between the marginal statistics which are corrected for population structure is not equal to the correlation of genotypes corresponding to the two variants.

We compute the covariance between the observed statistics for a causal SNP (variant) and an SNP (variant) which is indirectly associated with the causal SNP as follows:

\[ \text{Cov}(S_i, S_j) = \text{Cov}(X_i^T \hat{V}^{-1} Y, X_j^T \hat{V}^{-1} Y) = X_i^T \hat{V}^{-1} X_j \]

Let matrix \( L \) be the Cholesky decomposition of matrix \( \hat{V}^{-1} \), \( \hat{V}^{-1} = L^T L \). Let \( X'_i = LX_i \) and \( X'_j = LX_j \). We assume that \( LX_i, LX_j \) and \( LY \) are normalized to mean 0 and variance 1. Thus, we can re-write the covariance between the computed statistics for two SNPs as follow:

\[ \text{Cov}(S_i, S_j) = \text{Cov}(X_i, X_j) = \text{Cov}(LX_i, LX_j) \]

This indicates that the covariance between the two marginal statistics corrected for population structure follows an MVN where the correlation between the two statistics is the correlation between the transformed genotype for both SNPs. Thus, we re-write Equation (2) for the case the marginal statistics is corrected for population structure as follows: \( \text{Cov}(X_i, X_j) \), where \( \Sigma \) is the pairwise correlation matrix which is computed by transforming the genotyped data and then computing the pair-wise correlation of transformed genotypes. In principle, this result could also be applied to other problems such as imputing the missing variants that utilize the summary statistics (Lee et al., 2013; Pasaniuc et al., 2014).

3 Results

3.1 CAVIAR-Gene is computationally efficient

CAVIAR and CAVIAR-Gene at high level can consider all possible causal combinations for variants and genes, respectively. However, considering all possible causal combinations is intractable. In CAVIAR, we make an assumption that in each locus we have at most six causal variants. However, in CAVIAR, in order to detect the \( p \) causal variants, we consider all possible causal sets which can be very slow depending on the number of variants selected in the \( p \) causal variant set. In the worst case, the running time of CAVIAR can be \( O(2^m) \), where \( m \) is the total number of variants in a region. In CAVIAR-Gene, we use the proposed greedy method which is mentioned in Section 2.8. This greedy algorithm reduces the complexity of CAVIAR from \( O(2^m) \) to \( O(m^6) \). Applying CAVIAR on loci with 100 of variants will take around 30 h. However, it will take 2 h for CAVIAR-Gene to finish on the same loci and 3 h for CAVIAR-Gene to finish on loci with 200 variants. Figure 1 indicates the running time compression between CAVIAR and CAVIAR-Gene for different number of variants in a region.

3.2 CAVIAR-Gene-estimated causal gene sets are well-calibrated

To assess the performance of our method, we conducted a series of simulations. To make our simulations more realistic, we utilize real genotypes from three different datasets: outbred dataset (Zhang et al., 2012), F2 dataset (van Nas et al., 2009), and HMDP dataset (Bennett et al., 2010). After obtaining the real genotype for each
dataset, we partition the genome into segments containing 200 genes. For each segment, we implant one, two, or three causal genes in the region where a gene is considered causal if it harbors at least one causal variant. We then generate simulated phenotypes for each segment using a linear mixed model as in the previous studies (Han et al., 2009; Zaitlen et al., 2010).

We extend the existing methods, which are designed to detect the causal variants, to detect the causal genes. For these methods, we consider a gene to be causal if any of the variants in that gene are selected as causal. We run TopK-Gene, conditional method (CM-Gene) (Yang et al., 2012), 1Post-Gene (Maller et al., 2012), and CAVIAR-Gene. Among these methods, CAVIAR-Gene is the only method that is well-calibrated to detect causal genes as shown in Table 1. We consider a method to be well-calibrated if it accurately captures the causal genes in ρ fraction of the time. It is worth mentioning that 1Post-Gene is well-calibrated when we only have one true causal gene; however, 1Post-Gene is mis-calibrated when there are more than one causal gene in the locus as shown in Table 1.

3.3 CAVIAR-Gene provides better ranking of the causal genes
To compare the performance of each method, we compare the recall rate and the number of causal genes selected by each method. We calculate the recall rate as a percentage of the total simulations where all the true causal variants are detected. Unfortunately, each method selects a different number of genes as causal. Thus, to make the comparison fair, we compute the recall rate for each method as a function of the number of genes each method selects.

The results for all the methods across all three datasets are shown in Figure 2. In this figure, the X-axis is the number of genes selected by each method and the Y-axis is the recall rate for each method. Figure 2c and e indicates the recall rate for Outbred, F2, and HMDP datasets where we have implanted one causal gene. Although the difference between the TopK-Gene and CAVIAR-Gene in the case of one causal gene is negligible, we observe a 10% higher recall rate when there are multiple causal genes in a region (Fig. 2b, d, and f).

Although in Figure 2 we only compare recall rate of different methods as we vary the number of causal genes selected by each method, these figures are similar to receiver operating characteristic (ROC) curves which are used as a measure to compare results for different methods in statistics and machine learning. In ROC curves, the y-axis is the true positive rate which is equivalent to the recall rate in our result, and the x-axis is the false positive rate which indicates the fraction of simulations where the non-causal genes are selected as causal. Because of the fact that all methods are forced to pick the same number of causal genes, the false positive rate is the same for all the methods. Moreover, similar to ROC curves in our results, as we increase the false positive rate, the recall rate increases and as we reach false positive rate of 1, which means if we select all the genes as causal, we have a recall rate of 1.

3.4 Greedy algorithm and brute force algorithm have similar results
We proposed a greedy algorithm in Section 2.8 to detect the p causal gene set in order to speed up the process. In this section, we show that the results obtained from the greedy algorithm and the brute force algorithm are very close. The brute force algorithm considers all the possible 2^q different causal gene sets in order to compute the p causal gene set. We consider a region with 20 genes and then we simulated data similar to the previous sections. We implant one, two, or three causal genes in the region. We ran both methods and computed the recall rate as well as the size of the p causal gene set selected by each method. Table 2 shows the results. We calculate the

| Table 1. CAVIAR-Gene estimated causal gene-sets are well-calibrated |
| --- | --- | --- | --- | --- |
| Causal gene | Recall rate (%) | Causal gene size |
|  | 1Post-Gene | CM-Gene | CAVIAR-Gene | 1Post-Gene | CM-Gene | CAVIAR-Gene |
| 1 | 0.995 | 0.941 | 0.990 | 2.59 | 1.16 | 2.10 |
| 2 | 0.790 | 0.526 | 0.964 | 3.93 | 2.28 | 3.17 |
| 3 | 0.760 | 0.610 | 0.951 | 3.23 | 3.28 | 6.65^a |

*Note: We implanted one, two, or three causal genes in a region. 1Post-Gene is well-calibrated to detect the causal genes in regions where we have only one true causal gene. CAVIAR-Gene is well-calibrated in all our experiments. We consider a method to be well-calibrated when the recall rate is at least 95%. We compute the recall rate of a method as a percentage of the total simulations where all the true causal variants are detected.

^aAlthough we allow for only six causal genes in a region, we can have more than six causal genes in the p causal gene set (see Section 2.8).
recall rate as a percentage of the total simulations where all the true causal variants are detected.

3.5 CAVIAR-Gene adjusts for population structure

It is known that in the case where there exists no population structure, the correlation between the marginal statistics of two variants is the same as the correlation between the genotypes from which the statistics were computed. CAVIAR utilizes this fact to compute the likelihood for each possible causal combination. However, when population structure is present and corrected for, this may not hold. We demonstrate in our experiments that the correlation between the marginal statistics for any two variants which are corrected for population structure is the same as the correlation of a transformed version of genotype for the same two variants. We provide the description of this transformation in Section 2. CAVIAR-Gene utilizes this transformation to adjust for the population structure to compute the correct likelihood.

We use an HMDP dataset (Bennett et al., 2010) which we determine to have population structure. We generate phenotypes with population structure and compute the marginal statistics for each variant both corrected and not corrected for population structure. We then compute the correlation between each pair of marginal statistics and the correlation between each pair of variants for the original genotype and the transformed genotype. We calculate the difference between the correlation computed from the marginal statistics for each pair of variants and the correlation of the genotype of the same variants. The boxplot of these differences are shown in Figure 3.

As expected, the difference between the correlation of the marginal statistics and the correlation of the transformed genotype is close to zero and their variance is much smaller than other cases. Thus, the correlation between the marginal statistics when population structure is corrected is closer to the correlation between the genotype which is transformed using the right transformation matrix.

3.6 CAVIAR-Gene identifies Apoa2 as causal gene in HDL

To illustrate an application of our method in real data, we use an HDL dataset which was collected for three different mouse strains: outbred dataset (Zhang et al., 2012), F2 dataset (van Nas et al., 2009), and HMDP dataset (Bennett et al., 2010). We ran CAVIAR-Gene on a region ~80 megabases in length containing 595 genes (chr1: 120,000,000–197,195,432). This region harbors Apoa2, a gene previously established to influence HDL levels (Flint and Eskin, 2012; van Nas et al., 2009). We applied CAVIAR-Gene on the HMDP dataset considering all the genes in this region which yielded a 95% p causal set of 130 genes. Next, we conducted a more refined experiment, using domain-specific knowledge of the phenotype, to create a list of 53 potential candidate genes. CAVIAR-Gene selected a 23 gene subset of this list as the p causal gene set. Running CAVIAR-Gene on the Outbred dataset for all 595 genes resulted in a 95% gene set of only 13 genes. Because of the fact that the Outbred mice have a smaller degree of population structure than the HDMP, it is expected that the gene set resolution should be greater in this data. Most importantly, across all the datasets, CAVIAR-Gene includes Apoa2 in the gene set. Figure 4 illustrates the genes which are selected by CAVIAR-Gene for each dataset. The five genes which are common between all the datasets are Nr1i3, Tomm40l, Apoa2, Fcer1g, and Ndufs2. All these genes are known to be highly associated with the HDL. This suggests that CAVIAR-Gene not only recovers the actual causal gene, but simultaneously reduced the number of genes that need to undergo functional validation.

![Fig. 3. CAVIAR-Gene adjusts for population structure. Panel a illustrates the case where the data have population structure and the statistics is not corrected for the population structure. Panels b and c illustrate the cases where we have corrected the statistics for the population structure. However, in Panel b, we compute the correlation between the original genotypes and in Panel c the correlation is computed from the transformed genotypes. Then, we calculate the difference between the correlation computed from the marginal statistics for each pair of variants and the correlation of the genotype of the same variants. The difference between the correlation of the marginal statistics and the correlation of the transformed genotype shown in Panel c is close to zero and their variance is much smaller than other cases as shown in Panels a and b. To compare the results, we plot the residual difference between −0.4 and 0.4, as a result some points for Panel b are not shown.](image-url)
CAVIAR-Gene

Fig. 4. Venn diagram of the genes selected by CAVIAR-Gene on each of the dataset. HMDP ALL is the results of CAVIAR-Gene on HMDP when we utilize all the genes. HMDP CG is the result of CAVIAR-Gene on HMDP when we utilize candidate genes.

4 Discussion

In this article, we propose a novel method, CAVIAR-Gene, for performing fine mapping on the gene level. CAVIAR-Gene computes the probability of each set of genes capturing the true causal genes. Then, CAVIAR-Gene selects the set which has the minimum number of genes selected as causal and the probability of the set capturing the true causal gene is higher than a user-defined threshold (e.g. typically 95% or higher). We note that the usage of the term causal has little to do with the concept of causal inference as described in the computer science and statistics literature (Pearl, 2000; Spirtes et al., 2000). In the context of association studies, we consider a variant to be causal if the variant is responsible for the association signal in the locus. CAVIAR-Gene can incorporate marginal statistics which is corrected for population structure. This property makes CAVIAR-Gene suitable for performing fine mapping on the model organism such as inbred mice. We show using simulated data that CAVIAR-Gene has higher recall rate compared with the existing methods for fine mapping on the variants level, while the size of the causal set selected by CAVIAR-Gene is smaller than these methods. CAVIAR-Gene incorporates external information such as functional data as a prior to improve the results.
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