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ABSTRACT

Exploration is crucial for training the optimal reinforcement learning (RL) policy, where the key is to discriminate whether a state visiting is novel. Most previous work focuses on designing heuristic rules or distance metrics to check whether a state is novel without considering such a discrimination process that can be learned. In this paper, we propose a novel method called generative adversarial exploration (GAEX) to encourage exploration in RL via introducing an intrinsic reward output from a generative adversarial network, where the generator provides fake samples of states that help discriminator identify those less frequently visited states. Thus the agent is encouraged to visit those states which the discriminator is less confident to judge as visited. GAEX is easy to implement and of high training efficiency. In our experiments, we apply GAEX into DQN and the DQN-GAEX algorithm achieves convincing performance on challenging exploration problems, including the game Venture, Montezuma’s Revenge and Super Mario Bros, without further fine-tuning on complicate learning algorithms. To our knowledge, this is the first work to employ GAN in RL exploration problems.
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1 INTRODUCTION

Reinforcement learning (RL) enables the agent to learn the optimal policy in a trial-and-error manner interacting with the environment [27], and exploration, which is concerned about making the policy visit diverse states in RL, is crucial for the optimal policy training [26]. However, many existing RL methods only deploy very simple exploration strategies, such as $\varepsilon$-greedy in deep Q-network (DQN) [15] and the addition of Gaussian noise on policy in deep deterministic policy gradient (DDPG) [12]. Such naive exploration strategies succeed only when the reward is dense (or well-shaped) and the state transitions are simple, and in many hard exploration environment with sparse reward signal, they tend to fail since it is highly difficult to effectively update the agent’s policy.

To encourage exploration, normally one needs to design a well-shaped reward function for the policy training. However, it is notoriously challenging to find such an extrinsic reward (i.e., reward directly from the environment) function which leads to optimal solutions for various RL tasks. Hence, most research work focuses on supplementing by intrinsic reward [19, 22], which is also called exploration bonus, as an alternative to reward engineering, mostly inspired by the concepts of curiosity and surprise [8, 21]. It is just like when human play games, we not only concentrate on maximizing the accumulative rewards, but also keep a rough impression about the visited game scenarios, and feel curious when unseen situations are encountered. Research work inspired by such idea includes methods based on counts or pseudo-counts [1, 11, 13], information theory [6, 16] and prediction error [3, 20].

Essentially, intrinsic-motivated exploration aims to build a state distribution $\rho_h(s)$ under policy $\pi$ and determine how novel a given state is, i.e. $P^h(1(s \text{ is novel})|s)$, through $\rho_h(s)$. However, most methods mentioned above model the novelty in a separate manner. Count-based methods, for example, first take state (or state-action pairs) visit counts as visitation frequency of states, and then derive the novelty through it. Information-theoretic methods model the distribution in a Bayesian way by first updating a dynamic model of the environment, and then measuring the distance (e.g. the Kullback-Leibler divergence) when a new state is encountered. Prediction-error based methods usually first employ a $\theta$-parametrized predicting model to predict the future state $s_{t+1}$ given the action $a_t$ and state $s_t$ at current time $t$, i.e., $P_{\theta}(s_{t+1}|s_t, a_t)$,
and the curiosity is then given by the deviation from correctly predicting the \( s_{t+1} \). However, in order to measure the novelty of an encountered state \( s \), it is much more straightforward and reasonable to directly get the probability \( P(1(\text{s is novel})|s) \) or \( P(1(\text{s is visited})|s) \) which can be provided by a discriminative model. Motivated by such an idea, we introduce exploration bonuses in a more direct way by using generative adversarial network (GAN) [5] to provide a credible judgment on state novelty.

GAN is one of the most popular deep learning models in the past few years, where a generator \( G \) and a discriminator \( D \) pit against each other. During the training, \( G \) learns to fool \( D \) by generating high quality data, while \( D \) evolves to distinguish the fake from the real. Finally, both \( D \) and \( G \) converge when data generated from \( G \) follows the similar distribution of the real data and \( D \) cannot judge whether the data is fake. Because GAN is able to fit the real data distribution, it is promising to generalize this ability into RL exploration problems, i.e. to model the state distribution under the current policy and determine whether a given state is likely to be novel or visited.

In this paper, we propose to use Generative Adversarial Exploration (GAEX) framework that applies GAN to provide the curiosity for exploration, where the discriminator \( D \) is trained with real states sampled from the environment, and the fake states are generated from the generative model \( G \). The probability of being a real visited state is directly given by \( D \), and is used as an exploration bonus. In this setting, we hope those frequently visited states would be marked high probabilities to be real by \( D \), which means small exploration bonuses should be related to such states, and on the contrary, a rarely encountered state would be assigned with a low probability as real, which means this state should be paid more attention to explore. In addition, our GAEX framework requires no domain knowledge or preassumption, which is required in most previous work including count-based methods and information-theoretic methods. Leveraging the representation learning capability of deep neural network, raw pixels can be directly fed into the network without any feature engineering. Moreover, GAEX is an efficient algorithm for its low computational cost therefore can be easily generalized to expand the existing learning algorithms.

Our experimental results in various environments demonstrate that GAEX is effective and efficient. In a simple chain Markov decision process (MDP) environment, we verify the effectiveness and the stability of GAEX. We also evaluate GAEX in many complex hard-exploration environments including classic Atari games like Venture and Montezuma’s Revenge, and famous Nintendo game Super Mario Bros (without extrinsic rewards), where we observe GAEX makes active exploration, and even the state-of-the-art performance on the game Venture.

2 RELATED WORK

The exploration and exploitation dilemma, especially in sparse reward environments, remains to be a non-trivial problem [7]. Practical RL algorithms often explore with simple heuristics, such as \( \epsilon \)-greedy, Boltzmann exploration and random noise, which give rise to inefficient exploration like random walk. Intrinsic motivation reward is a general solution aiming to provide qualitative guidance to explore states that bring more surprise or reduce the uncertainty [19, 22].

Extrinsic rewards can be regarded as the reward signals received from the environment, while the intrinsic rewards are produced by the agent itself. A big group of approaches use state (or state-action pair) visitation count to give intrinsic bonus, encourage to explore less visited states. Classic count-based methods [11, 25, 26] record the state-action occurrence times and solve an approximate Bellman equation before the agent takes an action. These counts, however, are obviously not suitable for large discrete or continuous state/action spaces. To address this issue, [28] introduces a hash function combined with an auto-encoder to reduce the dimension of state space. Further, pseudo-count with a density model is proposed [1, 18], which requires efforts to hold a statistic model of the distribution of states. Besides these count-based methods, information theory is widely used to denote the uncertainty reduction of visiting a state, such as maximizing information gain [6], empowerment (or called mutual information) [16, 24], etc. These information-theoretic approaches are based on a dynamic model of the environment which predicts the next state \( s_{t+1} \) given the current history \( \xi_t = s_1, a_1, ..., s_t \) and action \( a_t \). However, both state distribution model and environmental dynamics model are hard to build in high-dimensional continuous control task and also limited in specific situations.

Recently, some prediction-error based methods make curiosity-driven exploration popular in a period of time. [20] learns an inverse prediction model and takes the difference between predicted state \( \hat{s}_{t+1} \) and real state feature \( \phi(s_{t+1}) \) to represent the curiosity. [3] also uses the prediction error between a trained model and a fixed randomly initialized neural network. These methods use heuristically designed functions to represent the novelty, which treat a state estimation as an expectation and take the gap between the expectation and the reality or fixed prediction as a guidance to encourage the exploration. In essence, all the above approaches try to fit the state distribution given certain policy which is used to calculate the curiosity. We consider that using a discriminative model to judge the novelty of state is a more straightforward way to guide the exploration. This requires a discriminator fed with sampled data from experience, and also necessarily negative samples that can be produced by a generator, which comes to our proposed GAEX framework.

3 GENERATIVE ADVERSARIAL EXPLORATION

3.1 Background

In a general RL framework, there is an agent learning in an environment modeled by a Markov Decision Process (MDP) \( M = (S, A, R, P, \gamma) \), in which \( S \) is the state space, \( A \) the action space, \( R \) the reward function, \( P \) the transition probability distribution and \( \gamma \) the future reward discounted factor. A learning agent observes state \( s_t \) at timestep \( t \), then interacts with the environment by taking action \( a_t \), receives an extrinsic reward \( r_t^e \) and transitions to a new state \( s_{t+1} \). For a finite-horizontal MDP, the goal of a general RL agent is to find an optimal policy \( \pi^* \) that maximizes the total expected discounted reward within the horizon \( T \) as
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3.2 The GAEX Architecture

Given a policy $\pi$, according to [9], the normalized discounted visitation frequency is written as

$$P(1(s \text{ is novel})|s) = 1 - \frac{\rho_\pi(s)}{\rho_\pi(s) + g(s)},$$  \hspace{1cm} (4)

where actions are selected following the policy $\pi$ and the state transits accordingly. To estimate the curiosity of state $s$, we build negative samples that follow the distribution $g(s)$, and then the probability to be a novel state for state $s$ is given by

$$P(1(s \text{ is novel})|s) = 1 - \frac{\rho_\pi(s)}{\rho_\pi(s) + g(s)}.$$  \hspace{1cm} (5)

Therefore, we train a discriminator to represent the probability $D_{\theta_d}(s) = \rho_\pi(s)/(\rho_\pi(s) + g(s))$ indicating the state novelty given state $s$. Additionally, we also train a generator $G_{\theta_g}$ in order to learn the probability $G_{\theta_g}(s) = g(s)$ representing the distribution of negative samples. An illustration of GAEX architecture is shown in Figure 1.

In GAEX, the generator $G$ is fed with random noise, aiming to generate states as real as they are sampled from the policy interacting with the environment $\rho_\pi(s)$. The discriminator $D$ aims to discriminate between the real states sampled from $\rho_\pi(s)$ and the fake states which are generated from $G$. As GAEX learns, once the agent encounters a novel state $s_{t+1}$ after taking some action $a_t$, $D$ will regard it as a fake state with a low $P(1(s \text{ is visited})|s)$, and a large bonus intrinsic reward $r_i^t$ will be assigned to the novel $s_{t+1}$.

Note that if $D$ learns in an online manner where real states are sampled sequentially from the environment, GAEX will be risked being affected by the high correlation of recent states, and forget the states it has seen before. Thus it is practically effective to employ an additional experience replay buffer $M$. In particular, Algo. 2 in the appendix shows the DQN-GAEX algorithm which applies the DQN algorithm into our GAEX framework in detail. For simplicity, we employ the original GAN loss [5] to train DQN-GAEX. Moreover, it is worth noting that we take the following techniques within GAEX:

- **State Abstraction.** To efficiently distinguish the real and the fake states, we employ state abstraction to reduce the state space, since the sensory inputs involve too many useless details for distribution modeling. Thus, we transform the original input into a compact feature space $\phi$ which keeps the important and ignores the rest. The detailed transformation process is given in Appendix A.

- **Choice of Intrinsic Reward Function $f$.** Since the probability of a state given by $D_{\theta_d}(s)$ will increase as similar states have been visited many times, the intrinsic reward should be a monotonic decreasing function of that probability. Our experimental results show the function $f$ with the form $f(D_{\theta_d}(s)) = \beta(1 - D_{\theta_d}(s))^2$ achieves a great empirical performance, which encourages exploration in a quadratic manner. Here $\beta$ is an adjustable hyperparameter. Other function forms are also open to explore.

Figure 1: GAEX architecture illustration. $D$ is trained over the real state from an abstract feature space and the fake state generated by $G$. The agent learns to act by extrinsic reward received from the environment and intrinsic reward estimated by $D$.

$$\pi^* = \arg\max_\pi \mathbb{E}_{D, \pi, P} \left[ \sum_{t=0}^{T} y^t r_f^t \right].$$  \hspace{1cm} (1)

When the extrinsic reward $r_f^t$ is sparse, a bonus intrinsic reward $r_i^t$, which is usually related to the novelty of a state, is used at the same time to encourage exploration, then the agent’s learning objective change to maximize the augmented total expected discounted reward

$$\pi^* = \arg\max_\pi \mathbb{E}_{D, \pi, P} \left[ \sum_{t=0}^{T} y^t (r_f^t + r_i^t) \right].$$  \hspace{1cm} (2)

According to [26], Lemma 1 provides a theoretical guarantee on that the policy of an agent will converge to suboptimal with a finite-time bound if the intrinsic bonus is composed by visitation counts as follows, where the bonus encourages the agent to explore the environment in order to reduce the uncertainty.

**LEMMA 1.** The procedure of solving the following augmented Bellman equation for state value is guaranteed to converge to a suboptimality with a finite-time bound

$$V(s_t) = \max_{a_t \in A} \left[ r(s_t, a_t) + \gamma \mathbb{E}_{D, \pi} (V(s_{t+1}) + \frac{\beta}{\sqrt{N(s_{t+1})}}) \right],$$  \hspace{1cm} (3)

where $r$ is the empirical extrinsic reward function, $\hat{P}$ is the empirical transition function, $\beta$ is a constant, $s_{t+1}$ is the next state of $s_t$ after taking action $a_t$ at step $t$, and $N(s)$ is the visitation count of $s$.

However, keeping exact visit counts are impractical in problems with a large discrete or continuous state space. Previous work like [28] uses an auto-encoder and a hash function to reduce the dimension of state space, but its performance is influenced by hash collisions. Some work employs a density model like PixelCNN to compute the pseudo-counts [18], but restrains states to be pixels. Other researchers introduce information-theoretic methods into calculating the curiosity with dynamic models of the environment [6, 16]. More recent works achieving high performance on hard exploration game use prediction error as intrinsic reward [3, 20].

Different from these approaches which attempt to build a whitebox distribution $\rho_\pi(s)$ or a hash function of states with domain knowledge, we intend to directly estimate $P(1(s \text{ is novel})|s)$ in a generative adversarial fashion.

\[ J_u = \int \frac{\rho_\pi(s)}{\rho_\pi(s) + g(s)} \, dP(s) \]
Thus the generator will learn the distribution fast and discriminator \( g(s) \) (black, dotted line) and the current states density \( \rho_g \) (green, solid line) discriminates samples from the fake state distribution \( g(s) \) and the current states density \( \rho_g \) by fakes and rarely visited states. (a) \( g(s) \) is far away from \( \rho_g(s) \), the discriminator is easy to distinguish fake states and occasional visited states. (b) \( g(s) \) converges to \( \rho_g(s) \), states are equally treated, novel states are not encouraged to be explored. (c) \( g(s) \) is similar to \( \rho_g(s) \), the discriminator is fooled by fakes and rarely visited states.

3.3 Discussions of Training Frequencies

During our evaluation test, we find a fine-tuned training frequency of GAEX crucial to the performance. In this section, we perform an intuitive analysis from two aspects.

**Discriminator and Generator.** According to common training experience of GAN, \( G \) is usually trained more frequently than \( D \) to reach the convergence. However, although GAN is used as generating fake data to fit distribution of states with experience, in GAEX the generator should be trained less frequently to make the discriminator provide effective guidance for exploration.

To understand how training frequency takes effect, let us think about three situations as shown in Fig. 2. Denote \( g(s) \) and \( \rho_g(s) \) the same as in the previous section. When \( G \) is not well-trained, leaving \( g(s) \) far from \( \rho_g(s) \), makes \( D \) too sharp (output either 1 or 0) to provide effective intrinsic reward to guide the exploration. On the contrary, when \( g(s) \) is trained well and converges exactly to \( \rho_g(s) \), states are equally treated, resulting in no encouragement for novel or less visited states. Therefore, it is better to hold \( g(s) \) near \( \rho_g(s) \), where \( D \) may be fooled by rarely visited ones, which leads to effective exploration bonus for such states.

Specifically, we set the training frequency of \( G \) and \( D \) as 1:1 in our experiment. Other frequencies like 1:10 and 10:1 have been tested but they fail to work at all, even in the simplest chain MDP environment, which supports our intuition as shown in Fig. 2.

**GAN and Agent.** As the experience data for training GAN is sampled from the current policy of the agent, the state distribution keeps changing along with the policy \( \pi \) changes. With this point of view, if we train GAN as frequently as the agent (e.g. the DQN in Algo. 2), the policy will change little, so as the state distribution. Thus the generator will learn the distribution fast and discriminator can only provide undifferentiated exploration encouragement as in Fig. 2(b). As a result, the GAN’s training frequency should be much lower than the agent’s training frequency, also leading the computational cost to be largely reduced.

4 EXPERIMENT

In order to test GAEX’s ability to guide exploration, we qualitatively and quantitatively evaluate the DQN-GAEX algorithm in different scenarios. Environmental descriptions and training details are also given in this section.

4.1 Experimental Setup

The first environment is chain MDP, proposed by [17] which is designed to be hard to explore. This environment consists of \( N \) states \( \{s_1, s_2, ..., s_N\} \), in which \( a_1, a_2 \) denote the action of moving left and right, respectively. The agent receives reward \( r = 1/1000 \) when it stays in \( s_1 \) and \( r = 1 \) when stays in \( s_N \).

**Figure 3:** \( N \) states Chain MDP environment consists of states \( \{s_1, s_2, ..., s_N\} \), in which \( a_1, a_2 \) denote the action of moving left and right, respectively. The agent receives reward \( r = 1/1000 \) when it stays in \( s_1 \) and \( r = 1 \) when stays in \( s_N \).

4.2 Results Analysis

We first test DQN-GAEX in a simple chain MDP environment to just show its significant effectiveness. Although the generated states are only used in GAN, our experiment presents the existence of generator is the key to activate exploration. Then experiment on Atari games indicates that our method generalizes well to harder exploration sparse reward environment. And empirical results on Super Mario Bros with intrinsic reward only show the agent’s strong
Verifying Benefits of GAN. As shown in Fig. 4, we compare DQN vs DQN+discriminator (DQN+D) vs DQN-GAEX (DQN+GAN) in chain MDP environment with a different chain length $N$. All the results are averaged over 10 runs. The left three figures show the max state that the agent has reached during an episode, and the right three figures show the episodic reward that the agent has achieved. We can see only DQN-GAEX solves all the three tasks.

When $N = 10$, all agents can find out the optimal solution, since in this case even by uniformly random exploration (e.g. when $\epsilon = 1$ for $\epsilon$-greedy), the probability of reaching the rightmost state $s_{10}$ from the initial state $s_1$ is about $1/512$, making the environment easy to explore.

Note that the DQN-GAEX agent converges slightly slower than the other two approaches when $N = 10$, this is because when $N$ is small, the problem will be quickly solved and most state visitations will be restricted in $s_{10}$, resulting in the less visited states like $s_1$, $s_2$ to be novel. After confirming no more reward can be obtained from these states, the DQN-GAEX agent eventually converges to $s_{10}$.

When $N = 200$ and $N = 1000$, DQN gets stuck in $s_1$ from the very beginning, and without the help of generator the DQN+D method can only explore at most 25% of the chain. Only the DQN-GAEX agent shows active and stable exploration no matter how long the chain is.

Sparse Reward Scenarios. We next evaluate GAEX in six hard exploration sparse reward environments, with different choices of $\beta$. We report the results in a similar way as [18], i.e. report the maximum scores averaged over 5 seeds over 200M frames of training, shown in Tab. 1.

Overall, we observe that the choice of $\beta = 30$ performs well on all the six games. We can see that the DQN-GAEX agent significantly outperforms the baseline methods in the game Freeway, where the score is beyond human average. In Montezuma’s Revenge, to improve sampling efficiency we replay the trajectory once the agent achieves a higher score, and at last DQN-GAEX can also largely outperforms the baseline. In Gravitar, the DQN-GAEX consistently outperforms the baseline, but gets some trouble to further explore the environment. In Freeway all the previous methods have nearly saturated performance, including the baseline, which is similar to the DQN-GAEX agent. In Private Eye and Solaris, the DQN-GAEX does not consistently exceed the performance of DQN, but appears to sometimes discover large reward scenarios, which is not shown by DQN.

It is interesting that there is a huge difference between the scores for A2C+CoEX and DQN-GAEX for the game Montezuma’s Revenge and Venture, and the difference reverses between the two games. This is probably because A2C+CoEX depends on catching the position of the agent, which is easy for the game Montezuma’s Revenge, but the pixel-size agent in Venture is too small to get attention.

Note that the currently state-of-the-art approach RND [3] achieves a higher score on these games after training with 1.97 billion frames of experience. However, according to Table 3 in [13], our approach is more sampling efficient which achieves better results after training with only 100-200 million frames. Without further fine-tuning on other competitive learning methods such as PPO [23] and A3C [14], only with DQN can we get such a great performance.
Figure 6: Compare RND and GAEX on Super Mario Bros without external reward signal. The left figure shows the episodic extrinsic reward that the agents can achieve by training with only intrinsic reward, and the right figure shows the episodic max distance the agents can reach from the start point. The results are averaged over 3 runs, showing that our GAEX significantly outperforms the RND method in this case.

No Reward Setting. Environments mentioned above are all of sparse reward setting. However, we are eager to know how GAEX can generalize without extrinsic reward from the environment, where the behavior of the agent is only guided by the intrinsic signal from GAN. Therefore, we train DQN-GAEX agent in the complex Super Mario Bros environment with no reward to evaluate its generalization ability, since this game shares significant similarities with the previous chain MDP environment, where the agent should keep moving right without any external signal.

To our surprise, the agent can automatically discover meaningful behaviors like jumping over taps or killing enemies to keep alive, which leads to larger intrinsic bonuses, although there is no environmental reward can be received.

In our experiment, after consuming 250M training frames with only the curiosity signal offered by GAN, the agent can successfully completes the level 1-1 and then finishes 40% of the level 1-2. This result strongly surpasses the previous work A3C+ICM [20], where the agent can just learn to cross 30% of level 1-1 without extrinsic reward. We also compare our algorithm with the state-of-the-art method RND, and the results are presented in Fig. 6. Note that we keep a very small exploration rate $\epsilon = 0.02$ during the whole training, resulting in a lower performance compared to RND in the very beginning, but GAEX outperforms RND at last, in terms of both the episodic extrinsic reward and the episodic maximum distance from the start point.

Training Frequencies Comparison. As discussed in Section 3.3, the updating frequency between GAN and the agent is critical to the performance. Concretely, GAN should be trained much less frequently than the agent. Fig. 7 shows the results under different settings of updating frequency of these two parts in Venture. As presented, when DQN and GAN are updated with the same frequency (shown as blue and red curves), the agent can hardly learn anything, which supports our insight that the GAN’s training frequency should be lower than the agent’s.

Table 1: Comparative evaluations of trained agents ($\beta = 30$) on six hard exploration sparse reward Atari games, without further fine-tuning on more effective learning algorithms, only with DQN can we get such a good performance. Baseline results above are taken from: 1) Tang et al. [28] 2) Ostrovski et al. [18] 3) Choi et al. [4] and 4) Burda et al. [3].

| Algorithm       | Montezuma | Venture | Freeway | Solaris | Gravitar | Private Eye | # Training Frames |
|-----------------|-----------|---------|---------|---------|----------|-------------|-------------------|
| TRPO-AE-SimHash$^1$ | 75        | 445     | 33.5    | 4467    | 482      | -           | 200M              |
| DQN-PixelCNN$^2$ | 2514      | 1356    | 31.7    | 5502    | 859      | 15807       | 150M              |
| A2C-CoL$^3$     | 6635      | 204     | 34.0    | -       | -        | -           | 400M              |
| RND (100M frames)$^4$ | 525      | 954     | -       | 1270    | 790      | 61          | 100M              |

| Algorithm       | Montezuma | Venture | Freeway | Solaris | Gravitar | Private Eye | # Training Frames |
|-----------------|-----------|---------|---------|---------|----------|-------------|-------------------|
| DQN-GAEX (Ours) | 80        | 1520    | 32.6    | 4692    | 1120     | 2600        | 100M              |
| DQN-GAEX (Ours) | 420       | 1540    | 32.8    | 4692    | 1260     | 3782        | 200M              |
| Average Human   | 4753      | 1188    | 29.6    | 12327   | 3351     | 69571       | /                 |

Figure 7: Comparative results on Venture under different training frequencies between DQN and GAN, which are denoted in the legend, e.g. the green denotes that DQN is trained for every 4 steps and GAN for every 100 steps, which is the only worked option. Note that we do not evaluate the case when GAN is trained more frequently than the agent because of its extreme inefficiency.

5 CONCLUSION

This paper provides a novel exploration framework, Generative Adversarial Exploration (GAEX), to address the exploration-exploitation dilemma in deep reinforcement learning. We apply DQN into our GAEX architecture which leads to the DQN-GAEX algorithm, and employ DQN-GAEX into various exploration scenarios. In the simple chain MDP environment, we confirm the active effect of GAEX on encouraging exploration. In sparse reward and even no reward settings, our method is able to achieve convincing results without further fine-tuning. We finally compare and analyze the training frequency between the agent and GAN. For future work, the GAEX framework can be combined with other general RL algorithms like PPO and SAC to evaluate its performance, as well as other kinds of state abstraction approaches.

6 ACKNOWLEDGMENTS

We thank the support of CCF-Tencent Open Fund and NSFC (61702327, 61772333, 61632017).
REFERENCES

[1] Marc Bellemare, Sriram Srinivasan, Georg Ostrovski, Tom Schaul, David Saxton, and Remi Munos. 2016. Unifying count-based exploration and intrinsic motivation. In NeurIPS. 1471–1479.

[2] Greg Brockman, Vicki Cheung, Ludwig Pettersson, Jonas Schneider, John Schulman, Jie Tang, and Wojciech Zaremba. 2016. Openai gym. arXiv preprint arXiv:1606.01540 (2016).

[3] Yuri Burda, Harrison Edwards, Amos Storkey, and Oleg Klimov. 2019. Exploration by random network distillation. ICLR (2019).

[4] Jongwook Choi, Yijie Guo, Marcin Moczulski, Junhyuk Oh, Neal Wu, Mohammad Norouzi, and Honglak Lee. 2018. Contingency-aware exploration in reinforcement learning. arXiv preprint arXiv:1811.01483 (2018).

[5] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. 2014. Generative adversarial nets. In NeurIPS. 2672–2680.

[6] Rein Houthooft, Xi Chen, Yan Duan, John Schulman, Filip DeTurck, and Pieter Abbeel. 2016. Vime: Variational information maximizing exploration. In NeurIPS. 1109–1117.

[7] Shin Ishii, Wako Yoshida, and Junichiro Yoshimoto. 2002. Control of exploitation-exploration meta-parameter in reinforcement learning. Neural networks 15, 4-6 (2002), 665–687.

[8] Laurent Itti and Pierre F Baldi. 2006. Bayesian surprise attracts human attention. In NeurIPS. 547–534.

[9] Sham Kakade and John Langford. 2002. Approximately optimal approximate reinforcement learning. In ICML. Vol. 2. 267–274.

[10] Christian Kauten. 2018. Super Mario Bros for OpenAI Gym. https://github.com/Kautenja/gym-super-mario-bros.

[11] J. Zico Kolter and Andrew Y Ng. 2009. Near-Bayesian exploration in polynomial time. In ICML. ACM, 513–520.

[12] Timothy P Lillicrap, Jonathan J Hunt, Alexander Pritzel, Nicolas Heess, Tom Erez, Yuval Tassa, David Silver, and Daan Wierstra. 2016. Continuous control with deep reinforcement learning. ICLR (2016).

[13] Marlos C Machado, Marc G Bellemare, and Michael Bowling. 2018. Count-based exploration with the successor representation. arXiv preprint arXiv:1807.11622 (2018).

[14] Volodymyr Mnih, Adria Puigdomenech Badia, Mehdi Mirza, Alex Graves, Timothy Lillicrap, Tim Harley, David Silver, and Koray Kavukcuoglu. 2016. Asynchronous methods for deep reinforcement learning. In ICML. 1928–1937.

[15] Volodymyr Mnih, Koray Kavukcuoglu, David Silver, Andrei A Rusu, Joel Veness, Marc G Bellemare, Alex Graves, Martin Riedmiller, Andreas K Fidjeland, Georg Ostrovski, et al. 2015. Human-level control through deep reinforcement learning. Nature 518, 529 (2015).

[16] Shakir Mohamed and Danilo Jimenez Rezende. 2015. Variational information maximisation for intrinsically motivated reinforcement learning. In NeurIPS. 2125–2133.

[17] Ian Osband, Charles Blundell, Alexander Pritzel, and Benjamin Van Roy. 2016. Deep exploration via bootstrapped DQN. In NeurIPS. 4026–4034.

[18] Georg Ostrovski, Marc G Bellemare, Aaron van den Oord, and Remi Munos. 2018. Count-based exploration with neural density models. ICM (2018).

[19] Pierre-Yves Oudeyer and Frederic Kaplan. 2009. What is intrinsic motivation? A typology of computational approaches. FRONT NEUROBIOLOGICS 1 (2009), 6.

[20] Deepak Pathak, Palkit Agrawal, Alexei A Efros, and Trevor Darrell. 2017. Curiosity-driven exploration by self-supervised prediction. In CVPRW. 16–17.

[21] Jürgen Schmidhuber. 1991. Curious model-building control systems. In IJCNN. IEEE, 1458–1463.

[22] Jürgen Schmidhuber. 2010. Formal theory of creativity, fun, and intrinsic motivation (1990–2010). IEEE Trans. Autom. Control 2, 3 (2010), 230–247.

[23] John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. 2017. Proximal policy optimization algorithms. arXiv preprint arXiv:1707.06347 (2017).

[24] Susanne Still and Doina Precup. 2012. An information-theoretic approach to curiosity-driven reinforcement learning. THEOR BIOCSCI 131, 3 (2012), 139–148.

[25] Alexander L Strehl and Michael L Littman. 2005. A theoretical analysis of model-based interval estimation. In ICML. ACM, 856–863.

[26] Alexander L Strehl and Michael L Littman. 2008. An analysis of model-based interval estimation for Markov decision processes. J. Comput. Syst. Sci 74, 8 (2008), 1309–1331.

[27] Richard S Sutton and Andrew G Barto. 2018. Reinforcement learning: An introduction. MIT press.

[28] Haoran Tang, Rein Houthooft, Davis Foote, Adam Stooke, OpenAI Xi Chen, Yan Duan, John Schulman, Filip DeTurck, and Pieter Abbeel. 2017. Exploration: A study of count-based exploration for deep reinforcement learning. In NeurIPS. 2753–2762.

[29] Hado Van Hasselt, Arthur Guez, and David Silver. 2016. Deep reinforcement learning with double q-learning. In Thirtieth AAAI Conference on Artificial Intelligence.
Algorithm 1 State Abstraction \( \phi \)

**Input:** State \( s'_{(j)} \), which is a list consisting of 4 stacked frames, each of them has the size \( 84 \times 84 \)

**Output:** \( \phi (s'_{(j)}) \)

1. rescale the first frame \( s'_{(j)}[0] \) into size \( 8 \times 8 \), and flatten it as a 64-dimensional vector \( \phi_1 (s'_{(j)}) \)
2. initialize a placeholder \( d (s'_{(j)}) \) for dynamic features to be a \( 84 \times 84 \) zero matrix
3. \( \alpha \leftarrow 0.8 \)
4. for \( i = 1 \) to \( 3 \) do
5. \( d (s'_{(j)}) := ad (s'_{(j)}) + (s'_{(j)}[i] - s'_{(j)}[i - 1]) \)
6. end for
7. Rescale \( d (s'_{(j)}) \) to \( 42 \times 42 \)
8. \( \phi_2 (s'_{(j)}) \leftarrow \) row averages of \( d (s'_{(j)}) \)
9. \( \phi_3 (s'_{(j)}) \leftarrow \) column averages of \( d (s'_{(j)}) \)
10. \( \phi (s'_{(j)}) \leftarrow \text{concatenate} \left( \phi_1 (s'_{(j)}), \phi_2 (s'_{(j)}), \phi_3 (s'_{(j)}) \right) / 10 \), which is a 148-dimensional vector.

A DETAILS OF STATE ABSTRACTION

When the states are represented as raw pixels, it is necessary to employ state abstraction to efficiently distinguish the real states and the fake states. In order to minimize the impact of state abstraction to the stability of training as much as possible, we design a fixed state abstraction method rather than a learnable approach. Our static state abstraction method is designed in a general way to capture the most information related to the training.

For each of the original state \( s'_{(j)} \) (which has already been down-sampled and stacked as a \( 4 \times 84 \times 84 \) input for DQN), before it is fed into the discriminator, we transform it into a compact feature space by a second-time downsampling procedure as follows:

1) The first \( 84 \times 84 \) frame is resized to \( 8 \times 8 \) and then flatten as a 64-dimensional vector \( \phi_1 \).
2) Calculate the row averages and the column averages of the dynamics of the four frames, denoted as \( \phi_2 \) and \( \phi_3 \).
3) Construct the state abstraction by concatenating \( \phi_1 \), \( \phi_2 \) and \( \phi_3 \), which is a 148-dimensional vector.

The downsampling procedure largely reduces the information needed to just identify the game stage, and the dynamics extracting procedure makes the GAN focus more on the changing parts of the environment. The reason of taking the averages over columns and rows is that it keeps enough information to figure out the rough position of moving objectives but reduces the dimension. The details of this procedure is listed in Algo. 1.

B TRAINING DETAILS

The detailed experimental setup of all the three environments are shown in Tab. 2, Tab. 3 and Tab. 4. In all the experiments we use the double DQN [29] with dueling architecture [30], except for the game Freeway since it achieves very bad performance as reported in [30].

In chain MDP environment, each state is represented as an one-hot vector \( 1 \{ x = s_N \} \). Note that the results shown in Fig. 4 is trained with an equal frequency between DQN and GAN, but this hyperparameter is not as sensitive to the result as in Atari games, we also observe that less frequently trained GAN will lead to similar performance in chain MDP.
| Chain MDP | Atari & Mario |
|-----------|---------------|
| **Architecture** | MLP: (64, 128, 256, 128) | CNN+MLP (the same as [15]) |
| **Activation function** | ReLU | ReLU |
| **Use double DQN** | True | True |
| **Use dueling architecture** | True | True (except for game Freeway) |
| **Dueling architecture** | fully connected | fully connected |
| **Optimizer** | Adam | RMSProp |
| **Learning rate** | 0.005 | 0.00025 |
| **n-step return** | 10 | n uniformly sampled from 1, 2, ..., 10 |
| **Update frequency** | every 2 episodes | every 4 steps |
| **\(\gamma\)** | 0.99 | 0.99 |
| **Batch size** | 300 | 32 |
| **Replay memory size** | 10000 | 100000 |
| **Gradient clipping** | False | [-1,1] |
| **Replay start size** | 10000 | 50000 |
| **Target network update frequency** | 50 | 10000 |
| **Initial \(\epsilon\)** | 1.0 | 1.0 (Atari), 0.02 (Mario) |
| **Final \(\epsilon\)** | 0.0 | 0.01 (Atari), 0.02 (Mario) |
| **\(\epsilon\) decay for every training step** | 0.0005 | \(10^{-6}\) to \(\epsilon = 0.1\) and \(5 \times 10^{-10}\) to \(\epsilon = 0.01\) (Atari) |

Table 2: Hyperparameters of DQN.

| Chain MDP | Atari & Mario |
|-----------|---------------|
| **Generator architecture** | 2 FC hidden layers: (50, 50) | 3 FC hidden layers: (296, 148, 148) |
| **Discriminator architecture** | 2 FC hidden layers: (50, 50) | 3 FC hidden layers: (148, 74, 74) |
| **# noise** | the same as chain length | 128 |
| **Activation function** | LeakyReLU, \(\alpha = 0.01\) | LeakyReLU, \(\alpha = 0.2\) |
| **Training frequency** | every 2 episode | every 100 steps |
| **Optimizer** | Adam | Adam |
| **Learning rate** | 0.001 | 0.000005 |
| **\(\beta\)** | 1.0 | 10, 30, 100, 300 |

Table 3: Hyperparameters of GAN.

| Atari & Mario |
|---------------|
| **Grey scaling** | True |
| **Frame stack** | 4 |
| **Observation downsampling** | (84, 84) |
| **Action repeat** | 4 |
| **Extrinsic reward clipping** | [-1,1] |
| **Terminate when life loses** | True |
| **Skip frame** | 4 |

Table 4: Preprocessing details for the environments of Atari and Mario.
Algorithm 2 DQN-GAEX pseudo-code

1: $K_1 \leftarrow$ training frequency of DQN
2: $K_2 \leftarrow$ training frequency of GAN compared to DQN
3: $N \leftarrow$ batch size
4: $\gamma \leftarrow$ discount factor
5: initialize $\theta_D$, $\theta_D$ and $\theta_G$
6: for episode = 1, 2, ..., $L$ do
7:   $t \leftarrow 0$
8:   sample initial state $s_0$
9:   while $s_t$ is not the terminal state do
10:      sample $a_t \leftarrow \epsilon$-greedy($s_t$)
11:      take action $a_t$ and sample $r^e_t$, $s_{t+1}$
12:      store $(s_t, a_t, r^e_t, s_{t+1})$ into replay buffer $M$
13:      if $t \% K_1 = 0$ then
14:         sample $(s(j), a(j), r^e(j), s'(j))$ uniformly from $M$, $j = 1, ..., N$
15:         $r^i(j) \leftarrow f \left(D_{\theta_D} \left(\phi \left(s'(j)\right)\right)\right)$, $j = 1, ..., N$
16:         optimize $\theta_{DQN}$ using sampled transitions with $r(j) = r^e(j) + r^i(j)$
17:      end if
18:   if $t \% K_2 = 0$ then
19:      sample $z(j) \sim N(0, 1)$, $j = 1, ..., N$
20:      update $\theta_D$ by ascending in the direction:
21:         \[ \nabla_{\theta_D} \frac{1}{N} \sum_{j=1}^{N} \left[ \log D_{\theta_D} \left(\phi \left(s'(j)\right)\right) + \log \left(1 - D_{\theta_D} \left(G_{\theta_G} \left(z(j)\right)\right)\right) \right] \]
22:      update $\theta_G$ by descending in the direction:
23:         \[ \nabla_{\theta_G} \frac{1}{N} \sum_{j=1}^{N} \left[ -\log \left(1 - D_{\theta_D} \left(G_{\theta_G} \left(z(j)\right)\right)\right) \right] \]
24:   end if
25: end for
26: end while