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Abstract. Recently, the author and his collaborator [8] completely characterized the \( L^p - L^q \) boundedness of Bergman-type integral operators \( K_\alpha, K_\alpha^+ \) and the \( L^p - L^q \) compactness of \( K_\alpha \) on the unit ball. The key method used for compactness relies on the fact that \( K_\alpha \) maps \( L^p \) space into Bergman space or Bloch space. However, \( K_\alpha^+ \) has no such analytic property, thus the compactness characterization of \( K_\alpha^+ \) remains. In this paper, we will use a substantially new method to completely characterize the \( L^p - L^q \) compactness of \( K_\alpha^+ \), but also prove that the \( L^p - L^q \) compactness of operators \( K_\alpha, K_\alpha^+ \) is in fact equivalent. Moreover, we completely characterize Schatten class Bergman-type integral operator \( K_\alpha \) on \( L^2 \) space and Bergman space via an inequality related to \( \alpha \) and the dimension of the ball.

1. Introduction

This paper is a systematic research on the \( L^p - L^q \) compactness of Bergman-type integral operators on the unit ball. While there exist abundant works on the boundedness of Bergman-type integral operators, the investigation of compactness aspect was started only a few years.

Let us start with recalling some notations and terminologies. Let \( \mathbb{B}^d \) be the open unit ball in the \( d \)-dimensional complex Euclidian space \( \mathbb{C}^d \) with the normalized Lebesgue measure \( dv \), which means the measure of \( \mathbb{B}^d \) is one. For any \( \alpha \in \mathbb{R} \), the Bergman-type integral operator \( K_\alpha \) on \( L^1(\mathbb{B}^d, dv) \) is defined by

\[
K_\alpha f(z) = \int_{\mathbb{B}^d} \frac{f(w)}{(1 - \langle z, w \rangle)^\alpha} dv(w),
\]

where \( \langle z, w \rangle = z_1 \bar{w}_1 + \cdots + z_d \bar{w}_d \) is the standard Hermitian inner product on \( \mathbb{C}^d \). In particular, when \( \alpha = d + 1 \), \( K_{d+1} \) is the standard Bergman projection on \( \mathbb{B}^d \), since the function \( K(z, w) = \frac{1}{(1 - \langle z, w \rangle)^{d+1}} \) is the Bergman kernel of \( \mathbb{B}^d \) with the measure \( dv \). However, the Bergman-type integral operator \( K_\alpha^+ \) on \( L^1(\mathbb{B}^d, dv) \), mainly concerned in this paper, is given by

\[
K_\alpha^+ f(z) = \int_{\mathbb{B}^d} \frac{f(w)}{|1 - \langle z, w \rangle|^\alpha} dv(w).
\]

For any \( \alpha > 0 \), if restrict \( K_\alpha \) to Bergman spaces, then every \( K_\alpha \) is a special fractional radial differential operator [23 24 25] which is a kind of useful operators in the Bergman space theory on the unit ball, see Lemma 3.6 below. On the other hand, the operator \( K_\alpha^+ \) in the complex analysis category, to some extent, is analogous to the Riesz potential operators in the real analysis. The classical Riesz potential operator
$R_{\alpha}$ is defined on the real Euclidian space $\mathbb{R}^d$, whose basic result concerning mapping properties is the Hardy-Littlewood-Sobolev theorem, which characterizes the boundedness of Riesz potential operator $R_{\alpha} : L^p(\mathbb{R}^d) \rightarrow L^q(\mathbb{R}^d)$ and has been applied to the PDE theory for a long time; we refer the reader to \[14, 19\].

For convenience, we replace $L^p(\mathbb{R}^d, dv)$ by $L^p(\mathbb{B}^d)$ or $L^p$ for any $1 \leq p \leq \infty$ without confusion arises. Bergman-type operators $K_\alpha, K_\alpha^+$ are called $L^p-L^q$ bounded (or compact) if $K_\alpha, K_\alpha^+ : L^p(\mathbb{B}^d) \rightarrow L^q(\mathbb{B}^d)$ are bounded (or compact), where $1 \leq p, q \leq \infty$. Researches on $L^p-L^q$ problems of Bergman operators $K_\alpha, K_\alpha^+$ go back to the boundedness of Bergman projection on bounded domains. F. Forelli and W. Rudin \[10\] proved that the Bergman projection on the unit ball is $L^p-L^p$ bounded if and only if $1 < p < \infty$, in their method an asymptotic estimate of integral for Bergman kernel plays an important role; indeed, following the same method, one can characterize the $L^p-L^p$ boundedness of more general Bergman-type operators, see \[24, 25\]. Around the same time, H. Phong and E. Stein \[18\] proved more general results on a class of bounded strongly pseudoconvex domains; see \[13, 15, 16\] for more results along this line.

Recently, G. Cheng and X. Fang et al \[4\] completely characterized the $L^p-L^q$ boundedness of $K_\alpha$ on the unit disk $\mathbb{D}$, i.e. the case $d = 1$, and they conjectured that there should exist similar results in the high dimensional case. Their proofs depend on techniques of harmonic analysis and coefficient multiplier theory of Bergman space on the unit disk. Unfortunately, this method can not be directly applied to the case of unit ball. But, for the spacial case $\alpha = 1$, G. Cheng, C. Liu et al \[5\] solved the $L^p-L^q$ boundedness problem of $K_1$ on $\mathbb{B}^d$. The author and his collaborator \[8\] completely characterized the $L^p-L^q$ boundedness of $K_\alpha, K_\alpha^+$ and established some Hardy-Littlewood-Sobolev type inequalities on $\mathbb{B}^d$, motivated by an observation in \[25\] we further investigated the $L^p-L^q$ compactness of $K_\alpha$. Techniques of complex and harmonic analysis are synthetically utilized in \[8\], such as the Carleson measure theory is applied to the $L^p-L^q$ compactness problem.

The first purpose of the present paper is to continue to characterize the $L^p-L^q$ compactness of $K_\alpha^+$. The following two theorems are our main results on the $L^p-L^q$ compactness.

**Theorem 1.** Suppose $d + 1 < \alpha < d + 2$, then the following statements are equivalent.

1. $K_\alpha : L^p \rightarrow L^q$ is bounded.
2. $K_\alpha^+ : L^p \rightarrow L^q$ is bounded.
3. $K_\alpha : L^p \rightarrow L^q$ is compact.
4. $K_\alpha^+ : L^p \rightarrow L^q$ is compact.
5. $p, q$ satisfy one of the following inequalities:
   \[ a) \frac{1}{d+2-\alpha} < p < \infty, \frac{1}{q} > \left| \frac{1}{p} + \alpha - (d+1) \right|; \]
   \[ b) p = \infty, q < \frac{1}{\alpha-(d+1)}. \]

The equivalences of (1),(2),(3) and (5) in Theorem 1 have been proved in \[8\]. From Theorem 1 we know the $L^p-L^q$ boundedness and compactness of operators $K_\alpha, K_\alpha^+$ are equivalent when $d + 1 < \alpha < d + 2$.

**Theorem 2.** Suppose $0 < \alpha \leq d + 1$, then the following statements are equivalent:

1. $K_\alpha : L^p \rightarrow L^q$ is compact.
(2) \( K_\alpha^+ : L^p \to L^q \) is compact.

(3) \( p, q \) satisfy one of the following inequalities:

(a) \( p = 1, q < \frac{d+1}{d+1-\alpha} \);
(b) \( 1 < p < \frac{d+1}{d+1-\alpha}, \frac{1}{q} > \frac{1}{p} + \frac{\alpha}{d+1} - 1 \);
(c) \( p = \frac{d+1}{d+1-\alpha}, q < \infty \);
(d) \( \frac{d+1}{d+1-\alpha} < p \leq \infty \).

The equivalence of (1) and (3) in Theorem 2 has been proved in [8], combining Theorem 2 with [8, Theorem 2.3], we know the \( L^p \)-\( L^q \) boundedness and compactness of operators \( K_\alpha, K_\alpha^+ \) are different when \( 0 < \alpha \leq d+1 \). When \( \alpha \leq 0 \), Proposition 3.11 below shows that \( K_\alpha, K_\alpha^+ \) are all \( L^p \)-\( L^q \) compact for any \( 1 \leq p, q \leq \infty \); moreover, \( K_\alpha \) is a finite rank operator if \( \alpha \) is a nonpositive integer and \( K_\alpha^+ \) is a finite rank operator if \( \alpha \) is a nonpositive even integer. In contrast, when \( \alpha \geq d+2 \), there exist no \( 1 \leq p, q \leq \infty \) such that \( K_\alpha^+ : L^p \to L^q \) is compact, see Corollary 3.13 below.

Theorem 2 and Proposition 3.11 imply Bergman-type operator \( K_\alpha \) are compact on the Hilbert space \( L^2 \) only when \( \alpha < d+1 \).

As we all known, Schatten classes are more refined classification of compact operators on Hilbert spaces, but also involve global estimates of the spectrum of compact operators. The next theorem deals with the problem of Schatten class Bergman-type operators. Let \( H \) be a separable Hilbert space, denote the Schatten \( p \)-class (or ideal) on \( H \) by \( S^p(H) \), where \( 0 < p \leq \infty \); we refer the reader to [17, 21, 25, 26] for more details about Schatten class operators. Let us denote the set \( \mathcal{S}_d \subset \mathbb{R} \) by

\[
\mathcal{S}_d = \{ \alpha < d+1 : -\alpha \notin \mathbb{N} \},
\]

where \( \mathbb{N} \) is the set of nonnegative integers. For \( 1 \leq p \leq \infty \), let \( A^p = H(\mathbb{B}^d) \cap L^p \) be the \( p \)-integrable Bergman space on \( \mathbb{B}^d \). In particular, \( A^2 \) is a separable Hilbert space.

**Theorem 3.** Suppose \( \alpha \in \mathcal{S}_d \) and \( 0 < p < \infty \), then the following statements are equivalent.

1. \( K_\alpha \in S^p(L^2) \).
2. \( K_\alpha \in S^p(A^2) \).
3. \( \widetilde{K}_\alpha \in L^p(d\lambda) \).
4. \( p > \frac{d}{d+1-\alpha} \).

Where \( \widetilde{K}_\alpha \) is the Berezin transform of \( K_\alpha \) on the Bergman space \( A^2 \) and \( d\lambda \) is the Möbius invariant measure on \( \mathbb{B}^d \), the exact definition will be given in the following Section 4. We remark that the condition \( \alpha \in \mathcal{S}_d \) in Theorem 3 is necessary and sharp, namely \( \mathcal{S}_d \) is the maximal set ensures the theorem holds.

It is worth mentioning that our results are totally new even in the one-dimensional case. Moreover, the results of this paper can be generalized to the weighted Lebesgue integrable spaces and more general kernel operators on the unit ball. On the other hand, we know that the unit ball is a spacial bounded strongly pseudoconvex domain and every bounded strongly pseudoconvex domain with noncompact automorphism group is biholomorphic to the unit ball [22], so we guess that there exist some similar results on bounded strongly pseudoconvex domains.

The paper is organized as follows. In Section 2, we give the proof of Theorem 1 by using a criteria of precompactness in \( L^p \) space and the interpolation of compact
operators. Section 3 is devoted to prove Theorem 2, which is based on the hypergeometric function theory and the fractional radial differential operator theory. We also describe the phenomenon of Bergman-type operators for \( \alpha \leq 0 \). In Section 4, we will characterize Schatten class Bergman-type operator \( K_\alpha \) by estimates of the spectrum and techniques of operator theory.

2. The case of \( d + 1 < \alpha < d + 2 \)

In this section, we will prove the main Theorem 1. We need some lemmas. The following lemma gives the regularity of the image of \( K_\alpha, K_\alpha^+ \).

**Lemma 2.1.** For any \( \alpha \in \mathbb{R} \) and \( f \in L^p(\mathbb{B}^d), 1 \leq p \leq \infty \), then the followings hold.

1. \( K_\alpha f \) is holomorphic on \( \mathbb{B}^d \).
2. \( K_\alpha^+ f \) is smooth on \( \mathbb{B}^d \).

**Proof.** (1) It is sufficient to show that \( K_\alpha f, f \in L^1(\mathbb{B}^d) \) is holomorphic on every point of \( \mathbb{B}^d \). Suppose \( z \) is an arbitrary point in \( \mathbb{B}^d \). Denote \( B_r = \{ w \in \mathbb{C}^d : |w| < r \}, r > 0 \). Choose \( |z| < r_0 < r_0' < 1 \), and then choose \( 1 < r_1 < \frac{1}{r_0} \). It is easy to see that \( \{ z \} \times \mathbb{B}^d \subset B_{r_0} \times \mathbb{B}^d \subset B_{r_0'} \times B_{r_1} \) and \( 0 < r_0 < r_0 r_1 < 1 \). It follows that the function \( K_\alpha(z, w) = \frac{1}{1 - \langle z, w \rangle^\alpha} \) is holomorphic on the domain \( B_{r_0'} \times B_{r_1} \). Then [20, Proposition 1.2.6] implies that the binary function function \( K_\alpha(z, w) = \frac{1}{(1 - \langle z, w \rangle^\alpha)} \) has a global power series expansion on \( B_{r_0'} \times B_{r_1} \). Therefor, we can suppose that

\[
K_\alpha(z, w) = \sum_{n,m \geq 0} a_{n,m} z^n w^m, \tag{2.1}
\]
on \( B_{r_0'} \times B_{r_1} \). Here \( n, m \) are multi-indexes, \( n = (n_1, \ldots, n_d) \geq 0 \) means \( n_j \geq 0 \) for any \( j \), and \( z^n = \prod_{j=1}^d z_j^{n_j} \). Note that \( \overline{B_{r_0}} \times \overline{B^d} \subset B_{r_0'} \times B_{r_1} \), we get that the power series (2.1) is uniformly converge on compact set \( \overline{B_{r_0}} \times \overline{B^d} \). Then the dominated convergence theorem and the maximum modulus principle of analytic function imply that

\[
K_\alpha f(z) = \sum_{n,m \geq 0} a_{n,m} \left( \int_{\mathbb{B}^d} f \bar{w}^m \, dw \right) z^n,
\]
on \( B_{r_0} \ni z \). This implies that \( K_\alpha f \) is holomorphic at \( z \in \mathbb{B}^d \).

(2) Similarly, it suffices to consider the case \( f \in L^1 \). Denote the holomorphic function \( G_\alpha(z, w, u, v) \) on \( B_{r_0'} \times B_{r_1} \times B_{r_1} \times B_{r_0'} \) by

\[
G_\alpha(z, w, u, v) = \frac{1}{(1 - \langle z, w \rangle^\alpha) (1 - \langle u, v \rangle^\alpha)^{\frac{\alpha}{2}}}.
\]
By [20, Proposition 1.2.6] again, we know that \( G_\alpha(z, w, u, v) \) has a global power series expansion, thus we can suppose that

\[
G_\alpha(z, w, u, v) = \sum_{n,m,k,l \geq 0} a_{n,m,k,l} z^n w^m u^k v^l
\]
on \( B_{r_0'} \times B_{r_1} \times B_{r_1} \times B_{r_0'} \). Since

\[
\overline{B_{r_0}} \times \overline{B^d} \times \overline{B^d} \times \overline{B_{r_0}} \subset B_{r_0'} \times B_{r_1} \times B_{r_1} \times B_{r_0'},
\]
the function \( G_\alpha(z, w, u, v) \) is holomorphic on \( \mathbb{B}^d \times \mathbb{B}^d \times \mathbb{B}^d \times \mathbb{B}_{r_0} \).
it follows from the dominated convergence theorem and the maximum modulus principle of analytic function that

\[ F_\alpha(u, v) = \int_{\mathbb{B}^d} f(w)G_\alpha(u, \bar{w}, w, v)dv(w) \]

\[ = \sum_{n,m,k,l \geq 0} a_{n,m,k,l} \left( \int_{\mathbb{B}^d} f^{\alpha} w^m dv \right) u^n v^l, \]

is holomorphic on \( B_{r_0} \times B_{r_0} \). Then

\[ K_\alpha^+ f(z) = \int_{\mathbb{B}^d} \frac{f(w)dv(w)}{|1 - \langle z, w \rangle|^\alpha} = \int_{\mathbb{B}^d} f(w)G_\alpha(z, \bar{w}, w, \bar{z})dv(w) = F_\alpha(z, \bar{z}) \]  \hspace{1cm} (2.2)

on \( B_{r_0} \ni z \). It shows that \( K_\alpha^+ f \) is smooth at \( z \in \mathbb{B}^d \). \( \Box \)

**Remark 2.2.** The formula (2.2) in fact shows that, for any \( f \in L^1 \), the function \( K_\alpha^+ f \) admits a global power series expansion in the form

\[ K_\alpha^+ f(z) = \sum_{n,m \geq 0} a_{n,m} z^n \bar{z}^m, \]

and \( K_\alpha^+ f \) uniquely determines a holomorphic function on \( \mathbb{B}^d \times \mathbb{B}^d \).

From Lemma 2.1, we know that the image of \( K_\alpha^+ \) is continuous. The next lemma provides a result on the equicontinuity.

**Lemma 2.3.** Suppose \( \alpha \in \mathbb{R}, 1 \leq p \leq \infty \) and \( K \subset \mathbb{B}^d \) is a compact subset, then for any \( \varepsilon > 0 \), there exists a \( \delta > 0 \) such that

\[ |K_\alpha^+ f(z_1) - K_\alpha^+ f(z_2)| \leq \|f\|_p \cdot \varepsilon, \quad \forall f \in L^p(\mathbb{B}^d), \]

whenever \( z_1, z_2 \in K \) and \( |z_1 - z_2| < \delta \).

**Proof.** Let \( B_r \) be the ball with radius \( r \) defined in Lemma 2.1. Since \( K \subset \mathbb{B}^d \) is a compact subset, there exists a \( 0 < r' < 1 \) such that \( K \subset B_{r'} \subset \overline{B_r} \subset \mathbb{B}^d \). Since the function \( \frac{1}{|1 - \langle z, w \rangle|^\alpha} \) is uniformly continuous on the compact set \( \overline{B_r} \times \mathbb{B}^d \), it yields that, for any \( \varepsilon > 0 \), there exists a \( \delta > 0 \), such that

\[ \left| \frac{1}{|1 - \langle z_1, w \rangle|^\alpha} - \frac{1}{|1 - \langle z_2, w \rangle|^\alpha} \right| \leq \varepsilon, \]

whenever \( z_1, z_2 \in K \) and \( |z_1 - z_2| < \delta \). Thus, for any \( f \in L^p(\mathbb{B}^d) \), we have

\[ |K_\alpha^+ f(z_1) - K_\alpha^+ f(z_2)| \leq \int_{\mathbb{B}^d} |f| \left| \frac{1}{|1 - \langle z_1, w \rangle|^\alpha} - \frac{1}{|1 - \langle z_2, w \rangle|^\alpha} \right| dv(w) \leq \|f\|_p \cdot \varepsilon \]

whenever \( z_1, z_2 \in K \) and \( |z_1 - z_2| < \delta \). It completes the proof. \( \Box \)

A subset in a Banach space is called precompact if the closure of the subset in the norm topology is compact. Obviously, an operator between two Banach spaces is compact if and only if the operator maps every bounded set to precompact one. Suppose \( \Omega \subset \mathbb{C}^d \) is an arbitrary bounded domain. The following lemma provides a criteria of precompactness in \( L^p(\Omega) \) with \( 1 \leq p < \infty \), see [1, Theorem 2.33] for more details.
Lemma 2.4. Let \( 1 \leq p < \infty \) and \( K \subset L^p(\Omega) \). Suppose there exists a sequence \( \{\Omega_j\} \) of subdomains of \( \Omega \) having the following properties:

1. \( \Omega_j \subset \Omega_{j+1} \).
2. The set of restrictions to \( \Omega_j \) of the functions in \( K \) is precompact in \( L^p(\Omega_j) \) for each \( j \).
3. For every \( \varepsilon > 0 \) there exists a \( j \) such that
   \[
   \int_{\Omega - \Omega_j} |f|^p dv < \varepsilon, \quad \forall f \in K.
   \]

Then \( K \) is precompact in \( L^p(\Omega) \).

The Forelli-Rudin asymptotic estimate of integral for Bergman kernel on the unit ball \( \mathbb{B}_d \) is a fundamental result in function spaces and operator theory, see [20, Proposition 1.4.10] or [25, Theorem 1.12] for more details. In the rest of this article, we will frequently use this estimate, for the sake of convenience, we state as follows.

Lemma 2.5. (Forelli-Rudin) Suppose \( c \) is real and \( t > -1 \). Then the integral

\[
J_{c,t}(z) = \int_{\mathbb{B}^d} \frac{(1 - |w|^2)^t dv(w)}{|1 - \langle z, w \rangle|^{c+t}}, \quad z \in \mathbb{B}^d,
\]

has the following asymptotic properties.

1. If \( c < d + 1 \), then \( J_{c,t} \) is bounded on \( \mathbb{B}^d \).
2. If \( c = d + 1 \), then
   \[
   J_{c,t}(z) \sim -\log(1 - |z|^2), \quad |z| \to 1^-.
   \]
3. If \( c > d + 1 \), then
   \[
   J_{c,t}(z) \sim (1 - |z|^2)^{d+1-c}, \quad |z| \to 1^-.
   \]

The notation \( A(z) \sim B(z) \) means that the ratio \( \frac{A(z)}{B(z)} \) has a positive finite limit as \( |z| \to 1^- \).

To complete the proof of Theorem 1, we also need a result on the interpolation of compact operators. The following lemma is first proved by A. Krasnoselskii [11], see also [6] or [12, Theorem 3.10].

Lemma 2.6. Suppose that \( 1 \leq p_1, p_2, q_1, q_2 \leq \infty \) and \( q_2 \neq \infty \). If a linear operator \( T \) such that \( T : L^{p_1} \to L^{q_1} \) is bounded and \( T : L^{p_2} \to L^{q_2} \) is compact, then \( T : L^p \to L^q \) is compact, if there exists a \( \theta \in (0, 1) \) such that

\[
\frac{1}{p} = \frac{\theta}{p_1} + \frac{1-\theta}{p_2}, \quad \frac{1}{q} = \frac{\theta}{q_1} + \frac{1-\theta}{q_2}.
\]

Proof of Theorem 1. The equivalence of (1) \( \leftrightarrow \) (2) \( \leftrightarrow \) (3) \( \leftrightarrow \) (5) is the main result of [8, Theorem 1], so it is enough to prove (4) \( \leftrightarrow \) (5). Note that the equivalence of (3) and (5), it implies that (4) \( \Rightarrow \) (5), since compact operators are all bounded between two Banach spaces. Now we prove (5) \( \Rightarrow \) (4), which means we need to show \( K_\alpha^* \) is \( L^p-I^q \) compact if \( K_\alpha^* \) is \( L^p-I^q \) bounded. It is easy to see that \( 1 \leq q < p \leq \infty \) under the assumption in (5). By Lemma 2.6, the proof will be completed once we prove the following two conclusions:
(a) If $p = \infty, q < \frac{1}{\alpha - (d + 1)}$, then $K^+_\alpha : L^p \rightarrow L^q$ is compact.
(b) If $p > \frac{1}{(d + 2) - \alpha}, q = 1$, then $K^+_\alpha : L^p \rightarrow L^q$ is compact.

Observe the operator $K^+_\alpha$ is adjoint by Fubini’s theorem, combing this with the well known fact that an operator between two Banach spaces is compact if and only if its adjoint is compact, we conclude that conclusions (a) and (b) are in fact equivalent. Consequently, the proof is completed if conclusion (a) is proved. Now we turn to prove the conclusion (a). Suppose $\{f_j\}$ is an arbitrary bounded sequence in $L^\infty$, without loss of generality, we can suppose that

$$
\|f_j\|_\infty \leq 1, \quad j = 1, 2, \cdots \tag{2.3}
$$

Denote the bounded domain $B'_j$ by $B'_j = \{z \in \mathbb{C}^d : |z| < 1 - \frac{1}{j}\}, j = 1, 2, \cdots$. Clearly, $B'_j$ is compactly contained in $\mathbb{B}^d$ and $B'_j \subset B'_{j+1} \subset \mathbb{B}^d$, for every $j$. We first prove that the set of restrictions to $B'_j$ of the functions in $\{K^+_\alpha f_n\}$ is precompact in $L^p(B'_j)$ for each $j$. In view of Lemma 2.1 we know the functions in $\{K^+_\alpha f_n\}$ are all continuous on $\mathbb{B}^d$ and uniformly continuous on every $\overline{B'_j}$. Combing with the fact that the embedding $C(\overline{B'_j}) \subset L^p(\overline{B'_j})$ is continuous for every $j$, it is enough to prove $\{(K^+_\alpha f_n)|_{B'_j}\}$ is precompact in $C(\overline{B'_j})$ for every $j$. Note that (2.3) and the definition of $B'_j$, we have that

$$
\|(K^+_\alpha f_n)|_{B'_j}\|_\infty = \sup_{z \in \overline{B'_j}} |K^+_\alpha f_n| = \sup_{z \in \overline{B'_j}} \left| \int_{\mathbb{B}^d} f_n(w)dv(w) \right| |(1 - \langle z, w \rangle)^\alpha|
$$

$$
\leq \|f_n\|_\infty \sup_{z \in \overline{B'_j}} \int_{\mathbb{B}^d} \frac{dv(w)}{|1 - \langle z, w \rangle|^\alpha} \tag{2.4}
$$

$$
\leq j^\alpha \|f_n\|_\infty
$$

$$
\leq j^\alpha,
$$

for every $j$. The estimate (2.4) implies that $\{(K^+_\alpha f_n)|_{B'_j}\}$ are bounded in $C(\overline{B'_j})$ for every $j$. It follows from Lemma 2.3 that $\{(K^+_\alpha f_n)|_{B'_j}\}$ is equicontinuous on $\overline{B'_j}$ for every $j$. Then Arzelà-Ascoli theorem implies that $\{(K^+_\alpha f_n)|_{B'_j}\}$ is precompact in $C(\overline{B'_j})$ for every $j$. By the well known fact that, for $t \in \mathbb{R}$, $(1 - |z|^2)^t \in L^1(\mathbb{B}^d)$ if and only if $t > -1$, we obtain that, for any fixed $t > -1$ and for any $\varepsilon > 0$, there exists a $J > 0$ satisfying

$$
\int_{\mathbb{B}^d - B'_j} (1 - |z|^2)^t dv < \varepsilon, \quad \forall j > J, \tag{2.5}
$$

since the absolute continuity of the integral and $\lim_{j \rightarrow \infty} v(\mathbb{B}^d - B'_j) = 0$. From the assumption in (a) and $d + 1 < \alpha < d + 2$, we get that $0 < q(\alpha - (d + 1)) < 1$, then by (2.5) we obtain that for any $\varepsilon > 0$, there exists a $J > 0$ such that

$$
\int_{\mathbb{B}^d - B'_j} (1 - |z|^2)^{-q(\alpha - (d + 1))} dv < \varepsilon, \quad \forall j > J. \tag{2.6}
$$
Combing (2.6) with Lemma 2.5 there exists a positive constant \( C \) such that, for any \( \varepsilon > 0 \), there exists a \( J > 0 \) satisfying
\[
\int_{B_d - B'_j} |K_\alpha^+ f_n(z)|^q dv(z) = \int_{B_d - B'_j} \left| \int_{B_d} \frac{f_n(w) dv(w)}{|1 - \langle z, w \rangle|^\alpha} \right|^q dv(z) \\
\leq \|f_n\|_\infty^q \int_{B_d - B'_j} \left| \int_{B_d} \frac{dv(w)}{|1 - \langle z, w \rangle|^\alpha} \right|^q dv(z) \\
\leq C \|f_n\|_\infty^q \int_{B_d - B'_j} (1 - |z|^2)^{-q(\alpha - (d+1))} dv \\
\leq C \varepsilon,
\]
for any \( j > J \) and \( n = 1, 2, \cdots \). Thus \( \{K_\alpha^+ f_n\} \) is precompact in \( L^q \) by Lemma 2.4, it completes the proof. \( \square \)

Remark 2.7. Theorem 1 indicates that Bergman operators \( K_\alpha, K_\alpha^+ \) from \( L^p \) into \( L^q \) are compact if and only if they are bounded when \( 1 \leq q < p \leq \infty \). In fact, this is quite expected, which can be seen from Ando’s theorem for a bounded integral operator from \( L^p \) into \( L^q \) with \( 1 \leq q < p \leq \infty \), see [3] or [12, Theorem 5.5, 5.13]. Nevertheless, we give a direct proof here.

3. The case of \( \alpha \leq d + 1 \)

This section is mainly devoted to prove Theorem 2, which characterizes the \( L^p-L^q \) compactness of \( K_\alpha^+ \) for \( 0 < \alpha \leq d + 1 \). We first recall some results on hypergeometric function theory. For complex numbers \( \alpha, \beta, \gamma \) and complex variable \( z \), we use the classical notation \( _2F_1(\alpha, \beta; \gamma; z) \) to denote
\[
_2F_1(\alpha, \beta; \gamma; z) = \sum_{j=0}^{\infty} \frac{(\alpha)_j(\beta)_j}{j!(\gamma)_j} z^j,
\]
with \( \gamma \neq 0, -1, -2, \ldots \), where \( (\alpha)_j = \prod_{k=0}^{j-1} (\alpha + k) \) is the Pochhammer for any complex number \( \alpha \). The following lemma calculates the exact value of the hypergeometric function at the point \( z = 1 \).

Lemma 3.1. [9] Section 2.8 If \( \text{Re}(\gamma - \alpha - \beta) > 0 \), then
\[
_2F_1(\alpha, \beta; \gamma; 1) = \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha) \Gamma(\gamma - \beta)},
\]
where \( \Gamma \) is the usual Euler Gamma function.

Recall the definition of the function \( J_{\beta, \gamma} \) in Lemma 2.5. The following lemma is not only a restatement of Lemma 2.5 but also establishes a connection between the integration induced by Bergman kernel and the hypergeometric function. A function is called finite if it has finite value at every point of its domain.

Lemma 3.2. (1) [20] Suppose \( \beta \in \mathbb{R} \) and \( \gamma > -1 \), then
\[
J_{\beta-\gamma, \gamma}(z) = \frac{\Gamma(1+d) \Gamma(1+\gamma)}{\Gamma(1+d+\gamma)} _2F_1 \left( \frac{\beta}{2}, \frac{\beta}{2}; 1 + d + \gamma; |z|^2 \right),
\]
(3.1)
for $z \in \mathbb{B}^d$.

(2) $J_{\beta-\gamma,\gamma}$ is finite on the closed ball $\overline{\mathbb{B}}^d$ if and only if $\beta < d + 1 + \gamma$. Moreover, in this case, the identity (3.1) actually holds on the closed ball $\overline{\mathbb{B}}^d$.

Proof. (1) In this case, the identity (3.1) is a restatement of Lemma 2.5, we refer the reader to [20, Proposition 1.4.10] for more details.

(2) It suffices to prove $J_{\beta-\gamma,\gamma}$ is finite on the unit sphere $S^d = \{z \in \mathbb{C}^d : |z| = 1\}$ if and only if $\beta < d + 1 + \gamma$. Due to the unitary invariance of the Lebesgue measure, we know that

$$J_{\beta-\gamma,\gamma}(\eta) = \int_{\mathbb{B}^d} (1 - |w|^2)^{\gamma} dv(w) = \int_{\mathbb{B}^d} (1 - |w|^{\gamma})^{\beta} dv(w),$$

for any $\eta \in S^d$. Then [24, Lemma 1.8,1.9] imply that

$$J_{\beta-\gamma,\gamma}(\eta) = 2d \int_0^1 r^{2d-1}(1 - r^2)^{\gamma} dr \int_{\mathbb{S}^d} \frac{1}{1 - r\xi_1^{\beta}} d\sigma(\xi)$$

$$= 2d \int_0^1 r^{2d-1}(1 - r^2)^{\gamma} (d-1) \int_{\mathbb{B}^1} \frac{1}{1 - rw^{\beta}} dv_1(w) dr$$

$$= 2d \int_0^1 r^{2d-1}(1 - r^2)^{\gamma} \frac{\beta}{2} F_1 \left( \frac{\beta}{2}; d; r^2 \right) dr$$

$$= 2d \sum_{j=0}^{\infty} \frac{\left(\frac{\beta}{2}\right)_j}{j!} \int_0^1 r^{2j+2d-1}(1 - r^2)^{\gamma} dr$$

for any $\eta \in S^d$, where $d\sigma$ and $dv_1$ are normalized Lebesgue measures on $S^d$ and $\mathbb{B}^1$, respectively. Note that $\Gamma(s + j) = (s)_j \Gamma(s)$ for all $s \in \mathbb{C}$ except the nonpositive integers. Then Stirling’s formula and (3.2) yield that $J_{\beta-\gamma,\gamma}$ is finite on $S^d$ if and only if $\beta < d + 1 + \gamma$. From Lemma 3.1 and (3.2), we know that, if $\beta < d + 1 + \gamma$, then

$$J_{\beta-\gamma,\gamma}(\eta) = \frac{\Gamma(d+1)\Gamma(\gamma+1)}{\Gamma(d+\gamma+1)} \sum_{j=0}^{\infty} \frac{\left(\frac{\beta}{2}\right)_j}{j!(d+\gamma+1)_j}$$

$$= \frac{\Gamma(d+1)\Gamma(\gamma+1)}{\Gamma(d+\gamma+1)} 2F_1 \left( \frac{\beta}{2}; \frac{\beta}{2}; d+\gamma+1; 1 \right)$$

$$= \frac{\Gamma(d+1)\Gamma(\gamma+1)\Gamma(d+\gamma+1-\beta)}{\Gamma^2(d+\gamma+1-\frac{\beta}{2})}$$

for any $\eta \in S^d$, which means that the identity (3.1) also holds on the closed ball $\mathbb{B}^d$. It completes the proof. \hfill \Box

From Lemma 3.2, we know that $J_{\beta-\gamma,\gamma}$ is a radial function on $\mathbb{B}^d$. Moreover, when $\beta < d + 1 + \gamma$, $J_{\beta-\gamma,\gamma}$ is increasing on $\mathbb{B}^d$ in the following sense,

$$J_{\beta-\gamma,\gamma}(z_1) < J_{\beta-\gamma,\gamma}(z_2),$$

(3.4)
whenever $|z_1| < |z_2| \leq 1$, since all Taylor coefficients of the hypergeometric function in (3.1) are positive. Now, we introduce the following auxiliary function $I_\alpha$ for every $\alpha < d + 1$. The function $I_\alpha(r, z)$ on $[0, 1) \times \mathbb{B}^d$ is denoted by

$$I_\alpha(r, z) = \int_{r \leq |w| < 1} \frac{1}{|1 - \langle z, w \rangle|^\alpha} dv(w).$$

Since $\alpha < d + 1$, it follows by (3.3) and (3.4) that

$$I_\alpha(r, z) \leq J_{\alpha,0}(z) \leq \sum_{j=0}^{\infty} \frac{\Gamma(j + \frac{\alpha}{2})}{\Gamma(j + 1)} \frac{\Gamma(d + 1)}{\Gamma(j + d + 1)} = \frac{\Gamma(d + 1)\Gamma(d + 1 - \alpha)}{\Gamma^2(d + 1 - \frac{\alpha}{2})},$$

(3.5)

for any $(r, z) \in [0, 1) \times \mathbb{B}^d$, which means that $I_\alpha$ is finite on $[0, 1) \times \mathbb{B}^d$. Moreover, $I_\alpha$ is increasing on $[0, 1) \times \mathbb{B}^d$ in the following sense.

Lemma 3.3. Suppose $r \in [0, 1)$, then

$$I_\alpha(r, z_1) \leq I_\alpha(r, z_2),$$

whenever $z_1, z_2 \in \mathbb{B}^d$ and $|z_1| \leq |z_2|$.

Proof. From (3.5), we know that $I_\alpha$ is finite on $[0, 1) \times \mathbb{B}^d$. Now we calculate its exact value. It follows from [24, Lemma 1.8,1.11] and the unitary invariance of the Lebesgue measure that

$$I_\alpha(r, z) = \sum_{j=0}^{\infty} \frac{\Gamma(j + \frac{\alpha}{2})}{\Gamma(j + 1)} \frac{\Gamma(d + 1)}{\Gamma(j + d + 1)} |z|^{2j} \int_{\mathbb{S}^{d-1}} |\xi_j|^2 d\sigma(\xi),$$

(3.6)

for any $z \in \mathbb{B}^d$. It leads to the desired result since all coefficients of the power series expansion about $|z|$ in (3.6) are positive. □

Proposition 3.4. If $0 < \alpha < d+1$, then $K^{+}_\alpha : L^\infty \to L^q$ is compact for any $1 \leq q \leq \infty$.

Proof. It suffices to prove that $K_\alpha : L^\infty \to L^\infty$ is compact. It is clear that $K_\alpha f$ is continuous on the open ball $\mathbb{B}^d$ for any $f \in L^\infty$ by Lemma 2.1. From Lemma 3.2, (3.3) and (3.4), we obtain that $K^{+}_\alpha f(\eta)$ exists and

$$|K^{+}_\alpha f(\eta)| \leq \|f\|_\infty \frac{\Gamma(d + 1)\Gamma(d + 1 - \alpha)}{\Gamma^2(d + 1 - \frac{\alpha}{2})}.$$
for any \( \eta \in \mathbb{S}^d \). We now turn to prove that \( K_\alpha^+ f \) is continuous on \( \overline{\mathbb{B}^d} \). It suffices to prove that \( K_\alpha^+ f \) on \( \mathbb{S}^d \). Thus we need only to prove that, for any \( \eta \in \mathbb{S}^d \) and for any point sequence \( \{z_n\} \) in \( \mathbb{B}^d \) satisfying \( z_n \to \eta \), then \( K_\alpha^+ f(z_n) \to K_\alpha^+ f(\eta) \) as \( n \to \infty \). By Lemma 3.2 and Lemma 3.4, we have

\[
|K_\alpha^+ f(z)| \leq \|f\|_\infty J_{\alpha,0}(z) \leq \|f\|_\infty J_{\alpha,0}(\eta) = \|f\|_\infty \frac{\Gamma(d + 1)\Gamma(d + 1 - \alpha)}{\Gamma^2(d + 1 - \frac{\alpha}{2})},
\]

(3.7)

for any \( z \in \mathbb{B}^d \). The absolute continuity of the integral implies that, for any \( \varepsilon > 0 \), there exists a \( 0 < \delta < 1 \), satisfying

\[
\int_F \frac{dv(w)}{|1 - \langle\eta, w\rangle|^\alpha} \leq \frac{\varepsilon}{4}, \tag{3.8}
\]

whenever \( v(F) < \delta \). Denote \( F_\delta = \{z \in \mathbb{B}^d : \sqrt{d} \frac{\delta}{2} < |z| < 1\} \). Note that \( v(F_\delta) = \frac{\delta}{2} < \delta \) and

\[
\frac{1}{|1 - \langle z_n, w\rangle|^\alpha} \to \frac{1}{|1 - \langle \eta, w\rangle|^\alpha}
\]

uniformly on \( \mathbb{B}^d \setminus F_\delta \), as \( n \to \infty \).

Then there exists a \( N > 0 \) such that, for any \( n > N \),

\[
\int_{\mathbb{B}^d \setminus F_\delta} \left| \frac{1}{|1 - \langle z_n, w\rangle|^\alpha} - \frac{1}{|1 - \langle \eta, w\rangle|^\alpha} \right| dv(w) \leq \frac{\varepsilon}{2}.
\]

Combing this with Lemma 3.3 and (3.8), we conclude that, for any \( n > N \),

\[
|K_\alpha^+ f(z_n) - K_\alpha^+ f(\eta)| \leq \|f\|_\infty \int_{\mathbb{B}^d \setminus F_\delta} \left| \frac{1}{|1 - \langle z_n, w\rangle|^\alpha} - \frac{1}{|1 - \langle \eta, w\rangle|^\alpha} \right| dv(w)
\]

\[
+ \|f\|_\infty \int_{F_\delta} \left| \frac{1}{|1 - \langle z_n, w\rangle|^\alpha} - \frac{1}{|1 - \langle \eta, w\rangle|^\alpha} \right| dv(w)
\]

\[
\leq \|f\|_\infty \int_{\mathbb{B}^d \setminus F_\delta} \left| \frac{1}{|1 - \langle z_n, w\rangle|^\alpha} - \frac{1}{|1 - \langle \eta, w\rangle|^\alpha} \right| dv(w)
\]

\[
+ 2\|f\|_\infty \int_{F_\delta} \frac{1}{|1 - \langle \eta, w\rangle|^\alpha} dv(w)
\]

\[
\leq \|f\|_\infty \frac{\varepsilon}{2} + 2\|f\|_\infty \frac{\varepsilon}{4}
\]

\[
= \varepsilon/2 + \frac{\varepsilon}{4}
\]

It completes the proof that \( K_\alpha^+ f \) is continuous on the closed ball \( \overline{\mathbb{B}^d} \) for any \( f \in L^\infty \).

Now we prove that, for any bounded sequence in \( L^\infty \), there exists a subsequence satisfying that its image under \( K_\alpha^+ \) is convergent in \( L^\infty \). Suppose that \( \{f_n\} \) is a bounded sequence in \( L^\infty \), then we have that \( \{K_\alpha^+ f_n\} \) is in \( C(\overline{\mathbb{B}^d}) \) and \( \{K_\alpha^+ f_n\} \) is uniformly bounded by (3.7). Now we prove that \( \{K_\alpha^+ f_n\} \) is also equicontinuous. From (3.9), we know that

\[
\lim_{\mathbb{B}^d \ni z \to \eta} \int_{\mathbb{B}^d} \left| \frac{1}{|1 - \langle z, w\rangle|^\alpha} - \frac{1}{|1 - \langle \eta, w\rangle|^\alpha} \right| dv(w) = 0,
\]

(3.10)

for arbitrary fixed \( \eta \in \mathbb{S}^d \). Combing (3.10) with the unitary invariance of Lebesgue measure and the symmetry of the unit ball, we have that, for any \( \varepsilon > 0 \), there exists
a $0 < \delta' < 1$, satisfying that
\[
\int_{B_d} \left| \frac{1}{|1 - \langle z, w \rangle|^{\alpha}} - \frac{1}{|1 - \langle \eta, w \rangle|^{\alpha}} \right| dv(w) \leq \frac{\epsilon}{2}
\] (3.11)
whenever $z \in B_d, \eta \in S^d$ and $|z - \eta| < \delta'$. Denote $B''_{\frac{\delta'}{2}} = \{z \in C^d : |z| \leq 1 - \frac{\delta'}{2}\}$ and $C_{\frac{\delta'}{2}} = \{z \in C^d : 1 - \frac{\delta'}{2} < |z| \leq 1\}$. Then the closed ball $\overline{B}_d$ has the following decomposition,
\[
\overline{B}_d = B''_{\frac{\delta'}{2}} \cup C_{\frac{\delta'}{2}} \text{ and } B''_{\frac{\delta'}{2}} \cap C_{\frac{\delta'}{2}} = \emptyset.
\]
Since the function $\frac{1}{|1 - \langle z, w \rangle|^{\alpha}}$ is uniformly continuous on the compact set $B''_{\frac{\delta'}{2}} \times \overline{B}_d$, there exists a $0 < \delta'' < 1$ such that
\[
\left| \frac{1}{|1 - \langle z_1, w \rangle|^{\alpha}} - \frac{1}{|1 - \langle z_2, w \rangle|^{\alpha}} \right| \leq \epsilon,
\] (3.12)
whenever $(z_1, w), (z_2, w) \in B''_{\frac{\delta'}{2}} \times \overline{B}_d$ and $|z_1 - z_2| < \delta''$. Take $\delta''' = \min\{\delta'', \delta''\}$. Now we prove that, for any $z_1, z_2 \in \overline{B}_d$ such that $|z_1 - z_2| < \delta''$, then
\[
\int_{\overline{B}_d} \left| \frac{1}{|1 - \langle z_1, w \rangle|^{\alpha}} - \frac{1}{|1 - \langle z_2, w \rangle|^{\alpha}} \right| dv(w) \leq \epsilon.
\] (3.13)
In fact, there are two cases need to be considered. The first case is $z_1 \in C_{\frac{\delta'}{2}}$ or $z_2 \in C_{\frac{\delta'}{2}}$. Without loss of generality, we can assume that $z_1 \in C_{\frac{\delta'}{2}}$, then there exists an $\eta \in S^d$ satisfying that $|z_1 - \eta| < \delta'' \leq \frac{\delta'}{2}$. Thus, obviously, the triangle inequality implies that $|z_2 - \eta| \leq |z_2 - z_1| + |z_1 - \eta| < \delta'$. This together with (3.11) implies that
\[
\int_{\overline{B}_d} \left| \frac{1}{|1 - \langle z_1, w \rangle|^{\alpha}} - \frac{1}{|1 - \langle z_2, w \rangle|^{\alpha}} \right| dv(w)
\leq \int_{\overline{B}_d} \left| \frac{1}{|1 - \langle z_1, w \rangle|^{\alpha}} - \frac{1}{|1 - \langle \eta, w \rangle|^{\alpha}} \right| dv(w)
+ \int_{\overline{B}_d} \left| \frac{1}{|1 - \langle \eta, w \rangle|^{\alpha}} - \frac{1}{|1 - \langle z_2, w \rangle|^{\alpha}} \right| dv(w)
\leq \epsilon
\]
The second case is $z_1, z_2 \in B''_{\frac{\delta'}{2}}$. From (3.12), it implies that
\[
\int_{\overline{B}_d} \left| \frac{1}{|1 - \langle z_1, w \rangle|^{\alpha}} - \frac{1}{|1 - \langle z_2, w \rangle|^{\alpha}} \right| dv(w) \leq \epsilon \int_{\overline{B}_d} dv = \epsilon.
\]
It proves (3.13). Combing (3.13) with
\[
|K_{\alpha}^+ f_n(z_1) - K_{\alpha}^+ f_n(z_2)| \leq \|f_n\|_{\infty} \int_{B_d} \left| \frac{1}{|1 - \langle z_1, w \rangle|^{\alpha}} - \frac{1}{|1 - \langle z_2, w \rangle|^{\alpha}} \right| dv(w)
\]
follows that $\{K_{\alpha}^+ f_n\}$ is equicontinuous. Then Arzelà-Ascoli theorem implies that $\{K_{\alpha}^+ f_n\}$ has a convergency subsequence in the supremum norm (or is precompact). That finishes the proof. \(\square\)

**Corollary 3.5.** If $0 < \alpha < d + 1$, then $K_{\alpha}^+ : L^p \rightarrow L^1$ is compact for any $1 \leq p \leq \infty$. 
Proof. It follows from Lemma 3.4 and the fact that $K^+_\alpha$ is adjoint.

Now, recall the definition of the fractional radial differential operator $R^{s,t}$ on $H(\mathbb{B}^d)$. For any two real parameters $s$ and $t$ with the property that neither $d+s$ nor $d+s+t$ is a negative integer, the invertible operator $R^{s,t}$ is given by

$$R^{s,t}f(z) = \sum_{n=0}^{\infty} \frac{\Gamma(d+1+s)\Gamma(d+1+n+s+t)}{\Gamma(d+1+s+t)\Gamma(d+1+n+s)} f_n(z),$$

for any $f = \sum_{n=0}^{\infty} f_n \in H(\mathbb{B}^d)$ with homogeneous expansion. From [20 Proposition 1.2.6], we know every holomorphic function $f \in H(\mathbb{B}^d)$ has a global power series expansion, thus the definition is well-defined on $H(\mathbb{B}^d)$. In fact, it can be checked by the direct calculation that the invertible operator of $R^{s,t}$ is just $R^{s+t,-t}$. Be careful that the invertible operator here is unnecessarily continuous. Recall that $A^p = H(\mathbb{B}^d) \cap L^p$ is the $p$-integrable Bergman space on $\mathbb{B}^d$ for $1 \leq p \leq \infty$.

**Lemma 3.6.** Suppose $\alpha \in \mathbb{R}$ satisfying $\alpha$ is not a nonpositive integer and $1 \leq p \leq \infty$, then the following holds on $A^p$

$$K_\alpha = R^{0,\alpha-d-1}.$$

Proof. Since every holomorphic function $f \in H(\mathbb{B}^d)$ has a global power series expansion, we can suppose $f = \sum_{n=0}^{\infty} f_n \in A^p$ with the homogeneous expansion. Then the dominated convergence theorem and formula (1.21) in [24] imply that

$$K_\alpha f(z) = \int_{\mathbb{B}^d} \frac{f(w)}{(1-\langle z, w \rangle)^\alpha} dv(w)$$

$$= \sum_{n=0}^{\infty} \frac{\Gamma(n+\alpha)}{\Gamma(n+1)\Gamma(\alpha)} \int_{\mathbb{B}^d} f(w)\langle z, w \rangle^n dv(w)$$

$$= \sum_{n=0}^{\infty} \frac{\Gamma(n+\alpha)}{\Gamma(n+1)\Gamma(\alpha)} 2d \int_0^{1} r^{2d-1} dr \sum_{k=0}^{\infty} r^{k+n} \int_{\mathbb{S}^d} f_k(\xi)\langle z, \xi \rangle^n d\sigma(\xi)$$

$$= \sum_{n=0}^{\infty} \frac{\Gamma(n+\alpha)}{\Gamma(n+1)\Gamma(\alpha)} 2d \int_0^{1} r^{2d-1} dr \int_{\mathbb{S}^d} f_n(r\xi)\langle z, r\xi \rangle^n d\sigma(\xi)$$

$$= \sum_{n=0}^{\infty} \frac{\Gamma(n+\alpha)}{\Gamma(n+1)\Gamma(\alpha)} \int f_n(w)\langle z, w \rangle^n dv(w)$$

$$= \sum_{n=0}^{\infty} \frac{\Gamma(d+1)\Gamma(\alpha+n)}{\Gamma(\alpha)\Gamma(d+1+n)} f_n(z),$$

for any $z \in \mathbb{B}^d$. It leads to the desired result.

**Lemma 3.7.** [23 Proposition 5] Suppose $s, t$ are real parameters such that neither $n+s$ nor $n+s+t$ is a negative integer. Then, for any nonnegative integer $N$,

$$R^{s,t} \frac{1}{(1-\langle z, w \rangle)^{d+1+s+N}} = \frac{h(\langle z, w \rangle)}{(1-\langle z, w \rangle)^{d+1+s+N+t}},$$

where $h$ is a certain one-variable polynomial of degree $N$. In particular, $h \equiv 1$ if $N = 0$. 

Proposition 3.8. Suppose $0 < \alpha \leq d + 1$ and $1 < p, q < \infty$, if $K_\alpha^+ : L^p \to L^q$ is compact, then $\frac{1}{q} > \frac{1}{p} + \frac{\alpha}{d+1} - 1$.

Proof. For every $z \in \mathbb{B}^d$, denote the holomorphic function $H_z$ on $\mathbb{B}^d$ by
\[
H_z(w) = \frac{(1 - |z|^2)^{\frac{\alpha}{q}}}{(1 - \langle w, z \rangle)^{\frac{\alpha}{q} + \frac{d+1}{p} + \alpha - 1}}, \quad w \in \mathbb{B}^d,
\] (3.14)
where $s$ is a positive parameter satisfying $\frac{s}{q} - (1 - \frac{1}{p})(d + 1)$ is a large enough positive integer. Clearly $H_z$ is bounded holomorphic on $\mathbb{B}^d$ for each $z \in \mathbb{B}^d$. We first prove $|R^{\alpha - d - 1, d + 1 - \alpha} H_z| \to 0$ weakly in $L^p$, as $|z| \to 1^-$. By [2, Section 8.3.3, Theorem 2], it suffices to prove that
\begin{enumerate}
\item[(1)] $\sup_{z \in \mathbb{B}^d} \|R^{\alpha - d - 1, d + 1 - \alpha} H_z\|_p < \infty$;
\item[(2)] $\lim_{|z| \to 1^-} \int_{\mathbb{B}^d} |R^{\alpha - d - 1, d + 1 - \alpha} H_z| dv = 0$.
\end{enumerate}
It is immediate from Lemma 3.7 that
\[
|R^{\alpha - d - 1, d + 1 - \alpha} H_z(w)| = h_s(\langle w, z \rangle)(1 - |z|^2)^{\frac{\alpha}{q}}(1 - \langle w, z \rangle)^{\frac{\alpha}{q} + \frac{d+1}{p} + \alpha - 1}, \quad w \in \mathbb{B}^d,
\] (3.15)
where $h_s$ is a certain one-variable polynomial of degree $\frac{s}{q} - (1 - \frac{1}{p})(d + 1)$. From Lemma 2.5, there exists a positive constant $C$ such that
\[
\int_{\mathbb{B}^d} \frac{|h_s(\langle w, z \rangle)| dv(w)}{|1 - \langle w, z \rangle|^{\frac{\alpha}{q} + \frac{d+1}{p} + \alpha - 1}} \leq C(1 - |z|^2)^{(1 - \frac{1}{p})(d+1) - \frac{s}{q}}, \quad z \in \mathbb{B}^d.
\]
Then by (3.15), the following estimate holds,
\[
\int_{\mathbb{B}^d} |R^{\alpha - d - 1, d + 1 - \alpha} H_z| dv \leq \int_{\mathbb{B}^d} \frac{|h_s(\langle w, z \rangle)| (1 - |z|^2)^{\frac{\alpha}{q}} dv(w)}{|1 - \langle w, z \rangle|^{\frac{\alpha}{q} + \frac{d+1}{p} + \alpha - 1}} \leq C(1 - |z|^2)^{(1 - \frac{1}{p})(d+1)}.
\]
Thus, $\lim_{|z| \to 1^-} \int_{\mathbb{B}^d} |R^{\alpha - d - 1, d + 1 - \alpha} H_z| dv = 0$, namely, condition (2) holds. Similarly, we can verify the condition (1) by Lemma 2.5. Thus we prove that $|R^{\alpha - d - 1, d + 1 - \alpha} H_z| \to 0$ weakly in $L^p$, as $|z| \to 1^-$. Now, combing with the well-known fact that a compact operator maps a weakly convergent sequence into a strongly convergent one, we obtain
\[
\lim_{|z| \to 1^-} \|K_\alpha^+ (|R^{\alpha - d - 1, d + 1 - \alpha} H_z|)\|_q = 0.
\]
Note that $K_\alpha^+ (|f|) \geq |K_\alpha (f)|$ for any $f \in L^1$, then
\[
\lim_{|z| \to 1^-} \|K_\alpha (R^{\alpha - d - 1, d + 1 - \alpha} H_z)\|_q = 0.
\]
Since $R^{0, \alpha - d - 1} R^{\alpha - d - 1, d + 1 - \alpha} f = f$ for any bounded holomorphic function $f$ on $\mathbb{B}^d$, it follows from Lemma 3.6 that
\[
\lim_{|z| \to 1^-} \|H_z\|_q = \lim_{|z| \to 1^-} \|R^{0, \alpha - d - 1} R^{\alpha - d - 1, d + 1 - \alpha} H_z\|_q = \lim_{|z| \to 1^-} \|K_\alpha R^{\alpha - d - 1, d + 1 - \alpha} H_z\|_q = 0,
\]
and then
\[
\lim_{|z| \to 1^-} \int_{\mathbb{B}^d} \frac{(1 - |z|^2)^{\alpha} dv(w)}{|1 - \langle w, z \rangle|^{\frac{\alpha}{q} + \frac{d+1}{p} + \alpha - 1}} = \lim_{|z| \to 1^-} \|H_z\|_q^2 = 0.
\]
Since $s > 0$ is chosen large enough, by Lemma 2.5 again, we obtain that $\frac{1}{q} > \frac{1}{p} + \frac{\alpha}{d+1} - 1$.

Remark 3.9. We have proved $|R^{\alpha-d-1,d+1-\alpha}H_z| \to 0$ weakly in $L^p$, as $|z| \to 1^-$. Note that bounded operators map a weakly convergent sequence into a weakly convergent one. Analogously, we can prove that, if $K_+^\alpha : L^p \to L^q$ is bounded as the same condition in Proposition 3.8, then

$$\sup_{z \in B^d} \int_{B^d} \frac{(1 - |z|^2)^s dv(w)}{|1 - \langle w, z \rangle|^{q+\frac{(d+1)}{p}+q(\alpha-d-1)}} < \infty.$$ 

Then Lemma 2.5 implies that $\frac{1}{q} \geq \frac{1}{p} + \frac{\alpha}{d+1} - 1$. In fact, this gives a new proof of necessity part of [8, Lemma 4.3], which is a key step to characterize the $L^p-L^q$ boundedness of $K_\alpha, K_+^\alpha$.

Now we turn to the proof of Theorem 2, we first describe the $L^p-L^q$ compactness of $K_{d+1}^+$. It is as analogous to the proof of Theorem 1. Thus we give a sketchy proof here.

**Proposition 3.10.** $K_{d+1}^+ : L^p \to L^q$ is compact if and only if $1 \leq q < p \leq \infty$.

**Proof.** By Lemma 2.6 and the adjointness of $K_+^\alpha$, it suffices to prove $K_{d+1}^+ : L^p \to L^1$ is compact for any $1 < p \leq \infty$. Note that [8, Theorem 3] shows $K_{d+1}^+ : L^\infty \to L^1$ is bounded, combing with Lemma 2.6 again, it suffices to prove $K_{d+1}^+ : L^p \to L^1$ is compact for any $d + 1 < p < \infty$. Let $(B_j')$ be as in Proof of Theorem 1, and $(f_j)$ be a bounded sequence in $L^p$. Then we can prove $\| (K_{d+1}^\alpha f_n) |_{B_j'} \| \leq j^\alpha \| f_n \|_p$, combing with Lemma 2.1 and Arzelà-Ascoli theorem implies that $\{ (K_{d+1}^\alpha f_n) |_{B_j'} \}$ is precompact in $L^p(B_j')$. By Lemma 2.5 and Hölder’s inequality, it implies, there exists a constant $C > 0$ such that

$$\int_{B^d-B_j'} |K_{d+1}^+ f_n(z)| dv(z) \leq \| f_n \|_p \int_{B^d-B_j'} \left( \int_{B^d} \frac{dv(w)}{|1 - \langle z, w \rangle|^{\frac{p(d+1)}{q}+q(\alpha-d-1)}} \right)^{1-\frac{1}{p}} dv(z)$$

$$\leq C \| f_n \|_p \int_{B^d-B_j'} (1 - |z|^2)^{-\frac{d+1}{p}} dv(z).$$

Thus we obtain that, if $d + 1 < p < \infty$, then for any $\varepsilon > 0$, there exists a $J > 0$, such that

$$\int_{B^d-B_j'} |K_{d+1}^+ f_n| dv \leq C \varepsilon,$$

whenever $j > J$. Therefore, $\{K_{d+1}^\alpha f_n\}$ is precompact in $L^1(B^d)$ by Lemma 2.4.

**Proof of Theorem 2.** Since the equivalence of $(1) \Leftrightarrow (3)$ is the main result of [8, Theorem 3], it suffices to prove $(2) \Leftrightarrow (3)$. There are two cases $\alpha = d + 1$ and $0 < \alpha < d + 1$ to be considered. Indeed, the case $\alpha = d + 1$ has been proved in Proposition 3.10. Thus, it remains to deal with the case $0 < \alpha < d + 1$. By Lemma 2.6 and Corollary 3.5, we conclude that $K_{d+1}^+ : L^1 \to L^q$ is compact if and only if $q \leq \frac{d+1}{\alpha}$, and then $K_{d+1}^+ : L^p \to L^\infty$ is compact if and only if $p > \frac{d+1}{\alpha}$. Then apply Lemma
Proposition 3.3 and Proposition 3.8 to obtain the equivalence of (2) and (3) when \(0 < \alpha < d + 1\). It completes the proof.

We have completely characterized that \(L^p-L^q\) compactness of the Bergman-type operators \(K_\alpha, K_\alpha^+\) when \(0 < \alpha < d + 2\) so far. However, when \(\alpha \geq d + 2\), [8, Theorem 4] shows that there exist no \(1 \leq p, q \leq \infty\) such that \(K_\alpha^+ : L^p \to L^q\) is bounded.

To end this section, we describe the phenomenon for \(\alpha \leq 0\). Recall that a bounded operator between two Banach spaces is called a finite rank operator if the range of the operator has finite dimension. Obviously, finite rank operators must be compact and the finite rank operators on a Hilbert space belong to every Schatten \(p\)-class with \(0 < p \leq \infty\).

**Proposition 3.11.** Suppose \(\alpha \leq 0\), then the followings hold.

1. \(K_\alpha, K_\alpha^+ : L^p \to L^q\) are compact for any \(1 \leq p, q \leq \infty\).
2. If \(\alpha\) is a nonpositive integer, then \(K_\alpha : L^p \to L^q\) is a finite rank operator for any \(1 \leq p, q \leq \infty\).
3. If \(\alpha\) is a nonpositive even integer, then \(K_\alpha^+ : L^p \to L^q\) is a finite rank operator for any \(1 \leq p, q \leq \infty\).

**Proof.** (1) It suffices to prove that \(K_\alpha, K_\alpha^+ : L^1 \to L^\infty\) are compact when \(\alpha \leq 0\). Suppose \(\{f_j\}\) is an arbitrary bounded sequence in \(L^\infty\), without loss of generality, we can suppose that

\[
\|f_j\|_\infty \leq 1, \quad j = 1, 2, \ldots
\]

Then Lemma 2.1 implies that \(\{K_\alpha f_j\}\) is continuous function sequences on \(\mathbb{B}^d\). Note that the kernel function \(\frac{1}{(1-\langle z, w \rangle)^\alpha}\) is uniformly continuous on the compact set \(\mathbb{B}^d \times \mathbb{B}^d\) when \(\alpha \leq 0\), then we obtain that \(\{K_\alpha f_j\}\) is in fact continuous function sequence on \(\mathbb{B}^d\). Since \(\alpha \leq 0\), it follows that

\[
\|K_\alpha f_n\|_\infty = \sup_{z \in \mathbb{B}^d} \left| \int_{\mathbb{B}^d} f_n(w)dv(w) \right| (1-\langle z, w \rangle)^\alpha \\
\leq 2^{-\alpha} \|f_n\|_1 \\
\leq 2^{-\alpha},
\]

Thus \(\{K_\alpha f_j\}\) is a bounded subset in \(C(\overline{\mathbb{B}^d})\). The uniform continuity of the function \(\frac{1}{(1-\langle z, w \rangle)^\alpha}\) also yields that, for any \(\varepsilon > 0\), there exists a \(\delta > 0\), such that

\[
\left| \frac{1}{(1-\langle z_1, w \rangle)^\alpha} - \frac{1}{(1-\langle z_2, w \rangle)^\alpha} \right| \leq \varepsilon,
\]

whenever \(z_1, z_2 \in \mathbb{B}^d\) and \(|z_1 - z_2| < \delta\). Then we have

\[
|K_\alpha f_j(z_1) - K_\alpha f_j(z_2)| \leq \int_{\mathbb{B}^d} \left| f_j \right| \left| \frac{1}{(1-\langle z_1, w \rangle)^\alpha} - \frac{1}{(1-\langle z_2, w \rangle)^\alpha} \right| dv(w) \\
\leq \|f_j\|_1 \cdot \varepsilon \\
\leq \varepsilon
\]
whenever \( z_1, z_2 \in \mathbb{B}^d \) and \( |z_1 - z_2| < \delta \). That means \( \{K_\alpha f_j\} \) is equicontinuous. Then Arzelà-Ascoli theorem implies that \( \{K_\alpha f_j\} \) has a convergency subsequence in the supremum norm (or is precompact). That proves \( K_\alpha : L^1 \rightarrow L^\infty \) is compact when \( \alpha \leq 0 \). Similarly, \( K_\alpha^+ : L^1 \rightarrow L^\infty \) is compact when \( \alpha \leq 0 \).

(2) It suffices to prove that \( K_\alpha : L^1 \rightarrow L^\infty \) is a finite rank operator when \( \alpha \) a nonpositive integer. Suppose that \( \alpha = -N \), where \( N \) is a nonnegative integer. Then the binomial theorem implies that
\[
(1 - \langle z, w \rangle)^N = \sum_{|s| \leq N} a_{N,s} z^s \bar{w}^s,
\]
where \( s \geq 0 \) is multi-index and \( a_{N,s} \) is nonzero constant. Thus, for any \( f \in L^1 \), we have
\[
K_{-N} f(z) = \int_{\mathbb{B}^d} f(w)(1 - \langle z, w \rangle)^N dv = \sum_{|s| \leq N} \left( a_{N,s} \int_{\mathbb{B}^d} f \bar{w}^s dv \right) z^s.
\]
It implies that \( K_{-N} \) is a finite rank operator.

(3) It suffices to prove that \( K_\alpha^+ : L^1 \rightarrow L^\infty \) is a finite rank operator when \( \alpha \) a nonpositive even integer. Suppose that \( \alpha = -2N \), where \( N \) is a nonnegative integer. Then
\[
|1 - \langle z, w \rangle|^{2N} = (1 - \langle z, w \rangle)^N(1 - \langle w, z \rangle)^N = \sum_{|s|,|l| \leq N} a_{N,s}a_{N,l} z^s \bar{z}^l w^l \bar{w}^s.
\]
Thus, for any \( f \in L^1 \), we have
\[
K_{-2N} f(z) = \int_{\mathbb{B}^d} f |1 - \langle z, w \rangle|^{2N} dv = \sum_{|s|,|l| \leq N} \left( a_{N,s}a_{N,l} \int_{\mathbb{B}^d} f w^l \bar{w}^s dv \right) z^s \bar{z}^l.
\]
It implies that \( K_{-2N} \) is a finite rank operator. \( \square \)

**Remark 3.12.** \( K_\alpha^+ \) will not be a finite rank operator when \( \alpha \) is a nonpositive odd integer.

Thus we have the following corollary.

**Corollary 3.13.** For \( \alpha \in \mathbb{R} \), then the following statements are equivalent:

1. \( \alpha < d + 2 \);
2. there exist \( 1 \leq p, q \leq \infty \) such that \( K_\alpha : L^p \rightarrow L^q \) is bounded;
3. there exist \( 1 \leq p, q \leq \infty \) such that \( K_\alpha^+ : L^p \rightarrow L^q \) is bounded;
4. there exist \( 1 \leq p, q \leq \infty \) such that \( \tilde{K}_\alpha : L^p \rightarrow L^q \) is compact;
5. there exist \( 1 \leq p, q \leq \infty \) such that \( K_\alpha^+ : L^p \rightarrow L^q \) is compact.

4. **Schatten class Bergman-type integral operators**

In the present section, we complete the proof of Theorem 3, which gives the necessary and sufficient conditions that ensure the Bergman-type operator \( K_\alpha \) belongs to Schatten classes. The proof will be respectively given in cases \( 0 < \alpha < d + 1 \) and \( \alpha \leq 0 \). Although the theorem can be uniformly proved by the method of estimates of the spectrum, we prefer to prove theorem in the case \( 0 < \alpha < d + 1 \) by using the
method of operator theory which is inspired by the characterization of Schatten class Toeplitz operators and Hankel operators in [17, 25, 26].

Denote the point spectrum (the collections of eigenvalues) of $K_\alpha$ on the Bergman space $A^2$ by $\sigma_p(K_\alpha, A^2)$.

**Lemma 4.1.** Suppose $\alpha < d + 1$, then the followings hold.

1. If $\alpha \in S_d$, then $\sigma_p(K_\alpha, A^2) = \{\frac{\Gamma(d+1)\Gamma(\alpha+n)}{\Gamma(\alpha)\Gamma(d+1+n)} : n \in \mathbb{N}\}$.
2. If $-\alpha \in \mathbb{N}$, then $\sigma_p(K_\alpha, A^2) = \{0\} \cup \{\frac{(-1)^n\Gamma(1-\alpha)\Gamma(d+1)}{\Gamma(1-\alpha-n)\Gamma(n+d+1)} : 0 \leq n \leq -\alpha\}$.

**Proof.** (1) Denote $\mu_n = \frac{\Gamma(d+1)\Gamma(\alpha+n)}{\Gamma(\alpha)\Gamma(d+1+n)}$, $n \in \mathbb{N}$. Due to Lemma 3.6, it suffices to show that $\sigma_p(K_\alpha, A^2) \subset \{\mu_n : n \in \mathbb{N}\}$. Suppose $\mu \in \sigma_p(K_\alpha, A^2)$, then there exists a nonzero $f \in A^2$ such that

$$K_\alpha f = \mu f. \quad (4.1)$$

It is easy to see that $\cup_{n \in \mathbb{N}} P_n$ is an orthonormal basis of $A^2$, where $P_n$ is the set of homogeneous polynomials defined by

$$P_n = \left\{ c_k z^k : \sum_{j=1}^{d} k_j = n, k_j \in \mathbb{N} \right\}, \quad n \in \mathbb{N},$$

where $c_k$ is the normalized positive constant such that $\|c_k z^k\|_2 = 1$ for each $k$. Thus $f$ has the following representation

$$f = \sum_{n=0}^{\infty} \sum_{e_{n,k} \in P_n} \langle f, e_{n,k} \rangle e_{n,k},$$

where $\langle \cdot, \cdot \rangle$ is the standard Hermitian inner product on $A^2$. Combing this with Lemma 3.6 and (4.1), we conclude that

$$\sum_{n=0}^{\infty} (\mu - \mu_n) \sum_{e_{n,k} \in P_n} \langle f, e_{n,k} \rangle e_{n,k} = 0. \quad (4.2)$$

Since $f$ is nonzero, there exists a $e_{n_0,k_0}$ such that $\langle f, e_{n_0,k_0} \rangle \neq 0$. Then (4.2) implies that $f$ has the form

$$f = \sum_{e_{n,k} \in P_{n_0}} \langle f, e_{n,k} \rangle e_{n,k}, \quad (4.3)$$

and $\mu = \mu_{n_0}$. It completes the proof of $\sigma_p(K_\alpha, A^2) \subset \{\mu_n : n \in \mathbb{N}\}$. 

(2) Suppose \( f = \sum f_n \in A^2 \) with the homogeneous expansion. Since \(-\alpha\) is a natural number, it follows that

\[
K_{\alpha}f(z) = \int_{\mathbb{B}^d} \sum_{n=0}^{\infty} f_n(w)(1 - \langle z, w \rangle)^{-\alpha} dv(w)
\]

\[
= \int_{\mathbb{B}^d} \sum_{n=0}^{\infty} f_n \sum_{k=0}^{\infty} \frac{(-\alpha)!(-1)^k}{(-\alpha - k)!k!} \langle z, w \rangle^k dv(w)
\]

\[
= \sum_{n=0}^{\infty} \frac{(-\alpha)!(-1)^n}{(-\alpha - n)!n!} \int f_n(w) \langle z, w \rangle^n \, dv(w)
\]

\[
= \sum_{n=0}^{\infty} \frac{(-1)^n \Gamma(1 - \alpha) \Gamma(d + 1)}{\Gamma(1 - \alpha - n) \Gamma(n + d + 1)} f_n(z)
\]

for any \( z \in \mathbb{B}^d \). Then, the same argument as above shows that

\[
\sigma_p(K_{\alpha}, A^2) = \{0\} \cup \left\{ \frac{(-1)^n \Gamma(1 - \alpha) \Gamma(d + 1)}{\Gamma(1 - \alpha - n) \Gamma(n + d + 1)} : 0 \leq n \leq -\alpha \right\}.
\]

\[\square\]

Theorem 2, Lemma 2.1, Lemma 3.6 and the boundedness of embedding \( A^2 \rightarrow L^2 \), imply that \( K_{\alpha} \) is a positive compact operator on the Bergman space \( A^2 \), thus we can apply the functional calculation to \( K_{\alpha} \). Set function \( F_p(x) = x^p \) on \( \mathbb{R}_{\geq 0} \) for any \( p > 0 \). Note that \( F_p : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is bijective. We define \( K_{\alpha}^p = F_p(K_{\alpha}) \), which is the functional calculation of \( K_{\alpha} \in B(A^2) \) with respect to the function \( F_p(x) = x^p \), where \( B(A^2) \) is the collections of bounded operators on the Bergman space \( A^2 \).

**Lemma 4.2.** Suppose \( 0 < \alpha < d + 1 \). Then for any \( 0 < p < \frac{d+1}{d+1-\alpha} \), there exists a positive constant \( C_p \) such that the following operator inequality

\[
\frac{1}{C_p} K_{p\alpha-(p-1)(d+1)} \leq K_{\alpha}^p \leq C_p K_{p\alpha-(p-1)(d+1)}
\]

holds on the Bergman space \( A^2 \).

**Proof.** Since \( K_{\alpha} \) is positive and compact on \( A^2 \), it follows from [21, Theorem 1.9.2] that \( K_{\alpha} \) admits the following canonical decomposition

\[
K_{\alpha}f = \sum_{n=0}^{\infty} \lambda_n \langle f, e_n \rangle e_n,
\]

where \( \{\lambda_n\} \) is the sequence of nonzero eigenvalues (counting multiplicities) with decreasing order, \( \{e_n\} \) is the corresponding orthonormal sequence of eigenvectors and \( \langle \cdot, \cdot \rangle \) is the standard Hermitian inner product on \( A^2 \). Combing with Lemma 4.1, we can further suppose

\[
K_{\alpha}f = \sum_{n=0}^{\infty} \frac{\Gamma(d+1)\Gamma(\alpha+n)}{\Gamma(\alpha)\Gamma(d+1+n)} \sum_{\epsilon_{n,k} \in P_n} \langle f, e_{n,k} \rangle e_{n,k}
\]
is the canonical decomposition of $K_\alpha$. It implies from the functional calculation and (4.4) that

$$K^p_\alpha f = \sum_{n=0}^{\infty} \left(\frac{\Gamma(d+1)\Gamma(\alpha+n)}{\Gamma(\alpha)\Gamma(d+1+n)}\right)^p \sum_{e_{n,k} \in P_n} \langle f, e_{n,k} \rangle e_{n,k},$$

is the canonical decomposition of $K^p_\alpha$. Note that the condition $0 < p < \frac{d+1}{d+1-\alpha}$ ensures $p\alpha - (p-1)(d+1)>0$. By Stirling’s formula, we conclude that

$$\left(\frac{\Gamma(d+1)\Gamma(\alpha+n)}{\Gamma(\alpha)\Gamma(d+1+n)}\right)^p \sim n^{p(\alpha-(d+1))} \sim \frac{\Gamma(d+1)\Gamma(p\alpha - (p-1)(d+1)+n)}{\Gamma(p\alpha - (p-1)(d+1))\Gamma(d+1+n)} n \to \infty.$$ Together this with Lemma 3.6 shows that there exists a positive constant $C_p$ satisfying

$$\langle \frac{1}{C_p} K_{p\alpha-(p-1)(d+1)} f, f \rangle \leq \langle K^p_\alpha f, f \rangle \leq \langle C_p K_{p\alpha-(p-1)(d+1)} f, f \rangle,$$

for any $f \in A^2$. This finishes the proof.

Now we recall the Berezin transform on the unit ball $B^d$. The Bergman kernel of $B^d$ is given by

$$K_w(z) = K(z, w) = \frac{1}{(1 - \langle z, w \rangle)^{d+1}}, \quad z, w \in B^d,$$

which is also called the reproducing kernel of $A^2$, since

$$f(z) = \langle f, K_z \rangle, \quad z \in B^d \quad (4.5)$$

for any $f \in A^2$. The normalized reproducing kernel of $A^2$ is

$$k_w(z) = \frac{K(z, w)}{\sqrt{K(w, w)}} = \frac{(1 - |w|^2)^{\frac{d+1}{2}}}{(1 - \langle z, w \rangle)^{d+1}}, \quad z, w \in B^d. \quad (4.6)$$

For a bounded operator $T \in B(A^2)$, the Berezin transform $\widetilde{T}$ of $T$ is given by

$$\widetilde{T}(z) = \langle T k_z, k_z \rangle, \quad z \in B^d.$$ The M"obius invariant measure $d\lambda$ on $B^d$ is defined by

$$d\lambda(z) = \frac{dv(z)}{(1 - |z|^2)^{d+1}}.$$ The Berezin transform is an important tool in the operator theory on the holomorphic function space, see [24, 25, 26] for more details. In what follows, we calculate the Berezin transform of $K_\alpha$.

**Lemma 4.3.** $\widetilde{K}_\alpha(z) = (1 - |z|^2)^{d+1-\alpha}$.

**Proof.** For every $w \in B^d$, denote the holomorphic function $K_{\alpha,w}(z)$ on $B^d$ by

$$K_{\alpha,w}(z) = \frac{1}{(1 - \langle z, w \rangle)^\alpha}.$$ Obviously, $K_{\alpha,w} \in A^2$ for every $w \in B^d$. By (4.5), we have

$$K_\alpha K_z(w) = \langle K_{\alpha,w}, K_z \rangle = \frac{1}{(1 - \langle w, z \rangle)^\alpha}.$$
Combining this with (4.5) and (4.6), we get that
\[
\tilde{K}_\alpha(z) = \langle K_\alpha k_z, k_z \rangle = (1 - |z|^2)^{d+1} \langle K_\alpha k_z, K_z \rangle = (1 - |z|^2)^{d+1} \langle K_{\alpha,z}, K_z \rangle = (1 - |z|^2)^{d+1} - \alpha.
\]
This completes the proof. \(\square\)

The following lemma establishes a connection between the Berezin transform and Schatten \(p\)-class on the Bergman space \(A^2\), see \([17, \text{Lemma C}]\) and \([25, \text{Lemma 7.10}]\) for more details.

**Lemma 4.4.** \([17, 25]\) If \(T \in B(A^2)\) is a positive operator, then the followings hold.

1. \(T \in S_1(A^2)\) if and only if \(\tilde{T} \in L^1(d\lambda)\). Moreover, the following trace formula holds,
   \[
   \text{Tr}(T) = \int_{\mathbb{B}^d} \tilde{T} d\lambda. \quad (4.7)
   \]

2. For \(1 < p < \infty\), then \(\tilde{T} \in L^p(d\lambda)\) if \(T \in S_p(A^2)\).

Now we can prove Theorem 3. The proof will be given in cases \(0 < \alpha < d + 1\) and \(\alpha \geq 0\), respectively.

**Proof of the case** \(0 < \alpha < d + 1\). Note that the compact operator \(K_\alpha\) is adjoint on \(L^2\) by Fubini’s theorem, it follows from \([21, \text{Theorem 1.9.2}]\) that \(K_\alpha\) on \(L^2\) admits the canonical decomposition
\[
K_\alpha f = \sum_{n=0}^{\infty} \lambda_n \langle f, e_n \rangle e_n \quad (4.8)
\]
whenever \(\alpha < d + 1\), where \(\{\lambda_n\}\) is the sequence of nonzero eigenvalues (counting multiplicities) and \(\{e_n\}\) is the corresponding orthonormal sequence of eigenvectors. It follows from (4.8) that
\[
K_\alpha e_n = \lambda_n e_n, n = 0, 1, \ldots.
\]

Since \(K_\alpha e_n\) is holomorphic by Lemma 2.1, we obtain that \(e_n\) is holomorphic for any integer \(n \geq 0\). Thus \(K_\alpha\) on \(A^2\) and \(L^2\) own the same canonical decomposition (4.8). This completes the proof that (2) is always equivalent to (1).

Now we turn to prove that (2) implies (3). Namely, we need to prove \(\tilde{K}_\alpha \in L^p(d\lambda)\) if \(K_\alpha \in S_p(A^2)\). Suppose that \(K_\alpha \in S_p(A^2)\). Note that \(\frac{d+1}{d+1-\alpha} > 1\), then Lemma 4.4 shows that \(\tilde{K}_\alpha \in L^p(d\lambda)\) if \(p \geq \frac{d+1}{d+1-\alpha}\). Thus, it suffices to consider the case \(0 < p < \frac{d+1}{d+1-\alpha}\). Observe that \(0 < p < \frac{d+1}{d+1-\alpha}\) ensures \(\alpha p - (p - 1)(d + 1) > 0\). Then, by Lemma 4.2, there exists a positive constant \(C'_p\) such that
\[
\frac{1}{C'_p} K_{\alpha(p\alpha-(p-1)(d+1)}} \leq K_\alpha^p. \quad (4.9)
\]
Note that $K^p_\alpha \in S_1(A^2)$, together with (4.9) shows that $K_{p\alpha-(p-1)(d+1)} \in S_1(A^2)$. Then Lemma 4.3 and Lemma 4.4 imply

$$\int_{\mathbb{B}^d} |\tilde{K}_\alpha|^p d\lambda = \int_{\mathbb{B}^d} (1 - |z|^2)^{p(d+1-\alpha)} d\lambda$$

$$= \int_{\mathbb{B}^d} (1 - |z|^2)^{d+1-(p\alpha-(p-1)(d+1))} d\lambda$$

$$= \int_{\mathbb{B}^d} \tilde{K}_{p\alpha-(p-1)(d+1)} d\lambda$$

$$= Tr(K_{p\alpha-(p-1)(d+1)})$$

$$< \infty.$$ 

Then $\tilde{K}_\alpha \in L^p(d\lambda)$. This shows that (2) implies (3).

Suppose $\tilde{K}_\alpha \in L^p(d\lambda)$, we go to prove that $p > \frac{d}{d+1-\alpha}$. By Lemma 4.3, we have

$$\int_{\mathbb{B}^d} |\tilde{K}_\alpha|^p d\lambda = \int_{\mathbb{B}^d} (1 - |z|^2)^{p(d+1-\alpha)} d\lambda$$

$$= \int_{\mathbb{B}^d} (1 - |z|^2)^{p(d+1-(p\alpha-1)(d+1))} d\lambda$$

Together this with the condition $\tilde{K}_\alpha \in L^p(d\lambda)$ shows that $(1 - |z|^2)^{(p-1)(d+1)-p\alpha} \in L^1(\mathbb{B}^d)$. By the fact that, for $t \in \mathbb{R}$, $(1 - |z|^2)^t \in L^1(\mathbb{B}^d)$ if and only if $t > -1$, we conclude that $(p-1)(d+1)-p\alpha > -1$. Then $p > \frac{d}{d+1-\alpha}$. This shows that (3) implies (4).

Now we turn to prove that (4) implies (2), that means that we need to prove $K_\alpha \in S_\alpha(A^2)$ if $p > \frac{d}{d+1-\alpha} > 1$, by the interpolation theorem of Schatten classes, see [25, Theorem 2.6]. Now Lemma 4.2 shows that, there exists a positive constant $C''_p$ such that

$$K^p_\alpha \leq C''_p K_{p\alpha-(p-1)(d+1)}$$

(4.10)

The condition $\frac{d}{d+1-\alpha} < p < \frac{d+1}{d+1-\alpha}$ means that

$$0 < p\alpha - (p-1)(d+1) < 1.$$ 

Then Lemma 4.3 shows that

$$\int_{\mathbb{B}^d} |\tilde{K}_{p\alpha-(p-1)(d+1)}| d\lambda = \int_{\mathbb{B}^d} (1 - |z|^2)^{p(d+1-\alpha)} d\lambda$$

$$= \int_{\mathbb{B}^d} (1 - |z|^2)^{p(d+1-(p\alpha-1)(d+1))} d\lambda$$

$$< \infty.$$ 

Combing with Lemma 4.4 follows that $\tilde{K}_{p\alpha-(p-1)(d+1)} \in S_1(A^2)$. Therefor, we obtain that $K_\alpha \in S_p(A^2)$ by (4.10). This shows that (4) implies (2). That completes the proof. □
Although $K_\alpha$ on $A^2$ and $L^2$ own the same canonical decomposition \[4.8\] when $0 < \alpha < d + 1$, the point spectrum of $K_\alpha$ on $A^2$ and $L^2$ differ by the element $0$. Indeed, the point spectrum of $K_\alpha$ on $L^2$ is $\{0\} \cup \{\Gamma(d+1)\Gamma(\alpha+n): n \in \mathbb{N}\}$.

**Proof of the case $\alpha \leq 0$**. We have proven that (1) and (2) is always equivalent when $\alpha \leq d + 1$. Thus, it suffice to prove (2), (3) and (4) are equivalent if $\alpha \leq 0$ and $\alpha$ is not a integer.

Suppose $\alpha \leq 0$ and $\alpha$ is not a integer. From Lemma \[4.1\] we know that $\{\mu_n : n \in \mathbb{N}\}$ is exactly the point spectrum of $K_\alpha$ on $A^2$, where $\mu_n = \Gamma(d+1)\Gamma(\alpha+n)/\Gamma(\alpha)\Gamma(d+1+n)$, $n \in \mathbb{N}$. Let $E_n$ be the eigenspace corresponding to $\mu_n$. It follows from (4.3) that

$$\dim E_n = \#P_n = \frac{(n+1)d-1}{(d-1)!}, \quad n \in \mathbb{N}.\leqno{4.11}$$

Combing this with the definition of $S_p(A^2)$, we know that $K_\alpha \in S_p(A^2)$ if and only if

$$\sum_{n=0}^{\infty} \mu_n^p \dim E_n = \sum_{n=0}^{\infty} \left(\frac{\Gamma(d+1)\Gamma(\alpha+n)}{\Gamma(\alpha)\Gamma(d+1+n)}\right)^p \frac{(n+1)d-1}{(d-1)!} < \infty.\leqno{4.11}$$

Then Stirling’s formula implies that (4.11) is equivalent to

$$\sum_{n=1}^{\infty} \frac{1}{n^p(d+1-\alpha)-(d-1)} < \infty.$$\leqno{4.11}

It follows that $K_\alpha \in S_p(A^2)$ if and only if $p > \frac{d}{d+1-\alpha}$. This implies that (2) and (4) are equivalent if $\alpha \leq 0$ and $\alpha$ is not a integer.

Suppose $\alpha \leq 0$ and $\alpha$ is not a integer. From Lemma \[4.3\] we obtain that $\tilde{K}_\alpha \in L^p(d\lambda)$ if and only if

$$\int_{\mathbb{B}^d} |\tilde{K}_\alpha|^p d\lambda = \int_{\mathbb{B}^d} (1 - |z|^2)^p(d+1-\alpha) d\lambda = \int_{\mathbb{B}^d} (1 - |z|^2)^p(d+1-\alpha)-(d+1) dv < \infty.\leqno{4.12}$$

By the well-known fact that $(1 - |z|^2)^t \in L^1(\mathbb{B}^d)$ if and only if $t > -1$, we conclude that (4.12) is equivalent to $p > \frac{d}{d+1-\alpha}$. This implies that (3) and (4) are equivalent if $\alpha \leq 0$ and $\alpha$ is not a integer. \hfill \Box

**Remark 4.5**. Proposition \[3.12\] follows that $K_\alpha$ is a finite operator whenever $\alpha$ is a nonpositive integer. In this case, $K_\alpha \in S_p(L^2)$ for any $p > 0$ rather than $p > \frac{d}{d+1-\alpha}$. This shows that the condition $\alpha \in \mathcal{F}_d$ in Theorem 3 is necessary and sharp.
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