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ABSTRACT
In DNA microarray technology, gene classification is considered to be difficult because the attributes of the data, are characterized by high dimensionality and small sample size. Classification of tissue samples in such high dimensional problems is a complicated task. Furthermore, there is a high redundancy in microarray data and several genes comprise inappropriate information for accurate classification of diseases or phenotypes. Consequently, an efficient classification technique is necessary to retrieve the gene information from the microarray experimental data. In this paper, a classification technique is proposed that classifies the microarray gene expression data well. In the proposed technique, the dimensionality of the gene expression dataset is reduced by Probabilistic PCA. Then, an Artificial Neural Network (ANN) is selected as the supervised classifier and it is enhanced using Evolutionary Programming (EP) technique. The enhancement of the classifier is accomplished by optimizing the dimension of the ANN. The enhanced classifier is trained using the Back Propagation (BP) algorithm and so the BP error gets minimized. The well-trained ANN has the capacity of classifying the microarray gene expression data to the associated classes. The proposed technique is evaluated by classification performance over the cancer classes, Acute Myeloid Leukemia (AML) and Acute Lymphoblastic Leukemia (ALL). The classification performance of the enhanced ANN classifier is compared over the existing ANN classifier and SVM classifier.

1. INTRODUCTION
Enormous amount of genomic and proteomic data are available in the public domain. The ability to process this information in ways that are useful to humankind is becoming increasingly important [1]. The computational recognition is a basic step in the understanding of a genome and it is one of the challenges in the analysis of newly sequenced genomes. For analyzing genomic sequences and for interpreting genes, precise and fast tools are necessary [2]. In such situation, conventional and modern signal processing methods play a significant role in these fields [1]. A relatively new area in bio-informatics is Genomic signal processing [14] (GSP). It deals with the utilization of traditional digital signal processing (DSP) methods in the representation and analysis of genomic data.

Gene is a segment of DNA, which contains the code for the chemical composition of a particular protein. Genes serve as the pattern for proteins and some additional products, and mRNA is the main
intermediary that translates gene information in the production of genetically encoded molecules [4]. The strands of DNA molecules usually contain the genomic information represented by sequences of nucleotide symbols, symbolic codons (triplets of nucleotides), or symbolic sequences of amino acids in the corresponding polypeptide chains [2]. Simultaneously monitoring of the expression levels of tens of thousands of genes under diverse experimental conditions has been enabled by gene expression microchip, which is perhaps the most rapidly expanding tool of genome analysis. This provides a powerful tool in the study of collective gene reaction to changes in their environments, and provides indications about the structures of the involved gene networks [3].

Today, using microarrays it is possible to simultaneously measure the expression levels of thousands of genes, possibly all genes in an organism, in a single experiment [4]. Microarray technology has become an indispensable tool in the monitoring of genome-wide expression levels of gene [5]. The analysis of the gene expression profiles in various organs using microarray technologies reveal about separate genes, gene ensembles, and the metabolic ways underlying the structurally functional organization of organ and its physiological function [6]. Diagnostic task can be automated and the accuracy of the conventional diagnostic methods can be improved by the application of microarray technology. Microarray technology enables simultaneous examination of thousands of gene expressions [7].

Efficient representation of cell characterization at the molecular level is possible with microarray technology which simultaneously measures the expression levels of tens of thousands of genes [8]. Gene expression analysis [10] [18] that utilizes microarray technology has a wide range of potential for exploring the biology of cells and organisms [9]. Microarray technology assists in the precise prediction and diagnosis of diseases. Three common types of machine learning techniques utilized in microarray data analysis are clustering [11] [15], classification [12] [16], and feature selection [13] [17]: Of these, classification plays a crucial role in the field of microarray technology. However, classification in microarray technology is considered to be very challenging because of the high dimensionality and small sample size of the gene expression data. Numerous works have been carried out for the effective classification of the gene expression data. A few recent works available in the literature are reviewed in the following section.

2. RELATED WORKS

Some of the recent related research works are reviewed here. Liu et al. [19] have offered an analytical method for categorizing the gene expression data. In the proposed method, dimension reduction has been achieved by utilizing the kernel principal component analysis (KPCA) and categorization has been achieved by utilizing the logistic regression (discrimination). KPCA is a generic nonlinear form of principal component analysis. Five varied gene expression datasets related to human tumor samples has been categorized by utilizing the proposed algorithm. The high potential of the proposed algorithm in categorizing gene expression data has been confirmed by comparing with other well-known classification methods like support vector machines and neural networks. Roberto Ruiz et al. [20] have proposed a novel heuristic method for selecting appropriate gene subsets which can be utilized in the classification task. Statistical significance of the inclusion of a gene to the final subset from an ordered list is the criteria on which their method is based. Comparison result has proved that the method was more effective and efficient than other such heuristic methods. Their method exhibits outstanding performance both in identification of important genes and in minimization of computational cost.

Peng et al. [21] have performed a comparative analysis on different biomarker discovery methods that includes six filter methods and three wrapper methods. After this, they have presented a hybrid approach known as FR-Wrapper for biomarker discovery. The objective of their approach was to achieve an optimum balance between precision and computation cost, by exploiting the efficiency of the filter method and the accuracy of the wrapper method. In their hybrid approach, the majority of the unrelated genes have been filtered out utilizing the Fisher’s ratio method, which is simple, easy to understand and implement. Then the redundancy has been minimized utilizing a wrapper method. The performance of the FR-Wrapper approach has been appraised utilizing four widely used microarray datasets. Experimental results have proved that the hybrid approach is capable of achieving maximum relevance with minimum redundancy.

Mramor et al. [22] have proposed a method for the analysis of gene expression data that gives an unfailing classification model and gives useful insight of the data in the form of informative perception. The proposed method is capable of finding simple perceptions of cancer gene expression data sets utilizing a very small subset of genes by projection scoring and ranking however presents a clear visual classification between cancer types. They have proposed in view of data visualization’s promising part in penetrative data analysis, short runtimes and interactive interface, that data visualization would enhance other recognized techniques in cancer microarray analysis assisted by efficient projection search methods and become part of the standard analysis toolbox. Wong et al. [23] have proposed regulation-level method for symbolizing the
microarray data of cancer classification that can be optimized utilizing genetic algorithms (GAs). The proposed symbolization decreases the dimensionality of microarray data to a greater extent compared with the traditional expression-level features. Several statistical machine-learning methods have become usable and efficient in cancer classification because noise and variability can be accommodated in the proposed symbolization. It has been confirmed that the three regulation level representation monotonically converges to a solution by experimental results on real-world microarray datasets. This has confirmed the presence of three regulation levels (up-regulation, down-regulation and non-significant regulation) associated with each particular biological phenotype. In addition to improvement to cancer classification capability, the ternary regulation-level promotes the visualization of microarray data.

Ahmad M. Sarhan [7] has developed an ANN and the Discrete Cosine Transform (DCT) based stomach cancer detection system. Classification features are extracted by the proposed system from stomach microarrays utilizing DCT. ANN does the Classification (tumor or no-tumor) upon application of the features extracted from the DCT coefficients. In his study he has used the microarray images that were obtained from the Stanford Medical Database (SMD). The ability of the proposed system to produce very high success rate has been confirmed by simulation results. Papachristoudis et al. [24] have offered SoFoCles, an interactive tool that has made semantic feature filtering a possibility in microarray classification problems by the utilization of external, unambiguous knowledge acquired from the Gene Ontology. By improving an initially created feature set with the help of legacy methods, genes that are associated with the same biological path during the microarray experiment are extracted by the utilization of the idea of semantic similarity. As one of its many functions, SoFoCles offers a huge repository of semantic similarity methods for deriving feature sets and marker genes. Discussion about the structure and functionality of the tool, and its ability in improving the classification accuracy has been given in detail. By means of experimental evaluation, the improved classification accuracy of the SoFoCles has been demonstrated utilizing different semantic similarity computation methods in two real datasets.

Debnath et al. [25] have proposed an evolutionary method that is capable of selecting a subset of potentially informative genes that can be used in support vector machine (SVM) classifiers. The proposed evolutionary method estimates the fitness function utilizing SVM and a specified subset of gene features, and new subsets of features were chosen founded on the frequency of occurrence of the features in the evolutionary approach and amount of generalization error in SVMs. Hence, theoretically, the selected genes reflect the generalization performance of SVM classifiers to a certain extent. Comparison with several existing methods has confirmed that better classification accuracy can be achieved by the proposed method with fewer numbers of selected genes. From the review, it can be seen that most of the recent works have performed the classification using selective gene expression data. The selected gene expression sub-dataset has been optimized and classified using traditional classifiers. Though the optimization is effective the ultimate objective is not attained because the effectiveness of classification is inadequate. Hence, the enhancement of classifier becomes an essential pre-requisite for effective classification of microarray gene expression data.

In this paper, we propose an effective classification technique that uses an enhanced supervised classifier. It is well known that microarray gene expression datasets are characterized by high dimension and small sample size. The dimension of the gene expression dataset is reduced using PPCA. With the aid of the dimensionality reduced gene expression dataset, the ANN, which is selected as supervised classifier in our work, is enhanced using EP technique. The enhanced classifier is utilized for classification and so it is trained using BP algorithm. The well-trained classifier is then subjected to the classification of microarray gene expression dataset. The rest of the paper is organized as follows. Section 3 details the proposed classification technique with required mathematical formulations and illustrations. Section 4 discusses about the implementation results and Section 5 concludes the paper.

3. CLASSIFICATION TECHNIQUE FOR MICROARRAY GENE EXPRESSION DATA

Here, an efficient technique to classify microarray gene expression data is proposed. The proposed technique is comprised of three fundamental processes, namely, dimensionality reduction, development of supervised classifier and gene classification. The development of enhanced supervised classifier is illustrated in the Figure 1 and the training process is depicted in Figure 2.

The dimensionality reduction involves the process of reducing the dimension of the microarray gene expression data using PPCA. In the second process, a supervised classifier is developed using feed forward ANN, which is enhanced using EP technique. In the gene classification, the enhanced classifier is trained using the gene expression data and then the testing process is conducted. So, given a microarray gene expression data, the classifier effectively classifies the data by representing the class to which the data belongs.
3.1. Dimensionality Reduction Using PPCA

Let, the microarray gene expression data be $M_{jk}$; $0 \leq j \leq N_s - 1$, $0 \leq k \leq N_g - 1$, where, $N_s$ represents the number of samples and $N_g$ represents the number of genes. The dimension of gene data is higher and so it is subjected to dimensionality reduction. In dimensionality reduction, the high dimensional gene data $M_{jk}$ is converted to a low dimensional gene data. To reduce the dimensionality, we use PPCA, which is a PCA with the presence of probabilistic model for the data. The PPCA algorithm composed by Tipping and Bishop [26] is capable of calculating a low dimensional representation utilizing a rightly formed probability distribution of the higher dimensional data.

The instinctive attraction of the probabilistic representation is because of the fact that the definition of the probabilistic measure allows comparison with other probabilistic techniques, at the same time making statistical testing easier and permitting the utilization of Bayesian methods. Dimensionality reduction can be achieved by making use of PPCA as a generic Gaussian density model. Dimensionality reduction facilitates efficient computation of the maximum-likelihood estimates for the parameters connected with the covariance matrix from the data principal components. By performing the dimensionality reduction using PPCA, microarray gene expression data of dimension $N_s \times N_g$ is reduced to $N'_s \times N'_g$. The dimensionality reduced matrix is given as $\hat{M}$. Other than dimensionality reduction, the PPCA finds more practical advantages such as finding missing data, classification and novelty detection [26].

3.2. Enhancement of Feed Forward ANNs

Here, an enhanced supervised classifier using multi-layer feed forward ANNs is developed. The enhancement of the neural network is accomplished by optimizing the dimension of the hidden layer using EP technique. EP is a stochastic optimization strategy primarily formulated by Lawrence J. Fogel in 1960, which is similar to genetic algorithm, but it stresses on the behavioral linkage between parents and their offspring instead of attempting to imitate specific genetic operators as seen in nature. The EP technique
is comprised of (1) population initialization, (2) fitness calculation (3) selection and (4) mutation. The EP technique used to enhance the classifier is discussed below.

**Step 1:** A population set $X_a; 0 \leq a \leq N_p - 1$ is initialized, where, $X_a$ is an arbitrary integer generated within the interval $(0, N_H + 1)$ and $N_p$ is the population size.

**Step 2:** $N_p$ neural networks, each with an input layer, a hidden layer and an output layer are designed. In every $a^{th}$ neural network, $N'_s$ (dimensionality reduced) input neurons and a bias neuron, $X_a$ hidden neurons and a bias neuron and an output neuron are present.

**Step 3:** The designed NN is weighted and biased randomly. The developed NN is shown in Figure 3.

![Figure 3. The ANN developed with hidden neurons that are recommended by EP individuals](image)

**Step 4:** The basis function and activation function are selected for the designed NN as follows

$$y_j = \alpha + \sum_{k=0}^{N'_s-1} w_{jk} M_{jk}, \ 0 \leq j \leq N'_s-1$$

$$g(y) = \frac{1}{1 + e^{-y}}$$

$$g(y) = y$$

Equation 1 is the basis function (given only for input layer), Equation 2 and Equation 3 represents the sigmoid and identity activation function, which is selected for hidden layer and output layer respectively. In Equation 1 $M$ is the dimensionality reduced microarray gene data, $w_{jk}$ is the weight of the neurons and $\alpha$ is the bias. The basis function given in Equation 1 is commonly used in all the remaining layers (hidden and output layer, but with the number of hidden and output neurons, respectively). The $M$ is given to the input layer of the $N_p$ ANNs and the output from the all those ANNs are determined.

**Step 5:** The learning error is determined for all the $N_p$ networks as follows

$$E_a = \frac{1}{N'_s} \sum_{b=0}^{N'_s-1} D - Y_{ab}$$

where, $E_a$ is the error in the $a^{th}$ NN, $D$ is the desired output and $Y_{ab}$ is the actual output.
Step 6: Fitness is determined for every individual, which is present in the population pool, using the fitness function as follows

\[ F_a = 1 - \frac{E_a}{\sum_{a=0}^{N_p-1} E_a} \]  

(5)

Step 7: The individuals which have maximum fitness are selected for the evolutionary process, mutation. So, \( N_p/2 \) individuals are selected from the population pool and subjected to mutation.

Step 8: In mutation, new \( N_p/2 \) individuals \( X^{new} \) are generated to fill the population pool and the generation is given as follows

\[ X^{new} = \begin{cases} M_d : & \text{if } M_d = N_p/2 \\ M_{d_1} : & \text{if } M_d < N_p/2 \\ M_{d_2} : & \text{otherwise} \end{cases} \]  

(6)

In Equation 6, the mutation set \( M_d \) is determined as \( M_d = M_{in} - N^{lbest} \), where, \( M_{in} = \{1,2,3,\ldots,\mu\} \): \( \mu \) is the median of \( N^{lbest} \) and \( N^{lbest} \) is a set of best individuals that has maximum fitness \( M_{d_1} \) is determined as \( M_d \cup M'_d \), where, \( M'_d \) is a set of random integers that are generated within the interval \((\mu,N_H +1)\). The set \( M'_d \) is generated in such a way that it satisfies the following conditions

(i) \( |M'_d| = N_p/2 - |M_d| \)  

(7)

(ii) \( M'_d \cap N^{lbest} = \phi \)  

(8)

In Equation 6, \( M_{d_2} \) is the set of random elements which are taken from the set \( M_d \) such that.

\[ |M_{d_2}| = N_p/2 \text{ and } M_{d_2} \subseteq M_{in}. \]

Step 9: The newly obtained individuals \( X^{new} \) occupy the population pool and so the pool retains its size \( N_p \). Then, NNs are developed as per the individuals present in the new population pool and the process is iteratively repeated until it reaches the maximum number of iteration \( I^{max}_1 \). Once, the process is completed, the best individual is obtained from the population pool based on the fitness value.

Step 10: The obtained best individual is stored and the process is again repeated from step 1 for \( I^{max}_2 \) iterations. In each iteration, a best individual is obtained and so \( I^{max}_2 \) best individuals (the best individual represents numberof hidden units, which is termed as \( H_{best} \)) are obtained after completion of all the iterations.

Among the \( I^{max}_2 \) iterations, the best individual which has maximum frequency i.e. the individual, which is selected as best for the most number of times is selected as the final best individual. Thus obtained
best individual is selected as the dimension of the hidden layer and so the NN is designed. Hence, an enhanced NN is developed by optimizing the dimension of the hidden layer using the EP technique.

3.3. Classification of Microarray Gene Expression using the Enhanced Classifier

In the classification of microarray gene expression data, two phases of operation are performed that include training phase and testing phase. In the training phase, the enhanced supervised classifier is trained using the BP algorithm. The dimensionality reduced microarray gene expression dataset is utilized to train the NN.

3.3.1. Training Phase: Minimization of Error by BP algorithm

The training phase of the NN using BP algorithm is discussed below.

1. The weights are randomly generated within the interval $[0,1]$ and assigned to the hidden layer as well as output layer. For input layer, the weights maintain a constant value of unity.

2. The training gene data sequence is given to the NN so that the BP error is determined using the Equation 4. The basis function and transfer function are similar to that used in the optimization (given in Equation 1, Equation 2 and Equation 3).

3. When the BP error is calculated, the weights of all the neurons are adjusted as follows

$$w_{jk} = w_{jk} + \Delta w_{jk}$$

In Equation 3, $\Delta w_{jk}$ is the change in weight which can be determined as $\Delta w_{jk} = \gamma \cdot y_{jk} \cdot E$, where, $E$ is the BP error and $\gamma$ is the learning rate, usually it ranges from 0.2 to 0.5.

4. Once the weights are adjusted as per the Equation 9, the process is repeated from step 2 until the BP error gets minimized to a least value. Practically, the criterion to be satisfied is $E < 0.1$.

The BP algorithm is terminated when the error gets minimized to a minimum value, which construes that the designed ANN is well trained for its further testing phase.

3.3.2. Testing Phase: Classification of Given Microarray Gene Sequence

In the training phase, the ANN learns well about the training gene sequence and the class under which it is present. The well-trained ANN can classify the microarray gene sequence in an effective manner. Given a test sequence, the dimensionality reduction is performed using the PPCA. The dimensionality reduced gene sequence is given as input to the well-trained enhanced supervised classifier. The classifier effectively classifies the gene sequence by determining the class to which it belongs. The supervised classifier is designed with the intention of classifying the microarray gene sequence and hereby, it is accomplished well.

4. RESULTS AND DISCUSSION

The proposed classification technique is implemented in the MATLAB platform (version 7.8) and it is evaluated using the microarray gene expression data of human acute leukemias. The standard leukemia dataset for training and testing is obtained from [27]. The training leukemia dataset is of dimension $N_g = 7192$ and $N_s = 38$. This high dimensional training dataset is subjected to dimensionality reduction using PPCA and so a dataset of dimension $N_g = 30$ and $N_s = 38$ is obtained. In developing the enhanced supervised classifier, the dimensionality reduced microarray gene dataset is used to find the optimal dimension of the hidden layer. The enhancement of the ANN is performed with the parametric values given in the Table 1. In each iteration, the error gets minimized and the optimal value for the dimension of the hidden layer is found. While enhancing ANN, the error, which is determined for different iterations and the calculated fitness, while enhancing ANN, are depicted in the Figure 4. The training of enhanced ANN classifier is implemented using the Neural Network Toolbox in MATLAB. The error versus epochs, which is obtained in the training of ANN using BP, is illustrated in Figure 5.
Table 1. EP parameters used in the enhancement of ANN

| S.No | EP Parameters | Values       |
|------|---------------|--------------|
| 1    | $N_p$         | 10           |
| 2    | $N_H$         | 20           |
| 3    | $D$           | 0.25 (for ALL) |
| 4    | $I_{\text{max}1}$ | 50          |
| 5    | $I_{\text{max}2}$ | 100         |

Figure 4. EP performance in enhancement of ANN classifier: (a) Error versus Number of iterations and (b) Fitness versus number of iterations.

Once the enhanced supervised classifier is developed and trained well, the classification is performed by providing the microarray gene expression test dataset. The classifier detects the type of cancer from the dataset with a good accuracy. The significance of the enhanced ANN classifier is demonstrated by comparing its classification performance with that of the existing ANN classifier. The comparison results are provided in the Table 2. Moreover, the performance of the classifier is also compared with the existing SVM classifier and the results are given in the Table 3. The comparison results given in the Table demonstrate that the classification accuracy of the enhanced classifier with optimized hidden layer dimension is good, and 90% more than that of the ANN classifier with arbitrary hidden layer dimension. From Table 2 and Table 3 results, it can be seen that the proposed technique has good classification accuracy and less error rate when compared with the SVM classifier. The results show that the enhanced supervised classifier performs well in classifying the microarray gene expression dataset.

Figure 5. Performance of BP in training the enhanced ANN.
In this paper, we have proposed an efficient classification technique with an enhanced supervised classifier using ANN. The proposed technique has been demonstrated by performing the classification of AML and ALL cancers. The implementation results have shown that the classification of the cancer is performed with good classification rate. The better classification performance is achieved mainly because of the enhancement of the ANN. The enhancement is performed with the intention of finding the dimension of the hidden layer such that the error is minimized. Using the EP, an optimal dimension for hidden layer has been identified. The training of ANN using BP has reduced the BP error to a considerable amount. The comparison results for existing ANN classifier and SVM classifier has demonstrated that the classification accuracy is more in the enhanced ANN classifier rather than the other classifier. Hence, it can be concluded that the proposed classification technique is more effective in classifying the microarray gene expression data for cancers with remarkable classification accuracy.
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