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ABSTRACT

Multilingual text-video retrieval methods have improved significantly in recent years, but the performance for languages other than English still lags. We propose a Cross-Lingual Cross-Modal Knowledge Distillation method to improve multilingual text-video retrieval. Inspired by the fact that English text-video retrieval outperforms other languages, we train a student model using input text in different languages to match the cross-modal predictions from teacher models using input text in English. We propose a cross entropy based objective which forces the distribution over the student’s text-video similarity scores to be similar to those of the teacher models. We introduce a new multilingual video dataset, Multi-YouCook2, by translating the English captions in the YouCook2 video dataset to 8 other languages. Our method improves multilingual text-video retrieval performance on Multi-YouCook2 and several other datasets such as Multi-MSRVTT and VATEX. We also conducted an analysis on the effectiveness of different multilingual text models as teachers.

Index Terms— Cross-Lingual, Cross-Modal, Knowledge Distillation, Multilingual, Retrieval

1. INTRODUCTION

Text-video retrieval, or the task of searching for videos with text queries, is becoming increasingly important as more videos are uploaded to the internet. Currently, most methods developed for this task are trained and evaluated with English text. Our focus is to improve the performance of text-video retrieval on more languages.

Learning a multilingual multimodal embedding space \cite{DBLP:journals/corr/abs-2012-07904, DBLP:journals/corr/abs-2008-08249} has been useful for multilingual text-video retrieval. Text in different languages and video are processed by separate encoders and projected into a shared embedding space where text and video that are semantically related should be close together regardless of the language. During inference, text queries and candidate videos are projected into the embedding space, and videos are ranked according to the similarity scores between the text and video embeddings. These methods are trained with a cross-modal contrastive objective on video datasets with parallel text translations in multiple languages, which are often derived from the original captions in English using machine translation. They leverage recently available multilingual models pre-trained on many languages \cite{DBLP:journals/corr/abs-2012-07904, DBLP:journals/corr/abs-2012-08308} to process text in different languages with only a single encoder.

While these methods have improved multilingual text-video retrieval, the performance for English is usually higher than for other languages. To address the gap in performance between English and multilingual text-video retrieval, we propose C2KD: Cross-Lingual Cross-Modal Knowledge Distillation. Our method trains a student model to learn better multilingual text-video similarity scores by learning from the English text-video scores of multiple trained and frozen teachers. The student learns to pull together video and multilingual text embeddings by optimizing their text-video scores through the contrastive loss. We introduce a framework where several trained and frozen teachers simultaneously process the English translations of the student’s inputs and predict English text-video scores. Further, we propose a cross entropy based objective between the student’s multilingual text-video scores and the teachers’ English text-video scores. This teaches the student to learn multilingual text-video scores which are more aligned with the English scores, thus improving the multilingual text-video retrieval performance.

We applied our method to two existing multilingual text-video datasets: Multi-MSRVTT \cite{DBLP:journals/corr/abs-2012-07904} and VATEX \cite{DBLP:journals/corr/abs-2012-08308}. Since these datasets are mainly focused on open-domain videos, we collected the Multi-YouCook2 dataset as an extension of the YouCook2 \cite{DBLP:journals/corr/abs-2012-08308} cooking video dataset to test the model in a domain which requires more fine-grained reasoning, such as understanding specific ingredients in recipes. Our results show that C2KD can improve multilingual text-video retrieval performance on all datasets, despite the variety in languages, domains, and sizes. We plan to release the code, data, and pre-trained models.

2. RELATED WORK

Recent work introduced methods to improve multilingual text-video retrieval. Huang et al. \cite{DBLP:journals/corr/abs-2012-07904} demonstrated text-video retrieval in 9 languages. Their model is trained with a cross-modal contrastive objective to pull together the embeddings of parallel text translations and video inputs. Akula et al. \cite{DBLP:journals/corr/abs-2012-08308} augment a text-video triplet loss with hard negatives which improved performance on low-resource languages. We observed that English text-video retrieval outperformed other languages, which motivated our approach.

Multilingual text-video retrieval methods rely on pre-trained multilingual text encoders to handle many languages with a single model. MBERT \cite{DBLP:journals/corr/abs-2012-08308} and XLM-R \cite{DBLP:journals/corr/abs-2012-07904} learn multilingual representations through masked language modeling. LaBSE \cite{DBLP:journals/corr/abs-2012-08308} is instead trained to maximize the similarity of translation pairs in a shared embedding space. Another approach for training a multilingual text model is to distill the knowledge \cite{DBLP:journals/corr/abs-2012-07904} from a monolingual model. Distill Sentence BERT \cite{DBLP:journals/corr/abs-2012-08308} is initialized from XLM-R and trained to output similar multilingual embeddings to Sentence BERT \cite{DBLP:journals/corr/abs-2012-08308} using English translations as input. Our approach has a similar idea, but it incorporates visual context. We use English text as input to several cross-modal teachers, and train a student to output similar text-video scores using text in other languages.

Of most relevance to our work, TeachText \cite{DBLP:journals/corr/abs-2012-08308} introduced cross-modal Knowledge Distillation for English text-video retrieval. They
use teacher retrieval models with various English text embeddings and train a student to output similar text-video scores with a regression loss. Our approach has several major differences. First, our text and models are multilingual. Second, our teachers use English input instead of using the same multilingual input as the students. Third, we use a cross entropy objective between the student and teacher text-video scores instead of using a regression loss, which is more effective since it considers the context of all of the text-video pairs in the batch. We compare our objective to theirs in Section 4.3.

3. METHOD

3.1. Text-Video Contrastive Loss

We handle the problem of learning multilingual text-video representations. For simplicity, we first describe the approach for learning with English text and then explain how to extend it to more languages. We consider a dataset $D = \{(t_i, v_i)\}_{i=1}^N$ of paired videos and English captions. The goal of text-video retrieval is to learn text and vision models, $f(\cdot)$ and $g(\cdot)$ respectively, which output embeddings that are similar to each other when the input text caption $t_i$ and video $v_i$ are semantically related (i.e. describing similar concepts), and have low similarity when they are unrelated. In this work, we use cosine similarity by L2-normalizing the outputs of $f(\cdot)$ and $g(\cdot)$ and taking the dot-product.

The Noise-Contrastive Estimation loss (NCE) [13, 14, 15] has been commonly used to learn text-video representations [16, 17]. Given a batch of $B$ text-video pairs, let $S$ be the text-video similarity matrix, with $S_{ij} = f(t_i) \top g(v_j)$. With temperature $\tau$, the NCE loss is given as:

$$L_{\text{NCE}} = - \sum_{i=1}^B \log \frac{\exp(S_{ii}/\tau)}{\sum_{k=1}^B \exp(S_{ik}/\tau)}.$$  

(1)

This can be interpreted as the cross entropy loss between the distribution over normalized text-video scores in $S$ and the one-hot distribution. Specifically, let $Q_{t_i}(v_j)$ be the probability that video $v_j$ matches with text $t_i$:

$$Q_{t_i}(v_j) = \frac{\exp(S_{ij}/\tau)}{\sum_{k=1}^B \exp(S_{ik}/\tau)}.$$  

(2)

The target distribution, $P_{t_i}(v_j)$, is one-hot (since the correct match for text $t_i$ is video $v_i$):

$$P_{t_i}(v_j) = \begin{cases} 1, & \text{if } i = j \\ 0, & \text{otherwise.} \end{cases}$$  

(3)

Given the equation for cross entropy,

$$L_{\text{CE}} = - \sum_{i=1}^B \sum_{j} P_{t_i}(v_j) \log Q_{t_i}(v_j),$$  

(4)

we can see immediately that Eq. 1 is equivalent to Eq. 4. In Section 3.3, we introduce an additional cross entropy based objective between a new target distribution $P'_{t_i}(v_j)$ and $Q_{t_i}(v_j)$.

To extend this to a dataset of videos paired with captions in $L$ languages, i.e. $D_{\text{multi}} = \{(t_i, l', v_i)\}_{i=1}^N$, we compute a text-video similarity matrix for each language, i.e. $S^l$, where $S^l_{ij} = f(t_i) \top g(v_j)$. Then we apply $L_{\text{NCE}}$ to each matrix and take the sum of the losses. This pulls together the embeddings of videos and their paired captions in different languages.

During inference, $f$ and $g$ are used to encode text and video inputs. For a given text query, videos are ranked by their cosine similarity to the text.

3.2. C2KD Method

Although $L_{\text{NCE}}$ can be used to learn multilingual text-video representations, the performance for English text-video retrieval is usually higher than for other languages. This implies that the English text-video scores are most accurate. Our key idea is to use the English text-video scores to improve the scores for other languages.

The method is illustrated in Figure 1. We first train $M$ teacher models using $D_{\text{multi}}$ and $L_{\text{NCE}}$, and then freeze their parameters. The teacher models have the same architecture, except the text encoders are different so that complementary information from different models can be used. Next, we begin training a student model with $D_{\text{multi}}$ and $L_{\text{NCE}}$. For each batch of video and multilingual text, the teachers are simultaneously provided with the video and English translations as input. Each teacher produces an English text-video similarity matrix using $L_{\text{NCE}}$. To extend this to a dataset of videos paired with captions in $L$ languages, we compute a text-video similarity matrix for each language, i.e. $S^l$, where $S^l_{ij} = f(t_i) \top g(v_j)$. Then we apply $L_{\text{NCE}}$ to each matrix and take the sum of the losses. This pulls together the embeddings of videos and their paired captions in different languages.

During inference, $f$ and $g$ are used to encode text and video inputs. For a given text query, videos are ranked by their cosine similarity to the text.
### 3.3. Knowledge Distillation Objective

We introduce a distillation objective that encourages the student’s multilingual text-video scores to be similar to the teacher English text-video scores in $S'$. The main idea is that instead of using the one-hot distribution $P_t(v_j)$ in $L_{NCE}$, we use a new distribution $P'_t(v_j)$ obtained from the teacher English text-video scores in $S'$. Specifically, let $P'_t(v_j)$ be the probability that video $v_j$ matches with text $t_i$:

$$P'_t(v_j) = \frac{\exp(S'_{ij}/\tau)}{\sum_{k=1}^{B} \exp(S'_{ik}/\tau)}$$

We apply the cross entropy loss between $P'_t(v_j)$ (generated by the teacher English text-video scores) and $Q_t(v_j)$ (generated by the student multilingual text-video scores):

$$L_{C2KD} = -\sum_{i=1}^{B} \sum_{j} P'_t(v_j) \log Q_t(v_j),$$

Note that the temperature $\tau$ in $L_{C2KD}$ is controlled independently of the one in $L_{NCE}$. We apply $L_{C2KD}$ to each of the student text-video similarity matrices using text in different languages and take the sum of the losses. The final objective is given by:

$$L = \alpha L_{NCE} + (1 - \alpha) L_{C2KD}$$

where $\alpha$ is a balance hyperparameter.

The difference between $L_{NCE}$ and $L_{C2KD}$ is the target distribution; the former uses a one-hot distribution while the latter uses soft-labels produced by the teachers. $L_{NCE}$ makes rigid assumptions about which captions are similar to which video clips (only paired examples should match), whereas $L_{C2KD}$ enables the model to have leeway in assigning higher scores to pairs which are not ground-truth pairs, but still have some semantic similarity. Also, $L_{C2KD}$ shares the same cross entropy objective as the original KD [9], but it is more technically advanced since it distills teacher cross-modal matrices instead of just the logits from uni-modal encoders. Further, our cross-modal distillation is consistent with the retrieval task.

### 4. EXPERIMENTS

#### 4.1. Datasets

**Multi-MSRVTT** [2] is a multilingual version of the MSRVTT [18] video dataset. The video categories are general, such as “sports” and “vehicles.” The original dataset contains 10k videos from YouTube, each annotated with 20 captions in English. The captions were translated to 8 other languages with machine translation. We followed the setup in prior work [2] and used a training set of 6.5k videos, validation set of 497 videos, and test set of 1k videos.

**Multi-YouCook2** is our multilingual extension of the YouCook2 [7] video dataset. The original dataset contains 2k cooking videos from YouTube. The video categories are about recipes, such as “spaghetti and meatballs.” Each video was segmented into smaller clips containing recipe steps and annotated with text captions of the recipe steps in English. Inspired by the procedure to collect Multi-MSRVTT [2], we translated the captions to 8 other languages using machine translation. Following the setup in prior English text-video work [19], we used 9,586 training clips and 3,350 evaluation clips.

**VATEX** [6] contains videos each with 10 English and 10 Chinese captions. The videos were selected from an action classification dataset [20]. Following prior work [2], we use the official training set of 26k videos and split the validation set equally into 1.5k validation and 1.5k test videos. Note that we made our own split since theirs was not released, and we will release our split.

#### 4.2. Implementation Details and Experimental Setup

For the student text model $f$, we use LaBSE [8]. We discuss the teacher text models in Section 4.3. For the video model $g$, we first extract features from CLIP ViT-B/32 [21] at 1 FPS and process them with a 2-layer Transformer [22]. Due to GPU memory limitations, we do not update the weights of the CLIP model. We set $\tau$ in $L_{NCE}$ to 0.05 and $\tau$ in $L_{C2KD}$ to 0.1. We found the best pooler function $\Psi$ and balance $\alpha$ to be different for each dataset (shown in Table 1). We trained the models for 20 epochs for MSR-VTT, 10 epochs for Multi-YouCook2 and 30 epochs for VATEX. The batch size was 64 videos. The initial learning rate was $10^{-4}$ with an exponential decay of 0.9. We use the standard R@K metrics (recall at rank K, higher is better). All of our reported results are the average of three runs. In the zero-shot setting, models are trained on English text-video pairs only and evaluated using captions in all languages. In the translate-train setting, the models are trained on text-video pairs in all languages. Note that C2KD is only applicable to the translate-train setting since it requires multilingual text during training.
We conduct an analysis on Multi-MSRVTT to justify our design choices. The bars in the figures are the standard deviation of three runs.

**Text encoders.** We compare text encoders in Figure 2 when trained for text-video retrieval ($\mathcal{L}_{NCE}$ only, $\alpha=1$). LaBSE and Distill SBERT outperformed mBERT and XLM-R, which are not trained with sentence level objectives. When trained with multilingual captions, LaBSE’s performance on English is comparable to SimCSE’s, a recent English-only sentence embedding model [23]. Finally, LaBSE’s performance across all languages, including English, improved when trained on multilingual captions. Since LaBSE is the strongest multilingual model, we use it as our student text encoder.

**Teacher models.** In Figure 3, we show the performance of our method with different teachers. With one teacher, we found that SimCSE was the worst teacher, which was surprising considering its strong English-only performance. Using LaBSE as its own teacher is feasible, but it is better to use a different model as the teacher. Distill SBERT was the best teacher, which is reasonable considering it is the most similar to LaBSE in using a sentence-level objective. With two teachers, any combination of Distill SBERT, mBERT, and XLM-R improved performance over any individual teacher. Given these results, we used Distill SBERT, mBERT, and XLM-R as the final set of teachers, which obtained the best results.

**Knowledge Distillation objective.** We compare distillation objectives in Figure 4. For English text-video retrieval, TeachText [12] proposed to regress the teacher-video scores using a Smooth L1 Loss. We found it only gave a minor improvement over the baseline without distillation. While the TeachText approach considers each text-video score independently, our proposed $\mathcal{L}_{C2KD}$ loss instead considers the context of all the text-video scores by normalizing them with softmax and applying the cross-entropy loss. This significantly outperforms the regression based method. We also tried an intermediate approach of combining softmax normalization and Smooth L1 Loss, which performed only slightly better than Smooth L1 loss. This shows that it is essential to use the distribution over the text-video scores instead of treating them independently.

**Teacher language.** In Figure 5, we compare the results when different languages are used by the teachers. Using the same multilingual text as input to the student and teachers improves the results over no distillation, likely due to the complementary information provided by different text encoders. However, our proposed method of using English with the teachers performs better. This result matches our intuition that English should be the best language to use with the teachers since English text-video retrieval is highest.

### 4.4. Main Results

We tested C2KD on three datasets with the best student (LaBSE) and teacher models (Distill SBERT, mBERT, and XLM-R). We implemented the baselines [2, 3] since their code was not released. The “NCE” method corresponds to our baseline without distillation ($\mathcal{L}_{NCE}$ only, $\alpha=1$). We applied C2KD to this method. Table 2 shows the multilingual text-video retrieval results on Multi-MSRVTT. C2KD improves performance across languages, with average R@1 improving from 19.8 to 23.0 (+16.2% relative). The largest improvement is on Spanish ($\text{es}$), from 21.5 to 25.5 (+18.6% relative).

Table 3 shows the results on Multi-YouCook2. Applying our C2KD method to the baseline, we see improvements for all languages. The average R@1 improves from 12.1 to 12.9 (+6.6% relative). The largest improvement is on Japanese, from 10.1 to 11.3 (+11.9% relative).

Table 4 shows the results on VATEX. The retrieval performance is generally higher than on the other datasets, which could be attributed to the large training set. Nonetheless, C2KD can improve the performance for both English and Chinese in all metrics. Chinese R@1 is improved from 38 to 39.6 (+4.2% relative).

Overall, C2KD consistently improved performance across languages and domains, with significant improvements on some languages. Also, our results accurately represent the performance since we ran each experiment three times and report the average.

### 5. CONCLUSION

We introduce Cross-Lingual Cross-Modal Knowledge Distillation (C2KD) to improve multilingual text-video retrieval performance. Our method trains a student using multilingual text to output similar text-video similarity scores compared with teachers using input English text. We obtained an improvement in multilingual text-video retrieval across languages and domains. Finally, we introduce the Multi-YouCook2 dataset with captions in 9 languages and will make the data public to spur more research in this direction. Ideas for future work include applying multilingual text augmentation and paraphrasing strategies to generate more data.

---

**Table 1. Balance and pooler hyperparameters.**

| Parameter | MSRVTT | YouCook2 | VATEX |
|-----------|--------|----------|-------|
| $\gamma$ (Balance) | 0.5 | 0.1 | 0.1 |
| $\beta$ (Pooler) | Min | Max | Max |

**Table 2. Text-video retrieval on Multi-MSRVTT (R@1), †: our implementation, Set=Setting, Z=Zero-Shot, T=Translate-Train.**

| Model | Set | es | de | zh | en | fr | cs | vi | sw | Avg |
|-------|-----|----|----|----|----|----|----|----|----|-----|
| Rand | 0.4 | 0.5 | 0.4 | 0.5 | 0.4 | 0.5 | 0.4 | 0.5 | 0.4 | 0.5 |
| [3] Z | 17.7 | 15.1 | 14.8 | 13.0 | 11.6 | 12.6 | 7.1 | 4.9 | 15.6 | 12.5 |
| [2] Z | 23.8 | 19.4 | 20.7 | 19.3 | 18.2 | 19.1 | 8.2 | 8.4 | 20.4 | 17.5 |
| NCE Z | 21.9 | 18.9 | 18.7 | 18.2 | 16.3 | 17.5 | 9.1 | 12.8 | 20.5 | 17.1 |
| [3] T | 17.0 | 17.0 | 17.2 | 16.1 | 14.6 | 16.0 | 8.6 | 11.5 | 16.8 | 13.0 |
| [2] T | 23.1 | 21.1 | 21.8 | 20.7 | 20.0 | 20.5 | 10.9 | 14.4 | 21.9 | 19.4 |
| NCE T | 23.3 | 21.1 | 22.3 | 20.9 | 20.3 | 19.6 | 12.1 | 17.2 | 21.5 | 19.8 |
| C2KD T | 26.4 | 24.7 | 25.4 | 24.0 | 23.4 | 23.1 | 13.6 | 20.3 | 25.5 | 23.0 |

**Table 3. Text-video retrieval on Multi-YouCook2 (R@1), †: our implementation, Set=Setting, Z=Zero-Shot, T=Translate-Train.**

| Model | Set | es | zh | en | fr | cs | de | vi | sw | Avg |
|-------|-----|----|----|----|----|----|----|----|----|-----|
| Rand | 0.3 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 |
| [3] Z | 10.1 | 2.5 | 2.7 | 2.1 | 1.4 | 1.6 | 2.2 | 1.2 | 2.3 | 2.9 |
| [2] Z | 12.7 | 3.7 | 3.3 | 2.7 | 2.0 | 2.5 | 2.3 | 1.8 | 2.4 | 3.7 |
| NCE Z | 14.4 | 7.0 | 6.4 | 5.1 | 3.5 | 4.7 | 5.0 | 2.7 | 6.3 | 6.1 |
| [3] T | 10.0 | 9.1 | 9.1 | 8.6 | 6.7 | 9.0 | 6.3 | 7.5 | 9.1 | 8.4 |
| [2] T | 11.3 | 10.4 | 10.6 | 10.1 | 8.3 | 9.1 | 8.4 | 9.1 | 10.4 | 9.8 |
| NCE T | 14.9 | 13.1 | 13.0 | 12.1 | 9.6 | 12.1 | 10.9 | 10.0 | 13.2 | 12.1 |
| C2KD T | 15.5 | 14.8 | 13.9 | 12.8 | 10.4 | 13.1 | 11.4 | 11.3 | 14.1 | 12.9 |

**Table 4. Multilingual text-video retrieval on VATEX.**

| Model | es (en) | Chinese (zh) |
|-------|---------|--------------|
| Set | R@1 | R@5 | R@10 | R@1 | R@5 | R@10 |
| Rand | 44.4 | 80.5 | 83.7 | 69.2 | 75.5 |
| [3] Z | 44.4 | 80.5 | 83.7 | 69.2 | 75.5 |
| [2] T | 44.3 | 80.7 | 83.9 | 64.0 | 75.3 |
| [3] Z | 39.9 | 79.1 | 89.3 | 66.0 | 74.3 |
| [2] T | 39.3 | 78.2 | 89.3 | 66.0 | 74.3 |
| NCE Z | 42.0 | 81.0 | 90.6 | 78.0 | 83.4 | 75.6 |
| [3] T | 37.5 | 77.1 | 88.2 | 73.2 | 70.9 | 83.9 |
| [2] T | 41.3 | 78.9 | 88.8 | 74.1 | 74.3 | 85.2 |
| NCE T | 42.6 | 81.0 | 90.6 | 78.0 | 83.4 | 75.6 |
| C2KD T | 43.1 | 82.0 | 91.3 | 79.6 | 87.0 | 88.6 |
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