Data Valuation for Medical Imaging Using Shapley Value: Application on A Large-scale Chest X-ray Dataset
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Abstract

The reliability of machine learning models can be compromised when trained on low quality data. Many large-scale medical imaging datasets contain low quality labels extracted from sources such as medical reports. Moreover, images within a dataset may have heterogeneous quality due to artifacts and biases arising from equipment or measurement errors. Therefore, algorithms that can automatically identify low quality data are highly desired. In this study, we used data Shapley, a data valuation metric, to quantify the value of training data to the performance of a pneumonia detection algorithm in a large chest X-ray dataset. We characterized the effectiveness of data Shapley in identifying low quality versus valuable data for pneumonia detection. We found that removing training data with high Shapley values decreased the pneumonia detection performance, whereas removing data with low Shapley values improved the model performance. Furthermore, there were more mislabeled examples in low Shapley value data and more true pneumonia cases in high Shapley value data. Our results suggest that low Shapley value indicates mislabeled or poor quality images, whereas high Shapley value indicates data that are valuable for pneumonia detection. Our method can serve as a framework for using data Shapley to denoise large-scale medical imaging datasets.
Introduction

Modern machine learning methods such as deep learning have achieved impressive empirical performance in diverse medical image analysis tasks, including assessment of cardiac function from ultrasound\(^1\), segmentation of neuronal structures from electron microscopy\(^2\), skin lesion classification from dermatoscopy\(^3\), intracranial hemorrhage detection from computed tomography\(^4,5\), and automated chest X-ray interpretations\(^6,7\). These successes were generally made possible by the availability of large-scale hand-labeled training datasets. However, hand-labeling of medical images is particularly resource- and time-intensive because it relies on domain expertise\(^8\). An emerging alternative is to use crowd-sourcing or automated algorithms to label massive datasets, such as ChestX-ray\(^14\), DeepLesion\(^10\) and MIMIC-CXR\(^11\). However, this resulted in less accurate labels compared to hand-labeled datasets\(^12,13\). Furthermore, in addition to inaccurate labels, images within a dataset might have noise and different types of artifacts and biases due to equipment or measurement errors\(^14\). Therefore, data quality in medical imaging datasets is a recognized challenge\(^15\). Low quality data can reduce the performance of machine learning models and may explain why models failed to generalize to new data from external sites\(^16\). Hence, algorithms that can automatically identify low quality data could help mitigate this problem.

In this work, we propose using data Shapley\(^17,18\), a state-of-the-art data valuation metric, to quantify the value of individual datum in a large chest X-ray dataset\(^9\).

Several methods have been developed to handle inaccurate labels in medical imaging datasets\(^19\), including adding a noise layer in the network architecture\(^20\), data re-weighting\(^21,22\), semi-supervised learning\(^23\) and weakly supervised learning\(^24,25\). For example, previous works handled label noise in ChestX-ray\(^14\) dataset through model confidence\(^26\) or graph-based semi-supervised learning\(^27\). Furthermore, denoising medical images has been studied extensively, ranging from classical techniques such as filtering\(^28,29\) and wavelet transformation\(^30,31\) to more recent deep learning methods\(^32–34\). Most of these prior studies focus on approaches to handling inaccurate labels or suboptimal images in model development or training stages. In contrast, our approach can directly identify low quality data, and thus allows us to clean up the datasets and improve the training of machine learning models.

Given a training set, a supervised learning algorithm and a predictor performance score, data Shapley\(^17\) is a metric that quantifies the value of each training datum to the predictor performance. Experiments on small to moderate-scale biomedical, imaging and
synthetic data have demonstrated that low Shapley value captures outliers and corruptions, while high Shapley value informs the type of new data that should be acquired to most efficiently improve the predictor performance\textsuperscript{17}. Furthermore, data Shapley has been shown to substantially outperform the leave-one-out (LOO) score\textsuperscript{35}, a commonly used statistical measure of data importance. Moreover, data Shapley has several advantages as a data valuation framework\textsuperscript{17}: (a) it is directly interpretable because it assigns a single value score to each data point and (b) it satisfies natural properties of equitable data valuation. To the best of our knowledge, our work is the first to apply data Shapley to biomedical imaging data. We aim to assess the effectiveness of data Shapley in capturing low quality data as well as informing valuable data in the context of pneumonia detection from chest X-ray images.

Our main contributions are as follows. First, we propose a framework (see Figure 1) to quantify the value of training data in a large chest X-ray dataset in the context of pneumonia detection using data Shapley values. Second, we show that low Shapley value indicates mislabeled examples, while high Shapley value indicates data points that are valuable for pneumonia detection. Finally, our approach can serve as a framework for using data Shapley to clean up large-scale medical imaging datasets.

**Figure 1. Overview of our method.** (a) The input data were chest X-ray images and their corresponding labels (1 for pneumonia and 0 for no pneumonia) from ChestX-ray14 dataset\textsuperscript{9}. (b) To compute data Shapley values for the training data, we first extracted feature vectors from a pre-trained convolutional neural network (CNN)\textsuperscript{36}. Next, we applied TMC-Shapley\textsuperscript{17}. 
to approximate the Shapley value of each training datum, where the supervised learning algorithm was logistic regression, and the predictor performance score was prediction accuracy for pneumonia.
Results

Overview

In this study, we aim to characterize the effectiveness of data Shapley in identifying low quality and valuable data in ChestX-ray14, a large public chest X-ray dataset whose pathology labels were extracted from X-ray reports using text mining techniques. We sampled 2,000 chest X-rays as the training set to train the data Shapley algorithm and compute the Shapley values, 500 chest X-rays as the validation set to compute the predictor performance during training, and 610 chest X-rays as the held-out test sets to report the final results (see Table 1). We extracted features from a pre-trained convolutional neural network (CNN) and computed the data Shapley value of each training datum with respect to the accuracy of a logistic regression algorithm for pneumonia detection. Furthermore, in collaboration with three radiologists, we evaluated the most valuable and least valuable chest X-rays, and provided qualitative interpretations for their Shapley values in the next sections.

Table 1. Training, validation and held-out test sets used in our study. All three sets were sampled from the train or validation set of ChestX-ray14 dataset. The training set was used to train data Shapley algorithm and compute Shapley values, the validation set was used to compute the predictor performance during training, and the held-out test set was used to report the final results. Because the distribution of labels in the ChestX-ray14 dataset is highly imbalanced, we sampled a larger proportion of pneumonia cases in the training set and sampled balanced validation and held-out test sets in this study.

| Set                | Sample Size | # Pneumonia (%) |
|--------------------|-------------|-----------------|
| Training Set       | 2,000       | 200 (10.0%)     |
| Validation Set     | 500         | 249 (49.8%)     |
| Held-out Test Set  | 610         | 306 (50.2%)     |

Data Shapley identifies data points important for pneumonia detection

Supplementary Figure S1 shows the histogram of data Shapley values for the training data. 41.5% of the training images had negative Shapley values. After calculating data Shapley values, we removed data points from the training set, starting from the most valuable datum to the least valuable, and trained a new logistic regression model each time when 1% training data were removed. Figure 2a-2c show the changes in prediction accuracy, precision and recall as data points were removed. Removing data points that have high Shapley values decreased the model performance. In contrast, removing data points that have high LOO values or randomly removing data points had little effect on the model performance. This
suggests that data Shapley value is a highly accurate measure of a data point’s importance since data points with high Shapley values were crucial to pneumonia detection. Interestingly, the 100 most valuable images were all labeled as pneumonia in ChestX-ray14, which might be because the training data were highly imbalanced.

Conversely, we removed data points from the least valuable to the most valuable as shown in Figure 2d-2f. Importantly, removing data points that have low Shapley values improved the model performance, suggesting that low Shapley value data points actually harm the model performance. Similarly, removing data points that have low LOO values or randomly removing data points did not affect the prediction accuracy or recall. We note that removing low Shapley value data points had a smaller effect on the precision score (Figure 2e), which might be because of the imbalanced training set. Besides the TMC-Shapley approximation method, we also explored a faster approximation, G-Shapley\textsuperscript{17}, and obtained comparable results (see Supplementary Figure S2).

Figure 2. (a) - (c) Effects of removing high value data points to pneumonia detection performance. We removed the most valuable data points from the training set, as ranked by TMC-Shapley, leave-one-out (LOO) and uniform sampling (random) methods. We trained a
new logistic regression model every time when 1% training data points were removed. The x-axis shows the percentage of training data removed, and the y-axis shows the model performance on the held-out test set in terms of (a) accuracy, (b) precision and (c) recall. Removing the most valuable data points identified by TMC-Shapley method decreased the model performance more than using LOO or randomly removing data. (d) - (f) Effects of removing low value data points to pneumonia detection performance. Conversely, we removed the least valuable data points from the training set. Removing the least valuable data points identified by TMC-Shapley method improved the model performance in terms of prediction (d) accuracy, (e) precision and (f) recall.

Low Shapley value indicates mislabels in the dataset

We asked three radiologists to re-label the 100 most valuable, 100 least valuable and 100 randomly sampled chest X-ray images in the training set. Supplementary Figure S3 shows the histograms of the Shapley values in these three sets of images. Next, we took the majority vote of the three radiologists’ labels as the final label for each of these 300 images. Table 2 summarizes the radiologists’ labels for the 300 images, and Supplementary Table S1 shows the inter-reader agreement. If no agreed label was achieved for an image, we excluded the image from further analyses (see Supplementary Table S1).

Table 2. Three radiologists’ relabeling results for the 100 least valuable, 100 most valuable and 100 randomly sampled chest X-ray images in the training set. We used the majority vote to obtain the final label of each image. Disagreed images were excluded from further analyses. There were many more mislabeled examples in low value images (i.e. 65) than high value images (i.e. 22, pairwise p<0.0001) or random images (i.e. 20, pairwise p<0.0001), suggesting that low Shapley value effectively captures mislabels in the dataset.

|                      | 100 Least Valuable Images | 100 Most Valuable Images | 100 Random Images | p valuea |
|----------------------|---------------------------|--------------------------|-------------------|----------|
| # Originally Labeled as Pneumonia | 13                        | 100                      | 5                 | <0.0001  |
| # Mislabeledb         | 65                        | 22                       | 20                | <0.0001  |
| # Mislabeled as Pneumonia | 13                      | 22                       | 4                 | 0.00078  |
| # Mislabeled as No Pneumonia | 52                     | 0                        | 16                | <0.0001  |

*P values computed using $\chi^2$ test.

bNote that since our training set has a higher percentage of pneumonia labels, the mislabel rates may not be representative for the entire ChestX-ray14 dataset.

There were two important observations from Table 2. First, there were many more mislabels in low value images (i.e. 65) compared to high value (i.e. 22, pairwise p<0.0001) or
randomly sampled images (i.e. 20, pairwise $p<0.0001$). In particular, 13 low value images were mislabeled as pneumonia, and 52 were mislabeled as no pneumonia. This suggests that low Shapley value effectively captures mislabels in the dataset. Second, despite having high Shapley values, 22 images were mislabeled as pneumonia, which suggests that there might be other factors contributing to their high values (see further analyses in next sections). Note that no high value images were mislabeled as no pneumonia because all of the 100 most valuable images were associated with pneumonia in the dataset.

In addition, Supplementary Figure S4 visualizes the cumulative number of mislabels as data points were inspected in the descending, ascending and random orders of their Shapley values for the 100 most valuable, 100 least valuable and 100 randomly sampled images respectively. Low value images had a much steeper slope of accumulated mislabels compared to high value or randomly sampled images. In contrast, high value and randomly sampled images had similar number of mislabels, and their slopes of accumulated mislabels were similar.

*Heatmaps suggest contradictions between feature vectors and labels in low value images*

To better understand the factors contributing to low Shapley values, we visualized the most salient local regions in the 65 mislabeled low value chest X-ray images (see Methods). Figure 3a-3b show example heatmaps of low value chest X-rays that were mislabeled as pneumonia (Figure 3a) or no pneumonia (Figure 3b).

In Figure 3a, the heatmaps had low activations in relevant areas in the lung but high activations in irrelevant areas outside the lung, which suggests that the corresponding feature vectors favored no pneumonia over pneumonia for these images. Unsurprisingly, this pattern existed in the heatmaps of 12 (out of 13) low value images that were mislabeled as pneumonia.

In contrast, the heatmaps in Figure 3b had high activations in areas that indicate pneumonia, suggesting that their corresponding feature vectors favored pneumonia over no pneumonia. This pattern existed in the heatmaps of 45 (out of 52) low value images that were mislabeled as no pneumonia.

Therefore, the contradictions between feature vectors and labels likely resulted in these 65 mislabeled images being assigned low value.
Figure 3. Example heatmaps for (a) low value images that were mislabeled as pneumonia, (b) low value images that were mislabeled as no pneumonia, (c) high value images that were mislabeled as pneumonia. (a) Heatmaps show low activations in relevant areas in the lung but high activations in irrelevant areas outside the lung, suggesting that the input feature vectors favored no pneumonia over pneumonia. (b) Heatmaps show high activations in lung areas indicating pneumonia, suggesting that the input feature vectors favored pneumonia over no pneumonia. (c) Heatmaps show high activations in abnormal lung areas. The first three images show abnormal opacity. The fourth image shows interstitial patterns, predominantly in the upper lung fields. The last image shows abnormal mass in the upper right lung field (i.e. upper left of the image).

Abnormalities in chest X-rays are useful for pneumonia detection

To understand why the 22 mislabeled chest X-ray images have high Shapley values (Table 2), we looked for other types of abnormalities in these images, and compared them to the 65 mislabeled low value images. The results are summarized in Table 3.
Table 3. Number of mislabeled images that showed abnormalities among the 100 most valuable and 100 least valuable chest X-ray images. All high value images that were mislabeled as pneumonia showed abnormalities to certain degrees. In contrast, only 2 out of 13 low value images that were mislabeled as pneumonia showed abnormalities. Moreover, 50 out of 52 low value images that were mislabeled as no pneumonia showed abnormal opacity.

| # Images with Abnormalities | 22 High Value Images (Mislabeled as Pneumonia) | 13 Low Value Images (Mislabeled as Pneumonia) | 52 Low Value Images (Mislabeled as No Pneumonia) | p value^a |
|-----------------------------|-------------------------------------------------|-----------------------------------------------|-----------------------------------------------|----------|
|                             | 22                                              | 2                                             | 50                                             | <0.0001  |

^ap value computed using $\chi^2$ test.

Among the 22 mislabeled high value images, 10 images showed abnormal opacity (i.e. an important indicator for pneumonia) in the lung. Furthermore, the rest of the 12 images showed other kinds of abnormalities to certain degrees, including interstitial pattern and mass. Figure 3c shows example heatmaps of mislabeled high value images, where high activations correspond to abnormal areas. In contrast, only 2 out of the 13 low value images that were mislabeled as pneumonia had abnormalities, while the rest 11 images were completely normal. Moreover, among the 52 low value images that were mislabeled as no pneumonia, 50 images showed abnormal opacity in the lung. See Supplementary Figure S5 for examples of abnormalities in the mislabeled images.

Since there were relatively few true pneumonia cases in the training set, images mislabeled as pneumonia that showed abnormalities were still useful for the pneumonia detection algorithm. This was reflected in their Shapley values and could explain why the 22 mislabeled images had high Shapley values.
Discussion

Unlike prior studies that implicitly handle noisy labels or images in model development or training stages, our method directly identifies low value data points regardless of the reason for their poor quality. In addition to low value data, our method also informs us of data points that are valuable to pneumonia detection. Importantly, all of the 100 most valuable chest X-rays were labeled as pneumonia in ChestX-ray14. Since our training set is highly imbalanced (pneumonia versus no pneumonia ratio = 1:9), it is unsurprising that these rare positive data points are more important for pneumonia detection than the abundant negative data points.

Among the 100 chest X-ray images randomly sampled from our training set, 20 images (i.e. 20%) were mislabeled in ChestX-ray14 (see Table 2). Although this percentage might not represent the mislabeling rate in the entire ChestX-ray14 dataset, it suggests that a large portion of images in the dataset might not be reliably labeled. By visually inspecting images in ChestX-ray14, a recent study has shown that the pneumonia labels in the dataset only have 50% positive predictive value (PPV), lower than the 66% PPV reported in the original documentation of the dataset. Our study further provides evidence towards the quality of the labels in ChestX-ray14. Since there are no gold-standard labels in ChestX-ray14, we suggest that users should be cautious about interpreting results from machine learning models evaluated on ChestX-ray14 data.

In our experiments, 22 images that were mislabeled as pneumonia were assigned high Shapley values (see Table 2). There are two possible reasons that resulted in this unexpected scenario. First, our analyses have shown that all of these images contain abnormalities to varying degrees. Hence, the feature vectors extracted from the pre-trained CNN might not have sufficient distinguishable representations between non-pneumonia and pneumonia abnormalities, and using representations from a better pre-trained model might mitigate this problem. Second, the logistic regression algorithm used for training data Shapley might have confused image features seen in non-pneumonia cases with those in pneumonia cases, and thus a more complex learning algorithm might be needed.

There are several limitations in our study. First, we did not use the full ChestX-ray14 dataset due to limited computational resources. As a future work, we can predict the Shapley values of the rest of the data points in ChestX-ray14 using the recently developed distributional Shapley framework, which would be more computationally efficient than direct computation of Shapley values. Second, since the ChestX-ray14 dataset has extremely
imbalanced class labels, we sampled a larger percentage of pneumonia cases in our training, validation and held-out test sets (see Table 1). In order to accurately compute data Shapley values in imbalanced datasets, methods to explicitly account for class imbalance are needed. Third, because many of the abnormal chest X-rays show more than one thoracic diseases, it was hard for the model and the radiologists to tell for certain whether there is underlying pneumonia or not. Future works on predicting multi-class labels might better capture low quality data. Lastly, to show that our method can be used as a general approach for cleaning up massive medical datasets, validations on other medical data types are required.

Our approach has several important advantages. First, it allows us to have cleaner datasets and improves the performance of pneumonia detection. Second, it provides us insights into what types of chest X-rays are useful or harmful for pneumonia detection, which can inform us of the type of data to acquire to most efficiently improve the model performance. Third, our analyses suggest that not all mislabeled images are harmful --- some images that were originally mislabeled in ChestX-ray14 are still useful for pneumonia detection. Finally, our method can be easily extended for other medical data types such as time-series signals and electronic health records. For instance, one promising future direction is to use data Shapley values to prioritize what data to analyze for clinicians and thus help accelerate clinical workflows.

In conclusion, we used data Shapley to quantify the value of training data in a large-scale chest X-ray dataset in the context of pneumonia detection. We provided quantitative and qualitative analyses of the data Shapley values. We showed that low Shapley value indicates mislabels in the dataset, while high Shapley value indicates data points that are valuable for pneumonia detection. Our results are likely generalizable to other use cases, and our approach can serve as a framework for using data Shapley to denoise massive medical imaging datasets to improve the reliability of machine learning algorithms trained on such datasets.
Methods

Data

In this study, we used ChestX-ray14, a large public chest X-ray dataset whose pathology labels were text-mined from X-ray reports. We chose ChestX-ray14 because it is known to have inaccurate labels. As a proof of concept, we used 2,000 chest X-rays in ChestX-ray14 as the training set to train the data Shapley algorithm and compute the Shapley values, 500 chest X-rays as the validation set to compute the predictor performance score during training, and 610 chest X-rays as the held-out test set to report the final results. All of the 3,110 chest X-rays were sampled from the train or validation set of ChestX-ray14. Since only 1% of the chest X-rays in the dataset are associated with pneumonia, we sampled the training set with a larger proportion of pneumonia cases. In addition, for the ease of the interpretation of results (e.g. prediction accuracy, precision and recall), we sampled balanced validation and held-out test sets. Table 1 summarizes our data.

Data valuation using Shapley value

Shapley value has been widely used in the cooperative game theory literature as a fair measure for assigning contribution to each of the players in the game. One can model the training of a machine learning model as a cooperative game where individual data points are the players. Therefore, Shapley value can be used for computing the contribution of each data point to the model’s final performance. For a given set of training data points \(D\) and a performance metric \(V\) (e.g. test accuracy), The “Data Shapley” value \(\phi_i\) of a data point \(x_i \in D\) is defined as:

\[
\phi_i = \sum_{S \subseteq D \setminus \{x_i\}} \frac{V(S \cup \{x_i\}) - V(S)}{|S|} \tag{1}
\]

where \(V(S)\) is the performance of the model trained on subset \(S\) of the data. In our setting, \(V(S)\) is the pneumonia prediction accuracy on the validation set. Intuitively, the Shapley value of a data point is a weighted average of its marginal contribution to subsets of the rest of the dataset. As a result, it can be used as a measure of data quality: a data point with a high Shapley value is one that improves the model’s performance if we add it to most subsets of the data, while a data point with a negative value on average hurts the performance of the model. Exact computation of Equation (1) requires an exponential number of computations in the size of the dataset, which is infeasible in most realistic settings. Previous work has developed an efficient approximation method called “TMC-Shapley” which has shown promising performance. TMC-Shapley is efficient based on two approximations: (a) by
rearranging the above formula, it can be shown that the data Shapley values are expectations of bounded random variables, which can be approximated by Monte-Carlo sampling; (b) the marginal contribution of a point \( x_i \in D \) is close to zero when it is added to a large subset, i.e. \( V(S \cup \{x_i\}) - V(S) \approx 0 \) for a large enough \(|S|\).

**Quantifying the value of chest X-rays with data Shapley**

An overview of our method to compute data Shapley values for the chest X-rays is shown in Figure 1. First, we extracted features from the last average-pooling layer (i.e. before the last fully connected layer) of a pre-trained CNN\(^{36}\), which resulted in a 1,024-dimensional feature vector for each chest X-ray. Next, we applied the TMC-Shapley\(^{17}\) algorithm to calculate the value for each chest X-ray for pneumonia detection. Specifically, we denote the training data as \( D = \{x_i, y_i\}_{i=1}^n \) where \( n \) was the size of the training set, \( x_i \in \mathbb{R}^{1,024} \) was the feature vector, and \( y_i \in \{0, 1\} \) was the pneumonia label (0 for no pneumonia and 1 for pneumonia). We used logistic regression as the supervised learning algorithm and prediction accuracy as the performance metric \( V \). As a comparison to data Shapley, we also computed the leave-one-out (LOO) value\(^{35}\) for each training datum. After calculating data Shapley values, we removed the most (least) valuable data points from the training set, as ranked by Shapley values, LOO values and uniform sampling (i.e. random). We trained a new logistic regression model every time when data points were removed. Moreover, we investigated the 100 least valuable and the 100 most valuable chest X-rays in the training set based on their Shapley values. In addition, we randomly sampled another 100 chest X-rays from the training set as a comparison to the 100 most valuable and 100 least valuable images.

**Investigating relations between data Shapley values and input labels**

First, we investigated the relations between the Shapley values and the labels. We asked three radiologists (R.Y., S.R. and D.L.R.) to re-label 300 chest X-rays (i.e. 100 least valuable, 100 most valuable and 100 randomly sampled from the training set). The radiologists were blinded to the original labels and the Shapley values while labeling the chest X-rays. For each chest X-ray, the radiologists had the choice of labeling it as pneumonia, no pneumonia or unsure.

In order to further evaluate mislabeled images and their Shapley values, we asked the three radiologists to re-evaluate the 100 most valuable and the 100 least valuable chest X-ray
images, and determined whether these images have other types of abnormalities (e.g. opacity) or are completely normal.

*Visualizing heatmaps for chest X-rays*

To better understand the mislabeled chest X-ray images, we visualized heatmaps that show the local regions in the images leading to the prediction of pneumonia. Specifically, we fed a chest X-ray image into the same pre-trained CNN and took the output of the final convolutional layer as the feature maps. Let \( f_k \in \mathbb{R}^{7 \times 7} \) be the \( k \)-th feature map and \( w_k \) be the final classification layer weight for the \( k \)-th feature map. Taking the weighted sum of the feature maps and the corresponding weights, we obtained a heatmap \( M \in \mathbb{R}^{7 \times 7} \) that shows the most salient features for the prediction of pneumonia. Mathematically, the heatmap \( M \) was computed as follows:

\[
M = \sum_{k=1}^{1,024} w_k f_k \quad (2)
\]

Lastly, we overlaid the heatmap with the original image, which allowed us to visualize the most salient local regions in the image leading to the prediction of pneumonia.

*Statistical tests*

\( \chi^2 \) tests were used to compare the proportions of mislabels in the three sets of chest X-rays (i.e. 100 most valuable, 100 least valuable and 100 randomly sampled), as well as the proportions of abnormalities in mislabeled images among the 100 most valuable and 100 least valuable chest X-rays.
Data Availability

The chest X-rays used for this study are publicly available at https://nihcc.app.box.com/v/ChestXray-NIHCC. The code for pre-training the convolutional neural network is available at https://github.com/jrzech/reproduce-chexnet.

The list of images in our training, validation and held-out test sets can be obtained from the authors upon request.
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Supplementary Information
**Supplementary Table S1.** Inter-reader agreement for (a) 100 least valuable images, (b) 100 most valuable images and (c) 100 randomly sampled images.

(a) 100 Least valuable images

|                | Pneumonia | No Pneumonia | Unsure |
|----------------|-----------|--------------|--------|
| # Agreed by Three Radiologists | 10        | 18           | 0      |
| # Agreed by Two Radiologists    | 42        | 14           | 6      |
| # Disagreed by Three Radiologists | 10        |              |        |

(b) 100 Most valuable images

|                | Pneumonia | No Pneumonia | Unsure |
|----------------|-----------|--------------|--------|
| # Agreed by Three Radiologists | 24        | 7            | 0      |
| # Agreed by Two Radiologists    | 41        | 15           | 7      |
| # Disagreed by Three Radiologists | 6         |              |        |

(c) 100 Randomly sampled images

|                | Pneumonia | No Pneumonia | Unsure |
|----------------|-----------|--------------|--------|
| # Agreed by Three Radiologists | 3         | 64           | 0      |
| # Agreed by Two Radiologists    | 13        | 15           | 1      |
| # Disagreed by Three Radiologists | 4         |              |        |
**Supplementary Figure S1. Histogram of Shapley values for training data.** Most data points have Shapley values around 0. Data points with negative Shapley values (41.5%) on average harm the performance of the pneumonia detection algorithm, whereas data points with high Shapley values are valuable for pneumonia detection.
Supplementary Figure S2. In addition to TMC-Shapley approximation, we experimented with G-Shapley to approximate data Shapley values and obtained similar results as that with TMC-Shapley (Figure 2). (a) - (c) Effects of removing high value data points to pneumonia detection performance. We removed the most valuable data points from the training set, as ranked by G-Shapley, leave-one-out (LOO) and uniform sampling (random) methods. We trained a new logistic regression model every time when 1% training data points were removed. The x-axis shows the percentage of training data removed, and the y-axis shows the model performance on the held-out set in terms of (a) accuracy, (b) precision and (c) recall. Removing the most valuable data points identified using G-Shapley method decreased the model performance more than using LOO or randomly removing data. (d) - (f) Effects of removing low value data points to pneumonia detection performance. Conversely, we removed the least valuable data points from the training set. Removing the least valuable data points identified by G-Shapley method greatly improved the model performance in terms of prediction (d) accuracy and (f) recall.
Supplementary Figure S3. Histogram of Shapley values for (a) 100 most valuable images, (b) 100 least valuable images and (c) 100 randomly sampled images in the training set.
Supplementary Figure S4. Cumulative number of mislabels in the 100 most valuable, 100 least valuable and 100 randomly sampled images in the training set. The x-axis shows the number of data points visited. The y-axis shows the cumulative number of mislabels. For the 100 most valuable images (blue curve), the data points are sorted from the highest to the lowest Shapley value. For the 100 least valuable images (orange curve), the data points are sorted from the lowest to the highest Shapley value. For the 100 randomly sampled images (green curve), the data points are sorted randomly. Low value images had much more mislabels and a much steeper slope of accumulated mislabels compared to high value or randomly sampled images.
Supplementary Figure S5. Example abnormalities observed in the mislabeled images. (a)-(c) Bilateral opacity in both lung fields. (d) Abnormal interstitial patterns that are prominent in the upper lung areas. (e) Cardiomegaly (i.e. abnormally enlarged heart). (f) Abnormal mass in the upper right lung (circled in red).
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