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Abstract—Modeling biological dynamical systems is challenging due to the interdependence of different system components, some of which are not fully understood. To fill existing gaps in our ability to mechanistically model physiological systems, we propose to combine neural networks with physics-based models. Specifically, we demonstrate how we can approximate missing ordinary differential equations (ODEs) coupled with known ODEs using Bayesian filtering techniques to train the model parameters and simultaneously estimate dynamic state variables. As a study case we leverage a well-understood model for blood circulation in the human retina and replace one of its core ODEs with a neural network approximation, representing the case where we have incomplete knowledge of the physiological state dynamics. Results demonstrate that state dynamics corresponding to the missing ODEs can be approximated well using a neural network trained using a recursive Bayesian filtering approach in a fashion coupled with the known state dynamic differential equations. This demonstrates that dynamics and impact of missing state variables can be captured through joint state estimation and model parameter estimation within a recursive Bayesian state estimation (RBSE) framework. Results also indicate that this RBSE approach to training the NN parameters yields better outcomes (measurement/state estimation accuracy) than training the neural network with backpropagation through time in the same setting.

Index Terms—Recurrent neural networks, Bayesian filtering, differential equations, retina circulation.

I. INTRODUCTION

The dynamic behavior of biological systems is often modeled via sets of ordinary differential equations (ODEs) that describe the evolution of biological quantities, such as blood pressure or molecular concentrations, over time. Such models are based on known physics of the described systems and data acquired from experiments with humans, animals, cell cultures, or combinations of such data in multi-scale models. Complex biological systems consist of many interconnecting processes. Generally, the ODEs for some of these processes are not known and it may be difficult to acquire data required to fit model parameters and formulate a mathematical expression underlying the biophysics. Physics-informed machine learning has emerged as a method to fill the gaps in models based on differential equations in general. For example, Raissi et al. developed a deep learning framework to solve problems involving nonlinear partial differential equations [1], and Weinan et al. used deep learning to solve high-dimensional parabolic equations [2]. While these methods are promising, training a physics-informed deep neural network can be cumbersome due to long cycles and unknown initial states, which reduce the effectiveness of backpropagation through time. Here, we present the use of recursive Bayesian estimation and cubature Kalman filters to efficiently train a physics-informed recurrent neural network.

Recursive Bayesian estimation is a probabilistic method to estimate a probability density function (PDF) recursively by extracting information about parameters, or states, of a dynamical system in real time from measurements of the system output and a system model. The estimate of a state in a given time instant is based on the old estimate of that state and the new measurement data. Kalman filters are recursive Bayesian filters for multivariate normal distributions, which are commonly used in signal processing, navigation and automatic control. The use of Kalman filters to train recurrent neural networks (RNNs) has been proposed and implemented successfully in the past [3], [4]. Here we present the first implementation of Kalman-filter-trained RNNs for the estimation of missing ODEs in models of complex biological systems.

We use a validated model for the blood circulation in the human retina to test our method [5]. We compare our proposed method to the conventional method, i.e., backpropagation through time (BPTT), for various levels of additive noise. Results show that our method was successful in estimating the system behavior with an NRMSE of 0.038 and was superior to backpropagation for all tested parameters.

II. METHODS

A. Cubature Kalman Filter

In this paper we train a hybrid ODE and neural network model using recursive Bayesian state estimation. Specifically, when the predictive and observation models are linear and Gaussian, the state posterior recursion integrals can be solved analytically leading to the well-known Kalman time and measurement update equations [6]. When nonlinear models are in play, required integrals often become intractable and numerical strategies must be sought. Alternatives include linearization of nonlinear functions (extended Kalman filters, EKF) or sampling methods such as particle filters [7], unscented Kalman filters (UKF) [8], or cubature Kalman filters.
(CKF) [9], which assume different levels of system simplicity. For instance, EKF, UKF and CKF assume Gaussianity of the measurement and transitional models while handling the integration exploiting this Gaussianity in different ways. While EKF linearizes the models using a first-order Taylor expansion, UKF and CKF use uncented and cubature rules to compute integrals such as

\[ I(\ell) = \int_D \ell(x)p(x)dx \]  

where \( \ell \) is a nonlinear function of \( x \in \mathbb{R}^{d_x} \) and \( p(x) = \mathcal{N}(\mu, \Sigma) \) is a Gaussian PDF with mean \( \mu \) and covariance \( \Sigma \), as a weighted sum of function evaluations of a finite number of deterministic points. For the third-degree cubature rule, the integral in (1) can be approximated as

\[ I(\ell) \approx \frac{1}{2d_x} \sum_{j=1}^{2d_x} \ell(S^T \xi_j + \mu) \]  

where \( \xi_j = [1, \sqrt{2d_x}]^T \) are deterministic points [9], and \( S \) is the lower triangular Cholesky decomposition such that \( S = SS^T \). It is important to highlight that the cubature rule demands only two points per dimension of \( x \), i.e., \( 2d_x \), to evaluate the sum in (2), making it more suitable when working in high-dimensional state-spaces. Assuming Gaussianity of state posterior, CKF can solve the integrals required in the Bayesian recursion as well as the moments (mean and covariance) of the new state posterior [9].

In contrast, particle filters do not assume any particular distribution, instead approximating the distribution as a linear combination of Dirac deltas. Thus, moments of propagated particles can be easily computed. One drawback of particle filters is the high number of particles needed to accurately represent distributions. This issue is profoundly aggravated if the state-space dimension is large, making this filtering strategy unfeasible in such scenarios [10].

### B. Training Recurrent Neural Networks with Augmented Latent Space

Bayesian filtering (BF) has been considered to train neural networks applied to dynamical systems [11], using EKF [12] and more recently applied to target tracking in indoor navigation [13], where the state transition and measurement models can be arbitrary feed-forward neural networks such as:

\[ \tilde{s} = g(s, u; \omega) + \tilde{n} \]
\[ y = q(s; \phi) + r \]

where \( \tilde{n} \sim \mathcal{N}(0, \sigma_n^2 I) \), \( s \) is the vector of latent states, \( u \) are the external inputs, \( r \) is the additive measurement noise with \( r \sim \mathcal{N}(0, \sigma_r^2 I) \), and \( \omega \) and \( \phi \) are the model parameters of \( g \) and \( q \), respectively.

The discretized model can be obtained by approximating the derivative via finite differences leading to

\[ s_k = s_{k-1} + g(s_{k-1}, u_{k-1}; \omega) + n_{k-1} \]
\[ y_k = q(s_k; \phi) + r_k \]

where we assumed that the time-step \( \Delta_t \) is incorporated in the NN weights, \( n_k \) is process noise with \( n_k \sim \mathcal{N}(0, \sigma_n^2 I) \), whereas \( \sigma_n = \Delta_t \sigma_r \), and \( r_k \) is the additive measurement noise with \( r_k \sim \mathcal{N}(0, \sigma_r^2 I) \).

In order to learn the model parameters using a BF approach, we augment the latent space as:

\[ \omega_k = \omega_{k-1} \]
\[ \phi_k = \phi_{k-1} \]
\[ s_k = s_{k-1} + g(s_{k-1}, u_{k-1}; \omega_{k-1}) + n_{k-1} \]
\[ y_k = q(s_k; \phi_k) + r_k \]

which could be rewritten as

\[ x_k = f(x_{k-1}, u_{k-1}) + \varepsilon_{k-1} \]
\[ y_k = h(x_k) + r_k \]

where \( x_k = [\omega_k^T, \phi_k^T, s_k^T] \), \( f(x_{k-1}, u_{k-1}) = [\omega_{k-1}, \phi_{k-1}, g(s_{k-1}, u_{k-1}; \omega_{k-1})]^T \), and \( h(x_k) = q(s_k; \phi_k) \). The above model can then be tackled using filtering techniques [12], [13] as discussed in Section II-A.

### C. Application to the Retinal Circulation

The proposed approach was tested on a validated model for the retinal circulation proposed by Guidoboni et al. [5]. The model consists of four nonlinear ODEs describing the blood flow through the retinal vasculature and the central retinal vessels. Leveraging the electric analogy to fluid flow, electric currents and electric potentials represent blood flow rates and blood pressures \( P \), while resistors and capacitors represent hydraulic resistance and vessel compliance [14].

The model includes five vascular compartments, whose internal pressures are denoted from 1 to 5: central retinal artery (CRA); \( P_1 \): arterioles; \( P_2 \): capillaries; \( P_3 \): venules; \( P_4 \): central retinal vein (CRV); \( P_5 \). Pressures \( P_{in} \) and \( P_{out} \) are inlet and outlet pressures that drive the network. By applying Kirchhoff’s laws of currents and voltages and leveraging the constitutive equations of each resistor and capacitor, the following ODE system is obtained:

\[ \dot{P}_1 = F_1(P_1, P_2, P_{in}) \]
\[ \dot{P}_2 = F_2(P_1, P_2, P_3) \]
\[ \dot{P}_3 = F_3(P_2, P_4, P_5) \]
\[ \dot{P}_4 = F_4(P_3, P_4, P_{out}) \]

The explicit expressions of the functional \( F \) representing the time rate of change of the pressures \( P \) can be found in [5]. To test our proposed method, we treat \( P_4 \) as though its dynamics were unknown and replace \( F_4 \) in equation (15) with a neural network with a built-in integrator as follows

\[ \dot{P}_4 = q_4(P_2, P_4, P_3; \omega) \]

where \( q_4 \) is a feed-forward neural network with parameters \( \omega \), while equations (7), (8) and (10) are used for the dynamics of pressures \( P_1, P_2 \) and \( P_3 \). Note that equations (7)–(10) have recursive relations that become apparent when time is discretized: \( s_{k+1} = s_k + \Delta_t f(s_k, u_k) \), where \( s \) consists of four pressure values \( P_i \), and \( f \) represents the functions on the right side of equations (7), (8), (11) and (10). Therefore, the neural network given in equation (11) is trained using an
RNN that encapsulates this discrete-time approximation for integration over time. In the RNN, state variables are used to represent the pressures in each retinal vascular compartment. Both backpropagation through time and cubature Kalman filters can be used as training methodologies. In the next section, their performances are compared. The feed-forward neural network $q_4$ is encapsulated in the RNN that couples known differential equations with the NN model for the unknown dynamics. The $q_4$ used in the following numerical analyses of both BPTT and CKF training consists of a single hidden layer with 20 hidden units and a total of 103 parameters. For the BPTT training, we used Adam optimizer with a learning rate of $5 \times 10^{-3}$.

For the models in (6), we set the vector of latent states as discretized pressure values at time $k$, i.e., $s_k = [P_{1,k}, \ldots, P_{5,k}]^\top$, $g(s_k; \omega) = [F_1(P_{1,k}, P_{2,k}, P_{3,k}, P_{4,k}, P_{5,k}); \omega], F_2(P_{1,k}, P_{2,k}, P_{3,k}, P_{4,k}, P_{5,k}; \omega), F_3(P_{1,k}, P_{2,k}, P_{3,k}; \omega)]$, and $h(s_k) = Hs_k$, where $H$ is a matrix with zeros and ones selecting measured pressures and blocking unobservable states. For credible practices of modeling and simulation, we followed “Ten Simple Rules” suggested by Erdemir et. al [15].

### III. RESULTS

We used the retinal circulation model from [5] to demonstrate the effectiveness of CKF training of a hybrid ODE and RNN model. In order to compare the performance of CKF and BPTT training, we performed Monte Carlo simulations with 100 runs each, with random initialization of the model parameters at each run. As error metrics we consider the mean absolute percentage error (MAPE) and normalized root-mean-square error (NRMSE), which are computed as

$$MAPE = \frac{100}{d_y \sum_{i=1}^{d_y} (\sum_{k=1}^{n_k} |\hat{y}_{i,k} - y_{i,k}|/\sum_{k=1}^{n_k} |y_{i,k}|)}$$

and

$$NRMSE = \sqrt{\frac{1}{d_y \sum_{i=1}^{d_y} (\sum_{k=1}^{n_k} (\hat{y}_{i,k} - y_{i,k})^2)/(n_k y_{i,k}^{\max} - y_{i,k}^{\min})^2}}$$

respectively, with $y_k = [P_{1,k}, \ldots, P_{5,k}]^\top \in \mathbb{R}^{d_y}$, and $n_k$ is the total number of time samples used.

Pressures $P_{\text{in}}$ and $P_{\text{out}}$ were used as inputs, $P_1$, $P_2$ and $P_3$ were used as observable states to train the model and $P_4$ was assumed to be not observable and modeled as a latent space. To take potential noise in the system into account, we introduced white noise to all inputs and observable states in our experiments. We used five different noise levels with introduced white noise to all inputs and observable states.

The experimental results indicate that RNN models can fill modeling gaps in ODE-based physiological models given that the set of inputs and outputs of the model can be observed. In the retinal circulation model we obtained error metrics in terms of mean absolute value reaching thresholds below the noise floor. When comparing CKF and BPTT results, we observed that CKF provides significant improvement for both training convergence and test performance as can be attested by the results presented in Fig. 4 and Table I.

This is due to the fact that BF strategies keep updating for simulations with an SNR of 22.56. For both methods, the estimated values converge to the ground truth values. However, the CKF-trained model is able to estimate the unobserved state in fewer steps with higher confidence than the same model trained with BPTT. Fig. 4 presents learning curves for both methods, showing that CKF training reaches an error below the noise level faster and converge in fewer steps than BPTT.
such particles allows for easy parallelization of the algorithm. the states continuously whenever a new measurement is available. Although we opted to stop RNN parameter updates during the testing phase, in practice we could keep updating the parameters indefinitely, allowing the model to possibly adapt to physiological states not contained in the training set.

A common problem in solving ODEs is how to determine the initial conditions. This issue persists in the hybrid ODE-RNN scheme discussed in this paper, especially for the model trained with BPTT. In theory, this could be solved by including the initial states as extra model parameters that need to be estimated in both training and testing phases. However, when testing this approach we were never able to obtain accurate estimations for the initial physiological states. On the other hand, by adopting the BF approach we changed the problem’s perspective from estimating the previous state with BPTT to estimating the current state given the past set of measurements with CKF. Thus, in the BF formulation we may disregard the initial states since the filtering updates quickly move the states near the correct value. This difference is key in modeling complex systems since hundreds or even thousands of initial state conditions might have to be found.

The implementation aspects of the BF strategy is also important, since nonlinear systems often lead to numerical approaches that scale poorly with the dimension of the state space. Here, we considered third-degree cubature rules to solve the filtering integrals under the assumption of Gaussianity of the states. Cubature rules are particularly interesting since the number of required particles are relatively small (twice the state-space dimension) and deterministic, and the solution is exact for monomials of degree three or less [9]. Propagating such particles through the state transition and observation models, however, leads to multiple independent model evaluations, which drastically increases the computational cost of the optimization procedure during the training phase. Nevertheless, independent evaluation of such particles allows for easy parallelization of the algorithm.


table I
MAPE AND NRMSE AVERAGED ACROSS 100 MONTE CARLO EXPERIMENTS

| SNR     | CKF MAPE | BPTT MAPE | CKF NRMSE | BPTT NRMSE |
|---------|----------|-----------|-----------|------------|
| 49.53   | 1.47     | 5.36      | 0.038     | 0.204      |
| 39.52   | 1.82     | 5.85      | 0.044     | 0.206      |
| 32.58   | 2.32     | 5.74      | 0.054     | 0.207      |
| 29.51   | 2.59     | 5.92      | 0.061     | 0.208      |
| 22.56   | 3.54     | 6.61      | 0.093     | 0.208      |

V. CONCLUSIONS

In this paper we presented a strategy to complement ODE-based models with RNNs, where we compared two different learning methodologies: backpropagation and Bayesian filtering with CKF. Using a validated human retinal circulation model, we showed that both methodologies were capable of approximating the missing ODE, and that CKF greatly outperformed BPTT due to the time updates of latent states even during the testing phase. These results show that BF-based strategies hold great potential for approximating the dynamics of unknown states in ODE systems.
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