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1. Introduction

Empirical process theory is one of the key concepts in proving uniform convergence rates and weak convergence of composite functionals. It is preferable to have a theory which can be applied to observations which are dependent but also nonstationary. Locally stationary processes allow for a smooth change of the distribution over time but can locally be approximated by stationary processes and thus provide more flexible time series models (cf. [6]). This paper extends the theory of our recent paper [14] where we have established an empirical process theory for locally stationary processes under functional dependence considering function classes that are at least Hölder-continuous. Here, we additionally allow for nonsmooth functions, in particular, our framework includes (but is by far not limited to) the empirical distribution function (EDF).

The only papers that are known to the authors that explicitly deal with functional convergence of locally stationary processes are [14] and [12]. For stationary processes, a vast range of theoretical results are available. A prominent idea to measure dependence of random variables is given by mixing (cf. [9]). The publications [2], [21] and [10] derive large deviation results and uniform central limit theorems under absolute regularity ($\beta$-mixing). In [16], refined results are available. Other general theories are based on Markov chains and other types of mixing, cf. the overview in [14].
Regarding the functional weak convergence of the EDF, more specific conditions were derived in the literature for stationary observations. [11, Theorem 4] provide functional convergence of the EDF using bounds for covariances of H"older functions of the random variables. Another abstract concept was introduced by [3] via S-mixing (for stationary mixing), which imposes the existence of $m$-dependent approximations of the original observations. They then derive strong approximations and uniform central limit theorems for the EDF. Other approaches were presented in [4] and [7]. In [19] and [12] uniform central limit theorems for the EDF were derived for stationary and piece-wise locally stationary processes under functional dependence.

Our empirical process theory is derived under the dependence concept of functional dependence (cf. [18]). In combination with the theory of martingales it allows for sharp large deviation inequalities (cf. [20] or [22]). We assume that $X_i = (X_{ij})_{j=1,...,d}$, $i = 1,...,n$, is a $d$-dimensional Bernoulli shift process of the form

$$X_i := X_{i,n} := J_{i,n}(A_i),$$

where $A_i = \sigma(\varepsilon_i, \varepsilon_{i-1}, ...)$ is the sigma-algebra generated by $\varepsilon_i$, $i \in \mathbb{Z}$, a sequence of i.i.d. random variables in $\mathbb{R}^d$ ($d, \tilde{d} \in \mathbb{N}$), and some measurable function $J_{i,n} : (\mathbb{R}^d)^{\tilde{n}_0} \rightarrow \mathbb{R}^d$, $i = 1,...,n$, $n \in \mathbb{N}$. We note that $X_i$ still depends on $n$, but for the sake of readability we omit the dependence on $n$.

For a real-valued random variable $W$ and some $\nu > 0$, we define $\|W\|_\nu := \mathbb{E}[|W|^\nu]^{1/\nu}$. If $\varepsilon_k^*$ is an independent copy of $\varepsilon_k$, independent of $\varepsilon_i$, $i \in \mathbb{Z}$, we define $A_i^{* (i-k)} := (\varepsilon_{i-1},...,\varepsilon_{i-1+k},\varepsilon_{i-1-k},\varepsilon_{i-1-k-1},...) \text{ and set } X_i^{* (i-k)} := X_{i,n}^{* (i-k)} := J_{i,n}(A_i^{* (i-k)}).$ The uniform functional dependence measure is then given by

$$\delta_\nu^X (k) = \sup_{i=1,...,n} \sup_{j=1,...,d} \|X_{ij} - X_{ij}^{* (i-k)}\|_\nu.$$ (1.2)

The value $\delta_\nu^X$ measures the impact of $\varepsilon_0$ on $X_k$. The representation (1.1) actually does cover a large variety of processes. We additionally allow $J$ to vary with $i$ and $n$ to cover processes which change their stochastic behavior over time. This is exactly the form of the so-called locally stationary processes discussed in [6].

Since we are working in a time series context, many applications ask for functions $f$ that not only depend on the actual observation of the process but on the whole (infinite) past $Z_i := (X_i, X_{i-1}, X_{i-2},...)$. In the course of this paper, we aim to derive asymptotic properties of the empirical process

$$G_n(f) := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \{f(Z_i, \frac{i}{n}) - \mathbb{E}f(Z_i, \frac{i}{n})\}, \quad f \in \mathcal{F},$$ (1.3)

where

$$\mathcal{F} \subset \{ f : (\mathbb{R}^d)^{\tilde{n}_0} \times [0,1] \rightarrow \mathbb{R} \text{ measurable} \}.$$ 

Let $\mathcal{G}(\varepsilon, \mathcal{F}, \| \cdot \|)$ denote the bracketing entropy, that is, the logarithm of the number of $\varepsilon$-brackets with respect to some distance $\| \cdot \|$ that is necessary to cover $\mathcal{F}$ (this is made precise at the end of this section). We will define a distance
$V_n$ which guarantees weak convergence of (1.3) if the corresponding bracketing entropy integral $\int_0^1 \sqrt{H(\varepsilon, \mathcal{F}, V_n)} d\varepsilon$ is finite.

Our main contributions are the following:

- We derive maximal inequalities for $G_n(f)$ where the class $\mathcal{F}$ consists of nonsmooth functions.
- We state conditions to ensure asymptotic tightness and functional convergence of $G_n(f), f \in \mathcal{F}$.

Eventhough our theory allows for general function classes, we will have a special focus on the EDF. In particular, we derive functional convergence of the EDF under weak conditions on the moments and the dependence structure of the process $X_i$. We will see that our results typically pose weaker conditions on the underlying dependence structure than comparable results for the stationary case mentioned above. In particular, we compare our results with [12] where the authors discussed the EDF of piece-wise locally stationary processes.

The paper is structured as follows. In Section 2, we present our main result Theorem 2.8, the functional central limit theorem under minimal moment conditions. We then derive a version for stationary processes, and discuss its application on empirical distribution functions where the underlying process is either stationary or locally stationary. It is the aim of Section 2.6 to show a wide range of applicability of our theory. Some assumptions are postponed to Section 3, where a new multivariate central limit theorem for locally stationary processes is presented. In Section 4 we provide new maximal inequalities for $G_n(f)$ in case of a finite and infinite function class $\mathcal{F}$. In Section 5 a conclusion is drawn. We postpone all detailed proofs to the Appendix, Section A.

We now introduce some basic notation. For $a, b \in \mathbb{R}$, let $a \wedge b := \min\{a, b\}$, $a \vee b := \max\{a, b\}$. For $k \in \mathbb{N}$,

$$H(k) := 1 \vee \log(k)$$  \hspace{1cm} (1.4)

which naturally appears in large deviation inequalities. For a given finite class $\mathcal{F}$, let $|\mathcal{F}|$ denote its cardinality. We use the abbreviation

$$H = H(|\mathcal{F}|) = 1 \vee \log |\mathcal{F}|$$  \hspace{1cm} (1.5)

if no confusion arises. For some distance $\|\cdot\|$, let $\mathbb{N}(\varepsilon, \mathcal{F}, \|\cdot\|)$ denote the bracketing numbers, that is, the smallest number of $\varepsilon$-brackets $[l_j, u_j] := \{f \in \mathcal{F} : l_j \leq f \leq u_j\}$ (i.e. measurable functions $l_j, u_j : (\mathbb{R}^d)^{\mathbb{N}_0} \times [0, 1] \to \mathbb{R}$ with $\|u_j - l_j\| \leq \varepsilon$ for all $j$) to cover $\mathcal{F}$. Let $H(\varepsilon, \mathcal{F}, \|\cdot\|) := \log \mathbb{N}(\varepsilon, \mathcal{F}, \|\cdot\|)$ denote the bracketing entropy. For $\nu \geq 1$, let

$$\|f\|_{\nu,n} := \left(\frac{1}{n} \sum_{i=1}^n \|f(Z_i, \frac{i}{n})\|^{\nu}\right)^{1/\nu}.$$  \hspace{1cm} (1.6)
2. A functional central limit theorem under functional dependence and application to empirical distribution functions

A process $X_i$, $i = 1,...,n$, is called locally stationary if for each $u \in [0, 1]$, there exists a stationary process $\hat{X}_i(u)$ approximating $X_i$ for $i = 1,...,n$, i.e. $X_i \approx \hat{X}_i(u)$ if $|u - \frac{i}{n}|$ is small (cf. [6]). The exact form needed is stated in Assumption 2.5. Thus, $X_i$ behaves stationary around each fixed (rescaled) time point $u \in [0, 1]$, but over the whole time period $i = 1,...,n$ its distribution can change drastically. Deterministic properties of the process like expectation, covariance, spectral density or empirical distribution functions therefore also depend on the rescaled time $u \in [0, 1]$. As an example, consider the localized empirical distribution function of $X_i$,

$$\hat{G}_{n,h_n}(x,v) := \frac{1}{nh_n} \sum_{i=1}^{n} K\left(\frac{i/n - u}{h_n}\right)1_{\{X_i \leq x\}}, \quad (2.1)$$

where $K : \mathbb{R} \rightarrow \mathbb{R}$ is a kernel function and $h_n > 0$ a bandwidth. The goal of this paper is to provide a general empirical process theory which allows to show, for instance, a functional central limit theorem of $\hat{G}_{n,h_n}(x,v)$ for fixed $v \in [0, 1]$ of the form

$$\left[\sqrt{nh}(\hat{G}_{n,h_n}(x,v) - G(x,v))\right]_{x \in \mathbb{R}} \overset{d}{\rightarrow} G(x)_{x \in \mathbb{R}} \quad (2.2)$$

where $(G(x))_{x \in \mathbb{R}}$ is a centered Gaussian process and $G(x,v) = \mathbb{P}(\hat{X}_0(v) \leq x)$ denotes the distribution function of $\hat{X}_0(u)$.

Clearly, the additional localization via kernels changes the convergence rate of the empirical process. To discuss (2.1) with the general form (1.3), we therefore suppose that any $f \in \mathcal{F}$ has a representation

$$f(z,u) = D_{f,n}(u) \cdot \tilde{f}(z,u), \quad z \in (\mathbb{R}^d)^{N_0}, u \in [0, 1], \quad (2.3)$$

where $\tilde{f}$ is independent of $n$ and $D_{f,n}(u)$ is independent of $z = (z_j)_{j \in N_0}$. For the specific example given in (2.2), we would consider

$$\mathcal{F} = \left\{ (z,u) \mapsto f_s(z,u) := \frac{1}{\sqrt{h_n}} K\left(\frac{u - v}{h_n}\right) \cdot 1_{\{z_0 \leq z\}} : x \in \mathbb{R} \right\},$$

and thus $D_{f_s,n}(u) = \frac{1}{\sqrt{h_n}} K\left(\frac{u - v}{h_n}\right)$ and $\tilde{f}_s(z,u) = 1_{\{z_0 \leq z\}}$.

We now introduce the necessary assumptions for our empirical process theory based on the functional dependence measure. Based on the decomposition (2.3), we define the following two function classes based on $\tilde{f}$, which mimic the one-step-ahead mean and variance forecast,

$$\bar{\mathcal{F}}^{(1)} := \{(z,u) \mapsto \mathbb{E}\{f_s(Z_i,u) | Z_{i-1} = z\} : i \in \mathbb{Z}, f \in \mathcal{F}\},$$

$$\bar{\mathcal{F}}^{(2)} := \{(z,u) \mapsto \mathbb{E}\{f_s(Z_i,u)^2 | Z_{i-1} = z\}^{1/2} : i \in \mathbb{Z}, f \in \mathcal{F}\}.$$

For $s \in (0, 1]$, a sequence $z = (z_j)_{j \in N_0}$ of elements of $\mathbb{R}^d$ (equipped with the maximum norm $| \cdot |_{\infty}$) and an absolutely summable sequence $L = (L_j)_{j \in N_0}$ of
nonnegative real numbers, we set
\[ |z|_{L,s} := \left( \sum_{j=0}^{\infty} L_j |z_j|^s \right)^{1/s}, \quad |z|_L := |z|_{L,1}. \]

**Definition 2.1.** A class \( \mathcal{G} \) is called a \((L, s, R, C)\)-class if \( L = (L_j)_{j \in \mathbb{N}_0} \) is a sequence of nonnegative real numbers, \( s \in (0, 1) \) and \( R : (\mathbb{R}^d)^{\mathbb{N}_0} \times [0, 1] \to [0, \infty) \) satisfies for all \( u \in [0, 1] \), \( z, z' \in (\mathbb{R}^d)^{\mathbb{N}_0} \), \( g \in \mathcal{G} \),
\[
|g(z, u) - g(z', u)| \leq |z - z'|_{L,s} \cdot [R(z, u) + R(z', u)].
\]

Furthermore, the tuple \( C = (C_R, C_G) \in (0, \infty)^2 \) satisfies \( \sup_u |g(0, u)| \leq C_G \), \( \sup_u |R(0, u)| \leq C_R \).

### 2.1. Main assumptions

There are two basic assumptions on \( \bar{f} \) connected to our main result. The first is a compatibility condition which connects smoothness properties of \( \bar{F}(\kappa) \), \( \kappa \in \{1, 2\} \) with corresponding moment assumptions on the process \( X_i, i = 1, ..., n \).

**Assumption 2.2** (Compatibility condition on \( \mathcal{F} \)). The classes \( \bar{F}(\kappa), \kappa \in \{1, 2\} \), are \((L, s, R, C)\)-classes for some \( L, s, R, C \), and there exists \( p \in (1, \infty), C_X > 0 \) such that
\[
\sup_{i,u} \|R(Z_{i-1}, u)\|_{2p} \leq C_R, \quad \sup_{i,j} \|X_{ij}\|_{\frac{2p}{p-1}} \leq C_X.
\]

Let \( \mathbb{D}_n \geq 0 \) and \( \Delta(k) \geq 0 \) such that
\[
2dC_R \sum_{j=0}^{k-1} L_j (\delta_{2p} \frac{X}{\mathbb{N}} (k - j - 1))^s \leq \Delta(k), \quad \sup_{f \in \mathcal{F}} \left( \frac{1}{n} \sum_{i=1}^{n} \left| D_{f,n}(\frac{i}{n}) \right|^2 \right)^{1/2} \leq \mathbb{D}_n.
\]

Based on Assumption 2.2, we define for \( f \in \mathcal{F} \),
\[
V_n(f) := \|f\|_{2,n} + \sum_{k=1}^{\infty} \min\{\|f\|_{2,n}, \mathbb{D}_n \Delta(k)\}, \quad (2.4)
\]
where \( \|f\|_{2,n} \) is given by equation (1.6). Clearly, \( V_n(f - g) \) can be interpreted as a distance between \( \bar{f}, g \in \mathcal{F} \), albeit it is actually a seminorm. Furthermore, let
\[
\beta(q) := \sum_{j=q}^{\infty} \Delta(j). \quad (2.5)
\]

The following assumptions are also required when stating a multivariate central limit theorem on the empirical process \( G_n(f) \).

**Assumption 2.3.** Let \( \bar{F} \) be an envelope function of \( \{\bar{f} : f \in \mathcal{F}\} \), that is, \( \bar{f}(\cdot) \leq \bar{F}(\cdot) \) for all \( f \in \mathcal{F} \). There exists \( \bar{p} \in (1, \infty) \) such that \( \sup_{i,u} \|\bar{F}(Z_i, u)\|_{2\bar{p}} < \infty \), \( \sup_{v,u} \|\bar{F}(\bar{Z}_0(v), u)\|_{2\bar{p}} < \infty \). Furthermore, either
\[X_i\] is stationary, or

- for all \(c > 0\) and \(f \in \mathcal{F},\)

\[
\sup_{u,v \in [0,1]} E \left[ \sup_{|a|_{x,y} \leq c} \left| f(\tilde{Z}_0(v), u) - f(\tilde{Z}_0(v) + a, u) \right|^2 \right] < \infty. \quad (2.6)
\]

Additionally, (2.6) also holds for \(\tilde{F}\) instead of \(\tilde{f}\).

**Assumption 2.4.** There exists some \(\varsigma \in (0,1)\) such that for every \(f \in \mathcal{F},\)

\[
|f(z, u_1) - f(z, u_2)| \leq |u_1 - u_2|^\varsigma \cdot (\bar{R}(z, u_1) + \bar{R}(z, u_2)),
\]

and \(\sup_{u,v} \|\bar{R}(\tilde{Z}_0(v), u)\|_2 < \infty.\)

**Assumption 2.5.** For each \(i \in [0,1]\), there exists a process \(\tilde{X}_i(u) = J(A, u),\)

where \(J\) is a measurable function. Furthermore, there exists some \(C_X > 0,\)

\[
\varsigma < \min \frac{1}{2}, C_X^{-1}, \quad \|\tilde{X}_i(u_1) - \tilde{X}_i(u_2)\|_2 \leq C_X |u_1 - u_2|^{\varsigma}.
\]

For \(\tilde{Z}_0(u) = (\tilde{X}_i(u), \tilde{X}_{i-1}(u), \ldots)|_{u \geq 0}\) it holds that \(\sup_{u,v} \|\bar{R}(\tilde{Z}_0(v), u)\|_2 < \infty.\)

For \(f \in \mathcal{F},\) let \(D_{f,n}^{\infty} := \sup_{i=1,\ldots,n} D_{f,n}(\frac{i}{n})\) where \(D_{f,n}\) can be recalled in equation (2.3).

**Assumption 2.6.** For all \(f \in \mathcal{F},\) the function \(\frac{D_{f,n}(\cdot)}{D_{f,n}^\infty}\) has bounded variation uniformly in \(n,\) and

\[
\sup_{n \in \mathbb{N}} \frac{1}{n} \sum_{i=1}^{n} D_{f,n}(\frac{i}{n})^2 < \infty, \quad \frac{D_{f,n}^\infty}{\sqrt{n}} \to 0. \quad (2.7)
\]

One of the two following cases hold.

(i) Case \(K = 1\) (global case): For all \(f,g \in \mathcal{F},\) \(u \mapsto E[\mathbb{E}[f(\tilde{Z}_{j_1}(u), u)|Z_0] \cdot E[g(\tilde{Z}_{j_2}(u), u)|Z_0]]\) has bounded variation for all \(j_1, j_2 \in \mathbb{N}_0\) and the following limit exists:

\[
\Sigma_{fg}^{(1)} := \lim_{n \to \infty} \int_0^1 D_{f,n}(u) D_{g,n}(u) \sum_{j \in \mathbb{Z}} \text{Cov}(f(\tilde{Z}_0(u), u), g(\tilde{Z}_j(u), u)) du.
\]

(ii) Case \(K = 2\) (local case): There exists a sequence \(h_n > 0\) and \(v \in [0,1]\)

such that \(\sup_{n \in \mathbb{N}} D_{f,n}(\cdot) \subset [v - h_n, v + h_n] \). It holds that

\[
h_n \to 0, \quad \sup_{n \in \mathbb{N}} (h_n^{1/2} \cdot D_{f,n}^\infty) < \infty.
\]

The following limit exists for all \(f,g \in \mathcal{F}:\)

\[
\Sigma_{fg}^{(2)} := \lim_{n \to \infty} \int_0^1 D_{f,n}(u) D_{g,n}(u) du \sum_{j \in \mathbb{Z}} \text{Cov}(f(\tilde{Z}_0(v), u), g(\tilde{Z}_j(v), v)).
\]
While Assumption 2.3 asks for smoothness of \( \bar{f} \) in the \( L^2 \)-sense if \( X_i \) is nonstationary, Assumption 2.4 requires the function class \( F \) to behave smoothly in the second argument. Assumption 2.5 formulates what it means for a process to be locally stationary (cf. [6]). The last Assumption 2.6 mainly controls the behavior of the factor \( D_{f,n}(u) \) of \( f \in F \) (from equation (2.3)) which does not depend on the observations. Assumption 2.6 looks rather technical but is crucial to this context. The first part including (2.7) guarantees the right normalization of \( D_{f,n}(\cdot) \). The second part ensures the convergence of the asymptotic variances \( \text{Var}(G_n(f)) \) and covariances \( \text{Cov}(G_n(f), G_n(g)) \) with respect to the behavior of \( D_{f,n}(\cdot) \).

Assumptions 2.4, 2.5 and 2.6 are needed to allow for very different function classes \( F \) which later on becomes very important as we consider function classes of infinite cardinality. In many special cases, however, some of these assumptions are automatically fulfilled. For example,

- If \( \bar{f}(z, u) = \bar{f}(z) \) does not depend on \( u \), Assumption 2.4 is fulfilled.
- If \( X_i \) is stationary, Assumption 2.5 is fulfilled.
- If \( D_{f,n}(u) = 1 \), Assumption 2.6 is fulfilled.

We also need an additional submultiplicativity assumption on the dependence term \( \beta(\cdot) \) from (2.5).

**Assumption 2.7.** There exists a constant \( C_\beta > 0 \) such that for each \( q_1, q_2 \in \mathbb{N} \),

\[
\beta(q_1 q_2) \leq C_\beta \cdot \beta(q_1) \beta(q_2).
\]

It is easily seen that Assumption 2.7 is fulfilled if \( \Delta(k) \), in Assumption 2.2, follows a polynomial (\( \Delta(k) = ck^{-\alpha} \) for \( c > 0, \alpha > 1 \)) or exponential decay (\( \Delta(k) = cp^k \) for \( c > 0, \rho \in (0, 1) \)), cf. [14, Lemma 7.9]. It is generally not possible to show Assumption 2.7 if \( \Delta(k) \) contains a factor of the form \( \frac{1}{\log(k)} \).

### 2.2. A functional central limit theorem

We now state our main result. Recall the definition of \( V_n \) from (2.4). In the space

\[
\ell^\infty(F) = \{ G : F \to \mathbb{R} \mid \| G \|_\infty := \sup_{f \in F} |G(f)| < \infty \}, \tag{2.8}
\]

the following theorem holds true.

**Theorem 2.8.** Suppose that \( F \) satisfies Assumptions 2.2, 2.3, 2.7, 2.5, 2.4, 2.6. For

\[
\psi(\varepsilon) = \sqrt{\log(\varepsilon^{-1} \vee 1)} \log \log(\varepsilon^{-1} \vee \varepsilon) \tag{2.9}
\]

suppose that

\[
\sup_{n \in \mathbb{N}} \int_0^1 \psi(\varepsilon) \sqrt{\mathbb{E}(\varepsilon, F, V_n)} d\varepsilon < \infty.
\]

Then in \( \ell^\infty(F) \),

\[
\left[ G_n(f) \right]_{f \in F} \xrightarrow{d} \left[ G(f) \right]_{f \in F}
\]
where \((\mathbb{G}(f))_{f \in \mathcal{F}}\) is a centered Gaussian process with covariances

\[
\text{Cov}(\mathbb{G}(f), \mathbb{G}(g)) = \lim_{n \to \infty} \text{Cov}(\mathbb{G}_n(f), \mathbb{G}_n(g)) = \Sigma^{(k)}
\]

and \(\Sigma^{(k)}\) is from Assumption 2.6.

Here, the weak convergence is meant in the usual sense with outer probabilities. The properties of the space \(\ell^\infty(\mathcal{F})\) can be found in [17], for instance.

Note that it is a result of the convergence of the finite-dimensional distributions in Section 3, Theorem 3.1, and asymptotic tightness in Section 4.2, Corollary 4.5.

If further conditions in Assumption 2.2 are imposed, we derive simpler forms of \(V_n\) which are shown in the table below. In this case we suppose that \(\mathbb{D}_n \in (0, \infty)\) is independent of \(n \in \mathbb{N}\) and \(\Delta(k)\) is of polynomial or geometric decay. These results are proven in [14, Lemma 7.11 and Lemma 7.12].

Theorem significantly simplifies if \(X_i\) is stationary, \(\bar{f}(z, u) = \bar{f}(z_0)\), depends only on one observation and no weighting is present, i.e. \(D_{f,n}(u) = 1\). Assumptions 2.3, 2.4, 2.5 and 2.6 are then directly fulfilled. These assumptions are needed only to provide a (pointwise) central limit theorem for locally stationary processes. They basically ask for several smoothness properties of \(\bar{f}\).

In more detail, let

\[
\tilde{\mathbb{G}}_n(h) := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \{h(X_i) - \mathbb{E}h(X_i)\},
\]

where \(X_i = J(A_i), i = 1, \ldots, n\), is a stationary Bernoulli shift process and \(\mathcal{H} \subset \{h: \mathbb{R}^d \to \mathbb{R} \text{ measurable}\} \) with envelope function \(\bar{h}\), i.e. for \(h \in \mathcal{H}\) we have \(|h(\cdot)| \leq \bar{h}(\cdot)\), such that

\[
h^{(1)}(z_0) = \mathbb{E}[h(X_1)|X_0 = z_0], \quad h^{(2)}(z_0) = \mathbb{E}[h(X_1)^2|X_0 = z_0]^{1/2}
\]

are Hölder continuous with exponent \(s\) and constant \(L_\mathcal{H}\), that is, for all \(z, z' \in \mathbb{R}\),

\[
|h^{(1)}(z) - h^{(1)}(z')| \leq L_\mathcal{H}|z - z'|^s, \quad |h^{(2)}(z) - h^{(2)}(z')| \leq L_\mathcal{H}|z - z'|^s.
\]

Assumption 2.2 automatically is satisfied with \(R(\cdot) = \frac{1}{2}\) and thus \(C_R = \frac{1}{2}\), \(L = L_\mathcal{H}\) as well as \(C_G = \max\{h^{(1)}(0), h^{(2)}(0)\}\). Recall \(\beta(\cdot)\) in equation (2.5) and the functional dependence measure \(\delta_k^S(k)\) from (1.2). Then we have the following corollary of Theorem 2.8 in notation of Assumption 2.2.

**Corollary 2.9.** Suppose that \(\|X_1\|_{2s} < \infty\) and put \(\mathbb{D}_n := 1\). Let \(\Delta(k)\) fulfill \(\Delta(k) \geq dL_\mathcal{H}\delta^S_2(k-1)^{s}\) and there exists \(C_{\beta} > 0\) such that for all \(q_1, q_2 \in \mathbb{N}\),

\[
\beta(q_1, q_2) \leq C_{\beta}(q_1)\beta(q_2).
\]

Further, \(\|\bar{h}(X_1)\|_{2\beta} < \infty\) for some \(\bar{p} > 1\). Assume that

\[
\sup_{n \in \mathbb{N}} \int_0^1 \psi(\varepsilon) \sqrt{\mathbb{H}(\varepsilon, \mathcal{H}, V_\eta)} d\varepsilon < \infty,
\]
where \( \psi(\varepsilon) \) is from (2.9). Then it holds in \( \ell^\infty(\mathcal{H}) \) that
\[
[\hat{G}_n(h)]_{h \in \mathcal{H}} \overset{d}{\to} [\hat{G}(h)]_{h \in \mathcal{H}},
\]
where \( (\hat{G}(h))_{h \in \mathcal{H}} \) is a centered Gaussian process with covariances
\[
\text{Cov}(\hat{G}(h_1), \hat{G}(h_2)) = \sum_{k \in \mathbb{Z}} \text{Cov}(h_1(X_0), h_2(X_k)).
\]

2.3. Application to empirical distribution functions of stationary processes

As an example, consider the family of indicators
\[
\mathcal{H} = \{ h_x(z_0) := 1_{\{z_0 \leq x\}} : x \in \mathbb{R} \},
\]
which is the function class corresponding to the empirical distribution function
\[
[\hat{G}_n(x)]_{x \in \mathbb{R}} = \left[ \frac{1}{n} \sum_{i=1}^{n} 1_{\{X_i \leq x\}} \right]_{x \in \mathbb{R}} = [\hat{G}_n(h)]_{h \in \mathcal{H}}.
\]
Suppose that \( X_i, i = 1, ..., n, \) is stationary. Define the conditional distribution function
\[
G_z(x) = \mathbb{P}(X_1 \leq x | X_0 = z).
\]
Then we have the following corollary for dependence coefficients (cf. equation (1.2)) that follow a polynomial decay.

**Corollary 2.10.** Suppose that \( X_i \) is stationary and \( z \mapsto G_z(x) \) is Lipschitz continuous with Lipschitz constant \( L_G \) for all \( x \in \mathbb{R} \). Suppose that for some \( s \in (0, \frac{1}{2}) \), \( \|X_1\|_{2s} < \infty \) and \( \delta^{\mathcal{X}}_s(k) \leq ck^{-\alpha} \) with \( \alpha > \frac{1}{s}, c > 0 \). Then,
\[
[\hat{G}_n(x)]_{x \in \mathbb{R}} \overset{d}{\to} [\hat{G}(x)]_{x \in \mathbb{R}},
\]
where \( \hat{G}(x) \) is a Gaussian process with
\[
\text{Cov}(\hat{G}(x), \hat{G}(y)) = \sum_{k \in \mathbb{Z}} \text{Cov}(1_{\{X_0 \leq x\}}, 1_{\{X_k \leq y\}}).
\]

**Proof of Corollary 2.10.** Due to \( \min\{1, w\} \leq w^a \) for \( a \in [0, 1], w \geq 0 \), we have that for any \( s \in (0, \frac{1}{2}) \),
\[
|G_z(x) - G_{z'}(x)| \leq \min\{1, L_G|z - z'| \} \leq L^*_G|z - z'|^s.
\]
and
\[
|G_z(x) - G_{z'}(x)|^{1/2} \leq \min\{1, (L_G|z - z'|^{1/2}) \} \leq L^*_G|z - z'|^s.
\]
Choose \( \Delta(k) = cL_G(k - 1)^{-\alpha s} \), which is easily seen to satisfy (2.10) (in particular, \( \beta(q) < \infty \) for \( q \in \mathbb{N} \)) for some \( C_\beta = C_\beta(\alpha, s, c, L_G) \) chosen large enough.
which are only depending on \((g, \rho, \alpha, \sigma)\) and \(\mathbb{D}_n\). Furthermore, \(\tilde{\sigma} = \tilde{\sigma}(\sigma)\) fulfills \(\tilde{\sigma} \to 0\) for \(\sigma \to 0\).}

\[
V_n(f) = \sqrt{n} \frac{\log(n)}{\psi(\varepsilon)} \int_0^1 \psi(\varepsilon) \frac{f}{\sqrt{H(\varepsilon, H, v_n)}} d\varepsilon.
\]

Note that \(H(\varepsilon, H, v_n) = O(\log(\varepsilon^{-1}))\) for a given \(\varepsilon > 0\) by [17, Example 19.6], since in the stationary situation of the corollary, \(\|h\|_{2, n} = E[h(X_1)^2]^{1/2}\). Since \(\alpha s > 1\), Table 1 implies that

\[
\int_0^1 \psi(\varepsilon) \frac{1}{\sqrt{H(\varepsilon, H, v_n)}} d\varepsilon = O\left(\int_0^1 \psi(\varepsilon) e^{-\frac{1}{2} \psi(\varepsilon)} d\varepsilon\right) < \infty.
\]

Corollary 2.9 now implies the assertion.

\[\square\]

2.4. Comparison with other functional convergence results for the empirical distribution function of stationary processes

In the literature, several functional convergence results for the empirical distribution function were already provided. Here we list some approaches which are closely related to the functional dependence measure and compare the results to Corollary 2.10.

In [4], stationary processes of the form \(X_i = J(G_i)\) are considered where \(G_i = (\varepsilon_i, \varepsilon_{i-1}, \ldots)\) and \(J\) is measurable. Therein, the function \(J\) itself is assumed to fulfill a (geometrically decaying) Lipschitz condition, i.e. for any sequences \((a_i), (a'_{i})\) with \(a_i = a'_{i}, i \leq k\),

\[
|J((a_i)) - J((a'_{i}))| \leq C \alpha^k
\]

(2.11)

for some constants \(C, \alpha > 0\). Based on this, 1-approximation coefficients \(a_k\) are defined as upper bounds on

\[
\mathbb{E}\|X_0 - \mathbb{E}[X_0|\sigma(\varepsilon_0, \ldots, \varepsilon_k)]\|_1 \leq a_k.
\]

There is a strong connection between \(\delta^X(k)\) and \(a_k\), since it is possible to choose \(a_k \leq \sum_{i=k+1}^{\infty} \delta^X(j)\). The work of [4, Theorem 5] shows that under summability conditions on \(a_k\), the \(\beta\)-mixing coefficients and monotonicity assumptions on \(F = \{f_t : t \in [0, 1]\}\), a uniform central limit theorem for \((G_n(f_t))_{t \in [0, 1]}\) holds. Compared to our setting, (2.11) would lead to a geometrically decaying functional dependence measure \(\delta^X(k)\). Thus, the result in our Corollary 2.10 is much less restrictive regarding the dependence of the underlying process.

In [7, Theorem 2.1], a uniform central limit theorem for the empirical distribution function is shown under \(\beta_2(k) = O(k^{-1-\gamma})\), \(\gamma > 0\), by using specifically
designed dependence coefficients $\beta_2(k)$, $k \in \mathbb{N}_0$, based on the idea of absolute regularity. We now compare this result with Corollary 2.10. In [8, Section 6.1] it was shown that if $X_i = J(G_i)$ is stationary and the distribution function of $X_1$ is Lipschitz continuous, then for any $\nu \in [0, 1]$ one has

$$\beta_2(k) \leq C \cdot \left( \sum_{j=k+1}^{\infty} \delta^X(j)^{\nu'} \right)^{\frac{1}{\nu'+1}}, \quad \nu' = \min\{\nu, 1\},$$

where $C > 0$ is a constant independent of $k$. The condition $\beta_2(k) = O(k^{-1-\gamma})$ now naturally provides a decay condition on $\delta^X(j)$. With $\nu = 2s$ which corresponds to the moments of the process we have given in Corollary 2.10, we see after a short calculation that $\beta_2(k) = O(k^{-1-\gamma})$ asks for

$$\alpha \geq \frac{1}{s} + \frac{\gamma}{2s} + \gamma + 1.$$

In other words, if the results from [7], [8] are transferred to the functional dependence measure setting, they need a more restrictive decay condition.

Meanwhile, [3] investigates strong approximations of the multivariate empirical distribution function process (that is, contrary to our approach, the results are limited to empirical distribution functions). They assume that the stationary process $X_i = J(G_i)$ allows for approximations $(X^{(m)}_i)$ such that for all $m, i$,

$$P(|X_i - X^{(m)}_i| \geq m^{-A}) \leq m^{-A} \quad (2.12)$$

with some $A > 4$, and for any disjoint intervals $I_1, \ldots, I_r$ of integers and any positive integers $m_1, \ldots, m_r$, the vectors $\{X^{(m_1)}_i : i \in I_1\}, \ldots, \{X^{(m_r)}_j : j \in I_r\}$ are independent provided the separation between $I_k$ and $I_l$ is greater than $m_k + m_l$.

Under these assumptions, [3, Theorem 1, Corollary 1] shows that the empirical distribution function of $X_i$ weakly converges to some Gaussian process.

When having knowledge about the functional dependence measure, $X^{(m)}_i$ could be chosen as $X^{(m)}_i = E[X_i | \varepsilon_i, \ldots, \varepsilon_{i-m}]$. Then by Markov’s inequality,

$$P(|X_i - X^{(m)}_i| \geq m^{-A}) \leq \frac{\|X_i - X^{(m)}_i\|_{2A}}{m^{-2A}} \leq (m^A \cdot \sum_{j=m+1}^{\infty} \delta^{X_j}(j))^{2s},$$

so that (2.12) leads to a decay condition on $\delta^{X_j}(j)$. After a short calculation, we see that (2.12) is fulfilled if

$$\alpha \geq \left( \frac{1}{2s} + 1 \right) A + 1,$$

again a more restrictive decay condition than given in Corollary 2.10.

The work of [11] discusses the functional convergence of the multivariate empirical distribution function under a general growth condition imposed on the moments of $\sum_{i=1}^n \{h(X_i) - E h(X_i)\}$, where $h \in \mathcal{H}_s$ are Hölder continuous functions with exponent $\gamma \in (0, 1]$ approximating the indicator functions. They also relate their result to the functional dependence measure.
2.5. Application to empirical distribution functions of locally stationary processes

In this section, we apply our theory to the localized empirical distribution function \( \hat{G}_{n,h_n}(x,v) \) from (2.1) on a locally stationary process as motivated in the beginning of Section 2. Afterwards, we compare our result with [12] and [19].

Suppose that \( X_i \) is locally stationary in the sense that for each \( u \in [0,1] \), there exists a stationary process \( \hat{X}_i(u) = J(A_i,u) \), \( i \in \mathbb{Z} \), for a measurable function \( J \) such that

\[
\|X_i - \hat{X}_i(\cdot/n)\|_{2s} \leq C_X n^{-\varsigma}, \quad \|\hat{X}_i(u) - \hat{X}_i(u')\|_{2s} \leq C_X |u - u'|^\varsigma
\]

for a constant \( C_X > 0 \), \( \varsigma \in (0,1] \), \( u,u' \in [0,1] \) and \( i \in \{1,...,n\} \).

Recall \( G(x,v) = \mathbb{P}(X_1(v) \leq x) \). Define the conditional distribution function of the stationary approximation of \( X_i \),

\[
\hat{G}_z(x,v) = \mathbb{P}(\hat{X}_1(v) \leq x \mid \hat{X}_0(v) = z).
\]

Finally, we have to impose a regularity assumption on the distribution function \( G_i(x) := \mathbb{P}(X_i \leq x) \) of the locally stationary process itself.

We have the following generalization of Corollary 2.10.

**Corollary 2.11.** Let \( v \in (0,1) \). Suppose that there exists some \( L_G > 0 \) such that

- \( z \mapsto G_z(x,v) \) is Lipschitz continuous with constant \( L_G \) for all \( x \in \mathbb{R} \),
- \( x \mapsto G(x,v) \) is Lipschitz continuous with constant \( L_G \),
- \( x \mapsto G_i(x) \) is Lipschitz continuous with constant \( L_G \) and \( \lim_{x \to -\infty} \sup_{i,n} G_i(x) = 0 \), \( \lim_{x \to +\infty} \inf_{i,n} G_i(x) = 1 \).

Assume that \( K : \mathbb{R} \to \mathbb{R} \) is a Lipschitz continuous kernel function with

\[ \int K(x)dx = 1 \text{ and support } \subset \left[-\frac{1}{2},\frac{1}{2}\right]. \]

Furthermore, for some \( s \in (0,\frac{1}{2}] \) let \( \sup_{i,n} \|X_i\|_{2s} < \infty \) and \( \delta_X^s(k) \leq ck^{-\alpha} \) with \( \alpha > \frac{1}{s} \), \( c > 0 \).

Then for \( h,n \to \infty \), \( h_n \to 0 \),

\[
\left[ \hat{G}_{n,h_n}(x,v) \right]_{x \in \mathbb{R}} \overset{d}{\to} \left[ \hat{G}(x,v) \right]_{x \in \mathbb{R}},
\]

where \( \hat{G}(x,v) \) is a Gaussian process with

\[
\text{Cov}(\hat{G}(x,v),\hat{G}(y,v)) = \int K(u)^2 du \cdot \sum_{k \in \mathbb{Z}} \text{Cov}(\mathbb{1}_{\{\hat{X}_0(v) \leq x\}},\mathbb{1}_{\{\hat{X}_0(v) \leq y\}}).
\]

**Proof of Corollary 2.11.** We verify the conditions of Theorem 2.8. By \( \min\{1, w\} \leq w^a \) for \( a \in [0,1] \), \( w \geq 0 \), we have for any \( s \in (0,\frac{1}{2}] \),

\[
|G_z(x,v) - G_{z'}(x,v)| \leq \min\{1, L_G |z - z'|\} \leq L_G^2 |z - z'|^s.
\]
and

\[ |G_z(x, v) - G_{z'}(x, v)|^{1/2} \leq \min\{1, (L_G|z - z'|)^{1/2}\} \leq L_G|z - z'|^\alpha. \]

This shows Assumption 2.2 with \( p = \infty, R(\cdot) = \frac{1}{2} = \mathcal{C}_R. \)

Choose \( \Delta(k) = cL_G(k - 1)^{-\alpha s}, \) which can easily be seen to satisfy Assumption 2.7 (in particular, \( \beta(q) < \infty \) for \( q \in \mathbb{N} \)) for some \( C_\beta = C_{\beta}(\alpha, s, c, L_G) \) chosen large enough. Regarding Assumption 2.3 we first have

\[ N = 1 + \lfloor \frac{1}{c}\rfloor, \]

\[ \text{Let } \epsilon > 0 \text{ such that } \sup_{f, n} \left( \mathbb{P}(\tilde{Z}_0(v) \leq x) - \mathbb{P}(\tilde{Z}_0(v) \leq x - \frac{c}{L_G}) \right) \]

\[ \leq \frac{1}{c}\mathbb{P}(\tilde{Z}_0(v) \leq x) - \mathbb{P}(\tilde{Z}_0(v) \leq x - \frac{c}{L_G}) \]

\[ \leq \frac{1}{c}\left( G_z(x, v) - G_z(x - \frac{c}{L_G}, v) \right) \]

\[ \leq \frac{1}{c}\min\{1, c\} \leq 1. \]

The envelope function is the constant 1-function and satisfies the required condition trivially. Therefore, Assumption 2.3 holds true. Assumption 2.4 is automatically satisfied for fixed \( D \) with \( \mathcal{G}(f, n) = 1 \). For Assumption 2.6, note that \( D_{f, n}(u) = \frac{1}{\sqrt{n}} K\left( \frac{u - x}{n} \right) \) satisfies

\[ \frac{1}{n}\sum_{i=1}^{n} D_{f, n}(i/n)^2 \leq \frac{1}{n h_n} \sum_{i=1}^{n} K\left( \frac{i/n - v}{h_n} \right)^2 \leq |K|_\infty < \infty, \]

and \( D_{f, n}^{\infty} \leq \frac{1}{\sqrt{n}} |K|_\infty. \) Thus \( D_{f, n}^{\infty} \leq \frac{|K|_\infty}{\sqrt{n}h_n} \to 0, \) and the support satisfies \( \text{supp}(D_{f, n}(\cdot)) \subset [v - h_n, v + h_n]. \) Finally, \( h_n^{1/2}D_{f, n}^{\infty} \leq |K|_\infty < \infty \) and, since \( v \in (0, 1), \)

\[ \lim_{n \to \infty} \frac{1}{n} \int_{0}^{1} D_{f, n}(u)D_{g, n}(u)du = \lim_{n \to \infty} \frac{1}{h_n} \int_{0}^{1} K\left( \frac{u - v}{h_n} \right)^2 du = \int K(u)^2 du. \]

This shows all conditions of Assumption 2.6 (ii).

It holds that \( \mathbb{H}(\varepsilon, \mathcal{H}_1 \cdot \mathcal{H}_2) = O(\log(\varepsilon^{-1})) \) which is proven subsequently.

Let \( \varepsilon > 0. \) Since \( \lim_{x \to -\infty} \sup_{x} G_i(x) = 0 \) and \( \lim_{x \to +\infty} \inf_{x} G_i(x) = 1, \) there exists \( x_N = x_N(\varepsilon) > x_1 = x_1(\varepsilon) > 0 \) such that \( \sup_{x} G_i(x_1) \leq \varepsilon, \)

\[ \inf_{x} G_i(x_1) \geq 1 - \varepsilon. \]

Define \( x_{j+1} := x_j + j \cdot \frac{2}{L_G}, \) \( j = 1, 2, ..., N - 1 \) with \( N = 1 + \lfloor \frac{x_N - x_1}{L_G} \rfloor. \) Put \( x_0 = -\infty \) and \( x_{N+1} = \infty. \) Then for \( j = 1, 2, ..., N - 1 \) we have

\[ \| \mathbb{1}_{\{x_{j+1} \leq x \}} - \mathbb{1}_{\{x \leq x_{j+1} \}} \|_{2,n} \]

\[ \leq \sup_{i=1,...,n} \mathbb{E}(\| \mathbb{1}_{\{x \leq x_{j+1} \}} - \mathbb{1}_{\{x \leq x_j \}} \|_{2,n}^2) = \sup_{i=1,...,n} \| G_i(x_{j+1}) - G_i(x_j) \|_{2,n} \]

\[ = \sup_{i=1,...,n} \mathbb{E}(\| \mathbb{1}_{\{x \leq x_{j+1} \}} - \mathbb{1}_{\{x \leq x_j \}} \|_{2,n}^2) = \sup_{i=1,...,n} \| G_i(x_{j+1}) - G_i(x_j) \|_{2,n} \]

\[ \leq \sup_{i=1,...,n} \mathbb{E}(\| \mathbb{1}_{\{x \leq x_{j+1} \}} - \mathbb{1}_{\{x \leq x_j \}} \|_{2,n}^2) = \sup_{i=1,...,n} \mathbb{E}(\| G_i(x_{j+1}) - G_i(x_j) \|_{2,n}^2) \]
\[
\leq L_G |x_{j+1} - x_j| \leq \varepsilon^2,
\]
which shows that \(\{1_{\{t \leq x_j\}}, 1_{\{t \leq x_{j+1}\}}\}, j = 0, \ldots, N\) are \(\varepsilon\)-brackets with respect to \(\| \cdot \|_{2,n}\). Hence, \(H(\varepsilon, H, \| \cdot \|_{2,n}) = O(\log(\varepsilon^{-1}))\).

Since \(\alpha_s > 1\), Table 1 implies that
\[
\int_0^1 \psi(\varepsilon) \sqrt{H(\gamma, H, V_n)} d\varepsilon = O\left(\int_0^1 \psi(\varepsilon) \varepsilon^{-\frac{1}{\alpha_s}} \sqrt{\log(\varepsilon^{-1})} d\varepsilon\right) < \infty.
\]

Theorem 2.8 now implies the assertion.

In [19] a similar result is obtained for stationary sequences and accounts for weighted empirical processes, that is,
\[
(1 + |x|)^{\gamma/2} G_z(x, v) \text{ for } \gamma > 0.
\]
The recently published work [12] considers functional convergence of the empirical distribution function of piece-wise locally stationary processes. They impose that the functional dependence measure to decay geometrically cf. [12, assumption (A5)]. In the above Corollary 2.11 we were able to provide some weaker assumptions in general. In particular, we only need polynomial decay of the dependence coefficients. For instance, let us consider the linear locally stationary processes
\[
X_{i,n} = \sum_{k=0}^{\infty} a_k \left(\frac{i}{n}\right) \varepsilon_{i-k},
\]
where \(\varepsilon_i\) is i.i.d. with \(E\varepsilon_1 = 0\), \(E|\varepsilon|^\nu < \infty\) and \(a_k : [0,1] \to \mathbb{R}\) are arbitrary functions with \(\sup_{u \in [0,1]} |a_k(u)| \leq \frac{C}{\Delta}, \alpha > 1\). Then, \(\delta_\nu X(k) = O(k^{-\alpha})\).

In the same manner other decay rates can be realized by setting \(\delta_\nu X(k) = O(\sup_{u \in [0,1]} |a_k(u)|)\) for an appropriate choice of the coefficients \(a_k(\cdot)\).

We note that Assumption 2.5 also covers recursively defined time-varying processes like the tvARMA model, cf. Proposition 2.4 in [5], defined by
\[
\sum_{j=0}^p \alpha_j \left(\frac{t}{n}\right) X_{i-j} = \sum_{k=0}^q \beta_k \left(\frac{t}{n}\right) \sigma \left(\frac{t-k}{n}\right) \varepsilon_{t-k},
\]
where \(\varepsilon_i\) is i.i.d. with \(E\varepsilon_1 = 0\), \(E|\varepsilon_i| < \infty\) and \(\alpha_j, \beta_k, \sigma : [0,1] \to \mathbb{R}\) are of bounded variation with \(\alpha_0(u) = \beta_0(u) = 1\), \(\alpha_j(u) = \alpha_j(0)\), \(\beta_k(u) = \beta_k(0)\) for \(u < 0\) such that \(\sum_{j=0}^{\infty} \alpha_j(u) z^j \neq 0\) for all \(u\) and \(0 < |z| \leq 1 + \delta, \delta > 0\). In this case it is not sufficient to assume a representation \(X_i^{(n)} = \tilde{X}_i^{(n)}(i/n)\).

### 2.6. Further applications

Our theory allows for empirical process theory of general function classes. We illustrate further applications in two short examples.

**Example 1 (Distribution of residuals):** Consider the locally stationary time series model which is defined recursively via
\[
X_i = m(X_{i-1}, \frac{i}{n}) + \sigma(X_{i-1}, \frac{i}{n}) \varepsilon_i, \quad i = 1, \ldots, n,
\]
where \( \varepsilon_i, i \in \mathbb{Z} \), is an i.i.d. sequence of random variables with \( \mathbb{E} \varepsilon_1 = 0 \), \( \text{Var}(\varepsilon_1) = 1 \) and \( \sigma, m : \mathbb{R} \times [0, 1] \to \mathbb{R} \). These functions can be estimated with typical Nadaraya-Watson-type estimators

\[
\hat{m}(x, v) := \frac{1}{n} \sum_{i=1}^{n} K_{h_n}(v - \frac{i}{n}) K_{h_n}(x - X_{i-1}) X_i
\]

and

\[
\hat{\sigma}^2(x, v) := \frac{1}{n} \sum_{i=1}^{n} K_{h_n}(v - \frac{i}{n}) K_{h_n}(x - X_{i-1}) \cdot (X_i - \hat{m}(X_{i-1}, \frac{i}{n}))^2
\]

with some bounded kernel \( K : \mathbb{R} \to \mathbb{R} \) and \( K_h(\cdot) := \frac{1}{h} K(\frac{\cdot}{h}) \). Besides estimation of \( m(\cdot), \sigma(\cdot) \), it may also be of interest to derive the distribution function \( G_{\varepsilon} \) of \( \varepsilon_i \).

Following the approach of [1], we define empirical residuals \( \hat{\varepsilon}_i = \frac{X_i - \hat{m}(X_{i-1}, i/n)}{\hat{\sigma}(X_{i-1}, i/n)} \).

Then the convergence of \( (\hat{G}_x(x))_{x \in \mathbb{R}} \),

\[
\hat{G}_x(x) = \frac{1}{n} \sum_{i=1}^{n} 1_{\{\varepsilon_i \leq x\}} = \frac{1}{n} \sum_{i=1}^{n} 1_{\{\varepsilon_i \leq x, x \leq \frac{n}{n} - \frac{m(X_{i-1}, i/n)}{\sigma(X_{i-1}, i/n)} \}}
\]

can be discussed with empirical process theory and analytic properties of \( \hat{m}, \hat{\sigma} \).

Following the proof of Lemma 1 in [1], we have to define

\[
\mathcal{F} := \{ f_{x, d_1, d_2}(\varepsilon, z, u) = 1_{\{\varepsilon \leq x, d_2(z, u) + d_1(\varepsilon, u)\}} : -\infty < x < \infty, d_1 \in C_{1+\delta}^1(R, [0, 1]), d_2 \in \tilde{C}_{1+\delta}^1(R, [0, 1]) \},
\]

where \( R \) is the union of all domains of \( X_i, i = 1, ..., n, \delta > 0 \) and \( C_{1+\delta}^1(R, [0, 1]) \) is the class of differentiable functions \( d : R \times [0, 1] \to \mathbb{R} \) (with respect to the first component) such that

\[
\|d\|_{1+\delta} = \max_x \{\sup_x |d(x)|, \sup_x |d'(x)|\} + \sup_{x, y} \frac{|d'(x) - d'(y)|}{|x - y|^\delta} \leq 1,
\]

and \( \tilde{C}_{1+\delta}^1(R, [0, 1]) \) is the class of differentiable functions \( d : R \times [0, 1] \to \mathbb{R} \) (with respect to the first component) such that \( \|d\|_{1+\delta} \leq 2, \inf_x \{d(x)\} \geq \frac{1}{2} \).

Then, one has to show that \( \frac{\delta}{\sigma} \in C_{1+\delta}^1(R, [0, 1]), \frac{\sigma}{\hat{\sigma}} \in \tilde{C}_{1+\delta}^1(R, [0, 1]) \) based on assumptions on \( m, \sigma, K \) and provide the entropy of \( \mathcal{F} \), so that

\[
(\sqrt{n}(\hat{G}_x(x) - G_x(x)))_{x \in \mathbb{R}} = (\mathcal{G}_n(f_x, \frac{\sigma}{\hat{\sigma}}, \delta)) f_{x, \frac{\sigma}{\hat{\sigma}}, \delta} \in \mathcal{F}
\]

can be discussed with our theory.

The following example shows how to provide results for Nadaraya-Watson-type estimators. In particular, we make use of the maximal inequality provided in Section 4, Corollary 4.2.

**Example 2 (Kernel density estimation):** Let \( K : \mathbb{R} \to \mathbb{R} \) be some bounded kernel function which is Lipschitz continuous, satisfies \( \int K(u) du = 1 \) and has support \( \subset [-\frac{1}{2}, \frac{1}{2}] \). For some bandwidth \( h_n > 0 \), put \( K_h(\cdot) := \frac{1}{h} K(\frac{\cdot}{h}) \).
To obtain (2.13), we use Corollary 4.2. We have for \( h_{1n}, h_{2n} > 0 \) are bandwidths. Suppose that:

- For some \( s \leq \frac{1}{2}, \alpha > s^{-1}, \delta_2^\alpha(j) = O(j^{-\alpha}) \) and \( \sup_n \| X_i \|_{2s} < \infty \).
- There exists \( p_K \geq 2s, C_K > 0 \) such that for \( u \) large enough, \( |K(u)| \leq C_K |u|^{-p_K} \).
- There exist constants \( C_\infty, L_G > 0 \) such that the following holds. The conditional density \( g_{X_i|X_{i-1}=z} \) of \( X_i \) given \( X_{i-1} = z \) satisfies \( |g_{X_i|X_{i-1}=z}| \leq C_\infty \) and for any \( x \in \mathbb{R}, z \mapsto g_{X_i|X_{i-1}=z}(x) \) is Lipschitz continuous with constant \( L_G \).

We consider the localized density estimate of the density \( g_{X_i}(v) \) of the stationary approximation \( \tilde{X}_1(v) \),

\[
\hat{g}_{n, h_n}(x, v) = \frac{1}{n} \sum_{i=1}^{n} K_{h_{1n}} \left( \frac{i}{n} - v \right) K_{h_{2n}}(X_i - x)
\]

where \( h_{1n}, h_{2n} > 0 \) are bandwidths. Suppose that:

\[
\sup_{x \in \mathbb{R}, v \in [0,1]} \left| \hat{g}_{n, h_n}(x, v) - \mathbb{E}\hat{g}_{n, h_n}(x, v) \right| = O_p \left( \frac{\log(n)}{n h_{1n} h_{2n}} \right).
\]

To do so, note that

\[
\sqrt{n h_{1n} h_{2n}} \left( \hat{g}_{n, h_n}(x, v) - \mathbb{E}\hat{g}_{n, h_n}(x, v) \right) = \mathcal{G}_n(f_{x,v}),
\]

with

\[
\mathcal{F} = \{ f_{x,v}(z, u) = \sqrt{h_{1n}} K_{h_{1n}}(u - v) \cdot \sqrt{h_{2n}} K_{h_{2n}}(z - x) : x \in \mathbb{R}, v \in [0,1] \}.
\]

To obtain (2.13), we use Corollary 4.2. We have for \( \kappa \in \{1, 2\} \),

\[
\mu^{(\kappa)}(z) := \frac{1}{h_{2n}} \mathbb{E} \left[ K_{h_{2n}}(X_i - x)^\kappa \mid X_{i-1} = z \right]^{1/\kappa}
\]

\[
= \frac{1}{\sqrt{h_{2n}}} \left( \int K \left( \frac{y-x}{h_{2n}} \right)^\kappa f_{X_i|X_{i-1}=z}(y) dy \right)^{1/\kappa}
\]

\[
= h_{2n}^{\frac{1}{\kappa} - \frac{1}{2}} \left( \int K(w)^\kappa f_{X_i|X_{i-1}=z}(x + wh_{2n}) dw \right)^{1/\kappa}.
\]

Hence,

\[
|\mu^{(\kappa)}(z) - \mu^{(\kappa)}(z')| \\
\leq h_{2n}^{\frac{1}{\kappa} - \frac{1}{2}} \left( \int |K(w)|^\kappa |f_{X_i|X_{i-1}=z}(x + wh_{2n}) - f_{X_i|X_{i-1}=z'}(x + wh_{2n})| dw \right)^{1/\kappa}.
\]

On the other hand, \( |f_{X_i|X_{i-1}=z}(x + wh_{2n}) - f_{X_i|X_{i-1}=z'}(x + wh_{2n})| \leq \min\{L_G|z - z'|, C_\infty\} \). For \( s \leq \frac{1}{2} \), we obtain

\[
|\mu^{(\kappa)}(z) - \mu^{(\kappa)}(z')| \\
\leq h_{2n}^{\frac{1}{\kappa} - \frac{1}{2}} \left( \int |K(w)|^\kappa dw \right)^{1/\kappa} \cdot \left[ C_\infty \min\{1, \frac{L_G}{C_\infty}|z - z'|\} \right]^{1/\kappa}.
\]
\[
\leq h_{2,n}^{\epsilon - \frac{1}{2}} \left( \int |K(w)|^\epsilon \right)^{1/\epsilon} C_{\infty}^{\epsilon - s} L_{G}^{\epsilon} |z - z'|^s.
\]

This shows that Assumption 2.2 is satisfied with \( R(\cdot) = \frac{1}{2} = C_R \) and \( L_F = L_G \) and \( \Delta(k) = L_G(k - 1)^{-\alpha s} \). As before, it is easily seen that Assumption 2.7 is satisfied.

We apply Corollary 4.2 with \( \bar{F} = |K|_{\infty} \sqrt{h_{2,n}} = C_{\bar{F}, n} \) and \( L_G = L_{F} \) and \( \Delta(k) = L_{G}(k - 1)^{-\alpha s} \). As before, it is easily seen that Assumption 2.7 is satisfied.

We apply Corollary 4.2 with \( \bar{F} = |K|_{\infty} \sqrt{h_{2,n}} = C_{\bar{F}, n} \). For the grids \( V_n = \{ i \in \mathbb{Z} : i = 1, \ldots, n \} \), \( X_n = \{ i \in \mathbb{Z} : i \in \{-2[n^{3+\frac{1}{s}}], \ldots, 2[n^{3+\frac{1}{s}}]\} \} \), we obtain

\[
\sqrt{nh_{1,n}h_{2,n}} \sup_{x \in X_n, v \in V_n} |\hat{g}_{n,h_n}(x, v) - \mathbb{E}\hat{g}_{n,h_n}(x, v)| = \sup_{x \in X_n, v \in V_n} |G_n(f_{x,v})| = O_p(\sqrt{\log(n)}).
\]

The discretization of (2.13) is rather standard and postponed to the Appendix, Section A.4. Under additional conditions on the process, it is possible to replace \( \mathbb{E}\hat{g}_{n,h}(x, v) \) by \( g_{X_1(x, v)}(x) \) by introducing a typical bias of the order \( O(\sqrt{nh_{1,n}^3 + nh_{2,n}^3}) \). However, these are purely analytical considerations and are omitted.

**Remark 2.12.** As mentioned in the introduction, our theory allows us to discuss functions that depend on the whole infinite past. As an example let us consider M-estimation. In the (stationary) MA(1)-model

\[ X_i = \theta \varepsilon_{i-1} + \varepsilon_i \]

with i.i.d. \( \varepsilon_i \sim N(0, 1) \), we perform a maximum likelihood estimation of \( \theta \). Then, the quasi log-Likelihood is, up to some constants, of the form

\[ L_n(\theta) = \frac{1}{n} \sum_{i=1}^{n} f(Z_i^o, \theta), \quad Z_i^o = (X_i, X_{i-1}, \ldots, X_1, 0, 0, \ldots) \]

where \( f : \mathbb{R}^N \times [-1, 1] \to \mathbb{R}, f(x, \theta) = \sum_{k=0}^{\infty} (-\theta)^k x_k \). The asymptotics of \( L_n(\theta) \) can then be studied via

\[ L_n(\theta) = \frac{1}{n} \sum_{i=1}^{n} f(Z_i, \theta), \]

which now depends on infinitely many past observation \( X_i, -\infty < i \leq n \). Such a replacement can be performed uniformly in \( \theta \) with high probability, as long as \( f \) is summable with respect to its first argument. The advantage of this replacement lies in the fact that \( f \) does not have to depend on \( i \).

### 3. A general central limit theorem for locally stationary processes

In this section, we provide a multivariate central limit theorem for \( \mathbb{G}_n(f) \).
It is possible to show the following analogue of a multivariate central limit theorem for $G_n(f)$ as in Theorem [14, Theorem 3.4]. The proof is similar to the proof given in [14, Theorem 3.4]; the only difference appears in [14, Lemma 7.8] for which we supply the proof in the Appendix, Section A.3, Lemma A.6 under the different Assumptions 2.3, 2.4, 2.5 and 2.6.

**Theorem 3.1.** Suppose that $\mathcal{F}$ satisfies Assumptions 2.2, 2.3, 2.5, 2.4 and 2.6. Let $m \in \mathbb{N}$, $f_1, \ldots, f_m \in \mathcal{F}$ and $\Sigma^\mathcal{K} = \Sigma^{(\mathcal{K})}_{f_k,f_l}$. Then,

$$
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ \begin{pmatrix} f_1(Z_i, \frac{i}{n}) \\
\vdots \\
f_m(Z_i, \frac{i}{n}) \end{pmatrix} - \mathbb{E} \left[ \begin{pmatrix} f_1(Z_i, \frac{i}{n}) \\
\vdots \\
f_m(Z_i, \frac{i}{n}) \end{pmatrix} \right] \right\} \overset{d}{\to} N(0, \Sigma^\mathcal{K}),
$$

where $\Sigma^{(\mathcal{K})}$ is from Assumption 2.6.

4. Maximal inequalities and asymptotic tightness under functional dependence

We now provide an approach for empirical process theory if the class $\mathcal{F}$ consists of nonsmooth functions. Our approach is based on the decomposition $G_n(f) = G_n^{(1)}(f) + G_n^{(2)}(f)$ into a martingale

$$
G_n^{(1)}(f) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ f(Z_i, \frac{i}{n}) - \mathbb{E}[f(Z_i, \frac{i}{n})|Z_{i-1}] \right\}
$$

and a process

$$
G_n^{(2)}(f) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ \mathbb{E}[f(Z_i, \frac{i}{n})|Z_{i-1}] - \mathbb{E}f(Z_i, \frac{i}{n}) \right\}
$$

which is smooth with respect to the arguments $Z_i$ if Assumption 2.2 is fulfilled. The second part $G_n^{(2)}$ can then be controlled in a similar way as done in [14, Section 4], therefore this term is only discussed in the Appendix. Note that [14] cannot be directly applied because Assumption 2.2 therein asks for all elements of a function class $\mathcal{F}$ to be at least Hölder continuous (or of $(L,s,R,C)$-class for some $L, s, R, C$). The term $G_n^{(1)}$ is dealt with by using a Bernstein-type inequality for martingales. Observe that the conditional variance of $G_n^{(1)}(f)$ on $Z_{i-1}$ is bounded from above by

$$
R_n^2(f) := \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[f(Z_i, \frac{i}{n})^2|Z_{i-1}],
$$

The first step is now to bound $R_n^2(f)$ uniformly over $f \in \mathcal{F}$. 

4.1. Maximal inequalities

Based on $\beta(\cdot)$ from equation (2.5), we define

$$q^* (x) := \min \{ q \in \mathbb{N} : \beta(q) \leq q \cdot x \}.$$  

Let $D_n^\infty (u) := \sup_{f \in F} |D_{f,n}(u)|$, where $D_{f,n}$ is given by equation (2.3). For $\nu \geq 2$, choose $D_{\nu,n}^\infty$ such that

$$\left( \frac{1}{n} \sum_{i=1}^{n} D_n^\infty \left( \frac{i}{n} \right)^{1/\nu} \right)^1 \leq D_{\nu,n}^\infty.$$  

(4.1)

Put $D_n^\infty = D_2^\infty$. For $\delta > 0$, let

$$r(\delta) := \max \{ r > 0 : q^*(r) r \leq \delta \}.$$  

The specific values for $q^*(\cdot)$ and $r(\cdot)$ under polynomial and exponential decaying $\Delta(\cdot)$ are given in the table below.

| $q^*(x)$ | $r(\delta)$ |
|----------|-------------|
| $C_j^{-\alpha}, \alpha > 1$ | $C \rho^{\frac{1}{\nu}}, \rho \in (0,1)$ |
| $\max \{ x^{-\frac{j}{\nu}}, 1 \}$ | $\max \{ \log(x^{-\frac{j}{\nu}}), 1 \}$ |
| $\min \{ \delta, \delta \}$ | $\min \{ \frac{\delta}{\log(\delta)}, \delta \}$ |

Table 2

Equivalent expressions of $q^*(\cdot)$ and $r(\cdot)$ taken from [14, Lemma 7.10]. We omitted the lower and upper bound constants which are only depending on $C, \rho, \alpha$.

Recall $V_n$ from equation (2.4) and $H = H(|F|) = 1 \lor \log |F|$ as in (1.5). We have the following theorem.

**Theorem 4.1 (Controlling the variance).** Let $F$ satisfy $|F| < \infty$ and Assumption 2.2. Then there exists some universal constant $c > 0$ such that the following holds. If $\sup_{f \in F} \| f \|_\infty \leq M$ and $\sup_{f \in F} V_n(f) \leq \sigma$, then

$$\mathbb{E} \max_{f \in F} \left| R_n^2 (f) - \mathbb{E} R_n^2 (f) \right| \leq c \cdot \min_{q \in \{1, \ldots, n\}} \left[ \mathbb{D}_n r(\frac{\sigma}{\mathbb{D}_n}) \sigma + C_{\Delta}(\mathbb{D}_n^\infty)^2 \beta(q) + \frac{q M^2 H}{n} \right].$$  

(4.2)

Furthermore,

$$\mathbb{E} \max_{f \in F} \left| R_n^2 (f) - \mathbb{E} R_n^2 (f) \right| \leq 2c \cdot \left[ \mathbb{D}_n r(\frac{\sigma}{\mathbb{D}_n}) \sigma + q^* \left( \frac{M^2 H}{n(\mathbb{D}_n^\infty)^2 C_{\Delta}} \right) \frac{M^2 H}{n} \right].$$  

(4.3)

**Corollary 4.2 (Uniform convergence rates).** Suppose that $F$ satisfies $|F| < \infty$, Assumption 2.2 for some $\nu \geq 2$, and Assumption 2.7. Let $\tilde{F} := \sup_{f \in F} \tilde{f}$ and assume that for some $\nu_2 \in [2, \infty)$,

$$C_{F,n} := \sup_{i,u} \| \tilde{F}(Z_i, u) \|_{\nu_2} < \infty.$$  

Theorem 4.1 in conjunction with [14, Theorem 4.1] can be used to provide uniform convergence rates for $G_n(f)$. 
If
\[ \sup_{n \in \mathbb{N}} \sup_{f \in \mathcal{F}} V_n(f) < \infty, \quad \sup_{n \in \mathbb{N}} \frac{D_{2n}^\infty}{D_n^\infty} < \infty, \quad \sup_{n \in \mathbb{N}} \frac{C^2_{F,n} H}{n^{1 - \frac{1}{2}} r \left( \frac{\sigma}{\varepsilon} \right)^2} < \infty, \]

then
\[ \max_{f \in \mathcal{F}} |G_n(f)| = O_p(\sqrt{H}). \]

4.2. Asymptotic tightness

In this section, we extend the maximal inequality from Theorem 4.1 to arbitrary (infinite) classes \( \mathcal{F} \). Here, the submultiplicativity assumption on \( \beta(\cdot) \) from (2.5) becomes important again.

Recall \( H(k) = 1 \lor \log(k) \), \( D_n \) as in Assumption 2.2, \( D_\infty n = D_\infty 2n \) as in equation (4.1) and \( H(\varepsilon, \mathcal{F}, V) \) as the bracketing entropy. For \( n \in \mathbb{N}, \delta > 0 \), define
\[ m(n, \delta, k) := r \left( \frac{\delta}{D_n} \right) \cdot \frac{D_\infty n^{1/2}}{H(k)^{1/2}}. \]

(4.5)

Here, \( m(n, \delta, k) \) represents the threshold for rare events in the chaining procedure. We have the following maximal inequality.

**Theorem 4.3.** Let \( \mathcal{F} \) satisfy Assumption 2.2 and 2.7, and \( F \) be some envelope function of \( \mathcal{F} \). Furthermore, let \( \sigma > 0 \) and suppose that \( \sup_{f \in \mathcal{F}} V_n(f) \leq \sigma \). Let \( \psi \) be defined as in (2.9). Then there exists a universal constant \( c > 0 \) such that for each \( \eta > 0 \),
\[ \mathbb{P} \left( \sup_{f \in \mathcal{F}} |G_n^{(1)}(f)| > \eta \right) \leq \frac{1}{\eta} \left[ c \left( 1 + \frac{D_n^\infty}{D_n} + \frac{D_n}{D_n^\infty} \right) \cdot \int_0^\sigma \psi(\varepsilon) \sqrt{1 \lor H(\varepsilon, \mathcal{F}, V)} \, d\varepsilon \right. \]
\[ + \left. \sqrt{n} \| F \mathbb{I}_{\{ F > \frac{1}{2} m(n, \sigma, n, \mathbb{I}(2, \mathcal{F}, V_n)) \}} \mathbb{I}_1 \|_1 \right] + c \left( 1 + q^* \left( C_{\Delta}^{-1} C_{\beta}^{-2} \right) \left( \frac{D_\infty n^{1/2}}{D_n} \right)^2 \right) \int_0^\sigma \frac{1}{\varepsilon \psi(\varepsilon)}^2 \, d\varepsilon. \]

(4.6)

**Remark 4.4.** Let \( m > 0 \). The chaining procedure found in [13] for martingales uses the fact that for functions \( f, g \) with \( |f| \leq g \) and \( g(\cdot) > m \),
\[ |G_n^{(1)}(f)| \leq |G_n^{(1)}(g)| + 2 \sqrt{n} \cdot \frac{1}{n} \sum_{i=1}^n \mathbb{E}[g(Z_i, \frac{i}{n}) | Z_{i-1}] \leq |G_n^{(1)}(g)| + 2 \sqrt{n} R_n^2(g) / m. \]

Afterwards, bounds for the conditional variance \( R_n^2(g) \) are applied. In our case, these bounds are not sharp enough. We therefore employ the inequality
\[ |G_n^{(1)}(f)| \leq |G_n^{(1)}(g)| + 2 |G_n^{(2)}(g)| + 2 \sqrt{n} \frac{\|g\|^2_{\mathcal{L}_n}}{m}. \]
and are forced to use the “smooth” chaining technique applied on $G_n^{(2)}(g)$ as in [14, Theorem 4.4] and on $R_n^2(g)$ from Theorem 4.1.

We now obtain asymptotic equicontinuity of the process $G_n(f)$ by using Theorem 4.3 for $G_n^{(1)}$ and [14, Theorem 4.4] for $G_n^{(2)}$.

**Corollary 4.5.** Let $F$ satisfy the Assumptions 2.2, 2.7, 2.5, 2.4 and 2.3. For $\psi$ from (2.9), suppose that

$$\sup_{n \in \mathbb{N}} \int_0^\infty \psi(\varepsilon) \sqrt{1 + \mathbb{H}(\varepsilon, \tilde{F}, V_n)} d\varepsilon < \infty. \quad (4.7)$$

Furthermore, let $D_n, D_n^\infty \in (0, \infty)$ be independent of $n$, and

$$\sup_{i=1,\ldots,n} \frac{D_n(\frac{i}{n})}{\sqrt{n}} \to 0. \quad (4.8)$$

Then, the process $G_n(f)$ is equicontinuous with respect to $V$, that is, for every $\eta > 0$,

$$\lim_{\sigma \to 0} \limsup_{n \to \infty} \mathbb{P}\left( \sup_{f,g \in F, V(f-g) \leq \sigma} |G_n(f) - G_n(g)| \geq \eta \right) = 0.$$ 

**Remark 4.6.** Compared to [14, Corollary 4.5], the condition (4.7) of Corollary 4.5 is not optimal due to the additional (small, but nonconstant) $\psi(\varepsilon)$-factor (cf. (2.9)). The reason here is that we do not approximate the distance $R_n^2(\cdot)$ uniformly over the class $F$ in an external step but evaluate the needed bounds for $R_n^2(\cdot)$ during the chaining process. This is also the reason why our result does not include the i.i.d. version as a special case. However, in comparison to the results of [14, Lemma 7.12] we do not lose much due to this factor in the presence of polynomial dependence. Even in the case of exponential decay, the additional factor is of the same size as the factor already contributed due to dependence.

In comparison to our approach in [14], the smoothness assumptions on $f$ therein, allow us to directly calculate the functional dependence measure of the process $f(Z_i, \frac{i}{n})$. If $f$ itself is nonsmooth we build up our theory upon the decomposition of $G_n(f)$ into $G_n^{(1)}(f)$ and $G_n^{(2)}(f)$. The calculations regarding the conditional expectations $E[f(Z_i, \frac{i}{n})|Z_{i-1}]$ in $G_n^{(1)}(f)$ now have to be adjusted. This incorporates further technicalities in the proofs. More precisely, the tightness argument becomes more complex. However, as a martingale difference we can discuss it with Friedman’s martingale inequalities, which in turn lead us to impose conditions on the variance $E[f(Z_i, \frac{i}{n})^2|Z_{i-1}]^{1/2}$. At the same time, the proof of the central limit theorem for finite-dimensional distributions has to be adapted to our new setting as we also have to deal with the limit distribution of the variance. So, our theory here can be seen as a generalization of [14], although small compromises have to be made in form of the entropy condition and proof strategy.
5. Conclusion

In this paper, we have developed an empirical process theory for locally stationary processes and function classes of possibly nonsmooth functions. Here, the dependence was quantified with the functional dependence measure. We have proven maximal inequalities and functional central limit theorems. An empirical process theory for locally stationary processes is a key step to derive asymptotic and nonasymptotic results for a large class of time series.

We have shown that our theory can be applied to empirical distribution functions (EDFs) and kernel density estimators, but much more structures can be discussed. Compared to earlier papers in the context of stationary processes and the EDF, our results provide remarkable weak conditions on the dependence decay of the process. In particular, compared to [12], we could prove that functional weak convergence of the EDF holds under much simpler assumptions.

From a technical point of view, the linear and moment-based nature of the functional dependence measure has forced us to modify several approaches from [14]. A main issue was given by the fact that the dependence measure only transfers decay rates of continuous functions. The nonsmooth nature of the function class was dealt with a decomposition into a martingale and a conditional expectation part.

Appendix A: Appendix

We now provide some proof details for the main sections.

A.1. Proofs of Section 2

Lemma A.1. Let Assumption 2.2 hold for some \( \nu \geq 2 \). Then for all \( u \in [0, 1] \),

\[
\sup_i \| \sup_{f \in \mathcal{F}} [\mathbb{E}[f(Z_i, u)\mid Z_{i-1}] - \mathbb{E}[f(Z_i, u)\mid Z_{i-1}]^*]_{\nu/2} \|_{\nu} \leq 2D_{f,n}(u) \cdot \Delta(k),
\]

(A.1)

Furthermore,

\[
\mathbb{E}[f(Z_i, u)^2\mid Z_{i-1}] - \mathbb{E}[f(Z_i, u)^2\mid Z_{i-1}]^*_{\nu/2} \leq 2D_{f,n}(u) \cdot \|f(Z_i, u)\|_{\nu} \cdot \Delta(k),
\]

(A.4)
where $C_\Delta := 2\max\{d, d\} |L_s| C_X^s C_R + C_f$.

Proof of Lemma A.1. Let $\tilde{\mu}_{f,i}^{(1)}(z, u) = \mathbb{E}[\tilde{f}(Z_i, u)|Z_{i-1} = z]$ and $\tilde{\mu}_{f,i}^{(2)}(z, u) = \mathbb{E}[\tilde{f}(Z_i, u)^2|Z_{i-1} = z]$. We have by Assumption 2.2 that

$$
sup_i \left| \mathbb{E}[f(Z_i, u)|Z_{i-1}] - \mathbb{E}[f(Z_i, u)|Z_{i-1}]^{* (i-k)} \right| \leq |D_{f,n}(u)| \cdot sup_i \left| \tilde{\mu}_{f,i}^{(1)}(Z_{i-1}, u) - \tilde{\mu}_{f,i}^{(1)}(Z_{i-1}^{* (i-k)}, u) \right| \leq |D_{f,n}(u)| \cdot sup_i \left| |Z_{i-1} - Z_{i-1}^{* (i-k)}|_{s, L^{s, s}_s} \right| \cdot \left( ||R(Z_{i-1}, u)||_{p} + ||R(Z_{i-1}^{* (i-k)}, u)||_{p} \right).
$$

that is, the assertion (A.1) holds with the given $\Delta(k)$. The proof of (A.2) is similar.

We now prove (A.3). We have

$$\mathbb{E}[f(Z_i, u)^2] = \mathbb{E}[\mathbb{E}[f(Z_i, u)^2|Z_i]] = D_{f,n}(u)^2 \mathbb{E}[\tilde{\mu}_{f,i}^{(2)}(Z_{i-1}, u)^2]$$

and thus $\|f(Z_i, u)\|_2 = |D_{f,n}(u)| \cdot \|\tilde{\mu}_{f,i}^{(2)}(Z_{i-1}, u)\|_2$. Since

$$|\tilde{\mu}_{f,i}^{(2)}(y, u)| \leq |\tilde{\mu}_{f,i}^{(2)}(y, u) - \tilde{\mu}_{f,i}^{(2)}(0, u)| + |\tilde{\mu}_{f,i}^{(2)}(0, u)|,$$

the proof follows the same lines as in the proof of [14, Lemma 7.3].

We now show (A.4) and (A.5). We have

$$|\tilde{\mu}_{f,i}^{(2)}(z, u)^2 - \tilde{\mu}_{f,i}^{(2)}(z', u')| \leq |\tilde{\mu}_{f,i}^{(2)}(z, u) - \tilde{\mu}_{f,i}^{(2)}(z', u)| \cdot \left| |\tilde{\mu}_{f,i}^{(2)}(z, u)| + |\tilde{\mu}_{f,i}^{(2)}(z', u)| \right|.$$

We then have by the Cauchy-Schwarz inequality that

$$\left( sup_{f \in \mathcal{F}} |\tilde{\mu}_{f,i}^{(2)}(Z_{i-1}, u)^2 - \tilde{\mu}_{f,i}^{(2)}(Z_{i-1}^{* (i-k)}, u)^2| \right) \leq \left( sup_{f \in \mathcal{F}} |\tilde{\mu}_{f,i}^{(2)}(Z_{i-1}, u) - \tilde{\mu}_{f,i}^{(2)}(Z_{i-1}^{* (i-k)}, u)| \right) \cdot \left( sup_{f \in \mathcal{F}} |\tilde{\mu}_{f,i}^{(2)}(Z_{i-1}, u)| \right).$$

Since $\{\tilde{\mu}_{f,i}^{(2)} : f \in \mathcal{F}, i \in \{1, \ldots, n\}\}$ forms a $(L_s, s, R, C)$-class for some $L_s$, $s$, $R$, $C$, the first factor in (A.6) is bounded by $\Delta(k)$ as before. Furthermore,

$$|\tilde{\mu}_{f,i}^{(2)}(z, u) \leq |\tilde{\mu}_{f,i}^{(2)}(z, u) - \tilde{\mu}_{f,i}^{(2)}(0, u)| + |\tilde{\mu}_{f,i}^{(2)}(0, u)|.$$
\[ |z|_{L^\nu}^\alpha (R(z, u) + R(0, u)) + |\tilde{\mu}_{f,i}^{(2)}(0, u)|. \]

Note that
\[
\|Z_{i-1}\|_{L^\nu}^\alpha \cdot \left[ R(Z_{i-1}, u) + R(0, u) \right] \leq \left\| \sum_{j=0}^\infty L_{F,j} |Z_{i-1-j}|^\alpha_{\nu} \cdot \left( \|R(Z_{i-1}, u)\|_{\nu^2} + |R(0, u)| \right) \right\|_{\nu/2}
\]
\[
\leq \|d|L_{F,1}| \sup_{i,j} X_{ij}^\alpha_{\nu^2} \cdot (C_R + |R(0, u)|) \|_{\nu/2}
\]
\[
\leq 2d|L_{F,1}| C_{\nu}^\alpha C_R.
\]

We now obtain (A.5) from (A.6) with the given $C_\Delta$.

By the Cauchy-Schwarz inequality we have for $q \geq 2$,
\[
\delta_{\nu/2}^{[f(Z_i, u)^2 |Z_{i-1}|]} (k) = \sup_i \left\| \mathbb{E}[f(Z_i, u)^2 |Z_{i-1}|] - \mathbb{E}[f(Z_i, u)^2 |Z_{i-1}|^{(i-k)}] \right\|_{\nu/2}
\]
\[
= |D_{f,n}(u)| \cdot \sup_i \left\| D_{f,n}(u) (\tilde{\mu}_{f,i}^{(2)}(Z_{i-1}, u)^2 - \tilde{\mu}_{f,i}^{(2)}(Z_{i-1}^{(i-k)}, u)^2) \right\|_{\nu/2}
\]
\[
\leq |D_{f,n}(u)| \cdot \sup_i \left\| \tilde{\mu}_{f,i}^{(2)}(Z_{i-1}, u) - \tilde{\mu}_{f,i}^{(2)}(Z_{i-1}^{(i-k)}, u) \right\|_{\nu/2}
\]
\[
\times 2 |D_{f,n}(u)\tilde{\mu}_{f,i}^{(2)}(Z_{i-1}, u)|_{\nu/2} \quad (A.7)
\]

Furthermore,
\[
\left\| D_{f,n}(u)\tilde{\mu}_{f,i}^{(2)}(Z_{i-1}, u) \right\|_{\nu} \leq \left\| \mathbb{E}[f(Z_i, u)^2 |Z_{i-1}|]^{1/2} \right\|_{\nu} \leq \|f(Z_i, u)\|_{\nu}. \quad (A.8)
\]

Since Assumption 2.2 holds for $\tilde{\mu}_{f,i}^{(2)}$, the first factor in (A.7) is bounded by $D_{f,n}(u)\Delta(k)$ as in the proof of [14, Lemma 7.3]. Inserting this and (A.8) into (A.7), we obtain the result (A.4). \hfill \Box

### A.2. Proofs of Section 4.1

#### A.2.1. Proof of Theorem 4.1

In this section, we consider
\[
W_i(f) = \mathbb{E}[f(Z_i, \frac{i}{n})^2 |Z_{i-1}|], \quad S_n(f) := \sum_{i=1}^n \{ W_i(f) - \mathbb{E}W_i(f) \}.
\]

Then
\[
R_n(f)^2 = \frac{1}{n} \sum_{i=1}^n W_i(f), \quad R_n(f)^2 - \mathbb{E}R_n(f)^2 = \frac{1}{n} S_n(f).
\]

We obtain from Lemma A.1, (A.4) and (A.5) the following results with $\nu = 2$. 

Lemma A.2. Suppose that Assumption 2.2 holds. Then for each \( i = 1, \ldots, n, \) \( j \in \mathbb{N}, \) \( s \in \mathbb{N} \cup \{\infty\}, \) \( f \in \mathcal{F}, \)

\[
\left\| \sup_{f \in \mathcal{F}} |W_i(f) - W_i(f)^{(i-j)}| \right\|_1 \leq C \Delta D_n^\infty \left( \frac{i}{n} \right)^2 \Delta(j),
\]

\[
\left\| W_i(f) - W_i(f)^{(i-j)} \right\|_1 \leq 2|D_{f,n}(\frac{i}{n})| \cdot \|f(Z_i, \frac{i}{n})\|_2 \Delta(j),
\]

\[
\|W_i(f)\|_s \leq \|f(Z_i, \frac{i}{n})\|_2^s.
\]

We approximate \( W_i(f) \) by independent variables as follows (cf. also [20], [22]). Let

\[
W_{i,j}(f) := E[W_i(f)|\varepsilon_{i-j}, \varepsilon_{i-j+1}, \ldots, \varepsilon_i], \quad j \in \mathbb{N},
\]

and

\[
S_{n,j}(f) := \sum_{i=1}^n (W_{i,j}(f) - EW_{i,j}(f)).
\]

Let \( q \in \{1, \ldots, n\} \) be arbitrary. Put \( L := \left\lfloor \frac{\log(q)}{\log(2)} \right\rfloor \) and \( \tau_l := 2^l \) \((l = 0, \ldots, L-1)\), \( \tau_L := q \). Then we have

\[
W_i(f) = W_i(f) - W_{i,q}(f) + \sum_{l=1}^L (W_{i,\tau_l}(f) - W_{i,\tau_l-1}(f)) + W_{i,1}(f)
\]

(in the case \( q = 1 \), the sum in the middle does not appear) and thus

\[
S_n(f) = [S_n(f) - S_{n,q}(f)] + \sum_{l=1}^L [S_{n,\tau_l}(f) - S_{n,\tau_l-1}(f)] + S_{n,1}(f).
\]

We write

\[
S_{n,\tau_l}(f) - S_{n,\tau_l-1}(f) = \sum_{i=1}^{\left\lfloor \frac{\tau_l}{\tau} \right\rfloor + 1} T_{i,l}(f),
\]

\[
T_{i,l}(f) := \sum_{k=(i-1)\tau_l+1}^{(i\tau_l)\wedge n} [W_{k,\tau_l}(f) - W_{k,\tau_l-1}(f)].
\]

The random variables \( T_{i,l}(f), T_{i',l}(f) \) are independent if \( |i - i'| > 1 \). This leads to the decomposition

\[
\max_{f \in \mathcal{F}} \left| \frac{1}{n} S_n(f) \right| \leq \max_{f \in \mathcal{F}} \frac{1}{n} |S_n(f) - S_{n,q}(f)|
\]

\[
+ \sum_{l=1}^L \left[ \max_{f \in \mathcal{F}} \frac{1}{\tau_l} \sum_{i=1}^{\left\lfloor \frac{\tau_l}{\tau} \right\rfloor + 1} \frac{1}{\tau_l} T_{i,l}(f) \right] + \max_{f \in \mathcal{F}} \frac{1}{\tau_l} \sum_{i=1}^{\left\lfloor \frac{\tau_l}{\tau} \right\rfloor + 1} \frac{1}{\tau_l} T_{i,l}(f) \right].
\]
The next result is a uniform bound on means of independent random variables.

**Lemma A.3.** Assume that $Q_i(f)$, $i = 1, ..., m$ are independent variables indexed by $f \in F$ which fulfill $\mathbb{E}Q_i(f) = 0$, $\frac{1}{m} \sum_{i=1}^{m} \|Q_i(f)\|_1 \leq \sigma_Q$ and $|Q_i(f)| \leq M_Q$ a.s. ($i = 1, ..., n$). Then there exists some universal constant $c > 0$ such that

$$
\mathbb{E} \max_{f \in F} \left\{ \frac{1}{m} \sum_{i=1}^{m} Q_i(f) \right\} \leq c \left( \sigma_Q + \frac{M_Q H}{m} \right),
$$

(A.10)

where $H$ is defined by (1.5).

**Proof of Lemma A.3.** Let $Q_i = Q_i(f)$. By Bernstein’s inequality, we have for each $f \in F$ that

$$
\mathbb{P}\left( \left| \frac{1}{m} \sum_{i=1}^{m} Q_i \right| \geq x \right) \leq 2 \exp\left( -\frac{1}{2} \frac{x^2}{\frac{1}{m} \sum_{i=1}^{m} \|Q_i(f)\|_2^2 + \frac{x M_Q}{m}} \right)
$$

$$
\leq 2 \exp\left( -\frac{1}{2} \frac{x^2}{\frac{M_Q}{m} \cdot \sigma_Q + \frac{x M_Q}{m}} \right),
$$

where we used in the last step that $\|Q_i\|_2^2 = \mathbb{E}[Q_i^2] \leq M_Q \|Q_i\|_1$.

With standard arguments (cf. the proof of Lemma 19.33 in [17]), we conclude that there exists some universal constant $c_1 > 0$ with

$$
\mathbb{E} \max_{f \in F} \left\{ \frac{1}{m} \sum_{i=1}^{m} Q_i(f) \right\} \leq c_1 \left( \sqrt{H} \left( \frac{\sigma_Q M_Q}{m} \right)^{1/2} + \frac{M_Q H}{m} \right).
$$

The result follows by using $(\frac{H \sigma_Q M_Q}{m})^{1/2} \leq 2 \frac{M_Q H}{m} + 2 \sigma_Q$. \qed

We now prove Theorem 4.1 based on Lemma A.2 and Lemma A.3 and the decomposition (A.9).

**Proof of Theorem 4.1.** We first discuss $A_2$. We have

$$
\sum_{l=1}^{L} \mathbb{E} \max_{f \in F} \frac{1}{n} \left\{ \sum_{1 \leq i \leq \lfloor \frac{\gamma_l j}{n} \rfloor + 1, \text{odd}} \mathbb{E} \left( \frac{1}{n} T_{i,l}(f) \right) \right\}.
$$

Since $\|W_{k,j}(f) - W_{k,j-1}(f)\|_1 \leq 2 \min\{\|W_k(f)\|_1, \delta_1^{W_k}(j - 1)\}$, we have for each $f \in F$,

$$
\frac{1}{\gamma_l} \|T_{i,l}\|_1 \leq \sum_{j=\gamma_l - 1 + 1}^{\gamma_l} \frac{1}{\gamma_l} \left\{ \sum_{k=(j-1)\gamma_l + 1}^{(j)\gamma_l} \|W_{k,j} - W_{k,j-1}\|_1 \right\}
$$
\[
\sum_{j=\tau_{l-1}+1}^{\tau_{l}} 1_{\tau_{l}} \sum_{k=(i-1)\tau_{l}+1}^{(i\tau_{l})\wedge n} \|W_{k,j} - W_{k,j-1}\|_1 \\
\leq 2 \sum_{j=\tau_{l-1}+1}^{\tau_{l}} \frac{1}{\tau_{l}} \sum_{k=(i-1)\tau_{l}+1}^{(i\tau_{l})\wedge n} \min\{\|W_k(f)\|_1, \delta_1 W_k(f)(j-1)\} \\
\leq 2 \sum_{j=\tau_{l-1}+1}^{\tau_{l}} \min\{\frac{1}{\tau_{l}} \sum_{k=(i-1)\tau_{l}+1}^{(i\tau_{l})\wedge n} \|W_k(f)\|_1, \frac{1}{\tau_{l}} \sum_{k=(i-1)\tau_{l}+1}^{(i\tau_{l})\wedge n} \delta_1 W_k(f)(j-1)\} \\
= 2 \sum_{j=\tau_{l-1}+1}^{\tau_{l}} \min\{\sigma_{i,l}, \Delta_{i,j,l}\},
\]

where

\[
\sigma_{i,l} := \frac{1}{\tau_{l}} \sum_{k=(i-1)\tau_{l}+1}^{(i\tau_{l})\wedge n} \|W_k(f)\|_1, \quad \Delta_{i,j,l} := \frac{1}{\tau_{l}} \sum_{k=(i-1)\tau_{l}+1}^{(i\tau_{l})\wedge n} \delta_1 W_k(f)(j-1).
\]

We conclude that

\[
\frac{1}{\tau_{l}} |T_{l,i}| \leq 2 \sup_{i} \|W_i(f)\|_\infty \leq 2 \|f\|^2 \leq 2M^2. \quad (A.12)
\]

By Lemma A.3, (A.10), we have with some universal constant \(c_1 > 0\) that

\[
\mathbb{E} A_2 \\
\leq 2c_1 \sum_{j=\tau_{l-1}+1}^{\tau_{l}} \left[ \sup_{f \in F} \left( \frac{1}{\tau_{l}} \sum_{i=1}^{[\frac{n}{\tau_{l}}]} \sum_{k=(i-1)\tau_{l}+1}^{(i\tau_{l})\wedge n} \|T_{l,i}(f)\|_1 \right) + \frac{2M^2H}{[\frac{n}{\tau_{l}}] + 1} \right] \\
\leq 2c_1 \sum_{j=\tau_{l-1}+1}^{\tau_{l}} \left[ \sum_{j=\tau_{l-1}+1}^{\tau_{l}} \min\{\frac{1}{n} \sum_{i=1}^{n} \|W_i(f)\|_1, \frac{1}{n} \sum_{i=1}^{n} \delta_1 W_i(f)(j)\} + \frac{qM^2H}{n} \right].
\]

(A.13)
By Lemma A.2 and the Cauchy-Schwarz inequality for sums,

\[ \sum_{i=1}^{L} \max_{F_i} \sum_{j=\tau_{i-1}+1}^{\tau_i} \min \left\{ \frac{1}{n} \sum_{i=1}^{n} \| W_i(f) \|_1, \frac{1}{n} \sum_{i=1}^{n} \delta_{W_i}(j) \right\} \]

\[ \leq \sum_{i=1}^{L} \max_{F_i} \sum_{j=\tau_{i-1}+1}^{\tau_i} \min \left\{ \frac{1}{n} \sum_{i=1}^{n} \| f(Z_i, i/\tau) \|_2^2, \frac{2}{n} \sum_{i=1}^{n} D_{f,n}(i/\tau) \| f(Z_i, i/\tau) \|_2 \Delta(j) \right\} \]

\[ \leq \sum_{j=1}^{\infty} \min \{ \sup_{f \in F} \| f \|_2, 2D_n \sup_{f \in F} \| f \|_2, \Delta(j) \} \]

\[ = \sup_{f \in F} \| f \|_2 \cdot \tilde{V} \left( \sup_{f \in F} \| f \|_2 \right) \]

\[ = \sup_{f \in F} \left\{ \| f \|_2 \cdot \tilde{V} \right\} , \quad (A.14) \]

where

\[ \tilde{V}(x) = x + \sum_{j=1}^{\infty} \min \{ x, D_n \Delta(j) \} \quad (A.15) \]

and in the second-to-last equality the fact that \( x \mapsto x \cdot \tilde{V}(x) \) is increasing in \( x \).

We also have \( \| W_{i,0}(f) - \mathbb{E} W_{i,0}(f) \|_\infty \leq 2 \| f \|_\infty \leq 2M^2 \) and \( \| W_{i,0}(f) - \mathbb{E} W_{i,0}(f) \|_1 \leq 2 \| W_i(f) \|_1 \). Thus by Lemma A.3, (A.10),

\[ \mathbb{E} A_3 \leq \mathbb{E} \max_{f \in F} \left\{ \frac{1}{n} \sum_{i=1}^{n} (W_{i,0}(f) - \mathbb{E} W_{i,0}(f)) \right\} \]

\[ \leq 2c_1 \left( \sup_{f \in F} \frac{1}{n} \sum_{i=1}^{n} \| W_i(f) \|_1 + \frac{M^2 H}{n} \right) \quad (A.16) \]

\[ \leq 2c_1 \left( \sup_{f \in F} \| f \|_2^2, \frac{M^2 H}{n} \right), \quad (A.17) \]

Finally,

\[ \mathbb{E} A_1 \leq \sum_{j=q}^{\infty} \mathbb{E} \sup_{f \in F} \left| \frac{1}{n} \sum_{i=1}^{n} (W_{i,j+1}(f) - W_{i,j}(f)) \right| \]

\[ \leq \sum_{j=q}^{\infty} \frac{1}{n} \sum_{i=1}^{n} \| W_{i,j+1}(f) - W_{i,j}(f) \|_1. \]

Since \( \| W_{i,j+1}(f) - W_{i,j}(f) \|_1 = \mathbb{E} \| W_i(f)^{**(i-j)} - W_i(f)^{**(i-j+1)} \|_{A_i} \leq \mathbb{E} \| W_i(f)^{**(i-j)} - W_i(f)^{**(i-j+1)} \|_{A_i} \), where we use the notation \( H(F_i)^{**(i-j)} := H(F_i^{**(i-j)}) \) and \( F_i^{**(i-j)} = (\varepsilon_{i}, \varepsilon_{i-1}, \ldots, \varepsilon_{i-j}, \varepsilon_{i-j-1}, \varepsilon_{i-j-2}, \ldots) \), we have

\[ \| \sup_{f \in F} | W_{i,j+1}(f) - W_{i,j}(f) \|_1 \]
\[ \begin{align*}
& \leq \| \mathbb{E} \max_{f \in \mathcal{F}} | W_i(f)^{*(i-j)} - W_i(f)^{*(i-j+1)} | \| A_i \|_1 \\
& \leq \| \sup_{f \in \mathcal{F}} | W_i(f)^{*(i-j)} - W_i(f)^{*(i-j+1)} | \|_1 \\
& = \| \sup_{f \in \mathcal{F}} | W_i(f) - W_i(f)^{*(i-j)} | \|_1 \leq D_n^\infty \left( \frac{i}{n} \right)^2 C \Delta(j), \quad (A.18)
\end{align*} \]

which shows that
\[ \mathbb{E} A_1 \leq (D_n^\infty)^2 C \Delta(\beta(q)). \quad (A.19) \]

Collecting the upper bounds (A.13), (A.14), (A.17) and (A.19), we obtain that
\[ \mathbb{E} \max_{f \in \mathcal{F}} \left| \frac{1}{n} S_n(f) \right| \leq (4c_1 + 1) \cdot \left[ \sup_{f \in \mathcal{F}} \| f \|_{2,n} V_n(f) \right] + (D_n^\infty)^2 C \Delta(\beta(q)) + \frac{qM^2H}{n}. \quad (A.20) \]

By (A.29), \( V_n(f) \leq \sigma \) implies \( \| f \|_{2,n} \leq D_n r \left( \frac{\sigma}{\mathbb{D}_n} \right) \| f \|_{2,n} \) and thus
\[ \| f \|_{2,n} \leq D_n r \left( \frac{\sigma}{\mathbb{D}_n} \right), \quad \text{thus} \]
\[ \sup_{f \in \mathcal{F}} \left[ \| f \|_{2,n} V_n(f) \right] \leq D_n r \left( \frac{\sigma}{\mathbb{D}_n} \right) \sigma. \quad (A.21) \]

Inserting (A.21) into (A.20) yields the first assertion (4.2) of the lemma.

We now show (4.3) with a case distinction. We abbreviate \( q^* = q^* \left( \frac{M^2H}{n} \right) \).

If \( q^* H \leq 1 \), we have \( q^* \in \{ 1, \ldots, n \} \) and thus
\[ P \leq c \left( D_n r \left( \frac{\sigma}{\mathbb{D}_n} \right) \sigma + (D_n^\infty)^2 C \Delta(\beta(q^*) + q^* \frac{M^2H}{n} \right) \]
\[ \leq 2c \left( D_n r \left( \frac{\sigma}{\mathbb{D}_n} \right) \sigma + q^* \frac{M^2H}{n} \right) \]
\[ = 2c \left( D_n r \left( \frac{\sigma}{\mathbb{D}_n} \right) \sigma + M^2 \cdot \min \left\{ q^* \frac{H}{n}, 1 \right\} \right). \quad (A.22) \]

If \( q^* H \geq 1 \), choose \( q_0 = \lceil \frac{1}{H} \rceil \leq \frac{n}{H} \). By simply bounding each summand with \( M^2 \), we have
\[ \mathbb{E} \max_{f \in \mathcal{F}} \left| \frac{1}{n} S_n(f) \right| \leq M^2 \leq c \left( D_n r \left( \frac{\sigma}{\mathbb{D}_n} \right) \sigma + M^2 \right) \]
\[ \leq 2c \left( D_n r \left( \frac{\sigma}{\mathbb{D}_n} \right) \sigma + M^2 \cdot \min \left\{ q^* \frac{H}{n}, 1 \right\} \right). \quad (A.23) \]

holds. Putting the two bounds (A.22) and (A.23) together, we obtain the result (4.3).

The following lemma is an auxiliary result to prove Corollary 4.2 and Lemma A.5.
Lemma A.4. Let $\mathcal{F}$ be some finite class of functions. Let $R > 0$ be arbitrary and assume that $\sup_{f \in \mathcal{F}} \|f\|_\infty \leq M$. Then there exists a universal constant $c > 0$ such that
\[
E \max_{f \in \mathcal{F}} |G_n^{(1)}(f)| 1_{\{R_n(f)^2 \leq R^2\}} \leq c \left\{ R \sqrt{H} + \frac{MH}{\sqrt{n}} \right\},
\] (A.24)
where $H$ is defined by (1.5).

Proof of Lemma A.4. By Theorem 3.3 in [15], it holds for $x, a > 0$ a measurable function $f$ that
\[
P\left( |G_n^{(1)}(f)| \geq x, R_n(f)^2 \leq R^2 \right) \leq 2 \exp \left( - \frac{1}{2} \frac{x^2}{R^2} + \frac{2\|f\|_\infty^2 x^2}{3\sqrt{n}} \right).
\]
Using standard arguments (cf. the proof of Lemma 19.33 in [17]), we obtain (A.24).

Proof of Corollary 4.2. Let us define the following functions first. For $m > 0$, define $\varphi^\wedge_m : \mathbb{R} \to \mathbb{R}$ and the corresponding “peaky” residual function $\varphi^\vee_m : \mathbb{R} \to \mathbb{R}$ via
\[
\varphi^\wedge_m(x) := (x \lor (-m)) \land m, \quad \varphi^\vee_m(x) := x - \varphi^\wedge_m(x).
\]
Now, let $Q \geq 1$, and $\sigma := \sup_{n \in \mathbb{N}} \sup_{f \in \mathcal{F}} V_n(f) < \infty$. Put
\[
M_n = \frac{\sqrt{n}}{\sqrt{H}} (\sigma Q^{1/2} D_n) D_n^\infty.
\]
Let $F(z, u) := D_n^\infty(u) \cdot \tilde{F}(z, u)$, (recall $\tilde{F} = \sup_{f \in \mathcal{F}} \bar{f}$). Then
\[
P\left( \max_{f \in \mathcal{F}} |G_n(f)| > Q \sqrt{H} \right)
\leq P\left( \max_{f \in \mathcal{F}} |G_n(f)| > Q \sqrt{H}, \sup_{i=1, \ldots, n} F(Z_i, \frac{i}{n}) \leq M_n \right)
\quad + P\left( \sup_{i=1, \ldots, n} F(Z_i, \frac{i}{n}) > M_n \right)
\leq P\left( \max_{f \in \mathcal{F}} |G_n(\varphi^\wedge_{M_n}(f))| > \frac{Q \sqrt{H}}{2} \right)
\quad + P\left( \frac{1}{\sqrt{n}} \max_{f \in \mathcal{F}} \sum_{i=1}^n \mathbb{E}[f(Z_i, \frac{i}{n}) 1_{|f(Z_i, \frac{i}{n})| > M_n}] \right) > \frac{Q \sqrt{H}}{2} \right)
\quad + P\left( \sup_{i=1, \ldots, n} F(Z_i, \frac{i}{n}) > M_n \right).
\]
(A.25)

For the first summand in (A.25), we use the decomposition
\[
P\left( \max_{f \in \mathcal{F}} |G_n(\varphi^\wedge_{M_n}(f))| > \frac{Q \sqrt{H}}{2} \right)
\]
We now discuss the three terms separately. By Lemma A.4, we have

\[ P\left( \max_{f \in \mathcal{F}} |G_n^{(1)}(\varphi_{M_n}(f))| > \frac{Q\sqrt{H}}{4} \right) \]

\[ \leq \mathbb{P}\left( \max_{f \in \mathcal{F}} |G_n^{(2)}(\varphi_{M_n}(f))| > \frac{Q\sqrt{H}}{4} \right) + \mathbb{P}\left( \max_{f \in \mathcal{F}} R_n(\varphi_{M_n}(f)) > \sigma^2 \right) + \mathbb{P}\left( \max_{f \in \mathcal{F}} R_n(\varphi_{M_n}(f)) > \sigma^2 \right) \]

\[ \leq \mathbb{P}\left( \max_{f \in \mathcal{F}} |G_n^{(2)}(\varphi_{M_n}(f))| > \frac{Q\sqrt{H}}{4}, \max_{f \in \mathcal{F}} R_n(\varphi_{M_n}(f))^2 \leq \sigma^2 \right) + \mathbb{P}\left( \max_{f \in \mathcal{F}} R_n(\varphi_{M_n}(f)) > \sigma^2 \right) + \mathbb{P}\left( \max_{f \in \mathcal{F}} |G_n^{(2)}(\varphi_{M_n}(f))| > \frac{Q\sqrt{H}}{4} \right). \tag{A.26} \]

By Theorem 4.1 and (A.31),

\[ \mathbb{P}\left( \max_{f \in \mathcal{F}} R_n(\varphi_{M_n}(f))^2 > Q^{3/2}\sigma^2 \right) \]

\[ \leq \frac{2c}{\sigma^2 Q^{3/2}} \left[ D_n r_n(\frac{\sigma}{\sigma_{\mathcal{F}}}) + \sigma^*(\frac{M^2 H}{n(\mathbb{D}^\infty_n)^2 C^2_\Delta}) \frac{M^2 H}{n} \right] \]

\[ \leq \frac{2c}{\sigma^2 Q^{3/2}} \left[ \sigma^2 + \sigma^*(\frac{r(\frac{\sigma Q^{1/2}}{\mathbb{D}^\infty_n})}{C^2_\Delta}) r(\frac{\sigma Q^{1/2}}{\mathbb{D}^\infty_n}) \right] \]

\[ \leq \frac{2c}{\sigma^2 Q^{3/2}} \left[ \sigma^2 + \sigma^*(\frac{C^{1-1} C_{\beta}^{-2}}{C^{1-1} C_{\beta}^{-2}}) \sigma^2 Q \right] \]

\[ \leq \frac{2c}{Q^{1/2}} \left[ 1 + \sigma^*(\frac{C^{1-1} C_{\beta}^{-2}}{C^{1-1} C_{\beta}^{-2}}) \right] \]

for \( C_\Delta \) defined in Lemma A.1.

By [14, Theorem 4.1] applied to \( W_i(f) = \mathbb{E}[f(Z_i, \frac{1}{n})|Z_{i-1}] \),

\[ \mathbb{P}\left( \max_{f \in \mathcal{F}} |G_n^{(2)}(\varphi_{M_n}(f))| > \frac{Q\sqrt{H}}{4} \right) \]

\[ \leq \frac{8c}{Q\sqrt{H}} \cdot \left[ \sigma\sqrt{H} + \sigma^*(r(\frac{\sigma Q^{1/2}}{\mathbb{D}^\infty_n})) r(\frac{\sigma Q^{1/2}}{\mathbb{D}^\infty_n}) \mathbb{D}^\infty_n \right] \]

\[ \leq \frac{8c}{Q\sqrt{H}} \left[ \sigma\sqrt{H} + \sigma Q^{1/2}\sqrt{H} \right] \leq \frac{16c\sigma}{Q^{1/2}}. \]

Inserting the upper bounds into (A.26), we obtain

\[ \mathbb{P}\left( \max_{f \in \mathcal{F}} |G_n(\varphi_{M_n}(f))| > \frac{Q\sqrt{H}}{2} \right) \leq \frac{8c}{Q^{1/4}} + \frac{2c}{Q^{1/2}} \left[ 1 + \sigma^*(\frac{C^{1-1} C_{\beta}^{-2}}{C^{1-1} C_{\beta}^{-2}}) \right] + \frac{16c\sigma}{Q^{1/2}} \to 0. \]
for $Q \to \infty$. The second and third summand in (A.25) were already discussed in the proof of [14, Corollary 4.3] (equation (7.34) and (7.35) therein; note especially that we only need there that $\|F(Z_i, \frac{i}{n})\|_{\nu_2} \leq C_{F,n}$ instead of $C_\Delta$ which is part of the assumptions), and converge to 0 for $Q \to \infty$ under the given assumptions.

The following Lemma A.5 is used to prove Theorem 4.3.

**Lemma A.5 (Compatibility lemma 2).** Let $\psi : (0, \infty) \to [1, \infty)$ be some function and $k \in \mathbb{N}$, $\delta > 0$. If $\mathcal{F}$ fulfills $|\mathcal{F}| \leq k$ and Assumptions 2.2, 2.7, then there exists some universal constant $c > 0$ such that the following holds: If $\sup_{f \in \mathcal{F}} V_n(f) \leq \delta$ and $\sup_{f \in \mathcal{F}} \|f\|_{\infty} \leq m(n, \delta, k)$, then

$$
\mathbb{E}\max_{f \in \mathcal{F}} \left| G_n^{(1)}(f) \right| 1_{\{R_n(f) \leq 2\delta \psi(\delta)\}} \leq \frac{2c(1 + \frac{D_{\infty}^n}{D_n})}{\psi(\delta)} \delta \sqrt{H(k)}, \quad (A.27)
$$

$$
\mathbb{P}\left( \sup_{f \in \mathcal{F}} R_n(f) > 2\delta \psi(\delta) \right) \leq \frac{2c(1 + q^* (C_\Delta^{-1} C_{\beta}^{-2})^\frac{2n}{\delta^2})}{\psi(\delta)^2} \delta \sqrt{H(k)}, \quad (A.28)
$$

**Proof of Lemma A.5.** By Lemma A.4 and since $r(a) \leq a$ (cf. [14, Lemma 7.5]),

$$
\mathbb{E}\max_{f \in \mathcal{F}} \left| G_n^{(1)}(f) \right| 1_{\{R_n(f) \leq 2\delta \psi(\delta)\}} \leq c \left\{ 2\psi(\delta) \delta \sqrt{H(k)} + \frac{m(n, \delta, k) H(k)}{\sqrt{n}} \right\}
$$

$$
\leq 2c \cdot \left[ \psi(\delta) \cdot \delta + D_{\infty}^n r\left( \frac{\delta}{D_n} \right) \right] \sqrt{H(k)}
$$

$$
\leq 2c \cdot \left( 1 + \frac{D_{\infty}^n}{D_n} \right) \cdot \psi(\delta) \delta \sqrt{H(k)},
$$

which shows (A.27).

For $\hat{a} = \arg\min_{j \in \mathbb{N}} \{ \|f\|_{2,n} : j + D_n \beta(j) \}$ and since $\|f\|_{2,n} \leq V_n(f) \leq \delta$ we have with $r(\frac{\delta}{D_n}) \geq \frac{\delta}{D_n}$,

$$
\frac{\|f\|_{2,n}^2}{D_{\infty}^n r\left( \frac{\delta}{D_n} \right)} \leq D_n \hat{a} \|f\|_{2,n}^2 \leq D_n V_n(f) \|f\|_{2,n} \leq \frac{D_{\infty}^n}{D_n} \|f\|_{2,n}. \quad (A.29)
$$

Therefore, $\|f\|_{2,n} \leq D_n r\left( \frac{\delta}{D_n} \right) \|f\|_{2,n}$ and thus $\|f\|_{2,n} \leq D_n r\left( \frac{\delta}{D_n} \right)$. Note that due to $r(a) \leq a$,

$$
\mathbb{E} R_n(f)^2 = \frac{1}{n} \sum_{i=1}^n \mathbb{E}[f(Z_i, \frac{i}{n})^2] \leq \|f\|_{2,n}^2 \leq (D_n r\left( \frac{\delta}{D_n} \right))^2 \leq \delta^2. \quad (A.30)
$$

Recall that $\beta_{\text{norm}}(q) = \frac{\beta(q)}{q}$. By Assumption 2.7, we have that for any $x_1, x_2 > 0$, $\hat{q} = q^*(x_1)q^*(x_2)$ satisfies

$$
\beta_{\text{norm}}(\hat{q}) \leq C_\beta \beta_{\text{norm}}(q^*(x_1)) \beta_{\text{norm}}(q^*(x_2)) \leq C_\beta x_1 x_2.
$$

Thus, by definition of $q^*$,

$$
q^*(C_\beta x_1 x_2) \leq q^*(x_1)q^*(x_2). \quad (A.31)
$$
We obtain that
\[ q^*(r(\frac{\delta}{\mathbb{D}_n})^2 \frac{1}{C_\Delta}) \leq q^*(r(\frac{\delta}{\mathbb{D}_n})^2 \frac{C^{-1}_\Delta C^{-2}_\beta}{2}) \leq q^*(r(\frac{\delta}{\mathbb{D}_n})^2 (\frac{C^{-1}_\Delta C^{-2}_\beta}{2})) \leq q^*(\frac{C^{-1}_\Delta C^{-2}_\beta}{2}). \] (A.32)

By (A.30), Markov's inequality, Theorem 4.1 and (A.32),
\[ \mathbb{P}(\sup_{f \in \mathcal{F}} |R_n(f)|^2 > 2\psi(\delta)^2 \delta^2) \leq \mathbb{E}(\sup_{f \in \mathcal{F}} |R_n(f)|^2 - E R_n(f)|^2 > \psi(\delta)^2 \delta^2) \leq \frac{2c}{\psi(\delta)^2 \delta^2} \left[ \mathbb{D}_n r(\frac{\delta}{\mathbb{D}_n}) \delta + q^*(r(\frac{\delta}{\mathbb{D}_n})^2 \frac{1}{C_\Delta}) \right] \leq \frac{2c}{\psi(\delta)^2 \delta^2} \left[ \delta^2 + q^*(r(\frac{\delta}{\mathbb{D}_n})^2 \frac{1}{C_\Delta}) \right] \leq \frac{2c(1 + q^*(\frac{C^{-1}_\Delta C^{-2}_\beta}{2}) \frac{D^\infty_n}{D_n^2})}{\psi(\delta)^2}.
\]
which shows (A.28).

Proof of Theorem 4.3. In the following, we abbreviate \( \mathbb{H}(\delta) = \mathbb{H}(\delta, \mathcal{F}, V) \) and \( N(\delta) = N(\delta, \mathcal{F}, V) \). The proof follows the lines of [14, Theorem 4.4]. We present it here for completeness. Recall again that for \( m > 0 \), \( \varphi_m : \mathbb{R} \to \mathbb{R} \) and the corresponding “peaky” residual function \( \varphi_m \) via
\[ \varphi_m(x) := (x \vee (-m)) \wedge m, \quad \varphi_m^\vee(x) := x - \varphi_m(x). \]

We choose \( \delta_0 = \sigma \) and \( \delta_j = 2^{-j} \delta_0 \), and
\[ m_j = \frac{1}{2} m(n, \delta_j, N_j + 1), \]
as well as \( M_n = \frac{1}{2} m_0 \). We then use
\[ \mathbb{E} \sup_{f \in \mathcal{F}} |G_{n}^{(1)}(f)| \leq \mathbb{E} \sup_{f \in \mathcal{F}(M_n)} |G_{n}^{(1)}(f)| + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \mathbb{E}[F(Z_i) \mathbbm{1}_{\{F(Z_i) > M_n\}}], \]
where \( \mathcal{F}(M_n) := \{ \varphi_{M_n}(f) : f \in \mathcal{F} \} \).

We construct a nested sequence of partitions \((\mathcal{F}_{jk})_{k=1,...,N_j, j \in \mathbb{N}} \) of \( \mathcal{F}(M_n) \) (where \( N_j := N(\delta_0) \cdot ... \cdot N(\delta_j) \)), and a sequence \( \Delta_{jk} \) of measurable functions such that
\[ \sup_{f, g \in \mathcal{F}_{jk}} |f - g| \leq \Delta_{jk}, \quad V(\Delta_{jk}) \leq \delta_j. \]

In each \( \mathcal{F}_{jk} \), we fix some \( f_{jk} \in \mathcal{F} \), and define \( \pi_{jk} f := f_{jk} \psi_{jk} \) where \( \psi_{jk} := \min\{i \in \{1, \ldots, N_j\} : f \in \mathcal{F}_{ji}\} \), and put \( \Delta_{jk} := \Delta_{jk} \psi_{jk} \), and
\[ I(\sigma) := \int_{0}^{\sigma} \psi(\varepsilon) \sqrt{1 + \mathbb{H}(\varepsilon, \mathcal{F}, V)} d\varepsilon, \]
as well as
\[
\tau := \min \left\{ j \geq 0 : \delta_j \leq \frac{I(\sigma)}{\sqrt{n}} \right\} \vee 1. \tag{A.34}
\]

For functions \( f, g \) with \( |f| \leq g \), it holds that
\[
|G_n^{(1)}(f)| \leq |G_n^{(1)}(g)| + 2\sqrt{n} \cdot \frac{1}{n} \sum_{i=1}^{n} E[g(Z_i, \frac{i}{n})|Z_{i-1}]
\leq |G_n^{(1)}(g)| + 2|G_n^{(2)}(g)| + 2\sqrt{n} \cdot \frac{1}{n} \sum_{i=1}^{n} E[g(Z_i, \frac{i}{n})]
\leq |G_n^{(1)}(g)| + 2|G_n^{(2)}(g)| + 2\sqrt{n} \|g\|_{1,n}.
\]

Using a similar approach as in [14, Section 7.2, equations (7.8) and (7.9)] applied to \( W_i(f) = f(Z_i, \frac{i}{n}) - E[f(Z_i, \frac{i}{n})|Z_{i-1}] \), and the fact that \( \|f - \pi_0 f\|_\infty \leq 2M_n \leq m_0 \), we have the decomposition
\[
\sup_{f \in \mathcal{F}} |G_n^{(1)}(f)|
\leq \sup_{f \in \mathcal{F}} |G_n^{(1)}(\pi_0 f)|
+ \sum_{j=0}^{\tau-1} \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\varphi_m^\wedge (f - \pi_0 f)) \right|
+ \sum_{j=0}^{\tau-1} \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\varphi_m^\wedge (\pi_{j+1} f - \pi_j f)) \right|
+ \sum_{j=0}^{\tau-1} \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(R(j)) \right|
\leq \sup_{f \in \mathcal{F}} |G_n^{(1)}(\pi_0 f)|
+ \left\{ \sup_{f \in \mathcal{F}} |G_n^{(1)}(\varphi_m^\wedge (\Delta f))| + 2 \sup_{f \in \mathcal{F}} |G_n^{(2)}(\varphi_m^\wedge (\Delta f))| \right\}
+ 2\sqrt{n} \sup_{f \in \mathcal{F}} \|\Delta f\|_{1,n}
+ \sum_{j=0}^{\tau-1} \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\varphi_m^\wedge \pi_j f - \pi_j f)) \right|
+ \sum_{j=0}^{\tau-1} \left\{ \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\min \{|\varphi_m^\vee (\Delta f)|, 2m_j\}) \right| \right.
+ 2 \sup_{f \in \mathcal{F}} \left| G_n^{(2)}(\min \{|\varphi_m^\vee (\Delta f)|, 2m_j\}) \right|
+ 2\sqrt{n} \sup_{f \in \mathcal{F}} \|\Delta f\|_{1,n} \left\{ \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\min \{|\varphi_m^\vee \pi_j f - \pi_j f)|, 2m_j\}) \right| \right.
+ \sum_{j=0}^{\tau-1} \left\{ \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\min \{|\varphi_m^\vee \pi_j f - \pi_j f)|, 2m_j\}) \right| \right.}.
We therefore define the event

\[ \Omega_n := \{ \sup_{f \in \mathcal{F}(M_n)} R_n(\varphi_{\Delta f}^\wedge) \leq 2 \sigma \psi(\sigma) \} \]

\[ \cap \bigcap_{j=1}^\tau \{ \sup_{f \in \mathcal{F}(M_n)} R_n(\min\{\Delta_j f, 2m_j\}) \leq 2\delta_j \psi(\delta_j) \}. \]

From (A.35) and (A.36), we obtain

\[
\begin{align*}
&\sup_{f \in \mathcal{F}(M_n)} \left| G_n^{(1)}(f) \right| 1_{\Omega_n} \\
\leq &\sup_{f \in \mathcal{F}(M_n)} \left| G_n^{(1)}(\pi_0 f) \right| 1_{\{ \sup_{f \in \mathcal{F}(M_n)} R_n(\pi_0 f) \leq 2 \sigma \psi(\sigma) \}} \\
&+ \left\{ \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\varphi_{m_j}^\wedge(\Delta f)) \right| \right. \\
& \times 1_{\{ \sup_{f \in \mathcal{F}(M_n)} R_n(\min\{\Delta f, 2m_j\}) \leq 2\delta_j \psi(\delta_j) \}} + 2R_2 \} + 2R_2 \\
&+ \sum_{j=0}^{\tau-1} \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\varphi_{m_j-m_{j+1}}^\wedge(\pi_{j+1} f - \pi_j f)) \right| \\
& \times 1_{\{ \sup_{f \in \mathcal{F}(M_n)} R_n(\min\{\Delta f, 2m_j\}) \leq 2\delta_j \psi(\delta_j) \}} + 2R_4 \\
&+ \sum_{j=0}^{\tau-1} \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\min\{\varphi_{m_j}^\wedge(\Delta f), 2m_j\}) \right| \\
& \times 1_{\{ \sup_{f \in \mathcal{F}(M_n)} R_n(\min\{\Delta f, 2m_j\}) \leq 2\delta_j \psi(\delta_j) \}} + 2R_5 \\
&= \tilde{R}_1 + \{ \tilde{R}_2 + 2R_2 \} + \tilde{R}_3 + \{ \tilde{R}_4 + 2R_4 \} + \{ \tilde{R}_5 + 2R_5 \}. \tag{A.37}
\end{align*}
\]
We now discuss the terms $\tilde{R}_i$, $i = 1, \ldots, 5$ separately. The terms $R_i$, $i \in \{2, 4, 5\}$ can be discussed similarly to the proof found in [14, Theorem 4.4]. Put

$$\hat{C}_n := 2c(1 + \frac{D_n}{D_n})$$

where $c$ is a resulting constant from the bound in [14, Theorem 4.1 or Lemma 7.2].

- Since $|\{\pi_0 f : f \in \mathcal{F}(M_n)\}| \leq N(\delta_0)$, $\|\pi_0 f\|_\infty \leq M_n \leq m(n, \delta_0, N(\delta_1))$, we have by Lemma A.5:

$$\mathbb{E}\tilde{R}_1 = \mathbb{E} \sup_{f \in \mathcal{F}(M_n)} |G_n^{(1)}(\pi_0 f)| \mathbb{1}_{\{\sup_{f \in \mathcal{F}(M_n)} R_n(\pi_0 f) \leq 2\delta_0 \psi(\delta_0)\}} \leq \hat{C}_n \psi(\delta_0) \delta_0 \sqrt{1 \lor \log N(\delta_1)}.$$

- It holds that $|\{\varphi^\wedge_n(\Delta_\tau f) : f \in \mathcal{F}(M_n)\}| \leq N_\tau$. If $g := \varphi^\wedge_n(\Delta_\tau f)$, then $\|g\|_\infty \leq m_\tau \leq m(n, \delta_\tau, N_{\tau+1})$. We conclude by Lemma A.5:

$$\mathbb{E}\tilde{R}_2 \leq \mathbb{E} \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\varphi^\wedge_n(\Delta_\tau f)) \right| \times \mathbb{1}_{\{\sup_{f \in \mathcal{F}(M_n)} R_n(\min(\Delta_\tau f, 2m_\tau)) \leq 2\delta_\tau \psi(\delta_\tau)\}} \leq \hat{C}_n \psi(\delta_\tau) \delta_\tau \sqrt{1 \lor \log N_{\tau+1}}.$$

- Since the partitions are nested, it holds that $|\{\varphi^\wedge_{m_j-m_{j+1}}(\pi_j f - \pi_j f) : f \in \mathcal{F}(M_n)\}| \leq N_{j+1}$. If $g := \varphi^\wedge_{m_j-m_{j+1}}(\pi_j f - \pi_j f)$, we have $\|g\|_\infty \leq m_j - m_{j+1} \leq m_j \leq m(n, \delta_j, N_{j+1})$. We conclude by Lemma A.5:

$$\mathbb{E}\tilde{R}_3 \leq \sum_{j=0}^{\tau-1} \mathbb{E} \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\varphi^\wedge_{m_j-m_{j+1}}(\pi_j f - \pi_j f)) \right| \times \mathbb{1}_{\{\sup_{f \in \mathcal{F}(M_n)} R_n(\min(\Delta_\tau f, 2m_\tau)) \leq 2\delta_j \psi(\delta_j)\}} \leq \hat{C}_n \sum_{j=0}^{\tau-1} \psi(\delta_j) \delta_j \sqrt{1 \lor \log N_{j+1}}.$$

- It holds that $\{\min\{\varphi^\wedge_{m_{j+1}}(\Delta_{j+1} f) : f \in \mathcal{F}(M_n)\}\} \leq N_{j+1}$. If $g := \min\{\varphi^\wedge_{m_{j+1}}(\Delta_{j+1} f) : f \in \mathcal{F}(M_n)\}$, we have $\|g\|_\infty \leq 2m_j = m(n, \delta_j, N_{j+1})$. We conclude by Lemma A.5:

$$\mathbb{E}\tilde{R}_4 \leq \sum_{j=0}^{\tau-1} \mathbb{E} \sup_{f \in \mathcal{F}} \left| G_n^{(1)}(\min\{\varphi^\wedge_{m_{j+1}}(\Delta_{j+1} f), 2m_j\}) \right| \times \mathbb{1}_{\{\sup_{f \in \mathcal{F}(M_n)} R_n(\min(\Delta_\tau f, 2m_\tau)) \leq 2\delta_j \psi(\delta_j)\}} \leq \hat{C}_n \sum_{j=0}^{\tau-1} \psi(\delta_j) \delta_j \sqrt{1 \lor \log N_{j+1}}.$$


• It holds that \( \{ \min \{ \varphi_{m_j - m_{j+1}}(\Delta_j f), 2m_j \} : f \in F(M_n) \} \leq N_{j+1} \). If \( g := \min \{ \varphi_{m_j - m_{j+1}}(\Delta_j f), 2m_j \} \), we have \( \|g\| \leq 2m_j = m(n, \delta_j, N_{j+1}) \).

We conclude by Lemma A.5 that:

\[
\mathbb{E} \tilde{R}_5 \leq 2^\tau \sup_{j=0}^{\tau-1} \mathbb{E} \left| G_n^{(1)} \left( \min \{ \varphi_{m_j - m_{j+1}}(\Delta_j f), 2m_j \} \right) \right| \mathbb{E} \{ \sup_{f \in F(M_n)} R_n(\min\{\Delta_j f, 2m_j\}) \leq 2\delta_j \psi(\delta_j) \} \leq \hat{C}_n \sum_{j=0}^{\tau-1} \psi(\delta_j) \delta_j \cdot \sqrt{1 \vee \log N_{j+1}}.
\]

Inserting the bounds for \( \mathbb{E} \tilde{R}_i, i = 1, \ldots, 5 \) and the bounds for \( R_i, i \in \{2, 4, 5\} \) from the proof of [14, Theorem 4.4] into (A.37), we obtain that with some universal constant \( \hat{c} > 0 \),

\[
\mathbb{E} \sup_{f \in F(M_n)} \left| G_n^{(1)}(f) \right| 1_{\Omega_n} \leq \hat{c} \left( 1 + \frac{D_n}{D_n} + \frac{\alpha_n}{D_n} \right) \left[ \sum_{j=0}^{\tau+1} \psi(\delta_j) \delta_j \sqrt{1 \vee \log N_{j+1}} + I(\sigma) \right].
\]

(A.38)

Note that

\[
\sum_{j=k}^{\infty} \delta_j \psi(\delta_j) \leq 2 \sum_{j=k}^{\infty} \int_{\delta_{j+1}}^{\delta_j} \psi(\delta_j) dx \leq 2 \int_{0}^{\delta_k} \psi(x) dx.
\]

By partial integration, it is easy to see that there exists some universal constant \( c_\psi > 0 \) such that

\[
\left| \int_{0}^{\delta_k} \psi(x) dx \right| \leq c_\psi \delta_k \psi(\delta_k),
\]

thus

\[
\sum_{j=k}^{\infty} \delta_j \psi(\delta_j) \leq 2 c_\psi \delta_k \psi(\delta_k).
\]

(A.40)

Using (A.40), we can argue as in the proof [14, Theorem 4.4] (see (7.44), (7.45) and (7.46) therein) that there exists some universal constant \( \hat{c}_2 > 0 \) such that

\[
\sum_{j=0}^{\infty} \psi(\delta_j) \delta_j \sqrt{1 \vee \log N_{j+1}} \leq \hat{c}_2 I(\sigma).
\]

Insertion of the results into (A.38) yields

\[
\mathbb{E} \sup_{f \in F(M_n)} \left| G_n^{(1)}(f) \right| 1_{\Omega_n} \leq \hat{c} \cdot (3 \hat{c}_2 + 1) \left( 1 + \frac{D_n}{D_n} + \frac{\alpha_n}{D_n} \right) I(\sigma).
\]

(A.41)

Discussion of the event \( \Omega_n \): We have

\[
\mathbb{P}(\Omega_n^c) \leq \mathbb{P} \left( \sup_{f \in F(M_n)} R_n(\varphi_{2M_n}(\pi_0 f)) > 2\psi(\sigma) \sigma \right)
\]
\[ + \sum_{j=1}^{\tau+1} \mathbb{P} \left( \sup_{f \in F(M_n)} R_n(\min(\Delta_j f, 2m_j)) > 2\psi(\delta_j)\delta_j \right) =: R_1^\circ + R_2^\circ. \tag{A.42} \]

We now discuss \( R_i^\circ, \ i = 1, 2 \). Put

\[ C_n^\circ := 2c \left\{ 1 + q^* (C^-_\Delta C^-_\beta) \left( \frac{D_n^-}{D_n} \right)^2 \right\}, \]

where \( c \) is from Lemma A.5.

- Since \( |\{ \varphi_{2M_n}(\pi_0 f) : f \in F(M_n) \}| \leq N(f_0) = N(\sigma), \| \varphi_{2M_n}(\pi_0 f) \|_\infty \leq 2M_n \leq m(n, \sigma, N(\sigma)) \) and \( V(\varphi_{2M_n}(\pi_0 f)) \leq V(\pi_0 f) \leq \sigma \), we have by Lemma A.5:

\[ R_1^\circ \leq \frac{C_n^\circ}{\psi(\sigma)^2}. \]

- It holds that \( |\{ \min(\Delta_j f, 2m_j) : f \in F(M_n) \}| \leq N_j+1 \). We have \( \| \min(\Delta_j f, 2m_j) \|_\infty \leq 2m_j = m(n, \delta_j, N_j+1) \) and \( V(\min(\Delta_j f, 2m_j)) \leq V(\Delta_j f) \leq \delta_j \). We conclude by Lemma A.5 that:

\[ R_3^\circ \leq C_n^\circ \sum_{j=0}^{\tau+1} \frac{1}{\psi(\delta_j)^2}. \]

Inserting the bounds for \( R_i^\circ, \ i = 1, 2 \), into (A.42) yields

\[ \mathbb{P}(\Omega_n^c) \leq 2C_n^\circ \sum_{j=0}^{\infty} \frac{1}{\psi(\delta_j)^2}. \tag{A.43} \]

We now have

\[ \sum_{j=0}^{\infty} \frac{1}{\psi(\delta_j)^2} \leq 2 \int_0^{\sigma} \frac{1}{\varepsilon \psi(\varepsilon)^2} d\varepsilon = \frac{2}{\log(\log(\sigma))}. \]

We conclude that for each \( \eta > 0 \),

\[ \mathbb{P} \left( \sup_{f \in F} |G_n^{(1)}(f)| > \eta \right) \leq \mathbb{P} \left( \sup_{f \in F} |G_n^{(1)}(f)| > \eta, \Omega_n \right) + \mathbb{P}(\Omega_n^c) \leq \frac{1}{\eta} \mathbb{E} \sup_{f \in F} |G_n^{(1)}(f)| 1_{\Omega_n} + \mathbb{P}(\Omega_n^c). \]

Insertion of (A.33), (A.41) and (A.43) gives the result. \( \square \)

**Proof of Corollary 4.5.** We will follow the proof of [14, Corollary 4.5]. Define \( \tilde{F} = \{ f - g : f, g \in F \} \). Define

\[ \mathbb{P} \left( \sup_{V(f-g) \leq \sigma, f, g \in F} |G_n(f) - G_n(g)| \geq \eta \right) \]
Now let $F(z, u) := 2D_n^{(u)}(u) \cdot \tilde{F}(z, u)$, where $\tilde{F}$ is from Assumption 2.3. Then obviously, $F$ is an envelope function of $\tilde{F}$.

We now discuss the second summand on the right hand side in (A.44). By Markov's inequality and [14, Theorem 4.4] applied to $W_i(f) = \mathbb{E} [f(Z_i, \frac{i}{n}) | Z_{i-1}]$, we obtain as in the proof of [14, Corollary 4.5] that

$$P \left( \sup_{V(f) \leq \sigma, f \in F} |G_n^{(2)}(\tilde{f})| \geq \frac{\eta}{2} \right) \leq \frac{\tilde{c}}{(\eta/2) \left[ 2\sqrt{2(1 + \frac{D_\infty}{D_n} + \frac{D_n}{D_\infty})} \int_0^{\sigma/2} \sqrt{1 + \mathbb{H}(\epsilon)} d\epsilon \right]}
+ \frac{4\sqrt{1 + \mathbb{H}(\epsilon)}}{r(\epsilon/2)} \left\| F^2 \mathbb{P} \left( f \geq \frac{\epsilon}{\sigma} n^{1/2} \frac{c(\epsilon)}{\sqrt{\psi(\epsilon^2)}} \right) \right\|_1, \quad \sigma = 1, \ldots, n.$$ (A.45)

The first summand in (A.45) converges to 0 for $\sigma \to 0$ (uniformly in $n$) since

$$\sup_{n \in \mathbb{N}} \int_0^{\sigma/2} \sqrt{1 + \mathbb{H}(\epsilon)} d\epsilon \leq \sup_{n \in \mathbb{N}} \int_0^{\sigma} \psi(\epsilon) \sqrt{1 + \mathbb{H}(\epsilon)} d\epsilon < \infty.$$

We now discuss the second summand in (A.45). The continuity conditions from Assumption 2.3 on $F$ yield as in the proof of Lemma A.6(iii) that for all $u, u_1, u_2, v_1, v_2 \in [0, 1],$

$$\left\| F(Z_i, u) - F(\tilde{Z}_i, u) \right\|_2 \leq C_{cont} \cdot n^{-\alpha s / 2}, \quad \sigma = 1, \ldots, n.$$ (A.46)

$$\left\| F(Z_i(u_1), u_1) - F(\tilde{Z}_i(u_2), u_1) \right\|_2 \leq C_{cont} \cdot \left( |u_1 - u_2|^{\alpha s / 2} + |u_1 - u_2|^{\alpha s} \right). \quad \sigma = 1, \ldots, n.$$ (A.47)

In the same manner of [14, Corollary 4.5], we now obtain with (A.46) and (A.47) that

$$\left\| F^2 \mathbb{P} \left( f \geq \frac{\epsilon}{\sigma} n^{1/2} \frac{c(\epsilon)}{\sqrt{\psi(\epsilon^2)}} \right) \right\|_1, \quad \sigma = 1, \ldots, n \to 0.$$ (A.48)

for $n \to \infty$ (this is obvious if $Z_i$ is stationary, i.e. the first part of Assumption 2.3 is fulfilled), which shows that (A.45) converges to 0 for $\sigma \to 0, n \to \infty$.

We now consider the first term in (A.44). By Theorem 4.3, we have with some universal constant $c > 0$ that

$$P \left( \sup_{V(f) \leq \sigma, f \in F} |G_n^{(1)}(\tilde{f})| \geq \frac{\eta}{2} \right) \leq \frac{1}{\eta} \left[ \epsilon \left( 1 + \frac{D_\infty}{D_n} + \frac{D_n}{D_\infty} \right) \cdot \int_0^\sigma \psi(\epsilon) \sqrt{1 + \mathbb{H}(\epsilon)} d\epsilon \right]
+ \frac{4\sqrt{1 + \mathbb{H}(\epsilon)}}{r(\epsilon/2)} \left\| F^2 \mathbb{P} \left( f \geq \frac{\epsilon}{\sigma} n^{1/2} \frac{c(\epsilon)}{\sqrt{\psi(\epsilon^2)}} \right) \right\|_1
+ c \left( 1 + q^* \left( C^{-1}_0 C^{-2}_\beta \frac{D_\infty}{D_n} \right) \right) \int_0^\sigma \frac{1}{\epsilon^2} d\epsilon. \quad \sigma = 1, \ldots, n.$$ (A.49)
For the first summand in (A.49),

\[
\int_0^\sigma \psi(\varepsilon) \sqrt{1 + \mathbb{H}(\varepsilon, \tilde{F}, V)} d\varepsilon \\
\leq 2\sqrt{2} \int_0^{\sigma/2} \psi(2\varepsilon) \sqrt{1 + \mathbb{H}(\varepsilon, \tilde{F}, V)} d\varepsilon \leq 2\sqrt{2} \int_0^\sigma \psi(\varepsilon) \sqrt{1 + \mathbb{H}(\varepsilon, F, V)} d\varepsilon.
\]

Note that it is easily seen that \( N(\varepsilon, \tilde{F}, V) \leq N(\varepsilon, F, V)^2 \) (cf. [17], Theorem 19.5), thus

\[
\mathbb{H}(\varepsilon, \tilde{F}, V) \leq 2\mathbb{H}(\varepsilon, F, V).
\]

Together with (4.7) and the uniform boundedness of \( D_n, D_\infty \), we obtain that the first summand in (A.49) converges to 0 for \( \sigma \to 0 \) (uniformly in \( n \)).

The third summand in (A.49) converges to 0 for \( \sigma \to 0 \) (uniformly in \( n \)) since \( \int_0^\infty \varepsilon \psi(\varepsilon)^2 d\varepsilon < \infty \) and by the uniform boundedness of \( D_n, D_\infty \).

The second summand in (A.49) converges to 0 for \( n \to \infty \) by (A.48).

A.3. Proofs of Section 3

Lemma A.6. Let \( F \) satisfy Assumptions 2.5, 2.4. Suppose that Assumptions 2.2, 2.3 hold. Then there exist constants \( C_{\text{cont}} > 0, C_f > 0 \) such that for any \( f \in F \),

(i) for any \( j \geq 1 \),

\[
\| P_{i-j} f(Z_i, u) \|_2 \leq D_{f,n}(u) \Delta(j), \\
\sup_{i=1, \ldots, n} \| f(Z_i, u) \|_2 \leq C_\Delta \cdot D_{f,n}(u), \\
\sup_{i,u} \| \tilde{f}(Z_i, u) \|_2 \leq C_f, \\
\sup_{v,u} \| \tilde{f}(\tilde{Z}_0(v), u) \|_2 \leq C_f.
\]

(ii) with \( x = \frac{1}{2} \),

\[
\| \tilde{f}(Z_i, u) - \tilde{f}(\tilde{Z}_i(v_1), u) \|_2 \leq C_{\text{cont}} \cdot n^{-\kappa_{xx}}, \\
\| \tilde{f}(\tilde{Z}_i(v_1), u_1) - \tilde{f}(\tilde{Z}_i(v_2), u_2) \|_2 \leq C_{\text{cont}} \cdot (|v_1 - v_2|^{\kappa_{xx}} + |u_1 - u_2|).\]

Proof of Lemma A.6. (i) If Assumption 2.2 is satisfied, we have by Lemma A.1 that

\[
\| P_{i-j} f(Z_i, u) \|_2 = \| P_{i-j} \mathbb{E}[f(Z_i, u)|A_{i-1}] \|_2 \\
\leq \| \mathbb{E}[f(Z_i, u)|A_{i-1}] - \mathbb{E}[f(Z_i, u)|A_{i-1}]^{(i-j)} \|_2 \\
\leq D_{f,n}(u) \Delta(j).
\]

The second assertion follows from Lemma A.1.
(ii) Let $\bar{C}_R := \sup_{u,v} \| \bar{R}(\bar{Z}_0(v), u) \|_2$ and $C_R := \max\{ \sup_{i,u} \| R(Z_i, u) \|_2, \sup_{u,v} \| R(\bar{Z}_0(v), u) \|_2 \}$. We first use Assumption 2.4 and Hölder’s inequality to obtain
\[
\| \bar{f}(\bar{Z}_i(v), u_1) - \bar{f}(\bar{Z}_i(v), u_2) \|_2 \\
\leq |u_1 - u_2|^s \cdot (\| R(\bar{Z}_i(v), u_1) \|_2 + \| R(\bar{Z}_i(v), u_2) \|_2) \\
\leq 2\bar{C}_R |u_1 - u_2|^s. \tag{A.54}
\]
Assume w.l.o.g. that
\[
\sup_{u,v} \frac{1}{e^a} \mathbb{E}\left[ \sup_{|a|_{X_F},s} \left| \bar{f}(\bar{Z}_0(v), u) - \bar{f}(\bar{Z}_0(v) + a, u) \right|^2 \right] \leq C_R.
\]
(which is obvious if $Z_i$ is stationary, i.e. the first part of Assumption 2.3 is fulfilled; in this case $Z_i = \bar{Z}_i(v)$ for all $v$). Let $c_n > 0$ be some sequence. Let $C_f := \max\{ \sup_{i,u} \| f(Z_i, u) \|_{2p}, \sup_{u,v} \| f(\bar{Z}_0(v), u) \|_{2p} \}$. Then we have by Jensen’s inequality,
\[
\| \bar{f}(Z_i, u) - \bar{f}(\bar{Z}_i(v), u) \|_2 \\
\leq \mathbb{E}\left[ \left| \bar{f}(Z_i, u) - \bar{f}(\bar{Z}_i(v), u) \right|^2 \mathbb{1}_{|Z_i - \bar{Z}_i(v)|_{L_F,s} \leq c_n} \right]^{1/2} \\
+ \mathbb{E}\left[ \left| \bar{f}(Z_i, u) - \bar{f}(\bar{Z}_i(v), u) \right|^2 \mathbb{1}_{|Z_i - \bar{Z}_i(v)|_{L_F,s} > c_n} \right]^{1/2} \\
\leq \mathbb{E}\left[ \sup_{|a|_{X_F},s} \left| \bar{f}(\bar{Z}_i(v), u) - \bar{f}(\bar{Z}_i(v) + a, u) \right|^2 \right]^{1/2} \\
+ \left\{ \| \bar{f}(Z_i, u) \|_{2p} + \| \bar{f}(\bar{Z}_i(v), u) \|_{2p} \right\} \mathbb{P}(|Z_i - \bar{Z}_i(v)|_{L_F,s} > c_n)^{1/2} \\
\leq C_R c_n^s + 2C_f \left( \frac{\| Z_i - \bar{Z}_i(v) \|_{L_F,s}}{c_n} \right)^s \\
\leq C_R c_n^s + 2C_f c_X (|L_F|_1 + \sum_{j=0}^{\infty} L_{F;j} j^{s^*}) \cdot \frac{\{v - \frac{1}{n} \}^{s^*} + n^{-s^*}}{c_n^s}. \tag{A.55}
\]
We obtain with $c_{cont} := C_R + 2C_f c_X (|L_F|_1 + \sum_{j=0}^{\infty} L_{F;j} j^{s^*})$ that
\[
\| \bar{f}(Z_i, u) - \bar{f}(\bar{Z}_i(v), u) \|_2 \leq c_{cont} \cdot \left[ c_n^s + \frac{\{v - \frac{1}{n} \}^{s^*} + n^{-s^*}}{c_n^s} \right]. \tag{A.55}
\]
Furthermore, as above, for any $c > 0$,
\[
\| \bar{f}(\bar{Z}_i(v_1), u) - \bar{f}(\bar{Z}_i(v_2), u) \|_2 \\
\leq C_R c^s + 2C_f \left( \frac{\| \bar{Z}_0(v_1) - \bar{Z}_0(v_2) \|_{L_F,s}}{c} \right)^s \\
\leq C_R c^s + 2C_f c_X |L_F|_1 \cdot \frac{v_1 - v_2}{c^s}. \tag{A.56}
\]
From (A.55), we obtain the first assertion with $v = \frac{1}{n}$. The second assertion follows from (A.56) and (A.54). \hfill \Box
A.4. Details of Section 2.6

We first show that the supremum over \( x \in \mathbb{R}, v \in [0,1] \) can be approximated by a supremum over grids \( x \in X_n, v \in V_n \).

For some \( Q > 0 \), put \( c_n = Qn^{3/2} \). Define the event \( A_n = \{ \sup_{i=1,...,n} |X_i| \leq c_n \} \). Then by Markov’s inequality,

\[
\mathbb{P}(A_n^c) \leq n \cdot \frac{\|X_i\|_{2s}^2}{Q^{2s} 2^n} \leq \frac{C^2 n}{c_n^{2s}} \tag{A.57}
\]

is arbitrarily small for \( Q \) large enough.

Put \( \hat{g}^o_{n,h_n}(x,v) := \frac{1}{n} \sum_{i=1}^n K(h_n)^{-1} |X_i - x|_{\{X_i \leq c_n \}} \). Then by Markov’s inequality,

\[
\sqrt{n h_n^2 n h_n^2} \sum_{i=1}^n |X_i - x|_{\{X_i > c_n \}} \leq Q^{-2s}(n h_n^2) \|g^o_{n,h_n}\|_{2s} = o(1). \tag{A.59}
\]

For \( |x| > 2c_n \), we have \( K(h_n)^{-1} |X_i - x|_{\{X_i \leq c_n \}} \leq h_n^{-1} (c_n/h_n)^{-pK} = h_n^{pK-1} c_n^{-pK} \) and thus

\[
\sqrt{n h_n^2} \|\hat{g}^o_{n,h_n}(x,v) - \mathbb{E}g^o_{n,h_n}(x,v)\| \leq \frac{2Q^{2s}C^s_{\infty}}{h_n^{1/2}} (n h_n^2)^{1/2} h_n^{pK-1} c_n^{-pK} \leq \frac{h_n^{pK}}{Q^{pK}} n h_n^2 \|\hat{g}^o_{n,h_n}(x,v) - \mathbb{E}g^o_{n,h_n}(x,v)\| = o(1). \tag{A.60}
\]

By (A.58), (A.59) and (A.60), we have on \( A_n \),

\[
\sqrt{n h_n^2} \|\hat{g}^o_{n,h_n}(x,v) - \mathbb{E}g^o_{n,h_n}(x,v)\| = \frac{2Q^{2s}C^s_{\infty}}{h_n^{1/2}} (n h_n^2)^{1/2} h_n^{pK-1} c_n^{-pK} \leq \frac{h_n^{pK}}{Q^{pK}} n h_n^2 \|\hat{g}^o_{n,h_n}(x,v) - \mathbb{E}g^o_{n,h_n}(x,v)\| = o(1). \tag{A.61}
\]

Let \( X_n = \{ in^{-3} : i \in \{-2c_n,n^3,\ldots,2c_n,n^3 \} \} \) be a grid that approximates each \( x \in [-2c_n, 2c_n] \) with precision \( n^{-3} \), and \( V_n = \{ in^{-3} : i = 1, \ldots, n^3 \} \). Since \( K \) are Lipschitz continuous with constant \( L_K \),

\[
\sqrt{n h_n^2} \|\hat{g}^o_{n,h_n}(x,v) - \mathbb{E}g^o_{n,h_n}(x,v)\| = \frac{2Q^{2s}C^s_{\infty}}{h_n^{1/2}} (n h_n^2)^{1/2} h_n^{pK-1} c_n^{-pK} \leq \frac{h_n^{pK}}{Q^{pK}} n h_n^2 \|\hat{g}^o_{n,h_n}(x,v) - \mathbb{E}g^o_{n,h_n}(x,v)\| = o(1). \tag{A.61}
\]
Empirical process theory under functional dependence

\[ -\left( \hat{g}_{n,h_n}(x',v) - \mathbb{E}\hat{g}_{n,h_n}(x',v) \right) \]
\[ \leq 2 \frac{\sqrt{n}}{h_{1,n}h_{2,n}} \sup_{|x-x'| \leq n^{-3}, |v-v'| \leq n^{-3}} \left[ \frac{L_K|K|_{\infty}|x-x'|}{h_{2,n}} + \frac{L_K|K|_{\infty}|v-v'|}{h_{1,n}} \right] \]
\[ = O(n^{-1}). \]  

(A.62)

We conclude from (A.57), (A.61) and (A.62) that

\[ \sqrt{nh_{1,n}h_{2,n}} \sup_{x \in \mathbb{R}, v \in [0,1]} |\hat{g}_{n,h_n}(x,v) - \mathbb{E}\hat{g}_{n,h_n}(x,v)| \]
\[ = \sqrt{nh_{1,n}h_{2,n}} \sup_{x \in \mathcal{X}_n, v \in \mathcal{V}_n} |\hat{g}_{n,h_n}(x,v) - \mathbb{E}\hat{g}_{n,h_n}(x,v)| + O_p(1) \]  

(A.63)

It was already shown that Assumption 2.2 is satisfied. Furthermore, we can choose \( D_n = |K|_{\infty}, D_{\nu^2,n} = \frac{|K|_{\infty}^2}{h_{1,n}} \) with \( \nu^2 = \infty \), and \( \bar{F}(z,u) = \sup_{f \in \mathcal{F}} \bar{f}(z,u) \leq \frac{|K|_{\infty}}{h_{2,n}} =: C_{\bar{F},n} \). Note that

\[ \mathbb{E}[(\sqrt{h_{2,n}}K_{h_{2,n}}(X_i-x))^2] \]
\[ = \mathbb{E}[\mathbb{E}[(\sqrt{h_{2,n}}K_{h_{2,n}}(X_i-x))^2|X_i-1]] \]
\[ = \int \left( \int K(w)^x f_{X_i|X_i-1=z}(x + w h_{2,n}) dw \right)^{1/\kappa} dP_{X_i-1}(z) \]
\[ \leq C_{\infty} \cdot \left( \int K(w)^2 dw \right)^{1/2}. \]

therefore

\[ \|f_{x,v}\|_{2,n} \leq \mathbb{D}_n C_{\infty} \int K(w)^2 dw, \]

which implies \( \sigma := \sup_{n \in \mathbb{N}} \sup_{f \in \mathcal{F}} |\mathbb{V}_n(f)| < \infty \). Due to \( \Delta(k) = O(k^{-\alpha s}) \), the last condition in (4.4) is fulfilled if

\[ \sup_{n \in \mathbb{N}} \frac{\log(n)^{\alpha s}}{nh_{2,n}h_{1,n}^{\alpha s}} < \infty. \]

By Corollary 4.2, we have

\[ \sqrt{nh_{1,n}h_{2,n}} \sup_{x \in \mathcal{X}_n, v \in \mathcal{V}_n} |\hat{g}_{n,h_n}(x,v) - \mathbb{E}\hat{g}_{n,h_n}(x,v)| \]
\[ = \sup_{f \in \mathcal{F}} |\mathbb{G}_n(f)| = O_p(\sqrt{\log|\mathcal{F}|}) = O(\sqrt{\log(n)}). \]

With (A.63), it follows that

\[ \sqrt{nh_{1,n}h_{2,n}} \sup_{x \in \mathcal{X}, v \in [0,1]} |\hat{g}_{n,h_n}(x,v) - \mathbb{E}\hat{g}_{n,h_n}(x,v)| = O_p(\sqrt{\log(n)}). \]
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