Abstract: The metrics of general relativity generally fall into two categories: those which are solutions of the Einstein equations for a given source energy-momentum tensor and the “reverse engineered” metrics—metrics bespoke for a certain purpose. Their energy-momentum tensors are then calculated by inserting these into the Einstein equations. This latter approach has found frequent use when confronted with creative input from fiction, wormholes and warp drives being the most famous examples. In this paper, we again take inspiration from fiction and see what general relativity can tell us about the possibility of a gravitationally induced tractor beam. We base our construction on warp drives and show how versatile this ansatz alone proves to be. Not only can we easily find tractor beams (attracting objects), but repulsor/pressor beams are just as attainable, and a generalization to “stressor” beams is seen to present itself quite naturally. We show that all of these metrics would violate various energy conditions. This provides an opportunity to ruminate on the meaning of energy conditions as such and what we can learn about whether an arbitrarily advanced civilization might have access to such beams.
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1. Introduction

Within the context of standard general relativity, there has now been over 33 years of serious theoretical work on the possibility of “traversable wormholes” [1–5], 29 years of recent work on “time machines” [6–12] and over 27 years of work on the theoretical possibility of “warp drives” [13–18]. These analyses, and their subsequent refinements, are based on “reverse engineering” the space-time metric to encapsulate some potentially interesting physics, and then using the Einstein equations to deduce what the stress-energy tensor must be to support these space-times [1,5,19,20].

A distinct century-old trope within science fiction is the tractor/pressor beam [21–23]. To the best of our knowledge, no really focused work has been carried out on putting tractor/pressor beams into a coherent general relativistic context. (Acoustic tractor beams [24–27], matter wave tractor beams [28] or optical tweezers [29] seem to be the closest one gets in the current scientific literature.)

Herein we analyze tractor/pressor/stressor beams from a general relativistic perspective. The basic idea is to significantly modify and adapt the “warp drive” space-times [13–18] in a suitable manner, giving them a “beam-like” profile, and analyzing the induced stresses and forces. Instead of a spaceship riding inside a warp bubble, we assume that the warp field is in the form of a “beam” generated to pull/repel a target. The mechanisms by which this field is generated is beyond the scope of this article. We assume that
some arbitrarily advanced civilization \([30,31]\) might have developed the appropriate beam generation technology.

Specifically, we assume for convenience that the modified warp drive space-times are oriented in the \(z\) direction and give them a uniform transverse profile in the \(x\) and \(y\) directions, typically of the form \(f(x^2 + y^2)\). Doing so, one obtains a “beam” rather than a “warp bubble”. Note that in this work we let the \((t, z)\) dependence remain arbitrary.

As always, when working in this area of speculative physics, including wormholes, warp drives and now tractor/pressor/stressor beams, a major justification for undertaking this exercise is to push general relativity to the breaking point, in the hope that the resulting wreckage will tell us something interesting—possibly even about quantum gravity \([5,16]\).

After first analyzing Natário’s generic warp drive case \([14]\), we consider three special cases:

1. We modify the Alcubierre fixed-flow-direction warp field.
2. We modify the Natário zero-expansion warp field.
3. We modify the zero-vorticity warp field.

We also illustrate each of these three cases with some specific examples based on beams with a Gaussian profile.

A recurring theme in the analysis is the use of the classical point-wise energy conditions (null, weak, strong and dominant, abbreviated NEC, WEC, SEC and DEC, respectively) \([32–35]\). They can be considered as an attempt to remain as agnostic as possible about underlying equations of state. While the energy conditions do not seem to be fundamental physics, they are at the very least a very good sanity check on just how weird the physics is getting \([33,36,37]\). We already know of examples of violations at microscopic scales (e.g., Hawking radiation) and mesoscopic scales (e.g., Casimir effect). No macroscopic violations of the energy conditions are known up to this point, except at truly cosmological scales—and they violate only some of the energy conditions (the accelerated expansion of the universe violates the strong and dominant energy conditions, but not the null and weak energy conditions \([38–41]\)). Therefore, besides the violation of the energy conditions not being an absolute prohibition, it is an indication that one should look very carefully at the underlying physics \([36,37]\). For more background on the energy conditions, see the works in \([42–69]\).

For the sake of full transparency, we should also mention that our interest in these topics was rekindled and inspired by three recent papers \([70–72]\). Additionally, we have become aware of three related papers \([73–75]\) discussing warp drives in a similar vein. Unfortunately, significant parts of these papers are incorrect, misguided and/or misleading (see \([18]\) for details).

2. When Things Need to Be Moved

One of Wheeler’s adages that became standard general relativity folklore is the famous saying that “space-time tells matter how to move; matter tells space-time how to curve”. From many a practical point of view, questions regarding objects’ movement are less about the how and more about the should—things are wanted elsewhere from where they are now. It is this logistical perspective that we address in the following: How can we ensure that general relativity does the job of moving an object (e.g., a cow (preferably a spherical cow, in vacuum) or a Corellian CR90 corvette) for us?

The key ingredient is to limit ourselves to test field cases, where we neglect the mass of the objects we want to move, how they interact with space-time and with the matter we put in space-time to move them. This reduces the core physics question to one of forces: we want to use the pressures encoded in the stress-energy tensor of a beam-like field to move target test masses.

The primary force-related calculation we undertake is this: if the beam is pointed in the \(z\) direction, then one calculates the stress-energy component \(T_{zz}(t, x, y, z)\), and integrates it over the entire transverse \(x–y\) plane to find the net force as
\[ F(t, z) = \pm \int_{\mathbb{R}^2} T_{zz}(t, x, y, z) \, dx \, dy. \] (1)

Here, the + sign corresponds to a beam impinging on the target from the left, whereas the − sign corresponds to a beam impinging on the target from the right.

There is an approximation being made here that the beam is narrow with respect to the target, so that it is a good approximation to integrate over the entire transverse \( x-y \) plane. If the beam is instead wide compared to the size of the target, then one should instead use the approximation

\[ F(t, z) = \pm T_{zz}(t, 0, 0, z) \, A. \] (2)

Here, \( T_{zz}(t, 0, 0, z) \) is the on-axis stress and \( A \) is the cross-sectional area of the target. For a beam of intermediate widths (comparable to the size of the target), one would in principle need to calculate

\[ F(t, z) = \pm \int_{A} T_{zz}(t, x, y, z) \, dx \, dy, \] (3)

but this is unnecessarily complicated for the primary issues we wish to address.

The quantity \( F(t, z) \) is the net force the beam exerts on some target located at some position \( z \) at time \( t \). For convenience, we henceforth assume that the field is generated by someone positioned on the left, and that the target be positioned to the right of the generator (see Figure 1), thus allowing us to restrict attention to the plus sign in Equations (1)–(3). We furthermore assume that the target moves under the influence of the field, while the “generator” does not, and—as mentioned above—both behave as test fields. This setup provides for a simple characterization of the effect of the field: If \( F(t, z) < 0 \), corresponding to attraction, we call this a tractor beam. If \( F(t, z) > 0 \), corresponding to repulsion, we call this a pressor beam. On the other hand, the definition of a stressor beam can be a little trickier.

The reason for this is that, independent of the overall sign of \( F(t, z) \), one can quite generally define a beam which has significantly varying pressure across the cross-sectional area of the target. In this way, there might be a certain ambiguity about when a specific beam would be considered to be a tractor/pressor or a stressor beam, since this would depend on the properties of the target material—such as its elasticity, ultimate yield strength, etc.

However, for most “applications”, we expect the \( T_{zz} \) component for a tractor (pressor) beam to not vary too greatly over its region of influence on the target. A quick measure of when a beam would behave as a stressor beam is given by:

\[ \max_A(T_{zz}) - \min_A(T_{zz}) \gg \sigma_{\text{material}}. \] (4)

Here, \( A \) is the cross-sectional area of the target exposed to the beam and \( \sigma_{\text{material}} \) is the ultimate yield stress of the material making up the target.

While Equations (1)–(3) are universally valid, both for standard general relativity and for modified theories of gravity, we focus mainly on standard general relativity. Therefore, using the Einstein equations, we have for a narrow beam in terms of the Einstein tensor:

\[ F(t, z) = \frac{1}{8\pi} \int_{\mathbb{R}^2} G_{zz}(t, x, y, z) \, dx \, dy, \] (5)

while for a wide beam

\[ F(t, z) = \frac{1}{8\pi} G_{zz}(t, 0, 0, z) \, A. \] (6)

These are the key equations we use in the following sections.

As usual, we are using geometrodynamical units, where \( G_{\text{Newton}} \rightarrow 1 \) and \( c \rightarrow 1 \). If one wishes to reinstate SI units, then in terms of the Stoney force \( F_s = c^4 / G_{\text{Newton}} \) [76–79] one has

\[ F(t, z) = \frac{F_s}{8\pi} \int_{\mathbb{R}^2} G_{zz}(t, x, y, z) \, dx \, dy, \] (7)
and

\[ F(t, z) = \frac{F_e}{8\pi} G_{zz}(t, 0, 0, z) A. \] (8)

It is worth mentioning that the magnitude of the Stoney force is truly enormous—some \(1.2 \times 10^{44}\) Newtons. Accordingly, relatively small spacetime curvatures (weak-field gravity) can still lead to significant human-scale forces and stresses. It is beyond the scope of the present article to consider just how weak the weak fields can be before the test field approximations for the target mass break down.

\[ \text{Figure 1. (a) Forces } F \text{ and (b) energy densities } \rho \text{ for Gaussian beam profiles. The field is assumed to be sourced by someone on the left at negative } z, \text{ the target—a flat cow in the tractor field space-time—on the right at positive } z. \text{ Choosing the source and target provides for a distinction between tractor and pressor (or repulsor) fields. Details concerning this particular beam configuration can be found in Section 6.2.1. The parameters of Equation (186) that we have chosen are: } A = 0.5 \text{ and } B = C = 1.0. \text{ The purple line in the density plot for the zero-vorticity beam indicates the location where the energy density is zero.} \]

3. Natário’s Generic Warp Field

3.1. Kinematics

Our tractor/pressor/stressor beams is based on modifications of Natário style generic warp drives [14–18]. The generic form of the space-time metric line element is

\[ ds^2 = -dt^2 + \delta_{ij} \left( dx^i - v^i(t, x, y, z) \, dt \right) \left( dx^j - v^j(t, x, y, z) \, dt \right). \] (9)

Note that the lapse is unity, \( N \to 1 \), the spatial slices are flat, \( g_{ij} \to \delta_{ij} \), and the “flow” vector \( v^i(t, x, y, z) \) is the negative of what is (in the ADM decomposition) usually called the “shift” vector [80–83].
A kinematically useful quantity is the vorticity of the flow field,
\[ \vec{\omega} = \nabla \times \vec{\theta} \]  \( (10) \)
and its square, \( \vec{\omega} \cdot \vec{\omega} \).

The constant-\( t \) spatial slices have covariant normal \( n_a = \partial_a t = (-1, 0, 0, 0)_a \), whose contravariant components are the future-pointing 4-velocity \( n^a = (1, v^i) \). Observers that “go with the flow”, moving with 4-velocity \( n^a \), are geodesics, and they are often called Eulerian.

The intrinsic geometry of the spatial slices is flat, whereas the extrinsic geometry is characterized by the second fundamental form \( K_{ij} = v^a (\nabla_i v_j) \). The components of the Riemann tensor can then be evaluated in terms of the extrinsic curvature and the normal (for details see, e.g., [18,80–83]; for even more additional background on “warp field” space-times, see [84–99]).

3.2. Stress-Energy Tensor

For current purposes, adopting the unit-lapse and flat-spatial-slices conditions, key results for the components of the stress-energy tensor are [18,80–82]:

- The Gauss–Codazzi equations yield the Eulerian energy density:
  \[ \rho = \frac{G_{nn}}{8\pi} = \frac{G_{ab} n^a n^b}{8\pi} = \frac{1}{16\pi} \left( K^2 - \text{tr}(K^2) \right), \]
  \( (11) \)
  where \( K = K_{ij} \delta^{ij} = \text{tr}(K) \) and \( \text{tr}(K^2) = (K^2)_{ij} \delta^{ij} = K_{ik} \delta^{kl} K_{lj} \delta^{ij} \).

  In the current context, this can be recast as [18]:
  \[ \rho = \frac{1}{16\pi} \left\{ \nabla \cdot \left\{ \vec{v} K - (\vec{v} \cdot \nabla) \vec{v} \right\} - \frac{1}{2} (\vec{\omega} \cdot \vec{\omega}) \right\}. \]
  \( (12) \)

- The Gauss–Mainardi equations yield the Eulerian energy flux:
  \[ f_i = \frac{G_{ni}}{8\pi} = \frac{G_{ai} n^a}{8\pi} = \frac{1}{16\pi} (\nabla \times (\nabla \times \vec{\theta})). \]
  \( (13) \)

- The \( 3 \times 3 \) stress tensor is somewhat messier and can be expressed in terms of the extrinsic curvature and its Lie derivatives [18]:
  \[ T_{ij} = \frac{G_{ij}}{8\pi} = \frac{1}{8\pi} \left( \mathcal{L}_n K_{ij} + K K_{ij} - 2(K^2)_{ij} - \left( L_n K + \frac{1}{2} K^2 + \frac{1}{2} \text{tr}(K^2) \right) \delta_{ij} \right). \]
  \( (14) \)

For the various explicit examples we consider below, we often use ab initio calculations instead of this general (but relatively intractable) result.

- In contrast, the trace of the \( 3 \times 3 \) stress tensor is somewhat easier to deal with. For the average pressure \( \bar{p} \), we have [18]:
  \[ \bar{p} = \frac{T_{ij} \delta^{ij}}{3} = -\frac{1}{24\pi} \left( 2\nabla_a (Kn^a) - \frac{3}{2} K^2 + \frac{3}{2} \text{tr}(K^2) \right). \]
  \( (15) \)

  This implies
  \[ \bar{p} = \rho - \frac{1}{12\pi} \nabla_a (Kn^a). \]
  \( (16) \)

These are the key stress-energy components we need for the current task. For further discussion on these and related issues, see the references [18,80–82].
An immediate consequence of these general results is that once appropriate fall-off conditions are imposed at spatial infinity one has

\[
\int \rho \, d^3x = -\frac{1}{32\pi} \int (\vec{\omega} \cdot \vec{\omega}) \, d^3x \leq 0, \tag{17}
\]

\[
\int (\rho + p) d^3x = -\frac{1}{16\pi} \int (\vec{\omega} \cdot \vec{\omega}) \, d^3x \leq 0. \tag{18}
\]

This implies that violations of the WEC and NEC are unavoidable [18], and we see similar results repeatedly recurring in the subsequent discussion.

4. Beam Profile

In this section, we discuss the kinematics and general properties of the stress-energy tensor of such beams, including the forces key to our interpretation of them.

4.1. Beam Kinematics

For our purposes, we choose a factorized “beam” profile for the flow vector, one that respects axial symmetry around the z-axis:

\[
\begin{align*}
\nu_x(t, x, y, z) &= k(t, z) \, x \, h(x^2 + y^2), \tag{19} \\
\nu_y(t, x, y, z) &= k(t, z) \, y \, h(x^2 + y^2), \tag{20} \\
\nu_z(t, x, y, z) &= v(t, z) \, f(x^2 + y^2). \tag{21}
\end{align*}
\]

We refer to \( f(x^2 + y^2) \) and \( h(x^2 + y^2) \) as profile functions, whereas \( v(t, z) \) and \( k(t, z) \) are referred to as envelope functions.

Note the explicit presence of \( x \) and \( y \) in the flow components \( \nu_x \) and \( \nu_y \), precisely to maintain axial symmetry. Furthermore,

\[
\sqrt{\nu_x(t, x, y, z)^2 + \nu_y(t, x, y, z)^2} = k(t, z) \sqrt{x^2 + y^2 \, h(x^2 + y^2)}. \tag{22}
\]

Useful definitions of the average transverse width of the beam are to consider

\[
W_{xy}^2 = \frac{\int (x^2 + y^2) (\nu_x^2 + \nu_y^2) \, dxdy}{\int (\nu_x^2 + \nu_y^2) \, dxdy} = \frac{\int (x^2 + y^2)^2 \, h(x^2 + y^2)^2 \, dxdy}{\int (x^2 + y^2)^2 \, h(x^2 + y^2)^2 \, dxdy}, \tag{23}
\]

and/or

\[
W_z^2 = \frac{\int (x^2 + y^2) (\nu_z^2) \, dxdy}{\int (\nu_z^2) \, dxdy} = \frac{\int (x^2 + y^2) \, f(x^2 + y^2)^2 \, dxdy}{\int f(x^2 + y^2)^2 \, dxdy}. \tag{24}
\]

Both of these characterizations of average width depend only on the profile functions, not on the envelope functions.

Far away from the beam axis, as \( x^2 + y^2 \to \infty \), we demand that both profile functions tend to zero, \( f(x^2 + y^2) \to 0 \) and \( h(x^2 + y^2) \to 0 \), so that the beam asymptotically reduces to flat Minkowski space. All of the \( t \) and \( z \) dependence is encoded in the two functions \( v(t, z) \) and \( k(t, z) \). Since one wants the beam to be of finite length, and not stretch all the way across the universe, one should demand both \( \lim_{z \to \pm \infty} v(t, z) = 0 \) and \( \lim_{z \to \pm \infty} k(t, z) = 0 \), again ensuring an asymptotic approach to Minkowski space.

More precisely, we demand sufficiently rapid fall-off at spatial infinity, which then also allows integration by parts unrestricted by boundary terms. We also enforce smooth on-axis behavior by demanding that the profile functions and their derivatives be finite on the beam axis. These structural assumptions for the flow vector is basically our definition of what we mean by a “beam” directed along the z-axis.
The previously introduced vorticity, Equation (10), for our beam geometry reduces to:

\begin{align}
\omega_x &= \partial_y v_z - \partial_z v_y = -y \left\{ \partial_z k(t, z) h(x^2 + y^2) - 2v(t, z) f'(x^2 + y^2) \right\}, \\
\omega_y &= -\partial_z v_z + \partial_y v_y = x \left\{ \partial_z k(t, z) h(x^2 + y^2) - 2v(t, z) f'(x^2 + y^2) \right\}, \\
\omega_z &= \partial_x v_y - \partial_y v_x = 0.
\end{align}

The square of the vorticity,

\[ \vec{\omega} \cdot \vec{\omega} = (x^2 + y^2) \left\{ \partial_z k(t, z) h(x^2 + y^2) - 2v(t, z) f'(x^2 + y^2) \right\}^2, \]

shows up quite often in subsequent calculations.

### 4.2. Stress-Energy Basics

If we now additionally impose the factorization conditions in Equations (19)–(21) appropriate to a beam geometry, then the axial symmetry imposes additional constraints on the stress-energy tensor. Specifically,

\[
\frac{T_{xx} - T_{yy}}{T_{xy}} = \frac{x^2 - y^2}{xy},
\]

and

\[
\frac{T_{xz}}{T_{yz}} = \frac{T_{nx}}{T_{ny}} = \frac{x}{y}.
\]

This implies in particular that

\[
\begin{bmatrix} T_{xx} & T_{xy} \\ T_{xy} & T_{yy} \end{bmatrix} = \begin{bmatrix} x^2 & xy \\ xy & y^2 \end{bmatrix} \mathcal{F}_1(t, x, y, z) + \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \mathcal{F}_2(t, x, y, z),
\]

and

\[
\begin{bmatrix} T_{xz} & T_{yz} \end{bmatrix} = \begin{bmatrix} x & y \end{bmatrix} \mathcal{F}_3(t, x, y, z).
\]

Similarly, for the \(x\)-directed and \(y\)-directed fluxes, we have:

\[
\begin{bmatrix} f_x & f_y \end{bmatrix} = \begin{bmatrix} T_{nx} & T_{ny} \end{bmatrix} = \begin{bmatrix} x & y \end{bmatrix} \mathcal{F}_4(t, x, y, z).
\]

The \(\mathcal{F}_j(t, x, y, z)\) are specific scalar functions that can be explicitly calculated when required. However, the \(\mathcal{F}_j(t, x, y, z)\) are not the most interesting quantities for our purposes.

We instead are more focused on the comoving energy density \(\rho(t, x, y, z)\), the stress-energy component \(T_{zz}(t, x, y, z)\), the flux component \(f_z(t, x, y, z)\) directed along the beam axis and the average stress \(\bar{\rho}(t, x, y, z)\).

We now continue our calculations using the generic beam-like flow (Equations (19)–(21)). As yet, we impose no extra restriction on the four functions \(v(t, z), k(t, z), f(x^2 + y^2)\) and \(h(x^2 + y^2)\), apart from the above-mentioned asymptotic conditions, namely that \(f(x^2 + y^2) \to 0\) and \(h(x^2 + y^2) \to 0\) away from the beam axis and both \(\lim_{z \to \pm \infty} v(t, z) \to 0\) and \(\lim_{z \to \pm \infty} k(t, z) \to 0\).

### 4.3. Force

In order to calculate the force, Equation (1), let us now investigate \(T_{zz}(t, x, y, z)\) for this factorized flow and integrate this over the \(x-y\) plane. For \(T_{zz}(t, x, y, z)\), we find:

\[
T_{zz}(t, x, y, z) = \frac{1}{8\pi} \left\{ \begin{align*}
N_1(x, y) v(t, z)^2 + N_2(x, y) v(t, z) \partial_z k(t, z) + N_3(x, y) \left[ \partial_z k(t, z) \right]^2 \\
+ N_4(x, y) \partial_t k(t, z) + N_5(x, y) k(t, z)^2
\end{align*} \right\}. 
\]
Here, using the shorthand $u = x^2 + u^2$, we have:

\[
\begin{align*}
N_1(x,y) &= -3u[f'(u)]^2, \\
N_2(x,y) &= -2[uf(u)h(u)]' + uh(u)f'(u), \\
N_3(x,y) &= \frac{1}{4}u[h(u)]^2, \\
N_4(x,y) &= -2[uh(u)]', \\
N_5(x,y) &= -3[uh(u)]^2 - 4[u^2h(u)h'(u)]'.
\end{align*}
\]

(35) (36) (37) (38) (39)

Without detailed calculation, we can immediately deduce:

\[
\begin{align*}
\int_{\mathbb{R}^2} N_1(x,y) \, dx \, dy &< 0, \\
\int_{\mathbb{R}^2} N_2(x,y) \, dx \, dy &\text{ is indefinite,} \\
\int_{\mathbb{R}^2} N_3(x,y) \, dx \, dy &> 0, \\
\int_{\mathbb{R}^2} N_4(x,y) \, dx \, dy &= \int_{\mathbb{R}^2} N_5(x,y) \, dx \, dy = 0.
\end{align*}
\]

(40) (41) (42) (43)

It is worth noting that

\[
\begin{align*}
\int_{\mathbb{R}^2} N_1(x,y) \, dx \, dy &= -3\pi \int_0^\infty u[f'(u)]^2 \, du, \\
\int_{\mathbb{R}^2} N_2(x,y) \, dx \, dy &= \pi \int_0^\infty uh(u)f'(u) \, du,
\end{align*}
\]

and

\[
\int_{\mathbb{R}^2} N_3(x,y) \, dx \, dy = \pi \int_0^\infty \frac{1}{4}u[h(u)]^2 \, du.
\]

(44)

Using this, we find that in the narrow beam approximation

\[
F(t,z) = \int_{\mathbb{R}^2} T_{zz}(t,x,y,z) \, dx \, dy
\]

\[
= -\frac{1}{2}v(t,z)^2 \int_0^\infty u[f'(u)]^2 \, du + \frac{1}{8} \int_0^\infty u \left[ v(t,z)f'(u) + \frac{1}{2} \partial_z k(t,z)h(u) \right]^2 \, du.
\]

(45) (46)

This is a sum of negative definite and positive definite terms, thus allowing the generic beam to potentially be fine-tuned as either a tractor or a pressor (or even a stressor). In contrast, in the wide beam approximation, we need to evaluate $T_{zz}(t,0,0,z)$.

Note that

\[
N_1(0,0) = 0, \quad N_2(0,0) = -2f(0)h(0), \quad N_3(0,0) = 0, \\
N_4(0,0) = -2h(0), \quad N_5(0,0) = -3h(0)^2.
\]

(47)

Consequently,

\[
T_{zz}(t,0,0,z) = -\frac{h(0)}{8\pi} \left\{ 2f(0) v(t,z) \partial_z k(t,z) + 2 \partial_z k(t,z) + 3h(0) k(t,z)^2 \right\}.
\]

(48)

Thus, in the wide-beam approximation the force exerted on the target is

\[
F(t,z) = -\frac{h(0)}{8\pi} \left\{ 2f(0) v(t,z) \partial_z k(t,z) + 2 \partial_z k(t,z) + 3h(0) k(t,z)^2 \right\} A.
\]

(49)

This is of indefinite sign, depending delicately on the envelope functions, potentially allowing either tractor/pressor behavior.
4.4. Flux

The flux in the z-direction, as defined in Equation (13), is given by:

\[
 f_z(t, x, y, z) = \frac{1}{8\pi} \left\{ -\partial_z k(t, z) [uh(u)]' + 2v(t, z) [uf'(u)]' \right\}. \tag{50}
\]

Thence,

\[
 \int_{\mathbb{R}^2} f_z(t, x, y, z) dxdy = \frac{1}{8} \int_0^\infty \left\{ -\partial_z k(t, z) [uh(u)]' + 2v(t, z) [uf'(u)]' \right\} du = 0. \tag{51}
\]

For the x-direction,

\[
 f_x(t, x, y, z) = -\frac{x}{8\pi} \left\{ \partial_x v(t, z) f'(x^2 + y^2) - \frac{1}{2} \partial_x^2 k(t, z) h(x^2 + y^2) \right\}. \tag{52}
\]

Anti-symmetry under \( x \leftrightarrow -x \) now yields

\[
 \int_{\mathbb{R}^2} f_x(t, x, y, z) dxdy = 0. \tag{53}
\]

Similarly, for the y-direction,

\[
 f_y(t, x, y, z) = -\frac{y}{8\pi} \left\{ \partial_y v(t, z) f'(x^2 + y^2) - \frac{1}{2} \partial_y^2 k(t, z) yh(x^2 + y^2) \right\}, \tag{54}
\]

and, again by appealing to anti-symmetry,

\[
 \int_{\mathbb{R}^2} f_y(t, x, y, z) dxdy = 0. \tag{55}
\]

Consequently, for the general tractor/pressor/stressor beam, we always have the net flux integrating to zero:

\[
 \int_{\mathbb{R}^2} f(t, x, y, z) dxdy = 0. \tag{56}
\]

Thence, at least in the narrow-beam approximation, we never need to worry about the net fluxes impinging on the target, they always quietly cancel. However, even if the net fluxes seen by Eulerian observers cancel, there might be significant fluctuations around zero over the cross-sectional area of the target. For instance, on-axis. we have

\[
 \tilde{f}(t, 0, 0, z) = \frac{1}{8\pi} \left\{ -\partial_z k(t, z) h(0) + 2v(t, z) f'(0) \right\} z. \tag{57}
\]

It is now the envelope functions \( v(t, z) \) and \( k(t, z) \) that primarily drive the localized on-axis fluxes in the wide-beam approximation.

4.5. Off-Diagonal Stress Components

Similar steps can be applied to Equation (32) concerning the \( T_{xz} \) and \( T_{yz} \) components:

\[
 T_{xz}(t, x, y, z) = x\mathcal{F}_3(t, x, y, z), \quad T_{yz}(t, x, y, z) = y\mathcal{F}_3(t, x, y, z), \tag{58}
\]

implying (using anti-symmetry under \( x \leftrightarrow -x \) and \( y \leftrightarrow -y \), respectively)

\[
 \int_{\mathbb{R}^2} T_{xz}(t, x, y, z) dxdy = \int_{\mathbb{R}^2} T_{yz}(t, x, y, z) dxdy = 0. \tag{59}
\]

Finally, from equation (31), we get:

\[
 T_{xy}(t, x, y, z) = xy\mathcal{F}_1(t, x, y, z), \tag{60}
\]
implying (now using either anti-symmetry under $x \leftrightarrow -x$, or anti-symmetry under $y \leftrightarrow -y$)
\[
\int_{\mathbb{R}^2} T_{xy}(t, x, y, z) \, dx \, dy = 0. \tag{61}
\]

Combining all the above, the integral $\int_{\mathbb{R}^2} T_{\tilde{a} \tilde{b}} \, dx \, dy$ is purely diagonal, all off-diagonal elements vanish:
\[
\int_{\mathbb{R}^2} T_{\tilde{a} \tilde{b}} \, dx \, dy = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & \int_{\mathbb{R}^2} T_{xx} \, dx \, dy & 0 & 0 \\
0 & 0 & \int_{\mathbb{R}^2} T_{zz} \, dx \, dy & 0 \\
0 & 0 & 0 & \int_{\mathbb{R}^2} T_{zz} \, dx \, dy
\end{bmatrix}. \tag{62}
\]

This really is just a consequence of the assumed axial symmetry of our beam. These observations have the effect of focusing our attention on the diagonal components of the (integrated) stress-energy.

### 4.6. Eulerian Energy Density

For the Eulerian comoving energy density in this generic beam, we find:
\[
\rho(\tau, x, y, z) = \frac{1}{8\pi} \left\{ R_1(x, y) v(t, z)^2 + R_2(x, y) v(t, z) \partial_z k(t, z) + R_3(x, y) k(t, z) \partial_z v(t, z) + R_4(x, y) [\partial_z k(t, z)]^2 + R_5(x, y) k(t, z)^2 \right\}, \tag{63}
\]
with
\[
R_1(x, y) = -u[f'(u)]^2, \tag{64}
R_2(x, y) = -uh(u)f'(u), \tag{65}
R_3(x, y) = 2f(u)[uh(u)]', \tag{66}
R_4(x, y) = -uh(u)^2/4, \tag{67}
R_5(x, y) = [uh(u)]^2'. \tag{68}
\]

Then, after an integration by parts,
\[
\int_{\mathbb{R}^2} R_3(x, y) \, dx \, dy = 2 \int_{\mathbb{R}^2} R_2(x, y) \, dx \, dy = -2\pi \int_0^\infty uh(u) f'(u). \tag{69}
\]

Furthermore,
\[
\int_{\mathbb{R}^2} R_5(x, y) \, dx \, dy = 0. \tag{70}
\]

Thence,
\[
\int_{\mathbb{R}^2} \rho(t, x, y, z) \, dx \, dy = \frac{1}{8} \left\{ \partial_z [v(t, z) k(t, z)] \int_0^{\infty} uh(u) f'(u) \right.
\]
\[
- \left[ v(t, z)^2 \int_0^{\infty} u[f'(u)]^2 \, du + k(t, z) \partial_z v(t, z) \int_0^{\infty} u f'(u) h(u) \, du \\
+ \frac{1}{4} [\partial_z k(t, z)]^2 \int_0^{\infty} uh(u)^2 \, du \right\}. \tag{71}
\]

Now, we also integrate over $z$ and apply appropriate boundary conditions at $z = \pm \infty$ (where the beam has to switch off by definition) to discard the first term, which is a total derivative. Then,
\[ \int_{\mathbb{R}^3} \rho(t, x, y, z) \, dx \, dy \, dz = -\frac{1}{8} \int_{-\infty}^{+\infty} \left\{ \nu(t, z)^2 \int_0^\infty u [f'(u)]^2 \, du + k(t, z) \partial_z \nu(t, z) \int_0^\infty u f'(u) h(u) \, du + \frac{1}{4} [\partial_z k(t, z)]^2 \right\} \int_0^\infty u h(u)^2 \, du \, dz. \]  

\[ \text{(72)} \]

4.7. Weak Energy Condition

This puts us into a good position to have a first look at an energy condition, this time the WEC. Let us do another integration by parts, again invoking suitable boundary conditions, to replace \( \int_{-\infty}^{+\infty} k(t, z) \partial_z \nu(t, z) \, dz \rightarrow -\int_{-\infty}^{+\infty} \nu(t, z) \partial_z k(t, z) \, dz \).

However, this is now actually a perfect square:

\[ \int_{\mathbb{R}^3} \rho(t, x, y, z) \, dx \, dy \, dz = -\frac{1}{8} \int_{-\infty}^{+\infty} u \left[ f'(u) \nu(t, z) - \frac{1}{2} h(u) \partial_z k(t, z) \right]^2 \, dz \, du \leq 0. \]  

\[ \text{(73)} \]

The integrand appearing above is just \( \frac{1}{4} \) of the square of the vorticity \( (\vec{\omega} \cdot \vec{\omega}) \) (see Equation (28)), so that this is equivalent to

\[ \int_{\mathbb{R}^3} \rho(t, x, y, z) \, dx \, dy \, dz = -\frac{1}{32} \int_{-\infty}^{+\infty} (\vec{\omega} \cdot \vec{\omega}) \, dz \, du \leq 0. \]  

\[ \text{(74)} \]

This should not come as a surprise, given it is just Equation (17).

Accordingly, in this generic tractor/pressor/stressor beam configuration, if the Eulerian comoving energy density is positive anywhere, then it must be negative somewhere else—so the WEC is certainly violated.

4.8. Null Energy Condition

Now, consider the NEC: take Equation (16) and integrate over all space. Note that

\[ \int_{\mathbb{R}^3} \nabla_a (K u^a) \, dx \, dy \, dz = \int_{\mathbb{R}^3} \left\{ \partial_t K + \partial_i (K u^i) \right\} \, dx \, dy \, dz, \]

\[ = \partial_t \int_{\mathbb{R}^3} K \, dx \, dy \, dz + \int_{\mathbb{R}^3} \partial_i (K u^i) \, dx \, dy \, dz, \]

\[ = \partial_t \int_{\mathbb{R}^3} K \, dx \, dy \, dz + \partial_t \int_{\mathbb{R}^3} \partial_i (K u^i) \, dx \, dy \, dz, \]

\[ = \partial_t 0 + 0, \]

\[ = 0. \]  

\[ \text{(75)} \]

Thence,

\[ \int_{\mathbb{R}^3} \rho(t, x, y, z) \, dx \, dy \, dz = \int_{\mathbb{R}^3} \rho(t, x, y, z) \, dx \, dy \, dz, \]  

\[ \text{(76)} \]

and so

\[ \int_{\mathbb{R}^3} \{ \rho(t, x, y, z) + \rho(t, x, y, z) \} \, dx \, dy \, dz = 2 \int_{\mathbb{R}^3} \rho(t, x, y, z) \, dx \, dy \, dz \leq 0. \]  

\[ \text{(77)} \]

(We have already seen in the previous subsection that this last quantity is nonpositive).

Accordingly, in this generic tractor/pressor/stressor beam configuration, if the quantity \( (\rho + \rho) \) is positive anywhere, then it must be negative somewhere else—so the NEC is certainly violated.

Now, given that the NEC is the weakest of all standard, classical, point-wise energy conditions, we have that all the other energy conditions are also violated. This has to hold for all tractor/pressor/stressor configurations based on modifications of the generic Natário warp drive. Furthermore, this is completely in accord with what has been shown to happen for generic warp drive space-times [18].
5. Special Cases

We now consider three special cases that link our tractor/pressor/stressor discussion back to various previous warp drive analyses [13–18]. The connections between the envelope and profile functions of the generic Natário case described by Equations (19)–(21) and those appearing in these special cases are summarized in Table 1.

Table 1. A summary of the connections between the generic Natário metric, its envelope functions $k$ and $v$ and its profile functions $h$ and $f$ and the various functions appearing in the special cases considered Section 5.

| Generic Natário | Modified Alcubierre | Zero Expansion | Zero Vorticity |
|-----------------|---------------------|----------------|----------------|
| envelope $k(t, z)$ | 0                   | $-\partial_z v$ | $\Phi$          |
| envelope $v(t, z)$ | $v$                | $v$            | $\partial_z \Phi$ |
| profile $h(u)$ | 0                   | $h$            | $2f'$           |
| profile $f(u)$ | $f$                | $2(h + uh')$   | $f$            |

5.1. Modified Alcubierre Warp Flow

For this particular special case, we assume the field to be oriented along a fixed direction, for convenience taken to be the $z$ direction. This corresponds to taking the flow field to be:

\[
v_x(t, x, y, z) = 0, \quad v_y(t, x, y, z) = 0, \quad v_z(t, x, y, z) = v(t, z) f(x^2 + y^2).
\]

For this modified Alcubierre flow field, the vorticity is

\[
\vec{\omega} = \left( \partial_y v_z, -\partial_z v_z, 0 \right) = \left( y, -x, 0 \right) 2v(t, z) f'(x^2 + y^2)
\]

and hence

\[
\vec{\omega} \cdot \vec{\omega} = 4 v(t, z)^2 (x^2 + y^2) [f'(x^2 + y^2)]^2.
\]

Now, using the result that for the Alcubierre warp field $T_{zz} = 3\rho$, obtained in [17], a standard computation yields [13,16–18]:

\[
T_{zz}(t, x, y, z) = 3 \rho(t, x, y, z) = -\frac{3}{32\pi} \left( (\partial_x v_z)^2 + (\partial_y v_z)^2 \right) = -\frac{3}{3\pi} (\vec{\omega} \cdot \vec{\omega}) \leq 0.
\]

This is already enough to guarantee that both the weak energy condition (WEC) and null energy condition (NEC) are violated in this space-time [17,18]. Calculating the net force, we obtain for a narrow beam:

\[
F(t, z) = -\frac{3}{32\pi} \int_{\mathbb{R}^2} [(\partial_x v_z)^2 + (\partial_y v_z)^2] \, dx \, dy < 0.
\]

However, given our factorization assumption, the stress reduces to

\[
T_{zz}(t, x, y, z) = -\frac{3}{32\pi} v(t, z)^2 \{ (\partial_x f)^2 + (\partial_y f)^2 \} < 0.
\]

Under this assumption, the force factorizes to

\[
F(t, z) = -\frac{3}{32\pi} v(t, z)^2 \int_{\mathbb{R}^2} [(\partial_x f)^2 + (\partial_y f)^2] \, dx \, dy < 0.
\]
That is, using \( u = x^2 + y^2 \),
\[
F(t,z) = -\frac{3}{8} v(t,z)^2 \int_0^\infty u[f'(u)]^2 \, du < 0. \tag{87}
\]

This is always a tractor beam. The \( x-y \) integral is just some positive dimensionless number characterizing the shape of the beam. (Recall that our convention was to always put the target to the right of the generator. If we flip target and generator, so that the target is now on the left and the beam impinges on the target from the right, then there is a sign flip for the force \( F(t,z) \), and with \( F(t,z) > 0 \) the target is still attracted to the generator.)

If we instead assume a wide beam, one can immediately deduce that in this case Equation (49) will always reduce to zero, as either \( k \) or \( h \) is zero.

### 5.2. Zero-Expansion Beam

Now, consider a zero-expansion flow field subject to \( \partial_i v^i = 0 \). Starting with the generic flow field appropriate to an axisymmetric beam, we have:
\[
\begin{align*}
\nu_x(t,x,y,z) &= k(t,z) x h(x^2 + y^2) \tag{88} \\
\nu_y(t,x,y,z) &= k(t,z) y h(x^2 + y^2) \tag{89} \\
\nu_z(t,x,y,z) &= \nu(t,z) f(x^2 + y^2). \tag{90}
\end{align*}
\]

Then, in order to ensure zero expansion, we must enforce
\[
\partial_i v^i = \partial_z \nu(t,z) \left. f(x^2 + y^2) + 2k(t,z) \{h(x^2 + y^2) + (x^2 + y^2) h'(x^2 + y^2)\} \right] = 0. \tag{91}
\]

Separating variables, one finds
\[
\frac{\partial_z \nu(t,z)}{k(t,z)} = -\frac{2[h(x^2 + y^2) + (x^2 + y^2) h'(x^2 + y^2)]}{f(x^2 + y^2)} = C, \tag{92}
\]
for some separation constant \( C \).

Then, without loss of generality, we can enforce:
\[
k(t,z) = -\partial_z \nu(t,z), \quad f(x^2 + y^2) = 2[h(x^2 + y^2) + (x^2 + y^2) h'(x^2 + y^2)]. \tag{93}
\]

Therefore, the zero-expansion flow field can be rewritten in terms of only two free functions \( \nu(t,z) \) and \( h(x^2 + y^2) \):
\[
\begin{align*}
\nu_x(t,x,y,z) &= -x \partial_z \nu(t,z) h(x^2 + y^2), \tag{94} \\
\nu_y(t,x,y,z) &= -y \partial_z \nu(t,z) h(x^2 + y^2), \tag{95} \\
\nu_z(t,x,y,z) &= 2\nu(t,z) \{h(x^2 + y^2) + (x^2 + y^2) h'(x^2 + y^2)\}. \tag{96}
\end{align*}
\]

This flow field automatically satisfies axial symmetry, a beam-like profile and zero expansion. Thus, this is indeed suitable for describing a zero expansion “beam”. The vorticity for this beam is easily evaluated as
\[
\vec{\omega} = \left( y, -x, 0 \right) \left\{ \partial_z^2 \nu(t,z) h(u) + 4\nu(t,z)[u^2 h'(u)]' \right\} / u \tag{97}
\]

Thence,
\[
\vec{\omega} \cdot \vec{\omega} = u \left\{ \partial_z^2 \nu(t,z) h(u) + 4\nu(t,z)[u^2 h'(u)]' \right\}^2. \tag{98}
\]

#### 5.2.1. Force

Let us now calculate \( T_{zz}(t,x,y,z) \) for this flow field, and then integrate over the \( x-y \) plane in order to obtain the net force.

For \( T_{zz}(t,x,y,z) \), we find:
\[ T_{zz}(t, x, y, z) = \frac{1}{8\pi} \left\{ Z_1(x, y) \, v(t, z) \, \partial_z^2 v(t, z) + Z_2(x, y) \, [\partial_z^2 v(t, z)]^2 + Z_3(x, y) \, [\partial_z v(t, z)]^2 + Z_4(x, y) \, \partial_t \partial_z v(t, z) + Z_5(x, y) \, v(t, z)^2 \right\}. \]  

(99)

Again, using the shorthand \( u = x^2 + y^2 \), we can explicitly calculate:

\[
\begin{align*}
Z_1(x, y) &= [u^2 h(u^2)]'' + 2(u h(u))', \\
Z_2(x, y) &= \frac{1}{4} u h(u^2), \\
Z_3(x, y) &= -2[u^2 h(u^2)]' + [u h(u)]', \\
Z_4(x, y) &= 2[u h(u)]', \\
Z_5(x, y) &= -\frac{12}{u} \left( [u^2 h'(u)]' \right)^2.
\end{align*}
\]

(100)-(104)

Now, consider the integrals over the \( x-y \) plane. However, first note that

\[
\int_{\mathbb{R}^2} Z_i(x, y) \, dx \, dy = \pi \int_0^\infty Z_i(u) \, du.
\]

(105)

Because one wants the beam to die off far away from the beam axis, one wants \( h(x^2 + y^2) = h(u) \to 0 \) as \( x^2 + y^2 = u \to \infty \). Thus, we can already extract some limited information regarding the integrals:

\[
\begin{align*}
\int_{\mathbb{R}^2} Z_1(x, y) \, dx \, dy &> 0, \quad \int_{\mathbb{R}^2} Z_2(x, y) \, dx \, dy > 0, \\
\int_{\mathbb{R}^2} Z_3(x, y) \, dx \, dy &= 0, \\
\int_{\mathbb{R}^2} Z_4(x, y) \, dx \, dy &= 0, \\
\int_{\mathbb{R}^2} Z_5(x, y) \, dx \, dy &< 0.
\end{align*}
\]

(106)-(109)

Overall, for the zero-expansion narrow beam, we now have

\[
F(t, z) = \frac{1}{8} \left\{ 2 v(t, z) \, \partial_z^2 v(t, z) \int_0^\infty ([uh(u)]')^2 \, du + \frac{1}{4} [\partial_z^2 v(t, z)]^2 \int_0^\infty uh(u)^2 \, du \\
-12 \, v(t, z)^2 \int_0^\infty \left( [u^2 h'(u)]' \right)^2 \, du \right\}.
\]

(110)

The first term is indefinite (even though the coefficient is positive), the second term is positive semi-definite and the third term is negative semi-definite. Thus, the zero-expansion narrow beam can be tuned to be either a tractor or a pressor, (or even a stressor). One cannot say more about the force \( F(t, z) \) without making a specific choice for the profile \( h(u) \), and the envelope function \( v(t, z) \).

If we now consider a wide beam, then we should look on-axis and evaluate \( T_{zz}(t, 0, 0, z) \). Specifically, we see:

\[
\begin{align*}
Z_1(0, 0) &= 4h(0)^2, \quad Z_2(0, 0) = 0, \quad Z_3(0, 0) = -3h(0)^2, \\
Z_4(0, 0) &= 2h(0), \quad Z_5(0, 0) = 0.
\end{align*}
\]

(111)

whence,

\[
T_{zz}(t, 0, 0, z) = \frac{1}{8\pi} \left\{ 4h(0)^2 [v(t, z) \partial_z^2 v(t, z)] - 3h(0)^2 [\partial_z v(t, z)]^2 + 2h(0) [\partial_t \partial_z v(t, z)] \right\}.
\]

(112)
Thus, in the wide beam limit of a zero-expansion beam, we have
\[
F(t, z) = \frac{h(0)}{8\pi} \left[ 4h(0)[v(t, z)\partial_z^2 v(t, z)] - 3h(0)[\partial_z v(t, z)]^2 + 2\partial_t \partial_z v(t, z) \right] A. \tag{113}
\]

5.2.2. Energy Conditions

For this zero expansion space-time, we have \( K = \text{tr}(K_{ij}) = 0 \); thus, from Equations (11) and (15), it is immediate that
\[
\rho = \rho = -\frac{1}{16\pi}\text{tr}(K^2) < 0. \tag{114}
\]

This is enough to guarantee that both the WEC and NEC are violated \[18\], but, for the sake of completeness, we perform an explicit calculation.

WEC:

For the Eulerian energy density, we note:
\[
\rho(t, x, y, z) = \frac{1}{8\pi} \left\{ W_1(x, y) \partial_z v(t, z) \partial_z^2 v(t, z) + W_2(x, y) [\partial_z^2 v(t, z)]^2 \\
+ W_3(x, y) [\partial_z v(t, z)]^2 + W_4(x, y) v(t, z)^2 \right\}. \tag{115}
\]

Using the shorthand \( u = x^2 + y^2 \), we can explicitly calculate:
\[
W_1(x, y) = 2h(u)[u^2 h'(u)]', \tag{116}
\]
\[
W_2(x, y) = \frac{1}{4} uh(u)^2, \tag{117}
\]
\[
W_3(x, y) = -4([uh(u)]')^2 + [uh(u)^2]', \tag{118}
\]
\[
W_4(x, y) = -\frac{4}{u} ([u^2 h'(u)]')^2. \tag{119}
\]

This is almost a (negative) perfect square:
\[
\rho(t, x, y, z) = -\frac{1}{8\pi} u \left[ \frac{h(u)}{2} \partial_z^2 v(t, z) - \frac{2}{u} v(t, z)[u^2 h'(u)]' \right]^2 \\
+ \frac{1}{8\pi} \left[ -4([uh(u)]')^2 + [uh(u)^2'] [\partial_z v(t, z)]^2 \right]. \tag{120}
\]

By performing an integration over the \( x-y \) plane, this can then be fully written as the sum of negative perfect squares:
\[
\int_{\mathbb{R}^2} \rho(t, x, y, z) dx dy = -\frac{1}{8} \int_0^\infty u \left[ \frac{h(u)}{2} \partial_z^2 v(t, z) - \frac{2}{u} v(t, z)[u^2 h'(u)]' \right]^2 du \\
- \frac{1}{2} \int_0^\infty ([uh(u)]')^2 du [\partial_z v(t, z)]^2 \leq 0. \tag{121}
\]

This is more than sufficient to guarantee WEC violation somewhere on each \( x-y \) plane. Now, let us also integrate over \( dz \). Using \( \int [\partial_z v(t, z)]^2 dz = -\int v(t, z) \partial_z^2 v(t, z) dz \), we obtain:
\[
\int_{\mathbb{R}^3} \rho(t, x, y, z) dxdydz = -\frac{1}{8} \int_0^\infty u \left[ \frac{h(u)}{2} \partial_z^2 v(t, z) - \frac{2}{u} v(t, z)[u^2 h'(u)]' \right]^2 du dz \\
+ \frac{1}{2} \int_0^\infty ([uh(u)]')^2 du \int_0^\infty v(t, z)[\partial_z^2 v(t, z)]dz. \tag{122}
\]
Now, note that
\[
|uh(u)|^2 = (h(u) + uh'(u))^2 = h(u)^2 + 2uh(u)h'(u) + u^2h'(u)^2
\]
\[
= |uh(u)|^2 + u^2h'(u)^2 = [uh(u)']^2 + [u^2h(u)h'(u)]' - h(u)[u^2h'(u)]'.
\]
(123)

Thus, after an integration by parts,
\[
\int_0^\infty (|uh(u)|')^2 du = -\int_0^\infty h(u)[u^2h'(u)]' du.
\]
(124)

However, this now implies that we have a (negative) perfect square:
\[
\int_{\mathbb{R}^3} \rho(t,x,y,z) dx dy dz = -\frac{1}{32} \int_0^\infty (\vec{\omega} \cdot \vec{\omega}) \, du \, dz \leq 0,
\]
(126)

as expected. Again, this is more than sufficient to guarantee WEC violation somewhere on each spatial slice, apart from also verifying internal consistency of the formalism.

NEC:

To prove the violation of the NEC, we must now look at the quantity $[\rho + T_{zz}]$:
\[
[\rho + T_{zz}](t,x,y,z) = \frac{1}{8\pi} \left\{ X_1(x,y)[v(t,z)]^2 + X_2(x,y)[\partial_z v(t,z)]^2 + X_3(x,y)[v(t,z)]^2 \right\},
\]
(127)

with
\[
X_1(x,y) = 2[u^2h(u)]'',
\]
(128)
\[
X_2(x,y) = -4[uh'(u)]^2 - 2[u^2h(u)]'' - 2[uh(u)]',
\]
(129)
\[
X_3(x,y) = -16u[uh''(u) + 2h'(u)]^2.
\]
(130)

Consequently, integrating over the $x$-$y$ plane, we have:
\[
\int_{\mathbb{R}^2} (\rho + T_{zz}) dx \, dy = \pi \int_0^\infty (\rho + T_{zz}) du
\]
\[
= -\frac{1}{2} \int_0^\infty (\partial_z v(t,z))^2 du
\]
\[
- 2|v(t,z)|^2 \int_0^\infty u[uh''(u) + 2h'(u)]^2 du.
\]
(131)

This is now a (negative) sum of squares, thereby guaranteeing violation of the NEC. This is again a useful consistency check on the formalism.

5.3. Zero-Vorticity Beam

Let us now consider a zero-vorticity beam described by the flow field:
\[
v_i(t,x,y,z) = \partial_i \Phi, \quad \Phi(t,x,y,z) \rightarrow \Phi(t,z)f(x,y).
\]
(132)
The stress component $T_{zz}(t, x, y, z)$ is again somewhat complicated. However, once one integrates over the $x$–$y$ plane, we soon see that

$$F(t, z) = \int_{\mathbb{R}^2} T_{zz} \, dx \, dy = 0. \quad (133)$$

That is, there is no net force once you integrate over the entire 2-plane. We soon see, however, that there are regions of both repulsion/attraction at various points on the 2-plane. This is best interpreted as a stressor beam.

### 5.3.1. Force

Explicitly calculating the stress component $T_{zz}(t, x, y, z)$, we find:

$$T_{zz}(t, x, y, z) = \frac{1}{8\pi} \{ P_1(x, y) \, \partial_t \Phi(t, z) + P_2(x, y) \, (\partial_z \Phi(t, z))^2 + P_3(x, y) \, \Phi(t, z)^2 \}. \quad (134)$$

Now, using again $u = x^2 + y^2$ for compactness, explicit computation yields

$$P_1(x, y) = -4[u f'(u)]', \quad (135)$$

$$P_2(x, y) = -4[u f(u) f'(u)]', \quad (136)$$

$$P_3(x, y) = -[\{16u^2 f'(u) f''(u)\} + 12u [f'(u)]^2]. \quad (137)$$

Noting again that

$$\int_{\mathbb{R}^2} P_1(x, y) \, dx \, dy = \pi \int_0^\infty P_1(u) \, du, \quad (138)$$

and observing that each of the $P_i$ is a pure derivative, one has

$$\int_{\mathbb{R}^2} P_1(x, y) \, dx \, dy = \pi \int_0^\infty P_1(u) \, du = 0. \quad (139)$$

Thus, there is no net force.

Note, however, that:

$$T_{zz}(t, 0, 0, z) = -\frac{f'(0)}{2\pi} \{ \partial_t \Phi(t, z) + f(0) \, (\partial_z \Phi(t, z))^2 + 3f'(0) \, \Phi(t, z)^2 \}, \quad (140)$$

which in general does not equal zero. In this way we see that, while the force integrated all over the $x$–$y$ plane sums up to zero, this does not imply an identically zero force. On the contrary, different parts of the target are pulled, while others pushed, creating a perfect example of a stressor beam. Furthermore, this means that—ignoring matters of material properties—a wide zero-vorticity beam could potentially still act as a tractor or pressor beam, whereas a narrow zero-vorticity beam would not.

### 5.3.2. Energy Density and Null Energy Condition

Calculating the Eulerian (comoving) energy density, we find:

$$\rho(t, x, y, z) = \frac{1}{8\pi} \left\{ R_{zz} \, \Phi(t, z) [\partial_z^2 \Phi(t, z)] + R_z \, [\partial_z \Phi(t, z)]^2 + R_0 \, \Phi(t, z)^2 \right\}. \quad (141)$$

with

$$R_{zz} = 4f(u) [uf''(u) + f'(u)] = 4f(u) [uf'(u)]', \quad (142)$$

$$R_0 = 8uf''(u) f'(u) + 4(f'(u))^2 = 4[u f'(u)]^2', \quad (143)$$

$$R_z = -4u (f'(u))^2. \quad (144)$$
Note that \( \int_{\mathbb{R}^2} R_0 \, dx \, dy = 0 \), whereas, after an integration by parts:

\[
\int_{\mathbb{R}^2} R_y \, dx \, dy = \int_{\mathbb{R}^2} R_z \, dx \, dy = -4\pi \int_0^\infty u[f'(u)]^2 \, du. \tag{145}
\]

Hence,

\[
\int_{\mathbb{R}^2} \rho \, dx \, dy = -\frac{1}{2} (\Phi(t,z) [\partial_z^2 \Phi(t,z)] + [\partial_z \Phi(t,z)]^2) \int_0^\infty u[f'(u)]^2 \, du. \tag{146}
\]

That is,

\[
\int_{\mathbb{R}^2} \rho \, dx \, dy = -\frac{1}{2} \partial_z \{ \Phi(t,z) \partial_z \Phi(t,z) \} \int_0^\infty u[f'(u)]^2 \, du. \tag{147}
\]

Now, given the fall-off conditions on \( \Phi(t,z) \), namely that \( v(t,z) = \partial_z \Phi(t,z) \xrightarrow{z \rightarrow \pm \infty} 0 \), we have that:

\[
\int_{\mathbb{R}^2} \rho \, dx \, dy \, dz = 0. \tag{148}
\]

Therefore, if the zero vorticity stressor beam has positive density anywhere, then it must have negative energy density somewhere else. Thence, this zero-vorticity configuration violates the WEC. This is fully in agreement with the general warp-drive analysis presented in [18].

Furthermore, since we have already seen \( \int_{\mathbb{R}^2} T_{zz} \, dx \, dy = 0 \), it automatically follows that \( \int_{\mathbb{R}^2} T_{zz} \, dx \, dy \, dz = 0 \), and thence we have \( \int_{\mathbb{R}^2} (\rho + T_{zz}) \, dx \, dy \, dz = 0 \). Thus, as above, if the zero vorticity stressor beam has \( (\rho + T_{zz}) \) positive anywhere, then this quantity must be negative somewhere else. Therefore, this zero-vorticity configuration also violates the NEC. Again, this is fully in agreement with the general warp-drive analysis presented in [18], and it is a useful consistency check on the fact that zero-vorticity flow fields do indeed violate the NEC.

6. Specific Examples

In lieu of direct knowledge how one would actually build a tractor beam, one is left with two extremes: general considerations or modeling of specific possibilities. Our discussion in Sections 3 and 4 are based on the generic Natário warp drive, in a sense a compromise between the two. While fixing, for example, a certain \( (3 + 1) \) split and flat spatial slices in this split, it still retains a large amount of freedom. Section 5 then considers more constrained choices found in the literature, while still retaining some freedom to choose certain functions appearing therein. In this section, we illustrate the results of the preceding sections for specific profile functions \( f \) and \( h \) and specific envelope functions \( k, v \). As a first step, we start by imposing a Gaussian profile by fixing the functions \( f(x^2 + y^2) \) and \( h(x^2 + y^2) \) to be Gaussian functions. In a second step, we then employ envelope functions that contribute to the stress-energy tensor between the positions of the generator (at \( z_{\text{generator}} < 0 \)) and the target (at \( z_{\text{target}} > z_{\text{generator}} \)), while vanishing exactly outside of some certain region \( (-b, b) \) on the \( z \)-axis. More specifically, we adopt a kind of smooth “bump function”. Naturally, these are by far not the only choices, and they contain a certain amount of arbitrariness. Nevertheless, this should give a good idea of what can be done if an arbitrarily advanced civilization could impose stress-energy sources in such a targeted way.

6.1. Gaussian Beam Profiles

As Gaussian beam profiles are very popular toy models in optics and acoustics, they are an obvious starting point for investigating our tractor beams. Let us then provide a few specific examples based on Gaussian beam profiles in the following discussion.
6.1.1. Generic Gaussian beam

Let us consider a generic Gaussian beam, where we set the two profile functions to be identical Gaussians with width parameters \(a\):

\[
\begin{align*}
v_x(t, x, y, z) &= x k(t, z) \exp\left(-\frac{x^2 + y^2}{a^2}\right), \\
v_y(t, x, y, z) &= y k(t, z) \exp\left(-\frac{x^2 + y^2}{a^2}\right), \\
v_z(t, x, y, z) &= v(t, z) \exp\left(-\frac{x^2 + y^2}{a^2}\right).
\end{align*}
\]

Then, based on Equations (34) and (35)–(39), we see:

\[
\begin{align*}
N_1(x, y) &= -\frac{3u}{a^4} \exp\left(-\frac{2u}{a^2}\right), \\
N_2(x, y) &= \frac{(3u - 2a^2)}{a^4} \exp\left(-\frac{2u}{a^2}\right), \\
N_3(x, y) &= \frac{u}{4} \exp\left(-\frac{2u}{a^2}\right), \\
N_4(x, y) &= \frac{2(u - a^2)}{a^4} \exp\left(-\frac{u}{a^2}\right), \\
N_5(x, y) &= -\frac{(4u - a^2)(2u - 3a^2)}{a^4} \exp\left(-\frac{2u}{a^2}\right).
\end{align*}
\]

Now, use

\[
\int_{\mathbb{R}^2} N_1(x, y) \, dx \, dy = \pi \int_0^\infty N_1(u) \, du,
\]

to get

\[
\begin{align*}
\int_{\mathbb{R}^2} N_1(x, y) \, dx \, dy &= -\frac{3\pi}{4}, \\
\int_{\mathbb{R}^2} N_2(x, y) \, dx \, dy &= -\frac{1}{4} \pi a^2, \\
\int_{\mathbb{R}^2} N_3(x, y) \, dx \, dy &= \frac{\pi a^4}{16}, \\
\int_{\mathbb{R}^2} N_4(x, y) \, dx \, dy &= 0, \\
\int_{\mathbb{R}^2} N_5(x, y) \, dx \, dy &= 0.
\end{align*}
\]

Then, for the net force exerted by this Gaussian beam (in the narrow field limit), we find a particularly simple factorized form:

\[
F(t, z) = -\frac{F_v}{32 \, c^2} \left\{ 3\nu(t, z)^2 + a^2 \nu(t, z) \partial_z k(t, z) - \frac{a^4 [\partial_z k(t, z)]^2}{4} \right\}
\]

\[
= -\frac{3}{32} \left\{ \nu(t, z) - \frac{1}{6} a^2 \partial_z k(t, z) \right\} \left\{ \nu(t, z) + \frac{1}{2} a^2 \partial_z k(t, z) \right\}.
\]

Note that the behavior switches from pressor to tractor when the beam satisfies the two critical conditions:

\[
v(t, z) = \frac{1}{6} a^2 \partial_z k(t, z), \quad v(t, z) = -\frac{1}{2} a^2 \partial_z k(t, z).
\]

Thus, adjusting the two envelope functions is the determining factor in choosing tractor/pressor/stressor behavior.

In contrast, on-axis, we see that

\[
N_1(0, 0) = 0, \quad N_2(0, 0) = -2, \quad N_3(0, 0) = 0, \quad N_4(0, 0) = -2, \quad N_5(0, 0) = -3.
\]

Thus,

\[
T_{zz}(t, 0, 0, z) = -\frac{1}{8\pi} \left\{ 2 \, v(t, z) \partial_z k(t, z) + 2\partial_t k(t, z) + 3 k(t, z)^2 \right\}.
\]
Therefore, in the wide-beam limit,

\[ F(t, z) = -\frac{1}{8\pi^2} \left\{ 2 v(t, z) \partial_z k(t, z) + 2 \partial_t k(t, z) + 3 k(t, z)^2 \right\} A. \quad (164) \]

This is of indefinite sign, depending delicately on the envelope functions, potentially allowing the wide-beam to be fine-tuned as either a tractor or a pressor. In SI units

\[ F(t, z) = -\frac{F_s}{8\pi c^2} \left\{ 2 v(t, z) \partial_z k(t, z) + 2 \partial_t k(t, z) + 3 k(t, z)^2 \right\} A. \quad (165) \]

We remind the reader that the Stoney force is (by human standards) truly enormous, \( F_s = c^4/G_{\text{Newton}} \approx 1.2 \times 10^{44} \) Newtons. Even relatively small envelope functions \( v(t, z) \) and \( k(t, z) \) can lead to significant tractor/pressor effects.

6.1.2. Alcubierre-Based Gaussian Beam

Let us now consider a Gaussian beam based on the modified Alcubierre flow field. Take \( f(x, y) = \exp\left(-|x^2 + y^2|/a^2\right) \); then, from Equations (83) and (84), we ultimately see

\[ \int_{\mathbb{R}^2} \left[ (\partial_x f)^2 + (\partial_y f)^2 \right] \, dx \, dy \to \int_{\mathbb{R}^2} \frac{4(x^2 + y^2)}{a^4} \exp\left(-|x^2 + y^2|/a^2\right) \, dx \, dy = \pi. \quad (166) \]

Note this Gaussian profile implies that \( T_{zz}(t, x, y, z) \) is zero on the \( z \)-axis, rises to a maximum for \( (x^2 + y^2) \sim a^2 \), and then very rapidly decays as you move further off-axis. For the total net force on the \( x-y \) plane, this Gaussian beam gives:

\[ F(t, z) \to -\frac{3}{32} v_0(t, z)^2. \quad (167) \]

Putting back all the appropriate dimensions, we obtain in SI units

\[ F(t, z) \to -\frac{3F_s}{32} \frac{v_0(t, z)^2}{c^2}. \quad (168) \]

Here, \( F_s \) is again the Stoney force. Note that, as expected, this is always a tractor beam.

6.1.3. Zero-Expansion Gaussian Beam

Looking now at a zero-expansion Gaussian beam, we set

\[ h(x^2 + y^2) = \exp\left(-(x^2 + y^2)/a^2\right). \quad (169) \]

Then, using Equations (94)–(96) and (100)–(104), we have

\[ Z_1(x, y) = 4 \left( 1 - 3u a^{-2} + 3u^2 a^{-4} / 2 \right) \exp\left(-2u/a^2\right), \quad (170) \]
\[ Z_2(x, y) = \frac{1}{4} u \exp\left(-2u/a^2\right), \quad (171) \]
\[ Z_3(x, y) = \left( -3 + 14u/a^2 - 8u^2/a^4 \right) \exp\left(-2u/a^2\right), \quad (172) \]
\[ Z_4(x, y) = 2 \left( 1 - u/a^2 \right) \exp\left(-u/a^2\right), \quad (173) \]
\[ Z_5(x, y) = -12u(2 - u/a^2)^2 a^{-4} \exp\left(-2u/a^2\right). \quad (174) \]

Thence, for the relevant integrals,

\[ \int_{\mathbb{R}^2} Z_1(x, y) \, dx \, dy = \pi \frac{a^2}{2}, \quad \int_{\mathbb{R}^2} Z_2(x, y) \, dx \, dy = \pi \frac{a^4}{16}, \quad \int_{\mathbb{R}^2} Z_3(x, y) \, dx \, dy = 0, \quad \int_{\mathbb{R}^2} Z_4(x, y) \, dx \, dy = 0, \quad \int_{\mathbb{R}^2} Z_5(x, y) \, dx \, dy = -\pi \frac{9}{2}. \quad (175) \]
Thus, for the Gaussian zero expansion beam, we see that

\[
F(t, z) = \frac{1}{8} \left\{ \frac{a^2}{2} v(t, z) \partial_x^2 v(t, z) + \frac{a^4}{16} [\partial_z^2 v(t, z)]^2 - \frac{9}{2} v(t, z)^2 \right\}. \tag{176}
\]

This can be either be a pressor or a tractor beam. The calculation on-axis (a tractor beam, depending on the choice of the envelope function).

Now, consider the wide beam limit. For a Gaussian zero-expansion beam, Equation (112) for \( T_{zz} \) reads:

\[
T_{zz}(t, 0, 0, z) = \frac{1}{8\pi} \left\{ 4[v(t, z) \partial_z^2 v(t, z)] - 3[\partial_z v(t, z)]^2 + 2[\partial_z \partial_z v(t, z)] \right\}. \tag{177}
\]

In SI units,

\[
T_{zz}(t, 0, 0, z) = \frac{F_{zz}}{8\pi a^2} \left\{ 4[v(t, z) \partial_z^2 v(t, z)] - 3[\partial_z v(t, z)]^2 + 2[\partial_z \partial_z v(t, z)] \right\} A. \tag{178}
\]

Again, this can be either be a pressor or a tractor beam, depending on the choice of the envelope function.

6.1.4. Zero Vorticity Gaussian Beam

If we now take a specific Gaussian profile \( f(x^2 + y^2) = \exp\left(-[x^2 + y^2]/a^2\right) \), then, for a zero vorticity beam, we find:

\[
P_1(x, y) = -4(x^2 + y^2 - a^2)a^{-4} \exp\left(-[x^2 + y^2]/a^2\right), \tag{179}
\]

\[
P_2(x, y) = -4(2[x^2 + y^2] - a^2)a^{-4} \exp\left(-2[x^2 + y^2]/a^2\right), \tag{180}
\]

\[
P_3(x, y) = -4(2[x^2 + y^2] - 3a^2)(4[x^2 + y^2] - a^2)a^{-8} \exp\left(-2[x^2 + y^2]/a^2\right). \tag{181}
\]

We can explicitly check that

\[
\int_{\mathbb{R}^2} P_1(x, y) \, dx \, dy = 0. \tag{182}
\]

The sign of the \( P_1(x, y) \) and consequently the sign of \( T_{zz}(t, x, y, z) \) can and will change near \( x^2 + y^2 \sim a^2 \), so the spatially target is alternately pushed and pulled—which is why we classify this case as a stressor beam. The calculation on-axis \((x = y = 0)\) gives us:

\[
P_1 \to 4a^{-2}, \quad P_2 \to 4a^{-2}, \quad P_3 \to -12a^{-4}, \tag{183}
\]

which results in:

\[
T_{zz}(t, 0, 0, z) = \frac{1}{8\pi} \left\{ 4a^{-2} \partial_t \Phi(t, z) + 4a^{-2} (\partial_z \Phi(t, z))^2 - 12a^{-4} \Phi(t, z)^2 \right\}. \tag{184}
\]

Thus, in the wide-beam limit,

\[
F(t, z) = \frac{1}{8\pi} \left\{ 4a^{-2} \partial_t \Phi(t, z) + 4a^{-2} (\partial_z \Phi(t, z))^2 - 12a^{-4} \Phi(t, z)^2 \right\} A. \tag{185}
\]

As we can see, this is another “tunable” case, which can behave either as a pressor or a tractor beam, depending on the choice of the envelope function.
6.2. Envelope Functions

In order to be able to visualize some of the properties of tractor/pressor/stressor beams, we now impose two different possibilities for the envelope functions \( v(t, z) \) and \( k(t, z) \). This allows us to plot the force field generated by these functions and the energy density distribution necessary to create them. All of the calculations done in the previous sections are still completely valid here.

6.2.1. Illustrating Gaussian beams

In Figure 1, used in the Introduction to describe where target and generator are with respect to the tractor field, we also plot the energy densities and forces of the non-trivial beam configurations described above. To produce those plots, we impose a Gaussian envelope together with a Gaussian profile for the defining functions:

\[
\begin{align*}
    f_{\text{Gauss, plot}} &= \frac{\Phi_{\text{Gauss, plot}}}{e^{-u^2/A^2}}, \\
    v_{\text{Gauss, plot}} &= k_{\text{Gauss, plot}} = \frac{\Phi_{\text{Gauss, plot}}}{e^{-z^2/B^2} e^{-t^2/C^2}},
\end{align*}
\]

(186)

where, for the plotting, we use \( A = 0.5 \) and \( B = C = 1.0 \), and we evaluate the energy density and forces at \( t = 1 \). Note that \( F(t, z) \) for both the narrow Alcubierre and the wide zero-vorticity beams are always negative for this specific setup, implying a tractor beam behavior, while the other beam configurations allow for a tractor/pressor behavior depending on the positioning of the target. It is also nice to notice how non-trivial is the cancelation of the energy density along the spatial 3-slices for the zero vorticity case, given by Equation (148) and represented in Figure 1b.

6.2.2. Bump Functions

Another, much more brutal way of enforcing that fall-off conditions be fulfilled is by using smooth bump functions [100] [§13.1]. Concretely, we employ the following examples of smooth functions of compact support: First, define

\[
f_1(z) = \begin{cases} 
    e^{-1/z} & z > 0 \\
    0 & \text{else}
\end{cases}
\]

(187)

Use this to then define

\[
f_2(z) = \frac{f_1(z)}{f_1(z) + f_1(1 - z)}. 
\]

(188)

In a last step, define for real numbers \( a \) and \( b \)

\[
f_{a,b}(z) = 1 - f_2 \left( \frac{z^2 - a^2}{b^2 - a^2} \right).
\]

(189)

This function is 0 for \( z \in (-\infty, -b) \cup (b, \infty) \), is 1 in the interval \((-a, a)\), smoothly grows from 0 to 1 on \([-b, -a]\) and decays smoothly from 1 to 0 on \([a, b]\), as can be seen in Figure 2.

As we are interested in functions satisfying appropriate fall-off conditions at infinity, this example fulfills this by construction in the most trivial way possible: It vanishes for sufficiently large positive or negative values of \( x \). Furthermore, as we are specifying the metric by hand, the Einstein equation tells us the required sources, as in all the calculations of this paper. Neither the Gaussian beams nor beams based on such smooth bump functions differ in this regard from each other, and the general analysis of the previous sections still holds. Nevertheless, using such smooth bump functions for the envelope functions \( v \) or \( k \) is an intriguing way to model a tractor beam that only contributes to the stress energy on the \( z \)-axis between “generating device” and “target”.

Figure 2. An illustration of the bump function given by Equation (189), with \( a = 2 \) and \( b = 10 \).

The algebra becomes arbitrarily involved in this case; for this reason, we opt to only show our results and the functions we chose. The bump function used is

\[
  f_{a,b}(z) e^{-t^2/D^2},
\]

which, depending on the specific (special) case plotted, was used for \( v, k \) or \( \Phi \). The profile functions were again chosen to be the Gaussians, as described in Section 6.1.1, which also allows an easier comparison with the plots shown in Figure 1. In Figure 3, the parameters are \( t = -1, a = 2, b = 10 \) and \( D = 1 \). In Figure 4, the parameters are \( t = -1, a = 2, b = 4 \) and \( D = 1 \). This minor variation produced noticeable changes in the forces and energy density. The choice of \( t \) can also produce significant differences, but this is not shown here, as it adds little to the discussion.

Again, note how non-trivial is the distribution of the energy density for the zero vorticity beams, which sums up to zero when integrated over any 3-spatial slice. It is also interesting to notice the different behavior for distinct types of beam, varying from constant pull forces (e.g., the Alcubierre case) up to elaborate push/pull behaviors (e.g., wide zero-expansion). This reveals the great diversity of mechanisms one can create by varying the envelope functions only. Behavior for different types of profile functions might possibly create yet other interesting scenarios, which we will leave for the enthusiastic reader.

Setting aside the issue of the magnitude of the Stoney force (which can be taken care of by an appropriately small pre-factor in our functions), we in particular draw attention to the force of the zero expansion beam in Figure 3a: a target positioned to the right at \( z \approx 10 \) would be accelerated to the left, then travel for a while at near constant velocity, before it is decelerated again. Sufficient fine-tuning thus allows for safe docking or boarding.
Figure 3. (a) Forces $F$ and (b) energy densities $\rho$ for beam profiles with smooth bump functions as described by Equation (190); the parameters in these pictures are $t = -1$, $a = 2$, $b = 10$, $A = 0.5$, $B = C = 1.0$ and $D = 1.0$. The purple lines in the density plots indicate locations where the energy density is zero or indistinguishable from zero.
Figure 4. (a) Forces $F$ and (b) energy densities $\rho$ for beam profiles with smooth bump functions as described by Equation (190); the parameters in these pictures are $t = -1$, $a = 2$, $b = 4$, $A = 0.5$, $B = C = 1.0$ and $D = 1.0$. The purple lines and bands in the density plots indicate locations where the energy density is zero or indistinguishable from zero.

7. Discussion and Conclusions

In this article, we show how to analyze tractor/pressor/stressor beams within the framework of standard general relativity. The analysis was made based on modified warp drive spacetimes, by creating a “beam-like” profile. A general case based on Natário’s warp field was analyzed, followed by specific cases and examples.

As expected, we show that, in this case, as with warp drives and traversable wormholes, the violation of the NEC, and so of all the classical point-wise energy conditions, is unavoidable. A closely related statement is still true even if one moves beyond Einstein gravity. The key point is that it is ultimately the focusing properties of the tractor/pressor/stressor beams, warp fields and traversable wormholes that translate into convergence conditions [101–107], and thence into [effective] energy conditions. Whenever you can rearrange the equations of motion in the form

$$G_{ab} = 8\pi[T_{\text{effective}}]_{ab},$$

the effective energy-momentum tensor $[T_{\text{effective}}]_{ab}$ will consequently violate the NEC and so violate all the classical point-wise energy conditions.

However, a significant question remains open: Are energy conditions truly fundamental physics? The answer is: “Probably not”. (Indeed, almost certainly not.) However, the energy conditions are certainly good diagnostics for unusual physics—and, as is shown, the physics of these tractor/pressor/stressor beams is certainly extremely unusual—comparable in weirdness to that of traversable wormholes and warp drives. This is not an
absolute prohibition on tractor/pressor/stressor beams, but it is an invitation to think very carefully about the underlying physics.
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Notes
1. Again, this definition depends on the relative positions of generator and target, and we assume the target is always to the right of the generator.
2. The Stoney force happens to equal the Planck force $F_s = E_{\text{Planck}} / L_{\text{Planck}}$. The various factors of $\hbar$ cancel [78,79].

References
1. Morris, M.S.; Thorne, K.S. Wormholes in space-time and their use for interstellar travel: A tool for teaching general relativity. Am. J. Phys. 1988, 56, 395–412. [CrossRef]
2. Morris, M.S.; Thorne, K.S.; Yurtsever, U. Wormholes, Time Machines, and the Weak Energy Condition. Phys. Rev. Lett. 1988, 61, 1446–1449. [CrossRef]
3. Visser, M. Traversable wormholes: Some simple examples. Phys. Rev. D 1989, 39, 3182–3184. [CrossRef] [PubMed]
4. Visser, M. Traversable wormholes from surgically modified Schwarzschild space-times. Nucl. Phys. B 1989, 328, 203–212. [CrossRef]
5. Visser, M. Lorentzian Wormholes: From Einstein to Hawking; AIP Press: Woodbury, MN, USA, 1995.
6. Hawking, S.W. Chronology protection conjecture. Phys. Rev. D. 1992, 46, 603. [CrossRef]
7. Visser, M. The Quantum physics of chronology protection. In The Future of Theoretical Physics and Cosmology, Celebrating Steven Hawking’s 60th Birthday; Gibbons, G.W., Shellard, E.P.S., Drake, S.J., Eds.; Cambridge University Press: Cambridge, UK, 2003.
8. Visser, M. From wormhole to time machine: Comments on Hawking’s chronology protection conjecture. Phys. Rev. D 1993, 47, 554–565. [CrossRef]
9. Visser, M. Hawking’s chronology protection conjecture: Singularity structure of the quantum stress-energy tensor. Nucl. Phys. B 1994, 416, 895–906. [CrossRef]
10. Friedman, J.L.; Higuchi, A.; Topological censorship and chronology protection. Annalen Phys. 2006, 15, 109–128. [CrossRef]
11. Liberati, S. Do not mess with time: Probing faster than light travel and chronology protection with superluminal warp drives. In Proceedings of the Fourteenth Marcel Grossmann Meeting on Recent Developments in Theoretical and Experimental General Relativity, Astrophysics, and Relativistic Field Theories: Proceedings of the MG14 Meeting on General Relativity, University of Rome “La Sapienza”, Rome, Italy, 12–18 July 2015. [CrossRef]
12. Tippett, B.K.; Tsang, D. The Blue Box White Paper. arXiv 2013, arXiv:1310.7983.
13. Alcubierre, M. The Warp drive: Hyperfast travel within general relativity. Class. Quant. Grav. 1994, 11, L73–L77. [CrossRef]
14. Natário, J. Warp drive with zero expansion. Class. Quant. Grav. 2002, 19, 1157–1166. [CrossRef]
15. Lobo, F.S.N.; Visser, M. Fundamental limitations on ‘warp drive’ spacetimes. Class. Quant. Grav. 2004, 21, 5871–5892. [CrossRef]
16. Lobo, F.S.N. Wormholes, Warp Drives and Energy Conditions. Fundam. Theor. Phys. 2017, 189, 1–279. [CrossRef]
17. Alcubierre, M.; Lobo, F.S.N. Warp Drive Basics. Fundam. Theor. Phys. 2017, 189, 257–279. [CrossRef]
18. Santiago, J.; Schuster, S.; Visser, M. Generic warp drives violate the null energy condition. arXiv 2021, arXiv:2105.03079.
19. Tippett, B.K. Gravitational Lensing as a Mechanism For Effective Cloaking. Phys. Rev. D 2011, 84, 104034. [CrossRef]
20. Tippett, B.K. Possible Bubbles of Spacetime Curvature in the South Pacifi. arXiv 2012, arXiv:1210.8144.
21. Tractor Beam. Available online: https://en.wikipedia.org/wiki/Tractor_beam (accessed on 27 July 2021).
22. Pressor Beam. Available online: http://www.sf-encyclopedia.com/entry/pressor_beam (accessed on 27 July 2021).
23. Pressor Beam. Available online: https://sfdictionary.com/view/93/pressor-beam (accessed on 27 July 2021).
24. Démoré, C. E.; Dahl, P. M.; Yang, Z.; Glynne-Jones, P.; Melzer, A.; Cochran, S.; Spalding, G.C. Acoustic Tractor Beam. Phys. Rev. Lett. 2014, 112, 174302. [CrossRef]
25. Mitri, F.G. Acoustic radiation force on a sphere in standing and quasi-standing zero-order Bessel beam tweezers. Ann. Phys. 2008, 323, 1604–1620. [CrossRef]
26. Abdelaziz, M.A.; Grier, D.G. Acoustokinetics: Crafting force landscapes from sound waves. Phys. Rev. Res. 2020, 2, 013172. [CrossRef]
27. Marzo, A.; Caleap, M.; Drinkwater, B.W. Acoustic Virtual Vortices with Tunable Orbital Angular Momentum for Trapping of Mie Particles. Phys. Rev. Lett. 2018, 120, 044301. [CrossRef]
28. Gorlach, A.A.; Gorlach, M.A.; Lavrinenko, A.V.; Novitsky, A. Matter-Wave Tractor Beams. Phys. Rev. Lett. 2017, 118, 180401. [CrossRef] [PubMed]
29. Novotny, L.; Bian, R.X.; Xie, X.S. Theory of Nanometric Optical Tweezers. Phys. Rev. Lett. 1997, 79, 645. [CrossRef]
30. Kardashev Scale. Available online: https://en.wikipedia.org/wiki/Kardashev_scale (accessed on 27 July 2021).
31. Kardashev, N.S. Transmission of Information by Extraterrestrial Civilizations. Sov. Astron. 1964, 8, 217.
32. Hawking, S.W.; Ellis, G.F.R. The Large Scale Structure of Space-Time; Cambridge University Press: Cambridge, UK, 1973. [CrossRef]
33. Curiel, E. A Primer on Energy Conditions. Einstein Stud. 2017, 13, 43–104. [CrossRef]
34. Kontou, E.A.; Sanders, K. Energy conditions in general relativity and quantum field theory. Class. Quant. Grav. 2020, 37, 193001. [CrossRef]
35. Martín-Moruno, P.; Visser, M. Semiclassical energy conditions for quantum vacuum states. JHEP 2013, 9, 050. [CrossRef]
36. Barceló, C.; Visser, M. Twilight for the energy conditions? Int. J. Mod. Phys. D 2002, 11, 1553–1560. [CrossRef]
37. Bekenstein, J.D. If vacuum energy can be negative, why is mass always positive?: Uses of the subdominant trace energy condition. Phys. Rev. D 2013, 88, 125005. [CrossRef]
38. Visser, M.; Barceló, C. Energy conditions and their cosmological implications. World Sci. 2000, 98–112. [CrossRef]
39. Visser, M. General relativistic energy conditions: The Hubble expansion in the epoch of galaxy formation. Phys. Rev. D 1997, 56, 7578–7587. [CrossRef]
40. Visser, M. Energy conditions in the epoch of galaxy formation. Science 1997, 276, 88–90. [CrossRef] [PubMed]
41. Visser, M. Energy conditions and galaxy formation. In Proceedings of the Eighth Marcel Grossmann Meeting on Recent Developments in Theoretical and Experimental General Relativity, Gravitation, and Relativistic Field Theories, Jerusalem, Israel, 22–27 June 1997; pp. 1348–1350. [CrossRef]
42. Martín-Moruno, P.; Visser, M. Classical and quantum flux energy conditions for quantum vacuum states. Phys. Rev. D 2013, 88, 061701. [CrossRef]
43. Martín-Moruno, P.; Visser, M. Classical and semi-classical energy conditions. Fundam. Theor. Phys. 2017, 189, 193–213. [CrossRef]
44. Martín-Moruno, P.; Visser, M. Semi-classical and nonlinear energy conditions. In Proceedings of the Fourteenth Marcel Grossmann Meeting on Recent Developments in Theoretical and Experimental General Relativity, Astrophysics, and Relativistic Field Theories: Proceedings of the MG14 Meeting on General Relativity, University of Rome “La Sapienza”, Rome, Italy, 12–18 July 2015; pp. 1442–1447. [CrossRef]
45. Visser, M. Gravitational vacuum polarization. 1: Energy conditions in the Hartle-Hawking vacuum. Phys. Rev. D 1996, 54, 5103–5115. [CrossRef] [PubMed]
46. Visser, M. Gravitational vacuum polarization. 2: Energy conditions in the Boulware vacuum. Phys. Rev. D 1996, 54, 5116–5122. [CrossRef] [PubMed]
47. Visser, M. Gravitational vacuum polarization. 3: Energy conditions in the (1+1) Schwarzschild space-time. Phys. Rev. D 1996, 54, 5123–5128. [CrossRef]
48. Visser, M. Gravitational vacuum polarization. 4: Energy conditions in the Unruh vacuum. Phys. Rev. D 1997, 56, 936–952. [CrossRef]
49. Visser, M. Gravitational vacuum polarization. In Proceedings of the Eighth Marcel Grossmann Meeting on Recent Developments in Theoretical and Experimental General Relativity, Gravitation, and Relativistic Field Theories, Jerusalem, Israel, 22–27 June 1997; pp. 842–844. [CrossRef]
50. Fewster, C.J.; Roman, T.A. Null energy conditions in quantum field theory. Phys. Rev. D 2003, 67, 044003. [CrossRef]
51. Fewster, C.J.; Galloway, G.J. Singularity theorems from weakened energy conditions. Class. Quant. Grav. 2011, 28, 125009. [CrossRef]
52. Fewster, C.J. Lectures on quantum energy inequalities, Lectures given at the Albert Einstein Institute, Golm. arXiv 2012 arXiv:1208.5399.
53. Visser, M. Scale anomalies imply violation of the averaged null energy condition. Phys. Lett. B 1995, 349, 443–447. [CrossRef]
54. Flanagan, E.E.; Wald, R.M. Does back reaction enforce the averaged null energy condition in semiclassical gravity? Phys. Rev. D 1996, 54, 6233–6283. [CrossRef] [PubMed]
55. Ford, L.H.; Roman, T.A. Averaged energy conditions and quantum inequalities. Phys. Rev. D 1995, 51, 4277–4286. [CrossRef]
56. Ford, L.H.; Roman, T.A. Averaged energy conditions and evaporating black holes. Phys. Rev. D 1996, 53, 1988–2000. [CrossRef]
57. Ford, L.H. The Classical singularity theorems and their quantum loop holes. Int. J. Theor. Phys. 2003, 42, 1219–1227. [CrossRef]
58. Ford, L.H. Spacetime in semiclassical gravity. In 100 Years of Relativity: Space-Time Structure: Einstein and Beyond; World Scientific (Singapore): Singapore, 2005; pp. 293–310. [CrossRef]
95. Lobo, F.S.N.; Crawford, P. Weak energy condition violation and superluminal travel. *Lect. Notes Phys.* **2003**, *617*, 277–291.

96. Lobo, F.S.N.; Visser, M. Linearized warp drive and the energy conditions Proceedings of the Spanish Relativity Meeting-2004 (Miraflorres de la Sierra, Madrid, September 2004). *arXiv* **2004**, arXiv:gr-qc/0412065.

97. Lobo, F.S.N. Exotic solutions in General Relativity: Traversable wormholes and warp drive spacetimes. *arXiv* **2007**, arXiv:0710.4474.

98. Finazzi, S.; Liberati, S.; Barceló, C. Semiclassical instability of dynamical warp drives. *Phys. Rev. D* **2009**, *79*, 124017. [CrossRef]

99. McMonigal, B.; Lewis, G.F.; O’Byrne, P. The Alcubierre warp drive: On the matter of matter. *Phys. Rev. D* **2012**, *85*, 064024. [CrossRef]

100. Tu, L.W. *An Introduction to Manifolds*; Springer: New York, NY, USA, 2011; ISBN 13: 9781441973993. [CrossRef]

101. Raychaudhuri, A.K. Relativistic cosmology I. *Phys. Rev.* **1955**, *98*, 1123–1126. [CrossRef]

102. Kar, S.; SenGupta, S. The Raychaudhuri equations: A Brief review. *Pramana* **2007**, *69*, 49. [CrossRef]

103. Dadhich, N. Derivation of the Raychaudhuri equation. *arXiv* **2005**, arXiv:gr-qc/0511123.

104. Ehlers, J. A. K. Raychaudhuri and his equation. *Int. J. Mod. Phys. D* **2006**, *15*, 1573–1580. [CrossRef]

105. Borde, A. Geodesic focusing, energy conditions and singularities. *Class. Quant. Grav.* **1987**, *4*, 343–356. [CrossRef]

106. Visser, M. van Vleck determinants: Geodesic focusing and defocusing in Lorentzian space-times. *Phys. Rev. D* **1993**, *47*, 2395–2402. [CrossRef]

107. Abreu, G.; Visser, M. Some generalizations of the Raychaudhuri equation. *Phys. Rev. D* **2011**, *83*, 104016. [CrossRef]