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Dynamic properties of different liquid states in systems with competing interactions studied with lysozyme solutions†

P. D. Godfrin, P. Falus, L. Porcar, K. Hong, S. D. Hudson, N. J. Wagner and Y. Liu

Recent studies of colloidal systems with a short-range attraction and long-range repulsion (SALR) have been demonstrated to have a generalized phase diagram with multiple liquid states defined by their structures. In this paper, we identify the different liquid states of previous experimentally studied lysozyme samples within this proposed generalized state diagram and explore the dynamic properties of each liquid state. We show that most lysozyme samples studied here and previously at low and intermediate concentrations are dispersed fluids while a few high concentration samples are randomly percolated liquids. In the dispersed fluid region, the short-time diffusion coefficient measured by neutron spin echo agrees well with the long time diffusion coefficient estimated with the solution viscosity. This dynamic feature is maintained even for some samples in the random percolated region. However, the short-time and long-time diffusion coefficients of random percolated fluids deviate at larger concentration and attraction strength. At high enough concentrations, the mean square displacement can be as slow as those of many glassy colloidal systems at time scales near the characteristic diffusion time even though these lysozyme samples remain in liquid states at the long-time limit. We thus identify the region in the generalized phase diagram where these equilibrium states with extremely slow local dynamics exist relative to bulk percolation and kinetic arrest (gel and glassy) transitions.

Introduction

Dynamic and structural properties of protein solutions have long been studied due to their importance for many biological systems and industrial applications such as protein crystallization and pharmaceutical formulation. Despite the complexity of protein surface properties and protein–protein interactions, it has been shown that interactions between many globular proteins can be reasonably approximated by isotropic interaction potentials. For solutions of many globular proteins in the presence of large salt concentrations, the thermodynamics can be accurately calculated and predicted based on a short-ranged attraction, such as shown for lysozyme. In solutions with very low ionic strength, many globular proteins can be accurately represented by a combination of a short-ranged attraction and a long-ranged electrostatic repulsion (SALR). Over the past decade, there has been increased research interest in SALR colloidal systems, particularly the conditions of kinetic arrest, in part due to the importance of protein solutions and for identifying a fundamental physical description of gel and glass formation.

The gelation and glass transitions of SALR systems have been widely studied experimentally using large colloidal particles suspended in organic solvent that can be visualized by confocal microscopy. The formation of Bernal spiral clusters in gel states has been observed by experiments and computer simulations, as well as several other non-equilibrium states. In comparison, the study of protein solutions with a SALR interaction has been mostly focused on liquid states. Interestingly, it has been shown that the short-time dynamics are closely
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related with dynamic cluster formation for many protein solutions,10–12 which is important for understanding the viscosity behaviour at elevated concentrations, such as in monoclonal antibody formulations.13,14 By systematically studying the short time dynamics and the rheological properties of lysozyme protein solutions at low salt conditions, it has been shown that the normalized short time dynamics at high concentrations can be as slow as the dynamics of many colloidal systems in glassy states despite the fact that the studied lysozyme samples remain in liquid states.15 The formation of intermediate range order (IRO) has been shown to be the driving force for this slow dynamics.15 It is worth pointing out that the formation of IRO, driven by the competition of the short-range attraction and long-range repulsion, is one of the hallmark structural features of SALR systems. IRO can be experimentally determined by observing a scattering peak in the inter-particle structure factor at a wave vector much smaller than that of the nearest neighbour scattering peak.

Interestingly, the hydrodynamic function also shows the IRO peak,16,17 which is supported by the results from experiment, theoretical calculations, and computer simulations.18,19 These findings are consistent with other theories that couple the static and dynamic properties of concentrated systems.20,21

The competition between a short-ranged attraction and a long-ranged repulsion produces a very diverse landscape of equilibrium and non-equilibrium states.9 Several simulation studies have identified a variety of equilibrium and kinetically arrested states by simulation and experimentation. A recent simulation effort has classified different equilibrium liquid states in SALR systems and established a generalized state diagram by relating several of these liquid states (e.g., dispersed fluid state, random percolated state, clustered fluid state, cluster percolated state) to purely attractive phase behavior.22 However, the dynamic properties of these liquid states within this generalized state diagram have not been experimentally investigated, leaving many questions regarding the effect(s) of dynamics on macroscopic properties, such as viscosity. Therefore, it is very interesting to investigate experimental samples to locate the phase space of liquid states and understand their dynamic and macroscopic properties. In this paper, we use lysozyme as a model system to first identify the liquid states of several previously studied samples, and then examine the diffusivity and viscosity of samples within each region of the generalized phase diagram for SALR systems. These results will thus provide fundamental physical insights into the properties of SALR systems.

Experimental and theoretical methods

Sample preparation

Lysozyme was obtained from MP Biomedicals and subsequently purified to remove excess counter-ions to maintain the lowest ionic strength possible. The as received lysozyme was purified at the Center for Nanophase Materials Sciences, which is a DOE Office of Science User Facility, by dialyzing against deionized water at around 4 °C until the resistance of the water reached around 18.0 M ohm (typically about 48 hours, by seven changes of deionized water) and then lyophilized by using freeze drying. Samples were prepared at room temperature by resuspending lyophilized purified protein in deuterium oxide and filtered through 0.22 μm filters. Use of D2O has minimal effects on solution behaviour, but avoids the large incoherent scattering background of water for the neutron scattering experiments. Samples above 300 mg mL−1 were prepared at 50 °C to expedite the dissolution process and subsequently filtered with 0.45 μm filters due to their high viscosity. The highest concentration samples showed signs of crystallization after roughly 12 hours, but remained stable over the time scale of all experiments.

Small angle neutron scattering experiments and analysis

Small angle neutron scattering was performed on the D-22 beamline at Institut Laue-Langevin (ILL) in Grenoble, France and the NG-7 SANS at the NIST Center for Neutron Research (NCNR) in Gaithersburg, MD. The raw data at NCNR was reduced using NCNR software.23 SANS data of lysozyme solutions are modelled as mono-dispersed particles resulting in \( I(q) = \phi V (\Delta \rho)^2 P(q) S(q) + B \), where \( \phi \) is the volume fraction determined from the skeleton density of lysozyme,24 \( V \) is the volume of a particle, \( (\Delta \rho)^2 \) is the neutron scattering length density difference between particles and solvent, \( B \) is the background, and \( P(q) \) and \( S(q) \) are the form factor and effective structure factor, respectively. Due to hydrogen–deuterium exchange between the deuterated solvent and labile hydrogens in the protein, the solvent–protein scattering contrast is a function of protein concentration and is used as an additional fitting parameter (see the ESI†). An integral equation theory (IET) consisting of a thermodynamically self-consistent closure relation with the Ornstein–Zernike equation was used to fit \( S(q) \) and extract interaction parameters.25 The potential used for these calculations was the hard sphere double Yukawa potential

\[
\frac{U_{\text{HSY}}(r)}{kT} = \begin{cases} \infty & r < 1 \\ (K_1 e^{-z_1(r-1)}) & r \geq 1 \\ (K_2 e^{-z_2(r-1)}) & r \geq 1 
\end{cases}
\]

where \( r \) is the reduced protein–protein separation normalized by the particle diameter, \( \sigma, z_1 \) and \( z_2 \) are the inverse ranges of attraction and repulsion, respectively, and \( K_1 \) and \( K_2 \) are the strengths of attraction and repulsion, respectively, relative to thermal energy. The attraction range was fixed at 10% of the protein diameter based on the method proposed before8 and the long-ranged repulsion was constrained by the generalized one component model of electrostatic repulsion.26

Neutron spin echo experiments and analysis

Neutron spin echo experiments were performed on the IN-15 beamline at the ILL. Seven instrument configurations were used to obtain the intermediate scattering function, \( S(q,t) \), with a Fourier time up to 50 ns over a range of \( q \)-values from 0.04 Å⁻¹ to 0.2 Å⁻¹. In general, the intermediate scattering function of macromolecules measured by NSE is complicated and the
dynamic decoupling approximation can be used to explain the data over the full q range.\(^{27}\) The collective diffusion coefficient, \(D_c(q)\), is quantified by fitting \(S(q,t)\) over a correlation time less than the characteristic time of diffusion, \(t_D\), with an exponential decay function. \(t_D\) is defined as \(t_D = 3\pi\eta_s\sigma^2/4k_BT\), where \(k_BT\) is the thermal energy, and \(\eta_s\) is the solvent viscosity (\(t_D\) values for lysozyme are shown in the ESI\(^\dagger\)). The self-diffusion coefficient, \(D_s\), can be obtained from the asymptotic high-\(q\) limit of \(D_c(q)\). In our experiment, it was taken as the average value between 0.1 Å\(^{-1}\) and 0.16 Å\(^{-1}\). Although in this q-range \(S(q) \neq 1\), the q-dependence of the structure factor, \(S(q)\), and hydrodynamic function, \(H(q)\), compensate each other,\(^{19}\) which allows the short-time self-diffusion coefficient to be quantified from the diffusion coefficient at the intermediate q-range used here. For values of \(q\sigma/2 > 1\), it has been shown that \(S(q,t)\) can be reduced to the self-intermediate scattering function even at very high concentrations.\(^{28}\) Hence, the mean squared displacement can be calculated from \(S(q,t)\) according to \((R^2) = -[6/q^2\ln[S(q,t)]]\). The MSD is calculated as the average of the functions obtained from the intermediate scattering functions at q-values between 0.1 Å\(^{-1}\) and 0.16 Å\(^{-1}\). The MSDs are normalized by the particle diameter, \((R^2) = (R^2)/\sigma^2\), as a function of dimensionless time, \(t^* = t/t_D\).

### Simulation details

Solution structures are calculated and visualized by running Metropolis Monte Carlo (MC) simulations of 1728 particles in the NVT ensemble with periodic boundary conditions. All particles have pair wise interactions defined by the HSDY interaction potential with parameters extracted from fits to the SANS data. Starting from a simple cubic lattice, each system is thermalized for \(2 \times 10^5\) steps. After equilibration, thermodynamic and structural parameters were averaged over \(4 \times 10^4\) independent configurations. The initial displacement distance of \(0.1\sigma\) is dynamically adjusted to maintain an acceptance ratio of 30%. Calculations of solution structure factors are completed following previously defined protocols.\(^{22,28}\) Connectivity is defined as a particle being within a distance equal to the zero energy point of the potential.\(^{22,30}\) Perculation in these systems is defined as having 50% of sampled configurations containing a system spanning cluster.\(^{31}\)

### Results and discussion

SALR systems can have a wide variety of liquid states, as identified by simulation\(^{22}\) and experimental\(^{9}\) studies. To determine the liquid states of the lysozyme samples previously studied, we need to obtain the interaction potential between lysozyme proteins for samples at different conditions. We used SANS to study the interaction potential between lysozyme proteins in solution. Note that the final results of interaction potentials of lysozyme samples were reported briefly in the ESI\(^\dagger\) of our previous papers.\(^{15,19}\) Here, for the completeness of the discussion, we first provide the missing details in the previous papers about the experimental procedure and the analysis method together with the simulation results to verify our analysis method.

The SANS data of the investigated lysozyme samples, prepared as discussed in the Methods section, span concentrations from 10 to 480 mg mL\(^{-1}\) at temperatures ranging from 5 °C to 50 °C. Shown in Fig. 1a are the inter-protein structure factors \(S(q)\), extracted from the experimental coherent scattering intensity, \(I(q)\). (Data at different temperatures are shifted vertically.) The most prominent feature of \(S(q)\) is the formation of a low-q peak, or IRO peak, at low temperatures that is consistently found at roughly 0.09 Å\(^{-1}\) for many of the solution conditions. Long-ranged electrostatic repulsion maintains a homogeneous solution structure over large length scales, reflected in the suppressed \(S(q)\) magnitude at small q-values, while short-ranged attraction drives association over shorter length scales. These competing forces are what drive IRO formation.

Inter-protein interactions can be quantified through the analysis of \(S(q)_i\),\(^{25}\) which can be accurately described with an SALR interaction under the low ionic strength conditions of these samples. The coherent scattering intensity of SANS can be described as \(I(q) = A\Phi(q)S(q)\) for a monodisperse, spherical particle system. As shown in the ESI\(^\dagger\), the normalized...
intensities for all concentrations and temperatures overlap at high $q$-values, which probe the length scale of individual proteins, indicating that the globular structure of lysozyme is maintained under all solution conditions. Therefore, variations in the $q$-dependence of $I(q)$ at low $q$-values are related to changes in inter-protein interactions. It is well known that decreasing the temperature increases the attraction strength between lysozyme proteins so that the inter-protein structure factor, $S(q)$, is strongly temperature dependent.

The magnitude and range of the interaction potential at different sample conditions is extracted from fits to $S(q)$ using IET for systems with the hard sphere double-Yukawa (HS DY) potential, where one Yukawa term is used to simulate the short-ranged attraction and another Yukawa term is used to simulate the long-ranged electrostatic repulsion. The fits to the experimental $S(q)$ are shown as solid lines in Fig. 1a, which converged for all temperatures. The interaction potentials shown in Fig. 1b are the results extracted from the fits to the data in Fig. 1a, plotted as a function of the center to center distance normalized by the protein diameter. As the protein concentration increases, the counter-ion concentration also decreases. The extracted HSDY potentials also show a mono-
closet examination of the computer algorithm.

The IET method has been implemented and validated with Monte Carlo (MC) simulations for lysozyme samples previously. Fig. 1a demonstrates the good agreement between the $S(q)$ from experiment (open symbols) and that calculated from the MC simulations (solid symbols), and the IET theory (solid lines), which provides confidence in the extracted interaction potentials as well as the additional structural properties extracted from MC simulations.

With the lysozyme interaction potential obtained by fitting SANS data, the state points of all lysozyme samples in the generalized phase diagram can be determined for the first time. Note that even though there have been a few papers that studied concentrated lysozyme protein solutions by SANS/SAXS, the type of liquid states as SALR systems have never been reported before for lysozyme samples. Placing state points of protein solutions on a generalized state diagram requires that the Baxter parameter, $\tau_B$, is estimated from the reference attractive potential. The reference attractive potential, $V_{\text{ref}}(r)$, is defined as the attractive portion of the full SALR potential based on the previous report using computer simulations. Using the reference attractive potential obtained from the fitting, the second virial coefficient can be estimated as $B_2,\text{ref} = -2\pi \int_0^{r_c} \left( c \frac{V_{\text{ref}}(r)}{r^2} - 1 \right) r^2 dr$, where $r_c$ is the cut off distance. From the previous results, $r_c$ is chosen as the separation distance at which the total SALR potential crosses zero. The normalized second virial coefficient, $B_2,\text{ref}^*$, is thus defined as the ratio between $B_2,\text{ref}$ and the second virial coefficient of a hard sphere system. Thus, The calculation of $\tau_B$ is defined as $\tau_B = 1/(B_2^* - 1)$. In a SALR system, $\tau_B$ is thus only determined by the attractive part of the total SALR potential. The generalized phase diagram proposed previously shows that if the range of the attraction is small enough, the details of the potential shape of the short range attraction does not matter.

Table 1 shows $\tau_B$ for samples over the full range of protein concentrations and temperatures studied. It is noted that for $0.10 < \phi < 0.3$, $\tau_B$ does not change much when increasing the concentration. This is clearer when plotting $\tau_B$ as a function of $\phi$ (solid symbols) shown in Fig. 2. Therefore, it is reasonable to speculate that for samples at even higher concentrations, $\tau_B$ would not change too much. Hence, for $\phi > 0.30$, $\tau_B$ was approximately estimated as the average value of the four points for the volume fraction between 0.1 and 0.3.

With known values of $\tau_B$ and $\phi$, all experimental state points (solid circles) are then placed in the generalized phase diagram proposed recently and shown in Fig. 2. (Note that the state points for $\phi > 0.30$ are distinguished as open symbols.) For context, the binodal line (gray solid line) and glass lines (gray dashed lines) for the reference attractive hard sphere (AHS) system are also included. Based on the previously proposed generalized phase diagram of the SALR system, the region above the binodal line of the reference AHS system has two different types of states that are separated by the percolation line of the SALR system. The state points on the left of the percolation line are in the dispersed fluid state, while the state points on the right of the percolation line are in the random percolated state. Lastly, the glass transition lines are based on mode coupling theory (MCT) calculations with the widely used shift in volume fraction to account for the under-prediction of the experimentally observed glass transition by the theory.
The percolation transition of our experimental lysozyme samples is estimated by our MC simulations (see the ESI†). However, given the limited solution conditions that are experimentally available, we will compare our state points to previous MC simulations covering a larger range of concentrations with similar competing interactions. The percolation line (black short dashed line) in Fig. 2 is replotted from a more detailed simulation study using an SALR potential with parameters that closely mimic those of the lysozyme samples studies here (i.e., a relative strength of repulsion to attraction of 1.0 and a range of repulsion of 0.65σ). For our lysozyme samples, the relative strength of repulsion to attraction remains roughly 0.7, while the range of repulsion shifts from 0.83σ at low concentration to 0.33σ at high concentration. Therefore, the lower strength and longer range found in lysozyme samples compensate each other, yielding a calculated percolation transition that quantitatively corresponds to our states (shown in the ESI†) shown in Fig. 2.

Most of the lysozyme samples are in the dispersed fluid state of the generalized phase diagram. For higher concentrations, some of the samples are in the random percolated state. As defined in previous work, dispers fluids are equilibrium states consisting of a polydisperse distribution of monomers and clusters and random percolated states contain a system spanning network. Since all the state points are above the binodal line of the reference AHS system, none of the lysozyme samples have clusters with an optimal size even though some of them show a strong, clear IRO peak in S(q), as shown in Fig. 1a.

Having identified the type of liquid states for different lysozyme samples, their dynamic features and macroscopic properties can be compared. The short-time diffusion coefficient, $D_s$, obtained from the NSE is plotted in Fig. 3a relative to calculations for hard sphere systems. The NSE measures $D_L(q)$ at a wide range of $q$ values, from which $D_s$ is determined. Based on the dynamic decoupling approximation, the self-translational motions can be obtained at relatively high-$q$. Thus the mean
square displacement can be extracted at different $q$ values at the short-time limit ($t < t_D$) following the method discussed in the Experimental and theoretical methods section, from which the short-time diffusion coefficient can be determined. The self-diffusion coefficients shown in Fig. 3a are estimated by averaging the asymptotic value at large $q$-values with $q > 0.1 \text{ Å}^{-1}$.

At lower temperatures, the short-time self-diffusion coefficient decreases particularly quickly as a function of volume fraction due to stronger attractive interactions. For $\phi < 0.16$, the normalized diffusion coefficient, $D/D_{hs}$, is not sensitive to the temperature change (from 50 °C to 5 °C), despite a decrease in $t_D$ from a value of between 1 and 3 to a value close to 0.1. Note that when $\phi < 0.16$, all the lysozyme samples studied here are all in the dispersed fluid region. Therefore, particles in dispersed fluids can be considered as freely diffusive in the short time limit with little influence from the short-range attraction strength. This result is consistent with a previous study showing that at about 10% mass fraction lysozyme dispersed in heavy water, there is little temperature dependence of the normalized diffusion coefficient over a very wide range of temperature.12

However, many computer simulations including our own, show that dispersed fluid states contain many clusters that are sensitively dependent on the strength of the short-range attraction. By increasing the attraction strength, the average cluster size increases. These simulation results seem to contradict our experimental observation as the increased average cluster size is expected to slow down the short time diffusion coefficient. Here, we would like to clarify that computer simulations determine whether two particles are bound together purely based on the distance between two particles. If the distance between particles is smaller than a certain cut off distance, these two particles are considered to be in the same cluster. We term these type of clusters based on the geometric configuration as geometrically connected clusters. On the other hand, NSE probes the cluster formation by measuring the ensemble averaged diffusion coefficient. Therefore, the definition of clusters investigated by NSE is intrinsically different from geometrically connected clusters. The fact that the short-time diffusion coefficient at the dispersed fluid region is not affected too much by the attraction strength indicates that most geometrically connected clusters investigated by computer simulations are loosely bounded (or transient)10 clusters. However, cluster formation and therefore diffusivity is still a strong function of volume fraction, as shown in Fig. 3a.

Interestingly, for $\phi > 0.16$, most lysozyme samples are in the randomly percolated region. At these volume fractions, the normalized short-time diffusion coefficient is very sensitive to the temperature, which means that it is very sensitive to the change of the short-range attraction. Note that in the randomly percolated state, most particles in a system are in a percolated cluster. We again reiterate that the percolated cluster is one type of geometrically connected cluster. When many geometrically connected clusters exist in a randomly percolated state, the chance to have strongly bounded clusters increases by increasing attraction strength. Therefore, the short-time diffusion coefficient decreases. Of course, if the attraction strength keeps increasing, the strongly bounded clusters can grow much bigger so that NSE can only probe the local motions due to the crowded environment in large clusters. The transition from loosely bounded clusters to systems having a significant amount of strongly bounded clusters can be slow and smooth, which is reflected by the change of the normalized short-time diffusion coefficient as a function of concentration. This slow transition is in stark contrast to purely attractive systems that rapidly develop an elastic modulus above the percolation transition due to rigidity percolation.7,345 As we will discuss in more detail later, the gradual reduction in diffusivity reflects the distribution of local environments (i.e., local densities) in which individual particles find themselves.

Similar smooth transitions in the colloidal dynamics of SALR systems have been observed by the evolution of a “gel plateau” in the intermediate scattering function when simultaneously increasing attraction and repulsion strength.5 In contrast, increasing bond lifetime at constant attraction strength leaves local relaxation unaffected, but extends the timescale of alpha (or cage) relaxation, $\tau_B$, at volume fractions approaching a gel or glass transition.39 Thus, short-time relaxation is dictated by short-range attraction, which is consistent with the temperature dependence of our NSE data. However, unlike these prior experimental and simulation studies, NSE is unable to probe timescales beyond roughly $4\tau_D$, where $\tau_D$ is the characteristic diffusion time. Therefore, we are unable to directly detect a gel plateau if one exists.

In addition to short-time dynamics, we quantify the long-time dynamics by measuring solution viscosity, which is a good approximation of the inverse of the long-time diffusion coefficient. Prior work has demonstrated that values of $\tau_B$ for a colloidal gel can be as long as $10^2\tau_D$. Here, rheological measurements of lysozyme are capable of probing timescales of roughly $10^3\tau_D$, which far exceed the observation time frame of any other experimental or simulation system studied to date. Thus, we are capable of truly observing the long-time state of this SALR system.

The viscosity behaviour of lysozyme samples in both dispersed fluid states and randomly percolated fluid states have been measured with a microcapillary viscometer. Interestingly, the results in Fig. 3b (plotted relative to hard sphere calculations40) show that for $\phi \leq 0.16$, the relative viscosity is also temperature insensitive when the temperature changes between 5 °C and 50 °C. This implies that changing $\tau_B$ in the dispersed fluid region will not significantly shift the relative viscosity. Therefore, the long-time dynamics in a dispersed fluid state are not very sensitive to the change of the attraction in a SALR system. However, when $\phi > 0.16$, most samples are in the random percolated fluid region. The relative viscosity becomes very sensitive to the temperature. Only two high concentration samples are in the dispersed fluid region at high temperatures (50 °C), which can transition to a random percolated fluid by decreasing the temperature to 25 °C or lower. The key structural feature of random percolated fluids is the formation of randomly percolated clusters. Thus, the temperature-sensitive relative viscosity change observed at high lysozyme concentration is attributed to the percolation. As expected, given a fixed $\tau_B$,
increasing the concentration will increase the viscosity. Also, the
viscosity is expected to be very sensitive to $\tau_B$ in the random
percolated fluid region. This is experimentally observed in the
random percolated fluids studied here, as their viscosity increases
much faster as a function of concentration than dispersed fluid
states.

Despite the dramatic increase in viscosity, all samples flow
as Newtonian liquids under shear. Even though there is a
dramatic decrease in short-time diffusivity, it is unclear whether
a non-ergodic plateau evolves in the intermediate scattering
function at high volume fractions (due to the limited time window
of NSE). Interestingly, Löwen et al. showed that freezing transition
of hard sphere suspensions is well correlated with the reduction
of long-time diffusion below 10% of the short-time diffusion.41
It is thus very interesting to understand the relative change of
short and long time diffusion coefficients in a SALR system and
compare it with the Löwen criterion.

In Fig. 3c, the product of the normalized short-time diffusion
coefficient and the relative zero-shear viscosity is plotted as
a function of lysozyme volume fraction compared to hard
sphere estimates. This product is essentially the ratio between
the short-time and long-time diffusion coefficient, $D_s/D_L$. Hard
sphere calculations remain near a value of one until they
diverge at volume fractions approaching the glass transition
(not shown in Fig. 3c). However, for our lysozyme solutions at
lower temperatures, this ratio deviates significantly from a
value of one at elevated volume fractions but with much smaller
volume fraction than that of hard sphere systems with similar
ratios of $D_s/D_L$. In fact, the ratio $D_s/D_L$ of the most viscous
sample actually surpasses the Löwen criterion for freezing even
though the lysozyme solution remains as a liquid state with a
volume fraction of about 34%. Given the finite viscosity and
short-time diffusivity of this lysozyme sample, the Löwen criterion
does not imply macroscopic arrest in our systems, but may serve as
a useful indicator of locally hindered dynamics.

Our prior work demonstrated that the normalized MSDs,
measured by NSE, of some lysozyme solutions at very high
concentrations are slower than many colloidal systems in glass
states despite having a finite viscosity and diffusivity. This
dynamic behaviour was termed as a localized glassy behaviour.
As discussed in the previous work,15 these glassy like dynamics
result from the onset of intermediate range order caused by
SALR interactions. By comparing the MSDs of lysozyme
samples to the MSDs of micrometer sized particles measured
with a confocal microscope, a few lysozyme samples are identified
as in this localized glassy state. Now, having quantified the
interaction potentials, these localized glassy states can be located
in the generalized phase diagram.

The transition to a localized glassy state region is demarcated
by a solid black line in Fig. 3, and is well inside the random
percolated region. (Note that only three samples were identified
to be in the localized glassy states. Therefore, the boundary cannot
be identified very accurately.) When the volume fraction is just
slightly over the percolation transition, proteins remain mobile at
both local and macroscopic scales. By further increasing the
protein concentration, the absolute magnitudes of the MSDs
quickly decrease and eventually are below that of previously
reported locally glassy behavior in systems with competing
interactions over the full range of time scales studied.

We reiterate that NSE is unable to probe timescales long
enough to observe the presence of a gel or non-ergodic plateau,
if one exists. Given the uniquely short characteristic diffusion
time of lysozyme, it is possible that the highest volume fraction
samples experimentally studied have characteristic features of
gelled states yet have sufficient time to structurally relax over
relevant timescales of observation. Therefore, future work
is necessary to determine if these locally glassy states are a distinct
state with unique dynamics or are true gels. Quantifying lysozyme
dynamics (i.e., MSDs and intermediate scattering functions) over
intermediate timescales is the focus of ongoing simulation, but
for now remain uncertain.

Given that gels are also defined as the onset of a yield stress
under an applied shear, a gel transition volume fraction is
estimated by fitting the viscosity data with a power law function
similar to previous work.11 The power law representation is
used to extract a volume fraction at which divergence is
expected to occur according to $\eta_\infty = A(\phi_{gel} - \phi)^{-\gamma}$, where $A$ is a
constant, $\gamma$ is the exponent, and $\phi_{gel}$ is the gel point. The fits are
shown in Fig. 3b as dotted lines along with labels of the
extracted gelation volume fraction and the extracted parameters
are summarized in the ESI.† These values are also plotted on the state diagram in Fig. 2. The true presence of the estimated gel region is uncertain, since it remains unknown
whether lysozyme samples will display either a non-ergodic plateau or a yield stress at these elevated volume fractions.

Note that gelation is intimately connected with the observation
timescale. While prior studies have quantified gelation by
observation of a non-ergodic plateau, this approach is infeasible
with lysozyme given the limitations of instrumental resolu-
tion. However, previous studies varying bonding time and/or
strength demonstrate that the gel transition depends inti-
mately on the strength and range of repulsion as well as the
observation timescale relative to the diffusive timescale.4,5,39
Alternatively, the mean squared displacement of many systems
considered as gels have increasing magnitudes even at the
longest timescales probed, suggesting incomplete relaxation.5,42
Thus, these studies may have observed relaxation if their observa-
tion timescale were extended.

Interestingly, the estimated volume fraction for the gel
transition using our viscosity data agrees surprisingly well with
the maximum local density (i.e., the primary peak value)
observed in gelled states. The local density, $\phi_L$, represents the
volume fraction of neighboring particles around a reference
particle as a function of separation distance. It is quantified
similar to previous studies4,25 by integration of the radial
distribution function according to

$$
\phi_L(r) = \frac{3\pi}{r^2} \int_0^r \chi g(x) \, dx. \tag{2}
$$

It is largely driven by attraction, and was previously identified
to be also around 0.4 in colloidal gels for disparate ranges of
repulsion.4,22,39 Simulations show that the long-time dynamics
and short-ranged attraction becomes stronger, the relative fraction of proteins in these locally crowded environments is expected to increase. Correspondingly, more widespread collective rearrangement is necessary to escape these regions, leading to the locally-glassy behaviour observed by NSE.

In comparison with colloidal systems with only a short-ranged attraction, the local structure of lysozyme samples inside the locally glassy region is similar to a gel sample, as both show strong heterogeneous density distributions. However, the long-ranged repulsions keep the heterogeneous density localized to the length scale comparable to the intermediate range order. The density distribution remains relatively uniform at large length scales. This special structural feature may therefore serve as the source of some special dynamic features. As shown in a previous simulation study of SALR systems, the dynamics of systems with a strong IRO peak show that the longest relaxation times occur over IRO lengthscales when approaching the gel transition. Further, recent work combining theory, experiment, and simulation demonstrate that hydrodynamic contributions to structural relaxation is strongest over IRO lengthscales as quantified by a peak in the hydrodynamic function at the same \( q \)-value as found in the structure factor.19 These lengthscale dependent dynamics have been observed in prior work, but described in terms of two distinct populations, namely slow and fast particles, rather than structural properties.45

By further increasing protein concentration, a true glass transition may eventually occur. As an estimate of the glass transition, the volume fraction dependence of \( D_q \) is also fit with a power law function (as done previously) identical to that used for \( \eta_0 \) but with a positive exponent and \( \phi_{gel} \) replaced with \( \phi_k \) (the estimated glass transition point), while requiring the same exponent for all temperatures (shown as dotted lines in Fig. 3a). The fitted values of \( \phi_k \) (summarized in the ESI†) quantifies where self-diffusivity approaches zero. The glass transition defined by MCT does not dictate that \( D_q = 0 \), but the extracted value of \( \phi_k \) via that assumption will closely resemble the volume fraction at which a glassy state is formed (where a non-ergodic plateau forms in the MSD) due to the rapidly decreasing (finite) value of short-time diffusivity as a function of \( \phi \).46 The extracted glass transition is also plotted on the state diagram in Fig. 2. Interestingly, our estimated glass line approaches that of an AHS system at large \( \eta_0 \) values and volume fractions. The apparent ability to distinguish percolation, gel, and glass transitions in SALR systems is distinctly different from prior work using purely attractive systems where percolation and gelation are found to occur under identical solution conditions.37 It is worth noting that gel and glass transitions have several characteristic features than may be used in their identification,37 and thus alternative measurements may cause quantitative deviations to the transitions reported here, but the qualitative differences in macroscopic (gel) and microscopic (glass) kinetic arrest should be maintained across techniques/definitions. Thus, these samples provide both preliminary evidence on the unique behaviour of SALR systems and further understanding of the general features of kinetic arrest. Future studies will be aimed at further refining the conditions of

are very sensitive to the repulsive component of the interaction potential only at solution conditions above this volume fraction (see Fig. 9 in ref. 39). The consistency of \( \phi_L \) suggests that this volume fraction may represent an energetically favourable packing in SALR gels. Further, it is physically intuitive that this local volume fraction might serve as an upper limit to bulk gelation.

In Fig. 4, values of \( \phi_L \) extracted from our MC simulations show that lysozyme samples at 5 °C are approaching the consistent gel value of 0.4 at volume fractions around 0.3. That the most dynamically hindered locally glassy state studied here (\( \phi = 0.35, T = 5 \) °C) surpasses the Löwen criterion for freezing (see Fig. 3e) suggests that this state point may in fact be at least very close to a gelled state.

The onset of non-ergodicity in colloidal systems has also been associated with the prevalence of particles with at least six neighbors.43,44 Therefore, in the absence of NSE at long timescales, Fig. 4 provides a measure of the nearest neighbour distribution (extracted from the radial distribution function of MC simulations). Fig. 4 also shows configuration snapshots from MC simulations of four state points studied, where particles having at least six nearest neighbors are highlighted in blue. For the samples with sub-diffusive behaviour over short times, the local structure of these states are found to have an increased content of particles in crowded environments (six or more neighbors).5 As protein volume fraction increases further

![Image](14x290 to 26x354)

**Fig. 4** (a) The maximum local density is plotted as a function of bulk volume fraction for each temperature studied. The inset shows the radial density distribution for each state studied at 5 °C. (b) The nearest neighbour distribution is plotted for each solution condition reproduced by MC simulation. Some of the data are replotted from a previous publication.5 (c) Characteristic configurations are provided for three state points of lysozyme suspensions generated by MC simulations using the potentials extracted from SANS. Particles in clusters are shown in red and those with six or more neighbors are shown in blue (monomers are not shown for clarity).
locally-glassy dynamics and the influence of competing interactions on the bulk gel and glass transitions.

Conclusions

To summarize, the interaction potential between lysozyme solutions was quantified and used to identify different types of liquid states proposed recently. It is found that most lysozyme samples studied here and in previous papers are in either the dispersed fluid states or randomly percolated states. In the dispersed fluid states, both the short-time behaviour, measured by NSE, and the long-time behavior, studied by measuring the zero shear viscosity, are nearly independent of the short-range attraction strength, similar to previous reports. This indicates that the clusters formed in the dispersed fluid state are loosely bounded clusters. Further, the ratio of the short-time and long-time diffusion coefficient is estimated. In the dispersed fluid region, the short and long time diffusion coefficient is almost the same. Therefore, the dynamics of the systems in the dispersed fluid region are dominated by monomer particles. On the contrary, both the short and long time dynamics of samples in the randomly percolated fluid state are very sensitive to the change of the short-range attraction. Additionally, the short and long time diffusion coefficients deviate from each other. This decoupling of dynamics at different time scales indicates that the effects of clustering in the randomly percolated fluid region play a significant role in material properties. Lastly, the region in which the local dynamics are as slow as those of many colloidal systems in glass states while rheological measurements display Newtonian behaviour was identified as the localized glass state. This region of the state diagram precedes estimates of gelation and glass transitions determined by extrapolating measurements of rheology and short time dynamics, respectively. This behaviour is seemingly unique to SALT systems but may also help clarify the general behavior of kinetic arrest in colloidal systems, and therefore prompts further study.
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