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\section*{ABSTRACT}
Recently, sequential recommendation has emerged as a widely studied topic. Existing researches mainly design effective neural architectures to model user behavior sequences based on item IDs. However, this kind of approach highly relies on user-item interaction data and neglects the attribute- or characteristic-level correlations among similar items preferred by a user. In light of these issues, we propose \textbf{IDA-SR}, which stands for \textbf{I}D-Agnostic \textbf{U}ser \textbf{B}ehavior \textbf{P}re-training for \textbf{S}equential \textbf{R}ecommendation. Instead of explicitly learning representations for item IDs, IDA-SR directly learns item representations from rich text information. To bridge the gap between text semantics and sequential user behaviors, we utilize the pre-trained language model as text encoder, and conduct a pre-training architecture on the sequential user behaviors. In this way, item text can be directly utilized for sequential recommendation without relying on item IDs. Extensive experiments show that the proposed approach can achieve comparable results when only using ID-agnostic item representations, and performs better than baselines by a large margin when fine-tuned with ID information.
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\section*{1 INTRODUCTION}
Over the past decade, sequential recommendation has been a widely studied task \cite{5}, which learns time-varying user preference and provides timely information resources in need. To better model sequential user behaviors, recent approaches \cite{6,7,12,13} mainly focus on how to design effective neural architecture for recommender system, such as Recurrent Neural Network (RNN) \cite{6,8} and Transformer \cite{7,12}. Typically, existing methods learn the item representations based on item IDs (i.e., a unique integer associated with an item) and then feed them to the designed sequential recommender. We refer to such a paradigm as \textit{ID-based item representation}.

1. Corresponding author.

In the literature of recommender systems, ID-based item representation has been a mainstream paradigm to model items and develop recommendation models. It is conceptually simple and flexibly extensible. However, it is also noticed with several limitations for sequential recommendation. First, it highly relies on user-item interaction data to learn ID-based item representations \cite{6,11}. When interaction data is insufficient, it is difficult to derive high-quality item representations, which are widely observed in practice \cite{9,19}. Second, there is a discrepancy between real user behaviors and the learned sequential models. Intuitively, user behaviors are driven by underlying user preference, i.e., the preference over different item attributes or characteristics, so that a user behavior sequence essentially reflects the attribute- or characteristic-level correlations among similar items preferred by a user. However, ID-based item representations learn more abstractive ID-level correlations, which cannot directly characterize fine-grained correlations that actually reflect real user preference.

Considering the above issues, we aim to represent items in a more natural way from the user view, such that it can directly capture attribute- or characteristic-level correlations without explicitly involving item IDs. The basic idea is to incorporate item side information in modeling item sequences, where we learn \textit{ID-agnostic item representations} that are derived from attribute- or characteristic-level correlations driven by user preference. Specifically, in this work, we utilize rich text information to represent items instead of learning ID-based item representations. As a kind of natural language, item text reflects the human’s cognition about item attributes or characteristics, which provides a general information resource to reveal user preference from sequential behavior. Different from existing studies that leverage item text to enhance ID-based representations \cite{16,17} or improve zero-shot recommendations \cite{4}, this work aims to learn sequential user preference solely based on text semantics without explicitly modeling item IDs.

However, it is not easy to transfer the semantics reflected in the item texts to the recommendation task, as the semantics may not directly be relevant to the user preference or even noisy to the recommendation task \cite{2}. There is a natural semantic gap between natural language and user behaviors. To fill this gap, we construct a pre-trained user behavior model that learns user preference by modeling the text-level correlations through behavior sequences.

To this end, we propose an \textbf{I}D-\textbf{A}gnostic \textbf{U}ser \textbf{B}ehavior \textbf{P}re-training approach for \textbf{S}equential \textbf{R}ecommendation, named \textbf{IDA-SR}. Compared with existing sequential recommenders, the most prominent feature of IDA-SR is that it no longer explicitly learn representations for item IDs. Instead, it directly learns item representations from item texts, and we utilize the pre-trained language
model [1, 3] as text encoder to represent items. To adapt text semantics to the recommendation task, the key point is a pre-training architecture conducted on the sequential user behaviors with three important pre-training tasks, namely next item prediction, masked item prediction and permuted item prediction. In this way, our approach can effectively bridge the gap between text semantics and sequential user behaviors, so that item text can be directly utilized for sequential recommendation without the help of item IDs.

To evaluate the proposed approach, we conduct extensive experiments on the four real-world datasets. Experimental results demonstrate that only using ID-agnostic item representations, the proposed approach can achieve comparable results with several competitive recommendation methods and even much better when training data is limited. In order to better fit the recommendation task, we also provide a fine-tuning mechanism that allows the pre-trained architecture to use the guidance of explicit item ID information. In such way, our approach performs better than baseline methods by a large margin under various settings, which is brought by the benefit of the ID-agnostic user behavior pre-training.

2 METHODOLOGY

Given the ordered sequence of user $u$'s historical items up to the timestamp $t$: $\{i_1, \ldots, i_t\}$, we need to predict the next item, i.e., $i_{t+1}$.

In this section, we present the ID-Agnostic user behavior modeling approach for Sequential Recommendation, named IDA-SR. It consists of ID-agnostic user behavior pre-training stage and fine-tuning stage. The major novelty lies in the ID-agnostic user behavior pre-training, where we represent items solely based on item texts instead of item IDs. To adapt text semantics to the recommendation task, we incorporate an adapter layer that transforms text representations into item representations, and further design three elaborate pre-training tasks to retain the preference characteristics based on user behavior sequences. Figure 1 presents the overview of the pre-training stage. Next, we describe our approach in detail.

![Figure 1: Overall illustration of the proposed approach.](image)

### 2.1 ID-Agnostic User Behavior Pre-training

For sequential recommendation, the key point of learning ID-agnostic representations is to capture sequential preference characteristics from user behavior sequences based on item texts. Since item texts directly describe items' attributes or characteristics, our pre-training approach tries to integrate item characteristic encoding into sequential user behavior modeling, and further bridge the semantic gap between them.

#### 2.1.1 ID-Agnostic Item Representations.

To obtain ID-agnostic item representations, our idea is to utilize the pre-trained language model (PLM) [1, 3] to encode item texts. Specifically, we use the pre-trained language model BERT as the text encoder to generate item representations based on the item text. Given an item $i$ and its corresponding item text $C_i = \{w_1, \ldots, w_n\}$, we first add an extra token [CLS] into the item text $C_i$ to form the input word sequence $\tilde{C}_i = \{[CLS], w_1, \ldots, w_n\}$. Then the input word sequence $\tilde{C}_i$ is fed to the pre-trained BERT model. We use the embedding for the [CLS] token as ID-agnostic item representations. In this way, we can obtain the item text embedding matrix $M_T \in \mathbb{R}^{|T| \times \hat{d}}$, where $\hat{d}$ is the dimension of item text embedding.

Different from ID-based item representations, ID-agnostic item representations are less sensitive to the quality of the interaction data. Instead, it allows the sequential model to capture attribute-characteristics preference from user behavior sequences. It is also more resistible to the cold-start scenarios where a new item occurs for recommendation.

#### 2.1.2 Text Semantic Adapter Layer.

Although the ID-agnostic item representations generated from PLMs have great expressive ability for item characteristics, not all the encoded semantics in these representations are directly beneficial or useful for sequential user behavior modeling. Therefore, we incorporate a text semantic adapter layer for transforming the original text representations into a form that is more suitable for the recommendation task. The adapter layer is formalized as follows:

$$\tilde{m}_i = \sigma(\sigma(m_iW_1 + b_1)W_2 + b_2),$$

where $m_i \in M_T$ is the input item representation, $\tilde{m}_i \in \mathbb{R}^{1 \times d}$ is the updated item representation, $W_1 \in \mathbb{R}^{d \times d}$, $W_2 \in \mathbb{R}^{d \times d}$ and $b_1, b_2 \in \mathbb{R}^{1 \times d}$ are learnable parameters, $\sigma(\cdot)$ is the activation function. So we can obtain the updated item text embedding matrix $M_T \in \mathbb{R}^{|T| \times \hat{d}}$.

Given a $n$-length item sequence, we apply a look-up operation from $M_T$ to form the input embedding matrix $E \in \mathbb{R}^{n \times d}$. Besides, following [7], we further incorporate a learnable position encoding matrix $P \in \mathbb{R}^{n \times d}$ to enhance the input representation of the item sequence. By this means, the sequence representations $E \in \mathbb{R}^{n \times d}$ can be obtained by summing two embedding matrices $E = E + P$.

#### 2.1.3 Sequential User Behavior Modeling.

The core of sequential recommendation lies in the sequential user behavior modeling, where we aim to capture sequential preference characteristics from user behavior sequences. Here, we adopt a classic self-attention architecture [14] based on the above ID-agnostic item representations. A self-attention block generally consists of two sub-layers, i.e., a multi-head self-attention layer (denoted by MultiHeadAttn($\cdot$)) and a point-wise feed-forward network (denoted by FFN($\cdot$)). The update process can be formalized as following:

$$F^{l+1} = \text{FFN}(\text{MultiHeadAttn}(F^l)), \quad (2)$$

where the $F^l$ is the $l$-th layer's input. When $l = 0$, we set $F^0 = E$.

#### 2.1.4 Text Semantics based User Behavior Pre-training Task.

Given the ID-agnostic item representations and self-attention architecture, we next study how to design suitable optimization objectives to learn the parameters of the architecture, which is the key to bridge the semantic gap between text semantics and sequential preference characteristics. Next, we introduce three pre-training tasks derived from user behavior sequences based on text representations.
Next Item Prediction. The next item prediction pre-training task refers to predicting the next item having read all the previous ones, which has been widely adopted in the existing sequential recommendation methods [7]. Based on this task, we calculate the user's preference over the candidate item set as follows:

\[
P_{\text{pre}}(i_{t+1} | S) = \text{softmax}(F_i^L M_T^T)_{[i_{t+1}]},
\]

where \( S = i_{1:t} \) is the user historical sequence, \( F_i^L \) is the output of the L-layer self-attention block at step \( t \). Such a task tries to capture sequential preference based on text semantics.

Masked Item Prediction. The masked item prediction pre-training task refers to corrupting the input item sequence and trying to reconstruct the original item sequence. Specifically, we randomly mask some items (e.g., replace them with a special token [MASK]) in the input sequences, and then predict the masked items based on their surrounding context. Based on this task, we calculate the user’s preference over the candidate item set as follows:

\[
P_{\text{pre}}(i_{t} | S) = \text{softmax}(F_i^L M_T^T)_{[i_t]},
\]

where \( S \) is the masked version for user behavior sequence, position \( t \) is replaced with [MASK]. Such a task enhances the overall sequential modeling capacity of the recommendation model.

Permuted Item Prediction. The permuted item prediction pre-training task refers to permuting the items in the original user behavior sequence, then using the previous items in permuted user behavior sequence to predict the next item. Given the input user behavior sequence \( i_{1:t} = \{i_1, \cdots, i_t\} \), we first generate the permuted user behavior sequence \( i_{1:t}' = \{i_{j_1}, \cdots, i_{j_t}\} \) by permuting the items. Then, based on the permuted sequence, we calculate the user's preference over the candidate item set as follows:

\[
P_{\text{pre}}(i_{1:t}' | S) = \text{softmax}(F_i^L M_T^T)_{[i_{1:t}']},
\]

where \( S = i_{1:j_t} \) is the permuted user historical sequence. In this way, the context for each position consists of tokens from both left and right, which is able to improve the performance [15].

To combine the three pre-training tasks, we adopt the cross-entropy loss to pre-train our model as follows:

\[
\mathcal{L}_{\text{pre}} = - \sum_{u \in U} \sum_{i \in T} \log P_{\text{pre}}(i_t = i_t^* | S),
\]

where \( i_t^* \) is the ground truth item, \( T \) is the predicted position set.

2.2 Fine-tuning for Recommendation

At the pre-training stage, we integrate the text semantics of items into the sequential behavior modeling. Next, we further optimize the architecture according to the recommendation task. Different from previous self-supervised recommendation models [12, 19], we can fine-tune our approach with or without item IDs.

Fine-tuning without ID. Without adding any extra parameters, we can directly fine-tune the pre-trained model based on the ID-agnostic item representations. In this way, we calculate the user’s preference score for the item \( i \) in the step \( t \) under the context from user history as:

\[
P_{\text{fine}}(i_{t+1} | i_{1:t}) = \text{softmax}(F_i^L M_T^L)_{[i_{t+1}]},
\]

where \( M_T \) is the updated item text embedding matrix, \( F_i^L \) is the output of the L-layer self-attention block at step \( t \). Since no additional parameters are incorporated, it enforces the model to well fit the recommendation task in an efficient way.

Fine-tuning with ID. Unlike text information, IDs are more discriminative to represent an item, e.g., an item will be easily identified when we know its ID. Therefore, we can further improve the discriminative ability of the above pre-trained approach by incorporating additional item ID representations. Specifically, we maintain a learnable item embedding matrix \( M_T \in \mathbb{R}^{|T| \times d} \). Then we combine \( M_T \) and the item text embedding \( M_i \) as the final item representation. We calculate the user's preference score for the item \( i \) in the step \( t \) under the context from user history as:

\[
P_{\text{fine}}(i_{t+1} | i_{1:t}) = \text{softmax}(F_i^L (M_T + M_i)^T)_{[i_{t+1}]}. \tag{8}
\]

Here, we only incorporate item IDs at the fine-tuning stage and the rest parts (ID-agnostic item representations, adapter layer, and self-attention architecture) have been pre-trained at the pre-training stage. As will be shown in Section 3.2, this fine-tuning method is more effective than that simply combining text and ID features.

For each setting, we adopt the widely used cross-entropy loss to train the model in the fine-tuning stage.

3 EXPERIMENTS

3.1 Experimental Setup

Table 1: Statistics of the datasets.

| Dataset    | Pantry | Instruments | Arts | Food |
|------------|--------|-------------|------|------|
| # Users    | 13,101 | 24,962      | 45,486 | 115,349 |
| # Items    | 4,898  | 9,964       | 21,019 | 39,670 |
| # Actions  | 126,962| 208,926     | 395,150 | 1,027,413 |

3.1.1 Datasets. We conduct experiments on the Amazon review datasets [10], which contain product ratings and reviews in 29 categories on Amazon.com and rich textual metadata such as title, brand, description, etc. We use the version released in the year 2018. Specifically, we use the 5-core data of Pantry, Instruments, Arts and Food, in which each user or item has at least 5 associated ratings. The statistics of our datasets are summarized in Table 1.

3.1.2 Comparison Methods. We consider the following baselines for comparisons: (1) PopRec recommends items according to the item popularity; (2) FPMC [11] models the behavior correlations by Markov chain; (3) GRU4Rec [6] applies GRU to model user behaviors; (4) SASRec [7] applies self-attention mechanism to model user behaviors; (5) BERT4Rec [12] applies bidirectional self-attention mechanism to model user behaviors; (6) FDSA [17] constructs a feature sequence and uses a feature level self-attention block to model the feature transition patterns; (7) ZESRec [4] regards pre-trained BERT representations as item representations for cross-domain recommendation. In our setting, we report its result on source domain data. (8) S3Rec [19] pre-trains user behavior models via mutual information maximization objectives for feature fusion. We implement these methods with RecBole [18].

Among all the above methods, FPMC, GRU4Rec, SASRec and BERT4Rec are general sequential recommendation methods that...
model the user behavior sequences only by user-item interaction data. FDSA, ZESRec and S3-Rec are text-enhanced sequential recommendation methods that model the user behavior sequences with extra information from item texts. For our proposed approach, IDA-SRt and IDA-SRt+ID represent the model is fine-tuned without ID and with ID, respectively.

3.1.3 Evaluation Settings. To evaluate the performance, we adopt top-\( k \) Hit Ratio (HR@\( k \)) and top-\( k \) Normalized Discounted Cumulative Gain (NDCG@\( k \)) evaluation metrics. Following previous works [7, 12], we apply the leave-one-out strategy for evaluation. For each user, we treat all the items that this user has not interacted with as negative items.

3.2 Experimental Results

In this section, we first compare the proposed IDA-SR approach with the aforementioned baselines on the four datasets, then conduct the ablation study, and finally compare the results on cold-start items.

3.2.1 Main Results. Compared with the general sequential recommendation methods, text-enhanced sequential recommendation methods perform better on some datasets. Because item texts are used as auxiliary features to help improve the recommendation performance. These results further confirm that semantic information from item text is useful for modeling user behaviors. By comparing the proposed approach IDA-SRt+ID with all the baselines, it is clear that IDA-SRt+ID consistently performs better than them by a large margin. Different from these baselines, we adopt the ID-agnostic user behavior pre-training framework, which transfers the semantic knowledge to guide the user behavior modeling through the three appropriate self-supervised tasks. Then in the fine-tuning stage, we fine-tune the model to utilize the user behavior knowledge from the pre-trained model. In this way, our proposed approach can better capture user behavior patterns and achieve much better results. Besides, without incorporating item ID information in the fine-tuning stage, IDA-SRt also has a comparable result with other baseline methods which model user behaviors based on the ID information. This further illustrates the effectiveness of our proposed approach.

3.2.2 Ablation Study. We examine the performance of IDA-SR’s variants by removing each pre-training task from the full approach. We use np, mp and pp to represent three pre-training task next item prediction, masked item prediction and permuted item prediction, respectively. Figure 2 presents the evaluation results. We can observe that the three pre-training tasks all contribute to the final performance. All of them are helpful for bridging the semantic gap between text semantics and sequential preference characteristics.

### Table 2: Performance comparison of different methods on the four datasets. The best performance and the best performance baseline are denoted in bold and underlined fonts respectively.

| Dataset | Metric     | PopRec | FPMC | GRU4Rec | SASRec | BERT4Rec | FDSA | ZESRec | S3-Rec | IDA-SRt | IDA-SRt+ID | Improv. |
|---------|------------|--------|------|---------|--------|----------|------|--------|--------|---------|-----------|--------|
| Pantry  | HR@10      | 0.0668 | 0.0373| 0.0395  | 0.0488 | 0.0311   | 0.0422| 0.0529 | 0.0509 | 0.0738  | 0.0750    | +41.78% |
|         | NDCG@10    | 0.0024 | 0.0196| 0.0194  | 0.0231 | 0.0160   | 0.0226| 0.0263 | 0.0242 | 0.0378  | 0.0375    | +43.73% |
| Instruments | HR@10      | 0.0133 | 0.1043| 0.1045  | 0.1103 | 0.1057   | 0.1117| 0.1076 | 0.1123 | 0.1250  | 0.1304    | +16.12% |
|         | NDCG@10    | 0.0039 | 0.0771| 0.0796  | 0.0787 | 0.0697   | 0.0840| 0.0711 | 0.0795 | 0.0821  | 0.0872    | +3.81%  |
| Arts    | HR@10      | 0.0156 | 0.0958| 0.0909  | 0.1164 | 0.1096   | 0.1074| 0.0971 | 0.1093 | 0.1130  | 0.1304    | +12.03% |
|         | NDCG@10    | 0.0090 | 0.0684| 0.0637  | 0.0685 | 0.0774   | 0.0768| 0.0579 | 0.0692 | 0.0708  | 0.0828    | +6.98%  |
| Food    | HR@10      | 0.0281 | 0.0940| 0.1075  | 0.1173 | 0.1119   | 0.1124| 0.0967 | 0.1163 | 0.1097  | 0.1309    | +11.59% |
|         | NDCG@10    | 0.0141 | 0.0746| 0.0862  | 0.0846 | 0.0792   | 0.0883| 0.0646 | 0.0864 | 0.0730  | 0.0943    | +6.80%  |

### Figure 2: Ablation study.

![Ablation study](image)

![Ablation study](image)

### Figure 3: Performance comparison w.r.t. cold-start items.

The bar graph represents the number of test data for each group and the line chart represents the improved mean rank of ground truth item compared with SASRec.

3.2.3 Performance Comparison w.r.t. Cold-start Items. Conventional user behavior modeling methods are likely to suffer from the cold-start items recommendation problem. This problem can be alleviated by our method because the proposed ID-agnostic pre-training framework can utilize the text semantic information to make the model less dependent on the interaction data. To verify this, we split the test data according to the popularity of ground truth items in the training data, and then record the improved mean rank of ground truth item in each group compared with baseline method SASRec. From Figure 3, we can find that the proposed IDA-SRt and IDA-SRt+ID have a big improvement when the ground truth item is extremely unpopular e.g., group [0, 5) and group [5, 10]. This observation implies the proposed IDA-SR can alleviate the cold-start items recommendation problem.
4 CONCLUSION

In this paper, we propose the ID-agnostic user behavior modeling approach for sequential recommendation, named IDA-SR. Different from the existing sequential recommendation methods that are limited by the ID-based item representations, the proposed IDA-SR adopts the ID-agnostic item representations based on item texts to help user behavior modeling in a direct and natural way. To bridge the gap between text semantics and sequential user behaviors, the proposed IDA-SR conducts a pre-training architecture over item text representations on the sequential user behaviors. Experimental results have shown the effectiveness of the proposed approach by comparing it with several competitive baselines, especially when training data is limited. For future work, we will explore more kinds of item side information to represent items and help user behavior modeling, e.g., images and videos.
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