Map representation of the time-delayed system in the presence of Delay Time Modulation: an Application to the stability analysis
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We introduce the map representation of a time-delayed system in the presence of delay time modulation. Based on this representation, we find the method by which to analyze the stability of that kind of a system. We apply this method to a coupled chaotic system and discuss the results in comparison to the system with a fixed delay time.
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In a real situation, time delay is inevitable, since the propagation speed of an information signal is finite. The effects of time delay have been investigated in various fields in a form of delay differential equation\textsuperscript{1,2,3,4,5,6,7,8,9}:

\[ \dot{x} = F(x(t), x(t - \bar{\tau})) \]  

where \( \bar{\tau} \) is the delay time. Since the Volterra’s predator-prey model\textsuperscript{1}, delay time has been considered such various forms as fixed\textsuperscript{2,3,4,5}, distributed\textsuperscript{6}, state-dependent\textsuperscript{7}, and time-dependent\textsuperscript{8,9} ones. Up to now, the delay effects of these forms in dynamical systems have been extensively studied not only in various fields of physics\textsuperscript{1}, biology\textsuperscript{2,3,10,11}, and economy\textsuperscript{9} but also for the cases of application\textsuperscript{2,11,12}. The recent discovery\textsuperscript{9} that the neural synchonry is enhanced by the discrete time delays shows the delay feedbacks play a significant role in synchronization phenomenon. This discovery calls new scientific attention on the time-delay feedbacks and synchronization phenomenon.

Meanwhile, in regard to the application of time-delayed systems to communication, delay time modulation (DTM)\textsuperscript{2,10,12,14} driven by the signal of a independent system was introduced to erase the imprint of the fixed delay time. It was reported that the DTM increases the complexity of the time-delayed system as well as prevents the system from being collapsed into the simple manifold in reconstructed phase space, which was a serious drawback of the time-delayed system to the application to communication. It was also found that the synchronization in the presence of DTM can be established and the death phenomenon is enhanced, due to DTM\textsuperscript{10,13}.

It was further shown that the time-delayed system can be represented by high dimensional coupled maps\textsuperscript{15} and the methods by which to understand the characteristics of the time delayed system with discrete time delays have been developed\textsuperscript{7}. Accordingly, the natural questions to be tackled have become “how can we find the coupled-map representation of the time-delayed system in the presence of DTM?” and “how can we analyze the stability of that kind of system?”. The answers on these two questions are quite essential to understand the synchronization and the enhancement of death phenomenon mentioned above with regard to DTM\textsuperscript{10,13}. In this paper, we newly introduce the coupled-map representation of a time-delayed system in the presence of DTM, and develop a method which enables us to get the Lyapunov exponents of the system based on the representation. We shall also show the DTM accelerates the transition to hyperchaos in a coupled time-delayed system by presenting the Lyapunov spectrum obtained by the method.

The delay differential equation of Eq. (1) can be rewritten by the discrete form:

\[ x_{n+1} = f(x_n, x_{n-\tau}) \]

where \( x_n \) is the value of \( x \) at \( n \)-th time step such that \( x_n = x(n\Delta t) \) and \( x_{n-\tau} = x(n\Delta t - \tau \Delta t) \). Here \( f(x_n, x_{n-\tau}) = x(n\Delta t) + F(x(n\Delta t), x(n\Delta t - \tau \Delta t)) \Delta t \). It is known that the above system is equivalent to the \((\tau+1)\) dimensional coupled maps\textsuperscript{15}:

\[
\begin{align*}
x_{n+1} &= f(x_n, x_{n-\tau}), \\
x_{n+1}^0 &= x_n^0, \\
x_{n+1}^{-1} &= x_n^{-1}, \\
x_{n+1}^{-2} &= x_n^{-2}, \\
&\vdots \\
x_{n+1}^{-\tau} &= x_n^{-\tau}
\end{align*}
\]

where the variables \( x_n^1, \ldots, x_n^\tau \) construct the “echo type” feedback loop. The above representation plays an important role in analyzing the time-delayed system with fixed delay times. DTM\textsuperscript{2} consists of a modulation system, \( \dot{y} = G(y) \) which generates the driving signal \( y_n \), and a scaling system, \( \bar{\tau} = H(y) \) which adjusts the amplitude of modulation. Accordingly two additional equations are introduced:

\[ y_{n+1} = g(y_n), \]

\[ \tau = h(y_n) \]

where \( g(y_n) = y(n\Delta t) + G(y(n\Delta t)) \) and \( h(y_n) = H(y(n\Delta t)) \). The modulated delay time \( \tau \) in Eq. (4)
selects the length of delay time for a feedback variable \(x_{n-\tau}\). As shown in Eq. (3) the feedback variable (say \(x^k_n\)) is not changed in the fixed delayed system. However, in the time-dependent delayed system, we can interpret that the feeding variable is selected according to the delay time (say \(x^k_n\) with \(k = 0, 1, 2, \ldots, \tau_m\)) in Eq. (3). Therefore we introduce the map representation as follows:

\[
\begin{align*}
x^0_{n+1} &= f(x^0_n, x^k_n), \\
x^m_{n+1} &= x^{\tau_m-1}_n, \\
&\vdots \\
x^1_{n+1} &= x^0_n,
\end{align*}
\tag{5}
\]

where \(\tau_m\) is the maximum of the amplitude of DTM and \(k\) is an integer number which determines the variable to be fed into the systems. We have \(R^{\tau_m+1} \times I \times R^1\) phase space. From Eq. (5) and (6), we get the Jacobian matrix as follows:

\[
J = \begin{bmatrix}
\frac{\partial f(x^0_n, x^k_n)}{\partial x^0_n} & \frac{\partial f(x^0_n, x^k_n)}{\partial x^k_n} & \frac{\partial f(x^0_n, x^k_n)}{\partial x^{\tau_m-1}_n} & \frac{\partial f(x^0_n, x^k_n)}{\partial x^{\tau_m-2}_n} & \cdots & \frac{\partial f(x^0_n, x^k_n)}{\partial x^1_n}
\end{bmatrix},
\tag{7}
\]

where \(\delta^l_k = 1\) only if \(k = l\) else \(\delta^l_k = 0\). We introduce the \((\tau_m + 3)\) dimensional orthonormalized initial vectors such that: \(\hat{y}_1 = (1, 0, 0, \ldots)\), \(\hat{y}_2 = (0, 1, 0, \ldots)\), and \(\ldots\) which are evolved by \(\hat{y}^l = J\hat{y}_l\). By following the standard procedure \[10\], we can find the Lyapunov spectrum of the time-delayed system in the presence of DTM as follows:

\[
\lambda_i = \frac{1}{rT} \sum_{k=1}^{r} \ln N_i^k,
\tag{8}
\]

where \(r\) is the number of orthonormalization within the chosen finite time interval \(T\) and \(N_i^k\) is the norm of the \(i\)-th vector at \(k\)-th orthonormalization process.

As an example of DTM, we consider the two coupled logistic maps as follows:

\[
x_{n+1} = \gamma \bar{x}^\tau_n (1 - \bar{x}^\tau_n), \\
\tau = [\Lambda y_n], \\
y_{n+1} = \gamma_0 y_n (1 - y_n),
\tag{9}
\]

Here \(\bar{x}^\tau_n = (1 - \alpha)x_n + \alpha(x_{n-\tau})\) and \(\alpha\) is a coupling strength. We took \(\gamma_0 = 4.0\) and \(\Lambda = 4.0\) and \([x]\) denotes the maximum of the integer which is less than \(x\) and \(\tau_m = \max(|[\Lambda y_n]|) = 3\). According to the general representation of Eqs. (5) and (6), the system described in Eq. (9) can be rewritten by the 6-dimensional coupled maps as follows:

\[
x^0_{n+1} = \gamma \bar{x}^\tau_n (1 - \bar{x}^\tau_n) \equiv F(\bar{x}^\tau_n), \\
x^3_{n+1} = x^2_n, \\
x^2_{n+1} = x^1_n, \\
x^1_{n+1} = x^0_n,
\tag{10}
\]

\[
k = [\Lambda y_n], \\
y_{n+1} = \gamma_0 y_n (1 - y_n),
\tag{11}
\]

where \(\bar{x}^\tau_n = (1 - \alpha)x^0_n + \alpha x^k_n\). The corresponding Jacobian matrix is given by:
of the system which quantifies the complexity of the system, in DTM all delay variables are very closer with each other (Fig. 1 (c)).

The sum of positive Lyapunov exponents are very close to each other. For this reason, the largest Lyapunov exponents are 0.262 in the case of DTM, while it is 0.128 in the case of fixed delay time. This type of behavior caused by DTM is fulfilled with the result of the recent report in which the entropy is increased depending on the property of the driving signal for DTM.

Figure 2 (a) shows the time series at the intermittent regime ($\gamma = 3.5$) and (b) shows the time series at the hyperchaotic regime ($\gamma = 3.95$) when the delay is modulated. The return maps are presented in Fig. 2 (c) and (d), which show a complex structure. Comparing the correlation functions in Fig. 2 (e) (with the fixed delay time) and (f) (with DTM), one is confirmed that the DTM reduces the length of correlation. We emphasize that all the procedure can be applied to another system regardless of coupled maps or flows in principle because in case of flow, the system also can be represented by the same form of coupled maps of Eqs. (5) and (6) (one just needs to note that the dimension of the phase space is determined by the value of delay time $\tau$ and the chosen time step $\Delta t$ such that $\dim \sim \tau/\Delta t$).

In conclusion, we have introduced the coupled-map representation of the time-delayed system in the presence of delay time modulation and found the method by which to analyze the stability of the system. We have applied this method to a coupled chaotic system and confirmed that the Lyapunov spectrum of the time-delayed system in the presence of DTM can be exactly determined which explains the bifurcation behavior. Furthermore, we have observed that DTM erases the preference of the feedback variable, by scanning all delay variables during the evolution, and that for this reason it leads Lyapunov exponents to be close to each other.
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