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Abstract
We prove an analytic version of the stable graph regularity lemma by Malliaris and Shelah (Trans. Amer. Math. Soc. \textbf{366} (2014), no. 3, 1551–1585), which applies to stable functions $f : V \times W \to [0,1]$. Our methods involve continuous model theory and, in particular, results on the structure of local Keisler measures for stable continuous formulas. Along the way, we develop some basic tools around ultraproducts of metric structures and linear functionals on continuous formulas, and we also describe several concrete families of examples of stable functions.
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INTRODUCTION

Szemerédi’s regularity lemma \cite{25} is a structure theorem for arbitrary finite graphs, and has become a fundamental tool in graph theory (see, e.g., \cite{15}). In the setting of a bipartite graph $(V, W; E)$ (which will be our focus), the regularity lemma says roughly that $V$ and $W$ can be partitioned into a small number (depending only on a fixed $\varepsilon$) of sets $V_i, W_j$ such that for all $i, j$ outside of a small number of “irregular pairs,” the graph $(V_i, W_j; E \cap (V_i \times W_j))$ is $\varepsilon$-regular, meaning that sufficiently large induced subgraphs have a common edge density up to error at most $\varepsilon$. (See Section 6.4 for discussion of how to reconcile the setting of bipartite graphs with unpartitioned graphs $(V; E)$.)

The regularity lemma for graphs can be recast and generalized as a decomposition theorem for functions $f : V \times W \to [0,1]$, which is sometimes called the \textit{analytic} form of Szemerédi regularity. See \cite{8, 17, 26}, for example. In this regime, $f$ is decomposed as the sum of a “structured” part, a “pseudorandom” part, and an “error” part. In the special case where $f$ is $\{0,1\}$-valued, we are...
back in the setting of graphs, and it is explained in several places how one recovers the usual statement of Szemerédi regularity from the analytic version (e.g., [26, Lemma 2.11]). See Section 6.3 for further discussion as well as new results in the “stable” case.

It is rather natural to try to improve the conclusion of Szemerédi’s regularity lemma by placing restrictions on the class of finite graphs under consideration. In their seminal paper, Malliaris and Shelah [19] considered the restriction to “$k$-stable graphs,” namely, graphs that omit the $k$-half graph $([k],[k];\leq)$. The improvements in the conclusions involved better bounds (as a function of $\varepsilon$), no irregular pairs, and “$\varepsilon$-homogeneity” replacing $\varepsilon$-regularity. Here, by $\varepsilon$-homogeneity of a bipartite graph $(V,W;E)$, we mean that either $|E| \geq (1-\varepsilon)|V||W|$ or $|E| \leq \varepsilon|V||W|$.

The aim of the current paper is to prove an analytic version of stable graph regularity. We refer to this as continuous stable regularity for various reasons to be explained later. In any case, we say that a function $f : V \times W \to [0,1]$ is $(k,\delta)$-stable if there do not exist $a_1, \ldots, a_k \in V$ and $b_1, \ldots, b_k \in W$ such that $|f(a_i, b_j) - f(a_j, b_i)| \geq \delta$ for all $i < j$. (This generalizes the previous notion for graphs after possibly changing $k$; see Remark 1.2.) In Section 1, we will describe several families of examples of stable functions, drawing from the model-theoretic study of Hilbert spaces (see Corollary 1.4).

Among our main results is Theorem 5.1, which we quote now.

**Theorem A.** Let $V$ and $W$ be finite sets, and suppose $f : V \times W \to [0,1]$ is a $(k,\delta)$-stable function. Then, for any $\varepsilon > 0$ and any “decay” function $\sigma : \mathbb{N} \to (0,1)$, there are partitions $V = V_0 \cup V_1 \cup \ldots \cup V_m$ and $W = W_0 \cup W_1 \cup \ldots \cup W_n$, with $m, n \leq O_{k,\delta,\varepsilon,\sigma}(1)$, satisfying the following properties.

- For all $(i, j) \in [m] \times [n]$, the pair $(V_i, W_j)$ is $(5\delta + \varepsilon; \sigma(mn))$-homogeneous.
- $|V_0| \leq \varepsilon|V_1|$ and $|W_0| \leq \varepsilon|W_1|$.

Homogeneity is defined in Section 4 (see Definition 4.1). Roughly speaking, the pair $(V_i, W_j)$ is $(\delta;\varepsilon)$-homogenous (with respect to the fixed $f : V \times W \to [0,1]$), if for all but $\varepsilon|W_j|$-many $b \in W_j$, for all but $\varepsilon|V_i|$-many $a \in V_i$, the value $f(a,b)$ is within $\delta$ of a fixed number $r \in [0,1]$ that depends only on $i$ and $j$ (along with a dual statement quantifying in the reverse order). In analogy to homogeneity for graphs, this yields the “density” bound $\|f|_{V_i \times W_j} - r\|_1 \leq \delta + 2\varepsilon$ (see Remark 4.2). The proof of Theorem A also provides definability conditions on the sets $V_i$ and $W_j$ in terms of the function $f$ (see Remark 5.3). Finally, we note that the bound $O_{k,\delta,\varepsilon,\sigma}(1)$ is ineffective due to the use of pseudofinite methods.

The sets $V_0$ and $W_0$ in Theorem A are small “exceptional” sets of vertices, which can be incorporated into $V_1$ and $W_1$ to obtain a total partition (with certain costs; see Remark 4.7 and Theorem 5.2). We also prove a version of Theorem A involving balanced equipartitions (see Theorem 6.1). Moreover, Theorem 6.8 gives a strong decomposition theorem for stable functions in the sense of “analytic” regularity.

We now discuss our methods, as well as other aspects of this paper (including purely model-theoretic results). In combinatorics, the analytic generalization of regularity is often viewed as being very useful, but only requiring routine variations of existing arguments. So, we make the important remark that this is not the case for stable regularity. This is largely because of the shift from regularity to homogeneity, which yields a much stronger description of the object in question using highly structured ingredients. The adaptation of these ingredients to the setting of functions will require several nontrivial steps and new results.
Szemerédi’s original proof of his regularity lemma was direct and finitary. Likewise, the proof of stable graph regularity in [19] was at the finitary level but with tools from stability such as the 2-rank. On the other hand, it is well known that a theorem about all finite objects of a certain kind can be obtained from a theorem about a single “nonstandard finite” (or pseudofinite) object (although this method typically does not yield effective bounds, where relevant). Such an approach to graph regularity is described in a blog post by Tao [27], with origins in broader work of Elek and Szegedy [6]. An account can also be found in course notes of the third author [20]. Insofar as stable regularity is concerned, it is very natural to use pseudofinite methods as one can plug into to the existing theory of local stability in model theory. This approach to stable graph regularity was carried out in [18], giving a structure theorem for infinite bipartite graphs \((V, W; E)\) for which the formula \(E(x, y)\) is stable, and in the presence of finitely additive (Keisler) measures on the relevant Boolean algebras of subsets of \(V\) and \(W\).

This will be our approach to stable regularity in the current paper. However, because we are working with a function \(f : V \times W \to [0, 1]\), rather than a relation \(E \subseteq V \times W\), the relevant nonstandard environment is in the realm of continuous logic where the basic formulas are real-valued rather than Boolean-valued. The change in logic is one reason for our use of the expression “continuous stable regularity.” This also fits with combinatorics where the word “continuous” is sometimes used to indicate the passage from graph relations to real-valued functions. Finally, we note that our setting is related to recent work of Chernikov and Towsner [5] on tame regularity for \([0,1]\)-valued \((k + 1)\)-ary functions of bounded VC\(_k\)-dimension (a higher arity analog of NIP, which refers to 2-ary functions and VC-dimension; for more information and definitions, see the aforementioned citation).

There is some work on local (formula-by-formula) stability in continuous logic which we can and will appeal to (such as [4]); but we will also need to develop new results concerning Keisler measures and stable formulas in the continuous environment. This is done in Section 3. In fact, we will work in large part under the weaker assumption that the given continuous formula \(\varphi(x, y)\) is “\(\delta\)-stable” for a particular \(\delta > 0\) (rather than fully stable, i.e., \(\delta\)-stable for all \(\delta > 0\); see Definition 3.1). For a given model \(M\), the relevant Keisler measures will be regular Borel (probability) measures on the space \(S_{\varphi}(M)\) of complete \(\varphi\)-types over \(M\).

In the classical first-order context, a basic theorem is that if \(\varphi(x, y)\) is stable, then any Keisler measure \(\mu\) on the space \(S_{\varphi}(M)\) is a countable weighted sum \(\mu = \sum \alpha_i p_i\) of Dirac measures, where \(p_i \in S_{\varphi}(M)\) and \(\sum \alpha_i = 1\). An account of this result is given by the third author in [22], drawing from earlier work of Keisler [13]. We prove the following analog in the continuous setting (quoting Theorem 3.12).

**Theorem B.** Let \(M\) be a metric structure. Suppose that \(\varphi(x, y)\) is \(\delta\)-stable, and \(\mu\) is a Keisler measure on \(S_{\varphi}(M)\). Then there is a countable collection \(\{C_i\}_{i \in I}\) of pairwise disjoint closed subsets of \(S_{\varphi}(M)\) each of diameter at most \(2\delta\), such that \(\mu = \sum_{i \in I} \alpha_i \mu_i\), where \(\mu_i\) is a Keisler measure concentrating on \(C_i\) and \(\sum_{i \in I} \alpha_i = 1\).

Here, “diameter” refers to the local “\(d\)-metric” on \(S_{\varphi}(M)\) (see Definition 3.5), which is simply the discrete metric in the classical setting. When \(\varphi(x, y)\) is fully stable, Theorem B is similar to a result of Ben Yaacov from [1] (see Remark 3.13). In Section 4, we will use Theorem B to prove the following model-theoretic regularity statement (paraphrasing Theorem 4.6).
**Theorem C.** Let $M$ be an $\omega$-saturated metric structure. Suppose that $\varphi(x, y)$ is $\delta$-stable, and $\mu$ and $\nu$ are Keisler measures on $S_\varphi^+(M)$ and $S_\varphi^-(M)$, respectively. Then, for any $\varepsilon > 0$, there are $m, n \geq 1$ such that for any $\gamma \in (0, 1)$, there are partitions $M^1 = A_0 \cup A_1 \cup \ldots \cup A_m$ and $M^2 = B_0 \cup B_1 \cup \ldots \cup B_n$ satisfying the following properties.

* For all $(i, j) \in [m] \times [n]$, the pair $(A_i, B_j)$ is $(5\delta; \gamma)$-homogeneous for $\mu$ and $\nu$.
* $\mu(A_0) \leq \varepsilon \mu(A_1)$ and $\mu(B_0) \leq \varepsilon \mu(B_1)$.

Moreover, $A_i$ and $B_j$ satisfy specific “definability conditions” involving $\varphi(x, y)$.

A more elaborate version of this theorem is Lemma 4.4, which is stated in such a form that when $M$ is an ultraproduct of (continuous) finite structures, then the data can be transferred to the finite to achieve Theorem A. The very delicate aspects of the transfer are carried out in Sections 5.1 and 5.2. When specialized to the classical first-order setting, the proof structure of Theorem C becomes a kind of synthesis of the strategies from [18] and [22], with some additional simplifications.

## 1 | STABLE FUNCTIONS

Before stating the definition of stability for functions, let us set some general notation, which will be used throughout the paper.

* Given an integer $n \geq 1$, let $[n] = \{1, \ldots, n\}$.
* Given a set $X$ and a subset $A \subseteq X$, we let $\mathbf{1}_A : X \to \{0, 1\}$ denote the indicator function of $A$.
  
  When $X$ is understood, we write $\mathbf{1}$ for $\mathbf{1}_X$.

**Definition 1.1.** Let $f : V \times W \to \mathbb{R}$ be a function, where $V$ and $W$ are arbitrary sets. Given a linear order $I$ and some $\delta \geq 0$, we say that $f$ is $(I, \delta)$-stable if there do not exist $a_i \in V$ and $b_j \in W$, for $i \in I$, such that

$$|f(a_i, b_j) - f(a_j, b_i)| \geq \delta \text{ for all } i < j \text{ from } I.$$ 

Given $k \geq 1$, we say that $f$ is $(k, \delta)$-stable if it is $([k], \delta)$-stable; and we say that $f$ is $\delta$-stable if it is $(\mathbb{N}, \delta)$-stable. (Here we use the standard orders on $\mathbb{N}$ and $[k]$.)

It is easy to check that $f : V \times W \to \mathbb{R}$ is $\delta$-stable if and only if it is $(I, \delta)$-stable for all infinite linear orders $I$. We also note that in certain contexts, $f$ is $\delta$-stable if and only if it is $(k, \delta)$-stable for some $k \geq 1$ (specifically, when $f$ has bounded image and $(V, W, f)$ is “saturated” in the model-theoretic sense).

Our definition of stability has been formulated in a particular way so as to agree with previous work in the model-theoretic setting (e.g., [4]), and connect to the appearance of stability in broader mathematics (as we discuss below). However, the definition differs slightly from the usual definition of stability for (bipartite) graphs, and so, we take a moment to clarify this.

**Remark 1.2.** Let $V$ and $W$ be sets and fix a binary relation $E \subseteq V \times W$. Then, $E$ is $k$-stable if there do not exist $a_1, \ldots, a_k \in V$ and $b_1, \ldots, b_k \in W$ such that $E(a_i, b_j)$ holds if and only if $i \leq j$ (i.e., $(V, W; E)$ omits $([k], [k]; \leq)$ as an induced subgraph). While this does not necessarily coincide with $(k, \delta)$-stability of the indicator function $\mathbf{1}_E$ for some choice of $\delta$, note that if $\mathbf{1}_E$ is $(k, 1)$-
stable, then it easily follows that \( E \) is \( k \)-stable as defined above. (Moreover, \( 1_E \) is \((k,1)\)-stable if and only if it is \((k,\delta)\)-stable for any \( \delta > 0 \).) Conversely, by a routine Ramsey argument, one can show that if \( E \) is \( k \)-stable then \( 1_E \) is \((O_k(1),1)\)-stable. We will comment on a continuous analog of this situation in the Appendix.

Call a function \( f : V \times W \to \mathbb{R} \) stable if it is \( \delta \)-stable for all \( \delta > 0 \). This notion turns out to be quite pervasive in functional analysis. First, it corresponds to Grothendieck’s “double-limit” condition from [9], used to characterize relatively weakly compact sets in the Banach space of bounded continuous functions on an arbitrary topological space. This connection has been used to provide analytic proofs of several important theorems from stability theory [2, 21]. Second, Krivine and Maurey [16] defined a Banach space \( B \) to be stable if the function \( f(x, y) = \|x + y\| \) is stable when restricted to the unit ball \( U \) in \( B \). They observe that any \( L^p \)-space is stable for \( 1 \leq p < \infty \), and their main result is that any infinite-dimensional stable Banach space contains \( \ell^p \) for some \( 1 \leq p < \infty \).

Third, we discuss Hilbert spaces. Given a Hilbert space \( H \), there is a natural interpretation of \( H \) as a metric structure in an appropriate (multisorted) language, which includes the vector space structure and the inner product. In this case, the complete theory \( T \) of \( H \) is stable, meaning that every formula is stable in every model of \( T \) (see [3, Section 15]). Thus, any Hilbert space satisfies the Krivine–Maurey definition of stability. Another natural formula to consider is the inner product function \( f(x, y) = \langle x, y \rangle \), which is stable in any Hilbert space when restricted to the unit ball. It is now understood that the stability of the inner product in Hilbert spaces is largely responsible for the recurring phenomenon of stable formulas arising naturally in several previous settings. A well-known example is [11, Proposition 2.25] from Hrushovski’s breakthrough work on the structure of approximate groups. Previous related results include [10, Lemma 6.1], [12, Lemma 5.21], and [14, Lemma 3.4], each of which relates to the study of simple theories. The proposition from [11] is also a key ingredient in the model-theoretic proof from [23] of Tao’s algebraic regularity lemma for definable sets in finite fields [29].

We now take the opportunity to explain how stability of Hilbert spaces can be used to produce very general examples of \((k, \delta)\)-stable functions (such as those underlying [11, Proposition 2.25]). Fix a formula \( \varphi(x, y) \) in the language of Hilbert spaces. Assume that \( \varphi(x, y) \) is \([-1, 1]\)-valued when restricted to the unit ball (e.g., \( \langle x, y \rangle \) or \( \frac{1}{2}\|x + y\| \), but \( x \) and \( y \) could also be tuples of variables). Now let \( H \) be a Hilbert space with unit ball \( U \). Given arbitrary sets \( V \) and \( W \), and functions \( g : V \to U \) and \( h : W \to U \), let \( \varphi_{g,h} : V \times W \to [-1, 1] \) be defined by \( \varphi_{g,h}(a, b) = \varphi(g(a), h(b)) \).

**Theorem 1.3.** For any \( \varphi(x, y) \) and \( \delta > 0 \), there is some \( k \geq 1 \) such that for any \( H, V, W, g \), and \( h \) as above, \( \varphi_{g,h} : V \times W \to [-1, 1] \) is \((k, \delta)\)-stable.

**Proof.** It suffices to show that for any \( \varphi(x, y) \) and \( \delta > 0 \), there is some \( k \geq 1 \) such that \( \varphi(x, y) \) is \((k, \delta)\)-stable in any Hilbert space. But this follows from compactness and the fact that any completion of the theory of Hilbert spaces is stable. \( \square \)

Let us point out some specific cases of the previous theorem.

**Corollary 1.4.** For any \( \delta > 0 \), there is some \( k \geq 1 \) such that, in each case below, the function \( f \) is \((k, \delta)\)-stable.
Let $X, V,$ and $W$ be finite sets, and fix arbitrary functions $g : X \times V \to [-1, 1]$ and $h : X \times W \to [-1, 1].$ Let $f : V \times W \to [-1, 1]$ be defined by

$$f(a, b) = \frac{1}{|X|} \sum_{x \in X} g(x, a) h(x, b).$$

(ii) Let $G$ be a locally compact group, and fix continuous functions $g, h : G \to [-1, 1]$ with compact support $C.$ Let $\mu$ be a left Haar measure on $G,$ normalized so that $\mu(C \cup C^{-1}) \leq 1.$ The convolution $g \ast h : G \to [-1, 1]$ is the function

$$(g \ast h)(x) = \int g(t) h(t^{-1}x) \, d\mu.$$

Let $f : G \times G \to [-1, 1]$ be defined by $f(x, y) = (g \ast h)(xy).$

(iii) Let $M$ be a metric structure and let $\mathcal{F}(x)$ be a Keisler functional over $M$ (see Definition 2.12). Fix $[-1, 1]$-valued formulas $\psi_1(x, y)$ and $\psi_2(x, z).$ Let $f : M^y \times M^z \to [0, 1]$ be defined by $f(a, b) = \mathcal{F}(\psi_1(x, a) \psi_2(x, b)).$

Proof. In each case, we apply Theorem 1.3 with $\phi(x, y) = \langle x, y \rangle.$ For case (i), let $H = \mathbb{R}^X$ with the normalized inner product. Then $f$ is $\varphi_{g', h'},$ where $g' : V \to U$ maps $a$ to $g(x, a)$ and $h' : W \to U$ maps $b$ to $h(x, b).$

For case (ii), let $H = L^2(G, \mu)$ with inner product $\langle u, v \rangle = \int uv \, d\mu.$ Let $g', h' : G \to U$ be defined by $g'(a) = g(at)$ and $h'(b) = h(t^{-1}b).$ Then, $f$ is $\varphi_{g', h'}.$

For case (iii), let $\mu$ be the Borel measure on $S_x(M)$ corresponding to $\mathcal{F},$ and let $H = L^2(S_x(M), \mu)$ with inner product as in (ii). Let $g : M^y \to U$ and $h : M^z \to U$ be defined by $g(a) = \psi_1(x, a)$ and $h(b) = \psi_2(x, b).$ Then, $f$ is $\varphi_{g, h}.$

Linear functionals on metric structures will be discussed in more detail in Section 2.3. Note that case (iii) of Corollary 1.4 generalizes case (i). Moreover, if one applies (iii) to a classical first-order structure $M,$ and identifies Boolean formulas with their indicator functions, then $f(a, b) = \mu(\psi_1(x, a) \wedge \psi_2(x, b))$ where $\mu$ is a Keisler measure on $\text{Def}_x(M).$ If $M$ is sufficiently saturated and $\mu$ is invariant (over some small set), then stability of $f$ is [11, Proposition 2.25]. This last point, namely, the use of stability of the inner product in Hilbert spaces to deduce [11, Proposition 2.25], was communicated to the third author by Remi Jaoui, after seeing it in a course by Hrushovski in Paris.

Remark 1.5. In the context of Theorem 1.3, suppose that $H$ is $L^2(X, \mu)$ for some probability space $(X, \mu),$ $\varphi(x, y)$ is the inner product, and $g$ and $h$ take values in the set of $v \in H$ such that $||v||_\infty = 1$ (which is a subset of the unit ball). Then, in this case, one can show $k = \exp^2(O(\delta^{-1}))$ by an elementary argument due to Tao [28]. Note that this situation covers most of the examples in Corollary 1.4.

2 | PRELIMINARIES ON CONTINUOUS LOGIC

We assume familiarity with the foundations of continuous logic and continuous model theory. See [3] for an introduction to this subject.
2.1 Basic notions

Let $\mathcal{L}$ be a continuous language. We work in the setting where formulas may take values in a bounded subset of $\mathbb{R}$. Specifically, each predicate symbol $P$ in $\mathcal{L}$ comes with a distinguished closed bounded interval $I_P \subseteq \mathbb{R}$ (in addition to the modulus of uniform continuity $\Delta_P$), and the definition of an $\mathcal{L}$-structure includes the requirement that $P$ is $I_P$-valued.

Let $T$ be a complete $\mathcal{L}$-theory, and fix an $\mathcal{L}$-formula $\varphi(x, y)$. For simplicity, we assume that $\varphi(x, y)$ is $[0,1]$-valued (but this is not crucial). Throughout this section, we work with a fixed model $M \models T$.

Let $S_\varphi(M)$ denote the space of local $\varphi$-types over $M$. Recall that a type $p \in S_\varphi(M)$ is uniquely determined by the function $b \mapsto \varphi(p, b)$ from $M^y$ to $[0,1]$. Moreover, $S_\varphi(M)$ is a compact Hausdorff space under the natural quotient topology inherited from $S_x(M)$. Further details can be found in [4, Section 6].

Definition 2.1.

1. A $\varphi$-formula over $M$ is a continuous function $\psi : S_\varphi(M) \to \mathbb{R}$.
2. A $\varphi$-generated formula is a uniformly continuous combination of $\varphi(x, y_i)$ for $i < \omega$, that is, a formula of the form $\zeta(x, \bar{y}) = \alpha(\varphi(x, y_i)_{i<\omega})$, where $\alpha : [0,1]^\omega \to \mathbb{R}$ is a continuous function.

Remark 2.2. In [4], continuous functions on $S_\varphi(M)$ are referred to as $\varphi$-predicates (over $M$), and the word “formula” is reserved for the smaller class of syntactic or finitary formulas. For our purposes, this distinction will not be significant because we will either be working with the general class of formulas as defined above, or with very specific families of finitary formulas.

The next result, which is part of [4, Fact 6.4], says that $\varphi$-formulas (over $M$) coincide with “instances” of $\varphi$-generated formulas.

Fact 2.3. A function $\psi : S_\varphi(M) \to \mathbb{R}$ is continuous if and only if there is a $\varphi$-generated formula $\zeta(x, \bar{y})$ and some $\bar{b} \in M^y$ such that $\psi(x) = \zeta(x, \bar{b})$.

Given a $\varphi$-formula $\psi(x)$ over $M$ and a set $B \subseteq \mathbb{R}$, define

$$[\psi(x) \in B] := \{p \in S_\varphi(M) : \psi(p) \in B\}.$$

Given $\varphi$-formulas $\psi_1(x), \psi_2(x)$ over $M$, and Borel sets $B_1, B_2 \subseteq \mathbb{R}$, we let

$$[\psi_1(x) \in B_1 \land \psi_2(x) \in B_2] := [\psi_1(x) \in B_1] \cap [\psi_2(x) \in B_2],$$

and similarly for $\lor$.

Definition 2.4.

1. A subbasic open set in $S_\varphi(M)$ is a set of the form $[\varphi(x, b) \in U]$ where $b \in M^y$ and $U \subseteq \mathbb{R}$ is a bounded open interval.
2. A basic open set in $S_\varphi(M)$ is a finite intersection of subbasic open sets.
3. A subset of $S_\varphi(M)$ is explicitly open if it is a finite union of basic open sets.
Fact 2.5. The basic open sets in $S_\varphi(M)$ (as defined above) are a basis for the topology on $S_\varphi(M)$.

Definition 2.6. A Keisler measure on $S_\varphi(M)$ is a regular Borel probability measure on $S_\varphi(M)$.

Let $\psi(x)$ be a $\varphi$-formula over $M$, and fix $B \subseteq \mathbb{R}$. If $B$ is Borel (resp., open, closed, etc.), then $[\psi(x) \in B]$ is Borel (resp., open, closed, etc.). In this case, if $\mu$ is a Keisler measure on $S_\varphi(M)$, then we write $\mu(\psi(x) \in B)$ to denote $\mu([\psi(x) \in B])$.

We will also use the previous notation in the global setting where $\mu$ is a Keisler measure on $S_\chi(M)$ and $\psi(x)$ is an $L_M$-formula. In this case, we have the pushforward measure $\bar{\mu}$ of $\mu$ to $S_\varphi(M)$ and, if $\psi(x)$ is a $\varphi$-formula and $B \subseteq \mathbb{R}$ is Borel, then $\mu(\psi(x) \in B) = \bar{\mu}(\psi(x) \in B)$.

Definition 2.7. Given a set $U \subseteq \mathbb{R}$, let $\alpha_U : \mathbb{R} \to [0, 1]$ be defined by

$$\alpha_U(x) = \min\{d(x, \mathbb{R}\setminus U), 1\}.$$  

Note that $\alpha_U$ is uniformly continuous, and so, in particular, it is a logical connective. Moreover, if $U$ is open, then $\alpha_U(x) > 0$ if and only if $x \in U$.

Suppose $V \subseteq S_\varphi(M)$ is an explicitly open set. Then, we can write

$$V = \bigcup_{i=1}^{m} \bigcap_{j=1}^{n_i} [\varphi(x, b_{i,j}) \in U_{i,j}],$$

where each $b_{i,j}$ is from $M^y$ and each $U_{i,j}$ is a bounded open interval. Set $\bar{y} = (y_{i,j})$ and define the $\varphi$-generated formula

$$\psi(x, \bar{y}) := \max_{1 \leq i \leq m} \min_{1 \leq j \leq n_i} \alpha_{U_{i,j}}(\varphi(x, y_{i,j})).$$

Then, $\psi(x, \bar{y}) > 0$ is logically equivalent to $\bigvee_{i=1}^{m} \bigwedge_{j=1}^{n_i} \varphi(x, y_{i,j}) \in U_{i,j}$. Therefore, $V = [\psi(x, \bar{b}) > 0]$. A formula of the form $\psi(x, \bar{b})$ is called an explicit $\varphi$-formula over $M$. So, we have shown that $V \subseteq S_\varphi(M)$ is an explicitly open set if and only if it is of the form $[\psi(x, \bar{b}) > 0]$ for some explicit $\varphi$-formula $\psi(x, \bar{b})$ over $M$.

Remark 2.8. One can further assume that the intervals $U_{i,j}$ have rational endpoints. However, we will not make this assumption in general.

Note that if $\psi(x)$ is a $\varphi$-formula over $M$, and $D \subseteq \mathbb{R}$ is closed, then the expression $\psi(x) \in D$ is logically equivalent to the $L$-condition $\alpha_{\mathbb{R}\setminus D}(\psi(x)) = 0$. In particular, $\psi(x) \in D$ defines a zeroset in $M^x$.

Definition 2.9. An explicit $\varphi$-zeroset is a subset of $M^x$ in the lattice generated by zerosets defined by $\varphi(x, b) \in D$, where $b \in M^y$ and $D \subseteq \mathbb{R}$ is closed.

For example, if $\psi(x)$ is an explicit $\varphi$-formula over $M$, and $\eta \in [0, 1]$, then $\psi(x) \geq \eta$ defines an explicit $\varphi$-zeroset in $M^x$.

\[1\] Recall that a lattice of subsets of some set $X$ is a collection of subsets closed under (finite) unions and intersections.
2.2 | Linear functionals

Let $V$ be an ordered real vector space with a norm $\| \cdot \|$. A **linear functional** on $V$ is a map $\mathfrak{f}: V \to \mathbb{R}$ such that $\mathfrak{f}(rv + sw) = r\mathfrak{f}(v) + s\mathfrak{f}(w)$ for all $v, w \in V$ and $r, s \in \mathbb{R}$. A linear functional $\mathfrak{f}$ is **positive** if $\mathfrak{f}(v) \geq 0$ for all $v \in V$ such that $v \geq 0_V$. A linear functional $\mathfrak{f}$ is **bounded** if there is some $c \geq 0$ such that $|\mathfrak{f}(v)| \leq c \|v\|$ for all $v \in V$. The **operator norm** $\|\mathfrak{f}\|$ of a bounded linear functional $\mathfrak{f}$ is the infimum of all $c \geq 0$ satisfying the previous condition.

Given a compact Hausdorff space $X$, the space $C(X, \mathbb{R})$ of all continuous functions from $X$ to $\mathbb{R}$ is a real ordered normed vector space (in fact, a Banach space) under the pointwise partial order and the uniform norm $\|f\|_\infty = \sup_{x \in X} |f(x)|$.

**Fact 2.10.** If $X$ is a compact Hausdorff space and $\mathfrak{f}$ is a positive linear functional on $C(X, \mathbb{R})$, then $\mathfrak{f}$ is bounded and $\|\mathfrak{f}\| = \mathfrak{f}(1)$.

**Proof.** This is a basic exercise, but we will include the proof for later reference. We first fix $\varphi \in C(X, \mathbb{R})$, and show $|\mathfrak{f}(\varphi)| \leq \mathfrak{f}(1) \|\varphi\|_\infty$. Note that $|\varphi| \leq \|\varphi\|_\infty 1$, and so, $\|\varphi\|_\infty 1 - \varphi \geq 0$ and $\|\varphi\|_\infty 1 + \varphi \geq 0$. Thus, $\|\varphi\|_\infty \mathfrak{f}(1) - \mathfrak{f}(\varphi) \geq 0$ and $\|\varphi\|_\infty \mathfrak{f}(1) + \mathfrak{f}(\varphi) \geq 0$, as desired. This shows that $\mathfrak{f}$ is bounded and $\|\mathfrak{f}\| \leq \mathfrak{f}(1)$. Conversely, $\mathfrak{f}(1) = |\mathfrak{f}(1)| \leq \|\mathfrak{f}\| \|1\|_\infty \leq \|\mathfrak{f}\|$. \qed

Recall that if $X$ is a compact Hausdorff space, then a **Radon measure** (on $X$) is a regular Borel measure $\mu$ on $X$ such that $\mu(X) < \infty$. Given a Radon measure $\mu$ on a compact Hausdorff space $X$, one obtains a positive linear functional $\mathfrak{f}_\mu$ on $C(X, \mathbb{R})$ such that $\mathfrak{f}_\mu(f) = \int_X f \, d\mu$. Note that $\|\mathfrak{f}_\mu\| = \mu(X)$. The **Riesz–Markov–Kakutani theorem** states that the map $\mu \mapsto \mathfrak{f}_\mu$ is a bijection between Radon measures on $X$ and positive linear functionals on $C(X, \mathbb{R})$. Therefore, regular Borel probability measures correspond to positive linear functionals of operator norm 1.

2.3 | Linear functionals on metric structures

Let $\mathcal{L}$ be a continuous language. Given an $\mathcal{L}$-structure $M$ and some sort $x$, we work with the vector space $C(S_x(M), \mathbb{R})$ of $\mathcal{L}$-formulas over $M$ in $x$, with the pointwise partial order and uniform norm as in the previous subsection. We may also decorate the norm as $\|\varphi\|_\infty^M$ for emphasis. Note that the set of finitary (syntactic) $\mathcal{L}$-formulas in $x$ over $M$ forms a subspace of $C(S_x(M), \mathbb{R})$, which is dense by [4, Fact 6.4]. Moreover, if $\varphi(x)$ is such a formula, then $\|\varphi\|_\infty^M = \sup_{a \in M^x} |\varphi(a)|$.

**Remark 2.11.** Suppose that $T$ is a complete $\mathcal{L}$-theory. Then, the ordered normed vector space structure on $\mathcal{L}$-formulas (over $\emptyset$) in some fixed sort $x$ is part of the theory of $T$. In other words, if $M \equiv N$, then for any $\mathcal{L}$-formula $\varphi(x)$, we have $\|\varphi\|_\infty^M = \|\varphi\|_\infty^N$, and given $\mathcal{L}$-formulas $\varphi(x)$ and $\psi(x)$, we have $\varphi^M \leq \psi^M$ if and only if $\varphi^N \leq \psi^N$.

**Definition 2.12.** Given an $\mathcal{L}$-structure $M$, a **Keisler functional (in $x$) over $M$** is a positive linear functional $\mathfrak{f}$ on $C(S_x(M), \mathbb{R})$ such that $\|\mathfrak{f}\| = 1$.

Note that any nonzero positive linear functional on $C(S_x(M), \mathbb{R})$ can be normalized to a Keisler functional. Let us restate the Reisz–Markov–Kakutani theorem in this context.
Fact 2.13. If $M$ is an $\mathcal{L}$-structure, then the map $\mu \mapsto \int d\mu$ is a bijection between Keisler measures on $S_x(M)$ and Keisler functionals in $x$ over $M$.

We also recall that a Keisler functional is determined entirely by its behavior on the subspace of finitary formulas.

Proposition 2.14. Suppose that $M$ is an $\mathcal{L}$-structure, and $\mathfrak{f}_0$ is a positive linear functional on finitary $\mathcal{L}$-formulas over $M$ in $x$. Then $\mathfrak{f}_0$ extends uniquely to a positive linear functional $\mathfrak{f}$ on $C(S_x(M), \mathbb{R})$ with $\|\mathfrak{f}\| = \|\mathfrak{f}_0\|$.

Proof. Using the same steps as in the proof of Fact 2.10, one sees that $\mathfrak{f}_0$ is bounded, and hence continuous. Thus, the claim follows from the fact that the linear subspace of finitary $\mathcal{L}$-formulas is dense in $C(S_x(M), \mathbb{R})$ (see [4, Fact 6.4]), together with basic facts in functional analysis (see [24, Exercise I.I.19]).

In light of the previous result, we will sometimes view linear functionals as maps on $C(S_x(M), \mathbb{R})$, while in other cases as maps on the subspace of finitary $\mathcal{L}$-formulas over $M$, depending on the relevant context.

We end this section by examining ultraproducts of functionals. Fix an infinite index set $\Sigma$, a collection $(M_s)_{s \in \Sigma}$ of $\mathcal{L}$-structures, and an ultrafilter $\mathcal{U}$ on $\Sigma$. Let $M$ be the metric ultraproduct $\prod_{\mathcal{U}} M_s$. Let $x$ be a fixed sort, and suppose that for all $s \in \Sigma$, we have a positive linear functional $\mathfrak{f}_s$ on $C(S_x(M_s), \mathbb{R})$. Assume further that the set $\{\|\mathfrak{f}_s\| : s \in \Sigma\}$ of norms is bounded. Given a finitary $\mathcal{L}$-formula $\varphi(x, b)$ over $M$, define $\mathfrak{f}(\varphi(x, b)) = \lim_{\mathcal{U}} \mathfrak{f}_s(\varphi(x, b_s))$ where $(b_s)_{s \in \Sigma}$ is a representative of $b$.

Proposition 2.15. $\mathfrak{f}$ induces a well-defined positive linear functional on $C(S_x(M), \mathbb{R})$. Moreover, $\|\mathfrak{f}\| = \lim_{\mathcal{U}} \|\mathfrak{f}_s\|$.

Proof. We first show $\mathfrak{f}$ is well defined. Fix a finitary $\mathcal{L}$-formula $\varphi(x, y)$ and metrically $\mathcal{U}$-equivalent sequences $(b^s)_{s \in \Sigma}$ and $(c^s)_{s \in \Sigma}$. We verify $\lim_{\mathcal{U}} \mathfrak{f}_s(\varphi(x, b^s)) = \lim_{\mathcal{U}} \mathfrak{f}_s(\varphi(x, c^s))$. Toward this end, we fix $\epsilon > 0$ and show that the set

$$X := \{s \in \Sigma : |\mathfrak{f}_s(\varphi(x, b^s)) - \mathfrak{f}_s(\varphi(x, c^s))| \leq \epsilon\}$$

is in $\mathcal{U}$. Let $R > 0$ be a bound on $\|\mathfrak{f}_s\|$ for all $s \in \Sigma$. By assumption, the set

$$Y := \{s \in \Sigma : d(b^s, c^s) < \Delta_{\varphi(x, y)}(\epsilon/R)\}$$

is in $\mathcal{U}$. Moreover, if $s \in Y$, then $\|\varphi(x, b^s) - \varphi(x, c^s)\|_\infty \leq \epsilon/R$, and so,

$$|\mathfrak{f}_s(\varphi(x, b^s)) - \mathfrak{f}_s(\varphi(x, c^s))| = |\tilde{\mathfrak{f}}_s(\varphi(x, b^s) - \varphi(x, c^s))| \leq R\|\varphi(x, b^s) - \varphi(x, c^s)\|_\infty \leq \epsilon.$$

Therefore, $Y \subseteq X$, whence $X \in \mathcal{U}$.

Now, since ultralimits preserve vector space operations, it follows that $\mathfrak{f}$ is a linear functional. We show next that $\mathfrak{f}$ is positive. Fix an $\mathcal{L}$-formula $\varphi(x, b)$ over $M$ such that $\varphi(x, b) \geq 0$. By Łoś’s theorem, $\lim_{\mathcal{U}} \inf_s \varphi(x, b^s) \geq 0$. Now fix $\epsilon > 0$. Then the set $Z := \{s \in \Sigma : \varphi(x, b^s) \geq -\epsilon\}$ is in $\mathcal{U}$.
If \( s \in \mathbb{Z} \) then \( \varphi(x, b^a) + \varepsilon \geq 0 \), and so, \( f_s(\varphi(x, b^a) + \varepsilon) \geq 0 \), which implies

\[
\lim_{s \to \mathbb{L}} f_s(\varphi(x, b^a)) = -\varepsilon f_s(1) = -\varepsilon \|f_s\|.
\]

Therefore, \( f(\varphi(x, b)) = \lim_{s \to \mathbb{L}} f_s(\varphi(x, b^a)) \geq -\varepsilon \lim_{s \to \mathbb{L}} \|f_s\| \geq -\varepsilon R \). Since \( \varepsilon > 0 \) was arbitrary and \( R \) is fixed, it follows that \( f(\varphi(x, b)) \geq 0 \). So, we have shown that \( f \) is positive. Finally, note that \( \|f\| = \lim_{s \to \mathbb{L}} f_s(1) = \lim_{s \to \mathbb{L}} \|f_s\| \).

\[\square\]

**Example 2.16.** Working in the above setting, suppose also that each \( M_s \) is finite. Then, for a given sort \( x \), we can define the “average value functional” \( f_s \) such that if \( \varphi(x) \) is a finitary \( L \)-formula over \( M_s \), then \( f_s(\varphi) = \frac{1}{|M_x^s|} \sum_{a \in M_x^s} \varphi(a) \). Note that each \( f_s \) is a Keisler functional in \( x \) over \( M_s \). By the previous proposition, it follows that \( f := \lim_{s \to \mathbb{L}} f_s \) is a Keisler functional on \( M \), which we refer to as the **pseudofinite average value functional on \( M \) in sort \( x \)**.

We will also need the following standard fact (see [3, Proposition 7.6]).

**Fact 2.17.** Assume \( \mathcal{L} \) is countable and let \( \{M_s : s \in \Sigma\} \) be a countable family of \( \mathcal{L} \)-structures. Then, \( \prod_{s \to \mathbb{L}} M_s \) is \( \omega_1 \)-saturated for any nonprincipal ultrafilter \( U \) on \( \Sigma \).

### 3 KEISLER MEASURES ON STABLE FORMULAS

Let \( T \) be a complete \( \mathcal{L} \)-theory, and fix a [0,1]-valued \( \mathcal{L} \)-formula \( \varphi(x, y) \). Since we will be working locally around \( \varphi(x, y) \), there is no harm in assuming that \( \mathcal{L} \) is countable.

Given \( r, s \in \mathbb{R} \), and some \( \varepsilon > 0 \), we write \( r \approx \varepsilon s \) to denote \( |r - s| \leq \varepsilon \). We also let \( r - s = \max\{r - s, 0\} \). So, \( r - s = 0 \) if and only if \( r \leq s \).

**Definition 3.1.** Given \( \delta \in [0,1] \), we say that \( \varphi(x, y) \) is \( \delta \)-stable (in \( T \)) if for every \( M \models T \), the function \( \varphi : M^x \times M^y \to [0,1] \) is \( \delta \)-stable (as defined in Section 1).

We say that \( \varphi(x, y) \) is **stable** if it is \( \delta \)-stable for all \( \delta > 0 \).

It is not hard to show that when checking \( \delta \)-stability of \( \varphi(x, y) \) with respect to \( T \), it suffices to consider a single \( \omega \)-saturated model \( M \models T \). In the next lemma, we further note that \( \delta \)-stability is an “open condition.”

**Lemma 3.2.** There is some \( \delta_{\varphi} \in [0,1] \) such that for any \( \delta \in [0,1] \), \( \varphi(x, y) \) is \( \delta \)-stable if and only if \( \delta > \delta_{\varphi} \).

**Proof.** Suppose that \( \varphi(x, y) \) is \( \delta \)-stable for some \( \delta > 0 \). We find some \( \varepsilon > 0 \) such that \( \varphi(x, y) \) is \( \delta' \)-stable for all \( \delta' \in (\delta - \varepsilon, \delta) \). This suffices to prove the lemma (take \( \delta_{\varphi} = 1 \) if \( \varphi(x, y) \) is not \( \delta \)-stable for any \( \delta \in [0,1] \)). By compactness, there is some \( k \geq 1 \) such that \( \varphi^M \) is \( (k, \delta) \)-stable for all \( M \models T \). Define the formula

\[
\theta(x_1, \ldots, x_k, y_1, \ldots, y_k) := \max_{i<j} (\delta - |\varphi(x_i, y_j) - \varphi(x_j, y_i)|).
\]
Then for any \( M \models T \) and \( a_1, \ldots, a_k \in M^X, b_1 \ldots, b_k \in M^Y \), we have \( \theta(\bar{a}, \bar{b}) > 0 \). By compactness, there is some \( \varepsilon > 0 \) such that \( \inf_{\bar{x}, \bar{y}} \theta(\bar{x}, \bar{y}) = \varepsilon \) for all \( M \models T \). Unpacking this, it follows immediately that \( \varphi^M \) is \((k, \delta')\)-stable for any \( M \models T \) and \( \delta' \in (\delta - \varepsilon, \delta) \). Therefore, \( \varphi(x, y) \) is \( \delta' \)-stable for any \( \delta' \in (\delta - \varepsilon, \delta) \).

Let \( \varphi^*(y, x) \) denote the same formula \( \varphi(x, y) \), but with the roles of object and parameter variables exchanged.

**Definition 3.3.** A **min-max \( \varphi^* \)-generated formula** is a formula of the form

\[
\zeta(y, \bar{x}) = \min_{1 \leq i \leq m} \max_{1 \leq j \leq n_i} \varphi(x_{i,j}, y)
\]

for some \( m, n_1, \ldots, n_m \geq 1 \).

The next result says that if \( \varphi(x, y) \) is \( \delta \)-stable, then \( \varphi \)-types are “uniformly approximately \( \varphi^* \)-definable.” See [4, Lemma 7.4] for details.

**Lemma 3.4.** Assume that \( \varphi(x, y) \) is \( \delta \)-stable. Then there is a min-max \( \varphi^* \)-generated formula \( \zeta_{\varphi^*}^\delta(y, \bar{x}) \) such that, for any \( M \models T \) and \( p \in S_\varphi(M) \), there is some \( \bar{c} \in M^\bar{x} \) such that for all \( b \in M^y \), \( \varphi(p, b) \approx_\delta \zeta_{\varphi^*}^\delta(b, \bar{c}) \).

It is easy to see that if \( \varphi(x, y) \) is \( \delta \)-stable, then so is \( \varphi^*(y, x) \), and thus, by the previous lemma, we obtain a min-max \( \varphi \)-generated formula \( \zeta_{\varphi^*}^\delta(x, \bar{y}) \) satisfying the analogous conclusion for all types \( q \in S_{\varphi^*}(M) \).

For the rest of this section, we fix a model \( M \models T \). We now recall the topometric space structure on \( S_\varphi(M) \), as well as the associated Cantor–Bendixson ranks, as defined in [1, 4]. Recall that a **topometric space** is a pair \( (X, d) \) where \( X \) is a Hausdorff space and \( d \) is a metric on \( X \) satisfying the following properties.

(i) The metric refines the topology, that is, for every open \( V \subseteq X \) and every \( p \in V \), there is some \( \varepsilon > 0 \) such that \( \{q \in X : d(p, q) < \varepsilon\} \subseteq V \).

(ii) The metric function is lower semicontinuous, that is, for any \( \varepsilon > 0 \), the set \( \{(p, q) \in X \times X : d(p, q) \leq \varepsilon\} \) is closed in \( X \times X \).

**Definition 3.5.** The **\( d \)-metric** on \( S_\varphi(M) \) is \( d(p, q) = \sup_{b \in M^y} |\varphi(p, b) - \varphi(q, b)| \).

Despite our use of the terminology “\( d \)-metric,” we note that this metric on \( S_\varphi(M) \) can be quite different from what is usually called the \( d \)-metric on the space of complete types (see [4, Section 4.3]). For example, if the metric on \( M \) is discrete, then so is the \( d \)-metric on complete types, although what we call the \( d \)-metric on \( S_\varphi(M) \) may not be discrete (for a given \varphi).

**Fact 3.6.** \((S_\varphi(M), d)\) is a (compact) topometric space.

**Proof.** See [4, Fact 6.2] and [1] (especially Definition 1.2 and the remarks after Lemma 1.9). Given the definition of the metric on \( S_\varphi(M) \), properties (i) and (ii) are also easy to check directly. \( \square \)
The following is a straightforward exercise that we will use later.

**Proposition 3.7.** Suppose that \( \zeta(y, \tilde{x}) \) is a min-max \( \varphi^\ast \)-generated formula. Then \( |\zeta(q, \tilde{c}) - \zeta(q', \tilde{c})| \leq d(q, q') \) for any \( \tilde{c} \in M_\tilde{x} \) and \( q, q' \in S_\varphi(M) \).

Given \( C \subseteq S_\varphi(M) \), let \( \text{diam}(C) = \sup \{d(p, q) : p, q \in C \} \).

**Definition 3.8.** Fix \( \delta > 0 \).

1. We define closed sets \( X_{\delta, \alpha} \subseteq S_\varphi(M) \), for \( \alpha \) an ordinal. Let \( X_{\delta, 0} = S_\varphi(M) \) and, for a limit ordinal \( \alpha \), set \( X_{\delta, \alpha} = \bigcap_{\beta < \alpha} X_{\delta, \beta} \). Finally, set
   \[
   X_{\delta, \alpha + 1} = \bigcap \{ F \subseteq X_{\delta, \alpha} : F \text{ is closed and } \text{diam}(X_{\delta, \alpha} \setminus F) \leq \delta \}.
   \]

2. Fix a nonempty closed set \( C \subseteq X \). The \( \delta \)-Cantor–Bendixson rank of \( C \) is
   \[
   \text{CB}_\delta(C) := \sup \{ \alpha : X_{\delta, \alpha} \cap C \neq \emptyset \} \in \text{Ord} \cup \{\infty\}.
   \]
   If \( \text{CB}_\delta(C) = \alpha < \infty \), then define \( \text{CB}_{m\delta}(C) := C \cap X_{\delta, \alpha} \).

The previous definition also makes sense when \( \delta = 0 \), and yields the usual Cantor–Bendixson rank of a topological space. However, we will not use this case.

**Proposition 3.9.** Fix \( \delta > 0 \) and suppose \( C \subseteq S_\varphi(M) \) is closed and nonempty.

(a) \( \text{CB}_{m\delta}(C) \) is closed and nonempty.

(b) If \( \text{CB}_\delta(C) < \infty \), and \( D \subseteq C \) is a nonempty closed set disjoint from \( \text{CB}_{m\delta}(C) \), then \( \text{CB}_\delta(D) < \text{CB}_\delta(C) \).

(c) If \( \text{CB}_\delta(C) < \infty \), then \( \text{CB}_{m\delta}(C) \) admits a finite open cover \( U_1, \ldots, U_n \) such that \( \text{diam}(U_i \cap \text{CB}_{m\delta}(C)) \leq \delta \) for all \( 1 \leq i \leq n \).

**Proof.** These follow easily from the definitions. See also the remarks following [4, Definition 7.9].

The following is a “\( \delta \)-local” analog of [4, Proposition 7.11].

**Proposition 3.10.** If \( \varphi(x, y) \) is \( \delta \)-stable, then \( \text{CB}_{2\delta}(S_\varphi(M)) < \infty \).

**Proof.** This is more or less implicit in [4]. But we will provide a sketch. Toward a contradiction, suppose \( \text{CB}_{2\delta}(S_\varphi(M)) = \infty \). Arguing inductively as in [4, Proposition 7.11], we may construct \( M_0 \leq M \) of countable density character, and types \( \{p_\eta \setminus \eta \in 2^\omega \} \) in \( S_\varphi(M_0) \) such that \( d(p_\eta, p_\lambda) > 2\delta \) for all distinct \( \eta, \lambda \in 2^\omega \). By Lemma 3.2, we can fix \( \delta' < \delta \) such that \( \varphi(x, y) \) is \( \delta' \)-stable. For each \( \eta \in 2^\omega \), apply Lemma 3.4 to find \( \tilde{c}_\eta \in M_0^{\tilde{x}} \) such that for all \( b \in M_0^\gamma, \varphi(p_\eta, b) \approx_{\tilde{c}_\eta} \zeta^\varphi_{\tilde{c}_\eta}(b, \tilde{c}_\eta) \). Since \( M_0^{\tilde{x}} \) has countable density character, there are distinct \( \eta, \lambda \in 2^\omega \) such that \( \|\zeta^\varphi_{p_\eta}(y, \tilde{c}_\eta) - \zeta^\varphi_{p_\lambda}(y, \tilde{c}_\lambda)\|_\infty < 2(\delta - \delta') \). But then \( d(p_\eta, p_\lambda) < 2\delta \) by the triangle inequality, which is a contradiction. \( \square \)
Our next main goal is a description of local Keisler measures for $\delta$-stable formulas. We will obtain a continuous analog of the well-known result that in a classical discrete theory, if $\varphi(x, y)$ is stable, then any Keisler measure on $S_\varphi(M)$ can be written as an infinite weighted sum of types (see [22, Fact 1.1]).

**Lemma 3.11.** Let $\mu$ be a Keisler measure on $S_\varphi(M)$, and fix $\delta > 0$. Then for any closed set $C \subseteq S_\varphi(M)$, if $\mu(C) > 0$ and $C B_\delta(C) < \infty$, then there is a closed set $C' \subseteq C$ such that $\text{diam}(C') \leq \delta$ and $\mu(C') > 0$.

**Proof.** We first prove the lemma in the special case that $\mu(C B_m(C)) > 0$. So, assume this is the case, and let $D = C B_m(C)$. By Proposition 3.9(c), there are open sets $U_1, \ldots, U_n \subseteq S_\varphi(M)$ such that $D \subseteq \bigcup_{i=1}^n U_i$ and $\text{diam}(U_i \cap D) \leq \delta$. Let $Y_i = U_i \cap D$, and note that each $Y_i$ is Borel. Since $\mu(D) > 0$, there must be some $1 \leq i \leq n$ such that $\mu(Y_i) > 0$. Let $C' = V_i$ and note that $C' \subseteq D \subseteq C$ and $\mu(C') \geq \mu(Y_i) > 0$. Finally, by lower semicontinuity of the metric, and since $\text{diam}(Y_i) \leq \delta$, it follows that $\text{diam}(C') \leq \delta$.

Now we prove the lemma in the general case. Let $C \subseteq S_\varphi(M)$ be closed with $\mu(C) > 0$ and $C B_\delta(C) < \infty$. We proceed by induction on $C B_\delta$-rank. If $C B_\delta(C) = 0$, then $C B_m(C) = C$, and so, we can apply the special case above. So, assume the result for ranks strictly less than $C B_\delta(C)$.

Let $C_1 = C B_m(C)$. By the special case above, we can assume $\mu(C_1) = 0$. Set $X = C \setminus C_1$. Then $X$ is Borel and $\mu(X) = \mu(C) > 0$. By regularity, there is a closed set $D \subseteq X$ such that $\mu(D) > 0$. By Proposition 3.9(b), we have $C B_\delta(D) < C B_\delta(C)$. So, we can apply the induction hypothesis to find a closed set $C' \subseteq D \subseteq C$ such that $\text{diam}(C') \leq \delta$ and $\mu(C') > 0$, as desired. □

Given a Keisler measure $\mu$ on $S_\varphi(M)$ and a Borel set $X \subseteq S_\varphi(M)$, with $\mu(X) > 0$, the *localization* of $\mu$ at $X$ is the Keisler measure $\mu_X$ on $S_\varphi(M)$ such that $\mu_X(B) = \mu(B \cap X) / \mu(X)$ for any Borel set $B \subseteq S_\varphi(M)$. We now restate and prove Theorem B from the introduction.

**Theorem 3.12.** Assume that $\varphi(x, y)$ is $\delta$-stable, and let $\mu$ be a Keisler measure on $S_\varphi(M)$. Then there is a countable collection $(C_i)_{i \in I}$ of pairwise disjoint closed sets in $S_\varphi(M)$ such that:

(i) for all $i \in I$, $\text{diam}(C_i) \leq 2\delta$ and $\mu(C_i) > 0$, and
(ii) $\mu = \sum_{i \in I} \alpha_i \mu_{C_i}$, where $\alpha_i = \mu(C_i)$.

**Proof.** Let $\{C_i : i \in I\}$ be a maximal family of pairwise disjoint closed sets in $S_\varphi(M)$ with positive measure and diameter at most $2\delta$. Then $I$ must be countable by countable additivity of $\mu$. Let $B = \bigcup_{i \in I} C_i$, and note that $B$ is Borel. We claim that $\mu(B) = 1$. Indeed, if not then by regularity, there is a closed set $C \subseteq S_\varphi(M)$ such that $\mu(C) > 0$ and $C \cap B = \emptyset$. By Proposition 3.10, we may apply Lemma 3.11 to $C$ to obtain a closed set $C' \subseteq C$ with $\mu(C') > 0$ and $\text{diam}(C') \leq 2\delta$. Then $C$ is disjoint from $C_i$ for all $i \in I$, contradicting maximality of the family.

Now let $\alpha_i := \mu(C_i)$. Then, for any Borel set $X \subseteq S_\varphi(M)$, we have

$$
\mu(X) = \mu(B \cap X) = \sum_{i \in I} \mu(C_i \cap X) = \sum_{i \in I} \alpha_i \mu_{C_i}(X).
$$

Therefore, $\mu = \sum_{i \in I} \alpha_i \mu_{C_i}$, as desired. □
Remark 3.13. Call a subset of $S_\varphi(M)$ $\varepsilon$-finite if it can be covered by finitely many sets of diameter at most $\varepsilon$. It follows from Theorem 3.12 that if $\varphi(x, y)$ is $\delta$-stable and $\mu$ is a Keisler measure on $S_\varphi(M)$, then for any $\varepsilon > 0$, there is some closed $2\delta$-finite set $C \subseteq S_\varphi(M)$ such that $\mu(C) > 1 - \varepsilon$. This is closely related to [1, Theorem 3.31] which (in our setting) says that if $\varphi(x, y)$ is stable, then for any $\varepsilon > 0$, there is a metrically compact set $C \subseteq S_\varphi(M)$ such that $\mu(C) > 1 - \varepsilon$. One can deduce this from Theorem 3.12 by choosing a closed $\frac{1}{n}$-finite set $C_n$ such that $\mu(C_n) > 1 - 2^{-n}\varepsilon$, and setting $C = \bigcap_{n>0} C_n$.

Before continuing with the main theme of this paper, we state some corollaries connecting Theorem 3.12 with the idea of approximating measures by types.

**Corollary 3.14.** Suppose that $\varphi(x, y)$ is $\delta$-stable, and let $\mu$ be a Keisler measure on $S_\varphi(M)$. Then, there is a finitely supported Keisler measure $\mu'$ on $S_\varphi(M)$ such that for each $b \in M^y$,

$$
\int_{S_\varphi(M)} \varphi(x, b) \, d\mu \approx_{2\delta} \int_{S_\varphi(M)} \varphi(x, b) \, d\mu'.
$$

**Proof.** By Lemma 3.2, we can fix some $\delta' < \delta$ such that $\varphi(x, y)$ is $\delta'$-stable. By Theorem 3.12, we can write $\mu = \sum_{i \in I} \alpha_i \mu_{C_i}$ where $I$ is countable and the $C_i$'s are pairwise disjoint closed sets of diameter at most $2\delta'$. For each $i \in I$, pick some $p_i \in C_i$. So, for any $q \in C_i$ and $b \in M^y$, we have $\varphi(q, b) \approx_{2\delta'} \varphi(p_i, b)$. It follows that for any $i \in I$ and any $b \in M^y$,

$$
\int_{C_i} \varphi(x, b) \, d\mu_{C_i} \approx_{2\delta'} \int_{C_i} \varphi(p_i, b) \, d\mu_{C_i} = \varphi(p_i, b). \quad (\dagger)
$$

Let $\varepsilon = \delta - \delta'$, and choose a finite set $I_0 \subseteq I$ such that $\alpha := \sum_{i \in I_0} \alpha_i \geq 1 - \varepsilon$. Consider the finitely supported Keisler measure $\mu' = \alpha^{-1} \sum_{i \in I_0} \alpha_i p_i$, where $p_i$ is identified with its Dirac measure. Then, by $(\dagger)$, we have that for any $b \in M^y$,

$$
\int_{S_\varphi(M)} \varphi(x, b) \, d\mu = \sum_{i \in I} \alpha_i \int_{C_i} \varphi(x, b) \, d\mu_{C_i} \approx_{2\delta'} \sum_{i \in I} \alpha_i \varphi(p_i, b) \\
\approx_{\varepsilon} \sum_{i \in I_0} \alpha_i \varphi(p_i, b) = \alpha \int_{S_\varphi(M)} \varphi(x, b) \, d\mu' \approx_{\varepsilon} \int_{S_\varphi(M)} \varphi(x, b) \, d\mu',
$$

as desired. \qed

When $\varphi(x, y)$ is stable we obtain the following conclusion, which also follows from [1, Corollary 3.32].

**Corollary 3.15.** Suppose that $\varphi(x, y)$ is stable, and let $\mu$ be a Keisler measure on $S_\varphi(M)$. Then there is a sequence $(\mu_n)_{n=0}^{\infty}$ of finitely supported Keisler measures on $S_\varphi(M)$ such that for all $\varepsilon > 0$, there is an $N$ such that for all $n \geq N$ and $b \in M^y$,

$$
\int_{S_\varphi(M)} \varphi(x, b) \, d\mu \approx_{\varepsilon} \int_{S_\varphi(M)} \varphi(x, b) \, d\mu_n.
$$
We point out that both of the previous corollaries can be rephrased as statements about linear functionals. Let us also note that the conclusion of Corollary 3.15 is a continuous generalization of what is known in the classical first-order case for NIP formulas, and thus, we expect that it extends to the setting where the continuous formula \( \varphi(x, y) \) is NIP. But in any case, the approximation by finitely supported measures in Corollary 3.15 is much weaker than the statement of Theorem 3.12. In the classical first-order case, this is analogous to property \((b)\) below of a Keisler \( \varphi \)-measure \( \mu \); and \( \varphi(x, y) \) is NIP if and only if property \((a)\) holds for all \( \mu \) and all \( \varphi \)-generated formulas \( \delta(x, y) \).

4 \quad \text{MODEL-THEORETIC STRUCTURE OF STABLE FORMULAS}

The goal of this section is to prove Theorem C, which provides a structure theorem for stable continuous formulas in terms of “homogeneous pairs.” We first define our notion of homogeneity precisely, and in a general setting.

Let \( V \) and \( W \) be nonempty sets, and fix a function \( f : V \times W \to [0, 1] \). Let \( A \) and \( B \) be Boolean algebras of subsets of \( V \) and \( W \), respectively. Assume that \( A \) contains any set of the form \( \{ x \in V : f(x, b) \in D \} \) where \( b \in W \) is fixed and \( D \subseteq [0, 1] \) is a closed interval. Also assume the analogous condition for \( B \). Let \( \mu \) and \( \nu \) be finitely additive probability measures on \( A \) and \( B \), respectively.

**Definition 4.1.** Fix real numbers \( \delta, \gamma, \varepsilon > 0 \). Given \( V_\ast \in A \) and \( W_\ast \in B \), we say that the pair \( (V_\ast, W_\ast) \) is \((\delta; \gamma, \varepsilon)\)-homogeneous for \( \mu \) and \( \nu \) if there are \( V' \subseteq V_\ast \) and \( W' \subseteq W_\ast \) satisfying the following properties.

(i) \( V' \in A \) and \( \mu(V') \geq (1 - \gamma)\mu(V_\ast) \).
(ii) \( W' \in B \) and \( \nu(W') \geq (1 - \gamma)\nu(W_\ast) \).
(iii) There is some \( r \in [0, 1] \) such that for all \( b \in W' \),

\[
\mu(\{a \in V_\ast : f(a, b) \approx \delta r\}) \geq (1 - \varepsilon)\mu(V_\ast).
\]

(iv) There is some \( s \in [0, 1] \) such that for all \( a \in V' \),

\[
\nu(\{b \in W_\ast : f(a, b) \approx \delta s\}) \geq (1 - \varepsilon)\nu(W_\ast).
\]

If \( \gamma = \varepsilon \), then we say that \( (V_\ast, W_\ast) \) is \((\delta; \gamma)\)-homogeneous for \( \mu \) and \( \nu \).

Note that the fixed function \( f \) has been suppressed from the terminology. When the ambient measures are fixed, and there is no possibility of confusion, we will also often omit “for \( \mu \) and \( \nu \).” For example, if \( V \) and \( W \) are finite, then we will generally be in the situation where \( \mu \) and \( \nu \) are the normalized counting measures on \( P(V) \) and \( P(W) \). Let us now comment more specifically on the finite case. Given a (nonempty) finite set \( X \) and a function \( f : X \to \mathbb{R} \), we define the normalized \( \ell^1 \)-norm \( \|f\|_1 = \frac{1}{|X|} \sum_{x \in X} |f(x)| \).
Remark 4.2. Assume that $V$ and $W$ are finite, and suppose that $(V, W)$ is $(\delta; \gamma, \varepsilon)$-homogeneous, witnessed by $r, s \in [0, 1]$. Then:

- for all but at most $\gamma|W|\cdot \text{many } b \in W$, for all but at most $\varepsilon|V|\cdot \text{many } a \in V$, we have $f(a, b) \approx \delta r$, and dually,
- for all but at most $\gamma|V|\cdot \text{many } a \in V$, for all but at most $\varepsilon|W|\cdot \text{many } b \in W$, we have $f(a, b) \approx \delta s$.

In this case, it should intuitively follow that $r$ and $s$ are not much different. Indeed, if $f' = f|_{V \times W}$, then by a direct computation, $\|f'(x, y) - r\|_1$ and $\|f'(x, y) - s\|_1$ are both bounded by $\delta + \gamma + \varepsilon$. So $|r - s| \leq 2(\delta + \gamma + \varepsilon)$ by the triangle inequality.

We now return to the previous setting where $T$ is a complete continuous $\mathcal{L}$-theory, with $\mathcal{L}$ countable. Fix $M \models T$ and a $[0,1]$-valued $\mathcal{L}$-formula $\varphi(x, y)$. The first step toward our main result is the following corollary of Theorem 3.12.

**Corollary 4.3.** Assume that $\varphi(x, y)$ is $\delta$-stable, and let $\mu$ be a Keisler measure on $S_\varphi(M)$. Then for any $\varepsilon > 0$, there are pairwise disjoint closed sets $C_1, \ldots, C_n \subseteq S_\varphi(M)$ satisfying the following properties.

(i) $\text{diam}(C_i) \leq 2\delta$ for all $1 \leq i \leq n$.

(ii) $\mu(\bigcup_{i=1}^n C_i) > 1 - \varepsilon \mu(C_1)$.

(iii) For any $\gamma \in (0, 1)$, there are pairwise disjoint explicitly open sets $V_1, \ldots, V_n \subseteq S_\varphi(M)$ such that, for all $1 \leq i \leq n$, $C_i \subseteq V_i$ and $\mu(V_i \setminus C_i) < \gamma \mu(V_i)$.

**Proof.** Let $\{C_i : i \in I\}$ be as in Theorem 3.12, and set $\alpha_i := \mu(C_i)$. Identify $I$ with an initial segment of $\mathbb{Z}^+$, and choose $n \geq 1$ large enough so that $\sum_{i=1}^n \alpha_i \geq 1 - \varepsilon \alpha_1$. This yields $C_1, \ldots, C_n$ satisfying (i) and (ii). Toward (iii), fix $\gamma \in (0, 1)$.

For all distinct $i, j \leq n$, we can choose disjoint open sets $V_{i,j}$ and $W_{i,j}$ such that $C_i \subseteq V_{i,j}$ and $C_j \subseteq W_{i,j}$. Set $V'_i = \bigcap_{j \neq i} (V_{i,j} \cap W_{j,i})$. Then $V'_i$ is open, $C_i \subseteq V'_i$, and if $i, j \leq n$ are distinct, then $V'_i \cap V'_j \subseteq \bigcap_{k \neq i,j} (V_{i,k} \cap W_{j,k}) = \emptyset$.

Now, by regularity of $\mu$, there is an open set $U_i \supseteq C_i$ such that $\mu(U_i) < \alpha_i/(1 - \gamma)$. Let $V''_i = V'_i \cap U_i$. Then $V''_i$ is open, $C_i \subseteq V''_i$, $\mu(V''_i) < \alpha_i/(1 - \gamma)$, and $V''_1, \ldots, V''_n$ are pairwise disjoint. Since $C_i$ is compact, there is an explicitly open set $V_i$ such that $C_i \subseteq V_i \subseteq V''_i$. Note that $V_1, \ldots, V_n$ are pairwise disjoint and, for all $1 \leq i \leq n$, we have

$$\mu(V_i \setminus C_i) = \mu(V_i) - \alpha_i < \gamma \mu(V_i),$$

where the final inequality follows from $\mu(V_i) \leq \mu(V''_i) \leq \mu(U_i) < \alpha_i/(1 - \gamma)$.

We now prove a rather technical lemma that will be used to obtain both Theorems A and C from the introduction.

**Lemma 4.4.** Assume $\varphi(x, y)$ is $\delta$-stable, and let $\mu$ and $\nu$ be Keisler measures on $S_\varphi(M)$ and $S_{\varphi^*}(M)$, respectively. Fix some $\varepsilon > 0$. Then there are $m, n \geq 1$ such that for any $\gamma \in (0, 1)$, there are:

- explicit $\varphi$-formulas $\psi_1(x), \ldots, \psi_m(x)$ over $M$,
- explicit $\varphi^*$-formulas $\theta_1(y), \ldots, \theta_n(y)$ over $M$,
- finite tuples $\bar{c}_1, \ldots, \bar{c}_m, \bar{d}_1, \ldots, \bar{d}_n$ from $M$, and
- some $\eta > 0$,
satisfying the following properties.

(1) \([\psi_1(x) > 0], \ldots, [\psi_m(x) > 0]\) are pairwise disjoint.
(2) \([\Theta_1(y) > 0], \ldots, [\Theta_n(y) > 0]\) are pairwise disjoint.
(3) \(\mu(\bigvee_{l=1}^m \psi_l(x) \geq \eta) > 1 - \varepsilon \mu(\psi_1(x) \geq \eta)\).
(4) \(\nu(\bigvee_{j=1}^n \Theta_j(y) \geq \eta) > 1 - \varepsilon \nu(\Theta_1(y) \geq \eta)\).
(5) If \(1 \leq i \leq m\), then for all \(b \in M^y\),
\[
\mu\left(\psi_i(x) \geq \eta \land \varphi(x, b) \approx_{3\delta} \xi^{\delta}_{\varphi}(b, c_i)\right) > (1 - \gamma) \mu(\psi_i(x) > 0).
\]
(6) If \(1 \leq j \leq n\), then for all \(a \in M^x\),
\[
\nu\left(\Theta_j(y) \geq \eta \land \varphi(a, y) \approx_{3\delta} \xi^{\delta}_{\varphi^*(a, \tilde{d}_j)}\right) > (1 - \gamma) \nu(\Theta_j(y) > 0).
\]

(7) For all \((i, j) \in [m] \times [n]\), there is some \(r \in [0, 1]\) such that
\[
\nu\left(\Theta_j(y) \geq \eta \land \xi^{\delta}_{\varphi^*}(y, c_i) \approx_{2\delta} r\right) > (1 - \gamma) \nu(\Theta_j(y) > 0).
\]
(8) For all \((i, j) \in [m] \times [n]\), there is some \(s \in [0, 1]\) such that
\[
\mu\left(\psi_i(x) \geq \eta \land \xi^{\delta}_{\varphi}(x, \tilde{d}_j) \approx_{2\delta} s\right) > (1 - \gamma) \mu(\psi_i(x) > 0).
\]

Remark 4.5. Before starting the proof of Lemma 4.4, we take a moment to analyze properties (5)–(8), and explain the connection to homogeneous pairs.

Fix \((i, j) \in [m] \times [n]\), and consider the sets \(V_i := [\psi_i(x) \geq \eta] \subseteq S_\varphi(M)\) and \(W_j := [\Theta_j(y) \geq \eta] \subseteq S_{\varphi^*}(M)\). Then (5) says that for any \(b \in M^y\), the function \(\varphi(x, b)\) is within \(3\delta\) of the fixed value \(\xi^{\delta}_{\varphi}(b, c_i)\) on almost all of \(V_i\). For readers familiar with [19], this is a functional analog of the notion of a “good set” in stable graph regularity. By itself, this does not give homogeneity, because the value \(\xi^{\delta}_{\varphi}(b, c_i)\) depends on the choice of \(b\). However, property (7) says that there is some single \(r \in [0, 1]\) (depending only on \(i\) and \(j\)) such that the function \(\xi^{\delta}_{\varphi^*}(y, c_i)\) is within \(2\delta\) of \(r\) on almost all of \(W_j\). Applying the triangle inequality, we conclude that for almost all \(b \in W_j(M)\), \(\varphi(x, b)\) is within \(5\delta\) of \(r\) on almost all of \(V_i\). By symmetric arguments with properties (6) and (8), we also have some \(s \in [0, 1]\) such that for almost all \(a \in V_i(M)\), \(\varphi(a, y)\) is within \(5\delta\) of \(s\) on almost all of \(W_j\). Altogether, \([V_i, W_j]\) resembles a homogeneous pair.

Proof of Lemma 4.4. Apply Corollary 4.3 to both \(\mu\) and \(\nu\) to obtain pairwise disjoint closed sets \(C_1, \ldots, C_m \subseteq S_\varphi(M)\) and pairwise disjoint closed sets \(D_1, \ldots, D_n \subseteq S_{\varphi^*}(M)\) satisfying the following properties.

(i) For all \((i, j) \in [m] \times [n]\), \(\text{diam}(C_i) \leq 2\delta\) and \(\text{diam}(D_j) \leq 2\delta\).
(ii) \(\mu(\bigcup_{i=1}^m C_i) > 1 - \varepsilon \mu(C_1)\) and \(\nu(\bigcup_{j=1}^n D_j) > 1 - \varepsilon \nu(D_1)\).
(iii) Corollary 4.3(iii) holds for both \(C_1, \ldots, C_m\) and \(D_1, \ldots, D_n\).

Now fix \(\gamma \in (0, 1)\). By (iii), there are pairwise disjoint explicitly open sets \(V_1, \ldots, V_m \subseteq S_\varphi(M)\), and pairwise disjoint explicitly opens sets \(W_1, \ldots, W_n \subseteq S_{\varphi^*}(M)\), such that if \((i, j) \in [m] \times [n]\), then \(C_i \subseteq V_i, D_j \subseteq W_j, \mu(V_i \setminus C_i) < \gamma \mu(V_i)\), and \(\nu(W_j \setminus D_j) < \gamma \nu(D_j)\).
Let $\psi_i(x)$ be an explicitly open $\varphi$-formula over $M$ such that $V_i = \{ \psi_i(x) > 0 \}$. Let $\vartheta_j(y)$ be an explicitly open $\varphi^*$-formula over $M$ such that $W_j = \{ \vartheta_j(y) > 0 \}$. Note that properties (1) and (2) of the lemma hold. For the rest of the properties, we need to define the appropriate $\bar{c}_i, \bar{d}_j$, and $\eta > 0$.

For each $1 \leq i \leq m$, let $p_i$ be a fixed type in $C_i$ and, using Lemma 3.4, choose a finite tuple $\bar{c}_i$ from $M$ such that for all $b \in M^y, \zeta_\varphi^\delta(b, \bar{c}_i) \approx_\delta \varphi(p_i, b)$. For each $1 \leq j \leq n$, let $q_j$ be a fixed type in $D_j$, and let $\bar{d}_j$ be chosen similarly (using Lemma 3.4 applied to $\varphi^*(x, y)$ and $\zeta_\varphi^\delta(x, \bar{y})$).

Next, let $\tau > 0$ be small enough so that $\mu(V_i \setminus C_i) < (\gamma - \tau)\mu(V_i)$ for all $1 \leq i \leq m$, and $\nu(W_j \setminus D_j) < (\gamma - \tau)\nu(W_j)$ for all $1 \leq j \leq n$. Note also that, by (ii) above,

$$\mu\left( \bigcup_{i=1}^{m} V_i \right) > 1 - \varepsilon\mu(V_1).[.4in] \text{and} \nu\left( \bigcup_{j=1}^{n} W_j \right) > 1 - \varepsilon\nu(W_1).$$

Altogether, by countable additivity, we may choose some $\eta > 0$ satisfying the following conditions:

* $\mu(\psi_i(x) \geq \eta) \geq (1 - \tau)\mu(V_i)$ for all $1 \leq i \leq m$,
* $\nu(\vartheta_j(y) \geq \eta) \geq (1 - \tau)\nu(W_j)$ for all $1 \leq j \leq n$,
* $\mu(\bigvee_{i=1}^{m} \psi_i(x) \geq \eta) > 1 - \varepsilon\mu(\psi_1(x) \geq \eta)$, and
* $\nu(\bigvee_{j=1}^{n} \vartheta_j(y) \geq \eta) > 1 - \varepsilon\nu(\vartheta_1(y) \geq \eta)$.

In particular, we have properties (3) and (4) of the lemma. As for the remaining properties, we show (5) and (7). The arguments for (6) and (8) are nearly identical.

For (5), fix $1 \leq i \leq m$ and $b \in M^y$, and define

$$V' = [\psi_i(x) \geq \eta \land \varphi(x, b) \approx_{3\delta} \zeta_\varphi^\delta(b, \bar{c}_i)].$$

We want to show $\mu(V') > (1 - \gamma)\mu(V_i)$. Note that if $p \in C_i$, then $d(p, p_i) \leq 2\delta$ by (i), and so,

$$\varphi(p, b) \approx_{2\delta} \varphi(p_i, b) \approx_\delta \zeta_\varphi^\delta(b, \bar{c}_i).$$

Thus, we have $[\psi_i(x) \geq \eta] \setminus V' \subseteq V_i \setminus C_i$. Therefore,

$$\mu([\psi_i(x) \geq \eta] \setminus V') \leq \mu(V_i \setminus C_i) < (\gamma - \tau)\mu(V_i) \leq \frac{\gamma - \tau}{1 - \tau}\mu(\psi_i(x) \geq \eta) = \left(1 - \frac{1 - \gamma}{1 - \tau}\right)\mu(\psi_i(x) \geq \eta).$$

So,

$$\mu(V') > \frac{1 - \gamma}{1 - \tau}\mu(\psi_i(x) \geq \eta) \geq (1 - \gamma)\mu(V_i),$$

as desired.

Finally, for (7), fix $(i, j) \in [m] \times [n]$ and set $r = \zeta_\varphi^\delta(q_j, \bar{c}_i)$. Define

$$W' = [\vartheta_j(y) \geq \eta \land \zeta_\varphi^\delta(y, \bar{c}_i) \approx_{2\delta} r].$$
We want to show $\nu(W') > (1 - \gamma)\nu(W_j)$. If $q \in D_j$, then $d(q, q_j) < 2\delta$ by (i), and so, $\xi(q, \epsilon) \approx_{2\delta} r$ by Proposition 3.7. Thus, we have $[\theta_j(y) \geq \eta] \setminus W' \subseteq W_j \setminus D_j$. By choice of $\eta$ and similar steps as above, it follows that $\nu(W') > (1 - \gamma)\nu(W_j)$.

In order to derive a statement about subsets of $M$ (rather than $S_\varphi(M)$) from the previous lemma, we now assume that $M$ is $\omega$-saturated. In this case, any Keisler measure $\mu$ on $S_\varphi(M)$ induces a well-defined finitely additive probability measure on the Boolean algebra generated by explicit $\varphi$-zerosets in $M^x$ (see Definition 2.9). We now restate and prove Theorem C from the introduction.

**Theorem 4.6.** Suppose that $M$ is $\omega$-saturated. Assume that $\varphi(x, y)$ is $\delta$-stable, and let $\mu$ and $\nu$ be Keisler measures on $S_\varphi(M)$ and $S_\varphi^*(M)$, respectively. Fix some $\varepsilon > 0$. Then there are $m, n \geq 1$ such that for any $\gamma \in (0, 1)$, there are partitions $M^x = A_0 \cup A_1 \cup \ldots \cup A_m$ and $M^y = B_0 \cup B_1 \cup \ldots \cup B_n$ satisfying the following properties.

* $A_1, \ldots, A_m$ are explicit $\varphi$-zerosets, and $B_1, \ldots, B_n$ are explicit $\varphi^*$-zerosets.
* If $(i, j) \in [m] \times [n]$, then $(A_i, B_j)$ is $(5\delta; \gamma)$-homogeneous for $\mu$ and $\nu$.
* $\mu(A_0) \leq \varepsilon \mu(A_1)$ and $\nu(B_0) \leq \varepsilon \nu(B_1)$.

**Proof.** Apply Lemma 4.4. Let $A_i$ be defined by $\psi_i(x) \geq \eta$, and $B_j$ be defined by $\theta_j(y) \geq \eta$. Then, $A_1, \ldots, A_m$ are pairwise disjoint explicit $\varphi$-zerosets, and $B_1, \ldots, B_n$ are pairwise disjoint explicit $\varphi^*$-zerosets. Let $A_0 = M^x \setminus \bigcup_{i=1}^m A_i$ and $B_0 = M^y \setminus \bigcup_{j=1}^n B_j$. Then $\mu(A_0) \leq \varepsilon \mu(A_1)$ and $\nu(B_0) \leq \varepsilon \nu(B_1)$ by parts (3) and (4) of the lemma. As outlined in Remark 4.5, it follows from parts (5)–(8) and the triangle inequality that for all $(i, j) \in [m] \times [n]$, the pair $(A_i, B_j)$ is $(5\delta; \gamma)$-homogeneous for $\mu$ and $\nu$.

**Remark 4.7.** In the previous theorem, $A_0$ and $B_0$ serve as small “exceptional” sets, and are complements of zerosets. These sets can be removed at the cost of weaker control of the error in some of the homogeneous pairs. More specifically, in the context of the theorem, let $A'_0 = A_0 \cup A_1$. Then for any $1 \leq j \leq n$, since $(A_1, B_j)$ is $(5\delta; \gamma)$-homogeneous and $\mu(A_0) \leq \varepsilon \mu(A_1)$, it follows that $(A'_1, B_j)$ is $(5\delta; \gamma, \varepsilon + \gamma)$-homogeneous. Similarly, if $B'_1 = B_0 \cup B_1$, then $(A_i, B'_1)$ is $(5\delta; \gamma, \varepsilon + \gamma)$-homogeneous for all $1 \leq i \leq m$. Moreover, $(A'_i, B'_1)$ is $(5\delta; \varepsilon + \gamma)$-homogeneous. On the other hand, $A'_1$ and $B'_1$ are no longer zerosets. In the continuous setting, we expect that is not generally possible to obtain partitions into zerosets with no exceptional sets. However, one could replace $A_0$ with an explicit $\varphi$-zeroset $A'_0$, which contains $A_0$ and satisfies $\mu(A'_0) \leq (1 + \gamma)\mu(A_0)$. After a similar adjustment to $B_0$, this would result in coverings (rather than partitions) of $M^x$ and $M^y$ by finitely many zerosets such that all pairs are homogeneous (with parameters as above), and there is arbitrarily small overlap between the pieces in each partition.

**Remark 4.8.** By applying Theorem 4.6 in the setting that $T$ is a classical discrete theory, and $\varphi(x, y)$ is a stable formula, we recover the model-theoretic version of the Malliaris–Shelah stable regularity lemma [19], proved by Malliaris and Pillay in [18]. However, we have introduced a finer control on the error in the homogeneous pairs by means of the parameter $\gamma$, which is allowed to depend on the size of the partition. This will be reflected in our main result below for stable functions on finite sets (Theorem 5.1), where the degree of homogeneity is controlled by an arbitrarily chosen “decay function.”
5 | STABLE REGULARITY FOR FUNCTIONS ON FINITE SETS

We now restate Theorem A, which is the main finite result. The proof is given in Section 5.2 below.

Theorem 5.1. Let $V$ and $W$ be finite sets, and suppose $f : V \times W \to [0, 1]$ is a $(k, \delta)$-stable function. Then for any $\varepsilon > 0$ and any function $\sigma : \mathbb{N} \to (0, 1)$, there are partitions $V = V_0 \cup V_1 \cup \ldots \cup V_m$ and $W = W_0 \cup W_1 \cup \ldots \cup W_n$, with $m, n \leq O_{k, \delta, \varepsilon, \sigma}(1)$, satisfying the following properties.

- For all $(i, j) \in [m] \times [n]$, the pair $(V_i, W_j)$ is $(5\delta + \varepsilon; \sigma(mn))$-homogeneous.
- $|V_0| \leq \varepsilon |V_1|$ and $|W_0| \leq \varepsilon |W_1|$.

Before proving this result, we make a few remarks. First, using the same calculations as in Remark 4.7, one can remove the exceptional sets $V_0$ and $W_0$ at the cost of weaker error in some of the homogeneous pairs. For example, by choosing $\sigma(n) = \frac{1}{2} \varepsilon$ in the previous result, we obtain the following simpler (but weaker) version of Theorem 5.1 without the decay function $\sigma$ or the exceptional sets.

Theorem 5.2. Let $V$ and $W$ be finite sets and suppose $f : V \times W \to [0, 1]$ is a $(k, \delta)$-stable function. Then for any $\varepsilon > 0$, there are partitions $V = V_1 \cup \ldots \cup V_m$ and $W = W_1 \cup \ldots \cup W_n$, with $m, n \leq O_{k, \delta, \varepsilon}(1)$, such that $(V_i, W_j)$ is $(5\delta + \varepsilon; \varepsilon)$-homogeneous for all $(i, j) \in [m] \times [n]$.

The proof of Theorem 5.1 will also provide strong definability conditions on the sets $V_i$ and $W_j$. In order to give a precise formulation, we first define some terminology. Given a rational number $\alpha = \frac{r}{s}$, with $r, s \in \mathbb{Z}$, $s > 0$, and $\gcd(r, s) = 1$, define the complexity of $\alpha$ to be $\max\{|r|, s\}$.

The complexity of a rational interval is the maximum complexity of its endpoints.

Now let $f : V \times W \to [0, 1]$ be a function and fix an integer $N \geq 1$. Then, we say that a subset $V' \subseteq V$ is $f$-definable of complexity $N$ if

$$V' = \bigcup_{i=1}^{m} \bigcap_{j=1}^{n_i} \{a \in V : f(a, b_{i,j}) \in D_{i,j}\}$$

for some $b_{i,j} \in W$, some $m, n_1, \ldots, n_m \leq N$, and some closed rational intervals $D_{i,j}$ of complexity at most $N$. We analogously define $f$-definable subsets of $W$. Finally, we define a min-max $f$-function on $V$ of complexity $N$ to be a function of the form

$$\min_{1 \leq i \leq m} \max_{1 \leq j \leq n_i} f(x, y_{i,j})$$

for some $m, n_1, \ldots, n_m \leq N$. Min-max $f$-functions on $W$ are defined analogously.

Remark 5.3. With the above terminology in hand, we can now elaborate on Theorem 5.1. In particular, in the conclusion of the theorem, we also have the following.

1. $V_1, \ldots, V_m, W_1, \ldots, W_n$ are $f$-definable of complexity $O_{k, \delta, \varepsilon, \sigma}(1)$.
2. There are min-max $f$-functions $\zeta_1(y, \bar{x})$ on $W$ and $\zeta_2(x, \bar{y})$ on $V$ of complexity $O_{k, \delta, \varepsilon, \sigma}(1)$, and tuples $\bar{c}_1, \ldots, \bar{c}_n \in V^{\bar{x}}$ and $\bar{d}_1, \ldots, \bar{d}_m \in W^{\bar{y}}$ satisfying the following properties.

† This is the standard number-theoretic “height” function. However, no special properties of this function will be used other than that it defines a map from $\mathbb{Q}$ to $\mathbb{N}$. 
∗ If $1 \leq i \leq m$, then for all $b \in W_s$,

$$|\{a \in V_i : f(a, b) \approx 3\delta + 1/2\varepsilon \xi_1(b, \tilde{c}_i)\}| > (1 - \sigma(mn))|V_i|.$$ 

∗ If $1 \leq j \leq n$, then for all $a \in V_s$,

$$|\{b \in W_j : f(a, b) \approx 3\delta + 1/2\varepsilon \xi_2(a, \tilde{d}_j)\}| > (1 - \sigma(mn))|W_j|.$$ 

∗ For all $(i, j) \in [m] \times [n]$, there are rational numbers $r_{i,j}, s_{i,j} \in [0, 1]$ of complexity $O_k, \delta, \varepsilon, \sigma(1)$ such that, if we define

$$W'_{i,j} := \{b \in W_j : \xi_1(b, \tilde{c}_i) \approx 2\delta + 1/2\varepsilon r_{i,j}\} \text{ and}$$

$$V'_{i,j} := \{a \in V_i : \xi_2(a, \tilde{d}_j) \approx 2\delta + 1/2\varepsilon s_{i,j}\},$$

then $|W'_{i,j}| > (1 - \sigma(mn))|W_j|$ and $|V'_{i,j}| > (1 - \sigma(mn))|V_i|$.

In particular, it follows from the above properties that for all $(i, j) \in [m] \times [n]$, $(V_i, W_j)$ is $(5\delta + \varepsilon, \sigma(mn))$-homogeneous, witnessed by $r_{i,j}, s_{i,j}, W'_{i,j},$ and $V'_{i,j}$.

See Remark 5.8 for a summary of how the proof yields these extra details.

The decay function $\sigma$ in Theorem 5.1 leads to strong control of the error in the homogeneous pairs. This will be used to match our work to the setting of analytic regularity for functions (see Section 6.3). Another application of the decay function will appear in Section 6.1, where we modify Theorem 5.1 so that it yields equipartitions (at the cost of the definability described in Remark 5.3).

We now start toward the proof of Theorem 5.1. Despite the similarity between this result and Theorem 4.6, the proof will not be as straightforward as corresponding results in discrete logic. There are essentially three reasons for this. The first is that the zerosets in Theorem 4.6 are not necessarily definable (in the strict sense of continuous logic), and so, we need to argue directly with the underlying formulas used to construct these zerosets. The second complication has to do with the small discrepancy that exists between an abstract ultralimit of normalized counting measures on finite sets when compared to the pseudofinite normalized average value functional (see Lemma 5.4 below). Finally, rather than working directly with homogeneous pairs (which involve an “if-then” statement with measures), it will be much cleaner to instead transfer the individual underlying components that control homogeneity, as given by Lemma 4.4.

## 5.1 Approximating the counting measure

Let $\text{Def}_Q(\mathbb{R}, <)$ be the set of $D \subseteq \mathbb{R}$ that are first-order definable over $\mathbb{Q}$ in $(\mathbb{R}, <)$.

Fix a countable continuous language $\mathcal{L}$. Let $\mathcal{F}$ be a countable set of (finitary) $\mathcal{L}$-formulas, which is closed under the connectives $\alpha_D$ for $D \in \text{Def}_Q(\mathbb{R}, <)$ (see Definition 2.7). We define an expanded language $\mathcal{L}^+$ consisting of $\mathcal{L}$ together with the following new symbols.

(i) For each $\psi(\bar{x}) \in \mathcal{F}$, add a new $[0,1]$-valued predicate symbol $1_{\psi}^+(\bar{x})$.

(ii) For each rational $r \in [0, 1]$ and $\theta(x, \bar{y}) \in \mathcal{F}$, with $x$ a singleton, add new $[0,1]$-valued predicate symbols $P_{\theta, r}(\bar{y})$ and $Q_{\theta, r}(\bar{y})$.

Each new predicate is given a trivial modulus of uniform continuity.
Let $M$ be a finite $\mathcal{L}$-structure with the discrete metric. We expand $M$ to an $\mathcal{L}^+$-structure $M^+$ as follows. For each $\psi(\bar{x}) \in \mathcal{F}$, interpret $1^+_{\psi}(\bar{x})$ in $M^+$ as the indicator function of $\psi^M(\bar{x}) > 0$. For each rational $r \in [0, 1]$ and $\vartheta(x, \bar{y}) \in \mathcal{F}$, define

$$P^M_{\vartheta, r} : M^y \to [0, 1] \text{ so that } \bar{b} \mapsto |\vartheta^M(x, \bar{b})| \leq r/|M^x|,$$

and

$$Q^M_{\vartheta, r} : M^y \to [0, 1] \text{ so that } \bar{b} \mapsto |\vartheta^M(x, \bar{b})| \geq r/|M^x|.$$

Now let $(M_s)_{s \in \mathbb{N}}$ be a collection of finite $\mathcal{L}$-structures with discrete metrics. Fix an ultrafilter $\mathcal{U}$ on $\mathbb{N}$ and let $M^+ = \prod_{\mathcal{U}} M_s$ be the reduct of $M^+$ to $\mathcal{L}$. Note that $\mathcal{L}$ and $\mathcal{L}^+$ are both countable, and so, $M$ and $M^+$ are both $\omega_1$-saturated by Fact 2.17. We identify $M$ with its underlying universe, and use $M^+$ when emphasis on the expanded language is necessary.

Given a sort $x$, let $\mu^x_s(x, \bar{b})$ and $\mathcal{A}^x_s(x, \bar{b})$ denote the normalized counting measure and average value functional on $(M^+_s)^x$. Let $\mathcal{A}^x = \lim_{\mathcal{U}} \mathcal{A}^x_s$ be the pseudofinite average value functional, and let $\mu^x$ denote the Keisler measure induced by $\mathcal{A}^x$. When there is no possibility of confusion, we will omit the subscript $x$ in the previous notation.

Given an $\mathcal{L}^+$-formula $\psi(x, \bar{b})$ over $M$ and a set $B \subseteq \mathbb{R}$, define

$$\mu^*(\psi(x, \bar{b}) \in B) := \lim_{\mathcal{U}} \mu^x(\psi^M_s(x, \bar{b}^s) \in B),$$

where $(\bar{b}^s)_{s \geq 0}$ is a choice of representative for $\bar{b}$. Note that this is well defined because the metric on $M$ is discrete.

**Lemma 5.4.** Let $\psi(x, \bar{b})$ be an $\mathcal{L}$-formula over $M$, with $\psi(x, \bar{y}) \in \mathcal{F}$.

(a) If $U \in \text{Def}_Q(\mathbb{R}, <)$ is open, then $\mu(\psi(x, \bar{b}) \in U) \leq \mu^*(\psi(x, \bar{b}) \in U)$.

(b) If $C \in \text{Def}_Q(\mathbb{R}, <)$ is closed, then $\mu^*(\psi(x, \bar{b}) \in C) \leq \mu(\psi(x, \bar{b}) \in C)$.

**Proof.** Note that if $C \subseteq \mathbb{R}$ is closed, then $\mu(\psi(x, \bar{b}) \in C) = 1 - \mu(\psi(x, \bar{b}) \in \mathbb{R} \setminus C)$ (and similarly for $\mu^*$). Moreover, if $U \subseteq \mathbb{R}$ is open, then $\psi(x, \bar{y}) \in U$ is logically equivalent to $\alpha_U(\psi(x, \bar{y})) > 0$. So, in light of the assumptions on $\mathcal{F}$, it suffices to just prove part (a), and only consider the case of $\psi(x, \bar{b}) > 0$ (i.e., $U = (0, \infty)$).

The predicate $1^+_{\psi}(x, \bar{b})$ induces a continuous $\{0, 1\}$-valued function on $S_x(M^+)$. Let $X \subseteq S_x(M^+)$ denote the support of this function. Then

$$\mu(X) = \int_{S_x(M^+)} 1^+_{\psi}(x, \bar{b}) \ d\mu = \mathcal{A}^x(1^+_{\psi}(x, \bar{b})) = \lim_{\mathcal{U}} \mathcal{A}^x(1^+_{\psi}(x, \bar{b}^s))$$

$$= \lim_{\mathcal{U}} \mu^x(\psi^M_s(x, \bar{b}^s) \geq 0) = \mu^*(\psi(x, \bar{b}) \geq 0).$$

So, to prove the result, it suffices to show $[\psi(x, \bar{b}) > 0] \subseteq X$.

Fix $p \in [\psi(x, \bar{b}) > 0]$, and set $r = \psi(p, \bar{b})$. Suppose $a \in M^x$ is such that $|\psi(a, \bar{b}) - r| \leq \frac{r}{2}$. Since $\psi(a, \bar{b}) = \lim_{\mathcal{U}} \psi(a^s, \bar{b}^s)$, it follows that for $\mathcal{U}$-many $s \geq 0$, we have $|\psi(a^s, \bar{b}^s) - r| < r$. So, for $\mathcal{U}$-many $s \geq 0$, we have $\psi(a^s, \bar{b}^s) > 0$, that is, $1^+_{\psi}(a^s, \bar{b}^s) = 1$. Therefore, $1^+_{\psi}(a, \bar{b}) = \lim_{\mathcal{U}} 1^+_{\psi}(a^s, \bar{b}^s) = 1$. Altogether, for any $a \in M^x$ if $|\psi(a, \bar{b}) - r| \leq \frac{r}{2}$, then $1^+_{\psi}(a, \bar{b}) = 1$. 
Now, since $M^+$ is $\omega$-saturated, it follows (e.g., via [3, Proposition 7.14]) that for any $q \in S_x(M^+)$, if $|\psi(q, \bar{b}) - r| \leq \frac{r}{2}$, then $1^+_{\psi}(q, \bar{b}) = 1$. Since $\psi(p, \bar{b}) = r$, we therefore have $1_{\psi}(p, \bar{b}) = 1$, that is, $p \in X$, as desired.

Note that the previous lemma did not involve the extra predicates introduced above in (ii). These will be used in the next subsection.

5.2 Proof of Theorem 5.1

Suppose that the theorem fails for some fixed $k \geq 1$, $\delta, \varepsilon > 0$, and $\sigma : \mathbb{N} \rightarrow (0, 1)$. Then, for all $s \geq 0$, we have a $(k, \delta)$-stable function $f_s : V_s \times W_s \rightarrow [0, 1]$ that admits no partition as in the statement of Theorem 5.1, with $m, n \leq s$.

Let $L$ be a continuous language with two sorts $V$ and $W$, along with a $[0,1]$-valued binary predicate symbol $f$ on $V \times W$ with trivial modulus of uniform continuity. For each $s \geq 0$, define an $L$-structure $M_s$ such that $V(M_s) = V_s$, $W(M_s) = W_s$, and $f_{M_s} = f_s$. We equip $M_s$ with the discrete metric.

Let $P$ be a countable set of $L$-formulas which contains $f(x, y)$ and is closed under variable substitution as well as the connectives max, $|\psi - \theta|$, $\psi \prec r$ and $r \prec \psi$ for rational $r$, and $\alpha_D$ for $D \in \text{Def}_Q(\mathbb{R}, <)$ (see Definition 2.7). Let $M^+_s$ be the expansion of $M_s$ to an $L^+$-structure as described in Section 5.1. Fix a nonprincipal ultrafilter $U'$ on $\mathbb{N}$, and let $M^+ = \prod_{U'} M^+_s$. Let $M = \prod_{U'} M_s$ be the reduct of $M^+$ to $L$, and let $\mu^s$, $\mu^\epsilon$, and $\mu^\star$ be as defined in Section 5.1. We will only use the case where $x$ is a singleton (in either $V$ or $W$), and so, we will just write $\mu$, $\mu^s$, and $\mu^\star$ (the relevant sort $V$ or $W$ will be clear from context). Set $T = \text{Th}(M)$.

**Lemma 5.5.** $f(x, y)$ is $\delta'$-stable in $T$ for any $\delta' > \delta$.

**Proof.** Set $\bar{x} = (x_1, \ldots, x_k)$ and $\bar{y} = (y_1, \ldots, y_k)$. Fix $\delta' > \delta$ and define the formula

$$\theta(\bar{x}, \bar{y}) := \max_{i<j}(\delta' - |f(x_i, y_j) - f(x_j, y_i)|).$$

Then, for any $s \geq 0$ and $\bar{a} \in V^k_s$, $\bar{b} \in W^k_s$, we have $\theta(\bar{a}, \bar{b}) > \delta' - \delta > 0$. Therefore, $\inf_{s, \bar{a}, \bar{b}} f(\bar{x}, \bar{y}) \geq \delta' - \delta > 0$. So, $f(x, y)$ is $\delta'$-stable in $T$ (via Fact 2.17). □

We now view $\mu$ as determining local Keisler measures on $S_f(M)$ and on $S^*_f(M)$ (specifically, we will work with the pushforward of $\mu$ to these local type spaces, while still using the symbol $\mu$). In the next lemma, we transfer the properties of Lemma 4.4 to obtain suitable statements in the finite setting.

**Lemma 5.6.** Let $\psi(x, \bar{b})$ be an explicit $f$-formula over $M$, and let $\theta(y, \bar{a})$ and $\zeta(y, \bar{c})$ be explicit $f^*$-formulas over $M$. Fix $\delta', \gamma \in (0, 1)$ and $\eta > \lambda > 0$. Set $\rho = \eta - \lambda$. For $s \in \mathbb{N}$, define

$$V_{s, s} = \{a \in V_s : \psi(a, \bar{b}^s) \geq \lambda\}.$$ 

and

$$W_{s, s} = \{b \in W_s : \theta(b, \bar{a}^s) \geq \lambda\}.$$ 

(a) Suppose that for all $b \in M^\gamma$,

$$\mu(\psi(x, \bar{b}) \geq \eta \wedge f(x, b) \approx_{\delta'} \zeta(b, \bar{c}) > (1 - \gamma)\mu(\psi(x, \bar{b}) > 0).$$
Then, for $U$-many $s \in \mathbb{N}$, we have that for all $b \in W_s$,
\[
|\{a \in V_{s,\ast} : f(a, b) \approx_{\delta' + \rho} \zeta(b, \varepsilon^s)\}| > (1 - 2\gamma)|V_{s,\ast}|.
\]

(b) Suppose that there is some $r \in [0, 1]$ such that
\[
\mu(\theta(y, \bar{a}) \geq \eta \land \zeta(y, \bar{e}) \approx_{\delta'} r) > (1 - \gamma)\mu(\theta(y, \bar{a}) > 0).
\]

Then, for $U$-many $s \in \mathbb{N}$, we have
\[
|\{b \in W_{s,\ast} : \zeta(b, \bar{c}^s) \approx_{\delta' + \rho} r\}| > (1 - \gamma)|W_{s,\ast}|.
\]

Proof. Without loss of generality, we may assume that $\delta'$, $\eta$, and $\lambda$ are rational.

Part (a). First, note that our assumptions imply $\mu(\psi(x, \bar{b}) \geq \eta) > 0$. So, by Lemma 5.4, we have $\mu^*(\psi(x, \bar{b}) \geq \lambda) > 0$. Let $\tau = \frac{1}{2}\mu^*(\psi(x, \bar{b}) \geq \lambda)$. Then, there is some $X_1 \in U$ such that $\mu^*(\psi(x, \bar{b}^s) \geq \lambda) > \tau$ for all $s \in X_1$.

Now define the $L$-formula
\[
\xi(x, y, \bar{y}, \bar{z}) := \max\{\eta - \psi(x, \bar{y}), |f(x, y) - \zeta(y, \bar{z})| - \delta'\},
\]
which is in $F$. By assumption, for all $b \in M^y$, we have
\[
\mu(\xi(x, b, \bar{b}, \bar{c}) = 0) > (1 - \gamma)\mu(\psi(x, \bar{b}) > 0).
\]
By Lemma 5.4, for all $b \in M^y$, we have
\[
\mu^*(\xi(x, b, \bar{b}, \bar{c}) \leq \rho) > (1 - \gamma)\mu^*(\psi(x, \bar{b}) \geq \lambda).
\]
So, if we define the $L^+$-formula
\[
\pi(y, \bar{y}, \bar{z}) := (1 - \gamma)Q_{\psi,\lambda}(\bar{y}) - P_{\xi,\rho}(y, \bar{y}, \bar{z}),
\]
then $\sup_{M^y} \pi(y, \bar{b}, \bar{c}) = 0$. By Łoś’s theorem, there is some $X_2 \in U$ such that if $s \in X_2$, then $\sup_{M_s^y} \pi(y, \bar{b}^s, \bar{c}^s) \leq \gamma \tau$. Therefore, if $s \in X_1 \cap X_2$, then, for all $b \in W_s$,
\[
\mu^*(\xi(x, b, \bar{b}^s, \bar{c}^s) \leq \rho) \geq (1 - \gamma)\mu^*(\psi(x, \bar{b}^s) \geq \lambda) - \gamma \tau > (1 - 2\gamma)\mu^*(\psi(x, \bar{b}^s) \geq \lambda),
\]
and so, $|\{a \in V_{s,\ast} : f(a, b) \approx_{\delta' + \rho} \zeta(b, \varepsilon^s)\}| > (1 - 2\gamma)|V_{s,\ast}|$.

Part (b). Define the $L$-formula
\[
\chi(y, \bar{x}, \bar{z}) := \max\{\eta - \theta(y, \bar{x}), |\zeta(y, \bar{z}) - r| - \delta'\}.
\]
Then, $\mu(\chi(y, \bar{a}, \bar{c}) = 0) > (1 - \gamma)\mu(\theta(y, \bar{a}) > 0)$ by assumption. By Lemma 5.4,
\[
\mu^*(\chi(y, \bar{a}, \bar{c}) \leq \rho) \geq \mu(\chi(y, \bar{a}, \bar{c}) = 0) > (1 - \gamma)\mu^*(\theta(y, \bar{a}) \geq \lambda).
\]
So, for $U$–many $s \in \mathbb{N}$, we have

$$\mu^s(\chi(y, \tilde{a}^s, c^s) \leq \rho) > (1 - \gamma)\mu^s(\theta(y, \tilde{a}^s) \geq \lambda),$$

that is, $|\{b \in W_{s,*} : \zeta(b, c^s) \approx \delta' + r\}| > (1 - \gamma)|W_{s,*}|$. \hfill \Box

Choose some $\delta' \in (\delta, \delta + \frac{1}{6}\varepsilon)$. By Lemma 5.5, $f(x, y)$ is $(k, \delta')$-stable in $T$. We apply Lemma 4.4 (with our fixed $\varepsilon > 0$) to obtain some $m, n \geq 1$, and then choose $\gamma := \frac{1}{2}\sigma(mn)$ in the conclusion. For the reader’s convenience, we reiterate the full statement. Set $\zeta_1^s(y, \bar{x}) := \zeta_1^s(y, \bar{x})$ and $\zeta_2^s(x, \bar{y}) := \zeta_2^s(x, \bar{y})$. Then there are:

* explicit $f$–formulas $\psi_1(x, \bar{b}_1), \ldots, \psi_m(x, \tilde{b}_m)$ over $M$,
* explicit $f^*$–formulas $\theta_1(y, \bar{a}_1), \ldots, \theta_n(y, \tilde{a}_n)$ over $M$,
* finite tuples $\tilde{c}_1, \ldots, \tilde{c}_m, \tilde{d}_1, \ldots, \tilde{d}_n$ from $M$, and
* some $\eta > 0$,

satisfying the following properties.

1. $[\psi_1(x, \bar{b}_1) > 0], \ldots, [\psi_m(x, \tilde{b}_m) > 0]$ are pairwise disjoint.
2. $[\theta_1(y, \bar{a}_1) > 0], \ldots, [\theta_n(y, \tilde{a}_n) > 0]$ are pairwise disjoint.
3. $\mu(\bigvee_{i=1}^m \psi_i(x, \bar{b}_i) \geq \eta) > 1 - \varepsilon\mu(\psi_1(x, \tilde{b}_1) \geq \eta)$.
4. $\mu(\bigvee_{j=1}^n \theta_j(y, \bar{a}_j) \geq \eta) > 1 - \varepsilon\mu(\theta_1(y, \tilde{a}_1) \geq \eta)$.
5. If $1 \leq i \leq m$, then for all $b \in M^y$,

$$\mu(\psi_i(x, \tilde{b}_i) \geq \eta \land f(x, b) \approx 3\delta', \zeta_1^s(b, \tilde{c}_i)) > (1 - \gamma)\mu(\psi_i(x, \tilde{b}_i) > 0).$$

6. If $1 \leq j \leq n$, then for all $a \in M^x$,

$$\mu(\theta_j(y, \tilde{c}_j) \geq \eta \land f(a, y) \approx 3\delta', \zeta_2^s(a, \tilde{d}_j)) > (1 - \gamma)\mu(\theta_j(y, \tilde{c}_j) > 0).$$

7. For all $(i, j) \in [m] \times [n]$, there is some $r_{i,j} \in [0, 1]$ such that

$$\mu(\theta_j(y, \tilde{c}_j) \geq \eta \land \zeta_1^s(y, \tilde{c}_i) \approx 2\delta', r_{i,j}) > (1 - \gamma)\mu(\theta_j(y) > 0).$$

8. For all $(i, j) \in [m] \times [n]$, there is some $s_{i,j} \in [0, 1]$ such that

$$\mu(\psi_i(x, \tilde{b}_i) \geq \eta \land \zeta_2^s(x, \tilde{d}_j) \approx 2\delta', s_{i,j}) > (1 - \gamma)\mu(\psi_i(x, \tilde{b}_i) > 0).$$

Note that properties (3)–(8) remain true if $\eta$ is replaced by something smaller. So, we may assume $\eta \leq 6\delta - 6\delta' + \varepsilon$ (the right side is positive by choice of $\delta'$). Let $\tilde{a} = (\tilde{a}_1, \ldots, \tilde{a}_n)$ and $\tilde{b} = (\tilde{b}_1, \ldots, \tilde{b}_m)$, and define

$$\psi(x, \tilde{b}) = \min_{1 \leq i \leq m} \psi_i(x, \tilde{b}_i)[.4in] \text{and } \theta(y, \tilde{a}) = \min_{1 \leq j \leq n} \theta_j(y, \tilde{a}_j).$$

Given $s \geq 0$, $1 \leq i \leq m$, and $1 \leq j \leq n$, set $V_{s,i} = \{a \in V_s : \psi_i(a, \tilde{b}_i) > \frac{1}{2}\eta\}$ and $W_{s,j} = \{b \in W_s : \theta_j(b, \tilde{a}_j) \geq \frac{1}{2}\eta\}$. 
Claim 5.7. The following properties hold for $U'$-many $s \in \mathbb{N}$.

(a) $V_{s,1}, \ldots, V_{s,m}$ are pairwise disjoint and $W_{s,1}, \ldots, W_{s,n}$ are pairwise disjoint.

(b) $|\bigcup_{i=1}^{m} V_{s,i}| > |V_s| - \varepsilon|V_{s,1}|$ and $|\bigcup_{j=1}^{n} W_{s,j}| > |W_{s}| - \varepsilon|W_{s,1}|$.

(c) If $1 \leq i \leq m$, then for all $a \in V_s$,

$$|\{a \in V_{s,i} : f(a, b) \approx 3\delta + \frac{1}{2}\varepsilon \psi_1(b, \tilde{c}_i)\}| > (1 - \sigma(mn))|V_{s,i}|.$$  

(d) If $1 \leq j \leq n$, then for all $a \in V_s$,

$$|\{b \in W_{s,j} : f(a, b) \approx 3\delta + \frac{1}{2}\varepsilon \psi_2(a, \tilde{d}_j)\}| > (1 - \sigma(mn))|W_{s,j}|.$$  

(e) For all $(i, j) \in [m] \times [n]$, $|\{a \in V_{s,i} : \psi_1(b, \tilde{c}_i) \approx 2\delta + \frac{1}{2}\varepsilon r_{i,j}\}| > (1 - \sigma(mn))|V_{s,i}|$.

(f) For all $(i, j) \in [m] \times [n]$, $|\{a \in V_{s,i} : \psi_2(a, \tilde{d}_j) \approx 2\delta + \frac{1}{2}\varepsilon s_{i,j}\}| > (1 - \sigma(mn))|V_{s,i}|$.

Proof. Since the metric on $M$ is discrete, part (a) follows easily from Łoś’s theorem and properties (1) and (2) above. For part (b), note that by (3) and Lemma 5.4, we have $\mu^*(\bigvee_{i=1}^{m} \psi_1(x, \tilde{b}_i) \geq \frac{1}{2}\eta) > 1 - \varepsilon \mu^*(\psi_1(x, \tilde{b}_i) \geq \frac{1}{2}\eta)$, and so, $|\bigcup_{i=1}^{m} V_{s,i}| > |V_s| - \varepsilon|V_{s,1}|$ holds for $U'$-many $s \in \mathbb{N}$. We similarly get $|\bigcup_{j=1}^{n} W_{s,j}| > |W_{s}| - \varepsilon|W_{s,1}|$ for $U'$-many $s \in \mathbb{N}$ from (4) and Lemma 5.4. For parts (c) through (f), apply Lemma 5.6 to (5) through (8), while choosing $\lambda = \frac{1}{2}\eta$. □

Since $U'$ is nonprincipal, we may choose $s \geq m, n$ satisfying the properties in the previous claim. Set $V_{s,0} = V_s \setminus \bigcup_{i=1}^{m} V_{s,i}$ and $W_{s,0} = W_s \setminus \bigcup_{j=1}^{n} W_{s,j}$. Then $|V_{s,0}| < \varepsilon|V_{s,1}|$ and $|W_{s,0}| < \varepsilon|W_{s,1}|$ by part (b) of Claim 5.7. By parts (c), (d), (e), and (f) of Claim 5.7, and the triangle inequality, it follows that for all $(i, j) \in [m] \times [n]$, $(V_{s,j}, W_{s,j})$ is $(5\delta + \varepsilon; \sigma(mn))$-homogeneous. Altogether, this contradicts the choice of $f_s : V_s \times W_s \to [0, 1]$, and we have finished the proof of Theorem 5.1.

Remark 5.8. In order to obtain the extra definability conditions described in Remark 5.3, one only needs to further assume that $f_s$ admits no such partition in which the complexity of the ingredients is bounded by $s$. Then, at the end of the proof, choose $s$ to be larger than the complexity of the objects constructed. This requires one to also assume that various parameters are rational, in particular, $\eta, r_{i,j}, s_{i,j}$, and the endpoints of the intervals involved in each $\psi_1$ and $\theta_j$. For $\eta$, this is easy, and for $\psi_1$ and $\theta_j$, use Remark 2.8. Finally, replace $r_{i,j}$ and $s_{i,j}$ by a sufficiently close rational number, and use $\varepsilon$ to absorb the difference.

6 | FURTHER RESULTS

6.1 | Equipartitions

A common tension between regularity lemmas proved using finitary methods versus those proved using model-theoretic methods is that the model-theoretic proofs typically do not provide equipartitions without further work. In the case of regularity for arbitrary graphs or functions, a partition can be turned into an equipartition using a number of standard methods. However, for stable regularity, which involves homogeneity and and no irregular pairs, more care is required to build an equipartition. In this section, we will demonstrate how the decay function in The-
Theorem 6.1. Let $V$ and $W$ be finite sets, and suppose $f : V \times W \to [0, 1]$ is a $(k, \delta)$-stable function. Then for any $\epsilon > 0$ and any function $\sigma : \mathbb{N} \to (0, 1)$, there are partitions $V = V_0 \cup V_1 \cup \ldots \cup V_m$ and $W = W_0 \cup W_1 \cup \ldots \cup W_n$, with $m, n \leq O_{k, \delta, \epsilon, \sigma}(1)$, satisfying the following properties.

(i) For all $(i, j) \in [m] \times [n]$, the pair $(V_i, W_j)$ is $(5\delta + \epsilon; \sigma(mn))$-homogeneous.

(ii) $|V_i| = |W_j|$ for all $1 \leq i, j \leq m$; and $|V_i| = |W_j|$ for all $1 \leq i, j \leq n$.

(iii) $|V_0| \leq \epsilon |V|$ and $|W_0| \leq \epsilon |W|$.

Proof. Without loss of generality, assume that $\sigma$ is decreasing. Let $\tau : \mathbb{N} \to (0, 1)$ be defined by $\tau(n) = \frac{\epsilon}{2n} \sigma(4n^2 \epsilon^2)$, and let $N$ be the bound $O_{k, \delta, \epsilon/2, \tau}(1)$ from Theorem 5.1. Now let $f : V \times W \to [0, 1]$ be the $(k, \delta)$-stable function. By Theorem 5.1, there are partitions $V = V'_0 \cup V'_1 \cup \ldots \cup V'_{m'}$ and $W = W'_0 \cup W'_1 \cup \ldots \cup W'_{n'}$, with $m', n' \leq N$, such that $|V'_i| \leq \epsilon |V'|/2$, $|W'_i| \leq \epsilon |W'|/2$, and $(V'_i, W'_j)$ is $(5\delta + \epsilon; \tau(m'n'))$-homogeneous for all $(i, j) \in [m'] \times [n']$. Set $N^* = 2N^2 \epsilon^{-1} = O_{k, \delta, \epsilon, \sigma}(1)$.

For each $1 \leq i \leq m'$, partition $V'_i = V'_{i,1} \cup \ldots \cup V'_{i,t_i} \cup X_i$ so that $|V'_{i,p}| = \frac{\epsilon}{2m'} |V|$ for all $1 \leq p \leq t_i$, and $|X_i| \leq \frac{\epsilon}{2m'} |V|$ (note that we allow $t_i = 0$). Similarly, for each $1 \leq j \leq n'$, partition $W'_j = W'_{j,1} \cup \ldots \cup W'_{j,u_j}$ so that $|W'_{j,q}| = \frac{\epsilon}{2n'} |W|$ and $|Y_j| \leq \frac{\epsilon}{2n'} |W|$. Let $V_1, \ldots, V_m$ enumerate $\{V'_{i,p} : 1 \leq i \leq m', 1 \leq p \leq t_i\}$; and let $W_1, \ldots, W_n$ enumerate $\{W'_{j,q} : 1 \leq j \leq n', 1 \leq q \leq u_j\}$. Then (ii) holds by construction. For each $1 \leq i \leq m'$, we have $t_i \frac{\epsilon}{2m'} |V| \leq |V'_i| \leq |V|$, and so, $t_i \leq 2m' \epsilon^{-1}$. Thus, $m \leq 2(m')^2 \epsilon^{-1} \leq N^*$. Similarly, $n \leq 2(n')^2 \epsilon^{-1} \leq N^*$.

To show (i), we fix $V'_{i,p}$ and $W'_{j,q}$, and show that $(V'_{i,p}, W'_{j,q})$ is $(5\delta + \epsilon; \sigma(mn))$-homogeneous. By construction, there are $r \in [0, 1]$ and $W' \subseteq W'_j$ such that $|W'| \geq (1 - \tau(m'n'))|W'_j|$ and, for all $b \in W'$,

$$|\{a \in V'_i : f(a, b) \approx_{5\delta + \epsilon} r\}| \geq (1 - \tau(m'n'))|V'_i|.$$  

(†)

Let $W'' = W' \cap W'_{j,q}$. Then,

$$|W''| \geq |W'_{j,q}| - \tau(m'n')|W'_j| \geq |W'_{j,q}| - \tau(m'n')|W| \geq |W'_{j,q}| - \tau(m'n')^2 \epsilon |W|.$$  

Recall that $mn \leq 4(m'n')^2 \epsilon^{-2}$, and so $\tau(m'n')^2 \epsilon \leq \sigma(mn)$ by choice of $\tau$. So, $|W''| \geq (1 - \sigma(mn))|W'_{j,q}|$. Moreover, if $b \in W''$, then by (†),

$$|\{a \in V'_{i,p} : f(a, b) \approx_{5\delta + \epsilon} r\}| \geq |V'_{i,p}| - \tau(m'n')|V'_i| \geq (1 - \sigma(mn))|V'_{i,p}|,$$

where the final inequality follows by similar calculations. By a symmetric argument, we obtain the desired homogeneity for $(V'_{i,p}, W'_{j,q})$.

Finally, set $V_0 = V'_0 \cup \bigcup_{i=1}^{m'} X_i$ and $W_0 = W'_0 \cup \bigcup_{j=1}^{n'} Y_j$. Note that we now have partitions $V = V_0 \cup V_1 \cup \ldots \cup V_m$ and $W = W_0 \cup W_1 \cup \ldots \cup W_n$ satisfying (i) and (ii). So, it remains to prove the

---

This was also observed by Terry in the setting of stable graph regularity.
bounds in (iii). For this, we have

$$|V_0| = |V_0'| + \sum_{i=1}^{m'} |X_i| \leq \frac{\varepsilon}{2} |V_1'| + m' \left( \frac{\varepsilon}{2m'} |V| \right) \leq \varepsilon |V|.$$  

By a similar argument, we get $|W_0| \leq \varepsilon |W|$.

**Remark 6.2.** As in Theorem 5.1, the sets $V_0$ and $W_0$ are exceptional sets of vertices, which are used to ensure strong homogeneity with a decay function (c.f. Theorem 5.2) and to achieve perfectly balanced equipartitions. The use of an exceptional set to achieve the latter feature is typical in general regularity as well (see, e.g., [15, Theorem 1.7]). A standard alternate approach is to evenly distribute the exceptional set among the remaining pieces of the partition, which yields a new partition satisfying $||V_i| - |V_j|| \leq 1$ for all $i, j$ (see, e.g., [15, Theorem 1.8]). In our situation, one could do this to remove $V_0$ and $W_0$, but it would again result in homogeneity controlled only by $\varepsilon$ rather than $\sigma$ (as in Theorem 5.2).

### 6.2 The case of graphs

Continuing with Remarks 1.2 and 4.8, we note that our previous results yield a qualitative version of stable graph regularity [19] with homogeneity controlled by a decay function. Our formulation is in terms of bipartitioned graph relations, which differs from [19] (see Section 6.4 for further discussion).

**Corollary 6.3.** Let $V$ and $W$ be finite sets and suppose $E \subseteq V \times W$ is $k$-stable. Then for any $\varepsilon > 0$ and any function $\sigma : \mathbb{N} \to (0, 1)$, there are partitions $V = V_0 \cup V_1 \cup ... \cup V_m$ and $W = W_0 \cup W_1 \cup ... \cup W_n$, with $m, n \leq O_{k,\varepsilon,\sigma}(1)$, such that for all $(i, j) \in [m] \times [n]$,

$$|E \cap (V_i \times W_j)| \leq \sigma(mn)|V_i||W_j| \quad \text{or} \quad |E \cap (V_i \times W_j)| \geq (1 - \sigma(mn))|V_i||W_j|.$$  

Moreover, one of the following cases holds.

(i) $|V_0| \leq \varepsilon |V_1|$, $|W_0| \leq \varepsilon |W_1|$, and $V_1, ..., V_m, W_1, ..., W_n$ are $E$-definable of complexity $O_{k,\varepsilon,\sigma}(1)$.

(ii) $|V_0| \leq \varepsilon |V|$, $|W_0| \leq \varepsilon |W|$, $|V_i| = |V_j|$ for all $1 \leq i, j \leq m$, and $|W_i| = |W_j|$ for all $1 \leq i, j \leq n$.

**Proof.** Let $f = 1_E$. As explained in Remark 1.2, $f$ is $(O_k(1), \delta)$-stable for any $\delta > 0$. So, we can apply Theorem 5.1 with $\delta < \frac{\varepsilon}{10} - \varepsilon$ (without loss of generality, assume $\varepsilon < \frac{\ell}{10}$). It follows that in a $(5\delta + \varepsilon; \sigma(mn))$-homogeneous pair $(V_i, W_j)$, we may take the uniform value $r_{i,j}$ to be either 0 or 1. This yields the main claim with case (i) (via Remark 5.3). To instead obtain case (ii), replace Theorem 5.1 with Theorem 6.1 in the previous argument. □

A quantitative proof of the previous result for graphs (stated with case (ii)) was recently given by Terry and Wolf [30, Theorem 4.7].
6.3 | Function decomposition

In this section, we use Theorem 5.1 to derive a stable analog of the analytic form of Szemerédi’s regularity lemma for functions. We follow the formalism described by Tao in [26]. Since the analytic setting involves decompositions of functions into sums of various components, we will need to develop terminology for functions that are not necessarily [0,1]-valued.

Given a (nonempty) finite set $X$ and functions $f, g : X \to \mathbb{R}$, define the normalized inner product

$$\langle f, g \rangle = \frac{1}{|X|} \sum_{x \in X} f(x)g(x).$$

The normalized $\ell^2$-norm of $f$ is $\|f\|_2 = \sqrt{\langle f, f \rangle}$. Note that $\|f\|_1 = \langle |f|, 1 \rangle$, and recall also that $\|f\|_\infty = \max_{x \in X} |f(x)|$. So, the inequalities $\|f\|_1 \leq \|f\|_2 \leq \|f\|_\infty$ hold for any $f$ (the first inequality follows from Cauchy–Schwarz).

Definition 6.4. Let $V$ and $W$ be finite sets, and fix $f : V \times W \to [-1, 1]$.

1. $f$ is $(m, n)$-structured it is of the form $\sum_{i,j} r_{i,j} 1_{V_i \times W_j}$ for some partitions $V = V_0 \cup V_1 \cup \ldots \cup V_m$ and $W = W_0 \cup W_1 \cup \ldots \cup W_n$, with $r_{i,j} \in [-1, 1]$.
2. $f$ is $\varepsilon$-pseudorandom if $|\langle f, 1_{A \times B} \rangle| \leq \varepsilon$ for all $A \subseteq V$ and $B \subseteq W$.

The previous definitions are adapted from [26], although we remark that the “structured” notion there applies to $\mathbb{R}$-valued functions, and thus includes an additional parameter $K$ bounding $|r_{i,j}|$ (which we do not require). The notion of pseudorandomness is a special case of the definition from [26], which involves a more general schematic. We have specialized to the “product structure” setting described in [26, Example 2.3]. We can now state the analytic regularity lemma for functions (quoting [8, Lemma 1.1], with some clarification to follow).

Lemma 6.5 (Szemerédi’s regularity lemma, analytic form). Let $V$ and $W$ be finite sets, and let $f : V \times W \to [0, 1]$ be a function. Then for any $\varepsilon > 0$ and $\sigma : \mathbb{N} \to (0, 1)$, there are $m, n \leq O(\varepsilon, \sigma(1))$ and a decomposition $f = f_{\str} + f_{\psd} + f_{\err}$ such that $f_{\str}$ is $(m, n)$-structured, $f_{\psd}$ is $\sigma(mn)$-pseudorandom, and $\|f_{\err}\|_2 \leq \varepsilon$. Moreover, $f_{\psd}$ is $[-1,1]$-valued, whereas $f_{\str}$ and $f_{\str} + f_{\err}$ are $[0,1]$-valued.

In [8], pseudorandomness is formulated using the “box norm,” and the equivalence with the definition above is a fundamental result in graph theory (see, e.g., [7, Theorem 2.4] for a precise statement in the context of functions). We also note that the previous lemma is stated in a “bipartite form,” which differs from [8] (see Section 6.4 for further discussion).

As a segue to stability, let us discuss how classical graph regularity can be used to obtain a prototype of Lemma 6.5 for the indicator function of a bipartite graph. Fix some $E \subseteq V \times W$ and $\varepsilon > 0$. Given (nonempty) $A \subseteq V$ and $B \subseteq W$, set $\alpha_{A,B} := |E \cap (A \times B)| / |A \times B|$ (the density of $E$ on $A \times B$). Then, Szemerédi’s regularity lemma provides partitions $V = V_1 \cup \ldots \cup V_m$ and $W = W_1 \cup \ldots \cup W_n$ (with $m, n \leq O(1)$), and a set $\Sigma$ of pairs $(i, j)$, such that if $Z = \bigcup_{(i,j) \in \Sigma} V_i \times W_j$, then $|Z| \leq \varepsilon|V \times W|$, and if $(i, j) \notin \Sigma$, then $(V_i, W_j)$ is $\varepsilon$-regular. So, for $(i, j) \notin \Sigma$, $\alpha_{A,B} := \alpha_{V_i, W_j} \approx_{\varepsilon} \alpha_{A,B}$ for any $A \subseteq V_i$ and $B \subseteq W_j$ with $|A| \geq \varepsilon|V_i|$ and $|B| \geq \varepsilon|W_j|$. An easy calculation then shows that $\mathbf{1}_{E \cap (V_i \times W_j)} - \alpha_{i,j}$ is $2\varepsilon$-pseudorandom as a function on $V_i \times W_j$. Thus, if we set $f_{\str} = \sum_{(i,j) \notin \Sigma} \alpha_{i,j} \mathbf{1}_{V_i \times W_j}$, $f_{\err} = \mathbf{1}_{E \setminus Z}$, and $f_{\psd} = \mathbf{1}_E - f_{\str} - f_{\err}$, then $\mathbf{1}_E = f_{\str} + f_{\psd} + f_{\err}$, and we
have that $f_{\text{str}}$ is $(m, n)$-structured, $f_{\text{psd}}$ is $2\varepsilon$-pseudorandom, and $\|f_{\text{err}}\|_2 \leq \sqrt{\varepsilon}$. Also, $f_{\text{str}}$ and $f_{\text{err}}$ are $[0,1]$-valued, while $f_{\text{psd}}$ is $[-1, 1]$-valued.

In the setting of stable graphs, the previous situation is qualitatively strengthened in two ways. First, the set $\Sigma$ of irregular pairs does not appear, which removes the $f_{\text{err}}$ term. Second, $\varepsilon$-regularity is replaced by $\varepsilon$-homogeneity, which is to say that each density $\alpha_{i,j}$ is within $\varepsilon$ of some $\hat{\alpha}_{i,j} \in \{0, 1\}$.† Thus, $(V_i, W_j; E)$ is almost complete or empty, and $\hat{\alpha}_{i,j}$ is the “generic” value of $1_E$ on $V_i \times W_j$. Consequently, if one redefines $f_{\text{str}}$ above so that $\alpha_{i,j}$ is replaced by $\hat{\alpha}_{i,j}$, then $f_{\text{str}}$ is still $(m, n)$-structured (in fact, it is the indicator function of the union of all $V_i \times W_j$ on which $E$ is almost complete), and $f_{\text{psd}} = f - f_{\text{str}}$ is a $\{-1, 0, 1\}$-valued function whose support has size at most $\varepsilon|V \times W|$. This motivates the following remark.

Remark 6.6. Suppose $f : V \times W \to [-1, 1]$ is an arbitrary function such that $|\text{supp}(f)| \leq \varepsilon|V \times W|$. Then $\|f\|_1 \leq \varepsilon$, which implies that for any other function $g : V \times W \to [-1, 1]$, we have $|\langle f, g \rangle| \leq \|f\|_1 \leq \varepsilon$. So, $f$ is automatically $\varepsilon$-pseudorandom. In other words, having small support can be viewed as a very strong form of pseudorandomness.

In the setting of stable functions, we will see the same picture emerge, in the sense that $f_{\text{str}}$ will be determined by the “generic value” of $f$ on each homogeneous pair, and $f_{\text{psd}}$ will have small support. At this level, one could obtain from Theorem 5.2 a decomposition for stable functions that is very much like the one described above for stable graphs (see Remark 6.11). However, note that the above discussion of stable graphs does not include the stronger control on pseudorandomness using a decay function, as in Lemma 6.5. In order to reintroduce this aspect, we will need to deal with the issues of the exceptional sets $V_0$ and $W_0$, and the appearance of $\delta$ and $\varepsilon$ in the homogeneous pairs. To handle the latter issue, we will relax the “structured” component $f_{\text{str}}$ by allowing for some uniformly bounded fluctuation.

Definition 6.7. A function $f : V \times W \to [0,1]$ is $(\delta; m, n)$-structured if there is some $(m, n)$-structured function $g : V \times W \to [0,1]$ such that $\|f - g\|_\infty \leq \delta$.

As for the exceptional sets, we will deal with those in the same way as one deals with irregular pairs, which is to put them in an error term. This will yield an error term supported on a set of the form $Z' = (V_0 \times W) \cup (V \times W_0)$, where $|V_0| \leq \varepsilon|V|$ and $|W_0| \leq \varepsilon|W|$. Note that $|Z'| \leq 2\varepsilon|V \times W|$. So, $Z'$ is comparable to the error set $Z$ above in terms of size, and we similarly get bounded $\ell_2$-norm for any function supported on $Z'$. On the other hand, it is important to note that $Z$ and $Z'$ are qualitatively different in a way undetected by norms. Indeed, $Z'$ is built from essentially unary ingredients, whereas $Z$ is necessarily binary. More precisely, if a function $f : V \times W \to [0, 1]$ is decomposed as $g + h$, where $h$ is supported on $Z'$ (and $g$ has some desirable properties), then after removing a small amount of $V$ and $W$ individually, one can assume $f = g$. On the other hand, if $h$ were supported on $Z$, then one would need to remove some possibly complicated subset of $V \times W$, which represents a more drastic change to the nature of $f$.

To close this discussion, we will say that a function $f : V \times W \to [-1, 1]$ has $\varepsilon$-structured support if its support is contained in a set of the form $Z'$ above. Note that if $f$ has $\varepsilon$-structured support, then $|\text{supp}(f)| \leq 2\varepsilon|V \times W|$, and so, $\|f\|_2 \leq \sqrt{2\varepsilon}$.

† This is essentially equivalent to a suitable graph-theoretic analog of functional homogeneity (as in Definition 4.1), up to uniform change in $\varepsilon$. 
Theorem 6.8. Let $V$ and $W$ be finite sets, and suppose $f : V \times W \to [0, 1]$ is a $(k, \delta)$-stable function. Then for any $\varepsilon > 0$ and any function $\sigma : \mathbb{N} \to (0, 1)$, there are $m, n \leq O_{k, \delta, \varepsilon, \sigma}(1)$ and a decomposition $f = f_{\text{str}} + f_{\text{psd}} + f_{\text{err}}$ such that:

(i) $f_{\text{str}}$ is $(5\delta + \varepsilon; m, n)$-structured,

(ii) $|\text{supp}(f_{\text{psd}})| \leq \sigma(mn)|V \times W|$, and

(iii) $f_{\text{err}}$ has $\varepsilon$-structured support.

Moreover, $f_{\text{psd}}$ is $[-1, 1]$-valued, $f_{\text{str}}$ and $f_{\text{err}}$ are $[0,1]$-valued, and $f_{\text{err}} \in \{f_{\text{str}}, |f_{\text{psd}}|\}^\bot$.

Proof. Apply Theorem 5.1 to obtain partitions $V = V_0 \cup V_1 \cup \ldots \cup V_m$ and $W = W_0 \cup W_1 \cup \ldots \cup W_n$, with $m, n \leq O_{k, \delta, \varepsilon, \sigma}(1)$, so that $|V_0| \leq \varepsilon|V_1|$, $|W_0| \leq \varepsilon|W_1|$, and for all $(i, j) \in [m] \times [n]$, $(V_i, W_j)$ is $(5\delta + \varepsilon; \frac{1}{2}\sigma(mn))$-homogeneous. For each $(i, j) \in [m] \times [n]$, choose $r_{i,j} \in [0,1]$ and $W_{i,j} \subseteq W_j$ such that $|W_{i,j}| \geq (1 - \frac{1}{2}\sigma(mn))|W_j|$ and, for all $b \in W_{i,j}$, $|\{a \in V_i : f(a, b) \approx 5\delta + \varepsilon r_{i,j}\}| \geq (1 - \frac{1}{2}\sigma(mn))|V_i|$.

Set $Z = (V_0 \times W) \cup (V \times W_0)$. Let $f_{\text{str}} : V \times W \to [0, 1]$ be defined by

$$f_{\text{str}}(a, b) = \begin{cases} f(a, b) & \text{if } (a, b) \in V_i \times W_j \text{ and } f(a, b) \approx 5\delta + \varepsilon r_{i,j}, \\ r_{i,j} & \text{if } (a, b) \in V_i \times W_j \text{ and } f(a, b) \not\approx 5\delta + \varepsilon r_{i,j}, \text{ and} \\ 0 & \text{if } (a, b) \in Z. \end{cases}$$

Define $f_{\text{err}} := f 1_Z$ and $f_{\text{psd}} := f - f_{\text{str}} - f_{\text{err}}$. Then, other than (ii), the claims in the theorem follow easily by construction. So, we show (ii).

Set $\gamma = \frac{1}{2}\sigma(mn)$. Given $(i, j) \in [m] \times [n]$ and $b \in W$, partition $V_i = X_{i,j}^b \cup Y_{i,j}^b$ so that $a \in X_{i,j}^b$ if and only if $f(a, b) \approx 5\delta + \varepsilon r_{i,j}$. So, if $b \in W_{i,j}$, then $|Y_{i,j}^b| \leq \gamma|V_i|$ and $f_{\text{psd}}(a, b) = 0$ for all $a \in X_{i,j}^b$.

It follows that

$$\text{supp}(f_{\text{psd}}) \subseteq \bigcup_{(i, j) \in [m] \times [n]} \left((V_i \times (W_j \setminus W_{i,j})) \cup \bigcup_{b \in W_{i,j}} (Y_{i,j}^b \times \{b\})\right).$$

So, $|\text{supp}(f_{\text{psd}})| \leq \sum_{i,j}(\gamma|V_i||W_j| + \gamma|V_i||W_{i,j}|) \leq 2\gamma|V \times W| = \sigma(mn)|V \times W|$. \qed

Remark 6.9. The previous proof also implies that the underlying partition of $f_{\text{str}}$ involves $f$-definable pieces of bounded complexity. We could instead use Theorem 6.1 and obtain an equipartition. (Note that we only need $|V_0| \leq \varepsilon|V|$ and $|W_0| \leq \varepsilon|W|$ to know that $f_{\text{err}}$ has $\varepsilon$-structured support.)

Remark 6.10. Call a function $f : V \times W \to [0, 1]$ $k$-stable if it is $(k, \delta)$-stable for some $\delta > 0$ such that for all $x, y \in V \times W$, if $f(x) \neq f(y)$ then $|f(x) - f(y)| > 10\delta$. For example, this includes the setting of $k$-stable bipartite graphs (after changing $k$ as discussed in Remark 1.2). Suppose $f : V \times W \to [0, 1]$ is $k$-stable, and fix $V' \subseteq V$ and $W' \subseteq W$ such that $(V', W')$ is $(5\delta + \varepsilon; \varepsilon)$-homogeneous for sufficiently small $\varepsilon$. Then, it follows that there is some $r \in \text{Im}(f)$ such that for all but at most $\varepsilon|W'|$-many $b \in W'$, for all but at most $\varepsilon|V'|$-many $a \in V'$, $f(a, b) = r$, and dually, for all but at most $\varepsilon|V'|$-many $a \in V'$, for all but at most $\varepsilon|W'|$-many $b \in W'$, $f(a, b) = r$. Altogether, one obtains a version of Theorem 6.8 for $k$-stable functions in which $f_{\text{str}}$ is $(m, n)$-structured.
Remark 6.11. One can obtain a decomposition of \((k, \delta)\)-stable functions involving no error term, at the cost of the decay function. Indeed, in Theorem 6.8, if we replace \(f_{\text{psd}}\) with \(f_{\text{psd}} + f_{\text{err}}\), then we have \(|\text{supp}(f_{\text{psd}})| \leq (\sigma(mn) + 2\varepsilon)|V \times W|\). Note that we can also write \(f_{\text{str}} = f'_{\text{str}} + h\) where \(f'_{\text{str}}\) is \((m, n)\)-structured and \(\|h\|_\infty \leq 5\delta + \varepsilon\). So, if one is willing to allow \(f_{\text{psd}}\) to involve \(\delta\), then \(f_{\text{str}}\) can be made perfectly structured by replacing \(f_{\text{psd}}\) with \(f_{\text{psd}} + h\). In this case, \(f_{\text{psd}}\) no longer has small support, but one still has a bound on \(\|f_{\text{psd}}\|_1\) in terms of \(\delta, \varepsilon,\) and \(\sigma(mn)\). Therefore, \(f_{\text{psd}}\) is still pseudorandom in a strong qualitative sense (see Remark 6.6).

6.4 | Bipartite versus symmetric

In this section, we clarify some subtleties regarding our bipartite viewpoint on graphs and functions. First, recall that any graph \((V; E)\) can be “coded” as bipartite graph \((V, V; E)\) (sometimes called the bipartite double cover of \((V; E)\)). Similarly, a \([0,1]\)-valued binary function \(f\) on a set \(V\) can be viewed as a bipartitioned function \(f : V \times V \to [0, 1]\). From this perspective, the bipartite setting is more flexible because it allows one to distinguish between the two sets. This is also a very natural setting in which to apply model-theoretic tools. On the other hand, there is one issue with the bipartite approach, which is usually not discussed in the model-theoretic literature on regularity. In particular, given a graph \((V; E)\) if one applies a bipartite regularity lemma to \((V, V; E)\), then this results in two potentially different partitions of \(V\).

One way to remedy this issue is to again exploit the decay function. In particular, suppose that we have partitions \(V_1 \cup \ldots \cup V_m\) and \(W_1 \cup \ldots \cup W_n\) of the same finite set \(V\), in which each pair \((V_i, W_j)\) satisfies a desired homogeneity property with respect to some \(f : V \times V \to [0, 1]\) (we ignore the issue of exceptional sets for the moment). Then, we have a common refinement, which partitions \(V\) into at most \(mn\) sets. Thus, given a target decay function \(\sigma : \mathbb{N} \to (0, 1)\), one can define a modified function \(\tau\) (similar to the proof of Theorem 6.1) so that if the initial partitions are homogeneous with respect to \(\tau\), then any sufficiently large piece of the common refinement maintains homogeneity using \(\sigma\), while the remaining small pieces can be put into an exceptional set. Moreover, if we also start out with two exceptional sets \(V_0\) and \(W_0\), then these can be added to the larger exceptional set, along with any \(W_j\) that intersects \(V_0\) in a large set (and vice versa).

As a final remark, we note that when \(f : V \times V \to [0, 1]\) is a symmetric function, one can also address this issue “upstairs” at the model-theoretic stage. Indeed, given a continuous structure \(M\) and a symmetric \([0,1]\)-valued formula \(\varphi(x, y)\), with \(x\) and \(y\) variables of the same sort, the type spaces \(S_\varphi(M)\) and \(S_\varphi^*(M)\) can be naturally identified. Therefore, in the setting of Lemma 4.4, if the measures \(\mu\) and \(\nu\) are the same (e.g., if they both arise from the pseudofinite average value functional), then one can prove the lemma using the same \(\varphi\)-formulas on both sides. Carrying this through the rest of the steps, we obtain a single partition of \(V\).

APPENDIX

We discuss a natural variation of \((k, \delta)\)-stability (as defined in Definition 1.1), which is closer to the definition of \(k\)-stability for bipartite graphs.

Definition A.1. A function \(f : V \times W \to [0, 1]\) is \((k, \delta)\)-stable if there do not exist \(a_1, \ldots, a_k \in V, b_1, \ldots, b_k \in W,\) and \(r \in [0, 1]\) such that \(f(a_i, b_j) \geq r + \delta\) if \(i \leq j,\) and \(f(a_i, b_j) \leq r\) if \(i > j.\)
Note that a binary relation \( E \subseteq V \times W \) is \( k \)-stable (as defined in Remark 1.2) if and only if \( 1_E \) is \( \kappa(k,1) \)-stable (if and only if \( 1_E \) is \( \kappa(k,\delta) \)-stable for all \( \delta > 0 \)). As we previously observed, for “discretely valued” functions such as \( 1_E \), \( \kappa(k,\delta) \)-stability implies \( (\ell, \delta) \)-stability for suitable \( \ell \). On the other hand, there is a small discrepancy for arbitrary functions.

**Proposition A.2.**

(a) Any \( (k,\delta) \)-stable \([0,1]\)-valued function is \( \kappa(k,\delta) \)-stable.

(b) For any \( k \geq 1 \) and \( \delta' > \delta > 0 \), there is some \( \ell \geq 1 \) such that any \( \kappa(k,\delta) \)-stable \([0,1]\)-valued function is \( (\ell, \delta') \)-stable.

**Proof.** Part (a). This is straightforward to check.

Part (b). Given \( m, n \geq 1 \), let \( R_m(n) \) be an integer such that any \( m \)-coloring of \( \binom{[R_m(n)]}{2} \) admits a monochromatic subset of size \( n \). Fix \( k \geq 1 \) and \( \delta' > \delta > 0 \). Set \( \varepsilon = \delta' - \delta \) and fix \( m > \varepsilon^{-1} \). Set \( \ell = R_2(R_m(2k + 1)) \). Suppose \( f : V \times W \to [0,1] \) is not \( (\ell, \delta') \)-stable. We will show that \( f \) is not \( \kappa(k,\delta) \)-stable.

Fix \( a_1, \ldots, a_\ell \in V \) and \( b_1, \ldots, b_\ell \in W \) such that \( |f(a_i, b_j) - f(a_j, b_i)| \geq \delta' \) for all \( i < j \). Consider a \( 2 \)-coloring of \( \binom{[\ell]}{2} \) according to whether \( f(a_i, b_j) \geq f(a_j, b_i) + \delta' \) or \( f(a_i, b_j) \leq f(a_j, b_i) - \delta' \). Set \( n = R_m(2k + 1) \). By choice of \( \ell \), and after relabeling and reversing the order (if necessary), we may assume that there are \( a_1, \ldots, a_n \in V \) and \( b_1, \ldots, b_n \in W \) such that for all \( i < j \), \( f(a_i, b_j) \geq f(a_j, b_i) + \delta' \) for all \( i < j \).

For \( 1 \leq t \leq m \), set \( I_t = \left( \frac{t-1}{m}, \frac{t}{m} \right) \). Consider an \( m \)-coloring of \( \binom{[n]}{2} \) by the minimal \( t \) such that \( f(a_j, b_i) \in I_t \) (for \( i < j \)). By choice of \( n \), and after relabeling, we may assume that we have \( 1 \leq t \leq m, a_1, \ldots, a_{2k+1} \in V \), and \( b_1, \ldots, b_{2k+1} \in W \) such that for all \( i < j \), \( f(a_i, b_j) \geq f(a_j, b_i) + \delta' \) and \( f(a_j, b_i) \in I_t \). Set \( r = \frac{t}{m} \). Then, for all \( i < j \), we have \( f(a_i, b_j) \leq r \) and \( f(a_j, b_i) \geq r - \frac{1}{m} + \delta' \geq r + \delta \). Altogether, these sequences \( (a_{2i})_{i=1}^k \) and \( (b_{2i+1})_{i=1}^k \) witness that \( f \) is not \( \kappa(k,\delta) \)-stable. \( \square \)

In the context of a complete theory, however, the discrepancy can be removed.

**Corollary A.3.** Let \( T \) be a complete theory in a continuous language \( \mathcal{L} \), and fix a \([0,1]\)-valued \( \mathcal{L} \)-formula \( \varphi(x,y) \). Fix \( \delta > 0 \), and assume that \( \varphi(x,y) \) is \( \kappa(k,\delta) \)-stable in \( T \) for some \( k \geq 1 \). Then \( \varphi(x,y) \) is \( (\ell, \delta) \)-stable in \( T \) for some \( \ell \geq 1 \).

**Proof.** First, one checks that \( \kappa(k,\delta) \)-stability in \( T \) is an open condition in the sense of Lemma 3.2. So, there is some \( \delta_0 < \delta \) such that \( \varphi(x,y) \) is \( \kappa(k,\delta_0) \)-stable in \( T \). By Proposition A.2, \( \varphi(x,y) \) is \( (\ell, \delta) \)-stable in \( T \) for some \( \ell \geq 1 \). \( \square \)

The previous corollary also follows from [4, Lemma 7.2], whose proof involves similar Ramsey arguments.
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