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Abstract—We introduce generalized spatially coupled parallel concatenated convolutional codes (GSC-PCCs), a class of spatially coupled turbo-like codes obtained by coupling parallel concatenated convolutional codes (PCCs) with a fraction of information bits repeated before the PCC encoding. GSC-PCCs can be seen as a generalization of the original spatially coupled parallel concatenated convolutional codes (SC-PCCs) proposed by Moloudi et al. [1]. To characterize the asymptotic performance of GSC-PCCs, we derive the corresponding density evolution equations and compute their decoding thresholds. We show that the proposed codes have some nice properties such as threshold saturation and that their decoding thresholds improve with the repetition factor $q$. Most notably, our analysis suggests that the proposed codes asymptotically approach the capacity as $q$ tends to infinity with any given constituent convolutional code.

I. INTRODUCTION

Turbo codes [2], [3] and low-density parity-check (LDPC) codes [4] are two important classes of codes that have been widely used in many communication systems. These codes are capable of achieving near-Shannon-limit performance as the block length grows large. Spatial coupling [5], [6] brings further performance improvement to these codes. Particularly, it was analytically proven in [7] that spatially coupled LDPC codes with suboptimal belief propagation (BP) decoding achieve the optimal maximum-a-posteriori (MAP) decoding threshold, a phenomenon known as threshold saturation [7]. Since then, the concept of spatial coupling yields an attractive way for constructing capacity-approaching channel codes from various component codes.

In this work, we focus on turbo-like codes whose factor graphs [8] have convolutional code trellis constraints. Turbo-like codes include parallel concatenated codes (PCCs) [2], serially concatenated codes (SCCs) [9] and braided convolutional codes (BCCs) [10]. Spatially coupled turbo-like codes were introduced in [1] by applying spatial coupling to turbo-like codes. It was proven in [1] that threshold saturation also occurs for this class of codes. Further investigations on the tradeoff between error floor and waterfall performance of spatially coupled turbo-like codes as well as the effects of coupling memory and component code block length on decoding performance were conducted in [11] and [12], respectively. Despite the capacity approaching performance of SC-SCCs and SC-BCCs, the thresholds of SC-PCCs (when punctured) are (strictly) bounded away from the capacity [1]. Aiming to improve the performance of PCCs, partially-information coupled turbo codes (PIC-TCs), where spatial coupling is applied on the turbo code level instead of the convolutional code level as in [1], were proposed in [13]. The main idea is that adjacent code blocks share a fraction of information bits such that these bits are protected by two component turbo codewords. A similar idea based on partially coupling parity bits was proposed in [14]. One benefit of such construction is that the technique of partial coupling can be applied to any component code without changing its encoding and decoding architecture. It was shown that partially coupled turbo codes [14]–[16] can attain significant threshold improvements over uncoupled turbo codes, although threshold saturation was neither observed nor proved. Since PCCs are still the standard channel codes in current wireless mobile communication systems, we are interested in designing new coupled codes with PCCs as component codes that are compatible with the current standard.

In this paper, we introduce generalized SC-PCCs (GSC-PCCs), which are constructed by applying spatial coupling on a component PCC, where a fraction of information bits are repeated. The proposed codes not only can be seen as a generalization of the original SC-PCCs [1], but also exhibit a similar structure to that of PIC-TCs [14] as the repeated bits are protected by the component PCC codewords at several time instants. We derive the exact density evolution equations for both uncoupled and coupled ensembles and optimize the fraction of information repetition to obtain the largest decoding thresholds on the binary erasure channel (BEC). We analytically show that threshold saturation occurs for GSC-PCCs by using potential functions [1]. Numerical calculations reveal that the decoding threshold of GSC-PCCs improves with increasing repetition factor $q$ and is better than that of SC-PCCs [1] and PIC-TCs [14] even with $q = 2$. Both our analysis and numerical results suggest that GSC-PCCs approach the BEC capacity asymptotically as $q$ tends to infinity with any given constituent convolutional code regardless of its code rate and number of states.
II. GENERALIZED SPATIALLY COUPLED PARALLEL CONCATENATED CODES

In this section, we introduce the construction of GSC-PCCs. Before proceeding, we briefly introduce the uncoupled PCCs with partial information repetition that are used as the component codes of GSC-PCCs. The uncoupled codes are similar to the dual-repeat-punctured turbo codes in [17], except that in our case only a fraction of the information bits are repeated. The encoder of the uncoupled PCC with partial repetition is depicted in Fig. 1(a). A length-$K$ information sequence $u$ is divided into two sequences, $u_t$ and $u_o$. Then, sequence $u_t$ is repeated $q$ times. After repetition, the length-$K'$ information sequence $[u_1, \ldots, u_t, u_o]$ and its reordered copy $\Pi([u_1, \ldots, u_t, u_o])$, where $\Pi(\cdot)$ denotes the interleaving function, are encoded by the upper and lower convolutional encoders, respectively. We define the repetition ratio $\lambda = \frac{K'-K}{(q-1)K'} \in [0, \frac{1}{2}]$ as the length of $u_t$ over $K'$. The length of $u_o$ is then given by $(1 - q\lambda)K'$. The codeword is a length-$N$ sequence $c = [u_t, u_o, v_U, v_L] = [u_t, u_t^U, v_L]$, comprising the information sequence before repetition, as well as two length-$\frac{N-K}{2}$ parity sequences output from the upper and lower convolutional encoders, i.e., $v_t^U$ and $v_t^L$. Given the code rate of the mother PCC $R_0 = \frac{K'}{N'}$, where $N' = N - K + K'$ is its codeword length, the code rate of the uncoupled PCC with partial repetition is

$$R_{uc} = \frac{KL}{NL + m(N - K)} = \frac{K'(1 - (q - 1)\lambda)}{N' - K' + K'(1 - (q - 1)\lambda)} = \frac{1 - (q - 1)\lambda}{\frac{1}{R_0} - (q - 1)\lambda}. \quad (1)$$

A. Construction of GSC-PCCs

In this section, we show how the construction of GSC-PCCs with partial repetition PCCs as the component codes. Note that the notations defined above are also used in this section.

The block diagram of a GSC-PCC with coupling memory $m = 1$ at time instant $t$ is depicted in Fig. 1(b). An information sequence $u$ is divided into $L$ sequences of equal length $K$, which are denoted by $u_t, t = 1, \ldots, L$. We refer to $L$ as the coupling length. At time $t$, $u_t$ is decomposed into $u_{t,0}$ and $u_{t,t}$, where $u_{t,t}$ is a length-$\lambda K'$ sequence and $u_{t,0}$ is a length-$K'(1 - q\lambda)$ sequence. After sequence $u_{t,t}$ is repeated $q$ times, the resultant length-$K'$ information sequence $[u_{t,t}, \ldots, u_{t,t}, u_{t,0}]$ is decomposed into $m + 1$ sequences of length $\frac{K'}{m+1}$, denoted by $u_{t,t+j}^U, j = 0, \ldots, m$. The information sequence $u_{t,t+j}^U$ is used as a part of the input of the upper convolutional encoder at time $t + j$. At time $t$, a length-$K'$ information sequence $[u_{t-1,m,t}, \ldots, u_{t,m}^U]$ is interleaved and encoded by the upper encoder. Meanwhile, the information sequence $[u_{t,t}, \ldots, u_{t,t}, u_{t,0}]$ is interleaved and also decomposed into $m + 1$ sequences of length $\frac{K'}{m+1}$, i.e., $u_{t,t+j}^L, j = 0, \ldots, m$, where $u_{t,t+j}^L$ is used as a part of the input of the lower convolutional code encoder at time $t + j$. Note that the upper and lower interleavers are used such that the minimum distance of GSC-PCCs is not smaller than that of the underlying uncoupled codes. This is based on a similar argument for SC-PCCs in [17] Section III. At time $t$, a length-$K'$ information sequence $[u_{t,m,t}^U, \ldots, u_{t,0}^U]$ is interleaved and encoded by the lower encoder. The component codeword is a length-$N$ sequence $c = [u_t, v_t^U, v_t^L]$, where $v_t^U$ and $v_t^L$ are two length-$\frac{N-K}{2}$ parity sequences output from the upper and lower convolutional encoders at time $t$.

To initialize and terminate GSC-PCCs, we set $u_t$ to 0 for $t \leq 0$ and $t > L$. As a result, the code rate of the GSC-PCC with coupling memory $m$, coupling length $L$ and repetition factor $q$ is

$$R_{uc} = \frac{KL}{NL + m(N - K)} = \frac{K'(1 - (q - 1)\lambda)}{N' - K' + K'(1 - (q - 1)\lambda)} = \frac{1 - (q - 1)\lambda}{\frac{1}{R_0} - (q - 1)\lambda}, \quad (2)$$

where $R_0 = \frac{K'}{N'}$ is the code rate of the mother PCC. The code rate of the GSC-PCC approaches $R_{uc}$ in (1) as $L \to \infty$.

B. Comparison to Existing Codes

There are connections between the proposed GSC-PCCs and some existing spatially coupled turbo-like codes. First, the proposed codes can be seen as a generalization of the conventional SC-PCCs [17]. One can obtain a SC-PCC from a GSC-PCC by setting $q = 1$. However, the introduction of partial repetition leads to a significant performance improvement, as shown in Section III and Section IV. Further, the proposed codes have more flexible structure as they can reach a lower code rate by increasing the repetition factor while the lowest code rate for the original SC-PCCs is 1/3.

The proposed codes bear similarities to PIC-TCs [14] whose coupled information bits are encoded (and protected) by two turbo encoders (four convolutional encoders). In fact, PIC-TCs can be seen as having a fraction of information bits repeated two times and using the copies of those information bits as the input of the turbo encoder at the succeeding time instant. In GSC-PCCs, this can happen when some of the information bits from $u_{t,t}$ appear in $u_{t,0}^U$ and $u_{t,t}$ while their copies appear in
III. DENSITY EVOLUTION ANALYSIS ON THE BEC

In this section, we first look into the graph representation of GSC-PCCs and then derive the exact density evolution equations for the BEC. In this work, we consider a rate $R_0 = 1/3$ mother PCC built from two rate-1/2 recursive systematic convolutional codes.

A. Graph Representation

Turbo-like code ensembles can be represented by a compact graph [11], which simplifies the factor graph representation. The main idea is that each information or parity sequence in the factor graph is represented by a single variable node while a trellis constraint is represented by a factor node. An interleaver is represented by a line that crosses an edge.

We first look at the compact graph of an uncoupled PCC with partial repetition, which is depicted in Fig. 2(a). Compared to the compact graph of the conventional PCC (see Fig. 4a)), the difference is that in our case the information node $u_t$ is represented by two nodes, $u_t$ and $u_{t,o}$. Since the information sequence $u_t$ is repeated $q$ times before encoded by the ECC encoder, node $u_t$ connects the upper and lower factor nodes $f^U$ and $f^L$ via $q$ edges, respectively.

The compact graph representation of GSC-PCCs with coupling memory $m$ and at time $t$ is depicted in Fig. 2(b). It is similar to the compact graph of SC-PCCs (see Fig. 5a)), except that information node $u_t$ is represented by nodes $u_{t,t}$ and $u_{t,o}$, where node $u_{t,t}$ connects the upper and lower factor nodes via $q$ edges, respectively. In the next section, we derive the DE equations for the BEC based on the graphs in Fig. 2

B. Density Evolution

Let $\epsilon$ denote the channel erasure probability of the BEC. For a rate-1/2 convolutional code, we let $f^U_{x,y}(x,y)$ and $f^L_{x,y}(x,y)$ denote the upper Bahl–Cocke–Jelinek–Raviv (BCJR) decoder transfer functions for information and parity bits, respectively, where $x$ and $y$ correspond to the input erasure probabilities for information and parity bits, respectively. Note that on the BEC, the transfer functions can be explicitly derived by using the methods in [19, 20].

1) Uncoupled Ensembles: As shown in Fig. 3a), $p^{(i)}_U$ and $q^{(i)}_U$ represent the output erasure probability of factor node $f^U$ for information and parity bits, respectively, after $i$ decoding iterations. Similarly, $p^{(i)}_L$ and $q^{(i)}_L$ denote the output erasure probability of $f^L$ for information and parity bits, respectively.

The DE update equation for the output erasure probability of the information bits at node $f^U$ is

$$p^{(i)}_U = f^U_s \left( q\lambda \left( p^{(i-1)}_U \right)^q \left( p^{(i)}_L \right)^q + \epsilon \sum_{k=0}^{m} \epsilon^{(k)}_U \right) + \epsilon (1 - q\lambda) p^{(i)}_L \epsilon,$$  \hspace{1cm} (3)

where $(1 - q\lambda)$ and $q\lambda$ are the ratios of the lengths of $u_t$ and $[u_t, \ldots, u_t]$ over $K'$, respectively, $q\lambda (p^{(i-1)}_U)^q (p^{(i)}_L)^q$ is the average erasure probability from node $u_t$ to node $f^U$, and finally the average erasure probability from node $v^U$ to node $f^U$ is $\epsilon$.

The DE update equation for the output erasure probability of the parity bits at node $f^L$ can be obtained by replacing the transfer function of $f^U_s$ by $f^P_s$. The DE update equations for node $f^L$ can be obtained by interchanging $p_U$ and $p_L$ in (3) and using the lower decoder transfer functions for information and parity bits, respectively.

2) Coupled Ensembles: Based on the compact graph in Fig. 2b), we denote by $p^{(i)}_{U,t}$ and $q^{(i)}_{U,t}$ the output erasure probability of $f^U$ for information and parity bits, respectively, at time $t$ and after $i$ decoding iterations. Similarly, $p^{(i)}_{L,t}$ and $q^{(i)}_{L,t}$ denote the output erasure probability of $f^L$ for information and parity bits, respectively. We also define the average erasure probability from $f^U$ and $f^L$ to $u_t$ as $p^{(i-1)}_{U,t}$ and $p^{(i-1)}_{L,t}$, respectively, where

$$p^{(i)}_{U,t} = \frac{1}{m+1} \sum_{j=0}^{m} p^{(i-1)}_{U,t+j},$$ \hspace{1cm} (4)

$$p^{(i-1)}_{L,t} = \frac{1}{m+1} \sum_{j=0}^{m} p^{(i-1)}_{L,t+j}.$$ \hspace{1cm} (5)

By using (4) and (5), as well as taking into account partial repetition of information bits, we obtain the DE update for the erasure probability of the information bits at $f^U$ as

$$p^{(i)}_{U,t} = f^U_s \left( \frac{\epsilon}{m+1} \sum_{k=0}^{m} (q\lambda)^{(i-1)}_U \left( p^{(i-1)}_{L,t-k} \right)^q \left( p^{(i-1)}_{U,t-k} \right)^q + \epsilon \sum_{k=0}^{m} \epsilon^{(i-1)}_{U,t-k} \right) + \epsilon (1 - q\lambda) p^{(i-1)}_{L,t-k} \epsilon.$$
Due to space limitations, we omit the DE equations for the erasure probability of the parity bits at $f^U$ as well as the DE equations for $f^L$ as they can be easily obtained from (6).

C. Rate Compatible Random Puncturing

To increase the code rate, we consider random puncturing of parity bits. Let $\rho \in [0, 1]$ denote the fraction of surviving parity bits after puncturing.

For such a randomly punctured code sequence transmitted over the BEC with erasure probability $\epsilon$, the erasure probability of the parity sequence becomes $\epsilon_p = 1 - (1 - \epsilon)\rho$ [21]. As a result, the DE equations for the punctured uncoupled and coupled ensembles can be obtained by substituting $\epsilon_p \rightarrow \epsilon$ for the average erasure probability of parity bits in (5) and (6), respectively.

After puncturing, the code rates of both uncoupled and coupled ensembles (consider $L \rightarrow \infty$) become

$$R_{uc} = R_{sc} = \frac{1 - (q - 1)\lambda}{(\frac{1}{p_0} - 1)\rho + 1 - (q - 1)\lambda}.$$  \hspace{1cm} (7)

Given a target rate, $q$ and $\lambda$, $\rho$ is uniquely determined.

D. Decoding Thresholds

We compute the decoding thresholds over the BEC by using the DE equations in the previous section. We consider 4-state, rate-1/2 convolutional encoders with generator polynomial $(1, 5/7)$ in octal notation for both upper and lower encoders. Given a target code rate and $q$, we optimize the repetition ratio $\lambda$ (which uniquely determines $\rho$ according to (7)) such that the iterative decoding thresholds are maximized. The optimized $\lambda$ and the corresponding thresholds for both uncoupled (denoted by $\epsilon_{BP}$) and coupled ensembles with coupling memory $m$ and $L \rightarrow \infty$ (denoted by $\epsilon^{(m)}_{BP}$) are reported in Table I.

Note that the optimal $\lambda$ could be a range of values.

It can be observed that the BP thresholds of GSC-PCCs improve with increasing $q$ for all the considered code rates and coupling memories. Moreover, the thresholds of GSC-PCCs surpass those of PIC-TCS [14] Table III] and SC-PCCs [11] Table II] for the same coupling memories and same code rates even for $q = 2$. On the other hand, uncoupled PCCs with partial repetition have worse performance than coupled ensembles and their BP thresholds do not always improve with $q$. It is also worth noting that the optimal repetition ratio $\lambda$ approaches $\frac{1}{q}$ when $m$ is large.

| Rate | $q$ | $\epsilon_{BP}$ | $\epsilon_{BP}^{(m=1)}$ | $\epsilon_{BP}^{(m=3)}$ | $\epsilon_{BP}^{(m=5)}$ |
|------|----|----------------|------------------------|------------------------|------------------------|
| 3/4  | 2  | 0.2115        | 0.2326                | 0.2352                | 0.2352                |
| 3/4  | 4  | 0.2268        | 0.2380                | 0.2430                | 0.2443                |
| 3/4  | 6  | 0.2218        | 0.2406                | 0.2442                | 0.2457                |
| 1/2  | 2  | 0.4698        | 0.4907                | 0.4938                | 0.4938                |
| 1/2  | 4  | 0.4849        | 0.4940                | 0.4969                | 0.4978                |
| 1/2  | 6  | 0.4747        | 0.4952                | 0.4974                | 0.4982                |
| 1/3  | 2  | 0.6446        | 0.6627                | 0.6647                | 0.6647                |
| 1/3  | 4  | 0.6583        | 0.6642                | 0.6656                | 0.6660                |
| 1/3  | 6  | 0.6512        | 0.6648                | 0.6658                | 0.6661                |
| 1/4  | 2  | [0.287, 0.313] | 0.5                   | 0.5                   | 0.5                   |
| 1/4  | 4  | 0.172         | [0.201, 0.206]        | 0.24                   | 0.25                   |
| 1/4  | 6  | 0.13          | 0.14                  | [0.152, 0.154]        | [0.162, 0.163]        |
| 1/6  | 2  | [0.184, 0.213] | 0.44                  | 0.5                   | 0.5                   |
| 1/6  | 4  | 0.147         | [0.187, 0.189]        | 0.23                   | 0.25                   |
| 1/6  | 6  | 0.12          | 0.13                  | [0.150, 0.151]        | [0.156, 0.160]        |
| 1/8  | 2  | [0.088, 0.124] | 0.27, 0.39            | 0.5                   | 0.25                   |
| 1/8  | 4  | 0.107, 0.108  | [0.162, 0.172]        | [0.216, 0.229]        | 0.25                   |
| 1/8  | 6  | 0.104, 0.105  | 0.121, 0.122          | [0.138, 0.146]        | [0.151, 0.158]        |

IV. POTENTIAL FUNCTION AND THRESHOLD SATURATION

In this section, we analytically show that threshold saturation occurs for GSC-PCCs and utilize this property to investigate the impacts of $q$ on the BP thresholds.

For uncoupled PCCs with partial repetition, we consider identical upper and lower encoders. Therefore, we can define $f_1 \triangleq f^U_1$ and $x^{(i)} \triangleq p^{(i)}_1$. The DE equation in (5) can be written as a fixed point recursive equation

$$x^{(i)} = f_s \left( q\lambda \left( x^{(i-1)} \right)^{q-1} + (1 - q\lambda)x^{(i-1)} - 1 - (1 - \epsilon)\rho \right),$$

where (a) follows by using the definitions $f(x; \epsilon) \triangleq f_s(x; 1 - (1 - \epsilon)\rho)$ and $g(x) \triangleq q\lambda x^{2q-1} + (1 - q\lambda)x$. One can easily check that the DE recursion in (8) forms a scalar admissible system [22] Def. 1.

For the above scalar admissible system, the potential function [22] Def. 2] is

$$U(x; \epsilon) = xg(x) - G(x) - F(g(x); \epsilon) \leq (b) \left( q - \frac{1}{2} \right) \lambda x^{2q} + \frac{1}{2} (1 - q\lambda) x^2 \right),$$

where (b) follows that $F(x; \epsilon) = \int_0^xf(z; \epsilon)dz = \int_0^xf_s(z; 1 - (1 - \epsilon)\rho)dz$ and $G(x) = \int_0^xg(z)dz = \lambda x^{2q} + \frac{1}{2} (1 - q\lambda)x^2$.

Similar to the uncoupled case and by letting $x^{(i)} \triangleq p^{(i)}_1$, the DE equation for GSC-PCCs (6) can be written as

$$x^{(i)} = \frac{1}{1 + m} \sum_{j=0}^{m} f_s \left( \frac{1}{1 + m} \sum_{k=0}^{m} q\lambda \left( x^{(i-1)} + (1 - q\lambda)x^{(i-1)} \right) \right)$$

$$+ \frac{1}{1 + m} \sum_{j=0}^{m} f \left( \frac{1}{1 + m} \sum_{k=0}^{m} g \left( x^{(i-1)} + (1 - q\lambda)x^{(i-1)} \right) \right).$$
Following [22] Th. 1, for large enough coupling memory and any $\epsilon$ smaller than the potential threshold [22] Def. 6] associated with the potential function in [9, the only fixed point of the recursion in (11) is $x = 0$. Therefore, threshold saturation occurs for GSC-PCC ensembles.

With threshold saturation, the BP thresholds of GSC-PCCs even when $q$ is very large can be easily found via computing either the potential thresholds by [22] Def. 6] or the MAP thresholds by using the area theorem [23]. Consider the GSC-PCCs with identical upper and lower 2-state, 4-state and 8-state component convolutional encoders with generator polynomials $(1,1,3), (1,5,7)$ and $(1,1,5,13)$, respectively. The MAP thresholds of uncoupled PCCs with various $q$ (denoted by $c_{MAP}(q)$) for different rates are reported in Table II. To obtain a large MAP threshold, we choose $\lambda = \frac{1}{2}$ as we observe from Table II that this choice leads to the largest BP threshold (which converges to the MAP threshold) when $m$ is large.

Table II shows that the MAP thresholds of uncoupled PCCs with partial repetition improve as $q$ increases. The thresholds also improve as the number of states of the component convolutional codes increases. When $q$ is large, the MAP thresholds of all the ensembles approach the BEC capacity. In particular, even the MAP thresholds for the ensembles with 2-state component convolutional codes are within 0.002 to the BEC capacity when $q = 50$. This suggests that the BP thresholds of GSC-PCCs may approach the BEC capacity asymptotically as $q$ tends to infinity regardless of the number of states of the component convolutional codes. In other words, one can simply increase the repetition factor $q$ to obtain a GSC-PCC with its decoding threshold very close to the BEC capacity for any given component convolutional code.

V. Simulation Results

In this section, we show the finite length performance of the proposed codes on the BEC. Specifically, we consider the GSC-PCCs with identical upper and lower convolutional encoders of 4-state and with generator polynomial $(1,5/7)$. We set $K = 10000$, $L = 100$, $m = 1$, $q \in \{2, 4\}$, and $R \in \{1/3, 1/2\}$. The values of $\lambda$ are chosen according to Table I. Moreover, we use random interleaving and randomly selected information bits for repetition and coupling (random for each transmission). The bit erasure rate (BER) and the BP thresholds for GSC-PCCs under full decoding (i.e., the decoding is performed over the whole coupled chain iteratively while standard turbo decoding is used for decoding each component codeword) are shown in Fig. 3. In the same figure, we also include the BER and decoding thresholds of SC-PCCs [1] and PIC-TCs [14] for comparison, where $R$, $K$, $L$ and $m$ are the same as those of GSC-PCCs.

We observe that for both rates, GSC-PCCs perform better than SC-PCCs and PIC-TCs and the performance gains are in agreement with the DE results. This also confirms that the optimal design of $\lambda$ is effective. Choosing $q = 2$ is sufficient to allow GSC-PCCs outperform SC-PCCs and PIC-TCs while for $q = 4$ the proposed codes have a noticeable performance gain over those with $q = 2$. Although the BER of uncoupled PCCs is not shown in the figure, one can clearly see that the actual performance of GSC-PCCs at a BER of $10^{-5}$ is much better than the BP thresholds of uncoupled PCCs with the same $q$ (see Table I) without replication (see Table II). It should be noted that the BER performance of GSC-PCCs can be further improved by using a larger $q$ according to our analysis in Section III and Section IV.

VI. Conclusions

We introduced GSC-PCCs, which can be seen as a generalization of the original SC-PCCs and contain a similar structure to that of PIC-TCs. By performing a density evolution analysis on the BEC and using the potential function argument, we showed that the proposed codes exhibit threshold saturation and achieve better decoding thresholds as the repetition factor increases. Most importantly, our analysis indicates that the decoding thresholds of GSC-PCCs can approach the BEC capacity asymptotically when $q$ is large enough for any given component convolutional code.

Table II

| Rate | Stages | $c_{MAP}(q=2)$ | $c_{MAP}(q=3)$ | $c_{MAP}(q=4)$ | $c_{MAP}(q=5)$ | $c_{MAP}(q=6)$ | $c_{MAP}(q=7)$ |
|------|--------|----------------|----------------|----------------|----------------|----------------|----------------|
| 9/10 | 2      | 0.0751         | 0.0846         | 0.0888         | 0.0913         | 0.0928         | 0.0992         |
| 9/10 | 4      | 0.0882         | 0.0932         | 0.0952         | 0.0963         | 0.0970         | 0.0996         |
| 9/10 | 8      | 0.0940         | 0.0986         | 0.0977         | 0.0982         | 0.0986         | 0.0998         |
| 4/5  | 2      | 0.1582         | 0.1747         | 0.1819         | 0.1859         | 0.1884         | 0.1987         |
| 4/5  | 4      | 0.1848         | 0.1915         | 0.1941         | 0.1955         | 0.1964         | 0.1996         |
| 4/5  | 8      | 0.1930         | 0.1962         | 0.1975         | 0.1981         | 0.1985         | 0.1998         |
| 3/4  | 2      | 0.2027         | 0.2217         | 0.2298         | 0.2343         | 0.2372         | 0.2486         |
| 3/4  | 4      | 0.2352         | 0.2418         | 0.2444         | 0.2457         | 0.2466         | 0.2496         |
| 3/4  | 8      | 0.2435         | 0.2466         | 0.2477         | 0.2483         | 0.2486         | 0.2498         |
| 2/3  | 2      | 0.2811         | 0.3027         | 0.3116         | 0.3165         | 0.3196         | 0.3313         |
| 2/3  | 4      | 0.3209         | 0.3266         | 0.3288         | 0.3299         | 0.3306         | 0.3330         |
| 2/3  | 8      | 0.3282         | 0.3307         | 0.3316         | 0.3321         | 0.3323         | 0.3332         |
| 1/2  | 2      | 0.4520         | 0.4727         | 0.4809         | 0.4854         | 0.4881         | 0.4987         |
| 1/2  | 4      | 0.4938         | 0.4968         | 0.4979         | 0.4985         | 0.4988         | 0.4998         |
| 1/2  | 8      | 0.4976         | 0.4989         | 0.4993         | 0.4995         | 0.4996         | 0.4999         |
| 1/3  | 2      | 0.6352         | 0.6493         | 0.6548         | 0.6576         | 0.6594         | 0.6659         |
| 1/3  | 4      | 0.6647         | 0.6657         | 0.6661         | 0.6662         | 0.6663         | 0.6666         |
| 1/3  | 8      | 0.6659         | 0.6663         | 0.6665         | 0.6665         | 0.6665         | 0.6665         |
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