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\textbf{ABSTRACT}

We investigate the optimal choice of replacement layer for Batch Normalisation (BN) in residual networks (ResNets) for training with Differentially Private Stochastic Gradient Descent (DP-SGD) and study the phenomenon of \textit{scale mixing} in residual blocks, whereby the activations on the two branches are scaled differently. Our experimental evaluation indicates that a hyperparameter search over 1-64 Group Normalisation (GN) groups improves the accuracy of ResNet-9 and ResNet-50 considerably in both benchmark (CIFAR-10) and large-image (ImageNette) tasks. Moreover, \textit{scale normalisation}, a simple modification to the model architecture by which an additional normalisation layer is introduced after the residual block’s addition operation further improves the utility of ResNets allowing us to achieve state-of-the-art results on CIFAR-10.

\section{INTRODUCTION}

Residual networks (ResNets) \cite{he2016deep} represent a standard architecture in computer vision. Their core component, the residual block, has since become a standard component of architectures responsible several victories in the ImageNet (ILSVR) challenge \cite{deng2009imagenet}. Moreover, despite newer works introducing novel architectures which outperform the original ResNets, it has recently been shown that training adaptations alone are sufficient to render their performance comparable to current-generation vision models in challenging tasks \cite{wightman2021resnet}. Differentially Private Stochastic Gradient Descent (DP-SGD), introduced by Abadi et al. \cite{abadi2016deep}, is arguably the \textit{de facto} standard technique for training neural networks under Differential Privacy (DP) constraints. The combination of ResNets and DP-SGD thus appears as a promising direction for privately training computer vision models. Indeed, the first reported training of ResNets under DP on the ImageNet large-scale vision benchmark was very recently reported \cite{kurakin2022training}. However, the application of DP-SGD results in unavoidable, information-theoretic trade-offs between privacy guarantees and model accuracy. This so-called \textit{privacy-utility trade-off} is a principal deterrent from the large-scale application of DP-SGD and mitigating it is a challenging and important task.

In the current work, we investigate two phenomena which arise in the training of ResNets with DP-SGD: ResNets utilise Batch Normalisation (BN) layers \cite{ioffe2015batch}, which are incompatible with the notion of \textit{per-sample} gradients required for DP-SGD training. The question which layer represents an optimal replacement for BN has not yet been conclusively resolved. In addition, we describe the phenomenon of \textit{scale mixing} whereby activations along the two branches of a residual block are scaled differently, interfering with convergence. Our contributions can be summarised as follows:
1. We evaluate the choice of optimal replacement layer for BN in shallow (ResNet-9) and deep (ResNet-50) architectures trained with DP-SGD on small (CIFAR-10) and large (ImageNette) image tasks through extensive (hyper-)parameter searches.

2. We show that a simple architectural adaptation, which we term scale normalisation, can alleviate the aforementioned scale mixing phenomenon and thus lead to improved accuracy.

3. We provide a number of practitioner recommendations resulting from our findings.

2 PRIOR WORK

The attempt to alleviate privacy-utility trade-offs in DP-SGD has been the subject of two distinct lines of work. Due to space constraints, we focus exclusively on the works investigating the DP-SGD algorithm as presented in Abadi et al. (2016) and omit works relying on modifications to the DP-SGD algorithm or alternative techniques for obtaining improved accuracy (such as Zhu et al. (2020) or Papernot et al. (2018)). The first approach to improving the training outcome of DP-SGD models is transfer learning, that is, fine-tuning a network which has been pre-trained on public data (Lu et al., 2021; Davody et al., 2021; Tramer & Boneh, 2021). Such works are able to utilise BN, as the layer’s parameters remain unaltered (frozen). Our work studies the situation in which transfer learning is not possible and networks have to be trained from scratch. Here, a second line of prior work focusing on model architecture or training adaptations is applicable. The topic of adapting the architecture from the ground up has been studied by Morsbach et al. (2021) and Papernot et al. (2020), who conclude that it is likely that specialised architectures for use with DP will be required. This approach is orthogonal to ours, which focuses on the question of how to best adapt existing architectures to DP-SGD. Similar adaptations of existing architectures or the training process are studied by Papernot et al. (2021), who find that the suitable choice of activation function improves model accuracy and by Dörmann et al. (2021), who demonstrate that large batch training leads to improved training accuracy. To the best of our knowledge, the work by Dörmann et al. (2021) also demonstrated the highest validation accuracy on CIFAR-10 so far, and thus represents the benchmark for our experiments. The popular suggestion (see e.g. documentation to Opacus (Yousefpour et al., 2021)) to replace BN by Group Normalisation (GN) layers with 32 groups is folklore and has –to our knowledge– not yet been systematically evaluated in prior work.

3 METHODS

3.1 INTRODUCTORY REMARKS

Our work assumes familiarity with details regarding DP and the DP-SGD algorithm, which can be found in Abadi et al. (2016). For our experimental evaluation below, we utilised two ResNet architectures. We constructed a shallow 9-layer ResNet (ResNet-9, 2,447,946 parameters) with Mish activation functions (Misra, 2020), and used the torchvision version of ResNet-50 (25,557,032 parameters) as a deep architecture. We used the CIFAR-10 small image dataset (Krizhevsky et al., 2009) and the 2019 version of the ImageNette dataset (Howard, 2019), a subset of 10 ImageNet database classes at a size of 160×160 pixels. Unless otherwise noted, all experiments below were performed in triplicate with three fixed random seeds selected randomly in advance. All architectures were trained for 50 epochs with an $L_2$-norm bound (clipping threshold) of 1.5 (derived by preliminary experimentation), to a maximum $\varepsilon$-value of <7.5 (as reported in Papernot et al. (2021)). Batch sizes for all searches ranged from 128 to 7,000. We employed the NAdam optimiser (Dozat, 2016), which extensive preliminary experiments showed to be very robust at the default learning rate of 0.001. We employed a constant learning rate schedule with reduction by half upon stagnation of the validation loss for more than three epochs. All (hyper-)parameter searches were conducted using the Optuna package (Akiba et al., 2019) using the Tree-structured Parzen Estimator search strategy and the threshold pruner. We reset the DP budget for each hyperparameter search run similar to Kurakin et al. (2022).

3.2 CHOICE OF REPLACEMENT NORMALISATION LAYER

Our first objective was the evaluation of potential replacement layers for BN, which, as described above, is incompatible with DP-SGD, as it renders activations of a batch dependent on each-other
and thus makes the notion of per-sample gradients ill-defined. Hence, we considered alternative normalisation layers which return outputs that are dependent only on individual samples, namely Instance Normalisation (IN) \citep{ulyanov2016instance}, Layer Normalisation (LN) \citep{ba2016layer} or GN \citep{wu2018group}. Of note, GN is a generalisation of Instance Normalisation (IN) and Layer Normalisation (LN), where IN is equivalent to GN when a group size of 1 chosen and to LN when a group size matching the number of features is selected. Hence, we evaluated the optimal blocks (early, mid, late, final) to obtain 4 neural networks, discussed e.g. in \citep{glorot2010understanding, zhang2019residual}. The effect of scale into the next layer. This desirable effect has been shown to yield benefits for the training dynamics of neural networks, discussed e.g. in \citep{glorot2010understanding, zhang2019residual}. Empirically, this modification results in a marked symmetrisation of the activations flowing from inputs to the operation of the residual block \(V\). For each layer \(i\), where \(i = (n, \ldots, 1)\), where \(\otimes\) denotes repeated composition. We note that \(V\) in this context can be any of the normalisation layers described above. \(V_A\) executes the function \(V_A := v_A(x_1, x_2) = x_1 + x_2\) on the inputs \((v_R(x), v_F(x))\) of the node \(A\). The output node \(O\) finally receives \(v_A(v_R(x), v_F(x))\). The entire action of the residual block \(F\) expressed as a single function from some input tensor \(x\) to some output tensor \(y\) and denoting the “contents” of each node with square brackets, can thus be represented as follows:

\[
F : x \mapsto y := I[x] \xrightarrow{V_A(Add)} O[y]. \tag{1}
\]

Diagram \([1]\) demonstrates the origin of the scale mixing phenomenon. The activations forming the inputs to \(A\) potentially have drastically different scaling, that is, value ranges and distributions. The \(V_F\) branch retains the scaling of \(I\), while \(V_R\) normalises the intermediate activations \(i\) times. Scale normalisation (ScaleNorm) alleviates this issue by introducing an additional normalisation layer \(S\) to the operation of \(V_A\), which now becomes \(V_A^S := v_A(x_1, x_2) = S(x_1 + x_2)\). We term ResNets with scale normalisation ScaleResNets in the rest of the paper. The residual block of ScaleResNets \(F^S\) can be represented as:

\[
F^S : x \mapsto y := I[x] \xrightarrow{V_A^S(ScaleNorm)} O[y]. \tag{2}
\]

Empirically, this modification results in a marked symmetrisation of the activations flowing from \(O\) into the next layer. This desirable effect has been shown to yield benefits for the training dynamics of neural networks, discussed e.g. in \citep{glorot2010understanding, zhang2019residual}. The effect of scale normalisation is demonstrated in Figure \([1]\).
Figure 1: Activation histograms of a ResNet (top row) vs. a ScaleResNet (bottom row) residual block. Observe that the activations output by $V_A$ (top right) are markedly asymmetric with substantial mass on the positive side (sample average: 0.72, standard deviation: 0.76), whereas the activations output by the scale normalisation operation $V_S^N$ (bottom right) are more symmetric about the sample mean of 0 and have unity standard deviation.

4 RESULTS

In this section, we present experimental results regarding the optimal choice of replacement layer for BN and the effect of ScaleNorm. All findings of this section are summarised in Table 1.

4.1 OPTIMAL REPLACEMENT FOR BATCH NORMALISATION

Our experiments on both the CIFAR-10 and the ImageNet dataset revealed that, while in many cases GN outperformed LN and IN, LN outperformed GN by nearly 2% in ResNet-50 on ImageNet. IN consistently performed worst and –especially for ImageNet and ResNet-50– a larger number of groups led to diminished model performance. Of note, searching over variable numbers of groups for each layer only led to marginal performance improvements of $<1\%$ in all cases (e.g. 0.8% for ResNet-9 on CIFAR-10). These findings lead to the following recommendations:

1. The (folklore) recommendation that GN with 32 groups is—in general—a good choice for training ResNets with DP-SGD should be viewed with caution, as substantial performance gains can be achieved by a simple hyperparameter search for the best number of groups including LN (i.e. 1 group).

2. Improvements from searching over a variable number of groups for each layer are existent, but marginal. With an eye towards time/resource efficiency, we thus do not recommend this strategy over a fixed number of groups for the entire network.

3. Large networks seem to favour a smaller number of groups. This result can be interpreted as an effect of the large amount of noise resulting from the total noise magnitude in DP-SGD being proportional to the square root of the number of network parameters. Here, the effect of the small number of groups seems to be a “dampening” of the noise by averaging over all feature maps.

4.2 EFFECTS OF SCALE NORMALISATION

Our findings also indicate that ScaleNorm is a beneficial architectural modification for DP-SGD training. In particular, ScaleResNets outperformed regular ResNets in both tasks and irrespective of network size. The effect was especially pronounced with the ImageNette dataset and the ResNet-50 architecture, indicating that in settings beyond benchmark tasks such as CIFAR-10 and closer to real-life scenarios, the stabilising effect of ScaleNorm on activations seems to offer added “protection”
against the larger noise magnitudes. We refer to [Papernot et al. (2021)] for a similar discussion, albeit not in conjunction with ResNets. Of note, ScaleNorm did not benefit non-DP training (where BN can be used) or IN, which was the only normalisation layer to perform better without ScaleNorm. We conjecture that this phenomenon is due to the fact that the BN layer can “learn” to counterbalance the effect of scale mixing and the lack of added noise in non-DP training and the poor general performance of IN, respectively. This also justifies why ScaleNorm has not received significant appraisal in mainstream machine learning literature. Our findings, combined with the simplicity of the architectural modification ScaleNorm represents (it can be realised in a single line of code in most deep learning libraries), lead us to recommend ScaleResNets as the standard architecture for DP-SGD training.

Table 1: Model accuracy in % on the CIFAR-10 and ImageNette datasets using the ResNet-9 and ResNet-50 model architectures with varying numbers of GN groups as well as IN and LN. Experiments were conducted either with (✓) or without (✗) ScaleNorm. All results are reported as mean and median values of three runs.

| Dataset   | Model     | ScaleNorm | LN | 8  | 16 | 32 | 64 | IN |
|-----------|-----------|-----------|----|----|----|----|----|----|
| CIFAR-10  | ResNet-9  | ✗         |    |    |    |    |    |    |
|           |           | mean      | 69.8| 69.8| 71.2| 71.3| 70.6| 66.7|
|           |           | median    | 70.5| 71.3| 71.3| 71.7| 71.1| 65.6|
| ImageNette| ResNet-9  | ✓         |    |    |    |    |    |    |
|           |           | mean      | 61.7| 62.6| 63.7| 62.8| 60.6| 54.7|
|           |           | median    | 63.2| 64.6| 64.6| 64.1| 62.0| 48.2|
| ImageNette| ResNet-50 | ✗         |    |    |    |    |    |    |
|           |           | mean      | 43.2| 42.2| 40.7| 36.4| 28.7| 15.0|
|           |           | median    | 44.2| 42.1| 37.5| 30.7| 21.0| 13.6|

5 DISCUSSION AND CONCLUSION

The broad implementation of DP to large-scale computer vision tasks will require tackling the privacy-utility trade-offs inherent to DP-SGD. Our work presents two architectural modifications, the choice of optimal normalisation layer and ScaleNorm which, despite their apparent simplicity, substantially improve the accuracy of ResNets trained with DP. Our result on CIFAR-10—to the best of our knowledge—represents a new state-of-the-art result. We report this fact not because we consider it of independent interest, but because it demonstrates that small details, such as a search over a relatively conservative range of GN groups (1-64) and a simple architectural modification were sufficient to obtain it, despite a relatively small batch size of 1024. The previous state-of-the-art result by [Dörmann et al. (2021)] required substantially larger batch sizes and gradient accumulation, which is non-trivial in DP-SGD due to sampling peculiarities, and not equally supported in all DP-SGD frameworks. Our results also corroborate the assumption that parameter efficiency beats size in DP-SGD, with ResNet-9 (an architecture primarily designed for CIFAR-10) representing an excellent choice even for the larger images of the ImageNette dataset. We consider this fact—which contradicts the trend of ever-increasing network sizes and, by extension, CO₂-emissions for their training—a satisfying conclusion from an environmental protection and resource efficiency perspective. In future work, we intend to supplement the here-presented findings with data on other residual architectures including UNets, as well as the related densely connected networks (DenseNets). Moreover, we intend to elucidate the interplay of ScaleNorm with other architecture components such as activation functions and adaptations such as initialisation as well as theoretically investigate its effect on training dynamics. In conclusion, we are hopeful that our recommendations will benefit the ongoing research into DP-optimised architectures and stimulate the application of private computer vision models in a broad variety of tasks.
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