AN OPTIMIZATION-BASED APPROACH TO PARAMETER LEARNING FOR FRACTIONAL TYPE NONLOCAL MODELS
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Abstract. Nonlocal operators of fractional type are a popular modeling choice for applications that do not adhere to classical diffusive behavior; however, one major challenge in nonlocal simulations is the selection of model parameters. In this work we propose an optimization-based approach to parameter identification for fractional models with an optional truncation radius. We formulate the inference problem as an optimal control problem where the objective is to minimize the discrepancy between observed data and an approximate solution of the model, and the control variables are the fractional order and the truncation length. For the numerical solution of the minimization problem we propose a gradient-based approach, where we enhance the numerical performance by an approximation of the bilinear form of the state equation and its derivative with respect to the fractional order. Several numerical tests in one and two dimensions illustrate the theoretical results and show the robustness and applicability of our method.

1. Introduction

Nonlocal models provide an improved predictive capability for several scientific and engineering applications thanks to their ability to describe effects that classical partial differential equations (PDEs) fail to capture. These effects include multiscale and anomalous behavior such as super- and sub-diffusion in, e.g., subsurface modeling [7, 35, 43, 44] or sharp interface dynamics in phase field models [10, 26, 25]. Furthermore, applications in material science, corrosion, turbulent
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flow, and geoscience exhibit hierarchical features that do not adhere to classical diffusive behavior. Fractional order models are one of the most common instances of the nonlocal models. Through fractional exponent derivatives, as opposed to integer ones in the case of PDEs, fractional order operators can accurately represent multiscale complex phenomena by incorporating long range interactions in the model itself in the form of an integral operator acting over the whole space.

Given a scalar quantity \( u : \mathbb{R}^n \rightarrow \mathbb{R} \), the simplest form of a fractional operator is the fractional Laplacian; in its integral form, its action on \( u \) is defined as

\[
(-\Delta)^s u(x) = C_{n,s} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy,
\]

where \( s \in (0,1) \) is the fractional order and \( C_{n,s} \) is a constant that depends on the dimension \( n \) and \( s \):

\[
C_{n,s} = \frac{2^{2s} s \Gamma(s + n/2)}{\pi^{n/2} \Gamma(1 - s)}.
\]

Here, and in what follows, the integral in (1.1) should be understood in the Cauchy principal value sense for \( s \in [1/2, 1) \). It follows from (1.1) that in fractional modeling the state of a system at a point depends on the value of the state at any other point in the space; in other words, fractional models are nonlocal. Specifically, fractional operators are special instances of more general nonlocal operators \([13, 17, 18, 24, 39]\) of the following form:

\[
-Lu(x) = 2 \int_{B_\delta(x)} (u(x) - u(y)) \gamma(x, y) \, dy.
\]

Here, interactions are limited to a Euclidean ball \( B_\delta(x) \) of radius \( \delta \), often referred to as horizon or interaction radius. The symmetric nonnegative kernel \( \gamma(x, y) \) is a modeling choice and determines regularity properties of the solution. First, for \( \delta = \infty \) and for the fractional type kernel \( \gamma(x, y) = (C_{n,s}/2)|x - y|^{-n-2s} \) the nonlocal operator in (1.3) is equivalent to the fractional Laplacian in (1.1); second, it has been shown \([18]\) that for that choice of \( \delta \) and \( \gamma \) solutions corresponding to the nonlocal operator (1.3) converge to the ones corresponding to the fractional operator (1.1) as \( \delta \to \infty \). In this paper we consider nonlocal operators with finite-range interactions and characterized by fractional type kernels and we refer to them as truncated fractional operators \([17]\) for a detailed classification of these operators and relationships between them.

The highly descriptive power of these operators comes at the price of several modeling and computational challenges, including the unresolved treatment of nonlocal interfaces \([3, 11]\); the prescription of nonlocal analogues of boundary conditions \([12, 23, 34]\); the increasing computational cost as the extent of the nonlocal interactions increases \([1, 2, 14, 21, 42, 45, 49]\), i.e. as \( \delta \to \infty \); and the uncertainty and sparsity of model parameters and data \([5, 16, 19, 20, 22, 30, 33, 40, 41, 50]\). In this work we focus on the latter challenge and design an optimization-based data-driven parameter identification strategy.

Parameter identification problems for nonlocal and fractional operators have been addressed in the literature both with an optimal control approach and a machine learning approach. The literature on uncertainty quantification in the context of parameter estimation is still limited, \([41]\) being perhaps the only relevant paper. In several works the identification problem is formulated as an optimal control problem where the objective functional is the mismatch between the solution and a given target and the constraints are the nonlocal equations. As an example, in

\footnote{For a discussion regarding nonpositive kernels we refer the reader to \([36]\) and for non-symmetric kernels to \([15, 28]\).}
the authors learn a variable diffusion coefficient characterizing the kernel $\gamma$ for a class of nonlocal operators that includes truncated fractional operators. An approach similar to the one presented in this work for the estimation of the fractional order of the spectral fractional Laplacian [37] has been presented in [46] and further analyzed in [4]. Based on these works, applications to image processing have also been considered [6]. On the other hand, several other works tackled the identification problem with a machine learning approach; as an example, in [39, 40] the authors employ physics-informed neural networks to describe the nonlocal solution and learn model parameters such as $s$ and $\delta$ through minimization of a loss function given by the solution mismatch and the residual of the state equation. A similar approach, referred to as operator regression and also based on minimization of the equation residual, is utilized in [50] where the authors learn nonlocal kernels, including fractional type kernels, in a least-squares regression setting. Due to the complexity of the functionals involved in their formulations, the machine learning approaches mentioned above do not provide any theoretical analysis, which is, instead, a central aspect of our work.

Our paper is aligned with the former set of approaches and formulates the learning strategy as an optimal control problem where the controls are the model parameters $s$ and $\delta$, the state equation is a Poisson problem for the truncated fractional Laplacian and the cost functional is a matching functional, i.e. a measure of the difference between the nonlocal solution and a given target. To the best of our knowledge, this is the first work that analyzes the optimal control problem with respect to the fractional order and the truncation length of the integral truncated fractional Laplacian. We also point out that our analysis holds for the case of infinite truncation length, for which the truncated nonlocal operator coincides with the fractional Laplacian itself; this was also missing in the literature. Additionally, we provide and analyze efficient approximations of the bilinear form induced by the variational formulation of the problem and of its derivatives, with the goal of improving the computational performance of the optimization algorithm. These approximations not only are beneficial in our optimal control setting, but have the potential to improve the performance of any algorithm that involves the evaluation of bilinear forms and corresponding derivatives when parameters, such as $s$ and $\delta$, vary throughout the algorithm. More specifically, our main contributions are:

1) the rigorous analysis of regularity properties of the bilinear form of the state equations and of the control-to-state map;
2) the formulation of a fractional-equation-constrained optimization problem and the derivation of optimality conditions;
3) the rigorous analysis, including error estimates, of efficient approximations of the bilinear form and its derivatives with respect to the fractional order (allowing for affine decompositions) and the truncation length;
4) the design of a gradient-based algorithm for the solution of the optimization problem, including the construction of an approximate gradient (based on 3) and its error analysis, that allows for fast computations and a complexity study for the resulting discretized formulation.

1.1. Outline of the paper. The paper is organized as follows. In Section 2 we introduce rigorous notation and recall relevant theoretical results. In Section 3 we analyze regularity properties of the bilinear form of the state equations with respect to the model parameters $\delta$ and $s$ and of the control-to-state map. In Section 4 we introduce the optimal control problem, analyze the existence of solutions and propose an adjoint-based approach for its solution. In Section 5 we introduce approximations of the bilinear form and its derivatives and analyze their accuracy. In Section 6 we discuss the discretization of state and adjoint problems. We analyze
the convergence subject to discretization and interpolation error of state, adjoint and gradient of the cost functional. In Section 7 we illustrate our theoretical results with several one- and two-dimensional computational tests. Finally, in Section 8 we report concluding remarks and provide insights on future research directions.

2. Preliminaries

Let $\Omega \subset \mathbb{R}^n$, $n \geq 1$ be a bounded domain with $C^\infty$-boundary $\partial \Omega$. We introduce a parameter $q = (s, \delta) \in Q$, where

$$Q := \{ q \in \mathbb{R}^2 : 0 < s < 1, \ 0 < \delta < \infty \},$$

and we consider the parametrized nonlocal operator

$$-\mathcal{L}(q)u(x) := 2 \int_{\mathbb{R}^n} (u(x) - u(y)) \gamma(x, y; q) \, dy, \quad x \in \mathbb{R}^n,$$

with a fractional type kernel function defined as

$$\gamma(x, y; q) := \mathcal{X}_{B_{\delta}(x)}(y) \left\| \frac{x - y}{|x - y|^{n + 2s}} \right\|^{\frac{\delta}{s}}.$$ (2.2)

Here, $\mathcal{X}_{B_{\delta}(x)}$ denotes the characteristic function over the Euclidean ball $B_{\delta}(x) := \{ y \in \mathbb{R}^n : |x - y| \leq \delta \}$, the parameter $\delta$ defines the extent of the nonlocal interactions, and $s$ represents the fractional order of the truncated fractional operator. We also introduce a vector $h := [h_s, h_\delta]^T \in \mathbb{R}^2$, and by a slight abuse of notation we denote by $|h|^2 := \|h\|^2 = |h_s|^2 + |h_\delta|^2$ the usual Euclidean norm.

**Remark 2.1.** For convenience of notation we omit the scaling constant $C_{n, s}$ in (2.2), and note that the approaches developed in this work can be directly extended to the case of $C_{n, s}$ defined in (1.2).

To capture nonlocal interactions outside of $\Omega$, we introduce the so-called interaction domain $\Omega_\delta := \{ y \in \mathbb{R}^n : \exists x \in \Omega : |x - y| < \delta \}$, and in terms of this notation the operator in (2.1) can also be expressed as

$$-\mathcal{L}(q)u(x) = 2 \int_{\Omega \cup \Omega_\delta} (u(x) - u(y)) \gamma(x, y; q) \, dy = 2 \int_{(\Omega \cup \Omega_\delta) \cap B_{\delta}(x)} \frac{u(x) - u(y)}{|x - y|^{n + 2s}} \, dy.$$ We consider the following nonlocal problem with homogeneous Dirichlet-type volume constraints:

$$-\mathcal{L}(q)u(x) = f(x), \quad x \in \Omega,$n, \quad u(x) = 0, \quad x \in \Omega_\delta.$$ (2.3)

For convenience of notation we suppose that $u$ is extended by zero outside of $\Omega \cup \Omega_\delta$, and, by a slight abuse of notation, we still denote it by $u$. When necessary, we chose the whole $\mathbb{R}^n$ as a common spatial domain. In what follows we often use the relation $a \lesssim b$, implying that $a \leq Cb$, where $C > 0$ is some constant that may be different in every case.

2.1. Functional spaces. We denote by $L^2(\tilde{\Omega})$ the Lebesgue space of square-integrable functions and by $H^1(\tilde{\Omega})$ and $H_0^1(\tilde{\Omega})$ the usual Sobolev spaces, where $\tilde{\Omega}$ is given either by $\Omega$, $\Omega \cup \Omega_\delta$ or $\mathbb{R}^n$. For $u, v \in L^2(\mathbb{R}^n)$ we define the bilinear form

$$a(u, v) := \int_{S_\delta} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n + 2s}} \, dy \, dx,$$ (2.4)

where $S_\delta$ is the strip

$$S_\delta = \{ (x, y) \in \mathbb{R}^{2n} : |x - y| \leq \delta \},$$ (2.5)

and for $s \in (0, 1)$, $0 < \delta \leq \infty$ we introduce the following nonlocal function spaces

$$V_\delta = \{ v \in L^2(\Omega \cup \Omega_\delta) : a(v, v) < \infty, \ v = 0 \ \text{a.e. on} \ \Omega_\delta \},$$
equipped with the inner product $(u, v)_{V_{\delta}} := a(u, v)$ and norm $\|u\|_{V_{\delta}}^2 = (u, u)_{V_{\delta}}$.

Next, we define the fractional Sobolev spaces of order $s \in (0, 1)$

$$
H^s(\Omega) := \{ v \in L^2(\Omega) : |v|_{H^s(\Omega)} < \infty \},
$$

where the Gagliardo seminorm is defined as

$$
|v|_{H^s(\Omega)}^2 := \int_\Omega \int_\Omega |v(x) - v(y)|^2 |x - y|^{n+2s} \, dy \, dx.
$$

For $s > 1$ not an integer, we define $H^s(\Omega)$, $s = m + \sigma$ with $m \in \mathbb{N}$ and $\sigma \in (0, 1)$, as

$$
H^s(\Omega) := \{ v \in H^m(\Omega) : D^\alpha v \in H^s(\Omega) \text{ for } |\alpha| = m \},
$$

together with the semi-norm $|v|_{H^s(\Omega)}^2 = |v|_{H^m(\Omega)}^2 + \sum_{|\alpha| = m} |D^\alpha v|_{H^s(\Omega)}^2$. The space $H^s(\Omega)$ is a Hilbert space, endowed with the norm $\|v\|_{H^s(\Omega)} = \|v\|_{L^2(\Omega)} + |v|_{H^s(\Omega)}$.

Additionally, we define the space incorporating the volume constraints given by

$$
H^s_0(\mathbb{R}^n) := \{ v \in H^s(\mathbb{R}^n) : v = 0 \text{ on } \mathbb{R}^n \setminus \Omega \},
$$

that is endowed with the semi-norm of $H^s(\mathbb{R}^n)$, and by $(\cdot, \cdot)_{H^s_0(\mathbb{R}^n)}$ we denote the corresponding inner product. For negative exponents, we define the corresponding spaces by duality $H^{-s}(\Omega) = (H^s_0(\mathbb{R}^n))^\prime$.

We point out that for $0 < \delta \leq \infty$ the nonlocal spaces $V_\delta$ are all equivalent, see [9, Proposition 2.2]. Furthermore, for $V_\delta$ is equivalent to $H^s_0(\mathbb{R}^n)$, which implies that we can equivalently work either with $V_\delta$ or $H^s_0(\mathbb{R}^n)$.

We also recall that for all $v \in H^s_0(\mathbb{R}^n)$ and $s \in (0, 1)$ the following nonlocal Poincaré inequality holds

$$
\|v\|_{L^2(\Omega)} \leq C_P \|v\|_{H^s_0(\mathbb{R}^n)}, \quad C_P > 0.
$$

(2.6)

2.2. Variational formulation. We consider the following weak formulation of problem (2.3). For $q \in Q$, $f \in H^r(\Omega)$, $r \geq -s$, $\varepsilon > 0$, find $u(q) \in H^s_0(\mathbb{R}^n)$, such that

$$
a(u, v; q) = (f, v)_{L^2(\Omega)}, \quad \forall v \in H^s_0(\mathbb{R}^n).
$$

(2.7)

The existence and uniqueness of the solution of (2.7) follows by the Lax-Milgram lemma. Moreover, the following improved regularity result holds true [8, 32].

**Theorem 2.1.** Let $\Omega$ be a domain with $C^\infty$ boundary $\partial \Omega$, and let $f \in H^r(\Omega)$, $r \geq -s$, and let $u \in H^s_0(\mathbb{R}^n)$ be the solution of (2.7) with the kernel (2.2) for $\delta > 0$. Then, for any $\varepsilon > 0$ the following holds

$$
\|u\|_{H^{s+\varepsilon}(\mathbb{R}^n)} \lesssim \|f\|_{H^r(\Omega)},
$$

(2.8)

where $\alpha = \min\{s + r, 1/2 - \varepsilon\}$.

**Assumption 2.2.** We let the forcing term $f$ be such that $f \in H^{1/2-\varepsilon}(\Omega)$.

Note that Assumption 2.2 implies that $u \in H^{s+1/2-\varepsilon}(\mathbb{R}^n)$, $\varepsilon > 0$: this is the highest regularity for the solution $u$.

To conclude this section, we introduce a solution operator $S : Q \to H^s_0(\mathbb{R}^n) \subset L^2(\Omega)$, such that $u(q) = S(q)$ is a unique solution of (2.7), i.e., $S(q)$ is such that

$$
a(S(q), v; q) = (f, v)_{L^2(\Omega)}, \quad \forall v \in H^s_0(\mathbb{R}^n).
$$

(2.9)
3. Regularity of the bilinear form and of the Control-to-State map

In this section we recall from [9] the parametric regularity results with respect to \( s \) and \( \delta \) for the bilinear form associated with the state equation and then analyze properties of the control-to-state map.

**Proposition 3.1** (\( \delta \)-regularity). For \( \delta \in (0, \infty) \), \( s \in (0, 1) \), and \( \gamma \) defined in (2.2), the following hold true for all \( u, v \in H_D^s(\mathbb{R}^n) \):

(i) the bilinear form \( a(\cdot, \cdot; \delta) \) is differentiable with respect to \( \delta \) with

\[
a'_\delta(u, v; \delta) = \int_{\mathbb{R}^n} \int_{\partial B_\delta(x)} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx,
\]

where \( \partial B_\delta(x) \) is the surface of the ball of radius \( \delta \) centered at \( x \), i.e. \( \partial B_\delta(x) = \{ y \in \mathbb{R}^n : |x - y| = \delta \} \), and the inner integral is understood as a surface integral;

(ii) the derivative \( a'_\delta(\cdot, \cdot; \delta) \) is bounded

\[
|a'_\delta(u, v; \delta)| \lesssim \|u\|_{L^2(\Omega)} \|v\|_{L^2(\Omega)};
\]

(iii) the derivative \( a'_\delta(\cdot, \cdot; \delta) \) is Hölder continuous, i.e., for \( \theta \in (0, 1) \) and \( \delta_1, \delta_2 \in (0, \infty) \) it holds

\[
|a'_\delta(u, v; \delta_1) - a'_\delta(u, v; \delta_2)| \lesssim |\delta_1 - \delta_2|^\theta \|u\|_{H_D^s(\mathbb{R}^n)} \|v\|_{L^2(\Omega)},
\]

where \( H_D^s(\mathbb{R}^n) \equiv L^2(\Omega) \) and \( H_D^{1}(\mathbb{R}^n) \equiv H_D^1(\Omega) \).

**Proof.** The first two statements follow directly from [9, Theorem 3.3]. For \( \theta = 1 \) and \( \theta = 0 \), assertion (iii) has been proven in [9, Theorem 3.3]. Then, applying the interpolation theorem we obtain the remaining estimate for \( \theta \in (0, 1) \) and conclude the proof. \( \square \)

**Proposition 3.2** (\( s \)-regularity). Let \( \delta \in (0, \infty) \) and \( s \in (0, 1) \). Then, for \( u \in H_D^{s+\alpha}(\mathbb{R}^n) \), \( 0 < \alpha < 1 - s \), \( v \in H_D^s(\mathbb{R}^n) \), and \( \gamma \) defined in (2.2), the following hold true:

(i) the bilinear form \( a(u, v; s) \) is infinitely many times differentiable, i.e., for \( k = 1, 2, \ldots \), it holds

\[
a_s^{(k)}(u, v; s) := (-2)^k \int_{S_\delta} \frac{(u(x) - u(y))(v(x) - v(y)) \log^k(|x - y|)}{|x - y|^{n+2s}} \, dy \, dx;
\]

(ii) for \( u \in H_D^{s+\alpha}(\mathbb{R}^n) \), \( v \in H_D^s(\mathbb{R}^n) \), \( s_1, s_2 \in (0, 1) \), \( s \in (0, (s_1 + s_2)/2) \subset (0, 1) \), the derivative \( a_s^{(k)}(u, v; s) \) is bounded

\[
|a_s^{(k)}(u, v; s)| \leq C(k, \hat{\varepsilon}) \|u\|_{H_D^{s+\alpha}(\mathbb{R}^n)} \|v\|_{H_D^s(\mathbb{R}^n)},
\]

where \( C(k, \hat{\varepsilon}) = 2^k \left( (k/(\hat{\varepsilon})^k + \delta^\gamma \log(\delta)) / \delta^\gamma \right) \), \( \hat{\varepsilon} = s_1 + s_2 - 2s > 0 \);

(iii) the derivative \( a_s^{(k)}(u, v; s) \) is locally Lipschitz continuous:

\[
|a_s^{(k)}(u, v; s) - a_s^{(k)}(u, v; s + \eta)| \lesssim \eta \|u\|_{H_D^{s+\alpha}(\mathbb{R}^n)} \|v\|_{H_D^s(\mathbb{R}^n)},
\]

where \( 0 < \alpha < 1 - s \), \( 0 < \eta < \alpha/2 \) and the hidden constant depends on \( \Omega \), and continuously on \( s \) and \( \alpha \).

**Proof.** Since, the first two statements follow directly from [9, Lemma 5.1], it remains to prove the validity of (3.6). Using the results of [9, Lemma 5.1] with \( s_2 = s + \alpha \) and \( s_1 = s \), we obtain

\[
|a_s^{(k)}(u, v; s) - a_s^{(k)}(u, v; s + \eta)| \leq \eta \max_{\xi \in [s, s+\eta]} |a_s^{(k+1)}(u, v; \xi)|
\]

\[
\lesssim \eta \|u\|_{H_D^{s+\alpha}(\mathbb{R}^n)} \|v\|_{H_D^s(\mathbb{R}^n)},
\]

where \( \delta \in (0, \infty) \) and \( s \in (0, 1) \).
which concludes the proof.

Combining the results of Proposition 3.1 and Proposition 3.2 we derive the following estimates for the mixed derivatives.

**Proposition 3.3** (Mixed derivatives). For $\delta \in (0, \infty)$, $s \in (0, 1)$, and $\gamma$ defined in (2.2), the following hold true for all $u \in H_\Omega^{\gamma+\alpha}(\mathbb{R}^n)$, $0 < \alpha < 1/2$, $v \in H_\Omega^s(\mathbb{R}^n)$:

(i) there exists a second mixed derivative of $a(\cdot, \cdot; \cdot)$ with respect to $\delta$ and $s$:

$$a''_{s,\delta}(u, v; s, \delta) := \frac{\partial^2}{\partial s \partial \delta} (a(u, v; s, \delta))$$

$$= -2 \int_{\mathbb{R}^n} \int_{\partial B_s(x)} \frac{(u(x) - u(y))(v(x) - v(y)) \log(\|x - y\|)}{|x - y|^{n+2s}} \, dy \, dx,$$  \hspace{1cm} (3.7)

where $\partial B_s(x)$ is defined as in Proposition 3.1.

(ii) the mixed derivative $a''_{s,\delta}(\cdot, \cdot; s, \delta)$ is bounded

$$|a''_{s,\delta}(u, v; s, \delta)| \lesssim \|u\|_{L^2(\Omega)} \|v\|_{L^2(\Omega)},$$

with the hidden constant depending continuously on $s$ and $\delta$.

Next, we analyze the properties of the map $S : Q \to L^2(\Omega)$. The following proposition shows that $S$ is Lipschitz continuous.

**Proposition 3.4** (Lipschitz continuity of $S(q)$). Let $\delta \in (0, \infty)$ and $s \in (0, 1)$. Then, for any $q \in Q$, $S(q) \in H_\Omega^{\gamma+1/2-\varepsilon}(\mathbb{R}^n)$. Moreover, for $0 < \alpha < \min\{1-s)/2 - \varepsilon, s\}$, $|h| < \alpha/2$, and $\gamma$ defined in (2.2), $S(q)$ is locally Lipschitz continuous:

$$\|S(q) - S(q + h)\|_{H_\Omega^{\gamma+\alpha}(\mathbb{R}^n)} \lesssim |h| \|S(q + h)\|_{H_\Omega^{\gamma+\alpha}(\mathbb{R}^n)}.$$  \hspace{1cm} (3.9)

Proof. We note that the first statement $S(q) \in H_\Omega^{\gamma+1/2-\varepsilon}(\mathbb{R}^n)$ follows directly from Theorem 2.1. Then, for $q, h \in Q$ using (2.9) we can express

$$a(S(q) - S(q + h), v, q) = a(S(q), v, q) - a(S(q + h), v, q) \pm a(S(q + h), v; q + h)$$

$$= a(S(q + h), v; q + h) - a(S(q + h), v; q).$$

Let $\tilde{q}(\tau) = q + \tau h$, $\tau \in (0, 1)$, and $g(\tau) := a(S(\tilde{q}(1)), v; \tilde{q}(\tau))$, then we obtain that $g'(\tau) = a'_q(S(q + h), v; q + \tau h)(h)$ and the following holds

$$a(S(q + h), v; q + h) - a(S(q + h), v; q) = g(1) - g(0) = \int_0^1 g'(\xi) \, d\xi$$

$$= \int_0^1 a'_q(S(q + h), v; q + \xi h)(h) \, d\xi.$$

Using (3.6) with $2\alpha - 1/2 + \varepsilon \leq h_s < \alpha/2$, where $0 < \alpha < \min\{(1-s)/2 - \varepsilon, s\}$, $\varepsilon > 0$, and (3.2) with (2.6) we obtain

$$|a'_q(S(q + h), v; q + \xi h)(h)|$$

$$\leq |h_s| |a'_q(S(q + h), v; q + \xi h)| + |h_s| |a'_q(S(q + h), v; q + \xi h)|$$

$$\lesssim |h_s| \|S(q + h)\|_{H_\Omega^{\gamma+\alpha}(\mathbb{R}^n)} \|u\|_{H_\Omega^{\gamma+\alpha}(\mathbb{R}^n)} + |h_s| \|S(q + h)\|_{L^2(\Omega)} \|v\|_{L^2(\Omega)}$$

$$\lesssim |h| \|S(q + h)\|_{H_\Omega^{\gamma+\alpha}(\mathbb{R}^n)} \|v\|_{H_\Omega^{\gamma+\alpha}(\mathbb{R}^n)}.$$
implies that $F \in (H^{s-\alpha}_\Omega(\mathbb{R}^n))^* = H^{-s+\alpha}(\Omega)$. Now, applying Theorem 2.1 to the problem
\[ a(S(q) - S(q + h), v; q) = F(v), \quad \forall v \in H^s_\Omega(\mathbb{R}^n), \tag{3.10} \]
we conclude that $S(q) - S(q + h) \in H^{s+\beta}(\mathbb{R}^n)$, where $\beta = \min\{\alpha, 1/2 - \varepsilon\}$. Since, $\alpha < (1 - s)/2 - \varepsilon$, it follows that $\beta = \alpha$ and from (2.8) we obtain
\[ \|S(q) - S(q + h)\|_{H^{s+\alpha}(\mathbb{R}^n)} \lesssim \|F\|_{H^{-s+\alpha}(\Omega)} \lesssim |h|\|S(q + h)\|_{H^{s+\alpha}(\mathbb{R}^n)} \]
that concludes the proof. \qed

We now investigate regularity properties. By differentiating the state equation (2.7) with respect to $q \in Q$ in the direction $h \in Q$, and taking into account that $a'_q(u, v; q)(hu) = a(hu, v; q)$ for any direction $hu \in H^s_\Omega(\mathbb{R}^n)$, we obtain the following sensitivity equation:
\[ a(hu, v; q) = -a'_q(u, v; q)(h) \quad \forall v \in H^s_\Omega(\mathbb{R}^n). \tag{3.11} \]
Next, we establish the differentiability of the solution map $S : Q \to L^2(\Omega)$.

**Theorem 3.5.** The map $S : Q \to L^2(\Omega)$ is Fréchet differentiable, i.e., for $q \in Q$ and $h \in Q$ we have
\[ \lim_{|h| \to 0} \frac{\|S(q + h) - S(q) - S'(q)(h)\|_{H^s_\Omega(\mathbb{R}^n)}}{|h|} = 0. \]

**Proof.** Let $z(q) := S(q + h) - S(q) - S'(q)(h)$, then using the similar arguments as in the proof of Proposition 3.4, and the sensitivity equation (3.11) with $hu := S'(q)(h)$, Lipschitz continuity and boundedness of $a'_q(\cdot, \cdot; q)$, we obtain:
\begin{align*}
a(z(q), v; q) &= a(S(q + h) - S(q) - S'(q)(h), v; q) + a(S(q + h), v; q + h) \\
&= a(S(q + h), v; q) - a(S(q + h), v; q + h) - a(S'(q)(h), v; q) \\
&- \int_0^1 a'_q(S(q + h), v; q + \xi h)(h) \, d\xi + a'_q(S(q), v; q)(h) \\
&= \int_0^1 [a'_q(S(q + h), v; q) - a'_q(S(q + h), v; q + \xi h)](h) \, d\xi \\
&+ a'_q(S(q) - S(q + h), v; q)(h).
\end{align*}

Let $u := S(q + h)$, then using (3.6) with $\alpha - 1/2 + \varepsilon \leq h_s < \alpha/2$, where $0 < \alpha < \min\{1 - s, 1/2 - \varepsilon\}$, $\varepsilon > 0$, and taking into account that $|h| \geq |h_s|$ we obtain
\[ \|a'_q(u, v; q) - a'_q(u, v; q + \xi h_s)(h_s)\| \]
\[ \leq |a'_q(u, v; s, \delta) - a'_q(u, v; s + \xi h_s, s + \xi h_s, \delta + h_s)| \mu_s(u, v; s + \xi h_s, \delta + h_s)|h_s| \\
\leq |a'_q(u, v; s, \delta) - a'_q(u, v; s + \xi h_s)|h_s| \\
+ |a'_q(u, v; s + \xi h_s, \delta + h_s) - a'_q(u, v; s + \xi h_s)|h_s| \\
\lesssim |h_s|^2 \|v\|_{H^{s+\alpha}(\mathbb{R}^n)} \|\xi h_s\|_{H^s_\Omega(\mathbb{R}^n)} + |h_s| \int_{\delta + \xi h_s}^{\delta} a''_{q, s}(u, v; s + \xi h_s, \eta) \, d\eta \\
\lesssim |h_s|^2 \|v\|_{H^{s+\alpha}(\mathbb{R}^n)} \|\xi h_s\|_{H^s_\Omega(\mathbb{R}^n)} + |h_s| \|v\|_{L^2(\Omega)} \|\xi h_s\|_{L^2(\Omega)} \\
\lesssim |h|^2 \|v\|_{H^{s+\alpha}(\mathbb{R}^n)} \|\xi h_s\|_{H^s_\Omega(\mathbb{R}^n)},
\]
where in the last inequality, under the restrictions on $h_s$ and $\alpha$, stated above, we ensure that $u \in H^{s+\alpha + 1/2 - \varepsilon}(\mathbb{R}^n) \subset H^{s+\alpha}(\mathbb{R}^n)$, and hence $\|u\|_{H^{s+\alpha}(\mathbb{R}^n)} < \infty$. In a
similar way as above using (3.3) with $\theta = s$, we obtain the estimate with respect
to $\delta$:
\begin{align*}
| (a'_s(u, \nu; q) - a'_s(u, \nu; q + \xi h) ) (h_\delta) |
& \leq | a'_s(u, \nu; s, \delta) - a'_s(u, \nu; s, \delta + \xi h_\delta) || h_\delta | \\
& + | a'_s(u, \nu; s, \delta + \xi h_\delta) - a'_s(u, \nu; s + \xi h_\delta, \delta + \xi h_\delta) || h_\delta |
\end{align*}
\begin{align*}
\lesssim & \xi h_\delta | h_\delta |^{s+1} \| u \|_{H^s_\delta(\mathbb{R}^n)} \| v \|_{H^s_\delta(\mathbb{R}^n)} + | h_\delta | \left| \int_{s+\xi h_\delta}^s a''_{s,\delta}(u, \nu; s, \delta + \xi h_\delta) \, d\eta \right| \\
\lesssim & | h |^{1+s} \| u \|_{H^{s+\alpha}(\mathbb{R}^n)} \| v \|_{H^{s+\alpha}(\mathbb{R}^n)}.
\end{align*}
Using the boundedness of $a'_s(\cdot, \cdot; q)$, (3.2), (3.5), and the Lipschitz continuity of
the map $S$ (3.9), with further imposing additional conditions on $\alpha$ such as in
Proposition 3.4, we obtain the following:
\begin{align*}
| a'_s(S(q) - S(q + h), \nu; q)(h) |
& \leq | a'_s(S(q) - S(q + h), \nu; q) || h_\delta | + | a'_s(S(q) - S(q + h), \nu; q) || h_\delta |
\lesssim & | h || S(q) - S(q + h) || H^{s+\alpha}(\mathbb{R}^n) \| v \|_{H^s_\delta(\mathbb{R}^n)} \lesssim | h |^{2} \| S(q + h) \|_{H^{s+\alpha}(\mathbb{R}^n)} \| v \|_{H^s_\delta(\mathbb{R}^n)}.
\end{align*}
Now, taking $v = S(q + h) - S(q) - S'(q)(h)$, and using the coercivity of $a(\cdot, \cdot; q)$,
and combining the above estimates we obtain
\begin{align*}
\| S(q + h) - S(q) - S'(q)(h) \|_{H^s_\delta(\mathbb{R}^n)}
\lesssim & | h | \left( | h || S(q + h) || H^{s+\alpha}(\mathbb{R}^n) + | h || S(q + h) || H^{s+\alpha}(\mathbb{R}^n) + | h || S(q + h) || H^{s+\alpha}(\mathbb{R}^n) \right).
\end{align*}
Dividing the left-hand side by $| h |$, and taking the limit $| h | \to 0$ leads to the desired result.

\section{Optimal control problem}

In this section we introduce the optimal control problem and analyze the existence
of solutions. We augment the matching functional mentioned in the introduction
with a regularization term that ensures that the parameters do not attain the
values outside of the admissible set. Then, we propose a gradient-based approach
that relies on the solution of an adjoint problem and that sets the groundwork for
the solution of higher-dimensional inverse problems.

\subsection{The minimization problem}

We define the cost functional as follows:
\begin{equation}
J(u, q) := \frac{1}{2} || u - u_d ||_{L^2(\Omega)}^2 + \mathcal{R}(q),
\end{equation}
where $u_d \in H^{1/2-\varepsilon}(\Omega)$ is a given function and where $\mathcal{R} : Q \to \mathbb{R}_+$
is a regularization term. In particular, $\mathcal{R}(q) \in C^2(\mathcal{Q})$ is such that $\mathcal{R}(q) := \phi_1(s) + \phi_2(\delta)$ with $\phi_i$, $i = 1, 2$, being given nonnegative convex functions that satisfy
\begin{equation}
\lim_{s \to 0^+} \phi_1(s) = +\infty = \lim_{\delta \to 0} \phi_1(s), \quad \lim_{\delta \to -\infty} \phi_2(\delta) = +\infty = \lim_{\delta \to -\infty} \phi_2(\delta).
\end{equation}
As such, $\mathcal{R}$ prevents the fractional order $s$ to be either 0 or 1. Note that such choice of
regularization has been also employed in [4, 46]. We formulate the optimal control
problem as
\begin{equation}
\min_{q \in \mathcal{Q}} J(u, q) \quad \text{subject to (2.7)}.
\end{equation}
By using the control-to-state map we define a reduced cost functional $j(q) =
J(S(q), q)$ and restate (4.3) as an unconstrained minimization problem:
\begin{equation}
\min_{q \in \mathcal{Q}} j(q) := \frac{1}{2} || S(q) - u_d ||_{L^2(\Omega)}^2 + \mathcal{R}(q).
\end{equation}
Proposition 3.4 and properties of the cost functional imply the existence of solutions to the optimization problem, as shown in the following proposition.

**Proposition 4.1** (Existence). There exists a solution to the minimization problem (4.4).

*Proof.* Since, \( j(q) \geq 0 \), it follows that there exists a minimizing sequence \( \{q_n\}_{n \in \mathbb{N}} \subset Q \), such that \( j(q_n) = \inf_{q \in Q} j(q), \ n \to \infty \). Using the definition of \( R \) and \( j \), we obtain

\[
R(q_n) \leq \frac{1}{2} \| S(q_n) - u_d \|_{L^2(\Omega)}^2 + R(q_n) \leq C, \quad C > 0,
\]

and hence \( \{q_n\} \) is bounded and we can extract a weakly-convergent sub-sequence \( \{q_{n_k}\}_{k \in \mathbb{N}} \), such that \( q_{n_k} \to \hat{q} \in \overline{Q}, \ k \to \infty \). Next, we argue that \( \hat{q} \in Q \). Indeed, by continuity we have that \( R(\hat{q}) \leq C \), then if \( \hat{q} \notin Q := Q \setminus Q \), it follows, by the definition of \( R \), that \( R(\hat{q}) = +\infty \), that contradicts the previous statement, and, hence \( \hat{q} \in Q \).

By the continuity of \( R \) and \( S \), and Proposition 3.4, it follows that \( S(q_{n_k}) \to S(\hat{q}) \) in \( L^2(\Omega) \) as \( k \to \infty \), and we obtain that

\[
j(\hat{q}) = \lim_{k \to \infty} j(q_{n_k}) = \inf_{q \in Q} j(q),
\]

thus, \( q \) is the minimizer of (4.4). \( \Box \)

4.2. **Optimality conditions.** Having established the existence of \( S'(q(h)) \) for all \( h \in Q \) in Theorem 3.5, by the chain rule we immediately deduce that \( j(q) \) is Gateaux differentiable, and the directional derivative \( j'(q)(h) \) can be expressed as follows:

\[
j'(q)(h) = (S(q) - u_d, hu)_{L^2(\Omega)} + R'(q),
\]

with \( hu := S'(q)(h) \).

**Proposition 4.2** (First order necessary optimality condition). If \( q \in Q \) is a local optimal solution of the optimization problem (4.4), then there holds the first order necessary optimality condition:

\[
j'(q)(h) = 0, \quad \forall h \in Q.
\]

4.3. **Adjoint approach.** In this section we provide a computable representation of the derivative of \( j(q) \), which is necessary for evaluating the optimality conditions stated in the previous section, and for employing a gradient-based optimization algorithm.

For a small dimensional control space, the most obvious choice to evaluate the derivative \( j'(q) \) is the sensitivity approach, where the sensitivity needed to evaluate \( j'(q) \) in (4.6), is obtained as a solution of the sensitivity equation (3.11). While in the present case, having only a two-dimensional control, would lead us to use the aforementioned procedure, to keep our approach general and set the groundwork for higher-dimensional problems, we resort to the so-called adjoint method.

We define the Lagrangian \( \mathcal{L} : Q \times H^1_\Omega(\mathbb{R}^n) \times H^{1\ast}_\Omega(\mathbb{R}^n) \to \mathbb{R} \) of the optimization problem (4.4):

\[
\mathcal{L}(q, u, z) := J(u, q) + (f, v)_{L^2(\Omega)} - a(u, z; q).
\]

Then, the following identity holds true for \( u = S(q) \) and all \( \phi \in H^1_\Omega(\mathbb{R}^n) \):

\[
j(q) = J(u, q) = \mathcal{L}(q, u, \phi),
\]

and for all \( h \in Q \) we obtain

\[
j'(q)(h) = \mathcal{L}'_u(q, u, z)(h) + \mathcal{L}'_z(q, u, z)(hu),
\]

with \( hu := S'(q)(h) \). Then the adjoint state \( z \in H^1_\Omega(\mathbb{R}^n) \) is defined as a solution of the adjoint equation

\[
\mathcal{L}'_u(q, u, z)(\phi) = 0, \quad \forall \phi \in H^1_\Omega(\mathbb{R}^n).
\]
Taking into account that $L'_u(q, u, z)(hu) = J'_u(u, q)(hu) - a(hu, z; q)$, the adjoint equation (4.9) can be written in the following explicit form:

$$a(\phi, z; q) = (u - u_d, \phi)_{L^2(\Omega)}, \quad \forall \phi \in H^1_0(\mathbb{R}^n).$$  \tag{4.10}

Combining (4.10) and (4.8), we obtain the following expression for $j'(q)$:

$$j'(q) = L'_u(q, u, z) = R(q) - a'_q(u, z; q).$$  \tag{4.11}

Invoking Theorem 2.1 for the state solution $u$, we obtain that $u - u_d \in H^{1/2-\varepsilon}(\mathbb{R}^n)$. Then, following a boot-strapping procedure, similar to [8, Theorem 3.4], it can be shown the solution of the adjoint equation (4.10) admits an improved regularity $z \in H^{n+1/2-\varepsilon}(\mathbb{R}^n)$, and the following holds

$$\|z\|_{H^{n+1/2-\varepsilon}(\mathbb{R}^n)} \lesssim \|u - u_d\|_{H^{1/2-\varepsilon}(\Omega)} \lesssim \|f\|_{H^{1/2-\varepsilon}(\Omega)} + \|u_d\|_{H^{1/2-\varepsilon}(\Omega)}, \quad \varepsilon > 0.$$  \tag{4.12}

5. Approximation of the bilinear form and its derivatives

Based on the work introduced in [9], in this section we consider an approximation for the bilinear form based on Chebyshev interpolation. This allows for an affine decomposition of the bilinear form and its derivative with respect to the fractional order, which allows us to reduce the computational time needed for the assembly of these forms. At the end of the section we also introduce an approximation of the derivative with respect to the truncation length based on operator splitting.

5.1. Interpolation of the bilinear form. We let $S = [s_{\min}, s_{\max}]$ and consider a subdivision of the interval $S$ into sub-intervals $S_k := [s_{\min,k}, s_{\max,k}]$ with $1 \leq k \leq K$, $K \in \mathbb{N}$, and

$$s_{\min,1} = s_{\min}, \quad s_{\max,K} = s_{\max},$$

$$s_{\min,k} = s_{\max,k-1}, \quad 2 \leq k \leq K. \tag{5.1}$$

Then, we approximate the parametrized bilinear form $a(\cdot, \cdot; \cdot)$ with respect to $s$ as follows:

$$a(u, v; s, \delta) \approx \tilde{a}(u, v; s, \delta) := \sum_{m=0}^{M_k} \Theta_{s,m}(s)a(u, v; s_m, \delta),$$

where $\Theta_{s,m}(s)$ are Lagrange polynomials with respect to the Chebyshev nodes on the interval $S_k$.

Under a certain condition on the size of the interval, which is induced by the limited spatial regularity of the solution, it has been shown in [9] that the following error estimate for the interpolation of the bilinear form holds true.

Lemma 5.1 ([9]). Let $u \in H^{s_{\max,k}}(\mathbb{R}^n)$, $v \in H^{s_{\min,k}}(\mathbb{R}^n)$ and $s \in S_k = [s_{\min,k}, s_{\max,k}] \subset (0, 1)$, such that $(s_{1,k} + s_{2,k})/2 - 1/2 < s_{\max,k} < (s_{1,k} + s_{2,k})/2$, $s_{1,k}, s_{2,k} \in (0, 1)$. Then, for $\delta \in (0, \infty)$, we obtain

$$|a(u, v; s, \delta) - \tilde{a}(u, v; s, \delta)| \leq \sigma_k^{M_k+1}C_k(\delta)\|u\|_{H^{s_{\max,k}}(\mathbb{R}^n)}\|v\|_{H^{s_{\min,k}}(\mathbb{R}^n)},$$

where $\sigma_k = (s_{\max,k} - s_{\min,k})/(2\varepsilon(s_{\max,k}))$, $C_k(\delta) = 4(e^{-1} + \delta^{s_{\min,k}+1})$ if $\delta > 1$ and $C_k(\delta) = 4e^{-1}$ if $\delta \leq 1$, where $\varepsilon(s) = s_{1,k} + s_{2,k} - 2s$.

Next, we investigate how to choose the intervals $S_k$ and the interpolation orders $M_k$ in order to satisfy a tolerance $\eta > 0$. 
Lemma 5.2. Let $s \in [s_{\min}, s_{\max}] \subset (0, 1)$, $\delta \in (0, \infty)$, and let $\eta > 0$. Assume that $u \in H_\Omega^{s+1/2-\varepsilon}(\mathbb{R}^n)$, $\varepsilon > 0$. Then, we define

$$s_{\min,1} = s_{\min}, \quad s_{\max,k} = s_{\max},$$

$$s_{\max,k} = s_{\min,k} + (1/2 - \xi) \min\{1 - s_{\min,k}, 1/2 - \varepsilon\}, \quad 1 \leq k \leq K - 1,$$

for some $\xi \in (1/10, 1/2)$. Furthermore, for $s \in S_k$, we set

$$M_k = \left\lceil \frac{\log(\eta/C_k(\delta))}{\log \frac{1}{\xi}(\xi^{-1} - 2)} \right\rceil - 1.$$

Then, for a given $\xi \in (1/10, 1/2)$, $\bar{s}_{\xi}(s) := \min\{1, s_{\min,k} + \frac{1}{2}\} - \varepsilon$, $s \in S_k$ and $v \in H_\Omega^{s}(\mathbb{R}^n)$, we obtain

$$|a(u(s), v; s, \delta) - \bar{a}(u(s), v; s, \delta)| \leq \eta \|u(s)\|_{H_\Omega^{s}(\mathbb{R}^n)} \|v\|_{H_\Omega^{s}(\mathbb{R}^n)},$$

where the total number of interpolation nodes satisfies

$$\sum_{k=1}^{K} (M_k + 1) \leq C \log \eta,$$

and the constant $C$ depends on $\xi$, $\delta$ and $s_{\max}$.

Proof. We will choose $s_{1,k}$, $s_{2,k}$, $s_{\min,k}$ and $s_{\max,k}$ so that we can apply Lemma 5.1 on each interval $S_k$. Given $s_{\min,k}$ for some $k$, we set

$$s_{1,k} = s_{\min,k}, \quad s_{2,k} = \min\{1, s_{\min,k} + \frac{1}{2}\} - \varepsilon = s_{\min,k} + g_k,$$

with $g_k := \min\{1 - s_{\min,k}, 1/2\} - \varepsilon$. We then choose

$$s_{\max,k} := \frac{s_{1,k} + s_{2,k}}{2} - \xi g_k = s_{\min,k} + \left(\frac{1}{2} - \xi\right) g_k.$$

In order to satisfy $s_{\min,k} < s_{\max,k}$, we need that $\xi < 1/2$. The contraction factor $\sigma_k$ is then given by $\sigma_k = s_{\min,k} - s_{\max,k} = (\xi^{-1} - 2)/8$. The condition $\sigma_k < 1$ implies that $\xi > 1/10$. Since $g_k \geq \min\{1 - s_{\max}, 1/2\} - \varepsilon > 0$, the total number of intervals $K$ is finite. Moreover, $g_k \leq 1$, so $\xi \in (1/10, 1/2)$ implies that $(s_{1,k} + s_{2,k})/2 - 1/2 < s_{\max,k} < (s_{1,k} + s_{2,k})/2$ is satisfied.

Now, $\eta \leq C_k(\delta)\sigma_k^{M_k+1}$ $\forall s \in S_k$ is satisfied by choosing the interpolation order

$$M_k = \left\lceil \frac{\log(\eta/C_k(\delta))}{\log \frac{1}{\xi}(\xi^{-1} - 2)} \right\rceil - 1.$$

The approximation results then follows from Lemma 5.1 and the continuous embeddings of $H_\Omega^{s}(\mathbb{R}^n) \hookrightarrow H_\Omega^{s_{\max,k}}(\mathbb{R}^n)$ and $H_\Omega^{s+1/2-\varepsilon}(\mathbb{R}^n) \hookrightarrow H_\Omega^{s_{\max,k}}(\mathbb{R}^n)$ for $s \in S_k$.

We have that $\varepsilon(s_{\min,k}) = g_k \leq 1$, and hence $C_k(\delta)$ can be bounded independently of $k$. Hence, we can bound

$$M_k \lesssim \frac{\log \eta}{\log \frac{1}{\xi}(\xi^{-1} - 2)}$$

independently of $k$, where the constant depends on $s_{\max}$ and $\delta$. Since the choice of the intervals is independent of $\eta$ and the number of intervals $K$ is finite, the total number of interpolation nodes scales like $\log \eta$. $\square$
Remark 5.1. While Lemma 5.1 holds for $\delta \in (0, \infty)$, the result can be extended to the case of $\delta = \infty$. We can split
\[
a(u, v; s, \infty) = a_\Omega(u, v; s) + a_{R^n \setminus \Omega}(u, v; s),
\]
with
\[
a_\Omega(u, v; s) = \frac{1}{2} \int \int_{\Omega \times \Omega} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx,
\]
\[
a_{R^n \setminus \Omega}(u, v; s) = \int_{\Omega} u(x)v(x) \int_{R^n \setminus \Omega} \frac{1}{|x - y|^{n+2s}} \, dy \, dx
\]
\[= \int_{\Omega} u(x)v(x) \int_{\partial \Omega} \frac{1}{2s} \frac{(x - y)}{|x - y|^{n+2s}} \, dy \, dx.
\]
We can then apply the approximation to both $a_\Omega$ and $a_{R^n \setminus \Omega}$ using $\delta = \text{diam} \Omega$.

Hence, Lemma 5.1 and subsequent interpolation results also hold for $\delta = \infty$.

5.2. Interpolation of the $s$-derivative. We discuss the affine approximation of the derivative of the bilinear form with respect to $s$. That is, we consider for a given $u, v \in H^s_\Omega(R^n)$ and $\delta \in (0, \infty)$
\[
a'_s(u, v; s, \delta) \approx \tilde{a}'_s(u, v; s, \delta) = \sum_{m=0}^{M} \Theta'_{S_k, m}(s) a(u, v; s, \delta), \quad s \in S_k.
\]
First, we provide an auxiliary result that establishes the error for the Chebyshev interpolation of the derivative of a function.

Lemma 5.3. Let $g \in C^\infty([-1, 1], \mathbb{R})$ and consider an expansion of $g$ with respect to the Chebyshev polynomials $T_m$ as
\[
g(z) = \sum_{m=0}^{\infty} \gamma_m T_m(z),
\]
where the prime means that the first term is multiplied by $1/2$, and
\[
\gamma_m = \frac{2}{\pi} \int_{-1}^{1} g(z) T_m(z) \sqrt{1 - z^2} \, dz.
\]
Let
\[
(I_M g)(z) := \sum_{m=0}^{M} \beta_m T_m(z),
\]
be its Chebyshev interpolant of rank $M$, where the double prime denotes a sum whose first and last terms are multiplied by $1/2$, and
\[
\beta_m = \gamma_m + \sum_{j=1}^{\infty} (\gamma_{m+2jM} + \gamma_{-m+2jM}), \quad 0 \leq m \leq M.
\]
Then, for $M > 2$ the following error estimate holds true
\[
|g'(z) - (I_M g)'(z)| \leq \max_{\xi \in [-1, 1]} |g^{(M+1)}(\xi)| \frac{4}{(M-2)(M-2)!}.
\]
Proof. We note that the following relation holds true, see, e.g., [48],
\[
g(z) - (I_M g)(z) = \sum_{m=M+1}^{\infty} \gamma_m (T_m(z) - T_{\xi}(z)),
\]
where $q = q(m, M) = |(m + M - 1)(\text{mod} 2M) - (M - 1)|$, and $0 \leq q \leq M$. Then, using the above formula and the fact that $|T_m'(z)| \leq M^2$, we obtain that
\[|g'(z) - (IMg)'(z)| = \left| \sum_{m=M+1}^{\infty} \gamma_m (T_m'(z) - T_q'(z)) \right| \leq \sum_{m=M+1}^{\infty} |\gamma_m| \left( |T_m'(z)| + |T_q'(z)| \right) \leq 2 \sum_{m=M+1}^{\infty} |\gamma_m| m^2.
\]

We can estimate
\[|\gamma_m| \leq \frac{2V_k}{\pi m(m-1) \ldots (m-k)}, \quad m \geq k + 1, \quad V_k := \|g^{(k)}\|_T = \int_{-1}^{1} \frac{g^{(k+1)}(z)}{\sqrt{1-z^2}} \, dz,
\]
where $k \geq 1$ denotes the $k$-th derivative of $g$. Using the above expressions and the fact that $m/(m - 1) < (M + 1)/M < 2$ for $M < m$ and
\[\sum_{j=M+1}^{\infty} \frac{1}{j(j-1) \ldots (j-k)} = \frac{1}{kM(M-1) \ldots (M-k+1)} = \frac{(M-k)!}{M!k},
\]
we can estimate
\[|g'(z) - (IMg)'(z)| \leq 2 \sum_{m=M+1}^{\infty} |\gamma_m| m^2 \leq \frac{2V_k}{\pi} \sum_{m=M+1}^{\infty} \frac{m^2}{m(m-1) \ldots (m-k)} \leq \frac{4V_k}{\pi} \sum_{m=M+1}^{\infty} \frac{1}{(m-2)(m-3) \ldots (m-k)} \leq \frac{4V_k}{\pi(k-2)(M-2)!} \leq 4 \max_{\xi \in [-1, 1]} |g^{(M+1)}(\xi)| \frac{1}{(M-2)(M-2)!},
\]
where in the last inequality we set $k = M$ and used the fact that
\[|V_k| \leq \int_{-1}^{1} \frac{|g^{(k+1)}(t)|}{\sqrt{1-t^2}} \, dt \leq \pi \max_{\xi \in [-1, 1]} |g^{(k+1)}(\xi)|,
\]
which concludes the proof. \hfill \square

Using the previous result we derive the error for the interpolation of the derivative of the bilinear form.

**Lemma 5.4.** Let $u \in H^{s_1,k}_0(\mathbb{R}^n)$, $v \in H^{s_2,k}_0(\mathbb{R}^n)$, and $s \in S_k$, where $s_1,k, s_2,k$ are such that the conditions of Lemma 5.1 hold true. Then, for $\delta \in (0, \infty)$, $M > 2$, we obtain
\[|a'_\delta(u, v; s, \delta) - \tilde{a}'_\delta(u, v; s, \delta)| \leq \tilde{\eta}_k \|u\|_{H^{s_1,k}_0(\mathbb{R}^n)} \|v\|_{H^{s_2,k}_0(\mathbb{R}^n)}^2,\]
where $\tilde{\eta}_k = \hat{\sigma}_k^M M^2$ with $\hat{\sigma}_k = (s_{\text{max},k} - s_{\text{min},k})/\varepsilon(s_{\text{max},k})$, and $\varepsilon(s)$ is defined as in Lemma 5.1.
Proof. We present a proof for \( \delta > \text{diam} |\Omega| \), the case \( \delta \leq \text{diam} |\Omega| \) follows from the same arguments. Using the transformation \( s = (s_{\text{min}, k} + s_{\text{max}, k})/2 + z(s_{\text{max}, k} - s_{\text{min}, k})/2, z \in [-1, 1] \), and applying Lemma 5.3, we obtain
\[
|a'_s(u, v; s, \delta) - \tilde{a}'_s(u, v; s, \delta)| \leq \frac{4(s_{\text{max}, k} - s_{\text{min}, k})^M}{2^M(M-2)(M-2)!} \max_{\xi \in [s_{\text{min}, k}, s_{\text{max}, k}]} |a^{(M+1)}_s(u, v; \xi, \delta)|.
\]
Using the same steps as in the proof of [9, Lemma 6.2], we obtain that
\[
\max_{\xi \in [s_{\text{min}, k}, s_{\text{max}, k}]} |a^{(M+1)}_s(u, v; \xi, \delta)| \leq \frac{2^{M+1}(M+1)!}{\delta(s_{\text{max}, k})^{M+1}} \|u\|_{H^{s+2, k}(\mathbb{R}^n)} \|v\|_{H^{s+1, k}(\mathbb{R}^n)}.
\]
Then, combining the previous two estimates we obtain
\[
|a'_s(u, v; s, \delta) - \tilde{a}'_s(u, v; s, \delta)| \leq \left(\frac{s_{\text{max}, k} - s_{\text{min}, k}}{\delta(s_{\text{max}, k})}\right)^M \frac{(M+1)!}{(M-2)(M-2)!} \|u\|_{H^{s+2, k}(\mathbb{R}^n)} \|v\|_{H^{s+1, k}(\mathbb{R}^n)} \leq \hat{\sigma}_k M^2 \|u\|_{H^{s+2, k}(\mathbb{R}^n)} \|v\|_{H^{s+1, k}(\mathbb{R}^n)},
\]
which concludes the proof.

5.3. **Operator splitting for \( \delta < \infty \) and \( \delta \)-derivative.** While the bilinear form \( a(\cdot, \cdot; s, \delta) \) exhibits a smooth behavior with respect to \( s \), as shown in Proposition 3.2, it is less regular with respect to \( \delta \), inherited by the limited spatial regularity of the solution; in fact, only a single derivative with respect to \( \delta \) is available (Proposition 3.1). Therefore, \( \delta \)-interpolation of the operator is bound to lead to unsatisfactory results. Instead, we split the operator into
\[
a(u, v; s, \delta) = a(u, v; s, \infty) + c(u, v; s, \delta),
\]
with correction term
\[
c(u, v; s, \delta) = a(u, v; s, \delta) - a(u, v; s, \infty)
\]
\[
= -\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} X_{|x-y|>\delta} \, dy \, dx
\]
\[
= -2 \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{1}{|y|^{n+2s}} \frac{u(x)v(y)}{|x - y|} X_{|x-y|>\delta} \, dy \, dx + 2 \int_{\partial \Omega} \int_{\partial \Omega} \frac{u(x)v(y)}{|x - y|^{n+2s}} X_{|x-y|>\delta} \, dy \, dx
\]
\[
= -\frac{2^{n/2}}{\Gamma(n/2)} \delta^{-2s} \frac{s}{\hat{\sigma}_k} \left(u(y), v(y)\right)_{L^2(\partial \Omega)} + 2 \int_{\partial \Omega} \int_{\partial \Omega} \frac{u(x)v(y)}{|x - y|^{n+2s}} X_{|x-y|>\delta} \, dy \, dx.
\]
(5.3)

We note that for \( \delta \geq \text{diam} \Omega \) the last term of (5.3) is zero. As before, we can interpolate the bilinear form in \( s \) as follows
\[
a(u, v; s, \delta) \approx \tilde{a}(u, v; s, \infty) + c(u, v; s, \delta)
\]
\[
= \sum_{m=0}^{M_k} \Theta_{S_k, m}(s) a(u, v; s_m, \infty) + c(u, v; s, \delta), \quad s \in S_k.
\]
Changing the value of \( \delta \) only requires reassembly of the correction term \( c(\cdot, \cdot; s, \delta) \), which is significantly less expensive than assembly of \( a(\cdot, \cdot; s_m, \delta) \), since integration over the singularity \( x = y \) is avoided.
Moreover, we find that the $\delta$-derivative is given by
\[
a_\delta'(u, v; s, \delta) = \int_\Omega \frac{4\pi \sqrt{n/2}}{\Gamma(n/2)} \gamma^{n-2s} (u, v)_{L^2(\Omega)} - 2\delta^{-n-2s} \int_\Omega u(x) \int_{\partial B_\delta(x)} v(y) \, dy \, dx
\]
\[
= \frac{4\pi \sqrt{n/2}}{\Gamma(n/2)} \gamma^{n-2s} (u, v - \overline{v})_{L^2(\Omega)},
\]
where
\[
\tau(x) = \frac{1}{|\partial B_\delta(x)|} \int_{\partial B_\delta(x)} v(y) \, dy.
\]
Note that, as described in the following section, we rely on finite element discretizations and that for finite element functions $\overline{v}$ can be evaluated exactly. We also observe that $\overline{v} = 0$ for $\delta \geq \text{diam} \, \Omega$.

6. Discretization and error estimates

In this section we first recall results of finite element approximations for the state and adjoint variables and then provide discretization error estimates for the state and adjoint solutions obtained via interpolated forms. We also provide, for the interpolated problem, error estimates for the gradient of the cost functional.

In what follows, we let $\Omega \subset \mathbb{R}^n$, $n = 1, 2$ be convex, and let $\mathcal{T}_h$ be a family of shape-regular and locally quasi-uniform triangulations of $\Omega$ [27], and let $\mathcal{N}_h$ be the set of vertices of $\mathcal{T}_h$, $h_K$ be the diameter of the element $K \in \mathcal{T}_h$. Let \( \phi_i \) be the usual piecewise linear Lagrange basis function associated with a node $\bar{x}_i \in \mathcal{N}_h$, satisfying $\phi_i(\bar{x}_j) = \delta_{ij}$ for $\bar{x}_j \in \mathcal{N}_h$, and let $\mathcal{X}_h := \{ \phi_i | \bar{x}_i \in \mathcal{N}_h \}$. The finite element subspace $V_h \subset H^2(\mathbb{R}^n)$ is given by
\[
V_h = \{ v_h \in X_h | \ v_h = 0 \text{ on } \partial \Omega \} = \text{span} \{ \phi_i | \bar{x}_i \notin \partial \Omega \}.
\]

6.1. Error estimates for the state and adjoint equations. It is well known that the following inverse inequality holds for $0 \leq \beta \leq \alpha$, see, e.g., [27, Corollary 1.141],
\[
\| v_h \|_{H^\beta(\mathbb{R}^n)} \leq C_I h^{\beta - \alpha} \| v_h \|_{H^\alpha(\mathbb{R}^n)} \quad \forall v_h \in V_h. \tag{6.1}
\]
Let $I_h$ be the Scott-Zhang interpolation operator [27, Section 1.6.2] satisfying for $\beta \in [0, 2 - s]$ the approximation property
\[
\| v - I_h v \|_{H^\beta(\mathbb{R}^n)} \lesssim h^\beta \| v \|_{H^{\beta + s}(\mathbb{R}^n)} \quad \forall v \in H^{\beta + s}(\mathbb{R}^n) \tag{6.2}
\]
and for $\beta \in [0, 1]$ the stability property
\[
\| I_h v \|_{H^\beta(\mathbb{R}^n)} \lesssim \| v \|_{H^\beta(\mathbb{R}^n)} \quad \forall v \in H^\beta(\mathbb{R}^n). \tag{6.3}
\]
Then, for $f \in H^{1/2 - \varepsilon}(\Omega)$, the discrete version of (2.7) reads as follows: find $u_h \in V_h$ such that
\[
a(u_h, v_h; q) = (f, v_h)_{L^2(\Omega)}, \quad \forall v_h \in V_h. \tag{6.4}
\]
From [8, Proposition 3.5], we obtain the following a-priori error estimate
\[
\| u - u_h \|_{H^\beta(\mathbb{R}^n)} \lesssim h^{1/2 - \varepsilon} \| f \|_{H^{1/2 - \varepsilon}(\mathbb{R}^n)}, \tag{6.5}
\]
\[
\| u - u_h \|_{L^2(\Omega)} \lesssim h^{1/2 - \varepsilon + \beta} \| f \|_{H^{1/2 - \varepsilon}(\mathbb{R}^n)}, \tag{6.6}
\]
where $\beta = \min \{ s, 1/2 - \varepsilon \}$ and the constant $C$ is independent of $h$. Similarly, we consider a discrete version of the adjoint equation (4.10): find $z_h \in V_h$ such that
\[
a(\phi_h, z_h; q) = (u_h - u_d, \phi_h)_{L^2(\Omega)}, \quad \forall \phi_h \in V_h. \tag{6.7}
\]
The following proposition establishes the a priori error estimates for the adjoint equation.

**Proposition 6.1.** For \( q \in Q \), let \( z(q) \in H^{s+1/2-\varepsilon}_Q(\mathbb{R}^n) \) and \( z_h(q) \in V_h \) be the solutions of (4.10) and (6.7), respectively. Then, the following holds

\[
\| z - z_h \|_{H^s_Q(\mathbb{R}^n)} \lesssim h^{1/2-\varepsilon} \left( \| f \|_{H^{1/2-\varepsilon}(\Omega)} + \| u_d \|_{H^{1/2-\varepsilon}(\Omega)} \right).
\]

**Proof.** Let \( u_d \in H^{1/2-\varepsilon}_Q(\mathbb{R}^n) \) and let \( u \in H^s_Q(\mathbb{R}^n) \) be the solution of (2.7); we denote by \( \tilde{z}_h \in H^s_Q(\mathbb{R}^n) \) the solution of

\[
a(\phi, \tilde{z}_h; q) = (u - u_d, \phi)_{L^2(\Omega)}, \quad \forall \phi \in V_h.
\]

By the standard Lax-Milgram argument the above problem is well-posed. Furthermore, since \( u - u_d \in H^{1/2-\varepsilon}_Q(\mathbb{R}^n) \), by invoking the regularity result (4.12), it follows from [8, Proposition 3.5] that

\[
\| z - \tilde{z}_h \|_{H^s_Q(\mathbb{R}^n)} \lesssim h^{1/2-\varepsilon} \| u - u_d \|_{H^{1/2-\varepsilon}(\Omega)}.
\]

By applying the above estimate and (6.6) we obtain

\[
\| z - z_h \|_{H^s_Q(\mathbb{R}^n)} \leq \| z - \tilde{z}_h \|_{H^s_Q(\mathbb{R}^n)} + \| \tilde{z}_h - z_h \|_{H^s_Q(\mathbb{R}^n)} \lesssim h^{1/2-\varepsilon} \| u - u_d \|_{H^{1/2-\varepsilon}(\Omega)} + \| u - u_d \|_{H^{1/2-\varepsilon}(\Omega)} \lesssim h^{1/2-\varepsilon} \left( \| f \|_{H^{1/2-\varepsilon}(\Omega)} + \| u_d \|_{H^{1/2-\varepsilon}(\Omega)} \right).
\]

This concludes the proof. \( \square \)

### 6.2. Error estimates for the interpolated state and adjoint equations.

Note that, in practice, instead of solving (6.4) and (6.7), which involve the exact bilinear form, we consider the approximated problem where the bilinear form is replaced by its affine interpolant. That is, we solve the discretized problems of finding, respectively, \( \tilde{u}_h(q) \in V_h \), such that

\[
\tilde{a}(\tilde{u}_h(q), v_h; q) = (f, v_h)_{L^2(\Omega)}, \quad \forall v_h \in V_h,
\]

and \( \tilde{z}_h \) such that

\[
\tilde{a}(\phi, \tilde{z}_h; q) = (\tilde{u}_h - u_d, \phi)_{L^2(\Omega)}, \quad \forall \phi \in V_h.
\]

The next theorem provides the error estimate for the state solution of the interpolated problem.

**Theorem 6.2.** Let \( q = (s, \delta) \in [s_{\text{min}}, s_{\text{max}}] \times (0, \infty) \), and let \( u(q) \) be the solution of (2.7). We consider an operator interpolation as given by Lemma 5.2 for the tolerance

\[
\eta \leq \frac{\min_{s \in [s_{\text{min}}, s_{\text{max}}]} \alpha(s, \delta)}{2C_1} h^{1/2-\varepsilon},
\]

where \( \alpha(s, \delta) \) is the coercivity constant of \( a(\cdot, \cdot; q) \). Let also \( \tilde{u}_h \) be the solution of the interpolated problem (6.9), then

\[
\| u - \tilde{u}_h \|_{H^s_Q(\mathbb{R}^n)} \lesssim \left( h^{1/2-\varepsilon} + \eta \right) \| f \|_{H^{1/2-\varepsilon}(\Omega)} \lesssim h^{1/2-\varepsilon} \| f \|_{H^{1/2-\varepsilon}(\Omega)}.
\]
Proof. For $\tilde{u}_h \in V_h$

$$\tilde{a}(\tilde{u}_h, \tilde{u}_h; q) \geq a(\tilde{u}_h, \tilde{u}_h; q) - |a(\tilde{u}_h, \tilde{u}_h; q) - \tilde{a}(\tilde{u}_h, \tilde{u}_h; q)|$$

$$\geq \alpha(s, \delta) \|\tilde{u}_h\|_{H^s(\Omega)}^2 - \eta \|\tilde{u}_h\|_{H^{s+1/2}(\Omega)} \|\tilde{u}_h\|_{H^s(\Omega)}$$

$$\geq \left( \alpha(s, \delta) - \frac{C_{\eta}}{h^{2(s-1)}} \right) \|\tilde{u}_h\|_{H^s(\Omega)}^2$$

$$= \left( \alpha(s, \delta) - \frac{\min \alpha(s, \delta)}{2} h^{s+1/2-\varepsilon} \right) \|\tilde{u}_h\|_{H^s(\Omega)}^2$$

$$\geq \left( \frac{\alpha(s, \delta)}{2} \right) \|\tilde{u}_h\|_{H^s(\Omega)}^2,$$

where we have used the coercivity of $a(\cdot, \cdot; q)$, Lemma 5.2, the inverse inequality (6.1), and $s + 1/2 - \varepsilon - \varepsilon(s) \geq 0$, where $\varepsilon(s)$ is defined as in Lemma 5.2. This shows that $\tilde{a}(\cdot, \cdot; q)$ is coercive on the discrete space $V_h$.

By Strang’s first lemma [27], we have that

$$\|u - \tilde{u}_h\|_{H^s(\Omega)} \lesssim \inf_{v_h} \left\{ \|u - v_h\|_{H^s(\Omega)} + \sup_{v_h} \frac{|a(v_h, w_h; q) - \tilde{a}(v_h, w_h; q)|}{\|w_h\|_{H^s(\Omega)}} \right\}$$

$$\lesssim \inf_{v_h} \left\{ \|u - v_h\|_{H^s(\Omega)} + \eta \|v_h\|_{H^{s+1/2}(\Omega)} \right\}$$

$$\lesssim \left\{ \|u - I_h u\|_{H^s(\Omega)} + \eta \|I_h u\|_{H^{s+1/2}(\Omega)} \right\}.$$ 

Using (6.2) and (6.3) we obtain

$$\|u - \tilde{u}_h\|_{H^s(\Omega)} \lesssim h^{1/2-\varepsilon} \|u\|_{H^{s+1/2-\varepsilon}(\Omega)} + \eta \|u\|_{H^{s+1/2}(\Omega)}$$

$$\lesssim (h^{1/2-\varepsilon} + \eta) \|u\|_{H^{s+1/2-\varepsilon}(\Omega)}.$$ 

Finally, using (6.11), Assumption 2.2 and Theorem 2.1 we obtain the desired result. 

Next, we derive the error estimates for the interpolated adjoint problem.

Theorem 6.3. For $q \in Q$, let $z(q) \in H^{s+1/2-\varepsilon}(\Omega)$ and $z_h(q) \in V_h$ be the solutions of (4.10) and (6.7), respectively, and the tolerance $\eta$ for the operator interpolation is chosen as in Theorem 6.2. Then, the following holds

$$\|z - z_h\|_{H^s(\Omega)} \lesssim \left( h^{1/2-\varepsilon} + \eta \right) \left( \|f\|_{H^{1/2-\varepsilon}(\Omega)} + \|u_d\|_{H^{1/2-\varepsilon}(\Omega)} \right).$$

Proof. The proof follows similar arguments as in Theorem 6.2 by using Strang’s first lemma and invoking (6.1), (6.2), and (6.12). 

6.3. Error estimates for the gradient of the cost functional. First, we prove auxiliary convergence results, which will be needed later to derive the error estimate for the derivative of the reduced cost functional.

Lemma 6.4. Let $u, \tilde{u}_h$ and $z, \tilde{z}_h$ be the continuous and discrete solutions of (2.7), (6.9) and (4.10), (6.10), respectively, and let the conditions of Theorem 6.2 and Theorem 6.3 hold true. Then, for $\mu \in [0, s + 1/2]$, $\varepsilon > 0$, and $\alpha := \min\{s - \mu, 1/2 - \varepsilon\}$, $s \in (0, 1)$ the following holds true

$$\|u - \tilde{u}_h\|_{H^s(\Omega)} \lesssim \left( h^{\min\{s+1/2-\mu, 1/2-\varepsilon, s\}} \right) \|f\|_{H^{1/2-\varepsilon}(\Omega)}$$

and

$$\|z - \tilde{z}_h\|_{H^s(\Omega)} \lesssim \left( h^{\min\{s+1/2-\mu, 1/2-\varepsilon, s\}} \right) C_d$$

(6.15)
Then, it immediately follows that consider the case for have the following norm bound where $C$ similar arguments as before. This concludes the proof.

Proof. We present a proof for the state solutions only, since for the adjoint solutions it follows similar arguments and we omit it for compactness purposes. First, we consider the case $\mu \in [s, s + 1/2)$. Using (6.1), (6.2), (2.8), (6.12) we obtain

$$
\|u - \tilde{u}_h\|_{H^s_0(\Omega)} \leq \|u - I_h u\|_{H^s_0(\Omega)} + \|I_h u - \tilde{u}_h\|_{H^s_0(\Omega)} \\
\lesssim h^{s+1/2-\epsilon-\mu} \|u\|_{H^{s+1/2-\epsilon}(\Omega)} + h^{s-\mu} \|I_h u - \tilde{u}_h\|_{H^s_0(\Omega)} \\
\lesssim h^{s+1/2-\epsilon-\mu} \|f\|_{H^{1/2-\epsilon}(\Omega)} + h^{s-\mu} \left(\|I_h u - u\|_{H^s_0(\Omega)} + \|u - \tilde{u}_h\|_{H^s_0(\Omega)}\right) \\
\lesssim h^{s+1/2-\epsilon-\mu} \|f\|_{H^{1/2-\epsilon}(\Omega)}.
$$

Then, it immediately follows that

$$
\|\tilde{u}_h\|_{H^s_0(\Omega)} \leq \|\tilde{u}_h - u\|_{H^s_0(\Omega)} + \|u\|_{H^s_0(\Omega)} \lesssim (h^{s+1/2-\epsilon-\mu} + 1) \|f\|_{H^{1/2-\epsilon}(\Omega)},
$$

and using $h \lesssim 1$ we conclude (6.16). Next, using a duality argument we prove the case $\mu \in [0, s)$. For $\chi \in H^s_0(\Omega)$ we consider the following problem

$$
a(v, \chi; q) = l(v) \quad \forall v \in H^s_0(\Omega),
$$

where $l(v) := (u - \tilde{u}_h, v)_{H^s_0(\Omega)}$. It is clear that $l \in H^{-\mu}(\Omega)$, and applying Theorem 2.1 we obtain that $\chi \in H^{s+\alpha}_0(\Omega)$ with $\alpha = \min\{s - \mu, 1/2 - \epsilon\}$, and

$$
\|\chi\|_{H^{s+\alpha}_0(\Omega)} \lesssim \|u - \tilde{u}_h\|_{H^s_0(\Omega)}.
$$

Now choosing $v = u - \tilde{u}_h \in H^s_0(\Omega)$, and using Lemma 5.2, Theorem 6.2, (6.2), (6.3), and taking into account that $a(u, I_h \chi; q) - \tilde{a}(\tilde{u}_h, I_h \chi) = 0$, we obtain

$$
\|u - \tilde{u}_h\|_{H^s_0(\Omega)}^2 = a(u - \tilde{u}_h, \chi; q) - a(u, I_h \chi; q) + \tilde{a}(\tilde{u}_h, I_h \chi; q) \\
\lesssim \|a(u - \tilde{u}_h, \chi - I_h \chi; q) + |a(\tilde{u}_h, I_h \chi; q) - \tilde{a}(\tilde{u}_h, I_h \chi; q)| \\
\lesssim \|u - \tilde{u}_h\|_{H^s_0(\Omega)} \|\chi - I_h \chi\|_{H^s_0(\Omega)} + \eta \|\tilde{u}_h\|_{H^{s+\alpha}_0(\Omega)} \|\chi\|_{H^s_0(\Omega)} \\
\lesssim h^{s+1/2-\epsilon} \|\chi\|_{H^{s+\alpha}_0(\Omega)} \|f\|_{H^{1/2-\epsilon}(\Omega)} + \eta \|\tilde{u}_h\|_{H^{s+1/2-\epsilon}_0(\Omega)} \|\chi\|_{H^s_0(\Omega)} \\
\lesssim \left(h^{s+1/2-\epsilon} + \eta\right) \|u - \tilde{u}_h\|_{H^s_0(\Omega)} \|f\|_{H^{1/2-\epsilon}(\Omega)},
$$

where the last two inequalities have been obtained by using that $\tilde{u}_h \in H^{s+1/2-\epsilon}_0(\Omega) \hookrightarrow H^{s+\alpha}_0(\Omega)$, where $s_2(\delta)$ such as in Lemma 5.2, and $\|\tilde{u}_h\|_{H^{s+1/2-\epsilon}_0(\Omega)} \lesssim \|f\|_{H^{1/2-\epsilon}}$ by (6.16), and invoking the stability estimate

$$
\|\chi\|_{H^s_0(\Omega)} \lesssim \|u - \tilde{u}_h\|_{H^s_0(\Omega)}
$$

together with (6.17). Then, dividing by $\|u - \tilde{u}_h\|_{H^s_0(\Omega)}$ we obtain the desired result (6.14) for $\mu \in [0, s)$. The remaining norm bound (6.16) is obtained by the similar arguments as before. This concludes the proof.  

For $\tilde{u}_h, \tilde{z}_h \in V_h$ the solutions of (6.9) and (6.10), respectively, we define

$$
\tilde{j}_h(q) := R'(q) - \tilde{a}_q'(\tilde{u}_h, \tilde{z}_h; q).
$$

Then, we obtain the following error estimate for the derivative of the reduced cost functional.
where \( \eta \) is defined as in Theorem 6.2, \( \tilde{\eta} = \max_k \tilde{\eta}_k \) and \( \tilde{\eta}_k \) is defined as in (5.2).

**Proof.** We consider

\[
|j'(q) - \tilde{j}'(q)| \leq \left| a'_q(u, z; q) - \tilde{a}'_q(\tilde{u}_h, \tilde{z}_h; q)\right|
\leq |a'_q(u - \tilde{u}_h, z; q)| + |a'_q(\tilde{u}_h, \tilde{z}_h; q)| - \tilde{a}'_q(\tilde{u}_h, \tilde{z}_h; q)|
+ |a'_q(u - \tilde{u}_h, z; q)| + |a'_q(\tilde{u}_h, z - \tilde{z}_h; q)|. \tag{6.19}
\]

Next, we estimate each term from the above. For the first two terms we distinguish between two cases \( s < 1/2 \) and \( s \geq 1/2 \). In particular, for \( s \in (0, 1/2) \), using (3.5) with \( s_1 = 2s \) and \( s_2 = \xi, 0 < \xi < 2(1-s) \), (4.12), (6.1), and Lemma 6.4, we can estimate

\[
|a'_q(u - \tilde{u}_h, z; q)| \leq C(1, \xi)\|u - \tilde{u}_h\|_{H^s(\Omega)}\|z\|_{H^\xi(\Omega)} \lesssim C(1, \xi)\left(\|u - Lhu\|_{H^s(\Omega)} + \|Lhu - \tilde{u}_h\|_{H^s(\Omega)}\right)\|z\|_{H^\xi(\Omega)}
\]

where the last inequality has been obtained by taking \( \xi \sim -1/\log h \), and noting that \( C(1, \beta) \) in (3.5) scales like \( C(1, \beta) \sim \xi^{-1} \), and, hence, \( C(1, \xi)h^{-\xi} \sim |\log h| \).

Similarly, we estimate the second term in (6.19) for \( s \in (0, 1/2) \) and obtain

\[
|a'_q(\tilde{u}_h, \tilde{z}_h; q)| \leq C(1, \xi)\|\tilde{z}_h\|_{H^s(\Omega)}\|\tilde{u}_h\|_{H^\xi(\Omega)} \lesssim C(1, \xi)h^{-\xi}\left(\|u - Lhu\|_{H^s(\Omega)} + \|Lhu - \tilde{u}_h\|_{H^s(\Omega)}\right)\|z\|_{H^\xi(\Omega)}
\]

Next, we consider the case \( s \in [1/2, 1] \). As previously, using (3.5) with \( s_1 = 1 - \varepsilon \) and \( s_2 = 2s - 1 + 2\varepsilon \), (4.12), (6.1), and Lemma 6.4 for \( \mu = 2s - 1 + 2\varepsilon \) we obtain

\[
|a'_q(u - \tilde{u}_h, z; q)| \lesssim \|u - \tilde{u}_h\|_{H^{2s-1+2\varepsilon}(\Omega)}\|z\|_{H^{1-\varepsilon}(\Omega)} \lesssim h^{3/2-s-3\varepsilon} + \eta.
\]

Similarly, it follows for the second term in (6.19)

\[
|a'_q(\tilde{u}_h, z - \tilde{z}_h; q)| \lesssim \|z - \tilde{z}_h\|_{H^{2s-1+2\varepsilon}(\Omega)}\|\tilde{u}_h\|_{H^{1-\varepsilon}(\Omega)} \lesssim h^{3/2-s-3\varepsilon} + \eta.
\]

Next, using (3.2), (2.6) and Lemma 6.4 we can estimate the last two terms in (6.19)

\[
|a'_q(u - \tilde{u}_h, z; q)| + |a'_q(\tilde{u}_h, z - \tilde{z}_h; q)| \lesssim \|u - \tilde{u}_h\|_{L^2(\Omega)}\|z\|_{H^s(\Omega)} + \|z - \tilde{z}_h\|_{L^2(\Omega)}\|\tilde{u}_h\|_{H^\xi(\Omega)} \lesssim (h^{\alpha+1/2-\varepsilon} + \eta) (\|f\|_{H^{1/2-\varepsilon}} + \|ud\|_{H^{1/2-\varepsilon}}),
\]

where \( \alpha = \min\{s, 1/2 - \varepsilon\} \). Eventually, we estimate the error due to the affine interpolation of the bilinear form. In particular, invoking Lemma 5.4 with \( s_k = \ldots \)
\(s_2(s)\) and \(s_{1,k} = s_{\min,k}\), where we recall \(\tau_\Omega(s) = \min\{1, s_{\min,k} + 1/2\} - \varepsilon\) for \(s \in S_k\), and using the continuous embedding \(H^{s+1/2-\varepsilon}_\Omega(\mathbb{R}^n) \hookrightarrow H^{s+1/2-\varepsilon}_\Omega(\mathbb{R}^n)\), we deduce
\[
|a'_s(\bar{u}_h, \bar{z}_h; q) - \bar{a}'_s(\bar{u}_h, \bar{z}_h; q)| \lesssim \bar{\eta}\|\bar{u}_h\|_{H^{s+1/2-\varepsilon}_\Omega(\mathbb{R}^n)}\|\bar{z}_h\|_{H^{s+1/2-\varepsilon}_\Omega(\mathbb{R}^n)} \lesssim \bar{\eta},
\]
where, as before, we used the fact that \(\|\bar{u}_h\|_{H^{s+1/2-\varepsilon}_\Omega(\mathbb{R}^n)} \lesssim 1\), thanks to (6.16), and \(\bar{\eta} = \max_k \tilde{\eta}_k\). Then, combining all above estimates we obtain the desired result. \(\square\)

7. Numerical results

In this section, we illustrate the theoretical results via numerical experiments. We first report on the accuracy of the interpolant of the bilinear form \(a(\cdot, \cdot)\) and its \(s\)-derivative, and then solve identification problems either for \(s\) only or \(s\) and \(\delta\) jointly.

In all cases, a panel clustering approach is used to avoid prohibitively expensive dense matrices [2]. In a nutshell, assembly is split into near field and far field interactions. Far field interactions are then approximated using Chebyshev interpolation, where order and interpolation domain depend on the distance of the interaction. Specially designed quadrature rules account for the singular behavior of the kernel, where order and interpolation domain depend on the distance of the interaction. Far field interactions are then approximated using Chebyshev interpolation, where order and interpolation domain depend on the distance of the interaction. Specially designed quadrature rules account for the singular behavior of the kernel, where order and interpolation domain depend on the distance of the interaction.

In this section we illustrate the convergence of the operator interpolation. In order to illustrate the results of Theorem 6.2, we solve problem I for \(s = \frac{1}{10}, \frac{2}{10}, \ldots, \frac{9}{10}\) and dimension \(n = 1\) for mesh sizes \(h = 2^{-j}\), \(j = 4, \ldots, 10\), using the operator interpolation \(\tilde{a}(\cdot, \cdot; s, \infty)\) and the exact (up to quadrature error) operator \(a(\cdot, \cdot; s, \infty)\). The free parameter \(\xi\) is chosen via brute-force minimization with respect to the total number of interpolation nodes. We note that this procedure is inexpensive, since only intervals \(S_k\) and interpolation orders \(M_{\xi}\) are manipulated.

In Figure 7.1 we plot the errors \(\|\bar{u}_h(s) - u(s)\|_{H^{s+1/2-\varepsilon}_\Omega}\) and \(\|u_h(s) - u(s)\|_{H^{s+1/2-\varepsilon}_\Omega}\), where \(\bar{u}_h(s)\) and \(u_h(s)\) are the solutions obtained with and without interpolation. It

7.1. Convergence of the interpolation. In this section we illustrate the convergence of the interpolation for both the operator and the gradient of the functional.

7.1.1. Convergence of the operator interpolation. In order to illustrate the results of Theorem 6.2, we solve problem I for \(s = \frac{1}{10}, \frac{2}{10}, \ldots, \frac{9}{10}\) and dimension \(n = 1\) for mesh sizes \(h = 2^{-j}\), \(j = 4, \ldots, 10\), using the operator interpolation \(\tilde{a}(\cdot, \cdot; s, \infty)\) and the exact (up to quadrature error) operator \(a(\cdot, \cdot; s, \infty)\). The free parameter \(\xi\) is chosen via brute-force minimization with respect to the total number of interpolation nodes. We note that this procedure is inexpensive, since only intervals \(S_k\) and interpolation orders \(M_{\xi}\) are manipulated.
Figure 7.1. Solution errors with interpolation, $\|\tilde{u}_h(s) - u(s)\|_{H^s_\Omega}$ ($\times$), and without interpolation, $\|u_h(s) - u(s)\|_{H^s_\Omega}$ ($+$), for $h = 2^{-j}$, $j = 4, \ldots, 10$ (top). Total number of interpolation nodes (middle). Exponential convergence of the interpolation error $\|\tilde{u}_{n,M}(s) - u_h(s)\|_{H^s_\Omega}$ with respect to $M$ (bottom).
can be observed that both methods lead to virtually identical error. We also plot the total number of interpolation nodes and observe that it indeed is proportional to $|\log h|$. To further illustrate the exponential convergence with respect to the interpolation order, we also plot $\|\tilde{u}_{h,M}(s) - u_h(s)\|_{H^s_{00}}$ for $h = 2^{-10}$, a fixed value of $\xi$ and $1 \leq M \leq 12$ interpolation nodes on each interval $S_k$. The observed plateau is due to quadrature error that impacts both $u_{h,M}$ and $u_h$. However, we note that the magnitude of this error is negligible compared to the discretization error, as can be seen from Figure 7.1.

### 7.1.2. Convergence of the gradient approximation.

We evaluate the convergence of the approximation of the $s$-derivative. We set $u_d = 1 - x^2$ and consider the optimal control problem with respect to $s$ for problem I. For $s = \frac{1}{10}, \frac{2}{10}, \ldots, \frac{9}{10}$, we compute

$$\left| \tilde{j}_h'(s, \infty) - \tilde{j}_h'(s, \infty) \right|,$$

where $\tilde{j}_h$ is the reduced cost functional, evaluated on a mesh of size $h$ (Figure 7.2) and $h \ll h$. We notice that the observed convergence rates are of order $O(h)$, which indicate that the derived error estimates (6.18) are nearly optimal for $s = 1/2$. We believe that an improved order of convergence could be obtained theoretically also for $s > 1/2$, however this would require to re-derive the estimates (3.5) for $s_2$, $s_1 \geq 1$, which is out of the scope of the current work. We also report, for fixed mesh size $h = 2^{-10}$,

$$\left| \tilde{j}_M'(s, \infty) - \tilde{j}_M'(s, \infty) \right|,$$

where $\tilde{j}_M$ is the reduced cost functional using $M$ interpolation nodes on each interval $S_k$ and $M \ll \not{n}$. Again, we observe exponential convergence until the quadrature error is reached, which is in agreement with the theoretical results.

### 7.2. Complexity and memory requirements.

For convenience, we summarize the complexity and memory requirements of the operator approximation for $a(\cdot, \cdot; s, \delta)$. In a preprocessing step, $a(\cdot, \cdot; s_m, \infty)$ is assembled for all Chebyshev nodes $s_m \in S_k, k = 1, \ldots, K$. By combining Lemma 5.2 with Theorem 6.2, the number of required Chebyshev nodes scales like $|\log h| \sim \log N$, where $N = \dim V_h$. By using the panel clustering approach of [2], each operator evaluation costs $O(N \log^{2n} N)$ operations and memory. Hence, the overall cost of the preprocessing step scales as $O(N \log^{2n+1} N)$ in complexity and memory.

The assembly of the correction terms $c(\cdot, \cdot; s_m, \delta)$ for $\delta < \infty$ costs $O(N \log^{2n} N)$ when using panel clustering. Since matrix-vector products involving $a$ and $c$ scale in the same fashion as the assembly, solving linear systems involving $a(\cdot, \cdot; s, \delta)$ for state and adjoint solution using multigrid is achieved in $O(N \log^{2n+1} N)$ operations. Overall, each BFGS iteration has $O(N \log^{2n+1} N)$ complexity. This shows that the presented approach is quasi-optimal in the number of unknowns.

We illustrate the efficiency of the approach by constructing all required operators of problem II for $s \in \{0.25, 0.75\}$ and $\delta \in \{0.5, 1.5, 2.5\}$ and different mesh sizes $h$. All computations were performed on a single core of a Intel Xeon E5-2650 processor. The timings for assembly of $\tilde{a}(\cdot, \cdot; s, \infty)$ and $c(\cdot, \cdot; s, \delta)$ given in Figure 7.3 show that we indeed recover quasi-optimal complexity. We observe that assembly of the corrections for $\delta \geq \text{diam } \Omega$ is significantly cheaper, since the last term of (5.3) drops out, and assembly of the purely local mass terms only has $O(N)$ complexity.

### 7.3. Consistency of the identification strategy.

For one- and two-dimensional problems we test the robustness of our optimization approach by using the manufactured solutions described in I and II.
7.3.1. The fractional Laplacian case. We consider test problem I, and set $\mathcal{R}(s) = \frac{\alpha}{s(1-s)}$, $\alpha = 5 \times 10^{-7}$ in order to satisfy conditions (4.2). Set $s^* = 0.5$ and $u_d = u_{ex}(s^*)$. The exact solution of the minimization problem (4.3) is given by $(s^*, u_{ex}(s^*))$, since $s^*$ minimizes the regularization. In $n = 1$ dimensions, the mesh size is given by $h = 2.4 \times 10^{-4}$ and in $n = 2$ dimensions by $h = 0.04$, and the number of unknowns is 8191 and 3969 respectively. The initial guess is $s_0 = 0.1$. The linear solver tolerance is $10^{-10}$, and the BFGS iteration is terminated if the norm of the gradient drops below $10^{-8}$. In Figure 7.4 we display the values $\tilde{j}_h$ of the cost functional for all functional evaluations ($\bullet$). In both cases, the exact value of $s$ is recovered.

In a second example we take $s^* = 0.75$ and set $u_d = u_{ex}(s^*)$. Since $s^*$ no longer coincides with the minimum of the regularization, no exact solution of the minimization problem (4.3) is known. The initial guess is again chosen to be $s_0 = 0.1$. The values of the BFGS iterates and the regularization $\mathcal{R}$ are shown in Figure 7.5.
While the exact solution of the minimization problem (4.3) is unknown, it can be seen that in both cases $s_{\text{final}}$, the final value of $s$, is close to $s^*$ and the final value of the cost functional is quite close to $J(u_d,s^*) = R(s^*)$.

7.3.2. The truncated fractional case. In a final set of examples, we solve the identification problem for $q = (s,\delta)$. We set $q^* = (s^*,\delta^*) = (0.75,0.9)$ and solve the optimal control problem for $\Pi$ in $n = 1$ and $n = 2$ dimensions. We set $u_d = u_h(q^*)$ and use the regularization $R(s,\delta) = \frac{\alpha}{s^{1-\delta}} + \beta s^\delta$ with $\alpha = 5 \times 10^{-7}$ and $\beta = 10^{-6}$. The initial guess is $q_0 = (0.1,0.5)$. Figure 7.6 shows the $(s,\delta)$-values of the BFGS iterates. We observe that the method indeed recovers $q_{\text{final}}$ in proximity to $q^*$. In Figure 7.7, we display the corresponding values of the cost functional. We observe that $j(q_{\text{final}}) < j(q^*) = R(q^*) \approx 5.4 \times 10^{-4}$.

7.4. Convergence with respect to the mesh size. In the same setting as in the previous section, we solve test problem $\Pi$ in $n = 1$ dimensions for a sequence of meshes with varying mesh size $h$. The linear solver tolerance is $10^{-10}$, and the
Figure 7.4. Value of the cost functional at all functional evaluations (•) and for BFGS iterates (−) in 1D (top) and 2D (bottom) for test problem I and $u_d = u_{ex}(0.5)$. The final iterate is marked with $\times$.

BFGS iteration is terminated if the norm of the gradient drops below $10^{-8}$. The obtained values for $q = (s, \delta)$, the number of BFGS iterations and the number of evaluations of the functional are shown in Table 1. We observe that the number of required iterations barely changes as the mesh is refined.

7.5. **Convergence with respect to regularization.** In the same setting as in Section 7.3.2, we solve test problem II in $n = 1$ dimensions for a sequence of regularization parameters $\alpha$ and $\beta$. The obtained values for $q = (s, \delta)$, the number of BFGS iterations and the number of evaluations of the functional are shown in Table 2. We observe that as $\alpha, \beta \to 0$, the recovered values for $s$ and $\delta$ tend towards $(s^*, \delta^*)$.

7.6. **Noisy data.** We again solve test problem II in 1D, but, as opposed to Section 7.3.2, augment the data $u_d$ by a pointwise normal distributed noise: $u_d(x) =$
Figure 7.5. Value of the cost functional at all functional evaluations (•) and for BFGS iterates (−) in 1D (top) and 2D (bottom) for test problem I and $u_d = u_{ex}(0.75)$. The final iterate is marked with ×.

| $h$  | $N$  | $s$     | $\delta$ | iterations | evaluations |
|------|------|---------|----------|------------|-------------|
| $2^{-10}$ | 2047 | 0.74976 | 0.90306  | 24         | 77          |
| $2^{-11}$ | 4095 | 0.74976 | 0.90332  | 28         | 87          |
| $2^{-12}$ | 8191 | 0.74976 | 0.90329  | 23         | 79          |
| $2^{-13}$ | 16383| 0.74975 | 0.90331  | 25         | 63          |
| $2^{-14}$ | 32767| 0.74975 | 0.90331  | 23         | 73          |

Table 1. Convergence study for test problem II in 1D, $\mathcal{R}(s, \delta) = \frac{\alpha}{s(1-s)} + \frac{\beta \delta^2}{\pi}$ with $\alpha = 5 \times 10^{-7}$ and $\beta = 10^{-6}$. The optimal parameter values without regularization are $s^* = 0.75$ and $\delta^* = 0.9$. 

Figure 7.6. Cost functional evaluations (•) and BFGS iterates (−) in 1D (top) and 2D (bottom) for test problem II and $\mathcal{R}(s, \delta) = \frac{\alpha s}{s(1-s)} + \beta \frac{\delta^2}{\delta}$ with $\alpha = 5 \times 10^{-7}$ and $\beta = 10^{-6}$. The final iterate is marked with $\times$, the parameters $q^*$ used to generate the data $u_d$ is marked with +.

Table 2. Convergence with respect to the regularization for test problem II in 1D, $\mathcal{R}(s, \delta) = \frac{\alpha s}{s(1-s)} + \beta \frac{\delta^2}{\delta}$. The optimal parameter values without regularization are $s^* = 0.75$ and $\delta^* = 0.9$. 

| $\alpha$ | $\beta$ | $s$   | $\delta$ | iterations | evaluations |
|----------|---------|-------|----------|------------|-------------|
| 5e-04    | 1e-03   | 0.73096 | 1.1373   | 24         | 67          |
| 5e-05    | 1e-04   | 0.7394  | 1.0478   | 21         | 55          |
| 5e-06    | 1e-05   | 0.7478  | 0.92978  | 25         | 74          |
| 5e-07    | 1e-06   | 0.74976 | 0.90329  | 23         | 79          |
| 5e-08    | 1e-07   | 0.74998 | 0.90034  | 25         | 29          |
| 5e-09    | 1e-08   | 0.75    | 0.90004  | 25         | 87          |
Figure 7.7. Values of the cost functional for the BFGS iterates in 1D (top) and 2D (bottom) for test problem II and $R(s, \delta) = \alpha s (1 - s) + \beta \delta^\frac{\alpha}{\delta}$ with $\alpha = 5 \times 10^{-7}$ and $\beta = 10^{-6}$. $R_{\text{min}} = \min_q R(q)$.

8. Conclusion

We presented a mathematically rigorous approach to parameter identification for nonlocal models featuring kernels of fractional type. Our careful analysis of well-posedness and regularity properties of state and adjoint equations allows for a deeper understanding of the identification problem and for the design of suitable optimization techniques. More specifically, by introducing an approximation, via interpolation, of the bilinear form and its derivative, we are able to obtain highly accurate approximations of the gradients with a nearly optimal complexity. We stress that the impact of this approximation goes beyond the scope of this paper and can potentially impact any numerical framework that involves parametrized nonlocal
operators and their derivatives. As such, our approximation can be adapted to machine learning algorithms for the discovery of model parameters.

A natural follow up of this work is to consider a higher-dimensional parameter space and compare our approach with alternative identification techniques. Non-trivial extensions of this work include the generalization to the variable horizon case and the variable fractional order case. The latter problem is particularly challenging, as regularity properties of the associated state equation have not been fully analyzed.

Table 3. Test problem II in 1D and $\mathcal{R}(s, \delta) = \frac{\alpha}{s(1-s)} + \beta \delta^s$ with $\alpha = 5 \times 10^{-7}$ and $\beta = 10^{-6}$ where the data $u_d$ is pointwise disturbed by normally distributed noise with variance $\sigma$. The optimal parameter values without regularization are $s^* = 0.75$ and $\delta^* = 0.9$.

| $\sigma$ | $s$  | $\delta$ | iterations | evaluations |
|---------|------|----------|------------|-------------|
| 1       | 0.8486 | 0.10847  | 35         | 105         |
| 2^{-1}  | 0.79461 | 0.45007 | 32         | 136         |
| 2^{-2}  | 0.76898 | 0.69291  | 28         | 67          |
| 2^{-3}  | 0.75936 | 0.79458  | 27         | 69          |
| 2^{-4}  | 0.75456 | 0.84792  | 23         | 71          |
| 2^{-5}  | 0.75217 | 0.87517  | 20         | 69          |
| 0       | 0.74976 | 0.90329  | 23         | 79          |
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