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Abstract

Compared with traditional model-based fault detection and classification (FDC) methods, deep neural networks (DNN) prove to be effective for the aerospace sensors FDC problems. However, time being consumed in training the DNN is excessive, and explainability analysis for the FDC neural network is still underwhelming. A concept known as imagefication-based intelligent FDC has been studied in recent years. This concept advocates to stack the sensors measurement data into an image format, the sensors FDC issue is then transformed to abnormal regions detection problem on the stacked image, which may well borrow the recent advances in the machine vision realm. Although promising results have been claimed in the imagefication-based intelligent FDC researches, due to the low size of the stacked image, small convolutional kernels and shallow DNN layers were used, which hinders the FDC performance. In this paper, we first propose a data augmentation method which inflates the stacked image to a larger size (correspondent to the VGG16 net developed in the machine vision realm). The FDC neural network is then trained via fine-tuning the VGG16 directly. To truncate and compress the FDC net size (hence its running time), we perform model pruning on the fine-tuned net. Class activation mapping
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CAM) method is also adopted for explainability analysis of the FDC net to verify its internal operations. Via data augmentation, fine-tuning from VGG16, and model pruning, the FDC net developed in this paper claims an FDC accuracy 98.90% across 4 aircraft at 5 flight conditions (running time 26 ms). The CAM results also verify the FDC net w.r.t. its internal operations.
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1. Introduction

1.1. Motivation

Aerospace sensors provide measurements for the aircraft states which include airspeed, attitude angles, load factors, etc. It is found that many catastrophic flight accidents were caused by faults in the aerospace sensors measurements [1] [2] [3]. It is imminent to develop fault detection and classification (FDC) techniques for the aerospace sensors.

Hardware redundancy (HR) has been widely used in commercial airlines for the FDC problem. HR consists of installing multiple sets of sensors on the aircraft that provide redundant measurements of the states. A voting logic is designed to monitor the outputs from all sensors, which isolates the sensor(s) with fault, and decides the correct state value using remaining sensor(s) [4] [5] [6]. However, one issue with the HR-based FDC scheme is the cost and weight penalty (due to redundant sensors installations). Recent accidents caused by aerospace sensors in commercial airlines [2] [3] also indicate that HR-based strategy is still insufficient in addressing the FDC problems.

Alternative to HR, analytical redundancy (AR) is also widely used in FDC researches [7]. AR typically adopts model-based approaches, wherein the model depicts the evolution of flight states, sensors characteristics, etc. For a certain sensor, the associated state is firstly estimated using the measurements of other sensors. The estimation is then compared with the sensor’s output to generate a residual. If the residual exceeds a predefined bound, fault is defined to be...
detected for that sensor. However, model-based AR hinges on the model of flight states/sensors characteristics, which are difficult to accurately attain.

Another line of the AR-based FDC algorithms adopts the recent advances in artificial intelligence, and particularly deep neural networks (DNN) [8]. In particular, the FDC problem is modeled as a mapping, of which the inputs are available data from sensors, and output the FDC labels. One significant problem of DNN-based FDC, however, is the “black box” issue; i.e., it is difficult to develop a universal rule in tuning the DNN architectures, and mathematical operations enclosed within the DNN are unclear. DNN-based FDC techniques, therefore, has not been widely adopted (despite its high performance).

In other related fields (e.g. machine vision), explainability analysis of DNN has been investigated. In particular, ablation studies are used to verify the architectural design (e.g. number of layers/nodes) of the DNN [9], and class activation mapping (CAM) has been used in analyzing the convolutional operations enclosed within the DNN [10]. Fine-tuning/Transfer learning is also widely used to tune the DNN architectures/parameters with much less time being consumed [11]. Recent advances in both academic and industrial fields prove the efficacy of explainability analysis and fine-tuning/transfer learning methods for DNN studies in the machine vision realm.

Following the DNN advances in the machine vision realm, one question naturally arises as can the mature methods (e.g. CAM, fine-tuning) be implemented in developing and analyzing the DNN for FDC problems. For such purpose, imagefication-based intelligent FDC concept has been proposed. This concept advocates to stack the sequential measurement data of different aerospace sensors into an image format (i.e. a ‘sensors data image’, SDI). The sensors FDC is then transformed to abnormal region(s) detection on the stacked image, which may well borrow the recent DNN advances in the machine vision realm. Recent research endeavors along this line yield promising results for both FDC performances as well as the DNN explainability analysis [12, 13, 14, 15, 16].

Development (And analysis) of DNN in the imagefication-based intelligent FDC scheme, nevertheless, depends on the pixel size of the stacked SDI. Al-
though current researches have considered all sensors (12 states and 3 load factors), the SDI stacking is separated for each group of the states (e.g. individually for air data, attitude angles), rendering the SDI size low (3×31) and distorted as compared with the image size in machine vision realm. The FDC neural network must be designed and trained from scratch, which is time consuming. Moreover, the convolutional kernel size has to maintain small (2×2) for a “valid” scanning within the SDI image; this may render the convolutional features extraction inefficient, and depth of the DNN layers insufficient. Although recent advances in imagefication-based intelligent FDC claims a fair 90% accuracy for the air data sensors FDC problem, further improvements were found difficult [15, 16].

We thus summarize the motivation of this work: As the current dilemma of imagefication-based FDC research originates from the low SDI size, we hope to augment the SDI to a relatively larger size, so the DNN performance may arise as larger convolutional kernels and deeper DNN architecture can be used. Also, preferably the augmented SDI size should match the input of typical pre-trained DNN architectures in the machine vision realm. The FDC neural network then may borrow the fine-tuning/transfer learning strategies from the machine vision realm, which may significantly reduce the time being consumed in training the FDC neural network. Following these motivations, we introduce the most recent advances for the imagefication-based intelligent FDC research in this paper.

1.2. Related Works

1.2.1. Model-based and Data-driven FDC Studies

A plethora of model-based FDC methods were found to use Kalman filtering (KF), e.g. the extended KF [17, 18, 19], the unscented KF [20], and the theoretical analysis of an adaptive three-step KF [21]. Other model-based FDC methods adopted robust synthesis theory in [22, 23, 24, 25], wherein $H_\infty$-based filters were designed to output the fault directly. In [26, 27, 28], moving horizon estimator was developed, which compensated for both sensors faults and wind speed estimation in the fault tolerant control. A scheme designed particularly
for systems with time-scale dynamics (e.g. phugoid and short periods in the aircraft’s longitudinal plane) was discussed in [29, 30], where in both nonlinear geometric approach and singular perturbation techniques were involved. Other works adopted barrier function-based learning observers [31] and set-value observers [32] in the work, which was claimed to significantly decrease the FDC false alarm rates. However, model-based FDC methods typically involves a model that is derived from the aircraft dynamics/sensors characteristics. The model (and the coefficients enclosed within) are difficult to accurately attain. Ad hoc tuning is widely needed in adjusting the parameters adopted in the model-based FDC methods, wherein a universal rule was rarely found (should it exist at all). This therefore hinders the development and applications of model-based FDC methods.

Another recent and more dynamic line of the FDC development adopts data-driven, and mostly neural networks. In [33, 34] fully connected cascaded neural network was adopted, wherein FDC problems for aircraft inertial measurement unit (IMU) were discussed. Similar problems were also studied in [35, 36, 37] using feed-forward neural network. In [38, 39] the sensors measurement residual was generated using neural network-based observers, and parameters of the neural network was adjusted online using KF [38]. Neural networks were also used to establish nonlinear identification models in [40, 41, 42], which being further used as a state observer to generate the residual. Recent neural networks development advocates the DNN technique in many academic/industrial fields [8]. DNN typically has deeper architecture which are activated using designated functions (e.g. ReLU [43]). More dedicated features extraction operations have also been developed which includes convolution and long-short time memory (LSTM) blocks [44]. Early DNN-based FDC methods were found in [44, 45, 46], wherein recurrent neural networks were used. Later developments adopt both LSTM and convolution operations in designing the FDC neural network [47, 48]. However, despite the rapid developments of DNN-based FDC method, the weakness of this method is also overwhelming: It is rather time-consuming to train the DNN architectures; research efforts pertaining to explainability
analysis of the FDC neural network are also rare, which renders the DNN-based FDC techniques less convincing (despite its high performance).

1.2.2. Representative DNN Studies in the Machine Vision Realm

The dilemma of data-driven FDC researches originates in the DNN architectural design/analysis, i.e. time-consuming DNN training, cumbersome DNN architecture size, and unclear operations enclosed within the DNN. Recent advances in the machine vision realm, however, has claimed promising results for these subjects.

**Fine-tuning/Transfer learning:** The DNN training in machine vision may be much more time-consuming when compared with the aerospace sensors FDC researches, as much larger size (e.g. 1080p, 4K) and data volume (to fully learn to extract the features) need to be considered. Similar features extracted from the input images, however, are considered relevant and useful in different tasks (e.g. image classification and object detection). Many researchers thus advocate to absorb DNN that has been pre-trained from a large dataset, and adapt it to different tasks. In this process, the architecture of the DNN may remain identical as the original one (but internal parameters including biases, weights are re-trained), or the less-relevant structures are cropped and the training efforts are imposed on the remaining core structures only. The former method is defined as fine-tuning, and the latter transfer learning, both drastically decreases the time needed in training the DNN. Many fine-tuning/transfer learning works in the machine vision realm adopt VGG16 [49], which was pre-trained using ImageNet [50], a dataset that consists of more than 14 million images. VGG16 won the championship in the 2014 ILSVRC challenge with a claimed image classification accuracy at 92.3% (top 5) for 1,000 image categories. VGG16 has laid the basis as an effective and universal features extractor in the development (e.g. fine-tuning, transfer learning) of many machine vision DNN such as the Yolo series [51, 52, 53], the Mask-CNN series [54, 55, 56] etc.

**Model pruning/compression:** Although deeper architecture is usually preferred (and more effective) in DNN, previous research indicates that effective
operations (e.g. convolutional filters) enclosed within the net may be only 5% \cite{57}. Model pruning is thus widely used in truncating redundant operations from the DNN. Model pruning consists of 3 stages: pre-training, pruning, and fine-tuning. In the pre-training stage, a model needs to be constructed, e.g. by absorbing the existing pre-trained net \cite{58}, or training a neural network from scratch \cite{59}. In the pruning stage, filters (e.g. convolutional kernels) evaluation models are designed to remove the less-relevant operations; previous researches adopt the $L_1$ norm \cite{60} or the size of the network normalization layer scaling factor \cite{59}. Finally, to guarantee performance of the DNN, the net is usually fine-tuned using the dataset (same data as in the pre-training stage). In \cite{58}, it was found that the proposed pruning method achieves 16.63 times size compression on VGG16, with only 0.52% top-5 accuracy drop.

**Explainability analysis:** Convolutional neural networks (CNN) are widely used in machine vision for image classification, object detection, etc. CNN hinges on the convolutional operations to extract cascaded features from the input image. Many research efforts have been focused on explaining the convolutional operations, i.e. visualizing the features that are reported in the convolutional kernels. In \cite{61} features visualization was adopted to explain the operation of a certain convolutional node enclosed in the CNN layers. Later works proposed class activation mapping (CAM) \cite{10} and its variants \cite{62,63,64,65,66,67} to synthesize all the convolutional kernels effects in a certain CNN layer. Typically, CAM reveals the region of attention (ROA) of a certain CNN layer on the input image. If the ROA corresponds to the regions of (humans’) interest for a certain machine vision task (e.g. to decide if an object is a cat/dog based on the nose/mouth appears on the image), CAM results are then claimed to be convincing, which in return verifies the performance of the CNN–it is indeed working (extracting the designated features) as humans intend to. CAM analysis has been considered as a must in many machine vision researches, which greatly solidifies the associated DNN architectures (hence the DNN performances).
1.2.3. Development of the Imagefication-based Intelligent FDC

In referring to the DNN advances in the machine vision researches (e.g. fine-tuning to reduce the time being consumed in DNN training, and CAM to verify the DNN performance), a concept known as imagefication-based intelligent FDC has been studied in [12, 13, 14, 15, 16]. In [12], the authors proposed SDI, which down-samples the sequential sensors measurement data within a certain history time window, and stack the data into an image format. Aircraft icing detection and classification problem was studied in comparison with a state-of-the-art $H\infty$-based algorithm, wherein the imagefication-based intelligent FDC approach shows more promising results. In [13] SDI was furtherly used for the detection and classification of sensors faults, actuators failures, and icing, which claimed 80% accuracy for a total of 13 fault cases. In [14] the FDC problem for IMU failures was studied, and in [15, 16] in answering to the Boeing B737MAX flight accidents, researches particularly for the aircraft air data sensors was studied, which claimed an accuracy at 90% across 5 aircraft at 6 diverse flight conditions. Features visualization and CAM analysis was also adopted in [16] to explain the convolutional operations enclosed within the proposed FDC neural network, which yields promising results.

Nevertheless, previous works along the imagefication-based intelligent FDC research line advocate to stack the SDI separately for different groups of the aircraft states. In [15, 16], the air data sensors FDC problem was studied, SDI was stacked for 3 air data states which include airspeed, angle of attack, and sideslip angle; a 30s time window and 1Hz was also used to down-sample the sensors data; the SDI thus claimed a $3 \times 31$ pixel size, which is relatively low and uncommonly distorted as compared with regular images. All the FDC neural networks in [12, 13, 14, 15, 16] therefore needs to be designed and trained from scratch, which is time-consuming. Moreover, as the SDI pixel size was relatively low and valid convolutional kernel scanning was adopted in the FDC neural network, small convolutional kernel size ($2 \times 2$) was adopted, which may render the convolutional operations enclosed within the FDC neural network...
less efficient. Depth of the FDC neural network also has to remain shallow as the feature map size exported in the convolutional layers (and imported as input for the next layer) drops rapidly due the valid convolutional kernel scanning. All these factors hinder the performance of the imagefication-based intelligent FDC method. In the latest research [16, although the FDC accuracy was found fair at 90%, any further improvements, however, was very difficult.

1.3. Overview of This Paper

In response to the current dilemma of the imagefication-based intelligent FDC researches, we report our most recent research advances in this paper. A schematic plot of the work presented herein is shown in Figure [1]. We also summarize the highlights of this paper as threefold:

- **A data augmentation method**: We propose a method which effectively inflates the stacked SDI (size $15 \times 31$) to $224 \times 224$ pixel size, and larger convolutional kernel and deeper neural network architecture can be used; this size also matches the input of VGG16, the features-extractor net widely adopted in the machine vision realm.

- **VGG16-based FDC neural network**: The sensors FDC is transformed to an abnormal regions detection problem on the image; as the latter is a typical topic in the machine vision realm, we train the FDC neural network via fine-tuing the VGG16 from machine vision realm directly; this expedites the FDC net development and claims promising results; we also perform model pruning upon the fine-tuned net, to truncate its size to 5.60MB, compress the running time to 26ms, and slightly evaluate the testing accuracy to 98.90% across 4 diverse aircraft at 5 flight conditions.

- **Explainability analysis and extensive tests**: We perform CAM analysis for the proposed (fine-tuned and pruned) FDC net, which verifies the convolutional features extraction enclosed within different layers of the net; we also perform extensive tests for the net using simulation and real flight data, both yields promising results.
The rest of this paper is organized as follows. Section 2 defines the problem. Section 3 illustrates the database. The VGG16-based FDC network is developed in Section 4 wherein both data augmentation, network fine-tuning, and model pruning are introduced. In Section 5 we perform CAM analysis and extensive tests for the proposed FDC net. And finally in Section 6 conclusions of this paper are presented.
2. Problem Definition

We start with air data evolution equations in defining the aerospace sensors FDC problem:

\[
\begin{align*}
\dot{V} &= (G_x - gS_\theta)C_\alpha C_\beta + (G_y + gS_\phi C_\theta)S_\beta + (G_z + gC_\phi C_\theta)S_\alpha C_\beta \\
\dot{\alpha} &= (-G_x S_\alpha + G_z C_\alpha + gC_\phi C_\theta + gS_\theta S_\alpha) / VC_\beta + w_y \\
&\quad - (w_x C_\alpha + w_z S_\alpha) S_\beta / C_\beta \\
\dot{\beta} &= -(G_x - gS_\theta) C_\alpha S_\beta + (G_y + gS_\phi C_\theta) C_\beta - (G_z + gC_\phi C_\theta) S_\alpha S_\beta) / V \\
&\quad + w_x S_\alpha - w_z C_\alpha \\
\end{align*}
\]

(1)

where $S_*$ and $C_*$ denote $\sin$ and $\cos$ operations, respectively. In (1), $\{V, \alpha, \beta\}$ denote airspeed, angle of attack, and sideslip angle; $g$ is the gravitational acceleration; $\{w_x, w_y, w_z\}$, $\{\psi, \theta, \phi\}$, and $\{G_x, G_y, G_z\}$ are rotational speeds, rotational angles, and load factors defined in the aircraft body axis.

In (1), rotational angles and speeds of the aircraft are coupled as:

\[
\begin{align*}
\dot{\psi} &= w_y S_\phi / C_\theta + w_z C_\phi / C_\theta \\
\dot{\theta} &= w_y C_\phi - w_z S_\phi \\
\dot{\phi} &= w_x + w_y S_\phi S_\theta / C_\theta + w_z C_\phi S_\theta / C_\theta \\
\end{align*}
\]

(2)

And aircraft motion equations are written as:

\[
\begin{align*}
\dot{x} &= u C_\theta C_\psi + v (S_\theta S_\phi C_\psi - C_\phi S_\psi) + w (S_\theta C_\phi C_\psi + S_\phi S_\psi) \\
\dot{y} &= u C_\theta S_\psi + v (S_\theta S_\phi S_\psi + C_\phi C_\psi) + w (S_\theta C_\phi S_\psi - S_\phi C_\psi) \\
\dot{z} &= -u S_\theta + v S_\phi C_\theta + w C_\phi C_\theta \\
\end{align*}
\]

(3)

wherein the aircraft speed expressed in the body axes $\{u, v, w\}$ are:

\[
\begin{align*}
u &= VC_\alpha C_\beta \\
v &= VS_\beta \\
w &= VS_\alpha C_\beta \\
\end{align*}
\]

(4)
Different sensors are installed onboard the aircraft to provide measurements of aircraft flight states. Typically, air data sensors (ADS) decide \{V, \alpha, \beta\}; inertial measurement unit (IMU) outputs \{w_x, w_y, w_z\}, \{\psi, \theta, \phi\}, and \{G_x, G_y, G_z\}; and position of the aircraft \{x, y, z\} are reported via GPS. We consider FDC for ADS and IMU. The FDC problem is then defined as: To detect and classify the potential faults of ADS and IMU sensors, given real-time measurements of all the flight states as well as load factors.

Whilst other works adopt model-based approaches in analyzing the dynamics/kinematics in Equations (1∼4), we model the FDC problem as a mapping process, wherein DNN are used to implicitly extract and investigate the correlations of the sensors measurement data, and detect/classify the potential sensors fault. Particularly following the imagefication-based intelligent FDC research line, the sensors measurement data is stacked into an image (SDI). The problem we aim to address in this paper is then defined as: How to properly resize the SDI, and how to develop (and verify) the FDC neural network via the mature results/methods adopted in machine vision researches.

3. Data Preparation

3.1. Diverse Aircraft and Flight Conditions

Data is crucial for DNN training and validation. Most previous works discussed 1 aircraft only. We allocate both simulation and real flight data from 4 different aircraft which include 1 large cargo airplane (Y [68]), 2 passenger aircraft (B₁ and B₂, [69, 70]), and 1 general aviation (D [12, 13]). We also involve 5 different flight conditions to cover the aircraft’s entire envelope, i.e. high and low altitudes for both cruise, manual free flight, and low-altitude landing/take-off cycle (LTO). Different control forms from both human pilot (manual) and automated control laws (auto-pilot, AP) are also considered. The details are in the Table 1.
Table 1: Different aircraft and flight conditions adopted in this paper.

| Aircraft | General configuration | Weight | Span | Data source | Flight condition; duration |
|----------|-----------------------|--------|------|-------------|-----------------------------|
| Y        | large cargo airplane  | 41.0t  | 38.0m | simulation  | low altitude, LTO, manual; 295min |
| B        | large passenger aircraft | 174t   | 59.6m | simulation  | high altitude, cruise, AP; 151min, low altitude, free flight, manual; 327min |
| B2       | large passenger aircraft | 44.6t  | 35.8m | real flight | low altitude, LTO, manual; 67min |
| D        | general aviation      | 3.12t  | 19.8m | simulation  | high altitude, cruise, AP; 162min |

3.2. Measurement Noises and Disturbances

Both simulation and real flight data are considered in the paper. While measurement noises and disturbances exist naturally in the real flight, we adopt the model following [71] in simulation. Dryden atmospheric disturbances are injected to perturb the flight states, on which the measurement noises are added to generate the noise-corrupted data. Measurement noises are assumed to follow Gaussian distribution. Standard deviations for the noise of each sensor are characterized in Table 2 [17].

Table 2: Sensors noise used in the simulation data.

| Sensor | Standard deviation | Unit |
|--------|--------------------|------|
| $V_m$  | 0.1                | $m/s$ |
| $\{\alpha, \beta\}_m$ | 0.1 | $[deg]$ |
| $\{G_x, G_y, G_z\}_m$ | 0.01 | $[g]$ |
| $\{p, q, r\}_m$ | 0.01 | $[deg/s]$ |
| $\{\psi, \theta, \phi\}_m$ | 0.01 | $[deg]$ |
| $\{x, y, z\}_m$ | 1 | $[m]$ |

Table 3: Aerospace sensors fault cases adopted in this paper.

| Case | Sensor | Fault type | Magnitude* |
|------|--------|------------|------------|
| 9    | $\{G_x, G_y, G_z\}_m$ | extra noise | $0.1g \sim 0.3g$ |
| 8    | $\{w_x, w_y, w_z\}_m$ | extra noise | $5^o/s \sim 10^o/s$ |
| 7    | $\{G_x, G_y, G_z\}_m$ | drift | $\pm (0.1g \sim 0.3g)$ |
| 6    | $\{w_x, w_y, w_z\}_m$ | drift | $\pm (5^o/s \sim 10^o/s)$ |
| 5    | $\beta_m$ | extra noise | $5^o \sim 10^o$ |
| 4    | $\beta_m$ | drift | $\pm (5^o \sim 10^o)$ |
| 3    | $\alpha_m$ | extra noise | $5^o \sim 10^o$ |
| 2    | $\alpha_m$ | drift | $\pm (5^o \sim 10^o)$ |
| 1    | $V_m$ | drift | $-50% \sim 100%$ |
| 0    | clean measurement with noises and disturbances, no fault |

* Noise standard deviation and drift values defined in this column.
3.3. ADS Fault Modeling and Injection

Different sensor fault types have been discussed in previous works, which include ramp bias, oscillations, and drift. For airspeed, most flight accidents happened due to the Pitot tube being clogged by ice or rain. We thus consider drift fault for airspeed (measurement loss). For AOA and sideslip angles sensors, the deflection vanes may be stuck or perturbed by external atmosphere; we thus consider drift (constant bias) and extra noises faults. For IMU sensors, we model the faults following [17, 18, 19], and assume that drift/extra noise faults may appear for all rotational speeds/load factors simultaneously. As shown in Table 3, a total of 9 fault cases (for ADS and IMU sensors) are discussed, wherein the magnitude for each case is specified following [13].

We implement the aerospace sensors faults in an additive form; i.e., the “clean” data (Case 0 in Table 3) are retrieved from real flight/simulations. Sensor faults are then injected into the measurement data. Following [13], this injection is performed in a randomized manner; i.e., for every 60 seconds in the data, the fault cases occur randomly at randomized moments, with its duration (also randomized) not exceeding the 60 seconds. In Figure 2 different fault cases
are injected to both airspeed, AOA, and sideslip angle for illustrative purposes.

3.4. SDI for the Imagefication-based Intelligent FDC

Imagefication-based intelligent FDC development hinges on the stacking of SDI, see Figure 3. Via simulations/real flights, measurement data from all the flight states/load factors are collected. We inject faults into the ADS/IMU measurement data, and stack them into a 2D matrix. In this matrix, each row stands for the historical measurements of a certain sensor (totally 15 sensors for 12 flight states and 3 load factors). The correlations of the states are then represented by the spatial coupling of different rows on the SDI.

In stacking the SDI, time window is used to crop the data. At a certain moment $t$, we consider the states from $t - \Delta T$ to $t$ (both included), wherein $\Delta T = 30s$.\footnote{Following \cite{12,13}, this window may be understood as a compromise between the aircraft “fast” motion modes of which the periods are in seconds (e.g. longitudinal short period, lateral roll), and “slow” modes which typically last for tens/hundreds of seconds (e.g. longitudinal phugoid, Dutch roll).} For different aircraft, the data are recorded in various sampling rates (e.g. 20Hz for B1, 30Hz for B2). We down-sample data to a unified frequency at $f_s = 1/\Delta t$, wherein $\Delta t = \Delta T/30 = 1s$. We stack the SDI using the down-sampled sensors data. The SDI thus yields a size with 15 rows (12 flight states and 3 load factors) and 31 columns (31 down-sampled sensor measurement data).
Figure 4: An illustrative example of SDI; (a) the normalized sideslip angle ($\bar{\beta}$) drift fault occurs at 21s∼31s; (b) the drift illustrates as a protruding strip on the stacked SDI; (c) illustration of AOA ($\bar{\alpha}$) sensor extra noise on the SDI, wherein the middle row oscillates with noises; (d) SDI for no-fault case, each row/column evolves as in Equations (1∼3), no abnormal region is found on the image.

Apart from the spatial coupling between each rows on the SDI (representing the correlations of different states), sequential coupling of between different columns also captures the temporal features enclosed within the sensors measurement data.

In the stacked SDI, the range of each state may vary significantly (e.g. angles in degrees, and position in kilometers). In practice, this may create numerical difficulties in the DNN training (singularities, error vanishing/explosion). Normalization thus is adopted. Following [12, 13], this normalization is performed linearly (to a range between 0∼1) along each row of the SDI. After normalization, the “image” we acquire in the right plot of Figure 3 is the SDI we adopted in our sensors FDC researches.

Pixel size of the SDI is 15×31, and elements enclosed within each index is normalized. The SDI thus similarizes the data format of a 15×31 sized grayscale image, see Figure 4. As in the figure, sensors fault illustrates as abnormal regions on the grayscale image (e.g. protruding stripes, oscillating noises). The original sensors FDC problem, therefore, is transformed into the abnormal object detection/classification on the grayscale SDI, wherein the input is a grayscale image (SDI), and output the fault labels (listed in Table 3). In the machine vision realm, the object detection/classification problem has long
been a research topic wherein a plethora of mature methods/research outputs have appeared, which we can refer to in studying the sensors FDC problems.

4. VGG-based FDC for Aerospace Sensors

4.1. Data Augmentation

In previous section, the aerospace sensors FDC is transformed into an abnormal object detection problem on the SDI grayscale image. Pixel size of the SDI, however, is small. Based on the studies in [15, 16], this may create a bottleneck in training the FDC neural network. We thus propose to augment the SDI size, which on one hand provides a larger-sized basis for the convolutional kernels to extract features, and more specifically we hope the augmented size correspondent to VGG16 (224 × 224) so that fine-tuning (from the VGG16 image classification neural network) may be adopted in training the sensors FDC neural network.

Many data augmentation methods have appeared in literature which include interpolation, generative adversarial networks (GAN) [72], etc. Instinctively interpolation may be usable in our problem, as the SDI represents the down-sampled data of sensors measurement. However, interpolation along the (15) rows may render the drift fault (a protruding jump on the SDI) less obvious, and convolutional operations less effective. GAN-based data augmentation may also be usable in our case; but the GAN needs to be separately trained, which is still time-consuming.

In our work we propose a “duplicate” approach to augment the SDI size, as shown in Figure 5. Note that original size of the SDI is 15 × 31. It is then duplicated multiple times till the duplicated image falls closest (but still lower) to the VGG16-preferred size. Along the row dimension, we thus need to duplicate 7 times (31 × 7 = 217), and along the column dimension 14 times is needed (15 × 14 = 210). Around the duplicated image (size 210 × 217), we conduct zero-padding, i.e. to inflate its size with multiples rows/columns of 0 till it reaches 224 × 224 size. As shown in Figure 5 we utilize 7 rows of 0 to
both top and bottom of the duplicated image, 3 columns to left of the image, and 4 columns to right of the image.

In our work we have investigated a total of 7 different methods to realize Figure 5. Before presenting them we first define the 3 basic operations we utilized. We denote the SDI grayscale image as $M$, wherein the size of $M$ is $m (=15)$ by $n (=31)$. The first basic operation, Tile is defined as in below equation:

$$M_{dup} = \begin{pmatrix} M & \cdots & M \\ & \ddots & \\ M & \cdots & M \end{pmatrix}_{a \times b} \tag{5}$$

wherein $a = 14$ and $b = 7$. In Equation (5), the SDI matrix is repeated as a whole for $a \times b$ times along the column and row directions, respectively.

In the second basic operation Repeat, every individual element in the SDI
matrix is broadcasted separately, shown as below \((a = 14, \ b = 7)\):

\[
M_{\text{dup}} = \begin{pmatrix}
M_{11} & \cdots & M_{11} \\
\vdots & \ddots & \vdots \\
M_{11} & \cdots & M_{11}
\end{pmatrix}_{a \times b}
\begin{pmatrix}
M_{11} & \cdots & M_{11} \\
\vdots & \ddots & \vdots \\
M_{mn} & \cdots & M_{mn}
\end{pmatrix}_{a \times b}
\] (6)

The third basic operation we defined for the data augmentation is \emph{Flip}. Consider the left-right flip matrix defined as:

\[
P_{\text{lr}} = \begin{pmatrix}
0 & 0 & \cdots & 0 & 1 \\
0 & 0 & \cdots & 1 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 1 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0
\end{pmatrix}_{n \times n}
\] (7)

wherein the size of \(P_{\text{lr}}\) is \(n\)-by-\(n\). The left-right \emph{Flip} operation then yields:

\[
M_{\text{lr}} = MP_{\text{lr}}
\] (8)

Similarly, an up-down flip matrix is written as:

\[
P_{\text{ud}} = \begin{pmatrix}
0 & 0 & \cdots & 0 & 1 \\
0 & 0 & \cdots & 1 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 1 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0
\end{pmatrix}_{m \times m}
\] (9)
wherein the size of $P_{ud}$ is $m$-by-$m$, the up-down *Flip* operation yields:

$$M_{ud} = P_{ud}M$$  \hspace{1cm} (10)$$

Given *Tile*, *Repeat*, and *Flip* operations defined in Equations (5–10), the 7 data augmentation methods we investigated are defined as following.

**All_Tile**: This method is defined as in Equation (5). The SDI ($M$) is repeated as a whole for $a \times b$ times along the column and row directions, respectively.

**All_Repeat**: This method is shown as in Equation (6). Each individual element in the SDI is repeated for $a \times b$ times along the column and row directions, separately.

**All_Flip**: An intermediate matrix is firstly defined using the original SDI ($M$) and $M_{lr}$ as:

$$M_i = [M, M_{lr}, M, M_{lr}, M, M_{lr}, M]$$  \hspace{1cm} (11)$$

The up-down *Flip* operation of $M_i$ yields $M_{ud}$, the duplicated image is then written as:

$$M_{dup} = \begin{bmatrix} M_i; M_{ud}; \cdots; M_i; M_{ud} \end{bmatrix}_a$$  \hspace{1cm} (12)$$

**LR_Flip_Tile**: Left-right *Flip* operation is firstly performed as in Equation (8), *Tile* operation is then adopted for $M_i$ (along column direction only) to realize $M_{dup}$.

**LR_Flip_Repeat**: Left-right *Flip* operation is firstly performed as in Equation (8), *Repeat* operation is then adopted for $M_i$ (along column direction only) to realize $M_{dup}$.

**UD_Flip_Tile**: Up-down *Flip* operation is firstly performed for $M$ to obtain $M_{ud}$, an intermediate matrix is defined as:

$$M_i = \begin{bmatrix} M; M_{ud}; \cdots; M; M_{ud} \end{bmatrix}_a$$  \hspace{1cm} (13)$$
Tile operation is then performed for $M_i$ along the row direction to obtain $M_{dup}$.

**UD_Flip_Repeat**: Up-down Flip operation is firstly performed for $M$ to obtain $M_{ud}$, an intermediate matrix is defined as in Equation (13). Tile operation is then performed for $M_i$ along the row direction to obtain $M_{dup}$.

### 4.2. VGG16 Fine-tuning for FDC

VGG16 is fine-tuned directly in developing the aerospace sensors FDC neural network. An illustrative plot of the VGG16 architecture is shown in Figure 1. In the previous chapter we have proposed 7 augmentation methods, we perform comparative studies on the 7 methods using the VGG16 fine-tuning results. Via each method, the SDI grayscale image (size $15 \times 31$) is inflated to VGG16-preferred size ($224 \times 224$). Taking the inflated image from each method, the pre-trained VGG16 (including both the architecture and internal parameters) is then loaded and fine-tuned using the same training data/algorithms/computational endeavors. The method that yields the best testing performance (same testing data is used for each method) is chosen as the method that we utilize, and the corresponding fine-tuned net adopted for further investigation (e.g. pruning in the next chapter).

In the fine-tuning of VGG16, we establish the training environment via Python version 3.8 (in Windows 10), PyTorch version 1.9.0, and CUDA version 11.4. The training computer is also equipped with an Nvidia GeForce 3090 GPU, 64GB RAM, and an i9-11900K CPU. Stochastic gradient descent (SGD) is adopted as the training algorithm (momentum 0.90), learning rate is set to a constant 1e-4, and batch size is set to 100 across all cases.

Based on the simulations/real flight data in Table [1], a total of 111,965 SDI grayscale images are generated, which are then inflated with the data augmentation methods to VGG16-preferred size. All the images are also labeled as in Table [3]. In the fine-tuning of VGG16 for each data augmentation method, 5-fold cross validation is adopted [22]. We first evenly divide all the data into 5 folds (each fold 20% with 22,393 images). We adopt each 1 fold of the images for testing, and the remaining 80% for training. In such manner we are able to
test the fine-tuned FDC net for 5 times separately (with each fold of the testing data strictly separated, but training data overlapped). We then combine the 5 testing results, and decide the best augmentation method with the best testing performance.

Illustrative results of the 5-fold VGG16 fine-tuning are plotted in Figure 6. As shown in the figure, the FDC testing performance converges rapidly and steadily after only 50 epochs (each epoch costs 6.5min). We summarize the testing accuracy by averaging the testing results of the last 5 epochs for all the 5 fine-tuning processes in each method, and characterize the accuracy in Table 4; standard deviation (STD) of the 5-fold fine-tuning results are also listed in the table. As shown in the table, in the *All_Repeat* augmentation method, the 5-fold training claims the best overall testing performance (average highest, and STD lowest) at an average accuracy XX%. Compared with previous works in [12] (80%) and [13] (90%), the results listed in Table 4 are considered very promising.

![Figure 6: Illustrative plots for the 5-fold cross validation training.](image-url)
4.3. Model Pruning for the Fine-tuned VGG16-FDC

In the previous chapter, via fine-tuning and All_Repeat data augmentation method, the VGG16-based FDC net yields a best average testing accuracy at XX%. We denote this net as VGG16-FDC, and visualize its internal operations in Figure X. In this figure, the features extracted in the 1st convolutional layer (totally 64 as following the VGG16 architecture in Figure 1) are plotted. Note that many features are dark, which indicates the associated convolutional kernels not activated. Theoretically, although the All_Repeat-inflated image matches the size of VGG16, but the VGG16 architecture (e.g. 64 kernels in the 1st convolutional layer) was originally trained (optimized) for real images, which embraces much more complex pixel information as compared with the inflated SDI grayscale image (despite their sizes being the same). Although the VGG16 architecture is sufficient (as in Table 4) for the FDC problem, it may also be oversized. To truncate the less-relevant (e.g. inactivated kernels) operations from the fine-tuned VGG16 net, we perform model pruning.

We have studied Random [74], L_1 unstructured [75], L_2 structured [76], and Taylor expansion based [77] model pruning methods for the fine-tuned VGG16-FDC. For briefness issue, we detail the one with the best results, e.g. Taylor expansion pruning in this paper. Given the assumption that parameters enclosed within the DNN (e.g. weights in the VGG16-FDC) are independent, DNN model pruning is defined as an optimization problem with constraints

| Augmentation Method | Accuracy Fold 1 (%) | Accuracy Fold 2 (%) | Accuracy Fold 3 (%) | Accuracy Fold 4 (%) | Accuracy Fold 5 (%) | Average, STD (%) |
|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|------------------|
| All_Tile            | 98.16               | 98.51               | 98.58               | 98.57               | 98.38               | 98.44, 0.1756    |
| All_Repeat          | 98.70               | 99.04               | 99.39               | 99.20               | 98.76               | 99.15, 0.2817    |
| All_Flip            | 97.61               | 97.59               | 97.59               | 97.54               | 97.76               | 97.70, 0.1948    |
| LR_Flip_Tile        | 96.37               | 96.94               | 96.59               | 96.83               | 97.13               | 96.78, 0.2988    |
| LR_Flip_Repeat      | 96.67               | 97.72               | 97.72               | 97.72               | 97.17               | 97.37, 0.4514    |
| UD_Flip_Tile        | 97.44               | 97.64               | 97.78               | 97.94               | 97.89               | 97.74, 0.2038    |
| UD_Flip_Repeat      | 97.50               | 97.13               | 97.20               | 97.20               | 97.83               | 97.45, 0.2817    |
shown in below:

$$\min_{W} \Delta C(h_i) = \left| C(D | W') - C(D | W) \right| = \left| C(D, h_i = 0) - C(D, h_i) \right| \quad \text{s.t.} \quad \|W\|_0 \leq B \quad (14)$$

where $h_i$ is the output produced from parameter $i$, $h = \{z_0^{(1)}, z_0^{(2)}, \ldots, z_L^{(c_i)}\}$. $D$ denotes training data $\{X = \{x_0, \ldots, x_N\}, Y = \{y_1, \ldots, y_N\}\}$, wherein $x_*$ and $y_*$ represent the net input and output, respectively. $W$ stands for the parameters to be optimized in DNN, i.e. $\{(w_1^1, b_1^1), \ldots, (w_L^c, b_L^c)\}$. The optimization goal is to minimize a cost value $C(D \mid W)$. $W' = gW$, wherein $g$ is the vectorized pruning gate $g \in \{0, 1\}^C_i$. $C(D, h_i = 0)$ the cost value if $h_i$ is pruned, and $C(D, h_i)$ the cost value if $h_i$ is not pruned. The $l_0$ norm in $\|W'\|_0 \leq B$ bounds the number of non-zero parameters $B$ in $W'$. Equation (14) indicates that we refine a subset of parameters that preserves the accuracy of the network when pruning. The criteria adopted in the pruning is Taylor expansion. Approximating $C(D, h_i = 0)$ with a first-order Taylor polynomial expansion at the neighbourhood of $h_i = 0$:

$$C(D, h_i = 0) = C(D, h_i) - \frac{\delta C}{\delta h_i} h_i + R_1(h_i = 0) \quad (15)$$

wherein $R_1(x)$ is the first-order expansion remainder. $R_1(x)$ can be neglected due to the significant calculation required as well as a smaller second order term deduced from the ReLU activation function. Therefore $\Theta_{TE} : \mathbb{R}^{H_i \times W_i \times C_i} \rightarrow \mathbb{R}^+$ with

$$\Theta_{TE}(h_i) = \left| \Delta C(h_i) \right| = \left| C(D, h_i) - \frac{\delta C}{\delta h_i} h_i - C(D, h_i) \right| = \left| \frac{\delta C}{\delta h_i} h_i \right| \quad (16)$$

and $\Theta_{TE}$ is computed for a multi-variate output (e.g. a feature map extracted by a convolutional kernel) by

$$\Theta_{TE} (z^{(k)}_i) = \left| \frac{1}{M} \sum_{m} \frac{\delta C}{\delta z^{(k)}_{l,m}} z^{(k)}_{l,m} \right| \quad (17)$$
wherein $M$ is the length of the vectorized feature map.

We perform the model pruning algorithm defined in Equations (14–17) to VGG16-FDC. The performance indexes we utilize in investigating the pruning process include number of parameters, model size, running time, and testing accuracy of the neural network. The pruning results (using Tylor expansion-based approach) are characterized in Table 5 wherein we denote the pruned net as pruned-VGG16-FDC. Note that in the table, the relative change is calculated by (After–Before)/Before. In the table, both number of parameters, size, and running time of the pruned net drops drastically whilst accuracy was slightly elevated. For accuracy improvement, this could be due to the pruning operation truncates redundant (less-relevant) structures from the original VGG16-FDC, simplifies the net architecture, hence renders the training data relatively more abundant (the net thus can be ‘better’ trained). To summarize, based on Table 5 the model pruning method we adopt yields an aerospace sensors FDC net at 5.60 MB size, 26 ms running time, and 98.90% accuracy.

| Parameters | Size (MB) | Time (ms) | Accuracy (%) |
|------------|-----------|-----------|--------------|
| Before     | 134300362 | 512       | 315          | 97.37        |
| After      | 1387333   | 5.60      | 26           | 98.90        |
| Relative Change | 98.97% ↓ | 98.91% ↓ | 91.75% ↓ | 1.53% ↑ |

5. Explainability Analysis of the FDC Net

To better visualize the internal operations enclosed within the FDC neural network (i.e. the pruned-VGG16-FDC), we adopt Gradient-weighted Class Activation Mapping (Grad-CAM [62]), which is a variant of the original CAM method. Suppose Grad-CAM $L_{\text{Grad-CAM}} \in \mathbb{R}^{u \times v}$ with width $u$ and height $v$ for any class $c$, $\frac{\partial y^c}{\partial A^k}$ is the gradient of the score for class $c$, $y^c$ with respect to feature map activations $A^k$ of a convolutional layer. These gradients flowing back are global-average-pooled 2 over the width and height dimensions (indexed by $i$ and
respectively) to obtain the neuron importance weights $\alpha_k^c$:

$$\alpha_k^c = \frac{1}{Z} \sum_i \sum_j \frac{\partial y^c}{\partial A_k^{ij}}$$

(18)

wherein $Z$ is the number of pixels in the feature map ($Z = \sum_i \sum_j 1$). The weight $\alpha_k^c$ represents a partial linearization of the deep network downstream from $A$, and captures the “attention” of feature map $k$ for a target class $c$. Finally, the Grad-CAM can be obtained by the sequential processing of a linear combination (weighted combination of forward activation maps) and a nonlinear operation (ReLU function):

$$L_{\text{Grad-CAM}}^c = \text{ReLU} \left( \sum_k \alpha_k^c A_k^c \right)$$

(19)

Figures 7–8 are illustrative results of the Grad-CAM analysis. In Figure 7, a sideslip angle drift fault is injected to the sensors as in Figure 4. On the original SDI image (size $15 \times 31$), the drift fault is marked in red as a protruding strip. After the All_Repeat augmentation method, the image is inflated to VGG16-preferred size (fault also marked in red). Using the inflated image shown in Figure 7 as input, Grad-CAM results from different layers of the pruned-VGG16-FDC neural network are plotted in Figure 8. In the first several layers of the net (1st and 2nd), the convolution focuses on extracting low-level features such as edges/lines on the image. As the convolutional layers stack deeper, more sophisticated features appear in the 6th and 10th layers, and the “hotter” area illustrated on the Grad-CAM plots reveals the “attention” (on the input image) where the associated convolutional layer is focused on. As shown in Figure 8, the hotter areas in the 6th and 10th layers correspond to the protruding strip shown on the net input. In the last layer of the neural network (13th), the hotter area focuses exclusively around the fault region. As shown in
Figure 8, the CAM plots correspond to the abnormal region wherein the fault occurs, the operations enclosed within the pruned-VGG16-FDC neural network is therefore considered explainable.

Figure 7: SDI and inflated images for a β sensor fault, fault is marked in red (images not in scale).

6. Conclusions

Following the recent developments of imagefication-based intelligent fault detection and diagnosis researches, a VGG16-based fault detection and classification (FDC) framework is proposed for aerospace sensors. Measurements of the sensors are first stacked into a grayscale image; data augmentation is then studied to inflate the stacked image to the size that is compatible with VGG16, a pre-trained object classification deep neural network in the machine vision realm. Detection and classification of the sensors faults are transformed into abnormal regions detection problem on the inflated image. The sensors FDC neural network is trained via fine-tuning the VGG16, which is further pruned for model compression. Via extensive tests, the proposed net in this paper yields a 98.90% FDC accuracy across 4 aircraft at 5 different flight conditions. We also perform explainability analysis of the proposed net via Grad-CAM (commonly used in the machine vision realm), which yields promising results.
Figure 8: Illustrative Grad-CAM results of the pruned-VGG16-FDC neural network; fault is marked in red.
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