Uniform adiabatic limit of Benney type systems
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Abstract. In this paper, we show that solutions of the cubic nonlinear Schrödinger equation are asymptotic limit of solutions to the Benney system. Due to the special characteristic of the one-dimensional transport equation, same result is obtained for solutions of the one-dimensional Zakharov and 1d-Zakharov–Rubenchik systems. Convergence is reached in the topology $L^2(\mathbb{R}) \times L^2(\mathbb{R})$ and with an approximation in the energy space $H^1(\mathbb{R}) \times L^2(\mathbb{R})$. In the case of the Zakharov system, this is achieved without the condition $\partial_t n(x,0) \in H^{-1}(\mathbb{R})$ for the wave component, improving previous results.
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1. Introduction

We consider a family of one-dimensional nonlinear dispersive systems, given by the following coupling equations:

$$
\begin{align*}
&i\partial_t u + \partial_x^2 u = (\tau |u|^2 + \alpha v + \alpha' z)u, \quad (x,t) \in \mathbb{R} \times \mathbb{R}^+, \\
&\varepsilon \partial_t v + \lambda \partial_x v = \beta \partial_x |u|^2, \\
&\varepsilon \partial_t z + \lambda' \partial_x z = \beta' \partial_x |u|^2,
\end{align*}
$$

(1.1)

where $u$ is a complex-valued function, $v$ and $z$ are real-valued functions, the physical parameters $\tau, \alpha, \alpha'$, $\lambda, \lambda', \beta, \beta'$ are real numbers, and $0 < \varepsilon < 1$. This model governs, on certain parameter regimes, the dynamics of many physical phenomena, and it is in the “neighborhood” of some other important models of the mathematical-physics, for example, the Zakharov system, the Davey–Stewartson system and the nonlinear Schrödinger equation. We give further information about well-posedness concerning System (1.1) in Sect. 6.

The family (1.1) contains, for instance, some cases of the non-resonant dynamics of small amplitude Alfvén waves propagating in a plasma \cite{9,20}, modeled by the coupled equations:

$$
\begin{align*}
&i\partial_t u + \partial_x^2 u = k(|c|u|^2 - \frac{1}{2}a \rho + \varphi)u, \\
&\varepsilon \partial_t \rho + \partial_x (\varphi - a \rho) = -k \partial_x |u|^2, \\
&\varepsilon \partial_t \varphi + \partial_x (b \rho - a \varphi) = \frac{1}{2}k \partial_x |u|^2,
\end{align*}
$$

(1.2)

where we have taken the frequency $\omega$ equal to 1, on the expanded flat wave front to generate $u$. This model is known as 1d-Zakharov–Rubenchik type system, which in the case $b > 0$ and $b - a^2 \neq 0$, using
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the transformation (see [17])
\[
\rho = \psi_1 + \psi_2, \quad \varphi = \sqrt{b}(\psi_1 - \psi_2),
\]
(1.3)
can be rewritten as
\[
\begin{align*}
  i\partial_t u + \partial_x^2 u &= (c|u|^2 - (\sqrt{b} + \frac{a}{2})\psi_2 + (\sqrt{b} - \frac{a}{2})\psi_1)u, \\
  \varepsilon\partial_t \psi_1 + (\sqrt{b} - a)\partial_x \psi_1 &= \frac{1}{2}(-1 + \frac{a}{2\sqrt{b}})|\partial_x u|^2, \\
  \varepsilon\partial_t \psi_2 - (a + \sqrt{b})\partial_x \psi_2 &= \frac{1}{2}(-1 - \frac{a}{2\sqrt{b}})|\partial_x u|^2.
\end{align*}
\]
(1.4)

Another system included in the family (1.1) is the 1d-Zakharov system describing Langmuir turbulence [31], given by
\[
\begin{align*}
  i\partial_t u + \partial_x^2 u &= nu, \\
  \varepsilon^2 \partial_t^2 n - \partial_x^2 n &= \partial_x^2 |u|^2,
\end{align*}
\]
(1.5)
where \(0 < \varepsilon = k/c_s < 1\), \(k\) is a positive parameter and \(c_s\) the ionic sound speed. It can be set in the form of (1.1) because we can write the wave equation of this system as
\[
(\varepsilon \partial_t - \partial_x)(\varepsilon \partial_t + \partial_x)n = \partial_x^2 |u|^2
\]
(1.6)
and we make
\[
(\varepsilon \partial_t \pm \partial_x)n = \partial_x n_\pm
\]
(1.7)
to consider the two traveling wave profiles. Then we have
\[
\begin{align*}
  i\partial_t u + \partial_x^2 u &= \frac{1}{2}(n_- - n_+)u, \\
  \varepsilon\partial_t n_+ + \partial_x n_+ &= \partial_x |u|^2, \\
  \varepsilon\partial_t n_- - \partial_x n_- &= \partial_x |u|^2,
\end{align*}
\]
(1.8)
with
\[
\frac{1}{2}(n_- - n_+) = n.
\]
(1.9)

In [13], a similar change of variables was performed for the Zakharov system, with complex positive and negative frequency parts for the wave equation, that is
\[
n_\pm = n \pm i\omega^{-1}\partial_t n, \quad \omega = (-\Delta)^{1/2}.
\]
(1.10)

This allowed them to implement the Bourgain method to prove well posedness for the associated Cauchy problem in a wide class of Sobolev regularity for initial data.

From the physical point of view, the models (1.2) and (1.5) are magneto-hydrodynamics type systems in plasma physics [15,26]; however, (1.2) is known as the Benney-Roskes system in the context of gravitational water waves [7].

A simpler model in the study of a general theory of water waves interactions in a nonlinear medium [5,6] is the Benney system
\[
\begin{align*}
  i\partial_t u + \partial_x^2 u &= \alpha uv, \\
  \varepsilon\partial_t v + \lambda\partial_x v &= \beta\partial_x |u|^2,
\end{align*}
\]
(1.11)
where \(|\lambda| = 1\).

Before summarizing some useful preliminary results, we fix some notations. For a fixed positive time \(T\), we are going to write
\[
\|f\|_{L^\infty_T} := \sup_{t \in [0,T]} |f(t)|, \quad \|f\|_{L^\infty_T} := \sup_{t \geq 0} |f(t)|
\]
(1.12)
and the symbol \(|\cdot|_{L^q_T L^p_T}\) or \(\|\cdot\|_{L^q_T L^p_T}\) will indicate the usual norm of a mixed space for \(t \in \mathbb{R}^+\) or \(t \in [0,T]\), respectively.
We are interested in initial data belonging to $H^s$, which denotes the classical $L^2$-Sobolev space and also will be used the mixed norm of $L^∞([0,T];H^s(ℝ))$, defined by
\[
\|f\|_{L^∞_T H^s} := \sup_{0 ≤ t ≤ T} \|f(\cdot,t)\|_{H^s}.
\] (1.13)

Well-posedness for the Cauchy problem associated to the above models in the $H^s(ℝ^d)$ spaces, as well as other important properties of the dynamics of the solutions, have been extensively considered for many authors.

Regarding the system (1.2), there are a few works, but this one started to get attention in the last years, see for instance [17,20,21]. As far as we know, the best local and global well-posedness for (1.2) was established in [17] and in dimensions $d = 2, 3$ we refer to the works [11,12,18,25] for recent advances concerning existence of solutions, asymptotic behavior, instability of standing waves and blow-up solutions.

About the existence of global solutions for (1.5) there are global weak solutions for initial data $(u_0, n_0, n_1) \in H^1 × L^2 × H^{-1}$ (with $n_1(x) = ∂_1 n(x, 0)$) and smooth solutions
\[
u ∈ L^∞([0,T]; H^m), \quad n ∈ L^∞([0,T]; H^{m-1}),
\] (1.14)
for any time $T > 0$ and for initial data in $H^m × H^{m-1} × H^{m-2}$ with $m ≥ 3$ (see [28]). Also, when (1.5) is written as in (3.10), the solutions $(u_ε, n_ε, v_ε) \in H^3 × H^2 × H^1$ associated to the bounded family of initial data are bounded uniformly respect to $ε ∈ H^1 × L^2 × L^2$. This fact was used in [1] to prove the weak convergence to the cubic nonlinear Schrödinger (cubic-NLS) equation. A local and global theory in all dimensions for the system (1.5) was established in [13], and improvements of this in the two-dimensional case were established later in [2] and in one-dimensional case below energy space in [23,24].

On the other hand, in [27] it was proven the convergence of solutions of the 2d and 3d-Zakharov system to the corresponding solutions of the cubic-NLS equation in the subsonic limit ($ε → 0$), more exactly, they proved:

**Theorem 1.1.** [27] Let $m ≥ [d/2] + 3 \ (d = 2,3)$, $∂_1 n_ε(x,0) = \nabla w_0$ and $T$ the time of existence of solutions (independent of $ε$). Assume that
\[
\|u_0\|_{H^{m+1}} + √ε \|w_0\|_{H^m} + \|n_0\|_{H^m} ≤ C,
\]
\[
\frac{1}{√ε} \|\nabla (n_0 + |u_0|^2)\|_{H^{m-1}} + \|\nabla w_0\|_{H^{m-1}} ≤ C,
\]
and
\[
\lim_{ε → 0} \|u_0 − u\|_{H^{m+1}} = 0.
\]

Then, we have
\[
n_ε + |u_ε|^2 → 0 \quad \text{in} \quad C([0,T] × ℝ^d),
\] (1.15)
\[
\nabla [n_ε + |u_ε|^2] → 0 \quad \text{in} \quad C([0,T]; H^{m-2}),
\] (1.16)
\[
u_ε − u → 0 \quad \text{in} \quad C^1([0,T] × ℝ^d) \cap C^1([0,T]; C^2).
\] (1.17)

For solutions with small amplitude were obtained rates of this convergence in [1] for $d = 1, 2, 3$. For example, when the dimension is $d = 1$, we have:

**Theorem 1.2.** [1] Consider de Cauchy problem associated to the system (1.5). Let $m ≥ 3$ and assume that initial data satisfies
\[
u_0 ∈ H^{m+2}, \quad n_0 ∈ H^{m+1} \quad \text{and} \quad n_1 = ∂_1 n(x,0) ∈ H^m \quad (n_1 = ∂_x^2 w_0 \quad \text{with} \quad ∂_x w_0 ∈ L^2).
\]

Then,
\[
\|u_ε(\cdot,t) − u(\cdot,t)\|_{H^m} ≤ M(t)(ε + √ε \|n_0 + |u_0|^2\|_{H^m}),
\]
and
\[ \| \eta \varepsilon (\cdot, t) + |u(\cdot, t)|^2 - \tilde{n}(\cdot, t/\varepsilon) \|_{H^{-1}} \leq M(t)(\varepsilon + \sqrt{\varepsilon} \|n_0 + |u_0|^2\|_{H^m}), \]
for some function \( M(t) \in L^\infty_{loc}(\mathbb{R}^+), \)
where
\[ i\partial_t u + \partial_x^2 u = -|u|^2 u, \quad u(x, 0) = u_0(x), \]
and \( \tilde{n} \) is a fitting corrector satisfying the wave equation
\[
\begin{aligned}
\partial_t \tilde{n} - \partial_x^2 \tilde{n} &= 0, \\
\tilde{n}(x, 0) &= n_0(x) + |u_0(x)|^2, \\
\partial_x \tilde{n}(x, 0) &= 0.
\end{aligned}
\]

In [22], it was found optimal rates for this convergence. Also, in [14] the convergence in this limit has been proved whenever the initial data are uniformly bound in \( H^5 \). Then, in [19] the convergence was proven in the energy space, still maintaining the condition \( n_1 \in \dot{H}^{-1} \) for the solutions found in [8] in dimension \( d = 3 \), and \( |\varepsilon \nabla^{-1}|n_1 \) decaying for high frequency.

Finally, for system (1.11) in the works [3, 4, 10, 13, 16, 29, 30] the reader can find results about well-posedness, ill-posedness and existence/stability of solitary waves.

1.1. Goal and motivation

In the one-dimensional case, all the systems above presented are globally well-posed in the natural energy space. Our interest here is to study the behavior of solutions of the Cauchy problem associated to (1.1), or equivalently of (1.11), in the energy space on any time interval \( \Delta T := [0, T] \) when \( \varepsilon \to 0 \). Formally, when \( \varepsilon \to 0 \) the system (1.1) decouples and the solutions \( (u_\varepsilon, v_\varepsilon, w_\varepsilon) \) are reduced to satisfy
\[
\begin{aligned}
i\partial_t u + \partial_x^2 u &= \left( \tau + \frac{\alpha \beta}{\chi} + \frac{\alpha' \beta'}{\chi'} \right) |u|^2 u, \quad (x, t) \in \mathbb{R} \times (0, T], \\
v &= \frac{\beta}{\chi} |u|^2, \quad (x, t) \in \mathbb{R} \times [0, T], \\
z &= \frac{\beta'}{\chi'} |u|^2, \quad (x, t) \in \mathbb{R} \times [0, T],
\end{aligned}
\]
and in this case the limit is named adiabatic or subsonic because of the regime. The first component reaches to solve a cubic-NLS equation while the others components manage the quadratic nonlinearity.

In the case of (1.8), we have
\[ v = n_+ = |u|^2, \quad z = n_- = -|u|^2, \]
with
\[ n = \frac{1}{2}(n_- - n_+) = -|u|^2, \]
and therefore the focusing cubic-NLS equation limit
\[ i\partial_t u + \partial_x^2 u = -|u|^2. \]

Essentially we will have to deal with the system (1.11) because \( v \) and \( w \) are not coupled in (1.1), and in this case, we have the limit system
\[
\begin{aligned}
i\partial_t u + \partial_x^2 u &= \frac{\alpha \beta}{\chi} |u|^2 u, \quad (x, t) \in \mathbb{R} \times (0, T], \\
v &= \frac{\beta}{\chi} |u|^2, \quad (x, t) \in \mathbb{R} \times [0, T],
\end{aligned}
\]
whose solution \( u \) with initial data \( u_0 \) verifies
\[ u(x, t) = S(t)u_0 - i\frac{\alpha \beta}{\chi} \int_0^t S(t - s)|u(x, s)|^2 u(x, s)ds, \]
for some function \( M(t) \in L^\infty_{loc}(\mathbb{R}^+), \)
where
\[ i\partial_t u + \partial_x^2 u = -|u|^2 u, \quad u(x, 0) = u_0(x), \]
and \( \tilde{n} \) is a fitting corrector satisfying the wave equation
\[
\begin{aligned}
\partial_t \tilde{n} - \partial_x^2 \tilde{n} &= 0, \\
\tilde{n}(x, 0) &= n_0(x) + |u_0(x)|^2, \\
\partial_x \tilde{n}(x, 0) &= 0.
\end{aligned}
\]
where

\[ S(t) = e^{it\partial_x^2} \]  

(1.24)
denotes the unitary group associated to the linear Schrödinger equation.

Clearer evidence that this convergence is possible comes from the convergence of the traveling waves of the Benney system to those of equation (1.22). More precisely, for a given \( c > 0 \) and \( \alpha, \beta, \lambda \) satisfying

\[ \frac{\alpha \beta}{\lambda} < 0, \]  

(1.25)

the traveling waves

\[
\begin{aligned}
    u_{c,w,\varepsilon}(x,t) &= e^{iwt} e^{\frac{ic}{2}(x-ct)} \sqrt{\frac{2(c\varepsilon-\lambda)}{\alpha \beta}} \sigma \text{sech} \left( \sigma(x-ct) \right), \\
    v_{c,w,\varepsilon}(x,t) &= -\frac{2}{3} \sigma^2 \text{sech}^2(\sigma(x-ct)), 
\end{aligned}
\]  

(1.26)

with \( 0 < \varepsilon < 1/c \) and \( \sigma = \sqrt{w-c^2/4} \) are solutions of the Benney system and, on the other hand, under condition (1.25) the family

\[
    u_{c,w}(x,t) = e^{iwt} e^{\frac{ic}{2}(x-ct)} \sqrt{\frac{-2\lambda}{\alpha \beta}} \sigma \text{sech} \left( \sigma(x-ct) \right),
\]  

(1.27)

describes solutions of (1.22). Then, by using the Lebesgue’s dominated convergence theorem we can verify that

\[
    \lim_{\varepsilon \to 0} \left\| u_{c,w,\varepsilon} - u_{c,w} \right\|_{L^\infty L^2_x} = 0,
\]  

(1.28)

moreover

\[
    v_{c,w,\varepsilon}(x,t) = \frac{\beta}{\lambda} |u_{c,w}(x,t)|^2,
\]  

(1.29)

for all \( \varepsilon > 0 \).

Traveling waves are global localized solutions of system (1.11) belonging to the energy space \( H^1 \times L^2 \). However, for any initial data \( (u_0,v_0) \in H^1 \times L^2 \) the corresponding solution \( (u_\varepsilon,v_\varepsilon) \) of (1.11) is global in time, as will described in Sect. 3.3. So, it’s natural to ask whether the convergence \( (u_\varepsilon,v_\varepsilon) \to (u,\frac{\beta}{\lambda} |u|^2) \) holds in \( H^1 \times L^2 \) or at least in \( L^2 \times L^2 \).

**Remark 1.3.** We highlight that the limit to the cubic-NLS showed in [1,21,27] is in the sense of punctual convergence in time. Moreover, as in [14,22], the technique used in the proof demanded more than four derivatives on the initial data. In [1], the authors also proved weak convergence by using compactness arguments on the energy space, and in [21] it was used the theory of symmetric hyperbolic system to deal with the limit of (1.2), but the result of this work is weaker.

Our goal in this work is to improve, in some sense in one dimension, the known convergence results for these systems, taking as starting point the study of the convergence for solutions of the (1.11). The key point in (1.11) is that we will take advantage of the transport phenomenon in a single equation in order to find a rate for the convergence of solutions to the respective solution of (1.22) in the space \( C([0,T]; L^2 \times L^2) \). Then we replicate the same argument to get a rate for the convergence of solutions of the more general system (1.1) to the solution of Eq. (1.18) in the space \( C([0,T]; L^2 \times L^2 \times L^2) \). Consequently, we derive rates for the convergence of solutions of the systems (1.4) and (1.8) and also for system (1.5) in the respective topology induced by the energy space. In this sense, our results are stronger.

Notice that in [27], the real-valued functions of the original system behave like quadratic nonlinearity of the same system as \( \varepsilon \) tends to 0, but this is not met in the limit. We also can prove that this is really achieved too, with less regular initial data, as long as the solutions stay uniformly bounded respect to \( \varepsilon \). Therefore, our results are a significant improvement, which will be established in the next section.
2. Main results

It will be important to distinguish solutions corresponding to different values of $\varepsilon$ for system (1.1), which justifies the notation $u_\varepsilon = u_\varepsilon(x,t)$, $v_\varepsilon = v_\varepsilon(x,t)$ and $z_\varepsilon = z_\varepsilon(x,t)$ whenever this is necessary.

**Theorem 2.1.** Let $T > 0$ be given. Suppose that the solutions $(u_\varepsilon, v_\varepsilon, z_\varepsilon)$ of system (1.1) corresponding to a family of initial data $\{(u_{0\varepsilon}, v_{0\varepsilon}, z_{0\varepsilon})\}_{0 < \varepsilon < 1} \subset H^1 \times L^2 \times L^2$, satisfy

$$
\sup_{0 < \varepsilon < 1} \left( \|u_\varepsilon\|_{L^\infty_T H^1_x} + \|v_\varepsilon\|_{L^\infty_T L^2_x} + \|z_\varepsilon\|_{L^\infty_T L^2_x} \right) < \infty
$$

and

$$
|u_\varepsilon| \leq \psi \ a.e.,
$$

for some $\psi \in L^\infty([0,T]; L^\infty \cap L^2)$, and let $u$ be the solution of the cubic nonlinear Schrödinger equation in (1.1) with data $u_0 \in H^1$. Then,

$$
\lim_{\varepsilon \to 0} \left( \|u_\varepsilon - u\|_{L^\infty_T L^2_x} + \|v_\varepsilon - \frac{\beta}{\lambda}|u|^2\|_{L^\infty_T L^2_x} + \|z_\varepsilon - \frac{\beta'}{\lambda'}|u|^2\|_{L^\infty_T L^2_x} \right) = 0,
$$

whenever the family of initial data satisfies

$$
\lim_{\varepsilon \to 0} \left( \|u_{0\varepsilon} - u_0\|_{H^1} + \|v_{0\varepsilon} - \frac{\beta}{\lambda}|u_0|^2\|_{L^2} + \|z_{0\varepsilon} - \frac{\beta'}{\lambda'}|u_0|^2\|_{L^2} \right) = 0.
$$

**Theorem 2.2.** Let $T > 0$ be given and consider $\frac{\alpha \lambda}{\beta} < 0$. Suppose that $\{(u_{0\varepsilon}, v_{0\varepsilon})\}_{0 < \varepsilon < 1}$ is a family of data in the space $H^1 \times L^2$ such that

$$
\sup_{0 < \varepsilon < 1} \left( \|u_{0\varepsilon}\|_{H^1} + \|v_{0\varepsilon}\|_{L^2} \right) < \infty
$$

and

$$
\lim_{\varepsilon \to 0} \|v_{0\varepsilon} - \frac{\beta}{\lambda}|u_{0\varepsilon}|^2\|_{L^2} = 0.
$$

Then, the corresponding solutions $(u_\varepsilon, v_\varepsilon)$ of the Cauchy problem associated to the (1.11) in $H^1 \times L^2$ provided in [13] satisfies

$$
\|v_\varepsilon - \frac{\beta}{\lambda}|u_\varepsilon|^2\|_{L^\infty_T L^2_x} = O(\varepsilon)
$$

and

$$
\|v_{0\varepsilon}S(t-s)[u_\varepsilon v_\varepsilon - \frac{\beta}{\lambda}u_\varepsilon |u_\varepsilon|^2](x,s)dx\|_{L^\infty_T L^2_x} \lesssim T^{3/4} O(\varepsilon).
$$

Furthermore, the same is true in the case $\frac{\alpha \lambda}{\beta} > 0$ under the extra hypothesis $\frac{\beta}{\lambda'} = O(\varepsilon^3)$.

**Corollary 2.3.** Assume the hypotheses in Theorem 2.2 in the case $\frac{\alpha \lambda}{\beta} < 0$. Suppose further that

$$
|u_\varepsilon| \leq \psi \ a.e
$$

for some function $\psi \in L^\infty([0,T]; L^\infty \cap L^2)$. If $u$ is the solution of the cubic nonlinear Schrödinger equation (1.22) with initial data $u_0 \in H^1$, then

$$
\lim_{\varepsilon \to 0} \|v_\varepsilon - \frac{\beta}{\lambda}|u|^2\|_{L^\infty_T L^2_x} = 0
$$

and

$$
\lim_{\varepsilon \to 0} \|u_\varepsilon - u\|_{L^\infty_T L^2_x} = 0,
$$

whenever $\|u_{0\varepsilon} - u_0\|_{L^2} \to 0$. 
Theorem 2.4. Consider the Cauchy problem associated to (1.11) with \( \frac{\alpha \lambda}{\beta} < 0 \). If \( \{(u_{0\varepsilon}, v_{0\varepsilon})\}_{0<\varepsilon<1} \) is a family of data in the space \( H^1 \times L^2 \) such that
\[
\lim_{\varepsilon \to 0} (\|u_{0\varepsilon} - u_0\|_{H^1} + \|v_{0\varepsilon} - \frac{\beta}{\lambda} |u_0|^2\|_{H^1}) = 0
\] (2.12)
and \( u \) is the solution of (1.22) with initial data \( u_0 \), then we have
\[
\left\| \partial_x \int_0^t S(t-s)[u_\varepsilon v_\varepsilon - \frac{\beta}{\lambda} |u_\varepsilon|^2](x,s)ds \right\|_{L^\infty_x L^2_t} \lesssim T^{3/4} O(\varepsilon).
\] (2.13)

Remark 2.5. It is important to note that:
(a) The inequalities (2.8) and (2.13) means, respectively, that
\[
\left\| u_\varepsilon - S(t)u_{0\varepsilon} + i\frac{\alpha \beta}{\lambda} \int_0^t S(t-s)u_\varepsilon |u_\varepsilon|^2 ds \right\|_{L^\infty_x L^2_t} \lesssim T^{3/4} O(\varepsilon).
\] (2.14)
and
\[
\left\| \partial_x \left( u_\varepsilon - S(t)u_{0\varepsilon} + i\frac{\alpha \beta}{\lambda} \int_0^t S(t-s)u_\varepsilon |u_\varepsilon|^2 ds \right) \right\|_{L^\infty_x L^2_t} \lesssim T^{3/4} O(\varepsilon).
\] (2.15)
(b) The sign \( \frac{\alpha \lambda}{\beta} < 0 \) is because it enables to obtain bonded solutions respect to \( \varepsilon \).
(c) For the 1d-Zakharov system, we have removed the condition \( n_1 \in \dot{H}^{-1} \) whenever we have uniformly bounded solutions on the parameter \( \varepsilon \). Also we do not impose decay for high frequency on initial data.

3. Preliminary results

3.1. On the 1d-Zakharov–Rubenchik

As we commented in the introduction, the best known result about local well-posedness for the Zakharov–Rubenchik system (1.2) was established in [17]. The flux of this system preserves the following nonlinear quantities:
\[
I_1(t) = \int_{\mathbb{R}} |u(x,t)|^2 dx,
\]
\[
I_2(t) = \frac{1}{2} \int_{\mathbb{R}} |\partial_x u(x,t)|^2 dx + \frac{ck}{4} \int_{\mathbb{R}} |u(x,t)|^4 dx + \frac{k}{2} \int_{\mathbb{R}} (\varphi - \frac{a}{2\rho})(x,t)|u(x,t)|^2 dx
\]
\[
+ \frac{b}{4} \int_{\mathbb{R}} \rho(x,t)|^2 dx + \frac{1}{4} \int_{\mathbb{R}} |\varphi(x,t)|^2 dx - \frac{b}{2} \int_{\mathbb{R}} \rho(x,t)\varphi(x,t) dx,
\]
\[
I_3(t) = \varepsilon \int_{\mathbb{R}} \rho(x,t)\varphi(x,t) dx + \frac{i\varepsilon}{2} \int_{\mathbb{R}} (u(x,t)\partial_x u(x,t) - \bar{u}(x,t)\partial_x \bar{u}(x,t)) dx,
\]
and consequently
\[
I_4(t) = I_2(t) + \frac{b}{2\varepsilon} I_3(t).
\] (3.4)

The conservation laws above yield the following global well-posedness:
Theorem 3.1. [17] The Cauchy problem associated to the system (1.4) is globally well posed for any initial data \((u_0, \psi_{10}, \psi_{20})\) belonging to the spaces:
(a) \(H^{s+1/2} \times H^s \times H^s\) with \(s \geq 0\),
(b) \(H^1 \times L^2 \times L^2\) whenever \(b > a^2\).

Furthermore, in the energy space the solutions satisfied the uniform control
\[
\|(u(t), \psi_1(t), \psi_2(t))\|_{H^1 \times L^2 \times L^2} \lesssim \|(u_0, \psi_{10}, \psi_{20})\|^2_{H^1 \times L^2 \times L^2} + \|u_0\|^6_{L^2},
\]
for all \(t \geq 0\).

For more details on this matter, we recommend [17,20]. Also notice that if the initial data in the Zakharov–Rubenchik system (depending on \(\varepsilon\)) satisfy the compatibility conditions (2.4), then the solutions are bounded uniformly.

3.2. On the 1d-Zakharov system

Concerning the existence of local solutions for the Cauchy problem associated to (1.5), a wide class of regularity was obtained in [13] for data
\[
(u_0, n_0, n_1) \in H^s \times H^\kappa \times H^{\kappa-1}, \quad \text{with} \quad n_1 = n_t(0),
\]
in the case \(\varepsilon = 1\). We notice that the same theory holds for all \(\varepsilon > 0\) because of the re-scaling:
\[
u(x, t) = U(\varepsilon^{-1}x, \varepsilon^{-2}t) \quad \text{and} \quad n(x, t) = N(\varepsilon^{-1}x, \varepsilon^{-2}t),
\]
which transform the system (1.5) to
\[
\begin{align*}
i\partial_t U + \partial_x^2 U &= \varepsilon^2 NU, \\
\partial_x^2 N - \partial_t^2 N &= \partial_x^2 |U|^2,
\end{align*}
\]
with \(r = \varepsilon^{-2}t\) and \(z = \varepsilon^{-1}x\). Indeed, system (3.6) is included in the local theory developed in [13], since bilinear estimates used for the authors do not depend on the coefficients of nonlinear terms. More precisely, we have the following result:

Theorem 3.2. [13] For any \((u_0, n_0, n_1) \in H^s(\mathbb{R}) \times H^\kappa(\mathbb{R}) \times H^{\kappa-1},\) with \(s\) and \(\kappa\) verifying the conditions:
\[
-\frac{1}{2} < s - \kappa \leq 1 \quad \text{and} \quad -\frac{1}{2} \leq \kappa \leq 2s - \frac{1}{2},
\]
there exists a positive time \(T = T(||u_0||_{H^s}, ||n_0||_{H^\kappa}, ||n_1||_{H^{\kappa-1}})\) and a unique solution \((u(t, \cdot), v(t, \cdot))\) of the initial value problem (1.5) in the time interval \([0, T]\), satisfying
\[
(u, n, n_t) \in C([0, T]; H^s(\mathbb{R}) \times H^\kappa(\mathbb{R}) \times H^{\kappa-1}(\mathbb{R})).
\]
Moreover, the map \((u_0, n_0, n_1) \mapsto (u(\cdot, t), n(\cdot, t), n_t(\cdot, t))\) is locally Lipschitz.

Figure 1 shows the region \(\mathcal{W}\) of the Sobolev indexes defined by conditions (3.7).

As we see, energy regularity \(H^1 \times L^2 \times H^{-1}\) is covered in Theorem 3.2, so global well-posedness in this space is automatically provided by conservation laws:
\[
\mathcal{J}_1(t) = \int_{\mathbb{R}} |u(x, t)|^2 \, dx
\]
and
\[
\mathcal{J}_2(t) = \int_{-\infty}^{+\infty} \left( |\partial_x u(x, t)|^2 + n(x, t)|u(x, t)|^2 + \frac{1}{2} n^2(x, t) + \frac{\varepsilon^2}{2} |v(x, t)|^2 \right) \, dx,
\]
(3.9)
due to the Hamiltonian version of the Zakharov system (1.5):
\[
\begin{cases}
i \partial_t u + \partial_{xx} u = nu, \\
\partial_t n + \partial_x v = 0, \\
\varepsilon^2 \partial_t v + \partial_x n = -\partial_x |u|^2,
\end{cases}
\] (3.10)

where \( v(x,t) = \partial_x w(x,t) \) and \( \partial_t n(x,0) = n_1(x) = -\partial_{xx} w_0 \) for a certain function \( w \).

We can notice that
\[
v = \partial_x^{-1} \partial_t n = \partial_x^{-1} n_1 \quad \text{in } t = 0,
\] (3.11)

so \( J_2 \) can be written only in terms of \( u \) and \( n \).

Finally, as solutions of (1.8) are solutions of (1.5), where
\[
\partial_x n_\mp = \varepsilon \partial_t n \pm \partial_x n,
\] (3.12)

then
\[
\partial_x n_\mp = -\varepsilon \partial_x v \pm \partial_x n = \partial_x (-\varepsilon v \pm n); \quad (3.13)
\]
so
\[
n_\mp = -\varepsilon v \pm n \quad (3.14)
\]
and
\[
\|n_\mp\|_{L^2} \leq \varepsilon \|v\|_{L^2} + \|n\|_{L^2}. \quad (3.15)
\]

This indicates a control of the components \( n_\mp \) in function of the original variables \( v \) and \( n \), whence the solutions \( (u_\varepsilon, n_{\varepsilon \pm}) \) are uniformly bounded in \( H^1 \times L^2 \). However, as we will see later, the system (1.1) has an intrinsically very good structure with three conserved quantities, so we do not need to assume \( n_1 \in \dot{H}^{-1} \) as in (3.10) to have a control of the solutions on \( \varepsilon \).
3.3. On the Benney system

We will denote by $T_\varepsilon(t)$ the family of translator operators associated to the free wave equation

$$\begin{cases} v_t + \frac{\lambda}{\varepsilon} v_x = 0, \\ v(x, 0) = v_0, \end{cases} \tag{3.16}$$

that is,

$$T_\varepsilon(t)v_0 = v_0(x - \frac{\lambda}{\varepsilon} t). \tag{3.17}$$

The solution for the system (1.11) with initial data $(u_{0\varepsilon}, v_{0\varepsilon})$ satisfy the following integral equations:

$$\begin{aligned} u_\varepsilon(x, t) &= S(t)u_{0\varepsilon} - i\alpha \int_0^t S(t-s)u_\varepsilon(x, s)v_\varepsilon(x, s)ds, \\ v_\varepsilon(x, t) &= T_\varepsilon(t)v_{0\varepsilon} + \frac{\beta}{\varepsilon} \int_0^t T_\varepsilon(t-s)\partial_x|u_\varepsilon(x, s)|^2ds. \end{aligned} \tag{3.18}$$

The flow of the system (1.11) preserves the following nonlinear functional:

$$\begin{aligned} M_\varepsilon(t) &= \int_{-\infty}^{+\infty} |u_\varepsilon(x, t)|^2 dx = M_\varepsilon(0) \quad \text{(mass),} \\ K_\varepsilon(t) &= \int_{-\infty}^{+\infty} \left( |v_\varepsilon(x, t)|^2 + \frac{2\beta}{\alpha\varepsilon} \text{Im} u_\varepsilon(x, t)\partial_x\bar{u}_\varepsilon(x, t) \right)dx = K_\varepsilon(0) \quad \text{(moment)} \end{aligned} \tag{3.19} \tag{3.20}$$

and

$$\begin{aligned} E_\varepsilon(t) &= \int_{-\infty}^{+\infty} \left( |\partial_xu_\varepsilon(x, t)|^2 + \alpha v_\varepsilon(x, t)|u_\varepsilon(x, t)|^2 - \frac{\alpha\lambda}{2\beta} v_\varepsilon^2(x, t) \right)dx = E_\varepsilon(0) \quad \text{(energy)}, \end{aligned} \tag{3.21}$$

for all $0 \leq t < T_\varepsilon^*$, where $T_\varepsilon^*$ is the maximal time of existence for the respective solution.

The most general theory concerning local well-posedness, known so far, in Sobolev spaces for the Cauchy problem associated to the Benney system (1.11) also was derived in [13], where the authors established local well-posedness for initial data $(u_{0\varepsilon}, v_{0\varepsilon}) \in H^s(\mathbb{R}) \times H^\kappa(\mathbb{R})$ in the same region of regularity shown in Fig. 1, with time of the existence $T_\varepsilon$, depending on the norms $\|u_{0\varepsilon}\|_{H^s}$, and $\|v_{0\varepsilon}\|_{H^\kappa}$. Indeed, the results were obtained as a corollary of the proof of Theorem 3.2.

Our main goal is to study the asymptotic behavior for solutions of the Benney system in the topology of $C([0, T]; H^1(\mathbb{R}))$ for the component $u_\varepsilon$ and with an appropriated topology for the corresponding transport solution $v_\varepsilon$. However, if we expect a strong convergence result in $C([0, T]; L^2(\mathbb{R}))$ for solutions $v_\varepsilon$ it is natural to impose a compatibility condition on the initial data, like

$$v_0 = \frac{\beta}{\lambda} |u_0|^2 \tag{3.22}$$

or

$$\lim_{\varepsilon \to 0} \left\| \lambda v_{0\varepsilon} - \beta |u_{0\varepsilon}|^2 \right\|_{L^2} = 0 \tag{3.23}$$

if the data vary with $\varepsilon$. For instance, if $u_{0\varepsilon} \equiv 0$ for all $\varepsilon$ then

$$u_\varepsilon(x, t) \equiv 0 \quad \text{and} \quad v_\varepsilon(x, t) = v_{0\varepsilon}(x - \frac{\lambda}{\varepsilon} t), \tag{3.24}$$
so
\[ \|v_\varepsilon(x, t)\|_{L^\infty_{x} L^2_{x}} = \|v_{0\varepsilon}\|_{L^2_{x}}. \] (3.25)

Hence, we do not have much chance of showing convergence in the space \( L^\infty_{T} H^1_{x} \times L^\infty_{T} L^2_{x} \) without assuming that \( \|v_{0\varepsilon}\|_{L^2_{x}} \to 0 \) as \( \varepsilon \to 0 \). For non-compatible initial data, an initial layer phenomenon should appear.

### 3.4. Strichartz estimates

Finally, we recall some smoothing effects for the one-dimensional free Schrödinger group \( S(t) \).

**Lemma 3.3.** (Strichartz estimates [17]) Let \((p_1, q_1)\) and \((p_2, q_2)\) be two pairs of admissible exponents for \( S(t) \) in \( \mathbb{R} \); that is, both satisfying the condition
\[ \frac{2}{p_i} = 1 - \frac{1}{q_i} \quad \text{and} \quad 2 \leq q_i \leq \infty \quad (i = 1, 2). \] (3.26)

Then, for any \( 0 < T \leq \infty \), we have
\[ \|S(t) f\|_{L^{p_1}_{T} L^{q_1}_{x}} \leq c \|f\|_{L^2(\mathbb{R})}, \] (3.27)
as well as the non-homogeneous version
\[ \left\| \int_0^t S(t-s)g(\cdot, s)ds \right\|_{L^{p_1}_{T} L^{q_1}_{x}} \leq c \|g\|_{L^{p'_2}_{T} L^{q'_2}_{x}}, \] (3.28)
where \( 1/p_2 + 1/p'_2 = 1, 1/q_2 + 1/q'_2 = 1 \). The constants in both inequalities are independent of \( T \).

### 4. Energy estimates and weak convergence

In this section, we present some estimates that will be useful to prove the statements of the main results. We describe the dynamic of the global solutions of (1.11) in the space \( H^1 \times L^2 \) with respect to the parameter \( \varepsilon \), when extra hypotheses are put on the initial data.

#### 4.1. A priori estimates for the Benney system

**Lemma 4.1.** If \( \{(u_{0\varepsilon}, v_{0\varepsilon})\}_{0 < \varepsilon < 1} \) is a family of data in the space \( H^1 \times L^2 \) such that
\[ \sup_{0 < \varepsilon < 1} (\|u_{0\varepsilon}\|_{H^1} + \|v_{0\varepsilon}\|_{L^2}) < \infty, \] (4.1)
then the corresponding solutions \((u_\varepsilon, v_\varepsilon)\) of the IVP (1.11) in \( H^1 \times L^2 \) given by [13], satisfies
\[ \sup_{0 < \varepsilon < 1} (\|u_\varepsilon\|_{L^\infty_{T} H^1_{x}} + \|v_\varepsilon\|_{L^\infty_{T} L^2_{x}}) < \infty \quad \text{if} \quad \frac{\alpha}{\beta} < 0, \] (4.2)
\[ \|u_\varepsilon\|_{L^\infty_{T} H^1_{x}} + \|v_\varepsilon\|_{L^\infty_{T} L^2_{x}} = O(1/\varepsilon) \quad \text{if} \quad \frac{\alpha}{\beta} > 0. \] (4.3)

**Proof.** We begin with the proof of (4.2). From (3.21) we have
\[
\|\partial_x u_\varepsilon\|_{L^2_{x}}^2 + \|\frac{\alpha}{\beta}\|_{L^2_{x}} \|v_\varepsilon\|_{L^2_{x}}^2 = \mathcal{E}_\varepsilon(0) - \alpha \int_{-\infty}^{+\infty} v_\varepsilon |u_\varepsilon|^2 dx \\
\leq \mathcal{E}_\varepsilon(0) + |\alpha| \|v_\varepsilon\|_{L^2_{x}} \|u_\varepsilon\|_{L^4_{x}}^2 \\
\leq \mathcal{E}_\varepsilon(0) + |\alpha| \left( \frac{1}{2\beta^2} \|v_\varepsilon\|_{L^2_{x}}^2 + |\beta| \|u_\varepsilon\|_{L^4_{x}}^2 \right). 
\]
So, by using Gagliardo–Nirenberg inequality and (3.19) we have
\[ \| \partial_x u_\varepsilon \|_{L^2}^2 + \left| \frac{\alpha}{2 \beta} \right| \| v_\varepsilon \|_{L^2}^2 \leq \mathcal{E}_\varepsilon(0) + c \mathcal{M}_{\varepsilon}^{3/2}(0) \| \partial_x u_\varepsilon \|_{L^2}, \]
that allows us to conclude
\[ \| \partial_x u_\varepsilon(\cdot, t) \|_{L^2}^2 + \| v_\varepsilon(\cdot, t) \|_{L^2}^2 \lesssim_{\alpha, \beta} \mathcal{E}_\varepsilon(0) + \mathcal{M}_{\varepsilon}^3(0), \quad \text{for all } t \geq 0. \]
Then, from (4.1) we deduce immediately (4.2).

Now we proceed with the proof of (4.3). Again, using (3.21) and Gagliardo–Nirenberg inequality we obtain
\[ \| \partial_x u_\varepsilon \|_{L^2}^2 = \mathcal{E}_\varepsilon(0) + \left| \frac{\alpha}{2 \beta} \right| \| v_\varepsilon \|_{L^2}^2 - \alpha \int_{-\infty}^{+\infty} v_\varepsilon |u_\varepsilon|^2 \, dx \]
\[ \leq \mathcal{E}_\varepsilon(0) + \left| \frac{\alpha}{2 \beta} \right| \| v_\varepsilon \|_{L^2}^2 + \frac{\alpha}{2} \| u_\varepsilon \|_{L^4}^4 \]
\[ \leq \mathcal{E}_\varepsilon(0) + \left| \frac{\alpha}{2 \beta} \right| \| v_\varepsilon \|_{L^2}^2 + \frac{\alpha}{2} \| u_\varepsilon \|_{L^4}^4 \]
\[ \leq \mathcal{E}_\varepsilon(0) + \left| \frac{\alpha}{2 \beta} \right| \| v_\varepsilon \|_{L^2}^2 + c_{\alpha, \beta} \mathcal{M}_{\varepsilon}^3 + \frac{1}{4} \| \partial_x u_\varepsilon \|_{L^2}^2. \]
On the other hand, from (3.20) we get
\[ \| v_\varepsilon(\cdot, t) \|_{L^2}^2 \leq \mathcal{K}_\varepsilon(0) - \frac{2\beta}{\alpha} \Im \int_{-\infty}^{+\infty} u_\varepsilon \partial_x \bar{u}_\varepsilon \, dx \]
\[ \leq \mathcal{K}_\varepsilon(0) + \left| \frac{2\beta}{\alpha} \right| \mathcal{M}_{\varepsilon}^{1/2}(0) \| \partial_x u_\varepsilon \|_{L^2} \]
\[ \leq \mathcal{K}_\varepsilon(0) + \left| \frac{2\beta}{\alpha} \right| \mathcal{M}_{\varepsilon}(0) + \frac{\alpha}{2} \| \partial_x u_\varepsilon \|_{L^2}^2, \]
for any positive \( \delta \).

Then, taking a suitable \( \delta = \delta(\alpha, \beta) \) and inserting (4.5) in (4.4) we have
\[ \| \partial_x u_\varepsilon(\cdot, t) \|_{L^2}^2 \lesssim_{\alpha, \beta} \mathcal{E}_\varepsilon(0) + \mathcal{K}_\varepsilon(0) + \mathcal{M}_{\varepsilon}(0) + \mathcal{M}_{\varepsilon}^3(0). \]

Now we note that from (4.1) we get \( \mathcal{K}_\varepsilon(0) = O\left( \frac{1}{\varepsilon^2} \right) \), \( \mathcal{M}_{\varepsilon}(0) = O(1) \) and \( \mathcal{E}_\varepsilon(0) = O(1) \). Thus, from (4.5) and (4.6) we obtain
\[ \| \partial_x u_\varepsilon(\cdot, t) \|_{L^2}^2 + \| v_\varepsilon(\cdot, t) \|_{L^2}^2 = O(1/\varepsilon^2), \]
which implies (4.3).

\[ \square \]

### 4.2. Weak limit for the Benney system

Now we state a weak convergence theorem for solutions \((u_\varepsilon, v_\varepsilon)\), namely

**Theorem 4.2.** Let \((u_\varepsilon, v_\varepsilon)\) be any solution of (1.11) with initial data satisfying the hypotheses of Lemma 4.1 and \(\alpha \lambda / \beta < 0\). There is \( u \in L^\infty(\mathbb{R}^+; H^1) \) such that \( u_\varepsilon \rightharpoonup u \) almost everywhere in \((x, t) \in \mathbb{R} \times (0, T)\) as \( \varepsilon \) go to 0, and \((u_\varepsilon, v_\varepsilon)\) converges to \((u, \frac{\delta}{2} |u|^2)\) in \( L^\infty(\mathbb{R}^+; H^1) \times L^\infty(\mathbb{R}^+; L^2) \) weak star, where \( u = u(x, t) \) is the unique solution of the nonlinear Schrödinger equation
\[ i \partial_t u + \partial^2_x u = \frac{\alpha \beta}{\lambda} u |u|^2 \]
with data \( u(x, 0) = u_0(x) \in H^1 \).

We only will do a sketch of the proof because these arguments are well known. More details on this technicality can be review in [1,11], even for higher-dimensional models of Schrödinger type.
Proof. Because of the uniform bounds given by Lemma 4.1, we have a sequence \((u_\varepsilon, v_\varepsilon)\) and \((u, v)\) such that
\[
\begin{aligned}
&u_\varepsilon \xrightarrow{\ast} u \quad \text{in } L^\infty(\mathbb{R}^+; H^1) \\
v_\varepsilon \xrightarrow{\ast} v \quad \text{in } L^\infty(\mathbb{R}^+; L^2) \\
|u_\varepsilon|^2 \xrightarrow{\ast} \Gamma \quad \text{in } L^\infty(\mathbb{R}^+; L^2),
\end{aligned}
\]
so
\[
\begin{aligned}
&\partial_{xx} u_\varepsilon \xrightarrow{\ast} \partial_{xx} u \quad \text{in } L^\infty(\mathbb{R}^+; H^{-1}) \\
&\partial_x v_\varepsilon \xrightarrow{\ast} v \quad \text{in } L^\infty(\mathbb{R}^+; H^{-1}) \\
&\partial_x |u_\varepsilon|^2 \xrightarrow{\ast} \partial_x \Gamma \quad \text{in } L^\infty(\mathbb{R}^+; H^{-1}).
\end{aligned}
\]
As the map
\[
H^1 \times L^2 \rightarrow H^{-1}
\]
\[(f, g) \mapsto fg\]
is continuous, one can assume that \(u_\varepsilon v_\varepsilon\) has a weak* limit in \(L^\infty(\mathbb{R}^+; H^{-1})\), namely
\[
u_\varepsilon \xrightarrow{\ast} A \quad \text{in } L^\infty(\mathbb{R}^+; H^{-1}).
\]
Then
\[
\begin{aligned}
&\partial_t u_\varepsilon \xrightarrow{\ast} \partial_t u \quad \text{in } L^\infty(\mathbb{R}^+; H^{-1}) \\
&\partial_t v_\varepsilon \xrightarrow{\ast} \partial_t v \quad \text{in } L^\infty(\mathbb{R}^+; H^{-1}),
\end{aligned}
\]
and also
\[
\begin{aligned}
i\partial_t u + \partial_x^2 u &= \alpha A, \\
\lambda \partial_x v &= \beta \partial_x \Gamma,
\end{aligned}
\]
in the distribution sense, in \(L^\infty(\mathbb{R}^+; H^{-1})\).

The proof of the result is finished when it is shown that
\[
\Gamma = |u|^2 \quad \text{and} \quad A = \frac{\beta}{\lambda} u \Gamma.
\]
To check this, we consider the interval \([0, T]\), \(\Omega \subset \mathbb{R}\) bounded, \(B_0 := H^1(\Omega), B := L^4(\Omega), B_1 := H^{-1}(\Omega)\) and the restriction \(u_\varepsilon|_\Omega\). Next we use the Rellich–Kondrachov’s theorem and the Lions–Aubin’s theorem to have compact and continuous embeddings. Then some subsequence of \(u_\varepsilon|_\Omega\) (also labeled by \(\varepsilon\)) converges strongly to \(u|_\Omega\) in \(L^2([0, T]; L^4(\Omega))\). Hence
\[
u_\varepsilon \xrightarrow{\ast} u \quad \text{strongly in } L^2([0, T]; L^4_{loc}(\mathbb{R})),
\]
and thus,
\[
u_\varepsilon \xrightarrow{\ast} u \quad \text{a.e. in } (t, x) \in [0, T] \times \mathbb{R}
\]
and
\[
|u_\varepsilon|^2 \xrightarrow{\ast} |u|^2 \quad \text{a.e. in } (t, x) \in [0, T] \times \mathbb{R}^n.
\]
Since \(|u_\varepsilon|^2 \in L^\infty((0, \infty); L^2(\mathbb{R})) \hookrightarrow L^2([0, T]; L^2(\mathbb{R}))\) is bounded uniformly in \(\varepsilon\), one gets
\[
|u_\varepsilon|^2 \xrightarrow{\ast} |\psi|^2 \quad \text{in } L^2([0, T]; L^2(\mathbb{R}))
\]
by reflexivity, so \(\Gamma = |u|^2\).

The equality \(A = \frac{\beta}{\lambda} u \Gamma\) follows by a standard argument. \(\square\)
5. Proof of the results

5.1. Proof of Theorem 2.2

Proof. As the transport solution in (3.18) is not easy to deal with, because of \( \varepsilon \to 0 \) and the spacial derivative in the nonlinearity, one can rewrite the transport equation in (1.11) as

\[
\varepsilon \partial_t \left( v - \frac{\beta}{\lambda} |u|^2 \right) + \lambda \partial_x \left( v - \frac{\beta}{\lambda} |u|^2 \right) = -\varepsilon \frac{\beta}{\lambda} \partial_t |u|^2, \tag{5.1}
\]

and with \( w = v - \frac{\beta}{\lambda} |u|^2 \) we have the solutions

\[
w_\varepsilon(x, t) = T_\varepsilon(t)w_0 - \frac{\beta}{\lambda} \int_0^t T_\varepsilon(t-s) \partial_t |u_\varepsilon(x, s)|^2 ds. \tag{5.2}
\]

Notice that

\[T_\varepsilon(t)\partial_t = -\frac{\varepsilon}{\lambda} \partial_t T_\varepsilon(t),\]

consequently

\[
w_\varepsilon(x, t) = w_0 - \frac{\beta}{\lambda} |u_0\varepsilon|^2. \tag{5.3}
\]

As \( \|u_\varepsilon(\cdot, t)\|_{L^\infty} \lesssim \|u_\varepsilon(\cdot, t)\|_{H^1} \) because \( H^1(\mathbb{R}) \hookrightarrow C_\infty(\mathbb{R}) \), then the first part of the theorem is now an immediate consequence of (5.3), the invariance by translation of \( \| \cdot \|_{L^p(\mathbb{R})} \) and Lemma 4.1.

On the other hand,

\[
u_\varepsilon v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2 = u_\varepsilon(v_\varepsilon - \frac{\beta}{\lambda} |u_\varepsilon|^2),
\]

then

\[
\|u_\varepsilon v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2\|_{L_t^{4/3}L_x^2} \lesssim T^{3/4}\|v_\varepsilon - \frac{\beta}{\lambda} |u_\varepsilon|^2\|_{L_t^2L_x^2} \tag{5.5}
\]

follows by the Cauchy–Schwartz inequality and the uniform boundedness of \( u_\varepsilon \) in the energy space again, due to the hypothesis.

Now the proof is finished because of the smoothing effect:

\[
\left\| \int_0^t S(t-s)[u_\varepsilon v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2](x, s) ds \right\|_{L_t^{4/3}L_x^2} \lesssim \left\| u_\varepsilon v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2 \right\|_{L_t^{4/3}L_x^2} \lesssim T^{3/4}O(\varepsilon).
\]

\[\square\]

5.2. Proof of Corollary 2.3

Proof. We have that

\[
\|u_\varepsilon - S(t)u_0\varepsilon + i\frac{\alpha \beta}{\lambda} \int_0^t S(t-s)u_\varepsilon |u_\varepsilon|^2 ds\|^2_{L_t^\infty L_x^2} \lesssim T^{3/4}O(\varepsilon), \tag{5.6}
\]

\[\square\]
so it is enough to verify that
\[
\left\| u - S(t)u_0 + i\frac{\alpha\beta}{\lambda} \int_0^t S(t-s)u_x|u_x|^2 \, ds \right\|_{L^p_t L^2_x} \longrightarrow 0
\]  
(5.7)
as \varepsilon \to 0$, and apply the triangular inequality. Here
\[
u(x, t) = S(t)u_0(x) - i\frac{\alpha\beta}{\lambda} \int_0^t S(t-s)u(x, s)|u(x, s)|^2 \, ds,
\]  
(5.8)
so it is only necessary to see for the nonlinear part.

We have
\[
\left| \int_0^t S(t-s)u_x|u_x|^2 \, ds \right|^2 \leq \left( \int_0^t |u_x|^2 \, ds \right)^2 \leq \left( \int |\psi|^2 \, ds \right)^2
\]  
(5.9)
and
\[
\left( \int_{-\infty}^{+\infty} \left( \int_0^t |\psi|^2 \, ds \right)^2 \, dx \right)^{1/2} \leq \int_0^t |\psi| L^2_x \, ds \leq T |\psi|^2 L^\infty_x \, ds
\]  
(5.10)
As $u_\varepsilon \to u$ a.e, because of Theorem 4.2, the dominated convergence theorem give us
\[
\lim_{\varepsilon \to 0} \left\| \int_0^t S(t-s)u_x|u_x|^2 \, ds \right\|_{L^p_t L^2_x} = \left\| \int_0^t S(t-s)u|u|^2 \, ds \right\|_{L^p_t L^2_x}.
\]  
(5.11)
Hence, we can conclude that $\lim_{\varepsilon \to 0} \|u_\varepsilon - u\|_{L^p_t L^2_x} = 0$ and the convergence $\lim_{\varepsilon \to 0} \|v_\varepsilon - \frac{\beta}{\lambda} |u|^2\|_{L^p_t L^2_x} = 0$ follows by a similar argument.

### 5.3. Proof of Theorem 2.4

**Proof.** First we prove that the compatibility (2.6) is achieved.
\[
\|v_0 - \frac{\beta}{\lambda} |u_0|^2\|_{L^2} \leq \|v_0 - \frac{\beta}{\lambda} |u_0|^2\|_{L^2} + \|\frac{\beta}{\lambda} |u_0|^2 - \frac{\beta}{\lambda} |u_0|^2\|_{L^2}
\]  
and
\[
\|\frac{\beta}{\lambda} |u_0|^2 - \frac{\beta}{\lambda} |u_0|^2\|_{L^2} = \|\frac{\beta}{\lambda} (|u_0|^2 - |u_0|^2)\|_{L^2}
\]  
\[\lesssim \|u_0 - u_0\|_{L^2},
\]
so
\[
\lim_{\varepsilon \to 0} \|v_0 - \frac{\beta}{\lambda} |u_0|^2\|_{L^2} = 0.
\]
The same argument gives us that
\[
\|v_\varepsilon - \frac{\beta}{\lambda} |u_\varepsilon|^2\|_{L^2} \leq \|v_\varepsilon - \frac{\beta}{\lambda} |u_\varepsilon|^2\|_{L^2} + \|\frac{\beta}{\lambda} |u_\varepsilon|^2 - |u_\varepsilon|^2\|_{L^2}
\]  
\[\lesssim \|v_\varepsilon - \frac{\beta}{\lambda} |u_\varepsilon|^2\|_{L^2} + \|u_\varepsilon - u\|_{L^2},
\]
then
\[ \lim_{\varepsilon \to 0} \|v_\varepsilon - \frac{\beta}{\lambda} |u|_2^2\|_{L^2} = 0. \] (5.12)

Now let’s check the $H^1$-convergence. First let’s notice that as in the previous proof
\[
\left\| \partial_x \int_0^t S(t-s)[u_\varepsilon v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2](x,s)ds \right\|_{L^p_t L^q_x} \leq \left\| \partial_x u_\varepsilon (v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2) \right\|_{L^{4/3}_t L^{4/3}_x},
\]
and
\[
\left\| \partial_x [u_\varepsilon (v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2)] \right\|_{L^{4/3}_t L^1_x} \leq \left\| \partial_x u_\varepsilon (v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2) \right\|_{L^{4/3}_t L^1_x} + \left\| u_\varepsilon \partial_x (v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2) \right\|_{L^{4/3}_t L^1_x} \leq T^{3/4} \left( \left\| v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2 \right\|_{L^p_t L^q_x} + \left\| \partial_x (v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2) \right\|_{L^p_t L^q_x} \right),
\]
so we need to look for $\partial_x w_\varepsilon$ as in the proof of Theorem 2.2.
\[
\partial_x w_\varepsilon(x,t) = \partial_x w_{0\varepsilon} \left( x - \frac{\lambda}{\varepsilon} t \right) + \varepsilon \frac{\beta}{\lambda} \left( 1 - \mathcal{T}_\varepsilon(t) \right) \partial_x u_\varepsilon(x,t)^2,
\]
then
\[ \left\| \partial_x w_\varepsilon(\cdot,t) \right\|_{L^2} = O(\varepsilon) \] (5.13)
and therefore
\[
\left\| \partial_x \int_0^t S(t-s)[u_\varepsilon v_\varepsilon - \frac{\beta}{\lambda} u_\varepsilon |u_\varepsilon|^2](x,s)ds \right\|_{L^p_t L^q_x} = T^{3/4} O(\varepsilon). \] (5.14)

Now, this means that
\[
\left\| \partial_x \left( u_\varepsilon - S(t)u_{0\varepsilon} + i \frac{\alpha}{\lambda} \int_0^t S(t-s)u_\varepsilon |u_\varepsilon|^2 ds \right) \right\|_{L^p_t L^q_x} \leq T^{3/4} O(\varepsilon) \] (5.15)
and the proof is finished. \(\square\)

5.4. Proof of Theorem 2.1

\textbf{Proof.} This theorem is a clear consequence of the procedure used to obtain the before results in the context of the Benney system (1.11). \(\square\)

6. Final remarks

\textbf{Remark 6.1.} (Local well-posedness) Notice that if it is considered $|\lambda| = |\lambda'| = 1$ in system (1.1), the same theory developed in \cite{13} allows to conclude local well-posedness for this system for initial data $(u_0, v_0, z_0) \in H^s \times H^\kappa \times H^\kappa$ with $(s, \kappa)$ satisfying the conditions in (3.7). This fact follows immediately observing that the linear parts corresponding to the transport equations are not coupled.

\textbf{Remark 6.2.} (Conservation laws and global solutions) Formally, system (1.1) satisfies the following conservation laws:
\[
\tilde{\mathcal{M}}(t) := \int_{-\infty}^{+\infty} |u|^2 dx = \tilde{\mathcal{M}}(0) \quad \text{mass},
\] (6.1)
\[
\tilde{K}(t) := \int_{-\infty}^{+\infty} \left[ \frac{\alpha}{2\beta'} v^2 + \frac{\alpha'}{2\beta'} z^2 + \frac{1}{\varepsilon} \text{Im} u \bar{u}_x \right] dx = \tilde{K}(0) \quad \text{(moment)} \quad (6.2)
\]

and
\[
\tilde{E}(t) := \int_{-\infty}^{+\infty} \left( |u_x|^2 + \frac{\tau}{2} |u|^4 + \alpha v |u|^2 + \alpha' z |u|^2 - \frac{\alpha\lambda}{2\beta'} v^2 - \frac{\alpha'\lambda'}{2\beta'} z^2 \right) dx = \tilde{E}(0) \quad \text{(energy)}, \quad (6.3)
\]
with \(\beta, \beta' \neq 0\) and for all \(0 \leq t < T^*_\varepsilon\), where \(T^*_\varepsilon\) is the maximal time of existence for the respective solution.

Since the region of regularity in described in Remark 6.1 includes the case \(H^1 \times L^2 \times L^2\) when \(|\lambda| = |\lambda'| = 1\), the conservation laws above ensure global well-posedness in this case.

Remark 6.3. We observe that the same process used to prove Lemma 4.1 ensure that the condition (2.1) in Theorem 2.1 is valid in the case:
\[
\frac{\alpha\lambda}{\beta} < 0 \quad \text{and} \quad \frac{\alpha'\lambda'}{\beta'} < 0.
\]

We are currently adapting the ideas used in this work to obtain more accurate results in the same direction for the Zakharov system (1.5) in higher dimensions.
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