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Abstract

This paper discusses a new notion of quadratic variation and covariation for Banach space valued processes (not necessarily semimartingales) and related Itô formula. If $X$ and $Y$ take respectively values in Banach spaces $B_1$ and $B_2$ and $\chi$ is a suitable subspace of the dual of the projective tensor product of $B_1$ and $B_2$ (denoted by $(B_1 \hat{\otimes}_\pi B_2)^*$), we define the so-called $\chi$-covariation of $X$ and $Y$. If $X = Y$, the $\chi$-covariation is called $\chi$-quadratic variation. The notion of $\chi$-quadratic variation is a natural generalization of the one introduced by Métivier–Pellaumail and Dinculeanu which is too restrictive for many applications. In particular, if $\chi$ is the whole space $(B_1 \hat{\otimes}_\pi B_1)^*$ then the $\chi$-quadratic variation coincides with the quadratic variation of a $B_1$-valued semimartingale. We evaluate the $\chi$-covariation of various processes for several examples of $\chi$ with a particular attention to the case $B_1 = B_2 = C([-\tau, 0])$ for some $\tau > 0$ and $X$ and $Y$ being window processes. If $X$ is a real valued process, we call window process associated with $X$ the $C([-\tau, 0])$-valued process $X := X(\cdot)$ defined by $X_t(y) = X_{t+y}$, where $y \in [-\tau, 0]$. The Itô formula introduced here is an important instrument to establish a representation result of Clark–Ocone type for a class of path dependent random variables of type $h = H(X_T(\cdot)), H: C([-T, 0]) \to \mathbb{R}$ for not-necessarily semimartingales $X$ with finite quadratic variation. This representation will be linked to a function $u: [0, T] \times C([-T, 0]) \to \mathbb{R}$ solving an infinite dimensional partial differential equation.

1. Introduction

The present paper settles the basis for the calculus via regularization for processes with values in an infinite dimensional separable Banach space $B$. We introduce a new approach to face stochastic integration for infinite dimensional processes, based on an original generalization of the notion of quadratic covariation. This allows to discuss stochastic calculus in a more general framework than in the present literature.

The extension of Itô stochastic integration theory for Hilbert valued processes dates only from the eighties, the results of which can be found in the monographs [20, 21, 6] and [33] with different techniques. However the discussion of this last approach is not the aim of this paper. Extension to nuclear valued spaces is simpler and was done in
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One of the most natural but difficult situations arises when the processes are Banach space valued.

As for the real case, a possible tool of infinite dimensional stochastic calculus is the concept of quadratic variation, or more generally of covariation. The notion of covariation is historically defined for two real valued \((\mathcal{F}_t)\)-semimartingales \(X\) and \(Y\). This notion was extended to the case of general processes by means of discretization techniques, for instance by [14], or via regularization, in [28, 30]. In this paper we will follow the language of regularization; for simplicity we suppose that either \(X\) or \(Y\) is continuous. In the whole paper \(T\) will be a fixed positive number. Every process will be indexed by \([0, T]\), but, if it is continuous, it can be extended to the real line for convenience by setting \(X_t = X_0\) if \(t < 0\) and \(X_t = X_T\) for \(t \geq T\).

**Definition 1.1.** Let \(X\) and \(Y\) be two real processes such that \(X\) is continuous and \(Y\) has almost surely locally integrable paths. For \(\epsilon > 0\), we denote

\[
[X, Y]_t^\epsilon = \int_0^t \frac{(X_{s+\epsilon} - X_s)(Y_{s+\epsilon} - Y_s)}{\epsilon} \, ds, \quad t \in [0, T],
\]

\[
I^\epsilon(\epsilon, Y, dX)_t = \int_0^t \frac{X_{s+\epsilon} - X_s}{\epsilon} \, ds, \quad t \in [0, T].
\]

1. We say that \(X\) and \(Y\) admit a **covariation** if \(\lim_{\epsilon \to 0} [X, Y]_t^\epsilon\) exists in probability for every \(t \in [0, T]\) and the limiting process admits a continuous version that will be denoted by \([X, Y]\). If \([X, X]\) exists, we say that \(X\) has a **quadratic variation** and it will also be denoted by \([X]\). If \([X] = 0\) we say that \(X\) is a **zero quadratic variation process**.

2. The **forward integral** \(\int_0^t Y_s \, d^-X_s\) is a continuous process \(Z\), such that whenever it exists, \(\lim_{\epsilon \to 0} I^\epsilon(\epsilon, Y, dX)_t = Z_t\) in probability for every \(t \in [0, T]\).

3. If \(\int_0^t Y_s \, d^-X_s\) exists for any \(0 \leq t < T\); \(\int_0^T Y_s \, d^-X_s\) will symbolize the **improper forward integral** defined by \(\lim_{\epsilon \to T} \int_0^t Y_s \, d^-X_s\), whenever it exists in probability.

**Remark 1.2.**

1. Lemma 3.1 in [29] allows to show that, whenever \([X, X]\) exists, then \([X, X]_F\) also converges in the **uniform convergence in probability (ucp)** sense, see [28, 30]. The basic results established there are still valid here, see the following items.

2. If \(X\) (resp. \(A\)) is a finite (resp. zero) quadratic variation process, then \([A, X] = 0\), see Proposition 1 5) of [30].

3. If \(Y\) is a bounded variation (càdlàg) process, then \(\int_0^t Y \, d^-X\), \(t \in [0, T]\), exists and equals \(Y_tX_t - Y_0X_0 - \int_{[0,t]} X \, dY\), \(t \in [0, T]\), where the latter is a pathwise Lebesgue–Stieltjes integral. This is a consequence of items 4) and 7) of Proposition 1 in [30].

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a fixed probability space, equipped with a given filtration \(\mathbb{F} = (\mathcal{F}_t)_{t \in [0, T]}\) fulfilling the usual conditions.
Remark 1.3. If $X$ is an $(\mathcal{F}_t)$-continuous semimartingale and $Y$ is $(\mathcal{F}_t)$-progressively measurable and càdlàg (resp. an $(\mathcal{F}_t)$-semimartingale) $\int_0^t Y_s \, dX_s$ (resp. $[X, Y]$) coincides with the classical Itô integral $\int_0^t Y \, dX$, also denoted by $\int_0^t Y \, dX$, (resp. the classical covariation of their local martingale parts).

The class of real finite quadratic variation processes is much richer than the one of semimartingales. Typical examples of such processes are $(\mathcal{F}_t)$-Dirichlet processes. $D$ is called $(\mathcal{F}_t)$-Dirichlet process if it admits a decomposition $D = M + A$ where $M$ is an $(\mathcal{F}_t)$-local martingale and $A$ is an $(\mathcal{F}_t)$-adapted zero quadratic variation process. A slight generalization of that notion is the one of weak Dirichlet process, which was introduced in [11]. Another interesting example is the bifractional Brownian motion denoted by $B^{H,K}$ with parameters $H \in [0,1]$ and $K \in [0,1]$ which has finite quadratic variation if and only if $HK \geq 1/2$, see [26]. Notice that if $K = 1$, then $B^{H,1}$ is a fractional Brownian motion with Hurst parameter $H \in [0,1]$. If $HK = 1/2$ it holds $[B^{H,K}]_t = 2^{1-H}t$; if $K \neq 1$ this process is not even Dirichlet with respect to its own filtration. One object of this paper consists in investigating a possible useful generalization of the notions of covariation and quadratic variation for Banach space valued processes. Particular emphasis will be devoted to window processes with values in the non-reflexive Banach space of real continuous functions defined on $[-\tau, 0]$, $0 < \tau \leq T$. To a real continuous process $X = (X_t)_{t \in [0,T]}$, one can link a natural infinite dimensional valued process defined as follows.

**Definition 1.4.** Let $0 < \tau \leq T$. We call window process associated with $X$, denoted by $X(\cdot)$, the $C([-\tau, 0])$-valued process

$$X(\cdot) = (X_t(\cdot))_{t \in [0,T]} = \{X_t(u) := X_{t+u}; u \in [-\tau, 0], \ t \in [0, T]\}.$$ 

In the present paper, $W$ will always denote a real standard Brownian motion. The window process $W(\cdot)$ associated with $W$ will be called window Brownian motion.

Window processes, taking values in the non-reflexive space $B = C([-\tau, 0])$, are, in our opinion, an interesting object which deserves more attention by stochastic analysis experts. We enumerate some reasons.

1. They naturally appear in functional dependent stochastic differential equations as delay equations.
2. Let $W$ be a classical Wiener process. Consider $h = \phi(W_T)$ for some Borel non-negative $\phi : \mathbb{R} \to \mathbb{R}$ and let $\mathcal{U} : [0, T] \times \mathbb{R} \to \mathbb{R}$ be a solution of $\partial_t \mathcal{U} + (1/2)\partial^2_{xx} \mathcal{U} = 0$ with final condition $\mathcal{U}(T, x) = \phi(x)$. By Itô formula one can show that that

$$h = h_0 + \int_0^t \xi_s \, dW_s,$$

where $\xi_t \equiv \partial_t \mathcal{U}(s, W_s)$ and $h_0 = \mathcal{U}(0, X_0)$. A path dependent random variable $h$ can
be represented as a functional of the corresponding window process, i.e. $h = f(\mathcal{W})$ where $\mathcal{W} = W(\cdot)$, $f : C([-T, 0]) \to \mathbb{R}$. If $u$ is a smooth solution of a suitable partial differential equation, with space variable in $C([-T, 0])$ using an $C([-T, 0])$-valued Itô formula, we expect to be able to express $h$ as (1.3) where $h_0$ and $\xi$ depend on $u$. Those considerations will extend to the case of a finite quadratic variation (even non-semimartingale) $X$.

3. Even if the underlying process $X$ is a semimartingale, its associated window $\mathcal{X} = X(\cdot)$ is not, in any reasonable sense. Indeed if $\mu$ is a signed Borel measure on $[-\tau, 0]$, i.e. an element of $B^\ast$, the real valued process $X^\mu$ defined by $X^\mu_t = \langle \mu, X \rangle_t = \int_{[-\tau,0]} \mu(dx)X_{t+\delta}$ is in general not a real semimartingale, as Proposition 4.5 illustrates. In fact even if $X$ is a standard Wiener process, $X^\mu$ is not a semimartingale. For instance if $\mu$ is the sum of Dirac measures $\mu = \delta_0 + \delta_{-\tau}$. On the other hand if $X$ is a continuous semimartingale vanishing at zero and $\mu(dx) = \delta_0(dx) + g(x) \, dx$ where $g$ is a bounded Borel function then $X^\mu$ is a semimartingale, see Remark 4.6, item 2.

We will introduce a notion of covariation for processes with values in general Banach spaces but which will be performing also for window processes. This paper settles the theoretical basis for the stochastic calculus part related to the first part of [8] and which partially appears in [7]. Let $B_1$, $B_2$ be two general Banach spaces. In this paper $\mathcal{X}$ (resp. $\mathcal{Y}$) will be a $B_1$ (resp. $B_2$) valued stochastic process. It is not obvious to define an exploitable notion of covariation (resp. quadratic variation) of $\mathcal{X}$ and $\mathcal{Y}$ (resp. of $\mathcal{X}$). When $\mathcal{X}$ is an $H$-valued martingale and $B_1 = B_2 = H$ is a separable Hilbert space, [6], Chapter 3 introduces an operational notion of quadratic variation. [9] introduces in Definitions A.1 in Chapter 2.15 and B.9 in Chapter 6.23 the notions of semilocally summable and locally summable processes with respect to a given bilinear mapping on $B \times B$; see also Definition C.8 in Chapter 2.9 for the definition of summable process. Similar notions appears in [22]. Those processes are very close to Banach space valued semimartingales. If $B$ is a Hilbert space, a semimartingale is semilocally summable when the bilinear form is the inner product. For previous processes, [9] defines two natural notions of quadratic variation: the real quadratic variation and the tensor quadratic variation. For avoiding confusion with the quadratic variation of real processes, we will use the terminology scalar instead of real. Even though [22, 9] make use of discretizations, we define here, for commodity, two very similar objects but in our regularization language, see Definition 1.5. Moreover, the notion below extends to the covariation of two processes $\mathcal{X}$ and $\mathcal{Y}$ for which we remove the assumption of semilocally summable or locally summable.

Before that, we remind some properties related to tensor products of two Banach spaces $E$ and $F$, see [31] for details. If $E$ and $F$ are Banach spaces, $E \hat{\otimes}_{\pi} F$ (resp. $E \hat{\otimes}_h F$) is a Banach space which denotes the projective (resp. Hilbert) tensor product of $E$ and $F$. We recall that $E \hat{\otimes}_{\pi} F$ (resp. $E \hat{\otimes}_h F$) is obtained by a completion of the algebraic tensor product $E \otimes F$ equipped with the projective norm $\pi$ (resp. Hilbert norm $h$). For a general element $u = \sum_{i=1}^n e_i \otimes f_i$ in $E \otimes F$, $e_i \in E$ and $f_i \in F$, it holds $\pi(u) = \inf \{ \sum_{i=1}^n \| e_i \|_E \| f_i \|_F : u = \sum_{i=1}^n e_i \otimes f_i, e_i \in E, f_i \in F \}$. For the definition of the Hilbert tensor norm $h$ the reader may refer [31], Chapter 7.4. We remind that if $E$
and $F$ are Hilbert spaces the Hilbert tensor product $E \otimes_h F$ is also Hilbert and its inner product between $e_1 \otimes f_1$ and $e_2 \otimes f_2$ equals $\langle e_1, e_2 \rangle_E \cdot \langle f_1, f_2 \rangle_F$. Let $e \in E$ and $f \in F$, the symbol $e \otimes f$ (resp. $e \otimes^2$) will denote an elementary element of the algebraic tensor product $E \otimes F$ (resp. $E \otimes E$). The Banach space $(E \otimes_\pi F)''$ denotes the topological dual of the projective tensor product equipped with the operator norm. As announced we give now the two definitions of scalar and tensor covariation and quadratic variation.

**Definition 1.5.** Let $X$ (resp. $Y$) be a $B_1$ (resp. $B_2$) valued stochastic process.  
1. $(X, Y)$ is said to admit a **scalar covariation** if the limit for $\epsilon \downarrow 0$ of the sequence

$$
[X, Y]^{R, \epsilon} = \int_0^\infty \frac{\|X_{s+\epsilon} - X_s\|_2 \|Y_{s+\epsilon} - Y_s\|_2}{\epsilon} \, ds
$$

exists ucp. That limit will be indeed called scalar covariation of $X$ and $Y$ and it will be simply denoted by $[X, Y]^R$. The scalar covariation $[X, X]^R$ will be called **scalar quadratic variation** of $X$ and simply denoted by $[X]^R$.

2. $(X, Y)$ admits a **tensor covariation** if there exists a $(B_1 \otimes_\pi B_2)$-valued process denoted by $[X, Y]^{\otimes}$ such that the sequence of Bochner $(B_1 \otimes_\pi B_2)$-valued integrals

$$
[X, Y]^{\otimes, \epsilon} = \int_0^\infty \frac{\langle X_{s+\epsilon} - X_s, (Y_{s+\epsilon} - Y_s) \rangle_{B_1 \otimes_\pi B_2}}{\epsilon} \, ds
$$

(1.4)

converges ucp for $\epsilon \downarrow 0$ (according to the strong topology) to a $(B_1 \otimes_\pi B_2)$-valued process $[X, Y]^{\otimes}$. $[X, Y]^{\otimes}$ will indeed be called tensor covariation of $(X, Y)$. The tensor covariation $[X, X]^{\otimes}$ will be called **tensor quadratic variation** and simply denoted by $[X]^{\otimes}$.

**Remark 1.6.** 1. By use of Lemma 3.1 in [29], if $[X, Y]^{R, \epsilon}$ converges, for any $t \in [0, T)$, to $Z_t$, where $Z$ is a continuous process, then the scalar covariation of $(X, Y)$ exists and $[X, Y]^R = Z$.

2. If $(X, Y)$ admits both a scalar and tensor covariation, then the tensor covariation process has bounded variation and its total variation is bounded by the scalar covariation which is clearly an increasing process.

3. If $(X, Y)$ admits a tensor covariation, then we have in particular

$$
\frac{1}{\epsilon} \int_0^\infty \langle \phi, (X_{s+\epsilon} - X_s) \otimes (Y_{s+\epsilon} - Y_s) \rangle \, ds \xrightarrow{ucp} \langle \phi, [X, Y]^{\otimes} \rangle,
$$

for every $\phi \in (B_1 \otimes_\pi B_2)^*$, $\langle \cdot, \cdot \rangle$ denoting the duality between $B_1 \otimes_\pi B_2$ and its dual.

4. If $[X, Y]^R = 0$, then $(X, Y)$ admits a tensor covariation which also vanishes.

**Proposition 1.7.** Let $X$ be an $(\mathcal{F}_t)$-adapted semilocally summable process with respect to the bilinear maps (tensor product) $B \times B \to B \otimes_\pi B$, given by $(a, b) \mapsto a \otimes b$ and $(a, b) \mapsto b \otimes a$. Then $X$ admits a tensor quadratic variation.
**Proposition 1.8.** Let $\mathbb{X}$ be a Hilbert space valued continuous $(\mathcal{F}_t)$-semimartingale in the sense of [22], Section 10.8. Then $\mathbb{X}$ admits a scalar quadratic variation.

A sketch of the proof of the two propositions above are given in the appendix. A consequence of Proposition 1.7 and item 2 of Remark 1.6 is the following.

**Corollary 1.9.** Let $\mathbb{X}$ be a Banach space valued process which is semilocally summable with respect to the tensor product. If $\mathbb{X}$ has a scalar quadratic variation, it admits a tensor quadratic variation process which has bounded variation.

**Remark 1.10.** The tensor quadratic variation can be linked to the one of [6]; see Chapter 6 in [7] for details. Let $H$ be a separable Hilbert space. If $\mathbb{V}$ is an $H$-valued $Q$-Brownian motion with $\text{Tr}(Q) < +\infty$ (see [6] Section 4), then $\mathbb{V}$ admits a scalar quadratic variation $[\mathbb{V}]_t^\mathbb{R} = t \text{Tr}(Q)$ and a tensor quadratic variation $[\mathbb{V}]_t^\otimes = tq$ where $q$ is the tensor associated to the nuclear operator $tQ$.

We have already observed that $W(\cdot)$ is not a $C([-\tau, 0])$-valued semimartingale. Unfortunately, the window process $W(\cdot)$ associated with a real Brownian motion $W$, does not even admit a scalar quadratic variation. In fact the limit of

$$\left(1.5\right) \quad \int_0^t \frac{\|W_{s+\epsilon}(\cdot) - W_s(\cdot)\|_{C([-\tau, 0])}^2}{\epsilon} \, ds, \quad t \in [0, T],$$

for $\epsilon$ going to zero does not converge, as we will see in Proposition 4.7. This suggests that when $\mathbb{X}$ is a window process, the tensor quadratic variation is not the suitable object in order to perform stochastic calculus. Let $\mathbb{X}$ (resp. $\mathbb{Y}$) be a $B_1$ (resp. $B_2$)-valued process. In Definition 3.8 we will introduce a notion of covariation of $(\mathbb{X}, \mathbb{Y})$ (resp. quadratic variation of $\mathbb{X}$ when $\mathbb{X} = \mathbb{Y}$) which generalizes the tensor covariation (resp. tensor quadratic variation). This will be called $\chi$-covariation (resp. $\chi$-quadratic variation) in reference to a topological subspace $\chi$ of the dual of $B_1 \hat{\otimes}_{\pi} B_2$ (resp. $B_1 \hat{\otimes}_{\pi} B_2$ with $B_1 = B_2$). We will suppose in particular that

$$\left(1.6\right) \quad \frac{1}{\epsilon} \int_0^t \langle \phi, (\mathbb{X}_{s+\epsilon} - \mathbb{X}_s) \otimes (\mathbb{Y}_{s+\epsilon} - \mathbb{Y}_s) \rangle \, ds$$

converges for every $\phi \in \chi$ for every $t \in [0, T]$. If $\Omega$ were a singleton (the processes being deterministic) and $\chi$ would coincides with the whole space $(B_1 \hat{\otimes}_{\pi} B_2)^*$ then previous convergence is the one related to the weak star topology in $(B_1 \hat{\otimes}_{\pi} B_2)^{**}$.

Our $\chi$-covariation generalizes the concept of tensor covariation at two levels.

- First we replace the (strong) convergence of (1.4) with a weak star type topology convergence of (1.6).
- Secondly the choice of a suitable subspace $\chi$ of $(B_1 \hat{\otimes}_{\pi} B_2)^*$ gives a degree of freedom. For instance, compatibly with (1.5), a window Brownian motion $\mathbb{X} = W(\cdot)$ admits a $\chi$-quadratic variation only for strict subspaces $\chi$. 

When $\chi$ equals the whole space $(B_1 \hat{\otimes}_\pi B_2)^*$ (resp. $(B_1 \hat{\otimes}_\pi B_1)^*$) this will be called global covariation (resp. global quadratic variation). This situation corresponds for us to the elementary situation.

Let $B_1 = B_2$ be the finite dimensional space $\mathbb{R}^n$ and $\mathbb{X} = (X^1, \ldots, X^n)$ and $\mathbb{Y} = (Y^1, \ldots, Y^n)$ with values in $\mathbb{R}^n$, Corollary 3.28 says that $(\mathbb{X}, \mathbb{Y})$ admits all its mutual brackets (i.e. $[X^i, Y^j]$ exists for all $1 \leq i, j \leq n$) if and only if $\mathbb{X}$ and $\mathbb{Y}$ have a global covariation. It is well-known that, in that case, $(B_1 \hat{\otimes}_\pi B_2)^*$ can be identified with the space of matrix $\mathbb{M}_{n \times n}(\mathbb{R})$. If $\chi$ is finite dimensional, then Proposition 3.27 gives a simple characterization for $\mathbb{X}$ to have a $\chi$-quadratic variation.

Propositions 1.7, 1.8, 3.15 and Remark 1.10 will imply that whenever $\mathbb{X}$ admits one of the classical quadratic variations (in the sense of [6, 22, 9]), it admits a global quadratic variation and they are essentially equal. In this paper we calculate the $\chi$-covariation of Banach space valued processes in various situations with a particular attention for window processes associated to real finite quadratic variation processes, for instance semimartingales, Dirichlet processes, bifractional Brownian motion.

The notion of covariation intervenes in Banach space valued stochastic calculus for semimartingales, especially via Itô type formula, see for [9] and [22]. An important result of this paper is an Itô formula for Banach space valued processes admitting a $\chi$-quadratic variation, see Theorem 5.2. This generalizes the following formula, valid for real valued processes which is stated below, see [28]. Let $X$ be a real finite quadratic variation process and $f \in C^{1,2}([0, T] \times \mathbb{R})$. Then the forward integral $\int_0^t \partial_s f(s, X_s) \, dX_s$ exists and

$$f(t, X_t) = f(0, X_0) + \int_0^t \partial_s f(s, X_s) \, ds + \int_0^t \partial_s f(s, X_s) \, dX_s + \frac{1}{2} \int_0^t \partial^2_{ss} f(s, X_s) \, d[X]_s, \quad t \in [0, T].$$

[14] gives a similar formula in the discretization approach instead regularization.

For that purpose, let $\mathbb{Y}$ (resp. $\mathbb{X}$) be a $B^s$-valued strongly measurable with a.s. bounded paths (resp. $B$-valued continuous) process, $B$ denoting a separable Banach space; we define a real valued forward-type integral $\int_0^t \hat{B}_s \langle Y, dX \rangle_B$, see Definition 5.1. We emphasize that Theorem 5.2 constitutes a generalization of the Itô formula in [22], Section 3.7, (see also [9]) for two reasons. First, taking $\chi = (B \hat{\otimes}_\pi B)^*$, i.e. the full space, the integrator processes $\mathbb{X}$ that we consider are more general than those in the class considered in [22] or [9]. The second, more important reason, is the use of a space $\chi$ which gives a supplementary degree of freedom.

In the final Section 6, we introduce two applications of our infinite dimensional stochastic calculus. That section concentrates on window processes, which first motivated our general construction. In Section 6.2 we discuss an application of the Itô formula to anticipating calculus in a framework for which Malliavin calculus cannot be used necessarily. In Section 6.3, we discuss the application to a representation result of Clark–Ocone type for not necessarily semimartingales with finite quadratic variation, including
zero quadratic variation. Let $X$ be a continuous stochastic process with quadratic variation $[X]_t = \sigma^2 t$, $\sigma \geq 0$. Our Itô formula is one basic ingredient to prove a Clark–Ocone type result for path dependent real random variables of the type $h := H(X_T(\cdot))$ with $H : C([-T, 0]) \to \mathbb{R}$. We are interested in natural sufficient conditions to decompose $h$ into the sum of a real number $H_0$ and a forward integral $\int_0^T \xi_t \, d^- X_t$. Suppose that $u \in C^{1,2}([0, T] \times C([-T, 0]))$ is a solution of an infinite dimensional partial differential equation (PDE) of the type

\begin{equation}
\begin{aligned}
\partial_t u(t, \eta) + &\int_{[-t, 0]} D^1 u(t, \eta) \, d\eta + \frac{\sigma^2}{2} \langle D^2 u(t, \eta), 1_D \rangle = 0, \\
nu(T, \eta) = H(\eta),
\end{aligned}
\end{equation}

where $1_D(x, y) := \begin{cases} 1 & \text{if } x = y, x, y \in [-t, 0], \\ 0 & \text{otherwise} \end{cases}$ and $D^1 u(t, \eta) := Du(t, \eta) - Du(t, \eta)(\{0\})\delta_0$; in fact $Du(t, \eta)$ (resp. $D^2 u(t, \eta)$) denotes the first (resp. second) order Fréchet derivatives of $u$ with respect to $\eta$. A proper notion of solution for (1.8) will be given in Definition 6.10. Of course, the integral $\int_{[-t, 0]} D^2 u(t, \eta) \, d\eta$ has to be suitably defined. At this stage we only say that, supposing, for each $(t, \eta)$, $D^1 u(t, \eta)$ absolutely continuous with respect to Lebesgue measure and that its Radon–Nikodym derivative has bounded variation, then $\int_{[-t, 0]} D^2 u(t, \eta) \, d\eta$ is well-defined by an integration by parts, see Notation 6.2. The term $\langle D^2 u(t, \eta), 1_D \rangle$ indicates the evaluation of the second order derivative on the increasing diagonal of the square $[-t, 0]^2$, provided that $D^2 u(t, \eta)$ is a Borel signed measure on $[-t, 0]^2$. Our Itô formula, i.e. Theorem 5.2, allows in fact to get the mentioned representation above with $H_0 = u(0, X_0(\cdot))$, $\xi_t = D^0 u(t, X_t(\cdot)) := Du(t, X_t(\cdot))(\{0\})$. In Chapter 9 of [7] we construct explicitly solutions of the infinite dimensional PDE (1.8) when $H$ has some smooth regularity in $L^2([-\tau, 0])$ or when it depends (even non smoothly) on a finite number of Wiener integrals.

A third application of Theorem 5.2 appears in [12]. In particular, those two authors calculate and use the $\chi$-quadratic variation of a mild solution of a stochastic PDE which generally is not a finite quadratic variation process in the sense of [6].

The paper is organized as follows. Section 2 contains general notations and some preliminary results. Section 3 will be devoted to the definition of $\chi$-covariation and $\chi$-quadratic variation and some related propositions. Section 4 provides some explicit calculations related to window processes. Section 5 is devoted to the definition of a forward integral for Banach space valued processes and related Itô formula. The final Section 6 is devoted to applications of our Itô formula to the case of window processes.

2. Preliminaries

Throughout this paper we will denote by $(\Omega, \mathcal{F}, \mathbb{P})$ a fixed probability space, equipped with a given filtration $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ fulfilling the usual conditions. Let $K$ be
a compact space; \( C(K) \) denotes the linear space of real continuous functions defined on \( K \), equipped with the uniform norm denoted by \( \| \cdot \|_\infty \). \( \mathcal{M}(K) \) will denote the dual space \( C(K)^* \), i.e. the set of finite signed Borel measures on \( K \). In particular, if \( a < b \) are two real numbers, \( C([a, b]) \) will denote the Banach linear space of real continuous functions. If \( E \) is a topological space, \( \mathcal{B}(E) \) will denote its Borel \( \sigma \)-algebra. The topological dual (resp. bidual) space of \( B \) will be denoted by \( B^* \) (resp. \( B^{**} \)).

If \( \phi \) is a linear continuous functional on \( B \), we shall denote the value of \( \phi \) of an element \( b \in B \) either by \( \phi(b) \) or \( \langle \phi, b \rangle \) or even \( _B \langle \phi, b \rangle _B \). Throughout the paper the symbols \( \langle \cdot, \cdot \rangle \) will always denote some type of duality that will change depending on the context. Let \( E, F, G \) be Banach spaces. \( L(E; F) \) stands for the Banach space of linear bounded maps from \( E \) to \( F \). We shall denote the space of \( \mathbb{R} \)-valued bounded bilinear forms on the product \( E \times F \) by \( \mathcal{B}(E, F) \) with the norm given by \( \| \phi \|_B = \sup \{ |\phi(e, f)|; \|e\|_E \leq 1; \|f\|_F \leq 1 \} \). Our principal references about functional analysis and about Banach spaces topologies are \([10, 1]\).

\( T \) will always be a positive fixed real number. The capital letters \( \mathbb{X}, \mathbb{Y}, \mathbb{Z} \) (resp. \( X, Y, Z \)) will generally denote Banach space (resp. real) valued processes indexed by the time variable \( t \in [0, T] \). A stochastic process \( \mathbb{X} \) will also be denoted by \( (\mathbb{X}_t)_{t \in [0, T]} \). A \( B \)-valued (resp. \( \mathbb{R} \)-valued) stochastic process \( \mathbb{X}: \Omega \times [0, T] \to B \) (resp. \( \mathbb{X}: \Omega \times [0, T] \to \mathbb{R} \)) is said to be measurable if \( \mathbb{X}: \Omega \times [0, T] \to B \) (resp. \( \mathbb{X}: \Omega \times [0, T] \to \mathbb{R} \)) is measurable with respect to the \( \sigma \)-algebras \( \mathcal{F} \otimes \mathcal{B} \mathcal{R}([0, T]) \) and \( \mathcal{B} \mathcal{R}(B) \) (resp. \( \mathcal{B} \mathcal{R}(\mathbb{R}) \)). We recall that \( \mathbb{X}: \Omega \times [0, T] \to B \) (resp. \( \mathbb{R} \)) is said to be strongly measurable (or measurable in the Bochner sense) if it is the limit of measurable countable valued functions. If \( \mathbb{X} \) is measurable, càdlàg and \( B \) is separable then \( \mathbb{X} \) is strongly measurable. If \( B \) is finite dimensional then a measurable process \( \mathbb{X} \) is also strongly measurable. All the processes indexed by \([0, T]\) will be naturally prolonged by continuity setting \( \mathbb{X}_t = \mathbb{X}_0 \) for \( t \leq 0 \) and \( \mathbb{X}_t = \mathbb{X}_T \) for \( t \geq T \). A sequence \( (\mathbb{X}^n)_{n \in \mathbb{N}} \) of continuous \( B \)-valued processes indexed by \([0, T]\), will be said to converge ucp (uniformly convergence in probability) to a process \( \mathbb{X} \) if \( \sup_{0 \leq s \leq T} \| \mathbb{X}^n - \mathbb{X} \|_B \) converges to zero in probability when \( n \to \infty \). The space \( \mathcal{E}([0, T]) \) will denote the linear space of continuous real processes; it is a Fréchet space (or \( F \)-space shortly) if equipped with the metric \( d(X, Y) = \mathbb{E} \{ \sup_{t \in [0, T]} |X_t - Y_t| \land 1 \} \) which governs the ucp topology, see Definition II.1.10 in \([10]\). For more details about \( F \)-spaces and their properties see Section II.1 in \([10]\).

A fundamental property of the tensor product of Banach spaces which will be used in the whole paper is the following. If \( \tilde{T}: E \times F \to \mathbb{R} \) is a continuous bilinear form, there exists a unique bounded linear operator \( T: E \hat{\otimes} F \to \mathbb{R} \) satisfying \( (E \hat{\otimes} F, \langle T, e \otimes f \rangle) \). A unique bounded linear operator \( T: E \hat{\otimes} F \to \mathbb{R} \) satisfying \( (E \hat{\otimes} F, \langle T, e \otimes f \rangle) \) for every \( e \in E, f \in F \). We observe moreover that there exists a canonical identification between \( \mathcal{B}(E, F) \) and \( L(E; F^*) \) which identifies \( \tilde{T} \) with \( \tilde{T}: E \to F^* \) by \( \tilde{T}(e, f) = \tilde{T}(e)(f) \). Summarizing, there is an isometric isomorphism between the dual space of the projective tensor product and the space of bounded bilinear forms equipped with the usual norm, i.e.

\[
(1.1) \quad (E \hat{\otimes} F)^* \cong \mathcal{B}(E, F) \cong L(E; F^*).
\]
With this identification, the action of a bounded bilinear form $T$ as a bounded linear functional on $E \hat{\otimes}_\tau F$ is given by

$$
(E \hat{\otimes}_\tau F)^* \left\langle T, \sum_{i=1}^n x_i \otimes y_i \right\rangle_{E \hat{\otimes}_\tau F} = T \left( \sum_{i=1}^n x_i \otimes y_i \right) = \sum_{i=1}^n \tilde{T}(x_i, y_i) = \sum_{i=1}^n \tilde{T}(x_i)(y_i).
$$

In the sequel that identification will often be used without explicit mention.

The importance of tensor product spaces and their duals is justified first of all by identification (2.1): indeed the second order Fréchet derivative of a real function defined on a Banach space $E$ belongs to $\mathcal{B}(E,F)$. We state a useful result involving Hilbert tensor products and Hilbert direct sums.

**Proposition 2.1.** Let $E$ and $F_1$, $F_2$ be Hilbert spaces. We consider $F = F_1 \oplus F_2$ equipped with the Hilbert direct norm. Then $E \hat{\otimes}_h F = (E \hat{\otimes}_h F_1) \oplus (E \hat{\otimes}_h F_2)$.

Proof. Since $E \otimes F_i \subseteq E \otimes F$, $i = 1, 2$ we can write $E \hat{\otimes}_h F_i \subseteq X \otimes_h Y$ and so

$$
(2.2) \quad (E \hat{\otimes}_h F_1) \oplus (E \hat{\otimes}_h F_2) \subseteq E \hat{\otimes}_h F.
$$

Since we handle with Hilbert norms, it is easy to show that the norm topology of $E \hat{\otimes}_h F_1$ and $E \hat{\otimes}_h F_2$ is the same as the one induced by $E \hat{\otimes}_h F$.

It remains to show the converse inclusion of (2.2). This follows because $E \otimes F \subseteq E \hat{\otimes}_h F_1 \oplus E \hat{\otimes}_h F_2$. □

We recall another important property.

$$
\mathcal{M}([-\tau,0]^2) = (C([-\tau,0]^2))^* \subseteq (C([-\tau,0]) \hat{\otimes}_\tau C([-\tau,0]))^* \cong \mathcal{B}(C([-\tau,0]), C([-\tau,0])).
$$

With every $\mu \in \mathcal{M}([-\tau,0]^2)$ we can associate a unique operator $T^\mu \in \mathcal{B}(C([-\tau,0]), C([-\tau,0]))$ defined by $T^\mu(f, g) = \int_{[-\tau,0]^2} f(x)g(y) \mu(dx, dy)$.

Let $\eta_1$, $\eta_2$ be two elements in $C([-\tau,0])$. The element $\eta_1 \otimes \eta_2$ in the algebraic tensor product $C([-\tau,0]) \otimes^2$ will be identified with the element $\eta$ in $C([-\tau,0]^2)$ defined by $\eta(x, y) = \eta_1(x)\eta_2(y)$ for all $x, y \in [-\tau, 0]$. So if $\mu$ is a measure on $\mathcal{M}([-\tau,0]^2)$, the pairing duality $\mathcal{M}([-\tau,0]^2)(\mu, \eta_1 \otimes \eta_2)_{C([-\tau,0]^2)}$ has to be understood as the following pairing duality:

$$
\mathcal{M}([-\tau,0]^2)(\mu, \eta)_{C([-\tau,0]^2)} = \int_{[-\tau,0]^2} \eta(x,y) \mu(dx, dy)
$$

$$
(2.4) \quad = \int_{[-\tau,0]^2} \eta_1(x)\eta_2(y) \mu(dx, dy).
$$
In the Itô formula for $B$ valued processes at Section 5, naturally appear the first and second order Fréchet derivatives of some functionals defined on a general Banach space $B$. When $B = C([-\tau, 0])$, the first derivative belongs to $\mathcal{M}([-\tau, 0])$ and second derivative mostly belongs to $\mathcal{M}([-\tau, 0]^2)$. In particular in Sections 4 and 6 those spaces and their subsets appear in relation with window processes. We introduce a notation which has been already used in the introduction.

**Notation 2.2.**

1. If $a \in \mathbb{R}$, we remind that $\delta_a$ will denote the Dirac measure concentrated at $a$, so $\delta_0$ stands for the Dirac measure at zero.

2. Let $\mu$ be a measure on $\mathcal{M}([-\tau, 0])$, $\tau > 0$. $\mu^{\delta_0}$ will denote the scalar defined by $\mu(\{0\})$ and $\mu^\perp$ will denote the measure defined by $\mu - \mu^{\delta_0}$. If $\mu^\perp$ is absolutely continuous with respect to Lebesgue measure, its density will be denoted with the same letter $\mu^\perp$.

Let $B$ be a Banach space and $I$ be a real interval, typically $I = [0, T]$ or $I = [0, T]$. A function $F : I \times B \to \mathbb{R}$, is said to be Fréchet of class $C^{1,2}(I \times B)$, if the following properties are fulfilled.

- $F$ is once Fréchet continuously differentiable; the partial derivative with respect to $t$ will be denoted by $\partial_t F : I \times B \to \mathbb{R}$;
- for any $t \in I$, $\eta \mapsto DF(t, \eta)$ is of class $C^1$ where $DF : I \times B \to B^*$ denotes the Fréchet derivative with respect to the second argument;
- the second order Fréchet derivative with respect to the second argument $D^2F : I \times B \to (B \hat{\otimes}_\pi B)^*$ is continuous.

Similar notations are self-explained as for instance or $C^{1,1}(I \times B)$.

**3. Chi-covariation and Chi-quadratic variation**

**3.1. Notion and examples of Chi-subspaces.**

**Definition 3.1.** Let $E$ be a Banach space. A Banach space $\chi$ included in $E$ will be said a **continuously embedded Banach subspace** of $E$ if the inclusion of $\chi$ into $E$ is continuous. If $E = (B_1 \hat{\otimes}_\pi B_2)^*$ then $\chi$ will be said **Chi-subspace** (of $E$).

**Remark 3.2.**

1. Let $\chi$ be a linear subspace of $(B_1 \hat{\otimes}_\pi B_2)^*$ with Banach structure. $\chi$ is a Chi-subspace if and only if $\| \cdot \|_{(B_1 \hat{\otimes}_\pi B_2)^*} \leq \| \cdot \|_\chi$, where $\| \cdot \|_\chi$ is a norm related to the topology of $\chi$.

2. Any continuously embedded Banach subspace of a Chi-subspace is a Chi-subspace.

3. Let $\chi_1, \ldots, \chi_n$ be Chi-subspaces such that, for any $1 \leq i \neq j \leq n$, $\chi_i \cap \chi_j = \{0\}$ where 0 is the zero of $(B_1 \hat{\otimes}_\pi B_2)^*$. Then the normed space $\chi = \chi_1 \oplus \cdots \oplus \chi_n$ is a Chi-subspace.

The last item allows to express a Chi-subspace of $(B_1 \hat{\otimes}_\pi B_2)^*$ as direct sum of Chi-subspaces (of $(B_1 \hat{\otimes}_\pi B_2)^*$). This, together with Proposition 3.17, helps to evaluate
the $\chi$-covariations and the $\chi$-quadratic variations of different processes.

Before providing the definition of the so-called $\chi$-covariation of a couple of a $B_1$-valued and a $B_2$-valued stochastic processes, we will give some examples of Chi-subspaces that we will use in the paper.

**Example 3.3.** Let $B_1$, $B_2$ be two Banach spaces.

- $\chi = (B_1 \otimes_x B_2)^\circ$. This appears in our elementary situation anticipated in the introduction, see also Proposition 3.15.

**Example 3.4.** Let $B_1 = B_2 = C([-\tau, 0])$.

This is the natural value space for all the windows of continuous processes. We list some examples of Chi-subspaces $\chi$ for which some window processes have a $\chi$-covariation or a $\chi$-quadratic variation. Moreover those $\chi$-covariation and $\chi$-quadratic variation will intervene in some applications stated at Section 6. Our basic reference Chi-subspace of $(C([-\tau, 0] \otimes_x C([-\tau, 0]))^\circ$ will be the Banach space $\mathcal{M}([-\tau, 0]^2)$ equipped with the usual total variation norm, denoted by $\| \cdot \|_{\text{Var}}$. The inequality in item 1 of Remark 3.2 is verified since $\| T^\mu \|_{(B_b(\mathcal{M}))^\circ} = \sup_{|f| \leq 1, |g| \leq 1} |T^\mu(f, g)| \leq \| \mu \|_{\text{Var}}$ for every $\mu \in \mathcal{M}([-\tau, 0]^2)$. All the other spaces considered in the sequel of the present example will be shown to be continuously embedded Banach subspaces of $\mathcal{M}([-\tau, 0]^2)$; by item 2 of Remark 3.2 they are Chi-subspaces. Here is a list. Let $a$, $b$ two fixed given points in $[-\tau, 0]$.

- $L^2([-\tau, 0]^2) \cong L^2([-\tau, 0]) \otimes_h^2$ is a Hilbert subspace of $\mathcal{M}([-\tau, 0]^2)$, equipped with the norm derived from the usual scalar product. The Hilbert tensor product $L^2([-\tau, 0]) \otimes_h^2$ will be always identified with $L^2([-\tau, 0]^2)$, conformally to a quite canonical procedure, see [23], Chapter 6.

- $\mathcal{D}_{a,b}([-\tau, 0]^2)$ (shortly $\mathcal{D}_{a,b}$) which denotes the one dimensional Hilbert space of the multiples of the Dirac measure concentrated at $(a, b) \in [-\tau, 0]^2$, i.e.

\[
\mathcal{D}_{a,b}([-\tau, 0]^2) := \{ \mu \in \mathcal{M}([-\tau, 0]^2); \text{s.t. } \mu(dx, dy) = \lambda \delta_a(dx) \delta_b(dy) \text{ with } \lambda \in \mathbb{R}\}
\]

\[
\cong \mathcal{D}_a \otimes_h \mathcal{D}_b.
\]

If $\mu = \lambda \delta_a(dx) \delta_b(dy)$ then $\| \mu \|_{\text{Var}} = |\lambda| = \| \mu \|_{\mathcal{D}_{a,b}}$.

- $\mathcal{D}_a([-\tau, 0]) \otimes_h L^2([-\tau, 0])$ and $L^2([-\tau, 0]) \otimes_h \mathcal{D}_a([-\tau, 0])$ where $\mathcal{D}_a([-\tau, 0])$ (shortly $\mathcal{D}_a$) denotes the one-dimensional space of multiples of the Dirac measure concentrated at $a \in [-\tau, 0]$, i.e.

\[
\mathcal{D}_a([-\tau, 0]) := \{ \mu \in \mathcal{M}([-\tau, 0]); \text{s.t. } \mu(dx) = \lambda \delta_a(dx) \text{ with } \lambda \in \mathbb{R}\}.
\]

$\mathcal{D}_a([-\tau, 0]) \otimes_h L^2([-\tau, 0])$ (resp. $L^2([-\tau, 0]) \otimes_h \mathcal{D}_a([-\tau, 0])$) is a Hilbert subspace of $\mathcal{M}([-\tau, 0]^2)$ and for a general element in this space $\mu = \lambda \delta_a(dx)\phi(y) dy \in \mathcal{D}_a([-\tau, 0]) \otimes_h L^2([-\tau, 0])$. The inequality in item 2 of Remark 3.2 is verified since $\| T^\mu \|_{(B_b(\mathcal{M}))^\circ} = \sup_{|f| \leq 1, |g| \leq 1} |T^\mu(f, g)| \leq \| \mu \|_{\text{Var}}$ for every $\mu \in \mathcal{M}([-\tau, 0]^2)$. All the other spaces considered in the sequel of the present example will be shown to be continuously embedded Banach subspaces of $\mathcal{M}([-\tau, 0]^2)$; by item 2 of Remark 3.2 they are Chi-subspaces. Here is a list. Let $a$, $b$ two fixed given points in $[-\tau, 0]$.

- $L^2([-\tau, 0]^2) \cong L^2([-\tau, 0]) \otimes_h^2$ is a Hilbert subspace of $\mathcal{M}([-\tau, 0]^2)$, equipped with the norm derived from the usual scalar product. The Hilbert tensor product $L^2([-\tau, 0]) \otimes_h^2$ will be always identified with $L^2([-\tau, 0]^2)$, conformally to a quite canonical procedure, see [23], Chapter 6.

- $\mathcal{D}_{a,b}([-\tau, 0]^2)$ (shortly $\mathcal{D}_{a,b}$) which denotes the one dimensional Hilbert space of the multiples of the Dirac measure concentrated at $(a, b) \in [-\tau, 0]^2$, i.e.

\[
\mathcal{D}_{a,b}([-\tau, 0]^2) := \{ \mu \in \mathcal{M}([-\tau, 0]^2); \text{s.t. } \mu(dx, dy) = \lambda \delta_a(dx) \delta_b(dy) \text{ with } \lambda \in \mathbb{R}\}
\]

\[
\cong \mathcal{D}_a \otimes_h \mathcal{D}_b.
\]

If $\mu = \lambda \delta_a(dx) \delta_b(dy)$ then $\| \mu \|_{\text{Var}} = |\lambda| = \| \mu \|_{\mathcal{D}_{a,b}}$.

- $\mathcal{D}_a([-\tau, 0]) \otimes_h L^2([-\tau, 0])$ and $L^2([-\tau, 0]) \otimes_h \mathcal{D}_a([-\tau, 0])$ where $\mathcal{D}_a([-\tau, 0])$ (shortly $\mathcal{D}_a$) denotes the one-dimensional space of multiples of the Dirac measure concentrated at $a \in [-\tau, 0]$, i.e.

\[
\mathcal{D}_a([-\tau, 0]) := \{ \mu \in \mathcal{M}([-\tau, 0]); \text{s.t. } \mu(dx) = \lambda \delta_a(dx) \text{ with } \lambda \in \mathbb{R}\}.
\]
(resp. $\mu = \lambda \phi(x) dx \delta_0(dy)$), $\phi \in L^2([-\tau, 0])$, we have $\|\mu\|_{\var} \leq \|\mu\|_{D_\psi([-\tau, 0]) \otimes L^2([-\tau, 0])}$

(resp. $\|\mu\|_{L^2([-\tau, 0]) \otimes D_\psi([-\tau, 0])} = [\lambda] \cdot \|\phi\|_{L^2}$.

- $\chi^0([-\tau, 0]^2)$, $\chi^0$ shortly, which denotes the subspace of measures defined as $\chi^0([-\tau, 0]^2) := (\mathcal{D}_0([-\tau, 0]) \otimes L^2([-\tau, 0])) \hat{\otimes} B$.

**Remark 3.5.** An element $\mu$ in $\chi^0([-\tau, 0]^2)$ can be uniquely decomposed as $\mu = \phi_1 + \phi_2 \otimes \delta_0 + \delta_0 \otimes \phi_3 + \lambda \delta_0 \otimes \delta_0$, where $\phi_1 \in L^2([-\tau, 0]^2)$, $\phi_2$, $\phi_3$ are functions in $L^2([-\tau, 0])$ and $\lambda$ is a real number. We have $\mu([0, 0]) = \lambda$.

- $\text{Diag}([-\tau, 0]^2)$ (shortly $\text{Diag}$), will denote the subset of $\mathcal{M}([-\tau, 0]^2)$ defined as follows:

$$\text{Diag}([-\tau, 0]^2) := \{ \mu^g \in \mathcal{M}([-\tau, 0]^2) \; \text{s.t.} \; \mu^g(dx, dy) = g(x) \delta_y(dx) dy: \; g \in L^\infty([-\tau, 0]) \}.$$  

$\text{Diag}([-\tau, 0]^2)$, equipped with the norm $\|\mu^g\|_{\text{Diag}([-\tau, 0]^2)} = \|g\|_\infty$, is a Banach space. Let $f$ be a function in $C([-\tau, 0]^2)$; the pairing duality (2.4) between $f$ and $\mu(dx, dy) = g(x) \delta_y(dx) dy \in \text{Diag}$ gives

$$c_{[-\tau, 0]^2}(f, \mu)_{\text{Diag}([-\tau, 0]^2)} = \int_{[-\tau, 0]^2} f(x, y) g(x) \delta_y(dx) dy = \int_0^0 f(x, y) g(x) dx.$$  

A closed subspace of $\text{Diag}([-\tau, 0]^2)$ is given below.

**Notation 3.6.** We denote by $\text{Diag}_d([-\tau, 0]^2)$ the subspace constituted by the measures $\mu^g \in \text{Diag}([-\tau, 0]^2)$ for which $g$ belongs to the space $D([-\tau, 0])$ of the (classes of) bounded functions $g: [-\tau, 0] \to \mathbb{R}$ admitting a càdlàg version.

### 3.2. Definition of $\chi$-covariation and some related results.

Let $B_1$, $B_2$ and $B$ be three Banach spaces. In this subsection, we introduce the definition of $\chi$-covariation between a $B_1$-valued stochastic process $X$ and a $B_2$-valued stochastic process $Y$. We remind that $\mathcal{C}([0, T])$ denotes the space of continuous processes equipped with the ucp topology.

Let $X$ (resp. $Y$) be $B_1$ (resp. $B_2$) valued stochastic process. Let $\chi$ be a Chi-subspace of $\bigl( B_1 \hat{\otimes}_\pi B_2 \bigr)^*$ and $\varepsilon > 0$. We denote by $[X, Y]^\varepsilon$, the following application

$$[X, Y]^\varepsilon : \chi \to \mathcal{C}([0, T]) \quad \text{defined by}$$

$$\phi \mapsto \left( \int_0^t \frac{\phi \left( J \left( X_{s+\varepsilon} - X_s \right) \otimes (Y_{s+\varepsilon} - Y_s) \right)}{\varepsilon} ds \right)_{t \in [0, T]}.$$  

where $J : B_1 \hat{\otimes}_\pi B_2 \to (B_1 \hat{\otimes}_\pi B_2)^{**}$ is the canonical injection between a space and its bidual. With application $[X, Y]^\varepsilon$ it is possible to associate another one, denoted by
\(\overline{X}, \overline{Y}\)', defined by
\[
[\overline{X}, \overline{Y}]^{(\omega, \cdot)}(\cdot, t) : [0, T] \to \chi^* \quad \text{such that}
\]
\[
t \mapsto \left( \phi \mapsto \int_0^t \chi \left( \phi, \left. \frac{J((X_{s+\varepsilon}(\omega) - X_s(\omega)) \otimes (Y_{s+\varepsilon}(\omega) - Y_s(\omega)))}{\varepsilon} \right) \right) \, ds \right).
\]

**Remark 3.7.**

1. We recall that \(\chi \subset (B_1 \hat{\otimes}_\pi B_2)^*\) implies \((B_1 \hat{\otimes}_\pi B_2)^{**} \subset \chi^*\).
2. As indicated, \(\chi(\cdot, \cdot)_{\chi'}\) denotes the duality between the space \(\chi\) and its dual \(\chi^*\). In fact by assumption, \(\phi\) is an element of \(\chi\) and element \(J((X_{s+\varepsilon} - X_s) \otimes (Y_{s+\varepsilon} - Y_s))\) naturally belongs to \((B_1 \hat{\otimes}_\pi B_2)^{**} \subset \chi^*\).
3. With a slight abuse of notation, in the sequel the injection \(J\) from \(B_1 \hat{\otimes}_\pi B_2\) to its bidual will be omitted. The tensor product \((X_{s+\varepsilon} - X_s) \otimes (Y_{s+\varepsilon} - Y_s)\) has to be considered as the element \(J((X_{s+\varepsilon} - X_s) \otimes (Y_{s+\varepsilon} - Y_s))\) which belongs to \(\chi^*\).
4. Suppose \(B_1 = B_2 = B = C([-\tau, 0])\) and let \(\chi\) be a Chi-subspace.

An element of the type \(\eta = \eta_1 \otimes \eta_2, \eta_1, \eta_2 \in B\), can be either considered as an element of the type \(B \hat{\otimes}_\pi B \subset (B \hat{\otimes}_\pi B)^{**} \subset \chi^*\) or as an element of \(C([-\tau, 0]^2)\) defined by \(\eta(x, y) = \eta_1(x)\eta_2(y)\). When \(\chi\) is indeed a closed subspace of \(\mathcal{M}([\tau, 0]^2)\), then the pairing between \(\chi\) and \(\chi^*\) will be compatible with the pairing duality between \(\mathcal{M}([\tau, 0]^2)\) and \(C([-\tau, 0]^2)\) given by (2.4).

**Definition 3.8.** Let \(B_1, B_2\) be two Banach spaces and \(\chi\) be a Chi-subspace of \((B_1 \hat{\otimes}_\pi B_2)^*\). Let \(\mathbb{X}\) (resp. \(\mathbb{Y}\)) be a \(B_1\) (resp. \(B_2\)) valued stochastic process. We say that \((\mathbb{X}, \mathbb{Y})\) admits a \(\chi\)-covariation if the following assumptions hold.

**H1** For all sequence \((\varepsilon_n)\) it exists a subsequence \((\varepsilon_{n_k})\) such that
\[
\sup_k \int_0^T \sup_{|\phi|_{\chi'} \leq 1} \left| \left( \phi, \frac{(X_{s+\varepsilon_n} - X_s) \otimes (Y_{s+\varepsilon_n} - Y_s)}{\varepsilon_n} \right) \right| \, ds < \infty \quad \text{a.s.}
\]

**H2**

(i) There exists an application \(\chi \to \mathcal{C}([0, T]), \) denoted by \([\mathbb{X}, \mathbb{Y}], \) such that
\[
(3.5) \quad [\mathbb{X}, \mathbb{Y}]^t(\phi) \overset{\text{u.c.p.}}{\underset{\varepsilon \to 0_+}{\longrightarrow}} [\mathbb{X}, \mathbb{Y}](\phi)
\]
for every \(\phi \in \chi \subset (B_1 \hat{\otimes}_\pi B_2)^*\).

(ii) There is a measurable process \([\mathbb{X}, \mathbb{Y}] : \Omega \times [0, T] \to \chi^*\), such that

- for almost all \(\omega \in \Omega, \) \([\mathbb{X}, \mathbb{Y}]_{{(\cdot, \cdot)}}(\omega, \cdot)\) is a (càdlàg) bounded variation function,
- \([\mathbb{X}, \mathbb{Y}]_{{(\cdot, t)}}(\cdot, t)(\phi) = [\mathbb{X}, \mathbb{Y}](\cdot, t) \phi) \) a.s. for all \(\phi \in \chi, t \in [0, T].\)

If \((\mathbb{X}, \mathbb{Y})\) admits a \(\chi\)-covariation we will call \(\chi\)-covariation of \(\mathbb{X}\) and \(\mathbb{Y}\) the \(\chi^*\)-valued process \(([\overline{X}, \overline{Y}])_{0 \leq t \leq T}\). By abuse of notation, \([\mathbb{X}, \mathbb{Y}]\) will also be called \(\chi\)-covariation and it will be sometimes confused with \([\overline{X}, \overline{Y}]\).
DEFINITION 3.9. Let \( \mathcal{X} = \mathcal{Y} \) be a \( B \)-valued stochastic process and \( \chi \) be a Chi-subspace of \( (B \hat{\otimes}_\pi B)^* \). The \( \chi \)-covariation \([\mathcal{X}, \mathcal{X}]\) (or \([\mathcal{X}, \mathcal{X}]\)) will also be denoted by \([\mathcal{X}]\) and \([\mathcal{X}]\); it will be called \( \chi \)-quadratic variation of \( \mathcal{X} \) and we will say that \( \mathcal{X} \) has a \( \chi \)-quadratic variation.

REMARK 3.10. 1. For every fixed \( \phi \in \chi \), the processes \([\mathcal{X}, \mathcal{Y}](\cdot, t)(\phi)\) and \([\mathcal{X}, \mathcal{Y}](\phi)(\cdot, t)\) are indistinguishable. In particular the \( \chi^* \)-valued process \([\mathcal{X}, \mathcal{Y}]\) is weakly star continuous, i.e., \([\mathcal{X}, \mathcal{Y}](\phi)\) is continuous for every fixed \( \phi \).
2. The existence of \([\mathcal{X}, \mathcal{Y}]\) guarantees that \([\mathcal{X}, \mathcal{Y}]\) admits a bounded variation version which allows to consider it as pathwise integrator.
3. The quadratic variation \([\mathcal{X}]\) will be the object intervening in the second order term of the Itô formula expanding \( F(\mathcal{X}) \) for some \( C^2 \)-Fréchet function \( F \), see Theorem 5.2.
4. In Corollaries 3.25 and 3.26 we will show that, whenever \( \chi \) is separable (most of the cases), the condition H2 can be relaxed in a significant way. In fact the condition H2 (i) reduces to the convergence in probability of (3.5) on a dense subspace and H2 (ii) will be automatically satisfied.

REMARK 3.11. 1. A practical criterion to verify the condition H1 is

\[
\frac{1}{\epsilon} \int_0^T \| (\mathcal{X}_{s+\epsilon} - \mathcal{X}_s) \otimes (\mathcal{Y}_{s+\epsilon} - \mathcal{Y}_s) \|_{\chi^*} \, ds \leq B(\epsilon)
\]

where \( B(\epsilon) \) converges in probability when \( \epsilon \) goes to zero. In fact the convergence in probability implies the a.s. convergence of a subsequence.
2. A consequence of the condition H1 is that for all \( (\epsilon_n) \downarrow 0 \) there exists a subsequence \( (\epsilon_{n_k}) \) such that

\[
\sup_k \| [\mathcal{X}, \mathcal{Y}]_{t=0}^{\epsilon_{n_k}} \|_{\text{Var}[0,T]} < \infty \quad \text{a.s.}
\]

In fact \( \| [\mathcal{X}, \mathcal{Y}] \|_{\text{Var}[0,T]} \leq (1/\epsilon) \int_0^T \| (\mathcal{X}_{s+\epsilon} - \mathcal{X}_s) \otimes (\mathcal{Y}_{s+\epsilon} - \mathcal{Y}_s) \|_{\chi^*} \, ds \), which implies that \([\mathcal{X}, \mathcal{Y}]^*\) is a \( \chi^* \)-valued process with bounded variation on \([0,T]\). As a consequence, for a \( \chi \)-valued continuous stochastic process \( \mathcal{Z} \), \( t \in [0,T] \), the integral \( \int_0^T \chi \langle \mathcal{Z}_s, d[\mathcal{X}, \mathcal{Y}]_{s=0}^{\omega} \rangle \chi^* \) is a well-defined Lebesgue–Stieltjes type integral for almost all \( \omega \in \Omega \).

REMARK 3.12. 1. To a Borel function \( G : \chi \to C([0,T]) \) we can associate \( \tilde{G} : [0,T] \to \chi^* \) setting \( \tilde{G}(t)(\phi) = G(\phi)(t) \). By definition \( \tilde{G} : [0,T] \to \chi^* \) has bounded variation if

\[
\| \tilde{G} \|_{\text{Var}[0,T]} := \sup_{\sigma \in \Sigma([0,T]), \| \mathcal{H} \|_{\chi^*} = 1} \sum_{j \in [0,T], \mathcal{H}_{t_j} = \sigma} \| \tilde{G}(t_{j+1}) - \tilde{G}(t_j) \|_{\chi^*}
\]

\[
= \sup_{\sigma \in \Sigma([0,T]), \| \mathcal{H} \|_{\chi^*} = 1} \sup_{\| \phi \|_{\chi^*} = 1} \sup_{j \in [0,T]} \| \tilde{G}(\phi)(t_{j+1}) - \tilde{G}(\phi)(t_j) \|
\]
is finite, where $\Sigma_{[0,T]}$ is the set of all possible partitions $\sigma = (t_i)$ of the interval $[0,T]$. This quantity is the total variation of $\hat{G}$. For example if $G(\phi) = \int_0^T \hat{G}(\phi) \, ds$ with $\hat{G} : \chi \to C([0,T])$ Bochner integrable, then
\[
\|G\|_{\text{Var}[0,T]} \leq \int_0^T \sup_{|s| \leq 1} |\hat{G}(\phi)| \, ds.
\]

2. If $G(\phi), \phi \in \chi$ is a family of stochastic processes, it is not obvious to find a good version $\hat{G} : [0,T] \to \chi^*$ of $G$. This will be the object of Theorem 3.23.

**Definition 3.13.** If the $\chi$-covariation exists with $\chi = (B_1 \hat{\otimes} \pi B_2)^*$, we say that $\langle \chi, \chi \rangle$ admits a global covariation. Analogously if $\chi$ is $B$-valued and the $\chi$-quadratic variation exists with $\chi = (B \hat{\otimes} \pi B)^*$, we say that $\chi$ admits a global quadratic variation.

**Remark 3.14.** 1. $\langle \chi, \chi \rangle$ takes values “a priori” in $(B_1 \hat{\otimes} \pi B_2)^{**}$.
2. If $[\chi, \chi]^{\hat{\otimes} \pi}$ exists then the condition H1 follows by Remark 3.11 1.

**Proposition 3.15.** Let $\chi$ (resp. $\chi$) be a $B_1$-valued (resp. $B_2$-valued) process such that $\langle \chi, \chi \rangle$ admits a scalar and tensor covariation. Then $\langle \chi, \chi \rangle$ admits a global covariation. In particular the global covariation process takes values in $B_1 \hat{\otimes} \pi B_2$ and $[\chi, \chi] = [\chi, \chi]^{\hat{\otimes} \pi}$ a.s.

Proof. We set $\chi = (B_1 \hat{\otimes} \pi B_2)^*$. Taking into account Remark 3.14 2, it will be enough to verify the condition H2. Recalling the definition of $[\chi, \chi]^{\hat{\otimes} \pi}$ at (3.4) and the definition of injection $J$ we observe that
\[
&& (3.6) \quad [\chi, \chi]^\pi(\phi)(\cdot, t) = \int_0^t \left\{ \phi, \frac{X_{s+\epsilon} - X_s \otimes (Y_{s+\epsilon} - Y_s)}{\epsilon} \right\}_{B_1 \hat{\otimes} \pi B_2} \, ds.
\]
Since Bochner integrability implies Pettis integrability, for every $\phi \in (B_1 \hat{\otimes} \pi B_2)^*$, we also have
\[
(3.7) \quad (B_1 \hat{\otimes} \pi B_2)^* \langle \phi, [\chi, \chi]^{\hat{\otimes} \pi, \epsilon}_t \rangle_{B_1 \hat{\otimes} \pi B_2} \\
= \int_0^t \left\{ \phi, \frac{(X_{s+\epsilon} - X_s) \otimes (Y_{s+\epsilon} - Y_s)}{\epsilon} \right\}_{B_1 \hat{\otimes} \pi B_2} \, ds.
\]
(3.6) and (3.7) imply that
\[
(3.8) \quad [\chi, \chi]^\pi(\phi)(\cdot, t) = (B_1 \hat{\otimes} \pi B_2)^* \langle \phi, [\chi, \chi]^{\hat{\otimes} \pi, \epsilon}_t \rangle_{B_1 \hat{\otimes} \pi B_2} \quad \text{a.s.}
\]
Concerning the validity of the condition H2 we will show that
\[
(3.9) \quad \sup_{t \leq T} \left| [\chi, \chi]^\pi(\phi)(\cdot, t) - (B_1 \hat{\otimes} \pi B_2)^* \langle \phi, [\chi, \chi]^{\hat{\otimes} \pi, \epsilon}_t \rangle_{B_1 \hat{\otimes} \pi B_2} \right|_{\epsilon \to 0} \xrightarrow{\mathbb{P}} 0.
\]
By (3.8) the left-hand side of (3.9) gives

\[ \sup_{t \leq T} |(B_1 \hat{\otimes}_\pi B_2)^* (\phi, [X, Y]_{t}^{\otimes, e} - [X, Y]_{t}^{\otimes})_{B_1 \hat{\otimes}_\pi B_2} | \leq \| \phi \|_{(B_1 \hat{\otimes}_\pi B_2)^*} \sup_{t \leq T} \| [X, Y]_{t}^{\otimes, e} - [X, Y]_{t}^{\otimes} \|_{B_1 \hat{\otimes}_\pi B_2}, \]

where the last quantity converges to zero in probability by Definition 1.5 item 2 of the tensor quadratic variation; this implies (3.9). The tensor quadratic variation has always bounded variation because of item 2 of Remark 1.6. In conclusion H2 (ii) is also verified.

**Remark 3.16.** We observe some interesting features related to the global co-variation, i.e. the \( \chi \)-covariation when \( \chi = (B_1 \hat{\otimes}_\pi B_2)^* \).

1. When \( \chi \) is separable, for any \( t \in [0, T] \), there exists a null subset \( N \) of \( \Omega \) and a sequence \( (\epsilon_n) \) such that \( \varlimsup_{\epsilon \to 0} \sup_{t \leq T} \| [X, Y]_{t}^{\otimes, e} - [X, Y]_{t}^{\otimes} \|_{B_1 \hat{\otimes}_\pi B_2} \) weak star for \( \omega \in N \), see Lemma A.1. This confirms the relation between the global covariation and the weak star convergence in the space \( (B_1 \hat{\otimes}_\pi B_2)^{**} \) as anticipated in the introduction.

2. We recall that \( J(B_1 \hat{\otimes}_\pi B_2) \) is isometrically embedded (and weak star dense) in \( (B_1 \hat{\otimes}_\pi B_2)^{**} \). In particular it is the case if \( B_1 \) or \( B_2 \) has infinite dimension. If the Banach space \( B_1 \hat{\otimes}_\pi B_2 \) is not reflexive, then \( (B_1 \hat{\otimes}_\pi B_2)^{**} \) strictly contains \( B_1 \hat{\otimes}_\pi B_2 \). The weak star convergence is weaker then the strong convergence in \( J(B_1 \hat{\otimes}_\pi B_2) \), required in the definition of the tensor quadratic variation, see Definition 1.5 item 2.

The global covariation is therefore truly more general than the tensor covariance.

3. In general \( B_1 \hat{\otimes}_\pi B_2 \) is not reflexive even if \( B_1 \) and \( B_2 \) are Hilbert spaces, see for instance [31] at Section 4.2.

We go on with some related results about the \( \chi \)-covariation and the \( \chi \)-quadratic variation.

**Proposition 3.17.** Let \( X \) (resp. \( Y \)) be a \( B_1 \)-valued (resp. \( B_2 \)-valued) process and \( \chi_1, \chi_2 \) be two Chi-subspaces of \( (B_1 \hat{\otimes}_\pi B_2)^* \) with \( \chi_1 \cap \chi_2 = \{0\} \). Let \( \chi = \chi_1 \oplus \chi_2 \).

If \( (X, Y) \) admit a \( \chi_i \)-covariation \( [X, Y]_i \) for \( i = 1, 2 \) then they admit a \( \chi \)-covariation \( [X, Y] \) and it holds \( [X, Y](\phi) = [X, Y]_1(\phi_1) + [X, Y]_2(\phi_2) \) for all \( \phi \in \chi \) with unique decomposition \( \phi = \phi_1 + \phi_2, \phi_1 \in \chi_1 \) and \( \phi_2 \in \chi_2 \).

Proof. \( \chi \) is a Chi-subspace because of item 3 of Remark 3.2. It will be enough to show the result for a fixed norm in the space \( \chi \). We set \( \| \phi \|_X = \| \phi_1 \|_{\chi_1} + \| \phi_2 \|_{\chi_2} \) and we remark that \( \| \phi \|_X \geq \| \phi_i \|_{\chi_i}, \ i = 1, 2 \). The condition H1 follows immediately
Concerning the condition H2 (ii), for we remark that \((\text{by inequality})\) we have

\[
\int_0^T \sup_{\|\phi_1\|_{L^1} \leq 1} |\chi (\phi_1 (\mathbf{X}_{s+\varepsilon} - \mathbf{X}_s) \otimes (\mathbf{Y}_{s+\varepsilon} - \mathbf{Y}_s)) \chi^*| \, ds
\]

\[
\leq \int_0^T \sup_{\|\phi_1\|_{L^1} \leq 1} |\chi (\phi_1 (\mathbf{X}_{s+\varepsilon} - \mathbf{X}_s) \otimes (\mathbf{Y}_{s+\varepsilon} - \mathbf{Y}_s)) \chi^*| \, ds
\]

\[
+ \int_0^T \sup_{\|\phi_1\|_{L^1} \leq 1} |\chi^2 (\phi_2 (\mathbf{X}_{s+\varepsilon} - \mathbf{X}_s) \otimes (\mathbf{Y}_{s+\varepsilon} - \mathbf{Y}_s)) \chi^2| \, ds.
\]

The condition H2 (i) follows by linearity; in fact

\[
[\mathbf{X}, \mathbf{Y}]^t (\phi) = \int_0^t \chi (\phi_1 + \phi_2 (\mathbf{X}_{s+\varepsilon} - \mathbf{X}_s) \otimes (\mathbf{Y}_{s+\varepsilon} - \mathbf{Y}_s)) \chi^* \, ds
\]

\[
= \int_0^t \chi (\phi_1 (\mathbf{X}_{s+\varepsilon} - \mathbf{X}_s) \otimes (\mathbf{Y}_{s+\varepsilon} - \mathbf{Y}_s)) \chi^* \, ds
\]

\[
+ \int_0^t \chi^2 (\phi_2 (\mathbf{X}_{s+\varepsilon} - \mathbf{X}_s) \otimes (\mathbf{Y}_{s+\varepsilon} - \mathbf{Y}_s)) \chi^2 \, ds
\]

\[
\underset{e \to 0}{\text{ucp}} [\mathbf{X}, \mathbf{Y}]_1 (\phi_1) + [\mathbf{X}, \mathbf{Y}]_2 (\phi_2).
\]

Concerning the condition H2 (ii), for \(\omega \in \Omega, t \in [0, T]\) we can obviously set

\[
[\mathbf{X}, \mathbf{Y}] (\omega, t) (\phi) = [\mathbf{X}, \mathbf{Y}]_1 (\omega, t) (\phi_1) + [\mathbf{X}, \mathbf{Y}]_2 (\omega, t) (\phi_2).
\]

Proposition 3.18. Let \(\mathbf{X}\) (resp. \(\mathbf{Y}\)) be a \(B_1\)-valued (resp. \(B_2\)-valued) stochastic process.

1. Let \(\chi_1\) and \(\chi_2\) be two subspaces \(\chi_1 \subset \chi_2 \subset (B_1 \otimes \pi B_2)^s\), \(\chi_1\) being a Banach subspace continuously embedded into \(\chi_2\) and \(\chi_2\) a Chi-subspace. If \((\mathbf{X}, \mathbf{Y})\) admit a \(\chi_2\)-covariation \([\mathbf{X}, \mathbf{Y}]_2\), then they also admit a \(\chi_1\)-covariation \([\mathbf{X}, \mathbf{Y}]_1\) and it holds

\[
[\mathbf{X}, \mathbf{Y}]_1 (\phi) = [\mathbf{X}, \mathbf{Y}]_2 (\phi)
\]

for all \(\phi \in \chi_1\).

2. In particular if \((\mathbf{X}, \mathbf{Y})\) admit a tensor quadratic variation, then \(\mathbf{X}\) and \(\mathbf{Y}\) admit a \(\chi\)-quadratic variation for any Chi-subspace \(\chi\).

Proof. 1. If the condition H1 is valid for \(\chi_2\) then it is also verified for \(\chi_1\). In fact we remark that \((\mathbf{X}_{s+\varepsilon} - \mathbf{X}_s) \otimes (\mathbf{Y}_{s+\varepsilon} - \mathbf{Y}_s)\) is an element in \((B_1 \otimes \pi B_2) \subset (B_1 \otimes \pi B_2)^{**} \subset \chi_2^* \subset \chi_1^*\). If \(A := \{\phi \in \chi_1; \|\phi\|_{L^1} \leq 1\}\) and \(B := \{\phi \in \chi_2; \|\phi\|_{L^1} \leq 1\}\), then \(A \subset B\) and clearly

\[
\int_0^t \sup_{\phi \in A} |\langle \phi, (\mathbf{X}_{s+\varepsilon} - \mathbf{X}_s) \otimes (\mathbf{Y}_{s+\varepsilon} - \mathbf{Y}_s) \rangle| \, ds \leq \int_0^t \sup_{\phi \in B} |\langle \phi, (\mathbf{X}_{s+\varepsilon} - \mathbf{X}_s) \otimes (\mathbf{Y}_{s+\varepsilon} - \mathbf{Y}_s) \rangle| \, ds.
\]

This implies the inequality

\[
\|\langle \mathbf{X}_{s+\varepsilon} - \mathbf{X}_s \rangle \otimes (\mathbf{Y}_{s+\varepsilon} - \mathbf{Y}_s) \|_{\chi_1^*} \leq \|\langle \mathbf{X}_{s+\varepsilon} - \mathbf{X}_s \rangle \otimes (\mathbf{Y}_{s+\varepsilon} - \mathbf{Y}_s) \|_{\chi_2^*}
\]

and the assumption H1 follows immediately. The assumption H2 (i) is trivially verified because, by restriction, we have \([\mathbf{X}, \mathbf{Y}]^t (\phi) \overset{\text{ucp}}{\underset{e \to 0}{\to}} [\mathbf{X}, \mathbf{Y}]_2 (\phi)\) for all \(\phi \in \chi_1\). We define \([\mathbf{X}, \mathbf{Y}]_1 (\phi) = [\mathbf{X}, \mathbf{Y}]_2 (\phi), \forall \phi \in \chi_1\) and \([\mathbf{X}, \mathbf{Y}]_1 (\omega, t) (\phi) = [\mathbf{X}, \mathbf{Y}_1]_2 (\omega, t) (\phi), \forall \phi \in \chi_1\).
for all $\omega \in \Omega$, $t \in [0, T]$, $\phi \in \chi_1$. The condition H2 (ii) follows because given $G : [0, T] \to \chi_1$ we have $\|G(t) - G(s)\|_{\chi_1^*} \leq \|G(t) - G(s)\|_{\chi_1^*}$, $\forall 0 \leq s \leq t \leq T$.

2. It follows from item 1 and Proposition 3.15.

We continue with some general properties of the $\chi$-covariation.

**Lemma 3.19.** Let $\mathbb{X}$ (resp. $\mathbb{Y}$) be a $B_1$-valued (resp. $B_2$-valued) stochastic process and $\chi$ be a Chi-subspace. Suppose that $(1/\epsilon) \int_0^T \|(X_{s+\epsilon} - X_s) \otimes (Y_{s+\epsilon} - Y_s)\|_{\chi^*} \, ds$ converges to 0 in probability when $\epsilon$ goes to zero.

1. Then $(\mathbb{X}, \mathbb{Y})$ admits a zero $\chi$-covariation.

2. If $\chi = (B_1 \otimes_\pi B_2)^*$, then $(\mathbb{X}, \mathbb{Y})$ admits a zero scalar and tensor covariation.

**Proof.** Concerning item 1 the condition H1 is verified because of Remark 3.11 item 1. We verify H2 (i) directly. For every fixed $\phi \in \chi$ we have

$$\|\langle X, Y \rangle^\chi(\phi)(t)\| = \left| \int_0^t \left\langle \phi, \frac{(X_{s+\epsilon} - X_s) \otimes (Y_{s+\epsilon} - Y_s)}{\epsilon} \right\rangle_{\chi^*} \, ds \right| \leq \int_0^T \left| \left\langle \phi, \frac{(X_{s+\epsilon} - X_s) \otimes (Y_{s+\epsilon} - Y_s)}{\epsilon} \right\rangle_{\chi^*} \right| \, ds.$$

So we obtain

$$\sup_{t \in [0,T]} \|\langle X, Y \rangle^\chi(\phi)(t)\| \leq \|\phi\|_{\chi^*} \frac{1}{\epsilon} \int_0^T \|(X_{s+\epsilon} - X_s) \otimes (Y_{s+\epsilon} - Y_s)\|_{\chi^*} \, ds \xrightarrow{\epsilon \to 0} 0$$

in probability by the hypothesis. Since the condition H2 (ii) holds trivially, we can conclude for the first result. Concerning item 2 the scalar covariation vanishes by hypothesis, which also forces the tensor covariation to be zero, see Remark 1.6, item 4.

3.3. Technical issues.

3.3.1. Convergence of infinite dimensional Stieltjes integrals. We state now an important technical result which will be used in the proof of the Itô formula appearing in Theorem 5.2.

**Proposition 3.20.** Let $\chi$ be a separable Banach space, a sequence $F^n : \chi \to C([0, T])$ of linear continuous maps and measurable random fields $\tilde{F}^n : \Omega \times [0, T] \to \chi^*$ such that $\tilde{F}^n(\cdot, t)(\phi) = F^n(\phi)(\cdot, t)$ a.s. $\forall t \in [0, T]$, $\phi \in \chi$. We suppose the following.

i) For every $n$, $t \mapsto \tilde{F}^n(\cdot, t)$ is a.s. of bounded variation and for all $(n_k)$ there is a subsequence $(n_{k_j})$ such that $\sup_j \|\tilde{F}^{n_{k_j}}\|_{\text{Var}([0,T])} < \infty$ a.s.
ii) There is a linear continuous map \( F : \chi \to G([0, T]) \) such that for all \( t \in [0, T] \) and for every \( \phi \in \chi \), \( F^n(\phi)(\cdot, t) \to F(\phi)(\cdot, t) \) in probability.

iii) There is measurable random field \( \tilde{F} : \Omega \times [0, T] \to \chi^* \) of such that for \( \omega \) a.s. \( \tilde{F}(\omega, \cdot) : [0, T] \to \chi^* \) has bounded variation and \( \tilde{F}(\cdot, t)(\phi) = F(\phi)(\cdot, t) \) a.s. \( \forall t \in [0, T] \) and \( \phi \in \chi^* \).

iv) \( F^n(\phi)(0) = 0 \) for every \( \phi \in \chi^* \).

Then for every \( t \in [0, T] \) and every continuous process \( H : \Omega \times [0, T] \to \chi \)

\[
\int_0^t \chi(\langle H(\cdot, s), d\tilde{F}^n(\cdot, s) \rangle)_{\chi^*} \to \int_0^t \chi(\langle H(\cdot, s), d\tilde{F}(\cdot, s) \rangle)_{\chi^*} \quad \text{in probability.}
\]

Proof. See Appendix A.

\[\square\]

**Corollary 3.21.** Let \( B_1, B_2 \) be two Banach spaces and \( \chi \) be a Chi-subspace of \((B_1 \hat{\otimes}_\pi B_2)^*\). Let \( \mathbb{X} \) and \( \mathbb{Y} \) be two stochastic processes with values respectively in \( B_1 \) and \( B_2 \) such that \((\mathbb{X}, \mathbb{Y})\) admits a \( \chi \)-covariation and \( \mathbb{H} \) be a continuous measurable process \( \mathbb{H} : \Omega \times [0, T] \to \mathcal{V} \) where \( \mathcal{V} \) is a closed separable subspace of \( \chi \). Then, for every \( t \in [0, T] \),

\[
\int_0^t \chi(\langle \mathbb{H}(\cdot, s), d[\mathbb{X}, \mathbb{Y}]^\epsilon(\cdot, s) \rangle)_{\chi^*} \quad \text{in probability.}
\]

(3.10)

Proof. By item 2 in Remark 3.2, \( \mathcal{V} \) is a Chi-subspace. By Proposition 3.18, \((\mathbb{X}, \mathbb{Y})\) admits a \( \mathcal{V} \)-covariation \((\mathbb{X}, \mathbb{Y})_{\mathcal{V}}\) and \([\mathbb{X}, \mathbb{Y}]_{\mathcal{V}}(\phi) = [\mathbb{X}, \mathbb{Y}](\phi)\) for all \( \phi \in \mathcal{V} \); in the sequel of the proof, \([\mathbb{X}, \mathbb{Y}]_{\mathcal{V}}\) will be still denoted by \([\mathbb{X}, \mathbb{Y}]\). Since the ucp convergence implies the convergence in probability for every \( t \in [0, T] \), by Proposition 3.20 and definition of \( \mathcal{V} \)-covariation, it follows

\[
\int_0^t \mathcal{V}(\langle \mathbb{H}(\cdot, s), d[\mathbb{X}, \mathbb{Y}]^\epsilon(\cdot, s) \rangle)_{\mathcal{V}^*} \quad \text{in probability.}
\]

(3.10)

Since the pairing duality between \( \chi \) and \( \chi^* \) is compatible with the one between \( \mathcal{V} \) and \( \mathcal{V}^* \), the result (3.10) is now established.

\[\square\]

**3.3.2. Weaker conditions for the existence of the \( \chi \)-covariation.** An important and useful theorem which helps to find sufficient conditions for the existence of the \( \chi \)-quadratic variation of a Banach space valued process is given below. It will be a consequence of a Banach–Steinhaus type result for Fréchet spaces, see Theorem II.1.18, p.55 in [10]. We start with a remark.
**Remark 3.22.** 1. Let \((\mathcal{Y}^n)\) be a sequence of random elements with values in a Banach space \((B, \| \cdot \|_B)\) such that \(\sup_n \| \mathcal{Y}^n \|_B \leq Z\) a.s. for some real positive random variable \(Z\). Then \((\mathcal{Y}^n)\) is bounded\(^1\) in the \(F\)-space of random elements equipped with the convergence in probability which is governed by the metric \(d(X, Y) = \mathbb{E}[\|X - Y\|_B \wedge 1]\). In fact by Lebesgue dominated convergence theorem it follows \(\lim_{n \to 0} \mathbb{E}[\gamma Z \wedge 1] = 0\).

2. In particular taking \(B = C([0, T])\) a sequence of continuous processes \((\mathcal{Y}^n)\) such that \(\sup_n \| \mathcal{Y}^n \|_\infty \leq Z\) a.s. is bounded for the usual metric in \(\mathcal{C}([0, T])\) equipped with the topology related to the ucp convergence.

**Theorem 3.23.** Let \(F^n: \chi \to \mathcal{C}([0, T])\) be a sequence of linear continuous maps such that \(F^n(\phi)(0) = 0\) a.s. and there is \(\tilde{F}^n: \Omega \times [0, T] \to \chi^*\) having a.s. bounded variation. We formulate the following assumptions.

i) \(F^n(\phi)(\cdot, t) = \tilde{F}^n(\cdot, t)(\phi)\) a.s. \(\forall t \in [0, T], \phi \in \chi\).

ii) \(\forall \phi \in \chi, t \mapsto \tilde{F}^n(\cdot, t)(\phi)\) is càdlàg.

iii) \(\sup_n \| \tilde{F}^n \|_{\text{var}([0, T])} < \infty\) a.s.

iv) There is a subset \(\mathcal{S} \subset \chi\) such that \(\text{Span}(\mathcal{S}) = \chi\) and a linear application \(F: \mathcal{S} \to \mathcal{C}([0, T])\) such that \(F^n(\phi) \to F(\phi)\) ucp for every \(\phi \in \mathcal{S}\).

1. Suppose that \(\chi\) is separable.

Then there is a linear and continuous extension \(F: \chi \to \mathcal{C}([0, T])\) and there is a measurable random field \(\tilde{F}: \Omega \times [0, T] \to \chi^*\) such that \(\tilde{F}(\cdot, t)(\phi) = F(\phi)(\cdot, t)\) a.s. for every \(t \in [0, T]\). Moreover the following properties hold.

a) For every \(\phi \in \chi, F^n(\phi) \overset{w.p.}{\to} F(\phi)\).

In particular for every \(t \in [0, T], \phi \in \chi\), \(F^n(\phi)(\cdot, t) \overset{p}{\to} F(\phi)(\omega, t)\).

b) \(\tilde{F}\) has bounded variation and \(t \mapsto \tilde{F}(\cdot, t)\) is weakly star càdlàg a.s.

2. Suppose the existence of a measurable \(\tilde{F}: \Omega \times [0, T] \to \chi^*\) such that a.s. \(t \mapsto \tilde{F}(\cdot, t)\) has bounded variation and is weakly star càdlàg such that

\[
\tilde{F}(\cdot, t)(\phi) = F(\phi)(\cdot, t) \quad \text{a.s.} \quad \forall t \in [0, T], \forall \phi \in \mathcal{S}.
\]

Then point a) still follows.

**Remark 3.24.** In point 2) we do not necessarily suppose \(\chi\) to be separable.

**Proof.** See Appendix A. \(\square\)

Important implications of Theorem 3.23 are Corollaries 3.25 and 3.26, which give us easier conditions for the existence of the \(\chi\)-covariation as anticipated in Remark 3.10 item 4.

\(^1\)This notion plays a role in Banach–Steinhaus theorem in \([10]\). Let \(E\) be a Fréchet spaces, \(F\)-space shortly. A subset \(C\) of \(E\) is called bounded if for all \(\epsilon > 0\) it exists \(\delta_\epsilon\) such that for all \(0 < \alpha \leq \delta_\epsilon\), \(\alpha C\) is included in the open ball \(B(0, \epsilon) := \{e \in E; d(0, e) < \epsilon\}\).
Corollary 3.25. Let $B_1$ and $B_2$ be Banach spaces, $\mathfrak{X}$ (resp. $\mathfrak{Y}$) be a $B_1$-valued (resp. $B_2$-valued) stochastic process and $\chi$ be a separable Chi-subspace of $(B_1 \otimes_{\pi} B_2)^\ast$. We suppose the following.

H0' There is $\mathcal{S} \subset \chi$ such that $\overline{\text{Span}(\mathcal{S})} = \chi$.

H1 For every sequence $(\epsilon_n) \downarrow 0$ there is a subsequence $(\epsilon_{n_k})$ such that

$$\sup_k \int_0^T \sup_{\|\phi\|_2 \leq 1} \left| \chi \left[ \phi, \frac{(X_{s+\epsilon_{n_k}} - X_s) \otimes (Y_{s+\epsilon_{n_k}} - Y_s)}{\epsilon_{n_k}} \right] \right| ds < +\infty.$$ 

H2' There is $\mathcal{T} : \chi \to \mathcal{C}([0, T])$ such that $[\mathfrak{X}, \mathfrak{Y}]^\ast(\phi)(t) \to \mathcal{T}(\phi)(t)$ ucp for all $\phi \in \mathcal{S}$. Then $(\mathfrak{X}, \mathfrak{Y})$ admits a $\chi$-covariation and the application $[\mathfrak{X}, \mathfrak{Y}]$ is equal to $\mathcal{T}$.

Proof. The condition H1 is verified by assumption. The conditions H2 (i) and (ii) follow by Theorem 3.23 setting $F^n(\phi)(\cdot, t) = [\mathfrak{X}, \mathfrak{Y}]^\ast(\phi)(t)$ and $\mathcal{F}^n = [\mathfrak{X}, \mathfrak{Y}]^\ast$ for a suitable sequence $(\epsilon_n)$.

In the case $\mathfrak{X} = \mathfrak{Y}$ and $B = B_1 = B_2$ we can further relax the hypotheses.

Corollary 3.26. Let $B$ be a Banach space, $\mathfrak{X}$ a be $B$-valued stochastic processes and $\chi$ be a separable Chi-subspace. We suppose the following.

H0'' There are subsets $\mathcal{S}$, $\mathcal{S}^p$ of $\chi$ such that $\overline{\text{Span}(\mathcal{S})} = \chi$, $\text{Span}(\mathcal{S}) = \text{Span}(\mathcal{S}^p)$ and $\mathcal{S}^p$ is constituted by positive definite elements $\phi$ in the sense that $\langle \phi, b \otimes b \rangle \geq 0$ for all $b \in B$.

H1 For every sequence $(\epsilon_n) \downarrow 0$ there is a subsequence $(\epsilon_{n_k})$ such that

$$\sup_k \int_0^T \sup_{\|\phi\|_2 \leq 1} \left| \chi \left[ \phi, \frac{(X_{s+\epsilon_{n_k}} - X_s) \otimes^2}{\epsilon_{n_k}} \right] \right| ds < +\infty.$$ 

H2'' There is $\mathcal{T} : \chi \to \mathcal{C}([0, T])$ such that $[\mathfrak{X}]^\ast(\phi)(t) \to \mathcal{T}(\phi)(t)$ in probability for every $\phi \in \mathcal{S}$ and for every $t \in [0, T]$. Then $\mathfrak{X}$ admits a $\chi$-quadratic variation and application $[\mathfrak{X}]$ is equal to $\mathcal{T}$.

Proof. We verify the conditions of Corollary 3.25. The conditions H0' and H1 are verified by assumption. We observe that, for every $\phi \in \mathcal{S}^p$, $[\mathfrak{X}]^\ast(\phi)$ is an increasing process. By linearity, it follows that for any $\phi \in \mathcal{S}^p$, $[\mathfrak{X}]^\ast(\phi)(t)$ converges in probability to $\mathcal{T}(\phi)(t)$ for any $t \in [0, T]$. Lemma 3.1 in [29] implies that $[\mathfrak{X}]^\ast(\phi)$ converges ucp for every $\phi \in \mathcal{S}^p$ and therefore in $\mathcal{S}$. The condition H2' of Corollary 3.25 is now verified.

When $\chi$ is finite dimensional the notion of $\chi$-quadratic variation becomes very natural.
Proposition 3.27. Let $\chi = \text{Span}\{\phi_1, \ldots, \phi_n\}$, $\phi_1, \ldots, \phi_n \in (B \otimes \pi B)^n$ of positive type and linearly independent. $\mathbb{X}$ has a $\chi$-quadratic variation if and only if there are continuous processes $Z_i$ such that $[\mathbb{X}]^T_i(\phi_i)$ converges in probability to $Z_i^T$ for $\epsilon$ going to zero for all $t \in [0, T]$ and $i = 1, \ldots, n$.

Proof. We only need to show that the condition is sufficient, the converse implication resulting immediately. We verify the hypotheses of Corollary 3.26 taking $S = \{\phi_1, \ldots, \phi_n\}$. Without restriction to generality we can suppose $\|\phi_i\|_{(B \otimes \pi B)} = 1$, for $1 \leq i \leq n$. The conditions $H0''$ and $H2''$ are straightforward. It remains to verify $H1$. Since $\chi$ is finite dimensional it can be equipped with the norm $\|\phi\|_\chi = \sum_{i=1}^n |a_i|$ if $\phi = \sum_{i=1}^n a_i \phi_i$ with $a_i \in \mathbb{R}$. For $\phi$ such that $\|\phi\|_\chi = \sum_{i=1}^n |a_i| \leq 1$ we have

$$
\frac{1}{\epsilon} \int_0^T |\langle \phi, X_{s+\epsilon} - X_s \rangle \otimes^2| \, ds \leq \sum_{i=1}^n \frac{1}{\epsilon} \int_0^T |\langle a_i \phi_i, (X_{s+\epsilon} - X_s) \otimes^2 \rangle| \, ds
$$

$$
= \sum_{i=1}^n \frac{|a_i|}{\epsilon} \int_0^T \langle \phi_i, (X_{s+\epsilon} - X_s) \otimes^2 \rangle \, ds,
$$

because $\phi_i$ are of positive type. Previous expression is smaller or equal than

$$
\sum_{i=1}^n \frac{1}{\epsilon} \int_0^T \langle \phi_i, (X_{s+\epsilon} - X_s) \otimes^2 \rangle = \sum_{i=1}^n [\mathbb{X}]^T_i(\phi_i)
$$

because $|a_i| \leq 1$ for $1 \leq i \leq n$. Taking the supremum over $\|\phi\|_\chi \leq 1$ and using the hypothesis of convergence in probability of the quantity $[\mathbb{X}]^T_i(\phi_i)$ for $1 \leq i \leq n$, the result follows.

Corollary 3.28. Let $B_1 = B_2 = \mathbb{R}^n$. $\mathbb{X}$ admits all its mutual brackets if and only if $\mathbb{X}$ admits a global quadratic variation.

4. Calculations related to window processes

In this section we consider $X$ and $Y$ as real continuous processes as usual prolonged by continuity and $X(\cdot)$ and $Y(\cdot)$ their associated window processes. We set $B = C([-\tau, 0])$. We will proceed to the evaluation of some $\chi$-covariations (resp. $\chi$-quadratic variations) for window processes $X(\cdot)$ and $Y(\cdot)$ (resp. for process $X(\cdot)$) with values in $B = C([-\tau, 0])$. We start with some examples of $\chi$-covariation calculated directly through the definition.

Proposition 4.1. Let $X$ and $Y$ be two real valued processes with Hölder continuous paths of parameters $\gamma$ and $\delta$ such that $\gamma + \delta > 1$. Then $(X(\cdot), Y(\cdot))$ admits a zero scalar and tensor covariation. In particular $(X(\cdot), Y(\cdot))$ admit a zero global covariation.
Proof. By Remark 1.6 item 4 and Proposition 3.15 we only need to show that 
\((X(\cdot), Y(\cdot))\) admit a zero scalar covariation, i.e. the convergence to zero in probability 
of following quantity.

\[
\frac{1}{\varepsilon} \int_0^T \|X_{s+\varepsilon}(\cdot) - X_s(\cdot)\|_B \|Y_{s+\varepsilon}(\cdot) - Y_s(\cdot)\|_B \, ds
\]

(4.1)

\[
= \frac{1}{\varepsilon} \int_0^T \sup_{u \in [-\tau,0]} |X_{s+u+\varepsilon} - X_{s+u}| \sup_{v \in [-\tau,0]} |Y_{s+v+\varepsilon} - Y_{s+v}| \, ds.
\]

Since \(X\) (resp. \(Y\)) is a.s. \(\gamma\)-Hölder continuous (resp. \(\delta\)-Hölder continuous), there is a 
non-negative finite random variable \(Z\) such that the right-hand side of (4.1) is bounded 
by a sequence of random variables \(Z(\varepsilon)\) defined by \(Z(\varepsilon) := e^{\gamma+\delta-1} ZT\). This implies 
that (4.1) converges to zero a.s. for \(\gamma + \delta > 1\).

REMARK 4.2. As a consequence of previous proposition every window process 
\(X(\cdot)\) associated with a continuous process with Hölder continuous paths of parameter 
\(\gamma > 1/2\) admits zero real, tensor and global quadratic variation.

REMARK 4.3. Let \(B^H\) (resp. \(B^{H,K}\)) be a real fractional Brownian motion with 
parameters \(H \in [0,1]\) (resp. real bifractional Brownian motion with parameters \(H \in \]0,1[, \(K \in [0,1]\)), see [26] and [16] for elementary facts about the bifractional Brownian 
motion. As immediate consequences of Proposition 4.1 we obtain the following results.
1) The fractional window Brownian motion \(B^H(\cdot)\) with \(H > 1/2\) admits a zero scalar, 
tensor and global quadratic variation.
2) The bifractional window Brownian motion \(B^{H,K}(\cdot)\) with \(KH > 1/2\) admits a zero 
scalar, tensor and global quadratic variation.
3) We recall that the paths of a Brownian motion \(W\) are a priori only a.s. Hölder 
continuous of parameter \(\gamma < 1/2\) so that we can not use Proposition 4.1.

Propositions 4.5 and 4.7 show that the stochastic calculus developed by [6], [9] 
and [22] cannot be applied for \(X\) being a window Brownian motion \(W(\cdot)\).

DEFINITION 4.4. Let \(B\) be a Banach space and \(X\) be a \(B\)-valued stochastic process. 
We say that \(X\) is a Pettis semimartingale if, for every \(\phi \in B^*\), \(\langle \phi, X_t \rangle\) is a real 
semimartingale.

We remark that if \(X\) is a \(B\)-valued semimartingale in the sense of Section 1.17, 
[22], then it is also a Pettis semimartingale.
Proposition 4.5.  The $C([-\tau,0])$-valued window Brownian $W(\cdot)$ motion is not a Pettis semimartingale.

Proof.  It is enough to show that the existence of an element $\mu$ in $B^* = \mathcal{M}([-\tau,0])$ such that $\langle \mu, W_t(\cdot) \rangle = \int_{[-\tau,0]} W_t(x) \mu(dx)$ is not a semimartingale with respect to any filtration. We will proceed by contradiction: we suppose that $W(\cdot)$ is a Pettis semimartingale, so that in particular if we take $\mu = \delta_0 + \delta_{-\tau}$, the process $\langle \delta_0 + \delta_{-\tau}, W_t(\cdot) \rangle = W_t + W_{t-\tau} := X_t$ is a semimartingale with respect to some filtration $(\mathcal{G}_t)$. Let $(\mathcal{F}_t)$ be the natural filtration generated by the real Brownian motion $W$. Now $W_t + W_{t-\tau}$ is $(\mathcal{F}_t)$-adapted, so by Stricker’s theorem (see Theorem 4, p. 53 in [25]), $X$ is a semimartingale with respect to filtration $(\mathcal{F}_t)$. We recall that a $(\mathcal{F}_t)$-weak Dirichlet is the sum of a local martingale $M$ and a process $A$ which is adapted and $[A, N] = 0$ for any continuous $(\mathcal{F}_t)$-local martingale $N$; $A$ is called the $(\mathcal{F}_t)$-martingale orthogonal process. On the other hand $(W_{t-\tau})_{t \geq \tau}$ is a strongly predictable process with respect to $(\mathcal{F}_t)$, see Definition 3.5 in [5]. By Proposition 4.11 in [4], it follows that $(W_{t-\tau})_{t \geq \tau}$ is an $(\mathcal{F}_t)$-martingale orthogonal process. Since $W$ is an $(\mathcal{F}_t)$-martingale, the process $X_t = W_t + W_{t-\tau}$ is an $(\mathcal{F}_t)$-weak Dirichlet process. By uniqueness of the decomposition for $(\mathcal{F}_t)$-weak Dirichlet processes, $(W_{t-\tau})_{t \geq \tau}$ has to be a bounded variation process. This generates a contradiction because $(W_{t-\tau})_{t \geq \tau}$ is not a zero quadratic variation process. In conclusion $\langle \mu, W_t(\cdot) \rangle$, $t \in [0, T]$ is not a semimartingale. \hfill $\square$

Remark 4.6. 1. Process $X$ defined by $X_t = W_t + W_{t-\tau}$ is an example of $(\mathcal{F}_t)$-weak Dirichlet process with finite quadratic variation which is not an $(\mathcal{F}_t)$-Dirichlet process.

2. Let $X$ be a semimartingale and $\mu$ be a signed Borel measure on $[-T,0]$. We define the real valued process $X^\mu$ by $X^\mu_t := \int_{[-T,0]} X_{t+s} \mu(ds)$. If $\mu(dx) = \gamma \delta_0(dx) + g(x) dx$, $\gamma \in \mathbb{R}$ and $g$ being a bounded Borel function on $[-T,0]$, then $X^\mu$ is a semimartingale such that $X^\mu_t = \gamma X_t + \int_0^t \dot{g}(y-t) dX_y$, $t \in [0, T]$, and $\dot{g}(x) = -\int_0^x g(y) dy$, $x \in [-T,0]$.

Proposition 4.7.  If $W$ is a classical Brownian motion, then $W(\cdot)$ does not admit a scalar quadratic variation. In particular $W(\cdot)$ does not admit a global quadratic variation.

Proof.  We can prove that

$$
\int_0^T \frac{1}{\varepsilon} \| W_{u+\varepsilon}(\cdot) - W_u(\cdot) \|^2_B du \geq T A^2(\varepsilon) \ln \left( \frac{1}{\varepsilon} \right),
$$

where $\varepsilon = \frac{2\varepsilon}{T}$ and $(A(\varepsilon))$ is a family of non negative r.v. such that $\lim_{\varepsilon \to 0} A(\varepsilon) = 1$ a.s. In fact the
left-hand side of (4.2) gives
\[
\int_0^T \frac{1}{\epsilon} \sup_{x \in [0,t]} |W_{x+\epsilon} - W_x|^2 \, du \geq \int_0^T \frac{1}{\epsilon} \sup_{x \in [0,\epsilon]} |W_{x+\epsilon} - W_x|^2 \, du
\]
\[
\geq \int_{T/2}^T \sup_{x \in [0,T/2-\epsilon]} |W_{x+\epsilon} - W_x|^2 \, du
\]
\[
= \frac{T}{2\epsilon} \sup_{x \in [0,T/2-\epsilon]} |W_{x+\epsilon} - W_x|^2.
\]
Clearly we have \( W_t = \sqrt{(T/2)B_{2t/T}} \) where \( B \) is another standard Brownian motion. Previous expression gives
\[
\frac{T^2}{4\epsilon} \sup_{x \in [0,T/2-\epsilon]} |B_{(x+\epsilon)(2/T)} - B_{2x/T}|^2 = \frac{T^2}{4\epsilon} \sup_{y \in [0,1-2\epsilon/T]} |B_{y+2\epsilon/T} - B_y|^2.
\]
We choose \( \epsilon = 2\epsilon/T \). Previous expression gives \( T \ln(1/\epsilon)A^2(\epsilon) \) where
\[
A(\epsilon) = \left( \frac{\sup_{s \in [0,1-\epsilon]} |B_{s+\epsilon} - B_s|}{\sqrt{2\epsilon \ln(1/\epsilon)}} \right).
\]
According to Theorem 1.1 in [2], \( \lim_{\epsilon \to 0} A(\epsilon) = 1 \) a.s. and the result is established.

Below we will see that \( W(\cdot) \), even if it does not admit a global quadratic variation, it admits a \( \chi \)-quadratic variation for several Chi-subspaces \( \chi \). More generally we can state a significant existence result of \( \chi \)-covariation for finite quadratic variation processes with the help of Corollaries 3.25 and 3.26. We remind that \( \mathcal{D}_a([-\tau, 0]) \) and \( \mathcal{D}_{a,b}([-\tau, 0]^2) \) were defined at (3.2) and (3.1).

**Proposition 4.8.** Let \( X \) and \( Y \) be two real continuous processes with finite quadratic variation and \( 0 < \tau \leq T \). Let \( a, b \) two given points in \([-\tau, 0]\). The following properties hold true.

1. \( (X(\cdot), Y(\cdot)) \) admits a zero \( \chi \)-covariation, where \( \chi = L^2([-\tau, 0]^2) \).
2. \( (X(\cdot), Y(\cdot)) \) admits a zero \( \chi \)-covariation where \( \chi \) equals \( L^2([-\tau, 0]) \otimes_b \mathcal{D}_a([-\tau, 0]) \) or \( \mathcal{D}_a([-\tau, 0]) \otimes_b L^2([-\tau, 0]) \).
3. \( (X(\cdot), Y(\cdot)) \) admits a \( \chi \)-covariation, where \( \chi = \mathcal{D}_{a,b}([-\tau, 0]^2) \), and it equals
\[
[X(\cdot), Y(\cdot)](\mu) = \mu(\{a, b\})[X_{+a}, Y_{+b}], \quad \forall \mu \in \chi.
\]

Proof. The proof will be similar in all the three cases. As mentioned in Example 3.4, all the involved sets \( \chi \) are Chi-subspaces, which moreover are separable.

Let \( \{e_j\}_{j \in \mathbb{N}} \) be a topological basis for \( L^2([-\tau, 0]) \); \( \{\delta_0\} \) is clearly a basis for \( \mathcal{D}_a([-\tau, 0]) \). Then \( \{e_i \otimes e_j\}_{i,j \in \mathbb{N}} \) is a basis of \( L^2([-\tau, 0]^2) \), \( \{e_j \otimes \delta_0\}_{j \in \mathbb{N}} \) is a basis
of $L^2([\tau, 0]) \otimes \mathcal{D}_a([\tau, 0])$ and $\{\delta_a \otimes \delta_b\}$ is a basis of $\mathcal{D}_a([\tau, 0])^2$. The results will follow using Corollary 3.26. To verify the condition H1 we consider

$$A(\epsilon) := \frac{1}{\epsilon} \int_0^T \sup_{\|\phi\|_{L^2([\tau, 0])} \leq 1} |\phi \langle \phi, (X_{s+\epsilon}(\cdot) - X_s(\cdot)) \otimes (Y_{s+\epsilon}(\cdot) - Y_s(\cdot))\rangle_{\mathcal{X}^2}| ds$$

for all the Chi-subspaces mentioned above. In all the three situations we will show the assumption H1.

$$B(\epsilon) = \sup_{\|\phi\|_{L^2([\tau, 0])} \leq 1} \|\phi\|_{L^2([\tau, 0])}^2 \cdot \|X_{s+\epsilon}(\cdot) - X_s(\cdot)\|_{L^2([\tau, 0])} \cdot \|Y_{s+\epsilon}(\cdot) - Y_s(\cdot)\|_{L^2([\tau, 0])} ds$$

(4.3)

which converges in probability to $\sqrt{\|X\|_T [Y]_T}$. By Cauchy–Schwarz inequality we have

$$A(\epsilon) \leq \frac{1}{\epsilon} \int_0^T \left( \sup_{\|\phi\|_{L^2([\tau, 0])} \leq 1} \langle \phi, (X_{s+\epsilon}(\cdot) - X_s(\cdot)) \otimes (Y_{s+\epsilon}(\cdot) - Y_s(\cdot))\rangle_{\mathcal{X}^2} \right) ds$$

$$\leq \frac{1}{\epsilon} \int_0^T \left( \sup_{\|\phi\|_{L^2([\tau, 0])} \leq 1} \left( (X_{s+\epsilon}(x) - X_s(x))^2 \right)^{1/2} \right) ds$$

$$\leq \frac{1}{\epsilon} \int_0^T \left( \sup_{\|\phi\|_{L^2([\tau, 0])} \leq 1} \left( (X_{s+\epsilon}(x) - X_s(x))^2 \right)^{1/2} \right) ds$$

$$\leq \frac{1}{\epsilon} \int_0^T \left( \sup_{\|\phi\|_{L^2([\tau, 0])} \leq 1} \left( (X_{s+\epsilon}(x) - X_s(x))^2 \right)^{1/2} \right) ds$$

By Cauchy–Schwarz inequality we have

$$A(\epsilon) \leq \sqrt{T} B(\epsilon)$$

2. We proceed similarly for $\chi = L^2([\tau, 0]) \otimes \mathcal{D}_a([\tau, 0])$. We consider $\phi$ of the form $\phi = \tilde{\phi} \otimes \delta_a$, where $\tilde{\phi}$ is an element of $L^2([\tau, 0])$. We first observe

$$\|\phi\|_{L^2([\tau, 0]) \otimes \mathcal{D}_a} = \|\tilde{\phi}\|_{L^2([\tau, 0])} \cdot \|\delta_a\|_{\mathcal{D}_a} = \int_{[-\tau, 0]} \tilde{\phi}(s)^2 ds.$$
where $B(\epsilon)$ is the same family of r.v. defined in (4.3). The case $\mathcal{D}_0([-\tau, 0]) \otimes_h L^2([\tau, 0])$ can be handled symmetrically.

3. The last case is $\chi = \mathcal{D}_{a,b}([-\tau, 0]^2)$. A general element $\phi$ which belongs to $\chi$ admits a representation $\phi = \lambda \delta_{a,b}$, with norm equals to $\|\phi\|_{\mathcal{D}_{a,b}} = |\lambda|$. We have

$$A(\epsilon) = \frac{1}{\epsilon} \int_0^T \sup_{|\phi|_{\mathcal{D}_{a,b}} \leq 1} |\lambda (X_{s+a+\epsilon} - X_{s+a})(Y_{s+b+\epsilon} - Y_{s+b})| \, ds$$

(4.4)

$$\leq \frac{1}{\epsilon} \int_0^T |(X_{s+a+\epsilon} - X_{s+a})(Y_{s+b+\epsilon} - Y_{s+b})| \, ds;$$

using again Cauchy–Schwarz inequality, previous quantity is bounded by

$$\left( \int_0^T \frac{(X_{s+a+\epsilon} - X_{s+a})^2}{\epsilon} \, ds \right)^{1/2} \left( \int_0^T \frac{(Y_{s+b+\epsilon} - Y_{s+b})^2}{\epsilon} \, dv \right)^{1/2} \leq B(\epsilon).$$

We verify now the conditions H0” and H2”.

1. A general element in $\{e_i \otimes e_j\}_{i,j \in N}$ is difference of two positive definite elements in the set $\mathcal{S}^p = \{e_i \otimes 2, (e_i + e_j) \otimes 2\}_{i,j \in N}$. We also define $\mathcal{S} = \{e_i \otimes e_j\}_{i,j \in N}$. The fact that $\text{Span}(\mathcal{S}) = \text{Span}(\mathcal{S}^p)$ implies H0”. To conclude we need to show the validity of the condition H2”. For this we have to verify

$$(4.5) \quad [X(\cdot), Y(\cdot)]^p(e_i \otimes e_j)(t) \xrightarrow{\epsilon \to 0} 0$$

in probability for any $i, j \in N$. Clearly we can suppose $\{e_i\}_{i \in N} \in C^1([-\tau, 0])$. We fix $\omega \in \Omega$, outside some null set, fixed but omitted. We have

$$[X(\cdot), Y(\cdot)]^p(e_i \otimes e_j)(t) = \int_0^t \frac{\gamma_j(s, \epsilon) \gamma_i(s, \epsilon)}{\epsilon} \, ds$$

where

$$\gamma_j(s, \epsilon) = \int_{(-\tau) \vee (-s)} e_j(y)(X_{s+y+\epsilon} - X_{s+y}) \, dy$$

and

$$\gamma_i(s, \epsilon) = \int_{(-\tau) \vee (-s)} e_i(x)(Y_{s+x+\epsilon} - Y_{s+x}) \, dx.$$
suppose from now on that $\tau = T$. For every $s \in [0, T]$, we have

$$|\gamma_j(s, \epsilon)| = \left| \int_{-s}^{0} (e_j(y - \epsilon) - e_j(y))X_{s+y} \, dy + \int_{0}^{e} e_j(y - \epsilon)X_{s+y} \, dy \right|$$

(4.6)

$$- \int_{-s}^{-s+\epsilon} e_j(y - \epsilon)X_{s+y} \, dy \right|$$

$$\leq \epsilon \left( \int_{-T}^{0} |e_j(y)| \, dy + 2\|e_j\|_\infty \right) \sup_{s \in [0, T]} |X_s|.$$ 

For $t \in [0, T]$, this implies that

$$\int_{0}^{t} \frac{\gamma_j(s, \epsilon)\gamma_j(s, \epsilon)}{\epsilon} \, ds \leq \int_{0}^{T} \frac{\gamma_j(s, \epsilon)\gamma_j(s, \epsilon)}{\epsilon} \, ds$$

$$\leq T \epsilon \left( \int_{-T}^{0} |e_j(y)| \, dy + 2\|e_j\|_\infty \right) \left( \int_{-T}^{0} |e_i(y)| \, dy + 2\|e_i\|_\infty \right) \left( \sup_{s \in [0, T]} |X_s| \right) \left( \sup_{u \in [0, T]} |Y_u| \right)$$

which trivially converges a.s. to zero when $\epsilon$ goes to zero which yields (4.5).

2. A generic element in $\{e_j \otimes \delta_a\}_{j \in \mathbb{N}}$ is difference of two positive definite elements of type $\{e_j \otimes 2, \delta_a \otimes 2, (e_j + \delta_a) \otimes 2\}_{j \in \mathbb{N}}$. This shows $H0'$. It remains to show that

$$[X(\cdot), Y(\cdot)](e_j \otimes \delta_a)(t) \to 0$$

in probability for every $j \in \mathbb{N}$. In fact the left-hand side equals

$$\int_{0}^{t} \frac{\gamma_j(s, \epsilon)}{\epsilon} (X_{s+a+\epsilon} - X_{s+a}) \, ds.$$ 

Using estimate (4.6), we obtain

$$\int_{0}^{t} \frac{\gamma_j(s, \epsilon)}{\epsilon} (Y_{s+a+\epsilon} - Y_{s+a}) \, ds$$

$$\leq T \left( \int_{-T}^{0} |e_j(y)| \, dy + 2\|e_j\|_\infty \right) \left( \sup_{s \in [0, T]} |X_s| \right) \sigma_Y(\epsilon) \xrightarrow{\epsilon \to 0} 0$$

where $\sigma_Y(\epsilon)$ is the usual (random in this case) continuity modulus, so the result follows.

3. An element $\delta_a \otimes \delta_b$ is difference of two positive definite elements $(\delta_a + \delta_b) \otimes 2$ and $\delta_a \otimes 2 + \delta_b \otimes 2$. So that the condition $H0''$ is fulfilled. Concerning the condition $H2''$ we have

$$[X(\cdot), Y(\cdot)](\delta_a \otimes \delta_b)(t) = \frac{1}{\epsilon} \int_{0}^{t} (X_{s+a+\epsilon} - X_{s+a}) (Y_{s+b+\epsilon} - Y_{s+b}) \, ds.$$
This converges to \([X_{+a}, Y_{+b}]\) which exists by hypothesis. This finally concludes the proof of Proposition 4.8.

\[\Box\]

**Corollary 4.9.** Let \(X\) and \(Y\) be two real continuous processes such that \([X], [Y]\) and \([X, Y]\) exist and \(a\) is a given point in \([-\tau, 0]\). Then \((X(\cdot), Y(\cdot))\) admits a \(\chi^0([-\tau, 0]^2)\)-covariation which equals

\[\{X(\cdot), Y(\cdot)\}(\mu) = \mu(([0, 0])[X, Y]), \ \forall \mu \in \chi^0.\]

Proof. Using Proposition 2.1, it follows that \(\chi^0([-\tau, 0]^2)\) can be decomposed into the finite direct sum decomposition \(L^2([-\tau, 0]^2) \oplus L^2([-\tau, 0]) \oplus D_0([-\tau, 0]) \oplus D_0([-\tau, 0]) \oplus D_0([-\tau, 0]) \oplus D_0([-\tau, 0]) \oplus D_0([-\tau, 0]^2)\). The results follow immediately applying Propositions 3.17 and 4.8. \(\Box\)

When \(\chi = D_0, 0([-\tau, 0]^2)\) the existence of a \(\chi\)-covariation for \((X, Y)\) holds even under weaker hypotheses.

**Proposition 4.10.** Let \(X, Y\) be continuous processes such that \([X, Y]\) exists and for every sequence \((\epsilon_n) \downarrow 0\), it exists a subsequence \((\epsilon_{n_k})\) such that

\[
\sup_k \frac{1}{\epsilon_{n_k}} \int_0^T \frac{|X_{s+\epsilon_{n_k}} - X_s|}{\epsilon_{n_k}} \cdot \frac{|Y_{s+\epsilon_{n_k}} - Y_s|}{\epsilon_{n_k}} ds < +\infty.
\]

Then
1) the real covariation process \([X, Y]\) has bounded variation and
2) \(X(\cdot)\) and \(Y(\cdot)\) admit a \(D_0, 0([-\tau, 0]^2)\)-covariation and \([X(\cdot), Y(\cdot)]_t(\mu) = \mu(([0, 0])[X, Y])_t.\)

Proof. 1) The processes \(X\) and \(Y\) take values in \(B = \mathbb{R}\) and the (separable) space \(\chi = (B \hat{\otimes}_{\pi} B)^*\) coincides with \(\mathbb{R}\). Taking into account Corollary 3.25, \((X, Y)\) admits therefore a global covariation which coincides with the classical covariation \([X, Y]\) defined in Definition 1.1 and in particular \([X, Y]\) has bounded variation.

2) The proof is again very similar to the one of Proposition 4.8. The only relevant difference consists in the way of checking the validity of the condition \(H1\). This will be verified identically until (4.4); the successive step will follow by (4.7). \(\Box\)

Before mentioning some examples, we give some information about the covariation structure of bifractional Brownian motion.

**Proposition 4.11.** Let \(B_{H,K}^t\) be a bifractional Brownian motion with \(HK = 1/2\). Then \([B_{H,K}^t] = 2^{1-K} t\) and \([B_{+,a}^{H,K}, B_{+,b}^{H,K}] = 0\) for \(a \neq b \in [-\tau, 0]\).
Remark 4.12. • If $K = 1$, then $H = 1/2$ and $B^{H,K}$ is a Brownian motion.
• In the case $K \neq 1$ we recall that the bifractional Brownian motion $B^{H,K}$ is not a semimartingale, see Proposition 6 from [26].

Proof of Proposition 4.11. Proposition 1 in [26] says that $B^{H,K}$ has finite quadratic variation which is equal to $[B^{H,K}]_t = 2^{1-K} t$. By Proposition 1 and Theorem 2 in [19] there are two constants $\alpha$ and $\beta$ depending on $K$, a centered Gaussian process $X^{H,K}$ with absolutely continuous trajectories on $[0, +\infty]$ and a standard Brownian motion $W$ such that $\alpha X^{H,K} + B^{H,K} = \beta W$. Then

$$[\alpha X^{H,K}_{-+a} + B^{H,K}_{-+a}, \alpha X^{H,K}_{-+b} + B^{H,K}_{-+b}] = \beta^2 [W_{-+a}, W_{-+b}].$$

Using the bilinearity of the covariation, we expand the left-hand side in (4.8) into the sum of four terms

$$\alpha^2 [X^{H,K}_{-+a}, X^{H,K}_{-+b}] + \alpha [B^{H,K}_{-+a}, X^{H,K}_{-+b}] + \alpha [X^{H,K}_{-+a}, B^{H,K}_{-+b}] + [B^{H,K}_{-+a}, B^{H,K}_{-+b}].$$

Since $X^{H,K}$ has bounded variation then the first three terms of (4.9) vanish because of point 6) of Proposition 1 in [30]. On the other hand the right-hand side of (4.8) is equal to zero for $a \neq b$ since $W$ is a semimartingale, see Example 4.13, item 1. We conclude that $[B^{H,K}_{-+a}, B^{H,K}_{-+b}] = 0$ if $a \neq b$. □

Example 4.13. We list some examples of processes $X$ for which $X(\cdot)$ admits a $\chi$-quadratic variation through Proposition 4.8 and Corollary 4.9 and it is explicitly given by the quadratic variation structure $[X]$ of the real process $X$.

1. All continuous real semimartingales $S$ (for instance Brownian motion). In fact $S$ is a finite quadratic variation process; moreover $[S_{-+a}, S_{-+b}] = 0$ for $a \neq b$, as it easily follows by Corollary 3.11 in [5].
2. Let $B^{H,K}$ be a bifractional Brownian motion with parameters $H$ and $K$ and such that $HK = 1/2$. As shown in Proposition 4.11, $B^{H,K}$ satisfies the hypotheses of the Corollary 4.9.
3. Let $D$ be a real continuous $(\mathcal{F}_t)$-Dirichlet process with decomposition $D = M + A$, $M$ local martingale and $A$ zero quadratic variation process. Then $D$ satisfies the hypotheses of Corollary 4.9. In fact $[D] = [M]$ and $[D_{-+a}, D_{-+b}] = 0$ for $a \neq b$.

We go on evaluating other $\chi$-covariations.

Proposition 4.14. Let $V$ and $Z$ be two real absolutely continuous processes such that $V', Z' \in L^2((0,T))$ $\omega$-a.s. Then $(V(\cdot), Z(\cdot))$ has zero scalar and tensor covariation. In particular $(V(\cdot), Z(\cdot))$ admits a zero global covariation.

Proof. Similarly to the proof of Proposition 4.1, by Remark 1.6 item 4 and Proposition 3.15 we only need to show that $(V(\cdot), Z(\cdot))$ admits a zero scalar covariation,
i.e. the convergence to zero in probability of the quantity

\[
\int_0^T \frac{1}{\varepsilon} \| V_{t+\varepsilon}(\cdot) - V_t(\cdot) \|_B \| Z_{t+\varepsilon}(\cdot) - Z_t(\cdot) \|_B \, ds.
\]  

By Cauchy–Schwarz, (4.10) is bounded by

\[
\sqrt{\int_0^T \frac{1}{\varepsilon \sup_{x \in [-\tau,0]} |V_{t+\varepsilon}(x) - V_t(x)|^2 \, ds} \cdot \sqrt{\int_0^T \frac{1}{\varepsilon \sup_{x \in [-\tau,0]} |Z_{t+\varepsilon}(x) - Z_t(x)|^2 \, du},
\]

which will be shown to converge even a.s. to zero. The square of the first square root in (4.11) equals

\[
\int_0^T \frac{1}{\varepsilon \sup_{x \in [-\tau,0]} V'(y) \, dy}^2 \, ds
\]

\[
\leq \int_0^T \frac{1}{\varepsilon \sup_{x \in [-\tau,0]} V'(y)^2 \, dy} \, ds \leq T \sup_{\varepsilon \to 0} \sigma_{f_0'(V^2)(y)}(\varepsilon),
\]

since \( \sigma_{f_0'(V^2)(y)}(\varepsilon) \) denotes the modulus of continuity of the a.s. continuous function\( t \mapsto \int_0^T (V^2)(y) \, dy \). The square of the second square root in (4.11) can be treated analogously and the result is finally established.

If \( X \) is a finite quadratic variation processes then \( X = X(\cdot) \) admits a \( \text{Diag}([-\tau,0]^2) \)-quadratic variation, where \( \text{Diag}([-\tau,0]^2) \) was defined in (3.3). This is the object of Proposition 4.15.

**Proposition 4.15.** Let \( 0 < \tau \leq T \). Let \( X \) and \( Y \) be two real continuous processes such that \([X,Y]\) exists and (4.7) is verified. Then \( (X(\cdot),Y(\cdot)) \) admits a \( \text{Diag}([-\tau,0]^2) \)-covariation. Moreover we have

\[
[X(\cdot), Y(\cdot)]_t(\mu) = \int_0^{t/\tau} g(-x) [X, Y]_{\tau^{-1} x} \, dx, \quad t \in [0, T],
\]

where \( \mu \) is a generic element in \( \text{Diag}([-\tau,0]^2) \) of the type \( \mu(dx,dy) = g(x) \delta_y(dx) \, dy \), with associated \( g \) in \( L^\infty([-\tau,0]) \).

**Remark 4.16.** Taking into account the usual convention \([X,Y]_t = 0 \) for \( t < 0 \), the process \( \left( \int_0^{t/\tau} g(-x)[X,Y]_{\tau^{-1} x} \, dx \right)_{0 \leq t \leq T} \) can also be written as \( \left( \int_0^T g(-x) [X,Y]_{\tau^{-1} x} \, dx \right)_{0 \leq t \leq T} \).

Proof of Proposition 4.15. We recall that, for a generic element \( \mu \), we have

\[
\| \mu \|_{\text{Diag}} = \| g \|_\infty.
\]
First we verify the condition H1. We can write

\[ \frac{1}{\epsilon} \int_0^T \sup_{|t| \leq 1} \left\| \langle \mu, (X_{s+\epsilon}(\cdot) - X_s(\cdot)) \otimes (Y_{s+\epsilon}(\cdot) - Y_s(\cdot)) \rangle \right\| \; ds \leq \frac{1}{\epsilon} \int_0^T \sup_{|t| \leq 1} \left\| g(x)(X_{s+\epsilon}(x) - X_s(x))(Y_{s+\epsilon}(x) - Y_s(x)) \right\| \; ds \]

\[ = \int_0^T \sup_{|t| \leq 1} \left\| \int_0^s \frac{(X_{s+\epsilon} - X_s)(Y_{s+\epsilon} - Y_s)}{\epsilon} g(x - s) \; dx \right\| \; ds. \]

The condition H1 is verified because of Hypothesis (4.7).

It remains to prove the condition H2. Using Fubini’s theorem, we write

\[ [X(\cdot), Y(\cdot)]'(\mu) = \frac{1}{\epsilon} \int_0^t \langle \mu(dx, dy), (X_{s+\epsilon}(\cdot) - X_s(\cdot)) \otimes (Y_{s+\epsilon}(\cdot) - Y_s(\cdot)) \rangle \; ds \]

\[ = \frac{1}{\epsilon} \int_0^t \int_{[-\tau, \tau]} (X_{s+\epsilon}(x) - X_s(x))(Y_{s+\epsilon}(x) - Y_s(x)) g(x) \; dx \; ds \]

\[ = \int_{-\tau}^0 g(x) \int_{-\tau}^t (X_{s+\epsilon} - X_s) \frac{(Y_{s+\epsilon} - Y_s)}{\epsilon} \; ds \; dx \]

\[ = \int_{-\tau}^t \int_{-\tau}^t g(x) \frac{(X_{s+\epsilon} - X_s)(Y_{s+\epsilon} - Y_s)}{\epsilon} \; ds \; dx. \]

To conclude the proof of H2 (i) it remains to show that

\[ \left( \int_{-\tau}^t \int_{-\tau}^t g(-x) \frac{(X_{s+\epsilon} - X_s)(Y_{s+\epsilon} - Y_s)}{\epsilon} \; ds \; dx \right)_{t \in [0, T]} \]

\[ \sup_{\epsilon \to 0} \left( \int_{-\tau}^t g(-x)[X, Y]_{t-} \; dx \right)_{t \in [0, T]}, \]

i.e.

\[ (4.12) \sup_{t \leq T} \left| \int_{-\tau}^t \int_{-\tau}^t g(-x) \frac{(X_{s+\epsilon} - X_s)(Y_{s+\epsilon} - Y_s)}{\epsilon} \; ds \; [X, Y]_{t-} \; dx \right|_{\epsilon \to 0} \to 0. \]

The left-hand side of (4.12) is bounded by

\[ \int_0^T |g(-x)| \sup_{t \in [0, T]} \left| \int_{-\tau}^t \frac{(X_{s+\epsilon} - X_s)(Y_{s+\epsilon} - Y_s)}{\epsilon} \; ds \; [X, Y]_{t-} \; dx \right| \leq T \|g\|_{\infty} \sup_{t \in [0, T]} \left| \int_0^t \frac{(X_{s+\epsilon} - X_s)(Y_{s+\epsilon} - Y_s)}{\epsilon} \; ds \; [X, Y] \right| dx \]
Since \( X \) and \( Y \) admit a covariation, previous expression converges to zero. This shows the condition H2 (i).

Concerning the condition H2 (ii), we have

\[
[X(\cdot), Y(\cdot)]_{t}(\mu) = \int_{0}^{\tau} g(-x)[X, Y]_{t-x} \, dx
\]

\[
= \begin{cases} 
  \int_{0}^{t} g(-x)[X, Y]_{t-x} \, dx, & 0 \leq t \leq \tau, \\
  \int_{t}^{T} g(-x)[X, Y]_{t-x} \, dx, & \tau < t \leq T.
\end{cases}
\]

Previous expression has an obvious modification \([X(\cdot), Y(\cdot)]\) which has finite variation with values in \(\chi^*\). The total variation is in fact easily dominated by \(\int_{0}^{T} \|X, Y\| \, dx\). □

A useful proposition related to Proposition 4.15 is the following. We recall that \(D([-\tau, 0])\) denotes the space of càdlàg functions equipped with the uniform norm and \(\text{Diag}_d([-\tau, 0]^2)\) was introduced in Notation 3.6.

**Proposition 4.17.** Let \( X \) be a finite quadratic variation process. Let \( G : [0, T] \rightarrow \chi := \text{Diag}_d([-\tau, 0]^2) \), càdlàg. We have

\[
\int_{0}^{T} \chi(G(s), d[X(\cdot)]_{s})_{\chi^*} = \int_{0}^{T} \left( \int_{x}^{T} g(s, -x)[X]_{d_{s-x}} \right) \, dx
\]

\[
= \int_{0}^{T} \left( \int_{0}^{T-x} g(s + x, -x) \, d[X]_{s} \right) \, dx,
\]

where \(G(s) = g(s, x)\delta_{x}(dx)dy\) for some bounded Borel function \(g : [0, T] \times [-\tau, 0] \rightarrow \mathbb{R}\) and \([X]_{d_{s-x}}\) represents the measure differential associated with the increasing function \(s \mapsto [X]_{s+}\).

Proof. We remark that \(t \mapsto g(t, \cdot)\) is left continuous from \([0, T]\) to \(D([-\tau, 0])\) equipped with the \(\| \cdot \|_{\infty}\) norm. By item 2 in Remark 3.2, Proposition 3.18 item 2 and Proposition 4.15, \(X(\cdot)\) admits a \(\chi\)-quadratic variation. The proof will be established fixing \(\omega \in \Omega\). We first suppose that

\[
G(s) = \sum_{i=0}^{N-1} A_{i} \mathbb{1}_{[t_{i}, t_{i+1})}(s) + A_{0} \mathbb{1}_{[0]}(s),
\]

where, for some positive integer \(N \in \mathbb{N}\), \(0 = t_{0} < \cdots < t_{N} = T\); \(A_{0}, \ldots, A_{N} \in \chi\); in particular there are \(a_{0}, \ldots, a_{N} \in D_{d}([-\tau, 0])\) with

\[
A_{i}(dx, dy) = a_{i}(x)\delta_{y}(dx)dy\quad \text{for all } i \in \{0, \ldots, N\}.
\]
Then (4.13) holds by use of Proposition 4.15.

To treat the general case we approach a general $G$ by a sequence $(G^n)$ of type (4.14), i.e.

$$G^n(s) = \sum_{i=0}^{N-1} A^n_i \mathbb{1}_{[t_i, t_{i+1})}(s) + A^n_0 \mathbb{1}_{(0)}(s)$$

where $A^n_i = G(t_i)$, $0 \leq i \leq (N - 1)$, $0 = t_0 < \cdots < t_N = T$ is an element of subdivisions of $[0, T]$ indexed by $n$ whose mesh goes to zero when $n$ diverges to infinity. Let $a^n_0, \ldots, a^n_N \in D([-\tau, 0])$ related to $A^n_0, \ldots, A^n_N$ through relation (4.15). Consequently we have

$$\int_0^T \langle G^n(s), d\langle X(\cdot), \cdot \rangle \rangle_{X^*} = \int_0^T \left( \int_0^T g^n(s, -x)[X]_{ds, -x} \right) dx$$

with $g^n(s, x) = \sum_{i=0}^{N-1} a^n_i(x) \mathbb{1}_{[t_i, t_{i+1})}(s) + a^n_0$. In particular $a^n_t = g(t, \cdot)$.

By assumption, for every $s \in [0, T]$ we have

$$\lim_{n \to +\infty} \sup_{x \in [-\tau, 0]} |g^n(s, x) - g(s, x)| = 0.$$

Consequently, for every $x \in [0, \tau]$, by Lebesgue dominated convergence theorem,

$$\lim_{n \to +\infty} \int_0^T (g^n(s, -x) - g(s, -x))[X]_{ds, -x} = 0.$$

Moreover

$$\left| \int_0^T (g^n(s, -x) - g(s, -x))[X]_{ds, -x} \right| \leq \left( \sup_n \|g^n\|_\infty + \|g\|_\infty \right)[X]_T.$$

Again by Lebesgue dominated convergence theorem, the right-hand side of (4.16) converges to the right-hand side of (4.13) and the result follows.

**Remark 4.18.** If $[X]$ is absolutely continuous with respect to Lebesgue, the identities (4.13) are still valid with $\chi = \text{Diag}([-\tau, 0]^2)$.

**5. Itô formula**

We need now to formulate the definition of the forward type integral for $B$-valued integrator and $B^*$-valued integrand, where $B$ is a separable Banach space.

**Definition 5.1.** Let $(X_t)_{t \in [0, T]}$ (respectively $(Y_t)_{t \in [0, T]}$) be a $B$-valued (respectively a $B^*$-valued) stochastic process. We suppose $X$ to be continuous and $Y$ to be strongly measurable such that $\int_0^T \|Y_t\|_{B^*} ds < +\infty$ a.s. For every fixed $t \in [0, T]$ we
define the **definite forward integral** of \( Y \) with respect to \( X \) denoted by \( \int_0^t B \cdot \langle Y_s, d^-X_s \rangle_B \) as the following limit in probability:

\[
\int_0^t B \cdot \langle Y_s, d^-X_s \rangle_B := \lim_{\epsilon \to 0} \int_0^t B \cdot \frac{Y_{s+\epsilon} - Y_s}{\epsilon} \, ds.
\]

We say that the **forward stochastic integral** of \( Y \) with respect to \( X \) exists if the process \( \int_0^t B \cdot \langle Y_s, d^-X_s \rangle_B \) admits a continuous version. In the sequel indices \( B \) and \( B^* \) will often be omitted.

We are now able to state an Itô formula for stochastic processes with values in a general separable Banach space.

**Theorem 5.2.** Let \( \chi \) be a Chi-subspace and \( X \) a \( B \)-valued continuous process admitting a \( \chi \)-quadratic variation. Let \( F : [0, T] \times B \to \mathbb{R} \) Fréchet of class \( C^{1,2} \) such that \( D^2 F(t, \eta) \in \chi \) for all \( t \in [0, T] \) and \( \eta \in C([-T, 0]) \) and \( D^2 F : [0, T] \times B \to \chi \) is continuous.

Then for every \( t \in [0, T] \) the forward integral

\[
\int_0^t B \cdot \langle DF(s, X_s), d^-X_s \rangle_B
\]

exists and the following formula holds.

\[
F(t, X_t) = F(0, X_0) + \int_0^t \partial_t F(s, X_s) \, ds + \int_0^t B \cdot \langle DF(s, X_s), d^-X_s \rangle_B
+ \frac{1}{2} \int_0^t \chi \langle D^2 F(s, X_s), d\overline{X}_s \rangle_{\chi^*}.
\]

**Remark 5.3.** The statement of Theorem 5.2 induces some operational comments. The Chi-subspace \( \chi \) of \( (B \hat{\otimes}_\pi B)^* \) constitutes a degree of freedom in the statement of Itô formula. In order to find the suitable expansion for \( F(t, X_t) \) we may proceed as follows.

- Let \( F : [0, T] \times B \to \mathbb{R} \) of class \( C^{1,1}([0, T] \times B) \) we compute the second order derivative \( D^2 F \) if it exists.
- We look for the existence of a Chi-subspace \( \chi \) for which the range of \( D^2 F : [0, T] \times B \to (B \hat{\otimes}_\pi B)^* \) is included in \( \chi \) and it is continuous with respect to the topology of \( \chi \).
- We verify that \( X \) admits a \( \chi \)-quadratic variation.

We observe that whenever \( X \) admits a global quadratic variation, i.e. a \( \chi \)-quadratic variation with \( \chi = (B \hat{\otimes}_\pi B)^* \), the condition on \( F \) to be checked is that it belongs to \( C^{1,2}([0, T] \times B) \). When \( X \) is a semimartingale (or more generally a semilocally
summable $B$-valued process with respect to the tensor product) then it admits a tensor
quadratic variation and in particular previous result generalizes the classical Itô formula
in [22], Section 3.7.

Proof of Theorem 5.2. We observe that the quantity

\[ I_0(\epsilon, t) = \int_0^t \frac{F(s + \epsilon, \mathbb{X}_{s+\epsilon}) - F(s, \mathbb{X}_s)}{\epsilon} \, ds, \quad t \in [0, T], \]

converges ucp for $\epsilon \to 0$ to $F(t, \mathbb{X}_t) - F(0, \mathbb{X}_0)$ since $(F(s, \mathbb{X}_s))_{t \geq 0}$ is continuous. At
the same time, (5.2) can be written as the sum of the two terms:

\[ I_1(\epsilon, t) = \int_0^t \frac{F(s + \epsilon, \mathbb{X}_{s+\epsilon}) - F(s, \mathbb{X}_{s+\epsilon})}{\epsilon} \, ds \]

and

\[ I_2(\epsilon, t) = \int_0^t \frac{F(s, \mathbb{X}_{s+\epsilon}) - F(s, \mathbb{X}_s)}{\epsilon} \, ds, \quad \epsilon > 0, \, t \in [0, T]. \]

We prove that

\[ I_1(\epsilon, \cdot) \to \int_0^T \partial_t F(s, \mathbb{X}_s) \, ds \]

ucp. In fact

\[ I_1(\epsilon, t) = \int_0^1 \partial_t F(s, \mathbb{X}_{s+\epsilon}) \, ds + R_1(\epsilon, t), \quad t \in [0, T], \]

where

\[ R_1(\epsilon, t) = \int_0^1 \left( \partial_t F(s + \alpha\epsilon, \mathbb{X}_{s+\epsilon}) - \partial_t F(s, \mathbb{X}_{s+\epsilon}) \right) \, d\alpha \, ds, \quad t \in [0, T]. \]

For fixed $\omega \in \Omega$ we denote by $\mathcal{V}(\omega) := \{ \mathbb{X}_t(\omega); \, t \in [0, T] \}$ and

\[ \mathcal{U} = \mathcal{U}(\omega) = \text{conv}(\mathcal{V}(\omega)), \]

i.e. the set $\mathcal{U}$ is the closed convex hull of the compact subset $\mathcal{V}(\omega)$ of $B$. For $x \in \Omega$, we have

\[ \sup_{t \in [0, T]} |R_1(\epsilon, t)| \leq T \sup_{\mathcal{U}}(\cdot) \]

where $\sup_{\mathcal{U}}(\cdot)$ is the continuity modulus in $\epsilon$ of the application $\partial_t F: [0, T] \times B \to \mathbb{R}$
restricted to $[0, T] \times \mathcal{U}$. From the continuity of the $\partial_t F$ as function from $[0, T] \times B$ to
We analyze now

Since $D$ is a positive, increasing function on $\mathbb{R}^+$ converging to 0 when the argument converges to zero. In particular we have proved that $R_1(\epsilon, \cdot) \to 0$ ucp as $\epsilon \to 0$.

On the other hand the first term in (5.5) can be rewritten as

$$\int_0^t \partial_t F(s, \mathcal{X}_s) \, ds + R_2(\epsilon, t)$$

where $R_2(\epsilon, t) \to 0$ ucp arguing similarly as for $R_1(\epsilon, t)$ and so the convergence (5.4) is established.

We fix now $t \in [0, T]$. The second addend $I_2(\epsilon, t)$ in (5.3), can be approximated by Taylor’s expansion and it can be written as the sum of the following three terms:

$$I_{21}(\epsilon, t) = \int_0^t \left[ \frac{D F(s, \mathcal{X}_s), (X_{s+\epsilon} - \mathcal{X}_s)}{\epsilon} \right] \, ds,$$

$$I_{22}(\epsilon, t) = \frac{1}{2} \int_0^t \left[ \frac{D^2 F(s, \mathcal{X}_s), (X_{s+\epsilon} - \mathcal{X}_s)^2}{\epsilon} \right] \, ds,$$

$$I_{23}(\epsilon, t) = \int_0^t \left[ \int_0^1 \alpha \left[ \frac{D^2 F(s, (1 - \alpha)X_{s+\epsilon} + \alpha \mathcal{X}_s) - D^2 F(s, \mathcal{X}_s), (X_{s+\epsilon} - \mathcal{X}_s)^2}{\epsilon} \right] \, d\alpha \right] \, ds.$$

Since $D^2 F: [0, T] \times B \to \chi$ is continuous and $B$ separable, we observe that the process $H$ defined by $H_s = D^2 F(s, X_s)$ takes values in a separable closed subspace $\mathcal{V}$ of $\chi$. Applying Corollary 3.21, it yields

$$I_{22}(\epsilon, t) \overset{P}{\text{ as } \epsilon \to 0} \frac{1}{2} \int_0^t \chi(D^2 F(s, \mathcal{X}_s), d[\mathcal{X}_s])_{\chi^*} \text{ for every } t \in [0, T].$$

We analyze now $I_{23}(\epsilon, t)$ and we show that $I_{23}(\epsilon, t) \overset{P}{\text{ as } \epsilon \to 0} 0$. In fact we have

$$|I_{23}(\epsilon, t)| \leq \frac{1}{\epsilon} \int_0^t \int_0^1 \alpha \left[ \frac{D^2 F(s, (1 - \alpha)X_{s+\epsilon} + \alpha \mathcal{X}_s) - D^2 F(s, \mathcal{X}_s), (X_{s+\epsilon} - \mathcal{X}_s)^2}{\epsilon} \right] \, d\alpha \, ds$$

$$\leq \frac{1}{\epsilon} \int_0^t \int_0^1 \alpha \left[ \frac{D^2 F(s, (1 - \alpha)X_{s+\epsilon} + \alpha \mathcal{X}_s) - D^2 F(s, \mathcal{X}_s), (X_{s+\epsilon} - \mathcal{X}_s)^2}{\epsilon} \right] \, d\alpha \, ds$$

$$\leq \frac{1}{\epsilon} \int_0^t \left[ \frac{D^2 F(s, (1 - \alpha)X_{s+\epsilon} + \alpha \mathcal{X}_s) - D^2 F(s, \mathcal{X}_s), (X_{s+\epsilon} - \mathcal{X}_s)^2}{\epsilon} \right] \, d\alpha \, ds$$

$$\leq \frac{1}{\epsilon} \int_0^t \left[ \frac{\phi \left( \frac{X_{s+\epsilon} - \mathcal{X}_s}{\epsilon} \right)}{\epsilon} \right] \, ds,$$

where $\sigma_{[0, T] \times \mathcal{U}}(\epsilon)$ is the continuity modulus of the application $D^2 F: [0, T] \times B \to \chi$ restricted to $[0, T] \times \mathcal{U}$ where $\mathcal{U}$ is the same random compact set introduced in (5.6).
Again $D^2 F$ on $[0, T] \times \mathcal{U}$ is uniformly continuous and $\varpi_{\mu, F}^{[0, T]}$ is a positive, increasing function on $\mathbb{R}^+$ converging to 0 when the argument converges to zero. Taking into account the condition H1 in the definition of $\chi$-quadratic variation, $I_{23}(\epsilon, t) \to 0$ in probability when $\epsilon$ goes to zero.

Since $I_0(\epsilon, t), I_1(\epsilon, t), I_2(\epsilon, t) \text{ and } I_{23}(\epsilon, t)$ converge in probability for every fixed $t \in [0, T]$, it follows that $I_{21}(\epsilon, t)$ converges in probability when $\epsilon \to 0$. Therefore the forward integral

$$
\int_0^t b^*\langle DF(s, \mathbf{X}_s), d\varpi_{\mu_s} \rangle_B
$$

exists by definition. This in particular implies the Itô formula (5.1).

6. Applications of Itô formula for window processes

6.1. Some conventions. The scope of this section is to illustrate some applications of our Banach space valued Itô formula to window processes. In this section $D^n$ denotes the classical Malliavin gradient and $\mathcal{D}^{1,2}(L^2([0, T]))$ (shortly $\mathcal{D}^{1,2}$) denotes the classical Malliavin–Sobolev space, related to the case when $X$ is a classical Brownian motion. For more information the reader may consult for instance [24]. On the other hand $D$ will denote the Fréchet differentiation operator for functionals defined on $B$.

We go on fixing some notations. Let $0 < \tau \leq T$, we set $B = C([-\tau, 0])$.

**Notation 6.1.** Let $B = C([-\tau, 0])$ and $I$ be a real interval. Consider $F : I \times B \to \mathbb{R}$ of class $C^{0,1}(I \times B)$. Then, for each $t \in I$ and $\eta \in B$, $\mu = Du(t, \eta)$ is a (signed) measure on $[-\tau, 0]$. We will simply denote $D\mu u(t, \eta)$ (resp. $D\mu u(t, \eta)$) the quantity which, according to Notation 2.2, should be $(Du(t, \eta))^{\frac{1}{2}}$ (resp. $(Du(t, \eta))^{\frac{2}{2}}$). We remark that, for any $t \in I$ and $\eta \in B$, $D^1 F(t, \eta) = D^1 F(t, \eta)(\{0\})$. The measure $\mu$ on $[\tau, T] \times B$ is a (signed) measure on $[\tau, T]$.

We go on fixing further conventions. Let $F : [0, T] \times B \to \mathbb{R}$ Fréchet of class $C^{1,2}([0, T] \times B) \cap C^0([0, T] \times B)$. We remind that the first order Fréchet derivative $DF$ defined on $[0, T] \times B$ takes values in $B^* \cong \mathcal{M}([-\tau, T])$. For all $(t, \eta) \in [0, T] \times B$, we will denote by $D_{dx} F(t, \eta)$ the measure defined by

$$
\mathcal{M}([-\tau, 0]) \langle DF(t, \eta), h \rangle_{\mathcal{C}([-\tau, 0])} = D F(t, \eta)(h)
$$

$$
= \int_{[-\tau, 0]} h(x) D_{dx} F(t, \eta) \quad \text{for every} \ h \in \mathcal{C}([-\tau, 0]).
$$

We remark that the second order Fréchet derivative $D^2 F$ defined on $[0, T] \times B$ takes values in $L(B; B^*) \cong B (B; B) \cong (B \circ \delta_T^*)^*$. Recalling (2.3), if $D^2 F(t, \eta) \in \mathcal{M}([-\tau, T])$ for all $(t, \eta) \in [0, T] \times B$ (which will happen in most of the treated cases), we will denote with $D_{dx, dy}^2 F(t, \eta)$ the measure on $[-\tau, 0]$ such that following duality holds...
for all $g \in C([-\tau, 0]^2)$
\[\mathcal{M}([-\tau, 0]^2)\langle D^2 F(t, \eta), g \rangle_{C([-\tau, 0]^2)} = D^2 F(t, \eta)(g) = \int_{[-\tau, 0]^2} g(x, y)D^2_{ax, ay}F(t, \eta).\]

We conclude the subsection with a notation which concerns deterministic integrals of real functions.

**NOTATION 6.2.** Let $g, \eta: [a, b] \to \mathbb{R}$ be càdlàg. We extend $g$ to the real line setting $g(x) = 0$ for $x < a$ and $g(x) = g(b)$ for $x \geq b$.

If $g$ has bounded variation, and $a \leq c < d \leq b$, we set $\int_{[c, d]} 1 \, dg = g(d) - g(c)$ and $\int_{[c, d]} 1 \, dg = g(d) - g(c -)$. Consequently $\int_{[a, b]} 1 \, dg = g(b)$ since $g(a -)$ vanishes. Conformally to this convention, if $g: [a, b] \to \mathbb{R}$ has bounded variation and $\eta: [a, b] \to \mathbb{R}$, is continuous, we denote

\[\int_{[c, d]} g \, d\eta = g(d)\eta(d) - g(c)\eta(c) - \int_{[c, d]} \eta \, dg\]

and

\[\int_{[c, d]} g \, d\eta = g(d)\eta(d) - g(c -)\eta(c -) - \int_{[c, d]} \eta \, dg.\]

For instance $\int_{[a, b]} g \, d\eta = g(b)\eta(b) - \int_{[a, b]} \eta \, dg$.

**6.2. About anticipative integration with respect to finite quadratic variation process.** This section aims at giving one application of calculus via regularization for window processes to anticipative calculus in a situation in which neither Itô nor Malliavin–Skorohod calculus can be applied. Our methods also produce, as secondary effect, some identities involving path-dependent Itô or Skorohod integrals with forward integrals. Let $X$ be a real finite quadratic variation process such that $X_0 = 0$ a.s. and prolonged as usual by continuity to the real line. One motivation is to express, for $\tau \in [0, T]$,

\[(6.1) \quad \int_0^{T-\tau} \left( \int_y^{y+\tau} g(X_x, X_y) \, dx \right) d^{-}X_y,
\]

for some smooth enough $g: \mathbb{R}^2 \to \mathbb{R}$.

**REMARK 6.3.** 1. We observe that, even when $X$ is a semimartingale, previous forward integral is not an Itô integral since the integrand is anticipating (non adapted). If $X$ is a Brownian motion, it can be expressed with the help of Skorohod integral.

2. We observe that (6.1) equals

\[(6.2) \quad \int_0^{T-\tau} \left( \int_{-\tau}^{0} g(X_{y+\tau+x}, X_y) \, dx \right) d^{-}X_y.
\]
In the perspective of evaluating (6.2), we consider \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) of class \( C^2(\mathbb{R}^2) \) such that \( f(x, y) = \int_0^y g(x, z) \, dz \). In particular \( g = \partial_2 f \). For this purpose, we start expanding

\[
\int_{-\tau}^0 f(X_{x+t}, X_{t-\tau}) \, dx
\]

through our Banach space \( B \)-valued Itô formula. We obtain the following.

**Proposition 6.4.** Let \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) be a function of class \( C^2 \). We have

\[
\int_{-\tau}^0 f(X_{x+t}, X_{t-\tau}) \, dx = \tau f(0, 0) + \int_0^T \left( \int_{-\tau}^{(y+\tau) \wedge T} \partial_1 f(X_y, X_{t-\tau}) \, dX_y \right) \, d-\tau
\]

\( + \int_0^{T-\tau} \left( \int_{-\tau}^0 \partial_2 f(X_{y+x}, X_y) \, dx \right) \, d-\tau
\]

\( + \frac{1}{2} \int_0^{T-\tau} \left( \int_{-\tau}^0 \partial_2^2 f(X_{y+z}, X_y) \, dz \right) \, d[X]_y
\]

\( + \frac{1}{2} \int_{-\tau}^0 \left( \int_{-\tau}^T \partial_1^2 f(X_{t+}, X_{t-})[X]_{dt, +} \right) \, dx,
\]

provided that at least one of the two forward integrals above exists.

**Remark 6.5.** If \( X \) an \((\mathcal{F}_t)\)-semimartingale the forward integral

\[
\int_{-\tau}^T \left( \int_{-\tau}^{(y+\tau) \wedge T} \partial_1 f(X_y, X_{t-\tau}) \, dt \right) \, d-\tau
\]

coincides with the Itô integral

\[
\int_0^T \left( \int_{-\tau}^{(y+\tau) \wedge T} \partial_1 f(X_y, X_{t-\tau}) \, dt \right) \, dX_y.
\]

Proof of Proposition 6.4. We will apply Theorem 5.2 to \( F(X_t(\cdot)) \) where \( F : C([-\tau, 0]) \rightarrow \mathbb{R} \) is the functional defined by \( F(\eta) = \int_{-\tau}^0 f(\eta(x), \eta(-\tau)) \, dx \) which is of class \( C^2(B) \). Below we express the first derivative as

\[
D_{x^1} F(\eta) = \partial_1 f(\eta(x), \eta(-\tau)) \mathbb{1}_{[-\tau, 0]}(x) \, dx + \int_{-\tau}^0 \partial_2 f(\eta(x), \eta(-\tau)) \, dz \Delta_{-\tau}(dx)
\]

and the second derivative as

\[
D_{x^1x^2}^2 F(\eta)
\]

\[
= \partial_{11}^2 f(\eta(x), \eta(-\tau)) \mathbb{1}_{[-\tau, 0]}(x) \, dx \, dy + \partial_{21}^2 f(\eta(x), \eta(-\tau)) \, dy + \int_{-\tau}^0 \partial_{22}^2 f(\eta(x), \eta(-\tau)) \, dz \, \Delta_{-\tau}(dx) \, \Delta_{-\tau}(dy).
\]
The second order Fréchet derivative $D^2 F(\eta)$ belongs to $\chi$ with $\chi := \text{Diag} \oplus D_{-\tau} \otimes h L^2 \oplus L^2 \otimes h D_{-\tau} \oplus D_{-\tau, -\tau}$. Since $X$ is a finite quadratic variation process, Propositions 4.8, 4.15 and 3.17 imply that $X(\cdot)$ admits a $\chi$-quadratic variation. We apply now Theorem 5.2 to $F(X_T(\cdot))$. The forward integral appearing in the Itô formula

$$I_1 := \int_0^T \langle DF(X_t(\cdot)), d^-X_t(\cdot) \rangle$$

exists and it is given by $I_{11} + I_{12}$ where

$$I_{11} = \lim_{\epsilon \to 0} \int_0^T \int_{-\epsilon}^0 \partial_1 f(X_{t+\tau}, X_{t-\tau}) \frac{X_{t+\tau+\epsilon} - X_{t+\tau}}{\epsilon} \ dx \ dt$$

and

$$I_{12} = \lim_{\epsilon \to 0} \int_0^T \int_{-\epsilon}^0 \partial_2 f(X_{t+\tau}, X_{t-\tau}) \ dx \ X_{t+\tau+\epsilon} - X_{t+\tau} \tau \ dt,$$

provided that previous limits in probability exist. We have

$$I_{11} = \lim_{\epsilon \to 0} \int_0^T \int_{(t-\tau)(0)} \partial_1 f(X_t, X_{t-\tau}) \frac{X_{t+\tau+\epsilon} - X_{t+\tau}}{\epsilon} \ dx \ dt$$

$$= \lim_{\epsilon \to 0} \int_0^T \int_{(t-\tau)(0)} \partial_1 f(X_t, X_{t-\tau}) \frac{X_{t+\tau+\epsilon} - X_{t+\tau}}{\epsilon} \ dy \ dt.$$

By Fubini’s theorem, previous limit equals (6.4), provided that previous forward limit exists.

We go on specifying $I_{12}$.

$$I_{12} = \lim_{\epsilon \to 0} \int_0^T \left( \int_{-\epsilon}^0 \partial_2 f(X_{t+\tau}, X_{t-\tau}) \ dx \right) \frac{X_{t+\tau+\epsilon} - X_{t+\tau}}{\epsilon} \ dt$$

$$= \lim_{\epsilon \to 0} \int_0^T \left( \int_{-\epsilon}^0 \partial_2 f(X_{t+\tau}, X_{t-\tau}) \ dx \right) \frac{X_{t+\tau+\epsilon} - X_{t+\tau}}{\epsilon} \ dy$$

$$= \int_0^T \left( \int_{-\epsilon}^0 \partial_2 f(X_{t+\tau}, X_{t-\tau}) \ dx \right) \ d^-X_t,$$

provided that previous forward integral exists.

We evaluate now the integrals involving the second order derivative of $F$, i.e.

$$\frac{1}{2} \int_0^T \chi \langle D^2 F(X_t(\cdot)), d[X(\cdot)]_t \rangle.$$

We remind that $D^2 F(\eta)$ takes values in $\chi := \text{Diag} \oplus D_{-\tau} \otimes h L^2 \oplus L^2 \otimes h D_{-\tau} \oplus D_{-\tau, -\tau}$. The term (6.5) splits into a sum of four terms. Since by Proposition 4.8 item 2, $X(\cdot)$
has zero \( D_{-\tau} \otimes_b L^2 \) and \( L^2 \otimes_b D_{-\tau} \)-quadratic variation, the only non vanishing integrals are the two terms \( I_{21} \) and \( I_{22} \) given respectively by the \( D_{-\tau} T \) and the \( \text{Diag} \)-quadratic variation. Again by Proposition 4.8 item 3, expression (6.5) becomes \( I_{21} + I_{22} \) where

\[
I_{21} = \frac{1}{2} \int_0^{T-\tau} \int_{-\tau}^0 \partial_{y}^2 f(X_{y+z+\tau}, X_y) \, dz \, d[X]_y, \quad I_{22} = \frac{1}{2} \int_0^T \text{Diag} \{ G(t), d[X(\cdot)]_t \} \, d[y]_y
\]

and \( G(t) = g(t, x) \, \delta_y(dx) \, dy \), with \( g(t, x) = \partial_{11}^2 f(X_{t+x}, X_{t-\tau}) \). Since \( \partial_{11}^2 f \) is a continuous function, Proposition 4.17 can be applied and we get

\[
I_{22} = \frac{1}{2} \int_{-\tau}^0 \left( \int_{-\tau}^T \partial_{11}^2 f(X_{t+x}, X_{t-\tau}) \, dx \right) \, d[y]_y.
\]

In conclusion we obtain (6.3).

**Corollary 6.6.** Let \( X \) be an \((\mathcal{F}_t)\)-semimartingale and \( g : \mathbb{R}^2 \to \mathbb{R} \) of class \( C^{2,1}(\mathbb{R} \times \mathbb{R}) \). Then, setting \( f(x, y) = \int_0^y g(x, z) \, dz \), the forward integral

\[
\int_0^{T-\tau} \left( \int_{-\tau}^0 g(X_{y+z+\tau}, X_y) \, dx \right) \, d^-[X]_y
\]

exists and it can be explicitly given using (6.3) and the relation \( \partial_2 f = g \).

Proof. The first forward integral in the right-hand side of (6.3) exists and it is an Itô integral. We apply successively Proposition 6.4.

**Corollary 6.7.** Let \( X = W \) be a classical Wiener process, \( f \in C^2(\mathbb{R}^2) \). We have the following identity.

\[
\int_{-\tau}^0 f(W_{x+t}, W_{t-\tau}) \, dx = \tau f(0, 0) + \int_0^T \left( \int_y^{(y+\tau)\land T} \partial_1 f(W_y, W_{t-\tau}) \, dt \right) \, dW_y
\]

\[
+ \int_0^{T-\tau} \left( \int_{-\tau}^0 \partial_2 f(W_{y+x+\tau}, W_y) \, dx \right) \, dW_y + \int_0^{T-\tau} \left( \int_{-\tau}^0 \partial_2^2 f(W_{t+\tau+z}, W_z) \, dz \right) \, dt
\]

\[
+ \frac{1}{2} \int_0^{T-\tau} \left( \int_{-\tau}^0 \partial_{22}^2 f(W_{y+z+\tau}, W_z) \, dz \right) \, dy + \frac{1}{2} \int_{-\tau}^T \left( \int_{-\tau}^0 \partial_{11}^2 f(W_{t+x}, W_{t-\tau}) \, dx \right) \, dt.
\]

**Remark 6.8.** If \( Y \in D^{1,2}(L^2([0, T])) \), \( D^m Y \) represents the Malliavin derivative and \( \int_0^t Y_s \, \delta W_s, \, t \in [0, T] \), is the Skorohod integral. We recall that, by [27] and [30]

\[
(6.6) \quad \int_0^t Y_s \, d^- W_s = \int_0^t Y_s \, \delta W_s + (\text{Tr}^- D^m Y(t)
\]
where
\[(Tr^{-1} D^m Y)(t) = \lim_{\epsilon \to 0} \int_0^t \left( \int_s^{s+\epsilon} \frac{D_r^m Y_s}{\epsilon} \, dr \right) \, ds \quad \text{in} \quad L^2(\Omega).\]

Proof of Corollary 6.7. It follows from Proposition 6.4 provided we prove that
\[
\int_0^{T-\tau} \left( \int_{-\tau}^{0} \partial_{2} f(W_{y+s+\tau}, W_s) \, dx \right) \, d^{-W_y}
\]
equals
\[
\int_0^{T-\tau} \left( \int_{-\tau}^{0} \partial_{2} f(W_{y+s+\tau}, W_s) \, dx \right) \, \delta W_y + \int_0^{T-\tau} \left( \int_{-\tau}^{0} \partial_{21}^2 f(W_{t+s+z}, W_s) \, dz \right) \, dt.
\]
This follows by Remark 6.8 with
\[
Y_s = \int_{-\tau}^{0} \partial_{2} f(W_{s+\tau+z}, W_s) \, dz.
\]
In fact, for \(r > s\), \(D_r^m Y_s = \int_{r-s}^{0} \partial_{21}^2 f(W_{s+\tau+z}, W_s) \, dz\) and so
\[
(6.7) \quad (Tr^{-1} D^m Y)(t) = \lim_{r \to s} \int_0^t D_r^m Y_s \, ds = \int_0^t \left( \int_{-\tau}^{0} \partial_{21}^2 f(W_{s+\tau+z}, W_s) \, dz \right) \, ds.
\]
Combining (6.7) with (6.6) for \(t = T - \tau\) the result is now established.

Remark 6.9. Another example of exploitation of Proposition 6.4 arises when \(X\) is a Gaussian centered process with covariance \(R(s, t) = \mathbb{E}[X_s X_t]\) such that \(\partial^2 R/\partial s \partial t\) is a signed finite measure \(\mu\). We say in this case that the covariance of \(X\) has a measure structure, see [18]. We remind that in this case \(X\) is a finite quadratic variation process and \([X]_t = \mu((s, s) \mid s \in [0, t])\). With some slight technical assumptions, the following relation holds:
\[
(6.8) \quad \int_0^t Y_s \, d^{-X_s} = \int_0^t Y_s \, \delta X_s + \int_{[0,t]^2} D_{r+s}^m Y_s \, d\mu(r, s).
\]
This allows to show the existence of both the forward integrals in the statement of Proposition 6.4 using (6.8).

6.3. Infinite dimensional partial differential equation and Clark–Ocone type results. As motivated in the introduction, just after the definition of window processes, one natural application consists in obtaining a Clark–Ocone type formula for real finite quadratic variation processes. Let \(X\) be a continuous process such that \([X, X]_t \equiv \sigma^2 t\).
for some $\sigma \geq 0$, and we assume again $X_0 = 0$ for simplicity. Consider $h = \phi(X_T)$ and let $U: [0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ be a solution of $\partial_t U + (\sigma^2/2)\partial_{xx} U = 0$ with final condition $U(T, x) = \phi(x)$ for some real Borel non-negative function $\phi$. By Itô formula (1.7), we get that

$$h = h_0 + \int_0^t \xi_s \, dX_s,$$

where $\xi_s \equiv \partial_s U(s, X_s)$ and $h_0 = U(0, X_0)$, see also [4] and references therein. The integral in (6.9) is indeed an improper forward integral. If $h$ is a path dependent random variable, we can express it as a functional of the corresponding window process, i.e. $h = f(X)$ where $X = X(\cdot)$, for $f: B \rightarrow \mathbb{R}$ and $B = C([T, 0])$ throughout this section. The idea consists in looking for solutions $u$ of a suitable $B$-valued partial differential equation which allows to formulate $h$ as (6.9) where $h_0$ and $\xi$ depend on $u$. The proof should be again an Itô type formula, this time for processes taking values in $\mathbb{R}$.

In this subsection we set $\tau = T$ and therefore $B = C([-T, 0])$.

**Definition 6.10.** Let $H: C([-T, 0]) \rightarrow \mathbb{R}$ be a Borel functional and $u: [0, T] \times B \rightarrow \mathbb{R}$ be a solution of (the infinite dimensional PDE)

$$h = h_0 + \int_0^t \xi_s \, dX_s,$$

if the following conditions hold.

i) $D^x u(t, \eta)$ is absolutely continuous with respect to Lebesgue measure and its Radon-Nikodym derivative, still denoted by $x \mapsto D^x u(t, \eta)$, has bounded variation for any $t \in [0, T], \eta \in B$;

ii) $H^2 u(t, \eta)$ is a Borel signed measure on $[-T, 0]^2$ for all $t \in [0, T]$ and $\eta \in B$;

iii) $u$ solves (6.10) where $\int_{[T, 0]} D^x u(t, \eta) \, d\eta(x)$ in the sense of Notation 6.2, setting $a = -T, c = -t, d = b = 0$ and $g: [-T, 0] \rightarrow \mathbb{R}$ being the càdlàg version of $x \mapsto D^x u$.

$\langle D^2 u(t, \eta), 1_{D_t} \rangle$ indicates the evaluation of the second order derivative on the diagonal $D_t = \{(s, s) \mid s \in [-t, 0]\}$.

**Theorem 6.11.** Let $H: B \rightarrow \mathbb{R}$ be a Borel functional and $u: [0, T] \times B \rightarrow \mathbb{R}$ be a solution to (6.10). We set $\chi := \chi^0([-T, 0]^2) \oplus \text{Diag}([-T, 0]^2)$, (shortly $\chi^0 \oplus \text{Diag}$). We suppose the following.

i) $(t, \eta) \mapsto \|D^x u(t, \eta)\|_{BV} := |D^x u(t, \eta)| + \int_{[-T, 0]} |D^x u(t, \eta)| \, dx = |D^x u(t, \eta)| + \|D^x u(t, \eta)\|_{\text{var}}$ is bounded on $[0, T] \times K$ for each compact $K$ of $B$. 




ii) \( D^2u(t, \eta) \in \chi \) for every \( t \in [0, T], \eta \in B \) and that map \( (t, \eta) \mapsto D^2u(t, \eta) \) is continuous from \([0, T] \times B \) to \( \chi \).

Let \( X \) be a continuous process with \([X]_t = \sigma^2 t, \sigma \geq 0, \) and \( X_0 = 0 \).

Then the random variable \( h := H(X_T(\cdot)) \) admits the following representation

\[
(6.11) \quad h = u(T, X_T(\cdot)) = H_0 + \int_0^T \xi_t \, d^-X_t
\]

with \( H_0 = u(0, X_0(\cdot)), \xi_t = D^\delta u(s, X_s(\cdot)) \) and \( \int_0^T \xi_t \, d^-X_t \) is an improper forward integral.

Proof. Since \( u \in C^0([0, T] \times B) \), \( H = u(T, \cdot) \) is automatically continuous. By Propositions 4.9, 4.15 and 3.17 \( X(\cdot) \) admits a \( \chi' \)-quadratic variation which is the sum of the \( \chi'^0 \)-quadratic variation and the \( \text{Diag} \)-quadratic variation. Applying Theorem 5.2 to \( u(t, X_t(\cdot)) \) for \( t < T \) we obtain

\[
(6.12) \quad u(t, X_t(\cdot)) = u(0, X_0(\cdot)) + \int_0^t \partial_s u(s, X_s(\cdot)) \, ds
\]

By the assumption i) it is possible to show that \( \int_0^t M(t, s, 0) \langle D^\perp u(s, X_s(\cdot)), d^-X_s(\cdot) \rangle_{\mathcal{C}(\mathbb{R}, 0)} \) exists and equals \( \int_0^t \left( \int_0^s \langle D^\perp u(s, \eta) \, d\eta \rangle_{\mathcal{C}(\mathbb{R}, 0)} \right]_{s = X_s(\cdot)} \, ds \). We omit the technicalities. Consequently, by subtraction, \( \int_0^t D^\delta u(s, X_s(\cdot)) \, d^-X_s \) exists for \( t \in [0, T[ \). The Itô expansion (6.12) gives

\[
(6.13) \quad u(t, X_t(\cdot)) = u(0, X_0(\cdot)) + \int_0^t D^\delta u(s, X_s(\cdot)) \, d^-X_s + \int_0^t L u(s, X_s(\cdot)) \, ds
\]

where

\[
L u(t, \eta) = \partial_t u(t, \eta) + \int_{[0,t,0]} D^2 u(t, \eta) \, d\eta + \frac{\sigma^2}{2} \langle D^2 u(t, \eta), 1_{D_t} \rangle.
\]

for \( t \in [0, T[, \eta \in B \). By hypothesis \( L u(t, \eta) = 0 \), so (6.13) gives

\[
(6.14) \quad u(t, X_t(\cdot)) = u(0, X_0(\cdot)) + \int_0^t D^\delta u(s, X_s(\cdot)) \, d^-X_s.
\]

Now for every fixed \( \omega \), since \( u \in C^0([0, T] \times B) \) and \( X \) is continuous, we have

\[
\lim_{t \to T} u(t, X_t(\cdot)) = u(T, X_T(\cdot)),
\]

which equals \( H(X_T(\cdot)) \) by (6.10). This forces the right-hand side of (6.14) to converge, so that the result follows.
Remark 6.12. Previous theorem also applies in the case \( \sigma = 0 \), i.e. \( [X] = 0 \). To this purpose we observe the following.

1. Let

\[
(6.15) \quad h = f \left( \int_0^T \varphi_1(s) \, dX_s, \ldots, \int_0^T \varphi_n(s) \, dX_s \right),
\]

with \( \varphi_i \in C^2([0, T]) \) and \( f \in C^2(\mathbb{R}^n) \). We observe that the integrals \( \int_0^T \varphi_i(s) \, dX_s \), \( 1 \leq i \leq n \) are defined because each \( \varphi_i \) has bounded variation, see item 3 of Remark 1.2. In that case the PDE in (6.10) simplifies into \( \partial_t u + \int_{[-t, 0]} D^1 u(t, \eta) \, d\eta = 0 \) and it is easy to provide a solution \( u \) in the sense of Definition 6.10. That \( u: [0, T] \times C([-T, 0]) \to \mathbb{R} \) is given by

\[
u(t, \eta) = f \left( \int_{[-t, 0]} \varphi_1(s + t) \, d\eta(s), \ldots, \int_{[-t, 0]} \varphi_n(s + t) \, d\eta(s) \right),
\]

adopting the same conventions as in Notation 6.2.

2. Since \( D^h u(t, \eta) = \sum_{i=1}^n \partial_i f \left( \int_{[-t, 0]} \varphi_1(s + t) \, d\eta(s), \ldots, \int_{[-t, 0]} \varphi_n(s + t) \, d\eta(s) \right) \varphi_i(t), \) by Theorem 6.11, we obtain representation (6.11) with \( H_0 = f(0, \ldots, 0) \) and \( \xi_i = D^h u(t, X_i(\cdot)) \) The assumptions of Theorem 6.11 can be easily checked, but we omit the details. We remind only that \( X(\cdot) \) admits \( \chi^0 \)-quadratic variation.

3. In the case \( \sigma = 0 \), representation (6.11) can be also established via an application of the finite dimensional Itô formula for finite quadratic variation processes, see Proposition 2.4 in [15].

4. The case \( \sigma \neq 0 \) with the same r.v. \( h \) given by (6.15) but with \( f \) only continuous with linear growth (if \( X = W \) and \( \sigma = 1 \) even in the weaker condition \( f \) with polynomial growth) was treated in Section 9.9 of [7].

Remark 6.13. 1. Theorem 6.11 is only one significant result related to a generalized Clark–Ocone type formula. In order to obtain more precise results, one needs to provide solutions to infinite dimensional PDEs of the type (1.8). The natural problem consists in constructing indeed solutions of (1.8). For a large class of random variables \( h \), Chapter 9 of [7] provides solutions of 6.10 at least when \( [X]_t = t \), i.e. \( \sigma = 1 \).

2. Theorem 6.11, among others, generalizes Theorem 7.1 of [8] and it expands its proof to the case when \( [X]_t = \sigma^2 t, \sigma \geq 0 \).

Remark 6.14. 1. The assumption \( [X]_t = \sigma^2 t \) is not crucial. With some more work it is possible to obtain similar representations even if \( [X]_t = \int_0^t a^2(s, X_s) \, ds \) for a large class of continuous \( a: [0, T] \times \mathbb{R} \to \mathbb{R} \).

2. A simple example of non-semimartingale \( X \) verifying the property \( [X]_t = \int_0^t a^2(s, X_s) \, ds \) is the following. Let \( a: [0, T] \times \mathbb{R} \to \mathbb{R} \) be a function of class \( C^{1,0}([0, T] \times \mathbb{R}) \) which is Lipschitz in the second variable. Let \( \beta \) be a non-semimartingale verifying \( [\beta]_t = t \). A simple example is given by the sum of a classical Wiener process and an
Let $t$ and $\beta$ is not a semimartingale according to [3]. Let $\psi : [0, T] \times \mathbb{R} \to \mathbb{R}$ such that $\psi(t, x) = \int_0^t a(t, \psi(t, y)) \, dy$. Such $\psi$ exists and it is unique since $a$ is Lipschitz. We set $X_\beta = \psi(t, \beta t)$. By the stability theorem for finite quadratic variation processes, see e.g. [13] Remark 3, since $\psi$ is of class $C^1([0, T] \times \mathbb{R})$ we get

$$[X]_t = \int_0^t \left( \frac{\partial \psi}{\partial x}(s, \beta s) \right)^2 \, d[\beta]_s = \int_0^t a^2(s, \psi(s, \beta s)) \, ds = \int_0^t a^2(s, X_s) \, ds, \quad t \in [0, T].$$

This shows the desired property.

3. Under some light technical assumptions on function $a$, using Itô forum la 1.7, it is possible to show the existence of $\gamma : [0, T] \times \mathbb{R} \to \mathbb{R}$ continuous such that $d^-X_t = a(t, X_t) \, d^-\beta_t + \gamma(t, X_t) \, dt$. For this type of calculations, the reader can consult [29].

**A. Appendix: Proofs of some technical results**

Sketch of the proof of Proposition 1.7. Let $\mathbb{V}$ (resp. $\mathbb{Y}$) be an $H$-valued bounded variation (resp. continuous) process. Proceeding as for real valued processes, see for instance [30], Proposition 1.7) b), one can show that $(\mathbb{V}, \mathbb{Y})$ has a zero scalar covariation. A semilocally summable process is the sum of a locally summable process and a bounded variation process. Therefore, without restriction of generality, we can suppose that $\mathbb{X}$ is locally summable with respect to the tensor products. By localization we can suppose that $\mathbb{X}$ is summable with respect to the tensor products and bounded. Let $s \in [0, T]$ and consider the following identity

$$(A.1) \quad \mathbb{X}^{\otimes^2}_{s+\epsilon} - \mathbb{X}^{\otimes^2}_s = \mathbb{X}_s \otimes (\mathbb{X}_{s+\epsilon} - \mathbb{X}_s) + (\mathbb{X}_{s+\epsilon} - \mathbb{X}_s) \otimes \mathbb{X}_s + (\mathbb{X}_{s+\epsilon} - \mathbb{X}_s) \otimes^2.
$$

Dividing (A.1) by $\epsilon$ and integrating from 0 to $t$ in the Bochner sense we obtain

$$I_0(t, \epsilon) = I_1(t, \epsilon) + I_2(t, \epsilon) + \int_0^t (\mathbb{X}_{s+\epsilon} - \mathbb{X}_s) \otimes^2 \, ds,$$

where

$$I_0(t, \epsilon) = \int_0^t \frac{\mathbb{X}^{\otimes^2}_{s+\epsilon} - \mathbb{X}^{\otimes^2}_s}{\epsilon} \, ds, \quad I_1(t, \epsilon) = \int_0^t \frac{\mathbb{X}_s \otimes (\mathbb{X}_{s+\epsilon} - \mathbb{X}_s)}{\epsilon} \, ds,$$

$$I_2(t, \epsilon) = \int_0^t \frac{(\mathbb{X}_{s+\epsilon} - \mathbb{X}_s) \otimes \mathbb{X}_s}{\epsilon} \, ds.$$

Let $t \in [0, T]$. Obviously we get $\lim_{\epsilon \to 0} I_0(t, \epsilon) = \mathbb{X}^{\otimes^2}_t - \mathbb{X}^{\otimes^2}_0$.

By an elementary Fubini argument we can show that

$$I_1(t, \epsilon) = \int_0^t \left( \frac{1}{\epsilon} \int_{u-\epsilon}^u \mathbb{X}_s \, ds \right) \otimes d\mathbb{X}_u.$$
Since \((1/\varepsilon) \int_{-\varepsilon}^{\varepsilon} X_s \, ds \to X_u\) for every \(u \in [0, T]\) and \(\omega \in \Omega\) and \(X\) being bounded, Theorem 1 in Section 12.A of [9] allows to show that \(I_1(t, \varepsilon) \to \int_0^t X_s \otimes dX_s\) in probability. Similarly one shows that \(I_2(t, \varepsilon) \to \int_0^t dX_s \otimes X_s\). In conclusion \(X\) admits a tensor quadratic variation which equals

\[
X_t^{(2)} - \int_0^t X_s \otimes dX_s - \int_0^t dX_s \otimes X_s. \quad \Box
\]

Sketch of the proof of Proposition 1.8. Let \(H\) be the Hilbert values space of \(X\). Let \(V\) (resp. \(Y\)) be an \(H\)-valued bounded variation (resp. continuous) process. Without restriction of generality we can suppose that \(X\) is an \((\mathcal{F}_t)\)-local martingale. After localization one can suppose that \(X\) is an \((\mathcal{F}_t)\)-square integrable martingale. Proceeding similarly as for the proof of Proposition 1.7, using Remark 14.b) of Chapter 6.23 of [9], it is possible to show that

\[
\frac{1}{\varepsilon} \int_0^t \|X_{s+\varepsilon} - X_s\|_H^2 \, ds \to 2 \int_0^t (X_s, dX_s)_H.
\]

The analogous of the bilinear forms considered in Proposition 1.7 proof will be the \(H\) inner product. \(\Box\)

Before writing the proof of Proposition 3.20 we need a technical lemma. In the sequel the indices \(\chi\) and \(\chi^*\) in the duality, will often be omitted.

**Lemma A.1.** Let \(t \in [0, T]\). There is a subsequence of \((n_k)\) still denoted by the same symbol and a null subset \(N\) of \(\Omega\) such that

\[
\tilde{F}^{n_k}(\omega, t)(\phi) \to_{k \to \infty} \tilde{F}(\omega, t)(\phi) \quad \text{for every} \quad \phi \in \chi \quad \text{and} \quad \omega \notin N.
\]

**Proof.** Let \(S\) be a dense countable subset of \(\chi\). By a diagonalization principle for extracting subsequences, there is a subsequence \((n_k)\), a null subset \(N\) of \(\Omega\) such that for all \(\omega \notin \Omega\),

\[
\tilde{F}_k(\omega, t)(\phi) := \lim_{k \to +\infty} \tilde{F}^{n_k}(\omega, t)(\phi)
\]

(A.2)

exists for any \(\phi \in S, \omega \notin N\) and \(\forall t \in [0, T]\).

By construction, for every \(t \in [0, T], \phi \in S\)

\[
\tilde{F}(\cdot, t)(\phi) = F(\phi)(\cdot, t) = \tilde{F}_{\infty}(\cdot, t)(\phi) \quad \text{a.s.}
\]

Let \(t \in [0, T]\) be fixed. Since \(\phi \in S\) countable, a slight modification of the null set \(N\), yields that for every \(\omega \notin N\),

\[
\tilde{F}(\omega, t)(\phi) = \tilde{F}_{\infty}(\omega, t)(\phi), \quad \forall \phi \in S.
\]
At this point (A.2) becomes

\[(A.3) \quad \bar{F}(\omega, t)(\phi) = \lim_{k \to +\infty} F_{n_k}(\omega, t)(\phi), \quad \text{for every } \omega \notin N, \phi \in S.\]

It remains to show that (A.3) still holds for \( \phi \in \chi \). Therefore we fix \( \phi \in \chi, \omega \notin N \). Let \( \epsilon > 0 \) and \( \phi_\epsilon \in S \) such that \( \| \phi - \phi_\epsilon \|_X \leq \epsilon \). We can write

\[
\begin{align*}
|\bar{F}(\omega, t)(\phi) - F_{n_k}(\omega, t)(\phi)| &
\leq |\bar{F}(\omega, t)(\phi - \phi_\epsilon)| + |\bar{F}(\omega, t)(\phi_\epsilon) - F_{n_k}(\omega, t)(\phi_\epsilon)| + |F_{n_k}(\omega, t)(\phi_\epsilon) - \phi| \\
&
\leq \|\bar{F}(\omega, t)\|_X \epsilon + \sup_k \|F_{n_k}(\omega, t)\|_X \epsilon + \sup_k \|\phi - \phi_\epsilon\|_X \\
&
+ |\bar{F}(\omega, t)(\phi_\epsilon) - F_{n_k}(\omega, t)(\phi_\epsilon)|.
\end{align*}
\]

Taking the \( \lim \sup_{k \to +\infty} \) in previous expression and using (A.3) yields

\[
\lim_{k \to +\infty} \sup |\bar{F}(\omega, t)(\phi) - F_{n_k}(\omega, t)(\phi)| \leq \|\bar{F}(\omega, t)\|_X \epsilon + \sup_k \|F_{n_k}(\omega, t)\|_X \epsilon.
\]

Since \( \epsilon > 0 \) is arbitrary, the result follows. \( \square \)

Proof of Proposition 3.20. Let \( t \in [0, T] \) be fixed. We denote

\[
I(n)(\omega) := \int_0^t \langle H(\omega, s), d\bar{F}(\omega, s) \rangle - \int_0^t \langle H(\omega, s), d\bar{F}(\omega, s) \rangle.
\]

Let \( \delta > 0 \) and a subdivision of \([0, t]\) given by \( 0 = t_0 < t_1 < \cdots < t_m = t \) whose mesh is smaller than \( \delta \). Let \( (n_k) \) be a sequence diverging to infinity. We need to exhibit a subsequence \( (n_{k_j}) \) such that

\[(A.4) \quad I(n_{k_j})(\omega) \to 0 \quad \text{a.s.}\]

Lemma A.1 implies the existence of a null set \( N \), a subsequence \( (n_{k_j}) \) such that

\[
|\bar{F}_{n_{k_j}}(\omega, t_l)(\phi) - \bar{F}(\omega, t_l)(\phi)| \to 0 \quad j \to +\infty
\]

\[
\forall \phi \in \chi \quad \text{and for every } \quad l \in \{0, \ldots, m\}.
\]

Let \( \omega \notin N \). We have

\[
|I(n_{k_j})(\omega)| = \sum_{l=1}^m \left| \int_{t_{l-1}}^{t_l} \langle H(\omega, s), d\bar{F}_{n_{k_j}}(\omega, s) \rangle - \langle H(\omega, s), d\bar{F}(\omega, s) \rangle \right|
\]
\[
\begin{align*}
&\leq \sum_{i=1}^{m} \left| \int_{t_{i-1}}^{t_i} \langle H(\omega, s) - H(\omega, t_{i-1}), d\tilde{F}^{n_i}(\omega, s) \rangle ight| \\
&\quad - \left| \int_{t_{i-1}}^{t_i} \langle H(\omega, s) - H(\omega, t_{i-1}), d\tilde{F}(\omega, s) \rangle \right| \\
&\leq I_1(n_k)(\omega) + I_2(n_k)(\omega) + I_3(n_k)(\omega),
\end{align*}
\]

where

\[
I_1(n_k)(\omega) = \sum_{i=1}^{m} \left| \int_{t_{i-1}}^{t_i} \langle H(\omega, s) - H(\omega, t_{i-1}), d\tilde{F}^{n_i}(\omega, s) \rangle \right| \\
I_2(n_k)(\omega) = \sum_{i=1}^{m} \left| \int_{t_{i-1}}^{t_i} \langle H(\omega, s) - H(\omega, t_{i-1}), d\tilde{F}(\omega, s) \rangle \right| \\
I_3(n_k)(\omega) = \sum_{i=1}^{m} \left| \int_{t_{i-1}}^{t_i} \langle H(\omega, t_{i-1}), d(\tilde{F}^{n_i}(\omega, s) - \tilde{F}(\omega, s)) \rangle \right| \\
= \sum_{i=1}^{m} \left| \int_{t_{i-1}}^{t_i} \langle H(\omega, t_{i-1}), \tilde{F}^{n_i}(\omega, t_i) - \tilde{F}(\omega, t_i) - \tilde{F}^{n_i}(\omega, t_{i-1}) + \tilde{F}(\omega, t_{i-1}) \rangle \right| \\
\leq \sum_{i=1}^{m} \left| F^{n_i}(H(\omega, t_{i-1}))(\omega, t_i) - F(H(\omega, t_{i-1}))(\omega, t_i) \right| \\
+ \sum_{i=1}^{m} \left| F^{n_i}(H(\omega, t_{i-1}))(\omega, t_{i-1}) - F(H(\omega, t_{i-1}))(\omega, t_{i-1}) \right|.
\]

The notation \( \overline{\sigma}_{H(\omega, \cdot)} \) indicates the modulus of continuity for \( H \) and it is a random variable; in fact it depends on \( \omega \) in the sense that

\[
\overline{\sigma}_{H(\omega, \cdot)}(\delta) = \sup_{|t-s| \leq \delta} \| H(\omega, s) - H(\omega, t) \|_X.
\]

By (A.5) applied to \( \phi = H(\omega, t_{i-1}) \) we obtain

\[
\limsup_{j \to \infty} |I(n_k)(\omega)| \leq \left( \sup_j \| \tilde{F}^{n_j}(\omega) \|_{\text{Var}[0,T]} + \| \tilde{F}(\omega) \|_{\text{Var}[0,T]} \right) \overline{\sigma}_{H(\omega, \cdot)}(\delta).
\]

Since \( \delta > 0 \) is arbitrary and \( H \) is uniformly continuous on \([0, t]\) so that \( \overline{\sigma}_{H(\omega, \cdot)}(\delta) \to 0 \) a.s. for \( \delta \to 0 \), then \( \limsup_{j \to \infty} |I(n_k)(\cdot)| = 0 \) a.s. This concludes (A.4) and the proof of Proposition 3.20. \( \square \)

Proof of Theorem 3.23. a) We recall that \( \mathcal{C}([0, T]) \) is an \( F \)-space. Let \( \phi \in \mathcal{C} \). Clearly \( (F^n(\phi)(\cdot, t))_t \) and \( (\tilde{F}^n(\cdot, t)(\phi))_t \) are indistinguishable processes and so
notation the sequence Banach–Steinhaus theorem implies the existence of a linear random continuous map

\[ \mathbb{E} \{ \mathbb{E} \{ F^n(\phi) \mid F^n(t) \} \} = \sup_{t \in [0, T]} |F^n(\phi(t))| = \sup_{t \in [0, T]} |\hat{F}^n(\phi(t))| \]

\leq \sup_{t \in [0, T]} \| \hat{F}^n(\cdot, t) \|_{\mathbb{F}} \| \phi \|_{\mathbb{X}} \leq \sup_{n} \| \hat{F}^n \|_{\mathbb{F}[0, T]} \| \phi \|_{\mathbb{X}} < +\infty \]

a.s. by the hypothesis. By Remark 3.22 2 and 3 it follows that the set \( \{ F^n(\phi) \} \) is a bounded subset of the \( F \)-space \( \mathcal{C}([0, T]) \) for every fixed \( \phi \in \mathcal{X} \).

We can apply the Banach–Steinhaus Theorem II.1.18, p. 55 in [10] and point iv), which imply the existence of \( F: \mathcal{X} \to \mathcal{C}([0, T]) \) linear and continuous such that \( F^n(\phi) \to F(\phi) \) ucp for every \( \phi \in \mathcal{X} \). So a) is established in both situations 1) and 2).

b) It remains to show the rest in situation 1), i.e. when \( \mathcal{X} \) is separable.

1) We first prove the existence of a suitable version \( \tilde{F} \) of \( F \) such that \( \tilde{F}(\omega, \cdot): [0, T] \to \mathcal{X}^* \) is weakly star continuous \( \omega \) a.s.

Since \( \mathcal{X} \) is separable, we consider a dense countable subset \( D \subset \mathcal{X} \). Point a) implies that for a fixed \( \phi \in D \) there is a subsequence \( (n_k) \) such that \( F^n(\phi)(\omega, \cdot) \xrightarrow{C([0, T])} F(\phi)(\omega, \cdot) \) a.s. Since \( D \) is countable there is a null set \( N \) and a further subsequence still denoted by \( (n_k) \) such that

\[ \tilde{F}^{n_k}(\phi, \cdot)(\cdot) \xrightarrow{C([0, T])} F(\phi)(\omega, \cdot), \quad \forall \phi \in D, \quad \forall \omega \notin N. \]

For \( \omega \notin N \), we set \( \tilde{F}(\omega, t)(\phi) = F(\phi)(\omega, t), \forall \phi \in \mathcal{S}, \ t \in [0, T] \). By a slight abuse of notation the sequence \( \tilde{F}^{n_k} \) can be seen as applications

\[ \tilde{F}^{n_k}(\omega, \cdot): \mathcal{X} \to C([0, T]) \]

which are linear continuous maps verifying the following.

- \( \tilde{F}^{n_k}(\omega, \cdot)(\phi) \to \tilde{F}(\omega, \cdot)(\phi) \) in \( C([0, T]) \) for all \( \phi \in D \), because of (A.6).
- For every \( \phi \in \mathcal{X} \), we have

\[ \sup_k \sup_{t \in [0, T]} \| \tilde{F}^{n_k}(\omega, t)(\phi) \|_{\mathbb{X}} \leq \sup_k \sup_{t \in [0, T]} \| \tilde{F}^{n_k}(\omega, t)(\phi) \|_{\mathbb{X}} \leq \sup_k \sup_{t \in [0, T]} \| \tilde{F}^{n_k}(\omega, t)(\phi) \|_{\mathbb{X}} < +\infty. \]

Banach–Steinhaus theorem implies the existence of a linear random continuous map

\[ \tilde{F}(\omega, \cdot): \mathcal{X} \to C([0, T]) \]

extending previous map \( \tilde{F}(\omega, \cdot) \) from \( D \) to \( \mathcal{X} \) with values on \( C([0, T]) \). Moreover

\[ \tilde{F}^{n_k}(\omega, \cdot)(\phi) \xrightarrow{C([0, T])} \tilde{F}(\omega, \cdot)(\phi), \quad \forall \phi \in \mathcal{X}, \ \forall \omega \notin N \]

\[ \tilde{F}^{n_k}(\omega, \cdot)(\phi) \xrightarrow{C([0, T])} \tilde{F}(\omega, \cdot)(\phi), \quad \forall \phi \in \mathcal{X}, \ \forall \omega \notin N \]
and for every $\omega \notin \mathbb{N}$ the application
\[
\tilde{F}(\omega, \cdot) : [0, T] \to \chi^*, \quad t \mapsto \tilde{F}(\omega, t)
\]
is weakly star continuous. $\tilde{F}$ is measurable from $\Omega \times [0, T]$ to $\chi^*$ being limit of measurable processes.

b.2) We prove now that the $\chi^*$-valued process $\tilde{F}$ has bounded variation.

Let $\omega \notin \mathbb{N}$ fixed again. Let $((t_i))_{i=0}^M$ be a subdivision of $[0, T]$ and let $\phi \in \chi$. Since the functions
\[
F_{t_i, t_{i+1}} : \phi \mapsto (\tilde{F}(t_{i+1}) - \tilde{F}(t_i))(\phi), \quad F_{n_k, t_i, t_{i+1}} : \phi \mapsto (\tilde{F}^{n_k}(t_{i+1}) - \tilde{F}^{n_k}(t_i))(\phi)
\]
belong to $\chi^*$, Banach–Steinhaus theorem says
\[
\sup_{|\phi| \leq 1} |(\tilde{F}(t_{i+1}) - \tilde{F}(t_i))(\phi)| = \|F_{t_i, t_{i+1}}\|_{X^*} \leq \liminf_{k \to \infty} \|F_{n_k, t_i, t_{i+1}}\|_{X^*} = \liminf_{k \to \infty} \sup_{|\phi| \leq 1} |(\tilde{F}^{n_k}(t_{i+1}) - \tilde{F}^{n_k}(t_i))(\phi)|.
\]
Taking the sum over $i = 0, \ldots, (M - 1)$ we get
\[
\sum_{i=0}^{M-1} \sup_{|\phi| \leq 1} |(\tilde{F}(t_{i+1}) - \tilde{F}(t_i))(\phi)| \leq \sum_{i=0}^{M-1} \liminf_{k \to \infty} \sup_{|\phi| \leq 1} |(\tilde{F}^{n_k}(t_{i+1}) - \tilde{F}^{n_k}(t_i))(\phi)|
\]
\[
\leq \sup_k \sum_{i=0}^{M-1} \sup_{|\phi| \leq 1} |(\tilde{F}^{n_k}(t_{i+1}) - \tilde{F}^{n_k}(t_i))(\phi)|
\]
\[
\leq \sup_k \|\tilde{F}^{n_k}\|_{\text{Var}([0,T])},
\]
where the second inequality is justified by the relation $\liminf a^n_i + \liminf b^n_i \leq \sup(a^n_i + b^n_i)$.

Taking the sup over all subdivision $((t_i))_{i=0}^M$ we obtain
\[
\|\tilde{F}\|_{\text{Var}([0,T])} \leq \sup_k \|\tilde{F}^{n_k}\|_{\text{Var}([0,T])} < +\infty.
\]
This shows finally the fact that $\tilde{F}(\omega, \cdot) : [0, T] \to \chi^*$ has bounded variation.

Acknowledgments. This research was partially supported by the ANR Project MASTERIE 2010 BLAN 0121 01 and by the project Stochastic Analysis and Applications at Centre Interfacultaire Bernoulli of the EPFL (Lausanne, 2012). The first named author was partially supported by the « Fernand Braudel-IFER outgoing fellowship », funded by the Fondation Maison de Science de l’Homme and the European Commission, Action Marie Curie COFUND, 7e PCRD. We are also grateful to an anonymous referee for her/his comments which helped considerably the authors to improve the paper.
References

[1] H. Brezis: Analyse Fonctionnelle, Collection Mathématiques Appliquées pour la Maîtrise., Masson, Paris, 1983.
[2] B. Chen and M. Csörgő: A functional modulus of continuity for a Wiener process, Statist. Probab. Lett. 51 (2001), 215–223.
[3] P. Cheridito: Mixed fractional Brownian motion, Bernoulli 7 (2001), 913–934.
[4] R. Coviello, C. Di Girolami and F. Russo: On stochastic calculus related to financial assets without semimartingales, Bull. Sci. Math. 135 (2011), 733–774.
[5] R. Coviello and F. Russo: Nonsemimartingales: stochastic differential equations and weak Dirichlet processes, Ann. Probab. 35 (2007), 255–308.
[6] G. Da Prato and J. Zabczyk: Stochastic Equations in Infinite Dimensions, Encyclopedia of Mathematics and its Applications 44, Cambridge Univ. Press, Cambridge, 1992.
[7] C. Di Girolami and F. Russo: Infinite dimensional stochastic calculus via regularization and applications, preprint HAL-INRIA, http://hal.archives-ouvertes.fr/inria00473947/fr/, unpublished (2010).
[8] C. Di Girolami and F. Russo: Clark–Ocone type formula for non-semimartingales with finite quadratic variation, C.R. Math. Acad. Sci. Paris 349 (2011), 209–214.
[9] N. Dunford and J.T. Schwartz: Linear Operators. Part I, reprint of the 1958 original, Wiley Classics Library, Wiley, New York, 1988.
[10] M. Errami and F. Russo: n-covariation, generalized Dirichlet processes and calculus with respect to finite cubic variation processes, Stochastic Process. Appl. 104 (2003), 259–299.
[11] G. Fabbri and F. Russo: Infinite dimensional weak Dirichlet processes, stochastic PDEs and optimal control, preprint HAL INRIA, hal-00720490, (2012).
[12] F. Flandoli and F. Russo: Generalized integration and stochastic ODEs, Ann. Probab. 30 (2002), 270–292.
[13] H. Föllmer: Calcul d’Itô sans probabilités; in Seminar on Probability, XV (Univ. Strasbourg, Strasbourg, 1979/1980) (French), Lecture Notes in Math. 850, Springer, Berlin, 1981, 143–150.
[14] F. Gozzi and F. Russo: Weak Dirichlet processes with a stochastic control perspective, Stochastic Process. Appl. 116 (2006), 1563–1583.
[15] C. Houdré and J. Villa: An example of infinite dimensional quasi-helix; in Stochastic models (Mexico City, 2002), Contemp. Math. 336, Amer. Math. Soc., Providence, RI, 2003, 195–201.
[16] G. Kallianpur, I. Mitoma and R.L. Wolpert: Diffusion equations in duals of nuclear spaces, Stochastics Stochastics Rep. 29 (1990), 285–329.
[17] I. Kruk, F. Russo and C.A. Tudor: Wiener integrals, Malliavin calculus and covariance measure structure, J. Funct. Anal. 249 (2007), 92–142.
[18] P. Lei and D. Nualart: A decomposition of the bifractional Brownian motion and some applications, Statist. Probab. Lett. 79 (2009), 619–624.
[19] M. Métivier: Demimartingales, de Gruyter Studies in Mathematics 2, de Gruyter, Berlin, 1982.
[20] M. Métivier: Stochastic Partial Differential Equations in Infinite-Dimensional Spaces, Scuola Normale Superiore di Pisa, Quaderni., Scuola Norm. Sup., Pisa, 1988.
[21] M. Mézianne and J. Pellamain: Stochastic Integration, Academic Press, New York, 1990.
[22] J. Neveu: Processus aléatoires Gaussiens, Séminaire de Mathématiques Supérieures 34 (Été, 1968), Les Presses de l’Université de Montréal. Montreal, QC, 1968.
[23] D. Nualart: The Malliavin Calculus and Related Topics, Probability and its Applications (New York), Springer, New York, 1995.
[24] P.E. Protter: Stochastic Integration and Differential Equations, second edition, Applications of Mathematics (New York) 21, Springer, Berlin, 2004.
[25] F. Russo and C.A. Tudor: On bifractional Brownian motion, Stochastic Process. Appl. 116 (2006), 830–856.
[26] F. Russo and P. Vallois: Forward, backward and symmetric stochastic integration, Probab. Theory Related Fields 97 (1993), 403–421.
[28] F. Russo and P. Vallois: The generalized covariation process and Itô formula, Stochastic Process. Appl. 59 (1995), 81–104.

[29] F. Russo and P. Vallois: Stochastic calculus with respect to continuous finite quadratic variation processes, Stochastics Stochastics Rep. 70 (2000), 1–40.

[30] F. Russo and P. Vallois: Elements of stochastic calculus via regularization; in Séminaire de Probabilités XL, Lecture Notes in Math. 1899, Springer, Berlin, 2007, 147–185.

[31] R.A. Ryan: Introduction to Tensor Products of Banach Spaces, Springer Monographs in Mathematics, Springer, London, 2002.

[32] S. Ustunel: Stochastic integration on nuclear spaces and its applications, Ann. Inst. H. Poincaré Sect. B (N.S.) 18 (1982), 165–200.

[33] J.B. Walsh: An introduction to stochastic partial differential equations; in École d’Été de Probabilités de Saint-Flour, XIV—1984, Lecture Notes in Math. 1180, Springer, Berlin, 1986, 265–439.

Cristina Di Girolami
Università di Pescara
Dipartimento di Economia Aziendale
Viale Pindaro, 42
I-65127 PESCARA
Italy
e-mail: c.digirolami@unich.it

Francesco Russo
ENSTA ParisTech
Unité de Mathématiques appliquées
828, boulevard des Maréchaux
F-91120 Palaiseau
France
e-mail: francesco.russo@ensta-paristech.fr