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Materials and methods

Simulation models and methods

Force fields
The force field used for wax esters (WEs) was a combination of the OPLS-AA¹ and L-OPLS² (all-atom) force fields. OPLS-AA parameters were used for the ester group atoms, while L-OPLS parameters were used for the hydrocarbon atoms (see Figure S1 and Tables S1–S5 for details). For water, we used the 4-point “optimal point charge” (OPC) water model.³ For validation simulations, see the results below.

The main simulation results are based on the simulation models including behenyl oleate (BO). For clarity, we here list the bonded and non-bonded interaction parameters used for BO (based on the parameters of L-OPLS and OPLS-AA). First, the combination rules and the scaling factors for the 1–4 interactions were adapted from the underlying OPLS force fields. As to bonded interactions, their interaction parameters used in this study are given in Tables S2–S5. Therein, CT includes all single-bonded carbons (C, CT, and CA) and HC includes all hydrogens (H, HT, and HM). As to non-bonded interactions, the used non-parameters are given in Table S1, while the division of BO atoms into those modeled with OPLS-AA and L-OPLS is shown in Figure S1.

Simulation details
All simulations were performed using the GROMACS-5.0.4 simulation package.⁴ A time step of 2 fs was used in all simulations. Van der Waals interactions were switched off smoothly between 1.1 nm and 1.3 nm, while the smooth particle mesh Ewald (PME) summation was used for the electrostatic interactions. The Verlet neighbor search algorithm⁵ was employed. Temperature was controlled using the Bussi–Donadio–Parrinello (v-rescale) algorithm⁶ with a time constant of 0.1 ps. Separate thermostats were used for water and WE molecules. Bonds involving hydrogen atoms were constrained using the LINCS algorithm.⁷ Periodic boundary conditions were used in all directions. The monolayer systems were simulated with constant particle number, volume, and temperature (NVT), while the pressure of the bulk WE simulations was controlled by using the Parrinello–Rahman barostat⁸ with a time constant of 4 ps.
**Figure S1.** Representative WE topology (BO). Atoms with L-OPLS nonbonded parameters are colored black. Atoms with OPLS-AA non-bonded parameters are colored red. Bonds with OPLS-AA parameters are colored black, and bonds with L-OPLS torsion potential are blue.
Initial configurations were created using the Packmol software.\textsuperscript{9} The monolayer simulations were equilibrated for at least 50 ns or until the total energy of the system had converged, which took up to 300 ns in some systems. Analysis was performed over 50 ns following equilibration. The bulk WE simulations were equilibrated for 45–495 ns, until the density was constant, and then analyzed over the production simulations.

**Bulk systems composed of wax esters**
The employed simulation model was first validated via bulk WE simulations. To this end, initial configurations consisting of 200 WE molecules were generated with approximately half of the molecules in a disordered conformation, and half in a crystalline lattice, based on the experimental crystal structure of saturated wax esters.\textsuperscript{10–12} Each configuration was simulated until a completely crystalline or disordered state was reached. Final densities as a function of temperature are shown in Figure S2. Bulk simulations were performed for palmityl palmitate, palmityl laurate, and BO. Good agreement was found between the simulated and experimental melting points of palmityl palmitate and palmityl laurate. The simulated melting point of BO was \(\sim 10^5\) higher than the experimentally determined melting point (38°C),\textsuperscript{13,14} possibly due to its very long alkoxy chain (22 carbons), which is beyond the parametrization used for L-OPLS hydrocarbons.\textsuperscript{2} Therefore, reported temperatures were scaled down by a factor of 1.032 in BO monolayer simulations to allow direct comparison with experiments.

![Figure S2. Simulated melting points of behenyl oleate (BO), palmityl palmitate and palmityl laurate. Shaded regions depict standard deviation. Dotted lines show experimentally determined melting points.\textsuperscript{13,14}](image)

**Wax ester monolayers**
For the WE monolayer simulations, we used a symmetric configuration with two monolayers containing 100 or 200 BO molecules on both sides of a 4.7-nm thick water slab. Since crystal nucleation from the liquid phase takes place in time scales beyond those achievable with atomistic MD simulations, 70% of BO molecules were placed in a tightly packed extended conformation, to act as an initial crystal nucleus. The rest of the BO molecules were initially placed in a hairpin conformation, with the ester group facing the water surface. The initial conformation states were based on existing experimental evidence of wax ester monolayer structure.\textsuperscript{15,16}

**Water permeation simulations**
Film permeability for water was determined using the inhomogeneous solubility–diffusion model.\textsuperscript{17,18} In the permeation simulations, umbrella sampling (US) was employed to calculate the potential of mean force (PMF), while the depth-dependent diffusion coefficients were estimated from the mean squared displacement (MSD). The distance from the water surface along the direction normal to the surface was employed as the reaction coordinate for the US simulations. Starting configurations for the permeation simulations were generated at 0.1 nm intervals along this reaction coordinate by pulling a single water molecule through both monolayers. A harmonic potential with a force constant of 1000 kJ mol\(^{-1}\) nm\(^{-2}\) was applied to the sampled water molecule
along the z-coordinate. Each simulation window was equilibrated for 1 ns followed by a 4-ns production simulation for the disordered and crystal defect cases, and a 19-ns production simulation for the completely crystalline monolayer. Temperature was maintained at 37°C during the permeation simulations. Weighted histogram analysis method, implemented in the GROMACS tool g_wham,19 was used to construct the PMF. To ensure the convergence of the PMFs, the obtained hydration free energy of water was compared to the value calculated from free-energy perturbation simulations as the latter is free of errors due to hysteresis. In the free-energy perturbation simulations one water molecule was decoupled from the water phase, effectively placing it in the vacuum phase. The free energies were calculated using the Bennett Acceptance Ratio method.20

First, Coulombic interactions were decoupled linearly, followed by decoupling of the van der Waals interactions using a soft-core function21 with parameters $\alpha = 0.5$, $\sigma = 0.3$ and $p = 1$. The resulting hydration free energy for the OPC water was $31.5 \pm 0.2$ kJ mol$^{-1}$. This is higher than the value determined experimentally (26.4 kJ/mol),22 but is consistent with other non-polarizable water models, such as SPC/E.23

The commonly used positional autocorrelation method24 for determining the diffusion coefficient along the reaction coordinate (normal to the water surface) was found to produce artificially low diffusion coefficients near the water surface (Figure S3), since the slow motion of the interface contributes to the position and velocity autocorrelation functions. Therefore, the lateral diffusion coefficient, determined using the MSD, was used to approximate the diffusion coefficient along the reaction coordinate. This appears to be acceptable, since the MSD and autocorrelation methods agree in the regions not affected by surface fluctuations.

![Figure S3. Comparison of the mean squared displacement (MSD) and positional autocorrelation methods for determining the diffusion coefficient. Results are shown for a pure water surface and a 4.5-nm thick behenyl oleate (BO) film on water.](image)

**Experimental materials and methods**

**Materials**

BO was obtained from Sigma-Aldrich (St. Louis, MO), dissolved in chloroform and stored at –20°C until used. Deionized water (Maxima MK3, USF Elga, Bucks, UK) was used as the subphase in all the experiments.

**Methods**

Lipids were added to the air–water interface of a KSV Mini trough (Biolin Scientific, Stockholm, Sweden) in chloroform solution. Chloroform was allowed to evaporate for 5 min. The film was compressed continuously at a rate of 3–12 Å$^2$ molecule$^{-1}$ min$^{-1}$. Slower compression was used at small mean molecular areas. Surface potential was determined using KSV SPOT (Bolin Scientific, Stockholm, Sweden). Since the surface potential probe is sensitive to the distance from the water surface, a linear correction with respect to time was applied to each measurement to consider the lowering of the water surface due to evaporation of water (Figure S4). Temperature was maintained...
within ± 1 °C of the target temperature using a Lauda ECO E4 thermostat (Lauda, Germany). A KSV NIMA microBAM (Biolin Scientific, Stockholm, Sweden) was used to record images of the films during compression. Due to the limited trough area, final results were combined from separate compressions ranging from 300 Å² molecule⁻¹ to 80 Å² molecule⁻¹ and from 90 Å² molecule⁻¹ to 18 Å² molecule⁻¹.

Figure S4. Surface potential calibration of a pure water surface used to remove the linear drift caused by evaporation of the subphase.

**Hole healing in a solid BO monolayer**

To demonstrate the healing time scale of a solid BO film, BO was initially spread to a small area of the trough (3 Å²/molecule), after which the barriers were rapidly opened to an area of 16 Å²/molecule. Temperature was maintained at 37 ± 1 °C, and the film was observed using microBAM. The solid film spread to roughly complete coverage within 1 h, after which evolution of small holes was followed (Figure S5).

Figure S5. Time series showing the evolution of a microscopic hole in a solid BO film at the air–water interface. Temperature was maintained at 37 °C. Scale bar is 500 µm.
Table S1. Non-bonded parameters used for the atomistic simulations of BO.

| Atom name | q (e)   | σ (nm) | ε (kJ mol\(^{-1}\)) |
|-----------|---------|--------|----------------------|
| C         | -0.148* | 0.350  | 0.276144             |
| CT        | -0.222* | 0.350  | 0.276144             |
| CM        | -0.160* | 0.355  | 0.317984             |
| H         | 0.074*  | 0.250  | 0.110000*            |
| HT        | 0.074*  | 0.250  | 0.125520             |
| HM        | 0.160*  | 0.242  | 0.125520             |
| CE        | 0.510   | 0.375  | 0.439320             |
| O         | -0.430  | 0.296  | 0.878640             |
| OS        | -0.330  | 0.300  | 0.711280             |
| CA        | 0.190   | 0.350  | 0.276144             |
| HA        | 0.030   | 0.242  | 0.062760             |

* L-OPLS force field parameters.

Table S2. Bond stretching parameters.

| Bond type   | r\(_0\) (nm) | k\(_b\) (kJ mol\(^{-1}\) nm\(^{-2}\)) |
|-------------|--------------|----------------------------------------|
| CT-CT       | 0.1529       | 224262.4                               |
| CT-HC       | 0.1090       | 284512.0                               |
| CM-CM       | 0.1340       | 459403.2                               |
| CM-CT       | 0.1510       | 265265.6                               |
| CM-HC       | 0.1080       | 284512.0                               |
| CE-CT       | 0.1522       | 265265.6                               |
| CE-O        | 0.1229       | 476976.0                               |
| OS-CE       | 0.1327       | 179075.2                               |
| OS-CT       | 0.1410       | 267776.0                               |

Table S3. Angle bending parameters.

| Bond type   | θ\(_b\) (°) | k\(_θ\) (kJ mol\(^{-1}\) rad\(^{-2}\)) |
|-------------|--------------|-----------------------------------------|
| HC-CT-HC    | 107.8        | 276.144                                 |
| HC-CT-CT    | 110.7        | 313.800                                 |
| CT-CT-CT    | 112.7        | 488.273                                 |
| CT-CM-HC    | 117.0        | 292.880                                 |
| CM-CT-HC    | 109.5        | 292.880                                 |
| CM-CT-CT    | 111.1        | 527.184                                 |
| CM-CM-CT    | 124.0        | 585.760                                 |
| CM-CM-HC    | 120.0        | 292.880                                 |
| CE-CT-CT    | 111.1        | 527.184                                 |
| CE-CT-HC    | 109.5        | 292.880                                 |
| O-CE-CT     | 120.4        | 669.440                                 |
| O-CE-OS     | 123.4        | 694.544                                 |
| OS-CE-CT    | 111.4        | 677.808                                 |
| CT-OS-CE    | 116.9        | 694.544                                 |
| HC-CT-OS    | 109.5        | 292.880                                 |
| CT-CT-OS    | 109.5        | 418.400                                 |
### Table S4. Improper dihedral parameters.

| Group      | Bond type | $k_d$ (kJ mol$^{-1}$) |
|------------|-----------|-----------------------|
| Ester group| OS-C-CE-O | 43.93200              |
| Double bond| C-CM-CM-HC| 62.76000              |

### Table S5. Torsion potential parameters (Ryckaert–Bellemans function).

| Bond type          | $C_0$ (kJ mol$^{-1}$) | $C_1$ (kJ mol$^{-1}$) | $C_2$ (kJ mol$^{-1}$) | $C_3$ (kJ mol$^{-1}$) |
|--------------------|-----------------------|-----------------------|-----------------------|-----------------------|
| HC-CT-CT-HC        | 0.62760               | 1.88280               | 0.00000               | -2.51040              |
| CT-CT-CT-HC        | 0.62760               | 1.88280               | 0.00000               | -2.51040              |
| CT-CT-CT-CT*       | 0.51879               | -0.23019              | 0.89681               | -1.49134              |
| CM-CT-CT-HC        | 0.76567               | 2.29701               | 0.00000               | -3.06269              |
| CM-CT-CT-CT*       | 3.78614               | 0.10679               | -0.56220              | -1.48738              |
| HC-CM-CT-HC        | 0.66525               | 1.99576               | 0.00000               | -2.66102              |
| HC-CM-CM-CT†       | 0.00000               | 0.00000               | 0.00000               | 0.00000               |
| CM-CM-CT-HC        | -0.77822              | -2.33467              | 0.00000               | 3.11290               |
| CM-CM-CT-CT*       | -2.04906              | 1.03592               | -1.34679              | 0.86422               |
| HC-CM-CM-HC*       | 51.25510              | 0.00000               | -51.25510             | 0.00000               |
| HC-CM-CM-CT*       | 51.25510              | 0.00000               | -51.25510             | 0.00000               |
| CT-CM-CM-CT*       | 51.25510              | 0.00000               | -51.25510             | 0.00000               |
| CE-CT-CT-CT-HC     | -0.15899              | -0.47698              | 0.00000               | 0.63596               |
| CE-CT-CT-CT        | -4.23421              | 7.22159               | 1.90790               | -4.89528              |
| O-CE-CT-HC         | 0.00000               | 0.00000               | 0.00000               | 0.00000               |
| O-CE-CT-CT         | 3.10662               | -3.77606              | -5.13795              | 5.80739               |
| OS-CE-CT-HC        | 0.27615               | 0.82844               | 0.00000               | -1.10458              |
| OS-CE-CT-CT        | -1.15688              | -3.47063              | 0.00000               | 4.62750               |
| CT-OS-CE-O         | 21.43881              | 0.00000               | -21.43881             | 0.00000               |
| CT-OS-CE-CT        | 31.20637              | -9.76754              | -21.43881             | 0.00000               |
| HC-CT-OS-CE        | 0.41421               | 1.24265               | 0.00000               | -1.65686              |
| CT-CT-OS-CE        | -2.19660              | 5.20071               | 0.52719               | -3.53130              |
| HC-CT-CT-OS        | 0.97905               | 2.93716               | 0.00000               | -3.91622              |
| CT-CT-CT-OS        | 2.87441               | 0.58158               | 2.09200               | -5.54799              |

* L-OPLS force field parameters.
† HC-CM-CT-CT torsion potential is undefined in the original OPLS-AA force field. However, in contrast to this study, HC-CM-CT-CT was replaced with HC-CM-CT-OH potential in the original L-OPLS force field.

**Topology files**

For behenyl oleate, palmityl palmitate, and palmityl laurate, the used topology files in a GROMACS-compatible format are included separately in the Supporting Information.

**References**

(1) Jorgensen, W. L.; Maxwell, D. S.; Tirado-Rives, J. Development and Testing of the OPLS All-Atom Force Field on Conformational Energetics and Properties of Organic Liquids. *J. Am. Chem. Soc.* 1996, *118*, 11225-11236.
(2) Siu, S. W.; Pluhackova, K.; Böckmann, R. A. Optimization of the OPLS-AA Force Field for Long Hydrocarbons. *J. Chem. Theory Comput.* **2012**, *8*, 1459-1470.

(3) Izadi, S.; Anandakrishnan, R.; Onufriev, A. V. Building Water Models: A Different Approach. *J. Phys. Chem. Lett.* **2014**, *5*, 3863-3871.

(4) Abraham, M. J.; Murtola, T.; Schulz, R.; Páll, S.; Smith, J. C.; Hess, B.; Lindahl, E. GROMACS: High Performance Molecular Simulations Through Multi-Level Parallelism from Laptops to Supercomputers. *SoftwareX* **2015**, *1*, 19-25.

(5) Páll, S.; Hess, B. A Flexible Algorithm for Calculating Pair Interactions on SIMD Architectures. *Comput. Phys. Commun.* **2013**, *184*, 2641-2650.

(6) Bussi, G.; Donadio, D.; Parrinello, M. Canonical Sampling Through Velocity Rescaling. *J. Chem. Phys.* **2007**, *126*, 014101.

(7) Hess, B.; Bekker, H.; Berendsen, H. J.; Fraaije, J. G. LINCS: A Linear Constraint Solver for Molecular Simulations. *J. Comput. Chem.* **1997**, *18*, 1463-1472.

(8) Parrinello, M.; Rahman, A. Polymorphic Transitions in Single Crystals: A New Molecular Dynamics Method. *J. Appl. Phys.* **1981**, *52*, 7182-7190.

(9) Martínez, L.; Andrade, R.; Birgin, E. G.; Martínez, J. M. PACKMOL: A Package for Building Initial Configurations for Molecular Dynamics Simulations. *J. Comput. Chem.* **2009**, *30*, 2157-2164.

(10) Kohlhaas, R. Röntgenographische Untersuchung von Definierten Einkristallen des Palmitinsäure-Cetylesters. *Z. Kristallogr. Cryst. Mater.* **1938**, *89*, 418-438.

(11) Dorset, D. L. Electronographic Crystal-Structure Analysis of Cetyl Palmitate. *Bioorg. Khim.* **1976**, *2*, 781-788.

(12) Lutz, D. A.; Eddy, C. R.; Hunter, J. J. X-ray Diffraction Study of Some Normal Alkyl Esters of Long-Chain Acids. *Lipids* **1967**, *2*, 204-207.

(13) Iyengar, B.; Schlenk, H. Melting Points of Synthetic Wax Esters. *Lipids* **1969**, *4*, 28-30.

(14) Rantamäki, A. H.; Wiedmer, S. K.; Holopainen, J. M. Melting Points - The Key to the Anti-Evaporative Effect of the Tear Film Wax Esters. *Invest. Ophthalmo. Vis. Sci.* **2013**, *54*, 5211-5217.

(15) Alexander, A. E.; Schulman, J. H. Orientation in Films of Long-Chain Esters. *Proc. R. Soc. A* **1937**, *161*, 115-127.

(16) Paananen, R. O.; Rantamäki, A. H.; Holopainen, J. M. Antievaporative Mechanism of Wax Esters: Implications for the Function of Tear Fluid. *Langmuir* **2014**, *30*, 5897-5902.

(17) Diamond, J. M.; Katz, Y. Interpretation of Nonelectrolyte Partition-Coefficients Between Dimyristoyl Lecithin and Water. *J. Membr. Biol.* **1974**, *17*, 121-154.

(18) Marrink, S.; Berendsen, H. J. C. Simulation of Water Transport Through a Lipid-Membrane. *J. Phys. Chem.* **1994**, *98*, 4155-4168.

(19) Hub, J. S.; de Groot, B. L.; van der Spoel, D. g_wham - A Free Weighted Histogram Analysis Implementation Including Robust Error and Autocorrelation Estimates. *J. Chem. Theory Comput.* **2010**, *6*, 3713-3720.

(20) Bennett, C. H. Efficient Estimation of Free-Energy Differences from Monte-Carlo Data. *J. Comput. Phys.* **1976**, *22*, 245-268.

(21) Beutler, T. C.; Mark, A. E.; van Schaik, R. C.; Gerber, P. R.; van Gunsteren, W. F. Avoiding Singularities and Numerical Instabilities in Free-Energy Calculations Based on Molecular Simulations. *Chem. Phys. Lett.* **1994**, *222*, 529-539.

(22) Ben-Naim, A.; Marcus, Y. Solvation Thermodynamics of Nonionic Solutes. *J. Chem. Phys.* **1984**, *84*, 2016-2027.

(23) Varilly, P.; Chandler, D. Water Evaporation: A Transition Path Sampling Study. *J. Phys. Chem. B* **2013**, *117*, 1419-1428.

(24) Hummer, G. Position-Dependent Diffusion Coefficients and Free Energies from Bayesian Analysis of Equilibrium and Replica Molecular Dynamics Simulations. *New J. Phys.* **2005**, *7*, 34.