Control core of undirected complex networks
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With the development of complex networks, many researchers have paid greater attention to studying the control of complex networks over the last decade. Although some theoretical breakthroughs allow us to identify all driver nodes, we still lack an efficient method to identify the driver nodes and understand the roles of individual nodes in contributing to the control of a large complex network. Here, we apply a leaf removal process (LRP) to find a substructure of an undirected network, which is considered as the control core of the original network. Based on a strict mathematical proof, the control core obtained by the LRP has the same controllability as the original network, and it contains at least one set of driver nodes. With this method, we systematically investigate the structural property of the control core with respect to different average degrees of the original networks \( \langle k \rangle \). We denote the node density \( n_{\text{core}} \) and link density \( l_{\text{core}} \) to characterize the control core when applying the LRP, and we study the impact of \( \langle k \rangle \) on \( n_{\text{core}} \) and \( l_{\text{core}} \) in two artificial networks: undirected Erdős-Rényi (ER) random networks and undirected scale-free (SF) networks. We find that \( n_{\text{core}} \) and \( l_{\text{core}} \) both change nonmonotonously with increasing \( \langle k \rangle \) in the two typical undirected networks. With the aid of core percolation theory, we can offer the theoretical predictions for both \( n_{\text{core}} \) and \( l_{\text{core}} \) as a function of \( \langle k \rangle \). Then, we recognize that finding the driver nodes in the control core is much more efficient than in the original network by comparing \( n_D \), the controllability of the original network, and \( n_{\text{core}} \), regardless of how \( \langle k \rangle \) increases. Finally, we consider some empirical networks, finding that more than 20% nodes can be removed by the LRP, and the networks can be divided into many smaller components, which greatly improves the efficiency of identifying and analyzing the driver nodes of the empirical networks. These findings deepen our understanding of the relationship between structure and controllability of undirected networks, and provide an effective method for a more detailed study on the driver nodes in large undirected complex networks.

I. INTRODUCTION

Controlling complex systems is an important research topic of complexity science, and should rely on our understanding of the principles in the extraordinarily complex system of nature. Past decades have witnessed the rich development of complex science, especially in the study of topological analysis and kinetic mechanisms \([1, 2]\). Since the discovery of scale-free networks \([3, 4]\), there have been numerous theoretical and empirical studies on the architecture of various complex networks \([4, 5]\). As these studies deepen our understanding of structural mechanisms and dynamic mechanisms of complex networks \([6, 7]\), researchers are beginning to pay greater attention to the problem of controlling complex networks. Ref. \([8]\) was published as a pioneering research work on the control of complex networks. The authors creatively established a theoretical framework to analyze the controllability of large-scale complex networks using linear time-invariant (LTI) system theory, called structural controllability theory (SCT). Based on maximum matching theory of digraphs, it has been theoretically proven that the minimum number of driver nodes (denoted as \( N_D \)) required to be controlled by imposing independent signals to fully control the system is equal to the number of unmatched nodes. The fraction of driver nodes (denoted as \( n_D \)) usually measures the controllability of a network. SCT not only is an extension of conventional control problems in complex networks but also provides a new method and insight for investigating the control problem of complex networks. However, SCT is valid on systems with a structural coupling matrix, which means that it can only analyze the systems with all directed links represented by independent free parameters. There are actually many coupled systems with fixed-weight or unweighted corre-
lations. For these systems, Yuan et al. proposed exact controllability theory (ECT) to address the control problem in more general situations [8]. ECT claims that $N_\text{D}$ can be obtained by calculating the maximum geometric multiplicity of the coupling matrix. Based on a strict mathematical proof from the Popov-Belevitch-Hautus (PBH) principle, ECT can be applied to arbitrary networks and link weights: directed or undirected and weighted or unweighted. Inspired by these two studies, many researchers have moved their focus toward the problem of controlling complex networks [10], including the improvement of controllability theory [11] [13], optimization of controllability [14] [15], controllability of dynamical systems [16] [17], target control [18], control node analysis [19] [20], and so on.

Although SCT and ECT allow us to identify all driver nodes, it is still computationally difficult to analyze the controllability of a large complex network, that contains thousands of nodes. Based on SCT, some researchers have attempted to build the connection between core percolation and controllability to analyze the functions of the nodes in the core structure for directed uncorrelated random networks [21]. However, we still lack an efficient method to identify the driver nodes and understand the roles of individual nodes in contributing to controllability in large undirected networks, weighted or unweighted, with arbitrary degree distribution. In this paper, we apply a leaf removal process (LRP) to find the control core, which contains at least one set of driver nodes of the original network and has the same controllability as the original network. The LRP in our work removes the leaf, which is defined as a one-degree node together with its neighbor, and retains all of the isolated nodes. According to ECT, it is rigorously proven that the LRP can theoretically ensure invariant controllability of each removal step. Applying our framework in undirected Erdős-Rényi (ER) random networks and undirected scale-free (SF) networks, we systematically study the node density (denoted as $n_{\text{core}}$) and the link density (denoted as $l_{\text{core}}$) of the control core with different average degrees of the original networks ($\langle k \rangle$). It is found that $n_{\text{core}}$ and $l_{\text{core}}$ of the control core change nonmonotonously with increasing $\langle k \rangle$. As $\langle k \rangle$ increases, $n_{\text{core}}$ decreases and $l_{\text{core}}$ remains zero until the onset point. When $\langle k \rangle$ exceeds the value of the onset point, $n_{\text{core}}$ and $l_{\text{core}}$ both begin to increase. Based on core percolation theory, analytical predictions can be obtained to evaluate $n_{\text{core}}$ and $l_{\text{core}}$ as functions of $\langle k \rangle$ for ER random networks and scale-free networks, respectively. We then compare $N_0$ and $n_{\text{core}}$, and learn that identifying and analyzing the driver nodes of the original network in its control core is actually more efficient than in the original network, regardless of how $\langle k \rangle$ increases. Finally, we consider some empirical networks, finding that more than 20% of nodes in empirical networks can be removed, and many isolated nodes are retained in the control core, which are the exact driver nodes of the original empirical network. Although some connected components are retained in the control core, we find that the largest connected component is still much smaller than the original network. This indicates that finding one set of driver nodes in the control core is also a more efficient method for empirical networks.

II. RESULTS

A. Control core of undirected networks

Consider a networked linear system with fixed structure of $N$ nodes, which is described by the following linearly ordinary differential equation:

$$\dot{X} = AX + Bu, \quad (1)$$

where vector $X = (x_1, \cdots, x_N)^T$ represents the state of all nodes, and $A = (a_{ij})_{N \times N}$ is the coupling matrix of the network, with $a_{ij}$ being the direct link weight of node $j$ to node $i$ (for undirected networks, $a_{ij} = a_{ji}$). $u$ is the controller with $u = (u_1, u_2, \cdots, u_m)^T$ and $B$ is a $N \times m$ input matrix of the system, where $b_{ij}$ is the strength of controller $u_j$ on node $i$. For such a system, when the coupling matrix $A$ is a sparse matrix, where its zero eigenvalue is dominant, by the exact controllability theory (ECT) [8], the minimum number of controller $N_0$ of the network can be obtained by the following

$$N_0 = N - \text{rank}(A); \quad (2)$$

All of the nodes, which are independently controlled by controller $u_i$ ($i = 1, 2, \cdots, N_0$), are called driver nodes [8] [9]. According to eq. (2), the driver nodes can be considered as the nodes corresponding to linearly dependent rows of coupling matrix $A$, which can be obtained by performing elementary column transformation on matrix $A$. In other words, if we remove one node corresponding to a linearly independent row of $A$ and its links with other nodes, the revised network retains the same controllability as the original network. For this reason, we employed a leaf removal process (LRP) to remove the nodes and to reduce the structure of an arbitrary undirected network. The LRP is defined as removing a leaf, where a leaf is composed of a one-degree node and its neighbor with their links, one by one, until no leaf exists, following the principle in Ref. [22]. However, all the isolated nodes are retained in the revised network, which is quite different from the definition of the core in many studies [23] [24]. In each step of the LRP, we randomly pick one leaf as the removal leaf and remove it from the network. We then update the node degrees and continue the former operation on the revised network until leaves no longer exist in the final subnetwork. The LRP can be theoretically proven without changing the linearly dependent part of the coupling matrix [8]. Thus, we can consider the final subnetwork gained by the LRP as the control core of the original network. The control core has the same controllability as the original network, and it contains at least one set of driver nodes of the original network.
network. It is emphasized that we cannot find all of the combinations of driver nodes of the original network in the control core, but we can find at least one set of driver nodes of the original network.

B. Matrix representation of LRP

Without loss of generality, we consider an undirected network with a node of one degree marked as Node 1 and its neighbor marked as Node 2. The coupling structure of Node 1 and Node 2 is a leaf, and the coupling matrix of the whole undirected network is

\[
A = \begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & \alpha^T \\
0 & \alpha & A_0
\end{bmatrix},
\]

(3)

where \(\alpha\) denotes other neighbors of Node 2, \(A_0\) is the coupling matrix of the other nodes, and the four 0s represent the vectors with appropriate dimensions. Then, we apply the following elementary transformation on \(A\) for describing the LRP: multiplying the first block column by \(-\alpha^T\) and adding the new column to the third block column, which is analogous to modifying the third block row by adding the first block row multiplied by \(-\alpha^T\). We obtain

\[
A_1 = \begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & A_0
\end{bmatrix},
\]

(4)

Since the first row (column) and second row (column) are independent of the other rows (columns), we can delete the Node 1 and Node 2 corresponding to the first two rows and columns without changing the linearly dependent lines. Note that the remaining network \(A_0\) is intact, such that the links among nodes belonging to \(A_0\), including the driver nodes, are unchanged. According to ECT, the driver nodes can be obtained from matrix \(A_0\) instead of matrix \(A\) as their same linearly dependent lines after a removal step. This means that the revised network after one step of the LRP has the same controllability as the original network. We repeat this procedure until there is no matrix block for the leaf. All of the lines filled with zeros, which correspond to the isolated nodes, cannot be removed during the LRP, and these lines are retained in the final revised matrix. The final revised matrix, which has the same linearly dependent lines as the original matrix \(A\), actually corresponds to the coupling matrix of the control core of the original network. It should be noted that the above certification process is only based on topological information of the network, regardless of the link weights. Thus, this framework, using the LRP to find the control core, is applicable to unweighted or weighted networks.

In Fig. 1 we illustrate the LRP on a sparse undirected network with 12 nodes. All nodes and links are divided into three categories with different colors: the nodes and links remaining in the control core are marked as red, the leaves are marked as yellow, and the undefined nodes and links are marked as green. At the beginning step of the LRP, we first find all leaves of the original network, which are marked as yellow as shown in Fig. 1(a). We randomly remove one of the leaves, which is composed of a one-degree node and its neighbor. After each step of the LRP, some undefined green nodes convert to new leaves due to updating the degrees of the retained nodes, and all of the new one-degree nodes with their neighbors build the alternative set of removal leaves for the next step. When no leaf exists, the final connected component and all isolated nodes construct the control core of the original network, as shown in Fig. 1(d).

It is worth noting that if a node only belongs to a single leaf, we can directly remove it without considering the removal order during the LRP. However, if a node belongs to multiple leaves, it is obvious that a different removal order may cause a different revised substructure, as displayed in Fig. 1(b) and Fig. 1(c). Although the different removal orders lead to different components of the control core, the number of nodes and the number of links ultimately remaining in the control core are constant, which indicates that the core is unique despite the different labeled nodes. In other words, a different removal order is simply equivalent to picking different combinations of driver nodes, which is the same function as performing elementary transformation on the coupling matrix of the network.
Ref. [22, 23] for undirected ER random networks. In the functions based on core percolation theory introduced in core can be analytically predicted by using the generating links in the control core begin to appear. increases until $\langle k \rangle$ isolated driver nodes based on ECT. As $\langle k \rangle$ onset point, which suggests that the nodes in the control core are denoted as the number of links in the original network. $N$ is denoted as the size of the original network, $L$ as the number of links in the original network, $N_{\text{core}}$ and $L_{\text{core}}$ are denoted as the number of nodes and links remaining in the control core, respectively. Fig. 2 shows $n_{\text{core}}$ and $l_{\text{core}}$ as functions of average degree $\langle k \rangle$ in undirected ER random networks. We see that $n_{\text{core}}$ is a nonmonotonic function of $\langle k \rangle$. Responding to the increase in $\langle k \rangle$, $n_{\text{core}}$ decreases first before increasing when $\langle k \rangle$ is greater than the onset point. For $l_{\text{core}}$, it remains zero when the value of $\langle k \rangle$ is much lower than the onset point, which suggests that the nodes in the control core are barely connected and that all of them are isolated driver nodes based on ECT. As $\langle k \rangle$ continuously increases until $\langle k \rangle$ exceeds the value of the onset point, the links in the control core begin to appear.

The node density and the link density of the control core can be analytically predicted by using the generating functions based on core percolation theory introduced in Ref. [22, 23] for undirected ER random networks. In the thermodynamic limit of $N$, node density $n_{\text{core}}$ becomes

$$n_{\text{core}} = \frac{2W_1 + W_2^2}{\langle k \rangle} - 1,$$  (5)$$

link density $l_{\text{core}}$ can be obtained as

$$l_{\text{core}} = \frac{(W_1 - W_2)^2}{2\langle k \rangle},$$  (6)$$

where $W_1$ and $W_2$ satisfy the following coupling equations:

$$W_1 e^{W_2} = \langle k \rangle, \quad W_2 e^{W_1} = \langle k \rangle,$$  (7)$$

and by solving coupling eq. (6), we can obtain the values of $W_1$ and $W_2$ based on the degree distribution. By substituting $W_1$ and $W_2$ into eq. (5) and eq. (6), we finally obtain the strict solutions of $n_{\text{core}}$ and $l_{\text{core}}$, respectively. The onset point of the control core is numerically solved as $\langle k \rangle = e$. All of the solutions are strictly proven when assuming that the network scale is infinite. The analytical predictions of $n_{\text{core}}$ and $l_{\text{core}}$ are both in good agreement with the simulation results, as shown in Fig. 2. Note that for an ideal infinity network, as $\langle k \rangle \leq e$, the above coupling eq. (6) has only one solution $W_1 = W_2 = W$, which shows that $l_{\text{core}}$ should be zero. In practice, for a finite network with average degree $\langle k \rangle \leq e$, the link density of the control core satisfies $l_{\text{core}} \approx 0$. When $\langle k \rangle > e$, eq. (6) has two different solutions, $W_1$ and $W_2$, which leads to the edge density $l_{\text{core}}$ not equaling zero.

A representative control core is illustrated in Fig. 3 for different average degrees of undirected ER random networks. For small average degrees, e.g., 1.2, the size of the control core is relatively large, and there are no
links. In fact, a large fraction of nodes in the control core are isolated, and all isolated nodes in the control core are driver nodes based on ECT. When \( \langle k \rangle \) approaches \( e \), e.g., 2.7, some connected components in the control core emerges, but the size of the control core decreases. There exist some links among the nodes in the control core, as marked by red lines. If \( \langle k \rangle \) is larger than \( e \), e.g., 3.6, the control core contains a majority of the nodes of the original network. In this case, isolated nodes only represent a small fraction of the control core. The configuration of the control core is determined by the order of leaf removal, but the size of the control core is guaranteed by the core percolation theory.

We also consider the case of undirected SF networks. The undirected networks are generated following the static growth rule based on the GKK model. In this case, the power-law degree distribution can be written as \( P(k) \sim k^{-\gamma} \). For a fixed power exponent \( \gamma \), we perform LRP on the undirected SF networks for analyzing the impact of average degree on the structural properties of the control core. The node density \( n_{\text{core}} \) and link density \( l_{\text{core}} \) as functions of average degree \( \langle k \rangle \) are shown in Fig. 4. Compared with the curves of \( n_{\text{core}} \) and \( l_{\text{core}} \) in the directed ER random network in Fig. 2, we obviously find that \( \langle k \rangle \) has a similar influence on \( n_{\text{core}} \) and \( l_{\text{core}} \) in undirected SF networks. \( n_{\text{core}} \) is also a non-monotonic function of \( \langle k \rangle \) with the minimum value at the onset point, as shown in Fig. 4(a), and \( l_{\text{core}} \) remains at zero until the value of \( \langle k \rangle \) is greater than the onset point, as shown in Fig. 4(b). The control core is mainly composed of isolated nodes before the onset point, and the connected components in the control core begin to appear after the onset point.

For different \( \gamma \) values, the onset point of the control core differs. The value of the onset point moves toward smaller \( \langle k \rangle \) as \( \gamma \) increases, which is different from ER random networks. The value of \( \gamma \) represents the dispersion of node degree in undirected SF networks. Smaller \( \gamma \) means that the degree distribution of the network decreases slowly, and the degree of the nodes are more discrete. In other words, the smaller \( \gamma \) is, the higher the probability that a large-degree node is the neighbor of a one-degree node, implying that the large-degree nodes are more easily removed by the LRP in a network with smaller \( \gamma \), which results in more isolated nodes remaining in the control core responding to the same average degree.

To obtain the theoretical predictions of \( n_{\text{core}} \) and \( l_{\text{core}} \) for undirected SF networks with different exponents, we introduce the rate equation for describing the process of repeatedly applying the LRP on the undirected SF networks. Considering an undirected SF network composed of \( N \) nodes and \( L \) links with degree distribution \( P(k) \), the change in the average number of nodes of degree \( k \) after one step of the LRP is captured by the following equation

\[
N(k, t + \Delta t) = N(k, t) - \delta_{k,1} \frac{kP(k,t)}{\langle k \rangle} \kappa_t + \frac{\langle k(k-1) \rangle}{\langle k \rangle} \frac{(k+1)P(k+1,t)-kP(k,t)}{\langle k \rangle}.
\]

where \( \Delta t = 1/N \) is a rescaled time for one step of LRP and \( N(k, t) \) represents the average number of nodes of degree \( k \) at time \( t \). For an undirected, uncorrelated network, given the initial degree distribution, this iterative eq. \( 5 \) can be solved based on the expected degree distribution. The LRP is completed at time \( t^* \), where \( t^* \) represents the rescaled time via the LRP when there are no longer any existing leaves. The node density \( n_{\text{core}} \) follows

\[
n_{\text{core}} = n(t^*) = \frac{N(1-2t^*)}{N},
\]

and the link density \( l_{\text{core}} \) is

\[
l_{\text{core}} = \frac{L(t^*)}{L},
\]

where \( t^* \) can be obtained by solving eq. \( 5 \) numerically as \( P(1, t^*) = 0 \). \( N(1-2t^*) \) and \( L(t^*) \) represent the number of nodes and the number of links at time \( t^* \) respectively. The colored dashed lines in Fig. 4 show the theoretical predictions of \( n_{\text{core}} \) and \( l_{\text{core}} \) for undirected SF networks, where cases of different exponents associated with the power-law degree distribution are analyzed. It can be observed that our theoretical predictions are all in good agreement with the results from numerical simulations for different values of \( \gamma \)
FIG. 5. Correspondence between \( n_D \) and \( n_{\text{core}} \) in undirected networks. The controllability \( n_D \) and the node density \( n_{\text{core}} \) as a function of average degree for undirected ER random networks (a) and undirected SF networks (b). The size of the simulated undirected ER random network is \( N = 15000 \), and the size of the simulated undirected SF network is \( N = 3000 \) with \( \gamma = 4 \). The square symbols are the fractions of nodes remaining in the control core after the LRP, and the cross symbols are the fractions of the driver nodes obtained by ECT. The data points of undirected ER random networks are the result of averaging 20 independent realizations. The data points of undirected SF networks are the result of averaging 50 independent realizations.

D. More efficient analysis in the control core

We also determine the association between \( n_{\text{core}} \) and \( n_D \) in undirected ER random networks and undirected SF networks, as shown in Fig. [5]. It can be observed that \( n_{\text{core}} \) is equal to \( n_D \) before the onset point in both typical undirected networks, as the control core is composed of isolated nodes without any immediate links. The set of all isolated nodes remaining in the control core is just one set of driver nodes of the original network based on ECT. As \( \langle k \rangle \) increases, \( n_{\text{core}} \) is no longer equal to \( n_D \), while \( n_D \) continues to decline and \( n_{\text{core}} \) begins to increase. When \( \langle k \rangle \) is greater than the onset point and \( n_D \) of the original network is still greater than \( 1/N \), the control core gained by the LRP is composed of some isolated nodes and connected components. In this case, one set of driver nodes can be identified as the union of all isolated nodes and connected components. In general, one set of driver nodes can be identified as the union of all isolated nodes without any immediate links. The set of isolated nodes retained in the control core to \( n_{\text{core}} \) is measured by ECT. The quantities \( n_{\text{core}} \) and \( l_{\text{core}} \) are the fractions of remaining nodes and links after the LRP. \( n_{\text{core}} \) represents the ratio of the size of the largest connected component after the LRP to \( N \), and \( n_{l_{\text{core}}} \) represents the ratio of the number of isolated nodes retained in the control core to \( N \).

E. Empirical networks

Empirical networks always contain a large number of nodes and links, which makes it difficult to find a set of driver nodes directly by elementary transformation. Fortunately, the majority of the empirical networks are sparse, and the coupling matrix of the networks is always dominated by zero eigenvalues, satisfying the condition for finding the control core through the LRP. We apply the LRP on some undirected networks, which are unweighted or weighted networks from the real world, and we find the control core of each empirical network.

Table 1 displays the results of applying the LRP on a variety of undirected empirical networks. The results for \( n_D \), \( n_{\text{core}} \), and \( l_{\text{core}} \) are listed. We find that all of the empirical networks could be reduced by performing the LRP, and more than 20% of nodes can be removed from the empirical networks. Another finding is that for most networks, large numbers of links are removed, and the nodes in the control core are almost isolated, which is obviously concluded from the small \( l_{\text{core}} \). This result suggests that most links have no effect on the controllability of the original networks and that driver nodes of these empirical networks can be identified in an extremely efficient manner through application of the LRP, such as Internet1997.

However, for most of the empirical networks, there are still some nodes and links remaining in the control core. In these cases, we need another strategy to find other driver nodes, except the isolated nodes, by separately applying elementary transformation to each connected component in the control core. To explain the high efficiency of the LRP, we analyze \( n_c = N_c/N \) and \( n_l = N_l/N \), where \( N_c \) is the size of the largest connected component and \( N_l \) is the number of isolated nodes after the LRP.
n_1 is nearly equal to n_D for most of the empirical networks, which indicates that most of the driver nodes, the retained isolated nodes, can be found directly in the control core. The rest of driver nodes should be found by performing the elementary transformation on each connected component, respectively. Fortunately, it is shown in Table I that n_c is quite small in all of the empirical networks, which means that the largest connected component in the control core is much smaller than the original network. We know that the computational complexity of performing elementary transformation is \( O(N^2 \log(N)^2) \). Thus, the computational complexity of finding one set of driver nodes in the control core is also much smaller than in the original network. For some special networks, such as USA top-500 and Email-Enron, relatively large numbers of nodes and links cannot be removed by the LRP, but each original network has been divided into many smaller connected components based on the small n_c, which still greatly improves the efficiency of finding one set of driver nodes in the control core.

III. DISCUSSION

Two existing theoretical frameworks can be used to quantify the controllability of a complex network: structural controllability theory (SCT) and exact controllability theory (ECT). The structural controllability of any directed network is determined by the maximum matching of the network topology based on SCT. Thus, SCT is applicable only to directed networks with arbitrary link weights. The exact controllability is determined by the maximum multiplicity of eigenvalues of the coupling matrix, and it is applicable to any network: directed or undirected and weighted or unweighted. For directed networks, it is much easier to find the driver nodes and analyze the roles of individual nodes in contributing to the network controllability by SCT [3, 21]. For undirected networks, however, we can only identify the driver nodes by ECT, which is very difficult to do by performing the elementary transformation on a large network.

The framework of the LRP introduced in this paper aims to solve this problem. In particular, the LRP is applied to reduce the size of an undirected network by removing leaves, one after another, to obtain the control core based only on local nodal structural information. The procedure of the LRP has been theoretically proven to keep the undirected network controllability invariant, which is applicable to weighted or unweighted networks. Due to unchanged controllability, we can always find at least one set of driver nodes in the control core to bring the original network under full control. Under this framework, we systematically study n_{core} and l_{core}, which capture the structural property of the control core, with respect to different \( \langle k \rangle \) values in undirected ER random networks and undirected SF networks. We find that n_{core} and l_{core} are both nonmonotonic with \( \langle k \rangle \) in these two typical networks. Inspired by core-percolation theory, we provide analytical predictions to illustrate the nonmonotonic phenomenon of both n_{core} and l_{core}. Then, we learn that analyzing the controllability of the original network in its control core is much more efficient by comparing n_D and n_{core}. Finally, we apply the LRP on some undirected empirical networks and find that most nodes and links of the original empirical network can be removed by the LRP. Obviously, not only in artificial networks but also in empirical networks, the control core gained by the LRP leads to a highly computationally efficient scheme to analyze the controllability of a large undirected network. At present, we are still incapable of establishing a unified approach to reduce the structure, both in undirected and directed networks based on ECT, because it is very difficult to remove a large number of nodes while maintaining correspondence between the control core and the original network. Nevertheless, the framework developed in this paper still provides an effective and efficient way to identify the driver nodes and understand the role of each node contributing to the controllability for arbitrary undirected networks. We hope that our work can stimulate further efforts toward developing a general method for this purpose and that it will be exploited as an efficient centrality measure for analyzing controllability and designing input matrix in related regulatory networks.
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