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ABSTRACT

The black-box nature of end-to-end speech-to-text translation (E2E ST) makes it difficult to understand how source language inputs are being mapped to the target language. To solve this problem, we propose to simultaneously generate automatic speech recognition (ASR) and ST predictions such that each source language word is explicitly mapped to a target language word. A major challenge arises from the fact that translation is a non-monotonic sequence transduction task due to word ordering differences between languages – this clashes with the monotonic nature of ASR. Therefore, we propose to generate ST tokens out-of-order while remembering how to re-order them later. We achieve this by predicting a sequence of tuples consisting of a source word, the corresponding target words, and post-editing operations dictating the correct insertion points for the target word. We examine two variants of such operation sequences which enable generation of monotonic transcriptions and non-monotonic translations from the same speech input simultaneously. We apply our approach to offline and real-time streaming models, demonstrating that we can provide explainable translations without sacrificing quality or latency. In fact, the delayed re-ordering ability of our approach improves performance during streaming. As an added benefit, our method performs ASR and ST simultaneously, making it faster than using two separate systems to perform these tasks.

Index Terms—speech recognition, speech-to-text translation

1. INTRODUCTION

Speech-to-text translation (ST) is an inherently compositional task consisting of first recognizing what was said and then translating the meaning. Cascaded approaches to ST follow this two-staged processing by first performing automatic speech recognition (ASR) and then passing those predictions to a machine translation (MT) model [1–4]. On the other hand, end-to-end (E2E) approaches obviate the need for the intermediate ASR task [5–8], but recent works have demonstrated improved performance using E2E multi-staged architectures which reflect the compositional nature of ST [9–12]. However, E2E systems still offer reduced explainability\textsuperscript{1} compared to cascaded systems which can use neural MT architectures that explicitly emit word alignment information [13].

One direction towards E2E ST explainability is to simultaneously transcribe and translate using the same model. Prior works achieve this by interleaving chunks of ASR and ST predictions within one decoder [14,15] or by allowing dedicated decoders to model latent alignments between the tasks [16–18]. However, it remains difficult to obtain word-level hard-alignments between ASR and ST sequences from such methods. Ideally, an explainable system would generate a source language word and its aligned target language word in tandem, but this would mean that the resultant translation sequence would be incorrectly ordered. We can prevent generating incorrect word-ordered translations using language models, similar to statistical MT [19,20]. But it does not resolve this re-ordering problem directly. Recent MT works offer a potential solution via non-monotonic generation methods capable of insertion-based decoding [21–25]. However, these highly flexible approaches are not directly compatible with the monotonic design of speech processing systems, particularly for real-time streaming [26–32].

In this work, we seek to build explainable E2E ST models which 1) simultaneously generate ASR and ST predictions along with 2) word-level hard-alignment predictions \textsuperscript{2} while 3) avoiding degradation to offline and streaming translation quality. In particular, we are interested in modeling insertions to allow models to predict ASR tokens monotonically along with their corresponding ST tokens while remembering how to re-order the translation sequence later. We propose to generate a sequence of tuples consisting of a source language word (for ASR), a corresponding target language word (for ST), and post-editing operations dictating the correct insertion point for the target word – we refer to these as operation sequences [13]. In our proposed method, the sequence can be converted into word-level alignments (e.g., Fig. 1.b), more explainable than outputs of the existing simultaneous ASR/ST models [14–18] (e.g., Fig. 1.a). Hence, model explainability can be improved by replacing the output with the generated translation sequence. Our first operation sequence predicts the absolute positions of each target word within the eventual translation sequence (e.g., Fig. 1.c); however the learned absolute positions may not generalize. To model insertion positions more accurately, we define a second operation sequence that models a shifting write header (e.g., Fig. 1.d). Our relative shift operation sequence is inspired by [13] which was proposed for MT, and we extend this approach to ST by also performing simultaneous prediction of source language words. We demonstrate that our relative shift operation

\textsuperscript{1}Equal contribution

\textsuperscript{2}Conventional MT works show that phrase-level alignment help to predict better translation than word-level alignment [33,34]. We would extend word-level alignment prediction to phrase-level alignment in the future.

![Fig. 1. Target sequences for the direct E2E ST models with ASR multi-tasking (a) and our proposed E2E model (absolute positional operation sequence (c) and relative shift operation sequence (d)) generated from source-target alignments (b). Symbols in brackets are post-editing operations dictating target word insertion order.](image-url)
sequence enables explainable and high-quality E2E ST compared to baselines for offline and streaming settings with experiments on MuST-C [35]. Further, we find that the delayed re-ordering ability of our approach improves the partial hypothesis during streaming. Finally, an added benefit of our method is that simultaneous ASR/ST is faster than using two separate systems.

2. BACKGROUND AND MOTIVATION

In this section, we review the black-box nature of direct approaches to E2E ST to motivate our explainable E2E ST approach in §3.

2.1. Direct E2E ST with ASR Multi-Tasking

The objective of the E2E ST is to directly predict a token sequence of the target (t) translation $y^{(t)} = \{y_t^{(t)} \in Y^{(t)}\}_{t=1}^{L^{(t)}}$ from an input audio feature sequence $X = \{x_i \in \mathbb{R}^{D^{(a)}}\}_{i=1}$, I, $L^{(s)}$, and $L^{(t)}$ denote the sequence length of the input audio feature, transcription, and translation, respectively; $D^{(a)}$ denotes the dimension of input audio feature; and $Y^{(t)}$ denotes the token vocabulary of target language. To predict translation, a neural network (NN) is trained to maximize the following objective:

$$
L^{(ST)} = \log p(y^{(t)} | X) = \sum_{m=1}^{N} \log p(y_{m}^{(t)} | y_{1:m-1}^{(t)}, X),
$$

where $y_m$ is the $m$-th word of target translation sequence $S^{(t)}$ which is modeled using the attention-based encoder-decoder (AED) architecture [36, 37]. AED models trained to maximize Eq. (1) try to directly predict a translation without knowledge of the source language, meaning it has to perform the complex mapping of a continuous speech input to a non-monotonic target language sequence. To alleviate this challenge, we can consider that each audio feature sequence $X$ has a corresponding token sequence of the source ($s$) transcription $y^{(s)} = \{y_i^{(s)} \in Y^{(s)}\}_{i=1}^{L^{(s)}}$. $Y^{(s)}$ denotes the token vocabulary of target language. Therefore we apply a multi-tasked ASR and ST loss $L$ as follows:

$$
L^{(ASR)} = \log p(y^{(s)} | X) = \sum_{n=1}^{N} \log p(y_{n}^{(s)} | y_{1:n-1}^{(s)}, X),
$$

$$
L = \alpha L^{(ST)} + (1 - \alpha) L^{(ASR)},
$$

where $\alpha$ denotes a controllable interpolation (we use 0.3 in this study). Using the NN trained with Eq. (3), we can obtain hypothesized translation token sequence $\hat{y}^{(t)}$ using the following decision:

$$
\hat{y}^{(t)} = \arg \max_{y^{(t)} \in Y^{(t)}} \log p(y^{(t)} | X),
$$

where $Y^{(t)*}$ denotes all possible translation sequences. Typically beam search approximates Eq. (4), during which the AED generates $m$-step output token $y_{m}^{(t)}$ in a left-to-right autoregressive manner:

$$
h = \text{Encoder}(X),
$$

$$
y_{m}^{(t)} = \text{Decoder}(y_{1:m-1}^{(t)}, h).
$$

Similarly, an ASR decoder generates $n$-step source token $\hat{y}_{n}^{(s)}$, and ASR targets to feed the multi-tasked loss computation (Eq. (3)):

$$
\hat{y}_{m}^{(s)} = \text{ASRDecoder}(y_{1:n}^{(s)}, h),
$$

where both ST and ASR decoders share the same encoder. Note that ST performance has been shown to benefit from encoder initialization with pre-trained ASR parameters (Eq. (2)) [38].

2.2. Shortcomings of the Direct Approach

First and foremost, we are interested in improving the explainability of E2E ST. Considering that the human process for speech-to-text translation entails first recognizing and then translating, the lack of an intermediate ASR output in the direct approach is a major divergence from our natural thought process. Direct E2E ST models with ASR multi-tasking do generate ASR targets during training, but the ASR decoder (Eq. (7)) is parallel to the ST decoder (Eq. (6)) – in other words, ST predictions are not conditioned on any ASR predictions. Therefore, our first desideratum is to simultaneously generate ASR and ST predictions such that each ST word may be explained by a corresponding ASR word. Further our objective is not to simply build explainable ST models at all costs, but rather to enhance high-performance models with explainability – this means that we cannot sacrifice translation quality or latency. This latter consideration is particularly important for streaming models. Therefore our second desideratum is that our explainable models are as good as direct E2E ST toplines in terms of both translation quality and latency.

3. PROPOSED FRAMEWORK

We first propose to allow E2E ST models to predict word-aligned ASR and ST sequences simultaneously by formulating a general framework for generating target words out-of-order while remembering how to re-order them via post-editing to obtain final translations. We then present two variants of such operation sequences which model absolute positions or relative shifts for target tokens to enable the aforementioned delayed re-ordering ability.

3.1. Word-Aligned Simultaneous E2E ASR and ST

Suppose that word-level alignments between two languages are known. Let us first re-formulate the ASR and ST targets as word sequences $\hat{y}^{(s)} = \{\hat{y}_i^{(s)}\}_{i=1}^{L^{(s)}}$ and $\hat{y}^{(t)} = \{\hat{y}_j^{(t)}\}_{j=1}^{L^{(t)}}$, where $L^{(s)}$ and $L^{(t)}$ denote the number of source and target words. Note that we represent single words, $\hat{y}_i^{(s)}$ or $\hat{y}_j^{(t)}$, as a sequence of sub-word tokens. We can then define word-aligned ASR/ST target sequences consisting of tuples of $(\hat{y}_i^{(s)}, \hat{y}_j^{(t)})$, where each source word $\hat{y}_i^{(s)}$ is aligned to $\hat{y}_j^{(t)}$ target words in a one-to-many mapping. Note that some source or target tokens may actually be un-aligned, so we must augment the respective vocabularies with special tokens [NO_SRC] or [NO_TGT]. Next, consider that simply concatenating all $i$-steps of target word chunks produces an out-of-order translation if there is any re-ordering between source and target languages (e.g., in Fig. 1b), thereby obscuring the intended meaning.

To resolve this out-of-order problem in word-aligned ASR/ST sequences, we propose augmenting each tuple with $\hat{L}_i^{(t)}$ post-editing operations $\{\hat{y}_{i,k}^{(s)}\}_{k=1}^{\hat{L}_i^{(t)}}$, obtaining an operation tuple:

$$
a_i = (\hat{y}_i^{(s)}, \{\hat{y}_{i,k}^{(s)}\}_{k=1}^{\hat{L}_i^{(t)}}).
$$

These post-editing operations perform rule-based re-ordering of each aligned target word $\hat{y}_{i,k}^{(t)}$ by inserting them into correct po-

\[3\]In this work, we use the statistical tool MGIZA++ [39], which performs data-driven alignment without needing additional linguistic resources.
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sitions, recovering the original order of the target translation – we discuss particular rule sets to realize this function in the next section.

We can now define an operation sequence \( \mathbf{A} = \{a_i\}_{i=1}^{M} \) and train an AED to predict \( \mathbf{A} \) by replacing Eq. (1) with:

\[
L^{OPS}(\mathbf{A} | \mathbf{X}) = \log p(\mathbf{A} | \mathbf{X}) = \sum_{i=1}^{M} \log p(y_i^* | y_{i-1}^*),
\]

(9)

where \( y_i^* \) denotes elements of the collapsed representation of \( a_i \) (i.e., words are collapsed into their token sequences) and \( M^* \) denotes the length of our target sequence. Note that operation sequences are modeled autoregressively by first predicting the source, then the target, and finally the operation (Eq. (9)). On the other hand, the direct E2E ST model trained to maximize Eq. (3) does not model any explicit relations between its parallel ASR and ST predictions. Further note that we only replace the function of the main decoder Eq. (6) in our operation sequence AED models, meaning we do not need to sacrifice benefits of ASR multi-tasking (§2.1).

3.2. Defining Post-Editing Operations

We examine two ways to represent the insertion position information of post-editing operations: the first uses absolute positions (e.g., Fig. 1.c) and the second uses relative shifts (e.g., Fig. 1.d).

3.2.1. Absolute Positional Operation Sequence (Abs-OP)

We define absolute positional sequences (Abs-OP) with Backus-Naur form as:

\[
\begin{aligned}
&A ::= <A><a_i^*>[EOS] | <a_i^*> |<A> \\
&a_i^* ::= \langle y^{(i)} \rangle | [BL]<T> \\
&T ::= <T><y^{(t)}_i><y^{(o)}_i> | <y^{(t)}_{i+1}><y^{(o)}_{i+1}> \\
&y^{(i)} ::= \langle y_i \rangle | [NO_SRC] \\
&y^{(o)} ::= \langle y_i \rangle | [NO_TGT] \\
&y^{(i)}_n ::= \langle y_i \rangle | [n] \quad | -1,
\end{aligned}
\]

where ::= and | denote definition and choice, respectively; [BL] and [EOS] denote the blank symbol for separating source and target words and the end of the sequence, respectively; \( y^{(i)} \), \( y^{(o)} \) denotes \( i \)-th source word in the operation sequence and \( k \)-th target word which corresponds to \( y_{ik} \); and \([n]\) (where \( n \in \mathbb{N} \)) denotes the position of \( y_{ik} \) in the translation. We set \( n = -1 \) when \( y^{(i)}_n \) is [NO_TGT].

To restore the transcription and translations, we prepare sufficient-length buffers for the source transcription \( S \) and the target translation \( T \). Note that all elements of the \( S \) and \( T \) are initialized with [NO_SRC] or [NO_TGT]. During run-time, our model outputs the Abs-OP tokens, and these tokens are inserted into FIFO queue \( Q \). When the model outputs the post-editing command token \( <y^{(o)}_{ik}> \), we obtain sequences of \( <y^{(i)}_{ik}>| [BL]<y^{(t)}_{i+1}><y^{(o)}_{i+1}> \) or \( <y^{(t)}_{i+k}><y^{(o)}_{i+k}> \) by dequeuing \( Q \). Then the \( i \)-th element of \( S \) is rewritten with \( y^{(i)}_i \) when the dequeued sequence includes source word. And the \( <y^{(i)}_{ik}> \)th element of \( T \) is rewritten with \( y^{(o)}_{ik} \). If \( y^{(o)}_{ik} \) indicates \(-1\), we skip this step. This step is repeated until the end of the sequence, and we obtain the source transcription and the target translations from \( S \) and \( T \).

3.2.2. Relative Shift Operation Sequences (Rel-OP)

[13] originally proposed an explainable MT model which models insertions using a moving write header – we adapt this approach for simultaneous ASR/ST. In [13], the operation sequence is defined as the stack operations of the read-head \( p_t^{(s)} \) for the transcription \( S \) and the write-head \( p_t^{(t)} \) for translation \( T \) using following operations:

- **POP_SRC** moves \( p_t^{(t)} \) right by one token
- **SET_MARKER (SM)** inserts a marker symbol into \( T \) at \( p_t^{(t)} \)
- **JMP_FWD (JF)\)** moves \( p_t^{(t)} \) to the closest left marker position
- **JMP_BWD (JB)** moves \( p_t^{(t)} \) to the closest right marker position

**INSERT(t)** inserts a target token \( t \) into \( T \) at the position \( p_t^{(t)} \)

Since we do not know the transcription in advance, we remove \( p_t^{(s)} \) and **POP_SRC**. Instead, we define write-head \( p_t^{(t)} \) for transcription \( S \). We also revise **INSERT** into as follows:

- **INSERT(t)** inserts a target token \( t \) into \( T \) at \( p_t^{(t)} \)
- **INSERT-s(s)** inserts a source token \( s \) into \( S \) at \( p_t^{(s)} \) and moves \( p_t^{(t)} \) right by one token

Our relative shift operation sequences (Rel-OP) are obtained in the same manner as [13] and are defined with Backus-Naur form as:

\[
\begin{aligned}
&A ::= <A><a_i^*>[EOS] | <a_i^*> | <A> \\
&a_i^* ::= \langle y^{(i)} \rangle | [BL]<T> \\
&T ::= <T><y^{(t)}_i><y^{(o)}_i> | <y^{(t)}_{i+1}><y^{(o)}_{i+1}> \\
&y^{(i)} ::= [NO_SRC] \\
&y^{(o)} ::= [NO_TGT] \\
&y^{(t)}_i ::= [JF] | [JB] | [SM] | [NO_OPS],
\end{aligned}
\]

where [EOP] and [NO_OPS] denote the end of sequence for \( y^{(t)}_i \) and no operation is required for \( y^{(o)}_{ik} \), respectively.

Similar to Abs-OP, Rel-OP is inserted into the FIFO queue \( Q \) during run-time. When the model outputs [EOP], we obtain \( <a_i^*> \) by dequeuing \( Q \). Then, we can update \( S \) and \( T \) based on the operations. This operation is repeated until the end of the sequence, resulting in transcription and translations from \( S \) and \( T \) by removing the marker symbols. Figure 2 depicts how the translations and translations are restored from the proposed Rel-OP.

4. RESULTS

4.1. Experimental setup

**Data:** We conduct experiments using the English-German and English-French pairs of the MuST-C corpus [35]. We apply the tokenizer of the Moses toolkit [20] for training sentences. Then we remove the samples whose length ratio between the source and target sequences is greater than five or the target sequence length is longer than 150 tokens. To compute the word alignment, we use
Table 1. Comparison of simultaneous E2E ASR/ST models using absolute position vs. relative shift operation sequences across offline and streaming settings. Better results between these two methods are bolded and any simultaneous results which reach/surpass the topline results of single-task E2E models are further underlined. ASR and ST performances, as measured by % WER and BLEU, are shown on tst-COMMON/tst-HE of MuST-C English→German and English→French [35]. Average Lagging (AL) [40] is shown for streaming models.

| ID  | Model                                 | Type    | # Params | WER(↓) | BLEU(↑) | AL(↓) | WER(↓) | BLEU(↑) | AL(↓) |
|-----|---------------------------------------|---------|----------|--------|---------|-------|--------|---------|-------|
| A1  | Direct E2E ASR [41] (Topline)         | Offline | 45M      | 7.7 / 6.7 | no ST | n/a   | 9.9 / 8.1 | no ST | n/a   |
| A2  | Direct E2E ST [42] (Topline)          | Offline | 63M      | 24.8 / 22.9 | no ASR | n/a   | 35.9 / 32.9 | no ASR | n/a   |
| A3  | Direct E2E ASR [41] (Topline)         | Streaming | 45M | 12.0 / 9.9 | no ST | 3365 | 17.9 / 14.2 | no ST | 3279 |
| A4  | Direct E2E ST [42] (Topline)          | Streaming | 63M | 22.2 / 20.1 | 5750 | 32.1 / 29.5 | 5750 | 32.1 / 29.5 | 5648 |
| B1  | Simul. E2E ASR/ST w/ Absolute Position (Abs-OP) | Offline | 63M | 12.1 / 12.0 | 20.4 / 17.9 | n/a | 14.8 / 16.2 | 28.7 / 26.0 | n/a   |
| B2  | Simul. E2E ASR/ST w/ Relative Shift (Rel-OP) | Offline | 63M | 9.9 / 9.9 | 25.2 / 22.1 | n/a | 12.5 / 11.3 | 35.8 / 32.9 | n/a   |
| B3  | Simul. E2E ASR/ST w/ Absolute Position (Abs-OP) | Streaming | 63M | 10.4 / 17.2 | 18.4 / 16.5 | 5795 | 25.3 / 23.4 | 28.7 / 24.5 | 5684 |
| B4  | Simul. E2E ASR/ST w/ Relative Shift (Rel-OP) | Streaming | 63M | 20.6 / 16.9 | 23.1 / 20.1 | 5786 | 19.3 / 16.9 | 30.1 / 29.6 | 5770 |

MGIZA++ [39]. For training MGIZA++ model, we set the number of iterations to 5 for HMM, Model 1, Model2, Model 3, and 10 for Model 4; and we use the deficient distortion model for the empty word to reduce the mapping of the target word into [NO SRC].

**Models:** Models are trained using ESPnet [41, 42]. We use 4000-vocabulary and 16000-vocabulary BPE [43] units for source transcription and target operation sequence. We also use 16000-vocabulary BPE units for direct E2E toplines for a fair comparison. ASR and ST models both use conformer encoders [44, 45] with 12 blocks, 4 heads, 31 kernel size, 2048 feed-forward dim, and 256 attention dim. We initialize the ST encoder with pre-trained ASR parameters for faster convergence. ASR and ST attentional decoders consist of 6 blocks, 4 heads, and 2048 feed-forward dim. Streaming models follow the blockwise method in [46] with 40 block size, 16 hop size, and 16 look-ahead. All models are trained for 40 epochs and decoded using 10 beam and 2048 sim chunk length for streaming with repeat detection [46].

**Evaluation:** We evaluate ASR via word error rate (WER↓) and ST via de-tokenized case-insensitive BLEU(↑) [47]. We evaluate streaming latency via Average Lagging (AL↓) [40]; for separate ASR/ST baselines, we consider the latency of both tasks together.

4.2. Results and Discussion

Table 1 presents our main results on two language pairs across offline and streaming settings. We showed the performance of the direct E2E ASR/ST models to confirm our model output’s validity. We found that Rel-OP model produces better translations than Abs-OP model for both offline (B1 vs. B2) and streaming models (B3 vs. B4). The absolute positions appear to inhibit generalization, and we found that these models skewed towards overly short hypotheses even when brevity penalty was applied during beam search. On the other hand, the relative position information from the Rel-OP appears to avoid these pitfalls. Our Rel-OP model achieve comparable performance compared to topline E2E ST models which solely optimize toward translation quality in the offline setting (A2 vs. B2). Impressively, in the streaming setting, Rel-OP model even surpass the performance of dedicated toplines without additional latency (A4 vs. B4), suggesting that the ability to delay re-ordering is particularly useful for streaming ST. This improvement is particularly noticeable in the English-German tst-COMMON set, where Rel-OP model yields 0.9 BLEU gain; we found that this particular set required the most re-ordering between source and target languages.

Since our ST models are also simultaneously predicting ASR predictions, we examine the ASR quality compared to topline models solely focusing on ASR. In Table 1, it is clear that the burden of producing explainable ST predictions hinders our operation sequence models from matching the topline ASR models – our models must not only transcribe, but also do so in a way that explains the translations. We also noted that decoding longer translations caused the simultaneous transcriptions to degrade in WER; we do not seek to optimize the ASR side of this trade-off in this work. Nonetheless, the simultaneous translations are reasonable outputs which enable word-level explainability. Further, these transcriptions have no additional latency, so our simultaneous ASR/ST models are faster than two separate dedicated models performing both tasks.

Finally, we are interested in the re-ordering capability of our operational sequence methods during streaming, where systems need to generate translations while still reading the speech signal. We can apply operation sequences on-the-fly instead of during post-editing. This allows our systems to produce target words according to the order that they are spoken (monotonically) instead of waiting until all of the preceding target words have been produced (as in direct E2E systems). As shown in Fig. 3, our Rel-OP models consistently generate better partial hypotheses during streaming than topline direct models. For instance in the English-French case, this advantage is most apparent for very early hypotheses and the gap between the models closes as hypotheses reach their full lengths.

![Fig. 3](Image 345x464 to 527x567)

**Fig. 3.** Comparison of partially generated ST hypotheses during streaming between relative shift operation sequence models vs. direct ST toplines, measured by absolute BLEU difference on dev sets.

Authors acknowledge Graham Neubig’s invaluable contributions.
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