Abstract

Brownian motion is a Gaussian process described by the central limit theorem. However, exponential decays of the positional probability density function $P(X,t)$ of packets of spreading random walkers, were observed in numerous situations that include glasses, live cells and bacteria suspensions. We show that such exponential behavior is generally valid in a large class of problems of transport in random media. By extending the Large Deviations approach for a continuous time random walk we uncover a general universal behavior for the decay of the density. It is found that fluctuations in the number of steps of the random walker, performed at finite time, lead to exponential decay (with logarithmic corrections) of $P(X,t)$. This universal behavior holds also for short times, a fact that makes experimental observations readily achievable.
The emergence of normal Gaussian statistics for various random observables in nature is widespread. Examples range from chest sizes of Scottish soldiers [1] to Brownian motion [2]. This “popularity” is attributed to the central limit theorem (CLT). The statement of the CLT is that, at its center, the distribution of a sum of independent, identically distributed (IID), random variables is Gaussian. However, recently striking deviations from Gaussian behavior were recorded in a large number of experiments tracking spatial diffusion of tracer particles in various media. Interestingly, in many measurements the observed probability density function (PDF), $P(X, t)$, attains an exponential (or close to exponential) decay. Examples include colloidal suspensions [3, 4], nano particles in polymer solutions [5], molecular motion on a solid-liquid interface [6, 7], living cells [8], phospholipid fluid tubules and biofilament networks [9, 10], active gels [11], financial markets [12], colloidal glasses [13, 14], worms [15] and suspensions of swimming microorganisms [16, 17] (more examples are provided in [9, 18]).

Appearance of a few jumps/excursions that dominate the process is a common feature in a portion of these experiments. For a bead in a bacteria suspension such “jumps” were attributed to temporal adhesion of the particle to a bacteria flow that establishes short-term motion alongside the bacteria [17]. In the F-actin random network the displacements are myosin driven excursions [11], while for Lennard-Jones suspensions there are “cage-breaking” events [3]. The later system is one of four different (experimental and numerical) systems analyzed by Chaudhuri et al. [13]. In this work the authors noticed that particle displacement measured in: dense suspension of colloidal hard spheres, slowly driven dense granular assembly, silica melt and a binary Lennard-Jones mixture, all show the same universal feature of exponential decay for $P(X, t)$ of the traced particles. Moreover, the authors used a special variant of the continuous time random walk with two exponential PDFs for waiting times and two Gaussian distributions for the sizes of the jumps, in order to reproduce the observed behavior. These findings lead to questions regrading the universality of exponential decay. How can a basic random walk theory give rise to a theory that produces universal exponential decay for systems with various distributions for jump sizes and waiting times? Is there a large class of processes that attains such universality? And if so, what is the precise mathematical description of the mentioned exponential decay. We wish to develop this theory and identify such broad class of processes by focusing on the role of randomness of the number of jumps of a particle in an experiment.
In this manuscript we propose to reconcile observed non-Gaussianity by explicitly in-voking the continuous time random walk (CTRW) formalism \[19\], but without restricting ourselves to specific examples. Specifically we extend the approach of large deviations to both space and time. The random number of measured jumps naturally occurs in CTRW due to random waiting times between the jumps. While for constant number of jumps the Large Deviations approach fails to produce universal behavior (as we show below), the situation with random number of jumps that we treat here is quite different. We develop a subordination approach for Large Deviations and show that for any process that involves a random number of jumps, and can be modeled by CTRW, a very general statement holds: *the exponential tails for the positional PDF are rather a rule and not an exception.* The exponential decay of the tails is a general feature exactly like the Gaussian behavior (that is dictated by CLT) at the center.

Let us first stress out why, mathematically speaking, the numerously observed exponential decay is *unexpected* from the standpoint of a regular random walk and standard Large Deviation approach \[20\]–\[25\]. The random walk definition is as follows, at each step a particle can perform a step of size \(x\), while the PDF of \(x\) is given by \(f(x)\). After \(N\) steps the position \(X\) is simply the sum of all random and independent steps \(X = \sum_{i=1}^{N} x_i\). We will concentrate on the case when \(f(x)\) is symmetric and decays as \(f(x) \sim \exp (-(|x|/\delta)^\beta)\) when \(|x| \to \infty\), \((\beta > 1)\). Namely, we exclude here power law decay of \(f(x)\), in particular we are in the domain of attraction of the Gaussian CLT. Indeed, the first moment \(\langle x \rangle\) is 0 due to symmetry and the second moment, \(\langle x^2 \rangle = \int_{-\infty}^{\infty} x^2 f(x) \, dx\), is finite. Thus according to CLT, when \(|X|/N\) is not large, the PDF to find the particle at position \(X\) after \(N\) steps, i.e. \(P_N(X) \sim \exp \left( -N\left[ \frac{1}{\sqrt{2\langle x^2 \rangle}} \left( \frac{|X|}{N} \right) \right]^2 \right) \). All the different properties of \(f(x)\) enter solely via \(\langle x^2 \rangle\), the functional Gaussian form is universal. The situation for the tails is quite different. According to the Theory of Large Deviations, and more specifically Cramér’s Theorem \[20\], for large \(N \to \infty\), \(P_N(X) \sim \exp \left( -NI \left( \frac{|X|}{N} \right) \right)\) where the rate function \(I(a) = \sup \Omega \{ a \Omega \Omega - \log \left[ \langle \exp (a \Omega x) \rangle \right] \} \). For small \(|X|/N\), this leads to quadratic form of \(I(|X|/N)\) and the already mentioned Gaussian behavior of \(P_N(X)\) at the center. But for the tails, a straight-forward result of this theorem is that when \(|X|/N \to \infty\) the rate function takes the form \(I(a) \sim a^\beta\) and

\[
P_N(X) \overset{N \to \infty}{\sim} \exp \left( -N \left[ \frac{1}{\delta} \left( \frac{|X|}{N} \right) \right]^{\beta} \right) \quad \frac{|X|}{N} \to \infty. \tag{1}
\]
Indeed, if $\beta = 2$, $\mathcal{P}_N(X)$ is Gaussian, and hence exponential tails are not present. From Eq. (1) it becomes quite obvious that the functional form of the decay is $\beta$ dependent and non-universal. It is natural to expect that the decay of the tails is very specific. This is why, based on the regular random walk perspective, the large number of different experiments that show very similar functional decay (i.e. exponential) is definitely unexpected. Unless one assumes intrinsic exponential distribution for the jumps of the particle ($\beta = 1$), in all the different experiments, which is unlikely.

We already mentioned our intention to resolve this issue by using the fact that the number of steps in most experiments is random for any finite measurement time $t$. Probably the simplest assumption is that the particle will wait for some random time $\tau$ between successive steps. This assumption is exactly the framework of CTRW and it leads to randomization of $N$ [26]. The CTRW is a widely applicable model for transport in disordered media [26, 27] that describes a particle that performs random independent steps $x$, determined by the PDF $f(x)$, and between two successive steps the particle waits a random time $\tau$ that is distributed according to $\psi(\tau)$. All the waiting times are independent. The probability of observing $N$ steps at time $t$, $Q_t(N)$, is fully determined by $\psi(\tau)$ (see below). For CTRW the position $X = \sum_{i=1}^{N} x_i$ depends both on the random $\{x_i\}$s and the random $N$. By conditioning on the specific outcomes of $N$ steps, the PDF to find the particle at $X$ at time $t$ is

$$P(X,t) = \sum_{N=0}^{\infty} \mathcal{P}_N(X)Q_t(N). \quad (2)$$

Eq. (2) is also known as the subordination of the spatial process for $X$ by the temporal process for $N$ [26, 28–31]. The regular approach for CTRW without anomalously large jumps [27] is to replace $\mathcal{P}_N(X)$ in Eq. (2) by the Gaussian approximation. From Eq. (1) it is clear that for the tails, the Gaussian approximation is simply incorrect, unless $\beta = 2$. In order to accomplish the calculation of $P(X,t)$ for large $|X|$ the first thing to do is to insert the form of $\mathcal{P}_N(X)$ in Eq. (1) into Eq. (2), instead of the Gaussian approximation, i.e. subordination of Large Deviations. In the following we provide a sketch of the proof while a complete derivation will be published in a longer publication. In Eq. (2) one notices that for large $|X|$ the form of Large Deviations for $\mathcal{P}_N(X)$ (i.e. Eq. (1)) states that all the small $N$ contributions of $\mathcal{P}_N(X)$ are negligible, as compared to large $N$. So the sum in Eq. (2), with Eq. (1) for $\mathcal{P}_N(X)$, is affected only by large $N$ values of $Q_t(N)$ when $|X|$ is large. Indeed, for any fixed $t$ the position $|X|$ can be chosen arbitrary large in-order to suppress all the
FIG. 1. Numerical simulations (symbols) of $Q_t(N)$ are compared to Eq. (5) (lines) for three different $\psi(\tau)$s. □ is the Half Gaussian Distribution $\psi(\tau) = \frac{2}{\sqrt{\pi}} \exp(-\tau^2/25\pi)$, measurement time is $t = 1.5$. ○ is a special form of Beta distribution $\psi(\tau) = 6\tau(1-\tau)$, $0 \leq \tau \leq 1$ ($t = 1.5$), and △ is the Dagum distribution $\psi(\tau) = 1/(1+\tau)^2$ while measurement time $t = 2.5$.

Contributions of $P_N(X) Q_t(N)$, for any finite $N$. It is thus crucial to obtain the large $N$ behavior of $Q_t(N)$.

$Q_t(N)$ in the $N \to \infty$ limit is the probability of occurrence of a rare event, i.e., large number of steps, in finite time. The distribution of the dwell time $\tau$ between two steps, $\psi(\tau)$, is independent of previous or following waiting times. The probability $Q_t(N)$ is the probability that $\sum_{i=1}^{N} \tau_i < t$ while $\sum_{i=1}^{N+1} \tau_i > t$, where $\{\tau_i\}$ are the waiting times. Due to convolution property of Laplace transform, $\hat{Q}_s(N) = \int_0^\infty \exp(-st) Q_t(N) \, dt$ is

$$\hat{Q}_s(N) = \hat{\psi}(s)^N \left(1 - \hat{\psi}(s)\right) / s,$$

(3)

where $\hat{\psi}(s) = \int_0^\infty \psi(t) \exp(-st) \, dt$. It is assumed that the short time ($\tau \to 0$) Taylor expansion of $\psi(\tau)$ is

$$\psi(\tau) \sim \sum_{j=0}^\infty C_{A+j} \tau^{A+j},$$

where $A \geq 0$ is an integer. This is a very natural assumption as it merely demands that $\psi(\tau)$ will be analytic at the vicinity of $\tau = 0$. In the Appendix IA we use a power series expansion of $\hat{Q}_s(N)$ to show that the leading term of $Q_t(N)$ in the large $N$ limit is

$$Q_t(N) \sim \left(|C_A\Gamma(A+1)|^{1/3} \cdot t \right)^{N(A+1)} \cdot e^{-|C_{A+1}t|}.$$  

(4)

It attains the form of the large deviation principle, $Q_t(N) \sim \exp \left(-NT(t/N)\right)$ (see Appendix IA). This general result holds for any $\psi(\tau)$, while $t$ is kept constant and $N \to \infty$. It
is not affected by the large \( \tau \) behavior of \( \psi(\tau) \) and includes situations when \( \langle \tau \rangle \to \infty \), i.e. anomalous diffusion \[26, 27\]. For the case when \( \psi(\tau) \) is exponential, \( Q_t(N) \) is a Poisson distribution and Eq. \( (5) \) agrees perfectly with this fact.

Supplemented with the general result for \( Q_t(N) \) and using Eq. \( (1) \) for \( P_N(X) \) we finally obtain the tail behavior of \( P(X, t) \). We plug Eq. \( (1) \) and Eq. \( (5) \) into Eq. \( (2) \), approximate the sum by an integral over \( N \) and obtain

\[
P(X, t) \sim \int_0^\infty \exp \left( -N \left[ \frac{1}{\delta} \frac{|X|}{N} \right]^\beta - \frac{C_{A+1}}{C_A} \frac{t}{N} - (A+1) \left[ \log((C_A \Gamma(A+1))^{\frac{1}{A+1}} \frac{t}{N}) + 1 \right] \right) dN.
\]

Clearly this represents a subordination of Large Deviations result, i.e. Cramer’s theorem with the just obtained universal \( Q_t(N) \). We now use the saddle point approximation in order to calculate the integral for \( |X| \to \infty \). We find that the maximum of \( K(N) \) is achieved for

\[
N^* = |X| g_0 W_0 \left[ g_1 \left( \frac{|X|}{t} \right)^\beta \right]^{-1/\beta}
\]

where \( g_0 = (\beta(\beta - 1)/(A + 1))^{1/\beta}/\delta \), \( g_1 = \left[ g_0 (A + 1)/(C_A \Gamma(A + 1))^{\frac{1}{A+1}} \right]^{\beta} \) and \( W_0(y) \) is the principal branch of a Lambert \( W \) function \[34–37\], i.e. a solution of the equation \( W(y) \exp(W(y)) = y \). Therefore the asymptotic behavior of \( P(X, t) \) in the \( |X| \to \infty \) limit is provided by

\[
P(X, t) \xrightarrow{|X| \to \infty} \exp \left( -t \left\{ \frac{|X|}{t} Z \left( \frac{|X|}{t} \right) + C \right\} \right) \frac{\sqrt{2\pi K''(N^*)}}{\sqrt{2\pi K''(N^*)}}
\]

where

\[
Z(y) = \frac{\left( \frac{g_0 (A+1)}{\beta} + \frac{1}{g_0^{1-1/\delta}} \right) W_0 \left[ g_1 y^\beta \right] - g_0 (A + 1)}{W_0 \left[ g_1 y^\beta \right]^\frac{1}{\beta}}
\]

and \( C = -C_{A+1}/C_A \). The function \( W_0(y) \) \( (y \geq -1/e) \) is a monotonically increasing function with sub-logarithmic slow growth, \( \log(y) - \log(\log(y)) \leq W_0(y) \leq \log(y) - \frac{1}{2} \log(\log(y)) \) for \( e \leq y \[38\]. The asymptotic expansion for \( y \to \infty \) is \( W_0(y) \sim \log(y) - \log(\log(y)) \) and in the limit \( |X|/t \to \infty \), Eq. \( (8) \) obtains the form

\[
P(X, t) \xrightarrow{|X|/t \to \infty} \exp \left( -t \left[ \kappa \log \left( \frac{|X|}{t} \right)^{1-1/\beta} \frac{|X|}{t} + C \right) \right)
\]
FIG. 2. Universality of exponential tails. Comparison of $P(X, t)$ obtained from CTRW simulations (symbols) and theoretical prediction Eq. (8) without fitting (see Appendix IB). ○ displays CTRW where $f(x)$ is uniform between $-0.5$ and $0.5$ (and zero everywhere else), $\psi(\tau) = 1/(1 + \tau)^2$, $t = 1.5$, and the theory is the thick line. △ is for $f(x) = \exp(-50x^2)/\sqrt{\pi/50}$, $\psi(\tau)$ is uniform between $0$ and $1$ (and zero everywhere else), $t = 1.5$, and the theory is the dashed line. Notice the log-linear coordinates, indicating that $P(X, t)$ is exponential like in many experiments mentioned in the introduction.

and $\kappa = \left(g_0(A + 1)/\beta + 1/g_0^{\beta - 1}\delta^\beta\right)\beta^{1-1/\beta}$. This result states that the tails of $P(X, t)$ will exhibit almost exponential decay. The logarithmic corrections, due to slow sub-logarithmic growth of $Z(...)$ in Eq. (8), will cause small deviations from pure exponential behavior and overall it would seem that $yZ(y) + C$ converges to linear form. In Fig 2 this (approximately) exponential behavior of $P(X, t)$ is displayed for two different pairs of $f(x)$ and $\psi(\tau)$. As we already mentioned, in the case of $P(X, t)$, $t$ is not limited to the domain of large values. If $t$ can take small enough values, while keeping the values of $Z(|X|/t)|X|/t + C$ not too large, the exponential behavior can be readily observed in experimental situation.

This explains the large amount of experimental systems where the exponential decay of the $P(X, t)$ was recorded. Specifically relevant are the glassy systems [39], where the CTRW approach [13, 39, 40], proved to be useful. The dynamics of single glass-formers, e.g. colloids, often presents itself in the form of “jumps” and those jumps are also present in many of the glass theories, as discussed in [39]. Such jumps will usually look like extreme events on top of a caged Brownian motion, e.g. Fig. 3. As long as the scale of those very fast and rare “jumps” is significantly larger than the ongoing diffusion, the tails of $P(X, t)$ will be completely dictated by the statistics of those “jumps”. The randomness in the number of such $N$ “jumps” is what makes it an important factor behind the observed universal
FIG. 3. Typical trajectory of Brownian motion combined with CTRW. The arrows label the instantaneous jumps of the CTRW process. The probability to observe the particle at large $X$ is controlled by appearance of such jumps.

exponential decay of $P(X, t)$ and the convergence to exponential behavior occurs even on time scales when the average number of jumps is small.

When the exponential decay of the tails of $P(X, t)$ is compared to Gaussian behavior at the center, it is important to stress out the different time-scales when these two behavior will take place. The Gaussian behavior will appear only when the measurement time is sufficiently long, while the exponential decay will take place for any time (as we already mentioned). Both features are based on statistics of large number of events. While for the center of $P(X, t)$, large number of events is sampled only for long enough time, the tails that describe the rare events are by themselves a manifestation of appearance of a large group of events. It is then expected that in an experimental situation the exponential decay will show itself long before the convergence to Gaussian will appear [10]. For long measurement time Eq. (8) also holds, but when $t$ is large $|X|$ must be enormous in-order for $|X|/t$ to be sufficiently large. Thus the exponential tails are simply pushed towards really small values of $P(X, t)$, i.e. far from the center.

We presented a space-time theory for large deviations of the widely applicable continuous time random walk. This theory provides an explanation for a large class of recent experimental observations of diffusion processes. In this sense, the reported universal behavior is likely to establish a link between experiments and the theory of large deviations. The large deviation principle for space, $\mathcal{P}_N(X) \sim \exp[-NI_S(X)]$ Eq. (1), and for time $\mathcal{Q}_t(N) \sim \exp[-NI_T(t)]$ Eq. (5), were described by rate functions $I_S(\cdots)$ and $I_T(\cdots)$, respectively. The subordination approach yielded our main result, Eq. (8), where the rate
function $\frac{|X|}{t} Z \left( \frac{|X|}{t} \right) + C$ controls the decay of the PDF. It is however remarkable that our theory works for any $t$. This stems from the fact that once $X$ is large, a large number of jumps is needed to arrive to this position. When the number of jumps is fixed, as in a standard random walk, the widely observed universal decay is completely missed. Deviations from the presented theory are expected when $\psi(\tau)$ is non-analytic in the vicinity of $\tau = 0$ or when the decay of $f(x)$ is broad, e.g. power-law.

It is also worth mentioning that the CTRW formalism will present a Fickian diffusion, i.e. linear growth of the mean squared distance with time, as long as $\langle \tau \rangle$ is finite [41]. This means that the presented broad class of models investigated here will also show the widely investigated Fickian yet non-Gaussian behavior [9, 10, 18, 42–44]. Finally, we notice that the presented results are expected to have a high impact on the field of triggered reactions in Physics, Chemistry and Biology [45–47]. In any situation where a reaction occurs as a result of a first arrival, the universal rare behavior described here will dominate due to the simple fact that exponential decay is significantly slower than the Gaussian case of simple diffusion. This has crucial consequences for transport in such systems as the living cell [47, 48].
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I. APPENDIX

A. Derivation of $Q_t(N)$

In the article we presented the problem of observing $N$ jumps for a renewal process when the waiting times between the jumps are random and distributed according to $\psi(\tau)$. We use the assumption that the process posses the renewal property, i.e. independent $\tau$ and that the Taylor expansion of $\psi(\tau)$ in the $\tau \to 0$ limit is provided by

$$\psi(\tau) \sim \sum_{i=0}^{\infty} C_{A+i} \tau^{A+i}. \quad (11)$$

The probability $Q_t(N)$ is the probability that a sum of $N$ positive independent random variables $\tau_i$ equals to $t'<t$, and the $N+1$ random variable $\tau_{N+1}$ is larger than $t-t'$. Due to convolution property of Laplace transform, $\hat{Q}_s(N) = \int_0^\infty \exp(-st)Q_t(N) \, dt$ is [32, 33]

$$\hat{Q}_s(N) = \hat{\psi}(s)^N \left( 1 - \hat{\psi}(s) \right) / s, \quad (12)$$
where \( \hat{\psi}(s) = \int_0^\infty \psi(\tau) \exp(-s\tau) \, d\tau \). Eq. (11), and Tauberian Theorem 49, dictates the form of \( \hat{\psi}(s) \) in the limit \( s \to \infty \)

\[
\hat{\psi}(s) \sim \sum_{i=0}^{\infty} \frac{C_{A+i}(A+i+1)}{s^{A+i+1}}.
\]

(13)

By introducing Eq. (13) into Eq. (12) we obtain the \( s \to \infty \) expansion of \( \hat{Q}_s(N) \)

\[
\hat{Q}_s(N) \sim \left( \frac{C_A(A+1)}{s^{A+1}} + \sum_{i=1}^{\infty} \frac{C_{A+i}(A+i+1)}{s^{A+i+1}} \right)^N \left( \frac{1}{s} - \sum_{i=0}^{\infty} \frac{C_{A+i}(A+i+1)}{s^{A+i+1}} \right),
\]

(14)

that is easily rewritten as

\[
\hat{Q}_s(N) \sim \frac{[C_A(A+1)]^N}{s^{N(A+1)+1}} \left( 1 + \sum_{i=1}^{\infty} \frac{C_{A+i}(A+i+1)}{C_A(A+1)s^i} \right)^N \left( 1 - \sum_{i=0}^{\infty} \frac{C_{A+i}(A+i+1)}{s^{A+i+1}} \right),
\]

(15)

and by application of the binomial expansion

\[
\hat{Q}_s(N) = \frac{[C_A(A+1)]^N}{s^{N(A+1)+1}} \sum_{n=0}^{N} \binom{N}{n} \left( \sum_{i=1}^{\infty} \frac{C_{A+i}(A+i+1)}{C_A(A+1)s^i} \right)^n \left( 1 - \sum_{i=0}^{\infty} \frac{C_{A+i}(A+i+1)}{s^{A+i+1}} \right).
\]

(16)

Next we use the multinomial expansion \( (\sum_{i=0}^{m} w_i)^n = \sum_{(k_i)} \prod_{i=0}^{n} k_i! \prod_{i=0}^{m} w_i^{k_i} \) where the summation is for all possible variations of integer \( k_i \) such that the condition \( \sum_{i=0}^{m} k_i = n \) holds.

We use this form in the \( m \to \infty \) limit and obtain from Eq. (16)

\[
\hat{Q}_s(N) = \sum_{n=0}^{N} \sum_{\{k_i\}} \sum_{j=0}^{\infty} \binom{N}{n} \left( \frac{C_A(A+1)}{s^{N(A+1)+1}} \right)^n \times
\]

\[
\times \frac{n!}{\prod_{i=0}^{\infty} k_i!} \left( \prod_{i=0}^{\infty} \frac{C_{A+i}(A+2+i)}{C_A(A+1)} \right)^{k_i} \frac{B_j}{s^{\sum_{i=0}^{\infty} (i+1)k_i + l_j}},
\]

(17)

where \( B_0 = 1 \) and \( l_0 = 0 \) while for any \( j \geq 1 \) \( B_j = -C_{A+j-1}(A+j) \) and \( l_j = A+j \). The inverse Laplace transform of \( 1/s^{\alpha+1} \) is \( t^\alpha / \Gamma(\alpha+1) \), when \( \alpha > -1 \), then from Eq. (17) the form of \( Q_t(N) \) is

\[
Q_t(N) = \sum_{n=0}^{N} \sum_{\{k_i\}} \sum_{j=0}^{\infty} \frac{[C_A(A+1)]^n N!}{(N-n)!} \prod_{i=0}^{\infty} k_i! \left( \prod_{i=0}^{\infty} \frac{C_{A+i}(A+2+i)}{C_A(A+1)} \right)^{k_i} \times
\]

\[
\times \frac{B_j}{\Gamma(N(A+1)+\sum_{i=0}^{\infty} (i+1)k_i + l_j)} \frac{\{N(A+1)+\sum_{i=0}^{\infty} (i+1)k_i + l_j\}}{t^{\sum_{i=0}^{\infty} (i+1)k_i + l_j + 1}}.
\]

(18)
By taking out of the sum the common multiplier \( \frac{(C_A\Gamma(A+1) t^{A+1})^N}{\Gamma(N(A+1)+1)} \), Eq. (18) is transformed into

\[
Q_t(n) = \left( \frac{C_A\Gamma(A+1)}{\Gamma(N(A+1)+1)} \right)^N \sum_{n=0}^{\infty} \sum_{\{k_i\}} \sum_{j=0}^{\infty} B_{ij} t \left[ \sum_{i=0}^{\infty} (i+1)k_i + l_j \right] \]

\[
\times \left( \prod_{i=0}^{\infty} \left[ \frac{C_{A+1+i}\Gamma(A+2+i)}{C_A\Gamma(A+1)} \right]^{k_i} \right) \frac{(N(A+1))!N!n!}{n!(N-n)!} \prod_{i=0}^{\infty} k_i! \frac{1}{\Gamma(N(A+1) + \sum_{i=0}^{\infty} (i+1)k_i + l_j + 1)}.
\]

(19)

We now fix \( t \) and take the \( N \to \infty \) limit. The prefactor \( \frac{(C_A\Gamma(A+1) t^{A+1})^N}{\Gamma(N(A+1)+1)} \) in Eq. (19) is the leading order term in \( N \) and the only other terms in the triple sum that contribute to the leading order are the ones that do not converge to 0 as \( N \to \infty \). The next step is to identify the terms with the largest contribution to the value of the sum in the \( N \to \infty \) limit.

First of all, since \( \forall j, l_j \geq 0 \) and \( B_{ij} \) is independent of \( N \), we should take the minimal value of \( l_j \), i.e. \( j = 0 \). For any \( j > 0, l_j > 0 \), and such terms differ from the \( j = 0 \) case by multiplications by terms of the form \( 1/\prod_{r=1}^{A+j} \left( N(A+1) + \sum_{i=0}^{\infty} (i+1)k_i + r \right) \). Consequently, the summation over \( j \) in Eq. (19) contributes only the \( j = 0 \) term.

Next we treat the summation over all different \( k_i \), i.e. \( \sum_{\{k_i\}} \). For a given \( n \) and a given realization of \( \{k_i\} \) the term that is needed to be considered is

\[
\prod_{i=0}^{\infty} \left[ \frac{C_{A+1+i}\Gamma(A+2+i)}{C_A\Gamma(A+1)} \right]^{k_i} \left( \prod_{i=0}^{\infty} k_i! \right) \frac{1}{\Gamma(N(A+1) + \sum_{i=0}^{\infty} (i+1)k_i + 1)}.
\]

(20)

Due to the fact that \( \sum_{i=0}^{\infty} k_i = n \) it is obvious that \( 1/\Gamma(\ldots) \) is maximal for the realization when \( k_i = n\delta_{i,0} \), (\( \delta_{i,j} \) is Kronicker \( \delta \)-function). Any other realization of \( \{k_i\} \) will introduce multiplication by \( \sum_{i=0}^{\infty} ik_i \geq 1 \) terms of the form \( 1/\Gamma(N(A+1) + n + j + 1) \), where \( 1 \leq j \leq \sum_{i=0}^{\infty} ik_i \). In the large \( N \) limit those multipliers will always diminish any contribution that will be introduced by \( \prod_{i=0}^{\infty} \left[ \frac{C_{A+1+i}\Gamma(A+2+i)}{C_A\Gamma(A+1)} \right]^{k_i} \prod_{i=0}^{\infty} k_i! \). Eventually we are left with the expression

\[
Q_t(n) \xrightarrow{N \to \infty} \frac{(C_A\Gamma(A+1) t^{A+1})^N}{\Gamma(N(A+1)+1)} \sum_{n=0}^{\infty} \left[ \frac{t_{C_{A+1+i}\Gamma(A+2)}\Gamma(A+1)}{C_A\Gamma(A+1)} \right]^n \frac{(N(A+1))!N!}{n!(N-n)!(N(A+1)+n)!}.
\]

(21)
For the fraction of factorials we use $N!/(N - n)! = (-1)^n(-(N - n + 1))(-(N - n + 2)) \ldots (-N)$ and $(N(A+1)+n)!/(N(A+1))! = (N(A+1) + \ldots (N(A+1)+n)$ to obtain

$$Q_t(n) \xrightarrow{N \to \infty} \frac{(C_A \Gamma(A+1)t^{A+1})^N}{\Gamma(N(A+1)+1)} \sum_{n=0}^{N} \left[ -t \frac{C_{A+1}(A+1)}{C_A} \right]^n \frac{(-N)_n}{(N(A+1)+1)_n}, \quad (22)$$

where $(a)_b = \Gamma(a+b)/\Gamma(a)$ is the Pochhammer symbol [50]. By using the fact that $(-N)_n = 0$ for any $n > N$, Eq. (18) is rewritten as

$$Q_t(n) \xrightarrow{N \to \infty} \frac{(C_A \Gamma(A+1)t^{A+1})^N}{\Gamma(N(A+1)+1)} \, _1F_1 \left( -N; N(A+1)+1; -t \frac{C_{A+1}(A+1)}{C_A} \right), \quad (23)$$

where $\, _1F_1(a; b; z) = \sum_{n=0}^{\infty} (a)_n z^n / (b)_n n!$ is the Kummer’s function of the first kind [50]. The Kummer function $\, _1F_1(a; b; z)$ satisfies the second order differential equation $z \frac{d^2F_1(a;b;z)}{dz^2} + (b-z) \frac{dF_1(a;b;z)}{dz} - a_1 F_1(a;b;z) = 0$, that for the specific parameters of Eq. (23) ($a = -N$ and $b = N(A+1)+1$) is given by

$$z \frac{d^2F_1}{dz^2} + (N(A+1)+1-z) \frac{dF_1}{dz} + N \frac{F_1}{z} = 0. \quad (24)$$

Multiplying Eq. (24) by $1/N$ and taking the $N \to \infty$ limit we obtain $\frac{d F_1}{dz} + \frac{1}{A+1} F_1 = 0$ which provides the asymptotic behavior

$$\, _1F_1(-N; N(A+1)+1; z) \xrightarrow{N \to \infty} \exp \left( -\frac{z}{A+1} \right). \quad (25)$$

Eq. (25) and Eq. (23) give the asymptotic behavior of $Q_t(N)$

$$Q_t(N) \xrightarrow{N \to \infty} \frac{(C_A \Gamma(A+1)t^{A+1})^N}{\Gamma(N(A+1)+1)} e^{\frac{C_{A+1}}{C_A} t}. \quad (26)$$

Finally, by using the Stirling’s approximation we obtain

$$Q_t(N) \xrightarrow{N \to \infty} e^{-N(A+1)} \left( -\log \left( \frac{e(C_A \Gamma(A+1))^{A+1}}{A+1} \right)^N \frac{t}{N} - \frac{C_{A+1}}{C_A} \frac{t}{N} \right). \quad (27)$$

**B. Details of $P(X, t)$ in Fig. 2**

The case of Gaussian $f(x)$ and uniform $\psi(\tau)$ produce $A = 0$ and $C_A = 1$, $C_{A+1} = 0$. In this case $K(N) = -X^2/2\delta^2 N + N(\log(t) - \log(N) + 1)$. The maxima is obtained for $N^* = (|X|/\delta)/W_0(X^2/\delta^2)^{1/2}$ and $P(X, t) = \exp \left( K(N^*) \right) / \sqrt{2\pi K''(N^*)}$. The case of uniform $f(x)$ and Dagum distribution $\psi(\tau) = 1/(1+\tau)^2$ produce $A = 0$ and $C_A = 1$,
$C_{A+1} = -2$. In this case of uniform $f(x)$, $\beta \to \infty$ and careful calculation of the limits gives $K(N) = t(\frac{1}{N} \exp(N/2) - 2) - N|X|$ and the maxima is obtained for $N^* = -2W_{-1}(\frac{-t}{4N})$. Notice that this time $W_{-1}(y)$ is the lower branch of Lambert $W$ function, $W_{-1}(y)$ is defined for $-\frac{1}{e} \leq y < 0$. Finally, $P(X,t) = \exp (K(N^*)) / \sqrt{2\pi K''(N^*)}$.

[1] Edinburgh Medical and Surgical Journal 13, 260 (1817).
[2] J. Perrin, Ann. Chim Phys 18, 5 (1909).
[3] E. R. Weeks et al., Science 287, 627 (2000).
[4] W. Kegel and A. van Blaaderen, Science 287, 290 (2000).
[5] C. Xue, X. Zheng, K. Chen, Y. Tian, and G. Hu, J. Phys. Chem. Lett. 7, 514 (2016).
[6] M. J. Skaug, J. Mabry, and D. K. Schwartz, Phys. Rev. Lett. 110, 256101 (2013).
[7] D. Wang, H. Wu, and D. K. Schwartz, Phys. Rev. Lett. 119, 268001 (2017).
[8] M. Munder et al., eLife 5, e09347 (2016).
[9] B. Wang, S. Anthony, S. Bae, and S. Granick, Proc. Natl. Acad. Sci. U.S.A. 106, 15160 (2009).
[10] B. Wang, J. Kuo, S. Bae, and S. Granick, Nat. Mater. 11, 481 (2012).
[11] T. Toyota, D. A. Head, C. Schmidt, and D. Mizuno, Soft Matter 7, 3234 (2011).
[12] A. Silva, R. Prange, and V. Yakovenko, Physica A 344, 227 (2004).
[13] P. Chaudhuri, L. Berthier, and W. Kob, Phys. Rev. Lett. 99, 060604 (2007).
[14] C. Eisenmann, C. Kim, J. Mattsson, and D. A. Weitz, Phys. Rev. Lett. 104, 035502 (2010).
[15] S. Hapca, J. Crawford, and I. Young, J. R. Soc. Interface 6, 111 (2008).
[16] K. Leptos, J. Guasto, J. Gollub, A. Pesci, and R. Goldstein, Phys. Rev. Lett. 103, 198103 (2009).
[17] R. Jeanneret, D. O. Pushkin, V. Kantsler, and M. Polin, Nat. Comm. 7, 12518 (2016).
[18] A. V. Chechkin, F. Seno, R. Metzler, and I. M. Sokolov, Phys. Rev. X 7, 021002 (2017).
[19] E. Montroll and G. Weiss, J. Math. Phys. 6, 167 (1965).
[20] H. Touchette, Physics Reports 478, 1 (2009).
[21] S. N. M. M. Vergassola, Phys. Rev. Lett. 102, 060601 (2009).
[22] P. L. Krapivsky, K. Mallick, and T. Sadhu, Phys. Rev. Lett. 113, 078101 (2014).
[23] C. Hegde, S. Sabhapandit, and A. Dhar, Phys. Rev. Lett. 113, 120601 (2014).
[24] D. Nickelsen and H. Touchette, Phys. Rev. Lett. 121, 090602 (2018).
[25] B. Derrida, J. Stat. Mech. Theory Exp., P07023 (2007).
[26] J. P. Bouchaud and A. Georges, Phys. Rep. 195, 127 (1990).
[27] R. Metzler and J. Klafter, Phys. Rep. 339, 1 (2000).
[28] Y. He, S. Burov, R. Metzler, and E. Barkai, Phys. Rev. Lett. 101, 058101 (2008).
[29] S. Burov, Phys. Rev. E 96, 050103 (2017).
[30] M. Magdziarz, A. Weron, and J. Klafter, Phys. Rev. Lett. 101, 210601 (2008).
[31] I. M. Sokolov, Physics 1, 8 (2008).
[32] C. Godrèche and J. M. Luck, J. Stat. Phys. 104, 489 (2001).
[33] D. R. Cox, Renewal Theory (Methuen and Co Ltd, London, 1962).
[34] This function is tabulated in Mathematica.
[35] R. M. Corless, G. H. Gonnet, D. E. G. Hare, D. J. Jeffrey, and D. E. Knuth, Advances in Computational Mathematics 5, 329 (1996).
[36] L. Zarfaty and B. Meerson, J. Stat. Mech., 033304 (2016).
[37] L. Zarfaty, A. Peletskyi, I. Fouxon, S. Denisov, and E. Barkai, Phys. Rev. E 98, 010101 (2018).
[38] A. Hoorfar and M. Hassani, Journal of Inequalities of Pure and Applied Mathematics 9, 51 (2008).
[39] M. Ciamarra, R. Pastore, and A. Coniglio, Soft Matter 12, 358 (2016).
[40] J. Helfferich et al., Phys. Rev. E 89, 042603 (2014).
[41] J. W. Haus and K. W. Kehr, Phys. Rep. 150, 263 (1987).
[42] M. Chubynsky and G. Slater, Phys. Rev. Lett. 113, 098302 (2014).
[43] R. Jain and K. Sebastian, J. Phys. Chem. B 120, 3988 (2016).
[44] T. Uneyama, T. Miyaguchi, and T. Akimoto, Phys. Rev. E 99, 032127 (2019).
[45] C. Loverdo, O. Be’‘nichou, M. Moreau, and R. Voituriez, Nat. Phys. 4, 134 (2008).
[46] O. Be’‘nichou, C. Chevalier, J. Klafter, B. Meyer, and R. Voituriez, Nat. Chem. 2, 472 (2010).
[47] Y. Lanoisele’‘e, N. Moutal, and D. S. Grebenkov, Nat. Comm. 9, 4398 (2018).
[48] S. M. A. Tabei et al., Proc. Natl. Acad. Sci. U. S. A. 110, 4911 (2013).
[49] G. H. Weiss, Aspects and Applications of the Random Walk (North-Holland, Amsterdam, 1994).
[50] M. Abramowitz and I. A. Stegun, *Handbook of Mathematical Functions* (Dover Publications, New York, 1972).