Magnetic order and disorder in a quasi-two-dimensional quantum Heisenberg antiferromagnet with randomized exchange
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We present an investigation of the effect of randomizing exchange strengths in the $S = 1/2$ square lattice quasi-two-dimensional quantum Heisenberg antiferromagnet (QuinH)$_2$Cu(Cl$_x$Br$_{1-x}$)$_2$·2H$_2$O (QuinH=quinolinium, C$_9$H$_8$N$^+$), with $0 \leq x \leq 1$. Pulsed-field magnetization measurements allow us to estimate an effective in-plane exchange strength $J$ in a regime where exchange fosters short-range order, while the temperature $T_N$ at which long range order (LRO) occurs is found using muon-spin relaxation, allowing us to construct a phase diagram for the series. We evaluate the effectiveness of disorder in suppressing $T_N$ and the ordered moment size and find an extended disordered phase in the region $0.4 \lesssim x \lesssim 0.8$ where no magnetic order occurs, driven by quantum effects of the exchange randomness.

Understanding the role of disorder at a microscopic level on magnetic ground states is an important prerequisite to future applications of quantum spin systems. The ground states of unfrustrated magnets with classical moments are predicted to be robust with respect to low levels of disorder, while such disorder is thought to have a far stronger effect on quantum spin systems [1–3]. The two-dimensional (2D) $S = 1/2$ square lattice quantum Heisenberg antiferromagnet (QHAF) has previously been investigated in this context through the introduction of nonmagnetic on-site impurities in CuO [6] and CuF$_4$ [7] planes. However, there is less work on other forms of quenched disorder such as the case of randomized bonds, where the strength of exchange coupling is varied across the lattice. Numerical treatments of this problem [2] suggest that if the bond disorder is homogeneous, the ground state of the system is very robust, even against strong bond disorder, with the spin stiffness and order parameter being exponentially reduced and only vanishing in the case of infinite randomness. However, if disorder is inhomogeneous [3], the occurrence of lower-dimensional quantum states, such as dimer singlets, significantly enhances quantum fluctuations, which reflect low-temperature, time-dependence in the states of the system (and differ from the time-independent, temperature-driven classical fluctuations that dominate magnetism at elevated temperatures). Disorder can also give rise to spin frustration, which strongly suppresses correlation lengths [4]. In these latter cases, long-range order can be destroyed with a quantum-disordered phase resulting [10]. We present here a rare and complete experimental investigation of a 2D QHAF with randomized exchange strengths. We indeed find evidence for the formation of small clusters of fluctuating quantum spins acting to destabilize magnetic order.

We use coordination chemistry to generate a tuneable family of low-dimensional materials in which $S = 1/2$ Cu$^{2+}$ ions are linked magnetically via a superexchange pathway mediated by halogen bonds. Previous work has shown that by substituting halogen ions in the superexchange pathway, differing exchange strengths can be realised [11, 12]. For example, an investigation of one-dimensional Cu(py)$_2$(Br$_{1-x}$Cl$_x$)$_2$ (py=pyridine, C$_5$H$_5$N) [13], showed that randomized bonds have a strong effect on the exchange energy $J$, ordering temperature $T_N$ and sublattice magnetization $m$.

The square lattice case is addressed here through pulsed-field magnetization and muon-spin rotation ($\mu^+$SR) measurements of the series (QuinH)$_2$Cu(Cl)$_x$Br$_{1-x}$)$_2$·2H$_2$O (QuinH=quinolinium, C$_9$H$_8$N$^+$) [14, 15]. This combination of techniques is well suited to determining the magnetic ground state of low-dimensional Cu$^{2+}$ complexes [17, 19]. Our series is based on 2D antiferromagnetic (AF) layers of Cu$^2$−.
distorted tetrahedra (where the halogen $Z = \text{Cl}$ or $\text{Br}$). The tetrahedra are related by C-centering, resulting in a square magnetic lattice, with each $S = 1/2 \text{Cu}^{2+}$ ion having four identical nearest neighbours. Hydrogen bonding to water molecules within the layer generates close $Z-Z$ contacts, providing the AF superexchange pathway. These 2D AF layers are well isolated owing to the presence of alternating layers of QuinH cations. The magnetic properties of the $x = 0$ compound (QuinH)$_2\text{CuBr}_3\cdot2\text{H}_2\text{O}$ suggest it represents a good realization of the 2D QHAF model with intraplane exchange strength $J(x = 0) = 6.17(3) \text{K}$ [15]. Comparing $x = 1$ ($Z = \text{Cl}$) and $x = 0$ ($Z = \text{Br}$) materials, there are differences of only 4% and 0.4% respectively in the distance between Cu$^{2+}$ ions along the $a$-axis and $b$-axis. We expect that these differences will have a much smaller effect on the magnetism than that caused by the varying chemical composition of the superexchange pathways. Energy-dispersive X-ray spectroscopy (EDX) measurements [16] confirm that there is no macroscopic separation of Br- and Cl-rich structures.

To determine the effective intraplane exchange $J$, low-temperature ($T \approx 0.6 \text{K}$) pulsed-field magnetization measurements were made on materials with $0 \leq x \leq 1$ (Fig. 1) as detailed in the Supplemental Information [16]. Magnetization measurements are made at $T \ll J$ where collective behaviour of the spins is expected. The magnetization $M$ as a function of applied field for the $x = 0$ and 1 materials [Fig. 1(b) and (c)] shows a convex rise to saturation, indicative of 2D magnetic interactions [17]. Where sufficient correlations (promoted by a narrow distribution in $J$) are present (see below), saturation of $M$ at applied field $H_{\text{sat}}$ occurs via a sharp change in the slope of $M$, giving rise to a minimum in $d^2M/dH^2$ that allows $H_{\text{sat}}$ to be determined. For $x = 0$, this occurs at $\mu_0H_{\text{sat}} = 16.9(4) \text{T}$, whereas for $x = 1$ we find $\mu_0H_{\text{sat}} = 3.8(3) \text{T}$ [Fig. 1(b) and (c)]. Within a mean-field approximation, saturation occurs when $g\mu_B\mu_0H_{\text{sat}} = nJ$ [17] and $n = 4$ is the number of nearest neighbours in the 2D planes. Using the published value of $g = 2.15$ for the $x = 0$ material [17], this gives $J(x = 0) = 6.1(1) \text{K}$, in good agreement with the previous estimate. Assuming a similar $g$-factor, a value of $J(x = 1) = 1.4(1) \text{K}$ is obtained, consistent with previous measurements that suggest $J_{\text{Br}} \approx 4J_{\text{Cl}}$ for Cu$^{2+}$ QHAFs [11].

For concentrations with $x \geq 0.5$ we again measure the characteristic 2D convex rise to saturation, but this becomes less pronounced for $x \geq 0.05$ where the saturation field [and therefore $J(x)$] decreases and change in the slope of $M(H)$ becomes less sharp [Fig. 1(d)]. As $x$ is increased further towards $x \approx 0.4$, the approach to saturation broadens, such that the trough in $d^2M/dH^2$ is hard to discern [17]. However, a sharp elbow in $M(H)$ is still observed at the saturation field, which can be identified by extrapolation of the data above and below $H_{\text{sat}}$ [Fig. 1(f)]. For $x = 0.57, 0.74$ and 0.84 there is no clear feature in the $M(H)$ data [14] and it is not possible to estimate an effective value for $J$ [Fig. 1(e) and (g)]. In this region $M(H)$ rises smoothly to saturation but cannot be fitted to a Brillouin function, suggesting that, while interactions between spins exist, correlations characterized by a single effective exchange energy are not present, or drop below a certain critical length scale. The sharp change in the slope of $M(H)$ at saturation becomes resolvable again for $x \geq 0.84$ and, as the concentration approaches $x = 1$, the traces develop the convex shape observed at low $x$. This is consistent with the return to 2D QHAF behavior in the $x = 1$ material.

We can assess the coherence length $\xi$ required to give a resolvable transition in $M(H)$ through temperature-dependent pulsed-field measurements of the $x = 0$ compound between 0.5 and 15 K [10]. As $T$ is raised, the saturation point becomes more rounded such that the width of the trough in $d^2M/dH^2$ increases and the amplitude decreases. For $T \gtrsim 4 \text{K}$ it is no longer possible to clearly identify $H_{\text{sat}}$. The coherence length in square lattice planes can be estimated using $\xi/d \approx 0.498(10.44T/J)\exp(1.131J/T)$ where $d$ is the magnetic lattice parameter [20], which holds for $H = 0$ and $T \ll J$.

Coupling this formula with the limiting value of $T$, above which $H_{\text{sat}}$ is undefined, suggests that the magnitude of exchange can be identified only when $\xi/d \gtrsim 2$ at $H = 0$.

In addition to the feature at saturation, the $M(H)$ data for some samples show a kink at fields considerably lower than $H_{\text{sat}}$ for the $x = 1$ system. The kink is resolvable [Fig. 1(d)] for $x$ between 0.05 and 0.61 [16], indicated by an orange arrow in Fig. 1(f). We attribute this to the presence of isolated clusters of spins (e.g. dimers, trimers, square plaquettes, etc.) coupled by Cl–Cl halogen exchange bonds, which are weaker than Br–Br bonds.
and thus easier to saturate with an applied field. (The effect of these localized units is discussed below.)

Although the 2D QHAF should only show long-range magnetic order (LRO) at $T = 0$, in any realization of the model in a three-dimensional material the presence of interplane exchange $J_{∥}$ leads to a transition with $T_N > 0$. To determine $T_N$, zero-field (ZF) $\mu^+\text{SR}$ measurements were made [21, 22]. Oscillations in the asymmetry are observed in some members of the series at low $T$ (Fig. 2), providing unambiguous evidence of LRO. For materials with $x \leq 0.25$ oscillations are observed at multiple ($2$ or $3$) frequencies $\nu_i$ [Fig. 2a,b] consistent with several magnetically inequivalent muon sites. We find $T_N(x = 0) = 1.65(1)$ K, and transition temperatures that decrease smoothly with increasing $x$: $T_N(x = 0)$ extrapolates to zero at $x \approx 0.35$. The frequency $\nu_i(T \rightarrow 0)$ is proportional to the moment size on the Cu$^{2+}$ ions and hence to the sublattice magnetization $m$. We measure relatively small frequencies compared to typical 3D systems, reflecting a reduced ordered moment (expected to be $0.33\mu_B$ for $T \rightarrow 0$ in spin wave theory [23]). These frequencies decrease with increasing $x$ with $m$ dropping by around 24% from $x = 0$ to 0.25.

The behaviour is qualitatively different for samples with $0.41 \leq x \leq 0.77$ [Fig. 2c,d,e] where no oscillations are resolved down to 0.02 K. Instead, spectra resemble a distorted Kubo-Toyabe (KT) function at low $T$ [22], corresponding to disordered quasistatic moments in the materials, with the distortion to the spectra likely reflecting short-range order along with some limited dynamic fluctuations. As $T$ is increased, the spectra change such that they resemble dynamic, exponential functions above $T \gtrsim 0.5$ K. These data can be parametrized using a stretched-exponential envelope function $e^{-[(\lambda \tau)^\beta]}$ that accounts for the early time behaviour of the spectra. The transition between the static and dynamic regimes appears abrupt in the $x = 0.70$ sample, taking place at a freezing temperature to a glassy configuration around $T_f = 0.27$ K, with a similarly rapid variation in relaxation rate seen in $x = 0.41$ at low temperature, suggesting $T_i \approx 0.41$ K. No such sharp freezing is seen in the $x = 0.77$ sample, where the relaxation rate $\lambda$ drops fairly smoothly with increasing $T$ (with a change in slope around 0.4 K, likely related to the freezing seen in other concentrations).

The observed behavior is qualitatively different again in the $x = 0.89$ and $x = 1$ materials [Fig. 2f] where an abrupt transition to LRO takes place with similar $T_N$. This is seen via $\mu^+\text{SR}$ oscillations at a single characteristic frequency in the $x = 0.89$ material and via the $\beta$ parameter in the $x = 1$ material, where oscillations occur only with low amplitude. We are therefore able to assign $T_N(x = 1) = 0.44(1)$ K. It is notable that the oscillations in the $x = 0.89$ material are well described by a Bessel function, typical of incommensurate magnetic order [22]. The presence of incommensurate order might also be consistent with measured data for $0.1 \leq x < 0.41$ where non-zero phase offsets are observed in the oscillatory components, although the presence of multiple characteristic frequencies complicates the modelling of this feature.

At $x = 0$, we have $T_N/J = 0.27(2)$, which combined with predictions from Quantum Monte Carlo (QMC) simulations [24], suggests $|J_{∥}/J| \approx 3.2 \times 10^{-3}$, indicating well-isolated magnetic layers. At $x = 1$ we observe magnetic order with $T_N/J = 0.31(2)$ and thus $|J_{∥}/J| \approx 7.5 \times 10^{-3}$. Comparing, we have $J_{∥}(x = 1) = 0.014(5)$ K and $J_{∥}(x = 0) = 0.011(8)$ K, the same within uncertainties, demonstrating that the degree of isolation of the 2D layers is largely unaffected by substitution of Br for Cl. This implies that $J_{∥}(0 < x < 1)$ is likely close to these values, and that the magnetic effects of bond randomness are attributable solely to disorder in the 2D layers.

A notional phase diagram for the system is shown in Fig. 3. The parameter $x$ represents the fraction of Cl in a square 2D unit cell. Since halogen bonds are formed from two Z ions, the presence of Cl can create a Cl–Cl exchange bond [expected to be around 4 times weaker than Br–Br bond exchange based on the size of $J(x)$] or a mixed Cl–Br bond. The exchange $J$ extracted from the $M(H)$ data provides the energy scale below which we would expect short-range AF correlations in 2D planes to dominate the magnetic behaviour for $T_N \ll T \ll J$. The
in the region $0.41 \leq x \leq 0.84$ the magnetic behaviour is more complicated. No LRO can be identified from the $\mu^+\text{SR}$ data across the entire region. The lack of a sharp feature in the $M(H)$ at saturation implies that collective behaviour characterized by a single effective exchange $J$ is no longer straightforwardly applicable and that there is therefore a highly magnetically disordered region. Here we see evidence from $\mu^+\text{SR}$ for slow fluctuations of the spins for $T \gtrsim 0.5$ K with these becoming more static at the lowest measured $T$, although still not long-range ordered down to 0.02 K. The lack of muon oscillations in the static regime points to a coherence length $\xi/d \ll 10^{-2}$.

We consider here three potential effects driving the form of the phase diagram: (i) percolation; (ii) bond energetics and (iii) quantum fluctuations. The bond percolation threshold for a square lattice is $p_c = 1/2$. However, for our materials a single exchange bond comprises two possible substitution sites. If a single substitution per bond suffices to destabilize magnetic order then we should equate the percolation threshold $p_c$ to the probability that one or more substitutions occurs on a single exchange bond $p_x = 1 - (1-xc_1)^2$, which gives a lower critical substitution level $xc_1 = 0.29$, while at high $x$, we should have $p_x = 1 - xc_2^2$, which gives an upper critical substitution level $xc_2 = 1 - x_1 = 0.71$. This could be compatible with the data for $x < 0.41$, but fails to describe the large-$x$ behavior. Furthermore, it is unlikely that percolation is the sole driver of the observed behaviour since we are changing the strengths of random bonds, rather than removing exchange pathways.

An approximate criterion for the collapse of magnetic order (which could be short range) might be when the total exchange energy of the substituted bonds becomes larger than that of the unsubstituted bonds. We would expect a lower critical substitution level $x = xc_1$ to be determined by Br–Cl and Cl–Cl bonds acting as disorder in a Br–Br ordered background such that $(1-xc_1)^2 J_{\text{Br–Br}} = 2x(1-xc_1) J_{\text{Br–Cl}} + xxc_2 J_{\text{Cl–Cl}}$. The upper critical substitution level $x = xc_2$ is then determined by Br–Cl and Br–Br bonds acting as disorder in a Cl–Cl ordered background giving $xc_2^2 J_{\text{Cl–Cl}} = 2x(1-xc_2) J_{\text{Br–Cl}} + (1-xc_2^2) J_{\text{Br–Br}}$. The unknown exchange strength $J_{\text{Br–Cl}}$ can be determined by fitting the measured $J(x)$ with sufficient correlation length to identify $J$ from the $M(H)$ data and LRO is restored above $x = 0.89$. However, $T_N$ does not show the rapid decrease seen on the other side of the phase diagram when moving away from the pristine composition, likely because enhanced disorder is accompanied by an increase in effective $J$.
\[ J(x) = (1-x)^2J_{Br-Br} + 2x(1-x)J_{Br-Cl} + x^2J_{Cl-Cl}, \]
which describes the data well [dotted line, Fig. 3(c)] and gives estimates \( J_{Br-Br} = 6.2(1) \) K, \( J_{Br-Cl} = 4.3(3) \) K, and \( J_{Cl-Cl} = 1.3(1) \) K. These yield the critical substitution levels \( x_{c1} = 0.40(2) \) and \( x_{c2} = 0.88(2) \), both of which agree with the location of the collapse of magnetic order. In fact, values of \( x_c \) compatible with experiment result from a limited range of choices for \( J_{Br-Cl}/J_{Br-Br} \).

Finally, theory predicts that the disorder-driven introduction of antiferromagnetically-coupled dimers, chains or other clusters acts to enhance quantum fluctuations, destroying magnetic order \[3\]. This scenario is consistent with our observations: the presence of the low-field kink in our magnetometry data points to high densities of microscopic clusters of Cu moments coupled by Cl bonds, while our EDX measurements showed no evidence for phase separation, suggesting inhomogeneities are limited to a local level. Calculations indeed show \[10\] that a random distribution of disordered bonds leads to a large concentration of dimers and trimers around \( x = 0.2 \), where we see \( T_N \) being strongly suppressed towards disorder.

In summary, we have performed a complete experimental investigation of the effect of bond substitution in the 2D QHAF. On adding small amounts of disorder to the pristine materials we find that regions of the sample remain correlated with a single effective value of \( J \), which decreases as \( x \) increases. At the same time there is a preponderance for the formation of minority clusters (e.g. dimers and trimers) that enhance quantum fluctuations and act to suppress \( T_N \) more than is predicted from the change in \( J \) alone. There is evidence that LRO is incommensurate in nature. For high levels of disorder \((0.41 \leq x \leq 0.84)\), while spins continue to interact, the highly correlated regions are no longer apparent, LRO is completely absent and spin freezing is evident. The critical substitution levels can be explained using arguments based on bond energetics.
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