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ABSTRACT. In this paper, for a non compact and orientable surface $S$ been either: the Infinite Loch Ness monster, the Cantor tree and the Blooming Cantor tree, we construct explicitly an infinitely generated Fuchsian group $\Gamma < \text{PSL}(2,\mathbb{R})$, such that the quotient $\mathbb{H}/\Gamma$ is a hyperbolic surface homeomorphic to $S$.
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1. I N T R O D U C T I O N

A classical problem during the 19th century, in which several authors were focused e.g., Felix Klein, Hermann Schwarz, between others, known as the uniformization problem [Abi81], said that: being $S$ a Riemann surface, find all domains $\tilde{S} \subset \hat{C}$ and holomorphic functions $t: \tilde{S} \rightarrow S$ such that at each point $p \in S$, $t$ is a local uniformizing variable at $p$. Equivalently, from view of the Covering Spaces theory, there is a topological disc $B \subset S$ with center $p$ such that the restriction of $t$ to each component of $t^{-1}(B)$ is a homeomorphism. Moreover, it is enforced the condition that the space $\tilde{S}$ is a covering space of $S$ with holomorphic projection map $t: \tilde{S} \rightarrow S$. However, the twenty-second problem of the Mathematical Problems published by David Hilbert [Hil00], proposes a major challenge in the uniformization problem. It was to find one uniformization being $S$ simply connected. The answer to this problem is known as the Uniformization Theorem, which says:

Theorem 1.1. [Bea84, p. 174] Let $S$ be a Riemann surface, let $\tilde{S}$ be the universal covering surface of $S$ chosen from the surfaces $\hat{C}$, $\mathbb{C}$, and $\Delta$. Let $\Gamma$ be the cover group of $S$. Then

1. $S$ is conformally equivalent to $\tilde{S}/\Gamma$;
2. $\Gamma$ is a Möbius group which acts discontinuously on $\tilde{S}$;
3. Apart from the identity, the elements of $\Gamma$ have no fixed points in $\tilde{S}$;
(4) The cover group \( \Gamma \) is isomorphic to \( \pi(S) \).

Given that, the complex plane \( \mathbb{C} \) uniformize itself, the cylinder and the torus \([FK92\ p. 193]\), it means, if the (holomorphic) universal covering surface of the Riemann surface \( S \) is the complex plane \( \mathbb{C} \), then \( S \) is conformally equivalent to \( \mathbb{C}, \mathbb{C} - \{0\} \) or a torus. When \( \Gamma \) has the identity as unique element, then the Riemann surface \( \mathbb{C}/\Gamma \) is \( \mathbb{C} \). If is considered \( \Gamma \) generated by the Möbius transformation \( z \mapsto z + 1 \), then the quotient space \( \mathbb{C}/\Gamma \) is conformally equivalent to \( \mathbb{C} - \{0\} \) (the cylinder). Finally, considering the subgroup \( \Gamma \) generated by the Möbius transformations \( z \mapsto z + 1 \) and \( z \mapsto z + \tau \), where \( \tau \in \mathbb{C} \) and \( \text{Im}(\tau) > 0 \), then the quotient space \( \mathbb{C}/\Gamma \) is a torus. On the other hand, the only Riemann surface \( S \) which has as universal covering the sphere, is the sphere itself \([FK92\ IV. 6.3. \text{Theorem}]\). Hence, it is natural to ask:

**Question 1.2.** Given any non-compact Riemann surface \( S \). Which is the subgroup \( \Gamma \) of the isometries of the hyperbolic plane \( \mathbb{H} \), such that the quotient space \( \mathbb{H}/\Gamma \) is a Riemann surface homeomorphic to \( S \)?

The present work answers to this question in the case \( S \) being either: the **Infinite Loch Ness monster**, the **Cantor tree** and the **Blooming Cantor tree**. More precisely we prove that:

**Theorem 1.3.** Let \( \Gamma < \text{PSL}(2, \mathbb{R}) \) be the subgroup generated by the set of Möbius transformations \( \{f_n(z), g_n(z), f_n^{-1}(z), g_n^{-1}(z) : n \in \mathbb{Z}\} \), where

\[
\begin{align*}
  f_n(z) & := \frac{(8n + 4)z - (1 + 8n(8n + 4))}{z - 8n}, \\
  g_n(z) & := \frac{(8n + 6)z + (-1 - (8n + 2)(8n + 6))}{z - (8n + 2)}, \\
  f_n^{-1}(z) & := \frac{-8nz + (1 + 8n(8n + 4))}{-z + (8n + 4)}, \\
  g_n^{-1}(z) & := \frac{-8(n + 2)z + (1 + (8n + 2)(8n + 6))}{-z + (8n + 6)}.
\end{align*}
\]

Then \( \Gamma \) is an infinitely generated Fuchsian group and the Riemann surface \( \mathbb{H}/\Gamma \) is homeomorphic to the **Infinite Loch Ness monster**.

The surface with only one end and infinite genus is called the **Infinite Loch Ness monster**. See Figure 1.

![Figure 1. The Infinite Loch Ness monster.](image)

**Theorem 1.4.** Let \( \Gamma < \text{PSL}(2, \mathbb{R}) \) be the subgroup generated by the union \( \bigcup_{n \in \mathbb{N}} J_n \), where the set

\[
  J_n := \{f_{n,k}(z), f_{n,k}^{-1}(z) : k \in \{0, \ldots, 2^n - 1\}\}
\]

is formed by Möbius transformations, such as

\[
\begin{align*}
  f_{n,k}(z) &= -2 \cdot (3^n \cdot 2 + 3 + 2s_{2k-1})z + 2^2 \cdot (3^n \cdot 2 + 3 + 2s_{2k-1})^2 - 1 \quad \text{if } k \geq 0, \\
  f_{n,k}(z) &= -2 \cdot (3^n \cdot 2 + 3 + 2s_{2k-1})z - 2^2 \cdot (3^n \cdot 2 + 3 + 2s_{2k-1})^2 - 1 \quad \text{if } k < 0.
\end{align*}
\]

Then \( \Gamma \) is an infinitely generated Fuchsian group and the Riemann surface \( \mathbb{H}/\Gamma \) is homeomorphic to the **Cantor tree**.
The surface with ends space the Cantor set and without genus is called the Cantor tree. See Figure 2a.

**Theorem 1.5.** Let \( \Gamma < \text{PSL}(2, \mathbb{R}) \) be the group generated by the union \( \bigcup_{n \in \mathbb{N}} J_n \), where the set
\[
J_n := \left\{ f_{n,k}(z), f_{n,k}^{-1}(z), \left(f_{n,k}\right)_{s,m}^{-1}(z), \left(f_{n,k}\right)_{s,m}^{-1}(z) : k \in \{0, \ldots, 2^n-1\}, s \in \{1, \ldots, 4\}, m \in \mathbb{N} \right\},
\]
is composed by Möbius transformations. Then \( \Gamma \) is an infinitely generated Fuchsian group and the Riemann surface \( \mathbb{H}/\Gamma \) is homeomorphic to the Blooming Cantor tree.

The surface with ends space the Cantor set and each ends has infinite genus is called the Blooming Cantor tree. See Figure 2b.

**Corollary 1.6.** The infinitely Loch Ness Monster, the Cantor tree and the Blooming Cantor tree are geodesically complete.

The paper is organized as follows: In section 2 we collect the principal tools used through the paper and section 3 is dedicated to the proof of our main results, explicitly:

In section 3.1 we prove Theorem 1.3 defining a group \( \Gamma \) from a suitable family of half circles \( C \). It means, the elements of \( C \) will be the half circle with center the integers numbers and radius one, then will define \( J \), as a family of Möbius transformation having as isometric circles the elements of \( C \). Hence, the group \( \Gamma \) will be generated by \( J \). Immediately, we shall show that \( \Gamma \) is Fuchsian and prove that \( \mathbb{H}/\Gamma \) is the desired non compact surface i.e., the Infinite Loch Ness monster.

In section 3.2 we prove Theorem 1.4 the idea to define the Fuchsian group \( \Gamma \) is to make use of the geometrical construction of the Cantor set described in section 2.1. By each step \( n \) into this geometrical construction, we shall describe suitably in the hyperbolic plane two disjoint half circles \( C(f_{n,k}) \) and \( C(f_{n,k}^{-1}) \) by each closed subinterval of \( I_n \). These ones will be symmetric with respect to the imaginary axis. Hence, we will define the set \( C_n = \{ C(f_{n,k}), C(f_{n,k}^{-1}) : k \in \{0, \ldots, 2^n-1\} \} \) composed by half-circle mutually disjoint. Then we will calculate the explicit form of the Möbius transformation \( f_{n,k}(z) \) and \( f_{n,k}^{-1}(z) \), which have as isometric circles \( C(f_{n,k}) \) and \( C(f_{n,k}^{-1}) \), respectively. Hence, we will define the set \( J_n = \{ f_{n,k}(z), f_{n,k}^{-1}(z) : k \in \{0, \ldots, 2^n-1\} \} \). With this, the desired Fuchsian group \( \Gamma \) will be generated by \( \bigcup_{n \in \mathbb{N}} J_n \). Our choice of half circle drafts a simply connected region \( F \subset \mathbb{H} \) having by boundary the set \( \bigcup_{n \in \mathbb{N}} C_n \). Then if we identify this boundary appropriately, we hold the Cantor tree; it means the quotient set \( \mathbb{H}/\Gamma \) will be a hyperbolic surface homeomorphic to the Cantor tree.

Finally in section 3.3 we prove Theorem 1.5 first building recursively \( J := \{ J_n \}_{n \in \mathbb{N}} \) a countable set of finite Möbius transformation, which help us in the geometrical construction of the Cantor set. Further, the elements of each family \( J_n \) come their respective isometric circles. Once more, we will make use

---

1 They will given explicitly in section 3.3
of the geometrical construction of the Cantor set described in section 2.1 to define a Fuchsian group $\Gamma$. In a similar way, as in the case of the Cantor tree and, by each step $n$ into the preceding geometrical construction we shall describe suitably in the hyperbolic plane the two disjoint half circles $C(f_{n,k})$ and $C(f_{n,k}^{-1})$ by each closed subinterval of $I_n$. These ones will be symmetric with respect to the imaginary axis. Hence, we will define the set $C_n = \{C(f_{n,k}), C(f_{n,k}^{-1}) : k \in \{0, \ldots, 2^{n-1} - 1\}\}$ composed by half-circle mutually disjoint. These half-circle will be slightly different to the half-circles defined in the Cantor tree case. Then we will calculate the explicit form of the Möbius transformations $f_{n,k}(z)$ and $f_{n,k}^{-1}(z)$, which have as isometric circles $C(f_{n,k})$ and $C(f_{n,k}^{-1})$, respectively. Therefore, we will define $F_n = \{f_{n,k}(z), f_{n,k}^{-1}(z) : k \in \{0, \ldots, 2^{n-1} - 1\}\}$ the set composed by all Möbius transformations having as isometric circles the elements of $C_n$. Additionally, for each $k \in \{0, \ldots, 2^{n-1} - 1\}$ we will build eight appropriate sequences of half-circles closer to each of the end points of the half circles $C(f_{n,k})$ and $C(f_{n,k}^{-1})$. The radii of this half-circle converge to zero. Consequently, we will define a new countable set $F_{n,k}$ composed by Möbius transformations depending on the above sequence of half-circles. To introduce this kind of sequence we will induce infinite genus in each of the ends in our desired surface i.e., the blooming Cantor tree. Moreover, we will define $J_n$ as the union $F_n \cup \bigcup_{k=0}^{2^{n-1}-1} F_{n,k}$ and the Fuschian group $\Gamma$ will be the group generated by the set $\bigcup_{n \in \mathbb{N}} J_n$. By each step $n$ into the preceding geometrical construction we shall describe suitably in the hyperbolic plane two disjoint half circle $C(f_{n,k})$ and $C(f_{n,k}^{-1})$ by each closed subinterval of $I_n$. These ones will be symmetric with respect to the imaginary axis. Hence, we will define the set $J_n = \{f_{n,k}(z), f_{n,k}^{-1}(z) : k \in \{0, \ldots, 2^{n-1} - 1\}\}$. Then the desired Fuschian group $\Gamma$ will be the group generated by $\bigcup_{n \in \mathbb{N}} J_n$. Our choice of half circle drafts a simply connected region $F \subset \mathbb{H}$ having by boundary the set $\bigcup_{n \in \mathbb{N}} C_n$. Then if we identify this boundary appropriately, we hold the Cantor tree; we mean the quotient set $\mathbb{H}/\Gamma$ will be a hyperbolic surface homeomorphic to the Cantor tree.

2. PRELIMINARIES

2.1. Geometrical construction of the Cantor set. We recall its geometrical construction by removing the middle third started with the closed interval $I_0 := [1, 2] \subset \mathbb{R}$. We let $I_1$ be the closed subset of $I_0$ held from $I_0$ by removing its middle third $\left(1 + \frac{1}{3}, 1 + \frac{2}{3}\right)$ i.e.,

$$I_1 = \left[1, 1 + \frac{1}{3}\right] \cup \left[1 + \frac{2}{3}, 2\right].$$

The closed subset $I_1 \subset I_0$ is the union of two disjoint closed intervals having length $\frac{1}{3}$. We let $I_2$ be the closed subset of $I_0$ held from $I_1$ by removing its middle thirds $\left(1 + \frac{1}{9}, 1 + \frac{2}{9}\right)$ and $\left(1 + \frac{7}{9}, 1 + \frac{8}{9}\right)$ respectively i.e.,

$$I_2 = \left[1, 1 + \frac{1}{9}\right] \cup \left[1 + \frac{2}{9}, 1 + \frac{1}{3}\right] \cup \left[1 + \frac{2}{3}, 1 + \frac{7}{9}\right] \cup \left[1 + \frac{8}{9}, 2\right].$$

The closed subset $I_2 \subset I_0$ is the union of four disjoint closed intervals having length $\frac{1}{3^2}$. We now construct inductively the closed subset $I_n \subset I_0$ from $I_{n-1}$ by removing its middle thirds. We note that each positive integer number $k$ can be written as the binary form

$$k = t_0 \cdot 2^0 + t_1 \cdot 2^1 + \ldots + t_i \cdot 2^i + \ldots + t_m \cdot 2^m$$

where $t_m = 1, t_i \in \{0, 1\}$ for all $i \in \{0, \ldots, m\}$ and any $m \in \mathbb{N}$. Thus, we define $s_j$ as following

$$s_k := 2 \cdot t_0 \cdot 3^0 + 2 \cdot t_1 \cdot 3^1 + \ldots + 2 \cdot t_i \cdot 3^i + \ldots + 2 \cdot t_m \cdot 3^m.$$
Contrary, if $k = 0$ then $s_k := 0$.

**Theorem 2.1.** [Pra06, Theorem 3.2.2] For each $n \in \mathbb{N}$, we have

$$I_n = \bigcup_{k=0}^{2^n-1} \left[ 1 + \frac{s_k}{3^n}, 1 + \frac{s_k + 1}{3^n} \right] \subset I_0.$$  

**Remark 2.2.** The closed subset $I_n \subset I_0$ is the union of $2^n$ disjoint closed subsets intervals having length $\frac{1}{3^n}$. Moreover, the middle thirds removed from $I_{n-1}$ i.e., $\left( 1 + \frac{s_{2k} + 1}{3^n}, 1 + \frac{s_{2k+1}}{3^n} \right)$ also have length $\frac{1}{3^n}$, for each $k \in \{0, \ldots, 2^{n-1} - 1\}$.

Therefore, the intersection of closed subset

$$2^\omega := \bigcap_{n \in \mathbb{N}} I_n$$

is well-known as the Cantor set, which is the only totally disconnected, perfect compact metric space (up to homeomorphism), (see [Wil70, Corollary 30.4]).

2.2. Ends spaces. We star by introducing the ends space of a topological space $X$ in the most general context, we shall employ it to clear-cut topological spaces $X$: surfaces and the graph well-known as the Cantor binary tree. Let $X$ be a locally compact, locally connected, connected Hausdorff space.

**Definition 2.3.** [Fre31]. Let $U_1 \supset U_2 \supset \cdots$ be an infinite nested sequence of non-empty connected open subsets of $X$, so that the boundary of $U_n$ in $X$ is compact for every $n \in \mathbb{N}$, $\cap_{n \in \mathbb{N}} U$, and for any compact subset $K$ of $X$ there is $l \in \mathbb{N}$ such that $U_l \cap K = \emptyset$. We shall denote the sequence $(U_n)_{n \in \mathbb{N}}$ as $(U_n)_{n \in \mathbb{N}}$. Two sequences $(U_n)_{n \in \mathbb{N}}$ and $(U'_n)_{n \in \mathbb{N}}$ are equivalent if for any $l \in \mathbb{N}$ it exists $k \in \mathbb{N}$ such that $U_l \supset U_k$ and $n \in \mathbb{N}$ it exists $m \in \mathbb{N}$ such that $U'_n \supset U_m$. The corresponding equivalence classes are called the topological ends of $X$. We will denote the space of ends by $\text{Ends}(X)$ and each equivalence class $[U_n]_{n \in \mathbb{N}} \in \text{Ends}(X)$ is called an end of $X$.

For every non-empty open subset $U$ of $X$ in which its boundary $\partial U$ is compact, we define:

$$(1) \quad U^* := \{ [U_n]_{n \in \mathbb{N}} \in \text{Ends}(X) : U_j \subset U \text{ for some } j \in \mathbb{N} \}.$$  

The collection formed by all sets of the form $U \cup U^*$, with $U$ open with compact boundary of $X$, forms a base for the topology of $X^* := X \cup \text{Ends}(X)$.

**Theorem 2.4.** [Ray60, Theorem 1.5]. Let $X^* := X \cup \text{Ends}(X)$ be the topological space defined above. Then,

1. The space $X^*$ is Hausdorff, connected and locally connected.
2. The space $\text{Ends}(X)$ is closed and has no interior points in $X^*$.
3. The space $\text{Ends}(X)$ is totally disconnected in $X^*$.
4. The space $X^*$ is compact.
5. If $V$ is any open connected set in $X^*$, then $V \setminus \text{Ends}(X)$ is connected.

Ends of surfaces. When $X$ is a surface $S$, the space $\text{Ends}(S)$ carries extra information, namely, those ends that carry infinite genus. This data, together with the space of ends and the orientability class, determines the topology of $S$. The details of this fact are discussed in the following paragraphs. Given that, this article only deals with orientable surfaces; from now on, we dismiss the non-orientable case.

A surface is said to be planar if all of its compact subsurfaces are of genus zero. An end $[U_n]_{n \in \mathbb{N}}$ is called planar if there is $l \in \mathbb{N}$ such that $U_l$ is planar. The genus of a surface $S$ is the maximum of the genera of its compact subsurfaces. Remark that, if a surface $S$ has infinite genus, there is no finite set $C$ of mutually non-intersecting simple closed curves with the property that $S \setminus C$ is connected and planar. We
define $\text{Ends}_\omega(S) \subseteq \text{Ends}(S)$ as the set of all ends of $S$ which are not planar. It comes from the definition that $\text{Ends}_\omega(S)$ forms a closed subspace of $\text{Ends}(S)$.

**Theorem 2.5** (Classification of non-compact and orientable surfaces, [Ker23], [Ric63]). Two non-compact and orientable surfaces $S$ and $S'$ having the same genus are homeomorphic if and only if there is a homeomorphism $f : \text{Ends}(S) \to \text{Ends}(S')$ such that $f(\text{Ends}_\omega(S)) = \text{Ends}_\omega(S')$.

**Proposition 2.6.** [Ric63, Proposition 3]. The space of ends of a connected surface $S$ is totally disconnected, compact, and Hausdorff. In particular, $\text{Ends}(S)$ is homeomorphic to a closed subspace of the Cantor set.

Of huge zoo composed by all non-compact surfaces our interest points to three of them. The first one is that surface which has infinite genus and only one end. It is called the Loch Ness monster (see Figure 1). This nomenclature is due to Phillips, A. and Sullivan, D. [PS81]. Remark that a surface $S$ has only one end if and only if for all compact subset $K \subset S$ there is a compact $K' \subset S$ such as $K \subset K'$ and $S \setminus K'$ is connected (see [Spe49]).

The other two remaining surfaces $S$ and $S'$ are those that have ends space homeomorphic to the Cantor tree. Further, all ends of $S$ are planar, while the ends of $S'$ are all not planar. This surfaces are well-known as the Cantor tree (see Figure 2-a.) and the Blooming Cantor tree (see Figure 2-b.), respectively (see [Ghy95]).

**Cantor binary tree.** One of the fundamental objects we use in the proof of the theorems [1.4 and 1.5] is the infinite 3-regular tree. The ends spaces of this graph plays a distinguished role for the topological proof of our surfaces. We give binary coordinates to the vertex set of the infinite 3-regular tree, for we use these in a systematic way during the proofs of our main results.

For every $n \in \mathbb{N}$ let $2^n := \prod_{i=1}^{n} \{0, 1\}$, and let $\pi_i : 2^n \to \{0, 1\}$ be the projection onto the $i$-th coordinate. We define $V := \{D_s : D_s \in 2^n \text{ for some } n \in \mathbb{N}\}$ and $E$ as the union of $\{(0), (1)\}$ with the set $\{(D_s, D_t) : D_s \in 2^n \text{ and } D_t \in 2^{n+1} \text{ for some } n \in \mathbb{N}\}$ and $\pi_i(D_s) = \pi_i(D_t)$ for every $i \in \{1, ..., n\}$. The infinite 3-regular tree with vertex set $V$ and edge set $E$ will be called the Cantor binary tree and denoted by $T2^\omega$, (see Figure 3).

**Remark 2.7.** Let $(v_n)_{n \in \mathbb{N}}$, where $v_n \in 2^\omega$ be an infinite simple path in $T2^\omega$. If we define $V_n$ as the connected component of $T2^\omega \setminus \{v_n\}$ such that $v_{n+1} \in V_n$, then $[V_n] \in \text{Ends}(T2^\omega)$ is completely determined by $(v_n)_{n \in \mathbb{N}}$. Hence, if we endow $\{0, 1\}$ and $2^\omega := \prod_{i \in \mathbb{N}} \{0, 1\}_i$ with the discrete and product topologies respectively, the map:

$$
(2) \quad f : \prod_{i \in \mathbb{N}} \{0, 1\}_i \to \text{Ends}(T2^\omega), \quad (x_n)_{n \in \mathbb{N}} \mapsto (v_n := (x_1, \ldots, x_n))_{n \in \mathbb{N}},
$$

is a homeomorphism between the standard binary Cantor set and the space of ends of $T2^\omega$. 

![Figure 3. Cantor binary tree T2ω.](image-url)
Note that each end \([V_n]_{n \in \mathbb{N}} \in \text{Ends}(T2^\omega)\) is determined by an infinite path \((v_n)_{n \in \mathbb{N}} \subset T2^\omega\) such that \(v_n \in 2^n\) for every \(n \in \mathbb{N}\) and vice versa.

**Remark 2.8.** Sometimes we will abuse of notation to denote by \(f((x_n)_{n \in \mathbb{N}})\) both: the end defined by the infinite path \((v_n := (x_1, \ldots, x_n))_{n \in \mathbb{N}}\) and the infinite path itself in \(T2^\omega\).

2.3. **Hyperbolic plane.** Let \(\mathbb{C}\) be the complex plane. Namely the upper half-plane \(\mathbb{H} := \{z \in \mathbb{C} : \text{Im}(z) > 0\}\) equipped with the riemannian metric \(ds = \frac{\sqrt{dx^2 + dy^2}}{y}\) is well known as either the hyperbolic or Lobachevski plane. It comes with a group of transformation called the isometries of \(\mathbb{H}\) denoted by \(\text{Isom}(\mathbb{H})\), which preserves the hyperbolic distance on \(\mathbb{H}\) defined by \(ds\). Strictly, the group \(\text{PSL}(2, \mathbb{R})\) is a subgroup \(\text{Isom}(\mathbb{H})\) of index 2, where \(\text{PSL}(2, \mathbb{R})\) is composed by all fractional linear transformations or Möbius transformations

\[
\begin{equation}
\begin{aligned}
f : \mathbb{C} &\to \mathbb{C}, \\
z &\mapsto \frac{az + b}{cz + d},
\end{aligned}
\end{equation}
\]

where \(a, b, c\) and \(b\) are real numbers satisfying \(ad - bc = 1\). The group \(\text{PSL}(2, \mathbb{R})\) could also be thought as the set of all real matrices having determinant one. Throughout this paper, unless specified in a different way, we shall always write the elements of \(\text{PSL}(2, \mathbb{R})\) as Möbius transformations.

**Half-circles.** Remind that the hyperbolic geodesics of \(\mathbb{H}\) are the half-circles and straight lines orthogonal to the real line \(\mathbb{R} := \{z \in \mathbb{C} : \text{Im}(z) = 0\}\). Given a half-circle \(C\) which center and radius are \(\alpha \in \mathbb{R}\) and \(r > 0\) respectively, then the set \(\hat{C}(f) := \{z \in \mathbb{H} : |z - \alpha| < r\}\) is called the *inside* of \(C\. Contrary, the set \(\hat{C}(f) := \{z \in \mathbb{H} : |z - \alpha| > r\}\) is called the *outside* of \(C\). See the Figure 4.

\[\text{Figure 4. The inside and the outside of the half-circle } C.\]

Given the Möbius transformation \(f \in \text{PSL}(2, \mathbb{R})\) as in equation \((3)\) with \(c \neq 0\), then the half-circle

\[
\begin{equation}
\begin{aligned}
C(f) := \{z \in \mathbb{H} : |cz + d|^2 = 1\}
\end{aligned}
\end{equation}
\]

will be called the *isometric circle of* \(f\) (see e.g., [Mas88, p. 9]). We note that \(\frac{-d}{c} \in \mathbb{R}\) the center of \(C(f)\) is mapped by \(f\) onto the infinity point \(\infty\). Further, \(f\) sends the half-circle \(C(f)\) onto \(C(f^{-1})\) the isometric circle of the Möbius transformation \(f^{-1}\), as such:

\[
\begin{equation}
\begin{aligned}
C(f^{-1}) = \{z \in \mathbb{H} : |cz + d|^2 = 1\}.
\end{aligned}
\end{equation}
\]

**Remark 2.9.** The isometric circles \(C(f)\) and \(C^{-1}(f)\) have the same radius \(r = |c|^{-1}\), and their respective centers are \(\alpha = \frac{-d}{c}\) and \(\alpha^{-1} = \frac{a}{c}\).

Given the half-circle \(C\), then the Möbius transformation \(f_C \neq \text{Id} \in \text{PSL}(2, \mathbb{R})\) reflecting with \(C\) as the set of fixed points will be called the *reflection respect to* \(C\). We note that \(f_C\) exchanges the ends points of \(C\) and maps \(\hat{C}\) the inside of \(C\) (respectively, \(\hat{C}\) the outside of \(C\) onto \(\hat{C}\) the outside of \(C\) (respectively, \(\hat{C}\)
the inside of $C$). If $\alpha \in \mathbb{R}$ and $r > 0$ are the center and the radius of $C$ then the reflection $f_C : \mathbb{H} \to \mathbb{H}$ is defined as follows

$$z \mapsto \frac{\alpha}{r} z + \left( \frac{-\alpha^2}{r} - r \right) \frac{z - \alpha}{r}.$$

(6)

**Remark 2.10.** We let $L_{a-2r}$ and $L_{a+2r}$ be the two straight, orthogonal lines to the real axis $\mathbb{R}$ through the points $\alpha - 2r$ and $\alpha + 2r$, respectively. Then the reflection $f_C$ sends $L_{a-2r}$ (analogously, $L_{a+2r}$) onto the half-circle whose ends points are $\alpha + \frac{r}{2}$ and $\alpha$ (respectively, $\alpha - \frac{r}{2}$ and $\alpha$). See the Figure 5. Given that $f_C$

![Figure 5. Reflection respect to the half-circle C.](image)

is an element of $PSL(2, \mathbb{R})$, then for every $\epsilon < \frac{r}{2}$ the closed hyperbolic $\epsilon$-neighborhood of the half-circle $C$ does not intersect any of the hyperbolic geodesics $L_{a-2r}$, $f_C(L_{a-2r})$, $L_{a+2r}$, and $f_C(L_{a+2r})$.

**Lemma 2.11.** Let $C_1$ and $C_2$ be two disjoint half-circles having centers and radius $\alpha_1, \alpha_2 \in \mathbb{R}$, and $r_1, r_2 > 0$, respectively. Suppose that the complex norm $|\alpha_1 - \alpha_2| > (r_1 + r_2)$ then for every $\epsilon < \frac{\max\{r_1, r_2\}}{2}$ the closed hyperbolic $\epsilon$-neighborhoods of the half-circles $C_1$ and $C_2$ are disjoint.

**Proof.** By hypothesis $|\alpha_1 - \alpha_2| > (r_1 + r_2)$, then the open strips $S_1$ and $S_2$ are disjoint, where

$$S_1 := \{z \in \mathbb{H} : \alpha_1 - 2r_1 < Re(z) < \alpha_1 + 2r_1\} \text{ and } S_2 := \{z \in \mathbb{H} : \alpha_2 - 2r_2 < Re(z) < \alpha_2 + 2r_2\}.$$

We remark that the half-circle $C_i$ belongs to the open strip $S_i$, for every $i \in \{1, 2\}$. Further, the transformation

$$f : \mathbb{H} \to \mathbb{H}, \quad z \mapsto \frac{r_2 z}{\sqrt{r_1 r_2}} + \frac{(r_1 C_1 - r_2 C_2)}{\sqrt{r_1 r_2}}$$

(7)

of $PSL(2, \mathbb{R})$ sends the open strip $S_1$ onto the open strip $S_2$ and vice versa. We must suppose without generality that $r_1 = \max\{r_1, r_2\}$. Then, using the remark 2.10 above, we have that for every $\epsilon < \frac{r_1}{2}$ the closed hyperbolic $\epsilon$-neighborhood of the half-circle $C_1$ is contained in the open strip $S_1$. Now, given that $f$ is an element of $PSL(2, \mathbb{R})$, then the closed hyperbolic $\epsilon$-neighborhood of the half-circle $C_2$ is contained in the open strip $S_2$. Since $S_1 \cap S_2 = \emptyset$ that implies that for every $\epsilon < \frac{\max\{r_1, r_2\}}{2}$ the closed hyperbolic $\epsilon$-neighborhoods of the half-circles $C_1$ and $C_2$ are disjoint. \qed
2.4. Fuchsian groups and Fundamental region. The group $PSL(2, \mathbb{R})$ comes with a topological structure from the quotient space between a group composed by all the real matrices $g := \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ with determinant exactly $\det(g) = 1$ under $\{\pm Id\}$. A subgroup $\Gamma$ of $PSL(2, \mathbb{R})$ is called Fuchsian if $\Gamma$ is discrete. We shall denote as $PSL(2, \mathbb{Z})$ the Fuchsian group of all Möbius transformation with entries in the integers numbers.

**Definition 2.12.** [Kat92] Given a Fuchsian group $\Gamma < PSL(2, \mathbb{R})$. A closed region $R$ of the hyperbolic plane $\mathbb{H}$ is said to be a fundamental region for $\Gamma$ if it satisfies the following facts:

(i) The union $\bigcup_{f \in \Gamma} f(R) = \mathbb{H}$

(ii) The intersection of the interior sets $\text{Int}(R) \cap f(\text{Int}(R)) = \emptyset$ for each $f \in \Gamma \setminus \{\text{Id}\}$.

The different set $\partial R = R \setminus \text{Int}(R)$ is called the boundary of $R$ and the family $\mathcal{I} := \{f(R) : f \in \Gamma\}$ is called the tessellation of $\mathbb{H}$.

If $\Gamma$ is a Fuchsian group and each one of its elements are described as the equation $\alpha$ such that $c \neq 0$, then the subset $R_0$ of $\mathbb{H}$ defined as follows

$$R_0 := \bigcap_{f \in \Gamma} \overline{C(f)} \subseteq \mathbb{H},$$

is a fundamental domain for the group $\Gamma$ (see e.g., [For25], [Mas88] Theorem H.3 p. 32], [Kat92] Theorem 3.3.5)). The fundamental domain $R_0$ is well-known as the Ford region for $\Gamma$.

On the other hand, we can get a Riemann surface from any Fuchsian group $\Gamma$. It is only necessary to define the action as follows

$$\alpha : \Gamma \times \mathbb{H} \to \mathbb{H}, \quad (f, z) \mapsto f(z),$$

which is proper and discontinuous (see [Kat10] Theorem 8. 6]). Now, we define the subset

$$K := \{w \in \mathbb{H} : f(w) = w \text{ for any } f \in \Gamma \setminus \{\text{Id}\}\} \subseteq \mathbb{H}.$$

We note that

- The subset $K$ is countable and discrete. Given that each element contained in $\Gamma$ fixes finitely many points of $\mathbb{H}$ and every Fuchsian group is countable. Thus we conclude that the set $K$ is countable. Contrarily, if $K$ is not discrete, then there is a point $w \in K$ and $\varepsilon > 0$ such that the ball $B_\varepsilon(w)$ contains infinitely many points of $K$. In other words, the set $\{f \in \Gamma : f(B_\varepsilon(w)) \cap B_\varepsilon(w) \neq \emptyset\}$ is infinite. Clearly, it is a contradiction to proper discontinuity of the group $\Gamma$ on $\mathbb{H}$.

- The action $\alpha$ leaves invariant the subset $K$. If $w$ is a point contained in $K$, which is fixed by the element $f \in \Gamma$, then for any $g \in \Gamma$ the point $f(w)$ is fixed by the composition of isometries $f \circ g \circ f^{-1}(z)$.

Then the action $\alpha$ restricted to the hyperbolic plane $\mathbb{H}$ removing the subset $K$ is free, proper and discontinuous. Therefore, the quotient space (also called the space of the $\Gamma$-orbits)

$$S := (\mathbb{H} - K)/\Gamma$$

is well-defined and via the projection map

$$\pi : (\mathbb{H} - K) \to S, \quad z \mapsto [z].$$

It comes with a hyperbolic structure, it means, $S$ is a Riemann surface (see e.g., [Lee00]).

**Remark 2.13.** If $R$ is a locally finite fundamenta domain for the Fuchsian group $\Gamma$, then the quotient space $(\mathbb{H} - K)/\Gamma$ is homeomorphic to $R/\Gamma$ (see the Theorem 9.2.4 on [Bea83]).

\footnote{In the sense due to Beardon on [Bea83] Definition 9.2.3.}
2.5. Classical Schottky groups and Geometric Schottky groups. In general, by a classical Schottky group it is understood a finitely generated subgroup of $PSL(2, \mathbb{C})$, generated by isometries sending the exterior of one circular disc to the exterior of a different circular disc, both of them disjoint. From the various definitions, we consider the one given in [Mas88], but there are alternative and similar definitions that can be found in [But98, Car12, MT13].

Let $C_1, C'_1, \ldots, C_n, C'_n$ be a set of disjoint countably of circles in the extended complex plane $\mathbb{C}$, for any $n \in \mathbb{N}$, bounding a common region $D$. For every $j \in \{1, \ldots, n\}$, we consider the Möbius transformation $f_j$, which sends the circle $C_j$ onto the circle $C'_j$, i.e., $f_j(C_j) = C'_j$ and $f_j(D) \cap D = \emptyset$. The group $\Gamma$ generated by the set $\{f_j, f_j^{-1} : j \in \{1, \ldots, n\}\}$ is called a classical Schottky group.

The Geometric Schottky groups can be acknowledged as a nice generalization of the Classical Schottky groups because the definition of the first group is extended to the second one, in the sense that the Classical Schottky groups are finitely generated by definition, while the Geometric Schottky group can be infinitely generated. This geometric groups were done thanks to Anna, Z. (see [Zie15, Section 3]) and they are the backbone of our main result 1.4 and 1.5.

A subset $I \subseteq \mathbb{Z}$ is called symmetric if it satisfies that $0 \notin I$ and for every $k \in I$ implies $-k \in I$.

**Definition 2.14. [Zie15, Definition 2. p. 28]** Let $\{A_k : k \in I\}$ be a family of straight segments in the real line $\mathbb{R}$, where $I$ is a symmetric subset of $\mathbb{Z}$ and let $\{f_k : k \in I\}$ be a subset of $PSL(2, \mathbb{R})$. The pair

\[
\mathcal{U}(A_k, f_k, I) := (\langle A_k \rangle, \{f_k\})_{k \in I}
\]

is called a Schottky description if it satisfies the following conditions:

1. The closures subsets $\overline{A_k}$ in $\mathbb{C}$ are mutually disjoint.
2. None of the $\overline{A_k}$ contains a closed half-circle.
3. For every $k \in I$, we denote as $C_k$ the half-circle whose ends points coincide to the ends points of $\overline{A_k}$, which is the isometric circle of $f_k$. Analogously, the half-circle $C_{-k}$ is the isometric circle of $f_{-k} := f_k^{-1}$.
4. For each $k \in I$, the Möbius transformation $f_k$ is hyperbolic.
5. There is an $\epsilon > 0$ such that the closed hyperbolic $\epsilon$-neighborhood of the half-circles $C_k, k \in I$ are pairwise disjoint.

**Definition 2.15. [Zie15, Definition 3. p. 29]** A subgroup $\Gamma$ of $PSL(2, \mathbb{R})$ is called Schottky type if there exists a Schottky description $\mathcal{U}(A_k, f_k, I)$ such that the generated group by the set $\{f_k : k \in I\}$ is equal to $\Gamma$, i.e. we have $\Gamma = \langle f_k : k \in I \rangle$.

We note that any Schottky description $\mathcal{U}(A_k, f_k, I)$ defines a Geometric Schottky group.

**Proposition 2.16. [Zie15, Proposition 4. p.34]** Every Geometric Schottky group $\Gamma$ is a Fucshian group.

The standard fundamental domain for the Geometric Schottky group $\Gamma$ having Schottky description $\mathcal{U}(A_k, f_k, I)$ is the intersection of all outside of the half-circle associated to the transformations $f_k$’s, i.e.,

\[
F(\Gamma) := \bigcap_{k \in I} \overline{C_k} \subset \mathbb{H}.
\]

**Proposition 2.17. [Zie15, Proposition 2. p. 33]** The standard fundamental domain $F(\Gamma)$ is a fundamental domain for the Geometric Schottky group $\Gamma$.

3. Main result

In this section we present the proof of our main results, which are based on the following sketch. First, we shall build explicitly a suitable family of mutually disjoint half circle $C$ (the geometrical construction

---

\[5\text{The writer gives this definition to the Poincaré disc and we use its equivalent to the half plane.}\]
of the Cantor set plays an important role in the building of this family during the proof of the theorems 1.4 and 1.5. Then we shall define the set $J$ composed by the Möbius transformation having as isometric circles the elements of $C$. Immediately, we could prove that $\Gamma$ the subgroup of $PSL(2, \mathbb{R})$ generated by $J$ is a Fuchsian group. Also, we show up that the quotient space $\mathbb{H}/\Gamma$ is the desired non-compact surface.

3.1. Proof Theorem 1.3

Step 1. Building the group $\Gamma$. Given $C$ the family composed by the whole half-circle with center the even numbers in the real line $\mathbb{R}$ and radius one (see the Figure 6), we consider $\Gamma$ the subgroup of $PSL(2, \mathbb{Z})$, which is generated by the set \{\(f_n(z), g_n(z), f_n^{-1}(z), g_n^{-1}(z) : n \in \mathbb{Z}\), where

\[
\begin{align*}
    f_n(z) &:= \frac{(8n + 4)z - (1 + 8n(8n + 4))}{z - 8n}, \\
    g_n(z) &:= \frac{(8n + 6)z + (-1 - (8n + 2)(8n + 6))}{z - (8n + 2)}, \\
    f_n^{-1}(z) &:= \frac{-8nz + (1 + 8n(8n + 4))}{-z + (8n + 4)}, \\
    g_n^{-1}(z) &:= \frac{-(8n + 2)z + (1 + (8n + 2)(8n + 6))}{-z + (8n + 6)}.
\end{align*}
\]

![Figure 6. Family of half-circle $C$.](image)

We remark that for any $n \in \mathbb{Z}$, the Möbius transformations $f_n(z)$ and $f_n^{-1}(z)$ of $PSL(2, \mathbb{R})$ have as isometric circle the two half-circles $C(f_n)$ and $C(f_n^{-1})$ of $C$, whit centers at the points $8n$ and $8n + 4$ respectively, i.e.,

\[
\begin{align*}
    C(f_n) &= \{z \in \mathbb{H} : |z - 8n| = 1\}, \\
    C(f_n^{-1}) &= \{z \in \mathbb{H} : |-z + (8n + 4)| = 1\}.
\end{align*}
\]

Analogously, the Möbius transformations $g_n(z)$ and $g_n^{-1}(z)$ of $PSL(2, \mathbb{R})$ have as isometric circle the two half-circles $C(g_n)$ and $C(g_n^{-1})$ of $C$, whit centers at the points $8n + 2$ and $8n + 6$ respectively, i.e.,

\[
\begin{align*}
    C(g_n) &= \{z \in \mathbb{H} : |z - (8n + 2)| = 1\}, \\
    C(g_n^{-1}) &= \{z \in \mathbb{H} : |-z + (8n + 6)| = 1\}.
\end{align*}
\]

Since $\Gamma$ is a subgroup of the Fuchsian group $PSL(2, \mathbb{Z})$, then $\Gamma$ is an infinitely generated Fuchsian group composed by Möbius transformations having integers coefficients. Moreover, the cardinality of the subgroup $\Gamma$ is countable. Now, we define the subset $K \subseteq \mathbb{H}$ as the equation 10, then the Fuchsian
group $\Gamma$ acts freely and properly discontinuously on the open subset $\mathbb{H} - K$. It means that the quotient space
\[
S := (\mathbb{H} - K)/\Gamma
\]
is a well-defined hyperbolic surface via the projection map $\pi : (\mathbb{H} - K) \to S$.

We note that to this case $K = \emptyset$ because the intersection of any two different elements belonged to $C$ is either: empty or at infinity, that means, they meet in the same point in the real line $\mathbb{R}$.

**Step 2. The desired surface.** To end the proof we must prove that $S$ is the Infinite Loch Ness monster, i.e., it has infinite genus and only one end. The introduction of the following remark is necessary.

**Remark 3.1.** The following facts come from the definition of the family $C$ and the group $\Gamma$.

1. The family $C$ can be written as $C := \{C(f_n), C(g_n), C(f_n^{-1}), C(g_n^{-1}) : n \in \mathbb{Z}\}$. Remember that the intersection of any two different elements belonged to $C$ is either: empty or at infinity, that is, they meet in the same point in the real line $\mathbb{R}$.

2. The Ford region $R_0$ associated to $\Gamma$ (see the Figure 7)

\[
R_0 = \bigcap_{n \in \mathbb{Z}} \left( \hat{C}(f_n) \cap \hat{C}(f_n^{-1}) \cap \hat{C}(g_n) \cap \hat{C}(g_n^{-1}) \right),
\]

\[
= \bigcap_{n \in \mathbb{Z}} \left( \{z \in \mathbb{H} : |z - 8n|^2 \leq 1\} \cap \{z \in \mathbb{H} : |z - (8n + 4)|^2 \leq 1\} \cap \{z \in \mathbb{H} : |z - (8n + 6)|^2 \leq 1\} \cap \{z \in \mathbb{H} : |z - (8n + 2)|^2 \leq 1\} \right),
\]

is a fundamental domain for the Fuchsian group $\Gamma$.

![Figure 7. Ford region $R_0$ associated to $\Gamma$.](image)

Note that the fundamental domain $R_0$ given in the equation is connected and locally finite having infinite hyperbolic area. Further, its boundary is the family of half-circles $C$ i.e., it consists of infinite hyperbolic geodesic with ends points at infinite and mutually disjoint.

Given that $R_0$ the fundamental domain of $\Gamma$ is non-compact Dirichlet region having infinite hyperbolic area, then the quotient space $S$ is also a non-compact hyperbolic surface with infinite hyperbolic area (see [Kat10] Theorem 14.3 p. 283]).

The hyperbolic surface $S$ has only one end. Let $K$ be a compact subset of $S$. We must prove that there is a compact subset $K \subset K' \subset S$ such that the difference $S \setminus K'$ is connected. Seeing that the quotient $R_0/\Gamma$ is homeomorphic to $S$ we must suppose that there is a compact subset $B \subset R_0$ such that the projection map $\pi$ (see the equation) sends the intersection $B \cap R_0$ to $K$ i.e., $\pi(B \cap R_0) = K$. Given that the hyperbolic plane $\mathbb{H}$ has exactly one end, then there exist two closed intervals $I_1, I_2 \subset \mathbb{R}$ such that $B \subset I_1 \times I_2 \subset \mathbb{H}$, and the difference $\mathbb{H} \setminus (I_1 \times I_2)$ is connected. The projection map $\pi$ sends the intersection $B \cap R_0$ into a compact subset of $S$, which we denote by
\[
\pi(B \cap R_0) := K' \subset S.
\]
We note that by construction \( K \subseteq K' \). We claim that \( S \setminus K' \) is connected. Let \([z]\) and \([w]\) be two different points belonged to \( S \setminus K' \) we shall build a path in \( S \setminus K' \) joining both points. On the other hand, for every \( x \in \mathbb{R} \setminus I_1 \) we consider the geodesic \( \gamma_x \) of hyperbolic plane \( \mathbb{H} \), which is perpendicular line to the real line and one of its ends points is \((x, 0)\). Similarly, for every \( y > 0 \) with \( y \not\in I_2 \) we consider the connected subset \( \gamma^y := \{z \in \mathbb{H} : \text{Im}(z) = y\} \) of the hyperbolic plane \( \mathbb{H} \).

**Remark 3.2.** The subsets \( \gamma_x \) and \( \gamma_y \) have the following properties:

- The intersection \( \gamma_x \cap (I_1 \times I_2) = \emptyset \), and the projection map \( \pi \) sends the set \( \gamma_x \cap R_0 \) into a connected subset of \( S \).
- The intersection \( \gamma^y \cap (I_1 \times I_2) = \emptyset \), and the projection map \( \pi \) sends the set \( \gamma^y \cap R_0 \) into a connected subset of \( S \).

Given the two different equivalent classes \([z]\) and \([w]\) of \( S \setminus K' \) without loss of generality we can assume that \( z, w \in R_0 \setminus (I_1 \times I_2) \), then there exist two connected subsets \( \gamma \) and \( \gamma' \) as shown above such that \( z \in \gamma \) and \( w \in \gamma' \). If \( \gamma \cap \gamma' \neq \emptyset \) then the image of \( (\gamma \cup \gamma') \cap R_0 \) under \( \pi \) is a connected subset belonged to \( S \setminus K' \) containing the points \([z]\) and \([w]\). Oppositely, if \( \gamma \cap \gamma' = \emptyset \) then there is a connected subset \( \gamma' \) as shown above such that \( \gamma \cap \gamma' \neq \emptyset \) and \( \gamma \cap \gamma' \neq \emptyset \). Consequently, the image of \( (\gamma \cup \gamma' \cup \gamma') \cap R_0 \) under \( \pi \) is a connected subset belonged to \( S \setminus K' \) containing the points \([z]\) and \([w]\). This proves that the subset \( S \setminus K' \) is connected.

**The hyperbolic surface \( S \) has infinite genus.** For every \( n \in \mathbb{Z} \), we defined the subset

\[
S_n := \{z \in \mathbb{H} : 0 < \text{Im}(z) < 3 \text{ and } -1 + 8n < \text{Re}(z) < 7 + 8n\} \subset \mathbb{H}.
\]

The projection map \( \pi \) sends the intersection \( S_n \cap R_0 \) into a subsurface with boundary \( \widetilde{S}_n \subset S \), which is homeomorphic to the torus punctured by only one point (see the Figure 8). Furthermore, for any two different integers \( m \neq n \in \mathbb{Z} \) the subsurfaces \( \widetilde{S}_n \) and \( \widetilde{S}_m \) are disjoint. Thus, we conclude that the hyperbolic surface \( S \) has infinite genus.

\[\xymatrix{C(g_n) & C(g^{-1}_n) \\
C(f_n) & C(g^{-1}_n)}\]

\[
C(f_n)
\]

\[
C(g^{-1}_n)
\]

**Figure 8.** Subsurface \( \widetilde{S}_n \subset S \).

So, from Theorem 1.1 we can conclude that:

**Corollary 3.3.** The fundamental group of the Infinite Loch Ness monster is isomorphic to \( \Gamma \).

3.2. **Proof Theorem 1.4**

**Step 1. Build the group \( \Gamma \).**

For \( n = 1 \). **Build the set \( J_1 \) containing exactly two Möbius transformations and the set \( C_1 \) composed by its respective isometric circles.** We consider the closed interval \( I_0 = [1, 2] \) and its symmetrical with respect to the imaginary axis \(-I_0 = [-2, -1]\) (see the theorem 2.1). We let \( \hat{I}_1, -\hat{I}_1 \) be the middle third of
Given that $s_0 = 0$ and $s_1 = 2$ then we get $I_1 = \left[ \frac{4}{3}, \frac{5}{3} \right]$ and $-\hat{I}_1 = \left[ -\frac{5}{3}, -\frac{4}{3} \right]$. See the Figure 9.

\[
-\frac{5}{3} \quad \frac{4}{3} \quad \frac{5}{3} \\
-2 \quad -I_0 \quad -1 \quad \cdots \quad 1 \quad I_0 \quad 2
\]

\textbf{Figure 9.} The middle thirds of the closed intervals $[1, 2]$ and $[-2, -1]$.

**Remark 3.4.** If we remove $\hat{I}_1$ and $-\hat{I}_1$ of the closed intervals $I_0$ and $-I_0$ respectively, we hold the sets

\[
I_0 \setminus \hat{I}_1 = I_1 = \left[ 1, \frac{4 + s_0}{3} \right] \cup \left[ \frac{3 + s_1}{3}, \frac{4 + s_1}{3} \right],
\]

\[
(-I_0) \setminus (-\hat{I}_1) = -I_1 = \left[ -\frac{4 + s_1}{3}, -\frac{3 + s_1}{3} \right] \cup \left[ -\frac{4 + s_0}{3}, -1 \right],
\]

On the other hand, the length of closed intervals $\hat{I}_{1,1}$ and $-\hat{I}_{1,1}$ is $\frac{1}{3}$ then we choose their respective middle points, which are given by

\[
\alpha_{1,1} := \frac{4 + s_0}{3} + \frac{1}{3} = \frac{9 + 2s_0}{3} = \frac{3}{2},
\]

\[
\alpha_{-1,1} := -\frac{4 + s_0}{3} - \frac{1}{3} = -\frac{9 + 2s_0}{3} = -\frac{3}{2}.
\]

By construction the points $\alpha_{1,1}$ and $\alpha_{-1,1}$ are symmetrical with respect to the imaginary axis \textit{i.e.}, we have the equality $\alpha_{-1,1} = -\alpha_{1,1}$. Then we let $C(f_{1,1}), C(f_{1,1}^{-1})$ be the two half-circles having centers $\alpha_{1,1}$ and $\alpha_{-1,1}$ respectively, and the same radius $r(1) = \frac{1}{3 \cdot 2^2}$ (see the Figure 10). They are given by the formula

\[
C(f_{1,1}) = \left\{ z \in \mathbb{H} : \left| 3 \cdot 2^2 z - 2 \cdot (9 + 2s_0) \right|^2 = 1 \right\},
\]

\[
= \left\{ z \in \mathbb{H} : \left| 12z - 18 \right|^2 = 1 \right\},
\]

\[
C(f_{1,1}^{-1}) = \left\{ z \in \mathbb{H} : \left| -3 \cdot 2^2 z - 2 \cdot (9 + 2s_0) \right|^2 = 1 \right\},
\]

\[
= \left\{ z \in \mathbb{H} : \left| -12z - 18 \right|^2 = 1 \right\}.
\]
Finally, we define the sets

Thus, we know the explicit form of the Möbius transformations of the equations 19 i.e.,

Now, we substitute these values in the equation

which have as isometric circle \( C(f_{1,1}) \) and \( C(f_{1,1}^{-1}) \), respectively. Using the remark 2.9 we have

Now, we substitute these values in the equation \( a_{1,1} \cdot d_{1,1} - c_{1,1} \cdot b_{1,1} = 1 \) and computing we hold

Thus, we know the explicit form of the Möbius transformations of the equations 19 i.e.,

Finally, we define the sets \( J_1 \) and \( C_1 \) composed by Möbius transformations and half-circles, respectively, as such

We remark that by construction, each Möbius transformations of \( J_1 \) is hyperbolic and the half-circles of \( C_1 \) are pairwise disjoint.

Remark 3.5. We let \( \Gamma_1 \) be the classical Schottky group of rank one generated by the set \( J_1 \). If we use the same ideas as the step 2 of the Infinite Loch Ness monster case, it is easy to check that the quotient space \( S_1 := \mathbb{H}/\Gamma_1 \) (see the equation 11) is a hyperbolic surface homeomorphic to the cylinder. Moreover, \( S_1 \) has infinite hyperbolic area.

For \( n \). Build a set \( J_n \) containing \( 2^n \) Möbius transformations and the set \( C_n \) composed by its respective isometric circles. We consider the closed subset \( I_{n-1} = \bigcup_{k=0}^{2^{n-1}-1} \frac{3^{n-1} - s_k + 1}{3^{n-1}} \subseteq I_0 \) and its
symmetrical with respect to the imaginary axis $-I_{n-1} = \bigcup_{k=0}^{2^{n-1}-1} \left[ \frac{3^{n-1} - s_k + 1}{3^{n-1}}, \frac{3^{n-1} + s_k}{3^{n-1}} \right] \subseteq -I_0$ (see the theorem 2.1). See the Figure 11. For each $k \in \{0, \ldots, 2^{n-1} - 1\}$ we let $\hat{I}_{n,k}, -\hat{I}_{n,k}$ be the middle third of the closed intervals

$$\left[ \frac{3^{n-1} - s_k - 1}{3^{n-1}}, \frac{3^{n-1} + s_k + 1}{3^{n-1}} \right] \quad \text{and} \quad \left[ \frac{3^{n-1} + s_k - 1}{3^{n-1}}, \frac{3^{n-1} - s_k + 1}{3^{n-1}} \right],$$

respectively. By the remark 2.2 we hold

$$\hat{I}_{n,k} = \left[ \frac{3^n + s_{2k-2} + 1}{3^n}, \frac{3^n + s_{2k-1}}{3^n} \right],$$

$$-\hat{I}_{n,k} = \left[ -\frac{3^n + s_{2k-1}}{3^n}, -\frac{3^n + s_{2k-2} + 1}{3^n} \right].$$

![Figure 11. The closed subsets $I_{n-1}$ and $-I_{n-1}$.

Remark 3.6. If we remove $\bigcup_{k=0}^{2^{n-1}-1} \hat{I}_{n,k}$ and $\bigcup_{k=0}^{2^{n-1}-1} -\hat{I}_{n,k}$ of the closed subsets $I_{n-1}$ and $-I_{n-1}$ accordingly, we hold the sets

$$I_{n-1} \setminus \left( \bigcup_{k=0}^{2^{n-1}-1} \hat{I}_{n,k} \right) = I_n = \bigcup_{k=0}^{2^{n-1}-1} \left[ 1 + \frac{s_k}{3^n}, \frac{1 + s_k + 1}{3^n} \right],$$

$$(-I_{n-1}) \setminus \left( \bigcup_{k=0}^{2^{n-1}-1} -\hat{I}_{n,k} \right) = -I_n = \bigcup_{k=0}^{2^{n-1}-1} \left[ -\frac{1 + s_k + 1}{3^n}, -\left( 1 + \frac{s_k}{3^n} \right) \right].$$

On the other hand, for every $k \in \{0, \ldots, 2^{n-1} - 1\}$ the length of the closed intervals $\hat{I}_{n,k}$ and $-\hat{I}_{n,k}$ is $\frac{1}{3^n}$, then, we choose their respective middle points, which are given by

$$\alpha_{n,k} = \frac{1 + \frac{1 + s_{2k-1}}{3^n}}{3^n} + \frac{1}{3^n} = \frac{3^n \cdot 2 + 3 + 2s_{2k-1}}{3^n},$$

$$\alpha_{n,k}^{-1} = -\frac{1 - \frac{1 + s_{2k-1}}{3^n}}{3^n} - \frac{1}{3^n} = -\frac{3^n \cdot 2 + 3 + 2s_{2k-1}}{3^n}.$$
Now, we substitute these values in the equation 
\[ \alpha_{n,k}^{-1} - r(n) \]
just as:
\[ \alpha_{n,k} \]

Using the same ideas as the Infinite Loch Ness monster case, it is easy to check that the quotient space are pairwise disjoint.
\[ S_n := \mathbb{H}/\Gamma_n \]

Finally, we define the sets \( J_n \) and \( C_n \) composed by Möbius transformations and half-circles, respectively, just as:
\[ J_n := \{ f_{n,k}(z), f_{n,k}^{-1}(z) : k \in \{0, \ldots, 2^{n-1} - 1\} \}, \]
\[ C_n := \{ C(f_{n,k}), C(f_{n,k}^{-1}) : k \in \{0, \ldots, 2^{n-1} - 1\} \}. \]

We note that by construction each Möbius transformation of \( J_n \) is hyperbolic and the half-circles of \( C_n \) are pairwise disjoint.

**Remark 3.7.** If we consider the classical Schottky group of rank one \( \Gamma_n \), which is generated by the set \( J_n \). Using the same ideas as the Infinite Loch Ness monster case, it is easy to check that the quotient space \( S_n := \mathbb{H}/\Gamma_n \) (see the equation [7]) is a hyperbolic surface having infinite area and homeomorphic to the sphere punctured by \( 2n \) points.
From the previous recursive construction of Möbius transformations and half-circles (see the equation 24), we define the sets
\[ J := \bigcup_{n \in \mathbb{N}} J_n, \]
\[ C := \bigcup_{n \in \mathbb{N}} C_n, \]
and we denote \( \Gamma \) as the subgroup of \( \text{PSL}(2, \mathbb{R}) \) generated by the set \( J \). We observe that by construction each Möbius transformation of \( J \) is hyperbolic and the half-circles of \( C \) are pairwise disjoint.

**Step 2. The group \( \Gamma \) is a Fuchsian group.** In order to \( \Gamma \) will be a Geometric Schottky group, we shall define a Schottky description for it. Hence, by the proposition 2.16 we will conclude that \( \Gamma \) is Fuchsian.

We note that the elements belonging to the family \( J \) in the equations 25 can be indexed by a symmetric subset of \( \mathbb{Z} \). Merely, we consider \( P := \{ p_n \}_{n \in \mathbb{N}} \) the subset of all the prime numbers. Then it is easy to check that the map \( \psi : J \to \mathbb{Z} \) defined by
\[ f_{n,k}(z) \mapsto p_n^k, \quad f_{n,k}^{-1}(z) \mapsto -p_n^k, \quad (\text{for every } n \in \mathbb{N} \text{ and } k \in \{ 0, \ldots, 2^{n-1} - 1 \}), \]
is well-defined and injective. The image of \( J \) under \( \psi \) is a symmetric subset of \( \mathbb{Z} \), which we denote as \( I \).

Given that for each element \( k \) belonged to \( I \) there is a unique transformation \( f \in J \) such that \( \psi(f) = k \), then we label the map \( f \) as \( f_k \) and its respective isometric circle as \( C(f_k) \). Hence, we re-write the sets \( J \) and \( C \) as follows
\[ J := \{ f(z) \}_{i \in I}, \]
\[ C := \{ C(f_i) \}_{i \in I}. \]

On the other hand, we define the set \( \{ A_i \}_{i \in I} \) where \( A_i \) is the straight segment in the real line \( \mathbb{R} \) whose ends points coincide to the ends points at the infinite of the half-circle \( C(f_i) \) (see the equation 25). In other words, it is the straight segment joining the ends points of \( C(f_i) \) the isometric circle of \( f(z) \).

We claim that the pair \( (\{ A_i \}, \{ f_i \})_{i \in I} \) is a Schottky description. By the inductive construction of the family \( J := \{ f_i \}_{i \in I} \) described above, it is immediate that the pair \( (\{ A_i \}, \{ f_i \})_{i \in I} \) satisfies the conditions 1 to 4 of definition 2.14. Thus, we only must prove that the condition 5 of definition 2.14 is done.

For any \( i \in I \), we consider the transformation \( f_i \) and its respective isometric circle \( C(f_i) \). Now, we denote as \( \alpha_i \) and \( r_i \) the center and radius of \( C(f_i) \). Hence, we define the open strip associated to \( f_i \) as follows (see the Figure 5)
\[ S_i := \{ z \in \mathbb{H} : \alpha_i - 2r_i < Re(z) < \alpha_i + 2r_i \}. \]

We note that \( C(f_i) \subset S_i \) and for any two different transformations \( f_i \neq f_j \) in \( J \) its respective open strips associated \( S_i \) and \( S_j \) are disjoint. Further, by construction of the family \( C \) (see the equation 25) there exist a transformation \( f_k \in J \) such that \( r_k \), the radius of its isometric circle \( C(f_k) \) satisfies \( r_k \leq r_i \) for all \( i \in I \).

Moreover, by the remark 2.10 it follows that \( B^\epsilon_k \) the closed hyperbolic \( \epsilon \)-neighborhood of the half-circle \( C(f_k) \) belongs to the open strip \( S_k \), choosing \( \epsilon < \frac{r_k}{2} \). Since, for all \( i \in I \) we have \( r_k \leq r_i \), by the lemma 2.11 for every \( \epsilon < \frac{\max\{r_k, r_i\}}{2} = \frac{r_k}{2} \) the closed hyperbolic \( \epsilon \)-neighborhoods \( B^\epsilon_k \) and \( B^\epsilon_i \) of the half circle \( C(f_k) \) and \( C(f_i) \) are disjoint. Even more, this lemma assures that \( B_i^\epsilon \subseteq S_i \), for all \( i \in I \). This implies that condition 5 is done. Therefore, we conclude that the pair \( (\{ A_i \}, \{ f_i \})_{i \in I} \) is a Schottky description.

**Step 3. Holding the surface called the Cantor tree.** The Geometric Schottky group \( \Gamma \) acts freely and properly discontinuously on the open subset \( \mathbb{H} \setminus K \), where the subset \( K \subset \mathbb{H} \) is defined as in the equation 10. In this case, we note that \( K \) is empty because the intersection of any two different elements of \( C \) is empty. Then the quotient space
\[ S := \mathbb{H}/\Gamma \]
is well-defined and through the projection map
\[ \pi : \mathbb{H} \to S, \quad z \mapsto [z], \]

it is a hyperbolic surface. To end the proof we shall show that \( S \) is the Cantor tree \textit{i.e.}, its ends space is homeomorphic to the Cantor set having all ends planar. In other words, \( S \) is homeomorphic to the Cantor tree. To prove this, we will describe the ends space of \( S \) using the property of \( \sigma \)-compact of \( S \) and showing that there is a homeomorphism \( F \) from the ends spaces of the Cantor binary tree \( \text{Ends}(T^{2^\omega}) \) onto the ends space \( \text{Ends}(S) \).

The following remark is necessary.

**Remark 3.8.** We let \( F(\Gamma) \) be the standard fundamental domain of \( \Gamma \), as such
\[ F(\Gamma) := \bigcap_{i \in I} \hat{C}(f_i) \subset \mathbb{H}. \]

Regarding the proposition \[27\], it is a fundamental domain for \( \Gamma \) having the following properties.

1. It is connected and locally finite having infinite hyperbolic area. Further, its boundary is composed by the family of half-circle \( C \) (see the equation \[25\]). In other words, it consists of infinitely many hyperbolic geodesic with ends points at infinite and mutually disjoint.
2. It is a non-compact Dirichlet region and the quotient \( F(\Gamma)/\Gamma \) is homeomorphic to \( S \), then the quotient space \( S \) is also a non-compact hyperbolic surface with infinite hyperbolic area (see [Kat10] Theorem 14.3 p. 283)). We note that by construction, the surface \( S \) does not have genus i.e., its ends are planar.

Since surfaces are \( \sigma \)-compact space, for \( S \) there is an exhaustion of \( S = \bigcup_{n \in \mathbb{N}} K_n \) by compact sets whose complements define the ends spaces of the surface \( S \). More precisely;

**For** \( n = 1 \). We consider the radius \( r(1) = \frac{1}{3} \cdot 2^2 \) given in the recursive construction of \( \Gamma \) and define the compact subset \( K_1 \) of the hyperbolic plane \( \mathbb{H} \) as follows
\[ K_1 := \{ z \in \mathbb{H} : -2 \leq \text{Re}(z) \leq 2, \text{ and } r(1) \leq \text{Im}(z) \leq 1 \}. \]
The image of the intersection \( K_1 \cap F(\Gamma) \) under the projection map \( \pi \) described in the equation \[27\]
\[ \pi(K_1 \cap F(\Gamma)) := K_1 \subset S, \]
is a compact subset of \( S \). By definition of \( K_1 \) the difference \( S \setminus K_1 \) consists of two connected components whose closure in \( S \) is non-compact, and they have compact boundary. Hence, we can write
\[ S \setminus K_1 := U_0 \sqcup U_1. \]

**Remark 3.9.** The set of connected components of \( S \setminus K_1 \) and the set defined as \( 2^1 = \{0, 1\} \) are equipotent. In other words, they are in one-to-one relation.

**For** \( n = 2 \). We consider the radius \( r(2) = \frac{1}{3^2} \cdot 2^2 \) given in the recursive construction of \( \Gamma \) and define the compact subset \( K_2 \) of the hyperbolic plane \( \mathbb{H} \) as follows
\[ K_2 := \{ z \in \mathbb{H} : -3 \leq \text{Re}(z) \leq 3, \text{ and } r(2) \leq \text{Im}(z) \leq 2 \}. \]

By construction \( K_1 \subset K_2 \) and the image of the intersection \( K_2 \cap F(\Gamma) \) under the projection map \( \pi \) (see the equation \[27\])
\[ \pi(K_2 \cap F(\Gamma)) := K_2 \subset S, \]
is a compact subset of \( S \) just as \( K_1 \subset K_2 \). By definition of \( K_2 \) the difference \( S \setminus K_2 \) consists of \( 2^2 \) connected components whose closure in \( S \) is non-compact, and they have compact boundary. Moreover, for every \( l \)}
in the set $2^l$ there exist exactly two connected components of $S \setminus K_2$ contained in $U_l \subset S \setminus K_1$. Hence, we can write

$$S \setminus K_2 := U_{0,0} \sqcup U_{0,1} \sqcup U_{1,0} \sqcup U_{1,1} = \bigsqcup_{l \in 2^l} (U_{l,0} \sqcup U_{l,1}),$$

being $U_{l,0}, U_{l,1} \subset U_l$ for every $l \in 2^l$.

**Remark 3.10.** The set of connected components of $S \setminus K_2$ and the set defined as $2^2 := \prod_{i=1}^2 [0,1]$ are equipotent. In other words, they are in one-to-one relation.

Following the recursive construction above, for $n$ we consider the radius $r(n) = \frac{1}{3^n} \cdot 2^2$ given in the recursive construction of $\Gamma$ and define the compact subset $\tilde{K}_n$ of the hyperbolic plane $\mathbb{H}$ as follows

$$\tilde{K}_n := \{z \in \mathbb{H} : -(n + 1) \leq \text{Re}(z) \leq n + 1, \text{ and } r(n) \leq \text{Im}(z) \leq n\}.$$  

By construction $\tilde{K}_{n-1} \subset \tilde{K}_n$ and the image of the intersection $\tilde{K}_n \cap F(\Gamma)$ under the projection map $\pi$ (see the equation [27])

$$\pi(\tilde{K}_n \cap F(\Gamma)) := K_n \subset S,$$

is a compact subset of $S$ just as $K_{n-1} \subset K_n$. By definition of $\tilde{K}_n$ the difference $S \setminus K_n$ consists of $2^n$ connected components whose closure in $S$ is non-compact, and they have compact boundary. Moreover, for every $l$ in the set $2^{n-1}$ there exist exactly two connected components of $S \setminus K_{n-1}$ contained in $U_l \subset S \setminus K_{n-1}$. Hence, we can write

$$S \setminus K_n := \bigsqcup_{l \in 2^{n-1}} (U_{l,0} \sqcup U_{l,1}),$$

being $U_{l,0}, U_{l,1} \subset U_l$ for every $l \in 2^{n-1}$.

**Remark 3.11.** The set of connected components of $S \setminus K_n$ and the set defined as $2^n := \prod_{i=1}^n [0,1]$ are equipotent. In other words, they are in one-to-one relation.

This recursive construction induces the desired numerable family of increasing compact subset $\{K_n\}_{n \in \mathbb{N}}$ covering the surface $S$,

$$S = \bigcup_{n \in \mathbb{N}} K_n.$$  

Thus, the ends space of $S$ is composed by all sequences $(U_{l_n})_{n \in \mathbb{N}}$ such that $U_{l_n} \subset S \setminus K_n$ and $U_{l_n} \supset U_{l_{n+1}}$, for each $n \in \mathbb{N}$. Further, $l_n \in 2^n$, $l_{n+1} \in 2^{n+1}$ such that $\pi(l_n) = \pi(l_{n+1})$ for every $i \in \{1, \ldots, n\}$, (see subsection Cantor binary tree).

It is easy to check that the map

$$f : \text{Ends}(T2^\omega) \rightarrow \text{Ends}(S), \quad (v_i)_{i \in \mathbb{N}} \mapsto [U_{v_i}]_{i \in \mathbb{N}},$$

is well-defined. We now prove that is a closed continuous bijection, hence a homeomorphism.

**Injectivity.** Consider two different infinite sequences $(v_n)_{n \in \mathbb{N}} \neq (v'_{n})_{n \in \mathbb{N}}$ of the graph $T2^\omega$. Then there exist $N \in \mathbb{N}$ such that for all $m > N$ we have $v_m \neq v'_m$. This implies that $U_{v_m} \cap U_{v'_m} = \emptyset$, hence $f((v_n)_{n \in \mathbb{N}}) = [U_{v_n}]_{n \in \mathbb{N}} \neq [U_{v'_n}]_{n \in \mathbb{N}} = f((v'_n)_{n \in \mathbb{N}})$.

**Surjectivity.** Consider an end $[W_n]_{n \in \mathbb{N}}$ of $\text{Ends}(S)$, then for each $l \in \mathbb{N}$ there is a $W_{n_l}$ of the sequence $(W_n)_{n \in \mathbb{N}}$ such that $K_l \cap W_{n_l} = \emptyset$. Hence, $W_{n_l}$ is contained to $U_{s_l}$ a connected component of $S \setminus K_l$ such that $s_l \in 2^l$. Given that $W_{n_l}$ is a connected open such that $W_{n_{l+1}} \supset W_{n_l}$ then $U_{s_{l+1}} \supset U_{s_l}$ for every $l \in \mathbb{N}$ i.e., the sequences $(W_n)_{n \in \mathbb{N}}$ and $(U_{s_l})_{l \in \mathbb{N}}$ define the same end in $S$ i.e., $[W_n]_{n \in \mathbb{N}} = [U_{s_l}]_{l \in \mathbb{N}}$. This implies that the sequence $(s_l)_{l \in \mathbb{N}}$ is an infinite path in $T2^\omega$ defining an end of $T2^\omega$ and $f$ sends the sequence $(s_l)_{l \in \mathbb{N}}$ into the ends $[W_n]_{n \in \mathbb{N}} = [U_{s_l}]_{l \in \mathbb{N}}$. 
The map \( f \) is continuous. Given an end \((v_n)_{n \in \mathbb{N}} \in \text{Ends}(T^2_\omega)\) and any open subset \(W \subset S\) whose boundary is compact such that the basic open \(W^*\) contains the point \( f((v_n)_{n \in \mathbb{N}}) = [U_{v_n}]_{n \in \mathbb{N}}\), we must prove that there is an open subset \(Z \subset T^2_\omega\) such that the basic open \(Z^*\) contains the point \((v_n)_{n \in \mathbb{N}}\) and \(f(Z') \subset W^*\). Hence \([U_{v_n}]_{n \in \mathbb{N}} \in W^*\) and there is \(m \in \mathbb{N}\) such that \(U_{v_m} \subset W\). If we remove the vertex \(v_m\) of the graph \(T^2_\omega\) the subset \(T^2_\omega \setminus \{v_m\}\) consists of exactly three open connected components whose closure in \(T^2_\omega\) are non-compact, but has compact boundary. We denote as \(Z\) the connected component of \(T^2_\omega\) having the infinite sequence \((v_{m+n})_{n \in \mathbb{N}}\). Then the subset \(Z' \subset \text{Ends}(T^2_\omega)\) is the required basic open, which contains the points \((v_n)_{n \in \mathbb{N}}\) and \(f(Z') \subset W^*\).

The map \(f\) is closed because it is a continuous bijective from a compact space into a Hausdorff space (see [Dug78, Theorem 2.1 p.226]). Hence \(f\) is a homeomorphism.

\[
\text{Corollary 3.12.} \; \text{For every } n \in \mathbb{N}, \text{there is a classical Schottky subgroup } \Gamma_n \text{ of } \Gamma \text{ having rank } n, \text{such that the quotient space } S_n := \mathbb{H}/\Gamma_n \text{ is a hyperbolic surface homeomorphic to the sphere punctured by } 2n \text{ points. The fundamental group of } S_n \text{ is isomorphic to } \Gamma_n. \text{Furthermore, } S \text{ has infinite hyperbolic area.}
\]

Indeed, we consider \(\Gamma_n\) as the Fuchsian group generated by the set \(J_n\) (see the equation 17) and proceed verbatim.

On the other hand, from Theorem 1.1 we can conclude that:

\[
\text{Corollary 3.13.} \; \text{The fundamental group of the Cantor tree is isomorphic to } \Gamma.
\]

3.3. **Proof Theorem 1.5**

**Step 1. Building the group \(\Gamma\).**

For \(n = 1\). Building the set \(J_1\) containing infinitely countable Möbius transformation and the set \(C_1\) composed by its respective isometric circles. We consider the closed interval \(I_0 = [1, 2]\) and its symmetric with respect to the imaginary axis \(-I_0 = [-2, -1]\) (see the theorem 2.1). By the remark 2.2 we have that \(\hat{I}_{1,1} = \left[\frac{4 + s_0}{3}, \frac{3 + s_1}{3}\right]\) and \(-\hat{I}_{1,1} = \left[-\frac{3 + s_1}{3}, -\frac{4 + s_0}{3}\right]\) are the middle thirds of the closed intervals \(I_0\) and \(-I_0\), respectively. Given that \(s_0 = 0\) and \(s_1 = 2\) then we have \(\hat{I}_{1,1} = \left[\frac{4}{3}, \frac{5}{3}\right]\) and \(-\hat{I}_{1,1} = \left[-\frac{5}{3}, -\frac{4}{3}\right]\). See the Figure 13.

\[\begin{array}{c}
\frac{5}{3} & \frac{4}{3} & \ldots & \frac{4}{3} & \frac{5}{3} \\
-2 & -I_0 & -1 & 1 & I_0 & 2
\end{array}\]

**Figure 13.** The middle thirds of the closed intervals \([1, 2]\) and \([-2, -1]\).

We remark that the length of the closed intervals \(\hat{I}_{1,1}\) and \(-\hat{I}_{1,1}\) is \(\frac{1}{3}\) and their respective middle points are \(\alpha_{1,1}\) and \(\alpha_{1,1}^{-1}\) as in the equation 17. Then we let \(C(f_{1,1}), C(f_{1,1}^{-1})\) be two half-circles having centers \(\alpha_{1,1}\) and \(\alpha_{1,1}^{-1}\) respectively, and the same radius \(r(1) = \frac{1}{6 \cdot 3 \cdot 2}\) (see the Figure 14). They are given by the
Now, we substitute these values in the equation (29)

\[
C(f_{1,1}) = \left\{ z \in \mathbb{H} : |6 \cdot 3 \cdot 2z - 6 \cdot (9 + 2s_0)|^{-2} = 1 \right\}, \\
= \left\{ z \in \mathbb{H} : |36z - 54|^2 = 1 \right\},
\]

\[
C(f_{1,1}^{-1}) = \left\{ z \in \mathbb{H} : |-6 \cdot 3 \cdot 2z - 6 \cdot (9 + 2s_0)|^{-2} = 1 \right\}, \\
= \left\{ z \in \mathbb{H} : |-36z - 54|^2 = 1 \right\}.
\]

We note that the half-circles given by the equations (22) and (29) are different because their radius are distinct. Moreover, by construction the centers of the half-circles \(C(f_{1,1})\) and \(C(f_{1,1}^{-1})\) are symmetrical with respect to the imaginary axis, \(i.e., \) we have \(-\alpha_{1,1} = \alpha_{1,1}^{-1}\). The points \(\alpha_{1,1} + r(1)\) and \(\alpha_{1,1} - r(1)\) of \(\hat{I}_{1,1}\) are the two end points at infinite of \(C(f_{1,1})\). Similarly, the points \(\alpha_{1,1}^{-1} + r(1)\) and \(\alpha_{1,1}^{-1} - r(1)\) of \(-\hat{I}_{1,1}\) are the two end points at infinite of \(C(f_{1,1}^{-1})\).

**Remark 3.14.** As the isometric circles are not necessary to give the explicit expression of the group \(\Gamma\), from now on we will avoid writing the equations of \(C(f_{1,i})\) for the rest of the proof.

Now, we calculate the Möbius transformation and its respective inverse

\[
f_{1,1}(z) = \frac{a_{1,1}z + b_{1,1}}{c_{1,1}z + d_{1,1}},
\]

\[
f_{1,1}^{-1}(z) = \frac{-c_{1,1}z + a_{1,1}}{-d_{1,1}z + b_{1,1}},
\]

which has as isometric circles \(C(f_{1,1})\) and \(C(f_{1,1}^{-1})\), respectively. By the remarks (2,9) we have

\[
a_{1,1} = -6 \cdot (9 + 2s_0) = -54, \\
c_{1,1} = 6 \cdot 3 \cdot 2 = 36, \\
d_{1,1} = -6 \cdot (9 + 2s_0) = -54.
\]

Now, we substitute these values in the equation \(a_{1,1} \cdot d_{1,1} - b_{1,1} \cdot c_{1,1} = 1\) and computing we hold

\[
b_{1,1} = \frac{6^2 \cdot (9 + 2s_0)^2 - 1}{6 \cdot 3 \cdot 2} = \frac{2915}{36}.
\]

Thus, we know the explicit form of the Möbius transformations of the equation (30)

\[
f_{1,1}(z) = \frac{-6 \cdot (9 + 2s_0)z + \frac{6^2 \cdot (9 + 2s_0)^2 - 1}{6 \cdot 3 \cdot 2}}{6 \cdot 3 \cdot 2z - 6 \cdot (9 + 2s_0)} = \frac{-54z + \frac{2915}{36}}{36z - 54},
\]

\[
f_{1,1}^{-1}(z) = \frac{-6 \cdot (9 + 2s_0)z - \frac{6^2 \cdot (9 + 2s_0)^2 - 1}{6 \cdot 3 \cdot 2}}{-6 \cdot 3 \cdot 2z - 6 \cdot (9 + 2s_0)} = \frac{54z - \frac{2915}{36}}{-36z - 54}.
\]

Then we define the sets \(J_{1,1}\) and \(C_{1,1}\) composed by Möbius transformations and half-circles, as such

\[
J_{1,1} := \{ f_{1,1}(z), f_{1,1}^{-1}(z) \}, \\
C_{1,1} := \{ C(f_{1,1}), C(f_{1,1}^{-1}) \}.
\]

We remark that by construction each Möbius transformation of \(J_{1,1}\) is hyperbolic and the half-circle of \(C_{1,1}\) are pairwise disjoint. We let \(\Gamma_{1,1}\) be the classical Schottky group of rank one generated by \(J_{1,1}\). Using the same ideas as the Infinite Loch Ness monster case, it is easy to check that the quotient space \(\mathbb{H}/\Gamma_{1,1}\) is a hyperbolic surface homeomorphic to the cylinder.

**Remark 3.15.** Now, we shall build eight sequences of half-circles whose radius converge to zero, each sequence will have associated a suitable sequence of Möbius transformations. Two of those sequences will be in the second sixth closed subinterval of \(\hat{I}_{1,1}\) and two more in the fifth sixth closed subinterval of \(-\hat{I}_{1,1}\). Likewise, two sequences will be in the fifth sixth closed subinterval of \(\hat{I}_{1,1}\) and the last two in the
second sixth closed subinterval of $\hat{I}_{1,1}$. In other words, it will be sequences of half-circles converged to zero at the left and at the right of $C(f_{1,1})$ and $C(f_{1,1}^{-1})$.

Now, we shall build sequences of half-circles at the left and at the right of $C(f_{1,1})$, $C(f_{1,1}^{-1})$, whose radius converge to zero. Each sequence will have associated a suitable sequence of Möbius transformations as follows.

**Part I. Building sequences of half-circles at the left of $C(f_{1,1})$ and at right of $C(f_{1,1}^{-1})$.** We divide the closed interval $\hat{I}_{1,1}$ into six as shown in Figure 14. Then we consider the second sixth closed subinterval of its, which is given by

![Diagram showing the division of $\hat{I}_{1,1}$ into six subintervals.](image_url)

**Figure 14.** The closed intervals $\hat{I}_{1,1}$ and $-\hat{I}_{1,1}$ are divided into six closed subintervals. For $\hat{I}_{1,1}$ the second sixth subinterval is $\left[\frac{25}{18}, \frac{26}{18}\right]$ denoted as $L_{1,1}$ and for $-\hat{I}_{1,1}$ the fifth sixth subinterval is $\left[-\frac{26}{18}, -\frac{25}{18}\right]$ denoted as $-L_{1,1}$.

$L_{1,1} := \left[\frac{4 + s_0}{3} + \frac{1}{3 \cdot 6}, \frac{4 + s_0}{3} + \frac{2}{3 \cdot 6}\right] = \left[\frac{25 + 6s_0}{3 \cdot 6}, \frac{26 + 6s_0}{3 \cdot 6}\right] = \left[\frac{25}{18}, \frac{26}{18}\right]$.

We denote as $-L_{1,1}$ the closed interval symmetric with respect to the imaginary axis of $L$, i.e.,

$-L_{1,1} = \left[-\frac{25 + 6s_0}{3 \cdot 6}, -\frac{26 + 6s_0}{3 \cdot 6}\right] = \left[-\frac{25}{18}, -\frac{26}{18}\right]$.

Then we write $L_{1,1}$ and $-L_{1,1}$ as an union of closed subintervals $\bigcup_{m \in \mathbb{Z}} (L_{1,1})_m$ and $\bigcup_{m \in \mathbb{Z}} (-L_{1,1})_m$, which are given respectively as

\[
(L_{1,1})_m = \left[\frac{25 + 6s_0}{3 \cdot 6} + \frac{1}{3 \cdot 6 \cdot 2^m}, \frac{25 + 6s_0}{3 \cdot 6} + \frac{1}{3 \cdot 6 \cdot 2^{m-1}}\right],
\]

\[
= \left[\frac{(25 + 6s_0) \cdot 2^m + 1}{3 \cdot 6 \cdot 2^m}, \frac{(25 + 6s_0) \cdot 2^{m-1} + 1}{3 \cdot 6 \cdot 2^{m-1}}\right],
\]

\[
= \left[\frac{25 \cdot 2^m + 1}{18 \cdot 2^m}, \frac{25 \cdot 2^{m-1} + 1}{18 \cdot 2^{m-1}}\right],
\]

\[
(-L_{1,1})_m = \left[-\frac{25 + 6s_0}{3 \cdot 6 \cdot 2^m}, -\frac{25 + 6s_0}{3 \cdot 6 \cdot 2^{m-1}}\right],
\]

\[
= \left[-\frac{(25 + 6s_0) \cdot 2^m + 1}{3 \cdot 6 \cdot 2^m}, -\frac{(25 + 6s_0) \cdot 2^{m-1} + 1}{3 \cdot 6 \cdot 2^{m-1}}\right],
\]

\[
= \left[-\frac{25 \cdot 2^m + 1}{18 \cdot 2^m}, -\frac{25 \cdot 2^{m-1} + 1}{18 \cdot 2^{m-1}}\right].
\]
By definition, the length of \((L_{1,1})_m\) and \((-L_{1,1})_m\) is \(\frac{1}{3 \cdot 6 \cdot 2^m}\) for each \(m \in \mathbb{N}\), then we choose the points \((\alpha_{1,1})_{1,m}, (\alpha_{1,1})_{2,m}\) belonging to \((L_{1,1})_m\), as such

\[
(\alpha_{1,1})_{1,m} = \left(\frac{25 + 6s_0}{3 \cdot 6 \cdot 2^m}\right) \cdot 2^m + 1 + \frac{7}{10} \left(\frac{1}{3 \cdot 6 \cdot 2^m}\right) = \frac{(250 + 60s_0) \cdot 2^m + 17}{10 \cdot 3 \cdot 6 \cdot 2^m},
\]

(32)

\[
(\alpha_{1,1})_{2,m} = \left(\frac{25 + 6s_0}{3 \cdot 6 \cdot 2^m}\right) \cdot 2^m + 1 + \frac{3}{10} \left(\frac{1}{3 \cdot 6 \cdot 2^m}\right) = \frac{(250 + 60s_0) \cdot 2^m + 13}{10 \cdot 3 \cdot 6 \cdot 2^m},
\]

(33)

and the points \((\alpha_{1,1})^{-1}_{1,m}, (\alpha_{1,1})^{-1}_{2,m}\) belonging to \((-L_{1,1})_m\), as a result

\[
(\alpha_{1,1})^{-1}_{1,m} = -\frac{(250 + 60s_0) \cdot 2^m + 13}{10 \cdot 3 \cdot 6 \cdot 2^m},
\]

\[
(\alpha_{1,1})^{-1}_{2,m} = -\frac{(250 + 60s_0) \cdot 2^m + 17}{10 \cdot 3 \cdot 6 \cdot 2^m}.
\]

Then we let \(C(f_{1,1})_{1,m}, C(f_{1,1})^{-1}_{1,m}, C(f_{1,1})_{2,m}, C(f_{1,1})^{-1}_{2,m}\) be the four half-circles having centers \((\alpha_{1,1})_{1,m}, (\alpha_{1,1})_{2,m}\) and \((\alpha_{1,1})^{-1}_{1,m}, (\alpha_{1,1})^{-1}_{2,m}\) respectively (see the equations 32 and 33), and the same radius \((r(1))_m = \frac{1}{10} \left(\frac{1}{3 \cdot 6 \cdot 2^m}\right)\) (see the Figure 15).

\[
\begin{array}{cccccccc}
\overset{C(f_{1,1})_{1,2}}{\alpha_{1,1}} & \overset{C(f_{1,1})^{-1}_{1,2}}{\alpha_{1,1}} & \overset{C(f_{1,1})_{2,2}}{\alpha_{1,1}} & \overset{C(f_{1,1})^{-1}_{2,2}}{\alpha_{1,1}} & \cdots & \cdots & \overset{C(f_{1,1})_{1,1}}{\alpha_{1,1}} & \overset{C(f_{1,1})^{-1}_{1,1}}{\alpha_{1,1}} \\
& & & & & & & \\
\overset{(L_{1,1})_2}{\alpha_{1,1}} & \overset{(L_{1,1})_1}{\alpha_{1,1}} & \cdots & \cdots & \cdots & \cdots & \overset{(L_{1,1})_2}{\alpha_{1,1}} & \overset{(L_{1,1})_1}{\alpha_{1,1}} \\
\end{array}
\]

\[
\text{Figure 15. The closed intervals } L_{1,1} \text{ and } -L_{1,1} \text{ are expressed as an union of closed subintervals } \bigcup_{m \geq 3} \left(L_{1,1}\right)_m \text{ and } \bigcup_{m \geq 3} \left(-L_{1,1}\right)_m. \text{ Every } \left(L_{1,1}\right)_m \text{ is built with the addition of a term of the sequence } \frac{1}{3 \cdot 6 \cdot 2^m}. \text{ On each } \left(L_{1,1}\right)_m \text{ there are two half-circles of radius } (r(1))_m.
\]

**Remark 3.16.** By construction the centers of the half-circles \(C(f_{1,1})_{1,m}\) and \(C(f_{1,1})^{-1}_{1,m}\) (analogously, \(C(f_{1,1})_{2,m}\) and \(C(f_{1,1})^{-1}_{2,m}\) ) are symmetrical with respect to the imaginary axis i.e., we have \(- (\alpha_{1,1})_{1,m} = (\alpha_{1,1})^{-1}_{1,m}\) (respectively, \(- (\alpha_{1,1})_{2,m} = (\alpha_{1,1})^{-1}_{2,m}\).
Now, for every $n \in \mathbb{N}$ we must calculate the Möbius transformations and its respective inverse

\[
\begin{align*}
(f_{1,1})_{1,m}^{-1}(z) &= \frac{a_{1,1}}{c_{1,1} - b_{1,1}} z + \frac{b_{1,1}}{c_{1,1} - b_{1,1}}, \\
(f_{1,1})_{2,m}^{-1}(z) &= \frac{a_{1,1}}{c_{1,1} - b_{1,1}} z + \frac{b_{1,1}}{c_{1,1} - b_{1,1}},
\end{align*}
\]

(34)

having as isometric circles $C((g_{1,1})_{1,m})$ and $C((g_{1,1})_{1,m}^{-1})$, respectively. By the remarks 2.9 we have

\[
\begin{align*}
(a_{1,1})_{1,m} &= -(250 + 60s_0) \cdot 2^m + 13 = -(250 \cdot 2^m + 13), \\
(c_{1,1})_{1,m} &= 10 \cdot 3 \cdot 6 \cdot 2^m = 180 \cdot 2^m, \\
(d_{1,1})_{1,m} &= -(250 + 60s_0) \cdot 2^m + 17 = -(250 \cdot 2^m + 17).
\end{align*}
\]

Now, we substitute these values in the equation $a_{1,m} \cdot d_{1,m} - b_{1,m} \cdot c_{1,m} = 1$ and computing we hold

\[
\begin{align*}
(b_{1,1})_{1,m} &= \frac{(250 + 60s_0) \cdot 2^m + 13)((250 + 60s_0) \cdot 2^m + 17) - 1}{(250 \cdot 2^m + 13)(250 \cdot 2^m + 17) - 1}, \\
&= \frac{10 \cdot 3 \cdot 6 \cdot 2^m}{180 \cdot 2^m}.
\end{align*}
\]

Hence, we can easily write the explicit form of the Möbius transformations of the equations 34.

On the other hand, for every $m \in \mathbb{N}$ we shall calculate the Möbius transformations and its respective inverse

\[
\begin{align*}
(f_{1,1})_{2,m}^{-1}(z) &= \frac{a_{1,1}}{c_{1,1} - b_{1,1}} z + \frac{b_{1,1}}{c_{1,1} - b_{1,1}}, \\
(f_{1,1})_{2,m}^{-1}(z) &= \frac{a_{1,1}}{c_{1,1} - b_{1,1}} z + \frac{b_{1,1}}{c_{1,1} - b_{1,1}},
\end{align*}
\]

(35)

having as isometric circles $C((f_{1,1})_{2,m})$ and $C((f_{1,1})_{2,m}^{-1})$, respectively. By remarks 2.9 we get

\[
\begin{align*}
(a_{1,1})_{2,m} &= -(250 + 60s_0) \cdot 2^m + 17 = -(250 \cdot 2^m + 17), \\
(c_{1,1})_{2,m} &= 10 \cdot 3 \cdot 6 \cdot 2^m = 180 \cdot 2^m, \\
(d_{1,1})_{2,m} &= -(250 + 60s_0) \cdot 2^m + 13 = -(250 \cdot 2^m + 13).
\end{align*}
\]

Now, we substitute these values in the equation $a_{1,m} \cdot d_{1,m} - b_{1,m} \cdot c_{1,m} = 1$ and computing we hold

\[
\begin{align*}
(b_{1,1})_{2,m} &= \frac{(250 + 60s_0) \cdot 2^m + 17)((250 + 60s_0) \cdot 2^m + 13) - 1}{(250 \cdot 2^m + 17)(250 \cdot 2^m + 13) - 1}, \\
&= \frac{10 \cdot 3 \cdot 6 \cdot 2^m}{180 \cdot 2^m}.
\end{align*}
\]

Hence, we can easily write the explicit form of the Möbius transformation of the equations 35. Then, we define the sets $(f_{1,1})_{left-right}$ and $(C_{1,1})_{left-right}$ composed by Möbius transformation and half-circle,
respectively, as such
\begin{align}
(J_{1,1})_{left-right} &:= \left\{ (f_{1,1})_{1,m}^{-1}(z), (f_{1,1})_{1,m}^{-1}(z), (f_{1,1})_{2,m}^{-1}(z), (f_{1,1})_{2,m}^{-1}(z) : m \in \mathbb{N} \right\}, \\
(C_{1,1})_{left-right} &:= \left\{ C(f_{1,1})_{1,m}, C(f_{1,1})_{1,m}, C(f_{1,1})_{2,m}, C(f_{1,1})_{2,m}^{-1} : m \in \mathbb{N} \right\}.
\end{align}

We remark that by construction each Möbius transformation of \((J_{1,1})_{left-right}\) is hyperbolic and the half-circles of \((C_{1,1})_{left-right}\) are pairwise disjoint.

**Part II. Building sequences of half-circle at the right of \(C(f_{1,1})\) and at the left of \(C(f_{1,1})^{-1}\).** We consider the fifth sixth closed subinterval of \(\tilde{I}_{1,1}\), which is given by

\[S_{1,1} = \left[\frac{3 + s_{1}}{3} - \frac{2}{3 \cdot 6}, \frac{3 + s_{1}}{3} + \frac{1}{3 \cdot 6}\right] = \left[\frac{16 + 6s_{1}}{3 \cdot 6}, \frac{17 + 6s_{1}}{3 \cdot 6}\right] = \left[\frac{28}{18}, \frac{29}{18}\right].\]

Then we denote as \(-S_{1,1}\) the closed interval symmetric with respect to the imaginary axis i.e.,

\[-S_{1,1} = \left[-\frac{17 + 6s_{1}}{3 \cdot 6}, -\frac{16 + 6s_{1}}{3 \cdot 6}\right] = \left[-\frac{29}{18}, -\frac{28}{18}\right].\]

See Figure 16 Then we write \(S_{1,1}\) and \(-S_{1,1}\) as the union of closed subintervals \(\bigcup_{m \in \mathbb{N}} (S_{1,1})_m\) and \(\bigcup_{m \in \mathbb{N}} (-S_{1,1})_m\) respectively, as such

\[
(S_{1,1})_m = \left[\frac{17 + 6s_{1}}{3 \cdot 6} - \frac{1}{3 \cdot 6 \cdot 2^{m-1}}, \frac{17 + 6s_{1}}{3 \cdot 6} - \frac{1}{3 \cdot 6 \cdot 2^m}\right],
\]

\[
= \left[\frac{29 \cdot 2^{m-1} - 1}{3 \cdot 6 \cdot 2^{m-1}}, \frac{29 \cdot 2^m - 1}{3 \cdot 6 \cdot 2^m}\right],
\]

\[
(S_{1,1})_m = \left[-\frac{17 + 6s_{1}}{3 \cdot 6} + \frac{1}{3 \cdot 6 \cdot 2^{m-1}}, -\frac{17 + 6s_{1}}{3 \cdot 6} + \frac{1}{3 \cdot 6 \cdot 2^m}\right],
\]

\[
= \left[-\frac{29 \cdot 2^{m-1} - 1}{3 \cdot 6 \cdot 2^{m-1}}, -\frac{29 \cdot 2^m - 1}{3 \cdot 6 \cdot 2^m}\right].
\]

By definition the length of \((S_{1,1})_m\) and \((-S_{1,1})_m\) is \(\frac{1}{3 \cdot 6 \cdot 2^m}\) for each \(m \in \mathbb{N}\), then we choose the points \((\alpha_{1,1})_{3,m}\) and \((\alpha_{1,1})_{4,m}\) belonging to \((S_{1,1})_m\), as such

\[
(\alpha_{1,1})_{3,m} = \frac{(17 + 6s_{1}) \cdot 2^{m-1} - 1}{3 \cdot 6 \cdot 2^{m-1}} + \frac{7}{10} \left(\frac{1}{3 \cdot 6 \cdot 2^m}\right) = \frac{(170 + 60s_{1}) \cdot 2^m - 13}{10 \cdot 3 \cdot 6 \cdot 2^m},
\]

\[
(\alpha_{1,1})_{3,m} = \frac{180 \cdot 2^m}{290 \cdot 2^m - 17},
\]

\[
(\alpha_{1,1})_{4,m} = \frac{(170 + 60s_{1}) \cdot 2^{m-1} - 1}{3 \cdot 6 \cdot 2^{m-1}} + \frac{3}{10} \left(\frac{1}{3 \cdot 6 \cdot 2^m}\right) = \frac{(170 + 60s_{1}) \cdot 2^m - 17}{10 \cdot 3 \cdot 6 \cdot 2^m},
\]

\[
(\alpha_{1,1})_{4,m} = \frac{180 \cdot 2^m}{290 \cdot 2^m - 17}.
\]
and the points \((\alpha_{1,1})^{-1}_{3,m}\) and \((\alpha_{1,1})^{-1}_{4,m}\) belonging to \((-S_{1,1})_{m}\), as such

\[
\begin{align*}
(\alpha_{1,1})^{-1}_{3,m} &= \frac{(170 + 60s_1) \cdot 2^m - 17}{290 \cdot 2^m} = \frac{10 \cdot 3 \cdot 6 \cdot 2^m}{290 \cdot 2^m}, \\
(\alpha_{1,1})^{-1}_{4,m} &= \frac{(170 + 60s_1) \cdot 2^m - 13}{180 \cdot 2^m}.
\end{align*}
\]

(38)

Then we let \(C(f_1,1)_{3,m}, C(f_1,1)_{3,m}^{-1}, C(f_1,1)_{4,m}, C(f_1,1)_{4,m}^{-1}\) be the 4m half-circles having centers \((\alpha_{1,1})_{3,m}^{-1}, (\alpha_{1,1})_{4,m}^{-1}\) and \((\alpha_{1,1})_{4,m}^{-1}\) respectively (see the equations 37 and 38), and the same radius \((r(1))_{m} = \frac{1}{10} \left( \frac{1}{3 \cdot 6 \cdot 2^m} \right)\) (see the Figure 16).

\[\begin{array}{c}
\cdots \quad C(f_1,1)_{3,2} C(f_1,1)_{3,1} C(f_1,1)_{4,1} C(f_1,1)_{4,2} C(f_1,1)_{4,1} \quad \ldots \\
| (-S_{1,1})_{3} \quad (-S_{1,1})_{2} \quad (-S_{1,1})_{1} \quad (-S_{1,1})_{3} \quad (-S_{1,1})_{2} \quad \ldots |
\end{array}\]

\[\begin{array}{c}
\cdots \quad C(f_1,1)_{3,1} C(f_1,1)_{3,2} C(f_1,1)_{4,1} C(f_1,1)_{4,2} \quad \ldots \\
| (S_{1,1})_{1} \quad (S_{1,1})_{2} \quad (S_{1,1})_{3} \quad (S_{1,1})_{1} \quad (S_{1,1})_{2} \quad \ldots |
\end{array}\]

\[\begin{array}{c}
\frac{-29}{18} \quad \frac{-28}{18} \quad \frac{28}{18} \quad \frac{29}{18}
\end{array}\]

**Figure 16.** The closed intervals \(S_{1,1}\) and \(-S_{1,1}\) are expressed as an union of closed subintervals \(\bigcup_{m \in \mathbb{N}} (S_{1,1})_{m}\) and \(\bigcup_{m \in \mathbb{N}} (-S_{1,1})_{m}\). Every \((S_{1,1})_{m}\) is built with the subtraction of a term of the sequence \(\frac{1}{3 \cdot 6 \cdot 2^m}\). On each \((S_{1,1})_{m}\) there are two half-circles of radius \((r(1))_{m}\).

**Remark 3.17.** By construction, the centers of the half-circles \(C(f_1,1)_{3,m}\) and \(C(f_1,1)_{4,m}^{-1}\) (analogously, \(C(f_1,1)_{3,m}^{-1}\) and \(C(f_1,1)_{4,m}\)) are symmetrical with respect to the imaginary axis i.e., we have \(-\alpha_{1,1})_{3,m} = \alpha_{1,1})_{4,m}^{-1}\) (respectively, \(-\alpha_{1,1})_{4,m} = \alpha_{1,1})_{3,m}^{-1}\).

Now, for every \(m \in \mathbb{N}\) we must calculate the Möbius transformations and its respective inverse

\[
\begin{align*}
(f_1,1)_{3,m}(z) &= \frac{(a_{1,1})_{3,m} z + (b_{1,1})_{3,m}}{(c_{1,1})_{3,m} z + (d_{1,1})_{3,m}}, \\
(f_1,1)_{3,m}^{-1}(z) &= \frac{(c_{1,1})_{3,m} z + (a_{1,1})_{3,m}}{-(c_{1,1})_{3,m} z + (d_{1,1})_{3,m}},
\end{align*}
\]

(39)
having as isometric circles \(C(f_{1,1})_{3,m} \) and \(C(f_{1,1})^{-1}_{3,m} \), respectively. By remarks 2.9 we have
\[
\begin{align*}
(a_{1,1})_{3,m} &= -((170 + 60s_1) \cdot 2^m - 17) = -(290 \cdot 2^m - 17), \\
(c_{1,1})_{3,m} &= 10 \cdot 3 \cdot 6 \cdot 2^m = 180 \cdot 2^m, \\
(d_{1,1})_{3,m} &= -((170 + 60s_1) \cdot 2^m - 13) = -(290 \cdot 2^m - 13).
\end{align*}
\]

Now, we substitute these values in the equation \((a_{1,1})_{3,m} \cdot (d_{1,1})_{3,m} - (b_{1,1})_{3,m} \cdot (c_{1,1})_{3,m} = 1\) and computing we hold
\[
\begin{align*}
(b_{1,1})_{3,m} &= \frac{(170 + 60s_1) \cdot 2^m - 17)((170 + 60s_1) \cdot 2^m - 13) - 1, \\
&= \frac{290 \cdot 2^m - 17)(290 \cdot 2^m - 13) - 1}{180 \cdot 2^m}.
\end{align*}
\]

Hence, we can easily write the explicit form of the Möbius transformations of the equations 39.

In a similar way, for every \(n \in \mathbb{N}\) we shall calculate the Möbius transformations and its respective inverse
\[
\begin{align*}
(f_{1,1})_{4,m}(z) &= \frac{(a_{1,1})_{4,m}z + (b_{1,1})_{4,m}}{(c_{1,1})_{4,m}z + (d_{1,1})_{4,m}}, \\
(f_{1,1})^{-1}_{4,m}(z) &= \frac{(d_{1,1})_{4,m}z - (b_{1,1})_{4,m}}{- (c_{1,1})_{4,m}z + (a_{1,1})_{4,m}},
\end{align*}
\]

having as isometric circles \(C(f_{1,1})_{4,m} \) and \(C(f_{1,1})^{-1}_{4,m} \), respectively. By remarks 2.9 we get
\[
\begin{align*}
(a_{1,1})_{4,m} &= -((170 + 60s_1) \cdot 2^m - 13) = -(290 \cdot 2^m - 13), \\
(c_{1,1})_{4,m} &= 10 \cdot 3 \cdot 6 \cdot 2^m = 180 \cdot 2^m, \\
(d_{1,1})_{4,m} &= -((170 + 60s_1) \cdot 2^m - 17) = -(290 \cdot 2^m - 17).
\end{align*}
\]

Now, we substitute these values in the equation \((a_{1,1})_{4,m} \cdot (d_{1,1})_{4,m} - (b_{1,1})_{4,m} \cdot (c_{1,1})_{4,m} = 1\) and computing we hold
\[
\begin{align*}
(b_{1,1})_{4,m} &= \frac{((170 + 60s_1) \cdot 2^m - 13)((170 + 60s_1) \cdot 2^m - 17) - 1}{180 \cdot 2^m}.
\end{align*}
\]

Hence, we can easily write the explicit form of the Möbius transformations of equations 40. Then, we define the sets \((J_{1,1})_{\text{right-left}}\) and \((C_{1,1})_{\text{right-left}}\) composed by Möbius transformations and half-circles, respectively, as such
\[
\begin{align*}
(J_{1,1})_{\text{right-left}} &= \left\{ (f_{1,1})_{3,m}(z), (f_{1,1})^{-1}_{3,m}(z), (f_{1,1})_{4,m}(z), (f_{1,1})^{-1}_{4,m}(z) : m \in \mathbb{N} \right\}, \\
(C_{1,1})_{\text{right-left}} &= \left\{ C(f_{1,1})_{3,m}, C(f_{1,1})^{-1}_{3,m}, C(f_{1,1})_{4,m}, C(f_{1,1})^{-1}_{4,m} : m \in \mathbb{N} \right\}.
\end{align*}
\]

We remark that by construction each Möbius transformation of \((J_{1,1})_{\text{right-left}}\) is hyperbolic and the half-circles of \((C_{1,1})_{\text{right-left}}\) are pairwise disjoint.
Finally, from the equations \[31, 36\] and \[41\] we define the sets of the Möbius transformations and their respective isometric circles to the step 1, as such

\[
\begin{align*}
J_1 & := \left\{ f_{1,1}(z), f_{1,1}^{-1}(z), (f_{1,1})_{s,m}^{-1}(z) : s \in \{1, \ldots, 4\}, m \in \mathbb{N} \right\}, \\
C_1 & := \left\{ C(f_{1,1}), C(f_{1,1}^{-1}), C(f_{1,1})_{s,m}, C(f_{1,1})_{s,m}^{-1} : s \in \{1, \ldots, 4\}, m \in \mathbb{N} \right\}.
\end{align*}
\]

We remark that by construction each Möbius transformation of \(J_1\) is hyperbolic and the half-circles of \(C_1\) are pairwise disjoint.

**Remark 3.18.** If we consider the classical Schottky group of rank one \(\Gamma_1\), which is generated by the set \(J_1\) (see the equation \[42\]). Using the same ideas as the Infinite Loch Ness monster case, it is easy to check that the quotient space \(S_1 := \mathbb{H}/\Gamma_1\) (see the equation \[11\]) is a hyperbolic surface having infinite area and homeomorphic to the ladder of Jacob i.e., \(S_1\) has two ends and each one having infinite genus. See the Figure \[17\]

\[
\begin{array}{c}
\vdots \\
\includegraphics[width=0.5\textwidth]{figure17.png} \\
\vdots
\end{array}
\]

**Figure 17. The ladder of Jacob.**

For \(n\). **Building the set** \(J_n\) **containing infinitely countable Möbius transformation and the set** \(C_n\) **composed by its respective isometric circles.** We consider the closed subset (see the theorem \[2.1\])

\[
I_{n-1} = \bigcup_{k=0}^{2^{n-1}-1} \left[ \frac{3^{n-1} + s_k}{3^{n-1}}, \frac{3^{n-1} - s_k + 1}{3^{n-1}} \right] \subset I_0
\]

and its symmetrical with respect to the imaginary axis. See the Figure \[18\]

\[
-\left. I_{n-1} = \bigcup_{k=0}^{2^{n-1}-1} \left[ -\frac{3^{n-1} - s_k + 1}{3^{n-1}}, -\frac{3^{n-1} + s_k}{3^{n-1}} \right] \subset -I_0. \right.
\]

Then for each \(k \in \{0, \ldots, 2^{n-1} - 1\}\) we let \(\hat{I}_{n,k}, -\hat{I}_{n,k}\) be the middle third of the closed intervals

\[
\left[ \frac{3^{n-1} + s_{k-1}}{3^{n-1}} , \frac{3^{n-1} + s_{k-1} + 1}{3^{n-1}} \right] \quad \text{and} \quad \left[ -\frac{3^{n-1} + s_{k-1} + 1}{3^{n-1}}, -\frac{3^{n-1} + s_{k-1}}{3^{n-1}} \right],
\]

respectively. By the remark \[2.2\] we hold

\[
\hat{I}_{n,k} = \left[ \frac{3^n + s_{2k-2} + 1}{3^n}, \frac{3^n + s_{2k-1}}{3^n} \right], \\
-\hat{I}_{n,k} = \left[ -\frac{3^n + s_{2k-1}}{3^n}, -\frac{3^n + s_{2k-2} + 1}{3^n} \right].
\]

On the other hand, for every \(k \in \{0, \ldots, 2^{n-1} - 1\}\) the length of the closed intervals \(\hat{I}_{n,k}\) and \(-\hat{I}_{n,k}\) is \(\frac{1}{3^n}\) and their respective middle points are \(\alpha_{n,k}\) and \(\alpha_{n,k}^{-1}\) as in the equation \[21\]. Then we let \(C(f_{n,k}), C(f_{n,k}^{-1})\) be the half-circles having centers \(\alpha_{n,k}\) and \(\alpha_{n,k}^{-1}\) respectively, and the same radius \(r(n) = \frac{1}{3^n \cdot 6 \cdot 2}\).
Thus, we know the explicit form of the Möbius transformations of the equations (43). Then for each $k \in \{0, \ldots, 2^{n-1} - 1\}$ we shall calculate the Möbius transformations and its respective inverse for each $n$

\[ f_{n,k}(z) = \frac{a_{n,k}z + b_{n,k}}{c_{n,k}z + d_{n,k}}, \quad f_{n,k}^{-1}(z) = \frac{-c_{n,k}z + a_{n,k}}{d_{n,k}z - b_{n,k}}, \]

which has as isometric circles $C(f_{n,k})$ and $C(f_{n,k}^{-1})$, respectively (see the Figure 19).

By remarks 2.9 we have

\[
\begin{align*}
a_{n,k} &= -6 \cdot (3^n \cdot 2 + 2(1 + s_{2k-1}) + 1), \\
c_{n,k} &= 6 \cdot 3^n \cdot 2, \\
d_{n,k} &= -6 \cdot (3^n \cdot 2 + 2(1 + s_{2k-1}) + 1). 
\end{align*}
\]

Now, we substitute these values in the equation $a_{n,k} \cdot d_{n,k} - b_{n,k} \cdot c_{n,k} = 1$ and computing we hold

\[
b_{n,k} = \frac{6^2 \cdot (3^n \cdot 2 + 2(1 + s_{2k-1}) + 1)^2 - 1}{6 \cdot 3^n \cdot 2}.
\]

Thus, we know the explicit form of the Möbius transformations of the equations (43). Then for each $k \in \{0, \ldots, 2^{n-1} - 1\}$ we define the sets

\[
\begin{align*}
J_{n,k} &:= \{f_{n,k}(z), f_{n,k}^{-1}(z)\}, \\
C_{n,k} &:= \{C(f_{n,k}), C(f_{n,k}^{-1})\}.
\end{align*}
\]

By construction each Möbius transformation of $J_{n,k}$ is hyperbolic and the half-circle of $C_{n,k}$ are pairwise disjoint.

Now, for each $k \in \{0, \ldots, 2^{n-1} - 1\}$ we shall build sequences of half-circles at the left and at the right of $C(f_{n,k})$, $C(f_{n,k}^{-1})$, whose radius converge to zero, each sequence will have associated a suitable sequence of Möbius transformations as follows.

**Part I. Building sequences of half-circles at the left of $C(f_{n,k})$ and at the right of $C(f_{n,k}^{-1})$.** For each $k \in \{0, \ldots, 2^{n-1} - 1\}$ we consider the second sixth closed subinterval of each

\[
\hat{I}_{n,k} = \left[\frac{3^n + s_{2k-2} + 1}{3^n}, \frac{3^n + s_{2k-1}}{3^n}\right],
\]

**Figure 18.** The closed intervals $\hat{I}_{n,k}, \hat{I}_{n,k}^\prime$.

Now, for each $k \in \{0, \ldots, 2^{n-1} - 1\}$ we shall calculate the Möbius transformations and its respective inverse for each $n$.
which are given by

\[
L_{n,k} := \left[ \frac{3^n + s_{2k-2} + 1}{3^n} + \frac{1}{3^n \cdot 6}, \frac{3^n + s_{2k-2} + 1}{3^n} + \frac{2}{3^n \cdot 6} \right].
\]

We denote as \(-L_{n,k}\) the closed interval symmetric with respect to the imaginary axis of \(L_{n,k}\) i.e.,

\[
-L_{n,k} = \left[ -\frac{3^n + s_{2k-2} + 1}{3^n} - \frac{2}{3^n \cdot 6}, -\frac{3^n + s_{2k-2} + 1}{3^n} - \frac{1}{3^n \cdot 6} \right].
\]

Then we write \(L_{n,k}\) and \(-L_{n,k}\) as an union of closed subintervals \(\bigcup_{m \in \mathbb{N}} (L_{n,k})_m\) and \(\bigcup_{m \in \mathbb{N}} (-L_{n,k})_m\), which are given respectively as

\[
(L_{n,k})_m := \left[ \frac{3^n + s_{2k-2} + 1}{3^n} + \frac{1}{3^n \cdot 6 \cdot 2^m}, \frac{3^n + s_{2k-2} + 1}{3^n} + \frac{1}{3^n \cdot 6 \cdot 2^{m+1}} \right],
\]

\[
(-L_{n,k})_m := \left[ -\frac{3^n + s_{2k-2} + 1}{3^n} - \frac{1}{3^n \cdot 6 \cdot 2^m}, -\frac{3^n + s_{2k-2} + 1}{3^n} - \frac{1}{3^n \cdot 6 \cdot 2^{m+1}} \right].
\]

By definition the length of \((L_{n,k})_m\) and \((-L_{n,k})_m\) is \(\frac{1}{3^n \cdot 6 \cdot 2^m}\) for each \(m \in \mathbb{N}\), then we choose the points

\[
\bigcup_{m \in \mathbb{N}} (L_{n,k})_m \quad \text{and} \quad \bigcup_{m \in \mathbb{N}} (-L_{n,k})_m.
\]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure20.png}
\caption{The closed intervals \(-L_{n,k}\) and \(L_{n,k}\) written as an union of closed subintervals \(\bigcup_{m \in \mathbb{N}} (L_{n,k})_m\) and \(\bigcup_{m \in \mathbb{N}} (-L_{n,k})_m\).}
\end{figure}

\((\alpha_{n,k})_{1,m}, (\alpha_{n,k})_{2,m}\) belonged to \((L_{n,k})_m\) as

\[
(\alpha_{n,k})_{1,m} = \frac{3^n + s_{2k-2} + 1}{3^n} + \frac{1}{3^n \cdot 6 \cdot 2^m} + \frac{7}{10} \left( \frac{1}{3^n \cdot 6 \cdot 2^m} \right),
\]

\[
\left( \alpha_{n,k} \right)_{1,m} = \frac{3^n \cdot 10 \cdot 6 \cdot 2^m (3^n + s_{2k-2} + 1) + 17}{3^n \cdot 10 \cdot 6 \cdot 2^m},
\]

(45)

\[
(\alpha_{n,k})_{2,m} = \frac{3^n + s_{2k-2} + 1}{3^n} + \frac{1}{3^n \cdot 6 \cdot 2^m} + \frac{3}{10} \left( \frac{1}{3^n \cdot 6 \cdot 2^m} \right),
\]

\[
\left( \alpha_{n,k} \right)_{2,m} = \frac{3^n \cdot 10 \cdot 6 \cdot 2^m (3^n + s_{2k-2} + 1) + 13}{3^n \cdot 10 \cdot 6 \cdot 2^m}.
\]
and the points $\alpha_{1,m}^{-1}, \alpha_{2,m}^{-1}$ belonged to $\left(-L_{n,k}\right)_m$ as

$$
\begin{align*}
(\alpha_{n,k})_{1,m}^{-1} & = -\frac{3^n + s_{2k-2} + 1}{3^n} - \frac{1}{3^n \cdot 6 \cdot 2^m} - \frac{3}{10} \left(\frac{1}{3^n \cdot 6 \cdot 2^m}\right), \\
(\alpha_{n,k})^{-1}_{2,m} & = -\frac{3^n \cdot 10 \cdot 6 \cdot 2^m}{3^n \cdot 6 \cdot 2^m} - \frac{1}{3^n \cdot 6 \cdot 2^m} - \frac{7}{10} \left(\frac{1}{3^n \cdot 6 \cdot 2^m}\right), \\
(46)
\end{align*}
$$

Then we let $C(f_{n,k})_{1,m}, C(f_{n,k})^{-1}_{1,m}, C(f_{n,k})_{2,m}, C(f_{n,k})^{-1}_{2,m}$ be the $m$ half-circles having centers $(\alpha_{n,k})_{1,m}, (\alpha_{n,k})_{2,m}$ and $(\alpha_{n,k})^{-1}_{1,m}, (\alpha_{n,k})^{-1}_{2,m}$ respectively (see the equation 45 and 46), and the same radius $(r(1))_m = \frac{1}{10} \left(\frac{1}{3^n \cdot 6 \cdot 2^m}\right)$ (see the Figure 20). Now, for every $m \in \mathbb{N}$ we shall calculate the Möbius transformations and its respective inverse

$$
\begin{align*}
(f_{n,k})_{1,m}(z) & = \frac{(a_{n,k})_{1,m}z + (b_{n,k})_{1,m}}{(c_{n,k})_{1,m}z + (d_{n,k})_{1,m}}, \\
(f_{n,k})^{-1}_{1,m}(z) & = \frac{d_{1,m}z - b_{1,m}}{-c_{1,m}z + a_{1,m}},
\end{align*}
$$

(47)

having as isometric circles $C(f_{n,k})_{1,m}$ and $C(f_{n,k})^{-1}_{1,m}$, respectively. By remarks 2.9 we have

$$
\begin{align*}
(a_{n,k})_{1,m} = -(10 \cdot 6 \cdot 2^m(3^n + s_{2k-2} + 1) + 13), \\
(c_{n,k})_{1,m} = 10 \cdot 3^n \cdot 6 \cdot 2^m, \\
(d_{n,k})_{1,m} = -(10 \cdot 6 \cdot 2^m(3^n + s_{2k-2} + 1) + 17).
\end{align*}
$$

Now, we substitute these values in the equation $(a_{n,k})_{1,m} \cdot (d_{n,k})_{1,m} - (b_{n,k})_{1,m} \cdot (c_{n,k})_{1,m} = 1$ and computing we hold

$$(b_{n,k})_{1,m} = \frac{(10 \cdot 6 \cdot 2^m(3^n + s_{2k-2} + 1) + 13)(10 \cdot 6 \cdot 2^m(3^n + s_{2k-2} + 1) + 17) - 1}{10 \cdot 3^n \cdot 6 \cdot 2^m}.$$  

Hence, we can easily write the explicit form of the Möbius transformations of the equations. Then for every $k \in \{0, \ldots, 2^n - 1\}$ we define the sets

$$
\begin{align*}
(J_{n,k})_{left-right} & := \left\{(f_{n,k})_{1,m}(z), (f_{n,k})^{-1}_{1,m}(z), (f_{n,k})_{2,m}(z), (f_{n,k})^{-1}_{2,m}(z) : m \in \mathbb{N}\right\}, \\
(C_{n,k})_{left-right} & := \left\{C(f_{n,k})_{3,m}, C(f_{n,k})^{-1}_{3,m}, C(f_{n,k})_{4,m}, C(f_{n,k})^{-1}_{4,m} : m \in \mathbb{N}\right\}.
\end{align*}
$$

(48)

By construction each Möbius transformation of $(J_{n,k})_{left-right}$ is hyperbolic and the half-circle of $(C_{n,k})_{left-right}$ are pairwise disjoint.

**Part II. Building sequences of half-circle on the right $C(f_{n,k})$ and at the left $C(f_{n,k}^{-1})$.** For each $k \in \{0, \ldots, 2^n - 1\}$ we consider the fifth sixth closed subinterval of each

$$
\hat{f}_{n,k} = \left[\frac{3^n + s_{2k-2} + 1}{3^n}, \frac{3^n + s_{2k-1}}{3^n}\right],
$$
which are given by

$$S_{n,k} = \left[ \frac{3^n + s_{2k-1}}{3^n} - \frac{2}{3^n \cdot 6}, \frac{3^n + s_{2k-1}}{3^n} - \frac{1}{3^n \cdot 6} \right],$$

and we denote as $-S_{n,k}$ the closed interval symmetric with respect to the imaginary axis i.e.

$$-S_{n,k} = \left[ -\frac{6(3^n + s_{2k-1}) - 2}{3^n \cdot 6}, -\frac{6(3^n + s_{2k-1}) - 1}{3^n \cdot 6} \right].$$

Then we write $S_{n,k}$ and $-S_{n,k}$ as the union of closed subintervals $\bigcup_{m \in \mathbb{N}} \left( S_{n,k} \right)_m$ and $\bigcup_{m \in \mathbb{N}} \left( -S_{n,k} \right)_m$ respectively as

$$(S_{n,k})_m = \left[ \frac{6(3^n + s_{2k-1}) - 1 - 1}{3^n \cdot 6 \cdot 2^{m-1}}, \frac{6(3^n + s_{2k-1}) - 1 - 1}{3^n \cdot 6 \cdot 2^{m-1}} \right],$$

$$(S_{n,k})_m = \left[ \frac{3^n \cdot 6 \cdot 2^{m-1}}{6(3^n + s_{2k-1}) - 1 - 1}, \frac{3^n \cdot 6 \cdot 2^{m-1}}{6(3^n + s_{2k-1}) - 1 - 1} \right],$$

(49)

$$(S_{n,k})_m = \left[ \frac{3^n \cdot 6 \cdot 2^{m-1}}{6(3^n + s_{2k-1}) - 1 - 1}, \frac{3^n \cdot 6 \cdot 2^{m-1}}{6(3^n + s_{2k-1}) - 1 - 1} \right],$$

(50)

and the points $(\alpha_{n,k})^{-1}_{3,m}$ and $(\alpha_{n,k})^{-1}_{4,m}$ belonged to $(S_{1,1})_m$ as such

$$(\alpha_{n,k})^{-1}_{3,m} = \frac{2m(6(3^n + s_{2k-1}) - 1) - 17}{3^n \cdot 6 \cdot 10 \cdot 2^m},$$

(50)

and the points $(\alpha_{n,k})^{-1}_{3,m}$ and $(\alpha_{n,k})^{-1}_{4,m}$ belonged to $(S_{1,1})_m$ as such

$$(\alpha_{n,k})^{-1}_{3,m} = \frac{2m(6(3^n + s_{2k-1}) - 1) - 17}{3^n \cdot 6 \cdot 10 \cdot 2^m},$$

(50)

Then we let $C(f_{n,k})_{3,m}, C(f_{n,k})_{3,m}, C(f_{n,k})_{3,m}, C(f_{n,k})_{3,m}$ be the $m$ half-circles having centers $(\alpha_{n,k})_{3,m}$,

$$(\alpha_{n,k})_{3,m}, (\alpha_{n,k})_{4,m}, (\alpha_{n,k})_{4,m}, (\alpha_{n,k})_{4,m}$$

respectively (see the equations [49] and [50]), and the same radius $(r(n))_m = \frac{1}{10 \left( \frac{1}{3^n \cdot 6 \cdot 2^m} \right)}$ (see the Figure 21).

**Remark 3.19.** By construction the centers of the half-circles $C(f_{n,k})_{3,m}$ and $C(f_{n,k})_{4,m}$ (corresponding, $C(f_{n,k})_{3,m}$ and $C(f_{n,k})_{4,m}$) are symmetrical with respect to the imaginary axis i.e., we have $-(\alpha_{n,k})_{3,m} = (\alpha_{n,k})_{4,m}$ (respectively, $-(\alpha_{n,k})_{4,m} = (\alpha_{n,k})_{3,m}$).
Now, we substitute these values in the equation
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\[ (f_{n,k})_{3,m} \quad = \quad \frac{(a_{n,k})_{3,m} \cdot z + (b_{n,k})_{3,m}}{(c_{n,k})_{3,m} \cdot z + (d_{n,k})_{3,m}}, \]

\[ (f_{n,k})_{-1}^{3,m} \quad = \quad \frac{(d_{n,k})_{3,m} \cdot z - (b_{n,k})_{3,m}}{-(c_{n,k})_{3,m} \cdot z + (a_{n,k})_{3,m}}, \]

having as isometric circles \( C(f_{n,k})_{3,m} \) and \( C(f_{n,k})_{3,m}^{-1} \), respectively. By remarks 2.9 we have

\[ (a_{n,k})_{3,m} = -(2^m(6(3^n + s_{2k-1}) - 1) - 13), \]
\[ (c_{n,k})_{3,m} = 10 \cdot 3^n \cdot 6 \cdot 2^m, \]
\[ (d_{n,k})_{3,m} = -(2^m(6(3^n + s_{2k-1}) - 1) - 17). \]

Now, we substitute these values in the equation \( (a_{n,k})_{3,m} \cdot (d_{n,k})_{3,m} - (b_{n,k})_{3,m} \cdot (c_{n,k})_{3,m} = 1 \) and computing we hold

\[ (b_{n,k})_{3,m} = \frac{(2^m(6(3^n + s_{2k-1}) - 1) - 13)(2^m(6(3^n + s_{2k-1}) - 1) - 17) - 1}{10 \cdot 3^n \cdot 6 \cdot 2^m}. \]

Hence, we can easily write the explicit form of the Möbius transformations of equations [51].

On the other hand, for every \( m \in \mathbb{N} \) we shall calculate the Möbius transformations and its respective inverse

\[ (f_{n,k})_{4,m} \quad = \quad \frac{(a_{n,k})_{4,m} \cdot z + (b_{n,k})_{4,m}}{(c_{n,k})_{4,m} \cdot z + (d_{n,k})_{4,m}}, \]

\[ (f_{n,k})_{-1}^{4,m} \quad = \quad \frac{(d_{n,k})_{4,m} \cdot z - (b_{n,k})_{4,m}}{-(c_{n,k})_{4,m} \cdot z + (a_{n,k})_{4,m}}, \]

having as isometric circles \( C(f_{n,k})_{4,m} \) and \( C(f_{n,k})_{4,m}^{-1} \), respectively. By remarks 2.9 we get

\[ (a_{n,k})_{4,m} = -(2^m(6(3^n + s_{2k-1}) - 1) - 13), \]
\[ (c_{n,k})_{4,m} = 10 \cdot 3^n \cdot 6 \cdot 2^m, \]
\[ (d_{n,k})_{4,m} = -(2^m(6(3^n + s_{2k-1}) - 1) - 17). \]
Now, we substitute these values in the equation \( (a_{nk})_{km} \cdot (d_{nk})_{km} - (b_{nk})_{km} \cdot (c_{nk})_{km} = 1 \) and computing we hold
\[
(b_{nk})_{km} = \frac{(2^m(6(3^n + s_{2k-1}) - 1) - 13)(2^m(6(3^n + s_{2k-1}) - 1) - 17) - 1}{10 \cdot 3^n \cdot 2^m}.
\]
Hence, we can easily write the explicit form of the Möbius transformations of the equations \((52)\). Then for each \(k \in \{0, \ldots, 2^{n-1} - 1\}\) we define the set
\[
\begin{align*}
(J_{n,k})_{\text{right-left}} &= \left\{ (f_{nk})_{3m+1}(z), (f_{nk})_{3m+2}^{-1}(z), (f_{nk})_{4m+3}(z), (f_{nk})_{4m+4}^{-1}(z) : m \in \mathbb{N} \right\}, \\
(C_{n,k})_{\text{right-left}} &= \left\{ C(f_{nk})_{3m}, C(f_{nk})_{3m+1}; C(f_{nk})_{4m+3}, C(f_{nk})_{4m+4}^{-1} : m \in \mathbb{N} \right\}.
\end{align*}
\]
By construction each Möbius transformation of \((J_{n,k})_{\text{right-left}}\) is hyperbolic and the half-circle of \((C_{n,k})_{\text{right-left}}\) are pairwise disjoint.

Finally, from equations \((44), (48),\) and \((53)\) we define the sets of the Möbius maps and their respective isometric circles, as
\[
\begin{align*}
J_n &= \left\{ f_{nk}(z), f_{nk}^{-1}(z), (f_{nk})_{s,m}^{-1}(z), (f_{nk})_{s,m}^{-1}(z) : k \in \{0, \ldots, 2^{n-1} - 1\}, s \in \{1, \ldots, 4\}, m \in \mathbb{N} \right\}, \\
C_n &= \left\{ C(f_{nk}), C(f_{nk}^{-1}), C(f_{nk})_{s,m}, C(f_{nk})_{s,m}^{-1} : k \in \{0, \ldots, 2^{n-1} - 1\}, s \in \{1, \ldots, 4\}, m \in \mathbb{N} \right\}.
\end{align*}
\]
We remark that by construction each Möbius transformation of \(J_n\) is hyperbolic and the half-circle of \(C_n\) are pairwise disjoint.

By the previous recursive construction of Möbius transformations and half-circles we define the set
\[
\begin{align*}
J &= \bigcup_{n \in \mathbb{N}} J_n, \\
C &= \bigcup_{n \in \mathbb{N}} C_n,
\end{align*}
\]
and we denote as \(\Gamma\) the subgroup of \(PSL(2, \mathbb{R})\) generated by the union \(J\). We note that by construction each Möbius transformation of \(J\) is hyperbolic and the half-circle of \(C\) are pairwise disjoint.

**Step 2. The group \(\Gamma\) is a Fuchsian group.** In order to \(\Gamma\) will be a Geometric Schottky group, we shall define a Schottky description for it. Hence, by proposition \((2.16)\) conclude that \(\Gamma\) is Fuchsian.

We notice that the elements belonged to the set \(J\) (see the equation \((55)\)) can be indexed by a symmetric subset of \(\mathbb{Z}\). Merely, we let \(P := \{p_n \mid n \in \mathbb{N}\}\) be the subset of \(\mathbb{N}\) composed by all the prime numbers, then is easy to check that the map \(\psi : J \rightarrow \mathbb{Z}\) such that
\[
\begin{align*}
f_{nk}(z) &\mapsto p_k, \\
f_{nk}^{-1}(z) &\mapsto -p_k, \\
(f_{nk})_{s,m}(z) &\mapsto p_m \cdot p_k, \\
(f_{nk})_{s,m}^{-1}(z) &\mapsto -p_m \cdot p_k,
\end{align*}
\]
for every \(n, m \in \mathbb{N}, k \in \{0, \ldots, 2^{n-1} - 1\}, s \in \{1, \ldots, 4\}\), it is well-defined and injective. We note that the image of \(J\) under \(\psi\) is a symmetric subset of \(\mathbb{Z}\), which we denote as \(I\). Given that for each element \(k\) belonged to \(I\) there is a unique transformation \(f \in J\), such that \(\psi(f) = k\), we label the map \(f\) as \(f_k\) and its respective isometric circle \(C(f)\) as \(C(f_k)\). Hence, we re-write the sets \(J\) and \(C\) as
\[
\begin{align*}
J &= \{f_k(z) \mid k \in I\}, \\
C &= \{C(f_k) \mid k \in I\}.
\end{align*}
\]
On the other hand, we define the set \(\{A_k\}_{k \in I}\) where \(A_k\) is the straight segment in the real line \(\mathbb{R}\) whose ends points coincide with the endpoints at infinite of the half-circle \(C(f_k)\) (see the equation \((55)\)). In other words, it is the straight segment joining the endpoints of \(C(f_k)\) to the isometric circle of \(f_k(z)\).

We claim that the pair
\[
\{(A_k), (f_k)\}_{k \in I}
\]
is a Schottky description.
Regarding the recursive construction of the family $J = \{f_k\}_{k \in J}$ described above, it is immediate that the pair $((A_k), \{f_k\})_{k \in J}$ satisfies the conditions from 1 to 4 of definition 2.14. Thus, we must only prove that the fact 5 is done. The proof is the same as in the Cantor tree case.

**Step 3. Holding the surface called the Blooming Cantor tree.** The Geometric Schottky group $\Gamma$ acts freely and properly discontinuously on the open subset $\mathbb{H} - K$, where the subset $K \subset \mathbb{H}$ is defined as in equation 10. In this case we note that the set $K$ is empty because of any two different elements of $C$ are empty. Then the quotient space

$$S := \mathbb{H}/\Gamma$$

is a well-defined and through the projection map $\pi : \mathbb{H} \to S$ is a hyperbolic surface. We shall prove that $S$ is homeomorphic to the blooming Cantor tree. In other words, $S$ has ends spaces the cantor set and each end has infinite genus. To prove this we will use the same ideas as the Cantor tree case. First we will describe the end space of $S$ using the property of $\sigma$-compact of $S$. Moreover, we will show that ends of $S$ have infinite genus. To conclude, we will define a homeomorphism $f$ from the ends spaces of the Cantor binary tree $Ends(T2^{\omega})$ onto the ends space $Ends(S)$. The following remark is necessary.

**Remark 3.20.** We let $F(\Gamma)$ be the standard fundamental of the Geometric Schottky group $\Gamma$, as such

$$F(\Gamma) := \bigcap_{i \in I} \hat{C}(f_i) \subseteq \mathbb{H},$$

By the proposition 2.17, it is a fundamental domain for $\Gamma$ having the following properties.

1. It is connected and locally finite having infinite hyperbolic area. Further, its boundary is composed by the family of half-circle $C$ (see equation 55). In other words, it consists of infinitely many hyperbolic geodesics with ends points at infinite and mutually disjoint.

2. It is a non-compact Dirichlet region and the quotient space $F(\Gamma)/\Gamma$ is homeomorphic to $S$, then the quotient space $S$ is also a non-compact hyperbolic surface with infinite hyperbolic area (see [Kat10, Theorem 14.3 p. 283]).

Since surfaces are $\sigma$-compact space, for $S$ there is an exhaustion of $S = \bigcup_{n \in \mathbb{N}} K_n$ by compact sets whose complements define the ends spaces of the surface $S$. More precisely,

For $n = 1$. We consider the radius $r(1) = \frac{1}{6 \cdot 3 \cdot 2}$ given in the recursive construction of $\Gamma$ and define the compact subset $\hat{K}_1$ of the hyperbolic plane $\mathbb{H}$ as follows

$$\hat{K}_1 := \{z \in \mathbb{H} : -2 \leq \text{Re}(z) \leq 2, \text{ and } r(1) \leq \text{Im}(z) \leq 1\}.$$ 

The image of the intersection $\hat{K}_1 \cap F(\Gamma)$ under the projection map $\pi$

$$\pi(\hat{K}_1 \cap F(\Gamma)) := K_1 \subset S,$$

is a compact subset of $S$. By definition of $\hat{K}_1$ the different $S \setminus K_1$ consists of two connected components whose closure in $S$ are non-compact, and they have compact boundary. Hence, we can write

$$S \setminus K_1 := U_0 \sqcup U_1.$$ 

We note that by construction each connected component of $S \setminus K_1$ has infinite genus.

**Remark 3.21.** The set of connected components of $S \setminus K_1$ and the set defined as $2^1 := \{0, 1\}$ are equipotent. In other words, they are in one-to-one relation.

For $n = 2$. We consider the radius $r(2) = \frac{1}{6 \cdot 3^2 \cdot 2}$ given in the recursive construction of $\Gamma$ and define the compact subset $\hat{K}_2$ of the hyperbolic plane $\mathbb{H}$ as follows

$$\hat{K}_2 := \{z \in \mathbb{H} : -3 \leq \text{Re}(z) \leq 3, \text{ and } r(2) \leq \text{Im}(z) \leq 2\}.$$
By construction \( \tilde{K}_1 \subset \tilde{K}_2 \) and the image of the intersection \( \tilde{K}_2 \cap F(\Gamma) \) under the projection map \( \pi \)

\[
\pi(\tilde{K}_2 \cap F(\Gamma)) := K_2 \subset S,
\]
is a compact subset of \( S \) such that \( K_1 \subset K_2 \). By definition of \( \tilde{K}_2 \) the different \( S \setminus K_2 \) consists of \( 2^2 \) connected components whose closure in \( S \) are non-compact, and they have compact boundary. Moreover, for every \( l \in 2^1 \) there exist exactly two connected components of \( S \setminus K_2 \) contained in \( U_l \subset S \setminus K_1 \). Hence, we can write

\[
S \setminus K_2 := U_{0,0} \sqcup U_{0,1} \sqcup U_{1,0} \sqcup U_{1,1} = \bigsqcup_{l \in 2^1} (U_{l,0} \sqcup \overline{U_{l,1}}),
\]
so that \( U_{l,0}, U_{l,1} \subset U_l \) for every \( l \in 2^1 \). We note that by construction each connected component of \( S \setminus K_2 \) has infinite genus.

**Remark 3.22.** The set of connected components of \( S \setminus K_2 \) and the set defined as \( 2^2 := \prod_{i=1}^{2} \{0,1\}_i \) are equipotent. In other words, they are in one-to-one relation.

Following recursive the construction above, for \( n \) we consider the radius \( r(n) \) given in the recursive construction of \( \Gamma \) and define the compact subset \( \tilde{K}_n \) of the hyperbolic plane \( \mathbb{H} \) as follows

\[
\tilde{K}_n := \{ z \in \mathbb{H} : -(n+1) \leq \text{Re}(z) \leq n+1, \text{ and } r(n) \leq \text{Im}(z) \leq n \}.
\]

By construction \( \tilde{K}_{n-1} \subset \tilde{K}_n \) and the image of the intersection \( \tilde{K}_n \cap F(\Gamma) \) under the projection map \( \pi \)

\[
\pi(\tilde{K}_n \cap F(\Gamma)) := K_n \subset S,
\]
is a compact subset of \( S \) in which \( K_{n-1} \subset K_n \). By definition of \( \tilde{K}_n \) the difference \( S \setminus K_n \) consists of \( 2^n \) connected components whose closure in \( S \) are non-compact, and they have compact boundary. Moreover, for every \( l \in 2^{n-1} \) there exist exactly two connected components of \( S \setminus K_{n-1} \) contained in \( U_l \subset S \setminus K_{n-1} \). Hence, we can write

\[
S \setminus K_n := \bigsqcup_{l \in 2^{n-1}} (U_{l,0} \sqcup \overline{U_{l,1}})
\]
such that \( U_{l,0}, U_{l,1} \subset U_l \) for every \( l \in 2^{n-1} \). We note that by construction each connected component of \( S \setminus K_n \) has infinite genus.

**Remark 3.23.** The set of connected components of \( S \setminus K_n \) and the set defined as \( 2^n := \prod_{i=1}^{n} \{0,1\}_i \) are equipotent. In other words, they are in one-to-one relation.

This recursive construction induces the desired numerable family of increasing compact subset \( \{K_n\}_{n \in \mathbb{N}} \) covering the surface \( S \),

\[
S = \bigcup_{n \in \mathbb{N}} K_n.
\]

Thus, the ends space of \( S \) is composed by all sequences \( (U_{l_n})_{n \in \mathbb{N}} \) such that \( U_{l_n} \subset S \setminus K_n \) and \( U_{l_n} \supset U_{l_{n+1}} \), for each \( n \in \mathbb{N} \). Further, \( l_n \in 2^n \), \( l_{n+1} \in 2^{n+1} \) such that \( \pi_i(l_n) = \pi_i(l_{n+1}) \) for every \( i \in \{1, \ldots, n\} \), (see subsection Cantor binary tree). By construction, each element \( U_{l_n} \) of the sequence \( (U_{l_n})_{n \in \mathbb{N}} \) has infinite genus, it means each ends of the surface \( S \) has infinite genus.

Hence, we define the map

\[
f : \text{Ends}(T2^\omega) \rightarrow \text{Ends}(S), \quad (v_i)_{i \in \mathbb{N}} \mapsto [(U_{v_i})_{i \in \mathbb{N}}],
\]
and proceed verbatim as in the case of the Cantor tree.
Corollary 3.24. For all $n \in \mathbb{N}$, there is a classical Schottky subgroup $\Gamma_n$ of $\Gamma$ having rank $n$, such as the quotient space $S_n := \mathbb{H}/\Gamma_n$ is a hyperbolic surface homeomorphic to the sphere punctured by $2n$ points and $\text{Ends}(S) = \text{Ends}(S)$. Further, the fundamental group of $S_n$ is isomorphic to $\Gamma_n$.

Indeed, consider $\Gamma_n$ as the Fuchsian group generated by the set $J_n$ (see the equation [54]) and proceed verbatim.

On the other hand, the following corollaries are immediate from Theorem 1.1 and the construction of the groups $\Gamma$.

Corollary 3.25. The fundamental group of the Blooming Cantor tree is isomorphic to $\Gamma$.

Corollary 3.26. The fundamental group of the Cantor tree is isomorphic to any subgroup of the fundamental group of the blooming Cantor tree.
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