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Abstract—Semantic code search, which aims to retrieve code snippets relevant to a given natural language query, has attracted many research efforts with the purpose of accelerating software development. The huge amount of online publicly available code repositories has prompted the employment of deep learning techniques to build state-of-the-art code search models. Particularly, they leverage deep neural networks to embed codes and queries into a unified semantic vector space, and then use the similarity between code’s and query’s vectors to approximate the semantic correlation between code and the query. However, most existing studies overlook the code’s intrinsic structural logic, which indeed contains a wealth of semantic information, and fails to capture intrinsic features of codes.

In this paper, we propose a new deep learning architecture, COSEA, which leverages convolutional neural networks with layer-wise attention to capture the valuable code’s intrinsic structural logic. To further increase the learning efficiency of COSEA, we propose a variant of contrastive loss for training the code search model, where the ground-truth code should be distinguished from the most similar negative sample. We have implemented a prototype of COSEA. Extensive experiments over existing public datasets of Python and SQL have demonstrated that COSEA can achieve significant improvements over state-of-the-art methods on code search tasks.

Index Terms—Semantic code search, Information retrieval, Convolutional neural network, Attention Mechanism

I. INTRODUCTION

Continuously expanding scale and soaring complexity of modern software projects have been making it increasingly difficult for efficient development and subsequent maintenance. In reality, experienced software engineers prefer to reuse stable and well-tested codes to avoid reinventing the wheel. In order to find desired codes fulfilling the certain program functionality, many software engineers mainly rely on search engines and/or community Q&A sites, by using which they attempt to manually locate the relevant codes from retrieved web pages. This approach is undoubtedly inefficient. Fortunately, source code management communities, GitHub as the most famous one, have emerged as a popular and effective platform for a wide range of code retrieval. The importance of such community sites is magnified as they host a huge amount of high-quality code repositories [3, 34, 35].

However, to make this immense body of code repositories accessible, it remains challenging to efficiently and effectively retrieve archived codes relevant to natural language queries, mainly due to the semantic gap between the source codes’ well-formatted logic flow and concise natural language queries. Inspired by multi-modal embedding [9, 14, 32], previous work [2, 11, 26] introduced deep learning methods to solve the code search task. Specifically, they propose to jointly learn two neural networks that can embed codes and queries into a unified semantic vector space, in which they can calculate the correlation between codes and queries based on the vector similarity. While proving the effectiveness of applying deep learning techniques into code search, most of them simply treat both codes and queries the same as plain text and inappropriately overlook the code’s intrinsic structural logic which in fact contains invaluable information about the code’s functionality and semantics. This indeed limits the capacity of the deep learning techniques over code search.

To better address the semantic code search problem, we believe there are three research questions that need to be answered.

a) Research Question 1 (RQ1): How to capture the semantic information of code more accurately?

Representations of code and query are required for the state-of-the-art neural code search framework. Compared with natural language queries, the structure and logic of code is much more complex. At present, the existing natural language processing techniques can extract the semantic information of queries well. However, there is no unique answer to the deep learning model for code representation. How to represent the code with complex structures well is the most critical challenge in the code search task. We believe that a better code semantic information extraction will lead to great improvement in the code search task. In section VI-A, the evaluation results show that well-designed network indeed can improve the ability of code representation.

b) Research Question 2 (RQ2): How to improve the training speed of the code search task?

The prevalent approach to code search learning maps a code snippet or a natural language query to a vector representation via recurrent neural networks. As we all know, the weaknesses of RNN-based models is that the computing process can not be parallel, which is unable to make full use of GPU resources and greatly limits the speed of large-scale training. Based on the above discussion, adopting a model which can make computations fully parallelized is a solution to faster training. The evaluation results in Section VI-B confirm that a parallel model can be applied to code search and can achieve better performance.
Moreover, the learning object (e.g., loss functions) of supervised code search also has a big impact on the training speed of the model. The evaluation results in Section VI-B also prove that a better learning object can lead to faster convergence and better performance.

c) Research Question 3 (RQ3): What does the deep learning model actually learn when dealing with the code search task?

Deep learning models have the common problem of poor interpretability. Most of the previous works do some quantitative analysis through the examples of results. However, they are unable to describe the internal state of the model or to explain the representation of code snippets in detail. In order to prove that the code search model really learns how to represent the semantic information of code and natural language query, rather than just memorizing the association on the dataset, it is necessary to do some analysis on the internal representation of the input code and query in the code search model. Our case study in Section VI-C gives examples of how the deep learning model represents code and queries.

Our solution: In this paper, we present a novel deep learning architecture, COSEA, to address the semantic code search problem. It leverages convolutional neural networks with layer-wise attention to capture the valuable code’s intrinsic structural logic.

In order to enhance deep learning models to better leverage the code’s structural information, we turn to the intuition that how experienced human programmers perceive code snippets. To understand the functionality of code snippets, experienced programmers never recklessly scan each token one by one. Instead, they are inclined to follow program grammar to divide code snippets into a sequence of code blocks, which has more logical integrity. Sometimes, programmers can even understand the whole meaning of a code snippet without reading all tokens, as one special code block could be enough to tell the functionality of the code snippet. That is, code blocks are crucial to understanding the comprehensive meaning of a code snippet. In other words, code snippets’ semantic information is composed of the combination of code blocks. However, previous works just ignored this important characteristic of codes and treated them as flat sequences. To answer the first research question RQ1, we propose a well-designed network to capture features of code blocks and combine them together.

To answer the second research question RQ2, we adopt a convolutional neural network (CNN) to learn the block representation for code search, since CNN can efficiently capture the locality information in code snippets. Each convolutional layer can aggregate local information based on shorter block representation output by previous layers. After the aggregation process, we introduce the layer-wise attention to learn the respective weight on each output representation vector and re-scale this vector with this weight before being fed into the next layer. These weights are used to let the successive convolutional layers pay attention to more important representation vectors when composing longer block representations for code.

Moreover, we propose a variant of contrastive loss, which distinguishes the ground-truth code from the most similar negative sample, to further increase the learning efficiency and performance of the code search task in the training process.

To answer the third research question RQ3, we examine the internal of the model. COSEA explicitly contains the layer-wise attention for learning relationship among code blocks and the attention for learning relationship among words of queries. We thus check the attention representation of COSEA to qualitatively analyze what COSEA has learned.

We trained a model of COSEA based on the high-quality dataset StaQC[33], which is the largest high-quality dataset in SQL and Python domain obtained from Stack Overflow by using data mining techniques. We then compare our model with state-of-the-art models, including CoaCorYao et al. [34], CO3 Ye et al. [35], UNIF Cambronero et al. [3], and CODEnn Gu et al. [11]. The evaluation results showed that, COSEA has a significant advantage over other baseline methods on StaQC-Python and StaQC-SQL under all evaluation metrics.

In summary, we make the following contributions in this paper:

- We propose a novel model COSEA to learn the relationship between code snippets and natural language queries. To our best knowledge, COSEA is the first to leverage a deep convolutional neural network with layer-wise attention to learn code representations used in code search tasks. Compared with existing RNN-based models, COSEA yields faster convergence.
- We propose a min-max contrastive learning objective for training code search models, which can result in faster convergence and better performance.
- We evaluate our approach on two code search datasets StaQC-Python and StaQC-SQL collected from StackOverflow by previous work [33]. COSEA can outperform state-of-the-art methods on both datasets.
- We conduct a comprehensive ablation study to show the effects of layer-wise attention and min-max contrastive learning objective, respectively, and we further examine how COSEA captures code block information through some case studies with visualization.

II. BACKGROUND

We adopt some advanced techniques from deep learning and natural language process [1, 10, 24, 27, 29], we first discuss the background of these techniques in this section.

A. Token Embedding

Embedding [24, 28] is a crucial technique in deep learning, which can be used for learning vector representations of entities like words, images and videos. It is beneficial as similar entities have vectors close to each other.

Word embedding is a typical embedding technique, which converts a word into a low-dimensional semantic vector. Figure 1 gives an example of Word Embedding. Denote a sentence as $w_{1:n} = [w_1, w_2, \ldots w_n]$, while $n$ is the sentence...
length. The sentence will be converted into a sequence of word vectors \([e_1, e_2, \ldots, e_n]\) via a word embedding look-up table \(W_e \in \mathbb{R}^{V \times D}\). After that, we can calculate the semantic relation between two words using the word embedding vectors. Likewise, we can use the word embedding vectors to generate embedding for a sequence. A straightforward way is to view it as a bag of words and sum up all its word vectors[18].

Similar to word embedding, we can extract tokens from code snippets and produce a token dict. We can obtain the token embedding of the code with the same procedure as word embedding.

B. CNN for Sequence Representation

The Convolutional Neural Networks(CNN)[17] is a prevalent deep neural network proposed in computer vision. Kim[16] first introduced CNN to build representations for sentences. After obtaining the word embedding vectors of each word in a sentence, traditional methods usually use the bag-of-words [18] (BOW) technique to represent the sentence. However, BOW-based methods ignore the order of the words in sentences. The CNN-based method takes word orders into consideration, and it can capture the N-Gram information of the sentence.

Given a sequence of word vectors \([e_1, e_2, \ldots, e_n]\), denote the contextual word representation of the \(i\)-th word is \(c_i\), which is calculated by:

\[
e_i = f(W \ast e_{i-K:i+K} + b),
\]

where \(e_{i-K:i+K}\) is the vectors of the \(i-K\)-th to the \(i+K\)-th words, \(f\) is the activation function, \(\ast\) is the convolution operator, \(K\) is the window size of filter, \(W\) and \(b\) are the convolution kernel and bias parameter of the CNN. In order to keep the sequence length fixed, we often pad the CNN input with zero padding.[10]

After that, a sentence representation can be obtained from pooling techniques such as mean pooling[15]. Mean pooling shares the same idea as BOW models that add up all the contextual word representation after convolution to represent the whole sentence. So it has the same problem that mean-pooling overlook the order of the words in a sequence. Er et al. [7] introduced attentive pooling for CNN. The attention mechanism is one of the most powerful concepts in natural language processing recently, is motivated by how people pay attention to words in a sentence. For example, in the sentence ‘COSEA: Convolutional Code Search with Layer-wise Attention’, ‘Attention’ is much more informative than ‘with’.

Unlike mean-pooling which treat every word in a sentence equally, attentive pooling will give them different weights. Denote the contextual word representations after convolution as \([c_1, c_2, \ldots, c_n]\), and the weight of the \(i\)-th word is \(\alpha_i\), which can be computed by:

\[
\alpha_i = \frac{\exp (q^T c_i)}{\sum_{j=1}^{n} \exp (q^T c_j)},
\]

where \(q\) is a trainable query vector of the attention layer, \(c_i\) is the contextual word representation of the \(i\)-th word. The final sentence representation \(e_s\) is formulated as the weighted summation of the contextual word representations

\[
e_s = \sum_{j=1}^{n} \alpha_j c_j
\]

III. RELATED WORK

Code search is essentially a learning-to-rank problem[19] targeting at retrieving code with the coming natural language queries. There have been multiple studies borrowed ideas from information retrieval systems and deep learning for code search tasks. Most of the IR-based approaches focus on query expansion [6] and query reformulation, and treat code snippets as a collection of documents. For example, McMillan et al. [23] proposed Portfolio, which uses PageRank in Function Call Graph (FCG) of code snippets to build representation for code functions. Haiduc et al. [12] trained a model to recommend the reformulation strategy based on the query property and reformulated the query to get better performance. Lu et al. [21] proposed to employ query expansion for code search with the synonyms generated from WordNet [25]. Ly et al. [22] introduced CodeHow, which expands the query with the APIs and applies the Extended Boolean model to search codes. Overall, these methods mainly rely on syntax-based keyword matching and lack understanding of the semantic information behind codes and queries.

As introduced in Section I, many researchers utilize deep learning techniques on code search tasks and proposed many neural code search models [3]. For example, Sachdev et al. [26] proposed NCS, an unsupervised model for code search which uses the only word embedding tool, FastText [2], to learn the code and query representation. Gu et al. [11] first introduced a supervised model CODEnn, which uses the sequence-to-sequence-based recurrent networks to embed codes and queries into the unified semantic space. CODEnn is shown to outperform other state-of-art IR-based code search models on the Java datasets collected from GitHub. Cambroner et al. [3] argued that simple models can achieve better performance than complicated models, they invented a supervised extension for the base NCS and used a bag-of-words-based network to build a new model UNIF, which has lower
complexity than CODEnn. Most recently, Feng et al. [8] pre-trained a large model CodeBERT, a Transformer-based neural architecture following BERT [5] and RoBERTa [20], and finetuned it for code search task. Different from CodeBERT pursuing a large-scale pre-trained model, this paper focuses on building a light-weight model by explicitly learning block representations. Moreover, the pre-trained model by CodeBERT can serve as the initialization of COSEA. Note that, due to the limited publicly available details (e.g. source codes, datasets, hyper-parameter settings) about CodeBERT, we take the comparison with CodeBERT and further investigation of integration with it as our future plans.

Different from the aforementioned approaches, Yao et al. [34], Ye et al. [35] argued that combining the multi-task learning with state-of-art code search model could improve the performance. Code annotation aims to annotate a code snippet with a natural language description. Based on CODEnn [11], Yao et al. [34] proposed an improved model CoaCor, trained to generate a natural language annotation which represents the semantics of a given code snippet. CoaCor used generated annotation to improve the code search model with reinforcement learning. Inspired by CoaCor’s success, Ye et al. [35] argued that incorporating code annotation and code search can improve the performance, therefore the code generation task would also be valuable for consideration. Ye et al. [35] proposed a new model CO3 incorporating three code tasks: code search, code annotation and code generation. Besides, CO3 used the dual learning method for code generation and code annotation as the two tasks share the duality by nature.

IV. OUR METHOD

In the code search task, given a natural language query \( q \) in the query set \( \mathcal{Q} \), we need to output the most related code snippets \( c_1, \ldots, c_k \) from the codes set \( \mathcal{C} \). As widely adopted by previous works, to determine the relevance of a pair of query and code \((q, c)\), COSEA encoders \( q \) and \( c \) into a uniform semantic space through the query semantic encoding network \( f_q \) and the code semantic encoding network \( f_c \). Then, a similarity function \( \delta(\cdot, \cdot) \) is used to calculate the correlation between \( q \) and \( c \). The whole framework is shown in Figure 2. When searching corresponding codes for a query, codes with higher similarity value in \( \mathcal{C} \) will be output to user.

a) Code semantic encoding network: In the code search task, the design of code semantic encoding network \( f_c \) is the most difficult part, because the code snippets can be much longer and the semantics of them are more fuzzy. We adopt the convolutional neural network with layer-wise attention to learn the code semantic representation, whose overall architecture is shown in Figure 3. Generally, \( f_c \) takes the embedding vectors of a code snippet \( c \) as input. Through convolutional modules, we get longer and longer code block representation.

Fig. 2: The overview of code search algorithm.

Fig. 3: The architecture of code semantic encoding network.
Finally, we perform attentive pooling on these block representation and obtain the ultimate semantic encoding $e_c$. In particular, as shown in Figure 4, each convolutional module performs convolution operation on previous output vectors with gated non-linear units as activator. Before fed into the next layer, aggregated vectors are re-scaled with learning attention weights for further representation learning.

More specifically, given a code segment $c = \{c_1, \cdots, c_p\}$, $c_i$ is the $i$-th token of $c$. All the tokens will be converted into embedding vectors $\{t_1, \cdots, t_p\}$ before fed into the network. In this step, some pretrain methods can be leveraged. Similar to ConvS2S [10], these embedding vectors are transformed into a larger space with $d$-dimension in the first layer. After that, the code semantic encoding network aggregates the local information through multiple delicate convolutional modules with layer-wise attention. This convolutional module is shown in Figure 4. In layer $l$, there is only one convolution kernel with size $k^{(l)} \times d$ and $2d$ output channels.

Thus, the dimension of the output vector of the convolution kernel is exactly twice the dimension of the input vector. We divide the $i$-th output vector into two $d$-dimension vectors $a^{(l)}_i$ and $b^{(l)}_i$. Then we take the gated non-linear unit as the non-linear activator $\alpha(\cdot)$ to deal with each output vector as in work [4]:

$$\alpha(a^{(l)}_i||b^{(l)}_i) = a^{(l)}_i \odot \sigma(b^{(l)}_i), \tag{4}$$

where $\odot$ is an element-by-element multiplication and $\sigma(\cdot)$ is the gated function. Denote $\alpha(a^{(l)}_i||b^{(l)}_i)$ as $v^{(l)}_i$ for convenience. For each vector $v^{(l)}_i$, it is an aggregated representation for $k^{(l)}$ lower-level code representations output by $(l - 1)$-th layer. Before fed into next layer for longer code representation learning, we rescale $v_i^{(l)}$ with a learnable attention weight. That is

$$\alpha_i^{(l)} = \frac{\exp(a^{(l)\top}v^{(l)}_i)}{\sum_{j=1}^{p} \exp(a^{(l)\top}v^{(l)}_j)} \text{ and } z_i^{(l)} = \alpha_i^{(l)} \cdot v_i^{(l)}, \tag{5}$$

where $a^{(l)}_i$ is the learnable parameters of the attention weigh in $l$-th layer. This attention weights help higher layer to attend to important lower-level representation, which can significantly improve the performance.

For each convolutional layer, a residual connection [13] are added between the input and output to improve training efficiency and performance, i.e., the final output of the $l$-th convolutional module is

$$h_i^{(l)} = \text{CONV} \left( \frac{h_{i-k}^{(l-1)}, \cdots, h_{i-k}^{(l-1)}}{k} \right) + h_i^{(l-1)}. \tag{6}$$

The output vector $h_i^{(n)}$ of the last convolutional layer is transformed back to the embedding space for residual connection with the input embedding vectors. Thus, we have $\text{block}_i = \text{hid2emb} \left( h_i^{(n)} \right) + t_i$. Indeed, $\text{block}_i$ is the representation learnt for a code block. Finally, we can obtain the code semantic encoding $e_c$ with attentive pooling on $\{\text{block}_1, \text{block}_2, \cdots, \text{block}_p\}$.

We chose the convolutional neural networks(CNN) for two reasons. On the one hand, compared to recurrent models, CNN has the natural ability to capture locality information which can be used for capturing code blocks’ information. Following the intuition that code blocks are crucial to understanding the comprehensive meaning of code snippets, we add the layer-wise attention mechanism to learn the relationship among each level code block. According to the design above, we believe the elaborately constructed code semantic embedding network can capture the semantic information of code more accurately. On the other hand, computations over CNN can be fully parallelized. This feature makes CNN-based code search models cost less time on training than RNN-based models.

**b) Query semantic encoding network:** In the query semantic encoding part, we also use the attentive pooling to generate query embedding. Given a natural language query $q = \{q_1, \cdots, q_m\}$. We can embed them into word vectors $\{o_1, \cdots, o_m\}$ with pre-training method. The attention weight $\alpha_i$ is calculated as follows:

$$\alpha_i = \frac{\exp(a^\top_q W_q o_i)}{\sum_{j=1}^{m} \exp(a^\top_q W_q o_j)}, \tag{7}$$

where $a_q$ is the learnable attention weight parameters and $W_q$ is a matrix to transform the embedding vectors to a larger hidden space.

We chose the attentive pooling model to produce query vectors rather than more sophisticated networks for two reasons. Firstly, most queries are short sequences. There is little improvement to replace attentive pooling with a more sophisticated model for representing short natural language sequences. Secondly, the main cost in inference comes from
query embedding because the time to embed code snippets can be done offline. For this reason, we prefer to chose attentive pooling model to search faster.

c) **Min-max contrastive learning objective:** The code search task is in fact a learning-to-rank task. We want to maximize the similarity between related query and code pairs, while minimize the similarity for unrelated pairs. Recall that $\mathcal{Q}$ and $\mathcal{C}$ as the query set and code set respectively. For any query $q \in \mathcal{Q}$, $c^+ \in \mathcal{C}$ is the ground-truth code and $c^- \in \mathcal{C}$ is an arbitrary unrelated code. We define $\mathcal{G}$ as the set of all ground-truth query and code pairs, while $\mathcal{D}$ as the set composed of all generated triples $(q, c^+, c^-)$. Then, we can define the contrastive loss on the triple $(q, c^+, c^-)$ with Cosine similarity, i.e., $\cos(e_q, e_{c^+}) - \cos(e_q, e_{c^-})$. Previous works \cite{34, 35} adopt the learning objective as equation 8, where $\theta$ represents the parameters of the model, $e_q = f_q(q; \theta)$, $e_c = f_c(c; \theta)$ and $\varepsilon$ is a hyper-parameter to adjust the separation of similarities, which indeed affect the difficulty of the learning task. In previous works, $c^-$ is uniformly sampled from the set $\mathcal{C} \setminus \{c^+\}$, which leads to poor data efficiency and inadequate learning. In this paper, we enhance the loss function by minimizing the largest similarity for all codes in $\mathcal{C}$, i.e., we define our learning objective as equation 9. This is the formal definition of our min-max contrastive learning objective. Experiments show that taking $\mathcal{L}_{\text{max}}(\theta)$ as loss function achieves much better convergence speed and test performance.

V. EVALUATION METHODOLOGY

A. Datasets

| TABLE I: Statistics of StaQC-SQL and StaQC-Python |
|----------------------------------|-------------|----------------|-------------|-------------|---------------|-------------|
| #Tokens | StaQC-Python | StaQC-SQL |
| 1–120 | 14.06% | 99.39% | 17.59% | 98.43% |
| 21–120 | 65.08% | 0.61% | 72.66% | 1.57% |
| 121–200 | 12.07% | 0% | 6.66% | 0% |
| ≥ 200 | 8.89% | 0% | 3.09% | 0% |

We compare our work with state-of-the-art models on the high-quality dataset StaQC\cite{33}, which is the largest high-quality dataset in SQL and Python domain. This dataset is obtained from Stack Overflow by using data mining techniques. Table I summarizes the token statistics of StaQC-Python and StaQC-SQL, each of which contains 147,546 and 119,519 pairs of question titles and code with the programming language Python and SQL, respectively.

We use the question title submitted by users on Stack Overflow as the query text of the code snippets in the code search task. The previous works have not published the well-divided training, validation and testing datasets, so we follow the same data division in \cite{34, 35}, using 75% of the entire dataset as the training set, 10% of it as the validation set, and the remaining 15% as the testing set. For fair comparison, we verify the variance of the model performance through repeated experiments with random data division.

B. Baseline Methods

We compare COSEA with state-of-the-art models on code search tasks, including:

a) **CODEnn:** It is proposed by Gu et al. \cite{11} and considers code as a combination of function names, API sequences and other tokens. It uses bidirectional LSTM as the encoder for function names, API sequences and query tokens, and applies MLP to embed other code tokens. It uses max-pooling to get the query vector and combines all of the code snippets’ features into a fully connected layer for code vector. We follow the work \cite{34} and slightly modify the architecture to adapt to our dataset.

b) **UNIF:** It uses FastText \cite{2} to pre-train code and query with training corpus, and applies the pre-trained embedding matrix to initialize the code and query embedding. After that, UNIF combines the query token embeddings with a simple average and uses a learnable attention vector to aggregate the code token embeddings.

c) **Self Attention (SA):** In order to make a comprehensive evaluation, we directly replace the bidirectional LSTM in CODEnn with the Transformer proposed in Vaswani et al. \cite{29}. As this architecture is based on multi-head self-attention, we name it as SA.

d) **CoaCor:** It is proposed to improve the code search model with code annotation. CoaCor first trains a code search model and a code generation model using sequence to sequence architecture base on bidirectional LSTM. Besides, it uses the pre-trained code search model as the indicator of the annotation task and trains a better code annotation model using reinforcement learning. After that, the annotation model can generate a natural language annotation which represents the semantics of a given code snippet. Then it combines annotation and original code to represent code vector using the same architecture as the former code search model. The query encoder is also implemented with bidirectional LSTM.

e) **CO3:** It also uses multi-task learning to improve the code search model. Inspired by CoaCor \cite{34}, besides code annotation, CO3 introduces code generation which has a duality property \cite{31} by nature, with code annotation at the same time. This approach combines the three different code-related tasks, and uses the dual relationship between code generation and code annotation to train the three models simultaneously. It follows CoaCor and also uses bidirectional LSTM for both code encoder and query encoder.

C. Hyper Parameters and Settings

In the experiments, we set the convolutional hidden space dimension, code word embedding dimension and natural language query word embedding dimension as 400, 200 and 200, respectively. According to the statistical analysis of the StaQC dataset, we set the maximal length of the code sequence to 200 and the maximal length of the natural language query to 20.\footnote{CODEnn FT refers to CODEnn with FastText\cite{2}, through the comparison of CODEnn and CODEnn FT, we can see the importance of pre-trained embeddings.}
\[
\min_{\theta} \mathcal{L} (\theta) = \sum_{(q, c^+, c^-) \in \mathcal{D}} \max \left( 0, \varepsilon - \cos (e_q, e_{c^+}) + \cos (e_q, e_{c^-}) \right).
\]

\[
\min_{\theta} \mathcal{L}_{\max} (\theta) = \sum_{(q, c) \in \mathcal{G}} \max \left( 0, \varepsilon - \cos (e_q, e_{c^+}) + \max_{e^- \in C \setminus \{c^+\}} \cos (e_q, e_{c^-}) \right).
\]

### TABLE II: Overall performance of COSEA and baseline methods on StaQC.

| Model     | StaQC-Python | StaQC-SQL |
|-----------|--------------|-----------|
|           | Precision@1  | MRR       | NDCG     | Precision@1  | MRR       | NDCG     |
| CODEnn    | 0.547 ± 0.007 | 0.677 ± 0.003 | 0.751 ± 0.002 | 0.384 ± 0.013 | 0.538 ± 0.010 | 0.641 ± 0.008 |
| CODEnn FT | 0.584 ± 0.002 | 0.711 ± 0.001 | 0.778 ± 0.001 | 0.422 ± 0.006 | 0.569 ± 0.007 | 0.665 ± 0.006 |
| UNIF      | 0.608 ± 0.002 | 0.728 ± 0.002 | 0.791 ± 0.001 | 0.377 ± 0.005 | 0.525 ± 0.003 | 0.630 ± 0.002 |
| SA        | 0.626 ± 0.001 | 0.737 ± 0.002 | 0.796 ± 0.002 | 0.387 ± 0.005 | 0.539 ± 0.003 | 0.641 ± 0.003 |
| CoaCor    | –             | 0.636        | 0.721     | –             | 0.576     | 0.670    |
| CO3       | –             | 0.682        | 0.756     | –             | 0.585     | 0.679    |
| COSEA     | 0.657 ± 0.003 | 0.764 ± 0.001 | 0.819 ± 0.002 | 0.445 ± 0.002 | 0.587 ± 0.001 | 0.680 ± 0.001 |

\( \varepsilon \) is fixed to 0.2 for COSEA and all implemented baseline methods except for CoaCor and CO3, because these two methods are hard to implement due to their high complexity and the unavailability of source codes for CO3. We find that a finer tuning on \( \varepsilon \) can significantly improve the baseline performance, while there has been no previous studies exploring that. In CoaCor and CO3, \( \varepsilon \) is fixed to 0.05 as reported by the references. Regarding the training part of the neural networks, we use Adam as the parameter optimizer and the initial learning rate is set to 1e-3. For the tokenization method, the original method in work [33] are adopted for codes, and NLTK is used for queries. As pointed out in UNIF [3], the FastText pre-trained embedding can improve the performance, we adopt FastText as the default method for generating the token embedding for query and code preprocessing. The whole COSEA method and other baseline methods are implemented using PyTorch and trained on Tesla V100 GPU.

### D. Evaluation Metrics

In order to evaluate the performance of the model, for each query, we obscure the ground-truth code with 49 randomly selected ones from the entire code sets and obtain the correlation rank of the total 50 codes using the output similarity by the model. Particularly, to avoid information disclosure, we ensure that all 50 candidate codes for each query in the validation and testing process do not appear in the training set. The ranking results will be evaluated using the following metrics:

#### a) Precision@k: \( \text{Precision}@k \)

\( \text{Precision}@k \) is the probability that the top \( k \) codes in the search results contain the ground-truth code, that is

\[
\text{Precision}@k = \frac{1}{|Q|} \sum_{q \in Q} \delta(\text{FRank}_q \leq k),
\]

where \( \text{FRank}_q \) is the ranking of the ground-truth code for query \( q \) and \( \delta \) is an indicative function, which equals to 1 if the input is true and otherwise 0.

#### b) Mean Reciprocal Rank (MRR): \( \text{MRR} \)

MRR is proposed in work [30] and it calculates the average value of the reciprocal ranking of the ground-truth code in the ranking results. Thus,

\[
\text{MRR} = \frac{1}{|Q|} \sum_{q=1}^{|Q|} \frac{1}{\text{FRank}_q}
\]

#### c) Normalized Discounted Cumulative Gain (NDCG):

NDCG defines a revenue score \( r(j) \) for each ranking \( j \), and adds all the revenue to obtain a cumulative revenue, and then maps the cumulative revenue to \([0, 1]\) through the normalization function. The formal definition is

\[
N(n) = Z_n \left( \sum_{j=1}^{n} \frac{(2^{r(j)} - 1)}{\log(1 + j)} \right),
\]

where \( Z_n \) is the normalization function. In our setting, \( n \) equals to 50 and \( r(j) = \delta(\text{FRank}_q = 1 \text{ and } j = 1) \) for each query \( q \). The final NDCG value is the average of all queries' NDCG scores.

### VI. Results

We now present our experimental results and answer each of the research questions. All experiments results are listed in the Table II. Note that, those results corresponding to CoaCor and CO3 are cited from the original papers since it is hard to reproduce their results due to the high complexity of their methods and unavailability of the source codes. Except CoaCor and CO3, all the other baseline methods are reproduced in our experiments. As aforementioned in Section V-C, all these reproduced baseline methods are enhanced with \( \varepsilon \) fixed to 0.2. This can largely improve the performance. Since previous work only described the proportions for splitting training, validation and testing sets without releasing the already-split datasets to their own experiments, we take the same division proportion and verify the variance of the performance through
repeating experiments over random data division. Both the mean performance and corresponding standard deviation for repeated experiments are listed in Table II.

A. RQ1

*How to capture the semantic information of code more accurately? Is the proposed solution more effective than existing state-of-the-art solutions?*

As detailed in Section IV, we adopt a convolutional neural network to learn the block representation for code snippets. With the natural ability to capture locality information of code snippets, COSEA’s semantic code encoding network represents code in a process similar to the code understanding process of an experienced programmer. And as discussed in IV, we designed the layer-wise attention mechanism to learn the relationship among code blocks’ representations.

From Table II, we can see that COSEA shows a significant advantage over other baseline methods on StaQC-Python under all evaluation metrics. And COSEA achieves even better than complex models (CoaCor and CO3). For StaQC-SQL, our model is also much better than baseline models but is slightly better than the best before, since the data quality is relatively poor. Based on the discussion above, we can see that using the elaborately designed code semantic encoding network can capture the semantic information of code more accurately.

In addition, we also verified the effectiveness of the layer-wise attention mechanism. Denote COSEA−ATT as the model without layer-wise attention. We examine COSEA−ATT on StaQC-Python with the same hyper parameters and settings before. The validation curves during training and the comparison of final MRR and NDCG scores after convergence are shown in Figure 5 and Figure 6 respectively. From the two figures above, we can see that the layer-wise attention mechanism lead to better performance in code search.

The evaluation results in Table II prove the effectiveness of COSEA. It is worth finding that COSEA can be further enhanced with multi-task learning techniques introduced by CoaCor and CO3[34, 35], and it is hopeful to produce more powerful code search model.

B. RQ2

*How to improve the training speed of code search task? Have the proposed solutions actually improved the performance?*

As we discussed in Section IV, COSEA is based entirely on convolutional neural networks. Compared to previous RNN-based models, COSEA is capable to make all computations parallelized during training and to better exploit the GPU hardware. The optimization also will be easier due to the number of non-linearities is fixed and independent of the input length.

We further verified the effectiveness of the min-max contrastive learning objective. Denote COSEA−Lmax(θ) as the model without the min-max contrastive learning objective. We examine this COSEA variant on StaQC-Python with the same hyper parameters and settings. The validation curves during training are shown in Figure 5. From this figure, we can see that the min-max contrastive learning object has demonstrated its considerable advantages in terms of the convergence speed and resulting MRR score. The comparison of final MRR and NDCG scores after convergence on StaQC-Python is shown in Figure 6. From this figure, we can find that COSEA can significantly outperform this variant. We can conclude that the min-max contrastive learning objective indeed contribute to faster convergence and better performance.

![Fig. 5: Validation curves of ablation study for COSEA on StaQC-Python. The full version of COSEA show considerable advantages on convergence speed and test MRR score.](image)

![Fig. 6: Convergent MRR and NDCG scores comparison of ablation study for COSEA on StaQC-Python.](image)

C. RQ3

*What does the deep learning model actually learn when dealing with the code search task? Does the knowledge learned by the model make sense?*

Different from the previous work, although we all use the deep learning model, COSEA explicitly contains the layer-wise attention for learning relationship among code blocks and the attention for learning relationship among words of queries. We can check the attention representation of COSEA to qualitatively analyze what COSEA has learned. We transform

1Random sampling some query and code pairs, there are a considerable number of pairs have poor relevance.
the attention representation of code and queries into heat map. Two examples are listed in Figure 7, which are selected from StaQC-Python and StaQC-SQL respectively. And the code snippets are both the first result of each query.

**Fig. 7: Heatmap of Query and Code Semantic Representation in attention process of COSEA.**

In example 7 (a), we can find that COSEA pays more attention on "django", "select", "random", "record" and "database" in this query. For code snippets, COSEA pays more attention to "content.objects.all" and "all().orderby". In example 7 (b), we can see that COSEA focuses on "sqlite", "column", "items", "value" in this query, and pays more attention to "select * from", "question where topic", "topic = string" in this code snippets. It’s worth noting that the query and code snippets nearly do not share keywords. From the attention heat map and the code search result, we can see that COSEA really has learned how to represent code and query when dealing with the code search task like we designed in the beginning.

**VII. Conclusion and Future Work**

In this work, we studied the code search task, where for a natural language query, the related codes should output from a code base. We proposed COSEA, a convolutional model with layer-wise attention, which can fully capture the intrinsic block property of code. To further increase the learning efficiency and performance of the code search task, we introduce a novel min-max contrastive learning objective. Comprehensive experiments on the dataset StaQC-Python and StaQC-SQL elaborate the significant advantage of COSEA over other baseline approaches and state-of-art complex models, as well as the importance of the layer-wise attention and min-max contrastive learning objective. For further study, combining COSEA with the multi-task learning techniques is a promising direction, since CoaCor and CO3 proved multi-task learning can largely improve those RNN-based models. In addition, as the BERT model has shown a great advantage in NLP tasks, replacing FastText token embedding with BERT in COSEA implementation also has great potential in code search tasks.
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