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Abstract

Prevailing image-translation frameworks mostly seek to process images via the end-to-end style, which has achieved convincing results. Nonetheless, these methods lack interpretability and are not scalable on different image-translation tasks (e.g., style transfer, HDR, etc.). In this paper, we propose an interpretable knowledge-based image-translation framework, which realizes the image-translation through knowledge retrieval and transfer. In details, the framework constructs a plug-and-play and model-agnostic general purpose knowledge library, remembering task-specific styles, tones, texture patterns, etc. Furthermore, we present a fast ANN searching approach, Bandpass Hierarchical K-Means (BHKM), to cope with the difficulty of searching in the enormous knowledge library. Extensive experiments well demonstrate the effectiveness and feasibility of our framework in different image-translation tasks. In particular, backtracking experiments verify the interpretability of our method. Our code soon will be available at https://github.com/AceSix/Knowledge_Transfer.

1. Introduction

Image-Translation (e.g., style transfer artistically re-renders a target photograph with a given artworks/gallery style, HDR, etc.) is a promising but challenging computer vision task. Various CNN-Based approaches [15, 8, 18, 33, 6, 22, 32, 10, 7] devote their effort into improving the visual effect or reducing the spatio-temporal complexity of translation network. Although pleasing performance has been achieved, the working mechanism of neural networks are uncertain, which has become the biggest obstacle to deploy CNNs in industrial applications. Witnessing such a situation, several preliminary works [21, 5, 1, 39, 29, 13, 32, 41] try to explain the partially internal mechanism, or design a toolbox to visualize the intermediate features for classification task. However, there are few works invested in designing the interpretable image-translation frameworks.

The most widely used image-translation frameworks are Auto-Encoder [38, 18, 22, 8, 20] and Generative Adversarial Networks (GANs) [10, 9, 7, 31, 25], etc. The backbone of these frameworks usually consists of Encoder, Latent-Layers, Decoder structures. The framework first maps the image into the high-dimensional feature space, and then manipulates these feature maps in hidden layers to realize the translation of input image. Operators such as conditional injection [30, 20, 12], residual block [19], etc., are usually employed in latent layers to manipulate the feature maps. Unfortunately, the specific working mechanism
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of the hidden layers are uncertain, such as why changing the feature map in face editing [9] can accurately control the closure of the mouth. For another example, we usually hope that the decoder only focuses on reconstructing the feature maps without participating in the editing, but in fact the decoder greatly affects the effectiveness of editing. Although this uncertainty does not affect the performance at the current stage, it seriously hinders the framework design and deployment of the model. For instance, the GAN-Based super-resolution models [26, 36] have made significant progress in visual effects, but they often produce some undesirable textures, which makes them unreliable.

In this paper, we propose an interpretable image-translation framework that edits images with explicit working logic and procedures. The most common method used by humans when editing paintings is to find a painting/image that is similar to the current drawing and imitate it. Empowered by this observation, we design our framework as a knowledge extraction, storage and retrieval system. Here, we define the terminology knowledge used in this paper to represent descriptors (e.g., SIFT, GIST, CNN features, etc.) of an image. Unlike the aforementioned frameworks that directly learn an image-to-image mapping, the establishment of our model includes three main steps:

1). Offline General Purpose Knowledge Library (GPKL) establishment, imitating humans to memorize relevant knowledge in the brain, we extract knowledge from all images in the target domain dataset and archive them as a database (i.e., GPKL). The knowledge library is model-agnostic, which means that it can be Plug-and-Play for the different translation tasks (e.g., style transfer, HDR, etc.);

2). Offline Index Generation, as GPKLs generally contain a huge amount of data (e.g., more than 1 million vectors), brute-force search is prohibitively expensive. To address this challenge, we propose a fast Approximate nearest neighbor (ANN) search algorithm, dubbed Bandpass Hierarchical K-Means (BHKM). BHKM is a task-specific Hierarchical K-Means [2] algorithm, which is based on the following observation: similar textures are also similar in different frequency bands. Furthermore, we found that accurate results can be obtained with the matching of partial frequency band. Our BHKM performs spectral decomposition (i.e., wavelet) on the lowest level elements of hierarchical clustering, and then selectively matches a small part of the bands to reduce the search space. Once GPKLs are built, we generate the index system for our BHKM;

3). Online image-translation, for the mentioned frameworks, they directly inference the results via the trained model with knowing NOTHING about what was exactly done on the latent features. In contrast, our model first extracts the descriptors via a deep model (e.g., VGG, Resnet, etc.). Then, it matches the most suitable knowledge from Plugged GPKL according to the geometric characteristics of the descriptors, and apply the knowledge to the descriptors. Finally, decoder reconstructs the processed feature and produces the final result image. It can be seen that the whole translation process of our framework has explicit logic and determinate working mechanism. As our best knowledge, we are the first to try to build an interpretable image-translation framework.

Extensive experiments comprehensively demonstrate that our framework is able to produce pleasing translated results in different tasks (e.g., style transfer, HDR, etc.). At the same time, the experiments verify that our framework can switch arbitrarily without training on different tasks. We conduct a backtracking experiment to illustrate the specific translation process of an image to verify the interpretability of our framework. We can clearly know where the style, tone, etc. of each part come from. Finally, experiments verify the timeliness and accuracy of the proposed BHKM.

2. Related Work

Image-Translation. The neural image-translation algorithm was first proposed by Gatys et al. [16, 14], who observed that a pre-trained deep neural network is able to extract multi-level deep features from an arbitrary photograph. Feed-forward generator networks [22, 34, 35, 6] were presented to solve the optimization problem. Sanakoyeu et al. [31] made further efforts to achieve high-resolution image-translation by proposing a style-aware content loss. Chen and Schmidt [8] put forward the first arbitrary image-translation by matching the content patch with the closest style patch. Based on the deep feature reshuffling, Gu et al. [18] presented an efficient approach to improve the re-
results by optimizing the loss in feature domain gradually. Furthermore, Chen et al. [6] learned the corresponding content and style information effectively by separating network components. Zhang et al. [27] was the first to consider the neural image-translation as an optimal transport problem. Although their results for arbitrary style are appealing, we expect a more efficient and accurate way.

Interpretability of CNN. Diverse theoretical work has been proposed to explain how neural networks work, including 1). The visualization of CNN representations, and 2). Interpreting semantic knowledge in CNN. The most direct way of exploring the pattern hidden inside a neural unit is visualization. Zeiler et al. [39] and Mahendran et al. [29] estimate the learned feature by inverting them, while Fong et al. [13], Selvaraju et al. [32] and Zintgraf et al. [41] have considered visualizing the regions which are important for decision. Interpreting CNN semantic knowledge is another intriguing direction. Network dissection [40, 3] measures the overlap between highly activated regions and labeled concepts. However, almost all the approaches above aim to explain the models for discriminative tasks like image classification, leaving image-translation to be explored.

3. Methodology

3.1. Overview

People are very confused about the internal working mechanism of the image-translation framework, which makes the framework difficult to deploy and cannot be effectively diagnosed. To alleviate this problem, we propose an interpretable image-translation framework. This framework is proposed based on the following observations. Imitation is a very important way for humans to create paintings. By analogy, image-translation can also be achieved by imitating samples with similar geometric shapes in a given data set. Furthermore, if this data set is large enough, the framework can achieve most of the required translation effects via simple imitation. As show in the Fig. 3, our framework consists of the Encoder-Decoder, the General Purpose Knowledge Library and the Bandpass Hierarchical K-Means (BHKM). The Encoder-Decoder is designed to extract the knowledge of input image and reconstruct the translated image. GPKL is similar to human memory, storing all the discriminative knowledge extracted from the data set. It is worth mentioning that GPKL is model-agnostic, which can be plug and play according to the purpose of the task. Due to the huge volume of GPKL, we propose a task-specific Hierarchical K-Means algorithm BHKM to achieve low temporal-spatial complexity search in GPKL.

3.2. Image-Translation Problem Formulation

Image-to-image-translation, an indispensable task in the computer vision field, owns various applications, like image style transfer, attribute manipulation, domain adaptation, etc. Image-to-image translation learns a mapping from a source domain to a target domain, which converts an image to not be distinguished by the target domain and preserves the main input characters. Let \( \mathcal{F}_{s \rightarrow t} \) presents the source-to-target translation function, the image-translation between source-domain images \( \mathcal{I}_s = \{s_1, s_2, \ldots\} \) and target-domain images \( \mathcal{I}_t = \{t_1, t_2, \ldots\} \) is as follows:

\[
o_{ij} = \mathcal{F}_{s \rightarrow t}(s_i, t_j),
\]

where \( s_i \) is an input image, \( t_j \) denotes the target image and \( o_{ij} \) is the translated result.

3.3. The General Purpose Knowledge Library

In order to effectively remember the discriminative image knowledge of the target domain data set, we designed the General Purpose Knowledge Library (GPKL). A very simple idea is to directly use the pixel information of the image as the knowledge. But the unprocessed pixel information is noisy and unstable to lighting condition and color tone. The primary features (e.g., Image Structure Tensor [4], SIFT, etc.) of the image can also be selected as candidates, but these feature extraction methods are too simple to effectively extract the semantic information in the image, so that the extracted knowledge has a lot of redundancy and is sensitive to color tone. In our framework, we employ the CNN (e.g., VGG, Resnet, etc.) as the knowledge extractor. Compared with the primary feature, CNN feature provides rich semantics, it can still produce robust features in different scenarios, which coincides with the general purpose of our architecture.

We first leverage the pre-trained Encoder \( \mathcal{E} \) to obtain the hidden features \( \mathbb{H}_i = \{h_1, h_2, \ldots\} \) from target-domain images \( \mathcal{I}_t = \{t_1, t_2, \ldots\} \). Since the coarse spatial scale of these features, they cannot be used to represent the image knowledge in target-domain dataset. We further extract patches \( \mathcal{A}_t = \{a_1, a_2, \ldots\} \) by sliding a window over features \( \mathbb{H}_i \) with window size for \( W_h \times W_w \) and stride for \( W_s \). \( \mathcal{A}_t \) contains all texture patterns in the target domain, each cell \( a_i \) carries the domain knowledge of the corresponding geometric pattern. Matching the geometrically similar \( a_i \), then transfer its knowledge into the input image patches, we can translate the input image. Experiments have found that there is a lot of redundant information in \( \mathbb{H}_i \). For example, \( \mathcal{A}_t \) corresponds to Van Gogh’s Road with Cypresses 1890 gallery. There are many similar brushstrokes in the gallery, these are redundant knowledge. Given this, we perform the de-redundancy operation on the \( \mathcal{A}_t \) to merge redundant knowledge, which also reduces the search space. We select Normalized Cross-correlation (NCC) for similarity measurement between \( a_i \). According to [8], NCC is an efficient approach to measure high-dimension similarity for
nearest neighbor searching. The NCC similarity between \(a_i\) and \(a_j\), \(i, j = 1, 2, \ldots\), is as follows:

\[
S(a_i, a_j) = \frac{(a_i, a_j)}{||a_i|| \cdot ||a_j||}.
\]

Once de-redundancy is completed, we have completed the construction of a Knowledge Library \(L_i\). Collecting knowledge libraries corresponding to different purposes (e.g., style transfer, HDR, etc.) will finally build the General Purpose Knowledge Library \(L = \{L_1, L_2, \ldots\}\). To be mentioned, there is a type of patch-based style transfer frameworks [8, 18], which realize the style transfer between two images by exchanging similar patches in them. These approaches can be considered as special forms where the length of our knowledge library \(L_i\) is equal to 1. In fact, the representation ability of the library formed by a single image is incomplete, because the geometric patterns contained in a single image are particularly scarce.

### 3.4. Matching in the General Purpose Knowledge Library

In order for GPKL to provide enough knowledge to effectively represent the image attributes (e.g., style, color tone, etc.) of the target domain, GPKL is generally very large. Therefore, we need a fast big data search algorithm that fits our task. In this section, we will introduce our proposed Bandpass Hierarchical K-Means (BHKM) search algorithm to achieve fast matching in our GPKL. Hierarchical K-Means is a high performance Approximate Nearest Neighbor (ANN) search framework for non-exhaustive search, inverted indexing, etc., whose logic behind is to continuously subdivide the data into smaller data clusters to continuously reduce the search space.

**The Bandpass Hierarchical K-Means Algorithm.**

Formally, suppose \(L\) is a Knowledge Library, suppose that \(L\) contains a total of \(N\) knowledge vectors, that is \(L = \{b_1, \ldots, b_i, \ldots, b_N\} \in \mathbb{R}^{1 \times D}\). We first use K-means to divide the entire \(L\) into \(K_1^1\) sub-clusters to reduce the search space in 1st level, and get the sub-sets \(L = \{L^{1}, \ldots, L^{K_1^1}\}, L^{k_i} = \{b^{k_i}_1, b^{k_i}_2, \ldots\}\). Let \(c\) represents the center allocations of K-means. \(B\) denotes cluster center of a subset. The clustering optimization potential function is expressed as follows:

\[
\min_B \min_c \sum_{j=1}^{K_1^1} \sum_{i:C_i = j} S(B_j, b_i),
\]

where

\[
C_i^{(t)}(B, b) = \arg\max_{j=1,2,\ldots,K^*} S(B_j, b_i),
\]

\[
B_i^{(t+1)} = \arg\max_{B} \sum_{i:C_i = j} S(B_j^{(t)}, b_i),
\]

where \(t\) represents the number of clustering iterations. We iteratively perform a K-means clustering on the sub-clusters obtained at the previous level, and finally we will divide
$L$ into $K^*_t \cdot K^*_{t-1}$ sub-sets. In this way, the original high-dimensional problem is reduced to $M$ simple sub-problems. This is how Hierarchical K-Means works. Although it has been divided many times, the number of samples in these sub-clusters is still relatively large in the actual scene. A direct idea is to quantify the sub-cluster using the method of Product Quantization [21]. In fact, we have tried this scheme, but for NCC distance, PQ cannot guarantee the optimal solution. Furthermore, our experiments reveal that the PQ scheme often produces serious artifacts. Similar textures are also similar in different frequency bands. Empowered by this observation, we propose to perform spectral decomposition on the last level of sub-sets, and we only match partial components to reduce the computational burden of search. For example, for some geometric textures, we even only need to pay attention to the low frequency part to get very accurate matching results. The process of our proposed BHKM is shown in Fig. 3. We employ the Wavelet Package Transform (WPT) to decompose vectors in the sub-sets. WPT decomposes one patch into a series of smaller wavelet components of the same size, called a wavelet packet. We employ simplest Haar wavelet as WPT, because it’s enough to obtain patches’ information and it reduces time consumption.

3.5. Image-Translation via Knowledge Transfer

Humans deal with new things often by recalling familiar things or memory experiences. Our framework for image processing is to imitate this process. The just-established knowledge base is like a huge memory warehouse, and available knowledge can be found in this warehouse for the various geometric patterns contained in the input image.

For a input image $I_s$, we first input it into the Encoder $E$ to obtain its features, which provides the non-trivial geometric patterns (e.g., eyes, face, etc.). Then, by sweeping the same size (i.e., $W_h \times W_w$) window as above, the features are sliced into patches $A_s = \{a_1, a_2, ..., \}$. The stride for sliding can affect the search space and also affect the quality of the translation results. Small stride size will get smooth generation results, but huge search space. $A_s$ contains all geometric patterns that need to be processed. As mentioned above, we look for the most similar knowledge in the GPKL library for each element in $A_s$. For ease of illustration, we take one of patch $a_s$ as an example. We apply the BHLM to get the candidate set of the nearest neighbor vectors for $a_s$ in the activated Knowledge Library. Then, we get the nearest neighbor vector for $a_s$ via Top-K. We transfer the knowledge from $a_s$ to $a_t$ through the knowledge transfer operator, which realizes the editing of pictures. Then reconstruct the processed feature through the decoder to obtain the translated image. We provide two means for transferring the information from most similar knowledge.

**Geometric Swap.** It is first proposed in [8]. Geometric Swap directly replaces source image own patch with the target’s patch. Its specific process can be expressed as the following formula:

$$a_s = a_t.$$ 

**Statistics Swap.** Inspired by AdaIn [20], we propose a statistics swap, which directly exchanges the mean and variance of two similar patches. Unlike AdaIn, our statistics exchange method does not directly exchange statistics for the entire image. Our operator only exchanges local statistics of similar places, which allows it to maintain the content of the processed image well.

$$a_s = \frac{a_s - \mu(a_s)}{\sigma(a_s)} \cdot \sigma(a_t) + \mu(a_t).$$

3.6. Reconstruction of the Latent Features

The translation process of our framework is conducted in the feature space. Actually, the extracted features in CNN network contain a lot of semantic information but little style information [15], which is crucial for image translation. In order to build a friendly feature space for the translation processing, we design a Auto-Encoder (AE) structure, to extract features from content image and reconstruct the processed image from latent space. We follow the SOTA approaches [15, 8, 18, 20] to build the encoder as a VGG [28] structure, which has proven to be feasible and very effective in image-translation. For the decoder, its task is to reconstruct the translated image from latent space. The decoder consists of multiple groups of resize + convolution blocks, which can alleviate the checkerboard artifacts problem caused by transpose convolution.

**Loss Function.** Equipped with the GPKLs, the incremental learning in our framework demands no training anymore. The only part needs to be trained in our framework is the AE. The reconstruction loss $\mathcal{L}$ of our AE is defined by L1 loss between the input image $I_i$ and the reconstructed image $I_o$:

$$\mathcal{L}(I_o, I_i) = \| I_o - I_i \|_1.$$ 

4. Experiment

The purpose of the proposed method is to conduct interpretable image-translation while achieving competitive performance. To verify its effect, we conducted various experiments on several image-translation tasks, including style transfer, HDR, etc. Furthermore, we conduct comparison experiments with previous methods to evaluate the efficiency and capability of our method.

4.1. Experiment Setting

Following the study in [8], our framework chooses $2 \times 2$ as the patch size considering a trade-off between the per-
Figure 5. Season transfer results. The images in diagonal positions are original ones and others are generated through knowledge transfer.

Figure 6. Stylization results with libraries containing multiple images.

Figure 7. HDR images recovered through knowledge transfer. In the first row are original LDR images and in the second row are HDR images recovered from positionally corresponding images.

Figure 8. Photo to comic results by knowledge transfer. The original content images are placed in the first row with its target comic styles, while the results are show in the second row.

4.2. General Performance Analysis

In this section, we present the generalized image-translation ability of our method by analyzing its performance on various tasks.

Style Transfer. Using geometric swap, our method can fuse the characteristics of numerous style sources on one content image. This ensures the abundance of semantics in stylized results and robust adaptation to diverse contents. In Fig. 6 are two stylized results by our method. Despite the complex structures, our method manages to stylize the contents smoothly and effectively.

Image HDR. Unlike stylization, HDR requires the integrity of semantic details. We propose altering the dynamic range of image through statistic knowledge transfer. Since only regional statistics are shifted, almost no damage to details is involved. We use Mit5K [5] to evaluate our method’s performance. The results are given in Fig. 7.

Season Transfer. Another important task of image-translation is Season Transfer. It requires the model to maintain image details while modifying seasonal traits, which can be undertaken by shifting regional feature statistics. We test our method on the season dataset introduced by [1]. The results are given in Fig. 5.
Comic Style Transfer. Comic Style Transfer [11] is a special task in image-translation. It set itself apart from traditional style transfer since comic is a different form of art with unique aesthetic standards. To validate the general image-translation effectiveness of our method, we also conduct comic style transfer with comic images gathered from the internet. Several representative comic or cartoon scenes are selected. The results are given in Fig. 8.

4.3. Comparison with previous methods.

In this section, we compare our method with 4 other methods: method proposed by Gatys et al. [15], Patch Swap [8], AdaIN [20], StyleBank [6]. To compare our method with previous works, we choose style transfer as the comparison task. We reproduce the performance with their official codes and make an analysis as shown in Fig. 9.

The results show that our method has unique quality among all other models. Stylebank has similar functions as our method but is burdened with long incremental training time and overfitting problems for every new style. In contrast, it only takes our method several minutes to take on a new style or even task. Patch Swap proposed by Chen et al. [8] has also strong adaptability and high efficiency, but its results are often over-smooth and makes image textures and colors indistinct. The method of Gatys et al. [15] struggles at preserve the local textures as distinct edges, in which our method performs quite better. Our method is slightly behind AdaIN in performance but avoids halo artifacts and distortion, which AdaIN often encounters. Experiments prove that our method still has an effect that is not inferior to other methods when our method is interpretable.

5. Ablation Study

In this section, we explicitly analyze the interpretability of the proposed method. Then, we exploit the effects of statistics swap and geometric swap. Finally, we compare our BHKM with other methods with similar functions.

5.1. Interpretability Analysis

An essential attribute of our method is interpretability. Every swapped knowledge can be backtracked. By finding the most similar knowledge in the library we can also acquire its corresponding image and receptive field coordinates. This information is stored along with source patches in the knowledge library construction stage. The backtracking pipeline is graphically explained in Fig. 4.

Such an attribute not only enables the explicit understanding of image-translation process, but also provides the means for users to deliberately manipulate image generation. To be exact, the construction of knowledge library can be concretely designed for specific tasks and even individual images. Knowing the semantics and structures of content images, it is convenient to construct a library with images that are more likely to contain the matching features. Even a small alteration to library composition can benefit the result significantly. We conduct experiments of HDR task to reinforce this presumption.

As is seen in Fig. 10, the HDR result from the first library(HDR 1) suffers from color mismatching. To circumvent this problem, we switch one source image in the knowledge library to alter its knowledge distribution. Consequently, the HDR result from the second library(HDR 2) is apparently better than the other, because the misleading patches are reduced and more proper choices are provided. This illustration proves our method’s potential to adapt to generalized applications.

5.2. Swap Methods

Our framework is able to switch between two means of feature swap: geometric and statistics. They either focus on creating stylistic strokes or preserving semantic details. To compare their effects, we conduct experiments of stylization with same content and styles but different swap methods. The results are shown in Fig. 11. It can be seen that both means have almost equal influence on color range. The contours and shapes, however, are differently. Geometric swap is more suitable for stylization tasks since it excels at altering strokes, while statistics swap can perform better on tasks like HDR by preserving shapes well.

5.3. Effectiveness of BHKM

One of the main components of our framework is the BHKM, which is a searching algorithm in nature. In this section, its temporal and spatial complexity is discussed and compared with other searching algorithms that are commonly used for similar purposes.

Temporal Complexity and Efficiency Analysis Our method is actually an Approximate Nearest Neighbor (ANN) search method, which tends to achieve a balance between searching accuracy and temporal and spatial complexity. It avoids massive resource computations of traverse and achieves better searching accuracy than PQ. To further conclude the capability of BHKM, we conduct experiments to compare its searching accuracy and time cost with global traverse and PQ. The results are given in Table 2 and Fig. 12.

We create 9 libraries containing 1-3 images, and run the same content images on each of them to acquire the average time cost.
Figure 9. Visual effect comparison between Patch Swap [8], StyleBank [6], AdaIN [20], method by Gatys et.al [15] and ours. Our method achieves competitive visual effect while being interpretable.

Figure 10. HDR images using two different libraries. Inside the blue frame are source images shared by both libraries. Inside the red frames are the exclusive source image and the HDR result for either library.

According to these results, our method generally maintains edges and shapes, while more regions in PQ result are blurry or distorted (e.g., tower, bridge). In time cost, our method holds great advantage against traverse and is in the same order of magnitude as PQ. In addition, there are obvious saturation artifacts in PQ’s statistics swap result. Considering the overall efficiency and effectiveness, ours is the bests among these three searching methods.

6. Conclusion

In this paper, we propose an explainable image-translation framework, namely Fine-grained Knowledge Transfer, to achieve image editing with an explicit working mechanism. In our framework, we are able to accurately understand the formation mechanism of styles, colors, texture patterns, etc. Contrast to mainstream image translation frameworks, proposed framework edits the image through geometric pattern matching and imitation. In order to better match and imitate, we extract and build the target data set into a knowledge library. The knowledge library is plug &

play for our framework, making the framework can adaptive to different image translation task without training. Furthermore, to alleviate the search difficulty caused by the data explosion of knowledge library, we have proposed an improved hierarchical K-means search method, BHKM. We believe this is a very promising image-translation method, because its translation result is just limited by the prior
knowledge in the knowledge library, so that the output result is relatively stable. Experiments also show the feasibility and effectiveness of our framework. In addition, our method also has its drawbacks: it occupies the local disk to store a large number of patches; the BHKM retrieves an approximate matching target, which causes larger deviation than the traversal method. In future work, we could concentrate on aforementioned limitations.

References

[1] Asha Anoosheh, Eirikur Agustsson, Radu Timofte, and Luc Van Gool. Combogan: Unrestricted scalability for image domain translation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops, pages 783–790, 2018. 1, 6
[2] Kohei Arai and Ali Ridho Barakbah. Hierarchical k-means: an algorithm for centroids initialization for k-means. Reports of the Faculty of Science and Engineering, 36(1):25–31, 2007. 2
[3] David Bau, Bolei Zhou, Aditya Khosla, Aude Oliva, and Antonio Torralba. Network dissection: Quantifying interpretability of deep visual representations. In 2017 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2017, Honolulu, HI, USA, July 21-26, 2017, pages 3319–3327. IEEE Computer Society, 2017. 3
[4] Josef Bigun. Optimal orientation detection of linear symmetry, 1987. 3
[5] Vladimir Bychkovsky, Sylvain Paris, Eric Chan, and Frédou Durand. Learning photographic global tonal adjustment with a database of input / output image pairs. In The Twenty-Fourth IEEE Conference on Computer Vision and Pattern Recognition, 2011. 1, 6
[6] Dongdong Chen, Lu Yuan, Jing Liao, Nenghai Yu, and Gang Hua. Stylebank: An explicit representation for neural image style transfer. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 1897–1906, 2017. 1, 2, 3, 7, 8
[7] Renwang Chen, Xuanhong Chen, Bingbing Ni, and Yanhao Ge. Simswap: An efficient framework for high fidelity face swapping. In Chang Wen Chen, Rita Cucchiara, Xian-Sheng Hua, Guo-Jun Qi, Elisa Ricci, Zhengyou Zhang, and Roger Zimmermann, editors, MM ’20: The 28th ACM International Conference on Multimedia, Virtual Event / Seattle, WA, USA, October 12-16, 2020, pages 2003–2011. ACM, 2020. 1
[8] Tian Qi Chen and Mark Schmidt. Fast patch-based style transfer of arbitrary style. CoRR, abs/1612.04337, 2016. 1, 2, 3, 4, 5, 7, 8
[9] Xuanhong Chen, Bingbing Ni, Naiyuan Liu, Ziang Liu, Yiliu Jiang, Loc Truong, and Qi Tian. Coogan: A memory-efficient framework for high-resolution facial attribute editing. CoRR, abs/2011.01563, 2020. 1, 2
[10] Xuanhong Chen, Xirui Yan, Naiyuan Liu, Ting Qiu, and Bingbing Ni. Anisotropic stroke control for multiple artists style transfer. In Chang Wen Chen, Rita Cucchiara, Xian-Sheng Hua, Guo-Jun Qi, Elisa Ricci, Zhengyou Zhang, and Roger Zimmermann, editors, MM ’20: The 28th ACM International Conference on Multimedia, Virtual Event / Seattle, Washington, DC, USA, October 12-16, 2020, pages 3246–3255. ACM, 2020. 1
[11] Yang Chen, Yu-Kun Lai, and Yong-Jin Liu. Cartoongan: Generative adversarial networks for photo cartoonization. In 2018 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2018, Salt Lake City, UT, USA, June 18-22, 2018, pages 9465–9474. IEEE Computer Society, 2018. 7
[12] Vincent Dumoulin, Jonathon Shlens, and Manjunath Kudlur. A learned representation for artistic style. In 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings. OpenReview.net, 2017. 1, 6
[13] Ruth C. Fong and Andrea Vedaldi. Interpretable explanations of black boxes by meaningful perturbation. In IEEE International Conference on Computer Vision, ICCV 2017, Venice, Italy, October 22-29, 2017, pages 3449–3457. IEEE Computer Society, 2017. 1, 3
[14] Leon Gatys, Alexander S Ecker, and Matthias Bethge. Texture synthesis using convolutional neural networks. In Advances in neural information processing systems, pages 262–270, 2015. 2
[15] Leon A Gatys, Alexander S Ecker, and Matthias Bethge. A neural algorithm of artistic style. arXiv preprint arXiv:1508.06576, 2015. 1, 5, 7, 8
[16] Leon A Gatys, Alexander S Ecker, and Matthias Bethge. Image style transfer using convolutional neural networks. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 2414–2423, 2016. 2
[17] Robert Geirhos, Patricia Rubisch, Claudio Michaelis, Matthias Bethge, Felix A Wichmann, and Wieland Brendel. Imagenet-trained cnns are biased towards texture; increasing shape bias improves accuracy and robustness. arXiv preprint arXiv:1811.12231, 2018. 6
[18] Shuyang Gu, Congliang Chen, Jing Liao, and Lu Yuan. Arbitrary style transfer with deep feature reshuffle. In 2018 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2018, Salt Lake City, UT, USA, June 18-22, 2018, pages 8222–8231. IEEE Computer Society, 2018. 1, 2, 4, 5
[19] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In 2016 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2016, Las Vegas, NV, USA, June 27-30, 2016, pages 770–778. IEEE Computer Society, 2016. 1
[20] Xun Huang and Serge J. Belongie. Arbitrary style transfer in real-time with adaptive instance normalization. In IEEE International Conference on Computer Vision, ICCV 2017, Venice, Italy, October 22-29, 2017, pages 1510–1519. IEEE Computer Society, 2017. 1, 5, 6, 7, 8
[21] Hervé Jégou, Matthijs Douze, and Cordelia Schmid. Product quantization for nearest neighbor search. IEEE Trans. Pattern Anal. Mach. Intell., 33(1):117–128, 2011. 1, 5
[22] Justin Johnson, Alexandre Alahi, and Li Fei-Fei. Perceptual losses for real-time style transfer and super-resolution. In Bastian Leibe, Jiri Matas, Nicu Sebe, and Max Welling, editors, Computer Vision - ECCV 2016 - 14th European Conference, Amsterdam, The Netherlands, October 11-14, 2016.
Dmytro Kotovenko, Artsiom Sanakoyeu, Sabine Lang, and Günter Klambauer, Thomas Unterthiner, Andreas Mayr, and Tero Karras, Timo Aila, Samuli Laine, and Jaakko Lehtinen.

Progressive growing of gans for improved quality, stability, and variation. In 6th International Conference on Learning Representations, ICLR 2018, Vancouver, BC, Canada, April 30 - May 3, 2018, Conference Track Proceedings. OpenReview.net, 2018.

Günter Klambauer, Thomas Unterthiner, Andreas Mayr, and Sepp Hochreiter. Self-normalizing neural networks. In Isabelle Guyon, Ulrike von Luxburg, Samy Bengio, Hanna M. Wallach, Rob Fergus, S. V. N. Vishwanathan, and Roman Garnett, editors, Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information Processing Systems 2017, 4-9 December 2017, Long Beach, CA, USA, pages 971–980, 2017.

Dmytro Kotovenko, Artsiom Sanakoyeu, Sabine Lang, and Björn Ommer. Content and style disentanglement for artistic style transfer. In 2019 IEEE/CVF International Conference on Computer Vision, ICCV 2019, Seoul, Korea (South), October 27 - November 2, 2019, pages 4421–4430. IEEE, 2019.

Christian Ledig, Lucas Theis, Ferenc Huszár, Jose Caballero, Andrew Cunningham, Alejandro Acosta, Andrew P. Aitken, Alykhan Tejani, Johannes Totz, Zehan Wang, and Wenzhe Shi. Photo-realistic single image super-resolution using a generative adversarial network. In 2017 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2017, Honolulu, HI, USA, July 21-26, 2017, pages 105–114. IEEE Computer Society, 2017.

Ming Lu, Hao Zhao, Anbang Yao, Yurong Chen, Feng Xu, and Li Zhang. A closed-form solution to universal style transfer. arXiv preprint arXiv:1906.00668, 2019.

Fujun Luan, Sylvin Paris, Eli Shechtman, and Kavita Bala. Deep photo style transfer. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 4990–4998, 2017.

Aravindh Mahendran and Andrea Vedaldi. Understanding deep image representations by inverting them. In IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2015, Boston, MA, USA, June 7-12, 2015, pages 5188–5196. IEEE Computer Society, 2015.

Taesung Park, Ming-Yu Liu, Ting-Chun Wang, and Jun-Yan Zhu. Semantic image synthesis with spatially-adaptive normalization. In IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2019, Long Beach, CA, USA, June 16-20, 2019, pages 2337–2346. Computer Vision Foundation / IEEE, 2019.

Artsiom Sanakoyeu, Dmytro Kotovenko, Sabine Lang, and Björn Ommer. A style-aware content loss for real-time HD style transfer. In Vittorio Ferrari, Martial Hebert, Cristian Sminchisescu, and Yair Weiss, editors, Computer Vision - ECCV 2018 - 15th European Conference, Munich, Germany, September 8-14, 2018, Proceedings, Part VIII, volume 11212 of Lecture Notes in Computer Science, pages 715–731. Springer, 2018.

Rampaasah R. Selvaraju, Michael Cogswell, Abhishek Das, Ramakrishna Vedantam, Devi Parikh, and Dhruv Batra. Grad-cam: Visual explanations from deep networks via gradient-based localization. In IEEE International Conference on Computer Vision, ICCV 2017, Venice, Italy, October 22-29, 2017, pages 618–626. IEEE Computer Society, 2017.

Lu Sheng, Ziyi Lin, Jing Shao, and Xiaogang Wang. Avatar-net: Multi-scale zero-shot style transfer by feature decoration. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 8242–8250, 2018.

Dmitry Ulyanov, Vadim Lebedev, Andrea Vedaldi, and Victor S Lempitsky. Texture networks: Feed-forward synthesis of textures and stylized images. In ICML, volume 1, page 4, 2016.

Dmitry Ulyanov, Andrea Vedaldi, and Victor Lempitsky. Instance normalization: The missing ingredient for fast style transfer. arXiv preprint arXiv:1803.08415, 2018.

Yuan Yao, Jianqiang Ren, Xuansong Xie, Weidong Liu, Yong-Jin Liu, and Jun Wang. Attention-aware multi-stroke style transfer. In IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2019, Long Beach, CA, USA, June 16-20, 2019, pages 1467–1475. Computer Vision Foundation / IEEE, 2019.

Matthew D. Zeiler and Rob Fergus. Visualizing and understanding convolutional networks. In David J. Fleet, Tomas Pajdla, Bernt Schiele, and Tinne Tuytelaars, editors, Computer Vision - ECCV 2014 - 13th European Conference, Zurich, Switzerland, September 6-12, 2014, Proceedings, Part I, volume 8689 of Lecture Notes in Computer Science, pages 818–833. Springer, 2014.

Quanshi Zhang, Ying Nian Wu, and Song-Chun Zhu. Interpretable convolutional neural networks. In 2018 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2018, Salt Lake City, UT, USA, June 18-22, 2018, pages 8827–8836. IEEE Computer Society, 2018.

Luisa M. Zintgraf, Taco S. Cohen, Tameem Adel, and Max Welling. Visualizing deep neural network decisions: Prediction difference analysis. In 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings. OpenReview.net, 2017.
Appendix: Supplementary Material

A. Overview

In this supplementary material, we first give the detailed analysis of the temporal complexity of our method. Here we conduct more explicit experiments to acquire quantity results. Second, we present the interpretability of our method through a detailed visualization of knowledge backtracking. In the end, we give more high-resolution image translation results to exhibit the performance of our method. We will release our code on https://github.com/AceSix/Knowledge_Transfer as soon as possible.

B. Efficiency Ablation

Theoretically speaking, we reduce the search space directly by using wavelet to reduce feature dimensions so the overall efficiency is improved. However, it is worth conducting experiments showing the explicit efficiency increase when using different wavelets. So we design experiments to compare the processing speed of Hierarchical K-Means(HKM) with our methods with different degree of dimension reduction. The results are given in Table 2. Meanwhile, we randomly choose some generated samples from this experiment to compare the visual effect of each method in Fig. 13.

| Approach | time per patch/s | time per image/s |
|----------|------------------|------------------|
| HKM      | $6.531 \times 10^{-5}$ | 0.259            |
| 1-BHKM   | $5.042 \times 10^{-5}$ | 0.200            |
| 2-BHKM   | $5.807 \times 10^{-5}$ | 0.230            |
| 3-BHKM   | $6.564 \times 10^{-5}$ | 0.261            |
| 4-BHKM   | $7.377 \times 10^{-5}$ | 0.293            |
| PQ       | $2.911 \times 10^{-5}$ | 0.116            |

Table 2. Average searching time when using a different number of wavelet components for knowledge matching. The numbers in front of BHKM indicate how many wavelet components are used.

The results obviously shows the wavelet’s role in reducing searching space and increasing efficiency. The time cost brought by wavelet operation is made up when using 3 wavelet components. And using less than 3 wavelet components will give our method an apparent edge against HKM. As the visual comparison shows, the reduction of wavelet components used will not have a perceivable effect on the generation result. Although the time efficiency of PQ surpasses our method, its stylization results mostly contains obvious saturation artifacts.

C. Knowledge Backtracking

In this section, we explain and demonstrate the interpretability of our method with the help of an explicit graph of backtracking result, Fig. 14. This graph gives the knowledge transferred for each patch through a red line from content patch to knowledge patch in its original style image. And we place the enhanced patch pair on each line so their similarity can be directly observed.

D. Exhibition

The plug and play style makes it easy of our method to generate a large quantity of translated images of various tasks. The results are given in Fig. 15, Fig. 16, Fig. 17, Fig. 18, Fig. 19, Fig. 20 and Fig. 21.
Figure 13. Stylization results of HKM, BHKM with different numbers of wavelet components and PQ. Please zoom-in the figure for better observation. Please note that the details of the images are partially lost due to file compression.
Figure 14. Backtracking result of a stylized image. For the sake of clarity, we split all backtracking paths into four graphs. The content patch and its transferred knowledge patch are linked through red lines. The enhanced patch pair is also placed on the corresponding red line. Please zoom-in the figure for better observation. Please note that the details of the images are partially lost due to file compression.
Figure 15. Stylization results. The first row and first column are content images and style images in knowledge libraries. Please zoom-in the figure for better observation. Please note that the details of the images are partially lost due to file compression.
Figure 16. Stylization results. The first row and first column are content images and style images in knowledge libraries. Please zoom-in the figure for better observation. Please note that the details of the images are partially lost due to file compression.
Figure 17. Stylization results. The first row and first column are content images and style images in knowledge libraries. Please zoom-in the figure for better observation. Please note that the details of the images are partially lost due to file compression.
Figure 18. Stylization results. The first row and first column are content images and style images in knowledge libraries. Please zoom-in the figure for better observation. Please note that the details of the images are partially lost due to file compression.
Figure 19. Comic Stylization results. The first row and first column are content images and comic images in knowledge libraries. Please zoom-in the figure for better observation. Please note that the details of the images are partially lost due to file compression.
Figure 20. Season Transfer results. The first row and first column are content images and season images in knowledge libraries. Please zoom-in the figure for better observation. Please note that the details of the images are partially lost due to file compression.
Figure 21. Stylization results. Please zoom-in the figure for better observation. Please note that the details of the images are partially lost due to file compression.