Dielectronic recombination data for astrophysical applications: Plasma rate-coefficients for Fe$^{q+}$ ($q=7–10$, 13–22) and Ni$^{25+}$ ions from storage-ring experiments
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This review summarizes the present status of an ongoing experimental effort to provide reliable rate coefficients for dielectronic recombination of highly charged iron ions for the modeling of astrophysical and other plasmas. The experimental work has been carried out over more than a decade at the heavy-ion storage-ring TSR of the Max-Planck-Institute for Nuclear Physics in Heidelberg, Germany. The experimental and data reduction procedures are outlined. The role of previously disregarded processes such as fine-structure core excitations and trielectronic recombination is highlighted. Plasma rate coefficients for dielectronic recombination of Fe$^{q+}$ ions ($q=7–10$, 13–22) and Ni$^{25+}$ are presented graphically and in a simple parameterized form allowing for easy use in plasma modeling codes. It is concluded that storage-ring experiments are presently the only source for reliable low-temperature dielectronic recombination rate-coefficients of complex ions.

I. INTRODUCTION

Dielectronic recombination (DR) is an important electron-ion collision process governing the charge balance in atomic plasmas [1,2]. Accurate DR rate coefficients are therefore required — as well as many other atomic data — for the interpretation of observations of such plasmas be they man-made or astrophysical. Because of the vast atomic data needs most of the data that are presently used in plasma modeling codes have been generated by theoretical calculations. In order to assess the reliability of these calculations and to point out directions for their improvements benchmarking experiments are vitally needed [2,3].

For more than a decade, our collaboration has performed measurements of absolute DR rate coefficients employing the electron-ion merged-beams method at the heavy-ion storage ring TSR of the Max-Planck-Institute for Nuclear Physics in Heidelberg, Germany. Status reports on these activities have been presented repeatedly [2,14] and a comprehensive bibliography of storage-ring DR measurements with astrophysically relevant ions has been published recently [15].

In particular, we have concentrated on iron ions because of their prominent role in X-ray astronomy. Iron is the most abundant heavy element [16] and still contributes to line emission from astrophysical plasmas when lighter elements are already fully stripped. Line emission from iron ions is prominent in many spectra taken with the X-ray observatories such as XMM-Newton and Chandra [17].

In DR an initially free electron excites another electron, which is initially bound on the primary ion, and thereby loses enough energy such that it becomes bound, too. The DR process is completed if in a second step the intermediate doubly excited state decays radiatively to a state below the ionization threshold of the recombined ion. The initially bound core electron may be excited from a state with principal quantum number $N$ to a state with principal quantum number $N'$. There are an infinite number of excitation channels. In practice, however, only the smallest excitation steps with $N' = N$ ($\Delta N = 0$ DR), $N' = N + 1$ ($\Delta N = 1$ DR) and sometimes also $N' = N + 2$ ($\Delta N = 2$ DR) contribute significantly to the total DR rate coefficient. In the measurements reported here only $\Delta N = 0$ DR and $\Delta N = 1$ DR have been considered.

Energy conservation dictates that the DR resonance energies $E_{\text{res}}$ are given by $E_{\text{res}} = E_d - E_i$ with $E_d$ and $E_i$ being the total electron energies of the doubly excited resonance state and the initial state, respectively. Both $E_d$ and $E_i$ can amount to several 100 keV. In contrast, $E_{\text{res}}$ can be less than 1 eV. Calculating such a small difference of two large numbers with sufficient accuracy is a considerable challenge even for state-of-the-art atomic structure codes [2]. Unfortunately, small uncertainties in low-energy DR resonance positions can translate into huge uncertainties of the calculated DR rate coefficient in a plasma [15]. Therefore, experimental DR measurements are particularly valuable for ions with strong resonances at energies of up to a few eV which decisively determine the low-temperature DR rate coefficients important for near neutrals in an electron ionized plasma or for complex ions in photoionized plasmas. Almost all iron ions more complex than helium-like belong to this latter class.

Cosmic atomic plasmas can be divided into collisionally ionized plasmas (CP) and photoionized plasmas (PP) [1] both covering broad temperature ranges. Historically, most theoretical recombination data were calculated for CP (see e.g. [19]) where highly charged ions exist only at rather large temperatures, e.g., in the solar corona. At these temperatures, recombination rate coefficients are largely insensitive to low-energy DR resonances. Conse-
quently, the theoretical uncertainties are much smaller at higher than at lower plasma temperatures which are typical for PP. If the CP rate coefficients are also used for the astrophysical modeling of PP, inconsistencies arise. This has been noted, e.g., in the astrophysical modeling of X-ray spectra from active galactic nuclei by Netzer [20] and Kraemer et al. [21].

It is clear, that the large discrepancies at low temperatures between the experimental and the early theoretical rate coefficients are due to a simplified theoretical treatment that was geared towards CP and more or less disregarded low-energy DR in order to keep the calculations tractable. Modern computers allow more sophisticated approaches, and recent theoretical work has aimed at providing a more reliable recombination database by using state-of-the-art atomic codes [2]. Badnell and coworkers [22] have calculated DR rate coefficients for finite-density plasmas. Results have been published for the isoelectronic sequences from H-like to Mg-like [23, and references therein]. Rate coefficients for non-resonant, radiative recombination (RR) are also available [24, 25]. Independently, Gu calculated DR and RR rate coefficients for selected ions of astrophysical interest [24, 25]. Although the new theoretical work removes the striking low-temperature disagreement that was found between experimental and early theoretical results, significant theoretical uncertainties remain as discussed above. Experimental benchmarks are thus indispensable for arriving at a reliable DR data base for the astrophysical modeling, particularly of low-temperature plasmas.

The present review is organized as follows. The experimental procedure for obtaining a DR rate coefficient from a storage-ring experiment is outlined in Section II. In Section III the various steps for deriving a plasma rate coefficient from the measured data are briefly discussed. In Section IV illustrative examples are given for selected iron ions and, finally, fit parameters for a convenient representation of our experimentally derived DR rate coefficients are listed for Ni$^{25+}$ and Fe$^{29+}$ with (q=7–10, 13–22). Because of their dependence on subtle details of the particular atomic structure of each ion species reliable DR rate coefficients cannot be obtained by interpolations along isonuclear or isoelectronic sequences of ions, i.e., a separate measurement has been carried out for each individual ion. Lithium-like Ni$^{25+}$ has been included in this compilation since its DR resonance structure is relatively simple and therefore serves as a pedagogical example for the presentation of the experimental technique and the subsequent data analysis. Throughout this paper we refer exclusively to the charge states of the primary ions before recombination.

II. EXPERIMENTAL PROCEDURE

Heavy-ion storage rings equipped with electron coolers serve as an excellent experimental environment for electron-ion collision studies [29, 30]. In electron-ion merged-beams experiments at heavy-ion storage-rings a fast-moving ion beam is collinearly merged with a magnetically guided electron beam with an overlap length L of the order of 1–2 m. Recombined ions are separated from the primary beam in the first bending magnet downstream of the interaction region and directed onto a single particle detector. Since the reaction products are moving fast and are confined in a narrow cone they can easily be detected with an efficiency $\eta$ of nearly 100%.

Storage rings measure the electron-ion (RR+DR) recombination cross section times the relative velocity convolved with the energy spread of the experiment, called a merged beams recombination rate coefficient (MBRRC). This differs from a plasma recombination rate coefficient (PRRC) for a Maxwellian temperature distribution. From the measured count rate $R$, the stored ion current $I_i$, and the electron density $n_e$ of the electron beam, the MBRRC is readily derived as

$$\alpha_{MB}(E_{cm}) = R \frac{e v_i}{(1 - \beta_i \beta_e I_i n_e L \eta)} \tag{1}$$

Here $e$ is the charge of the primary ion, $v_i = c \beta_i$ and $v_e = c \beta_e$ are the ion and electron velocity, respectively, and $c$ denotes the speed of light in vacuum. The center-of-mass energy $E_{cm}$ can be calculated from the laboratory ion and electron energies using

$$E_{cm} = m_i c^2 \left(1 + \frac{m_e}{m_i}\right) \left[\sqrt{1 + \frac{2m_e/m_i}{(1 + m_e/m_i)^2}}(\Gamma - 1) - 1\right] \tag{2}$$

![Fig. 1. Measured merged-beams rate coefficient for the recombination of Li-like Ni$^{25+}$ ions with free electrons [33]. Two Rydberg series of $2p_{1/2} \text{nl}$ and $2p_{3/2} \text{nl}$ $\Delta N = 0$ DR resonances are discernible converging to the respective series limits at 52.92 eV and 74.96 eV [33]. The vertical marks denote resonance positions calculated with Equation 9. The sharp structure at $E_{cm} = 0$ is due to radiative recombination. Positive (negative) energies correspond to electron velocities larger (smaller) than the ion velocity.](image)
with the electron and ion masses $m_e$ and $m_i$ and with
\[
\Gamma = \gamma_i \gamma_e - \sqrt{(\gamma_i^2 - 1)(\gamma_e^2 - 1)} \cos \theta
\]  \hspace{1cm} (3)
where the Lorentz factors are $\gamma_i = 1/\sqrt{1 - \beta_i^2}$, $\gamma_e = 1/\sqrt{1 - \beta_e^2}$, and $\theta = 0^\circ$ for a merged-beams arrangement with copropagating beams. In a storage-ring experiment $\beta_i$ is kept fixed and $E_{cm}$ is varied by changing $\beta_e$ via the cathode voltage at the electron gun.

Further details of the various aspects of the experimental and data reduction procedures at the Heidelberg heavy-ion storage ring TSR have been discussed in depth in Refs. [18, 31, 34–40]. The systematic experimental uncertainty of the measured MBRR is typically $20\%$–$25\%$ at a $90\%$ confidence level.

As an example Figure 1 shows results for the recombination of Ni$^{25+}$ ions [31]. The spectrum consists of DR resonances at specific energies sitting on top of the monotonically decreasing continuous rate coefficient due to radiative recombination (RR). The resonances in the energy range $0$–$75$ eV are associated with $2s \to 2p$ ($\Delta N = 0$) excitations of the lithium-like $1s^2 2s$ core, with the capture of the initially free electron into a Rydberg level $n$. Neglecting interactions between the outer Rydberg electron and the inner core electrons, the positions of the resonances can be estimated by applying the Bohr formula for hydrogenic ions of charge $q$ ($q = 25$ for Ni$^{25+}$), i.e.,
\[
E_n \approx E_\infty - 13.606 \text{ eV} \times \frac{q^2}{n^2} \hspace{1cm} (4)
\]
For $n \to \infty$ the two $1s^2 2p_{1/2} nl$ and $1s^2 2p_{3/2} nl$ Rydberg series of DR resonances converge to their series limits at $E_\infty = 52.92$ eV and $E_\infty = 74.96$ eV, respectively. These energies correspond to the $2s \to 2p_{1/2}$ and $2s \to 2p_{3/2}$ excitation energies [32]. In Figure 1 individual Rydberg resonances are resolved up to $n \approx 30$. The higher-$n$ resonances are immersed in one broad structure due to the finite experimental electron energy-spread.

III. DERIVATION AND PARAMETERIZATION OF DR PLASMA RATE COEFFICIENTS

After subtraction of the continuous RR "background" from the measured recombination spectrum the DR PRRC is derived by convoluting the DR MBRR with a Maxwell-Boltzmann electron energy distribution. As detailed in [18, 33], there are three issues that require special consideration: the experimental energy spread, the recombination rate enhancement at low energies, and field ionization of high Rydberg states in the storage-ring bending magnets.

The experimental energy spread $\Delta E_{cm}$ influences the outcome of the convolution for resonances with resonance energies $E_{cm} \leq \Delta E_{cm}$. This can be circumvented by extracting the DR resonance strengths, e.g., by a fit of individual DR resonances to the measured MBRR at low energies [18].

An enhanced MBRR is consistently observed in merged electron-ion beam experiments with atomic ions at very low energies below a few meV. There, the measured MBRR exceeds the theoretical expectation by factors of typically 2–3. This excess rate coefficient is an artifact of the merged-beams technique [42, 43], and hence it has to be subtracted from the measured MBRR prior to the calculation of the PRRC.

Field ionization of the loosely bound high Rydberg electron in the recombined ions can result from the motional electric fields that the ions experience inside the storage-ring bending magnets [30]. For example, in the Ni$^{25+}$ experiment, only DR involving capture into Rydberg levels with quantum numbers less than 150 contributed to the MBRR. The missing DR resonance strength up to $n_{max} = 1000$ (where the PRRC has converged) can be estimated from a theoretical calculation using, e.g., the AUTOSTRUCTURE code [41]. For high Rydberg quantum numbers this code reproduces the regular DR resonance structure close to the Rydberg series limits reasonably well (Fig. 2a) especially when slight “manual adjustments” are made in these calculations to the core excitation energies that are relevant for the DR resonance positions and the DR rate coefficient scale. The resulting theoretical rate coefficient was multiplied by a factor 1.2 to match the experimental result in the energy range 60–73 eV (Fig. 2b). The deviation of this factor from unity is within the experimental error margin.

Figure 2b displays the Ni$^{25+}$ DR PRRC which has been derived from the measured MBRR using the procedures
Table I. Fit parameters (cf. Equation 5) for the Ni^{25+} DR plasma rate coefficient. Units are \(cm^3\ s^{-1} \ K^{3/2}\) for \(c_i\) and \(K\) for \(E_i\). The fit is valid in the temperature range 4600 K to 10^6 K. In this range the systematic uncertainty of the absolute rate coefficient is 20% at 90% confidence level. This set of parameters is slightly different from the one published in Ref. [31] since in this earlier work a different extrapolation procedure to high-\(n\) resonances was used.

| \(i\) | \(c_i\) \(10^9\) | \(E_i\) \(10^4\) |
|------|---------------|---------------|
| 1    | 4.395E−2      | 8.133E+5      |
| 2    | 2.715E−2      | 4.360E+5      |
| 3    | 1.140E−2      | 1.895E+5      |
| 4    | 7.172E−3      | 5.758E+4      |
| 5    | 3.070E−3      | 3.155E+4      |
| 6    | 2.089E−7      | 1.193E+4      |
| 7    | 1.844E−9      | 1.540E+2      |

A convenient parameterization of the DR plasma rate coefficient is

\[
\alpha^{DR}(T) = T^{-3/2} \sum_i c_i \exp(-E_i/T) \quad (5)
\]

where the parameters \(c_i\) and \(E_i\) are determined from a fit of equation 5 to the experimentally derived DR plasma rate coefficient. It should be noted that a given set of parameters can only be used in a limited temperature range \([T_{\text{min}}, T_{\text{max}}]\). Outside this range the fit may deviate strongly from the experimentally derived curve. In the temperature range \([T_{\text{min}}, T_{\text{max}}]\) the deviation from the experimentally derived curve is usually less than 1.5% so that no significant additional uncertainty is introduced by the parameterization. Table I lists the PRRC parameters for DR of Ni^{25+}.

In the subsequent tables the temperature ranges of validity are also given along with the parameters \(c_i\) and \(E_i\) as well as the experimental uncertainties of the derived absolute DR plasma rate coefficient. We note that in some of the references cited below the parameters \(c_i\) and \(E_i\) were tabulated in units that are partly different from the units used here.

IV. RESULTS FOR IRON IONS

Before listing the fit parameters (cf. Equation 5) for the experimentally derived iron DR plasma rate coefficients that are available to date, several selected individual experimental results are discussed exhibiting peculiar aspects of electron-ion recombination physics.

A. Importance of fine-structure core excitations

One of our first experiments on the iron isonuclear sequence with fluorine-like Fe^{17+} ions [18] revealed the importance of an effect that had been neglected in many previous theoretical calculations, namely DR associated with a fine-structure core excitation. For the Fe^{17+} \(2s^2 2p^5 \left(^2P_{3/2}\right) \rightarrow 2s^2 2p^5 \left(^2P_{1/2}\right)\) transition the corresponding excitation energy is rather low \(12.7182\ eV, 32\) for such a highly charged ion. The associated series of \(2s^2 2p^5 \left(^2P_{1/2}\right) nl\) DR resonances dominates the low-energy DR spectrum (Fig. 3) and consequently also the PRRC at temperatures below \(\sim 12\ eV\) [32]. Previous theoretical DR calculations for this ion had been carried out using the non-relativistic LS angular momentum coupling scheme [41, 51] which cannot account for fine-structure effects, or deliberately had disregarded fine-structure excitations to keep the computations manageable [52]. The resulting theoretical PRRC deviates strongly from the experimentally derived rate coefficient by up to orders of magnitude (depending on temperature) [48].

![Figure 3](image-url)
In addition to the Fe\textsuperscript{17+} DR measurements new theoretical calculations were carried out which included fine-structure core excitations \cite{48, 49}. These new theoretical PRRC do not exhibit such a striking disagreement with the experimental result as the earlier theoretical calculations. The remaining discrepancies are on a 30\% level which is larger than the estimated 20\% experimental uncertainty. The origin of these discrepancies is unclear.

B. Low-energy DR resonances

In storage-ring recombination experiments, low energy DR resonance positions can be measured with extreme precision. For example, in a TSR experiment with lithium-like Sc\textsuperscript{18+} ions an experimental uncertainty of less than 5 ppm has been achieved for DR resonances located at energies below 100 meV \cite{38}. These measurements are sensitive to higher order QED contributions to the $2s_{1/2} \rightarrow 2p_{3/2}$ excitation energy of the lithium-like core.

In contrast to this remarkable experimental precision theoretical calculations of DR resonance positions bear uncertainties of up to a few eV depending on the complexity of the atomic structure of the ion. These uncertainties are especially influential close to zero electron-ion collision energies \cite{2}, where resonances may wrongly be predicted to exist within the continuum of the primary ion while in reality the corresponding doubly excited states are bound, or vice versa. Thus, relatively small uncertainties in theoretical DR resonance positions can lead to large uncertainties of low-temperature DR rate coefficients \cite{18}.

Figure 4.a gives an example for the typical differences between measured and theoretically predicted low-energy DR resonances of complex ions. Significant discrepancies can be seen between theoretically predicted and experimentally measured DR resonance structures for Fe\textsuperscript{7+}. Similar discrepancies have been found for other members of the iron isonuclear sequence. Because of the general $1/E$ dependence of electron-ion recombination cross sections low-energy resonances are often quite strong and, consequently, make significant contributions to the low-temperature PRRC, as can be seen, e.g., from Fig. 4.b. The discrepancies between theoretical and experimentally derived Fe\textsuperscript{7+} PRRC are especially large at low temperatures where Fe\textsuperscript{7+} forms in PP. For high-temperature DR uncertainties of DR resonance positions are much less influential. Consequently, there is usually much better agreement between theoretical and experimental DR rate coefficients at higher temperatures than at lower temperatures. Accurate low-temperature DR data for complex ions, however, can be generated at present only from storage-ring experiments.

C. Significance of trielectronic recombination

Trielectronic recombination (TR) is similar to DR. The difference is that TR is associated with the simultaneous excitation of two core electrons by the incoming free electron. TR is a particularly strong recombination process for Be-like ions where it proceeds via $2s^2 \rightarrow 2p^2$ core...
practically unlimited. Even DR of the heaviest "naturally" available H-like ion, namely U^{91+}, was studied at the ESR storage ring in Darmstadt, Germany [61]. Using a stochastically cooled 238U^{91+} ion beam, KLL-DR resonance structures were observed at energies around 70 keV with an experimental energy spread corresponding to only a few times the natural linewidth. Storage ring experiments are thus well suited for also providing absolute rate coefficients for high-temperature \( \Delta N \geq 1 \) DR which is a significant cooling process in collisionally ionized plasmas [4].

Figure 6 shows the measured Fe^{18+} MBRRC in the energy region of the 1s^2 2s^2 2p^3 3f\ell \ N = 1 DR resonances. Resonance groups associated with different \( n \) of the outermost electron in the doubly excited intermediate states can be distinguished. The series limit \( n \to \infty \) occurs at about 925 eV. In the temperature range where Fe^{18+} forms in CP the contribution of these \( \Delta N = 1 \) DR resonances to the total Fe^{18+} DR rate coefficient in a plasma is up to an order of magnitude larger than the contribution by \( \Delta N = 0 \) DR (Fig. 6). On the other hand, \( \Delta N = 1 \) DR is insignificant in the temperature range where Fe^{18+} forms in a PP.

Our DR measurements with iron ions have so far been concentrating on \( \Delta N = 0 \) DR and are therefore most relevant for astrophysical modeling of PP. Additionally, \( \Delta N = 1 \) DR has been measured for some ions as detailed in Tab. II and Tab. III. Generally, modern theoretical calculations are in good accord with our experimental \( \Delta N = 1 \) DR results.

E. Experimentally derived DR plasma rate coefficients for Fe^{q+} (\( q=7–10, 13–22 \))

The experimentally derived DR plasma rate coefficients can be retrieved by using Eq. 5 and the tabulated parameters \( c_i \) and \( E_i \) (listed in Tabs. II and III; see also Figs. 7 and 8). Table II lists the parameters for the M-shell ions Fe^{13+} [39], Fe^{16+} [39], Fe^{19+} [40], Fe^{20+} [40], Fe^{13+} [62], Fe^{14+} [47], and Fe^{15+} [5, 63]. Tab. III lists the parameters for the L-shell ions Fe^{16+} [64, 65], Fe^{17+} [49], Fe^{18+} [60], Fe^{19+} [64], Fe^{20+} [67], Fe^{21+} [67], and Fe^{22+} [44].

The published experimentally derived Fe^{13+} PRRC [62] comprises both DR and RR. Here the Fe^{13+} PRRC is presented (Fig. 7) without the RR contribution. This Fe^{13+} DR PRRC has been obtained by subtraction of Badnell’s [68] theoretical Fe^{13+} RR plasma rate coefficient from the experimental DR+RR plasma rate coefficient [62]. The theoretical RR contribution [68] to the total PRRC [62] is less than 5% for 120 K = \( T_{\text{min}} \leq T \leq 3.5 \times 10^6 \) K and rises to 11.3% at \( T = T_{\text{max}} = 1.8 \times 10^7 \) K. Thus, the additional uncertainty of the Fe^{13+} DR PRRC due to the RR subtraction is assumed to be negligible.

The experimentally derived DR plasma rate coefficient for DR of neon-like Fe^{16+} [64] is in excellent agreement with the theoretical results of [65]. Therefore, no fit has...
FIG. 7. Presently available, experimentally derived rate coefficients for DR of Fe M-shell ions in a plasma. The curves were obtained by using Eq. 5 with the parameters from Tab. II.

FIG. 8. Same as Fig. 7 but for Fe L-shell ions. The curves were obtained by using Eq. 5 with the parameters from Tab. II.

been made to the experimental data and the theoretical fit parameters for Fe\textsuperscript{16+} are given in Table III.

V. CONCLUSIONS AND OUTLOOK

Our experimentally derived rate coefficients for dielectronic recombination of iron ions are particularly important for photoionized plasmas where highly charged ions form at relatively low temperatures and where storage-ring recombination experiments are presently the only source for reliable DR data. However, the experimental resources are such that providing a DR data base for all astrophysically relevant ions is certainly prohibitive. We therefore hope that our results will be considered as valuable benchmarks guiding the future development of the theoretical methods. To this end, we plan to continue our DR measurements and to fill in the still missing gaps in the iron isonuclear sequence. Our results summarized in figures 7 and 8 clearly show that the derivation of plasma rate coefficients by interpolation across isonuclear sequences of ions is not an appropriate approach.
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TABLE II. Fit parameters (cf. Eq. 5) for the DR plasma rate coefficient of the Fe$^{q+}$ M-shell ions with $7 \leq q \leq 10$ and
$13 \leq q \leq 15$. Each fit is valid in the specified temperature range $[T_{\text{min}}, T_{\text{max}}]$. The quantity $\Delta \alpha$ denotes the systematic uncertainty of the absolute rate coefficient at 90% confidence level. The row labeled $N \rightarrow N'$ specifies which core excitations have been covered by each experiment. Units are cm$^3$ s$^{-1}$ K$^{3/2}$ for $c_i$ and K for $E_i$, $T_{\text{min}}$, and $T_{\text{max}}$.

| q   | $7$     | $8$    | $9$    | $10$   | $13$   | $14$   | $15$  |
|-----|---------|--------|--------|--------|--------|--------|-------|
| $c_1$ | 5.97E-7 | 4.77E-7 | 6.48E-5 | 6.48E-5 | 1.57E-4 | 1.07E-4 | 7.27E-5 |
| $c_2$ | 8.93E-7 | 1.23E-6 | 6.36E-5 | 8.79E-5 | 6.66E-4 | 8.26E-6 | 9.39E-4 |
| $c_3$ | 1.64E-5 | 5.05E-5 | 3.72E-4 | 4.93E-4 | 2.79E-3 | 1.00E-6 | 3.41E-3 |
| $c_4$ | 9.59E-5 | 3.41E-4 | 1.60E-3 | 3.78E-3 | 9.93E-3 | 1.46E-5 | 2.17E-2 |
| $c_5$ | 1.05E-4 | 1.62E-3 | 3.51E-3 | 8.87E-3 | 1.36E-2 | 2.77E-6 | 5.87E-2 |
| $c_6$ | 7.29E-4 | 3.87E-3 | 7.32E-3 | 5.32E-2 | 6.88E-2 | 1.51E-6 | 3.52E-2 |
| $c_7$ | 3.85E-3 | 6.43E-3 | 2.56E-2 | 2.10E-1 | 1.83E-1 | 3.29E-6 | 2.36E-1 |
| $c_8$ | 2.47E-2 | 6.97E-2 | 1.00E-1 |        |        | 1.63E-4 | 4.20E-1 |
| $c_9$ | 1.79E-1 | 2.92E-1 | 1.94E-1 |        |        | 4.14E-4 |        |
| $c_{10}$ |        |        |        |        |        | 2.17E-3 |        |
| $c_{11}$ |        |        |        |        |        | 6.40E-3 |        |
| $c_{12}$ |        |        |        |        |        | 4.93E-2 |        |
| $c_{13}$ |        |        |        |        |        | 1.51E-1 |        |

| $E_1$ | 8.385E+0 | 9.034E+0 | 3.994E+1 | 1.101E+2 | 1.088E+2 | 7.82E+1 | 1.650E+4 |
| $E_2$ | 9.922E+1 | 1.128E+2 | 5.621E+2 | 5.654E+2 | 8.388E+2 | 1.14E+2 | 3.194E+4 |
| $E_3$ | 5.23E+2  | 6.624E+2 | 1.992E+3 | 1.842E+3 | 3.006E+3 | 2.29E+2 | 7.431E+4 |
| $E_4$ | 1.579E+3 | 1.143E+3 | 8.325E+3 | 7.134E+3 | 1.127E+4 | 2.95E+2 | 2.144E+5 |
| $E_5$ | 4.489E+3 | 3.926E+3 | 2.757E+4 | 3.085E+4 | 4.162E+4 | 5.16E+2 | 3.866E+5 |
| $E_6$ | 2.102E+4 | 1.300E+4 | 7.409E+4 | 1.875E+4 | 1.885E+5 | 7.08E+2 | 9.207E+5 |
| $E_7$ | 9.778E+4 | 4.684E+4 | 1.552E+5 | 6.706E+5 | 5.422E+5 | 1.28E+3 | 4.267E+6 |
| $E_8$ | 3.353E+5 | 2.670E+5 | 4.388E+5 |        |        | 2.22E+3 | 8.390E+6 |
| $E_9$ | 8.081E+5 | 7.358E+5 | 7.355E+5 |        |        | 3.86E+3 |        |
| $E_{10}$ |        |        |        |        |        | 1.12E+4 |        |
| $E_{11}$ |        |        |        |        |        | 2.87E+4 |        |
| $E_{12}$ |        |        |        |        |        | 1.25E+5 |        |
| $E_{13}$ |        |        |        |        |        | 4.45E+5 |        |

$T_{\text{min}}$ 12 12 100 100 120 11600 2300
$T_{\text{max}}$ 1.2E+0 1.2E+0 1.2E+7 1.2E+7 1.8E+7 1.2E+8 1E+14
$\Delta \alpha$ $\pm 25%$  $\pm 29%$  $\pm 25%$  $\pm 25%$  $\pm 29%$  $\pm 29%$  $\pm 29%$

$N \rightarrow N'$ 3 $\rightarrow$ 3 3 $\rightarrow$ 3 3 $\rightarrow$ 3 3 $\rightarrow$ 3 3 $\rightarrow$ 3 3 $\rightarrow$ 3 3 $\rightarrow$ 4

$a$ the uncertainty is larger at temperatures below 5800 K, i.e., 38% at 2300 K and 54% at 116 K
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TABLE III. Same as Table II but for Fe$^{q+}$ L-shell ions with $16 \leq q \leq 22$.

| q   | 16$^a$ | 17  | 18  | 19  | 20  | 21  | 22  |
|-----|--------|-----|-----|-----|-----|-----|-----|
| $c_1$ | 2.06E−1 | 4.79E−6 | 2.14E−5 | 1.24E−4 | 7.71E−5 | 1.46E−4 | 2.47E−6 |
| $c_2$ | 1.24E+0 | 9.05E−5 | 1.05E−5 | 1.84E−4 | 6.08E−5 | 1.17E−3 | 1.21E−4 |
| $c_3$ | 3.48E−5 | 4.34E−5 | 1.47E−4 | 3.93E−4 | 4.22E−3 | 2.18E−3 |
| $c_4$ | 1.83E−4 | 6.62E−5 | 7.87E−4 | 1.14E−3 | 2.80E−3 | 1.50E−3 |
| $c_5$ | 5.26E−4 | 3.86E−4 | 3.54E−3 | 7.63E−3 | 9.22E−3 | 1.47E−2 |
| $c_6$ | 2.12E−3 | 1.24E−3 | 5.02E−3 | 1.37E−2 | 3.13E−2 | 3.14E−2 |
| $c_7$ | 4.29E−3 | 5.56E−3 | 1.96E−2 | 2.08E−2 | 9.98E−2 | 7.98E−2 |
| $c_8$ | 3.16E−2 | 4.07E−2 | 6.43E−2 | 7.86E−2 | 1.25E−1 | 7.25E−1 |
| $c_9$ | 2.92E−1 |       |       |       |       |       |       |
| $c_{10}$ | 1.46E+0 |       |       |       |       |       |       |

$E_1$  | 4.38E+6 | 2.58E+3 | 1.01E+2 | 1.61E+1 | 6.75E+1 | 1.58E+3 | 1.04E+3 |
$E_2$  | 7.98E+6 | 6.08E+3 | 2.45E+2 | 7.90E+1 | 1.15E+2 | 2.43E+3 | 5.44E+3 |
$E_3$  | 1.35E+4 | 8.80E+2 | 7.73E+2 | 2.43E+3 | 4.85E+3 | 1.35E+4 |
$E_4$  | 2.92E+4 | 7.53E+3 | 3.86E+3 | 6.71E+3 | 1.09E+4 | 3.73E+4 |
$E_5$  | 7.62E+4 | 1.93E+4 | 1.66E+4 | 2.74E+4 | 7.13E+4 | 1.21E+5 |
$E_6$  | 2.21E+5 | 6.75E+4 | 6.08E+4 | 6.73E+4 | 2.72E+5 | 3.15E+5 |
$E_7$  | 6.57E+5 | 2.90E+5 | 2.33E+5 | 2.80E+5 | 9.92E+5 | 9.08E+5 |
$E_8$  | 1.40E+6 | 1.11E+6 | 9.74E+5 | 1.11E+6 |       | 4.64E+6 |
$E_9$  | 4.65E+6 |       |       |       |       | 1.15E+7 |
$E_{10}$ | 9.14E+6 |       |       |       |       |       |

$T_{min}$  | 12 | 580 | 120 | 12 | 12 | 230 | 12 |
$T_{max}$  | 1.2E+9 | 1.2E+8 | 1.2E+8 | 1.2E+8 | 1.2E+8 | 1.2E+8 |
$\Delta \alpha$  | ±22% | ±20% | ±20% | ±20% | ±20% | ±20% |
$N \rightarrow N'$  | 2 → 3 | 2 → 2 | 2 → 2, 3 | 2 → 2 | 2 → 2 | 2 → 2, 3 |

$^a$ fit parameters taken from [65]
