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Abstract: The need to optimize the deployment and maintenance costs for service delivery in wireless networks is an essential task for each service provider. The goal of this paper was to optimize the number of service centres (gNodeB) to cover selected customer locations based on the given requirements. This optimization need is especially emerging in emerging 5G and beyond cellular systems that are characterized by a large number of simultaneously connected devices, which is typically difficult to handle by the existing wireless systems. Currently, the network infrastructure planning tools used in the industry include Atoll Radio Planning Tool, RadioPlanner and others. These tools do not provide an automatic selection of a deployment position for specific gNodeB nodes in a given area with defined requirements. To design a network with those tools, a great deal of manual tasks that could be reduced by more sophisticated solutions are required. For that reason, our goal here and our main contribution of this paper were the development of new mathematical models that fit the currently emerging scenarios of wireless network deployment and maintenance. Next, we also provide the design and implementation of a verification methodology for these models through provided simulations. For the performance evaluation of the models, we utilize test datasets and discuss a case study scenario from a selected district in Central Europe.
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1. Introduction

The deployments of 5G wireless networks have been rapidly growing these days. They provide not only low latency networks but also high throughput for different kinds of devices and services (e.g., Virtual Reality (VR), Augmented Reality (AR), drones and connected cars). Further, these networks serve also the huge variety of customer and industrial Internet of Things (IoT) applications such as connected security systems, intelligent lights in smart homes, detection sensors, smart grids and others [1–4]. Due to this significant increase in the range of devices connected to the network, authors in [5] expect that, in 2023, there will be 29 billion wireless devices connected to the Internet. It is evident that not all of these wireless devices will be connected using 5G networks, however, it is confirmed by the following studies [6] that 5G networks will be the dominant technology on the market. For that reason, the operators need to consider a large number of simultaneously connected devices that lead to important tasks for the effective deployment and redesign of network infrastructure since, according to [5], 5G networks will generate nearly 3 times more traffic than 4G systems. Here, the challenge for network operators is to efficiently find the optimal placement of gNodeB (gNodeB is the 5G term for network equipment that transmits and receives wireless communications between the user equipment and a mobile network) nodes to deploy or optimize
the cellular network infrastructure [7]. Having a solution to this task is especially important since it provides benefits mainly in Total Cost of Ownership (TCO) as it avoids the over-provisioning since the final network infrastructure contains only the needed number of gNodeB nodes.

Currently, the most widely-used tool for network planning in the industry is Atoll Radio Planning Software (ARPS) [8]. The network designer in this tool inserts a specification for a gNodeB node and then places the gNodeB node on a map manually verifying its coverage based on the provided heatmap. This planning process is shown in Figure 1 [9,10]. Here, the first two steps, that is, radio network definition and propagation analysis, require a lot of additional manual work that can be reduced by solving the problem of automated searching for the optimal gNodeB location.

In ARPS, there is a possibility to improve this manual planning using a module called Automatic Cell Planning (ACP). Based on the documentation [10], it could improve the existing networks by tuning parameters that can easily be changed remotely such as antenna electrical tilt and power. Further, this module can optimize a network planning phase by (i) selecting antennas; (ii) modifying the antenna azimuth; (iii) setting the mechanical downtilt of the antenna; (iv) changing the antenna height; and (v) choosing sites from a list of candidate sites [10]. The variant provided by ARPS considers selecting sites (gNodeB locations), without the consideration of advanced aspects as is the expected customer throughput in the defined areas to be covered.

The whole idea of deploying or optimizing the network is shown in Figure 2. The provided solution is fully automated. That is an important advantage over the existing software solutions.
The proposed model has four aspects: (i) radio transmission (the transmission range, bidirectional/unidirectional, frequencies, etc.); (ii) resource allocation (the budget represented for the deployment); (iii) system architecture (types of gNodeB to use in the deployment, restricted places, etc.); and (iv) mobile subscriber (the expected number of users in the selected area and the expected average user traffic). Taking into account the parameters, we can compute the optimal gNodeB placement for the given area.

To solve such a task, we need to develop a mathematical model (see Section 2) and suitable implementation that will fit the above-mentioned automatic network design in an optimal way. Table 1 shows the terminology used in the remaining part of this paper adapted to the terms used in the literature.

Automated wireless network design leads to a model formulated as Set Covering Problem (SCP) that belongs to the $\mathcal{NP}$-complete class of problems [11]. Whereas the SCP model was more of a mathematical puzzle trying to find the smallest number of subsets, whose union covers the whole set of elements (the universe), its extensions encapsulate the essence of design in efficiently allocating facilities across geographic space. These extensions commonly deal with aspects such as location, facility type, thresholds, capacities and others. For example, the Capacitated Location Set Covering Problem with Equal Assignment (CLSCP-EA) [12], which is concerned with capacity consideration, is assigning capacities equally. It works as follows: let us consider three service centres which cover one customer location, in that case, the customer location capacities are distributed equally among these three service centres. Currently, the extensions of SCP are not usable for modern telecommunication networks since they are not taking into account the important aspects related to the network capacity, i.e., (i) direct assignment of customer location capacities straight to the service centre (in the wireless networks, this task is equal to assigning users throughput demands to particular gNodeB node); and (ii) considering the network-area capacity requirements including the considerations of the existing services (here, it means to keep the existing gNodeB nodes in the process of optimizing the network coverage, for further information see Section 1.1).
1.1. Literature Review

The literature review in this paper can be split into two parts. First, the models for location covering problems are presented since they represent the basic building blocks for our developed mathematical models. Secondly, we focus on the papers that are dealing with the gNodeB (or eNodeB, Base Transceiver Station (BTS) in older systems) deployment.

1.1.1. Location Covering Problems

Covering problems have been discussed for more than 50 years finding a wide area of applications [13–23] (Based on the Scopus database there were 4634 papers published on Set Covering Problem in the area of computer science or mathematics (5 November 2020). Since Scopus does not support multiple-word queries, such as set covering problem, the results may contain false positive matches).

It has a decisive role in the success of supply chains with applications including locating gas stations, schools, plants, landfills, police stations, design of sensor networks, etc. Currently, there exists a plethora of models that fall into the category of covering problems such as edge covering [24], vertex covering [25], capacitated vertex covering [26] and others. In this paper, the focus is especially given to the covering problems that are targeting the optimization of the network facilities locations in the selected areas.

| Authors               | Model                                                                 | Description                                                                 | Published |
|-----------------------|------------------------------------------------------------------------|-----------------------------------------------------------------------------|-----------|
| BERGE [27]             | SCP                                                                    | The base covering model for all other models. Finding the minimal number of services to cover all the demands. | 1957      |
| Toregas [13]           | Location Set Covering Problem (LSCP)                                   | Extension of SCP considering services and demands locations.                 | 1970      |
| Church et al. [28]     | Maximal Covering Location Problem (MLCP)                               | Describes the situation of a restricted number of services with the best coverage sought. | 1974      |
| Plane and Hendrick [29]| Existing Service System Location Set Covering Problem (ESS-LSCP)       | Extension of LSCP addressing the need to consider the existing services.     | 1977      |
| Schilling [30]         | Location Set Covering Problem with Facility Types (LSCP-FT)            | Extension of LSCP addressing the need of specific demand to be covered by specific services. | 1979      |
| Margules [31]          | Site Quality Maximal Covering Location Problem (SQ-MCLP)               | Takes into account the quality of the service provided for each demand.      | 1986      |
| Current and Storbeck   | Capacitated Location Set Covering Problem (CLSCP)                       | The first article proposing capacities in LSCP. This model could not be used in network deployment since it does not force the entire demand at a particular node being assigned to the same facility. It assumes that the demand is split among facilities (see Equation (13)). | 1988      |
| Reveille and Hogan     | Maximal Availability Location Problem (MALP)                           | This model is characterized by an intention to maximize the availability provided by a reliable coverage | 1989      |
| Gerrard and Church     | Capacitated Location Set Covering Problem with Closest Assignment (CLSCP-CA) | Models considering services and capacities to satisfy the demands using the closest service. | 1996      |
| Berman and Krass       | Generalized Maximal Covering Location Problem (GMCLP)                  | Generalized variant of MLCP distinguishing the value of benefits received over a series of coverage ranges. | 2002      |
| Dembski and Marks      | CLSCP-EA                                                                | Models considering services and capacities to equally satisfy the demands.   | 2009      |
| Hong and Kuby          | LSCP and MLCP with Threshold                                          | This model considers a threshold meaning that each service needs some portion of demand to be viable for each type of service. | 2016      |

For the goals stated in this paper, in regards to the optimization of static network infrastructure, the base covering model is LSCP together with its extensions. These were developed from the SCP model and, thus, share the same aspects such as its minimal computational complexity.

The three extensions of capacity-based LSCP can be considered: (i) CLSCP-CA; (ii) CLSCP-EA; (iii) Capacitated Location Set Covering Problem-System Optimal (CLSCP-SO). The first one concerns the use-case when the closest service centre is used for handling the requirements within the customer locations. The second one is concerned with the equal assignment of capacities over the accessible
service centres and the third one is about service centre capacities that assign the fragmented capacities to the customer locations. In this fashion, an overview of related mathematical models for covering problems is shown in Table 2. For further mathematical model details, see the following publications [32,37–45]. Even if these models are dealing with capacities for location-based SCP, they are not applicable in 5G and beyond deployment since they do not take into account the fact that the user device requested capacity (bandwidth) could not be split over more than one gNodeB at the same time. Further, these models do not take into account interferences in any way. In our use-case, we need to consider the aspects such as wireless interference, direct (capacity) assignment of customer locations to a service centre and existing services in a given area.

From the above-mentioned review, we deduce that the already proposed modifications of the SCP are not suitable for the use-case of optimization of network infrastructures. For that reason, the main contribution of this paper lies in the development of new mathematical models to provide a solution to the emerging scenario of 5G and beyond wireless deployments.

1.1.2. Base Station Optimization and Deployment

Since the deployment of gNodeB nodes is a very complex task, the papers published on that topic vary a lot (Based on the Scopus database, there were 4405 papers published on wireless networks deployment in the area of computer science, engineering or multidisciplinary sciences (5 November 2020)). The papers touching that topic are mostly focused on specific parts of the deployment. From the authors’ point of view, the papers are mostly targeting the problem of dynamically modifying the gNodeB parameters as-is: downtilt, the collection of three azimuths, mechanical downtilt, electrical downtilt, heigh of gNodeB and transmit power [46,47]. Further, the papers are targeting the deployment algorithms to determine the most suitable positions of gNodeB nodes. In [48], a pico gNodeB deployment problem was formulated as an additional task to meet the increasing data exchange requirements, which assures the performance of coverage and quality of services; besides, ref. [49] proposed several gNodeB deployment algorithms including region-based, grid-based and greedy algorithms to determine the most suitable positions of micro gNodeB nodes. However, these works only consider the impact of location, where other parameters that affect the performance indicators are not taken into consideration. Moreover, those algorithms optimize only one variable in each iteration and are performed in an exhaustive manner, which is inefficient with poor performance [47]. The overview of the recent literature in gNodeB optimization and deployment is shown in the Table 3. Additionally, the literature review of gNodeB deployment is presented in the following surveys in more detail [50–61].

In this paper, the target contribution is mainly on the gNodeB location optimization but, as opposed to the literature presented, we consider more aspects that are essential in the real-world scenarios.

![Table 3. An overview of recent papers targeting the deployment of gNodeB nodes.](image-url)
1.2. Problem Formulation and Related Work

According to our previous work \cite{65}, the network infrastructure can be defined as the following graph. Assume that the network infrastructure contains \( m \) vertices (service centres), and \( n \) vertices (customer locations), and for each pair of vertices \( i \) (considered as service centres) and \( j \) (customer locations) their signal strength \( p_{ij} \) is given using a suitable propagation model (see more detailed discussion on the Equation (42)). In addition, \( P_{opt} \) is defined as the minimum signal strength which will be regarded as sufficient to establish the communication link between the service centres and customer location (these variables are described in more detail in Section 3).

Let us consider two finite sets \( I \) and \( J \), where:

- \( I \) is the set of service centres \( 1, 2, \ldots, m \),
- \( J \) is the set of customer locations \( 1, 2, \ldots, n \).

The aim was to determine which vertices must be used as service centres for each customer location to be covered by at least one of the centres and to minimize the number of operating centres. In other words, with respect to the targeted real-life scenario, we want to define a minimum number of gNodeB nodes while still providing coverage for all users in a given area.

Remark 1.

1. A condition necessary to solve the task is that all of the customer locations are reachable from at least one location where an operating service centre is considered.
2. Customer location \( j \) is reachable from vertex \( i \), which is designated as an operating service centre if \( p_{ij} \geq P_{opt} \). If this inequality is not satisfied, vertex \( j \) is unreachable from \( i \).

Here, \( a_{ij} = 1 \) means that vertex \( j \) has a signal with sufficient strength from the service centre \( i \), \( a_{ij} = 0 \) means the opposite, and \( w_i \) expresses the weights of service centres (since it is the minimization problem, the greater the weights are, the smaller the coefficient must be). If all the weights are set to 1 (i.e., all the centres are equally important), then we get a basic version of the set covering problem.

Similarly for decision variables \( x_i \), \( x_i = 1 \) means that the service centre \( i \) is selected, while \( x_i = 0 \) means that it is not selected. Then, the set covering problem can be described by the following mathematical model \cite{38, 65–70}.

Minimise

\[
    z = \sum_{i \in I} w_i x_i \tag{1}
\]

Subject to

\[
    \forall j \in J : \sum_{i \in I} a_{ij} x_i \geq 1 \tag{2}
\]

\[
    \forall i \in I : x_i \in \{0, 1\} \tag{3}
\]

The objective function (1) represents the number of operating centres, constraint (2) means that each customer location is assigned to at least one operating service centre. Following that, the \( P_{opt} \) represents a threshold of service reachability.

To solve the above-described model, we have utilized an enhanced genetic algorithm as one of the possible solutions \cite{65}. This was used for minimizing the number of schools in the selected area in Central Europe, but the theoretical concept was the same. However, in that work, we did not consider the capacity of service centres and the capacities potentially requested from customer locations. Therefore, in this paper, we propose the model and its implementation applied to optimizing wireless networks infrastructure while taking into account the capacity features mentioned.

1.3. Main Contribution

In this paper, we focus on the design of novel mathematical models for covering-based problems for the use-case of the infrastructure optimization in modern wireless networks. The developed models
are the key enablers for the automatic base station deployment while building new networks as well as for the optimized location of currently deployed base stations. Our main contribution lies in the development of two mathematical models that deal with the task of direct capacity assignment and while considering the existing network infrastructure. These models are implemented and verified through prepared 5G networks datasets defining the common gNodeB parameter as well as the expected average throughput required by each user. Additionally, we prepared a dataset collected from the case study scenario covering the deployment of cellular infrastructure in the selected city district in Central Europe.

The remaining part of this paper is structured as follows. In Section 2, we introduce the newly created mathematical model for covering-based problems including direct capacity assignment. In Section 2.3, we discuss an extension for the capacity-based location problems with the consideration of the existing network infrastructure (i.e., already deployed gNodeB), which co-exists with the new one. The implementation perspective for the developed mathematical models, such as data representation and the whole computation concept, is described in more detail in Section 3. Finally, Section 4 introduces the results obtained through the numerical simulations and Section 5 is summarizing our main conclusions.

2. Models Developed for Network Coverage and Capacity Problems

As it was discussed in the Section 1.1, the original mathematical models for the location covering problems cannot be applied to our use-cases. We need to take into account the following two scenarios:

1. deploying service centres to the new area or reconfiguration of the whole network,
2. deploying additional service centres to the area, where service centres already exist, but do not provide sufficient network capacity.

Both of these scenarios need to consider the available capacities of service centres and required capacities from customer locations. These considerations are based on the fact that it is not possible to assign an unlimited number of customer locations (user equipment) to the service centres (gNodeB nodes) as the total cell to gNodeB capacity is capped. Especially, in 5G and beyond deployments, the number of connected devices is increasing rapidly due to the evolvability of IoT and other devices. For that reason, there is a need to effectively deploy gNodeB nodes and assign customer capacities. To deal with that issue, the new mathematical models considering gNodeB deployment with the required aspects are proposed.

Further, the variables and parameters used in the following mathematical models are denoted as follows:

- \(c_i, i \in I\)—capacity of service centre \(i\),
- \(b_j, j \in J\)—the list of devices from customer location \(j\) that need a service centre,
- \(y_{ij} \in \{0, 1\}\)—customer from location \(j\) is assigned or is not assigned to service centre \(i\),
- \(w_i\)—expresses the weights of service centre \(i\) (in practice, it represents the gNodeB installation costs).

The above scenario is illustrated in Figure 3, where \(S_i\) represents a service centre with given coverage range. \(L_j\) represents customer location, where the colour indicates to which service centre that customer location is assigned.
Figure 3. The illustrated scenario where each customer location is assigned exactly to one service centre. Based on the above assumptions, we formulate the models in Sections 2.1 and 2.3.

2.1. Capacitated Network Area Coverage

Let us assume that each customer location is assigned directly to the one service centre with sufficient signal strength. This is guaranteed by Equation (4).

$$\forall j \in J : \sum_{i \in I} a_{ij} y_{ij} = 1.$$ (4)

By Equation (5), each selected service centre must have its capacity sufficient for all the devices of customer locations that are assigned to it.

$$\forall i \in I : c_i x_i \geq \sum_{j \in J} a_{ij} y_{ij} b_j.$$ (5)

If a service centre is selected to be removed from the network infrastructure, none of the customer locations should be assigned to it, this is given by Equation (6).

$$\forall i \in I \forall j \in J : y_{ij} \leq x_i.$$ (6)

All selected service centres must have a sufficient sum of their capacities to cover all devices (or facilities) in all customer locations.

This is guaranteed by constraints (7).

$$\forall i \in I : c_i x_i \geq \sum_{j \in J} a_{ij} y_{ij} b_j.$$ (7)

Now, we can summarize all the previous considerations in the following model.

Minimize

$$z = \sum_{i \in I} w_i x_i$$ (8)

subject to:

$$\forall j \in J : \sum_{i \in I} a_{ij} x_i \geq 1$$ (9)

$$\forall j \in J : \sum_{i \in I} a_{ij} y_{ij} = 1$$ (10)

$$\forall i \in I : c_i x_i \geq \sum_{j \in J} a_{ij} y_{ij} b_j$$ (11)

$$\forall i \in I \forall j \in J : y_{ij} \leq x_i$$ (12)

$$\forall i \in I : x_i \in \{0, 1\}$$ (13)
(∀i ∈ I)(∀j ∈ J) : y_{ij} ∈ \{0, 1\}. (14)

A necessary precondition for finding a solution is that the sum of all capacities is sufficient to cover all demands, i.e., \(\sum_{i=1}^{m} c_i \geq \sum_{j \in J} b_j\), with each customer having a reachable distance to at least one centre, i.e., \(\forall j \in J : \sum_{i \in I} d_{ij} > 0\).

This model is applicable especially in those use-cases in which we are deploying the gNodeB nodes to the new area or if we can rebuild the whole existing network. However, in many scenarios, we need to take into account the existing gNodeB nodes (existing services), for that reason, we have created the next model considering that use-case.

2.2. Wireless Interference Considerations

In wireless networks, it is essential to consider the signal interferences from service centres (gNodeB nodes) in the deployment. Assume that coverage cannot be provided from a single node. In our case, it is necessary to extend the model presented in Section 2.1 with additional objective and constraints to minimize the potential wireless interferences. Further in this section, we define that goal in the mathematical notation and discuss the benefits of using this extension.

If \(d_{ij}, i \in I, j \in I\) is the distance between centres \(i\) and \(j\), then it is possible to solve this by: (i) an additional condition that, for all pairs of selected centres, will have a distance greater or equal than a certain threshold; or (ii) extending the objective function where the sum of mutual distances of selected centres will be maximised. The constraint for the first case can be expressed by the following equation.

\[(∀i \in I)(∀j \in I)(i \neq j) : d_{ij} \geq d_{\text{min}} x_i x_j \quad (15)\]

The product \(x_i x_j\) in Equation (16) provides that this relation will be checked only for the selected pair of centres. However, since the previous equation is nonlinear, we replace the product of binary variables with the following linear equation.

\[(∀i \in I)(∀j \in I)(i \neq j) : d_{ij} \geq (x_i + x_j - 1)d_{\text{min}} \quad (16)\]

Consider the second case. Then the problem changes to a multicriteria one. Both criteria can be aggregated by a scalarization procedure. Since the first criterion (number of selected centres) is minimizing and the second criterion (sum of mutual distances) is maximizing, the second criterion will be considered with a negative sign. In addition, it is necessary to unify both criteria into the same range of values from the interval \([0, 1]\).

Equation (8) for the objective function changes as follows:

\[z = \left(\frac{\sum_{i \in I} w_i x_i}{\sum_{i \in I} w_i} - \left(\sum_{i \in I} \sum_{j \in I} d_{ij} \min(x_i, x_j)\right) / \left(\sum_{i \in I} \sum_{j \in I} d_{ij}\right)\right) / t \quad (17)\]

Instead of \(\min(x_i, x_j)\) in the objective function, \(h_{ij}\) and the following additional constraints may be used

\[(∀i \in I)(∀j \in I) : h_{ij} \leq x_i \quad (18)\]
\[(∀i \in I)(∀j \in I) : h_{ij} \leq x_j \quad (19)\]
\[(∀i \in I)(∀j \in I) : h_{ij} \geq (x_i + x_j - 1) \quad (20)\]
\[(∀i \in I)(∀j \in I) : h_{ij} \in \{0, 1\} \quad (21)\]
Of course, even here, the degree of importance of both sub-criteria can be expressed by weights, \( v_1, v_2 \), which leads to Equation (22).

\[
z = v_1 \left( \frac{\sum_{i \in I} w_i x_i}{\sum_{i \in I} w_i} \right) - v_2 \left( \frac{\sum_{i \in I} \sum_{j \in I} d_{ij} \min(x_i, x_j)}{\sum_{i \in I} \sum_{j \in I} d_{ij}} \right)
\]

By including both approaches, the final model is as follows:

Minimize

\[
z = v_1 \left( \frac{\sum_{i \in I} w_i x_i}{\sum_{i \in I} w_i} \right) - v_2 \left( \frac{\sum_{i \in I} \sum_{j \in I} d_{ij} \min(x_i, x_j)}{\sum_{i \in I} \sum_{j \in I} d_{ij}} \right)
\]

subject to:

\[
\forall j \in J : \sum_{i \in I} a_{ij} x_i \geq 1
\]

(24)

\[
\forall j \in J : \sum_{i \in I} a_{ij} y_{ij} = 1
\]

(25)

\[
\forall i \in I : c_i x_i \geq \sum_{j \in I} a_{ij} y_{ij} b_j
\]

(26)

\[
(\forall i \in I)(\forall j \in J) : y_{ij} \leq x_i
\]

(27)

\[
(\forall i \in I)(\forall j \in I)(i \neq j) : d_{ij} \geq (x_i + x_j - 1)d_{\min}
\]

(28)

\[
\forall i \in I : x_i \in \{0, 1\}
\]

(29)

\[
(\forall i \in I)(\forall j \in J) : y_{ij} \in \{0, 1\}.
\]

(30)

Using this model extension, we reduce the potential wireless interference by deploying service centers (gNodeB nodes) with the greatest possible distance between them. In practice, usually specific (gNodeB) cells communicate at a different frequency, thus limiting interference at locations that are covered by multiple gNodeB nodes. By reducing the number of customer locations that are covered by more gNodeB nodes, we reduce the potential wireless interferences. This can also be achieved with a modification of the parameters of the gNodeB nodes (transmission power, etc.); however, it is advisable to consider this problem also in the process of selecting the appropriate positions for deployment.

2.3. Capacitated Network Area Coverage with Existing Services

The problems of existing services were discussed widely in the [71]. Here, the discussion was issued in the context of covering of fire brigade locations through an extension of the MLCP. Since the existing facilities may prove to be spatially inefficient, the systematic analysis is essential for evaluating both short and long-term costs. In the context of this paper, the existing services are an important part of the deployment since it is not a trivial or inexpensive task of changing the position of the existing gNodeB nodes. In most scenarios, we need to extend, enhance or replace the existing service centres by new service centre configurations. In addition to the previous model, we had to add another constraint that will add the existing services to the solution explicitly as follows:

\[
\forall i \in E_f : x_i = 1,
\]

(31)

where \( E_f \) represents the set of existing service centres.

The whole extended model of Section 2 would change as follows for the use case of deployment in the area with existing services.
Minimize
\[
(1 + \varepsilon) \sum_{i \in E_f} w_i x_i + \sum_{i \in E_f} x_i
\]  

subject to:
\[
\forall j \in J : \sum_{i \in I} a_{ij} x_i \geq 1 \\
\forall j \in J : \sum_{i \in I} a_{ij} y_{ij} = 1 \\
\forall i \in I : c_i x_i \geq \sum_{j \in J} a_{ij} y_{ij} b_j \\
(\forall i \in I)(\forall j \in J) : y_{ij} \leq x_i \\
\forall i \in E_f : x_i = 1 \\
(\forall i \in I - E_f)(\forall j \in I - E_f)(i \neq j) : d_{ij} \geq (x_i + x_j - 1)d_{\min} \\
(\forall i \in I - E_f)(\forall j \in E_f) : d_{ij} > d_{\min} x_i \\
\forall i \in I : x_i \in \{0, 1\} \\
(\forall i \in I)(\forall j \in J) : y_{ij} \in \{0, 1\},
\]

where \(\varepsilon\) is the additional cost of building a new service centre as compared to keeping an existing one. The objective function may be modified in the same way as in Equation (22), considering the existing nodes. Interference must be eliminated for all pairs of newly added centres and also for new and existing centre, which is satisfied by Equations (38) and (39). The other parameters are the same as in the model provided in Section 2.1, and for its solvability, the same assumptions must be satisfied.

3. Computational Concept

The whole computational concept can be divided into two steps: (i) prediction of the radio channel conditions between service centres and customer locations using selected propagation model; and (ii) employment of the developed models to find optimal locations to deploy service centres.

An important note here is that, before the actual deployment of the proposed models, it is appropriate to consider whether the network infrastructure can be optimized by changing the parameters of gNodeB nodes only. With this in mind, we recommend testing methods aimed at optimizing the gNodeB parameters of the network before deploying these models [47]. If it is not possible to meet the requirements of end-users by simply changing the parameters of gNodeB nodes, it is suitable to apply the proposed computational model.

3.1. Propagation Models

The relations between service centres and customer locations are based on the final signal strength. Using this approach we will get the relation between each gNodeB node and each selected area (e.g., each user location). Here, we assume that each gNodeB node is configured at its best for the given position to cover as many locations as possible [72,73]. Further, this prediction has to be done depending on the deployment scenario (urban, suburban, rural area). For example, for urban/suburban areas the suitable path loss prediction models are (i) Okumura-Hata Model; (ii) Stanford University Interim (SUI) Model; and (iii) Cost 231 Hata Model. From that list, for 5G
and beyond deployments (in urban and suburban areas) the SUI Model seems promising [74] for frequencies ranging from 2 to 11 GHz. This model is expressed by the following formula:

\[
PL = A + 10\gamma \log_{10}\left(\frac{d}{d_0}\right) + X_f + X_h + s,
\]

(42)

where \(d\) is the distance between the gNodeB node and the receiving antenna, \(d_0 = 100\) [74,75], \(\gamma\) is the path-loss exponent, \(X_f\) is the correction for frequency above 2 GHz, \(X_h\) is the correction for receiving antenna height, \(s\) is the correction for shadow fading due to trees and other clutter and \(\lambda\) is the wavelength [74]. The other parameters are defined as:

\[
A = 20\log_{10}\left(\frac{4\pi d_0}{\lambda}\right)
\]

(43)

\[
\gamma = a - bh - c/\lambda
\]

(44)

where \(h_b\) is the gNodeB node height above ground in meters, and \(a, b, c\) are constants that vary with terrain.

3.2. Employment of Developed Models

Based on the selected propagation model, we construct the initial matrix representing the relation between service centres and customer locations. This initial matrix is represented as a matrix (rather than linked list) since it brings the benefit of a fast access (\(O(1)\)) to particular rows and columns. The process of data representation and manipulation is shown in Example 1.

In Example 1, we define a \(P_{opt}\) as \(P_{opt} = \{P_{opt} \in \mathbb{R} \mid P_{opt} > -90 \text{ dBm}\}\). It is designed based on the specification of Reference Signal Received Power Categories (RSRPC) for Sub-6 GHz 5G cellular service mode that is briefly shown in Table 4 [76,77].

| RSRP [dBm] | Signal Strength | Description |
|------------|----------------|-------------|
| \(\geq -80\) | Excellent | Strong signal with maximum data speeds |
| \(-80\) to \(-90\) | Good | Strong signal with good data speeds |
| \(-90\) to \(-100\) | Fair to poor | Reliable data speeds may be attained, but marginal data with drop-outs is possible. When this value gets close to \(-100\), performance will drop drastically |
| \(\leq -100\) | No signal | Disconnection |

Table 4. Reference Signal Received Power Categories for Sub-6 GHz 5G service mode [76,77].

Here, we see that, if the signal power is \(-80\) dBm or higher, then the signal is excellent, while when the signal power drops to \(-100\) dBm and lower, it becomes impossible to establish or keep the wireless connection.

Example 1. The following matrix expresses the relationship between the service centres and customer locations. Rows represent service centres and columns are related to the customer locations.

| serviced vertices (customer locations) |
| 1 | 2 | 3 | 4 | 5 | 6 |
|---|---|---|---|---|---|
| 1 | -74 | -105 | -113 | -75 | -71 | -163 |
| 2 | -151 | -84 | -88 | -99 | -89 | -69 |
| 3 | -124 | -128 | -81 | -103 | -96 | -129 |
| 4 | -76 | -89 | -104 | -82 | -81 | -88 |
| 5 | -78 | -140 | -72 | -98 | -102 | -83 |
Depending on $P_{opt}$, the reachability matrix would be as follows:

$$
\begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 \\
1 & 1 & 0 & 0 & 1 & 1 \\
2 & 0 & 1 & 1 & 0 & 1 \\
3 & 0 & 0 & 1 & 0 & 0 \\
4 & 1 & 1 & 0 & 1 & 1 \\
5 & 1 & 0 & 1 & 0 & 0
\end{bmatrix}
$$

Based on the reachability matrix, the matrix including customer locations capacities would be as follows (the number in round brackets of $S$ means the maximal capacity of the service centre and the number in a particular column means the requested capacity for the customer location):

$$
\begin{bmatrix}
L1 & L2 & L3 & L4 & L5 & L6 \\
S1(30,000) & 44 & 0 & 0 & 29 & 17 & 0 \\
S2(30,000) & 0 & 26 & 28 & 0 & 17 & 51 \\
S3(30,000) & 0 & 0 & 28 & 0 & 0 & 0 \\
S4(30,000) & 44 & 26 & 0 & 29 & 17 & 51 \\
S5(30,000) & 44 & 0 & 28 & 0 & 0 & 51
\end{bmatrix}
$$

Here, we generally use non-unitary variables, but you can take this number to correspond to the network throughput demanded by a given customer location, or it can be a combination of multiple parameters.

If we need to consider the existing services from models described in Section 2.3, we can do this in the same way as we did in [65] for the necessary services. This refers to adding dummy columns or directly setting $x_i$ to 1.

The whole concept of producing the optimal solution is presented in Algorithm 1.

The computational concept for the developed models is shown in Figure 4.

The decision node for an initial matrix represents the condition that if the initial matrix size is larger than $X \cdot Y$, where $X$ is the number of rows and $Y$ is the number of columns (the value depends on the computation environment, where the run will be invoked), we should take into account parallel processing being used. For example, if the matrix has a dimension of $5000 \times 15,000$, the application needs to calculate the prediction model 75,000,000 times. The parallel processing for that can be achieved by splitting the dataset into separate threads. Then the process waits for each thread to finish its computation to merge the results into the initial matrix. The next key decision is to consider the number of rows ($X$). In that case, we know from previous sections that this problem has at least the complexity of $O(2^n)$. For that reason, for more than 60 rows ($X > 60$) we can expect that the duration of computation with exact methods, on a typical desktop computer with 3 GHz processor, will be in the range of years [65]. The common exact methods used for calculations with $X < 60$ are: (i) branch-and-bound [78–81]; and (ii) removal algorithm [82]. These exact methods are commonly applied together with relaxations algorithms that reduce the size of SCP-based problems. The examples of such relaxations are: (i) Dual LP; (ii) Prima-Dual; (iii) Lagrangian relaxation; and (iv) Surrogate relaxation [83–85]. In the case of large datasets (i.e., $X > 60$), the meta-heuristic needs to be applied to provide a suitable solution in a reasonable time. The meta-heuristic algorithms are the class of computational methods used for optimization problems, which do not guarantee the optimal but acceptable solution. Since meta-heuristic methods contain a broad range of algorithms, we need to provide a survey on what are the options available at present. Following the literature review, we can divide the meta-heuristic algorithms into three categories: (i) swarm-based algorithms; (ii) evolution-based algorithms; and (iii) hybrid algorithms. Each of these categories contains a plethora of algorithms. The commonly used algorithms for the first category are Ant Colonies Optimization
(ACO) [86], Harmony Search (HS) [87], Particle Swarm Optimization (PSO) [88], Artificial Bee Colony (ABC) [89], Gravitational Search Algorithm (GSA) [90], Firefly Algorithm (FA) [91], Teaching Learning Algorithm (TLA) [92], Chemical Reaction Optimization (CRO) [93], Water Cycle Algorithm (WCA) [94]. For the second category, there are Genetic Algorithm (GA), Differential Evolution (DE) [95], evolutionary programming and evolutionary strategies [96], Differential Search Algorithm (DSA) [97], and for the last category we can mention ant colony optimization with variable neighbourhood search and genetic algorithms with variable neighbourhood search. We see that, until now, a lot of meta-heuristic algorithms have been developed. The experiments could be done using any of these, because of the No free lunch theorem [98], it is not possible to expect that any of these algorithms can provide an ideal solution for all the use-cases and datasets. However, for SCP-based problems, it is quite common to employ evolution-based algorithms [99–102].

Despite the computational complexity presented in Section 3.3, we implemented it in the GAMS optimization tool, as mentioned above, and successfully solved instances with thousands of rows and columns. The results of calculations for such large instances were received in tens of minutes on regular desktop computer (processor: Intel(R) Core(TM) i7-7700 CPU @ 3.60 GHz 3.60 GHZ; installed memory (RAM): 16.0 GB; and 64-bit operating system). Since the calculation by GAMS uses deterministic heuristic, there is no need for statistical evaluation of calculations based on dozens of runs of stochastic heuristic methods.

Further, on the results from the presented models, we suggest using additional optimization to tune the gNodeB parameters (power, downtilt, height, etc.) to provide the optimal gNodeB configurations. To tune these parameters, we suggest considering the multi-objective genetic algorithm presented in [47].

Algorithm 1 The algorithm representing the whole computational concept to get the best locations to deploy service centres (gNodeB) nodes.

**Input:** $S_C = \{1, \ldots, m\}$ = the set of all service centres;
$C_L = \{1, \ldots, n\}$ = the set of all customer locations;
$E_s$ = the set of existing service centres;
$P_m$ = selected propagation model;
$D_m$ = matrix representing the distances between $S_C$ and $C_L$;
$C_s$ = the set of possible capacities of service centres;
$C_{cl}$ = the set of required capacities of customer locations;

**Output:** $F_s$

**function** COMPUTATIONALCONCEPT()

if gNodeB parameters optimization not sufficient then

$I_m \leftarrow$ Compute RSPS between all the $S_C$ and $C_L$ using selected $P_m$ for selected scenario;
$R_m \leftarrow$ Convert $I_m$ to reachability matrix based on the RSPS;
$C_m \leftarrow$ Convert $R_m$ to capacity matrix based on the $C_s$ and $C_{cl}$;
$F_s \leftarrow$ Employ developed models;

end if

end function
3.3. Model Computational Complexity Considerations

Generally, it is known that the SCP is NP-hard [103].

The size of the search space is determined by the number of all possible selections of centres. For \( n \) centres, according to the binomial theorem, it is equal to

\[
\binom{n}{1} + \binom{n}{2} + \binom{n}{3} + \cdots + \binom{n}{n} = (1 + 1)^n - 1 = \mathcal{O}(2^n).
\] (45)

Since the most complex additional condition in extended models for \( n > m \) is Equations (12) and (14), and in the corresponding equations of the other modifications of the model, which require \( m \cdot n \) operations, the resulting time complexity of these models is \( \mathcal{O}(2^mn) \).

4. Numerical Simulations and Results Discussion

The mathematical models presented are targeting two deployment scenarios, the first one is to deploy the gNodeB nodes to the area without the existing gNodeB nodes, i.e., new deployment, and the second one is to deploy additional gNodeB nodes to the area with the existing gNodeB nodes, i.e., to increase the overall network capacity.

For the first scenario, we prepared self-developed datasets to use the mathematical model for the deployment without the existing infrastructure for different scenarios (urban, suburban and rural). For the second one, we use the mathematical model that takes into account the existing infrastructure, here the input values have been obtained from publicly available data (about users, gNodeB nodes, etc.) in the selected district of Central Europe.

4.1. gNodeB Parameters Settings

To prepare the datasets, we need to consider the parameters taking into account the expected user connection growth, maximal available throughput (capacity) of gNodeB node, and gNodeB coverage range for selected the deployment use-cases. For the sake of simplification, we consider
that a single gNodeB represents a single mobile cell. All the parameters are further discussed in the next paragraphs.

To estimate the expected connection growth and required throughput, we used the parameters from the white paper [5] from Cisco company and the 5G reference guide for network operators [104]. In [5], we see that the fastest-growing device and connections category is Machine-to-Machine (M2M) (see Figure 5) that can grow to reach 14.7 billion connections by 2023. Here, it is important to track the changing mix of devices and connections and growth in multi-device ownership as it affects traffic patterns. Video devices, in particular, can have a multiplier effect on traffic. An Internet-enabled High Definition (HD) television that draws two hours of content per day from the Internet would generate, on average, as much Internet traffic as an entire household today. The impact of devices with video on the network traffic is more pronounced because of the introduction of Ultra-High-Definition (UHD), or 4K, video streaming. The expected user thresholds are for Downlink (DL) 100 Mbit/s and for Uplink (UL) it is 50 Mbit/s. This high data rate demanded by end-users is based on the situation that in the 5G systems, there is a high expectation for emerging high-end user applications such as AR or VR, that require data rates in the range of several hundreds of Mbit/s [5,104]. Based on this information, we used the values from [5] that expect the significant growth of M2M devices and other devices in 2023 that can produce a workload close to 43.9 Mbit/s. This value was estimated in the [5,104] based on the wide usage of AR, VR and such applications. In the presented scenario, it represents the upper limit that the network operator will allocate for one user. We used that value to design the network to handle such borderline scenario [104].

On the other hand, based on the specification presented in [105], the expected capacity limits of a single gNodeB node are as follows: (i) DL peak data rate 20 Gbit/s and; (ii) UL peak data rate is 10 Gbit/s. These requirements are further specified for selected deployment use-cases (urban, suburban, rural) [106]. In practice, the capacity of gNodeB node is dependent on a variety of configuration parameters as-is: hardware setup, class of radio interface, duplex mode, number of sector carriers/baseband unit, number of users/baseband unit, number of users/sector carrier, data radio bearers, scheduling entities per slot DL/UL—cell, maximum sector carrier bandwidth, maximum throughput per connected user DL/UL, maximum throughput per radio node DL/UL and Single User (SU) Multiple-Input Multiple-Output (MIMO) layers. All of these can be further optimized based on the actual requirements after the deployment is complete. For the sake of generalization, the average base station coverage range (cell range) is most commonly set to 0.5 km in urban, 1 km in suburban and 8 km in rural areas [107]. Further, in the numerical simulations, we used the parameters to set the
SUI model that is typically used in practical applications. The settings for each gNodeB node were as follows: $a = 4$, $b = 0.0065$, $c = 17.1$, $h_b$ ranging from 5 to 35 m, $f$ was under 5 GHz, $X_f$, $X_h$ and $s$ were calculated using the antenna height and frequency parameters).

The summarized list of parameters of gNodeB and users is shown in Table 5.

| Use-Case | Combined gNodeB Capacity (DL + UL) [Gbit/s] | Single Cell Radius [km] | Demanded User Throughput (DL + UL) [Mbit/s] | Number of Connections/km² [106] |
|----------|-------------------------------------------|-------------------------|---------------------------------------------|----------------------------------|
| urban    | 30                                        | 0.5                     | 43.9                                        | 2500                             |
| suburban | 30                                        | 1                       | 43.9                                        | 400                              |
| rural    | 30                                        | 8                       | 43.9                                        | 100                              |

4.2. Simulation of Different Deployment Scenarios

Based on the parameters set as presented in Table 5, for each scenario (urban, suburban, rural) we created five datasets. Within them, we considered various numbers of theoretical candidate locations given an identical number of users and total coverage area. The simulations carried out made it possible, in a reasonable time, to achieve the results presented in Table 6. For these simulations, the model presented by Equations (23)–(30) was used without extending the objective function, which might be an interesting problem for further research. Interferences were reduced by Equation (28).

| Scenarios | Theoretical Number of Candidate Locations to Deploy gNodeB | Number of Users | Total Coverage Area [km²] | Resulting Number of gNodeB Nodes to Be Deployed |
|-----------|-----------------------------------------------------------|----------------|---------------------------|-----------------------------------------------|
| urban     | 81                                                        | 7500           | 3                         | 19                                            |
| suburban  | 421                                                       | 7500           | 18.75                     | 22                                            |
| rural     | 484                                                       | 7500           | 75                        | 18                                            |

In that table, it is clearly shown that the area size is not the biggest problem for the gNodeB deployment, as opposed to the number of users and their required throughput which is the main aspect that needs to be considered for the 5G and beyond deployments. In addition, it is shown that even if the rural use-case contains the same number of users as the urban area, the number of the necessary gNodeB to cover the area is smaller. This is especially due to the larger number of theoretically available locations to deploy gNodeB on which the software can find better combinations of gNodeB nodes to cover the whole area to meet the given requirements. The theoretical candidate locations were generated randomly based on the assumption that larger areas should have better options to select locations to deploy gNodeB nodes.

For the computational concept, we consider that, theoretically, the base station could be deployed on every possible place (see Figure 6) and then the software will produce the combination of the gNodeB nodes locations that is optimal for the considered deployment, based on the selected aspects.

In this visualization, it is shown that, in the case of an urban area, users are spread throughout the area. It is further shown here that 81 possible locations for gNodeB node deployment were originally considered and, of these, an optimal combination of 19 gNodeB nodes was found. The calculated solution covers the whole area meeting the specified requirements (gNodeB capacities, expected throughput from the user and range of gNodeB). If the area changes significantly, e.g., some areas may be closed and users may move to another district, the only essential process to do is to provide updated input parameters for our models.
Figure 6. Initial theoretical distribution of possible locations of gNodeB in an urban area (red cross symbol represents user; black plus symbol represents gNodeB; and blue circle represents the gNodeB coverage radius).

The optimal combination of gNodeB nodes is shown in Figure 7.

Figure 7. The final deployment solution for gNodeB on an urban area (red cross symbol represents user; black plus symbol represents gNodeB candidate location; and blue circle represents the gNodeB coverage radius).
4.3. Simulations Utilizing Dataset From District in Central Europe

In this case study scenario, we consider the use-case of adding new gNodeB nodes to the area in the city of Prague. Here, we assume that, within 3 years, the network traffic will approximately double based on the information provided in [5]. The area that was selected for that network infrastructure reconfiguration represents a typical mixed-urban environment consisting of residential areas, forests, industrial areas, etc. The list of available gNodeB nodes in the selected area consists of 75 already deployed (gNodeB/eNodeB/BTS) nodes with the peak capacity of 1 Gb/s UL; 500 Mb/s DL for each node. This information can be extracted from a freely available data source at https://www.gsmweb.cz.

The next step was to select particular areas to cover and predict the signal strength and network traffic in those areas. The traffic had to be predicted based on the type of location since it is likely to be higher in an industry area than in a forest. First, we need to predict the signal strength in relation to each gNodeB node and each selected area (e.g., each user location). This prediction was based on the deployment use-case that is in a particular urban/suburban area. For that reason, the SUI propagation model was chosen.

To simulate the model considering the existing gNodeB nodes the district Prague 11 was selected. This district has a total of 68,839 residents [108] (some of the residents are commuting to another district and some of them visit the district during the day, but for simplicity, we consider the size of both groups equal). Based on that data and the theoretical locations of new gNodeB nodes, we computed the optimal locations of the base stations to satisfy the new requirements due to an increasing number of connected devices with high traffic (HD video, VR, AR and others). In addition, for the computation, we expected that all the existing gNodeB nodes have a total cell capacity of 30 Gbit/s per gNodeB with a cell coverage radius of 1 km. The additional parameters for that computation are shown in Table 7.

| Deployment Scenario | gNodeB Capacity [Gbit/s] | Single Cell Radius [km] | Demanded User Throughput (DL+UL) [Mbit/s] | N. of Existing gNodeB Nodes | N. of Users | Area [km²] |
|---------------------|--------------------------|-------------------------|-------------------------------------------|-----------------------------|-------------|------------|
| Prague 11 (suburban)| 30                       | 1                       | 43.9                                      | 75                          | 68,839      | 9.8        |

Using these assumptions, the dataset from the Prague 11 district was processed. The result is shown in Figure 8, where the existing gNodeB nodes are marked as blue circles and the newly added gNodeB nodes are marked as black circles. In this figure, it is shown that it would be essential to add an additional 31 gNodeB nodes to provide the network infrastructure that can deal with the increasing traffic demand.

Based on that computation, we see that, for 5G and beyond (6G), the network operators will need to significantly modify the network infrastructure to be able to handle the increased network traffic and here our models will provide a value that can be of major use.

In practice, the process of adding gNodeB nodes is not appropriate, and usually not even possible on a large scale. This is due to the gNodeB building process that involves a number of steps, both legal and structural. For that reason, it is advisable to add gNodeB nodes iteratively based on the current growth of network traffic with a certain reserve. In both our models, this can be expressed by just changing the input data values, e.g., multiplying the demanded user throughput to include the new applications in 5G.
5. Conclusions

This paper introduces newly developed mathematical models that deal with the automatic network infrastructure design. These models were developed for two use-cases and implemented in the GAMS optimization tool. In the first case, the model enables the deployment of gNodeB nodes in a new area (without any existing infrastructure), and in the second case, it adds additional gNodeB nodes to the area with an existing, but not sufficient, infrastructure.

Both models take into account important aspects such as the required user throughput that is rapidly growing these days in 5G networks as well as the aspect of deploying the gNodeB nodes that need to coexist with the existing infrastructure. These models can be used to improve the network design of the existing software solutions such as Atoll Radio Planning Software to do the network planning more efficiently. Further, we provide a data representation and computation concept to be able to implement it in an optimal way. Based on that, the models are validated through simulations provided for each deployment scenario (urban, suburban, rural area). The results of the simulations prove that these models are well-designed and can optimize the network in a significant manner. Furthermore, these simulations show that to deploy emerging wireless networks on a full scale with all the applications as is AR, VR and others, the network infrastructures have to be significantly enhanced.

For future research, we will focus on the employment of a swarm of drones as flying on-demand gNodeB nodes to dynamically cover the selected areas in critical scenarios (e.g., public safety, and natural disasters), which typically require considering additional aspects.
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