KINETIC LAYERS AND COUPLING CONDITIONS FOR NONLINEAR SCALAR EQUATIONS ON NETWORKS
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Abstract. We consider a kinetic relaxation model and an associated macroscopic scalar nonlinear hyperbolic equation on a network. Coupling conditions for the macroscopic equations are derived from the kinetic coupling conditions via an asymptotic analysis near the nodes of the network. This analysis leads to the combination of kinetic half-space problems with Riemann problems at the junction. Detailed numerical comparisons between the different models show the agreement of the coupling conditions for the case of tripod networks.
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1. Introduction. Coupling conditions for macroscopic partial differential equations on networks including, for example, diffusion equations, wave type equations or Euler equations have been discussed in many papers, see, for example, [18, 10, 25, 27, 15, 11, 19, 17]. Coupling conditions for the underlying kinetic equations on networks have been considered in a much smaller number of publications [20, 9]. In [9] a first attempt to derive a coupling condition for a macroscopic equation from the underlying kinetic model has been presented for the case of the kinetic chemotaxis equation. A more general and more accurate procedure to derive coupling conditions for macroscopic equations from the underlying kinetic ones has been discussed for linear systems in [8] using an asymptotic analysis of the situation near the nodes. It has been motivated by the classical procedure to find kinetic slip boundary conditions for macroscopic equations derived from underlying kinetic equations based on the analysis of the kinetic layer, see [6, 7, 22, 55] for kinetic equation or [22, 40, 32, 41] for the case of hyperbolic relaxation systems. At each node of the network a fixpoint problem involving the coupled solution of half-space problems for each edge has been approximated. Using such a procedure explicit coupling conditions have been derived for the linear wave equation from an underlying linear kinetic model in [8].

In the present work, we extend this analysis and derive coupling conditions for nonlinear scalar equations on a network from an underlying kinetic relaxation model. We concentrate on a two equation kinetic relaxation model leading in the limit to the Burger’s equation.

The paper is organized in the following way. In section 2 we present the relaxation model and the scalar conservation law. In section 3 kinetic boundary layers are discussed, as well as the combination of these layer solutions with suitable Riemann solvers. This leads to classical boundary conditions for the Burgers problem depending on the kinetic boundary condition.

In the following section 4 coupling conditions for the scalar hyperbolic problem are discussed and derived from the kinetic coupling conditions. We start with a node with 2 edge. In this case the above procedure leads simply to the solution of a Riemann problem at the junction without a kinetic layer. This changes in the case of a node with three edges. For this case we derive in section 5 explicit coupling conditions for the macroscopic equation based on the kinetic coupling conditions.
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Finally, the solution of the macroscopic equations on the network are numerically compared to the full solutions of the kinetic equation on the network in section 6.

2. Equations. We consider the following relaxation model for \( x \in \mathbb{R}, v_1 < 0 < v_2 \) and \( F = F(u) \).

\[
\begin{align*}
\partial_t f_1 + v_1 \partial_x f_1 &= -\frac{1}{\epsilon} \left( f_1 - \frac{v_2 u - F(u)}{v_2 - v_1} \right) \\
\partial_t f_2 + v_2 \partial_x f_2 &= -\frac{1}{\epsilon} \left( f_2 - \frac{F(u) - v_1 u}{v_2 - v_1} \right)
\end{align*}
\]  

(2.1)

with \( u = f_1 + f_2 \). Defining the flux \( \hat{u} = v_1 f_1 + v_2 f_2 \) yields

\[
\begin{align*}
f_1 &= \frac{v_2 u - \hat{u}}{v_2 - v_1}, & f_2 &= \frac{\hat{u} - v_1 u}{v_2 - v_1}.
\end{align*}
\]

The associated macroscopic equation for \( \epsilon \to 0 \) is a conservation law for the quantity \( u \) given by

\[
\partial_t u + \partial_x F(u) = 0.
\]

(2.2)

Rewriting the kinetic problem in terms of \( u \) and \( \hat{u} \) yields

\[
\begin{align*}
\partial_t u + \partial_x \hat{u} &= 0 \\
\partial_t \hat{u} + \partial_x P(u, \hat{u}) &= -\frac{1}{\epsilon} (\hat{u} - F(u)).
\end{align*}
\]

with

\[
P(u, \hat{u}) = (v_1 + v_2) \hat{u} - v_1 v_2 u.
\]

(2.3)

Convergence of the kinetic equation as \( \epsilon \to 0 \) is obtained under the subcharacteristic condition \[28\]

\[
v_1 \leq F'(u) \leq v_2.
\]

(2.4)

The boundary value problem for (2.1) is simple, since the equations are linear on the left hand side with \( v_1 < 0 < v_2 \). Thus, we have to prescribe \( f_2 \) at the left boundary and \( f_1 \) at the right boundary. For the nonlinear hyperbolic limit problem, boundary conditions have been considered in many works \[3, 36, 12, 41\].

For boundary conditions and layers of hyperbolic problems with stiff relaxation terms and for the derivation of conditions for the corresponding limit equations we refer for example to \[42, 40, 32, 41\].

We determine the boundary conditions for the limit equations via a combination of an analysis of the kinetic layer with the solution of a Half-Riemann problem for the limit equation, compare for example \[40, 3\]. A similar procedure will then be used to find kinetic based coupling conditions for the Burgers equation on a network.

To proceed, we first state the layer equations. We consider the left boundary of the domain located at \( x = 0 \). A rescaling of the spatial coordinate near the boundary with \( x \to \frac{x}{\epsilon} \) gives the layer problem on \([0, \infty)\) as

\[
\begin{align*}
v_1 \partial_x f_1 &= \frac{v_2 u - F(u)}{v_2 - v_1} - f_1 \\
v_2 \partial_x f_2 &= \frac{F(u) - v_1 u}{v_2 - v_1} - f_2.
\end{align*}
\]
In the macroscopic variables $u, \hat{u}$ this is

$$\partial_x \hat{u} = 0$$
$$\partial_x P(u, \hat{u}) = F(u) - \hat{u},$$

with $P$ as in (2.3). This gives

$$\partial_x \hat{u} = 0$$
$$-v_1 v_2 \partial_x u = F(u) - \hat{u},$$

and therefore

$$\hat{u} = C = \text{const}$$
$$a \partial_x u = F(u) - C$$

with $a = -v_1 v_2 > 0$.

**Remark 1.** For a right boundary we obtain the layer problem as

$$-a \partial_x u = F(u) - C.$$

For the following computations we concentrate on the Burgers equations and choose $F(u) = u^2$. Thus, the corresponding subcharacteristic condition (2.4) is $v_1 \leq 2 \min(u)$, $v_2 \geq 2 \max(u)$.

3. **Boundary conditions.** In a first step we determine the boundary conditions for the hyperbolic limit equation from the kinetic boundary condition. We use the boundary layer equations and couple them with Half-Riemann solvers. First we discuss the solution in the boundary layer.

3.1. **The boundary layer equation.** The boundary layer equation near a left boundary is given by

$$a \partial_x u = u^2 - C.$$

For $C > 0$ this problem has two fixpoints $u = \pm \sqrt{C}$, where $\sqrt{C}$ is instable and $-\sqrt{C}$ is a stable fixpoint. The domain of attraction of the stable fix-point is $(-\infty, \sqrt{C})$.

The explicit solution is given by

$$u(x) = \sqrt{C} \tanh(-\sqrt{C}(x + C_2)/a) \quad \text{for} \quad |u(0)| < \sqrt{C}$$

and

$$u(x) = \sqrt{C} \coth(-\sqrt{C}(x + C_2)/a) \quad \text{for} \quad |u(0)| > \sqrt{C}.$$

We determine $C_2$ from

$$u(0) = \sqrt{C} \tanh(-\sqrt{C} C_2/a) \quad \text{for} \quad |u(0)| < \sqrt{C}$$

and

$$u(0) = \sqrt{C} \coth(-\sqrt{C} C_2/a) \quad \text{for} \quad |u(0)| > \sqrt{C}.$$

One observes that for $u(0) < \sqrt{C}$ the limit $x \to \infty$ leads to $u(x) \to -\sqrt{C}$ and for $u(0) > \sqrt{C}$ the layer solution diverges at $x = -C_2 = \frac{a}{\sqrt{C}} \arctanh \left( \frac{u(0)}{\sqrt{C}} \right)$. 
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For $C = 0$ we obtain
\[ u(x) = -\frac{a}{x + C^2} = -\frac{a}{x - \frac{a}{u(0)}} \]
and convergence to 0 for $u(0) < 0$ and divergence for $u(0) > 0$. The solutions are sketched in figure 3.1.

In the following we use the notation $(U)$ for the unstable solution $u(x) = \sqrt{C}$ and the notation $(S)$ for the (partially) stable solutions. The asymptotic states as $x \to \infty$ are denoted by $u_K$. The layer solution for the right boundary can be discussed analogously.

### 3.2. Riemann Problem.
Since the layer solution can not cover the full range of possible states at a boundary, we have to consider additionally a Riemann Problem for the Burgers equation connecting the state in the domain with the layer. In particular, for the left boundary we need to know, which asymptotic states $u_K$ from the kinetic layer can be connected to a given right side state from the Burgers equation $u_B$ using only waves with non-negative speeds. For the Burgers equation we have the following cases:

**RP1** $u_B \geq 0 \Rightarrow u_K \in [0, \infty)$, since there is either an arbitrary wave with positive speed, if $u_K > 0$, or a rarefaction wave starting at $u = 0$.

**RP2** $u_B < 0 \Rightarrow u_K \in \{u_B\} \cup (-u_B, \infty)$, since there is either no wave or a shock wave moving to the right.

Thus, for a given $u_B$ we can select $u_K$ only from the above subsets. For a boundary on the right hand, we study the analogous cases.

### 3.3. Macroscopic boundary conditions.
To find the macroscopic boundary conditions at a left boundary from the underlying kinetic problem, we combine the solution of the half space problem (2.5) on $[0, \infty)$ with asymptotic solution $u_K$ and of a Riemann Problem with left state $u_K$ and right state $u_B$.

We consider a domain $x \geq 0$ and determine macroscopic boundary conditions at $x = 0$ in the following way. For the kinetic problem we prescribe $f_2(x = 0)$. Moreover, the actual macroscopic value at $x = 0^+$ is denoted by $u_B$. From these two values we have to determine a (potentially new) boundary value for the macroscopic conditions at $x = 0$.

Fig. 3.1: Possible solutions to the layer equation.
solution \( u_K \) and a value for \( f_1(0) \), the outgoing kinetic value. We consider different cases coupling stable or unstable layer solutions, denoted by \((U)\) or \((S)\), and Riemann problem solutions \( RP_1 \) or \( RP_2 \).

**Case 1, RP1-U.** \( u_B > 0 \) and \( f_2(0) > 0 \).

The layer solution is

\[
u(x) = \sqrt{C} > 0 .
\]

Determine the value of \( C > 0 \) from

\[
f_2(0) = \frac{\dot{u} - v_1 u(0)}{v_2 - v_1} = \frac{C - v_1 \sqrt{C}}{v_2 - v_1} .
\]

This equation has a positive solution \( C > 0 \) under the above condition on \( f_2(0) \). This gives

\[
C = \frac{1}{4} \left( v_1 + \sqrt{v_1^2 + 4(v_2 - v_1)f_2(0)} \right)^2
\]

and the new boundary condition \( u_K = \sqrt{C} \) given by the value of the layer solution at \( \infty \). The outgoing layer solution is \( f_1(0) = \frac{C - v_1 \sqrt{C}}{v_2 - v_1} \). This yields

\[
f_1(0) = \sqrt{C} - f_2(0)
\]

and \( u(0) = \sqrt{C} \). See Figure 3.2-(a).

**Case 2, RP1-S.** \( u_B > 0 \) and \( f_2(0) < 0 \).

In this case \( C = 0 \) and \( u(0) \) is given by \( f_2(0) = \frac{C - v_1 u(0)}{v_2 - v_1} \) or

\[
u(0) = \frac{-f_2(0)(v_2 - v_1)}{v_1} < 0
\]

The layer solution is then \( u(x) = -\frac{a}{x - a/u(0)} \). We do not need the exact form of the solution, but only the fact that for all \( u(0) < 0 \) the asymptotic value is 0. The new boundary condition is \( u_K = 0 \) and

\[
f_1(0) = -f_2(0) \frac{v_2}{v_1} .
\]

In this case \( u(0) \) and \( u_B \) cannot be connected by an outgoing Burgers wave. The kinetic layer solution takes care for a part (from \( u(0) \) to 0) of the full jump from \( u(0) \) to \( u_B \), see Figure 3.2-(b).
Case 3, RP2-S. \( u_B < 0 \) and \( f_2(0) \leq \frac{u_B^2 + v_1 u_B}{v_2 - v_1} \).

In this case the value of the layer solution at infinity is given by \( u_B \). Thus,

\[
u(\infty) = -\sqrt{C} = u_B .
\]

Therefore \( C = u_B^2 \). Determine \( u(0) \) from \( f_2(0) = \frac{C - v_1 u(0)}{v_2 - v_1} = \frac{u_B^2 - v_1 u(0)}{v_2 - v_1} \), i.e. under the above assumption on \( f_2(0) \) we have

\[
u(0) = \frac{u_B^2}{v_1} - f_2(0) \frac{v_2 - v_1}{v_1} \leq -u_B = \sqrt{C} .
\]

Then, the layer solution is given by the formulas in the last subsection and converges to the stable fixpoint \( -\sqrt{C} \). Moreover,

\[
f_1(0) = u(0) - f_2(0) = \frac{u_B^2}{v_1} - f_2(0) \frac{v_2}{v_1} .
\]

Fig. 3.3: Boundary layer and Riemann problem solution for negative \( u_B \).

In this case \( u(0) \) and \( u_B \) cannot be connected by an outgoing Burgers wave. The kinetic layer solution handles the full jump, see Figure 3.3-(a).

Case 4, RP2-U. \( u_B < 0 \) and \( f_2(0) \geq \frac{u_B^2 + v_1 u_B}{v_2 - v_1} \). As in the first case the layer solution is given by

\[
u(x) = \sqrt{C} .
\]

The value of \( C > 0 \) is determined from

\[
f_2(0) = \frac{C - v_1 \sqrt{C}}{v_2 - v_1}
\]

or

\[
C = \frac{1}{4} \left( v_1 + \sqrt{v_1^2 + 4(v_2 - v_1) f_2(0)} \right)^2 .
\]

The boundary condition \( u_K = \sqrt{C} \) and the outgoing layer solution are given as in case 1. In this case the full jump can be covered by a Riemann problem solution, see Figure 3.3(b).
3.4. Summary boundary conditions. We conclude this section with a short summary of the boundary conditions at the left and right boundaries. We simplify the situation assuming $v_2 = -v_1 = v$.

3.4.1. Left boundary.
Case 1, RP1-U and RP2-U. (ingoing flow) $u_B > 0$ and $f_2(0) > 0$ or $u_B < 0$ and $f_2(0) \geq \frac{v_B^2 - u_B}{2}$. Then

$$u_K = \frac{v}{2} \left( -1 + \sqrt{1 + 8 \frac{f_2(0)}{v}} \right), \quad f_1(0) = u_K - f_2(0).$$

Case 2, RP1-S. (transsonic flow) $u_B > 0$ and $f_2(0) < 0$. Then

$$u_K = 0, \quad f_1(0) = f_2(0).$$

Case 3, RP2-S. (outgoing flow) $u_B < 0$ and $f_2(0) \leq \frac{v_B^2 - u_B}{2}$. Then

$$u_K = u_B, \quad f_1(0) = f_2(0) - \frac{u_B^2}{v}.$$ 

3.4.2. Right boundary.
Case 1, RP1-U and RP2-U. (ingoing flow) $u_B < 0$ and $f_1(0) < 0$ or $u_B > 0$ and $f_1(0) \leq -\frac{u_B^2}{2v} - \frac{u_B}{2}$. Then

$$u_K = \frac{v}{2} \left( 1 - \sqrt{1 - 8 \frac{f_1(0)}{v}} \right), \quad f_2(0) = u_K - f_1(0).$$

Case 2, RP1-S. (transsonic flow) $u_B < 0$ and $f_1(0) > 0$. Then

$$u_K = 0, \quad f_2(0) = f_1(0).$$

Case 3, RP2-S. (outgoing flow) $u_B > 0$ and $f_1(0) \geq -\frac{u_B^2}{2v} - \frac{u_B}{2}$. Then,

$$u_K = u_B, \quad f_2(0) = f_1(0) + \frac{u_B^2}{v}.$$ 

Remark 2. Thus, we obtain conditions similar to the ones obtained in [3]. For a proof of convergence of the kinetic BVP to the macroscopic one, we refer [40], where the transonic case has been excluded.

4. Coupling conditions. In this and the following section we consider the kinetic and Burgers problems on a network. In particular, we consider nodes with two and three edges. In the present case the orientation of the edges is important. In the kinetic case we have to prescribe at the node for each incoming edge the quantity $f_1$ and for the outgoing edges $f_2$. The macroscopic coupling conditions are then derived from the kinetic conditions using the above procedures. We start the investigation by collecting the different cases and considering a simple node with only one incoming and one outgoing edge in this section and the case of a node with 3 edges in the following section.
4.1. **Summary of possible cases.** Before considering the coupling problem for the different nodes in the next sections we collect again all combinations of possible cases for the layer and half-Riemann problems.

4.1.1. **Half-Riemann problems.**

*The half-Riemann Problem at the left boundary.*

\[ u^B \geq 0 \text{ (RP 1)} \Rightarrow u_K \in [0, \infty) \]
\[ u^B < 0 \text{ (RP 2)} \Rightarrow u_K \in \{u_B\} \cup [-u_B, \infty) \]

*The half-Riemann Problem at the right boundary.*

\[ u^B \leq 0 \text{ (RP 1)} \Rightarrow u_K \in (-\infty, 0] \]
\[ u^B > 0 \text{ (RP 2)} \Rightarrow u_K \in (-\infty, -u_B] \cup \{u_B\} \]

4.1.2. **Layer problems.**

*The Layer Problem at the left boundary.*

\[ u_K = \sqrt{C} \Rightarrow u(0) = \sqrt{C}, \ 0 < C \]
\[ u_K = 0 \Rightarrow u(0) \in (-\sqrt{C}, 0], \ 0 = C \]
\[ u_K = -\sqrt{C} \Rightarrow u(0) \in (-\infty, \sqrt{C}), \ 0 = C \]

*(U)*

\[ u_K = \sqrt{C} \Rightarrow u(0) \in (-\sqrt{C}, \sqrt{C}), \ 0 = C \]
\[ u_K = 0 \Rightarrow u(0) \in [0, \infty), \ 0 = C \]
\[ u_K = -\sqrt{C} \Rightarrow u(0) = -\sqrt{C}, \ 0 = C \]

*(S)*

Here \textit{U} denotes the unstable fixpoint and \textit{S} the stable one.

4.2. **Nodes with 2 edges.** We consider the case where arc \(i\) is oriented into the node, arc \(j\) out of the node. Then, the kinetic coupling conditions for (2.1) are

\[ f^i_1 = f^j_1 \quad (4.1) \]
\[ f^j_2 = f^i_2. \]

In this case, one expects the coupled macroscopic solution to be given by the solution of the Riemann problem for the Burgers equation at the coupling position without a kinetic layer. Nevertheless, we go through the full procedure to explain it in the present simple case. As a first step we consider the kinetic \(i\)- and \(j\)-layers.

4.2.1. **Combination of layer analysis and coupling conditions.** Expressing (4.1) in the variables \(u\) and \(\tilde{u}\) we obtain

\[ u^i = u^j \]
\[ \tilde{u}^i = \tilde{u}^j. \]

The two kinetic layers with asymptotic states \(u^i_K\) and \(u^j_K\) can be combined via the coupling conditions using the combinations discussed below.
Case 1, U-U. \( u^i = -\sqrt{C^i}, \hat{u}^i = C^i \) with \( C^i > 0 \) and \( u^j = \sqrt{C^j}, \hat{u}^j = C^j \) with \( C^j > 0 \). No solution is possible since \( -\sqrt{C^i} \neq \sqrt{C^j} \).

Case 2, U-S. \( u^i = -\sqrt{C^i}, \hat{u}^i = C^i \) with \( C^i > 0 \) and \( u^j = u^j_0, \hat{u}^j = C^j \) where \( C^j \geq 0 \) is fixed. Thus \( \hat{u}^i = \hat{u}^j = C^j \) and \( u^j_0 = -\sqrt{C^j} \).

\[
u^j_K = -\sqrt{C^j}.
\]

Case 3, S-U. \( u^i = u^j_0, \hat{u}^i = C^i \) where \( C^i \geq 0 \) is fixed and \( u^j = \sqrt{C^j}, \hat{u}^j = C^j \) with \( C^j > 0 \). Thus \( \hat{u}^i = \hat{u}^j = C^j \) and \( u^j_0 = \sqrt{C^j} \).

\[
u^j_K = \sqrt{C^j}.
\]

Case 4, S-S. \( u^i = u^j_0, \hat{u}^i = C^i \) where \( C^i \geq 0 \) is fixed and \( u^j = u^j_0, \hat{u}^j = C^j \) where \( C^j \geq 0 \) is fixed. Only possible if \( C^i = C^j \), then \( u^j_0 = u^j_0 \in (-\sqrt{C^i}, \sqrt{C^j}) \) free.

\[
u^j_K = \sqrt{C^j} \text{ and } u^j_K = -\sqrt{C^j}, \text{ if } C^i = C^j.
\]

In a second step we combine the layer solutions with the solution of the Riemann problem between the asymptotic state of the layer \( u_K \) and the value of the Burgers solution \( u_B \). The possible cases are discussed in the following.

4.2.2. Combine Riemann Problem with layer and coupling conditions.

Case 1, RP1-1. In this case \( u^j_B < 0 \) and \( u^j_B > 0 \).

\[
u^j_K \in (-\infty, 0): \quad (U) \text{ or } ((S) \text{ with } C^i = 0)
\]

\[
u^j_K \in [0, \infty): \quad (U) \text{ or } ((S) \text{ with } C^j = 0)
\]

leads to the following subcases

U-S with \( C^j = 0 \). Thus \( u^j_K = u^j_K = 0 \).

S-U with \( C^i = 0 \). Thus \( u^j_K = u^j_K = 0 \).

S-S with \( C^i = C^j = 0 \). Thus \( u^j_K = u^j_K = 0 \).

Alltogether one obtains
\[
u^j_K = u^j_K = 0.
\]

Case 2, RP1-2. In this case \( u^j_B < 0 \) and \( u^j_B > 0 \).

\[
u^j_K \in (-\infty, 0): \quad (U) \text{ or } ((S) \text{ with } C^i = 0)
\]

\[
u^j_K \in \{u^j_B\} \cup [-u^j_B, \infty): \quad ((U) \text{ with } \sqrt{C^j} \geq -u^j_B) \text{ or } ((S) \text{ with } u^j_B = -\sqrt{C^j})
\]

leads to the following subcases

U-S with \( C^j = (u^j_B)^2 \). Thus \( u^j_K = u^j_K = u^j_B \).

S-U with \( C^i = 0 \) but \( C^j \geq (u^j_B)^2 \). Only if \( u^j_B = 0 \), then \( u^j_K = u^j_K = 0 \).

S-S with \( C^i = 0 \), \( C^j = (u^j_B)^2 \). Only if \( u^j_B = 0 \), then \( u^j_K = u^j_K = 0 \).

Alltogether one obtains
\[
u^j_K = u^j_K = u^j_B.
\]
Case 3, RP2-1. Here $u^i_B > 0$ and $u^j_B > 0$.

\[ u^i_K \in (-\infty, -u^i_B] \cup \{u^i_B\} : \quad ((U) \text{ with } \sqrt{C^i} \geq u^i_B) \text{ or } ((S) \text{ with } u^i_B = \sqrt{C^i}) \]
\[ u^i_K \in [0, \infty) : \quad (U) \text{ or } ((S) \text{ with } C^j = 0) \]

leads to the following subcases

- **U-S** with $C^i \geq (u^i_B)^2$, but $C^j = 0$. Only if $u^j_B = 0$, then $u^i_K = u^j_K = 0$.
- **S-U** with $C^j = (u^j_B)^2$. Thus $u^i_K = u^j_K = u^i_B$.
- **S-S** with $C^i = (u^i_B)^2$, $C^j = 0$. Only if $u^i_B = 0$, then $u^i_K = u^j_K = 0$.

Alltogether one obtains

\[ u^i_K = u^j_K = u^i_B . \]

Case 4, RP2-2. Here $u^i_B > 0$ and $u^j_B \leq 0$.

\[ u^i_K \in (-\infty, -u^i_B] \cup \{u^i_B\} : \quad ((U) \text{ with } \sqrt{C^i} \geq u^i_B) \text{ or } ((S) \text{ with } u^i_B = \sqrt{C^j}) \]
\[ u^i_K \in \{u^j_B\} \cup [-u^j_B, \infty) : \quad ((U) \text{ with } \sqrt{C^j} \geq -u^j_B) \text{ or } ((S) \text{ with } u^j_B = -\sqrt{C^j}) \]

leads to the following subcases

- **U-S** with $C^i \geq (u^i_B)^2$ and $C^j = (u^j_B)^2$. Only if $u^j_B < -u^j_B$, then $u^i_K = u^j_K = u^i_B$.
- **S-U** with $C^i = (u^i_B)^2$ and $C^j \geq (u^j_B)^2$. Only if $u^i_B > -u^j_B$, then $u^i_K = u^j_K = u^i_B$.
- **S-S** with $C^i = (u^i_B)^2$, $C^j = (u^j_B)^2$. Only if $u^i_B = -u^j_B$, then $u^i_K = u^j_K = u^i_B = -u^j_B$.

Alltogether one obtains

\[
\begin{cases}
    u^i_K = u^j_K = u^i_B & \text{if } u^i_B \geq -u^j_B \\
    u^i_K = u^j_K = u^j_B & \text{if } u^i_B \leq -u^j_B \\
    u^i_K = -u^j_K = u^j_B & \text{if } u^i_B = -u^j_B
\end{cases}
\]

This means, as expected, no layers arise in this problem and we obtain exactly the solution of the Riemann problem for the Burgers equation at the junction.

5. Coupling conditions for nodes with 3 edges. We have to distinguish between the different orientations of the nodes, i.e. we distinguish between 3-0, 0-3, 1-2 and 2-1 nodes, where the first number denotes the number of ingoing edges and the second number the number of outgoing edges.

5.1. 3-0 and 0-3 nodes. For the Burgers equation only outgoing or only ingoing edges are not interesting, since the macroscopic flux is always positive. Thus requesting conservation of mass

\[
\sum_{i=1}^{3} (\rho^i)^2 = 0
\]

allows only for a trivial solution.

5.2. 1-2 node. Arc $i$ is oriented into the node and arc $j$ and $k$ are oriented out of the node.
We choose the symmetric kinetic coupling conditions similar to \cite{9}
\begin{align*}
    f^i_1 &= \frac{1}{2}(f^i_1 + f^k_1) \\
    f^j_2 &= \frac{1}{2}(f^j_2 + f^k_2) \\
    f^k_2 &= \frac{1}{2}(f^j_2 + f^i_2).
\end{align*}

Note that these coupling conditions do only conserve the mass, if \( v_1 = -v_2 \), which we assume from now on. We reformulate the above conditions in terms of \( u \) and \( \hat{u} \) assuming that \( v_1 \) and \( v_2 \) are identical on all edges with \( v_1 = -v_2 = -v \). One obtains
\begin{align*}
    vu^i - \hat{u}^i &= \frac{1}{2} (vu^i - \hat{u}^i + vu^k - \hat{u}^k) \\
    \hat{u}^j + vu^j &= \frac{1}{2} (\hat{u}^j + vu^i + vu^k - \hat{u}^k) \\
    \hat{u}^k + vu^k &= \frac{1}{2} (\hat{u}^j + vu^i + vu^j - \hat{u}^j).
\end{align*}

**Remark 3.** In general linear mass conserving kinetic coupling conditions in the 1-2 case have the form
\begin{align*}
    f^i_1 &= \alpha f^i_1 + (1 - \beta) f^k_1 \\
    f^j_2 &= (1 - \gamma) f^j_2 + \beta f^j_3 \\
    f^k_2 &= \gamma f^j_2 + (1 - \alpha) f^i_1
\end{align*}
with 3 free parameters \( \alpha, \beta, \gamma \).

**5.2.1. Combine kinetic layer and coupling conditions.** First the combination of the coupling conditions with the layer equations is considered. We face many different cases. In order to avoid repetitions we combine in this section the possible layer solutions with the coupling conditions. Each layer can have either a stable solution (S) or an unstable solution (U). Thus, for three edges we have eight combinations.

**Case 1, U-U-U.** Inserting into the first equation of the coupling conditions (5.4) we obtain
\begin{align*}
    -v\sqrt{C^i} - C^i &= \frac{1}{2} \left( vu\sqrt{C^i} - C^i + vu\sqrt{C^k} - C^k \right) \\
    -v\sqrt{C^i} - \frac{C^i}{2} &= \frac{1}{2} \left( vu\sqrt{C^j} - C^j + vu\sqrt{C^k} \right)
\end{align*}
with \( C^i > 0, C^j > 0 \) and \( C^k > 0 \). The left hand side is negative, while the right hand side is positive. Thus this combination is not admissible.
Case 2, S-U-U Assume $C^i$ to be given. Inserting into the coupling conditions

$$vu_0^i - C^i = \frac{1}{2} \left( vu_0^j - C^j + v\sqrt{C^k} - C^k \right)$$

$$C^j + v\sqrt{C^j} = \frac{1}{2} \left( C^i + vu_0^i + v\sqrt{C^k} - C^k \right)$$

$$C^k + v\sqrt{C^k} = \frac{1}{2} \left( C^i + vu_0^i + v\sqrt{C^j} - C^j \right).$$

Combining one and three, as well as one and two, gives two identical expressions for $C^j$ and $C^k$. Thus $C^j = C^k$ as the problem is symmetric. Summing all three equations, we obtain the conservation of mass $C^i = C^j + C^k$. Thus $C^j = C^k = \frac{1}{2} C^i$ and consequently $u_0^i = \frac{C^i}{2v} + \sqrt{\frac{C^j}{2}}$.

Case 3, U-S-U (and U-U-S analogously) Assume $C^j \geq 0$ to be given. Then

$$-v\sqrt{C^i} - C^i = \frac{1}{2} \left( vu_0^j - C^j + v\sqrt{C^k} - C^k \right)$$

$$C^j + vu_0^j = \frac{1}{2} \left( C^i - v\sqrt{C^i} + v\sqrt{C^k} - C^k \right)$$

$$C^k + v\sqrt{C^k} = \frac{1}{2} \left( C^i - v\sqrt{C^i} + vu_0^j - C^j \right).$$

Rearranging gives

$$C^k + \frac{1}{2} C^j + \frac{3v}{2} \left( \sqrt{C^k + C^j} + \sqrt{C^k} \right) = 0.$$

This equation does not allow for a solution $C^k > 0$, since there are only positive terms on the left hand side.

Case 4, S-S-U (and S-U-S analogously) Then $C^i, C^j \geq 0$ are given and $C^k = C^i - C^j$. That means, there is only a solution, if $C^i > C^j$. The coupling conditions give

$$vu_0^i - C^i = \frac{1}{2} \left( vu_0^j - C^j + v\sqrt{C^k} - C^k \right)$$

$$C^j + vu_0^j = \frac{1}{2} \left( C^i + vu_0^i + v\sqrt{C^k} - C^k \right)$$

$$C^k + v\sqrt{C^k} = \frac{1}{2} \left( C^i + vu_0^i + vu_0^j - C^j \right).$$

Solving yields $u_0^i = \sqrt{C^k} + \frac{1}{3v} (C^k + C^i)$ and $u_0^j = \sqrt{C^k} + \frac{1}{3v} (C^k - C^j)$. Note that $u_0^j < \sqrt{C^j}$ should hold, which is only true for $C^k < C^j$. Combining this restriction with the conservation of mass we obtain $C^j < C^i < 2C^j$.

Case 5, U-S-S $C^j, C^k \geq 0$ given. From the conservation of mass we obtain $C^i = C^j + C^k$. The corresponding values of $u_0^i$ and $u_0^j$ are obtained from

$$-v\sqrt{C^i} - C^i = \frac{1}{2} \left( vu_0^j - C^j + vu_0^k - C^k \right)$$

$$C^j + vu_0^j = \frac{1}{2} \left( C^i - v\sqrt{C^i} + vu_0^k - C^k \right)$$

$$C^k + vu_0^k = \frac{1}{2} \left( C^i - v\sqrt{C^i} + vu_0^j - C^j \right).$$
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We obtain
\[ u^i_0 = \frac{-1}{3\nu} (C^i + C^j) - \sqrt{C^i}, \quad u^k_0 = \frac{-1}{3\nu} (C^i + C^k) - \sqrt{C^i}. \]

**Case 6, S-S-S** \( C^i, C^j, C^k \geq 0 \) given. Then the conservation of mass requires \( C^i = C^j + C^k \).

Then
\[
\begin{align*}
u u^i_0 - C^i &= \frac{1}{2} \left( \nu u^i_0 - C^j + u^k_0 - C^k \right) \\
C^j + \nu u^j_0 &= \frac{1}{2} \left( C^i + \nu u^i_0 + u^k_0 - C^k \right) \\
C^k + \nu u^k_0 &= \frac{1}{2} \left( C^i + \nu u^i_0 + u^k_0 - C^j \right),
\end{align*}
\]

which is a linear system for \( u^i_0, u^j_0, u^k_0 \), but with rank 2. The values of \( u^i_0, u^j_0, u^k_0 \) are not uniquely determined.

**5.2.2. Combine kinetic layer and Riemann problems.** Assuming the states \( u^i_B, u^j_B, u^k_B \) to be given, we have to determine the new states \( u^i_K, u^j_K \) and \( u^k_K \) at the node. We have to consider eight different configurations. For each of them all possible combinations with stable or unstable layer solutions have to be discussed. Not admissible combinations are not listed.

**Case 1, RP1-1-1**

\[
\begin{align*}
&u^i_K \in (-\infty, 0]: \quad (U) \text{ or } ((S) \text{ with } C^i = 0) \\
&u^j_K \in [0, \infty): \quad (U) \text{ or } ((S) \text{ with } C^j = 0) \\
&u^k_K \in [0, \infty): \quad (U) \text{ or } ((S) \text{ with } C^k = 0)
\end{align*}
\]

**SUU** with \( C^i = 0 \Rightarrow C^j = C^k = 0 \) and \( u^i_0 = 0 \).

**SSU** with \( C^i = C^j = 0 \Rightarrow C^k = 0 \) and \( u^i_0 = u^j_0 = 0 \).

**SUS** with \( C^i = C^k = 0 \Rightarrow C^j = 0 \) and \( u^i_0 = u^k_0 = 0 \).

**USS** with \( C^j = C^k = 0 \Rightarrow C^i = 0 \) and \( u^j_0 = u^k_0 = 0 \).

**SSS** with \( C^i = C^j = C^k = 0 \Rightarrow u^i_0 = u^j_0 = u^k_0 = 0 \).

This gives
\[
\begin{align*}
u^i_K &= 0 \quad u^j_K &= 0 \quad u^k_K &= 0 \\
u^i_0 &= 0 \quad u^j_0 &= 0 \quad u^k_0 &= 0.
\end{align*}
\]

**Case 2, RP1-1-2**

\[
\begin{align*}
&u^i_K \in (-\infty, 0]: \quad (U) \text{ or } ((S) \text{ with } C^i = 0) \\
&u^j_K \in [0, \infty): \quad (U) \text{ or } ((S) \text{ with } C^j = 0) \\
&u^k_K \in \{ u^k_B \} \cup \{-u^k_B, \infty \}: \quad (U) \text{ with } C^k \geq (u^k_B)^2 \text{ or } ((S) \text{ with } C^k = (u^k_B)^2)
\end{align*}
\]

**SUU** with \( C^i = 0 \Rightarrow C^j = C^k = 0 \), which contradicts \( C^k \geq (u^k_B)^2 \), i.e. no solution.

**SSU** with \( C^i = C^j = 0 \Rightarrow C^k = 0 \), which contradicts \( C^k \geq (u^k_B)^2 \), i.e. no solution.

**SUS** with \( C^i = 0, C^k = (u^k_B)^2 \). No solution, since we need \( C^i \geq C^k \).

**USS** with \( C^j = 0, C^k = (u^k_B)^2 \Rightarrow C^i = (u^k_B)^2 \) and \( u^i_0 = \frac{-1}{3\nu}(u^k_B)^2 + u^k_B \) and \( u^i_0 = \frac{-2}{3\nu}(u^k_B)^2 + u^k_B \), since \( u^i_0 < 0 \).
SSS with $C^i = C^j = 0$ and $C^K = (u_B^j)^2$ contradicts the conservation of mass, i.e. no solution.

Alltogether

$$
u_K^i = u_B^i < 0 \quad u_K^j = 0 \quad u_K^K = u_B^K < 0$$

$$u_0^i = u_B^i \quad u_0^j = \frac{-1}{3v}(u_B^K)^2 + u_B^j \quad u_0^K = \frac{-2}{3v}(u_B^j)^2 + u_B^K$$

Case 3, RP1-2-1 This is symmetric to RP1-1-2. We obtain

$$
u_K^i = u_B^i < 0 \quad u_K^j = u_B^j < 0 \quad u_K^K = 0$$

$$u_0^i = u_B^i \quad u_0^j = \frac{-2}{3v}(u_B^j)^2 + u_B^j \quad u_0^K = \frac{-1}{3v}(u_B^j)^2 + u_B^K$$

Case 4, RP2-1-1

$$
u_K^i \in (-\infty, -u_B^i] \cup \{u_B^i\} : (U) \text{ with } C^i \geq (u_B^i)^2 \text{ or } ((S) \text{ with } C^i = (u_B^i)^2)$$

$$u_K^i \in [0, \infty) : (U) \text{ or } ((S) \text{ with } C^j = 0)$$

$$u_K^K \in [0, \infty) : (U) \text{ or } ((S) \text{ with } C^K = 0)$$

SUU with $C^i = (u_B^i)^2 \Rightarrow C^j = C^K = \frac{1}{2}(u_B^j)^2$ and $u_0^j = \frac{1}{2v}(u_B^j)^2 + \frac{1}{\sqrt{2}}u_B^j$

SSU with $C^i = (u_B^i)^2$, $C^j = 0 \Rightarrow C^K = (u_B^j)^2$, but $C^i < 2C^j = 0$ is violated, i.e. no solution.

SUS with $C^i = (u_B^i)^2$, $C^K = 0 \Rightarrow C^j = (u_B^j)^2$, but $C^i < 2C^K = 0$ is violated, i.e. no solution.

USS with $C^j = 0$, $C^K = 0 \Rightarrow C^i = 0$ which violates $C^i \geq (u_B^j)^2$, i.e. no solution.

SSS with $C^i = (u_B^i)^2$ and $C^j = C^K = 0$ contradicts the conservation of mass, i.e. no solution.

Alltogether, we obtain

$$u_K^i = u_B^i > 0 \quad u_K^j = \frac{1}{\sqrt{2}}u_B^i > 0 \quad u_K^K = \frac{1}{\sqrt{2}}u_B^K > 0$$

$$u_0^i = \frac{1}{2v}(u_B^i)^2 + \frac{1}{\sqrt{2}}u_B^i \quad u_0^j = \frac{1}{\sqrt{2}}u_B^i \quad u_0^K = \frac{1}{\sqrt{2}}u_B^K$$

Case 5, RP1-2-2

$$
u_K^i \in (-\infty, 0] : (U) \text{ or } ((S) \text{ with } C^j = 0)$$

$$u_K^j \in \{u_B^j\} \cup [-u_B^j, \infty) : (U) \text{ with } C^j \geq (u_B^j)^2 \text{ or } ((S) \text{ with } C^j = (u_B^j)^2)$$

$$u_K^K \in \{u_B^K\} \cup [-u_B^K, \infty) : (U) \text{ with } C^K \geq (u_B^j)^2 \text{ or } ((S) \text{ with } C^K = (u_B^K)^2)$$

SUU with $C^i = 0 \Rightarrow C^j = C^K = 0$, which contradicts $C^j \geq (u_B^j)^2$ and $C^K \geq (u_B^K)^2$, i.e. no solution.

SSU with $C^i = 0$, $C^j = (u_B^j)^2$, which contradicts the conservation of mass, i.e. no solution.

SUS with $C^i = 0$, $C^K = (u_B^K)^2$, which contradicts the conservation of mass, i.e. no solution.

USS with $C^j = (u_B^j)^2$, $C^K = (u_B^K)^2 \Rightarrow C^i = (u_B^j)^2 + (u_B^K)^2$ and

$$u_0^i = \frac{-1}{3v} \left(2(u_B^j)^2 + (u_B^K)^2\right) - \sqrt{(u_B^j)^2 + (u_B^K)^2}$$

$$u_0^K = \frac{-1}{3v} \left((u_B^j)^2 + 2(u_B^K)^2\right) - \sqrt{(u_B^j)^2 + (u_B^K)^2}$$
If this leads to the following three cases.

Alltogether, this is

\[ u_K' = -\sqrt{(u_B^i)^2 + (u_B^j)^2} < 0 \quad u_0' = -\sqrt{(u_B^i)^2 + (u_B^j)^2} \]

\[ u_B^i = u_B^j < 0 \quad u_0^i = -\frac{1}{3v} \left(2(u_B^i)^2 + (u_B^j)^2\right) - \sqrt{(u_B^i)^2 + (u_B^j)^2} \]

\[ u_B^k = u_B^k < 0 \quad u_0^k = -\frac{1}{3v} \left((u_B^i)^2 + 2(u_B^j)^2\right) - \sqrt{(u_B^i)^2 + (u_B^j)^2}. \]

Case 6, RP2-1-2

\[ u_K^i \in (-\infty, -u_B^i] \cup \{u_B^i\} : \quad ((U) with C^i \geq (u_B^i)^2 or ((S) with C^i = (u_B^i)^2) \]

\[ u_K^i \in [0, \infty) : \quad (U) or ((S) with C^j = 0) \]

\[ u_K^i \in \{u_B^i\} \cup [-u_B^k, \infty) : \quad (U) with C^k \geq (u_B^i)^2 or ((S) with C^k = (u_B^i)^2) \]

SUU with \( C^i = (u_B^i)^2 \Rightarrow C^j = C^k = \frac{1}{2} (u_B^i)^2 \). Only possible, if \( \frac{1}{2} (u_B^i)^2 \geq (u_B^k)^2 \).

Then \( u_0^i = \frac{1}{3v} (u_B^i)^2 + \frac{1}{\sqrt{2}} u_B^i \).

SSU with \( C^i = (u_B^i)^2, C^j = 0 \Rightarrow C^k = (u_B^i)^2 \), but \( C^i < 2C^j = 0 \) is violated, i.e. no solution.

SUS with \( C^i = (u_B^i)^2, C^k = (u_B^k)^2 \Rightarrow C^j = (u_B^i)^2 - (u_B^k)^2 \), only if \( (u_B^i)^2 \geq (u_B^k)^2 \)

and \( (u_B^i)^2 < 2(u_B^j)^2 \). \( u_0^i = \frac{1}{3v} (2(u_B^i)^2 - (u_B^j)^2) + \sqrt{(u_B^i)^2 - (u_B^j)^2} \) and \( u_0^k = \frac{1}{3v} ((u_B^j)^2 - (u_B^i)^2) + \sqrt{(u_B^i)^2 - (u_B^j)^2}. \)

USS with \( C^j = 0, C^k = (u_B^k)^2 \Rightarrow C^i = (u_B^i)^2 \) only if \( (u_B^i)^2 > (u_B^j)^2 \). \( u_0^j = \frac{1}{3v} ((u_B^j)^2 + u_B^k) \) and \( u_0^k = \frac{1}{3v} ((u_B^j)^2 + u_B^k), \) since \( u_B^k < 0. \)

SSS with \( C^i = (u_B^i)^2, C^j = 0 and C^k = (u_B^k)^2 \) is only admissible if \( (u_B^j)^2 = (u_B^k)^2 \).

Then \( u_0^i = u_0^j = u_0^k = 0. \)

This leads to the following three cases.

If \( u_B^j \geq -\sqrt{2} u_B^k \), then

\[ u_K^i = u_B^i > 0 \quad u_0^i = \frac{1}{2v} (u_B^i)^2 + \frac{1}{\sqrt{2}} u_B^i \]

\[ u_K^j = \frac{1}{\sqrt{2}} u_B^i > 0 \quad u_0^j = \frac{1}{\sqrt{2}} u_B^i \]

\[ u_K^k = \frac{1}{\sqrt{2}} u_B^i > 0 \quad u_0^k = \frac{1}{\sqrt{2}} u_B^i, \]

if \( -\sqrt{2} u_B^k \geq u_B^i \geq -u_B^k \), then

\[ u_K^i = u_B^i > 0 \quad u_0^i = \frac{1}{3v} (2(u_B^i)^2 - (u_B^k)^2) + \sqrt{(u_B^i)^2 - (u_B^k)^2} \]

\[ u_K^j = \sqrt{(u_B^i)^2 - (u_B^k)^2} > 0 \quad u_0^j = \sqrt{(u_B^i)^2 - (u_B^k)^2} \]

\[ u_K^k = u_B^k < 0 \quad u_0^k = \frac{1}{3v} ((u_B^i)^2 - 2(u_B^k)^2) + \sqrt{(u_B^i)^2 - (u_B^k)^2} \].
if \( u^i_B < -u^k_B \), then

\[
\begin{align*}
    u^i_K &= u^k_B < 0 & u^i_0 &= u^k_B \\
    u^j_K &= 0 & u^j_0 &= -\frac{1}{3v} ((u^k_B)^2) + u^k_B \\
    u^k_K &= u^k_B < 0 & u^k_0 &= -\frac{2}{3v} ((u^k_B)^2) + u^k .
\end{align*}
\]

Case 7, RP2-2-1

\[
\begin{align*}
    u^i_K &\in (\infty, -u^k_B] \cup \{u^i_B\} : \quad ((U) with \ C^i \geq (u^i_B)^2 or ((S) with \ C^i = (u^i_B)^2) \\
    u^i_K &\in \{u^i_B\} \cup [-u^k_B, \infty) : \quad (U) with \ C^i \geq (u^i_B)^2 or ((S) with \ C^i = (u^i_B)^2) \\
    u^i_K &\in [0, \infty) : \quad ((U) or ((S) with \ C^k = 0)
\end{align*}
\]

SUU with \( C^i = (u^i_B)^2 \Rightarrow C^k = C^k = \frac{1}{2} (u^i_B)^2 \). Only possible, if \( \frac{1}{2} (u^i_B)^2 \geq (u^i_B)^2 \). Then \( u^i_0 = \frac{1}{2v} (u^i_B)^2 + \frac{1}{\sqrt{2}} u^i_B \).

SSU with \( C^i = (u^i_B)^2, C^j = (u^j_B)^2 \Rightarrow C^k = (u^k_B)^2 - (u^j_B)^2 \), only if \( (u^j_B)^2 \geq (u^i_B)^2 \) and \( (u^j_B)^2 < 2(u^i_B)^2 \). \( u^i_0 = \frac{1}{3v} (2(u^i_B)^2 - (u^j_B)^2) \) + \( \sqrt{(u^j_B)^2 - (u^i_B)^2} \) and \( u^j_0 = \frac{1}{3v} (2(u^j_B)^2 - (u^i_B)^2) + \sqrt{(u^i_B)^2 - (u^j_B)^2} \).

SUS with \( C^i = (u^i_B)^2, C^k = 0 \Rightarrow C^j = (u^j_B)^2 \), but \( C^i < 2C^k = 0 \) is violated, i.e. no solution.

USS with \( C^i = (u^i_B)^2, C^k = 0 \Rightarrow C^i \geq (u^i_B)^2 \) only if \( (u^i_B)^2 \geq (u^i_B)^2 \). \( u^i_0 = -\frac{2}{3v} ((u^i_B)^2) + u^i_B \) and \( u^i_0 = \frac{1}{3v} ((u^i_B)^2) + u^i_B, \) since \( u^i_B < 0 \).

SSS with \( C^i = (u^i_B)^2, C^j = (u^j_B)^2 \) and \( C^k = 0 \) is only admissible if \( (u^j_B)^2 = (u^i_B)^2 \). Then \( u^i_0 = u^i_0 = u^k_0 = 0 \). This leads to the following three cases.

If \( u^i_B \geq -\sqrt{2} u^j_B \), then

\[
\begin{align*}
    u^i_K &= u^i_B > 0 & u^i_0 &= \frac{1}{2v} (u^i_B)^2 + \frac{1}{\sqrt{2}} u^i_B \\
    u^j_K &= \frac{1}{\sqrt{2}} u^i_B > 0 & u^j_0 &= \frac{1}{\sqrt{2}} u^j_B \\
    u^k_K &= \frac{1}{\sqrt{2}} u^j_B > 0 & u^k_0 &= \frac{1}{\sqrt{2}} u^k ,
\end{align*}
\]

if \( -\sqrt{2} u^j_B > u^i_B \geq -u^j_B \)

\[
\begin{align*}
    u^i_K &= u^i_B > 0 & u^i_0 &= \frac{1}{3v} (2(u^i_B)^2 - (u^j_B)^2) + \sqrt{(u^i_B)^2 - (u^j_B)^2} \\
    u^j_K &= u^j_B < 0 & u^j_0 &= \frac{1}{3v} ((u^j_B)^2 - 2(u^j_B)^2) + \sqrt{(u^j_B)^2 - (u^i_B)^2} \\
    u^k_K &= \sqrt{(u^i_B)^2 - (u^j_B)^2} > 0 & u^k_0 &= \frac{1}{3v} (u^i_B)^2 - (u^j_B)^2 ,
\end{align*}
\]
if \( u_B' < -u_B' \), then
\[
\begin{align*}
    u_K &= u_B' < 0 & u_0 &= u_B' \\
    u_K &= u_B' < 0 & u_0 &= \frac{-2}{3u} (u_B')^2 + u_B' \\
    u_K &= 0 & u_0 &= \frac{-1}{3u} (u_B')^2 + u_B'.
\end{align*}
\]

**Case 8, RP2-2-2**

- \( u_B' \in (-\infty, -u_B'] \cup \{ u_B' \} : ((U) \text{ with } C^i \geq (u_B')^2 \text{ or } (S) \text{ with } C^i = (u_B')^2) \)
- \( u_B' \in \{ u_B' \} \cup [-u_B', \infty) : (U) \text{ with } C^j \geq (u_B')^2 \text{ or } (S) \text{ with } C^j = (u_B')^2) \)
- \( u_B' \in \{ u_B' \} \cup [-u_B', \infty) : (U) \text{ with } C^k \geq (u_B')^2 \text{ or } (S) \text{ with } C^k = (u_B')^2) \)

**SUU** with \( C^i = (u_B')^2 \Rightarrow C^J = C^k = \frac{1}{2} (u_B')^2. \) Only possible, if \( \frac{1}{2} (u_B')^2 > (u_B')^2 \) and \( \frac{1}{2} (u_B')^2 > (u_B')^2. \) Then \( u_0 = \frac{1}{\sqrt{2}} (u_B')^2 + \frac{1}{\sqrt{2}} u_B'. \)

**SSU** with \( C^i = (u_B')^2, C^j = (u_B')^2 \Rightarrow C^k = (u_B')^2 - (u_B')^2 \text{ only if } (u_B')^2 + (u_B')^2 < (u_B')^2 < 2 (u_B')^2. \) Then \( u_0 = u_B' + \frac{1}{3u} (2 (u_B')^2 - (u_B')^2) \text{ and } u_0 = u_B' + \frac{1}{3u} (u_B')^2 - 2 (u_B')^2). \)

**USS** with \( C^j = (u_B')^2, C^k = (u_B')^2 \Rightarrow C^i = (u_B')^2 + (u_B')^2 \text{ only if } (u_B')^2 + (u_B')^2 \geq (u_B')^2 \text{ and } u_0 = \frac{1}{3u} (2 (u_B')^2 + (u_B')^2) - \sqrt{(u_B')^2 + (u_B')^2} \text{ and } u_0 = \frac{1}{3u} (u_B')^2 + 2 (u_B')^2) - \sqrt{(u_B')^2 + (u_B')^2}. \)

**SSS** with \( C^i = (u_B')^2, C^j = (u_B')^2 \text{ and } C^k = (u_B')^2 \text{ is only admissible if } (u_B')^2 = (u_B')^2 + (u_B')^2. \) Then \( u_0 = u_0 = u_0 = 0. \)

We have the following cases.

If \( u_B' \geq -\sqrt{2} u_B', u_B' \geq -\sqrt{2} u_B \), then
\[
\begin{align*}
    u_K &= u_B' > 0 & u_0 &= \frac{1}{2u} (u_B')^2 + \frac{1}{\sqrt{2}} u_B' \\
    u_K &= \frac{1}{\sqrt{2}} u_B' > 0 & u_0 &= \frac{1}{\sqrt{2}} u_B' \\
    u_K &= \frac{1}{\sqrt{2}} u_B' > 0 & u_0 &= \frac{1}{\sqrt{2}} u_B'.
\end{align*}
\]

If \( -\sqrt{2} u_B' > u_B' \geq \sqrt{(u_B')^2 + (u_B')^2} \)
\[
\begin{align*}
    u_K &= u_B' > 0 & u_0 &= \frac{1}{3u} (2 (u_B')^2 - (u_B')^2) + \sqrt{(u_B')^2 - (u_B')^2} \\
    u_K &= u_B' < 0 & u_0 &= \frac{1}{3u} (u_B')^2 - 2 (u_B')^2 + \sqrt{(u_B')^2 - (u_B')^2} \\
    u_K &= \sqrt{(u_B')^2 - (u_B')^2} > 0 & u_0 &= \sqrt{(u_B')^2 - (u_B')^2}.
\end{align*}
\]
\[ \text{if } -\sqrt{2}u_B^k > u_B^2 \geq \sqrt{(u_B^1)^2 + (u_B^k)^2} \]

\[ u_K^i = u_B^i > 0 \quad u_0^i = \frac{1}{3v} \left( 2(u_B^1)^2 - (u_B^k)^2 \right) + \sqrt{(u_B^1)^2 - (u_B^k)^2} \]

\[ u_K^j = \sqrt{(u_B^1)^2 - (u_B^k)^2} > 0 \quad u_0^j = \sqrt{(u_B^1)^2 - (u_B^k)^2} > 0 \]

\[ u_K^k = u_B^k < 0 \quad u_0^k = \frac{1}{3v} \left( (u_B^1)^2 - 2(u_B^k)^2 \right) + \sqrt{(u_B^1)^2 - (u_B^k)^2} \]

\[ \text{if } u_B^i \leq \sqrt{(u_B^1)^2 + (u_B^k)^2} \]

\[ u_K^i = -\sqrt{(u_B^1)^2 + (u_B^k)^2} < 0 \quad u_0^i = -\sqrt{(u_B^1)^2 + (u_B^k)^2} < 0 \]

\[ u_K^j = u_B^j < 0 \quad u_0^j = \frac{-1}{3v} \left( 2(u_B^1)^2 + (u_B^k)^2 \right) - \sqrt{(u_B^1)^2 + (u_B^k)^2} \]

\[ u_K^k = u_B^k > 0 \quad u_0^k = \frac{-1}{3v} \left( (u_B^1)^2 + 2(u_B^k)^2 \right) - \sqrt{(u_B^1)^2 + (u_B^k)^2} \]

Note that these sub-cases partition uniquely the range of admissible states since \((x + y \geq z)\) or \((x + y < z\) and \(z < 2x)\) or \((x + y < z\) and \(z > 2x)\).

5.2.3. Summary for nodes 1-2. Alltogether one obtains the macroscopic coupling conditions

**Case 1, RP1-1-1.** \( u_B^i < 0, u_B^j > 0, u_B^k > 0 \). Then \( C_i = C_j = C_k = 0 \) and

\[ u_K^i = 0 \quad u_K^j = 0 \quad u_K^k = 0 \]

**Case 2, RP1-1-2.** \( u_B^i < 0, u_B^j > 0, u_B^k < 0 \). Then \( C_i = C_k, C_j = 0 \) and

\[ u_K^i = u_B^k < 0 \quad u_K^j = 0 \quad u_K^k = u_B^k < 0 \]

**Case 3, RP1-2-1** \( u_B^i < 0, u_B^j < 0, u_B^k > 0 \). Then \( C_i = C_j, C_k = 0 \) and

\[ u_K^i = u_B^j < 0 \quad u_K^j = u_B^j < 0 \quad u_K^k = 0 \]

**Case 4, RP2-1-1** \( u_B^i > 0, u_B^j > 0, u_B^k > 0 \). Then \( C_j = \frac{C_i}{2}, C_k = \frac{C_i}{2} \) and

\[ u_K^i = u_B^i > 0 \quad u_K^j = \frac{1}{\sqrt{2}} u_B^i > 0 \quad u_K^k = \frac{1}{\sqrt{2}} u_B^i > 0 \]

**Case 5, RP1-2-2** \( u_B^i < 0, u_B^j < 0, u_B^k < 0 \). Then \( C_i = C_j + C_k \) and

\[ u_K^i = -\sqrt{(u_B^1)^2 + (u_B^k)^2} < 0 \quad u_K^j = u_B^i < 0 \quad u_K^k = u_B^i < 0 \]

**Case 6, RP2-1-2** \( u_B^i > 0, u_B^j > 0, u_B^k < 0 \). Then we have 3 subcases.

If \( u_B^i \geq -\sqrt{2}u_B^k \), then \( C_j = \frac{C_i}{2}, C_k = \frac{C_i}{2} \) and

\[ u_K^i = u_B^i > 0 \quad u_K^j = \frac{1}{\sqrt{2}} u_B^i > 0 \quad u_K^k = \frac{1}{\sqrt{2}} u_B^i > 0 \]
If $-\sqrt{2}u_B^k > u_B^i \geq -u_B^k$, then $C_j = C_i - C_k$ and

$$u_K^i = u_B^i > 0 \quad u_K^j = \sqrt{(u_B^i)^2 - (u_B^k)^2} > 0 \quad u_K^k = u_B^k < 0$$

If $u_B^i < -u_B^k$, then $C_i = C_k, C_j = 0$ and

$$u_K^i = u_B^k < 0 \quad u_K^j = 0 \quad u_K^k = u_B^k < 0$$

**Case 7, RP2-2-1** $u_B^j > 0, u_B^i < 0, u_B^k > 0$. We have again 3 subcases.

If $u_B^i \geq -\sqrt{2}u_B^j$, then $C_j = \frac{C_i}{2}, C_k = \frac{C_k}{2}$ and

$$u_K^i = u_B^i > 0 \quad u_K^j = \frac{1}{\sqrt{2}}u_B^j > 0 \quad u_K^k = \frac{1}{\sqrt{2}}u_B^j > 0$$

If $-\sqrt{2}u_B^j > u_B^i \geq -u_B^j$ then $C_k = C_i - C_j$ and

$$u_K^i = u_B^i > 0 \quad u_K^j = u_B^j < 0 \quad u_K^k = \sqrt{(u_B^i)^2 - (u_B^j)^2} > 0$$

If $u_B^i < -u_B^j$, then $C_i = C_j, C_k = 0$ and

$$u_K^i = u_B^j < 0 \quad u_K^j = u_B^j < 0 \quad u_K^k = 0$$

**Case 8, RP2-2-2** $u_B^j > 0, u_B^i < 0, u_B^k < 0$. We have 4 subcases.

If $u_B^i \geq -\sqrt{2}u_B^j, u_B^j \geq -\sqrt{2}u_B^k$ then $C_j = \frac{C_i}{2}, C_k = \frac{C_k}{2}$ and

$$u_K^i = u_B^i > 0 \quad u_K^j = \frac{1}{\sqrt{2}}u_B^i > 0 \quad u_K^k = \frac{1}{\sqrt{2}}u_B^i > 0$$

If $-\sqrt{2}u_B^j > u_B^i \geq \sqrt{(u_B^i)^2 + (u_B^j)^2}$, then $C_k = C_i - C_j$ and

$$u_K^i = u_B^i > 0 \quad u_K^j = u_B^j < 0 \quad u_K^k = \sqrt{(u_B^i)^2 - (u_B^j)^2} > 0$$

If $-\sqrt{2}u_B^j > u_B^i \geq \sqrt{(u_B^i)^2 + (u_B^j)^2}$, then $C_j = C_i - C_k$ and

$$u_K^i = u_B^i > 0 \quad u_K^j = \sqrt{(u_B^i)^2 - (u_B^j)^2} > 0 \quad u_K^k = u_B^k < 0$$

If $u_B^i \leq \sqrt{(u_B^j)^2 + (u_B^k)^2}$, then $C_i = C_j + C_k$ and

$$u_K^i = -\sqrt{(u_B^j)^2 + (u_B^k)^2} < 0 \quad u_K^j = u_B^j < 0 \quad u_K^k = u_B^k > 0$$

**5.3. 2-1 node.** In this section we consider the remaining case of a node with 2 incoming and one outgoing edge, see Figure 5.2. The incoming edges are labelled by \( i, j \), the outgoing edge is \( k \).

Analogously to the 1-2 node we choose the kinetic coupling conditions

$$f_1^i = \frac{1}{2}(f_2^j + f_2^k)$$
$$f_1^j = \frac{1}{2}(f_2^i + f_1^k)$$
$$f_2^k = \frac{1}{2}(f_3^j + f_3^i)$$

19
The procedure follows the case of a 1-2 node. We state only the results.

**Case 1, RP1-1-1** \( u^i_B < 0, u^j_B < 0, u^k_B > 0 \), then \( C_i = C_j = C_k = 0 \) and
\[
\begin{aligned}
  u^i_K &= 0 \\
  u^j_K &= 0 \\
  u^k_K &= 0 
\end{aligned}
\]

**Case 2, RP1-1-2** \( u^i_B < 0, u^j_B < 0, u^k_B < 0 \), then \( C_i = \frac{C_j}{2}, C_j = \frac{C_k}{2} \) and
\[
\begin{aligned}
  u^i_K &= \frac{1}{\sqrt{2}} u^k_B < 0 \\
  u^j_K &= \frac{1}{\sqrt{2}} u^k_B < 0 \\
  u^k_K &= u^k_B < 0 
\end{aligned}
\]

**Case 3, RP1-2-1** \( u^i_B < 0, u^j_B > 0, u^k_B > 0 \), then \( C_j = C_k, C_i = 0 \) and
\[
\begin{aligned}
  u^i_K &= 0 \\
  u^j_K &= u^j_B > 0 \\
  u^k_K &= u^j_B > 0 
\end{aligned}
\]

**Case 4, RP2-1-1** \( u^i_B > 0, u^j_B < 0, u^k_B > 0 \) and \( C_i = C_k, C_j = 0 \) and
\[
\begin{aligned}
  u^i_K &= u^i_B > 0 \\
  u^j_K &= 0 \\
  u^k_K &= u^j_B > 0 
\end{aligned}
\]

**Case 5, RP1-2-2** \( u^i_B < 0, u^j_B > 0, u^k_B < 0 \), then we have 3 subcases.
If \( u^k_B \leq -\sqrt{2} u^i_B \), then \( C_i = C_j = C_k/2 \) and
\[
\begin{aligned}
  u^i_K &= \frac{1}{\sqrt{2}} u^k_B < 0 \\
  u^j_K &= \frac{1}{\sqrt{2}} u^k_B < 0 \\
  u^k_K &= u^k_B < 0 
\end{aligned}
\]

If \( -\sqrt{2} u^i_B < u^k_B < -u^j_B \), then \( C_i = C_k - C_j \) and
\[
\begin{aligned}
  u^i_K &= -\sqrt{(u^k_B)^2 - (u^i_B)^2} < 0 \\
  u^j_K &= u^j_B > 0 \\
  u^k_K &= u^k_B > 0 
\end{aligned}
\]

If \( u^k_B > -u^j_B \), then \( C_i = 0, C_j = C_k \) and
\[
\begin{aligned}
  u^i_K &= 0 \\
  u^j_K &= u^j_B > 0 \\
  u^k_K &= u^j_B > 0 
\end{aligned}
\]

**Case 6, RP2-1-2** \( u^i_B > 0, u^j_B < 0, u^k_B < 0 \). We have again 3 subcases.
If \( u^k_B \leq -\sqrt{2} u^i_B \), then \( C_i = C_j = C_k/2 \)
\[
\begin{aligned}
  u^i_K &= \frac{1}{\sqrt{2}} u^k_B < 0 \\
  u^j_K &= \frac{1}{\sqrt{2}} u^k_B < 0 \\
  u^k_K &= u^k_B < 0 
\end{aligned}
\]

If \( -\sqrt{2} u^i_B < u^k_B < -u^j_B \), then \( C_j = C_k - C_i \) and
\[
\begin{aligned}
  u^i_K &= u^k_B > 0 \\
  u^j_K &= -\sqrt{(u^k_B)^2 - (u^j_B)^2} < 0 \\
  u^k_K &= u^k_B < 0 
\end{aligned}
\]
If $u^k_B < -u^i_B$, then $C_i = C_k, C_j = 0$ and

$$u^i_K = u^i_B > 0 \quad u^j_K = 0 \quad u^k_K = u^i_B > 0$$

Case 7, RP2-2-1 $u^i_B > 0, u^j_B > 0, u^k_B > 0$, then $C_k = C_i + C_j$ and

$$u^i_K = u^i_B > 0 \quad u^j_K = u^j_B > 0 \quad u^k_K = \sqrt{(u^i_B)^2 + (u^j_B)^2} > 0$$

Case 8, RP2-2-2 $u^i_B > 0, u^j_B > 0, u^k_B < 0$. We have 4 subcases.

If $u^k_B \leq -\sqrt{2}u^i_B, u^j_B \leq -\sqrt{2}u^i_B$, then $C_j = \frac{u^j_B}{2}, C_k = \frac{u^k_B}{2}$ and

$$u^i_K = \frac{1}{\sqrt{2}}u^k_B > 0 \quad u^j_K = \frac{1}{\sqrt{2}}u^j_B > 0 \quad u^k_K = u^i_B < 0$$

If $-\sqrt{2}u^i_B < u^k_B \leq -\sqrt{(u^i_B)^2 + (u^j_B)^2}$, then $C_j = C_k - C_i$ and

$$u^i_K = u^i_B > 0 \quad u^j_K = -\sqrt{(u^i_B)^2 - (u^j_B)^2} < 0 \quad u^k_K = u^k_B < 0$$

If $-\sqrt{2}u^j_B < u^k_B \leq -\sqrt{(u^i_B)^2 + (u^j_B)^2}$, then $C_i = C_k - C_j$ and

$$u^i_K = -\sqrt{(u^i_B)^2 - (u^j_B)^2} < 0 \quad u^j_K = u^j_B > 0 \quad u^k_K = u^k_B < 0$$

If $u^k_B \geq -\sqrt{(u^i_B)^2 + (u^j_B)^2}$, then $C_i = C_j + C_k$ and

$$u^i_K = u^i_B > 0 \quad u^j_K = u^j_B > 0 \quad u^k_K = \sqrt{(u^i_B)^2 + (u^j_B)^2} > 0$$

Note that all states and switching conditions are independent of $v$.

6. Numerical results. In this section the derived coupling conditions are investigated numerically. The numerical solutions of the macroscopic equation (2.2) with $F(u) = u^2$ are compared to those obtained for the kinetic model (2.1).

As numerical scheme for the kinetic equations the Upwind method for the linear advective part is combined with an implicit Euler scheme for the source term. The solution of the macroscopic equation is approximated with a Godunov scheme. For all computations 1000 cells are used as spacial resolution and the time steps are chosen according to the respective CFL conditions. The simulations are computed up to time $T = 0.5$ and the relaxation parameter is chosen as $\epsilon = 0.0005$. The initial conditions are formulated in macroscopic states, the remaining values in the kinetic model are chosen according to the relaxed state, i.e. $\hat{u} = F(u)$. The kinetic speeds are chosen in agreement with the subcharacteristic condition as $v_1 = -2$ and $v_2 = 2$. Larger values of $v$ would lead to similar results, as the coupling conditions are independent of $v$.

6.1. Boundary conditions. In this first example the boundary layer in the kinetic equation is illustrated. In Figure 6.1 the numerical solution of the kinetic equation with the boundary values $f_2(0, t) = \frac{1}{4}$ and $f_1(1, t) = -\frac{3}{8}$ is shown. The red line represents the solution of the Burgers equation with the corresponding boundary values obtained from section 3.3. Additionally the solutions of the half-space problems are plotted (green lines), where the $x$-values are scaled with $\frac{1}{4}$. On the left hand side the layer $x = \frac{4}{4} + \frac{1}{4}$ matches well the values at the boundary. With increasing distance to the boundary the layer differs from the kinetic solution since it can not take into account the rarefaction wave starting at $x = 0$. On the right boundary the layer is almost identical to the solution of the kinetic equation (blue line).
6.2. Junctions. For the junctions we consider the 1-2-junction and the 2-1-junction separately. In both cases the coupling conditions are tested with six different Riemann problems at the junction.

6.2.1. Junction 1-2. In the 1-2-junction tests six flow scenarios are investigated covering all relevant states at the junction. The first edge is connected to the junction at $x = 1$, while the other two edges are connected to the node at $x = 0$. Thus in the following figures waves move to the left in the first edge but to the right in edge 2 and 3.

In Figure 6.2 the solutions to the initial conditions $(u^1_0, u^2_0, u^3_0)(x) = (-1, 0.75, 0.5)$ and $(u^1_0, u^2_0, u^3_0)(x) = (-1, 0.75, -0.5)$ are shown. These correspond to the cases RP1-1-1 and RP1-1-2 respectively. In RP1-1-1 the initial states only have characteristic
speeds away from the junction and the coupling conditions enforce zero states in all edges. This leads to three rarefaction waves.

On the right hand side RP1-1-2 is considered. Flow is entering from edge 3 but only exiting in edge 1. In edge 1 a rarefaction wave forms and moves to the left. On the slower end of the rarefaction wave a bump in the kinetic solution is present. As the initial states at \( t = 0 \) do not satisfy the coupling conditions, this small disturbance arises due to the transition in the new state at the junction. For smaller values of \( \epsilon \) and when refining the spacial and the temporal grid, this disturbance becomes narrower and more peaked. Such temporal layers due to the initial conditions will also occur in other test cases. On edge 2 a boundary layer connects the junction state and a rarefaction wave, similar to the situation in Figure 6.3. The ingoing flow from edge 3 leads to a small boundary layer.

In Figure 6.3 on the left the flow from the first edge is split to the outgoing edges. On the right hand side the flow from edge 2 and 3 is merged into edge 1. Two layers connect the backward going flows with the junction states. In the first edge a small rarefaction wave travels to the left, followed by a small temporal layer. This corresponds to the case1-2-2.

Figure 6.4 shows the last two test-cases for this junction. On the left in the case RP2-1-2 the flow enters from the first and the third edge and exits into the second one, where a rarefaction wave moves to the right. The test on the right enforces states at the junctions similar to those of RP1-2-2 from Figure 6.3. Here a strong transsonic rarefaction wave travels to the left in the first edge. In edges 2 and 3 two boundary layers form. Note that a linearization approach at the junction would fail in this test, as the characteristics of all initial states point into the node and no coupling conditions could be set. The present coupling enforces the change of sign in edge 3 in order to assure the conservation of mass.

In all tests of the 1-2 junction the kinetic and the macroscopic solutions are very close. Especially the states at the junction are correctly represented by the derived
6.2.2. Junction 2-1.

At the 2-1 junction the edges 1 and 2 are orientated towards the coupling point, i.e. they are connected at \( x = 1 \) to the junction. Edge 3 is coupled at \( x = 0 \). When studying Riemann Problems at the junction, the waves in the first two edges move to the left and in edge 3 to the right.

Figure 6.5 shows Riemann Problems to the cases RP1-1-1 and RP1-1-2. On the left the first two rarefaction waves move to the left, the third one to the right. On
Fig. 6.6: Left: RP2-1-1 with $u^1 = 1$, $u^2 = -0.75$, $u^3 = 0.5$, Right: RP1-2-2 with $u^1 = -1$, $u^2 = 0.5$, $u^3 = -0.6$.

the right hand side the flow from the third edge is distributed equally to the first two edges.

On the left side of Figure 6.6 the flow enters from the first edge and is directed completely into the third one. In edge 2 the flow at the junction is zero, which leads to a rarefaction wave and a strong layer. Note that this transition connects states with negative and positive sign. In the third edge the wave in the kinetic model is behind the macroscopic shock due to the temporal layer from the initial conditions. This gap closes when decreasing $\epsilon$ and the grid spacing. On the right hand side the flow from edge 2 and 3 enters into edge 1, which corresponds to the second subcase of RP1-2-2.

The final two tests are shown in Figure 6.7. The flow from the first two edges merges into the third one. On the right hand side this leads to a strong transsonic shock wave. In this test again a linearization would fail, as the characteristics in one edge have to be flipped to guarantee the conservation of mass.

Also for the 2-1-Junction all tests show a good agreement of the kinetic and the macroscopic solution. The states at the junction are correctly identified by the results of section 5.3.

7. Conclusion and Outlook. Starting from a kinetic network model with prescribed coupling conditions at the nodes we have derived coupling conditions for a nonlinear scalar conservation law. This is achieved by identifying the asymptotic states and their domains of attraction in the kinetic layer problems at the nodes and combining the layer solutions with half Riemann-problems for the macroscopic variables. The resulting coupling conditions conserve the total mass and can handle arbitrary flow scenarios. The results are compared numerically to the full solution of the kinetic problem on the network.

The presented approach can be extended to more general flux functions $F = F(u)$ or other choices of kinetic coupling conditions. The case of nonlinear hyperbolic systems is subject to ongoing investigations with a similar procedure.
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