The SAMI Galaxy Survey: the difference between ionised gas and stellar velocity dispersions
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ABSTRACT

We investigate the mean locally-measured velocity dispersions of ionised gas ($\sigma_{\text{gas}}$) and stars ($\sigma_r$) for 1090 galaxies with stellar masses log ($M_*/M_\odot$) $\geq$ 9.5 from the SAMI Galaxy Survey. For star-forming galaxies, $\sigma_r$ tends to be larger than $\sigma_{\text{gas}}$, suggesting that stars are in general dynamically hotter than the ionised gas (asymmetric drift). The difference between $\sigma_{\text{gas}}$ and $\sigma_r$ ($\Delta \sigma$) correlates with various galaxy properties. We establish that the strongest correlation of $\Delta \sigma$ is with beam smearing, which inflates $\sigma_{\text{gas}}$ more than $\sigma_r$, introducing a dependence of $\Delta \sigma$ on both the effective radius relative to the point spread function and velocity gradients. The second-strongest correlation is with the contribution of active galactic nuclei (AGN) (or evolved stars) to the ionised gas emission, implying the gas velocity dispersion is strongly affected by the power source. In contrast, using the velocity dispersion measured from integrated spectra ($\sigma_{\text{ap}}$) results in less correlation between the aperture-based $\Delta \sigma$ ($\Delta \sigma_{\text{ap}}$) and the power source. This suggests that the AGN (or old stars) dynamically heat the gas without causing significant deviations from dynamical equilibrium. Although the variation of $\Delta \sigma_{\text{ap}}$ is much smaller than that of $\Delta \sigma$, a correlation between $\Delta \sigma_{\text{ap}}$ and gas velocity gradient is still detected, implying there is a small bias in dynamical masses derived from stellar and ionised gas velocity dispersions.
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1 INTRODUCTION

The velocity dispersion in galaxies (especially that measured from aperture spectra) is often used as a proxy for the dynamical mass. It has been an important issue whether gas and stellar velocity dispersions trace the same dynamical potential, considering only one of them is measurable in many circumstances. Previous studies have reported a good agreement between gas and stellar velocity dispersions measured using aperture spectra, and justified the use of both gas and stellar velocity dispersions to trace the dynamical mass (e.g. Nelson & Whittle 1996; Colina et al. 2005; Greene & Ho 2005; Chen, Hao, & Wang 2008; Gilhuly, Courteau, & Sánchez et al. 2019; but see also Ho 2009). However, the finding that both gas and stars trace a similar dynamical potential does not always indicate they have identical kinematics. The aperture velocity dispersion integrates both rotations and line-of-sight dispersions within an aperture, and is therefore a
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good approximation to the dynamical potential but misses the relative contribution of these. Integral-field spectroscopy (IFS) enables the local line-of-sight velocity dispersions to be separated from rotation, and thus potentially reveals physical processes tightly associated with gas and stars.

Emission-line samples for a reliable measure of gas kinematics are biased toward star-forming galaxies where the ionised-gas emission usually comes from HII regions confined to a thin disc plane displaying rotationally-supported kinematics (e.g. Barro et al. 2016). Young stars may have similar kinematics to star-forming gas, but the increasing amount of pressure support in old stars leads to higher velocity dispersions in stars than in star-forming gas (asymmetric drift). On the other hand, gas is sensitive to non-gravitational motions such as winds and radiation driving from young stars and active galactic nuclei (AGN), in/outflows, and turbulence that can lead to enhanced gas velocity dispersions (e.g. Dib et al. 2006; Agertz et al. 2009; Tamburro et al. 2009; Aumer et al. 2010; Wisnioski et al. 2011; Rich, Kewley, & Dopita 2015; Ho et al. 2014; Woo, Son & Bae 2017; Zhou et al. 2017; Orr et al. 2020). Stellar velocity dispersions are weakly correlated to such non-gravitational processes, and therefore, they can serve as a reference point to quantify the impact of feedback processes on the gas velocity dispersion.

Different responses of gas and stars to the gravitational and non-gravitational processes suggest their kinematics also have different correlations to galaxy properties. Ho (2009) compared stellar and gas velocity dispersions measured using the spectra integrated through an aperture of 2×4.1′′ from Paloma long-slit data (Ho et al. 1997) and reported evidence of AGN feedback. Barat et al. (2019) found that galaxy morphology correlates to the difference between locally-measured gas and stellar velocity dispersions. Foster et al. (in prep.) also find a link between the stellar population and the dynamical coupling of ionised gas and stars. However, the difference between ionised gas and stars in locally-measured velocity dispersions with various galaxy properties has not been actively explored to reveal the physical processes directly involved.

This work quantifies the difference between gas and stellar velocity dispersions using a large sample of IFS galaxies from the Sydney-AAO Multi-object Integral-field spectroscopy (SAMI) Galaxy Survey. We examine the relation between the difference in gas and stellar velocity dispersions and galaxy properties such as stellar mass, size, bulge fraction, stellar populations, star-formation rate, and AGN. We identify parameters suspected of having a causal connection to the differences in velocity dispersions and suggest possible scenarios. We also revisit the aperture velocity dispersions and discuss them as dynamical mass estimates.

This paper is outlined as follows. The data and sample are described in Section 2. In Section 3, we outline the method for measuring stellar and gas velocity dispersions. In Section 4 we present our results identifying the primary galaxy parameters involved in the gas and stellar velocity dispersions. In Section 5 we discuss possible explanations for the different gas and stellar velocity dispersions. We draw our conclusion in Section 6. Throughout the paper, we assume a standard ΛCDM cosmology with $\Omega_M = 0.3$, $\Omega_\Lambda = 0.7$, and $H_0 = 70\,\text{km}\,\text{s}^{-1}\,\text{Mpc}^{-1}$.

2 DATA AND SAMPLE

2.1 The SAMI Galaxy Survey

SAMI is a multi-object fibre integral field system (Croom et al. 2012), composed of 1315′′-diameter hexabundles, each containing 61 1′′.6-diameter optical fibres (Bland-Hawthorn et al. 2011; Bryant et al. 2011, 2014). The hexabundles are fed into the AAOmega dual-arm spectrograph mounted on the 3.9-metre Anglo-Australian Telescope (Sharp et al. 2006). The 580V and 1000R gratings are used for blue (3750–5750 Å) and red (6300–7400 Å) arms, yielding the spectral resolution of R = 1808 and R = 4304 respectively. The spectral resolutions in the blue and red arms are equivalent to an effective velocity dispersion of 70.4 and 29.6 km s$^{-1}$ respectively (van de Sande et al. 2017b; Scott et al. 2018).

The final data release of the SAMI Galaxy Survey includes more than 3000 unique galaxy cubes at redshifts 0.04 < z < 0.095 (Bryant et al. 2015; Croom et al. 2021). The majority of SAMI targets are drawn from the three equatorial regions of the Galaxy And Mass Assembly (GAMA; Driver et al. 2011) survey. In addition, eight cluster regions have been observed to complete the environmental matrix (Owers et al. 2017).

2.2 Galaxy parameters

In this section, we present a brief description and indicate the primary reference for each galaxy parameter used in this study. The stellar masses ($M_*/M_\odot$) have been derived using i-band magnitudes and k-corrected g – i colours (Taylor et al. 2011; Bryant et al. 2015). The photometric parameters of position angle, ellipticity, and half-light radius ($R_e$) are derived from the Sloan Digital Sky Survey (SDSS; York et al. 2000) and the VLT Survey Telescope (VST) ATLAS Survey (Shanks et al. 2013) imaging using the Multi Gaussian Expansion algorithm (MGE, Emsellem et al. 1994), as implemented in the mgfefft package (Cappellari 2002). A full description of the MGE measurements is in D′Eugenio et al. (2021). The bulge-to-total ratio (B/T) have been measured employing ProFit, a routine for Bayesian two-dimensional galaxy profile modelling (Robotham et al. 2017), to r-band images from the Kilo-Degree Survey (KiDS; de Jong et al. 2017), the VLT/ATLAS survey, and the SDSS (Casura et al. subm.; Barsanti et al. 2021). We derived single stellar population (SSP) equivalent measurements of the light-weighted stellar age and metallicity ([Z/H]) integrating within an elliptical aperture of 1 $R_e$ (Scott et al. 2017, 2018). We also tested the age and metallicity from the full spectral fitting method described in Barone et al. (2018, 2020) and derived the same conclusion. We fit for the Hβ, [O III] λ5007, Hα, [N II] λ6583 emission lines with a Gaussian profile using the fitting code lizifu (Ho et al. 2016a). The emission-line fluxes measured using a single Gaussian fit are used for emission-line diagnostics in Section 2.3. The star-formation rate (SFR) has been derived using the dust-corrected Hα emission flux from star-forming spaxels, assuming an intrinsic Balmer decrement of Hα/Hβ = 2.86 (e.g. Medling et al. 2018).

2.3 Quantifying emission-line diagnostics

We used emission-line diagnostics to quantify the relative contribution of ionised gas powering sources as one of the key characteristics of galaxies. Optical emission-line diagnostics, so-called BPT diagnostics (Baldwin, Phillips & Telervich 1981), employ line ratios between Balmer and forbidden lines to empirically separate galaxies whose emission lines are dominated by AGN from those powered by star-forming populations (e.g. Kewley et al. 2006). In Figure 1, we present emission-line diagnostics for the sample using the ratio of integrated Hα, Hβ, [N II], and [O III] line fluxes within...
1 $R_e^1$. Emission-line diagnostics indicate the relative contributions of power sources for the ionised gas. We define a $C_{AGN}$ parameter as the orthogonal departure in log scale from the empirical demarcation line provided by Kauffmann et al. (2003) ($\log [\text{OIII}]/H\beta = 0.61 / (\log [\text{NII}]/H\alpha-0.05)+1.3$; dashed line in Figure 1), which has been widely used to quantify the AGN (or star-formation) contribution or the mixing between star formation and AGN to the ionised gas emission (e.g. Kauffmann & Heckman 2009; Jones et al. 2016; Thomas et al. 2018). Star-forming galaxies and AGNs have, respectively, low and high values of $C_{AGN}$, by definition. However, we also note that $C_{AGN}$ may not necessarily indicate the contribution of AGN when there are alternative ionisation sources (e.g. old evolved stars). We discuss ionisation sources for AGN-like emission and their implications in Section 5.3.

### 2.4 Sampling criteria

We used the final SAMI data release which has been described in the Data Release 3 publication (Croom et al. 2021). The SAMI sample, including 3000 galaxies, is volume-limited (Bryant et al. 2015; Owers et al. 2017). We first selected 2162 galaxies whose stellar mass is greater than $10^{9.5}M_\odot$ to ensure unbiased stellar and gas velocity dispersions (given the spectral resolution limit of SAMI and low signal-to-noise (S/N) in the low mass galaxies) and to avoid large volume correction factors. We then included 1072 galaxies because more than 10% of spaxels within $R_e$ have lower signal-to-noise than 3 Å$^{-1}$ either in the continuum or Hα emission flux, which results in a final sample of 1090 galaxies. Although small galaxies relative to the point spread function (PSF) size are significantly affected by beam smearing, we do not exclude them from the sample considering the PSF size is not the only factor contributing to beam smearing (e.g. Glazebrook 2013; Bassett et al. 2017; Varidel et al. 2019). We discuss the impact of beam smearing on the velocity dispersion in Section 5.1.

Sampling completeness was measured as the fraction of the final sample relative to the parent SAMI sample at each point in the mass–size plane (Figure 2). Our final sample is biased towards emission-line galaxies due to the S/N cut applied to Hα emission flux. Accordingly, the sampling completeness is high in a specific area in the mass–size plane where we usually find star-forming galaxies. The impact of sampling bias on the result is discussed in Section 4.2.3.

### 3 MEASUREMENT OF VELOCITY DISPERSIONS

In this section, we briefly introduce the methods to derive gas and stellar kinematics, which are the same as the standard methods that the SAMI team used (Croom et al. 2021); we explain in the following where our methods differ from DR3.

#### 3.1 Stellar velocity dispersion

The stellar velocity dispersion has been estimated using the penalized pixel fitting (pPXF; Cappellari & Emsellem 2004; Cappellari 2017) method. We first prepared SAMI spectra combining blue (3750–5750 Å) and red (6300–7400 Å) spectra to have the constant spectral resolution 2.65 Å over the full wavelength range. The spectra also have been de-redshifted and re-binned on to a logarithmic wavelength scale. As templates for the full spectral fitting, we used the MILES stellar library (Sánchez-Blázquez et al. 2006), consisting of 985 stellar spectra, which have been convolved to the same resolution as the SAMI spectra (2.65 Å) from their original resolution of 2.5 Å (Falcon-Barroso et al. 2011). To avoid degeneracies and to ensure accurate kinematics in low S/N spaxels, we pre-select the templates from high-S/N (a minimum of 25 Å$^{-1}$) annular-binned spectra, which are generated from five equally-spaced elliptical annuli following the light distribution of a galaxy. See Croom et al. (2021) and van de Sande et al. (2017b) for more details on the spaxel binning scheme of SAMI. We used a 12th-order additive Legendre polynomial and fit a
Gaussian line-of-sight velocity distribution to extract the rotation velocity and velocity dispersion. We ran pPXF three times: the first run improves the estimate of input noise, the second run determines the wavelength pixels to use, and the third run measures stellar kinematics with improved noise estimates, only including 'good' wavelength pixels. See van de Sande et al. (2017b) for more details on the stellar kinematics of SAMI.

### 3.2 Gas velocity dispersion

The gas velocity dispersion has been estimated using the emission line fitting code 

\[ \text{pPXF} \] (Ho et al. 2016a). We first subtracted the continuum derived using pPXF, as described in Owers et al. (2019). We then fit [O II] \( \lambda 3727, 3729, \text{H} \beta, [O III] \lambda 5007, \text{H} \alpha, [N II] \lambda 6583, [S II] \lambda 6716, \text{and} [S III] \lambda 6731 \) emission lines simultaneously to estimate the mean rotation velocity and velocity dispersion. We used the result from single-component Gaussian fits.

\[ \text{σ}_{\text{gas}} \]

### 3.3 Mean gas and stellar velocity dispersion

We present an example of spatially-resolved gas and stellar kinematics in Figure 3. We measure the average of the gas and stellar velocity dispersions (\( \text{σ}_{\text{gas}} \) and \( \text{σ}_{\text{stellar}} \)) within \( 1 \) \( R_e \) as

\[
\sigma_{\text{gas},i}^2 = \frac{\sum_{j=1}^{N_{\text{spaxel}}} \sigma_{\text{gas},ij}^2}{N_{\text{spaxel}}},
\]

\[
\sigma_{\text{stellar},i}^2 = \frac{\sum_{j=1}^{N_{\text{spaxel}}} \sigma_{\text{stellar},ij}^2}{N_{\text{spaxel}}},
\]

where \( \sigma_{\text{gas},i} \) and \( \sigma_{\text{stellar},i} \) are, respectively, the stellar and gas velocity dispersions measured in the \( i \)th spaxel. \( N_{\text{spaxel}} \) is the number of spaxels used within \( R_e \). \( \sigma_{\text{gas}} \) and \( \sigma_{\text{stellar}} \) are measured using the same spaxels where both the continuum flux-based and H\( \alpha \) flux-based S/Ns are greater than 3 Å\(^{-1}\). The difference between the gas and stellar velocity dispersions (\( \Delta \sigma \)) is defined as

\[
\Delta \sigma = \log \sigma_{\text{gas}} - \log \sigma_{\text{stellar}}.
\]

Note that both \( \sigma_{\text{gas}} \) and \( \sigma_{\text{stellar}} \) are unweighted sums; we did not apply flux weighting to avoid the large uncertainty in the dust correction for galaxies with AGN-like emission and bias in \( \Delta \sigma \) according to the different light distributions between the continuum and emission fluxes. We compared the results if we approached this using a luminosity-weighted sum and found qualitatively consistent results, and stay with the unweighted results for simplicity. We also tested another approach calculating \( \Delta \sigma \) as the median of the ratio of \( \sigma_{\text{gas},i}/\sigma_{\text{stellar},i} \) within \( R_e \) and found qualitatively consistent results.

### 3.4 Velocity gradients

At any spaxel (\( x, y \)) on the velocity map, we measured the magnitude of the velocity gradient (\( \nabla V \)) from the line-of-sight velocity of neighbouring spaxels (\( V_{\text{los}} \)) following Varidel et al. (2016):

\[
\nabla V(x, y) = \frac{1}{2W_{\text{pix}}} \sqrt{\left[V_{\text{los}}(x+1, y) - V_{\text{los}}(x-1, y)\right]^2 + \left[V_{\text{los}}(x, y+1) - V_{\text{los}}(x, y-1)\right]^2},
\]

where \( W_{\text{pix}} \) is the size of the spaxel that is 0.5” for all the sample galaxies. \( V_{\text{los}} \) is not corrected for inclination because we mainly consider \( V_{\text{los}} \) as an indicator for an observational limitation (i.e. beam smearing) rather than a physical property of galaxies (i.e. intrinsic rotation). The mean gas velocity gradients (\( \nabla V_{\text{gas}} \)) have been calculated as the unweighted mean within \( R_e \), as in Equations 1 & 2.

### 4 RESULTS

#### 4.1 Gas and stellar velocity dispersions

In Figure 4, we show that the gas velocity dispersion (\( \sigma_{\text{gas}} \)) is in general smaller than the stellar velocity dispersion (\( \sigma_{\text{stellar}} \)), confirming that the gas is dynamically colder than the stars. However, we also find that \( \sigma_{\text{gas}} \) is not always smaller than \( \sigma_{\text{stellar}} \). While \( \sigma_{\text{gas}} \) is much smaller than \( \sigma_{\text{stellar}} \) at lower stellar mass galaxies, the difference decreases as the stellar mass increases. In massive galaxies, \( \sigma_{\text{gas}} \) is comparable to or sometimes even larger than \( \sigma_{\text{stellar}} \). Note that the typical errors in \( \log \sigma_{\text{gas}} \) and \( \log \sigma_{\text{stellar}} \) are, respectively, 0.006 dex and 0.005 dex. Both \( \sigma_{\text{gas}} \) and \( \sigma_{\text{stellar}} \) have positive correlations with stellar mass. However, the \( M_e – \sigma_{\text{gas}} \) relation has a shallower slope with a larger scatter than the stellar \( M_e – \sigma_{\text{stellar}} \) relation. The difference between gas and stellar scaling relations has also been reported in Cortese et al. (2014) and Barat et al. (2019). Different slopes in the \( M_e – \sigma_{\text{gas}} \) relations support the hypothesis that they trace different locations within the gravitational potential.

In Figure 5, we present the dependence of \( \Delta \sigma \) on various galaxy parameters representing structures (\( M_e, R_e \), and B/T), populations (Age, [Z/H], SFR, and \( C_{\text{AGN}} \)), and observational limitations (\( R_e/R_{\text{psf}} \) and \( \nabla V_{\text{gas}} \)). To quantify the strength and significance of each correlation, we derived the Spearman correlation coefficient \( \rho \) for each correlation. We find \( \Delta \sigma \) is strongly correlated with \( \nabla V_{\text{gas}} \) (with \( \rho = 0.57 \)) and \( C_{\text{AGN}} \) (with \( \rho = 0.54 \)). We also find a strong correlation between \( \Delta \sigma \) and \( \log \left( \nabla V_{\text{gas}}/V_e \right) \) with \( \rho = 0.52 \) (Appendix A). Moderate correlations are also detected from the relations with the other parameters (\( |\rho| = 0.27–0.43 \)). We note that \( \Delta \sigma \) does not correlate with ellipticity or inclination (\( \rho = 0 \) for both parameters), although they are not shown in the figure. It is not straightforward to identify primary parameters driving \( \Delta \sigma \) solely based on \( \rho \) given that many of the galaxy parameters explored here are correlated.
4.2 Primary parameters driving $\Delta \sigma$

4.2.1 One primary parameter

To identify the mechanisms producing the observed difference $\Delta \sigma$, we first test the simple hypothesis that $\Delta \sigma$ is driven by a single parameter $X$, and the other observed correlations are all due to secondary correlations with $X$. We calculated $\Delta \sigma_X$ using a linear fit to the relation between the parameter $X$ and $\Delta \sigma$. Then, we subtracted $\Delta \sigma_X$ from $\Delta \sigma$ to remove the dependence of $\Delta \sigma$ on the parameter $X$ and to see whether this correction using $\Delta \sigma_X$ also removes the correlations between $\Delta \sigma$ and the other galaxy parameters. For example, we define $\Delta \sigma_{CAGN} = 0.29_{CAGN} - 0.17$ from the linear fit to the relation between $\Delta \sigma$ and $C_{AGN}$ (the bottom left panel in Figure 5). Then, we calculate $\rho$ for the relations between the corrected $\Delta \sigma$ ($\Delta \sigma - \Delta \sigma_{CAGN}$) and the galaxy parameters. Zero values for $\rho$ are expected when the connection between $\Delta \sigma$ and $C_{AGN}$ fully explains the correlations between $\Delta \sigma$ and the other parameters.

We repeated the correction of $\Delta \sigma$ with $\Delta \sigma_X$ by changing the correction parameter $X$, $\rho$ from each correction is displayed in Table 1. We still find significant residual correlations ($\rho \sim 0.2$) when applying $\Delta \sigma_{\log(M_*/L_*)}$, $\Delta \sigma_{\log(M_{AGN})}$, $\Delta \sigma_{T(H/\alpha)}$, and $\Delta \sigma_{\log SFR}$, suggesting these parameters do not explain the dependence of $\Delta \sigma$ on the other parameters. The correction using $\Delta \sigma_{CAGN}$ removes the dependence of $\Delta \sigma$ on many other parameters, giving $\rho$ of almost zero, except for $\log R_e$, $\log (R_e/R_{PSF})$, and $\log V_{\text{gas}}$. Applying $\Delta \sigma_{R_e}$ or $\Delta \sigma_{\log (R_e/R_{PSF})}$ does not eliminate the other correlations, but there are no other parameters that explain the relation between $\Delta \sigma$ and $\log (R_e/R_{PSF})$ or $\log R_e$. Note that a residual correlation between $\log R_e$ and $\log (R_e/R_{PSF})$ and $(\Delta \sigma - \Delta \sigma_{\log R_e})$ has been detected ($\rho = -0.23$). However, applying $\Delta \sigma_{\log (R_e/R_{PSF})}$ fully explains the correlation between $\log R_e$ and $\Delta \sigma$ ($\rho = 0.01$). Therefore, $\log (R_e/R_{PSF})$ seems to be the primary driver of the $\log R_e-\Delta \sigma$ relation. The correction for $\log V_{\text{gas}}$ removes the dependence of $\Delta \sigma$ on many other parameters, except for $\log (R_e/R_{PSF})$ and $C_{AGN}$. In conclusion, there is no single parameter that, alone, can explain all the correlations of $\Delta \sigma$ with the observables considered here.

4.2.2 Two primary parameters

We now introduce a correction based on the assumption that two parameters independently contribute to the difference in the gas and stellar velocity dispersions. We define a correction parameter $X_{\text{two}} = X_1 + \alpha X_2$ which is a linear combination of two parameters with $\alpha$ fixing the relative contribution of $X_1$ and $X_2$. We numerically estimate $\alpha$ that makes the correction using $\Delta \sigma_{X_{\text{two}}}$, a linear fit to the relation between $\Delta \sigma$ and $X_{\text{two}}$, simultaneously eliminating the dependence of $(\Delta \sigma - \Delta \sigma_{X_{\text{two}}})$ on $X_1$ and $X_2$. Specifically, we calculated a sum of two correlation coefficients in quadrature, $\rho_{\text{two}} = \sqrt{\rho_1^2 + \rho_2^2}$ with varying $\alpha$, where $\rho_1$ and $\rho_2$ are, respectively, calculated from the $X_1-(\Delta \sigma - \Delta \sigma_{X_{\text{two}}})$ and $X_2-(\Delta \sigma - \Delta \sigma_{X_{\text{two}}})$ relations. Then we selected $\alpha$ minimising $\rho_{\text{two}}$. For example, we found $\alpha = -0.95$ when setting $X_1 = \log V_{\text{gas}}$ and $X_2 = \log (R_e/R_{PSF})$, which yields $\rho_1 = -0.01$ for the relation between $X_1$ and $(\Delta \sigma - \Delta \sigma_{X_{\text{two}}})$ and $\rho_2 = 0.02$ for the relation between $X_2$ and $(\Delta \sigma - \Delta \sigma_{X_{\text{two}}})$. We applied this analysis combining key parameters ($R_e/R_{PSF}$, $V_{\text{gas}}$, and $C_{AGN}$) that at least partially explain the other correlations and are unlikely to be explained by the other parameters.

In Figure 6, we present the change in $\rho_{\text{two}}$ when varying $\alpha$. The optimal $\alpha$ for each combination has been taken from the global minimum of $\rho_{\text{two}}$. Finally, we defined $X_{\text{two}}$, combining two key parameters with an optimal $\alpha$ as follows:

$$X_{\text{two},1} = \log V_{\text{gas}} + 0.90 \ C_{AGN},$$
$$X_{\text{two},2} = \log V_{\text{gas}} - 0.95 \ \log (R_e/R_{PSF}),$$
$$X_{\text{two},3} = C_{AGN} - 0.85 \ \log (R_e/R_{PSF}).$$

We found a strong dependence of $\Delta \sigma$ on $X_{\text{two}}$ ($\rho = 0.62–0.65$), though it is difficult to measure which combination is more strongly correlated with $\Delta \sigma$ based on such similar $\rho$ (Figure 7). We calculated $\Delta \sigma_{X_{\text{two}}}$ from the linear fit to the relation between $X_{\text{two}}$ and $\Delta \sigma$ as

$$\Delta \sigma_{X_{\text{two},1}} = 0.18 X_{\text{two},1} - 0.45;$$
$$\Delta \sigma_{X_{\text{two},2}} = 0.22 X_{\text{two},2} - 0.41;$$
$$\Delta \sigma_{X_{\text{two},3}} = 0.25 X_{\text{two},3} - 0.07.$$

In Table 1, we present $\rho$ for the relations between $(\Delta \sigma - \Delta \sigma_{X_{\text{two}}})$ and the galaxy parameters. Although the correction for $X_{\text{two},1}$, the combination of $V_{\text{gas}}$ and $C_{AGN}$, removes most of the other correlations, we still find a residual correlation between $(\Delta \sigma - \Delta \sigma_{X_{\text{two},1}})$ and $C_{AGN}$. In conclusion, there is no single parameter that, alone, can explain all the correlations of $\Delta \sigma$ with the observables considered here.

Figure 4. A comparison between gas and stellar velocity dispersions. In the top panel, the dotted line is a linear fit, and the dash-dot line is the one-to-one line. The solid and dashed lines are, respectively, linear fits to the stellar and gas $M_*-\sigma$ relations. Note that the typical errors of $\log \sigma_*$ and $\log \sigma_{\text{gas}}$ are, respectively, 0.006 and 0.005 dex.

\[ \log \sigma_* = 0.59 \log \sigma_{\text{gas}} + 0.91 \]

\[ \log \sigma_* - 0.32 (M_*/M_\odot) - 1.29 \]

\[ \log \sigma_{\text{gas}} = 0.40 \log (M_*/M_\odot) - 2.32 \]
Figure 5. The dependence of $\Delta \sigma$ on various galaxy parameters. We present a linear fit to each relation on the top and Spearman’s coefficient $\rho$ and $p$-value at the bottom of each panel. $\Delta \sigma$ correlates with various galaxy parameters, with $|\rho| = 0.27$–0.57. The data are colour-coded by $C_{\text{AGN}}$ (itself shown in the bottom left panel). Diamonds indicate the median $\Delta \sigma$ for each bin. The typical error of $\Delta \sigma$ is around 0.01 dex.

Table 1. Spearman correlation coefficients $\rho$ from the relation between ($\Delta \sigma$–$\Delta \sigma_X$) and galaxy parameters

| $\Delta \sigma_X$ | $\log (M_*/M_\odot)$ | $\log R_e$ | $B/T$ | $\log \text{Age}$ | $[Z/H]$ | $\log \text{SFR}$ | $C_{\text{AGN}}$ | $\log (R_e/R_{\text{PSF}})$ | $\log \text{V}_{\text{gas}}$ |
|------------------|---------------------|------|------|-----------------|--------|--------------|-------------|----------------|------------------|
| no correction    | 0.27               | -0.30 | 0.30 | 0.39            | 0.33   | -0.29        | 0.54        | -0.43          | 0.57             |
| $\Delta \sigma_{\log(M_*/M_\odot)}$ | 0.00              | -0.47 | 0.22 | 0.29            | 0.15   | -0.32        | 0.39        | -0.51          | 0.41             |
| $\Delta \sigma_{\log R_e}$          | 0.45               | -0.01 | 0.24 | 0.38            | 0.41   | -0.17        | 0.55        | -0.23          | 0.60             |
| $\Delta \sigma_{B/T}$                | 0.17               | -0.26 | 0.02 | 0.27            | 0.24   | -0.22        | 0.42        | -0.35          | 0.45             |
| $\Delta \sigma_{\log \text{Age}}$   | 0.11               | -0.28 | 0.13 | -0.01           | 0.18   | -0.05        | 0.28        | -0.38          | 0.37             |
| $\Delta \sigma_{[Z/H]}$              | 0.05               | -0.38 | 0.21 | 0.28            | 0.02   | -0.19        | 0.33        | -0.44          | 0.38             |
| $\Delta \sigma_{\log \text{SFR}}$   | 0.31               | -0.16 | 0.21 | 0.22            | 0.25   | 0.00         | 0.40        | -0.31          | 0.50             |
| $\Delta \sigma_{C_{\text{AGN}}}$    | -0.04              | -0.32 | 0.06 | 0.04            | -0.02  | -0.01        | 0.02        | -0.38          | 0.30             |
| $\Delta \sigma_{\log(R_e/R_{\text{PSF}})}$ | 0.40               | 0.01  | 0.20 | 0.34            | 0.36   | -0.13        | 0.50        | -0.01          | 0.53             |
| $\Delta \sigma_{\log \text{V}_{\text{gas}}}$ | -0.10              | -0.37 | 0.08 | 0.11            | -0.01  | -0.16        | 0.23        | -0.38          | 0.03             |

Note: The correction factor $\Delta \sigma_X$ has been derived using a linear fit to the relation between $X$ and $\Delta \sigma$ (Figure 5). It is highlighted in boldface when $|\rho| \leq 0.1$. 
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4.2.3 Three primary parameters

We examined a third approach assuming all of $R_e/\text{PSF}$, $\nabla V_{\text{gas}}$, and $C_{\text{AGN}}$ are at least partially responsible for the difference in the gas and stellar velocity dispersions. We applied the same logic as above and defined $X_{\text{three}} = \log \nabla V_{\text{gas}} + \beta \log (R_e/\text{PSF}) + \gamma C_{\text{AGN}}$, a linear combination of the three parameters with contribution factors $\beta$ and $\gamma$. We then numerically estimated the $\beta$ and $\gamma$ that minimise a quadrature sum of Spearman correlation coefficients, $\rho_{\text{three}} = \sqrt{\rho_1^2 + \rho_2^2 + \rho_3^2}$ where $\rho_1$, $\rho_2$, and $\rho_3$ are, respectively, calculated from the log $\nabla V_{\text{gas}}-(\Delta \sigma-\Delta \sigma_{X_{\text{two}}})$, log $(R_e/\text{PSF})-(\Delta \sigma-\Delta \sigma_{X_{\text{three}}})$, and $C_{\text{AGN}}-(\Delta \sigma-\Delta \sigma_{X_{\text{three}}})$ relations. We present the change in $\rho_{\text{three}}$ when varying $\beta$ and $\gamma$ in Figure 8. The contribution factors $\beta$ and $\gamma$ were set using the global minimum of $\rho_{\text{three}}$. Finally, we found $X_{\text{three}} = \log \nabla V_{\text{gas}} - 1.25 \log (R_e/\text{PSF}) + 0.85 C_{\text{AGN}}$, which best explains the correlations between $\Delta \sigma$ and galaxy parameters. We accordingly found a strong correlation ($\rho = 0.69$) between $X_{\text{three}}$ and $\Delta \sigma$ (Figure 9).

In Figure 10, we present the residual correlation after applying the correction $\Delta \sigma_{X_{\text{three}}} = 0.16 X_{\text{three}} - 0.33$. The low values of the Spearman correlation coefficients ($|\rho| < 0.1$) confirm that the correction using the three key parameters effectively removes the dependence of $\Delta \sigma$ on the galaxy parameters. We also found the correction using $\Delta \sigma_{X_{\text{three}}}$ removes the dependence of $\Delta \sigma$ on other galaxy parameters (e.g., $g-i$ colour, $\log (M_*/R_e)$, $\log (M_*/R_e^2)$, ellipticity, inclination, and Sérsic $n$), although for brevity we do not present it. We also explored various combinations of galaxy parameters for making $X_{\text{two}}$ and $X_{\text{three}}$, but none produced a comparable result with $X_{\text{three}} = \log \nabla V_{\text{gas}} - 1.25 \log (R_e/\text{PSF}) + 0.85 C_{\text{AGN}}$. The other combinations for $X_{\text{two}}$ and $X_{\text{three}}$ yield $\rho$ greater than at least 0.23 for the residual correlations between the corrected $\Delta \sigma$ and the galaxy parameters.

The analysis in this and previous sections suggest that all of $R_e/\text{PSF}$, $\nabla V_{\text{gas}}$, and $C_{\text{AGN}}$ are required to fully explain the dependence of $\Delta \sigma$ on galaxy properties. The result is also supported by partial least squares (PLS) regression method shown in Appendix B. However this conclusion has been derived using a sample that is bi-
respectively, calculated from the log($\sigma$) of the quantity $X$ from sampling bias on the results. Another caveat to this analysis is the correlation coefficients was only 0.01; we thus expect marginal impact with the reciprocal of the sampling completeness shown in Figure 2. The difference between weighted and unweighted Spearman correlation coefficients was only 0.01; we thus expect marginal impact from sampling bias on the results. Another caveat to this analysis is that we assumed a linear relationship between $\Delta\sigma$ and the galaxy parameters, which may introduce bias in the result.

Figure 8. Optimal $\beta$ and $\gamma$ for $X_{\text{three}} = \log V_{\text{gas}} + \beta \log (R_e/R_{\text{PSF}}) + \gamma C_{\text{AGN}}$ are obtained by minimising $\rho_{\text{three}} = \sqrt{\rho_1^2 + \rho_2^2 + \rho_3^2}$, where $\rho_1$, $\rho_2$, and $\rho_3$ are, respectively, calculated from the $\log V_{\text{gas}} - (\Delta\sigma - \Delta\sigma_{X_{\text{three}}})$, log($R_e/R_{\text{PSF}}$) - ($\Delta\sigma - \Delta\sigma_{X_{\text{three}}}$), and $C_{\text{AGN}}$ - ($\Delta\sigma - \Delta\sigma_{X_{\text{three}}}$) relations. $\Delta\sigma_{X_{\text{three}}}$ is measured using a linear fit to the relation between $\Delta\sigma$ and $X_{\text{three}}$ (see Figure 9).

Figure 9. The relation that best explains the correlation between $\Delta\sigma$ and the quantity $X_{\text{three}}$, defined as the linear combination of galaxy parameters $\log V_{\text{gas}} - 1.25 \log (R_e/R_{\text{PSF}}) + 0.85 C_{\text{AGN}}$, is $\Delta\sigma_{X_{\text{three}}} = 0.16 X_{\text{three}} - 0.33$.

5 DISCUSSION

5.1 Beam smearing

As mentioned in Section 4.2.1, $\Delta\sigma$ correlates more strongly with $R_e/R_{\text{PSF}}$ than $R_e$, which implies that $\Delta\sigma$ has a closer relationship to the observational limitation (i.e. beam smearing) than the physical size of galaxies. Beam smearing spatially smooths kinematics from IFS data, reducing the velocity gradient and increasing the velocity dispersion. The magnitude of beam smearing depends on both $R_{\text{PSF}}$ and $V/\sigma^3$. That is, large $R_{\text{PSF}}$ and/or high $V$ can boost the impact of beam smearing, artificially inflating the measured velocity dispersions and deflating the rotation velocities. Considering both $\sigma$ and $\sigma_{\text{gas}}$ have been averaged within $R_e$, and $R_{\text{PSF}}$ is 1–1.5′′ for typical SAMI observations, the magnitude of beam smearing on $\sigma$ and $\sigma_{\text{gas}}$ has links to $R_e/R_{\text{PSF}}$.

A gas disc supported by rotation is thinner and rotates faster than a stellar disc at the same location (e.g. Shetty et al. 2020), making gas kinematics more susceptible to beam smearing. As a result, $\sigma_{\text{gas}}$ correlates more strongly with both $R_e/R_{\text{PSF}}$ and $\log V$ than $\sigma_e$ does; for $\sigma_{\text{gas}}$, $\rho = 0.82$ and $-0.30$ for $\log V_{\text{gas}}$ and $\log (R_e/R_{\text{PSF}})$ respectively, whereas for $\sigma_e$, $\rho = 0.43$ and $-0.14$ for $\log V$ and $\log (R_e/R_{\text{PSF}})$ respectively. These results support our interpretation that the dependence of $\Delta\sigma$ on $R_e/R_{\text{PSF}}$ and $\log V_{\text{gas}}$ is largely due to the differential impact of beam smearing on $\sigma_{\text{gas}}$ and $\sigma_e$. It is also supported by a strong correlation between $\Delta\sigma$ and $\log (V_{\text{gas}}/V_e)$ (Appendix A).

In Section 4, we showed that $\Delta\sigma$ is most closely related to $\log V_{\text{gas}}$. So far, we have interpreted the velocity gradient as a tracer for the impact of beam smearing. It is obvious that a higher $V$ is an important factor indicating large beam smearing, but $V$ is not completely determined due to observational limitations: unlike $R_{\text{PSF}}$, $V$ also reflects the kinematic structure of galaxies. We presume that there might be underlying reasons for galaxies displaying diverse $\log V_{\text{gas}}$, such as gas outflows. However, it is difficult to examine whether additional physical mechanisms are required to explain the dependence of $\Delta\sigma$ on $\log V_{\text{gas}}$ without removing the effect of beam smearing from $V$. Even if there is a physical reason for the correlation between $\Delta\sigma$ and $\log V_{\text{gas}}$, the correlation becomes artificially stronger due to beam smearing.

The simplest method to rule out the impact of beam smearing is excluding galaxies that are small relative to the size of the PSF. We tested our results excluding the cases with $R_e/R_{\text{PSF}} < 2$. This weakens the dependence of $\Delta\sigma$ on $R_e/R_{\text{PSF}}$, as expected, but there is still a tight correlation between $\Delta\sigma$ and $\log V_{\text{gas}}$. Also, we still find a correlation between $\Delta\sigma$ and $C_{\text{AGN}}$ when excluding small galaxies. We measured $\Delta\sigma$ at 0.9$R_e$<1.1, excluding central spaxels where the impact of beam smearing is generally high, and found $\Delta\sigma$ depends on $R_e/R_{\text{PSF}}$, $\log V_{\text{gas}}$, and $C_{\text{AGN}}$, implying that the kinematics measured at $R_e$ is still affected by beam smearing.

We found other evidence of beam smearing, especially on gas velocity dispersions, even for galaxies that are large compared to the PSF size. In Figure 11, we present gas and stellar kinematics of a large star-forming galaxy with $R_e/R_{\text{PSF}} = 5.33$ and $C_{\text{AGN}} = -0.21$, showing that the distribution of the gas velocity dispersion resembles that of the gas velocity gradient. We present mock gas kinematics for the galaxy using a hierarchical Gaussian mixture model obtained from Figure 9 of Varidel et al. (2019). The beam smearing artificially

\[ \rho_{\text{three}} = \sqrt{\rho_1^2 + \rho_2^2 + \rho_3^2} \]

\[ \Delta\sigma_{X_{\text{three}}} = 0.16 X_{\text{three}} - 0.33 \]

\[ \Delta\sigma = \rho \cdot X_{\text{three}} - \log V_{\text{gas}} - 1.25 \log (R_e/R_{\text{PSF}}) + 0.85 C_{\text{AGN}} \]

In principle, the magnitude of beam smearing also depends on the steepness of the light profile. However, the correction using $\Delta\sigma_{X_{\text{three}}}$ removes the correlation between $\Delta\sigma$ and Sérsic $n$ (with $\rho = 0.28$).
inflates the velocity dispersion, highlighting a resemblance between the velocity gradient and the velocity dispersion for the sample galaxy (Figure 11c). We conclude that limiting galaxy size only partially eliminates the impact of beam smearing, especially on gas velocity dispersions; we still need to consider beam smearing even for large galaxies if they are expected to show a steep velocity gradient (e.g. highly-inclined galaxies or compact Hα emission).

As introduced in Figure 11, several approaches have been proposed for a beam smearing correction or a full disc modelling to recover intrinsic kinematics (Green et al. 2010; Bouché et al. 2015; Di Teodoro & Fraternali 2015; Bekiaris et al. 2016; Varidel et al. 2016, 2019; Federrath et al. 2017; Johnson et al. 2018). Most of these methods have focused on accounting for gas kinematics from star-forming disc-dominant samples (but see Harborne et al. 2020). It has not been confirmed whether the same beam smearing correction (or modelling approach) applies to both gas and stellar kinematics, especially for non-star-forming populations where gas emission is not limited to the star-forming disc. While beam smearing is an essential (but non-physical) factor to be considered when comparing gas and stellar kinematics, current approaches to correct and model the effect of beam smearing still need to be tested for both gas and stellar kinematics from various populations including early-type quiescent galaxies and AGNs. Dynamical modelling (e.g. Jeans anisotropic modelling; Cappellari 2008) may be used to correct the stellar kinematics for beam smearing, but lies outside the scope of this work.

5.2 Gas outflows

We find that there still is a correlation between $\Delta \sigma$ and $C_{AGN}$ even after accounting for the impact of beam smearing, suggesting a physical mechanism associated with $C_{AGN}$ is contributing to the difference between stellar and gas velocity dispersions. This result is consistent with a previous study comparing central gas and stellar velocity dispersions (Ho 2009).

Gas outflows and shocks are effective ways to change $\Delta \sigma$, having a larger impact on the gas kinematics than the stellar kinematics. Ho et al. (2014) spectrally decomposed emission-line profiles from SAMI IFS data to separate different kinematic components in the line-of-sight direction and suggested shock excitation explains a broad kinematic component. They modelled radiative shocks using a shock/photoionization code, MAPPINGS (Sutherland & Dopita 1993; Dopita et al. 2013) and estimated the potential contribution and magnitude of shocks for the given optical line ratios. They illustrated the expected shock fraction in the BPT diagram, where a strong positive correlation is readily predictable between the shock...
AGN often generates galaxy-scale outflows (e.g. Nesvadba et al. 2006; Sharp & Bland-Hawthorn 2010; DeBuhr et al. 2012; Cicone et al. 2014; Harrison et al. 2014; Karouzos et al. 2016), which may boost gas velocity dispersions and produce a dependence of $\Delta \sigma$ on $C_{\text{AGN}}$. Starburst-driven outflows can also affect the structure and kinematics of the ionised gas (see Veilleux, Cecil & Bland-Hawthorn 2005 for a review). They are found to be common in galaxies with high SFR (Heckman 2002; Rupke, Veilleux & Sanders 2005a,b;
Weiner et al. 2009; Steidel et al. 2010). Avery et al. (2021) also identified evidence of outflows in 322 of 2744 galaxies using MaNGA IFS data, and reported strong correlations between mass outflow rates and both star formation rate and AGN luminosity. In this study, however, we found a negative correlation between $\Delta \sigma$ and SFR (Figure 5), suggesting the current status of star-forming activity may not be as important in boosting $\sigma_{\text{gas}}$ and determining $\Delta \sigma$. Another explanation is that star-formation driven outflows are less powerful than AGN driven outflows, generating only a small boost in $\sigma_{\text{gas}}$; Variel et al. (2020) found an upturn in $\sigma_{\text{gas}}$ only for galaxies with very high SFRs. $C_{\text{AGN}}$, which quantifies the contribution of AGN using emission line diagnostics, is also expected to be a proxy for the Eddington ratio, which quantifies the efficiency of black hole accretion and the power of AGN (e.g. Jones et al. 2016; Oh et al. 2017, 2019). We therefore expect to find more frequent and/or massive gas outflows and shocks from galaxies with high values of $C_{\text{AGN}}$.

### 5.3 LINER-like emission and retired galaxies

The explanation in the previous section applies when the ionisation sources of the AGN-like emission are indeed supermassive black holes (e.g. Seyfert galaxies). However, the majority of local AGN exhibit spectra dominated by emission lines from low-ionisation species ([O I], [N II], [S II]), classifying them as low-ionisation nuclear emission-line regions (LINERs; Heckman 1980; Ho, Filippenko & Sargent 1997a; Cid Fernandes et al. 2010; Singh et al. 2013; Leslie et al. 2016). We examine the fraction of Seyfert and LINER candidates among galaxies with AGN-like emission in this study. The [N II]-based emission-line diagnostics that are used to derive $C_{\text{AGN}}$ are less sensitive in separating Seyfert-like and LINER-like emission, so both Seyfert and LINER candidates have similar $C_{\text{AGN}}$. We identify Seyfert-like and LINER-like emission using the demarcation proposed by Kewley et al. (2006) based on [S II]/H$\alpha$ and [O III]/H$\beta$ line ratios. We find that 35% of the sample show AGN-like emission and, of these, 85% are LINER candidates according to the [S II]-based diagnostics.

Several mechanisms have been proposed for LINER-like emission. LINERs have classically been thought to be associated with low-luminosity AGNs since Heckman (1980) found their emission-line ratios cannot be achieved via star formation alone. Kewley et al. (2006) suggests LINER-like emission can be produced by inefficiently accreting AGN. Some LINER candidates exhibit a central point-like source in X-rays, supporting the suggestion they are powered by AGN (Gonzalez-Martín et al. 2009; Márquez et al. 2017). However, the hypothesis regarding LINER-like emission as a subclass of the AGN family has been challenged by finding extended LINER-like emission (Sarzi et al. 2010; Yan & Blanton 2012; Singh et al. 2013) and overall low H$\alpha$ equivalent widths (EW(H$\alpha$); Cid Fernandes et al. 2010). It turns out that LINER-like emission can also be achieved through excitation by hot old post-AGB (post-asymptotic giant branch) stars (Singh et al. 2013), shocks/outflows (Dopita & Sutherland 1996; Dopita et al. 1996; Rich, Kewley & Dopita 2011, 2014; Ho et al. 2016), or extraplanar diffuse ionised gas often detected in edge-on discs (Hoopes & Walterbos 2003; Madsen, Reynolds & Haffner 2006; Voges & Walterbos 2006; Bregman et al. 2013; Belfiore et al. 2015, 2016; Law et al. 2021).

Given the various channels for LINER-like emission, they may also show a wide range of kinematic properties. In Figure 12(a), we present the distribution of $\Delta \sigma$ for star-forming galaxies (SF), LINERs, and Seyferts classified using the [S II]-based diagnostics (Kewley et al. 2006). Seyfert candidates show higher $\Delta \sigma$ compared to star-forming galaxies, as expected from the correlation between $\Delta \sigma$ and $C_{\text{AGN}}$. LINER candidates have slightly lower median $\Delta \sigma$ than Seyfert candidates, which is a result consistent with the expectation that LINER-like emission may be generated by multiple channels displaying $\Delta \sigma$ intermediate between star-forming and Seyfert candidates.

However, as described in Section 5.1, the discussion on LINER-like emission and $\Delta \sigma$ is insufficient without considering the impact of beam smearing. We use $\Delta \sigma_{X_{\text{thin}},2}$, a correction using the quantity $X_{\text{thin},2}$ combining $\nabla V_{\text{gas}}$ and $R_{2}/R_{\text{exp}}$ (Equations 5 and 6), to approximately remove the dependence of $\Delta \sigma$ on beam smearing. We note, however, that it is difficult to measure the precise impact of beam smearing on $\Delta \sigma$ without properly modelling it; $\Delta \sigma_{X_{\text{thin},2}}$ may overestimate the effect of beam smearing on $\Delta \sigma$, considering that $\nabla V_{\text{gas}}$ is not completely determined due to observational limitations as discussed in Section 5.1. Despite a conservative correction for beam smearing, LINER candidates display an intermediate $\Delta \sigma_{X_{\text{thin},2}}$ between those of star-forming and Seyfert candidates (Figure 12b).

A similar result is shown in Figure 4 of Law et al. (2021). We also explore diagnostics using EW(H$\alpha$) to differentiate retired galaxies (RG) that have stopped forming stars (Cid Fernandes et al. 2010, 2011). Galaxies with EW(H$\alpha$) < 3 Å are identified as RG, and galaxies with EW(H$\alpha$) > 3 Å are separated into star-forming and AGN candidates using the [S II]-based diagnostics following Kewley et al. (2006). We present (Figure 12c and d) the distributions of $\Delta \sigma$ and $\Delta \sigma_{X_{\text{thin},2}}$ for star-forming, RG, and AGN candidates. RG display $\Delta \sigma$ and $\Delta \sigma_{X_{\text{thin},2}}$ intermediate between star-forming and AGN candidates, similar to LINER candidates. The difference between RG and AGN in $\Delta \sigma_{X_{\text{thin},2}}$ is more prominent than the difference between LINER and Seyfert candidates (Figure 12b and d).

The link between AGN and $\Delta \sigma$ is not seriously challenged by the fact that the majority of AGN-like emission are identified as LINER (or RG) candidates because Seyfert galaxies tend to show high values of $\Delta \sigma$ compared to any other ionisation sources. However, the result may not rule out an alternative explanation for the enhanced $\Delta \sigma$ in LINER (or RG) considering that the majority of LINER candidates are expected to be powered by hot evolved stars (Belfiore et al. 2016). Law et al. (2021) suggests that a large vertical scale height of diffuse ionised gas powered by evolved stars explains enhanced gas velocity dispersions. In that sense, AGN and evolved stars may work together to enhance gas velocity dispersions, generating a strong correlation between $\Delta \sigma$ and $C_{\text{AGN}}$.

### 5.4 Emission line regions

Another possibility explaining the correlation between $\Delta \sigma$ and $C_{\text{AGN}}$ is the connection between the location of the ionised gas and the power source: $\sigma_{\text{gas}}$ may reflect the overall kinematics of the region containing the ionised gas, which changes according to the power sources. The HII regions in actively star-forming galaxies are concentrated along the (thin) disc structure. This is kinematically colder than the overall stellar kinematics, which can also comprise kinematically hot components (i.e. thick disc and bulge structures). Therefore, it is reasonable to find lower $\sigma_{\text{gas}}$ than $\sigma_{\text{star}}$ in star-forming galaxies because $\sigma_{\text{gas}}$ represents the kinematics of the star-forming region, which is dynamically colder than the overall stellar structure. On the other hand, we may find kinematically warmer diffuse ionised gas from non-star-forming populations (LINER, RG, and possibly AGN) due to the relative weakness of star formation and potential absence of the thin disc. In active galaxies, we find narrow-line regions powered by a supermassive black hole within a few kiloparsecs of the galactic centre, where we expect dynamically hot kinematics.

We tested the concentration of H$\alpha$ emission and stellar continu
also be described by the association between the location of ionised regions and the power source. The diagnostics based on EW(Hα) yield consistent results.

5.5 Aperture velocity dispersions

The connection between Δσ and C_{AGN} discussed in the previous sections raises the question whether it also applies to the dynamical mass derived from gas and stellar kinematics. We derived σ_{gas} and σ_{e} averaging locally-measured line-of-sight velocity dispersions from spaxels within Re. That is, both σ_{gas} and σ_{e} explicitly exclude rotation components, and so they are not comparable to the velocity dispersion derived from aperture spectra (σ_{ap}), which is similar to the second-order velocity moment \( V_{\text{rms}} = \sqrt{\sigma^2 + V_{\text{rot}}^2} \) or the kinematic parameter \( S_{0.5} = \sqrt{\sigma^2 + 0.5V_{\text{tot}}^2} \) introduced in Weiner, Willmer & Faber (2006). Barat et al. (2019) reported an in-depth comparison between the spaxel- and aperture-based velocity dispersions and \( S_{0.5} \).

The aperture velocity dispersion, combining both rotation and dispersion, is a proxy for the dynamical mass, whereas averages of the local line-of-sight velocity dispersions are not.

We generated aperture spectra combining spectra from the spaxels within an elliptical 1 Re aperture. Then we extracted the gas and stellar velocity dispersions from aperture spectra (σ_{ap, gas} and σ_{ap, e}) with pPXF, following the same method described in Section 3.1. The difference between the gas and stellar aperture velocity dispersions is defined as Δσ_{ap} \( = \log \sigma_{ap, \text{gas}} - \log \sigma_{ap, \text{e}} \) in the same manner as Section 3.3. When comparing Δσ and Δσ_{ap}, we detect a significant difference in the median values of Δσ and Δσ_{ap} (−0.14 versus −0.03 dex), suggesting overall gas has smaller local line-of-sight dispersions compared to stars, whereas gas and stars show similar dispersions integrated over an aperture. Δσ_{ap} also has a smaller standard deviation (0.10 dex) than Δσ (0.14 dex). The small differences between σ_{ap, gas} and σ_{ap, e} have also been reported in previous studies (Nelson & Whittle 1996; Greene & Ho 2005; Chen, Hao, & Wang 2008; Gilhuly, Courteau, & Saitichez et al. 2019), including at large look-back times (Bezanson et al. 2018).

We present the Spearman correlation coefficients, ρ, for the relations between Δσ_{ap} and various galaxy parameters to investigate whether Δσ_{ap} in Figure 13 and Table 2. The absolute values of ρ from the Δσ_{ap} relations are smaller than those from the Δσ relations (cf. Table 1), suggesting Δσ_{ap} is less dependent on galaxy parameters than Δσ. Δσ shows a strong correlation with C_{AGN} (ρ = 0.54), whereas we find a less prominent dependence of Δσ_{ap} on C_{AGN} (ρ = 0.32). We expect to find little dependence of Δσ_{ap} on beam smearing, considering rotations and dispersions are thoroughly combined in Δσ_{ap} measured within Re; and in fact Δσ_{ap} does not correlate with Re/R_{PKF} (ρ = −0.11). However, we still find a strong correlation between Δσ_{ap} and V_{gas} (ρ = 0.51), suggesting V_{gas} is not determined solely by beam smearing. We applied the same analysis described in Section 4.2.1 to Δσ_{ap} and found that the correction using V_{gas} yields nearly zero ρ in all the relations, indicating V_{gas} is the only primary parameter having a causal connection to Δσ_{ap}.

The PLS test also finds that V_{gas} is the parameter that explains the most variance in Δσ_{ap} (Appendix B). In summary, Δσ depends on Re/R_{PKF}, V_{gas}, and C_{AGN}, but only V_{gas} seem to have a strong connection to Δσ_{ap}. The physical mechanism underlying C_{AGN} does not seem to significantly affect the dynamical mass derived from ionised gas.

The different behaviour of Δσ and Δσ_{ap} mainly stems from the difference between σ_{gas} and σ_{ap, gas}. The medians of σ_{ap, gas}/σ_{gas}
Table 2. Spearman’s correlation coefficient $\rho$ calculated from the relation between $\Delta \sigma_{ap} - \Delta \sigma_X$ and galaxy parameters

| $\Delta \sigma_X$ | log(M$_*/M_\odot$) | log $R_e$ | B/T | log Age | [Z/H] | log SFR | $C_{AGN}$ | log($R_e/R_{PSF}$) | log $\nabla V_{gas}$ |
|------------------|---------------------|------------|-----|---------|-------|---------|-----------|-------------------|-----------------|
| no correction    | 0.23                | -0.06      | 0.13| 0.28    | 0.24  | -0.16   | 0.32      | -0.11            | 0.51            |
| $\Delta \sigma_{log(M_*/M_\odot)}$ | 0.00                | -0.19      | 0.08| 0.19    | 0.08  | -0.18   | 0.19      | -0.16            | 0.36            |
| $\Delta \sigma_{logR_e}$           | 0.26                | 0.01       | 0.12| 0.27    | 0.25  | -0.13   | 0.32      | -0.07            | 0.49            |
| $\Delta \sigma_{B/T}$             | 0.19                | -0.01      | -0.01| 0.20    | 0.20  | -0.10   | 0.26      | -0.07            | 0.42            |
| $\Delta \sigma_{logAge}$          | 0.12                | -0.03      | -0.03| 0.01    | 0.13  | 0.01    | 0.14      | -0.06            | 0.37            |
| $\Delta \sigma_{[Z/H]}$           | 0.04                | -0.11      | 0.06| 0.18    | -0.02 | -0.07   | 0.15      | -0.11            | 0.33            |
| $\Delta \sigma_{logSFR}$          | 0.24                | -0.02      | -0.08| 0.19    | 0.19  | -0.00   | 0.25      | -0.05            | 0.46            |
| $\Delta \sigma_{C_{AGN}}$         | 0.05                | -0.04      | -0.00| 0.07    | 0.03  | 0.01    | 0.02      | -0.05            | 0.33            |
| $\Delta \sigma_{logR_e/R_{PSF}}$  | 0.25                | 0.03       | 0.10| 0.25    | 0.24  | -0.11   | 0.30      | 0.01             | 0.46            |
| $\Delta \sigma_{log\nabla V_{gas}}$ | -0.10               | -0.06      | -0.03| 0.06    | -0.05 | -0.07   | 0.05      | -0.00            | -0.02           |

Note: the correction factor $\Delta \sigma_X$ is derived using a linear fit to the relation between $X$ and $\Delta \sigma_{ap}$; values in bold if $|\rho| \leq 0.1$.

Figure 13. The dependence of $\Delta \sigma_{ap}$ on various galaxy parameters; details are the same as in Figure 5.

and $\sigma_{ap,gas}/\sigma_{gas}$ are, respectively, 1.31 and 1.06. We suspect the rotation component included in $\sigma_{ap,gas}$ reduces the dependence of $\Delta \sigma_{ap}$ on $C_{AGN}$. $\sigma_{gas}$ embeds ‘local’ signatures of gas motions as it is the average of the locally-measured gas velocity dispersion. The local signatures shown in $\sigma_{gas}$ may be diminished in $\sigma_{ap,gas}$, which integrates dispersions and rotations over the aperture. There is also the counterbalance between rotations and dispersions: galaxies with high $C_{AGN}$ (i.e. AGN-like emission) tend to be dominated by dispersion, whereas rotation is more prominent in galaxies with low $C_{AGN}$ (i.e. star-forming galaxies). As a result, star-forming galaxies show a higher $\sigma_{ap,gas}/\sigma_{gas}$ than galaxies showing AGN-like emission (1.41 versus 1.12).
Although the variation of $\Delta \sigma_{ap}$ is much smaller than that of $\Delta \sigma$, we find a strong correlation between $\Delta \sigma_{ap}$ and $\sigma_{gas}$, which may introduce correlations between $\Delta \sigma_{ap}$ and other galaxy parameters (e.g. $M_*, \text{Age}$, $[Z/H]$, and $C_{AGN}$). There might be an underlying physical effect involved in $\sigma_{gas}$ beyond beam smearing, and one possibility is that steep velocity gradients in the gas trace outflows/shocks (Shih et al. 2013). Although it is unclear what causes the dependence of $\Delta \sigma_{ap}$ on $\sigma_{gas}$, dynamical masses derived from stars and gas may show measurable differences, as shown in Figure 13.

6 SUMMARY AND CONCLUSION

We examined the ionised gas and stellar velocity dispersions for 1090 galaxies from the SAMI galaxy survey, estimated using the emission-line fitting code pPXF (see Section 3). The gas and stellar velocity dispersions have been measured as the average of the local velocity dispersions from spatially-resolved spectra within 1 $R_e$.

The difference between the (log) velocity dispersions of gas and stars, $\Delta \sigma$, is correlated with various galaxy parameters listed in Section 2.2 (Figure 5). This implies that there are one or more physical mechanisms making the ionised gas kinematics different from the stellar kinematics. However, it is not trivial to determine which parameters have a causal connection to $\Delta \sigma$, since galaxy properties often correlate with each other. This leads us to explore two independent methods. We first investigated the combination of multiple parameters that shows the best correlation with $\Delta \sigma$ while also explaining the relations between $\Delta \sigma$ and individual galaxy parameters (Section 4.2). As an alternative, we employed the partial least squares method, which finds the principal parameters explaining the variance in $\Delta \sigma$ (Section B). The two methods produced consistent results indicating that $C_{AGN}$, $R_e/R_{PSF}$, and $\sigma_{gas}$ have strong connections with $\Delta \sigma$.

Beam smearing is closely related to both $R_e/R_{PSF}$ and $\sigma_{gas}$, and must be considered when discussing gas and stellar kinematics. Excluding small galaxies eliminates many cases and diminishes the correlation between $\Delta \sigma$ and $R_e/R_{PSF}$. However, it does not provide a complete solution to beam smearing, especially for gas kinematics with large velocity gradients. Current approaches to dealing with beam smearing mainly focus on recovering the intrinsic kinematics of extremely thin gas discs. These approaches need to be extended to a broader range of galaxy types (e.g. early-type galaxies) and power sources (e.g. AGN) for a comprehensive understanding of the impact of beam smearing on gas and stellar kinematics.

The dependence of $\Delta \sigma$ on $C_{AGN}$ suggests that the kinematics of ionised gas are more sensitive to the power sources of gas emission than are the stellar kinematics. $\sigma_{gas}$ is much lower than $\sigma_e$ in star-forming galaxies, whereas AGN and LINER show $\sigma_{gas}$ as comparable to $\sigma_e$. Gas outflows powered by AGN may inflate gas velocity dispersions, explaining the correlation between $\Delta \sigma$ and $C_{AGN}$ (Avery et al. 2021), however, reported that the mass outflow rates depend on the luminosity of AGN and SFR, indicating that both starbursts and AGN are physical drivers of galactic outflows. In this study, we do not find a connection between the current SFR (or SFR normalised by the main sequence, following Avery et al. 2021) and $\Delta \sigma$ (see Varidel et al. 2020), so there is no direct evidence linking the physical drivers of gas outflows and the impact of outflows on gas kinematics. Another possible explanation for enhanced $\Delta \sigma$, especially valid for LINER, is dynamically-warm diffuse ionised gas powered by evolved stars (Belfiore et al. 2016; Law et al. 2021).

The gas kinematics may reflect the overall motions within the ionised regions. The centrally-concentrated ionised regions of AGN and LINER may produce dynamically-hotter gas kinematics compared to actively star-forming galaxies that show extended HI regions spreading over the (thin) disc. The compact distribution of $\text{H}\alpha$ emission can also lead to a greater impact of beam smearing for AGN and LINER candidates.

The difference between gas and stellar kinematics becomes less prominent when comparing velocity dispersions measured from integrated spectra, which are better proxies for the dynamical mass, integrating both rotation and dispersion components. Thus the mechanism that generates the dependence of $\Delta \sigma$ on $C_{AGN}$ does not seriously violate the dynamical equilibrium of the ionised gas. Nevertheless, there still is a dependence of $\Delta \sigma_{ap}$ on $\sigma_{gas}$, implying a small bias in gas and stellar dynamical masses with $\sigma_{gas}$ that might be related to underlying physics rather than beam smearing.

ACKNOWLEDGEMENTS

This research was supported by the Australian Research Council Centre of Excellence for All Sky Astrophysics in 3 Dimensions (ASTRO 3D), through project number CE170100013. The SAMI Galaxy Survey is based on observations made at the Anglo-Australian Telescope. The SAMI was developed jointly by the University of Sydney and the Australian Astronomical Observatory. The SAMI input catalogue is based on data taken from the SDSS, the GAMA Survey, and the VST ATLAS Survey. The SAMI Galaxy Survey is supported by the Australian Research Council ASTRO 3D, through project number CE170100013, the Australian Research Council Centre of Excellence for All-sky Astrophysics (CAASTRO), through project number CE140001020, and other participating institutions. The SAMI Galaxy Survey website is sami-survey.org. This research used pPXF method by Cappellari & Emsellem (2004) as upgraded in Cappellari (2017). S.O. thank D.L for the constant support and love. F.D.E. acknowledges funding through the H2020 ERC Consolidator Grant 683184. B.G. is the recipient of an Australian Research Council Future Fellowship (FT140101202). J.J.B. acknowledges support of an Australian Research Council Discovery Early Career Research Award (project number DE210100461) funded by the Australian Government. L.C. acknowledges support from the Australian Research Council Discovery Project and Future Fellowship funding schemes (DP210100337, FT180100066). J.J.B. acknowledges support of an Australian Research Council Future Fellowship (FT180100231). S.B. acknowledges funding support from the Australian Research Council through a Future Fellowship (FT140101166). A.M.M. acknowledges support from the National Science Foundation under Grant No. 2009416. M.S.O. acknowledges the funding support from the Australian Research Council through a Future Fellowship (FT140100255). S.K.Y. acknowledges support from the Korean National Research Foundation (NRF-2020R1A2C3003769).

DATA AVAILABILITY

The data underlying this article are available from Astronomical Optics’ Data Central service at https://datacentral.org.au/ as part of the SAMI Galaxy Survey Data Release 3.
where $X$ and $Y$ are the independent variables, and $\Sigma$ is the error matrix. The PLS algorithm decomposes the data into latent variables, which are linear combinations of the original variables. The PLS regression coefficients are the weights of these latent variables.

**Figure A1.** The relation between $\Delta r$ and log ($\langle V_{\text{gas}} \rangle / V_r$). We present a linear fit to the relation on the top and Spearman's coefficient $\rho$ and p-value at the bottom. The data are colour-coded by $C_{\text{AGN}}$. Diamonds indicate the median $\Delta r$ for each bin.
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**APPENDIX B: PARTIAL LEAST SQUARES REGRESSION**

We employ partial least squares (PLS; Wold 1966) regression, a multivariate data analysis technique, to statistically confirm the results found in the previous section. The PLS algorithm solves a regression model generalising a few latent variables (or principal components) that summarise the variance of independent variables and are also highly correlated with dependent variables. The model is

$$Y = XB + F$$  \hspace{1cm} (B1)\n
where $X$ and $Y$ are, respectively, matrices for independent and dependent variables, $B$ is a matrix for PLS regression coefficients, and $F$ is an error matrix. The PLS algorithm decomposes the $X$ and $Y$...
variables, maximising the covariance between latent variables $T$ and $U$ defined as

$$X = TP + E$$  \hspace{1cm}  (B2)
$$Y = UQ + F$$  \hspace{1cm}  (B3)

where $T$ and $U$ are, respectively, linear combinations of $X$ and $Y$ with weights. $P$ and $Q$ are the orthogonal loading matrices, and $E$ and $F$ are the error matrices. The PLS algorithm assumes a linear relation between $T$ and $U$ to keep the correlation between $X$ and $Y$.

To apply PLS regression to this study, we constructed the $X$ and $Y$ matrices containing, respectively, the values of nine galaxy parameters and the $\Delta \sigma$ for 1090 galaxies. We utilised the PLSRegression function in the Python package Scikit-learn (Pedregosa et al. 2012), which employs a non-linear iterative partial least squares (NIPALS; Lindgren et al. 1993) algorithm for PLS regression on an incomplete data set. We determined the optimal number of PLS components (latent variables) using mean squared error (MSE) between observed and predicted $Y$ ($\Delta \sigma$ in this study). MSE generally decreases when adding more components, but it converges after a certain number of components. We increased the number of PLS components until MSE converged, and selected the optimal number of PLS components. We estimated PLS regression coefficients $B$ and decomposed the variance in $Y$ ($\Delta \sigma$) into the contribution of each $X$ component (the nine galaxy parameters) using Equation B1:

$$\text{Var}(Y) = \sum_{i=1}^{N=9} \text{Var}(X_i B_i) + \text{Var}(F).$$  \hspace{1cm}  (B4)

The proportion of $Y$ variance explained by each galaxy parameter has been calculated as the variance in $(X_i B_i)$ divided by the variance in $Y$ (Table B1). The PLS method finds that $\nabla V_{\text{gas}}$ and $C_{\text{AGN}}$ are the two most important parameters, accounting for 76% of the $\Delta \sigma$ variance explained by the nine parameters. We also find a moderate contribution from $R_e/R_{\text{PSF}}$, accounting for around 10% of the $\Delta \sigma$ variance. The other galaxy parameters are less likely to have direct relevance to the variance in $\Delta \sigma$, explaining less than 5% of the variance. The results from this PLS analysis support that $\nabla V_{\text{gas}}$, $C_{\text{AGN}}$, and $R_e/R_{\text{PSF}}$ are the key parameters in explaining the variance in $\Delta \sigma$, and that therefore they play an important role in producing the difference in the gas and stellar velocity dispersions.

We applied the same analysis to $\Delta \sigma_{\text{ap}}$ and found that $\nabla V_{\text{gas}}$ is the parameter that most explains the variance in $\Delta \sigma_{\text{ap}}$ (Table B1). $C_{\text{AGN}}$ also show a moderate contribution to the $\Delta \sigma_{\text{ap}}$ variance.
Table B1. Proportion of the variance in $\Delta \sigma$ and $\Delta \sigma_{ap}$ explained by each galaxy parameter

|               | log $M_*/M_\odot$ | log $R_e$ | B/T | log Age | $[Z/H]$ | log SFR | $C_{AGN}$ | log $(R_e/R_{PSF})$ | log $\nabla V_{gas}$ |
|---------------|--------------------|-----------|-----|---------|---------|---------|-----------|---------------------|---------------------|
| $\Delta \sigma$ | 0.00               | 0.05      | 0.02| 0.01    | 0.01    | 0.05    | 0.35      | 0.10                | 0.41                |
| $\Delta \sigma_{ap}$ | 0.04               | 0.04      | 0.02| 0.00    | 0.00    | 0.07    | 0.18      | 0.02                | 0.61                |