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Abstract. In this note, we extend the results about the fluctuations of the matrix entries of regular functions of Wigner random matrices obtained in [23] to Wigner matrices with non-i.i.d. entries provided certain Lindeberg type conditions for the fourth moments are satisfied. In addition, we relax our conditions on the test functions and require that for some \( s > 3 \)
\[
\int_k (1 + 2|k|)^s |f(k)|^2 \, dk < \infty.
\]

1. Introduction and Formulation of Main Results

Let \( X_N = \frac{1}{\sqrt{N}} W_N \) be a random Wigner real symmetric (Hermitian) matrix. In the real symmetric case, we assume that the entries
\[
(W_N)_{jk}, \ 1 \leq j \leq k \leq N,
\]
are independent random variables such that the off-diagonal entries satisfy
\[
E(W_N)_{jk} = 0, \ \forall 1 \leq j < k \leq N, \ m_4 := \sup_{j \neq k, N} E(W_N)_{jk}^4 < \infty, \quad (1.1)
\]
and the Lindeberg type condition for the fourth moments takes place,
\[
L_N(\epsilon) \to 0, \ \text{as} \ N \to \infty, \ \forall \epsilon > 0, \quad (1.2)
\]
where
\[
L_N(\epsilon) = \frac{1}{N^2} \sum_{1 \leq i < j \leq N} E \left( |(W_N)_{ij}|^4 1_{\{|(W_N)_{ij}| \geq \epsilon \sqrt{N}\}} \right). \quad (1.3)
\]

Here and throughout the paper, \( E \xi \) denotes the mathematical expectation and \( V \xi \) the variance of a random variable \( \xi \).

In addition, we assume that the diagonal entries satisfy
\[
E(W_N)_{ii} = 0, \ 1 \leq i \leq N, \ \sigma_1^2 := \sup_{i, N} E|(W_N)_{ii}|^2 < \infty, \quad (1.4)
\]
\[
l_N(\epsilon) \to 0, \ \text{as} \ N \to \infty, \ \forall \epsilon > 0, \ \text{where} \quad (1.5)
\]
\[
l_N(\epsilon) = \frac{1}{N} \sum_{1 \leq i \leq N} E \left( |(W_N)_{ii}|^2 1_{\{|(W_N)_{ii}| \geq \epsilon \sqrt{N}\}} \right). \quad (1.6)
\]

We note that (1.2) and (1.5) are satisfied if
\[
\sup_{i \neq j, N} E|\mathbb{E}(W_N)_{ij}|^{4+\epsilon} < \infty, \ \sup_{i, N} E|\mathbb{E}(W_N)_{ii}|^{2+\epsilon} < \infty. \quad (1.7)
\]
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If \( \{ \frac{1}{\sqrt{N}} (W_N)_{ii}, 1 \leq i \leq N, (W_N)_{jk}, 1 \leq j < k \leq N, \} \) are i.i.d. \( N(0, \sigma^2) \) random variables, \( X_N \) belongs to the Gaussian Orthogonal Ensemble (GOE).

In the Hermitian case, we assume that the entries are independent random variables such that the off-diagonal entries satisfy

\[
E \Re(W_N)_{jk} = E \Im(W_N)_{jk} = 0, \quad 1 \leq j < k \leq N,
\]

and the Lindeberg type condition (1.2) for the fourth moments of the off-diagonal entries takes place.

In addition, we assume that the diagonal entries satisfy

\[
E(W_N)_{ii} = 0, \quad 1 \leq i \leq N, \quad \sigma_1^2 := \sup_{i,N} E|W_N)_{ii}|^2 < \infty,
\]

and the Lindeberg type condition (1.5) for the second moments of the diagonal entries takes place.

If \( \{ \frac{1}{\sqrt{N}} (W_N)_{ii}, 1 \leq i \leq N, (W_N)_{jk}, 1 \leq j < k \leq N, \} \) are i.i.d. \( N(0, \frac{2}{\sqrt{N}}) \) random variables, \( X_N \) belongs to the Gaussian Unitary Ensemble (GUE).

We define the empirical distribution of the eigenvalues of \( X_N \) as

\[
\mu_{X_N} = \frac{1}{N} \sum_{i=1}^{N} \delta_{\lambda_i},
\]

where \( \lambda_1 \leq \ldots \leq \lambda_N \) are the (ordered) eigenvalues of \( X_N \).

Wigner semicircle law (see e.g. [28], [6], [1], [2]) states that the random measure \( \mu_{X_N}(dx, \omega) \) converges almost surely in distribution to the (non-random) Wigner semicircle distribution \( \mu_{sc} \). The limiting distribution is absolutely continuous with respect to the Lebesgue measure and its density is given by

\[
d\mu_{sc}(x) = \frac{1}{2\pi\sigma^2} \sqrt{4\sigma^2 - x^2} 1_{[-2\sigma, 2\sigma]}(x).
\]

Its Stieltjes transform

\[
g_{\sigma}(z) := \int \frac{d\mu_{sc}(x)}{z-x} = \frac{z - \sqrt{z^2 - 4\sigma^2}}{2\sigma^2}, \quad z \in \mathbb{C}\setminus[-2\sigma, 2\sigma].
\]

is the solution to

\[
\sigma^2 g_{\sigma}^2(z) - zg_{\sigma}(z) + 1 = 0
\]

that decays to 0 as \( |z| \to \infty \).

This paper is devoted to the question of the fluctuations of matrix entries of \( f(X_N) \) for regular test functions \( f \). Lytova and Pastur ([13]) considered the GOE/GUE case and proved that

\[
\sqrt{N} (f(X_N)_{ij} - E(f(X_N)_{ij})) \to N(0, \frac{1 + \delta_{ij}}{\beta} \omega^2(f)),
\]
with $\beta = 1(2)$ in the GOE (GUE) case,

$$\omega^2(f) := \nu(f(\eta)) = \frac{1}{2} \int_{-2\sigma}^{2\sigma} \int_{-2\sigma}^{2\sigma} (f(x) - f(y))^2 \frac{1}{4\pi^2 \sigma^4} \sqrt{4\sigma^2 - x^2} \sqrt{4\sigma^2 - y^2} dx dy,$$

(1.16)

where $\eta$ is distributed according to the Wigner semicircle law (1.12).

In [23], Pizzo, Renfrew, and Soshnikov considered the non-Gaussian case and proved the following theorems.

**Theorem 1.1** (Theorem 1.3 in [23]). Let $X_N = \frac{1}{\sqrt{N}} W_N$ be a random real symmetric Wigner matrix (1.7), (1.4) such that the off-diagonal entries $(W_N)_{jk}, 1 \leq j < k \leq N$, are i.i.d. random variables with probability distribution $\mu$ and the diagonal entries $(W_N)_{ii}, 1 \leq i \leq N$, are i.i.d. random variables with probability distribution $\mu_1$.

Let $f : \mathbb{R} \to \mathbb{R}$ be four times continuously differentiable on $[-2\sigma - \delta, 2\sigma + \delta]$ for some $\delta > 0$ and $h(x)$ be a $C^\infty(\mathbb{R})$ function with compact support such that

$$h(x) \equiv 1 \text{ for } x \in [-2\sigma - \delta, 2\sigma + \delta], \ \delta > 0.$$  

(1.17)

Then the following holds.

(i) For $i = j$,

$$\sqrt{N} \left( f(X_N)_{ii} - \mathbb{E}((fh)(X_N)_{ii}) \right) - \frac{\alpha(f)}{\sigma}(W_N)_{ii} \to N(0, \nu^2(f)), \quad (1.18)$$

in distribution as $N \to \infty$, where

$$\nu^2(f) := 2 \left( \omega^2(f) - \alpha^2(f) + \frac{\kappa_4(\mu)}{2\sigma^4} \beta^2(f) \right), \quad (1.19)$$

$$\alpha(f) := \mathbb{E} \left( f(\eta) \frac{\eta}{\sigma} \right) = \frac{1}{\sigma} \int_{-2\sigma}^{2\sigma} x f(x) \frac{1}{2\pi\sigma^2} \sqrt{4\sigma^2 - x^2} dx, \quad (1.20)$$

$$\beta(f) := \mathbb{E} \left( f(\eta) \frac{\eta^2 - \sigma^2}{\sigma^2} \right) = \frac{1}{\sigma^2} \int_{-2\sigma}^{2\sigma} f(x)(x^2 - \sigma^2) \frac{1}{2\pi\sigma^2} \sqrt{4\sigma^2 - x^2}, \quad (1.21)$$

$\omega^2(f)$ defined in (1.16), and $\kappa_4(\mu)$ is the fourth cumulant of $\mu$,

$$\kappa_4(\mu) = \int u^4 \mu(dx) - 3 \left( \int u^2 \mu(dx) \right)^2 = \mathbb{E} |(W_N)_{12}|^4 - 3\sigma^4.$$

If $f$ is seven times continuously differentiable on $[-2\sigma - \delta, 2\sigma + \delta]$, then one can replace $\mathbb{E}((fh)(X_N)_{ii})$ in (1.18) by

$$\int_{-2\sigma}^{2\sigma} f(x) \frac{1}{2\pi\sigma^2} \sqrt{4\sigma^2 - x^2} dx. \quad (1.22)$$

(ii) For $i \neq j$,

$$\sqrt{N} \left( f(X_N)_{ij} - \mathbb{E}((fh)(X_N)_{ij}) \right) - \frac{\alpha(f)}{\sigma}(W_N)_{ij} \to N(0, d^2(f)) \quad (1.23)$$

in distribution as $N \to \infty$, where

$$d^2(f) := \omega^2(f) - \alpha^2(f).$$

(1.24)

If $f$ is six times continuously differentiable on $[-2\sigma - \delta, 2\sigma + \delta]$, then one can replace $\mathbb{E}((fh)(X_N)_{ij})$ in (1.23) by 0.

(iii) For any finite $m$, the normalized matrix entries

$$\sqrt{N} \left( f(X_N)_{ij} - \mathbb{E}((fh)(X_N)_{ij}) \right), \ 1 \leq i \leq j \leq m,$$

(1.25)
are independent in the limit $N \to \infty$.

**Remark 1.1.** If $f \in C^4(\mathbb{R})$ and $\|f\|_{4,1} < \infty$, where
\[
\|f\|_{n,1} := \max_{0 \leq k \leq n} \left( \int_{-\infty}^{\infty} |d^kf/dx^k(x)|dx \right) < \infty,
\]  
then one can replace $\mathbb{E}((fh)(X_N)_{ij})$ in (1.18) by $\mathbb{E}(f(X_N))_{ij}$.

In the Hermitian case, the analogue of Theorem 1.1 was proved in Theorem 1.7 of [23].

**Theorem 1.2.** (Theorem 1.7 in [23]) Let $X_N = \frac{1}{\sqrt{N}}W_N$ be a random Hermitian Wigner matrix (1.8-1.10), such that the off-diagonal entries $(W_N)_{jk}, 1 \leq j < k \leq N$, are i.i.d. complex random variables with probability distribution $\mu$ and the diagonal entries $(W_N)_{ii}, 1 \leq i \leq N$, are i.i.d. random variables with probability distribution $\mu_1$.

Let $f : \mathbb{R} \to \mathbb{R}$ be four times continuously differentiable on $[-2\sigma - \delta, 2\sigma + \delta]$ for some $\delta > 0$, and $h(x)$ be a $C^\infty(\mathbb{R})$ function with compact support satisfying (1.17). Then the following holds.

(i) For $i = j$,
\[
\sqrt{N} (f(X_N)_{ii} - \mathbb{E}((fh)(X_N)_{ii})) - \frac{\alpha(f)}{\sigma}(W_N)_{ii} \to N(0, \nu^2_2(f))
\]  
in distribution as $N \to \infty$, where
\[
\nu^2_2(f) := \omega^2(f) - \alpha^2(f) + \frac{\kappa_4(\mu)}{\sigma^4} \beta^2(f),
\]
\[
\omega^2(f), \alpha(f), \text{ and } \beta(f) \text{ are defined in (1.16), (1.20), and (1.21), and } \kappa_4(\mu) \text{ is given by}
\]
\[
\kappa_4(\mu) := \mathbb{E}[(W_N)_{12}]^4 - 2\sigma^4.
\]

If $f$ is seven times continuously differentiable on $[-2\sigma - \delta, 2\sigma + \delta]$, then one can replace $\mathbb{E}((fh)(X_N)_{ii})$ in (1.27) by (1.28).

(ii) For $i \neq j$,
\[
\sqrt{N} (f(X_N)_{ij} - \mathbb{E}((fh)(X_N)_{ij})) - \frac{\alpha(f)}{\sigma}(W_N)_{ij} \to N(0, d^2(f)),
\]  
in distribution as $N \to \infty$, where $N(0, d^2(f))$ stands for the complex Gaussian random variable with with i.i.d real and imaginary parts $N(0, \frac{1}{2}d^2(f))$, and $d^2(f)$ defined in (1.24).

If $f$ is six times continuously differentiable on $[-2\sigma - \delta, 2\sigma + \delta]$, then one can replace $\mathbb{E}((fh)(X_N)_{ij})$ in (1.29) by 0.

(iii) For any finite $m$, the normalized matrix entries
\[
\sqrt{N} (f(X_N)_{ij} - \mathbb{E}((fh)(X_N)_{ij})) \text{, } 1 \leq i \leq j \leq m,
\]  
are independent in the limit $N \to \infty$.

Almost simultaneously with [23], Pastur and Lytova (see Theorem 3.4 in [22]) extended the technique of [18] and proved the convergence in distribution for the normalized diagonal entries $\sqrt{N} (f(X_N)_{ii} - \mathbb{E}(f(X_N)_{ii}))$, $1 \leq i \leq N$, when the real symmetric Wigner matrix $X_N$ has i.i.d. entries up from the diagonal and, in
addition to the requirements of Theorem 1.1, the cumulant generating functions \( \log(\mathbb{E}e^{zW}) \) is entire. The results of [22] hold provided the test function satisfies

\[
\int_{\mathbb{R}} (1 + 2|k|)^3 |\hat{f}(k)| dk < \infty,
\]

where \( \hat{f}(k) \) is the Fourier transform

\[
\hat{f}(k) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-ikx} f(x) dx.
\]  

The approaches of [23] and [22] are independent from each other. In particular, Pastur and Lytova prove the convergence of the characteristic function of \( \sqrt{N}(f(X_{N})_{ij} - \mathbb{E}(f(X_{N})_{ii})) \).

In addition, in the non-i.i.d. case, Theorem 3.2 of [22] proves that

\[
\mathbb{V} \left[ \sqrt{N}(f(X_{N})_{ij} - \mathbb{E}(f(X_{N})_{ii})) \right] \to 2\nu^2(f)
\]

provided the matrix entries \((W_{N})_{ij}\) are independent up to the diagonal and satisfy

\[
\mathbb{E}(W_{N})_{jk} = 0, \quad \mathbb{V}(W_{N})_{jk} = \sigma^2, \quad \mathbb{E}(W_{N})_{jk}^3 = m_3, \quad \mathbb{E}(W_{N})_{jk}^4 = m_4 < \infty, \quad (1.32)
\]

\[
\sup_{j,k,N} \mathbb{E}|(W_{N})_{jk}|^6 < \infty. \quad (1.33)
\]

In this paper, we extend Theorems 1.1 and 1.2 to the non-i.i.d. setting provided the matrix entries satisfy the fourth moment Lindeberg type conditions (1.2) and (1.36) for the off-diagonal entries and the second moment Lindeberg type condition (1.5) for the diagonal entries. Moreover, we relax the smoothness condition imposed in [23] on the test function.

Consider the space \( \mathcal{H}_s \) consisting of the functions \( \phi : \mathbb{R} \to \mathbb{R} \) that satisfy

\[
\|\phi\|_{s}^2 := \int_{\mathbb{R}} (1 + 2|k|)^{2s} |\hat{\phi}(k)|^2 dk < \infty. \quad (1.34)
\]

The result below is valid (see Remark 1.3) provided a test function \( f \) coincides on the interval \([-2\sigma - \delta, 2\sigma + \delta]\) with some function from \( \mathcal{H}_s \) for some \( s > 3 \), \( \delta > 0 \). Thus, roughly speaking, we require that \( f \) has \( 3 + \epsilon \) derivatives on \([-2\sigma - \delta, 2\sigma + \delta]\).

We recall that \( C^n(\mathbb{R}) \) and \( C^n([-L, L]) \) denote the spaces of \( n \) times continuously differentiable functions on \( \mathbb{R} \) and \([-L, L] \), respectively. We define the norm on \( C^n([-L, L]) \) as

\[
\|f\|_{C^n([-L, L])} := \max \left( \left| \frac{d^l f}{dx^l}(x) \right|, \ x \in [-L, L], \ 0 \leq l \leq n \right). \quad (1.35)
\]

**Theorem 1.3.** Let \( X_N = \frac{1}{\sqrt{N}}W_N \) be a random real symmetric (Hermitian) Wigner matrix (1.1), (1.4) (respectively (1.8-1.10) such that the Lindeberg type condition (1.2) for the fourth moments of the off-diagonal entries and the Lindeberg type condition (1.5) for the second moments of the diagonal entries are satisfied. Let \( f \in \mathcal{H}_s \), for some \( s > 3 \). Let \( m \) be a fixed positive integer, and for \( 1 \leq i \leq m \), assume that the following two conditions hold:

\( (A_1) \)

\( \mathcal{L}_{i,N}(\epsilon) \to 0, \text{ as } N \to \infty, \forall \epsilon > 0, \)  

(1.36)
where
\[ \mathcal{L}_{1,N}(\epsilon) = \frac{1}{N} \sum_{j \neq i} \mathbb{E} \left( |(W_N)_{ij}|^4 1_{\{|(W_N)_{ij}| \geq \epsilon N^{1/4}\}} \right); \quad (1.37) \]

\[ (A_2) \hspace{1cm} m_4(i) := \lim_{N \to \infty} \frac{1}{N} \sum_{j \neq i} \mathbb{E}|(W_N)_{ij}|^4 \] (1.38)

exists.

Then the results (i)-(iii) of Theorem 1.3 (respectively Theorem 1.2) hold for the joint distribution of the matrix entries \( \{\sqrt{N}(f(X_N)_{ij} - \mathbb{E}(f(X_N)_{ij}))\} \), 1 ≤ i ≤ j ≤ m, where \( \kappa_4(\mu) \) must be replaced in (1.16) by
\[ \kappa_4(i) := m_4(i) - 3\sigma^4, \quad 1 \leq i \leq m, \] (1.39)
in the real symmetric case and by
\[ \kappa_4(i) := m_4(i) - 2\sigma^4, \quad 1 \leq i \leq m, \] (1.40)
in the Hermitian case.

In addition, the following estimates for \( \mathbb{E}(f(X_N)_{ij}) \) take place.

(iv) Let \( f : \mathbb{R} \to \mathbb{R} \) belong to \( C^7_{\text{c}}(\mathbb{R}) \), the space of seven times continuously differentiable functions with compact support, and \( \text{supp}(f) \in [-L, L] \) for some \( L > 0 \). Then there exists a constant \( \text{Const}_1(L, \sigma, \sigma_1, m_4) \) depending on \( L, \sigma, \sigma_1, m_4 \), such that for \( 1 \leq i \leq N \),
\[ |\mathbb{E}(f(X_N)_{ii}) - \int_{-2\sigma}^{2\sigma} f(x) \frac{1}{2\pi \sigma^2} \sqrt{4\sigma^2 - x^2} \, dx| \leq \frac{\text{Const}_1(L, \sigma, \sigma_1, m_4)}{N} \left\| f \right\|_{C^7([-L, L])} \] (1.41)

(v) Let \( f \in C^8(\mathbb{R}) \), then there exists a constant \( \text{Const}_2(\sigma, \sigma_1, m_4) \) such that
\[ |\mathbb{E}(f(X_N)_{ii}) - \int_{-2\sigma}^{2\sigma} f(x) \frac{1}{2\pi \sigma^2} \sqrt{4\sigma^2 - x^2} \, dx| \leq \frac{\text{Const}_2(\sigma, \sigma_1, m_4)}{N} \left\| f \right\|_{8,1,+, 1 \leq i \leq N}, \] (1.42)

where
\[ \left\| f \right\|_{8,1,+:} := \max \left( \int_{\mathbb{R}} \{ |x| + 1 \} \frac{d^l f}{dx^l}(x) \, dx, \quad 0 \leq l \leq n \right). \] (1.43)

(vi) Let \( f \in C^6(\mathbb{R}) \), then there exists a constant \( \text{Const}_3(\sigma, \sigma_1, m_4) \) such that
\[ \left| \mathbb{E}(f(X_N)_{jk}) \right| \leq \frac{\text{Const}_3(\sigma, \sigma_1, m_4)}{N} \left\| f \right\|_{6,1}, \quad 1 \leq j < k \leq N, \] (1.44)
where \( \left\| f \right\|_{6,1} \) is defined in (1.20).

**Remark 1.2.** If the distribution of the entries of \( W_N \) does not depend on \( N \), Theorem 1.3 proves that \( \sqrt{N}(f(X_N)_{ii} - \mathbb{E}(f(X_N)_{ii})) \) converges in distribution to the sum of two independent random variables \( \frac{\alpha(f)}{\sqrt{2}} W_{ii} \) and \( N(0, 2\nu^2(f)) \) (in the Hermitian case, the second term is \( N(0, \nu^2(f)) \)), and for \( i \neq j \), \( \sqrt{N}(f(X_N)_{ij} - \mathbb{E}(f(X_N)_{ij})) \) converges in distribution to the sum of two independent random variables \( \frac{\alpha(f)}{\sqrt{2}} W_{ij} \) and \( N(0, d^2(f)) \), where in the Hermitian case \( N(0, \nu^2(f)) \) stands for the complex Gaussian random variable with i.i.d real and imaginary parts \( N(0, \frac{1}{2}d^2(f)) \). This is exactly the way Theorems 1.1 and 1.2 were formulated and proven in the i.i.d. case in [23].
Remark 1.3. If \( f : \mathbb{R} \rightarrow \mathbb{R} \) coincides on \([-2\sigma - \delta, 2\sigma + \delta]\) with a function \( \phi \in H_s \), for some \( \delta > 0 \) and \( s > 3 \), then Theorem 1.3 holds for \((f(X_N))_{ij} - \mathbb{E}(fh(X_N))_{ij}, 1 \leq i, j \leq m\), where \( h \in C_c^\infty(\mathbb{R}) \) is defined in (1.17).

If one requires that the test function \( f \) satisfies the same smoothness assumptions as in [23], then the extension of the results of [23] to the non-i.i.d. setting mostly follows the outline of the proof in [23]. To relax the conditions of Theorems 1.1 and 1.2 on the test functions, we improve the estimate on the variance of the resolvent entries (see Proposition 3.2), and employ Proposition 2.2.

We will denote throughout the paper by \( \text{const}_i, \text{Const}_i \), various positive constants that may change from line to line. Occasionally, we will drop the dependence on \( N \) in the notations for the matrix entries. Typically, we consider in detail only the real symmetric case as the proofs in the Hermitian case are very similar. Some parts of the proofs that are almost identical to the arguments in the i.i.d. case will be only sketched.

The rest of the paper is organized as follows. We prove several preliminary results in Section 2, including Proposition 2.2. Section 3 is devoted to the bounds on the mathematical expectation and variance of the resolvent entries. Theorem 1.3 is proved in Section 4. Finally, we discuss Central Limit Theorem for quadratic forms in the Appendix.

2. Preliminary Results

We start with the following lemma.

Lemma 2.1. Let \( X_N = \frac{1}{\sqrt{N}}W_N \) be a random real symmetric Wigner matrix (1.1), (1.4) such that the Lindeberg condition (1.2) for the fourth moments of the off-diagonal entries and the Lindeberg condition (1.5) for the second moments of the diagonal entries are satisfied. Then there exists a random real symmetric Wigner matrix \( \tilde{W}_N \) and a non-random positive sequence \( \epsilon_N \to 0 \) as \( N \to \infty \) such that

\[
\mathbb{E}((\tilde{W}_N)_{jk}) = 0, \quad \forall (\tilde{W}_N)_{jk} = \sigma^2, \quad 1 \leq j < k \leq N,
\]

(2.1)

\[
\sup_{N,j \neq k} \mathbb{E}((\tilde{W}_N)_{jk}^4) < \infty,
\]

(2.2)

\[
\mathbb{E}((\tilde{W}_N)_{ii}) = 0, \quad 1 \leq i \leq N,
\]

(2.3)

\[
\sup_{i, N} \mathbb{E}((\tilde{W}_N)_{ii}) < \infty,
\]

(2.4)

\[
\sup_{i,j} \left( |(\tilde{W}_N)_{ij}|, 1 \leq i,j \leq N \right) \leq \epsilon_N \sqrt{N}, \quad \mathbb{P}(\tilde{W}_N \neq \tilde{W}_N) \to 0, \quad \text{as} \quad N \to \infty.
\]

(2.5)

(2.6)

An equivalent result holds in the Hermitian case.

Proof. It follows from (1.2) and (1.3) that there exists a non-random positive sequence \( \epsilon_N \to 0 \) as \( N \to \infty \), such that

\[
\frac{1}{N^2 \epsilon_N} \sum_{1 \leq i < j \leq N} \mathbb{E}\left( |(W_N)_{ij}|^4 1_{\{|(W_N)_{ij}| \geq \epsilon_N \sqrt{N}\}} \right) \to 0.
\]

(2.7)

\[
\frac{1}{N \epsilon_N} \sum_{1 \leq i \leq N} \mathbb{E}\left( |(W_N)_{ii}|^2 1_{\{|(W_N)_{ii}| \geq \epsilon_N \sqrt{N}\}} \right) \to 0.
\]

(2.8)
One can always choose $\epsilon_N$ in such a way that it goes to zero sufficiently slow. Define $\tilde{W}_N$ by truncating the entries of $W_N$ at the level $\epsilon_N \sqrt{N}$, i.e.

$$ (\tilde{W}_N)_{ij} = (W_N)_{ij} 1_{\{|(W_N)_{ij}| \leq \epsilon_N \sqrt{N}\}}. $$

It follows from (2.7) and (2.8) that

$$ \mathbb{P}(W_N \neq \tilde{W}_N) \to 0, \text{ as } N \to \infty. \tag{2.10} $$

Let us now fix $i < j$ and consider the off-diagonal entry $(\tilde{W}_N)_{ij}$. We note that

$$ \tau_{i,j,N} := |\mathbb{E}(\tilde{W}_N)_{ij}| \leq \mathbb{E} \left(|(W_N)_{ij}| 1_{\{|(W_N)_{ij}| \geq \epsilon_N \sqrt{N}\}}\right) \tag{2.11} $$

$$ \leq \frac{1}{N^{3/2} \epsilon_N^3} \mathbb{E} \left(|(W_N)_{ij}|^4 1_{\{|(W_N)_{ij}| \geq \epsilon_N \sqrt{N}\}}\right), \tag{2.12} $$

$$ \gamma_{i,j,N}^2 := \mathbb{E}|\tilde{W}_N|_{ij}^2 - \sigma^2 = \mathbb{E} \left(|(W_N)_{ij}|^2 1_{\{|(W_N)_{ij}| \geq \epsilon_N \sqrt{N}\}}\right), \tag{2.13} $$

$$ \leq \frac{1}{N \epsilon_N^3} \mathbb{E} \left(|(W_N)_{ij}|^4 1_{\{|(W_N)_{ij}| \geq \epsilon_N \sqrt{N}\}}\right). \tag{2.14} $$

Then we can construct $(\tilde{W}_N)_{ij}$ as a mixture of the random variable $(\tilde{W}_N)_{ij}$ with weight $1 - \frac{\tau_{i,j,N}}{\sqrt{N} \epsilon_N} - \frac{\gamma_{i,j,N}^2}{N \epsilon_N}$ and some random variable $a_{i,j,N}$ with weight $\frac{\tau_{i,j,N}}{\sqrt{N} \epsilon_N} + \frac{\gamma_{i,j,N}^2}{N \epsilon_N}$ chosen so that

$$ |a_{i,j,N}| \leq \epsilon_N \sqrt{N}, \tag{2.15} $$

$$ \mathbb{E}(\tilde{W}_N)_{ij} = 0, \tag{2.16} $$

$$ \mathbb{E}(\tilde{W}_N)_{ij}^2 = \sigma^2. \tag{2.17} $$

It follows from our construction and (2.8) that

$$ \sum_{1 \leq i < j \leq N} \mathbb{P} \left((\tilde{W}_N)_{ij} \neq (\tilde{W}_N)_{ij}\right) \leq \frac{2}{N^2 \epsilon_N^3} \sum_{1 \leq i < j \leq N} \mathbb{E} \left(|(W_N)_{ij}|^4 1_{\{|(W_N)_{ij}| \geq \epsilon_N \sqrt{N}\}}\right) \to 0. \tag{2.18} $$

The diagonal case $i = j$ can be treated in a similar way. We write

$$ \tau_{i,i,N} := |\mathbb{E}(\tilde{W}_N)_{ii}| \leq \mathbb{E} \left(|(W_N)_{ii}| 1_{\{|(W_N)_{ii}| \geq \epsilon_N \sqrt{N}\}}\right) \tag{2.19} $$

$$ \leq \frac{1}{\sqrt{N} \epsilon_N} \mathbb{E} \left(|(W_N)_{ii}|^2 1_{\{|(W_N)_{ii}| \geq \epsilon_N \sqrt{N}\}}\right). \tag{2.20} $$

One then constructs $(\tilde{W}_N)_{ii}$ as a mixture of the random variable $(\tilde{W}_N)_{ii}$ with weight $1 - \frac{\tau_{i,i,N}}{\sqrt{N} \epsilon_N}$ and some random variable $a_{i,i,N}$ with weight $\frac{\tau_{i,i,N}}{\sqrt{N} \epsilon_N}$ chosen so that

$$ |a_{i,i,N}| \leq \epsilon_N \sqrt{N}, \tag{2.21} $$

$$ \mathbb{E}(\tilde{W}_N)_{ii} = 0. \tag{2.22} $$

Then

$$ \sum_{1 \leq i \leq N} \mathbb{P} \left((\tilde{W}_N)_{ii} \neq (\tilde{W}_N)_{ii}\right) \leq \frac{1}{N \epsilon_N^2} \mathbb{E} \left(|(W_N)_{ii}|^2 1_{\{|(W_N)_{ii}| \geq \epsilon_N \sqrt{N}\}}\right) \to 0, \tag{2.23} $$

as $N \to \infty$.

It follows from (2.10), (2.18), and (2.23) that (2.1) is satisfied. The equations (2.1) and (2.2) follow from (2.16), (2.17), and (2.22). The estimates (2.22) and (2.2) follow from the construction. \hfill \square
The proof of the next result is very similar to the proof of Lemma 2.1 and is left to the reader.

**Lemma 2.2.** Let \( W_N \) be a random real symmetric Wigner matrix (1.4), (1.8) and let (1.36) is satisfied for \( 1 \leq i \leq m \), where \( m \) is some fixed positive integer. Then there exists a random real symmetric Wigner matrix \( T_N \) and a non-random positive sequence \( \epsilon_N \to 0 \) as \( N \to \infty \) such that

\[
(T_N)_{jk} = (W_N)_{jk}, \quad m + 1 \leq j, k \leq N, \quad (2.24)
\]
\[
P((T_N)_{ik} = (W_N)_{ik}, 1 \leq i \leq m, \ 1 \leq k \leq N) \to 1, \quad (2.25)
\]
\[
\mathbb{E}(T_N)_{ik} = 0, \quad 1 \leq i \leq m, \ 1 \leq k \leq N, \quad (2.26)
\]
\[
\mathbb{V}(T_N)_{ik} = \sigma^2, \quad i \neq k, \ 1 \leq i \leq m, \ 1 \leq k \leq N, \quad \sup_{1 \leq i \leq m, \ 1 \leq k \leq N} \mathbb{V}(T_N)_{ii} < \infty, \quad (2.27)
\]
\[
\sup_{1 \leq i \leq m, \ 1 \leq k \leq N} |(T_N)_{ik}| \leq \epsilon_N N^{1/4}. \quad (2.28)
\]

The next Proposition is essentially due to Bai and Yin (see e.g. [5], [2]).

**Proposition 2.1.** Let \( X_N = \frac{1}{\sqrt{N}} W_N \) be a random real symmetric (Hermitian) Wigner matrix (1.4), (1.8) (respectively (1.8), (1.10)) such that the Lindeberg type condition (1.2) for the fourth moments of the off-diagonal entries and the Lindeberg type condition (1.3) for the second moments of the diagonal entries are satisfied. Then

\[
\|X_N\| \to 2\sigma \quad (2.30)
\]

in probability as \( N \to \infty \).

**Remark 2.1.** Bai and Yin ([5], [2]) considered the i.i.d. case and proved the almost sure convergence. However, convergence in probability is enough for our purposes.

**Proof.** Because of Lemma 2.1, it is enough to prove (2.30) for \( W_N \). Moreover, we can modify \( W_N \) by making all diagonal entries equal to zero. Clearly this changes the norm of \( W_N \) at most by \( \epsilon_N \). The proof uses the Method of Moments. It is enough to show that there exists a sequence \( k_N, \ N \geq 1, \) such that

\[
\frac{k_N}{\log N} \to \infty, \quad \frac{\epsilon_N^{1/3} k_N}{\log N} \to 0, \quad \text{as } N \to \infty, \quad (2.31)
\]

where \( \epsilon_N \) is the same as in Lemma 2.1 and for any constant \( z > 2\sigma \)

\[
\sum_N \text{Tr} \left( \left( W_N / \sqrt{N} \right)^{2k_N} \right) / z^{2k_N} < \infty. \quad (2.32)
\]

The proof of (2.31) in ([5]) is combinatorial in nature and does not use the fact that the entries are identically distributed. By Markov inequality, it follows from (2.32) that

\[
\sum_N \mathbb{P}(\|W_N/\sqrt{N}\| \geq z) < \infty,
\]

for any fixed \( z > 2\sigma \). Therefore, by Borel-Cantelli lemma, we have

\[
\mathbb{P}(\|W_N/\sqrt{N}\| \geq z \text{ i.o.}) = 0,
\]
Proposition 2.2. Let \( X \) be a random variable, if \( F \) is the family of bounded random variables, one can control \( V \) that \( \Omega \) is close to those in \([26]\), where \( \mu(dx, \omega) \) was taken to be the empirical spectral distribution of a random matrix.

The rest of this section is devoted to the bounds on \( V[f(x)\mu(dx, \omega)] \), where \( \mu(dx, \omega) \) is a random measure on \((\mathbb{R}, \mathcal{B})\) and \( \mathcal{B} \) is the Borel \( \sigma \)-algebra on \( \mathbb{R} \), provided one can control \( \mathbb{V}[\int_{-\infty}^{\infty} 3m \frac{1}{z} \mu(dx, \omega)] \) for \( 3m \neq 0 \). We follow the ideas of Proposition 1 in \([26]\) and Proposition 3.5 in \([13]\). In particular, our computations below are close to those in \([26]\), where \( \mu(dx, \omega) \) was taken to be the empirical spectral distribution of a random matrix.

Let \((\Omega, \mathcal{F})\) be a measurable space, and \((\Omega', \mathcal{F}', \mathcal{P})\) be a probability space such that \( \Omega' = \mathbb{R} \times \Omega \), and \( \mathcal{F}' \) is generated by \( B \times \mathcal{F} \). We denote an elementary outcome by \( \omega' = (x, \omega) \in \mathbb{R} \times \Omega \), and consider a random variable \( X(\omega') = x \). When it does not lead to ambiguity, we will denote the sub-algebra \( \{ \mathbb{R} \times D, \ D \in \mathcal{F} \} \) by \( \mathcal{F} \). Let us denote by \( \mu(B, \omega) \), \( B \in \mathcal{B}, \omega \in \Omega \), a regular conditional distribution for \( X \) given \( \mathcal{F} \), i.e.

For each \( B \subset \mathbb{R} \), \( B \in \mathcal{B} \), \( \omega \rightarrow \mu(B, \omega) \) is a version of \( \mathcal{P}(X \in B | \mathcal{F}) \). \hspace{1cm} (2.33)

For a.e. \( \omega \), \( B \rightarrow \mu(B, \omega) \) is a probability measure on \((\mathbb{R}, \mathcal{B})\). \hspace{1cm} (2.34)

Such regular conditional distribution for \( X \) always exists (see e.g. \([11]\)). In particular, if \( f : \mathbb{R} \rightarrow \mathbb{C} \) is such that

\[ \mathbb{E}|f(X)| < \infty, \]

then

\[ \mathbb{E}(f(X)|\mathcal{F}) = \int_{-\infty}^{+\infty} f(x)\mu(dx, \omega) \text{ a.s.} \]

The following proposition holds.

**Proposition 2.2.** Let \( E|X| < \infty \), \( s > \frac{1}{2} \), and \( f \in \mathcal{H}_s \), where \( \mathcal{H}_s \) is defined in \([1,3]\). Then

\[ \mathbb{V}[\int f(x)\mu(dx, \omega)] = \mathbb{V}[\mathbb{E}(f(X)|\mathcal{F})] \leq \text{Const}_s \| f \|_{\mathcal{L}}^2 \int_{0}^{\infty} dy e^{-y} y^{2s-1} \int_{-\infty}^{+\infty} dx V[\int_{-\infty}^{+\infty} 3m \frac{1}{t-x-iy} \mu(dt, \omega)]. \]

where \( \text{Const}_s \) is some absolute constant that depends only on \( s \).

**Proof.** Since \( s > \frac{1}{2} \), it follows from \([1,3]\) that \( \hat{f} \in L^1(\mathbb{R}) \) which implies that \( f \in C_0(\mathbb{R}) \), the space of continuous functions vanishing at infinity. In particular, \((2.35)\) holds and \( \mathbb{E}(f(X)|\mathcal{F}) \) is well defined. Since \( \mathbb{E}(e^{ikX}|\mathcal{F}), \ k \in \mathbb{R} \), is \( L^1 \) continuous family of bounded random variables, one can write

\[ \mathbb{E}(f(X)|\mathcal{F}) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \hat{f}(k)\mathbb{E}(e^{ikX}|\mathcal{F})dk. \hspace{1cm} (2.36) \]

Then

\[ \mathbb{V}[\mathbb{E}(f(X)|\mathcal{F})] = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{f}(k_1)\hat{f}(k_2)C(k_1, k_2)dk_1dk_2, \hspace{1cm} (2.37) \]

where

\[ C(k_1, k_2) = \text{Cov}(\mathbb{E}(e^{ik_1X}|\mathcal{F}), \mathbb{E}(e^{ik_2X}|\mathcal{F})). \hspace{1cm} (2.38) \]
Thus, it follows from (2.38) and (2.40) that
\[ K(k_1, k_2) = C(k_1, k_2)(1 + 2|k_1|)^{-s}(1 + 2|k_2|)^{-s}. \] (2.40)

Therefore,
\[ \mathbb{V}[\mathbb{E}(f(X)\mathcal{F})] \leq \frac{1}{2\pi} \|f\|^2 \|K\|, \] (2.41)

where \( \|K\| \) denotes the operator norm of the integral operator
\[ K : L^2(\mathbb{R}) \to L^2(\mathbb{R}), \quad (Kg)(x) = \int_{-\infty}^{\infty} K(x, y)g(y)dy. \]

It follows from (2.38) and (2.40) that \( K \) is a non-negative definite operator. Since \( C(k_1, k_2) \) is a bounded continuous function on \( \mathbb{R}^2 \), the operator \( K \) is trace class and
\[ \|K\| \leq \text{Tr}K = \int_{-\infty}^{\infty} K(u, u)du. \] (2.42)

Thus,
\[ \mathbb{V}[\mathbb{E}(f(X)\mathcal{F})] \leq \frac{1}{2\pi} \|f\|^2 \int_{-\infty}^{\infty} C(k, k)(1 + 2|k|)^{-2s} dk. \] (2.43)

Let us fix \( z = x + iy, \ y \neq 0 \), and consider \( \mathfrak{Im} \frac{1}{X-z} \) as a function of \( \lambda \). Its Fourier transform is given by \( \frac{\sqrt{\pi}}{\lambda} e^{-|y| - i\lambda x} \). Therefore,
\[ V[\mathbb{E}(\mathfrak{Im}(X - x - iy)^{-1} \mathcal{F})] = \frac{1}{4} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-(|k_1|+|k_2|)|y|} e^{i(k_2 - k_1)x} C(k_1, k_2) dk_1 dk_2. \] (2.44)

Formally, taking into account
\[ \int_{-\infty}^{\infty} e^{i(k_2 - k_1)x} dx = 2\pi \delta(k_2 - k_1), \]
we obtain
\[ \int_{-\infty}^{\infty} V[\mathbb{E}(\mathfrak{Im}(X - x - iy)^{-1} \mathcal{F})] dx = \frac{\pi}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-(|k_1|+|k_2|)|y|} \delta(k_2 - k_1) C(k_1, k_2) dk_1 dk_2. \] (2.45)

Since
\[ \int_{0}^{+\infty} dy e^{-y} y^{2s-1} e^{-2|k||y|} = \Gamma(2s)(1 + 2|k|)^{-2s}, \]
we conclude that
\[ \int_{0}^{\infty} dy e^{-y} y^{2s-1} \int_{-\infty}^{\infty} V[\mathbb{E}(\mathfrak{Im}(X - x - iy)^{-1} \mathcal{F})] dx = \frac{\pi}{2} \Gamma(2s) \int_{-\infty}^{\infty} C(k, k)(1 + 2|k|)^{-2s} dk. \] (2.46)

The bound on \( \mathbb{V}[\mathbb{E}(f(X)\mathcal{F})] \) in Proposition 2.2 now follows from (2.43) and (2.45).
Therefore, integrating by parts with respect to \( t \), we obtain
\[
\int_0^\infty \int_{-A}^A V[\mathbb{E}(3m(X-x-iy)^{-1}|F)]dx = \frac{1}{2} \int_{-\infty}^\infty \int_{-\infty}^\infty e^{-(|k_1|+|k_2|)|y|} \sin(A(k_2-k_1)) \frac{C(k_1,k_2)dk_1dk_2}{k_2-k_1}.
\] (2.48)

Multiplying (2.48) by \( e^{-y2s-1} \) and integrating over \( y \in (0, +\infty) \), we obtain
\[
\int_0^{+\infty} dy e^{-y2s-1} \int_{-A}^A dx V[\mathbb{E}(3m(X-x-iy)^{-1}|F)] = \frac{1}{2} \Gamma(2s) \int_{-\infty}^\infty \int_{-\infty}^\infty (1+|k_1|+|k_2|)^{-2s} \sin(A(k_2-k_1)) \frac{C(k_1,k_2)dk_1dk_2}{k_2-k_1}. \] (2.49)

We note that the integrand in (2.49) is absolutely integrable over \( \mathbb{R}^2 \) for \( s > \frac{1}{2} \), so the last step is justified by the Fubini theorem. Since \( E[X] < \infty \), it follows from (2.38) that the kernel \( C(k_1,k_2) \) has bounded continuous first partial derivatives (see Lemma 2.3 below). We split the integral in (2.50) into two, over

\[
S := \{(k_1,k_2) : |k_2-k_1| < A^{-\epsilon}\}
\]

and over \( \mathbb{R}^2 \setminus S \). For \((k_1,k_2) \in S\), we use
\[
|C(k_1,k_2)(1+|k_1|+|k_2|)^{-2s} - C(k_1,k_1)(1+2|k_1|)^{-2s}| \leq const|k_2-k_1|(1+2|k_1|)^{-2s}
\]
which implies that the integral over \( S \) equals to
\[
\frac{1}{2} \Gamma(2s) \int_{-A^{-\epsilon}}^{A^{-\epsilon}} dt \frac{\sin(At)}{t} \int_{-\infty}^\infty dk C(k,k)(1+2|k|)^{-2s} + o(1). \] (2.51)

where we made the change of variables \((k_1,k_2) \rightarrow (t = k_2 - k_1, k = k_1)\).

To estimate the integral over \( \mathbb{R}^2 \setminus S \), we restrict our attention to the quadrant \( k_1 \geq 0, k_2 \geq 0 \). The other three cases are similar. Denote \( C_1(t,u) = C(k_1,k_2) \), where \( u = k_1 + k_2 \) and \( t = k_2 - k_1 \). We have to estimate
\[
\int_0^\infty du \int_{A^{-\epsilon}}^{u} dt (1+u)^{-2s} \frac{\sin(At)}{t} C_1(t,u). \] (2.52)

Integrating by parts with respect to \( t \), we obtain
\[
\int_{A^{-\epsilon}}^{u} \frac{\sin(At)}{t} C_1(t,u) dt = \int_{A^{-\epsilon}}^{u} \frac{\cos(At)}{A} \left( \frac{\partial C_1(t,u)}{\partial t} - \frac{C_1(t,u)}{t} \right) + \frac{\cos(At)}{A} C_1(t,u) {u \atop A^{-\epsilon}}.
\] (2.53)

It is not difficult to see that the r.h.s. of (2.53) is bounded in absolute value by \( const \arg \log |u| + A^s \) and (2.51) is bounded in absolute value by \( constA^{1+s} \). Therefore, the integral over \( \mathbb{R}^2 \setminus S \) goes to zero as \( A \rightarrow \infty \).

Finally, we note that the term in (2.51) converges to
\[
\frac{\Gamma(2s)}{2} \int_{-\infty}^\infty C(k,k)(1+2|k|)^{-2s}dk.
\] (2.55)

This finishes the proof of Proposition 2.2 modulo Lemma 2.3 below. \( \square \)
In the proof of Proposition 2.2, we used the fact that \( C(k_1, k_2) \), defined in (2.38), has continuous bounded first partial derivatives. This is the statement of the following lemma.

**Lemma 2.3.** Let \( \mathbb{E}|X| < \infty \), and \( C(k_1, k_2) \) be defined as in (2.38). Then \( C(k_1, k_2) \) has continuous bounded first partial derivatives.

**Proof.** We recall that \( C(k_1, k_2) = \text{Cov}(\mathbb{E}(e^{ik_1X}|\mathcal{F}), \mathbb{E}(e^{ik_2X}|\mathcal{F})) \)

\[
= \mathbb{E}(\mathbb{E}(e^{ik_1X}|\mathcal{F})\mathbb{E}(e^{ik_2X}|\mathcal{F})) - \mathbb{E}(e^{ik_1X})\mathbb{E}(e^{ik_2X}).
\]

It follows from the Lebesgue dominated convergence theorem (for conditional expectations), that

\[
\frac{\partial C(k_1, k_2)}{\partial k_1} = i\text{Cov}(\mathbb{E}(Xe^{ik_1X}|\mathcal{F}), \mathbb{E}(e^{ik_2X}|\mathcal{F})).
\]  

(2.56)

Applying the Lebesgue dominated convergence theorem one more time, we obtain that \( \frac{\partial C(k_1, k_2)}{\partial k_1} \) is a bounded continuous function. \( \square \)

3. **Mathematical Expectation and Variance of Resolvent Entries**

This section is devoted to the estimates of the mathematical expectation and the variance of the resolvent entries. For \( z \in \mathbb{C} \setminus \mathbb{R} \), we denote the resolvent of \( X_N \) by

\[
R_N(z) := (zI_N - X_N)^{-1}.
\]  

(3.1)

If it does not lead to ambiguity, we will use the shorthand notation \( R_{ij}(z) \) for \( (R_N(z))_{ij} \), \( 1 \leq i, j \leq N \). We start with the following proposition.

**Proposition 3.1.** Let \( X_N = \frac{1}{\sqrt{N}}W_N \) be a random real symmetric (Hermitian) Wigner matrix \( \{L\} \), \( \{A\} \) (respectively \( \{S\}, \{I\} \)). Then

\[
\mathbb{E}R_{ii}(z) = g_\sigma(z) + O \left( \frac{1}{|\Im z|^{3/2}} \right),
\]

uniformly on bounded subsets of \( \mathbb{C} \setminus \mathbb{R} \),

(3.2)

\[
\mathbb{E}R_{ij}(z) = O \left( \frac{P_6(|\Im z|^{-1})}{N} \right), \quad 1 \leq i \neq j \leq N, \quad \text{uniformly on } \mathbb{C} \setminus \mathbb{R},
\]

(3.3)

\[
\forall R_{ij}(z) = O \left( \frac{P_6(|\Im z|^{-1})}{N} \right), \quad 1 \leq i, j \leq N, \quad \text{uniformly on } \mathbb{C} \setminus \mathbb{R}.
\]

(3.4)

where we denote by \( P_l(x) \), \( l \geq 1 \), a polynomial of degree \( l \) with fixed positive coefficients.

If, in addition,

\[
\sup_{i \neq j, N} \mathbb{E}|(W_N)_{ij}|^5 < \infty, \quad \sup_{i, N} \mathbb{E}|(W_N)_{ii}|^3 < \infty,
\]

then

\[
\mathbb{E}R_{ij}(z) = O \left( \frac{P_6(|\Im z|^{-1})}{N^{3/2}} \right), \quad 1 \leq i \neq j \leq N, \quad \text{uniformly on } \mathbb{C} \setminus \mathbb{R}.
\]  

(3.5)
This proposition is the extension of Proposition 3.1 in [23] to the non-i.i.d. case. Since the proofs of (3.2-3.5) are very similar to the proofs given in Proposition 3.1 in Section 2 of [23], we leave the details to the reader.

The next proposition is instrumental in extending Theorem 1.3 to the test functions from $H_s$ for $s > 3$. Our goal is to obtain an upper bound on $\mathbb{V}[(R_N)_{ij}(z)]$ which is integrable with respect to $x = \Re z$ over the real line for $\Im z \neq 0$.

Proposition 3.2. Let $X_N = \frac{1}{\sqrt{N}}W_N$ be a random real symmetric Wigner matrix (1.1), (1.4) such that the condition (1.36) is satisfied for some fixed $m \geq 1$. Then there exists a random real symmetric Wigner matrix $T_N$ and a non-random positive sequence $\epsilon_N \to 0$ as $N \to \infty$ such that the properties (2.24-2.29) from Lemma 2.2 are satisfied and, in addition,

$$\mathbb{V}[(G_N)_{ij}(z)] = O \left( \frac{(\mathbb{E}\|G_N(z)\|^2)P_4(\|\Im z\|^{-1})}{N} \right),$$

$$1 \leq i \leq m, \ 1 \leq j \leq N, \ \text{uniformly on } \mathbb{C} \setminus \mathbb{R}, \ \text{where } G_N(z) := \left(zI_N - \frac{1}{\sqrt{N}}T_N\right)^{-1} \text{ is the resolvent of } \frac{1}{\sqrt{N}}T_N.$$

An equivalent result holds in the Hermitian case.

Proof. The existence of a Wigner random matrix $T_N$ that satisfies (2.24-2.29) follows from Lemma 2.2. All is left to us is to show that (3.6) holds. Since $\mathbb{P}(X_N = T_N) \to 1$ as $N \to \infty$, we can assume, without loss of generality, that $T_N = X_N$.

Let $L$ be a positive constant that will be later chosen to be sufficiently large depending on $\sigma, \sigma_1, \text{ and } m_4$. We note that if

$$\frac{1}{|\Im z|^4 N} \geq \frac{1}{L} \quad \text{(3.7)}$$

then

$$\mathbb{V}[(R_N)_{ij}(z)] \leq \mathbb{E}\|R_N(z)\|^2 \leq \frac{L\mathbb{E}\|R_N(z)\|^2}{|\Im z|^4 N}. \quad \text{(3.8)}$$

Thus, (3.7) implies (3.6).

Now, let us assume that

$$\frac{1}{|\Im z|^4 N} < \frac{1}{L} \quad \text{(3.9)}$$

One can rewrite (3.9) as

$$|\Im z| > \frac{L^{1/4}}{N^{1/4}}. \quad \text{(3.10)}$$

Let us fix $1 \leq i, j \leq m$. Then

$$z\mathbb{E}R_{ij}(z) = \delta_{ij} + \sum_{k=1}^{N} \mathbb{E}(X_{ik}R_{kj}(z)). \quad \text{(3.11)}$$

To estimate $\mathbb{E}(X_{ik}R_{kj}(z))$, we use the decoupling formula (see e.g. (i) in Section 2 in [16] and Proposition 3.1 in [19]). Let $\xi$ be a real random variable with $p + 2$
finite moments, and \( \phi \) a real-valued function with \( p + 1 \) continuous and bounded derivatives. Then

\[
\mathbb{E}(\xi \phi(\xi)) = \sum_{a=0}^{p} \frac{\kappa_{a+1}}{a!} \mathbb{E}(\phi^{(a)}(\xi)) + \epsilon_{p+1},
\]

(3.12)

where \( \kappa_{a} \) are the cumulants of \( \xi \),

\[
|\epsilon_{p+1}| \leq C \sup_{t} |\phi^{(p+1)}(t)| |\mathbb{E}(|\xi|^{p+2})|,
\]

(3.13)

and \( C \) depends only on \( p \). Moreover, as follows from the proof of Proposition 3.1 in [19], if \( \text{supp}(\xi) \subset [-K, K] \) then the supremum on the r.h.s. of (3.13) can be taken over \( t \in [-K, K] \).

The derivative of \( R_{kl} \) with respect to \( X_{pq} \), for \( p \neq q \) is given by

\[
\frac{\partial R_{kl}}{\partial X_{pq}} = R_{kp}R_{ql} + R_{kq}R_{pl}.
\]

(3.14)

For \( p = q \) the derivative is given by

\[
\frac{\partial R_{kl}}{\partial X_{pp}} = R_{kp}R_{pl}.
\]

(3.15)

Applying (3.12–3.15) to the term \( \mathbb{E}(X_{ik}R_{kj}) \) in (3.11), we obtain the following Master equation

\[
\frac{z}{\mathbb{E}} R_{ij}(z) = \delta_{ij} + \sigma^2 \mathbb{E}[R_{ij}(z)\text{tr}_N R_N(z)] + \frac{\sigma^2}{N} \mathbb{E}[(R_N(z)^2)_{ij}]
\]

(3.16)

\[
- \frac{2\sigma^2}{N} \mathbb{E}[R_{ij}(z)R_{ij}(z)] + r_N
\]

(3.17)

\[
= \delta_{ij} + \sigma^2 \mathbb{E}[R_{ij}(z)\text{tr}_N R_N(z)] + r_N + O\left(\frac{\mathbb{E}[\|R_N(z)\|^2]}{N}\right),
\]

(3.18)

where \( r_N \) contains the third cumulant term corresponding to \( p = 2 \) in (3.12), and the error due to the truncation of the decoupling formula (3.12) at \( p = 2 \). For \( k = i \), we truncate the decoupling formula (3.12) at \( p = 0 \).

We will need the following lemma.

**Lemma 3.1.** The following two bounds hold.

\[
\text{Cov}(R_{ij}(z), \text{tr}_N R_N(z)) = O\left(\frac{P_2(|3m z|^{-1})\mathbb{E}[\|R_N(z)\|^{3/2}]}{N}\right),
\]

(3.19)

uniformly in \( z \in \mathbb{C} \setminus \mathbb{R} \).

\[
r_N = O\left(\frac{P_2(|3m z|^{-1})\mathbb{E}[\|R_N(z)\|^2]}{N}\right),
\]

(3.20)

uniformly in \( z \) satisfying (3.10), where \( L \) is an arbitrary fixed positive number.

**Proof.** The bound (3.19) follows from the first of the two bounds on the variance of the trace of the resolvent in Proposition 2 of [20]. It should be mentioned that the bound is valid provided the second moments of the diagonal entries are uniformly bounded and the fourth moments of the off-diagonal entries are also uniformly bounded ([24]).

To prove the bound (3.20), one has to study the third cumulant term that corresponds to \( p = 2 \) in the decoupling formula (3.12) for \( k \neq i \) and the error terms due to the truncation of (3.12) at \( p = 2 \) for \( k \neq i \) and at \( p = 0 \) for \( k = i \).
The third cumulant term gives
\[
\frac{1}{2! N^{3/2}} [4\mathbb{E}( \sum_{k:k \neq i} \kappa_3((W_N)_{ik}) R_{ik} R_{ik} R_{ik}) + 2\mathbb{E}( \sum_{k: k \neq i} \kappa_3((W_N)_{ik}) R_{ik} R_{kk} R_{kj}) + 2\mathbb{E}( \sum_{k: k \neq i} \kappa_3((W_N)_{ik}) (R_{ik})^2 R_{jk})],
\]
where \(\kappa_3((W_N)_{ik})\) denotes the third cumulant of \((W_N)_{ik}\). Since \(|\kappa_3((W_N)_{ik})| \leq \text{const}(m_4)\),
\[
\sum_k |R_{ik}|^2 \leq \|R_N(z)\|^2, \quad \text{and} \quad |R_{pq}|(z) \leq \|R_N(z)\| \leq \frac{1}{|\Im(z)|},
\]
(3.21) one observes that the third cumulant term can be bounded in absolute value by
\[
O \left( \frac{\mathbb{E}\|R_N(z)\|^2}{|\Im(z)| N} \right).
\]

To estimate the error term due to the truncation of (3.12) at \(p = 2\) for \(k \neq i\), we have to consider finitely many sums of the following form
\[
N^{-2} \mathbb{E} \left( \sum_{k:k \neq i} \sup_{|x| \leq \epsilon_N N^{-1/4}} |R_{ab}^{(1)}| |R_{cd}^{(2)}| |R_{ef}^{(3)}| |R_{pq}^{(4)}| \right),
\]
(3.22) where \(a, b, c, d, e, f, p, q, s \in \{i, k, j\}\), the supremum in (3.22) is considered over all possible resolvents \(R^{(l)} = (z - X_N^{(l)})^{-1}, \ l = 1, \ldots, 4\) of rank two perturbations \(X_N^{(l)} = X_N + x E_{ik}\) of \(X_N\) with \((E_{ik})_{jh} = \delta_{ij} \delta_{kh} + \delta_{ih} \delta_{kj}\). Since
\[
|X_{ik}| \leq \epsilon_N N^{-1/4}, \ k \neq i, \ \epsilon_N \to 0 \text{ as } N \to \infty,
\]
by (2.29), we can restrict \(x\) in the supremum in (3.22) to \(|x| \leq \epsilon_N N^{-1/4}\). Then
\[
R_{N}^{(l)}(z) = (z I_N - X_N)_{ik}^{-1} = (z I_N - X_N + x E_{ik})^{-1} = (I_N + R_N(z)x E_{ik})^{-1} R_N(z).
\]
Since by taking into account (3.10)
\[
\|R_N(z)x E_{ik}\| \leq \frac{1}{|\Im(z)|} \epsilon_N N^{-1/4} \leq \frac{N^{1/4}}{L^{1/4}} \epsilon_N N^{-1/4} = \epsilon_N L^{-1/4} = o(1),
\]
we have
\[
\|R_N^{(l)}(z)\| \leq \|R_N(z)\|(1 + o(1)),
\]
and we obtain that the expression in (3.22) can be bounded from above by \(O \left( \frac{\mathbb{E}\|R_N(z)\|^4}{N} \right)\).

It follows from
\[
\|R_N(z)\| = \frac{1}{\text{dist}(z, S_P(X_N))} \leq |\Im(z)|^{-1}.
\]
(3.23) that one can write the upper bound as \(O \left( \frac{\mathbb{E}\|R_N(z)\|^2}{|\Im(z)|^{1/2}} \right)\).

To estimate the error term due to the truncation of (3.12) at \(p = 0\) for \(k = i\), one proceeds in a similar manner. Lemma 3.1 is proven.

The rest of the proof of Proposition 3.2 is similar to the proof of (3.3) in [23]. The details are left to the reader.
4. Proof of Theorem 1.3

The goal of this Section is to prove Theorem 1.3.

First, we extend the estimates of Proposition 3.1 to a sufficiently wide class of test function by using Helffer-Sj"ostrand functional calculus ([14], [10]) as in [23]. Let \( f \in C^{l+1}(\mathbb{R}) \) decay at infinity sufficiently fast. Then, one can write

\[
f(X_N) = -\frac{1}{\pi} \int_{\mathbb{C}} \frac{\partial \hat{f}}{\partial \bar{z}} R_N(z) \, dx \, dy, \quad \frac{\partial \hat{f}}{\partial \bar{z}} := \frac{1}{2} \left( \frac{\partial \hat{f}}{\partial x} + i \frac{\partial \hat{f}}{\partial y} \right)
\]

where:

i) \( z = x + iy \) with \( x, y \in \mathbb{R} \);

ii) \( \hat{f}(z) \) is the extension of the function \( f \) defined as follows

\[
\hat{f}(z) := \left( \sum_{n=0}^{l} \frac{f^{(n)}(x)(iy)^n}{n!} \right) \sigma(y);
\]

here \( \sigma \in C^\infty(\mathbb{R}) \) is a nonnegative function equal to 1 for \( |y| \leq 1/2 \) and equal to zero for \( |y| \geq 1 \).

Using the definition of \( \hat{f} \) (see (4.2)) one can calculate

\[
\frac{\partial \hat{f}}{\partial \bar{z}} = \frac{1}{2} \left( \frac{\partial \hat{f}}{\partial x} + i \frac{\partial \hat{f}}{\partial y} \right) = \frac{1}{2} \left( \sum_{n=0}^{l} \frac{f^{(n)}(x)(iy)^n}{n!} \right) \frac{d\sigma}{dy} + \frac{1}{2} f^{(l+1)}(x)(iy)^l \frac{\sigma(y)}{l!}
\]

and derive the crucial bound

\[
\left| \frac{\partial \hat{f}}{\partial \bar{z}}(x + iy) \right| \leq \text{Const} \max \left( \frac{d^j f}{dx^j}(x), \ 1 \leq j \leq l + 1 \right) |y|^l.
\]

Directly following the calculations in Section 3 of [23], one obtains the following extension to a non-i.i.d. setting of Proposition 1.1 in [23].

**Proposition 4.1.** Let \( X_N = \frac{1}{\sqrt{N}} W_N \) be a random real symmetric (Hermitian) Wigner matrix \((1.1), (1.4)\) (respectively \(1.8, 1.10\)). Then the following holds.

(i) Let \( L \) be some positive number, \( f \in C^7(\mathbb{R}) \) with compact support, and \( \text{supp}(f) \subset [-L, +L] \). Then there exists a constant \( \text{Const}(L, \sigma, \sigma_1, m_4) \) such that

\[
|\mathbb{E}(f(X_N)_{ii}) - \int_{-2\sigma}^{2\sigma} f(x) \frac{1}{2\pi \sigma^2} \sqrt{4\sigma^2 - x^2} \, dx| \leq \text{Const}(L, \sigma, \sigma_1, m_4) \frac{\|f\|_{C^7([-L, +L])}}{N},
\]

\( 1 \leq i \leq N \).

(ii) Let \( f \in C^8(\mathbb{R}) \), then there exists a constant \( \text{Const}(\sigma, \sigma_1, m_4) \) such that

\[
|\mathbb{E}(f(X_N)_{ii}) - \int_{-2\sigma}^{2\sigma} f(x) \frac{1}{2\pi \sigma^2} \sqrt{4\sigma^2 - x^2} \, dx| \leq \text{Const}(\sigma, \sigma_1, m_4) \frac{\|f\|_{C^8([-L, +L])}}{N}, \quad 1 \leq i \leq N.
\]

where \( \|f\|_{n,1,+} \) is defined in \((1.43)\).
(iii) Let \( f \in C^6(\mathbb{R}) \), then
\[
|\mathbb{E}(f(X_N)_{jk})| \leq \text{Const}(\sigma, \sigma_1, m_4) \frac{\|f\|_{6,1}}{N}, \quad 1 \leq j < k \leq N,
\]  
where \( \|f\|_{n,1} \) is defined in (1.20).

(iv) Let \( f \in C^4(\mathbb{R}) \), then
\[
\nabla(f(X_N)_{ij}) \leq \text{Const}(\sigma, \sigma_1, m_4) \frac{\|f\|_{2,1}}{N}, \quad 1 \leq i, j \leq N.
\]  

(v) If

\[
\sup_{i \neq j, N} \mathbb{E}|(W_N)_{ij}|^5 < \infty, \quad \sup_{i, N} \mathbb{E}|(W_N)_{ii}|^3 < \infty,
\]
and \( f \in C^{10}(\mathbb{R}) \), then one can improve (4.8), namely
\[
|\mathbb{E}(f(X_N)_{jk})| \leq \text{Const} \frac{\|f\|_{10,1}}{N^{3/2}}, \quad 1 \leq j < k \leq N,
\]  
where \( \text{Const} \) depends on \( \sup_{i \neq j, N} \mathbb{E}|(W_N)_{ij}|^5 \), and \( \sup_{i, N} \mathbb{E}|(W_N)_{ii}|^3 \).

The next proposition is a corollary of Propositions 2.2 and 3.2.

**Proposition 4.2.** Let \( X_N = \frac{1}{\sqrt{N}} W_N \) be a random real symmetric Wigner matrix (1.1), (1.4) such that (1.36) is satisfied for some fixed \( m \geq 1 \). Then there exists a random real symmetric Wigner matrix \( T_N \) and a non-random positive sequence \( \varepsilon_N \to 0 \) as \( N \to \infty \) such that the properties (2.24-2.29) from Lemma 2.2 are satisfied. In addition, for \( s > 3 \), there exists a constant \( \text{const}_s \) that depends on \( s, \sigma, \sigma_1, \) and \( m_4 \) such that for \( f \in H_s \)
\[
\nabla[f(T_N/\sqrt{N})_{ij}] \leq \text{const}_s \frac{\|f\|^2}{N}, \quad 1 \leq i \leq m, \quad 1 \leq j \leq N.
\]  

**Proof.** The existence of random real symmetric Wigner matrix \( T_N \) satisfying (2.24, 2.29) has been proven in Lemma 2.2. Since \( P(X_N = T_N) \to 1 \) as \( N \to \infty \), we can assume without loss of generality that \( T_N = X_N \).

Let us first consider the diagonal case \( i = j \). Without loss of generality, one can assume \( i = 1 \). Define a random spectral measure
\[
\mu(dx, \omega) := \sum_{l=1}^{N} \delta(x - \lambda_l)|\phi_l(1)|^2,
\]
where \( \lambda_l, 1 \leq l \leq N \), are the eigenvalues of \( X_N \) and \( \phi_l, 1 \leq l \leq N \), are the corresponding normalized eigenvectors. Since by the result by Latala [17]
\[
\sup_N \mathbb{E}\|X_N\| < \infty,
\]
we have
\[
\mathbb{E} \int |x| \mu(dx, \omega) = \mathbb{E}(\|X_N\|_{11}) < \infty,
\]
one can apply Proposition 2.2 and obtain
\[
\nabla[f(X_N)_{11}] \leq \text{Const}_s \frac{\|f\|_{s}^2}{N} \int_0^\infty dy y^{2s-1} \int_{-\infty}^\infty V[(R_N(x + iy))_{11}] dx.
\]  

(4.12)
To estimate the integral \( \int_{-\infty}^{\infty} V[(R_N(x + iy))_{11}] \, dx \) in (4.12), one uses the upper bound (3.6) in Proposition 3.2 to obtain
\[
\frac{P_4(y^{-1})}{N} \int_{-\infty}^{\infty} ||R_N(x + iy)||^2 \, dx \quad (4.13)
\]
\[
+ \frac{P_4(y^{-1})}{N} \int_{-\infty}^{\infty} ||R_N(x + iy)||^{3/2} \, dx. \quad (4.14)
\]
We will treat the first term (4.13). The second term (4.14) can be treated in a similar fashion. For \( x \in [-\|X_N\|, +\|X_N\|] \), we use the trivial bound
\[
||R_N(x + iy)||^2 \leq \frac{1}{y^2}.
\]
For \( |x| > \|X_N\| \), we write
\[
||R_N(x + iy)||^2 \leq \frac{1}{(x - \|X_N\|^2 + y^2}.
\]
Thus,
\[
\int_{-\infty}^{\infty} ||R_N(x + iy)||^2 \, dx \leq \frac{2\|X_N\|}{y^2} + \frac{\pi}{y}. \quad (4.15)
\]
Since (17)
\[
\sup_N \mathbb{E}\|X_N\| < \infty,
\]
we obtain
\[
\forall [f(X_N)_{11}] \leq \text{Const}_s \frac{\|f\|^2}{N} \int_0^\infty dy e^{-y} y^{2s-1} P_4(y^{-1}) \left( \frac{\text{const}_1}{y^2} + \frac{\text{const}_2}{y^{1/2}} \right). \quad (4.16)
\]
If \( s > 3 \), the integral in (4.10) converges.

In the off-diagonal case \( i \neq j \), one can consider the (complex-valued) measure
\[
\mu(dx, \omega) := \sum_{l=1}^N \delta(x - \lambda_l) \overline{\phi_l(i) \phi_l(j)},
\]
write it as a linear combination of probability measures, and apply Proposition 2.2 to each probability measure in the linear combination. Proposition 4.2 is proven.

Now, we are ready to prove Theorem 1.3. Let \( m \) be a fixed positive integer. Denote by \( W_N^{(m)} \) the \( m \times m \) upper-left corner submatrix of \( W_N \), and by \( R_N^{(m)}(z) \) the \( m \times m \) upper-left corner of the resolvent matrix \( R_N(z) \). Our next step is to compute the limiting distribution of the normalized entries of \( R_N^{(m)}(z) \) in the limit \( N \to \infty \). In the i.i.d. setting, this was done in Theorem 1.1 (real symmetric case) and Theorem 1.5 (Hermitian case) in [23]. Below, we extend these results to the non-i.i.d. setting. We start with the real symmetric case. Define
\[
\Upsilon_N(z) := \sqrt{N} \left( R_N^{(m)}(z) - g_\sigma(z) I_m \right), \quad z \in \mathbb{C} \setminus [-2\sigma, 2\sigma], \quad (4.17)
\]
\[
\Psi_N(z) := \Upsilon_N(z) - g_\sigma^2(z) W_N^{(m)} = \sqrt{N} \left( R_N^{(m)}(z) - g_\sigma(z) I_m \right) - g_\sigma^2(z) W_N^{(m)}. \quad (4.18)
\]
Clerally, \( \Psi_N(z) \) and \( \Psi_N(z) \) are random function with values in the space complex symmetric \( m \times m \) matrices. (real symmetric \( m \times m \) matrices for real \( x \)). Define

\[
\varphi(z, w) := \int_{-2\sigma}^{2\sigma} \frac{1}{z-x} \frac{1}{w-x} \frac{1}{2\pi\sigma^2} \sqrt{4\sigma^2 - x^2} dx = \left\{ \begin{array}{ll}
-\frac{g_o(w)-g_o(z)}{w-z} : & \text{if } w \neq z, \\
-g_o'(z) : & \text{if } w = z.
\end{array} \right.
\]

for \( z, w \in \mathbb{C} \setminus [-2\sigma, 2\sigma] \). One can write \( \varphi(z, w) = \mathbb{E} \left( \frac{1}{z-\eta} \frac{1}{w-\eta} \right) \), where \( \eta \) is a Wigner semicircle law \((1.12)\) random variable. Let

\[
\varphi_+ (z, w) = \int_{-2\sigma}^{2\sigma} \Re \frac{1}{z-x} \frac{1}{w-x} \frac{1}{2\pi\sigma^2} \sqrt{4\sigma^2 - x^2} dx
\]

(4.20)

\[
= \frac{1}{4} \left( \varphi(z, w) + \varphi(\bar{z}, \bar{w}) + \varphi(\bar{z}, w) + \varphi(z, \bar{w}) \right),
\]

\[
\varphi_- (z, w) = \int_{-2\sigma}^{2\sigma} \Im \frac{1}{z-x} \frac{1}{w-x} \frac{1}{2\pi\sigma^2} \sqrt{4\sigma^2 - x^2} dx
\]

(4.21)

\[
= \frac{1}{4} \left( \varphi(z, w) + \varphi(\bar{z}, \bar{w}) - \varphi(\bar{z}, w) - \varphi(z, \bar{w}) \right),
\]

(4.22)

\[
\varphi_{++} (z, w) := \int_{-2\sigma}^{2\sigma} \Re \frac{1}{z-x} \frac{1}{w-x} \frac{1}{2\pi\sigma^2} \sqrt{4\sigma^2 - x^2} dx
\]

Theorem 4.1. Let \( X_N = \frac{1}{\sqrt{N}} W_N \) be a random real symmetric Wigner matrix \((1.1), \,(1.4)\). Let \( m \) be a fixed positive integer and assume that for \( 1 \leq i \leq m \) the conditions \((1.36)\) and \((1.38)\) are satisfied. Also assume that the Lindeberg type condition \((1.3)\) for the second moments of the off-diagonal entries and the Lindeberg type condition \((1.3)\) for the second moments of the diagonal entries are satisfied.

Then the random field \( \Psi_N(z) \) in \((4.19)\) converges in finite-dimensional distributions to the random field

\[
\Psi(z) = g_o^2(z) Y(z),
\]

(4.23)

where \( Y(z) = (Y_{ij}(z)) \), \( Y_{ij}(z) = Y_{ji}(z) \), \( 1 \leq i, j \leq m \), is the Gaussian random field such that

\[
\text{Cov}(\Re Y_{ii}(z), \Re Y_{ij}(w)) = \kappa(i) \Re g_o(z) \Re g_o(w) + 2\sigma^4 \varphi_{++}(z, w),
\]

(4.24)

\[
\text{Cov}(\Im Y_{ii}(z), \Im Y_{ij}(w)) = \kappa(i) \Im g_o(z) \Im g_o(w) + 2\sigma^4 \varphi_{--}(z, w),
\]

(4.25)

\[
\text{Cov}(\Re Y_{ij}(z), \Re Y_{ij}(w)) = \kappa(i) \Re g_o(z) \Re g_o(w) + 2\sigma^4 \varphi_{++}(z, w),
\]

(4.26)

\[
\text{Cov}(\Im Y_{ij}(z), \Im Y_{ij}(w)) = \sigma^4 \varphi_{++}(z, w), \ i \neq j,
\]

(4.27)

\[
\text{Cov}(\Re Y_{ij}(z), \Im Y_{ij}(w)) = \sigma^4 \varphi_{--}(z, w), \ i \neq j,
\]

(4.28)

\[
\text{Cov}(\Im Y_{ij}(z), \Re Y_{ij}(w)) = \sigma^4 \varphi_{--}(z, w), \ i \neq j,
\]

(4.29)

where \( \kappa(i) = m_4(i) - 3\sigma^4 \), \( 1 \leq i \leq m \), and \( m_4(i) \) is defined in \((1.38)\). In addition, for any finite \( r \geq 1 \), the entries \( Y_{i_l j_l}(z_l) \), \( 1 \leq i_l \leq j_l \leq m \), \( 1 \leq l \leq r \), are independent if for any \( 1 \leq l \leq r \) one has \((i_{l_1}, j_{l_1}) \neq (i_{l_2}, j_{l_2})\).

Now, we consider the Hermitian case. As before, we define by \((1.18)\) the matrix-valued random field \(\Psi_N(z)\), \( z \in \mathbb{C} \setminus [-2\sigma, 2\sigma] \). \(\Psi_N(x)\) is Hermitian for real \( x \) and, more generally, \(\Psi_N(z) = \Psi_N(\bar{z})^*\).
Theorem 4.2. Let \( X_N = \frac{1}{\sqrt{N}} W_N \) be a random real Hermitian Wigner matrix \((1.8)\). Let \( m \) be a fixed positive integer and assume that for \( 1 \leq i \leq m \) the conditions \((1.36)\) and \((1.38)\) are satisfied. Also assume that the Lindeberg type condition \((1.2)\) for the fourth moments of the off-diagonal entries and the Lindeberg type condition \((1.3)\) for the second moments of the diagonal entries are satisfied.

Then the random field \( \Psi_N(z) \) converges in finite-dimensional distributions to the random field

\[
\Psi(z) = g_2^2(z) Y(z),
\]

where \( Y(z) = (Y_{ij}(z)) \), \( 1 \leq i, j \leq m \), is the Gaussian random field such that

\[
\begin{align*}
\text{Cov}(\Re Y_{ii}(z), \Re Y_{ii}(w)) &= \kappa_4(i) \Re g_\sigma(z) \Re g_\sigma(w) + \sigma^4 \varphi_{++}(z, w), \\
\text{Cov}(\Im Y_{ii}(z), \Im Y_{ii}(w)) &= \kappa_4(i) \Im g_\sigma(z) \Im g_\sigma(w) + \sigma^4 \varphi_{--}(z, w), \\
\text{Cov}(\Re Y_{ij}(z), \Re Y_{ij}(w)) &= \frac{1}{2} \sigma^4 (\varphi_{++}(z, w) + \varphi_{--}(z, w)), \quad i \neq j, \\
\text{Cov}(\Im Y_{ij}(z), \Im Y_{ij}(w)) &= \frac{1}{2} \sigma^4 (\varphi_{--}(z, w) - \varphi_{++}(w, z)), \quad i \neq j,
\end{align*}
\]

where \( \kappa_4(i) = m_4(i) - 2 \sigma^4 \), \( 1 \leq i \leq m \), and \( m_4(i) \) is defined in \((1.38)\).

In addition, for any finite \( r \geq 1 \), the entries \( Y_{ii}(z_l) \), \( 1 \leq i \leq m \), \( 1 \leq l \leq r \), are independent provided \( (i_1, j_1) \neq (i_2, j_2) \) for \( 1 \leq l_1 \neq l_2 \leq r \).

Remark 4.1. If the distribution of the entries of \( W_N \) does not depend on \( N \), the random field

\[
\Upsilon_N(z) = \sqrt{N} \left( R^{(m)}(z) - g_\sigma(z) I_m \right), \quad z \in \mathbb{C} \setminus [-2\sigma, 2\sigma]
\]

converges in finite-dimensional distributions to \( g_2^2(z)(Y(z) + W^{(m)}) \), where \( Y(z) \) is independent from \( W^{(m)} \).

Below, we sketch the proof of Theorem 4.1. The proof in the Hermitian case is very similar.

Proof. As in \([23]\), one can write

\[
R_N^{(m)}(z) = \left( zI_m - X^{(m)} - M^* \tilde{R} M \right)^{-1} = \left( zI_m - \frac{1}{\sqrt{N}} W_N^{(m)} - M^* \tilde{R} M \right)^{-1},
\]

where \( X_N^{(m)} \) is the \( m \times m \) upper-left corner submatrix of \( X_N \), \( \tilde{X}^{(N-m)} \) is the \( (N-m) \times (N-m) \) lower-right corner submatrix of \( X_N \),

\[
\tilde{R}_N(z) = \left( zI_{N-m} - \tilde{X}^{(N-m)} \right)^{-1},
\]

is the resolvent of \( \tilde{X}^{(N-m)} \), and \( M \) is the the \( (N-m) \times m \) lower-left corner submatrix of \( X_N \). We will denote by \( x^{(1)}, \ldots, x^{(m)} \in \mathbb{R}^{N-m} \) the (column) vectors that form \( M \), and by \( M^* \) the adjoint matrix of \( M \).

It follows from Proposition \([23]\) that \( \tilde{R}_N(z) \) is well defined for any fixed \( z \in \mathbb{C} \setminus [-2\sigma, 2\sigma] \) with probability going to 1.
Define the $m \times m$ matrix $\Gamma_N(z)$ as
\[
(\Gamma_N)_{ij}(z) = (W_N)_{ij} + \sqrt{N} \left( (x^{(i)}, \tilde{R}(z)x^{(j)}) - \sigma^2 g_\sigma(z) \delta_{ij} \right), \quad 1 \leq i, j \leq m. \tag{4.38}
\]

Then
\[
\Gamma_N(z) = W_N^{(m)} + Y_N(z), \tag{4.39}
\]
where
\[
(Y_N(z))_{ij} = Y_{ij}(z) = \sqrt{N} \left( (x^{(i)}, \tilde{R}(z)x^{(j)}) - \sigma^2 g_\sigma(z) \delta_{ij} \right), \quad 1 \leq i, j \leq m. \tag{4.40}
\]

Equations (4.37) and (4.38) imply
\[
\tilde{R}^{(m)}(z) = \left( \frac{1}{g_\sigma(z)} I_m - \frac{1}{\sqrt{N}} \Gamma_N(z) \right)^{-1}. \tag{4.41}
\]

It will follow from the Central Limit Theorem for Quadratic Forms (see discussion below and the Appendix) that $\|\Gamma_N(z)\|$ is bounded in probability. This would imply that
\[
Y_N(z) = \sqrt{N} \left( \tilde{R}^{(m)}(z) - g_\sigma(z) I_m \right) = g_\sigma(z) \Gamma_N(z) + o(1), \tag{4.42}
\]
in probability (meaning that the error term goes to zero in probability), and
\[
\Psi_N(z) = \sqrt{N} \left( \tilde{R}^{(m)}(z) - g_\sigma(z) I_m \right) - g_\sigma(z) W_N^{(m)} = g_\sigma^2(z) Y_N(z) + o(1), \tag{4.43}
\]
in probability.

To estimate $\|\Gamma_N(z)\|$, where $\Gamma_N(z) = W_N^{(m)} + Y_N(z)$, we note that for fixed $m$, $\|W_N^{(m)}\|$ is bounded in probability. Let us consider in more detail $Y_N(z)$. Assume that $z$ is fixed and $\Im z \neq 0$. It follows from
\[
\mathbb{E}Y_N(z) = \sqrt{N} \sigma^2 (g_\sigma(z) - g_\sigma(z)) I_m,
\]
and Proposition 3.1 that $\mathbb{E}Y_N(z) \to 0$. Thus,
\[
Y_N(z)_{ij} = \sqrt{N} \left( (x^{(i)}, \tilde{R}(z)x^{(j)}) - \mathbb{E}(x^{(i)}, \tilde{R}(z)x^{(j)}) \right) + o(1), \quad 1 \leq i, j \leq m. \tag{4.44}
\]

We note that the vectors $x^{(i)}$, $1 \leq i \leq m$, are independent from $\tilde{R}(z)$. In the Appendix, we point out that the Central Limit Theorem for Quadratic Forms also holds in the non-i.i.d. case under the conditions on the entries of $x^{(i)}$, $1 \leq i \leq m$, that are equivalent to (1.36). This implies that $\|Y_N(z)\|$ is bounded in probability, and therefore $\|\Gamma_N(z)\|$ is bounded as well, which implies (4.2) (4.3).

To study the finite-dimensional distributions of $Y_N(z)$, we fix a positive integer $p \geq 1$, and consider $z_1, \ldots, z_p \in \mathbb{C} \setminus \mathbb{R}$. Taking into account (4.44), the problem is reduced to the question about the joint distribution of the entries
\[
\sqrt{N} \left( (R_N(z))_{i_l, j_l} - \mathbb{E}(R_N(z))_{i_l, j_l} \right), \quad 1 \leq i_l \leq j_l \leq m, \quad 1 \leq l \leq p.
\]
To this end, we apply Theorem A.4 in the Appendix with $r = m$, and
\[
B_N^{s,t} = \sum_{l=1}^{p} \left( a_{s,t}^{(l)} \mathbb{R}(\tilde{R}(z_l)) + b_{s,t}^{(l)} \mathbb{I}(\tilde{R}(z_l)) \right), \quad 1 \leq s \leq t \leq m, \tag{4.45}
\]
where $a_{s,t}^{(l)}$, $b_{s,t}^{(l)}$, $1 \leq s \leq t \leq m$, $1 \leq l \leq p$, are arbitrary real numbers, and
\[
y_N^{(s)} = \frac{\sqrt{N}}{\sigma} x^{(s)}, \quad 1 \leq s \leq m.
\]
The condition (i) of Theorem A.4 is equivalent to \(1.30\). The condition (ii) is automatically satisfied as long as \(\Im z_l \neq 0\), \(1 \leq l \leq m\). Conditions (iii) and (iv) are equivalent to

\[
\frac{1}{N-m} \text{Tr} \left( \Re(\tilde{R}(z)) \Re(\tilde{R}(w)) \right) \to \varphi_{++}(z, w),
\]

\[
\frac{1}{N-m} \text{Tr} \left( \Im(\tilde{R}(z)) \Im(\tilde{R}(w)) \right) \to \varphi_{--}(z, w),
\]

\[
\frac{1}{N-m} \text{Tr} \left( \Re(\tilde{R}(z)) \Im(\tilde{R}(w)) \right) \to \varphi_{+-}(z, w),
\]

\[
\frac{1}{N-m} \sum_{j=m+1}^{N} \kappa_4((W_N)_{ij})(\Re(\tilde{R}(z)))_{jj}(\Re(\tilde{R}(w)))_{jj} \to \kappa_4(i) \Re(g_0(z)) \Re(g_0(w)),
\]

\[
\frac{1}{N-m} \sum_{j=m+1}^{N} \kappa_4((W_N)_{ij})(\Im(\tilde{R}(z)))_{jj}(\Im(\tilde{R}(z)))_{jj} \to \kappa_4(i) \Im(g_0(z)) \Im(g_0(w)),
\]

\[
\frac{1}{N-m} \sum_{j=m+1}^{N} \kappa_4((W_N)_{ij})(\Re(\tilde{R}(z)))_{jj}(\Im(\tilde{R}(z)))_{jj} \to \kappa_4(i) \Re(g_0(z)) \Im(g_0(w)),
\]

\[
\frac{1}{N-m} \sum_{j=m+1}^{N} \kappa_4((W_N)_{ij})(\Im(\tilde{R}(z)))_{jj}(\Im(\tilde{R}(z)))_{jj} \to \kappa_4(i) \Re(g_0(z)) \Im(g_0(w)),
\]

for \(z, w \in \mathbb{C} \setminus [-2\sigma, 2\sigma]\), \(1 \leq i \leq m\), where \(\varphi_{++}(z, w), \varphi_{--}(z, w), \varphi_{+-}(z, w)\) are defined in \(4.49\), \(4.50\), and \(4.51\), and the convergence is in probability. To make the formulas \(4.49\), \(4.50\), \(4.51\) look less cumbersome, we label the diagonal entries of the \((N-m) \times (N-m)\) matrices \(\Re(\tilde{R}(z)), \Im(\tilde{R}(z))\) by index \(j = m+1, \ldots, N\).

The conditions \(4.46\), \(4.47\), \(4.48\), \(4.49\), \(4.50\), \(4.51\) follow from the semicircle law, and \(4.49\), \(4.51\) follow from the estimates \(3.42\) and \(3.44\) in Proposition 3.1. The details are left to the reader. Theorem A.4 now implies that \(Y_N(z)\) converges in finite-dimensional distributions to \(Y(z)\) for \(\Im z \neq 0\). For \(z \in \mathbb{R} \setminus [-2\sigma, 2\sigma]\), one can replace \(\tilde{R}(z)\) by \(h(X_N)\tilde{R}(z)\), where \(h\) satisfies \(1.17\) and repeat the arguments above since \(\mathbb{P}(\tilde{R}(z) \neq h(X_N)\tilde{R}(z)) \to 0\) as \(N \to \infty\).

To complete the proof of Theorem A.3 we first restrict our attention to the four time continuously differentiable test functions with compact support. Let \(f \in C^4_c(\mathbb{R})\). It follows from Theorem 1.1 and Proposition 2.1 that the result of Theorem A.3 holds for finite linear combinations

\[
\sum_{i=1}^{k} a_i h_i(x) \frac{1}{z_i-x}, \quad z_i \notin [-2\sigma, 2\sigma], \quad 1 \leq l \leq k,
\]

where \(h_i \in C^\infty_c(\mathbb{R}), 1 \leq l \leq k\), satisfies \(1.17\). By Stone-Weierstrass theorem (see e.g. \(23\)), one can approximate an arbitrary \(C^4_c(\mathbb{R})\) by functions of the form \(4.52\). Moreover, if \(\text{supp}(f) \subset [-A, A]\), one can choose the approximating sequence in such a way that \(\text{supp}(h_i) \subset [-A - 1, A + 1]\). Applying the bound \(1.9\) in Proposition 4.1 we show that

\[
\mathbb{V}[\sqrt{N}(f(X_N))_{ij} - \sum_{l=1}^{k} a_l (h_l(X_N))_{ij}]
\]
can be made arbitrary small uniformly in $N$, which finishes the proof for $f \in C^4_c(\mathbb{R})$.

To extend the proofs to the case of $f \in \mathcal{H}_s$, for some $s > 3$, we use the estimate (4.11) in Proposition 4.2 and approximate such $f$ by a sequence $\{f_n\}_{n \geq 1}$ such that

$$\|f - f_n\|_s \to 0, \text{ as } n \to \infty, \quad f_n \in C^4_c(\mathbb{R}), \quad n \geq 1.$$  

(4.53)

This finishes the proof of Theorem 1.3.

**Appendix A. Central Limit Theorem for Quadratic Forms**

The appendix is devoted to the formulation of the CLT type results for the quadratic forms $y^* N B y_N$ where $y_N$ is a random $N$-vector that contains independent entries with finite fourth moment and $B$ is a random $N \times N$ Hermitian matrix. The formulated results and their proofs are similar to the results in [4], [9] (see the appendix by Baik and Silverstein), and [7] since the arguments presented there work with small changes in the non-i.i.d. setting as well.

First we present the case where the entries of $Y_N$ are complex and then the case where the entries are real.

**Theorem A.1** (Central Limit Theorem for Quadratic Forms). Let $B = (b_{ij})_{1 \leq i,j \leq N}$ be a $N \times N$ random Hermitian matrix and $y_N = (y_{Nj})_{1 \leq j \leq N}$ be an independent vector of size $N$ which contains independent complex standardized entries such that $\sup_{N,j} \mathbb{E}|y_{Nj}|^4 = m_4 < \infty$ and $\mathbb{E}(y_{Nj}^2) = 0$. Assume that

(i) for all $\epsilon > 0$,

$$\frac{1}{N} \sum_{j=1}^{N} \mathbb{E}\left[|y_{Nj}|^2 - 1\right]^2 1_{\{|y_{Nj}|^2 - 1| > \epsilon \sqrt{N}\}} \longrightarrow 0$$  

(A.1)

as $N \to \infty$,

(ii) there exists a constant $a > 0$ (not depending on $N$) such that $\|B\| \leq a$,

(iii) $\frac{1}{N} \text{Tr} B^2$ converges in probability to a number $a_2$,

(iv) $\frac{1}{N} \sum_{i=1}^{N} b_{ii}^2 \kappa_4(y_{Ni})$ converges in probability to a number $a_1$,

where

$$\kappa_4(y_{Ni}) := \mathbb{E}|y_{Ni}|^4 - 2, \quad 1 \leq i \leq N.$$  

(A.2)

Then the random variable $\frac{1}{\sqrt{N}}(y_N^* B y_N - \text{Tr} B)$ converges in distribution to a Gaussian random variable with mean zero and variance

$$v^2 = a_1 + a_2.$$  

**Theorem A.2** (Central Limit Theorem for Real Quadratic Forms). Let $B = (b_{ij})_{1 \leq i,j \leq N}$ be a $N \times N$ random real symmetric matrix and $y_N = (y_{Nj})_{1 \leq j \leq N}$ be an independent vector of size $N$ which contains independent real standardized entries with $\sup_{N,j} \mathbb{E}|y_{Nj}|^4 = m_4 < \infty$ and $\mathbb{E}(y_{Nj}^2) = 0$. Assume that conditions (i)-(iv) hold as in Theorem A.1 with

$$\kappa_4(y_{Ni}) := \mathbb{E}|y_{Ni}|^4 - 3, \quad 1 \leq i \leq N.$$  

(A.3)

Then the random variable $\frac{1}{\sqrt{N}}(y_N^* B y_N - \text{Tr} B)$ converges in distribution to a Gaussian random variable with mean zero and variance

$$v^2 = a_1 + 2a_2.$$  

Finally, we formulate the multidimensional versions of Theorems A.1 and A.2. We again consider the real and complex cases separately.
Theorem A.3. Let \( \{B^{s,t} : 1 \leq s, t \leq r\} \) be a family of \( N \times N \) random matrices with the property that \( (B^{s,t})^\ast = B^{t,s} \). Let \( \{y_N^{(s)} : 1 \leq s \leq r\} \) be a family of independent \( N \)-vectors with independent complex standardized entries where \( y_N^{(s)} = (y_{N,j}^{(s)})_{1 \leq j \leq N} \), \( \sup_{N,j} E|y_{N,j}^{(s)}|^2 = m_4 < \infty \), and \( E[(y_{N,j}^{(s)})^2] = 0 \). Further assume that

1. for all \( \epsilon > 0 \),
   \[
   \frac{1}{N} \sum_{j=1}^{N} E \left[ |y_{N,j}^{(s)}|^2 - 1 \right] \left[ \frac{2}{N} \left| \frac{1}{\varepsilon \sqrt{N}} \right| \to 0 \right.
   \]
   as \( N \to \infty \) for each \( 1 \leq s \leq r \),
2. there exists a constant \( a > 0 \) (not depending on \( N \)) such that \( \max_{1 \leq s,t \leq r} \|B^{s,t}\| \leq a \),
3. \( \frac{1}{N} \text{Tr}((B^{s,t})^\ast B^{s,t}) \) converges in probability to a number \( a_2(s,t) \),
4. \( \frac{1}{\sqrt{N}} \sum_{i=1}^{N} (B^{s,s})_{i,i} \kappa_4(y_{N,i}^{(s)}) \) converges in probability to a number \( a_1(s) \), where
   \[
   \kappa_4(y_{N,i}^{(s)}) = E|y_{N,i}^{(s)}|^4 - 2, \quad 1 \leq i \leq N. \]

Then the \( r \times r \) matrix
\[
G_N = \frac{1}{\sqrt{N}} \left( (y_N^{(s)})^\ast B^{s,t} y_N^{(t)} - \delta_{s,t} \text{Tr}B^{s,t} \right)_{1 \leq s,t \leq r}
\]
converges in distribution to an \( r \times r \) Hermitian matrix \( G \) such that the linearly independent entries are statistically independent and \( \mathcal{N}(G_{s,t}), \Im(G_{s,t}) \sim \mathcal{N}(0, \frac{1}{2} a_2(s,t)) \) for \( s \neq t \) and \( G_{s,s} \sim \mathcal{N}(0, a_1(s) + 2 a_2(s,s)) \).

Theorem A.4. Let \( \{B^{s,t} : 1 \leq s, t \leq r\} \) be a family of \( N \times N \) real random matrices with the property that \( (B^{s,t})^\ast = B^{t,s} \). Let \( \{y_N^{(s)} : 1 \leq s \leq r\} \) be a family of independent \( N \)-vectors with independent real standardized entries where \( y_N^{(s)} = (y_{N,j}^{(s)})_{1 \leq j \leq N} \) and \( \sup_{N,j} E|y_{N,j}^{(s)}|^2 = m_4 < \infty \). Further assume that the conditions (i)-(iv) from Theorem A.3 hold with
\[
\kappa_4(y_{N,i}^{(s)}) = E|y_{N,i}^{(s)}|^4 - 3, \quad 1 \leq i \leq N. \]

Then the \( r \times r \) matrix
\[
G_N = \frac{1}{\sqrt{N}} \left( (y_N^{(s)})^\ast B^{s,t} y_N^{(t)} - \delta_{s,t} \text{Tr}B^{s,t} \right)_{1 \leq s,t \leq r}
\]
converges in distribution to an \( r \times r \) symmetric matrix \( G \) such that the linearly independent entries are statistically independent and \( G_{s,t} \sim \mathcal{N}(0, a_2(s,t)) \) for \( s \neq t \) and \( G_{s,s} \sim \mathcal{N}(0, a_1(s) + 2 a_2(s,s)) \).

References

[1] Anderson G.W., Guionnet A., and Zeitouni O. An Introduction to Random Matrices, Cambridge Studies in Advanced Mathematics 118, Cambridge University Press, New York, 2010.
[2] Bai, Z. D. Methodologies in spectral analysis of large-dimensional random matrices, a review. Statist. Sinica 9, 611–677 (1999).
[3] Bai Z.D., Silverstein J.W., No eigenvalues outside the support of the limiting spectral distribution of large-dimensional sample covariance matrices, Ann. Probab. 26, 316–345 (1998).
[4] Bai, Z.D. and Yao, J., Central limit theorems for eigenvalues in a spiked population model, Ann. I.H.P.-Prob.et Stat. 44, 447-474 (2008).
[5] Bai, Z.D. and Yin Y.Q., Necessary and sufficient conditions for the almost sure convergence of the largest eigenvalue of Wigner matrices, Ann. Probab. 16, 1729–1741, (1988).
6. Ben Arous G. and Guionnet A., *Wigner matrices*, in Oxford Handbook on Random Matrix Theory, edited by Akemann G., Baik J. and Di Francesco P., Oxford University Press, New York, 2011.

7. Benaych-Georges, F., Guionnet, A., Maida, M., *Fluctuations of the extreme eigenvalues of finite rank deformations of random matrices*, available at [arXiv:1009.0145v2 [math.PR]].

8. Billingsley P., *Probability and Measure*, 3rd edition, Wiley Series in Probability and Mathematical Statistics. Wiley, New York, 1995

9. Capitaine, M., Donati-Martin, C., and Féral, D., *The largest eigenvalues of finite rank deformation of large Wigner matrices: convergence and nonuniversality of the fluctuations*, Ann. Probab. 37 (2009) 1–47.

10. Davies, E.B., *The functional calculus*, J. London Math. Soc., 52, 166–176 (1995).

11. Durrett R., *Probability. Theory and Examples*, 4th ed., Cambridge University Press, New York, 2010.

12. Erdős L., *Universality of Wigner random matrices: a survey of recent results*, available at [arXiv:1004.0861 [math-ph]].

13. Erdős L., Yin J. and Yau H-T., *Rigidity of eigenvalues of generalized Wigner matrices*, available at [arXiv:1007.4652v3 [math-ph]].

14. Helffer B. and Sjöstrand J., *Equation de Schrödinger avec champ magnetique et equation de Harper*, Schrödinger Operators, Lecture Notes in Physics 345, 118-197, (eds. H. Holden and A. Jensen) Springer, Berlin 1989.

15. Johansson K., *On fluctuations of eigenvalues of random Hermitian matrices*, Duke Math. J., 91, No. 1, 151–204 (1998).

16. Khorunzhy A., Khoruzhenko B. and Pastur L., *Asymptotic properties of large random matrices with independent entries*, J. Math. Phys. 37, 5033-5060 (1996).

17. Latała R., *Some estimates of norms of random matrices*, Proc. Amer. Math. Soc. 133, No. 5, 12731282 (2005).

18. Lytova A. and Pastur L., *Fluctuations of Matrix Elements of Regular Functions of Gaussian Random Matrices*, J. Stat. Phys., 134, 147-159 (2009).

19. Lytova A. and Pastur L., *Central Limit Theorem for linear eigenvalue statistics of random matrices with independent entries*, Ann. Probab., 37, 1778-1840 (2009).

20. Mathias R., *The hadamard operator norm of a circulant and applications*, SIAM J. Matrix Anal. Appl. 14, 1152-1167 (1993).

21. Mehta, M.I. *Random Matrices*. New York, Academic Press, 1991.

22. Pastur L. and Lytova A., *Non-Gaussian Limiting Laws for the Entries of Regular Functions of the Wigner Matrices*, available at [arXiv:1103.2345 [math.PR]].

23. Pizzo, A., Renfrew D., and Soshnikov A., *Fluctuations of Matrix Entries of Regular Functions of Wigner matrices*, available at [arXiv:1103.1170 [math.PR] v.4.

24. Pizzo, A., Renfrew D., and Soshnikov A., *On finite rank deformations of Wigner matrices*, available at [arXiv:1103.3751 [math.PR] v.4, to appear in Annales de l’Institut Henri Poincaré (B) Probabilités et Statistiques.

25. Reed, M. and Simon B., *Methods of Modern Mathematical Physics, Vol. 1: Functional Analysis*, 2nd ed., New York, Academic Press, 1980.

26. Scherbina M., *Central limit theorem for linear eigenvalue statistics of Wigner and sample covariance random matrices*, available at [arXiv:1101.3249 [math-ph]].

27. Scherbina M., letter from March 1, 2011.

28. Wigner, E., *On the distribution of the roots of certain symmetric matrices*, The Annals of Mathematics 67 (1958) 325-327.

Department of Mathematics, University of California, Davis, One Shields Avenue, Davis, CA 95616-8633

E-mail address: sdorourk@math.ucdavis.edu

Department of Mathematics, University of California, Davis, One Shields Avenue, Davis, CA 95616-8633

E-mail address: drenfrew@math.ucdavis.edu

Department of Mathematics, University of California, Davis, One Shields Avenue, Davis, CA 95616-8633

E-mail address: sosshniko@math.ucdavis.edu