ABSTRACT

Three-dimensional volumetric imaging of cells allows for in situ visualization, thus preserving contextual insights into cellular processes. Despite recent advances in machine learning methods, morphological analysis of sub-nuclear structures have proven challenging due to both the shallow contrast profile and the technical limitation in feature detection. Here, we present a convolutional neural network, supervised deep learning-based approach which can identify sub-nuclear structures with 90% accuracy. We develop and apply this model to C. elegans gonads imaged using focused ion
beam milling combined with scanning electron microscopy resulting in the accurate identification and segmentation of all sub-nuclear structures including entire chromosomes. We discuss in depth the architecture, parameterization, and optimization of the deep learning model, as well as provide evaluation metrics to assess the quality of the network prediction. Lastly, we highlight specific aspects of the model that can be optimized for its broad application to other volumetric imaging data as well as in situ cryo-electron tomography.

1 Introduction

Focused ion beam scanning electron microscopy (FIB-SEM) is an automated imaging technique capable of probing structure on the micrometer to nanometer scale. FIB-SEM consists of dual beam instrumentation in which a scanning electron microscope works in combination with high-energy ion beams that mill away, in situ, a resin-encased specimen. In this setup, the microscope directly observes the newly revealed ultrathin layer of the sample as it is milled away. The serial images are then collected and aligned to produce a 3d volume image stack. This led to unprecedented z-axis resolution in the range of tens of nanometer, resulting in isotropic (i.e. z-axis sectional thickness is equal to x- and y-axis pixel size), full image resolutions and user-specified site-specific selections of 4 nm³-sized voxels, achieved in a pioneering study of aldehyde-fixed mouse brain tissue images [1][2][3]. This represents an order of magnitude improvement in z-axis resolution over the best current SEM-only techniques, which alternate between imaging and cutting away the surface with diamond-tipped knives [4][5]. While these and similar cutting strategies were significant advancements for biological imaging – this represented the first instance of a fully automated, in situ volumetric EM approach performed by cutting material layers off [6]. Serial block-face methods lose consistency when cutting less than 25 µm deep [7][8], thus limiting both resolution and the acquisition volume. In replacing the diamond knife with the ion beam, FIB-SEM approaches, but does not reach, the state-of-the-art resolution for nanometer-scale 3D imaging of ~1nm-sized voxels, achieved by transmission electron microscopy (TEM) where electrons are transmitted through the medium or sample. State-of-the-art cryo-TEM imaging is typically limited to sample thickness of less than ~ 300 nm. FIB-SEM, however, allows for far greater imaging depth and unparalleled levels of automation that is constrained only by the availability of material, time, and operational costs.

Before being applied in biological settings, FIB-SEM was first proposed and implemented in soft matter physics and has long proven invaluable to material scientists, leading to effective analysis and classification of microstructures in porous media [9][10][11][12], characterization of nanopores in coal and other reservoir rocks [13][14], the reconstruction of polymer films [15][16], and better optimization and design of controlled drug release coatings [17]. FIB-SEM dual beam setups have since been explored for biological imaging, beginning with a FIB used as a cutting device for exposing tissue and gland cells in situ to subsequent SEM imaging [18]. Though imaging resolution was limited to relatively shallow depths on the scale of dozens of micrometers, this was a major step forward for FIB-SEM technology and marked the beginning of modern volumetric microscopy [19]. More recently, research developments in FIB-SEM methodology have matured the technique into an essential tool in the study of cellular biology [20][21][22][19][18][23][24]. These developmental breakthroughs include correcting for anisotropic data slicing with optical flow interpolation [25], accelerating image acquisition times via adaptive sampling that leverages multiple low-dose, quicker scans [26], software improvements incorporating back scattered electron detectors with positive sampling bias [27], and considerable improvements in hardware and reliability of continuous, long-term operational sessions, upwards of several months [27][28].

In total, the improvements in FIB-SEM imaging have led to a vast increase in the amount of high quality cellular data to analyze. This is perhaps best exemplified in the recent open-source availability on the web repository “OpenOrganelle” [3] of numerous whole cell atlas and tissue 3D images of 4 nm³ isotropic voxel resolution, with some volumes measuring greater than 100,000 µm³ in size [2]. While FIB-SEM data requires little in terms of post-processing and alignment, the sheer amount of data produced is a major bottleneck as the ever-increasing need for laborious, manual curation of expert annotations and analyses is only exacerbated. To overcome this barrier, there has been a major push towards automation in image analysis pipelines which will be crucial in furthering the understanding of cellular structures and subcellular components [29]. The rapid advances in machine learning approaches can not only accelerate microscopy data analysis but also offer researchers tools that remain significantly more tolerant to noise than traditional computer vision techniques [30]. Recent applications of machine learning in electron tomography have helped identify ribosomes, proteomes, mitochondria, Golgi, and other contrast rich objects [31][32][33][34][35][36]. Chromatin structures in the nucleus, however, have not been extensively investigated using both traditional user-dependent approaches as well as through the use of machine learning.

In this study, we apply machine learning tools for the automated delineation and pixel-by-pixel segmentation of intracellular structures in FIB-SEM-acquired image volumes of Caenorhabditis elegans (C.elegans) reproductive eggs. The data is considerably large and detailed, with a FIB-SEM state-of-the-art resolution of 4 x 4 x 4 nm³ for volumes
measuring upwards of 11,250 μ/meter³. This resolution and volume allows us to identify and segment all sub-nuclear cellular structures, including the nucleolus, chromosomes, chromosome-encased synaptonemal complexes, and nuclear membrane. Machine learning network classifier training is performed on a small subset of manually curated labels consisting of only 0.1% of all pixels in the full dataset. To the authors’ best knowledge, this full nuclear segmentation has not been performed at this resolution in an automated fashion.

The remainder of this manuscript is organized as follows: Sect. 2 describes the C. elegans sample preparation and imaging process; Sect. 3 details the data pre-processing, neural networks, training parameters, and evaluation metrics used for analysis; Sect. 4 walks the reader through the network training and image segmentation workflow; Sect. 5 presents machine learning-based segmentation results; and Sect. 6 offers a discussion on future works and the scope of the manuscript.

2 The Data

The data used in this study are volumetric images of C. elegans gonads at three different stages of meiosis I pachytene: early, mid, and late. C. elegans is generally seen as an exemplary and prototypical organism in the investigation of developmental biology [37] [38]. C. elegans was in fact the first multicellular organism to have its entire genome sequenced [39, 40]. Studies of C. elegans have helped behavioral scientists map the neural circuitry that controls touch-induced locomotion [41], deduce the functions of certain touch circuitry neurons [41], investigate clues related to the evolutionary development of the circadian clock [42], and discover nested neurological dynamics/activity patterns that govern a behavioral hierarchy of motor actions across multiple time scales [43]. C. elegans remains the only organism to have the entirety of its nervous system, also known as the connectome, mapped out [44, 45, 46].

2.1 FIBSEM Sample Preparation

One Durcupan-embedded C. elegans gonad sample was first mounted to the top of a 1 mm copper post which was in contact with the metal-stained sample for belter charge dissipation, as previously described in [27]. The vertical sample post was first trimmed to a small block of 95 x 80 x 150 μm³ containing two Regions of Interest (ROI 1-2) from top to bottom. The sample block has a width perpendicular to the ion beam, and a depth in the direction of the ion beam. After FIB-SEM imaging ROI1 and ROI2, the sample was then trimmed to the second block of 80 x 80 x 100 μm³ containing ROI3. The trimming was guided by X-ray tomography data obtained by a Zeiss Versa XRM-510 and optical inspection under a microtome. Thin layers of conductive material of 10-nm gold followed by 100-nm carbon were coated on the trimmed samples using a Gatan 681 High-Resolution Ion Beam Coater. The coating parameters were 6 keV, 200 nA on both argon gas plasma sources, 10 rpm sample rotation with 45-degree tilt.

2.2 FIB-SEM 3D large volume imaging

One FIB-SEM prepared C. elegans gonad sample was imaged sequentially by a customized Zeiss FIB-SEM system (Germini 500) previously described in [27, 47, and 2]. The block face of each ROI was imaged by a 250 pA electron beam with 0.9 keV landing energy at 200 kHz scanning rate. The x-y pixel resolution was set at 4 nm. A subsequently applied focused Ga+ beam of 15 nA at 30 keV strafed across the top surface and ablated away 4 nm of the surface. The newly exposed surface was then imaged again. The ablation-imaging cycle continued about once every 75 seconds for 9 and 6 days to complete FIB-SEM imaging ROI1 and ROI2, respectively. Such cycle extended to once every 135 seconds for 14 days to image ROI3. The acquired image stack formed a raw imaged volume, followed by post-processing of image registration and alignment via local feature matching using a Scale Invariant Feature Transform (SIFT)-based algorithm [48, 49, 50]. The aligned stack consists of final isotropic volumes of 10 × 20 × 30 μm³, 10 × 20 × 20 μm³, and 25 × 15 × 30 μm³ for ROI1, ROI2, and ROI3, respectively. The voxel size of 4 × 4 × 4 nm³ was maintained for each sample throughout entire volumes, which can be viewed in any arbitrary orientations.

3 Methods

3.1 Data Preprocessing

The images generated for the FIBSEM images are in TIFF format. ROI1 has 6801 color-scale images that are 5000 × 2500 × 3, ROI2 has 5000 images of the same size/dimensionality, and ROI3 has 8837 images that are 3750 × 6250 × 3. The nuclei are extracted sequentially from each tiff file using traditional computer vision techniques. Since the nuclear membrane is not continuous due to the presence of nuclear pore complexes which show different contrast compared to the membrane, contour detection cannot be applied directly to the raw images to isolate the
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nuclei from the 3D volume stack. Instead, we perform image pre-processing by first minimizing image noise using Gaussian blur with an $11 \times 11$ kernel. Gaussian blur enhances image structure by smoothing out pixel intensities \cite{51}, as pixel intensity and brightness are not uniform across the entirety of an image. Second, we perform Gaussian adaptive thresholding to help alleviate remaining inhomogeneous pixel intensities. Thresholding helps extract the margins of nuclei by producing a binary image of the nuclei outline. To fill the gaps in the nuclei boundaries, we first create a $7 \times 7$ elliptical kernel, which is then used to calculate the morphological gradient \cite{52, 53}, which highlights stark contrasts in neighboring pixel intensities to form object outlines using the difference between the dilation and erosion morphological operators \cite{54, 55}. The complete outlines will be fully recognized once the broken edge gaps have been filled. To accomplish this, the approximation method is set to chain approximation, and the retrieval method is set to RETR_TREE. The chain approximation method used here stores all the boundary points of the contour \cite{56, 57}. The tree retrieval method retrieves all of the contours by traversing over the ‘chains’ of boundary pixels, then reconstructs a full hierarchy of nested contours. These are then filtered to recover elliptical outlines within a specific size range. After filtering, the centroid is used to cluster the nuclei at the same location for any observed contour. Throughout the process of clustering nuclei based on position, a mapping of nuclei position and ID is retained. All of the nuclei collected are stored as JPEG files with a constant size of $1700 \times 1700$ pixels.

Figure 2 shows the manual annotations that are created for one of the ROI1 images. The annotations are created using apeer web application (CITE apeer). All the nucleolus are labeled as 1 (green), chromosome as 2 (yellow), and the synaptonemal complex as 3 (blue) with the background as 0 for every image. For the training data, 260 images are randomly sampled and annotated from the generated images of nuclei of ROI1. The generated annotation file are shuffled and processed to generate a new label for rest of the nuclei to improve the performance of the network. 10% of the data is used as a testing set for cross validation purposes.

### 3.2 Convolutional Neural Networks

Convolutional neural networks (CNNs) are feed-forward, deep learning architectures made up of several connected convolutional layers \cite{58, 59, 60}. CNNs approximate some underlying unknown function that maps input data to some target domain. In this case of this study, the mapping to be approximated is that of raw input image data to the classification of each pixel to a particular label (chromosome, nucleolus, etc.); i.e. supervised semantic segmentation.
As information passes through the network, each convolutional layer convolves the preceding layer’s output with an increasing number of two-dimensional convolutional filters, resulting in an intermediate feature map that is passed along as input to the next layer or operation. The additional operations used between adjacent convolutional layers typically consist of nonlinear activation functions and normalization layers which help expedite the learning process, and max pooling to introduce translation invariance \[61\] and reduce computational costs via spatial coordinate downsampling.

Imperative to the CNN learning process are the convolutional filters. Each filter, typically of size \(3 \times 3\) or \(5 \times 5\), consists of weights to be learned during network training and acts as a smaller receptive field of view that houses some learned feature from the overall image set which may then be re-used and applied to more-complex image reconstruction tasks in the later network layers. This allows for a more-global learning paradigm and deeper, more-parameter efficient neural network architectures than that of more-traditional fully-connected neural networks (FCNNs) \[62, 63, 64\] in which each individual pixel and connected node is assigned a learnable weight, and individual learned features remain localized to the single spatial coordinates in which they were found, not to be reused anywhere else in the network.

U-Net The main neural network model we implement for nucleolus segmentation is the U-Net \[65\], a deep convolutional network first used for pixel-by-pixel segmentation of biomedical images \[65\]. Inspired by convolutional autoencoders \[66, 67\], the U-Net, pictured in Fig. 3, is a symmetric encoder-decoder system made up of two distinct halves: the beginning contractive encoder-half on the left of Fig. 3 aims to capture contextual information and detect important image features with an increase in the number of convolutional channels and corresponding filters, while the expansive decoder-half on the right projects the learned features back into the higher resolution image space to reconstruct the input and predict a pixel-by-pixel semantic segmentation. Resulting from the encoder’s contractive operations and partitioning the two halves is a compressed, lower-dimensional “bottleneck” which forces the network to learn a compression of the overall data and learn those features most imperative to the decoder reconstruction predictions.

The U-Net remains popular in a number of current segmentation applications due to its robustness, simplicity, and ability to more readily propagate contextual information through the entirety of the network \[68, 69\]. This is accomplished through three means: a) an increase in the number of convolutional channels over traditional FCNNs, largely due to depth that U-Nets achieve, b) successive max-pooling of the data between network layers local features more-easily correlated with behavior and context at differing length scales \[70\], and c) channel-wise concatenations of encoder feature map outputs to the decoder layers. These long-reaching concatenations, know as skip connections, decouple the encoder and decoder halves, allowing for an aggregation of multi-scale feature representation at different network stages \[71, 72, 70\] and helping alleviate the vanishing gradient problem which plagues deeper networks \[73\].

Mixed-Scale Dense Networks While U-net architectures remain popular, common implementations often require over several million trainable parameters which can lead to overfitting problems and harm network robustness, especially in applications where the amount of training data is low \[63, 74\]. In response, the MSDNet \[75, 76\] architecture,
Figure 3: Schematic of a four-layer deep U-Net showing individual operations and intermediate feature map dimensions. In the left encoder-half, max pooling operations (red dotted arrows) halve spatial dimensions and convolutional operations (blue arrows) double the number of channels and filters at each subsequent layer. In the right decoder-half, convolutions decrease the number of channels and transposed convolutions (green dashed-dotted arrows) upsample the spatial dimensions. Skip connections (horizontal dashed arrows) join the two network halves. Lastly a single convolution with filter size $1 \times 1$ (purple long dashed arrows) reduces the network output to any desired n-number of channels, which in this case is four (one for background and three for the nucleolus, chromosomes, and synaptonemal complex).

depicted in Fig. 4 was developed as a deep learning framework containing fewer trainable parameters (typically two to three orders of magnitude fewer) than U-Nets. This is accomplished by densely connecting all network layers to encourage maximum reusability of image features and by replacing the typical scaling operations found in encoder-decoder networks with dilated convolutions [77] in order to probe images at different length scales. By assigning a specific dilation to each MSDNet layer, the network can learn which dilation combinations are most effective. As a result, the number of network layers and the maximum integer dilation in which to cycle through are the most significant hyperparameters in which to toggle, drastically simplifying network design. Additionally, the dense connections among intermediate feature maps creates skip connections of all possible lengths. Lost spatial information is more readily recovered with the inclusion of these dense skip connections, which furthermore helps alleviate the vanishing gradient problem that plagues deep networks [73].

Figure 4: Schematic of a three-layer mixed-scale dense network (MSDNet). Blue, green, and red lines above represent $3 \times 3$ dilated convolutions between each possible pair of input and intermediate layers. Different dilations are assigned to each color. Black dotted lines below represent the $1 \times 1$ convolutional operator between the output and all other layers, amounting to a linear combination with learnable weights of all input and intermediate feature maps.
3.3 Training Parameters

During the model training phase, we use the multi-class cross entropy loss metric to measure how well the models classify each pixel to its respective class. The popular ADAM optimizer [78] was chosen to minimize the loss and update the neural network weights accordingly. As for the network learning rates, all neural networks were trained for 200 epochs with an initial rate of $10^{-1}$ that was dropped by a factor of ten midway through training. For each trained model, a subset of 10% of training data was set aside as a validation set for cross-correlation purposes and to monitor model overfitting. The network weight set correlating to the epoch with the lowest validation set loss was chosen. Lastly, each model was trained on single Nvidia RTX 3090 GPU with 24 GB memory capacity and 936 GB/second bandwidth using a 10 core/20 thread Intel i9-10900X CPU.

3.4 Evaluation Metrics

To gauge model segmentation predictions in both the training and validation data sets, we use the F1 score, a popular measure of classifier performance [79]. It is defined as the harmonic mean of the model prediction’s precision and recall, given by:

$$F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.$$ 

To further elaborate on this metric, it is useful to focus on the model predictions within each of the individual classes; we denote $TP_i$ (true positive) as the number of pixels within a class $i$ correctly identified by the model, $FP_i$ (false positive) as the number of pixels incorrectly predicted to belong in class $i$, and $FN_i$ (false negative) as the number of pixels belonging to class $i$ that are misclassified by the model. The confusion matrix diagrams these entities in Fig. 5. The model precision and recall within a single class $i$ is then given by:

$$\text{precision}_i = \frac{TP_i}{TP_i + FP_i}, \quad \text{recall}_i = \frac{TP_i}{TP_i + FN_i}.$$ 

Precision and recall are often at odds with each other, as increasing recall (the ratio of how many instances within a particular ground truth class were correctly predicted) often reduces precision (the accuracy among all model predictions made of a single class), and vice-versa. For example, an overzealous classifier may over-predict, correctly identifying most instances of certain class but erroneously producing many more false positives, leading to suitable recall but poor precision. To alleviate this, the F1 metric offers a suitable balance between the two.

![Confusion matrix of model predictions vs. the actual ground truth labels. Constituents of precision are highlighted vertically in purple, while constituents of recall are highlighted horizontally in red.](image)

To calculate the F1 score for the entire model, individual F1 scores are calculated for each individual class from their respective precision and recall metrics in Eq. [3] The full model F1 score, our target evaluation metric in Eq. [1], then results from averaging each individual class score. To adjust for class imbalance, we compute the micro F1 score which aggregates the class scores by weighing each one differently according to relative size; i.e. the ratio of pixels belonging in each class to the total number of pixels in the dataset.
3.5 Software Availability

All scripts used in this project are available on GitHub (https://github.com/nirajmg/FIBSEM_segmentation). Information on how to use each file is provided in the README file that is part of this repository. Additionally, all neural networks were implemented using the Python-based pyMSDtorch deep learning software library (https://pymsdtorch.readthedocs.io). On the pyMSDtorch platform, U-Nets and MSDNets are enhanced by allowing the specification of network architecture-defining hyperparameters, such as the number of network layers, initial number of channels, convolutional channel growth rate, and custom sets of MSDNet dilations. This level of user-defined custom which allows one to easily tune network hyperparameters to optimize performance.

4 Overall Workflow

The ROI1, ROI2, and ROI3 nuclei tiff stacks were divided into a single nuclei jpeg file. These images were pre-processed and annotated according to Sect. 3.1 and diagrammed in the left half of workflow chat in Fig. 6. Only nuclei images from ROI1 are used for training the various networks. This was due to the contrast between the three stacks being remarkably similar.

The segmentation process was split into three network classifiers for extracting different groups of intracellular structures. Separating the classifiers improved segmentation accuracy and yields better results over training a single network for segmenting for all classes. Included in the training data for the first extractor model are four total annotations: one for the nucleolus, another for the chromosomes, and two background annotations, namely the interior nucleus background and exterior background located outside of the nucleus. The inclusion of two background classes greatly improved nucleolus and chromosome segmentation, as the exterior background class had a vastly different contrast and could be ignored in the gradient calculations and model parameter update steps. For the second segmentation model, the synaptonemal complex class was predicted, with prior synaptonemal complex annotations added to the aforementioned four annotations. Identifying the synaptonemal complex structures proved difficult, as their contrast was strikingly more homogeneous with the nucleus background than the other structures (blue structures in Fig. 2). For the third and final network, the nucleolus and nuclear membrane were the only background elements in the third batch of training data. Lastly, once all network training was complete and new segmentation predictions were inferred from the trained networks, we performed a post-processing step using skimage [80], a Python-based open-source image library, to filter out small, superfluous objects from each individual class. More specifically, small objects of volume 1000, 2000, and 3000 pixels were filtered out for the synaptonemal complex, chromosome, and nucleolus classes, respectively.

5 Results

We perform a parameter sweep on the U-Net architecture-governing hyperparameters to find the best performing neural network classifiers for segmenting the target cell structures consisting of the nucleolus, chromosomes, synaptonemal complex, and the cellular membrane. The hyperparameters considered in this analysis were the depth of the U-Net, number of initial base channels, interlayer growth rate of convolutional channels, and batch size. Results of the U-Net model sweep for the three separate classifiers are shown in Table 1, where for each column, the same hyperparameters are used for the three networks. Alternatively, the parameter sweep results for the single classifier accommodating all
classes are shown in Table 2. For both, the best performing networks with respect to the micro F1 evaluation score, referenced and described in Sect. 3.4 are highlighted in gray.

| Model | 0 | 1 | 2 | 3 | 4 |
|-------|---|---|---|---|---|
| Depth | 4 | 4 | 4 | 5 | 5 |
| Base channels | 32 | 64 | 64 | 32 | 64 |
| Growth rate | 2 | 2 | 1.5 | 2 | 2 |
| Parameter count \( \left( 10^6 \right) \) | 2.14 | 8.56 | 2.57 | 8.63 | 34.51 |
| Training loss \( \left( 10^{-2} \right) \) | 2.86 | 2.94 | 2.97 | 2.73 | 2.78 |
| Validation loss \( \left( 10^{-2} \right) \) | 3.19 | 3.3 | 3.42 | 3.4 | 3.45 |
| Micro F1 score | .902 | .902 | .896 | .898 | .904 |

Table 1: Summary of hyperparameter sweep results for U-Nets trained on data with nucleolus and chromosome only. The best performing network according to the F1 evaluation metric is highlighted in gray.

| Model | 0 | 1 | 2 | 3 | 4 |
|-------|---|---|---|---|---|
| Depth | 4 | 5 | 4 | 4 | 5 |
| Base channels | 32 | 32 | 64 | 64 | 64 |
| Growth rate | 2 | 2 | 1.5 | 2 | 2 |
| Parameter count \( \left( 10^6 \right) \) | 2.14 | 8.63 | 2.57 | 8.56 | 34.51 |
| Training loss \( \left( 10^{-2} \right) \) | 3.617 | 3.82 | 3.89 | 3.55 | 3.41 |
| Validation loss \( \left( 10^{-2} \right) \) | 3.99 | 3.88 | 4.11 | 3.97 | 3.87 |
| Micro F1 score | .766 | .781 | .7445 | .769 | .781 |

Table 2: Summary of hyperparameter sweep results for the U-Nets trained on all labeled classes, including synaptonemal complex. The best performing network is once again highlighted in gray.

Upon inspection, the variation in depth or base channels has little effect on training and validation losses in the multi-network classifiers in Table 1. According to the F1 scores, all U-Net configurations perform within 1% of each other, which is certainly a testament to the robustness of U-Net segmentation schemes. With a training F1 score of 0.904, the U-Net Model 4 with 64 base channels and a depth of 5 produce the best results. In contrast, for the single-network classifiers in Table 2 variation in the number of base channels and depth has a more pronounced impact on the variability of segmentation results. F1 scores are within 5% of each other. Here, with a score of 0.781, the Model 1 with 32 base channels and depth 5 is the best performing configuration. No sweep was performed for the MSDNet classifier, as memory constraints limited this study to MSDNet layer depth of 40 and a maximum dilation setting of 15, considerably lower than the 100- and 200-layer networks implemented in the original paper and subsequent applications [76, 75, 81]. MSDNet performance was satisfactory with a validation F1 score of 0.8773, despite this constraint, However, this mark falls generally below the single network U-Net classifiers in Fig. 1.

We focus primarily on results from the multi-network classifiers described in Sect. 6, particularly the Model 4 configuration in Table 1. All of the networks are primarily trained on ROI1 images using random samples from various nuclei in ROI1. This is done to guarantee the full range of image contrast is represented during the network phase. Figure 4 depicts the segmentation results for ROI1 from the Model 4 U-Net configuration. The left-most graphic depicts a 3D volumetric image the first two network classifier results, one trained to segment the cell chromosomes (in red) and nucleolus, and another trained to segment the synaptonemal complex (in blue). The middle subimage displays only the chromosome segmentations, while the right-most subimage shows the synaptonemal complexes segmentations, independent from their chromosome encasing. The synaptonemal complex segmentation remains particularly impressive, as their contrast is nearly homogeneous with the nuclear background. This result highlights the strength and generalizability of neural network-based segmentation. While the ROI1 segmentation in Fig. 4 results from a U-Net trained on small subset of 160 images from ROI1 itself, no images from ROI2 were present in the training data or network learning process. The networks were completely blind to ROI2 data. The resulting segmentation of ROI2 nucleolus, chromosomes, and synaptonemal complexes is shown in Figure 8.

The third network classifier identifies the nucleus membrane, pictured in Fig. 9. Gaps in the membrane walls appear, those these gaps are expected as they are artefacts resulting from imaging post-processing steps. Additionally, Fig. 10 displays individually connected chromosomes that are labeled using 3D connected components. By setting the connectivity to 26, which constructs the decision tree for labeling decisions, and delta to 10, which dictates that any nearby voxel value less than 10 is treated as the same component, the segmented chromosome’s twelve biggest components can be identified using the cc3d library [82, 83, 84].

6 Discussion and Future Work

In this study, we apply machine learning-based automated on large swaths of FIB-SEM nucleus data of C. elegans gonad eggs, providing pixel-by-pixel segmentation of all sub-nuclear cellular structures, including the nucleolus,
Figure 7: ROI1 stack segmentation results. The first image displays the 3d orientation of nucleolus, chromosome and synaptonemal complex in a nucleus. The synaptonemal complex is seen in the Third image, whereas the second image shows a three-dimensional representation of a chromosome.

Figure 8: ROI2 stack segmentation results. The first image displays the 3d orientation of nucleolus, chromosome and synaptonemal complex in a nucleus. The synaptonemal complex is seen in the Third image, whereas the second image shows a three-dimensional representation of a chromosome.

Figure 9: Segmentation results of nuclear membrane from ROI1.

Figure 10: Extraction of individual chromosome from ROI1 using the 3d connected components.
chromosomes, synaptonemal complexes enveloped in chromosome pairs, and the nucleus membrane. We achieve an impressive micro F1 classification scoring metric to 0.904 and provide valuable insight into the morphological analysis and contextual insights with regard to cellular processes. We employ two deep learning architectures: U-Net and mixed-scale dense networks. Particularly impressive are the networks’ ability to learn the synaptonemal complex pixels; these structures had strikingly similar contrast to that of the nucleus background. We hypothesize that the networks learned not only from the complexes’ visual patterns, but also from the added context that the complexes were almost entirely encased in dual chromosome strands. In total, we analyzed a sizable amount of isotropic volumetric data; 6000 cross sectional slices of size $2500 \times 5000$ pixels spread across three regions of interest (ROIs), though the machine learning classifiers were trained on smaller cross sectional image slices encapsulating single nuclei at varying depths, each sized at $1700 \times 1700$ pixels. Impressively, this data was resolved to voxels of size $4 \times 4 \times 4 \text{ nm}^3$. In order to generalize the training and segmenting of such large images onto smaller platforms, our approaches offer batch segmentation of images to reduce memory costs.

For future work, we envision deep learning models incorporating full 3D volumes of images. Though memory intensive, 3D deep learning methods may be able to better contextualize local information given the extra neighboring information in higher dimensionality. A challenge here remains, namely the difficulty in curating 3D masks and labels for a large and representative training set of images. However, this difficulty may be alleviated with the use of mixed-scale dense networks (MSDNets, detailed in Sect. 3.2). Though MSDNets performed sub-optimally compared to U-Nets in this current study, their densely-connected architecture and maximum reusability of data was specifically designed to perform better on smaller training data sets and sparse labeling [75,76]. and their ability to accommodate 3D volumes of images with little network architecture is advantageous. Alternatively, patch-based (or tile-based) data augmentation schemes in which smaller, overlapping subsets of images are drawn from the original data [85,86] may be generalized to 3D volumes of data. allowing 3D U-Nets and MSDNets to learn from significantly smaller sets of labels and training data, evidenced by similar overlap averaging techniques [87].

The contrast disparity between different ROI stacks remains a difficulty, as the network performs sub-optimally on ROI3. This necessitates either retraining the network on a sample of photos or pre-processing of images to match the contrast with the training images. In this instance, one of the methods utilized to match the ROI3 contrast with the ROI1 and ROI2 was histogram matching. To generalize our workflow to cryo-electron microscopy (cryo-EM) data, we intend to use similar techniques. Cryo-EM, a new biophysical method for determining the structure of protein complexes, is becoming more and more popular. Recognizing the sophisticated molecular features on medium-resolution cryo-EM density maps is difficult, though experimental cryo EM structures could be segmented more efficiently by applying deep learning to them.
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