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Abstract

This paper is devoted to the study of asymptotic behavior of the basic reproduction ratio for periodic reaction-diffusion systems in the case of small and large diffusion coefficients. We first establish the continuity of the basic reproduction ratio with respect to parameters by developing the theory of resolvent positive operators. Then we investigate the limiting profile of the principal eigenvalue of an associated periodic eigenvalue problem for large diffusion coefficients. We then obtain the asymptotic behavior of the basic reproduction ratio as the diffusion coefficients go to zero and infinity, respectively. We also investigate the limiting behavior of positive periodic solution for periodic and cooperative reaction-diffusion systems with the Neumann boundary condition when the diffusion coefficients are large enough. Finally, we apply these results to a reaction-diffusion model of Zika virus transmission.
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1 Introduction

The basic reproduction ratio \(R_0\) is one of the most valuable threshold quantities in population dynamics (see, e.g., [41,48] and references therein). In epidemiology, \(R_0\) is the expected number of secondary cases produced, in a completely susceptible population, by a typical infective individual. Mathematically, the sign of \(R_0 - 1\) can be determined...
by the stability of the zero solution for a linear system derived from the linearization at the zero solution or a disease-free equilibrium. This observation has been confirmed for various autonomous, periodic, and almost periodic evolution equation models with or without time-delay (see, e.g., [4,29,30,37,40,42–45,47]). Since there is no explicit formula of $R_0$ for general periodic systems, it is important to explore its properties qualitatively.

Reaction–diffusion systems are widely used to study the spatial dynamics in population biology (see, e.g., [7,16,48]). Let $\Omega \subset \mathbb{R}^N$ be a bounded domain with smooth boundary $\partial \Omega$ and $R_0(D)$ be the basic reproduction ratio associated with the following scalar reaction-diffusion equation:

$$
\begin{align*}
\frac{\partial u}{\partial t} &= D \Delta u - \gamma(x)u + \beta(x)u, \quad x \in \Omega, \ t > 0, \\
\frac{\partial u}{\partial \nu} &= 0, \quad x \in \partial \Omega, \ t > 0.
\end{align*}
$$

(1.1)

Here $D$ is the diffusion coefficient, $\beta(x)$ and $\gamma(x)$ are the disease transmission and recovery rates, respectively. Allen, et al. [1] showed that

$$
\lim_{D \to 0} R_0(D) = \max_{x \in \Omega} \frac{\beta(x)}{\gamma(x)} \quad \text{and} \quad \lim_{D \to +\infty} R_0(D) = \frac{\int_{\Omega} \beta(x)dx}{\int_{\Omega} \gamma(x)dx}.
$$

Recently, Magal, Webb and Wu [32], and Chen and Shi [9] generalized such results to autonomous reaction-diffusion systems. There are also some related works for the patch models and scalar nonlocal dispersal equation models (see, e.g., [2,18,19,46]).

In view of population models with seasonality, a natural question is whether these results on the asymptotic behavior of $R_0$ can be extended to time-periodic reaction-diffusion systems. Peng and Zhao [35,36] gave a confirmative answer for scalar equations. The purpose of this paper is to study the limiting profile of $R_0$ associated with general periodic systems for small and large diffusion coefficients. It turns out that as the diffusion coefficients go to zero, $R_0$ tends to the maximum of $R_0(x)$ associated with the periodic reaction ODE systems with parameter $x \in \Omega$ in the case of Dirichlet, Neumann and Robin boundary conditions, and that as the diffusion coefficients go to infinity, $R_0$ tends to zero in the case of the Dirichlet and Robin boundary conditions, while $R_0$ tends to the basic reproduction ratio of the periodic ODE system derived from the spatial average of the reaction terms in the case of the Neumann boundary condition.

To archive our purpose, we first develop the theory of resolvent positive operators under the setting of Thieme [40], and then prove the continuity of $R_0$ with respect to parameters. This enables us to reduce the problem on the limiting profile of $R_0$ into that of the principal eigenvalue associated with linear periodic cooperative systems. For a scalar elliptic eigenvalue problem, the limiting profile of the principal eigenvalue can be derived easily from the standard variational formula (see, e.g., [7]). Dancer [13] and
Lam and Lou [26] generalized such a result to cooperative elliptic systems with small diffusion coefficients. For a scalar time-periodic parabolic equation, Hutson, Mishaikow and Poláčik [24] and Peng and Zhao [36] studied the asymptotic behavior of the principal eigenvalue as the diffusion and advection coefficients go to zero and infinity, respectively. More recently, Bai and He [5] extended the results in [26] to periodic parabolic systems for small diffusion coefficients. It remains to explore the asymptotic behavior of the principal eigenvalue of these periodic systems for large diffusion coefficients. When the Poincaré (period) map, which is a square matrix, of the spatially averaged ODE system is irreducible, we solve this problem for large diffusion coefficients by adapting the arguments in [24, 36]. When such a matrix is reducible, we prove the same result by establishing the relationship between the block of the Poincaré map (matrix) and that of the coefficient matrix of the corresponding periodic ODE system.

It is also interesting to interpret these limiting results in terms of the principal eigenvalue. Let us define the principal eigenvalue for linear periodic ODE systems in the same way as that for periodic reaction-diffusion systems. It turns out that as the diffusion coefficients go to zero, the principal eigenvalue of periodic reaction-diffusion systems tends to the minimum of the principal eigenvalues of the periodic reaction ODE systems with parameter $x$ in the case of Dirichlet, Neumann and Robin boundary conditions, and that as the diffusion coefficients go to infinity, it tends to infinity in the case of the Dirichlet and Robin boundary conditions, while it tends to the principal eigenvalue of the periodic ODE system derived from the spatial average of reaction terms in the case of the Neumann boundary condition.

Note that the disease-free periodic solution varies with the diffusion coefficients in many periodic epidemic models. Thus, it is natural to investigate the limiting behavior of the positive periodic solution when the diffusion coefficients are small and large enough, respectively. For reaction-diffusion systems subject to the Neumann boundary condition, Conway, Hoff and Smoller [10], Hale [20], Hale and Rocha [21], and Cantrell, Cosner and Hutson [8] showed that the solutions are asymptotic to those of an ODE when the diffusion coefficients are large. Hale and Sakamoto [22] and Hutson, Mishaikow and Poláčik [24] also found that the dynamics of reaction-diffusion systems with the Neumann boundary condition approximates that of the associated shadow systems as the diffusion coefficients partially tend to infinity. Lam and Lou [26] proved that the positive steady state of a reaction-diffusion system converges uniformly to the equilibrium of the corresponding kinetic system as the diffusion coefficients go to zero. Recently, Bai and He [5] extended such results in [26] to periodic systems for small diffusion coefficients.

In order to apply our developed theory of the asymptotic behavior of $R_0$ to periodic reaction-diffusion models, we further study the limiting behavior of the positive periodic
solution of periodic and cooperative reaction-diffusion systems subject to the Neumann boundary condition for large diffusion coefficients. For this purpose, we proceed with two steps. The first step is to show that the spatial average of the positive periodic solution converges to the positive periodic solution of the spatially averaged ODE system as the diffusion coefficients go to infinity. The second step is to prove that the positive periodic solution approximates its spatial average when the diffusion coefficients are large enough. It turns out that as the diffusion coefficients go to zero, the positive periodic solution approaches the positive periodic solution of the periodic reaction ODE systems with parameter $x$, and that as the diffusion coefficients go to infinity, it tends to the positive periodic solution of the periodic ODE system derived from the spatial average of reaction terms.

The remaining part of this paper is organized as follows. In the next section, we present some basic properties of resolvent positive operators, and prove the continuity of the basic reproduction ratio with respect to parameters for abstract periodic systems. In section 3, we study the asymptotic behavior of the principal eigenvalue for periodic cooperative reaction-diffusion systems with large diffusion coefficients. In section 4, we establish the results on the limiting profile of the basic reproduction ratio as the diffusion coefficients go to zero and infinity, respectively. In section 5, we investigate the limiting behavior of the positive periodic solution of periodic and cooperative reaction-diffusion systems with the Neumann boundary condition when the diffusion coefficients are large enough. In section 6, as an illustrative example, we apply these analytic results to a reaction-diffusion model of Zika virus transmission.

2 Preliminaries

In this section, we present some properties of resolvent positive operators and introduce the basic reproduction ratio $R_0$ for abstract periodic systems. Then we address the continuity of $R_0$ with respect to parameters.

**Definition 2.1.** A square matrix is said to be cooperative if its off-diagonal elements are nonnegative, and nonnegative if all elements are nonnegative. A cooperative square matrix is said to be irreducible if it is not similar, via a permutation, to a block lower triangular matrix, and reducible if otherwise.
Lemma 2.1. ([6, Section 2.3]) Assume that $A$ is a nonnegative and reducible $n \times n$ matrix. Then there exists a permutation matrix $P$ such that

$$PAP^T = \begin{pmatrix} A_{11} & 0 & \cdots & 0 \\ A_{12} & A_{22} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ A_{\tilde{n}1} & A_{\tilde{n}2} & \cdots & A_{\tilde{n}\tilde{n}} \end{pmatrix},$$

and $r(A) = \max_{1 \leq k \leq \tilde{n}} r(A_{kk})$.

Definition 2.2. The spectral bound of a closed linear operator $A$ is defined as

$$s(A) = \sup\{\Re \lambda : \lambda \in \sigma(A)\}.$$ 

A closed linear operator $A$ is said to be resolvent positive if the resolvent set of $A$ contains a ray $(\omega, +\infty)$ such that $(\lambda I - A)^{-1}$ is positive for all $\lambda > \omega$.

Lemma 2.2. ([40, Theorem 3.5]) Assume that $(E, E_+)$ is an ordered Banach space with the positive cone $E_+$ being normal and reproducing. Assume that $B$ is a resolvent positive operator on $E$ with $s(B) < 0$, $C$ is a positive operator on $E$ and $B + C$ is still a resolvent positive operator on $E$. Then $s(B + C)$ has the same sign as $r(\lambda I - A)^{-1}$.

Lemma 2.3. Assume that $(E, E_+)$ is an ordered Banach space with the positive cone $E_+$ being normal and reproducing. Assume that $B$ is a resolvent positive operator on $E$ with $s(B) < 0$, $C$ is a positive operator on $E$, and $B + \frac{1}{\mu}C$ is still a resolvent positive operator on $E$ for any $\mu > 0$. Then the following statements are valid:

(i) For any $\mu > 0$, $s(B + \frac{1}{\mu}C)$ has the same sign as $r(\lambda I - A)^{-1}$.

(ii) If $r(\lambda I - A)^{-1} > 0$, $\mu = r(\lambda I - A)^{-1}$ is the unique solution of $s(B + \frac{1}{\mu}C) = 0$.

(iii) If $s(B + \frac{1}{\mu_0}C) \geq 0$ for some $\mu_0 > 0$, then $r(\lambda I - A)^{-1} > 0$. Thus, if $r(\lambda I - A)^{-1} = 0$, then $s(B + \frac{1}{\mu}C) < 0$ for all $\mu > 0$.

(iv) If $s(B + \frac{1}{\mu}C) < 0$ for all $\mu > 0$, then $r(\lambda I - A)^{-1} = 0$.

Proof. For any given $\mu > 0$, Lemma 2.2 implies that $s(B + \frac{1}{\mu}C)$ has the same sign as $\frac{1}{\mu}r(\lambda I - A)^{-1}$. Thus, statement (i) holds. Statement (ii) is a straightforward consequence of (i). Statement (i) also implies that $r(\lambda I - A)^{-1} \geq \mu_0 > 0$, that is, statement (iii) holds. Statement (iv) can be derived directly from (ii).
**Theorem 2.1.** Let \((\Theta, d)\) be a metric space. Assume that \((E, E_+)\) is an ordered Banach space with the positive cone \(E_+\) being normal and reproducing. For any \(\theta \in \Theta\), let \(B_\theta\) be a resolvent positive operator on \(E\) with \(s(B_\theta) < 0\), and let \(C_\theta\) be a positive operator on \(E\). Then \(\lim_{\theta \to \theta_0} r(-(B_\theta)^{-1}C_\theta) = r(-(B_{\theta_0})^{-1}C_{\theta_0})\) for some \(\theta_0 \in \Theta\) provided that

\[ \begin{align*}
(\i) & \text{ For any } \mu > 0 \text{ and } \theta \in \Theta, \ B_\theta + \frac{1}{\mu} C_\theta \text{ is still a resolvent positive operator on } E. \\
(\ii) & \text{ For any } \mu > 0, \lim_{\theta \to \theta_0} s(B_\theta + \frac{1}{\mu} C_\theta) = s(B_{\theta_0} + \frac{1}{\mu} C_{\theta_0}).
\end{align*} \]

**Proof.** For convenience, we define \(R_0^\theta := r(-(B_\theta)^{-1}C_\theta), \forall \theta \in \Theta\). We divide the proof into two cases:

**Case 1.** \(R_0^\theta > 0\). For any given \(\epsilon \in (0, R_0^\theta)\), by Lemma 2.3(i), we obtain

\[ s(B_{\theta_0} + \frac{1}{R_0^\theta - \epsilon} C_{\theta_0}) > 0, \text{ and } s(B_{\theta_0} + \frac{1}{R_0^\theta + \epsilon} C_{\theta_0}) < 0. \]

Thanks to assumption (ii), there exists \(\delta > 0\) such that if \(d(\theta, \theta_0) \leq \delta\), then \(s(B_\theta + \frac{1}{R_0^\theta - \epsilon} C_\theta) > 0\) and \(s(B_\theta + \frac{1}{R_0^\theta + \epsilon} C_\theta) < 0\). By Lemma 2.3(i) again, it follows that

\[ 0 < R_0^\theta - \epsilon < R_0^\theta < R_0^\theta + \epsilon \]

provided \(d(\theta, \theta_0) \leq \delta\). This shows that \(\lim_{\theta \to \theta_0} R_0^\theta = R_0^{\theta_0}\).

**Case 2.** \(R_0^\theta = 0\). Let

\[ \Lambda := \{ \theta \in \Theta : R_0^\theta > 0 \}. \]

Lemma 2.3(ii) implies that \(s(B_\theta + \frac{1}{R_0^\theta} C_\theta) = 0, \forall \theta \in \Lambda\). For any given \(\epsilon > 0\), using Lemma 2.3(iii) and \(R_0^\theta = 0\), we have \(s(B_{\theta_0} + \frac{1}{R_0^\theta + \epsilon} C_{\theta_0}) < 0\). By assumption (ii), there exists \(\delta > 0\) such that \(s(B_\theta + \frac{1}{\epsilon} C_\theta) < 0\) for all \(\theta \in \Lambda\) with \(d(\theta, \theta_0) \leq \delta\). Thanks to Lemma 2.3(i), we conclude that \(R_0^\theta < \epsilon\) provided \(\theta \in \Lambda\) and \(d(\theta, \theta_0) \leq \delta\). Thus, \(\lim_{\theta \to \theta_0} R_0^\theta = 0\).

**Theorem 2.2.** Let \((\Theta, d)\) be a metric space and let \(\theta_0 \in \Theta\) be given. Assume that \((E, E_+)\) is an ordered Banach space with the positive cone \(E_+\) being normal and reproducing. For any \(\theta \in \Theta \setminus \{\theta_0\}\), let \(B_\theta\) be a resolvent positive operator on \(E\) with \(s(B_\theta) < 0\), and let \(C_\theta\) be a positive operator on \(E\). Then \(\lim_{\theta \to \theta_0} r(-(B_\theta)^{-1}C_\theta) = 0\) for some \(\theta_0 \in \Theta\) provided that

\[ \begin{align*}
(\i) & \text{ For any } \mu > 0 \text{ and } \theta \in \Theta \setminus \{\theta_0\}, \ B_\theta + \frac{1}{\mu} C_\theta \text{ is still a resolvent positive operator on } E. \\
(\ii) & \text{ For any } \mu > 0, \limsup_{\theta \to \theta_0} s(B_\theta + \frac{1}{\mu} C_\theta) < 0.
\end{align*} \]
Proof. We prove this theorem by modifying the arguments for the case where $R^{\theta_0} = 0$ in the proof of Theorem 2.1. For convenience, we define $R^{\theta_0} := r(-(B_{\theta} + \frac{1}{\epsilon}C_{\theta}))$, $\forall \theta \in \Theta$. Let

$$\Lambda := \{\theta \in \Theta : R^{\theta_0} > 0\}.$$  

Then Lemma 2.3(ii) implies that $s(B_{\theta} + \frac{1}{\epsilon}C_{\theta}) = 0$, $\forall \theta \in \Lambda$. For any given $\epsilon > 0$, by assumption (ii), there exists $\delta > 0$ such that $s(B_{\theta} + \frac{1}{\epsilon}C_{\theta}) < 0$ for all $\theta \in \Lambda$ with $d(\theta, \theta_0) \leq \delta$. Thanks to Lemma 2.3(i), we conclude that $R^{\theta_0} < \epsilon$ provided $\theta \in \Lambda$ and $d(\theta, \theta_0) \leq \delta$. Thus, $\lim_{\theta \to \theta_0} R^{\theta_0} = 0$. \hfill \Box

Let $T > 0$ be a given real number. Next we introduce the concept of periodic evolution families in order to study periodic evolution systems.

**Definition 2.3.** A family of bounded linear operators $\Upsilon(t, s)$ on a Banach space $E$, $t, s \in \mathbb{R}$ with $t \geq s$, is called a $T$-periodic evolution family provided that

$$\Upsilon(s, s) = I, \ \Upsilon(t, r)\Upsilon(r, s) = \Upsilon(t, s), \ \Upsilon(t + T, s + T) = \Upsilon(t, s),$$

for all $t, r, s \in \mathbb{R}$ with $t \geq r \geq s$, and for each $e \in E$, $\Upsilon(t, s)e$ is a continuous function of $(t, s)$, $t \geq s$. The exponential growth bound of evolution family $\{\Upsilon(t, s) : t \geq s\}$ is defined as

$$\omega(\Upsilon) = \inf\{\tilde{\omega} \in \mathbb{R} : \exists M \geq 1 : \forall t, s \in \mathbb{R}, \ t \geq s : \|\Upsilon(t, s)\| \leq Me^{\tilde{\omega}(t-s)}\}. \quad (2.1)$$

**Lemma 2.4.** ([40, Proposition A.2]) Let $E$ be a Banach space and let $\{\Upsilon(t, s) : t \geq s\}$ be a $T$-periodic evolution family on a Banach space $E$. Then $\omega(\Upsilon) = \frac{\ln r(\Upsilon(T, 0))}{T} = \frac{\ln r(\Upsilon(T+\tau, \tau))}{T}$, $\forall \tau \in [0, T]$.

Let $Y$ be a Banach space equipped the norm $\| \cdot \|_Y$ with the positive cone $Y_+$ being normal and reproducing. It is easy to see that

$$Y := \{u \in C(\mathbb{R}, Y) : u(t) = u(t + T), \ t \in \mathbb{R}\}$$

is an ordered Banach space with the positive cone

$$Y_+ := \{u \in C(\mathbb{R}, Y_+) : u(t) = u(t + T), \ t \in \mathbb{R}\}$$

and the maximum norm $\| \cdot \|_Y$.

Let $\{\Phi(t, s) : t \geq s\}$ be a $T$-periodic evolution family on $Y$ and let $(F(t))_{t \in \mathbb{R}}$ be a family of bounded linear operators on $Y$ such that $F(t + T) = F(t)$ for all $t \in \mathbb{R}$. We assume that
(A1) \( F(t) \) is positive for each \( t \in \mathbb{R} \), and \( F(t) \) is strongly continuous in \( t \in \mathbb{R} \) in the sense that for any \( y \in Y \), \( t_0 \in \mathbb{R} \), \( \| F(t)y - F(t_0)y \|_Y \to 0 \) as \( t \to t_0^+ \).

(A2) \( \Phi(t, s) \) is positive for any \( t, s \in \mathbb{R} \) with \( t \geq s \), and \( \omega(\Phi) < 0 \).

For each \( \mu > 0 \), let \( \{ \Psi_\mu(t, s) : t \geq s \} \) be the uniquely determined family on \( Y \) which solves

\[
\Psi_\mu(t, s)\phi - \Phi(t, s)\phi = \frac{1}{\mu} \int_{s}^{t} \Psi_\mu(t, \tau)F(\tau)\Phi(\tau, s)\phi d\tau = \frac{1}{\mu} \int_{s}^{t} \Phi(t, \tau)F(\tau)\Psi_\mu(\tau, s)\phi d\tau.
\]

(2.2)

By [33, Corollary 5], \( \Psi_\mu(t, s)\phi \) is positive for any \( t, s \in \mathbb{R} \) with \( t \geq s \) and \( \mu > 0 \).

In mathematical epidemiology, \( F(t) \) represents the infection operator at time \( t \) and \( \Phi(t, s) \) is generated by solutions of a periodic internal evolution system of the populations at some infected compartments. As such, \( F(t)u(t) \) denotes the distribution of newly infected individuals at time \( t \); \( \Phi(t, t-s)F(t-s)u(t-s) \) is the distribution of those infected individuals who were newly infected at time \( t-s \) and remain in the infected compartments at time \( t \); and \( F(t)\Phi(t, t-s)u(t-s) \) is the distribution of the individuals newly infected at time \( t \) by those infected individuals who were introduced at time \( t-s \).

We introduce two bounded linear positive operators \( L : Y \to Y \) and \( \hat{L} : Y \to Y \) by

\[
[Lu](t) := \int_{0}^{+\infty} \Phi(t, t-s)F(t-s)u(t-s)ds, \quad t \in \mathbb{R}, \ u \in Y,
\]

(2.3)

and

\[
[\hat{L}u](t) := \int_{0}^{+\infty} F(t)\Phi(t, t-s)u(t-s)ds, \quad t \in \mathbb{R}, \ u \in Y.
\]

(2.4)

Let \( L_1 \) and \( L_2 \) be two bounded linear positive operators from \( Y \) to \( Y \) defined by

\[
[L_1u](t) := \int_{0}^{+\infty} \Phi(t, t-s)u(t-s)ds, \quad [L_2u](t) := F(t)u(t), \quad t \in \mathbb{R}, \ u \in Y.
\]

It then follows that \( L = L_1 \circ L_2 \) and \( \hat{L} = L_2 \circ L_1 \), and hence, \( L \) and \( \hat{L} \) have the same spectral radius. Following [29, 40, 44, 45], we define the spectral radius of \( L \) and \( \hat{L} \) on \( Y \) as the basic reproduction ratio, that is,

\[
\mathcal{R}_0 = r(L) = r(\hat{L}).
\]

According to Lemmas 2.3 and 2.4 and [40, Section 5] (see also [29]), we then have the following two results.

**Theorem 2.3.** Assume that (A1) and (A2) hold. Then the following statements are valid:
(i) $R_0 - 1$ has the same sign as $\omega(\Psi_1)$.

(ii) If $R_0 > 0$, then $\mu = R_0$ is the unique solution of $\omega(\Psi_\mu) = 0$.

**Corollary 2.1.** Assume that (A1) and (A2) hold. Then the following statements are valid:

(i) For any $\mu > 0$, $R_0 - \mu$ has the same sign as $\omega(\Psi_\mu)$.

(ii) If $\omega(\Psi_{\mu_0}) \geq 0$ for some $\mu_0 > 0$, then $R_0 > 0$. Thus, if $R_0 = 0$, then $\omega(\Psi_\mu) < 0$ for all $\mu > 0$. Conversely, if $\omega(\Psi_\mu) < 0$ for all $\mu > 0$, then $R_0 = 0$.

Now we are in a position to prove the continuity of the basic reproduction ratio.

**Theorem 2.4.** Let $(\Theta, d)$ be a metric space. For any $\theta \in \Theta$, let $\{\Phi^\theta(t, s) : t \geq s\}$ be a $T$-periodic evolution family on $Y$, and let $(F^\theta(t))_{t \in \mathbb{R}}$ be a family of bounded linear operators on $Y$ such that $F^\theta(t + T) = F^\theta(t)$ for all $t \in \mathbb{R}$. Assume that for each $\theta \in \Theta$, (A1) and (A2) hold with $\Phi$ and $F$ replaced by $\Phi^\theta$ and $F^\theta$, respectively. For any $\theta \in \Theta$, let $\Psi^\theta$, $L^\theta$ and $R^\theta_0$ be defined similarly to $\Psi_\mu$, $L$ and $R_0$. Then $\lim_{\theta \to \theta_0} R^\theta_0 = R^{\theta_0}_0$ for some $\theta_0 \in \Theta$ provided that $\lim_{\theta \to \theta_0} \omega(\Psi^\theta_\mu) = \omega(\Psi^{\theta_0}_\mu)$ for all $\mu \in (0, \infty)$.

**Proof.** Indeed, this theorem is a straightforward consequence of Theorem 2.1 and [40, Section 5]. For reader’s convenience, below we provide an elementary proof by modifying the arguments for Theorem 2.1. It suffices to consider two cases:

**Case 1.** $R^{\theta_0}_0 > 0$. For any given $\epsilon \in (0, R^{\theta_0}_0)$, by Corollary 2.1(i), we obtain

$$\omega(\Psi^\theta_{R^{\theta_0}_0 - \epsilon}) > 0, \quad \text{and} \quad \omega(\Psi^\theta_{R^{\theta_0}_0 + \epsilon}) < 0.$$ 

Thanks to the assumption $\lim_{\theta \to \theta_0} \omega(\Psi^\theta_\mu) = \omega(\Psi^{\theta_0}_\mu)$ for all $\mu \in (0, \infty)$, there exists $\delta > 0$ such that if $d(\theta, \theta_0) \leq \delta$, then $\omega(\Psi^\theta_{R^{\theta_0}_0 - \epsilon}) > 0$ and $\omega(\Psi^\theta_{R^{\theta_0}_0 + \epsilon}) < 0$. By Corollary 2.1(i) again, it follows that

$$0 < R^{\theta_0}_0 - \epsilon < R^\theta_0 < R^{\theta_0}_0 + \epsilon$$

provided $d(\theta, \theta_0) \leq \delta$. This shows that $\lim_{\theta \to \theta_0} R^\theta_0 = R^{\theta_0}_0$.

**Case 2.** $R^{\theta_0}_0 = 0$. Let

$$\Lambda := \{\theta \in \Theta : R^\theta_0 > 0\}.$$ 

Then Corollary 2.1(i) implies that $\omega(\Psi^\theta_{R^\theta_0}) = 0, \forall \theta \in \Lambda$. For any given $\epsilon > 0$, using Corollary 2.1(ii) and $R^{\theta_0}_0 = 0$, we have $\omega(\Psi^{\theta_0}_\epsilon) < 0$. By assumption $\lim_{\theta \to \theta_0} \omega(\Psi^\theta_\mu) = \omega(\Psi^{\theta_0}_\mu)$ for all $\mu \in (0, \infty)$ again, there exists $\delta > 0$ such that $\omega(\Psi^\theta_\epsilon) < 0$ for all $\theta \in \Lambda$ with $d(\theta, \theta_0) \leq \delta$. In view of Corollary 2.1(i), we conclude that $R^\theta_0 < \epsilon$ provided $\theta \in \Lambda$ and $d(\theta, \theta_0) \leq \delta$. Thus, $\lim_{\theta \to \theta_0} R^\theta_0 = 0$. 

\[\square\]
Theorem 2.5. Let $(\Theta, d)$ be a metric space and let $\theta_0 \in \Theta$ be given. For any $\theta \in \Theta \setminus \{\theta_0\}$, let $\{\Phi(t, s) : t \geq s\}$ be a $T$-periodic evolution family on $Y$, and let $(F^\theta(t))_{t \in \mathbb{R}}$ be a family of bounded linear operators on $Y$ such that $F^\theta(t + T) = F^\theta(t)$ for all $t \in \mathbb{R}$. Assume that for each $\theta \in \Theta \setminus \{\theta_0\}$, (A1) and (A2) hold with $\Phi$ and $F$ replaced by $\Phi^\theta$ and $F^\theta$, respectively, and let $\Psi^\theta_\mu$, $L^\theta$ and $R^\theta_\mu$ be defined similarly to $\Psi_\mu$, $L$ and $R_0$. Then $\lim_{\theta \to \theta_0} R^\theta_0 = 0$ provided that $\limsup_{\theta \to \theta_0} \omega(\Psi^\theta_\mu) < 0$ for all $\mu \in (0, \infty)$.

Proof. The proof is motivated by the arguments for Theorem 2.2. Let

$$\Lambda := \{\theta \in \Theta : R^\theta_0 > 0, \theta \neq \theta_0\}.$$ 

Then Corollary 2.1(i) implies that $\omega(\Psi^\theta_\mu) = 0, \forall \theta \in \Lambda$. For any given $\epsilon > 0$, by assumption $\limsup_{\theta \to \theta_0} \omega(\Psi^\theta_\mu) < 0$ for all $\mu \in (0, \infty)$, there exists $\delta > 0$ such that $\omega(\Psi^\theta_\mu) < 0$ for all $\theta \in \Lambda$ with $d(\theta, \theta_0) \leq \delta$. Thanks to Corollary 2.1(i) again, we conclude that $R^\theta_0 < \epsilon$ provided $\theta \in \Lambda$ and $d(\theta, \theta_0) \leq \delta$. Thus, $\lim_{\theta \to \theta_0} R^\theta_0 = 0$. \hfill \Box

3 The principal eigenvalue

In this section, we investigate the asymptotic behavior of the principal eigenvalue for periodic cooperative reaction-diffusion systems as the diffusion coefficients go to infinity. We start with some notations and the related known results.

Consider the following periodic parabolic linear system:

$$\begin{cases} \frac{\partial u}{\partial t} - \kappa \mathcal{L}(x, t)v - \mathcal{M}(x, t)v = 0, & x \in \Omega, \ t > 0, \\ \mathcal{B}v = 0, & x \in \partial \Omega, \ t > 0, \end{cases} \tag{3.1}$$

and the associated eigenvalue problem:

$$\begin{cases} \frac{\partial u}{\partial t} = \kappa \mathcal{L}(x, t)u + \mathcal{M}(x, t)u + \lambda u, & (x, t) \in \Omega \times \mathbb{R}, \\ \mathcal{B}u = 0, & (x, t) \in \partial \Omega \times \mathbb{R}. \end{cases} \tag{3.2}$$

Here $v = (v_1, v_2, \ldots, v_n)^T$ and $u = (u_1, u_2, \ldots, u_n)^T$; $\kappa = \text{diag}(\kappa_1, \kappa_2, \ldots, \kappa_n)$ with $\kappa_i > 0$; $\mathcal{L}(x, t) = \text{diag}(\mathcal{L}_1, \mathcal{L}_2, \ldots, \mathcal{L}_n)(x, t)$ is of the divergence form

$$\mathcal{L}_i(x, t)u_i := \sum_{p,q=1}^{N} \frac{\partial}{\partial x_q} \left( a^i_{pq}(x, t) \frac{\partial}{\partial x_p} u_i \right), \ 1 \leq i \leq n, \tag{3.3}$$

where $a^i_{pq} \in C^{1,\alpha}([\Omega] \times \mathbb{R})$ and $\frac{\partial}{\partial x_q} a^i_{pq} \in C^{\alpha}([\Omega] \times \mathbb{R})$ with $a^i_{pq}(x, t) = a^i_{pq}(x, t + T)$ and $a^i_{pq}(x, t) = a^i_{pq}(x, t), \forall 1 \leq p, q \leq N, 1 \leq i \leq n, (x, t) \in \overline{\Omega} \times \mathbb{R}$ $(0 < \alpha < 1)$; $\sum_{p=1}^{N} e_p^2 \leq$
\[ \sum_{p,q=1}^{N} a_{pq}(x,t) \xi_p \xi_q \leq \bar{\alpha} \sum_{p=1}^{N} \xi_p^2, \forall (x,t) \in \overline{\Omega} \times \mathbb{R} \text{ for some } \bar{\alpha} \geq a > 0; \quad \mathcal{M} = (m_{ij})_{n \times n} \text{ is a Hölder continuous } n \times n \text{ matrix-valued function of } (x,t) \in \overline{\Omega} \times \mathbb{R} \text{ with } \mathcal{M}(x,t) = \mathcal{M}(x,t+T) \text{ in the sense that each } m_{ij} \text{ is Hölder continuous on } \overline{\Omega} \times \mathbb{R} \] 

We have \( B \) with the positive cone \( B \) represents either the Dirichlet boundary condition

\[ B_i u_i := u_i, \quad \text{on } \partial \Omega, \quad (3.4) \]

or the Neumann boundary condition

\[ B_i u_i := \sum_{p,q=1}^{N} a_{pq}^i \frac{\partial u_i}{\partial \nu_p} \cos(\mathbf{\nu}, \mathbf{x}_q), \quad \text{on } \partial \Omega, \quad (3.5) \]

or the Robin boundary condition

\[ B_i u_i := \sum_{p,q=1}^{N} a_{pq}^i \frac{\partial u_i}{\partial \nu_p} \cos(\mathbf{\nu}, \mathbf{x}_q) + b_i u_i, \quad \text{on } \partial \Omega, \quad (3.6) \]

where \( \mathbf{\nu} \) is the outward unit normal vector of the boundary \( \partial \Omega \); \( \mathbf{x}_q \) is a unit \( N \)-dimensional vector whose only \( q \)-th component is nonzero; \( b_i \) is a Hölder continuous function of \( (x,t) \in \overline{\Omega} \); \( b_i(x,t) > 0 \) and \( b_i(x,t) = b_i(x,t+T), \forall (x,t) \in \overline{\Omega} \times \mathbb{R} \). We say \( B \) satisfies the Dirichlet (Neumann and Robin) boundary condition if all \( B_i \) satisfy the Dirichlet (Neumann and Robin) boundary conditions given in (3.4) ((3.5) and (3.6)). Throughout this paper, we always assume that \( B \) satisfies the Dirichlet or Neumann or Robin boundary condition. We further assume that

\[ (\text{M}) \quad \mathcal{M}(x,t) \text{ is cooperative for all } (x,t) \in \overline{\Omega} \times \mathbb{R}. \]

**Definition 3.1.** \( \lambda^* \) is called the principal eigenvalue of (3.2) if it is a real eigenvalue with a nonnegative eigenfunction and the real parts of all other eigenvalues are greater than \( \lambda^* \).

We use \( X \) and \( X_+ \) to represent \( X_0 := C_0(\overline{\Omega}, \mathbb{R}^n) \) and \( X_{0,+} := C_0(\overline{\Omega}, \mathbb{R}^n_+) \) if \( B \) satisfies the Dirichlet boundary condition, and \( X_1 := C(\overline{\Omega}, \mathbb{R}^n) \) and \( X_{1,+} := C(\overline{\Omega}, \mathbb{R}^n_+) \) if \( B \) satisfies the Neumann or Robin boundary condition. It is easy to see that \( (X,X_+) \) is an ordered Banach space with the maximum norm \( \| \phi \|_X = \max_{1 \leq i \leq n} \max_{x \in \overline{\Omega}} |\phi_i(x)| \) for \( \phi = (\phi_1, \phi_2, \cdots, \phi_n)^T \). We equip the space of \( T \)-periodic functions

\[ X := \{ u \in C(\mathbb{R}, X) : u(t) = u(t+T), \quad t \in \mathbb{R} \} \]

with the positive cone

\[ X_+ := \{ u \in C(\mathbb{R}, X_+) : u(t) = u(t+T), \quad t \in \mathbb{R} \} \]
and the norm $\|u\|_X = \max_{0 \leq t \leq T} \|u(t)\|_X$. Then $(X, X_+)$ is an ordered Banach space. For any $u \in X$, we use $u(x, t)$ to represent $[u(t)](x)$, $(x, t) \in \overline{\Omega} \times \mathbb{R}$ unambiguously. In the case where $X = X_1$, $X$ can be identified with the Banach space 

$$\{ u \in C(\overline{\Omega} \times \mathbb{R}, \mathbb{R}^n) : u(x, t) = u(x, t + T), (x, t) \in \overline{\Omega} \times \mathbb{R} \}.$$ 

In the case where $X = X_0$, $X$ can be identified with the Banach space 

$$\{ u \in C(\overline{\Omega} \times \mathbb{R}, \mathbb{R}^n) : u(x, t) = u(x, t + T), (x, t) \in \overline{\Omega} \times \mathbb{R}, \text{ and } u(x, t) = 0, (x, t) \in \partial \Omega \times \mathbb{R} \}.$$ 

According to [23, Section 13] (see also [31, Chapters 5 and 6]), system (3.1) admits a unique evolution family $\{ U(t, s) : t \geq s \}$ on $X$. By the celebrated Krein-Rutman theorem (see, e.g., [14, Theorem 19.2]) and Lemma 2.4, we have the following result (see, e.g., [28, Theorem 2.7], [5, Theorem 1.3] and [3, Theorem 3.4]).

**Theorem 3.1.** Assume that (M) holds, and $B$ satisfies the Dirichlet or Neumann or Robin boundary condition. Then the eigenvalue problem (3.2) admits the principal eigenvalue

$$\lambda^* = -\omega(U) = -\frac{\ln r(U(T, 0))}{T}.$$ 

For each $x \in \overline{\Omega}$, let $\{ O_x(t, s) : t \geq s \}$ be the evolution family on $\mathbb{R}^n$ of the linear ODE system

$$\frac{dv}{dt} = M(x, t)v, \quad t > 0.$$ 

Let $\{ O(t, s) : t \geq s \}$ be the evolution family on $X$ of

$$\frac{dw}{dt} = M(x, t)v, \quad x \in \overline{\Omega}, \quad t > 0.$$ 

**Proposition 3.1.** Assume that (M) holds. Then $\omega(O) = \max_{x \in \overline{\Omega}} \omega(O_x) = \max_{x \in \overline{\Omega}} \frac{\ln r(O_x(T, 0))}{T}$.

**Proof.** In the case where $X = X_1$, it follows from [30, Proposition 2.7] that $\sigma(\overline{\Omega}(T, 0)) = \cup_{x \in \overline{\Omega}} \sigma(O_x(T, 0))$. By the perturbation theory of matrix (see, e.g., [25, Section II.5.1]), $r(O_x(T, 0))$ is continuous with respect to $x \in \overline{\Omega}$. This implies that $\max_{x \in \overline{\Omega}} r(O_x(T, 0))$ exists, and hence, $r(\overline{\Omega}(T, 0)) = \max_{x \in \overline{\Omega}} r(O_x(T, 0))$. Now the desired conclusion follows from Lemma 2.4.

In the case where $X = X_0$, it suffices to show $\sigma(\overline{\Omega}(T, 0)) = \cup_{x \in \overline{\Omega}} \sigma(O_x(T, 0))$. By arguments similar to those in Step 1 of the proof of [30, Proposition 2.7], we have $\sigma(\overline{\Omega}(T, 0)) \supset \cup_{x \in \overline{\Omega}} \sigma(O_x(T, 0))$. Since $\sigma(\overline{\Omega}(T, 0))$ is a closed set (see, e.g., [38, Theorem VI.5]), it then follows that $\sigma(\overline{\Omega}(T, 0)) \supset \cup_{x \in \Omega} \sigma(O_x(T, 0))$. We further have the following claim.

**Claim:** $\cup_{x \in \overline{\Omega}} \sigma(O_x(T, 0)) = \cup_{x \in \overline{\Omega}} \sigma(O_x(T, 0))$.

It is easy to see that $\cup_{x \in \overline{\Omega}} \sigma(O_x(T, 0)) \supset \cup_{x \in \overline{\Omega}} \sigma(O_x(T, 0))$. By the perturbation theory of matrix (see, e.g., [25, Section II.5.1]), for any $x_0 \in \partial \Omega$, $x_n \in \Omega$ with $x_n \to x_0$,
and $\lambda_0 \in \sigma(O_{x_0}(T, 0))$, there exists a sequence $\lambda_n \in \sigma(O_{x_n}(T, 0))$ such that $\lambda_n \to \lambda_0$ as $x_n \to x_0$. This implies that $\lambda_0 \in \bigcup_{x \in \Omega} \sigma(O_x(T, 0))$, and hence, $\bigcup_{x \in \Omega} \sigma(O_x(T, 0)) \supset \bigcup_{x \in \Omega} \sigma(O_x(T, 0))$. Similarly, we can prove $\bigcup_{x \in \Omega} \sigma(O_x(T, 0))$ is a closed set, which yields that $\bigcup_{x \in \Omega} \sigma(O_x(T, 0)) \subset \bigcup_{x \in \Omega} \sigma(O_x(T, 0))$. The claim is proved.

Thus, $\sigma(\Omega(T, 0)) \supset \bigcup_{x \in \Omega} \sigma(O_x(T, 0))$. Repeating the arguments in Step 2 of [30, Proposition 2.7], we conclude that $\sigma(\Omega(T, 0)) = \bigcup_{x \in \Omega} \sigma(O_x(T, 0))$. \hfill $\Box$

Let $\eta := \max_{x \in \Omega} \omega(O_x)$. Note that $-\omega(O_x)$ is the principal eigenvalue of $\frac{du}{dt} = M(x, t)u + \lambda u$ for any $x \in \Omega$, and $-\eta = \min_{x \in \Omega} -\omega(O_x)$.

**Theorem 3.2.** ([5, Theorem 1.5]) Assume that (M) holds. Let $\lambda^*_\kappa$ be the principal eigenvalue of the eigenvalue problem (3.2) subject to the Dirichlet or Neumann or Robin boundary condition. Then we have

$$\lim_{\max_{1 \leq i \leq n, \kappa_i \to 0} \lambda^*_\kappa = -\eta}$$

Next we turn to the asymptotic behavior of the principal eigenvalue with large diffusion coefficients. It is easy to see the following observation is valid.

**Lemma 3.1.** Assume that (M) holds, and $\mathcal{B}$ satisfies the Dirichlet or Neumann or Robin boundary condition. Let $\lambda^*$ be the principal eigenvalue of the eigenvalue problem (3.2). Then $\lambda^* - c_0$ is the principal eigenvalue of the eigenvalue problem (3.2) with $M(x, t)$ replaced by $M(x, t) + c_0 I$, where $I$ is an identity matrix.

If (M) holds, we can choose a sufficient large $c_0 > 0$ such that for each $(x, t) \in \overline{\Omega} \times \mathbb{R}$, $M(x, t) + c_0 I$ is a nonnegative matrix. In view of Lemma 3.1, without loss of generality, in the remaining part of this section we assume that

(SM) $M(x, t)$ is nonnegative for all $(x, t) \in \overline{\Omega} \times \mathbb{R}$.

The following result provides an elemental tool in our proof of Theorems 3.3 and 3.4.

**Lemma 3.2.** Assume that (SM) holds. Let $\lambda^*$ be the principal eigenvalue of the eigenvalue problem (3.2) subject to the Dirichlet or Neumann or Robin boundary condition. Let

$$\hat{X} := \{u \in C^{2,1}(\overline{\Omega} \times \mathbb{R}, \mathbb{R}^n) : u(x, t) = u(x, t + T)\}.$$  

Then the following statements are valid:

(i) $\lambda^* \leq \lambda_0$ holds provided that there are $\lambda_0$ and $\hat{u} \in \hat{X} \cap X_+$ with $\hat{u} \neq 0$ such that

$$\begin{cases}
\frac{d\hat{u}}{dt} - \kappa \mathcal{L}(x, t)\hat{u} - M(x, t)\hat{u} \leq \lambda_0 \hat{u}, & (x, t) \in \Omega \times \mathbb{R}, \\
B\hat{u} = 0, & (x, t) \in \partial\Omega \times \mathbb{R}.
\end{cases}$$

(3.7)
(ii) $\lambda^* \geq \lambda_0$ holds provided that there exists $x_0 \in \overline{\Omega}$ such that $M(x_0, t)$ is irreducible for all $t \in \mathbb{R}$ and there are $\lambda_0$ and $\hat{u} \in \mathbb{X} \cap X_+$ with $\hat{u} \neq 0$ such that
\begin{align}
\frac{\partial \hat{u}}{\partial t} - \kappa L(x, t) \hat{u} - M(x, t) \hat{u} &\geq \lambda_0 \hat{u}, \quad (x, t) \in \Omega \times \mathbb{R}, \\
B \hat{u} &\equiv 0, \quad (x, t) \in \partial \Omega \times \mathbb{R}.
\end{align}

\[ (3.8) \]

**Proof.** Without loss of generality, we only consider the case where $B$ satisfies the Neumann boundary condition, since the conclusions can be proved for other boundary conditions in a similar way.

(i) Without loss of generality, we assume that $\phi := \hat{u}(0) \neq 0$. Otherwise, we can replace $t$ by $t + t_0$ if $\hat{u}(t_0) \neq 0$. Since $\{e^{\lambda_0(t-s)} U(t, s) : t \geq s \}$ is the evolution family of
\begin{align}
\frac{\partial v}{\partial t} - \kappa L(x, t) v - M(x, t) v &\equiv \lambda_0 v, \quad x \in \Omega, \ t > 0, \\
B v &\equiv 0, \quad x \in \partial \Omega, \ t > 0,
\end{align}

it follows from (3.7) and the comparison principle that $e^{\lambda_0 T} U(T, 0) \phi \geq \phi$. Therefore, Gelfand’s formula (see, e.g., [38, Theorem VI.6]) yields that $r(e^{\lambda_0 T} U(T, 0)) \geq 1$. Moreover, $r(e^{\lambda^* T} U(T, 0)) = 1$ by Theorem 3.1. Thus, we have $\lambda_0 \leq \lambda^*$.

(ii) Without loss of generality, we assume that $\phi := \hat{u}(0) \neq 0$. Otherwise, we can replace $t$ by $t + t_0$ if $\hat{u}(t_0) \neq 0$. By (3.8), we obtain $e^{\lambda_0 T} U(T, 0) \phi \leq \phi$. Since $M(x_0, t)$ is irreducible for all $t \in \mathbb{R}$, $U(T, 0)$ is eventually strongly positive (see, e.g., [28, Theorem 2.7]). By the compactness of $U(T, 0)$ and the Krein-Rutman theorem (see, e.g., [23, Section 7]), it follows that $r(e^{\lambda_0 T} U(T, 0)) \leq 1$. Thus, $\lambda^* \geq \lambda_0$.

By the standard comparison arguments, we have the following result.

**Proposition 3.2.** Assume that (SM) holds. Let $\lambda^\mathcal{D}$, $\lambda^\mathcal{N}$ and $\lambda^\mathcal{R}$ be the principal eigenvalue of the eigenvalue problem (3.2) subject to the Dirichlet, Neumann and Robin boundary conditions, respectively. Let $\Omega_0 \subset \Omega$ with smooth boundary, we use $\lambda^{\mathcal{D}_0}$ to denote the principal eigenvalue of the eigenvalue problem (3.2) subject to Dirichlet boundary condition with $\Omega$ replaced by $\Omega_0$. Let $\hat{M} = (\hat{m}_{ij})_{n \times n}$ be a H"older continuous $n \times n$ matrix-valued function of $(x, t) \in \Omega \times \mathbb{R}$ with $\hat{M}(x, t) = M(x, t + T)$ and $\hat{m}_{ij}(x, t) \geq m_{ij}(x, t) \geq 0$, $1 \leq i, j \leq n$. We use $\hat{\lambda}^\mathcal{D}$, $\hat{\lambda}^\mathcal{N}$ and $\hat{\lambda}^\mathcal{R}$ to denote the principal eigenvalue of the eigenvalue problem (3.2) with $\hat{M}$ replaced by $\hat{M}$ subject to the Dirichlet, Neumann and Robin boundary conditions, respectively. Then $\lambda^\mathcal{N} \leq \lambda^\mathcal{R} \leq \hat{\lambda}^\mathcal{D} \leq \lambda^{\mathcal{D}_0}$, $\hat{\lambda}^\mathcal{D} \leq \lambda^\mathcal{D}$, $\hat{\lambda}^\mathcal{N} \leq \lambda^\mathcal{N}$ and $\lambda^\mathcal{R} \leq \lambda^\mathcal{R}$.

**Lemma 3.3.** Assume that (SM) holds. Let $\lambda^\mathcal{N}_\kappa$ be the principal eigenvalue of the eigenvalue problem (3.2) subject to the Neumann boundary condition. Then

$$-n \overline{m} \leq \lambda^\mathcal{N}_\kappa \leq 0,$$
where \( \bar{m} = \max_{1 \leq i,j \leq n} \max_{x,t} m_{ij}(x,t) \).

**Proof.** Define two matrices \( \bar{M} = (\bar{m}_{ij})_{n \times n} \) and \( \bar{M} = (\bar{m}_{ij})_{n \times n} \) with \( \bar{m}_{ij} = \bar{m} \) and \( \bar{m}_{ij} = 0 \), \( \forall 1 \leq i,j \leq n \). Clearly, \( \bar{m}_{ij} \leq m_{ij} \leq \bar{m}_{ij}, 1 \leq i,j \leq n \). It then follows that 0 and \( -n \bar{m} \) are the principal eigenvalue of the eigenvalue problem (3.2) subject to the Neumann boundary condition with \( M \) replaced by \( \bar{M} \) and \( \bar{M} \), respectively. Proposition 3.2 yields that \( -n \bar{m} \leq \lambda^N_\kappa \leq 0 \). \( \square \)

Let \( \bar{M} = (\bar{m}_{ij})_{n \times n} \) be a matrix-valued function of \( t \in \mathbb{R} \) with \( \bar{m}_{ij}(t) = \frac{1}{|\Omega|} \int_{\Omega} m_{ij}(x,t)dx \), \( t \in \mathbb{R}, 1 \leq i,j \leq n \), where \( |\Omega| \) is the volume of \( \Omega \). It is easy to see that \( \bar{m}_{ij}(t) = \bar{m}_{ij}(t+T) \), \( t \in \mathbb{R}, 1 \leq i,j \leq n \). Let \( \{\hat{O}(t,s) : t \geq s\} \) be the evolution family on \( \mathbb{R}^n \) of \( \frac{dv}{dt} = \bar{M}(t)v \), \( t > 0 \) and write \( \bar{\eta} = \omega(\hat{O}) \). The subsequent observation is inspired by the results in [24,36].

**Lemma 3.4.** Assume that (SM) holds. Let \( \lambda^N_\kappa \) be the principal eigenvalue of the eigenvalue problem (3.2) subject to the Neumann boundary condition. We further assume that \( \hat{O}(T,0) \) is irreducible. Then we have

\[
\lim_{\min_{1 \leq i \leq n, \kappa_i \to +\infty}} \lambda^N_\kappa = -\bar{\eta}.
\]

**Proof.** Let \( u_\kappa = (u_{\kappa,1}, u_{\kappa,2}, \ldots, u_{\kappa,n})^T \in \mathbb{X} \) be the principal eigenfunction corresponding to \( \lambda^N_\kappa \), where we normalize \( u_\kappa \) by

\[
\max_{1 \leq i \leq n} \int_0^T \int_{\Omega} u_{\kappa,i}^2 dx dt = 1. \tag{3.9}
\]

Define \( \tilde{u}_\kappa = (\tilde{u}_{\kappa,1}, \tilde{u}_{\kappa,2}, \ldots, \tilde{u}_{\kappa,n})^T \) and \( \hat{u}_\kappa = (\hat{u}_{\kappa,1}, \hat{u}_{\kappa,2}, \ldots, \hat{u}_{\kappa,n})^T \) by

\[
\tilde{u}_{\kappa,i}(t) = \frac{1}{|\Omega|} \int_{\Omega} u_{\kappa,i}(y,t)dy, \quad \hat{u}_{\kappa,i}(x,t) = u_{\kappa,i}(x,t) - \tilde{u}_{\kappa,i}(t), 1 \leq i \leq n. \tag{3.10}
\]

Taking the average of \( i \)-th equation of the eigenvalue problem (3.2) over \( \Omega \), we have

\[
\frac{\partial \hat{u}_{\kappa,i}}{\partial t} = \frac{1}{|\Omega|} \int_{\Omega} m_{ij} u_{\kappa,j} dx + \lambda^N_\kappa \frac{1}{|\Omega|} \int_{\Omega} u_{\kappa,i} dx, \; 1 \leq i \leq n,
\]

and hence,

\[
\frac{\partial \hat{u}_{\kappa,i}}{\partial t} = \sum_{j=1}^n \bar{m}_{ij} \hat{u}_{\kappa,j} + \frac{1}{|\Omega|} \sum_{j=1}^n \int_{\Omega} m_{ij} (u_{\kappa,j} - \tilde{u}_{\kappa,j}) dx + \lambda^N_\kappa \tilde{u}_{\kappa,i}, \; 1 \leq i \leq n.
\]

Let \( f_\kappa = (f_{\kappa,1}, f_{\kappa,2}, \ldots, f_{\kappa,n})^T \), where

\[
f_{\kappa,i}(t) = \frac{1}{|\Omega|} \sum_{j=1}^n \int_{\Omega} m_{ij}(x,t) (u_{\kappa,j}(x,t) - \tilde{u}_{\kappa,j}(t)) dx, \; t \in \mathbb{R}, 1 \leq i \leq n. \tag{3.11}
\]
By the constant-variation formula, we obtain
\[
\tilde{u}_\kappa(t) = e^{\lambda^N_\kappa T} \tilde{O}(t, 0) \tilde{u}_\kappa(0) + \int_0^t e^{(t-s)\lambda^N_\kappa} \tilde{O}(t, s) f_\kappa(s) ds, \quad t \in [0, T].
\] (3.12)
Taking \( t = T \) and using the fact \( \tilde{u}_\kappa(T) = \tilde{u}_\kappa(0) \), we arrive at
\[
\tilde{u}_\kappa(0) = e^{T\lambda^N_\kappa} \tilde{O}(T, 0) \tilde{u}_\kappa(0) + \int_0^T e^{(T-s)\lambda^N_\kappa} \tilde{O}(T, s) f_\kappa(s) ds.
\]
For convenience, let \( \kappa := \min_{1 \leq i \leq n} \kappa_i \). Then we have the following claims.

Claim 1. \( \left\| \int_0^t e^{(t-s)\lambda^N_\kappa} \tilde{O}(t, s) f_\kappa(s) ds \right\|_{\mathbb{R}^n} \to 0 \) as \( \kappa \to +\infty \), \( \forall t \in [0, T] \).

Claim 2. \( \liminf_{t \to +\infty} \sum_{j=1}^n \tilde{u}_{\kappa,j}(0) > 0 \).

Claim 3. \( \limsup_{t \to +\infty} \max_{1 \leq j \leq n} \tilde{u}_{\kappa,j}(0) < +\infty \).

Let us postpone the proof of these claims, and complete the proof in a few lines. In view of Lemma 3.3, and Claims 2 and 3, we see that for any \( \kappa_i = (\kappa_{i,1}, \kappa_{i,2}, \ldots, \kappa_{i,n})^T \), there exists a sequence \( \kappa_{i,k} = (\kappa_{i,1,k}, \kappa_{i,2,k}, \ldots, \kappa_{i,n,k})^T \) such that \( \tilde{u}_{\kappa_{i,k}}(0) \to \phi \) and \( \lambda^N_{\kappa_{i,k}} \to \lambda \) as \( \min_{1 \leq i \leq n} \kappa_{i,k,i} \to +\infty \) for some \( \phi \in \mathbb{R}^n \) and \( \lambda \) with \( \phi \neq 0 \) and \(-n\bar{m} \leq \lambda \leq 0\), where \( \bar{m} := \max_{1 \leq i,j \leq n} \max_{(x,t) \in \Omega \times \mathbb{R}} m_{ij}(x, t) \). It follows from Claim 1 that
\[
\phi = e^{\lambda T} \tilde{O}(T, 0) \phi.
\]
Since \( \tilde{O}(T, 0) \) is irreducible, the Perron-Frobenius theorem (see, e.g., [39, Theorem 4.3.1]) implies that \( \lambda = -\frac{1}{T} \ln r(O(T, 0)) = -\bar{\eta} \). Thus, the desired conclusion follows from the arbitrariness of \( \kappa_i \).

To prove Claim 1, we proceed with three steps.

Step 1. There is \( C_0 > 0 \) dependent on \( \underline{a}, \bar{m} \) and \( n \) such that
\[
\int_0^T \int_\Omega \left| \nabla u_{\kappa,i} \right|^2 dx \, dt \leq C_0 \kappa_{i}^{-1}.
\] (3.13)
Choose \( \underline{a} > 0 \) such that \( \sum_{p,q=1}^N a_{pq}^i \xi_p \xi_q \geq \underline{a} \sum_{p=1}^n \xi_p^2, \forall 1 \leq i \leq n \). We multiply the \( i \)-th equation of the eigenvalue problem (3.2) by \( u_{\kappa,i} \) and then integrate over \( \Omega \times (0, T) \) to obtain
\[
\int_0^T \int_\Omega \kappa_i \sum_{p,q=1}^N a_{pq}^i (u_{\kappa,i})_{x_p}(u_{\kappa,i})_{x_q} dx \, dt = \sum_{j=1}^n \int_0^T \int_\Omega m_{ij} u_{\kappa,j} u_{\kappa,i} dx \, dt + \lambda^{N_\kappa} \int_0^T \int_\Omega u_{\kappa,i}^2 dx \, dt.
\]
We then have
\[
\underline{a} \kappa_i \int_0^T \int_\Omega \left| \nabla u_{\kappa,i} \right|^2 dx \, dt \leq \bar{m} \sum_{j=1}^n \left( \int_0^T \int_\Omega u_{\kappa,j}^2 dx \, dt \right)^{\frac{1}{2}} \left( \int_0^T \int_\Omega u_{\kappa,i}^2 dx \, dt \right)^{\frac{1}{2}} + \lambda^{N_\kappa} \int_0^T \int_\Omega u_{\kappa,i}^2 dx \, dt, \quad 1 \leq i \leq n.
\]
This finishes the proof of Step 1.

Step 2. For each \( i = 1, 2, \ldots, n \), we have

\[
\int_0^t |f_{\kappa, i}(s)| \, ds \to 0 \quad \text{as} \quad \kappa \to +\infty. \tag{3.14}
\]

It is easy to see that \( \int_\Omega \hat{u}_{\kappa, i}(x,t) \, dx = 0 \), \( \forall t \in \mathbb{R} \), \( i = 1, 2, \ldots, n \). By Poincaré's inequality (see, e.g., [15, Theorem 5.8.1]), we have

\[
\int_\Omega |\hat{u}_{\kappa, i}|^2 \, dx \leq C_1 \int_\Omega |\nabla \hat{u}_{\kappa, i}|^2 \, dx, \quad \forall 1 \leq i \leq n, \quad t \in \mathbb{R},
\]

for some \( C_1 \) dependent on \( \Omega \). Therefore, by using of \( \nabla \hat{u}_{\kappa, i} = \nabla u_{\kappa, i} \) and (3.13), we obtain

\[
\int_0^T \int_\Omega |\hat{u}_{\kappa, i}|^2 \, dx \, dt \leq C_1 C_0 \kappa_i^{-1}, \quad 1 \leq i \leq n. \tag{3.15}
\]

Thus, the Cauchy inequality yields

\[
\int_0^T \int_\Omega |\hat{u}_{\kappa, i}| \, dx \, dt \leq C_2 \kappa_i^{-\frac{1}{2}}, \quad 1 \leq i \leq n, \tag{3.16}
\]

for some \( C_2 \) dependent on \( a, \mathbb{m}, n \) and \( \Omega \). By (3.11), (3.10) and (3.16), it follows that for any \( t \in [0, T] \)

\[
\int_0^t |f_{\kappa, i}(s)| \, ds \leq \mathbb{m} n |\Omega|^{-1} \max_{1 \leq j \leq n} \int_0^t |\hat{u}_{\kappa, j}| \, dx \, dt \leq \mathbb{m} n |\Omega|^{-1} C_2 \kappa_i^{-\frac{1}{2}}, \quad 1 \leq i \leq n.
\]

This shows that (3.14) holds true.

Step 3. Complete of the proof of Claim 1. For convenience, we equip \( \mathbb{R}^n \) with the maximum norm \( \|r\|_{\mathbb{R}^n} = \max_{1 \leq i \leq n} |r_i| \), where \( r = (r_1, r_2, \ldots, r_n)^T \). For each \( i = 1, 2, \ldots, n \), let \([e^{(t-s)\lambda_N} \tilde{O}(t, s) f_{\kappa}(s)]_i \) be the \( i \)-component of \( e^{(t-s)\lambda_N} \tilde{O}(t, s) f_{\kappa}(s) \), it then easily follows that the \( i \)-component of \( \int_0^t e^{(t-s)\lambda_N} \tilde{O}(t, s) f_{\kappa}(s) \, ds \) is

\[
\left[ \int_0^t e^{(t-s)\lambda_N} \tilde{O}(t, s) f_{\kappa}(s) \, ds \right]_i = \int_0^t \left[ e^{(t-s)\lambda_N} \tilde{O}(t, s) f_{\kappa}(s) \right]_i \, ds.
\]

By [12, Lemma 5.2], there exists \( C_3 > 0 \) such that

\[
\left\| e^{(t-s)\lambda_N} \tilde{O}(t, s) f_{\kappa}(s) \right\|_{\mathbb{R}^n} \leq C_3 \|f_{\kappa}(s)\|_{\mathbb{R}^n},
\]

that is,

\[
\max_{1 \leq i \leq n} \left| \left[ e^{(t-s)\lambda_N} \tilde{O}(t, s) f_{\kappa}(s) \right]_i \right| \leq C_3 \max_{1 \leq i \leq n} |f_{\kappa, i}(s)|,
\]
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uniformly for \( s, t \in [0, T] \) with \( s \leq t \). This implies that
\[
\max_{1 \leq i \leq n} \left| \int_0^t e^{(t-s)\lambda_N} \tilde{O}(t, s) f_{\kappa}(s) \, ds \right| \leq C_3 \max_{1 \leq i \leq n} \int_0^t |f_{\kappa,i}(s)| \, ds.
\]
We complete the proof of Claim 1 due to (3.14).

Now we turn to the proof of Claim 2. Suppose that it is false, then
\[
\lim_{\kappa \to +\infty} \sum_{j=1}^n \tilde{u}_{\kappa,j}(0) = 0.
\]
By Claim 1 and (3.12), it follows that
\[
\lim_{\kappa \to +\infty} \sum_{j=1}^n \tilde{u}_{\kappa,j}(t) = 0, \text{ uniformly for } t \in [0, T],
\]
which implies that
\[
\lim_{\kappa \to +\infty} \sum_{j=1}^n \int_0^T \int_\Omega \tilde{u}_{\kappa,j}^2(t) \, dx \, dt = 0.
\]
Note that for each \( j = 1, 2, \cdots, n \),
\[
\int_0^T \int_\Omega u_{\kappa,j}^2(t) \, dx \, dt \leq 2 \left( \int_0^T \int_\Omega \tilde{u}_{\kappa,j}^2(t) \, dx \, dt + \int_0^T \int_\Omega \tilde{u}_{\kappa,j}^2(t) \, dx \, dt \right).
\]
Together with (3.15), we then have
\[
\lim_{\kappa \to +\infty} \max_{1 \leq j \leq n} \int_0^T \int_\Omega u_{\kappa,j}^2(t) \, dx \, dt = 0,
\]
which contrary to (3.9).

Finally, we prove Claim 3. Assume, by contradiction, that
\[
\lim_{\kappa \to +\infty} \max_{1 \leq j \leq n} \tilde{u}_{\kappa,j}(0) = +\infty.
\]
Then Claim 1 and (3.12) yield
\[
\lim_{\kappa \to +\infty} \max_{1 \leq j \leq n} \tilde{u}_{\kappa,j}(t) = +\infty, \text{ uniformly for } t \in [0, T].
\]
Since
\[
\int_0^T \tilde{u}_{\kappa,j}^2 \, dt = \int_0^T \left( \frac{1}{|\Omega|} \int_\Omega u_{\kappa,j} \, dx \right)^2 \, dt \leq \frac{1}{|\Omega|} \int_0^T \int_\Omega u_{\kappa,j}^2 \, dx \, dt,
\]
we obtain
\[
\lim_{\kappa \to +\infty} \max_{1 \leq j \leq n} \int_0^T \int_\Omega u_{\kappa,j}^2 \, dx \, dt = +\infty,
\]
which contradicts (3.9).
To remove the irreducibility condition on \( \hat{O}(T, 0) \) in Lemma 3.4, we analyze the block of \( \hat{O}(T, 0) \) when it is reducible.

**Lemma 3.5.** Assume that (SM) holds. Let \( A := \hat{O}(T, 0) = (a_{ij})_{n \times n} \). If \( a_{i_0 j_0} = 0 \) for some \( 1 \leq i_0 \neq j_0 \leq n \), then \( \tilde{m}_{i_0 j_0}(t) = 0 \), \( \forall t \in \mathbb{R} \). Furthermore, \( m_{i_0 j_0}(x, t) = 0 \), \( \forall (x, t) \in \bar{\Omega} \times \mathbb{R} \).

**Proof.** Suppose, by contradiction, that there exists \( t_0 \in [0, T] \) such that \( \tilde{m}_{i_0 j_0}(t_0) > 0 \). Let \( e^i = (0, \ldots, 1, \ldots, 0)^T \) be a unit \( n \)-dimensional vector whose only \( i \)-th component is nonzero. For each \( i = 1, 2, \ldots, n \), we use \( \mathbf{v}^i(t) = (v^i_1, v^i_2, \ldots, v^i_n)^T(t) \) to denote the solution of \( \frac{d}{dt}v^j_0(t) = \tilde{M}(t)\mathbf{v} \) with initial data \( \mathbf{v}^i(0) = e^i \). Clearly, \( v^j_0(t) > 0 \) for all \( t \in [0, T] \), which implies

\[
\frac{d}{dt}v^j_0(t_0) = \sum_{j=1}^n \tilde{m}_{i_0 j}(t_0)v^j_0(t_0) > 0.
\]

Thus, we obtain \( a_{i_0 j_0} = \frac{d}{dt}v^j_0(T) > 0 \), which contradicts our assumption. \( \square \)

**Lemma 3.6.** Assume that (SM) holds. Write \( A := \hat{O}(T, 0) = (a_{ij})_{n \times n} \) and let

\[
A = \begin{pmatrix} A_{11} & A_{12} & \cdots & A_{1\tilde{n}} \\ A_{21} & A_{22} & \cdots & A_{2\tilde{n}} \\ \vdots & \vdots & \ddots & \vdots \\ A_{\tilde{n}1} & A_{\tilde{n}2} & \cdots & A_{\tilde{n}\tilde{n}} \end{pmatrix}, \quad \text{and} \quad \tilde{M} = \begin{pmatrix} \tilde{M}_{11} & \tilde{M}_{12} & \cdots & \tilde{M}_{1\tilde{n}} \\ \tilde{M}_{21} & \tilde{M}_{22} & \cdots & \tilde{M}_{2\tilde{n}} \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{M}_{\tilde{n}1} & \tilde{M}_{\tilde{n}2} & \cdots & \tilde{M}_{\tilde{n}\tilde{n}} \end{pmatrix},
\]

where \( A_{kk} \) is an \( i_k \times i_k \) matrix, and \( \tilde{M}_{kk} \) is an \( i_k \times i_k \) matrix-valued function of \( t \in \mathbb{R} \). If \( A_{kl} \) are zero matrices for all \( k = 1, 2, \ldots, \tilde{n} \) and \( l > k \), then so are \( \tilde{M}_{kl}(t) \) for any \( t \in \mathbb{R} \). Moreover, let \( \{ \hat{O}(t, s) : t > s \} \) be the evolution family of \( \frac{d}{dt} = \tilde{M}_{kk}(t)\mathbf{v} \), \( t > 0 \), then \( \omega(\hat{O}_k) = \frac{\ln r(A_{kk})}{T} \).

**Proof.** Without loss of generality, we assume that \( \tilde{n} = 2 \) and

\[
A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}, \quad \text{and} \quad \tilde{M} = \begin{pmatrix} \tilde{M}_{11} & \tilde{M}_{12} \\ \tilde{M}_{21} & \tilde{M}_{22} \end{pmatrix},
\]

Then Lemma 3.5 implies that \( \tilde{M}_{12} \) is a zero matrix. We next claim that \( \hat{O}_1(T, 0) = A_{11} \) and \( \hat{O}_2(T, 0) = A_{22} \). If the claim is true, then Lemma 2.4 yields that \( \omega(\hat{O}_k) = -\frac{\ln r(A_{kk})}{T}, \) \( 1 \leq k \leq 2 \).

It suffices to prove the above claim. Let \( e^i = (0, \ldots, 1, \ldots, 0)^T \), \( e^{i,1} = (0, \ldots, 1, \ldots, 0)^T \) and \( e^{i,2} = (0, \ldots, 1, \ldots, 0)^T \) be three unit \( n \), \( i_1 \) and \( i_2 \) dimensional vectors whose only \( i \)-th component is nonzero, respectively. Let \( \Lambda_1 := \{1, 2, \ldots, i_1\} \) and \( \Lambda_2 := \{i_1 + 1, i_1 + 2, \ldots, n\} \). We use \( \mathbf{v}^i(t) = (v^i_1, v^i_2, \cdots, v^i_n)^T(t), \) \( i \in n \).
\[ v^{i,1}(t) = (v_1^{i,1}, v_2^{i,1}, \ldots, v_{i_1}^{i,1})^T(t), \quad i \in \Lambda_1, \]

and
\[ v^{i-i_1,2}(t) = (v_1^{i-i_1,2}, v_2^{i-i_1,2}, \ldots, v_{i_2}^{i-i_1,2})^T(t), \quad i \in \Lambda_2, \]
to denote the solution of \( \frac{du}{dt} = \tilde{M}(t)u, \ \frac{du}{dt} = \tilde{M}_{11}(t)u \) and \( \frac{du}{dt} = \tilde{M}_{22}(t)u \) with initial data \( v^i(0) = e^i, v^{i,1}(0) = e^{i,1} \) and \( v^{i-i_1,2}(0) = e^{i-i_1,2} \), respectively. It is easy to verify that
\[ \tilde{O}(T, 0) = (v^{1}(T), v^{2}(T), \ldots, v^{n}(T)), \]
\[ \tilde{O}_1(T, 0) = (v^{1,1}(T), v^{2,1}(T), \ldots, v^{n,1}(T)), \]
and
\[ \tilde{O}_2(T, 0) = (v^{1,2}(T), v^{2,2}(T), \ldots, v^{n,2}(T)). \]

By the uniqueness of solution, we obtain \( v_j^{1}(T) = v_j^{i}(T) = a_{ji}, \quad i, j \in \Lambda_1 \), that is, \( \tilde{O}_1(T, 0) = A_{11} \). Since \( A_{12} \) is a zero matrix, we have that \( v_j^{i}(T) = a_{ji} = 0, \quad i \in \Lambda_2, \quad j \in \Lambda_1 \), and hence, \( v_j^{i}(t) = 0, \quad t \in [0, T], \quad i \in \Lambda_2, \quad j \in \Lambda_1 \). Therefore, the uniqueness of solution implies that \( v_{j-i_1}^{i,2}(T) = v_j^{i}(T) = a_{ji}, \quad i, j \in \Lambda_2 \), that is, \( \tilde{O}_2(T, 0) = A_{22} \).

The following two lemmas can be derived from Lemma 3.2 and the intermediate value theorem, respectively.

**Lemma 3.7.** Assume that (SM) holds. For any given \( \Lambda \subset \{1, 2, \ldots, n\} \), let \( \lambda^{N}_\Lambda \) be the principal eigenvalue of the periodic parabolic eigenvalue problem
\[
\begin{cases}
\frac{\partial u}{\partial t} = L_i(x, t)u_i + \sum_{j \in \Lambda} m_{ij}(x, t)u_j + \lambda u_i, & (x, t) \in \Omega \times \mathbb{R}, \quad i \in \Lambda,
\mathcal{B}_i u_i = 0, & (x, t) \in \partial \Omega \times \mathbb{R}, \quad i \in \Lambda,
\end{cases}
\]
where \( \mathcal{B}_i \) satisfies the Neumann boundary condition. Let \( \lambda^N \) be the principal eigenvalue of the eigenvalue problem (3.2) subject to the Neumann boundary condition. Then \( \lambda^N \leq \lambda^{N}_\Lambda \).

**Lemma 3.8.** Let \( g \) be a continuous function on \((a, b)\) and write \( g_+ = \limsup_{x \to b} g(x) \) and \( g_- = \liminf_{x \to b} g(x) \). Then for any \( c \in [g_-, g_+] \), there exists a sequence \( x_k \in (a, b) \) such that \( \lim_{x_k \to b} g(x_k) = c \).

Now we are in a position to prove the main results of this section.

**Theorem 3.3.** Assume that (M) holds. Let \( \lambda^N_\kappa \) be the principal eigenvalue of the eigenvalue problem (3.2) subject to the Neumann boundary condition. Then we have
\[
\lim_{\min_{1 \leq i \leq n} \kappa_i \to +\infty} \lambda^N_\kappa = -\tilde{\eta}.
\]
Proof. Without lose of generality, we assume that (SM) holds due to Lemma 3.1. The conclusion has been proved in the case where $\tilde{O}(T,0)$ is irreducible in Lemma 3.4, so we assume that $\tilde{O}(T,0)$ is reducible.

We first show that $\lambda_\infty := \lim_{\min_{1 \leq i \leq n} \kappa_i \to +\infty} \lambda_N^\kappa$ exists. According to Lemma 3.3, $\lambda_+ := \limsup_{\min_{1 \leq i \leq n} \kappa_i \to +\infty} \lambda_N^\kappa$ and $\lambda_- := \liminf_{\min_{1 \leq i \leq n} \kappa_i \to +\infty} \lambda_N^\kappa$ exist, and $-n\bar{m} \leq \lambda_-, \lambda_+ \leq 0$. It suffices to prove that $\lambda_- = \lambda_+$. Suppose that $\lambda_- < \lambda_+$, for any $\tilde{\lambda} \in [\lambda_-, \lambda_+]$, by Lemma 3.8 and Claims 2 and 3 in the proof of Lemma 3.4, there exists a sequence $\kappa_i = (\kappa_{i,1}, \kappa_{i,2}, \ldots, \kappa_{i,n})^T$ such that $\tilde{u}_{\kappa_i}(0) \to \phi$ and $\lambda_{\kappa_i} \to \tilde{\lambda}$ as $\min_{1 \leq i \leq n} \kappa_{i,i} \to +\infty$ for some $\phi \in \mathbb{R}_{+}^n$ with $\phi \neq 0$. By repeating the argument in the proof of Lemma 3.4, we have

$$\phi = e^{\tilde{\lambda}T} \tilde{O}(T,0)\phi.$$ 

This implies that $e^{-\tilde{\lambda}T}$ is an eigenvalue of $\tilde{O}(T,0)$ for any $\tilde{\lambda} \in [\lambda_-, \lambda_+]$, which is impossible.

Now it suffices to show that $\lambda_\infty = -\tilde{\eta}$. We first prove that $\lambda_\infty \geq -\tilde{\eta}$. For any given $\epsilon > 0$, let $\mathcal{M}^\epsilon = (m_{ij})_{n \times n}$ and $\tilde{\mathcal{M}}^\epsilon = (\tilde{m}_{ij})_{n \times n}$ be two continuous matrix-valued functions of $(x,t) \in \Omega \times \mathbb{R}$ and $t \in \mathbb{R}$ with $m_{ij}(x,t) = m_{ij}(x,t) + \epsilon$, $\forall (x,t) \in \Omega \times \mathbb{R}$ and $\tilde{m}_{ij}(x,t) = \frac{1}{|\Omega|} \int_{\Omega} m_{ij}(x,t) dx$, $\forall t \in \mathbb{R}$. Let $\{\tilde{O}(t,s) : t \geq s\}$ be the evolution family on $\mathbb{R}^n$ of $\frac{d\mathbf{v}}{dt} = \mathcal{M}(t)\mathbf{v}$, $t > 0$ and $\tilde{\eta}^\epsilon := \omega(\tilde{O}^\epsilon)$. It is easy to see that $\tilde{\eta}^\epsilon \to \tilde{\eta}$ as $\epsilon \to 0$. Let $\lambda_{\kappa,\epsilon}$ be the principal eigenvalue of the eigenvalue problem (3.2) subject to the Neumann boundary condition with $\mathcal{M}$ replaced by $\mathcal{M}^\epsilon$. Clearly, $\lambda_{\kappa,\epsilon}^N \leq \lambda_{\kappa,\epsilon}^N$, $\forall \epsilon > 0$. Since

$$-\tilde{\eta}^\epsilon = \lim_{\min_{1 \leq i \leq n} \kappa_i \to +\infty} \lambda_{\kappa,\epsilon}^N \leq \lim_{\min_{1 \leq i \leq n} \kappa_i \to +\infty} \lambda_{\kappa,\epsilon}^N = \lambda_{\infty}, \forall \epsilon > 0,$$

it follows that $-\tilde{\eta} \leq \lambda_\infty$. It remains to prove that $\lambda_\infty \leq -\tilde{\eta}$. By Lemma 2.1, without loss of generality, we assume that

$$\tilde{O}(T,0) = \begin{pmatrix} A_{11} & 0 & \cdots & 0 \\ A_{21} & A_{22} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ A_{\tilde{n}1} & A_{\tilde{n}2} & \cdots & A_{\tilde{n}\tilde{n}} \end{pmatrix},$$

where $A_{kk}$ is an $i_k \times i_k$ irreducible matrix and $\sum_{k=1}^{\tilde{n}} i_k = n$. Moreover, $r(\tilde{O}(T,0)) = \max_{1 \leq k \leq \tilde{n}} r(A_{kk})$. Let $\Lambda_i := \{i \in \mathbb{Z} : 1 \leq i \leq i_1\}$ and $\Lambda_k := \{i \in \mathbb{Z} : \sum_{l=1}^{k-1} i_l + 1 \leq i \leq \sum_{l=1}^{k} i_l\}$, $2 \leq k \leq \tilde{n}$. We split $\mathcal{M}$ and $\tilde{\mathcal{M}}$ into

$$\mathcal{M} = \begin{pmatrix} M_{11} & M_{12} & \cdots & M_{1\tilde{n}} \\ M_{21} & M_{22} & \cdots & M_{2\tilde{n}} \\ \vdots & \vdots & \ddots & \vdots \\ M_{\tilde{n}1} & M_{\tilde{n}2} & \cdots & M_{\tilde{n}\tilde{n}} \end{pmatrix} \quad \text{and} \quad \tilde{\mathcal{M}} = \begin{pmatrix} \tilde{M}_{11} & \tilde{M}_{12} & \cdots & \tilde{M}_{1\tilde{n}} \\ \tilde{M}_{21} & \tilde{M}_{22} & \cdots & \tilde{M}_{2\tilde{n}} \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{M}_{\tilde{n}1} & \tilde{M}_{\tilde{n}2} & \cdots & \tilde{M}_{\tilde{n}\tilde{n}} \end{pmatrix},$$
where $\mathcal{M}_{kk}$ and $\tilde{\mathcal{M}}_{kk}$ are $i_k \times i_k$ continuous matrix-valued functions of $(x, t) \in \overline{\Omega} \times \mathbb{R}$ and $t \in \mathbb{R}$, respectively. For each $k = 1, 2, \ldots, \tilde{n}$, let $\{\tilde{O}_k(t, s) : t \geq s\}$ be the evolution family of $\frac{dv}{dt} = \tilde{\mathcal{M}}_{kk}(t)v$, $t > 0$ and write $\tilde{\eta}_k = \omega(\tilde{O}_k)$. Then Lemma 3.6 implies that for each $k = 1, 2, \ldots, \tilde{n}$ and $l > k$, $\tilde{\mathcal{M}}_{kl}$, and hence, $\mathcal{M}_{kl}$ is a zero matrix and $\tilde{\eta}_k = \frac{\ln r(\tilde{O}_k)}{T}$. So we have $\tilde{\eta} = \frac{\ln r(\tilde{O}(T, 0))}{T} = \max_{1 \leq k \leq \tilde{n}} \tilde{\eta}_k$.

For each $k = 1, 2, \ldots, \tilde{n}$, let $\lambda_{\kappa, k}^N$ be the principal eigenvalue of the periodic parabolic eigenvalue problem

$$
\begin{aligned}
\begin{cases}
\frac{\partial u_i}{\partial t} = \kappa_i \mathcal{L}_i(x, t)u_i + \sum_{j \in \Lambda_k} m_{ij}(x, t)u_j + \lambda u_i, & (x, t) \in \Omega \times \mathbb{R}, \ i \in \Lambda_k, \\
\mathcal{B}_i u_i = 0, & (x, t) \in \partial \Omega \times \mathbb{R}, \ i \in \Lambda_k.
\end{cases}
\end{aligned}
$$

Here $\mathcal{B}_i$ is the Neumann boundary condition given in (3.5). In view of Lemma 3.7, we obtain $\lambda_{\kappa, k}^N \geq \lambda_{\kappa}^N$, $1 \leq k \leq \tilde{n}$. By Lemma 3.4, it then follows that

$$
\lim_{\min_{1 \leq i \leq n, \kappa_i \rightarrow +\infty}} \lambda_{\kappa, k}^N = -\tilde{\eta}_k, \ 1 \leq k \leq \tilde{n}.
$$

Since

$$
-\tilde{\eta}_k = \lim_{\min_{1 \leq i \leq n, \kappa_i \rightarrow +\infty}} \lambda_{\kappa, k}^N \geq \lim_{\min_{1 \leq i \leq n, \kappa_i \rightarrow +\infty}} \lambda_{\kappa}^N = \lambda_\infty, \ 1 \leq k \leq \tilde{n},
$$

we conclude that $-\tilde{\eta} = \min_{1 \leq k \leq \tilde{n}} -\tilde{\eta}_k \geq \lambda_\infty$.

If, in addition, $\mathcal{M}$ can be written as a block lower triangular matrix-valued function, we have the following observations for the eigenvalue problem (3.2).

**Proposition 3.3.** Assume that (SM) holds, and $\mathcal{B}$ satisfies the Dirichlet or Neumann or Robin boundary condition. If $\mathcal{M}$ can be split into

$$
\mathcal{M} = \begin{pmatrix}
\mathcal{M}_{11} & \mathcal{M}_{12} & \cdots & \mathcal{M}_{1\tilde{n}} \\
\mathcal{M}_{21} & \mathcal{M}_{22} & \cdots & \mathcal{M}_{2\tilde{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\mathcal{M}_{\tilde{n}1} & \mathcal{M}_{\tilde{n}2} & \cdots & \mathcal{M}_{\tilde{n}\tilde{n}}
\end{pmatrix},
$$

where $\mathcal{M}_{kk}$ is an $i_k \times i_k$ matrix-valued function of $(x, t) \in \overline{\Omega} \times \mathbb{R}$ and $\mathcal{M}_{kl}(x, t)$ is a zero matrix for all $k = 1, 2, \ldots, \tilde{n}$ and $l > k$, $(x, t) \in \overline{\Omega} \times \mathbb{R}$. Let $\Lambda_1 := \{i \in \mathbb{Z} : 1 \leq i \leq i_1\}$ and $\Lambda_k := \{i \in \mathbb{Z} : \sum_{l=1}^{k-1} i_l + 1 \leq i \leq \sum_{l=1}^{k} i_l\}$, $2 \leq k \leq \tilde{n}$. Then any eigenvalue of the eigenvalue problem (3.2) is one of the eigenvalues of the eigenvalue problem

$$
\begin{aligned}
\begin{cases}
\frac{\partial u_i}{\partial t} = \kappa_i \mathcal{L}_i(x, t)u_i + \sum_{j \in \Lambda_k} m_{ij}(x, t)u_j + \lambda u_i, & (x, t) \in \Omega \times \mathbb{R}, \ i \in \Lambda_k, \\
\mathcal{B}_i u_i = 0, & (x, t) \in \partial \Omega \times \mathbb{R}, \ i \in \Lambda_k.
\end{cases}
\end{aligned}
$$

(3.17)
Proof. Without loss of generality, we assume that $\tilde{n} = 2$. It then follows that

$$\mathcal{M} = \begin{pmatrix} M_{11} & 0 \\ M_{21} & M_{22} \end{pmatrix},$$

where $M_{11}$ and $M_{22}$ are $i_1 \times i_1$ and $i_2 \times i_2$ matrix-valued continuous functions of $(x, t) \in \overline{\Omega} \times \mathbb{R}$, respectively. Let $\mu$ and $\mathbf{u} = (u_1, u_2, \cdots, u_n)^T \in \mathbb{X}$ be the eigenvalue and eigenfunction of the eigenvalue problem (3.2) as the conclusions can be derived by induction method in general. Write $\mathbf{u}^1 = (u_1, u_2, \cdots, u_{i_1})^T$ and $\mathbf{u}^2 = (u_{i_1+1}, u_{i_1+2}, \cdots, u_n)^T$. If $\mathbf{u}^1 \neq 0$, then $\mu$ and $\mathbf{u}^1$ is the eigenvalue and eigenfunction of (3.17) in the case where $k = 1$. If $\mathbf{u}^1 = 0$, then $\mu$ and $\mathbf{u}^2$ is the eigenvalue and eigenfunction of (3.17) in the case where $k = 2$. \hfill $\Box$

It is worthy to point out that Theorem 3.3 can also be proved by using Lemmas 3.5 and 3.6, Proposition 3.3 and a slightly modified proof of the part of $\lambda_\infty \leq -\tilde{\eta}$.

Next, we present our second main result of this section.

**Theorem 3.4.** Assume that (M) holds. Let $\lambda^K_\kappa$ and $\lambda^R_\kappa$ be the principal eigenvalue of the eigenvalue problem (3.2) subject to the Dirichlet or Robin boundary condition, respectively. Then we have

$$\lim_{\min_1 \leq i \leq n} \lambda^K_\kappa = \lim_{\min_1 \leq i \leq n} \lambda^R_\kappa = +\infty.$$ 

**Proof.** Without loss of generality, we assume that (SM) holds due to Lemma 3.1. By Proposition 3.2, we have $\lambda^K_\kappa \leq \lambda^R_\kappa$. It then suffices to show

$$\lim_{\min_1 \leq i \leq n} \lambda^R_\kappa = +\infty.$$ 

Choose $a > 0$ and $b > 0$ such that $\sum_{p,q=1}^N a_{pq}^i \xi_p \xi_q \geq a \sum_{p=1}^N \xi_p^2$, $b_i \geq b$, $\forall 1 \leq i \leq n$. Let $\mu_1 > 0$ be the principal eigenvalue of the eigenvalue problem

$$\begin{cases}
-a \Delta v = \lambda v, & x \in \Omega, \\
\frac{\partial v}{\partial \nu} + bv = 0, & x \in \partial \Omega.
\end{cases}$$

It then follows that (see, e.g., [7, Theorem 2.1])

$$\mu_1 = \inf_{v \in H^1(\Omega)} \frac{a \int_\Omega |\nabla v|^2 \, dx + b \int_{\partial \Omega} v^2 \, dx}{\int_\Omega v^2 \, dx},$$

and hence, the following inequality holds true:

$$a \int_\Omega |\nabla v|^2 \, dx + b \int_{\partial \Omega} v^2 \, dx \geq \mu_1 \int_\Omega v^2 \, dx, \; \forall v \in H^1(\Omega). \quad (3.18)$$
For convenience, we define

\[ \kappa := \min_{1 \leq i \leq n} \kappa_i \quad \text{and} \quad \overline{m} := \max_{1 \leq i, j \leq n} \max_{(x, t) \in \Omega \times \mathbb{R}} m_{ij}(x, t). \]

Let \( u_\kappa = (u_{\kappa,1}, u_{\kappa,2}, \ldots, u_{\kappa,n})^T \in \mathbb{R}^n \) be the principal eigenfunction corresponding to \( \lambda_N^\kappa \).

We multiply the \( i \)-th equation of (3.2) by \( u_{\kappa,i} \) and integrate over \( \Omega \times [0, T] \) to obtain

\[
\sum_{j=1}^n \int_0^T \int_\Omega m_{ij} u_{\kappa,j} u_{\kappa,i} \, dx \, dt + \lambda_N^\kappa \int_0^T \int_\Omega u_{\kappa,i}^2 \, dx \, dt \\
= \kappa_i \sum_{p,q=1}^N \int_0^T \int_\Omega a_{pq}^i (u_{\kappa,i})_x (u_{\kappa,i})_{x_q} \, dx \, dt + \kappa_i \int_0^T \int_{\partial \Omega} b_i u_{\kappa,i}^2 \, dx \, dt \\
\geq a \kappa_i \int_0^T \int_\Omega |\nabla u_{\kappa,i}|^2 \, dx \, dt + b \kappa_i \int_0^T \int_{\partial \Omega} u_{\kappa,i}^2 \, dx \, dt \\
\geq \mu_1 \kappa \int_0^T \int_\Omega u_{\kappa,i}^2 \, dx \, dt,
\]

where the last inequality follows from (3.18). On the other hand, for any \( 1 \leq i \leq n \),

\[
\sum_{j=1}^n \int_0^T \int_\Omega m_{ij} u_{\kappa,j} u_{\kappa,i} \, dx \, dt + \lambda_N^\kappa \int_0^T \int_\Omega u_{\kappa,i}^2 \, dx \, dt \\
\leq m \sum_{j=1}^n \left( \int_0^T \int_\Omega u_{\kappa,j}^2 \, dx \, dt \right)^{\frac{1}{2}} \left( \int_0^T \int_\Omega u_{\kappa,i}^2 \, dx \, dt \right)^{\frac{1}{2}} + \lambda_N^\kappa \int_0^T \int_\Omega u_{\kappa,i}^2 \, dx \, dt.
\]

Thus, the above two inequalities give rise to

\[
(\mu_1 \kappa - \lambda_N^\kappa) \left( \int_0^T \int_\Omega u_{\kappa,i}^2 \, dx \right)^{\frac{1}{2}} \leq m \sum_{j=1}^n \left( \int_0^T \int_\Omega u_{\kappa,j}^2 \, dx \, dt \right)^{\frac{1}{2}}, \quad \forall 1 \leq i \leq n. \tag{3.19}
\]

Adding all inequalities of (3.19) together, we have

\[
(\mu_1 \kappa - \lambda_N^\kappa) \sum_{i=1}^n \left( \int_0^T \int_\Omega u_{\kappa,i}^2 \, dx \right)^{\frac{1}{2}} \leq m \sum_{i=1}^n \left( \int_0^T \int_\Omega u_{\kappa,i}^2 \, dx \, dt \right)^{\frac{1}{2}},
\]

and hence, \( \lambda_N^\kappa \geq \mu_1 \kappa - n \overline{m} \), which implies the desired limiting property. \( \square \)

## 4 The basic reproduction ratio

In this section, we study the asymptotic behavior of the basic reproduction ratio as the diffusion coefficients go to zero and infinity, respectively.
We use the same notations $\Omega, n, X, X_+, X, X_+, \kappa, L$ and $B$ as in the last section. Let $(\mathcal{X}, \rho)$ be a metric space with metric $\rho$. For any given $\chi \in \mathcal{X}$, let $\mathcal{V}_\chi = (v_{ij,\chi})_{n \times n}$ and $\mathcal{F}_\chi = (f_{ij,\chi})_{n \times n}$ be two families of Hölder continuous $n \times n$ matrix-valued functions of $(x, t) \in \Omega \times \mathbb{R}$ with $\mathcal{V}_\chi(x, t) = \mathcal{V}_\chi(x, t+T)$ and $\mathcal{F}_\chi(x, t) = \mathcal{F}_\chi(x, t+T)$. Let $\mathcal{V}_{\chi}(\overline{\Omega}) = \{ (\tilde{v}, \chi) = \frac{1}{|\Omega|} \int_{\Omega} v_{ij,\chi}(x, t)dx \}$ and $\mathcal{F}_{\chi}(\overline{\Omega}) = \{ (\tilde{f}, \chi) = \frac{1}{|\Omega|} \int_{\Omega} f_{ij,\chi}(x, t)dx, \forall t \in \mathbb{R} \}$. We use $\{ \Phi_\chi(t, s) : t \geq s \}, \{ \tilde{\Phi}_\chi(t, s) : t \geq s \}$ and $\{ \Phi_{\kappa,\chi}(t, s) : t \geq s \}$ to denote the evolution families on $X$ of

\[
\frac{\partial v}{\partial t} = -\mathcal{V}_\chi(x, t) v, \; x \in \overline{\Omega}, \; t > 0, \tag{4.1}
\]

\[
\frac{\partial v}{\partial t} = -\tilde{\mathcal{V}}_\chi(t) v, \; x \in \Omega, \; t > 0, \tag{4.2}
\]

and

\[
\begin{cases}
\frac{\partial v}{\partial t} = \kappa L(x, t) v - \mathcal{V}_\chi(x, t) v, & x \in \Omega, \; t > 0, \\
B v = 0, & x \in \partial \Omega, \; t > 0,
\end{cases} \tag{4.3}
\]

respectively. For any $x \in \overline{\Omega}$, let $\{ \Gamma_{x,\chi}(t, s) : t \geq s \}$ be the evolution family on $\mathbb{R}^n$ of (4.1). Let $\{ \tilde{\Gamma}_\chi(t, s) : t \geq s \}$ be the evolution family on $\mathbb{R}^n$ of (4.2). We assume that

(F) For any $\chi \in \mathcal{X}$, $\mathcal{F}_\chi(x, t)$ is nonnegative for all $(x, t) \in \overline{\Omega} \times \mathbb{R}$.

(V) For any $\chi \in \mathcal{X}$, $-\mathcal{V}_\chi(x, t)$ is cooperative for all $(x, t) \in \overline{\Omega} \times \mathbb{R}$, $\omega(\Gamma_{x,\chi}) < 0$ for all $x \in \overline{\Omega}$, and $\omega(\tilde{\Gamma}_\chi) < 0$. Moreover, for any $\chi \in \mathcal{X}$ and $\kappa$ with all $\kappa_i > 0$, $\omega(\Phi_{\kappa,\chi}) < 0$.

It follows from Proposition 3.1 that $\omega(\Phi_\chi) = \max_{x \in \overline{\Omega}} \omega(\Gamma_{x,\chi}) < 0$ and $\omega(\tilde{\Phi}_\chi) = \omega(\tilde{\Gamma}_\chi) < 0$. For any $\mu > 0$, let $\{ U_{\mu}^\chi(t, s) : t \geq s \}, \{ \tilde{U}_{\mu}^\chi(t, s) : t \geq s \}$ and $\{ \tilde{U}_{\kappa,\chi}(t, s) : t \geq s \}$ be the evolution families on $X$ of

\[
\frac{\partial v}{\partial t} = -\mathcal{V}_\chi(x, t) v + \frac{1}{\mu} \mathcal{F}_\chi(x, t) v, \; x \in \overline{\Omega}, \; t > 0, \tag{4.4}
\]

\[
\frac{\partial v}{\partial t} = -\tilde{\mathcal{V}}_\chi(t) v + \frac{1}{\mu} \tilde{\mathcal{F}}_\chi(t) v, \; x \in \overline{\Omega}, \; t > 0, \tag{4.5}
\]

and

\[
\begin{cases}
\frac{\partial v}{\partial t} = \kappa L(x, t) v - \mathcal{V}_\chi(x, t) v + \frac{1}{\mu} \mathcal{F}_\chi(x, t) v, & x \in \Omega, \; t > 0, \\
B v = 0, & x \in \partial \Omega, \; t > 0.
\end{cases} \tag{4.6}
\]

For any $\mu > 0$ and $x \in \overline{\Omega}$, let $U_{\mu}^\chi(t, s) : t \geq s$ be the evolution family on $\mathbb{R}^n$ of (4.4). For any $\mu > 0$, let $\{ \tilde{U}_{\mu}^\chi(t, s) : t \geq s \}$ be the evolution family on $\mathbb{R}^n$ of (4.5). We define a family of bounded linear positive operators $\mathcal{F}_\chi(t)$ on $X$ by

\[
[\mathcal{F}_\chi(t) \phi](x) := \mathcal{F}_\chi(t)[\phi(x)], \forall (x, t) \in \overline{\Omega} \times \mathbb{R}, \phi \in X,
\]
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and introduce three bounded linear positive operators $Q_{\chi} : X \to X$, $\tilde{Q}_{\chi} : X \to X$ and $Q_{\kappa,\chi} : X \to X$ by

$$[Q_{\chi} u](t) := \int_{0}^{+\infty} \Phi_{\chi}(t, t-s) F_{\chi}(\cdot, t-s) u(t-s) ds, \ t \in \mathbb{R}, \ u \in X,$$

$$[\tilde{Q}_{\chi} u](t) := \int_{0}^{+\infty} \tilde{\Phi}_{\chi}(t, t-s) \tilde{F}_{\chi}(t-s) u(t-s) ds, \ t \in \mathbb{R}, \ u \in X,$$

and

$$[Q_{\kappa,\chi} u](t) := \int_{0}^{+\infty} \Phi_{\kappa,\chi}(t, t-s) F_{\chi}(\cdot, t-s) u(t-s) ds, \ t \in \mathbb{R}, \ u \in X.$$

Define $R_{0}(\chi) := r(Q_{\chi})$, $\tilde{R}_{0}(\chi) := r(\tilde{Q}_{\chi})$ and $R_{0}(\kappa, \chi) := r(Q_{\kappa,\chi})$. Let

$$P := \{ u \in C(\mathbb{R}, \mathbb{R}^{n}) : u(t) = u(t + T), \ t \in \mathbb{R} \}$$

be a Banach space with the positive cone

$$P_{+} := \{ u \in C(\mathbb{R}, \mathbb{R}_{+}^{n}) : u(t) = u(t + T), \ t \in \mathbb{R} \}$$

and the maximum norm $\| u \|_{P} = \max_{1 \leq i \leq n} \max_{0 \leq t \leq T} | u_{i}(t) |$, where $u = (u_{1}, u_{2}, \cdots, u_{n})^{T}$.

For each $x \in \bar{\Omega}$, we introduce a bounded linear positive operator $Q_{x,\chi} : P \to P$ by

$$[Q_{x,\chi} u](t) := \int_{0}^{+\infty} \Gamma_{x,\chi}(t, t-s) F_{\chi}(x, t-s) u(t-s) ds, \ t \in \mathbb{R}, \ u \in P.$$

Define a bounded linear positive operator $\tilde{Q}_{\chi} : P \to P$ by

$$[\tilde{Q}_{\chi} u](t) := \int_{0}^{+\infty} \tilde{\Gamma}_{\chi}(t, t-s) \tilde{F}_{\chi}(t-s) u(t-s) ds, \ t \in \mathbb{R}, \ u \in P.$$

Let $R_{0}(x, \chi) := r(Q_{x,\chi})$, $\forall x \in \bar{\Omega}$ and $\tilde{R}_{0}(\chi) := r(\tilde{Q}_{\chi})$.

**Lemma 4.1.** Assume that (F) and (V) hold, and B satisfies the Dirichlet or Neumann or Robin boundary condition. Then (A1) and (A2) are satisfied, and hence, Theorem 2.3 holds true, respectively, for the following cases:

(i) $Y = X$, $\Phi = \Phi_{\kappa,\chi}$, $F(t) = F_{\chi}(\cdot, t)$, $R_{0} = R_{0}(\kappa, \chi)$, $\Psi_{\mu} = U^{\mu}_{\kappa,\chi}$ with $\chi \in \mathcal{X}$, $\kappa_{i} > 0$ and $\mu > 0$.

(ii) $Y = X$, $\Phi = \Phi_{\chi}$, $F(t) = F_{\chi}(\cdot, t)$, $R_{0} = R_{0}(\chi)$, $\Psi_{\mu} = U^{\mu}_{\chi}$ with $\chi \in \mathcal{X}$ and $\mu > 0$.

(iii) $Y = X$, $\Phi = \tilde{\Phi}_{\chi}$, $F(t) = \tilde{F}_{\chi}(t)$, $\tilde{R}_{0} = \tilde{R}_{0}(\chi)$, $\Psi_{\mu} = \tilde{U}^{\mu}_{\chi}$ with $\chi \in \mathcal{X}$ and $\mu > 0$.
(iv) $Y = \mathbb{R}^n$, $\Phi = \Gamma_{x, \chi}$, $F(t) = \mathcal{F}_\chi(x, t)$, $\mathcal{R}_0 = R_0(x, \chi)$, $\Psi_\mu = U^{\mu}_{x, \chi}$ with $\chi \in \mathcal{X}$ and $\mu > 0$ for all $x \in \Omega$.

(v) $Y = \mathbb{R}^n$, $\Phi = \tilde{\Gamma}_{\chi}$, $F(t) = \tilde{\mathcal{F}}_\chi(t)$, $\mathcal{R}_0 = \tilde{R}_0(\chi)$, $\Psi_\mu = \tilde{U}^{\mu}_\chi$ with $\chi \in \mathcal{X}$ and $\mu > 0$.

We remark that the conclusions of Theorem 2.3 for the case (i), (ii) and (iii), (iv) and (v) in Lemma 4.1 can also be derived from [29, Theorems 3.7 and 3.8 and Proposition 3.9 with $\tau = 0$, [30, Proposition 3.6(ii)] and Lemma 2.3, and [44, Theorems 2.1 and 2.2], respectively.

**Lemma 4.2.** Assume that (F) and (V) hold. Then the following statements are valid for any $\chi \in \mathcal{X}$:

(i) $\mathcal{R}_0(\chi) = \max_{x \in \overline{\Omega}} R_0(x, \chi)$.

(ii) $\tilde{\mathcal{R}}_0(\chi) = \tilde{R}_0(\chi)$.

**Proof.** We only need to prove (i), since (ii) can be derived in a similar way. Fix an $\chi \in \mathcal{X}$ and let $\overline{\mathcal{R}}_0 := \max_{x \in \overline{\Omega}} R_0(x, \chi)$. Below we proceed with two cases.

In the case where $\overline{\mathcal{R}}_0 > 0$, there exists some $x_0 \in \overline{\Omega}$ such that $R_0(x_0, \chi) = \overline{\mathcal{R}}_0 > 0$. By Theorem 2.3(ii) and Lemma 4.1(iv), we have $\omega(U^{\overline{\mathcal{R}}_0}_{x, \chi}) = 0$. It follows from $\overline{\mathcal{R}}_0 \geq R_0(x, \chi)$, $\forall x \in \overline{\Omega}$ and Corollary 2.1(i) and Lemma 4.1(iv) that $\omega(U^{\overline{\mathcal{R}}_0}_{x, \chi}) \leq 0$, $\forall x \in \overline{\Omega}$, and hence, $\max_{x \in \overline{\Omega}} \omega(U^{\overline{\mathcal{R}}_0}_{x, \chi}) = 0$. By Proposition 3.1, we have $\omega(U^{\overline{\mathcal{R}}_0}_{x, \chi}) = \max_{x \in \overline{\Omega}} \omega(U^{\overline{\mathcal{R}}_0}_{x, \chi}) = 0$. Now Theorem 2.3(ii), Corollary 2.1(ii) and Lemma 4.1(ii) yield that $\mathcal{R}_0(\chi) = \overline{\mathcal{R}}_0 > 0$.

In the case where $\overline{\mathcal{R}}_0 = 0$, we have $R_0(x, \chi) = 0$, $\forall x \in \overline{\Omega}$. Corollary 2.1(ii) and Lemma 4.1(iv) imply that $\omega(U^{\overline{\mathcal{R}}_0}_{x, \chi}) < 0$ for all $x \in \overline{\Omega}$, $\mu > 0$. By Proposition 3.1 again, we have $\omega(U^{\overline{\mathcal{R}}_0}_{x, \chi}) = \max_{x \in \overline{\Omega}} \omega(U^{\overline{\mathcal{R}}_0}_{x, \chi}) < 0$ for all $\mu > 0$. Therefore, $\mathcal{R}_0(\chi) = 0$ due to Corollary 2.1(ii) and Lemma 4.1(ii). \hfill \Box

Now we are ready to prove the main result of this paper.

**Theorem 4.1.** Assume that (F) and (V) hold, and there exists $\chi_0 \in \mathcal{X}$ such that $\mathcal{V}_\chi$ and $\mathcal{F}_\chi$ converge uniformly to $\mathcal{V}_{\chi_0}$ and $\mathcal{F}_{\chi_0}$ as $\chi \to \chi_0$, respectively. We use $\mathcal{R}_0^D(\kappa, \chi)$, $\mathcal{R}_0^N(\kappa, \chi)$ and $\mathcal{R}_0^R(\kappa, \chi)$ to denote the special cases of $\mathcal{R}_0(\kappa, \chi)$ when $\mathcal{B}$ represents the Dirichlet, Neumann and Robin boundary conditions, respectively. Then the following statements are valid:

(i) $\lim_{\max_{1 \leq i \leq n} \kappa_i \to 0, \chi \to \chi_0} \mathcal{R}_0(\kappa, \chi) = \max_{x \in \overline{\Omega}} R_0(x, \chi_0)$.

(ii) $\lim_{\min_{1 \leq i \leq n} \kappa_i \to +\infty, \chi \to \chi_0} \mathcal{R}_0^D(\kappa, \chi) = \lim_{\min_{1 \leq i \leq n} \kappa_i \to +\infty, \chi \to \chi_0} \mathcal{R}_0^R(\kappa, \chi) = 0$. 
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(iii) \( \min_{1 \leq i \leq n} \lim_{\kappa_i \to +\infty, \chi \to \chi_0} \mathcal{R}_0^N(\kappa, \chi) = \mathcal{R}_0(\chi_0) \).

Proof. (i) We only prove

\[ \lim_{\max_{1 \leq i \leq n} \kappa_i \to 0, \chi \to \chi_0} \mathcal{R}_0(\kappa, \chi) = \max_{x \in \Omega} R_0(x, \chi_0), \]

since the other two limiting profiles can be obtained in a similar way. In view of Lemma 4.2 (i), it suffices to prove

\[ \lim_{\max_{1 \leq i \leq n} \kappa_i \to 0, \chi \to \chi_0} \mathcal{R}_0(\kappa, \chi) = \mathcal{R}_0(\chi_0), \quad (4.7) \]

Here we choose \( \Theta = (\text{Int}(\mathbb{R}_+^n) \times \mathcal{X}) \cup \{ \theta_0 \} \), and let \( \theta_0 := (0, 0, \cdots, 0, \chi_0) \in \Theta \) and \( \theta := (\kappa_1, \kappa_2, \cdots, \kappa_n, \chi) \in \Theta \). In order to obtain (4.7), it suffices to prove the following claim.

Claim. For any \( \mu > 0 \), \( \max_{1 \leq i \leq n} \kappa_i \to 0, \chi \to \chi_0 \)

\[ \omega(\mathbb{U}^\mu_{\kappa, \chi}) = \omega(\mathbb{U}^\mu_{\chi_0}). \]

Without loss of generality, we prove the claim under the assumption \( \mu = 1 \). For any \( \chi \in \mathcal{X} \), let \( \mathcal{M}_\chi = (m_{ij, \chi})_{n \times n} = -\mathcal{V}_\chi + \mathcal{F}_\chi \). For any given \( \delta > 0 \), let \( \mathcal{M}^\delta_{\chi_0} = (m^\delta_{ij, \chi_0})_{n \times n} \) and \( \mathcal{M}^\delta_{\chi_0} = (m^\delta_{ij, \chi_0})_{n \times n} \), where

\[ m^\delta_{ij, \chi_0}(x, t) = m_{ij, \chi_0}(x, t) + \delta, \quad \text{and} \quad m^\delta_{ij, \chi_0}(x, t) = \begin{cases} m_{ij, \chi_0}(x, t) - \delta & \text{if } i = j, \\ \max(0, m_{ij, \chi_0}(x, t) - \delta) & \text{if } i \neq j. \end{cases} \]

Thus, \( \mathcal{M}_\chi(x, t), \mathcal{M}_{\chi_0}(x, t), \mathcal{M}^\delta_{\chi_0}(x, t) \) and \( \mathcal{M}^\delta_{\chi_0}(x, t) \) are cooperative for all \( (x, t) \in \overline{\Omega} \times \mathbb{R} \). Let \( \{ \mathbb{U}^\delta_{\chi_0}(t, s) : t \geq s \} \) and \( \{ \mathbb{U}^1_{\chi_0}(t, s) : t \geq s \} \) be the evolution families on \( \mathcal{X} \) of

\[ \frac{\partial \mathbb{v}}{\partial t} = \mathcal{M}^\delta_{\chi_0}(x, t) \mathbb{v}, \quad x \in \overline{\Omega}, \quad t > 0, \]

and

\[ \frac{\partial \mathbb{v}}{\partial t} = \mathcal{M}^1_{\chi_0}(x, t) \mathbb{v}, \quad x \in \overline{\Omega}, \quad t > 0, \]

respectively.

By Proposition 3.1 and the perturbation theory of matrix (see, e.g., [25, Section II.5.1]), it follows that for any given \( \epsilon > 0 \), there exists \( \delta_0 > 0 \) such that

\[ \omega(\mathbb{U}^1_{\chi_0}) - \frac{\epsilon}{2} \leq \omega(\mathbb{U}^\delta_{\chi_0}), \quad \text{and} \quad \omega(\mathbb{U}^1_{\chi_0}) \leq \omega(\mathbb{U}^\delta_{\chi_0}) + \frac{\epsilon}{2}, \]

for all \( \delta \leq \delta_0 \). Moreover, \( \mathcal{M}^\delta_{\chi_0}(x, t) \leq \mathcal{M}_\chi(x, t) \leq \mathcal{M}^\delta_{\chi_0}(x, t) \), \( \forall (x, t) \in \overline{\Omega} \times \mathbb{R} \) provided that \( \rho(\chi, \chi_0) \leq \hat{\sigma} \) for some \( \hat{\sigma} > 0 \). Let \( \{ \mathbb{U}^\delta_{\kappa, \chi_0}(t, s) : t \geq s \} \) and \( \{ \mathbb{U}^0_{\kappa, \chi_0}(t, s) : t \geq s \} \) be the evolution families on \( \mathcal{X} \) of

\[ \begin{cases} \frac{\partial \mathbb{v}}{\partial t} = \kappa \mathcal{L}(x, t) \mathbb{v} + \mathcal{M}^\delta_{\chi_0}(x, t) \mathbb{v}, & x \in \Omega, \quad t > 0, \\ \mathcal{B} \mathbb{v} = 0, & x \in \partial \Omega, \quad t > 0, \end{cases} \]
and
\[
\begin{cases}
\frac{\partial u}{\partial t} = \kappa L(x,t) v + \mathcal{N}^\theta(x,t) v, & x \in \Omega, \ t > 0, \\
B v = 0, & x \in \partial \Omega, \ t > 0,
\end{cases}
\]
respectively. In view of Proposition 3.2, we have
\[
\omega(\bigcup_{\kappa_i, \chi}^0) \leq \omega(\bigcup_{\kappa, \chi}^1) \leq \omega(\bigcup_{\kappa, \chi}^0)
\]
provided that \(\rho(\chi, \chi_0) \leq \hat{\sigma}\). According to Theorem 3.2, there is \(\hat{\kappa} > 0\) such that
\[
\omega(\bigcup_{\kappa_i, \chi}^0) - \frac{\epsilon}{2} \leq \omega(\bigcup_{\kappa, \chi}^0), \quad \text{and} \quad \omega(\bigcup_{\kappa, \chi}^0) \leq \omega(\bigcup_{\kappa_i, \chi}^0) + \frac{\epsilon}{2},
\]
provided that \(\max_{1 \leq i \leq n} \kappa_i \leq \hat{\kappa}\). One can easily verify that
\[
\omega(\bigcup_{\kappa_i, \chi}^1) - \epsilon \leq \omega(\bigcup_{\kappa_i, \chi}^0) - \frac{\epsilon}{2} \leq \omega(\bigcup_{\kappa, \chi}^0) \leq \omega(\bigcup_{\kappa_i, \chi}^0) + \epsilon,
\]
whenever \(\max_{1 \leq i \leq n} \kappa_i \leq \hat{\kappa}\) and \(\rho(\chi, \chi_0) \leq \hat{\sigma}\). This proves the claim above. It then follows that (4.7) holds true, and hence, statement (i) is valid.

(ii) We use \(\mathcal{U}_{\kappa, \chi}^{\mu, D}, \mathcal{U}_{\kappa, \chi}^{\mu, N}\) and \(\mathcal{U}_{\kappa, \chi}^{\mu, R}\) to denote the special case of \(\mathcal{U}_{\kappa, \chi}^{\mu}\) when \(B\) represents the Dirichlet, Neumann and Robin boundary conditions, respectively. By repeating the arguments in the proof of Claim, we see that for any \(\mu > 0\),
\[
\lim_{\min_{1 \leq i \leq n} \kappa_i \rightarrow +\infty, \chi \rightarrow \chi_0} \omega(\mathcal{U}_{\kappa, \chi}^{\mu, D}) = \lim_{\min_{1 \leq i \leq n} \kappa_i \rightarrow +\infty, \chi \rightarrow \chi_0} \omega(\mathcal{U}_{\kappa, \chi}^{\mu, R}) = -\infty,
\]
that is,
\[
\lim_{\max_{1 \leq i \leq n} \kappa_i \rightarrow 0, \chi \rightarrow \chi_0} \omega(\mathcal{U}_{\kappa, \chi}^{\mu, D}) = \lim_{\max_{1 \leq i \leq n} \kappa_i \rightarrow 0, \chi \rightarrow \chi_0} \omega(\mathcal{U}_{\kappa, \chi}^{\mu, R}) = -\infty,
\]
We let \(\alpha_i := \frac{1}{\kappa_i}, \ \forall i = 1, 2, \cdots, n, \ \kappa_i > 0\). Choosing \(\Theta = (\text{Int}(\mathbb{R}^n) \times \mathcal{X}) \cup \{\theta_0\}, \ \theta := (\alpha_1, \alpha_2, \cdots, \alpha_n, \chi)\), and \(\theta_0 := (0, 0, \cdots, 0, \chi_0)\), we then obtain the desired conclusion due to Theorem 2.5 and Lemmas 4.1(i).

(iii) In view of Lemma 4.2(i), it suffices to prove
\[
\lim_{\min_{1 \leq i \leq n} \kappa_i \rightarrow +\infty, \chi \rightarrow \chi_0} \mathcal{R}_0(\kappa, \chi) = \mathcal{R}_0(\chi_0). \quad (4.8)
\]
By the arguments similar to those in the proof of the claim above, it follows that for any \(\mu > 0\),
\[
\lim_{\min_{1 \leq i \leq n} \kappa_i \rightarrow +\infty, \chi \rightarrow \chi_0} \omega(\mathcal{U}_{\kappa, \chi}^{\mu, N}) = \omega(\bigcup_{\kappa_i, \chi}^0),
\]
that is,
\[
\lim_{\max_{1 \leq i \leq n} \kappa_i \rightarrow 0, \chi \rightarrow \chi_0} \omega(\mathcal{U}_{\kappa, \chi}^{\mu, N}) = \omega(\bigcup_{\kappa_i, \chi}^0),
\]
We let \(\alpha_i := \frac{1}{\kappa_i}, \ \forall i = 1, 2, \cdots, n, \ \kappa_i > 0\), and choose \(\Theta = (\text{Int}(\mathbb{R}^n) \times \mathcal{X}) \cup \{\theta_0\}, \ \theta := (\alpha_1, \alpha_2, \cdots, \alpha_n, \chi)\), and \(\theta_0 := (0, 0, \cdots, 0, \chi_0)\). Thus, (4.8) follows from Theorem 2.4 and Lemma 4.1(i) and (iii). \(\square\)
5 Periodic solutions

We use the same notations $\Omega$, $n$, $X$, $X_+$, $\mathbb{X}$, $X_+$, $\kappa$, $\mathcal{L}$ and $\mathcal{B}$ as in section 3, and consider the time-periodic reaction-diffusion system

$$\begin{cases}
\frac{\partial w}{\partial t} = \kappa \mathcal{L}(x, t)w + \mathcal{G}(x, t, w), & x \in \Omega, \ t > 0, \\
\mathcal{B}w = 0, & x \in \partial \Omega, \ t > 0,
\end{cases}
$$

(5.1)

where the reaction term satisfies

$$\mathcal{G}(x, t, q_1, q_2, \ldots, q_n) = (G_1, G_2, \ldots, G_n)^T(x, t, q_1, q_2, \ldots, q_n) \in C^1(\overline{\Omega} \times \mathbb{R} \times \mathbb{R}_+^n, \mathbb{R}^n),$$

and $G_i(x, t, q_1, q_2, \ldots, q_n) = G_i(x, t + T, q_1, q_2, \ldots, q_n)$ for some $T > 0$.

Let

$$\tilde{G}_i(t, q_1, q_2, \ldots, q_n) = \frac{1}{|\Omega|} \int_{\Omega} G_i(x, t, q_1, q_2, \ldots, q_n) dx,$$

and

$$\tilde{\mathcal{G}}(t, q_1, q_2, \ldots, q_n) = (\tilde{G}_1, \tilde{G}_2, \ldots, \tilde{G}_n)^T(t, q_1, q_2, \ldots, q_n).$$

We assume that

(H1) For any $1 \leq i \neq j \leq n$, $\frac{\partial}{\partial q_i} G_j(x, t, q_1, q_2, \ldots, q_n) \geq 0$ for all $(x, t) \in \overline{\Omega} \times \mathbb{R}$.

(H2) For each $x \in \overline{\Omega}$, the ODE system

$$\mathbf{w}'(t) = \mathcal{G}(x, t, \mathbf{w}(t)), \ \mathbf{w}(0) \in \mathbb{R}_+^n \setminus \{0\}$$

has a globally asymptotically stable positive $T$-periodic solution, denoted by $\mathbf{w}_0(x, t) = (w_{0,1}, w_{0,2}, \ldots, w_{0,n})^T(x, t)$. Moreover, $\mathbf{w}_0$ is continuous on $\overline{\Omega} \times \mathbb{R}$, and the ODE system

$$\mathbf{w}'(t) = \tilde{\mathcal{G}}(t, \mathbf{w}(t)), \ \mathbf{w}(0) \in \mathbb{R}_+^n \setminus \{0\}$$

has a globally asymptotically stable positive $T$-periodic solution, denoted by $\mathbf{w}_\infty(t) = (\tilde{w}_{\infty,1}, \tilde{w}_{\infty,2}, \ldots, \tilde{w}_{\infty,n})^T(t)$.

(H3) $G_i(x, t, 0) = 0$ on $\overline{\Omega} \times \mathbb{R}$ for all $1 \leq i \leq n$, and there exists $\mathbf{v}(t) = (v_1, v_2, \cdots, v_n)^T(t)$ with each $v_i(t) > 0$ and $v_i(t) = v_i(t + T)$ for all $t \in \mathbb{R}$ such that the following inequality holds for any $\tau \in [0, 1]$

$$\tau \mathbf{v}'(t) \leq \mathcal{G}(x, t, \tau \mathbf{v}(t)), \ \forall (x, t) \in \overline{\Omega} \times \mathbb{R}.$$
(H4) There exist $h > 0$ and $\overline{v} = (\overline{v}_1, \overline{v}_2, \cdots, \overline{v}_n)^T \in \mathbb{R}^n$ with each $\overline{v}_i > 0$ such that
\[
\sup_{\tau \to \infty, (x,t) \in \Omega \times [0,T]} G_i(x,t,\tau \overline{v}) \leq -h, \quad \forall 1 \leq i \leq n.
\]

(H5) For any $\kappa$ with $\kappa_i > 0$, $w_\kappa$ is the unique positive periodic solution of system (5.1).

By the comparison arguments, we have the following observation.

**Lemma 5.1.** Assume that (H1)–(H4) hold. Then system (5.1) has at least one positive periodic solution. Furthermore, any positive periodic solution $w = (w_1, w_2, \cdots, w_n)^T$ of (5.1) satisfies $\tau_1\overline{v}_j(t) \leq w_j \leq \tau_2\overline{v}_j$ in $\overline{\Omega} \times \mathbb{R}$ for some $\tau_1 \in (0,1]$ and $\tau_2 > 0$, where $\overline{v}_j$ and $\overline{v}_j$ are given in (H3) and (H4).

**Proof.** We first choose a real number $\tau_2 > 0$ such that $G_i(x,t,\tau_2 \overline{v}) \leq -\frac{h}{2} < 0$. It then follows that
\[
(\tau_2 \overline{v}_i)' = 0 > G_i(x,t,\tau_2 \overline{v}), \quad \forall (x,t) \in \Omega \times \mathbb{R}, \quad i = 1,2,\cdots, n.
\]

On the other hand, there exists $\tau_1 > 0$ small enough such that $\tau_1\overline{v}_i(t) < \tau_2\overline{v}_i$, $\forall t \in \mathbb{R}$, $i = 1,2,\cdots, n$. The desired conclusion follows from the standard comparison arguments and iteration method (see, e.g., [5, Lemma 5.3]).

By the arguments similar to those for [5, Theorem 1.7] and [26, Theorem 1.5], we have the following observation.

**Theorem 5.1.** Assume that (H1)–(H5) hold. Then $w_\kappa(x,t) \to w_0(x,t)$ uniformly on $\overline{\Omega} \times \mathbb{R}$ as $\max_{1 \leq i \leq n} \kappa_i \to 0$.

Next we turn to the asymptotic behavior of the positive periodic solution with large diffusion coefficients. Let $\tau_2 > 0$ be given in Lemma 5.1 and define a set
\[
Q := \{(q_1,q_2,\cdots,q_n) : 0 \leq q_i \leq \tau_2 \overline{v}_i, \quad 1 \leq i \leq n\}.
\]

Let $\tilde{w}_\kappa := (\tilde{w}_{\kappa,1}, \tilde{w}_{\kappa,2}, \cdots, \tilde{w}_{\kappa,n})^T$ and $\hat{w}_\kappa := (\hat{w}_{\kappa,1}, \hat{w}_{\kappa,2}, \cdots, \hat{w}_{\kappa,n})^T$, where
\[
\tilde{w}_{\kappa,i}(t) = \frac{1}{|\Omega|} \int_{\Omega} w_{\kappa,i}(y,t)dy, \quad \hat{w}_{\kappa,i}(x,t) = w_{\kappa,i}(x,t) - \tilde{w}_{\kappa,i}(t), \quad 1 \leq i \leq n.
\]

Then we have the following observation.

**Lemma 5.2.** Assume that (H1)–(H5) hold. Then $\tilde{w}_\kappa(t) \to \tilde{w}_\infty(t)$ uniformly on $\mathbb{R}$ as $\min_{1 \leq i \leq n} \kappa_i \to +\infty$. 
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Proof. Taking the average of i-th equation of (5.1) over Ω, we have
\[
\frac{d}{dt} \bar{w}_{\kappa,i}(t) = \frac{1}{|\Omega|} \int_{\Omega} G_i(x, t, w_{\kappa}^T(x, t))dx, \ \forall t \in \mathbb{R}.
\] (5.3)

Clearly, there exists \( C_0 > 0 \) independent of \( i \) and \( \kappa \) such that
\[
|G_i(x, t, q_1, q_2, \cdots, q_n)| \leq C_0 \text{ on } \overline{\Omega} \times \mathbb{R} \times Q, \ i = 1, 2, \cdots, n.
\]

It then easily follows that
\[
\left| \frac{d}{dt} \bar{w}_{\kappa,i}(t) \right| \leq C_0, \ \forall t \in \mathbb{R}, \ i = 1, 2, \cdots, n.
\] (5.4)

On the other hand, we integrate (5.3) from 0 to \( t \) to obtain
\[
\bar{w}_{\kappa,i}(t) - \bar{w}_{\kappa,i}(0) = \frac{1}{|\Omega|} \int_0^t \int_{\Omega} G_i(x, s, w_{\kappa}^T(x, s))dx ds, \ \forall t \in [0, T].
\]

For each \( i = 1, 2, \cdots, n \), we define
\[
g_{\kappa,i}(t) := \frac{1}{|\Omega|} \int_0^t \int_{\Omega} [G_i(x, s, w_{\kappa}^T(x, s)) - G_i(x, s, \bar{w}_{\kappa}^T(s))]dx ds, \ \forall t \in \mathbb{R}
\]
to obtain
\[
\bar{w}_{\kappa,i}(t) - \bar{w}_{\kappa,i}(0) = \int_0^t \int_{\Omega} G_i(x, s, \bar{w}_{\kappa}^T(s))dx ds + g_{\kappa,i}(t)
\]
\[
= \int_0^t G_i(s, \bar{w}_{\kappa}(s))ds + g_{\kappa,i}(t), \ \forall t \in [0, T], \ i = 1, 2, \cdots, n.
\]

Letting \( \underline{\kappa} := \min_{1 \leq i \leq n} \kappa_i \), we then have the following claim.

Claim 1. For each \( i = 1, 2, \cdots, n \), \( g_{\kappa,i}(t) \to 0 \) uniformly on \([0, T]\) as \( \underline{\kappa} \to +\infty \).

Let us postpone the proof of Claim 1, and reach the conclusion quickly. Let \( \mathbb{X} := C([0, T], \mathbb{R}^n) \) be a Banach space with the maximum norm \( \|u\|_\mathbb{X} = \max_{1 \leq i \leq n} \max_{0 \leq t \leq T} |u_i(t)| \), where \( u = (u_1, u_2, \cdots, u_n)^T \in \mathbb{X} \). Suppose, by contradiction, that there is a sequence \( \kappa_l = (\kappa_{l,1}, \kappa_{l,2}, \cdots, \kappa_{l,n})^T \) with \( \min_{1 \leq i \leq n} \kappa_{l,i} \to +\infty \) as \( l \to \infty \) such that \( \|\bar{w}_{\kappa_l} - \bar{w}_\infty\|_\mathbb{X} \geq \epsilon_0 \) for some \( \epsilon_0 > 0 \) for all \( \kappa_l \) with \( \kappa_{l,i} > 0 \). By the Ascoli–Arzelà theorem (see, e.g., [38, Theorem I.28]), together with Lemma 5.1 and the estimate (5.4), it follows that there exists a subsequence \( \kappa_{l_k} = (\kappa_{l_k,1}, \kappa_{l_k,2}, \cdots, \kappa_{l_k,n})^T \) of \( \kappa_l \) such that
\[
\bar{w}_{\kappa_{l_k}} \to \bar{v} = (v_1, v_2, \cdots, v_n)^T \text{ in } \mathbb{X} \text{ as } \min_{1 \leq i \leq n} \kappa_{l_k,i} \to +\infty
\]
and $v(0) = v(T)$. Moreover,

$$v_i(t) - v_i(0) = \int_0^t \mathcal{G}_i(s, v^T(s))ds, \quad \forall t \in [0, T], \quad 1 \leq i \leq n, \quad (5.5)$$

that is,

$$v(t) - v(0) = \int_0^t \mathcal{G}(s, v^T(s))ds, \quad \forall t \in [0, T]. \quad (5.6)$$

Thanks to (H2) and (5.6), we obtain $v(t) = \tilde{w}_\infty(t), \quad \forall t \in [0, T]$, a contradiction.

In order to prove Claim 1, we need the following claim.

**Claim 2.** There exists $C_1 > 0$ dependent on $a$, $T$, $\Omega$, $C_0$, $\tau_2$ and $\max_{1 \leq j \leq n} \bar{v}_j$ such that

$$\int_0^T \int_{\Omega} |\nabla \tilde{w}_{\kappa,i}|^2 dxdt \leq C_1 \kappa_i^{-1}. \quad (5.7)$$

Indeed, Lemma 5.1 implies that $\tilde{w}_\kappa(x, t) = (w_{\kappa,1}, w_{\kappa,2}, \ldots, w_{\kappa,n})^T(x, t) \in \mathcal{Q}$ for all $\kappa$ with $\kappa_i > 0$. Choose $a > 0$ such that $\sum_{p,q=1}^N a_{pq}^2 \xi_p \xi_q \geq a \sum_{p=1}^N \xi_p^2, \quad \forall 1 \leq i \leq n$. We multiply the $i$-th equation of (5.1) by $w_{\kappa,i}$ and then integrate over $\Omega \times (0, T)$ to obtain

$$\int_0^T \int_{\Omega} \kappa_i \sum_{p,q=1}^N a_{pq}^i (w_{\kappa,i})_{x_p}(w_{\kappa,i})_{x_q} dxdt = \int_0^T \int_{\Omega} G_i(x, t, w_{\kappa,T}^i) w_{\kappa,i} dxdt.$$

It follows that

$$a \kappa_i \int_0^T \int_{\Omega} |\nabla \tilde{w}_{\kappa,i}|^2 dxdt \leq T|\Omega|C_1 \kappa_i \max_{1 \leq j \leq n} \bar{v}_j, \quad \forall 1 \leq i \leq n.$$

Thus, Claim 2 holds true. Now let us return to the proof of Claim 1. It is easy to see that $\int_{\Omega} \tilde{w}_{\kappa,i}(x, t) dx = 0, \quad \forall t \in \mathbb{R}, \quad i = 1, 2, \ldots, n$. By Poincaré’s inequality (see, e.g., [15, Theorem 5.8.1]), we have

$$\int_{\Omega} |\tilde{w}_{\kappa,i}|^2 dx \leq C_2 \int_{\Omega} |\nabla \tilde{w}_{\kappa,i}|^2 dx, \quad \forall 1 \leq i \leq n, \quad t \in \mathbb{R},$$

for some $C_2$ dependent on $\Omega$. Therefore, it follows from $\nabla \tilde{w}_{\kappa,i} = \nabla w_{\kappa,i}$ and (5.7) that

$$\int_0^T \int_{\Omega} |\tilde{w}_{\kappa,i}|^2 dxdt \leq C_1 C_2 \kappa_i^{-1}, \quad 1 \leq i \leq n.$$

Thus, the Cauchy inequality yields

$$\int_0^T \int_{\Omega} |\tilde{w}_{\kappa,i}| dxdt \leq C_3 \kappa_i^{1/2}, \quad 1 \leq i \leq n,$$
for some constant $C_3$ dependent on $\varrho, T, \Omega, C_0, \tau_2$ and $\max_{1 \leq j \leq n} \overline{v}_j$. On the other hand, since $w^T_\kappa(x,t) \in Q$ and $\overline{w}^T_\kappa(x,t) \in Q$, $\forall (x,t) \in \overline{\Omega} \times \mathbb{R}$, there exists $\hat{L}$ independent of $x$, $t$, $\kappa$ and $i$ such that

$$|G_i(x,t, w^T_\kappa(x,t)) - G_i(x,t, \overline{w}^T_\kappa(t))| \leq \hat{L} \max_{1 \leq i \leq n} |w_{\kappa,i}(x,t) - \overline{w}_{\kappa,i}(t)|, \forall (x,t) \in \overline{\Omega} \times \mathbb{R}.$$  

By a straightforward computation, we have

$$\int_0^t \int_\Omega |G_i(x,s, w^T_\kappa(x,s)) - G_i(x,s, \overline{w}^T_\kappa(s))| \, dx \, ds
\leq \max_{1 \leq i \leq n} \hat{L} \int_0^t \int_\Omega |w_{\kappa,i}(x,s) - \overline{w}_{\kappa,i}(s)| \, dx \, ds
\leq \max_{1 \leq i \leq n} \hat{L} \int_0^t \int_\Omega |\overline{w}_{\kappa,i}(x,s)| \, dx \, ds
\leq \hat{L} C_{\kappa} \frac{1}{\kappa}, \forall t \in [0,T].$$

This implies that $g_{\kappa,i}(t) \to 0$ uniformly on $[0,T]$ as $\kappa \to +\infty$. \hfill \square

**Lemma 5.3.** For each $j = 1, 2, \cdots, n$, we consider the following eigenvalue problem:

$$\begin{cases}
\frac{\partial u}{\partial t} = \kappa_j \mathcal{L}_j(x,t) u + \lambda u, & (x,t) \in \Omega \times \mathbb{R}, \\
\mathcal{B}_j u = 0, & (x,t) \in \partial \Omega \times \mathbb{R}.
\end{cases} \quad (5.8)$$

Here, $\mathcal{B}_j$ is the Neumann boundary condition given in (3.5). Let $\{\lambda_{j,m}\}_{m=1}^\infty$ be all eigenvalues of (5.8) such that $\Re \lambda_{j,m}$ is non-decreasing with respect to $m$. Then the following statements are valid:

(i) The principal eigenvalue $\lambda_{j,1}$ of (5.8) is zero and simple.

(ii) There exists $\gamma_0 > 0$, independent of $j$, such that $\Re \lambda_{j,m} > \gamma_0 \kappa_j$ for all $1 \leq j \leq n$ and $m \geq 2$.

**Proof.** Statement (i) can be derived by the Krein-Rutman theorem (see, e.g., [23, Section 7]).

(ii) Choose $\varrho > 0$ independent of $j$ such that $\sum_{p,q=1}^N a_{pq} \xi_p \xi_q \geq \varrho \sum_{p=1}^N \xi_p^2$. For any given $j = 1, 2, \cdots, n$, let $\lambda = \lambda_R + i \lambda_I$, $u = u_R + i u_I$ be an eigenpair of (5.8) with $\lambda \neq 0$, where $i^2 + 1 = 0$. By Definition 3.1, we obtain $\lambda_R > 0$. Then we have the following claims.

*Claim 1.* For any $(x,t) \in \partial \Omega \times \mathbb{R}$, $\mathcal{B}_j u_R = \mathcal{B}_j u_I = 0$.

*Claim 2.* For any $t \in \mathbb{R}$, $\tilde{u}_R(t) := \int_\Omega u_R(x,t) \, dx = 0$, $\tilde{u}_I(t) := \int_\Omega u_I(x,t) \, dx = 0.$
Claim 3. There holds
\[- \int_0^T \int_\Omega \kappa_j [u_R \mathcal{L}_j(x, t) u_R + u_I \mathcal{L}_j(x, t) u_I] \, dx \, dt = \lambda_R \int_0^T \int_\Omega (|u_R|^2 + |u_I|^2) \, dx \, dt. \tag{5.9}\]

Let us postpone the proof of these claims, and continue the proof of (ii). It then follows from Claim 1 that
\[- \int_0^T \int_\Omega \kappa_j [u_R \mathcal{L}_j(x, t) u_R + u_I \mathcal{L}_j(x, t) u_I] \, dx \, dt = \lambda_R \int_0^T \int_\Omega (|u_R|^2 + |u_I|^2) \, dx \, dt\]
\[\quad \geq \kappa_j \mathfrak{a} \int_0^T \int_\Omega (|\nabla u_R|^2 + |\nabla u_I|^2) \, dx \, dt. \tag{5.10}\]

By Poincaré’s inequality (see, e.g., [15, Theorem 5.8.1]) and Claim 2, we have
\[\int_\Omega |u_R|^2 \, dx \leq C_1 \int_\Omega |\nabla u_R|^2 \, dx, \quad \int_\Omega |u_I|^2 \, dx \leq C_1 \int_\Omega |\nabla u_I|^2 \, dx, \quad \forall t \in \mathbb{R}, \]
for some $C_1 > 0$ only dependent on $\Omega$. It then follows that
\[\kappa_j \mathfrak{a} \int_0^T \int_\Omega (|u_R|^2 + |u_I|^2) \, dx \, dt \leq C_1 \kappa_j \mathfrak{a} \int_0^T \int_\Omega (|\nabla u_R|^2 + |\nabla u_I|^2) \, dx \, dt\]
\[\quad \leq -C_1 \int_0^T \int_\Omega \kappa_j [u_R \mathcal{L}_j(x, t) u_R + u_I \mathcal{L}_j(x, t) u_I] \, dx \, dt\]
\[\quad = C_1 \lambda_R \int_0^T \int_\Omega (|u_R|^2 + |u_I|^2) \, dx \, dt.\]

Here the last equality follows from Claim 3. Thus, $\kappa_j \mathfrak{a} \leq C_1 \lambda_R$. We choose $\gamma_0 \in (0, \mathfrak{a}C_1^{-1})$ independent of $j$ such that $\gamma_0 \kappa_j \leq \lambda_R$, which yields the desired conclusion.

Now let us return to the proof of three claims above. Clearly, Claim 1 follows from the boundary condition of (5.8). To prove Claim 2, we integrate (5.8) over $\Omega$ to obtain
\[\begin{aligned}
\frac{d}{dt} \tilde{u}_R &= \lambda_R \tilde{u}_R - \lambda_I \tilde{u}_I, \\
\frac{d}{dt} \tilde{u}_I &= \lambda_I \tilde{u}_R + \lambda_R \tilde{u}_I.
\end{aligned}\tag{5.11}\]

Multiplying the first equation of (5.11) by $\tilde{u}_R$ and the second one by $\tilde{u}_I$ and then adding them together, we have
\[\frac{d}{dt} (\tilde{u}_R^2 + \tilde{u}_I^2) = 2 \lambda_R (\tilde{u}_R^2 + \tilde{u}_I^2).\]
Integrating the above equation over $[0, T]$ gives rise to
\[ \int_0^T (\dddot{u}_R^2 + \dddot{u}_I^2) \, dt = \frac{1}{2\lambda_R} \left[ \dddot{u}_R^2(T) + \dddot{u}_I^2(T) - \dddot{u}_R^2(0) - \dddot{u}_I^2(0) \right] = 0. \]
This proves Claim 2. In order to verify Claim 3, we multiply (5.8) by $\bar{u} = u_R - iu_I$ and integrate it over $[0, T] \times \Omega$ to obtain
\[ \int_0^T \int_\Omega \frac{\partial u}{\partial t} \bar{u} \, dx \, dt = \int_0^T \int_\Omega \bar{u} \kappa_j \mathcal{L}_j(x, t) u \, dx \, dt + \lambda \int_0^T \int_\Omega u \bar{u} \, dx \, dt. \quad (5.12) \]
An easy computation yields
\[ \int_0^T \int_\Omega \frac{\partial u}{\partial t} \bar{u} \, dx \, dt = i \int_0^T \int_\Omega \frac{\partial u_I}{\partial t} u_R - \frac{\partial u_R}{\partial t} u_I \, dx \, dt, \quad (5.13) \]
and
\[ \int_0^T \int_\Omega u \bar{u} \, dx \, dt = \int_0^T \int_\Omega (|u_R|^2 + |u_I|^2) \, dx \, dt. \quad (5.14) \]
On the other hand, we see from Claim 1 that
\[ \int_0^T \int_\Omega u_I \mathcal{L}_j(x, t) u_R \, dx \, dt = \int_0^T \int_\Omega u_R \mathcal{L}_j(x, t) u_I \, dx \, dt, \]
which implies that
\[ \int_0^T \int_\Omega \bar{u} \kappa_j \mathcal{L}_j(x, t) u \, dx \, dt = \int_0^T \int_\Omega \kappa_j [u_R \mathcal{L}_j(x, t) u_R + u_I \mathcal{L}_j(x, t) u_I] \, dx \, dt. \quad (5.15) \]
Thanks to (5.13), (5.14) and (5.15), (5.9) follows from the real part of (5.12).

Now we are ready to prove the main result of this section.

**Theorem 5.2.** Assume that (H1)–(H5) hold. Then $w_\kappa(x, t) \to \tilde{w}_\infty(t)$ uniformly on $\overline{\Omega} \times \mathbb{R}$ as $\min_{1 \leq i \leq n} \kappa_i \to +\infty$.

**Proof.** For convenience, let $\kappa := \min_{1 \leq i \leq n} \kappa_i$. With Lemma 5.2 and the triangle inequality, it suffices to show $\tilde{w}_\kappa(x, t) \to 0$ uniformly on $\overline{\Omega} \times \mathbb{R}$ as $\kappa \to +\infty$. Our arguments are motivated by [20–22]. Choose $p > n$ and $\beta \in (\frac{1}{2} + \frac{n}{2p}, 1)$. For each $i = 1, 2, \cdots, n$, let $Z_i = L^p(\Omega)$, $D(\mathcal{L}_i(\cdot, 0)) = W^{2,p}(\Omega)$, and let $Z_{\beta,i}$ be the fractional power space defined by $\mathcal{L}_i(\cdot, 0)$ (see, e.g., [12, 23, 34]). Let
\[ Z^n := Z_1 \times Z_2 \times \cdots \times Z_n \quad \text{and} \quad Z^n_\beta := Z_{\beta,1} \times Z_{\beta,2} \times \cdots \times Z_{\beta,n} \]
be two Banach spaces with the maximum norm
\[ \|u\|_{z^n} = \max_{1 \leq i \leq n} \|u_i\|_{z_i}, \] and \[ \|u\|_{z^\beta} = \max_{1 \leq i \leq n} \|u_i\|_{z_{\beta,i}}, \]
where \( u = (u_1, u_2, \cdots, u_n) \). For each \( i = 1, 2, \cdots, n \), let
\[ P_i := \left\{ u \in Z_i : \int_{\Omega} u(x)dx = 0 \right\} \] and \( P_{\beta,i} := \left\{ u \in Z_{\beta,i} : \int_{\Omega} u(x)dx = 0 \right\}. \]

It then follows that
\[ Z_i = \mathbb{R} \oplus P_i, \text{ and } Z_{\beta,i} = \mathbb{R} \oplus P_{\beta,i}, \forall 1 \leq i \leq n. \tag{5.16} \]

For convenience, we write \( \|u\|_\infty := \max_{x \in \Omega} |u(x)| \) for any \( u \in C(\overline{\Omega}) \). According to \cite[Corollary 4.17]{12}, there exists \( \hat{c} > 0 \) independent of \( i \) such that \( \|u\|_\infty \leq \hat{c}\|u\|_{z_{\beta,i}} \) for any \( u \in Z_{\beta,i} \). Taking the average of the \( i \)-th equation of (5.1) over \( \Omega \), we have
\[ \frac{d}{dt} \tilde{w}_{\kappa,i}(t) = \frac{1}{|\Omega|} \int_{\Omega} G_i(x, t, w_\kappa^T(x, t))dx, \forall t \in \mathbb{R}. \tag{5.17} \]

We subtract (5.17) from the \( i \)-th equation of (5.1) to obtain
\[ \frac{\partial}{\partial t} \tilde{w}_{\kappa,i}(x, t) = \kappa_i L_i(x, t) \tilde{w}_i + G_i(x, t, w_\kappa^T(x, t)) - \frac{1}{|\Omega|} \int_{\Omega} G_i(y, t, w_\kappa^T(y, t))dy \]
\[ = \kappa_i L_i(x, t) \tilde{w}_i + g_{i,1}(x, t, w_\kappa, \tilde{w}_\kappa) + g_{i,2}(x, t, w_\kappa, \tilde{w}_\kappa) + g_{i,3}(x, t, w_\kappa, \tilde{w}_\kappa), \tag{5.18} \]
subject to the Neumann boundary condition, where
\[ g_{i,1}(x, t, w_\kappa, \tilde{w}_\kappa) := G_i(x, t, w_\kappa^T(x, t)) - G_i(x, t, \tilde{w}_\kappa^T(t)), \]
\[ g_{i,2}(x, t, w_\kappa, \tilde{w}_\kappa) := G_i(x, t, \tilde{w}_\kappa^T(t)) - |\Omega|^{-1} \int_{\Omega} G_i(y, t, \tilde{w}_\kappa^T(t))dy, \]
\[ g_{i,3}(x, t, w_\kappa, \tilde{w}_\kappa) := |\Omega|^{-1} \int_{\Omega} G_i(y, t, \tilde{w}_\kappa^T(t))dy - |\Omega|^{-1} \int_{\Omega} G_i(y, t, w_\kappa^T(y, t))dy. \]

Since \( w_\kappa^T(x, t) \in Q \) and \( \tilde{w}_\kappa^T(x, t) \in Q, \forall (x, t) \in \overline{\Omega} \times \mathbb{R} \) and \( G_i \in C^1(\overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n) \), there exists \( \hat{L} \) independent of \( x, t, \kappa \) and \( i \) such that for any \( (x, t) \in \overline{\Omega} \times \mathbb{R} \),
\[ |g_{i,1}(x, t, w_\kappa, \tilde{w}_\kappa)| \leq \hat{L} \max_{1 \leq i \leq n} |w_{\kappa,i}(x, t) - \tilde{w}_{\kappa,i}(t)| \]
\[ \leq \max_{1 \leq i \leq n} \hat{L} \|\tilde{w}_{\kappa,i}(\cdot, t)\|_{\infty} \leq \hat{L} \hat{c} \max_{1 \leq i \leq n} \|\tilde{w}_{\kappa,i}(\cdot, t)\|_{z_{\beta,i}} = \hat{L} \hat{c} \|\tilde{w}_\kappa(\cdot, t)\|_{z^\beta}, \]
and hence,
\[ |g_{i,3}(x, t, w_\kappa, \tilde{w}_\kappa)| \leq \hat{L} \hat{c} \|\tilde{w}_\kappa(\cdot, t)\|_{z^\beta}. \]
Moreover, there exists $C_1 > 0$ such that

$$|g_{i,2}(x,t,w_{\kappa},\tilde{w}_{\kappa})| \leq C_1.$$ 

For each $i = 1, 2, \cdots, n$, let $\{U_{\kappa,i}(t,s) : t \geq s\}$ be the evolution family on $Z_i$ of

$$\begin{cases} \frac{\partial u}{\partial t} = \kappa_i L_i(x,t)u, & x \in \Omega, \ t > 0, \\ \mathcal{B}_i u = 0, & x \in \partial \Omega, \ t > 0. \end{cases}$$

Here, $\mathcal{B}_i$ is the Neumann boundary condition given in (3.5). Choose $\gamma_0 > 0$ as in Lemma 5.3. For any $\mu \in \sigma(U_{\kappa,i}(T,0)) \setminus \{1\}$, $i = 1, 2, \cdots, n$, it is easy to see that $\mu = e^{-\lambda_{i,m_i} \kappa_i T}$ for some $m_i \geq 2$, which implies that $|\mu| = |e^{-\Re \lambda_{i,m_i} \kappa_i T}| < e^{-\gamma_0 \kappa_i T}$. By [12, Theorem 7.3], the decomposition forms (5.16), and the arguments similar to those for [12, Proposition 6.8], it then follows that

$$\|U_{\kappa,i}(t,s)u\|_{Z_{\beta,i}} \leq C_2 e^{-\gamma_0 \kappa_i(t-s)} \|u\|_{Z_{\beta,i}}, \ \forall t \geq s, \ u \in P_{\beta,i},$$

$$\|U_{\kappa,i}(t,s)\|_{Z_{\beta,i}} \leq C_2 e^{-\gamma_0 \kappa_i(t-s)(t-s)^{-\beta}} \|u\|_{\Omega_i}, \ \forall t \geq s, \ u \in P_{i},$$

for some $C_2 > 0$ independent of $t$ and $s$. On the other hand, by the constant-variation formula, for any $t > 0$ and $i = 1, 2, \cdots, n$, we have

$$\tilde{w}_{\kappa,i}(\cdot, t) = U_{\kappa,i}(t,0)\tilde{w}_{\kappa,i}(\cdot, 0) + \int_0^t U_{\kappa,i}(t,s)[g_{i,2} + g_{i,1} + g_{i,3}](\cdot, s, w_{\kappa}(\cdot, s), \tilde{w}_{\kappa}(s))ds.$$ 

It is easy to verify that

$$\int_\Omega \tilde{w}_{\kappa,i}dx = 0, \ \int_\Omega (g_{i,1} + g_{i,3})dx = 0, \ \text{and} \ \int_\Omega g_{i,2}dx = 0, \ \forall t \in \mathbb{R},$$

which implies that $\tilde{w}_{\kappa,i} \in P_{\beta,i}$, $g_{i,1} + g_{i,3} \in P_i$ and $g_{i,2} \in P_i$. Thus, we obtain

$$\|\tilde{w}_{\kappa,i}(\cdot, t)\|_{Z_{\beta,i}} \leq C_2 e^{-\gamma_0 \kappa_i t} \|\tilde{w}_{\kappa,i}(\cdot, 0)\|_{Z_{\beta,i}} + C_2 C_1 \int_0^t e^{-\gamma_0 \kappa_i (t-s)}(t-s)^{-\beta}ds$$

$$+ 2C_2 \tilde{L} \int_0^t e^{-\gamma_0 \kappa_i (t-s)}(t-s)^{-\beta} \|\tilde{w}_{\kappa}(\cdot, s)\|_{Z_{\beta}}ds.$$ 

It then follows from $\kappa = \min_{1 \leq i \leq n} \kappa_i$ and $\gamma_0 > 0$ that

$$\|\tilde{w}_{\kappa}(\cdot, t)\|_{Z_{\beta}} \leq C_2 e^{-\gamma_0 \kappa t} \|\tilde{w}_{\kappa}(\cdot, 0)\|_{Z_{\beta}} + C_2 C_1 \int_0^t e^{-\gamma_0 \kappa (t-s)}(t-s)^{-\beta}ds$$

$$+ 2C_2 \tilde{L} \int_0^t e^{-\gamma_0 \kappa (t-s)}(t-s)^{-\beta} \|\tilde{w}_{\kappa}(\cdot, s)\|_{Z_{\beta}}ds.$$ 
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Choose $\gamma_1 \in (0, \gamma_0)$, and define $\zeta(t) := e^{\gamma_1 z} \| \hat{w}_\kappa(\cdot, t) \|_{Z_\beta}$, $\overline{\zeta}(t) := \sup\{ \zeta(s) : 0 \leq s \leq t \}$ and

$$K := \int_0^\infty s^{-\beta} e^{-s(1-\gamma_1(\gamma_0)^{-1})} ds.$$ 

Then we have

$$\zeta(t) \leq C_2 e^{-(\gamma_0-\gamma_1)z} \zeta(0) + C_2 C_1 K(\kappa \gamma_0)^{\beta-1} e^{\gamma_1 z}, t \geq 0,$$

and hence,

$$\overline{\zeta}(t) \leq C_2 \zeta(0) + C_2 C_1 K(\kappa \gamma_0)^{\beta-1} e^{\gamma_1 z}, t \geq 0.$$

For any $\kappa$ with $\kappa_i > 0$, let $\xi(\kappa) := 2 C_2 \hat{L} e^{\kappa \gamma_0)^{\beta-1}}$. Notice that $\xi(\kappa) \to 0$ as $\kappa \to +\infty$. From now on, we assume that $\kappa$ is large enough such that $\xi(\kappa) < \frac{1}{2}$, and hence, $(1 - \xi(\kappa))^{-1} \leq 2$. This leads to

$$\overline{\zeta}(t) \leq (1 - \xi(\kappa))^{-1} [C_2 \zeta(0) + C_2 C_1 K(\kappa \gamma_0)^{\beta-1} e^{\gamma_1 z}] \leq 2 [C_2 \zeta(0) + C_2 C_1 K(\kappa \gamma_0)^{\beta-1} e^{\gamma_1 z}].$$

Thus, we conclude that

$$\| \hat{w}_\kappa(\cdot, t) \|_{Z_\beta} \leq e^{-\gamma_1 z} \overline{\zeta}(t) \leq 2 [C_2 \zeta(0) e^{-\gamma_1 z} + C_2 C_1 K(\kappa \gamma_0)^{\beta-1}],$$

and hence,

$$\limsup_{t \to +\infty} \| \hat{w}_\kappa(\cdot, t) \|_{Z_\beta} \leq 2 C_2 C_1 K(\kappa \gamma_0)^{\beta-1}.$$ 

Since $\hat{w}(x, t)$ is periodic in $t \in \mathbb{R}$, it follows that

$$\sup_{t \in \mathbb{R}} \| \hat{w}_\kappa(\cdot, t) \|_{Z_\beta} \leq 2 C_2 C_1 K(\kappa \gamma_0)^{\beta-1}.$$ 

Therefore, $\sup_{t \in \mathbb{R}} \| \hat{w}_\kappa(\cdot, t) \|_{Z_\beta} \to 0$ as $\kappa \to +\infty$, which implies that $\hat{w}_\kappa(x, t) \to 0$ uniformly on $\Omega \times \mathbb{R}$ as $\kappa \to +\infty$. \qed

### 6 An application

In this section, we apply our developed theory to study the asymptotic behavior of the basic reproduction ratio for a reaction-diffusion model of Zika virus transmission with small and large diffusion coefficients.
According to [17, 27], the model is governed by the following time-periodic reaction-diffusion system:

$$
\begin{cases}
\frac{\partial H_i}{\partial t} = \kappa_1 \nabla \cdot (\delta_1(x,t) \nabla H_i) - \gamma(x,t)H_i + \sigma_1(x,t)H_u(x)V_i, & x \in \Omega, \ t > 0, \\
\frac{\partial V_i}{\partial t} = \kappa_2 \nabla \cdot (\delta_2(x,t) \nabla V_i) - \sigma_2(x,t)V_u H_i + \beta(x,t)(V_u + V_i) - \mu_1(x,t)V_u - \mu_2(x,t)(V_u + V_i)V_u, & x \in \Omega, \ t > 0, \\
\frac{\partial V_u}{\partial t} = \kappa_2 \nabla \cdot (\delta_2(x,t) \nabla V_i) + \sigma_2(x,t)V_u H_i - \mu_1(x,t)V_i - \mu_2(x,t)(V_u + V_i)V_i, & x \in \Omega, \ t > 0, \\
\frac{\partial H_u}{\partial \nu} = \frac{\partial V_i}{\partial \nu} = \frac{\partial V_u}{\partial \nu} = 0, & x \in \partial \Omega, \ t > 0.
\end{cases}
$$

(6.1)

Here $\Omega$ is a bounded spatial domain with smooth boundary $\partial \Omega$, $H_i(x,t)$, $V_i(x,t)$ and $V_u(x,t)$ are the densities of infected hosts, susceptible vectors, and infected vectors, respectively. The parameters of the model are shown as in Table 1. We assume that $\delta_1, \delta_2 \in C^{1+\alpha}(\overline{\Omega} \times \mathbb{R})$ and $H_u \in C^{\alpha}(\overline{\Omega})$ are strictly positive for some $0 < \alpha < 1$; the functions $\beta, \gamma, \mu_1, \mu_2, \sigma_1$ and $\sigma_2$ are $T$-periodic, strictly positive and Hölder continuous on $\overline{\Omega} \times \mathbb{R}$.

| $\kappa_1$ and $\delta_1(x,t)$ | Diffusion coefficient for hosts. |
| $\kappa_2$ and $\delta_2(x,t)$ | Diffusion coefficient for vectors. |
| $H_u(x)$ | Densities of susceptible hosts at location $x$. |
| $\gamma(x,t)$ | Loss rate of infected hosts at location $x$ and time $t$. |
| $\beta(x,t)$ | Breeding rate of vectors at location $x$ and time $t$. |
| $\sigma_1(x,t)$ | Transmission rate for susceptible hosts at location $x$ and time $t$. |
| $\sigma_2(x,t)$ | Transmission rate for susceptible vectors at location $x$ and time $t$. |
| $\mu_1(x,t)$ | Natural mortality rate of vectors at location $x$ and time $t$. |
| $\mu_2(x,t)$ | Density dependent loss rate of vectors at location $x$ and time $t$. |

Let $V = V_i + V_u$ be the total densities of the vector population. It then follows that

$$
\frac{\partial V}{\partial t} = \kappa_2 \nabla \cdot (\delta_2(x,t) \nabla V) + \beta(x,t)V - \mu_1(x,t)V - \mu_2(x,t)V^2, \ x \in \Omega, \ t > 0,
$$

(6.2)

subject to the Neumann boundary condition. We further assume that $\beta(x,t) - \mu_1(x,t) > 0$, $\forall (x,t) \in \overline{\Omega} \times \mathbb{R}$.

Since (6.2) is a standard periodic parabolic logistic-type equation, by [23, Theorem 28.1] or [48, Theorem 3.1.5], system (6.2) admits a globally stable positive $T$-periodic solution $V^*_\kappa_2(x,t)$, and hence, any positive solution $V(x,t)$ of it satisfies

$$
\lim_{t \to +\infty} ||V(\cdot, t) - V^*_\kappa_2(\cdot, t)||_{C(\overline{\Omega})} = 0.
$$
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For convenience, we transform system (6.1) into an equivalent one:

\[
\begin{cases}
    \frac{\partial H}{\partial t} = \kappa_1 \nabla \cdot (\delta_1(x,t) \nabla H_i) - \gamma(x,t) H_i + \sigma_1(x,t) H_u(x) V_i, & x \in \Omega, \ t > 0, \\
    \frac{\partial V_i}{\partial t} = \kappa_2 \nabla \cdot (\delta_2(x,t) \nabla V_i) + \sigma_2(x,t) (V - V_i) H_i - \mu_1(x,t) V_i - \mu_2(x,t) V^2, & x \in \Omega, \ t > 0, \\
    \frac{\partial V}{\partial t} = \kappa_2 \nabla \cdot (\delta_2(x,t) \nabla V) + \beta(x,t) V - \mu_1(x,t) V - \mu_2(x,t) V^2, & x \in \Omega, \ t > 0, \\
    \frac{\partial H_i}{\partial t} = \frac{\partial V_i}{\partial t} = \frac{\partial V}{\partial t} = 0, & x \in \partial \Omega, \ t > 0.
\end{cases}
\]

(6.3)

Linearizing the system (6.3) at its disease-free periodic solution \((0,0,V_{\kappa_2}^*(x,t))\), we obtain the following periodic reaction-diffusion system of two infected variables:

\[
\begin{cases}
    \frac{\partial H}{\partial t} = \kappa_1 \nabla \cdot (\delta_1(x,t) \nabla H_i) - \gamma(x,t) H_i + \sigma_1(x,t) H_u(x) V_i, & x \in \Omega, \ t > 0, \\
    \frac{\partial V_i}{\partial t} = \kappa_2 \nabla \cdot (\delta_2(x,t) \nabla V_i) + \sigma_2(x,t) V_{\kappa_2}^*(x,t) H_i - \mu_1(x,t) V_i - \mu_2(x,t) V_{\kappa_2}^* V_i, & x \in \Omega, \ t > 0, \\
    \frac{\partial V}{\partial t} = \kappa_2 \nabla \cdot (\delta_2(x,t) \nabla V) + \beta(x,t) V - \mu_1(x,t) V - \mu_2(x,t) V^2, & x \in \Omega, \ t > 0, \\
    \frac{\partial H_i}{\partial t} = \frac{\partial V_i}{\partial t} = \frac{\partial V}{\partial t} = 0, & x \in \partial \Omega, \ t > 0.
\end{cases}
\]

(6.4)

Now we choose \(n = 2\). It then follows that \(X := C(\Omega, \mathbb{R}^2)\),

\[
X := \{ u \in C(\mathbb{R}, X) : u(t) = u(t + T), \ t \in \mathbb{R} \},
\]

and

\[
P := \{ u \in C(\mathbb{R}, \mathbb{R}^2) : u(t) = u(t + T), \ t \in \mathbb{R} \}.
\]

Let \(\{ \Phi_{\kappa_1, \kappa_2}(t, s) : t \geq s \} \) be the evolution family on \(X\) of

\[
\begin{cases}
    \frac{\partial H}{\partial t} = \kappa_1 \nabla \cdot (\delta_1(x,t) \nabla H_i) - \gamma(x,t) H_i, & x \in \Omega, \ t > 0, \\
    \frac{\partial V_i}{\partial t} = \kappa_2 \nabla \cdot (\delta_2(x,t) \nabla V_i) - \mu_1(x,t) V_i - \mu_2(x,t) V_{\kappa_2}^* V_i, & x \in \Omega, \ t > 0, \\
    \frac{\partial H_i}{\partial t} = \frac{\partial V_i}{\partial t} = 0, & x \in \partial \Omega, \ t > 0.
\end{cases}
\]

(6.5)

Define two positive bounded linear operators \(F_{\kappa_2}(t) : X \to X\) and \(Q_{\kappa_1, \kappa_2} : X \to X\) by

\[
\begin{bmatrix}
F_{\kappa_2}(t) \\
Q_{\kappa_1, \kappa_2} u(t)
\end{bmatrix} := \begin{bmatrix}
\phi_1(x,t) H_u(x) \phi_2(x) \\
\sigma_2(x,t) V_{\kappa_2}^* (x,t) \phi_1(x)
\end{bmatrix}, \ x \in \overline{\Omega}, \ t \in \mathbb{R}, \ \phi = \begin{bmatrix}
\phi_1 \\
\phi_2
\end{bmatrix} \in X,
\]

and

\[
Q_{\kappa_1, \kappa_2} u(t) := \int_0^{+\infty} \Phi_{\kappa_1, \kappa_2}(t, t-s) F_{\kappa_2} \phi (t-s) u(t-s) ds, \ t \in \mathbb{R}, \ u \in X.
\]

It then follows that the basic reproduction ratio \(R_{\psi, \nu}(\kappa_1, \kappa_2) := r(Q_{\kappa_1, \kappa_2})\).
Next we study the asymptotic behavior of $R_0(\kappa_1, \kappa_2)$ as $\max(\kappa_1, \kappa_2) \to 0$ and $\min(\kappa_1, \kappa_2) \to +\infty$, respectively. By [48, Theorem 3.1.2], it follows that for each $x \in \overline{\Omega}$, the following scalar periodic ODE equation

$$\frac{\partial V}{\partial t} = \beta(x, t)V - \mu_1(x, t)V - \mu_2(x, t)V^2, \ t > 0$$

admits a globally stable positive $T$-periodic solution $V_0(x, t)$. Moreover, $V_0(x, t)$ is continuous on $\overline{\Omega} \times \mathbb{R}$. Indeed, by arguments similar to those in the proof of Lemma 5.2, for any $x_0 \in \overline{\Omega}$, $V_0(x, t)$ converges uniformly to $V_0(x_0, t)$ on $[0, T]$ as $x$ goes to $x_0$. Define

$$\tilde{\beta}(t) := |\Omega|^{-1} \int_{\Omega} \beta(x, t)dx, \ \tilde{\gamma}(t) := |\Omega|^{-1} \int_{\Omega} \gamma(x, t)dx, \ \tilde{\sigma}_2(t) := |\Omega|^{-1} \int_{\Omega} \sigma_2(x, t)dx.$$ 

$$\tilde{\mu}_1(t) := |\Omega|^{-1} \int_{\Omega} \mu_1(x, t)dx, \ \text{and} \ \tilde{\mu}_2(t) := |\Omega|^{-1} \int_{\Omega} \mu_2(x, t)dx.$$ 

Using [48, Theorem 3.1.2] again, we see that the following scalar periodic ODE system

$$\frac{\partial V}{\partial t} = \tilde{\beta}(t)V - \tilde{\mu}_1(t)V - \tilde{\mu}_2(t)V^2, \ t > 0$$

admits a globally stable positive $T$-periodic solution $\tilde{V}_{\infty}(t)$.

It is easy to verify assumptions (H1)–(H5) hold true. Thus, Theorems 5.1 and 5.2 imply

$$\lim_{\kappa_2 \to 0} \|V^*_{\kappa_2}(\cdot, t) - V_0(\cdot, t)\|_{C(\overline{\Omega})} = 0, \ \lim_{\kappa_2 \to +\infty} \|V^*_{\kappa_2}(\cdot, t) - \tilde{V}_{\infty}(t)\|_{C(\overline{\Omega})} = 0.$$ 

For each $x \in \overline{\Omega}$, let $\{\Gamma_{x, 0}(t, s) : t \geq s\}$ be the evolution family on $\mathbb{R}^2$ of

\[
\begin{cases}
\frac{\partial H_i}{\partial t} = -\gamma(x, t)H_i, & x \in \overline{\Omega}, \ t > 0, \\
\frac{\partial V_i}{\partial t} = -\mu_1(x, t)V_i - \mu_2(x, t)V_0(x, t)V_i, & x \in \overline{\Omega}, \ t > 0,
\end{cases}
\tag{6.6}
\]

and define

$$F_0(x, t) \left( \begin{array}{c} \phi_1 \\ \phi_2 \end{array} \right) := \left( \begin{array}{c} \sigma_1(x, t)H_u(x)\phi_2 \\ \sigma_2(x, t)V_0(x, t)\phi_1 \end{array} \right), \ (x, t) \in \overline{\Omega} \times \mathbb{R}, \ \phi = \left( \begin{array}{c} \phi_1 \\ \phi_2 \end{array} \right) \in \mathbb{R}^2.$$ 

Let $\{\Gamma_{\infty}(t, s) : t \geq s\}$ be the evolution family on $\mathbb{R}^2$ of

\[
\begin{cases}
\frac{\partial H_i}{\partial t} = -\tilde{\gamma}(t)H_i, & x \in \overline{\Omega}, \ t > 0, \\
\frac{\partial V_i}{\partial t} = -[\tilde{\mu}_1(t) + \tilde{\mu}_2(t)\tilde{V}_{\infty}(t)]V_i, & x \in \overline{\Omega}, \ t > 0,
\end{cases}
\tag{6.7}
\]

and define

$$F_{\infty}(t) \left( \begin{array}{c} \phi_1 \\ \phi_2 \end{array} \right) := \left( \begin{array}{c} \tilde{f}_{12}(t)\phi_2 \\ \tilde{\sigma}_2(t)\tilde{V}_{\infty}(t)\phi_1 \end{array} \right), \ t \in \mathbb{R}, \ \phi = \left( \begin{array}{c} \phi_1 \\ \phi_2 \end{array} \right) \in \mathbb{R}^2.$$ 
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where
\[ \tilde{f}_{12}(t) := |\Omega|^{-1} \int_{\Omega} \sigma_1(x, t) H_u(x) \, dx, \quad t \in \mathbb{R}. \]
For each \( x \in \bar{\Omega} \), we introduce a bounded linear positive operator \( Q_{x,0} : P \to P \) by
\[ [Q_{x,0}u](t) := \int_{0}^{+\infty} \Gamma_{x,0}(t,t-s) \mathcal{F}_0(x,t-s)u(t-s) \, ds, \quad t \in \mathbb{R}, \ u \in P, \]
and define a bounded linear positive operator \( \tilde{Q}_\infty : P \to P \) by
\[ [	ilde{Q}_\infty u](t) := \int_{0}^{+\infty} \tilde{\Gamma}_\infty(t,t-s) \tilde{\mathcal{F}}_\infty(t-s)u(t-s) \, ds, \quad t \in \mathbb{R}, \ u \in P. \]

Let us define \( R_0(x, 0) := r(Q_{x,0}), \ \forall x \in \bar{\Omega} \), and \( \tilde{R}_0(\infty) := r(\tilde{Q}_\infty) \). By Theorem 4.1 with \( \kappa = \text{diag}(\kappa_1, \kappa_2), \ \chi = \kappa_2, \ \text{and} \ \chi_0 = 0, \ \text{and} \ \kappa = \text{diag}(\kappa_1, \kappa_2), \ \chi = \frac{1}{\kappa_2}, \ \text{and} \ \chi_0 = 0, \) respectively, it then follows that
\[ \lim_{\max(\kappa_1, \kappa_2) \to 0} R_0(x, 0) = \max_{x \in \Omega} R_0(x, 0), \ \text{and} \ \lim_{\min(\kappa_1, \kappa_2) \to +\infty} R_0(\kappa_1, \kappa_2) = \tilde{R}_0(\infty). \]
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