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Abstract—In this paper, we propose to utilize Automated Machine Learning to adaptively search a neural architecture for deepfake detection. This is the first time to employ automated machine learning for deepfake detection. Based on our explored search space, our proposed method achieves competitive prediction accuracy compared to previous methods. To improve the generalizability of our method, especially when training data and testing data are manipulated by different methods, we propose a simple yet effective strategy in our network learning process: making it to estimate potential manipulation regions besides predicting the real/fake labels. Unlike previous works manually design neural networks, our method can relieve us from the high labor cost in network construction. More than that, compared to previous works, our method depends much less on prior knowledge, e.g., which manipulation method is utilized or where exactly the fake image is manipulated. Extensive experimental results on two benchmark datasets demonstrate the effectiveness of our proposed method for deepfake detection.
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I. INTRODUCTION

Deepfake detection aims to tell us whether the face in a given image is synthesized (fake) or not (real). With the development of computer graphics and computer vision [1], [2], [3], [4], [5], [6], the generated faces become so visually realistic, resulting in the difficulty even for humans to differentiate. The unauthorized and malicious distribution of those fake images or videos brings serious concern among communities. To track the issue, an efficient and effective solution for deepfake detection becomes urgently required. In past three years, deep learning methods, e.g., convolutional neural networks (CNNs), have been utilized for general forgery image classification [7], [8], [9] and deepfake detection [10], [11] due to their promising performance in various computer vision applications, e.g., image classification [12], [13], [14], [15], [16], [17], image retrieval [18], [19], [20], [21], [22], and semantic segmentation [23], [24], [25], [26], [27].

Most recent CNNs-based deepfake detection methods [28], [29], [30] are built on backbones which are originally designed for other computer vision tasks, such as image classification (ResNet [28], Xception [29]), or segmentation (U-Net [30]). Directly borrowing the neural architectures from image classification tasks makes them fail to consider the specific characteristics of deepfake detection and might lead to inferior performance. For example, image classification tasks mainly focus on the shape, color, and semantic difference between different categories, while deepfake detection relies more on local texture discrepancies between different regions.

Some works, such as [31], [32], manually designed neural architectures after analyzing the characteristics of deepfake detection tasks. Specifically, Liu et al. [31] designed a new architecture named Gram-Net, making the network focus on texture discrepancies. This designed Gram-Net not only achieves promising performance in fake image detection but also facilitates further result interpretations. In [32], Zhou et al. manually designed a discriminative attention model for detecting forgery faces in a multi-person scenario. However, as pointed out in previous works [33], manually design neural architectures for specific tasks is a trial-and-error process, which is intractable and time-consuming.

To handle aforementioned limitations in previous deepfake detection works such as [31], we propose a method, which is called Automated Deepfake Detection (ADD), to construct a neural architecture for deepfake detection in an adaptive and automatic manner. As shown in Fig. 1, benefiting from automated machine learning (AutoML) [34], [35], ADD is able to relieve us from the heavy labor cost during manual network design processes, while still assists us in achieving a good balance between prediction accuracy and model sizes. We use our method to search neural cells, stack them hierarchically to
build a deep neural network for deepfake detection. To the best of our knowledge, it is the first time to propose an AutoML based framework for deepfake detection.

Moreover, to further improve the generalizability of our constructed neural network for deepfake detection, we additionally introduce a simple yet effective strategy to our ADD learning process: localizing the potential manipulation region. Here, being “potential” means our method does not require prior knowledge such as what manipulation method is applied [30], [35]. By utilizing this strategy, our ADD learns two tasks simultaneously, i.e., differentiating fake samples from real ones as well as locating potential manipulated regions (even no manipulation occurs). Explicitly locating potential manipulation regions has two advantages. On the one hand, it makes the network focus on features extracted in those potentially manipulated regions and depresses the irrelevant information, relieving the networks from disruptions; on the other hand, explicitly localizing the manipulated regions benefits the downstream interpretation. To segment manipulated regions for a similar purpose, previous works such as [30], [35] depend heavily on various prior knowledge, such as which manipulation method is applied, which part is manipulated in each fake sample, and etc. In contrast, our method can work with few dependence on prior knowledge. Our experimental results empirically prove that our ADD equipped with the proposed potential manipulation region localization strategy can bring significant performance improvement in cross-dataset evaluations (Table II and III).

In summary, our contributions are listed as follows:

(1) This is the first time to apply automated machine learning to search neural architectures for deepfake detection. Compared to previous works manually design deep networks or borrow architectures designed for other tasks, our method can achieve high prediction accuracy based on automatically searched architectures. Besides that, we propose a potential manipulation region detection strategy that is simple yet effective to boost the generalization ability of our method. Specifically, our method not only predicts the real or fake label for each given sample but also locates the potential manipulation region with few dependence on prior knowledge.

(2) We conduct extensive experiments on two challenging datasets about deepfake detection, i.e., FaceForensics++ (FF++) [36] and Celeb-DF [37]. On both inner-dataset and cross-dataset settings, our method achieves a competitive performance comparing to previous works.

II. RELATED WORK

In this section, we briefly review previous works related to our work, including deepfake detection and neural architecture search.

A. Deepfake Detection

Deepfake is a kind of synthetic media, where the human face in a source image is replaced with a different face provided by a target image, or the face attribute in a source image is replaced with that in a target image. By leveraging the latest computer graphics technologies and generative machine learning methods [38], [39], [40], [41], [42], [43], the manipulated images have nearly no visual clues, making it hard to distinguish them from real images. In past years, a variety of works for deepfake detection have been proposed, most of which treat deepfake detection as merely a binary image classification problem (real or fake). For instance, as an initial attempt, [44], [45] utilize handcrafted features and steganalysis to construct a binary classifier for deepfake detection. With the advances of CNNs, researchers leverage manually designed neural architectures or neural cells to build networks for deepfake detection [36], [46], [47], [48]. Some of previous deep learning based works, such as [36], [46], [47], [48], directly apply neural architectures manually designed for natural image classification. [46] builds a CNN based on inception modules [49] and trains the constructed network under a supervision of a mean squared error loss. [36] transfers XceptionNet [29] from natural image classification to deepfake detection by modifying the output layer. [47] constructs a two-branch structure for deepfake detection, one of which is a GoogLeNet [50] pretrained on ImageNet. [48] presents a method based on Capsule network [51]. [36], [46], [47], [48] treat deepfake detection as a vanilla binary classification problem, with few considerations about the differences between natural image classification and deepfake detection. For example, comparing to natural image classifications, deepfake detection focuses on human faces, which are with strict topological structures.

From a different perspective, [30], [35], [52], [53], [54] analyze the characteristics of deepfake images and introduce specific prior knowledge into their solutions. In [30], [35], [52], besides predicting real or fake for given samples, the position of the manipulated region in each fake sample is also estimated simultaneously.Treating the manipulated region localization as a segmentation task, [30], [35], [52] build their network on the architectures originally designed for segmentation, such as U-Net [30], Encoder-Decoder structure [35], [54], [37] utilizes XceptionNet equipped with an additional segmentation branch. Li et al. [37] argue that there is a blending boundary existing in fake samples if a Poisson blending is utilized to post-process the manipulated face images. They name the blending boundary as face X-ray, whose existence informs us the given sample is manipulated and whose position indicates where it is manipulated. Comparing to prior works [30], [35], [52], [53], Li et al. [37] require external data collection and annotation to train their model, since there are no such annotations for detecting face X-ray previously. Most of the previous works on deepfake detection only utilize spatial domain information for training their network. Recently, works such as [55], [56], [57] manually design networks to mine forgery patterns from a frequency domain. They believe that the frequency domain can provide complementary knowledge to detect forgery patterns in manipulated face images, which has been experimentally proved in [55], [56], [57], [58], [59]. For a systematic review for deepfake generation and detection, please refer to [60].

Although some similarities might exist between [30], [35] and our work, there are significant differences between their proposed methods and ours: (1) [30], [35] directly borrow networks manually designed for image classification or segmentation, while our method utilizes a gradient update method
to automatically search an architecture for deepfake detection. Based on our experimental observations (Fig. 8), the searched architecture is significantly different from that in previous works and is more adaptive to achieve competitive performance; (2) [30], [35] require strong prior knowledge for detecting the manipulation regions. Concretely, it is necessary to know which manipulation method is utilized to generate fake images in [30], [35]. Introducing incorrect prior knowledge might deteriorate the prediction accuracy since different manipulation methods correspond to different manipulated regions. For example, the manipulated region is around the whole face when conducting FaceSwap [61]; when NeuralTexture [62] is utilized to manipulate face images, the manipulated regions are around the mouth only. The heavy dependence on prior knowledge limits practical applications of [30], [35], since in real scenarios it is hard to know which manipulation method is utilized. In our experiment, it is proved that the incorrect localization about manipulation regions has a negative impact, especially when testing samples and training samples are manipulated on different regions (Table II). In contrast, our method does not require that prior knowledge as [30], [35] do since we focus on detecting potential manipulation regions.

B. Automated Machine Learning

Automated Machine Learning (AutoML) focuses on automating various aspects in machine learning tasks, such as neural architecture construction [33], hyperparameter setting [63], data augmentation policies [64], and etc. Neural Architecture Search (NAS), as one sub-research direction of AutoML, aims to automatically search a neural architecture based on given tasks and data. NAS is expected to decrease the dependence on human expertise during the whole network design process [53], [30], [52], [35]. In past years, the efficacy of NAS has been proved in various tasks, e.g., image classification [65], semantic segmentation [66], object detection [67], pose estimation [68], image super-resolution [69], model compression [63], [70], [71], [72], and etc. Generally, NAS conducts the architecture search in an iterative and alternative manner. Before starting the search, a search space consisting of pre-defined candidates is provided. In each search iteration, promising candidates are selected and updated for the following iterations, while poor candidates are dropped without further consideration. Fixing the architecture constructed by those selected candidates, the parameters of the searched candidates are learning in an alternative manner. The search and update operation continues iteratively until a satisfactory performance is achieved. Previous NAS methods can be categorized into two major groups: reinforcement learning-based methods such as [73], and gradient-based methods such as [33], [34]. In reinforcement learning-based works like [73], reinforcement learning algorithms are leveraged to decide whether the searched candidates are on the correct track [73]. Although reinforcement learning-based methods have been proved effective in a variety of works [73], the training difficulty and huge computation cost limit their further applications. To solve those limitations, [33], [34] propose gradient update methods to speed up the neural architecture search process. The basic idea of gradient-based NAS works [33], [34] is to utilize a continuous relaxation for the architecture representation, making the learning process can be updated using gradient descent methods. Compared to the reinforcement learning-based methods [73], gradient update based methods [33], [34] can conduct the whole search process in a more efficient and stable manner.

III. Methodology

In this section, we describe the technical details of our automated deepfake detection method. We first introduce the preliminary background of NAS in Sec. III-A; at second, in Sec. III-B, we illustrate the search space utilized in our automated deepfake detection method; at third, we design our learning strategy, i.e., differentiating real samples from fake samples and locating potential manipulation regions simultaneously.

A. Preliminaries

In this work, we follow previous NAS works [33], [34] and conduct our neural architecture search in a micro-search manner. The target of micro-search works [33], [34], is to automatically discover a neural cell and hierarchically stack this searched neural cell based on a pre-defined structure. Compared to its counterpart, i.e., the macro-search methods which directly discover the entire network architecture, the micro-search methods can reduce the search cost significantly. In micro-search methods [33], [34], the searched cell is viewed as a directed acyclic graph (DAG), in which each node is a block of operations. Each block receives two feature tensors as its input, processes them by two selected operations respectively, and then sums these two processed tensors. The operations to process the feature tensors are selected from a pre-defined operation set, which is known as search space. The search space includes a variety of pre-specified operations, such as pooling (average/max) operation, convolution with different kernel sizes (e.g., 3 × 3, 5 × 5), identity mapping, and etc. Concretely, we denote $I_{i,1}^c$ and $I_{i,2}^c$ as the two input tensors, and $OP_{i,1}^c(\cdot)$ and $OP_{i,2}^c(\cdot)$ as the two corresponding selected operations in the $i_{th}$ block of the $c_{th}$ cell, then the output tensor $O_{i}^c$ is defined as:

$$O_{i}^c = OP_{i,1}^c(I_{i,1}^c) + OP_{i,2}^c(I_{i,2}^c).$$  \hfill (1)

It is noted that $I_{i,1}^c$ and $I_{i,2}^c$ are output tensors from the adjacent stacked neural cells, i.e., $O_{i-1}^c$ and $O_{i-2}^c$.

The key of neural architecture search is how to define a feasible search space based on target tasks, and how to efficiently select an optimal set of operations, i.e., $OP_{i,1}^c(\cdot)$ and $OP_{i,2}^c(\cdot)$ from the search space. The selected operations are leveraged to process two input feature tensors for generating an output feature tensor. The generated output feature tensor is utilized as an input tensor for the following block. As the operation selection is a categorical process in principle, previous works such as [73], utilize reinforcement learning to conduct the selection. To decrease the computational cost in reinforcement learning methods, we choose a more efficient
strategy by following [33], [34]: relaxing the categorical choice for a particular operation as a softmax process over all possible operations, which is defined as:

$$\mathcal{O}_{i,1}^{\alpha}(I_{i,1}) = \sum_{H \in I} \sum_{\text{op} \in \mathcal{O}} \frac{\exp(\alpha_{H,\text{op}})}{\sum_{\text{op} \in \mathcal{O}} \exp(\alpha_{H,\text{op}})} \text{op}(H)$$  \hspace{1cm} (2)$$

where architecture parameter $\alpha = \{\alpha_{H,\text{op}}\}$ represents the topology structure for the searched cell. The cell topology structure indicates which operations are selected in the corresponding block. For all selected operations, their parameters are denoted as $w$. Therefore, in the neural architecture searching process, there are two groups of parameters that need to be learned: architecture parameter $\alpha$ and operation parameter $w$. The learning process is supervised by a loss function, which is to minimize the discrepancy between the ground truth and prediction:

$$\mathcal{L}(\hat{y}; y) = \mathcal{L}(\hat{y}; F(x, \alpha, w))$$  \hspace{1cm} (3)$$

in which $\mathcal{L}$ denotes a discrepancy measure function (e.g., cross-entropy), $y$ denotes ground truth labels, $\hat{y}$ denotes predictions, $x$ denotes data samples, $\alpha$ denotes the architecture parameters, $w$ denotes the associated weights corresponding to $\alpha$, $F$ denotes the network used to estimate $\hat{y}$ based on $x$, $\alpha$, and $w$.

By the relaxation strategy proposed in [33], [34], the architecture parameter $\alpha$ and operation parameter $w$ can be learned in an alternative manner. Specifically, the architecture parameter $\alpha$ is trained on a validation set while the operation parameter $w$ is trained on a training set. During the training, the two sets of parameters can be updated by gradient descent, which runs in a high efficiency. After training, the candidate in $I_{\alpha}^c$ with the maximum value, i.e., $\max \frac{\exp(\alpha_{H,\text{op}})}{\sum_{\text{op} \in \mathcal{O}} \exp(\alpha_{H,\text{op}})}$, is selected as $I_{\alpha}^c$, and the operation with the maximum weight is selected as $\mathcal{O}_{i,1}^{\alpha}(\cdot)$. The whole training process is shown in Algorithm 1.

### Algorithm 1: Searching Algorithm

**Input:** a training set $D_{\text{train}}$, a validation set $D_{\text{val}}$, randomly initialized $\alpha$, and random initialized $w$  

**Output:** optimized parameter $\alpha^*$ and $w^*$

1. **while not converged**
2. sample a batch of data from the training set, denoted as $d_{\text{train},b}$, where $b$ is the batch index;
3. calculate loss $\mathcal{L}_T$ based on Eq. 3 for $d_{\text{train},b}$;
4. update operation parameter $w$ by gradient descent:
5. $w = w - \nabla_w \mathcal{L}_T$;
6. sample a batch of data from the validation set, denoted as $d_{\text{val},b}$, where $b$ is the batch index;
7. calculate loss $\mathcal{L}_V$ based on Eq. 3 for $d_{\text{val},b}$;
8. update architecture parameter $\alpha$ by gradient descent:
9. $\alpha = \alpha - \nabla_\alpha \mathcal{L}_V$.

### B. Search for Deepfake Detection

**Search Cells From Search Space** As a vital part in NAS, a search space consists of all possible operation candidates to be
found. In previous works such as [33], [73], they search neural architectures for natural image classification based on a search space containing different kinds of convolution layers, pooling layers, identity mapping, and etc. In this work, we conduct an exploration to define a search space for the deepfake detection problem.

Considering the similarity and difference between deepfake detection and other tasks, e.g., natural image classification, semantic segmentation, we design a deepfake search space $\mathcal{OP}_{df}$. At first, since deepfake detection is a classification problem, we introduce different kinds of vanilla convolution operations and pooling operations into $\mathcal{OP}_{df}$, since they have been proved effective in manually designed neural networks for deepfake detection [74]; at second, since networks constructed by separable convolution layers [75], [36] achieved promising results in deepfake detection, we also bring kinds of depth-wise separable convolution in $\mathcal{OP}_{df}$; at third, in deepfake detection, since the feature discrepancy between different local regions provides key clues for detecting forgery patterns, it is important to utilize certain operations for achieving a large receptive field. For this purpose, we introduce kinds of dilated convolution operations and large kernel convolution operations $(7 \times 7)$ into our search space. In total, the search space $\mathcal{OP}_{df}$ for deepfake detection includes:

- zero operation;
- identity mapping;
- $3 \times 3$ average pooling;
- $3 \times 3$ max pooling;
- $3 \times 3$ convolution;
- $5 \times 5$ convolution;
- $7 \times 7$ convolution;
- $3 \times 3$ separable convolution;
- $5 \times 5$ separable convolution;
- $3 \times 3$ dilated separable convolution;
- $5 \times 5$ dilated separable convolution.

**Construct Network from Searched Cells** Two kinds of cells are searched based on our defined search space $\mathcal{OP}_{df}$: one is a normal cell, and the other one is a reduction cell. Each cell consists of operations selected from $\mathcal{OP}_{df}$. In the normal cell, the stride is set as 1; in the reduction cell, the stride is set as 2. After discovering one normal cell and one reduction cell, we stack $N$ normal cells as an operation block named Deepfake Detection ($D^2$) block. The reduction cell is placed between two $D^2$ blocks.

**Learning by the Constructed Network** For sample $x_i$, we feed it to the constructed neural network and denote the extracted feature from the highest layer as $f_i \in \mathbb{R}^{c \times w' \times h'}$, where $c$ denotes the feature channel number, $w'$ and $h'$ denote the spatial size of the feature. The extracted feature $f_i$ is fed to a $1 \times 1$ convolution layer followed by two full connection layers (FC) to generate logits, which is denoted as $g_i \in \mathbb{R}^2$.

Given the calculated logits $g_i$, our constructed neural network is trained under a cross-entropy (CE) loss defined as:

$$
L_{CE} = \frac{1}{N} \sum_i \text{cross-entropy}(y_i; FC(f_i)) = \frac{1}{N} \sum_i \text{cross-entropy}(y_i; F(x, \alpha, w))
$$

where $N$ is the sample number, $y_i$ is the ground truth label for sample $x_i$, $F$ denotes the neural network constructed by our searched cells defined by parameters of $\alpha$ and $w$.

### C. Potential Manipulation Region Localization

In deepfake detection, the manipulated regions are located on faces, implying that the key information relevant to deepfake detection should be located on face regions rather than the background. More than that, previous face analysis works such as [76], [77] point out that not all facial regions make the contribution to the target task. As a matter of fact, some facial regions might make more contributions than other regions for the target task. Therefore, utilize features extracted from all image regions without different focus might be sub-optimal.

To solve this problem, we propose to make our searched neural architecture focus on the important regions for deepfake detection during the learning process. Specifically, for a sample $x_i$, we feed its extracted feature $f_i$ to another $1 \times 1$ convolution layer for generating a one channel feature map. This one channel feature map is fed to a bi-linear up-sampling layer for generating a mask $m_i \in \mathbb{R}^{1 \times w \times h}$. The spatial size of the mask $m_i$ is the same as that of the input $x_i$. Since we want our network to focus on the potential manipulation regions in each image, specifically, the face regions, we make the predicted $m_i$ have high activation values inside face regions and lower values outside non-face regions. We propose a simple and effective method to generate the ground truth $M_i$ for potential manipulation regions. Concretely, we use a light-weighted face detector to detect the face in the sample $x_i$, and detect facial keypoints on the face. The detected keypoints are utilized to generate a convex hull. The ground truth $M_i$ is generated by setting all the pixels inside the convex hull as one and all the pixels outside the convex hull as zero. For making our neural network localize the clues related to forgery patterns, we train our model by additionally minimizing the discrepancy between $m_i$ and $M_i$ with a Mean Square Error (MSE) loss:

$$
L_{MSE} = \frac{1}{N} \sum_i L_2(M_i; m_i)
$$

where $m_i$ denotes the predicted potential manipulation region for the sample $x_i$, $M_i$ is the ground truth, and $N$ is the sample number.

In our method, the proposed potential manipulation region detection strategy is significantly different from the previous works like [35], [78], which explicitly detects the exact manipulated regions based on prior knowledge, such as which manipulation method is applied. Specifically, the meaning of the predicted potential manipulation region $m_i$ in our work is different from that of the estimated manipulated region, denoted as $s_i$, in previous works like [35]. In [35], the value of each pixel in $s_i$ is between 0 and 1, indicating whether or not a manipulation exists in the sample. In other words, the values of the mask $s_i$ indicate whether manipulation is applied to the corresponding sample. Other than that, the spatial range of $s_i$ varies according to the applied manipulation method. For example, in Deepfakes [79] and FaceSwap [61], where
the whole face in the source image is manipulated, $s_t$ covers the whole face region, while in NeuralTextures [62] where expressions are edited, $s_t$ only occupies the mouth region. Providing incorrect $s_t$ might cause the network to focus on wrong face regions to make an incorrect prediction, which happens if testing forgery face images are manipulated by a different method from the training fake images. In contrast, our method detects the potential manipulation regions, which does not need to know whether a manipulation method has been applied already or which manipulation method is applied. Few dependence on prior knowledge make our method with better generalizability, which is experimentally proved (Table II and III).

Correspondingly, with the predicted $m_i$, the loss term in Eq. 4 is changed to:

$$L_{CE} = \frac{1}{N} \sum_i \text{cross-entropy}(y_i; FC(f_i \odot m_i))$$

(6)

where $\odot$ indicates an element-wise multiplication, $f_i$ denotes the extracted feature for sample $x_i$, $m_i$ denotes the estimated potential manipulation region in sample $x_i$, $y_i$ is the ground truth label, and $N$ is the sample number.

D. Objective Function and Overall Algorithm

The overall loss function to learn our automated deepfake detector is defined as follows:

$$L_{overall} = L_{CE} + \alpha \cdot L_{MSE}$$

(7)

where $L_{CE}$ is defined in Eq. 6, $L_{MSE}$ is defined in Eq. 5, $\alpha$ is a parameter to balance contributions of the two loss terms. The framework is trained in an end-to-end manner based on gradient descent strategy. The implementation details can be found in Section IV-B. The overall pipeline is shown in Fig. 2.

IV. EXPERIMENTS

In this section, we evaluate our proposed method on two deepfake detection datasets. We first illustrate the dataset details in Sec. IV-A, experimental settings in Sec. IV-B. In Sec. IV-C, we evaluate our method against previous works on two benchmark datasets. The ablation study is conducted in Sec. IV-D. In Sec. IV-E, the interpretability of our method via visualization analysis is provided. In Sec. IV-F and Sec. IV-G we provide a discussion and the limitations of our method.

A. Datasets

Following previous works, We test our method on two recently released benchmark datasets: FaceForensics++ [36] (FF++), Celeb-DF [37].

FaceForensics++ [36] includes four different types of face manipulation methods: Face2Face [80], NeuralTextures [62], FaceSwap [61], and Deepfakes [79]. For each manipulation method, there are 1,000 real videos and 1,000 fake videos, which are split into 720 videos for training, 140 videos for validation, and 140 videos for testing. In the four manipulation methods, Face2Face [80] and FaceSwap [61] are computer graphics-based methods, NeuralTextures [62] and Deepfakes [79] are learning-based approaches.

- Face2Face [80] proposes a facial reenactment method to transfer expressions from a source video to a target video without changing the identity of the person in target videos.
- NeuralTextures [62] utilizes a rendering approach to conduct facial reenactments. It uses a photometric reconstruction loss as well as an adversarial loss to train a rendering network. The trained network modifies the facial expression of the person in a target video. It should be noted that in NeuralTextures only the mouth region is modified, while other regions remain unchanged.
- FaceSwap [61] transfers the face region from a source video to the corresponding region in a target video. At first, FaceSwap fits a 3D template model based on extracted facial landmarks in a source video; then, it backprojects the model to the target image by minimizing the shape difference. To make the result realistic, image blending and color correction are utilized.
- Deepfakes [79] conducts face replacement based on deep learning, in which an encoder-decoder structure is utilized. An encoder and a decoder, which are trained to reconstruct training images of the source videos, are applied to the target faces. A Poisson blending process is utilized to post-process the output.

There are three different video quality levels in FF++ dataset, which include: Low Quality (LQ), High Quality (HQ), and RAW, respectively. High quality means the data is generated by a constant rate quantization parameter of 23, low quality means the data is generated by a quantization level of 40. Unless stated, the data utilized in our experiment is in HQ format. In ablation studies, we also conduct an experiment on Deepfakes [79] in LQ format to investigate the robustness of our method.

Celeb-DF [37] is a latest released dataset with improved visual qualities. The Celeb-DF dataset has 590 real videos and 5,639 fake videos in total. The real videos are collected from YouTube, which has 59 different celebrities. It is generated using advanced fakeface synthesis techniques. The generated results are post-processed to correct color mismatch, temporal flickering, making the generated results with better visual qualities.

Some examples from Celeb-DF [37], Face2Face [80], NeuralTextures [62], FaceSwap [61], and Deepfakes [79] are shown in Fig. 3.

B. Implementation Details and Evaluation Settings

In each image, we crop the face region and resize it to $256 \times 256$. In the neural cell search process, we set the batch size as 8, the total epoch number as 300. To optimize the architecture parameter $\alpha$, we use an Adam optimizer and initialize it with a learning rate of 0.02. The learning rate is decayed by 10 at $60\theta_h$ and $150\theta_h$ epoch. To optimize the operation parameter $w$, we use a momentum SGD with a momentum value of 0.9. We set the learning rate to 0.1 and decrease it by a cosine
scheduler. For both SGD and Adam optimizers, the weight decay number is set as 0.0005.

After searching the neural cell, we use it to construct a deep architecture and finetune its parameters based on the target dataset. In this stage, we set the batch size as 96, the learning rate as 0.5, the epoch number as 300. An Adam optimizer with a momentum value of 0.9 and a weight decay of 0.0005 are utilized. We decay the learning rate by 10 at the 80th and 140th epochs.

We test our searched architecture under two evaluation settings, i.e., inner-dataset evaluation and cross-dataset evaluation. In the inner-dataset evaluation, the training set and testing set are manipulated by the same method, while in the cross-dataset evaluation, the training set and testing set are manipulated by two different methods. The cross-dataset evaluation scenario is utilized to investigate the robustness of the method under an unseen manipulation method. To make a fair comparison with prior works, we apply the Accuracy score (ACC) and Area Under the Receiver Operating Characteristic Curve (AUC) as our evaluation metrics.

As a common practice, we make comparisons with the following works:

- Steg+SVM [45] is based on handcrafted features and a linear support vector machine classifier.
- Cozzolino [82] extends Steg+SVM [45] by combining the hand-crafted features utilized in [45] with a convolutional neural network.
- Bayar [81] manually designs a convolutional neural network consisted of convolutional layers, max-pooling layers, and fully-connection layers.
- Rahmouni [83] also proposes a convolutional neural architecture to extract features for deepfake detection.
- MseoNet [74] utilizes InceptionNet for detecting fake images. There are two inception modules in its architecture. The network is trained using a mean squared error between ground truth and prediction.
- XceptionNet [85] uses an XceptionNet which was manually designed for natural image classification. This ar-
chitecture is constructed by inference-wise modules, in which depthwise separable convolution is utilized.

- LAE [30] utilizes an encoder-decoder network to simultaneously predict real and fake labels as well as locate the manipulated regions. In LAE [30], the exact information of the manipulation method is required during training.
- SPSL [59] manually designs a network to capture the forgery patterns from spatial image and phase spectrum.
- MultiTask [84] designs a convolutional neural network to simultaneously classify manipulated images and locate the manipulated regions in the corresponding images. Their designed network employs an encoder-decoder structure. In [84], three tasks are learned simultaneously, which include: fake image detection, manipulated region segmentation, and image reconstruction. In MultiTask [84], the exact information of the manipulation method is required during training.
- Context [54] leverages the appearance discrepancy between the manipulated face region and its context to detect forgery face images. In Context [54], the exact information of the manipulation method is required for training its manually designed network.

We do not compare our work with Face X-ray [78] since it needs external data collection and annotation for training their network.

C. Comparison with previous methods

Inner-dataset evaluation. The inner-dataset performance comparison on FF++ dataset is shown in Table I, which includes the performance comparison on: Deepfakes, Face2Face, FaceSwap, NeuralTextures, and manipulation methods as a whole (FF++). As shown in Table I, we can find that our method (ADD) outperforms previous non-deep learning methods (Steg+SVM [45] and Cozzolino [82]) by a large margin (10% – 20%). Compared to Bayar [81], Rahmouni [83], MseoNet [74], our ADD still achieves a higher performance (5% – 10%). LAE [30] and MultiTask [84] are two methods trying to segment the manipulation regions based on the prior knowledge about the utilized manipulation method. Although ADD does not need the prior knowledge like LAE [30] and MultiTask [84], it still achieves a better performance. The superior performance demonstrates the efficacy of ADD. Among all the listed previous works, ADD is only outperformed by XceptionNet [85] on NeuralTexture and FF++ by a small margin; while on Deepfakes, Face2Face, and FaceSwap, ADD achieves competitive performance with XceptionNet. We assume that the performance difference between ADD and XceptionNet might come from the larger model capacity of XceptionNet. As shown in Table IV, XceptionNet has more model parameters than ADD.

In Table IV, we report the performance comparison on Celeb-DF dataset as well as a model capacity comparison. Celeb-DF dataset provides a validation list. We utilize the samples not on the validation list to train four representative convolutional neural architectures, including ResNet-18 [28], ResNet-152 [28], VGG-16 [86], and XceptionNet. In Table IV, we can find that our ADD achieves a competitive result comparing to ResNet-18 with a similar model capacity. Comparing to ResNet-152/VGG-16, our method still achieves a comparable performance with a smaller model capacity.

Cross-dataset evaluation. The performance comparison under the cross-dataset setting is shown in Table II and Table III. Cross-dataset evaluation is more practical since in real scenarios, it is usually hard to know which manipulation method is applied on testing data. The evaluation results on cross-dataset settings can demonstrate the transferability of the method.

To make a comparison with previous works [74], [36], [30], we follow their experimental settings: (1) train the model on Face2Face and test it on FaceSwap (Table II); (2) train the model on FF++ and test it on Celeb-DF (Table III). Not surprisingly, there is a drastic performance drop on all compared methods on the cross-dataset evaluation setting. As shown in both tables, our ADD outperforms previous works, such as [74], [36], [30], by a large margin. The better performance demonstrating the superiority of our method might benefit from two aspects: on one hand, explicitly learn the potential manipulation regions make our network focus on important face regions to make correct prediction (as shown in Fig. 9); on the other hand, compared to works such as [30], our method depends less on prior knowledge and mitigates the performance degradation introduced by the discrepancy of manipulated regions between different manipulation methods (as shown in Fig. 1).

In our method, generating ground truth for potential manipulation regions has its own advantages. In previous works, drawing ground truth for manipulation regions is time-consuming and prior knowledge cost; in contrast, our method generates the ground truth for potential manipulation regions in a highly efficient manner (less than one second) with few dependence

| Method         | Venue | Input | Mask | Deepfakes | Face2Face | FaceSwap | NeuralTexture | FF++ |
|----------------|-------|-------|------|-----------|-----------|----------|---------------|------|
| Steg+SVM [45]  | TIFS,2012 | RGB | N    | 90.18%    | 94.93%    | 93.14%   | 86.04%        | 70.97% |
| Bayar [81]     | IHMS,2016 | RGB | N    | 81.78%    | 85.32%    | 85.69%   | 80.60%        | 78.45% |
| Cozzolino [82] | IHMS,2017 | RGB | N    | 82.16%    | 93.48%    | 92.51%   | 75.18%        | 79.08% |
| Rahmouni [83]  | WIFS,2017 | RGB | N    | 93.92%    | 92.77%    | -        | 88.05%        | -    |
| MultiTask [84] | BATS,2019 | RGB | Y    | 92.14%    | 92.14%    | -        | -             | -    |
| LAE [30]       | CIKM,2020 | RGB | Y    | 89.55%    | 88.60%    | 81.24%   | 76.62%        | 83.10% |
| MseoNet [85]   | WACV,2021 | RGB | N    | 97.49%    | 97.69%    | 96.79%   | 92.19%        | 92.39% |
| XceptionNet [85] | WACV,2021 | RGB | N    | 97.45%    | 98.33%    | 97.20%   | 90.84%        | 91.71% |

ADD | 2021 | RGB | Y | 97.45% | 98.33% | 97.20% | 90.84% | 91.71% |
on the beforementioned prior knowledge.

**TABLE II: Cross-dataset evaluation results. Train on Face2Face and test on FaceSwap.**

| Method       | Venue       | Mask | Input | ACC  |
|--------------|-------------|------|-------|------|
| MseoNet [74] | WIFS,2018   | N    | RGB   | 47.32% |
| XceptionNet [36] | ICCV,2019 | N    | RGB   | 49.94% |
| LAE [30]     | CIKM,2020   | Y    | RGB   | 63.15% |
| **ADD**      | 2021        | Y    | RGB   | 67.02% |

**D. Ablation Study**

Different normal cell configurations By hierarchically stacking the normal cell different times, we construct deep models with different capacities. We make a performance comparison between them on four manipulation methods in FF++ dataset. The performance comparison is shown in Fig. 4. From the figure, we can find that the network with a larger capacity (a larger stacking number $N$) achieves a better performance, which matches the previous findings in Table IV. Unless stated, the stacked number utilized in our work is set as 4.

![Different Normal Cell Configurations](image)

**Fig. 4: Performance comparison with different normal cell configurations on Face2Face [80], Deepfakes [79], FaceSwap [61], and NeuralTextures [62].**

Different weight configurations in Eq. 7 By setting $\alpha$ in Eq. 7 as different non-zero values, i.e., 1, 10, 0.1, we conduct a performance comparison about the loss term contributions. The comparison result is shown in Fig. 5. From the figure, we can find that $\alpha=1$ achieves better performance on Face2Face and Deepfakes. On FaceSwap, $\alpha=1$ is outperformed by $\alpha=10$ a bit. On NeuralTexture, $\alpha=1$ outperforms other two by a large margin. Based on the observation, we set $\alpha$ as 1 in our experiment.

Efficacy of potential manipulation region estimation In Eq. 7, by setting $\alpha$ as zero (w/o $L_{MSE}$, the single task setting) or not (w $L_{MSE}$, the multi-task setting), we conduct an experiment on cross-dataset evaluations to demonstrate the efficacy of our learning potential manipulation region strategy. The performance comparison is shown in Table V. From the table, we can find that the performance with $L_{MSE}$ is much higher than the performance without $L_{MSE}$. This indicates the efficacy and necessity of learning the potential manipulation regions in ADD.

**TABLE III: Cross-dataset evaluation results. Train on FF++ training set and test on Celeb-DF.**

| Method       | Venue       | Mask | Input | ACC  |
|--------------|-------------|------|-------|------|
| MseoNet [74] | WIFS,2018   | N    | RGB   | 54.80% |
| Capsule [48] | ICASSP,2019 | N    | RGB   | 57.50% |
| MultiTask [84] | BATS,2019 | Y    | RGB   | 54.30% |
| VA-MLP [57]  | WACV,2019   | N    | RGB   | 55.00% |
| SMIL [65]    | MM,2020     | N    | RGB   | 56.30% |
| F3-Net [55]  | ECCV,2020   | N    | Freq  | 65.17% |
| XceptionNet [59] | CVPR,2021 | Y    | RGB   | 65.50% |
| Context [54] | TPAMI,2021  | Y    | RGB   | 66.00% |
| **ADD**      | 2021        | Y    | RGB   | 66.48% |

**TABLE IV: Accuracy and model size comparison on Celeb-DF.**

| Backbone   | ResNet-18 | ResNet152 | VGG-16 | XceptionNet | ADD |
|------------|-----------|-----------|--------|-------------|-----|
| ACC        | 96.76%    | 98.30%    | 97.88% | 96.32%      | 97.57% |
| Params (M) | 11.6      | 60.3      | 138    | 23          | 5.6 |

**TABLE V: Performance comparison between w and w/o $L_{MSE}$.**

| Method       | Source | Target | ACC  |
|--------------|--------|--------|------|
| w/o $L_{MSE}$ | FF++   | Celeb-DF | 64.31% |
| w $L_{MSE}$  | FF++   | Celeb-DF | 69.19% |
| w/o $L_{MSE}$ | Face2Face | FaceSwap | 57.22% |
| w $L_{MSE}$  | Face2Face | FaceSwap | 67.02% |

**Comparison of different batch sizes** We test the performance of our searched cell under different training batch sizes. Specifically, by fixing the learning rate as 0.5, stacking number as 4, we set the batch size as 96, 192, and 48, and test them on four manipulation methods in FF++ dataset. The performance comparison is shown in Fig. 6. From the figure, we can find that the performance with a batch size of 96 outperforms that with a batch size of 192. Our speculation is that using a too large batch size might cause a poor generalization performance, which is known as the “generalization gap” phenomenon and discussed in previous works such as [89].
that the performance with a learning rate of 0.25 is a bit than the performance with a learning rate of 0.75. We make comparisons between different learning rates of 0.25 and 0.75. Specifically, fixing the batch size as 96, we conduct an experiment on low-quality Deepfakes [79] in LQ format, the performance of our method on low-quality input is lower than that on high-quality input. As illustrated in “Discussion” subsection, our method is complementary to [55], and we will conduct an exploration about how to apply ADD on the frequency domain in future investigations. Based on the results shown in Table VI, we believe that our method is robust to the low-quality data to some extent.

### Table VI: Performance comparisons on low quality Deepfakes.

| Method               | Venue       | Input | ACC  |
|----------------------|-------------|-------|------|
| Steg+SVM [15]        | TIFS,2012   | RGB   | 97.03% |
| Bayar [81]           | IHMS,2016   | RGB   | 87.00% |
| Cozzolino [82]       | IHMS,2017   | RGB   | 75.00% |
| Rahmouni [83]        | WIFS,2017   | RGB   | 80.00% |
| MseoNet [74]         | WIFS,2018   | RGB   | 90.00% |
| XceptionNet [36]     | ICCV,2019   | RGB   | 96.01% |
| F3-Net [55]          | ECCV,2020   | Freq  | 97.97% |
| ADD                  | 2021        | RGB   | 97.03% |

### E. Visualization

**Search Cell** To comprehend the neural cell architecture searched by our method, we display our searched results, i.e., the normal cell and reduction cell, in Fig. 8. As shown in the figure, the automatically searched cells are quite complex and different from any existing neural architectures. It is difficult to design those cells for human engineers. An interesting finding is that both normal cell and reduction cell searched by our method extensively utilize separable convolution and dilated convolution. This matches the design principle manually proposed in XceptionNet [36]. However, our method discovers this principle in an automated manner. Another discovery is that the operations with a large kernel size, i.e., $7 \times 7$, are not selected. There are two possible reasons for this: (1) deepfake detection is different from dense prediction tasks such as semantic segmentation [90], therefore a large size kernel is not indispensable for constructing a network for deepfake detection; (2) as pointed in [86], a $7 \times 7$ convolution kernel can be composed through a set of $3 \times 3$ convolution filters, while the latter manner is preferred due to its less parameter numbers and computation cost.
Visualization in terms of potential manipulation region localization. Our ADD conducts deepfake detection based on the focused features inside the localized potential manipulation regions. In Fig. 9, we show that our method can correctly localize the potential manipulation region in each given sample, given no clue about which manipulation method is applied. It can be seen from the figure that the predicted potential manipulation region in each sample matches the position, shape, and scale of the corresponding images.

F. Discussion

We are aware that there are three possible research directions for our ADD. 1) In this submission, our method conducts an architecture search based on RGB images and spatial domains only. With the development of forgery image generation methods [91], [92], the local forgery patterns in the spatial domain become too subtle to detect. Recent works, such as [35], [56], point out the frequency domain provides complementary information for deepfake detection. They propose to mine discriminative forgery patterns from frequency domains by translating original RGB images to frequency images. Our proposed ADD can be applied to frequency domains to detect forgery clues with few modifications. More than that, with an adaptive fusion strategy (for example, cross-modal transformer module [93]), it is expected that a RGB ADD (working on spatial domains) and a frequency ADD (working on frequency domains) can collaborate with each other to further boost the deepfake detection accuracy; 2) besides the potential manipulation region localization, there are other related facial analysis tasks that can be utilized to provide an additional signal for network training. For example, Mazaheri et al. [35] propose to integrate a facial expression recognition module for improving deepfake detection accuracy; 3) it is worth exploring how to apply our method to search a recurrent neural network for detecting forgery patterns in sequential data [94], [95]. Future investigation in those directions will be placed.

G. Limitations

Although our method demonstrates its effectiveness on deepfake detection experimentally, it still has some limitations: 1) the potential manipulation region learning strategy might not work well if the fake image is entirely synthetic. This is because when the forgery sample is entirely synthetic, there is no manipulation region anymore. In such a case, ADD w/o the potential manipulation region localization mechanism should be utilized. 2) We notice that our method still suffers from a performance drop when encountering low-quality images. We would explore novel strategies to improve the robustness of our method when dealing with low-quality images.

V. Conclusion

In this article, we propose to utilize automated machine learning to automatically construct a neural architecture for deepfake detection. To the best of our knowledge, this is the first time to apply AutoML to this research problem. To improve the generalizability of our method, we integrate a simple yet efficient strategy in our network learning process, making it estimate the potential manipulation regions as well as predict the real or fake labels. Compared to previous works, our method depends less on prior knowledge, e.g., no need to know which manipulation methods is utilized or whether it is utilized. Experimental results on two benchmark datasets demonstrate the efficacy of our proposed method, especially when testing data and training data are manipulated by different methods. In the future, we plan to explore more advanced search methods and search spaces to further improve the prediction ability of our method.
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