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\textbf{Abstract}

Based on the binary time series data of social infection dynamics, we propose a general framework to reconstruct the 2-simplex complexes with two-body and three-body interactions by combining the maximum likelihood estimation in statistical inference and introducing the expectation maximization. In order to improve the code running efficiency, the whole algorithm adopts vectorization expressions. Through the inference of maximum likelihood estimation, the vectorization expression of the edge existence probability can be obtained, and through the probability matrix, the adjacency matrix of the network can be estimated. We apply a two-step scheme to improve the effectiveness of network reconstruction while reducing the amount of computation significantly. The framework has been tested on different types of complex networks. Among them, four kinds of networks achieve high reconstruction effectiveness. Besides, we study the influence of noise data or random interference and prove the robustness of the framework, then the effects of two kinds of hyper-parameters on the experimental results are tested. Finally, we analyze which type of network is more suitable for this framework, and propose methods to improve the effectiveness of the experimental results.
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\section{Introduction}

In reality, many systems can be represented by models of complex networks \[1\]. The information propagation in the system can be simulated by the propagation dynamics model \[2\]. However, the inherent network system in nature cannot be directly observed by humans, and we can only
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deduce the underlying network structure based on phenomena. The most intuitive form of expression for observed phenomena is data. Once we have the data, we can use the knowledge and methods of statistics, network science and engineering to reconstruct the network [3]. Some basic concepts of these three fields are described in detail below.

1.1 Maximum likelihood estimation and expectation maximization estimation

An important part of statistics is to infer the statistical information and potential characteristics of data sets, including parameter estimation. Maximum likelihood estimation (MLE) [4–7] is one of the most commonly used methods in parameter estimation. It is often used as a reference value in real data analysis. In parameter estimation, we often optimize the effectiveness of estimation by adopting the algorithm for finding the expectation on the basis of parameter estimation, such as the expectation-maximization (EM) algorithm. Combining Markov algorithm makes the operation more reasonable and convenient. Similar optimization methods can be used in other types of parameter estimation, such as E-Bayesian estimation based on Bayesian estimation [8–11]. Reconstructing the network by using E-Bayesian estimation can also be attempted in the future. The essence of parameter estimation is to estimate the probability of different events. Applying the parameter estimation methods in statistics to complex networks is the latest research direction.

1.2 Reconstruction of complex networks

The purpose of complex network reconstruction is to obtain the recurrence of the original network from the prediction in which we reproduce the community of nodes and regenerate edge or even hyper-edge connections in the network [3, 12–14]. At present, a very common algorithm is to speculate the existence of edge connectivity based on time series data [15, 16]. For various types of networks [17–19], the applicability of time series through the propagation process is also different. On the basis of common network reconstruction [20], we can introduce high-order networks [21, 22], and use the same theoretical method [3, 12–16, 23] to judge the existence of hyper-edges. The effectiveness of the reconstructed network can be adopted to a unified standard [24], which we will specify later. In the past two years, people have become more and more interested in hyper-graphs [24, 25–32]. Complex networks are widely used as potential and possibly multi-level social structures as they can well describe the connectivity in systems of various properties [33–35]. Figure 1 shows an example of the original network and the reconstructed network, and our analysis of the algorithm is based on this case.

1.3 Simplex complexes

Although pairwise or node-to-node interaction is a common type in the network, people have realized that high-order interaction is also common and has important influences on graph network structure. A group of nodes in the network may interact at the same time. It is no longer enough to describe the network with the traditional pairwise interaction [18]. Therefore, higher-order interactions other than pairwise relationships must be considered. Mathematically, higher-order interactions can be described as hyper-graphs or simplex complexes [36–38], those are networks containing higher-order simplex. Hyper-graph is an expression structure that can flexibly simulate
Figure 1: Example of a binomial distribution network, (a) the original network and (b) the reconstructed network. The numbers in the figure represent the serial numbers of the network nodes, and the serial numbers of the network nodes correspond to the serial numbers of the columns or rows representing the nodes in the matrix.

the high-order correlation between entities. It has attracted extensive attention in various research fields in recent years. Though graph neural network (GNN) has achieved success in graph representation learning, it is still a challenging task to apply powerful GNN variants to hyper-graphs directly [21, 22]. Hyper-graph can be represented by the set of hyper-edges, while we mainly use simplex to build high-order interactive networks this time.

The $K$-simplex describes the simultaneous interaction between $k + 1$ nodes. Any higher-order simplex can be disassembled into several lower-order simplex. According to the definition, the $k$-order simplex can be disassembled into $(k - 1)$-simplex whose quantity is $k + 1$. The interaction on a $k$-simplex can be defined as the effect of the $(k - 1)$-simplex on a single node. The network composed of simplex is called simplex complex. An article on simplex for social models [14] details the definition of simplex and its relationship to hypergraphs. In addition, related concepts [38, 39] are also widely studied and applied in physics. For specific simplex structure and dynamics, please refer to Appendix Appendix A.

1.4 Dynamic mechanism and simulation method of SIS propagation

We divide the infection state of nodes on a simple complex into two categories, say as infectious state and susceptible state. Infectious status indicates that the node has infection source or information that can be transmitted. Susceptible status indicates that the node is likely to be infected in the future. We use $\psi_i^t$ to represent the infected state of node $i$ at time $t$. If node $i$ is infected at time $t$, we specify $\psi_i^t = 1$; Similarly, when node $i$ is susceptible, we have $\psi_i^t = 0$.

In the simulation process of this paper, we assume that the probability of all node to node propagation, that is, the probability of interaction on 1-simplex $(i, j)$, is $\beta_1$. Similarly, the probability of interaction on 2-simplex $(i, j, k)$ is $\beta_2$. Normally, we specify $\beta_2 > \beta_1$ to express that the probability of three-body propagation is higher than that of two-body propagation. For con-
convenience, we can associate them with the simple complex’s two-body two-body and three-body average degrees \( k_1 \) and \( k_2 \). We specify that \( \beta_1 = \alpha/k_1 \). At the same time \( \beta_2 = \omega/k_2 \), where \( \alpha \) and \( \omega \) are two pre-defined parameters, \( \alpha < \omega \). The detailed definition of simplex and the dynamic propagation mechanism on it \([14, 38]\) can be viewed in the literature on propagation dynamics.

In this way, according to the probability formula, we can know that for a susceptible node \( i \), if there are \( n_1 \) adjacent nodes in the infected state, the probability that it will be infected by the two-body interactions at the next time point on 1-simplex is

\[
p_1 = \begin{cases} 
\prod_{j (\psi_j^t = 1, j \in \mathcal{N}_1(i))} (1 - \beta_1), & n_1 \neq 0 \\
0, & n_1 = 0 
\end{cases},
\]

(1.1)

where \( \mathcal{N}_1(i) \) represents the set of 0-simplexes adjacent to \( i \), which means, the set of adjacent nodes of \( i \). Similarly, for a susceptible node \( i \), if \( n_2 \) adjacent 1-simplexes are in the infected state and can form a 2-simplex with node \( i \), the probability of infection by the three-body interaction at the next time point is

\[
p_2 = \begin{cases} 
\prod_{jk (\psi_{jk}^t = 1, jk \in \mathcal{N}_2(i))} (1 - \beta_2), & n_2 \neq 0 \\
0, & n_2 = 0 
\end{cases},
\]

(1.2)

where \( \mathcal{N}_2(i) \) represents a set of 1-simplexes adjacent to \( i \) that can form a 2-simplex with this node, \( \psi_{jk}^t = \psi_k^t \psi_j^t \). Then, for a susceptible node \( i \), the probability of being infected at the next time point is

\[
p = 1 - (1 - p_1)(1 - p_2).
\]

(1.3)

We set the proportion of initial infected nodes as \( \rho_0 \), the probability of the infected node returning to the susceptible state is \( \mu \).

In this way, with formulas (1.1)-(1.3), we can design a complete simulation process to simulate the propagation process on simplex, and then study the mechanism of complex network reconstruction. The reconstruction process based on the maximum likelihood estimation is introduced in the next section.

In this paper, complex networks are expressed in the form of simplex complexes. The purpose of this paper is to derive the adjacency matrix and obtain the reconstruction model of the complex network by estimating the probability of edge connection between different nodes with using the maximum likelihood estimation (MLE) and expectation maximization (EM) methods \([4, 7]\), which is based on the binary time-series data \([40]\) generated by the susceptible-infectious-susceptible (SIS) information propagation model \([41]\). On the basis of complex networks, we introduce high-order networks and use the form of the simplex complexes to infer the information transmission between communities \([3, 12, 14]\). The generated probability is compared with a threshold to determine the existence of the edge between two points. Then, we use F1 criterion \([24]\), which is a judging criterion based on the joint calculation of the existence of real network connections and the prediction of reconstructed network connections, to evaluate the effectiveness (or the accuracy) of the reconstruction.

The innovations of this paper are as follows:
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The vectorization expression of the final probability estimation is introduced to increase the code operation efficiency, and the probability matrix generated can be directly transformed into the adjacency matrix of the network.

Different types of networks are generated in the form of the simplex complexes to analyze the changes in different types of networks’ reconstruction effectiveness under the same hyper-parameters.

Through the comparison of different types of networks, the relationship between degree variance and reconstruction effectiveness is introduced, and find that the small-world network is the most suitable network for the reconstruction method. The actual social, ecological, and other networks are small-world networks [18], so this method is feasible in reality.

At last, we summarize the method to obtain and process network-related data, which can improve the effectiveness of reconfiguration from the direction of network structure. We put forward three optimization methods: decentralization, extending the scale, and optimize the algorithm.

The outline of this paper is as follows. In Section 2, we will study the operation method of specific probability estimation, matrix expression, threshold calculation, and the selection of evaluation criteria. In Section 3, we conduct specific digital experiments on several different types of networks, take four groups of the best experimental results as demonstration examples, and visualize the generated data. Section 4 analyzes the reasons why network reconstruction performs best in the small-world network in Section 3. Finally, the conclusion is summarized in Section 5.

2 Reconstruction of simple complex based on MLE

The complex network reconstruction is to infer whether there are edge connections between nodes in the network from the time series of node infection states. In the reconstruction of ordinary networks [16] and simplicial complexes [23], the idea of inference has been systematically inferred based on the infection state $\psi^t_i$ of different nodes and times as well as the propagation probability $P_{j \rightarrow i}$ between nodes. Although this method is feasible, it will lead to a significant increase in the volume of calculation when estimating the propagation probability between nodes, especially in the situation the network is complex and the number of nodes is large. For example, if the network with $n$ nodes is calculated separately, there will be $n(n-1)/2$ probabilities calculated. If iteration is added, the solution process will be more complex and the expression will be more cumbersome. At present, better solutions are still being explored. In order to have a more concise model, we introduce the concept of vectorization. Eventually, the probabilities and infection states in the experiments are expressed in the form of vectors and matrices.

2.1 Derivation of propagation probability and vectorized expression

As defined in Refs. [14, 38], 0-simplex can be regarded as a node, and 1-simplex can be regarded as a connected edge. 2-simplex is defined as a three body community in which 1-simplex can transfer information to a single node. We use matrix $\Psi_1 = (\psi^t_i)_{T \times n}$ to represent the time series of infection status of the whole network or simplex complex. The number of rows $T$ of the matrix
Figure 2: Time series matrix $\Psi_1 = (\psi_{i,m}^t)_{T \times n}$, yellow means $\psi_{i,m}^t = 1$, purple means $\psi_{i,m}^t = 0$, a row of the matrix can represent the infection status of all nodes in the network at a certain time point $t_m$, and a column represents the time series of the infection status of a certain node. Due to the excessive number of matrix columns, we only take the first 30 time points for display.

represents the number of iteration steps of the propagation process, and the number of columns $n$ represents the number of nodes. A single column in the matrix can be regarded as the time series of infection status of a single node. The yellow matrix elements in Fig.2 represent $\psi_{i,m}^t = 1$ and the purple represent $\psi_{i,m}^t = 0$, the time series matrix represented by this matrix is generated by using the simulation method in subsection 1.4.

On the basis of matrix $\Psi_1$, we can generate the matrix of infection state of 1-simplex, which is represented by time series matrix $\Psi_2 = (\psi_{j,k}^t)_{T \times n_1}$. If both nodes $j$ and $k$ are in the infected state, we specify $\psi_{j,k}^t = 1$. As long as one of them is in the susceptible state, $\psi_{j,k}^t = 0$. Therefore, we can express the relationship between infection status of 1-simplex and 0-simplex, or the relationship between edge and node infection status, as $\psi_{j,k}^t = \psi_{i}^t \psi_{j}^t \psi_{k}^t$. In this way, we can better judge whether the 2-simplex containing these three nodes exists by testing whether the propagation of 1-simplex to nodes is generated by the propagation probability $P_{j,k \rightarrow i}$ of 1-simplex points to a single node. As this paper mainly studies undirected graphs, $(j,k)$ and $(k,j)$ have the same meaning, $\psi_{j,k}^t$ and $\psi_{k,j}^t$ also have the same meaning.

When training our model, we often hope that we can process the whole small batch of samples at the same time. In order to achieve this target, we need to vectorize the calculation so that we can use the linear algebra library instead of writing expensive and inefficient for loops in Python. For the elements in the matrix, we can also split the operation, which is more verbose, but expresses the specific elements more clearly \[16, 23\]. Refer to Appendix B for the specific calculation process of the maximum likelihood estimation.

In order to meet the required expression, we introduce matrices $P_{t_1} = (P_{i,j}^t)_{n \times n}$ and $P_{t_2} = (P_{j,k}^t)_{n \times n_1}$. In the two matrices, the number of rows $n$ represents that of nodes $i$ that may be infected by neighboring nodes, resulting in the transformation of their own state from susceptible state to infected state. The column numbers $n$ and $n_1$ represent the number of nodes $j$ or node groups $(j,k)$ that are infected and may convert other nodes into infected states. The parameters in the iteration process are expressed by $\rho_{t_1}^{i,j}$, $\rho_{t_1}^{i,jk}$ and $\rho_{t_1}^{i,\varepsilon}$. Here, we use three-dimensional matrices $R_1 = (\rho_{t_1}^{i,j})_{n \times n \times T}$, $R_2 = (\rho_{t_1}^{i,jk})_{n \times n_1 \times T}$ and two-dimensional matrix $R_3 = (\rho_{t_1}^{i,\varepsilon})_{n \times T}$ to represent the matrix of iteration parameters. On each two-dimensional matrix where node $t_m$ of the three-
dimensional matrix is located, the number of rows \( n \) represents the number of nodes \( i \) that may be propagated to cause the transformation from susceptible state to infectious state, the number of columns \( n \) and \( n_1 \) represent the number of nodes \( j \) or node groups \((j, k)\) that are in infectious state and may convert other nodes to infectious state, the third dimension represents the time dimension corresponding to the time series. If there is a connecting edge between \( j \) and \( k \), \((j, k)\) can be regarded as a 1-simplex.

The following probability estimation is calculated by using vectorization expression. All operations in this subsection are derived from maximum likelihood estimation and EM algorithm. The meaning of each element in the vectors and the derivation method by EM algorithm can be referred to the relevant literature for non-vectorized expressions \[16, 23\]. The results of vectorization calculation are consistent with the results of individual calculation for each element. Therefore, this method can be used. For specific matrix decomposition, we can refer to Appendix \[Appendix C\] From Appendix \[Appendix C\] we can see the elements of matrices \( P_1, P_2, P_{t_1}, P_{t_2}, R_1 \) and \( R_2 \) as well as their noise and the median of the first step of the two-step iteration.

### 2.1.1 One-step iterative algorithm

![Matrix visualization](image)

Figure 3: Matrix visualization, respectively (a) \( P_{t_1} \), (b) \( P_1 \). Although the symmetry elements can be vaguely seen in \( P_{t_1} \), they are very inconspicuous. \( P_1 \) can be approximately regarded as a symmetric matrix, and an adjacency matrix can be generated from it after transformation.

Iterative indexes and target parameters are very important in the EM algorithm. Using matrices \( R_1, R_2 \) and \( R_\varepsilon \), we get an intermediate variable

\[
S_{t_m} = (P_1^T \ast P_{t_1}) \circ \Psi_{t_m}^1 + (P_2^T \ast P_{t_2}) \circ \Psi_{t_m}^2,
\]

where each dimension of \( S_{t_m} \) represents the value of \( \sum_{j \neq i} P_j^i P_{j \rightarrow i} \psi_{t_m}^j + \sum_{j,k \neq i} P_j^i P_{j \rightarrow k} \psi_{t_m}^j \psi_{t_m}^k \) for different nodes \( i \) and time points \( t_m \). \( S_{t_m} : n \times 1 \), \( R_{t_m}^1 : n \times n \), \( R_{t_m}^2 : n \times n_1 \), and \( R_{t_m}^\varepsilon : n \times 1 \).
So we can get three iterative formulas as

\[
R_1^{t_m} = [(1_{n \times 1} \circ \Psi_1^{t_m}) * (P_1^T * Pt_1)] / [(Ep + S^{t_m}) \circ 1_{1 \times n}],
\]

\[
R_2^{t_m} = [(1_{n \times 1} \circ \Psi_2^{t_m}) * (P_2^T * Pt_2)] / [(Ep + S^{t_m}) \circ 1_{1 \times n}],
\]

\[
R_{\varepsilon}^{t_m} = Ep / [(Ep + S^{t_m}) \circ 1_{1 \times n}].
\]

In the matrix calculation, we use \(\circ\) to represent matrix multiplication in linear algebra, * to represent matrix dot product, and / to represent matrix dot division. Such as matrix \(A = (a_{ij})_{m \times n}\) and \(B = (b_{ij})_{m \times n}\), \(A \circ B = (a_{ij}b_{ij})_{m \times n}\), \(A / B = (a_{ij} / b_{ij})_{m \times n}\). \(P_1 = (P_{j \rightarrow i})_{n \times n}\), \(P_2 = (P_{j \rightarrow k})_{n_1 \times n}\) are the two probability matrices we want to derive and \(Ep = (\varepsilon_i)_n\) is the noise vector. The number of columns \(n\) represents the number of nodes \(i\) that may be propagated the transition from susceptible state to infected state, and the number of rows \(n\) and \(n_1\) represent the number of nodes \(j\) and node group \((j, k)\) that are infected and may convert other nodes to infected state. If one-step method is adopted, \(n_1 = n(n - 1) / 2\). The vectorized probability matrix \(P_1\), \(P_2\) and noise vector \(Ep\) are expressed as follows:

\[
P_1(:, i) = (S_{11}^i / S_{12}^i)^T,
\]

\[
P_2(:, i) = (S_{21}^i / S_{22}^i)^T,
\]

\[
\varepsilon_i = (S_{\varepsilon_1}^i / S_{\varepsilon_2}^i)^T,
\]

where \(P_1(:, i)\) and \(P_2(:, i)\) represents the vectors composed of the elements in column \(i\) of the matrix, respectively, and

\[
\begin{aligned}
S_{11}^i &= 1_{1 \times (T - 1)} \circ \{ R_1^{1:(T - 1)}(i, :) \ast [I_{\psi_1(1:1,T-1,i)=0} \ast \Psi_1(2 : T, i)] \circ 1_{1 \times n_1} \} \\
S_{12}^i &= 1_{1 \times (T - 1)} \circ \{ \Psi_1(1 : T - 1, :) \ast [1_{1 \times 1 \ast 1} \circ P_{t_1}(i, :) \ast [I_{\psi_1(1:1,T-1,i)=0} \circ 1_{1 \times n_1}] \} \\
S_{21}^i &= 1_{1 \times (T - 1)} \circ \{ R_2^{1:(T - 1)}(i, :) \ast [I_{\psi_1(1:1,T-1,i)=0} \ast \Psi_1(2 : T, i)] \circ 1_{1 \times n_1} \} \\
S_{22}^i &= 1_{1 \times (T - 1)} \circ \{ \Psi_2(1 : T - 1, :) \ast [1_{1 \times 1 \ast 1} \circ P_{t_2}(i, :) \ast [I_{\psi_1(1:1,T-1,i)=0} \circ 1_{1 \times n_1}] \} \\
S_{\varepsilon_1}^i &= 1_{1 \times (T - 1)} \circ [R_{\varepsilon}^{1:(T - 1)}(i) \ast I_{\psi_1(1:1,T-1,i)=0} \ast \Psi_1(2 : T, i)] \\
S_{\varepsilon_2}^i &= 1_{1 \times (T - 1)} \circ I_{\psi_1(1:1,T-1,i)=0}
\end{aligned}
\]

in which \(i = 1, 2, \ldots, n\). In this way, we can get the matrix composed of numerator and denominator of three groups of formulas, \((B.18)-(B.20)\). Here, \(m : n\) represents getting a new constructed matrix that formed by taking the \(m\)-th row to \(n\)-th row or the \(m\)-th column to \(n\)-th column of the matrix. It also represents constructing the new vector composed of the \(m\)-th element to the \(n\)-th element of the vector. \(I_{A=0}\) is the discriminant matrix showing whether the elements in \(A\) is
0. If \( A(i,j) = 0 \), then \( I_{A=0}(i,j) = 1 \). The \( 1_{m \times n} \) matrix represents a matrix in which all elements are 1, this matrix can broadcast the elements in the vector. When writing a program, we also need to change the value of the diagonal marker according to the specific program rules. After this expression is written, we can set the initial value for the three iteration variables, and iterate between (2.2)-(2.4) and (2.5)-(2.7). We do not end the iteration until the difference between the norm of the three matrices and the previous step is less than a certain value. We have assumed that the process is convergent before iteration. From Fig.3 we can see although the symmetrical elements can be vaguely seen on a closer look in \( P_{t1} \), they are still very inconspicuous. Therefore, this matrix cannot be directly used as an estimate of the adjacency matrix. The final result of the EM algorithm \( P_1 \) can be approximately regarded as a symmetric matrix, and an adjacency matrix can be generated after transformation. For the calculation of specific single element, we can refer to Appendix B and Appendix C.

2.1.2 A two-step iterative algorithm based on 1-simplex complex

![Figure 4: Pt_2 matrix generated by the two-step iterative method.](image)

![Figure 5: P_2 matrix generated by the two-step iterative method.](image)

If the network is complex and the number of nodes is large, calculating the propagation probability between nodes will lead to a significant increase in the amount of calculation. For example, in a network with \( n \) nodes, if the propagation probability of 1-simplex to a single node is calculated respectively, there will be \( n(n-1)(n-2)/2 \) probability values \( P_{jk \rightarrow i} \) calculated. Therefore, if we want to add the calculation of the values of \( P_{jk \rightarrow i} \), we need a simplified algorithm.
At the first step, we need to use the vectorization expression to calculate the reduction of 1-simplex, that is the reconstruction network without 2-simplex. Since every pair of nodes must have connected edges is the necessary condition for the existence of simplex, we can use the reconstructed network to reconstruct 2-simplex. As propagation on 2-simplex is not considered at the first step, we define

\[ S^m_0 = (P^T_0 \ast P_1) \circ \Psi_1^m, \] (2.11)

The iterative intermediate value and the probability matrix obtained at the first step are expressed as

\[ R^m_0 = [(1_n \circ \Psi^m_1) \ast (P^T_0 \ast P_1)] / [(E_{P_0} + S^m_0) \circ 1_n \times n], \] (2.12)

\[ R^m_{\varepsilon_0} = E_{P_0} / [(E_{P_0} + S^m_0) \circ 1_n \times n]. \] (2.13)

\[ P_0(:,i) = (S^i_{01} / S^i_{02})^T, \] (2.14)

\[ \varepsilon_{0i} = (S^i_{\varepsilon 01} / S^i_{\varepsilon 02})^T, \] (2.15)

in which

\[ \left\{ \begin{array}{l} S^i_{01} = 1_{1 \times (T-1)} \circ \left\{ R^1_{0}(T-1) (i,:) \ast \left[ (I_{\Psi_1(1:T-1,i)=0} \ast \Psi_1(2:T,i)) \circ 1_n \right] \right\} \\
S^i_{02} = 1_{1 \times (T-1)} \circ \left\{ \Psi_1(1:T-1,:) \ast \left[ (1_{1 \times (T-1) \times 1} \circ P_1(i,:)) \ast \left[ I_{\Psi_1(1:T-1,i)=0} \circ 1_n \right] \right\} \right\}, \] (2.16)

\[ \left\{ \begin{array}{l} S^i_{\varepsilon 01} = 1_{1 \times (T-1)} \circ \left[ R^1_{\varepsilon 0}(T-1) (i) \ast I_{\Psi_1(1:T-1,i)=0} \ast \Psi_1(2:T,i) \right] \\
S^i_{\varepsilon 02} = 1_{1 \times (T-1)} \circ I_{\Psi_1(1:T-1,i)=0} \right. \] (2.17)

Through the iterative operation of (2.12)-(2.15), we can obtain the probability matrix \( P_0 = (P_{j \rightarrow i})_{n \times n} \), the noise \( E_{P_0} = (\varepsilon_{0i})_n \) and the corresponding three-dimensional matrix of the intermediate values. We substitute the results of (2.12)-(2.15) into the formulas of (2.2)-(2.4) and (2.5)-(2.7) at the second step of iterative operation. Under this condition, \( n_1 \) is the number of the network edges determined by the \( P_0 \) matrix. For a specific node, we only need to find the 2-simple complex containing the node from the three body community derived at the first step. This way can reduce the amount of computation significantly, as it is more efficient than that of traversing all \( n(n-1)/2 \) node pairs \((i,j)\). Figs. 3, 4 and 5 shows the four matrices generated by our experiment.

In this paper, we use two-step iterative algorithm in the following propagation simulation experiments for different types of networks to ensure the convenience of operation.

### 2.2 Confirmation threshold

This subsection describes how to transform the propagation probability matrices \( P_1 \) and \( P_2 \) into adjacency matrices. In 2.1, according to the EM algorithm, we got matrices \( P_1 \) and \( P_2 \). The
elements $P_{j \to i}$ and $P_{jk \to i}$ in the matrices both satisfy $P_{j \to i} \geq 0$ and $P_{jk \to i} \geq 0$. However, there must be errors arising in the calculation, so if we say simplex exist once $P_{j \to i} > 0$ or $P_{jk \to i} > 0$, inevitable misjudgment of the existence of simplex will be lead by some small probability errors. Therefore, we need to redefine a threshold $\tilde{P}$ in judging the existence of simplex.

The specific method is as follows. For any node $i$, $\tilde{P}$ represents the vector $P_1(:,:,i)$ with the elements $P_{j \to i}$ rearranged from large to small, and $\tilde{P}_j$ represents the $j$-th probability element of $\tilde{P}$. We define the node adjacency matrix as $A_{1,n \times n}$, and the adjacency matrix between nodes and 1-simplexes as $A_{2,n_1 \times n_2}$.

In order to find the threshold, we need to find a pair of probabilities with the largest difference in the sorted probabilities. But we must also take into account the different results of subtraction and division. Therefore, we can combine the difference value and the ratio as the basis for evaluation. So we use the formula

$$\Delta P(l) = (\tilde{P}_l - \tilde{P}_{l+1}) \frac{\tilde{P}_l}{\tilde{P}_{l+1}}$$

(2.18)

to find the value of $l$ that maximize $\Delta P$, defined as

$$\hat{l} = \arg\max_l \Delta P(l).$$

(2.19)

Then we get

$$\hat{P}_l = \tilde{P}_l,$$

(2.20)
as a threshold for the probabilities in the vector $P(:,:,i)$. If one of $P_{j \to i} < \hat{P}_i$ or $P_{i \to j} < \hat{P}_j$ holds, it is determined that $i,j$ do not have a connecting edge, or says there is no 1-simplex exists. If $P_{j \to i} \geq \hat{P}_i$ and $P_{i \to j} \geq \hat{P}_j$ are both established, $i$ and $j$ are considered to be connected, then there is a 1-simplex $(i,j)$ and $A_1(i,j) = A_1(j,i) = 1$. Similarly, we can calculate $\hat{P}$ under 2-simplicial complex, only when $P_{jk \to i} \geq \hat{P}_i$, $P_{ik \to j} \geq \hat{P}_j$ and $P_{ij \to k} \geq \hat{P}_k$ are all established , 2-simplex $(i,j,k)$ exists. Then $A_2(jk,i) = A_2(ik,j) = A_2(ij,k) = 1$. For the remaining nodes or communities without 1-simplex or 2-simplex connections, we define the corresponding elements in the adjacency matrix as 0.

In order to get an effective critical value, we need to have enough data volume, the larger the data volume, the better the discrimination effect. We generally believe that in propagation experiments, the experimental results are valid only when the number of iterations $T \geq 8000$. $P_1$ of a small-world network and the adjacency matrix $A_1$ generated by transforming the probability matrix $P_1$ are shown in Fig(6).

2.3 Evaluation criteria for effectiveness

We use $F1$-score to quantify the effectiveness of complex network reconstruction [24],

$$F1 = \frac{2P \times R}{P + R}$$

(2.21)

where $P = TP/(TP + FP)$ and $R = TP/(TP + FN)$. $TP, FP, TN$ and $FN$ are the number of true positive, false positive, true negative, and false negative classes, respectively. The larger
the $F1$ value, the higher the corresponding accuracy, then the higher the effectiveness of the network reconstruction. $F1 = 1$ means that the original network structure has been completely reconstructed without errors.

The true adjacency matrix between network nodes is defined as $A_{T,n \times n}$. $TP$ represents the number of node pairs $(i, j)$ with $A_T(i, j) = A_1(i, j) = 1$. $FN$ represents the number of node pairs $(i, j)$ with $A_T(i, j) = 1, A_1(i, j) = 0$. $FP$ represents the number of node pairs $A_T(i, j) = 0, A_1(i, j) = 1$. $TN$ represents the number of $A_T(i, j) = A_1(i, j) = 0$. The comparison of the two matrices is shown in Fig(7). $A_2$ is treated the same way.

3 Experiment

In Section 2, we have introduced the steps of complex network reconstruction. The specific process can be summarized in Figure 8. Next, we introduce the specific process of the experiment.

3.1 Experiment process

In Fig(8), we specify a network composed of 100 nodes. Edges are randomly generated between nodes. We first use uniform distribution to generate edges. The specific method is as follows. We specify a random probability $p_0$, and each point pair randomly generates a probability $p \sim U(0, 1)$ that obeys a uniform distribution. If $p < p_0$, the edge exists, and if $p \geq p_0$, the edge does not exist. In Fig(8) we specify $p_0 = 0.1$. We have already learned in Section 2 that we can associate the probability of two-body propagation and three-body propagation with the average two-body and three-body degrees of nodes. We specify $\beta_1 = \alpha/k_1$, while $\beta_2 = \omega/k_2$, where $\alpha$ and
\omega \) are two predefined parameters, \( \alpha < \omega \), and in order to satisfy the basic conditions of probability, we set \( \alpha < k_1 \) and \( \omega < k_2 \). In Fig.8(1), we specify that \( \alpha = 1.5 \) and \( \omega = 1 \). At the same time, the proportion of initial infected nodes is \( \rho_0 = 0.3 \), and the probability of infected nodes returning to the susceptible state is \( \mu = 1 \).

After starting the simulation, we can generate the infection state matrix \( \Psi_1 \) in Fig.8(2) or Fig.2, and then we can use the one-step iterative algorithm as shown in Fig.8(3) or the two-step iterative algorithm as shown in Fig.8(4)-(5). After the above iteration, matrices \( P_1 = (P_{j\rightarrow i})_{n \times n} \) and \( P_2 = (P_{jk\rightarrow i})_{n \times n} \) can be generated. According to the formula (2.18), (2.19) and (2.20), we can find the critical value of probability, as shown in Fig.8(6)-(7). Taking Figure 8(8) as an example, for node 5, the threshold of 1-simplex is \( \tilde{P} = 0.05262 \), so when \( P_{j\rightarrow 5} \geq 0.05262 \), it means that node \( j \) has an edge with node 5, so nodes \( j \) and 5 can form a 1-simplex. Similarly, the threshold for 2-simplex judgment of node 15 is \( \tilde{P} = 0.06354 \), so if \( P_{jk\rightarrow 15} \geq 0.06354 \), it means that the node pair \((j,k)\) and node 15 can form a 2-simplex. Other nodes follow the same principle. Figure 8(9) is the network reconstructed by the two-step iterative algorithm. The number of iterations in our propagation process satisfies \( T = 20000 > 8000 \).

Then, according to the two-step iterative method, the first step is to generate a reconstructed 1-simplex network, and the second step is to analyze the network with 2-simplex. According to formula (2.21), we can know that the network reconstruction accuracy or effectiveness \( F_1 \) of 1-simplex and 2-simplex is 0.9990 and 0.9923, respectively. It can be seen that since the reconstruction of the 2-simplicial complex is carried out on the basis of the reconstruction of the 1-simplicial complex, the reconstruction effectiveness is slightly lower. However, it can be seen that the reconstruction effectiveness or accuracy of 1-simplex and 2-simplex satisfy \( F_1 > 0.8 \), so it can be concluded that the restoration effect of simplex complex in Fig.1(a) is well. Generally, we believe that if \( F_1 > 0.8 \), the network reconstruction meets the standard.

In order to explore the influence of the reconstruction effectiveness by the number of iterations,
Figure 8: Experiment process

\[ P_1 = (P_{j \to i})_{n \times n} \]

\[ P_2 = (P_{jk \to i})_{n_1 \times n} \]

\[ \Delta P = (P_l' - P_{l+1}') \frac{P_l'}{P_{l+1}'} \]

\[ \tilde{P} = 0.05262 \quad \tilde{P} = 0.06354 \]

\begin{tabular}{|c|c|}
  \hline
  \( j \) & \( P_{j \to 5} \) \\
  \hline
  0  & 0.2079 \\
  8  & 0.1469 \\
  12  & 0.3354 \\
  14  & 0.1753 \\
  17  & 0.2102 \\
  22  & 0.2030 \\
  24  & 0.2696 \\
  \hline
\end{tabular}

\begin{tabular}{|c|c|c|}
  \hline
  \( j \) & \( k \) & \( P_{jk \to 15} \) \\
  \hline
  3  & 10 & 0.06814 \\
  4  & 18 & 0.06719 \\
  6  & 18 & 0.06324 \\
  10  & 16 & 0.06725 \\
  10  & 22 & 0.07382 \\
  18  & 20 & 0.07257 \\
  \hline
\end{tabular}

\[ \text{F11: 0.9990} \]
\[ \text{F12: 0.9923} \]
we can put the changes of the restoration effectiveness of 1-simplex and 2-simplex with the number of iterations into a unified table and draw several sets of line graphs, as shown in Fig.9. The figure shows the relationship between the $F_1$ value and the number of iterations $T$ under different average degrees $k_1$ and $k_2$. We specify the starting values $\alpha = 1.5$, $\omega = 1$, $\rho_0 = 0.3$ and $\mu = 1$. Figure 9(a) means that $k_2 = 4$ is fixed, and when $k_1$ changes, $F_1$ will increase with the increase of the number of iterations. Figure 9(b) means that $k_1$ is fixed, and when $k_2$ changes, the change trend of $F_1$ is the same. It can be seen that, regardless of the average degree, the reconstruction effectiveness or accuracy increases with the number of iterations. Therefore, in the following analysis, the difference in the average degree does not affect the variation law of $F_1$, $T$ and other values. It can be seen from Fig.9 that no matter what the average degree is, the reconstruction effectiveness will increase with the increase of the number of iterations. In other words, the error in the mean degree does not affect the overall trend.

Since the reconstruction of the 2-simplex complex in the two-step iterative method is based on the reconstruction of the 1-simplex complex, the effectiveness of the reconstruction is slightly lower, which can be verified in the graph. When $T \geq 8000$, the reconstruction effectiveness of 1-simplicial complex can satisfy $F_1 > 0.8$, and 2-simplicial complex requires higher iterations under certain conditions. In the following content, we conduct specific analysis on different types of networks.

![Graphs showing the relationship between F1 value and number of iterations](image)

Figure 9: The relationship between the $F_1$ value and the number of iterations, (a) the change of $F_1$ when $k_2$ is fixed and $k_1$ varies; (b) the change of $F_1$ when $k_1$ is fixed and $k_2$ varies. It can be seen that no matter what the average degree is, the reconstruction effectiveness will increase with the increase of the number of iterations. The initial parameters of each set of experiments satisfy $\alpha = 1.5$, $\omega = 1$, $\rho_0 = 0.3$ and $\mu = 1$. Since the reconstruction of the 2-simplex complex is based on the reconstruction of the 1-simplex complex, the reconstruction effectiveness is slightly lower.

In addition to the binomial distribution network, we also analyzed the reconstruction of various networks, four of which also performed well. These four networks are also the best experimental networks. As shown in Fig.10, the four networks are (a) Gaussian network, (b) Watts network, (c) GNP network and (d) Newman Watts network. Gaussian network is a probabilistic graphical
model. For ordinary probabilistic graphical models, the probability distribution of random variables is discrete, while the probability distribution of Gaussian network is continuous Gaussian distribution \[42\]. Watts network is also called WS small-world network. The method to generate it is to first create a ring on \(n\) nodes and connect each node in the ring to its \(k\) nearest neighbors, or \(k - 1\) if \(k\) is odd. Then create the entire graph network by replacing some edges. For example, each edge \((u, v)\) in the underlying \(n\)-ring with \(k\) nearest neighbors, the edge is replaced by a new edge \((u, w)\) with probability \(p\), where \(w\) uniformly randomly selects existing nodes \[18, 43\]. The GNP network returns a GNP random graph, also known as an Erdős-Rényi graph \[44\]. The GNP graph algorithm chooses each of the \([n(n - 1)]/2\) possible edges with probability \(p\). The Newman Watts network is generated in a similar way to the Watts network, except that no edges are deleted \[45, 46\]. Compared with other networks, the Newman Watts network and the Watts network are characterized in that they are a class of networks with shorter average path lengths, and it can be said that the entire network structure is flatter. In the subsection, we conduct simulation experiments on four networks respectively. We mainly study the correlation of reconstruction effectiveness on four networks with two different hyperparameters. The effect of other types of network experiments is not obvious, and we put the network reconstruction effectiveness at 10000 iterations in Table I. These networks all have 100 nodes, and the average degrees \(k_1\) are in the interval \(9 < k_1 < 21\).

3.2 The relationship between the effectiveness of network reconstruction and the number of iterations

What we need to do in this section is to analyze the variation law of the reconstruction effectiveness \(F_1\) with the maximum number of iterations \(T\) on the above four networks. We select the network in Fig.10 and input it into the process (1) of Fig.8. At the same time, when performing process (2), we modify the maximum number of iterations \(T\). After the data is generated, the change in reconstruction effectiveness \(F_1\) with \(T\) is visualized, as shown in Fig.11. Figure 11 reflects the variation of the reconstruction effectiveness (or accuracy) of (a) Gaussian network, (b) Watts network, (c) GNP network and (d) Newman Watts network with the number of iterations \(T\).

For network experiments on four types of networks, we all specify the starting values \(\alpha = 1.5, \omega = 1, \rho_0 = 0.3\) and \(\mu = 1\). From the images and data, we can judge that the reconstruction effectiveness \(F_1\) increases with the increase of the number of iterations \(T\). Among them, when \(T \geq 8000\), the reconstruction effectiveness of simplicial complex satisfies \(F_1 > 0.8\) and tends to be stable. Since the reconstruction of the 2-simplicial complex is carried out on the basis of the reconstruction of the 1-simplicial complex, the reconstruction effectiveness is slightly lower. But as long as the amount of data is large enough, the standard \(F_1 > 0.8\) can be reached.

By observing the images, we can find that for Watts network and Newman Watts network, when \(T \to 10000\), the reconstruction effectiveness of two-body and three-body structures in 1-simplex and 2-simplex constantly tends to 1.0. However, there is an obvious gap between the Gaussian network and the GNP network, and the reason why the gap is caused here will be analyzed in Section 4. Finding a network suitable for the reconstruction method and exploring how to solve other types of networks with poor restoration may be a future research direction.
Figure 10: The four networks with the best experimental results, (a) Gaussian network, (b) Watts network, (c) GNP network and (d) Newman Watts network. The probability distribution of the Gaussian network is a continuous Gaussian distribution. The Watts network is also called the WS small world network. The GNP network returns a GNP random graph, and no edges are deleted in the Newman Watts network.
Figure 11: Reconstruction effectiveness of (a) Gaussian network, (b) Watts network, (c) GNP network and (d) Newman Watts network as a function of the number of iterations. Starting values $\alpha = 1.5, \omega = 1, \rho_0 = 0.3$ and $\mu = 1$. When $T \geq 8000$, the reconstruction effectiveness of simple complex can satisfy $F_1 > 0.8$ and tend to be stable. While Newman Watts network and Watts network outperform other networks.
3.3 The relationship between the effectiveness of network reconstruction and the perturbation during propagation

What we need to do in this subsection is to analyze the variation law of the effectiveness $F_1$ with the iterative disturbance rate $\rho$ on the above four networks. We select the network in Fig.10 and input it into the process (1) of Fig.8. When performing process (2), we will introduce the perturbation rate $\rho$, and finally visualize the change of effectiveness with $\rho$, as shown in Fig.12. Figure 12 reflects the reconstruction effectiveness of (a) Gaussian network, (b) Watts network, (c) GNP network and (d) Newman Watts network as a function of perturbation rate $\rho$. For network experiments on four types of networks, we all specify the starting values $\alpha = 1.5$, $\omega = 1$, $\rho_0 = 0.3$ and $\mu = 1$.

The definition of the perturbation rate $\rho$ here means that in the propagation experiment, after each iteration, each node has the probability of $\rho$ to change the infection state, such as $\psi^t_i = 1$, then the node has the probability of $\rho$ to become $\psi^t_i = 0$. Vice versa, when $\psi^t_i = 0$, the node has the probability of $\rho$ to become $\psi^t_i = 1$. If there is such a disturbance, the network reconstruction must be affected. For the specific impact, we also use the reconstruction effectiveness as a reference.

Through the data and images, we can see that in the case of less perturbation, $\rho < 0.05$, the reduction degree can be maintained well, $F_1 > 0.8$. However, if $\rho$ is too large, the reduction degree will be greatly affected, and even the phenomenon of $F_1 < 0.2$ will appear. The relative size of the perturbation is closely related to the network complexity. All our experiments use a network of 100 nodes, so the perturbation is already very large when $\rho = 0.2$. On the whole, the larger the perturbation $\rho$, the lower the network reconstruction effectiveness $F_1$. We also test the perturbative effects on networks of 30 and 200 nodes. For a network of 30 nodes, when $\rho = 0.1$, $F_1 < 0.2$ has appeared. For a network of 200 nodes, $F_1 < 0.2$ only occurs when $\rho = 0.3$. Similar phenomena can be observed from real networks with more nodes [23].

Therefore, we conclude that in order to ensure a good network reconstruction when the disturbance exists, we can reduce the disturbance rate or increase the size of the network to reduce the impact of its disturbance.

4 Analysis of experiments and network types

In Section 3, by observing the images after data visualization, we can find that for Watts network and Newman Watts network, when $T \rightarrow 10000$, the reconstruction effectiveness of 1-simplex and 2-simplex tends to 1.0. However, there is an obvious gap between the effectiveness of Gaussian network and the GNP network with $F_1 = 1.0$. Even if $T = 10000$, the reconstruction effectiveness is still far from 1.0. We will analyze how the gap is caused in this section.

We search for suitable network types for the iterative algorithm in this paper, and present three methods to improve the efficiency of reconstruction.

4.1 The relationship between reconstruction effectiveness and network types

The reconstruction effectiveness and related data of different types of networks with 100 nodes are given in Table 1 when $T = 10000$. In Table 1, the two-body community degree $k_1$ is the degree
Figure 12: Reconstruction effectiveness of (a) Gaussian network, (b) Watts network, (c) GNP network and (d) Newman Watts network as a function of perturbation rate $\rho$. For the four types of networks, we specify the starting values $\alpha = 1.5, \omega = 1, \rho_0 = 0.3$ and $\mu = 1$. The number of iterations $T = 10000$. We can see that in the case of less perturbation, the reconstruction effectiveness can be kept well, $F_1 > 0.8$. However, if $\rho$ is too large, the reconstruction effectiveness is greatly affected, and even the phenomenon of $F_1 < 0.2$ can appear.
Table 1: Reconstruction effectiveness and related data of different types of networks with \( n = 100 \) nodes when the number of iterations \( T = 10000 \).

| Network Type         | \( k_1 \) | \( k_2 \) | \( F_{11} \) | \( F_{12} \) | \( \sigma^2 \) | \( \sigma \) | \( MI \)   | \( BC \)   |
|----------------------|-----------|-----------|--------------|--------------|---------------|------------|----------|----------|
| Watts Network        | 12.00     | 20.25     | 0.9873       | 0.9734       | 1.000         | 1.000      | 0.06886  | 0.01567  |
| Newman Watts Network | 13.06     | 29.01     | 0.9836       | 0.9543       | 1.075         | 1.037      | 0.06799  | 0.01435  |
| Binomial Network     | 9.700     | 2.340     | 0.9152       | 0.7783       | 8.243         | 2.871      | 0.1739   | 0.01278  |
| GNP Network          | 10.28     | 3.060     | 0.9041       | 0.7948       | 10.14         | 3.184      | 0.1571   | 0.01190  |
| Gaussian Network     | 11.10     | 4.050     | 0.9184       | 0.7729       | 9.321         | 3.053      | 0.1645   | 0.01285  |
| Powerlaw Cluster Network | 17.76     | 29.13     | 0.5232       | 0.1814       | 77.40         | 8.798      | 0.2439   | 0.008767 |
| Barabasi Albert Network | 18.00     | 34.56     | 0.4721       | 0.1506       | 83.39         | 9.132      | 0.2623   | 0.008812 |

of the node we specify in the ordinary network, which means, the number of adjacent nodes that have edges with the node. The three-body community degree \( k_2 \) is the number of valid 2-simplexes containing the node, which means, the number of triangular communities that can form 2-simplexes. Due to the different network structures, the generated communities that meet the conditions are also different. \( F_{11} \) and \( F_{12} \) respectively represent the reconstruction effectiveness of the network when \( T = 10000 \). Powerlaw cluster networks are networks produced by Holme and Kim’s algorithm with a power-law degree distribution and a growth graph that approximates average clustering [47]. Barabasi Albert network refers to network generation in which a graph of \( n \) nodes grows by appending new nodes (each with \( m \) edges) that preferentially append to existing nodes with higher order [48]. Many related theories of random networks [49, 50] can already be implemented in Python.

Because we mainly rely on the number of nodes and the distribution of the degrees of nodes when we generate a random network, we find that it is difficult for the degree variance of network nodes to change significantly under the two premises that the same type of network has the same number of nodes as well as the average degree is in the same order of magnitude in the process of network generation. Therefore, once the variance of the degree has a large gap across the order of magnitude, there is a high probability that the type of network structure is different. Since degree variance is hard to adjust and random network types are limited, the relationship of this variable to other variables is rarely mentioned. We compare typical networks in Networkx language package of Python in Table 1. Due to the large difference in degree variance of different networks, for the convenience of visualization, we take the standard deviation of the degree to narrow the gap. When generating seven kinds of networks in the experiment, we set all expectations of the number of neighbor nodes to 15, so that the average degree of the generated network is about 15. Though there is no obvious distribution of the network average degree since the number of network types that can be generated in the Networkx language package does not satisfy the law of large numbers, we can confirm that the average degree is all within 20 and in the same order of magnitude. We can also know that slight changes in the degree of the same type of network do not affect the overall trend from Fig. 9.

We put the standard deviation \( \sigma \) of the seven networks and their corresponding reconstruction effectiveness \( F_{11} \) and \( F_{12} \) into the chart, as shown in Fig. 13(a). Similarly, we put the order statistics \( i(\sigma) \) which is the order quantities after \( \sigma \) is arranged from small to large and their corresponding reconstruction effectiveness \( F_{11} \) and \( F_{12} \) into the chart, as shown in Fig. 13(b). It
is found that when the number of network nodes is constant and the average degree is in the same order of magnitude, the general trend is the larger the degree standard deviation $\sigma$ of the network, the lower the reconstruction effectiveness $F_{11}$ and $F_{12}$ of the network. In order to reconstruct the network effectively, it is necessary to ensure the degree variance is not too large, that means, to ensure the difference between the degrees of the nodes is not too large.

The difference of degree variance or degree standard deviation can be regarded as an index to judge the difference of network structure when the number of nodes in a network is the same and the average degree is in the same order of magnitude. From the three networks in Figs.1(a), 10(a) and 10(c), we can see that the three networks cannot be distinguished directly, and the degree variances of the three are also very close, so the three network structures are similar. In fact, the binomial network and the GNP network are almost the same types of networks generated using two different languages in Python. However, there are obvious differences in structure between the above two networks and the two small-world networks. This is also the reason why their reconstruction effectiveness is different under the same number of iterations. Although the Newman Watts network and the Watts network are slightly different in the way of generating, they both belong to small-world networks. The above analyzes are consistent with the difference in degree variance. We can also argue that the larger the degree variance, the more the structure differs from the small-world network.

In order to test the rationality, we take two other indicators. One indicator is betweenness centrality (BC) [51]. Compute the shortest-path betweenness centrality for nodes in each network. Another indicator is mutual information (MI) [52] of degree distribution. We calculate the mutual information of each network degree distribution and small-world network degree distribution. The experimental data can be found in Table 1 and the visual data can refer to Fig.14. It can be seen that the overall trend is that the reconstruction effectiveness decreases with the increase of mutual information, and increases with the increase of betweenness centrality. Small world networks’ mutual information is the smallest and betweenness centrality is the largest. It can be seen that the greater the gap between the network structure and the small world network structure, the worse the reconstruction effect.

In the following content, we mainly analyze the small-world network.

4.2 Small-world network reconstruction

In this paper, we can see that the small-world network is the most suitable type of network for the experimental method that the network reconstruction based on binary time series and EM algorithm. This just shows that it is also feasible to restore a information dissemination network between people based on the SIS model in reality. A small-world network is a type of mathematical graph in which most nodes are not adjacent to each other, but most nodes can be reached from any other point in a few steps [18, 45].

The actual social, ecological and other networks are all small-world networks. In such a system, the information transmission speed is fast, and a small change of a few connections can drastically change the performance of the network, such as adjusting the existing of nodes or edges in the network. Introduced into reality, if each node in a small-world network represents a person, and the existence of network edges means those people know each other, the small-world network can reflect the phenomenon that strangers are connected by a person they all know. There are many relevant real models, such as networks that reflect people’s face-to-face interactions [53, 54].
Figure 13: (a) The standard deviation $\sigma$ of the seven networks and their corresponding reconstruction effectiveness $F_{11}$ and $F_{12}$. (b) The order statistics $i(\sigma)$ of the order quantities after $\sigma$ is arranged from small to large and their corresponding reconstruction effectiveness $F_{11}$ and $F_{12}$.

Figure 14: (a) The betweenness centrality of the seven networks and their corresponding reconstruction effectiveness $F_{11}$ and $F_{12}$. (b) The mutual information of the degree distribution of the seven networks and their corresponding reconstruction effectiveness $F_{11}$ and $F_{12}$.
community structure, and some cases in schools.

The greater the degree variance of the network, the greater the difference between the network and the small-world network structure. In reality, in interpersonal relationships, we can make social networks closer to small-world networks or optimize experimental methods to obtain a model that allows network reconfiguration to proceed smoothly.

4.3 Methods of improvement

From Section 3, we know that we can increase the number of iterations or reduce the perturbation rate to improve the effectiveness of the network reconstruction based on binary time series and EM algorithm in the experiment. But in reality, it is difficult to increase the maximum number of iterations in many cases due to the large demand for data and the scarcity of data itself. At the same time, the number of iterations is reflected in the form of time series time points, so the time condition is also a big limitation. Therefore, if we need to restore the relationship network behind data based on infection and rumor spread, we must pursue the data with the most effective results in a limited time. What we can do more is to optimize samples and algorithms. Since the reconstruction efficiency of the small-world network is the largest, we can make the experimental individual relation network closer to the small-world network. We summarize three methods that can make the reconstruction method in this paper achieve higher network reconstruction effectiveness within the same time and iterations.

The specific methods are as follows:

(1) Decentralization.

Decentralization is diluting the hierarchy and reducing the so-called upper and lower boundaries. Considering only two-body and three-body propagation, if there is obvious centralization, the efficiency of information propagation will be reduced, because the information of the central node, or the node with a larger degree, can only be propagated nearby. It will be difficult for non-central nodes, or the nodes with smaller degrees, to obtain an effective number of infected time nodes within the specified number of iterations. Then the connection between the node and the adjacent node will be misjudged. In order to enable each node to obtain valid data information, it is necessary to ensure that the probability of the existence of edges between nodes and other nodes is similar, which means there should not be too many nodes that are too central or too marginal. This approach, also known as flattening, is typified by the Watts network, which enables smoother propagation of experiments and clearer feedback from experiments. This is something to be aware of when looking for real networks.

(2) Extend network scale.

That is to obtain a sufficiently large number of individual samples, which ensures that the network has a large enough scale to reduce the impact of individual nodes with too large or too small degrees. When the scale of the network is large enough, the information dissemination range of the entire network will be larger. Even if there are points with a large degree, the proportion of the nodes themselves will be reduced under the influence of the scale. Even around a relatively centralized node, if the information dissemination is affected, other nodes will compensate for the spread, and non-central nodes are more likely to receive information.
(3) Algorithm optimization.

In addition to sample collection, we can optimize algorithmically. There are many other ways to try now. For binary time series, we can try other ways by selecting only the $t_0$ and $t_1$ times of the time series matrix. Repeat the experiment several times, compare the infection status of multiple groups at $t_0$ and $t_1$, and infer the connection of nodes. If we want to get out of the category of binary time series, we can also choose neural networks. For example, the hyper-graph neural network (HGNN) method \cite{21,22,32}. Although graph neural networks (GNNs) have achieved success in graph representation learning, it remains a challenging task how to directly apply powerful GNN variants to hypergraphs. This is also a direction for research on similar issues in the future.

The above three solutions are the methods that can optimize the results when dealing with real problems when we know that the algorithm in this paper is most suitable for small-world networks and the shortcomings of the algorithm itself. The purpose of the first two solutions is to find a way to make our sample network closer to the small-world network, whose main purpose is to reduce the degree variance. The third solution is to find a breakthrough point in the algorithm when it is inconvenient to rectify the sample. When the propagation time is limited and the disturbance is not easy to control, these three methods are feasible ideas for optimizing our experiments.

In section 4, we can conclude that due to the flattening of the small world network, the information dissemination efficiency is the highest, and the network reconstruction method in this paper is the most effective. If we want to experiment smoothly, we can make the network model closer to the small-world network. If the structure cannot be changed, we can only try new methods.

5 Conclusion

In this paper, the maximum likelihood estimation is introduced into complex networks, mainly based on SIS-type propagation dynamics with binary state dynamic variables on the complex network composed of simplex, namely simplex complex. To reconstruct the complex network, we infer the existence of connected edges and simplex according to the change of node infection state with a long period of propagation. In the whole process of machine learning, we use vectorization operations to infer the adjacency matrix of the network.

We first simulate the propagation process according to the SIS propagation model to generate matrices $\Psi_1 = (\psi_{im})_{T \times n}$ and $\Psi_2 = (\psi_{jm})_{T \times n_1}$ which represent the time series of infection status. Next, we use the combination of the probabilities $P_{j\rightarrow i}$, $P_{j\rightarrow k}$ and the EM algorithm to infer the probabilities $P_{j\rightarrow i}$, $P_{j\rightarrow k}$ of propagation on 1-simplex and 2-simplex. We can put all these results into several matrices. In order to confirm the existence of simplex, we need to redefine a threshold for judging the existence of simplex, in the meantime using the $F1$ score to quantify the effectiveness of complex network reconstruction. After experimenting on four kinds of complex networks, we judge that the reduction degree of 1-simplex complex can satisfy $F1 > 0.8$ when $T \geq 8000$ according to the experimental data, while more iterations are required under the two-step iterative method for the 2-simplicial complex. For simplicial complexes, $F1$ increases as the number of iterations $T$ increases, and it decreases as the perturbation $\rho$ increases.
For different networks, the reconstruction effectiveness is different when using the method simulated in this paper. Through comparison, we find that the larger the degree variance $\sigma^2$ of the network type, the lower the effectiveness of the network reconstruction when the number of nodes is the same and the average degree is in the same order of magnitude, under the same number of iterations. For networks with the same number of nodes and the average degree of the same order of magnitude, a large difference in degree variance means a large difference in network structure. In order to test, we also introduce the relationship between reconfiguration effectiveness and mutual information of network node degrees. As well as the betweenness centrality of the seven networks and their corresponding reconstruction effectiveness.

In this paper, we discover that the small-world network is the most suitable type of network for using the experimental method, and this kind of network meets real networks such as human-to-human social networks. When the time is limited and the external environment cannot be changed, there are three methods to improve the effectiveness of the experiment. The first and second methods are to decentralize and extend the scale of experimental network samples so that the network is closer to the small-world network. The third method is to use new methods such as HGNN to maintain the validity of the experiment when the network structure cannot be changed.

The contribution of this paper has four aspects, the vectorized expression of network information dissemination variables, inferring the relationship between reconstruction effectiveness and network type, using the difference of degree variance as an index to evaluate the difference of network structure, and the optimization methods of making the network closer to small-world network are presented.

That look for a more optimized method and a quantifiable unified standard to judge network types is the direction we can further study. The directions for further research are as follows:

1. Try network reconstruction with HGNN and compare it with EM algorithm network reconstruction.

2. Try to introduce the E-Bayesian estimation into the estimation of the network adjacency matrix, and the reconstruction under the EM algorithm can be regarded as a comparison.

3. Replace the time series matrix with experimental data that only propagates from time $t_0$ to time $t_1$ while repeating it many times to test the effectiveness of reconstruction.

4. Looking for quantitative indicators to judge the difference between the network structure and the small-world network in addition to the degree variance.

5. Combining the whole theme with casual emergence and coarse graining can be a new idea.
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Appendix A  Simplex and dynamics

The $K$-simplex describes the simultaneous interaction between $k + 1$ nodes. Any higher-order simplex can be disassembled into several lower-order simplexes. According to the definition, the $k$-order simplex can be disassembled into $(k - 1)$-simplex whose quantity is $k + 1$. The interaction on a $k$-simplex can be defined as the effect of the $(k - 1)$-simplex on a single node. The network composed of the simplex is called the simplex complex. An article on simplex for social models [14] details the definition of simplex and its relationship to hypergraphs. The detailed definition of simplex and the dynamic propagation mechanism on it [14, 38] can be viewed in the literature on propagation dynamics on simplex. We summarized the contents of them. From Fig.15 we can see that a 0-simplex represents a single node, a 1-simplex represents a node pair and its connected edge, a 2-simplex represents a fully connected triangle structure composed of three nodes, and a 3-simplex represents a fully connected tetrahedron structure composed of four nodes. From Fig.16 we can learn the propagation rule of infectious state under 6 conditions. Only when a simplex exists and at least one lower order simplex contained in it is infected, the infectious state transmission on the simplex will occur.

Figure 15: A 0-simplex in (a) represents a single node, a 1-simplex in (b) represents a node pair and its connected edge, a 2-simplex in (c) represents a fully connected triangle structure composed of three nodes, and a 3-simplex in (d) represents a fully connected tetrahedron structure composed of four nodes.

Appendix B  MLE derivation process

For experimental data, when $\psi^t_i = 1, \psi^t_j = 1, \psi^t_i = 0$, we stipulate that $j$ may transmit infectious state to $i$. The propagation possibility of a 1-simplex to a node is similar. When $\psi^{t+1}_i = 1, \psi^t_k = 1, \psi^t_j = 1, \psi^t_i = 0$, we stipulate that $jk$ may transmit infectious state to $i$. After conditions are met, we also need to judge whether $\psi^{t+1}_i = 1$ is caused by $\psi^t_j = 1$ or $\psi^{t}_{jk} = 1$. We express this situation as $j \rightarrow i$ or $jk \rightarrow i$. From this, we can conclude whether there is a simplex between $i$ and $j$ or $jk$.

We get the probability of $\psi^{t+1}_i = 1, \psi^t_j = 1, \psi^t_i = 0$, $P(\psi^{t+1}_i = 1|\psi^t_j = 1, \psi^t_i = 0)$, from the experimental data. The probability is presented by the ratio of the time nodes that meet the conditions to the total number of iterations. We abbreviate it as

$$P^i_j = P(\psi^{t+1}_i = 1|\psi^t_j = 1, \psi^t_i = 0), \quad (B.1)$$
Figure 16: (a)-(f) represent the propagation rule of infectious state under 6 conditions, blue nodes represent infectious state nodes, and white nodes represent susceptible state nodes. $\beta_1$ and $\beta_2$ indicate the probability of the infectious state spreading along the arrow direction. As an ordinary connection (a), there is only the effect of two-body propagation. There are three nodes in (b), but there is no connecting edge between points $j$ and $k$, so it does not form a 2-simplex and there is only node-to-node propagation. Although there are conditions to form a 2-simplex in (c) and (d), there is no simplex property between the three nodes, so even if $j$ and $k$ in (d) are infected, three-body propagation won’t happen. There are simplexes in the three nodes in (e) and (f), while in (f), there happens to be that $j$ and $k$ are both in the infectious state. So there is a 1-simplex $jk$, which can spread infectious state to $i$ through the simplex, and the propagation probability is $\beta_2$. 
in the same way, \( P(\psi_{i}^{t+1} = 1|\psi_{k}^{t} = 1, \psi_{j}^{t} = 1, \psi_{i}^{t} = 0) \) is presented as

\[
P_{jk}= P(\psi_{i}^{t+1} = 1|\psi_{k}^{t} = 1, \psi_{j}^{t} = 1, \psi_{i}^{t} = 0).
\] (B.2)

In order to judge the existence of the connected edge or simplex, we take two groups of variables, \( P_{j \rightarrow i} \) and \( P_{jk \rightarrow i} \) as the main training variables. We define two sets of variables as

\[
P_{j \rightarrow i} = P(j \rightarrow i|\psi_{i}^{t+1} = 1, \psi_{j}^{t} = 1, \psi_{i}^{t} = 0) \quad \text{(B.3)}
\]

and

\[
P_{jk \rightarrow i} = P(j \rightarrow i|\psi_{i}^{t+1} = 1, \psi_{j}^{t} = 1, \psi_{k}^{t} = 1, \psi_{i}^{t} = 0). \quad \text{(B.4)}
\]

In which \( i, j, k = 1, 2, ..., n, i \neq j \neq k \).

According to the concept of conditional probability, we can get the following two formulas as

\[
P_{\psi_{i} \mid j} = P(j \rightarrow i, \psi_{i}^{t+1} = 1|\psi_{j}^{t} = 1, \psi_{i}^{t} = 0) = P_{j}^{i}P_{j \rightarrow i}
\] (B.5)

and

\[
P_{\psi_{i} \mid j} = P(jk \rightarrow i, \psi_{i}^{t+1} = 1|\psi_{k}^{t} = 1, \psi_{j}^{t} = 1, \psi_{i}^{t} = 0) = P_{jk}^{i}P_{jk \rightarrow i}.
\] (B.6)

Therefore, we can calculate the infection state of \( i \) at time \( t \) according to the mathematical expectation formula as

\[
E(\psi_{i}^{t+1}) = 1 \times P(\psi_{i}^{t+1} = 1) + 0 \times P(\psi_{i}^{t+1} = 0) + \varepsilon_{i} = P(\psi_{i}^{t+1} = 1) + \varepsilon_{i}
\]

\[
= \sum_{j,(j \neq i)} P_{\psi_{i} \mid j} \psi_{j}^{t} + \sum_{j,k,(j,k \neq i)} P_{\psi_{i} \mid j,k} \psi_{j}^{t} \psi_{k}^{t} + \varepsilon_{i}
\] (B.7)

\[
= \sum_{j,(j \neq i)} P_{j}^{i}P_{j \rightarrow i} \psi_{j}^{t} + \sum_{j,k,(j,k \neq i)} P_{jk}^{i}P_{jk \rightarrow i} \psi_{j}^{t} \psi_{k}^{t} + \varepsilon_{i}.
\]

Making data real can make machine learning more effective. In order to make the machine learning fit better, we introduce the noise variable \( \varepsilon_{i} \), \( i, j, k = 1, 2, ..., n, i \neq j \neq k \).

By introducing logarithm and Jason inequality, we can obtain the inequality of \( i \) state expectation at time \( t + 1 \). In the calculation, we introduce three intermediate quantities, \( \rho_{i,j}^{t}, \rho_{i,j,k}^{t} \) and \( \rho_{\varepsilon_{i}}^{t} \). Three variables are used in the iteration.

\[
\ln E(\psi_{i}^{t+1}) = \ln \left( \sum_{j,(j \neq i)} P_{j}^{i}P_{j \rightarrow i} \psi_{j}^{t} + \sum_{j,k,(j,k \neq i)} P_{jk}^{i}P_{jk \rightarrow i} \psi_{j}^{t} \psi_{k}^{t} + \varepsilon_{i} \right)
\]

\[
= \ln \left( \sum_{j,(j \neq i)} \rho_{i,j}^{t} \frac{P_{j}^{i}P_{j \rightarrow i} \psi_{j}^{t}}{\rho_{i,j}^{t}} + \sum_{j,k,(j,k \neq i)} \rho_{i,j,k}^{t} \frac{P_{jk}^{i}P_{jk \rightarrow i} \psi_{j}^{t} \psi_{k}^{t}}{\rho_{i,j,k}^{t}} + \rho_{\varepsilon_{i}}^{t} \frac{\varepsilon_{i}}{\rho_{\varepsilon_{i}}^{t}} \right)
\] (B.8)

\[
\geq \sum_{j,(j \neq i)} \rho_{i,j}^{t} \ln \frac{P_{j}^{i}P_{j \rightarrow i} \psi_{j}^{t}}{\rho_{i,j}^{t}} + \sum_{j,k,(j,k \neq i)} \rho_{i,j,k}^{t} \ln \frac{P_{jk}^{i}P_{jk \rightarrow i} \psi_{j}^{t} \psi_{k}^{t}}{\rho_{i,j,k}^{t}} + \rho_{\varepsilon_{i}}^{t} \ln \frac{\varepsilon_{i}}{\rho_{\varepsilon_{i}}^{t}}
\]

\[
= \sum_{j,(j \neq i)} \rho_{i,j}^{t} \ln P_{j}^{i}P_{j \rightarrow i} \psi_{j}^{t} + \sum_{j,k,(j,k \neq i)} \rho_{i,j,k}^{t} \ln P_{jk}^{i}P_{jk \rightarrow i} \psi_{j}^{t} \psi_{k}^{t} + \rho_{\varepsilon_{i}}^{t} \ln \frac{\varepsilon_{i}}{\rho_{\varepsilon_{i}}^{t}}
\]

\[
- \sum_{j,(j \neq i)} \rho_{i,j}^{t} \ln \rho_{i,j}^{t} + \sum_{j,k,(j,k \neq i)} \rho_{i,j,k}^{t} \ln \rho_{i,j,k}^{t} + \rho_{\varepsilon_{i}}^{t} \ln \rho_{\varepsilon_{i}}^{t}.
\]
When the equal sign is established, the three intermediate values meet

\[ \rho_{i,j}^t = \frac{P_j^i P_{j\rightarrow i}^t \psi_j^t}{\sum_{j, (j \neq i)} P_j^i P_{j\rightarrow i}^t \psi_j^t + \sum_{j,k, (j,k \neq i)} P_{j,k}^i P_{j\rightarrow i}^t \psi_k^t \psi_j^t + \varepsilon_i}, \]  

(B.9)

\[ \rho_{i,j,k}^t = \frac{P_{j,k}^i P_{j,k\rightarrow i}^t \psi_j^t \psi_k^t}{\sum_{j, (j \neq i)} P_j^i P_{j\rightarrow i}^t \psi_j^t + \sum_{j,k, (j,k \neq i)} P_{j,k}^i P_{j,k\rightarrow i}^t \psi_k^t \psi_j^t + \varepsilon_i}, \]  

(B.10)

and

\[ \rho_{\varepsilon_i}^t = \frac{\varepsilon_i}{\sum_{j, (j \neq i)} P_j^i P_{j\rightarrow i}^t \psi_j^t + \sum_{j,k, (j,k \neq i)} P_{j,k}^i P_{j,k\rightarrow i}^t \psi_k^t \psi_j^t + \varepsilon_i}. \]  

(B.11)

Next, we use maximum likelihood estimation and expectation maximization for operation. The probability of a given number of events occurring in a fixed time interval is represented by Poisson distribution, so we use Poisson distribution to capture the randomness of node \( i \)’s infection time \([12, 13, 23, 55]\). Poisson distribution can make the analysis and calculation of EM algorithm more convenient. In this paper, the expectation about the infection state of node \( i \) is expressed as

\[ P(\Psi_{i}^{t+1} = \psi_{i}^{t+1}) = \frac{e^{-E(\psi_{i}^{t+1})}[E(\psi_{i}^{t+1})]^{\psi_{i}^{t+1}}}{\psi_{i}^{t+1}!}. \]  

(B.12)

Combining the probabilities of the states of all effective nodes, we can obtain the maximum likelihood estimate of \( P_{j\rightarrow i}^t, P_{j,k\rightarrow i}^t \) and \( \varepsilon_i \). We can get the likelihood function through probability, which is expressed as

\[ L(P_{j\rightarrow i}^t, P_{j,k\rightarrow i}^t, \varepsilon_i) = \prod_{m(\psi_{i}^{t} = 0)} P(\Psi_{i}^{t+1} = \psi_{i}^{t+1}) \propto e^{-E(\psi_{i}^{t+1})}[E(\psi_{i}^{t+1})]^{\psi_{i}^{t+1}} = \tilde{L}(P_{j\rightarrow i}^t, P_{j,k\rightarrow i}^t, \varepsilon_i). \]  

(B.13)

In (B.13) \( m(\psi_{i}^{t} = 0) \) means to judge whether \( \psi_{i}^{t} = 0 \). If it is unqualified, \( P(\Psi_{i}^{t+1} = \psi_{i}^{t+1}) \) will not be included in the function. Take the logarithm on both sides of the equal sign,

\[ \ln \tilde{L}(P_{j\rightarrow i}^t, P_{j,k\rightarrow i}^t, \varepsilon_i) = \sum_{m(\psi_{i}^{t} = 0)} \psi_{i}^{t+1} \ln E(\psi_{i}^{t+1}) - E(\psi_{i}^{t+1}) \]  

(B.14)

Then we make the partial derivative of the log-likelihood function with respect to the three groups of variables equal to 0,

\[ \frac{\partial \ln \tilde{L}}{\partial P_{j\rightarrow i}^t} = 0, \]  

(B.15)

\[ \frac{\partial \ln \tilde{L}}{\partial P_{j,k\rightarrow i}^t} = 0, \]  

(B.16)
and

\[ \frac{\partial \ln \tilde{L}}{\partial \varepsilon_i} = 0. \quad (B.17) \]

Combined with the formula (B.7), (B.8) and (B.14), we can get

\[ P_{j \rightarrow i} = \frac{\sum_{m(\psi^t_i) = 0} \rho^t_{i,j} \psi^{t+1}_i}{\sum_{m(\psi^t_i) = 0} P^t_{j,j}} , \quad (B.18) \]

\[ P_{jk \rightarrow i} = \frac{\sum_{m(\psi^t_i) = 0} \rho^t_{i,jk} \psi^{t+1}_i}{\sum_{m(\psi^t_i) = 0} P^t_{j,jk}} , \quad (B.19) \]

and

\[ \varepsilon_i = \frac{\sum_{m(\psi^t_i) = 0} \rho^t_{\varepsilon_i} \psi^{t+1}_i}{\sum_{m(\psi^t_i) = 0} 1} . \quad (B.20) \]

In this way, we can find the iteration variables from (B.9)-(B.11) and (B.18)-(B.20). Although this expression is reasonable, it is still inappropriate to use machine learning language. Because in Python, we need to use a large number of for loops to repeatedly calculate these variables. The operation efficiency will be greatly reduced. Therefore, we will vectorize six groups of variables, and the vector and matrix can turn the for loop into parallel operation.

For the two-step method, we only need to omit the multi-body effect in the first step. The expectation is

\[ E_0(\psi_i^{t+1}) = 1 \times P(\psi_i^{t+1} = 1) + 0 \times P(\psi_i^{t+1} = 0) + \varepsilon_i = P(\psi_i^{t+1} = 1) + \varepsilon_i, \quad (B.21) \]

The intermediate variables in the first step are

\[ \rho^{t}_{0,i,j} = \frac{P^t_{j,j} P^0_{j \rightarrow i} \psi^t_j}{\sum_{j,(j \neq i)} P^t_{j,j} P^0_{j \rightarrow i} \psi^t_j + \varepsilon_i} , \quad (B.22) \]

and

\[ \rho^{t}_{\varepsilon,0,i} = \frac{\varepsilon_i}{\sum_{j,(j \neq i)} P^t_{j,j} P^0_{j \rightarrow i} \psi^t_j + \varepsilon_i} . \quad (B.23) \]
The variables of learning are

\[ P_{j \rightarrow i}^0 = \frac{\sum_{m(\psi_i^t=0)} \rho_{i,j}^t \psi_i^{t+1}}{\sum_{m(\psi_i^t=0)} P_j^t \psi_j^t}, \]  

(B.24)

and

\[ \varepsilon_{ai} = \frac{\sum_{m(\psi_i^t=0)} \rho_{i,j}^t \psi_i^{t+1}}{1}, \]  

(B.25)

Appendix C  Vectorized representations and single-element representation transformations

This appendix shows the main matrices in the text. \((jk)_l\) represents the \(l\)-th 1-simplex in the network, \(l = 1, \ldots, n\). For each simplex, we rank the nodes with smaller numbers first to get \((j, k)\). We sort \(j\) from small to large, and then we sort \(k\) from small to large after each group of \(j\). For example, \((1, 4), (2, 5), (1, 5)\) and \((3, 4)\), we sort them as \((1, 4), (1, 5), (2, 5)\) and \((3, 4)\).

We use matrix \(\Psi_1 = (\psi_{i}^{tm})_{T \times n}\) to represent the time series of infection status of the whole network or simplex complex. On the basis of matrix \(\Psi_1\), we can generate the matrix of infection state of 1-simplex, which is represented by time series matrix \(\Psi_2 = (\psi_{jk}^{tm})_{T \times n}\). If both nodes \(j\) and \(k\) are in the infected state, we specify \(\psi_{jk}^{tm} = 1\). The specific structure of the two matrices is

\[
\Psi_1 = \begin{pmatrix}
\psi_1^1 & \psi_1^2 & \cdots & \psi_1^n \\
\psi_2^1 & \psi_2^2 & \cdots & \psi_2^n \\
\vdots & \vdots & \ddots & \vdots \\
\psi_T^1 & \psi_T^2 & \cdots & \psi_T^n
\end{pmatrix}_{T \times n}, \quad \Psi_2 = \begin{pmatrix}
\psi_{(jk)}^1 & \psi_{(jk)}^2 & \cdots & \psi_{(jk)}^n \\
\psi_{(jk)}^2 & \psi_{(jk)}^2 & \cdots & \psi_{(jk)}^n \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{(jk)}^T & \psi_{(jk)}^T & \cdots & \psi_{(jk)}^T
\end{pmatrix}_{T \times n}.
\]  

(C.1)

In order to meet the required expression, we introduce matrices \(Pt_1 = (P_j^t)_{n \times n}\) and \(Pt_2 = (P_{jk}^t)_{n \times n}\). The specific results of the two matrices are shown as

\[
Pt_1 = \begin{pmatrix}
P_1^1 & P_1^2 & \cdots & P_1^n \\
P_2^1 & P_2^2 & \cdots & P_2^n \\
\vdots & \vdots & \ddots & \vdots \\
P_n^1 & P_n^2 & \cdots & P_n^n
\end{pmatrix}_{n \times n}, \quad Pt_2 = \begin{pmatrix}
P_{(jk)}^1 & P_{(jk)}^2 & \cdots & P_{(jk)}^n \\
P_{(jk)}^2 & P_{(jk)}^2 & \cdots & P_{(jk)}^n \\
\vdots & \vdots & \ddots & \vdots \\
P_{(jk)}^n & P_{(jk)}^n & \cdots & P_{(jk)}^n
\end{pmatrix}_{n \times n}.
\]  

(C.2)

Write \(P_{j \rightarrow i}\) and \(P_{jk \rightarrow i}\) into the matrix, expressed as

\[
P_1 = \begin{pmatrix}
P_{1 \rightarrow 1} & P_{1 \rightarrow 2} & \cdots & P_{n \rightarrow n} \\
P_{2 \rightarrow 1} & P_{2 \rightarrow 2} & \cdots & P_{n \rightarrow n} \\
\vdots & \vdots & \ddots & \vdots \\
P_{n \rightarrow 1} & P_{n \rightarrow 2} & \cdots & P_{n \rightarrow n}
\end{pmatrix}_{n \times n}, \quad P_2 = \begin{pmatrix}
P_{(jk)1 \rightarrow 1} & P_{(jk)1 \rightarrow 1} & \cdots & P_{(jk)n1} \\
P_{(jk)2 \rightarrow 1} & P_{(jk)2 \rightarrow 1} & \cdots & P_{(jk)n1} \\
\vdots & \vdots & \ddots & \vdots \\
P_{(jk)n1 \rightarrow 1} & P_{(jk)n1 \rightarrow 1} & \cdots & P_{(jk)n1 \rightarrow n}
\end{pmatrix}_{n_1 \times n}.
\]  

(C.3)
To make the data more realistic, we introduce noise

$$E p = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n)^T$$  \hspace{1cm} (C.4)

Since the intermediate variable has three dimensions, we take the matrix at time \(t_m\) for display as

$$R_{\varepsilon}^t = \begin{pmatrix}
\rho_{\varepsilon,1}^t & \rho_{\varepsilon,2}^t & \cdots & \rho_{\varepsilon,n}^t \\
\rho_{\varepsilon,1}^t & \rho_{\varepsilon,2}^t & \cdots & \rho_{\varepsilon,n}^t \\
\cdots & \cdots & \cdots & \cdots \\
\rho_{\varepsilon,1}^t & \rho_{\varepsilon,2}^t & \cdots & \rho_{\varepsilon,n}^t 
\end{pmatrix}_{n \times n}, \quad R_{1}^t = \begin{pmatrix}
\rho_{1,1}^t & \rho_{1,2}^t & \cdots & \rho_{1,n}^t \\
\rho_{2,1}^t & \rho_{2,2}^t & \cdots & \rho_{2,n}^t \\
\cdots & \cdots & \cdots & \cdots \\
\rho_{n,1}^t & \rho_{n,2}^t & \cdots & \rho_{n,n}^t 
\end{pmatrix}_{n \times n}$$  \hspace{1cm} (C.5)

In this way, the three matrices \(R_{\varepsilon}, R_1 \text{ and } R_2\) can be expressed as

$$R_{\varepsilon} = \begin{pmatrix}
\rho_{\varepsilon,1} & \rho_{\varepsilon,2} & \cdots & \rho_{\varepsilon,n} \\
\rho_{\varepsilon,1} & \rho_{\varepsilon,2} & \cdots & \rho_{\varepsilon,n} \\
\cdots & \cdots & \cdots & \cdots \\
\rho_{\varepsilon,1} & \rho_{\varepsilon,2} & \cdots & \rho_{\varepsilon,n} 
\end{pmatrix}_{n \times T}$$ \hspace{1cm} (C.6)

$$R_1 = (R_1^t, R_1^t, \ldots, R_1^t)_{n \times n \times T}$$  \hspace{1cm} (C.7)

and

$$R_2 = (R_2^t, R_2^t, \ldots, R_2^t)_{n \times n \times T}.$$  \hspace{1cm} (C.8)

\(R_1\) and \(R_2\) are three-dimensional matrices. Schematic diagrams of three-dimensional matrices \(R_1\) and \(R_2\) are shown in Fig.17.

Combined with (B.9)-(B.11) and (B.18)-(B.20), we can get the matrix iteration formula in the text through the above matrix.

For two-step iterative method,

$$P_0 = \begin{pmatrix}
P_{0,1 \rightarrow 1}^0 & P_{0,1 \rightarrow 2}^0 & \cdots & P_{0,n \rightarrow n}^0 \\
P_{0,1 \rightarrow 1}^0 & P_{0,1 \rightarrow 2}^0 & \cdots & P_{0,n \rightarrow n}^0 \\
\cdots & \cdots & \cdots & \cdots \\
P_{0,n \rightarrow 1}^0 & P_{0,n \rightarrow 2}^0 & \cdots & P_{0,n \rightarrow n}^0 
\end{pmatrix}_{n \times n}$$  \hspace{1cm} (C.9)

$$E p_0 = (\varepsilon_{01}, \varepsilon_{02}, \ldots, \varepsilon_{0n})^T.$$  \hspace{1cm} (C.10)

At time \(t_m\),

$$R_{0}^{t_m} = \begin{pmatrix}
\rho_{0,1}^{t_m} & \rho_{0,2}^{t_m} & \cdots & \rho_{0,n}^{t_m} \\
\rho_{0,1}^{t_m} & \rho_{0,2}^{t_m} & \cdots & \rho_{0,n}^{t_m} \\
\cdots & \cdots & \cdots & \cdots \\
\rho_{0,n}^{t_m} & \rho_{0,n}^{t_m} & \cdots & \rho_{0,n}^{t_m} 
\end{pmatrix}_{n \times n}$$  \hspace{1cm} (C.11)
In the same way,

\[
R_{t0} = \begin{pmatrix}
\rho_{t1}^{t01} & \rho_{t1}^{t02} & \cdots & \rho_{t1}^{t0n} \\
\rho_{t2}^{t01} & \rho_{t2}^{t02} & \cdots & \rho_{t2}^{t0n} \\
\cdots & \cdots & \cdots & \cdots \\
\rho_{tT}^{t01} & \rho_{tT}^{t02} & \cdots & \rho_{tT}^{t0n}
\end{pmatrix}_{n \times T},
\]

\[
R_0 = (R_0^{t1}, R_0^{t2}, \ldots, R_0^{tT})_{n \times n \times T}.
\]

In this way, we can get the matrix of the two-step iterative method.
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