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Abstract

Quantum generalizations of Rényi’s entropies are a useful tool to describe a variety of operational tasks in quantum information processing. Two families of such generalizations turn out to be particularly useful: the Petz quantum Rényi divergence $D_\alpha$ and the minimal quantum Rényi divergence $\hat{D}_\alpha$. Moreover, the maximum quantum Rényi divergence $\hat{D}_\alpha$ is of particular mathematical interest. In this thesis, we investigate relations between these divergences and their applications in quantum information theory. As the names suggest, it is well known that $\hat{D}_\alpha(\rho\|\sigma) \leq D_\alpha(\rho\|\sigma) \leq \hat{D}_\alpha(\rho\|\sigma)$ for $\alpha \geq 0$ and where $\rho$ and $\sigma$ are density operators.

Our main result is a reverse Araki-Lieb-Thirring inequality that implies a new and reverse relation between the minimal and the Petz divergence, namely that $\alpha\hat{D}_\alpha(\rho\|\sigma) \leq \hat{D}_\alpha(\rho\|\sigma)$ for $\alpha \in [0, 1]$. This bound leads to a unified picture of the relationship between pretty good quantities used in quantum information theory and their optimal versions. Indeed, the bound suggests defining a “pretty good fidelity”, whose relation to the usual fidelity implies the known relations between the optimal and pretty good measurement as well as the optimal and pretty good singlet fraction. We also find a new necessary and sufficient condition for optimality of the pretty good measurement and singlet fraction.

In addition, we provide a new proof of the inequality $\hat{D}_1(\rho\|\sigma) \leq \hat{D}_1(\rho\|\sigma)$, based on the Araki-Lieb-Thirring inequality. This leads to an elegant proof of the logarithmic form of the reverse Golden-Thompson inequality.
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How can we quantify information? How can we measure the uncertainty about a physical system? These questions are not easy to answer and there are different useful measures which provide possible solutions to these questions. The problem gets even more complex if we consider quantum systems instead of classical ones. It turns out that quantum Rényi divergences provide a useful framework to deal with such questions. Interesting distance measures between two quantum states such as the fidelity are nicely embedded into this framework.

A natural question is how different information measures are related to each other. In this thesis, we introduce a new relation between two families of such measures and describe its applications. Let us give an example of one such application: Assume that Alice prepares a certain quantum state $\rho$ with probability $p$ and a state $\sigma$ with probability $1-p$. The state is then given to Bob, who knows that Alice prepared either $\rho$ or $\sigma$, but does not know which one of both was prepared. Which measurement should Bob perform to find out if Alice has given him $\rho$ or $\sigma$ with the highest possible success probability? Unfortunately, this problem is not easy to solve in general. However, there is a known construction of a "pretty good" measurement, which provides a pretty good solution to this problem. (We refer to Appendix A for more details.) The relations between different quantum Rényi divergences allow us to specify what "pretty good" means mathematically (by comparing the "pretty good" measure with the optimal one) and to give necessary and sufficient conditions on the optimality of the pretty good measurement (cf. Chapter 5 for more details).
The thesis is structured as follows. In Chapter 2, we give some background information about quantum Rényi divergences, entropies and introduce a natural continuation of the important minimal quantum Rényi divergence (also known as sandwiched quantum Rényi divergence) $\tilde{D}_\alpha$ for $\alpha \in (0, \frac{1}{2})$.

In Chapter 3, we consider several trace inequalities that are not only of mathematical interest, but also found a lot of applications in quantum information theory. Our main result is a reverse version of the celebrated Araki-Lieb-Thirring (ALT) inequality. Moreover, we give a new and elegant proof (based an the ALT inequality) of a logarithmic trace inequality which is known to be equivalent to the reverse Golden-Thompson inequality.

In Chapter 4, we introduce a new bound between two well known quantum Rényi divergences, the minimal quantum Rényi divergence $\tilde{D}_\alpha$ and the Petz quantum Rényi divergence $\hat{D}_\alpha$, namely that $\alpha \tilde{D}_\alpha(\rho\|\sigma) \leq \hat{D}_\alpha(\rho\|\sigma)$ for $\alpha \in [0, 1]$ and for density operators $\rho$ and $\sigma$. This bound is a direct consequence of the reverse ALT inequality derived in Chapter 3 and leads to interesting new bounds between quantum conditional Rényi entropies.

In Chapter 5, we describe applications of the new bound between the minimal and the Petz quantum Rényi divergence found in Chapter 4. Indeed, the bound turns out to be useful to quantify the quality of different "pretty good" measures in quantum information theory and provides a unification of known bounds for such measures.

In Appendix A, we give a formal description of the pretty good measurement. In Appendix B, we prove some technical results related to statements arising in the main text of the thesis. Appendix C explains the notational conventions and abbreviations we use.

The new bound between the minimal and the Petz quantum Rényi divergence given in Chapter 4 as well as its applications described in Chapter 5 have been summarized in a paper [1] together with David Sutter and Dr. Joseph Merrill Renes. The paper was recently accepted for a publication in IEEE Transaction on Information Theory.
Chapter 2

Quantum Rényi divergences

2.1 Introduction

As with their classical counterparts, quantum generalizations of Rényi entropies and divergences are powerful tools in information theory. They are related to various measures of information and uncertainty, which are useful for different tasks in finite resource theory. The aim of finite resource theory is to understand the information processing of a finite amount of resources, e.g., channels. A nice example that illustrates the usefulness of classical Rényi entropies for the investigation of source compression is given in Section 1.1 of [2].

Alfréd Rényi derived an elegant axiomatic approach for classical Rényi entropies and divergences [3]. Indeed, he states five natural\(^1\) axioms on functionals on a probability space that allow only one solution: the well known Shannon entropy [4] or the Kullback-Leibler divergence [5], respectively. Classical probability distributions can be viewed as diagonal operators \(\rho \not\equiv 0\) and \(\sigma \supseteq \rho\) (with unit trace), where the notation \(\sigma \supseteq \rho\) denotes that the kernel of \(\sigma\) is a subset of the kernel of \(\rho\). Then, the (classical) Kullback-Leibler divergence is defined as

\[
D(\rho\|\sigma) := \frac{\text{tr} \rho (\log \rho - \log \sigma)}{\text{tr} \rho}.
\]

To ensure continuity, we use the convention that \(0 \log 0 = 0\).

Relaxing one of the five axioms allows then (in addition to the Kullback-Leibler divergence) a whole family of divergences, the so called Rényi divergences. For

\(^1\)The axioms for entropies or divergences describe desirable properties of uncertainty measures or measures of distinguishability, respectively.
\( \alpha \in (0, 1) \cup (1, \infty) \) and diagonal operators \( \rho \neq 0 \) and \( \sigma \gg \rho \), the (classical) Rényi divergences are defined as

\[
D_\alpha(\rho \| \sigma) := \frac{1}{\alpha - 1} \log \frac{\text{tr} \rho^\alpha \sigma^{1-\alpha}}{\text{tr} \rho} .
\]  

(2.2)

To ensure continuity, we use the convention that \( \frac{0}{0} = 1 \).

Adapting Rényi’s axioms to the quantum case leads to the following axioms (I)-(VI). Let \( \rho \neq 0 \), \( \tilde{\rho} \neq 0 \) and \( \sigma \approx \rho \), \( \tilde{\sigma} \approx \tilde{\rho} \) be non-negative operators. Then, a quantum Rényi divergence \( \mathbb{D} \) satisfies all of the following axioms. (We refer to [2] for a more detailed discussion of the axioms.)

(I) **Continuity**: \( \mathbb{D}(\rho \| \sigma) \) is continuous in \( \rho \) and \( \sigma \).\(^2\)

(II) **Unitary invariance**: \( \mathbb{D}(\rho \| \sigma) = \mathbb{D}(U \rho U^\dagger \| U \sigma U^\dagger) \) for any unitary \( U \).

(III) **Normalization**: \( \mathbb{D}(1 \| 1) = \log(2) \).

(IV) **Order**: If \( \rho \geq \sigma \), then \( \mathbb{D}(\rho \| \sigma) \geq 0 \). If \( \rho \leq \sigma \), then \( \mathbb{D}(\rho \| \sigma) \leq 0 \).

(V) **Additivity**: \( \mathbb{D}(\rho \otimes \tilde{\rho} \| \sigma \otimes \tilde{\sigma}) = \mathbb{D}(\rho \| \sigma) + \mathbb{D}(\tilde{\rho} \| \tilde{\sigma}) \).

(VI) **General Mean**: There exists a continuous and strictly monotonic function \( g \) such that \( Q(\cdot \| \cdot) := g(\mathbb{D}(\cdot \| \cdot)) \) satisfies

\[
Q(\rho \oplus \tilde{\rho} \| \sigma \oplus \tilde{\sigma}) = \frac{\text{tr} \rho}{\text{tr}(\rho + \tilde{\rho})} Q(\rho \| \sigma) + \frac{\text{tr} \tilde{\rho}}{\text{tr}(\rho + \tilde{\rho})} Q(\tilde{\rho} \| \tilde{\sigma}) .
\]  

(2.3)

Since it is desirable to have an interpretation of a Rényi divergence as a measure of distinguishability, the following property is desirable.

(DPI) **Data-processing inequality**: For all completely positive, trace-preserving (CPTP) maps \( \mathcal{E} \) and for all non-negative operators \( \rho \) and \( \sigma \), we have

\[
\mathbb{D}(\rho \| \sigma) \geq \mathbb{D}(\mathcal{E}(\rho) \| \mathcal{E}(\sigma)) .
\]

(2.4)

The DPI can be viewed as the statement that the distinguishability of two density operators \( \rho \) and \( \sigma \) can only decrease under the application of a quantum channel. In the classical case, the axioms (I)-(VI) imply the data-processing inequality

\(^2\)Note that this axiom excludes quantum Rényi divergences with parameters \( \alpha \leq 0 \).
(DPI), but it is an open question if this is also the case in the quantum case. Note that the DPI is mathematically more involved than the axioms (I)-(VI).

In contrast to the classical case, there is not a unique family of functionals that satisfies the axioms (I)-(VI) in the quantum case. This is based on the non commuting nature of quantum mechanics. Indeed, since two non-negative operators do not commute in general, the order of the operators in the functional matters in the quantum case and leads to more possibilities than in the classical one. Interestingly, there are several different functionals (so called quantum Rényi divergences) which satisfy (I)-(VI) and the DPI.

In the following, we restrict our attention to four families of quantum Rényi divergences. The two most important ones are the Petz quantum Rényi divergence \[6\] and the minimal quantum Rényi divergence \[7, 8\] (also known as sandwiched quantum Rényi divergence), which have proven particularly useful, finding application to achievability, strong converses, and refined asymptotic analysis of a variety of coding and hypothesis testing problems (for a recent overview, see \[2\]).

The reverse minimal quantum Rényi divergence was introduced in \[9\] under the name "reverse sandwiched Rényi relative entropy". It is especially interesting in the limit $\alpha \to 0$, where it reduces to the 0-Rényi relative divergence, which has been used for one-shot information theory \[10, 11\].

In addition, we consider the maximal quantum Rényi divergence \[2, 12\], which is mathematically interesting, since it provides an upper bound on all possible quantum Rényi divergences. Moreover, it is related to the geometric mean of two matrices.

### 2.2 Quantum Rényi divergences

We define four important families of quantum Rényi divergences. An overview over the different families of divergences for fixed arguments $\rho$ and $\sigma$ is shown in Figure 2.1.

For two non-negative operators $\rho \neq 0$ and $\sigma$ and $\alpha \in (0, 1) \cup (1, \infty)$, the Petz quantum Rényi divergence is defined as

\[
D_\alpha(\rho \| \sigma) := \begin{cases} 
\frac{1}{\alpha-1} \log \frac{1}{\|\rho\|} Q_\alpha(\rho \| \sigma) & \text{if } \|\sigma\| > \|\rho\| \vee \alpha < 1 \\
\infty & \text{otherwise}
\end{cases}
\] (2.5)
where $\tilde{Q}_\alpha(\rho\|\sigma) := \text{tr} \rho^\alpha \sigma^{1-\alpha}$ and we use the common convention that $- \log 0 = \infty$. Moreover, negative matrix powers are only evaluated on the support of the non-negative operator throughout this thesis. The Petz divergence $D_\alpha$ satisfies the axioms (I)-(VI) and the DPI for $\alpha \in (0, 1) \cup (1, 2)$ [6].

Figure 2.1: Important families of divergences represented dependent on the parameter $\alpha$ for fixed density matrices $\rho$ and $\sigma$ (where we have chosen the matrices $\rho$ and $\sigma$ as in Figure 4.1 of [2], for ease of comparison). The dashed line signalizes that the DPI is not satisfied for the corresponding $\alpha$.

The minimal quantum Rényi divergence (which is also called "sandwiched quantum Rényi relative entropy") on the other hand is defined by

$$\tilde{D}_\alpha(\rho\|\sigma) := \begin{cases} \frac{1}{\alpha-1} \log \frac{1}{\text{tr} \rho} \tilde{Q}_\alpha(\rho\|\sigma) & \text{if } \sigma \succ \rho \vee \alpha < 1 \\ \infty & \text{otherwise} \end{cases},$$

where $\tilde{Q}_\alpha(\rho\|\sigma) := \text{tr} \left( \sigma^{\frac{1-\alpha}{2\alpha}} \rho^\alpha \sigma^{\frac{1-\alpha}{2\alpha}} \right)^\alpha$. The minimal divergence $\tilde{D}_\alpha$ satisfies the axioms (I)-(VI) and the DPI for $\alpha \in [\frac{1}{2}, \infty]$ [13] (see also [14]).

We will show in Section 2.4 that the natural continuation of the minimal quantum Rényi divergence for $\alpha \in (0, \frac{1}{2})$ that satisfies the DPI is given by the reverse minimal quantum Rényi divergence, which is defined as follows

$$\tilde{D}'_\alpha(\rho\|\sigma) := \frac{1}{\alpha-1} \log \frac{1}{\text{tr} \rho} \tilde{Q}'_\alpha(\rho\|\sigma),$$

where $\tilde{Q}'_\alpha(\rho\|\sigma) := \text{tr} \left( \rho^{\frac{\alpha}{2(1-\alpha)}} \sigma^{\frac{\alpha}{2(1-\alpha)}} \right)^{1-\alpha}$ for $\alpha < 1$ and non-negative operators $\rho \neq 0$ and $\sigma$. This divergence was introduced in a different context in [9] under the name "reverse sandwiched Rényi relative entropy", where it was also shown that it satisfies the axioms (I)-(VI) and the DPI for $\alpha \in (0, \frac{1}{2}]$. Note that...
In this thesis, we are only interested in the limit cases of quantum Rényi divergences for \( \alpha \to 1 \), and we refer to [2] for a discussion of the limits \( \alpha \to \infty \) and \( \alpha \to 0 \). The divergences \( \tilde{D}_\alpha \), \( \tilde{D}_\infty \), and \( \tilde{D}_\infty \) converge to interesting quantities in the limit \( \alpha \to 1 \). It is well known that \( \tilde{D}_1 = \tilde{D}_1 \). The derivation of the expressions for \( \tilde{D}_1 \) and \( \tilde{D}_1 \) follow quite directly by an application of the l'Hôpital rule. We refer to [2] for the proofs of the following propositions.

**Proposition 2.3.1** (Proposition 4.5 in [2]). Let \( \rho \neq 0 \) and \( \sigma \gg \rho \). Then

\[
\lim_{\alpha \to 1} \tilde{D}_\alpha (\rho\|\sigma) = \frac{1}{\text{tr} \rho} \text{tr} \rho (\log \rho - \log \sigma),
\]

where \( \text{tr} \rho = \sum_i \rho_{ii} \) is the trace of \( \rho \).
where the right hand side corresponds to the quantum divergence (which reduces to the classical Kullback-Leibler divergence given in (2.1) in the commuting case).

**Proposition 2.3.2** (See Section 4.2.3 in [2]). Let $\rho \neq 0$ and $\sigma \gg \rho$. Then

$$
\lim_{\alpha \to 1} \tilde{D}_\alpha(\rho\|\sigma) = \frac{1}{\text{tr}\rho} \text{tr} \rho \log \left( \rho^{1/\alpha} \sigma^{-1/\alpha} \right),
$$

where the expression on the right hand side is known under the name Belavkin-Staszewski relative entropy [16].

### 2.4 Minimal and maximal quantum Rényi divergence

In this section, we give lower and upper bounds on arbitrary quantum Rényi divergences, where we focus on the lower bound, which has turned out to be useful for many applications in quantum information theory. Using the construction of [12], it was shown in [2] that every quantum Rényi divergence $\mathcal{D}_\alpha$ that satisfies the DPI is smaller than the maximal quantum Rényi divergence, i.e., $\mathcal{D}_\alpha(\rho\|\sigma) \leq \tilde{D}_\alpha(\rho\|\sigma)$ for any non-negative operators $\rho$ and $\sigma$ and any $\alpha \geq 0$.

In [2], it is shown that $\tilde{D}_\alpha$ provides a lower bound on arbitrary quantum Rényi divergences $\mathcal{D}_\alpha$. Since $\tilde{D}_\alpha$ satisfies the DPI for $\alpha \in \left[\frac{1}{2}, \infty\right]$, we conclude that $\tilde{D}_\alpha$ is the smallest quantum Rényi divergence in this $\alpha$-range. In the following, we show how to find the smallest quantum Rényi divergence for $\alpha \in (0, \frac{1}{2})$ that satisfies the DPI using the same proof techniques as used in [2] for the case $\alpha \in \left[\frac{1}{2}, \infty\right]$.

Let us first recall an interesting characterization of the minimal quantum Rényi divergence. For this purpose, we define the pinching map $\mathcal{P}_H$ corresponding to a Hermitian operator $H$. Every Hermitian operator $H$ can be decomposed into $H = \sum \lambda P_\lambda$, where $\lambda \in \text{spec}(H)$ are the eigenvalues of $H$ (without multiplicity) and $P_\lambda$ are mutually orthogonal projectors. Then, the pinching map $\mathcal{P}_H$ is defined as a superoperator on linear operators $L$ by sending $\mathcal{P}_H : L \to \sum \lambda P_\lambda L P_\lambda$. Note that $\mathcal{P}_H$ is a CPTP, unital and self-adjoint map, which can be viewed as a dephasing operation that remove off-diagonal blocks of a matrix. Clearly, we have that $[\mathcal{P}_H[P], H] = 0$ for a non-negative operator $P$.

**Proposition 2.4.1** (Proposition 4.4 in [2]). Let $\alpha \geq 0$ and $\rho \neq 0$ and $\sigma \gg \rho$ be two non-negative operators. Then

$$
\tilde{D}_\alpha(\rho\|\sigma) = \lim_{n \to \infty} \frac{1}{n} D_\alpha(\mathcal{P}_\sigma^\otimes n [\rho^\otimes n] \| \sigma^\otimes n),
$$

(2.12)
where $D_\alpha$ denotes the classical Rényi divergence.

Proposition 2.4.1 leads directly to the minimization property of $rD_\alpha$.

Lemma 2.4.2 (Section 4.2.2 in [2]). Let $\rho \neq 0$ and $\sigma \gg \rho$ be two non-negative operators. And let $D_\alpha$ be an arbitrary family of quantum Rényi divergences that satisfies the DPI. Then

$$\tilde{D}_\alpha(\rho\|\sigma) \leq D_\alpha(\rho\|\sigma) \quad \text{for } \alpha \geq 0. \quad (2.13)$$

Proof. By the DPI (2.4) for an arbitrary family of quantum Rényi divergences $D_\alpha$, we find that for any non-negative operators $\rho \neq 0$ and $\sigma \gg \rho$

$$D_\alpha(\rho\|\sigma) = \frac{1}{n}D_\alpha(\rho^{\otimes n}\|\sigma^{\otimes n}) \geq \frac{1}{n}D_\alpha(\mathcal{P}_{\sigma^{\otimes n}}[\rho^{\otimes n}]\|\sigma^{\otimes n}), \quad (2.14)$$

where we used the Additivity property (V) of Rényi divergences in the first equality. Noting that we can replace $D_\alpha$ by the classical Rényi divergence $D_\alpha$ on the right hand side of (2.14), we find the statement of Lemma 2.4.2 by taking the limit $n \to \infty$ and applying Proposition 2.4.1.

In the following, we improve the lower bound given in Lemma 2.4.2 for $\alpha \in (0, \frac{1}{2}]$. Essentially, the idea for the proof of the following lemma is to interchange the roles of $\rho$ and $\sigma$ in the proof of Lemma 2.4.2. This leads very naturally to the form of the reverse minimal quantum Rényi divergence and motivates its introduction.

Lemma 2.4.3. Let $\rho \neq 0$ and $\sigma \gg \rho$ be two non-negative operators. And let $D_\alpha$ be an arbitrary family of quantum Rényi divergences that satisfies the DPI. Then

$$\tilde{D}'_\alpha(\rho\|\sigma) \leq D_\alpha(\rho\|\sigma) \quad \text{for } \alpha \in (0, 1). \quad (2.15)$$

We conclude that the reverse minimal quantum Rényi divergence is the smallest quantum Rényi divergence that satisfies the axioms (I)-(VI) and the DPI for $\alpha \in (0, \frac{1}{2}]$. Moreover, since $\tilde{D}'_{\frac{1}{2}}(\rho\|\sigma) = \tilde{D}_{\frac{1}{2}}(\rho\|\sigma)$ for any non-negative operators $\rho \neq 0$ and $\sigma \gg \rho$, Lemma 2.4.3 suggest a natural continuation of $\tilde{D}_\alpha(\rho\|\sigma)$ for $\alpha \in (0, \frac{1}{2}]$ (cf. also Figure 2.1).

3Note that $\sigma^{\otimes n}$ and $\mathcal{P}_{\sigma^{\otimes n}}[\rho^{\otimes n}]$ are diagonal in the eigenbasis of $\sigma^{\otimes n}$, which ensures that $D_\alpha$ appearing on the right hand side of (2.12) can be considered to be classical.
Proof of Lemma 2.4.3. Let \( \alpha \in (0, 1) \) and let us assume (for the moment) that \( \rho \neq 0 \) and \( \sigma \) are non-negative density operators with \( \sigma \gg \rho \) and also \( \rho \gg \sigma \). By the DPI, we find that
\[
D_\alpha(\rho\|\sigma) = \frac{1}{n} D_\alpha(\rho^{\otimes n}\|\sigma^{\otimes n}) \geq \frac{1}{n} D_\alpha(\rho^{\otimes n}\|P_{\rho^{\otimes n}}[\sigma^{\otimes n}]) = \frac{1}{n} D_\alpha(\rho^{\otimes n}\|P_{\rho^{\otimes n}}[\sigma^{\otimes n}]).
\]
(2.16)

By a simple substitution \( \tilde{\alpha} := 1 - \alpha \in (0, 1) \), we then find
\[
D_\alpha(\rho\|\sigma) \geq \frac{1 - \tilde{\alpha}}{\tilde{\alpha}} D_{\tilde{\alpha}}(P_{\rho^{\otimes n}}[\sigma^{\otimes n}]\|\rho^{\otimes n}).
\]
(2.17)

Taking the limit \( n \to \infty \) we find by Proposition 2.4.1 that
\[
D_\alpha(\rho\|\sigma) \geq \frac{1 - \tilde{\alpha}}{\tilde{\alpha}} D_{\tilde{\alpha}}(\sigma\|\rho) = \tilde{D}_\alpha(\rho\|\sigma),
\]
(2.19)

where we used the symmetry relation (2.8) for the last equality. By continuity, we can drop the assumption \( \rho \gg \sigma \) and inequality (2.19) still holds. Since \( D_\alpha(\rho\|\sigma) \) and \( \tilde{D}_\alpha(\rho\|\sigma) \) have the same degree of homogeneity scaling \( \rho \) or \( \sigma \) respectively, we can also drop the assumption that \( \rho \) and \( \sigma \) have unit trace.

2.5 Quantum conditional entropies and duality relations

Divergences can be used to define conditional entropies, which can be viewed as measures of uncertainty of a system \( A \), given the information about a system \( B \). Note that we label Hilbert spaces with capital letters \( A, B \), etc. and denote their dimension\(^4\) by \( |A|, |B| \), etc.. The set of density operators on \( A \), i.e., non-negative operators \( \rho_A \) with \( \text{tr}\rho_A = 1 \), is denoted \( D(A) \). Then, for any \( \rho_{AB} \in D(A \otimes B) \) we define the following quantum conditional Rényi entropies of \( A \) given \( B \) as
\[
\tilde{H}_\alpha^+ (A|B)_\rho := -\tilde{D}_\alpha(\rho_{AB}\|\text{id}_A \otimes \rho_B),
\]
(2.20)
\[
\tilde{H}_\alpha^- (A|B)_\rho := \sup_{\sigma_B \in D(B)} -\tilde{D}_\alpha(\rho_{AB}\|\text{id}_A \otimes \sigma_B),
\]
(2.21)
\[
\tilde{H}_\alpha^l (A|B)_\rho := -\tilde{D}_\alpha(\rho_{AB}\|\text{id}_A \otimes \rho_B) \quad \text{and}
\]
(2.22)
\[
\tilde{H}_\alpha^r (A|B)_\rho := \sup_{\sigma_B \in D(B)} -\tilde{D}_\alpha(\rho_{AB}\|\text{id}_A \otimes \sigma_B).
\]
(2.23)

Note that the special cases \( \alpha \in \{0, 1, \infty\} \) are defined by taking the limits inside the supremum.\(^5\) We call the set of all conditional entropies with \( \alpha \in (0, 1) \) “max-like”

\(^4\)Throughout this theses, we consider finite-dimensional Hilbert spaces only.

\(^5\)We are following the notation in [2]. Note that \( H_{\text{min}}(A|B)_\rho = \tilde{H}_1^-(A|B)_\rho \), \( H_{\text{max}}(A|B)_\rho = \tilde{H}_1^+(A|B)_\rho \), and \( H_{\text{max}}(A|B)_\rho = \tilde{H}_{\frac{1}{2}}^+(A|B)_\rho \) are also often used notations.
and those with $\alpha \in (1, \infty)$ “min-like”, owing to the fact that under small changes to the state the entropies in either class are approximately equal [17, 18]. Moreover, min- and max-like entropies are related by some interesting duality relations, which are summarized in the following lemma.

**Lemma 2.5.1** (Duality relations [7, 14, 18–21]). Let $\rho_{ABC}$ be a pure state on $A \otimes B \otimes C$. Then

\[
\begin{align*}
\tilde{H}_\alpha^1(A|B)_\rho + \tilde{H}_\beta^1(A|C)_\rho &= 0 \quad \text{when} \quad \alpha + \beta = 2 \quad \text{for } \alpha, \beta \in [0, 2] \quad \text{and} \\
\tilde{H}_\alpha^1(A|B)_\rho + \tilde{H}_\beta^1(A|C)_\rho &= 0 \quad \text{when} \quad \frac{1}{\alpha} + \frac{1}{\beta} = 2 \quad \text{for } \alpha, \beta \in \left[\frac{1}{2}, \infty\right] \quad \text{and} \\
\tilde{H}_\alpha^1(A|B)_\rho + \tilde{H}_\beta^1(A|C)_\rho &= 0 \quad \text{when} \quad \alpha \beta = 1 \quad \text{for } \alpha, \beta \in [0, \infty],
\end{align*}
\]

where we use the convention that $\frac{1}{\infty} = 0$ and $\infty \cdot 0 = 1$. 


Chapter 3

Trace inequalities

3.1 Introduction

There are a lot of interesting inequalities between linear operators on Hilbert spaces. For quantum information theory, such operator inequalities that include a trace are especially interesting, since they often give bounds on different information measures. In this chapter, we review different trace inequalities. We consider finite-dimensional Hilbert spaces (and hence matrix inequalities) for simplicity, though most of the results can be extended to separable Hilbert spaces. First, we give a detailed proof of the generalized Hölder inequality for matrices (see e.g., [22, Exercise IV.2.7]), and use it to derive a new reversed version of the celebrated Araki-Lieb-Thirring (ALT) inequality. The reverse ALT inequality then leads to an interesting new relation between the minimal and the Petz quantum Rényi divergences (which is described in Chapter 4). Moreover, we provide a new and elegant proof of the logarithmic form of the reverse Golden-Thompson inequality. Let us first introduce some notation.

3.2 Schatten norms

The Schatten p-norm of any matrix $M \in \text{Mat}(n,n)$ is given by

$$
\|M\|_p := (\text{tr}|M|^p)^{\frac{1}{p}} \quad \text{for} \quad p \geq 1,
$$

where $|M| := \sqrt{M^*M}$. We may extend this definition to all $p > 0$, but note that $\|M\|_p$ is not a norm for $p \in (0,1)$ since it does not satisfy the triangle inequality. In the limit $p \to \infty$ we recover the operator norm and for $p = 1$ we obtain the trace norm. Schatten norms are functions of the singular values and thus unitarily
invariant. Moreover, they satisfy \( \|M\|_p = \|M^*\|_p \) and \( \|M\|_{2p}^2 = \|MM^*\|_p = \|M^*M\|_p \).

### 3.3 Hölder inequality for Schatten norms

In the following, we fill in the details of the proof of the generalized Hölder inequality, which was stated as Exercise IV.2.7 in [22].

**Definition 3.3.1.** A norm \( \|\cdot\| \) on Mat\((n, n)\) is called *unitarily invariant* if

\[
\|UAV\| = \|A\|
\]

for all \( A \in \text{Mat}(n, n) \) and \( U, V \in U(n) \).

**Theorem 3.3.2.** Let \( \|\cdot\| \) be a unitarily invariant norm on Mat\((n, n)\). Let \( s, s_1, \ldots, s_l \) be positive real numbers and \( \{A_k\}_{k=1}^l \) be a collection of \( n \times n \) matrices. Then

\[
\left\| \prod_{k=1}^l A_k^{s_k} \right\|^{\frac{1}{s}} \leq \prod_{k=1}^l \|A_k^{s_k}\|^{\frac{1}{s}} \quad \text{for} \quad \sum_{k=1}^l \frac{1}{s_k} = \frac{1}{s} . \quad (3.2)
\]

Setting \( \|\cdot\| = \|\cdot\|_1 \) in Theorem 3.3.2, we recover the generalized Hölder inequality for Schatten (quasi)-norms.

**Corollary 3.3.3 (Generalized Hölder inequality).** Let \( s, s_1, \ldots, s_l \) be positive real numbers (where we also allow \( \infty \) using the convention that \( \frac{1}{\infty} = 0 \)) and \( \{A_k\}_{k=1}^l \) be a collection of \( n \times n \) matrices. Then

\[
\left\| \prod_{k=1}^l A_k \right\|_s \leq \prod_{k=1}^l \|A_k\|_{s_k} \quad \text{for} \quad \sum_{k=1}^l \frac{1}{s_k} = \frac{1}{s} . \quad (3.3)
\]

Note that the cases where some parameters are equal to \( \infty \) follow as limit cases of the finite ones.

To prove Theorem 3.3.2, we need some preparative results.

**Definition 3.3.4 (Symmetric gauge function [22]).** A function \( \Phi : \mathbb{R}^n \to \mathbb{R}_+ \) is called a *symmetric gauge function* if

(i) \( \Phi \) is a norm on the real vector space \( \mathbb{R}^n \),

(ii) \( \Phi(Px) = \Phi(x) \) for all \( x \in \mathbb{R}^n \), \( P \in S_n \) and

(iii) \( \Phi(\epsilon_1 x_1, \ldots, \epsilon_n x_n) = \Phi(x_1, \ldots, x_n) \) if \( \epsilon_j = \pm 1 \),

where \( S_n \) denotes the group of all \( n \times n \) permutation matrices. In addition, we will always assume that \( \Phi \) is normalized.
(iv) \( \Phi(1, 0, \ldots, 0) = 1 \).

**Proposition 3.3.5** (Problem II.5.11 (iv) [22]). *Every symmetric gauge function is monoton on \( \mathbb{R}^n_+ \), i.e., for \( x, y \in \mathbb{R}^n_+ \) with \( x \leq y \), we have that \( \Phi(x) \leq \Phi(y) \).*

**Proof.** By the property i) and iii) of Definition 3.3.4, \( \Phi \) is a norm that satisfies \( \Phi(|x|) = \Phi(x) \). The Proposition now follows directly from the real case of Proposition IV.1.1 of [22]. \( \square \)

**Definition 3.3.6** (\( x <_w y \)). Let \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \) and let \( x^\downarrow \) denote the vector that one gets by reordering the entries of \( x \) in a decreasing order. We say that \( x \) is weakly submajorised by a vector \( y \in \mathbb{R}^n \) (written as \( x <_w y \)), if for all \( 1 \leq k \leq n \), we have that

\[
\sum_{i=1}^{k} x_i^\downarrow \leq \sum_{i=1}^{k} y_i^\downarrow .
\]  

(3.4)

Note that every symmetric gauge function is convex (because it satisfies the triangle inequality). Then, Proposition 3.3.5 together with Theorem II.3.3 of [22] imply that a symmetric gauge function \( \Phi \) is strongly isotone, i.e., we have that

\[
x <_w y \implies \Phi(x) \leq \Phi(y) .
\]  

(3.5)

**Theorem 3.3.7** (Exercise IV.1.7 [22]). *Let \( p, q, r \) be positive real numbers with \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \). Let \( x, y \in \mathbb{R}^n \). Then, for every symmetric gauge function \( \Phi \), we have

\[
\Phi(|x \cdot y|^r)^{\frac{1}{r}} \leq \Phi(|x|^p)^{\frac{1}{p}} \Phi(|y|^q)^{\frac{1}{q}} .
\]  

(3.6)

The proof of Theorem 3.3.7 works similar to the proof of Theorem IV.1.6 of [22]. First, note that for a convex function \( f : I \to \mathbb{R} \) on an interval \( I \subset \mathbb{R} \) and positive real numbers \( a_1, \ldots, a_n \) with \( \sum_{i=1}^{n} a_i = 1 \) we have that

\[
f\left(\sum_{i=1}^{n} a_i t_i\right) \leq \sum_{i=1}^{n} a_i f(t_i) \quad \text{for all } t_i \in I .
\]  

(3.7)

Setting \( f(t) = -\log(t) \) and \( I = (0, \infty) \), we find

\[
\prod_{i=1}^{n} t_i^{a_i} \leq \sum_{i=1}^{n} a_i t_i \quad \text{for } t_i \geq 0 ,
\]  

(3.8)

which is called the (weighted) arithmetic-geometric mean inequality.

---

\( ^1 \)Note that \( x \leq y \) is to be understood on a per-element basis, i.e., \( x_i \leq y_i \) for all \( i = 1, \ldots, n \).

\( ^2 \)Note that the absolute value in the expression \( |x| \) is to be understood as taking the absolute value of each element of \( x \).
3.3 Hölder inequality for Schatten norms

**Proof of Theorem 3.3.7.** Let \( p, q, r \) be positive real numbers with \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \). Let \( x, y \in \mathbb{R}^n \) and let \( \Phi \) be a symmetric gauge function. Setting \( n = 2 \) and \( a_1 = \frac{r}{p}, a_2 = \frac{r}{q} \) in (3.8), we find

\[
|x \cdot y|^r = |x|^p |y|^q \leq \frac{r}{p} |x|^p + \frac{r}{q} |y|^q,
\]

where we take the multiplication, the norm and the powers again element by element. Hence, using Proposition 3.3.5 (and that a symmetric gauge function is a norm), we find that

\[
\Phi(|x \cdot y|^r) \leq \frac{r}{p} \Phi(|x|^p) + \frac{r}{q} \Phi(|y|^q).
\]

Let \( t > 0 \) and note that the left hand side of (3.10) is invariant under the substitution \( x \rightarrow tx \) and \( y \rightarrow t^{-1} y \). Therefore

\[
\Phi(|x \cdot y|^r) \leq \inf_{t > 0} \left[ \frac{r}{p} \Phi(|x|^p) + \frac{r}{q} \Phi(|y|^q) \right].
\]

Searching for a local minimum by differentiation suggests to set

\[
t = \left( \frac{\Phi(|y|^q)}{\Phi(|x|^p)} \right)^{\frac{1}{p+q}}.
\]

This yields

\[
\Phi(|x \cdot y|^r) \leq \Phi(|x|^p)^{\frac{r}{p}} \Phi(|y|^q)^{\frac{r}{q}},
\]

which proves the claim. \( \square \)

**Theorem 3.3.8** (Theorem IV.2.5 of [22]). Let \( A, B \in \text{Mat}(n, n) \). Then

\[
s^r(AB) \prec_w s^r(A)s^r(B)
\]

for all \( r > 0 \),

where \( s(C) \) denotes the vector whose entries correspond to the singular values of a matrix \( C \in \text{Mat}(n, n) \).

**Lemma 3.3.9** (Exercise IV.2.7 of [22]). Let \( p, q, r \) be positive real numbers with \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \) and \( \| \cdot \| \) be a unitarily invariant norm. Then

\[
\|AB\|^r \leq \|A\|^p \|B\|^q.
\]

**Proof.** Let \( p, q, r \) be positive real numbers with \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \) and \( \| \cdot \| \) be a unitarily invariant norm. From Theorem 3.3.8, we have

\[
s^r(AB) \prec_w s^r(A)s^r(B).
\]
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Let us define the function \( \Phi(x) = \| \text{diag}(x) \| : \mathbb{R}^n \to \mathbb{R}_+ \), where \( \text{diag}(x) \) denotes a diagonal matrix with diagonal entries \( x_1, x_2, \ldots, x_n \). By Theorem IV.2.1 of [22], \( \Phi \) is a symmetric gauge function. Therefore, \( \Phi \) is strongly isotone (cf. (3.5)), which leads to

\[
\Phi(s^r(AB)) \leq \Phi(s^r(A)s^r(B))^{\frac{1}{r}}.  \tag{3.16}
\]

Using Theorem 3.3.7, we can bound the right hand side of (3.16) by

\[
\Phi(s^r(A)s^r(B))^{\frac{1}{r}} \leq \Phi(s(A)^p)\frac{1}{p} \Phi(s(B)^q)\frac{1}{q}.  \tag{3.17}
\]

Recall that for \( C \in \text{Mat}(n, n) \) and a positive real number \( t \), we have that \( s^t(C) = s^{\frac{t}{2}}(CC^*) \). Since the singular values of a non negative matrix are equal to its eigenvalues, we find that \( s^t(C) = s(|C|^t) \). Applying this to the left hand side of (3.16) and the right hand side of (3.17), we find

\[
\Phi(s(|AB|^r))^{\frac{1}{r}} \leq \Phi(s(|A|^p))^{\frac{1}{p}} \Phi(s(|B|^q))^{\frac{1}{q}}.  \tag{3.18}
\]

The claim now follows by noting that \( \Phi(s(C)) = \| \text{diag}(s(C)) \| = \| C \| \) for any \( C \in \text{Mat}(n, n) \), since \( \| \cdot \| \) is unitarily invariant. \( \square \)

Theorem 3.3.2 now follows directly from Lemma 3.3.9 by induction.

### 3.4 Reverse Araki-Lieb-Thirring inequality

Let us first recall the statement of the celebrated Araki-Lieb-Thirring (ALT) inequality.

**Theorem 3.4.1** (ALT inequality \([23, 24]\)). Let \( A \) and \( B \) be positive semi-definite matrices (of the same dimension) and \( q \geq 0 \). Then

\[
\text{tr} \left( B^\frac{q}{2} A^r B^\frac{q}{2} \right)^q \leq \text{tr} \left( B^\frac{q}{2} A^r B^\frac{q}{2} \right)^{rq} \quad \text{for } r \in [0, 1] \quad \text{and} \tag{3.19}
\]

\[
\text{tr} \left( B^\frac{q}{2} A^r B^\frac{q}{2} \right)^q \geq \text{tr} \left( B^\frac{q}{2} A^r B^\frac{q}{2} \right)^{rq} \quad \text{for } r \geq 1. \tag{3.20}
\]

Our main result of this chapter is a reversed version of the ALT inequality, which follows from the Hölder inequality.

\[\text{See also [25] for an intuitive proof of the ALT inequality and a multivariate form of it.}\]
3.5 Reverse Golden-Thompson inequality

Theorem 3.4.2 (Reverse ALT inequality). Let $A$ and $B$ be positive semi-definite matrices and $q > 0$. Then, for $r \in (0, 1]$ and $a, b \in (0, \infty]$ such that $\frac{1}{2q} = \frac{1}{2q} + \frac{1}{a} + \frac{1}{b}$, we have

$$\text{tr} \left( B^{\frac{1}{q}} A B^{\frac{1}{q}} \right)^{rq} \leq \left( \text{tr} \left( B^{\frac{1}{q}} A^r B^{\frac{1}{q}} \right)^q \right)^r \left\| A^{\frac{1-r}{2r}} \right\|_{2a}^{2rq} \left\| B^{\frac{1-r}{2r}} \right\|_{2b}^{2rq}.$$

(3.21)

Meanwhile, for $r \in [1, \infty)$ and $a, b \in (0, \infty]$ such that $\frac{1}{2q} = \frac{1}{2q} + \frac{1}{a} + \frac{1}{b}$, we have

$$\text{tr} \left( B^{\frac{1}{q}} A B^{\frac{1}{q}} \right)^{rq} \geq \left( \text{tr} \left( B^{\frac{1}{q}} A^r B^{\frac{1}{q}} \right)^q \right)^r \left\| A^{\frac{1-r}{2r}} \right\|_{2a}^{2rq} \left\| B^{\frac{1-r}{2r}} \right\|_{2b}^{2rq}.$$

(3.22)

Proof. For $r = 1$ the statement is trivial. Let $r \in (0, 1)$ and $q > 0$. We can rewrite the trace-terms in (3.21) as Schatten (quasi-)norms

$$\text{tr} \left( B^{\frac{1}{q}} A B^{\frac{1}{q}} \right)^{rq} = \left\| B^{\frac{1}{q}} A \right\|_{2q}^{2rq} \quad \text{and} \quad (3.23)$$

$$\text{tr} \left( B^{\frac{1}{q}} A^r B^{\frac{1}{q}} \right)^q = \left\| B^{\frac{1}{q}} A^r \right\|_{2q}^{2r}. \quad (3.24)$$

Inequality (3.21) then follows by an application of the generalized Hölder inequality given in Corollary 3.3.3 with $l = 3$. Choosing $s = 2rq$, and $s_1 = b$, $s_2 = 2q$, and $s_3 = a$ for some $a, b \in (0, \infty]$ with $\frac{1}{2q} = \frac{1}{2q} + \frac{1}{a} + \frac{1}{b}$, we find

$$\text{tr} \left( B^{\frac{1}{q}} A B^{\frac{1}{q}} \right)^{rq} = \left\| B^{\frac{1-r}{2r}} B^{\frac{1}{q}} A \right\|_{2q}^{2r} \leq \left\| B^{\frac{1-r}{2r}} \right\|_{2b}^{2rq} \left\| B^{\frac{1-r}{2r}} A \right\|_{2q}^{2rq} \left\| A^{\frac{1-r}{2r}} \right\|_{2a}^{2rq}.$$

Inequality (3.22) now follows from (3.21) by substituting $A \to A^r$, $B \to B^r$, $r \to \frac{1}{r}$ and $q \to qr$. \hfill \Box

Remark 3.4.3. Another reverse ALT inequality was given in [26], where it was shown that for $r \in (0, 1)$ and $q > 0$ we have

$$\text{tr} \left( B^{\frac{1}{q}} A B^{\frac{1}{q}} \right)^{rq} \leq \left( \text{tr} \left( B^{\frac{1}{q}} A^r B^{\frac{1}{q}} \right)^q \right)^r \left( \text{tr} \left( B^{\frac{1}{q}} A^{r} \right)^{r} \right)^{1-r} \left\| B \right\|_{\infty}^{rq}.$$

(3.25)

while for $r > 1$ the inequality holds in the opposite direction. We recover these inequalities as a corollary of Theorem 3.4.2 by setting $b = \infty$ and $a = \frac{2rq}{1-r}$ in (3.21), and $b = \infty$ and $a = \frac{2rq}{r}$ in (3.22). We note that there also exists a reverse ALT inequality in terms of matrix means (see e.g. [27]) that however is different to Theorem 3.4.2.

3.5 Reverse Golden-Thompson inequality

Let us first recall the celebrated Golden-Thompson (GT) inequality.
Theorem 3.5.1 (GT inequality [28, 29]). Let $H_1$ and $H_2$ be two Hermitian matrices. Then
\[
\text{tr} \, e^{H_1 + H_2} \leq \text{tr} \, e^{H_1} e^{H_2}.
\]
(3.26)

Note that we have equality in (3.26) if and only if $H_1$ and $H_2$ commute. Interestingly, the GT inequality follows directly from the ALT inequality together with the Lie-Trotter product formula (cf. [30], page 295). On the other hand, there is a reverse GT inequality, which is related to matrix means.

Theorem 3.5.2 (Reverse GT inequality [31]). Let $p > 0$ and $0 \leq \alpha \leq 1$. Let $H_1$ and $H_2$ be two Hermitian matrices. Then
\[
\text{tr} \left( e^{pH_1} \#_\alpha e^{pH_2} \right)^{\frac{1}{p}} \leq \text{tr} \, e^{(1-\alpha)H_1 + \alpha H_2}.
\]
(3.27)

To prove the reverse GT inequality, it is translated into a logarithmic trace inequality in [31]. We give a new and simple proof of this logarithmic trace inequality in the next section.

3.5.1 Logarithmic form of the reverse GT inequality

In [31], it is shown that the reverse GT inequality stated in Theorem 3.5.2 for a fixed $p$ is equivalent to the following logarithmic trace inequality for the same $p$.

Theorem 3.5.3 (Logarithmic form of reverse GT [31]). Let $A$ and $B$ be positive definite matrices. Then
\[
\frac{1}{p} \text{tr} \, A \log A^{\frac{p}{2}} B^{\frac{p}{2}} A^{\frac{p}{2}} \geq \text{tr} \, A \left( \log A + \log B \right).
\]
(3.28)

Alternative proof to [31] of Theorem 3.5.3 (for $p = 1$). First, recall from Proposition 2.3.1 that we have
\[
\frac{1}{\text{tr} A} \text{tr} \, A \left( \log A - \log B \right) = \lim_{\alpha \downarrow 1} \hat{D}_\alpha(A\|B)
\]
\[
= \lim_{\alpha \downarrow 1} \frac{1}{\alpha - 1} \log \frac{1}{\text{tr} A} \text{tr} \left( B^{\frac{1-\alpha}{2}} A B^{\frac{1-\alpha}{2}} \right)^{\alpha},
\]
and from Proposition 2.3.2 that we have
\[
\frac{1}{\text{tr} A} \text{tr} \, A \log A^{\frac{1}{2}} B^{-1} A^{\frac{1}{2}} = \lim_{\alpha \downarrow 1} \hat{D}_\alpha(A\|B)
\]
\[
= \lim_{\alpha \downarrow 1} \frac{1}{\alpha - 1} \log \frac{1}{\text{tr} A} \text{tr} B^{\frac{1}{2}} \left( B^{-\frac{1}{2}} A B^{-\frac{1}{2}} \right)^{\alpha} B^{\frac{1}{2}}.
\]

\footnote{For an extension of (3.28) to positive semi-definite matrices see Section 4 of [31].}
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Let us set $\tilde{B} = B^{-1}$. Then we find

$$\frac{1}{\text{tr} A} \left( \text{tr} A \log A + \text{tr} A \log B \right)$$

(3.29)

$$= \lim_{\alpha \to 1} \frac{1}{\alpha - 1} \log \frac{1}{\text{tr} A} \text{tr} \left( \tilde{B}^{1-\alpha} A \tilde{B}^{1-\alpha} \right)^\alpha$$

(3.30)

$$= \lim_{\alpha \to 1} \frac{1}{\alpha - 1} \log \frac{1}{\text{tr} A} \text{tr} \left( \tilde{B}^{1-\alpha} \tilde{B}^{-\frac{1}{2}} \tilde{B}^{-\frac{1}{2}} \right)^\alpha$$

(3.31)

$$\leq \lim_{\alpha \to 1} \frac{1}{\alpha - 1} \log \frac{1}{\text{tr} A} \text{tr} \tilde{B}^{\frac{1}{2}} \left( \tilde{B}^{-\frac{1}{2}} \tilde{B}^{-\frac{1}{2}} \right)^\alpha \tilde{B}^{\frac{1}{2}}$$

(3.32)

$$= \frac{1}{\text{tr} A} \text{tr} A \log A^{\frac{1}{2}} \tilde{B}^{-1} A^{\frac{1}{2}}$$

(3.33)

$$= \frac{1}{\text{tr} A} \text{tr} A \log A^{\frac{1}{2}} \tilde{B}^{-1} A^{\frac{1}{2}},$$

(3.34)

where we applied the ALT inequality (3.20) with $q = 1$, $r = \alpha$, $A' := \tilde{B}^{-\frac{1}{2}} A \tilde{B}^{-\frac{1}{2}}$ and $B' := \tilde{B}^{\frac{1}{2}}$. This proves Theorem 3.5.3 for $p = 1$. \hfill $\square$

We conclude that we found a new and elegant proof (based on the ALT inequality) of the logarithmic form of the reverse GT inequality for $p = 1$.

**Remark 3.5.4.** The inequality (3.32) shows that $\tilde{D}_\alpha(\rho||\sigma) \leq \tilde{D}_\alpha(\rho||\sigma)$ for $\alpha > 1$ and for positive operators $\rho$ and $\sigma$. This relation is well known (see for example [2]), but the proof technique is new.

### 3.5.2 Open question: multivariate reverse GT inequality

Recently, an elegant generalization of the ALT inequality for an arbitrary number of matrices was found by using pinching techniques (or results from complex analysis based on the maximum principle for holomorphic functions) [25]. As in the two matrix case, the multivariate ALT inequality leads to a multivariate GT inequality by using a multivariate Lie-Trotter product formula, which leads to an interesting lower bound on the conditional quantum mutual information [25]. Using similar techniques as in [25], a multivariate reverse GT inequality would lead to an upper bound on the conditional quantum mutual information. Alternatively, a multivariate generalization of the logarithmic form of the reverse GT inequality would lead even more directly to such a bound.

In 2009, a multivariate reverse GT inequality was derived in [32] and generalized in [33] in 2016. It is based on a natural generalization of the geometric mean, the well studied Karcher mean [34, 35]. The Karcher mean of positive definite matrices $A_1, A_2, \ldots, A_n$ with a weight $(\omega_1, \ldots, \omega_n)$ is defined as
\[ G_\omega(A_1, A_2, \ldots, A_n) := \arg \min_{Z > 0} \sum_{j=1}^{n} \omega_j d^2(Z, A_j), \quad (3.35) \]

where the Riemannian trace metric \( d(A, B) \) on the set of positive definite matrices is given by

\[ d(A, B) := \left\| \log A^{-\frac{1}{2}} B A^{-\frac{1}{2}} \right\|_2. \quad (3.36) \]

Then, the following theorem follows as a special case of the results derived in [32, 33].

**Theorem 3.5.5 (Multivariate reverse GT inequality [32, 33]).** Let \( p > 0 \) and \( H_1, H_2, \ldots, H_n \) be Hermitian matrices. Then

\[ \text{tr} G_\omega(e^{pH_1}, e^{pH_2}, \ldots, e^{pH_n})^{\frac{1}{p}} \leq \text{tr} e^{\sum_{j=1}^{n} \omega_j H_j}. \quad (3.37) \]

Unfortunately, there is no explicit formula known for the Karcher mean for more than two matrices, which seems to restrict the usefulness of inequality (3.37) (for more than two matrices) for applications in quantum information theory.

It would be very interesting to find an explicit multivariate version of the reverse GT inequality or of its logarithmic form. Our simple proof of (3.28) looks promising to achieve this goal, since it is based on the ALT inequality, for which a multivariate version is known [25]. Moreover, it might be possible to use similar pinching techniques as used in [25] to generalize (3.32) to more than two matrices.
Chapter 4

Relations between quantum Rényi divergences

4.1 Introduction

A natural and important question is how the different families of quantum Rényi divergences introduced in Section 2.2 are related to each other. As we will see in this chapter, this question is strongly related to mathematical trace inequalities.

The ALT inequality [23, 24] implies that the Petz divergence is larger than or equal to the minimal divergence, i.e., 
\[ D_\alpha(\rho\|\sigma) \geq \tilde{D}_\alpha(\rho\|\sigma). \]
But what remains unanswered is how much bigger than the minimal divergence the Petz divergence can be. In Section 4.2, we settle this question for \( \alpha \leq 1 \) by showing that 
\[ D_\alpha(\rho\|\sigma) \leq \frac{1}{\alpha} \tilde{D}_\alpha(\rho\|\sigma) \]
if \( \rho \) and \( \sigma \) are normalized. (Note that we shall make use of the convention \( \frac{1}{0} = \infty \) in this chapter.) This result follows from the reverse ALT inequality stated in Theorem 3.4.2. The reverse bound between the minimal and the Petz quantum Rényi divergence leads then to new relations between quantum conditional Rényi entropies, which are discussed in Section 4.3.

Moreover, the new bound between the minimal and the Petz divergence leads to a unified picture of the relationship between pretty good quantities and their optimal versions in quantum information theory. We will discuss this implication in detail in Chapter 5.
4.2 Relation between Petz and minimal quantum Rényi divergence

We have seen in Section 2.4 that the minimal quantum Rényi divergence provides a lower bound for all other quantum Rényi divergences satisfying the DPI. Hence, in particular, we have \( \tilde{D}_\alpha(p\|\sigma) \leq \hat{D}_\alpha(p\|\sigma) \) for all \( \alpha \in [0, \infty] \) and non-negative operators \( p \) and \( \sigma \).\(^1\) Theorem 3.4.2 leads to reversed relations between these two divergences. In the case where \( \alpha \in [0, 1] \), we find a particularly useful relation of a simple form.

**Corollary 4.2.1.** Let \( p \neq 0 \) and \( \sigma \) be two non-negative operators and \( \alpha \in [0, 1] \). Then

\[
\alpha \hat{D}_\alpha(p\|\sigma) + (1 - \alpha)(\log \text{tr} p - \log \text{tr} \sigma) \leq \tilde{D}_\alpha(p\|\sigma) \leq \hat{D}_\alpha(p\|\sigma). \tag{4.1}
\]

**Proof.** The second inequality is a direct consequence of the ALT inequality. It thus remains to show the first inequality. We note that it suffices to consider the case \( \alpha \in (0, 1) \), as it then follows by continuity. By definition, we can reformulate the first inequality of (4.1) as

\[
\tilde{Q}_\alpha(p\|\sigma) \leq \hat{Q}_\alpha(p\|\sigma)^\alpha(\text{tr} p)^{(1-\alpha)}(\text{tr} \sigma)^{(1-\alpha)} \tag{4.2}
\]

This follows from Theorem 3.4.2 with \( q = 1, r = \alpha, A = p, B = \sigma^{\frac{1-\alpha}{\alpha}}, a = \frac{2}{1-\alpha}, \) and \( b = \frac{2a}{(1-\alpha)^2} \).

There is a well known equality condition for the ALT inequality, which leads to an equality condition for the second inequality of (4.1).

**Lemma 4.2.2.** For \( \alpha \in (0, 1) \), we have \( \tilde{D}_\alpha(p\|\sigma) = \hat{D}_\alpha(p\|\sigma) \) if and only if \( p \) and \( \sigma \) commute.

**Proof.** To see this, note that for \( r \in (1, \infty) \) and \( rq \geq 1 \), we have equality in the ALT inequality (3.20) if and only if \( A \) and \( B \) commute. Equality for commuting states is obvious; for the other direction, note that we can rewrite (3.20) using the substitution \( rq = q' \) as

\[
\left\| (B^{\frac{1}{2}} A^r B^{\frac{1}{2}})^\frac{1}{q'} \right\|_{q'} \geq \left\| (B^{\frac{1}{2}} AB^{\frac{1}{2}})^\frac{1}{q'} \right\|_{q'}. \tag{4.3}
\]

Equality in the inequality (4.3) for some \( r \in (1, \infty) \) (and noting that we have also equality for \( r = 1 \)) implies that the function \( r \mapsto \left\| (B^{\frac{1}{2}} A^r B^{\frac{1}{2}})^\frac{1}{q'} \right\|_{q'} \) is not strictly

\(^1\)Alternatively, this follows directly from the ALT inequality.
increasing. Therefore, by [36, Theorem 2.1], it follows\(^2\) that \([A, B] = 0\). Let \(\rho, \sigma\) be non negative. Setting \(r = 1/\alpha, q = \alpha\) and \(A = \rho^\alpha, B = \sigma^{1-\alpha}\) in (3.20), we conclude that for \(\alpha \in (0, 1)\) we have that \(\tilde{D}_\alpha(\rho\|\sigma) = \tilde{D}_\alpha(\rho\|\sigma)\) if and only if \([\rho, \sigma] = 0\).

For density operators \(\rho\) and \(\sigma\) the first inequality of Corollary 4.2.1 simplifies to

\[
\alpha \tilde{D}_\alpha(\rho\|\sigma) \leq \tilde{D}_\alpha(\rho\|\sigma) \quad \text{for} \quad \alpha \in [0, 1].
\]

This bound is simpler than an alternative bound given in [37], which is based on the earlier reversed ALT inequality in (3.25) and states that \(\alpha \tilde{D}_\alpha(\rho\|\sigma) - \log \text{tr}\rho^\alpha + (\alpha - 1) \log \|\sigma\|_\infty \leq \tilde{D}_\alpha(\rho\|\sigma)\) for density operators \(\rho\) and \(\sigma\).

### 4.3 Relations between different quantum entropies

The new bound between the minimal and the Petz divergence given in Corollary 4.2.1 leads to interesting new relations between max-like entropies, which are described in Section 4.3.1. In the following, we use the notation introduced in Section 2.5.\(^3\) In particular, recall that we call the set of all conditional entropies with \(\alpha \in (0, 1)\) “max-like” and those with \(\alpha \in (1, \infty)\) “min-like”. By duality relations (cf. Lemma 2.5.1), the relations between the max-like entropies lead to new bounds for min-like entropies (cf. Section 4.3.2). In addition, we introduce an equality condition for quantum Rényi entropies in Section 4.3.3, which will lead to an equality condition for pretty good measures of a simple form (cf. Section 5.4).

#### 4.3.1 Relations between max-like entropies

As a direct consequence of Corollary 4.2.1, we find the following relation between conditional max-like entropies.

**Corollary 4.3.1.** For \(\alpha \in [0, 1]\) and \(\rho_{AB} \in \mathcal{D}(A \otimes B)\), we have that

\[
\tilde{H}_\alpha^1(A|B)_\rho \leq \tilde{H}_\alpha^1(A|B)_\rho \leq \alpha \tilde{H}_\alpha^1(A|B)_\rho + (1 - \alpha) \log |A| \quad \text{and} \quad (4.5)
\]

\[
\bar{H}_\alpha^1(A|B)_\rho \leq \bar{H}_\alpha^1(A|B)_\rho \leq \alpha \bar{H}_\alpha^1(A|B)_\rho + (1 - \alpha) \log |A| \, . \quad (4.6)
\]

\(^2\)Here we use our assumption that \(q' > 1\), since in this case \(\|\cdot\|_q\) is a strictly increasing norm.

\(^3\)In particular \(A\) and \(B\) refer to quantum systems (Hilbert spaces) in the following, and do not denote matrices (as this was the case in Chapter 3).
We can further improve the upper bounds in (4.5) and (4.6) by removing the second term if $\rho_{AB}$ has a special structure consisting of a quantum and a classical part that is handled coherently.

**Proposition 4.3.2.** Let $|\rho\rangle_{X'X'B'B'} = \sum_x \sqrt{p_x} |x\rangle_X |x\rangle_{X'} |\xi_x\rangle_{B'B'}$ be a pure state on $X \otimes X' \otimes B \otimes B'$, where $X' \simeq X$, $p_x \in [0, 1]$ with $\sum_x p_x = 1$, and the pure states $|\xi_x\rangle_{B'B'}$ are arbitrary. Then

$$
\tilde{H}_{\alpha}^1(X|X')_\rho \leq \alpha \tilde{H}_{\alpha}^1(X|X')_\rho \quad \text{for } \alpha \in [0, 1] \quad \text{and} \quad (4.7)
$$

$$
\tilde{H}_{\alpha}^1(X|X')_\rho \leq \alpha \tilde{H}_{\alpha}^1(X|X')_\rho \quad \text{for } \alpha \in [\frac{1}{2}, 1]. \quad (4.8)
$$

States $\rho_{XX'B}$ are sometimes called “classically coherent” as the classical information is treated coherently, i.e. fully quantum-mechanically.

**Proof of Proposition 4.3.2.** It is known that $\tilde{D}_1 = \tilde{D}_1$ (see for example [2]), and hence the claim is trivial in the case $\alpha = 1$. Using the definition of $H_\alpha^1$ given in (2.20) as well as the definitions of the Petz and the minimal quantum Rényi divergence given in (2.5) and (2.6), respectively, one can see that it suffices to show that

$$
\tilde{Q}_\alpha(\rho_{XX'B} |\id_X \otimes \rho_{X'B}) \leq \tilde{Q}_\alpha(\rho_{XX'B} |\id_X \otimes \rho_{X'B})^\alpha \quad \text{for } \alpha \in (0, 1), \quad (4.9)
$$

$$
\tilde{Q}_\alpha(\rho_{XX'B} |\id_X \otimes \sigma_{X'B}) \leq \tilde{Q}_\alpha(\rho_{XX'B} |\id_X \otimes \sigma_{X'B})^\alpha \quad \text{for } \alpha \in [\frac{1}{2}, 1]. \quad (4.10)
$$

for all density operators $\sigma_{X'B}$ (the case $\alpha = 0$ then follows by continuity).

The marginal state $\rho_{X'B}$ appearing in (4.9) is a classical quantum (cq) state by assumption. Importantly, by the monotonicity of the Rényi divergence, we need only prove (4.10) for cq states $\sigma_{X'B}$ in order to show (4.8). Indeed, by Lemma B.1.1 of Appendix B.1, the supremum arising in equation (4.8) can be taken only over cq states.

Now define the unitary

$$
U_{XX'} := \sum_{x',x} |x - x'\rangle \langle x|_{X} \otimes |x'\rangle_{X'} |\xi_{x'}\rangle_{X'B'},
$$

where arithmetic inside the ket is taken modulo $|X|$, and observe that $U_{XX'} \otimes \id_B$ leaves the state $\id_X \otimes \sigma_{X'B}$ invariant (here we use the assumption that $\sigma_{X'B}$ is a cq state). Hence, by unitary invariance of $Q_\alpha$, where $Q_\alpha$ is a placeholder for $\tilde{Q}$ or $\tilde{Q}$, we find

$$
Q_\alpha(\rho_{XX'B} |\id_X \otimes \sigma_{X'B})
= Q_\alpha( (U_{XX'} \otimes \id_B) \rho_{XX'B} (U_{XX'}^* \otimes \id_B) |\id_X \otimes \sigma_{X'B})
= Q_\alpha( |0\rangle_0 \otimes \sum_{x,x'} \sqrt{p_x p_{x'}} |x\rangle_{X'} \otimes \tr_{B'} |\xi_{x'}\rangle_{B'B'} \langle \xi_x\rangle_{B'B'} |\id_X \otimes \sigma_{X'B})
= Q_\alpha( \sum_{x,x'} \sqrt{p_x p_{x'}} |x\rangle_{X'} \otimes \tr_{B'} |\xi_{x'}\rangle_{B'B'} \langle \xi_x\rangle_{B'B'} |\sigma_{X'B}) ,
$$
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where we used the multiplicity of the trace under tensor products in the last equality. The claim now follows by a direct application of Corollary 4.2.1 (or more precisely of (4.2) applied to density operators):

$$\widetilde{Q}_\alpha(\rho_{XX'B} \| \text{id}_X \otimes \sigma_{XX'B})$$

$$= \frac{1}{2 - \alpha} \left( \tilde{H}_{1,\alpha}^1(A|B)_\rho + (\alpha - 1) \log |A| \right)$$

This shows inequality (4.10) for cq states $\sigma_{XX'B}$, and hence (4.8). Moreover, we recover inequality (4.9) by setting $\sigma_{XX'B} = \rho_{XX'B}$. 

4.3.2 Relations between min-like entropies

We can use duality relations for conditional entropies (see Lemma 2.5.1) and Corollary 4.3.1 to derive new bounds for conditional min-like entropies.

Lemma 4.3.3. For $\alpha \in [1, 2]$ and $\rho_{AB} \in \mathcal{D}(A \otimes B)$, we have that

$$\tilde{H}_{1,\alpha}^1(A|B)_\rho \leq \frac{1}{2 - \alpha} \left( \tilde{H}_{1,\alpha}^1(A|B)_\rho + (\alpha - 1) \log |A| \right) \quad \text{and} \quad (4.11)$$

$$\tilde{H}_{1,\alpha}^1(A|B)_\rho \leq \frac{1}{2 - \alpha} \left( \tilde{H}_{1,\alpha}^1(A|B)_\rho + (\alpha - 1) \log |A| \right) \quad \text{and} \quad (4.12)$$

Proof. Let $\tau_{ABC}$ be a purification of $\rho_{AB}$ on $A \otimes B \otimes C$, i.e., $\tau_{ABC}$ is a pure state with $\text{tr}_C \tau_{ABC} = \rho_{AB}$. Then, we find

$$\tilde{H}_{1,\alpha}^1(A|B)_\tau = -\tilde{H}_{1,\alpha}^1(A|C)_\tau \leq -\alpha \tilde{H}_{1,\alpha}^1(A|C)_\tau + (\alpha - 1) \log |A|$$

$$= \alpha \tilde{H}_{1,\alpha}^1(A|B)_\tau + (\alpha - 1) \log |A|,$$

where we used Corollary 4.3.1 for the inequality and duality relations in the first and third equality. Similarly, we find

$$\tilde{H}_{1,\alpha}^1(A|B)_\tau = -\tilde{H}_{2,\alpha}^1(A|C)_\tau \quad \text{and} \quad (4.13)$$

$$\leq \frac{1}{2 - \alpha} \left( -\tilde{H}_{2,\alpha}^1(A|C)_\tau + (\alpha - 1) \log |A| \right) \quad \text{and} \quad (4.14)$$

$$= \frac{1}{2 - \alpha} \left( \tilde{H}_{1,\alpha}^1(A|B)_\tau + (\alpha - 1) \log |A| \right), \quad (4.15)$$

*We use the convention that $\frac{1}{\alpha} = \infty$. 

25
where we again used Corollary 4.3.1 for the inequality and duality relations in the first and third equality.

**Corollary 4.3.4.** Let \( \alpha \in [1, 2] \) and \( \rho_{XB} \) be a cq state on \( X \otimes B \), i.e., \( \rho_{XB} = \sum_x p_x |x\rangle\langle x|_X \otimes (\rho_x)_B \) where \( (\rho_x)_B \) are density operators and \( p_x \in [0, 1] \), such that \( \sum_x p_x = 1 \). Then
\[
\tilde{H}_\alpha^1(X|B)_\rho \leq \alpha \tilde{H}_{\frac{1}{2-\alpha}}^1(X|B)_\rho \quad \text{and} \quad \tilde{H}_\alpha^1(X|B)_\rho \leq \frac{1}{2-\alpha} \tilde{H}_{\frac{1}{2-\alpha}}^1(X|B)_\rho. 
\] (4.16)
\[
\tilde{H}_\alpha^1(X|B)_\rho \leq \alpha \tilde{H}_{\frac{1}{2-\alpha}}^1(X|B)_\rho \quad \text{and} \quad \tilde{H}_\alpha^1(X|B)_\rho \leq \frac{1}{2-\alpha} \tilde{H}_{\frac{1}{2-\alpha}}^1(X|B)_\rho. 
\] (4.17)

**Proof.** The proof proceeds analogously to the proof of Lemma 4.3.3, but we can make use of the improved bounds given in Proposition 4.3.2: Let \( \tau_{XX'BB'} = \sum_x \sqrt{p_x} |x\rangle_X |x\rangle_{X'} |\xi_x\rangle_{BB'} \) where \( |\xi_x\rangle_{BB'} \) purifies \( (\rho_x)_B \). The system \( X' \otimes B' \) corresponds to the system \( C \) in the proof of Lemma 4.3.3 and the state on \( X \otimes X' \otimes B' \), i.e., \( \tau_{XX'BB'} \), is a classical-coherent state as required for Proposition 4.3.2 (note that the role of \( B \) and \( B' \) are interchanged here and in the statement of Proposition 4.3.2).

We note that the special case \( \alpha = 2 \) of the inequalities (4.11) and (4.16) was already shown in [38].

### 4.3.3 Equality condition for max-like entropies

In this section, we give a necessary and sufficient condition on a density operator \( \rho_{AB} \), such that the entropies \( s_H^\alpha(A|B)_\rho \) and \( r_H^\alpha(A|B)_\rho \) are equal for \( \alpha \in \left[\frac{1}{2}, 1\right) \).

To derive the necessary condition, let \( \alpha \in (0, 1) \). In the proof of Lemma 1 of [19], it is shown that the optimizer \( \sigma_B^* \) of \( \tilde{H}_\alpha^1(A|B)_\rho = \sup_{\sigma_B \in D(B)} -D_\alpha(\rho_{AB}||id_A \otimes \sigma_B) \) is given by
\[
\sigma_B^* = \frac{\left(\text{tr}_A \rho_{AB}^\alpha\right)^{\frac{1}{\alpha}}}{\text{tr} \left(\text{tr}_A \rho_{AB}^\alpha\right)^{\frac{1}{\alpha}}}. 
\] (4.18)

By the ALT inequality [23, 24], we then find that
\[
\tilde{H}_\alpha^1(A|B)_\rho = -D_\alpha(\rho_{AB}||id_A \otimes \sigma_B^*) \leq \sup_{\sigma_B \in D(B)} -D_\alpha(\rho_{AB}||id_A \otimes \sigma_B). 
\] (4.19)

According to Lemma 4.2.2, a necessary condition for equality in (4.19) is that \( [\rho_{AB}, id_A \otimes \sigma_B^*] = 0 \). Assume now that \( \alpha \in \left[\frac{1}{2}, 1\right) \). To show that this condition is also sufficient for equality in (4.19), it suffices to show that the function \( \sigma_B \mapsto \)
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\[ -\hat{D}_\alpha(\rho_{AB}|\text{id}_A \otimes \sigma_B) \] or equivalently \( \sigma_B \rightarrow \hat{Q}_\alpha(\rho_{AB}|\text{id}_A \otimes \sigma_B) \) attains its global maximum at \( \sigma_B = \sigma_B^* \) if \( [\rho_{AB}, \text{id}_A \otimes \sigma_B^*] = 0 \). The proof of this fact is based on standard derivative techniques, albeit for matrices, and is given in Appendix B.2.

The results are summarized in the following lemma.

**Lemma 4.3.5** (Equality condition for entropies). Let \( \alpha \in \left[ \frac{1}{2}, 1 \right] \), \( \rho_{AB} \) be a density operator and \( \hat{\sigma}_B^* := \text{tr}_A \rho_{AB}^\alpha \). Then, the following are equivalent

1. \( \hat{H}_\alpha^1(A|B)_\rho = \hat{H}_\alpha^1(A|B)_\rho \)

2. \( [\rho_{AB}, \text{id}_A \otimes \hat{\sigma}_B^*] = 0 \).
Chapter 5

Pretty good measures in quantum information theory

5.1 Introduction

In this section we present a unified framework relating pretty good measures often used in quantum information to their optimal counterparts. In particular, this can help to estimate the quality of a pretty good measure. In Section 5.2, we define the “pretty good fidelity” as $F_{\text{pg}}(\rho, \sigma) := \text{tr}\sqrt{\rho\sigma}$. The new bound between the Petz and the minimal quantum Rényi divergence given in Corollary 4.2.1 then implies that the pretty good fidelity is indeed pretty good in that $F_{\text{pg}} \leq F \leq \sqrt{F_{\text{pg}}}$, where $F$ denotes the usual fidelity defined by $F(\rho, \sigma) := \text{tr}(\sqrt{\rho}\sigma\sqrt{\rho})^{1/2}$. Analogous bounds are also known between the pretty good guessing probability and the optimal guessing probability [39] as well as between the pretty good and the optimal achievable singlet fraction [38]. We show that both of these relations follow by the inequality relating the pretty good fidelity and the fidelity. We thus present a unified picture of the relationship between pretty good quantities and their optimal versions. Additionally, we show that the equality condition for the minimal and the Petz divergence given in Lemma 4.2.2 lead to a new necessary and sufficient condition on the optimality of both pretty good measurement and singlet fraction.

Note that “singlet” refers to a maximally entangled state (and not necessarily to the maximally entangled two-qubit state) [38].

1
5.2 Pretty good fidelity

Let $\rho$ and $\sigma$ be two density operators throughout this section. We define the pretty good fidelity of $\rho$ and $\sigma$ by

$$F_{pg}(\rho, \sigma) := \tilde{Q}_1(\rho, \sigma) = \text{tr} \sqrt{\rho} \sqrt{\sigma}.$$  \hspace{1cm} (5.1)

This quantity was called the “quantum affinity” in [40] and is nothing but the fidelity of the “pretty good purification” introduced in [41]: Letting $|\Omega\rangle_{AA'} = \sum_k |k\rangle_A |k\rangle_{A'}$, the canonical purification with respect to $|\Omega\rangle_{AA'}$ of $\rho$ is $|\Psi\rangle_{AA'} = (\sqrt{\rho_A} \otimes \text{id}_{A'}) |\Omega\rangle_{AA'}$, and thus

$$F_{pg}(\rho, \sigma) = \langle \Psi_\rho | \Psi_\sigma \rangle_{AA'}.$$  \hspace{1cm} (5.2)

Recall that the usual fidelity is given by

$$F(\rho, \sigma) := \tilde{Q}_1(\rho, \sigma) = \| \sqrt{\rho} \sqrt{\sigma} \|_1 = \max_{V_{A'}} \langle \Psi_\rho | (\text{id}_A \otimes V_{A'}) | \Psi_\sigma \rangle_{AA'},$$

where the maximum is taken over all unitary operators $V_{A'}$ and the final equality follows from Uhlmann’s theorem [42]. Therefore, it is clear that $F_{pg}(\rho, \sigma) \leq F(\rho, \sigma)$. This can also be seen from the ALT inequality directly (cf. Corollary 4.2.1 for $\alpha = \frac{1}{2}$), and therefore, by Lemma 4.2.2, we have that $F_{pg}(\rho, \sigma) = F(\rho, \sigma)$ if and only if $[\rho, \sigma] = 0$. The reverse ALT inequality implies a bound in the opposite direction; a similar approach using the Hölder inequality is given in [43]. By choosing $\alpha = 1/2$, it follows from Corollary 4.2.1 that the fidelity is also upper bounded by the square root of the pretty good fidelity, i.e.,

$$F_{pg}(\rho, \sigma) \leq F(\rho, \sigma) \leq \sqrt{F_{pg}(\rho, \sigma)}.$$  \hspace{1cm} (5.4)

Hence the pretty good fidelity is indeed pretty good.

Recall that the trace distance between two density operators $\rho$ and $\sigma$ is defined by $\delta(\rho, \sigma) := \frac{1}{2} \| \rho - \sigma \|_1$. An important property of the fidelity is its relation to the trace distance [44]:

$$1 - F(\rho, \sigma) \leq \delta(\rho, \sigma) \leq \sqrt{1 - F(\rho, \sigma)^2}.$$  \hspace{1cm} (5.5)

Indeed, the pretty good fidelity satisfies the same relation:

$$1 - F_{pg}(\rho, \sigma) \leq \delta(\rho, \sigma) \leq \sqrt{1 - F_{pg}(\rho, \sigma)^2}.$$  \hspace{1cm} (5.6)

The upper bound follows immediately by combining the upper bound in (5.5) with the lower bound in (5.4). The lower bound was first shown in [45] (see also [43]).
5.3 Relation to bounds for the pretty good measurement and singlet fraction

In this section we show that together with entropy duality, the relation between fidelity and pretty good fidelity in (5.4) implies the known optimality bounds of the pretty good measurement and the pretty good singlet fraction. Let us first consider the optimal and pretty good singlet fraction. Define

\[ R_{\text{pg}}(A|B)/\rho := \max_{E_{B\to A}} F(\langle \Phi \rangle_{AA'}, (\text{id}_A \otimes E_{B\to A})\rho_{AB})^2, \]

where \( \langle \Phi \rangle_{AA'} = \frac{1}{|A|} \sum_k |k\rangle_A |k\rangle_{A'} \) and the maximization is over all completely positive, trace-preserving maps \( E_{B\to A} \). Formally,

\[ H^1_{\text{x}}(A|B)/\rho = -\log |A| R(A|B)/\rho. \quad (5.8) \]

A “pretty good” map \( E_{\text{pg}} \) was considered in [46], and it was shown that

\[ H^1_{\text{x}}(A|B)/\rho = -\log |A| R_{\text{pg}}(A|B)/\rho, \]

where \( R_{\text{pg}}(A|B)/\rho \) is the overlap obtained by using \( E_{\text{pg}} \). Clearly \( R_{\text{pg}}(A|B)/\rho \leq R(A|B)/\rho \), but the case \( \alpha = 2 \) in (4.11), which comes from (5.4) via entropy duality, implies that we also have

\[ R_{\text{pg}}(A|B)/\rho \equiv R(A|B)/\rho \equiv \sqrt{R_{\text{pg}}(A|B)/\rho}. \quad (5.10) \]

This was also shown in [38]. Note that in the special case where \( \rho_{AB} \) has the form of a Choi state, i.e., \( \text{tr}_B \rho_{AB} = \frac{1}{|A|} \text{id}_A \), this statement also follows from [39].

Now let \( \rho_{XB} = \sum_x p_x |x\rangle_{X} \langle x| \otimes (\rho_x)_{B} \) be a cq state, and consider an observer with access to the system \( B \) who would like to guess the variable \( X \). Denote by \( p_{\text{guess}}(X|B) \) the optimal guessing probability which can be achieved by performing a POVM on the system \( B \). It was shown in [20] that

\[ H^1_{\text{x}}(X|B)/\rho = -\log p_{\text{guess}}(X|B). \]

On the other hand, it is also known that [47]

\[ H^1_{\text{x}}(X|B)/\rho = -\log p_{\text{pg}\text{guess}}^{\text{pg}}(X|B), \]

where \( p_{\text{pg}\text{guess}}^{\text{pg}}(X|B) \) denotes the guessing probability of the pretty good measurement introduced in [48, 49]. (We refer to Appendix A for a description of the pretty
5.4 Optimality conditions for pretty good measures

Our framework also yields a novel optimality condition for the pretty good measures. Supposing $\tau_{ABC}$ is a purification of $\rho_{AB}$, the duality relations for Rényi entropies (cf. Lemma 2.5.1) imply

$$\tilde{H}_{1/2}(A|B)_\tau = \tilde{H}_{1/2}(A|C)_\tau \iff \tilde{H}_{1/2}(A|C)_\tau = \tilde{H}_{1/2}(A|C)_\tau .$$

(5.14)

Applying the equality condition for max-like conditional entropies, using Lemma 4.3.5, we find that the pretty good singlet fraction and pretty good measurement are optimal if and only if

$$\tau_{AC}, \text{id}_A \otimes \hat{\sigma}_C \otimes \xi_C = 0,$$

where

$$\hat{\sigma}_C := \text{tr}_A \sqrt{\tau_{AC}}.$$

Alternately, this specific equality condition ($\alpha = 1/2$) can be established via weak duality of semidefinite programs, as described in Appendix B.3.

As a simple example of optimality of the pretty good singlet fraction, consider the case of a pure bipartite $\rho_{AB}$. Then every purification $\tau_{ABC} = \rho_{AB} \otimes \xi_C$ for some pure $\xi_C$. Thus, $\tau_{AC} = \rho_A \otimes \xi_C$, and it follows immediately that the optimality condition is satisfied. Optimality also holds for arbitrary mixtures of pure states, i.e., for states of the form $\rho_{ABY} = \sum_y q_y |\psi_y\rangle_A |\psi_y\rangle_B \otimes |y\rangle_Y$ with some arbitrary distribution $q_y$, provided both $B$ and $Y$ are used in the entanglement recovery operation. Here any purification takes the form $|\tau\rangle_{ABYY'} = \sum_y \sqrt{q_y} |\psi_y\rangle_A |y\rangle_Y |y\rangle_Y$. Hence, we have that $\tau_{AY'} = \sum_y q_y \text{tr}_B |\psi_y\rangle_A |\psi_y\rangle_B \otimes |y\rangle_Y$, a state in which $Y'$ is classical, for which it is easy to see that the optimality condition holds.

The optimality condition for the pretty good measurement can be simplified using the classical coherent nature of the state $\tau_{AC}$, which results in a condition formulated in terms of the Gram matrix. Suppose $\rho_{X'B} = \sum_x p_x |x\rangle_X \otimes (\rho_x)_B$ describes the ensemble of mixed states $(\rho_x)_B$, for which a natural purification is given by

$$|\tau\rangle_{XX'BB'} = \sum_x \sqrt{p_x} |x\rangle_X |x\rangle_X' |\xi_x\rangle_{BB'} ,$$

(5.15)
where $|\xi_x\rangle_{BB'}$ denotes a purification of $(\rho_x)_B$. Then we define the (generalized) Gram matrix $G$

$$G_{X'B'} := \sum_{x,x'} \sqrt{p_x p_{x'}} |x\rangle \langle x'|_{X'} \otimes \text{tr}_B |\xi_x\rangle \langle \xi_{x'}|_{BB'} .$$

(5.16)

This definition reverts to the usual Gram matrix when the states $(\rho_x)_B$ are pure and system $B'$ is trivial. Observe that we are in the setting of Proposition 4.3.2; using the unitary $U_{XX'}$ introduced in its proof, we find that $(U_{XX'} \otimes \text{id}_{B'}) \tau_{XX'B'} (U_{XX'}^* \otimes \text{id}_{B'}) = |0\rangle \langle 0|_X \otimes G_{X'B'}$. Hence, $\sqrt{\tau_{XX'B'}} = (U_{XX'}^* \otimes \text{id}_{B'}) (|0\rangle \langle 0|_X \otimes \sqrt{G_{X'B'}}) (U_{XX'} \otimes \text{id}_{B'})$ and a further calculation shows that $\text{tr}_X \sqrt{\tau_{XX'B'}} = \hat{\sigma}_{X'B'}$ , with

$$\hat{\sigma}_{X'B'} := \sum_x |x\rangle \langle x|_{X'} \otimes \sqrt{G_{X'B'}} |x\rangle_{X'} .$$

(5.17)

Note that $[M, N] = 0$ is equivalent to $[UM^*, U N U^*] = 0$ for any square matrices $M, N$ and any unitary $U$. Therefore, we find that the equality condition $[\tau_{XX'B'}, \text{id}_X \otimes \hat{\sigma}_{X'B'}] = 0$ is equivalent to $[|0\rangle \langle 0|_X \otimes G_{X'B'}, \text{id}_X \otimes \hat{\sigma}_{X'B'}] = [G_{X'B'}, \hat{\sigma}_{X'B'}] = 0$. Thus we have shown the following result:

**Lemma 5.4.1** (Optimality condition for the pretty good measurement). *The pretty good measurement is optimal for distinguishing states in the ensemble $\{p_x, \rho_x\}$ if and only if $[G_{X'B'}, \hat{\sigma}_{X'B'}] = 0$.*

In the case of distinguishing pure states, we recover Theorem 2 of [50] (which was first shown in [51]). To see this, observe that $B'$ is now trivial and $G_{X'}$ is the usual Gram matrix. Moreover, $\hat{\sigma}_{X'}$ is now the diagonal of the square root of $G_{X'}$, and the commutation condition of Lemma 5.4.1 becomes $[G_{X'}, \hat{\sigma}_{X'}] = 0$, which is equivalent to the condition in equation (11) of [50] (in the case of the pretty good measurement). Reformulating what it means for the Gram matrix $G_{X'}$ to commute with the diagonal matrix $\hat{\sigma}_{X'}$ then leads to Theorem 3 of [50].

### 5.5 Conclusion

The bound between the minimal and the Petz divergence given in Corollary 4.2.1 leads to an elegant unified framework of pretty good constructions in quantum information theory, and the ALT equality condition leads to a simple necessary and sufficient condition for their optimality. Previously it was observed that the min entropy $\tilde{H}_X$ characterizes optimal measurement and singlet fraction, while $\tilde{H}_2$ is
the “pretty good min entropy” since it characterizes pretty good measurement and
singlet fraction. On the other hand, we can think of $\tilde{H}_{1/2}$ as the “pretty good max
entropy” since it is based on the pretty good fidelity instead of the (usual) fidelity
itself as in the max entropy $H_{1/2}$. Entropy duality then beautifully links the two,
as the (pretty good) max entropy is dual to the (pretty good) min entropy, and the
known optimality bounds can be seen to stem from the lower bound on the pretty
good fidelity in (5.4). Indeed, that such a unified picture might be possible was
the original inspiration to look for a reverse ALT inequality of the form given in
Theorem 3.4.2. It is also interesting to note that both the pretty good min and max
entropies appear in achievability proofs of information processing tasks, the former
in randomness extraction against quantum adversaries [52] and the latter in the data
compression with quantum side information [53].
Appendix A

Pretty good measurement

In this appendix, we give some additional information about the pretty good measurement, completing the discussion in the preface. Let us first formalize our goal: Fix a set of density operators \( \{ \rho_x \} \) on a quantum system \( B \) and a discrete probability distribution \( P_X \) with finite support. Alice chooses an \( x \) with probability \( P_X(x) =: p_x \) and prepares the corresponding state \( \rho_x \) on the system \( B \). Bob has access to system \( B \) and wants to find out which \( x \) has been chosen by Alice. We can summarize the information from the point of view of Bob in the following cq state \( \rho_{XB} = \sum_x p_x |x\rangle \langle x|_X \otimes (\rho_x)_B \). The measurement performed by Bob can be described by POVM elements \( \Lambda := \{ \Lambda_x \} \) on the system \( B \). Then, the probability that Bob guesses correctly in the case that Alice has chosen \( x \) is given by \( \text{tr} \Lambda_x \rho_x \), and hence, the unconditioned success probability (using the POVM \( \Lambda \)) is \( p^\Lambda_{\text{guess}}(X|B) := \sum_x P_X(x) \text{tr} \Lambda_x \rho_x \). Therefore, our goal is to find the POVM elements \( \Lambda_x \) that maximize \( p^\Lambda_{\text{guess}}(X|B) \). We define

\[
p_{\text{guess}}(X|B) := \max_{\Lambda_x} \sum_x P_X(x) \text{tr} \Lambda_x \rho_x . \tag{A.1}
\]

Unfortunately, it turns out that this optimization problem is not easy to solve in general. However, a different approach was taken in [48, 49]. Indeed, they defined the pretty good POVM elements

\[
\Lambda_x^{\text{pg}} := P_X(x) \hat{\rho}^{-\frac{1}{2}} \rho_x \hat{\rho}^{-\frac{1}{2}}, \tag{A.2}
\]

where we set \( \hat{\rho} := \sum_x P_X(x) \rho_x \). Then, the pretty good success probability is given by

\[
p^{\text{pg}}_{\text{guess}}(X|B) := \sum_x P_X(x) \text{tr} \Lambda_x^{\text{pg}} \rho_x . \tag{A.3}
\]
It turns out that the choice $\Lambda_x = \Lambda_x^{pg}$ is indeed pretty good in that $p_{\text{guess}}(X|B)$ is bounded from below and above in terms of $p_{\text{pg}}^{\text{guess}}(X|B)$ (cf. (5.13) for the exact statement). These bounds follow elegantly in the framework of this thesis as discussed in detail in Chapter 5.
Appendix B

Technical results

B.1 Optimal marginals for classically coherent states

This appendix details the argument that cq states are optimal in the conditional entropy expressions for classically coherent states. Following the approach taken in [54, Lemma A.1] to establish a similar result for the smooth min entropy, we can show the following lemma.

Lemma B.1.1. Let \( |\psi\rangle_{XX'BB'} = \sum_x \sqrt{p_x} |x\rangle_X |x\rangle_{X'} |\xi_x\rangle_{BB'} \) be a pure state on \( X \otimes X' \otimes B \otimes B' \), where \( p_x \in [0, 1] \) with \( \sum_x p_x = 1 \), and \( X' \approx X \). Let \( Q_\alpha \) be a placeholder for \( \bar{Q}_\alpha \) or \( \hat{Q}_\alpha \). Then, for any density operator \( \sigma_{X'B} \), we have that

\[
Q_\alpha(\rho_{XX'B}) \leq Q_\alpha(\rho_{XX'B} | id_X \otimes \sigma_{X'B}) \quad \text{for } \alpha \in [\frac{1}{2}, 1),
\]

where \( \sigma_{X'B}^\alpha := \sum_x |x\rangle_{X'} \langle x| \otimes |x\rangle_{X'} \langle x|_{X'} \).

Proof. Let \( P_{XX'} = \sum_x |x\rangle_{X} \langle x| \otimes |x\rangle_{X'} \langle x|_{X'} \) and define the quantum channel \( E \) from \( X \otimes X' \) to itself by \( E(\cdot) := P_{XX'}(\cdot)P_{XX'} + (id_{XX'} - P_{XX'})(\cdot)(id_{XX'} - P_{XX'}) \). Since \( P_{XX'} |\psi\rangle_{XX'BB'} = |\psi\rangle_{XX'BB'} \), \( E_{XX'} \otimes I_B \) leaves the density operator \( \rho_{XX'B} \) invariant. By the DPI we then have, for \( \alpha \in [\frac{1}{2}, 1) \),

\[
Q_\alpha(\rho_{XX'B} | id_X \otimes \sigma_{X'}) \leq Q_\alpha(\rho_{XX'B} | id_X \otimes \sigma_{X'B})
\]

By the DPI we then have, for \( \alpha \in [\frac{1}{2}, 1) \),

\[
\leq Q_\alpha(\rho_{XX'B} | E_{XX'} \otimes I_B (id_X \otimes \sigma_{X'}) (P_{XX'} \otimes id_B))
\]

\[
= Q_\alpha(\rho_{XX'B} | (P_{XX'} \otimes id_B)(id_X \otimes \sigma_{X'}) (P_{XX'} \otimes id_B)).
\]

In (B.4) we use the fact that \( Q_\alpha \) is indifferent to parts of its second argument which are not contained in the support of its first argument. Observe that \( (P_{XX'} \otimes id_B)(id_X \otimes \sigma_{X'}) (P_{XX'} \otimes id_B) = \sum_x |x\rangle \langle x| \otimes |x\rangle \langle x| \sigma_{X'B} \sigma_{X'B}) \).
B.2 Sufficient condition for equality of max-like entropies

In this appendix, we show that, for \( \alpha \in \left[ \frac{1}{2}, 1 \right) \), the function \( f_\alpha : D(A) \ni \sigma_A \mapsto \tilde{Q}_\alpha(\rho_{AB} \otimes \sigma_A) \) attains its global maximum at \( \sigma_A = \sigma_{A1} \) if \( [\rho_{AB}, \sigma_A] = 0 \). We use the notation of Section 4.3.3. The following lemma is similar to Lemma 5.1 of [55].

**Lemma B.2.1.** Let \( I \subset \mathbb{R} \) be open and \( t_0 \in I \). Let \( A(t) \) be a matrix whose entries are smooth functions of \( t \in I \) and \( A(t) > 0 \) for all \( t \in I \). Further, let \( B \) be a matrix such that \( [B, A(t_0)] = 0 \). Then,

\[
\frac{d}{dt} \bigg|_{t=t_0} \text{Tr} BA(t)^r = r \text{Tr} BA(t_0)^{r-1} A'(t_0) \quad \text{for} \quad r \in \mathbb{R}, \tag{B.5}
\]

where \( A'(t_0) := \frac{d}{dt} \bigg|_{t=t_0} A(t) \).

**Proof.** Note that it is straightforward to adapt Theorem 3.5 of [55] to the complex case. Therefore, by setting \( \alpha = 0 \) in the equation (26) of [55], we find that

\[
\frac{d}{dt} \bigg|_{t=t_0} \text{Tr} BA(t)^r = r \text{Tr} BA'(t_0)A(t_0)^{r-1} + r \text{Tr} BH_{0,r}A(t_0)^{r-1}, \tag{B.6}
\]

where \( H_{0,r} \) is defined in equation (27) of [55]. Since \( [A(t_0), B] = 0 \), a short calculation shows that \( \text{Tr} BH_{0,r}A(t_0)^{r-1} = 0 \). \( \square \)

**Lemma B.2.2.** Set \( I = (-\delta, \delta) \subset \mathbb{R} \) for some \( \delta > 0 \) and let \( A(t) \) be a matrix whose entries are smooth functions of \( t \in I \) and \( A(t) > 0 \) for all \( t \in I \). For \( B \) a density operator such that \( [B, A(0)] = 0 \),

\[
\frac{d}{dt} \bigg|_{t=0} \tilde{Q}_\alpha(B\|A(t)) = (1 - \alpha) \text{Re} \text{Tr} B^\alpha A(0)^{-\alpha} A'(0) \quad \text{for} \quad \alpha \in (0, 1), \tag{B.7}
\]

where \( A'(t_0) := \frac{d}{dt} \bigg|_{t=t_0} A(t) \) for \( t_0 \in I \).

**Proof.** To simplify the notation, let us define \( \beta := \frac{1-\alpha}{2\alpha} \). We set \( B_\varepsilon := B + \varepsilon \text{id} > 0 \) for some \( \varepsilon > 0 \). Using Lemma B.2.1 (with \( A = A(t)^\beta B_\varepsilon A(t)^\beta \) and \( B = \text{id} \),

we find
\[ \frac{d}{dt} \left. \right|_{t=t_0} \frac{1}{\alpha} \text{tr} \left( A(t)^\beta B \hat{A}(t) \right)^\alpha = \alpha \frac{d}{dt} \left. \right|_{t=t_0} \text{tr} \left( A(t)^\beta B \hat{A}(t) \right)^\alpha \]
\[ = \alpha \text{tr} \left( A(t_0)^\beta B \hat{A}(t_0) \right)^{\alpha-1} \left\{ \frac{d}{dt} \left. \right|_{t=t_0} A(t)^\beta B \hat{A}(t) \right\} + A(t_0)^\beta B \frac{d}{dt} \left. \right|_{t=t_0} A(t)^\beta. \]

This can be simplified by noting that for any Hermitian matrix $H$ and any matrix $C$,
\[ \text{tr} H(C + C^*) = \text{tr} HC + \text{tr} HC^* \]
\[ = \text{tr} HC + \text{tr} H^*C^* \]
\[ = \text{tr} HC + (\text{tr} HC)^* \]
\[ = 2 \text{Re} \text{tr} HC. \]

Using this we obtain
\[ \frac{d}{dt} \left. \right|_{t=t_0} \tilde{Q}_\alpha(B \| A(t)) \]
\[ = 2\alpha \text{Re} \text{tr} \left( A(t_0)^\beta B \hat{A}(t_0) \right)^{\alpha-1} \left\{ \frac{d}{dt} \left. \right|_{t=t_0} A(t)^\beta B \hat{A}(t) \right\} + A(t_0)^\beta B \frac{d}{dt} \left. \right|_{t=t_0} A(t)^\beta. \]

Taking the limit $\varepsilon \to 0$ yields
\[ \lim_{\varepsilon \to 0} \frac{d}{dt} \left. \right|_{t=t_0} \tilde{Q}_\alpha(B \| A(t)) = 2\alpha \text{Re} \text{tr} A(t_0)^{-\beta} \left( A(t_0)^\beta B \hat{A}(t_0) \right)^\alpha \left\{ \frac{d}{dt} \left. \right|_{t=t_0} A(t)^\beta \right\}. \]

At $t_0 = 0$ the righthand side can be simplified by again making use of Lemma B.2.1 as well as $[A(0), B] = 0$:
\[ \lim_{\varepsilon \to 0} \frac{d}{dt} \left. \right|_{t=0} \tilde{Q}_\alpha(B \| A(t)) = 2\alpha \text{Re} \text{tr} B^\alpha A(0)^{\beta(2\alpha-1)} \left\{ \frac{d}{dt} \left. \right|_{t=0} A(t)^\beta \right\} \]
\[ = (1 - \alpha) \text{Re} \text{tr} B^\alpha A(0)^{-\alpha} A'(0). \]

It remains to be shown that the limit can be interchanged with the derivative. This follows if we ensure that \[ \frac{d}{dt} \left. \right|_{t=t_0} \tilde{Q}_\alpha(B \| A(t)) \] converges uniformly in $t_0$.
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$[-\delta/2, \delta/2]$ for $\varepsilon \to 0$. To show uniform convergence, it suffices to show

$$\lim_{\varepsilon \to 0} \sup_{t_0 \in [-\delta/2, \delta/2]} \left\| A(t_0)^{-\beta} \left[ \left( A(t_0)^{\beta} B \right. \right. \right.$$ 

$$\left. \left. \left. A(t_0)^{\beta} A(t_0)^{\beta} \right) \right]^\alpha - \left( A(t_0)^{\beta} B A(t_0)^{\beta} \right)^\alpha \right\|_1$$ 

$$- \left( A(t_0)^{\beta} B A(t_0)^{\beta} \right)^\alpha \frac{d}{dt} \bigg|_{t=t_0} A(t)^\beta \bigg|_1 = 0,$$

where we used that $|\text{tr}(M)| \leq \|M\|_1$ for any square matrix $M$ (see, e.g., [22, Exercise IV 2.12]). By the generalized Hölder inequality for matrices (cf. Corollary 3.3.3), we find that it is enough to show that

$$\lim_{\varepsilon \to 0} \sup_{t_0 \in [-\delta/2, \delta/2]} \left\| \left( A(t_0)^{\beta} B \right. \right.$$ 

$$\left. \left. \left. A(t_0)^{\beta} \right) \right|^\alpha - \left( A(t_0)^{\beta} B A(t_0)^{\beta} \right)^\alpha \right\|_1$$ 

$$\left\| A(t_0)^{-\beta} \right\|_\infty \left\| \frac{d}{dt} \bigg|_{t=t_0} A(t)^\beta \bigg|_1 = 0.$$

Note that the infinity-norm terms are bounded on the compact interval $t_0 \in [-\delta/2, \delta/2]$, as $A(t)^\beta$ is continuously differentiable for $A(t) > 0$. Thus, we need only show that

$$\lim_{\varepsilon \to 0} \sup_{t_0 \in [-\delta/2, \delta/2]} \left\| \left( A(t_0)^{\beta} B \right. \right.$$ 

$$\left. \left. \left. A(t_0)^{\beta} \right) \right|^\alpha - \left( A(t_0)^{\beta} B A(t_0)^{\beta} \right)^\alpha \right\|_1 = 0. \quad (B.8)$$

Since $t \rightarrow t^\alpha$ is operator monotone for $\alpha \in [0, 1]$ (Löwner’s theorem [56]), the matrix inside the trace norm is positive, and hence (B.8) is equivalent to

$$\lim_{\varepsilon \to 0} \sup_{t_0 \in [-\delta/2, \delta/2]} \left\| \left( A(t_0)^{\beta} B \right. \right.$$ 

$$\left. \left. \left. A(t_0)^{\beta} \right) \right|^\alpha - \left( A(t_0)^{\beta} B A(t_0)^{\beta} \right)^\alpha \right\|_1 = 0. \quad (B.9)$$

Note that $\varepsilon \mapsto \left\| \left( A(t_0)^{\beta} B \right. \right.$ 

$$\left. \left. \left. A(t_0)^{\beta} \right) \right|^\alpha \right\|_1$$ is monotonically decreasing (again by Löwner’s theorem). Then, by Dini’s theorem, it converges uniformly to $\left\| \left( A(t_0)^{\beta} B A(t_0)^{\beta} \right)^\alpha \right\|_1$, which proves (B.9), and hence the desired uniformity of the convergence. \hfill \Box

We are now ready to calculate the derivative of the function $f_\alpha$ at $\sigma_B = \sigma_B^\ast$.

**Lemma B.2.3.** Let $\alpha \in [\frac{1}{2}, 1)$ and $\rho_{AB} \in \mathcal{D}(A \otimes B)$ be such that $\left[ \rho_{AB}, \text{id}_A \otimes \sigma_B^\ast \right] = 0$. Then the function $f_\alpha : \mathcal{D}(B) \ni \sigma_B \mapsto \tilde{Q}_\alpha(\rho_{AB} \| \text{id}_A \otimes \sigma_B)$ attains its global maximum at $\sigma_B^\ast$ as defined in (4.18).

**Proof.** First consider the case $\rho_{AB} > 0$ for simplicity; we return to the rank-deficient case below. Since $(\rho, \sigma) \mapsto \tilde{Q}_\alpha(\rho\|\sigma)$ is jointly concave [13, 14], the function $f_\alpha : \mathcal{D}(B) \ni \sigma_B \mapsto \tilde{Q}_\alpha(\rho_{AB} \| \text{id}_A \otimes \sigma_B)$ is concave. As $\mathcal{D}(B)$ is a
convex set, it suffices to show that $f_\alpha$ has an extreme point at $\sigma_B^*$ (which is then also a global maximum). Observe that $\sigma_B^* > 0$ by definition, and therefore all states $\sigma_B(t)$ along arbitrary paths of states through $\sigma_B(0) = \sigma_B^*$ have full rank for all $t$ sufficiently close to zero. Thus, we may use Lemma B.2.2 to compute the derivative along any such path and find
\[
\frac{d}{dt}\big|_{t=0} \bar{Q}_\alpha(\rho_{AB} \| \text{id}_A \otimes \sigma_B(t)) = (1 - \alpha) \text{Re} \text{tr} \left( \rho_{AB}^\alpha (\text{id}_A \otimes \sigma_B^*)^{-\alpha} \left( \text{id}_A \otimes \frac{d}{dt}\big|_{t=0} \sigma_B(t) \right) \right) = (1 - \alpha) \text{Re} \text{tr} \left( \text{tr}_A \left( \rho_{AB}^\alpha \right) (\sigma_B^*)^{-\alpha} \frac{d}{dt}\big|_{t=0} \sigma_B(t) \right) = 0.
\]
Therefore $\sigma_B^*$ is the optimizer in this case.

For $\rho_{AB}$ not strictly positive, we can restrict the set of marginal states $\sigma_B$ to the support of $\sigma_B^*$ and replay the above argument. To see this, first observe that the support of $\sigma_B^*$ is the same as that of $\rho_B$. Furthermore, as noted in [7], the DPI for $D_\alpha$ implies that the maximum of $f_\alpha$ is always attained at a density matrix $\sigma_B^*$ satisfying $\sigma_B^* \ll \rho_B$. Therefore, we can restrict the domain of the function $f_\alpha$ to the set $\mathcal{P}(B) := \{\sigma_B \in \mathcal{D}(B) : \sigma_B \ll \sigma_B^*\}$. Now observe that $\text{ker}(\text{id}_A \otimes \sigma_B^*) \subseteq \text{ker}(\rho_{AB})$. For any $|\psi\rangle_B$ we have $\langle \psi| \rho_B |\psi\rangle_B = \sum_k \langle k|_A \langle \psi|_B \rho_{AB} |k\rangle_A |\psi\rangle_B$. By positivity of $\rho_{AB} \geq 0$, each $|\psi\rangle_B \in \text{ker}(\sigma_B^*) = \text{ker}(\rho_{AB})$ leads to a set of states $|k\rangle_A \otimes |\psi\rangle_B \in \text{ker}(\rho_{AB})$. This implies that projecting $\rho_{AB}$ to the support of $\text{id}_A \otimes \sigma_B^*$ has no effect on $\bar{Q}_\alpha$. Hence, we can restrict all operators in the problem to this subspace, where again all states in $\mathcal{P}(B)$ sufficiently close to $\sigma_B^*$ have full rank.

**B.3 Optimality condition via semidefinite programming**

Here we derive the optimality condition for pretty good measures via weak duality of semidefinite programs. In terms of fidelity and pretty good fidelity, the optimality condition in (5.14) reads
\[
F_{pg}(\tau_{AC}, \text{id}_A \otimes \sigma_C^*) = \sup_{\sigma \in \mathcal{D}(C)} F(\tau_{AC}, \text{id}_A \otimes \sigma_C^*) = \sup_{\sigma \in \mathcal{D}(C)} F(\tau_{AC}, \text{id}_A \otimes \sigma_C),
\]
where $\sigma_C^*$ is as in (4.18) with $\alpha = 1/2$. Lemma 4.2.2 implies that $[\tau_{AC}, \text{id}_A \otimes \sigma_C^*] = 0$ is necessary for (B.10) to hold. Sufficiency, meanwhile, is the statement that $\sigma_C^*$ is the optimizer on the righthand side. We can show this by formulating the
optimization as a semidefinite program and finding a matching upper bound using the dual program.

In particular, following [57], the optimal value of the (primal) semidefinite program

\[
\gamma = \sup \operatorname{tr} W_{A''A'C'} \tau_{A''A'C'} \\
\text{s.t.} \quad \tau_{A''A'C'} W_{A''A'C'} \leq \operatorname{id}_A \otimes \sigma_C \\
\operatorname{tr} \sigma_C \leq 1 \\
W_{A''A'C'}, \sigma_C \geq 0,
\]

satisfies \( \gamma = \sup_{\sigma \in D(C)} F(\tau_{AC}, \operatorname{id}_A \otimes \sigma_C)^2 \). Here \( A' \simeq A, C' \simeq C \), and we take \( \tau_{A''A'C'} \) to be the canonical purification of \( \tau_{AC} \) as in Section 5.2. Using Watrous’s general form for semidefinite programs we can easily derive the dual, which turns out to be

\[
\beta = \inf \mu \\
\text{s.t.} \quad Z_{AC} \otimes \operatorname{id}_{A'C'} \geq \tau_{A''A'C'} \\
\mu \operatorname{id}_C \geq \operatorname{tr}_A Z_{AC} \\
\mu, Z_{AC} \geq 0.
\]

By weak duality \( \gamma \leq \beta \), but the following choice of \( \mu \) and \( Z_{AC} \) gives \( \beta = F_{\Pr}(\tau_{AC}, \operatorname{id}_A \otimes \sigma_C^*)^2 \) and therefore (B.10):

\[
\mu^* = \left( \operatorname{tr} \sqrt{\tau_{AC} \sqrt{\operatorname{id}_A \otimes \sigma_C^*}} \right)^2 \quad \text{and} \\
Z^*_{AC} = \operatorname{tr} \left( \sqrt{\tau_{AC} \sqrt{\operatorname{id}_A \otimes \sigma_C^*}} \right)^{1/2} \left( \sqrt{\tau_{AC} \sqrt{\operatorname{id}_A \otimes \sigma_C^*}} \right)^{-1/2}.
\]

Here the inverse of \( \operatorname{id}_A \otimes \sigma_C^* \) is taken on its support. To see that the first feasibility constraint is satisfied, start with the operator inequality

\[
\operatorname{id}_{A''A'C'} \operatorname{tr} \sqrt{\tau_{AC} \sqrt{\operatorname{id}_A \otimes \sigma_C^*}} \geq \left( \tau_{AC}^{1/4} (\operatorname{id}_A \otimes \sigma_C^*)^{1/4} \otimes \operatorname{id}_{A'C'} \right) \Omega_{A''A'C'}
\]

\[
\left( \tau_{AC}^{1/4} (\operatorname{id}_A \otimes \sigma_C^*)^{1/4} \otimes \operatorname{id}_{A'C'} \right),
\]

which holds because the righthand side is the canonical purification of the positive operator \( \sqrt{\tau_{AC} \sqrt{\operatorname{id}_A \otimes \sigma_C^*}} \) and the trace factor on the left is its normalization. Conjugating both sides by \( \tau_{AC}^{1/4} (\operatorname{id}_A \otimes \sigma_C^*)^{-1/4} \otimes \operatorname{id}_{A'C'} \) preserves the positivity ordering and gives

\[
\operatorname{tr} \left( \sqrt{\tau_{AC} \sqrt{\operatorname{id}_A \otimes \sigma_C^*}} \right)^{1/2} \left( \sqrt{\tau_{AC} \sqrt{\operatorname{id}_A \otimes \sigma_C^*}} \right)^{-1/2} \otimes \operatorname{id}_{A'C'} \\
geq \left( \tau_{AC}^{1/2} \otimes \operatorname{id}_{A'C'} \right) \Omega_{A''A'C'} \left( \tau_{AC}^{1/2} \otimes \operatorname{id}_{A'C'} \right),
\]

(B.15)
where we used that $\ker(id_A \otimes \sigma_C^*) \subseteq \ker(\tau_{AC})$ (just as in the proof of Lemma B.2.3), ensuring that $\tau_{AC}(id_A \otimes \sigma_C^*)^{-1}(id_A \otimes \sigma_C^*) = \tau_{AC}$. Note that inequality (B.15) shows that $Z_{AC}' \otimes id_{AC'} \succeq \tau_{AC}AC'$. Meanwhile, the second constraint is satisfied (with equality in the case where $\sigma_C$ has full rank) because direct calculation shows that $\text{tr}_{A'}(id_A \otimes \sigma_C^*)^{\frac{1}{2}} \leq \text{id_C} \text{tr} \sqrt{\tau_{AC'}} \sqrt{id_A \otimes \sigma_C^*}$. 


Appendix C

Notation and abbreviations

For an overview of the notation for quantum Rényi divergences and quantum conditional Rényi entropies used in this thesis, see Section 2.2 and Section 2.5, respectively. Note also that our notation follows the one of [2].

We use the terms "non-negative operators" and "positive operators" to refer to linear, non-negative or positive operators on a Hilbert space, respectively. For simplicity, we consider only finite dimensional Hilbert spaces throughout this thesis. Therefore, non-negative operators and positive operators can always be viewed as positive semi-definite and positive definite matrices (over the complex numbers), respectively.

Throughout this thesis, taking the inverse of a non-negative operator $\rho$ should be viewed as taking the inverse evaluated only on the support of $\rho$.

Note also that we do not use a specific basis for the logarithm in this thesis. However, the exponential function should be considered as the reverse function of the chosen logarithm.

A list of abbreviations we use is available at Table C.1 and a comprehensive list of symbols can be found in Table C.2. Note that the notation for matrices is also used for operators on Hilbert spaces in this thesis. This causes no confusion, because we work with finite dimensional Hilbert spaces only.
### Table C.1: List of abbreviations

| Abbreviation | Description |
|--------------|-------------|
| CPTP         | Completely positive, trace-preserving (linear map) |
| POVM         | Positive operator valued measure |
| DPI          | Data-processing inequality [cf. (2.4)] |
| ALT          | Araki-Lieb-Thirring (inequality) [cf. Theorem 3.4.1] |
| GT           | Golden-Thompson (inequality) [cf. Theorem 3.5.1] |
| cq           | classical quantum |
Table C.2: Notational conventions for mathematical expressions

| Operators on Hilbert spaces |
|-----------------------------|
| \( \rho, \sigma \) | Typical elements of the set of non-negative operators |
| \( \ker(\rho) \) | Kernel of a non-negative operator \( \rho \) |
| \( \sigma \gg \rho \) | \( \ker(\sigma) \subseteq \ker(\rho) \) |
| \( \mathcal{D}(A) \) | Set of density operators on a quantum system \( A \), i.e., non-negative operators \( \rho \) with \( \text{tr} \rho = 1 \) |
| \( \rho_A \) | Density operator on a quantum system \( A \) |
| \( |A| \) | Dimension of the Hilbert space \( A \) |

| Matrices |
|----------|
| \( \text{Mat}(m,n) \) | Complex \( m \times n \) matrices |
| \( \text{U}(n) \) | Unitary \( n \times n \) matrices |
| \( A^\dagger \) | Conjugate transpose of a matrix \( A \in \text{Mat}(n,n) \) |
| \( A \geq 0 \) | The matrix \( A \) is positive semi-definite |
| \( A > 0 \) | The matrix \( A \) is positive definite |
| \( A \#_\alpha B \) | \( A^\dagger \left(A^{-\frac{\alpha}{2}}BA^{-\frac{1}{2}}\right)^\alpha A^\dagger \) (for \( A, B > 0 \)) |
| \( [A, B] \) | \( AB - BA \) [Commutator] |

| Norms |
|-------|
| \( |A| \) | \( \sqrt{AA^\dagger} \) for any \( A \in \text{Mat}(n,n) \) |
| \( \|\cdot\|_p \) | Schatten \( p \)-quasi-norm (cf. Section 3.2) |
| \( \|\cdot\| \) | Any unitarily invariant norm (cf. Definition 3.3.1) |
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