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Abstract

In this paper we provide an alternative approach to the works of the physicists S. Cocco and R. Monasson about a model of DNA molecules. The aim is to predict the sequence of bases by mechanical stimulations. The model described by the physicists is a stopped birth and death process with unknown transition probabilities. We consider two models, a discrete in time and a continuous in time, as general as possible. We show that explicit formula can be obtained for the probability to be wrong for a given estimator, and apply it to evaluate the quality of the prediction. Also we add some generalizations comparing to the initial model allowing us to answer some questions asked by the physicists.

1 Introduction

1.1 The physical approach

In this introduction we first summarize some ideas and results of the works of V. Baldazzi, S. Cocco, E. Marinari and R. Monasson ([3], [4]), and S. Cocco and R. Monasson [7] who are interested in a method for DNA molecules sequencing. They study a mechanical way, described below, instead of traditional bio-chemical or gel electrophoresis technics. The experiments for mechanical unzipping were first realized by Bockelmann, Helsort and coworkers.
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The principle is based on the fact that the link strength between two bases of a given pair depends on whether it is a $C \equiv G$ or a $A - T$ (see Figure 1). Indeed the link $A - T$ is weaker for biochemical reasons than the link $C \equiv G$. Moreover, there are also some stacking effects between adjacent bases, that is to say, the force needed to break, for example, the link $C \equiv G$ is different if the $C$ is following by a $A$, or a $T$. This last factor is not negligible (see the table below) and therefore must be taken into account if we want the model to be as sharp as possible.

We now give a brief description of the experiment (for more details see [3]), the extremities of the DNA molecule are stretched apart under a force $f$. The force $f$ is chosen large enough in such way that the molecule can

![Figure 1: $X = 5$, $b_1 : C \equiv G$, $b_2 : A - T$](image)

![Figure 2: Binding free energies (units of $k_B T$)](image)
be totally unzipped. However \( f \) is also not too strong so that naturally the molecule rebuilds itself. Though there is back and forth movement of the number of open pair bases, this back and force movement generates a signal which can be measured by biologists. This signal can be modeled by a birth and death process with unknown transition probabilities.

### 1.2 The model

We denote by \( M \) the length of the DNA chain and by \((b_1, b_2, \cdots, b_M)\) the sequence of bases of one of the strand of the molecule. So \( b_i \) is the \( i^{th} \) base which can be either a \( A \), a \( T \), a \( C \) or a \( G \) and the corresponding base of the other strand can be deduced. We consider both a discrete and a continuous time-sequence of the number of open base pairs, the first one is denoted \( X \), the second one \( Y \). We now make the link between \( X \) (and \( Y \)) and \( b \). For this, we define the free energy \( g \) of the molecule when the first \( x \) base pairs are open:

\[
g(x) := \sum_{i=1}^{x} g_0(b_i, b_{i+1}) - x g_1(f) .
\]

There are two different parts: first, \( g_0(b_i, b_{i+1}) \) is the binding energy of the pair \( i \). Note that stacking effects are taken into account: \( g_0 \) depends on the base content \( b_i \) and on the next pair \( b_{i+1} \). The second contribution \( g_1(f) \) is the work to stretch under a force \( f \) the open part of the two strands when one more base pair is opened, in particular \( g_1 \) increases when \( f \) does. Note that \( g_1 \) is known, whereas \( \sum_{i=1}^{x} g_0(b_i, b_{i+1}) \) is unknown as we are looking for the \( b_i \)'s, in fact we assume that the sequence of bases is random. A typical trajectory of \( g \), obtained by numerical simulations, is given in [4] page 7 and looks like Figure 3.

The number of open pairs fluctuates randomly with a distribution directly connected to the difference of the free energy \( g \) between two consecutive base pairs. Therefore it can be represented by a random walk in random environment:

**The discrete case** is defined as follows, assume that the random sequence \( b := (b_x, \ 1 \leq x \leq M) \) is fixed, then the transition probabilities of the number of open pairs are given by: for all \( 1 \leq x \leq M - 1 \),

\[
p_x = \mathbb{P}(X_{+1} = x + 1 | X = x, b) := \frac{1}{1 + \exp (\lambda (g(x) - g(x-1)))}, \quad (1)
\]

where \( \lambda \) is a constant parameter which is proportional to the inverse of the temperature. Also we assume that the first base of the molecule is always
open which means that $p_1 = 1$. Note that the larger is $f$ the greater is the probability to open a new pair. We easily get a simple expression for this probability which is

$$P(X_{x+1} = x+1 | X_x = x, b) = \frac{1}{1 + \exp(\beta \Delta g(b_x, b_{x+1}))},$$

(2)

where we denote

$$\Delta g(b_x, b_{x+1}) := g_0(b_x, b_{x+1}) - g_1(f).$$

(3)

Formula (2) shows that we only need local information on the sequence $b$ to get the transition probability at site $x+1$, and that $X$ can only move forward with probability $p_x$ or backward with probability $1 - p_x$. We discuss about some results on this well known model in the next section. A typical trajectory of $X$, obtained by numerical simulations, looks like Figure 4.

For the continuous time model, the physicists also take into account the time it takes $X$ to go from a site to another. Thus we introduce a second time continuous model $Y$. Given the $g_0$, when $Y$ is at the site $x$, it jumps in $x + 1$ with rate $re^{-\beta g_0(b_x, b_{x+1})}$ and in $x - 1$ with rate $re^{-\beta g_1(f)}$ where $r$ is a constant which value depends on biological parameters. That is, given the DNA sequence $b$, $Y$ is a Markov process with finite state space $\{1, \ldots, M\}$.
killed when it hits $M$ whose transition rates are for $x \geq 2$,

$$p(x, y) = \begin{cases} 
e^{-\beta g_0(b_x,b_y)} & \text{if } y = x + 1, \\ ne^{-\beta g_1(f)} & \text{if } y = x - 1, \\ -r(ne^{-\beta g_0(b_x,b_{x+1})} + ne^{-\beta g_1(f)}) & \text{if } y = x, \\ 0 & \text{otherwise}, \end{cases}$$

and for $x = 1$,

$$p(1, y) = \begin{cases} 
e^{-\beta g_0(b_1,b_2)} & \text{if } y = 2, \\ -ne^{-\beta g_0(b_1,b_2)} & \text{if } y = 1, \\ 0 & \text{otherwise}. \end{cases}$$

The process $Y$ can be represented as the couple $(X,T)$ where $X$ is the sequence of discrete jumps and has the same law as in (1) and $T$ is the sequence of successive times spent in each site between two jumps.

![Figure 4: A typical trajectory of the number of unzipping pairs, $M = 500$.](image)

Moreover, all along the paper, we assume that $g_0$ is injective on the first and second variables : i.e. for all $a \in \{A, T, C, G\}$ the functions

$$g_0(a,.) : \gamma \to g_0(a,\gamma) \text{ and } g_0(.,a) : \gamma \to g_0(\gamma,a)$$

are injective. Note that this hypothesis matches with the experimental values of the energy (see Figure 2).

We describe now briefly some results obtained by the physicists in the continuous time case.
1.3 Some results obtained by the physicists

In their papers [3], [4] and [7], they assume first that there is no stacking effect, considering that \( g_0 \) at site \( x \) is only a function of \( b_x \) and that \( (g_0(b_x), x) \) is a sequence of independent and identically distributed (i.i.d.) random variables. In this case they compute the maximum likelihood estimator for \( b_x \). For a better accuracy they consider several total unzipping instead of a single one, that is to say they look at a sequence of \( R \) independent trajectories \( (Y^{(l)}, l \leq R) \). In a second step they study the decreasing of the probability that this estimator gives a base sequence, and they show that this probability decreases exponentially; for all \( x \leq M \),

\[
P(b_x \neq \hat{b}_x) \leq \exp(-R/R_c(x)).
\]

The constant \( R_c \) is estimated numerically. For the general case (with stacking effects) they use Viterbi algorithm [11] to compute the maximum of likelihood. Then they estimate the probability to be wrong with this estimator by using both analytic and numerical methods, they get a similar result than for the independent case.

After some discussions with S. Cocco and R. Monasson some questions rise: is it possible to get a general and rigorous method which can be applied to all these cases? how the choice of the force can be used in order to improve the results? and what is the difference between the discrete and continuous time model? We study all these questions in the present paper.

1.4 A mathematical point of view

First we would like to recall some basic facts for the discrete time model. If we forget, for the moment, that the state space is finite, \((X_k, k \in \mathbb{N})\) is a random walk on a random environment on \( \mathbb{Z} \) as Solomon defined it in [10]. We know, for example, that for i.i.d. sequence \((g_0(b_x), x)\), if \( g_0(b_1) \) has mean zero and \( g_1 = 0 \), then \( X \) is almost surely recurrent, it is transient on the other case. For the recurrent case, \( X \) is a Sinai’s walk [9], for the transient one, the first study is due to H. Kesten, M.V. Kozlov, F. Spizer [8]. Here we are interested on what a trajectory of the walk can say about the environment, this aspect has not been studied a lot, there is a paper of O. Adelman, N. Enriquez [1] and for the special case of Sinai’s walk a paper of P. Andreoletti [2]. More precisely [2] shows that \( g(x) \) can be estimated from a single trajectory of the walk by studying the asymptotics (in time) of the local time at site \( x \), which is the amount of time the walk spends at this site. However this approach can not be used to give informations on a
particular site, typically on \( g_0(b_x, b_{x+1}) \) for a given \( x \).

To move from Solomon walks to the problem asked by the physicists we have to make a sacrifice, more especially we are no longer interested in asymptotics in time. Indeed if the time goes to infinity that means that either we have to wait a very long time to reach the end of the molecule, or once it is totally unzipped it can move back to the beginning. This last case is not possible because when the end of the molecule is reached then the two separate strands cannot reform the molecule properly. In compensation, we only have to study the processes \( X \) or \( Y \) until they reach \( M \), that is until time

\[
\tau_M = \inf \{ k > 0, X_k = M \}.
\]

So we are interested in the discrete time process \( (X_k, k \leq \tau_M) \) and the continuous one \( Y = (X, T, k \leq \tau_M) \). Note also that \( M \) is the length of the DNA molecule, in term of the number of pairs, which can be big but finite. The other good news is the fact that the DNA molecule can be unzipped a large number of times, we have called this number \( R \), and we will be looking at asymptotics in this variable. Finally we are looking at \( R \) independent trajectories denoted \( (Z^{(l)}_t, 1 \leq l \leq R, 0 \leq t \leq \tau^{(l)}_M) \) of random walks on a same unknown environment \( b \) with \( \tau^{(l)}_M \) the first time the walk \( l \) hits \( M \) (\( Z \) is either \( X \) or \( Y = (X, T) \)). Also we will see that even if we assume that the \( g_0 \) are random, its distribution will not play an important role in our setting, essentially for two reasons the first one is the fact that the state space is finite and the second one is that we are looking at asymptotics in \( R \). The method is based on the fact that, given the trajectory of a random walk (or \( R \) random walks) on an environment \( b \), the probability that a given estimator \( \hat{b} \) gives a good sequence (typically \( \mathbb{P}(b = \hat{b}) \)) depends only on elementary functions of the trajectory of this random walk.

For the **discrete time model**, the important quantities are the number of times \( X \) goes from \( x \) to \( x+1 \) or to \( x-1 \), with \( x \in [1, M-1] \):

\[
L^+_x := \sum_{k=0}^{\tau_M^{(l)}-1} \mathbb{1}_{X_k = x; X_{k+1} = x+1}, \quad L^-_x := \sum_{k=0}^{\tau_M^{(l)}-1} \mathbb{1}_{X_k = x; X_{k+1} = x-1},
\]

\[
L^+_x := \sum_{l=1}^{R} L^+_x^{(l)}, \quad L^-_x := \sum_{l=1}^{R} L^-_x^{(l)}.
\]

For the **continuous time model**, we have also to consider the total time spent in each site until the instant \( \tau^{(l)}_M \) (which is as for the discrete case the hitting
time of $M$ for the processes $X^{(l)}$: for any $x \in [1, M - 1]$,

$$S_x = \sum_{i=0}^{\tau_M^{(l)}} T_i^{(l)} \mathbb{1}_{X_i^{(l)} = x} \quad \text{and} \quad S_R = \sum_{i=0}^{R} S_x^{(l)}.$$

We will denote by $X^R$ ($Y^R$ in the continuous case) the $\sigma$-field generated by the trajectories of the $R$ independent random walks killed when they hit the coordinate $M$. $\mathbb{P}$ denotes the probability distribution of the whole system, whereas $\mathbb{P}^\alpha$ is the probability distribution of the walk for a given sequence of nucleotides $\alpha$. Also $\mathbb{E}^\alpha$ (resp. $\mathbb{V}ar^\alpha$ for the variance) is the expectation associated to $\mathbb{P}^\alpha$.

In Section 2, we start by the estimation base by base, we define the information at site $x$ for both cases and show that the expression of the probability to get a given base at a site $x$ conditionally on the trajectories are a simple function of the information. Then we study the asymptotic (in $R$) of the probability that the maximum likelihood estimator gives a wrong base, we define and study a typical number of unzipping $R_c$ which measures the quality of our prediction. In a second time we are interested in the estimation of the whole molecule, we start with a general expression of the probability to get a specific sequence given the trajectories of $R$ random walks. We show that the global maximum likelihood estimator converges. Then we study the probability to make at least one mistake and then $h$ separate mistakes by considering this estimator. We focus on the continuous case, and just quote the differences with the discrete case.

In Section 3, we study some possible improvements. The first one consists on a local modification of the force in order to trap the system in a specific region. It has a direct effect on the time spent in this region and therefore on the quality of the prediction. For the second one we also modify the force, it is now function of the binding energies, and also of the space. It allows a fast unzipping till the bases we are interested, and a fast decreasing of the probability to be wrong.

\section{Bayes estimator, asymptotics in $R$ and typical number of needed unzipping $R_c$}

Most of the results of this section are based on the fact that we can compute easily the joint distribution $(L_x^{+, (1)}, L_x^{-, (1)}) = L_x^{+, (1)} - 1$, in fact it is not more difficult to get the joint distribution $L^+ := (L_x^{+, (1)}, 1 \leq x \leq M - 2)$ and as
we have not found it in the literature, we first prove the following lemma for one random walk:

**Lemma 2.1.** If we denote $k = (k_x, x \in \{1, \ldots, M - 1\})$ with $k_{M-1} = 1$, then

$$
\mathbb{P}^b(L^+ = k) = \prod_{x=2}^{M-1} \left( \frac{k_x + k_{x-1} - 2}{k_{x-1}} \right) p_x^{k_x}(1 - p_x)^{k_{x-1} - 1}.
$$

In particular, for $x \in \{2, \cdots, M - 1\}$,

$$
\mathbb{P}^b(L^+_x = k_x, L^-_x = k_{x-1}) = \mathbb{P}^b(L^+_x = k_x, L^-_{x-1} = k_{x-1} + 1) = \left( \frac{k_x + k_{x-1} - 1}{k_{x-1}} \right) (1 - p_x)^{k_x-1} (p_x(1 - p_x))^{k_{x-1} - 1}.
$$

(5)

where for simplicity we denote $L^+_x := L^+(1)_x, L^-_x := L^-(1)_x$ and

$$
\frac{1}{p_x} = \frac{1}{\bar{p}_x(b, f)} := \frac{1}{\mathbb{P}^b(A_{x+1}(\tau > \tau_M))} = \sum_{k=x+1}^{M-1} \exp(\beta(g(k) - g(x))) + 1,
$$

(6)

with $\tau_x := \inf\{k > 0, X_k = x\}$. It is then easy to compute the following means and variances

$$
\mathbb{E}^b(L^+_x) = \frac{1}{p_x}, \quad \mathbb{E}^b(L^-_x) = \frac{e^{\beta g(b_x, b_{x+1})}}{\bar{p}_x}, \quad \mathbb{E}^b(S^{(1)}_x) = \frac{e^{\beta g(b_x, b_{x+1})}}{r \bar{p}_x}, \quad \mathbb{E}^b(S^{(1)}_x) = \frac{e^{2\beta g(b_x, b_{x+1}) p_x}}{r^2 \bar{p}_x}.
$$

(7)

**Proof.** Formula (5) of the lemma can easily be obtained by using the Markov property of $X$ for a given sequence $b$, the mean and the variance of $L^+_x$ and $S^{(1)}_x$ are direct consequences. Therefore we just prove the expression of the joint distribution of $L^+$. Define for $n \geq 1$, the event

$$
A_n := \bigcap_{x=n}^{M-1} \{L^+_x = k_x\}
$$

where $k_{M-1} = 1$ (there is always only one jump from $M - 1$ to $M$). Then,

$$
\mathbb{P}^b(L^+ = k) = \mathbb{P}^b(A_1) = \mathbb{P}^b(L^+_1 = k_1 | A_2) \mathbb{P}^b(A_2) = \mathbb{P}^b(L^+_1 = k_1 | L^+_2 = k_2) \mathbb{P}^b(A_2).
$$
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where the second equality comes from the Markov property of the walk \( X \) given \( b \). Formula (5) implies for any \( x \in \{2, \cdots , M - 1\} \),

\[
P^b (L^+_{x-1} = k_{x-1} | L^+_x = k_x) = \left( \frac{k_x + k_{x-1} - 2}{k_x - 1} \right) (1 - p_x)^{k_x - 1} p_x^{k_x},
\]

thus,

\[
P^b (L^+ = k) = \left( \frac{k_2 + k_1 - 2}{k_2 - 1} \right) p_2 (1 - p_2)^{k_1 - 1} P^b (A_2)
\]

and we get the result of Lemma 2.1 recursively. \( \square \)

### 2.1 Prediction site by site

In this section we always assume that \( f \) is constant. Let us begin with a general proposition true for the continuous and the discrete time cases, then we discuss the differences between the two cases. First we define the following function \( i_x \), called local information at site \( x \) of the system, it differs for the two cases. Let \( x \in \{2, \cdots , M - 1\} \) and \((\alpha_{x-1}, \alpha_x, \alpha_{x+1}) \in \{A, T, C, G\}^3\).

**For the discrete case**, the information is defined by

\[
i_x(\alpha_{x-1}, \alpha_x, \alpha_{x+1}) := L^+_x \log (1 + e^{\beta \Delta g(\alpha_x, \alpha_{x+1})}) + L^-_x \log (1 + e^{-\beta \Delta g(\alpha_x, \alpha_{x-1})}) + L^+_x \log (1 + e^{\beta \Delta g(\alpha_{x-1}, \alpha_x)}) + L^-_x \log (1 + e^{-\beta \Delta g(\alpha_{x-1}, \alpha_x)}).
\]

**and for the continuous case**, by

\[
i_x(\alpha_{x-1}, \alpha_x, \alpha_{x+1}) := \frac{\beta g_0(\alpha_x, \alpha_{x+1})}{L^+_x} L^+_x + \frac{e^{-\beta g_0(\alpha_{x-1}, \alpha_x)}}{L^-_x} L^-_x + \frac{e^{-\beta g_0(\alpha_{x-1}, \alpha_x)}}{L^-_x} \log (1 + e^{\beta \Delta g(\alpha_{x-1}, \alpha_x)}).
\]

We are now ready to state the

**Proposition 2.2.** For all \( x \in \{2, \cdots , M - 1\} \), and for \( \alpha_x \in \{A, T, C, G\} \), denoting \( b^x = (b_1, b_2, \cdots , b_{x-1}, b_{x+1}, \cdots , b_{M-1}) \), we have

\[
\mathbb{P} (b_x = \alpha_x | Z^R, b^x) = \frac{\exp(-I_x(\alpha_x, b))}{\sum_{\alpha} \exp(-I_x(\alpha, b))} \tag{8}
\]

where

\[
I_x(u, b) = I_x(u, b)(Z^R) := i_x(b_{x-1}, u, b_{x+1}) - \log \mathbb{P}(b_x = u | b^x),
\]
and $Z^R$ is either $X^R$ for the discrete case or $Y^R$ for the continuous one. The maximum likelihood estimator $\hat{b}_x$ for $b_x$, is given by:

$$\hat{b}_x = \sum_{\alpha_x \in \{A,T,C,G\}} \alpha_x I\left(I_x(\alpha_x, b) = \min_{\bar{\alpha}_x} I_x(\bar{\alpha}_x, b)\right).$$

(9)

Assume that Hypothesis (4) is satisfied then the maximum likelihood estimator converges almost surely to $b_x$. Moreover,

$$\lim_{R \to \infty} -\frac{1}{R} \log \mathbb{P}\left(\hat{b}_x \neq b_x | Z^R, b^x\right) = 1/R_c(x) > 0; \quad (10)$$

$R_c(x)$ is called the typical number of random walks at site $x$. For the discrete case, $\mathbb{P}$-almost surely,

$$\frac{1}{R_c(x)} = \frac{\Delta G^-(b_{x-1})}{\bar{p}_{x-1}} + \frac{\Delta G^+(b_{x+1})}{\bar{p}_x},$$

and for $R$ large enough

$$\frac{1}{R_c(x)} = \Delta G^-(b_{x-1}) \frac{L^+_{x-1|R}}{R} + \frac{\Delta G^+(b_{x+1})}{\bar{p}_x} \frac{L^+_x}{R} + \epsilon_x(R),$$

where $\Delta G^+(b_{x+1})$ and $\Delta G^+(b_{x-1})$ are two positive numbers (see (11)). For the continuous case we get the same expression but replacing the constant $\Delta G^+(b_{x+1})$ (respectively $\Delta G^+(b_{x-1})$) by $\Delta F^+(b_{x+1})$ (respectively $\Delta F^+(b_{x-1})$), see also their expression in (18). Also for the discrete and continuous case we have $\epsilon_x(R) \approx (R \log \log R)^{1/2} L^+_x(R)/R$. We denote $a(R) \approx d(R)$ if there exists a positive bounded number $c$ such that $a(R) = c \ast d(R)$.

We first prove the result and then discuss about the expression of $R_c(x)$.

**Proof.** We only give a proof in the discrete case. Formula (8) is a simple consequence of Bayes formula together with Lemma 2.1 and the expression of $\hat{b}_x$ follows. By the strong law of large number (LLN), $\mathbb{P}^b$-almost surely,

$$\lim_{R \to +\infty} \frac{1}{R} I_x(\alpha_x, b)$$

$$= \frac{1}{\bar{p}_x} \left( \log(1 + e^{\beta \Delta g(\alpha_x, b_{x+1})}) + e^{\beta \Delta g(b_x, b_{x+1})} \log(1 + e^{-\beta \Delta g(\alpha_x, b_{x+1})}) \right) +$$

$$\frac{1}{\bar{p}_{x-1}} \left( \log(1 + e^{\beta \Delta g(b_{x-1}, \alpha_x)}) + e^{\beta \Delta g(b_{x-1}, b_x)} \log(1 + e^{-\beta \Delta g(b_{x-1}, \alpha_x)}) \right).$$
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Recall that $\Delta g$ is defined in (3). As the function

$$x \rightarrow \log(1 + x) + c \log(1 + 1/x)$$

is minimal iff $x = c$, asymptotically the right-hand side of the previous equality is minimal iff $\Delta g(b_{x-1}, \alpha_x) = \Delta g(b_{x-1}, b_x)$ and $\Delta g(\alpha_x, b_{x+1}) = \Delta g(b_x, b_{x+1})$, therefore with Hypothesis (4), $\alpha_x = b_x$ and the estimator $\hat{b}_x$ is almost surely convergent.

Now we are interested in the difference $\lim_{R \to +\infty} \frac{1}{R} (I_x(\hat{b}_x, b) - I_x(\bar{\alpha}_x, b))$, first let us define the function

$$G_a(u) := \log \left( \frac{1 + e^{\beta u}}{1 + e^{\beta a}} \right) + e^{\beta a} \log \left( \frac{1 + e^{-\beta u}}{1 + e^{-\beta a}} \right),$$

notice that $G_a(x)$ is positive for all $x \neq a$ and $G_a(a) = G'_a(a) = 0$. $\mathbb{P}^b$ almost surely for all $\bar{\alpha}_x \neq \hat{b}_x$

$$\lim_{R \to +\infty} \frac{1}{R} (I_x(\hat{b}_x, b) - I_x(\bar{\alpha}_x, b)) = -\frac{1}{p_x} G_{\Delta g(b_x, b_{x+1})}(\Delta g(\bar{\alpha}_x, b_{x+1})) - \frac{1}{p_{x-1}} G_{\Delta g(b_{x-1}, b_x)}(\Delta g(b_{x-1}, \bar{\alpha}_x)),$$

By Hypothesis (4) of local injectivity of $g_0$, we get that $\mathbb{P}^b$-almost surely, for all $\bar{\alpha}_x \neq \hat{b}_x$, $\lim_{R \to +\infty} \frac{1}{R} (I_x(\hat{b}_x, b) - I_x(\bar{\alpha}_x, b))$ is strictly negative. Also notice that

$$\sum_{\bar{\alpha}_x \neq \alpha_x} e^{I_x(\alpha_x, b) - I_x(\bar{\alpha}_x, b)} = e^{I_x(\alpha_x, b) - I_x(\bar{\alpha}_x, b)} \sum_{\bar{\alpha}_x \neq \alpha_x} e^{I_x(\hat{b}_x, b) - I_x(\bar{\alpha}_x, b)}$$

$$= e^{I_x(\alpha_x, b) - I_x(\hat{b}_x, b)} \left( 1 + \sum_{\bar{\alpha}_x \neq \alpha_x} e^{I_x(\hat{b}_x, b) - I_x(\bar{\alpha}_x, b)} \right),$$

therefore we have that $\mathbb{P}^b$-almost surely for $R$ large enough

$$\frac{R}{e^{p_x-1} G_{\Delta g(b_x, b_{x+1})}}(\Delta g(\alpha_x, b_{x+1})) + \frac{R}{p_{x-1}} G_{\Delta g(b_{x-1}, b_x)}(\Delta g(b_{x-1}, \alpha_x)) - e_x(R)$$

$$\leq \sum_{\bar{\alpha}_x \neq \alpha_x} \exp(I_x(\alpha_x, b) - I_x(\bar{\alpha}_x, b))$$

$$\leq 4e^{p_x-1} G_{\Delta g(b_x, b_{x+1})}(\Delta g(\alpha_x, b_{x+1})) + \frac{R}{p_{x-1}} G_{\Delta g(b_{x-1}, b_x)}(\Delta g(b_{x-1}, \alpha_x)) + e_x(R),$$

where $e_x(R)$ is the error we make by using the LLN and by the presence of the log $\mathbb{P}(b_x = u|b^x)$ in the expression of $I$, we examine this term at the end.
of the proof. Now define
\[
\Delta G^+(b_{x+1}) := \max_{\alpha_x \neq b_x} (G_{\Delta g(b_x, b_{x+1})} (\Delta g(\alpha_x, b_{x+1}))),
\]
and finally notice that \( P \left( b_x \neq \hat{b}_x \mid Z^R, b^x \right) \) can be written like
\[
P \left( b_x \neq \hat{b}_x \mid Z^R, b^x \right) = \sum_{\alpha_x \neq b_x} \left( 1 + \sum_{\bar{\alpha}_x \neq \alpha_x} \exp(I_x(\alpha_x, b) - I_x(\bar{\alpha}_x, b)) \right)^{-1},
\]
we get that \( P \) almost surely for \( R \) large enough
\[
- \log \left( 1 + 4e^{\frac{R}{\rho_x} \Delta G^-(b_{x-1}) + \frac{R}{\rho_x} \Delta G^+(b_{x+1}) + \epsilon_x(R)} \right) \leq \log P \left( b_x \neq \hat{b}_x \mid Z^R, b^x \right) \leq \log 4 - \log \left( 1 + e^{\frac{R}{\rho_x} \Delta G^-(b_{x-1}) + \frac{R}{\rho_x} \Delta G^+(b_{x+1}) + \epsilon_x(R)} \right),
\]
that can be written like:
\[
\left| - \log P \left( b_x \neq \hat{b}_x \mid Z^R, b^x \right) + \frac{1}{R \epsilon_x(R)} \right| \leq \frac{e_x(R) + \text{const}}{R},
\]
where "\text{const}" is a constant real number.

To finish the proof we have to study \( e_x(R) \). By the iterated logarithm law (ILL) \( e_x(R) \approx (R \log \log R)^{1/2} (\frac{\text{Var} b \Delta L_x^+(1)}{\rho_x})^{1/2} + (\frac{\text{Var} b \Delta L_x^-(1)}{\rho_x})^{1/2} \) \(- \log P(b_x = u \mid b^x)\) where \( (\frac{\text{Var} b \Delta L_x^+(1)}{\rho_x})^{1/2} \) as well as \( (\frac{\text{Var} b \Delta L_x^-(1)}{\rho_x})^{1/2} \) behaves like \( 1/\rho_x \) (see Lemma 2.1). Then \( e_x(R) \approx \sqrt{R \log \log R/\rho_x} \), this gives the expression of the proposition by using the LLN. Also to move from the result under the measure \( \mathbb{P}^b \) to the result under \( \mathbb{P} \) we just notice that what we get is true for all sequences \( b \).

\( \square \)

Notice that \( 1/R \epsilon_x(R) \) is the rate function in the large deviation theory so the above proposition gives informations on the decrease of the probability
to be wrong.

The discrete case. We have obtained that \( \mathbb{P} \)-almost surely for \( R \) large enough

\[
\frac{1}{R_c(x)} = \frac{1}{p_{x-1}} \Delta G^-(b_{x-1}) + \frac{1}{p_x} \Delta G^+(b_{x+1}),
\]

first note that we want \( \Delta G^-(b_{x-1}) \) and \( \Delta G^+(b_{x+1}) \) as large as possible, unfortunately they may be very small, indeed

\[
G_a(u) = \beta^2 (u-a)^2 \frac{G''_a(a)}{\beta^2} + o(u-a)^2,
\]

thus when the correct energy \( g_0(b_{x-1}, b_x) \) (take for example 1.78 in the table of energies Figure 2) is close to another one (take 1.55) we have

\[
\Delta G^-(b_{x-1}) \approx \beta^2 \min_{\alpha_x \neq b_x} (\Delta g(b_{x-1}, \alpha_x) - \Delta g(b_{x-1}, b_x))^2
\]

\[
= \beta^2 \min_{\alpha_x \neq b_x} \left( g_0(b_{x-1}, \alpha_x) - g_0(b_{x-1}, b_x) \right)^2,
\]

so \( \Delta G^-(b_{x-1}) \) and \( \Delta G^-(b_{x-1}) \) can be small. However, this is not the only and worst case. Indeed, assume \( u < 0 \) and \( a < 0 \), then for large \( \beta \),

\[
G_a(u) \approx \exp(\beta a)(\exp(\beta(u-a)) - 1 - \beta(u-a)), \tag{13}
\]

which exponentially decreases with \( \beta \). This situation may appear when \( f \) is large and the binding energy at site \( x \) of the molecule is weak. We will see in Section 3 a method to avoid this situation.

Turning back to the expression of \( 1/R_c(x) \), we also notice that

\[
\frac{1}{p_x} \geq \exp(\beta(\max_{x+1 \leq l \leq M-1}(g(l) - g(x))))
\]

\[
= \exp(\beta M_x), \tag{14}
\]

with \( M_x := \max_{x+1 \leq l \leq M-1} \left\{ \sum_{k=x+1}^l g_0(b_k, b_{k+1}) - (l-x) g_1(f) \right\} \). So, as expected, the convergence is better if there are obstacles in the path from \( x \) to \( M \). Finally, we have \( \mathbb{P} \)-almost surely

\[
1/R_c(x) \geq \exp(\beta M_{x-1}) \Delta G^- + \exp(\beta M_x) \Delta G^+, \tag{15}
\]

with

\[
\Delta G^- := \min\{\Delta G^-(\gamma), \gamma \in \{A, T, C, G\}\}
\]

and

\[
\Delta G^+ := \min\{\Delta G^+(\gamma), \gamma \in \{A, T, C, G\}\}.
\]
Formula useful for the estimation. As we have seen above, $R_c(x)$ characterizes locally the environment. However, what is really important to control the quality of estimation at a point $x$ is not the number of walks $R$ but the total number of passages at this point, $L_x^R := L_x^+ + L_x^-$. So we define the typical number of visits at site $x$, $L_c(x)$ by

$$1/L_c(x) := \lim_{R \to +\infty} -\log \mathbb{P} \left( \hat{b}_x \neq b_x | Z^R, b^x \right),$$

(16)

and we get $\mathbb{P}$-almost surely

$$
\frac{1}{L_c(x)} \geq \frac{1}{2} (\Delta G^+ \wedge \Delta G^-).
$$

Total amount of time to reach $M$. An other important factor is the time required to unzip totally $R$ times the DNA molecule. It should not be too large. This time is given by:

$$
\tau_M^R = \sum_{l=1}^{R} \sum_{x=1}^{M-2} (L_{x-1}^+, L_{x}^+-1).
$$

(17)

And by the LLN, $\mathbb{P}$ almost surely

$$
R \exp(\beta \max_x M_x) \lesssim E^b \left[ \tau_M^R \right] = R \sum_{x=1}^{M-2} \left( \frac{1}{\bar{p}_{x-1}} + \frac{1}{\bar{p}_x} - 1 \right) \lesssim RM \exp(\beta \max_x M_x).
$$

So, as seen in the previous paragraph (see (14)), large $\beta$ can lead to a better prediction, however it slows down the system. Of course it is worse if there is large obstacles between $x$ and $M$ because in this case $M_x$ is large too.

The continuous time case. Like for the discrete case we first define a function $F : \mathbb{R} \to \mathbb{R}_+$ by

$$
F(u) = e^{\beta u} - 1 - \beta u \text{ and }
$$

$$
\Delta F^{-}(\gamma) = \min \left( F(g_0(\gamma, u) - g_0(\gamma, v)), u, v \in \{A, T, C, G\}, u \neq v \right),
$$

$$
\Delta F^{+}(\gamma) = \min \left( F(g_0(u, \gamma) - g_0(v, \gamma)), u, v \in \{A, T, C, G\}, u \neq v \right),
$$

(18)

$$
\Delta F^{-} = \min \left( \Delta F^{-}(\gamma), \gamma \in \{A, T, C, G\} \right),
$$

$$
\Delta F^{+} = \min \left( \Delta F^{+}(\gamma), \gamma \in \{A, T, C, G\} \right).
$$
Then a study, similar to the discrete case, leads to, \( \mathbb{P} \) almost surely

\[
\frac{1}{R_\epsilon(x)} \geq \frac{\Delta F^+}{p_x} + \frac{\Delta F^-}{p_{x-1}} \quad \text{and} \quad \frac{1}{L_\epsilon(x)} \geq \frac{1}{2} (\Delta F^+ \land \Delta F^-).
\]

Note that the bad case observed for the discrete time model (see equation (13)) does not appear here, however when \((u - a)\) is small, \(F(u - a)\) is as \(G_a(u)\) of the order of \((a - u)^2\).

In the next section we look at the entire molecule, we define global information and study the decreasing of the probability to make a mistake by using the global maximum likelihood estimator.

### 2.2 Inferring the whole molecule

Define the global information \( I \) of the whole molecule, for the discrete case \(X^R\),

\[
I(\alpha) := -\log \mathbb{P}(b = \alpha) + \sum_{x=1}^{M-1} L^{+,R}_x \log(1 + e^{\beta \Delta g(\alpha_x, \alpha_{x+1})}) + L^{-,R}_x \log(1 + e^{-\beta \Delta g(\alpha_x, \alpha_{x+1})}).
\]

and for the continuous case \(Y^R = (X^R, T^R)\),

\[
I(\alpha) = -\log \mathbb{P}(b = \alpha) + \sum_{x=1}^{M-1} \beta g_0(\alpha_x, \alpha_{x+1})L^{+,R}_x + re^{-\beta g_0(\alpha_x, \alpha_{x+1})}S^R_x \quad (19)
\]

The global maximum likelihood estimator converges to \(b\):

**Theorem 2.3.** For any \(\alpha \in \{A, T, C, G\}^M\) with \(\alpha_1 = b_1\), we have:

\[
\mathbb{P}(b = \alpha | Z^R, b_1) = \frac{e^{-I(\alpha)}}{\sum_{\tilde{\alpha}} e^{-I(\tilde{\alpha})}}. \quad (20)
\]

The global maximum likelihood estimator is the element \(\tilde{b}\) of \(\{A, T, C, G\}^M\) which minimizes the function \(I\).

Assume that (4) is satisfied then the global maximum likelihood estimator converges almost surely to the DNA chain \(b\).

**Proof.** We only give the proof for the continuous case, the discrete one uses the same ideas. For a realization of \(Y^R = (X^{(1)}, \ldots, X^{(R)}, T^{(1)}, \ldots, T^{(R)})\),
Bayes Lemma gives:

\[
\mathbb{P}(b = \alpha | Y^R = y) = \frac{\mathbb{P}\left(\bigcap_{l=1}^{R} \{ X^{(l)} = x^{(l)},\ T^{(l)} = t^{(l)} \} \bigg| b = \alpha \right) \mathbb{P}(b = \alpha)}{\mathbb{P}\left(\bigcap_{l=1}^{R} \{ X^{(l)} = x^{(l)},\ T^{(l)} = t^{(l)} \} \right)}.
\]

Notice that we still use \( \mathbb{P} \) to denote a probability density. When \( X_i^{(l)} = x_i^{(l)} \), and the environment \( \alpha \) are given, \( T_i^{(l)} \) is an exponential variable, independent of the other \( (X^{(k)},\ T^{(k)}) \), and of parameter \( r \left( e^{-\beta g_0(\alpha x_i^{(l)},\alpha x_i^{(l)}+1)} + e^{-\beta g_1(f)} \right) \) if \( x_i^{(l)} \in \{2, \cdots, M-1\} \) or \( re^{-\beta g_0(\alpha_1,\alpha_2)} \) if \( x_i^{(l)} = 1 \). Thus,

\[
\mathbb{P}\left(\bigcap_{l=1}^{R} \{ X^{(l)} = x^{(l)},\ T^{(l)} = t^{(l)} \} \bigg| b = \alpha \right) = \mathbb{P}\left(\bigcap_{l=1}^{R} \{ X^{(l)} = x^{(l)} \} \bigg| b = \alpha \right) R \prod_{l=1}^{R} P(T_i^{(l)} = t_i^{(l)} | b = \alpha, \ X_i^{(l)} = x_i^{(l)})

= \mathbb{P}\left(\bigcap_{l=1}^{R} \{ X^{(l)} = x^{(l)} \} \bigg| b = \alpha \right) \prod_{l=1}^{R} \prod_{i=1}^{\tau_m^{(l)}/2-1} \mathbb{P}(T_i^{(l)} = t_i^{(l)} | b = \alpha, \ X_i^{(l)} = x_i^{(l)})

\times \prod_{x=2}^{M-1} \left( r(e^{-\beta g_0(\alpha x,\alpha x+1)} + e^{-\beta g_1(f)}) \right) e^{-s_i^{R} re^{-\beta g_0(\alpha_1,\alpha_2)}}

\]

where \( t_i^{R} = \sum_{l=1}^{R} \sum_{k=1}^{R} \mathbb{1}_{x_k^{(l)} = i} \) and \( s_i^{R} = \sum_{l=1}^{R} \sum_{k=1}^{R} t_i^{(l)} \mathbb{1}_{x_k^{(l)} = i} \).
Moreover

\[
P \left( \bigcap_{l=1}^R X^{(l)} = x^{(l)} \bigg| b = \alpha \right)
\]
\[
= \prod_{x=2}^{M-1} \left( \frac{e^{-\beta g_0(\alpha_{x}, \alpha_{x+1})}}{e^{-\beta g_0(\alpha_{x}, \alpha_{x+1})} + e^{-\beta g_1(f)}} \right)^{l_{x-R}^+}
\]
\[
= \prod_{x=2}^{M-1} \left( \frac{e^{-\beta g_0(\alpha_{x}, \alpha_{x+1})}}{e^{-\beta g_0(\alpha_{x}, \alpha_{x+1})} + e^{-\beta g_1(f)}} \right)^{l_{x-R}^+}
\]

where

\[
l_{x-R}^+ = \sum_{l=1}^R \sum_{k=1}^{M} \mathbb{I}_{x_k^{(l)} = i, x_{k+1}^{(l)} = i+1}.
\]

Then we have the following equality

\[
P \left( \bigcap_{l=1}^R \left\{ X^{(l)} = x^{(l)}, T^{(l)} = t^{(l)} \right\} \bigg| b = \alpha \right)
\]
\[
= \prod_{x=2}^{M-1} \frac{e^{-\beta g_0(\alpha_{x}, \alpha_{x+1})} + e^{-\beta g_1(f)}}{e^{-\beta g_0(\alpha_{x}, \alpha_{x+1})} + e^{-\beta g_1(f)}}
\]
\[
\times R^{l_{x-R}^+} e^{-\beta g_0(\alpha_{x}, \alpha_{x+1}) - (l_{x-R}^+ - 1)\beta g_1(f)}
\]

Assembling the different expressions we get the formula for \( P(b = \alpha | Y^R) \).

We now prove the convergence of the maximum likelihood estimator. According to Lemma 2.1, the LLN and the LIL, for any \( x \in \{1, \ldots, M-1\} \), \( P^b \) almost surely for \( R \) large enough

\[
L_{x}^{+R} = \frac{R}{\hat{p}_x(b)} + \epsilon_x(R) \quad \text{and} \quad S_{x}^{R} = \frac{R e^{\beta g_0(b_x, b_{x+1})}}{r \hat{p}_x(b)} + \epsilon_x(R).
\]

Then for any \( \alpha \in \{A, T, C, G\}^M \), \( P \)-almost surely the information \( I(\alpha) \) is equivalent to

\[
I(\alpha) = R \sum_{x=1}^{M-1} \left( \beta g_0(\alpha_x, \alpha_{x+1}) + e^{-\beta g_0(\alpha_{x}, \alpha_{x+1})} \right) \frac{1}{\hat{p}_x(b)} + \epsilon_x(R).
\]

(21)
As for any real number $c$, the function $x \rightarrow x + e^{-x+c}$ is minimal iff $x = c$, the sum is minimal if and only if for each $x \in \{1, \cdots, M - 1\}$, 

$$g_0(\alpha_x, \alpha_{x+1}) = g_0(b_x, b_{x+1}).$$

So by Hypothesis (4) and the equality $\alpha_1 = b_1$, $\mathbb{P}$ almost surely for $R$ large enough, $I(\alpha)$ is minimal iff $\alpha = b$. \hfill \Box

### 2.3 Control of the estimation for the continuous time case

In this part, we show that the probability to make at least one mistake using the global estimator $\tilde{b}$ decreases exponentially.

**Corollary 2.4.** Let $n_e$ be the number of wrong predictions, then $\mathbb{P}$-almost surely,

$$\lim_{R \to +\infty} -\log \mathbb{P}(n_e \geq 1|Z^R, b_1) \geq \Delta F^-.$$

**Proof.** From the first part of Theorem 2.3 we know that $\mathbb{P}(n_e \geq 1|Z^R, b_1) = 1 - \mathbb{P}(b = \tilde{b}|Z^R, b_1) = 1 - \frac{1}{1 + \sum_{\alpha \neq \tilde{b}} e^{-I(\alpha) - I(\tilde{b})}}$.

The second part of Theorem 2.3 together with Equation (21) give that $\mathbb{P}$-almost surely for $R$ large enough

$$I(\alpha) - I(\tilde{b}) = \sum_{x=1}^{M-1} L_x^+ R F(g_0(\tilde{b}_x, \tilde{b}_{x+1}) - g_0(\alpha_x, \alpha_{x+1})) + \epsilon_x(R),$$

recall that, for $u \in \mathbb{R}$, $F(u) = e^{\beta u} - 1 - \beta u$ and $\epsilon_x(R)$ is defined in Proposition 2.2. Notice that we also have

$$I(\alpha) - I(\tilde{b}) = \sum_{x=1}^{M-1} \frac{R}{\tilde{p}_x(b)} F(g_0(\tilde{b}_x, \tilde{b}_{x+1}) - g_0(\alpha_x, \alpha_{x+1})) + \epsilon_x(R) \geq R \sum_{x=1}^{M-1} F(g_0(\tilde{b}_x, \tilde{b}_{x+1}) - g_0(\alpha_x, \alpha_{x+1})) + \epsilon_x(R).$$

For $\alpha \neq \tilde{b}$, denote by $\alpha_y$ the first site such that $\alpha_y \neq \tilde{b}_y$, obviously $y \geq 2$ and therefore,

$$I(\alpha) - I(\tilde{b}) \geq R \cdot F(g_0(\tilde{b}_{y-1}, \tilde{b}_y) - g_0(\tilde{b}_{y-1}, \alpha_y)) + O(\sqrt{R \log \log R}) \geq R \cdot \Delta F^- + O(\sqrt{R \log \log R})$$
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so finally we get
\[
\sum_{\alpha \neq \tilde{b}} e^{-I(\alpha) - I(\tilde{b})} \leq 4M e^{-R \cdot \Delta F^- + O(\sqrt{R \log \log R})}
\]
which concludes the proof.

Now let us define \( \tilde{n}_e \) the number of non successive errors; by non successive, we mean that two errors are separated by at least one good prediction. The probability to make more than \( h \) non successive errors exponentially decreases:

**Corollary 2.5.** Let \( h \in \mathbb{N} \), \( \mathbb{P} \)-almost surely,

\[
\lim_{R \to +\infty} \frac{-\log \mathbb{P}(\tilde{n}_e \geq h|Z^R, b_1)}{R} \geq h \cdot \Delta F^-.
\]

*Proof.* Like in the previous section we easily compute

\[
\mathbb{P}(\tilde{n}_e \geq h|Z^R, b_1) = \mathbb{P}(b \in A_h|Z^R, b_1) = \left(1 + \sum_{\bar{\alpha} \in \overline{A}_h} e^{-I(\bar{\alpha})} \right)^{-1}
\]

where \( A_h \) is the set of the chains \( \alpha \) which are different from \( \tilde{b} \) in at least \( h \) non successive sites and \( \overline{A}_h \) is the complementary set. As \( \tilde{b} \in \overline{A}_h \),

\[
\mathbb{P}(\tilde{n}_e \geq h|Z^R, b_1) \leq \left(1 + \frac{e^{-I(\tilde{b})}}{\sum_{\alpha \in A_h} e^{-I(\alpha)}} \right)^{-1},
\]

thus, as before, we just have to study the quantities \( I(\alpha) - I(\tilde{b}) \) where \( \alpha \in A_h \).

Here the only important contribution for a given chain \( \alpha \) comes from the sites \( y \) such that \( \alpha_y \) is different from \( \tilde{b}_y \) but \( \alpha_{y-1} = \tilde{b}_{y-1} \). As every chain of \( A_h \) has at least \( h \) such points, we obtain in the same way as before,

\[
\sum_{\alpha \in A_h} e^{-I(\alpha) - I(\tilde{b})} \leq 4M e^{-R h \cdot \Delta F^- + O(\sqrt{R \log \log R})},
\]

it is then easy to obtain the result of the corollary. \( \square \)
This corollary shows that we have very few chances to make several mistakes at distant bases of the molecule, however notice that we can not replace $\tilde{n}_e$ by $n_e$, indeed the probability to be wrong at $h$ successive sites does not decrease exponentially in $h$. We actually note that if we get a mistake in one site then there is a great probability to make mistakes on the following bases.

The discrete time case leads to very similar results, in fact the main difference is that $\Delta F^-$ is replaced by $\Delta G^-$. 

3 Possible improvements of the method

In this paragraph we use the results of the previous sections to propose two simple extensions which improve the prediction. In both of them the idea is to adapt the force $f$ to the context.

3.1 Forces depending on the coordinate of a site

In this section, we mainly discuss about $\frac{1}{\tilde{\rho}_x}$ which appears in the expression of $1/R_c(x)$. As seen before, $\frac{1}{\tilde{\rho}_x}$ can be large but it depends on the sequence $g_0$ and the force at site $x$. We recall that

$$ \frac{1}{\tilde{\rho}_x} = \sum_{l=x+1}^{M-1} \exp \left( -\beta \left\{ (l-x)g_1(f) - \sum_{k=x+1}^{l} g_0(b_k, b_{k+1}) \right\} \right). $$

For example when the force $f$ is not too large, some valleys, that is to say portions of the sequence $b$ such that $\sum_{k=x+1}^{l} g_0(b_k, b_{k+1}) - (l-x)g_1(f)$ is large for a given $l$, can appear. So the quality of the prediction is good only in some specific regions of the molecule (the decrease of the probability to be wrong behaves like $e^{-\text{const}R e^{\beta M_x}}$, where $M_x$ is given in (14)).

When the above condition does not appear, the force can be modified in order to slow down locally the system\(^1\). Assume that we are interested in a specific region centered at the coordinate $y$, $[y-A, y+A]$ for some $A > 0$, where the $(L^y+x_x, x \in [-A, A])$ or the $(S^y+x, x \in [-A, A])$ are small. Then we can take for $x \in [-A, A],

$$ g_1(f_{y+x}) = C(A-x), $$

\(^1\)According to the physicists, it is possible.
for some small constant $C > 0$, we get:

$$\frac{1}{\bar{p}_{y+x}} \geq \exp \left( -\beta \left\{ \frac{C}{2} (A - x)(A - x - 1) - \sum_{k=y+x+1}^{A+y} g_0(b_k, b_{k+1}) \right\} \right)$$

especially for $x = 0$,

$$\frac{1}{\bar{p}_y} \geq \exp \left( -\beta \left\{ \frac{C}{2} A(A - 1) - \sum_{k=y+1}^{A+y} g_0(b_k, b_{k+1}) \right\} \right)$$

Then if $\mathbb{E}(g_0(b_k, b_{k+1})) > C(A - 1)$ and $A$ is large enough, $\frac{1}{\bar{p}_y}$ will be quite large too. Once again that will work if the region we are looking at is quite far from the end of the molecule, that is to say, $A$ is large. On the other case what could be a good idea is to unzip the molecule from the end. We now move to another possible improvement.

### 3.2 The energy point of view: forces depending on the values of the environment

In this paragraph we do not try to find directly the sequence of bases but the associated binding energies. We denote $g_0(x)$ for $g_0(b_x, b_{x+1})$ and we assume that there are $K$ distinct values for $g_0(x)$, typically for a DNA molecule they are given by Table 2. Note that the random variables $(g_0(x), x)$ are not independent, and that the dependence is also given by Table 2. For example, the energy 1.06 can only be followed by 1.78, 1.55, 2.52 or 2.22. We will keep the notation $\bar{p}_b$ when we work at fixed energy. To simplify the computations we also assume that the sequences $g_0$ are equiprobable.

First let us introduce some new notations. We will denote by $\mu_1, \mu_2, \cdots, \mu_K$, the possible values of $g_0(\cdot)$, ordered in such a way that $\mu_i > \mu_{i+1}$ for all $i$. We also assume that the force $f$ can take $K+1$ decreasing values $\{f_1, f_2, \cdots, f_{K-1}, f_K, f_{K+1} = 0\}$ such that $g_1(\cdot)$ takes $K+1$ distinct values denoted $\{r_1, r_2, \cdots, r_{K-1}, r_K, r_{K+1} = 0\}$ and satisfying

$$r_1 > r_2 > \cdots > r_{K-1},$$

$$\mu_1 - r_1 < 0, \mu_1 - r_2 > 0, \forall i > 1 \mu_i - r_2 < 0,$$

$$\mu_2 - r_2 < 0, \mu_2 - r_3 > 0, \forall i > 2 \mu_i - r_3 < 0,$$

$$\cdots$$

$$\mu_K - r_K < 0, \mu_K - r_{K+1} = \mu_K > 0.$$
Let us define $q^i_m := (1 + e^{\beta(\mu_m - r_i)})^{-1}$. This is the probability to go on the right if the force $f_i$ is applied and if the value of the environment is equal to $\mu_m$. Notice that if $f_1$ is applied then for all $x \leq M$, $p_x := (1 + \exp(\beta(\hat{g}_0(x) - r_1)))^{-1} \geq q^1_1 > 1/2$. We denote $\Gamma_1 := \{x \leq M, \hat{g}_0(x) = \mu_1\}$. Then if $f_2$ is applied, for all $x \leq M$, $x \notin \Gamma_1$, $p_x \geq q^2_2$. We therefore denote $\Gamma_i := \{x \leq M, \hat{g}_0(x) = \mu_i\}$ for $i \in \{2, \ldots, K\}$ and we get a partition $\{\Gamma_1, \Gamma_2, \ldots, \Gamma_K\}$ of $\{1, \ldots, M\}$. The idea is then to consider a certain number of random walks for each values taken by the force. We denote by $R_j$ the number of random walks we consider for the force with value $f_j$.

From now on we will only focus on the discrete time case, indeed it is the one where the gain is the most important, however what we suggest can be applied to the continuous time model as well. We introduce the information at site $x$ when the force $f_j$ is applied:

$$i^j_x(m) := L^+_{xR_j} \log \left(1 + e^{\beta(\mu_m - r_j)} \right) + L^-_{xR_j} \log \left(1 + e^{-\beta(\mu_m - r_j)} \right)$$

and the relative information at site $x$

$$i^j_x(m, l) := i^j_x(m) - i^j_x(l).$$

We also define the function $H_a : \mathbb{R} \to \mathbb{R}_+$,

$$H_a(u) := \log(1 + e^{\beta u}) + \exp(\beta a) \log(1 + e^{-\beta u}).$$

**Proposition 3.1.** Let $k \leq K$, assume that the forces $f_k$ and then $f_{k+1}$ are applied (everywhere) then, for any $x$, any sequence $\hat{g}_0^n$ and any estimator $\hat{g}_0(x)$,

$$\mathbb{P} (\hat{g}_0(x) = \mu_k, \hat{g}_0(x) \neq \mu_k | X^{R_k}, X^{R_{k+1}}, g^\infty_0)$$

$$= \left(1 + \left( \sum_{m=1, m \neq k}^{K} \exp \left( -i^k_x(m, k) - i^{k+1}_x(m, k) \right) \right)^{-1} \right)^{-1} \mathbb{I}_{\hat{g}_0(x) = \mu_k}.$$

Let us define the following estimator:

$$\hat{g}_0(x) = \mu \inf \left\{ k > 0, \frac{L^{-R_k}}{L^{+R_k}} < 1, \frac{L^{-R_{k+1}}}{L^{+R_{k+1}}} > 1 \right\},$$

then $\mathbb{P}$-almost surely,

$$\frac{1}{R^k_c(x)} := - \lim_{R_k = R_{k+1} = R \to \infty} \frac{1}{R} \log \mathbb{P} (\hat{g}_0(x) = \mu_k, \hat{g}_0(x) \neq \mu_k | X^{R_k}, X^{R_{k+1}}, g^\infty_0)$$

$$\geq \frac{H^{(k)}}{p^k_x} + \frac{H^{(k+1)}}{p^{k+1}_x},$$
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where

\[
H^{(k)} := \min_{l \in \{k-1, k+1\}} H_{\mu_k-r_k}(\mu_l - r_k) - H_{\mu_k-r_k}(\mu_k - r_k),
\]

\[
H^{(k+1)} := \min_{l \in \{k-1, k+1\}} H_{\mu_k-r_{k+1}}(\mu_l - r_{k+1}) - H_{\mu_k-r_{k+1}}(\mu_k - r_{k+1}),
\]

and

\[
1 - \bar{p}^x_m = 1 - \bar{p}^x_m (g_0(x) - r_k) - H_{g_0(x) - r_k}(\mu_k - r_k),
\]

\[
H_{g_0(x) - r_k}(\mu_k - r_k) - H_{g_0(x) - r_k}(\mu_k - r_k),
\]

\[
\text{and in the same way } \mathbb{P}^b\text{-almost surely}
\]

\[
\lim_{R_k \to +\infty} \frac{i^k_x(m, k)}{R_k} = \frac{1}{p^x_R} \left( H_{g_0(x) - r_k}(\mu_m - r_k) - H_{g_0(x) - r_k}(\mu_k - r_k) \right),
\]

We first give a short proof of the result and then discuss about the improvement.

\textbf{Proof.} The first part of the proposition is, like before, easily deduced from Bayes formula. Thanks to Lemma 2.1 and the LLN, \( \mathbb{P}^b\)-almost surely

\[
\lim_{R_k \to +\infty} \frac{i^{k+1}_x(m, k)}{R_k} = \frac{1}{p^x_{R+1}} \Delta H^{(k+1)}_k(m) > 0.
\]

A similar analysis can be done for \( i^{k+1}_x(m, k) \) so \( \mathbb{P}^b\)-almost surely

\[
\lim_{R_{k+1} \to +\infty} \frac{i^{k+1}_x(m, k)}{R_{k+1}} = \frac{1}{p^x_{R+1}} \Delta H^{(k+1)}_k(m).
\]
We get that $P^b$-almost surely for $R_k = R_{k+1} = R$ large enough
\[
\log P \left( \hat{g}_0(x) = \mu_k, \ g_0(x) \neq \mu_k | X^{R_k}, X^{R_{k+1}}, g_0^x \right)
\leq \log \left( \sum_{m=1, m \neq k}^K \exp \left( - \frac{R}{p_x} \Delta H_k^{(k)}(m) - \frac{R}{p_{x+1}} \Delta H_k^{(k+1)}(m) + o(R) \right) \right)
\leq - \min_{m \neq k} \left\{ \frac{R}{p_x} \Delta H_k^{(k)}(m) + \frac{R}{p_{x+1}} \Delta H_k^{(k+1)}(m) + o(R) \right\}.
\]

The $o(R_k)$ is the negligible term that comes from the ILL (see the end of the proof of Proposition 2.2) which is of order of $\sqrt{R \log \log R}$. This gives the desire result by dividing by $R$. $\square$

Here we avoid a bad situation seen in the first section (see (13)): for large $\beta$
\[
H^{(k+1)} \approx \beta \exp(\beta(\mu_k - r_{k+1}))
\]
which exponentially increases with $\beta$. However we have to be careful with this method. In order to catch the small values of the energy, $f_k$ should be small and may slow down the system (see (17) and Lemma 2.1), indeed we have
\[
E^b[\tau_M] = R \sum_{x=1}^{M-2} \left( \frac{1}{p_x} + \frac{1}{p_{x-1}} - 1 \right) + R \sum_{x=1}^{M-2} \left( \frac{1}{p_{x+1}} + \frac{1}{p_{x-1}} - 1 \right)
\geq R \exp(\beta \max_x M_k^{x+1}),
\]
and $M_k^{x+1} := \max_x \{ \sum_{l=x+1}^l g_0(b_l, b_{l+1}) - r_{k+1} \}$ is large if $k$ is close to $K$.

An alternative approach is first to apply a large force $f_1$ from 0 to $x - 1$ in order to reach quickly the region we are interested in, then to apply all the forces in $x$ and then, after $x + 1$ to apply a small force (for example $f_K$) in order to slow down the system and stay focus on $x$. More precisely $f$ depends on the energy as before but it also depends on the site:
\[
f_i(z) = f_1 1_{1 \leq z \leq x-1} + f_i 1_{z = x} + f_K 1_{z \geq x+1}.
\]
We get the following $\mathbb{P}$-almost sure result

$$\frac{1}{R_c(x)} := -\lim_{R_j = R \to +\infty, \forall 1 \leq j \leq K} \frac{1}{R} \log \mathbb{P} \left( \hat{g}_0(x) \neq g_0(x) | (X^R, i \leq K), g_0^x \right) \geq \frac{1}{p^x_K} (H^+ + H^-),$$

$$H^+ := \max_{k \leq K - 1} \min_{l \in \{k, k+1\}} \left( H_{\mu_l - r_k} (\mu_l - r_k) - H_{\mu_k - r_k} (\mu_k - r_k) \right),$$

$$H^- := \max_{k \leq K - 1} \min_{l \in \{k, k+1\}} \left( H_{\mu_l - r_k} (\mu_l - r_{k+1}) - H_{\mu_k - r_{k+1}} (\mu_k - r_{k+1}) \right).$$

The main interest in the above result comparing to the previous one is the fact that $\frac{1}{p^x_K}$ is large but the time to reach $x$ is small. Indeed

$$E_b(\tau_x) \sim R \times x \left( 1 + \exp \left( \beta \max_{1 \leq l \leq x-1} \left\{ \sum_{j=1}^{l} g_0(j) - r_1 \right\} \right) \right) \leq 2R \times x.$$  

Of course this also increases the time required to reach the end of the molecule, but we can imagine that the process can be stopped once the precision for the site $x$ is reached. The proof to get the above expression is very close to the previous one so we do not give any details.

A last remark, the prediction depends on the rest of the unknown sequence $g_0^x$ due to the presence of $1/p^x_K$. We can imagine an extreme case where the forces $f_i(z) = f_1 \mathbb{I}_{1 \leq z \leq x-1} + f_1 \mathbb{I}_{z = x} + f_{K+1} \mathbb{I}_{z \geq x+1}$ from $i = 1$ to $K$ are applied, which means that the molecule can not be split after the base $x$. In this case we would have $\mathbb{P}$-almost surely for any sequence $g_0(x)$,

$$\frac{1}{R_c(x)} := -\lim_{R \to +\infty} \frac{1}{R} \log \mathbb{P} \left( \hat{g}_0(x) \neq g_0(x) | (X^R, g_0^x, f_i(\cdot), i \leq K) \right) \geq (H^+ + H^-) \exp(\mu_K \beta(M - x)).$$

so at least asymptotically we get a lower bound for $1/R_c(x)$ which is independent of $g_0^x$ and exponentially increasing in $\beta$.

We conclude with a discussion about the link between the energy and the sequence of bases. First let us recall the table of the binding free energies for DNA at room temperature:

| $g_0$ | A   | T   | C   | G   |
|-------|-----|-----|-----|-----|
| A     | 1.78| 1.55| 2.52| 2.22|
| T     | 1.06| 1.78| 2.28| 2.54|
| C     | 2.54| 2.22| 3.14| 3.85|
| G     | 2.28| 2.52| 3.90| 3.14|
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Notice that the largest free energies which correspond to the most stable links are on the bottom right end corner of the table, in fact the largest binding energy is obtained when a \( G \) is followed by a \( C \). Notice also that \( g_0(G,G) = g_0(C,C) \) so we can not distinguish these two different links by looking only at the free energy. In the same way the lowest free energy is produced by bases \( T \) and \( A \) followed by the same letters, once again \( g_0(A,A) = g_0(T,T) \). For the rest of the table we have the equality \( g_0(W,S) = g_0(S,W) \), where \( S \) is either a \( C \) or a \( G \) and \( W \) a \( A \) or a \( T \), \( S \) (respectively \( W \)) is the complementary of \( S \) (respectively of \( W \)).

Moreover it is possible to reconstruct the DNA molecule from the compatible binding energies only if there is only one sequence of base pairs which corresponds to the sequence of energies (see Theorem 2.3). This is not always the case, for example when the molecule repeats the same scheme: the energy of \( C – C – \cdots – C \) is equal to the energy of \( G – G – \cdots – G \), in the same way \( A – C – A – C – \cdots – A – C \) has the same energy than \( G – T – G – T – \cdots – G – T \). Notice that if these highly improbable sequences are broken only once in the molecule then we turn back to a solvable case.
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