MIP-GNN: A Data-Driven Framework for Guiding Combinatorial Solvers

Elias B. Khalil, Christopher Morris, Andrea Lodi

Abstract
Mixed-integer programming (MIP) technology offers a generic way of formulating and solving combinatorial optimization problems. While generally reliable, state-of-the-art MIP solvers base many crucial decisions on hand-crafted heuristics, largely ignoring common patterns within a given instance distribution of the problem of interest. Here, we propose MIP-GNN, a general framework for enhancing such solvers with data-driven insights. By encoding the variable-constraint interactions of a given mixed-integer linear program (MILP) as a bipartite graph, we leverage state-of-the-art graph neural network architectures to predict variable biases, i.e., component-wise averages of (near) optimal solutions, indicating how likely a variable will be set to 0 or 1 in (near) optimal solutions of binary MILPs. In turn, the predicted biases stemming from a single, once-trained model are used to guide the solver, replacing heuristic components. We integrate MIP-GNN into a state-of-the-art MIP solver, applying it to tasks such as node selection and warm-starting, showing significant improvements compared to the default setting of the solver on two classes of challenging binary MILPs. Our code and appendix are publicly available at https://github.com/lyeskhalil/mipGNN.

Introduction
Nowadays, combinatorial optimization (CO) is an interdisciplinary field spanning optimization, operations research, discrete mathematics, and computer science, with many critical real-world applications such as vehicle routing or scheduling; see, e.g., (Korte and Vygen 2012) for a general overview. Mixed-integer programming technology offers a generic way of formulating and solving CO problems by relying on combinatorial solvers based on tree search algorithms, such as branch and cut, see, e.g., (Nemhauser and Wolsey 1988; Schrijver 1999; Bertsimas and Weismantel 2005). Given enough time, these algorithms find certifiably optimal solutions to NP-hard problems. However, many essential decisions in the search process, e.g., node and variable selection, are based on heuristics (Lodi 2013). The design of these heuristics relies on intuition and empirical evidence, largely ignoring that, in practice, one often repeatedly solves problem instances that share patterns and characteristics. Machine learning approaches have emerged to address this shortcoming, enhancing state-of-the-art solvers with data-driven insights (Bengio, Lodi, and Prouvost 2021; Cappart et al. 2021; Kotary et al. 2021).

Many CO problems can be naturally described using graphs, either as direct input (e.g., routing on road networks) or by encoding variable-constraint interactions (e.g., of a MILP model) as a bipartite graph. As such, machine learning approaches such as graph neural networks (GNNs) (Gilmer et al. 2017; Scarselli et al. 2009) have recently helped bridge the gap between machine learning, relational inputs, and combinatorial optimization (Cappart et al. 2021). GNNs compute vectorial representations of each node in the input graph in a permutation-equivariant fashion by iteratively aggregating features of neighboring nodes. By parameterizing this aggregation step, a GNN is trained end-to-end against a loss function to adapt to the given data distribution. Hence, GNNs can be viewed as a relational inductive bias (Battaglia et al. 2018), encoding crucial graph structures underlying the CO/MIP instance distribution of interest.

Present Work
We introduce MIP-GNN, a general GNN-based framework for guiding state-of-the-art branch-and-cut solvers on (binary) mixed-integer linear programs. Specifically, we encode the variable-constraint interactions of a MILP as a bipartite graph where a pair of variable/constraint nodes share an edge iff the variable has a non-zero coefficient in the constraint; see Figure 1. To guide a solver in finding a solution or certifying optimality faster for a given instance, we perform supervised GNN training to predict variable biases (Hsu et al. 2008), which are computed by component-wise averaging over a set of near-optimal solutions of a given MILP. Intuitively, these biases encode how likely it is for a variable to take a value of 1 in near-optimal solutions. To tailor the GNN more closely to the task of variable bias prediction, we propagate a “residual error”, indicating how much the current assignment violates the constraints. Further, the theory, outlined in the appendix, gives some initial insights into the theoretical capabilities of such GNNs architecture in the context of MILPs.

We integrate such trained GNNs into a state-of-the-art MIP solver, namely CPLEX (IBM 2020), by using the GNN’s variable bias prediction in crucial tasks within the branch-and-cut algorithm, such as node selection and warm-starting. On a large set of diverse, real-world binary MILPs, modeling the generalized independent set problem (Colombi, Mansini, and
Savelsbergh 2017) and a fixed-charge multi-commodity network flow problem (Hewitt, Nemhauser, and Savelsbergh 2010), we show significant improvements over default CPLEX for the task of node selection, while also reporting promising performance for warm-starting and branching variable selection. This is achieved without any feature engineering, i.e., by relying purely on the graph information induced by the given MILP.\footnote{We focus on binary problems, but the extension to general MILPs is discussed in the appendix.}

Crucially, for the first time in this line of research, we use a single, once-trained model for bias prediction to speed up multiple components of the MIP branch and cut simultaneously. In other words, we show that learning the bias associated with sets of near-optimal solutions is empirically beneficial to multiple crucial MIP ingredients.

**Related Work**

GNNs Graph neural networks (GNNs) (Gilmer et al. 2017; Scarselli et al. 2009) have emerged as a flexible framework for machine learning on graphs and relational data. Notable instances of this architecture include, e.g., (Duvenaud et al. 2015; Hamilton, Ying, and Leskovec 2017; Veličković et al. 2018), and the spectral approaches proposed in, e.g., (Bruna et al. 2014; Defferrard, Bresson, and Vandergheynst 2016; Kipf and Welling 2017)—all of which descend from early work in (Baskin, Palyulin, and Zefirov 1997; Kireev 1995; MerkWirth and Lengauer 2005; Micheli 2009; Micheli and Sestito 2005; Scarselli et al. 2009; Sperluti and Starita 1997).

Surveys of recent advancements in GNN techniques can be found in (Chami et al. 2020; Wu et al. 2019).

**Machine learning for CO**

Bengio, Lodi, and Prouvost (2021) discuss and review machine learning approaches to enhance combinatorial optimization. Concrete examples include the imitation of computationally demanding variable selection rules within the branch-and-cut framework (Khalil et al. 2016; Zarpel- lon et al. 2020), learning to run (primal) heuristics (Khalil et al. 2017; Chmiela et al. 2021), learning decompositions of large MILPs for scalable heuristic solving (Song et al. 2020), or leveraging machine learning to find (primal) solutions to stochastic integer problems quickly (Bengio et al. 2020). See (Kotary et al. 2021) for a high-level overview of recent advances.

**GNNs for CO**

Many prominent CO problems involve graph or relational structures, either directly given as input or induced by the variable-constraint interactions. Recent progress in using GNNs to bridge the gap between machine learning and combinatorial optimization are surveyed in (Cappart et al. 2021). Works in the field can be categorized between approaches directly using GNNs to output solutions without relying on solvers and approaches replacing the solver’s heuristic components with data-driven ones.

Representative works of the first kind include (Dai et al. 2017), where GNNs served as the function approximator for the value function in a Deep Q-learning (DQN) formulation of CO on graphs. The authors used a GNN to embed nodes of the input graph. Through the combination of GNN and DQN, a greedy node selection policy is learned on a set of problem instances drawn from the same distribution. Kool, Van Hoof, and Welling (2019) addressed routing-type problems by training an encoder-decoder architecture, based on Graph Attention Networks (Veličković et al. 2018), by using an Actor-Critic reinforcement approach. Joshi, Laurent, and Bresson (2019) proposed the use of residual gated graph convolutional networks (Bresson and Laurent 2017) in a supervised manner to predict solutions to the traveling salesperson problem. Fey et al. (2020) and Li et al. (2019) use GNNs for supervised learning of matching or alignment problems, whereas Kurin et al. (2020); Selsam and Bjørner (2019); Selsam et al. (2019) used them to find assignments satisfying logical formulas. Moreover, Toenshoff et al. (2019) and Karalias and Loukas (2020) explored unsupervised approaches, encoding constraints into the loss function.

Works that integrate GNNs in a combinatorial solver conserve its optimality guarantees. Gasse et al. (2019) proposed to encode the variable constraint interaction of a MILP as a bipartite graph and trained a GNN in a supervised fashion to imitate costly variable selection rules within the branch-and-cut framework of the SCIP solver (Gamrath et al. 2020). Building on that, Gupta et al. (2020) proposed a hybrid branching model using a GNN at the initial decision point and a light multilayer perceptron for subsequent steps, showing improvements on pure CPU machines. Finally, Nair et al. (2020) expanded the GNN approach to branching by implementing a GPU-friendly parallel linear programming solver using the alternating direction method of multipliers that allows scaling the strong branching expert to substantially larger instances, also combining this innovation with a novel GNN approach to diving.

Closest to the present work, Ding et al. (2020) used GNNs on a tripartite graph consisting of variables, constraints and a single objective node, enriched with hand-crafted node features. The target is to predict the 0-1 values of the so-called stable variables, i.e., variables whose assignment does not change over a set of pre-computed feasible solutions. The predictions then define a “local branching” constraint (Fischetti and Lodi 2003) which can be used in an exact or heuristic way; the latter restricts the search to solutions that differ in at most a handful of the variables predicted to be “stable”. MIP-GNN differs in the prediction target (biases vs. stable variables), the labeling strategy (leveraging the “solution pool” of modern MIP solvers vs. primal heuristics), not relying on any feature engineering, flexible GNN architecture choices and evaluation, more robust downstream uses of the predictions via node selection and warm-starting, and tackling much more challenging problem classes.
Preliminaries

Notation

Let \( |n| = \{1, \ldots, n\} \subseteq \mathbb{N} \) for \( n \geq 1 \), and let \( \{\ldots\} \) denote a multiset. A graph \( G \) is a pair \((V, E)\) with a finite set of nodes \( V \) and a set of edges \( E \subseteq V \times V \). In most cases, we interpret \( G \) as an undirected graph. We denote the set of nodes and the set of edges of \( G \) by \( V(G) \) and \( E(G) \), respectively. We enrich the nodes and the edges of a graph with features, i.e., mapping \( l : V(G) \cup E(G) \to \mathbb{R}^d \). Moreover, \( l(x) \) is a feature of \( x \), for \( x \in V(G) \cup E(G) \). The neighborhood of \( v \) in \( V(G) \) is denoted by \( N(v) = \{ u \in V(G) \mid (v, u) \in E(G) \} \). A bipartite graph is a tuple \((A, B, E)\), where \((A \cup B, E)\) is a graph, and every edge connects a node in \( A \) with a node in \( B \). Let \( f : S \to \mathbb{R}^d \) for some arbitrary domain \( S \). Then \( f(s) \in \mathbb{R}^d \), \( s \in S \), denotes the real-valued vector resulting from applying \( f \) entry-wise to \( s \). Last, \( \lfloor . \rfloor \) denotes column-wise (vector) concatenation.

Linear and Mixed-Integer Programs

A linear program (LP) aims at optimizing a linear function over a feasible set described as the intersection of finitely many halfspaces, i.e., a polyhedron. We restrict our attention to feasible set described as the intersection of finitely many halfspaces, i.e., a polyhedron. We restrict our attention to LP relaxations, possibly strengthened by cutting planes, to speed up convergence, one often runs a number of heuristics or supplies the solver with an initial warm-start solution if available. Throughout the algorithm’s execution, we are left with two main decisions, which node in the tree to consider next (node selection) and which variable to branch on (branching variable selection).

Graph Neural Networks

Let \( G = (V, E) \) be a graph with initial features \( f^{(0)} : V(G) \to \mathbb{R}^{1 \times d} \), e.g., encoding prior or application-specific knowledge. A GNN architecture consists of a stack of neural network layers, where each layer aggregates local neighborhood information, i.e., features of neighbors, and then passes this aggregated information on to the next layer. In each round or layer \( t > 0 \), a new feature \( f^{(t)}(v) \) for a node \( v \) in \( V(G) \) is computed as

\[
f_{\text{merge}}^{W_2}(f^{(t-1)}(v), f_{\text{agg}}^{W_1}(\|f^{(t-1)}(w)\| \mid w \in N(v)))) = f^{W_2}(f^{W_1}(f^{W_1}(f^{W_1})), (1)
\]

where \( f_{\text{agg}}^{W_1} \) aggregates over the set of neighborhood features and \( f_{\text{merge}}^{W_2} \) merges the nodes’s representations from step \( (t - 1) \) with the computed neighborhood features. Both \( f_{\text{agg}}^{W_1} \) and \( f_{\text{merge}}^{W_2} \) may be arbitrary differentiable functions (e.g., neural networks), while \( W_1 \) and \( W_2 \) denote sets of parameters.

Proposed Method

Variable Biases and Setup of the Learning Problem

Let \( C \) be a set of instances of a CO problem, possibly stemming from a real-world distribution. Further, let \( f \in C \) be an instance with a corresponding BLP formulation \((A, b, c)\). Then, let

\[
F_c^* = \{ x \in F_{\text{Int}}(I) : \|c^T x^* - c^T x\| \leq \varepsilon \}
\]

be a set of feasible solutions that are close to the optimal solution \( x^* \) for the instance \( I \), i.e., their objective values are within a tolerance \( \varepsilon > 0 \) of the optimal value. The vector of variable biases \( \tilde{b}(I) \in \mathbb{R}^n \) of \( I \) w.r.t. to \( F_c^* \) is the component-wise average over all elements in \( F_c^* \)

\[
\tilde{b}(I) = \|F_c^*\| \sum_{x \in F_c^*} x.
\]

Computing variable biases is expensive as it involves computing near-optimal solutions. To that end, we aim at devising a neural architecture and training a corresponding model in a supervised fashion to predict the variable biases \( \tilde{b}(I) \) for unseen instances. Letting \( D \) be a distribution over \( C \) and \( S \) a finite training set sampled uniformly at random from \( D \), we aim at learning a function \( f_\theta : \mathcal{V}(I) \to \mathbb{R} \), where \( \theta \) represents a set of parameters from the set \( \Theta \), that predicts the variable biases of previously unseen instances. To that end, we minimize the empirical error

\[
\min_{\theta \in \Theta} \frac{1}{|S|} \sum_{I \in S} \ell(f_\theta(\mathcal{V}(I)), \tilde{b}(I)),
\]

with some loss function \( \ell : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) over the set of parameters \( \Theta \), where we applied \( f_\theta \) entry-wise over the set of binary variables \( \mathcal{V}(I) \).
The MIP-GNN Architecture

Next, we introduce the MIP-GNN architecture that represents the function $f_s$. Intuitively, as mentioned above, we encode a given BLP as a bipartite graph with a node for each variable and each constraint. An edge connects a variable node and constraint node iff the variable has a non-zero coefficient in the constraint. Further, we can encode side information, e.g., the objective’s coefficients and problem-specific expert knowledge, as node and edge features. Given such an encoded BLP, the MIP-GNN aims to learn an embedding, i.e., a vectorial representation of each variable, which is subsequently fed into a multi-layer perceptron (MLP) for predicting the corresponding bias. To learn meaningful variable embeddings that are relevant to bias prediction, the MIP-GNN consists of two passes, the variable-to-constraint and the constraint-to-variable pass; see Figure 1.

In the former, each variable passes its current variable embedding to each adjacent constraint, updating the constraint embeddings. To guide the MIP-GNN in finding meaningful embeddings, we compute an error signal that encodes the degree of violation of a constraint with the current variable embedding. Together with the current constraint embeddings, this error signal is sent back to adjacent variables, effectively propagating information throughout the graph.

Formally, let $I = (A, b, c)$ be an instance of a BLP, which we encode as a bipartite graph $B(I) = (V(I), C(I), E(I))$. Here, the node set $V(I) = \{v_i \mid x_i \in \mathcal{V}(I)\}$ represents the variables, the node set $C(I) = \{c_i \mid i \in \mathcal{C}(I)\}$ represents the constraints of $I$, and the edge set $E(I) = \{\{v_i, c_j\} \mid A_{ij} \neq 0\}$ represents their interaction. Further, we define the (edge) feature function $a: E(I) \rightarrow \mathbb{R}$ as $a(v_j, c_i) \rightarrow A_{ij}$. Moreover, we may add features encoding additional, problem-specific information, resulting in the feature function $l: V(I) \cup C(I) \rightarrow \mathbb{R}^d$. In full generality, we implement the variable-to-constraint (v-to-c) and the constraint-to-variable (c-to-v) passes as follows.

**Variable-to-constraint pass** Let $v_i^{(t)}$ and $c_j^{(t)}$ in $\mathbb{R}^d$ be the variable embedding of variable $i$ and the constraint embedding of node $j$, respectively, after $t$ c-to-v and v-to-c passes. For $t = 0$, we set $v_i^{(0)} = l(v_i)$ and $c_j^{(0)} = l(c_j)$. To update the constraint embedding, we set $c_j^{(t+1)} = f_{w_2c}(l(c_j^{(t)}), f_{aug:c}(\{l(v_i), A_{ij}, b_j \mid v_i \in N(c_j)\}))$, where, following Equation (1), $f_{aug:c}$ aggregates over the multiset of adjacent variable embeddings, and $f_{merge:c}$ merges the constraint embedding from the $t$-th step with the learned, joint variable embedding representation.

**Constraint-to-variable pass** To guide the model to meaningful variable embedding assignments, i.e., those that align with the problem instance’s constraints, we propagate error messages. For each constraint, upon receiving a variable embedding $v_i^{(t)}$ in $\mathbb{R}^d$, we use a neural network $f_{aug:w}: \mathbb{R}^d \rightarrow \mathbb{R}$ to assign a scalar value $\tilde{x}_i = f_{aug:w}(v_i^{(t)})$ in $\mathbb{R}$ to each variable, resulting in the vector $\tilde{x}$ in $\mathbb{R}^{|\mathcal{V}(I)|}$, and compute the normalized residual 

$$e = \text{softmax}(A\tilde{x} - b),$$

where we apply a softmax function column-wise, indicating how much the $j$-th constraint, with its current assignment, contributes to the constraints’ violation in total. The error signal $e$ is then propagated back to adjacent variables. That is, to update the variable embedding of node $v_i$, we set 

$$v_i^{(t+1)} = f_{merge:V}(v_i^{(t)}, f_{merge:V}(\{l(c_j^{(t)}), A_{ji}, b_j, e_j \mid c_j \in N(v_i)\})),$$

The v-to-c and c-to-v layers are interleaved. Moreover, the column-wise concatenation of the variable embeddings over all layers is fed into an MLP, predicting the variable biases.

MIP-GNN has been described, implemented, and tested on pure binary linear programs, as such problems are already quite widely applicable. However, extensions to general integer variables and mixed continuous/integer problems are possible; see the appendix for a discussion.

**Simplifying Training**

Intuitively, predicting whether a variable’s bias is closer to 0 or 1 is more important than knowing its exact value if one wants to find high-quality solutions quickly. Hence, to simplify training and make predictions more interpretable, we resort to introducing a threshold value $\tau \geq 0$ to transform the original bias prediction—a regression problem—to a classification problem by interpreting the bias $b(I)_i$ of the $i$-th variable of a given BLP $I$ as 0 if $b(I)_i \leq \tau$ and 1 otherwise. In the experimental evaluation, we empirically investigate the influence of different choices of $\tau$ on the downstream task. Henceforth, we assume $b(I)_i \in \{0, 1\}$. Accordingly, the output of the MLP, predicting the variable bias, is a vector $\hat{p} \in [0, 1]^n$.

**Guiding a Solver with MIP-GNN**

Next, we exemplify how MIP-GNN’s bias predictions can guide two performance-critical components of combinatorial solvers, node selection and warm-starting; a use case in branching variable selection is discussed in the appendix.

**Guided node selection** The primary use case for the bias predictions will be to guide node selection in the branch-and-bound algorithm. The node selection strategy will use MIP-GNN predictions to score “open nodes” of the search tree. If the predictions are good, then selecting nodes that are consistent with them should bring us closer to finding a good feasible solution quickly. To formalize this intuition, we first define a kind of confidence score for each prediction as

$$\text{score}(\hat{p}_i) = 1 - |\hat{p}_i - |\hat{p}_i||,$$

where $\lceil \cdot \rceil$ rounds to the nearest integer and $\hat{p}_i$ is the prediction for the $i$-th binary variable. Predictions that are close to 0 or 1 get a high score (max. 1) and vice versa (min. 0.5). The score of a node is then equal to the sum of the confidence scores (or their complements) for the set of variables that are fixed (via branching) at that node. More specifically, node-score($N; \hat{p}$) is set to

$$\sum_{i \in \text{fixed-vars}(N)} \begin{cases} \text{score}(\hat{p}_i), & \text{if } x_i^N = |\hat{p}_i|, \\ 1 - \text{score}(\hat{p}_i), & \text{otherwise}, \end{cases}$$

where $\text{I}\{\cdot\}$ is the indicator function and $x_i^N$ is the fixed value of the $i$-th variable at node $N$. When the fixed value is equal to the rounding of the corresponding prediction, the variable
receives $\text{score}(\hat{p}_i)$; otherwise, it receives the complement, $1 - \text{score}(\hat{p}_i)$. As such, node-score takes into account both how confident the model is about a given variable, and also how much a given node is aligned with the model’s bias predictions. Naturally, deeper nodes in the search tree can accumulate larger node-score values; this is consistent with the intuition (folklore) of depth-first search strategies being typically useful for finding feasible solutions.

As an example, consider a node $N_1$ resulting from fixing the subset of variables $x_1 = 0, x_4 = 1, x_5 = 0$; assume the MIP-GNN model predicts biases $0.2, 0.8, 0.9$, respectively. Then, node-score($N_1$; $\hat{p}$) = $\text{score}(\hat{p}_1) + \text{score}(\hat{p}_4) + (1 - \text{score}(\hat{p}_5)) = 0.8 + 0.8 + (1 - 0.9) = 1.7$. Another node $N_2$ whose fixing differs only by $x_5 = 1$ would have a higher score due to better alignment between the value of $x_5$ and the corresponding bias prediction of 0.9.

While the prediction-guided node selection strategy may lead to good feasible solutions quickly and thus improve the primal bound, it is preferable that the dual bound is also moved. To achieve that, we periodically select the node with the best bound rather than the one suggested by the bias prediction. In the experiments that follow, that is done every 100 nodes.

**Warm-starting** Another use of the bias predictions is to attempt to directly construct a feasible solution via rounding. To do so, the user first defines a rounding threshold $p_{\min}$ in $[0.5, 1)$. Then, a variable’s bias prediction is rounded to the nearest integer if and only if $\text{score}(\hat{p}_i) \geq p_{\min}$. With larger $p_{\min}$, fewer variables will be eligible for rounding. Because some variables may have not been rounded, we leverage “solution repair”2, a common feature of modern MIP solvers that attempts to complete a partially integer solution for a limited amount of time. Rather than use a single rounding threshold $p_{\min}$, we iterate over a small grid of values $\{0.99, 0.98, 0.96, 0.92, 0.84, 0.68\}$ and ask the solver to repair the partial rounding. The resulting integer-feasible solution, if any, can then be returned as is or used to warm-start a branch-and-bound search.

**Discussion: Limitations and Possible Roadmaps**

In the following, we address limitations and challenges within the MIP-GNN architecture, and discuss possible solutions.

**Dataset generation** Making the common assumption that the complexity classes NP and co-NP are not equal, Yehuda, Gabel, and Schuster (2020) showed that any polynomial-time sample generator for NP-hard problems samples from an easier sub-problem. However, it remains unclear how these results translate into practice, as real-world instances of CO problems are rarely worst-case ones. Moreover, the bias computation relies on near-optimal solutions, which state-of-the-art MIP solver, e.g., CPLEX, can effectively generate but with non-negligible overhead in computing time (Danna et al. 2007). In our case, we spend 60 minutes per instance, for example. This makes our approach most suitable for very challenging combinatorial problems with available historical instances that can be used for training.

**Limited expressiveness** Recent results, e.g., (Maron et al. 2019; Morris et al. 2019; Xu et al. 2019), indicate that GNNs only offer limited expressiveness. Moreover, the equivalence between (universal) permutation-equivariant function approximation and the graph isomorphism problem (Chen et al. 2019), coupled with the fact that graph isomorphism for bipartite graphs is GI-complete (Uehara, Toda, and Nagoya 2005), i.e., at least as hard as the general graph isomorphism problem, indicate that GNNs will, in the worst-case, fail to distinguish different (non-isomorphic) MILPs or detect discriminatory patterns within the given instances. Contrary to the above negative theoretical results, empirical research, e.g., (Gasse et al. 2019; Nair et al. 2020; Selsam et al. 2019), as well as the results of our experimental evaluation herein, clearly show the real-world benefits of applying GNNs to bipartite graphs. This indicates a gap between worst-case theoretical analysis and practical performance on real-world distributions.

Nevertheless, in Proposition 1 of the appendix, we leverage a connection to the multiplicative weights update algorithm (Arora, Hazan, and Kale 2012) to prove that, under certain assumptions, GNNs are capable of outputting feasible solutions of the underlying BLPs relaxation, minimizing the MAE to (real-valued) biases on a given (finite) training set.

**Experimental Evaluation**

Next, we investigate the benefits of using MIP-GNN within a state-of-the-art solver on challenging BLP problems. In this section, we will focus primarily on node selection and to a lesser extent warm-starting. Results on using MIP-GNN to guide variable selection are provided in the appendix. We would like to highlight two key features of our experimental design: (1) We use the CPLEX solver, with all of its advanced features (presolve, cuts, heuristics), both as a backend for our method and as a baseline. As such, our implementation and comparisons to CPLEX closely resemble how hard MIPs are solved in real applications, rather than be confined to less advanced academic solvers or artificial case studies; (2) We evaluate our method on two classes of problems that are simultaneously important for operations research applications and extremely difficult to find good solutions for or solve to optimality. In contrast, we have attempted to apply MIP-GNN to instances provided by Ding et al. (2020) and found them to be extremely easy for CPLEX which solves them to global optimality in seconds on average. Because machine learning is unlikely to substantially reduce such already small running times, we believe that tackling truly challenging tasks, such as those we study here, is where learning holds most promise.

**Data collection** Given a BLP training instance, the main data collection step is to estimate the variable biases. To do so, we must collect a set of high-quality feasible solutions. We leverage a very useful feature of modern solvers: the solution pool, particularly CPLEX’s implementation.3 This feature repurposes the solver to collect a large number of good integer solutions, rather than focus on proving optimality. For our dataset, we let CPLEX spend 60 minutes in total to construct this solution pool for each instance, terminating whenever it has found 1000 solutions with objective values within 10% of

---

2https://ibm.com/docs/en/icos/12.10.0?topic=mip-starting-from-solution-starts

3https://ibm.com/docs/en/icos/12.10.0?topic=solutions-what-is-solution-pool
the best solution found, or when the 60-minute limit is reached. The variable biases are calculated according to Eq. (2).

Neural architecture To implement the two passes of the MIP-GNN described above, we used the GIN-ε (Xu et al. 2019) (GIN) and GraphSage (Hamilton, Ying, and Leskovec 2017) (SAGE) architectures for both passes, with and without error propagation. To deal with continuous edge features, we used a 2-layer MLP to map them to the same number of components as the node features and combined them using summation. Further, we implemented a variant of EdgeConvolution (Simonovsky and Komodakis 2017) (EC), again with and without error propagation, handling edge features, in a natural way; see the appendix for details. For node features, we only used the corresponding objective function coefficient and node degree for variable nodes, and the right-hand side coefficient (i.e., the corresponding component of b) and the node degree (i.e., the number of nonzeros in the constraint) for constraint nodes. For edge features, we used the corresponding entry in A.

For all architectures, we used mean aggregation and a feature dimension of 64. Four GNN layers were used, i.e., four interleaved variable-to-constraint and constraint-to-variable passes, followed by a 4-layer MLP for the final classification.

Benchmark problems The generalized independent set problem (GISP) (Colombi, Mansini, and Savelsbergh 2017) and fixed-charge multi-commodity network flow problem (FCMNF) (Hewitt, Nemhauser, and Savelsbergh 2010) have been used to model a variety of applications including forest harvesting (Hochbaum and Pathria 1997) and supply chain planning, respectively. Importantly, it is straightforward to generate realistic instances of GISP/FCMNF that are extremely difficult to solve or even find good solutions for, even when using a commercial solver such as CPLEX. For each problem set (10 from GISP, 1 from FCMNF), there are 1000 training instances and 100 test instances. These instances have thousands to tens of thousands of variables and constraints, with the GISP problem sets varying in size, as described in Table 2 of (Colombi, Mansini, and Savelsbergh 2017). Appendix section “Data generation” includes additional details.

Baseline solver We use CPLEX 12.10.0 as a backend for data collection and BLP solving. CPLEX “control callbacks” allowed us to integrate the methods described in Section in the solver. We ask CPLEX to “emphasize feasibility over optimality” by setting its “emphasis switch” parameter appropriately⁴; this setting makes the CPLEX baseline (referred to as “default” in the results section) even more competitive w.r.t. evaluation metrics that emphasize finding good feasible solutions quickly.

---

⁴https://ibm.com/docs/en/icos/12.10.0?topic=parameters-mip-emphasis-switch
We allow CPLEX to use presolve, cuts, and primal heuristics regardless of whether it is being controlled by our MIP-GNN models or not. As such, all subsequent comparisons to “default” are to this full-fledged version of CPLEX, rather than to any stripped-down version. We note that this is indeed already a very powerful baseline to compare against, as CPLEX has been developed and tuned over three decades by MIP experts, i.e., it can be considered a very sophisticated human-learned solver. The solver time limit is 30 minutes per instance.

**Experimental protocol** During training, 20% of the training instances were used as a validation set for early stopping. The training algorithm is ADAM (Kingma and Ba 2015), which ran for 30 epochs with an initial learning rate of 0.001 and exponential learning rate decay with a patience of 10. Training is done on GPUs whereas evaluation (including making predictions with trained models and solving MILPs with CPLEX) is done on CPUs with a single thread. Appendix section “CPU/GPU specifications” provides additional details.

**Evaluation metrics** All subsequent results will be based on test instances that were not seen during any training run. Because MIP-GNN is designed to guide the solver towards good feasible solutions, the widely used “Primal Integral” metric (Berthold 2013) will be adopted, among others, to assess performance compared to the default solver setting. In short, the primal integral can be interpreted as the average solution quality during a time-limited MIP solve. Smaller values indicate that high-quality solutions were found early in the solving process. Quality is relative to a reference objective value: for GISP/FCMNF, it is typically difficult to find the optimal values of the instances, and so we use as a reference the best solution values found by any of the tested methods. We will also measure the optimality gap. Other relevant metrics will be described in the corresponding figure/table.

**Results and Discussion**

MIP-GNN (node selection) vs. default CPLEX In Figure 2a, we use box plots to examine the distribution of primal integral values on the ten test problem sets of GISP. Guiding node selection with MIP-GNN predictions (blue) conclusively outperforms the default setting (red) on all test sets. Equally importantly, appendix Table 5 shows that not only is the primal integral better when using MIP-GNN for node selection, but also that the quality of the best solution found at termination improves almost always compared to default. This improvement on the primal side translates into a reduction of the optimality gap for most datasets, as shown in Figure 2b. Additional GISP statistics/metrics are in the appendix.

As for the FCMNF dataset (detailed results in appendix), MIP-GNN node selection also outperforms CPLEX default, leading to better solutions 81% of test instances (Table 1) and smaller primal integrals on 62% (Table 3).

Appendix figures 6 and 7 shed more light into how MIP-GNN uses affect the solution finding process in the MIP solver. Strategy “node selection” finds more incumbent solutions (Figure 6) than “default”, but also many more of those incumbents are integer solutions to node LP relaxations (Figure 7). This indicates that this guided node selection strategy is moving into more promising reasons of the search tree, which makes incumbents (i.e., improved integer-feasible solutions) more likely to be found by simply solving the node LP relaxations. In contrast, “default” has to rely on solver heuristics to find incumbents, which may incur additional running times.

**MIP-GNN (warmstart) vs. default CPLEX** Appendix Table 6 shows that warm-starting the solver using MIP-GNN consistently yields better final solutions on 6 out of 9 GISP datasets (with one dataset exhibiting a near-tie); Table 7 shows that the optimality gap is also smaller when warm-starting with our models on 6 out of 9 datasets. This is despite our implementation of warm-starting being quite basic, e.g., the rounding thresholds are examined sequentially rather than in parallel, which means that a non-negligible amount of time is spent during this phase before CPLEX starts branch and bound. We do note, however, that guided node selection seems to be the most suitable use of MIP-GNN predictions.

**Transfer learning** Does a MIP-GNN model trained on one set still work well on other, slightly different sets from the same optimization problem? Figure 2d shows the primal integral box plots (similar to those of Figure 2a) on three distinct GISP problem sets, using two models: “original” (orange), trained on instances from the same problem set; “transfer” (blue), trained on a problem set that is different from all the others. On the first two problem sets, the “transfer” model performs as well or better than the “original” model; on the last, “original” is significantly better. Further analysis will be required to determine the transfer potential.

**GNN architectures** The MIP-GNN results in Figures 2a and 2b and Table 5 used a SAGE architecture with error messages and a threshold of $\tau = 0$. Figure 2c compares additional GNN architectures with three thresholds on the GISP problem set C250.9.clq (which has the largest number of variables/constraints). The effect of the threshold only affects the EdgeConvolution (ECS) architecture, with zero being the best.

**Conclusions**

We introduced MIP-GNN, a generic GNN-based architecture to guide heuristic components within state-of-the-art MIP solvers. By leveraging the structural information within the MILP’s constraint-variable interaction, we trained MIP-GNN in a supervised way to predict variable biases, i.e., the likelihood of a variable taking a value of 1 in near-optimal solutions. On a large set of diverse, challenging, real-world BLPs, we showed a consistent improvement over CPLEX’s default setting by guiding node selection without additional feature engineering. Crucially, for the first time in this line of research, we used a single, once-trained model for bias prediction to speed up multiple components of the MIP solver simultaneously. In other words, we showed that learning the bias associated with sets of near-optimal solutions is empirically beneficial to multiple crucial MIP ingredients. We reported in detail the effect on node selection and warm-starting while also showing promising results for variable selection. Further, our framework is extensible to yet other crucial ingredients, e.g., preprocessing, where identifying important variables can be beneficial.
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