Direct stellarator coil optimization for nested magnetic surfaces with precise quasi-symmetry
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We present a robust optimization algorithm for the design of electromagnetic coils that generate vacuum magnetic fields with nested flux surfaces and precise quasi-symmetry. The method is based on a bilevel optimization problem, where the outer coil optimization is constrained by a set of inner least-squares optimization problems whose solutions describe magnetic surfaces. The outer optimization objective targets coils that generate a field with nested magnetic surfaces and good quasi-symmetry. The inner optimization problems identify magnetic surfaces when they exist, and approximate surfaces in the presence of magnetic islands or chaos. We show that this formulation can be used to heal islands and chaos, thus producing coils that result in magnetic fields with precise quasi-symmetry. We show that the method can be initialized with coils from the traditional two stage coil design process, as well as coils from a near axis expansion optimization. We present a numerical example where island chains are healed and quasi-symmetry is optimized up to surfaces with aspect ratio 6. Another numerical example illustrates that the aspect ratio of nested flux surfaces with optimized quasi-symmetry can be decreased from 6 to approximately 4. The last example shows that our approach is robust and a cold-start using coils from a near-axis expansion optimization.

I. INTRODUCTION

Nested magnetic surfaces are not guaranteed to exist in stellarators, unlike in tokamaks, and confinement properties of the stellarator can be negatively affected by the presence of chaos and island chains in the magnetic field. Furthermore, the calculation of many physics performance metrics that might be used to optimize stellarators rely on the assumption of nested magnetic surfaces. MHD stability, neoclassical confinement calculations, and optimization for quasi-symmetry on surfaces are simpler when the field presents nested magnetic surfaces. For all these reasons, it is crucial to develop stellarator optimization algorithms that are robust in the presence of chaotic field lines and island chains, and that will optimize the stellarator to a state with nested magnetic surfaces and precise quasi-symmetry, i.e., that can target island and chaos healing. By “precise” quasi-symmetry, we mean that the optimized coil designs generate magnetic fields that present an accurate approximation of quasi-symmetry where this property is targeted.

Quasi-symmetry is a favorable property of a magnetic field that ensures the collisionless trajectories of charged particles up to a certain energy will be confined. However, it is not completely known how closely this property can be approximated or realized in non-axisymmetric magnetic fields. Recently, stellarators with very accurate (though imperfect) quasi-symmetry on a volume were discovered using a novel stellarator optimization software framework.

Island healing was a target during the design of the NCSX coils, where the aim was to find a plasma equilibrium and coil set such that specific resonant components of the field from the former and latter cancelled out in the VMEC-SPEC solution. In Ref. 7, a spectral analysis was conducted to manipulate island width size. An optimization-based approach was recently proposed, which relies on a combined VMEC-SPEC optimization of a toroidal boundary surface. An initial configuration with islands and chaos was computed in a stage I optimization using VMEC. Then, a combined VMEC-SPEC optimization was completed with the goal of optimizing away the significant island chains present in the initial state. The VMEC solution was used to optimize for quasi-symmetry, and the VMEC-SPEC solution was used to optimize away the magnetic islands by penalizing the island width via a Greene’s residue computation. The VMEC field was needed because the quasi-symmetry penalty term relies on the assumption of nested magnetic surfaces, which are not guaranteed in the SPEC field. The latter field was needed because island chains cannot be resolved by the VMEC code. It is also possible to only target island width using SPEC for finite β equilibria, without optimizing for quasi-symmetry, which bore promising results. One disadvantage of the Greene’s residue approach is that one must know a priori which resonance one would like to heal. The Greene’s residue approach can be difficult to use if resonances enter or leave the magnetic configuration at a given iteration of the optimization, which happens particularly at the start of the optimization procedure.

Chaos healing also has been the focus of several studies in the past. Instead of eliminating localized island chains corresponding to specific resonances, the idea here is to increase the plasma volume that is free from gener-
aveled stochasticity. This was first done for analytic vacuum fields, using perturbative analysis. Later, the Greene residue method was applied in an optimization framework to find coils generating vacuum fields with reduced chaos. These early works did not consider the simultaneous goal of having magnetic fields with a high level of quasi-symmetry. More recently, chaos healing was attempted in Ref. 15 where a quadratic flux minimizing (QFM) penalty was added to a coil optimization objective to favor nested magnetic surfaces further away from the magnetic axis and optimize away chaotic regions of the field. However, doing so does not control the quality of quasi-symmetry on low aspect ratio surfaces.

In this manuscript, we address some of the shortcomings of the previous approaches. Specifically, the main contributions of this work are: (1) we outline a robust approach for computing approximations of flux surfaces even in the presence of island chains and chaos, (2) based on that surface computation, we present a novel optimization-based approach to island and chaos healing, (3) our approach optimizes directly the geometry of electromagnetic coils, rather than a toroidal boundary surface, and (4) the algorithm promotes precise quasi-symmetry on nested magnetic surfaces.

In our previous work (Ref. 11), we outlined a numerical method to optimize stellarator coils for quasi-axisymmetry under the assumption that over the course of the optimization, the rotational transform remained strongly irrational. Despite this strong requirement, we found precisely quasisymmetric magnetic fields generated by coils. The procedure in Ref. 1 relies on the solution to a partial differential equation (PDE) that can be difficult to solve numerically. In this work, we propose a least-squares formulation to solve the PDE in a more robust fashion, resulting in a numerical optimization procedure that can be used even when nested flux surfaces do not exist. Our approach is formulated as a bilevel optimization problem, where the outer coil optimization problem is constrained by the solution to a PDE, solved in a least squares sense in the inner optimization problem. This is similar in spirit to the work in Ref. 16 where quasisymmetric stellarators were found by solving an outer optimization problem constrained by the least squares solution to the force balance equations computed using the DESC code. We also focus on curl-free magnetic fields as they are an important first step in the development of stellarator optimization algorithms. Furthermore, vacuum fields can serve as suitable initial states in stellarator optimization approaches in which the plasma pressure is gradually ramped up.

II. COMPUTING SURFACES

The goal of this section is to outline a robust numerical method for computing magnetic surfaces in curl-free magnetic fields $B \in \mathbb{R}^3$. Even though the external magnetic fields that we use here are always generated by electromagnetic coils, our method is not restricted to fields represented in this manner. We use a finite-dimensional representation of a toroidal surface $\Sigma_s : [0, 1)^2 \rightarrow (x, y, z)$ that satisfies $n_{fp}$-rotational symmetry and stellarator symmetry. $n_{fp}$ stands for the "number of field periods" and indicates the number of times the field repeats itself after a full toroidal rotation. The unknowns, or surface parameters, in this representation are combined into a vector $s \in \mathbb{R}^{n_s}$ where $n_s$ is the number of parameters that describe the surface; for details of this representation see Ref. 11. Given a vacuum magnetic field $B$, we seek to compute a magnetic surface in Boozer coordinates $\Sigma_s(s)$, its rotational transform $\iota$, and the constant $G$, that solve

$$ r(s) = G \frac{B}{\|B\|} - \|B\| \left( \frac{\partial \Sigma_s}{\partial \varphi} + \iota \frac{\partial \Sigma_s}{\partial \theta} \right). $$

This equation can be derived by equating two different representations of the magnetic field, which assume that it is curl- and divergence-free. Then, with the dual relations, it can be shown that magnetic surfaces parametrized in Boozer coordinates satisfy. Solutions to this partial differential equation can only be expected when $\iota$ is strongly irrational. Based on this assumption, we have presented a pseudospectral approach to solve in Ref. 11 and used that numerical method in an optimization loop to find coils with accurate quasi-symmetry. The pseudospectral method aimed to find surfaces for which the residual was exactly zero at a fixed number of collocation points. We called these surfaces “BoozerExact” surfaces. However, this numerical method can be brittle when nested flux surfaces do not exist, e.g. in regions with chaotic field lines and island chains, which occur at places where the rotational transform is not strongly irrational. The approach that we describe now is more robust and can be used to determine surfaces even in regions where the pseudospectral method (BoozerExact) would have difficulty.

Discretizing this partial differential equation, surfaces are computed by solving the following constrained least squares minimization problem

$$ \min_s \frac{1}{2} \int_0^1 \int_0^{1/n_{fp}} \|r(s)\|^2 d\varphi d\theta $$

subject to $V(\Sigma_s) - V_0 = 0$,

where $r(s) : [0, 1) \times [0, 1/n_{fp}) \rightarrow \mathbb{R}^3$,

$$ \|r(s)\|^2 = r_x(s)^2 + r_y(s)^2 + r_z(s)^2, $$

$V_0$ is a given target volume, and

$$ V(\Sigma_s) = \int_0^1 \int_0^{1/n_{fp}} \frac{1}{3} \Sigma_s \cdot n d\varphi d\theta, $$

where $n = \partial \Sigma_s / \partial \varphi \times \partial \Sigma_s / \partial \theta$. Note that while $n$ is in the direction of the surface normal, here is not in general the unit normal. The aim is to solve in a least-squares
sense by minimizing the quadratic residual. The formula for the volume enclosed by the surface can be derived by recognizing

\[ V = \int_D dx \, dy \, dz = \int_D \frac{1}{3} \nabla \cdot \hat{r} \, dx \, dy \, dz, \]

where \( \hat{r} = x \hat{x} + y \hat{y} + z \hat{z} \in D \) and \( D \) is the region enclosed by the toroidal surface \( \Sigma_s \). Applying the divergence theorem to the right-hand-side, we obtain (4) after substituting \( \hat{r} = \Sigma_s \).

We use collocation on a tensor grid to approximate the integrals in (2), which results in the nonlinear least squares problem

\[
\min_s \frac{1}{6n_\varphi n_\theta} \| R(s) \|^2 + \frac{1}{2} w_v (V(\Sigma_s) - V_0)^2 \quad (5)
\]

where

\[
R(s) = [r_x(s)_1, r_y(s)_1, r_z(s)_1, \ldots, r_x(s)_{N_\varphi}, r_y(s)_{N_\varphi}, r_z(s)_{N_\varphi}],
\]

\[ R(s) \in \mathbb{R}^{3n_\varphi n_\theta} \] and the indices correspond to the collocation points. We have experimented with two grids of quadrature points of the form \( (\varphi_i, \theta_j) = (i \Delta \varphi, j \Delta \theta) \), for \( i = 0, 1, \ldots, n_\varphi - 1 \), \( j = 0, 1, \ldots, n_\theta - 1 \). Rule 1 is on a full-period \( (\varphi, \theta) \in [0, 1/n_\theta) \times [0, 1) \), \( \Delta \varphi = (1/n_\varphi)/n_\varphi \) and \( \Delta \theta = 1/n_\theta \). Rule 2 is on a half-period \( (\varphi, \theta) \in [0, 1/2n_\theta) \times [0, 1) \), \( \Delta \varphi = (1/2n_\varphi)/n_\varphi \), \( \Delta \theta = 1/n_\theta \). This rule is spectrally accurate. Rule 2 exploits stellarator symmetry, using half the number of points as rule 1 and is not spectrally accurate. A comparison of the two rules follows in Section II A.

A related concept is that of quadratic-flux-minimizing (QFM) surfaces, which are surfaces that minimize

\[
\int_0^1 \int_0^{1/n_\varphi} (\mathbf{B} \cdot \mathbf{n})^2 \, d\theta \, d\varphi,
\]

without constraints on the angles that parametrize the surface. QFM and BoozerLS surfaces are related to one another in regimes where nested flux surfaces exist. In finite dimensions, BoozerLS surfaces are also QFM surfaces, with the added requirement that the BoozerLS surface is parameterized in Boozer coordinates. In finite dimensions, numerical experiments show that BoozerLS surfaces do indeed approximate magnetic surfaces and we expect both BoozerLS and QFM to be close to each other. The existence of QFM surfaces in more general contexts is delicate: when the quadratic flux is unweighted, it is shown in Ref. (8) that only true flux surfaces extremize the QFM functional. An analogous conclusion may be true for BoozerLS surfaces, but we have not attempted to show this here. The first-order optimality condition of (5) is

\[
g(s) := \mathbf{J}(s)^T R(s) + \frac{\partial V}{\partial \mathbf{s}} (V(s) - V_0) \frac{\partial V}{\partial \mathbf{s}} = 0 \quad (6)
\]

where \( \mathbf{g} \in \mathbb{R}^{n_\varphi} \), \( \mathbf{J} = \frac{\partial R}{\partial \mathbf{s}} \in \mathbb{R}^{(3n_\varphi n_\theta) \times n_\varphi} \) is the Jacobian of \( R(\cdot) \) and

\[
V(s) := \frac{1}{3n_\varphi n_\theta} \sum_{i=1}^{3n_\varphi n_\theta} (\Sigma_s)_i \cdot \mathbf{n}_i.
\]

is the discretized surface volume.

In (Ref. [1]), we showed numerically that computing BoozerLS surfaces is robust, even in the presence of islands and chaos. Framing the surface computation as a least-squares optimization problem allows us to use line search algorithms that track progress of the solution algorithm, and to prevent step sizes that are too large. Thanks to the optimization framework which defines the BoozerLS surfaces, we are free to introduce regularizations that prevent the numerically computed surfaces from self-intersecting.

The Newton step of (6) for the increment \( \delta \mathbf{s} \) is

\[
\begin{aligned}
\mathbf{J}(s)^T \mathbf{J}(s) + w_v \frac{\partial \mathbf{V}}{\partial \mathbf{s}}^T \frac{\partial \mathbf{V}}{\partial \mathbf{s}} &+ \sum_{i=1}^{3n_\varphi n_\theta} R_i(s) \frac{\partial^2 \mathbf{R}_i}{\partial \mathbf{s}^2} (s) + w_v (V(s) - V_0) \frac{\partial^2 V}{\partial \mathbf{s}^2} \delta \mathbf{s} = -\mathbf{g}(s)
\end{aligned}
\]

where the Hessian matrix on the left-hand side multiplying \( \delta \mathbf{s} \in \mathbb{R}^{n_\varphi} \) is denoted by \( \mathbf{H} \in \mathbb{R}^{n_\varphi \times n_\varphi} \). We initially use the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm to solve (6). Then, using this solution as an initial guess, we use Newton’s method on (8) to reduce the gradient of the nonlinear residual further. We observe that while the Hessian is not absolutely necessary for the computation of the least square surfaces, its availability is crucial for the computation of gradients in the outer coil optimization problem we consider in Section III B when the least-squares optimality condition is used as constraint within the coil optimization problem. We will highlight this point again in that section. We also note that in contrast to Ref. [1] the residual in (3) is divided by \( \| \mathbf{B} \| \). This is to prevent \( \mathbf{r} \) from scaling with the coil currents.

The approach described in this section shows how to compute a magnetic surface that encloses a user-defined volume \( V_0 \). The coil optimization studies in Section III D use this numerical method to compute multiple magnetic surfaces, each with a different target volume.

A. Convergence study

In this section, we present a convergence test of the BoozerLS formulations using two different quadrature rules to approximate the integral in (2), called rules 1 and 2. We compare this new least squares formulation to the one in Ref. [4], i.e., when the number of unknowns coincides with the number of collocation points, which we refer to as BoozerExact. We compute the innermost surface used in the coil optimization problem (section III D) using the
BoozerExact and constrained BoozerLS formulations and vary the number of modes, \( m_{\text{pol}}, n_{\text{tor}} \), in the surface representation and the number of collocation points. Note that \( m_{\text{pol}} \) and \( n_{\text{tor}} \) are the number of Fourier modes used to represent the surface in the \( \theta \) and \( \varphi \) directions, respectively. In addition to computing the unknowns that describe the geometry of the surface, we also compute its rotational transform \( \iota \) as well as \( G \). For the configuration here, we know the exact value of \( G = \mu_{0} \sum_{k} I_{k} \), where \( I_{k} \) is the current in the \( k \)th coil. Thus, we can plot the convergence of the numerically computed \( G \) to the true value, shown in figure 1. We find that the accuracy of the BoozerLS formulation depends on the choice of quadrature rule used to approximate the quadratic residual in [6]. If a spectrally accurate quadrature rule is used (rule 1), then BoozerLS is as accurate as the BoozerExact formulation or better. If a non-spectrally accurate quadrature rule is used (rule 2), then BoozerLS is orders of magnitude less accurate than the BoozerExact formulation.

Since the the BoozerLS formulation is most useful in regions without nested flux surfaces, where [1] does not even have well-defined solutions, we use rule 2 in what follows as it requires fewer points than rule 1.

### B. Surface regularization

Numerical evidence suggests that surfaces determined by [2] converge exponentially as a function of the number of Fourier modes that describe the surface in regions with nested flux surfaces. However, we have not examined what happens in regions with chaos and islands. As we increase the Fourier resolution, we observe that least squares surfaces may present self-intersections. One possible surface regularization to prevent the formation of self-intersections is

\[
\frac{1}{2} w_v (A(s) - A_0)^2,
\]

where \( A_0 \) is 0.9 times the surface area on the unregularized surface, and \( w_v > 0 \) is a weighting parameter for the regularization term. The goal of this regularization is to prevent the area of the surface from becoming too large for a given toroidal volume, thereby avoiding self-intersections. The effect of this regularization term is illustrated in Figure 2 where we compute a surface that passes through the \( \iota = 2/5 \) island chain, for \( m_{\text{pol}}, n_{\text{tor}} = 15, 16 \). We observe that increasing the surface complexity from \( m_{\text{pol}}, n_{\text{tor}} = 15 \) to \( m_{\text{pol}}, n_{\text{tor}} = 16 \), results in surfaces that self-intersect in the neighborhood of the X-points. We also compute the spectrum of the Hessian for the \( m_{\text{pol}}, n_{\text{tor}} = 16 \) surface (Figure 3). We find that before the regularization is added, there are many small eigenvalues and as a result, there is much freedom to add design requirements on the surface without affecting the magnitude of the Boozer residual. This is confirmed by our numerical tests, as we observe that the regularization negligibly affects the Boozer residual penalty (Figure 3). The spectrum changes negligibly after adding the area penalty term, meaning that the door is open for additional regularizations to be included if needed. The regularization introduced here is only a heuristic and there are no guarantees that self-intersections will always be prevented. We find that this
III. COIL OPTIMIZATION FOR QUASI-SYMMETRY ON SURFACES

In this section, we show how to evaluate the quality of quasi-symmetry on surfaces, and we formulate a coil optimization problem that targets quasi-symmetry on those surfaces. Finally, we discuss the efficient computation of gradients for this optimization problem. In the previous section, we were concerned with developing a numerical method to approximate a single magnetic surface that encloses a user-provided volume. In what follows, we use the numerical method to compute $N_s$ magnetic surfaces that enclose different volumes, and use those surfaces in a coil optimization procedure to control quasi-symmetry in the generated magnetic field.

### A. Measuring quasi-symmetry on surfaces

Once a surface is known, we compute the deviation from quasi-symmetry on that surface following the approach from (Ref. [1]). In this work, we focus only on quasi-axisymmetry (QA), however, there is no fundamental restriction preventing the extension of this work to other types of quasi-symmetry. First, the field strength $B(\varphi, \theta)$ on the surface is decomposed into a quasisymmetric and non-quasisymmetric component

$$B(\varphi, \theta) = B_{\text{non-QA}}(\varphi, \theta) + B_{\text{QA}}(\theta).$$

The quasisymmetric field strength is computed using a least squares projection

$$B_{\text{QA}}(\theta) = \frac{\int_{0}^{1/n_{fp}} B(\Sigma_s(\varphi, \theta)) \left\| \frac{\partial \Sigma_s}{\partial \varphi} \times \frac{\partial \Sigma_s}{\partial \theta} \right\| d\varphi}{\int_{0}^{1/n_{fp}} \left\| \frac{\partial \Sigma_s}{\partial \varphi} \times \frac{\partial \Sigma_s}{\partial \theta} \right\| d\varphi},$$

and is the closest quasisymmetric field strength to $B(\varphi, \theta)$ when measured in the norm $(\int \Sigma_s^2 dS)^{1/2}$. The objective of the optimization problem presented in the next section uses this measure of non-quasi-symmetry to design stellarator coils.

### B. The coil optimization problem

Next, we formulate and solve an optimization problem for magnetic coils such that the induced magnetic surfaces have good quasi-symmetry. Where magnetic surfaces do not exist, our least squares framework will still provide a surface that can be used in the optimization procedure. This is in contrast to our previous work [17], which would have had issues in regions in which the magnetic field does not possess nested flux surfaces. At the end of the optimization algorithm, islands and generalized chaos will be healed. We search for $N_c$ independent modular coils to which stellarator and rotational symmetries are applied such that the stellarator is made up of $2n_{fp}N_c$ modular coils. Each coil is parametrized with a Fourier representation and a current with $n_c$ degrees of freedom as in (Ref. [19]). All coil degrees of freedom are summarized into a vector $c \in \mathbb{R}^{N_c n_c}$. We target quasi-symmetry of the induced magnetic field on $N_s$ surfaces, which are characterized as minimizers of $\| R(s) \|^2$ with the
first-order necessary conditions

\[ \mathbf{g}_k(s_k) = 0, \quad k = 1, \ldots, N_s \]

as defined in (6). Each surface satisfies the optimality condition, but has a different target volume. In this way, we are able to extend the single-surface method described in Section II to multiple surfaces. The corresponding surface is denoted by \( \Sigma_{s,k} \). Here and in the following, the index \( k \) corresponds to the \( k \)th surface. All surface parameters are combined into a vector \( s := (s_1, \ldots, s_{N_s}) \). The objective that we minimize is the sum of the average (normalized) non-axisymmetry and the Boozer residuals on the surfaces \( \Sigma_{s,k} \):

\[
\hat{f}(c, s) := \frac{1}{N_s} \sum_{k=1}^{N_s} \left\{ \frac{1}{\Sigma_{s,k}} \int_{\Sigma_{s,k}} B_{\text{non-QA}}(c, s_k)^2 \, dS \right. \\
+ \left. \frac{1}{2} w_r \int_0^1 \int_0^{1/n_{tp}} \| r_k(s) \|^2 \, d\varphi \, d\theta \right\}, \tag{9}
\]

where \( w_r > 0 \) is a weighting parameter for the Boozer residual. If the Boozer residual is not in this objective, i.e. \( w_r = 0 \), then there is nothing preventing the accuracy of the least squares surface from degrading as the coils are optimized. Therefore, we include it to ensure that the least squares surface residual remains small, which is particularly important in the presence of islands and chaos, i.e., when no magnetic surfaces exist and the surface found with \( \hat{f} \) is an approximate surface. This term is not necessary for BoozerExact surfaces, when the same number of surface parameters and collocation points is used as in (Ref. [1]).

This residual term can successfully detect regions of the magnetic field without nested flux surfaces. When the residual term is small, then the BoozerLS surfaces accurately solve the PDE. When it is large, then it is more likely that nested surfaces do not exist. The addition of the residual term in the outer optimization problem will favor coils that produce nested magnetic surfaces, which solve [1] accurately. This approach is similar to the one taken in Ref. [17] where the quadratic flux minimizing (QFM) surface penalty was used to recover nested fluxed surfaces away from the magnetic axis without controlling for the quality of quasi-symmetry on those surfaces. The technique that we adopt here differs in that not only can we favor nested flux surfaces with lower aspect ratio, but we can also directly optimize for quasi-symmetry on those surfaces.

Our goal is to find a set of coils that solves the following optimization problem:

\[
\min_{c \in \mathbb{R}^{N_c n_c - 1}, s \in \mathbb{R}^{N_s n_s}} \hat{f}(c, s) \tag{10a}
\]

subject to \( \mathbf{g}_k(s_k) = 0 \) for \( k = 1, \ldots, N_s \), \( c(t_1, \ldots, t_{N_c}) = 0 \), \( R_{\text{major}} = R_0 \), \( \sum_{i=1}^{N_c} L_i^{(i)} \leq L_{\text{max}} \), \( \kappa_i \leq \kappa_{\text{max}} \), \( i = 1, \ldots, N_c \), \( \| \Gamma^{(i)} - \Gamma^{(j)} \| \geq d_{\text{min}} \) for \( i \neq j \), \( \| \Gamma^{(i)} - L^{(i)} \| = 0 \) for \( i = 1, \ldots, N_c \),

where \( c(t_1, \ldots, t_{N_c}) \) is an equality constraint on the rotational transform profile that will be specified in the numerical examples. The optimization is subject to the surface constraints (10b)–(10d) and the coil constraints (10e)–(10i). Note that in (10i), we use the first-order optimality conditions (6) rather than the least squares minimization problem (5) to define surfaces. This is a standard approach to make bilevel optimization problems, i.e., optimization problems where the constraint is itself an optimization problem, computationally tractable. Next, (10c) ensures that the rotational transform on a specific surface or that the average rotational transform is \( \Gamma \); other constraints on the rotational transform can easily be incorporated. The constraint (10d) fixes the major radius on the innermost surface to a given \( R_0 \) and prevents the length scale of the stellarator from changing. (10e) prevents the sum of the independent modular coil lengths \( \sum_{i=1}^{N_c} L_i^{(i)}(c) \) from exceeding a given value \( L_{\text{max}} > 0 \) and (10g), respectively, prevent the curvature and mean squared curvature on each coil from exceeding the values \( \kappa_{\text{max}} \) and \( \kappa_{\text{msc}} \). (10h) ensures that the coils stay at least \( d_{\text{min}} > 0 \) away from one another and (10i) ensures that the coil parameterization has a uniform arclength. Finally, in order to prevent the coil currents from approaching zero, the current in the first coil is fixed to a nonzero value over the course of the coil optimization, thus the dimensions of the outer and inner optimization problems are respectively \( N_c n_c - 1 \) and \( N_s n_s \).

By virtue of the finite dimensional Fourier representation of the surfaces, we are restricted to magnetic surfaces that have some smoothness. Thus, our optimized configurations will not likely present divertor surface shapes, even though it is known that they can be efficiently produced.\(^{20}\)

### C. Handling of constraints and gradient computation

The (in)equality constraints (10c)–(10i) are enforced by adding quadratic penalties to the objective. For ex-
ample, to constrain the rotational transform on an inner surface to $2/5$, a quadratic penalty of the form $(\epsilon - 2/5)^2$ is added to the objective, where $\epsilon$ is the rotational transform on an interior surface. In practice, the weights that multiply these quadratic penalties are only increased if the constraint is violated by more than 0.1%. Next, we discuss the computation of the discretely exact gradient of the reduced objective function $f(\mathbf{c}) := f(\mathbf{c}, s(\mathbf{c}))$, i.e., the objective in which we consider the surfaces as a function of the coils through the magnetic field induced by the coils. We use an adjoint method to compute the gradient $\nabla_{\mathbf{c}} f$ efficiently as follows:

$$
\nabla_{\mathbf{c}} f = \frac{\partial f}{\partial \mathbf{c}} - \sum_k N_c \lambda_k \frac{\partial g_k}{\partial \mathbf{c}},
$$

$$
H_k^T \lambda_k = \frac{\partial f}{\partial s_k} \quad \text{for} \ k = 1, \ldots, N_c.
$$

Note that solving the $N_c$ adjoint systems (11b)—one for each surface—requires the Hessian matrix from the Newton system (8). This is a consequence of the use of a least-squares formulation for the surface computation. Note that we typically finish the surface computation with a few Newton iterations, and thus the Hessian matrices $H_k$ needed in (11) are already available.

D. Computational aspects

Many of the tools presented here are implemented in the SIMSOPT software package[3] which is a suite for stellarator design and optimization. The bilevel optimization problem described above can be computationally expensive. To illustrate this, consider first the inner optimization problems, which must be solved at each iteration of the outer optimization problem. If $m_{\text{pol}} m_{\text{tor}} = N$, then there are $O(N^2)$ surface degrees of freedom that are determined by the inner optimization problem. Since $n_c, n_g = O(N)$, the number of residuals in the least squares objective scales like $O(N^2)$. As a result, the computational work to evaluate the gradient and Hessian of the Boozer residual in (2) scales like $O(N^4)$ and $O(N^6)$, respectively. These scalings are due to the use of a (globally defined) Fourier basis in the surface representation. For example, increasing $N = 10$ to $N = 15$ will make the gradient and Hessian evaluation approximately 5 and 10 times more computationally expensive, respectively. For these surface computations, we typically first use BFGS to robustly obtain a good approximate BoozerLS surface, and then improve the obtained solution using very few iterations of Newton’s method. As a result, the surface computation is largely dominated by the BFGS iterations. At the expense of accuracy, some of the ill-scaling of the computational work could be mitigated by using more compact basis functions, e.g., finite element polynomial bases, which are generally not globally defined. We also compared the performance of L-BFGS and BFGS algorithms for the surface computation, and, while each iteration of L-BFGS was faster, it typically required more iterations to reach the same accuracy as BFGS.

Consider now the outer coil optimization problem, which we solve using again the BFGS algorithm. The computational work to evaluate the value of the objective and its gradient is dominated by the inner BFGS optimization and we observe that a single outer iteration takes under a minute when $N = 10$ and over 5 minutes when $N = 15$ on Intel Xeon Platinum 8268 processors, which agrees with the rough scaling computation in the previous paragraph. This is in contrast to the local optimization algorithm presented in Ref. [8], where each iteration of the outer coil optimization algorithm took on the order of a few seconds when $N = 10$.

Much effort has been made to accelerate the optimization algorithm. For example, the BoozerLS objective, gradient, and Hessian are evaluated using multiple cores with OpenMP in addition to SIMD parallelism on a given core.

IV. EXPERIMENTS

In the following numerical experiments, we aim to demonstrate the robustness of the BoozerLS formulation and its ability to optimize for quasi-symmetry, even in the presence of islands and chaos. The general optimization procedure we follow is to initially use BoozerLS surfaces everywhere. Then, once the optimizer reaches the neighborhood of a local minimizer, surfaces in the neighborhood of low-order rationals continue to use the regularized BoozerLS formulation, while surfaces away from low-order rationals use the BoozerExact formulation. The magnetic field that we design has two-fold rotational symmetry ($\kappa_\theta = 2$), stellarator symmetry, and a major radius $R_0 = 1\text{ m}$. For all examples that follow, we set the coil design requirements to be $d_{\text{min}} = 0.1\text{ m}$, $\kappa_{\text{max}} = 5\text{ m}^{-1}$, $\kappa_{\text{mec}} = 5\text{ m}^{-2}$, and $L_{\text{max}} = 18\text{ m}$. We constrain the rotational transform profile to pass through the low-order rational $i = 2/5$ and optimize for QA up to surfaces with aspect ratio 6 and 4 in sections [IV A] and [IV B] respectively. In section [IV C] we constrain the average rotational transform in the volume confined by the outermost surface of aspect ratio 6 to be 0.42. Depending on the example, we optimize using eight or nine surfaces. Using fewer surfaces might have resulted in comparable levels of quasi-symmetry[8], but we did not examine this question here.

In all examples, the $x, y, z$ coordinates of the independent modular coils are described using 16 Fourier modes resulting in $3(2 \times 16 + 1) = 99$ geometric degrees of freedom and an associated current per coil, i.e., the number of degrees of freedom per coil is $n_c = 100$. We design stellarators composed of four independent coils that have
\(4 \times (99 + 1) = 400\) degrees of freedom. The outer coil optimization problem has 399 dimensions however, since we fix the current on the first coil to be constant, thereby preventing the currents of the stellarator from approaching zero. A complete set of 16 coils is obtained by applying twofold discrete rotational symmetry and stellarator symmetry. For example, \([IVA]\) and \([IVB]\), we consider surfaces with \(m_{\text{pol}}, n_{\text{tor}} = 15\), which results in a 1,439 dimensional inner optimization problem for each surface. For example, \([IVC]\), we consider surfaces with \(m_{\text{pol}}, n_{\text{tor}} = 10\), which results in a smaller 661 dimensional optimization problem for each surface. See section \([III]\) for a detailed description of the design decisions made for the code to handle the complexity resulting from the bilevel optimization problem solved here.

The algorithm that we have followed in these experiments is:

1. Obtain an initial coil set from a FOCUS-like\(^{21,22}\) or near-axis expansion (NAE) optimization\(^{19}\).
2. Optimize the coils from step (1) for QA and nested flux surfaces using a number of BoozerLS surfaces.
3. Optimize the coils from step (2) using the BoozerExact surfaces\(^{1}\) almost everywhere and keep BoozerLS surfaces only in the neighborhood of troublesome low-order rationals.

As will be shown in the following examples, the magnetic field and physics properties of the stellarator change drastically during step (2). For example, islands and chaotic regions may appear and disappear from one iteration to the next. Despite this, the robust BoozerLS surfaces can still be computed and used for coil optimization. At the end of step (2), we have reached a configuration with nested flux surfaces and much improved quasi-symmetry.

In step (3), we switch to the BoozerExact formulation as we are in the neighborhood of the optimizer and do not expect islands to appear anymore. For the BoozerLS surfaces that remain, we still include the PDE residual penalty term in the objective, while for the BoozerExact surfaces, it is not needed.

We analyze the physics properties of the stellarator designs before and after optimization by examining plots of the non-QA ratio \(\|B_{\text{non-QA}}\|/\|B_{\text{QA}}\|\), Boozer residual \(\|r\|^2\), rotational transform on surfaces in the toroidal volume. Each point on the profile corresponds to a BoozerLS surface that is computed with a continuation procedure. The surfaces on which quasi-symmetry is optimized are verified by comparing their cross sections with Poincaré plots. The physics profiles are generated by computing many BoozerLS surfaces through the volume and evaluating the physics quantities on each surface. The physics plots are accurate away from island chains (Figure 1) when computed using BoozerLS surfaces. Even though the ratio \(\|B_{\text{non-QA}}\|/\|B_{\text{QA}}\|\) can be computed, it is not well defined in regions of chaos and island as it relies on the assumption that nested flux surfaces exist in the underlying magnetic field. Moreover, when the rotational transform is computed using BoozerLS surfaces, we find that the \(\iota\) profile varies smoothly through island chains. This is in contrast to what is observed when the profile is computed with field line tracing, where the rotational transform is constant through island chains\(^{8}\).

### A. Island healing

We begin with an initial equilibrium field presented in (Ref. \([8]\)). This equilibrium was obtained by completing
FIG. 6. Island healing: physics quantities before and after island healing. The vertical red line corresponds to where the profile passes through $\iota = 2/5$ and the vertical blue lines correspond to the other surfaces on which quasi-symmetry and nested flux surfaces were optimized. These figures were generated using least squares surfaces, with $m_{pol}, n_{tor} = 15$. We find that even though the island width has been greatly reduced, the extremum in the non-QA ratio has not completely disappeared. The rotational transform profile varies smoothly through island chains when computed using BoozerLS surfaces, which is in contrast to what is observed when it is computed with field line tracing.

The presence of the BoozerLS residual term in the objective results in a trade-off with the non-QA penalty term. Switching to the faster BoozerExact formulation everywhere except the low-order rational surface allows the optimizer to further improve the quasi-symmetry in the volume. After the optimization, both the non-QA penalty and Boozer residual were further reduced. We observe that the optimization successfully reduced the width of the island chain. The rotational transform profile still passes through the low order rational number $2/5$ (figure 6), and there still is a local extremum in the non-QA ratio plot, but its magnitude and width have been substantially reduced.

B. Chaos healing

The magnetic field generated by the initial coil set in section IV A presents nested flux surfaces, a significant island chain, and chaotic field lines in lower aspect ratio regions. The goal of this example is to simultaneously heal islands as well as increase the volume in which nested flux surfaces are present. We do this by adding a ninth surface with aspect ratio approximately 4 to the optimization problem.

A Poincaré plot of the initial and optimized configurations, along with cross sections of the BoozerLS surfaces, is shown in Figure 7. A discussion of the coils can be found in section V. We also stress the fact that in the initial configuration, the outermost surface passes through a chaotic region of the magnetic field. We are able to compute such a BoozerLS surface thanks to the least squares framework adopted in this work. Computing a BoozerExact surface through the same regions of the field would be difficult since clearly nested surfaces do not exist.

In Figure 8 the physics properties of the initial and optimized stellarators are presented. Note that the non-QA ratio and rotational transform are not well defined for the rational, resulting in an island chain.

We found a coil set for this equilibrium by solving a FOCUS-like stage II optimization problem (Refs. 21 and 22) to obtain an initial set of coils to reproduce the stage I equilibrium described in the previous paragraph. The stage II optimization was launched 16 times, each with slightly perturbed initial guesses. Once optimality was reached, the best performing coil set was chosen to initialize optimization described next. Poincaré plots reveal a large island chain at $\iota = 2/5$ (figure 5). The non-QA ratio and BoozerLS residual through the plasma volume in this initial configuration are shown in Figure 6 and we observe an extremum in both curves as the rotational transform passes through $\iota = 2/5$. This is expected as we are attempting to fit nested magnetic surfaces through a region with a significant island chain. After 1,000 iterations of the outer coil optimization, the extremum is no longer visible and the slope of the rotational transform profile reverses.

The magnetic field generated by the initial coil set in section IV A presents nested flux surfaces, a significant island chain, and chaotic field lines in lower aspect ratio regions. The goal of this example is to simultaneously heal islands as well as increase the volume in which nested flux surfaces are present. We do this by adding a ninth surface with aspect ratio approximately 4 to the optimization problem.

A Poincaré plot of the initial and optimized configurations, along with cross sections of the BoozerLS surfaces, is shown in Figure 7. A discussion of the coils can be found in section V. We also stress the fact that in the initial configuration, the outermost surface passes through a chaotic region of the magnetic field. We are able to compute such a BoozerLS surface thanks to the least squares framework adopted in this work. Computing a BoozerExact surface through the same regions of the field would be difficult since clearly nested surfaces do not exist.

In Figure 8 the physics properties of the initial and optimized stellarators are presented. Note that the non-QA ratio and rotational transform are not well defined for the rational, resulting in an island chain.

We found a coil set for this equilibrium by solving a FOCUS-like stage II optimization problem (Refs. 21 and 22) to obtain an initial set of coils to reproduce the stage I equilibrium described in the previous paragraph. The stage II optimization was launched 16 times, each with slightly perturbed initial guesses. Once optimality was reached, the best performing coil set was chosen to initialize optimization described next. Poincaré plots reveal a large island chain at $\iota = 2/5$ (figure 5). The non-QA ratio and BoozerLS residual through the plasma volume in this initial configuration are shown in Figure 6 and we observe an extremum in both curves as the rotational transform passes through $\iota = 2/5$. This is expected as we are attempting to fit nested magnetic surfaces through a region with a significant island chain. After 1,000 iterations of the outer coil optimization, the extremum is no longer visible and the slope of the rotational transform profile reverses.

The presence of the BoozerLS residual term in the objective results in a trade-off with the non-QA penalty term. Switching to the faster BoozerExact formulation everywhere except the low-order rational surface allows the optimizer to further improve the quasi-symmetry in the volume. After the optimization, both the non-QA penalty and Boozer residual were further reduced. We observe that the optimization successfully reduced the width of the island chain. The rotational transform profile still passes through the low order rational number $2/5$ (figure 6), and there still is a local extremum in the non-QA ratio plot, but its magnitude and width have been substantially reduced.
FIG. 7. Chaos healing: Poincaré plot ($\phi = 0$) and cross sections where we optimize for quasi-symmetry and nested flux surfaces. The innermost and outermost red cross sections correspond respectively to the $\iota = 2/5$ surface and the additional aspect ratio 4 surface.

outermost surface in the original configuration, which we indicate by the fading line. After initial coil optimization using the BoozerLS surface description, reasonable magnetic surfaces are available and thus we continue the coil optimization with the BoozerExact surface formulation. The resulting design has nested flux surfaces as can be seen visually from the Poincaré plot (bottom of Figure 7), and reasonable non-QA ratio also out to the outermost surface (Figure 8). Comparing with the previous example where we optimized on a smaller volume, we find that requesting precise QA on lower aspect ratio surfaces causes the quality of QA to degrade slightly at the core. This is unsurprising as the smaller the region on which quasi-symmetry is requested, the easier it is to find a magnetic field with that property.

for QA only on the magnetic axis, which only presents extremely good quasi-symmetry at the core, and whose quasi-symmetry quickly degrades moving away from the axis.

C. Cold start direct coil optimization

In the previous two examples, we followed the classical two-stage optimization procedure to obtain coils, which we then improved using the optimization problem. In this final example we show that thanks to the BoozerLS formulation, this two stage procedure is unnecessary and we can design stellarators with nested surfaces and precise QA properties starting from flat coils.

The computation of Boozer surfaces in a magnetic field is more straightforward when a magnetic axis with some nested flux surfaces are present. Moreover, the solution
Fig. 9. Cold start direct coil optimization: Shown in (A) are the flat coils with zero current used as initialization. The coils obtained with the near-axis expansion optimization are shown in (B). These coils are used as initialization for the BoozerLS and BoozerExact optimization, which result in the coils shown in (C). The optimized coils from a previous work (Ref. [1]) obtained with a different local optimization method are visually indistinguishable from the coils in (C). The coil currents of the two designs are remarkably close to each other as well (Table I).

Fig. 10. Cold start direct coil optimization: Poincaré plot ($\phi = 0$) in the configuration obtained from the near axis expansion and after BoozerExact optimization. The cross sections (blue curves) in the initial and final configurations correspond to the surfaces used in the BoozerLS and BoozerExact phases of the optimization. Despite the presence of island chains in the initial configuration, the BoozerLS optimization successfully replaces them with nested flux surfaces with precise quasi-symmetry.

The NAE optimization is robust, and from a cold start finds a configuration with precise quasi-symmetry on axis. However, the quality of the quasi-symmetry quickly degrades as one moves away from the axis (Fig. 11), as also observed in Ref. [19]. The rotational transform on axis in the optimized configuration decreases from 0.42 and crosses the low order rational $\iota = 2/5$, which results in an island chain (Fig. 10).

Using the coil set from the NAE optimization, we use eight regularized BoozerLS surfaces, which pass directly through the island chain. After 1,000 iterations of BFGS, the islands have been healed and the rotational transform
TABLE I. Coil currents in the final designs of Ref. [1] and this work, normalized so that the first coil’s current is 1. We observe that they are remarkably close to one another (within 1%) even though the optimization algorithms start with completely different initial coils.

|        | Coil 1 | Coil 2 | Coil 3 | Coil 4 |
|--------|--------|--------|--------|--------|
| this work | 1.0000 | 1.0631 | 1.4101 | 2.2341 |
| Ref. [1] | 1.0000 | 1.0637 | 1.4037 | 2.2508 |

V. CONCLUSIONS AND DISCUSSION

In this work, we have presented a general algorithm to robustly search for magnetic configurations with nested flux surfaces and precise QA, and which can be realized by coils. This algorithm is a robust extension of our previous work in Ref. [1] in the following sense: in Ref. [1] we only considered improvements of already optimized stellarator magnetic fields that had nested flux surfaces for a very large fraction of the total volume; in contrast, the extended algorithm we describe here performs well even when we use unoptimized magnetic fields as initial guesses for our optimizations. The proposed approach first generates an initial coil set from either a FOCUS-like or NAE optimization. Next, we use the least squares formulation presented in this work to perform a physics optimization and reach an area of coil parameter space with nested flux surfaces. This is done by fitting nested surfaces, even in regimes where flux surfaces do not exist. This is facilitated by the addition of a surface area regularization to avoid self-intersections. After this optimization, which behaves robustly even in the presence of island or chaos, the stellarator design is improved using the local optimization algorithm described in Ref. [1].

In sections [IV A and IV B] we show how to heal localized islands and widespread chaos. In section [IV C] we illustrate how to handle cold starts and show that our algorithm can lead to optimized magnetic configurations that are drastically different from the initial one. Despite a completely different optimization algorithm and starting from flat coils and zero currents, we arrive at a coil set that is visually indistinguishable from the one obtained using the local algorithm in Ref. [1]. This hints that designing coils for QA on a volume is burdened by fewer local minima than targeting QA only on axis, or in a FOCUS-like optimization. This may also be due to the relative restrictive maximal coil length value $L_{\text{max}}$ we have chosen; a larger value might result in more local minima. We plan on running more experiments to study this. In Table [I] we provide a comparison of the geometric properties of the stellarator designs presented in this work along with the geometric properties of their coils. Consider first the island and chaos healing coil sets that our algorithm can lead to optimized magnetic configurations with nested flux surfaces and precise QA, and which can be realized by coils. This algorithm is a robust extension of our previous work in Ref. [1], in the following sense: in Ref. [1] we only considered improvements of already optimized stellarator magnetic fields that had nested flux surfaces for a very large fraction of the total volume; in contrast, the extended algorithm we describe here performs well even when we use unoptimized magnetic fields as initial guesses for our optimizations. The proposed approach first generates an initial coil set from either a FOCUS-like or NAE optimization. Next, we use the least squares formulation presented in this work to perform a physics optimization and reach an area of coil parameter space with nested flux surfaces. This is done by fitting nested surfaces, even in regimes where flux surfaces do not exist. This is facilitated by the addition of a surface area regularization to avoid self-intersections. After this optimization, which behaves robustly even in the presence of island or chaos, the stellarator design is improved using the local optimization algorithm described in Ref. [1].

In sections [IV A and IV B] we show how to heal localized islands and widespread chaos. In section [IV C] we illustrate how to handle cold starts and show that our algorithm can lead to optimized magnetic configurations that are drastically different from the initial one. Despite a completely different optimization algorithm and starting from flat coils and zero currents, we arrive at a coil set that is visually indistinguishable from the one obtained using the local algorithm in Ref. [1]. This hints that designing coils for QA on a volume is burdened by fewer local minima than targeting QA only on axis or in a FOCUS-like optimization. This may also be due to the relative restrictive maximal coil length value $L_{\text{max}}$ we have chosen; a larger value might result in more local minima. We plan on running more experiments to study this. In Table [I] we provide a comparison of the geometric properties of the stellarator designs presented in this work along with the geometric properties of their coils. Consider first the island and chaos healing coil sets that we optimized up to surfaces with aspect ratio 6 and 4, respectively. When including surfaces with lower aspect ratio in the optimization, the coil-to-surface separation decreases, and coil complexity (maximum curvature, mean-squared curvature) reduces. At the expense...
of less precise quasi-symmetry, we obtain a design with lower coil complexity and nested flux surfaces with lower aspect ratio. In all examples, the coil-coil separation inequality constraint was not active due to the chosen value of $L_{\text{max}} = 18\,\text{m}$. For longer coils, one can expect it to become active.\footnote{This work opens the door to a more wider search for stellarator coils that produce nested flux surfaces with precise quasi-symmetry. As a preliminary study, we use the same setup as in the cold start example (section IV C), except that we consider various target average rotational transforms in the plasma volume, namely $\tau = 0.1, 0.2, \ldots, 0.6$. Using the same initial coil set from a NAE optimization with $\ell = 0.42$ on axis, our robust coil optimization procedure successfully finds coil sets with comparable quasi-symmetry for a wide range of rotational transform values (Figure 12), though larger rotational transforms corresponded to slightly worse QA. Moreover, for the range of rotational transforms considered, we observe that magnetic shear generally decreases with increasing $\tau$. The scan of $\tau$ completed here used a fixed length $L_{\text{max}} = 18\,\text{m}$ for the sum of the 4 independent coils. It is known that the total coil length is a strong regularizer for the outer optimization problem, and improved quasi-symmetry can be obtained by increasing $L_{\text{max}}$, as shown in Ref.\footnote{In this preliminary investigation, we always used the same initial coil set obtained from a single NAE optimization to illustrate our method’s robustness and the ability to find coils for a variety of rotational transforms. Alternatively, one might recompute the initial coil set from a NAE optimization for each $\tau$ used in the parameter scan.} In this preliminary investigation, we always used the same initial coil set obtained from a single NAE optimization to illustrate our method’s robustness and the ability to find coils for a variety of rotational transforms. Alternatively, one might recompute the initial coil set from a NAE optimization for each $\tau$ used in the parameter scan.

Using the tools presented in this work, we plan on completing a more detailed scan of target physics and coil design values: average rotational transform $\tau$, $n_{\text{tip}}$, number of coils, maximum coil length $L_{\text{max}}$, aspect ratio, etc. There are no fundamental restrictions that prevent extending this approach to other flavors of quasi-symmetry such as quasihelical or quasipoloidal symmetry. We focused here on vacuum-field equilibria as they are an important aspect of stellarator optimization, and can be used to initialize other optimization studies without the curl-free assumption. An important extension of this work is to apply these algorithms to direct coil optimization for finite $\beta$ magnetic equilibria. Doing this requires the ability to compute the total magnetic field, along with its first and second spatial derivatives at a given point in space. Although not investigated here, it would also be interesting to develop an adaptive algorithm that modifies the number of collocation points and surface parameters on surfaces depending on the complexity of the surface.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure12.png}
\caption{Quality of quasi-symmetry for various average rotational transforms $\tau$. Shown of the top are the non-QA ratios. We are able to find stellarators with comparable quasi-symmetry for a wide range of average rotational transforms $\tau = 0.1, 0.2, \ldots, 0.6$. Shown on the bottom is the deviation from the average rotational transforms. All runs use the shortest total allowable coil lengths $L_{\text{max}} = 18\,\text{m}$ from the study in Ref.\footnote{For longer coils, one can expect improved quasi-symmetry, but this question is not explored in this article.} For longer coils, one might recompute the initial coil set from a NAE optimization for each $\tau$ used in the parameter scan.}
\end{figure}

\section*{CODE AVAILABILITY AND OPTIMIZED CONFIGURATIONS}

Many of the tools described here are available in SIMSOPT\footnote{Many of the tools described here are available in SIMSOPT\cite{hiddenSymmetries/simsopt}, which is a suite of stellarator design, optimization, and analysis utilities: https://github.com/hiddenSymmetries/simsopt}, which is a suite of stellarator design, optimization, and analysis utilities: https://github.com/hiddenSymmetries/simsopt

\section*{ACKNOWLEDGEMENTS}

The authors would like to thank the SIMSOPT development team. This work was supported by a grant from the Simons Foundation (560651). AG is partially supported by an NSERC (Natural Sciences and Engineering Research Council of Canada) postdoctoral fellowship. In addition, AC and FW are supported by the United States National Science Foundation under grant No. PHY-1820852, and AC is supported by the United States Department of Energy, Office of Fusion Energy Sciences, under grant No. DE-FG02- 86ER53223. This work was supported in part through the NYU IT High Performance Computing resources, services, and staff expertise. The authors also gratefully acknowledge helpful discussions with Elizabeth Paul.
TABLE II. Comparison of geometric properties of the stellarators and their coils. Coil-to-surface distance is computed with respect to the outermost surface on which quasi-symmetry is optimized.

| Coil set          | Aspect ratio | Coil lengths   | Maximum curvatures | Mean-squared curvatures | Coil-coil separation | Coil-surf. separation |
|-------------------|--------------|----------------|---------------------|-------------------------|----------------------|-----------------------|
| Island healing    | 5.99         | 4.08, 5.37, 4.37, 4.17 | 4.21, 3.96, 4.12, 3.97 | 5.00, 4.08, 5.00, 5.00 | 0.108                | 0.254                 |
| Chaos healing     | 4.09         | 3.93, 5.05, 4.85, 4.17 | 3.76, 3.37, 3.61, 3.64 | 4.66, 3.12, 3.80, 5.00 | 0.126                | 0.195                 |
| Cold start        | 5.99         | 5.37, 3.94, 4.10, 4.60 | 4.28, 3.64, 4.17, 4.76 | 4.27, 5.00, 5.00, 5.00 | 0.108                | 0.240                 |
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