Impact of Assimilation of Radiosonde and UAV Observations from the Southern Ocean in the Polar WRF Model
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ABSTRACT

Weather forecasting in the Southern Ocean and Antarctica is a challenge above all due to the rarity of observations to be assimilated in numerical weather prediction (NWP) models. As observations are expensive and logistically challenging, it is important to evaluate the benefit that additional observations could bring to NWP. Atmospheric soundings applying unmanned aerial vehicles (UAVs) have a large potential to supplement conventional radiosonde sounding observations. Here, we applied UAV and radiosonde sounding observations from an RV Polarstern cruise in the ice-covered Weddell Sea in austral winter 2013 to evaluate the impact of their assimilation in the Polar version of the Weather Research and Forecasting (Polar WRF) model. Our experiments revealed small to moderate impacts of radiosonde and UAV data assimilation. In any case, the assimilation of sounding data from both radiosondes and UAVs improved the analyses of air temperature, wind speed, and humidity at the observation site for most of the time. Further, the impact on the results of 5-day-long Polar WRF experiments was often felt over distances of at least 300 km from the observation site. All experiments succeeded in capturing the main features of the evolution of near-surface variables, but the effects of data assimilation varied between different cases. Due to the limited vertical extent of the UAV observations, the impact of their assimilation was limited to the lowermost 1−2-km layer, and assimilation of radiosonde data was more beneficial for modeled sea level pressure and near-surface wind speed.
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Article Highlights:
• Assimilation of radiosonde and UAV data improved the forecasts of air temperature, wind speed, and air humidity at the observation site.
• Assimilation of radiosonde data was more beneficial than that of UAV data, due to the higher vertical extent of the radiosonde data.
• UAVs may be widely used in the future for sounding throughout the troposphere owing to their advantages in the Antarctic.

1. Introduction

Observations from the Southern Ocean and Antarctica are pivotal for climate research (e.g., Rintoul et al., 2012; Jones et al., 2016) and operational weather forecasting (Turner and Pendlebury, 2004). However, the amount of in-situ observations from these regions is very limited. From the point of view of numerical weather prediction (NWP), there is a particular need for more in-situ observations on
the profiles of atmospheric pressure, temperature, moisture and wind. These are important for initialization of NWP models (Bromwich et al., 2005), for which near-surface observations from weather stations and buoys alone are not sufficient. In addition, observations on profiles are needed for the evaluation of NWP model results (Atласкин and Вихма, 2012; Вилле et al., 2017).

Large amounts of profile observations are collected via satellite remote sensing, and such data are routinely assimilated into NWP models. Microwave radiances sensitive to temperature and humidity have been a vital part of global observing systems since the 1990s (Derber and Wu, 1998). With a parameterization of surface snow and sea ice emissivity, assimilation of these radiances has yielded important information on the profiles of air temperature and humidity profiles (Karbou, 2014). This is the case particularly in regions where very few in-situ observations are assimilated. For example, Bouchard et al. (2010) found that the assimilation of microwave and infrared data over Antarctica impacts spatial patterns of variables, such as snowfall. Singh et al. (2012) showed that assimilation of radiances and retrieval measurements with the Atmospheric Infrared Sounder has a significant impact on analysis and short-range forecasts. The improvement was mostly found in forecasts for moisture, temperature, wind and rainfall. However, compared to radiosonde soundings, satellite remote sensing data on atmospheric profiles are not equally accurate and have a much worse vertical resolution (Boylan et al., 2015). For example, Naakka et al. (2019) showed that satellite observations cannot compensate for the large spatial gap in the radiosonde sounding network in the Arctic. In Antarctica and the Southern Ocean, the spatial gaps are even much larger, as the radiosonde sounding stations are mostly located along the coastline (e.g., Turner and Pendlebury, 2004). This suggest that there is a need for more radiosonde soundings or other in-situ observations of profiles of temperature, humidity and wind over the Southern Ocean and the inner parts of the Antarctic ice sheet.

The impact of assimilation of radiosonde data from polar Regions to NWP models has so far been studied mostly in the Arctic. Sato et al. (2017) showed that campaign-based radiosonde observations from the Arctic, assimilated in an NWP model, reduced analysis errors in the upper troposphere, and thus improved forecast skill and reduced uncertainties of predicted weather extremes in remote locations. In Yamazaki et al. (2015) even a few radiosonde observations had considerable influence on the forecasting of an Arctic cyclone. Inoue et al. (2013) investigated the impact of radiosonde data from the ice-free Arctic Ocean with a focus on the density of the observing network. They found that frequent radiosonde observations over the Arctic Ocean improved the accuracy of an experimental ensemble reanalysis both locally and throughout the northern half of the Northern Hemisphere, with the impact lasting even for weeks. However, according to Agustí-Panareda et al. (2010), the impacts of radiosonde data on short-range forecasts may disappear after 24 h. The abovementioned results suggest that the impacts of radiosonde assimilation depend on the case studied and potentially on the experimental setup.

In addition to improving weather forecasting, assimilation of sounding data is also useful to improve sea-ice predictions. Using a coupled ice–ocean model, Inoue et al. (2015) found that assimilation of campaign-based radiosonde data from the Arctic helped to predict a strong wind event, and consequently the wind-driven sea-ice advection. Further, Ono et al. (2016) showed that assimilation of radiosonde data yielded better predictions for the sea-ice distribution, in particular in a case with a strong cyclone near the sounding site.

In-situ observations of upper-air temperature, wind, and specific humidity are also available from aircraft and, for wind, pilot balloons and wind profilers (e.g. Dee et al., 2011; Murphy et al., 2014; Driemel et al., 2016). These observations could also play a critical role in modern NWP systems, especially at high latitudes where in-situ observations are rare (e.g., Bumbaco et al., 2014). However, benefits from assimilation of radiosonde and wind profiler data have been detected also for short-range forecasts for Central Europe (Federico, 2013), and studies on temperature and humidity retrievals from satellite and ground-based microwave radiometers and their assimilation into NWP systems have also been made (e.g., Knupp et al., 2009; Guedj et al., 2010; Caumont et al., 2016).

Due to recent technological advances, atmospheric soundings can also be made applying unmanned aerial vehicles (UAVs). As one type of UAV, the small unmanned meteorological observer (SUMO) has proven its applicability for a wide range of in-situ ABL research applications, even under polar conditions (Reuder et al., 2009; Mayer, 2011; Cassano, 2014; Bäserud et al., 2016; Kral et al., 2018). Jonassen et al. (2012), Passner et al. (2012) and Agüestsson et al. (2014) have shown how temperature, humidity, and wind profiles from the lower troposphere obtained with SUMO can be used to improve numerical weather simulations applying the Weather Research and Forecasting (WRF) model. In the study of Agüestsson et al. (2014), atmospheric profiles retrieved by SUMO near a high mountain in Iceland were assimilated in the Advanced Research version of WRF. The complex weather situation was captured, when WRF was forced with the observed profiles of wind and temperature. Passner et al. (2012) showed that the impact of data assimilation did not only occur downwind but also upwind of the observation site.

Campaigns applying SUMO have also recently been carried out in coastal sites of Antarctica (Knuth et al., 2013; Cassano et al., 2016). A unique observation campaign with SUMO flight missions supplementing daily radiosonde soundings took place in the Southern Ocean from 21 June to 4 August 2013, when RV Polarstern cruised in the ice-covered Weddell Sea during its winter expedition, ANT-XXIX/6 (Jonassen et al., 2015; Fig. 1). In this study, the Polar version of WRF (Polar WRF, version 3.7.1) was employed to carry out experiments on the impact of assimila-
tion of RV Polarstern radiosonde and UAV observations on the model analyses and simulations. The aim of this study was to find out, for the first time, what the benefit is of radiosonde and UAV observations for an NWP model over the Southern Ocean in winter.

2. Data and strategy

2.1. Observations

2.1.1. SUMO soundings

SUMO is based on a commercially available construction kit called FunJet by Multiplex, equipped with an autopilot and meteorological sensors by Lindenberg und Müller GmbH & Co., to measure profiles of meteorological variables (Reuder et al., 2009). During the cruise of RV Polarstern (Fig. 1), SUMO observations of the profiles of air temperature, humidity and wind were started on 21 June 2013 and ended on 4 August (Jonassen et al., 2015). In this study, we applied SUMO observations from three periods: 3 July, 11 to 14 July, and 31 July to 4 August, on which dates the wind was gentle or a moderate breeze according to the meteorological observations during POLARSTERN ANT-XXIX/6 (König-Langlo, 2013a). The weather conditions at the sounding sites during the three periods are described in Table 1. The cruise with RV Polarstern was divided into different ice stations, and the three periods correspond to three of these ice stations.

Each SUMO flight lasted for approximately 30 minutes and included two profiles: the ascent and the descent. The temperature and humidity sensors have a thermal inertia, and the descent rate of SUMO is slightly slower than the ascent rate. Hence, data from the descent profile are more accurate, and we only applied these in the assimilation experiments. We are aware that there are numerical methods to correct for sensor lag (e.g., Miloshevich et al., 2004, Jonassen and Reuder, 2008). However, in the lower troposphere, particularly at altitudes below 100 m, temperature and humidity profiles often have a rather strong vertical variability. Such profiles are particularly challenging to correct for sensor lag, as outlined by Jonassen and Reuder (2008), and we chose therefore not to apply such correction to the profiles.

Prior to the experiments, the data quality was controlled as follows:

1. The time of observation of the SUMO profiles was defined as the time corresponding to the middle of the descent. During the landing, SUMO was controlled manually, and its track is not as constant as when it is at higher levels. Thus, wind observations at altitudes below 70 m were excluded. For pressure, humidity, and temperature, the threshold altitude was 15 m.

2. If the difference of the temperature profiles of the ascent and descent at the lowermost tens of meters exceeded 2°C, these temperature data were regarded as unreliable and were not used.

3. Each SUMO profile was averaged over 10-m height intervals.

2.1.2. Radiosonde soundings on Polarstern

The radiosonde equipment aboard RV Polarstern was employed to carry out daily (1100 UTC) profile measurements of pressure, temperature, relative humidity, and the wind vector (König-Langlo, 2013b). As solar and infrared radiation may significantly affect the accuracy of radiosonde temperatures at high altitudes (Luers and Eskridge, 1998; National Weather Service, 2019), data above 12 km were excluded. Balloons aboard Polarstern were launched from the helicopter deck at 10 m above sea level (ASL). The lowest individual record of radiosonde observations at 10 m was neglected to avoid flow disturbance and heating effects of the vessel (which may be large, if the radiosonde
| Data source | Observation date and time (UTC) | Top height (km) |
|-------------|--------------------------------|----------------|
| Radiosonde  | 3 July 10:45; 4 July 10:46; 5 July 10:36; 6 July 09:01; 7 July 09:03; 8 July 09:09 | 24             |
| SUMO        | 22 observations on 3 July, from 13:17 to 22:16; Present weather code: 76 | 1.1            |
| Radiosonde  | 11 July 10:31; 12 July 10:31; 13 July 10:32; 14 July 10:42; 15 July 10:41; 16 July 10:44 | 25             |
| SUMO        | 24 observations on 11 July, from 14:21 to 23:59; Present weather code: 77, 71; 32 observations on 13 July, from 12:57 to 20:54; Present weather code: 70; 18 observations on 14 July, from 14:01 to 18:01; Present weather code: 12 | 1.1            |
| Radiosonde  | 31 July 11:01; 1 August 11:05; 2 August 11:02; 3 August 11:02; 4 August 11:04; 5 August 10:58 | 23             |
| SUMO        | 20 observations on 31 July, from 12:49 to 21:33; Present weather code: 11; 6 observations on 2 August, from 12:21 to 13:41; Present weather code: 03; 10 observations on 4 August, from 19:46 to 21:57; Present weather code: 77, 01 | 1.6 – 1.7 |

launching site is located downwind of the ship superstructures. At altitudes above the highest mast (approximately 45 m), we do not expect effects of the ship on the data. Radiosonde profile data of atmospheric pressure, wind speed and direction, as well as air temperature and humidity, were used in the data assimilation experiments. The vertical resolution of the radiosonde observations was approximately 30 m, and no vertical averages were taken. For a typical radiosonde profile, there were approximately 400 levels of records. The radiosonde and SUMO observations assimilated in the Polar WRF experiments are listed in Table 1.

2.1.3. Observations from automatic weather stations

In addition to the profile observations from SUMO and radiosondes, observations from the automatic weather station (AWS) aboard RV Polarstern were used to verify the results of the simulations. For this study, hourly records of atmospheric pressure, air temperature, air humidity, and wind were acquired at the heights of 16, 29, 29, and 39 m ASL, respectively. The atmospheric pressure measurements were reduced to the sea level. The true winds were calculated taking into account GPS and gyro heading data on the movement of the ship. Data from windward sensors of temperature and humidity, mounted in unventilated radiation shields, were used. For the comparisons against model results, the values at model levels were interpolated to the AWS observation levels. In addition, meteorological observations from the Neumayer III station in Dronning Maud Land, Antarctica, were utilized.

2.2. Polar WRF model

Polar WRF is a polar-optimized NWP model, which contains important modifications for a better presentation of physical processes in polar regions (Hines and Bromwich, 2008). Polar WRF is applied in operational weather forecasting in the Antarctic mostly by the U.S. Antarctic Mesoscale Prediction System (AMPS; Bromwich et al., 2005), run for the entire continent and surrounding seas (Powers et al., 2012), but also by the Chinese National Marine Environmental Forecasting Center for Chinese stations and ships. Polar WRF was also applied in the Arctic System Reanalysis (Bromwich et al., 2016), and is widely used for Arctic and Antarctic weather and climate research. The performance of Polar WRF has been assessed in the Arctic and Antarctic (Bromwich et al., 2013; Hines et al., 2017; Wille et al., 2017).

The physical parameterizations of the Polar WRF model (version 3.7.1) used in this study followed those applied in AMPS. The Mellor–Yamada–Janjić scheme (Janjić, 2001) was applied for the atmospheric boundary layer, the Janjić-eta scheme, based on Monin–Obukhov similarity theory, for surface exchange processes, the Grell–Dévényi scheme (Grell and Dévényi, 2002) for clouds, and the Rapid Radiative Transfer Model for General Circulation Models scheme (Iacono et al., 2008) for radiation. The combination of parameterizations applied in AMPS has been tested by Bromwich et al. (2013) and shows promising skill in weather forecasting. The initial and boundary conditions were extracted from the ECMWF operational analysis at a 0.125° spatial and 6-h temporal resolution. The WRF four-dimensional data assimilation (FDDA) system was used to assimilate the radiosonde and SUMO data from RV Polarstern. Here, we applied Polar WRF in three domains (Fig. 1), each having 232 × 205 grid points with a horizontal resolution of 6 km, and 61 layers in the vertical. The three domains were designed in such way to cover the sounding sites and the downstream areas. The prognostic equations were solved with a time step of 60
2.3. Data assimilation strategy

Corresponding to the particular periods of SUMO observations (3 July, 11–14 July, and 31 July to 4 August), three simulation cases were designed in this study (hereinafter referred to as CASE1, CASE2 and CASE3, respectively).

To evaluate the potential benefit from assimilation of the observed profile data from radiosonde and SUMO soundings, a set of numerical model simulations was conducted. Each case included three independent Polar WRF experiments: CTRL (the control experiment, without any observation assimilated), SUMOE (experiment with SUMO observations assimilated), and RSE (experiment with radiosonde observations of RV Polarstern assimilated). For each experiment in each case, the length of the simulation period was 5 days and 12 hours, starting from 0000 UTC on the first day of each observation period. Accordingly, for CASE1 the simulation period was from 0000 UTC 3 July to 1200 UTC 8 July; for CASE2, from 0000 UTC 11 July to 1200 UTC 16 July; for CASE3, from 0000 UTC 31 July to 1200 UTC 5 August. To allow an appropriate adjustment of the lower boundary conditions to the physics of the model, the first approximately 12 hours of each case was a spin-up period of the model integration (with ECMWF initial and boundary conditions, which was updated every 6 hours), and after that the first SUMO and/or radiosonde observations were assimilated (Table 1).

As an FDDA method, observational nudging uses observation data to push (or nudge) model values toward observations, and continuously merges observations into model simulations in order to keep model predictions from drifting away from observations. In this study, observational nudging was used to locally force the simulations towards the SUMO and radiosonde observations. Variables including pressure, height, humidity, wind and temperature were used in the assimilation experiments, and the time window for the assimilation of each profile was 2 hours. Thus, the impacts of these observations on simulations can be evaluated.

3. Impacts of data assimilation

3.1. Impacts on local analyses

To demonstrate how the assimilation process of sounding data affects the model analyses, Fig. 2 compares the observed profiles and the analyses of the CTRL, RSE and SUMOE experiments. These profiles were extracted from the first analyses (after assimilation of the first observations approximately 12 hours after the start of the experiment) in CASE2 and CASE3, interpolated at the position of Polarstern at the time of observations. The comparisons related to analyses of CASE1 are not presented because the time of radiosonde observations on 3 July, which was the simulation period of CASE1, were all in the morning and they did not overlap with the time of SUMO observations. The temperature, wind and relative humidity analyses including the assimilation of radiosonde observations (two leftmost columns in Fig. 2) and SUMO observations (two rightmost columns in Fig. 2) match the observed profiles better than the CTRL analyses. The positive impact of radiosonde observations, i.e., the RSE assimilated profile is closer to the observations than is the CTRL, and is large for air temperatures in the lowermost 2-km layer on 11 July, for mid- and upper-tropospheric wind speeds on 11 July, and for tropospheric relative humidity on 11 and 31 July. In the case of SUMO observations, the positive impact is large for air temperatures in the lowermost 1-km layer on 11 July, for near-surface wind speeds on 11 July, and for relative humidity in the lowermost 1–2-km layer on 11 and 31 July. In addition to the different observation heights, the differences in the impact of radiosonde and SUMO data may also be affected by the time difference between radiosonde and SUMO observations. Also, note that the wind speed profile is also affected by assimilation of data on the mean sea level pressure (MSLP) and air temperature profile.

Compared to temperature profiles, the wind and humidity profiles based on radiosonde and SUMO data assimilation do not follow the details of the observed profiles as well as they do in the case of temperature profiles, but they still capture well the main characteristics of the observations. At high altitudes, where SUMO observations are absent, the profiles of the SUMOE experiment tend to approach the profiles of the CTRL experiment. The main message of Fig. 2 is that assimilation of radiosonde and SUMO data has a clear positive effect on the local analyses.

3.2. Impacts on the 5-day model experiments along the track of RV Polarstern

The impacts of data assimilation on the 5-day model experiments are examined by comparing the time series of several variables along the cruise track of RV Polarstern. Observations from the AWS aboard the vessel are used as a reference. The model results from the three groups of simulations were interpolated to the ship track using the model output for the nearest four grid points at each time step. The time series of the difference between simulations and observations (simulations minus observations) of the three cases are shown in Fig. 3 for air temperature, MSLP, wind speed and direction, as well as relative and specific humidity.

For most of the time in the three cases, all the three experiments underestimate the air temperature (Fig. 3, first row). Soon after radiosonde soundings (indicated by red crosses on the horizontal axis), RSE often yields better results than CTRL and SUMOE. However, CTRL and SUMOE are almost identical, except in the first half of CASE2 when most of the SUMO observations are assimilated. In this period, there is an improvement in SUMOE against CTRL. Minor positive effects of SUMO data assimilation are also found in CASE1 and CASE3.

Results for MSLP are slightly positively impacted by assimilation of SUMO observations in the three cases compared with CTRL (Fig. 3, second row; blue dots indicate the
SUMO observation times). However, in CASE1 and CASE3 the positive impact disappears shortly after the assimilation. RSE yields unreasonable noise at the times when radiosonde observations are assimilated, especially in CASE1.

Fig. 2. (a) Profiles of air temperature, wind speed and relative humidity based on radiosonde observations (black dotted lines in two leftmost columns), SUMO observations (black dotted lines in two rightmost columns), analysis of CTRL (blue lines), analysis of RSE (red lines), and analysis of SUMOE (green lines). The analysis times of RSE and SUMOE in the four columns are 1031 UTC 11 July, 1101 UTC 31 July, 1421 UTC 11 July, and 1249 UTC 31 July, respectively. (b) The same plots for SUMOE and CTRL but zoomed in for the lowermost 2 km only.
Noise is generated also on the fifth day of CASE2 and CASE3. In the first half of CASE2, RSE also shows a positive impact on the air pressure. The benefit from the assimilation of profile observations to simulated near-surface wind speed (Fig. 3, third and fourth rows) is not as clear as in the case of temperature and pressure. Minor improvements could still be found at the times when SUMO observations are available for assimilation. RSE shows better skill than SUMOE in the simulation of wind direction in CASE1. SUMOE and RSE are slightly better than CTRL in the simulation of relative and specific humidity, especially at times when observations are assimilated. All three simulations underestimate relative and specific humidity in all cases.

In general, all the experiments succeeded in capturing the main features of the evolution of near-surface variables. It is worth noting that the number of observations varies between and during the three cases, and this may be one of the reasons why the benefit from the assimilation of different sounding data varies from time to time and from case to case. In addition, during the three cases, the vessel traveled mainly northwestward against the westerly wind. Thus, it is understandable that the assimilated sounding data cannot have much impact when evaluated against observations taken at a vessel located upstream of the observation site.

In addition to the model results along the track of RV Polarstern, the impact of assimilation on the simulations for Antarctic stations is also of interest. Figure 4 shows the simu-

Fig. 2. (Continued).
lated time series of air temperature, MSLP, wind speed and wind direction at Neumayer III station (see Fig. 1 for the location) for CASE1 and CASE2 (the domain of CASE3 does not cover the station). The distances from Neumayer III station to RV Polarstern range from 305 to 425 km in CASE1 and from 703 to 830 km in CASE2. Generally, the simulations seem to have captured the main variations of air pressure and wind speed. However, the maximum instantaneous difference between the simulated and observed temperature is as large as 10°C. Large errors are found in the simulation of wind direction in CASE1. According to Fig. 4, the simulations with data assimilation (SUMOE and RSE) are nearly identical to the CTRL simulation in all the variables and all cases, indicating that the assimilation of profiles at the site of RV Polarstern had almost no impact on the 1−5-day model experiments for Neumayer station, 300−800 km.

Fig. 3. Time series of the model bias for temperature (T), mean-sea-level pressure (P), wind speed (WS), wind direction (WD), relative humidity (RH), and specific humidity (SH) along the track of RV Polarstern during the three cases. For WD, a positive bias indicates clockwise turning while a negative bias indicates anticlockwise turning. The black solid lines show time periods when the difference between CTRL and SUMOE (or RSE) are less than 5% of the corresponding vertical axis scale. The numbers beneath the horizontal axis indicate the dates of July and August 2013. For each case, the time series starts at 1200 UTC on the first day of the experiment and ends at 1200 UTC on the sixth day. The blue dots and red crosses on the horizontal axis indicate the times of SUMO and radiosonde observations, respectively, used in the assimilation experiments.
apart. This is at least partly due to the fact that during CASE1 and CASE2, only on one day (15 July), the air mass observed by soundings at Polarstern was advected close to Neumayer III station. This has been studied by calculating 5-day forward trajectories and applying the METEX algorithm (Zeng et al., 2010).

To quantify the impact of profile data assimilation, statistics including bias, root-mean-square error (RMSE), and correlation coefficient (R) in the three cases were calculated for the model experiments along the track of RV Polarstern (Table 2). All three simulations in all three cases underestimated the temperature and humidity and overestimated the wind speed (except SUMOE in CASE2). SUMO and RS have a positive impact on the results for air temperature, pressure, wind speed and humidity, seen as better skill scores for SUMOE and RSE than for CTRL (Table 2). RS shows better skill than SUMO in improving the bias in all cases. This is likely due to the much higher observing ceiling of radiosondes (~12 000 m) than SUMO (~1700 m).

3.3. Impacts on model results on the regional scale

To find out how the assimilation of sounding data at a single location affects the simulations for the surrounding regions, the results of the CTRL, RSE and SUMOE experiments were compared over a larger area. In lieu of observations, the ECMWF operational analyses were used as a reference. Spatial patterns of the skill scores (bias, RMSE, and R) were calculated for the three experiments in all three cases. First, we selected circles of grid points with distances to the sounding site being multiples of 36 km up to 360 km (i.e., 0 km, 36 km, 72 km, …, 360 km). Then, MSLP, 2-m air temperature and relative humidity values on these points with specific distance were averaged.

We show how the 5-day-averaged values of bias and RMSE for MSLP as well as 2-m air temperature and relative humidity depend on the distance from the observation site (RV Polarstern). From Figs. 5 and 6 we can see that in some cases the bias and RMSE increase and in some cases decrease with distance. For 2-m air temperature the bias and RMSE are almost always smaller in RSE than in SUMOE and CTRL. The same is true for 2-m relative humidity, except for the bias in CASE1. For MSLP, the results vary from case to case, with RSE and SUMOE yielding generally better results than CTRL. As a whole, the results demonstrate that the assimilation of radiosonde and SUMO observations benefit the results of 2-m air temperature and relative humidity, and that the benefit in many cases extends farther than 300 km from the observation site.

4. Discussion and conclusions

We applied the Polar WRF model to test the impact of assimilation of UAV and radiosonde sounding observations

|       | T     | P     | WS    | WD    | RH    | SH    |
|-------|-------|-------|-------|-------|-------|-------|
| Bias  | CTRL  | −3.57 | −0.50 | 0.83  | −10.00| −8.33 | −0.30 |
|       | SUMOE | −3.03 | −0.53 | 0.73  | −4.00 | −7.67 | −0.27 |
|       | RSE   | −2.80 | −0.43 | 0.6   | −1.67 | −7.33 | −0.27 |
| RMSE  | CTRL  | 4.8   | 1.17  | 2.4   | 89.67 | 11    | 0.43  |
|       | SUMOE | 4.43  | 1.1   | 2.43  | 89.33 | 10.33 | 0.4   |
|       | RSE   | 4     | 1.07  | 2.27  | 82.67 | 10    | 0.37  |
| R     | CTRL  | 0.74  | 0.99  | 0.82  | 0.47  | 0.32  | 0.72  |
|       | SUMOE | 0.73  | 0.99  | 0.81  | 0.47  | 0.32  | 0.71  |
|       | RSE   | 0.83  | 0.99  | 0.83  | 0.53  | 0.4   | 0.84  |
on model analyses and 5-day-long experiments over the Southern Ocean in winter 2013. The Polar WRF experiments applied the FDDA assimilation method and employed the ECMWF operational analysis as initial and lateral boundary conditions. The assimilation of sounding data from both SUMO and radiosondes improved the analyses of air temperature, wind speed, and air humidity at the observation site for most of the time, but the effects varied between different cases. This may be partly due to the different number of observed profiles in the three cases, and partly due to the different synoptic situations. Considering model results for the sea level pressure and near-surface wind speed, assimilation of radiosonde data was more beneficial than assimilation of UAV data. This is likely due to the higher vertical extent of the radiosonde data. The impact of UAV data assimilation was limited to the layer observed, the lowermost 1–2 km.

All the experiments succeeded in capturing the main features of the evolution of near-surface variables during the 5-day model runs. In the three cases studied, averaged over the five-day periods, the assimilation of radiosonde and UAV data only yielded small benefits for the model results when evaluated against observations at RV Polarstern and the Neumayer III station. We expect that this was partly due to the fact that the comparisons were not made downstream of the sounding sites, as no downstream observations were available (during the cases studied, Neumayer station was not affected by airmass advection from the location of Polarstern). However, the evaluation of the model fields using ECMWF operational analyses as a reference suggested that the benefit from data assimilation was larger. It often reached a distance of 300 km, when results for all directions around the sounding site were averaged.

The positive impact of assimilation of radiosonde data

![Fig. 5. Dependence of the five-day-averaged bias on the distance from RV Polarstern for 2-m air temperature (°C) and relative humidity (%) and MSLP (hPa).](image-url)
on analyses and forecasts in the Arctic and Antarctic has been demonstrated by Inoue et al. (2013, 2015), Ono et al. (2016), Sato et al. (2017, 2018), Soldatenko et al. (2018), Lawrence et al. (2019), and Naakka et al. (2019). The finding of Sato et al. (2018) that the benefit of assimilated observations propagated downstream is in line with our results. However, our results are different from previous ones in the following respects. At least four previous studies detected the largest positive impact of radiosonde data assimilation in the upper troposphere and stratosphere (Inoue et al., 2013; Sato et al., 2017, 2018; Lawrence et al., 2019). Upper-tropospheric impacts occurred also in our cases, but in general the data assimilation mostly affected the profiles in the lower troposphere (Fig. 2). Further, in general, our experiments revealed small or moderate impacts of radiosonde and UAV data assimilation. Much larger positive impacts of radiosonde data assimilation have been found in a few previous studies. The model experiments by Inoue et al. (2013) showed that when an exceptionally large amount of radiosonde soundings were available from the Arctic Ocean, the model results were strongly improved: a 5-K cold bias in upper tropospheric temperatures was removed and the tropopause height and subpolar jet stream were affected. Inoue et al. (2015) detected a difference of up to 8 hPa in MSLP between experiments with and without assimilation of campaign-based radiosonde sounding data over the Arctic Ocean, and in an analogous study by Ono et al. (2016) the maximum effect reached 20 hPa. In the cases modeled by Sato et al. (2017), additional Arctic radiosonde soundings had major impacts on the evolution of winter storms over East Asia and North America. The sounding data assimilation improved the analyses particularly in the Arctic upper troposphere, resulting in improved predictions for upper troughs and southward intrusions of high potential vorticity from the Arctic.

Two previous studies have addressed the impact of assimilation of Antarctic radiosonde data on numerical forecasts, both showing large positive effects. In Sato et al. (2018),
assimilation of campaign-based radiosonde sounding data reduced the temperature bias in a layer from 400 to 300 hPa by up to 7 K (in a layer from 1000 to 900 hPa the effect was only of the same magnitude as in our study). The impacts on temperature and geopotential height fields were reflected as improved forecasts for the track of an extratropical cyclone that developed over southeastern Australia and passed near Tasmania in December 2017. The larger impact of sounding data assimilation in the case of Sato et al. (2018) compared to our case is presumably related to the following reasons: a global model was applied and none of the ship radiosonde soundings were sent to GTS. Accordingly, the control experiment was entirely free of the effect of the soundings. In our case, RV Polarstern radiosonde data affected the ECMWF initial and lateral boundary conditions also in the control experiment, presumably reducing the difference between the control experiment and RSE.

In Soldatenko et al. (2018) the focus was on NWP results for Australia, but with a particular interest in the benefit from radiosonde soundings at remote stations. Among the 34 radiosonde stations in the Australian network, the most significant contribution to the reduction of the forecast error indeed originated from the remote Antarctic stations Casey, Davis and Mawson, as well as from Macquarie Island. Soldatenko et al. (2018) further stressed the importance of observations from upstream locations, both from radiosonde stations and ocean buoys.

Common to all studies mentioned above is that they were made applying global models and the forecast lead times were rather long, of the order of 5 to 14 days. Further, the number or frequency of additional observations was larger than in our study cases, when radiosonde soundings were taken only once a day. For example, Inoue et al. (2013) found that increasing the daily soundings from one to two did not yield a positive impact during their study period, and four daily soundings were needed for a positive impact. Another issue common to the above-mentioned studies is that sounding data were assimilated from the entire profile measured. We assimilated data from the lowermost 12-km layer, which covers the entire Antarctic troposphere, but not the stratosphere, which may have contributed to some differences from the results of previous studies.

Although our study demonstrates more benefit from assimilation of radiosonde than SUMO data, the situation may change in the future, when even lower-cost UAVs will be launched automatically. It is, however, foreseen that UAV operations will also be automated in the future. Hence, as all Antarctic observations are expensive and logistically challenging but the technology is continuously evolving, much more work is needed to comprehensively evaluate the costs and benefits that various additional observations could bring to NWP in the Antarctic.
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