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Abstract

We construct tachyon lump solutions of bosonic D2-branes on SU(2) group manifolds by level truncation approximation in cubic string field theory, which are regarded as D0-branes. The energies for these solutions show good agreement with the expected values.

PACS codes: 11.25.-w, 11.25.Sq

Keywords: string field theory, D-brane, tachyon condensation

*michishi@kias.re.kr
1 Introduction

Tachyon condensation on D-branes has been studied extensively. It is conjectured for bosonic D-branes that the minimum of the tachyon potential represents closed string vacuum \([1]\), and tachyon lump solutions represent lower dimensional branes \([1, 2]\).

String field theories are powerful tools for checking these conjectures. In many cases one of the following two types of string field theories has been used: cubic string field theory (CSFT) \([3]\) and boundary string field theory (BSFT) \([4]\). By level truncation approximation in CSFT we can calculate numerically the value of the potential at the minimum \([5, 6]\), construct tachyon lump solutions \([7]\), and confirm the absence of physical excitation on the vacuum \([8]\). Furthermore, the form of the action around the closed string vacuum (vacuum SFT) is conjectured in \([9]\) and its properties are investigated in \([10, 11]\). On the other hand, by using BSFT we can get the exact tachyon potential and lump solutions \([12]\). (For related works and the case of superstring see \([13, 14, 15]\). For a review see \([16]\).) At present the relation between these two string field theories is unclear. Therefore it is worth investigating the tachyon condensation by both of them. In this paper we use CSFT and level truncation approximation.

In CSFT it is proven that the tachyon potential can be determined irrelevant to the choice of closed string background \([17]\). The crucial point for the proof of this fact is that we can drop all the fields except the unit operator and its descendants. However, for lump solutions we must give nonzero vev to nontrivial primary operators and their descendants, and therefore the results depend on the choice of closed string background. The solutions constructed in \([7]\) are those on flat background.

For further understanding of tachyon condensation, it is desirable to consider lump solutions on curved backgrounds. In this paper we give such an example: lump solutions on SU(2) group manifold. SU(2) group manifold is an example of curved background on which the worldsheet CFT is known exactly i.e. WZW model. This manifold is also known as the example which has the noncommutative structure \([18, 19]\). The analyses of tachyon condensation by the worldsheet CFT and the effective action is given in \([20]\).

D-branes which extend to two dimensions in SU(2) (we call them D2-branes) can be regarded as bound states of D-branes which sit at a point in SU(2) (we call them D0-branes) \([21, 19]\), and D0-branes are conjectured to be able to vanish into the vacuum by tachyon condensation. Therefore one can imagine the process that some of the D0-branes forming the
D2-brane vanish and the other D0-branes remain. Hence it is natural to conjecture that there exist lump solutions on D2-branes which represent some D0-branes.

We construct such lump solutions in CSFT in level $[1,3]$, $[2,6]$ and $[5/2,5]$ approximation, where $[N,M]$ means that we consider only the fields with the level (i.e. conformal dimension+1) $< N$ and retain only the terms with the sum of the levels $< M$. (On the other hand the notation $(N,M)$ used in many literature means only the fields with the level $\leq N$ and only the terms with the sum of the levels $\leq M$.) We consider the case where the D2-brane is the bound state of 2 and 3 D0-branes.

This paper is organized as follows. In section 2, we summarize the properties of D-branes on SU(2) group manifold and the cubic string field theory on it, and explain how to calculate the terms in the action of CSFT. In section 3, we construct lump solutions and compute their energy. Section 4 contains conclusions and discussions.

In the following $\alpha'$ is taken to be 1.

2 D-branes and cubic string field theory on SU(2) group manifolds

In this section we summarize the known results about D-branes of bosonic string theory on SU(2) group manifolds and fix the notations. Then we explain how to calculate the terms in the action of cubic string field theory on these manifolds.

2.1 The worldsheet CFT

SU(2) group manifold ($\simeq S^3$) can be, for example, parametrized as follows.

$$g = \left( \begin{array}{ccc} x_4 - ix_2 & -x_1 - ix_3 \\ x_1 - ix_3 & x_4 + ix_2 \end{array} \right) \in SU(2),$$

(1)

$$x_1 = \sin \psi \sin \theta \cos \phi,$$

$$x_2 = \sin \psi \sin \theta \sin \phi,$$

$$x_3 = \sin \psi \cos \theta,$$

$$x_4 = \cos \psi,$$

(2)
where $\theta, \phi$ and $\psi$ are spherical coordinates of $S^3$. Let the radius of $S^3$ be $\sqrt{k\alpha'} = \sqrt{k}$. The worldsheet CFT on SU(2) group manifold, i.e. SU(2) WZW model, has the left moving current $J^a(z)$ and the right moving current $\bar{J}^a(\bar{z})$. Their mode expansions are $J^a(z) = \sum_n z^{-n-1} J^a_n$ and similar one for $\bar{J}^a(\bar{z})$. The commutation relation of these modes is

$$[J^a_n, J^b_m] = if^{abc} J^c_{n+m} + kn\delta^{ab}\delta_{n,-m}. \quad (3)$$

$(f^{abc} = \epsilon^{abc}$ for SU(2)) The radius $k$ becomes the level of the SU(2) current algebra. Therefore $k$ is quantized to be positive integer valued. The central charge of this CFT is $3k/k+2$. $J^a_0$ form ordinary SU(2) algebra and primary fields belong to the representations of this algebra. We denote the primary field in spin $j$ representation by $\Phi_j^m$. Then,

$$J^a_0 \Phi_j^m \equiv \Phi_m^{j'} \left(T_{(j)}^m\right)^m_{m'} \quad J^a_{n>0} \Phi_j^m = 0, \quad (4)$$

where $(T_{(j)}^m)_m^{m'}$ is the spin $j$ representation matrix. The conformal dimension of $\Phi_j^m$ is $h_j \equiv \frac{i(j+1)}{k+2}$. We take the diagonal modular invariant as the closed string 1-loop partition function.

When we consider open strings we must impose some boundary condition which relates $J^a(z)$ to $\bar{J}^a(\bar{z})$. Henceforth we consider the following condition.

$$J^a(z) = \bar{J}^a(\bar{z}) \text{ on the boundary}, \quad (5)$$

where $z$ is a coordinate of the upper half plane and we take the real axis as the boundary. Boundary states for this boundary condition are $|J\rangle = \sum_j S_j^J |j\rangle\rangle$, \quad $|J\rangle\rangle$ is the Ishibashi state constructed on the primary field $\Phi_j^m$ and $S_j^J$ is the modular transformation matrix:

$$S_j^J = \sqrt{\frac{2}{k+2} \sin \frac{(2J+1)(2j+1)\pi}{k+2}}. \quad (7)$$

$J$ takes the values $0, \frac{1}{2}, 1, \cdots, \frac{k}{2}$. The worldvolume of the boundary state labelled by $J$ is $\psi = \text{const.} = \frac{(2J+1)\pi}{k+2}$, which is an $S^2$ parametrized by $\theta$ and $\phi$. If $J = 0$ or $\frac{k}{2}$, the $S^2$ shrinks to a point (at $k \to \infty$). Thus $|J\rangle$ with $J = 0, \frac{k}{2}$ represent D0-branes and others are D2-branes. The D2-brane with boundary state $|J\rangle$ can be regarded as the bound state of $(2J+1)$ D0-branes.

The spectrum of primary fields on the brane with boundary state $|J\rangle$ is

$$\Phi_j^m, \quad j = 0, 1, 2, \cdots, \min(2J, k-2J). \quad (8)$$
Note that $j$ takes only integers. Their OPE is known as follows [26, 18].

$$
\Phi_{j_1}^{m_1}(x)\Phi_{j_2}^{m_2}(y) = (x-y)^{h_{j_3}-h_{j_1}-h_{j_2}} \langle j_1, m_1, j_2, m_2| j_1, j_2, j_3, m_3 \rangle c_{j_1j_2}^{j_3}(k, J)\Phi_{j_3}^{m_3}(y) + \text{(descendants)},
$$

(9)

where $\langle j_1, m_1, j_2, m_2| j_1, j_2, j_3, m_3 \rangle$ is the Clebsch-Gordan coefficient, and $c_{j_1j_2}^{j_3}(k, J)$ is written by quantum 6-j symbol and given in the appendix [A]. Three point correlation functions are

$$
\langle \Phi_{j_1}^{m_1} | \Phi_{j_2}^{m_2}(1) | \Phi_{j_3}^{m_3} \rangle = C \left[ \begin{array}{ccc} m_1 & m_2 & m_3 \\ j_1 & j_2 & j_3 \end{array} \right],
$$

(10)

and

$$
C \left[ \begin{array}{ccc} m_1 & m_2 & m_3 \\ j_1 & j_2 & j_3 \end{array} \right] = \frac{(-1)^{m_3}}{\sqrt{(2j_3+1)(2j_3+1)}} \langle j_1, m_1, j_2, m_2| j_1, j_2, j_3, -m_3 \rangle c_{j_1j_2}^{j_3}(k, J).
$$

(11)

The definition of $[2j_3+1]$ is given in the appendix [A]. $C \left[ \begin{array}{ccc} m_1 & m_2 & m_3 \\ j_1 & j_2 & j_3 \end{array} \right]$ is symmetric under cyclic permutations of $(1,2,3)$, as should be for the three point functions, and satisfies the following relations.

$$
C \left[ \begin{array}{ccc} m_1 & m_2 & m_3 \\ j_1 & j_2 & j_3 \end{array} \right] = 0 \quad \text{if} \quad m_1 + m_2 + m_3 \neq 0,
$$

(12)

$$
C \left[ \begin{array}{ccc} m_1 & m_2 & m_3 \\ j_1 & j_2 & j_3 \end{array} \right] = (-1)^{j_1+j_2+j_3}C \left[ \begin{array}{ccc} m_2 & m_1 & m_3 \\ j_2 & j_1 & j_3 \end{array} \right].
$$

(13)

### 2.2 Cubic string field theory on SU(2)

Next we explain the cubic string field theory and how to calculate the terms in the action. We will consider the following background.

$$
X \times Y \times \mathcal{M} \times \text{SU}(2),
$$

(14)

where $X$ is the time direction which is taken to be flat, and $Y$ is a spatial direction, which is also taken to be flat, and the boundary condition for open strings along this direction is taken to be Dirichlet. $\mathcal{M}$ is an arbitrary background with the central charge $24 - \frac{3k}{k+2}$, appropriate for cancelling the total central charge. We denote the Virasoro operator of the matter part of $X \times Y \times \mathcal{M} \times \text{SU}(2)$ and $X \times Y \times \mathcal{M}$ by $L_n^{(m)}$ and $L'_n$ respectively, and the central charge of $X \times Y \times \mathcal{M}$ by $c' = 26 - \frac{3k}{k+2}$.

The action for string field $\Psi$ on general CFT background is constructed in [27]:

$$
S = -\frac{1}{g_5^2} \left( \frac{1}{2} \langle \Psi, Q_B \Psi \rangle + \frac{1}{3} \langle \Psi, \Psi, \Psi \rangle \right).
$$

(15)
We follow the notation of [28]. $Q_B$ is the BRST charge:

$$Q_B = \oint \frac{dz}{2\pi i} : c(z) \left( T^{(m)}(z) + \frac{1}{2} T^{gh}(z) \right) :$$

$$= \sum_{n=\pm \infty} c_n L_n^{(m)} + c_0 \left[ \sum_{n \geq 1} n(c_{-n} b_n + b_{-n} c_n) - 1 \right] - 2b_0 \sum_{n \geq 1} nc_n$$

$$- \sum_{n \geq 1, m \geq 1} \left[ m(b_{-n-m} c_m - c_{-n-m} b_{n+m}) \right]$$

$$+ (n + 2m)(b_{-n-m} c_{m+n} + c_{-n-m} c_{m+n}).$$

(16)

Thanks to the presence of $Y$ we can relate $g_o$ to the mass of D-brane $M$ [17]:

$$\frac{1}{g_o^2} = 2\pi^2 M. \quad \text{(17)}$$

We can calculate $M$ by computing the cylinder amplitude and factorizing the contribution of gravitons, or computing the disk partition function [19, 21]. The mass $M_J$ of the brane represented by the boundary state $|J\rangle$ is

$$M_J \propto S_J^0 = \sqrt{\frac{2}{k+2}} \sin \frac{(2J+1)\pi}{k+2}. \quad \text{(18)}$$

The proportionality coefficient is determined from the information of $\mathcal{M}$. We do not have to know it for our purpose.

The string field $\Psi$ can be expanded by primary operators and their descendants. We do not have to consider all of them for seeking lump solutions on D-branes which depends only on the SU(2) directions. The components which we have to consider are those made by acting with the oscillators

$$\{ J_{-1}^a, J_{-2}^a, \ldots; L_{-2}', L_{-3}', \ldots; c_0, c_{-1}, \ldots; b_{-1}, b_{-2}, \ldots \}$$

(19)

on $|j, m\rangle$, where $|j, m\rangle = \Phi_j^m(0) c_1 |0\rangle$ and $|0\rangle$ is the SL(2,R) invariant vacuum. It can be easily shown that the set of the other components do not have linear terms in the action and therefore their equations of motion are satisfied if they vanish. Hence they can be taken to be zero from beginning. Then $\Psi$ can be expanded as follows.

$$\Psi = |j, m\rangle t^j_m$$

$$+ J_{-1}^a |j, m\rangle u_m^{aj}$$

$$+ J_{-2}^a |j, m\rangle v_m^{aj} + J_{-1}^a J_{-1}^b |j, m\rangle v_m^{abj} + b_{-1} c_{-1} |j, m\rangle \beta_m^{aj} + L_{-2}' |j, m\rangle w^j_m$$

$$+ \ldots$$
\begin{align}
+&c_0 \left[ b_{-1}|j,m\rangle \bar{t}_m \right. \\
+&J_{-1}^{a} b_{-1}|j,m\rangle \bar{a}^{aj}_m + b_{-2}|j,m\rangle \bar{u}^i_m \\
&+ \cdots \right].
\end{align}

Here the repeated indices are summed over. The terms containing \( c_0 \) are removed if we take the Siegel gauge \( b_0 \Phi = 0 \). \(|j,m\rangle\) and its descendants correspond to the spherical harmonic \( Y_j^m \) [19, 25]. Since \((Y_j^m)^* = (-1)^m Y_j^{-m}\), we impose the following reality conditions.

\begin{align}
(t^i_m)^* &= (-1)^m t^i_{-m}, \quad (u^{aj}_m)^* = (-1)^m u^{aj}_{-m}, \quad (v^{abj}_m)^* = (-1)^m v^{abj}_{-m}, \\
(\beta^j_m)^* &= (-1)^m \beta^j_{-m}, \quad (w^j_m)^* = (-1)^m w^j_{-m}, \quad (\bar{u}^{aj}_m)^* = (-1)^m \bar{u}^{aj}_{-m}, \\
(v^{aj}_m)^* &= -(-1)^m v^{aj}_{-m}, \quad (\bar{t}_m)^* = -(-1)^m \bar{t}_{-m}, \quad (\bar{u}^i_m)^* = -(-1)^m \bar{u}^i_{-m}, \quad \text{etc.} \quad (21)
\end{align}

Additional sign factor is needed for \( v^{aj}_m, \bar{t}_m \) and \( \bar{u}^i_m \) because their BPZ conjugations are equal to minus the hermitian conjugations.

We can reduce the number of components further. The components with the eigenvalues of \( J^3_0 \neq 0 \) has no linear terms because of global SU(2) symmetry generated by \( J^a_0 \). Therefore we can satisfy the equations of motion by putting them to be zero. We consider only the components with \( J^3_0 = 0 \). Then we can restrict the components in (20) in the following form.

\begin{align}
t^i_m &= t^i \delta_{0m}, \quad \beta^j_m = \beta^j \delta_{0m}, \quad w^j_m = w^j \delta_{0m}, \quad \bar{t}_m = i \bar{t} \delta_{0m}, \quad \bar{u}^i_m = i \bar{u}^i \delta_{0m}, \\
(u^{aj}_m)^* &= \eta^{j+i'+1} U^{m'a} \langle 1, m', j, m|1jj'0 \rangle u^{ij'}, \\
v^{aj}_m &= \eta^{j+i'+1} U^{m'a} \langle 1, m', j, m|1jj'0 \rangle v^{ij'}, \\
(\bar{u}^{aj}_m)^* &= \eta^{j+i'+1} U^{m'a} \langle 1, m', j, m|1jj'0 \rangle \bar{u}^{ij'}, \\
v^{abj}_m &= \eta^{j+i'+1} U^{m3b} \langle 1, m_3, j', m_2|1jj''0 \rangle U^{m1a} \langle 1, m_1, j, m|1jj'm_2 \rangle v^{ij'j''}, \quad (22)
\end{align}

where \( \eta^j = 1 \) (for \( j = \text{even} \)), \( i \) (for \( j = \text{odd} \)) and \( U^{ma} \) is the following matrix which convert the standard spin 1 index \( m \) to the adjoint index \( a \).

\begin{align}
U^{ma} &= \left( \begin{array}{ccc}
-\frac{1}{\sqrt{2}} & -\frac{i}{\sqrt{2}} & 0 \\
0 & 0 & 1 \\
\frac{1}{\sqrt{2}} & -\frac{i}{\sqrt{2}} & 0
\end{array} \right).
\end{align}

The reality condition for these components are determined from (21). All of them are real. i.e.

\begin{align}
(t^i)^* &= t^i, \quad (\beta^j)^* = \beta^j, \quad (w^j)^* = w^j, \quad (\bar{t})^* = \bar{t}, \quad (\bar{u}^i)^* = \bar{u}^i, \\
(u^{ij})^* &= u^{ij'}, \quad (v^{ij})^* = v^{ij'}, \quad (\bar{u}^{ij})^* = \bar{u}^{ij'}, \quad (v^{ij'j''})^* = v^{ij'j''}.
\end{align}

(24)
Now let us explain the calculation of the quadratic terms in the action. First, we get 2-point functions of two SU(2) primary operators by putting $j_2 = m_2 = 0$ in eq. (10) ($\Phi_0^0 = 1$).

$$
\langle \Phi^m_j | \Phi^{m'}_{j'} \rangle = C \begin{bmatrix} m & 0 & m' \\ j & 0 & j' \end{bmatrix} = \frac{(-1)^m}{\sqrt{(2j + 1)(2j' + 1)}} \delta_{jj'} \delta_{m-m'}.
$$

(25)

The BPZ conjugation of $J_{-n_1}^a J_{-n_2}^a \cdots | \Phi^m_j \rangle$ is $\langle \Phi^m_j | (\cdots (-1)^{n_2+1} J_{n_2}^a \cdots (-1)^{n_1+1} J_{n_1}^a \rangle$. Using this and the commutation relation (3), 2-point functions of descendants can be reduced to those of primaries.

Let $\Psi_1 = \phi_1 G_1 |0\rangle$ and $\Psi_2 = \phi_2 G_2 |0\rangle$, where $G_i$ are ghost parts, and $\phi_i$ are SU(2) parts. Then

$$
\langle \Psi_1, Q_B \Psi_2 \rangle = \oint \frac{dz}{2\pi i} \left[ \langle G_1 | c(z) | G_2 \rangle \langle \phi_1 | T^{(m)}(z) | \phi_2 \rangle + \frac{1}{2} \langle G_1 | :c(z)T^{(gh)}(z) : | G_2 \rangle \langle \phi_1 | \phi_2 \rangle \right].
$$

(26)

Since $\oint \frac{dz}{2\pi i} :c(z)T^{(gh)}(z) :$ does not change descendant level and $\langle \phi_1 | \phi_2 \rangle$ is nonzero only when $\phi_1$ and $\phi_2$ have the same descendant level, the second term of (26) is nonzero only when $\Psi_1$ and $\Psi_2$ have the same SU(2) and ghost descendant level. $\langle \phi_1 | T^{(m)}(z) | \phi_2 \rangle$ is nonzero only when $T^{(m)}(z) | \phi_2 \rangle$ and $| \phi_1 \rangle$ have the same descendant level. Therefore

$$
\langle \phi_1 | T^{(m)}(z) | \phi_2 \rangle = z^{N_1-N_2-2} \langle \phi_1 | L^{(m)}_{N_2-N_1} | \phi_2 \rangle,
$$

(27)

where $N_i$ are the descendant level of $\Psi_i$. Then the first term of (26) is equal to

$$
\langle G_1 | c_{N_1-N_2} | G_2 \rangle \langle \phi_1 | L^{(m)}_{N_2-N_1} | \phi_2 \rangle.
$$

This is nonzero only when $\Psi_1$ and $\Psi_2$ have the same total descendant level. Thus we can reduce the number of terms needed to calculate. Remaining terms can be calculated by using commutation relations of $L^{(m)}_n, J^a_n, c_n$ and $b_n$.

(26) becomes particularly simple when $|G_1\rangle$ and $|G_2\rangle$ do not contain $c_0$ i.e. $\Psi_1$ and $\Psi_2$ satisfy the Siegel gauge condition:

$$
\langle \Psi_1, Q_B \Psi_2 \rangle = h \langle \phi_1 | \phi_2 \rangle \langle G_1 | G_2 \rangle,
$$

(28)

where $h$ is the dimension of $\Psi_1$.

Next we explain how to calculate the cubic terms in the action. We adopt the method given in [28]. Let $K$ be an operator and $v(z)$ a function which transforms as $f \circ K(z) = (f'(z))^h K(f(z)) + g(f(z), z)$ and $f \circ v(z) = (f'(z))^{1-h} v(f(z))$ under the conformal transformation $f$. One can think of $K$ as $T$, $j$(ghost number current), $b$, $c$, $J^a$(WZW current) and so on.
$g(f(z), z)$ represents anomaly in the case of $\mathcal{K} = T$ or $j$. We take $g(f(z), z)$ to be zero if $\mathcal{K}$ is Grassmann odd, and assume $v(z)$ to be regular at infinity. Then the conservation law for $\mathcal{K}$ is (for the notation see [28])

$$0 = \left\langle \left( \int \frac{dz}{2\pi i} v(z) \mathcal{K}(z) - \int_{z=0} \frac{d\bar{z}}{2\pi i} g(I(\bar{z}), z)I \circ v(\bar{z}) \right) f_1 \circ \Phi_1(0) f_2 \circ \Phi_2(0) f_3 \circ \Phi_3(0) \right\rangle$$

$$= \left\langle \left[ \sum_{i=1}^{3} \left( \int \frac{dz_i}{2\pi i} f_i \circ v(z_i) f_i \circ \mathcal{K}(z_i) - g(f_i(z_i), z_i) f_i \circ v(z_i) \right) - \int_{z=0} \frac{d\bar{z}}{2\pi i} g(I(\bar{z}), z)I \circ v(\bar{z}) \right] \times f_1 \circ \Phi_1(0) f_2 \circ \Phi_2(0) f_3 \circ \Phi_3(0) \right\rangle. \tag{29}$$

The representation of this law by oscillators is

$$\left\langle \left( \sum_{i=1}^{3} \sum_n \mathcal{K}^{(i)}_n v^{(i)}_{-n} - A(v) \right) \Phi_1, \Phi_2, \Phi_3 \right\rangle = 0, \tag{30}$$

where

$$f_i \circ \mathcal{K}(z_i) = \sum_n \mathcal{K}^{(i)}_n z_i^{-n-h},$$

$$f_i \circ v(z_i) = \sum_n v^{(i)}_n z_i^{-n+h-1}, \tag{31, 32}$$

and

$$A(f, v) = \int_{z=0} \frac{dz}{2\pi i} g(f(z), z) f \circ v(z),$$

$$A(v) = \sum_{i=1}^{3} A(f_i, v) + A(I, v). \tag{33, 34}$$

We take $v(z) = z^{-l}(z^2 - 3)^k$ [28]. By using $f_2(z_2) = -f_2(-z_2)$ and $f_3(z_3) = -f_1(-z_1)|_{z_1 = z_3}$, we can derive $v^{(2)}_{l+h+2n} = 0$, $v^{(3)}_{-k+h+n} = (-1)^{k+l+n+1}v^{(1)}_{-k+h+n}$ ($n \in \mathbb{Z}$), and from the explicit form of $v(z)$ the Laurent expansions of $f_1 \circ v(z_1), f_2 \circ v(z_2)$ and $f_3 \circ v(z_3)$ start from $z_1^k, z_2^{-l}$ and $z_3^k$ respectively. We suppose $A(v) = 0$ if $l + h$ is even. This is satisfied in the case of $\mathcal{K} = T$ or $j$. Then we can use the relation

$$\mathcal{K}^{(2)}_{-l-h+1} = -(v^{(2)}_{l+h-1})^{-1} [-A(v) \delta_{l+h, \text{odd}} + \sum_{m=0}^{\infty} v^{(2)}_{l+h-3-2m} \mathcal{K}^{(2)}_{-l-h+3+2m}$$

$$+ \sum_{m=0}^{\infty} v^{(1)}_{-k+h-1-m}(\mathcal{K}^{(1)}_{k-h+1+m} + (-1)^{k+l-m} \mathcal{K}^{(3)}_{k-h+1+m})], \tag{35}$$

in the 3-point function, where $\delta_{l+h, \text{odd}} = 1$(for $l + h$ odd), $= 0$(for $l + h$ even or noninteger). If we take $l \geq (>) 1 - h$ and $k > (\geq) h - 1$, mode numbers of $\mathcal{K}$ which appear in the right hand
side of (33) are greater than that of the left hand side. Hence by using (35) iteratively, 3-point functions of descendants can be reduced to those of primaries, which are given in the SU(2) case as follows.

\[ \left\langle \Phi_{j_1}^{m_1}, \Phi_{j_2}^{m_2}, \Phi_{j_3}^{m_3} \right\rangle = \left( \frac{8}{3} \right)^{h_1+h_3} \left( \frac{2}{3} \right)^{h_2} \left\langle \Phi_{j_1}^{m_1} (\sqrt{3}) \Phi_{j_2}^{m_2} (0) \Phi_{j_3}^{m_3} (-\sqrt{3}) \right\rangle = K^{-h_{j_1}-h_{j_2}-h_{j_3}} C \begin{bmatrix} m_1 & m_2 & m_3 \\ j_1 & j_2 & j_3 \end{bmatrix}, \tag{36} \]

where \( K = \frac{3\sqrt{3}}{4} \).

\( \left\langle \Psi_1, \Psi_2, \Psi_3 \right\rangle \) has the cyclic symmetry: \( \left\langle \Psi_1, \Psi_2, \Psi_3 \right\rangle = (-1)^{\gamma_1^3+\gamma_2^3} \left\langle \Psi_3, \Psi_1, \Psi_2 \right\rangle \), where \((-1)^{\gamma_i}\) is the Grassmann parity of \( \Psi_i \). In addition to this, there is the following relation: if \( \phi_i \) have Grassmann parity \((-1)^{n_i}\) and are level \( N_i \) descendants of the primary operators \( \Phi_i \) with Grasmann parity \((-1)^{G_i}\), and satisfy the relation \( \left\langle \Phi_1, \Phi_2, \Phi_3 \right\rangle = (-1)^{N_{123}+G_3+G_3+G_2+G_2+G_2+G_3+G_3+G_3} \left\langle \phi_3, \phi_2, \phi_1 \right\rangle \), then

\[ \left\langle \phi_1, \phi_2, \phi_3 \right\rangle = (-1)^{N_{123}+N_1+N_2+N_3+g_1+g_2+g_3+g_4+g_5+g_6+g_7} \left\langle \phi_3, \phi_2, \phi_1 \right\rangle. \tag{37} \]

We can regard this relation as the result of worldsheet parity symmetry, and this can also be proven directly as follows by applying the above procedure. We use the induction on the descendant level of \( \phi_{1,2,3} \):

\[ -v_n^{(2)} \left\langle \phi_1, \mathcal{K}_{-n} \phi_2, \phi_3 \right\rangle = -A(v) \delta_{n, \text{even}} \left\langle \phi_1, \phi_2, \phi_3 \right\rangle + \sum_{m=0}^{n} \left[ v_{n-2m-2}^{(2)} \left\langle \phi_1, \mathcal{K}_{-n+2m+2} \phi_2, \phi_3 \right\rangle + (-1)^{n_k+1} v_{-k+1-h-1-m}^{(1)} \left\langle \mathcal{K}_{k-h+1+m} \phi_1, \phi_2, \phi_3 \right\rangle + (-1)^{k-h+1+n_2+g_2} v_{-k+1-h-1-m}^{(1)} \left\langle \phi_1, \phi_2, \mathcal{K}_{k-h+1+m} \phi_3 \right\rangle \right] \]

\[ = (-1)^{N_{123}+N_1+N_2+N_3+g_1+g_2+g_3+g_4+g_5+g_6+g_7} A(v) \delta_{n, \text{even}} \left\langle \phi_3, \phi_2, \phi_1 \right\rangle + \sum_{m=0}^{n} \left[ (-1)^{N_{123}+N_1+N_2+N_3+g_1+g_2+g_3+g_4+g_5+g_6+g_7+g_8+g_9+g_{10}+g_{11}} (-1)^{N_{123}+N_1+N_2+N_3+g_1+g_2+g_3+g_4+g_5+g_6+g_7+g_8+g_9+g_{10}+g_{11}} A(v) \delta_{n, \text{even}} \left\langle \phi_3, \phi_2, \phi_1 \right\rangle \right] \]

\[ \times v_{n-2m-2}^{(2)} \left\langle \phi_3, \mathcal{K}_{-n+2m+2} \phi_2, \phi_1 \right\rangle + (-1)^{N_{123}+N_1+N_2+N_3+g_1+g_2+g_3+g_4+g_5+g_6+g_7+g_8+g_9+g_{10}+g_{11}} \times v_{-k+h-1-m}^{(1)} \left\langle \phi_3, \mathcal{K}_{k-h+1+m} \phi_1 \right\rangle + (-1)^{N_{123}+N_1+N_2+N_3+g_1+g_2+g_3+g_4+g_5+g_6+g_7+g_8+g_9+g_{10}+g_{11}} \times v_{-k+h-1-m}^{(1)} \left\langle \mathcal{K}_{k-h+1+m} \phi_3, \phi_2, \phi_1 \right\rangle \]

\[ = (-1)^{N_{123}+N_1+(N_2+n)+N_3+g_1+g_2+g_3+g_4+g_5+g_6+g_7+g_8+g_9+g_{10}+g_{11}} \left[ -A(v) \delta_{n, \text{even}} \left\langle \phi_3, \phi_2, \phi_1 \right\rangle \right] \]
Hence we conclude that (37) is valid by induction. We can use (37) and the cyclic symmetry
\[
(1) + 2\sqrt{2} \phi_3 + (2) + (\sqrt{2} + 1) \phi_3
\]
\[
\frac{3}{27} \sum_{m=0}^{\infty} \left[ v_{-n-2m-2}^{(2)} \langle \phi_3, \mathcal{K}_{-n+2m+2} \phi_2, \phi_1 \rangle \right.

\]
\[
+ \left. (-1)^{g_\kappa g_\delta} v_{-k+h+1-m}^{(1)} \langle \mathcal{K}_{k-h+1+m} \phi_3, \phi_2, \phi_1 \rangle \right]

\]
\[
+ \left. (-1)^{g_\kappa g_\delta-k+h+1-n-m} v_{-k+h+1-n-m}^{(1)} \langle \phi_3, \phi_2, \mathcal{K}_{k-h+1+m} \phi_1 \rangle \right]

\]
\[
= -v_n^{(2)} (-1)^{N_{123}+N_1+(N_2+n)+N_3+g_\kappa (g_\alpha+g_\beta)+g_\beta (g_\alpha+g_\kappa)+g_\kappa (g_\alpha+g_\beta)} \langle \phi_3, \mathcal{K}_{-n} \phi_2, \phi_1 \rangle. \quad (38)
\]
Here we used the assumption of the induction and \(A(v) = 0\) when \(g_\kappa\) (Grassmann parity of \(\mathcal{K}\)) = 1. In addition, by using the cyclic symmetry,
\[
\langle \phi_1, \phi_2, \mathcal{K}_{-n} \phi_3 \rangle = (-1)^{N_{123}+N_1+(N_2+n)+g_\kappa (g_\alpha+g_\beta)+g_\beta (g_\alpha+g_\kappa)+g_\kappa (g_\alpha+g_\beta)} \langle \mathcal{K}_{-n} \phi_3, \phi_2, \phi_1 \rangle, \quad (39)
\]
\[
\langle \mathcal{K}_{-n} \phi_1, \phi_2, \phi_3 \rangle = (-1)^{N_{123}+N_1+(N_2+n)+g_\kappa (g_\alpha+g_\beta)+g_\beta (g_\alpha+g_\kappa)+g_\kappa (g_\alpha+g_\beta)} \langle \phi_3, \phi_2, \mathcal{K}_{-n} \phi_1 \rangle. \quad (40)
\]
Hence we conclude that (17) is valid by induction. We can use (13) and the cyclic symmetry to reduce the number of terms in the action necessary for our calculation. In the SU(2) case, \(N_{123} = j_1 + j_2 + j_3\) for \(\Phi_i = \Phi_i^{m_1}\), as can be seen from (13).

As an example, let us calculate \(\langle J^{-1}_{-1} \Phi_i^{m_1}, J^b_{-1} \Phi_j^{m_2}, \Phi_j^{m_3} \rangle\) by using the eq.(4.18) of [28] for WZW current \(J^a\): \(J^{(2)a}_{-1} = -(\frac{5}{27} J^{(2)a}_{-1} + \cdots) + (\frac{2}{3\sqrt{3}} J^{(3)a}_{-1} + \cdots)
\]
\[
\langle J^{-1}_{-1} \Phi_i^{m_1}, J^b_{-1} \Phi_j^{m_2}, \Phi_j^{m_3} \rangle
\]
\[
= -\frac{2}{3\sqrt{3}} \left( J^c_{-1} \Phi_i^{m_1}, \Phi_j^{m_2}, \Phi_j^{m_3} \right) - \left( \frac{2}{3} \langle \Phi_i^{m_1}, \Phi_j^{m_2}, \Phi_j^{m_3} \rangle \right) (T^{b}_{(j_1)})_{m_1}^{m_2}
\]
\[
+ \left( \frac{2}{3} \langle \Phi_i^{m_1}, \Phi_j^{m_2}, \Phi_j^{m_3} \rangle \right) (T^{b}_{(j_3)})_{m_1}^{m_3}
\]
\[
= -\frac{2}{3\sqrt{3}} \left( \frac{2}{3\sqrt{3}} \right) \left( \frac{2}{3\sqrt{3}} \right) \langle \Phi_i^{m_1}, \Phi_j^{m_2}, \Phi_j^{m_3} \rangle - \left( \frac{2}{3\sqrt{3}} \right) \langle \Phi_i^{m_1}, \Phi_j^{m_2}, \Phi_j^{m_3} \rangle
\]
\[
- \left( \frac{2}{3\sqrt{3}} \right) \langle \Phi_i^{m_1}, \Phi_j^{m_2}, \Phi_j^{m_3} \rangle (T^{b}_{(j_1)})_{m_1}^{m_2}
\]
\[
+ \left( \frac{2}{3\sqrt{3}} \right) \langle \Phi_i^{m_1}, \Phi_j^{m_2}, \Phi_j^{m_3} \rangle (T^{b}_{(j_3)})_{m_1}^{m_3}
\]
\[
= -\frac{2}{3\sqrt{3}} \left( \frac{2}{3\sqrt{3}} \right) \left( \frac{2}{3\sqrt{3}} \right) \langle \Phi_i^{m_1}, \Phi_j^{m_2}, \Phi_j^{m_3} \rangle - \left( \frac{2}{3\sqrt{3}} \right) \langle \Phi_i^{m_1}, \Phi_j^{m_2}, \Phi_j^{m_3} \rangle
\]
\[
- \left( \frac{2}{3\sqrt{3}} \right) \langle \Phi_i^{m_1}, \Phi_j^{m_2}, \Phi_j^{m_3} \rangle (T^{b}_{(j_1)})_{m_1}^{m_2}
\]
\[
+ \left( \frac{2}{3\sqrt{3}} \right) \langle \Phi_i^{m_1}, \Phi_j^{m_2}, \Phi_j^{m_3} \rangle (T^{b}_{(j_3)})_{m_1}^{m_3}
\]
\[
\Phi_{j_1}, \Phi_{j_2}, \Phi_{j_3} = \frac{4}{27} (\Phi_{j_1}, \Phi_{j_2}, \Phi_{j_3}) [T^{a_1}_1 T^{b_1}_2 - T^{a_1}_2 T^{b_1}_1 + T^{a_2}_2 T^{b_2}_3 - T^{a_2}_3 T^{b_2}_2 + i f^{abc} (T^a_c - T^a_3 - 4T^a_1) + 4k \delta^{ab}].
\] (41)

In the last line we suppressed the indices \( m \) and denote \( T^a_{(j)} \) by \( T^a_i \). At first sight this result does not satisfy the relation (37). However we can rewrite it to an explicitly symmetric form by using the Ward identity

\[
\langle \Phi_{j_1}, \Phi_{j_2}, \Phi_{j_3} \rangle (T^a_1 + T^a_2 + T^a_3) = 0:
\]

\[
\begin{split}
J_{-1}^{m_1} & J_{-1}^{m_2} J_{-1}^{m_3} = - \frac{4}{27} \langle \Phi_{j_1}, \Phi_{j_2}, \Phi_{j_3} \rangle [2T^a_1 T^b_2 + 2T^b_2 T^a_3 + 4T^b_1 T^a_3 + 2T^b_3 T^a_2 + 2i f^{abc} (T^c_1 - T^c_3 - 4k \delta^{ab})].
\end{split}
\] (42)

We collect the results of the calculation of cubic terms in appendix B and the terms in the action necessary for our calculation are in appendix C.

## 3 Lump Solutions

In this section we construct lump solutions and compare their energies with the expected values. We denote by \([N,M]\] the truncation that we consider only fields with the level (i.e. conformal dimension+1) \(< N\) and retain only the terms with the sum of the levels \(< M\).

The D2-brane corresponding to the boundary state \(|J\rangle\) can be regarded as the bound state of \((2J + 1)\) D0-branes \([21, 19]\), and D0-branes are conjectured to be able to vanish into the vacuum by tachyon condensation. Therefore one can imagine the process that some of the D0-branes forming the D2-brane vanish and the other D0-branes remain. Hence it is natural to conjecture that there exist lump solutions on D2-branes which represent \(n\) D0-branes (\(n < 2J + 1\)). The energy \(V(\mathcal{T})\) of a classical configuration \(\mathcal{T}\) is minus the action:

\[
V(\mathcal{T}) = -S(\mathcal{T}) = \frac{1}{g_0} (-g_0^2 S(\mathcal{T})) = 2\pi^2 M_J (-g_0^2 S(\mathcal{T}))
\eq
M_J f(\mathcal{T}).
\] (43)

For the solution \(\mathcal{T}_{\text{vac}}\) corresponding to the vacuum, it is conjectured that \(f(\mathcal{T}_{\text{vac}}) = -1\). It can be expected that there exist the solutions \(\mathcal{T}_n\) representing \(n\) D0-branes (in this sense \(\mathcal{T}_{\text{vac}} = \mathcal{T}_0\)) and the difference between \(V(\mathcal{T}_n)\) and \(V(\mathcal{T}_{\text{vac}})\) is equal to \(nM_0\):

\[
V(\mathcal{T}_n) = V(\mathcal{T}_{\text{vac}}) + nM_0
\eq
M_J \left( f(\mathcal{T}_{\text{vac}}) + n \cdot \frac{M_0}{M_J} \right)
\eq
M_J \left( f(\mathcal{T}_{\text{vac}}) + n \cdot \frac{\sin \frac{\pi}{k+2} \sin \left( \frac{(2J+1)\pi}{k+2} \right)}{\sin \frac{\pi}{k+2}} \right).
\] (44)
Hence,

\[ f(T_n) = f(T_{\text{vac}}) + n \cdot \frac{\sin \frac{\pi}{k+2}}{\sin \frac{(2J+1)\pi}{k+2}} = -1 + n \cdot \frac{\sin \frac{\pi}{k+2}}{\sin \frac{(2J+1)\pi}{k+2}}. \]  

(45)

We denote \( f \) and \( T_n \) calculated in level \([N,M]\) truncation by \( f^{[N,M]} \) and \( T_n^{[N,M]} \), and define \( R_n^{[N,M]} \) as follows.

\[ R_n^{[N,M]} \equiv \frac{f^{[N,M]}(T_n^{[N,M]})}{f(T_n)}. \]  

(46)

\( R_n^{[N,M]} \) is a function of \( k \). We will calculate \( R_n^{[N,M]} \) at various values of \( k \) and see to what extent it is close to 1.

Note that the configuration given by SU(2) transformation (generated by \( J_0^0 \)) of a solution is also a solution. For lump solutions, these degrees of freedom correspond to the positions of D0-branes.

We will consider the cases with small \( J \). If \( J = 0 \) (i.e. D0-brane) there are no nontrivial primary operators and it is impossible to construct lump solution.

Then we will consider the following two cases.

- \( J = \frac{1}{2}, k \geq 2 \)
- \( J = 1, k \geq 4 \)

In the first case, primary operators on the D2-brane are \( \Phi_0^0 \) and \( \Phi_1^m \). (If \( k = 1 \) only \( \Phi_0^0 \) appears.) Their dimensions are \( h_0 = 0, h_1 = \frac{2}{k+2} \). This case corresponds to the bound state of 2 D0-branes and we expect the existence of the solution \( T_1 \).

In the second case, primary operators are \( \Phi_0^0, \Phi_1^m \) and \( \Phi_2^m \). (If \( k \leq 3 \) some of them do not appear and this case reduces to the previous one.) Their dimensions are \( h_0, h_1, h_2 = \frac{6}{k+2} \). This case corresponds to the bound state of 3 D0-branes and we expect the existence of the solutions \( T_1 \) and \( T_2 \).

We calculate the action in level \([1,3], [2,6] \) and \([5/2,5] \). The actual calculation is done by symbolic manipulation program Mathematica.
3.1 level [1,3], $k \to \infty$, $J=$fixed

In this case $\Psi = |j,m\rangle t^j_m$. The action is

$$f^{[1,3]}_{2\pi^2} = \frac{1}{2} \frac{(-1)^m}{\sqrt{(2j+1)(2j+1)}} (h_j - 1) t^j_m t^{-j}_m + \frac{1}{3} K^{3-h_{j_1}-h_{j_2}-h_{j_3}} C \begin{bmatrix} m_1 & m_2 & m_3 \\ j_1 & j_2 & j_3 \end{bmatrix} t^j_{m_1} t^{j_2}_{m_2} t^{j_3}_{m_3}. \tag{47}$$

First, let us consider the case where $k \to \infty$ and $J =$ fixed. In this case it has been shown [18] that the structure of fuzzy spheres appears as follows. The spectrum of primary operator is $\Phi^m_j$, $j = 0, 1, \cdots 2J$ and the number of degrees of freedom of $t^j_m$ is $1 + 3 + \cdots + (2 \cdot 2J + 1) = (2J + 1) \times (2J + 1)$. These form a $(2J + 1) \times (2J + 1)$ matrix $t$:

$$(t)_{m_1,m_2} = \sum_{j,m} \sqrt{\frac{2J+1}{2j+1}} (-1)^j t^j_m (T_{j,m})_{m_1,m_2}, \tag{48}$$

and [29]

$$(T_{j,m})_{m_1,m_2} = (-1)^{j-m_2} \sqrt{2j+1} (j, m_2, J, -m_1 | J, j, -m). \tag{49}$$

Then the terms in the action are realized as follows.

$$\frac{1}{2J+1} \text{tr}(ttt) = \sum_{j_1,j_2,j_3,m_1,m_2,m_3} C \begin{bmatrix} m_1 & m_2 & m_3 \\ j_1 & j_2 & j_3 \end{bmatrix} t^{j_1}_{m_1} t^{j_2}_{m_2} t^{j_3}_{m_3},$$

$$\frac{1}{2J+1} \text{tr}(tt) = \sum_{j_1,j_2,m_1,m_2} C \begin{bmatrix} m_1 & 0 & m_2 \\ j_1 & 0 & j_2 \end{bmatrix} t^{j_1}_{m_1} t^{j_2}_{m_2}. \tag{50}$$

Hence,

$$f^{[1,3]}_{2\pi^2} = \frac{1}{2J+1} \text{tr} \left( -\frac{1}{2}tt + \frac{1}{3} K^{3}ttt \right). \tag{51}$$

Note that the form appearing in the trace is the same as the tachyon potential in level (0,0).

Solutions of the equation of motion $-t + K^3 t^2 = 0$ for this action can be constructed by introducing projection operators as in [31]:

$$t = \lambda P, \quad P^2 = P, \quad \text{tr} P = (2J + 1) - n, \tag{52}$$

and $\lambda$ is the nontrivial solution of $-\lambda + K^3 \lambda^2 = 0$ i.e. $\lambda = K^{-3}$. $P^2 = P$ and $\text{tr} P = 2J + 1 - n$ means that if we diagonalize $P$ then $2J + 1 - n$ eigenvalues are 1 and $n$ eigenvalues are 0 and therefore we can interpret this solution as $T^{[1,3]}_n$. The energy of this solution is

$$f^{[1,3]}(T^{[1,3]}_n)_{2\pi^2} = \frac{1}{2J+1} \left( -\frac{1}{2} \lambda^2 + \frac{1}{3} K^3 \lambda^3 \right) \text{tr} P = -\frac{1}{2J+1} \frac{1}{6} K^{-6}(2J + 1 - n). \tag{53}$$

In this case $f(T_n) = -\frac{1}{2J+1}(2J + 1 - n)$, and $R^{[1,3]}_n = \frac{\pi^2}{3K^6} \simeq 0.684616$.

In the following we look for the sequences of solutions $R^{[1,3]}_n$ of which at $k \to \infty$ is 0.684616.
3.2 level [1,3], $J = 1/2$

In this case we can easily calculate the action without dropping $J^3_0 \neq 0$ components:

$$\frac{f^{[1,3]}}{2\pi^2} = -\frac{1}{2}(t_0^0)^2 - \frac{k}{k+2} \frac{1}{\sqrt{3[3]}}|t^1_m|^2 + \frac{2}{3} K^3(t_0^0)^3 + \frac{1}{\sqrt{3[3]}} K^{3-4/(k+2)}|t^1_m|^2 t_0^0. \quad (54)$$

We can easily solve the equations of motion and we find two solutions. One solution corresponds to the closed string vacuum, in which the components corresponding to nontrivial primary operators and their descendants vanishes. The other solution is

$$t_0^0 = \frac{k}{2(k+2)} K^{4/(k+2)-3},$$

$$|t^1_m|^2 = \sqrt{3[3]} \frac{k}{2(k+2)} K^{8/(k+2)-6} \left(1 - \frac{k}{2(k+2)} K^{4/(k+2)}\right), \quad (55)$$

which is correspond to $T^{[1,3]}_1$.

$$\frac{f^{[1,3]}(T^{[1,3]}_1)}{2\pi^2} = \frac{k^2}{4(k+2)^2} K^{8/(k+2)-6} \left(-\frac{1}{2} + \frac{k}{6(k+2)} K^{4/(k+2)}\right). \quad (56)$$

$R^{[1,3]}_1$ is shown in fig.[4]. The value for $k \to \infty$ is 0.684616, which agrees with the value expected above. The minimum is 0.554151 at $k = 3$.

By SU(2) rotation, we can put $t_{\pm 1}^1 = 0$. Then $T(\theta) \equiv \sqrt{\frac{4\pi}{(2j+1)^{1/2}(2j+1)^{1/2}}} (-1)^j t^j_m Y^m_j(\theta)$ is not dependent on $\phi$, and its profile is shown in fig.[5]. Here we choose $t_0^0$ positive. (The factor $\sqrt{\frac{4\pi}{(2j+1)^{1/2}(2j+1)^{1/2}}} (-1)^j$ is present because $\Phi^m_j$ is corresponding to $\sqrt{\frac{4\pi}{(2j+1)^{1/2}(2j+1)^{1/2}}} (-1)^j Y^m_j$, which is obtained by comparing $\int d\Omega (-1)^m' Y^{-m'}_j Y^{-m'}_j \delta_{jj'} \delta_{mm'}$ with $\langle (-1)^m' \Phi^{-m'}_j \Phi^m_j \rangle = \delta_{jj'} \delta_{mm'} \sqrt{\frac{(2j+1)^{1/2}(2j+1)^{1/2}}{4\pi}}$, and referring to (48).) It seems that this solution is not well localized. But this is not a problem since the radius of $S^2$ on which the D2-brane is wrapped is $\sim \sqrt{k} \sin 2\pi \frac{d}{k}$ and this has the maximum $2\sqrt{J}$ at $k = 8J$. This is sufficiently small for small $J$. Therefore the worldvolume of the D2-brane itself is very small. At any rate we cannot construct well localized configuration by using only $Y^0_0 = \frac{1}{4\pi}, Y^0_1 = \frac{3}{4\pi} \cos \theta$ and $Y_1^{\pm 1} = \mp \frac{3}{8\pi} \sin \theta e^{\pm i\theta}$.

If we choose the sign of $t_0^1$ negative, the profile is given by $T(\pi - \theta)$. These two configurations seem to represent D0-branes at $\theta = 0$ and $\pi$.

3.3 level [1,3], $J = 1$

In this case we put $J^3_0 = 0$ components zero. Then

$$\frac{f^{[1,3]}}{2\pi^2} = -\frac{1}{2}(t^0_0)^2 + \frac{1}{2} \frac{1}{\sqrt{3[3]}}(-1 + \frac{2}{2+k})(t^1)^2 + \frac{1}{2} \frac{1}{\sqrt{5[5]}} (-1 + \frac{6}{2+k})(t^2)^2$$
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Figure 1: $R_1^{[1,3]} (J = \frac{1}{2}, k \geq 2)$

Figure 2: $T(\theta)$ (level $[1,3]$, $J = \frac{1}{2}$)  
$k = 100000000$ (solid line), $k = 10$ (dashed line), $k = 2$ (dot-dashed line)
If \( k = 4 \), \( t^2 \) must be put zero since the dimension of \( \Phi^m_2 \) is 1. In the case with \( k \neq 4 \), we can reduce the equations of motion to quadratic equations, and for \( k \geq 6 \) we can find essentially two solutions which have \( R_1^{[1,3]} \approx 0.684616 \) and \( R_2^{[1,3]} \approx 0.684616 \) at \( \infty \) respectively. The case with \( k = 4 \) and 5 is somewhat special. We find only one nontrivial solution, which seems to be correspond to \( T_1^{[1,3]} \) (\( R_1^{[1,3]} = 0.475766 \) for \( k = 4 \) and \( R_2^{[1,3]} = 0.641119 \) for \( k = 5 \)). We do not find any solution corresponding to \( T_2^{[1,3]} \).

The minimum of \( R_1^{[1,3]} \) and \( R_2^{[1,3]} \) is 0.623983 at \( k = 7 \) and 0.409721 at \( k = 6 \) respectively.

### 3.4 level [2,6]

In this case, we can put \( \Psi = |j, m\rangle t^j_m + J_{a}^1 |j, m\rangle u^a_j + c_0 b_{-1} |j, m\rangle \tilde{t}^j_m \). The action is too long and it is not illuminating to write it here. Therefore we describe only its salient features.

\( \tilde{t}^j_m \) can be taken to be zero in the Siegel gauge. However their equations of motion may give nontrivial constraints. The linear term in \( \tilde{t}^j_m \) in the action is

\[
\frac{(-1)^m}{\sqrt{(2j + 1)(2j + 1)}} \tilde{t}^j_m (T^a_j)_{m'} u^a_m'.
\]

This term vanishes in our case since \( (T^a_j)_{m'} u^a_m' \sim u^{ij} = 0 \) as can be seen from the results below. Therefore we can put \( \tilde{t}^j_0 = 0 \) to satisfy their equations of motion and can adopt Siegel gauge condition for looking for lump solutions.

In this case we cannot expect any improvement at \( k \to \infty \) comparing with the results of level [1,3]. The reason is as follows. The linear term in \( u^a_m \) is

\[
\frac{2}{3\sqrt{3}} K^{3-h_j_1-h_j_2-h_j_3} C \left[ \begin{array}{ccc} m_1 & m_2 & m_3 \\ j_1 & j_2 & j_3 \end{array} \right] \left[ \begin{array}{ccc} m'_1 & \delta_{m'_1} & m'_3 \\ j'_1 & j'_2 & j'_3 \end{array} \right] (T^a_{j_1})_{m_3} \delta_{m_1} - (T^a_{j_1})_{m_1} \delta_{m_3} (T^a_{j_1})_{m'_1} \delta'_{m'_3} u^a_{m_1} u^a_{m_2} u^a_{m_3}, \]

and at \( k \to \infty \) the most dominant quadratic term in \( u^a_m \) is given from the last term of eq.(42):

\[
\frac{16}{27} k \cdot K^{3-h_j_1-h_j_2-h_j_3} C \left[ \begin{array}{ccc} m_1 & m_2 & m_3 \\ j_1 & j_2 & j_3 \end{array} \right] u^a_{m_1} u^a_{m_2} u^a_{m_3}.
\]
Figure 3: $R_1^{[1,3]}(J = 1, k \geq 4)$

Figure 4: $R_2^{[1,3]}(J = 1, k \geq 6)$

Figure 5: $T(\theta)$ (level $[1,3]$, $J = 1$, $T_1$) $k = 100000000$ (solid line), $k = 10$ (dashed line), $k = 4$ (dot-dashed line)

Figure 6: $T(\theta)$ (level $[1,3]$, $J = 1$, $T_2$) $k = 100000000$ (solid line), $k = 10$ (dashed line), $k = 6$ (dot-dashed line)
(There is also cubic terms \( u_m^{aj} \) which have coefficients proportional to \( k \). This kind of term is generated by the second term of commutation relation (3)). To let the contribution of this term be finite, we rescale \( u_m^{aj} \) to \( \frac{1}{\sqrt{k}} u_m^{aj} \). Then the contribution of the linear term in \( u_m^{aj} \) vanishes. Hence we can get the solution by putting \( u_m^{aj} \) zero, and its energy is the same as that of level \([0,0]\).

We give the values obtained in level \([1,3]\) analysis to \( t_m^j \) as the initial values and perform the numerical analysis. The results are summarized in the table 1,2 and 3 of Appendix \( \Box \). In these tables the rescaling of \( u_m^{aj} \) explained above are explicitly expressed by \( \sqrt{k} \) i.e. \( u_m^{aj} \) in these tables are unrescaled ones.

At large \( k \) the value of \( R \) is not improved at all, as is expected above. At small \( k \) there seems to be small improvement. In the case of \( k = 4 \) and 5, we do not find any solution corresponding to \( T_2^{[1,3]} \). Here we can find a solution corresponding to \( T_2^{[2,6]} \) for \( k = 5 \).

3.5 level \([5/2,5]\)

We do not write the full expression of the action because it is not illuminating.

Similarly to the case of level \([1,3]\), we can estimate the value of \( R \) at \( k \to \infty \). We rescale the fields as follows so that the most dominant terms in the action give finite contribution.

\[
\begin{align*}
    u^{jj'} &\to \frac{1}{\sqrt{k}} u^{jj'}, \\
    v^{jj'} &\to \frac{1}{\sqrt{k}} v^{jj'}, \\
    v^{jj'jj''} &\to \frac{1}{k} v^{jj'jj''}, \\
    \tilde{u}^{jj'} &\to \frac{1}{\sqrt{k}} \tilde{u}^{jj'}.
\end{align*}
\]

Then we collect the terms which are finite in the limit \( k \to \infty \) and they can be represented by matrices as has been explained in the previous section. The remaining terms are in fact obtained by considering only the second terms of the commutation relation (3), which is in the same form as that of flat CFT oscillators. Therefore if we put all the components of the string field proportional to a projection operators \( P \), the action is equal to \( \frac{1}{2J+1} V \text{tr} P \), where \( V \) is the tachyon potential in level \((2,4)\). \( V \) is given in \( \Box \) (in the Siegel gauge) and for the vacuum solution it is 0.948553 times the tension of D-brane. Hence we get the lump solutions with \( R^{[5/2,5]} = 0.948553 \).
We look for the sequences of solutions with \( R_n^{[2,5/2]} = 0.948553 \) at \( k \to \infty \). We take the Siegel gauge to look for the solutions. The results are shown in table 4,5 and 6 of Appendix D. We have checked that the matrices (48) become projections at \( k \to \infty \) for these solutions. The profiles of the solutions are almost the same as those of level [1,3]. Therefore we do not show them.

Now we must check the validity of the Siegel gauge condition [14], i.e. the equations of motion of \( \bar{\tau} \), \( \bar{u}^j \) and \( \bar{u}^{jj'} \). We need only the terms linear in \( \bar{\tau} \), \( \bar{u}^j \) and \( \bar{u}^{jj'} \). See appendix C. Then the equations of motion have linear and quadratic terms in the other components. We see whether the equations of motion for \( \bar{\tau} \), \( \bar{u}^j \) and \( \bar{u}^{jj'} \) are satisfied when we put the numerical solutions of table. The result is shown in table 7,8 and 9 of Appendix D. For the equations of motion of \( \bar{\tau} \) and \( \bar{u}^j \) linear terms and quadratic terms cancel each other and the ratios of their sums and the linear terms are around 0.2. For the equations of motion of \( \bar{u}^{jj'} \) there seems to be no significant cancellation, but the numerical values themselves are in the same order as those of \( \bar{\tau} \) and \( \bar{u}^j \), or smaller than them. Indeed there are no linear terms in \( \bar{u}^{jj'} \) at \( k \to \infty \) as can be seen by the argument similar to that in the previous section. Therefore each of linear and quadratic terms is small in this limit and they do not have to cancel each other. It seems that these results support the validity of the Siegel gauge condition.

### 3.6 \( k \to \infty, J = \text{fixed} \)

We saw in the previous discussion that in the case of \( J = \text{fixed} \) and \( k \to \infty \), the components of the string field form \((2J + 1) \times (2J + 1)\) matrices and the solutions can be constructed by introducing projection operators. The accuracy of the mass of these solution is the same as that of the closed string vacuum. This is true for arbitrary levels. Indeed, the commutation relation is in the same form as that of the flat CFT oscillators in the limit \( k \to \infty \), and \( c' \to 23 \). (The size of representation matrices of SU(2) do not get large as \( k \to \infty \) since \( J \) is fixed.) Therefore the computation of the coefficients of each terms in the action is completely the same as that of the tachyon potential on the flat CFT. The OPE of primary fields yields the structure of matrix product. As a result the action is equal to the tachyon potential with the components of string field replaced by \((2J + 1) \times (2J + 1)\) matrices. This situation is the same as in the case where constant B-field is present on the flat space [30, 31].
4 Summary and discussions

We have constructed lump solutions of D-branes on SU(2) group manifold by level truncation approximation. Their energy agree with the expected values with good accuracy. It is expected that the accuracy is improved if we include higher level terms. We have considered the cases $J = \frac{1}{2}, 1$. It is desirable to consider the cases with larger $J$, though the calculation is more cumbersome because the number of primary operators increases. We have seen that in the limit $k \to \infty, J = \text{fixed}$, the string field can be expressed by matrices, and by taking them to be proportional to a projection matrix the action is written as the tachyon potential times the trace of the projection matrix. This case can also be treated by effective action [20], but our method can be used for investigating the case with small $k$.

The results show the tendency that the accuracy is improved as $k$ increases. One of the reason for this fact is that the dimension of the primary operators decrease and more operators must be included for fixed truncation level. Though for small $k$ we do not always obtain very high accuracy as that of $k \to \infty$, there seems to be large improvement as we include more terms with higher level. In the case of $k = 4, J = 1$ we cannot find the solution corresponding to $T_2$. It is expected that we can find the solution if we add higher level terms, as in the case of $k = 5$.

At present it is not clear in what sense the level truncation is an approximation. Our results seem to show it is a meaningful approximation in our case.

It is interesting to consider lump solutions of D-branes on SU(2) group manifold by BSFT. Since the background is curved, it seems to be difficult to obtain exact results as in the case of flat background. One of the difficulty is that we must consider too many operators for satisfying the equations of motion in contrast to the case of flat background, where we can consider only the tachyon field up to quadratic order in coordinates. For the large $k$ case see [32].

Recently the solutions corresponding to D-branes on arbitrary CFT background in vacuum CSFT are constructed in [11]. If the relation between vacuum CSFT and ordinary CSFT becomes clear, we can relate them to our solutions and they must agree.

We have considered the tachyon condensation. But our method can also be applicable to the gluon condensation, by which the opposite phenomena to ours happen i.e. many D0-branes form D2-branes [13]. It is interesting to investigate it by our method.
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A Quantum 6j-symbol

The symbol $c_{j_1,j_2}^{j_3}(k, J)$ used in eq.(9) is defined as follows (e.g. [33]).

$$c_{j_1,j_2}^{j_3}(k, J) = \left\{ \begin{array}{ccc} j_1 & j_2 & j_3 \\ J & J & J \end{array} \right\} = (-1)^{-j_1-j_2-2J} \sqrt{[2j_3+1][2J+1]}$$

$$\times [j_1]! [j_2]! [j_3]!$$

$$\times \sqrt{\frac{[2J-j_1]! [2J-j_2]! [2J-j_3]!}{[2J+j_1+1]! [2J+j_2+1]! [2J+j_3+1]!}}$$

$$\times \sqrt{\frac{[j_1+j_2-j_3]! [j_2+j_3-j_1]! [j_3+j_1-j_2]!}{[j_1+j_2+j_3+1]!}}$$

$$\times \sum_{z \geq 0} (-1)^z [z+1]! \left\{ [z-j_1-j_2-j_3]! \times [z-j_1-2J]! [z-j_2-2J]! [z-j_3-2J]! \times [j_1+j_2+2J-z]! [j_2+j_3+2J-z]! [j_3+j_1+2J-z]! \right\}^{-1}, \quad (A.1)$$

where $\{\cdot\}$ is the quantum 6j-symbol and the sum $\sum_{z \geq 0}$ is only over those $z$ such that the arguments of $[\cdot]$ are nonnegative. $[\cdot]$ is defined as follows.

$$[n] = \frac{q^{n/2} - q^{-n/2}}{q^{1/2} - q^{-1/2}}, \quad (A.2)$$

where $q = \exp(\frac{2\pi i k}{k+2})$, and

$$[n]! = [1][2] \cdots [n], \quad (A.3)$$

$$[0]! = 1. \quad (A.4)$$

Note that the above expression of $c_{j_1,j_2}^{j_3}(k, J)$ is totally symmetric under the permutations of $(j_1, j_2, j_3)$ except the first line. If $k \to \infty$, then $[n] \to n$ and the quantum 6j-symbol becomes ordinary 6j-symbol.
B Cubic terms

We collect the cubic terms in the action needed for the calculation. These results are applicable to WZW models for general group. We adopt the abbreviation like the last line of eq. (12). For example, \( \langle 1, J_1^a, 1 \rangle = \frac{2}{3\sqrt{3}}(T_3^a - T_1^a) \)

\[
\langle 1, J_{-1}^a, 1 \rangle = \frac{2}{3\sqrt{3}}(T_3^a - T_1^a) \tag{B.1}
\]

\[
\langle J_{-1}^a, J_{-1}^b, J_{-1}^c \rangle = -\frac{4}{27} \left[ 2T_1^a T_1^b - 2T_2^b T_2^a + 4T_1^a T_3^b + T_1^a T_2^b + 2i f^{abc} (T_1^c - T_3^c) - 4k \delta^{ab} \right] \tag{B.2}
\]

\[
\langle J_{-1}^a, J_{-1}^b, J_{-1}^c \rangle = \frac{8}{81\sqrt{3}} \left[ 8k i f^{abc} + 4k \delta^{ab} T_1^c - 4k \delta^{ca} T_1^b \\
+ 4k \delta^{bc} T_3^a - 4k \delta^{ab} T_2^c + 4k \delta^{ca} T_3^b - 4k \delta^{bc} T_2^a \\
+ 4f^{bad} f^{cde} T_1^e - 4f^{bad} f^{eac} T_1^e + 4f^{bad} f^{edc} T_1^e \right. \\
- 4f^{bad} f^{deac} T_2^e - 4f^{bad} f^{deca} T_3^e + 4f^{bad} f^{debc} T_3^e \\
+ 4i f^{bad} T_{1c}^d T_{1d}^c - 4i f^{cad} T_{1b}^d T_{1d}^c - i f^{bad} T_{2d}^a T_{2d}^b + i f^{bad} T_{2d}^c T_{2d}^c \right. \\
- 4i f^{bad} T_{3d}^a T_{3d}^b - i f^{cad} T_{3d}^a T_{3d}^b + i f^{bad} T_{3d}^d T_{3d}^d \\
- 4i f^{bad} T_{2d}^b T_{2d}^c - i f^{cad} T_{2d}^c T_{2d}^e + i f^{cad} T_{2d}^b T_{2d}^e + i f^{cad} T_{2d}^c T_{2d}^e \\
+ i f^{bad} T_{1d}^d T_{1d}^c + i f^{cad} T_{1d}^a T_{1d}^b + i f^{cad} T_{1d}^c T_{1d}^b \\
- i f^{bad} T_{3d}^a T_{3d}^b + i f^{cad} T_{3d}^a T_{3d}^b + i f^{cad} T_{3d}^c T_{3d}^c \\
+ T_2^b T_3^c T_2^b - T_2^b T_3^c T_3^c - T_2^b T_3^c T_1^a + T_3^b T_3^b T_2^a \\
+ T_3^b T_3^c T_1^a - T_3^b T_3^c T_3^c + T_3^b T_3^c T_1^a + T_3^b T_3^c T_3^c \right] \tag{B.3}
\]

\[
\langle 1, J_{-2}^a, 1 \rangle = -\frac{2}{9} T_2^a \tag{B.4}
\]

\[
\langle 1, J_{-1}^a, J_{-1}^b, 1 \rangle = \frac{1}{27} \left[ 4T_1^b T_1^a - 4T_1^b T_3^a - 4T_1^b T_3^b + 4T_3^b T_3^a \\
- 5i f^{abc} T_2^c - 5k \delta^{ab} \right] \tag{B.5}
\]

\[
\langle J_{-1}^a, J_{-2}^b, 1 \rangle = \frac{4}{81\sqrt{3}} \left[ 3T_3^b T_3^a - 3T_2^b T_2^a - 16i f^{abc} T_1^c + 16k \delta^{ab} \right] \tag{B.6}
\]

\[
\langle J_{-1}^a, J_{-1}^b, J_{-1}^c, 1 \rangle = \frac{1}{81\sqrt{3}} \left[ 32ik f^{abc} + 10k \delta^{bc} T_3^a - 10k \delta^{bc} T_2^a \right.
\]
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\begin{align*}
\langle J^a_{-2}, J^b_{-2}, 1 \rangle &= \frac{4}{729} \left[ -192k \delta^{ab} - 32i f^{bac} T_2 - 32i f^{bac} T_3 - 96i f^{bac} T_1 + 9T^a_1 T_2 \right] \quad (B.7) \\
\langle J^a_{-2}, J^b_{-1}, J^c_{-1}, 1 \rangle &= \frac{1}{729} \left[ 30k \delta^{abc} T^a_1 - 128k \delta^{ac} T^b_3 - 128k \delta^{ab} T^c_3 + 128k \delta^{ab} T^c_1 + 128k \delta^{ac} T^b_1 
- 384if^{abc} - 296f^{fbc} f^{dec} T_1 - 128f^{fbc} f^{dec} T_3 - 128f^{fbc} f^{dec} T_2 
- 24if^{fbc} f^{dec} T_1 T_2 - 40i f^{fbc} f^{dec} T_1 T_3 - 40i f^{fbc} f^{dec} T_1 T_3 
+ 64if^{fbc} f^{dec} T_2 T_2 - 64if^{fbc} f^{dec} T_2 T_3 - 64if^{fbc} f^{dec} T_2 T_3 
- 64if^{fbc} f^{dec} T_2 T_2 - 64if^{fbc} f^{dec} T_2 T_3 - 64if^{fbc} f^{dec} T_2 T_3 
+ 30if^{fbc} f^{dec} T_2 T_3 - 64if^{fbc} f^{dec} T_2 T_3 - 64if^{fbc} f^{dec} T_2 T_3 
- 24T^a_1 T^b_1 T_3 + 24T^a_1 T^b_1 T_3 + 24T^a_1 T^b_1 T_3 - 24T^a_1 T^b_1 T_3 \right] \quad (B.9) \\
\langle J^a_{-1}, J^b_{-1}, J^c_{-1}, 1 \rangle &= \frac{8}{729} \left[ -128k \delta^{ac} T^b_2 - 16k \delta^{bc} T^a_2 + 16k \delta^{bc} T^a_3 - 16k \delta^{ab} T^c_2 + 16k \delta^{ab} T^c_1 
+ 3i f^{cad} T^a_2 T_3 - 3i f^{cad} T^a_3 T_2 - 16i f^{cad} T^a_2 T_3 + 16i f^{cad} T^a_3 T_2 
- 12i f^{cad} T^a_2 T_3 + 16i f^{cad} T^a_3 T_2 - 16i f^{cad} T^a_2 T_3 
- 3T^a_1 T^b_2 T^a_2 + 3T^a_1 T^b_2 T^a_3 + 3T^a_1 T^b_2 T^a_2 - 3T^a_1 T^b_2 T^a_3 \right] \quad (B.10)
\end{align*}

Full expressions of \( \langle J^a_{-1}, J^b_{-1}, J^c_{-1}, 1 \rangle \) and \( \langle J^a_{-1}, J^b_{-1}, J^c_{-1}, J^d_{-1}, 1 \rangle \) are very long. Therefore we write the expressions which are reduced to some of the above formulae.

\begin{align*}
\langle J^a_{-1}, J^b_{-1}, J^c_{-1}, J^d_{-1} \rangle &= \frac{16}{27} k \delta^{ab} \langle 1, J^c_{-1}, J^d_{-1} \rangle + \frac{16}{27} k \delta^{bc} \langle J^a_{-1}, J^c_{-1}, 1 \rangle \\
&- \frac{5}{27} k \delta^{bc} \langle J^a_{-1}, 1, J^d_{-1} \rangle \\
&- \frac{2}{3 \sqrt{3}} i f^{bac} \langle J^e_{-1}, J^c_{-1}, J^d_{-1} \rangle + \frac{2}{3 \sqrt{3}} i f^{bde} \langle J^a_{-1}, J^c_{-1}, J^e_{-1} \rangle 
\end{align*}
The central charge of $X$ consists of the terms which survive after we take the Siegel gauge condition. $S_0$ consists of the terms which survive after we take the Siegel gauge condition. $S_1$ consists of the linear terms in $\tilde{t}, \tilde{u}$ and $\tilde{u}^a$, which are excluded by Siegel gauge condition. $c' = 26 - \frac{3k}{k+2}$ is the central charge of $X \times Y \times \mathcal{M}$.

\[
S_0 = \frac{1}{2}(h_j - 1) \langle \Phi, \Phi \rangle tt \\
+ \frac{1}{2}(h_j) \langle J_{-1}^a \Phi, J_{-1}^b \Phi \rangle u^a u^b \\
+ \frac{1}{2}(h_j + 1) \left[ \langle J_{2}^a \Phi, J_{-2}^b \Phi \rangle u^a v^b \\
+ 2 \langle J_{-2}^a \Phi, J_{-1}^b J_{-1}^c \Phi \rangle v^a v^b + \langle J_{-1}^a J_{-1}^b \Phi, J_{-1}^d \Phi \rangle v^{ab} v^{cd} - \langle \Phi, \Phi \rangle \beta \beta \right] \\
+ \frac{c'}{4}(h_j + 1) \langle \Phi, \Phi \rangle ww \\
+ K^{3-h_{j_1}-h_{j_2}-h_{j_3}} \left[ \frac{1}{3} \langle \Phi, \Phi, J_{-1}^a \Phi \rangle ttt + \langle \Phi, \Phi, J_{-1}^a \Phi \rangle ttt + \langle \Phi, J_{-1}^a \Phi, J_{-1}^b \Phi \rangle tu^a u^b \\
+ \frac{1}{3} \langle J_{-1}^a \Phi, J_{-1}^b \Phi, J_{-1}^c \Phi \rangle u^a v^b u^c + \langle \Phi, J_{-2}^a \Phi \rangle ttt + \langle \Phi, J_{-1}^a J_{-1}^b \Phi \rangle ttv^{ab} \\
+ \langle \Phi, J_{-1}^a \Phi, J_{-1}^b \Phi \rangle tv^a v^b + \langle \Phi, J_{-1}^a \Phi, J_{-1}^b \Phi \rangle tv^a u^b \\
+ \langle \Phi, J_{-1}^a \Phi, J_{-1}^b J_{-1}^c \Phi \rangle tu^a v^b + \langle \Phi, J_{-1}^a \Phi, J_{-1}^b \Phi \rangle tv^a v^c \\
+ \langle J_{-1}^a \Phi, J_{-1}^b \Phi, J_{-2}^c \Phi \rangle u^a v^b v^c + \langle J_{-1}^a \Phi, J_{-1}^b \Phi, J_{-1}^d \Phi \rangle u^a u^b v^{cd} \right]
\]
\[ + \langle \Phi, J^a_{-2} \Phi, J^b_{-2} \Phi \rangle t v^a v^b \\
+ \langle \Phi, J^a_{-2} \Phi, J^b_{-1} J^c_{-1} \Phi \rangle t v^a v^{bc} + \langle \Phi, J^a_{-1} J^b_{-1} \Phi, J^c_{-2} \Phi \rangle t v^{ab} v^c \\
+ \langle \Phi, J^a_{-1} J^b_{-1} J^c_{-1} J^d_{-1} \Phi \rangle t v^{ab} v^{cd} \\
- \frac{11}{27} \langle \Phi, \Phi, J^a_{-2} \Phi \rangle t \beta v^a - \frac{11}{27} \langle \Phi, J^a_{-2} \Phi, \Phi \rangle t v^a \beta \\
- \frac{11}{27} \langle \Phi, \Phi, J^a_{-1} J^b_{-1} \Phi \rangle t \beta v^{ab} - \frac{11}{27} \langle \Phi, J^a_{-1} J^b_{-1} \Phi, \Phi \rangle t v^{ab} \beta \\
- \frac{11}{27} \langle \Phi, \Phi, \Phi \rangle t t \beta - \frac{11}{27} \langle \Phi, \Phi, \Phi \rangle t \beta \beta \\
- \frac{11}{27} \langle \Phi, \Phi, J^a_{-1} \Phi \rangle t \beta u^a - \frac{11}{27} \langle \Phi, J^a_{-1} \Phi, \Phi \rangle t u^a \beta \\
- \frac{11}{27} \langle J^a_{-1} \Phi, J^b_{-1} \Phi, \Phi \rangle u^a u^b \beta \\
- \frac{5}{54} c' \langle \Phi, \Phi, \Phi \rangle t w w + \frac{128}{729} c' + \frac{(5/54)^2}{c'} \langle \Phi, \Phi, \Phi \rangle t w w \\
- \frac{5}{54} c' \langle \Phi, J^a_{-1} \Phi, \Phi \rangle t w^a - \frac{5}{54} c' \langle \Phi, \Phi, J^a_{-1} \Phi \rangle t w^a \\
- \frac{5}{54} c' \langle J^a_{-1} \Phi, J^b_{-1} \Phi, \Phi \rangle u^a u^b w \\
+ \frac{55}{1458} c' \langle \Phi, \Phi, \Phi \rangle t \beta w + \frac{55}{1458} c' \langle \Phi, \Phi, \Phi \rangle t w \beta \\
- \frac{5}{54} c' \langle \Phi, J^a_{-2} \Phi, \Phi \rangle t w^a - \frac{5}{54} c' \langle \Phi, \Phi, J^a_{-2} \Phi \rangle t w^a \\
- \frac{5}{54} c' \langle \Phi, J^a_{-1} J^b_{-1} \Phi, \Phi \rangle t u^{ab} w - \frac{5}{54} c' \langle \Phi, \Phi, J^a_{-1} J^b_{-1} \Phi \rangle t u^{ab} \beta \quad \text{(C.1)} \]

\[ S_1 = \langle \Phi, \Phi \rangle \bar{t}(T^a u^a) \]

\[-2 \langle \Phi, \Phi \rangle \bar{u}(T^a v^a) + 2 \langle J^a_{-1} \Phi, J^b_{-1} \Phi \rangle \bar{u} v^b \\
- \langle J^a_{-1} \Phi, J^b_{-1} \Phi \rangle \bar{v} w^a + \langle J^a_{-1} \Phi, L_{1} J^b_{-1} J^c_{-1} \Phi \rangle \bar{u} v^{bc} \\
- 3 \langle \Phi, \Phi \rangle \bar{u} \beta + \langle \Phi, \Phi \rangle \bar{u} (T^a \beta) \\
- \frac{c'}{2} \langle \Phi, \Phi \rangle \bar{u} w \\
+ \frac{32}{81} \langle \Phi, \Phi, \Phi \rangle t \beta \bar{t} - \frac{32}{81} \langle \Phi, \Phi, \Phi \rangle \beta t \bar{t} \\
+ \frac{16}{27} \langle \Phi, \Phi, \Phi \rangle t t \bar{u} \\
+ \frac{16}{27} \langle \Phi, J^a_{-1} \Phi, \Phi \rangle t u^a \bar{u} + \frac{16}{27} \langle J^a_{-1} \Phi, \Phi, \Phi \rangle u^a t \bar{u} \\
+ \frac{16}{27} \langle J^a_{-1} \Phi, J^b_{-1} \Phi, \Phi \rangle u^a u^b \bar{u} \\
+ \frac{16}{27} \langle \Phi, J^a_{-2} \Phi, \Phi \rangle t v^a \bar{u} + \frac{16}{27} \langle J^a_{-2} \Phi, \Phi, \Phi \rangle v^a t \bar{u} \]
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D Numerical data

Table 1: $\mathcal{T}_{1}^{[2,6]}$ and $R_{1}^{[2,6]}$ ($J = 1/2$)

| $k$ | $\mathcal{T}_{1}^{[2,6]}$ | $R_{1}^{[2,6]}$ | $k$ | $\mathcal{T}_{1}^{[2,6]}$ | $R_{1}^{[2,6]}$ |
|-----|-------------------------|----------------|-----|-------------------------|----------------|
| 1   | 0.148148                | 0.0017       | 1   | 0.214017               | 0.222662      |
| 2   | 0.320432                | 0.0516      | 2   | 0.388789               | 0.402766      |
| 3   | 5.75964 x 10^{-17}     | 0.023876     | 3   | 5.11186 x 10^{-17}    | 4.4203 x 10^{-17} |
| 4   | 0.209004                | 0.0484596   | 4   | 0.0543740              | 0.0579099     |
| 5   | 0.227971                | 0.0653222   | 5   | 0.0672844              | 0.0562591     |
| 6   | 0.61173                 | 0.624607    | 6   | 0.634116               | 0.648764      |

Table 2: $\mathcal{T}_{1}^{[2,6]}$ and $R_{1}^{[2,6]}$ ($J = 1$)

| $k$ | $\mathcal{T}_{1}^{[2,6]}$ | $R_{1}^{[2,6]}$ |
|-----|-------------------------|----------------|
| 1   | 0.227971                | 0.624607      |
| 2   | 0.228089                | 0.634116      |
| 3   | 0.338634                | 0.648764      |
| 4   | 0.3384596              | 0.648764      |
| 5   | 0.0286666              | 0.066662591   |
| 6   | 0.0684161              | 0.084152      |

Note: The numerical values are presented for the given parameters in the tables.
\[ k = 4 \quad k = 5 \quad k = 6 \quad k = 7 \quad k = 8 \quad k = 10 \]

| \( t^0 \) | \( 0.0816062 \) | \( 0.102874 \) | \( 0.115138 \) | \( 0.123276 \) | \( 0.131189 \) | \( 0.138159 \) |
| \( t^1 \) | \( 0.161194 \) | \( 0.230157 \) | \( 0.258811 \) | \( 0.27566 \) | \( 0.29424 \) | \( 0.31181 \) |
| \( k \) | \( 0.288496 \) | \( 0.283243 \) | \( 0.279293 \) | \( 0.2752 \) | \( 0.268238 \) | \( 0.261194 \) |

\[ \sqrt{k} \]

| \( t_0 \) | \( 0.0816062 \) | \( 0.102874 \) | \( 0.115138 \) | \( 0.123276 \) | \( 0.131189 \) | \( 0.138159 \) |
| \( t_1 \) | \( 0.161194 \) | \( 0.230157 \) | \( 0.258811 \) | \( 0.27566 \) | \( 0.29424 \) | \( 0.31181 \) |
| \( t_2 \) | \( 0.288496 \) | \( 0.283243 \) | \( 0.279293 \) | \( 0.2752 \) | \( 0.268238 \) | \( 0.261194 \) |

\[ \sqrt{k} \]

| \( t_0 \) | \(-0.0816062\) | \(-0.102874\) | \(-0.115138\) | \(-0.123276\) | \(-0.131189\) | \(-0.138159\) |
| \( t_1 \) | \(-0.161194\) | \(-0.230157\) | \(-0.258811\) | \(-0.27566\) | \(-0.29424\) | \(-0.31181\) |
| \( t_2 \) | \(-0.288496\) | \(-0.283243\) | \(-0.279293\) | \(-0.2752\) | \(-0.268238\) | \(-0.261194\) |

\[ \sqrt{k} \]

| \( t_0 \) | \(0.0090831\) | \(0.0095457\) | \(0.0098938\) | \(0.0102714\) | \(0.0106704\) | \(0.0110676\) |
| \( t_1 \) | \(-0.0090831\) | \(-0.0095457\) | \(-0.0098938\) | \(-0.0102714\) | \(-0.0106704\) | \(-0.0110676\) |
| \( t_2 \) | \(0.0090831\) | \(0.0095457\) | \(0.0098938\) | \(0.0102714\) | \(0.0106704\) | \(0.0110676\) |

\[ \sqrt{k} \]

| \( t_0 \) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) |
| \( t_1 \) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) |
| \( t_2 \) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) | \(0.0000000\) |

\[ \sqrt{k} \]

| \( t_0 \) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) |
| \( t_1 \) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) |
| \( t_2 \) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) | \(-0.0000000\) |

\[ \sqrt{k} \]

| \( t_0 \) | \(0.460292\) | \(0.563618\) | \(0.650000\) | \(0.603477\) | \(0.589081\) | \(0.619284\) |
| \( t_1 \) | \(0.563618\) | \(0.650000\) | \(0.603477\) | \(0.589081\) | \(0.619284\) | \(0.650000\) |
| \( t_2 \) | \(0.650000\) | \(0.603477\) | \(0.589081\) | \(0.619284\) | \(0.650000\) | \(0.603477\) |

Table 3: \( T_2^{[2,6]} \) and \( R_2^{[2,6]} \) (\( J = 1 \))
| \( k \) | \( \beta \) | \( \nu \) | \( \omega \) | \( R_{1}^{[5/2,5]} \) |
|-------|------|------|-------|-------|
| 2     | 0.182129 | 0.225759 | 0.242631 | 0.251724 | 0.25716 | 0.260608 | 0.268332 | 0.26471 | 0.265934 |
| 3     | 0.350648 | 0.426138 | 0.453349 | 0.458449 | 0.461911 | 0.463435 | 0.465557 | 0.466977 | 0.467967 |
| 4     | 0             | 0.0124587 | 0.00358094 | 0.00187705 | 0.00120394 | 0.00085194 | 0.00063883 | 0.000497805 | 0.000399083 |
| 5     | 0             | 0.00009456 | 0.00000767 | 0.00000187 | 0.00000012 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 |
| 6     | 0             | 0             | 0             | 0             | 0             | 0             | 0             | 0             | 0             |
| 7     | 0             | 0             | 0             | 0             | 0             | 0             | 0             | 0             | 0             |
| 8     | 0             | 0             | 0             | 0             | 0             | 0             | 0             | 0             | 0             |
| 9     | 0             | 0             | 0             | 0             | 0             | 0             | 0             | 0             | 0             |
| 10    | 0             | 0             | 0             | 0             | 0             | 0             | 0             | 0             | 0             |

Table 4: \( T_{1}^{[5/2,5]} \) and \( R_{1}^{[5/2,5]} \) (\( J = 1/2 \))
| A = 4 | A = 5 | A = 6 | A = 7 | A = 8 | A = 9 | A = 10 |
|-------|-------|-------|-------|-------|-------|-------|
| t^4  | 0.314788 | 0.331704 | 0.338216 | 0.343281 | 0.346835 | 0.349408 | 0.351321 |
| t^3  | 0.41735 | 0.409288 | 0.407187 | 0.404102 | 0.401494 | 0.399346 | 0.397583 |
| t^2  | -0.18485 | -0.22581 | -0.23989 | -0.249824 | -0.256177 | -0.260388 | -0.263254 |
| √k_1 | 1.02888 x 10^{-1} | 0.000889899 | 0.000605516 | 0.000407051 | 0.000286384 | 0.000210621 | 0.000160798 |
| k_1  | 1.08749 x 10^{-1} | -0.0252614 | 0.0350701 | -0.0456904 | 0.0430127 | -0.0459148 | 0.0471357 |
| k_2  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_3  | -1.55042 x 10^{-1} | 0.0438029 | -0.441302 | -0.4442018 | -0.451556 | -0.452445 | -0.449562 |
| k_4  | -0.77304 x 10^{-1} | 0.0211377 | 0.0308004 | 0.0372146 | 0.0416885 | 0.0448659 | 0.0471382 |
| k_5  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_6  | 7.15522 x 10^{-1} | 0.0479757 | 0.0578042 | 0.0616537 | 0.0632565 | 0.0662917 | 0.0682209 |
| k_7  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_8  | -0.0417624 | -0.0362762 | -0.036249 | -0.0319534 | -0.0307608 | -0.0298178 | -0.0296239 |
| k_9  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{10} | -0.0187752 | -0.0172971 | -0.0194408 | -0.021064 | -0.022311 | -0.0222982 | -0.0240966 |
| k_{11} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{12} | 0.0089444 | 0.0075175 | 0.00645066 | 0.00663377 | 0.00650063 | 0.00450982 | 0.00410681 |
| k_{13} | -0.006786 | -0.0607245 | -0.0568655 | -0.0548976 | -0.0539287 | -0.0533971 | -0.0530888 |
| k_{14} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{15} | 0.069436 | 0.0623375 | 0.0586612 | 0.0568855 | 0.0556111 | 0.0550894 | 0.0548666 |
| k_{16} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{17} | 0.0445292 | 0.0398361 | 0.0374356 | 0.0361654 | 0.0350201 | 0.0351731 | 0.0350373 |
| k_{18} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{19} | -0.0123886 | -0.0088196 | -0.0062276 | -0.00462895 | -0.00357675 | -0.0028504 | -0.00252572 |
| k_{20} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{21} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{22} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{23} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{24} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{25} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{26} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{27} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{28} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{29} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| k_{30} | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| β^2 | -0.105789 | -0.110894 | -0.112718 | -0.114132 | -0.115101 | -0.115781 | -0.116275 |
| β^3 | -0.069074 | -0.0721441 | -0.077084 | -0.0807792 | -0.0837999 | -0.0863116 | -0.0884924 |
| w | 0.0340485 | 0.0359941 | 0.0368852 | 0.0367119 | 0.0366076 | 0.0367055 | 0.0371441 |
| w^2 | 0.0112042 | 0.0199966 | 0.0212771 | 0.0220877 | 0.0229717 | 0.0236182 | 0.0241617 |
| w^3 | 0.933935 | 0.908232 | 0.894435 | 0.891439 | 0.891457 | 0.892023 | 0.894206 |
Table 5: $T_1^{[5/2,5]}$ and $R_1^{[5/2,5]}$ ($J = 1$)
| $\nu$ | $k = 4$ | $k = 5$ | $k = 6$ | $k = 7$ | $k = 8$ | $k = 9$ | $k = 10$ |
|------|---------|---------|---------|---------|---------|---------|---------|
| $t^+$ | 0.108574 | 0.130853 | 0.143935 | 0.152574 | 0.158614 | 0.163012 |         |
| $t^-$ | 0.216655 | 0.282623 | 0.311856 | 0.329479 | 0.341154 | 0.34935   |         |
| $x^2$ | 0.306499 | 0.36631 | 0.305413 | 0.301459 | 0.30139 | 0.299506 |         |
| $\nu E^{+1}$ | -0.000180229 | 0.000129681 | 0.000184364 | 0.000191436 | 0.000180974 | 0.000162688 |         |
| $\nu E^{+2}$ | -0.114929 | -0.106774 | -0.106245 | -0.103925 | -0.101972 | -0.0994038 |         |
| $\nu E^{-1}$ | 0 | 0 | 0 | 0 | 0 | 0 |         |
| $\nu E^{-2}$ | -0.14204 | -0.123077 | -0.112891 | -0.105201 | -0.0990687 | -0.0940038 |         |
| $\nu E^{-3}$ | -0.00429864 | -0.0104174 | -0.0143277 | -0.0176257 | -0.0189278 | -0.0202891 |         |
| $\nu E^{-4}$ | 0 | 0 | 0 | 0 | 0 | 0 |         |
| $\nu E^{-5}$ | -0.00933469 | -0.0193081 | -0.0263014 | -0.0257211 | -0.0265095 | -0.0271114 |         |
| $\nu E^{-6}$ | 0 | 0 | 0 | 0 | 0 | 0 |         |
| $\nu E^{-7}$ | 0 | 0 | 0 | 0 | 0 | 0 |         |
| $\nu E^{-8}$ | -0.0066421 | -0.0234621 | -0.0260938 | -0.0291172 | -0.030423 | -0.0312108 |         |
| $\nu E^{-9}$ | 0 | 0 | 0 | 0 | 0 | 0 |         |
| $\nu E^{-10}$ | -0.00174226 | -0.00215824 | -0.00455961 | -0.00676719 | -0.00757253 | -0.00858088 |         |
| $\nu E^{0+1}$ | 0 | 0 | 0 | 0 | 0 | 0 |         |
| $\nu E^{0+2}$ | 0.019636 | 0.00937116 | 0.00286304 | 0.000878458 | 0.000572727 | 0.000534992 |         |
| $\nu E^{0+3}$ | -0.013068 | -0.02085768 | -0.03261862 | -0.043928 | -0.0444043 | -0.0375254 |         |
| $\nu E^{0+4}$ | 0 | 0 | 0 | 0 | 0 | 0 |         |
| $\nu E^{0+5}$ | 0.0116287 | 0.0186019 | 0.0299239 | 0.0283927 | 0.0321994 | 0.0354798 |         |
| $\nu E^{0+6}$ | 0 | 0 | 0 | 0 | 0 | 0 |         |
| $\nu E^{0+7}$ | 0.0075285 | 0.0123799 | 0.0158011 | 0.0186746 | 0.0211193 | 0.023225 |         |
| $\nu E^{0+8}$ | 0 | 0 | 0 | 0 | 0 | 0 |         |
| $\nu E^{0+9}$ | 0.0036255 | 0.00834174 | 0.00905189 | 0.00756586 | 0.0074831 | 0.00656395 |         |
| $\nu E^{0+10}$ | 0 | 0 | 0 | 0 | 0 | 0 |         |
| $\beta^+$ | -0.0099187 | -0.0468744 | -0.0508617 | -0.0534163 | -0.0551511 | -0.0563783 |         |
| $\beta^-$ | -0.0283108 | -0.0593731 | -0.068178 | -0.0756605 | -0.0809683 | -0.0852303 |         |
| $\omega^+$ | 0.0152634 | 0.0170762 | 0.0180734 | 0.0186734 | 0.0190507 | 0.0192958 |         |
| $\omega^-$ | 0.0147015 | 0.0199323 | 0.0227881 | 0.0248118 | 0.0264046 | 0.0276051 |         |
| $K_\nu^{+1}$ | 0.697985 | 0.787555 | 0.809146 | 0.822861 | 0.833042 | 0.841123 |         |
Table 6: \( \tau_{2^{[5/2,5]}} \) and \( R_{2^{[5/2,5]}} \) (J = 1)
| $\mu^0$ | $k = 2$ | $k = 3$ | $k = 4$ | $k = 5$ | $k = 6$ | $k = 7$ | $k = 8$ |
|-------|--------|--------|--------|--------|--------|--------|--------|
| linear | 0      | 0      | 0      | 0      | 0      | 0      | 0      |
| quadratic | 0      | 0      | 0      | 0      | 0      | 0      | 0      |

| $\mu^1$ | $k = 2$ | $k = 3$ | $k = 4$ | $k = 5$ | $k = 6$ | $k = 7$ | $k = 8$ |
|-------|--------|--------|--------|--------|--------|--------|--------|
| linear | -0.115553 | -0.096259 | -0.096669 | -0.0999901 | -0.099412 | -0.0985275 | -0.0975507 |
| quadratic | 0.00014741 | 0.00008734 | 0.00041727 | 0.00078417 | 0.0075886 | 0.00706707 | 0.006348 |
| sum | -0.000139239 | 0.000022909 | -0.000612442 | -0.000687796 | -0.00220179 | -0.00234781 | -0.00223521 |
| sum/linear | 0.00067276 | 0.00014128 | 0.00328487 | 0.00328997 | 0.00328487 | 0.00328487 | 0.00328487 |

| $\sqrt{\mu^0}$ | $k = 2$ | $k = 3$ | $k = 4$ | $k = 5$ | $k = 6$ | $k = 7$ | $k = 8$ |
|-------|--------|--------|--------|--------|--------|--------|--------|
| linear | 0      | 0      | 0      | 0      | 0      | 0      | 0      |
| quadratic | 0      | 0      | 0      | 0      | 0      | 0      | 0      |

| $\sqrt{\mu^1}$ | $k = 2$ | $k = 3$ | $k = 4$ | $k = 5$ | $k = 6$ | $k = 7$ | $k = 8$ |
|-------|--------|--------|--------|--------|--------|--------|--------|
| linear | 0.00095757 | 0.00016496 | 0.000326707 | 0.00031753 | 0.00034044 | 0.000347031 |
| quadratic | -0.00223712 | -0.00176899 | -0.0013251 | -0.0011936 | -0.0010592 | -0.00087389 |

| $\sqrt{\mu^{0,1}}$ | $k = 2$ | $k = 3$ | $k = 4$ | $k = 5$ | $k = 6$ | $k = 7$ | $k = 8$ |
|-------|--------|--------|--------|--------|--------|--------|--------|
| linear | 0      | 0      | 0      | 0      | 0      | 0      | 0      |
| quadratic | 0      | 0      | 0      | 0      | 0      | 0      | 0      |

$\mu^0$ table values:

| $\mu^1$ | $k = 2$ | $k = 3$ | $k = 4$ | $k = 5$ | $k = 6$ | $k = 7$ | $k = 8$ |
|-------|--------|--------|--------|--------|--------|--------|--------|
| linear | -0.0965762 | -0.0956433 | -0.0930391 | -0.0777582 | -0.077449 | -0.0775462 |
| quadratic | 0.0746406 | 0.0739789 | 0.069549 | 0.0612794 | 0.061984 | 0.0619824 |
| sum | 0.0721784 | 0.0739789 | 0.0649479 | 0.0572559 | 0.0572559 | 0.0572559 |
| sum/linear | 0.227183 | 0.228574 | 0.210674 | 0.200354 | 0.198675 | 0.198675 |

$\sqrt{\mu^1}$ table values:

| $\mu^0$ | $k = 2$ | $k = 3$ | $k = 4$ | $k = 5$ | $k = 6$ | $k = 7$ | $k = 8$ |
|-------|--------|--------|--------|--------|--------|--------|--------|
| linear | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| quadratic | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

| $\sqrt{\mu^{0,1}}$ | $k = 2$ | $k = 3$ | $k = 4$ | $k = 5$ | $k = 6$ | $k = 7$ | $k = 8$ |
|-------|--------|--------|--------|--------|--------|--------|--------|
| linear | 0.0004751 | 0.0001095 | 0.0022337 | 0.00053771 | 0.00059375 | 1.706884 × 10^{-8} |
| quadratic | -0.0007686 | -0.00083081 | -0.000830892 | -1.01643 × 10^{-9} | -0.05555 × 10^{-9} | -3.22511 × 10^{-9} |

Table 7: The values of the equations of motion of $\tilde{t}, \tilde{u}$ and $\tilde{u}^a$ for $\nu^{[5/2,5]}_1$ ($J = 1/2$)
Table 8: The values of the equations of motion of $\tilde{t}, \tilde{u}$ and $\tilde{u}^a$ for $T_1^{[5,2,5]} (J = 1)$
| $k$ | linear | quadratic | linear | quadratic | linear | quadratic | linear | quadratic | linear | quadratic |
|-----|--------|-----------|--------|-----------|--------|-----------|--------|-----------|--------|-----------|
| k | 4      | 5         | 6       | 7         | 8       | 9         | 10     | 11        | 12     | 13        |
| $\dot{t}$ | 0      | 0         | 0       | 0         | 0       | 0         | 0      | 0         | 0      | 0         |
| $\ddot{t}$ | 0      | 0         | 0       | 0         | 0       | 0         | 0      | 0         | 0      | 0         |
| $\dot{u}$ | 0      | 0         | 0       | 0         | 0       | 0         | 0      | 0         | 0      | 0         |
| $\ddot{u}$ | 0      | 0         | 0       | 0         | 0       | 0         | 0      | 0         | 0      | 0         |
| $\dddot{u}$ | 0      | 0         | 0       | 0         | 0       | 0         | 0      | 0         | 0      | 0         |
| $\ddot{u}$ | 0      | 0         | 0       | 0         | 0       | 0         | 0      | 0         | 0      | 0         |
| $\dddot{u}$ | 0      | 0         | 0       | 0         | 0       | 0         | 0      | 0         | 0      | 0         |
| $\dddot{u}$ | 0      | 0         | 0       | 0         | 0       | 0         | 0      | 0         | 0      | 0         |
| $\dddot{u}$ | 0      | 0         | 0       | 0         | 0       | 0         | 0      | 0         | 0      | 0         |

Table 9: The values of the equations of motion of $\ddot{t}$, $\ddot{u}$, and $\dddot{u}$ for $T_2^{[5/2,5]} (J = 1)$
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