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Abstract

We consider the optimization problem of minimizing a functional defined over a family of probability distributions, where the objective functional is assumed to possess a variational form. Such a distributional optimization problem arises widely in machine learning and statistics, with Monte-Carlo sampling, variational inference, policy optimization, and generative adversarial network as examples. For this problem, we propose a novel particle-based algorithm, dubbed as variational transport, which approximately performs Wasserstein gradient descent over the manifold of probability distributions via iteratively pushing a set of particles. Specifically, we prove that moving along the geodesic in the direction of functional gradient with respect to the second-order Wasserstein distance is equivalent to applying a pushforward mapping to a probability distribution, which can be approximated accurately by pushing a set of particles. Specifically, in each iteration of variational transport, we first solve the variational problem associated with the objective functional using the particles, whose solution yields the Wasserstein gradient direction. Then we update the current distribution by pushing each particle along the direction specified by such a solution. By characterizing both the statistical error incurred in estimating the Wasserstein gradient and the progress of the optimization algorithm, we prove that when the objective functional satisfies a functional version of the Polyak-Lojasiewicz (PL) (Polyak, 1963) and smoothness conditions, variational transport converges linearly to the global minimum of the objective functional up to a certain statistical error, which decays to zero sublinearly as the number of particles goes to infinity.

1 Introduction

We study a class of optimization problems over nonparametric probability distributions, dubbed as distributional optimization, where the goal is to minimize a functional of probability distribution. Specifically, a distributional optimization problem is given by $\min_{p \in P_2(\mathcal{X})} F(p)$, where $P_2(\mathcal{X})$ is the set of all probability densities supported on $\mathcal{X} \subseteq \mathbb{R}^d$ with finite second-order moments, and $F$ is
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the objective functional of interest. Many machine learning problems fall into such a category. For instance, in Bayesian inference (Gelman et al., 2013), the probability distribution describes the belief based on the observations and the functional of interest is the Kullback-Leibler (KL) divergence. In distributionally robust optimization (DRO) (Rahimian and Mehrrotra, 2019), the inner problem optimizes a linear functional to find the worst-case data distribution. Besides, in unsupervised learning models such as generative adversarial network (Goodfellow et al., 2014), the objective functional captures the proximity between the generative model and the target distribution. Whereas the policy optimization problem in reinforcement learning (Sutton and Barto, 2018) seeks a distribution over the state-action space that achieves the highest expected reward. All of these instances have been intensively studied separately with algorithms proposed in parallel.

Distributional optimization belongs to the general family of infinite-dimensional optimization problems (Ekeland and Turnbull, 1983; Burachik and Jeyakumar, 2005; Fattorini et al., 1999) and hence inherits many of the challenges therein. In particular, without further assumptions, it requires an infinite number of parameters to fully represent the optimization variable, namely the distribution \( p \). As a result, despite a broad range of applications of distributional optimization, such infinite-dimensionality makes it significantly more challenging to solve than finite-dimensional optimization. One straightforward approach is to parameterize \( p \) by a finite-dimensional parameter \( \theta \) as \( p_{\theta} \) and reduce the problem to solving \( \min_{\theta \in \Theta} F(p_{\theta}) \), where \( \Theta \) is the parameter space. Such a method is a common practice in variational inference (Gershman and Blei, 2012; Kingma and Welling, 2019), policy optimization (Sutton et al., 2000; Schulman et al., 2015; Haarnoja et al., 2018), and GAN (Goodfellow et al., 2014; Arjovsky et al., 2017), and has achieved tremendous empirical successes. However, this approach suffers from the following three drawbacks. First, the validity of this approach hinges on the fact that the parameterized model \( \{p_{\theta}: \theta \in \Theta\} \) has sufficient representation power such that it well approximates the global minimizer of \( F \) over \( \mathcal{P}_2(\mathcal{X}) \). Otherwise, the finite-dimensional parameterization introduces a considerable approximation bias such that the global minimizer of \( \min_{\theta \in \Theta} F(p_{\theta}) \) is suboptimal for \( F \). Second, the new objective function \( F(p_{\theta}) \) is generally nonconvex in \( \theta \), which oftentimes results in undesirable empirical performances and a lack of theoretical guarantees. Finally, in many applications of distributional optimization, instead of finding the optimal probability distribution itself, the goal is to draw samples from it, which is, e.g., the case for Bayesian inference with the goal of sampling from the posterior. In this case, there is a tension between optimization and sampling. Specifically, finite-dimensional parametrization of probability distributions are commonly implemented via either the Boltzmann distribution or the reparameterization trick (Kingma and Welling, 2013). In the former, \( p_{\theta}(\cdot) = \exp[-f_{\theta}(\cdot)]/Z_{\theta} \) for some energy function \( f_{\theta} \), where \( Z_{\theta} = \int_{x \in \mathcal{X}} \exp[-f_{\theta}(x)] \, dx \) is the normalization factor. Although the density \( p_{\theta} \) has a closed form which makes the optimization problem convenient, due to the integral in \( Z_{\theta} \), it is often challenging to draw samples from \( p_{\theta} \). In contrast, when using the reparameterization trick, sampling from \( p_{\theta} \) is conveniently achieved by sending a random noise to a differentiable mapping with parameter \( \theta \). Nevertheless, since the density \( p_{\theta} \) is implicitly defined, optimizing \( F(p_{\theta}) \) can be challenging, especially when the closed form of \( p_{\theta} \) is required.

To alleviate these obstacles, we propose to directly solve the infinite-dimensional distributional
optimization problem, utilizing the additional constraint that the decision variable $p$ is a probability distribution. In particular, utilizing the optimal transport (OT) framework (Otto, 2001; Villani, 2003, 2008), it is shown that $\mathcal{P}_2(\mathcal{X})$ is a geodesic space where the second-order Wasserstein distance plays the role of the geodesic distance. From such a perspective, in many applications of distributional optimization, the objective functional $F$ is a geodesically convex functional on $\mathcal{P}_2(\mathcal{X})$. Thus, we propose to directly optimize the functional $F$ on $\mathcal{P}_2(\mathcal{X})$ by function gradient descent with respect to the geodesic distance (Zhang and Sra, 2016), which constructs a sequence of iterates $\{p_t\}_{t \geq 1}$ in $\mathcal{P}_2(\mathcal{X})$ satisfying

$$p_{t+1} \leftarrow \text{Exp}_p \left[ -\alpha_t \cdot \text{grad} F(p_t) \right], \quad (1.1)$$

where $\alpha_t$ is the stepsize, grad $F$ is the functional gradient with respect to the Wasserstein distance, which is also known as the Wasserstein gradient, and $\text{Exp}_p$ denotes the exponential mapping on $\mathcal{P}_2(\mathcal{X})$, which specifies how to move along any given direction on $\mathcal{P}_2(\mathcal{X})$.

To implement the update in (1.1), we need to (i) obtain the Wasserstein gradient $\text{grad} F(p_t)$ and (ii) calculate the exponential mapping. Moreover, to make it useful for applications, it is desirable to (iii) be able to draw samples from each $p_t$ and (iv) allow a sufficiently general class of objective functionals. To achieve these goals, we focus on a class of functionals that admit a variational form $F(p) = \sup_{f \in \mathcal{F}} \{ \mathbb{E}_p[f(X)] - F^*(f) \}$, where $\mathcal{F}$ is a function class on $\mathcal{X}$ and $F^*: \mathcal{F} \rightarrow \mathbb{R}$ is a strongly convex functional. Such a variational form generalizes beyond convex functionals, where $F^*$ corresponds to the convex conjugate when $F$ is convex. A key feature of the variational functional objective is that it enables us implement the Wasserstein gradient update in (1.1) using data sampled from $p_t$. In particular, the Wasserstein gradient $\text{grad} F(p_t)$ can be calculated from the solution $f_{p_t}^*$ to the maximization problem for obtaining $F(p_t)$, which can be estimated using data. Meanwhile, as we will show in §3, the exponential mapping in (1.1) is equivalent to a pushforward mapping induced by $f_{p_t}^*$, which can be efficiently obtained once $f_{p_t}^*$ is estimated. Moreover, to efficiently sample from $p_t$, we approximate it using the empirical measure of a set of particles, which leads to our proposed algorithm, which is named as variational transport as it utilizes the optimal transport framework and a variational representation of the objective. Specifically, variational transport maintains a set of particles and outputs their empirical measure as the solution to the distributional optimization problem. In each iteration, variational transport approximates the update in (1.1) by first solving the dual maximization problem associated with the variational form of the objective and then using the obtained solution to specify a direction to push each particle. The variational transport algorithm can be viewed as a forward discretization of the Wasserstein gradient flow (Santambrogio, 2017) with particle approximation and gradient estimation.

Compared with existing methods, variational transport features a unified algorithmic framework that enjoys the following advantages. First, by considering functionals with a variational form, the algorithm can be applied to a broad class of objective functionals. Second, the functional optimization problem associated with the variational representation of $F$ can be solved by any supervised learning methods such as deep learning (LeCun et al., 2015; Goodfellow et al., 2016; Fan et al., 2019) and kernel methods (Friedman et al., 2001; Shawe-Taylor et al., 2004), which
offers additional flexibility in algorithm design. Finally, by considering nonparametric probability distribution, variational transport does not suffer from the approximation bias incurred by finite-dimensional parameterization of the probability distribution, and the particle approximation enables convenient sampling from the obtained probability measure.

To showcase these advantages, we consider an instantiation of variational transport where the objective functional $F$ satisfies the Polyak-Lojasiewicz (PL) condition (Polyak, 1963) with respect to the Wasserstein distance and the variational problem associated with $F$ is solved via kernel methods. In this case, we prove that variational transport generates a sequence of probability distributions that converges linearly to a global minimizer of $F$ up to some statistical error. Here the statistical error is incurred in estimating the Wasserstein gradient by solving the dual maximization problem using functions in a reproducing kernel Hilbert space (RKHS) with finite data, which converges sublinearly to zero as the number of particles goes to infinity. Therefore, in this scenario, variational transport provably enjoys both computational efficiency and global optimality.

**Our Contribution.** Our contribution is two fold. First, utilizing the optimal transport framework and the variational form of the objective functional, we propose a novel variational transport algorithmic framework for solving the distributional optimization problem via particle approximation. In each iteration, variational transport first solves the variational problem associated with the objective to obtain an estimator of the Wasserstein gradient and then approximately implements Wasserstein gradient descent by pushing the particles. Second, when the Wasserstein gradient is approximated using RKHS functions and the objective functional satisfies the PL condition, we prove that the sequence of probability distributions constructed by variational transport converges linearly to the global minimum of the objective functional, up to certain statistical error that converges to zero as the number of particles goes to infinity. To the best of our knowledge, we seem to propose the first particle-based algorithm for general distributional optimization problems with both global convergence and global optimality guarantees.

**Related Works.** There is a large body of literature on manifold optimization where the goal is to minimize a functional defined on a Riemannian manifold. See, e.g., Udriste (1994); Ferreira and Oliveira (2002); Absil et al. (2009); Ring and Wirth (2012); Bonnabel (2013); Zhang and Sra (2016); Zhang et al. (2016); Liu et al. (2017); Agarwal et al. (2018); Zhang et al. (2018); Tripuraneni et al. (2018); Boumal et al. (2018); Bécigneul and Ganea (2018); Zhang and Sra (2018); Sato et al. (2019); Zhou et al. (2019); Weber and Sra (2019) and the references therein. Also see recent reviews (Ferreira et al., 2020; Hosseini and Sra, 2020) for summary. These works all focus on finite-dimensional manifolds where each point in the feasible set has a neighborhood that is homeomorphic to the Euclidean space. In contrast, the feasible set of distributional optimization is the Wasserstein space on a subset $\mathcal{X}$ of $\mathbb{R}^d$, which is an infinite-dimensional manifold. As a result, unlike finite-dimensional manifold optimization, on Wasserstein space, both the Riemannian gradient of the objective functional and the exponential mapping cannot be easily obtained, which makes it infeasible to directly apply manifold optimization methods.

Moreover, our work is closely related to the vast literature on Bayesian inference. Our work is particularly related to the line of research on gradient-based MCMC, which is a family of particle-based sampling algorithms that approximate diffusion process whose stationary distribution is
the target distribution. The finite-time convergence of gradient-based MCMC has been extensively studied. See, e.g., Welling and Teh (2011); Chen et al. (2014); Ma et al. (2015); Chen et al. (2015); Dubey et al. (2016); Vollmer et al. (2016); Chen et al. (2016); Dalalyan (2017); Chen et al. (2017); Raginsky et al. (2017); Brosse et al. (2018); Xu et al. (2018); Cheng and Bartlett (2018); Chatterji et al. (2018); Wibisono (2018); Bernton (2018); Dalalyan and Karagulyan (2019); Baker et al. (2019); Ma et al. (2019a,b); Mou et al. (2019); Vempala and Wibisono (2019); Salim et al. (2019); Durmus et al. (2019); Wibisono (2019) and the references therein. Among these works, our work is more related to Wibisono (2018); Bernton (2018); Ma et al. (2019a,b); Cheng and Bartlett (2018); Vempala and Wibisono (2019); Wibisono (2019); Salim et al. (2019), which establish the finite-time convergence of gradient-based MCMC methods in terms of the KL-divergence. These works utilize the property that the diffusion process associated with Langevin dynamics in $\mathcal{X}$ corresponds to the Wasserstein gradient flow of the KL-divergence in $\mathcal{P}_2(\mathcal{X})$ (Jordan et al., 1998), and the methods proposed in these works apply various time-discretization techniques. Besides, Frogner and Poggio (2020) recently applies the Wasserstein flow of the KL-divergence for the inference of diffusion processes.

In addition to gradient-based MCMC, variational transport also shares similarity with Stein variational gradient descent (SVGD) (Liu and Wang, 2016), which is a more recent particle-based algorithm for Bayesian inference. Variants of SVGD have been subsequently proposed. See, e.g., Detommaso et al. (2018); Han and Liu (2018); Chen et al. (2018); Liu et al. (2019); Gong et al. (2019); Wang et al. (2019); Zhang et al. (2020); Ye et al. (2020) and the references therein. Departing from MCMC where independent stochastic particles are used, it leverages interacting deterministic particles to approximate the probability measure of interest. In the mean-field limit where the number of particles go to infinity, it can be viewed as the gradient flow of the KL-divergence with respect to a modified Wasserstein metric (Liu, 2017). Utilizing the gradient flow interpretation, the convergence of SVGD has been established in the mean-field limit (Liu, 2017; Duncan et al., 2019; Korba et al., 2020; Chewi et al., 2020). Meanwhile, it is worth noting that Chen et al. (2018); Liu et al. (2019) build the connection between MCMC and SVGD through the lens of Wasserstein gradient flow of KL divergence. Comparing to MCMC and SVGD, variational transport approximates the Wasserstein gradient descent using particles, which corresponds to a forward discretization of the Wasserstein gradient flow. Moreover, utilizing the variational representation of the objective functional, variational transport can be applied to functionals beyond the family of $f$-divergences.

Furthermore, our work is also related to Arbel et al. (2019), which studies the convergence of Wasserstein gradient flow of the maximum mean discrepancy (MMD) and its discretization. Since MMD is an integral probability metric and thus admits variational representation, variational transport can also be utilized to minimize MMD. Moreover, when restricted to MMD minimization, our algorithm is similar to the sample-based approximation method proposed in Arbel et al. (2019). Besides, Futami et al. (2019) proposes a particle-based algorithm that minimizes MMD using the Frank-Wolfe method. Another related work on Bayesian inference is Dai et al. (2016), which proposes a distributional optimization algorithm named particle mirror descent (PMD). Specifically, PMD performs infinite-dimensional mirror descent on the probability density function using functional gradients of the KL-divergence. In contrast to our work, their functional gradient is with
respect to the functional $\ell_1 - \ell_\infty$ structure whereas variational transport utilizes the Wasserstein geometry. Moreover, for computational tractability, PMD maintains a set of particles and directly estimates the density function via kernel density estimation in each iteration. In comparison, variational transport does not require the density functions of the iterates. Instead, we use the empirical distribution of the particles to approximate the probability measure and the iterates are updated via pushing the particles in directions specified by the solution to a variational problem.

Finally, there exists a body of literature on general distributional optimization problems. Gaivoronski (1986); Molchanov and Zuyev (2001, 2002, 2004); Pieper and Walter (2019) study the Frank-Wolfe and steepest descent algorithms on the space of distribution measures. The methods proposed in these works utilize functional gradients that might be inefficient to compute in machine learning problems. Besides, motivated by the idea of representing probability measures using their moments (Lasserre, 2010), for distributional optimization with a linear objective functional that is given by a polynomial function on $\mathcal{X}$, Lasserre (2001, 2009, 2008); Henrion et al. (2009); Jasour et al. (2018) propose convex relaxation methods through the sum-of-squares techniques (Parrilo, 2000; Lasserre, 2010). These approaches require solving large-scale semidefinite programming problems to the global optima and thus are computationally challenging. A more related work is Chu et al. (2019), which casts various machine learning algorithms as functional gradient methods for distributional optimization, where the gradient is not necessarily with respect to the Wasserstein distance. In comparison, we study a similar distributional optimization framework that comprises these interesting machine learning problems. Moreover, utilizing the Wasserstein gradient, we propose a novel algorithm that provably finds the global optimum with computational efficiency, which complements the results in Chu et al. (2019).

Notation. Throughout this paper, we let $\mathbb{R}^d$, $\mathbb{Z}^d$, $\mathbb{T}^d$ denote the $d$-dimensional Euclidean space, integer lattice, and torus, respectively. For $\mathcal{X}$ being a compact subset of $\mathbb{R}^d$, let $\mathcal{P}(\mathcal{X})$ and $\mathcal{P}_2(\mathcal{X})$ denote the set of probability distributions over $\mathcal{X}$ and the set of probability density functions on $\mathcal{X}$ with finite second-order moments, respectively. Here the density functions are with respect to the Lebesgue measure on $\mathcal{X}$. For any $p \in \mathcal{P}_2(\mathcal{X})$, we identify the density function with the probability measure $p(x) \, dx$ that is induced by $p$. For any $p, q \in \mathcal{P}(\mathcal{X})$, let $\text{KL}(p, q)$ denote the Kullback-Leibler divergence between $p$ and $q$. For any mapping $T : \mathcal{X} \to \mathcal{X}$ and any $\mu \in \mathcal{P}(\mathcal{X})$, let $T_\sharp \mu$ denote the pushforward measure induced by $T$. Meanwhile, let $\text{Trace}$, $\text{div}$, and $\langle \cdot, \cdot \rangle$ denote the trace operator, divergence operator, and inner product on $\mathbb{R}^d$, respectively. For $f : \mathcal{X} \to \mathbb{R}$ being a differentiable function, we let $\nabla f$ and $\nabla^2 f$ denote the gradient and Hessian of $f$, respectively. Furthermore, let $\mathcal{F}$ denote a class of functions on $\mathcal{X}$ and let $L : \mathcal{F} \to \mathbb{R}$ be a functional on $\mathcal{F}$. We use $\mathcal{D}L, \mathcal{D}^2L$, and $\mathcal{D}^3L$ to denote the first, second, and third order Fréchet derivatives of $L$ respectively. Besides, throughout this work, we let $\mathcal{H}$ denote an RKHS defined on $\mathcal{X}$, and let $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ and $\| \cdot \|_{\mathcal{H}}$ denote the inner product on $\mathcal{H}$ and the RKHS norm, respectively. Finally, for any Riemannian manifold $\mathcal{M}$ with a Riemannian metric $g$, we let $T_p\mathcal{M}$ denote the tangent space at point $p \in \mathcal{M}$ and let $\langle \cdot, \cdot \rangle_p$ denote the inner product on $T_p\mathcal{M}$ induced by $g$. For any functional $F : \mathcal{M} \to \mathbb{R}$, we let grad $F$ denote the functional gradient of $F$ with respect to the Riemannian metric $g$. 

6
2 Background

To study optimization problems on the space of probability measures, we first introduce the background knowledge of the Riemannian manifold and the Wasserstein space. In addition, to analyze the statistical estimation problem that arises in estimating the Wasserstein gradient, we introduce the reproducing kernel Hilbert space.

2.1 Metric Space and Riemannian Manifold

A metric space \((\mathcal{X}, \| \cdot \|)\) consists of a set \(\mathcal{X}\) and a distance function \(\| \cdot \|\) (Burago et al., 2001). Given a continuous curve \(\gamma : [0, 1] \rightarrow \mathcal{X}\), the length of \(\gamma\) is defined as \(L(\gamma) = \sup \sum_{i=1}^{n} \|\gamma(t_{i-1}) - \gamma(t_{i})\|\), where the supremum is taken over \(n \geq 1\) and all partitions \(0 = t_0 < t_1 < \ldots < t_n = 1\) of \([0, 1]\). It then holds for any curve \(\gamma\) that \(L(\gamma) \geq \|\gamma(0) - \gamma(1)\|\). If there exists a constant \(v \geq 0\) such that \(\|\gamma(t_1) - \gamma(t_2)\| = v \cdot |t_1 - t_2|\) for any \(t_1, t_2 \in [0, 1]\), the curve \(\gamma\) is called a geodesic. In this case, for any \(0 \leq t_1 < t_2 \leq 1\), the length of \(\gamma\) restricted to \([t_1, t_2]\) is equal to \(\|\gamma(t_1) - \gamma(t_2)\|\). Thus, a geodesic is locally a distance minimizer everywhere. Moreover, \((\mathcal{X}, \| \cdot \|)\) is called a geodesic space if any two points \(x, y \in \mathcal{X}\) are connected by a geodesic \(\gamma\) such that \(\gamma(0) = x\) and \(\gamma(1) = y\).

A \(d\)-dimensional differential manifold \(\mathcal{M}\) is a topological space that is locally homeomorphic to the Euclidean space \(\mathbb{R}^d\) with a globally defined differential structure (Chern et al., 1999). A tangent vector at \(x \in \mathcal{M}\) is an equivalence class of differentiable curves going through \(x\) with a prescribed velocity vector at \(x\). The tangent space at \(x\), denoted by \(T_x \mathcal{M}\), consists of all tangent vectors at \(x\). To compare two tangent vectors in a meaningful way, we consider a Riemannian manifold \((\mathcal{M}, g)\), which is a smooth manifold equipped with an inner product \(g_x\) on the tangent space \(T_x \mathcal{M}\) for any \(x \in \mathcal{M}\) (do Carmo, 1992; Petersen et al., 2006). The inner product of any two tangent vectors \(u_1, u_2 \in T_x \mathcal{M}\) is defined as \(\langle u_1, u_2 \rangle_x = g_x(u_1, u_2)\). Besides, we call \(g\) the Riemannian metric. On a Riemannian manifold, the length of a smooth curve \(\gamma : [0, 1] \rightarrow \mathcal{M}\) is defined as

\[
L(\gamma) = \int_0^1 \sqrt{\langle \gamma'(t), \gamma'(t) \rangle_{\gamma(t)}} \, dt. \tag{2.1}
\]

The distance between any two point \(x, y \in \mathcal{M}\) is defined as \(\|x - y\| = \inf_{\gamma} L(\gamma)\), where the infimum is taken over all smooth curves such that \(\gamma(0) = x\) and \(\gamma(1) = y\). Equipped with such a distance, \((\mathcal{M}, g)\) is a metric space and is further a geodesic space if it is complete and connected (Burago et al., 2001, Hopf–Rinow theorem). Hereafter, we assume \((\mathcal{M}, g)\) is a geodesic space.

Another important concept is the exponential map, which specifies how to move a point along a tangent vector. Specifically, the exponential mapping at \(x\), denoted by \(\text{Exp}_x : T_x \mathcal{M} \rightarrow \mathcal{M}\), sends any tangent vector \(u \in T_x \mathcal{M}\) to \(y = \gamma_u(1) \in \mathcal{M}\), where \(\gamma_u : [0, 1] \rightarrow \mathcal{M}\) is the unique geodesic determined by \(\gamma_u(0) = x\) and \(\gamma_u'(0) = u\). Moreover, since \(\gamma_u\) is the unique geodesic connecting \(x\) and \(y\), the exponential mapping is invertible and we have \(u = \text{Exp}_x^{-1}(y)\). The distance between \(x\) and \(y\) satisfies \(\|x - y\| = [\langle \text{Exp}_x^{-1}(y), \text{Exp}_x^{-1}(y) \rangle_x]^{1/2}\), which is also called the geodesic distance. Note that tangent vectors of two different points lie in distinct tangent spaces. Thus, to compare these tangent vectors, for any two points \(x, y \in \mathcal{M}\), we define the parallel transport \(\Gamma^y_x : T_x \mathcal{M} \rightarrow T_y \mathcal{M}\), which specifies how a tangent vector of \(x\) is uniquely identified with an element in \(T_y \mathcal{M}\). Moreover,
parallel transport perpetuates the inner product in the sense that \( \langle u, v \rangle_x = \langle \Gamma^x_y u, \Gamma^x_y v \rangle_y \) for any \( u, v \in T_x \mathcal{M} \).

On the Riemannian manifold \((\mathcal{M}, g)\), for any \( x \in \mathcal{M} \) and any \( v \in T_x \mathcal{M} \), the directional derivative of a functional \( f: \mathcal{M} \rightarrow \mathbb{R} \) is defined as \( \nabla_v f(x) = \frac{d}{dt} f(\gamma(t)) \big|_{t=0} \), where \( \gamma \) is a smooth curve satisfying \( \gamma(0) = x \) and \( \gamma'(0) = v \). If there exists \( u \in T_x \mathcal{M} \) such that \( \nabla_v f(x) = \langle u, v \rangle_x \) for any \( v \in T_x \mathcal{M} \), the functional \( f \) is differentiable at \( x \) and the tangent vector \( u \) is called the gradient of \( f \) at \( x \), denoted by \( \nabla f(x) \). With the notion of the gradient and the geodesic distance \( \| \cdot \| \), we are able to define convex functionals on \( \mathcal{M} \). Specifically, a functional \( f \) is called geodesically \( \mu \)-strongly convex if

\[
  f(y) \geq f(x) + \langle \nabla f(x), \exp_x^{-1}(y) \rangle_x + \mu/2 \cdot \| x - y \|^2, \tag{2.2}
\]

and we say \( f \) is a geodesically convex functional when \( \mu = 0 \).

### 2.2 Wasserstein Space

Let \( \mathcal{P}(\mathcal{X}) \) denote the set of all Borel probability measures on the measurable space \((\mathcal{X}, \mathcal{B}(\mathcal{X}))\), where \( \mathcal{X} \) is a \( d \)-dimensional Riemannian manifold without boundary and \( \mathcal{B}(\mathcal{X}) \) is the Borel \( \sigma \)-algebra on \( \mathcal{X} \). For instance, \( \mathcal{X} \) can be a convex compact region in \( \mathbb{R}^d \) with zero flux or periodic boundary conditions. For any \( \mu, \nu \in \mathcal{P}(\mathcal{X}) \), we let \( \Pi(\mu, \nu) \) denote the set of all couplings of \( \mu \) and \( \nu \), i.e., \( \Pi(\mu, \nu) \) consists of all probability measures on \( \mathcal{X} \times \mathcal{X} \) whose two marginal distributions are equal to \( \mu \) and \( \nu \), respectively. Kantorovich’s formulation of the optimal transport problem aims to find a coupling \( \pi \) of \( \mu \) and \( \nu \) such that \( \int_{\mathcal{X} \times \mathcal{X}} \| x - y \|^2 \, d\pi(x,y) \) is minimized, where \( \| \cdot \| \) is the geodesic distance on \( \mathcal{X} \). It is shown that there exists a unique minimizer which is called the optimal transport plan \((\text{Villani, 2008})\). Moreover, the minimal value

\[
  W_2(\mu, \nu) = \left[ \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathcal{X} \times \mathcal{X}} \| x - y \|^2 \, d\pi(x,y) \right]^{1/2} \tag{2.3}
\]

defines a distance on \( \mathcal{P}(\mathcal{X}) \), which is known as the second-order Wasserstein distance.

To study the optimization problem on the space of probability measures, in the following, we focus on a subset of probability distributions \( \mathcal{P}_2(\mathcal{X}) \), which is defined as

\[
  \mathcal{P}_2(\mathcal{X}) = \left\{ p: \mathcal{X} \rightarrow [0, \infty): \int_{\mathcal{X}} \| x - x_0 \|^2 \cdot p(x) \, dx < \infty, \int_{\mathcal{X}} p(x) \, dx = 1 \right\}, \tag{2.4}
\]

where \( x_0 \) is any fixed point in \( \mathcal{X} \) and we let \( dx \) denote the Lebesgue measure on \( \mathcal{X} \). Then \( \mathcal{P}_2(\mathcal{X}) \) consists of probability density functions on \( \mathcal{X} \) with finite second-order moments. It is known that \((\mathcal{P}_2(\mathcal{X}), W_2)\) is an infinite-dimensional geodesic space \((\text{Villani, 2008})\), which is called the Wasserstein space. Specifically, any curve on \( \mathcal{P}_2(\mathcal{X}) \) can be written as \( \rho: [0, 1] \times \mathcal{X} \rightarrow [0, \infty) \), where \( \rho(t, \cdot) \in \mathcal{P}_2(\mathcal{X}) \) for all \( t \in [0, 1] \). A tangent vector at \( p \in \mathcal{P}_2(\mathcal{X}) \) can be written as \( \delta \rho/\delta t \) for some curve \( \rho \) such that \( \rho(0, \cdot) = p(\cdot) \). Besides, under certain regularity conditions, the elliptical equation \( -\text{div}(\rho \nabla u) = \delta \rho/\delta t \) admits a unique solution \( u: \mathcal{X} \rightarrow \mathbb{R} \) \((\text{Denny, 2010}; \text{Gilbarg and Trudinger, 2015})\), where \( \text{div} \) is the divergence operator on \( \mathcal{X} \). Notice that \( \mathcal{X} \) is a \( d \)-dimensional Riemannian manifold. Here we let \( \nabla u \) denote the Riemannian gradient of function \( u \), \( \text{grad } u \) to simplify the notation, which is introduced in §2.1. For any \( x \in \mathcal{X} \), \( \nabla u(x) \in T_x \mathcal{X} \), which can be identified as a vector
in $\mathbb{R}^d$. Thus, the tangent vector $\partial \rho / \partial t$ is uniquely identified with the vector-valued mapping $\nabla u$. Moreover, such a construction endows the infinite-dimensional manifold $\mathcal{P}_2(\mathcal{X})$ with a Riemannian metric (Otto, 2001; Villani, 2003). Specifically, for any $s_1, s_2 \in T_\mu \mathcal{P}_2(\mathcal{X})$, let $u_1, u_2 : \mathcal{X} \to \mathbb{R}$ be the solutions to elliptic equations $-\text{div}(p \cdot \nabla u_1) = s_1$ and $-\text{div}(p \cdot \nabla u_2) = s_2$, respectively. The Riemannian metric, which is an inner product structure, between $s_1$ and $s_2$ is defined as

$$\langle s_1, s_2 \rangle_\mu = \int_{\mathcal{X}} \langle \nabla u_1(x), \nabla u_2(x) \rangle_x \cdot p(x) \, dx,$$

where $\langle \nabla u_1(x), \nabla u_2(x) \rangle_x$ is the standard inner product in $T_x \mathcal{X}$, which is homeomorphic to the inner product of $\mathbb{R}^d$. Equipped with such a Riemannian metric, $(\mathcal{P}_2(\mathcal{X}), \mathcal{W}_2)$ is a geodesic space and the Wasserstein distance defined in (2.3) can be written as

$$\mathcal{W}_2(\mu, \nu) = \left[ \inf_{\gamma : [0,1] \to \mathcal{P}_2(\mathcal{X})} \int_0^1 \langle \gamma'(t), \gamma'(t) \rangle_{\gamma(t)} \, dt \right]^{1/2},$$

where the infimum is taken over all curves on $\mathcal{P}_2(\mathcal{X})$ such that $\gamma(0) = \mu$ and $\gamma(1) = \nu$, and $\langle \cdot, \cdot \rangle_{\gamma(t)}$ in (2.6) is the inner product on the Riemannian manifold defined in (2.5). The infimum in (2.6) is attained by the geodesic jointing $\mu$ and $\nu$. Here we slightly abuse the notation by letting $\mu$ and $\nu$ denote the probability measures as well as their densities. In geodesic space $(\mathcal{P}_2(\mathcal{X}), \mathcal{W}_2)$, we similarly define the exponential mapping and the parallel transport. Furthermore, thanks to the Riemannian metric, we can define the gradient and convexity for functionals on $\mathcal{P}_2(\mathcal{X})$ in the same way as in §2.1 with the geodesic distance $\| \cdot \|$ in (2.2) being the Wasserstein distance $\mathcal{W}_2$. In the sequel, for any functional $F : \mathcal{P}_2(\mathcal{X}) \to \mathbb{R}$, we let grad $F$ denote the the gradient of $F$ with respect to $\mathcal{W}_2$. Such a Riemannian gradient is also also known as the Wasserstein gradient.

2.3 Reproducing Kernel Hilbert Space

Another important tool we need in the following analysis is the reproducing kernel Hilbert space (RKHS). Let $(\mathcal{H}, \langle \cdot, \cdot \rangle_\mathcal{H})$ be a Hilbert space, where $\mathcal{H}$ is a function class on $\mathcal{X}$ and $\langle \cdot, \cdot \rangle_\mathcal{H} : \mathcal{H} \times \mathcal{H} \to \mathbb{R}$ is the inner product structure on $\mathcal{H}$. This Hilbert space is an RKHS if and only if there exists a feature mapping $K : \mathcal{X} \to \mathcal{H}$ such that $f(x) = \langle f, K_x \rangle_\mathcal{H}$ for all $f \in \mathcal{H}$ and all $x \in \mathcal{X}$, where $K$ maps each point $x \in \mathcal{X}$ to $K_x \in \mathcal{H}$. Moreover, this enables us to define a kernel function $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ by letting $K(x, y) = \langle K_x, K_y \rangle_\mathcal{H}$ for any $x, y \in \mathcal{X}$ and the feature mapping can be written as $K_x = K(x, \cdot)$. In addition, an equivalent definition of RKHS is as follows. A Hilbert space $(\mathcal{H}, \langle \cdot, \cdot \rangle_\mathcal{H})$ is an RKHS if and only if for any $x \in \mathcal{X}$, there exists a constant $M_x > 0$ such that for all $f \in \mathcal{H}$,

$$|f(x)| \leq M_x \cdot \|f\|_\mathcal{H}.$$ 

This definition of RKHS does not require an explicit form of the kernel function $K(\cdot, \cdot)$ and is hence relatively easier to verify in practice.

Given an RKHS $\mathcal{H}$ with a bounded kernel $K(\cdot, \cdot)$, let us recall some basic results of the connection between $\mathcal{H}$ and $L^2_\nu(\mathcal{X})$, which is the space of square-integrable functions with respect to a measure $\nu \in \mathcal{P}(\mathcal{X})$. In what follows, we assume that $\nu$ has a positive density function. As shown in Theorem
4.27 in Steinwart and Christmann (2008), the embedding operator $\mathcal{I} : \mathcal{H} \to \mathcal{L}_p^\nu(\mathcal{X})$ is well-defined, Hilbert-Schmidt, bounded, and its operator norm satisfies

$$\|\mathcal{I}\|_{\text{op}} = \left[ \int_{\mathcal{X}} K(x, x) \, d\nu(x) \right]^{1/2} < \infty. \quad (2.7)$$

For the notational simplicity, we write $[f]_\nu \in \mathcal{L}_p^\nu(\mathcal{X})$ as the image of any $f \in \mathcal{H}$ under $\mathcal{I}$. Moreover, the adjoint operator $\mathcal{S} = \mathcal{I}^* : \mathcal{L}_p^\nu(\mathcal{X}) \to \mathcal{H}$ satisfies that $\mathcal{S} f = \int_{\mathcal{X}} K_x \cdot f(x) d\nu(x)$ for any $f \in \mathcal{L}_p^\nu(\mathcal{X})$. In other words, for any $x \in \mathcal{X}$ and any $f \in \mathcal{L}_p^\nu(\mathcal{X})$, we have

$$(\mathcal{S} f)(x) = \langle \mathcal{S} f, K_x \rangle_{\mathcal{H}} = \int_{\mathcal{X}} \langle K_x, K_{x'} \rangle_{\mathcal{H}} \cdot f(x') \, d\nu(x') = \int_{\mathcal{X}} K(x, x') \cdot f(x') \, d\nu(x').$$

We further define the composition operators $\mathcal{C} = \mathcal{S} \circ \mathcal{I}$ and $\mathcal{T} = \mathcal{I} \circ \mathcal{S}$, which by definition are self-adjoint and positive semi-definite integral operators on $\mathcal{H}$ and $\mathcal{L}_p^\nu(\mathcal{X})$, respectively. Moreover, by definition, for any $f, g \in \mathcal{H}$, it holds that

$$\langle \mathcal{C} f, g \rangle_{\mathcal{H}} = \int_{\mathcal{X}} \langle K_x, g \rangle_{\mathcal{H}} \cdot [f]_\nu(x) \, d\nu(x) = \langle [f]_\nu, [g]_\nu \rangle_{\nu}, \quad (2.8)$$

where $\langle \cdot, \cdot \rangle_{\nu}$ is the inner product of $\mathcal{L}_p^\nu(\mathcal{X})$, and $[f]_\nu$ and $[g]_\nu$ are the images of $f$ and $g$ under $\mathcal{I}$, respectively. Note that $\mathcal{I}$ is injective, since $\nu$ has a positive density function. By Mercer’s Theorem (Steinwart and Scovel, 2012), when the embedding $\mathcal{I}$ is injective, the integral operator $\mathcal{T}$ has countable and positive eigenvalues $\{\mu_i\}_{i \geq 1}$ and corresponding eigenfunctions $\{\psi_i\}_{i \geq 1}$, which form an orthogonal system of $\mathcal{L}_p^\nu(\mathcal{X})$. Note that the embedding $\mathcal{I}$ is injective when $\nu$ has a positive probability density function. Moreover, the RKHS $\mathcal{H}$ can be written as a subset of $\mathcal{L}_p^\nu(\mathcal{X})$ as

$$\mathcal{H} = \left\{ f \in \mathcal{L}_p^\nu(\mathcal{X}) : \sum_{i=1}^{\infty} \frac{(f, \psi_i)_\nu^2}{\mu_i} < \infty \right\},$$

which is equipped with an RKHS inner product $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ defined by

$$\langle f, g \rangle_{\mathcal{H}} = \sum_{i=1}^{\infty} \frac{1}{\mu_i} \cdot \langle f, \psi_i \rangle_\nu \cdot \langle g, \psi_i \rangle_\nu.$$ 

By such a construction, the scaled eigenfunctions $\{\sqrt{\mu_i} \psi_i\}_{i \geq 1}$ form an orthogonal system of the RKHS $\mathcal{H}$ and the feature mapping $K_x \in \mathcal{H}$ is given by $K_x = \sum_{i=1}^{\infty} \mu_i \psi_i \cdot \psi_i(x)$ for any $x \in \mathcal{X}$. Thus, the integration operator $\mathcal{C}$ admits the following spectral decomposition

$$\mathcal{C} f = \int_{\mathcal{X}} K_x \cdot f(x) \, d\nu(x) = \sum_{i=1}^{\infty} \mu_i \langle f, \psi_i \rangle_\nu \cdot \psi_i = \sum_{i=1}^{\infty} \mu_i \langle f, \sqrt{\mu_i} \psi_i \rangle_{\mathcal{H}} \cdot \sqrt{\mu_i} \psi_i, \quad \forall f \in \mathcal{H}.$$
Finally, the spaces $\mathcal{H}$ and $L^2_\nu(\mathcal{X})$ are unified via the notion of $\alpha$-power space, which is defined by

$$
\mathcal{H}^\alpha := \left\{ \sum_{i=1}^\infty u_i \mu_i^{\alpha/2} \psi_i : \sum_{i=1}^\infty u_i^2 < \infty \right\} = \left\{ f \in L^2_\nu(\mathcal{X}) : \sum_{i=1}^\infty \frac{(f, \psi_i)^2}{\mu_i^\alpha} \right\}, \quad \alpha \geq 0,
$$

and is equipped with an inner product $(f, g)_{\mathcal{H}^\alpha} = \sum_{i=1}^\infty \mu_i^{-\alpha} \cdot (f, \psi_i) \cdot (g, \psi_i)$. By definition, $\mathcal{H}^\alpha$ is a Hilbert space for any $\alpha \geq 0$. Two special cases are $\alpha = 0$ and $\alpha = 1$, where $\mathcal{H}^\alpha$ corresponds to $L^2_\nu(\mathcal{X})$ and $\mathcal{H}$, respectively. Intuitively, as $\alpha$ increases from zero, the $\alpha$-power spaces specifies a cascade of more and more restricted function classes.

## 3 The Variational Transport Algorithm

Let $\mathcal{X}$ be a compact $d$-dimensional Riemannian manifold without boundary and let $(\mathcal{P}_2(\mathcal{X}), W_2)$ be the Wasserstein space on $\mathcal{X}$, where $\mathcal{P}_2(\mathcal{X}) \subseteq \mathcal{P}(\mathcal{X})$ is defined in (2.4) and $W_2$ is the Wasserstein distance defined in (2.3). Note that each element in $\mathcal{P}_2(\mathcal{X})$ is a probability density over $\mathcal{X}$. For intuitive understanding, $\mathcal{X}$ can be regarded as a compact subset of the Euclidean space $\mathbb{R}^d$ with a periodic boundary condition, e.g., the torus $\mathbb{T}^d$. Besides, to differentiate functionals on $\mathcal{X}$ and $\mathcal{P}_2(\mathcal{X})$, we refer to functional on $\mathcal{X}$ as functions hereafter.

Let $F: \mathcal{P}_2(\mathcal{X}) \rightarrow \mathbb{R}$ be a differentiable functional on $\mathcal{P}_2(\mathcal{X})$ with a variational form,

$$
F(p) = \sup_{f \in \mathcal{F}} \left\{ \int_{\mathcal{X}} f(x) \cdot p(x) \, dx - F^*(f) \right\},
$$

where $\mathcal{F}$ is a class of square-integrable functions on $\mathcal{X}$ with respect to the Lebesgue measure, and $F^*: \mathcal{F} \rightarrow \mathbb{R}$ is a strongly convex functional. Such a variational representation generalizes convex conjugacy to $\mathcal{P}_2(\mathcal{X})$. In the sequel, we consider the following distributional optimization problem,

$$
\min_{p \in \mathcal{P}_2(\mathcal{X})} F(p)
$$

over the Wasserstein space $\mathcal{P}_2(\mathcal{X})$. Such an optimization problem incorporates many prominent examples in statistics and machine learning, which are listed as follows.

### 3.1 Examples of Distributional Optimization

**Example 3.1.** [Nonconvex Optimization] Let $g \in \mathcal{F}$ be a possibly nonconvex function on $\mathcal{X}$. For the problem of minimizing $g$ over $\mathcal{X}$, we consider the following variational reformulation known as the lifting trick,

$$
\min_{x \in \mathcal{X}} g(x) \quad \implies \quad \min_{p \in \mathcal{P}_2(\mathcal{X})} F_g(p) = \int_{\mathcal{X}} g(x) \cdot p(x) \, dx,
$$

which bridges a $d$-dimensional possibly nonconvex optimization problem over $\mathcal{X}$ and an infinite-dimensional linear optimization problem over $\mathcal{P}_2(\mathcal{X})$. Moreover, when the global minima of $g$ is a discrete set, for any global minimum $x^*$ of $g$, the Dirac $\delta$-measure $\delta_{x^*}$ at $x^*$ is a global optimum of the distributional optimization problem in (3.3). To see that the linear functional $F_g$ admits a
variational form as in (3.1), we define $F^*_g : \mathcal{F} \to \mathbb{R}$ by letting $F^*_g(g) = 0$ and $F^*_g(f) = +\infty$ for any $f \neq g$. Then it holds that

$$F^*_g(p) = \sup_{f \in \mathcal{F}} \left\{ \int_{\mathcal{X}} f(x) \cdot p(x) \, dx - F^*_g(f) \right\} = \int_{\mathcal{X}} g(x) \cdot p(x) \, dx,$$

which implies that the lifted problem in (3.3) is a degenerate example of the distributional optimization problem in (3.1) and (3.2).

Moreover, following the principle of maximum entropy (Guiasu and Shenitzer, 1985; Shore and Johnson, 1980), we can further incorporate a Kullback-Leibler (KL) divergence regularizer into (3.3). Specifically, letting $p_0 \in \mathcal{P}_2(\mathcal{X})$ be a prior distribution, for any $p \in \mathcal{P}_2(\mathcal{X})$, $\text{KL}(p,p_0)$ can be written as a variational form (Nguyen et al., 2010) as

$$\text{KL}(p,p_0) = \sup_{h \in \mathcal{F}} \left\{ 1 + \mathbb{E}_{X \sim p}[h(X)] - \mathbb{E}_{X \sim p_0} \left\{ \exp[h(X)] \right\} \right\}, \quad (3.4)$$

where the optimal solution is given by $h^*(x) = \log[p(x)/p_0(x)]$. Then we consider a regularized distributional optimization problem

$$\min_{p \in \mathcal{P}_2(\mathcal{X})} F(p) = \left\{ \int_{\mathcal{X}} g(x) \cdot p(x) \, dx + \tau \cdot \text{KL}(p,p_0) \right\} = \sup_{f \in \mathcal{F}} \left\{ \int_{\mathcal{X}} f(x) \cdot p(x) \, dx - \int_{\mathcal{X}} \tau \cdot \exp\left\{ \frac{[f(x) - g(x)]}{\tau} \right\} \cdot p_0(x) \, dx + \tau \right\}, \quad (3.5)$$

where in the second equality we utilize (3.4) and let $f = g + \tau \cdot h$. Thus, (3.5) also falls in the framework of (3.1) and (3.2) with $F^*(f) = \tau \cdot \mathbb{E}_{X \sim p_0} \left\{ \exp \left\{ [f(X) - g(X)]/\tau \right\} \right\} - \tau$. Furthermore, the Gibbs variational principle (Petz et al., 1989) implies that the global optimum of (3.5) is given by

$$p^*_\tau(x) \propto \exp \left\{ -g(x)/\tau \right\} \cdot p_0(x), \quad \forall x \in \mathcal{X}. \quad (3.6)$$

Assuming that $p_0$ is an uninformative and improper prior, the posterior $p^*_\tau$ in (3.6) is a Gibbs measure that concentrates to the global optima of $g$ as $\tau \to 0$.

**Example 3.2** (Distributionally Robust Optimization (DRO)). Let $\Theta$ be a compact subset of $\mathbb{R}^d$ and let $\ell(\cdot; \cdot) : \mathcal{X} \times \Theta \to \mathbb{R}$ be a bivariate function, where $d$ is a fixed integer. We consider the following DRO problem (Rahimian and Mehrrot, 2019),

$$\min_{\theta \in \Theta} \max_{p \in \mathcal{M}} \int_{\mathcal{X}} \ell(x; \theta) \cdot p(x) \, dx, \quad (3.7)$$

where $\mathcal{M} \subseteq \mathcal{P}_2(\mathcal{X})$ is called the ambiguity set. One commonly used ambiguity set is the level set of KL divergence, i.e., $\mathcal{M} := \{ p : \text{KL}(p,p_0) \leq \epsilon \}$ for some $\epsilon > 0$, where $p_0$ is a given probability measure, namely the nominal distribution. In the context of supervised learning, $\ell$ in (3.7) is the loss function and the goal of DRO is to minimize the population risk, which is the expected loss under an adversarial perturbation of the data generating distribution $p_0$ within the ambiguity set $\mathcal{M}$. When $\mathcal{M}$ is specified by the level set of KL divergence, for any fixed $\theta$, using Lagrangian duality, we can transform the inner problem in (3.7) into a KL divergence regularized distributional
optimization problem as in (3.5) with $g$ is replaced by $\ell(\cdot; \theta)$. As a result, the inner problem of DRO can be formulated as an instance of the distributional optimization problem given by (3.1) and (3.2).

**Example 3.3** (Variational Inference). In Bayesian statistics (Gelman et al., 2013), it is critical to estimate the posterior distribution of the latent variable $Z \in \mathcal{Z}$ given data $X$. The density of the posterior distribution is given by

$$p(z \mid x) = \frac{p(x \mid z) \cdot p_0(z)}{\int_{\mathcal{Z}} p(x \mid z) \cdot p_0(z) \, dz}, \quad (3.8)$$

where $x$ is the observed data, $p(x \mid z)$ is the likelihood function, and $p_0 \in \mathcal{P}(\mathcal{Z})$ is the prior distribution of the latent variable. Here $p(x \mid z)$ and $p_0$ are given in closed form. In many statistical models, the computation of the integral in (3.8) is intractable. To circumvent such intractability, variational inference turns to minimize the KL divergence between a variational posterior $p$ and the true posterior $p(z \mid x)$ in (3.8) (Wainwright and Jordan, 2008; Blei et al., 2017), yielding the following distributional optimization problem,

$$p^*(z) = \arg\min_{p \in \mathcal{P}_2(\mathcal{Z})} \text{KL}[p(z), p(z \mid x)] = \arg\max_{p \in \mathcal{P}_2(\mathcal{Z})} \left\{ -\int_{\mathcal{Z}} \log \left[ \frac{p(z)}{p(x \mid z) \cdot p_0(z)} \right] \cdot p(z) \, dz \right\}. \quad (3.9)$$

By the variational form of KL divergence in (3.4), we observe that such a problem belongs to the framework given by (3.1) and (3.2). Meanwhile, the right-hand side of (3.9) is known as the evidence lower bound, which avoids the integral in (3.8). The common practice of variational inference is to parameterize $p$ by a finite-dimensional parameter and optimize such a parameter in (3.9), which, however, potentially leads to a bias in approximating the true posterior $p(z \mid x)$. As is shown subsequently, our proposed framework avoids such bias by representing $p$ with particles.

**Example 3.4** (Markov-Chain Monte-Carlo (MCMC)). Following the previous example, consider sampling from the posterior distribution $p(z \mid x)$ via MCMC. One example is the (discrete-time) Langevin MCMC algorithm (Gilks et al., 1995; Brooks et al., 2011; Welling and Teh, 2011), which constructs a Markov chain $\{z_k\}_{k \geq 0}$ given by

$$z_{k+1} \leftarrow z_k - \gamma_k \cdot \nabla \log [p(y \mid z_k) \cdot p_0(z_k)] + \sqrt{2\gamma_k} \cdot \epsilon_k,$$

where $\gamma_k > 0$ is the stepsize and $\{\epsilon_k\}_{k \geq 0}$ are independently sampled from $N(0, I_d)$. Such a Markov chain iteratively attains the limiting probability measure $p^*$ in (3.9) while avoiding the intractable integral in (3.8). See, e.g., Cheng et al. (2017); Cheng and Bartlett (2018); Xu et al. (2018); Durmus et al. (2019) and the references therein for the analysis of the Langevin MCMC algorithm. Besides, it is shown that (discrete-time) Langevin MCMC can be viewed as (a discretization of) the Wasserstein gradient flow of KL[$p(z), p(z \mid x)$] over $\mathcal{P}_2(\mathcal{Z})$ (Jordan et al., 1998; Wibisono, 2018). In other words, posterior sampling with Langevin MCMC can be posed as a distributional optimization method. Furthermore, in addition to the KL divergence, $F(p)$ in (3.1) also incorporates other $f$-divergences (Csiszár, 1967). For instance, the $\chi^2$-divergence between $p$ and $q$ can be written as

$$\chi^2(p, q) = \sup_{f \in \mathcal{F}} \left\{ 2\mathbb{E}_{X \sim p}[f(X)] - \mathbb{E}_{X \sim q}[f^2(X)] - 1 \right\}.$$
As a result, when applied to posterior sampling, our proposed framework generalizes Langevin MCMC beyond the minimization of the KL divergence and further allow more general objective functionals such as $f$-divergences.

**Example 3.5** (Contextual Bandit). We consider the following interaction protocol between an agent and the environment. At the $t$-th round, the agent observes a context $c_t \in \mathcal{C}$, which can be chosen adversarially. Then the agent takes an action $a_t \in \mathcal{A}$ and receives the reward $r_t \in \mathbb{R}$, which is a random variable with mean $R(c_t, a_t)$, where $R: \mathcal{C} \times \mathcal{A} \rightarrow \mathbb{R}$ is known as the reward function. Here $\mathcal{C}$ and $\mathcal{A}$ are the context and action spaces, respectively, and $R$ is unknown. The agent aims to maximize its expected total reward. To this end, at the $(t + 1)$-th round, the agent observes a context $c_{t+1}$, which is generated adversarially. Then the agent takes an action $a_{t+1}$ and receives the reward $r_{t+1}$. The two most common algorithms for contextual bandit, namely exponential weighting for exploration and exploitation with experts (Exp4) (Farias and Megiddo, 2005) and Thompson sampling (TS) (Agrawal and Goyal, 2012, 2013), both maintain a probability measure over $\mathcal{F}$, which is updated by

$$p_{t+1}(z) \leftarrow \arg\min_{p \in \mathcal{P}_2(\mathcal{Z})} \left\{ \int_{\mathcal{Z}} G_t(z) \cdot p(z) \, dz + \frac{1}{\gamma_t} \cdot \text{KL}(p, p_t) \right\} \propto \exp\left[ -\gamma_t \cdot G_t(z) \right] \cdot p_t(z),$$

where $G_t$ is a function specified by the algorithm and $\gamma_t > 0$ is the stepsize. In particular, Exp4 sets $G_t(z)$ as the estimated reward of the greedy policy with respect to $f_z$, while TS sets $G_t(z)$ to be the log-likelihood of the observed evidence $E_t := \{(c_t, a_t, r_t)\}_{t'=1}^t$, where $z$ denotes the parameter of $f_z$. Moreover, when $\mathcal{Z}$ is complicated, existing Exp4-based algorithms mostly rely on the discretization of $\mathcal{Z}$ to maintain $p(z)$ as a probability vector (Auer et al., 2002). In contrast, as we will see subsequently, our proposed algorithm bypasses the discretization of $\mathcal{Z}$ in Exp4, and meanwhile, eases the computational overhead of TS.

**Example 3.6** (Policy Optimization). In reinforcement learning (Sutton and Barto, 2018), the model is commonly formulated as a Markov decision process $(\mathcal{S}, \mathcal{A}, R, P, \gamma)$ with a state space $\mathcal{S}$, an action space $\mathcal{A}$, a reward function $R$, a Markov transition kernel $P$, and a discount factor $\gamma \in (0, 1)$. A policy $\pi$ maps each state $s \in \mathcal{S}$ to a distribution $\pi(\cdot | s)$ over the action space $\mathcal{A}$. Any policy $\pi$ induces a visitation measure $\rho_\pi$ over $\mathcal{S} \times \mathcal{A}$, which is defined as

$$\rho_\pi(s, a) = \sum_{t \geq 0} \gamma^t \cdot \mathbb{P}(s_t = s, a_t = a), \quad \forall (s, a) \in \mathcal{S} \times \mathcal{A}. \quad (3.11)$$

Here $s_t$ and $a_t$ are the $t$-th state and action, respectively, and the trajectory $\{(s_t, a_t)\}_{t \geq 0}$ is generated following policy $\pi$. Let $\rho_0 \in \mathcal{P}(\mathcal{S} \times \mathcal{A})$ be a fixed distribution. We consider the regularized policy optimization problem (Ziebart, 2010; Schulman et al., 2017)

$$\max_{\pi} \left\{ \mathbb{E}_{(s, a) \sim \rho_\pi}[R(s, a)] - \lambda \cdot \text{KL}(\rho_\pi, \rho_0) \right\},$$

where $\lambda > 0$ is the regularization parameter that balances between exploration and exploitation. This problem can be viewed as a distributional optimization problem with an extra constraint that the distribution of interest is a visitation measure induced by a policy.
Example 3.7 (Generative Adversarial Network (GAN)). The goal of GAN (Goodfellow et al., 2014) is to learn a generative model $p$ that is close to a target distribution $q$, where $p$ is defined by transforming a low dimensional noise via a neural network. Since the objective in (3.1) includes $f$-divergences as special cases, our distributional optimization problem incorporates the family of $f$-GANs (Nowozin et al., 2016) by letting the function class $\mathcal{F}$ in (3.1) be the class of discriminators. Besides, by letting $\mathcal{F}$ be the family of 1-Lipschitz continuous functions defined on $\mathcal{X}$, the first-order Wasserstein distance between $p$ and $q$ can be written as

$$W_1(p, q) = \sup_{f \in \mathcal{F}} \left\{ \mathbb{E}_{X \sim p}[f(X)] - \mathbb{E}_{X \sim q}[f(X)] \right\},$$

which is of the same variational form as in (3.1). Thus, the distributional optimization in (3.2) includes Wasserstein GAN (Arjovsky et al., 2017) as a special case. Moreover, by letting $\mathcal{F}$ in (3.12) be various function classes, we further recover other integral probability metrics (Müller, 1997) between probability distributions, which induce a variety of GANs (Mroueh and Sercu, 2017; Li et al., 2017; Mroueh et al., 2018; Uppal et al., 2019).

3.2 Variational Transport

In what follows, we introduce the variational transport algorithm for the distributional optimization problem specified in (3.1) and (3.2). Recall that $\mathcal{X}$ is a compact Riemannian manifold without a boundary and $(\mathcal{P}_2(\mathcal{X}), W_2)$ defined in (2.4) is a geodesic space equipped with a Riemannian metric. To simplify the presentation, in the sequel, we specialize to the case where $\mathcal{X}$ is a compact subset of $\mathbb{R}^d$ with a periodic boundary condition. For instance, $\mathcal{X}$ can be a torus $T^d$, which can be viewed as the $d$-dimensional hypercube $[0, 1)^d$ where the opposite $(d-1)$-cells are identified. We specialize to such a structure only for rigorous theoretical analysis, which also appears in other works involving the Wasserstein space (Gräf and Hielscher, 2015). Our results can be readily generalized to a general $\mathcal{X}$ with extra technical care. We will provide a brief introduction of the Wasserstein space defined on $T^d$ in §B.1.

Moreover, note that the objective function $F(p)$ in (3.1) admits a variational form as the supremum over a function class $\mathcal{F}$. Since maximization over an unrestricted function class is computationally intractable, for the variational problem in (3.1) to be well-posed, in the sequel, we consider $\mathcal{F}$ to be a subset of the square-integrable functions such that maximization over $\mathcal{F}$ can be solved numerically, e.g., a class of deep neural networks or an RKHS.

Motivated by the first-order methods in the Euclidean space, we propose a first-order iterative optimization algorithm over $\mathcal{P}_2(\mathcal{X})$. Specifically, suppose $p \in \mathcal{P}_2(\mathcal{X})$ is the current iterate of our algorithm, we would like to update $p$ in the direction of the Wasserstein gradient $\text{grad} F(p)$. Moreover, to ensure that $p$ lies in $\mathcal{P}_2(\mathcal{X})$, we update $p$ by moving in the direction of $\text{grad} F(p)$ along the geodesic. Thus, in the ideal case, the Wasserstein gradient update is given by

$$p \leftarrow \text{Exp}_p[-\alpha \cdot \text{grad} F(p)],$$

where $\text{Exp}_p$ is the exponential mapping at $p$ and $\alpha > 0$ is the stepsize.
To obtain an implementable algorithm, it remains to characterize the Wasserstein gradient \( \text{grad} F(p) \) and the exponential mapping \( \text{Exp}_p \) at any \( p \in \mathcal{P}_2(\mathcal{X}) \). The following proposition establishes the connection between the Wasserstein gradient and functional derivative of a differentiable functional on \( \mathcal{P}_2(\mathcal{X}) \).

**Proposition 3.8 (Functional Gradient).** We assume \( F : \mathcal{P}_2(\mathcal{X}) \to \mathbb{R} \) is a differentiable functional with its functional derivative with respect to the \( \ell_2 \)-structure denoted by \( \delta F(p)/\delta p \). Then, it holds that

\[
\text{grad} F(p) = -\text{div} \left[ p \cdot \nabla \left( \frac{\delta F}{\delta p} \right) \right],
\]

where \( \text{div} \) is the divergence operator on \( \mathcal{X} \). Furthermore, for the functional \( F \) defined in \( (3.1) \), we assume that \( F^* \) is strongly convex on \( F \) and that the supremum is attained at \( f^*_p \in F \) for a fixed \( p \in \mathcal{P}_2(\mathcal{X}) \), i.e., \( F(p) = \mathbb{E}_{X \sim p}[f^*_p(X)] - F^*(f^*_p) \). Then, we have \( \delta F/\delta p = f^*_p \) and \( \text{grad} F(p) = -\text{div}(p \cdot \nabla f^*_p) \).

**Proof.** See §D.1 for a detailed proof.

By Proposition 3.8, to obtain \( \text{grad} F(p) \), we need to first solve the variational problem in \( (3.1) \) to obtain \( f^*_p \in F \) and then compute the divergence in \( (3.14) \). However, even if we are given \( f^*_p \), \( (3.14) \) further requires the analytic form of density function \( p \), which is oftentimes challenging to obtain. Furthermore, in addition to the challenge of computing \( \text{grad} F(p) \), to implement the Wasserstein gradient update in \( (3.13) \), we also need to characterize the exponential mapping \( \text{Exp}_p \). Fortunately, in the following proposition, we show that exponential mapping along any tangent vector in \( T_p \mathcal{P}_2(\mathcal{X}) \) is equivalent to a pushforward mapping of \( p \), which enables us to perform the Wasserstein gradient update via pushing particles.

**Proposition 3.9 (Pushing Particles as Exponential Mapping).** For any \( p \in \mathcal{P}_2(\mathcal{X}) \) and any \( s \in T_p \mathcal{P}_2(\mathcal{X}) \), suppose the elliptic equation \( -\text{div}(p \cdot \nabla u) = s \) admits a unique solution \( u : \mathcal{X} \to \mathbb{R} \) that is twice continuously differentiable. We further assume that \( \nabla u : \mathcal{X} \to \mathbb{R}^d \) is \( H \)-Lipschitz continuous. Then for any \( t \in [0, 1/H) \), we have

\[
[\text{Exp}_X(t \cdot \nabla u)]_p = \text{Exp}_p(t \cdot s),
\]

where \( \text{Exp}_X \) denotes the exponential mapping on \( \mathcal{X} \) and \( \text{Exp}_p \) is the exponential mapping on \( \mathcal{P}_2(\mathcal{X}) \) at point \( p \). Moreover, for any \( x \in \mathcal{X} \), the density function of \( [\text{Exp}_X(t \cdot \nabla u)]_p \) at \( x \) is given by

\[
\left\{ [\text{Exp}_X(t \cdot \nabla u)]_p \right\}(x) = p(y) \cdot \left| \frac{d}{dy} \text{Exp}_y[t \cdot \nabla u(y)] \right|^{-1},
\]

where \( x = \text{Exp}_y[t \cdot \nabla u(y)] \) and \( \left| \frac{d}{dy} \text{Exp}_y[t \cdot \nabla u(y)] \right| \) is the determinant of the Jacobian.

**Proof.** See §D.2 for a detailed proof.
Note that the elliptic equation in Proposition 3.9 holds in the weak sense. Combining Propositions 3.8 and 3.9, if $\nabla f_p^*$ is $H$-Lipschitz, it holds for any $t \in [0, 1/H)$ that

$$\text{Exp}_p[-t \cdot \operatorname{grad} F(p)] = \left[\text{Exp}_p(-t \cdot \nabla f_p^*)\right]_2 p,$$

(3.16)

which reduces to $(\operatorname{id} + t \cdot \nabla f_p^*)_2 p$ when $\mathcal{X} = \mathbb{R}^d$. Here $\operatorname{id}: \mathbb{R}^d \rightarrow \mathbb{R}^d$ is the identity mapping. Thus, when we have access to $f_p^*$, (3.16) enables us to perform the Wasserstein gradient update approximately via pushing particles. Specifically, assume that probability measure $p$ can be approximated by an empirical measure $\tilde{p}$ of $N$ particles $\{x_i\}_{i \in [N]}$, that is,

$$p \approx \tilde{p} = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i},$$

(3.17)

where $\delta_x$ is the Dirac $\delta$-measure for $x \in \mathcal{X}$. For each $i \in [N]$, we define $y_i = \text{Exp}_{x_i}[-t \cdot \nabla f_p^*(x_i)]$. Then we have $[\text{Exp}_p(-t \cdot \nabla f_p^*)]_2 \tilde{p} = N^{-1} \sum_{i=1}^{N} \delta_{y_i}$ by direct computation. By (3.16) and (3.17), $\text{Exp}_p[-t \cdot \operatorname{grad} F(p)]$ can be approximated by the empirical measure of $\{y_i\}_{i \in [N]}$.

In addition, since $f_p^*$ is unknown, we estimate $f_p^*$ via the following maximization problem,

$$\text{maximize}_{f \in \mathcal{F}} \int_{\mathcal{X}} f(x) \, d\tilde{p}(x) - F^*(f) = \frac{1}{N} \sum_{i=1}^{N} f(x_i) - F^*(f),$$

(3.18)

where we replace the probability distribution $p$ in (3.1) by the empirical measure $\tilde{p}$ in (3.17). When $N$ is sufficiently large, since $\tilde{p}$ is close to $p$, we expect that the solution to (3.18), denoted by $\tilde{f}_p^* \in \mathcal{F}$, is close to $f_p^*$. This enables us to approximate the Wasserstein gradient update $\text{Exp}_p[-\alpha \cdot \operatorname{grad} F(p)]$ by $[\text{Exp}_p(-\alpha \cdot \nabla \tilde{f}_p^*)]_2 \tilde{p}$, which is the empirical measure of $\{\text{Exp}_{x_i}[-\alpha \cdot \nabla \tilde{f}_p^*(x_i)]\}_{i \in [N]}$. Therefore, we obtain the variational transport algorithm for solving the desired distributional optimization problem in (3.2), whose details are presented in Algorithm 1.

**Algorithm 1** Variational Transport Algorithm for Distributional Optimization

1: **Input:** Functional $F: P_2(\mathcal{X}) \rightarrow \mathbb{R}$ defined in (3.1), initial point $p_0 \in P_2(\mathcal{X})$, number of particles $N$, number of iterations $K$, and stepsizes $\{\alpha_k\}_{k=0}^{K}$.
2: Initialize the $N$ particles $\{x_i\}_{i \in [N]}$ by drawing $N$ i.i.d. observations from $p_0$.
3: for $k = 0, 1, 2, \ldots, K$ do
4: Compute $\tilde{f}_k^* \in \mathcal{F}$ via

$$\tilde{f}_k^* \leftarrow \text{argmax}_{f \in \mathcal{F}} \left\{ \frac{1}{N} \sum_{i=1}^{N} f(x_i) - F^*(f) \right\}.$$  

(3.19)

5: Push the particles by letting $x_i \leftarrow \text{Exp}_{x_i}[-\alpha_k \cdot \nabla \tilde{f}_k^*(x_i)]$ for all $i \in [N]$.
6: end for
7: **Output:** The empirical measure $N^{-1} \sum_{i \in [N]} \delta_{x_i}$.

In this algorithm, we maintains $N$ particles $\{x_i\}_{i \in [N]}$ and output their empirical measure as the solution to (3.2). These particles are updated in Line 5 of Algorithm 1. In the $k$-th iteration, the
update is equivalent to updating the empirical measure \( \tilde{p} = N^{-1} \sum_{i \in [N]} \delta_{x_i} \) by the pushforward measure \([\text{Exp}_\mathcal{X}(-\alpha_k \cdot \nabla \tilde{f}_k)]\tilde{p}\), which approximates the Wasserstein gradient update in (3.13) with stepsize \( \alpha_k \). Here \( \tilde{f}_k \) is obtained in (3.19) by solving an empirical maximization problem over a function class \( \mathcal{F} \), which can be chosen to be an RKHS or the class of deep neural networks in practice. After getting \( \tilde{f}_k \), we push each particle \( x_i \) along the direction \( \nabla \tilde{f}_k(x_i) \) with stepsize \( \alpha_k \), which leads to \([\text{Exp}_\mathcal{X}(-\alpha_k \cdot \nabla \tilde{f}_k)]\tilde{p}\) and completes one iteration of the algorithm.

To gain some intuition of variational transport, as a concrete example, consider the regularized nonconvex optimization problem introduced Example 3.1 with \( \mathcal{X} = \mathbb{R}^d \). Let \( g: \mathbb{R}^d \rightarrow \mathbb{R} \) be a differentiable function on \( \mathbb{R}^d \). Consider the distributional optimization where the objective functional is defined as

\[
F(p) = \int_{\mathcal{X}} g(x) \cdot p(x) \, dx + \tau \cdot \text{Ent}(p) = \int_{\mathcal{X}} g(x) \cdot p(x) \, dx + \tau \cdot \int_{\mathcal{X}} p(x) \cdot \log p(x) \, dx.
\]

Here \( \tau > 0 \) is the regularization parameter and \( \text{Ent} \) is the entropy functional. For such an objective functional \( F \), the Wasserstein gradient is given by

\[
\text{grad} F(p) = -\text{div}[p \cdot (\nabla g + \tau \cdot \nabla \log p)].
\]

Then, suppose the \( N \) particles \( \{x_i\}_{i \in [N]} \) are sampled from density \( p \), variational transport proposes to push each particle \( x_i \) by letting

\[
x_i \leftarrow x_i - \alpha_k \cdot [\nabla g(x_i) + \tau \cdot \nabla \log p(x_i)],
\]

which can be viewed as a regularized gradient descent step for objective function \( g \) at \( x_i \). When \( \tau = 0 \), the update in (3.20) reduces to a standard gradient descent step. However, due to the nonconvexity of \( g \), gradient descent might be trapped in a stationary point of \( g \). By introducing the entropy regularization, variational transport aims to find the Gibbs distribution \( p^*_N(x) \propto \exp[-g(x)/\tau] \), which is the global minimum of \( F \) and is supported on the global minima of \( g \) as \( \tau \) goes to zero.

Meanwhile, we remark that our variational transport algorithm is deterministic in essence: the only randomness comes from the initialization of the particles. Moreover, this algorithm can be viewed as Wasserstein gradient descent with biased gradient estimates. Specifically, to characterize the bias, we define a sequence of transportation maps \( \{T_k: \mathcal{X} \rightarrow \mathcal{X}\}_{k=0}^{K+1} \) as follows,

\[
T_0 = \text{id}, \quad T_{k+1} = [\text{Exp}_\mathcal{X}(-\alpha_k \cdot \nabla \tilde{f}_k^*)] \circ T_k, \quad \forall k \in \{0, \ldots, K\},
\]

where \( \tilde{f}_k^* \) is obtained in (3.19) of Algorithm 1. For each \( k \geq 1 \), we define \( \tilde{p}_k = (T_k)_\sharp p_0 \). Note that the population version of the optimization problem in (3.19) of Algorithm 1 and its solution are given by

\[
\tilde{f}_k^* \leftarrow \arg\max_{f \in \mathcal{F}} \left\{ \int_{\mathcal{X}} f(x) \cdot \tilde{p}_k(x) \, dx - F^*(f) \right\}.
\]

Thus, \( \{\tilde{p}_k\}_{k \geq 0} \) are the iterates constructed by the ideal version of Algorithm 1 where the number of particles goes to infinity. For such an ideal sequence, at each \( \tilde{p}_k \), by Proposition 3.8, the desired
Wasserstein gradient direction is \( \text{grad } F(\hat{p}_k) = -\text{div}(\hat{p}_k \cdot \nabla \hat{f}_k^k) \). However, with only finite data, we can only obtain an estimator \( \hat{f}_k^k \) of \( f_k^k \) by solving (3.19). Hence, the estimated Wasserstein gradient at \( \hat{p}_k \) is \( -\text{div}(\hat{p}_k \cdot \nabla \hat{f}_k^k) \), whose error is denoted by \( \delta_k = -\text{div}[\hat{p}_k \cdot (\nabla \hat{f}_k^k - \nabla f_k^k)] \). Note that \( \delta_k \) is a tangent vector at \( \hat{p}_k \), i.e., \( \delta_k \in \mathcal{T}_{\hat{p}_k}\mathcal{P}_2(\mathcal{X}) \). Using the Riemannian metric on \( \mathcal{P}_2(\mathcal{X}) \), we define

\[
\varepsilon_k = \langle \delta_k, \delta_k \rangle_{\hat{p}_k} = \int_{\mathcal{X}} \| \nabla \hat{f}_k^k(x) - \nabla f_k^k(x) \|^2 \hat{p}_k(x) \, dx. \tag{3.23}
\]

Therefore, Algorithm 1 can be viewed as a biased Wasserstein gradient algorithm on \( \mathcal{P}_2(\mathcal{X}) \), where the squared norm of the bias term in the \( k \)-th iteration is \( \varepsilon \), which decays to zero as \( N \) goes to infinity. The algorithm constructs explicitly a sequence of transportation maps \( \{T_k\}_{k=0}^{K+1} \) and implicitly a sequence of probability distributions \( \{\hat{p}_k\}_{k=1}^{K+1} \), which is approximated by a sequence of empirical distributions of \( N \) particles.

Furthermore, for computational efficiency, in practical implementations of the variational transport algorithm, we can push the particles without solving (3.19) completely. For example, when we employ a deep neural network \( f_\theta: \mathcal{X} \to \mathbb{R} \) to solve (3.19), where \( \theta \) is the network weights, we can replace (3.19) by updating \( \theta \) with a few gradient ascent updates. Then, the particle \( x_i \) is updated by \( \text{Exp}_{x_i}[\alpha_k \cdot \nabla f_\theta(x_i)] \). Moreover, when \( N \) is very large, we can also randomly sample a subset of the \( N \) particles to update \( f_\theta \) via mini-batch stochastic gradient ascent.

## 4 Theoretical Results

In this section, we provide theoretical analysis for the variational transport algorithm. For mathematical rigor, in the sequel, we let \( \mathcal{F} \) in (3.19) be an RKHS \( (\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}}) \) defined on \( \mathcal{X} \) with a reproducing kernel \( K(\cdot, \cdot) \). In this case, the the distributional optimization problem specified in (3.1) and (3.2) can be written as

\[
\text{minimize } F(p), \quad F(p) = \sup_{f \in \mathcal{H}} \left\{ \int_{\mathcal{X}} f(x) \cdot p(x) \, dx - F^*(f) \right\}. \tag{4.1}
\]

In §4.1, we probe statistical error incurred in solving the inner maximization problem in (4.1), which provides an upper bound for the bias of Wasserstein gradient estimates constructed by variational transport. Then in §4.2, we establish the rate of convergence of variational transport for a class of objective functionals satisfying the Polyak-Lojasiewicz (PL) condition (Polyak, 1963) with respect to the Wasserstein distance.

### 4.1 Statistical Analysis

To characterize the bias of the Wasserstein gradient estimates, in this subsection, we provide a statistical analysis of the inner maximization problem in (4.1). Without loss of generality, it suffices to consider the following nonparametric estimation problem. Let \( \mathbb{P} \) be a probability measure over \( \mathcal{X} \) and \( f^* \) be the minimizer of the population risk function over the RKHS \( \mathcal{H} \), i.e.,

\[
f^* = \arg\min_{f \in \mathcal{H}} L(f), \quad \text{where } L(f) = -\mathbb{E}_{X \sim \mathbb{P}}[f(X)] + F^*(f). \tag{4.2}
\]
Our goal is to estimate $f^*$ in (4.2) based on $n$ i.i.d. observations $X_1, \cdots, X_n$ sampled from $\mathbb{P}$. A natural estimator of $f^*$ is the minimizer of the empirical risk with an RKHS norm regularizer, which is defined as

$$f_{n,\lambda} = \arg\min_{f \in \mathcal{H}} \left\{ L_n(f) + \lambda/2 \cdot \| f \|_{\mathcal{H}}^2 \right\}, \quad \text{where} \quad L_n(f) = -\frac{1}{n} \sum_{i=1}^{n} f(X_i) + F^*(f). \quad (4.3)$$

Here $\lambda > 0$ is the regularization parameter and $L_n$ is known as the empirical risk function.

The population problem defined in (4.2) reduces to (3.22) when we set the density of $\mathbb{P}$ to be $\hat{p}_k$ and the observations $\{X_i\}_{i \in [n]}$ to be the particles $\{x_i\}_{i \in [N]}$ sampled from $\hat{p}_k$. Then, the estimator $f_{n,\lambda}$ in (4.3) is a regularized version of $\tilde{f}_k^*$ defined in (3.19). In the sequel, we upper bound the statistical error $f_{n,\lambda} - f^*$ in terms of the RKHS norm, which is further used to obtain an upper bound of $\varepsilon_k$ defined in (3.23).

Before presenting the theoretical results, we first introduce a few technical assumptions. Let $\nu$ denote the Lebesgue measure on $\mathcal{X}$. As introduced in §2.3, $\mathcal{H}$ can be viewed as a subset of $\mathcal{L}_\nu$. The following assumption specifies a regularity condition for functional $F^*$ in (4.2).

**Assumption 4.1.** We assume that the functional $F^* : \mathcal{H} \to \mathbb{R}$ is smooth enough such that $F^*$ is Fréchet differentiable up to the third order. For $j \in \{1, 2, 3\}$, we denote by $\mathcal{D}^j F^*$ the $j$-th order Fréchet derivative of $F^*$ in the RKHS norm. In addition, we assume that there exists a constant $\kappa > 0$ such that, for any $f, f' \in \mathcal{H},$ we have

$$F^*(f) - F^*(f') - \langle \mathcal{D} F^*(f'), f - f' \rangle_{\mathcal{H}} \geq \frac{\kappa}{2} \int_{\mathcal{X}} |f(x) - f'(x)|^2 \, dx. \quad (4.4)$$

Assumption 4.1 is analogous to the strongly convexity condition in parametric statistic problems. It lower bounds the Hessian of the population risk $L$ defined in (4.2), which enables us to characterize the distance between any function and the global minimizer $f^*$ based on the population risk. It is worth noting that the right-hand side of (4.4) is an integral with respect to the Lebesgue measure.

We introduce a regularity condition for the global minimizer of the population risk $L$.

**Assumption 4.2.** There exists a constant $\beta \in (1, 2)$ such that $f^*$ defined in (4.2) belongs to $\mathcal{H}^\beta$, which is $\beta$-power space of order $\beta$ defined in (2.10).

Assumption 4.2 requires that the global minimizer $f^*$ of the population risk $L$ belongs to a higher order power space of the RKHS $\mathcal{H}$. In other words, $f^*$ has greater smoothness than a general function in $\mathcal{H}$. This assumption is made solely for technical reasons and is adopted from Fischer and Steinwart (2017), which is used to control the bias caused by the RKHS norm regularization.

Before we lay out our next assumption, we define

$$\tilde{f}_\lambda = f^* - \lambda \cdot (\mathcal{D}^2 F^*(f^*) + \lambda \cdot \mathbf{1} \mathbf{1})^{-1} \cdot f^* = (\mathcal{D}^2 F^*(f^*) + \lambda \cdot \mathbf{1} \mathbf{1})^{-1} \circ (\mathcal{D}^2 F^*(f^*)) \cdot f^*, \quad (4.5)$$

which is the solution to the linearized equation

$$\mathcal{D} L_\lambda(f^*) + [\mathcal{D}^2 L_\lambda(f^*)](f - f^*) = 0. \quad (4.6)$$
Here $L_\lambda(f) = L(f) + \lambda/2 \cdot \|f\|^2_H$ is the RKHS norm regularized population risk, $\id: \mathcal{H} \rightarrow \mathcal{H}$ is the identity mapping on $\mathcal{H}$, and $\mathcal{D}^2 F^*: \mathcal{H} \rightarrow \mathcal{H}$ is the second-order Fréchet derivative of $F^*$ with respect to the RKHS norm. Note that we have $\mathcal{D}L_\lambda(f^*) = \lambda \cdot f^*$ since $\mathcal{D}L(f^*) = 0$. Besides, note that the left-hand side of (4.6) is the first-order expansion of $\mathcal{D}L_\lambda(f)$ at $f^*$. Thus, $\hat{f}_\lambda$ defined in (4.5) can be viewed as an approximation of the minimizer of $L_\lambda$. Since $L_\lambda$ is the population version of the objective in (4.3), it is reasonable to expect that $\hat{f}_{n,\lambda}$ is close to $\hat{f}_\lambda$ when the sample size is sufficiently large. It remains to characterize the difference between $\hat{f}_\lambda$ and $f^*$. In the following assumption, we postulate that $\hat{f}_\lambda$ converges to $f^*$ when the regularization parameter $\lambda$ goes to zero.

**Assumption 4.3.** We define $\Theta_{\lambda,3} > 0$ as

$$\Theta_{\lambda,3} = \sup_{\phi, \psi \in \mathcal{H}} \sup_{u, v \in \mathcal{H}} \| (\mathcal{D}^2 F^*(\phi) + \lambda \cdot \id)^{-1} \circ (\mathcal{D}^2 F^*(\psi)uv) \|_{\mathcal{H}} / (\|u\|_{\mathcal{H}} \cdot \|v\|_{\mathcal{H}}). \tag{4.7}$$

Then, we assume that $\hat{f}_\lambda$ defined in (4.5) satisfies $\|\hat{f}_\lambda - f^*\|_{\mathcal{H}} \rightarrow 0$ and $\Theta_{\lambda,3} \cdot \|\hat{f}_\lambda - f^*\|_{\mathcal{H}} \rightarrow 0$ as $\lambda$ goes to zero.

Compared with Assumptions 4.1 and 4.2, Assumption 4.3 is much more technical and obscure. As we will see in the proof details, $\Theta_{\lambda,3}$ naturally appears when bounding the difference between $\hat{f}_\lambda$ and the minimizer of $L_\lambda$. Roughly speaking, $\hat{f}_\lambda$ and $\Theta_{\lambda,3}$ together characterize the bias induced by the regularization term $\lambda/2 \cdot \|f\|^2_H$ in (4.3). Hence, intuitively, Assumption 4.3 states that the effect of regularization shrinks to zero as $\lambda$ goes to zero and the system is stable under small perturbations. A similar assumption also appears in Cox and O’Sullivan (1990) for the analysis of regularized maximum likelihood estimation in RKHS.

In addition to the above assumptions, we impose the following regularity condition on the RKHS kernel $K$.

**Assumption 4.4.** Recall that the kernel function $K$ of $\mathcal{H}$ satisfies $K(x, y) = \langle K(x, \cdot), K(y, \cdot) \rangle_{\mathcal{H}}$ for any $x, y \in \mathcal{X}$.

For any $i, j \in \{1, \ldots, d\}$, we denote by $\partial_i K(x, \cdot)$ and $\partial^2_{ij} K(x, \cdot)$ the derivatives $\partial K(x, \cdot) / \partial x_i$ and $\partial^2 K(x, \cdot) / \partial x_i \partial x_j$, respectively. We assume that there exists absolute constants $C_{K,1}$, $C_{K,2}$, and $C_{K,3}$ such that

$$\sup_{x \in \mathcal{X}} \|K(x, \cdot)\|_{\mathcal{H}} \leq C_{K,1},$$

$$\sup_{x \in \mathcal{X}} \|\partial_i K(x, \cdot)\|_{\mathcal{H}} \leq C_{K,2}, \quad \forall j \in \{1, \ldots, d\},$$

$$\sup_{x \in \mathcal{X}} \|\partial^2_{ij} K(x, \cdot)\|_{\mathcal{H}} \leq C_{K,3}, \quad \forall i, j \in \{1, \ldots, d\}.$$

Assumption 4.4 characterizes the regularity of $\mathcal{H}$. Specifically, it postulates that the kernel $K$ and its derivatives are upper bounded, which is satisfied by many popular kernels, including the Gaussian RBF kernel and the Sobolev kernel (Smale and Zhou, 2003; Rosasco et al., 2013; Yang et al., 2016). Moreover, Assumption 4.4 implies that the embedding mapping from RKHS $\mathcal{H}$ to space $L^\infty_{\nu}(\mathcal{X})$ is continuous. Indeed, for any $f \in \mathcal{H}$ and any $x \in \mathcal{X}$, it holds that

$$f(x) = \langle K(x, \cdot), f \rangle_{\mathcal{H}} \leq \|K(x, \cdot)\|_{\mathcal{H}} \cdot \|f\|_{\mathcal{H}} = \sqrt{K(x, x)} \cdot \|f\|_{\mathcal{H}} \leq C_{K,1} \cdot \|f\|_{\mathcal{H}},$$
which further implies that $\|f\|_{\mathcal{L}_2^n} \leq C_{K,1} \cdot \|f\|_{\mathcal{H}}$ for all $f \in \mathcal{H}$.

With Assumptions 4.1-4.4, we are ready to present the following theorem, which characterizes the statistical error of estimating $f^*$ by $f_{n,\lambda}$.

**Theorem 4.5.** Under Assumptions 4.1-4.4, we set the regularization parameter $\lambda$ in (4.3) to be

$$
\lambda = O \left[ C_{K,1}^{1-\alpha_\beta} \cdot \kappa^{\alpha_\beta} \cdot \|f^*\|_{\mathcal{H}^\beta}^{\alpha_\beta - 1} \cdot (\log n/n)^{(1-\alpha_\beta)/2} \right],
$$

where $\alpha_\beta = (\beta - 1)/(\beta + 1)$ and $O(\cdot)$ omits absolute constants that does not depend on $\kappa$, $C_{K,1}$, or $\|f^*\|_{\mathcal{H}^\beta}$. Then, with probability at least $1 - n^{-2}$, we have that

$$
\|f_{n,\lambda} - f^*\|_{\mathcal{H}} = O \left[ C_{K,1}^{\alpha_\beta} \cdot \kappa^{-\alpha_\beta} \cdot \|f^*\|_{\mathcal{H}^\beta}^{1-\alpha_\beta} \cdot (\log n/n)^{\alpha_\beta/2} \right],
$$

$$
\int_{\mathcal{X}} \|\nabla f_{n,\lambda}(x) - \nabla f^*(x)\|_2^2 \, d\mu(x) = O \left[ C_{K,2}^2 \cdot d \cdot C_{K,1}^{2\alpha_\beta} \cdot \kappa^{-2\alpha_\beta} \cdot \|f^*\|_{\mathcal{H}^\beta}^{2-2\alpha_\beta} \cdot (\log n/n)^{\alpha_\beta} \right].
$$

(4.8)

**Proof.** See §C.1 for a detailed proof. \qed

As shown in Theorem 4.5, when the regularization parameter $\lambda$ is properly chosen, the statistical error measured by $\|f_{n,\lambda} - f^*\|_{\mathcal{H}}$ converges to zero as the sample size $n$ goes to infinity with high probability. Moreover, when regarding $\kappa$ and $\|f^*\|_{\mathcal{H}^\beta}$ as constants, we have $\|f_{n,\lambda} - f^*\|_{\mathcal{H}} = O(n^{-\alpha_\beta/2})$ where $\tilde{O}(\cdot)$ omits absolute constants and logarithmic factors. This implies that the statistical error converges to zero at a sublinear $n^{-\alpha_\beta/2}$ rate. Here $\alpha_\beta$ increases with $\beta$, which quantifies the smoothness of $f^*$. In other words, when the target function $f^*$ is smoother, we obtain a faster statistical rate of convergence.

Furthermore, we remark that our statistical rate is with respect to the RKHS norm, which is more challenging to handle than $\|f_{n,\lambda} - f^*\|_{\mathcal{L}_2^n}$. Under the regularity condition that the kernel satisfies Assumption 4.4, the RKHS norm statistical rate further implies an upper bound on the estimation error of the gradient function $\nabla f^*$. This result is critical for establishing the biases of the Wasserstein gradient estimates constructed by variational transport. Finally, as shown in §C.1, by integrating the tail probabilities, we can also establish in-expectation statistical rates that are similar to the high-probability bounds given in (4.8).

### 4.2 Optimization Theory

In what follows, we establish the rate of convergence for the variational transport algorithm where $\mathcal{F}$ is set to be an RKHS $(\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})$ with kernel $K(\cdot, \cdot)$. As introduced in §3, variational transport creates a sequence of probability measures via Wasserstein gradient descent with biased Wasserstein gradient estimates. Specifically, starting from $\tilde{\mu}_0 = p_0$, we define

$$
\tilde{\mu}_{k+1} = \left[ \text{Exp}_{\mathcal{X}}(-\alpha_k \cdot \nabla \tilde{f}_k) \right]_{\mathcal{H}} \tilde{\mu}_k,
$$

(4.9)

where $p_0$ is the input of the algorithm and $\tilde{f}_k$ is defined similarly as in (3.19) with an RKHS norm regularization,

$$
\tilde{f}_k \leftarrow \arg\max_{f \in \mathcal{H}} \left\{ \frac{1}{N} \sum_{i=1}^N f(x_i) - F^*(f) - \lambda \cdot \|f\|_{\mathcal{H}}^2 \right\}.
$$

(4.10)
Here \( \lambda > 0 \) is the regularization parameter, and \( \{x_i\}_{i \in [N]} \) are i.i.d. observations drawn from distribution \( \tilde{p}_k \).

We remark that sampling i.i.d. observations and utilizing RKHS in (4.10) are both artifacts adopted only for theoretical analysis. We present the details of such a modified algorithm in Algorithm 2 in §A. Without these modifications, Algorithm 2 reduces to the general method proposed in Algorithm 1, a deterministic particle-based algorithm, which is more advisable for practical implementations.

Such a modified version of variational transport can also be viewed as Wasserstein gradient descent method for minimizing the functional \( F \) in (4.1). Here the bias incurred in the estimation of the Wasserstein gradient stems from the statistical error of \( f_k^* \). Specifically, by Propositions 3.8 and Proposition 3.9, at each \( \tilde{p}_k \), the desired Wasserstein gradient descent updates \( \tilde{p}_k \) via

\[
\text{Exp}_{\tilde{p}_k}[-\alpha_k \cdot \text{grad} F(\tilde{p}_k)] = \left[\text{Exp}_{\chi}(-\alpha_k \cdot \nabla f_k^*)\right]_{\tilde{p}_k}, \tag{4.11}
\]

where \( f_k^* \) is the solution to the maximization problem in (4.1) with \( p \) replaced by \( \tilde{p}_k \), and \( \alpha_k \) is the stepsize. Comparing (4.9) with (4.11), it is evident that the estimation error \( \nabla f_k^*(x) - \nabla f_k^*(x) \) contributes to the bias, which can be handled by the statistical analysis presented in §4.1.

Our goal is to show that \( \{\tilde{p}_k\}_{k \geq 0} \) defined in (4.9) converges to the minimizer of \( F \). We first present the a regularity condition on \( F \).

**Assumption 4.6.** We assume that \( F \) in (4.1) is gradient dominated in the sense that

\[
\mu \cdot [F(p) - \inf_{p \in \mathcal{P}_2(\chi)} F(p)] \leq \langle \text{grad} F(p), \text{grad} F(p) \rangle_p \tag{4.12}
\]

for any \( p \in \mathcal{P}_2(\chi) \), where \( \mu > 0 \) is an absolute constant. Here \( \langle \cdot, \cdot \rangle_p \) is the inner product on \( T_p \mathcal{P}_2(\chi) \), which is defined in (2.5). In addition, we assume that there exist an absolute constant \( L \) such that \( F \) is \( L \)-smooth with respect to the Wasserstein distance. Specifically, for any \( p, q \) in \( \mathcal{P}_2(\chi) \), we have

\[
F(q) \leq F(p) + \langle \text{grad} F(p), \text{Exp}_p^{-1}(q) \rangle_p + L/2 \cdot W^2_2(p, q), \tag{4.13}
\]

where \( \text{Exp}_p^{-1}(q) \in T_p \mathcal{P}_2(\chi) \) is the tangent vector that specifies the geodesic connecting \( p \) and \( q \).

Assumption 4.6 assumes that \( F \) admits the gradient dominance and the smoothness conditions. Specifically, (4.12) and (4.13) extends the classical Polyak-Łojasiewicz (PL) (Polyak, 1963) and smoothness conditions to distributional optimization, respectively. This assumption holds for the KL divergence \( F(\cdot) = \text{KL}(\cdot, \bar{q}) \) where \( \bar{q} \in \mathcal{P}_2(\chi) \) is a fixed distribution. For such an objective functional, we have grad \( F(p) = -\text{div}[p \cdot \nabla \log(p/\bar{q})] \) and (4.12) reduces to

\[
\mu \cdot \text{KL}(p, \bar{q}) \leq \int_{\chi} \|\nabla \log[p(x)/\bar{q}(x)]\|^2_2 \cdot p(x) \, dx = \mathbb{E}_p[\|\nabla \log(p/\bar{q})\|^2_2] = \text{I}(p, \bar{q}), \tag{4.14}
\]

where \( \text{I}(p, \bar{q}) \) is known as the relative Fisher information between \( p \) and \( \bar{q} \). Inequality (4.14) corresponds to the logarithmic Sobolev inequality (Gross, 1975; Otto and Villani, 2000; Cryan et al.,
which holds for $\tilde{q}$ being the density of a large class of distributions, e.g., Gaussian and log-concave distributions. In addition, the smoothness condition in (4.13) is a natural extension of that for Euclidean space to $\mathcal{P}_2(\mathcal{X})$, where the Euclidean distance is replaced by $W_2$.

The following assumption characterizes the regularity of the solution to the inner optimization problem associated with the variational representation of the objective functional.

**Assumption 4.7.** For any $p \in \mathcal{P}_2(\mathcal{X})$, let $f_p^* \in \mathcal{H}$ denote the solution to the variational problem in (4.1) used to define $F$. We assume that there exists a constant $R > 0$ and $\beta \in (1, 2)$ such that $f_p^*$ belongs to $\{ f \in \mathcal{H}^\beta \mid \| f \|_{H^\beta} \leq R \}$ for all $p \in \mathcal{P}_2(\mathcal{X})$, where $\mathcal{H}^\beta$ is the $\beta$-power space.

This assumption postulates that the target function $f_p^*$ belongs to an RKHS norm ball of the $\beta$-power space $\mathcal{H}^\beta$. Such an assumption, similar to Assumption 4.2 in §4.1, ensures that the variational problem for defining $F$ is well-conditioned in the sense that its solution lies in the $\beta$-power space with uniformly bounded RKHS norm in $\mathcal{H}^\beta$.

We are now ready to present our main result.

**Theorem 4.8 (Convergence of Variational Transport).** Let $\tilde{p}_k$ be the iterates defined in (4.9). Suppose that Assumptions 4.1, 4.3, 4.4, 4.6, and 4.7 hold, where constants $\mu$ and $L$ in Assumption 4.6 satisfy $0 < \mu \leq L$. In variational transport, we set stepsize $\alpha_t$ to be a constant $\alpha$, which satisfies

$$\alpha \in \left(0, \min\left\{1/(2L), 1/H_0\right\}\right],$$

(4.15)

where we define $H_0 = 2d \cdot C_{K,3} \cdot \mu_{\max}^{(\beta-1)/2} \cdot R$. Here $\mu_{\max} = \max_{i \geq 1} \mu_i$ is the largest eigenvalue of the integral operator $T$ of the RKHS. Moreover, we set the number of particles $N$ to be sufficiently large such that $N > K$, where $K$ is the number of iterations. Then, with probability at least $1 - N^{-1}$, it holds for any $k \leq K$ that

$$F(\tilde{p}_k) - \inf_{p \in \mathcal{P}_2(\mathcal{X})} F(p) \leq \rho^k \cdot [F(\tilde{p}_0) - \inf_{p \in \mathcal{P}_2(\mathcal{X})} F(p)] + (1 - \rho)^{-1} \cdot \text{Err}$$

(4.16)

where we define $\rho = 1 - \alpha \cdot \mu/2$ and

$$\text{Err} = \mathcal{O} \left[ \alpha \cdot C_{K,2}^2 \cdot d \cdot C_{K,1}^{2\alpha_\beta} \cdot \kappa^{-2\alpha_\beta} \cdot R^{2 - 2\alpha_\beta} \cdot (\log N/N)^{\alpha_\beta} \right].$$

(4.17)

Here $\alpha_\beta = (\beta - 1)/(\beta + 1)$ and $\mathcal{O}(\cdot)$ omits absolute constants.

Proof. See §C.2 for a detailed proof. \qed

Theorem 4.8 proves that, with high probability, variational transport converges linearly to the global minimum of the objective functional $F$ up to an error term $\text{Err}$ defined in (4.17). In particular, (4.16) shows that the suboptimality of $\tilde{p}_k$ is bounded by the sum of two terms, which correspond to the computational and statistical errors, respectively. Specifically, the first term converges to zero at a linear rate as $k$ increases, which characterizes the convergence rate of the population version of Wasserstein gradient descent. Meanwhile, the second term is independent of $k$ and characterizes the statistical error incurred in estimating the Wasserstein gradient direction using $N$ particles. When $N$ and $k$ are sufficiently large, the right-hand size on (4.16) is dominated
by the statistical error \((1 - \rho)^{-1} \cdot \text{Err}\), which decays to zero as \(N\) goes to infinity. In other words, as the number of particles and the number of iterations both go to infinity, variational transport finds the global minimum of \(F\).

Furthermore, the constant stepsize \(\alpha\) in (4.15) is determined by (i) the smoothness parameter \(L\) of the objective functional and (ii) \(H_0 = 2d \cdot C_{K,3} \cdot \frac{\mu_{\text{max}}^{(\beta-1)/2}}{\max} \cdot R\). Specifically, the requirement that \(\alpha < 1/(2L)\) is standard in the optimization literature, which guarantees that each step of Wasserstein gradient descent decreases the objective functional sufficiently. Whereas \(H_0\) serves as an upper bound on the Lipschitz constant of \(\nabla \tilde{f}_k\), which also enforces an upper bound on the stepsize due to Proposition 3.9. Under the assumptions made in Theorem 4.8, both \(L\) and \(H_0\) are regarded as constants. As a result, with a constant stepsize \(\alpha\), \(\rho\) is a constant in \((0,1)\), which further implies that variational transport converges linearly up to a certain statistical error.

Finally, neglecting constants such as \(d, \{C_{k,i}\}_{i \in [\ell]}, \kappa, R, \mu, \text{ and } L\), when both \(N\) and \(k\) are sufficiently large, variational transport attains an \(\tilde{O}(N^{-\alpha_\beta})\) error, which reflects the statistical error incurred in solving the inner variational problem in (4.1). Here \(\tilde{O}(\cdot)\) hides absolute constants and logarithmic terms. The parameter \(\alpha_\beta\) increases with \(\beta\). That is, when the target functions under Assumption 4.7 belong to a smoother RKHS class, variational transport attains a smaller statistical error.

5 Conclusion

We study the distributional optimization problem where the objective functional admits a variational form. For such a problem, we propose a particle-based algorithm, dubbed as variational transport, which approximately performs Wasserstein gradient descent using a set of particles. Specifically, in each iteration of variational transport, we first solve the inner variational problem associated with the objective functional using the particles. The solution to such a problem yields the Wasserstein gradient direction approximately. Then we update the current distribution by pushing each particle along the direction specified by the solution to the inner variational problem. Furthermore, to analyze the convergence rate of variational transport, we consider the setting where the objective functional satisfies a functional version of the of the Polyak-Lojasiewicz (PL) (Polyak, 1963) and smoothness conditions, and the inner variational problem is solved within an RKHS. For such an instantiation, under proper assumptions, we prove that variational transport constructs a sequence of probability distributions that converges linearly to the global minimizer of the objective functional up to a statistical error due to estimating the Wasserstein gradient with finite particles. Moreover, such a statistical error converges to zero as the number of particles goes to infinity.
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A Variational Transport with Random Sampling

In this section, we present a version of the variational transport algorithm where we sample a batch of \( N \) i.i.d. particles in each iteration. Specifically, this version of variational transport maintains a sequence of transportation plans \( \{T_k\}_{k \geq 0} \) such that \( \tilde{\rho}_k = (T_k)_\sharp \rho_0 \) for all \( k \geq 1 \), where \( \tilde{\rho}_k \) is given in (4.9). Then, in the \( k \)-th iteration, by drawing \( N \) i.i.d. observations from \( \rho_0 \) and applying transformation \( T_k \) to these observations, we obtain \( N \) i.i.d. observations from \( \tilde{\rho}_k \). This enables us to establish the statistical error incurred in solving the inner variational problem in (A.1), which further yields the an upper bound on the estimation error of the Wasserstein gradient. We remark that Algorithm 2 is considered only for the sake of theoretical analysis; random sampling is unnecessary in practical implementation.

Algorithm 2 Variational Transport Algorithm with Random Sampling

1: **Input:** Functional \( F: \mathcal{P}_2(\mathcal{X}) \to \mathbb{R} \) defined in (3.1), initial point \( \rho_0 \in \mathcal{P}_2(\mathcal{X}) \), number of particles \( N \), number of iterations \( K \), and stepsizes \( \{\alpha_k\}_{k=0}^K \).
2: Initialize the transportation plan \( T_0 \leftarrow \text{id.} \).
3: for \( k = 0, 1, 2, \ldots, K \) do
4: Generate \( N \) particles \( \{x_i^{(k)}\}_{i \in [N]} \) by drawing \( N \) i.i.d. observations from \( \rho_0 \).
5: Push the particles \( N \) particles by letting \( x_i \leftarrow T_k(x_i^{(k)}) \) for all \( i \in [N] \).
6: Compute \( f^*_k \in \mathcal{F} \) via
   \[
   f^*_k \leftarrow \arg\max_{f \in \mathcal{F}} \left\{ \frac{1}{N} \sum_{i=1}^{N} f(x_i) - F^*(f) \right\}.
   \]
(A.1)
7: Update the transportation plan by letting \( T_{k+1} = [\exp_{X}(-\alpha_k \cdot \nabla \tilde{f}^*_k)] \circ T_k \).
8: end for
9: **Output:** The final transportation plan \( T_{K+1} \).

B Additional Background

In this section, we introduce some additional background knowledge that is related to the theory of variational transport.

B.1 Wasserstein Torus \( \mathcal{P}_2(\mathbb{T}^d) \)

In this section, we introduce the Wasserstein torus \( \mathcal{P}(\mathbb{T}^d) \). We first give a characterization of the torus \( \mathbb{T}^d \). We define a equivalence relation \( \sim \) on \( \mathbb{R}^d \) as follows

\[
x \sim x', \quad \text{if and only if } x - x' \in \mathbb{Z}^d.
\]

Then, the torus \( \mathbb{T}^d = \mathbb{R}^d / \sim \) is the quotient space. For each \( x \in \mathbb{R}^d \), there is a unique \( \bar{x} \in [0, 1)^d \) that is equivalent to \( x \), which is defined by \( \bar{x} = (x_1 - \lfloor x_1 \rfloor, \ldots, x_d - \lfloor x_d \rfloor)^\top \). To simplify the notation,
we denote by \([x] = \{x' | x' \sim x\} \in \mathbb{T}^d\) the equivalence class of \(x\) and use \(\bar{x} \in [0, 1)^d\) to identify \([x]\).

We endow \(\mathbb{T}^d\) with the distance \(||[x] - [y]||_{\mathbb{T}^d}\) for any \([x],[y] \in \mathbb{T}^d\), which is defined as follows,
\[
||[x] - [y]||_{\mathbb{T}^d} = \min_{a \in [x], b \in [y]} ||a - b||.
\]

Note that \((\mathbb{T}^d, || \cdot ||_{\mathbb{T}^d})\) is a compact space. We say a function \(f : \mathbb{R}^d \to \mathbb{R}\) is on \(\mathbb{T}^d\) if and only if \(f(x) = f(x'), \forall x \sim x'\), namely, \(f\) is a periodic function. On the other hand, any function \(f : \mathbb{T}^d \to \mathbb{R}\) can be extended periodically to \(\mathbb{R}^d\) by letting \(f(x) = f([x])\) for any \(x \in \mathbb{R}^d\). To characterize the probability measure space \(\mathcal{P}_2(\mathbb{T}^d)\), we define an equivalence relation on \(\mathcal{P}_2(\mathbb{R}^d)\) as follows
\[
\mu \sim \nu \quad \text{if and only if} \quad \int_{\mathbb{R}^d} f \ d\mu = \int_{\mathbb{R}^d} f \ d\nu, \quad \forall f \in C(\mathbb{T}^d),
\]
(B.1)

where \(C(\mathbb{T}^d)\) is the continuous function class on \(\mathbb{T}^d\). As a concrete example, any two multivariate Gaussian distributions \(N(\mu_1, \Sigma_1)\) and \(N(\mu_2, \Sigma_2)\) are equivalent if and only if \(\mu_1 - \mu_2 \in \mathbb{Z}^d\) and \(\Sigma_1 = \Sigma_2\). Furthermore, let \([\mu]\) denote the equivalence class of \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\). We define \(\mathcal{P}_2(\mathbb{T}^d)\) as the collection of all equivalence classes. In other words, we have \(\mathcal{P}_2(\mathbb{T}^d) = \mathcal{P}_2(\mathbb{R}^d)/\sim\), which is a quotient space \(\mathcal{P}_2(\mathbb{R}^d)\). For any \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\), there is a measure \(\bar{\mu}\) supported on \([0, 1)^d\) that lies in the equivalence class \([\mu]\). Specifically, let \(p_{\bar{\mu}}\) be the density of \(\mu\), then the density of \(\bar{\mu}\) is given by
\[
p_{\bar{\mu}}(x) = \sum_{k \in \mathbb{Z}^d} p_{\mu}(x + k),
\]
(B.2)

In particular, when \(\mu\) is a Gaussian distribution, \(\bar{\mu}\) defined in (B.2) is known as the wrapped Gaussian distribution on the torus.

Furthermore, if a functional \(F : \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R}\) is invariant to the equivalence relation in (B.1) in the sense that \(F(\mu) = F(\nu)\) whenever \(\mu \sim \nu\), then we regard \(F\) as a functional on \(\mathcal{P}_2(\mathbb{T}^d)\). Similarly to \S 2.2, we define the second-order Wasserstein distance for \(\mu, \nu \in \mathcal{P}_2(\mathbb{T}^d)\) as follows,
\[
W_2(\mu, \nu) = \left[ \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathbb{T}^d \times \mathbb{T}^d} ||x - y||_{\mathbb{T}^d} \ d\pi(x, y) \right]^{1/2},
\]
where \(\Pi(\mu, \nu)\) consists of all probability measures on \(\mathbb{T}^d \times \mathbb{T}^d\) with marginals \(\mu\) and \(\nu\). Note that \((\mathcal{P}(\mathbb{T}^d), W_2)\) is compact (Gangbo and Tudorascu, 2014).

### B.2 Sobolev Space and Reproducing Kernel Hilbert Space

To complement the brief introduction of RKHS in \S 2.3, in the following, we introduce the Sobolev space, which is commonly utilized in nonparametric statistics, and introduce its connection to RKHS. For a differentiable function \(f : \mathcal{X} \to \mathbb{R}\) defined on \(\mathcal{X} \subseteq \mathbb{R}^n\) and a multi-index \(\alpha = (\alpha_1, \ldots, \alpha_n)\), the mixed partial derivative of \(f\) is defined as
\[
D^\alpha f = \frac{\partial |\alpha|! f}{\partial^{\alpha_1}x_1 \cdots \partial^{\alpha_n}x_n}.
\]
The \((k,p)\)-th order Sobolev norm of a function \(f\) is defined as follows,
\[
\|f\|_{W^{k,p}} = \left[ \sum_{\alpha: \|\alpha\|_1 \leq k} \int_{\mathcal{X}} |D^\alpha f(x)|^p \, dx \right]^{1/p},
\]
where we let \(dx\) denote the Lebesgue measure. Sometimes, what we need is integration with respect to a general probability measure \(\nu\). In this case, we define the weighted \((k,p)\)-th order Sobolev norm by replacing the integration with respect to \(\nu\), namely,
\[
\|f\|_{W^{k,p}_\nu} = \left[ \sum_{\alpha: \|\alpha\|_1 \leq k} \int_{\mathcal{X}} |D^\alpha f(x)|^p \, d\nu(x) \right]^{1/p}.
\]
All functions with finite (weighted) \((k,p)\)-th order Sobolev norm consists the (weighted) \((k,p)\)-th order Sobolev space, which is denoted by \(W^{k,p}_\nu(\mathcal{X})\) (\(W^{k,p}_\nu(\mathcal{X})\)). Note that the (weighted) Sobolev space is a Banach space and when \(p = 2\), it is also a Hilbert space with the following inner product
\[
\langle f, g \rangle_{W^{k,p}_\nu} = \sum_{\alpha: \|\alpha\|_1 \leq k} \int_{\mathcal{X}} D^\alpha f(x) \cdot D^\alpha g(x) \, d\nu(x).
\]
In the sequel, we aim to show that \(W^{k,2}(\mathcal{X})\) is also an RKHS when \(k > d/2\). To this end, we first introduce an equivalent definition of RKHS without using an explicit reproducing kernel.

**Definition B.1** (Implicit Definition of RKHS). A Hilbert space \((\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})\) is an RKHS if the evaluation functionals is continuous on \(\mathcal{H}\). That is, for any \(x \in \mathcal{X}\), there exists a constant \(M_x > 0\) such that
\[
|f(x)| \leq M_x \cdot \|f\|_{\mathcal{H}}\text{ for all } f \in \mathcal{H}.
\]
The above definition of RKHS does not require an explicit construction of the kernel function and hence is easier to check in practice. Moreover, as shown in Theorem 1 in Berlinet and Thomas-Agnan (2011), \((\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})\) has a reproducing kernel if and only if the evaluation functionals are continuous on \(\mathcal{H}\). Thus, Definition B.1 is equivalent to the one given in §2.3. Utilizing the equivalent definition, we have the following theorem.

**Theorem B.2.** For any \(k > d/2\), the \((k,2)\)-th order Sobolev space \(W^{k,2}(\mathcal{X})\) defined on a bounded domain \(\mathcal{X} \subseteq \mathbb{R}^d\) is an RKHS.

**Proof.** To prove that \(W^{k,2}(\mathcal{X})\) is an RKHS, by Definition B.1, it suffices to show that there exists a constant \(C > 0\) such that \(\sup_{x \in \mathcal{X}} |f(x)| \leq C \cdot \|f\|_{W^{k,2}}\). To this end, we first introduce the notion of the Hölder continuous function and the Hölder space. See, e.g., Chapter 5 of Evans (2010) for details.

**Definition B.3** (Hölder space). Let \(\mathcal{X}\) be a bounded domain in \(\mathbb{R}^d\) and \(\alpha > 0\) be a constant. A function \(f: \mathcal{X} \to \mathbb{R}\) is called \(\alpha\)-Hölder continuous, if there exists a constant \(C > 0\) such that
\[
|f(x) - f(y)| \leq C \cdot \|x - y\|_2^\alpha \text{ for all } x, y \in \mathcal{X}.
\]
Moreover, we define
\[
\|f\|_{C^{0,\alpha}} = \sup_{x \neq y \in \mathcal{X}} \frac{|f(x) - f(y)|}{\|x - y\|_2^\alpha},
\]
as the Hölder coefficient of $f$.

For any integer $k \geq 0$, the Hölder space $C^{k,\alpha}(\mathcal{X})$ contains all functions with continuous derivatives up to order $k$ and the $k$-th partial derivatives are $\alpha$-Hölder continuous. Specifically, we define the Hölder norm of $f$ as

$$
\|f\|_{C^{k,\alpha}} = \max_{\alpha : \|\alpha\|_1 \leq k} \sup_{x \in \mathcal{X}} |D^\alpha f(x)| + \max_{\alpha : \|\alpha\|_1 = k} \|D^\alpha f\|_{C^{0,\alpha}},
$$

(B.4)

where the maximization in (B.4) is taken over all multi-indices and $\| \cdot \|_{C^{0,\alpha}}$ is defined in (B.3). Then, we define the Hölder space $C^{k,\alpha}(\mathcal{X})$ as

$$
C^{k,\alpha}(\mathcal{X}) = \{ f : \mathcal{X} \to \mathbb{R} : \|f\|_{C^{k,\alpha}} < \infty \}.
$$

Besides, it is known that $C^{k,\alpha}(\mathcal{X})$ equipped with norm $\| \cdot \|_{C^{k,\alpha}}$ is a Banach space.

Our proof is based on the Sobolev embedding inequality, which specifies a sufficient condition for the Sobolev space $W^{k,p}(\mathcal{X})$ to be contained in a Hölder space. Formally, we have the following lemma.

**Lemma B.4** (Sobolev Embedding Inequality). Let $\mathcal{X}$ be a bounded domain in $\mathbb{R}^d$. Consider the Sobolev space $W^{k,p}(\mathcal{X})$. We let $\gamma = \lfloor d/p \rfloor + 1 - d/p$ if $d/p$ is not an integer, and let $\gamma$ be an arbitrary number in $(0, 1)$ if $d/p$ is an integer. Then, if $k > d/p$, we have $W^{k,p}(\mathcal{X}) \subseteq C^{m,\gamma}(\mathcal{X})$, where $m = k - \lfloor d/p \rfloor - 1$. More specifically, there exists a constant $C$ such that for all $u \in W^{k,p}(\mathcal{X})$, it holds that

$$
\|u\|_{C^{m,\gamma}} \leq C \cdot \|u\|_{W^{k,p}},
$$

(B.5)

where $C$ depends only on $k, d, p, \gamma$ and $\mathcal{X}$, and $\| \cdot \|_{C^{m,\gamma}}$ and $\| \cdot \|_{W^{k,p}}$ are the Hölder and Sobolev norms, respectively.

Lemma B.4 is a standard result in literature of partial differential equations. See Theorem 6 in Chapter 5 of Evans (2010) for a detailed proof. Applying Lemma B.4 with $p = 2$ and $k > d/2$, we obtain that

$$
\sup_{x \in \mathcal{X}} |f(x)| \leq C \cdot \|u\|_{W^{k,2}}
$$

(B.6)

for any $f \in W^{k,2}(\mathcal{X})$, where $C$ does not depend on the choice of $f$. Finally, recall that the Sobolev space $W^{k,2}(\mathcal{X})$ is also a Hilbert space. By Definition B.1, $W^{k,2}(\mathcal{X})$ is an RKHS, which completes the proof of Theorem B.2.

Similar result holds for the weighted Sobolev space, which is established in the following corollary.

**Corollary B.5.** For the $(k,2)$-th order weighted Sobolev space $W^{k,2}_\nu(\mathcal{X})$ defined on a bounded domain $\mathcal{X} \subseteq \mathbb{R}^d$. We assume that the measure $\nu$ has a density function $\nu(x)$ with respect to the Lebesgue measure and $\nu(x)$ is lower bounded by some constant $\kappa > 0$. Then $W^{k,2}_\nu(\mathcal{X})$ is an RKHS if $k > n/2$. 
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Proof. By the definition of weighted Sobolev space, $W^{k,2}_\nu(X)$ is a Hilbert space. Similar to the proof of Theorem B.2, since $\nu(x)$ is lower bounded by $\kappa$, for any $f \in W^{k,2}_\nu$, we have
\[
\sup_{x \in X} |f(x)| \leq C \cdot \|u\|_{W^{k,2}} \leq C/\kappa \cdot \|u\|_{W^{k,2}},
\]
where the second inequality follows from the definition of weighted Sobolev norm $\|\cdot\|_{W^{k,2}}$. Therefore, by Definition B.1, $W^{k,2}_\nu(X)$ is an RKHS.

As an RKHS, the kernel function of Sobolev space is bounded (Novak et al., 2018), which satisfies Assumption 4.4.

B.3 Stochastic Gradient Descent on Riemannian Manifold

In this section, we examine the convergence of stochastic (Riemannian) gradient descent on a general Riemannian manifold $(M, g)$, which serves as the foundation of the analysis of variational transport. Throughout this subsection, we assume that any two points on $M$ uniquely determine a geodesic. Let $\|\cdot\|$ be the geodesic distance on $M$. Before we present the convergence result, we first extend the classical optimization concepts to Riemannian manifolds. The definitions in this section can also be found in the literature on geodesically convex optimization. See, e.g., Zhang and Sra (2016); Zhang et al. (2016); Liu et al. (2017); Zhang and Sra (2018) and the references therein.

Definition B.6 (Geodesical Convexity). A function $f : M \to \mathbb{R}$ is called geodesically convex if for any $x, y \in M$ and a geodesic $\gamma : [0, 1] \to M$ such that $\gamma(0) = x$ and $\gamma(1) = y$, we have
\[
f[\gamma(t)] \leq t \cdot f[\gamma(0)] + (1 - t) \cdot f[\gamma(1)], \quad \forall t \in [0, 1].
\]
(B.7)

The following lemma characterizes the geodesical convexity based on the gradient of $f$.

Lemma B.7. A differentiable function $f : M \to \mathbb{R}$ is geodesically convex if and only if
\[
f(y) \geq f(x) + \langle \text{grad} f(x), \text{Exp}_x^{-1}(y) \rangle_x, \quad \forall x, y \in M.
\]
(B.8)

Proof. For any $x, y \in M$, let $\gamma : [0, 1] \to M$ be the unique geodesic satisfying $\gamma(0) = x$ and $\gamma(1) = y$. By the definition of the exponential mapping, we have $\text{Exp}_x[\gamma'(0)] = y$ and $\gamma'(0) = \text{Exp}_x^{-1}(y)$. In addition, (B.7) shows that $f[\gamma(t)]$ is a convex and differentiable function with respect to $t$, which further implies
\[
f[\gamma(1)] \geq f[\gamma(0)] + \frac{d}{dt} f[\gamma(t)] \bigg|_{t=0}.
\]
(B.9)

By the definition of the directional derivative, we have
\[
\frac{d}{dt} f[\gamma(t)] \bigg|_{t=0} = \nabla_{\gamma'(0)} f(x) = \langle \text{grad} f(x), \gamma'(0) \rangle_x = \langle \text{grad} f(x), \text{Exp}_x^{-1}(y) \rangle_x.
\]
(B.10)
Thus, combining (B.9) and (B.10), we obtain (B.8) of Lemma B.7.
It remains to show that (B.8) implies (B.7). For any geodesic $\gamma : [0, 1] \to \mathcal{M}$, we aim to show that $f[\gamma(t)]$ is a convex function of $t$. To see this, for any $0 \leq t_1 \leq t_2 \leq 1$, let $x = \gamma(t_1)$ and $y = \gamma(t_2)$. Note that we can reparametrize $\gamma$ to obtain a new geodesic $\hat{\gamma}$ with $\hat{\gamma}(0) = x$ and $\hat{\gamma}(1) = y$ by letting

$$\hat{\gamma}(t) = \gamma(t_1 + (t_2 - t_1) \cdot t)$$

for any $t \in [0, 1]$. Since $\hat{\gamma}$ is a geodesic, by the definition of the exponential map, we have

$$\text{Exp}_x^{-1}(y) = \hat{\gamma}'(0) = (t_2 - t_1) \cdot \gamma'(t_1).$$

Thus, by (B.8), we have

$$f[\gamma(t_2)] = f(y) \geq f(x) + \langle \text{grad} f(x), \text{Exp}_x^{-1}(y) \rangle_x$$

$$= f[\gamma(t_1)] + \langle \text{grad} f[\gamma(t_1)], (t_2 - t_1) \cdot \gamma'(t_1) \rangle_{\gamma(t_1)} = f[\gamma(t_1)] + (t_2 - t_1) \cdot \frac{d}{dt} f[\gamma(t)] \bigg|_{t=t_1},$$

which implies that $f[\gamma(t)]$ is a convex function of $t$. Thus, (B.7) holds, which completes the proof. \qed

In the following, we extend the concepts of strong convexity and smoothness to Riemannian manifolds.

**Definition B.8 (Geodesically Strong Convexity and Smoothness).** For any $\mu > 0$, a differentiable function $f : \mathcal{M} \to \mathbb{R}$ is called geodesically $\mu$-strongly convex if

$$f(y) \geq f(x) + \langle \text{grad} f(x), \text{Exp}_x^{-1}(y) \rangle_x + \mu/2 \cdot \|x - y\|^2.$$

Function $f$ is geodesically $L$-smooth if grad $f$ is $L$-Lipschitz continuous. That is, for any $x, y \in \mathcal{M}$, we have

$$\langle \text{grad} f(x) - \Gamma_y^x[\text{grad} f(y)], \text{grad} f(x) - \Gamma_y^x[\text{grad} f(y)] \rangle_x \leq L^2 \cdot \|x - y\|^2,$$  \quad (B.11)

where $\Gamma_y^x : T_y \mathcal{M} \to T_x \mathcal{M}$ is the parallel transport.

Note that we apply the parallel transport in (B.11) to compare $\text{grad} f(x)$ and $\text{grad} f(y)$, which belong to two different tangent spaces. In the following, we introduce the notion of gradient dominated function.

**Definition B.9 (Gradient Dominance).** Let $\mu > 0$ and $f : \mathcal{M} \to \mathbb{R}$ be a differentiable function with $f^* = \min_{x \in \mathcal{M}} f(x)$. Function $f$ is called $\mu$-gradient dominated if

$$2\mu \cdot [f(x) - f^*] \leq \langle \text{grad} f(x), \text{grad} f(x) \rangle_x, \quad \forall x \in \mathcal{M}. \quad (B.12)$$

In the following lemma, similarly to functions on the Euclidean space, we show that grad $f$ being Lipschitz smooth implies that $f$ can be upper bounded by the distance function. Meanwhile, we prove that gradient dominance is implied by geodesically strong convexity and is thus a weaker condition.
Lemma B.10. If \( f : M \to \mathbb{R} \) is geodesically \( \mu \)-strongly convex, then \( f \) is also \( \mu \)-gradient dominated. In addition, if \( f \) has \( L \)-Lipschitz continuous gradient, then we have

\[
f(y) \leq f(x) + \langle \nabla f(x), \exp_x^{-1}(y) \rangle_x + L/2 \cdot \|x - y\|^2, \quad \forall x, y \in M. \tag{B.13}
\]

Proof. For the first part, let \( f \) be a geodesically \( \mu \)-strongly convex function. Since \((M, g)\) is a geodesic space, we have \( \|x - y\|^2 = \langle \exp_x^{-1}(y), \exp_x^{-1}(y) \rangle_x \). Thus, by direct computation, we have

\[
f(y) \geq f(x) + \langle \nabla f(x), \exp_x^{-1}(y) \rangle_x + \mu/2 \cdot \langle \exp_x^{-1}(y), \exp_x^{-1}(y) \rangle_x \\
= f(x) + \mu/2 \cdot \left( \exp_x^{-1}(y) + 1/\mu \cdot \nabla f(x), \exp_x^{-1}(y) + 1/\mu \cdot \nabla f(x) \right)_x \\
- 1/(2\mu) \cdot \langle \nabla f(x), \nabla f(x) \rangle_x \\
\geq f(x) - 1/(2\mu) \cdot \langle \nabla f(x), \nabla f(x) \rangle_x. \tag{B.14}
\]

By setting \( y = x^* \) such that \( f(x^*) = f^* \) in (B.14), we establish (B.12).

To establish the second part of Lemma B.10, for any \( x, y \in M \), let \( \gamma \) be the unique geodesic satisfying \( \gamma(0) = x \) and \( \gamma(1) = y \). Then, we have \( \exp_x^{-1}(y) = \gamma'(0) \). Moreover, for any \( t \in [0, 1] \), note that \( \gamma'(t) \in T_{\gamma(t)}M \). By the definition of the parallel transport, we have \( \Gamma_x^\gamma \gamma'(t) = \gamma'(0) = \exp_x^{-1}(y) \). Thus, by (B.10) it holds that

\[
f(y) - f(x) - \langle \nabla f(x), \exp_x^{-1}(y) \rangle_x = f[\gamma(1)] - f[\gamma(0)] - \frac{d}{dt} f[\gamma(t)] \bigg|_{t=0} \\
= \int_0^1 \left\{ \langle \nabla f[\gamma(t)], \gamma'(t) \rangle_{\gamma(t)} - \langle \nabla f(x), \gamma'(0) \rangle_x \right\} dt \\
= \int_0^1 \left( \langle T_{\gamma(t)} \{ \nabla f[\gamma(t)] \} - \nabla f(x), \exp_x^{-1}(y) \rangle_x \right) dt, \tag{B.15}
\]

where in the last equality we transport the tangent vectors in \( T_{\gamma(t)}M \) to \( T_zM \). Besides, by (B.11) and the Cauchy-Schwarz inequality, for any \( z \in M \), we have

\[
\left| \langle \nabla f(x) - \Gamma_z^x[\nabla f(z)], \exp_x^{-1}(y) \rangle_x \right| \\
\leq \left\{ \langle \nabla f(x) - \Gamma_z^x[\nabla f(z)], \nabla f(x) - \Gamma_z^x[\nabla f(z)] \rangle_x \right\}^{1/2} \cdot \left[ \langle \exp_x^{-1}(y), \exp_x^{-1}(y) \rangle_x \right]^{1/2} \\
\leq L \cdot \|x - y\| \cdot \|z - x\|. \tag{B.16}
\]

Finally, combining (B.15) and (B.16), we have

\[
f(y) - f(x) - \langle \nabla f(x), \exp_x^{-1}(y) \rangle_x \leq L \cdot \int_0^1 \|x - y\| \cdot \|\gamma(t) - x\| \, dt = L/2 \cdot \|x - y\|^2,
\]

where the last equality follows from the fact that \( \|\gamma(t) - x\| = \|\gamma(t) - \gamma(0)\| = t \cdot \|x - y\| \). Therefore, we establish (B.13) and complete the proof of Lemma B.10. \( \square \)

Now we are ready to study the convergence of stochastic gradient descent for optimization on \((M, g)\). Let \( f : M \to \mathbb{R} \) be a differentiable function and our goal is minimize such an objective
function on $\mathcal{M}$, i.e., $\min_{x \in \mathcal{M}} f(x)$. Initialized from $x_0 \in \mathcal{M}$, stochastic (Riemannian) gradient descent constructs a sequence of iterates $\{x_t\}_{t \geq 0} \subseteq \mathcal{M}$ according to

$$x_{t+1} = \text{Exp}_{x_t}(-\alpha_t \cdot g_t), \quad \text{B.17}$$

where $g_t \in T_{x_t} \mathcal{M}$ is the descent direction and $\alpha_t > 0$ is the stepsize. Here we assume $g_t = \nabla f(x_t) + \delta_t$ is a stochastic perturbation of $\nabla f(x_t)$ with error $\delta_t$ which might be biased. The following theorem establishes a finite-time convergence guarantee for such a method.

**Theorem B.11 (Stochastic Riemannian Gradient Descent).** Let $f : \mathcal{M} \to \mathbb{R}$ be a differentiable function on a Riemannian manifold $(\mathcal{M}, g)$ that is complete and connected. We assume $f$ is $\mu$-gradient dominated and has $L$-Lipschitz continuous gradient, where parameters $\mu$ and $L$ satisfy $0 < \mu \leq L$. Let $\{x_t\}_{t \geq 0}$ be generated according to (B.17), where $g_t = \nabla f(x_t) + \delta_t$ for some $\delta_t \in T_{x_t} \mathcal{M}$. For each $t \geq 0$, we denote by $\mathcal{F}_t$ the $\sigma$-algebra generated by $\{x_k\}_{k \leq t}$. In addition, we assume that there is a sequence $\{\varepsilon_t\}_{t \geq 0} \subseteq \mathbb{R}$ such that $\mathbb{E}[\langle \delta_t, \delta_t \rangle_{x_t} | \mathcal{F}_t] = \varepsilon_t$ for all $t \geq 0$. Moreover, the stepsize $\alpha_t$ in (B.17) is set to be a constant $\alpha \in (0, 1/(4L)]$. Then, for any $t \geq 1$, it holds that

$$\mathbb{E}[f(x_t)] - f^* \leq \rho^t \cdot [f(x_0) - f^*] + \alpha \cdot \rho^t \cdot \sum_{\ell=0}^{t-1} \varepsilon_{\ell+1} \cdot \rho^{-(\ell+1)}, \quad \text{B.18}$$

where we define $\rho = 1 - \alpha \cdot \mu/2$. Furthermore, if sequence $\{\varepsilon_t\}_{t \geq 0}$ converges to zero as $t$ goes to infinity, then (B.18) implies that $\lim_{t \to \infty} \mathbb{E}[f(x_t)] - f^* = 0$, i.e, the stochastic gradient updates in (B.17) converge to the global minimum of $f$.

This theorem proves that, when $\alpha$ is properly chosen, the expected suboptimality $\mathbb{E}[f(x_t)] - f^*$ is upper bounded by a sum of two terms. The first term decays to zero at a linear rate, which corresponds to the convergence rate of Riemannian gradient descent with an exact gradient. Meanwhile, the second term exhibits the effect of the gradient errors $\{\delta_t\}_{t \geq 0}$ and converges to zero if the second-order moments of $\{\delta_t\}_{t \geq 0}$, i.e., $\{\varepsilon_t\}_{t \geq 0}$, converge to zero.

**Proof.** We first analyze the performance of a single step of stochastic Riemannian gradient descent. Since $\nabla f$ is $L$-Lipschitz, by (B.13) in Lemma B.10, we have for any $k \geq 0$ that

$$f(x_{k+1}) \leq f(x_k) - \alpha_k \cdot \langle \nabla f(x_k), \nabla f(x_k) \rangle_{x_k} - \alpha_k \cdot \langle \nabla f(x_k), \delta_k \rangle_{x_k} + \alpha_k^2 \cdot L/2 \cdot \langle \nabla f(x_k) + \delta_k, \nabla f(x_k) + \delta_k \rangle_{x_k}. \quad \text{B.19}$$

Here $\langle \cdot, \cdot \rangle_{x_k}$ denotes the inner product on $T_{x_k} \mathcal{M}$. By the basic inequality $2ab \leq a^2 + b^2$, we have

$$-2\langle \nabla f(x_k), \delta_k \rangle_{x_k} \leq \langle \nabla f(x_k), \nabla f(x_k) \rangle_{x_k} + \langle \delta_k, \delta_k \rangle_{x_k}, \quad \text{B.20}$$

$$\langle \nabla f(x_k) + \delta_k, \nabla f(x_k) + \delta_k \rangle_{x_k} \leq 2\langle \nabla f(x_k), \nabla f(x_k) \rangle_{x_k} + 2\langle \delta_k, \delta_k \rangle_{x_k}. \quad \text{B.21}$$

Thus, combining (B.19), (B.20), and (B.21), we have

$$f(x_{k+1}) \leq f(x_k) - \alpha_k \cdot \langle \nabla f(x_k), \nabla f(x_k) \rangle_{x_k} + (\alpha_k/2 + \alpha_k^2 \cdot L) \cdot \langle \nabla f(x_k), \nabla f(x_k) \rangle_{x_k} + \langle \delta_k, \delta_k \rangle_{x_k}$$

$$= f(x_k) - \alpha_k \cdot (1 - 2\alpha_kL) \cdot \langle \nabla f(x_k), \nabla f(x_k) \rangle_{x_k} + \alpha_k(1 + 2\alpha_kL) \cdot \langle \delta_k, \delta_k \rangle_{x_k}. \quad \text{B.22}$$
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Moreover, since \( f \) is \( \mu \)-gradient dominated, combining (B.12) and (B.22) we have
\[
f(x_{k+1}) \leq f(x_k) - \mu \cdot \alpha_k \cdot (1 - 2\alpha_k L) \cdot [f(x_k) - f^*] + \alpha_k (1 + 2\alpha_k L)/2 \cdot \langle \delta_k, \delta_k \rangle_{x_k}.
\] (B.23)

Taking the conditional expectation given \( \mathcal{F}_k \) on both sides of (B.23), we obtain that
\[
\mathbb{E}[f(x_{k+1}) | \mathcal{F}_k] - f^* \leq [1 - \mu \cdot \alpha_k \cdot (1 - 2\alpha_k L)] \cdot [f(x_k) - f^*] + \alpha_k (1 + 2\alpha_k L)/2 \cdot \varepsilon_k.
\] (B.24)

Thus, in (B.24) we establish the performance of a single step of stochastic gradient descent.

Under the assumption that \( \alpha_k = \alpha \leq 1/(4L) \), we have \( 1 - \mu \cdot \alpha_k \cdot (1 - 2\alpha_k L) \leq 1 - \alpha \cdot \mu/2 \in (0, 1) \) and \( (1 + 2\alpha_k L)/2 \leq 1 \). Recall that we define \( \rho = 1 - \alpha \cdot \mu/2 \). Thus, by taking the total expectation on both ends of (B.24), we have
\[
\mathbb{E}[f(x_{k+1})] - f^* \leq \rho \cdot \{ \mathbb{E}[f(x_k)] - f^* \} + \alpha \cdot \varepsilon_k.
\] (B.25)

The recursive relationship in (B.25) implies that
\[
\rho^{-(k+1)} \cdot \{ \mathbb{E}[f(x_{k+1})] - f^* \} \leq \rho^{-k} \cdot \{ \mathbb{E}[f(x_k)] - f^* \} + \rho^{-(k+1)} \cdot \alpha \cdot \varepsilon_k.
\] (B.26)

Thus, \( \{ \rho^{-k} \cdot \mathbb{E}[f(x_k) - f^*] \}_{k \geq 0} \) form a telescoping series. From (B.26), by summing from \( k = 0 \) to any \( t \geq 1 \), we have
\[
\rho^{-t} \cdot \{ \mathbb{E}[f(x_t)] - f^* \} \leq \sum_{\ell=0}^{t-1} \alpha \cdot \varepsilon_\ell \cdot \rho^{-(\ell+1)} + [f(x_0) - f^*]
\]
for all \( t \geq 1 \), which implies (B.18).

Finally, if the series \( \{ \varepsilon_\ell \}_{\ell \geq 0} \) converges to zero as \( t \) goes to infinity, for any \( \epsilon > 0 \), there exists an integer \( N_\epsilon > 0 \) depending on \( \epsilon \) such that, \( \varepsilon_\ell < \epsilon \) for all \( t \geq N_\epsilon \). Thus, for any \( t \geq N_\epsilon + 2 \), we have
\[
\rho^t \cdot \sum_{\ell=0}^{t-1} \varepsilon_\ell \cdot \rho^{-(\ell+1)} = \rho^t \cdot \left[ \sum_{\ell=0}^{N_\epsilon} \varepsilon_\ell \cdot \rho^{-(\ell+1)} \right] + \rho^t \cdot \sum_{\ell=N_\epsilon+1}^{t-1} \varepsilon_\ell \cdot \rho^{-(\ell+1)}
\]
\[
\leq \rho^t \cdot \left[ \sum_{\ell=0}^{N_\epsilon} \varepsilon_\ell \cdot \rho^{-(\ell+1)} \right] + \epsilon \cdot \sum_{\ell=N_\epsilon+1}^{t-1} \rho^{t-(\ell+1)} \leq \rho^t \cdot \left[ \sum_{\ell=0}^{N_\epsilon} \varepsilon_\ell \cdot \rho^{-(\ell+1)} \right] + \epsilon/(1 - \rho).
\] (B.27)

Note that \( N_\epsilon \) in (B.27) does not depend on \( t \). Thus, combining (B.18) and (B.27) and letting \( t \) goes to infinity, we obtain that
\[
\limsup_{t \to \infty} \{ \mathbb{E}[f(x_t)] - f^* \} \leq \epsilon/(1 - \rho),
\]
where \( \epsilon \) can be set arbitrarily small. Therefore, we have \( \lim_{t \to \infty} \mathbb{E}[f(x_t)] - f^* = 0 \), which completes the proof of Theorem B.11.

\[\square\]

### C Proof of Main Result

In this section, we lay out the proofs of the main results, namely, Theorems 4.5 and 4.8.
C.1 Proof of Theorem 4.5

Proof. The proof of Theorem 4.5 consists of three steps. Specifically, in the first and second steps, we upper bound the bias caused by the RKHS norm regularization and the variance of the estimator, respectively. Then, in the last step we balance the bias and variance by choosing a suitable regularization parameter $\lambda$ and obtain the final the estimation error $\|f_{n,\lambda} - f^*\|_{\mathcal{H}}$, which further yields an upper bound on $\|\nabla f_{n,\lambda} - \nabla f^*\|_{\mathcal{L}_\nu^2}$.

Step 1. We first consider the bias incurred by the regularization. To this end, we define

$$f_\lambda = \arg\min_{f \in \mathcal{H}} L_\lambda(f), \quad \text{where} \quad L_\lambda(f) = L(f) + \lambda/2 : \|f\|_{\mathcal{H}}^2.$$ \hfill (C.1)

Note that the optimization problem in (C.1) is the population version of the one in (4.3). Since $f^*$ is equal to $f_\lambda$ in (C.1) with $\lambda = 0$, $\|f_\lambda - f^*\|_{\mathcal{H}}$ reflects the bias due to the regularization $\lambda/2 : \|f\|_{\mathcal{H}}^2$.

The basic idea of bounding this term is as follows. By the definitions of $f_\lambda$ and $f^*$, we have that

$$\mathcal{D}L(f_\lambda) + \lambda \cdot f_\lambda = \mathcal{D}L_\lambda(f_\lambda) = 0, \quad \mathcal{D}L(f^*) = 0.$$ \hfill (C.2)

We aim to apply spectral decomposition to $f_\lambda$ and $f^*$ using the orthonormal basis of RKHS $\mathcal{H}$ and upper bound the discrepancy between the corresponding coefficients. However, the challenge is that, when the population loss $L$ is not quadratic, the Fréchet derivative $\mathcal{D}L$ is not a linear functional, which makes it intractable to obtain $f_\lambda$ in closed form. To overcome such a difficulty, we take a detour by linearizing the optimality condition of $f_\lambda$ in (C.2) via the Taylor expansion and obtain an approximate solution $\widehat{f}_\lambda$ to the linearized equation. Then, we control the bias by upper bounding $\|\widehat{f}_\lambda - f^*\|_{\mathcal{H}}$ and $\|\widehat{f}_\lambda - f_\lambda\|_{\mathcal{H}}$ separately. Since $\widehat{f}_\lambda$ is the solution to a linear equation, we can obtain it in a closed form, which enables us to upper bound $\|\widehat{f}_\lambda - f^*\|_{\mathcal{H}}$ via spectral decomposition. Besides, to handle the linearization error $\|\widehat{f}_\lambda - f_\lambda\|_{\mathcal{H}}$, we resort to the contractive mapping theorem (Rudin, 1976) to control it using $\|\widehat{f}_\lambda - f^*\|_{\mathcal{H}}$.

Specifically, by applying the Taylor expansion to $\mathcal{D}L_\lambda$, for any $f$ that is close to $f^*$, we have

$$\mathcal{D}L_\lambda(f) \approx \mathcal{D}L_\lambda(f^*) + \mathcal{D}^2L_\lambda(f^*)(f - f^*).$$ \hfill (C.3)

By setting the right-hand-side of (C.3) to zero, the solution $\widehat{f}_\lambda$ is given by

$$\widehat{f}_\lambda = f^* - \lambda \cdot (\mathcal{D}^2F^*(f^*) + \lambda \cdot \text{id})^{-1} : f^* = [(\mathcal{D}^2F^*(f^*) + \lambda \cdot \text{id})^{-1} \circ \mathcal{D}^2F^*(f^*)] f^*,$$ \hfill (C.4)

where $\mathcal{D}^2F^*(f^*) : \mathcal{H} \rightarrow \mathcal{H}$ is the second-order Fréchet derivative with respect to the RKHS norm and $\text{id} : \mathcal{H} \rightarrow \mathcal{H}$ is the identity mapping on $\mathcal{H}$. By the triangle inequality, we upper bound the bias term $\|f_\lambda - f^*\|_{\mathcal{H}}$ by

$$\|f_\lambda - f^*\|_{\mathcal{H}} \leq \|\widehat{f}_\lambda - f^*\|_{\mathcal{H}} + \|f_\lambda - \widehat{f}_\lambda\|_{\mathcal{H}}.$$ \hfill (C.5)

We first bound $\|\widehat{f}_\lambda - f^*\|_{\mathcal{H}}$ via spectral decomposition. As introduced in §2.3, $\mathcal{H}$ can be viewed as a subset of $\mathcal{L}_\nu^2(\mathcal{X})$, where $\nu$ denotes the Lebesgue measure on $\mathcal{X}$. Consider the connection
between $\mathcal{H}$ and $L_2^0(\mathcal{X})$. Recall that we introduce the operator $\mathcal{C}: \mathcal{H} \rightarrow \mathcal{H}$ in (2.8), which admits a spectral decomposition, where the eigenfunctions $\{\psi_i\}_{i \geq 1}$ form an orthogonal system of $L_2^0(\mathcal{X})$. Moreover, for any $f, g \in \mathcal{H}$, by the definition of $\mathcal{C}$, we have

$$
\langle f, g \rangle_{L_2^0} = \int_{\mathcal{X}} f(x) \cdot g(x) \, dx = \int_{\mathcal{X}} f(x) \cdot \langle g(\cdot), K(x, \cdot) \rangle_{\mathcal{H}} \, dx
$$

$$
= \langle g(\cdot), \int_{\mathcal{X}} f(x) \cdot K(x, \cdot) \, dx \rangle_{\mathcal{H}} = \langle g, \mathcal{C} f \rangle_{\mathcal{H}}.
$$

(C.6)

Then, using the orthogonal system $\{\psi_i\}_{i \geq 1}$, we can write $f^*$ using $\{\psi_i\}_{i \geq 1}$ as $f^*(x) = \sum_{i=1}^{\infty} a_i \psi_i(x)$, where $\{a_i\}_{i \geq 1} \subseteq \mathbb{R}$. Besides, let $\{\zeta_i\}_{i \geq 1}$ be the eigenvalues of the operator $\mathcal{D}^2 F^*(f^*) : \mathcal{H} \rightarrow \mathcal{H}$. Since $F^*$ is strongly convex under Assumption 4.1, for any $h \in \mathcal{H}$, by (4.4) in Assumption 4.1 and (C.6), we have

$$
\langle h, \mathcal{D}^2 F^*(f^*) h \rangle_{\mathcal{H}} \geq \kappa \cdot \langle h, h \rangle_{L_2^0} = \kappa \cdot \langle h, \mathcal{C} h \rangle_{\mathcal{H}},
$$

which implies that $\mathcal{D}^2 F^*(f^*) \succeq \kappa \cdot \mathcal{C}$. This further implies that $\kappa \cdot \mu_i \leq \zeta_i$ for all $i \geq 1$, where $\{\mu_i\}_{i \geq 1}$ are the eigenvalues of operator $\mathcal{C}$. Thus, combining the spectral decomposition of $f^*$ and the definition of $\hat{f}_\lambda$ in (C.4), we obtain

$$
f^* - \hat{f}_\lambda = \lambda \cdot (\mathcal{D}^2 F^*(f^*) + \lambda \cdot \text{id})^{-1} \cdot f^* = \sum_{i=1}^{\infty} \frac{\lambda \cdot a_i}{\lambda + \zeta_i} \cdot \psi_i = \sum_{i=1}^{\infty} \frac{\lambda \cdot a_i \cdot \mu_i^{-1/2}}{\lambda + \zeta_i} \cdot \sqrt{\mu_i} \psi_i.
$$

(C.7)

Since $\{\sqrt{\mu_i} \psi_i\}_{i \geq 1}$ forms an orthogonal basis of $\mathcal{H}$, by Parseval’s equation and (C.7), we have

$$
\|\hat{f}_\lambda - f^*\|^2_{\mathcal{H}} = \sum_{i=1}^{\infty} \left( \frac{\lambda \cdot a_i \cdot \mu_i^{-1/2}}{\lambda + \zeta_i} \right)^2 = \lambda^2 \cdot \sum_{i=1}^{\infty} \left( \frac{\mu_i^{(\beta-1)/2}}{\lambda + \zeta_i} \right)^2 \cdot \mu_i^{-\beta} \cdot a_i^2
$$

$$
\leq (\lambda/\kappa)^2 \cdot \sum_{i=1}^{\infty} \left( \frac{\mu_i^{(\beta-1)/2}}{\lambda/\kappa + \mu_i} \right)^2 \cdot \mu_i^{-\beta} \cdot a_i^2,
$$

(C.8)

where $\beta \in (1, 2)$ and the inequality follows from the fact that $\kappa \cdot \mu_i \leq \zeta_i$. Meanwhile, for any $a \in (0, 1)$ and any $t, c > 0$, it holds that $t^a/(c + t) \leq c^{a-1}$. Note that we have $1 < \beta < 2$. Applying this inequality with $\alpha = (3 - \beta)/2$, $t = \lambda/\kappa$ and $c = \mu_i$, we have

$$
(\lambda/\kappa)^{3-\beta} \cdot (\lambda/\kappa + \mu_i)^{-2} \leq \mu_i^{1-\beta}.
$$

(C.9)

Thus, combining (C.8) and (C.9), we have

$$
\|\hat{f}_\lambda - f^*\|^2_{\mathcal{H}} \leq (\lambda/\kappa)^{\beta-1} \cdot \sum_{i=1}^{\infty} \left( \mu_i^{(\beta-1)/2} \right)^2 \cdot \mu_i^{-\beta} \cdot a_i^2 \leq (\lambda/\kappa)^{\beta-1} \cdot \sum_{i=1}^{\infty} \mu_i^{-\beta} \cdot a_i^2
$$

$$
= (\lambda/\kappa)^{\beta-1} \cdot \|f^*\|^2_{H^\beta},
$$

(C.10)

where $H^\beta$ is the power space of order $\beta$, whose definition is given in §B.2.
It remains to upper bound the linearization error \(\|\hat{f}_\lambda - f_\lambda\|_H\). In the following, for notational simplicity, we denote \(DL_\lambda\) by \(Z_\lambda\) and define an operator \(F_\lambda : H \rightarrow H\) by

\[
F_\lambda(\phi) = \phi - [DZ_\lambda(f^*)]^{-1} \circ Z_\lambda(f^* + \phi), \quad \forall \phi \in H.
\]  

(C.11)

Intuitively, \(F_\lambda\) characterizes the linearization error of \(Z_\lambda\). To see this, recall that the first equation in (C.2) is equivalent to \(Z_\lambda(f_\lambda) = 0\). As we see later, \(F_\lambda\) is a contraction mapping in a neighborhood of the target function \(f^*\) and thus has a unique fixed point \(\phi_\lambda\) locally, which satisfies \(F_\lambda(\phi_\lambda) = \phi_\lambda\).

Hence, by the definition of \(F_\lambda\) in (C.11), we have \(Z_\lambda(f^* + \phi_\lambda) = 0\), which implies that \(f_\lambda = f^* + \phi_\lambda\) by strong convexity. Besides, since \(DL(f^*) = 0\), we have \(Z_\lambda(f^*) = \lambda \cdot f^*\). Thus, \(\hat{f}_\lambda\) defined in (4.5) can be written as \(\hat{f}_\lambda = f^* + F_\lambda(0)\). Then, we can write the difference between \(\hat{f}_\lambda\) and \(f_\lambda\) as

\[
f_\lambda - \hat{f}_\lambda = (f_\lambda - f^*) - (\hat{f}_\lambda - f^*) = F_\lambda(\phi_\lambda) - F_\lambda(0),
\]  

(C.12)

which reduces our problem to upper bounding the discrepancy between \(\phi_\lambda\) and zero.

In the following, we first show that \(F_\lambda\) defined in (C.11) admits a unique fixed point locally. Specifically, let \(B_{2d_\lambda}(0) := \{f \in H : \|f\|_H \leq 2d_\lambda\}\) be the RKHS ball centered at zero with radius \(2d_\lambda\), where we define \(d_\lambda = \|\hat{f}_\lambda - f^*\|_H\). For any \(\phi \in B_{2d_\lambda}(0)\), by triangle inequality we have

\[
\|F_\lambda(\phi)\|_H \leq \|\hat{f}_\lambda - f^*\|_H + \|\phi - [DZ_\lambda(f^*)]^{-1} \circ Z_\lambda(f^* + \phi) - (\hat{f}_\lambda - f^*)\|_H
\]

\[
\leq d_\lambda + \|F_\lambda(\phi) - F_\lambda(0)\|_H.
\]  

(C.13)

Applying the second-order Taylor expansion to \(Z_\lambda\), we obtain that

\[
Z_\lambda(f^* + \phi_2) = Z_\lambda(f^* + \phi_1) + [DZ_\lambda(f^*) \cdot (\phi_2 - \phi_1)] +
\int_0^1 \int_0^1 D^2Z_\lambda\{f^* + s' \cdot [\phi_1 + s \cdot (\phi_2 - \phi_1)]\} \cdot (\phi_2 - \phi_1) \cdot [\phi_1 + s \cdot (\phi_2 - \phi_1)] \, ds' ds,
\]  

(C.14)

where \(\phi_1\) and \(\phi_2\) are any two elements in \(B_{2d_\lambda}(0)\). By rearranging the terms in (C.14), we have

\[
[DZ_\lambda(f^*)]^{-1} \circ [Z_\lambda(f^* + \phi_1) - Z_\lambda(f^* + \phi_2)] = (\phi_1 - \phi_2) - [DZ_\lambda(f^*)]^{-1}
\]

\[
\int_0^1 \int_0^1 D^2Z_\lambda\{f^* + s' \cdot [\phi_1 + s \cdot (\phi_2 - \phi_1)]\} \cdot (\phi_2 - \phi_1) \cdot [\phi_1 + s \cdot (\phi_2 - \phi_1)] \, ds' ds.
\]  

(C.15)

Besides, recall that we have \(DZ_\lambda(f) = D^2F^*(f) + \lambda \cdot \text{id}\) and \(D^2Z_\lambda(f) = D^3F^*(f)\) for any \(f \in H\). Hence, by (C.15) and the definition of \(F_\lambda\) in (C.11), we have

\[
F_\lambda(\phi_1) - F_\lambda(\phi_2) = (D^2F^*(f^*) + \lambda \cdot \text{id})^{-1}
\]

\[
\int_0^1 \int_0^1 D^3F^*\{f^* + s' \cdot [\phi_1 + s \cdot (\phi_2 - \phi_1)]\} \cdot (\phi_2 - \phi_1) \cdot [\phi_1 + s \cdot (\phi_2 - \phi_1)] \, ds' ds.
\]

In addition, by convexity, we have \(\phi_1 + s \cdot (\phi_2 - \phi_1) \in B_{2d_\lambda}(0)\) for all \(s \in [0,1]\). Thus, by the definition of \(\Theta_{\lambda,3}\) in (4.7) and the fact that \(\|\phi_1 + s \cdot (\phi_2 - \phi_1)\|_H \leq 2d_\lambda\), we have

\[
\|F_\lambda(\phi_1) - F_\lambda(\phi_2)\|_H \leq 2\Theta_{\lambda,3} \cdot d_\lambda \cdot \|\phi_1 - \phi_2\|_H.
\]  

(C.16)
Moreover, under Assumption 4.3, both \( d_\lambda = \|\hat{f}_\lambda - f^*\|_H \) and \( \Theta_{\lambda,3} \cdot d_\lambda \) converge to zero as \( \lambda \) goes to zero. Therefore, there exists a constant \( \lambda_0 > 0 \) such that, for all \( \lambda < \lambda_0 \), we have \( \Theta_{\lambda,3} \cdot d_\lambda < 1/4 \). As a result, (C.16) implies that \( F_\lambda \) is a 1/2-contractive mapping on the RKHS ball \( B_{2d_\lambda}(0) \). Furthermore, combining (C.13) and (C.16) we obtain for any \( \phi \in B_{2d_\lambda}(0) \) that

\[
\|F_\lambda(\phi)\|_H \leq d_\lambda + \|F_\lambda(\phi) - F_\lambda(0)\|_H \leq d_\lambda + 1/2 \cdot \|\phi\|_H \leq 2d_\lambda,
\]

which implies that \( F_\lambda(\phi) \in B_{2d_\lambda}(0) \) for all \( \phi \in B_{2d_\lambda}(0) \). Thus, by the contractive map theorem (Rudin, 1976), \( F_\lambda \) admits a unique fixed point \( \phi_\lambda \) in \( B_{2d_\lambda}(0) \), which satisfies \( \phi_\lambda = F_\lambda(\phi_\lambda) \).

Finally, using the fixed point \( \phi_\lambda \), we can write \( f_\lambda \) as \( f^* + \phi_\lambda \). Thus, by (C.12) we have

\[
\|f_\lambda - \hat{f}_\lambda\|_H = \|F_\lambda(\phi_\lambda) - F_\lambda(0)\|_H \leq 1/2 \cdot \|\phi_\lambda\|_H \leq d_\lambda = \|\hat{f}_\lambda - f^*\|_H. \tag{C.17}
\]

Then we combine (C.10) and (C.17) to obtain

\[
\|f^* - f\|_H \leq \|f_\lambda - \hat{f}_\lambda\|_H + \|f^* - \hat{f}_\lambda\|_H \leq 2(\lambda/\kappa)^{(\beta-1)/2} \cdot \|f^*\|_{H^\beta}, \tag{C.18}
\]

which establishes the bias of our estimator. Thus, we conclude the first step of the proof.

**Step 2.** In the second step, we control the variance of the estimator \( f_{n,\lambda} \), which is characterized by \( \|f_\lambda - f_{n,\lambda}\|_H \). Recall that we define \( f_{n,\lambda} \) defined in (4.3) is the solution to the regularized empirical risk minimization problem. By the optimality condition of \( f_{n,\lambda} \), we have

\[
L_n(f_{n,\lambda}) + \lambda/2 \cdot \|f_{n,\lambda}\|_H^2 \leq L_n(f_\lambda) + \lambda/2 \cdot \|f_\lambda\|_H^2. \tag{C.19}
\]

Besides, since \( L_n : \mathcal{H} \to \mathbb{R} \) is a convex functional on \( \mathcal{H} \), \( L_n(\cdot) + \lambda/2 \cdot \|\cdot\|_H^2 \) is \( \lambda/2 \)-strongly convex with respect to the RKHS norm, which implies

\[
L_n(f_{n,\lambda}) + \lambda/2 \cdot \|f_{n,\lambda}\|_H^2 \\
\geq L_n(f_\lambda) + \lambda/2 \cdot \|f_\lambda\|_H^2 + \langle D L_n(f_\lambda) + \lambda \cdot f_\lambda, f_{n,\lambda} - f_\lambda \rangle_H + \lambda/2 \cdot \|f_{n,\lambda} - f_\lambda\|_H^2. \tag{C.20}
\]

Hence, by (C.19), (C.20), and the Cauchy-Schwartz inequality, we have

\[
\|f_{n,\lambda} - f_\lambda\|_H \leq 2/\lambda \cdot \|D L_n(f_\lambda) + \lambda \cdot f_\lambda\|_H. \tag{C.21}
\]

Thus, to control the variance of \( f_{n,\lambda} \), it remains to upper bound the term \( \|D L_n(f_\lambda) + \lambda f_\lambda\|_H \). Note that \( \mathbb{E}[L_n(f)] = L(f) \) for any \( f \in \mathcal{H} \) and that \( f_\lambda \) is the minimizer of the regularized population risk \( L_\lambda(f) = L(f) + \lambda/2 \cdot \|f\|_H^2 \). We have

\[
\mathbb{E}[D L_n(f_\lambda) + \lambda \cdot f_\lambda] = D L_\lambda(f_\lambda) = 0,
\]

which implies that

\[
\|D L_n(f_\lambda) + \lambda \cdot f_\lambda\|_H \\
= \left\| D L_n(f_\lambda) + \lambda \cdot f_\lambda - \mathbb{E}[D L_n(f_\lambda) + \lambda \cdot f_\lambda] \right\|_H \\
= \left\| D L_n(f_\lambda) - \mathbb{E}[D L_n(f_\lambda)] \right\|_H. \tag{C.22}
\]
By the definition of $L_n$ in (4.3) and the reproducing property of RKHS $\mathcal{H}$, we obtain
\[
\mathcal{D}L_n(f_\lambda) - \mathbb{E}[\mathcal{D}L_n(f_\lambda)] = \frac{1}{n} \sum_{i=1}^{n} K(X_i, \cdot) - \int_{\mathcal{X}} K(x, \cdot) \mathbb{P}(dx),
\] (C.23)

where $K(\cdot, \cdot)$ is the reproducing kernel of $\mathcal{H}$. Thus, combining (C.22) and (C.23), to upper bound $\|\mathcal{D}L_n(f_\lambda) + \lambda \cdot f_\lambda\|_{\mathcal{H}}$, it suffices to characterize the concentration error of i.i.d. random variables \{\(K(X_i, \cdot)\)\}_{i \in [n]} measured in terms of the RKHS norm. We achieve such a goal via the Bernstein-type inequality for random variables taking values in a Hilbert space, which is stated as follows.

**Lemma C.1.** (Bernstein-Type Inequality for Hilbert Space Valued Random Variables) Let $(\Omega, \mathcal{E}, \mathbb{P})$ be a probability space and let $(\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})$ be a separable Hilbert space. We assume that $\xi : \Omega \to \mathcal{H}$ is a stochastic element taking values in $\mathcal{H}$. Suppose that there exist constants $L, \sigma > 0$ such that $\|\xi(\omega)\|_{\mathcal{H}} \leq L$ almost surely over $\mathbb{P}$ and that $\mathbb{E}_{\mathbb{P}}[\|\xi(\omega)\|_{\mathcal{H}}^2] \leq \sigma^2$. Let $\omega_1, \ldots, \omega_n$ be $n$ i.i.d. random variables with distribution $\mathbb{P}$. Then, for any $\tau \geq 1$, we have
\[
\mathbb{P}
\left(
\left| \frac{1}{n} \sum_{i=1}^{n} \xi(\omega_i) - \mathbb{E}_{\mathbb{P}}[\xi(\omega)] \right|_{\mathcal{H}} \geq \sqrt{\frac{16\tau\sigma^2}{n} + \frac{4L\tau}{3n}} \right) \leq 2e^{-\tau}.
\] (C.24)

Lemma C.1, obtained from Steinwart and Christmann (2008), is an extension of the classic Bernstein’s inequality (Bernstein, 1946) to random variables taking values in a Hilbert space $\mathcal{H}$. See Theorem 6.14 in Steinwart and Christmann (2008) for more details.

Now we apply Lemma C.1 to random variables \{\(K(X_i, \cdot)\)\}_{i=1}^{n}. Recall that under Assumption 4.4, we have $\|K(x, \cdot)\|_{\mathcal{H}} \leq C_{K,1}$ for all $x \in \mathcal{X}$. Hence, applying Lemma C.1 with $L = \sigma = C_{K,1}$, we have for all $\tau \geq 1$ that
\[
\mathbb{P}
\left( \left| \mathcal{D}L_n(f_\lambda) - \mathbb{E}[\mathcal{D}L_n(f_\lambda)] \right| \geq 4C_{K,1} \cdot \left( \sqrt{\frac{\tau}{n}} + \frac{\tau}{n} \right) \right) \leq 2e^{-\tau}.
\] (C.24)

Finally, combining (C.21), (C.22), and (C.24), we have for any $\tau \geq 1$ that
\[
\mathbb{P}
\left( \|f_{n,\lambda} - f_\lambda\|_{\mathcal{H}} > 8C_{K,1}/\lambda \cdot \left( \sqrt{\frac{\tau}{n}} + \frac{\tau}{n} \right) \right) \leq 2e^{-\tau}.
\] (C.25)

with probability at least $1 - 2e^{-\tau}$. Equivalently, with probability at least $1 - 2e^{\tau}$, we have
\[
\|f_{n,\lambda} - f_\lambda\|_{\mathcal{H}} \leq 8C_{K,1}/\lambda \cdot \left( \sqrt{\frac{\tau}{n}} + \frac{\tau}{n} \right) \leq 16C_{K,1}/\lambda \cdot \sqrt{\frac{\tau}{n}}.
\] (C.26)

For the notational simplicity, in the sequel, we let $\alpha_K$ denote $16C_{K,1}/\lambda$. Recall that the expected value of a nonnegative random variable $U$ can be written as $\mathbb{E}(U) = \int_{0}^{\infty} \mathbb{P}(U > t) \, dt$. By letting $\tau \geq 1$ in (C.26), it holds that
\[
\mathbb{E}(\|f_{n,\lambda} - f_\lambda\|_{\mathcal{H}}^2) \leq \alpha_K^2/n + \int_{\alpha_K^2/n}^{\infty} \mathbb{P}(\|f_{n,\lambda} - f_\lambda\|_{\mathcal{H}}^2 > t) \, dt.
\] (C.27)

For any $t \geq \alpha_K^2/n$, we define $\tau_t = nt \cdot \alpha_K^{-2}$. Then, since $\tau_t \geq 1$, it holds that
\[
\int_{\alpha_K^2/n}^{\infty} \mathbb{P}(\|f_{n,\lambda} - f_\lambda\|_{\mathcal{H}}^2 > t) \, dt \leq \int_{\alpha_K^2/n}^{\infty} \mathbb{P}(\|f_{n,\lambda} - f_\lambda\|_{\mathcal{H}} > \alpha_K \cdot \sqrt{\tau_t/n}) \, dt
\]
\[
\leq \int_{\alpha_K^2/n}^{\infty} 2 \exp(-\tau_t) \, dt \leq \int_{1}^{\infty} 2\alpha_K^2/n \cdot \exp(-u) \, du \leq 2\alpha_K^2/n,
\] (C.28)
where the last inequality follows from the change of variable $u = \tau t$. Hence, combining (C.27) and (C.28), we have that
\[
\mathbb{E}(\|f_{n,\lambda} - f_\lambda\|^2_{\mathcal{H}}) \leq 3\alpha_K^2/n = 768 \cdot C_{K,1}^2/(\lambda^2 \cdot n).
\] (C.29)

Therefore, in (C.26) and (C.29), we establish high-probability and in-expectation bounds for variance-term, which completes the second step.

**Step 3.** Finally, in the last step, we choose a proper $\lambda$ to balance the bias and variance terms in (C.18), (C.26), and (C.29). To begin with, by (C.18), (C.25), and the triangle inequality, with probability at least $1 - 2e^{-\tau}$, we have
\[
\|f_{n,\lambda} - f^*\|_{\mathcal{H}} \leq 2(\lambda/\kappa)^{(\beta-1)/2} \cdot \|f^*\|_{\mathcal{H}^\beta} + 16C_{K,1}/\lambda \cdot \sqrt{\tau/n}
\] (C.30)

for all $\tau \geq 1$. Note that both $\kappa$ and $C_{K,1}$ are constants. Setting $\tau = 3\log n$ in (C.30), when $n$ is sufficiently large, we have
\[
\|f_{n,\lambda} - f^*\|_{\mathcal{H}} \leq 2(\lambda/\kappa)^{(\beta-1)/2} \cdot \|f^*\|_{\mathcal{H}^\beta} + 32C_{K,1}/\lambda \cdot \sqrt{\log n/n}
\] (C.31)

with probability at least $1 - n^{-2}$. Moreover, to balance the two terms on the right-hand side of (C.31), we set the regularization parameter $\lambda$ to be
\[
\lambda = \mathcal{O}\left[C_{K,1}^{2/(\beta+1)} \cdot \kappa^{(\beta-1)/(\beta+1)} \cdot \|f^*\|_{\mathcal{H}^\beta}^{2/(\beta+1)} \cdot (\log n/n)^{(1-\beta)/(\beta+1)}\right]
\] (C.32)

in (C.31), which further implies that
\[
\|f_{n,\lambda} - f^*\|_{\mathcal{H}} = \mathcal{O}\left[C_{K,1}^{(\beta-1)/(\beta+1)} \cdot \kappa^{-(\beta-1)/(\beta+1)} \cdot \|f^*\|_{\mathcal{H}^\beta}^{2/(\beta+1)} \cdot (\log n/n)^{(\beta-1)/(2\beta+2)}\right]
\] (C.33)

with probability at least $1 - n^{-2}$. Here $\mathcal{O}()$ in (C.33) hides absolute constants that does not depend on $\kappa$, $C_{K,1}$, or $\|f^*\|_{\mathcal{H}^\beta}$. Recall that we define $\alpha_\beta = (\beta-1)/(\beta+1)$. Then, (C.33) can be equivalently written as
\[
\|f_{n,\lambda} - f^*\|_{\mathcal{H}} = \mathcal{O}\left[C_{K,1}^{\alpha_\beta} \cdot \kappa^{-\alpha_\beta} \cdot \|f^*\|_{\mathcal{H}^\beta}^{1-\alpha_\beta} \cdot (\log n/n)^{\alpha_\beta/2}\right].
\] (C.34)

Finally, in the rest of the proof, we utilize (C.34) to obtain an upper bound on the gradient error $\nabla f_{n,\lambda} - \nabla f^*$. Notice that the reproducing property of $\mathcal{H}$ implies that
\[
\partial_j f(x) = \frac{\partial f(x)}{\partial x_j} = \frac{\partial(K(x,\cdot), f)}{\partial x_j} = \left\langle \frac{\partial K(x, \cdot)}{\partial x_j}, f \right\rangle_{\mathcal{H}} = \left\langle \partial_j K(x, \cdot), f \right\rangle_{\mathcal{H}}
\] (C.35)

holds for all $f \in \mathcal{H}$, $x \in \mathcal{X}$, and $j \in \{1, \ldots, d\}$. By Cauchy-Schwarz inequality, (C.35) implies that $|\partial_j f(x)| \leq \|f\|_{\mathcal{H}} \cdot \|\partial_j K(x, \cdot)\|_{\mathcal{H}}$. Hence, by Assumption 4.4, we have $|\partial_j f(x)| \leq C_{K,2} \cdot \|f\|_{\mathcal{H}}$, which implies that
\[
\|\nabla f_{n,\lambda}(x) - \nabla f^*(x)\|_2 \leq C_{K,2} \cdot \sqrt{d} \cdot \|f_{n,\lambda} - f^*\|_{\mathcal{H}}, \quad \forall x \in \mathcal{X}.
\] (C.36)
Note that the right-hand side of (C.36) does not depend on \( x \). Integrating both sides of (C.36) with respect to measure \( \mathbb{P} \), we obtain that

\[
\int_{\mathcal{X}} \| \nabla f_{n,\lambda}(x) - \nabla f^*(x) \|_2^2 \, d\mathbb{P}(x) \leq C^2_{K,2} \cdot d \cdot \| f_{n,\lambda} - f^* \|_{\mathcal{H}}^2.
\] (C.37)

Plugging (C.34) into (C.37), we complete the proof of Theorem 4.5.

Furthermore, we can similarly obtain in-expectation bounds utilizing (C.29). Specifically, combining (C.18) and (C.29), we obtain

\[
\mathbb{E}(\| f_{n,\lambda} - f^* \|_{\mathcal{H}}^2) \leq 2\mathbb{E}(\| f_{n,\lambda} - f_\lambda \|_{\mathcal{H}}^2) + 2\| f_\lambda - f^* \|_{\mathcal{H}}^2 \leq 4(\lambda/\kappa)^{\beta-1} \cdot \| f^* \|_{\mathcal{H}^\beta}^2 + 768 \cdot C^2_{K,1}/(\lambda^2 \cdot n).
\]

Setting the regularization parameter \( \lambda \) as in (C.32) yields that

\[
\mathbb{E}(\| f_{n,\lambda} - f^* \|_{\mathcal{H}}^2) = O\left[ C^{2\alpha\beta} \cdot \kappa^{-2\alpha\beta} \cdot \| f^* \|_{\mathcal{H}^\beta}^{2-2\alpha\beta} \cdot (\log n/n)^{\alpha\beta} \right],
\]

where \( \alpha\beta = (\beta - 1)/(\beta + 1) \). Furthermore, taking the expectation on both ends of (C.37) with respect to the randomness of \( \{X_i\}_{i \in [n]} \), we have

\[
\mathbb{E}\left[ \int_{\mathcal{X}} \| \nabla f_{n,\lambda}(x) - \nabla f^*(x) \|_2^2 \, d\mathbb{P}(x) \right] \leq C^2_{K,2} \cdot d \cdot \mathbb{E}(\| f_{n,\lambda} - f^* \|_{\mathcal{H}}^2) = O\left[ C^{2\alpha\beta} \cdot \kappa^{-2\alpha\beta} \cdot \| f^* \|_{\mathcal{H}^\beta}^{2-2\alpha\beta} \cdot (\log n/n)^{\alpha\beta} \right].
\]

Therefore, we have established in-expectation bounds that are similar to those in (4.8), which concludes the proof. \( \square \)

### C.2 Proof of Theorem 4.8

**Proof.** Our proof is based on the proof of Theorem B.11 for analyzing stochastic gradient descent on Riemannian manifold.

To begin with, to utilize Proposition 3.9, we first characterize the Lipschitz continuity of \( \nabla \tilde{f}_k^* \), which is implied by an upper bound of \( \nabla^2 \tilde{f}_k^* \). Here \( \tilde{f}_k^* \) is obtained by solving the statistical estimation problem in (4.10). Note that \( \partial^2_{ij} \tilde{f}_k^*(x) = \langle \partial^2_{ij} K(x, \cdot), \tilde{f}_k^*(\cdot) \rangle_{\mathcal{H}} \). Thus, by Assumption 4.4, it suffices to upper bound \( \| \tilde{f}_k^* \|_{\mathcal{H}} \). By triangle inequality, we have

\[
\| \tilde{f}_k^* \|_{\mathcal{H}} \leq \| \tilde{f}_k^* - f_k^* \|_{\mathcal{H}} + \| f_k^* \|_{\mathcal{H}},
\] (C.38)

where \( f_k^* \) is the solution to the variational problem associated with \( F(\tilde{p}_k) \). For the first term of (C.38), by Theorem 4.5, we have

\[
\| \tilde{f}_k - f_k^* \|_{\mathcal{H}} = O\left[ C^{\alpha\beta} \cdot \kappa^{-\alpha\beta} \cdot \| f_k^* \|_{\mathcal{H}^\beta}^{1-\alpha\beta} \cdot (\log N/N)^{\alpha\beta/2} \right],
\] (C.39)

with probability at least \( 1 - N^{-2} \), where \( \alpha\beta = (\beta - 1)/(\beta + 1) \). For the second term of (C.38), recall that we let \( \nu \) denote the Lebesgue measure on \( \mathcal{X} \) and the integral operator \( T \) introduced in
§2.3 has eigenvalues \( \{\mu_i\}_{i \geq 1} \). Let \( \mu_{\max} = \max_{i \geq 1} \mu_i \). Since \( \beta \in (1, 2) \), by direct computation, we have
\[
\|f_k^r\|_H^2 = \sum_{i=1}^{\infty} \mu_i^{-1} \cdot \langle f, \psi_i \rangle^2 \leq \mu_{\max}^{-1} \cdot \sum_{i=1}^{\infty} \mu_i^{-\beta} \cdot \langle f, \psi_i \rangle^2 = \mu_{\max}^{-1} \cdot \|f_k\|_H^2 \leq \mu_{\max}^{-1} \cdot R^2, \tag{C.40}
\]
where the last inequality follows from Assumption 4.7. Plugging (C.39) and (C.40) into (C.38), by Assumption 4.7, with probability at least \( 1 - N^{-2} \), we obtain that
\[
\|f_k^*\|_H = O\left[ C_{K,1}^\alpha \cdot \kappa^{\alpha_{\beta}} \cdot R^{1-\alpha_{\beta}} \cdot (\log N/N)^{\alpha_{\beta}/2} \right] + \mu_{\max}^{(\beta-1)/2} \cdot R. \tag{C.41}
\]
Now we let \( N \) to be sufficiently large such that
\[
O\left[ C_{K,1}^\alpha \cdot \kappa^{\alpha_{\beta}} \cdot R^{1-\alpha_{\beta}} \cdot (\log N/N)^{\alpha_{\beta}/2} \right] \leq \mu_{\max}^{(\beta-1)/2} \cdot R
\]
and define an event \( \mathcal{E}_k \) as
\[
\mathcal{E}_k = \left\{ \|f_k^* - f_k\|_H \leq O\left[ C_{K,1}^\alpha \cdot \kappa^{\alpha_{\beta}} \cdot R^{1-\alpha_{\beta}} \cdot (\log N/N)^{\alpha_{\beta}/2} \right] \right\}, \quad \forall k \geq 0. \tag{C.42}
\]
By (C.41) and (C.42), we have \( \|f_k^*\|_H \leq 2\mu_{\max}^{(\beta-1)/2} \cdot R \) conditioning on event \( \mathcal{E}_k \), which holds with probability at least \( 1 - N^{-2} \). Moreover, under Assumption 4.4, we have
\[
\|\nabla^2 f_k^* (x)\|_{F_{\text{fo}}} = \left[ \sum_{i,j \in [d]} |\partial^2_{ij} f_k^* (x)|^2 \right]^{1/2} = \left[ \sum_{i,j \in [d]} |\langle \partial^2_{ij} K(x, \cdot), f_k^* \rangle_H |^2 \right]^{1/2} \leq \left[ \sum_{i,j \in [d]} \|\partial^2_{ij} K(x, \cdot)\|_H^2 \right]^{1/2} \cdot \|f_k^*\|_H \leq d \cdot C_{K,3} \cdot \|f_k^*\|_H \leq 2d \cdot C_{K,3} \cdot \mu_{\max}^{(\beta-1)/2} \cdot R. \tag{C.43}
\]
Here \( \| \cdot \|_{F_{\text{fo}}} \) denotes the matrix Frobenius norm, the first inequality follows from the Cauchy-Schwarz inequality, and the second inequality holds under Assumption 4.4. Thus, conditioning on event \( \mathcal{E}_k \), \( \nabla f_k^* \) is \( H_0 \)-Lipschitz continuous, where we define \( H_0 = 2d \cdot C_{K,3} \cdot \mu_{\max}^{(\beta-1)/2} \cdot R. \)

Furthermore, recall that the total number of iterations is denoted by \( K \), which is smaller than \( N \). To simplify the notation, we define event \( \mathcal{E} \) as \( \mathcal{E} = \bigcap_{k=0}^{K} \mathcal{E}_k \). By union bound, we have \( \mathbb{P}(\mathcal{E}) \geq 1 - (K + 1) \cdot N^{-2} \geq 1 - N^{-1} \). Moreover, conditioning on event \( \mathcal{E} \), \( \nabla f_k^* \) is \( H_0 \)-Lipschitz continuous for all \( k \in \{0, \ldots, K\} \). Notice that the stepsize \( \alpha \) is set such that \( \alpha < 1/H_0 \). By Proposition 3.9, for any \( k \leq K \), we can equivalently write (4.9) as
\[
\bar{p}_{k+1} = \text{Exp}_{\bar{p}_k} \left\{ -\alpha_k \cdot [\text{grad} F(\bar{p}_k) + \delta_k] \right\}, \quad \delta_k = -\text{div} \left\{ \bar{p}_k \cdot (\nabla f_k^* - \nabla f_k^r) \right\}. \tag{C.44}
\]
Note that \( \delta_k \in T_{\bar{p}_k} \mathcal{P}_2(\mathcal{X}) \) is a tangent vector at point \( \bar{p}_k \). Since \( F \) is \( L \)-smooth under Assumption 4.6, by (4.13) and (4.44), we have that
\[
F(\bar{p}_{k+1}) \leq F(\bar{p}_k) - \alpha_k \cdot \langle \text{grad} F(\bar{p}_k), \text{grad} F(\bar{p}_k) \rangle_{\bar{p}_k} - \alpha_k \cdot \langle \text{grad} F(\bar{p}_k), \delta_k \rangle_{\bar{p}_k}
+ \alpha_k^2 \cdot L/2 \cdot \langle \text{grad} F(\bar{p}_k) + \delta_k, \text{grad} F(\bar{p}_k) + \delta_k \rangle_{\bar{p}_k}
= F(\bar{p}_k) - (\alpha_k - \alpha_k^2 \cdot L/2) \cdot \langle \text{grad} F(\bar{p}_k), \text{grad} F(\bar{p}_k) \rangle_{\bar{p}_k}
+ (\alpha_k + \alpha_k^2 \cdot L) \cdot \langle \text{grad} F(\bar{p}_k), \delta_k \rangle_{\bar{p}_k} + \alpha_k^2 \cdot L/2 \cdot \langle \delta_k, \delta_k \rangle_{\bar{p}_k}. \tag{C.45}
\]
where $\langle \cdot, \cdot \rangle_{\bar{p}_k}$ is the Riemannian metric on $\mathcal{T}_{\bar{p}_k} \mathcal{P}_2(\mathcal{X})$. By the inequality $2ab \leq a^2 + b^2$, we have
\[
2 \cdot \left| \langle \text{grad} \, F(\bar{p}_k), \delta_k \rangle_{\bar{p}_k} \right| \leq \langle \text{grad} \, F(\bar{p}_k), \text{grad} \, F(\bar{p}_k) \rangle_{\bar{p}_k} + \langle \delta_k, \delta_k \rangle_{\bar{p}_k}.
\] (C.46)

Thus, by (C.45) and (C.46), we have that
\[
F(\bar{p}_{k+1}) \leq F(\bar{p}_k) - \alpha_k \cdot (1 - 2\alpha_k L)/2 \cdot \langle \text{grad} \, F(\bar{p}_k), \text{grad} \, F(\bar{p}_k) \rangle_{\bar{p}_k} + \alpha_k \cdot (1 + 2\alpha_k L)/2 \cdot \langle \delta_k, \delta_k \rangle_{\bar{p}_k}.
\] (C.47)

Notice that under Assumption 4.6, $F$ is $\mu$-gradient dominated. To simplify the notation, let $F^*$ denote the optimal value $\inf_{p \in \mathcal{P}_2(\mathcal{X})} F(p)$. By (4.12) and (C.47) we have that
\[
F(\bar{p}_{k+1}) \leq F(\bar{p}_k) - \mu \cdot \alpha_k \cdot (1 - 2\alpha_k L)/2 \cdot \left[ F(\bar{p}_k) - F^* \right] + \alpha_k \cdot (1 + 2\alpha_k L)/2 \cdot \langle \delta_k, \delta_k \rangle_{\bar{p}_k}.
\] (C.48)

As we have introduced in (3.23), $\langle \delta_k, \delta_k \rangle_{\bar{p}_k}$ is equal to
\[
\varepsilon_k = \int_{\mathcal{X}} \left\| \nabla f^*_k(x) - \nabla J^*_k(x) \right\|^2_2 \cdot \bar{p}_k(x) \, dx.
\] (C.49)

Thus, combining (C.49), we can equivalently write (C.48) as
\[
F(\bar{p}_{k+1}) - F^* \leq [1 - \mu \cdot \alpha_k \cdot (1 - 2\alpha_k L)/2] \cdot [F(\bar{p}_k) - F^*] + \alpha_k (1 + 2\alpha_k L)/2 \cdot \varepsilon_k.
\] (C.50)

which characterizes the performance of a single step of variational transport in term of the objective value. Furthermore, recall that we set $\alpha_k = \alpha$ for all $k \geq 0$, where $\alpha \cdot 2L < 1$. Thus, we have
\[
1 - \mu \cdot \alpha_k \cdot (1 - 2\alpha_k L)/2 \leq 1 - \alpha \cdot \mu/2 \in (0, 1), \quad (1 + 2\alpha_k L)/2 < 1.
\] (C.51)

In the sequel, we define $\rho = 1 - \alpha \cdot \mu/2$. Combining (C.50) and (C.51), it holds that
\[
F(\bar{p}_{k+1}) - F^* \leq \rho \cdot [F(\bar{p}_k) - F^*] + \alpha \cdot \varepsilon_k.
\] (C.52)

Multiplying $\rho^{-(k+1)}$ to both sides of (C.52), we have
\[
\rho^{-(k+1)} \cdot [F(\bar{p}_{k+1}) - F^*] \leq \rho^{-k} \cdot [F(\bar{p}_k) - F^*] + \rho^{-(k+1)} \cdot \alpha \cdot \varepsilon_k.
\] (C.53)

Thus, $\{\rho^{-k} \cdot [F(\bar{p}_k) - F^*]\}_{k \geq 0}^{K+1}$ forms a telescoping sequence. Summing both sides of (C.53), for any $k \leq K$, we have
\[
F(\bar{p}_k) - F^* \leq \rho^k \cdot [F(\bar{p}_0) - F^*] + \sum_{\ell=0}^{k-1} \rho^{k-1-\ell} \alpha \cdot \varepsilon_\ell.
\] (C.54)

Meanwhile, conditioning on event $\mathcal{E}$, for each $\ell \leq K$, by Assumption 4.7 and Theorem 4.5 we have
\[
\varepsilon_\ell = \int_{\mathcal{X}} \left\| \nabla f^*_\ell(x) - \nabla J^*_\ell(x) \right\|^2_2 \cdot \bar{p}_\ell(x) \, dx = \int_{\mathcal{X}} \left[ \sum_{j \in [d]} \left| \partial_j f^*_\ell(x) - \partial_j J^*_\ell(x) \right|^2 \right] \cdot \bar{p}_\ell(x) \, dx
\]
\[
= \int_{\mathcal{X}} \left[ \sum_{j \in [d]} \left| \langle \partial_j K(x, \cdot), \tilde{f}^*_\ell - f^*_\ell \rangle_{H^1} \right|^2 \right] \cdot \bar{p}_\ell(x) \, dx \leq \left[ \int_{\mathcal{X}} \sum_{j \in [d]} \left\| \partial_j K(x, \cdot) \right\|^2_{H^1} \cdot \bar{p}_\ell(x) \, dx \right] \cdot \| \tilde{f}^*_\ell - f^*_\ell \|^2_{H^1}
\]
\[
= O\left[ C_{K,2}^2 \cdot d \cdot C_{K,1}^{2\alpha^2} \cdot \kappa^{-2\alpha^2} \cdot R^{2-2\alpha} \cdot (\log N/N)^{\alpha^2} \right],
\] (C.55)
where the inequality in (C.55) follows from Cauchy-Schwarz inequality and \( O(\cdot) \) omits absolute constants. We define the following error term

\[
\text{Err} = O\left[ \alpha \cdot C_{K,2}^2 \cdot d \cdot C_{K,1}^{2\alpha_\beta} \cdot \kappa^{-2\alpha_\beta} \cdot R^{2\alpha_\beta} \cdot (\log N/N)^{\alpha_\beta} \right].
\]

Thus, by (C.54) and (C.55), we have that

\[
F(\tilde{p}_k) - \inf_{p \in \mathcal{P}_2(\mathcal{X})} F(p) \leq \rho^k \cdot \left[ F(p_0) - \inf_{p \in \mathcal{P}_2(\mathcal{X})} F(p) \right] + (1 - \rho)^{-1} \cdot \text{Err}, \quad \forall k \in [K],
\]

with probability at least \( 1 - N^{-1} \), which completes the proof of Theorem 4.8. \( \square \)

D Proofs of the Auxiliary Results

In this section, we prove the auxiliary results introduced in §3.

D.1 Proof of Proposition 3.8

Proof. We first recall the definition of directional derivative. For any \( p \in \mathcal{P}_2(\mathcal{X}) \) and any \( s \in T_p \mathcal{P}_2(\mathcal{X}) \), let \( \gamma : [0,1] \rightarrow \mathbb{R} \) be a curve satisfying \( \gamma(0) = p \) and \( \gamma'(0) = s \). Then, the directional derivative of \( F \) satisfies

\[
\langle \nabla F(p), s \rangle_p = \frac{d}{dt} F[\gamma(t)] \bigg|_{t=0}.
\]  

(D.1)

By the definition of functional gradient with respect to the \( \ell_2 \)-structure, the directional derivative at \( p \) in the direction of \( s \) can be written as

\[
\frac{d}{dt} F[\gamma(t)] \bigg|_{t=0} = \int_{\mathcal{X}} \delta F \frac{\delta p}{\delta p}(x) \cdot s(x) \, dx.
\]  

(D.2)

Let \( u : \mathcal{X} \rightarrow \mathbb{R} \) be the unique solution to the following elliptic equation,

\[
- \text{div} \left[ p(x) \cdot (\nabla u)(x) \right] = s(x), \quad \forall x \in \mathcal{X},
\]  

(D.3)

where \( \text{div} \) is the divergence operator on \( \mathcal{X} \). Thus, combining (D.2) and (D.3), and applying the integration by parts, we have

\[
\frac{d}{dt} F[\gamma(t)] \bigg|_{t=0} = - \int_{\mathcal{X}} \delta F \frac{\delta p}{\delta p}(x) \cdot \text{div} \left[ p(x) \cdot (\nabla u)(x) \right] \, dx
\]  

(D.4)

where the second equation follows from the fact that \( \text{div}(f \cdot v) = \langle \nabla f, v \rangle + f \cdot \text{div}(v) \) holds for any scalar function \( f \) and any vector-valued function \( v \). Here \( \langle \cdot, \cdot \rangle \) is the inner product structure on \( \mathcal{X} \). Note that \( \mathcal{X} \) is a compact Riemannian manifold without a boundary. By the divergence theorem
(Rudin, 1976), it holds that the first term on the right-hand side of (D.4) is equal to zero. Thus, combining (D.1) and (D.4) we obtain that
\[
\langle \text{grad } F(p), s \rangle_p = \int_{X} \left\langle \nabla \left( \frac{\delta F}{\delta p} \right)(x), (\nabla u)(x) \right\rangle \cdot p(x) \, dx. \tag{D.5}
\]

Meanwhile, let \( v: \mathcal{X} \to \mathbb{R} \) be the solution to the elliptic equation
\[
- \text{div} \left[ p(x) \cdot (\nabla v)(x) \right] = \left[ \text{grad } F(p) \right](x), \quad \forall x \in \mathcal{X}.
\]
Since both \( \text{grad } F(p) \) and \( s \) belong to the tangent space \( T_p \mathcal{P}_2(\mathcal{X}) \), their inner product is given by the Riemannian metric on \( (\mathcal{P}_2(\mathcal{X}), W_2) \), i.e.,
\[
\langle \text{grad } F(p), s \rangle_p = \int_{X} \left\langle \nabla u(x), \nabla v(x) \right\rangle \cdot p(x) \, dx. \tag{D.6}
\]
Combining (D.5) and (D.6), we obtain for all \( s \in T_p \mathcal{P}_2(\mathcal{X}) \) that
\[
\int_{X} \left\langle \nabla \left( \frac{\delta F}{\delta p} \right)(x), (\nabla u)(x) \right\rangle \cdot p(x) \, dx = \langle \text{grad } F(p), s \rangle_p = \int_{X} \left\langle (\nabla u)(x), (\nabla v)(x) \right\rangle \cdot p(x) \, dx. \tag{D.7}
\]
Since \( s \in T_p \mathcal{P}_2(\mathcal{X}) \) is arbitrary, (D.7) implies that \( \nabla (\delta F/\delta p) = \nabla v \). Therefore, we have
\[
\text{grad } F(p) = - \text{div} \left( p \nabla v \right) = - \text{div} \left[ p \cdot \nabla (\delta F/\delta p) \right],
\]
which establishes (3.14).

It remains to obtain \( \delta F/\delta p \) for \( F \) defined in (3.1). By the definition of the functional derivative with respect to the \( \ell_2 \)-structure, for any square-integrable function \( \phi: \mathcal{X} \to \mathbb{R} \), we have
\[
\int_{X} \frac{\delta F}{\delta p}(x) \cdot \phi(x) \, dx = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \cdot [F(p + \epsilon \cdot \phi) - F(p)]. \tag{D.8}
\]
For the notational simplicity, we let \( f_p^* \) denote the optimal dual variable of the optimization problem
\[
\sup_{f \in F} \left\{ \int_{X} f(x) \cdot [p(x) + \epsilon \cdot \phi(x)] \, dx - F^*(f) \right\}, \tag{D.9}
\]
for any sufficiently small \( \epsilon > 0 \). Then, it holds that
\[
[F(p + \epsilon \cdot \phi) - F(p)]
\geq \left[ \int_{X} f_p^*(x) \cdot [p(x) + \epsilon \cdot \phi(x)] \, dx - F^*(f_p^*) \right] - \left[ \int_{X} f_p^*(x) \cdot p(x) \, dx - F^*(f_p^*) \right]
= \epsilon \cdot \int_{X} f_p^*(x) \cdot \phi(x) \, dx, \tag{D.10}
\]
where the inequality follows from the suboptimality of \( f_p^* \) for (D.9). Similarly, we obtain an upper bound of \( [F(p + \epsilon \cdot \phi) - F(p)] \) by
\[
[F(p + \epsilon \cdot \phi) - F(p)]
\leq \left[ \int_{X} f_p^*(x) \cdot [p(x) + \epsilon \cdot \phi(x)] \, dx - F^*(f_p^*) \right] - \left[ \int_{X} f_p^*(x) \cdot p(x) \, dx - F^*(f_p^*) \right]
= \epsilon \cdot \int_{X} f_p^*(x) \cdot \phi(x) \, dx. \tag{D.11}
\]
Combining (D.10) and (D.11), we obtain that \( F(p + \epsilon \cdot \phi) - F(p) \) converges to zero as \( \epsilon \) tends to zero. Since \( F^* \) is strongly convex, there exists a constant \( \lambda > 0 \) such that, for any two measurable functions \( f_1 \) and \( f_2 \), we have

\[
\int_{\mathcal{X}} \left[ \frac{\delta F^*}{\delta f_1}(x) - \frac{\delta F^*}{\delta f_2}(x) \right] \cdot [f_1(x) - f_2(x)] \, dx \geq \lambda \int_{\mathcal{X}} [f_1(x) - f_2(x)]^2 \, dx.
\]

Besides, since \( f^*_p \) and \( f^*_e \) are maximizers of the optimization problems in (3.1) and (D.9), respectively, we have \( \delta F^*/\delta f^*_p = p \) and \( \delta F^*/\delta f^*_e = p + \epsilon \cdot \phi \). Thus, combining the strong convexity of \( F^* \) and the Cauchy-Schwarz inequality, we obtain

\[
\lambda \cdot \int_{\mathcal{X}} (f^*_e - f^*_p)^2 \, dx \leq \epsilon \cdot \int_{\mathcal{X}} \phi \cdot (f^*_e - f^*_p) \, dx \leq \epsilon \cdot \left( \int_{\mathcal{X}} \phi^2 \, dx \right)^{1/2} \cdot \left[ \int_{\mathcal{X}} (f^*_e - f^*_p)^2 \, dx \right]^{1/2}.
\]

which implies that \( \|f^*_e - f^*_p\|_{L^2} \leq \epsilon / \lambda \cdot \|\phi\|_{L^2} \) and thus \( f^*_e \) converges to \( f^*_p \) as \( \epsilon \) goes to zero. Finally, combining (D.8), (D.10), and (D.11), we have for all \( \phi \) that

\[
\int_{\mathcal{X}} \frac{\delta F}{\delta p}(x) \cdot \phi(x) \, dx = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \cdot [F(p + \epsilon \cdot \phi) - F(p)] = \int_{\mathcal{X}} f^*_p(x) \cdot \phi(x) \, dx
\]

which implies that \( \delta F/\delta p = f^*_p \).

Finally, by (3.14), for \( F \) defined in (3.1), we have \( \text{grad} F(p) = - \text{div}(p \cdot \nabla f^*_p) \). Therefore, we complete the proof of this proposition. \( \square \)

### D.2 Proof of Proposition 3.9

**Proof.** We define a curve \( \gamma: [0, 1/H) \to \mathcal{P}_2(\mathcal{X}) \) by letting \( \gamma(t) = [\text{Exp}_{\mathcal{X}}(t \cdot \nabla u)]_p \) for all \( t \in [0, 1/H) \). By the definition of exponential mapping, to establish (3.15) of Proposition 3.9, it suffices to show (i) \( \gamma(0) = p \), (ii) \( \gamma'(0) = s \), and (iii) \( \gamma \) is a geodesic on \( \mathcal{P}_2(\mathcal{X}) \) for \( t \in [0, 1/H) \). First note that \( \gamma(0) = \text{id}_p \cdot p = p \), where \( \text{id}: \mathcal{X} \to \mathcal{X} \) is the identity mapping on \( \mathcal{X} \). In addition, the following lemma proves that \( \gamma(t) \) is a geodesic on \( \mathcal{P}_2(\mathcal{X}) \).

**Lemma D.1.** Let \( \mathcal{X} \) be \( \mathbb{R}^d \) or a closed convex subset of \( \mathbb{R}^d \) with a periodic boundary condition. Let \( u: \mathcal{X} \to \mathcal{X} \) be a twice continuously differentiable function on \( \mathcal{X} \) with gradient \( \nabla u: \mathcal{X} \to \mathcal{X} \) being \( H \)-Lipschitz continuous. Then, for any \( p \in \mathcal{P}_2(\mathcal{X}) \), a curve \( \gamma: [0, 1/H) \to \mathcal{P}_2(\mathcal{X}) \) defined by \( \gamma(t) = [\text{Exp}_{\mathcal{X}}(t \cdot \nabla u)]_p \) is a geodesic on \( \mathcal{P}_2(\mathcal{X}) \).

**Proof.** We consider that \( \mathcal{X} \) is \( \mathbb{R}^d \) or a subset of \( \mathbb{R}^d \) with periodic boundary condition separately. We first consider the former case, where \( \gamma(t) \) can be written as

\[
[\text{Exp}_{\mathcal{X}}(t \cdot \nabla u)]_p = (\text{id} + t \cdot \nabla u)_p, \quad \forall t \in [0, 1/H).
\]  

To show that \( \gamma \) is a geodesic, we first show that \( \gamma \) is indeed a curve in \( \mathcal{P}_2(\mathcal{X}) \), i.e., \( \gamma(t) \in \mathcal{P}_2(\mathcal{X}) \) for all \( t \in [0, 1/H) \). To this end, we define \( \varphi_t(x) = \|x\|^2_2 / 2 + t \cdot u(x) \) for all \( t \in [0, 1/H) \). By definition, we have \( \nabla \varphi_t = \text{id} + t \cdot \nabla u \), which implies that \( \gamma(t) = [\nabla \varphi_t]_p \). Since \( \nabla u \) is \( H \)-Lipschitz continuous, for all \( t \in [0, 1/H) \), \( \varphi_t \) is strongly convex. In addition, since \( \varphi_t \) is also twice continuously
differentiable, the Jacobian of $\nabla \varphi_t$, i.e., $\nabla^2 \varphi_t$ is continuous and positive definite, which implies that $\nabla \varphi_t$ is an invertible mapping from $\mathbb{R}^d$ to $\mathbb{R}^d$. Hence, $[\nabla \varphi_t]_p$ is absolutely continuous with respect to the Lebesgue measure and has a finite second moment. This shows that $\gamma(t) \in \mathcal{P}_2(X)$ for all $t \in [0, 1/H]$.

It remains to show that $\gamma$ is a geodesic. Note that we have $\gamma(t) = [\nabla \varphi_t]_p$ for all $t \in [0, 1/H)$. The Brenier’s Theorem (see, for example, Theorem 2.12 in Villani (2003)) shows that, for any fixed $t \in (0, 1/H)$, there exists a unique optimal transport plan between $p$ and $\gamma(t)$ that is induced by the gradient of a convex function $\tilde{\varphi}_t$. Specifically, it holds that $\gamma(t) = [\nabla \tilde{\varphi}_t]_p$. Due to the uniqueness, we conclude that $\nabla \varphi_t$ is the optimal transportation plan between $p$ and $\gamma(t)$. Finally, we fix any $\tau \in [0, 1/H)$ and show that $\gamma$ is a geodesic when restricted to $[0, \tau]$. For any $t \in [0, \tau]$, we have

$$\nabla \varphi_t = \text{id} + t \cdot \nabla u = [1 - (t/\tau)] \cdot \text{id} + (t/\tau) \cdot \nabla \varphi_{\tau},$$

where $\varphi_{\tau}$ is a strongly convex function. Thus, we can write $\gamma(t)$ as $\{(1 - (t/\tau)) \cdot \text{id} + (t/\tau) \cdot \nabla \varphi_{\tau}\}_t p$.

By direct computation, for any $0 \leq t_1 < t_2 \leq \tau$, we have

$$W_2[\gamma(t_1), \gamma(t_2)] = \left[ \int_{\mathcal{X}} \left\| \left\{1 - (t_1/\tau)\right\} x + (t_1/\tau) \cdot \nabla \varphi_{\tau}(x) - \left\{1 - (t_2/\tau)\right\} x + (t_2/\tau) \cdot \nabla \varphi_{\tau}(x) \right\|_2^2 \cdot p(x) \, dx \right]^{1/2},$$

$$= \left( \frac{t_2 - t_1}{\tau} \right) \cdot \left[ \int_{\mathbb{R}^d} \left\| x - \nabla \varphi_{\tau}(x) \right\|_2^2 \cdot p(x) \, dx \right]^{1/2} = \frac{t_2 - t_1}{\tau} \cdot W_2[p, \gamma(\tau)].$$

Thus, $\{\gamma(t)\}_{t \in [0, \tau]}$ is a reparametrized geodesic. Since $\tau$ is arbitrarily chosen within $[0, 1/H)$, it then follows that $\gamma(t)$ is a geodesic for $0 \leq t < 1/H$.

It remains to prove this lemma for the case where $\mathcal{X}$ is a closed convex subset of $\mathbb{R}^d$ with a periodic boundary condition. In this case, any $x \in \mathcal{X}$ can be identified with an equivalence class of $\mathbb{R}^d$. Each probability measure $p \in \mathcal{P}(\mathcal{X})$ is unique identified with a periodic measure $\tilde{p} \in \mathcal{P}(\mathbb{R}^d)$ such that $\tilde{p}$ coincides with $p$ on $\mathcal{X}$. We call $\tilde{p}$ the periodic extension of $p$. Since $p$ is absolutely continuous with respect to the Lebesgue measure and has a positive density, so is $\tilde{p}$. Moreover, $u: \mathcal{X} \to \mathbb{R}$ can also be extended as a periodic function on $\mathbb{R}^d$, and $\varphi_t(x) = \|x\|^2/2 + t \cdot u(x)$ is a strongly convex, twice continuously differentiable, and periodic function on $\mathbb{R}^d$. Thus, $(\text{id} + t \cdot \nabla u)_{\tilde{p}}$ is the periodic extension of $[\text{Exp}_{\mathcal{X}}(t \cdot \nabla u)]_{\tilde{p}}$ (Carlen and Gangbo, 2003). These two measures coincide on $\mathcal{X}$, i.e.,

$$[\text{Exp}_{\mathcal{X}}(t \cdot \nabla u)]_{\tilde{p}} = (\text{id} + t \cdot \nabla u)_{\tilde{p}}|_{\mathcal{X}},$$

where $|_{\mathcal{X}}$ denotes the restriction to $\mathcal{X}$. Note that $[\nabla \varphi_t]_{\tilde{p}}$ is absolutely continuous with respect to the Lebesgue measure and has a finite second-order moment. Thus, restricting $[\nabla \varphi_t]_{\tilde{p}}$ to $\mathcal{X}$, (D.14) implies that $\gamma(t) \in \mathcal{P}_2(\mathcal{X})$ for all $t \in [0, 1/H)$, i.e., $\gamma$ is a curve on $\mathcal{P}_2(\mathcal{X})$.

To show that $\gamma$ is a geodesic, we utilize the generalization of Brenier’s theorem to probability distributions over a Riemannian manifold (McCann, 2001; Gigli, 2011). For any $t \in [0, 1/H)$, since $\gamma(t) \in \mathcal{P}_2(\mathcal{X})$, there exists a unique optimal transportation plan $\Upsilon: \mathcal{X} \to \mathcal{X}$ between $p$ and $\gamma(t)$ such that $\gamma(t) = \Upsilon_{\tilde{p}} p$. Specifically, $\Upsilon$ takes the form of $\Upsilon(x) = \text{Exp}_{\mathcal{X}}[-\nabla \psi(x)]$ for some $\psi: \mathcal{X} \to \mathbb{R}$ such that $\|x\|^2/2 - \psi(x)$ is convex. Thus, due to the uniqueness and the fact that $\nabla u$ is $H$-Lipschitz, $\text{Exp}_{\mathcal{X}}(-t \cdot \nabla u)$ is the optimal transportation plan between $p$ and $\gamma(t)$.
Now we fix any $\overline{t} \in [0,1/H)$ and show that $\gamma$ is a geodesic for $t \in [0,\overline{t}]$. For any $0 \leq t_1 < t_2 \leq \overline{t}$, following the derivations in (D.13) and (D.14), we have

$$W_2[\gamma(t_1), \gamma(t_2)] = W_2 \left\{ [\text{Exp}_X(t_1 \cdot \nabla u)]_{2}, [\text{Exp}_X(t_2 \cdot \nabla u)]_{2} \right\}$$

$$= W_2 \left\{ (\text{id} + t_1 \cdot \nabla u)_{2}\tilde{p}|_X, (\text{id} + t_2 \cdot \nabla u)_{2}\tilde{p}|_X \right\} = (t_2 - t_1)/\overline{t} \cdot W_2 \left\{ \tilde{p}|_X, (\text{id} + \overline{t} \cdot \nabla u)_{2}\tilde{p}|_X \right\}$$

$$= (t_2 - t_1)/\overline{t} \cdot W_2[p, \gamma(\overline{t})],$$

where the second and the last equality follows from (D.14). Thus, we obtain that $\{\gamma(t)\}_{t \in [0,\overline{t}]}$ is a geodesic up to reparametrization, which concludes the proof of Lemma D.1. \hfill \square

To conclude the proof of Proposition 3.9, it remains to show that $\gamma'(0) = s$. Similar to the proof of the above lemma, we distinguish the two cases where $X$ is $\mathbb{R}^d$ and $X$ is a closed convex subset of $\mathbb{R}^d$ with a periodic boundary condition.

For the former case, to simplify the notation, we write $T_t = \text{id} + t \cdot \nabla u$, which is invertible for $t \in [0,1/H)$. By the definition of the pushforward mapping, we have

$$\gamma(t)(x) = [(T_t)_{2p}](x) = p\left[T_t^{-1}(x)\right] \cdot \left| \frac{d}{dx}[T_t^{-1}(x)] \right|,$$

where the second equality follows from the change-of-variable formula and $|\frac{d}{dx}[T_t^{-1}(x)]|$ is the determinant of the Jacobian. When $t$ is sufficiently small, for any $x \in X$, the Taylor expansion in $t$ yields that $T_t^{-1}(x) = x - t \cdot (\nabla u)(x) + o(t)$, which further implies that

$$\gamma(t)(x) = p[x - t \cdot (\nabla u)(x) + o(t)] \cdot |I - t \cdot (\nabla^2 u)(x) + o(t)|$$

$$= [p(x) - t \cdot \langle (\nabla u)(x), (\nabla p)(x) \rangle + o(t)] \cdot \{1 - t \cdot \text{Trace}[(\nabla^2 u)(x)] + o(t)\}$$

$$= p(x) - t \cdot \langle (\nabla u)(x), (\nabla p)(x) \rangle - t \cdot \text{Trace}[(\nabla^2 u)(x)] \cdot p(x) + o(t), \tag{D.15}$$

where the second equality follows from the Taylor expansion of $p[x - t \cdot (\nabla u)(x) + o(t)]$. Since

$$\langle \nabla u(x), \nabla p(x) \rangle + \text{Trace}[(\nabla^2 u)(x)] \cdot p(x) = \text{div}[p(x) \cdot \nabla u(x)],$$

by (D.15) we obtain that

$$\gamma(t)(x) = p(x) - t \cdot \text{div}[p(x) \cdot \nabla u(x)] + o(t),$$

which implies that $\gamma'(0) = -\text{div}(p \cdot \nabla u) = s$.

It remains to show $\gamma'(0) = -\text{div}(p \cdot \nabla u) = s$ when $X$ is a closed compact subset of $\mathbb{R}^d$ with periodic boundary condition. As shown in the proof of Lemma D.1, $p$ can be periodically extended to a measure $\tilde{p}$ on $\mathbb{R}^d$ and that such an extension is unique. The solution $u$ to the elliptic equation $-\text{div}(p \cdot \nabla u) = s$ can also be viewed as a periodic function on $\mathbb{R}^d$. Thus, $(\text{id} + t \cdot \nabla u)_{2}\tilde{p}$ is the periodic extension of $[\text{Exp}_X(t \cdot \nabla u)]_{2}\tilde{p}$ and (D.14) holds. Note that $\tilde{\gamma}(t) = (\text{id} + t \cdot \nabla u)_{2}\tilde{p}$ satisfies that $\tilde{\gamma}(0) = \tilde{p}$ and $\tilde{\gamma}'(0) = s$. Therefore, restricting $\tilde{\gamma}(t)$ to $X$, we conclude that $\gamma'(t) = s$, which completes the proof. \hfill \square