Flows in Temporal networks

Eleni C. Akrida\textsuperscript{1}, Jurek Czyzowicz\textsuperscript{2}, Leszek Gąsieniec\textsuperscript{1}, Łukasz Kuszner\textsuperscript{3}, and Paul G. Spirakis\textsuperscript{1,4}

\textsuperscript{1}Department of Computer Science, University of Liverpool, UK, \{Eleni.Akrida,L.A.Gasieniec,P.Spirakis\}@liverpool.ac.uk
\textsuperscript{2}Université du Québec en Outaouais, Dep. d’Informatique, Gatineau, QC, Canada, jurek@uqo.ca
\textsuperscript{3}Gdański University of Technology, Faculty of Electronics, Telecommunications and Informatics, Poland, kuszner@eti.pg.gda.pl
\textsuperscript{4}CTI, Patras, Greece

June 6, 2016

Abstract

We introduce temporal flows on temporal networks, i.e., networks the links of which exist only at certain moments of time. Temporal networks were defined by Kempe et al. [27] (see also [33]). Our flow model is new and differs substantially from the “Flows over time” model, also called “dynamic flows” in the literature. We show that the problem of finding the maximum amount of flow that can pass from a source vertex \( s \) to a sink vertex \( t \) up to a given time is solvable in Polynomial time, even when node buffers are bounded. We then examine mainly the case of unbounded node buffers. We provide a (simplified) static Time-Extended network, which is of polynomial size to the input and whose static flow rates are equivalent to the respective temporal flow of the temporal network; via that, we prove that the maximum temporal flow is equal to the minimum temporal \( s \)-\( t \) cut. We further show that temporal flows can always be decomposed into flows, each of which is “pushed” only through a journey, i.e., a directed path whose successive edges have strictly increasing moments of existence. Using the latter, we provide linear expected time algorithms for the maximum \( s \)-\( t \) temporal flow problem in networks of bounded node degrees with uniform, random, unique availabilities of edges. We then consider mixed temporal networks, which have some edges with specified availabilities and some edges with random availabilities; we show that it is \#P\textsuperscript{complete} to compute the tails and expectations of the maximum temporal flow (which is now a random variable) in a mixed network.
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temporal network. Finally, we examine a Ford-Fulkerson inspired algorithm for maximum temporal flow in networks with a single availability for every edge and show that it computes the maximum temporal flow, i.e., there is an extension of the traditional algorithm [19] for our model. Due to lack of space, the full paper with all proofs is attached as an appendix to be read at the discretion of the program committee.

1 Introduction and motivation

1.1 Our model and the problem

It is generally accepted to describe a network topology using a graph, whose vertices represent the communicating entities and edges correspond to the communication opportunities between them. Consider a directed graph (network) $G(V, E)$ with a set $V$ of $n$ vertices (nodes) and a set $E$ of $m$ edges (links). Let $s,t \in V$ be two special vertices called the “source” and the “sink”, respectively. We assume that an infinite amount of a quantity, say, a liquid, is available in $s$ at time zero. However, our network is ephemeral; each edge is available for use only at certain “days” in time, described by positive integers, and after some (finite) day in time, no edge becomes available again. For example, some edge $e = (u, v)$ may exist only at days 5 and 8; the reader may think of these days as instances of availability of that edge. Our “liquid”, located initially at node $s$, can flow in this ephemeral network through edges only at “days” at which the edges are available.

Each edge $e \in E$ in the network is also equipped with a capacity $c_e > 0$ which is a positive integer, unless otherwise specified. We also consider each node $v \in V$ to have an internal buffer (storage) $B(v)$ of maximum size $B_v$; here, $B_v$ is also a positive integer; initially, we shall consider both the case where $B_v = +\infty$, for all $v \in V$, and the case where all nodes have finite buffers. From Section 2 on, we only consider unbounded (infinite) buffers.

The semantics of the flow of our “liquid” within $G$ are the following:

1. Let an amount $x_v$ of liquid be at node $v$, i.e., in $B(v)$, at the “beginning” of day $l$, for some $l \in \mathbb{N}$. Let $e = (v, w)$ be an edge that exists at day $l$. Then, $v$ may push a part of $x_v$ through $e$ at day $l$, as long as that part is at most $c_e$. This quantity will arrive to $w$ at the “end” of the same day, $l$, and will be stored in $B(w)$.

2. At the end of day $l$, for any node $w$, some flows may arrive from edges $(v, w)$ that were available at day $l$. Since each such quantity of liquid has to be stored in $w$, the sum of all flows incoming to $w$ plus the amount of liquid that is already in $w$ at the end of day $l$, i.e., after $w$ has sent any flow out of it at the beginning of day $l$, must not exceed $B_w$.

3. Flow arriving at $w$ at (the end of) day $l$ can leave $w$ only via edges existing at days $l' > l$.

Thus, our flows are not flow rates, but flow amounts (similar to considerations in transshipment problems).

We wish to provide here efficient solutions to the **Maximum temporal flow problem** (MTF): Given a directed graph $G$ with edge availabilities, distinguished
nodes $s, t$, edge capacities and node buffers as previously described, and also given a specific “day” $l' > 0$, find the maximum value of the quantity of liquid that can arrive to $t$ by (the end of) day $l'$.

Notice that no flow will arrive to $t$ in fewer days than the “temporal distance of $t$ from $s$” (the smallest arrival time of any $s \rightarrow t$ path with strictly increasing days of availability on its consecutive edges; here, arrival time is the day of availability of the last edge on the path).

MTF is very different from the problem of standard (instantaneous) flows. Indeed, in a network with all node buffers and edge capacities being infinite, but all edges existing only at the same day, say $l = 5$, no flow can ever arrive to $t$.

Moreover, MTF is very different from the versions of (continuous or discrete) dynamic flows considered in [9, 17, 22, 24], and references therein. Indeed, the “transit time” on each edge of our networks is less than one day, and only if the edge exists at that day. All units of flow that are located at the tail of an edge at a moment when the edge becomes available may pass through the edge virtually instantaneously, if the edge capacity allows it. That is, the “speed of travelling” via an edge at a day that it is available is virtually “infinite” only at that day and for any amount of flow at most the capacity of the edge. In fact, our model is an extreme case of a version of a discrete dynamic flows model called Dynamic Dynamic Flows [25, Chapter 8].

Also, in our model, the existence of node buffers (holdover flow) is necessary; in contrast to all previous flow studies, our networks cannot propagate flow without holdover flows, i.e., node buffers storing flow units.

So, we consider here ephemeral networks that change over time, as well as flows that are dynamic and the movement of which is determined by the temporal structure of the network.

1.2 Previous work

The traditional (static) network flows were extensively studied in the seminal book of Ford and Fulkerson [19] (see also Ahuja et al [1]) and the relevant literature is vast. Dynamic network flows (see, e.g., [25]) refer to static directed networks, the edges of which have capacities as well as transit times. Ford and Fulkerson [19] formulated and solved the dynamic maximum flow problem. For excellent surveys on dynamic network flows, the reader is also referred to the work of Aronson [6], the work of Powell [39], and the great survey by Skutella [41]. Dynamic network flows are also called flows over time. In [17], the authors review continuous flows over time where $f_e(\theta)$ is the rate of flow (per time unit) entering edge $e$ at time $\theta$; the values of $f_e(\theta)$ are assumed to be Lebesgue-measurable functions. In our model, we assume that any flow amount that can pass through an edge at an instant of existence, will pass, i.e., our $f_e(\theta)$ is infinite in a sense. For various problems on flows over time, see [9, 17, 21, 22, 24, 26, 29, 30].

Classical static flows have recently been re-examined for the purpose of approximating their maximum value or improving their time complexity [5, 8, 15, 23, 31, 32, 37]. Network flows have also been used in multi-line addressing [14].

Temporal networks, defined by Kempe et al. [27], are graphs the edges of which exist only at certain instants of time, called labels (see also [33]). So,
they are a type of *dynamic* networks. Various aspects of temporal (and other dynamic) networks were also considered in [2, 3, 4, 7, 11, 12, 13, 16, 31, 34, 36, 40]. To the best of our knowledge, our work in this paper is the first to examine flows on temporal networks. Berman [10] proposed a similar model to temporal networks, called *scheduled networks*, in which each edge has separate departure and arrival times; he showed that the max-flow min-cut theorem holds in scheduled networks, when edges have *unit capacities*.

Perhaps the closest model to ours that has been examined in the flows literature is the “*Dynamic dynamic network flows*”, studied in the PhD thesis of Hoppe [25, Chapter 8]. In [26, Chapter 8], Hoppe introduces *mortal edges* that exist between a start and an end time; still, Hoppe assumes finite speed of transmission on the edges. Thus, our model is an extreme case of the latter, since we assume that edges exist only at specific days (instances) and that transit rates are virtually infinite.

1.3 Our results

We introduce flows in Temporal Networks for the first time. We are interested in the maximum total amount of flow that can pass from $s$ to $t$ during the lifetime of the network; notice that the edges of the network exist only at some days during the lifetime, different in general for each edge.

In Section 1.4, we formulate the problem of computing the maximum temporal flow and show that it can be solved in polynomial time, even when the node capacities are finite (bounded holdover flow). This is in contrast to the NP-hardness result conjectured by Hoppe [25, personal communication with Klinz] for bounded holdover flows in dynamic dynamic networks.

The remainder of the paper concerns networks in which the nodes have unbounded buffers, i.e., buffers with infinite capacity. In Section 2.2 we define the corresponding time-extended network (*TEG*) which converts our problem to a static flow problem (following the time-extended network tradition in the literature [19]). However, we manage to simplify *TEG* into a *simplified time-extended network* (*STEG*), the size of which, i.e., number of nodes and edges, is *polynomial on the input*, and not exponential as usual in flows over time. Using the *STEG*, we prove that maximum $s$-$t$ flows in temporal networks are equal to *minimum temporal s-t cuts*; temporal cuts extend the traditional cut notion, since the edges included in a cut need not exist at the same day(s) in time.

Since in our model flows have to follow *journeys*, i.e., directed paths whose time existence of successive edges strictly increases, we examine the issue of journey-decomposition of flows in temporal networks; we show in Section 2.3 that temporal flows are always decomposable into a set of flows, each moving through a particular journey. So, one can always find a permutation of journeys such that they select them one after the other, push as much flow as possible, remove the journey from the graph, and repeat, resulting in the maximum flow. However, the order of journeys in that decomposition affects the final flow value that is returned. We demonstrate cases where the (expected) number of journeys from $s$ to $t$ is constant; for example, in networks of bounded out-degree and random edge availabilities, we get *linear*-time maximum temporal flow algorithms as we show in Section 3.1.

1 The first “dynamic” term refers to the dynamic nature of the underlying graph, i.e., appearance and disappearance of its edges
We also introduce mixed temporal networks, in which the availabilities of some edges are random and the availabilities of some other edges are specified. In such networks, the value of the maximum temporal flow becomes a random variable; in Section 3.2 we show for mixed networks that it is #P-complete to compute tails and expectations of the maximum temporal flow.

Finally, in Section 4 we examine a Ford-Fulkerson inspired algorithm for finding a maximum temporal flow in networks with a single availability for every edge and show its correctness, i.e., there is an extension of the traditional algorithm [19] for our model (and, thus, a way around the fact that the order of journeys in a flow decomposition affects the final flow value).

1.4 Formal Definitions

**Definition 1** ((Directed) Temporal Graph). Let $G = (V, E)$ be a directed graph. A (directed) temporal graph on $G$ is an ordered triple $G(L) = (V, E, L)$, where $L = \{L_e \subseteq \mathbb{N} : e \in E\}$ assigns a finite set $L_e$ of discrete labels to every edge (arc) $e$ of $G$. $L$ is called the labelling of $G$. The labels, $L_e$, of an edge $e \in E$ are the integer time instances (e.g., days) at which $e$ is available.

**Definition 2** (Time edge). Let $e = (u, v)$ be an edge of the underlying digraph of a temporal graph and consider a label $l \in L_e$. The ordered triplet $(u, v, l)$, also denoted as $(e, l)$, is called time edge. We denote the set of time edges of a temporal graph $G(L)$ by $E_L$.

A basic assumption that we follow here is that when a (flow) entity passes through an available edge $e$ at time $t$, then it can pass through a subsequent edge only at some time $t' \geq t + 1$ and only at a time at which that edge is available. In the tradition of assigning “transit times” in the dynamic flows literature, one may think that any edge $e$ of the graph has some transit time $tt_e$, with $0 < tt_e < 1$, but otherwise arbitrary and not specified. Henceforth, we will use $tt_e = 0.5$ for all edges $e$, without loss of generality in our results; any value of $tt_e$ between 0 and 1 will lead to the same results in our paper.

**Definition 3** (Journey). A temporal path or journey $j$ from a vertex $u$ to a vertex $v$, $u \rightarrow v$ journey or $(u, v)$-journey, is a sequence of time edges $(u, u_1, l_1), (u_1, u_2, l_2), \ldots, (u_{k-1}, v, l_k)$, such that $l_i < l_{i+1}$, for each $1 \leq i \leq k - 1$. We call the last time label, $l_k$, the arrival time of the journey.

**Definition 4** (Foremost journey). A $(u, v)$-journey $j$ in a temporal graph is called foremost journey if its arrival time is the minimum arrival time of all $(u, v)$-journeys’ arrival times, under the labels assigned to the underlying graph’s edges. We call this arrival time the temporal distance, $\delta(u, v)$, of $v$ from $u$.

Thus, no flow arrives to $t$ (starting from $s$) on or before any time $l < \delta(s, t)$.

**Definition 5** (Temporal Flow Network). A temporal flow network $(G(L), s, t, c, B)$ is a temporal graph $G(L) = (V, E, L)$ equipped with:

1. a source vertex $s$ and a sink (target) vertex $t$
2. for each edge $e$, a capacity $c_e > 0$; usually the capacities are assumed to be integers.
3. for each node \( v \), a buffer \( B(v) \) of storage capacity \( B_v > 0 \); \( B_s \) and \( B_t \) are assumed to be infinite.

If all node capacities are infinite, we denote the temporal flow network by \((G(L), s, t, c)\).

**Definition 6** (Temporal Flows in Temporal Flow Networks). Let \((G(L) = (V, E, L), s, t, c, B)\) be a temporal flow network. Let:

\[
\begin{align*}
\delta^+_u &= \{ e \in E | \exists w \in V, e = (u, w) \} \\
\delta^-_u &= \{ e \in E | \exists w \in V, e = (w, u) \}
\end{align*}
\]

be the outgoing and incoming edges to \( u \). Also, let \( L_R(u) \) be the set of labels on all edges incident to \( u \) along with an extra label \( 0 \) (artificial label for initialization), i.e.,

\[
L_R(u) = \bigcup_{e \in \delta^+_u \cup \delta^-_u} L_e \cup \{0\}
\]

A temporal flow on \( G(L) \) consists of a non-negative real number \( f(e, l) \) for each time-edge \((e, l)\), and real numbers \( b^-_u(l), b^+_u(l), b^+_v(l) \) for each node \( u \in V \) and each “day” \( l \) in \( L_R(u) \). These numbers must satisfy all of the following:

1. \( 0 \leq f(e, l) \leq c_e \), for every time edge \((e, l)\),
2. \( 0 \leq b^-_u(l) \leq B_u \), \( 0 \leq b^+_u(l) \leq B_u \), \( 0 \leq b^+_v(l) \leq B_v \), for every node \( u \) and every \( l \in L_R(u) \)
3. for every \( e \in E \), \( f(e, 0) = 0 \),
4. for every \( v \in V \setminus \{ s \} \), \( b^-_v(0) = b^+_v(0) = b^+_v(0) = 0 \),
5. for every \( e \in E \) and \( l \not\in L_e \), \( f(e, l) = 0 \),
6. at time 0 there is an infinite amount of flow “units” available at the source \( s \),
7. for every \( v \in V \setminus \{ s \} \) and for every \( l \in L_R(v) \), \( b^-_v(l) = b^+_v(l_{prev}) \), where \( l_{prev} \) is the largest label in \( L_R(v) \) that is smaller than \( l \),
8. (Flow out on day \( l \)) for every \( v \in V \setminus \{ s \} \), for every \( l \), and for every outgoing edge \( e = (v, w) \) of \( v \), \( b^+_v(l) = b^-_v(l) - \sum_{e} f(e, l) \),
9. (Flow in on day \( l \)) for every \( v \in V \setminus \{ s \} \), for every \( l \), and for every incoming edge \( e = (w, v) \) of \( v \), \( b^-_v(l) = b^+_v(l) + \sum_{e} f(e, l) \).

**Note.** One may think of \( b^-_v(l), b^+_v(l), b^+_v(l) \) as the buffer content of liquid in \( v \) at the “morning”, “noon”, i.e., after the departures of flow from \( v \), and “evening”, i.e., after the arrivals of flow to \( v \), of day \( l \).

**Note.** For a feasible temporal flow \( f \) on an acyclic \( G(L) \), if one could guess the (real) numbers \( f(e, l) \) for each time-edge \((e, l)\), then the numbers \( b^-_v(l), b^+_v(l), b^+_v(l) \), for every \( v \in V \), can be computed by a single pass of the topological order of the vertices of the (acyclic) \( G(L) \) from \( s \) to \( t \). This can be done by following \([7]\) through \([9]\) from Definition \([6]\) from \( s \) to \( t \).
Definition 7 (Value of a Temporal Flow). The value \( v(f) \) of a temporal flow \( f \) is \( b_t^+ (l_{\text{max}}) \) under \( f \), i.e., the amount of liquid that, via \( f \), reaches \( t \) during the lifetime of the network (\( l_{\text{max}} \) is the maximum label in \( L \)). If \( b_t^+ (l_{\text{max}}) > 0 \) for a particular flow \( f \), we say that \( f \) is feasible.

Problem (Maximum Temporal Flow (MTF)). For a given temporal flow network \((G(L) = (V,E,L),s,t,c,B)\) and a given \( d \in \mathbb{N}^* \), compute the maximum \( b_t^+ (d) \) over all flows \( f \) in the network.

Note that if \( d \) is not a label in \( L \), it is enough to compute the maximum \( b_t^+ (l_{m}) \) over all flows, where \( l_{m} \) is the maximum label in \( L \) that is smaller than \( d \).

Henceforth, we assume that \( d = l_{\text{max}} \) unless otherwise specified; notice that the analysis does not change: if \( d < l_{\text{max}} \), one can remove all time-edges with labels larger than \( b \) and solve MTF in the resulting network with new maximum label at most \( d \).

Note also that \( b_t^+ (l_{\text{max}}) \) is not necessarily equal to the total outgoing flow from \( s \) during the lifetime of the network, where the lifetime is \( l_{\text{max}} - l_{\text{min}} \), \( l_{\text{min}} \) being the smallest label in the network. For example, consider the network of Figure 1 where the labels of an edge are the numbers written next to it and its capacity is the number written inside the box; for \( d = 5 \), the maximum flow by day 5 is \( b_t^+ (5) = 8 \), i.e., the flow where 5 units follow the journey \( s \to v \to t \) and 3 units follow the journey \( s \to u \to t \); however, the total outgoing flow from \( t \) by day 5 is 10 > 8.

Figure 1: Outgoing flow from \( s \) is not always the same as maximum flow by some day \( d \); here \( d = 5 \).

Let \( \Sigma \) be the set of conditions of Definition 6. The optimization problem, \( \Pi \):

\[
\begin{align*}
\text{maximize (over all } f \text{)} & \quad b_t^+ (d) \\
\text{under } & \quad \Sigma
\end{align*}
\]

is a linear program with unknown variables \( \{ f(e,l), b^-_v (l), b^+_v (l) \} \), \( \forall l \in L, \forall v \in V \), since each condition in \( \Sigma \) is either a linear equation or a linear inequality in the unknown variables. Therefore, by noticing that the number of equations and inequalities are polynomial in the size of the input of \( \Pi \), we get the following Lemma:

Lemma 1. Maximum Temporal Flow is in \( P \), i.e., can be solved in polynomial time in the size of the input, even when the node buffers are finite, i.e., bounded.

Note. If \( n = |V|, m = |E| \) and \( k = |E_L| = \sum_e |L_e| \), then MTF can be solved in sequential time polynomial in \( n + m + k \) when the capacities and buffer sizes are polynomial in \( n \). In the remainder of the paper, we shall investigate more efficient approaches for MTF.
Note. Lemma [2] for bounded node buffers is in wide contrast with the claim that the corresponding problem in dynamic dynamic network flows is NP-complete [25, p. 82].

2 Temporal Networks with unbounded buffers at nodes

2.1 Basic remarks

We consider here the MTF problem for temporal networks with $B_v = +\infty$, $\forall v \in V$. Note that it is enough to only consider acyclic digraphs, since for every circulation (flow that moves in a journey $C$ that is a cycle), we can have an equivalent -with respect to maximum flow at $t$- flow that just waits at a node until it can proceed to a simple journey towards $t$ (see Fig. 2). Any flow moving into cycle $C$ using increasing labels in the set $L_2$ must, in order to reach $t$, exit from $v$ at a day in $L_3$, greater than all the labels in $L_2$. But then, that flow could “wait” in the buffer of $v$ until that day and then exit.

![Figure 2](image-url) No need for cycles if node buffers are infinite.

**Definition 8** (Temporal Cut). Let $(G(L) = (V, E, L), s, t, c)$ be a temporal flow network on an acyclic digraph $G$. A set of time-edges, $S$, is called a temporal cut (separating $s$ and $t$) iff the removal of $S$ from the network results in a temporal flow network with no journey from $s$ to $t$.

**Definition 9** (Minimal Temporal Cut). A set of time-edges, $S$, is called a minimal temporal cut (separating $s$ and $t$) iff:

1. it is a temporal cut, and

2. the removal from the network of any $S' \subset S$ results in a temporal flow network with at least one journey from $s$ to $t$, i.e., any proper subset of $S$ is not a temporal cut.

**Definition 10.** Let $S$ be a temporal cut of $(G(L) = (V, E, L), s, t, c)$. The capacity of the cut is $c(S) := \sum_{(e,l) \in S} c(e, l)$, where $c(e, l) = c_e$, $\forall l$.

In Figure 3 the numbers next to the edges are their availability labels and the numbers in the boxes are the edge capacities; here, a minimal temporal cut is $S = \{((s, v), 1), ((s, v), 7)\}$ with capacity $c(S) = 20$. Notice that another minimal cut is $S' = \{((v, t), 8)\}$ with capacity $c(S') = 2$.

It follows from the definition of a temporal cut:
Lemma 2. Let $S$ be a (minimal) temporal cut in $(G(L) = (V, E, L), s, t, c)$. If we remove $S$ from $G(L)$, no flow can ever arrive to $t$ during the lifetime of $G(L)$.

Proof. The removal of $S$ leaves no $s \to t$ journey and any flow from $s$ needs at least one journey to reach $t$, by definition.

2.2 The time-extended flow network

Let $(G(L) = (V, E, L), s, t, c)$ be a temporal flow network on a directed acyclic graph $G$. Let $E_L$ be the set of time edges of $G(L)$. Following the tradition in literature [19], we construct from $G(L)$ a static flow network called time-extended that corresponds to $G(L)$, denoted by $TEG(L) = (V^*, E^*)$. By construction, $TEG(L)$ admits the same maximum flow as $G(L)$. $TEG(L)$ is constructed as follows.

For every vertex $v \in V$ and for every time step $i = 0, 1, \ldots, l_{\text{max}}$, we add to $V^*$ a copy, $v_i$, of $v$. $V^*$ also contains a copy of $v$ for every time edge $(x, v, l)$ of $G(L)$; in particular, we consider a copy $v_{l+tt}$ of $v$ in $V^*$, for some $l \in \mathbb{N}$, iff $(x, v, l) \in E_L$, for some $x \in V$. Notice that $0 < tt < 1$ (by definition of the transit times), so if a vertex $v \in V$ has an incoming edge $e$ with label $l$ and an outgoing edge with label $l + 1$, the copies $v_{l+tt}, v_{l+1}$ of $v$ in $V^*$ will never be identical (see Figure 4).

Figure 4: The copies of vertex $v$ in $TEG(L)$.

$E^*$ has a directed edge (called vertical) from a copy of vertex $v$ to the next copy of $v$, for any $v \in V$. More specifically,

\[
\forall v \in V, (v_i, v_j) \in E^* \iff \begin{cases} v_i, v_j \in V^*, & \text{and} \\ j > i, & \text{and} \\ \forall k > i : v_k \in V^* \implies k \geq j \end{cases}
\]

Furthermore, for every time edge of $G(L)$, $E^*$ has a directed edge (called crossing) as follows:

\[
\forall u, v \in V, l \in \mathbb{N}, (u_l, v_{l+tt}) \in E^* \iff (u_l, v_{l+tt}) \in E_L
\]

Every crossing edge $e \in TEG(L)$ that connects copies of vertices $u, v \in V$ has the capacity of the edge $(u, v) \in G(L)$, $c_e = c_{u,v}$. Every vertical edge
$e \in TEG(L)$ has capacity $c_e = B_e = +\infty$. The source and target vertices in $TEG(L)$ are the first copy of $s$ and the last copy of $t$ in $V^*$, respectively. Note that $|V^*| \leq |V| \cdot l_{\text{max}} + |E_L|$ and $|E^*| \leq |V| \cdot l_{\text{max}} + 2|E_L|$.

We will now "simplify" $TEG(L)$ as follows: we convert vertical edges between consecutive copies of the same vertex into a single vertical edge (with infinite capacity) from the first to the last copy in the sequence and we remove all intermediate copies; we only perform this simplification when no intermediate node is an endpoint of a crossing edge. We call the resulting network simplified time-extended network and we denote it by $STEG(L) = (V', E')$.

In particular, for every vertex $v \in V$, $V^*$ has a copy $v_0$ of $v$, and a copy for each time edge that includes $v$ either as a first or as a last endpoint. We consider a copy $v_l$ of $v$ in $V'$ iff $(v, x, l) \in E_L$, for some $x \in V$. We consider a copy $v_{l+tt}$ of $v$ in $V^*$ iff $(x, v, l) \in E_L$, for some $x \in V$.

$E'$ has a directed vertical edge from a copy of vertex $v$ to the next copy of $v$, for any $v \in V$. More specifically,

$$\forall v \in V, (v_i, v_j) \in E' \iff \begin{cases} v_i, v_j \in V', \\
 j > i, \quad \text{and} \\
 \forall k > i : v_k \in V' \implies k \geq j \end{cases}$$

Furthermore, for every time edge of $G(L)$, we consider the crossing edge as in the time-extended graph, i.e.:

$$\forall u, v \in V, l \in \mathbb{N}, (u, v, l) \in E \iff (u_1, v_{1+tt}) \in E'$$

Every crossing edge $e \in STEG(L)$, i.e., every edge that connects copies of different vertices $u, v \in V$, has the capacity of the edge $(u, v) \in G(L)$, $c_e = c_{u,v}$. Every edge $e \in STEG(L)$ between copies of the same vertex $v \in V$ has capacity $c_e = B_v = +\infty$. The source and target vertices in $STEG(L)$ are the first copy of $s$ and the last copy of $t$ in $V^*$ respectively. Note that $|V'| \leq |V| + 2|E_L|$ and $|E'| \leq |V| + 3|E_L|$.

Denote the first copy of any vertex $v \in V$ in the time-extended network by $v_{\text{copy}_0}$, the second copy by $v_{\text{copy}_1}$, the third copy by $v_{\text{copy}_2}$, etc. Let also:

$$\delta^+_u = \{ e \in E | \exists w \in V, e = (u, w) \}$$
$$\delta^-_u = \{ e \in E | \exists w \in V, e = (w, u) \}$$

An $s \to t$ flow $f$ in $G(L)$ defines an $s \to t$ flow (rate), $f_R$, in the time-extended network $STEG(L)$ as follows:

- The flow from the first copy of $s$ to the next copy is the sum of all flow units that “leave” $s$ in $G(L)$ throughout the time the network exists:

$$f(s_{\text{copy}_0}, s_{\text{copy}_1}) := \sum_{t \in \mathbb{N}} \sum_{e \in \delta^+_s} f(e, l)$$

- The flow from the first copy of any other vertex to the next copy is zero:

$$\forall v \in V \setminus s, f(v_{\text{copy}_0}, v_{\text{copy}_1}) := 0$$
The flow on any crossing edge that connects some copy $u_l$ of vertex $u \in V$ and the copy $v_{l+tt}$ of some other vertex $v \in V$ is exactly the flow on the time edge $(u, v, l)$:

$$f(u_l, v_{l+tt}) := f((u, v), l)$$

The flow between two consecutive copies $v_x$ and $v_y$, for some $x, y$, of the same vertex $v \in V$ corresponds to the units of flow stored in $v$ from time $x$ up to time $y$ and is the difference between the flow received at the first copy through all incoming edges and the flow sent from the first copy through all outgoing crossing edges. So, $\forall v \in V, i = 1, 2, \ldots$, it is:

$$f(v_{\text{copy}i}, v_{\text{copy}i+1}) := \sum_{z \in V'} f(z, v_{\text{copy}i}) - \sum_{u \in V \setminus v_{\text{copy}i+1}} f(v_{\text{copy}i}, u)$$

**Example.** Figure 5a shows a temporal network $G(L)$ with source $s$ and sink $t$. The labels of an edge are shown next to the edge and the capacity of an edge is shown written in a box next to the edge. The respective simplified time-extended static graph $STEG(L)$ is shown in Figure 5b. The capacity of an edge is shown written in a box next to the edge. Notice that edges between copies of the source and edges between copies of the source have infinite capacities which are not shown in the figure.

Let $f_R$ be a static flow rate in the static network $STEG(L)$ that corresponds to a temporal flow $f$ in a temporal flow network $(G(L) = (V,E,L), s,t,c)$. By the construction of $STEG(L)$, it follows:

**Lemma 3.** Given a temporal flow network $(G(L) = (V,E,L), s,t,c)$ on a directed acyclic graph $G$,
1. The maximum temporal flow (from $s$ to $t$), $\text{max}_t f(v)$, in $G(L)$ is equal to the maximum (standard) flow rate from $s$ to $t$ in the static network $\text{STEG}(L)$.

2. A temporal flow $f$ is proper in $G(L)$ (i.e., satisfies all constraints) iff its corresponding static flow rate $f_R$ is feasible in $\text{STEG}(L)$.

Lemma 4. The minimum capacity $s$-$t$ cut of the static network $\text{TEG}(L)$ is equal to the minimum capacity $s$-$t$ cut of the static network $\text{STEG}(L)$.

Proof. Any minimum capacity cut in either $\text{TEG}(L)$ or $\text{STEG}(L)$ uses crossing edges. But the crossing edges are the same in both networks. Therefore, the lemma holds.

We are now ready to prove the main Theorem of this section:

Theorem 1. The maximum temporal flow in $(G(L) = (V, E, L), s, t, c)$ is equal to the minimum capacity (minimal) temporal cut.

Proof. By Lemma 3, the maximum temporal flow in $G(L)$ is equal to the maximum flow rate from $s$ to $t$ in $\text{TEG}(L)$ and in $\text{STEG}(L)$. But in $\text{STEG}(L)$, this cut is also equal in capacity to the minimum capacity $s$-$t$ cut in $\text{TEG}(L)$. But any minimum capacity cut in $\text{TEG}(L)$ is only using crossing edges and thus corresponds to a temporal cut in $G(L)$, of the same capacity (since the removal of the respective time-edges leaves no $s \rightarrow t$ journey in $G(L)$).

It is also easy to see that:

Lemma 5. Any static flow rate algorithm $A$ that computes the maximum flow in a static, directed, acyclic, $s$-$t$ network $G$ of $n$ vertices and $m$ edges in time $T(n, m)$, also computes the maximum temporal flow in a $(G(L) = (V, E, L), s, t, c)$ temporal flow network in time $T(n', m')$, where $n' \leq n + 2|E_L|$ and $m' \leq n + 3|E_L|$.

Proof. We run $A$ on the static network $\text{STEG}(L)$ of $n'$ vertices and $m'$ edges. Note that $\text{STEG}(L)$ is, by construction, acyclic.

Note. In contrast to all the dynamic flows literature, our simplified time-extended network has size (number of nodes and edges) linear on the input size of $G(L)$, and not exponential.

2.3 Journeys and flow decomposition

We show here that any temporal flow from $s$ to $t$ (in temporal flow networks with unbounded node buffers) can be decomposed into temporal flows on some $s \rightarrow t$ journeys.

Lemma 6. Let $(G(L) = (V, E, L), s, t, c)$ be a temporal flow network on a directed acyclic graph $G$. Let $f$ be a temporal flow in $G(L)$ ($f$ is given by the values of $f(e, l)$ for the time-edges $(e, l)$ of $G(L)$). Then, there is a collection of $s \rightarrow t$ journeys $j_1, j_2, \ldots, j_k$ such that:

1. $k \leq |E_L|$
2. $v(f) = v(f_1) + \ldots + v(f_k)$

3. $f_i$ sends positive flow only on the time-edges of $j_i$

Proof. We show how to construct flows $f_1, \ldots, f_k$ (given $f$) with the above three properties. We do so via the following procedure:

1. $i := 1$;
2. $r := f$, i.e., $\forall e, \forall l$, $r(e, l) := f(e, l)$;
3. while $\sum_{e \in E} r(e, l) > 0$ do
4. Find a maximal journey starting at $t$ that uses only time-edges $(u, v, t)$ such that $r((u, v, t)) > 0$ and denote it by $j_i$. */ A maximal journey is one that cannot be further “extended”, i.e., we can’t find an outgoing time-edge from the last vertex with a larger label than the last label used in the journey */ Let $f_{min}$ be the minimum of $f_i((u, v, t))$ amongst the time-edges $(u, v, t) \in j_i$;
5. For each $(u, v, t) \in j_i$, let $f_i((u, v, t)) := f_{min}$ and for all other time-edges $(x, y, t^*)$, let $f_i((x, y, t^*)) := 0$;
6. Let $r((u, v, t)) := r((u, v, t)) - f_i((u, v, t))$, for each $(u, v)$ and $t$;
7. $i := i + 1$;

The “residual” flow $r$ is initialized to be equal to $f$, hence its value is the same as the value of $f$. At every step $i$, if the value of $r$ is still positive, then we find a maximal journey $j_i$ starting from $s$ that is made entirely of time-edges with positive flow.

We define the flow $f_i$ by sending along journey $j_i$ the smallest of the amounts of flow sent by $r$ along the time-edges of $j_i$. Note that $f_i$ is a proper flow (i.e., satisfies the flow constraints) because for every time-edge we have $f_i((u, v, t)) \leq r((u, v, t))$ and, by construction, we also have $r((u, v, t)) \leq f((u, v, t))$: $f$ was also a proper flow, so we have $f((u, v, t)) \leq c_{uv}$. The same capacity constraints are satisfied for the participating nodes in $j_i$. We then decrease $r((u, v, t))$ by $f_i((u, v, t))$ on each time-edge. This is still a proper flow, because we leave a non-negative flow on each time-edge.

After the update, the value of $r$ decreases precisely by the same amount as the value of $f_i$, so we maintain that after $i$ steps we have:

$$v(f) = v(r) + v(f_1) + \ldots + v(f_i)$$

It remains to observe that after the update of $r$, at least one of the time-edges that had positive $r((u, v, t))$ has now $r((u, v, t)) = 0$. This happens to the time-edge or time-edges that carry the minimum amount of flow along $j_i$. This means that after $i$ steps, the number of time-edges $(u, v, t)$ such that $r((u, v, t)) > 0$ is at most $|E_L| - i$ and that, in particular, the algorithm finishes after at most $|E_L|$ iterations.

\footnote{The time-respecting constraint, i.e., the one that requires flow units to follow journeys, is clearly satisfied here, as well.}
Let \( k \) be the number of iterations after which the algorithm finishes. At the completion of the algorithm, we have \( \sum_{t \in \mathbb{N}} \sum_{e \in \delta_t^+} r(e, t) = 0 \) and, thus, also \( v(r) = 0 \), hence we have:

\[
v(f) = v(f_1) + \ldots + v(f_i)
\]

Therefore, the flows and journeys found by the algorithm satisfy all the requirements stated at the beginning.

Since Lemma 6 holds for any temporal flow, it also holds for the maximum temporal flow. Thus, one could, perhaps, find a maximum temporal flow by successively pushing as much flow quantity as possible via consecutive \( s \rightarrow t \) journeys. However, the order of \( s \rightarrow t \) journeys affects the flow value that eventually reaches \( t \). Take as an example Figure 6; the maximum amount of flow that can arrive at \( t \) is via journey \( s \rightarrow v \rightarrow t \) (pushing 7 units of flow to \( t \)) and then the journey \( s \rightarrow u \rightarrow t \) (pushing another 5 units to \( t \)) for a total of 13 units of flow. However, if we first select journey \( s \rightarrow u \rightarrow v \rightarrow t \), then the journey \( s \rightarrow u \rightarrow t \) and then \( s \rightarrow v \rightarrow t \), we can push 4 units of flow through the first, then 3 units of flow through the second (since the remaining capacity on \( (v, t) \) is now 3) and finally another 1 unit of flow through the last journey, giving a total of 8 units of flow reaching \( t \).

Figure 6: The order in which we push flow through \( s \rightarrow t \) journeys matters.

Nonetheless, if the number of \( s \rightarrow t \) journeys is constant, then we can get an efficient procedure for computing the maximum temporal flow as described in Algorithm 1.

**Lemma 7.** Algorithm 1 returns the maximum temporal flow from \( s \) to \( t \).

**Proof.** The proof follows from Lemma 6: the maximum temporal flow corresponds to some journey decomposition; that decomposition will be captured by one of the permutations of all \( s \rightarrow t \) journeys.

**Corollary 1.** Let \( (G(L) = (V, E, L), s, t, c) \) be a temporal flow network on a directed acyclic graph \( G \), such that the number of \( s \rightarrow t \) journeys is a fixed integer \( k \). Then, Algorithm 1 finds the maximum flow from \( s \) to \( t \) during the lifetime of \( G(L) \) in \( O(k! |E_L|) \) time.

### 3 Mixed Temporal Networks

In many practical cases, some edge availabilities are exactly specified, while some other edge availabilities are randomly chosen (due to security reasons, faults, etc.). The following definition is useful to describe such scenarios:
Algorithm 1: Successive Journeys algorithm

**Input:** A temporal flow network \((G(L) = (V,E,L), s, t, c)\)

**Output:** A flow \(f\) arriving at \(t\)

1. Let all the different \(s \rightarrow t\) journeys be \(j_1, j_2, \ldots, j_k\), for some fixed integer \(k\);
2. for each permutation \(\pi = (j_{\pi(1)}, j_{\pi(2)}, \ldots, j_{\pi(k)})\) of \(j_1, j_2, \ldots, j_k\) do
3.   For all time-edges \((e, l)\) of \(G(L)\), initialize \(\tilde{c}(e, l) = c(e, l)\), where \(c(e, l) := c(e)\) is the “remaining capacity” of the time-edge \((e, l)\) */
4.   \(v(\pi) := 0\), where \(v(\pi)\) is the (current) flow that arrives at \(t\) /* Initialize the flow that arrives at \(t\) to 0 */
5.   for each \(i = 1, 2, \ldots, k\) do
6.     In the journey \(j_{\pi(i)}\) whose time-edges from \(s\) to \(t\),
7.     \(((e_1, l_1), \ldots, (e_\lambda, l_\lambda))\), for some \(\lambda \in \mathbb{N}^*\), have remaining capacities
8.     \(\tilde{c}(e_1, l_1), \ldots, \tilde{c}(e_\lambda, l_\lambda)\), respectively, push from \(s\) to \(t\) an amount of
9.     flow equal to the minimum of the remaining capacities, say \(\phi\); for each time edge \((e, l)\) of \(j_{\pi(i)}\) do
10. \(v(\pi) := v(\pi) + \phi\) /* Add \(\phi\) to the flow that arrives at \(t\) */
11. return \(\max_{\pi} v(\pi)\)

**Definition 11** (Mixed temporal networks). Given a directed graph \(G = (V, E)\) with a source \(s\) and a sink \(t\) in \(V\), let \(E = E_1 \cup E_2\), so that \(E_1 \cap E_2 = \emptyset\), and:

1. **the labels (availabilities) of edges in** \(E_1\) **are specified, and**
2. **each of the labels of the edges in** \(E_2\) **is drawn uniformly at random from the set** \(\{1, 2, \ldots, \alpha\}\), **independently of the others**.

We call such a network **Mixed Temporal Network** \([1, \alpha]\) and denote it by \(G(E_1, E_2, \alpha)\).

Notice that the temporal networks that we studied in the previous sections are a special case of the mixed temporal networks, in which \(E_2 = \emptyset\). However, with some edges being available at random times, the value of the maximum temporal flow (until time \(\alpha\)) now becomes a random variable. In this section, we focus our attention to temporal networks that either have all their labels chosen uniformly at random, or are (fully) mixed. As in the previous section, we consider nodes with unbounded buffer capacity.

### 3.1 The journey decomposition of Temporal Networks with random availabilities

We will study here a special case of the mixed temporal networks \(G(E_1, E_2, \alpha)\), where \(E_1 = \emptyset\), i.e., **all** the edges in the network become available at random time instances.
Let $G = (V, E)$ be a directed acyclic graph of $n$ vertices with one distinguished source, $s$, and one distinguished sink, $t$. Suppose that each edge $e \in E$ is available only at a unique moment in time (i.e., day) selected uniformly at random from the set $\{1, 2, \ldots, \alpha\}$, for some $\alpha \in \mathbb{N}$, $\alpha > 1$; suppose also that the selections of the edges’ labels are independent. Let us call such a network a Temporal Network with unique random availabilities of arcs, and denote it by $URTN(\alpha)$.

**Lemma 8.** Let $P_k$ be a directed $s \rightarrow t$ path of length $k$ in $G$. Then, $P_k$ becomes a journey in $URTN(\alpha)$ with probability at most $\frac{1}{k!}$.

**Proof.** For a particular $s \rightarrow t$ path $P_k$ of length $k$, let $E$ be the event that “$P_k$ is a journey”; $D$ be the event that “all $k$ labels on $P_k$ are different” and $S$ be the event that “at least 2 out of the $k$ labels on $P_k$ are equal”. Then, we have:

$$Pr[E] = Pr[E|D] \cdot Pr[D] + Pr[E|S] \cdot Pr[S] \leq Pr[E|D] \cdot Pr[D]$$

Now, each particular set of $k$ different labels in the edges of $P_k$ is equiprobable. But for each such set, all permutations of the $k$ labels are equiprobable and only one is a journey, i.e., has increasing order of labels. Therefore:

$$Pr[P_k \text{ is a journey}] \leq \frac{1}{k!}.$$  

Assume now that the underlying graph $G$ is such that, for each vertex $v$, the number of outgoing edges from $v$, $outdeg(v)$, is bounded by a constant $d$ (bounded out-degree graph). Then, the number, $N(k)$, of the directed acyclic paths $P_k$ of length $k$ out of $s$ are at most $N(K) \leq d^k$. So, the **expected number** of $s \rightarrow t$ journeys in the respective $URTN(\alpha)$ is:

$$\sum_{k=1}^{n} N(k) Pr[\text{each } P_k \text{ is a journey}] \leq \sum_{k=1}^{n} d^k \frac{1}{k!} \leq O\left(\sum_{k=1}^{n} d^k \frac{1}{k^k}\right) = O\left(\sum_{k=1}^{n} \frac{(de)^k}{k^k}\right) = O\left(\sum_{k=1}^{2de-1} \frac{(de)^k}{k^k} + \sum_{k=2de}^{n} \frac{(de)^k}{k^k}\right) \leq O((de)^{de}) + \sum_{\rho=1}^{n} \left(\frac{1}{2}\right)^\rho \leq O((de)^{de}) + 2,$$

i.e., a (large) constant.

So, we can apply Algorithm 1 (Successive Journeys algorithm) to $URTN(\alpha)$ to calculate the maximum temporal flow in *expected time* $O(|E_L|)$, which is $O(|E|)$, since $URTN(\alpha)$ has one label per edge.
Remark 1. This application has a large constant in the expected time and becomes practical for very large underlying graphs $G$.

3.2 The complexity of computing the expected maximum temporal flow

We consider here the following problem:

**Problem** (Expected Maximum Temporal Flow). What is the time complexity of computing the expected value of the maximum temporal flow, $v$, in $G(E_1, E_2, \alpha)$?

Let us recall the definition of the class of functions \#P:

**Definition 12**. \[38, p.441\] Let $Q$ be a polynomially balanced, polynomial-time decidable binary relation. The counting problem associated with $Q$ is: Given $x$, how many $y$ are there such that $(x, y) \in Q$? \#P is the class of all counting problems associated with polynomially balanced polynomial-time decidable functions.

Loosely speaking, a problem is said to be \#P-complete if it is in \#P and a polynomial-time algorithm for it implies that \#P = FP, where FP is the set of functions from \{0, 1\} to \{0, 1\} computable by a deterministic polynomial-time Turing machine\(^3\). For a more formal definition, see [38].

We now show the following:

**Lemma 9.** Given an integer $C > 0$, it is \#P-complete to compute the probability that the maximum flow value $v$ in $G(E_1, E_2, \alpha)$ is at most $C$, $\Pr[v \leq C]$.

**Proof.** Recall that if $J = \{w_1, \ldots, w_n\}$ is a set of $n$ positive integer weights and we are given an integer $C \geq \sum_{i=1}^{n} \frac{w_i}{2}$, then the problem of computing the number, $T$, of subsets of $J$ with total weight at most $C$ is \#P-complete, because it is equivalent to counting the number of feasible solutions of the corresponding KNAPSACK instance [38].

Consider now the temporal flow network of Figure 7 where there are $n$ directed disjoint two-edge paths from $s$ to $t$. For the path with edges $e_i, e'_i$, via vertex $v_i$, the capacity of $e_i$ is $w_i$ and the capacity of $e'_i$ is $w'_i \geq w_i$. In this network, $E_1 = \emptyset$ and $E_2 = E$, i.e., the availabilities of every edge are chosen independently and uniformly at random from $\{1, \ldots, \alpha\}$. Also, assume that each edge selects a unique random label.

![Figure 7: The network structure we consider](image)

Clearly, the value of the maximum temporal flow from $s$ to $t$ until time $\alpha + tt$ is the sum of $n$ random variables $Y_i$, $i = 1, \ldots, n$, where $Y_i$ is the value of the \(^3\{0, 1\}^* = \cup_{n \geq 0} \{0, 1\}^n$; where $\{0, 1\}^n$ is the set of all strings (of bits 0, 1) of length $n$.
flow through the \( i \)th path. \( Y_i \) is, then, \( w_i \) with probability \( p_i = \frac{1}{2} - \frac{1}{\alpha} \), which is equal to the probability that the label \( L_{e_i} \) is smaller than the label \( L'_{e_i} \), so that the path \((e_i, e'_i)\) is a journey, and is zero otherwise. Then, \( v = Y_1 + \ldots + Y_n \) and it holds that \( \Pr[v \leq C] = \Pr[\sum_{i=1}^{n} Y_i \leq C] \).

From now on, let \( J_k \) represent the set of all subsets of \( J \) of \( k \) weights. Let \( \vec{g} = (g_1, \ldots, g_n) \) be a specific assignment of weights to \( Y_1, \ldots, Y_n \), respectively, i.e., \( g_i = w_i \) with probability \( \frac{1}{2} - \frac{1}{\alpha} \) and, otherwise, \( g_i = 0 \). Denote by \( \vec{g} \) the corresponding set of weights; so, \( \vec{g} \in J_k \). Then,

\[
\Pr[v \leq C] = \Pr[\sum_{i=1}^{n} Y_i \leq C] = \sum_{\vec{g}} \Pr[Y_i = g_i, \forall i = 1, \ldots, n] \cdot x(\vec{g}),
\]

where:

\[
x(\vec{g}) = \begin{cases} 
1 & \text{if } \sum_{i=1}^{n} g_i \leq C \\
0 & \text{otherwise.}
\end{cases}
\]

For each particular \( \vec{g} \) in \( J_k \), the probability that it occurs is \( \left( \frac{1}{2} - \frac{1}{\alpha} \right)^k \left( \frac{1}{2} + \frac{1}{\alpha} \right)^{n-k} \). So, from Equation 1 we get:

\[
\Pr[v \leq C] = \sum_{k=0}^{n} \sum_{\vec{g} \in J_k} x(\vec{g}) \left( \frac{1}{2} - \frac{1}{\alpha} \right)^k \left( \frac{1}{2} + \frac{1}{\alpha} \right)^{n-k} = \left( \frac{1}{2} + \frac{1}{\alpha} \right)^n \sum_{k=0}^{n} \sum_{\vec{g} \in J_k} x(\vec{g}) \left( \frac{1}{2} + \frac{1}{\alpha} \right)^k 
\]

(2)

The following holds (using Bernoulli’s inequality):

\[
1 \geq \left( \frac{1}{2} - \frac{1}{\alpha} \right)^k \geq \left( \frac{1}{2} - \frac{1}{\alpha} \right)^n = \left( \frac{\alpha - 2}{\alpha + 2} \right)^n \geq 1 - \frac{4n}{\alpha + 2} \quad (3)
\]

Let \( T = \sum_{k=0}^{n} \sum_{\vec{g} \in J_k} x(\vec{g}) \). Then, we get from Equation 2 and Relation 3:

\[
\left( \frac{1}{2} + \frac{1}{\alpha} \right)^n (1 - \frac{4nT}{\alpha + 2})T \leq \Pr[v \leq C] \leq \left( \frac{1}{2} + \frac{1}{\alpha} \right)^n T \quad \iff \quad (1 - \frac{4nT}{\alpha + 2})T \leq \Pr[v \leq C] \leq (1 - \frac{4nT}{\alpha + 2}) \frac{1}{\left( \frac{1}{2} + \frac{1}{\alpha} \right)^n} \leq T \quad \iff \quad T - \frac{4nT}{\alpha + 2} \leq \Pr[v \leq C] \leq T
\]

Now, assume that \( \alpha + 2 > 4nT \) (note that \( T \) is exactly the number of subsets of \( J \) with total weight at most \( C \)); we can guarantee that by selecting \( \alpha \) to be, for example, \( 2^n \), or larger. Then, \( 0 < \frac{4nT}{\alpha + 2} < 1 \). Let \( \varepsilon = \frac{4nT}{\alpha + 2} \). Then, we get:

\[
T - \varepsilon \leq \Pr[v \leq C] \leq (\frac{1}{2} + \frac{1}{\alpha})^n T
\]

Note that \( (\frac{1}{2} + \frac{1}{\alpha})^n \) can be represented by a polynomial in \( n \) number of bits and can be computed in polynomial time.
If we had a polynomial-time algorithm, A, to exactly compute \( Pr[v \leq C] \) for any \( C \) and \( \alpha \), then we could exactly compute (also in polynomial time) a number between \( T - \varepsilon \) and \( T \), for \( 0 < \varepsilon < 1 \). But, this determines \( T \) exactly. So, such an algorithm \( A \) would solve a \( \#P \)-complete problem in polynomial time.

**Remark 2.** If each of the \( Y_i \)'s was of the form \( Y_i = w_i \) with probability \( p_i = \frac{1}{2} \), and zero otherwise, then the reduction to the KNAPSACK problem would be immediate \([22, 28]\). However, the possibility of ties in the various \( l_i \) and \( l'_i \)'s excludes the respective journeys and the reduction does not carry out immediately.

Now, given a mixed temporal network \( G(E_1, E_2, \alpha) \), let \( v \) be the random variable representing the maximum temporal flow in \( G \).

**Definition 13.** The truncated by \( B \) expected maximum temporal flow of \( G(E_1, E_2, \alpha) \), denoted by \( E[v, B] \), is defined as:

\[
E[v, B] = \sum_{i=1}^{B} Pr[v = i]
\]

Clearly, it is \( E[v] = E[v, +\infty] \).

We are now ready to prove the main theorem of this section:

**Theorem 2.** It is \( \#P \)-complete to compute the expected maximum truncated Temporal Flow in a Mixed Temporal Network \( G(E_1, E_2, \alpha) \).

**Proof.** Consider the single-labelled mixed temporal network \( G(E_1, E_2, \alpha) \) of Figure 8 in which \( s \) has \( n \) outgoing disjoint directed paths of two edges \( e_i, e'_i \) to a node \( t_1 \), and then there is an edge from \( t_1 \) to \( t \). The capacity of each edge \( (s, v_i) \), \( i = 1, \ldots, n \), is \( w_i \), the capacity of each edge \( (v_i, t_1) \), \( i = 1, \ldots, n \), is \( w'_i \geq w_i \), and the capacity of the edge \( (t_1, t) \) is an integer \( B \) such that \( \frac{1}{2} \sum_{i=1}^{n} w_i < B < \sum_{i=1}^{n} w_i \). The *unique label* of edge \( (t_1, t) \) is some \( b \in \mathbb{N}, b > \alpha \), where \( \alpha \) is the maximum possible label that the other edges may select; in particular, each of the edges \( (s, v_i), (v_i, t_1), i = 1, \ldots, n \) receives a unique random label drawn uniformly and independently from \( \{1, \ldots, \alpha\} \).

![Figure 8: A G(E_1, E_2, \alpha) where E_1 = \{(t_1, t)\} with l_{(t_1, t)} = b > \alpha.](image)

Clearly, the maximum temporal flow from \( s \) to \( t \) until time \( b \) is \( v' = B \), if \( v = \sum_{i=1}^{n} Y_i > B \), and is \( v' = v = \sum_{i=1}^{n} Y_i \), otherwise; here \( Y_i, i = 1, \ldots, n \), is the random variable representing the flow passing from \( t \) to \( t_1 \) via \( v_i \) in the time until \( \alpha \).
So, if $E[v']$ is the expected value of $v'$, we have:

$$E[v'] = \sum_{i=0}^{B} \Pr[v = i] + B \cdot \Pr[v > B]$$

$$= E[v, B] + B(1 - \Pr[v \leq B])$$  \hspace{1cm} (4)

So, if we had a polynomial-time algorithm that could compute truncated expected maximum temporal flow values in mixed temporal networks, then we could compute $E[v']$ and $E[v, B]$; we could then solve Equation 4 for $\Pr[v \leq B]$ and, thus, compute it in polynomial time. But to compute $\Pr[v \leq B]$ is $\#P$-complete by Lemma 9.

4 A Ford-Fulkerson inspired technique for unique edge labels

In this section, we examine whether the traditional method of Ford and Fulkerson [19] for finding a maximum flow (rate) in static networks can be extended in our model of temporal networks; indeed, such a technique would overcome the difficulty that arises when deciding the order in which we should choose the $s \rightarrow t$ journeys for the journey decomposition of the maximum flow (see Section 2.3).

In this section, we focus our attention to the case of temporal networks in which each edge of the underlying graph receives a unique label of availability (single-labelled model) and the node capacities are infinite. Henceforth, we denote by $l_e$ the (unique) time at which some edge $e \in E$ is available.

Definition 14 (Residual temporal network). Given a single-labelled temporal flow network $(G(L) = (V, E, L), s, t, c)$ and a flow $f$ in it, the residual temporal graph $G_f = (V', E', L')$ of $G(L)$ with respect to $f$ is as follows:

- $V' = V$
- (Forward edges) For each edge $e \in E$ with $f(e, l_e) < c_e$, we have $e \in E'$ with capacity $c_e - f(e, l_e)$ and time label $l_e$
- (Backward edges) For each edge $e = (u, v) \in E$ with $f(e, l_e) > 0$, we have $(v, u) \in E'$ with capacity $f(e, l_e)$ and time label $l_e$

Example. Figure 9a shows a temporal flow network $(G(L), s, t, c)$ and a flow $f$ in it (dashed lines). Figure 9b shows the residual graph $G_f$ of $G(L)$ with respect to $f$; notice that the backward edges always have the same availability label as the respective (forward) edge of $G(L)$.

Algorithm 2 is the main algorithm of this section and describes how we can use the residual temporal network to augment the value of the flow in $G(L)$.

Notice that, by construction, at each iteration of Algorithm 2 it holds for the respective $f$ that $v(f) = \sum_{i \in \mathbb{N}} \sum_{e \in E_i} f(e, l_e)$, i.e., at each iteration all the flow units that leave $s$ arrive at $t$ over time. Notice, also, that we only consider flow(s) on the edges of $G(L)$ and not on the residual temporal network; for every flow that can be constructed in $G(L)$ we have a respective temporal network (with no flow in it). The following lemmas are towards proving the correctness of Algorithm 2.
Figure 9: Constructing the residual temporal network given a flow in the temporal flow network

Algorithm 2: Temporal Ford-Fulkerson algorithm

Input: A temporal flow network \((G(L), s, t, c)\)
Output: A maximum flow \(f\) on \(G(L)\)

1. for every edge \(e \in E\) do
2. \(f(e, l_e) = 0;\)
3. \(G_f\) is the residual temporal network of \(G(L)\) with respect to \(f;\)
4. while there exists an \(s \rightarrow t\) journey in \(G_f\) do
5. Let \(J\) be a \(s \rightarrow t\) journey in \(G_f;\)
6. \(f := \text{augment}(f, J);\)
7. Construct new residual graph \(G_f\) /* The construction of \(G_f\) is according to Definition 14 for the current flow \(f\) on \(G(L)\)*/

Function \text{Augment}(f, J)

9. Let \(b\) be the minimum capacity of the edges in \(J;\)
10. for every edge \((u,v)\) in \(J\) do do
11. if \((u,v)\) is a forward edge of \(G_f\) then
12. \(f((u,v), l_{(u,v)}) := f((u,v), l_{(u,v)}) + b /* Increase the flow on the edge \((u,v)\) in \(G(L)\) */\)
13. else
14. \(f((v,u), l_{(u,v)}) := f((v,u), l_{(u,v)}) - b /* Decrease the flow on the edge \((v,u)\) in \(G(L)\); notice that \((v,u)\) is an edge in \(G(L)\), while \((u,v)\) only exists in \(G_f\), since it is a backward edge of \(G_f\) */

Lemma 10. If \(f\) is a flow in \(G(L)\) at some iteration of Algorithm 2 and \(J\) is a \(s \rightarrow t\) journey in \(G_f\) then \(f' = \text{augment}(f, J)\) is also a flow in \(G(L)\).

Proof. To show that \(f' = \text{augment}(f, J)\) is a flow, since the node capacities are infinite, we need only show that it satisfies the edge capacity constraint, and that flow only moves via journeys, i.e., it satisfies the time-respecting constraint:

Capacity constraint If \((u,v) \in J\) is a forward edge, then \(f'((u,v), l_{(u,v)}) = f((u,v), l_{(u,v)}) + b\) and \(b \leq c_{uv} - f((u,v), l_{(u,v)}).\) If \((v,u) \in J\) is a backward edge, then \(f'((u,v), l_{(u,v)}) = f((u,v), l_{(u,v)}) - b\) and \(b \leq f((u,v), l_{(u,v)}).\)
Lemma 11. At every step of Algorithm 2, the flow values \( f(u,v), l_{(u,v)} \) (or \( f((u,v), l_{(u,v)}) \)) and the residual capacities in \( G_f \) are integers.

Proof. The initial flow and residual capacities are integers. Suppose the Lemma holds for \( j \) iterations of the algorithm. Then in the \( (j+1)\text{th} \) iteration, the minimum edge capacity \( b \) is an integer and so the flow after the augmentation is an integer.
Lemma 12. Let $f$ be a flow in $G(L)$ at some iteration of Algorithm $3$ and $f'$ be the flow after one augmentation. Then $v(f) < v(f')$.

Proof. Let $J$ be a $s \rightarrow t$ journey in $G_f$. The first edge, $e$, of $J$ must leave $s$. The original network $G(L)$ has no incoming edges to $s$, so $e$ must be a forward edge in $G_f$. $J$ is simple by construction, so it never returns to $s$. Hence, the value of the flow increases by the flow on $e$. \hfill \square

Lemma 13. Let $S = \sum_{e \in E^+} c_e$ be the sum of capacities of the outgoing edges of $s$. Algorithm $3$ terminates after performing at most $S$ augmentations, i.e., iterations of the while loop.

Proof. The value of the flow increases by at least $1$ at each iteration/augmentation. The maximum value of the flow cannot exceed $S$, so the Lemma holds. \hfill \square

Corollary 2. The running time of Algorithm $2$ is $O(Sm^2 \log m)$, where $m$ is the number of edges, i.e., also time-edges, in $G(L)$.

Proof. The following hold:

- The number of iterations of the Algorithm is at most $S$.
- The number of edges, and thus also time-edges, in $G_f$ is at most $2m$.
- The time needed to find an augmenting journey, if one exists, is $O(m \log m)$ \hfill [3].

Therefore, the running time of Algorithm $2$ is $O(Sm^2 \log m)$. \hfill \square

Lemma 14. Given a single-labelled temporal flow network $(G(L) = (V, E, L), s, t, c)$ and a flow $f$ in it, the following statements are equivalent:

1. There is a temporal cut $C$ in $G(L)$ with $c(C) = v(f)$, where $c(C)$ is the capacity of the temporal cut, i.e., sum of capacities of the time-edges it contains.

2. $f$ is a maximum temporal flow in $G(L)$.

3. There is no augmenting journey for $f$, i.e., there is no $s \rightarrow t$ journey in $G_f$.

Proof. a)$\Rightarrow$b). Since for every flow $f$ and any cut $C$, $v(f) \leq c(C)$ (that can be easily shown using the time-extended network), $c(C) = v(f)$ implies that $f$ is maximum.

b)$\Rightarrow$c). If there is an augmenting journey for $f$, then $v(f)$ can be increased by increasing the flow along the time-edges of that journey, i.e., $f$ is not maximum, which is a contradiction.

c)$\Rightarrow$a). Suppose that there is no augmenting journey for $f$. Consider the journey-decomposition of $f$ and eliminate all flow from edges on journeys that never reach $t$; let $f'$ be the resulting flow. Clearly, $v(f') = v(f)$; also, there is no augmenting journey for $f'$ iff there is no augmenting journey for $f$. 23
Now, consider $G_f'$ and let $A$ be the set of nodes reachable via journeys from $s$ in it; let $B = V \setminus A$. It is $s \in A$ and $t \in B$. Notice that all the time-edges in $G_f'$ that “cross” the partition must either have labels that are smaller than the ones on all the edges with both endpoints in $A$ or have larger labels but be incoming to $A$; the latter time-edges correspond to saturated time-edges in $G(L)$, i.e., their respective time-edges in $G(L)$ carry as much flow as their capacity; let $T$ be the set of those saturated time-edges. Clearly, $v(f') = c(T)$, and thus $c(T) = v(f)$. It remains to show that $T$ is a temporal cut in $G(L)$.

Assume to the contrary that $T$ is not a temporal cut, i.e., that there is an $s \to t$ journey in $G(L)$ that uses none of the time-edges of $T$; let $J = \{(s,x_1,l_1),(x_1,x_2,l_2),\ldots,(x_{\phi-1},t,l_{\phi})\}$ be that journey, for some $\phi \in \mathbb{N}^*$ and some nodes $x_i \in V$, $i = 1,\ldots,\phi - 1$. Now, assume that $x_1 \notin A$ (in $G_f$); then, it must be that $(s,x_1,l_1) \in T$, which is a contradiction; therefore, it is $x_1 \in A$. Assume now that $x_2 \notin A$ (in $G_f$); then, it must be that $(x_1,x_2,l_2) \in T$, which is a contradiction; therefore, it is $x_2 \in A$. Following the same reasoning, we get $x_3,\ldots,x_{\phi-1},t \in A$. However, we already have that $t \in B = V \setminus A$, which contradicts the latter. Therefore, our assumption that $T$ is not a temporal cut is false, and the implication holds.

Theorem 3. The flow returned by Algorithm 2 is the maximum flow.

Proof. For any flow $f$ and any (minimal) temporal $(s,t)$ cut $C$, it holds $v(f) \leq c(C)$. For the flow $f^*$ that the algorithm returns, there is some (minimal) temporal cut $C^*$ such that $v(f^*) = c(C^*)$. If there was a flow $f'$ with $v(f') > v(f^*)$, that would imply that $v(f') > c(C^*)$, which contradicts the above, i.e., the fact that the value of any flow is upper bounded by the capacity of any minimal temporal $(s,t)$ cut. Therefore, $f^*$ is maximum.

5 Conclusions

We defined and studied here for the first time flows in temporal networks. We also considered random availabilities in some of the edges of our networks (mixed temporal networks). An interesting open problem is the existence of a FPTAS for the expected maximum flow value in mixed temporal networks.
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