A generalization of the Levinson theorem about the asymptotic value of the scattering phase shift
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In quantum scattering theory, there exists a relationship between the difference in the scattering phase shifts at threshold and infinity and the number of bound states, which is established by the Levinson theorem. The presence of Castillejo, Dalitz and Dyson poles in the scattering amplitude, as well as Jaffe and Low primitives, corresponding to zeros of $D$ function on the unitary cut, modify the Levinson theorem. The asymptotic value of the scattering phase shift is shown to be determined by the number of bound states, the number of Castillejo, Dalitz and Dyson poles, and the number of primitives. Some consequences of the generalized theorem with respect to properties of nucleon-nucleon interactions are discussed.
Analyticity of the $S$ matrix is considered to be a consequence of micro-causality [1]. In the framework of perturbation theory, singularities of scattering amplitudes over kinematic invariants are determined by the Landau rules [2, 3]. For particles with momenta $p_1$ and $p_2$, the $S$ matrix in each partial wave is an analytic function of $s = (p_1 + p_2)^2$ on the physical sheet of the Riemann surface, except for simple poles corresponding to bound states, the left cut and the unitary cut. One of the consequences of the analyticity is the Levinson theorem [4], which relates the number of bound states with the scattering phase difference at threshold and infinity. There is a generalization of this theorem to relativistic case [5, 6], which takes into account multichannel structure of the $S$ matrix and CDD poles, introduced by Castillejo, Dalitz, and Dyson [7, 8] to demonstrate the ambiguity in solutions of the Low equation [9].

The generalizations considered to date do not cover systems with the so-called “primitives”, which appear in scattering theory as $P$-matrix poles. According to Jaffe and Low [10], multi-quark states correspond to poles of $P$ matrix, not $S$ matrix. In the framework of the $N/D$ method, primitives manifest themselves as zeros of $D$ function on the unitary cut, in which the scattering phase difference $\delta(s) - \delta(s_0)$ vanishes modulo $\pi$ with a negative slope. CDD poles correspond to zeros modulo $\pi$ of the scattering phase difference with a positive slope. Primitives allow to interpret nucleon-nucleon repulsive core in terms of the $s$-channel exchange of 6-quark states [11–19]. The $s$-channel exchange models are successful in describing nucleon-nucleon scattering [11–13], few-nucleon systems [16], pairing gap evidence [14], and provide useful hints for searching narrow dibaryons [21]. A generalization of the Levinson theorem is of interest for systems in which primitives are identified.

Equation of state (EoS) of nuclear matter is important for astrophysics of compact objects. The stiffest EoS is considered to be the one with the speed of sound $a_s$ equal to the speed of light $c$. In mean field models, this condition is satisfied asymptotically with increasing nuclear density, given that nucleons interact through the $t$-channel exchange of the $\omega$-mesons [22]. The discovery of neutron stars with masses of about $2M_\odot$ [22, 24] excludes a wide class of soft EoS of nuclear matter based on the $t$-channel exchange models. When repulsion dominates, the scattering phase decreases with increasing energy. The stiffness of EoS is thereby sensitive to the asymptotic value of the scattering phase, which, according to the Levinson theorem, is determined by the number of bound states and depends, as we argue below, on the number of CDD poles and the number of Jaffe-Low primitives.

The one-channel $S$ matrix in a fixed partial wave can be expressed in terms of the scattering phase, $\delta(s)$, or the Jost function $D(s)$:

$$S = e^{2i\delta(s)} = \frac{D_{11}(s)}{D_I(s)}.$$  

(1)

$D_I(s)$ matches $D(s)$ on the physical (first) sheet of the Riemann surface to which the upper edge of the unitary cut $(s_0, +\infty)$ belongs. Analytical continuation of $D_I(s)$ through the unitary cut to the region $\Im s > 0$ leads to the non-physical (second) sheet of the Riemann surface. The function $D_{11}(s)$ is defined by analytical continuation of $D(s)$ from the lower edge of the unitary cut. In the domain $\Im s < 0$, when the variable $s$ belongs to the physical sheet of the Riemann surface, $D_{11}(s)$ coincides with $D(s)$.

$D(s)$ is analytic in the complex $s$ plane with the cut $(s_0, +\infty)$, the threshold $s_0$ is a branch point. The imaginary part of $D(s)$ on the unitary cut defines the $N$ function. $D(s)$ has no zeros in the complex $s$ plane except for simple zeros on the real axis for $s < s_0$, which correspond to bound states, and simple zeros for $s > s_0$, which correspond to primitives. CDD (simple) poles are located on the real axis at $s = s_0$. CDD poles permeate all sheets of the Riemann surface. Condition for the existence of a primitive, $D_I(s) = 0$ for $s \in (s_0, +\infty)$, is necessary and sufficient for $D_{11}(s) = 0$ because $D_I(s)$ and $D_{11}(s)$ differ only in the imaginary part, which in this case is equal to zero.

We consider the integral

$$J = \int_{s_0}^{+\infty} ds \ln(D(s))' = 2i \int_{s_0}^{+\infty} ds \delta(s)' = 2i(\delta(+\infty) - \delta(s_0)).$$  

(2)

The integration is performed along the real axis. $J$ can be written in terms of the Jost function:

$$J = \int_{s_0}^{+\infty} ds \ln \left( \frac{D_{11}(s)}{D_I(s)} \right)' = \int_{s_0}^{+\infty} ds \left( \frac{D_{11}(s)'}{D_{11}(s)} - \frac{D_I(s)'}{D_I(s)} \right).$$  

(3)

Under the sign of the second integral, each of the summands has simple poles generated by CDD poles and primitives. The poles and the zeros are cancelled in $D_{11}(s)/D_I(s)$, so there exists a region $\Im s \lesssim 0$, adjacent to the unitary cut, which is domain of analyticity of the integrand function. The integration contour can be moved down, then the integral can be split into two terms:

$$J = \int_C ds \frac{D_{11}(s)}{D_{11}(s)} + \int_{C'} ds \frac{D_I(s)}{D_I(s)}.$$  

(4)
After the contour is shifted down, the argument of the function $D_{II}(s)$ belongs to the first ($I$) sheet of the Riemann surface. The argument of the function $D_I(s)$ goes under the cut and arrives at the non-physical sheet $II$. The integration paths are shown in Fig. 1. The contour $C$ lies on the physical sheet below the unitary cut, while the contour $C'$ lies under the unitary cut on the second sheet, where zeros of $D(s)$ corresponding to resonances are located. We consider a fairly small contour shift so that $C'$ did not intersect with zeros of $D(s)$ corresponding to resonances.

On the real axis, the integrand functions of Eq. (4) have simple poles corresponding to zeros of $D_I(s)$ and $D_{II}(s)$; zeros of $D_I(s)$ for $s < s_0$ describe bound states. These zeros usually do not match zeros of $D_{II}(s)$ for $s < s_0$ on the second sheet. Zeros on the unitary cut $(s_0, +\infty)$ correspond to primitives. CDD poles below the threshold and $n_{\text{CDD}}$ poles (crosses) correspond to CDD poles. The arrows on the contours $C$ and $C'$ indicate direction along which the integration is performed in Eq. (3).

A simple heuristic argument illustrating the relationship (8) is based on the representation of $D$ function (cf. [25])

$$D(s) = \prod_{i=1}^{n_b} \frac{s - s_i}{s_0 - s_i} \prod_{i=1}^{n_{\text{CDD}}} \frac{s - s_i}{s_0 - s_i} \prod_{j=1}^{n_{\text{CDD}} - n_{\text{B}}} \frac{s - s_j}{s - s_j} \exp \left( -\frac{s - s_0}{\pi} \int_{s_0}^{+\infty} \frac{\delta(s') - \delta(s_0)}{(s' - s_0)(s' - s + i0)} ds' \right).$$

FIG. 1. Zeros and poles of the Jost function on the first ($I$) and second ($II$) sheets of the Riemann surface. Zeros (circles) correspond to bound states for $s < s_0$ and primitives for $s > s_0$; poles (crosses) correspond to CDD poles. The arrows on the contours $C$ and $C'$ direction along which the integration is performed in Eq. (3).
The family of $D$ functions, satisfying the Low equation \[ g(s) = \frac{1}{D(s)} \] entering the dispersion integral is bounded. Zeros corresponding to primitives in the representation match thereby zeros modulo $\pi$ of the phase difference $\delta(s) - \delta(s_0)$, ensuring the sign-definiteness of $N(s)$ in a neighborhood of $s = s_i$. The constancy of the sign of $N(s)$ is the characteristic feature of belonging $D(s)$ to the class of generalized $R$ functions which are analytic functions in the complex $s$ plane with the cut $(s_0, +\infty)$, free of simple zeros outside the real axis.

Summarizing, the existence of primitives, as well as CDD poles, modifies the Levinson theorem. Primitives give a negative contribution to the asymptotic value of the scattering phase shift. In potential scattering, the decrease in the scattering phase with an increase in the energy is associated with a repulsive potential. In the Dyson model and its generalizations, the number of CDD poles is determined by the number of bound states, primitives, and resonances $(n_i)$: $n_{\text{CDD}} = n_b + n_p + n_r + \Delta$, where $\Delta = 0, \pm 1$. This restriction occurs because between two adjacent CDD poles there is either a bound state, a resonance, or a primitive. To enhance repulsion, we could add an additional primitive to the system, but we would have to add another CDD pole to the system. Primitives and CDD poles enter Eq. (3) with opposite signs, so the asymptotic value of the scattering phase remains unchanged. Since the value of $\delta(+\infty) - \delta(s_0)$ is bounded from below, there is a limit to the strength of the repulsive interaction in the model. Adding new resonances leads to an increase in the $n_{\text{CDD}}$ and in the asymptotic value of $\delta(+\infty) - \delta(s_0)$, accordingly. Such a behavior can be interpreted in terms of an enhanced attraction. The values of $n_i$ are not bounded, so unlike repulsion, the attraction in the system can be arbitrarily strong. The existence of a lower bound of $\delta(+\infty) - \delta(s_0)$ means that there exists a stiffest EoS inherent in the $s$-channel exchange models; this conclusion may be of interest for modeling structure of neutron stars.

In the representation, the number of bound states, the number of primitives, and the number of CDD poles and their relative positions on the real axis are arbitrary. Primitives remove restrictions on the minimum value of $\delta(+\infty) - \delta(s_0)$, which can be interpreted to mean the permissibility of arbitrarily strong repulsion between the particles. The stiffest EoS of nuclear matter obeys thereby requirements of relativistic invariance only, which include the sound speed limit $a_s \leq c$. Shock waves carry information and propagate faster than sound, so there is a more stringent constraint, according to which the speed of propagation of shock waves in nuclear matter is less than the speed of light.

The family of $D$ functions of Eq. (4) is greater than the family of $D$ functions of the $s$-channel exchange models. The same statement could be true for the $t$-channel exchange models.
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