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Abstract—The rapid development of high-speed railways (HSRs) puts forward high requirements on the corresponding communication system. Millimeter wave (mmWave) can be a promising solution due to its wide bandwidth, narrow beams, and rich spectrum resources. However, with the large number of antenna elements employed, energy-efficient solutions at mmWave frequencies are in great demand. Based on a mmWave HSR communication system with multiple mobile relays (MRs) on top of the train, a dynamic power-control scheme for train-ground communications is proposed. The scheme follows the regular movement characteristics of high-speed trains and considers three phases of train movement: the train enters the cell, all MRs are covered in the cell, and the train leaves the cell. The transmit power is further refined according to the number of MRs in the cell and the distance between the train and the remote radio head. By minimizing energy consumption under the constraints of the transmitted data and transmit power budget, the transmit power is allocated to multiple MRs through the multiplier punitive function-based algorithm. Comprehensive simulation results, where the velocity estimation error is taken into account, are provided to demonstrate the effectiveness of the proposed scheme over several baseline schemes.

Index Terms—Energy efficiency, high-speed railway (HSR), millimeter wave (mmWave), mobile relay (MR).

I. INTRODUCTION

HIGH-SPEED railways (HSRs) are in high development due to its high mobility, great comfort, and high reliability. Compared to traditional means of transportation, HSR is changing how people travel and brings huge economic benefits while being convenient [1]. The HSR network is rapidly expanding and will promote the development of various technologies, especially in the field of HSR communications [2]. To be in line with future smart rail, HSR communication systems are expected to provide both train control services and mobile multimedia services for train passengers. With the help of smart technologies, we will not only see faster high-speed trains, but also high-speed data services for passengers, fully automated train operation and real-time monitoring in smart railway systems. Nevertheless, it is challenging to enable these high data rate required applications using current railway communication systems. The data rate of the most widely used global system for mobile communications for railways is at kb/s-level, and that of the long term evolution for railways is at Mb/s-level, which is still insufficient for many smart railway wireless communication services [3]. As a result, millimeter wave (mmWave) communication systems attract significant interest.

MmWave can support multi-gigabit wireless data transmission, thus becoming a strong candidate for HSR communication systems to fulfill the increasing capacity requirements [4]. However, it also brings about many new challenges. A major drawback is that mmWave communications suffer from blockage and increased path loss compared to communications in lower frequency bands [5]. The propagation conditions at mmWave are more severer since mmWave signals cannot penetrate most solid materials [6]. The solution to this problem is directional beamforming technique based on large-scale antenna arrays [7]. Beamforming allows signals to be transmitted in a specific direction through the transmitter (TX) and receiver (RX) antennas, by which a highly directional transmission link is established.

Traditionally, base stations (BSs) have been the major power consumers in wireless communication networks, even in the absence of data transmission. This problem is even more severe in the mmWave band. Due to the high bandwidth, high volume of traffic and high transmit power, the energy consumption of a single mmWave BS is significantly higher than that of an existing single sub-6 GHz BS. Moreover, mmWave small BSs are usually deployed with high-power macro BSs in heterogeneous networks (HetNets) to increase system capacity. This means that massive traffic growth comes at the cost of huge energy consumption and a much larger carbon
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footprint. However, it is not desirable to increase system capacity through higher energy levels [8]. Although mmWave technology can greatly improve the performance of HSR communication networks, these high data rate links also lead to increased device power consumption and a corresponding growth in system energy consumption. It is critical to overcome the energy consumption challenges of HSR mmWave communication networks due to the rising transmission rate demands.

Energy efficiency is a key performance metric for the fifth and future sixth generation communication systems, and has attracted extensive attention from both academia and industry [9]. The design of future wireless communication networks should take energy efficiency into account and meet more stringent energy efficiency requirements. HSR is widely recognized as a green transportation that requires an organic combination of energy efficiency and functional design [3]. It is of great practical importance to study the energy efficiency problem of train-ground mmWave communications for HSRs.

A. Related Work

A significant amount of work is focused on the resource allocation to improve the energy efficiency of wireless communication systems [10]–[17]. With the goal of maximizing the energy efficiency of orthogonal frequency division multiple access HetNets employing wireless backhaul, [10] designs power and bandwidth allocation schemes by decoupling the joint optimization problem into two convex optimization problems. Zhang et al. in [11] consider a HetNet powered by harvested energy, on-grid energy or both, and derive a closed-form expression for the power saving gain. Traffic offloading schemes for a single SBS and multiple SBS scenarios are developed to minimize on-grid energy consumption under the quality of service (QoS) constraint. A multi-objective optimization problem subject to channel, time slot, transmission power and QoS constraints is formulated in [12] to exploit the trade-off between energy efficiency and spectral efficiency in device-to-device (D2D) communications supporting energy harvesting. Energy and task allocation in wireless-powered mobile edge computing networks are also solved by convex optimization techniques in [13]. In particular, the authors consider randomly arriving tasks and situations where future channel state information is unknown. A game theory-based approach is proposed for sub-channel and power allocation in ultra dense networks where long term evolution (LTE) and Wireless Fidelity (WiFi) coexist [14]. Reference [15] studies the energy scheduling problem of D2D communication with energy harvesting capability, especially considering the energy consumption of the device to process data. In recent years, deep reinforcement learning approaches have also been used to solve energy efficiency maximization problems [16], [17].

The energy consumption of mmWave communication systems is of particular concern due to the high frequency bands and the large number of antenna elements. Several optimization schemes have been proposed to achieve energy efficient mmWave communications [18]–[21]. For mmWave cell-free systems, [18] selects several main paths in the angle domain and performs information feedback and transmission power allocation on these paths. Reference [19] proposes to utilize the energy recovered from radio frequency signals and coordinate data transmission through multiple BSs to improve the energy efficiency of ultra-dense HetNets with mmWave massive multiple-input multiple-output (MIMO). In [20], the authors focus on the design of analog beamformers in mmWave multi-input single-output systems and propose a low-complexity solution under power constraints. Digital and hybrid mmWave beams are also designed in [21] through a hybrid mapping algorithm to maintain the dynamic balance between the energy efficiency and beam ripples.

Recently, mmWave HSR communications have been extensively studied [22]–[26]. The throughput performance of the HSR communication system with a two-hop architecture has been shown to outperform the performance of direct communication between BSs and passengers, and deploying multiple independent mobile relays (MRs) is superior to deploying a single MR [22]. In this two-hop network, the type of MR can be either amplify-and-forward or decode-and-forward, and there is a trade-off between the performance and cost of the MR. 5G New Radio (NR) is believed to further enhance the performance of HSR communication systems. Reference [23] describes the performance requirements for deploying 5G NR systems in HSR scenarios and provides the physical layer design and initial access mechanism to support high-speed mobile scenarios. Conventional beam alignment methods may introduce large angular offsets in HSR systems, the authors in [24] propose a fast initial access scheme by taking advantage of learning results from historical beam training process. Moreover, a network structure which utilizes low frequency bands to improve the performance of mmWave frequencies is applied to guarantee the robustness of the entire network. Xu et al. [25] consider a practical signal propagation environment, and propose a channel tracking scheme based on angle information, while a hybrid beamforming scheme is also designed to reduce overhead. A channel model for mmWave HSR systems is developed in [26], which is a three-dimensional model that captures channel non-stationarity in time, space and frequency.

Notably, most of these prior works do not consider the energy efficiency optimization for HSR communications. Although there have been some studies on energy efficiency related problems, there are not many discussions on energy-efficient problem in the unique and challenging HSR scenario. Due to the fast moving speed of high-speed trains, HSR communications suffer from severe Doppler shift and penetration loss, and these problems are more severe at mmWave frequencies. In addition, frequent handovers are performed in HSR systems, which is launched by a large number of user equipment almost simultaneously and has to be completed in a short period of time [27]. To address these issues, the third Generation Partnership Project (3GPP) has adopted a two-hop architecture in HSR, where data from passengers to BSs is forwarded by roof MRs [22]. High-speed trains provide a lot of space for large-scale antennas, and hence roof-top MR can also provide high-speed data transmission services for HSR.
passengers with the help of high frequency bands such as mmWave [28]. Moreover, multiple MRs are expected to further enhance system throughput. However, different from single MR, multi-MRs consumes more energy. Providing maximum transmit power to each MR results in the system operating at a much lower efficiency than its optimal capability, and the power consumed by the system is not fully utilized and is greatly wasted. Therefore, how to achieve dynamic power allocation among multiple MRs to save the energy of HSR communication systems while meeting the data transmission requirements is a key issue.

B. Contributions and Organization

In this paper, we consider the train-ground mmWave communication for HSRs, where an mmWave remote radio head (RRH) can serve multiple MRs installed on the train simultaneously [29]. Directional beamforming is employed at the TX and RX, to compensate for the path loss at higher frequencies. Then an energy efficiency optimization problem is formulated and a power allocation scheme based on the multiplier punitive function algorithm is developed. The scheme considers three phases of train movement: (i) the train enters the cell, (ii) all the MRs are covered in the cell, and (iii) the train leaves the cell. The transmit power of the second phase is dynamically adjusted according to the distance between the train and the RRH, and the transmit power of the other two phases is allocated according to the number of MRs in the cell. Main contributions are as follows.

- This paper investigates the energy efficiency problem of mmWave multi-MR HSR systems, where more than one MR is mounted on the roof of the train. A dynamic power allocation scheme is designed to support a number of RRH-MR links simultaneously. In particular, the process of the train entering or leaving the cell is divided into several stages depending on the number of MRs in the cell, and when all MRs are in the cell, the power is allocated sequentially in several consecutive location bins.
- An optimization problem is formulated to achieve high energy efficiency of train-ground communications. The optimization problem imposes a strict constraint on the transmit power of the system, that is, the sum of the transmit powers of multiple MRs is less than the transmit power budget. In addition, energy consumption is minimized under the constraint that the total transmitted data is greater than the threshold.
- The formulated optimization problem is a multivariate non-convex non-linear problem, which is difficult to obtain the optimal power allocation results. A multiplier punitive function-based algorithm is proposed to realize power allocation of different MRs during the train movement. Simulations verify that the optimized power allocation scheme can improve energy efficiency of the system. Moreover, the impact of errors in estimating train speed is also analyzed.

The remainder of this paper is organized as follows. Section II describes the system model and formulates the energy efficiency maximization problem into a non-convex non-linear minimization problem. Section III proposes a multiplier punitive function-based algorithm to solve the optimization problem. Section IV presents performance evaluation and explores the effect of speed error. Finally, Section V concludes this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

To meet the high-speed transmission demands of HSR passengers, a control/user-plane splitting network architecture is adopted in this paper [3], as shown in Fig. 1. Control signaling is carried on the control-plane, and data information from passengers is offloaded to the track-side mmWave RRH. The network is also a HetNet deployment, with the mmWave RRH deployed within the coverage of macro cell for high data rate transmission, and MBS operating in lower frequency bands for coverage and reliability. Due to the high cost, it is impractical to deploy continuous mmWave RRHs. This separation of user plane and control plane allows flexible deployment of mmWave RRHs to improve transmission rates in small areas while maintaining coverage performance.

To provide reliable connectivity for passengers, multiple MRs are deployed on top of the train, forming a two-hop architecture. MRs are mainly used for receiving and forwarding data, and all communications between RRHs and passengers are completed through MRs, thus avoiding severe train body penetration loss. Compared to a single MR, multiple MRs take advantage of space diversity gain to further improve system throughput. In the first hop, MRs establish connections with the RRH through radio access links, which can be both at frequency bands below 6 GHz and mmWave frequencies. In the second hop, MRs serve onboard passengers through the access points installed inside each carriage, where MRs and access points are connected by the wired cable or fiber. At the access links, various well-developed radio access technologies are enabled, like LTE and WiFi [30]. Another advantage of using this two-hop structure is that the data from passengers first arrives at MRs and then is forwarded to the low-frequency BSs via MRs, avoiding frequent handover when passengers directly communicate with BSs. Since communication requests and data information from passengers are aggregated at MRs, we only consider the RRH-MR links that support the train-ground mmWave communications.

![Fig. 1. A control/user-plane splitting network for HSR communications.](image-url)
Assume that all transceivers are equipped with adaptive antenna arrays and a beam switching method is employed to achieve effective beam alignment. Train position information from the train control system and train velocity measured by the train itself is exploited to compute the real-time train position to further assist beam switching. Then train position can be predicted by

\[ x(t) = v(t - t_0) + x_0, \]  

where \( x(t) \) is the train position at time \( t \), \( v \) is the train speed, \( x_0 \) is the feedback location from the train control system at time \( t_0 \). In practice, train speed information may not be perfect, and speed estimation errors may exist. The effect of velocity estimation error will be discussed in Section IV-D.

Let \( d_0 \) be the distance between the RRH and the rail, and \( d_l \) is the coverage width of the RRH. Suppose the train has \( M \) MRs, and the distance between adjacent MRs is \( d_{MR} \) which satisfies \( d_l > (M - 1)d_{MR} \), i.e., the movement of the train consists of three processes: the train enters the cell, all \( M \) relays of the train are covered in the cell, and the train leaves the cell.

The mmWave channel model in dB is expressed as

\[ h_i(t) = -PL_i(t) - \xi - \gamma(t), \]

where \( h_i(t) \) is the channel coefficient between the \( i \)th MR and the RRH at time \( t \), the path loss is denoted by \( PL_i(t) \) and is given by \( PL_i(t) = 10n\log_{10}(4\pi d_i(t)/\lambda) \), where \( n \) denotes the path loss exponent, \( \lambda \) denotes the carrier wavelength, and \( d_i(t) \) denotes the distance between the track-side RRH and the MR \( i \). \( \xi \) is the shadowing margin, and \( \gamma(t) \) denotes the scaling fading factor incorporating Rician fading whose envelope is distributed as

\[ f(r) = r \exp\left(-\frac{r^2 + A^2}{2\sigma^2}\right) \cdot I_0\left(rA/\sigma^2\right)/\sigma^2. \]

To mitigate the negative impact of Doppler shift on HSR mmWave communication systems, a machine learning-based Doppler shift estimation method is adopted [31]. With the powerful processing capability of MRs, a Doppler shift estimation model, which is a trained neural network, is deployed at one of the MRs.

Considering the regularity of train movement, the proposed model constructs the mapping relationship from reference signal received power (RSRP) values to Doppler shift by the pattern of RSRP. Specifically, the input set of the model consists of \( 2L + 1 \) RSRP values around position \( x_a \), which is given by

\[ s(x_a) = \{ r(x_{a-L}), \ldots, r(x_{a-1}), r(x_a), r(x_{a+1}), \ldots, r(x_{a+L}) \}, \]

where \( s(x_a) \) denotes the input set at position \( x_a \), \( r(x_j) \), \( j = a - L, \ldots, a, \ldots, a + L \) denotes the RSRP value at position \( x_j \) and is given by [32]

\[ r(x_j) = P_T + G_{tx} + G_{rx} - \xi + 10n\log_{10}(\lambda/4\pi d(x_j)) - \gamma(t), \]

where \( P_T \) is the transmit power budget; \( G_{tx} \) and \( G_{rx} \) denote the TX and RX antenna gains, respectively; \( d(x_j) \) is the distance of the MR from the RRH at position \( x_j \). Since different locations may correspond to the same RSRP value, if a single RSRP value is directly input to the model, it will result in the same Doppler shift value at different locations. Multiple input values avoid this one-to-many mapping problem.

The RSRP values are measured every \( x_s \) meters, that is, every \( x_s/v \) seconds, to generate the training data of the model. By training a neural network, a Doppler shift estimator is obtained. However, the model can only estimate the Doppler shift at the velocity parameter for which the model was trained. Estimates at other speeds require extensive training of the model at different speeds. To address this, the output of the model is redefined as the relative Doppler shift, denoted by \( f_d^{rel}(x) \), and is given by

\[ f_d^{rel}(x) = \frac{f_d(x)}{f_{d,max}}, \]

where \( f_d(x) \) is the Doppler shift at position \( x \), \( f_{d,max} \) is the maximum Doppler shift which is computed by \( f_{d,max} = f_c v/c \) where \( f_c \) is the carrier frequency and \( c \) is the speed of light.

Finally, the Doppler shift can be estimated by

\[ f_d(x) = \frac{f_d^{rel}(x)f_c v}{c}. \]

### B. Problem Formulation

The energy efficiency optimization for HSR communications can be formulated as

\[ \text{max} \quad EE = \frac{D}{E}, \]

where \( EE \) is the energy efficiency, \( D \) is the total transmitted data, and \( E \) denotes the total energy consumption.

Consider the entire process from the first MR of the train entering the cell to the last MR leaving the cell, which consists of three stages: (i) MRs of the train enter the cell sequentially, (ii) all the \( M \) MRs are covered in the cell, and (iii) MRs leaves the cell in turn. The first stage can be further divided into \( M - 1 \) parts according to the number of MRs that have entered the cell; so is the third stage. Moreover, the distance travelled by the train in the second stage is divided into \( N \) consecutive location bins of length \( |d_l - (M - 1)d_{MR}|/N \).

Let the time when the first MR reaches the cell edge be time 0, i.e., \( t_0 = 0 \), and then the running time of the train can be divided into \( 2M + N - 2 \) segments according to the above approach.

Let the time instances for the first MR to reach the endpoint of each segment be \( t_i \), given by

\[ t_i = \begin{cases} \frac{i d_{MR}}{v}, & i \in [1, 2, \ldots, M - 1], \\ \frac{a_i d_{MR} + b_i d_s}{c_i v}, & i \in [M, M + 1, \ldots, M + N - 1], \end{cases} \]

where

\[ a_i = (N + M - i - 1)(M - 1), \]
\[ b_i = i - M + 1, \]
\[ c_i = (i - M - N + 1). \]
When \( t \in [0, t_{M-1}] \), the train enters the cell during this interval, corresponding to the first stage. When \( t \in [t_{M-1}, t_{M+N}] \), all the \( M \) relays are covered in the cell, corresponding to the second stage. And when \( t \in [t_{M+N}, t_{2M+N-2}] \), the train leaves the cell, corresponding to the third stage. In addition, when \( t \in [t_i - 1, t_i), i \in [1, 2, \ldots, M - 1] \), there are \( i \) MRs covered in the cell; when \( t \in [t_i - 1, t_i), i \in [M + N, 2M + N - 2] \), there are \( 2M + N - i - 1 \) MRs covered in the cell.

Since the length of location bins and the distance between MRs are both short, assume that the transmit power allocated to each MR during each interval \([t_i - 1, t_i]\) is constant. Let \( P = [P_{i,j}] \) denote a \( M \times (2M + N - 2) \) transmit power allocation matrix, where \( P_{i,j} \) denotes the transmit power allocated to the \( i \)th MR during \([t_j - 1, t_j]\). If the MR has not entered the cell or has left the cell, there is no transmit power allocated to it.

The total energy consumption \( E \) of the train-ground mmWave communications can be calculated as

\[
E = TP^T I, \tag{11}
\]

where \((\cdot)^T\) denotes the transpose operator, \( I \) is a \( 1 \times 1 \) matrix with elements 1. \( T \) is a time matrix and is expressed as

\[
T = \begin{bmatrix}
\frac{d_{MR}}{v}, & \ldots, & \frac{d_{MR}}{v}, & \frac{d_{M-1} - (M-1)d_{MR}}{v \cdot N}, & \ldots, \\
\frac{d_{M-1} - (M-1)d_{MR}}{v \cdot N}, & \ldots, & \frac{d_{MR}}{v}, & \ldots
\end{bmatrix}, \tag{12}
\]

where \( T \) consists of \( 2M + N - 2 \) elements, the first \( M - 1 \) and the last \( M - 1 \) elements are \( d_{MR}/v \), and the middle \( N \) elements are \( (d_{M-1} - (M-1)d_{MR})/v \cdot N \).

The received power of MR \( i \) during \([t_j - 1, t_j]\), denoted by \( P_{rx,i,j}(t) \), is given by

\[
P_{rx,i,j}(t) = P_{i,j} + G_{tx} + G_{rx} - \xi + 10 \log_{10} \left( \frac{\lambda}{4\pi d_i(t)} \right) - \gamma(t)|dBm|. \tag{13}
\]

The received SNR of MR \( i \) at time \( t \), denoted by \( \Gamma_i(t) \), is obtained as

\[
\Gamma_i(t) = P_{i,j} + 10 \log_{10} \left( \frac{\lambda}{4\pi d_i(t)} \right) + \gamma(t) + C_i, \tag{14}
\]

where

\[
C_i = G_{tx} + G_{rx} - \xi - P_{noise} \tag{15}
\]

\[
P_{noise} = -174 + 10 \log_{10} B + NF \cdot |dBm|, \tag{16}
\]

where \( P_{noise} \) is the noise power, \( B \) is the system bandwidth, and \( NF \) is the noise figure.

According to the Shannon capacity formula, the amount of transmitted data of MR \( i \) during \([t_j - 1, t_j]\), denoted by \( D_{i,[t_j - 1, t_j]} \), is given by

\[
D_{i,[t_j - 1, t_j]} = \int_{t_{j-1}}^{t_j} \log_2 \left( 1 + 10^{\Gamma_i(t)/10} \right) dt. \tag{17}
\]

Then the total amount of transmitted data \( D \) can be computed as

\[
D = \sum_{i=1}^{M} \sum_{j=1}^{M+N-2} D_{i,[t_j - 1, t_j]}. \tag{18}
\]

Equations (11)-(18) provide a model for the energy efficiency EE. Since \( EE = D/E \), we optimize \( EE \) through minimizing \( E \) under the constraint that \( D \) meets the preset threshold \( D_{min} \). Then the optimization problem can be modeled as

\[
\min E \quad \text{s.t.} \quad D \geq D_{min}, \tag{19}
\]

where \( D_{min} \) is the minimum requirement for the amount of transmitted data.

In addition to the constraint on the total amount of transmitted data, the sum of the transmit powers allocated to the MRs in each period must be less than the transmit power budget \( P_T \). Finally, the energy efficiency optimization problem for HSR communications can be modeled as

\[
\min_P E \quad \text{s.t.} \quad D \geq D_{min}, \quad \|P\|_1 \leq P_T, \tag{20}
\]

where \( \|\cdot\|_1 \) denotes the maximum absolute column sum norm and is given by \( \|A\|_1 = \max_{j=1,2,\ldots,n} \sum_{i=1}^{m} |A_{i,j}| \).

Accordingly, (20b) implies that

\[
\sum_{i=1}^{M} P_{i,j} \leq P_T, \forall j \in [1, 2, \ldots, 2M + N - 2], \tag{21}
\]

That is, the problem (20) actually has \( 2M + N - 1 \) constraints with \( M \times (M + N - 1) \) optimization variables. Since the constraint (20a) contains non-convex SNR parts, the problem is a non-convex non-linear optimization problem.

### III. PROPOSED POWER-CONTROL ALGORITHM

Due to the non-linearity of the constraints (20a), it is not possible to transform this problem into an unconstrained problem by the elimination method. One approach is to form an auxiliary function from the objective function and the constraint functions, transforming the original constrained problem into an unconstrained problem that minimizes the auxiliary function.

The multiplier punitive function method combines the advantages of the Lagrange multiplier method and the penalty function method, that is, fast convergence and the ability to transform a constrained problem into an unconstrained one, and is therefore suitable for the above problem (20). However, directly solving the inequality constrained optimization problem requires the introduction of new variables to transform inequality constraints into equality constraints, which will undoubtedly greatly increase the complexity of the algorithm. Since the optimal solution can be obtained from the Karush-Kuhn-Tucker (KKT) conditions, we first analyze the KKT conditions here.

The Lagrange function for problem (20) is given by

\[
\mathcal{L}(P; \lambda) = E - \lambda_1 (D - D_{min}) + \lambda_2 (\|P\|_1 - P_T), \tag{22}
\]

where \( \lambda_i \) ( \( i \in [1, 2] \) ) are Lagrange multipliers.
Construct corresponding KKT conditions as follows.
\[
\begin{align*}
\nabla P \mathcal{L}(P; \lambda) &= 0, \\
\lambda_1(D - D_{\text{min}}) &= 0, \\
\lambda_2(\|P\|_1 - P_T) &= 0, \\
D - D_{\text{min}} &\geq 0, \\
\|P\|_1 - P_T &\leq 0, \\
\lambda_i &\geq 0, i \in [1, 2].
\end{align*}
\]

(23)

Due to the first constraint (20a) of problem (20) involves exponential and logarithmic operations, it is difficult to solve the KKT constraints directly. On the other hand, through analysis and calculation of (23), it is found that the solution to the optimization problem can be obtained when the constraints are all equal, and thus, the inequality constrained optimization problem (20) is transformed as follows

\[
\begin{align*}
\min_P & \; E \\
\text{s.t.} & \; D = D_{\text{min}}, \\
& \quad \sum_{i=1}^M P_{i,j} = P_T, \; \forall j \in [1, 2, \ldots, 2M + N - 2].
\end{align*}
\]

(24a)

The multiplier punitive method forms an augmented Lagrangian function to transform the constrained optimization into an unconstrained optimization, and algorithms for solving the unconstrained optimization problem can be directly used to solve the original problem. Since the method does not involve constraints at each iteration, it is suitable for solving non-linear constrained optimization problems. The augmented Lagrange function of problem (24) is given by

\[
\phi(P, \lambda, \sigma) = E(P) - \lambda^T h(P) + \sigma h(P)^T h(P),
\]

(25)

where \( \sigma \) is a penalty factor.

To simplify the notation, the augmented Lagrange function can be rewritten as

\[
\phi(P, \lambda, \sigma) = E(P) - \lambda^T h(P) + \sigma h(P)^T h(P),
\]

(26)

where \( \lambda = [\lambda_1, \lambda_2, \ldots, \lambda_{2M+N-1}]^T, \; h(P) = [h_1(P), h_2(P), \ldots, h_{2M+N-1}(P)]^T, \; h_1(P) = D - D_{\text{min}}, \; h_{j+1}(P) = \sum_{i=1}^M P_{i,j} - P_T, j = 1, 2, \ldots, 2M + N - 2. \)

The difference between \( \phi(P, \lambda, \sigma) \) and Lagrange function \( \mathcal{L}(P; \lambda) \) is that \( \phi(P, \lambda, \sigma) \) adds a penalty term \( \sigma h(P)^T h(P) \).

This distinction makes the augmented Lagrange function have different properties from the Lagrange function. In contrast to the penalty function method, the penalty factor \( \sigma \) of multiplier punitive method does not have to tend to infinity, as long as a sufficiently large \( \sigma \) is taken, the optimal solution of the problem (24) can be obtained by minimizing \( \phi(P, \lambda, \sigma) \).

Suppose that \( \tilde{P} \) is a minimizer of \( \phi(P, \lambda, \sigma) \), where \( \lambda \) is the optimal Lagrange multiplier. Then by the sufficient condition for the optimization problem, we have that \( \nabla \phi(P, \tilde{\lambda}, \sigma) = 0 \), and for any direction \( d \in \mathbb{R}^n \), \( d^T \nabla \phi(P, \tilde{\lambda}, \sigma) d > 0 \). Since

\[
\begin{align*}
\nabla P \phi(P, \tilde{\lambda}, \sigma) &= \nabla E(P) - \sum_{j=1}^{2M+N-1} \tilde{\lambda}_j \nabla h_j(P) \\
&\quad + 2 \sigma \sum_{j=1}^{2M+N-1} h_j(P) \nabla h_j(P) = 0,
\end{align*}
\]

(27)

combined with \( h_j(P) = 0, j = 1, 2, \ldots, 2M + N - 1 \), yields

\[
\nabla E(\tilde{P}) - 2 \sum_{j=1}^{2M+N-1} \tilde{\lambda}_j \nabla^2 h_j(\tilde{P}) > 0.
\]

(28)

Thus, \( \tilde{P} \) is a KKT point of the problem (24).

By \( d^T \nabla \phi(P, \lambda, \sigma) d > 0 \), for any \( d \in \mathbb{R}^n \) such that \( d^T \nabla h_j(P) = 0, j = 1, 2, \ldots, 2M + N - 1 \), we have

\[
d^T \left( \nabla^2 E(\tilde{P}) - 2 \sum_{j=1}^{2M+N-1} \tilde{\lambda}_j \nabla^2 h_j(\tilde{P}) \right) d > 0.
\]

(29)

Therefore, \( \tilde{P} \) is a local minimum of the original problem (20).

Unfortunately, although the penalty factor can be sufficiently large, the value of the optimal Lagrange multiplier \( \lambda \) cannot be known until the optimal solution is obtained. Therefore, it is necessary to investigate how to determine \( \lambda \) and \( \sigma \). Typically, \( \lambda \) is corrected during the iterative process based on a sufficiently large \( \sigma \) and an initial estimate of the Lagrange multiplier \( \lambda \), trying to make \( \lambda \) converge to \( \bar{\lambda} \).

Assume that in the \( k \)th iteration, the optimal solution of \( \phi(P, \lambda(k), \sigma) \) is attained at \( P(k) \), the estimate of \( \lambda \) in this iteration is \( \lambda(k) \), and the penalty factor is \( \sigma \), then we have \( \nabla P \phi(P(k), \lambda(k), \sigma) = 0 \).

For the optimal solution \( P \) of the problem (24), when \( \nabla h_1(P), \nabla h_2(P), \ldots, \nabla h_{2M+N-1}(P) \) are linearly independent, \( P \) satisfying (28).

If \( P(k) \neq P \) and (28) does not hold, but \( \lambda \) can be corrected by \( \lambda_j = \lambda_j(k) - 2\sigma h_j(P(k)) \).

(30)

then perform the \( (k + 1) \)th iteration to find the minimizer of \( \phi(P, \lambda(k+1), \sigma) \). Repeat the process so that \( \lambda(k) \rightarrow \bar{\lambda}, \) and \( P(k) \rightarrow P \).

In this method, the penalty term is a penalty for the iteration point leaving the feasible region, which will force the iteration point to approach the feasible region during the minimization process. With the increase of the penalty factor, the distance between the iteration point and the optimal solution is closer. By adjusting the penalty factors continuously, the optimal solution can be found. The algorithm corrects the penalty factors and Lagrange multipliers based on the following considerations.

If \( \|h(P(k))\|_\infty \geq \|h(P(k-1))\|_\infty \), the iteration point tends to be far away from the constrained surface, thus the penalty term should be increased in the next iteration.

If \( \|h(P(k))\|_\infty > \|h(P(k-1))\|_\infty \geq \frac{1}{2} \|h(P(k-1))\|_\infty \) and \( \sigma(k) = \sigma(k-1) \), the proximity of the iterative point to the
Algorithm 1 The Multiplier Punitive Function-Based Power Control Algorithm

**Initialization:** pick $\sigma^{(0)} > 0$, $\lambda^{(0)} = 0$, stepsize $\alpha$, growth factor $\gamma > 1$, allowable error $\varepsilon > 0$, the number of cycles $n$;

**Output:** $\hat{P}$

1: Set $k = 0$
2: while $k \leq n$ do
3: Set $i = 1$ and pick initial point $P^{(i)}$
4: while true do
5: Compute descent direction $d^{(i)} = -\nabla \phi(P^{(i)}, \lambda^{(k)}, \sigma^{(k)})$
6: if $\|d^{(i)}\| \leq \varepsilon$ then
7: Break;
8: else $P^{(i+1)} = P^{(i)} + \alpha d^{(i)}$, $i = i + 1$
9: end if
10: end while
11: Set $P^{(k)} = P^{(i)}$
12: if $\max \{h_j(P^{(k)})\}_{j = 1, \ldots, 2M + N - 1} \leq \varepsilon$ then
13: Break;
14: else if $\|h(P^{(k)})\|_{\infty} \geq \|h(P^{(k-1)})\|_{\infty}$ then
15: $\sigma^{(k+1)} = \gamma \sigma^{(k)}$, $\lambda^{(k+1)} = \lambda^{(k)}$, $k = k + 1$
16: else if $\sigma^{(k)} > \sigma^{(k-1)}$ or $\|h(P^{(k)})\|_{\infty} \leq \frac{1}{4} \|h(P^{(k-1)})\|_{\infty}$ then
17: $\sigma^{(k+1)} = \sigma^{(k)}$, $\lambda^{(k+1)} = \lambda^{(k)} - 2\sigma^{(k)} h(P^{(k)})$, $k = k + 1$
18: else $\sigma^{(k+1)} = \gamma \sigma^{(k)}$, $\lambda^{(k+1)} = \lambda^{(k)}$, $k = k + 1$
19: end if
20: end while

Constrained surface is not significant, which is related to the unadjusted penalty factor.

If $\|h(P^{(k)})\|_{\infty} < \frac{1}{4} \|h(P^{(k-1)})\|_{\infty}$, the iterative point approaches the constrained surface significantly. In the next iteration, only the Lagrange multipliers need to be adjusted. If $\|h(P^{(k-1)})\|_{\infty} > \|h(P^{(k)})\|_{\infty} \geq \frac{1}{4} \|h(P^{(k-1)})\|_{\infty}$ and $\sigma^{(k)} > \sigma^{(k-1)}$, it means that in this iteration, increasing the penalty factor has an effect on the proximity of the current iteration point to the constrained surface, but the effect is not significant. In the next iteration, only the Lagrange multipliers are adjusted.

The proposed multiplier punitive function-based algorithm is presented in Algorithm 1, which can compute the approximate optimal solution to problem (20).

IV. PERFORMANCE EVALUATION

In this section, the performance of the proposed energy efficiency scheme based on multiplier punitive function algorithm is evaluated with various critical parameters, including the number of MRs, the inter-RRH distance, and the velocity of the train. The train velocity estimation error, which is assumed to be zero in Section II-A, is also taken into account in the simulations. Specifically, we make a comparison of the proposed scheme with four baseline schemes to demonstrate the optimization gain.

A. Simulation Setup

The realistic directional antenna model supported in standards like IEEE 802.15.3c is adopted here similar to [33], where the linear scale of the main lobe is Gaussian and side-lobes are constant [34]. The directional antenna gain $G(\theta)$ in $dB$ is represented as

$$G(\theta) = \begin{cases} G_0 - 3.01 \cdot \left(\frac{2\theta}{\theta_{-3dB}}\right)^2, & 0^\circ \leq \theta \leq \theta_{ml}/2, \\ G_{sl}, & \theta_{ml}/2 \leq \theta \leq 180^\circ, \end{cases}$$

(31)

where $\theta$ denotes an arbitrary angle depends on the actual direction between the transceivers, $\theta_{-3dB}$ is the half-power beamwidth angle, and $\theta_{ml}$ is the main lobe beamwidth, which satisfies $\theta_{ml} = 2.6 \cdot \theta_{-3dB}$. In (31), $G_0$ denotes the maximum antenna gain, given by

$$G_0 = 10 \log \left(\frac{1.6162}{\sin(\frac{\theta_{-3dB}}{2})}\right)^2.$$  

(32)

while the sidelobe gain $G_{sl}$ is written as

$$G_{sl} = -0.4111 \cdot \ln(\frac{\theta_{-3dB}}{2}) - 10.579.$$  

(33)

Consider the network model shown in Fig. 1, and main simulation parameters are given in Table I.

| Parameter | Symbol | Value |
|-----------|--------|-------|
| Distance from a RRH to the train | $d_0$ | 20 m |
| Angle of the half-power beamwidth | $\theta_{-3dB}$ | 30° |
| Shadowing margin | $\xi$ | 10 dB |
| Path loss exponent | $n$ | 2 |
| Carrier wavelength | $\lambda$ | 5 mm |
| System bandwidth | $B$ | 2.16 GHz |
| Noise figure | $NF$ | 6 dB |
| Transmit power budget | $P_T$ | 30 dBm, 40 dBm |
| Distance between MRs | $d_{MR}$ | 25 m |
| Number of location bins in the second stage | $N$ | 6 |

B. Comparison With Baseline Schemes

To evaluate performance of the proposed scheme and further illustrate the optimization gain, we choose the following four baseline schemes for comparison purpose:

- **Maintain constant transmit power:** Once the MR enters the coverage area of the cell, a constant transmission power of $P_T/M$ is allocated to it, and the power is maintained until the MR leaves the cell.
- **Random transmit power allocation:** Since the optimal solution is obtained when the constraints are equal as
in (24), it is reasonable to allocate transmit power randomly when the constraints (24b) are satisfied.

- **Average transmit power allocation**: When the train enters or leaves the cell, $P_T$ is divided and allocated equally to the MRs in the cell, and when MRs are all traveling in the cell, $P_T$ is allocated equally to the $M$ MRs.

- **Channel state information (CSI)-based power allocation**: The transmit power is allocated according to the coefficient determined by the CSI. Specifically, the transmit power allocated to the $i$th MR during $[t_{j-1}, t_j)$ is given by
  \[ P_{i,j} = \left( |h_{i,j}|^2 \right)^{-\alpha} / \sum_{i=1}^{M} \left( |h_{i,j}|^2 \right)^{-\alpha} P_T, \forall j = 1, 2, \ldots, 2M + N - 1, \]
  where $\alpha$ is a constant coefficient and is set to 0.2.

The **Optimized transmit power allocation** refers to transmit power allocation through the proposed multiplier punitive function-based algorithm.

Fig. 2 plots the power allocation results at each segment with $d_l = 200m$, $v = 300km/h$ and $P_T = 30dBm$ and $M = 4$, where $P_{i,j} (j = 1, 2, 3)$ denotes the allocated power of the train entering the cell, and $P_{i,j} (j = 4, 5, 6)$ denotes the allocated power when all MRs are covered in the cell. Only half of the results are shown in the figure considering the symmetry and only a random allocation result is provided. Comparing the optimized scheme and the average allocation scheme, the power allocation of the two is similar after the MRs are all covered in the cell. On the one hand, from the time MR enters the location bin to the time it leaves the location bin, the short length of each location bin results in a small change in the distance between the MR and the RRH. Based on the adopted channel model, the MR experiences similar channel conditions in different location bins and is allocated the same power level. On the other hand, the distance between adjacent MRs is also a small value. Similarly, multiple MRs with nearly similar channel gains are allocated equal levels of power. In particular, when the train gradually enters the cell, the first MR of the optimized scheme is usually allocated more power, since the first MR is closer to the RRH, more power allocated to the first MR helps transmit more data. It can also be found from Fig. 2 that for the CSI-based scheme, MRs with low channel gains are allocated to high transmit power levels, while MRs with high channel gains are allocated to low power levels.

Fig. 3 plots the energy consumption comparison of the five schemes under different $M$ values with $d_l = 200m$, $v = 300km/h$ and $P_T = 40dBm$. From the figure, it is observed that when the $M$ increases, the energy consumption of the optimized scheme remains at a low level, and the average allocation scheme and the CSI-based allocation scheme exhibit similar performance. Compared with the average and CSI-based allocation scheme, the optimized scheme has better performance in reducing energy consumption. Due to the random power allocation, its energy consumption exhibits slight fluctuates. However, overall it is lower than the energy consumption value of the constant power scheme. Therefore, when the number of MRs is changed, the optimized, random, average, and CSI-based allocation schemes all reduce the energy consumption of train-ground communications, while the proposed scheme can achieve better performance.

The results of energy efficiency varying with the number of MRs are shown in Fig. 4. By comparison, we can find that more installed MRs do help improve the energy efficiency of train-ground mmWave communications. The energy efficiencies of the constant, optimized, average and CSI-based allocation schemes are all improved as more MRs are used.
The value of the random allocation scheme exhibits a generally increasing trend, although with fluctuations. It is worth noting that the proposed scheme achieves the highest energy efficiency, and the gap with the average allocation scheme and the CSI-based scheme is obvious. In particular, the energy efficiencies of random power allocation are similar to the values of the average allocation scheme, the random allocation scheme can also achieve good performance in some cases.

Fig. 5 shows the energy consumption performance of the five schemes under different $d_l$ values. We set the transmit power as 40 dBm, the speed of the train as 300 km/h, and the number of MRs as 4. It is observed that the energy consumption of the constant power scheme rises quickly at a constant rate with increased $d_l$. In contrast, the energy consumption values of the other four schemes don’t change much with the increased $d_l$. The proposed scheme outperforms the other four schemes in general. To be specific, the optimized scheme saves about 79.6% energy compared with the constant power scheme when $d_l = 200 m$. The energy consumption of the optimized scheme is also lower than that of the average allocation scheme, the CSI-based allocation scheme, and the random allocation scheme for the entire range of $d_l$ values examined.

Energy efficiencies of the five schemes under different $d_l$ values are shown in Fig. 6. The energy efficiency of the constant power scheme decreases with the increase of $d_l$, while the energy efficiencies of the other four schemes, on the contrary, all grow as $d_l$ is increased. Similarly, the proposed scheme outperforms all the four baseline schemes for the entire range of $d_l$ values examined. In particular, compared with the CSI-based scheme, the proposed scheme improves the energy efficiency by 25.54% when $d_l = 140 m$. The CSI-based scheme performs slightly better compared to the average scheme.

The performance of the five schemes in terms of velocity with $M = 4$, $d_l = 200 m$, and $P_T = 40 dBm$ is shown in Fig. 7. From the figure, the optimization scheme has lower energy consumption compared with the other four baseline schemes. The energy consumptions of five schemes all decrease with the increase of train speed. As the train velocity rises, the time it takes for the train to travel the same distance is reduced, and thus for the specific transmit power allocation method, the overall energy consumption is reduced. In particular, the energy consumption of the proposed optimization scheme is always lower than the value of the random allocation scheme, the average allocation scheme, and the CSI-based allocation scheme, and the optimization gain becomes more apparent as the train speed goes up.
The energy efficiencies with varying velocities is shown in Fig. 8. When the train speed is increased, the energy efficiencies of the optimized scheme, the random allocation scheme, and the CSI-based allocation scheme all remain a high level. The energy efficiency of the proposed optimization scheme grows gradually and the difference between the optimization scheme and the CSI-based scheme is more apparent when $v > 290\text{km/h}$. Thus as the train speed rises, the energy efficiency optimization effect of the optimization scheme becomes better.

In addition to energy consumption and energy efficiency, we also compare the spectral efficiency of the five schemes. Fig. 9 provides the spectral efficiency performance curves as $d_1$ increases and Fig. 10 shows the impact of velocity on spectral efficiency. The optimized, random, and CSI-based schemes have similar performance, and they all outperform the average allocation scheme, and the CSI-based allocation scheme. The results are related to the optimization model of this paper. Problem (20) optimizes the energy efficiency by minimizing the energy consumption under the constraints of the transmitted data volume and the transmit power. On the one hand, the proposed scheme achieves better EE for a given transmitted data volume $D_{\text{trans}}$ by reducing the transmit power. On the other hand, precisely because of the strict constraints on the total transmitted data and transmit power, the system cannot achieve a higher spectral efficiency. Therefore, there is a trade-off between the energy efficiency and spectral efficiency of the system, which suggests that the optimal transmit power should be allocated with a full consideration of energy efficiency and spectral efficiency.

C. Computational Complexity Analysis

Computational complexity is an important indicator to measure the performance of the algorithm. This section compares the computational complexity of the proposed scheme with the four benchmark schemes.

The constant scheme allocates the fixed transmit power of $P_T/M$ for the $i$th MR in the cell, the random scheme allocates a random power value between 0 and $P_T$ to each MR subject to the constraints (24b), and the average scheme allocates an equal power to each MR in the cell. All three schemes are based on straightforward power allocation criteria that do not depend on channel conditions, and are therefore physically easier to implement. The formulated problem is to allocate transmit power to each MR during each interval $[t_{j-1}, t_j]$, containing a total of $M(M + N - 1)$ variables, hence the computational complexity of all three schemes is $O(M(M + N - 1))$.

The CSI-based scheme takes into account the channel fading. For a given $i$ and $j$, finding $P_{i,j}$ requires computing the coefficients $(|h_{i,j}|^2)^{-\alpha}/\sum_{i=1}^{M} (|h_{i,j}|^2)^{-\alpha}$. The complexity of computing $\sum_{i=1}^{M} (|h_{i,j}|^2)^{-\alpha}$ is $O(M)$, and therefore the complexity of computing $P_{i,j}$ is also $O(M)$. Considering all $M(M + N - 1)$ variables, the complexity of the CSI-based scheme is $O(M^2(M + N - 1))$.

The proposed algorithm first uses the gradient descent method to obtain the optimal solution of the augmented Lagrange function. The optimization problem (20) has $M(M + N - 1)$ optimization variables. Denote the number of iterations of gradient descent method as $k_{GD}$, then the complexity of the gradient descent algorithm is $O(k_{GD}M(M + N - 1))$. Let the number of iterations of
the multiplier punitive function algorithm be $k_{MPF}$, thus the complexity of the proposed algorithm is $O(k_{MPF}k_{GD}M(M + N - 1))$.

In contrast, the constant, random, and average schemes have the lowest computational complexity but fail to achieve similar energy consumption and energy efficiency performance as the proposed scheme. The computational complexity of the proposed scheme is comparable to that of the CSI-based scheme, while the proposed scheme outperforms the CSI-based scheme in terms of energy consumption and energy efficiency performance.

D. Impact of Velocity Estimation Error

Due to insufficient velocity information update as well as the additional latency for sending this information may cause velocity estimation error, now we take into account the velocity estimation error in our simulations. The velocity estimation error is assumed to follow Gaussian distribution here, i.e., $\hat{v} = v + v_e$, where $\hat{v}$ is the estimated velocity of the train, $v$ is the actual velocity and estimation error $v_e \sim N(0, \sigma^2_v)$ [32]. $v_e$ are generated as positive numbers in the simulation to correspond to the results in Fig. 7 and Fig. 8.

Fig. 11 plots the energy consumptions of the five schemes under different $\sigma_v$ values. It can be obtained that when taking velocity estimation error into account, the energy consumption trends of the five schemes are the same as in Fig. 7, and the proposed scheme achieves the lowest energy consumption. The optimized scheme is also the best choice.

Fig. 12 plots the energy efficiency comparison of the five schemes under different $\sigma_v$ values. As we see, the energy efficiency of the proposed scheme continues to rise with increasing $\sigma_v$ values and achieves the highest energy efficiency as in Fig. 8. This shows that the velocity estimation error has little effect on the energy efficiency optimization of the proposed scheme, and the performance of the proposed scheme is still optimal under different errors. Therefore, the proposed scheme has a stable optimization effect.

V. CONCLUSION

This paper studies the energy efficiency problem of a mmWave communication network for HSRs with multiple MRs on top of the train. To achieve green train-ground communications, an energy consumption minimization problem is formulated subject to the total transmitted data and transmit power budget constraints. Aimed at this non-convex non-linear problem, a multiplier punitive function-based algorithm is proposed to allocate transmit power of MRs. Simulation results have demonstrated that the proposed scheme can achieve higher energy efficiency compared to four baseline schemes under various parameters, including the number of MRs, the inter-RRH distance and the speed of the train. We also show the good performance of the proposed algorithm when considering the speed estimation error.
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