Probabilistic modeling and analysis of sequential cyber-attacks
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Security is one of the major challenges for promoting the computer industry. Existing models for assessing security have mostly assumed that different hazards causing the security breach are independent of each other. Dependencies however can exist among different hazardous actions and they may affect the system security attribute greatly. This paper advances the state of the art in quantitative security risk assessment by modeling one such dependency, where multiple sequence-dependent hazardous actions are performed to launch a successful security cyber-attack. Continuous-time Markov chain and semi-Markov process–based methods are proposed to estimate the occurrence probability of a security risk for systems undergoing the sequential cyber-attacks. While the CTMC method is limited to the exponential state transition time, the proposed semi-Markov process–based approach is applicable to analyzing attacks with any arbitrary types of transition time distributions. Both methods are illustrated using case studies where Trojan attacks in the banking application are modeled and analyzed.
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1 | INTRODUCTION

Diverse types of cyber-attacks have caused increasing security threats to contemporary computing and networking systems.¹ These threats pose huge potential security risks to individuals, societies, and enterprises.²,³ For instance, massive hack attacks to Sony pictures caused the theft and online exposure of about 40 gigabytes of sensitive data (including pertinent scripts of unreleased films, private information of Sony employees, etc).⁴ For another instance, as one of the largest security breaches in the computer network history, one billion Yahoo email accounts were breached from attacks utilizing fake Internet cookies.⁵ Therefore, it is crucial to assess security risks in a quantitative manner, providing effective guidance on secure design and operation of critical systems and networks.

In general, the risk is referred to as the potential for damage, loss, or destruction of an asset due to some threat exploiting system vulnerabilities.⁶ Vulnerabilities associated with computer-based systems are the main threats to the network security.⁷,⁸ With a proper quantitative analysis of the security, the system survivability may be effectively enhanced, thereby promoting the response to unexpected security attacks to complex networks and systems.
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The soaring development of information technology in the last few decades has produced over 200 risk assessment methods. These risk assessment methods can be categorized into three types: qualitative assessment, quantitative assessment, and hybrid (semiquantitative) assessment methods. Different methods not only have different aims, advantages, and weaknesses but also differ in the severity level, complexity to use, and applicability to different-sized organization models.

Qualitative assessment methods involve identifying, characterizing, and ranking unwanted events primarily based on the assessor's experience, knowledge, strategies, and exceptional cases on information systems. A qualitative assessment requires specific expectations rather than exact data. It can make more general and sound conclusions compared to other assessment tools. However, the qualitative assessment usually takes more time (not suitable for dynamic risk assessments that require efficient assessment and decision) and is harder to make an objective assessment. According to studies of Shameli-Sendi et al. and Bolczak et al., the typical qualitative assessment methods include the factor analysis, game theory, fuzzy set theory, historical comparison, and Delphi method.

Quantitative assessment approaches use mathematical calculations, probability theory, and statistics to analyze the level of the risk of an organization and produce number indicators. They typically use monetary values, probabilities, or percentages to present assessment results in a scientific and formal manner. More specifically, a quantitative assessment approach involves evaluating the risk probability and hazardous level characterized by the expected losses of assets and potential impacts to the organization. For example, as the traditional risk assessment method, the information technology-security risk assessment is based on the likelihood of occurrence of a hazardous event and potential consequence caused by the event. Contemporary approaches often focus on requirements of confidentiality, integrity, and availability (CIA) and are mostly model or system-based. The typical quantitative assessment methods include the Markov analysis, statistical parameter analysis, Bayesian network models, and clustering methods. Quantitative methods aim to estimate the loss of assets, vulnerabilities of organization systems, frequency of threats, and cost of the risk. The disadvantages of the quantitative methods include the detailed data needed for assessments could be costly, and the calculation could be time-consuming.

A typical example of quantitative risk assessment methods is CORAS (a model-based approach for conducting security risk analysis). This model is mainly based on the multiplication operation without any formal support. The risk assessment methodology in CORAS integrates classic analysis methods such as the failure mode and effect analysis. Markov analysis, fault tree analysis, and HAZOP analysis. The method can deal with all types of potential threats with different CIA properties and accountability.

In summary, most research on risk assessment are qualitative analysis with subjectivity that limits the model to only specific systems. On the other hand, quantitative risk assessment methods are typically based on certain risk assessment standards. Accuracy of these standard-based methods, however, is dependent on numerous historical data with long investment cycles. In addition, the existing quantitative risk assessment methods mostly focused on the amount or frequency of different and independent system vulnerabilities or hazardous events. In practice, however, different hazardous events may take place in a dependent manner, i.e., the occurrence of one hazardous event impacts the occurrence of another hazardous event happening to the same system. Dependencies or interactions between different attack events or outcomes have received considerable research attentions from the cybersecurity community in the past several years (see, e.g., other works). Cyber-attacks have become a major threat to many modern systems and networks. For example, industrial control systems have been targeted by cyber-attacks based on vulnerabilities in these systems and their environments or based on the equipment degradation. It is a challenging task to address dependence in cybersecurity models.

In this work, we focus on security risks from cyber-attacks subject to sequence dependence, where the occurrence order of hazardous events matters to the system status. Specifically, we address the problem of modeling and assessing the occurrence probability of a security risk from cyber-attacks launched though multiple sequence-dependent hazardous actions. The sequential attack behavior is modeled using an attack tree. The probability of a successful attack (i.e., the occurrence probability of security risk) is evaluated using Markov-based methods. Specifically, a continuous-time Markov chain (CTMC) is applied to determine the time-dependent solution and a semi-Markov process (SMP) is utilized to find the steady-state solution for systems undergoing the sequential cyber-attack. Trojan attacks launched to a bank application are modeled and analyzed to demonstrate the type of attacks considered in this work and the proposed approaches. Effects of different attack model parameters on the system security are also demonstrated through examples.

Note that there exists research on sequential attacks in literature. However, the existing models are mostly limited to physical sequential attacks in areas such as physics, military, and smart grids. Despite the growing literature on addressing dependencies in cyber-attacks (as briefed above), little work has focused on the sequence dependence. In
particular, a security threat with a sequence of small attacks on applications of reinforcement learning in deep neural networks was investigated using simulations in the OpenAI Gym.\textsuperscript{50} To the best of the authors’ knowledge, the work presented in this paper is the first that models and evaluates security risks from sequential cyber-attacks using the analytical modeling methods (CTMC and SMP).

The remainder of this paper is arranged as follows. Section 2 describes the sequential threat model considered in this work, and the attack tree modeling. Section 3 focuses on the CTMC-based time-dependent solution. Section 4 focuses on the SMP-based steady-state solution. Section 5 concludes this work and points out directions of future research.

2 | THREAT MODEL AND ATTACK TREE

This work focuses on one type of security risks from Trojan attacks that were designed to commit bank fraud crimes (stealing identity of bank customers and further their money through mobile devices like smartphones).\textsuperscript{51,52} As illustrated in Figure 1, a hacker sends a message to a mobile banking user, which contains link information with Trojan virus. If the user does not open the link, the malware stays in the mobile device without causing any harm. However, if the user clicks the link, the Trojan virus is triggered to be downloaded and installed on the device. At this time, the device is in an infection state. During the infected state, the Trojan malware is able to simulate the victim's online-banking operations and transmit data to the hacker.

Figure 2 presents an attack tree model, which describes the cause of a successful banking Trojan attack (denoted by the top event of the tree) and dependent relationship among basic events A (Trojan virus link received), B (virus installed and infected), and C (online-banking activity). The gates connecting the basic events in Figure 2 are priority-AND (PAND) gates from the dynamic fault tree analysis.\textsuperscript{53} Each PAND gate is logically equivalent to a logic AND gate with extra condition that the left input event must take place before the right input event to fire the gate. The two cascading PAND gates in Figure 2 model a successful Trojan attack (ie, the top event occurring), which is caused by A happening before B, which happens before C. In other words, any violation to this occurrence sequence of events A, B, and C fails the attack.

Based on the attack tree model in Figure 2, the Markov-based methods are developed in Sections 3 and 4 to quantify the occurrence probability of a security risk in systems subject to the sequential cyber-attack. In general, the Markov models are constructed based on system states, and transitions between the states (caused by the occurrence of a particular event).\textsuperscript{53} For systems undergoing the sequential Trojan attack, four states are defined, ie, 0 (clean), 1 (acquisition), 2 (infection), and 3 (fraud complete). Two scenarios of transitions are considered, ie, no recovery transition is possible from the fraud complete state (Section 3) and a recovery is possible from the fraud complete state (Section 4).
This section presents the CTMC-based time-dependent solution to address the sequential cyber-attack. Effects of different model parameters on the attack success probability are also examined.

### 3.1 Continuous-time Markov chain–based solution

Figure 3 illustrates the state transition diagram in the CTMC-based solution. In the initial clean state 0, the security attribute of the system (e.g., confidentiality) can be guaranteed. Because of event A (e.g., the user receiving the virus link), the system transits to the acquisition state 1, where the maliciousness exists but the system still functions. The system can go back to the clean state 0 from the acquisition state 1 with performing the deletion of suspicious, hazardous files. However, if the user clicks the malicious link (i.e., event B takes place), the Trojan virus is triggered and the system transits from the acquisition state 1 to the infection state 2. In state 2, once the user conducts any online banking operations, e.g., making online payment (i.e., event C takes place), the hacker could steal personal banking information and accomplish the banking fraud. That is, due to the occurrence of event C, the system transits to the final fraud complete state 3. In the infection state 2, the system can also be restored to the acquisition state 1 if the user takes some timely and appropriate quarantine action, or even be restored to the clean state 0 through virus clean-up operations. All the transitions are characterized by certain rates. The transition rates $\lambda_A$, $\lambda_B$, and $\lambda_C$ are, respectively, occurrence rates of events A, B, and C. The transition rates $\mu_d$, $\mu_q$, $\mu_c$, respectively, denote deletion, quarantine, and clean-up rates.

Based on the state transition diagram in Figure 3, the state equations in the matrix form is given in (1), where the left-most matrix is the transition rate matrix of the CTMC, $P_j(t)$ represents the probability of the system being in state $j$ ($j = 0, 1, 2, 3$), and $\dot{P}_j(t)$ represents the derivative of the state $j$ probability. Equation (1) can also be detailed using differential equations (2) to (5)

$$
\begin{bmatrix}
-\lambda_A & \mu_d & \mu_c & 0 \\
\lambda_A - (\mu_d + \lambda_B) & -\mu_d & \mu_q & 0 \\
0 & \lambda_B - (\mu_c + \mu_q + \lambda_C) & -\mu_q & 0 \\
0 & 0 & \lambda_C & -\mu_c
\end{bmatrix}
\begin{bmatrix}
P_0(t) \\
P_1(t) \\
P_2(t) \\
P_3(t)
\end{bmatrix}
=
\begin{bmatrix}
\dot{P}_0(t) \\
\dot{P}_1(t) \\
\dot{P}_2(t) \\
\dot{P}_3(t)
\end{bmatrix} \tag{1}
$$

$$
\dot{P}_0(t) = -\lambda_A P_0(t) + \mu_d P_1(t) + \mu_c P_2(t) \tag{2}
$$

$$
\dot{P}_1(t) = \lambda_A P_0(t) - (\mu_d + \lambda_B) P_1(t) + \mu_q P_2(t) \tag{3}
$$

$$
\dot{P}_2(t) = \lambda_B P_1(t) - (\mu_c + \mu_q + \lambda_C) P_2(t) \tag{4}
$$

$$
\dot{P}_3(t) = \lambda_C P_2(t) \tag{5}
$$

Applying the Laplace transform-based method to solve (2)-(5) (using the initial state probability $P_0(0) = 1$), the Laplace transform of those state probabilities is obtained as $P^*_j(s) = \frac{\lambda_A(1+s)}{(1+s)(1+\mu_d+\mu_q+\lambda_B)}$ where $a = \mu_c + \mu_q + \lambda_C$; $P^*_0(s) = \frac{P^*_3(s) \lambda_c}{s + \mu_c + \mu_q + \lambda_C}$; $P^*_3(s) = \frac{P^*_3(s) \lambda_c}{s + \mu_c + \mu_q + \lambda_C}$; $P^*_0(s) = \frac{1}{s} - P^*_1(s) - P^*_2(s) - P^*_3(s)$. Applying the inverse Laplace transform of $P^*_j(s)$, the system state probabilities in the time domain $P_j(t)$ ($j = 0, 1, 2, 3$) can be derived, which is carried out by MATLAB in this work.

### 3.2 Analysis results

Table 1 lists five sets of parameters designed based on statistics and data from. The CTMC in Figure 3 is analyzed using these parameter sets to study effects of different model parameters on the attack success probability. Particularly,
Effects of user parameter $\lambda$

The occurrence rate of the malicious event dominates (other two cases due to the largest transition rate $\lambda_c$ (a cautious user), while this probability under set $c$ is the worst and declines more quickly with time as compared to the other two cases due to the largest transition rate $\lambda_B$ used (a careless user).

As observed from Figure 5, the acquisition state probability under the three parameter sets $P_{1-a}$, $P_{1-b}$, and $P_{1-c}$ ascends quickly at the beginning due to the occurrence of event $A$, reaching a peak value, and then falling gradually due to interactions of effects from the attack and recovery events. Again, the acquisition state probability under set $a$ is the best among the three cases. In particular, $P_{1-a}$ stays the highest all the time with the zenith 0.2156 at 2 k hours; $P_{1-c}$ keeps the lowest over the considered mission time reaching its bottom around 0 after $t = 12$ k hours.

As observed from Figure 6, the infection state probability reaches a peak quickly at the beginning and then declines gradually with a different pace under each different parameter set. The infection state probability under set $c$ declines

### Table 1: Model parameters (per hour)

| Parameter | Set a | Set b | Set c | Set d | Set e |
|-----------|-------|-------|-------|-------|-------|
| $\mu_d$  | 0.1   | 0.1   | 0.1   | 0.482 | 0.0125 |
| $\mu_q$  | 0.2   | 0.2   | 0.2   | 0.527 | 0.098 |
| $\mu_c$  | 0.15  | 0.15  | 0.15  | 0.39  | 0.0067 |
| $\lambda_A$ | 0.034 | 0.034 | 0.034 | 0.034 | 0.034 |
| $\lambda_B$ | 0.024 | 0.106 | 0.47  | 0.106 | 0.106 |
| $\lambda_C$ | 0.0023 | 0.0023 | 0.0023 | 0.0023 | 0.0023 |

### Table 2: System state probabilities under set a

| State | t (hrs) | 2k | 4k | 8k | 16k | 20k |
|-------|---------|----|----|----|-----|-----|
| $P_{0-a}$ | 0.699890 | 0.650841 | 0.562814 | 0.420866 | 0.363943 |
| $P_{1-a}$ | 0.215668 | 0.200554 | 0.173428 | 0.129688 | 0.112147 |
| $P_{2-a}$ | 0.014694 | 0.013664 | 0.011816 | 0.008836 | 0.007641 |
| $P_{3-a}$ | 0.069748 | 0.134941 | 0.251942 | 0.440610 | 0.516269 |

### Table 3: System state probabilities under set b

| State | t (hrs) | 2k | 4k | 8k | 16k | 20k |
|-------|---------|----|----|----|-----|-----|
| $P_{0-b}$ | 0.599336 | 0.467757 | 0.284918 | 0.105711 | 0.064390 |
| $P_{1-b}$ | 0.139879 | 0.109170 | 0.066497 | 0.024672 | 0.015028 |
| $P_{2-b}$ | 0.042102 | 0.032859 | 0.020015 | 0.007426 | 0.004523 |
| $P_{3-b}$ | 0.218684 | 0.390215 | 0.628570 | 0.862191 | 0.916058 |

### Table 4: System state probabilities under set c

| State | t (hrs) | 2k | 4k | 8k | 16k | 20k |
|-------|---------|----|----|----|-----|-----|
| $P_{0-c}$ | 0.459564 | 0.266076 | 0.089192 | 0.010022 | 0.003360 |
| $P_{1-c}$ | 0.051619 | 0.029886 | 0.001008 | 0.001126 | 0.000377 |
| $P_{2-c}$ | 0.068918 | 0.039902 | 0.013376 | 0.001503 | 0.000504 |
| $P_{3-c}$ | 0.419898 | 0.664136 | 0.887414 | 0.987349 | 0.995759 |

### 3.2.1 Effects of user parameter $\lambda_B$

Among the three sets $a$, $b$, and $c$ in Table 1, $\lambda_B$ in set $a$ corresponds to a cautious user (who would seldom open suspicious files containing virus), $\lambda_B$ in set $c$ corresponds to a relatively careless user (who is more likely to click malicious links or files infecting the device), and $\lambda_B$ in set $b$ corresponds to an intermediate case between the former two. Moreover, set $a$ corresponds to a case where the recovery capability dominates ($\lambda_B < \mu_q$), while set $c$ corresponds to a case where the occurrence rate of the malicious event dominates ($\lambda_B > \mu_q$).
more quickly and eventually becomes the lowest due to an increase in the corresponding fraud complete state probability (refer to Figure 7).

Figure 7 shows an upward trend of the fraud complete state probability as time proceeds. In particular, $P_{3-a}$ with the low transition rate $\lambda_B$ stays below 0.6 during the entire considered mission time with a steady ascending pace. In contrast, $P_{3-b}$ and $P_{3-c}$ increase more substantially over the time, especially in the case of the careless user $P_{3-c}$, it jumps in the fastest pace and keeps rising to the roof 1 around 16 k hours. It supports the intuition that the fraud complete state probability is the lowest under set $a$ (having the smallest $\lambda_B$), and is the largest under set $c$ with the highest $\lambda_B$. 

**FIGURE 4**  The clean state probability for different types of users

**FIGURE 5**  The acquisition state probability for different types of users

**FIGURE 6**  The infection state probability for different types of users
3.2.2 Effects of recovery rates $\mu_d$, $\mu_q$, and $\mu_c$

Effects of recovery rates $\mu_d$, $\mu_q$, and $\mu_c$ on the system security are investigated through parameter sets $d$, $b$, and $e$ in Table 1. These three sets share same transition rates $\lambda_A$, $\lambda_B$, and $\lambda_C$ but have different values of $\mu_d$, $\mu_q$, and $\mu_c$. Specifically, set $d$ models a strong recovery capability (system used by an experienced user who protects the device with adequate antivirus/attack measures), set $e$ models a weak recovery capability (system used by an amateur user), and set $b$ models a case in-between the former two. The state probabilities under set $b$ are presented in Table 3. Tables 5 and 6 show the system state probabilities under sets $d$ and $e$, respectively.

In Figures 8 to 11, we illustrate each system state probability under parameter sets ($d$, $b$, $e$) graphically. As shown in Figure 8, under set $d$ having the largest recovery rates (ie, strong/effective antihacking measure), the clean state probability appears the best (largest) among the three cases compared, and declines the slowest over the time; under set $e$ having the smallest recovery rates (ie, weak antihacking measures), the clean state probability appears the smallest all the time, and it declines the most quickly.
As observed from Figure 9, the acquisition state probability ascends quickly at the beginning due to the occurrence of event A, reaching a peak value, and then descending due to interacting effects from the attack and recovery events. In particular, $P_{1,b}$ first ascends to the highest point at 0.14, then drops quickly, and becomes less than $P_{1,d}$ at around 10 k hours; $P_{1,d}$ (with the strongest recovery capability among the three cases) has a steady fall from 0.058 to 0.044 after the initial ascending to the peak; $P_{1,e}$ falls suddenly and stays around a very low value for the rest of time after the initial ascending to the peak. In the long run, the acquisition state probability is the best (largest) under set $d$ and the lowest under set $e$.

As observed from Figure 10, the infection state probability reaches a peak quickly at the beginning and then declines gradually; this probability under set $e$ is the highest at the beginning due to the lowest recovery rates (among the three parameter sets compared), then drops more quickly, and becomes the lowest due to an increase in the corresponding fraud complete state probability (Figure 11).
Figure 11 demonstrates the growing probabilities of the fraud complete state under different levels of antiattack measures. This figure illustrates the intuitive result that the fraud complete state probability under set $d$ (having the largest recovery rates) is the lowest due to the effective recovery actions, and is the largest under set $e$ (having the smallest recovery rates). In particular, $P_{3-d}$ rises slowly to 0.273 at the end of the considered mission time; $P_{3-e}$ soars up to 0.8 by $t = 2k$ hours, and then rises to 1 around 6 k hours.

4 SEMI-MARKOV PROCESS–BASED STEADY-STATE SOLUTION AND ANALYSIS

The CTMC-based time-dependent solution in Section 3 is limited to exponentially distributed transition time between different system states (i.e., all the transition rates in Figure 3 are constant). However, in many applications, the Weibull distribution is a more desirable choice due to its additional shape parameter signifying the trend in the transition rate. In this section, we present the SMP-based steady-state solution to systems subject to the sequential cyber-attack, which relaxes the limitation of the exponential transition time. Effects of different model parameters on the attack success probability are also investigated.

4.1 SEMI-MARKOV PROCESS–BASED SOLUTION

To illustrate the SMP-based steady-state solution, we consider a scenario where the banking fraud protection service is available to cancel any suspicious payments. Specifically, in the case of suspicious payments, e.g., purchase for overpriced items, or credit card payments happening in a totally different area, the subjective bank would send the customer a message (via phone or email) to confirm the activity; the payment would be canceled if no positive confirmation is received. This fraud protection service can possibly bring the system back to the infection state from the fraud complete state, as shown in Figure 12. All the other transitions are similar to those in Figure 3.

Different from the model in Figure 3 having constant transition rates, the SMP model presented in Figure 4 is capable of handling nonexponential distributions such as the Weibull distribution or Gamma distribution, represented using the cumulative distribution function (CDF) $F_{ij}(t; \alpha_{ij}, \beta_{ij})$. In particular, $F_{ij}$ denotes the CDF of the transition time from state $i$ to state $j$ ($i, j = 0, 1, 2, 3$). We choose the Weibull distribution with scale and shape parameters ($\alpha_{ij}, \beta_{ij}$) in the following study due to its flexibility in modeling different failure rate behaviors and its wide application in system dependability.

The CDF of the Weibull distribution is $F_{ij}(t; \alpha_{ij}, \beta_{ij}) = 1 - e^{-(t/\alpha_{ij})^{\beta_{ij}}}$. The exponential distribution appears as a special case of the Weibull distribution when $\beta_{ij} = 1$. The Rayleigh distribution is also a special case of the Weibull distribution when $\beta_{ij} = 2$.

According to other works, the hierarchical analytical approach for steady-state analysis of SMP contains two stages. Stage 1 deals with the evaluation of the one-step transition probability matrix of the embedded Markov chain (EMC) of the SMP using equations in the appendix (A1 to A3) of the work of Kumar et al. Stage 2 evaluates the sojourn time in each system state. The steady-state probability $P_i$ of each state is further obtained using (6):

$$P_i = \frac{v_i T_i}{\sum_{j\in\{0,1,2,3\}} v_j T_j}, \quad i \in \{0, 1, 2, 3\},$$

where $v_i$ means the steady-state probability of state $i \in \{0, 1, 2, 3\}$ in the EMC, and $T_i$ means the sojourn time at state $i \in \{0, 1, 2, 3\}$ for the SMP.

![FIGURE 12 Semi-Markov process model of the Trojan attack](image-url)
Specifically, in stage 1, the SMP model is illustrated by its kernel matrix $\mathbf{K}(t)$, whose elements $k_{ij}(t)$ are the probabilities that the SMP has just entered state $i$, the next transition occurs within time $t$ and the next state is $j$. $^{62}$ The matrix $\mathbf{K}(t)$ for the SMP model in Figure 12 is given in (7).

$$\mathbf{K}(t) = \begin{bmatrix} 0 & k_{01} & 0 & 0 \\ k_{10} & 0 & k_{12} & 0 \\ k_{20} & k_{21} & 0 & k_{23} \\ 0 & 0 & k_{32} & 0 \end{bmatrix}$$ (7)

Assuming the Weibull state transition time, the nonzero elements of $\mathbf{K}(t)$ are given in (8) to (14). $^{62}$ Wolfram mathematics and MATLAB are used to calculate the complex integrals involved.

$$k_{01}(t) = F_{01}(t) = 1 - e^{-\left(\frac{t}{\alpha_{01}}\right)^{\beta_{01}}}$$ (8)

$$k_{32}(t) = F_{32}(t) = 1 - e^{-\left(\frac{t}{\alpha_{32}}\right)^{\beta_{32}}}$$ (9)

$$k_{10}(t) = \int_{0}^{t} F_{12}(x) \, dF_{10}(x) = \frac{\beta_{10}}{\alpha_{10}^{\beta_{10}}} \int_{0}^{t} x^{\beta_{10}-1} e^{-\left[\left(\frac{x}{\alpha_{10}}\right)^{\beta_{10}} + \left(\frac{x}{\alpha_{11}}\right)^{\beta_{11}}\right]} \, dx$$ (10)

$$k_{12}(t) = \int_{0}^{t} F_{10}(x) \, dF_{12}(x) = \frac{\beta_{12}}{\alpha_{12}^{\beta_{12}}} \int_{0}^{t} x^{\beta_{12}-1} e^{-\left[\left(\frac{x}{\alpha_{10}}\right)^{\beta_{10}} + \left(\frac{x}{\alpha_{11}}\right)^{\beta_{11}}\right]} \, dx$$ (11)

$$k_{20}(t) = \int_{0}^{t} F_{21}(x) \, F_{23}(x) \, dF_{20}(x) = \frac{\beta_{20}}{\alpha_{20}^{\beta_{20}}} \int_{0}^{t} x^{\beta_{20}-1} e^{-\left[\left(\frac{x}{\alpha_{21}}\right)^{\beta_{21}} + \left(\frac{x}{\alpha_{23}}\right)^{\beta_{23}} + \left(\frac{x}{\alpha_{20}}\right)^{\beta_{20}}\right]} \, dx$$ (12)

$$k_{21}(t) = \int_{0}^{t} F_{20}(x) \, F_{23}(x) \, dF_{21}(x) = \frac{\beta_{21}}{\alpha_{21}^{\beta_{21}}} \int_{0}^{t} x^{\beta_{21}-1} e^{-\left[\left(\frac{x}{\alpha_{21}}\right)^{\beta_{21}} + \left(\frac{x}{\alpha_{23}}\right)^{\beta_{23}} + \left(\frac{x}{\alpha_{20}}\right)^{\beta_{20}}\right]} \, dx$$ (13)

$$k_{23}(t) = \int_{0}^{t} F_{20}(x) \, F_{21}(x) \, dF_{23}(x) = \frac{\beta_{23}}{\alpha_{23}^{\beta_{23}}} \int_{0}^{t} x^{\beta_{23}-1} e^{-\left[\left(\frac{x}{\alpha_{21}}\right)^{\beta_{21}} + \left(\frac{x}{\alpha_{23}}\right)^{\beta_{23}} + \left(\frac{x}{\alpha_{20}}\right)^{\beta_{20}}\right]} \, dx.$$ (14)

For the SMP steady-state analysis, $^{64}$ the one-step transition probability matrix of the EMC is evaluated as $\mathbf{K}(\infty)$ ($t$ approaches infinity) as shown in (15), with condition that the sum of elements on the same row of $\mathbf{K}(\infty)$ is always 1. Thus, $k_{01}(\infty)$ and $k_{32}(\infty)$ should be equal to 1 as they are the only element in row 1 and row 4, respectively.

$$\mathbf{K}(\infty) = \begin{bmatrix} 0 & k_{01}(\infty) & 0 & 0 \\ k_{10}(\infty) & 0 & k_{12}(\infty) & 0 \\ k_{20}(\infty) & k_{21}(\infty) & 0 & k_{23}(\infty) \\ 0 & 0 & k_{32}(\infty) & 0 \end{bmatrix}$$ (15)

Solving the EMC steady-state equations $\mathbf{v} = \mathbf{v} \cdot \mathbf{K}(\infty)$ and $\mathbf{v} \cdot \mathbf{e}^T = 1$, where row vectors $\mathbf{v} = [v_1 \ v_2 \ v_3 \ v_4]$ and $\mathbf{e} = [1 \ 1 \ 1 \ 1]$, we obtain the steady-state probabilities of the EMC for the SMP. The set of equations is solved by Wolfram mathematics in this work to find values of $v_i$ used in (6).

In stage 2, sojourn time $T_1$ used in (6) is evaluated using (16) to (19) according to the work of Kumar et al. $^{62}$

$$T_0 = \int_{0}^{\infty} F_{01}(t) \, dt = \int_{0}^{\infty} e^{-\left(\frac{t}{\alpha_{01}}\right)^{\beta_{01}}} \, dt$$ (16)

$$T_1 = \int_{0}^{\infty} F_{10} F_{12} \, dt = \int_{0}^{\infty} e^{-\left[\left(\frac{x}{\alpha_{10}}\right)^{\beta_{10}} + \left(\frac{x}{\alpha_{11}}\right)^{\beta_{11}}\right]} \, dt$$ (17)

$$T_2 = \int_{0}^{\infty} F_{20} F_{21} F_{23} \, dt = \int_{0}^{\infty} e^{-\left[\left(\frac{x}{\alpha_{21}}\right)^{\beta_{21}} + \left(\frac{x}{\alpha_{23}}\right)^{\beta_{23}} + \left(\frac{x}{\alpha_{20}}\right)^{\beta_{20}}\right]} \, dt$$ (18)

$$T_3 = \int_{0}^{\infty} F_{32}(t) \, dt.$$ (19)
Finally, according to (6), the steady-state probabilities $P_i (i = 0, 1, 2, 3)$ for the SMP model in Figure 12 are determined. The attack success probability is given as $P_3$, and the system security is equal to $1 - P_3 = P_0 + P_1 + P_2$.

### 4.2 Analysis results

Table 7 shows some baseline values of model parameters for the example system based on statistics and data of other works.\(^{52,65-67}\)

While in Section 3, the system security performance is investigated from the perspective of user’s protection awareness and recovery capability, in this section, we study effects of different transition time distribution parameters on the system security. Particularly, we choose to vary the Weibull distribution parameter ($\alpha$ or $\beta$) of a single attack transition $F_{12}$ (case 1), or a single recovery transition $F_{10}$ (case 2), or all attack transitions ($F_{01}, F_{12}, F_{23}$) (case 3), or all recovery transitions ($F_{10}, F_{20}, F_{21}, F_{32}$) (case 4) to illustrate their effects on the system security performance.

#### 4.2.1 Effects of scale parameter $\alpha$

We vary the value of scale parameter $\alpha$ from 1 second to 1 month and collect the system state probabilities and the final security (evaluated as $P_0 + P_1 + P_2$) in Tables 8 to 11 under four cases with changing $\alpha_{12}$ (mean time to infection), changing $\alpha_{10}$ (mean time to delete malicious files or links), changing ($\alpha_{01}, \alpha_{12}, \alpha_{23}$) (mean time from a better state to a worse state), and changing ($\alpha_{10}, \alpha_{20}, \alpha_{21}, \alpha_{32}$) (mean time from a worse state to a better state), respectively. All other unchanging parameters remain the same as those in Table 7. Figures 13 to 16 show the results graphically.

Specifically, Figure 13 illustrates the graphical results when $\alpha_{12}$ (mean time to infection) varies from 1 second to 1 month. As $\alpha_{12}$ increases, the attack success probability ($P_1$) reduces or the system security ($P_0 + P_1 + P_2 = 1 - P_3$) increases.

| CDF   | Distribution | Parameter values |
|-------|--------------|------------------|
| $F_{01}$ | Weibull      | $\alpha_{01} = 1/0.034$, $\beta_{01} = 0.54$ |
| $F_{10}$ | Weibull      | $\alpha_{10} = 1/0.0125$, $\beta_{10} = 0.86$ |
| $F_{12}$ | Rayleigh     | $\alpha_{12} = 1/0.106$, $\beta_{12} = 2$ |
| $F_{20}$ | Exponential  | $\alpha_{20} = 1/0.15$, $\beta_{20} = 1$ |
| $F_{21}$ | Exponential  | $\alpha_{21} = 1/0.2$, $\beta_{21} = 1$ |
| $F_{23}$ | Weibull      | $\alpha_{23} = 1/0.0023$, $\beta_{23} = 0.072$ |
| $F_{32}$ | Exponential  | $\alpha_{32} = 1/0.39$, $\beta_{32} = 1$ |

**Abbreviations:** CDF, cumulative distribution function.

| $\alpha_{12}$ | 1 second | 1 minute | 15 minutes | 1 hour | 1 day | 1 month |
|---------------|----------|----------|------------|--------|-------|---------|
| $P_0$         | 0.1208621826 | 0.788977963 | 0.63387133 | 0.488176056 | 0.374639318 | 0.373586817 |
| $P_1$         | 0.000538558 | 0.030412079 | 0.266976239 | 0.474171663 | 0.625044861 | 0.626412820 |
| $P_2$         | 0.104155888 | 0.09737860 | 0.053507887 | 0.020300786 | 0.000173191 | 0.000000196 |
| $P_3$         | 0.098023728 | 0.083231357 | 0.045734142 | 0.017354195 | 0.00014803 | 0.000000167 |
| Security      | 0.910976272 | 0.916758643 | 0.954265858 | 0.982648505 | 0.99985197 | 0.99999833 |

| $\alpha_{10}$ | 1 second | 1 minute | 15 minutes | 1 hour | 1 day |
|---------------|----------|----------|------------|--------|-------|
| $P_0$         | 0.9996499143 | 0.977106103 | 0.796930798 | 0.693465 | 0.62368873 |
| $P_1$         | 0.00003492017 | 0.0200080196 | 0.133502566 | 0.191962 | 0.23067525 |
| $P_2$         | 0.0000004766 | 0.001517049 | 0.037507911 | 0.061774 | 0.07852195 |
| $P_3$         | 0.0000004074 | 0.001296651 | 0.032058725 | 0.052799 | 0.06711408 |
| Security      | 0.999995926 | 0.998703349 | 0.967941275 | 0.947200793 | 0.932885922 |

| $\alpha_{01} = \alpha_{12} = \alpha_{23}$ | 1 second | 1 minute | 15 minutes | 1 hour | 1 day |
|------------------------------------------|----------|----------|------------|--------|-------|
| $P_0$                                   | 0.001364646 | 0.08564646 | 0.456367754 | 0.65885505982257 | 0.96703022772433 |
| $P_1$                                   | 0.001395198 | 0.097118889 | 0.376945508 | 0.31370215501020 | 0.03295369510430 |
| $P_2$                                   | 0.269827571 | 0.310973599 | 0.075547948 | 0.01343059373942 | 0.00000913099143 |
| $P_3$                                   | 0.727412567 | 0.50624305 | 0.091138791 | 0.01401219142781 | 0.00000694617794 |
| Security                                | 0.272357433 | 0.49376595 | 0.90861209 | 0.9859870857219 | 0.9999930582006 |

**Tables 7 to 10:**

- **Table 7** Baseline values of model parameters
- **Table 8** System state probabilities and security with changing $\alpha_{12}$
- **Table 9** System state probabilities and security with changing $\alpha_{10}$
- **Table 10** System state probabilities and security with changing $\alpha_{01}, \alpha_{12}, \alpha_{23}$
TABLE 11 System state probabilities and security with changing $\alpha_{10}$, $\alpha_{20}$, $\alpha_{21}$, $\alpha_{32}$

| $\alpha_{10} = \alpha_{20} = \alpha_{21} = \alpha_{32}$ | 1 second | 1 minute | 15 minutes | 1 hour | 1 day | 1 month |
|------------------------------------------------|----------|----------|-------------|--------|-------|---------|
| $P_0$                                              | 0.999650794 | 0.97923659 | 0.658469824 | 0.243042517 | 0.00821834 | 0.000195167 |
| $P_1$                                              | 0.000349203 | 0.002083527 | 0.010400927 | 0.0060351934 | 0.002615381 | 6.34860E-05  |
| $P_2$                                              | 1.39029E-09 | 0.000265528 | 0.076701042 | 0.203923282 | 0.224349785 | 0.16339693   |
| $P_3$                                              | 1.53633E-09 | 0.000427285 | 0.160828208 | 0.492682267 | 0.764816494 | 0.836344418  |
| Security                                           | 0.99999999846 | 0.999573   | 0.839172    | 0.507318   | 0.235184 | 0.16365558 |

FIGURE 13 Steady-state probabilities with changing $\alpha_{12}$

FIGURE 14 Steady-state probabilities with changing $\alpha_{10}$

FIGURE 15 Steady-state probabilities with changing $\alpha_{01} = \alpha_{12} = \alpha_{23}$
In particular, the steady-state probability for the clean state $P_0$ decreases quickly, but for the acquisition state, $P_1$ grows fast; their combined effects contribute to the increasing trend of the entire system security (last row of Table 8).

Figure 14 illustrates the graphical results when $\alpha_{10}$ (mean time to delete hazardous file) varies from 1 second to 1 month. As $\alpha_{10}$ increases, the time of the system being in the acquisition state becomes longer, making it more likely to be infected. Thus, the attack success probability increases or the system security decreases.

Figure 15 illustrates the graphical results when $\alpha_{01} = \alpha_{12} = \alpha_{23}$ vary simultaneously from 1 second to 1 month. The similar but more prominent decreasing trend than that in Figure 13 for the attack success probability can be observed. Figure 16 illustrates the graphical results when $\alpha_{10} = \alpha_{20} = \alpha_{21} = \alpha_{32}$ vary simultaneously from 1 second to 1 month. The similar but more prominent increasing trend than that in Figure 14 for the attack success probability can be observed. Namely, it is notable that trends for the system security ($1-P_3$) when transition rate parameters change together have a much wider range (0.16 to 0.999) than cases with only one variant transition rate with range (0.91 to 0.99). All these results support the intuition that, as the time toward the fraud complete state takes longer (increasing $\alpha_{01}$, $\alpha_{12}$, $\alpha_{23}$), the attack success probability $P_3$ becomes lower (ie, the system security increases); as the recovery time toward the clean state takes longer (increasing $\alpha_{10}$, $\alpha_{20}$, $\alpha_{21}$, $\alpha_{32}$), the attack success probability $P_3$ becomes higher (ie, the system security decreases). These studies clearly show that the steady-state probabilities and the system security are highly dependent on the scale parameters of the Weibull distributions modeling the transition time between different states.

### 4.2.2 Effects of shape parameter $\beta$

In reliability engineering, the value of $\beta$ has a distinct effect on the failure rate. Specifically, $\beta < 1$ corresponds to a failure rate that decreases with time, $\beta = 1$ corresponds to a constant failure rate (ie, exponential distribution), and $\beta > 1$ corresponds to a failure rate that increases with time. According to these characteristics, we choose values of $\beta$ covering all those three categories, specifically, (0.1, 0.5, 1, 1.5, 2, 5). Figure 17 illustrates the CDFs of the Weibull distribution with the chosen values of $\beta$ and $\alpha = 2$. All the CDFs share the same point with $t = \alpha = 2$. Their relative relationships are different before and after this common turning point (eg, the CDF for $\beta = 5$ is the lowest among the six values, but becomes the highest after the point).
TABLE 12  System state probabilities and security with changing $\beta_{12}$

| $\beta_{12}$ | 0.1 | 0.5 | 1 | 1.5 | 2 | 5 |
|-------------|-----|-----|---|-----|---|---|
| $P_0$       | 0.511481883 | 0.626552378 | 0.670986889 | 0.678059137 | 0.679147007 | 0.675238107 |
| $P_1$       | 0.429253434 | 0.271701801 | 0.210858953 | 0.210172168 | 0.199940657 | 0.206433841 |
| $P_2$       | 0.031953538 | 0.054857824 | 0.063868065 | 0.065168748 | 0.065168106 | 0.063798434 |
| $P_3$       | 0.027311145 | 0.046887997 | 0.054582291 | 0.055700847 | 0.055720529 | 0.055429622 |
| Security    | 0.972688555 | 0.953112003 | 0.945417709 | 0.942499153 | 0.94279471 | 0.945470378 |

TABLE 13  System state probabilities and security with changing $\beta_{20}$

| $\beta_{20}$ | 0.1 | 0.5 | 1 | 1.5 | 2 | 3 |
|-------------|-----|-----|---|-----|---|---|
| $P_0$       | 0.85555126 | 0.739535723 | 0.664397574 | 0.635145505 | 0.624383459 | 0.618879551 |
| $P_1$       | 0.900167217 | 0.164022807 | 0.208403553 | 0.224727721 | 0.230515175 | 0.233382059 |
| $P_2$       | 0.029264626 | 0.051997954 | 0.06851306 | 0.07555188 | 0.078233726 | 0.079655517 |
| $P_3$       | 0.025013031 | 0.044443516 | 0.058617568 | 0.064575186 | 0.066867639 | 0.068082872 |
| Security    | 0.974986969 | 0.955556484 | 0.941382432 | 0.935428414 | 0.933132361 | 0.931917128 |

TABLE 14  System state probabilities and security with changing $\beta_{01}$, $\beta_{12}$, $\beta_{23}$

| $\beta_{01} = \beta_{12} = \beta_{23}$ | 0.1 | 0.3 | 0.4 | 0.5 | 0.7 | 1 | 1.5 | 2 |
|---------------------------------------|-----|-----|-----|-----|-----|---|-----|---|
| $P_0$       | 0.999999544 | 0.884889745 | 0.761517234 | 0.684137245 | 0.63896689 | 0.651344125 | 0.624383459 | 0.618879551 |
| $P_1$       | 2.05229E-07  | 0.099628355 | 0.201320749 | 0.259912667 | 0.318078637 | 0.320514408 | 0.326612014 | 0.330787765 |
| $P_2$       | 3.01651E-08  | 0.012955858 | 0.033419363 | 0.052477538 | 0.043032278 | 0.097062677 | 0.105857571 | 0.102230181 |
| $P_3$       | 2.09488E-08  | 0.002526042 | 0.003742654 | 0.003472501 | 0.001992397 | 0.000572464 | 0.07241E-05  | 1.37618E-09 |
| Security    | 0.999999979 | 0.997473958 | 0.996257346 | 0.996527499 | 0.998007603 | 0.999427536 | 0.999932759 | 0.999999999 |

TABLE 15  System state probabilities and security with changing $\beta_{10}$, $\beta_{20}$, $\beta_{21}$, $\beta_{32}$

| $\beta_{10} = \beta_{20} = \beta_{21} = \beta_{32}$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 1 | 1.5 | 2 |
|--------------------------------------------------|-----|-----|-----|-----|-----|---|-----|---|
| $P_0$       | 2.10477E-05 | 0.242107751 | 0.650125207 | 0.726566069 | 0.664397574 | 0.61770584 | 0.390440571 |
| $P_1$       | 2.13365E-06 | 0.031607815 | 0.103509065 | 0.154197617 | 0.208403553 | 0.23392732 | 0.330153912 |
| $P_2$       | 0.00080784   | 0.046256243 | 0.047072539 | 0.044829966 | 0.06851306 | 0.091125102 | 0.181975245 |
| $P_3$       | 0.999168979 | 0.680028191 | 0.199231188 | 0.074406365 | 0.058617568 | 0.063176993 | 0.097430271 |
| Security    | 0.000831021 | 0.319971809 | 0.800706812 | 0.925593635 | 0.941382432 | 0.936823007 | 0.902569729 |

FIGURE 18  Steady-state probabilities and security with changing $\beta_{12}$

While we vary $\beta$, all other unchanging parameters remain the same as those in Table 7. Tables 12 to 15 summarize the system state probabilities and the final security under the four cases. Figures 18 to 21 show the results graphically. Specifically, Figure 18 illustrates the steady-state probabilities and security when $\beta_{12}$ varies. The attack success probability $P_3$ first increases, then reaches the maximum around $\beta_{12} = 2$, and then drops due to interacting effects between $\beta$ and $\alpha$. This trend can be observed more clearly in the zoomed graph for the system security (right figure), which declines at the beginning, reaches the bottom around 2, and then ascends slowly.
When parameters $\beta_{01}$, $\beta_{12}$, and $\beta_{23}$ vary simultaneously, the nonmonotonic change in the attack success probability or the system security becomes more apparent, as demonstrated in Figure 19. The curve for the system security declines quickly at the beginning, then reaches the bottom around $\beta_{01} = \beta_{12} = \beta_{23} = 0.4$, then starts to increase, and eventually reaches the peak value 1.
Figure 20 illustrates the monotonic decreasing trend of the system security as $\beta_{10}$ increases within the set of considered values. It shows that the shape parameter $\beta$ affects the system security in a way that is different from the scale parameter $\alpha$ (Figure 14 versus Figure 20). The nonmonotonic change in the attack success probability or the system security starts to show when parameters $\beta_{10}$, $\beta_{20}$, $\beta_{21}$, and $\beta_{32}$ vary simultaneously in Figure 21. Specifically, the system security ranges from 0.0008 to 0.9; it reaches the peak quickly at the beginning, and then decreases gradually after $\beta_{10} = \beta_{20} = \beta_{21} = \beta_{32} = 1$.

It is also observed that, for the case with changing $\beta_{10} = \beta_{12} = \beta_{23}$, the system security plot is concave, while for the case with changing $\beta_{10} = \beta_{20} = \beta_{21} = \beta_{32}$, the system security is a convex curve.

The analysis based on the numerical results in this section shows that the system steady-state probabilities and particularly, the system security, are highly dependent on values of the transition time distribution parameters. For the Weibull distribution studied, the scale parameter and the shape parameter affect the system security differently (the former’s impact is more intuitive, while the latter’s impact is more complicated appearing nonmonotonic).

5 | CONCLUSION AND FUTURE WORK

Most of the existing works for security risk assessment have assumed independence among different hazardous events toward a successful malicious attack. In this paper, we have contributed by addressing the sequence dependent cyber-attack in the modeling and analysis of the attack success probability (ie, the security risk occurrence probability). The solution methodology encompasses a CTMC-based method to assess the security risk occurrence probability for any mission time and an SMP-based method to assess the steady-state probabilities for systems subject to sequential cyber-attacks. While the CTMC-based method is limited to exponential state transition time, the SMP-based method is flexible in modeling diverse types of transition time distributions. Effects of different model parameter reflecting users’ protection awareness and recovery capabilities are demonstrated via detailed analyses of Trojan attacks launched to the bank application.

There exist other types of sequential cyber-attacks such as the denial-of-service attack and the buffer overflow attack. The proposed model will be applied to these cases where different Markov models should be generated to represent their sequential attack behaviors and then analyzed to obtain the occurrence probabilities of security risks from those attacks. We are also interested in extending the SMP-based method for time-dependent analysis of systems under sequential cyber-attacks. Another direction is to study other types of dependencies (eg, function dependencies and competitions) in system security modeling and analysis. In addition, we are interested in exploring models and algorithms for addressing both reliability and security of complex systems in a unified manner.
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