Remote Sens. 2021, 13, 790. https://doi.org/10.3390/rs13040790  
https://www.mdpi.com/journal/remotesensing

Estimations of Global Horizontal Irradiance and Direct Normal Irradiance by Using Fengyun-4A Satellite Data in Northern China
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Abstract: Accurate solar radiation estimation is very important for solar energy systems and is a precondition of solar energy utilization. Due to the rapid development of new energy sources, the demand for surface solar radiation estimation and observation has grown. Due to the scarcity of surface radiation observations, high-precision remote sensing data are trying to fill this gap. In this paper, a global solar irradiance estimation method (in different months, seasons, and weather conditions), using data from the advanced geosynchronous radiation imager (AGRI) sensor onboard the FengYun-4A satellite with cloud index methodology (CSD-SI), was tested. It was found that the FengYun-4A satellite data could be used to calculate the clear sky index through the Heliosat-2 method. Combined with McClear, the global horizontal irradiance (GHI) and the direct normal irradiance (DNI) in northeast China could be accurately obtained. The estimated GHI accuracy under clear sky was slightly affected by the seasons and the normalized root mean square error (nRMSE) values (in four sites) were higher in summer and autumn (including all weather conditions). Compared to the estimated GHI, the estimated DNI was less accurate. It was found that the estimated DNI in October had the best performance. In the meantime, the nRMSE, the normalized mean absolute error (nMAE), and the normalized mean bias error (nMBE) of Zhangbei were 35.152%, 27.145%, and −8.283%, while for Chengde, they were 43.150%, 28.822%, and −13.017%, respectively. In addition, the estimated DNI at ground level was significantly higher than the actual observed value in autumn and winter. Considering that the error mainly came from the overestimation of McClear, a new DNI radiation algorithm during autumn and winter is proposed for northern China. After applying the new algorithm, the nRMSE decreased from 49.342% to 48.226% for Chengde and from 48.342% to 41.631% for Zhangbei. Similarly, the nMBE decreased from −32.351% to −18.823% for Zhangbei and from −26.211% to −9.107% for Chengde.
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1. Introduction

The United Nations (UN) Sustainable Development Goals (SDGs) clearly indicate that access to affordable, reliable, sustainable, and modern energy should be ensured. There are
encouraging signs that energy is becoming more sustainable and widely available. Among them, energy efficiency in power supply continues to improve, and renewable energy has made remarkable progress in electricity [1]. Solar energy is an important part of renewable energy and may become the most important source of energy for human development in the coming decades due to the lower cost of its associated equipment (such as solar panels).

In China, electricity is still an important pillar of the economy, with 75% of electricity still dependent on “dirty” coal as energy input [2]. According to China’s statistics in 2015, coal combustion accounted for a high proportion of NOx, carbon dioxide, and SO2 emissions [2,3]. Therefore, China announced an ambitious target of 20% non-fossil energy use by 2030. Solar energy is certainly a promising contributor and an important strategic technology to achieve these goals. The plan has sparked interest in bringing renewable energy systems into China’s power system. In 2019, although China’s newly installed photovoltaic grid-connected capacity declined again, as has been the case year-on-year, it still ranked first in the world in terms of new and accumulated photovoltaic grid-connected capacity [4]. However, there are still some obstacles to the development of photovoltaic industry, one of which is the lack of accurately prediction of the output power of photovoltaic grid-connected systems. The output power of a photovoltaic power station is larger, as are the output fluctuation and interval time. Therefore, there are great challenges to the management and coordination of the safe operation of large-scale photovoltaic grid connections. Additionally, accurate estimation of photovoltaic power can significantly reduce the risk of photovoltaic power station management and operation [5,6]. The first step in predicting photovoltaic power is to predict the solar irradiance received by the Earth’s surface. Among them, global horizontal irradiance (GHI) is applicable in PV (photovoltaic) systems and direct normal irradiance (DNI) is applicable in concentrated solar power plants (CSPs).

GHI and DNI information can generally be obtained by three different methods: ground observation, numerical simulation, and satellite remote sensing. Each method has its advantages and disadvantages. Ground observation can provide high-quality instrumentation and maintenance for baseline surface solar irradiance (SSI) data, but due to the small number of observation stations and uneven distribution, it has a limited guiding effect on the layout of photovoltaic power stations in large areas. Numerical models can generate continuous maps of radiation changes at regional and global scales, which are important for long-term climate monitoring, but the main drawback is the low accuracy of models in simulating cloud cover. Remote sensing data can capture the dynamic mobility of clouds, which provide a unique means to monitor and estimate SSI [7]. In recent years, a lot of satellite data have been used in solar photovoltaic research, such as GEO-13, Landsat series, and Meteosat Second Generation (MSG). However, for solar radiation estimation and photovoltaic research, each satellite and sensor have some limitations. The FengYun-4 satellite is the second generation of the geostationary orbit (GEO) quantitative remote sensing meteorological satellite, which adopts a three-axis stability control scheme. As a new generation of the geostationary orbit quantitative remote sensing meteorological satellite, FengYun-4 has achieved leapfrog development in function and performance. The number of radiation imaging channels of the FengYun-2G satellite has been increased from 5 to 14, covering the visible, short-wave, medium-wave, and long-wave infrared bands. FengYun satellites have proved their feasibility for radiation research in the Chinese region [8,9]. However, due to the limited number of observation stations, the annual change law of the estimated GHI and DNI has not been analyzed in detail, and there has been even less improvement of the estimated DNI.

The HelioClim project is an ambitious initiative of MINES Paris-Tech, launched in 1997, to increase knowledge about the SSI and to offer SSI values for instantaneous data of any longitude, latitude, or site on a global scale. HelioClim-4 is one of the latest computing schemes [10]. The HelioClim-4 database contains 15 min values of the global, direct, and diffuse components of the SSI with a daily update under creation in these Monitoring Atmosphere Composition and Climate (MACC) projects (http://www.soda-
pro.com, accessed on 10 October 2020). However, this scheme has a high requirement for input parameters, and the data of the Chinese research area cannot be downloaded at present. Therefore, in this study, the Heliosat-2 model, which has been widely used by many researchers [8,11], was used to calculate atmospheric attenuation factors and the cloud index through the apparent albedo, the apparent albedo of the ground under clear sky conditions, and the apparent albedo of the brightest clouds.

In this paper, by using data from the advanced geosynchronous radiation imager (AGRI) sensor onboard the FY-4A (Fengyun-4A) satellite, combined with the cloud index methodology (CSD-SI) and the McClear data, the annual variation characteristics of the estimated GHI and DNI were analyzed in northern China, and the reasons for the variation were pointed out. Moreover, this paper developed a new algorithm to estimate the ground-level DNI in autumn and winter, and the applicability of the algorithm was verified.

2. Data and Methodology

2.1. Data

2.1.1. Ground Measurements

Ground data for verification were obtained from four meteorological observation stations in China, namely Zhangbei, Laoting, Hengshui, and Chengde. These sites are located in northern China, which is one of the most important photovoltaic power generation areas in China. These stations provided data of short-wave downward global radiation, direct radiation, and long-wave downward radiation in W/m². Global horizontal irradiation (GHI) was measured using the FS-S6 solar radiation sensor, and direct normal irradiance (DNI) was recorded using the FS-D1 solar radiation sensor. The instruments are calibrated every two years, conforming to the first-class technical indicators of the ISO 9060:1990 and WMO standards. These stations provide high-precision ground-measured data of solar irradiance. The dataset used was from June 2018 to May 2019.

The temporal resolution of the ground data obtained from the four stations was 1 min, whereas the FengYun-4A satellite data had a temporal resolution ranging from 4 to 52 min. Therefore, the data corresponding to the observation point scanned by satellite remote sensing were selected from the observation data with a resolution of 1 min. At the same time, if the station had missing or rejected values for a constant six hours (or more than five default values for satellite images), the data within the day were discarded from the analysis. In addition, the satellite-derived surface albedo differs greatly from the actual values during rainy, snowy, and heavily polluted days. Hence, these days were also eliminated. Finally, the total amount of data verified in our study was, respectively, 15,656 for Zhangbei, 17,202 for Laoting, 19,581 for Hengshui, and 17,558 for Chengde. The data quantities for different weather conditions are also listed in Table 1.

Table 1. The amount of data for different weather types at the four observation points.

| Weather Condition | Zhangbei | Laoting | Hengshui | Chengde |
|-------------------|----------|---------|----------|---------|
| Cloud free        | 5595     | 6594    | 8171     | 7503    |
| Partly cloudy     | 9434     | 8671    | 9418     | 8572    |
| Overcast          | 627      | 1937    | 1992     | 1483    |
| Total             | 15,656   | 17,202  | 19,581   | 17,558  |

The locations of the four stations in China are presented in Table 2, which were used for the validation of the estimated solar irradiance. Figure 1 shows the geographic information of the study area. These four observation stations are scattered in northern China. Among them, Chengde is in the northern area, Laoting is on the east coast, Zhangbei is in the western inland area, and Hengshui is in the south (Figure 1). These locations have different geological features, atmospheric conditions, and aerosol levels (due to the distribution of industry). Hence, the models’ performance was studied under varied atmospheric conditions.
Table 2. Geographic information of the ground radiation stations.

| Name     | Latitude | Longitude | Elevation (m) |
|----------|----------|-----------|---------------|
| Zhangbei | 41.15    | 114.70    | 1393.3        |
| Laoting  | 39.31    | 118.88    | 8.5           |
| Hengshui | 38.22    | 115.74    | 17.9          |
| Chengde  | 41.96    | 117.77    | 893.0         |

Figure 1. The study region and the locations of the ground radiation stations.

2.1.2. FengYun-4 Geostationary Satellite

FengYun-4 is the exclusive second generation of the Chinese geostationary meteorological satellite to monitor the surface of the Earth and the atmosphere, which was successfully launched on 11 December 2016. The FengYun-4 stationary meteorological satellite is a large remote sensing platform with three-axis stable attitude control and carries a variety of payloads, including an advanced geosynchronous radiation imager (AGRI; 14 channels between 0.47 and 13.5 μm, with a spatial resolution of 0.5–4 km), an interferometric atmospheric vertical detector (GIIRS), a lightning imager (LMI), and a space environment monitoring instrument (SEP). The FengYun-4 scientific and experimental satellite provides 32 kinds of quantitative products, including cloud and atmospheric products, surface products, weather products, and radiation products, and plays a very important role in weather forecasting and climate estimation. In this work, the visible channel was used, where the spatial resolution was 1 × 1 km and the temporal resolution ranged from 4 to 52 min.

2.2. Methods

2.2.1. McClear Model

McClear is a new clear sky model that can exploit the MACC data source for estimating the downwelling shortwave direct and global irradiances received at ground level. Yang [12] compared several clear sky models and found that the McClear model is highly recommended for 1, 15, and 60 min resolution.

The McClear Clear Sky Irradiation service delivers time series of irradiation observed in a specific site in the world under clear skies, with a time step ranging from 1 min to 1 month. The global, direct, and diffuse horizontal irradiation, as well as the normal beam irradiance, can be downloaded by entering the latitude, longitude, altitude, start and end time, time step, time reference, and output format on the SoDa web page. (http://www.soda-pro.com/web-services/radiation/cams-mcclear, accessed on 10 October 2020).
2.2.2. The Heliosat-2 Method

In recent years, the solar radiation attenuation model has been rapidly developed, among which the HelioClim-4 model is the latest. However, the method needs advanced products derived from geostationary satellites and recent Earth observation missions for the input of the Heliosat-4 method. Therefore, its applicability is restricted by region.

Herein, the Heliosat-2 method was adopted to calculate the attenuation model of solar radiation [13]. This model is often used to predict solar irradiance reaching the surface by calculating attenuation coefficients from satellite images [11,14,15]. The basic idea of this model is to convert the pixel image of a satellite observation into a pixel image of the cloud index, and then to multiply the cloud index with the solar exposure using the clear sky model, and finally to obtain the surface irradiance value of any position (pixel point).

\( n^t(i,j) \) is the result of comparing what the sensor sees to what should be seen on that pixel (if the sky is clear), which has to do with the “clarity” of the atmosphere. The calculation method of the atmospheric attenuation factor \( (K_c) \) is defined as follows [8]:

\[
\begin{align*}
K_c &= 1.2 \quad & & \text{if } n^t(i,j) < -0.2, \\
K_c &= 1 - n^t(i,j) \quad & & \text{if } -0.2 < n^t(i,j) < 0.8, \\
K_c &= 2.0667 - 3.6667n^t(i,j) + 1.667(n^t(i,j))^2 \quad & & \text{if } 0.8 < n^t(i,j) < 1.1, \\
K_c &= 0.05 \quad & & \text{if } n^t(i,j) > 1.1
\end{align*}
\]

(1)

where \( K_c \) is the clear sky index (dimensionless), and \( n^t(i,j) \) is the cloud index (unitless) at the instant time \( t \) and pixel \( (i,j) \). Its value is obtained using Equation (2):

\[
n^t(i,j) = \frac{\rho^t(i,j) - \rho^c(i,j)}{\rho^c(i,j) - \rho^g(i,j)}
\]

(2)

where \( \rho^t(i,j) \) is the apparent albedo (unitless) observed by a satellite sensor for time \( t \) (unitless), \( \rho^c(i,j) \) is the apparent albedo of the ground under clear sky conditions (unitless), and \( \rho^g(i,j) \) is the apparent albedo of the brightest clouds (unitless). The FY-4 satellite level 1 data provide a number that can be directly converted to apparent albedo in a calibration table. To obtain the albedo of the brightest cloud and the ground of each pixel, the histogram of all pixels of each month is constructed through statistical analysis. The 95th percentile of the monthly histogram is selected as the albedo of the brightest cloud, and the darkest pixel in the monthly time series is selected as the ground albedo.

The specific algorithm and implementation steps for predicting surface solar radiation by FY-4A are shown in Figure 2. The GHI can be estimated just by multiplying the clear sky index and global irradiation from McClear. The DNI estimation method shows it as flowing, which is based on the diffuse fraction model by Skartveit et al. [16].

\[
DNI = DNI_{cs} \times (K_c - 0.38 \times (1 - K_c))^{2.5}
\]

(3)

where \( DNI_{cs} \) is the DNI under clear skies. When the clear sky index \( K_c \) is smaller than 0.35, the DNI value is set to zero.
The specific algorithm and implementation steps for predicting surface solar radiation by FY-4A are shown in Figure 2. The GHI can be estimated just by multiplying the clear sky index and global irradiation from McClear. The DNI estimation method shows it as flowing, which is based on the diffuse fraction model by Skartveit et al. [16].

\[
DNI = DNI_{cs} \times \left( K_c - 0.38 \times (1 - K_c) \right)^{2.5}
\]

where \( DNI_{cs} \) is the DNI under clear skies. When the clear sky index \( K_c \) is smaller than 0.35, the DNI value is set to zero.

**2.2.3. Statistical Index for Accuracy Evaluation**

To better evaluate the applicability of the method for FY-4A in northern China, this paper selected the following common indicators to calculate the difference between the estimations and the observations. The root mean square error (RMSE) is the mean of the square root of the error between the forecasted value and the measured value. This index is a quantitative weighting method. It is defined as:

\[
RMSE = \sqrt{ \frac{1}{N} \sum_{i=1}^{N} (y_i - x_i)^2 }
\]

where \( y_i \) is the observed value and \( x_i \) is the estimated value. The normalized root mean square error (nRMSE) is expressed as:

\[
nRMSE = \frac{RMSE}{x} \times 100\%
\]

The mean absolute error (MAE) is another commonly used regression loss function. It is the sum of the absolute values of the difference between the target value and the estimated value and represents the average error range of the estimated value. It can be expressed as below:

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - x_i|
\]

The normalized mean absolute error (nMAE) is defined as:

\[
nMAE = \frac{MAE}{x} \times 100\%
\]

The mean bias error (MBE) is similar to the MAE, except that this function does not use absolute values. It can determine whether the model has a positive deviation or a negative deviation.

\[
MBE = \frac{1}{N} \sum_{i=1}^{N} (y_i - x_i)
\]
The normalized mean bias error (nMBE) is defined as:

$$nMBE = \frac{MBE}{\bar{x}} \times 100\%$$  \hspace{1cm} (9)

The Pearson correlation coefficient (R) is the quantity of linear correlations between the variables, which is defined as:

$$R = \frac{\sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{N} (x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{N} (y_i - \bar{y})^2}}$$  \hspace{1cm} (10)

3. Results

3.1. The GHI Simulation Effect and Error Variation Characteristics

The weather conditions in this paper refer to clear sky (mean of CSI is >0.8 during the day), partly cloudy (mean of CSI is 0.35 < CSI < 0.8 during the day), and overcast (the mean of CSI is <0.35). The calculation method of CSI is:

$$CSI = GHI_{\text{all-sky}} / GHI_{\text{clear-sky}}$$  \hspace{1cm} (11)

where $GHI_{\text{clear-sky}}$ comes from the ground observations, and can be obtained from the McClear Clear Sky Irradiation service (introduced in Section 2.2.1).

The scatter diagrams of the measured and estimated values are presented in Figure 3 for Zhangbei, Laoting, Hengshui, and Chengde. The red and dark blue dots represent the high-density and low-density samples, respectively. They also represent the number of samples, the RMSE value, the correlation coefficient (R), and the 1:1 line ($y = x$).

![Figure 3. Scatter diagrams of the measurements (horizontal axis) and estimates (vertical axis) of the GHI for Zhangbei, Laoting, Hengshui, and Chengde (the upper left, upper right, lower left, and lower right, respectively). The color represents the frequency of each pair. R, Pearson correlation coefficient; RMSE, root mean square error.](image-url)
The mean GHI observation values of Chengde, Hengshui, Laoting, and Zhangbei were 462.265, 375.100, 456.427, and 500.478 W m\(^{-2}\), respectively. The data in the manuscript are the values excluding rainy, snowy, and heavily polluted days, and the values range from 1 June 2018 to 31 May 2019. Due to the continuity of the data, the variation of estimated GHI under different seasons and different weather conditions could be reflected clearly. Overall, all places tended to overestimate GHI when the amount of ground-observed data was low, while underestimating it when the amount of ground-observed data was relatively large. A bias deviation from the ideal linear fitting is clearly observable. The RMSE values at Zhangbei and Chengde were 109.9 and 120.1 W m\(^{-2}\), respectively, which were significantly higher than those at Laoting and Hengshui, i.e., 84.83 and 73.18 W m\(^{-2}\), respectively. For Laoting and Hengshui, all sky condition bias deviations were quite a lot lower than that in Zhangbei and Chengde, especially for the radiation ranges from 200 to 800 W m\(^{-2}\).

Seasonal and cloud conditions had an important effect on the radiation estimation. According to [17], since the study area belongs to the plain area of eastern China without high mountains, there is little local variation in weather conditions and changes. As a result, though the GHI simulation effects of the four observation sites were different, the monthly variation trend was almost the same. Due to the complex and changeable weather system in summer, the value of nRMSE reached its maximum value in July at the four observation sites. Among them, the value of nRMSE in Chengde was the largest, while that in Hengshui was the smallest, i.e., 39.471% and 23.172%, respectively. Combined with Figure 4, it can be found that the estimated GHI results of Zhangbei and Chengde in January were the best, while those of Laoting and Hengshui in October were the best.

![Figure 4. Monthly trend chart of the estimated GHI. nRMSE, normalized RMSE; nMAE, normalized mean absolute error; nMBE, normalized mean bias error.](image_url)

At the same time, it can be seen from Figure 4 that the estimated results of GHI fluctuated significantly in January and February. Through the different weather condition data, the estimated GHI had little difference under clear skies during the two months. Under clear sky conditions in January and February, the nRMSE of Chengde was 11.523% and 33.975% and the nMBE was −2.928% and 0.893%, respectively. However, under cloudy conditions in January and February, the nRMSE of Chengde increased from 23.865% to 41.153%, and the nMBE increased from −10.341% to 7.822%. The variation trend of Zhangbei’s estimated results was similar to that of Chengde. At the same time, the
proportion of cloudy condition days in February was significantly higher than that in January. This indicates that the aerosol optical depth has little influence on the estimated GHI in different months, while the cloud optical depth has a greater influence on the estimated GHI. The improvement of the scheme should be further explored in future research. The following part of the paper combines different weather conditions and seasonal variation trends to analyze the seasonal variation trend and its reasons in detail.

RMSE is related to the average of each season. It is difficult to compare the accuracy of the model in different seasons by just using the RMSE, MAE, or MBE. Therefore, our study also used nRMSE, nMAE, nMBE, and R to analyze the performance of the model. Figure 5 shows the nRMSE, nMAE, nMBE, and R values of the forecasting models for the GHI during whole year (from summer 2018 to spring 2019) at the four observation sites.

![Image](remote-sens-21-07790-g005)

**Figure 5.** The variation of estimated GHI under different seasons and different weather conditions (top row: Zhangbei; second row: Laoting; third row: Hengshui; bottom row: Chengde).

From the estimated GHI under different weather conditions in Figure 5, it can be found that clear skies are less affected by the seasons and show the best performance. The annual nRMSE values at the four sites ranged from 4.914% to 16.230%. In addition, the nMAE value of clear skies ranged from 3.670% to 10.373%, and the value of the correlation coefficient R was also stable between 0.953 and 0.993 during the four seasons. The estimated radiation on overcast days was significantly worse than that on clear sky and partly cloudy days. Meanwhile, the correlation between the observed and estimated values on cloudy days was also low.

In general, the estimated radiation under cloudy conditions (including partly cloudy and overcast conditions) was worse than under clear sky conditions. On the one hand, this is because different cloud types have different cloud microphysical properties, including cloud optical thickness, cloud equivalent temperature, ice water column content in the cloud, ice particle equivalent radius, etc. [18]. On the other hand, this is closely related to the spatial characteristics of satellite-derived irradiance and the representative limitations of ground measures [19]. Due to cloud movement and projection, there will be obvious differences between the observed and estimated values.

The seasonal variation for the estimated error also varied. Combined with Figure 4 and the third column of Figure 5, it can be found that the estimations for sunny and cloudy days underestimated the ground radiation in spring and summer (nMBE values were generally positive). However, in winter and spring, the estimated results of the GHI
showed a significant negative deviation. The mean nMBE of the GHI was \(-5.122\%\) for the four observation sites. Comparing the three weather conditions, the overestimation of surface radiation on cloudy days (including partly cloudy and overcast days) was more obvious.

### 3.2. The DNI Simulation Effect and Error Variation Characteristics

Among the four observation stations, only Zhangbei and Chengde observed direct radiation data, and the following analysis is based on the data collected by the two observatories sites. The mean DNI observation values of Chengde and Zhangbei were 468.106 and 460.884 \(\text{W} \cdot \text{m}^{-2}\), respectively.

Comparing Figures 4 and 6, it can be found that the estimated DNI also shows a yearly trend. It demonstrated that the estimated DNI in October 2018 showed the best performance all year round. The nRMSE, nMAE, and nMBE values of Zhangbei were 35.152\%, 27.145\%, and \(-8.283\%\), respectively; meanwhile, the nRMSE, nMAE, and nMBE of Chengde were 43.150\%, 28.822\%, and \(-13.017\%\), respectively. However, in autumn and winter, the estimated DNI value was significantly higher than the observed value, as shown in the nMBE values. This indicates that the estimated DNI values in January 2019 had the maximum negative deviation, among which the nMBE values of Zhangbei and Chengde were \(-43.899\%\) and \(-41.714\%\), respectively.

![Figure 6. Monthly trend chart of the estimated DNI.](image)

Although, the estimated DNI was also affected by the climate conditions and underlying surface. Combining Figures 5 and 7, it can be found that there was no close correlation between the estimated results of the GHI and the DNI. As can be seen from the above analysis, the estimated GHI in Zhangbei was better than that in Chengde. However, as shown in Figure 7, the estimated DNI in Chengde was generally better than that in Zhangbei. Since the estimation of radiation under clear sky conditions was relatively stable, these days could be used to evaluate results of the two places. Among them, the nRMSE value of the DNI varied from 33.054\% to 42.294\% under clear sky in Zhangbei. The nRMSE value of the DNI varied from 22.813\% to 38.808\% under clear skies in Chengde. In addition, the correlation coefficient variation range of the DNI simulation and observed data in Chengde varied from 0.673 to 0.888, which was significantly higher than that in Zhangbei.
Overall, compared with the GHI, the estimated DNI showed obvious negative deviation, especially during autumn and winter. In winter, the nRMSE value was the highest, i.e., 42.294% in Zhangbei and 38.808% in Chengde. Meanwhile, the nMBE values in Zhangbei and Chengde were −33.856% and −28.702%, respectively. The reasons for the errors and the method for improving the estimated DNI effect are shown in the following analyses.

By comparing the observed and the estimated data, it can be found that the error of the DNI mainly came from two sources. First, the observed DNI value changed significantly before and after sunrise (sunset), while the estimated value only changed slightly. However, this part of the error is not easy to correct because it is affected by many factors. Second, from September 2018 to February 2019, the estimated DNI data at noon were significantly higher than the observed values. According to the analysis of the calculated variables, these errors were caused by the inaccurate setting of winter aerosol and other parameters in McClear. Therefore, in the following analyses, the relationship between the observed and estimated data were used to establish a set of correction models for autumn and winter (from September to February). This allowed us to build a foundation for estimating the DNI changes and for further photovoltaic estimation research.

In this study, the observed and estimated data from September 2018 to February 2019 were used to fit the most suitable algorithm with MATLAB software, and the algorithm passed the significance test of 0.05. Referring to the variation rule of the surface observation data, the final DNI estimation equation in autumn and winter is as follows:

$$DNI_{new(i)} = \begin{cases} 317.5 \times e^{0.0008283 \cdot DNI_{i}}, & DNI_{i} > 300 \\ e^{0.0008283 \cdot DNI_{i}}, & DNI_{i} \leq 300 \end{cases}$$ (12)

where $DNI_{i}$ can be calculated through Equations (1)–(3).

A comparison between the original and improved estimated DNI values for five consecutive days is shown in Figure 8 and the results are shown in Table 3. The original estimated DNI had a high overall bias deviation, and the nMBE values were −26.211 and −32.351 for Chengde and Zhangbei. The average nRMSE was over 48%. High nMAE values were also shown across different sites, ranging from 37.547 to 39.984. It can be found in Figure 8 that the improved algorithm can reflect the changes of solar radiation more accurately, especially at noon. Moreover, the improved algorithm has smaller negative biases across all sites (negative and less than 19% in absolute magnitude). Compared to the original simulation, the RMSE decreased from 314.901 to 249.956 W·m⁻² for Chengde
and from 303.658 to 217.921 W m\(^{-2}\) for Zhangbei. The nRMSE decreased from 49.324% to 48.226% for Chengde and from 48.342% to 41.631% for Zhangbei. Similarly, the deviation of nMBE and nMAE decreased.

![Graph showing DNI estimation improvement](image)

Figure 8. The improved results of the DNI under all sky conditions for 108 continuous samples of the test set (top: Chengde; bottom: Zhangbei).

|                   | RMSE | nRMSE | MAE  | nMAE | MBE     | nMBE    | R     |
|-------------------|------|-------|------|------|---------|---------|-------|
| **Chengde**       |      |       |      |      |         |         |       |
| Original forecast | 314.901 | 49.324 | 239.713 | 37.547 | −167.339 | −26.211 | 0.568 |
| Improved forecast | 249.956 | 48.226 | 175.307 | 33.824 | −47.202 | −9.107  | 0.526 |
| **Zhangbei**      |      |       |      |      |         |         |       |
| Original forecast | 303.658 | 48.342 | 251.157 | 39.984 | −203.211 | −32.351 | 0.522 |
| Improved forecast | 217.921 | 41.631 | 167.936 | 32.082 | −98.533  | −18.823 | 0.495 |

Table 3. DNI correction effect analysis from September to May of the second year (W/m\(^2\) for the RMSE, MAE, MBE, and mean value).

Overall, the improved algorithm represents a significant improvement in the accuracy of DNI estimation for this region, with respect to the original method. Among the improvements, the effect of the DNI in Zhangbei showed better improvement, whose nRMSE decreased from 48.342% to 41.631%. In general, without the help of other observation means, the improved estimated DNI method in autumn and winter (from September 2018 to February 2019) was simple and efficient. However, this algorithm requires more observation points for verification. As a result, the best method of DNI radiation simulation in China can be obtained.

4. Discussion

In this study, statistical indicators such as nRMSE, nMAE, nMBE, and R, which are widely used in the field of estimation, were selected to evaluate the accuracy of the estimated results. However, the indicative role of these indicators depends on several major influencing factors, such as the percentage of clear days per month, the month for comparison, and the limitations of these indicators [20,21]. Although these indicators could be used to comprehensively evaluate the estimation error, they might also mislead the research due to the above defects. In addition, the difference in sample size would affect the results of the study on the annual variation of the estimation error of different weather
types. For example, in winter and spring, the number of overcast days in Zhangbei and Chengde is one each (the total number of data is 63). However, the small amount of data makes the estimated results highly contingent, and it does not represent the estimated results of overcast conditions for the winter or spring. Therefore, this situation should be fully considered in the analysis.

Studies have shown that changes in DNI are very sensitive under partly cloudy and overcast conditions. In addition, the radiation algorithm may produce errors such as the inability to recognize weather types [22]. These problems also exist in climate model calculations, such as estimating solar radiation from satellite data. At the same time, it can be found that clouds and aerosols increase the uncertainty of radiation flux estimation. These characteristics are also shown in Figures 5 and 7. Due to the uncertainty mentioned above, the University of Geneva benchmark [23] shows a relative RMSE deviation of 15–70% for GHI and 30–160% for DNI based on geographical conditions. The error range of the DNI in our study was within this range and the RMSE value was smaller, which indicated that FengYun-4 has a good estimation result on the DNI, and that the result is likely to be further improved.

5. Conclusions

Different weather conditions and seasonal variations can affect the estimation of solar radiation at the surface. Due to the limitations of observation data and the distribution of observation sites, the estimation of the GHI and DNI in China under different seasons and weather conditions has not been systematically studied. In this work, the global solar irradiance predicting method, which combines the cloud index methodology (CSD-SI) and McClear, was tested on the FY-4A satellite data. Validation was carried out against the ground measurements in Zhangbei, Laoting, Hengshui, and Chengde.

This study found that Heliosat-2 and the cloud index algorithm combined with McClear data applied to the FengYun-4 satellite could easily and effectively estimate the variation of ground radiation. However, with the change of weather conditions, months, and seasons, the estimated results of different observation points also changed.

Among them, the accuracy of the GHI estimation under clear sky conditions was slightly affected by the seasons (Figure 4). However, the GHI value under partly cloudy (or overcast) conditions could not be accurately estimated in summer and autumn. In winter, the estimation of GHI performed well, but the value was slightly lower than the observed values at all four stations.

In general, the estimated error of the DNI was significantly higher than that of the GHI, which was also proven by Beyer et al. [23]. In the annual variation of the estimated DNI, it was found that the estimated result was best in October. The nRMSE, nMAE, and nMBE of Zhangbei were 35.152%, 27.145%, and −8.283%, respectively. Meanwhile, the nRMSE, nMAE, and nMBE of Chengde were 43.150%, 28.822%, and −13.017%, respectively. In addition, it was found that there was no close correlation between the estimated results of the GHI and DNI. Compared to the GHI, the DNI estimation showed obvious negative deviation, especially during autumn and winter. These errors may have been caused by the inaccurate setting of the winter aerosol and other parameters in McClear. Therefore, our study used the observed and estimated DNI data (in autumn and winter) to develop a new DNI estimation algorithm for autumn and winter in northern China. The improved algorithm showed a significant improvement in the accuracy of DNI estimation for this region, with the RMSE decreasing from 314.901 to 249.956 W·m⁻² for Chengde and from 303.658 to 217.921 W·m⁻² for Zhangbei. Similarly, the nMBE decreased from −32.351% to −18.823% for Zhangbei and from −26.211% to −9.107% for Chengde.

According to the above analysis, the estimated GHI under clear skies was good throughout the year, which indicates that the estimation of the aerosol optical depth in the McClear model is accurate. However, in cloudy months, such as January, the cloud optical depth affects the estimated results of total surface radiation. This is closely related to the type of cloud that is not resolved in the Helisat-2 model. In the Helisat-2 model, the
influence of different clouds on the surface radiation is reflected through the atmospheric attenuation factor. However, there are many semi-empirical parameters in this formula that are affected by local meteorological conditions. In this study, we only used empirical parameters. In future studies, the parameters should be calculated according to the actual situation of each region. In recent years, many other models have explored the theoretical aspects of clouds to alleviate the limitations of local meteorological factors on theoretical models. For example, Ma and Pinker [24] adopted the Updated Inference Scheme (V3.3.3) in their study and showed a better effect, which improved the treatment of water and ice clouds in their study. Kim et al. [25] employed the physical radiative transfer model itself to show the generality of solar irradiance over the Korean Peninsula. The classification of cloud type was performed using the cloud top pressure (CTP) and the shortwave TOA (top of the atmosphere) in the study. All the above studies better describe the influence of cloudy conditions on surface radiation. This is of great significance for further study on improving the estimation of surface radiation in China.

McClear is a widely employed model and is used by SoDa services for solar radiation estimations in Europe, Africa, and South America; our study also proved its applicability in China. However, it needed correction during the autumn and winter, especially for DNI estimation. At the same time, the data of FengYun-4 proved to be suitable for radiation simulation research. However, it was not effective for the prediction of the change of radiation under partly cloudy (or overcast) conditions in summer. Therefore, the algorithm of the cloud index and cloud type identification applicable to the FengYun-4 satellite data under complicated weather conditions should be explored in the future.
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