A photonic chip-based machine learning approach for the prediction of molecular properties
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Abstract

Machine learning methods have revolutionized the discovery process of new molecules and materials. However, the intensive training process of neural networks for molecules with ever increasing complexity has resulted in exponential growth in computation cost, leading to long simulation time and high energy consumption. Photonic chip technology offers an alternative platform for implementing neural network with faster data processing and lower energy usage compared to digital computers. Here, we demonstrate the capability of photonic neural networks in predicting the quantum mechanical properties of molecules. Additionally, we show that multiple properties can be learned simultaneously in a photonic chip via a multi-task regression learning algorithm, which we believe is the first of its kind, as most previous works focus on implementing a network for the task of classification. Photonics technology are also naturally capable of implementing complex-valued neural networks at no additional hardware cost and we show that such neural networks outperform conventional real-valued networks for molecular property prediction. Our work opens the avenue for harnessing photonic technology for large-scale machine learning applications in molecular sciences such as drug discovery and materials design.

INTRODUCTION

Data-driven approaches, in particular machine learning methods, have in the past decade become an indispensable tool for material design and molecular discovery [1, 2]. The availability of large datasets, both experimental and computational, and the advancements in algorithms and computer capability significantly accelerate the screening and identification of molecules and materials with desired properties in vast chemical space. Among the machine learning methods, deep learning methods involving large and sophisticated neural networks have emerged as the leading candidates for molecular property prediction. However, despite their promising performance, training of such deep neural networks inadvertently leads to substantial computational cost associated with expensive hardware and high power consumption. For example, the highly successful recent work, Alphafold [3], for protein folding typically requires training times in the order of weeks using hundreds of costly graphic processing units (GPUs) [4]. Furthermore, while the computational costs of machine learning models continue to double every few months [5], the efficiency of digital computational
chips has not managed to improve at a similar pace [6]. Thus, training of ever more sophisticated machine learning models leads to exponential growth of energy consumption [7], which comes with a huge environmental cost [8].

Optical computing offers an alternative paradigm to conventional digital computing for computation-intensive tasks, such as implementing deep neural networks. Optical computing implementations of machine learning methods have been realized in neuromorphic photonics [9, 10], all-optical neural networks [11, 12] and photonic reservoir computing [13, 14]. In fact, optical implementation of neural networks has recently been demonstrated to surpass cutting-edge GPUs in terms of speed and energy consumption. Optical computing offers several advantages over conventional digital computers, such as low power usage [15–17], ultrafast optoelectronics with high noise robustness [18], inherent parallelism [19], and large information storage [20]. Furthermore, optical neural networks implementing complex-valued neural networks have been developed recently [21]. Despite the promises of optical neural network, its potential in molecular sciences such as chemistry and biology has not been explored. Additionally, most current works on optical neural networks focus on single-task learning (STL) method. Yet, humans typically acquire knowledge and arrive at generalization through multi-task learning (MTL). In the study of molecules, we often encounter the need to predict the values of many properties (e.g. free energy and enthalpy) as the most desirable molecules or materials typically optimize multiple properties simultaneously. This sort of multi-task learning differs fundamentally from single-task classification and requires modified algorithms. Instead of producing a category code to categorize a set of input data into a specific class, we seek to produce and optimize a continuous real-valued output [22]. It also requires us to be able to learn multiple properties (tasks) simultaneously in hope that we can leverage the knowledge contained in one task to generalize and improve performance of other tasks [23, 24]. With this motivation in mind, we hope to implement multi-task regression neural network within the optical scheme.

Furthermore, molecular properties are inherently quantum mechanical and its calculations involve complex-valued arithmetics, it would therefore be appealing to attempt molecular property prediction with complex-valued neural networks, a function that can be accomplished on an optical chip with no additional hardware cost.

In this work, we apply an optical neural chip to the task of implementing a complex-valued neural network to predict multiple quantum mechanical properties of molecules.
Specifically, the contributions of our work are of three folds. Firstly, it constitutes the first application of optical machine learning methods to molecular sciences. Secondly, previous works of optical neural networks only consider single-task classification learning, here we extend the optical neural networks implementation to a different class of machine learning tasks, namely multi-task regression learning, and obtain satisfactory accuracy. Lastly, we demonstrate that complex-value neural networks offer superior performance for molecular property prediction as compared to the conventional real-value neural networks.

RESULTS

Molecular Database and Machine Learning Model

In this work, we use a database consisting of computed molecular properties, the QM9 database [25], to train a photonic neural network. The database contains approximately 134k molecules that consist of up to 9 non-hydrogen heavy atoms (carbon, oxygen, nitrogen and fluorine). Some notable entries in this database are small amino acids, such as GLY and ALA, and pharmaceutically relevant organic materials, such as pyruvic acid, piperazine and hydroxy urea. The molecular geometries and chemical properties in the database are calculated by density functional theory methods.

For this dataset, we encoded the chemical structure of the molecule in a Coulomb matrix (see Methods for details). Since the largest molecules in the database contain up to 29 atoms (including hydrogen), the Coulomb matrix for each molecule is of size $29 \times 29$, and zero padding is applied to the molecules with fewer than 29 atoms. As we will elaborate later, for our current optical chip we are limited to 16 real feature inputs, which are then subsequently encoded in 8 complex inputs on the chip. To reduce the dimensionality of the Coulomb matrix to 16, we adopted the eigenspectrum representation of the Coulomb matrix. For each Coulomb matrix, we diagonalized it to find its 29 eigenvalues, and only took the largest 16 eigenvalues as our feature set for each molecule. Our simulations show that even with a restricted subset of the eigenvalues, the dataset is still rich enough to support accurate learning of the chosen chemical properties (See Figure 4 in our Methods). We focus on the predictions of three molecular properties: enthalpy, internal energy, and free energy. More details about our model, such as label scaling and model validation, can
be found in Methods.

**Details of Optical Chip**

Diagrams of the optical chip are shown in Figure 1. Similar to a typical neural network implemented on a classical computer, it comprises of an input layer, multiple hidden layers, and an output layer. In an optical neural chip (ONC), light signals are encoded and manipulated by controlling their magnitude and phase. The Maxwell equations that describe such systems of interacting wave guides are inherently complex in nature, naturally giving rise to a complex arithmetic. Usually an arbitrarily complex transformation matrix $W$ can be decomposed into $W = UDV$ via Singular value decomposition, where $U$ and $V$ are unitary and $D$ is a diagonal matrix. For this work, we consider the transformations that can be expressed as $W = UD$. This is not universal, but has a large searching space compared to just a single unitary matrix, and experimentally meets our requirements for the prediction of molecular properties.

The ONC chip implements this transformation by acting as a multiport interferometer. Multiport interferometers implement linear transformation between several optical channels by arranging many Mach-Zehnder interferometers (MZIs) in a specific pattern (a triangular mesh) [26, 27], and it can be shown that any discrete unitary operator can be decomposed and implemented in such a way [28]. Each MZI consists of two beam splitter (BS) - phase shifter (PS) pairs. By setting the transmissivity of both BS to be fixed at 50 : 50, one MZI implements the complex unitary transformation between the 2 neighbouring wave guides indexed by $p$ and $q$:

$$
T_{p,q}(\theta, \phi) = \begin{bmatrix}
1 & 0 & \ldots & \ldots & \ldots & \ldots \\
0 & 1 & \ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & e^{i\phi} \sin \theta & e^{i\phi} \cos \theta & \ldots & \ldots \\
\ldots & \ldots & \cos \theta & -\sin \theta & \ldots & \ldots \\
\ldots & \ldots & \ldots & 1 & 0 & \ldots \\
\ldots & \ldots & \ldots & 0 & 1 & \ldots 
\end{bmatrix}, \quad (1)
$$

which is essentially a rotation matrix. The PS can be thermally modulated to tune their phase shifts, allowing us to reconfigure the chip parameters without requiring complicated
modifications. In our case, all the PSs are thermally tuned with integrated titanium nitride (TiN) heaters bonded to a PCB.

The MZIs on a chip have different functionalities, which are related to the 3 different layers of a typical neural network. A coherent laser is used to generate the input signals by injecting it into one of the wave guides. The first (left most) layer of MZIs are then used to divide and modulate the signal into the rest of the wave guides, and are used to encode the input data into the ONC. For complex-valued inputs, this amounts to modulating both the magnitude and relative phases of the light signals in each wave guide. After the encoding of the input data, the bulk of the MZIs are next used to implement the optical neural network, or in other words, the trainable transformation matrix. A \( N \)-mode network transforms the input state into an output state by implementing an arbitrary unitary transformation \( U \) with complex weights. \( U \) is implemented with multiple rotation matrices \( \{ T_{p,q} \} \) and a diagonal matrix \( D \),

\[
U = \prod_{p=2}^{N} \prod_{q=1}^{p-1} T_{p,q} D. 
\]

\( D \) is a diagonal matrix with complex elements with a modulus equal to one on the diagonal, implementing a bias on the outputs, and can be implemented in an interferometer with individual phase shifts on the wave guides at the output end.

The optical neural is thus capable of implementing a complex-valued neural network, which is similar to a conventional real-valued neural network that is implemented on classical computers, with the only difference being that it relies on complex arithmetic. For a system with \( N \) wave guides and an arrangement of MZIs described in [26–28], this has the effect of implementing a hidden layer of \( N \) complex-valued neurons. The output of such a neuron can be expressed as:

\[
y = f \left( \sum_{i=1}^{N} \omega_i x_i + b \right), \tag{2}
\]

where the weights \( \omega_i \) and bias \( b \) are complex numbers and are determined by the specific choices of \( \theta_s \) and \( \phi_s \) of the MZIs in the ONC chip.

The last (right most) layer of MZIs can be used to implement the output layer by enabling coherent detection. The light signals at the end of the neural network contain both magnitude and phase information, and we would optimally want to access both, rather than just the magnitude information. By additional two columns of MZIs that interfere any two adjacent output ports, we are able to determine the phase of the output signals by varying
FIG. 1. Design and fabrication of the optical chip. a, Architecture of an 8-mode optical neural network chip. The optical neural network is divided into a few layers. The first layer is the input layer, which comprises of a laser followed by a number of MZIs that distribute the reference light among the wave guides and encodes the input into the network by manipulating the phase and magnitude of the light in each waveguide. The next layer comprising the bulk of the ONC is the layer that implements the trainable transformation matrix. The last layer is the output layer that in our cases comprises of photon detectors, which enable us to implement the non-linear absolute activation function by detecting the intensity of light in each output wave guide. b, The packaging of the optical chip. c, A false-color micrograph of the optical chips MZI network with integrated heaters. All 3 layers required for the ONC to function are fabricated on one chip. This chip comprises of 8 wave guides and 56 PS for the trainable transformation matrix. The chip is wire-bonded to a circuit board that provides independent control of each PS by an electronic current driver.
the phase shifter placed at one of the paths. The choice of our detection method is related to
the activation function we want to choose to implement. In this work, we implement a type
of absolute activation function \( M(z) = ||z|| \), and thus we only require intensity detection of
the output light signals. If we instead chose to implement a type of complex Rectified Linear
Unit \([29]\) activation function \( \text{ModReLU}(z) = \text{ReLU}(||z|| + b)e^{i\theta z} \), we would instead adopt
coherent detection. The detection is versatile by having more channels, such that ONCs are
extremely amenable to multitask learning, or the practice of training a network on multiple
labels simultaneously.

In our case, we used an ONC comprising of 8 modes and 56 PS, to simultaneously learn
3 labels (enthalpy, free energy, and internal energy). This limits us to 16 real inputs, and
the reason we only used the largest 16 eigenvalues as our feature set for our data. Our
model essentially implements a single complex-valued \( 8 \times 8 \) weight matrix representing 8
complex-valued neurons (given in Equation 2), followed by an absolute activation function
when reading out. The Supplementary Information contains results on using a neural net-
work on a digital computer to learn these 3 labels when only given access to the largest 16
eigenvalues, and they indicate that the 16 largest eigenvalues are sufficiently rich in informa-
tion about the underlying system to support accurate learning of these chemical properties.
The Supplementary Information also contains comparisons of a similar complex-valued and
real-valued neural network on the data set, and suggests that a complex-valued network is
superior at learning than a similar real-valued network.

**Experimental result**

First, we discuss the neural networks trained independently for enthalpy, free energy,
and internal energy. The neural network training process with the genetic algorithm (GA)
is illustrated in Fig.2, using free energy as the example. The entire training process is
visualised in Fig.2a, and show that the optical neural network is capable of generating good
successive generations by crossover (see Methods for more details). The evolution of the
best and mean cost function values with the GA iteration are shown in Fig. 2b and c,
respectively. It is clear that both values reach plateaus after 20 iterations, indicating the
high efficiency of the GA algorithm in optimizing optical neural networks. From the parity
plot in Fig. 2d, good correlations are seen between the reference and predicted values of free
|                  | Enthalpy | Free Energy | Internal Energy |
|------------------|----------|-------------|-----------------|
| Train MAE (Ha)   | 23.22    | 25.49       | 23.23           |
| Train $R^2$      | 0.9472   | 0.9411      | 0.9299          |
| Test MAE (Ha)    | 127.9    | 50.13       | 56.0            |
| Test $R^2$       | 0.9225   | 0.9325      | 0.9303          |

TABLE I. Results from the experimental chip. Labels were learnt independently. As can be seen, even for small testing and training data sets, the ONC is able to obtain high coefficients of determination.

energy for both training and test datasets, even with such small neural network and training dataset. The training processes are similar for enthalpy and internal energy, as shown in the Supplementary Information.

The quantitative performances of the neural networks for the three thermodynamic properties are summarized in Table I. While they are greater than MAEs in the literature, such comparison are not as meaningful given the differences in model complexity and training data size. In the table, we compare the MAEs to a similarly complex neural network on a digital computer, with a similarly small data size. Even with this small data set, our results demonstrate that our ONC possesses a strong ability to implement a complex valued neural network model. Already they are able to get impressive coefficients of determination ($R^2$) values, and indicate that the model has strong generalization as the coefficients of determinations between the test and train sets are comparable.

Table II and Figure 3 show the results when we learned the labels concurrently (multitask learning). We note that our results for the multitask learning are similar to the case where we learned the labels separately. Furthermore, we emphasize that no additional resources were required to perform multitask learning, as the chip inherently implements parallel learning of labels, as long as we have enough photon detectors.
FIG. 2. Experimental regression results of the free energy. A total of 100 training instances and 30 testing instances are used for the chip experiment. An initial population of 50 individuals is randomly generated. 

a, The visualization of the on-chip training process. The x-axis represents training iterations, i.e., the generations in the Genetic Algorithm. The y-axis represents the 50 individuals in each generation. On the y-axis, the rows 1-3 are the elites directly inherited from the previous generation, the rows 4-41 are the children created by crossover, and the rows 42-50 are children created by the mutation operator. Different colors represent different cost function values, while blue represents smaller cost value and yellow the opposite. From this figure, we can see the evolution of performance of chip configurations.

b, The evolution of the best cost function value in each generation, with increasing generations.

c, The evolution of the mean cost function value in each generation, with increasing generations.

d, The regression curve of the trained model on training and testing samples. The 100 training instances (blue data points) are evaluated on chip after training, to validate whether the training is successful, and the 30 test instances (orange data points) measure the generalizability of the trained model. The regression quality is measured by the coefficient of determination $R^2$ score (the best regression has a $R^2$ score of 1). The training $R^2$ of our trained model on chip is 0.9411, and the testing score is 0.9325.
|                      | Enthalpy | Free Energy | Internal Energy |
|----------------------|----------|-------------|-----------------|
| ONC Train MAE (Ha)   | 27.52    | 25.33       | 23.33           |
| ONC Train $R^2$      | 0.9449   | 0.9307      | 0.9294          |
| ONC Test MAE (Ha)    | 130.70   | 45.67       | 59.06           |
| ONC Test $R^2$       | 0.9237   | 0.9051      | 0.8974          |
| DCC Train MAE (Ha)   | 17.34    | 11.90       | 13.38           |
| DCC Train $R^2$      | 0.9624   | 0.9838      | 0.9812          |
| DCC Test MAE (Ha)    | 176.92   | 165.07      | 160.41          |
| DCC Test $R^2$       | 0.9123   | 0.8912      | 0.9214          |

TABLE II. Results from the experimental chip, compared to results from a digital classical computer. The same data set was used for comparison between the ONC and the digital classical computer. Labels were learnt concurrently (multitask learning). It is worth noting that to perform multitask learning on the chip, no additional computational resources were needed as the chip inherently implements parallel learning of labels. The only requirement was for more photon detectors (using absolute activation function, required one detector per label). The ONC rows indicate the results obtained experimentally from the optical neural chip, while the DCC rows indicate results from a digital classical computer. Interestingly, while the digital classical computer was more accurate in this case on the training set, it was much worse at generalizing the results for the test set.
FIG. 3. Experimental results obtained from the chip, when regressing on all 3 properties at once (multitask learning). a, The visualization of the training process. b, The regression curve for enthalpy. c, The regression curve for free energy. (d) The regression curve for internal energy.
DISCUSSIONS AND CONCLUSIONS

The use of machine learning models, in particular deep neural networks, has been demonstrated to be effective in learning the hidden relationships between complex, high dimensional data sets [22, 30]. These techniques provide us with a more efficient and economical way to predict molecular properties and hold enormous promise to accelerate material design and drug discovery. [31]. Despite their excellent performance, the complicated structures necessary for such networks, especially for performing more complex learning tasks will require increasingly more computing power and higher energy consumption.

Furthermore, the vast majority of such models rely on a real-valued neural network. Recent studies suggest that using complex-valued neural networks could significantly improve the performance of similar models [32] by offering richer representational capacity [33], faster convergence [34], strong generalization [35] and noise-robust memory mechanisms [36]. It has also been shown that complex valued neural networks have potential in domains where the data is naturally represented with complex numbers, or the problem is complex by design [37]. Thus, using such complex networks could also potentially be better in dealing with quantum-mechanical problems, as quantum mechanics is inherently a complex-valued theory. However, it is typically not efficient to implement a complex-valued network on a classical digital computer as complex numbers have to be represented by two real numbers on the digital computer [38, 39], which increases the computationally expensive components of the neural network algorithms [40, 41].

To overcome this, optical computing has been proposed as an alternate computing platform. The applications of optical computing to run neural networks provides various advantages over classical digital computers, ranging from low electrical power usage, being more energy efficient and robust to noise, and its inherent parallelism allowing us to break down the computation into small steps that are performed in parallel. Most interestingly, it is capable of truly complex-valued arithmetic, allowing us to implement complex-valued neural networks with no additional cost. Such complex-valued networks have been shown to also hold advantages over similar real-valued networks. However, most studies on applying optical computing to neural networks have focused on single-task classification learning. This is a different class of machine learning tasks as compared to what is usually required for applications in chemistry, which is multi-task regression learning, and it was not known
previously if such promising prior results in single-task classification would carry over.

Our work is the first known application of optical neural networks to chemistry. This is the first known application of an optical neural network on chip to optimizing a continuous valued regression task. It is also the first work to show that such a setup is capable of learning multiple properties at once (multi-task learning) at no additional cost. This also suggests that they would fare well in similar learning paradigms in machine learning, such as transfer learning and multi-output regression. It also demonstrates that complex-valued optical neural networks can achieve performance that is similar to classical real-valued neural networks implemented on digital computers, for the specific task of learning chemical properties of molecules. Although at a small scale right now, there are no physical reasons preventing such devices from being scaled up. It is also reasonable to assume that similar models will be effective in regressions tasks for other types of data sets.

By utilizing such optical chips in a manner where we offload the majority of the computational tasks of a neural network off a classical digital computer to them, we also show the potential of creating future hybrid computing systems, blending the advantages of optical and neuromorphic computing with those of classical digital computers. It is also possible to extend our ONC into a fully fledged multi-layer neural network with multiple hidden layers by cascading the optical circuits. Such cascaded photonic neural networks have also been demonstrated to be effective in performing various complicated machine learning tasks [42].
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1 Know the basics of machine learning for molecular and materials science.

2 Understand the integration of quantum-based machine learning in chemical compound space.

3 Explore high-accuracy protein structure prediction with AlphaFold.

4 Integrate AI and compute concepts for future technological advancements.

5 Conduct a survey of machine learning accelerators.

6 Learn about the systematic reporting of energy and carbon footprints in machine learning.

7 Analyze energy and policy considerations for deep learning in NLP.

8 Study machine learning with neuromorphic photonics for enhanced computing performance.

9 Investigate all-optical spiking neurosynaptic networks.

10 Examine neuromorphic photonic networks using silicon photonic weight banks.

11 Research all-optical spiking neurosynaptic networks with self-learning capabilities.

12 Explore all-optical machine learning using diffractive deep neural networks.

13 Advance in photonic reservoir computing with nanophotonic technologies.
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Much work has been done on figuring out how to efficiently and effectively encode the physical properties of a molecule in a form that can be fed as an input to a machine learning model. One method is to encode it in a form called the Coulomb matrix, and such methods have been routinely applied to the QM7 \[43, 44\] and QM9 \[25, 45\] data sets. While the Coulomb matrix is a low-level molecular descriptor, it is extremely simple to calculate and generate, does not require any domain knowledge, and is already able to obtain promising results \[46–48\].

The elements of the Coulomb matrix are defined by Equations 3 and 4:

\[
\begin{align*}
c_{ii} &= \frac{1}{2} Z_i^2, \\
c_{ij, i \neq j} &= \frac{Z_i Z_j}{|R_i - R_j|},
\end{align*}
\]  

where \(Z_i\) is the atomic number of atom \(i\), and \(R_i\) is its position in atomic units. Note that the Coulomb matrix is symmetric and is invariant to translation and rotation. The labeling of the atom indexes is also not unique, thus for any given molecule, many different Coulomb matrices could be used to represent it, all related to each other by permuting
rows and columns. This is commonly seen as an issue that prevents the Coulomb matrix representation from being used out-of-the-box, as many different Coulomb matrices can be associated with the same molecule. 3 workarounds are usually used for this [49]:

1. Eigenspectrum representation of the Coulomb matrix. For a $d \times d$ Coulomb matrix, the eigenspectrum representation can be obtained by solving for the eigenvalues of the Coulomb matrix under the constraint $\{\lambda_k\} > 0$, where $\{\lambda_k\}$ is the set of eigenvalues. The spectrum $(\lambda_1, \lambda_2, \ldots, \lambda_d)$, can then be used as the representation. This also conveniently reduces the dimension of the feature set, although it could potentially remove unrecoverable information about the structure of the molecule.

2. Sort the Coulomb matrix. We can choose the permutation of atoms whose associated Coulomb matrix $C$ satisfies $||C_i \geq C_{i+1}||$, where $C_i$ denotes the $i^{th}$ row of the Coulomb matrix. By doing so, we ensure that each molecule has an unique Coulomb matrix associated with it.

3. Extend the data set with randomly sorted Coulomb matrices. This involves generating a set of valid Coulomb matrices for each molecule by randomly permuting rows and columns (equivalent to randomly indexing the molecules) and extending the data set with them. Thus, in the extended data set, each molecule (and thus each set of property labels) has multiple, equally valid, Coulomb matrices associated with it.

All 3 methods have been shown to work quite effectively for regression in neural networks on the QM7 data base, which is a smaller subset of the QM9 data base which we will be using in this work.

Furthermore, as mentioned in our main text, our current experimental setup is limited to 16 real feature inputs, encoded into 8 complex inputs. Simulations indicate that the data set still retains enough information about the molecule to permit accurate learning. A comparison of how the accuracy of the machine learning model changes with the number of eigenvalue inputs is shown in Figure 4.

Finally it is worth mentioning that while the data set provides other properties like the Highest Occupied Molecular Orbital (HOMO) and the heat capacity, from our numerical simulations running similar sized real-valued and complex-valued neural networks on the data set, we found that if we are limited to the eigenvalue spectrum of the Coulomb matrix
for each molecule, the data set was not rich enough to learn those other properties accurately. However, we would like to stress that our optical implementation is general. Any descriptor of the molecule can be used, not just the Coulomb matrix. In our experiment, we utilize the Coulomb matrix as an example, but other, higher dimensional descriptors of the molecule like the molecular matrix and the 3D-MoRSE descriptors could be used too.

FIG. 4. Comparison of different number of eigenvalues used. Simulations were conducted with a simple model built using PyTorch, and assessed using Root Mean Square Error (RMSE). As can be seen, by using only 16 eigenvalues, we are already able to capture most of the details of the system, and using more eigenvalues does not drastically improve the results of the model. a, Enthalpy. b, Internal energy. c, Free energy.

**Scaling of data**

It is known that many machine learning and data-driven analytical methods perform better when the numerical features and labels are scaled to a standard range [50, 51]. In this work, we are dealing with eigenvalue features that numerically range from a few hundred to single digit numbers, and property labels that are of the order $10^5$. While the inputs features do not pose too much of a problem due to the way we construct our optical chip, the output labels do need to be scaled to a smaller range. We also want to avoid our labels having negative values, due to the method we are detecting outputs on our optical chip. Thus, we used a simple Min-Max normalization scaling technique on each label separately, so that all the labels are scaled into the range [0, 1]. This was done with this map:

$$y_{\text{scaled}} = \frac{y - y_{\text{min}}}{y_{\text{max}} - y_{\text{min}}}$$  (5)
where for each label, $y_{\min}(y_{\max})$ is the minimum (maximum) value for that label in the entire data set.

**Model validation**

For our model we divided up the data set randomly into a train group consisting of $\frac{4}{5}$ths of the data, and a test group consisting of the remaining $\frac{1}{5}$th of the data. While a more systematic manner of distributing the data could be used (for example, stratified 5-fold cross validation with identical cross validation folds, used in [44]), from our simulations over many random divisions of data, this did not play a major part in affecting the accuracy of our model. We used a simple mean square error objective function for our model, and relied on easily available commercial optimization software to train the parameters in our model [52].

**Experimental set up**

The chip is fabricated at Advanced Micro Foundry, Singapore. The chip is wire-bonded to a printed circuit board, providing independent control of each phase shifter by an electronic current driver with 1-kHz frequency and 12-bit resolution (Qontrol Devices, Inc.). Laser pulses are generated by an Ultrafast Optical Clock device (PriTel Inc.) with a repetition rate of 500 MHz, central wavelength of 1550.12 nm and bandwidth of 2 nm. The input single pump light is coupled into the chip by a one-dimensional subwavelength grating coupler, and detected off chip by 8-mode grating coupler arrays. A polarization controller is utilized to maximize the coupling efficiency of the fibre to chip. A Peltier controlled by Thorlabs TED200C is used to stabilize the temperature of the chip and reduce the heat fluctuations caused by the ambient temperature and the heat crosstalk within the chip.

**Genetic algorithm**

While our previous simulations on a digital computer utilized variations of gradient descent methods, for the experiment we utilized a genetic algorithm to optimize the parameters for the ONC, to cut down on the time needed to conduct the experiment.

A genetic algorithm is a global optimization algorithm that can be summarized as so:
1. The genetic algorithm first starts out by creating a random initial population.

2. The algorithm then iteratively creates a sequence of new populations, known as generations. It does so with the following steps:

   (a) Calculates the scores of the current population with the cost function. These scores are known as the fitness scores.

   (b) Chooses a certain number of the current population with the best fitness scores. These are known as the elite and are passed on to the next generation.

   (c) Produces children from the current generation (parents), with crossovers (combining the entries of a pair of parents) and mutations (randomly making changes to parents). These children are then also passed on to the next generation.

3. The current generation is replaced with the next generation.

4. This is repeated until the stopping criteria is met. In our case, the stopping criteria is a set number of iterations/generations.

For our genetic algorithm, we conducted it over 50 training iterations (otherwise known as generations), with each generation having a population of 50. Between each generation, we selected the top 3 to survive into the next generation (the elite), then generated 47 additional samples, 39 by crossover, and 8 by mutation. Also due to time constraints, instead of utilizing the whole data set, we only utilized 100 randomly chosen data points in the data set to serve as our training data, and another 30 randomly chosen data points to serve as our test data. This implies that our results will be less accurate than what we expect. However, we believe that even with this small data set, our results demonstrate that our ONC possesses a strong ability to implement a complex valued neural network model.

Useful references can be found in [53–57].