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Abstract—Since the seminal paper by Mitra et al., diffusion MR has been widely used in order to estimate surface-to-volume ratios. In the present work we generalize Mitra’s formula for arbitary diffusion encoding waveforms, including recently developed q-space trajectory encoding sequences. We show that surface-to-volume ratio can be significantly misestimated using the original Mitra’s formula without taking into account the applied gradient profile. In order to obtain more accurate estimation in anisotropic samples we propose an efficient and robust optimization algorithm to design diffusion gradient waveforms with prescribed features. Our results are supported by Monte Carlo simulations.
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I. INTRODUCTION

In a seminal paper, Mitra et al. have derived the short-time asymptotic behavior of the time-dependent diffusion coefficient in restricted geometries [1]:

$$D_{\text{MSD}}(t) = D_0 \left( 1 - \frac{1}{d} \frac{4}{3\sqrt{\pi}} \sqrt{D_0 t} + O(t) \right), \quad (1)$$

where $D_0$ is the intrinsic diffusion coefficient, $d$ is the space dimensionality, $S/V$ is the surface-to-volume ratio of the medium, and $O(t)$ means that the next term is at most of order of $t$. Mitra’s formula describes the decrease of the time-dependent diffusion coefficient due to restriction of spin-carrying molecules by the boundaries of the medium at short diffusion times. Higher-order terms of Mitra’s formula expansion were analyzed as well and provided additional information about the medium structure such as mean curvature, permeability and surface relaxation [2]–[8].

The diffusion coefficient $D_{\text{MSD}}(t)$ is defined as the ratio between the mean-squared displacement of the diffusing particles and time $2dt$. Using pulsed-gradient spin-echo (PGSE) experiments [9] $D_{\text{MSD}}(t)$ could be estimated from the diffusion signal attenuation if the gradient pulses were infinitely short. Despite the practical limitations on the gradient pulse duration, this protocol was often applied to estimate the surface-to-volume ratio of porous media [5], [10]–[14]. However, such sequences typically require high gradients and do not take advantage of the experimental variety of gradient encoding schemes.

Mitra’s formula (1) was extended to constant field gradient [15] which received experimental validation in [5]. An extension to an arbitrary linear gradient waveform was later derived in [8]. The particular case of oscillating gradients was considered in [16]. It was recently experimentally demonstrated that such sequences make the estimation of $S/V$ accessible to small-gradient hardware, such as clinical scanners [17]. In these settings, one measures an effective diffusion coefficient $d(t)$ that depends on the NMR sequence and in general can no longer be directly interpreted as a measure of mean-squared displacement. Frölich et al. obtained in [18] a general formula where $d(t)$ is expressed in terms of the diffusion propagator at the boundary of the pore.

In the article by Mitra et al., the factor $1/d$ was claimed to be valid for any medium of dimensionality $d$, by extrapolating results obtained with a sphere ($d = 3$), a cylinder ($d = 2$), and a slab ($d = 1$). It was pointed out in the review [8] that an anisotropic medium should yield different $S/V$ ratios depending on the gradient orientation with respect to the medium. As the structure of the medium is probed by diffusion, the diffusion length (typically of the order of microns for water) naturally distinguishes three types of anisotropy:

- The **microscopic** anisotropy on much smaller scales than the diffusion length (e.g., intracellular structure with submicron-sized organelles);
- The **mesoscopic** anisotropy on scales comparable to the diffusion length (this is typically the size of pores, cells, or other confining domains);
- The **macroscopic** anisotropy on much larger scales than the diffusion length, that can be sensed over the size of an imaging voxel.

The microscopic anisotropy is usually modeled via a nonisotropic diffusion tensor $D$ [19]–[22]. Mesoscopic anisotropy, on the other hand, manifests itself in the shape of individ-
ual compartments or pores whereas macroscopic anisotropy is related to orientation dispersion of these compartments. For instance, diffusion tensor imaging typically characterizes macroscopic anisotropy via order parameter (OP), and microscopic anisotropy via micro-fractional anisotropy ($\mu$FA) [23]–[25]. The anisotropy of the medium is often described by the fractional anisotropy (FA) that depends on macro- and micro-anisotropy and can be expressed in terms of OP and $\mu$FA [23]. Despite its importance, little work was devoted to mesoscopic anisotropy of confining media [26]. The purpose of this article is to show that it generally makes the time dependence of $d(t)$ anisotropic, i.e. dependent on the relative orientation of the gradient sequence and the medium.

Since short-time experiments deal with small diffusion length scales (a few microns for liquids), anisotropy tends to be relevant at the mesoscopic and macroscopic scales rather than at the microscopic one. For this reason, throughout this article we focus on mesoscopic and macroscopic anisotropy of the confining medium by considering a scalar diffusion coefficient in the sample (see extensions in Sec. VI-B). We extend previously obtained results to arbitrary gradient encoding schemes and obtain a generalization of Mitra’s formula to gradient profiles that can change their amplitude in all directions. This is particularly important for the analysis of diffusion signals acquired by using $q$-space trajectory encoding schemes [25], including, e.g., multiple pulsed-gradient sequences [27]–[29] and isotropic diffusion weighting [30]–[37].

The paper is organized as follows: in Sec. II, we introduce some notations and present our generalization of Mitra’s formula. Technical computations are detailed in Appendix I. The proposed formula differs from the classical one (1) by a dimensionless factor $\eta$ which is shown to depend on the structure of the medium and on the applied gradient waveform. In Sec. III, we study the effect of structure, in particular, of the anisotropy of the confining domains. We first consider a single domain and then evaluate the influence of orientation dispersion on the scale of a voxel. Exact computations for spheroids and perturbative computations for slightly non-spherical domains are provided in Appendix II. Section IV is devoted to a design of gradient waveforms and their influence on the estimated parameters. We start with the simpler case of linear encoding, for which we recover and extend earlier results. In particular, we show that the diffusion encoding waveform significantly influences the factor $\eta$, and its ignorance may lead to substantial errors on the estimated $S/V$ ratio. The minimal and maximal achievable values of $\eta$ are explained in Appendix III. After that, we turn to 3D gradient encoding schemes, with a focus on spherical encoding techniques. We show that typical spherical encoding sequences do not perfectly average out the mesoscopic anisotropy of the medium in the generalized Mitra’s formula. Then we present a simple algorithm to design various 3D gradient sequences with prescribed properties that allows to perform a reliable estimation of the $S/V$ ratio. At the same time, we show in Appendix IV that it is mathematically impossible to design a sequence that makes the time dependence of $d(t)$ isotropic to all orders in $(D_0t)^{1/2}$. In Sec. V, we present the results of Monte Carlo simulations demonstrating a very good agreement with our theory. Finally, Sec. VI presents several extensions of our results: study of the next order $(D_0t)$ term, effect of microscopic anisotropy, generalization to multiple isolated compartments with different intrinsic diffusivities, shapes, etc.

## II. Results

We consider spin-carrying molecules diffusing with scalar intrinsic diffusivity $D_0$ in a restricted domain $\Omega$, in the presence of a magnetic field gradient $g(t)$, with $t \in [0, T]$. Here, $t = 0$ corresponds to the beginning of the gradient sequence after the 90° radio-frequency (rf) pulse and $t = T$ corresponds to the echo time at which the signal is acquired (see Fig. 1). We presume that there are no magnetic impurities near the domain boundaries, so that the gradient is uniform in the domain. We also assume that the intrinsic diffusivity $D_0$ is constant throughout the domain $\Omega$. An extension to multiple isolated compartments with different intrinsic diffusivities and shapes is discussed in Sec. VI-C. We define

$$q(t) = \gamma \int_0^t g(t') \, dt' ,$$

where $\gamma$ is the nuclear gyromagnetic ratio, and

$$b = \int_0^T |q(t)|^2 \, dt$$

is the conventional $b$-value. The gradient profile is supposed to obey the usual refocusing condition

$$q(T) = \int_0^T g(t) \, dt = 0.$$

From an experimental point of view, this means that $g(t)$ is the “effective” gradient which takes into account the effect of refocusing rf-pulses on the spins (for example, the gradient is effectively reversed by a 180° rf pulse) [38]. This convention allows us to treat spin echo, gradient echo, stimulated echo, and other techniques, with the same formalism.

At small $b$-values (that is, $bD_0 \ll 1$), the MR signal attenuation $E$ can be written as

$$E \approx \exp(-bD_0(T)) ,$$

where $d(T)$ is the effective (or apparent) diffusion coefficient probed by diffusion MR. We generalize the Mitra’s formula (1) as

$$d(T) = D_0 \left( 1 - \eta \frac{4}{3\sqrt{\pi}} \frac{S}{V} \sqrt{D_0 T} + O(T) \right)$$

by introducing the dimensionless prefactor $\eta$ that depends both on the structure of the medium and on the gradient waveform. We stress that dependence on the waveform implies that one cannot, strictly speaking, interpret $d(T)$ as a measure of mean-squared displacement of randomly diffusing molecules, except for the theoretical case of two infinitely narrow gradient pulses.

Using mathematical methods discussed in reviews [8], [39], [40], we derived in Appendix I that

$$\eta = \text{Tr}(S^{(3)} T^{(3)}) ,$$
where \( \text{Tr}(\cdot) \) is the trace. Here we introduced the “temporal” matrix \( \mathcal{T}^{(3)} \) which is a particular case of the general \( \mathcal{T}^{(m)} \) matrices,

\[
\mathcal{T}^{(m)} = -\frac{\gamma^2 T}{2b} \int_0^T \int_0^T g(t_1) \otimes g(t_2) \left[ \frac{t_2 - t_1}{T} \right]^{m/2} \, dt_1 \, dt_2 ,
\]

and the “structural” matrix

\[
\mathcal{S}^{(3)} = \frac{1}{S} \int_{\partial \Omega} n \otimes n \, dS ,
\]

where the integration is performed over the boundary \( \partial \Omega \) of the domain \( \Omega \) and \( n \) is the unit outward normal vector to the boundary. In the above formulas, \( \otimes \) is the outer product: if \( a \) and \( b \) are vectors, then \( a \otimes b \) is a matrix with components

\[
(a \otimes b)_{ij} = a_i b_j .
\]

Note that \( \mathcal{S}^{(3)} \) and \( \mathcal{T}^{(m)} \) are tensors in the sense that under a spatial rotation or symmetry described by a matrix \( R \), \( \mathcal{S}^{(3)} \) and \( \mathcal{T}^{(m)} \) are transformed according to \( \mathcal{S}^{(3)} \rightarrow R \mathcal{S}^{(3)} R^{-1} \) and \( \mathcal{T}^{(m)} \rightarrow R \mathcal{T}^{(m)} R^{-1} \). We note that, with these notations, \( \mathcal{T}^{(2)} \) is actually the conventional \( b \)-matrix renormalized by the \( b \)-value \([19]–[21]\) so that (see Appendix I from Eq. (66) to Eq. (68) for a detailed computation)

\[
\text{Tr}(\mathcal{T}^{(2)}) = 1 .
\]

The correction factor \( \eta \) in Eq. (6) is the result of an intricate coupling between the medium structure and the gradient sequence, which is expressed through the simple mathematical relation (7) between \( \mathcal{S}^{(3)} \) and \( \mathcal{T}^{(3)} \). Note that \( \mathcal{S}^{(3)} \) and all \( \mathcal{T}^{(m)} \) matrices, in particular \( \mathcal{T}^{(3)} \), are dimensionless. As a consequence, \( \eta \) is invariant under dilatation of the gradient waveform, dilatation of the time interval \([0, T]\) and dilatation of the domain \( \Omega \). The higher-order terms in the asymptotic expansion (6) involve increasing powers of \( \sqrt{D_0 T} \) associated with the temporal matrices \( \mathcal{T}^{(m)} \) with increasing integer \( m \). These matrices are coupled to structural matrices \( \mathcal{S}^{(m)} \) (such as in Eq. (7)) that characterize the medium structure and properties such as curvature, permeability or surface relaxation. However, these properties do not affect the first-order term in (6), on which we focus in this paper. As an example, the second-order, \( D_0 T \), term and the associated matrix \( \mathcal{S}^{(4)} \) are discussed in Sec. VI-A.

Mitra’s formula (1) was derived for PGSE experiments with (infinitely) short gradient pulses, where \( t = \Delta \) is the interpulse time. We emphasize that for general gradient profiles, \( \Delta \) is not defined anymore, and we use instead the echo time \( T \) in our generalized formula (6). If we compare the two formulas by setting \( t = T \) (which corresponds to the profile shown on the first panel in Fig. 1), we see that Mitra’s formula corresponds to the simple expression

\[
\eta_{\text{Mitra}} = 1/d .
\]

Below we generalize this relation to arbitrary medium structures (Sec. III) and gradient profiles (Sec. IV).

### III. Dependence on the structure

#### A. Simple shapes

For any bounded domain \( \Omega \), the matrix \( \mathcal{S}^{(3)} \) is symmetric, positive-definite, and one has \( \text{Tr}(\mathcal{S}^{(3)}) = 1 \). For example, if \( \Omega \) is a sphere, one gets \( \mathcal{S}^{(3)}_{\text{sphere}} = I/3 \), which is invariant under any spatial rotations of the medium, as expected. Throughout the article, we call such matrices, that are proportional to the \( 3 \times 3 \) unit matrix \( I \), “isotropic”. However, the same result holds if \( \Omega \) is a cube, i.e., the cube is also qualified as isotropic by the \( \mathcal{S}^{(3)} \) matrix. Clearly, the matrix \( \mathcal{S}^{(3)} \) does not uniquely characterize the shape of \( \Omega \).

Let us now consider the example of a rectangular parallelepiped. We choose its sides along the axes \((e_x, e_y, e_z)\) and denote their lengths by \( a, b, c \). Then the normal vector \( n \) is either \( \pm e_x, \pm e_y, \) or \( \pm e_z \) depending on the facet of the parallelepiped, and by integrating over each facet we get

\[
\mathcal{S}^{(3)} = \frac{1}{bc + ca + ab} \begin{bmatrix} bc & 0 & 0 \\ 0 & ca & 0 \\ 0 & 0 & ab \end{bmatrix} .
\]

This simple example shows that, by varying \( a, b, c \), and applying rotations, the matrix \( \mathcal{S}^{(3)} \) can be any symmetric positive-definite matrix with unit trace.

In the limit when one side of the parallelepiped (say, \( c \)) tends to infinity (or is much bigger than the other two), the
rectangular parallelepiped transforms into a cylindrical domain with a rectangular cross-section and the $S^{(3)}$ matrix becomes

$$S^{(3)} = \frac{1}{a + b} \begin{bmatrix} b & 0 & 0 \\ 0 & a & 0 \\ 0 & 0 & 0 \end{bmatrix}. \quad (14)$$

Note that in the special case $a = b$ (cylindrical domain with square cross-section), one obtains the same result as for a circular cylinder of axis $e_z$: $S^{(3)\text{cyl}} = (I - e_z \otimes e_z)/2$. In the opposite limit where $a$ and $b$ are much bigger than $c$, the parallelepiped transforms into a slab perpendicular to $e_z$ and the $S^{(3)}$ matrix becomes $S^{(3)\text{slab}} = e_z \otimes e_z$.

One recognizes in the previous examples the factor $1/\eta$ of Mitra’s formula (1): $1/3$ for a sphere, $1/2$ for a circular cylinder, and $1$ for a slab. However, even in these basic cases, the factor $\eta$ remains affected by the gradient waveform, as discussed in Sec. IV. In Appendix II, we provide additional computations of $S^{(3)}$ for slightly non-spherical domains (perturbative computation) and for spheroids (exact computation). Such domains may be more accurate models of anisotropic pores in pathological tissues such as prostate tumor [41] than cylinders.

B. The effect of orientation dispersion

Now we consider a random medium consisting of infinite circular cylinders with random orientations and random radii. Cylinders are archetypical anisotropic domains and we choose them to illustrate in an explicit way the effect of orientation dispersion of the domains. They can also serve as a model for alveolar ducts in lungs [42] or muscle fibers [43]–[45]. For the sake of simplicity, we assume the radius of each cylinder to be independent from its orientation. Equations (5) and (6) describe the signal on the mesoscopic scale (one cylinder). Within the scope of small $b$-values ($bD_0 \ll 1$), the macroscopic signal formed by many cylinders is:

$$E \approx \langle \exp(-bD(T)) \rangle \approx \exp\left(-b\langle \text{d}(T) \rangle\right), \quad (15)$$

where $\langle \cdots \rangle$ denotes the average over the voxel. Coming back to Eqs. (6) and (7), we see that the average of $\text{d}(T)$ is obtained through the average of the $S^{(3)}$ matrices of the cylinders, that we now compute.

From the previous section, the $S^{(3)}$ matrix of a cylinder oriented along any direction $u$ (where $u$ is a unit vector) is

$$S^{(3)\text{cyl}}(u) = \frac{1}{2} (I - u \otimes u). \quad (16)$$

Moreover, for one cylinder of radius $R$, one has $S/V = 2/R$, thus the voxel-averaged effective diffusion coefficient reads

$$\langle \text{d}(T) \rangle = D_0 \left(1 - \frac{4\sqrt{D_0 T}}{3\sqrt{\pi}} \frac{2}{R} \right) \text{Tr}(\langle S^{(3)} \rangle T^{(3)}) + O(T).$$

The averaged matrix $\langle S^{(3)} \rangle$ depends on the angular distribution of the cylinder orientations. For example, a distribution with a rotation symmetry around the $z$-axis yields

$$\langle S^{(3)} \rangle = \frac{1}{6} \begin{bmatrix} 2 + p & 0 & 0 \\ 0 & 2 + p & 0 \\ 0 & 0 & 2 - 2p \end{bmatrix}, \quad (17)$$

where $p$ is the orientation order parameter (OP) of the medium that is defined as

$$p = \langle 3\cos^2 \theta - 1 \rangle/2 = \langle 3u_z^2 - 1 \rangle/2, \quad (18)$$

where $\theta$ is the random angle between the axis of the cylinder $u$ and the symmetry axis $e_z$. The parameter $p$ can take any value from $-1/2$ (for $\theta = \pi/2$, i.e. all the cylinders are in the $x-y$ plane) to $1$ (for $\theta = 0$, i.e. all the cylinders are aligned with $e_z$). The special value $p = 0$ corresponds to an isotropic matrix $S^{(3)} = I/3$ and can be obtained, for example, with a uniform distribution [23]–[25].

The orientation order parameter has direct analogies with other diffusion models describing the water diffusion in strongly anisotropic medium. For instance, if randomly oriented fibers obey a Watson distribution of parameter $\kappa$ [46], then one can compute [47]

$$p = \frac{3}{2\sqrt{\pi \kappa} e^{-\kappa}} - \frac{3}{4\kappa} - \frac{1}{2}, \quad (19)$$

where $\text{erfi}$ is the imaginary error function. In the limits of $\kappa$ going to $-\infty$, 0, and $+\infty$, we obtain $p = -1/2$, 0, and 1, respectively.

An important consequence of the above computations is that experiments at short diffusion times and small-amplitude gradients are unable to distinguish the mesoscopic anisotropy (the anisotropy of each cylinder) inside a macroscopically isotropic medium (uniform distribution of the cylinders). Therefore, regimes with longer diffusion times or higher gradients are needed for extracting mesoscopic diffusion information [23], [24], [48], [49].

IV. Dependence on the gradient waveform

In this section we investigate the dependence of the correction factor $\eta$ (and of higher-order terms) on the gradient waveform captured via the $T^{(m)}$ matrices. We begin with the simpler case, the so-called linear gradient encoding, where the gradient $g(t)$ has a fixed direction and each $T^{(m)}$ matrix is reduced to a scalar. We show that significant deviations from the classical formula (1) arise depending on the chosen waveform.

Next, in Sec. IV-B, we study how the correction factor is affected in the most general case when both gradient amplitude and direction are time dependent. In particular, we show that recently invented spherical encoding sequences [34], [35] do not provide the full mixing effect in the sense that $\eta$ still depends on the orientation of the (anisotropic) medium. In order to resolve this problem we describe in Sec. IV-C a simple and robust algorithm to design diffusion gradient profiles with desired features and constraints.

A. Linear encoding

If we set $g(t) = g(t)e$, with a constant unit vector $e$, the $T^{(m)}$ matrices become

$$T^{(m)} = \tau^{(m)} e \otimes e, \quad (20)$$
with the scalar

$$\tau^{(m)} = -\frac{\gamma^2 T}{2b} \int_0^T \int_0^T g(t_1)g(t_2) \left| \frac{t_2 - t_1}{T} \right|^{m/2} dt_1 dt_2.$$  

(21)

The correction factor $\eta$ becomes

$$\eta = \tau^{(3)} \left( e^\dagger S^{(3)} e \right),$$  

(22)

where $e^\dagger$ denotes the transpose of $e$. By keeping the same profile $g(t)$ and only changing the direction of the applied gradient $e$, the factor $\tau^{(3)}$ is unchanged and the factor $(e^\dagger S^{(3)} e)$ allows one to probe the whole $S^{(3)}$ matrix, and thus microstructural information on the domain. For this purpose, one can transpose standard diffusion tensor imaging reconstruction techniques [19] to our case: by choosing multiple non-coplanar directions for $e$, one obtains a system of linear equations on the coefficients of $S^{(3)}$ that can be solved numerically. Bearing in mind that $S^{(3)}$ is symmetric positive-definite matrix with trace one, one needs at least 6 diffusion directions to estimate 5 independent coefficients of the $S^{(3)}$ matrix and the $S/V$ ratio.

For a $S^{(3)}$ matrix such as the one of a parallelepiped in Eq. (13), the factor $\eta$ takes different values depending on the gradient direction $e$. Note that the extremal values of $(e^\dagger S^{(3)} e)$ are given by the minimal and maximal eigenvalue of $S^{(3)}$. In other words, the relative difference between the extremal eigenvalues of $S^{(3)}$ indicates the magnitude of the induced error on the estimation of $S/V$. For instance, if one applies the gradient in a direction perpendicular to the smallest facets of parallelepiped, one probes the $S/V$ ratio of these facets, not of the whole structure (see Eq. (13)). Although this example is specific, the conclusion is general: the mesoscopic facets, not of the whole structure (see Eq. (13)). Although this finding has an important practical consequence: if one ignores the factor $\tau^{(3)}$ and uses the original Mitra’s formula (for which $\tau^{(3)} = 1$), one can significantly underestimate the surface-to-volume ratio (by a factor $1/\tau^{(3)}$) and, thus, overestimate the typical size of compartments.

### B. Isotropy and spherical encoding

Microscopic anisotropy is usually modeled via a non-isotropic diffusion tensor $D$, and the expression (5) for the diffusion signal becomes

$$E \approx \exp \left( -b \, \text{Tr} \left( T^{(2)} D \right) \right).$$  

(24)

Typical spherical encoding sequences [27], [30]–[35] aim to average out the microscopic anisotropy of the medium by applying an encoding gradient with time-changing direction. Mathematically, the goal is to obtain an isotropic $T^{(2)}$ matrix, $T^{(2)} = I/3$, so that the signal in Eq. (24) depends only on the trace $\text{Tr}(D)$ and thus yields the same result for any orientation of the medium. We recall that throughout the paper, we call a matrix isotropic if it is proportional to the unit matrix $I$ (in other words, its eigenvalues are equal to each other).

Mesoscopic anisotropy manifests itself in the $S^{(3)}$ matrix of individual compartments, as we explained in Sec. III. Thus, from Eq. (6) we can deduce that mesoscopic anisotropy is averaged out (at the order $\sqrt{D_0 T}$) by the gradient sequence only if $T^{(3)}$ is isotropic. In this case, the factor $\eta$ does not depend on the orientation of the mesoscopically anisotropic medium nor on its actual shape, and one can estimate precisely the surface-to-volume ratio of the medium. Moreover, from Eq. (7) we see that in this case, $\eta$ can be read directly from the expression of $T^{(3)}$:

$$\tau^{(3)}_{iso} = \eta I.$$  

(25)

Similarly, the isotropy condition for the matrices $T^{(4)}, T^{(5)}, \ldots$ would be needed if the higher-order terms of expansion (6) were considered.

Hence, the natural question arises: “Do the former spherical encoding sequences that were designed to get an isotropic $T^{(2)}$ (or $b$) matrix [25], produce isotropic $T^{(m)}$ matrices (or at least $T^{(3)}$)?”. For instance, for the q-Space Magic-Angle-Spinning (q-MAS) sequence [34], [35] we obtain

$$T^{(3)} = \begin{bmatrix} 0.14 & 0 & 0 \\ 0 & 0.28 & 0.10 \\ 0 & 0.10 & 0.17 \end{bmatrix}.$$  

(26)

This matrix has eigenvalues 0.11, 0.14, 0.33 and is thus not isotropic. Similarly, a triple diffusion encoding (TDE) sequence [30] (where three identical PGSE sequences are applied along three orthogonal direction in space) yields

$$T^{(3)} = \begin{bmatrix} 0.19 & 0.08 & 0.05 \\ 0.08 & 0.19 & 0.08 \\ 0.05 & 0.08 & 0.19 \end{bmatrix},$$  

(27)

with eigenvalues 0.10, 0.14, 0.34. Note that, although the diagonal elements of the matrix are identical, it is not isotropic
because of the off-diagonal elements. The above matrix corresponds to a TDE sequence where each PGSE sequence is made of infinitely narrow pulses with spacing $\Delta = T/3$. One could also consider the FAMEDos sequence [50], for which we get

$$\mathcal{T}^{(3)} = \begin{pmatrix} 0.13 & 0 & 0.012 \\ 0 & 0.11 & 0 \\ 0.012 & 0 & 0.10 \end{pmatrix},$$

which is also not isotropic (with eigenvalues: 0.09, 0.11, 0.13). All spherical encoding schemes that we could find in the literature produce anisotropic $\mathcal{T}^{(3)}$ matrices.

In order to illustrate the errors induced by such sequences in the estimation of the surface-to-volume ratio, let us apply the literature produce anisotropic $\mathcal{T}^{(3)}$ matrices.

Fig. 2. Plot of $q(t)$ for the q-MAS sequence. The color encoding of the trajectory represents time, from $t = 0$ (blue) to $t = T$ (red). The additional axes are directed along the eigenvectors $(e_1, e_2, e_3)$ of the $\mathcal{T}^{(3)}$ matrix (26) of the sequence.

C. How to obtain isotropic matrices?

The question in the subsection title can be restated in an algebraic language: how to find three functions $g_x(t), g_y(t), g_z(t)$ with zero mean (see Eq. (4)) that are mutually “orthogonal” and have the same “norm” for a given set of symmetric bilinear forms $\varphi_m$, $m = 2, 3, \ldots$, with

$$\varphi_m(f_1, f_2) = -\frac{2T}{2b} \int_0^T \int_T^T f_1(t_1) f_2(t_2) \left| \frac{t_1 - t_2}{T} \right|^{m/2} dt_1 dt_2.$$  

Since the space of functions with zero mean is infinite-dimensional, we can be confident in finding such three functions. However, Eq. (29) involves a non-integer power of time that prevents us from getting analytical solution for this problem. Thus, we design a simple algorithm for generating the gradient sequences that satisfy these conditions.

The idea is to choose a family of functions $(f_1, f_2, \ldots, f_k)$ (for example, sines or polynomials, possibly with phase jumps at $T/2$) and to search for $g_x(t), g_y(t), g_z(t)$ as linear combinations of the basis functions. This is a generalization of the classical sine and cosine decomposition which was already used in the context of waveform optimization [35]. Mathematically, this means that

$$\begin{pmatrix} g_x(t) \\ g_y(t) \\ g_z(t) \end{pmatrix} = X \begin{pmatrix} f_1(t) \\ f_2(t) \\ \vdots \\ f_k(t) \end{pmatrix},$$

where $X$ is a $3 \times k$ matrix of coefficients to be found. Now we define the $k \times k$ matrices $\Phi^{(m)}$ by

$$\Phi^{(m)}_{i,j} = \varphi_m(f_i, f_j), \quad m = 2, 3, \ldots$$

In this way, one can compute directly the $\mathcal{T}^{(m)}$ matrices according to

$$\mathcal{T}^{(m)} = X \Phi^{(m)} X^\dagger.$$  

The problem is then reduced to an optimization problem for the matrix $X$, which can be easily done numerically. In other words, one searches for a matrix $X$ that ensures the isotropy of the matrix $\mathcal{T}^{(3)}$. In the same way, one can generate a sequence with both isotropic $\mathcal{T}^{(2)}$ and $\mathcal{T}^{(3)}$ matrices, or any other combination of isotropic $\mathcal{T}^{(m)}$ matrices. At the same time, we prove in Appendix IV that there is no gradient sequence that produces isotropic $\mathcal{T}^{(m)}$ matrices simultaneously for all integers $m \geq 2$.

The optimization algorithm can include various additional constraints. On one hand, one has a freedom to choose an appropriate family $(f_1, f_2, \ldots, f_k)$, for example, to ensure smoothness of the resulting gradient profile. Similarly, the refocusing condition can be achieved by choosing zero-mean functions. On the other hand, it is also possible to add some constraints as a part of the optimization problem. This is especially easy if the constraints can be expressed as linear or bilinear forms of the gradient profile $g(t)$. For instance, each $\mathcal{T}^{(m)}$ matrix in (8) is a bilinear form of the gradient profile allowing one to express them as the simple matrix multiplication (32). Another example of additional conditions consists in imposing zeros to the designed gradient profiles. Indeed, for practical reasons, it is often easier to manipulate with the gradients that satisfy to

$$g(0) = g(T/2) = g(T) = 0.$$  

This is a linear condition on the gradient profile. If one denotes by $\mathcal{V}$ the $k \times 3$ matrix

$$\mathcal{V} = \begin{pmatrix} f_1(0) & f_1(T/2) & f_1(T) \\ f_2(0) & f_2(T/2) & f_2(T) \\ \vdots & \vdots & \vdots \\ f_k(0) & f_k(T/2) & f_k(T) \end{pmatrix},$$

Eq. (29) becomes

$$\varphi_m(f_1, f_2) = \frac{2T}{2b} \int_0^T \int_T^T f_1(t_1) f_2(t_2) \left| \frac{t_1 - t_2}{T} \right|^{m/2} dt_1 dt_2.$$  

This is a linear condition on the gradient profile. If one denotes by $\mathcal{V}$ the $k \times 3$ matrix

$$\mathcal{V} = \begin{pmatrix} f_1(0) & f_1(T/2) & f_1(T) \\ f_2(0) & f_2(T/2) & f_2(T) \\ \vdots & \vdots & \vdots \\ f_k(0) & f_k(T/2) & f_k(T) \end{pmatrix},$$

we can then use a linear algebra software to solve the system of linear equations for the coefficients $f_1, f_2, \ldots, f_k$.
then Eq. (33) becomes

\[
X' V = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.
\] (35)

In the following, we impose the above condition to produce our gradient waveforms.

It is worth to note that one can also generate flow-compensated gradients, or more generally, motion artifacts suppression techniques, by imposing linear conditions on the gradient profile

\[
\int_0^T t^p g(t) \, dt = 0, \quad p = 1, 2, \ldots, P,
\] (36)

where \( p = 1 \) corresponds to the flow compensation, and higher values of \( p \) account for acceleration, pulsatility, etc. [51], [52]. This condition can be rewritten in the matrix form \( XM = 0 \), where the \( k \times P \) matrix \( M \) is defined by

\[
M_{i,p} = \int_0^T t^p f_i(t) \, dt, \quad p = 1, 2, \ldots, P.
\] (37)

Another type of optimization constraints can be based on hardware limitations such as a need to minimize heat generation during the sequence execution which amounts to minimizing the following quantity

\[
\langle g, g \rangle = \int_0^T |g(t)|^2 \, dt,
\] (38)

which is a bilinear form of the gradient profile. Similar to representation (32) for \( T^{(3)} \), one can define a matrix \( H_{i,j} = \langle f_i, f_j \rangle \) to write Eq. (38) as \( \langle g, g \rangle = \text{Tr} \left( X^T H X \right) \), and then to include it into the optimization procedure.

The previous examples showed how linear and bilinear forms of the gradient profile can be simply expressed in terms of the weights matrix \( X \), which allows one to perform very fast computations. The matrix corresponding to each condition (for example, \( \Phi^{(3)} \), \( V \), \( H \)) has to be computed only once, then optimization is reduced to matrix multiplications. The size of the matrices involved in the computations is defined by the size of the chosen set of functions \( \{f_1, \ldots, f_k\} \). Note that the set size is independent of the numerical sampling of the time interval \([0, T]\) that controls accuracy of the computations.

Some properties of the designed gradients do not fall into the category of aforementioned linear or bilinear forms, e.g., “max” amplitude-function (i.e., one cannot impose the maximal gradient constraint in this way). They can be included in the optimization, however one cannot apply the previous techniques in order to speed up the computation.

We have to emphasize that the “optimal” solution is not unique and it depends on the choice of the set \( f_1, \ldots, f_k \). Moreover, if the set is sufficiently large and the number of degrees of freedom is greater than the number of constraints, then the algorithm will likely yield different solutions depending on the initial choice of \( X \) for an iterative solver. This property can be advantageous in practice, as one can design many optimal solutions. The described optimization algorithm was implemented in Matlab (The MathWorks, Natick, MA USA) and is available upon request.

chosen constraints in a single matrix-valued function \( f(X) \) of the weight matrix \( X \), in such a way that the constraints are expressed by the condition \( f(X) = 0 \). This equation is then solved numerically with the Levenberg-Marquardt algorithm.
The effective diffusion coefficient plotted against $D = 1$ because of the condition on the right panel in Fig. 3. As a consequence, the corresponding algorithm. This is the case for the designed profile shown on this condition can be easily included in our optimization required in the case of a microscopically anisotropic medium, under the simple condition proportional to the unit matrix unless it is null, that occurs This implies that the matrix has rank one, so it cannot be proportional to the unit matrix unless it is null, that occurs under the simple condition

$$\int_0^T q(t) \, dt = 0 \ .$$

This condition can be easily included in our optimization algorithm. This is the case for the designed profile shown on the right panel in Fig. 3. As a consequence, the corresponding term (of the order of $D_0 T$) vanishes in the expansion (6). Note that in the presence of permeation or surface relaxation, an additional term of the order of $D_0 T$ would be present in the expansion (6) and would not necessarily vanish if $T^{(4)} = 0$. We do not consider these effects in the paper.

The property of vanishing $D_0 T$-order term is well-known for cosine-based waveforms with an integer number of periods [53], and, indeed, such functions automatically satisfy to Eq. (40). However, this property is not exclusive to cosine functions (for example, the right panel of Fig. 3 was obtained with polynomial functions). It is also easy to show that Eq. (40) is equivalent to condition (36) for $p = 1$. In other words, flow-compensated gradient profiles automatically cancel the $D_0 T$-order correction term in the generalized Mitra’s expansion, as it was pointed out earlier in [52].

**V. MONTE CARLO SIMULATIONS**

We performed Monte Carlo simulations to illustrate our theoretical results. The confining domain $\Omega$ is a prolate spheroid with major and minor semi-axes equal to $10 \, \mu m$ and $5 \, \mu m$. The intrinsic diffusion coefficient $D_0$ is $1 \, \mu m^2/\mu s$. The echo time $T$ ranges from 0 to 25 ms. Reflecting conditions were implemented at the boundary of the domain and the interval $[0, T]$ was divided into 200 time steps of equal duration. For each value of $T$, we generated about $5 \times 10^6$ trajectories, applied the gradient sequence and computed the effective diffusion coefficient $d(T)$ from the second moment of the random dephasing $\phi$ of the particles: $d(T) = \langle \phi^2 \rangle/(2b)$. In order to generate random initial positions for the particles inside the spheroid, we generated random positions inside a larger parallelepiped then discarded the particles that were outside the spheroid. We checked that the randomness in the effective number of particles was very small relatively to the number of particles (less than 0.1%).
We chose two different gradient sequences: the q-MAS sequence [34], [35] and an optimized sequence with isotropic $T^{(3)}$ and zero $T^{(4)}$ such as the one in the right panel of Fig. 3. Note that we could have replaced the q-MAS sequence by any other 3D gradient sequence from the present literature, such as triple diffusion encoding (TDE) [30]. For each sequence, we chose two different orientations of the spheroid that yielded maximal and minimal value of $\eta$. This can be done by finding numerically the eigenvectors $(e_1, e_2, e_3)$ of the $T^{(3)}$ matrix (sorted by increasing eigenvalue) and then orienting the spheroid along $e_1$ and $e_3$, respectively (see for example Fig. 2). The $d(T)$ curves are presented on Fig. 4. The $S^{(3)}$ matrix of a spheroid can be computed exactly (see Appendix II) and we plotted simulation results alongside analytical results.

The comparison between the two graphs reveals several important features. First, as we argued in the previous section, the q-MAS sequence is not isotropic with respect to mesoscopic anisotropy studied with short-time experiments. Different orientations of the spheroid yield different values of $\eta$ (0.15 and 0.22, respectively) and, thus, different $d(T)$ curves. In turn, if one does not know $a priori$ what is the orientation of the spheroid, then it is impossible to recover its $S/V$ ratio from one $d(T)$ curve, as $\eta$ depends on this orientation. In this case, one may estimate $\eta$ from its average over different orientations of the domain: $\eta \approx \text{Tr} \left( T^{(3)} \right) / 3$. For the q-MAS sequence this would yield $\eta \approx 0.20$.

On the other hand, sequences with isotropic $T^{(3)}$ produce the same coefficient $\eta$ independently of the shape or orientation of the domain. Thus, one obtains the same $d(T)$ curve for the two orientations of the spheroid that allows one to recover its $S/V$ ratio from a single measurement.

Another important point lies in the range of validity of the first-order generalized Mitra formula (6). One can clearly see the effect of zero $T^{(4)}$ matrix that extends the range of validity from about 5 ms to about 20 ms. This comes at the price of a lower $\eta$ (here, $\eta = 0.11$), meaning a slower decay of $d(T)$, which is however compensated by the extension of the range of $T$. Note that this extension of the range of $T$ may also compensate for a smaller $b$-value. In all these cases, the $\eta$ values are significantly different from 1/3 given by Mitra’s original formula (see Eq. (12)).

VI. EXTENSIONS

In this section we examine several extensions of our results. First we investigate in more details the next order, $D_0 T$, term of expansion (6). Then we turn to the case where the medium is microscopically anisotropic, i.e. the diffusivity is a tensor $D$. Finally we discuss the effects of multiple compartments with different pore shapes and/or intrinsic diffusivities $D_0$.

A. Order $D_0 T$ term

From the short-time expansion of heat kernels [54]–[56] one can compute the next-order term of $d(T)$ as

$$
\frac{d(T)}{D_0} = \frac{1 - \eta' 4}{2V} \frac{S}{\sqrt{D_0 T}} + \frac{C_0 S}{2V} D_0 T + O(T^{3/2}),
$$

where $\eta'$ is a dimensionless parameter defined as

$$
\eta' = \text{Tr} \left( S^{(4)} T^{(4)} \right).
$$

In the above formula, the structural matrix $S^{(4)}$ is

$$
S^{(4)} = \frac{1}{C_0 S} \int_{\partial \Omega} C \, n \otimes n \, dS,
$$

where $C$ is the local mean curvature of the surface, i.e. $C = (R_1^{-1} + R_2^{-1})/2$, where $R_1$ and $R_2$ are the local principal radii of curvature of the boundary $\partial \Omega$ of the domain. The integral is normalized by $S$ and by the average curvature of $\partial \Omega$: $C_0 = (1/S) \int_{\partial \Omega} C$. Note that this normalization ensures that the matrix $S^{(4)}$ has unit trace.

Thus, one can potentially probe the curvature of the boundary of the domain by measuring the $D_0 T$ correction term in the short-time expansion of $d(T)$. Note that, as we mentioned in Sec. IV-C, the $T^{(4)}$ matrix has rank one so that one would need at least three measurements (for example, the same linear gradient sequence in three orthogonal directions) in order to average out the anisotropy of $S^{(4)}$ and recover $C_0$. We recall that we ignore permeation and surface relaxation that manifest in the $D_0 T$ term as well.

B. Tensor diffusivity

In this work, we specifically focused on mesoscopic anisotropy and excluded the effect of microscopic anisotropy by choosing a scalar diffusivity $D_0$. However, some of our results may be extended to a tensor diffusivity $D$. Let us assume that the eigenvectors of $D$ are directed along $e_x, e_y, e_z$, with $D_{xx}, D_{yy}, D_{zz}$ being the corresponding eigenvalues. The mean diffusivity is $D_0 = \text{Tr}(D)/3$. Let us denote by $S^{(2)}$ the matrix defined by $S^{(2)} = D/D_0$.

By applying the affine mapping of matrix $L = \sqrt{S^{(2)}}^{-1}$, i.e. a spatial dilatation by the factor $\sqrt{D_0/D_{ii}}$ for each direction $i = x, y, z$, one transforms the anisotropic diffusion tensor $D$ into the isotropic diffusion tensor $D_0 L$. The domain and the gradient are also affected by this transformation and we denote by prime the new quantities. For instance, spheres are transformed in ellipsoids by this transformation. As the gradient is also affected by the matrix $L^{-1}$, one has $T^{(m)} = L^{-1} T^{(m)} L^{-1}$. While the new volume is $V' = \det(L) V$, there is no simple formula for the surface $S'$ and the $S^{(3)'}$ matrix. Applying our results on isotropic diffusivity to this new case, we get for the effective diffusion coefficient in the original system

$$
d(T) = D_0 \left( \text{Tr}(S^{(2)} T^{(2)}) - \eta' \frac{4}{3 \sqrt{\pi V}} S^{(2)} \sqrt{D_0 T} + O(T) \right),
$$

where

$$
\eta' = \text{Tr} \left( S^{(3)'} T^{(3)'} \right) = \text{Tr}(L^{-1} S^{(3)'} L^{-1} T^{(3)}).
$$

From the above equation we obtain that $d(T)$ does not depend (to the order $\sqrt{D_0(T)}$) on the orientation of the gradient sequence with respect to the medium if $T^{(2)}$ and $T^{(3)}$ are isotropic. As we mentioned before, the condition of isotropy
of the temporal matrix $T^{(2)}$ is equivalent to the isotropy of the $b$-matrix that is achieved by spherical encoding techniques [27], [30]–[35].

C. Multiple compartments

Our results were derived under the assumption of a spatially homogeneous intrinsic diffusivity. Moreover, except in Sec. III-B where we investigated the effect of orientation dispersion of the confining pores, we implicitly assumed that all confining pores are identical. Here we present an extension to a medium that is composed of two or more non-communicating (isolated) compartments (for example, intra- and extra-cellular spaces) with different diffusion coefficients and/or different confining pores.

Inside each compartment, the diffusivity is constant and the pore shapes are identical, so that our formula (6) for $d(T)$ is valid, with parameters $D_0$, $\eta$, $S/V$ that depend on the compartment. The signal can be computed as a voxel-average of signals from individual compartments, and in the regime of small $b$-values ($bD_0 \ll 1$), one has, in analogy to Eq. (15),

$$E \approx \langle \exp(-bD(T)) \rangle \approx \exp(-b\langle d(T) \rangle),$$

where the average is weighted by the relative volume of each compartment, and

$$\langle d(T) \rangle = \langle D_0 \rangle - \frac{4}{3\sqrt{\pi}} \left( \frac{\eta}{V} D_0^{3/2} \right) \sqrt{T} + O(T).$$

We keep this general form of the voxel average which depends on the specific configuration of compartments, pore shapes, diffusivities, etc.

In the above reasoning, the hypothesis of non-communicating compartments is crucial and further modifications would be needed in order to include exchange between compartments when a nucleus can experience different diffusion coefficients during the measurement.

VII. Conclusion

We presented a generalization of Mitra’s formula that is applicable to any gradient waveform and any geometrical structure. This generalized formula differs from the classical one by a correction factor in front of $S/V$. In the case of linear encoding schemes, we showed that this factor can significantly affect the estimation of $S/V$ and lead to underestimated size of compartments.

We also discussed in detail the effect of anisotropy of the medium and the use of spherical encoding schemes. In particular, we showed that in order to estimate the surface-to-volume ratio of a mesoscopically anisotropic medium, the gradient should satisfy the isotropy condition ($T^{(3)} \propto I$) that is different from the usual one ($T^{(2)} \propto I$). In particular, typical spherical encoding schemes do not satisfy this new condition. We presented a simple and flexible algorithm that allows fast optimization of gradient waveforms and is well-suited for design of diffusion weighted sequences with specific features such as isotropy of $T^{(3)}$, flow compensation, heat limitation, and others.

The developed extension of Mitra’s formula is expected to have a significant practical impact due to temporal diffusion encoding parametrization [17], [50], in particular, in medical applications [12], [57], [58]. The proposed approach characterizes the underlying microstructure via novel quantitative metrics such as $S^{(3)}$-tensor and more accurate surface-to-volume ratio. The quantitative scalar maps based on those metrics possess a high potential as a novel set of biomarkers and allow one to apply both well-known diffusion tensor formalism and further improvement of diffusion models based on compartmentalization. The practical advantages of the developed approach for designing new gradient encoding schemes for in vivo brain imaging on clinical scanners will be demonstrated in a separate publication.

APPENDIX I

THEORETICAL COMPUTATIONS

The signal is proportional to the expectation of the transverse magnetization which has a form of the characteristic function of the random dephasing $\phi$ acquired by diffusing spin-carrying molecules:

$$E = \mathbb{E}\{e^{-i\phi}\}, \quad \phi = \gamma \int_0^T B(r(t), t) \, dt,$$

where $T$ is the echo time, $r(t)$ is the random trajectory of the nucleus, $\gamma$ is the gyromagnetic ratio, and $\gamma B(r, t)$ is the Larmor frequency corresponding to the magnetic field. In this work, we consider the most general form of the linear gradient $g(t)$:

$$B(r, t) = g(t) \cdot r = g_x(t)x + g_y(t)y + g_z(t)z. \quad (49)$$

In particular, the dephasing can be decomposed as

$$\phi = \phi_x + \phi_y + \phi_z, \quad \phi_i = \gamma \int_0^T dt \, g_i(t)(e_i \cdot r(t)) \quad (i = x, y, z),$$

where $e_x$, $e_y$, and $e_z$ are the units vectors in three directions, and $(e_i \cdot r(t))$ is the projection of the molecule position at time $t$ onto the direction $e_i$.

The effective diffusion coefficient is related to the second moment of the dephasing, i.e., we need to evaluate

$$\mathbb{E}\{\phi^2\} = \sum_{i,j=x,y,z} \mathbb{E}\{\phi_i \phi_j\}. \quad (51)$$

We emphasize that the three components $\phi_x$, $\phi_y$ and $\phi_z$ are independent only for free diffusion, whereas confinement would typically make them correlated. In other words, one cannot a priori ignore the cross terms such as $\mathbb{E}\{\phi_x \phi_y\}$.

In order to compute these terms, we use the following representation [8]:

$$\mathbb{E}\{\phi_i \phi_j\} = \gamma^2 \int_0^T dt \int_{t_1}^T dt_1 \int_0^{\Omega} d\rho_0 \int_0^{\Omega} d\rho_1 \int_0^{\Omega} d\rho_2 \int_0^{\Omega} d\rho_3 \times \rho(r_0)P_{i_1}(r_0, r_1)P_{j_2}(r_1, r_2)P_{T-t_1}(r_2, r_3) \times [B_i(r_1, t_1)B_j(r_2, t_2) + B_i(r_1, t_1)B_j(r_2, t_2)] \quad (52)$$
where $P_t(r, r')$ is the propagator in the domain $\Omega$, and $\rho(r_0)$ is the initial density of particles (the initial magnetization after the 90° rf pulse). If the boundary is fully reflecting and $\rho(r_0)$ is uniform, then the integrals over $r_0$ and $r_3$ yield 1, so that

$$\mathbb{E}\{\phi_i \phi_j\} = \frac{\gamma^2}{V} \int_0^T dt_1 \int_0^T dt_2 \int_\Omega dr_1 \int_\Omega dr_2 P_{t_2 - t_1}(r_1, r_2)$$

$$\times \left[ \mathcal{B}_i(r_1, t_1) \mathcal{B}_j(r_2, t_2) + \mathcal{B}_j(r_1, t_1) \mathcal{B}_i(r_2, t_2) \right],$$

where $V$ is the volume of the domain. We get thus

$$\mathbb{E}\{\phi_i \phi_j\} = \frac{\gamma^2}{V} \int_0^T dt_1 g_i(t_1) \int_0^T dt_2 g_j(t_2) K_{ij}(t_2 - t_1)$$

$$+ \int_0^T dt_1 g_i(t_1) \int_0^T dt_2 g_j(t_2) K_{ji}(t_2 - t_1),$$

with $K_{ij}(t) = \frac{1}{V} \int_\Omega p_i(r_1) P_t(r_1, r_2) p_j(r_2) dr_1 dr_2.$

We rely on the general short-time expansion for the heat kernels (see [54]-[56] and references therein)

$$K_{ij}(t) = \sum_{m \geq 0} c_m (p_i, p_j) (D_0 t)^{m/2},$$

where

$$c_0(f, h) = \frac{1}{V} \int_\Omega f(r) h(r) dr,$$

$$c_1(f, h) = 0,$$

$$c_2(f, h) = -\frac{1}{V} \int_\Omega \nabla f(r) \cdot \nabla h(r) dr,$$

$$c_3(f, h) = \frac{4}{3V} \int_\Omega \frac{1}{\sqrt{\pi}} \int_{\partial \Omega} \frac{\partial f(r)}{\partial n} \frac{\partial h(r)}{\partial n} \sqrt{g} \sqrt{K} \sqrt{e} \sqrt{\mu} \sqrt{\nu} dS,$$

where $\partial \partial n = (n \cdot \nabla)$ is the normal derivative at the boundary, and $n$ is the unit normal vector at the boundary oriented outward the domain. We note that the expansion (57) is an asymptotic series which has to be truncated. In our case, we get

$$c_0(p_i, p_j) = \frac{1}{V} \int_\Omega (e_i \cdot r) (e_j \cdot r) dr,$$

$$c_1(p_i, p_j) = 0,$$

$$c_2(p_i, p_j) = -\delta_{ij},$$

$$c_3(p_i, p_j) = \frac{4}{3V} \int_\Omega \frac{1}{\sqrt{\pi}} \int_{\partial \Omega} (e_i \cdot n) (e_j \cdot n) dS$$

(in the last integral, the normal vector $n$ depends on the boundary point). Combining these results, we get

$$\mathbb{E}\{\phi_i \phi_j\} = \gamma^2 \int_0^T dt_1 g_i(t_1) \int_0^T dt_2 g_j(t_2)$$

$$\times -\delta_{ij} D_0 |t_2 - t_1| + \frac{4}{3\sqrt{\pi}} S^{(3)} \mathcal{S}_{ij} (D_0 |t_2 - t_1|)^{3/2} + \cdots,$$

where $S$ is the surface area, the “structural” matrix $S^{(3)}$ is defined by

$$S^{(3)} = \frac{1}{S} \int_{\partial \Omega} n \otimes n dS,$$

and the zeroth order term (with $c_0$) vanished due to the rephasing condition

$$\int_0^T g_i(t) dt = 0 \quad (i, x, y, z).$$

We can write this result more compactly as

$$\mathbb{E}\{\phi_i \phi_j\}/2 = b D_0 \left( 4D_0 T^{1/2} S \mathcal{S}_{ij} + \cdots \right),$$

where we introduced the “temporal” matrices

$$T^{(n)} = \frac{-\gamma^2 T}{2b} \int_0^T \int_0^T g(t_1) \otimes g(t_2) \frac{|t_2 - t_1|^{n/2}}{T} dt_1 dt_2.$$$$\otimes$$

As a consequence, we compute the second moment as

$$\mathbb{E}\{\phi^2/2\} = \frac{b D_0}{V} \text{Tr} \left( T^{(2)} \right) - \frac{4D_0 T^{1/2} S}{3\sqrt{\pi}} \sqrt{\mathcal{S}_{ij} T^{(3)}} + \cdots.$$$$\otimes$$

Note that this formula can also be obtained from the results of Fröhlich et al. [18]. They compute the effective diffusion coefficient from the velocity auto-correlation function that is then expressed in terms of a double-surface integral of the diffusion propagator. By performing two integration by parts, this integral is essentially identical to our Eq. (55). The first-order approximation (65) can then be deduced by locally approximating the boundary by a flat surface and using the method of images.

Let us introduce the auxiliary function

$$h(t_1) = \int_0^T g(t_2) \sqrt{|t_2 - t_1|} dt_2.$$$$\otimes$$

We split the above integral and perform an integration by parts

$$h(t_1) = \frac{1}{\gamma} \int_0^{t_1} q(t_2) dt_2 = -\frac{1}{\gamma} \int_t^{T} q(t_2) dt_2,$$

where we used the conditions $q(0) = 0$ and $q(T) = 0$, with $q(t)$ being defined in Eq. (2). Now we note that

$$\int_0^T dt_1 \int_0^{t_1} g(t_1) \otimes q(t_2) dt_2 = \int_0^T dt_2 \int_t^{T} g(t_1) \otimes q(t_2) dt_1$$

$$= -\frac{1}{\gamma} \int_0^T q(t_2) \otimes q(t_2) dt_2,$$

where we used again $q(T) = 0$. In the same way one gets

$$\int_0^T dt_1 \int_0^{t_1} g(t_1) \otimes q(t_2) dt_2 = \frac{1}{\gamma} \int_0^T q(t_2) \otimes q(t_2) dt_2.$$$$\otimes$$

Putting all the pieces together, one finally obtains

$$T^{(2)} = \frac{1}{b} \int_0^T q(t) \otimes q(t) dt,$$
so that $T^{(2)}$ is actually the $b$-matrix renormalized by the $b$-value [19]–[21]. Since

$$\text{Tr}(T^{(2)}) = \frac{1}{b} \int_{0}^{T} |q(t)|^2 \, dt = 1, \quad (68)$$

we recover the signal attenuation for free diffusion $E = e^{-E(\phi^{2}/2)} = e^{-bD_0}$ in the absence of confinement. In turn, the effective diffusion coefficient, which is experimentally determined from the dependence of $-\ln E$ on $b$ at small $b$-value, is expressed through the second moment as

$$d(T) = \lim_{b \to 0} \frac{-\ln E}{b} = \lim_{b \to 0} \frac{E(\phi^{2}/2)}{b}, \quad (69)$$

from which, using (65) we obtain Eq. (6).

**APPENDIX II**

**COMPUTATION OF $S^{(3)}$ FOR A WEAKLY PERTURBED SPHERE AND A SPHEROID.**

In this appendix we show an approximate computation of the surface area $S$ and the $S^{(3)}$ matrix of a domain that is a small perturbation of a sphere. Then we provide an exact computation for a spheroid (i.e., an ellipsoid of revolution).

**A. Approximate computation**

Let us write the equation of the surface of the domain $\Omega$ in spherical coordinates: $r(\theta, \phi)$, where $r$ is the radius, $\theta$ is the colatitude and $\phi$ the longitude along the surface. We recall that with these conventions, we have an orthogonal basis $(e_r, e_\theta, e_\phi)$, where $e_r$ is the outward unit radial vector, $e_\theta$ is directed South along the meridian, and $e_\phi$ is directed East, perpendicular to $e_r$ and $e_\theta$. We also introduce the spherical gradient:

$$\nabla_s f = \frac{1}{r} \frac{\partial f}{\partial \theta} e_\theta + \frac{1}{r \sin \theta} \frac{\partial f}{\partial \phi} e_\phi, \quad (70)$$

for a function $f(\theta, \phi)$.

We now write $r(\theta, \phi) = R(1 + \varepsilon(\theta, \phi))$, where $\varepsilon(\theta, \phi)$ is a small perturbation. The surface element can then be expressed as

$$dS = r^2(1 + \|\nabla_s r\|^2)^{1/2} \sin \theta \, d\theta \, d\phi = R^2(1 + 2\varepsilon(\theta, \phi) \sin \theta \, d\theta \, d\phi + O(\varepsilon^2)). \quad (71)$$

In the same way, one computes the outward normal vector as

$$\mathbf{n} = (1 + \|\nabla_s r\|^2)^{-1/2} (e_r - \nabla_s r) = e_r - \nabla_s r + O(\varepsilon^2). \quad (72)$$

Then the surface area of the domain $\Omega$ can be approximated as

$$S \approx 4\pi R^2 \left(1 + \frac{1}{2\pi} \int_{0}^{\pi} d\theta \int_{0}^{2\pi} d\phi \varepsilon(\theta, \phi) \sin \theta \right). \quad (73)$$

In the special case of a domain with a symmetry of revolution, we choose the axes of revolution as the polar axis of the spherical coordinates and get the simpler formula

$$S \approx 4\pi R^2 \left(1 + \int_{0}^{\pi} \varepsilon(\theta) \sin \theta \, d\theta \right). \quad (74)$$

Now we turn to the $S^{(3)}$ matrix. As we already obtained $S$, what remains to compute is the following matrix

$$\tilde{S}^{(3)} = \int_{\Omega} \mathbf{n} \otimes \mathbf{n} \, dS, \quad (75)$$

and then $S^{(3)} = \tilde{S}^{(3)}/S$. In order to compute the $\tilde{S}^{(3)}$ matrix, we choose a fixed basis $(e_x, e_y, e_z)$, where $e_z$ is directed along the polar axis, $e_x$ corresponds to the direction $\phi = 0$ and $e_y$ to the direction $\phi = \pi/2$. We also introduce the vector $e_\rho$, which is the normalized projection of $e_r$ on the equatorial plane. In other words, $e_\rho = \cos(\phi)e_x + \sin(\phi)e_y$. Furthermore, we assume that $\Omega$ has a symmetry of revolution around $e_z$. Thus $\varepsilon$ only depends on $\theta$ and we denote derivative by a prime: $\varepsilon'(\theta) = \frac{\partial \varepsilon}{\partial \theta}$. First we compute the following integral over $\phi$:

$$I(\theta) = \frac{1}{2\pi} \int_{0}^{2\pi} (e_r - \varepsilon'(\theta)e_\rho) \otimes (e_r - \varepsilon'(\theta)e_\rho) \, d\phi. \quad (76)$$

Writing

$$e_r = \cos(\theta)e_x + \sin(\theta)e_\rho, \quad (77a)$$

$$e_\theta = \cos(\theta)e_\rho - \sin(\theta)e_z, \quad (77b)$$

we compute:

$$\frac{1}{2\pi} \int_{0}^{2\pi} e_\rho \otimes e_\rho \, d\phi = \frac{1}{2} e_x \otimes e_x + e_y \otimes e_y. \quad (78b)$$

From the above relations we get

$$I(\theta) \approx \left(\cos^2\theta + \sin^2\theta \varepsilon'(\theta)\right) e_x \otimes e_z + \frac{1}{2} \left(\sin^2\theta - \sin^2\theta \varepsilon'(\theta)\right) (e_x \otimes e_x + e_y \otimes e_y). \quad (79)$$

The $\tilde{S}^{(3)}$ matrix is then computed from

$$\tilde{S}^{(3)} = 2\pi \int_{0}^{\pi} r^2(\theta) I(\theta) \sin \theta \, d\theta, \quad (80)$$

which yields (up to $O(\varepsilon^2)$)

$$\tilde{S}^{(3)}_{xx} = \frac{4\pi R^2}{3} + \frac{1}{2} \int_{0}^{\pi} (\varepsilon \sin^3\theta - \varepsilon'(\theta) \sin^2\theta \cos \theta) \, d\theta, \quad (81a)$$

$$\tilde{S}^{(3)}_{yy} = \tilde{S}^{(3)}_{xx}, \quad (81b)$$

$$\tilde{S}^{(3)}_{zz} = \frac{4\pi R^2}{3} + \frac{1}{2} \int_{0}^{\pi} (\varepsilon \cos^2\theta \sin \theta + \varepsilon'(\theta) \sin^2\theta \cos \theta) \, d\theta, \quad (81c)$$

and the off-diagonal terms are null. Integrating the second terms by part and using (74), we finally get:

$$S^{(3)}_{xx} = \frac{4\pi R^2}{3} + \frac{1}{2} \int_{0}^{\pi} \varepsilon(\theta) \cos^2\theta \, d\theta + O(\varepsilon^2), \quad (82a)$$

$$S^{(3)}_{yy} = S^{(3)}_{xx}, \quad (82b)$$

$$S^{(3)}_{zz} = 1 - 2S^{(3)}_{xx}. \quad (82c)$$
In the case of linear gradient encoding with the gradient oriented either along \( e_x \) or along \( e_z \), the relative variation of \( \eta \) is given by (see Eq. (22))

\[
\frac{S_{xx}^{(3)} - S_{zz}^{(3)}}{S_{zz}^{(3)}} \approx 9 \int_0^{\pi} \varepsilon(\theta) \left( \cos^2 \theta - 1/3 \right) \sin \theta \, d\theta .
\]  

(83)

B. Exact computation for a spheroid

Let us consider a spheroid (ellipsoid with a symmetry of revolution) with axis \( e_z \). Here we do not consider a small perturbation from a sphere anymore, so that we switch to cylindrical coordinates \((\rho, \phi, z)\) that are more convenient for this computation. Let us recall that \( \rho \) is the distance to the origin and \( z \) is the distance from the center to the poles (see Fig. 5). In other words, \( a \) and \( c \) are the two semi-axes of the spheroid. Two cases will be treated separately: the prolate spheroid \((a \leq c)\) and the oblate spheroid \((c \leq a)\). More precisely, we detail the computations for the prolate case and only give the results for the oblate case, as the computations are very similar.

![Fig. 5. A spheroid (ellipsoid of revolution) is defined by two semi-axes: its equatorial radius \( a \) and the distance from the center to the poles \( c \). Two situations can occur: (left) the prolate spheroid, with \( a \leq c \); (right) the oblate spheroid, with \( c \leq a \).](image)

For the prolate spheroid, we introduce the eccentricity \( e \) as \( e = \sqrt{1 - (a/c)^2} \). Note that \( e = 0 \) corresponds to a sphere of radius \( a = c \) and \( e = 1 \) to a stick of length \( 2c \), oriented along \( e_z \). We have

\[
\rho(z) = a \sqrt{1 - (z/c)^2} ,
\]  

(84)

and the surface area of the spheroid is readily computed from

\[
S_{\text{prol}} = 2\pi \int_{-c}^{c} \rho(z) \sqrt{1 + [\rho'(z)]^2} \, dz
= 2\pi ac \int_{-1}^{1} \sqrt{1 - e^2 x^2} \, dx ,
\]  

(85)

which yields

\[
S_{\text{prol}} = 2\pi ac \left( \frac{\arcsin(e)}{e} + \sqrt{1 - e^2} \right) .
\]  

(86)

For an oblate spheroid, the eccentricity is defined as \( e = \sqrt{1 - (c/a)^2} \) and the formula for the surface area becomes

\[
S_{\text{obl}} = 2\pi \left( a^2 + e^2 \frac{\text{arctanh}(e)}{e} \right) .
\]  

(87)

Now we turn to the computation of \( \widetilde{S}^{(3)} \). The outward normal vector is given by

\[
(1 + [\rho'(z)]^2)^{-1/2}(e_\rho + \rho'(z)e_z) .
\]  

(88)

First we compute the integral over \( \phi \):

\[
I(z) = \frac{1}{2\pi} \int_0^{2\pi} (e_\rho + \rho'(z)e_z) \times (e_\rho + \rho'(z)e_z) \, d\phi
= \frac{1}{2} e_x \otimes e_z + \frac{1}{2} e_y \otimes e_y + [\rho'(z)]^2 e_z \otimes e_z .
\]  

(89)

The \( \widetilde{S}^{(3)} \) matrix is then given by

\[
\widetilde{S}^{(3)} = 2\pi \int_{-c}^{c} \rho(z)(1 + [\rho'(z)]^2)^{-1/2} I(z) \, dz .
\]  

(90)

The following computations assume the prolate case. Thanks to the relations

\[
\widetilde{S}_{xx}^{(3)} = \widetilde{S}_{yy}^{(3)} = (S_{prol} - \widetilde{S}_{zz}^{(3)})/2 ,
\]  

(91)

we only have to compute \( \widetilde{S}_{xx}^{(3)} \) in order to have the full \( \widetilde{S}^{(3)} \) matrix. We have

\[
\widetilde{S}_{xx}^{(3)} = \pi ac \int_{-1}^{1} \frac{1 - x^2}{\sqrt{1 - e^2 x^2}} \, dx
= 2\pi ac \left( \frac{\arcsin(e)}{e} - \frac{1}{2e^2} \left( \frac{\arcsin(e)}{e} - \sqrt{1 - e^2} \right) \right) ,
\]  

(92)

and then deduce

\[
\widetilde{S}_{zz}^{(3)} = 2\pi ac \left( \frac{\arcsin(e)}{e} - \sqrt{1 - e^2} \right) \frac{1 - e^2}{e^2} .
\]  

(93)

Using (86), we come to the matrix \( S^{(3)} \) for the prolate spheroid.

In the oblate case, one gets

\[
\widetilde{S}_{xx}^{(obl)} = \pi c^2 \left( \frac{\text{artanh}(e)}{e} + \frac{1}{e^2} \left( \frac{\text{artanh}(e)}{e} - 1 \right) \right) ,
\]  

(94a)

\[
\widetilde{S}_{zz}^{(obl)} = 2\pi a^2 \left( \frac{e^2}{c^2} \left( \frac{\text{artanh}(e)}{e} - 1 \right) \right) ,
\]  

(94b)

from which the matrix \( S^{(3)} \) is deduced using (87).

APPENDIX III

MAXIMAL VALUE OF \( \tau^{(3)} \)

In the case of linear gradient encoding in a spherical domain, we obtained that Mitra’s formula is corrected by a factor \( \tau^{(3)} \) which is computed from the gradient profile according to Eq. (21). In this section, we investigate the maximum and the minimum values of \( \tau^{(3)} \). Integrating by parts (following the same procedure as in Eqs. (66)-(68)), one obtains

\[
\tau^{(3)} = \frac{3\gamma^2}{8bT} \int_0^T \int_0^T q(t_1)q(t_2) \left| \frac{t_1 - t_2}{T} \right|^{-1/2} \, dt_1 \, dt_2 .
\]  

(95)

Note that despite its singularity at 0, the function \( 1/\sqrt{|t|} \) is integrable, hence the above integral is well-defined. Next, we
apply a change of variables from \( t \in [0, T] \) to \( t/T \in [0, 1] \) and \( q(t) \) to \( Q(t/T) \), which gives

\[
\tau^{(3)} = \frac{3}{8\|Q\|^2} \int_0^1 \int_0^1 Q(t_1)Q(t_2)|t_1 - t_2|^{-1/2} dt_1 dt_2 ,
\]

with the usual \( L_2 \) norm. One can understand the above expression as a scalar product

\[
\tau^{(3)} = \frac{3}{8} \langle Q, KQ \rangle ,
\]

with an integral operator \( K \) with the kernel \(|t_1 - t_2|^{-1/2} \)

\[
(KQ)(t_1) = \int_0^1 Q(t_2)|t_1 - t_2|^{-1/2} dt_2 .
\]

One can see that \( K \) is a weakly singular convolution operator because the kernel can be expressed as \( K(t_1 - t_2) \) (with \( K(t) = 1/\sqrt{|t|} \)). Denoting by \( \hat{Q}(\omega) \) the Fourier transform of \( Q(t) \) and by \( \hat{K}(\omega) \) the Fourier transform of \( K(t) \), one gets

\[
\langle Q, KQ \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} |\hat{Q}(\omega)|^2 \hat{K}(\omega) d\omega ,
\]

with \( \hat{K}(\omega) = \sqrt{2\pi/|\omega|} \). This shows that \( \tau^{(3)} \) is always positive (in other words, the operator \( K \) is positive-definite). This result is expected from a physical point of view: if \( \tau^{(3)} \) were negative, then the effective diffusion coefficient would increase with time that is nonphysical. The minimum value \( 0 \) can be asymptotically obtained, for example, with very fast oscillating gradients. It is, indeed, clear from Eq. (99) that if \( g(t) \) is a cosine function with angular frequency \( \omega_0 \) such that the number of periods \( N_0 = \omega_0 T/(2\pi) \gg 1 \), then \( |\hat{Q}(\omega)|^2 \) is concentrated around \( \pm \omega_0 \), and we obtain

\[
\tau^{(3)} \approx 3/(8\sqrt{N_0}) \sim \omega_0^{-1/2} ,
\]

a result that was obtained as well in [16] (see also Fig. 1).

Now we turn to the maximum value of \( \tau^{(3)} \). The condition that \( Q(t) \) is null outside of \([0, 1]\) is difficult to take into account in Fourier space and we could not extract further information from Eq. (99). In order to bound the maximum value of \( \tau^{(3)} \), one can use the Cauchy inequality:

\[
|\langle KQ \rangle(t_1) | = \left| \int_0^1 \sqrt{K(t_1 - t_2)}Q(t_2) \sqrt{K(t_1 - t_2)} dt_2 \right| \\
\leq \left( \int_0^1 K(t_1 - t_2) dt_2 \right)^{1/2} \left( \int_0^1 Q^2(t_2)K(t_1 - t_2) dt_2 \right)^{1/2} .
\]

One can easily compute the function

\[
\int_0^1 K(t_1 - t_2) dt_2 = 2\sqrt{t_1} + 2\sqrt{1-t_1} ,
\]

whose maximum is \( 2\sqrt{2} \). Thus, one gets

\[
|\langle KQ \rangle(t_1) | \leq \left( 2\sqrt{2} \int_0^1 Q^2(t_2)K(t_1 - t_2) dt_2 \right)^{1/2} .
\]

Using again the Cauchy inequality, one obtains

\[
\langle Q, KQ \rangle \leq 2^{3/4}\|Q\| \left( \int_0^1 \int_0^1 Q^2(t_2)K(t_1 - t_2) dt_2 dt_1 \right)^{1/2} .
\]

The same reasoning about the maximum value of the integral of \( K \) yields

\[
\langle Q, KQ \rangle \leq 2^{3/2}\|Q\|^2 ,
\]

and finally

\[
\tau^{(3)} \leq \frac{3\sqrt{2}}{4} \approx 1.06 .
\]

We also know from the examples in Fig. 1 that \( \tau^{(3)} = 1 \) can be achieved for \( Q \equiv 1 \), which implies that the maximum value of \( \tau^{(3)} \) is in the interval \([1, 1.06]\).

The problem can be considered from another point of view. Due to the symmetry of the operator \( K \), it is well-known that the function \( Q \) maximizing \( \langle Q, KQ \rangle/\|Q\|^2 \) is the eigenfunction of \( K \) with the highest eigenvalue. As a consequence, if one searches for a good estimation of the maximum \( \tau^{(3)} \) as well as the corresponding “optimal” gradient profile, then one can use the following procedure: (i) to choose an initial profile \( Q_0 \) which is sufficiently general or sufficiently close to a guessed optimal profile; (ii) to apply iteratively the operator \( K \) and to renormalize the result; (iii) to stop when the sequence has converged.

For example, the initial profile \( Q_0(t/T) = 1 \), which corresponds to two infinitely narrow gradient pulses at time \( 0 \) and \( T \), yields \( \tau^{(3)} = 1 \), which is close to the optimal value. Thus, it is a good initial condition for the iterative process. The result of such a procedure is shown in Fig. 6. This yields an optimum value of \( \tau^{(3)} \) of about 1.006, thus very close to 1. It is worth to note, however, that the optimal profile \( Q(t/T) \) differs clearly from \( Q_0(t/T) = 1 \) (note also that \( Q_0 \) is not an eigenfunction of \( K \)).

**APPENDIX IV**

**FULLY ISOTROPIC SEQUENCE**

The conventional condition \( T^{(3)} \propto I \) removes the microscopic anisotropy in the diffusion tensor, whereas the new isotropy condition \( T^{(3)} \propto I \) eliminates the mesoscopic...
anisotropy in the leading order of the short-time expansion. One can thus naturally ask whether it is possible to design a “fully isotropic” sequence that removes anisotropy in all order of $(D_0(T))^{1/2}$? In this appendix we show that it is impossible to find a gradient sequence such that $T^{(m)}$ is isotropic for all integer values $m = 2, 3, 4, \ldots$. In other words, one cannot find a sequence which produces an isotropic time-dependence of $d(T)$ to every order in $(D_0(T))^{1/2}$. To show this we restrict ourselves to the values of $m$ that are multiple of $4$, $m = 4l$, with $l = 1, 2, \ldots$.

\[
T^{(4)}_{ij} = -\frac{\gamma^2 T^{1-2l}}{2b} \int_0^T \int_0^T g_i(t_1)g_j(t_2) (t_2 - t_1)^{2l} dt_1 dt_2
\]

\[
= -\frac{\gamma^2 T^{1-2l}}{2b} \sum_{k=0}^{2l} (-1)^k \left( {2l \choose k} \alpha^{(k)} \alpha^{(2l-k)} \right),
\]

where

\[
\alpha^{(k)} = \int_0^T g_i(t)t^k dt.
\]

We will now prove that the isotropy of $T^{(4l)}$ for any integer $l$ implies that $\alpha^{(k)} = 0$ for all $i = x, y, z$ and all integer $k$. Note that the property for $k = 0$ corresponds to the refocusing condition (4) that we assumed throughout the paper. We prove our statement by recurrence on $l$ and $k$. First, let us consider $l = 1$ and prove the $k = 1$ case. One has

\[
T^{(4)}_{ij} = -\frac{\gamma^2 T^{1-1}}{2b} \left( -2 \alpha^{(1)} \alpha^{(1)} \right).
\]

If $i \neq j$, then $T^{(4)}_{ii} = T^{(4)}_{jj}$ and $T^{(4)}_{ij} = 0$ so that $\alpha^{(1)} = \alpha^{(1)} = 0$.

Now we assume that $\alpha^{(k)} = 0$ for all $i = x, y, z$ and for all $k < k'$ up to a given rank $k'$. Then almost all the terms in the expression of $T^{(4l)}_{ij}$ vanish and we are left with

\[
T^{(4l)}_{ij} = -\frac{\gamma^2 T^{1-2l}}{2b} \left( -1 \right)^{k'} \left( {2k' \choose k'} \alpha^{(k')} \alpha^{(k')} \right),
\]

and with the same reasoning as in the previous case, we deduce that $\alpha^{(k')} = 0$ for any $i$. By recurrence, we have proven that $\alpha^{(k)} = 0$ for all $i$ and $k$.

What remains to prove is that the only continuous function $f(t)$ that satisfies $\int_0^T \int_0^T f(t) t^k dt = 0$ for all integer values of $k$ is the null function $f = 0$. Let us assume that $f$ is nonzero, i.e., there exists an interval $(a, b)$ with $a < b$ such that $f(t) \neq 0$ for any $t \in (a, b)$ (e.g., $f(t) > 0$ on this interval). Since polynomials form a dense subset of continuous functions on $[0, T]$, one can build a sequence of polynomials that converges to a continuous function that would be zero outside $(a, b)$ and positive inside $(a, b)$. Thus there would exist a polynomial $P(t)$ such that $\int_0^T f(t)P(t) dt > 0$, which is incompatible with the statement: for all $k = 0, 1, 2, \ldots$, $\int_0^T f(t)t^k dt = 0$. Note that this argument can be easily extended to functions with a finite number of jumps.
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