Machine-learning generative methods for material design are constructed by representing a given chemical structure, either a solid or a molecule, over appropriate atomic features, generally called structural descriptors. These must be fully descriptive of the system, must facilitate the training process and must be invertible, so that one can extract the atomic configurations corresponding to the output of the model. In general, this last requirement is not automatically satisfied by the most efficient structural descriptors, namely the representation is not directly invertible. Such drawback severely limits our freedom of choice in selecting the most appropriate descriptors for the problem, and thus our flexibility to construct generative models. In this work, we present a general optimization method capable of inverting any local many-body descriptor of the chemical environment, back to a cartesian representation. The algorithm is then implemented together with the bispectrum representation of the local structure and demonstrated for a number of molecules. The scheme presented here, thus, represents a general approach to the inversion of structural descriptors, enabling the construction of efficient structural generative models.

Machine-learning (ML) algorithms are becoming increasingly popular as an alternative to conventional electronic structure theory in condensed matter physics. Their most successful application is perhaps in the construction of highly accurate machine-learning potentials (MLAPs). These are often trained to reproduce labelled data obtained with \textit{ab-initio} methods, such as density functional theory (DFT), at a fraction of the computational cost. Their accuracy can reach that of the electronic-structure theory used to construct the training data and it is essentially limited by the volume of data used for the training. Furthermore, the same models can be used to predict properties different from the total energy.

One of the key aspects in the creation of a ML model is the definition of a suitable set of input features that fully describes the data, namely the atomic and chemical structure of a solid or a molecule. Such features, usually called \textit{structural descriptors}, should be as descriptive as possible and should facilitate the training process of the given ML model. In the case of MLAPs the inclusion of system symmetries in the definition of the descriptors has proven to substantially improve the performance of the models and to reduce the amount of data needed for the training. Crucially, in the construction of MLAPs the structural descriptors do not necessarily need to be readily interpretable. This means that one has to associate to a given structure a set of descriptors, but never has to answer the inverse question, namely which structure is associated to a set of descriptors, when this is given.

The same is not true for generative methods, which are algorithms that produce prototype structures according to given distributions. In this case, the ML algorithm works with a molecular representation based on structural descriptors, but the output should be an interpretable structure, for instance the chemical identity and cartesian coordinates of the atoms forming a molecule. As such, the molecular representation should also be invertible. Possible solutions to this problem include representations that distinguish between different structures based on the concept of chemical bonds, such as the SMILES encoding for organic molecules or general graphs encoding. These methods, by construction, are capable to capture the general structure of a chemical entity, but they cannot distinguish between different deformations of the same molecule. For instance, all the configurations encountered by a given molecule over a molecular dynamic trajectory will share the same encoding.

As a solution, one can construct representations based on fractional coordinates with respect to a unit cell, which are then able to distinguish between distortions of the same system. These, however, lack of rotational and translational invariance and heavily rely on data augmentation to incorporate the fundamental symmetries in the model. Alternatively, one can constrain the problem to a very specific family of structures and discretise the possible atomic positions, so that the inversion from a given representation to the cartesian coordinates and the model training is more easily achieved. This last strategy, however, lacks of universality.

Clearly, the ideal solution to all these issues would be that of developing a general algorithm to invert the structural descriptors used for constructing MLAPs back to a cartesian representation. Our paper presents such a method. In particular, we have built a general scheme to invert any representation based on many-body local structural descriptors, which then can be used in any generative algorithm. Here, we introduce our general method, with its most relevant numerical details, and show examples for a specific MLAPs representation, namely the bispectrum.

Most MLAPs assume that the total energy of a molecule/solid can be expressed as a sum of atomic contributions, in turn, depending on the local environment of each atom of the system. For instance, the total energy of a molecule made of \( N \) atoms can then be written as:

\[
E_{\text{tot}} = \sum_{i=0}^{N} \varepsilon_i(B_i),
\]

where the energy, \( \varepsilon_i \), associated to the atom at the position \( r_i \), is a function of the descriptors of the atomic environment, \( B_i \). These are then function of the position of all the atoms within a cutoff radius, \( r_c \), from \( r_i \). The choice of the specific descriptors significantly impacts the performance of the MLAP. As such, it is often necessary to construct the \( B_i \)’s so to satisfy the symmetries of the quantity that one wants to predict. In the case of the total energy, the structural descriptors are de-
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The target is a deformed benzene molecule chosen for sake of visualization. A comparison of the collection of distances and planar angles from all the atomic pairs and triplets in the molecule are shown. After $5 \cdot 10^4$ iterations of the gradient descent algorithm, the inverted configuration (red) closely resembles the target one (blue). We also show in green the result of the inversion process in the absence of the noise term in the update rule of Eq. (3), see text for details.

signed to be invariant with respect to rotations, while the form of Eq. (1) guarantees that $E_{\text{tot}}$ remains invariant against translation and atomic permutations. As a result, the best performing local descriptors are often many-body in nature and their transformation from the Cartesian coordinates is not globally invertible.

Here, we show that the local inversion of this transformation can be achieved through the optimisation of an initial atomic configuration, by means of a gradient descent algorithm. The main idea, see Fig. 1, consists in optimising a molecular structure so that its descriptors representation matches the given set of target descriptors (for instance, obtained from a generative model). Thus, given a set of target descriptors, $\{\tilde{B}_i\}$, and the Cartesian coordinates of a starting configuration, $\{r_i\}$, our algorithm updates the atoms positions until the associated structural descriptors of the molecule, $\{B_i(r)\}$, coincide with $\{\tilde{B}_i\}$ within a numeric tolerance. The distance between the target descriptors and the optimised ones can be quantitatively measured via a loss function,

$$L(r) = \frac{1}{N_s} \sum_{k=0}^{N_s} \left( \sum_{\{i:k_i=k\}} B_i(r) - \sum_{\{i:k_i=k\}} \tilde{B}_i \right)^2,$$

where $N_s$ is the number of distinct chemical species present in the system, so that the external sum runs over the possible species and the internal one over the atoms belonging to a given specie. The form of $L(r)$ has been chosen to be invariant under permutation of atoms of the same species. By using a gradient descend algorithm, it is then possible to update the coordinates of the initial configuration so to minimise $L(r)$. At the $n$-th iteration the $(n+1)$-th update of the Cartesian coordinates $\{r_i\}$ is given by,

$$r_i^{n+1} = r_i^n - \gamma \nabla_i L(r) + \eta \exp \left( -\nu n \right) \varepsilon_{\text{noise}},$$

where $\gamma$ is the learning rate and $\varepsilon_{\text{noise}} \in [0, 1]$ is a random number generated at each gradient-descend iteration. The second term in Eq. (3) is introduced to break the symmetry at configurations where the gradients of the descriptors of the local environment tend to vanish and, in general, it is found to stabilise the inversion process. The coefficient $\eta$ determines the coupling strength and $\nu$ controls its exponential decay with the iteration number.

Since the relation between the Cartesian coordinates and the atomic descriptors is not invertible, the loss function of Eq. (2) has multiple global minima. For instance, for a set of rotationally invariant descriptors, every rotation of the target configuration will correspond to a global minimum with $L = 0$. However, the region of the possible coordinates explored during the optimisation process is limited by the choice of the initial configuration. This guarantees the possibility of local inversion of the relation between the Cartesian coordinates and the descriptors. Note that the same argument applies when the descriptors are incomplete and therefore a further...
increase in the number of global minima of $L(r)$ is expected. As such, in general, the configuration reached at convergence will depend on the initial configuration, which then needs to be cleverly chosen.

We now proceed to demonstrate the validity of our method by inverting the relation between Cartesian coordinates and descriptors for a selected sample of molecules. In particular, here we choose as structural descriptors the bispectrum components. In brief, the information about the chemical environment contained within a cutoff radius, $r_c$, from the $i$-th atom can be expressed in term of a neighbour-density distribution,

$$\rho_i(r) = \delta(r) + \sum_j w_j f_i(r_{ij}) \delta(r - r_j), \tag{4}$$

where $f_i$ is a function of the distance $r_{ij}$ between the atoms $i$ and $j$ that smoothly vanishes at $r_c$, while $\{w_j\}$’s are weights depending on the species of the $j$-th atom. Then, $\rho_i(r)$ can be projected onto the 3-sphere and expanded over hyperspherical harmonics, $U^l_{m,m^*}$, with expansion coefficients, $u^l_{m,m^*}$. It can be shown that the triple product of expansion coefficients,

$$B_{l_1,l_2,l} = \sum_{m_1,m_2,m} \sum_{l_1,l_2} \sum_l (u^l_{m,m^*})^* C_{m_1,m_2,m}^{l_1,l_2} C_{m_1,m_2}^{l_1,l_2} u_{m_1,m_2}^{l_1} u_{m_2,m}^{l_2}, \tag{5}$$

is rotationally invariant, where $C_{m_1,m_2}^{l_1,l_2}$ are the Clebsch-Gordan coefficients. Such expansion, the bispectrum, contains terms up to the four-body order, if one counts also the central atom.

In figure 1 we report an example of inversion of the bispectrum components of a deformed benzene molecule. The starting configuration in this case is an optimized benzene molecule at equilibrium, with a carbon-carbon and a carbon-hydrogen distance of 1.40 Å and 1.09 Å, respectively. The atomic positions are iteratively updated so to minimize the loss of Eq. (2). In order to quantitatively demonstrate the quality of the inversion, we compare the atom-pair distances between the molecule before and after the optimization procedure against the target. The same comparison is then repeated with the angles formed by all the possible atoms triplets in the molecule. For both quantities we observe that 5·10^4 iterations are enough to give a molecule closely resembling the target one. In Fig. 1 we also show results for an inversion obtained without the noise term in the update rule, Eq. (3). In this second case the final configuration reaches a local minimum of $L(r)$ and all atoms remain constrained to the planar arrangement of the initial configuration, even though the target has atoms located out of plane. This is because the gradients of the bispectrum components in the out-of-plane direction of a planar configuration are zero. Notably, this occurrence is not restricted to the case of planar molecules, but it appears at configurational high-symmetry points. The noise term included in the update rule breaks all the possible symmetries of the initial configuration, thus improving the outcome of the inversion procedure.

For a more systematic study we use as target descriptors the bispectrum components of a sample of molecules extracted from the MD-17 benchmark dataset containing ab-initio molecular dynamics trajectories of simple organic molecules at 500 K. By taking the first relaxed geometry of
the molecular dynamics trajectory as initial configuration, we now use the inversion algorithm to generate from the bispectrum the Cartesian coordinates of 120 target configurations. The parameters used for the gradient descent algorithm are $\gamma = 4 \times 10^{-8} \AA^2$, $\eta = 1 \times 10^{-2} \AA$ and $\nu = 1 \times 10^{-3}$, while the bispectrum components have been computed with: $l_{\text{max}} = 4$ and $r_c = 6.0 \AA$. In Fig. 2 we report, for benzene, the partial pair-distance distributions and the angular distributions of the inverted molecules compared with the targets after $5 \times 10^3$ iterations. Clearly, our inversion procedure appears able to generate configurations, which closely reproduce the structural distributions of the targets. Notably, the exclusion of the noise term in the update rule leads to a deterioration in performance of the inversion, as shown previously.

Benzene represents an optimal choice for the application of our inversion procedure, since atoms of the same specie are all equivalent and overall the molecule is fairly rigid. Thus, a harder test is offered by ethanol, where each carbon atom is immersed in a different local chemical environment and both the C-O and C-C bonds are mobile, thus allowing for molecule torsions. Inversion results are reported in Fig. 3 for a sample of 120 ethanol molecules, where again we compare the partial pair and the angular distributions between the inverted configurations and the targets. Also in this case, the distributions associated to the inverted configurations are in good agreement with the targets. In particular, the width of the peaks in the partial pair distributions are very similar. In this second example, however, we find a few configurations to be more problematic to invert given a certain initial configuration. This leads to a general deterioration in the inversion procedure, which is reflected in the different peaks heights of the two distributions. Such less-converged configurations can be identified by the loss alone, since during the optimisation $L(r)$ stops improving and stabilises at a value relatively higher than the converged one, thus at a local minimum. Multiple restarts of the inversion, with different starting configurations, would lead to certain improvement of the overall performance of the algorithm. For instance, the choice of the initial configuration could be driven by the knowledge of the vibrational modes of the molecule. We have not explored this route here, and the same starting configuration has been used for each inversion.

Finally we test the inversion process over the remaining molecules of the MD-17 dataset, with results reported in Fig. 4. An inspection of the loss evolution with the iteration number for Malonaldehyde, Salicylic acid and Aspirin shows that several configurations reach a local minimum of the loss function, resulting only in a partial optimisation of the molecule and leading to an incomplete ability to reproduce the target distributions. In contrast, for Uracil, Toluene and Naphthalene almost all configurations are converged as confirmed by the remarkable similarity between the two distributions.

In summary, we have introduced a universal method that allows one to reconstruct the Cartesian coordinates associated to a given set of many-body structural descriptors. This has been implemented with the bispectrum components, but can be combined with any local descriptors, such as the power spectrum\cite{1} or symmetry functions\cite{2}. We have demonstrated the performance of the method over a range of simple molecules and shown that the algorithm can efficiently overcome local minima by introducing a noise term in the iteration updating rule. Further improvement can be achieved by performing the simulations over a multiple set of initial conditions. As it stands, our method is the only one available to date to invert many-body representations back to Cartesian and can be used as a platform in generative methods for molecules/solids design.
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