Abstract. The metric approach to studying 2-step nilpotent Lie algebras by making use of non-degenerate scalar products is realised. We show that any 2-step nilpotent Lie algebra is isomorphic to its standard pseudo-metric form, that is a 2-step nilpotent Lie algebra endowed with some standard non-degenerate scalar product compatible with Lie brackets. This choice of the standard pseudo-metric form allows to study the isomorphism properties. If the elements of the centre of the standard pseudo-metric form constitute a Lie triple system of the pseudo-orthogonal Lie algebra, then the original 2-step nilpotent Lie algebra admits integer structure constants. Among particular applications we prove that pseudo $H$-type algebras have bases with rational structural constants, which implies that the corresponding pseudo $H$-type groups admit lattices.

1. Introduction and statement of main results

The present article is inspired by two series of works devoted to the study of 2-step nilpotent Lie algebras by means of the scalar products. In 80' A. Kaplan introduced Lie algebras of Heisenberg type that he called $H$-type algebras [24, 25], that are 2-step Lie algebras endowed with a positive-definite scalar product compatible with the Lie structure. $H$-type algebras and their groups became a fruitful source of research related to sub-elliptic operators and the geometry associated with these differential operators, which nowadays is called sub-Riemannian geometry, see e.g., [4, 5, 6, 13, 20, 26, 31, 32]. The metric approach was extended and generalised by P. Eberlein [14, 15, 16] to a study of arbitrary 2-step nilpotent Lie algebras and their Lie groups. He introduced a standard metric 2-step nilpotent Lie algebra, that is isomorphic to the direct sum $\mathbb{R}^m \oplus W$, with the centre $W \subset \mathfrak{so}(m)$. The Lie brackets are uniquely defined by the Euclidean product on $\mathbb{R}^m$ and the trace product on $\mathfrak{so}(m)$ by the equality

$$ (w(x), y)_{\mathbb{R}^m} = (w, [x, y])_{\mathfrak{so}(m)}, \quad x, y \in \mathbb{R}^m, \quad w \in W. $$

One of his results states that any 2-step nilpotent Lie algebra is isomorphic to some standard metric 2-step nilpotent Lie algebra [15]. The Heisenberg type Lie algebras are standard metric Lie algebras related to the representations of the Clifford algebras $\text{Cl}(\mathbb{R}^n)$. Namely, let the Euclidean space $\mathbb{R}^n$ generate the Clifford algebra $\text{Cl}(\mathbb{R}^n)$, and let $J: \text{Cl}(\mathbb{R}^n) \to \text{End}(\mathbb{R}^m)$ be a representation of $\text{Cl}(\mathbb{R}^n)$. We denote.
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\( W := J(\mathbb{R}^n) \subset \mathfrak{so}(m) \subset \text{End}(\mathbb{R}^m) \). Then the Heisenberg type Lie algebra is the 2-step nilpotent Lie algebra \( \mathbb{R}^m \oplus W \) with the Lie brackets defined by (1).

Later, an analog to the Heisenberg type Lie algebra was introduced in [9, 21], and studied in [1, 10, 12, 17, 22]. Since these type of algebras are related to the representations of Clifford algebras generated by a vector space with an indefinite scalar product, they were called pseudo-\( H \)-type Lie algebras. The pseudo-\( H \)-type Lie algebras naturally carry a pseudo-metric, and therefore, it would be inconvenient to consider them as standard Lie algebras with a positive-definite scalar product. In the present work we extend the notion of a standard metric 2-step nilpotent Lie algebra, which allows us to consider 2-step nilpotent Lie algebras with an arbitrary non-degenerate scalar product. Particularly, we show results analogous to those of P. Eberline [15], establishing an isomorphism between an arbitrary 2-step nilpotent Lie algebra and a standard (pseudo-) metric 2-step nilpotent Lie algebra.

The structure of the work is as follows. We collect notations and necessary definitions in Section 2. Section 3 is devoted to the definition of a standard pseudo-metric form for a 2-step nilpotent Lie algebra. Here the main result states that any 2-step nilpotent Lie algebra is isomorphic to a properly chosen standard pseudo-metric 2-step nilpotent Lie algebra. In Section 4 we formulate some properties of isomorphic Lie algebras in terms of a chosen pseudo-metric. In Section 5 we collect useful facts about Lie triple systems of the pseudo-orthogonal Lie algebra \( \mathfrak{so}(p, q) \). We show that in the case when the Lie triple system has a trivial centre it forms a rational subspace of a specially chosen subalgebra \( \mathcal{L} \) of \( \mathfrak{so}(p, q) \). In Section 6, we explain the construction of a 2-step nilpotent Lie algebra with the centre isomorphic to a Lie triple system of \( \mathfrak{so}(p, q) \). We prove that if the Lie triple system is a rational subspace of \( \mathcal{L} \), then the constructed 2-step nilpotent Lie algebra has rational structural constants. It leads to the existence of a lattice on the corresponding Lie group.

2. Preliminaries

2.1. Clifford algebras and their representations. Let \( V \) be a real vector space endowed with a non-degenerate quadratic form \( Q(v), v \in V \), which defines a symmetric bilinear form \( (u, v) = \frac{1}{2}(Q(u + v) - Q(u) - Q(v)) \) by polarization. The Clifford algebra \( \text{Cl}(V, (., .)) \), named after the English geometer William Kingdon Clifford [11], is an associative unital algebra with the unit \( 1 \) freely generated by \( V \) modulo the relations

\[
\begin{align*}
  v \otimes v &= -Q(v)1 = -(v, v)1 \quad \text{for all } v \in V \quad \text{or} \\
  u \otimes v + v \otimes u &= -2(u, v)1 \quad \text{for all } u, v \in V.
\end{align*}
\]

For an introductory text, one may look at [19]. Every non-degenerate quadratic form \( Q \) on an \( n \)-dimensional vector space \( V \) is equivalent to the standard diagonal form

\[
Q_{r,s}(v) = v_1^2 + v_2^2 + \cdots + v_r^2 - v_{r+1}^2 - \cdots - v_{r+s}^2, \quad n = r + s.
\]

Using the isomorphism \( (V, Q) \cong (\mathbb{R}^{r+s}, Q_{r,s}) \) we will work with the Clifford algebra \( \text{Cl}_{r,s} = \text{Cl}(\mathbb{R}^{r+s}, Q_{r,s}) \) that is isomorphic to \( \text{Cl}(V, (., .)) \). Starting with an orthonormal
It follows that the dimension of $Cl_{r,s}$ basis we mean a non-degenerate symmetric real bilinear form, and by scalar product multiplication by elements of Clifford algebra is defined and satisfies certain axioms \[2\]. A Clifford module for $Cl_{r,s}$ is a representation space of a Clifford algebra where the multilinear map $J: Cl_{r,s} \to \text{End}(U)$, satisfying the Clifford relation $J(v) \circ J(v) = J^2(v) = -(v,v)\text{Id}_U$ for any $v \in \mathbb{R}^{r,s}$. The matrix representation is given by anti-commuting matrices. Here and in what follows, by saying scalar product we mean a non-degenerate symmetric real bilinear form, and by inner product, a positive-definite one.

Clifford modules $(U, J)$ and $(U', J')$ for $Cl_{r,s}$ are isomorphic (or equivalent) if there is an isomorphism $\phi: U \to U'$, such that $\phi \circ J(v) = J' \circ \phi(v)$ for all $v \in U$. A linear subspace $W \subset U$ is a submodule if it is invariant under $J$. A Clifford module $(U, J)$ is irreducible if the only submodules are $U$ and $\{0\}$.

2.2. **Pseudo $H$-type Lie algebras.** The Clifford modules introduced in the previous section lead to the construction of Lie algebras, that carry a scalar product, and in some sense, generalise the Heisenberg algebra. To reveal this relation, we start recalling known relations between the Clifford modules and the composition of quadratic forms.

**Definition 1.** Let $U$ be a vector space, $J: Cl_{r,s} \to \text{End}(U)$ a representation map, and let $(\cdot, \cdot)_U$ be a scalar product on $U$. The module $(U, J)$ is called admissible with respect to $(\cdot, \cdot)_U$ if the map $J$ is skew-symmetric $(J(z)(u), v)_U = -(u, J(z)(v))_U$ for any $z \in \mathbb{R}^{r,s}$. We write $(U, J, (\cdot, \cdot)_U)$ for an admissible $Cl_{r,s}$-module.

The next definition concerns with the composition of quadratic forms. Let $(W, (\cdot, \cdot)_W)$, $(U, (\cdot, \cdot)_U)$ be two vector spaces with corresponding quadratic forms, which we write as symmetric bilinear forms.

**Definition 2.** A bilinear map $\mu: W \times U \to U$ is called a composition of $(W, (\cdot, \cdot)_W)$ and $(U, (\cdot, \cdot)_U)$ if the following equality holds for any $w \in W$ and $u \in U$.

\[
(\mu(w, u), \mu(w, u))_U = (w, w)_W(u, u)_U,
\]

Formula (2) can be written in a non-symmetric form

\[
(\mu(w, u), \mu(w', u))_U = (w, w')_W(u, u)_U \quad \text{or}
\]

\[
(\mu(w, u), \mu(w, u'))_U = (w, w)_W(u, u')_U.
\]

We assume that there is $w_0 \in W$ such that $(w_0, w_0)_W = 1$ and $\mu(w_0, u) = u$. It always can be done by normalisation procedure of a quadratic form $(\cdot, \cdot)_W$ and redefinition of $\mu$, see \[28\]. Let us denote by $Z$ the orthogonal complement to the space $W_0 = \text{span} \{w_0\}$ with respect to $(\cdot, \cdot)_W$ and by $J$ the restriction of $\mu$ to $Z$,
thus \( J : \mathcal{Z} \times U \to U \). We also write \( J_z \) or \( J(z) \) for a fixed value of \( z \in \mathcal{Z} \). Applying formula (3), we obtain
\[
( J_z(u), u )_U = \left( \mu(z, u), \mu(w_0, u) \right)_U = (z, w_0)_W (u, u)_U = 0.
\]
The last equality shows that the map \( J \) is skew-symmetric with respect to \((\cdot, \cdot)_U\) in the following sense
\[
( J_z(u), u' )_U + (u, J_z(u'))_U = 0
\]
for any \( z \in \mathcal{Z} \) and \( u, u' \in U \). Indeed, taking into account (5), we get
\[
0 = (J_z(u + u'), u + u') = (J_z(u), u') + (J_z(u'), u).
\]
We conclude that having a normalised composition map, one can always construct a skew-symmetric map from it.

Now we state two theorems which describe relations between Definitions 1 and 2. For details of the proof of Theorems 1 and 2, see [28, Theorem 5.5, Remark 5.7].

**Theorem 1.** Let \((W, (\cdot, \cdot)_W)\) and \((U, (\cdot, \cdot)_U)\) be two vector spaces with scalar products, and let \( \mu : W \times U \to U \) be a composition of quadratic forms (2) which is normalised by \( \mu(w_0, u) = u \) with \( W = \text{span} \{w_0\} \oplus \perp \mathcal{Z} \). Then the Clifford algebra \( \text{Cl}(\mathcal{Z}, (\cdot, \cdot)_\mathcal{Z}) \) admits a representation \( J \) on \( U \) and \((U, J, (\cdot, \cdot)_U)\) is an admissible \( \text{Cl}(\mathcal{Z}, (\cdot, \cdot)_\mathcal{Z})\)-module. Here \((\cdot, \cdot)_\mathcal{Z}\) is the restriction of \((\cdot, \cdot)_W\) to \( \mathcal{Z} \).

The proof follows from the following observation
\[
( u, J^2_z u' )_U = ( u, J_z(J_z u') )_U = -(J_z u, J_z u')_U = -(z, z)_\mathcal{Z}(u, u')_U.
\]
Since the scalar product \((\cdot, \cdot)_U\) is non-degenerate we get \( J^2_z = -(z, z)_\mathcal{Z} \text{Id}_U \), whenever \( z \in \mathcal{Z} \).

**Theorem 2.** Let \((U, J, (\cdot, \cdot)_U)\) be an admissible \( \text{Cl}(\mathcal{Z}, (\cdot, \cdot)_\mathcal{Z})\)-module. Then there exist a vector space \( W = W_0 \oplus \mathcal{Z} \), and a scalar product \((\cdot, \cdot)_W\), such that they admit a composition \( \mu : W \times U \to U \) of \((\cdot, \cdot)_W\) and \((\cdot, \cdot)_U\). Here \( J \) is the restriction of \( \mu \) from \( W \) to the space \( \mathcal{Z} \), and \( W_0 \) is one dimensional vector space orthogonal to \( \mathcal{Z} \) with respect to \((\cdot, \cdot)_W\).

The skew-symmetric map \( J : \mathcal{Z} \to \text{End}(U) \), relating an admissible Clifford module and a composition of quadratics forms, can be used for the construction of 2-step nilpotent Lie algebras in the following way. Recall, that a Lie algebra \( \mathfrak{g} \) is called 2-step nilpotent, if it satisfies the condition \([\mathfrak{g}, \mathfrak{g}], \mathfrak{g}] = \{0\} \). Define the skew-symmetric bilinear form \([\cdot, \cdot] : U \times U \to \mathcal{Z}\) by
\[
( J_z u, u' )_U = (z, [u, u'])_\mathcal{Z}.
\]
It is straightforward to verify that the map \([\cdot, \cdot]\) satisfies the Jacobi identity and that the set \( \mathcal{Z} \) is the centre of the 2-step nilpotent Lie algebra \( \mathfrak{n} = (U \oplus \perp \mathcal{Z}, [\cdot, \cdot]) \). The defining relation (8) shows that \( J(\cdot) : \mathcal{Z} \to U \) is the adjoint map to the linear map \( \text{ad}_u(\cdot) : U \to \mathcal{Z} \) with respect to the metric \((\cdot, \cdot) = (\cdot, \cdot)_U + (\cdot, \cdot)_\mathcal{Z}\). Let us give some formal definitions.
Definition 3. \[21\] Let \( \mathfrak{n} = (U \oplus \perp Z, [],, \, ,) \) be a 2-step nilpotent Lie algebra, and let \( U_u \) be the orthogonal complement to the kernel \( \ker(\text{ad}_u) \) of the linear map \( \text{ad}_u(\cdot) := [u, \cdot] : U \to Z \) for some \( u \in U \). Then the Lie algebra \( \mathfrak{n} \) is called of general \( H \)-type if
\[
\text{ad}_u : (U_u, [,], U_u) \to (Z, , , Z)
\]
is a surjective isometry for all \( u \in U \) with \( (u, u) = 1 \), and a surjective anti-isometry for all \( u \in U \) with \( (u, u) = -1 \).

In Definition 3 it is assumed that the spaces \((U_u, [,], U_u)\), \((Z, , , Z)\) are non-degenerate, where \((, ,)_{U_u}\) and \((, ,)_{Z}\) are the restrictions of \((, ,)\) to the spaces \( U_u \) and \( Z \), respectively.

If the scalar product \((, ,)\) is positive-definite, then Definition 3 coincides with the definition of A. Kaplan in \[24\], who called these kind of algebras \( H \)-type in attempt to generalise the Heisenberg algebra. We emphasise, that the word “general” stands for the general scalar product, not only for a positive definite. In works \[21, 24\] it was shown, that given a general \( H \)-type Lie algebra, the Lie product \([, ,]\) defines a skew-symmetric operator \( J : Z \times U \to U \) by means of \( (8) \) that satisfies the orthogonality condition
\[(9) \quad (J_z(u), J_z(v))_U = (z, z)_Z (u, v)_U.\]

It can be lifted to the composition of quadratic forms \[22\] of \((W = W_0 \oplus Z, , , W)\) and \((U, , , U)\). The converse statement is also true. All \( H \)-types algebras descend from a composition of some quadratic forms. The map \( J(\cdot)(u) \) is not only the formal adjoint to \( \text{ad}_u(\cdot) \), but also the inverse map to the (anti-)isometry \( \text{ad}_u : U \to Z \), see \[21\].

P. Ciatti \[9\] introduced the following notion.

Definition 4. A 2-step nilpotent Lie algebra \( \mathfrak{n} = (U \oplus \perp Z, [],, \, ,) \) is called of pseudo \( H \)-type, if the map \( J : Z \times U \to U \) defined by \( (8) \) satisfies the orthogonality condition \( (9) \).

In the same work it was proved that a 2-step nilpotent Lie algebra \( \mathfrak{n} = (U \oplus \perp Z, [],, \, ,) \) is a pseudo \( H \)-type algebra, if and only if, \((U, J, , , Z)\) is an admissible module for the Clifford algebra \( \text{Cl}(Z, , , Z) \). Here the map \( J \) is defined by \( (8) \) and the restrictions \((, ,)_{U}\) and \((, ,)_{Z}\) of the scalar product \((, ,)\) are supposed to be non-degenerate. All in all, we conclude the following equivalence between the definitions.

- The general \( H \)-type algebra exists, if and only if, the composition of quadratic form exists, see \[21\] \[24\].
- The composition of quadratic form exists, if and only if, the admissible module exists, see \[28\].
- The admissible module exists, if and only if, the pseudo \( H \)-type algebra exists, see \[9\].

Discussions about equivalence of Definitions 3 and 4 can be found also in \[1\]. From now on, we will use the term pseudo \( H \)-type algebras, because it was introduced in \[9\] before the general \( H \)-type algebras \[21\].
Relation (8) implies the skew symmetry (6) of the map $J$ that jointly with the orthogonality (9) leads to the defining property of the Clifford module

$$\tag{10} J_z^2 = -(z, z) \mathbb{I}$$

as was shown in (7). Moreover, any two conditions from (6), (9), and (10) imply the third one.

**Remark 1.** Examples of non-admissible modules were constructed in [9].

Due to the skew symmetry of $J_z$, the orthogonal complement of a submodule is again a submodule.

If a $\text{Cl}_{r,s}$-module is admissible for $s > 0$, then the representation space is neutral with respect to the scalar product, which means that the dimension of the representation space is even and the dimensions of maximal subspaces, where the scalar product is positive definite or negative definite, coincide. If $s = 0$, then the module is admissible with respect to any inner product.

### 2.3. Lattices and nilmanifolds

One of the aims of this paper is to prove that the pseudo $H$-type groups admit lattices, or equivalently, the corresponding pseudo $H$-type algebras admit a basis with rational structural constants. We explain this relation.

**Definition 5.** A subgroup $K$ of $G$ is called (co-compact) lattice if $K$ is discrete and the right quotient $K \backslash G$ is compact. The space $K \backslash G$ is called a compact nilmanifold or a compact 2-step nilmanifold if $G$ is a 2-step nilpotent Lie group.

**Theorem 3** (Mal’cev criterion [29]). The group $G$ admits a lattice $K$, if and only if, the Lie algebra $\mathfrak{g}$ admits a basis $\mathcal{B} = \{b_1, \ldots, b_n\}$ with rational structural constants $[b_i, b_j] = \sum_{k=1}^{n} C_{ij}^k b_k$, $C_{ij}^k \in \mathbb{Q}$.

We denote the Lie exponent and the Lie logarithm by $\exp : \mathfrak{g} \to G$ and $\log : G \to \mathfrak{g}$ respectively. Given a lattice $K$, one can construct the corresponding basis $\mathcal{B}$ as follows. Set $\mathfrak{g}_\mathbb{Q} = \text{span}_\mathbb{Q} \log K$, which is a Lie algebra over the field $\mathbb{Q}$. Denote by $\mathcal{B}_\mathbb{Q}$ a $\mathbb{Q}$-basis in $\mathfrak{g}_\mathbb{Q}$. Then it is also an $\mathbb{R}$-basis $\mathcal{B}$ in $\mathfrak{g}$.

Conversely, given a basis $\mathcal{B}$ defined as in Theorem 3, let $\Lambda$ be a vector lattice in $\mathfrak{g}$, such that $\Lambda \subset \text{span}_\mathbb{Q} \mathcal{B}$. Then the lattice $K$ is generated by the elements $\exp \Lambda$, and $\text{span}_\mathbb{Q}(\log K) = \text{span}_\mathbb{Q} \mathcal{B}$.

### 2.4. Standard metric 2-step nilpotent Lie algebras

In this section, we present shortly ideas from [14, 15], showing that any 2-step nilpotent Lie algebra can be endowed with a canonical positively definite scalar product and the choice of this inner product is unique up to the Lie algebra isomorphism. Inspired by the definition of general $H$-type algebras, in Section 3 we generalise the ideas from [14, 15], showing that actually a non-degenerate scalar product of any index can be chosen.

Through out the present work we assume that a 2-step nilpotent Lie algebra $\mathfrak{g}$ has a commutator ideal $[\mathfrak{g}, \mathfrak{g}]$ of dimension $n$ and its complement is of dimension $m$. A basis $\mathcal{B} = \{v_1, \ldots, v_m, z_1, \ldots, z_n\}$ of the Lie algebra $\mathfrak{g}$ is called adapted if $\{z_1, \ldots, z_n\}$
is a basis of $[\mathfrak{g}, \mathfrak{g}]$. Define the skew-symmetric $(m \times m)$-matrices $C^1, \ldots, C^n$ by

$$[v_\alpha, v_\beta] = \sum_{k=1}^n C^k_{\alpha\beta} z_k.$$ 

Matrices $C^k$ are elements of the Lie algebra $\mathfrak{so}(m)$, and they are linearly independent in $\mathfrak{so}(m)$, see [15]. Then the $n$-dimensional subspace $C^n = \text{span}\{C^1, \ldots, C^n\} \subset \mathfrak{so}(m)$ is isomorphic to $[\mathfrak{g}, \mathfrak{g}] = \text{span}\{z_1, \ldots, z_n\}$ and is called the structure space determined by the adapted basis $B$. The vector space

$$\text{span}\{v_1, \ldots, v_m\} \oplus \text{span}\{z_1, \ldots, z_n\}$$

doing of the 2-step nilpotent Lie algebra $\mathfrak{g}$ is isomorphic to the direct sum $\mathbb{R}^m \oplus C^n$. The $n$-dimensional subspace $C^n \subset \mathfrak{so}(m)$ depends on the choice of the adapted basis, nevertheless all possible subspaces defined by an arbitrary choice of an adapted bases form the set $\{AC^n A^t \mid A \in \text{GL}(m)\}$, where $A^t$ is the transpose of $A$.

The spaces $\mathbb{R}^m$ and $C^n \subset \mathfrak{so}(m)$ have a natural choice of inner products that will define the Lie algebra product on $\mathcal{G} = \mathbb{R}^m \oplus C^n$. Denote by $\langle \ldots \rangle_{\mathfrak{so}(m)}$ the positive-definite product on $\mathfrak{so}(m)$ defined by

$$\langle Z, Z' \rangle_{\mathfrak{so}(m)} = -\text{tr}(ZZ'),$$

and denote by $\langle \ldots \rangle_m$ the standard Euclidean inner product in $\mathbb{R}^m$. The notation $\langle \ldots \rangle_{\mathfrak{so}(m)}$ is also used for the restriction of this inner product on $C^n \subset \mathfrak{so}(m)$. Then the inner product $(\ldots) = \langle \ldots \rangle_m + \langle \ldots \rangle_{\mathfrak{so}(m)}$ makes the direct sum $\mathcal{G} = \mathbb{R}^m \oplus C^n$ orthogonal. Let $[\ldots]$ be a unique Lie product on $\mathcal{G}$, such that $C^n$ belongs to the centre of $\mathcal{G}$, and

$$\langle Z(x), y \rangle_m = \langle Z, [x, y] \rangle_{\mathfrak{so}(m)} \text{ for arbitrary } x, y \in \mathbb{R}^m, \ Z \in C^n,$$

where $Z(x)$ simply denotes the action of $Z \in C^n \subset \mathfrak{so}(m)$ on a vector $x \in \mathbb{R}^m$ defined by matrix multiplication. It is easy to see that $(\mathcal{G}, [\ldots])$ is a 2-step nilpotent Lie algebra, such that $[\mathcal{G}, \mathcal{G}] = C^n$ and, endowed with the inner product $(\ldots) = \langle \ldots \rangle_m + \langle \ldots \rangle_{\mathfrak{so}(m)}$, it is called a standard metric 2-step nilpotent Lie algebra. It was shown in [14] that any 2-step nilpotent Lie algebra $\mathfrak{g}$ is isomorphic to a standard metric 2-step nilpotent Lie algebra $\mathcal{G} = (\mathbb{R}^m \oplus C^n, [\ldots], (\ldots))$.

### 3. Pseudo-metric on 2-step nilpotent Lie algebras

In this section, we continue to develop the approach proposed in Section 2.4. The choice of the Euclidean product in $\mathbb{R}^m$ is very natural, but it is also possible to choose the metric $\langle x, y \rangle_{p,q} = \sum_{i=1}^p x_i y_i - \sum_{i=p+1}^{p+q} x_i y_i$, $p + q = m$ of an arbitrary index $(p, q)$. It leads to the change of the structural space $C \subset \mathfrak{so}(m)$ to the space $D \subset \mathfrak{so}(p, q)$, and of the positive definite metric on $\mathfrak{so}(m)$ to the indefinite metric on $\mathfrak{so}(p, q)$. The main motivation of this choice is the following. The standard metric form for classical $H$-type algebras carries a positive definite scalar product and in this case the Lie algebras are isometric also as scalar product spaces. Meanwhile the pseudo $H$-type Lie algebras, introduced in Section 2.2, are isomorphic (and isometric) to a standard pseudo-metric form with an indefinite scalar product related to the scalar product of the underlying Clifford algebras. Notice, that being 2-step nilpotent Lie algebras,
the pseudo \( H \)-type Lie algebras are also isomorphic to a standard metric form with a positive definite metric, see [15], but in this case they are not isometric and the isomorphism neglects the relation with the Clifford algebras generating pseudo \( H \)-type Lie algebras. The approach using indefinite scalar products also allows us to distinguish those Lie groups which admit indefinite left invariant metrics. We also aim to show that any 2-step nilpotent Lie algebra is isomorphic to some metric Lie algebra with an indefinite scalar product.

3.1. Pseudo-orthogonal groups. We start reminding the structure of the pseudo-orthogonal group and its Lie algebra. We use the notation \( \eta_{p,q} = \text{diag}(I_p, -I_q) \) for diagonal \((m \times m)\)-matrix, \( m = p + q \), having the first \( p \) entries on the main diagonal 1 and the last \( q \) equal to \(-1\). Further we continue to use \( I_p \) to denote the \((p \times p)\) unit matrix. Let \( \langle \cdot, \cdot \rangle_{p,q} \) be a scalar product in \( \mathbb{R}^m \), \( p + q = m \), defined by the matrix \( \eta_{p,q} \): \( \langle x, y \rangle_{p,q} = x^t \eta_{p,q} y \) for \( x, y \in \mathbb{R}^m \), where \( x^t \) is the transpose to \( x \). We use the following notation

\[
\nu_i = \nu_i(p,q) = \begin{cases} 1, & \text{if } 1 \leq i \leq p, \\ -1, & \text{if } p + 1 \leq i \leq p + q = m, \end{cases}
\]

(11)

to indicate the sign in the scalar product of the vectors from the orthonormal basis of \( \mathbb{R}^{p,q} \). A vector \( x \in \mathbb{R}^{p,q} \) is called

- spacelike if \( \langle x, x \rangle_{p,q} > 0 \) or \( x = 0 \),
- timelike if \( \langle x, x \rangle_{p,q} < 0 \),
- null if \( x \neq 0 \) and \( \langle x, x \rangle_{p,q} = 0 \).

We denote by \( O(p,q) \) the pseudo-orthogonal group

\[
O(p,q) = \{ X \in GL(m) | X^t \eta_{p,q} X = \eta_{p,q} \},
\]

where \( X^t \) is the matrix transposed to \( X \). The pseudo-orthogonal group preserves the scalar product \( \langle \cdot, \cdot \rangle_{p,q} \) in the following sense

\[
\langle Xx, Xy \rangle_{p,q} = x^t X^t \eta_{p,q} X y = x^t \eta_{p,q} y = \langle x, y \rangle_{p,q}, \quad x, y \in \mathbb{R}^{p,q}, \quad p + q = m.
\]

The inverse \( X^{-1} \) of \( X \) is given by \( X^{-1} = \eta_{p,q} X^t \eta_{p,q} \). For any matrix \( A \) define the matrix \( A^{\eta_{p,q}} \) by \( A^{\eta_{p,q}} := \eta_{p,q} A^t \eta_{p,q} \). Thus, if \( X \in O(p,q) \), then \( X^{\eta_{p,q}} X = XX^{\eta_{p,q}} = I_m \), which implies \( X^{\eta_{p,q}} = X^{-1} \).

If we replace \( \eta_{p,q} \) by any symmetric matrix \( \tilde{\eta} \) with \( p \) positive and \( q \) negative eigenvalues, then we get a group isomorphic to \( O(p,q) \). Diagonalising the matrix \( \tilde{\eta} \) gives a conjugation of this group with the standard group \( O(p,q) \). It follows from the definition that all matrices in \( O(p,q) \) have determinant equal to \( \pm 1 \). A matrix \( X \in O(p,q) \) can be written in a block form as

\[
X = \begin{bmatrix} X_S & B \\ C & X_T \end{bmatrix},
\]

where \( X_S \) and \( X_T \) are invertible \((p \times p)\) and \((q \times q)\) matrices, respectively. An element \( X \in O(p,q) \) preserves (reverses) time orientation provided that \( \det(X_T) > 0 \) \((-<0)\), and preserves (reverses) space orientation provided that \( \det(X_S) > 0 \) \((-<0)\). \( O(p,q) \) can then be split into four disjoint sets \( O^{++}(p,q), O^{--}(p,q), O^{-+}(p,q), \) and
so

O\(^{-}(p, q)\), indexed by the signs of the determinants of \(X_S\) and \(X_T\), in the respective order. The following three disconnected subgroups of \(O(p, q)\) define the orientation on \(\mathbb{R}^{p,q}\):

\[
O^{++}(p, q) \cup O^{--}(p, q), \quad O^{++}(p, q) \cup O^{--}(p, q), \quad O^{++}(p, q) \cup O^{-+}(p, q).
\]

According to [30], we call the first group orientation preserving, the second one space-orientation preserving and the last one time-orientation preserving. The connected component \(O^{++}(p, q)\) contains the identity, preserves time orientation, space orientation, and the orientation of \(\mathbb{R}^{p-q}\). The component \(O^{++}(p, q)\) is, in some sense, an analogue of the special orthogonal subgroup \(SO(m)\) of the orthogonal group \(O(m)\), and therefore, we use the notation \(SO(p, q) = O^{++}(p, q)\). The group \(O(p, q)\) is not compact, but contains the compact subgroups \(O(p)\) and \(O(q)\) acting on the subspaces on which the scalar product \(\langle \cdot, \cdot \rangle_{p,q}\) is sign-definite. In fact, \(O(p) \times O(q)\) is a maximal compact subgroup of \(O(p, q)\), while \(S(O(p) \times O(q))\) is a maximal compact subgroup of \(O^{++}(p, q) \cup O^{--}(p, q)\). Likewise, \(SO(p) \times SO(q)\) is a maximal compact subgroup of the component \(SO(p, q)\). Thus up to homotopy, the spaces \(S(O(p) \times O(q))\) and \(SO(p) \times SO(q)\) are products of (special) orthogonal groups, from which algebraic-topological invariants can be computed.

The Lie algebra of \(O(p, q)\), and thus of \(SO(p, q)\), equipped with the Lie bracket defined by the commutator \([A, B] = AB - BA\), is the set

\[
\mathfrak{so}(p, q) = \{A \in \mathfrak{gl}(m)| \eta_{p,q} A^t \eta_{p,q} = -A\}.
\]

So, an element \(\mathcal{X} \in \mathfrak{so}(p, q)\) satisfies \(\mathcal{X}^{\eta_{p,q}} = -\mathcal{X}\), and one has \(\mathcal{X}^{\eta_{p,q}} \mathcal{X} = \mathcal{X} \mathcal{X}^{\eta_{p,q}} = -\mathcal{X}^2\). In general, for an arbitrary \(A \in \mathfrak{gl}(m)\) the following is true: \((A^{\eta_{p,q}})^{\eta_{p,q}} = A\) and \((AB)^{\eta_{p,q}} = B^{\eta_{p,q}} A^{\eta_{p,q}}\).

The Lie algebra \(\mathfrak{so}(p, q)\) can be equipped with the scalar product \(\langle \cdot, \cdot \rangle_{\mathfrak{so}(p, q)}\) defined by \(\langle \mathcal{X}, \mathcal{Y} \rangle_{\mathfrak{so}(p, q)} = \text{tr}(\mathcal{X}^{\eta_{p,q}} \mathcal{Y}) = -\text{tr}(\mathcal{X} \mathcal{Y})\). The scalar product is positive-definite only for \(q = 0\). Analogously to the causal structure in \(\mathbb{R}^{p-q}\), we say that a non-zero element \(\mathcal{X} \in \mathfrak{so}(p, q)\) is timelike if \(\langle \mathcal{X}, \mathcal{X} \rangle_{\mathfrak{so}(p, q)} < 0\), is spacelike if \(\langle \mathcal{X}, \mathcal{X} \rangle_{\mathfrak{so}(p, q)} > 0\), and is null if \(\langle \mathcal{X}, \mathcal{X} \rangle_{\mathfrak{so}(p, q)} = 0\). The zero element is declared to be spacelike. Matrices in \(\mathfrak{so}(p, q)\) can be written as

\[
\mathcal{X} = \begin{pmatrix} a_p & b \\ b^t & a_q \end{pmatrix}, \quad a_p \in \mathfrak{so}(p), \quad a_q \in \mathfrak{so}(q).
\]

So, for \(\mathcal{X} \in \mathfrak{so}(p, q)\) one has

\[
\langle \mathcal{X}, \mathcal{X} \rangle_{\mathfrak{so}(p, q)} = \text{tr}(\mathcal{X}^{\eta_{p,q}} \mathcal{X}) = -\text{tr}(\mathcal{X}^2) = -\text{tr}(a_p^2 + a_q^2) - 2\text{tr}(bb^t).
\]

As we see, the first term in the right hand side, involving the skew-symmetric matrices \(a_p\) and \(a_q\), is always positive and represents the spacelike part. The matrix \(b\) is responsible for the timelike character of elements of the Lie algebra. The metric defined by trace has index \(\frac{(p(p-1)+q(q-1))}{2}, pq\) as one can see from the dimensions of \(\mathfrak{so}(p)\) and \(\mathfrak{so}(q)\).

Notice that if \(\mathcal{X} \in \mathfrak{so}(p, q)\) and \(x, y \in \mathbb{R}^m, p + q = m\), then

\[
\langle \mathcal{X}x, y \rangle_{p,q} = x^t \mathcal{X}^t \eta_{p,q} y = -x^t \eta_{p,q} \mathcal{X} y = -\langle x, \mathcal{X} y \rangle_{p,q}.
\]
Thus matrices from $\mathfrak{so}(p,q)$ are skew-symmetric with respect to $\langle \ldots \rangle_{p,q}$.

At the end of the section we consider a generalisation of the above constructions. Let $(V, \langle \ldots \rangle_V)$ be a scalar product vector space. We denote by $\mathfrak{o}(V, \langle \ldots \rangle_V)$ or shortly $\mathfrak{o}(V)$ the subspace of the space $\text{End}(V)$ of linear maps $A: V \to V$ such that
\begin{equation}
\langle Av, w \rangle_V = -\langle v, Aw \rangle_V.
\end{equation}
We call $\mathfrak{o}(V)$ the space of skew-symmetric (with respect to $\langle \ldots \rangle_V$) maps and note that it coincides with $\mathfrak{so}(p,q)$ when $V = \mathbb{R}^{p,q}$, and $\langle \ldots \rangle_V = \langle \ldots \rangle_{p,q}$. In general, it can be shown that $\mathfrak{o}(V)$ is isomorphic to the space $\mathfrak{so}(p,q)$ for any $m$-dimensional scalar product space $(V, \langle \ldots \rangle_V)$ with a scalar product of index $(p,q), p+q = m$. We can endow the space $\mathfrak{o}(V)$ with the following scalar product
\begin{equation}
\langle A, B \rangle_{\mathfrak{o}(V)} = -\text{tr}(AB).
\end{equation}
One can prove that the index of $\langle \ldots \rangle_{\mathfrak{o}(V)}$ is $\left(\frac{(p-1) + q(q-1)}{2}, pq\right)$ by the isomorphism property with $\mathfrak{so}(p,q)$.

### 3.2. Lie product and compatible scalar product

The relation between skew-symmetric representations of Clifford algebras and some class of 2-step nilpotent Lie algebras, namely, pseudo $H$-type Lie algebras was described in Section 2.2. This relation is actually more general and can be given for arbitrary skew-symmetric maps and 2-step nilpotent Lie algebras endowed with some scalar product.

**From Lie algebras to skew-symmetric maps.** Let $(\mathfrak{g}, [\ldots], \langle \ldots \rangle_\mathfrak{g})$ be a 2-step Lie algebra with a centre $U$ and a scalar product $\langle \ldots \rangle_\mathfrak{g}$ on $\mathfrak{g}$. We write $\mathfrak{g} = V \oplus U$ where the decomposition is orthogonal with respect to $\langle \ldots \rangle_\mathfrak{g}$. Here we also assume that the restriction $\langle \ldots \rangle_V$ of $\langle \ldots \rangle_\mathfrak{g}$ to $V$ is non-degenerate which also leads to the non-degeneracy of the space $\mathfrak{g}$ with respect to the restriction $\langle \ldots \rangle_U$ of $\langle \ldots \rangle_\mathfrak{g}$ to $U$. As it was mentioned before, every $z \in U$ and the Lie product on $\mathfrak{g}$ define a map $J_z: V \to V$ by
\begin{equation}
\langle J_z v, w \rangle_V = \langle z, [v, w] \rangle_U \quad \text{for all } v, w \in V \text{ and all } z \in U.
\end{equation}
It is clear that $J_z$ satisfies (13) and is linear with respect to both variables: $z \in U \text{ and } v \in V$. Therefore, we conclude that the scalar product and the Lie product together define a linear skew-symmetric map $J: U \to \mathfrak{o}(V)$.

**From skew-symmetric maps to Lie algebras.** Let now $(V, \langle \ldots \rangle_V)$ and $(U, \langle \ldots \rangle_U)$ be two scalar product spaces and $J: U \to \mathfrak{o}(V)$. Then the sum $\mathfrak{g} = V \oplus U$ is orthogonal with respect to the non-degenerate scalar product $\langle \ldots \rangle_\mathfrak{g} = \langle \ldots \rangle_V + \langle \ldots \rangle_U$, and we are able to define the Lie bracket for $\mathfrak{g}$ by making use of (13). Then $\mathfrak{g} = (V \oplus U, [\ldots], \langle \ldots \rangle_\mathfrak{g})$ becomes a 2-step Lie algebra endowed with a non-degenerate scalar product, where $U$ belongs to the centre.

The discussions above raise the following question. Let two finite dimensional vector spaces $U$ and $V$ are given, and let $J: U \to \text{End}(V)$ be a linear map. When can one find a scalar product $\langle \ldots \rangle_V$ on $V$, such that $J_z$ satisfies (13) for all $z \in U$? Thus, we are looking for a scalar product $\langle \ldots \rangle_V$ on $V$ such that $J: U \to \mathfrak{o}(V, \langle \ldots \rangle_V)$. 
Definition 6. Let $J: U \to \text{End}(V)$ be a linear map. A scalar product $\langle \cdot, \cdot \rangle_V$ on $V$ satisfying
\[ \langle J_z v, w \rangle_V = -\langle v, J_z w \rangle_V \quad \text{for all} \quad z \in U, \]
we call $W$-invariant, where $W = J(U)$.

If, moreover, a non-degenerate scalar product $\langle \cdot, \cdot \rangle_U$ on $U$ is given, then the decomposition $V \oplus U$ is orthogonal with respect to $\langle \cdot, \cdot \rangle_g = \langle \cdot, \cdot \rangle_V + \langle \cdot, \cdot \rangle_U$, and we are able to define a Lie algebra structure on $V \oplus U$ by means of (14) as was described above.

3.3. Uniqueness properties. In this section we study the uniqueness of the choice of a scalar product invariant in the sense of Definition 6. We start with a simple proposition.

Proposition 1. Let $(V, \langle \cdot, \cdot \rangle_V)$ and $(U, \langle \cdot, \cdot \rangle_U)$ be scalar product spaces, and let $J: U \to \mathfrak{o}(V)$. The multiplication of both scalar products $\langle \cdot, \cdot \rangle_V$ and $\langle \cdot, \cdot \rangle_U$ by a non-zero number $c$ does not change the brackets defined by the equality $\langle J_z v, w \rangle_V = \langle z, [v, w] \rangle_U$ for all $v, w \in V$, and for all $z \in U$.

Lemma 1. Let $V$ and $U$ be finite dimensional vector spaces, and let $\langle \cdot, \cdot \rangle_U$ be a non-degenerate scalar product on $U$. Let $J: U \to \text{End}(V)$ be a linear map with $W = J(U)$ and $\langle \cdot, \cdot \rangle_V^1$ and $\langle \cdot, \cdot \rangle_V^2$ be two $W$-invariant scalar products of equal index and such that the set of spacelike (timelike and correspondingly null) vectors coincide. Assume that $[\cdot, \cdot]^1$ and $[\cdot, \cdot]^2$ are Lie products defined by (14) with respect to the scalar products $\langle \cdot, \cdot \rangle_V^1$ and $\langle \cdot, \cdot \rangle_V^2$ on $\mathfrak{g} = V \oplus U$. Then the Lie algebras $(\mathfrak{g}, [\cdot, \cdot]^1)$ and $(\mathfrak{g}, [\cdot, \cdot]^2)$ are isomorphic.

Proof. We define the linear map $S: V \to V$ by
\[ (15) \quad \langle v, w \rangle_V^2 = \langle Sv, w \rangle_V^1. \]

Then $S$ is injective because assuming that there is $v \in V$, $v \neq 0$, such that $Sv = 0$, we arrive at $\langle v, w \rangle_V^2 = 0$ by (15) for any $w \in V$. So we conclude that $v = 0$ by the non-degeneracy of the scalar product, which contradicts the assumption.

The map $S$ is symmetric with respect to both scalar products. Indeed
\[ (16) \quad \langle Sv, w \rangle_V^1 = \langle v, w \rangle_V^2 = \langle w, v \rangle_V^2 = \langle Sw, v \rangle_V^1, \]
\[ \langle Sv, w \rangle_V^2 = \langle w, Sv \rangle_V^1 = \langle Sv, Sw \rangle_V^1 = \langle v, Sw \rangle_V^2. \]

Note that the operator $S$ has only real eigenvalues. Denote by $A_1$ the matrix of the first scalar product: $\langle u, w \rangle_V^1 = u^t A_1 w$. The real matrices $A_1$ and $S$ satisfy the relations: $A_1 = A_1^t$ and $S^t A_1 = A_1 S$. We claim that the number $u^t A_1 S u$ is real for any vector $u \in V$. Indeed
\[ u^t A_1 S u = u^t A_1 S u = (u^t A_1 S u)^t = u^t S^t A_1^t u = u^t S^t A_1 u = u^t A_1 S u. \]

In the same way we show that $u^t A_1 u \in \mathbb{R}$. It implies that if $S u = \lambda u$, then $\lambda$ is actually real, because of the following relation
\[ \mathbb{R} \ni u^t A_1 S u = \langle Su, u \rangle_V^1 = \lambda (u^t A_1 u). \]
Moreover $S$ has only positive eigenvalues, because if $Su = \lambda u$ and $\langle u, u \rangle_V \neq 0$, $i = 1, 2$, then
\[
\lambda(u, u)_V^1 = \langle Su, u \rangle_V^1 = \langle u, u \rangle_V^2.
\]
Since $\langle u, u \rangle_V^1$ and $\langle u, u \rangle_V^2$ have always the same sign by the assumption of the lemma, we conclude that $\lambda > 0$. If $Su = \lambda u$ and $\langle u, u \rangle_V^1 = 0$, $i = 1, 2$, then we change the arguments. Let \( \{ e_1, \ldots, e_n \} \) be an orthonormal basis with respect to $\langle \cdot, \cdot \rangle_V$, that always exists since the scalar product is non-degenerate. Choose a basis vector $e_k$ such that $\langle e_k, u \rangle_V^1 \neq 0$. Such kind of vector $e_k$ exists, otherwise $u$ would be the zero vector which contradicts the requirement that $u$ is an eigenvector. Then $\langle ce_k - u, ce_k - u \rangle_V^1 = 0$ for $c = 2\langle e_k, e_k \rangle_V^1\langle e_k, u \rangle_V^1$. Write $v = ce_k$. Then $\langle v - u, v - u \rangle_V^1 = 0$ for $i = 1, 2$. This implies
\[
0 = \langle v - u, v - u \rangle_V^i = \langle v, v \rangle_V^i - 2\langle v, u \rangle_V^i,
\]
and we conclude that the non-vanishing value of $\langle v, u \rangle_V^i$ has the same sign in both vector spaces. Thus,
\[
\lambda(u, v)_V^1 = \langle Su, v \rangle_V^1 = \langle u, v \rangle_V^2,
\]
and we conclude that $\lambda > 0$.

The map $S$ commutes with $J_z$ for any $z \in U$ by
\[
\langle J_z S v, w \rangle_V^1 = -\langle Sv, J_z w \rangle_V^1 = -\langle v, J_z w \rangle_V^2 = \langle J_z v, w \rangle_V^2 = \langle S J_z v, w \rangle_V.
\]

Let $V_1, \ldots, V_N$ be eigenspaces of the map $S$ corresponding to different eigenvalues, which we denote by $\lambda_1^2, \ldots, \lambda_N^2$. Then $V_1, \ldots, V_N$ are mutually orthogonal with respect to both scalar products because the map $S$ is symmetric with respect to them. Let us write $V \ni v = \sum_{k=1}^N v_k$ and $V \ni w = \sum_{k=1}^N w_k$, where $v_k, w_k \in V_k$. We claim that
\[
[v_k, v_j]^i = 0 \quad \text{for} \quad v_k \in V_k, \quad v_j \in V_j, \quad k \neq j, \quad i = 1, 2.
\]
First, observe that the subspaces $V_k$, $k = 1, \ldots, N$, are invariant under $J_z$ for any $z \in U$ because $S J_z = J_z S$. We calculate
\[
\langle z, [v_k, v_j]^i \rangle_U = \langle J_z v_k, v_j \rangle_V^i = \langle v_k', v_j \rangle_V^i = 0, \quad i = 1, 2, \quad v_k' \in V_k
\]
for any $z \in U$. The scalar product $\langle \cdot, \cdot \rangle_U$ is non-degenerate and we conclude that $[v_k, v_j]^i = 0$.

We are ready to define the Lie algebra isomorphism $(V \oplus U, [\cdot, \cdot]^2) \to (V \oplus U, [\cdot, \cdot]^1)$. Set $\varphi : V \oplus U \to V \oplus U$ by
\[
\varphi = \begin{cases} 
\lambda_k \text{Id}_{V_k}, & k = 1, \ldots, N, \quad \text{on } V, \\
\text{Id}_U, & \text{on } U,
\end{cases}
\]
and check $\varphi([v, w]^2) = [\varphi(v), \varphi(w)]^1$. We obtain on one hand
\[
\begin{aligned}
\langle z, \varphi([v, w]^2) \rangle_U &= \langle z, [v, w]^2 \rangle_U = \sum_{k=1}^N \langle z, [v_k, w_k]^2 \rangle_U = \sum_{k=1}^N \langle J_z v_k, w_k \rangle_V^2 \\
&= \sum_{k=1}^N \lambda_k^2 \langle J_z v_k, w_k \rangle_V^1,
\end{aligned}
\]
Assume that \( \langle \cdot, \cdot \rangle^2_{V_k} = \lambda_k^2 \langle \cdot, \cdot \rangle_{V_k}^1 \). On the other hand,
\[
\langle z, [\varphi(v), \varphi(w)]^3 \rangle_U = \sum_{k=1}^{N} \lambda_k^2 \langle z, [v_k, w_k] \rangle_U = \sum_{k=1}^{N} \lambda_k^2 \langle J_z v_k, w_k \rangle_{V_k},
\]
that finishes the proof.

**Corollary 1.** Let \( (V, \langle \cdot, \cdot \rangle_V) \) and \( (U, \langle \cdot, \cdot \rangle_U) \) be two scalar product spaces, and let \( J: U \to \mathfrak{o}(V) \). Then every scalar product \( \langle \cdot, \cdot \rangle_U \) on \( U \) defines a unique 2-step nilpotent Lie algebra structure given by \( \mathfrak{l} \) on the vector space \( \mathfrak{g} = V \oplus U \).

We generalise Lemma 1 in the following form.

**Proposition 2.** Let \( V \) and \( U \) be finite dimensional vector spaces, and let \( \langle \cdot, \cdot \rangle_U \) be a non-degenerate scalar product on \( U \). Let \( J: U \to \text{End}(V) \) be a linear map with \( W = J(U) \), and let \( \langle \cdot, \cdot \rangle^1_V \) and \( \langle \cdot, \cdot \rangle^2_V \) be two \( W \)-invariant scalar products admitting a linear map \( S: V \to V \) satisfying the following conditions.

1. The eigenspaces \( V_1, \ldots, V_N \) of the map \( S \) are orthogonal with respect to both scalar products.
2. The eigenspaces are invariant under all maps \( J_z \in W \).
3. The restriction \( S|_{V_k}: V_k \to V_k \) is an isometry (or anti-isometry) for all \( k = 1, \ldots, N \).

Assume that \( \langle \cdot, \cdot \rangle^1 \) and \( \langle \cdot, \cdot \rangle^2 \) are Lie products defined by \( \mathfrak{l} \) with respect to the scalar products \( \langle \cdot, \cdot \rangle^1_V \) and \( \langle \cdot, \cdot \rangle^2_V \) on \( \mathfrak{g} = V \oplus U \). Then the Lie algebras \( (\mathfrak{g}, [\cdot, \cdot]^1) \) and \( (\mathfrak{g}, [\cdot, \cdot]^2) \) are isomorphic.

**Proof.** The first two properties imply that \( [v_k, v_j]^i = 0 \) for all \( v_k \in V_k, v_j \in V_j, k \neq j \), \( i = 1, 2 \). The isometry property gives
\[
\lambda_k^2 \langle u, v \rangle^2_{V_k} = \langle Su, Sv \rangle^2_{V_k} = \langle u, v \rangle^1_{V_k} \quad \text{for all } u, v \in V_k.
\]
In the case of anti-isometry we obtain
\[
\lambda_k^2 \langle u, v \rangle^2_{V_k} = \langle Su, Sv \rangle^2_{V_k} = -\langle u, v \rangle^1_{V_k} \quad \text{for all } u, v \in V_k,
\]
for each eigenspace \( V_k \). In the case of isometry we define the Lie algebra isomorphism \( \varphi \) as in \( \mathfrak{l} \), and in the case of anti-isometry we set
\[
\varphi = \begin{cases} 
\lambda_k \text{Id}_{V_k}, & k = 1, \ldots, N, \quad \text{on } V, \\
-\text{Id}_U, & \text{on } U.
\end{cases}
\]
The proof finishes as in Lemma 1.

3.3.1. 2-step nilpotent Lie algebras with trivial abelian factor. The map \( J: U \to \mathfrak{o}(V) \) is not necessarily injective. Nevertheless, if it is so, the corresponding 2-step nilpotent Lie algebra possesses nice properties. Let \( \mathfrak{g} \) be a 2-step nilpotent Lie algebra. Then in the commutative ideal \( [\mathfrak{g}, \mathfrak{g}] \), there can be a proper subspace of the centre \( \mathcal{Z} \) of the Lie algebra \( \mathfrak{g} \). The case \( [\mathfrak{g}, \mathfrak{g}] = \mathcal{Z} \) corresponds to the injective map \( J: \mathcal{Z} \to \mathfrak{o}(V) \). We recall some results for arbitrary 2-step nilpotent Lie algebras in this direction.
Proposition 3. Let \( g \) be a 2-step nilpotent Lie algebra with a centre \( Z \). Then there is an ideal \( g^* \) and an abelian ideal \( a \) of \( g \) with \( a \subset Z \), such that

1. \( g = g^* \oplus a \) and \( Z = [g, g] \oplus a \);
2. \( g^* \) is a 2-step nilpotent Lie algebra such that \( [g, g] = [g^*, g^*] = Z^* \), where \( Z^* \) is the centre of \( g^* \);
3. The ideals \( g^* \) and \( a \) are uniquely defined up to an isomorphism by item 1;
4. If \( g \) has a basis \( B \) with rational structure constants, then \( g^* \) has a basis \( B^* \) with integer structure constants.

The factor \( a \) in Proposition 3 is called an abelian factor. The proposition has the following useful corollary.

Corollary 2. Let \( g \) be a 2-step nilpotent Lie algebra with a centre \( Z \). Then \( g \) has a trivial abelian factor if and only if \( [g, g] = Z \).

Lemma 2. Let \( (g, [\ldots, \ldots]_g, \langle \ldots, \ldots \rangle_g) \) be a 2-step nilpotent Lie algebra with a centre \( Z \), and let a scalar product \( \langle \ldots, \ldots \rangle_g \) be such that its restrictions to \( Z \) and \( [g, g] \) are non-degenerate. Let \( V = Z^\perp \), and let \( J: Z \to o(V) \) be the linear map defined by (14). Then the following statements are equivalent:

1. The commutative ideal \( [g, g] \) has co-dimension \( d \geq 0 \) in \( Z \);
2. The kernel of \( J \) has dimension \( d \).

Proof. Let us write \( Z = [g, g] \oplus [g, g]^\perp \). Then \( \langle J_zv, w \rangle_V = \langle z, [v, w] \rangle_Z \), and the non-degeneracy of the scalar products imply that \( J_zv = 0 \), if and only if, \( z \in [g, g]^\perp \), that proves the equivalence of items 1 and 2.

An immediate corollary of Lemma 2 follows.

Corollary 3. Let \( g \) be a 2-step nilpotent Lie algebra with a centre \( Z \). Then the following statements are equivalent.

1. The Lie algebra \( g \) has a trivial abelian factor;
2. Let \( g \) admit a non-degenerate scalar product, such that its restriction to \( Z \) is non-degenerate. Let \( V = Z^\perp \), and let the linear map \( J: Z \to o(V) \) be defined by (14). Then the map \( J \) is injective.

3.4. Examples. Now we give several examples of skew-symmetric maps and Lie algebras related to them.

Example 1. Consider \( \mathbb{R}^{p,q}, p + q = m \) with the metric \( \langle x, y \rangle_{p,q} = x^t \eta_{p,q} y \). Let \( W \) be a non-zero subspace of \( so(p, q) \). The inclusion map \( \iota: W \to so(p, q) \) defines a skew-symmetric map in the following sense: if \( z \in W \) and \( \iota_z = \iota(z) = Z \in so(p, q) \), then

\[
\langle \iota_z(x), y \rangle_{p,q} = \langle Zx, y \rangle_{p,q} = -\langle x, Zy \rangle_{p,q} = -\langle x, \iota_z(y) \rangle_{p,q}.
\]

If the restriction of the metric, defined by the trace on \( so(p, q) \), to the vector subspace \( W \subset so(p, q) \) is non-degenerate, then we can define a Lie algebra structure on \( \mathbb{R}^{p,q} \oplus W \). If \( W = so(p, q) \), then the constructed Lie algebra on \( \mathbb{R}^{p,q} \oplus so(p, q) \)
will be the free 2-step nilpotent Lie algebra that we denote by $F_2(p, q)$. Thus, $F_2(p, q) = \mathbb{R}^{p,q} \oplus \mathfrak{s}\mathfrak{o}(p, q)$, where the commutator on $\mathbb{R}^{p,q}$ is defined by

\begin{equation}
[w, v]_{F_2(p, q)} = -\frac{1}{2}(wv^t - vw^t)\eta_{p,q}.
\end{equation}

For the standard basis $\{e_i\}$ of $\mathbb{R}^{p,q}$ we get $[e_i, e_j]_{F_2(p, q)} = -\frac{1}{2}(E_{ij} - E_{ji})\eta_{p,q}$, where $E_{ij}$ denote the $(m \times m)$ matrix with zero entries except of 1 at the position $ij$. Since $F_2(p, q)$ is the 2-step nilpotent Lie algebra, we obtain that $\mathfrak{s}\mathfrak{o}(p, q)$ forms a centre. Particularly, if $q = 0$, then we get the free Lie algebra $F_2(m)$ studied in [15].

The next example is closely related to Section 2.2.

Example 2. Let $\mathfrak{g}$ be a pseudo $H$-type Lie algebra. Then the linear map defined by (14) is skew-symmetric and defines a representation of the Clifford algebra. Conversely, given a representation $J: \text{Cl}(U, \langle \cdot, \cdot \rangle_U) \to V$, which is also skew-symmetric with respect to a scalar product on $V$, we can construct a 2-step nilpotent Lie algebra that will be a general $H$-type Lie algebra. All details are described in Section 2.2.

3.5. Standard pseudo-metric 2-step nilpotent Lie algebras. We present the construction of 2-step nilpotent Lie algebras with some standard choice of the metrics.

Let $(V, \langle \cdot, \cdot \rangle_V)$ be an $m$-dimensional scalar product space, and let $\mathfrak{o}(V)$ space of skew-symmetric maps with respect to $\langle \cdot, \cdot \rangle_V$. Equip the space $\mathfrak{o}(V)$ with the metric $\langle z, z' \rangle_{\mathfrak{o}(V)} = -\text{tr}(zz')$, $z \in \mathfrak{o}(V)$. Observe that if the scalar product $\langle \cdot, \cdot \rangle_V$ has index $(p, q)$, $p + q = m$, then the scalar product $\langle \cdot, \cdot \rangle_{\mathfrak{o}(V)}$ has index $(\frac{p(p-1)}{2} + \frac{q(q-1)}{2}, pq)$. Since the Lie algebra $\mathfrak{o}(V)$ is simple, then any symmetric bilinear form is a multiple of the Killing form.

Let $W$ be an $n$-dimensional subspace of $\mathfrak{o}(V)$, such that the restriction of $\langle \cdot, \cdot \rangle_{\mathfrak{o}(V)}$ to $W$ is non-degenerate. Let $\mathcal{G} = V \oplus W$ and $\langle \cdot, \cdot \rangle_\mathcal{G} = \langle \cdot, \cdot \rangle_V + \langle \cdot, \cdot \rangle_{\mathfrak{o}(V)}$. The direct sum $\mathcal{G} = V \oplus W$ is orthogonal with respect to $\langle \cdot, \cdot \rangle_\mathcal{G}$. Let $[\cdot, \cdot]_\mathcal{G}$ be the Lie product on $\mathcal{G}$ defined as follows. If $v, w \in V$, then $[v, w]_\mathcal{G}$ is a unique element of $W$, such that

\begin{equation}
\langle [v, w]_\mathcal{G}, z \rangle_{\mathfrak{o}(V)} = \langle z(v), w \rangle_V
\end{equation}

for every $z \in W$.

Definition 7. We call the Lie algebra $\mathcal{G}$ constructed above the standard pseudo-metric 2-step nilpotent Lie algebra and write $\mathcal{G} = (V \oplus W, [\cdot, \cdot]_\mathcal{G}, \langle \cdot, \cdot \rangle_\mathcal{G})$.

If $V = \mathbb{R}^{p,q}$ and $\langle \cdot, \cdot \rangle_V = \langle \cdot, \cdot \rangle_{p,q}$ is the scalar product defined by the matrix $\eta_{p,q} = \text{diag}(I_p, -I_q)$, then we write $\mathfrak{s}\mathfrak{o}(p, q)$ for skew-symmetric maps, and the standard pseudo-metric 2-step nilpotent Lie algebra is $\mathcal{G} = (\mathbb{R}^{p,q} \oplus W, [\cdot, \cdot]_\mathcal{G}, \langle \cdot, \cdot \rangle_\mathcal{G})$ with $\langle \cdot, \cdot \rangle_\mathcal{G} = \langle \cdot, \cdot \rangle_{p,q} + \langle \cdot, \cdot \rangle_{\mathfrak{s}\mathfrak{o}(p,q)}$.

We also say that the standard pseudo-metric 2-step nilpotent Lie algebra is involutive, if $W$ is a subalgebra in $\mathfrak{o}(V, \langle \cdot, \cdot \rangle_V)$. It is easy to see that $[\mathcal{G}, \mathcal{G}] = W$ and $W$ is the centre of $\mathcal{G}$, if and only if, for any $v \neq 0$, $v \in V$ there is $z \in W$ such that $z(v) \neq 0$. 
Example 3. Free standard pseudo-metric Lie algebra. Let us equip the 2-step free Lie algebra $F_2(p, q) = \mathbb{R}^{p,q} \oplus \mathfrak{so}(p, q)$ with the scalar product $\langle \ldots \rangle = \langle \ldots \rangle_{\mathfrak{so}(p, q)} + \langle \ldots \rangle_{p,q}$. Then

$$\langle [w, v]_{F_2(p, q)}, Z \rangle_{\mathfrak{so}(p, q)} = \langle Z w, v \rangle_{p,q}$$

for all $w, v \in \mathbb{R}^{p,q}$ and all $Z \in \mathfrak{so}(p, q)$, where the Lie brackets are introduced in \cite{20}. First we calculate $\langle Z w, v \rangle_{p,q}$ and obtain

$$\langle Z w, v \rangle_{p,q} = w^T Z^T \eta_{p,q} v = -w^T \eta_{p,q} Z v = -\text{tr}(w^T \eta_{p,q} Z v) = -\text{tr}(v w^T \eta_{p,q} Z),$$

where $\text{tr}(w^T \eta_{p,q} v) = w^T \eta_{p,q} v$ as $w^T \eta_{p,q} v \in \mathbb{R}$, and where we used $Z^T \eta_{p,q} = -\eta_{p,q} Z$ for all $Z \in \mathfrak{so}(p, q)$. Moreover, since $Z \in \mathfrak{so}(p, q)$ we also get

$$\langle Z w, v \rangle_{p,q} = -\langle w, Z v \rangle_{p,q} = \text{tr}(v w^T \eta_{p,q} Z).$$

With these relations we calculate $\langle [w, v], Z \rangle_{\mathfrak{so}(p, q)}$ and obtain the desired equality

$$\langle [w, v], Z \rangle_{\mathfrak{so}(p, q)} = -\text{tr} \left( \frac{1}{2} (w v^T - v w^T) \eta_{p,q} Z \right) = \frac{1}{2} \left( \text{tr}(w v^T \eta_{p,q} Z) - \text{tr}(v w^T \eta_{p,q} Z) \right) = \langle Z w, v \rangle_{p,q}.$$

Example 4. Representation of Clifford algebras. Let $(\mathbb{R}^r, s, \langle \cdot, \cdot \rangle_{r,s})$, and let $\text{Cl}_{r,s}$ denote the Clifford algebra generated by $\mathbb{R}^r$. Let $J : \text{Cl}_{r,s} \to \text{End}(V)$ be a Clifford algebra representation on the finite-dimensional vector space $V$. We identify $V$ (or $V \oplus V$ if it is necessary) with $\mathbb{R}^{p,p}$, equipped with the scalar product $\langle \ldots \rangle_{p,p}$, such that $W = J(\mathbb{R}^r) \subseteq \mathfrak{so}(p, p)$ if $s > 0$. If $s = 0$, then we identify $V$ with the Euclidean space $\mathbb{R}^m$, and in this case $W = J(\mathbb{R}^{r,0}) \subseteq \mathfrak{so}(m)$. As it was observed in Remark \cite{1} the scalar product on $V$ should be neutral in the case $s > 0$, that determines the choice of the scalar product $\langle \cdot, \cdot \rangle_{p,p}$ and the inclusion of $W = J(\mathbb{R}^r)$ into the space $\mathfrak{so}(p, p)$.

3.6. Reduction of a 2-step nilpotent Lie algebra to the standard pseudo-metric 2-step nilpotent Lie algebra. We start from the following observation relating elements in $\mathfrak{so}(m)$ and $\mathfrak{so}(p, q)$ with $p + q = m$. Let $\eta_{p,q} = \text{diag}(I_p, -I_q)$, $p + q = m$, and let $\nu_i = \nu_i(p, q)$ be defined by \cite{11}. Then, for any $(m \times m)$ matrix $A = \{a_{ij}\}_{i,j=1}^m$, we have

$$(A \eta_{p,q})_{ij} = a_{ij} \nu_j, \quad (\eta_{p,q} A)_{ij} = a_{ij} \nu_i.$$ Let $C \in \mathfrak{so}(m)$, and define $D = C \eta_{p,q}$ (or equivalently, $D_{ij} = \nu_j C_{ij}$). We claim that $D \in \mathfrak{so}(p, q)$. Indeed,

$$\eta_{p,q} D^T \eta_{p,q} = \eta_{p,q} (C \eta_{p,q})^T \eta_{p,q} = \eta_{p,q} \eta_{p,q} C^t \eta_{p,q} = -C \eta_{p,q} = -D.$$

Analogously, we can show that $\bar{D} = \eta_{p,q} C \in \mathfrak{so}(p, q)$ if $C \in \mathfrak{so}(m)$, $m = p + q$. Let us prove the following technical lemma.

Lemma 3. Let $\mathfrak{g}$ be a 2-step nilpotent Lie algebra, such that $\dim([\mathfrak{g}, \mathfrak{g}]) = n$, and let the complement $V$ to $[\mathfrak{g}, \mathfrak{g}]$ be of dimension $m$. Denote by $z_1, \ldots, z_n$ a basis of $[\mathfrak{g}, \mathfrak{g}]$, and by $v_1, \ldots, v_m$ a basis of $V$. Let $[v_i, v_j] = \sum_{k=1}^n C_{ij}^k z_k$ for $1 \leq i, j \leq m$. Then the matrices $D^k = C^k \eta_{p,q}$ are linearly independent in any $\mathfrak{so}(p, q)$, $p + q = m$. 
Proof. It was proved in [15] that \( C^1, \ldots, C^n \) are linearly independent in \( \mathfrak{so}(m) \). Thus for any real numbers \( \alpha_1, \ldots, \alpha_n \) we have
\[
\sum_{k=1}^{n} \alpha_k C^k = 0 \iff \alpha_k = 0, \ k = 1, 2, \ldots, n.
\]
Then
\[
0 = \left( \sum_{k=1}^{n} \alpha_k C^k \right) \eta_{p,q} = \sum_{k=1}^{n} \alpha_k C^k \eta_{p,q} = \sum_{k=1}^{n} \alpha_k D^k \iff \alpha_k = 0, \ k = 1, 2, \ldots, n.
\]

Any 2-step nilpotent Lie algebra \( \mathfrak{g} \) defines a subspace \( \mathcal{C} \subset \mathfrak{so}(m) \), where \( \mathcal{C} = \text{span}_\mathbb{R}\{C^1, \ldots, C^k\} \) and moreover, this subspace is non-degenerate in \( \mathfrak{so}(m) \). This fact allows to construct the isomorphism between \( \mathfrak{g} \) and the corresponding standard metric Lie algebra \( \mathcal{G} = \mathbb{R}^n \oplus \mathcal{C} \) with positive-definite scalar product, see [15]. The space \( \mathcal{C} \) also generates spaces \( \mathcal{D} = \text{span}_\mathbb{R}\{D^1, \ldots, D^k\}, D^j = C^j \eta_{p,q}, \) in each \( \mathfrak{so}(p,q) \). Moreover, if \( \mathcal{D} \subset \mathfrak{so}(p,q) \) is non-degenerate with respect to the restriction of the indefinite trace metric to \( \mathcal{D} \) in \( \mathfrak{so}(p,q) \), then there is an isomorphism between \( \mathfrak{g} \) and the standard pseudo-metric Lie algebra \( \mathcal{G} = \mathbb{R}^{p,q} \oplus \mathcal{D} \) as it is shown in the following theorem.

**Theorem 4.** Let \( \mathfrak{g} \) be a 2-step nilpotent Lie algebra such that \( \dim([\mathfrak{g}, \mathfrak{g}]) = n \), and the complement \( V \) to \([\mathfrak{g}, \mathfrak{g}]\) is of dimension \( m \). Then there exists an \( n \)-dimensional subspace \( \mathcal{D} \) of \( \mathfrak{so}(p,q) \), \( p + q = m \), \( n \leq \frac{m(m-1)}{2} \) such that if \( \mathcal{D} \) is an \( n \)-dimensional non-degenerate subspace of \( \mathfrak{so}(p,q) \), then \( \mathfrak{g} \) is isomorphic as a Lie algebra to the standard pseudo-metric 2-step nilpotent Lie algebra \( \mathcal{G} = \mathbb{R}^{p,q} \oplus \mathcal{D} \).

**Proof.** Let \( \mathfrak{g} = V \oplus [\mathfrak{g}, \mathfrak{g}] \), \( v_1, \ldots, v_m \) be a basis of \( V \), and let \( z_1, \ldots, z_n \) be a basis of \([\mathfrak{g}, \mathfrak{g}]\). Let \( e_1, \ldots, e_{p+q} \) be the standard orthonormal basis in \( \mathbb{R}^{p,q} \) with the scalar product \( \langle \cdot, \cdot \rangle_{p,q} \).

Let \( [v_i, v_j]_{\mathfrak{g}} = \sum_{k=1}^{n} C^k_{ij} z_k \) for \( 1 \leq i, j \leq m \) and \( D^k = \eta_{p,q} C^k \). Choose a pair \( p, q \in \mathbb{N}, p + q = m \), such that the space \( \mathcal{D} = \text{span}\{D^1, \ldots, D^n\} \subset \mathfrak{so}(p,q) \) is non-degenerate with respect to the metric \( \langle \cdot, \cdot \rangle_{\mathfrak{so}(p,q)} \). Let \( \rho_1, \ldots, \rho_n \) be a basis of \( \mathcal{D} \), such that \( \langle \rho_k, D^l \rangle_{\mathfrak{so}(p,q)} = \delta_{kl} \) for \( 1 \leq k, l \leq n \).

Define a linear isomorphism \( T: \mathfrak{g} \to \mathcal{G} \) by
\[
T(v_i) = e_i, \quad i = 1, \ldots, m, \quad T(z_k) = -\rho_k, \quad k = 1, \ldots, n.
\]

We claim that \( T \) is a Lie algebra isomorphism and it suffices to show that
\[
T([v_i, v_j]_{\mathfrak{g}}) = [T(v_i), T(v_j)]_{\mathcal{G}}.
\]

Note that
\[
\langle [T(v_i), T(v_j)]_{\mathcal{G}}, D^k \rangle_{\mathfrak{so}(p,q)} = \langle [e_i, e_j]_{\mathcal{G}}, D^k \rangle_{\mathfrak{so}(p,q)} = \langle D^k(e_i), e_j \rangle_{p,q} = (e_i)^t (D^k) \eta_{p,q} e_j = ((D^k)^t \eta_{p,q})_{ij} = ((C^k)^t)_{ij} = -C_{ij}^k = C_{ji}^k.
\]
On the other hand,

\[
\langle T([v_i, v_j])_{\mathfrak{so}(p,q)} D^k \rangle_{\mathfrak{so}(p,q)} = \sum_{r=1}^{n} C_{ij}^r T(z_r), D^k \rangle_{\mathfrak{so}(p,q)} = -\sum_{r=1}^{n} C_{ij}^r (\rho_r, D^k)_{\mathfrak{so}(p,q)}
\]

which finishes the proof.

3.7. Examples of standard pseudo-metric algebras. Let us consider three pseudo $H$-type Lie algebras $\mathfrak{n}_{2,0}$, $\mathfrak{n}_{1,1}$, and $\mathfrak{n}_{0,2}$ and show that they can be realised as standard pseudo-metric algebras for some choice of $\mathfrak{so}(p,q)$.

The pseudo $H$-type Lie algebra $\mathfrak{n}_{2,0}$. The algebra $\mathfrak{n}_{2,0}$ is constructed from the Clifford algebra $\text{Cl}_{2,0}$. Thus the centre of $\mathfrak{n}_{2,0}$ is isomorphic to $\mathbb{R}^2$ and the complement to the centre is isomorphic to $\mathbb{R}^4$ with the standard Euclidean metrics.

Let $(z_1, z_2)$ be the standard basis of $\mathbb{R}^2$, and let $J_{z_1}, J_{z_2} \in \mathfrak{so}(4)$ be such that

\[
J_{z_1}^2 = J_{z_2}^2 = -\text{Id}_{\mathbb{R}^4}, \quad J_{z_1} J_{z_2} = -J_{z_2} J_{z_1}.
\]

We chose the following orthonormal basis in $\mathbb{R}^4$ constructed by

\[
v_1 = e_1, \quad v_2 = J_{z_2} J_{z_1} v_1, \quad v_3 = J_{z_1} v_1, \quad v_4 = J_{z_2} v_1.
\]

In the basis \{v_1, v_2, v_3, v_4\} the matrices of the maps $J_{z_1}$, $J_{z_2}$ take the following form:

\[
J_{z_1} = \begin{pmatrix}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}, \quad J_{z_2} = \begin{pmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}.
\]

Maps $J_{z_i}$ permute the basis of $\mathbb{R}^4$ by the rule:

\[
J_{z_1} v_1 = v_3, \quad J_{z_1} v_2 = v_4, \quad J_{z_1} v_3 = -v_1, \quad J_{z_1} v_4 = -v_2, \\
J_{z_2} v_1 = v_4, \quad J_{z_2} v_2 = -v_3, \quad J_{z_2} v_3 = v_2, \quad J_{z_2} v_4 = -v_1.
\]

According to the equality $\langle [v_\alpha, v_\beta], z_i \rangle_{2,0} = \langle J_{z_i} v_\alpha, v_\beta \rangle_{4,0}$, we calculate the structural constants in $[v_\alpha, v_\beta] = C_{\alpha\beta}^1 z_1 + C_{\alpha\beta}^2 z_2$ as

\[
(22) \quad C^1 = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{pmatrix}, \quad C^2 = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}.
\]

We see that $C^i = -J_{z_i}$. This also follows from the choice of the orthonormal basis by

\[
C_{\alpha\beta}^i = \langle [v_\alpha, v_\beta], z_i \rangle_{2,0} = \langle J_{z_i} v_\alpha, v_\beta \rangle_{4,0} = v_\alpha^t J_{z_i} v_\beta = (J_{z_i}^t)_{\alpha\beta} = -(J_{z_i})_{\alpha\beta}.
\]

The pseudo $H$-type Lie algebra $\mathfrak{n}_{1,1}$. The Lie algebra is constructed from the Clifford algebra $\text{Cl}_{1,1}$, and therefore, the centre of $\mathfrak{n}_{1,1}$ is isomorphic to $\mathbb{R}^{1,1}$ and the complement to the centre is isomorphic to $\mathbb{R}^{2,2}$ with the corresponding metric.
We start from the basis \( \{z_1, z_2\} \) of the centre and two skew-symmetric maps \( J_{z_1}, J_{z_2} \in \mathfrak{so}(2,2) \), satisfying
\[
J_{z_1}^2 = -\text{Id}_{\mathbb{R}^{2,2}}, \quad J_{z_2}^2 = \text{Id}_{\mathbb{R}^{2,2}}, \quad J_{z_1}J_{z_2} = -J_{z_2}J_{z_1}.
\]
Choose the orthonormal basis in \( \mathbb{R}^{2,2} \)
\[
v_1 = e_1, \quad v_2 = J_{z_1}v_1, \quad v_3 = J_{z_2}v_1, \quad v_4 = J_{z_2}J_{z_1}v_1.
\]
The maps \( J_{z_1}, J_{z_2} \) take the form in the basis \( \{v_1, v_2, v_3, v_4\} \):
\[
J_{z_1} = \begin{pmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix}, \quad J_{z_2} = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix},
\]
and they permute the basis vectors as
\[
J_{z_1}v_1 = v_2, \quad J_{z_1}v_2 = -v_1, \quad J_{z_1}v_3 = -v_4, \quad J_{z_1}v_4 = v_3, \\
J_{z_2}v_1 = v_3, \quad J_{z_2}v_2 = v_4, \quad J_{z_2}v_3 = v_1, \quad J_{z_2}v_4 = v_2.
\]
We calculate the structural constants in \( \{v_\alpha, v_\beta\} = C_{\alpha\beta}^1 z_1 + C_{\alpha\beta}^2 z_2 \) according to the rule \( \langle [v_\alpha, v_\beta], z_i \rangle_{1,1} = \langle J_{z_1}v_\alpha, v_\beta \rangle_{2,2} \) as
\[
C^1 = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix}, \quad C^2 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}.
\]
We see that \( C^1 = -\eta_{2,2} J_{z_1} \) and \( C^2 = \eta_{2,2} J_{z_2} \). They are also defined by the choice of the orthonormal basis as
\[
\nu_1(1,1) C_{\alpha\beta}^i = \langle [v_\alpha, v_\beta], z_i \rangle_{1,1} = \langle J_{z_1}v_\alpha, v_\beta \rangle_{2,2} = -v_\alpha^t \eta_{2,2} J_{z_1} v_\beta = -(\eta_{2,2} J_{z_1})_{\alpha\beta}.
\]
Recall the notation \( (11) \) for \( \nu_1(p, q) \).

**The Pseudo H-Type Lie Algebra n_{0,2}.** This Lie algebra is related to the representation \( J: \text{Cl}_{0,2} \rightarrow \text{End}(\mathbb{R}^{2,2}) \). We start from an orthonormal basis \( \{z_1, z_2\} \) of the centre isomorphic to \( \mathbb{R}^{0,2} \) and skew-symmetric maps \( J_{z_1}, J_{z_2} \in \mathfrak{so}(2,2) \):
\[
J_{z_1}^2 = J_{z_2}^2 = \text{Id}_{\mathbb{R}^{2,2}}, \quad J_{z_1}J_{z_2} = -J_{z_2}J_{z_1}.
\]
Choose the orthonormal basis for \( \mathbb{R}^{2,2} \) as
\[
v_1 = e_1, \quad v_2 = J_{z_1}J_{z_2}v_1, \quad v_3 = J_{z_1}v_1, \quad v_4 = J_{z_2}v_1.
\]
The matrices of the maps \( J_{z_1}, J_{z_2} \) written in the basis \( \{v_1, v_2, v_3, v_4\} \) are:
\[
J_{z_1} = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad J_{z_2} = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \\ 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix},
\]
and the permutation rule is
\[
J_{z_1}v_1 = v_3, \quad J_{z_1}v_2 = v_4, \quad J_{z_1}v_3 = v_1, \quad J_{z_1}v_4 = v_2, \\
J_{z_2}v_1 = v_4, \quad J_{z_2}v_2 = -v_3, \quad J_{z_2}v_3 = -v_2, \quad J_{z_2}v_4 = v_1.
\]
According to the relation \( \langle [v_\alpha, v_\beta], z_i \rangle_{0,2} = \langle J_{z_i} v_\alpha, v_\beta \rangle_{2,2} \) we calculate the structure constants in \([v_\alpha, v_\beta] = C^1_{\alpha\beta} z_1 + C^2_{\alpha\beta} z_2\) as

\[
C^1 = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{pmatrix}, \quad C^2 = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}
\]

We see that \(C^i = \eta_{2,2} J_{z_i}\), or it can be found from

\[
\nu_i(0,2) C^i_{\alpha\beta} = \langle [v_\alpha, v_\beta], z_i \rangle_{0,2} = -\langle v_\alpha, J_{z_i} v_\beta \rangle_{2,2} = -v_\alpha^t \eta_{2,2} J_{z_i} v_\beta = -(\eta_{2,2} J_{z_i})_{\alpha\beta}.
\]

Since \(\nu_i(0,2) = -1\) for \(i = 1, 2\), we obtain \(C^i = \eta_{2,2} J_{z_i}\).

It follows from above that the pseudo \(H\)-type Lie algebras \(n_{2,0}\) and \(n_{0,2}\) coincide as Lie algebras. It can be interpreted as the following illustration to Theorem \[\] The Lie algebra \(n_{2,0}\) is isomorphic to the standard metric Lie algebra \(G = \mathbb{R}^4 \oplus C\) with \(C = \text{span} \{C^1, C^2\} \subset so(4)\) and with \(C^1, C^2\) given by \(22\). This standard metric Lie algebra is the \(H\)-type algebra because the skew-symmetric maps \(J_{z_1} = -C^1\) and \(J_{z_2} = -C^2\) satisfy the additional conditions \(J^2_{z_i} = \text{Id}_{\mathbb{R}^4}\) and \(J_{z_1} J_{z_2} = -J_{z_2} J_{z_1}\). Let us check if the Lie algebra \(n_{2,0}\) can be isomorphic to the standard Lie algebra generated by other choices of \(\mathbb{R}^{p,q}\), \(p + q = 4\).

**Cases \(\mathbb{R}^{3,1}\) and \(\mathbb{R}^{1,3}\).** We calculate the matrices

\[
D^1 = C^1 \eta_{3,1} = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{pmatrix}, \quad D^2 = C^2 \eta_{3,1} = \begin{pmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}
\]

Since \(\langle D^1, D^2 \rangle_{so(3,1)} = \text{tr}(\eta_{3,1}(D^1)^t \eta_{3,1} D^2) = 0\), the subspace \(D = \text{span} \{D^1, D^2\} \subset so(3,1)\) is degenerate, and actually, the scalar product \(\langle \cdot, \cdot \rangle_{so(3,1)}\) vanishes on \(D\), and therefore, the Lie algebra \(n_{2,0}\) can not be realised as a standard pseudo-metric Lie algebra in \(\mathbb{R}^{3,1} \oplus D\). Recall, that the index of the space \(so(3,1)\) with respect to the trace metric \(\langle \cdot, \cdot \rangle_{so(3,1)}\) is \((3,3)\). The same calculations are valid for the case of \(\mathbb{R}^{1,3}\), and we conclude that the Lie algebra \(n_{2,0}\) can be realised as the standard pseudo-metric Lie algebra neither as \(\mathbb{R}^{3,1} \oplus D, D \subset so(3,1)\) nor as \(\mathbb{R}^{1,3} \oplus D, D \subset so(1,3)\).

**Case \(\mathbb{R}^{2,2}\).** In this case we use \(\eta_{2,2}\) and deduce the following matrices

\[
D^1 = C^1 \eta_{2,2} = \begin{pmatrix}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{pmatrix}, \quad D^2 = C^2 \eta_{2,2} = \begin{pmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}
\]

from the matrices in \(22\). In this case \(\langle D^1, D^1 \rangle_{so(2,2)} = -4, \langle D^2, D^2 \rangle_{so(2,2)} = -4\), \(\langle D^1, D^2 \rangle_{so(2,2)} = 0\). The subspace \(D = \text{span} \{D^1, D^2\} \subset so(2,2)\) is non-degenerate and has index \((r, s) = (0, 2)\). Therefore, the Lie algebra \(n_{2,0}\) can be realised as a standard metric Lie algebra \(\mathbb{R}^{2,2} \oplus D, D \subset so(2,2)\), and it gives the pseudo \(H\)-type Lie algebra \(n_{2,0}\) constructed above. The last statement is valid due to the relations \(J^2_{z_i} = \text{Id}_{\mathbb{R}^{2,2}}\) and \(J_{z_1} J_{z_2} = -J_{z_2} J_{z_1}\).
Now we turn to the Lie algebra \( \mathfrak{n}_{1,1} \). The analogous calculations show that this Lie algebra can be realised in \( \mathbb{R}^4 \oplus C \) with \( C = \text{span}\{ C^1, C^2 \} \subset \mathfrak{so}(4) \), where \( C^1, C^2 \) are from [23], but this is not an \( H \)-type Lie algebra (with a positive-definite scalar product), see Remark 1. The Lie algebra can be realised neither in \( \mathfrak{so}(1,3) \), due to the degeneracy of the corresponding spaces \( D \). In the case \( \mathfrak{so}(2,2) \), the matrices

\[
D^1 = C^1\eta_{2,2} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad D^2 = C^2\eta_{2,2} = \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}
\]

satisfying \( \langle D^1, D^1 \rangle_{\mathfrak{so}(2,2)} = 4, \langle D^2, D^2 \rangle_{\mathfrak{so}(2,2)} = -4 \), and \( \langle D^1, D^2 \rangle_{\mathfrak{so}(2,2)} = 0 \) span a two-dimensional non-degenerate space of index \( (r,s) = (1,1) \) in \( \mathfrak{so}(2,2) \). Recall, that the index of the space \( \mathfrak{so}(2,2) \) is \((2,4)\). The standard metric Lie algebra \( \mathbb{R}^{2,2} \oplus \mathcal{D} \), \( \mathcal{D} \subset \mathfrak{so}(2,2) \), in this case is the pseudo \( H \)-type Lie algebra \( \mathfrak{n}_{1,1} \).

Finally, we observe that \( D^k = C^k\eta_{2,2} = -\eta_{2,2} v^k(1,1).J_z \eta_{2,2} \). Thus, we also have that \( (D^1)^t = -D^1, (D^2)^t = D^2 \) and \( \mathcal{D} \) is closed under transposition.

4. Isomorphism properties

4.0.1. Isomorphism properties defined by skew-symmetric maps. Given a scalar product space \( (V, \langle \cdot, \cdot \rangle_V) \) the space \( \mathfrak{o}(V) \) of skew-symmetric maps has a scalar product defined by the trace. Let \( J: U \rightarrow \mathfrak{o}(V, \langle \cdot, \cdot \rangle_V) \) be an injective map, and let the space \( J(U) \) be a non-degenerate subspace in \( \mathfrak{o}(V, \langle \cdot, \cdot \rangle_V) \). Then, we can pull back the trace metric from \( \mathfrak{o}(V) \) to \( U \). We write

\[
\langle z, z' \rangle_{U,c} = -c^2 \text{tr}(J_z J_{z'}), \quad \text{for any } z, z' \in U,
\]

and for any \( c \neq 0 \). This scalar product has an index, which we denote by \( (r,s) \), and it depends on the choice of the map \( J: U \rightarrow \mathfrak{o}(V) \). The scalar product space \( (U, \langle \cdot, \cdot \rangle_{U,c}) \) is degenerate if \( J(U) \) is degenerate with respect to the trace metric. Let us assume that \( (U, \langle \cdot, \cdot \rangle_{U,c}) \) is a non-degenerate scalar product space, and let \( \langle \cdot, \cdot \rangle_{c} \) be the 2-step nilpotent Lie algebra structure on \( \mathfrak{g} = V \oplus U \) defined by the map \( J: U \rightarrow \mathfrak{o}(V) \) by means of (14). The spaces \( V \) and \( U \) are orthogonal with respect to the scalar product \( \langle \cdot, \cdot \rangle_{\mathfrak{g}} = \langle \cdot, \cdot \rangle_V + \langle \cdot, \cdot \rangle_{U,c} \).

**Definition 8.** The Lie algebra \( \mathfrak{g} = (V \oplus U, \langle \cdot, \cdot \rangle_{\mathfrak{g}} = \langle \cdot, \cdot \rangle_V + \langle \cdot, \cdot \rangle_{U,c}) \) described above is called the standard pseudo-metric 2-step nilpotent Lie algebra induced by the map \( J: U \rightarrow \mathfrak{o}(V, \langle \cdot, \cdot \rangle_V) \).

Diagonalising the matrix of the scalar product \( \langle \cdot, \cdot \rangle_V \), we get the matrix \( \eta = \text{diag}(1_p, -1_q) \) defining the canonical scalar product \( \langle u, v \rangle_{p,q} = \sum_{i=1}^p u_i v_i - \sum_{i=p+1}^{p+q} u_i v_i \) for \( u = (u_1, \ldots, u_m), \, v = (v_1, \ldots, v_m) \), \( m = p + q \), and the matrix of the skew-symmetric map \( J_z \) will satisfy the condition \( \eta_{p,q} J_z^1 \eta_{p,q} = -J_z \). Since the trace does not depend on the choice of coordinates we get a symmetric bilinear form defining a scalar product on \( U \), which also can be written as \( \langle z, z' \rangle_{U,c} = c^2 \text{tr}(\eta_{p,q} J_z^1 \eta_{p,q} J_{z'}) = -c^2 \text{tr}(J_z J_{z'}) \).
Lemma 4. In the notations above, if the scalar product \( \langle z, z' \rangle_{U,c} \) is non-degenerate, then the standard pseudo-metric Lie algebra \( \mathfrak{G} \) induced by \( J \) has no abelian factor. If two scalar products \( \langle \cdot, \cdot \rangle_V^1 \) and \( \langle \cdot, \cdot \rangle_V^2 \) on \( V \) have equal indices, and the sets of spacelike (timelike and null) vectors are the same, then the commutator \([\cdot, \cdot]_c\) does not depend on the choice of the scalar product \( \langle \cdot, \cdot \rangle_V^i \) on \( V, \ i = 1, 2\).

**Proof.** If the scalar product \( \langle z, z' \rangle_{U,c} \) is non-degenerate and the map \( J : U \to \mathfrak{o}(V) \) is injective, then the Lie algebra structure \((\mathfrak{G}, [\cdot, \cdot]_c)\) is unique up to an isomorphism and \( \mathfrak{G} \) has the trivial abelian factor by Lemma 1 and Corollary 3. □

Lemma 5. Let \((V, \langle \cdot, \cdot \rangle_V)\) be a scalar product space, let \( U_1, U_2 \) be two finite dimensional vector spaces, and let \( J_1 : U_1 \to \mathfrak{o}(V, \langle \cdot, \cdot \rangle_V), J_2 : U_2 \to \mathfrak{o}(V, \langle \cdot, \cdot \rangle_V) \) be two injective skew-symmetric linear maps such that \( J_1(U_1) = J_2(U_2) = W \subseteq \mathfrak{o}(V, \langle \cdot, \cdot \rangle_V) \).

Let \( \mathfrak{G}_1 = (V \oplus U_1, [\cdot, \cdot]_1) \) and \( \mathfrak{G}_2 = (V \oplus U_2, [\cdot, \cdot]_2) \) be two pseudo-metric Lie algebras induced by the maps \( J_1 \) and \( J_2 \). Then \( \mathfrak{G}_1 \) and \( \mathfrak{G}_2 \) are isomorphic as Lie algebras.

**Proof.** It suffices to construct an isomorphism between the Lie algebras \( \mathfrak{G}_1 \) and \( \mathfrak{G}_2 \) only for the case, when \( J_1(U_1) = W = U_2 \) and \( J_2 = \iota : W \hookrightarrow \mathfrak{o}(V, \langle \cdot, \cdot \rangle_V) \) is the inclusion map.

We define scalar products on \( U_1 \) and \( U_2 \) by

\[
\langle \zeta, \zeta' \rangle_{U_1} = -\text{tr}(J_1(\zeta)J_1(\zeta')), \quad \zeta, \zeta' \in U_1,
\]

\[
\langle z, z' \rangle_{U_2} = -\text{tr}(J_2(z)J_2(z')) = -\text{tr}(zz'), \quad z, z' \in U_2 = W \subseteq \mathfrak{o}(V, \langle \cdot, \cdot \rangle_V).
\]

Denote by \([\cdot, \cdot]_1, [\cdot, \cdot]_2\) the commutators constructed by means of these scalar products, respectively. Define the map \( \varphi : V \oplus U_1 \to V \oplus U_2 = V \oplus W \) by

\[
\varphi = \begin{cases} 
\text{Id}_V & \text{on } V, \\
J_1 & \text{on } U_1.
\end{cases}
\]

Then we need to show that \( \varphi([v, w]^1) = [\varphi(v), \varphi(w)]^2 \). Let \( v, w \in V, z \in W \) be arbitrarily chosen, and let \( \zeta_0 \in U_1 \) be the unique element such that \( J_1(\zeta_0) = z = J_2(z) \). Then,

\[
\langle \varphi([v, w]^1), z \rangle_{U_2} = \langle J_1([v, w]^1), J_1(\zeta_0) \rangle_{U_2} = -\text{tr}(J_1([v, w]^1)J_1(\zeta_0))
\]

\[
= \langle [v, w]^1, \zeta_0 \rangle_{U_1} = \langle J_1(\zeta_0)v, w \rangle_V
\]

\[
= \langle J_2(z)v, w \rangle_V = \langle [v, w]^2, z \rangle_{U_2} = ([\varphi(v), \varphi(w)]^2, z)_{U_2},
\]

because \( \varphi = \text{Id}_V \). This finishes the proof because the scalar product is non-degenerate. □

4.1. **Action of \( \text{GL}(m) \) and \( \mathfrak{gl}(m) \) on the Lie algebra \( \mathfrak{so}(p, q), p + q = m \).** If we have two scalar product spaces \((U, \langle \cdot, \cdot \rangle_U)\) and \((V, \langle \cdot, \cdot \rangle_V)\) and an operator \( A : U \to V \), we say that the formula \( A^T x, y)_V = (x, Ay)_V \) defines the transpose \( A^T \) to \( A \) with respect to the scalar products \( \langle \cdot, \cdot \rangle_U \) and \( \langle \cdot, \cdot \rangle_V \). We call attention of the reader that the notation \( A^t \) is used for the transpose matrix \( A \).

Let \( \eta_{p,q} = \text{diag}(I_p, -I_q) \), and let \( A \in \text{GL}(m) \). Define the action \( \rho \) of \( A \) on \( \mathfrak{so}(p, q) \) by

\[
Z \mapsto \rho(A)Z = AZA^T \eta_{p,q}, \quad \text{where} \quad A^T \eta_{p,q} = \eta_{p,q}A^t \eta_{p,q}, \quad Z \in \mathfrak{so}(p, q).
\]
Indeed, if \( Z^{\eta_{p,q}} = -Z \), then \((AZ\eta_{p,q})^{\eta_{p,q}} = AZ^{\eta_{p,q}}A^{\eta_{p,q}} = -AZA^{\eta_{p,q}}\). We remind that the operation \( A^{\eta_{p,q}} \) gives us the transpose matrix to \( A \) with respect to the scalar product \((\cdot, \cdot)_{p,q}\). The action \( \rho \) is a left action on \( \mathfrak{so}(p,q) \). The map \( \rho(A) \) is invertible and its inverse is given by \((\rho(A))^{-1} = \rho(A^{-1})\) which shows that \( \rho(A) \in \text{Aut}(\mathfrak{so}(p,q)) \). Thus, the map

\[
\rho: \text{GL}(m) \to \text{Aut}(\mathfrak{so}(p,q))
\]
defines a group homomorphism.

The differential \( d\rho \) of the map \( \rho \) is the Lie algebra homomorphism

\[
d\rho: \mathfrak{gl}(m) \to \text{End}(\mathfrak{so}(p,q))
\]
defined by \( \mathcal{A} \mapsto d\rho(\mathcal{A})Z = AZ + ZA^{\eta_{p,q}} \), with \( \mathcal{A} \in \mathfrak{gl}(m) \), \( Z \in \mathfrak{so}(p,q) \). Let us prove some properties of the maps \( \rho \) and \( d\rho \).

**Lemma 6.** Let \( A \in \text{GL}(m) \) and \( \mathcal{A} \in \mathfrak{gl}(m) \) be arbitrary elements. Then

\[
\begin{align*}
\langle \rho(A)Z, Z' \rangle_{\mathfrak{so}(p,q)} &= \langle Z, \rho(A^{\eta_{p,q}})Z' \rangle_{\mathfrak{so}(p,q)}, \\
d\rho(\mathcal{A})Z, Z' \rangle_{\mathfrak{so}(p,q)} &= \langle Z, d\rho(\mathcal{A}^{\eta_{p,q}})Z' \rangle_{\mathfrak{so}(p,q)}
\end{align*}
\]

for any \( Z, Z' \in \mathfrak{so}(p,q) \). We can reformulate (25) as

\[
(\rho(A))^T = \rho(A^{\eta_{p,q}}), \\
(d\rho(\mathcal{A}))^T = d\rho(\mathcal{A}^{\eta_{p,q}}),
\]

where the superscript \( T \) stands for the transpose map with respect to the scalar product \((\cdot, \cdot)_{\mathfrak{so}(p,q)}\).

**Proof.** We calculate

\[
\langle \rho(A)Z, Z' \rangle_{\mathfrak{so}(p,q)} = -\text{tr}(AZA^{\eta_{p,q}}Z') = -\text{tr}(ZA^{\eta_{p,q}}Z')A = \langle Z, \rho(A^{\eta_{p,q}})Z' \rangle_{\mathfrak{so}(p,q)}
\]

by the property of the trace of the product. The other equality is obtained similarly.

**Lemma 7.** All 2-step nilpotent free algebras \( F_2(p,q) \) with \( p+q = m \) are isomorphic.

**Proof.** To prove Lemma 7 we show that any 2-step nilpotent Lie algebra \( F_2(p,q) = \mathbb{R}^{p,q} \oplus \mathfrak{so}(p,q) \) with \( p+q = m \) is isomorphic to \( F_2(m) = \mathbb{R}^m \oplus \mathfrak{so}(m) \). Recall the definition of the Lie bracket from Example 1 and formula (20). Let \( v_{ij} = -\frac{1}{2}(E_{ij} - E_{ji}) \), \( i \leq j = 1, \ldots, m \), be a standard basis of the group \( \mathfrak{so}(m) \). Here \( E_{ij} \) is \((m \times m)\)-matrix having 1 at the position \((ij)\) and 0 everywhere else. Then the matrices \( \phi_{ij} = -\frac{1}{2}(E_{ij} - E_{ji}) \eta_{p,q}, i \leq j = 1, \ldots, m \), form a basis of the space \( \mathfrak{so}(p,q) \). We define the isomorphism \( f: \mathfrak{so}(m) \to \mathfrak{so}(p,q) \) by \( f(v_{ij}) = \phi_{ji} \). Then we extend this isomorphism to the isomorphism \( F_2(m) \to F_2(p,q) \) by

\[
e_k \mapsto e_k, \quad v_{ij} \mapsto \phi_{ij}, \quad \text{for} \quad 0 < k < m, \quad 0 < i \leq j \leq m = p + q.
\]

It follows that

\[
f([v_{jk}, e_i + v_{lr}]) = 0 = [\phi_{jk}, e_i + \phi_{lr}] = [f(v_{jk}), f(e_i + v_{lr})],
\]

\[
f([e_i, e_j]) = f(v_{ij}) = \phi_{ij} = -\frac{1}{2}(E_{ij} - E_{ji})\eta_{p,q} = [e_i, e_j] = [f(e_i), f(e_j)].
\]

Hence \( f \) is a Lie algebra isomorphism.
At the end of the proof we observe that the orthogonal basis of $F_2(m)$ is mapped to the orthogonal basis of $F_2(p, q)$, $p + q = m$ under the isomorphism $f$. The equalities
$$
\langle E_{ij}, E_{\alpha\beta} \rangle_{\mathfrak{so}(m)} = -\text{tr}(E_{ij}E_{\alpha\beta}) = \delta_{i\alpha}\delta_{j\beta},
$$
show that the basis $v_{ij} - \frac{1}{2}(E_{ij} - E_{ji})$ is orthonormal with respect to the trace metric, and the basis $\phi_{ij} = -\frac{1}{2}(E_{ij} - E_{ji})\eta_{p,q}$ of the space $\mathfrak{so}(p, q)$ satisfies the relations
$$
\langle (\phi_{ij}), (\phi_{\alpha\beta}) \rangle_{\mathfrak{so}(p,q)} = -\text{tr}(\phi_{ji}\phi_{\alpha\beta}) = \nu_{ij}\delta_{i\alpha}\delta_{j\beta},
$$
where
$$
\nu_{ij} = \begin{cases} 
1, & \text{if } i < j \leq p \text{ or } i > p \\
-1, & \text{if } j > p \text{ and } i \leq p.
\end{cases}
$$

Lemma 7 allows us to reformulate some results proved in [14, 15, 16] for the 2-step free Lie algebras $F_2(p, q)$. Let us denote by $\text{Aut}(F_2(p, q))$ the group of automorphisms of $F_2(p, q)$.

**Lemma 8.** For any $\phi \in \text{Aut}(F_2(p, q))$, there exists a unique element $A \in \text{GL}(m)$, $m = p + q$ and $S \in \text{Hom}(\mathbb{R}^{p,q}, \mathfrak{so}(p,q))$, such that
a) $\phi(x) = Ax + S(x)$ for all $x \in \mathbb{R}^{p,q}$,
b) $\phi(Z) = AZA^{\eta_{p,q}}$ for all $Z \in \mathfrak{so}(p,q)$.
Conversely, given $(A,S) \in \text{GL}(m) \times \text{Hom}(\mathbb{R}^{p,q}, \mathfrak{so}(p,q))$, $m = p+q$, there is a unique automorphism $\phi \in \text{Aut}(F_2(p, q))$ that satisfies a) and b).

**Proof.** An analog of Lemma 8 for the free group $F_2(m)$ was proved in [16]. Let $f$ be an isomorphism between $F_2(m)$ and $F_2(p, q)$, $m = p + q$, which exists by Lemma 7. Then, for any $\varphi \in \text{Aut}(F_2(m))$ the superposition $\phi = f \circ \varphi \circ f^{-1}$ is an automorphism of $F_2(p, q)$. Thus, for every automorphism $\phi \in \text{Aut}(F_2(p, q))$, there exists a unique $\varphi \in \text{Aut}(F_2(m))$, $m = p + q$, with $\phi = f \circ \varphi \circ f^{-1}$, and moreover, a unique $A \in \text{GL}(m)$, $S' \in \text{Hom}(\mathbb{R}^m, \mathfrak{so}(m))$, such that the properties a) and b) are satisfied with $f \circ S' = S \in \text{Hom}(\mathbb{R}^{p,q}, \mathfrak{so}(p,q))$. The converse statement follows easily. \qed

Let $\mathfrak{g}$ be a 2-step nilpotent Lie algebra with $\dim([\mathfrak{g}, \mathfrak{g}]) = n$, with $m$-dimensional complement $V$, and with the adapted basis $\{w_1, \ldots, w_m, Z_1, \ldots, Z_n\}$, see Section 2.4. If $[w_i, w_j] = \sum_{k=1}^n C_{ij}^k Z_k$, then we call the space $C = \text{span}\{C^1, \ldots, C^n\} \subset \mathfrak{so}(m)$ the structure space and the spaces $D_{p,q} = \text{span}\{C^1\eta_{p,q}, \ldots, C^n\eta_{p,q}\} \subset \mathfrak{so}(p,q)$ are called the structure $\eta_{p,q}$-spaces. In the following propositions, we aim at showing that the structure $\eta_{p,q}$-spaces of the 2-step nilpotent Lie algebra $\mathfrak{g}$ are orbits in the Grassmann manifold.

**Proposition 4.** Let $\{w_1, \ldots, w_m, Z_1, \ldots, Z_n\}$ and $\{\hat{w}_1, \ldots, \hat{w}_m, \hat{Z}_1, \ldots, \hat{Z}_n\}$ be two adapted bases of a 2-step nilpotent Lie algebra $\mathfrak{g}$ with corresponding structure $\eta_{p,q}$-spaces $D_{p,q} = \text{span}\{C^1\eta_{p,q}, \ldots, C^n\eta_{p,q}\}$ and $\hat{D}_{p,q} = \text{span}\{\hat{C}^1\eta_{p,q}, \ldots, \hat{C}^n\eta_{p,q}\}$. Let $A \in \text{GL}(m)$, $m = p + q$ be such that $\hat{v}_i = \sum_{j=1}^m A_{ij}v_j$. Then $AD_{p,q}A^{\eta_{p,q}} = D_{p,q}$. 

Proof. The statement follows from the definition of the action of $GL(m)$ on $\mathfrak{so}(p,q)$.

\[ \square \]

**Proposition 5.** Let $d$ be an integer with $1 \leq d \leq \dim(\mathfrak{so}(p,q))$. Let $W_1, W_2 \subset \mathfrak{so}(p,q)$ be two $d$-dimensional non-degenerate with respect to $\langle \cdot, \cdot \rangle_{\mathfrak{so}(p,q)}$ subspaces. Then, the following statements are equivalent:

1) The Lie algebra $F_2(p,q)/W_1$ is isomorphic to $F_2(p,q)/W_2$;
2) There exists an element $A \in GL(m)$, $m = p + q$ such that $A W_1 A^{w,q} = W_2$;
3) The Lie algebra $F_2(p,q)/W_1^\perp$ is isomorphic to $F_2(p,q)/W_2^\perp$.

**Proof.** First we show that the statements 1) and 2) are equivalent. Recall that for any pair $(p, q)$ with $p + q = m$ and $W_1, W_2 \subset \mathfrak{so}(p,q)$ we have $W_1 \eta_{p,q}, W_2 \eta_{p,q} \in \mathfrak{so}(m)$. The Lie algebras $F_2(m)/(W_1 \eta_{p,q})$ and $F_2(m)/(W_2 \eta_{p,q})$ are shown to be isomorphic [16], if and only if, there exists $A \in GL(m)$, such that $A W_1 \eta_{p,q} A^t = W_2 \eta_{p,q}$. The last equality can be written as $AW_1 A^{w,q} = W_2$. Let $f$ be an isomorphism between $F_2(m)$ and $F_2(p,q)$. Hence, $W_i = f(W_i \eta_{p,q})$ and $F_2(p,q)/W_i = f(F_2(m)/(W_i \eta_{p,q}))$ for $i = 1, 2$. This implies that $F_2(m)/(W_1 \eta_{p,q})$ and $F_2(m)/(W_2 \eta_{p,q})$ are isomorphic, if and only if, $F_2(p,q)/W_1$ is isomorphic to $F_2(p,q)/W_2$.

Now we show that the statements 1) and 3) are equivalent. The arguments above illustrates that $F_2(p,q)/W_1$ is isomorphic to $F_2(p,q)/W_2$, if and only if, $F_2(m)/(W_1 \eta_{p,q})$ is isomorphic to $F_2(m)/(W_2 \eta_{p,q})$. This is equivalent to the statement that $F_2(m)/(W_1 \eta_{p,q})^\perp$ is isomorphic to $F_2(m)/(W_2 \eta_{p,q})^\perp$ by [16]. Define the map $f^*: F_2(m) \to F_2(p,q)$ by

$$
\begin{align*}
e_i &\mapsto \\
&= 0, \quad \text{for } 1 \leq i \leq p, \\
&= 0, \quad \text{for } 1 \leq i \leq p + q.
\end{align*}
$$

Then $F_2(m)/(W_1 \eta_{p,q})^\perp$ is isomorphic to the quotient $F_2(m)/(W_2 \eta_{p,q})^\perp$, if and only if, $F_2(p,q)/\eta_{p,q}(W_1 \eta_{p,q})^\perp$ is isomorphic to $F_2(p,q)/\eta_{p,q}(W_2 \eta_{p,q})^\perp$.

It only remains to prove that $W_i$, $i = 1, 2$, is orthogonal to $\eta_{p,q}(W_i \eta_{p,q})^\perp$ with respect to the metric $\langle \cdot, \cdot \rangle_{\mathfrak{so}(p,q)}$. For any $w \in W_i$ and any $v \in (W_i \eta_{p,q})^\perp$ it follows that

$$
\langle w, \eta_{p,q} v \rangle_{\mathfrak{so}(p,q)} = -\text{tr}(w \eta_{p,q} v) = \langle w \eta_{p,q}, v \rangle_{\mathfrak{so}(m)} = 0,
$$

as $w \eta_{p,q} \in W_i \eta_{p,q}$ and $v \in (W_i \eta_{p,q})^\perp$. Since $\dim(\eta_{p,q}(W_i \eta_{p,q})^\perp) = \dim(\mathfrak{so}(p,q)) - \dim(W_i)$ and $W_i$ non-degenerate, it follows that $\eta_{p,q}(W_i \eta_{p,q})^\perp = W_i^\perp$. \[ \square \]

**Proposition 6.** Let $w_1, \ldots, w_m, Z_1, \ldots, Z_n$ be an adapted basis for a 2-step nilpotent Lie algebra $\mathfrak{g}$ with the structure space $C = \text{span} \left\{ C^1, \ldots, C^n \right\} \subset \mathfrak{so}(m)$.

Let $p: F_2(p,q) \to \mathfrak{g}$, $p + q = m$, be a unique Lie algebra homomorphism defined by $\rho(e_i) = w_i$ for $i = 1, \ldots, m$. Then $p$ is surjective and if $\mathcal{C}_{\eta_{p,q}} \subset \mathfrak{so}(p,q)$ is non-degenerate, then $\ker(p)$ is the orthogonal complement $(\mathcal{C}_{\eta_{p,q}})^\perp$ to $\mathcal{C}_{\eta_{p,q}}$ in $\mathfrak{so}(p,q)$ with respect to $\langle \cdot, \cdot \rangle_{\mathfrak{so}(p,q)}$.

**Proof.** It is known that the Lie algebra homomorphism $\rho_1: F_2(m) \to \mathfrak{g}$ with $\rho_1(e_i) = w_i$ for $i = 1, \ldots, m$ is surjective and $\ker(\rho_1)$ is the orthogonal complement to $\mathcal{C}$ in $\mathfrak{so}(m)$ with respect to $\langle \cdot, \cdot \rangle_{\mathfrak{so}(m)}$, see for instance [16]. Then, we define the surjective
linear map $\rho = \rho_1 \circ (f^*)^{-1} : F_2(p, q) \to \mathfrak{g}$ with $f^*$ to be the isomorphism between $F_2(m)$ and $F_2(p, q)$ from the proof of Proposition 5. Proposition 5 also shows that if $\mathcal{C}p,q$ is non-degenerate in $\mathfrak{so}(p, q)$, then $(\mathcal{C}p,q)\perp = \eta_{p,q}(C)^\perp$. Since

$$(f^*)^{-1}(\mathcal{C}p,q)\perp = (f^*)^{-1}(\eta_{p,q}(C)^\perp)) = \eta_{p,q}^2C = C = \ker(\rho),$$

it follows that $\ker(\rho) = (\mathcal{C}p,q)\perp$.

Corollary 4. Let $W_1$ and $W_2$ be non-degenerate $d$-dimensional subspaces of $\mathfrak{so}(p, q)$, and let $\mathcal{G}_1 = \mathbb{R}^{p,q} \oplus W_1$ and $\mathcal{G}_2 = \mathbb{R}^{p,q} \oplus W_2$ be the corresponding standard pseudo-metric 2-step nilpotent Lie algebras, then the following statements are equivalent.

- The Lie algebra $\mathcal{G}_1$ is isomorphic to $\mathcal{G}_2$.
- There exists $A \in \text{GL}(m)$, such that $AW_1A^{\eta_{p,q}} = W_2$, $p + q = m$.

Proof. The Lie algebras $\mathcal{G}_i$ are isomorphic to $F_2(p, q)/W_i$ for $i = 1, 2$ by Proposition 6. The statement of the corollary follows now by using Proposition 5.

Assume that $\mathfrak{g}$ is a 2-step nilpotent Lie algebra with a 1-dimensional commutator ideal $[\mathfrak{g}, \mathfrak{g}]$, and assume that there exist positive integers $p, q$ and a non-degenerate one-dimensional subspace $W$ in $\mathfrak{so}(p, q)$, such that $\mathfrak{g}$ is isomorphic to $\mathbb{R}^{p,q} \oplus W$ with $m = p + q \geq 2$. Let us define the set $\mathcal{A}_{p,q} = \{Z \in \mathfrak{so}(p, q) | \text{rank } Z \text{ is maximal}\}$.

Corollary 5. The group $O(m)$ acts transitively by $\eta_{p,q}$-conjugation on $\mathcal{A}_{p,q}$, where $m = p + q$.

Proof. We define the set $\mathcal{A}_m = \{Z \in \mathfrak{so}(m) | \text{rank } Z \text{ is maximal}\}$ which is Zariski open in $\mathfrak{so}(m)$. The group $O(m)$ acts transitively on it by conjugation, see [16]. Notice that $A_m^{\eta_{p,q}} = \mathcal{A}_{p,q}$. For every $Z, Y \in \mathcal{A}_m$ there exists an $A \in O(m)$, such that $Z = AYA^{\eta_{p,q}} = AYA^t$. Then,

$$Z^{\eta_{p,q}} = AY^{\eta_{p,q}}A^{-1} = AY^{\eta_{p,q}}A^t = AY^{\eta_{p,q}}A^{\eta_{p,q}},$$

with $Z^{\eta_{p,q}}, Y^{\eta_{p,q}} \in \mathcal{A}_{p,q}$. This finishes the proof.

5. Lie triple system as a rational subspace

5.1. Lie triple systems. In the present section we collect some useful facts about the Lie triple system of an arbitrary Lie algebra $\mathfrak{g}$. A reader familiar with this notion can skip this section.

Definition 9. A subspace $W$ of $\mathfrak{g}$ is called a Lie triple system if $[W, [W, W]] \subset W$.

Define the centre $\mathfrak{Z}(W)$ of $W$ by

$$\mathfrak{Z}(W) = \{a \in W | [a, b] = 0 \text{ for all } b \in W\}.$$  

We say that $\mathfrak{Z}(W)$ is compact if $\exp(\mathfrak{Z}(W))$ is a compact subgroup of the group $G$ corresponding to the Lie algebra $\mathfrak{g}$.

Proposition 7. The set $\exp(\mathfrak{Z}(W))$ is a connected abelian subgroup of the Lie group corresponding to the Lie algebra $\mathfrak{g}$.

Proof. We observe that the centre $\mathfrak{Z}(W)$ of the Lie triple system $W$ is commutative and the standard arguments finish the proof.
Proposition 8. Let \((\mathfrak{g},[[.,.]]\rangle\) be a Lie algebra, and let \(W\) be its Lie triple system. Then, \([W,W]\) and \(W + [W,W]\) are subalgebras of \(\mathfrak{g}\).

Proof. To show that \([W,W]\) is a subalgebra, we need to check
\[\quad ([W,W],[W,W]) \subset [W,W].\]
Let \(w_1, w_2, w_1', w_2' \in W\), then with the notation \([[w_1', w_2'], w_2'']] = u\), we get
\[\quad [[w_1, w_2], [w_1', w_2']] = [[w_1, w_2], u] = -[[w_2', w_1], w_2] - [[u, w_1], w_2] \in [W,W],\]
by the Jacobi identity, because \([w_2', u], [u, w_1] \in W\) by the definition of the Lie triple system, \([W,[W,W]] \subset W\).

To prove the second statement we choose arbitrary \(a, b, c, x, y, z \in W\) and write
\[\quad a + [b, c], x + [y, z] = [a, x] + [a, [y, z]] + [[b, c], x] + [[b, c], [y, z]] \in W + [W,W]\]
by the first statement and by the definition of the Lie triple system. \(\square\)

Remark 2. Let us denote the sets in Proposition 8 by \(\mathfrak{p} = W\), \(\mathfrak{t} = [W,W]\), and \(\mathcal{L} = W + [W,W]\). Then Proposition 8 implies that the Lie algebra \(\mathcal{L}\) admits the decomposition \(\mathcal{L} = \mathfrak{t} + \mathfrak{p}\) with the Cartan pair \(\mathfrak{t}, \mathfrak{p}\) satisfying (27)
\[\quad [\mathfrak{t}, \mathfrak{t}] \subseteq \mathfrak{t}, \quad [\mathfrak{t}, \mathfrak{p}] \subseteq \mathfrak{p}, \quad [\mathfrak{p}, \mathfrak{p}] \subseteq \mathfrak{t}.\]
Note that if a Lie algebra \(\mathfrak{h}\) admits a direct sum decomposition \(\mathfrak{h} = \mathfrak{t} \oplus \mathfrak{p}\) satisfying (27), then there is an involution \(\theta: \mathfrak{h} \to \mathfrak{h}\) (\(\theta^2 = \text{Id}_\mathfrak{h}\)) possessing the following properties
\[\quad \mathfrak{t} \subset \mathfrak{h} \quad \text{is such that} \quad \theta(t) = t, \quad \forall t \in \mathfrak{t},\]
\[\quad \mathfrak{p} \subset \mathfrak{h} \quad \text{is such that} \quad \theta(p) = -p, \quad \forall p \in \mathfrak{p}.\]

Given a Lie algebra \((\mathfrak{g},[[.,.]]\rangle\), we denote by \(\text{ad}_v: \mathfrak{g} \to \mathfrak{g}\) the linear map defined by \(\text{ad}_v(u) = [v, u]\). The map \(\text{ad}: \mathfrak{g} \to \text{End}(\mathfrak{g})\) is a Lie algebra homomorphism, named the adjoint representation of the Lie algebra \(\mathfrak{g}\). The kernel of the adjoint map \(\text{ad}\) is the centre of the Lie algebra.

Definition 10. Let \(\mathfrak{g}\) be a Lie algebra. A scalar product \(\langle ., . \rangle\) on \(\mathfrak{g}\) is called ad-invariant if
\[\quad \langle \text{ad}_v(u), w \rangle = -\langle u, \text{ad}_v(w) \rangle.\]
Equivalently, it can be stated that the map \(\text{ad}_v: \mathfrak{g} \to \mathfrak{g}\) is skew-symmetric with respect to the scalar product \(\langle ., . \rangle\).

Proposition 9. Let \((\mathfrak{g},[[.,.]]\rangle\) be a Lie algebra, let \(W\) its Lie triple system, and denote \(\mathcal{L} = W + [W,W]\). Let \(\mathfrak{z}(W)\) be the centre of \(W\), see (26), and let \(\langle ., . \rangle_{\mathcal{L}}\) an ad-invariant inner product on \(\mathcal{L}\). Then the following statements hold.

1. Denote by \(\mathfrak{z}(\mathcal{L})\) the centre of \(\mathcal{L}\). Then the Lie algebra \(\mathcal{L}\) is decomposed into the direct sum of two ideals \(\mathcal{L} = \mathfrak{z}(\mathcal{L}) \oplus [\mathcal{L}, \mathcal{L}]\), where the decomposition is orthogonal with respect to \(\langle ., . \rangle_{\mathcal{L}}\).
2. \(\mathfrak{z}(W) \subseteq \mathfrak{z}(\mathcal{L})\).
3. The centre \(\mathfrak{z}([\mathcal{L}, \mathcal{L}])\) of \([\mathcal{L}, \mathcal{L}]\) is trivial.
4. If \(\mathfrak{z}(\mathcal{L}) \neq 0\), then \(\mathfrak{z}(W) \neq 0\).
5. If $3(W) = 0$, then $\mathcal{L} = [\mathcal{L}, \mathcal{L}]$.

**Proof.** **Proof of 1.** Let $3(\mathcal{L})$ be the centre of the algebra $\mathcal{L}$. We will show that

$$3(\mathcal{L}) = [\mathcal{L}, \mathcal{L}]^\perp$$

with respect to the inner product $(\ldots, \ldots)_{\mathcal{L}}$. Let $z \in [\mathcal{L}, \mathcal{L}]^\perp$ and let $u, v \in \mathcal{L}$ be arbitrarily chosen. Then,

$$(u, z, v)_{\mathcal{L}} = -(z, [u, v])_{\mathcal{L}} = 0,$$

because the inner product is ad-invariant. It shows that $[u, z] = 0$, and therefore, $z \in 3(\mathcal{L})$, which implies that $3(\mathcal{L}) \supset [\mathcal{L}, \mathcal{L}]^\perp$. Reversing the arguments we show the inverse inclusion, and conclude that $\mathcal{L} = 3(\mathcal{L}) \oplus [\mathcal{L}, \mathcal{L}]$ by (29).

**Proof of 2.** Choose arbitrarily $z \in 3(W)$ and $u, v, w \in W$. Then we obtain

$$[z, u + [v, w]] = [z, u] - [w, [z, v]] - [v, [w, z]] = 0 \text{ by the Jacobi identity.}$$

Thus, $z \in 3(\mathcal{L})$.

**Proof of 3.** Let $z \in 3([\mathcal{L}, \mathcal{L}])$. Then for any $u \in \mathcal{L}$ and $a \in [\mathcal{L}, \mathcal{L}]$, we have

$$0 = (u, [z, a])_{\mathcal{L}} = (z, [u, a])_{\mathcal{L}}.$$

Therefore, $z \in [\mathcal{L}, \mathcal{L}]^\perp = 3(\mathcal{L})$, and simultaneously, $z \in 3([\mathcal{L}, \mathcal{L}]) \subset [\mathcal{L}, \mathcal{L}]$. We conclude that $z = 0$ by item 1.

**Proof of 4.** Let $z \in 3(\mathcal{L})$ and $z \neq 0$. Then

$$[\mathcal{L}, \mathcal{L}] \subset \mathcal{L} \quad ([\mathcal{L}, \mathcal{L}] \text{ is a proper subset of } \mathcal{L} \text{ by item 1.)}$$

Since $[\mathcal{L}, \mathcal{L}] = [W, W] + [W, [W, W]]$, we conclude that

$$[W, [W, W]] \subset W \quad ([W, [W, W]] \text{ is a proper subset of } W).$$

Let $[W, [W, W]]^\perp$ be the orthogonal complement to $[W, [W, W]]$ in $\mathcal{L}$ with respect to $(\ldots, \ldots)_{\mathcal{L}}$. Then, $A = W \cap [W, [W, W]]^\perp \neq \emptyset$. We claim that $A \subset 3(W)$. Pick arbitrarily $a, b, c \in W$ and $y \in A$, $y \neq 0$. Then, $[c, [a, b]] \subset [W, [W, W]]$, and therefore,

$$0 = (y, [c, [a, b]])_{\mathcal{L}} = ([y, c], [a, b])_{\mathcal{L}} \implies [y, W] \subset [W, W]^\perp.$$

On the other hand, $[y, W] \subset [W, W]$, which implies $[y, W] = 0$ and thus $y \in 3(W)$. We conclude that $3(W) \neq 0$.

**Proof of 5.** If $3(W) = 0$, then we conclude that $3(\mathcal{L}) = 0$ by item 4, and $\mathcal{L} = [\mathcal{L}, \mathcal{L}]$ by item 1.

Next step is the study of irreducible Lie triple systems in $\mathfrak{g}$. We recall some definitions and properties.

**Definition 11.** The Killing form $B_\mathfrak{g}$ on a Lie algebra $\mathfrak{g}$ is the map $B_\mathfrak{g}: \mathfrak{g} \times \mathfrak{g} \to \mathbb{R}$ defined by

$$B_\mathfrak{g}(u, v) := \text{tr}(\text{ad}_u \circ \text{ad}_v).$$
The kernel of the Killing form $B_g$ on a Lie algebra $g$ is defined as
\[ \ker(B_g) = \{ x \in g \mid B_g(x, u) = 0 \text{ for all } u \in g \}. \]

Notice that the kernel of a Killing form is always an ideal of $g$ due to the adjoint invariance of the Killing form. Indeed if $x \in \ker(B_g)$, then for any $u, v \in g$
\[ B_g([x, v], u) = B_g(x, [v, u]) = 0 \implies [\ker(B_g), g] \subset \ker(B_g). \]

According to the Cartan criterion, a Lie algebra $g$ is semisimple if and only if the Killing form $B_g$ is non-degenerate on $g$, or equivalently the kernel $\ker(B_g)$ is trivial. In particular, since the Lie algebra $so(p, q)$ is simple, the Killing form $B_{so(p, q)}$ is non-degenerate.

**Definition 12.** Let $g$ be a Lie algebra. A Lie triple system $W$ of $g$ is called irreducible if there are no Lie triple systems $W_1$ and $W_2$ of $g$ such that
\[ W = W_1 \oplus W_2, \quad [W_1, W_2] = \{0\}. \]

**Proposition 10.** Let $W$ be a non-abelian Lie triple system of $g$, let $\mathfrak{z}(W)$ be its centre, let $\mathcal{L} = W + [W, W]$, and let $(\cdot, \cdot)_{\mathcal{L}}$ be an ad-invariant inner product on $\mathcal{L}$. Then the following properties hold.

1. If $\mathfrak{z}(W) \neq 0$, and if $W_1 = \mathfrak{z}(W)^{\perp}$ is its orthogonal complement in $W$ with respect to $(\cdot, \cdot)_{\mathcal{L}}$, then $W_1$ is a non-abelian Lie triple system and $W = \mathfrak{z}(W) \oplus_{\perp} W_1$.
2. There are non-abelian irreducible Lie triple systems $W_j$ with $[W_i, W_j] = \{0\}$, $i \neq j$, such that $W = \mathfrak{z}(W) \oplus \left( \oplus_{j=1}^{N} W_j \right)$.
3. If $\mathcal{L} = W + [W, W]$ and $W \cap [W, W] \neq \{0\}$, then $W$ is reducible, and $W = W_1 \oplus_{\perp} W_2$, $[W_1, W_2] = \{0\}$, where $W_1 = W \cap [W, W]$, $W_2$ is the orthogonal complement of $W_1$ in $W$ with respect to $(\cdot, \cdot)_{\mathcal{L}}$.

If moreover, $W$ is an irreducible non-abelian Lie triple system of $g$, then
4. $\mathcal{L} = W = [W, W]$ or $W \cap [W, W] = \{0\}$, and $\mathcal{L} = W \oplus [W, W]$; furthermore, the Lie algebra $\mathcal{L}$ has trivial centre.
5. If $\mathcal{L} = W \oplus [W, W]$, then $B_{\mathcal{L}}([W, [W, W]]) = 0$. Thus, the decomposition into the direct sum is orthogonal with respect to the Killing form $B_{\mathcal{L}}$.

**Proof.** **Proof of 1.** Let $a, b, c \in W_1$ and $z \in \mathfrak{z}(W)$ be arbitrary elements. Then
\[ ([a, [b, c]], z)_{\mathcal{L}} = -([a, z], [b, c])_{\mathcal{L}} = 0 \implies [W_1, [W_1, W_1]] \subset \mathfrak{z}(W)^{\perp} = W_1, \]
and we conclude that $W_1$ is a Lie triple system.

**Proof of 2.** Since $W$ is non-abelian, it follows that $\mathfrak{z}(W) \neq W$, and we can write $W = \mathfrak{z}(W) \oplus W_1$, where $W_1$ is the orthogonal complement of $\mathfrak{z}(W)$ in $W$ with respect to $(\cdot, \cdot)_{\mathcal{L}}$. The set $\mathfrak{z}(W)$ is obviously a Lie triple system. The set $W_1$ is also a Lie triple system by arguing as in the proof of item 1.

If $W_1$ is irreducible, then we finish the proof. Otherwise, we write $W_1 = \oplus_{j=2}^{N} W_j$, where $W_j$ are non-abelian irreducible Lie triple systems such that $[W_i, W_j] = 0$, $i \neq j$, that finishes the proof of item 2.
Proof of 3. We need to prove that \( W_1 \) and \( W_2 \) are Lie triple systems of \( \mathfrak{g} \) such that \([W_1, W_2] = 0\).

Claim 1: \( W_1 \) is an ideal of \( \mathcal{L} \). Let \( a, b, c \in W \) and \( x \in W_1 = W \cap [W, W] \) be arbitrary. Then \([a + [b, c], x] = [a, x] + [[b, c], x]\), and \([a, x] \in W \cap [W, W] \), since \( x \in W \cap [W, W] \). Thus, \([a, W_1] \subseteq W_1 \). Analogously, \([[b, c], x] \in [W, W], W_1] \subseteq W_1 \) by \( x \in W \) and \([[b, c], x] \in [W, W], W_1] \subseteq W_1 \) since \( x \in [W, W] \), and therefore, \([[b, c], W_1] \subseteq W_1 \). This shows that \([\mathcal{L}, W_1] \subseteq W_1 \).

Claim 2: \( W_1 \) and \( W_2 \) are \( \text{ad}_{[W, W]} \) invariant. In particular, Claim 1 implies that \([[W, W], W_1] \subseteq W_1 \), i.e. \( W_1 \) is \( \text{ad}_{[W, W]} \)-invariant. To show the same for \( W_2 \) we take an arbitrary \( v \in W \) and write \( v = v_1 + v_2 \), where \( v_1 \in W_1, v_2 \in W_2 \). Then
\[
W \supseteq \text{ad}_{[W, W]}(v) = \text{ad}_{[W, W]}(v_1) + \text{ad}_{[W, W]}(v_2).
\]
Because of \( \text{ad}_{[W, W]}(v_1) \subseteq W_1 \), we conclude that \( \text{ad}_{[W, W]}(v_2) \subseteq W_2 \) for any \( v_2 \in W_2 \).

Claim 3: \( W_1 \) and \( W_2 \) are Lie triple systems. Note that \([W_1, W_1] \subseteq [W, W] \), since \( W_1 = W \cap [W, W] \) and \([W_2, W_2] \subseteq [W, W] \) by \( W \subseteq W_2 \). Then
\[
[[W_1, W_1], W_1] \subseteq [[W, W], W_1] \subseteq W_1
\]
because \( W_1 \) is \( \text{ad}_{[W, W]} \) invariant. The same reasons work for \( W_2 \).

Claim 4: \( [W_1, W_2] = 0 \). Notice
\[
([[W, W], [W_1, W_2]])_{\mathcal{L}} = ([[W, W], W_1], W_2))_{\mathcal{L}} = 0 \quad \text{by} \quad W_1 = W_2^\perp.
\]
Thus, \([W_1, W_2] \subseteq [W, W]^\perp \), and on the other hand \([W_1, W_2] \subseteq [W, W] \), since both \( W_1, W_2 \) are subsets of \( W \). We conclude that \([W_1, W_2] = 0 \).

Proof of 4. Let \( W_1 = W \cap [W, W] \), and let \( W_2 \) be the orthogonal complement to \( W_1 \) in \( W \) with respect to the inner product \( (\cdot, \cdot)_\mathcal{L} \). Then the consideration is reduced to two cases
\[
(a) \quad W_1 = 0 \quad \text{or} \quad (b) \quad W_1 \neq 0.
\]
In the case \((a)\), we get \( \mathcal{L} = W \oplus [W, W] \). In the case \((b)\) we obtain \( W = W_1 \oplus \perp W_2 \), and by the assumption of the irreducibility we conclude that \( W_2 = \{0\} \). Thus,
\[
W_1 = W \implies W = W_1 = W \cap [W, W] \subseteq [W, W] = \mathcal{L}.
\]
By taking \( \text{ad}_W \) of both sides of the latter equality, we obtain \([W, W] \subseteq [W, [W, W]] \subseteq W \). So we conclude that \( W = [W, W] = \mathcal{L} \).

Let us show that the centre \( \mathfrak{z}(\mathcal{L}) \) is trivial. If \( \mathfrak{z}(\mathcal{L}) \neq 0 \), then \( \mathfrak{z}(W) \neq 0 \) by item 4 of Proposition 3. If \( \mathfrak{z}(W) \neq 0 \), then \( W \) is reducible by the proofs of item 1 and 2 of Proposition 10. Thus, the centre \( \mathfrak{z}(\mathcal{L}) \) is trivial.

Proof of 5. Let \( \mathcal{L} = W \oplus [W, W] \) and let \( x, y \in [W, W] \) arbitrarily chosen. Then
\[
\text{ad}_y \text{ad}_x ([W, W]) \subseteq \text{ad}_y ([W, [W, W]]) \subseteq \text{ad}_y ([W, W]) \subseteq [W, W] \subseteq W
\]
and
\[
\text{ad}_y \text{ad}_x (W) \subseteq \text{ad}_y ([W, W]) \subseteq [W, W], [W, W] = [W, W].
\]
Thus, the operator $\text{ad}_y \text{ad}_x$ acts on $L = W \oplus [W, W]$ by interchanging the spaces $W$ and $[W, W]$ in the direct sum $W \oplus [W, W]$, i.e., $\text{ad}_y \text{ad}_x (W \oplus [W, W]) = [W, W] \oplus W$, and therefore,

$$0 = \text{tr}(\text{ad}_y \text{ad}_x) = B_L(x, y) \implies B_L(W, [W, W]) = 0.$$ 

\[ \square \]

**Proposition 11.** Let $W$ be a Lie triple system of $g$, let $3(W)$ be the centre of $W$, and let $L = W + [W, W]$. Then for any ad-invariant inner product $(\ldots)_L$ we have

1) $3(W) = 3(L)$, $L = 3(W) \oplus [L, L]$, and the direct sum is orthogonal with respect to $(\ldots)_L$;

2) Let $W_1$ denote the orthogonal complement to $3(W)$ in $W$ with respect to the inner product $(\ldots)_L$. Then $W_1$ is a Lie triple system of $g$ and the ideal $[L, L]$ of $L$ can be written as $[L, L] = W_1 + [W_1, W_1]$.

**Proof.** **Proof of 1.** If $W$ is abelian, then it is nothing to prove. Let $W$ be a non-abelian Lie triple system of $g$. Then we can write

$$W = 3(W) \oplus \left( \bigoplus_{j=1}^N W_j \right),$$

where $W_j$ are irreducible Lie triple systems such that $[W_i, W_j] = 0$, $i \neq j$, by item 2 of Proposition 10. We denote by $L_j = W_j + [W_j, W_j]$, $j = 1, \ldots, N$, Lie subalgebras of $g$. The algebras $L_j$ have trivial centres by item 4 of Proposition 10. Moreover, $[L_i, L_j] = 0$ for $i \neq j$ by the Jacobi identity and by $[W_i, W_j] = 0$. Thus, $L = W + [W, W] = 3(W) \oplus \left( \bigoplus_{j=1}^N L_j \right)$. The Lie algebra $L_0 = \oplus_{j=1}^N L_j$ has a trivial centre $3(L_0)$ because each of the Lie algebras $L_j$ has a trivial centre, and they mutually commute. Since we have $3(W) \subseteq 3(L)$ by item 2 of Proposition 9, we conclude that $3(W) = 3(L)$. Indeed, if we assume that there is $x \in 3(L)$ and $x \notin 3(W)$, then $x \in L_0$ due to the decomposition $L = 3(W) \oplus L_0$. But then $[x, y] = 0$ for any $y \in L$, and in particular, $[x, y_0] = 0$ for any $y_0 \in L_0 \subseteq L$. It follows that $x \in 3(L_0)$ and since $3(L_0) = \{0\}$, we conclude that $x = 0$. Now we show that the decomposition $L = 3(W) \oplus [L, L]$ is orthogonal with respect to the inner product $(\ldots)_L$. From

$$L = 3(W) \oplus L_0 = 3(L) \oplus L_0$$

we deduce that $[L, L] = [L_0, L_0] = L_0$, because the Lie algebra $L_0$ has a trivial centre. It is also clear that $L_0 = [L, L]$ is an ideal of $L$. Thus, the decomposition $L = 3(W) \oplus [L, L]$ will be orthogonal with respect to any ad-invariant inner product by item 1 of Proposition 9. 

**Proof 2.** If $3(W) = 0$, then there is nothing to prove. If $3(W) \neq 0$, then the orthogonal complement $W_1$ to $3(W)$ in $W$ with respect to the inner product is a Lie triple system by item 1 of Proposition 10. We only need to show that $L_0 = [L, L] = W_1 + [W_1, W_1]$. Denote $L_0^* = W_1 + [W_1, W_1]$. Since $W = 3(W) \oplus W_1$, we have

$$L = W + [W, W] = 3(W) + W_1 + [W_1, W_1] = 3(W) + L_0^*.$$
Claim 1: $L = 3(W) \oplus L_0^*$. Since $[3(W), W_1] = 0$, we obtain
\[(3(W), [W_1, W_1])_L = (W_1, [W_1, 3(W)])_L = 0. \]
Together with $(3(W), W_1)_L$ the latter equalities imply claim 1.

Claim 2: $[3(W), L_0^*] = 0$. This follows from the equality $[3(W), W_1] = 0$ and from the Jacobi identity.

Now the chain of inclusions
\[L_0 = [L, L] = ([3(W) + L_0^*], (3(W) + L_0^*)) = [L_0^*, L_0^*] \subseteq L_0^* \implies L_0 \subseteq L_0^* \]
follows from item 1 of Proposition 11 from claim 2, and from the fact that $L_0^*$ is a Lie algebra constructed from a Lie triple system, see Proposition 8. Finally, we conclude that
\[3(W) \oplus L_0^* = L = 3(W) \oplus L_0 \subseteq 3(W) \oplus L_0^* \]
by making use of claim 1. This implies $L_0^* = L_0$, which finishes the proof. □

Definition 13. We say that a Lie algebra $g$ is reductive if for each ideal $a$ in $g$, there is an ideal $b$ in $g$ with $g = a \oplus b$.

Let us recall the following statement: a Lie algebra $g$ is semisimple, if and only if, $g = a_1 \oplus \ldots \oplus a_j$ where $a_j$ are ideals, each of which is a simple Lie algebra. In this case the decomposition is unique, and the only ideals of $g$ are the sum of various $a_j$, see [27, Theorem 1.54]. So if a Lie algebra $g$ is a direct sum of a semisimple Lie algebra and an abelian Lie algebra, then $g$ is reductive. The following proposition shows that there are no other reductive Lie algebras.

Proposition 12. [27, Corollary 1.56] If $g$ is reductive, then $g = a \oplus [g, g]$ with $[g, g]$ semisimple and $a$ abelian.

An important example of reductive Lie algebras is given in the following statement.

Proposition 13. [27, Proposition 1.59] Let $g$ be a real Lie algebra of matrices over $\mathbb{R}$, $\mathbb{C}$ or $\mathbb{H}$, which is closed under the operation of conjugate transpose, then $g$ is reductive.

Corollary 6. If $W$ is a Lie triple system of $\mathfrak{so}(m)$, then the Lie algebra $L = W + [W, W]$ is reductive.

Proof. Since $C^t = -C$ for any $C \in \mathfrak{so}(m)$, we conclude that $C \in L$ implies $C^t = -C \in L$, and therefore, the Lie algebra $L$ is reductive. □

5.2. Lie triple system of $\mathfrak{so}(p, q)$ and representations of Clifford algebras.

We start from an example of the Lie triple system of $\mathfrak{so}(l, l)$ related to the representation of Clifford algebras $\text{Cl}_{r,s}$. Let us recall Example 4 where the subspace $W = J(\mathbb{R}^{r,s}) \subseteq \mathfrak{so}(l, l)$ was defined by the Clifford algebra representation $J: \text{Cl}_{r,s} \to \text{End}(\mathbb{R}^{l,l})$. The case $s = 0$ was studied in [15].

Proposition 14. The space $W$ is a Lie triple system of $\mathfrak{so}(l, l)$ with a trivial centre.
Proof. First we show that the vector space $W$ is a Lie triple system. For any $X_1, X_2, X_3 \in W$, with $X_i = \sum_{j=1}^{r+s} \lambda_{ij} J_{Z_j}$, $\lambda_{ij} \in \mathbb{R}$, where $\{Z_1, \ldots, Z_{r+s}\}$ is an orthonormal basis of $\mathbb{R}^{r,s}$, it follows that

$$[X_1, [X_2, X_3]] = \sum_{j,k,l=1}^{r+s} \lambda_{1j} \lambda_{2k} \lambda_{3l} [J_{Z_j}, [J_{Z_k}, J_{Z_l}]].$$

(30)

If we prove that $[J_{Z_j}, [J_{Z_k}, J_{Z_l}]] \in W$ for all $j, k, l \in \{1, \ldots, r+s\}$, then it will follow that $[X_1, [X_2, X_3]] \in W$. We recall that $J_{Z_j} J_{Z_k} = -J_{Z_k} J_{Z_j}$ for all $j \neq k$. If all indices $j, k, l$ are different, then

$$[J_{Z_j}, [J_{Z_k}, J_{Z_l}]] = [J_{Z_j}, J_{Z_k} J_{Z_l}] - [J_{Z_j}, J_{Z_l} J_{Z_k}] = J_{Z_j} J_{Z_k} J_{Z_l} - J_{Z_k} J_{Z_l} J_{Z_j}$$

$$- J_{Z_j} J_{Z_k} J_{Z_l} + J_{Z_l} J_{Z_k} J_{Z_j} = 0 \in W.$$

If $j = k$, then $[J_{Z_j}, [J_{Z_k}, J_{Z_l}]] = -4 \langle J_{Z_j}, J_{Z_l} \rangle_{r,s} J_{Z_l} \in W$. If $k = l$ or $j = k = l$, then $[J_{Z_j}, [J_{Z_k}, J_{Z_l}]] = 0 \in W$. So we conclude that $W = J(\mathbb{R}^{r,s})$ is a Lie triple system.

Let us show that the centre of $W$ defined by (26) is trivial. For any $Z, Z' \in \mathbb{R}^{r,s}$ we obtain

$$[J_{Z}, J_{Z'}] = J_{Z} J_{Z'} - J_{Z'} J_{Z} = \begin{cases} 2J_{Z} J_{Z'} & \text{if } \langle Z, Z' \rangle_{r,s} = 0, \\ -2J_{Z'} J_{Z} + \langle Z, Z' \rangle_{r,s} \text{Id}_V, & \text{if } \langle Z, Z' \rangle_{r,s} \neq 0. \end{cases}$$

Let us assume that the centre $Z(W)$ is non-trivial and that there is $Z \in \mathbb{R}^{r,s}$, $Z \neq 0$, such that $[J_{Z}, J_{Z'}] = 0$ for all $Z' \in \mathbb{R}^{r,s}$. There are two possible cases $\langle Z, Z' \rangle_{r,s} \neq 0$, and $\langle Z, Z' \rangle_{r,s} = 0$.

Case $\langle Z, Z' \rangle_{r,s} \neq 0$. Then $J_{Z}^2 = -\langle Z, Z' \rangle_{r,s} \text{Id}_V$ implies that $J_{Z}$ is invertible. The orthogonal complement to span $\{Z\}$ is a non-degenerate scalar product space, and there is $Z' \in \text{span} \{Z\}$, such that $\langle Z', Z' \rangle_{r,s} \neq 0$. Then $J_{Z'}$ is also invertible and so is $J_{Z} J_{Z'}$, that yields $J_{Z} J_{Z'} \neq 0$. It follows that $[J_{Z}, J_{Z'}] = 2J_{Z} J_{Z'} \neq 0$, which is a contradiction to the assumption that $J_{Z} \in Z(W)$ with $Z \neq 0$.

Case $\langle Z, Z' \rangle_{r,s} = 0$. First we notice that $J_{Z}$ can not be invertible since $J_{Z}^2 = 0$. Let $Z'$ be an element of $\mathbb{R}^{r,s}$ such that $\langle Z, Z' \rangle_{r,s} \neq 0$, which exists because $\langle \cdot, \cdot \rangle_{r,s}$ is non-degenerate. Then, since $J_{Z} \in Z(W)$, we obtain

$$[J_{Z}, J_{Z'}] = -2J_{Z'} J_{Z} + \langle Z, Z' \rangle_{r,s} \text{Id}_V = 0,$$

which is equivalent to $J_{Z'} J_{Z} = 2 \langle Z, Z' \rangle_{r,s} \text{Id}_V$. But this implies that $J_{Z}$ is invertible with the inverse $(2 \langle Z, Z' \rangle_{r,s})^{-1} J_{Z'}$. We again come to the contradiction. \hfill \Box

Proposition 15. Let $W$ be a Lie triple system of $\mathfrak{so}(l,l)$ defined by a representation of the Clifford algebra. Then $L = W + [W, W] = [L, L]$.

Proof. It was shown in Proposition 14 that the centre of $W$ is trivial. Then applying item 1 of Proposition 14 we finish the proof. \hfill \Box

Working with a subalgebra $L$ of $\mathfrak{so}(p,q)$ we use the following definition of the transpose: $D^t = -\eta_{p,q} D \eta_{p,q}$, $\eta_{p,q} = \text{diag}(I_p, -I_q)$. It is not true in general, that $D \in L$ implies $D^t \in L$. Any vector subspace $C \subset \mathfrak{so}(m)$ is closed under transposition, because $C \subset \mathfrak{so}(m)$ is closed under $D^t = -C \subset C$. It is not generally true for vector subspaces of $\mathfrak{so}(p,q)$. They are only closed under the $\eta_{p,q}$-transposition: $D^t_{\eta_{p,q}} = \eta_{p,q} D \eta_{p,q} = -D$. 


Proposition 16. Let $\mathcal{C} \subset \mathfrak{o}(m)$ and $\eta_{p,q} = \text{diag}(I_p, -I_q)$. Define

$$\mathcal{D}_1 = \mathcal{C} \eta_{p,q} = \{C \eta_{p,q} \mid C \in \mathcal{C}\} \subset \mathfrak{o}(p,q),$$

$$\mathcal{D}_2 = \eta_{p,q} \mathcal{C} = \{\eta_{p,q} C \mid C \in \mathcal{C}\} \subset \mathfrak{o}(p,q).$$

Then, if the indefinite scalar product $\langle ., . \rangle_{\mathfrak{o}(p,q)}$ is non-degenerate on $\mathcal{D}_1$, then it is non-degenerate on $\mathcal{D}_2$ and on $\mathcal{D}_1 + \mathcal{D}_2$. Moreover, the space $\mathcal{D}_1 + \mathcal{D}_2$ is invariant under transposition and involution

$$\theta: \mathfrak{o}(p,q) \to \mathfrak{o}(p,q)$$

$$X \mapsto \eta_{p,q} X \eta_{p,q}$$

Proof. We can show that the vectors $D_i = \eta_{p,q} C_i \in \mathcal{D}_2$, are linearly independent if the vectors $C_i \in \mathcal{C}$ are linearly independent by the same arguments as in Lemma 3. Observe that the equalities

$$\theta(\mathcal{D}_1) = \eta_{p,q} \mathcal{D}_1 \eta_{p,q} = \eta_{p,q} \mathcal{C} \eta_{p,q} = \eta_{p,q} \mathcal{C} = \mathcal{D}_2$$

imply $\mathcal{D}_1^\perp = -\theta(\mathcal{D}_1) = -\mathcal{D}_2$. The space $\mathcal{D}_1 + \mathcal{D}_2$ is invariant under the transposition and involution $\theta$, because

$$(\mathcal{D}_1 + \mathcal{D}_2)^\perp = -(\mathcal{D}_1 + \mathcal{D}_2), \quad \theta(\mathcal{D}_1 + \mathcal{D}_2) = \mathcal{D}_1 + \mathcal{D}_2.$$ 

If the metric $\langle ., . \rangle_{\mathfrak{o}(p,q)}$ is non-degenerate on $\mathcal{D}_1$, then for any $X \in \mathcal{D}_1$, there is $Y \in \mathcal{D}_1$, such that

$$\langle X, Y \rangle_{\mathfrak{o}(p,q)} = -\text{tr}(XY) \neq 0.$$ 

Then,

$$\langle \eta_{p,q} X \eta_{p,q}, \eta_{p,q} Y \eta_{p,q} \rangle_{\mathfrak{o}(p,q)} = -\text{tr}(\eta_{p,q} X Y \eta_{p,q}) = -\text{tr}(XY) \neq 0$$

and $\langle ., . \rangle_{\mathfrak{o}(p,q)}$ is non-degenerate on $\mathcal{D}_2$. □

Corollary 7. Under the assumptions of Proposition 16, the subspaces $\mathcal{D}_1$ and $\mathcal{D}_2$ are isometric.

Proof. Since $\theta(\mathcal{D}_1) = \mathcal{D}_2$, then

$$-\text{tr}(DD') = -\text{tr}(\eta_{p,q} D \eta_{p,q} \eta_{p,q} D' \eta_{p,q}) = -\text{tr}(\theta(D) \theta(D')),$$

for $D, D' \in \mathcal{D}_1$. □

The Lie triple systems $W$ associated with a representation of a Clifford algebra form simple or semisimple subalgebras $\mathfrak{L} = W + [W, W]$ of $\mathfrak{o}(l, l)$. Before we formulate a precise statement and a proof we show the following lemma.

Lemma 9. Let a Lie triple system $W$ be associated with a representation of a Clifford algebra $J: \text{Cl}_{r,s} \to \mathfrak{o}(l, l)$. Then the Lie algebra $\mathfrak{L} = W + [W, W]$ is generated by the basis

$$\{J_{Z_i}, J_{Z_j} J_{Z_k}, \ i, j, k, = 1, \ldots, r + s, j < k\},$$

where $Z_1, \ldots, Z_{r+s}$ is an orthonormal basis of $\mathbb{R}^{r,s}$. 

Proof. Recall that the representations of the Clifford algebra \( \text{Cl}_{r,s} \) satisfy the relations

\[
J_Z J_{Z'} + J_{Z'} J_Z = -2 \langle Z, Z' \rangle_{r,s} \text{Id}_{\mathbb{R}^{r,s}}, \quad Z, Z' \in \mathbb{R}^{r,s}.
\]

Let \( \{ Z_1, \ldots, Z_n \} \), \( n = r + s \), be an orthonormal basis of \( \mathbb{R}^{r,s} \). Then the following commutation relations

\[
[J_{Z_i}, J_{Z_j}] = 2 J_{Z_i} J_{Z_j}, \quad [J_{Z_i}, [J_{Z_i}, J_{Z_j}]] = -4 \langle Z_i, Z_j \rangle_{r,s} J_{Z_j}, \quad [J_{Z_i}, [J_{Z_j}, J_{Z_k}]] = 0,
\]

hold. Thus, the Lie algebra \( \mathcal{L} = W + [W, W] \) is generated by the set \( \{ J_{Z_k}, J_{Z_i} J_{Z_j} \}, i, j, k = 1, \ldots, n \).

In order to show that \( \{ J_{Z_k}, J_{Z_i} J_{Z_j} \} \) for \( i, j, k = 1, \ldots, n \) with \( i < j \) is a basis, we proceed by induction. Recall that \( J_{Z_1}, \ldots, J_{Z_k} \) are orthogonal to each other, hence linear independent. The orthogonality we understand in the following sense

\[
\langle Z_i, J_{Z_j} \rangle_{r,s} = 0 \quad \text{for any} \quad v \in \mathbb{R}^{r,s}, \quad i, j = 1, \ldots, n = r + s,
\]

see discussions in Section 2.2.

Let \( r + s = 2 \), then we have

\[
\langle J_{Z_i}, J_{Z_j} \rangle_{r,s} = 0 \quad \text{for any} \quad v \in \mathbb{R}^{r,s}.
\]

Analogously \( \langle J_{Z_i}, J_{Z_j} \rangle_{r,s} = 0 \) for any \( v \in \mathbb{R}^{r,s} \). We conclude that \( J_{Z_1}, J_{Z_2} \) are orthogonal to \( J_{Z_1} J_{Z_2} \) and hence \( \{ J_{Z_1}, J_{Z_2}, J_{Z_1} J_{Z_2} \} \) is a linear independent system.

Let \( n = r + s \geq 3 \). For the induction step we assume that we are given a set of linearly independent operators \( \{ J_{Z_k}, J_{Z_i} J_{Z_j} \} \) for \( i, j, k = 1, \ldots, d < n \) with \( i < j \). We are adding one operator \( J_{Z_{d+1}} \neq 0 \) with \( \langle Z_{d+1}, Z_{d+1} \rangle = \pm 1 \) to the set and prove that this is still a set of linearly independent operators. By contradiction, assume that there exist \( \lambda_1, \ldots, \lambda_d, \mu_1, 2, \ldots, \mu_{d-1}, d \in \mathbb{R} \) such that

\[
J_{Z_{d+1}} = \sum_{k=1}^{d} \lambda_k J_{Z_k} + \sum_{1 \leq i < j \leq d} \mu_{i,j} J_{Z_i} J_{Z_j}, \tag{31}
\]

We calculate

\[
0 = [J_{Z_{d+1}}, J_{Z_{d+1}}] = 2 \left( \sum_{k=1}^{d} \lambda_k J_{Z_k} \right) J_{Z_{d+1}},
\]

and obtain that \( \sum_{k=1}^{d} \lambda_k J_{Z_k} = 0 \) as \( J_{Z_{d+1}} \) is invertible. It follows that \( \lambda_1 = \ldots = \lambda_d = 0 \) by the induction assumption. Substituting the values of \( \lambda_k \) into (31), we obtain

\[
J_{Z_{d+1}} = \sum_{1 \leq i < j \leq d} \mu_{i,j} J_{Z_i} J_{Z_j}.
\]

We choose now any pair of indices \( l, m \in \{ 1, \ldots, d \} \) such that \( l < m \) and calculate

\[
0 = [J_{Z_{d+1}}, J_{Z_l} J_{Z_m}] = 2 \langle Z_l, Z_l \rangle \sum_{k \in \{ 1, \ldots, d \} \setminus \{ l \}} \alpha_k \mu_{l,k} J_{Z_m} J_{Z_k} + 2 \langle Z_m, Z_m \rangle \sum_{s \in \{ 1, \ldots, d \} \setminus \{ m \}} \beta_s \mu_{m,s} J_{Z_l} J_{Z_s},
\]

where

\[
\alpha_k = \frac{1}{2} \lambda_k - \sum_{i < j \leq d \atop i \neq k} \mu_{i,j},
\]

\[
\beta_s = \frac{1}{2} \lambda_s - \sum_{i < j \leq d \atop j \neq s} \mu_{i,j}.
\]
with \( \alpha_k, \beta_s = \pm 1 \). This implies that \( \mu_{i,m} = 0 \) for all \( l, m \in \{1, \ldots, d\}, l < m \), since the operators \( \{J_{Z_l}J_{Z_j}, i, j \in \{1, \ldots, d\}, i < j\} \) are linearly independent by assumption of the induction. But then \( J_{Z_{d+1}} = 0 \) in (31), which yields the contradiction. Thus we conclude that the operators \( \{J_{Z_l}J_{Z_{d+1}}, J_{Z_l}J_{Z_j}\} \) for \( i, j, k = 1, \ldots, d, i < j \), are linearly independent. By this method we can add any operator of the form \( J_{Z_q}, q = d + 1, \ldots, n, \) with \( \langle Z_q, Z_q \rangle = \pm 1, \) and obtain a set of linearly independent operators.

Now we assume that we are given a set

\[
\{J_{Z_k}, J_{Z_{d+1}}, J_{Z_l}J_{Z_j} \mid k, i, j \in \{1, \ldots, d\}, i < j\}
\]

of linearly independent elements and prove that adding an element of the form \( J_{Z_l}J_{Z_{d+1}} \) with a fixed \( t \in \{1, \ldots, d\} \), we obtain a new set

\[
\{J_{Z_k}, J_{Z_{d+1}}, J_{Z_l}J_{Z_j}, J_{Z_l}J_{Z_{d+1}} \mid k, i, j \in \{1, \ldots, d\}, i < j\}
\]

of linearly independent operators. Assume that there exist \( \lambda_1, \ldots, \lambda_{d+1}, \mu_{1,2}, \ldots, \mu_{d-1,d} \in \mathbb{R} \) such that

\[
J_{Z_t}J_{Z_{d+1}} = \sum_{k=1}^{d+1} \lambda_k J_{Z_k} + \sum_{1 \leq i < j \leq d} \mu_{i,j} J_{Z_i}J_{Z_j}.
\]

We calculate

\[
0 = [J_{Z_t}J_{Z_{d+1}}, J_{Z_s}] = 2 \sum_{k \in \{1, \ldots, d+1\} \setminus \{s\}} \lambda_k J_{Z_k}J_{Z_s} - 2 \sum_{i \in \{1, \ldots, s-1\}} \mu_{i,s} \langle Z_s, Z_s \rangle J_{Z_i} + 2 \sum_{i \in \{s+1, \ldots, d\}} \mu_{i,s} \langle Z_s, Z_s \rangle J_{Z_i}
\]

for any \( s \in \{1, \ldots, d\} \setminus \{t\} \) and arrive at

\[
-\lambda_{d+1}J_{Z_{d+1}}J_{Z_s} = \sum_{k \in \{1, \ldots, d\} \setminus \{s\}} \lambda_k J_{Z_k}J_{Z_s} - \sum_{i \in \{1, \ldots, s-1\}} \mu_{i,s} \langle Z_s, Z_s \rangle J_{Z_i} + \sum_{i \in \{s+1, \ldots, d\}} \mu_{i,s} \langle Z_s, Z_s \rangle J_{Z_i}.
\]

If \( \lambda_{d+1} = 0 \), then it follows that \( \lambda_k = \mu_{i,s} = 0 \) for all \( k \in \{1, \ldots, d\} \setminus \{s\}, i \in \{1, \ldots, d\} \setminus \{s\} \) by the induction assumption. Since \( s \) was chosen arbitrarily we can continue the proof and assume that \( \lambda_{d+1} \neq 0 \). Then, for any \( a \in \{1, \ldots, d\} \setminus \{s\} \)

\[
0 = -\lambda_{d+1}[J_{Z_{d+1}}J_{Z_s}, J_{Z_a}] = -2\lambda_a \langle Z_a, Z_s \rangle J_{Z_s} - 2 \sum_{i \in \{1, \ldots, s-1\} \setminus \{a\}} \mu_{i,s} \langle Z_s, Z_s \rangle J_{Z_i}J_{Z_a} + 2 \sum_{i \in \{s+1, \ldots, d\} \setminus \{a\}} \mu_{i,s} \langle Z_s, Z_s \rangle J_{Z_i}J_{Z_a}.
\]

As \( \{J_{Z_s}, J_{Z_t}J_{Z_a} \mid i \in \{1, \ldots, d\} \setminus \{a, s\}\} \) are linearly independent, it follows that \( \lambda_a = \mu_{i,s} = 0 \) for all \( s \in \{1, \ldots, d\} \setminus \{t\} \), for any choice of \( a \in \{1, \ldots, d\} \setminus \{s\} \), and for \( i \in \{1, \ldots, d\} \setminus \{a, s\} \). Hence, adding the element \( J_{Z_t}J_{Z_{d+1}}, t = 1, \ldots, d+1 \), we again obtain a linear independent set. This implies that

\[
\{J_{Z_k}, J_{Z_t}J_{Z_j} \mid i, j, k = 1, \ldots, n, i < j\}
\]
Normalising \(Z\) with \(L\) in the last case we show that

\[\text{Proof.} \quad \text{Let us assume that } L \subset \mathfrak{so}(l, l). \text{ Then the Lie algebra } \mathcal{L} = W + [W, W] \text{ is simple if } (r, s) \notin \{(3, 0), (1, 2)\}, \text{ and it is semisimple if } (r, s) \in \{(3, 0), (1, 2)\}.\]

**Proof.** Let us assume that \(\mathfrak{h} \subset \mathcal{L}\) is an ideal: \([\mathfrak{h}, \mathcal{L}] \subset \mathfrak{h}\). We aim at showing that the only possible ideal is either trivial or the whole \(\mathcal{L}\), unless \((r, s) \notin \{(3, 0), (1, 2)\}\). In the last case we show that \(\mathcal{L}\) is the direct sum of two ideals.

**Case 1.** Let us suppose that \(J_Z \in \mathfrak{h}\), with \(Z \neq 0\) and \(\langle Z, Z \rangle_{r,s} \neq 0\). Then, normalising \(Z\), we can assume that there exists an orthonormal basis \(\{Z_1, \ldots, Z_n\}\) with \(Z = Z_1\). So,

\[
\begin{align*}
\mathfrak{h} &\ni [Z_1, J_{Z_1}] = 2J_{Z_1}Z_1, & j = 2, \ldots, n, \\
\mathfrak{h} &\ni [Z_1, [J_{Z_1}, Z_1]] = -4\langle Z_1, Z_1 \rangle_{r,s} J_{z_j}, & j = 2, \ldots, n, \\
\mathfrak{h} &\ni [J_{Z_1}, J_{Z_1}] = 2J_{Z_1}Z_1, & i, j = 1, \ldots, n, i \neq j.
\end{align*}
\]

We see that all generators of \(\mathcal{L}\) are contained in \(\mathfrak{h}\), which implies that \(\mathfrak{h} = \mathcal{L}\).

Let us assume now that \(J_Z \in \mathfrak{h}\), with \(Z \neq 0\) and \(\langle Z, Z \rangle_{r,s} = 0\). Choose an orthonormal basis \(\{Z_1, \ldots, Z_n\}\), such that \(Z = \sum_{j=1}^n \lambda_k Z_k\) with \(\lambda_1 \neq 0\). Note that there is at least one more coefficient \(\lambda_k \neq 0\). Then

\[
\mathfrak{h} \ni [Z, J_{Z_1}] = 2\sum_{k=2}^n \lambda_k J_{Z_k}J_{Z_1} = 2Y \cdot J_{Z_1},
\]

where we set \(Y = \sum_{k=2}^n \lambda_k J_{Z_k}\). Note that \(\langle Y, Y \rangle_{r,s} \neq 0, \langle Y, Z_1 \rangle_{r,s} = 0\). Then

\[
\mathfrak{h} \ni [Y, J_{Z_1}, J_{Z_1}] = -2\langle Z_1, Z_1 \rangle_{r,s} Y.
\]

So, we reduce the problem to the previous case, concluding that \(\mathfrak{h} = \mathcal{L}\).

**Case 2.** In this case, we assume that \(h = \sum_{i<j} \lambda_{ij} J_{Z_i} J_{Z_j} \in \mathfrak{h}\) and \(\lambda_{12} \neq 0\), otherwise we can change the numbering of the basis. Then

\[
\mathfrak{h} \ni [Z_1, h] = 2\langle Z_1, Z_1 \rangle_{r,s} \sum_{j=2}^{r+s} \lambda_{1j} J_{Z_j} \neq 0,
\]

because \([J_{Z_i}, [J_{Z_j}, J_{Z_k}]] = 0\) for \(i \neq j \neq k\). We apply now Case 1.

**Case 3.** We assume now that \(h \in \mathfrak{h}\) is a linear combination of \(J_{Z_k}\) and \(J_{Z_k} J_{Z_j}\) for some \(k, i, j = 1, \ldots, r+s\). Consider three cases: \(r+s = 2, r+s = 3, \text{ and } r+s \geq 4\).

Let \(r+s = 2\). Let \(\{Z_1, Z_2\}\) be an orthonormal basis for \(\mathbb{R}^{r,s}\) such that \(h = \lambda_1 J_{Z_1} + \lambda_2 J_{Z_2} + \lambda_3 J_{Z_1} J_{Z_2}\), where at least \(\lambda_1\) and \(\lambda_3\) are different from zero. Then

\[
\mathfrak{h} \ni [\lambda_1 J_{Z_1} + \lambda_2 J_{Z_2} + \lambda_3 J_{Z_1} J_{Z_2}, J_{Z_1}] = 2\lambda_2 J_{Z_2} J_{Z_1} + 2\lambda_3 \langle Z_1, Z_1 \rangle_{r,s} J_{Z_2}.
\]

If \(\lambda_2 = 0\), then we apply the arguments of Case 1. If \(\lambda_2 \neq 0\), then

\[
\mathfrak{h} \ni [\lambda_3 \langle Z_1, Z_1 \rangle_{r,s} J_{Z_2} + \lambda_2 J_{Z_2} J_{Z_1}, J_{Z_2}] = 2\lambda_2 \langle Z_2, Z_2 \rangle_{r,s} J_{Z_1},
\]
and we again reduce the proof to the Case 1.

Let $r + s \geq 4$. Let $h \ni h = \sum_{k=1}^{r+s} \lambda_k J_{Z_k} + \sum_{i<j} \mu_{i,j} J_{Z_i} J_{Z_j}$, where the basis \( \{Z_1, \ldots, Z_{r+s}\} \) is orthonormal and at least two coefficients do not non-vanish, say $\lambda_2 \neq 0$ and $\mu_{1,2} \neq 0$. Then

\[
(34) \quad h \ni h_1 = [h, J_{Z_1}] = \sum_{k=2}^{r+s} \lambda_k J_{Z_k} J_{Z_1} + 2\langle Z_1, Z_1 \rangle_{r,s} \sum_{j\geq 2} \mu_{1,j} J_{Z_j},
\]

We have $h_1 \neq 0$ since otherwise it contradict the assumption $\lambda_2 \neq 0$ and $\mu_{1,2} \neq 0$. Taking the commutator with $J_{Z_2}$ we obtain

\[
h \ni h_2 = [h_1, J_{Z_2}] = 2\lambda_2 \langle Z_2, Z_2 \rangle_{r,s} J_{Z_1} + 4\langle Z_1, Z_1 \rangle_{r,s} \sum_{j\geq 3} \mu_{1,j} J_{Z_j} J_{Z_2}.
\]

The vector $h_2 \neq 0$ since $\lambda_2 \neq 0$. We take the commutator with $J_{Z_3}$ and obtain

\[
h \ni h_3 = [h_2, J_{Z_3}] = 4\lambda_2 \langle Z_2, Z_2 \rangle_{r,s} J_{Z_1} J_{Z_3} + 8\langle Z_1, Z_1 \rangle_{r,s} \langle Z_3, Z_3 \rangle_{r,s} \mu_{1,3} J_{Z_2}.
\]

If we are still not in Case 2, we take the commutator with $J_{Z_4}$ and obtain

\[
h \ni h_4 = [h_3, J_{Z_4}] = 16\langle Z_1, Z_1 \rangle_{r,s} \langle Z_3, Z_3 \rangle_{r,s} \mu_{1,3} J_{Z_2} J_{Z_4}.
\]

Thus the proof reduces to Case 2.

Let $r + s = 3$. We start as in the previous case and obtain the vector

\[
h \ni h_3 = [h_2, J_{Z_3}] = 4\lambda_2 \langle Z_2, Z_2 \rangle_{r,s} J_{Z_1} J_{Z_3} + 8\langle Z_1, Z_1 \rangle_{r,s} \langle Z_3, Z_3 \rangle_{r,s} \mu_{1,3} J_{Z_2}.
\]

Since we do not have an element $J_{Z_k}$, we can only take the commutators with $J_{Z_k}$ or $J_{Z_i} J_{Z_j}$, $k, i, j = 1, 2, 3$. Anyway we are able to produce either zero vectors or an element of the same type as $h_3$, namely a linear combination of $J_{Z_k}$ and $J_{Z_i} J_{Z_j}$ for $i \neq j = k, i, j = 1, 2, 3$.

Thus, without loss of generality, we can assume that the ideal $h$ of $\mathcal{L}$ contains an element $h = J_{Z_1} + \lambda J_{Z_2} J_{Z_3}$, $\lambda \neq 0$. We calculate

\[
[h, J_{Z_1}] = 0,
\]

\[
h_1 = [h, J_{Z_2}] = 2J_{Z_1} J_{Z_2} + 2\lambda \langle Z_2, Z_2 \rangle_{r,s} J_{Z_3},
\]

\[
h_2 = [h, J_{Z_3}] = 2J_{Z_1} J_{Z_3} - 2\lambda \langle Z_3, Z_3 \rangle_{r,s} J_{Z_2},
\]

\[
h_3 = [h, J_{Z_1} J_{Z_2}] = -2\langle Z_1, Z_1 \rangle_{r,s} J_{Z_2} + 2\lambda \langle Z_2, Z_2 \rangle_{r,s} J_{Z_1} J_{Z_3},
\]

\[
h_4 = [h, J_{Z_1} J_{Z_3}] = -2\langle Z_1, Z_1 \rangle_{r,s} J_{Z_3} - 2\lambda \langle Z_3, Z_3 \rangle_{r,s} J_{Z_1} J_{Z_2},
\]

\[
[h, J_{Z_2} J_{Z_3}] = 0.
\]

If $h_1$ and $h_4$ are linearly independent, then their span in $h$ contains $J_{Z_3}$ and $J_{Z_1} J_{Z_2}$ and we continue the proof as in Cases 1 or 2. The same arguments are applied when $h_2$ and $h_3$ are linearly independent.

We assume that neither $h_1, h_4$ nor $h_2, h_3$ form a linear independent pair of vectors. Since the basis $\{Z_1, Z_2, Z_3\}$ is orthonormal, the vectors $h_1, h_4$ can be linearly dependent only if $\lambda = \pm 1$. To distinguish the values of the vectors, we write the superscript $^+$ for the case $\lambda = 1$ and the superscript $^-$ for the case $\lambda = -1$. 

Assume now that \( \lambda = 1 \). We write \( h = h^+ = J_{Z_1} + J_{Z_2}J_{Z_3} \) and obtain
\[
h_1^+ = 2(\langle Z_2, Z_2 \rangle_{r,s}J_{Z_3} + J_{Z_1}J_{Z_2}), \quad h_1^- = 2(-\langle Z_1, Z_1 \rangle_{r,s}J_{Z_3} - \langle Z_3, Z_3 \rangle_{r,s}J_{Z_1}J_{Z_2})
\]
It suffices to consider the following different cases. If
\[
\langle Z_1, Z_1 \rangle_{r,s} = \langle Z_2, Z_2 \rangle_{r,s} = \langle Z_3, Z_3 \rangle_{r,s} = 1 \quad \text{and}
\]
then \( h_1^+ = -h_4^+ = 2(3J_3 + J_{Z_1}J_{Z_2}) \) or \( h_1^+ = h_4^+ = 2(J_3 + J_{Z_1}J_{Z_2}) \), respectively, and
\[
\mathfrak{h} \supset [h^+, h_1^+] = 4\langle Z_2, Z_2 \rangle_{r,s}J_{Z_1}J_{Z_3} - (\langle Z_1, Z_1 \rangle_{r,s} + \langle Z_2, Z_2 \rangle_{r,s}\langle Z_3, Z_3 \rangle_{r,s})J_{Z_2}
\]
for this choice of signatures of the scalar product \( \langle ., . \rangle_{r,s} \). We see that \( \mathfrak{h} \supset [h^+, h_1^+] = 4h_2^+ = 4h_3^+ \). In the cases
\[
(35)
\langle Z_1, Z_1 \rangle_{r,s} = -\langle Z_2, Z_2 \rangle_{r,s} = -\langle Z_3, Z_3 \rangle_{r,s} = 1 \quad \text{and}
\]
we have \( h_1^+ = h_4^+ = 2(-J_{Z_3} + J_{Z_1}J_{Z_2}) \) or \( h_1^+ = -h_4^+ = 2(-J_{Z_3} + J_{Z_1}J_{Z_2}) \), respectively
\[
\mathfrak{h} \supset [h^+, h_1^+] = -4h_2^+ = 4h_3^+.
\]
Analogously, we consider possibility when \( \lambda = -1 \). We use the notation \( h^- = J_{Z_1} - J_{Z_2}J_{Z_3} \)
\[
h_1^- = 2(-\langle Z_2, Z_2 \rangle_{r,s}J_{Z_3} + J_{Z_1}J_{Z_2}), \quad h_4^- = 2(-\langle Z_1, Z_1 \rangle_{r,s}J_{Z_3} + \langle Z_3, Z_3 \rangle_{r,s}J_{Z_1}J_{Z_2}).
\]
If the signature of the scalar product \( \langle ., . \rangle_{r,s} \) satisfies (35), then \( h_1^- = h_4^- = 2(-J_{Z_3} + J_{Z_1}J_{Z_2}) \) or \( h_1^- = -h_4^- = 2(-J_{Z_3} + J_{Z_1}J_{Z_2}) \), respectively. Since
\[
\mathfrak{h} \supset [h^-, h_1^-] = 4\langle Z_2, Z_2 \rangle_{r,s}J_{Z_1}J_{Z_3} + (\langle Z_1, Z_1 \rangle_{r,s} - \langle Z_2, Z_2 \rangle_{r,s}\langle Z_3, Z_3 \rangle_{r,s})J_{Z_2}
\]
we obtain \( \mathfrak{h} \supset [h^-, h_1^-] = -4h_2^- = 4h_3^- \). In the case (36) we have \( h_1^- = -h_4^- = 2(J_{Z_3} + J_{Z_1}J_{Z_2}) \) or \( h_1^- = h_4^- = 2(J_{Z_3} + J_{Z_1}J_{Z_2}) \), respectively and \( \mathfrak{h} \supset [h^+, h_1^-] = 4h_2^- = 4h_3^- \).

Let us make the following conclusion. The cases of the signatures considered in (35) and (36) correspond to the cases \( \mathbb{R}^{r,s} = \mathbb{R}^{3,0} \) and \( \mathbb{R}^{r,s} = \mathbb{R}^{1,2} \). It is easy to see that in both cases the Lie algebra \( \mathcal{L} = W + [W, W] \) is the direct sum of two ideals \( \mathfrak{h}_+ = \text{span} \{ h^+, h_1^+, h_2^+ \} \) and \( \mathfrak{h}_- = \text{span} \{ h^-, h_1^-, h_2^- \} \) and the Lie algebra \( \mathcal{L} = W + [W, W] \) is semisimple.

\( \square \)

**Corollary 8.** If \( W \) is a Lie triple system defined in Theorem 5, then \( \mathcal{L} = W + [W, W] \) is reductive.

As a consequence we also obtain a new proof of Proposition 15.

### 5.3. Lie triple system \( W \) is a rational subspace of \( \mathcal{L} \). The main aim of this section is to show that in the case of the trivial centre \( \mathfrak{z}(W) \) of the Lie triple system \( W \) of \( \mathfrak{so}(p, q) \), the set \( W \) is a rational subspace of \( \mathcal{L} \). Let us assume that \( \mathcal{L} = W + [W, W] \) is reductive. So \( \mathcal{L} = \mathfrak{z}(\mathcal{L}) \oplus [\mathcal{L}, \mathcal{L}] \). Since \( \mathfrak{z}(\mathcal{L}) = \mathfrak{z}(W) \) by Proposition 11, we obtain that \( \mathcal{L} = [\mathcal{L}, \mathcal{L}] \) is a semisimple Lie algebra in the case \( \mathfrak{z}(W) = 0 \). As we saw in Corollary 8 it is the case when the Lie triple system \( W \) is defined by the Clifford algebra representation. Let us recall some definitions.
Definition 14. Let \( \mathfrak{g} \) be a real semisimple Lie algebra, and let \( B_\mathfrak{g} \) be its Killing form. An involution \( \theta \) (\( \theta^2 = \text{Id}_\mathfrak{g} \)) is called a Cartan involution on \( \mathfrak{g} \) if \( C_\theta(X,Y) := -B_\mathfrak{g}(X,\theta(Y)) \) is a positive definite bilinear form.

As it was observed before, the bilinear form on \( \mathfrak{so}(p,q) \)
\[ \langle X, Y \rangle_{\mathfrak{so}(p,q)} = \text{tr}(X^\eta_{p,q}Y) = -\text{tr}(XY), \quad X^\eta_{p,q} = \eta_{p,q}X^t\eta_{p,q} = -X, \]
is a (positive) scalar multiple of the Killing form \( B_{\mathfrak{so}(p,q)} \), because the Lie algebra \( \mathfrak{so}(p,q) \) is simple. Define the involution \( \theta \) on \( \mathfrak{so}(p,q) \) by
\[ (37) \quad X \mapsto \theta(X) = \eta_{p,q}X\eta_{p,q}. \]
We claim that \( \theta \) is the Cartan involution on \( \mathfrak{so}(p,q) \). Indeed, if \( X \in \mathfrak{so}(p,q) \) and \( X \not= 0 \), then
\[ C_\theta(X,X) := B_{\mathfrak{so}(p,q)}(X,\theta(X)) = c \langle X, \theta(X) \rangle_{\mathfrak{so}(p,q)} = -c \text{tr}(X\eta_{p,q}X\eta_{p,q}) \]
\[ = -c \text{tr}(X\eta_{p,q})^2 > 0, \]
because if \( X \in \mathfrak{so}(p,q) \), then \( X\eta_{p,q} \in \mathfrak{so}(m), p + q = m \) with \( \text{tr}(X\eta_{p,q})^2 < 0 \).

It is a well known fact that any complex semisimple Lie algebra \( \mathfrak{g} \) admits a basis in which the structure constants are integer. The real basis for the compact real form can be easily recovered, and the structure constants are half integers, see, for instance, [8, 27]. Recently an analogous result for an arbitrary real semisimple Lie algebra \( \mathfrak{g} \) was obtained in [23, Theorem 4.1]. By making use of the Cartan involution \( \theta \) and of the non-degenerate Killing form on \( \mathfrak{g} \), an explicit form of the real basis was recovered from the complexification of \( \mathfrak{g} \). We will not use the exact form of this basis, the only important fact for our purpose is that the structure constants are rational, more precisely, they belong to \( \frac{1}{2}\mathbb{Z} \), for more details see [23]. We denote the basis by the letter \( \mathcal{C}_L \) and called it Chevalley basis referring to C. Chevalley, who constructed this basis for real compact forms.

Definition 15. Let \( \mathfrak{g} \) be a Lie algebra such that the Lie algebra \( \mathfrak{g} \) has the rational structure constants with respect to a Chevalley basis \( \mathcal{C}_\mathfrak{g} \). Then the set \( \text{span}_\mathbb{Q}\{\mathcal{C}_\mathfrak{g}\} \) is called the rational structure of the Lie algebra \( \mathfrak{g} \). A subspace \( U \) of \( \mathfrak{g} \) is called the rational subspace with respect to the rational structure \( \text{span}_\mathbb{Q}\{\mathcal{C}_\mathfrak{g}\} \), if there is a basis \( \mathcal{B}_U \) such that \( \mathcal{B}_U \subset \text{span}_\mathbb{Q}\{\mathcal{C}_\mathfrak{g}\} \).

Example 5. Let \( \mathcal{L} = \mathfrak{p} \oplus \mathfrak{t} \) be the Cartan decomposition of a semisimple Lie algebra. Then \( \mathfrak{p} \) and \( \mathfrak{t} \) are rational subspaces of \( \mathcal{L} \) with respect to the rational structure \( \text{span}_\mathbb{Q}\{\mathcal{C}_\mathcal{L}\} \) by [23]. The subspaces \( \mathfrak{p} \) and \( \mathfrak{t} \) are contained in \( \text{span}_\mathbb{Q}\{\mathcal{C}_\mathcal{L}\} \).

Proposition 17. Let \( \mathcal{L} \) be a semisimple Lie subalgebra of \( \mathfrak{so}(p,q) \), such that \( \mathcal{L} = \mathfrak{p} \oplus \mathfrak{t} \) is a semisimple Lie algebra, where \( \mathfrak{p} \) and \( \mathfrak{t} \) form the Cartan pair
\[ [\mathfrak{t}, \mathfrak{t}] \subseteq \mathfrak{t}, \quad [\mathfrak{t}, \mathfrak{p}] \subseteq \mathfrak{p}, \quad [\mathfrak{p}, \mathfrak{p}] \subseteq \mathfrak{t}. \]
Then \( \mathfrak{p} \) and \( \mathfrak{t} \) are rational subspaces of \( \mathcal{L} \) with respect to the rational structure \( \text{span}_\mathbb{Q}\{\mathcal{C}_\mathcal{L}\} \).
Proof. We define the involution by the rule $\theta(p + k) = -p + k$, for all $p \in \mathfrak{p}$, $k \in \mathfrak{t}$. It is an isomorphism for the real semisimple Lie algebra $\mathcal{L}$. Construct the complex Chevalley basis on the complexification $\mathcal{L} \otimes \mathbb{C}$ of $\mathcal{L}$ by making use of the unique complex extension $\Theta$ of the involution $\theta$ and the conjugation on $\mathcal{L} \otimes \mathbb{C}$ with respect to the real form $\mathcal{L}$. Then applying the construction of [23] we recover the real basis $\mathcal{C}_\mathcal{L}$ for the real form $\mathcal{L}$. Hence $\mathfrak{p}$ and $\mathfrak{t}$ have the basis in $\text{span}_\mathbb{Q}\{\mathcal{C}_\mathcal{L}\} \subset \text{span}\mathbb{Q}\{\mathcal{C}_\mathcal{L}\}$. \hfill $\blacksquare$

Corollary 9. If $W$ is a Lie triple system of $\mathfrak{so}(p, q)$ with a trivial centre, and if $\mathcal{L} = W \oplus [W, W] = [\mathcal{L}, \mathcal{L}]$ is a semisimple Lie algebra, then $W$ is a rational subspace of $\mathcal{L}$ with respect to the rational structure span$_\mathbb{Q}\{\mathcal{C}_\mathcal{L}\}$.

Proof. If $W$ is a Lie triple system of $\mathfrak{so}(p, q)$ with a trivial centre $\mathfrak{z}(W)$, then $\mathcal{L} = [\mathcal{L}, \mathcal{L}]$ by item 1 of Proposition 11. The pair $W \oplus [W, W] = \mathfrak{p} \oplus \mathfrak{t} = \mathcal{L}$ is the Cartan pair because $W$ is a Lie triple system. Then we finish the proof by applying Proposition 17. \hfill $\blacksquare$

Now let us assume that $\mathcal{L}_1 = W \cap [W, W] \neq \{0\}$. We need to show that $W$ has a basis in the rational structure span$_\mathbb{Q}\{\mathcal{C}_\mathcal{L}\}$. Note that $\mathcal{L}_1$ is an ideal of $\mathcal{L} = [W, W] + W$ because $\mathcal{L}_1$ is $\text{ad}_W$ and $\text{ad}_{[W, W]}$ invariant, see the proof of item 3 of Proposition 10. Let $\mathcal{L}_2$ be the orthogonal complement to $\mathcal{L}_1$ with respect to any ad-invariant inner product $(\cdot, \cdot)_\mathcal{L}$ on $\mathcal{L}$. Then $\mathcal{L}_2$ is also an ideal of $\mathcal{L}$. Indeed

$$(\{X, \mathcal{L}_2\}, \mathcal{L}_1)_\mathcal{L} = -(\mathcal{L}_2, \{X, \mathcal{L}_1\})_\mathcal{L} \subseteq -(\mathcal{L}_2, \mathcal{L}_1)_\mathcal{L} = 0.$$ Thus, we have two ideals $\mathcal{L}_1$, $\mathcal{L}_2$ of $\mathcal{L}$, such that $\mathcal{L}_1 \cap \mathcal{L}_2 = \{0\}$. This implies that they are also orthogonal with respect to the Killing form $B_\mathcal{L}$, and therefore, assuming $\mathcal{L} = [\mathcal{L}, \mathcal{L}]$ to be semisimple, we obtain that $B_\mathcal{L}$ is non-degenerate on both $\mathcal{L}_1$ and $\mathcal{L}_2$. (If it were degenerate on one of them, then it would be degenerate on the other one too, and then, it would be degenerate on $\mathcal{L}$, which is a contradiction.) Moreover, the restrictions of $B_\mathcal{L}$ on the ideals $\mathcal{L}_1$ and $\mathcal{L}_2$ define the Killing forms $B_{\mathcal{L}_1}$ and $B_{\mathcal{L}_2}$ of them.

Proposition 18. The Lie triple system $W$ of $\mathfrak{so}(p, q)$ with a trivial centre is a rational subspace of a semisimple Lie algebra $\mathcal{L} = W + [W, W] = [\mathcal{L}, \mathcal{L}]$ with respect to the rational structure span$_\mathbb{Q}\{\mathcal{C}_{\mathcal{L}_1}\} \oplus$ span$_\mathbb{Q}\{\mathcal{C}_{\mathcal{L}_2}\}$.

Proof. Let us denote $\mathcal{L}_1 = W_1$, and let $W_2$ be the orthogonal complement to $W_1$ in $W$ with respect to the ad-invariant inner product $(\cdot, \cdot)_\mathcal{L}$, which we have used before for the definition of $\mathcal{L}_2$. Let $V_2$ be the orthogonal complement to $W_1$ in $[W, W]$ with respect to the same inner product $(\cdot, \cdot)_\mathcal{L}$. Then,

$$W = W_1 \oplus W_2, \quad [W, W] = W_1 \oplus V_2.$$ Obviously, $W_2 \cap V_2 = \{0\}$ and $W_2 \oplus V_2 \subseteq \mathcal{L}_2 = \mathcal{L}_1^\perp$. Thus,

$$\mathcal{L}_1 \oplus \mathcal{L}_2 = \mathcal{L} = W + [W, W] = (W_1 \oplus W_2) + (W_1 \oplus V_2) = W_1 \oplus (W_2 \oplus V_2) \subseteq \mathcal{L}_1 \oplus \mathcal{L}_2$$ and we conclude that $\mathcal{L}_2 = W_2 \oplus V_2$.

Observe also that $\mathcal{L}_1 = W_1$ and $W_2$ are Lie triple systems of $\mathfrak{so}(p, q)$, satisfying $[W_1, W_2] = 0$, see the proof of item 3 of Proposition 10. So,

$$[V_2, W_2] \subset [[W, W], W_2] \subset W_2, \quad \text{and} \quad [V_2, W_1] \subset [[W, W], W_1] \subset W_1,$$
\[ [W_2, W_2] \subset [W, W] = W_1 \oplus V_2, \quad \text{and} \quad ([W_2, W_2], W_1)_\mathcal{L} = -(W_2, [W_2, W_1])_\mathcal{L} = 0, \]

which implies that \([W_2, W_2] \subset V_2\). Finally,

\[ [V_2, V_2] \subset [[W, W], [W, W]] \subset [W, W] = W_1 \oplus V_2 \quad \text{and} \quad ([V_2, V_2], W_1)_\mathcal{L} = -(V_2, [V_2, W_1])_\mathcal{L} \subset -(V_2, W_1)_\mathcal{L} = 0 \]

by (38). Thus, the semisimple Lie algebra \(\mathcal{L}_2\) admits a decomposition \(\mathcal{L}_2 = W_2 \oplus V_2\), where \(W_2\) and \(V_2\) form a Cartan pair. Moreover, there is a Chevalley basis \(\mathcal{C}_{\mathcal{L}_2}\) such that \(W_2\) is a rational subspace of \(\mathcal{L}_2\) with respect to \(\text{span}_\mathbb{Q}\{\mathcal{C}_{\mathcal{L}_2}\}\) by Proposition 17.

As a semisimple Lie algebra \(\mathcal{L}_1\) admits the Chevalley basis \(\mathcal{C}_{\mathcal{L}_1}\), the basis \(\mathcal{C} = \mathcal{C}_{\mathcal{L}_1} \cup \mathcal{C}_{\mathcal{L}_2}\) is a Chevalley basis of the Lie algebra \(\mathcal{L} = \mathcal{L}_1 \oplus \mathcal{L}_2\). We define the rational structure of \(\mathcal{L}\) by \(\text{span}_\mathbb{Q}\{\mathcal{C}\} = \text{span}_\mathbb{Q}\{\mathcal{C}_{\mathcal{L}_1}\} \oplus \text{span}_\mathbb{Q}\{\mathcal{C}_{\mathcal{L}_2}\}\). Now \(W = \mathcal{L}_1 \oplus W_2\) is a rational subspace of \(\mathcal{L}\) with respect to \(\text{span}_\mathbb{Q}\{\mathcal{C}\}\).

6. 2-step nilpotent Lie algebras admitting rational structure constants

In this section we show that the standard pseudo-metric Lie algebra \(\mathcal{G} = V \oplus W\) admits rational structure constants if \(W\) is a Lie triple system of \(\mathfrak{o}(V)\) being a rational subspace of the Lie algebra \(\mathcal{L} = W + [W, W] \subset \mathfrak{o}(V)\). Another important result is that the Lie algebras \(\mathfrak{G}\) from Definition 8 also admit rational structure constants under a special condition on the map inducing the standard pseudo-metric form on \(\mathfrak{G}\). We start from some general properties of subspaces of \(\text{End}(V)\).

6.1. More about rational structures. Let us formulate a generalisation of Definition 15. Let \(V\) be an \(m\)-dimensional vector space, and let \(W\) be a \(k\)-dimensional subspace of \(\text{End}(V)\).

**Definition 16.** A subspace \(W\) is called the rational subspace of \(\text{End}(V)\) if there are bases \(B_V = \{v_1, \ldots, v_m\}\) of \(V\), and \(B_W = \{\zeta_1, \ldots, \zeta_k\}\) of \(W\), such that

\[ \zeta_j(\text{span}_\mathbb{Q}\{B_V\}) \subseteq \text{span}_\mathbb{Q}\{B_V\} \quad \text{for all} \quad \zeta_j \in B_W. \]

Thus the basis elements of \(W\) leave the rational combinations of \(B_V\) invariant. It is equivalent to say that any \(\zeta_j \in B_W\) written as a matrix in the basis \(B_V\) has rational entries.

**Example 6.** Let \(V = \mathbb{R}^{p,q}\) and \(\langle \ldots \rangle_{p,q}\) be the standard scalar product in \(\mathbb{R}^{p,q}\). Let \(A_1, \ldots, A_k \in \mathfrak{so}(p, q)\) be arbitrary matrices with rational entries and \(W = \text{span}\mathbb{R}\{A_1, \ldots, A_k\}\). Then \(W\) is a rational subspace of \(\mathfrak{so}(p, q) \subset \text{End}(\mathbb{R}^m)\), \(m = p + q\).

Let \(Z\) be an \(n\)-dimensional vector space, and let \(J : Z \to \text{End}(V)\) be a linear map.

**Definition 17.** A map \(J : Z \to \text{End}(V)\) is called rational if there are bases \(B_V = \{v_1, \ldots, v_m\}\) of \(V\) and \(B_Z = \{z_1, \ldots, z_n\}\) of \(Z\) such that

\[ J_{z_j}(\text{span}_\mathbb{Q}\{B_V\}) \subseteq \text{span}_\mathbb{Q}\{B_V\} \quad \text{for all} \quad z_j \in B_Z. \]
Theorem 6. Let $\mathcal{Z}$ be a finite dimensional vector space, let $(V, \langle \ldots \rangle_V)$ be a scalar product space, and let the map $J : \mathcal{Z} \to \mathfrak{o}(V, \langle \ldots \rangle_V) \subset \text{End}(V)$ be injective and rational. Let $V$ be $W$-irreducible for $W = J(\mathcal{Z})$. Then the standard pseudo-metric
Lie algebra $\mathfrak{g} = (\tilde{V} \oplus \mathbb{Z}, [\cdot, \cdot])$ induced by $J$ admits a basis with rational structure constants. Here $\tilde{V} = (V, c \langle \cdot , \cdot \rangle_V)$, $c \neq 0$.

Proof. We give the proof in several steps.

Step 1. Let $(V, \langle \cdot , \cdot \rangle_V)$ be an $m$-dimensional scalar product space with a basis $B_V = \{v_1, \ldots , v_m\}$ such that $v_{ij} = \langle v_i, v_j \rangle_V \in \mathbb{Q}$, for instance we can take an orthonormal basis. Now we claim if $v \in V$ is such that $\langle v, v_i \rangle_V \in \mathbb{Q}$ for all $v_i \in B_V^Q$, then $v \in \text{span}_\mathbb{Q}\{B_V^Q\}$. Indeed, if we write $v = \sum_k x_kv_k$, then the linear system

$$y_i = \langle v, v_i \rangle_V = \sum_k x_k \langle v_k, v_i \rangle_V$$

has rational coefficients $\langle v_k, v_i \rangle_V$ and $y_i \in \mathbb{Q}$. It is clear that the solutions $x_i$ are rational numbers.

Step 2. Consider now an arbitrary $k$-dimensional rational subspace $W \subset \text{End}(V)$ with respect to bases $B_V = \{v_1, \ldots , v_m\}$ and $B_W = \{\zeta_1, \ldots , \zeta_k\}$. Let us also assume that there is a scalar product $\langle \cdot , \cdot \rangle_V$, such that $W \subseteq \mathfrak{a}(V, \langle \cdot , \cdot \rangle_V) \subset \text{End}(V)$ and $\langle v_i, v_j \rangle_V \in \mathbb{Q}$, $i, j = 1, \ldots , m$.

Consider a Lie algebra $\mathcal{G} = (V \oplus W, [\cdot , \cdot]_{\mathcal{G}})$ with the Lie bracket defined by $\langle \zeta, [v, v']_{\mathcal{G}} \rangle_{\mathfrak{a}(V, \langle \cdot , \cdot \rangle_V)} = \langle \zeta(v), v' \rangle_V$. We claim: the Lie algebra $\mathcal{G}$ has rational structure constants with respect to the basis $\{v_1, \ldots , v_m, \zeta_1, \ldots , \zeta_k\}$. Indeed, $W \subset \text{End}(V)$ is a rational subspace, the matrices of all $\zeta_i \in B_W$ written in the basis $B_V$ have rational entries, and therefore, $\langle \zeta_i, \zeta_j \rangle_{\mathfrak{a}(V, \langle \cdot , \cdot \rangle_V)} = -\text{tr}(\zeta_i \zeta_j) \in \mathbb{Q}$, $i, j = 1, \ldots , k$. Moreover, since $\langle v_{\alpha}, v_{\beta} \rangle_V \in \mathbb{Q}$, $\alpha, \beta = 1, \ldots , m$, we also have $\langle \zeta_i(v_{\alpha}), v_{\beta} \rangle_V \in \mathbb{Q}$ for all $i = 1, \ldots , k$, $\alpha, \beta = 1, \ldots , m$. Thus,

$$\langle \zeta_i, [v_{\alpha}, v_{\beta}]_{\mathcal{G}} \rangle_{\mathfrak{a}(V, \langle \cdot , \cdot \rangle_V)} = \langle \zeta_i(v_{\alpha}), v_{\beta} \rangle_V \in \mathbb{Q},$$

which implies $[v_{\alpha}, v_{\beta}]_{\mathcal{G}} \in \mathbb{Q}\{B_W\}$ by Step 1.

So it is left to show that we can modify a given scalar product $\langle \cdot , \cdot \rangle_V$ to a new one $\langle \cdot , \cdot \rangle_V^*$ such that all hypothesis of Theorem 6 are still satisfied, and moreover, $\langle v_{\alpha}, v_{\beta} \rangle_V^* \in \mathbb{Q}$. Then by Lemma 5 we conclude that the Lie algebras $\mathcal{G}$ and $\mathfrak{g}$ are isomorphic, and therefore, $\mathfrak{g}$ admits rational structure constants. We still need some auxiliary results.

Step 3. If there are two $W$-invariant scalar products $\langle \cdot , \cdot \rangle_V^1$ and $\langle \cdot , \cdot \rangle_V^2$ on $V$, and moreover, $V$ is $W$-irreducible, then $\langle \cdot , \cdot \rangle_V^1 = c \langle \cdot , \cdot \rangle_V^2$ for some $c \neq 0$. Indeed we define a map $S: V \rightarrow V$ by $\langle v, w \rangle_V^2 = \langle Sv, w \rangle_V^1$, and the transformation $S$ is symmetric with respect to both scalar products and commutes with all elements of $W$ as it was shown in (16) and (17). Thus, the elements of $W$ leave invariant the eigenspaces of $S$, and the irreducibility of $V$ implies that $S = c \text{Id}_V$, $c \neq 0$. 

Step 4. Let us set our considerations in a more general perspective. Let us denote any bilinear symmetric form on a space $V$ by $b$, and the space of all possible bilinear symmetric forms on a space $V$ by $\mathcal{B}$. So $\mathcal{B}$ is a real vector space. We define the action of $\text{End}(V)$ on $\mathcal{B}$ by

$$\text{X}(v, w) = b(Xv, w) + b(v, Xw), \quad X \in \text{End}(V), \quad v, w \in V, \quad \text{and} \quad b \in \mathcal{B}.$$  

Thus, if $X \in \text{End}(V)$ is skew-symmetric with respect to $b$, then $\text{X}b = 0$, and we say that $b$ is $X$-invariant. A symmetric bilinear $b$ is $W$-invariant if $\text{X}b = 0$ for all $X \in W \subset \text{End}(V)$.

Let $b = \langle \ldots \rangle_V$ be a non-degenerate $W$-invariant bilinear symmetric form on $V$, and let $V$ be $W$-irreducible. Let $\mathcal{K} = \{b \in \mathcal{B}, \ b \text{ is } W\text{-invariant}\}$. Then, $\mathcal{K} \neq \emptyset$, since $b_1 \in \mathcal{K}$. The space $\text{span}_R \{b_1\}$ belongs to $\mathcal{K}$, because if $b_1$ is $W$-invariant, then $cb_1$ is $W$-invariant for any $c$. If we assume that there is $\tilde{b} \in \mathcal{B}$ linearly independent of $b_1$, then $\tilde{b}$ is not $W$-invariant by Step 3. Thus, we conclude that $\dim \mathcal{K} = 1$. For the future purpose we only need the fact $\dim \mathcal{K} \geq 1$.

Step 5. Let $V$ be $W$-irreducible relatively to $W \subset \mathfrak{o}(V, \langle \ldots \rangle_V)$, and let $W$ be a rational subspace of $\text{End}(V)$ with respect to the bases

$$b_V = \{v_1, \ldots, v_m\}, \quad b_W = \{\zeta_1, \ldots, \zeta_n\}.$$ 

We claim: there exists a constant $c \neq 0$ such that for $\langle \ldots \rangle_V = c \langle \ldots \rangle_V$ the inclusions

$$W \in \mathfrak{o}(V, \langle \ldots \rangle_V) \quad \text{and} \quad \langle v_i, v_j \rangle_V \in \mathbb{Q}, \quad \text{for all} \quad v_i \in b_V,$$

hold. To show this, we start by taking the dual $V^*$ of $V$ and choosing the basis $b_{V^*} = \{v_1^*, \ldots, v_m^*\}$, such that $v_i^*(v_j) = \delta_{ij}$. It allows us to choose the basis $\{b_{ij}\}_{1 \leq i \leq j \leq m}$ of $\mathcal{B}$ by setting $b_{ij} = \frac{1}{2}(v_i^* \otimes v_j^* + v_j^* \otimes v_i^*)$. Then

$$b_{ij}(v_\alpha, v_\beta) = \begin{cases} 1 & \text{if } i = j = \alpha = \beta, \\ \frac{1}{2} & \text{if } i = \alpha, \ j = \beta, \ i \neq j, \\ 0 & \text{otherwise.} \end{cases}$$

We observe that since the action of $\text{End}(V)$ on $\mathcal{B}$ is linear, we obtain

(39) \hspace{2cm} \zeta_k(\text{span}_\mathbb{Q}\{\{b_{ij}\}_{1 \leq i \leq j \leq m}\}) \subseteq \text{span}_\mathbb{Q}\{\{b_{ij}\}_{1 \leq i \leq j \leq m}\} \quad \text{for all} \quad \zeta_k \in b_W.

Now we define the map

$$\Xi: \mathcal{B} \to \mathbb{B}^n,$$

$$b \mapsto \Xi(b) = (\zeta_1(b), \ldots, \zeta_n(b))$$

for $\zeta_k \in b_W$. Then, it is clear that

$$\Xi(\text{span}_\mathbb{Q}\{\{b_{ij}\}_{1 \leq i \leq j \leq m}\}) \subseteq \text{span}_\mathbb{Q}\{\{b_{ij}\}_{1 \leq i \leq j \leq m}\}$$

by (39) and $\text{ker}(\Xi) = \mathcal{K}$. We need only to find a non-zero form $b \in \mathcal{P} = \text{ker}(\Xi) \cap \text{span}_\mathbb{Q}\{\{b_{ij}\}_{1 \leq i \leq j \leq m}\}$. Let us assume that $\tilde{b} \in \mathcal{P}$. Then we can write $\tilde{b} = \sum_{i \leq j} q_{ij} b_{ij}$ with $q_{ij} \in \mathbb{Q}$ and $\tilde{b}(v_\alpha, v_\beta) \in \mathbb{Q}$. Then, $\tilde{b} = cb$, where $b(\ldots) = \langle \ldots \rangle_V$, $c \neq 0$ by Step 3. If $c > 0$, then the form $b^*$ has the same index $(p, q)$ as the original scalar product, and if $c < 0$, then the index is $(q, p)$.
Denote $N = \dim(\mathcal{B})$. The map $\Xi: \mathcal{B} \to \mathcal{B}^n$ and the basis $\{b_{ij}\}_{i \leq j}$ define the basis on $\mathcal{B}^n$ in a natural way. Then the $(nN \times N)$-matrix $A$ for the map $\Xi$ has rational entries by (33), and therefore, the determinant of any $(k \times k)$ sub-matrix belongs to $\mathbb{Q}$. Hence, \(\text{rank}_\mathbb{Q}(A) = \text{rank}_\mathbb{R}(A)\) and $\ker(\Xi) = \ker(\mathcal{B})$. Because of $\dim(\mathcal{K}) = \dim(\ker(\Xi)) = \ker(\mathcal{B}) = 1$, we can find a non-zero element in $\ker(\Xi) \cap \text{span}_\mathbb{Q}\{b_{ij}\}_{i \leq j \leq m}$ by Step 4. This proves the theorem.

Applying the Mal’cev criterion we obtain the following corollary.

**Corollary 10.** If $G$ is a simply connected 2-step nilpotent Lie group with the Lie algebra $\mathfrak{g}$, then the group $G$ admits a lattice.

Let $W \subset \text{End}(V_j)$ for $j = 1, \ldots, n$, where each $V_j$ is $W$-irreducible finite dimensional space, which admits a $W$-invariant scalar product $\langle \ldots \rangle_{V_j}$. Define the vector space $V = \bigoplus_{j=1}^n V_j$ and the scalar product $\langle \ldots \rangle_V = \bigoplus_{j=1}^n \langle \ldots \rangle_{V_j}$. Then the direct sum $V = \bigoplus_{j=1}^n V_j$ is orthogonal with respect to $\langle \ldots \rangle_V$. Let $W$ be a rational subspace of a semisimple Lie algebra $\mathcal{L}$ having the following property:

(3) each vector space $V_j$ admits a basis $B_{V_j}$ and the Lie algebra admits a basis $\mathcal{C}_\mathcal{L}$ (for instance the Chevalley basis) such that $\mathcal{C}_\mathcal{L}$ leaves the rational structure $\text{span}_\mathbb{Q}\{B_{V_j}\}$ invariant,

$$\zeta_k(\text{span}_\mathbb{Q}\{B_{V_j}\}) \subset \text{span}_\mathbb{Q}\{B_{V_j}\}$$

for all $\zeta_k \in \mathcal{C}_\mathcal{L}$.

Let us remark, that if $\mathcal{L}$ is a semisimple Lie algebra of a compact subgroup $G$ of $\text{GL}(V_j)$ (which is the case when the Killing form on $\mathcal{L}$ is positive-definite), then the representation $\rho: G \to \text{GL}(V_j)$ has the property that the vector space $V_j$ admits the basis $B_{V_j}$, such that $d\rho(\mathcal{C}_\mathcal{L})$ leaves the integer structure $\text{span}_\mathbb{Z}\{B_{V_j}\}$ invariant, and as a consequence, leaves the rational structure $\text{span}_\mathbb{Q}\{B_{V_j}\}$ invariant. Thus, for the Lie algebras of compact Lie groups the property (1) always holds.

Now we are ready to prove the following theorem.

**Theorem 7.** Let $\mathcal{L} \subset \mathfrak{o}(V, \langle \ldots \rangle_V)$ be a subalgebra that admits a Chevalley basis $\mathcal{C}_\mathcal{L}$ such that the structure constants with respect to this basis are rational, let $W$ be a rational subspace of $\mathcal{L}$ relatively to the rational structure $\text{span}_\mathbb{Q}\{\mathcal{C}_\mathcal{L}\}$. Assume also that $V = \bigoplus V_j$, where each $V_j$ is $W$-irreducible and admits $W$-invariant scalar product $\langle \ldots \rangle_{V_j}$. Here $W \subset \text{End}(V_j)$ for each $j = 1, \ldots, n$. Moreover, the basis $\mathcal{C}_\mathcal{L}$ is such that for any $V_j$ there is a basis $B_{V_j}$ such that $\zeta_k(\text{span}_\mathbb{Q}\{B_{V_j}\}) \subset \text{span}_\mathbb{Q}\{B_{V_j}\}$ for all $\zeta_k \in \mathcal{C}_\mathcal{L}$. Then there exists a scalar product $\langle \ldots \rangle_\mathcal{G}$ on $V \oplus W$, such that the standard pseudo-metric Lie algebra $\mathcal{G} = (V \oplus W, [\ldots], \langle \ldots \rangle_\mathcal{G})$ admits rational structure constants.

**Proof.** Let $B_W = \{\zeta_1, \ldots, \zeta_k\} \subset \text{span}_\mathbb{Q}\{\mathcal{C}_\mathcal{L}\}$. By the hypothesis of the theorem $W \subset \mathfrak{o}(V_j, \langle \ldots \rangle_{V_j}) \subset \text{End}(V_j)$ and for any $V_j$ we can find a basis $B_{V_j}$ such that matrices for all $\zeta_j \in \mathcal{C}_\mathcal{L}$ have rational entries when they are written in the bases $B_{V_j}$ for all $j$. Since $B_W \subset \text{span}_\mathbb{Q}\{\mathcal{C}_\mathcal{L}\}$, the subspace $W \subset \text{End}(V_j)$ is the rational relatively to the bases $B_W$ and $B_{V_j}$ for each $j$. Then, for any $V_j$ we can modify the scalar products $\langle \ldots \rangle_{V_j}$ such that $\langle v_\alpha, v_\beta \rangle_{V_j} \in \mathbb{Q}$ for any two elements $v_\alpha, v_\beta \in B_{V_j}$. 


Let $B_V = \{v_1, \ldots, v_m\}$ be a union of bases $\{B_{V_j}\}$, and let the scalar product $\langle \ldots \rangle^*_V$ be the sum of modified scalar products, that makes the direct sum $\oplus V_j$ orthogonal. Then the bases $B_V$ and $B_W$ satisfy the conditions of Step 2 of the previous theorem, and therefore, the Lie algebra $V \oplus W$ has rational structure constants.

**Theorem 8.** Let $(V, \langle \ldots \rangle_V)$ be a finite dimensional scalar product space. Let $W$ be a Lie triple system in $\mathfrak{o}(V, \langle \ldots \rangle_V)$ that has a trivial centre. If the vector space $V$ and the Lie algebra $L = W + [W, W]$ satisfy condition $(\mathfrak{P})$ described before Theorem 7, then the standard pseudo-metric 2-step nilpotent Lie algebra $G = V \oplus W$ admits rational structure constants.

**Proof.** The Lie algebra $L = W + [W, W]$ is a subalgebra of $\mathfrak{o}(V, \langle \ldots \rangle_V)$. We have shown in Section 6 that the Lie algebra $L$ has a basis $B_L$ such that the structure constants of $L$ are rational, and moreover, $W$ is a rational subspace of $L$ with respect to the rational structure span $\mathbb{Q}\{B_L\}$. Then we apply Theorem 7 and finish the proof.

**Corollary 11.** If $G$ is a simply connected 2-step nilpotent Lie group with the Lie algebra $G$ described in Theorem 8, then $G$ admits a lattice.

Now we are ready to show an important consequence of the theory developed above. Let us make the following observation. It was shown that any pseudo $H$-type Lie algebra $n_{r,s}$ arises from representation of the Clifford algebra $\text{Cl}_{r,s}$. Thus, if there are $2l \times 2l$-matrices $J_{ij}$, $j = 1, \ldots, r + s$ satisfying the condition

- $J_{ij}^2 = -\text{Id}_{\mathbb{R}^{2l}}, j = 1, \ldots, r$;
- $J_{ij}^2 = \text{Id}_{\mathbb{R}^{2l}}, j = r + 1, \ldots, r + s$;
- $J_{ij}J_{ij} = -J_{ij}J_{ij}, j \neq i$;

then the corresponding pseudo $H$-type algebra $n_{r,s}$ exists. It is known [33] that the matrices satisfying the above conditions exist and moreover, they can be chosen with integer entries. Thus, the space $W$ has the basis $(J_1, \ldots, J_{r+s})$ and the space $[W, W]$ is spanned by $J_i J_j$, $i, j = 1, \ldots, r + s$. Thereby, we see that the Lie algebra $L = W + [W, W]$ admits a basis of $(2l \times 2l)$-matrices having integer entries, and moreover, the Lie algebra in the basis $\{J_{ij}\}_{j=1}^{r+s}$ admits integer structure constants, and the space $W$ is a rational subspace of the Lie algebra $L$, see Theorem 5. This basis leaves invariant the rational span of the standard Euclidean basis of $\mathbb{R}^{2l}$, and therefore, satisfies condition $(\mathfrak{P})$ before Theorem 7. Here we substitute the Chevalley basis by the basis directly related to the representation of the Clifford algebras and the representation space is considered to be $\mathbb{R}^{2l}$. Since all pseudo $H$-type algebras are isomorphic to pseudo $H$-type algebras $n_{r,s}$ arising from the representation of the Clifford algebras $\text{Cl}_{r,s}$, we only need to prove the following theorem.

**Theorem 9.** Let $n_{r,s}$ be a pseudo $H$-type Lie algebra, and let $\mathfrak{n}_{r,s}$ be the corresponding pseudo $H$-type Lie group. Then $\mathfrak{n}_{r,s}$ admits a lattice.

**Proof.** Let $n_{r,s} = (\mathbb{R}^l \oplus \mathbb{R}^{r,s}, \{\ldots\}, \{\ldots\}_n = \{\ldots\}_{l,l} + \{\ldots\}_{r,s}$ be a pseudo $H$-type Lie algebra, let $\text{Cl}_{r,s}$ be the Clifford Lie algebra, and let $J: \text{Cl}_{r,s} \to \text{End}(\mathbb{R}^{2l})$ be a representation defining the commutators in $n_{r,s}: \langle Z, [v, v'] \rangle_{r,s} = \langle J_Z v, v' \rangle_{l,l}$. Then
$W = J(\mathbb{R}^{r,s}) \subseteq \mathfrak{so}(l,l) \subset \text{End}(\mathbb{R}^{l,l})$ is the Lie triple system of $\mathfrak{so}(l,l)$ having a trivial centre. Let now $G = (\mathbb{R}^{l,l} \oplus W, [\cdot, \cdot], \{\cdot, \cdot\}_G)$ be a standard pseudo-metric 2-step nilpotent Lie algebra with $\{\cdot, \cdot\}_G = \{\cdot\}_l,l + \{\cdot, \cdot\}_\mathfrak{so}(l,l)$, and $\langle \zeta, [v, v]^\ast \rangle_{\mathfrak{so}(l,l)} = \langle \zeta(v), v' \rangle_{l,l}$ for any $\zeta \in W$. The Lie algebra $G$ admits rational structure constants, see Theorem \[\text[8].\] We need to show that the Lie algebras $\mathfrak{n}_{r,s} = (\mathbb{R}^{l,l} \oplus \mathbb{R}^{r,s}, [\cdot, \cdot])$ and $G = (\mathbb{R}^{l,l} \oplus W, [\cdot, \cdot]^\ast)$ are isomorphic. To achieve the goal we will construct auxiliary Lie algebra $\mathfrak{G}$ that will be isomorphic to both Lie algebras $\mathfrak{n}_{r,s}$ and $G$.

In order to construct the Lie algebra $\mathfrak{G}$ we use the injectivity property of the Clifford representations $J: \mathbb{R}^{r,s} \to \text{End}(\mathbb{R}^{l,l})$. We disregard the standard scalar product $\langle \cdot, \cdot \rangle_{\mathbb{R}^{r,s}}$ on $\mathbb{R}^{r,s}$ and simply write $\mathbb{R}^{r,s}$. Pullback the metric $\langle \cdot, \cdot \rangle_{\mathfrak{so}(l,l)}$ to the space $\mathbb{R}^{r,s}$ by defining the scalar product $2l \langle Z, Z' \rangle_{\mathbb{R}^{r,s}} = \langle J_Z, J_{Z'} \rangle_{\mathfrak{so}(l,l)}$. Let $\mathfrak{G} = \mathbb{R}^2 \oplus \mathbb{R}^{r,s}$ as a vector space and the commutator $[\cdot, \cdot]'$ defined by $\langle Z, [v, w] \rangle_{\mathbb{R}^{r,s}} = \langle J_Z v, w \rangle_{l,l}$. Let $\phi: \mathfrak{G} \to \mathfrak{G}$ be the map constructed by $\phi(v + Z) = v + J_Z$ for all $v \in \mathbb{R}^2$, $Z \in \mathbb{R}^{r,s}$. The map $\phi$ is the Lie algebra isomorphism $\mathfrak{G} = (\mathbb{R}^{l,l} \oplus \mathbb{R}^{r,s}, [\cdot, \cdot]')$ and $G = (\mathbb{R}^{l,l} \oplus W, [\cdot, \cdot]^\ast)$. Indeed for any $\xi \in W$ and any $v, w \in \mathbb{R}^{l,l}$ we obtain

$$\langle \xi, [v, w]^\ast \rangle_{\mathfrak{so}(l,l)} = \langle \xi(v), w \rangle_{l,l} = \langle J_Z(v), w \rangle_{l,l} = \langle Z, [v, w] \rangle_{\mathbb{R}^{r,s}}$$
$$= \langle J_Z, J_{[v, w]} \rangle_{\mathfrak{so}(l,l)} = \langle \xi, \phi([v, w]) \rangle_{\mathfrak{so}(l,l)}.$$

Now we show that the Lie algebras $\mathfrak{G}$ and $\mathfrak{n}_{r,s}$ are isomorphic. Observe that since

$$\langle J_Z, J_{Z_i} \rangle_{\mathfrak{so}(l,l)} = -\text{tr}(J_{Z_i}^2) = -2l \nu_i(r, s),$$

where $\{Z_1, \ldots, Z_{r+s}\}$ is an orthonormal basis of $\mathbb{R}^{r,s}$ with respect to $\langle \cdot, \cdot \rangle_{r,s}$, the set $\{J_{Z_1}, \ldots, J_{Z_{r+s}}\}$ forms an orthogonal basis of $W$ with respect to the restriction of the trace metric. Thus, the index of the spaces $W$ and $\mathbb{R}^{r,s}$ coincides. This also shows that the collection $Z_1, \ldots, Z_{r+s}$ is also orthogonal in $\mathbb{R}^{r,s}$ with respect to the metric $\langle \cdot, \cdot \rangle_{\mathbb{R}^{r,s}}$. Therefore, the scalar products $\langle \cdot, \cdot \rangle_{\mathbb{R}^{r,s}}$ and $\langle \cdot, \cdot \rangle_{r,s}$ differs by the positive multiple $2l$. Now the Lie algebra $\mathfrak{G}$ with the metric $\langle \cdot, \cdot \rangle_{l,l} + \langle \cdot, \cdot \rangle_{\mathbb{R}^{r,s}}$ has the same Lie brackets as the Lie algebra $\mathfrak{G}$ with the scalar product $(2l)^{-1} \langle \cdot, \cdot \rangle_{l,l} + \langle \cdot, \cdot \rangle_{r,s}$ by Proposition \[\text[1].\] The Lie brackets of $\mathfrak{G}$ and $\mathfrak{n}_{r,s}$ are defined by the scalar product $\langle \cdot, \cdot \rangle_{r,s}$ and $(2l)^{-1} \langle \cdot, \cdot \rangle_{l,l} + \langle \cdot, \cdot \rangle_{r,s}$ respectively. Thus, $\mathfrak{n}_{r,s} = (\mathbb{R}^{l,l} \oplus \mathbb{R}^{r,s}, [\cdot, \cdot])$ and $\mathfrak{G} = (\mathbb{R}^{l,l} \oplus \mathbb{R}^{r,s}, [\cdot, \cdot]')$ are isomorphic by Lemma \[\text[1].\]

Finally we conclude that the Lie algebras $\mathfrak{n}_{r,s} = (\mathbb{R}^{l,l} \oplus \mathbb{R}^{r,s}, [\cdot, \cdot])$ and $G = (\mathbb{R}^{l,l} \oplus W, [\cdot, \cdot]^\ast)$ are isomorphic, and therefore, the Lie algebra $\mathfrak{n}_{r,s}$ has rational structure constants. Applying the Mal’cev criterium we finish the proof. \[\square\]

Other proofs of Theorem \[\text[9].\] can be found in \[\text[17], [18].\]

Let us make the last observation. Let $\mathfrak{g}$ be a 2-step nilpotent Lie algebra such that $\dim([\mathfrak{g}, \mathfrak{g}]) = n$, and the complement $V$ to $[\mathfrak{g}, \mathfrak{g}]$ has dimension $m$. As we showed in Theorem \[\text[4].\] there exist $p, q \in \mathbb{N}$, $p + q = m$, and an $n$-dimensional subspace $\mathcal{D}$ of $\mathfrak{so}(p, q)$, such that $\mathfrak{g}$ is isomorphic as a Lie algebra to the standard metric 2-step nilpotent Lie algebra $\mathfrak{g}^* = \mathbb{R}^{p,q} \oplus \mathcal{D}$. Now we state the following theorem.
Theorem 10. If \( \mathfrak{g} \) admits a basis with rational structure constants, then we may choose \( \mathcal{D} \) having a basis whose matrices only have entries in \( \mathbb{Z} \) relatively to the standard basis \( e_1, \ldots, e_m \) of \( \mathbb{R}^{p,q} \).

Proof. We assume that there exists a basis \( \mathcal{B} = \{v_1, \ldots, v_m, z_1, \ldots, z_n\} \) of \( \mathfrak{g} = V \oplus_1 [\mathfrak{g}, \mathfrak{g}] \) with \( v_1, \ldots, v_m \) being a basis of \( V \), and \( z_1, \ldots, z_n \) being a basis of \([\mathfrak{g}, \mathfrak{g}]\) such that the structure constants \( C^k_{ij} \) with respect to \( \mathcal{B} \) are in \( \mathbb{Q} \). We write \( C^k_{ij} = \frac{a^k_{ij}}{b^k_{ij}} \)

with \( a^k_{ij} \in \mathbb{Z} \) and \( b^k_{ij} \in \mathbb{N} \setminus \{0\} \). We define a natural number \( d \) as the least common multiple of the collection \( \{b^k_{ij} | i, j = 1, \ldots, m, \quad k = 1, \ldots, n\} \), and define the basis \( \mathcal{B}_d = \{\sqrt{d}v_1, \ldots, \sqrt{d}v_m, z_1, \ldots, z_n\} \). It follows that the structure constants \( \tilde{C}^k_{ij} \) with respect of \( \mathcal{B}_d \) are given by \( dC^k_{ij} \)

\[
\sum_{k=1}^{n} \tilde{C}^k_{ij}z_k = [\sqrt{d}v_i, \sqrt{d}v_j] = d[v_i, v_j] = d \sum_{k=1}^{n} C^k_{ij}z_k = \sum_{k=1}^{n} dC^k_{ij}z_k.
\]

Hence, \( \tilde{C}^k_{ij} \) are natural numbers such that the matrix \( \tilde{C}^k = dC^k \) only has entries in \( \mathbb{Z} \). As we know from Theorem 4 there exist \( p, q \in \mathbb{N} \), \( p + q = m \) such that the \( n \)-dimensional subspace \( \mathcal{D} = \text{span} \{C^1\eta_{p,q}, \ldots, C^n\eta_{p,q}\} \) is a non-degenerate subspace of \( \mathfrak{so}(p,q) \) such that \( \mathfrak{g} \cong \mathbb{R}^{p,q} \oplus \mathcal{D} \). As \( C^k\eta_{p,q} = dC^k\eta_{p,q} \in \mathcal{D} \), and the entries of \( C^k\eta_{p,q} \) lie obviously in \( \mathbb{Z} \), it follows that there exists a basis of \( \mathcal{D} \) whose matrices only have entries in \( \mathbb{Z} \), relatively to the standard basis \( e_1, \ldots, e_m \) of \( \mathbb{R}^{p,q} \). \( \square \)
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