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Abstract. With wearable IMU sensors, one can estimate human poses from wearable devices without requiring visual input. In this work, we pose the question: Can we reason about object structure in real-world environments solely from human trajectory information? Crucially, we observe that human motion and interactions tend to give strong information about the objects in a scene – for instance a person sitting indicates the likely presence of a chair or sofa. To this end, we propose P2R-Net to learn a probabilistic 3D model of the objects in a scene characterized by their class categories and oriented 3D bounding boxes, based on an input observed human trajectory in the environment. P2R-Net models the probability distribution of object class as well as a deep Gaussian mixture model for object boxes, enabling sampling of multiple, diverse, likely modes of object configurations from an observed human trajectory. In our experiments we show that P2R-Net can effectively learn multi-modal distributions of likely objects for human motions, and produce a variety of plausible object structures of the environment, even without any visual information. The results demonstrate that P2R-Net consistently outperforms the baselines on the PROX dataset and the VirtualHome platform.
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1 Introduction

Understanding the structure of real-world 3D environments is fundamental to many computer vision tasks, with a well-studied history of research into 3D reconstruction from various visual input mediums, such as RGB video \([43,13,55,53]\), RGB-D video \([45,6,47,66,9]\), or single images \([27,46,50,72,14,35,36,8]\). Such approaches with active cameras have shown impressive capture of geometric structures leveraging strong visual signals. We consider an unconventional view of passive 3D scene perception: in the case of a lack of any visual signal, we look to human pose data, which for instance can be estimated from wearable IMU sensors \([62,19,28]\), and ask “What can we learn about a 3D environment from only human pose trajectory information?” This opens up new possibilities to explore information embedded in wearable devices (e.g., phones, fitness watches, etc.) towards understanding mapping, interactions, and content creation.
Fig. 1: From an observed pose trajectory of a person performing daily activities in an indoor scene (left), we learn to estimate likely object configurations of the scene underlying these interactions, as set of object class labels and oriented 3D bounding boxes (middle). By sampling from our probabilistic decoder, we synthesize multiple plausible object arrangements (right). (Scene geometry is shown only for visualization.)

In particular, we observe that human movement in a 3D environment often interacts both passively and actively with objects in the environment, giving strong cues about likely objects and their locations. For instance, walking around a room indicates where empty floor space is available, a sitting motion indicates high likelihood of a chair or sofa to support the sitting pose, and a single outstretched arm suggests picking up/putting down an object to furniture that supports the object. We thus propose to address a new scene estimation task: from only a sequence observation of 3D human poses, to estimate the object arrangement in the scene of the objects the person has interacted with, as a set of object class categories and 3D oriented bounding boxes (see Fig. 1).

As there are inherent ambiguities that lie in 3D object localization from only a human pose trajectory in the scene, we propose P2R-Net to learn a probabilistic model of the most likely modes of object configurations in the scene. From the sequence of poses, P2R-Net leverages the pose joint locations to vote for potential object centers that participate in the observed pose interactions. We then introduce a probabilistic decoder that learns a Gaussian mixture model for object box parameters, from which we can sample multiple diverse hypotheses of object arrangements. To enable massive training, we introduce a large-scale dataset with VirtualHome [51] platform to learn object configurations from human motions. Experiments on VirtualHome and the real dataset PROX [24,70] demonstrate our superiority against the baseline methods.

In summary, we present the following contributions:

– We propose a new perspective on 3D scene understanding by studying estimation of 3D object configurations from solely observing 3D human pose sequences of interactions in an environment, without any visual input, and predicting the object class categories and 3D oriented bounding boxes of the interacted objects in the scene.

– To address this task, we introduce a new, end-to-end, learned probabilistic model that estimates probability distributions for the object class categories and bounding box parameters.
We demonstrate that our model captures complex, multi-modal distributions of likely object configurations, which can be sampled to produce diverse hypotheses that have accurate coverage over the ground truth object arrangement. Experiments also demonstrate the superiority of our method against the baselines in terms of accuracy and diversity.

2 Related Work

Predicting Human Interactions in Scenes. Capturing and modeling interactions between human and scenes has seen impressive progress in recent years, following significant advances in 3D reconstruction and 3D deep learning. From a visual observation of a scene, interactions and human-object relations are estimated. Several methods have been proposed for understanding the relations between scene and human poses via object functionality prediction [20,75,49,26] and affordance analysis [21,57,58,64,12,54].

By parsing the physics and semantics in human interactions, further works have been proposed towards synthesizing static human poses or human body models into 3D scenes [20,21,56,34,57,24,73,74,25]. These works focus on how to place human avatars into a 3D scene with semantic and physical plausibility (e.g., support or occlusion constraints). Various approaches have additionally explored synthesizing dynamic motions for a given scene geometry. Early methods retrieve and integrate existing avatar motions from database to make them compatible with scene geometry [37,2,32,38,60]. Given a goal pose or a task, more works learn to search for a possible motion path and estimate plausible contact motions [61,5,7,41,63,23]. These methods explore human-scene interaction understanding by estimating object functionalities or human interactions as poses in a given 3D scene environment. In contrast, we take a converse perspective, and aim to estimate the 3D scene arrangement from human pose trajectory observations.

Scene Understanding with Human Priors. As many environments, particularly indoor scenes, have been designed for people’s daily usage, human behavioral priors can be leveraged to additionally reason about 2D or 3D scene observations. Various methods have been proposed to leverage human context as extra signal towards holistic perception to improve performance in scene understanding tasks such as semantic segmentation [10], layout detection from images [16,59], 3D object labeling [29], 3D object detection and segmentation [65], and 3D reconstruction [17,18,70].

Additionally, several methods learn joint distributions of human interactions with 3D scenes or RGB video that can be leveraged to re-synthesize the observed scene as an arranged set of synthetic, labeled CAD models [31,15,30,57,42]. Recently, HPS [22] proposed to simultaneously estimate pose trajectory and scene reconstruction from wearable visual and inertial sensors on a person. We also aim to understand 3D scenes as arrangements of objects, but do not require any labeled interactions nor consider any visual (RGB, RGB-D, etc.) information as input. The recent approach of Mura et al. [44] poses the task of floor plan estimation from 2D human walk trajectories, and proposes to predict occupancy-based
floor plans that indicate structure and object footprints, but without object instance distinction and employs a fully-deterministic prediction. To the best of our knowledge, we introduce the first method to learn 3D object arrangement distributions from only human pose trajectories, without any visual input. **Pose Tracking with IMUs.** Our method takes the input of human pose trajectories, which is built on the success of motion tracking techniques. Seminal work on pose estimation from wearable sensors have demonstrated effective pose estimation from wearable sensors, such as optical markers [4,23] or IMUs [39,62,28,33,19]. Our work is motivated by the capability of reliably estimating human pose from these sensor setups without visual data, from which we aim to learn human-object interaction priors to estimate scene object configurations.

# 3 Method

From only a human pose trajectory as input, we aim to estimate a distribution of likely object configurations, from which we can sample plausible hypotheses of objects in the scene as sets of class category labels and oriented 3D bounding boxes. We observe that most human interactions in an environment are targeted towards specific objects, and that general motion behavior is often influenced by the object arrangement in the scene. We thus aim to discover potential objects that each pose may be interacting with.

We first extract meaningful features from the human pose sequence with a **position encoder** to disentangle each frame into a relative position encoding and a position-agnostic pose, as well as a **pose encoder** to learn the local spatio-temporal feature for each pose in consecutive frames. We then leverage these features to vote for a potential interacting object for each pose. From these votes, we learn a **probabilistic mixture decoder** to propose box proposals for each object, characterizing likely modes for objectness, class label, and box parameters. An illustration of our approach is shown in Fig. 2.

## 3.1 Relative Position Encoding

We consider an input pose trajectory with $N$ frames and $J$ joints as the sequence of 3D locations $T \in \mathbb{R}^{N \times J \times 3}$. We also denote the root joint of each pose by $r \in \mathbb{R}^{N \times 3}$, where the root joint of a pose is the centroid of the joints corresponding to the body hip (for the skeleton configuration, we refer to the supplemental). To learn informative pose features, we first disentangle for each frame the absolute pose joint coordinates into a relative position encoding $Q \in \mathbb{R}^{N \times d_1}$ and a position-agnostic pose feature $P \in \mathbb{R}^{N \times J \times d_1}$, which are formulated as:

$$Q = \text{Pool} \left[ f_1 \left( N \left( r \right) - r \right) \right],$$

$$P = f_2 \left( T - r \right), \quad N \left( r \right) \in \mathbb{R}^{N \times k \times 3}, \quad \text{(1)}$$

where $f_1(*)$, $f_2(*)$ are point-wise MLP layers, $N(r)$ is the set of $k$ temporal neighbors to each root joint in $r$, and Pool(*) denotes neighbor-wise average
Fig. 2: Overview of P2R-Net. Given a pose trajectory with $N$ frames and $J$ joints, a position encoder decouples each skeleton frame into a relative position encoding (from its root joint as the hip centroid) and a position-agnostic pose. After combining them, a pose encoder learns local pose features from both body joints per skeleton (spatial encoding) and their changes in consecutive frames (temporal encoding). Root joints as seeds are then used to vote for the center of a nearby object that each pose is potentially interacting with. A probabilistic mixture network learns likely object box distributions, from which object class labels and oriented 3D boxes can be sampled.

3.2 Spatio-Temporal Pose Encoding

The encoding $P_r$ provides signal for the relative pose trajectory of a person. We then further encode these features to capture the joint movement to understand local human-object interactions. That is, from $P_r$, we learn joint movement in spatio-temporal domain: (1) in the spatial domain, we learn from intra-skeleton joints to capture per-frame pose features; (2) in the temporal domain, we learn from inter-frame relations to perceive each joint’s movement.

Inspired by [69] in 2D pose recognition, we first use a graph convolution layer to learn intra-skeleton joint features. Edges in the graph convolution are constructed following the skeleton bones, which encodes skeleton-wise spatial information. For each joint, we then use a 1-D convolution layer to capture temporal features from its inter-frame neighbors. A graph layer and an 1-D convolution layer are linked into a block with a residual connection to process the input $P_r$ (see Fig. 3). By stacking six blocks, we obtain a deeper spatio-temporal pose encoder with a wider receptive field in temporal domain, enabling reasoning over more temporal neighbors for object box estimation. Finally, we adopt an MLP to process all joints per skeleton to obtain pose features $P_{st} \in \mathbb{R}^{N \times d_2}$. 

3.3 Locality-Sensitive Voting

With pose features $P^{st}$, we then learn to vote for all the objects a person could have interacted with in a trajectory (see Fig. 2). For each pose frame, we predict the center of an object it potentially interacts with. Since we do not know when interactions begin or end, each pose votes for a potential object interaction. As human motion in a scene will tend to active interaction with an object or movement to an object, we aim to learn these patterns by encouraging votes for objects close to the respective pose, encouraging locality-based consideration.

For each pose feature $p^{st}_s$, we use its root joint $r_s$ as a seed location, and vote for an object center by learning the displacement from the seed:

\[
v = r_s + f_3(P^{st}_s), \quad r_s, v \in \mathbb{R}^{M \times 3},
\]

\[
P^v = P^{st}_s + f_4(P^{st}_s), \quad P^{st}_s, P^v \in \mathbb{R}^{M \times d_2},
\]

where $r_s$ are the evenly sampled $M$ seeds from $r$; $P^{st}_s$ are the corresponding pose features of $r_s$; $f_3, f_4$ are MLP layers; $v, P^v$ denote the vote coordinates and features learned from $P^{st}_s$. We evenly sample seeds $r_s$ from $r$ to make them cover the whole trajectory and adaptive to sequences with different length.

Since there are several objects in a scene, for each seed in $r_s$, we vote for the center to the nearest one (see Fig. 4). The nearest object is both likely to participate in a nearby interaction, and affect motion around the object if not directly participating in an interaction. This strategy helps to reduce the ambiguities in scene object configuration estimation from a pose trajectory by capturing both direct and indirect effects of object location on pose movement.

For the seeds which vote for the same object, we group their votes to a cluster following [52]. This outputs cluster centers $v^c \in \mathbb{R}^{V \times 3}$ with aggregated cluster feature $P^c \in \mathbb{R}^{V \times d_2}$ where $V$ denotes the number of vote clusters. We then use the $P^c$ to decode to distributions that characterize semantic 3D boxes, which is described in Section 3.4. For poses whose root joint is not close to any object during training (beyond a distance threshold $t_d$), we consider them to have little connection with the objects, and do not train them to vote for any object.

3.4 Probabilistic Mixture Decoder

We decode vote clusters $(v^c, P^c)$ to propose oriented 3D bounding boxes for each object, along with their class label and objectness score. Each box is represented
Fig. 4: Voting to objects that potentially influence the motion trajectory in approaching the target.

by a 3D center \( c \), 3D size \( s \) and 1D orientation \( \theta \), where we represent the size by \( \log(s) \) and orientation by \((\sin(\theta), \cos(\theta))\) for regression, similar to [71]. Since the nature of our task is inherently ambiguous (e.g., it may be unclear from observing a person sit if they are sitting on a chair or a sofa, or the size of the sofa), we propose to learn a probabilistic mixture decoder to predict the box centroid, size and orientation with multiple modes, from a vote cluster \( v^c \in \mathcal{V}^c \), \( P^c \in \mathcal{P}^c \):

\[
y^c = \sum_{k=1}^{P} I^c_k \cdot y^c_k, \quad \tau \in \{c, s, \theta\},
\]

where \( \tau \in \{c, s, \theta\} \) denote the regression targets for center, size, and orientation; \( \mathcal{N}(\mu^k_{\tau}, \Sigma^k_{\tau}) \) is the learned multivariate Gaussian distribution of the \( k \)-th mode for \( \tau \), where \( y^c_k \) is sampled from; \( P \) is the number of Gaussian distributions (i.e., modes); \( f^c_k(*) \in [0, 1] \) is the learned score for the \( k \)-th mode; \( y^c \) is the weighted sum of the samples from all modes, which is the prediction of the center/size/orientation; and \( d_{\tau} \) is their output dimension (\( d_c=3, d_s=3, d_{\theta}=2 \)). Note that the box center \( y^c \) is obtained by regressing the offset \( y_c \) from cluster center \( v^c \). We predict the proposal objectness and the probability distribution for class category directly from \( P^c \), using an MLP.

**Multi-modal Prediction.** In Eq. 3, the learnable parameters are \( f^c_k(*) \) and \((\mu^c_\tau, \Sigma^c_\tau)\). \( f^c(*) \) is realized with an MLP followed by a sigmoid function, and \((\mu^c_\tau, \Sigma^c_\tau)\) are the learned embeddings shared among all samples. During training, we sample \( y^c_k \) from each mode \( \mathcal{N}(\mu^c_k, \Sigma^c_k) \) and predict \( y^c \) using Eq. 3. To generate diverse and plausible hypotheses during inference, we not only sample \( y^c_k \), but also sample various different modes by randomly disregarding mixture elements based on their probabilities \( f^c(*) \). Then we obtain \( y^c \) as follows:

\[
y^c = \sum_{k=1}^{P} I^c_k \cdot y^c_k, \quad I^c_k \sim \text{Bern}(f^c_k), \quad y^c \sim \mathcal{N}(\mu^c, \Sigma^c),
\]

where \( I^c_k \) is sampled from Bernoulli distribution with probability of \( f^c_k(*) \). We also sample the object classes by the predicted classification probabilities, and discard proposed object boxes with low objectness (\( \leq t_o \)) after 3D NMS.

We can then generate \( N_h \) hypotheses in a scene; each hypothesis is an average of \( N_s \) samples of \( y^c \), which empirically strikes a good balance between diversity and accuracy of the set of hypotheses. To obtain the maximum likelihood pre-
diction, we use \( f_k^{\tau}(\ast) \) and the mean value \( \mu_k^{\tau} \) instead of \( I_k^{\tau} \) and \( y_k^{\tau} \) to estimate the boxes with Eq. 3.

### 3.5 Loss Function

The loss consists of classification losses for objectness \( \mathcal{L}_{obj} \) and class label \( \mathcal{L}_{cls} \), and regression losses for votes \( \mathcal{L}_v \), box center \( \mathcal{L}_c \), size \( \mathcal{L}_s \) and orientation \( \mathcal{L}_\theta \).

**Classification Losses.** Similar to [52], \( \mathcal{L}_{obj} \) and \( \mathcal{L}_{cls} \) are supervised by cross entropy losses, wherein the objectness score is used to classify if a vote cluster center is close to (\( \leq 0.3 \) m, positive) or far from (\( \geq 0.6 \) m, negative) the ground truth. Proposals from the clusters with positive objectness are further supervised with box regression losses.

**Regression Losses.** We supervise all the predicted votes, box centers, sizes and orientations with a Huber loss. For poses that are located within \( d_p \) to objects (\( d_p = 1 \) m), we use the closest object center to supervise their vote. Votes from those poses that are far from all objects are not considered. For center predictions, we use their nearest ground-truth center to calculate \( \mathcal{L}_c \). Since box sizes and orientations are predicted from vote clusters, we use the counterpart from the ground-truth box that is nearest to the vote cluster for supervision. Then the final loss function is \( \mathcal{L} = \sum_\tau \lambda_\tau \mathcal{L}_\tau \), where \( \mathcal{L}_\tau \in \{ \mathcal{L}_{obj}, \mathcal{L}_{cls}, \mathcal{L}_v, \mathcal{L}_c, \mathcal{L}_s, \mathcal{L}_\theta \} \) and \( \{ \lambda_\tau \} \) are constant weights that balance the losses.

### 4 Experiment Setup

**Datasets.** To the best of our knowledge, existing 3D human pose trajectory datasets are either with very few sequences (\( \leq 102 \)) [57,24,74,3,70], or without instance annotations [24,3,74], or focused on single objects [23]. To this end, we introduce a new large-scale dataset using the simulation platform VirtualHome [51] for the task of estimating multiple scene objects from a human pose trajectory observation. To demonstrate our applicability to real data, we also evaluate on real human motions from the PROX dataset [24,70].

We construct our dataset on VirtualHome [51], which is built on the Unity3D game engine. It consists of 29 rooms, with each room containing 88 objects on average; each object is annotated with available interaction types. VirtualHome allows customization of action scripts and control over humanoid agents to execute a series of complex interactive tasks. We refer readers to [51] for the details of the scene and action types. In our work, we focus on the interactable objects under 17 common class categories. In each room, we select up to 10 random static objects to define the scene, and script the agent to interact with each of the objects in a sequential fashion. For each object, we also select a random interaction type associated with the object class category. Then we randomly sample 13,913 different sequences with corresponding object boxes to construct the dataset. During training, we also randomly flip, rotate and translate the scenes and poses for data augmentation. For additional detail about data generation, we refer to the supplemental. For the PROX dataset [24], we use its...
human motions with the 3D instance boxes labeled by [70], which has 46 motion sequences interacting with four object categories (i.e., bed, chair, sofa, table) in 10 rooms. For more details, we refer readers to [24,70].

**Implementation.** We train P2R-Net end-to-end from scratch with the batch size at 32 on 4 NVIDIA 2080 Ti GPUs for 180 epochs, where Adam is used as the optimizer. The initial learning rate is at 1e-3 in the first 80 epochs, which is decayed by 0.1× every 40 epochs after that. The losses are weighted by $\lambda_{obj}=5$, $\lambda_{cls}=1$, $\{\lambda_{v}, \lambda_{s}, \lambda_{c}, \lambda_{th}\}=10$ to balance the loss values. During training, we use pose distance threshold $t_d=1$ m. At inference time, we output box predictions after 3D NMS with an IoU threshold of 0.1. We use an objectness threshold of $t_o=0.5$. For the layer and data specifications, we refer to the supplemental.

**Evaluation.** We evaluate our task both on our dataset and on PROX. For our dataset, we consider two types of evaluation splits: a sequence-level split $S_1$ across different interaction sequences, and room-level split $S_2$ across different rooms as well as interaction sequences. Note that sequences are trained with and evaluated against only the objects that are interacted with during the input observation, resulting in different variants of each room under different interaction sequences. For $S_1$, the train/test split ratio is 4:1 over the generated sequences. $S_2$ is a more challenging setup, with 27 train rooms and 2 test rooms, resulting in 13K/1K sequences. Since the task is inherently ambiguous, and only a single ground truth configuration of each room is available, we evaluate multi-modal predictions by several metrics: $mAP@0.5$ evaluates the mean average precision with the IoU threshold at 0.5 of the maximum likelihood prediction; $MMD$ evaluates the Minimal Matching Distance [1] of the best matching prediction with the ground truth out of 10 sampled hypotheses to measure their quality; $TMD$ evaluates the Total Mutual Diversity [68] to measure the diversity of the 10 hypotheses. We provide additional detail about MMD and TMD in the supplemental. For PROX dataset, we split the train/test set by 8:1 considering the very limited number of sequences (46) and use $mAP@0.5$ for detection evaluation.

5 Results and Analysis

We evaluate our approach on the task of scene object configuration estimation from a pose trajectory observation, in comparison with baselines constructed from state-of-the-art 3D detection and pose understanding methods, as well as an ablation analysis of our multi-modal prediction.

5.1 Baselines

Since there are no prior works that tackle the task of predicting the object configuration of a scene from solely a 3D pose trajectory, we construct several baselines leveraging state-of-the-art techniques as well as various approaches to estimate multi-modal distributions. We consider the following baselines: 1) **Pose-VoteNet** [52]. Since VoteNet is designed for detection from point clouds, we replace their PointNet++ encoder with our position encoder + MLPs to
learn joint features for seeds. 2) **Pose-VN**, Pose-VoteNet based on Vector Neurons [11] which replaces MLP layers in Pose-VoteNet with SO(3)-equivariant operators that can capture arbitrary rotations of poses to estimate objects. 3) **Motion Attention** [40]. Since our task can be also regarded as a sequence-to-sequence problem, we adopt a frame-wise attention encoder to extract repetitive pose patterns in the temporal domain which then inform a VoteNet decoder to regress boxes. Additionally, we also ablate our probabilistic mixture decoder with other alternatives: 4) **Deterministic P2R-Net** (P2R-Net-D), where we use VoteNet decoder [52] in our method for box regression to produce deterministic results; 5) **Generative P2R-Net** (P2R-Net-G), where our P2R-Net decoder is designed with a probabilistic generative model [67] to decode boxes from a learned latent variable; 6) **Heatmap P2R-Net** (P2R-Net-H), where the box center, size and orientation are discretized into binary heatmaps, and the box regression is converted into a classification task. Detailed architecture specifications for these networks are given in the supplemental material.

### 5.2 Qualitative Comparisons

**Comparisons on \( S_1 \)**. Fig. 5 visualizes predictions on the test set of unseen interaction sequences. Pose-VoteNet struggles to identify the existence of an object, leading to many missed detections, but can estimate reasonable object locations when an object is predicted. Pose-VN alleviates this problem of under-detection, but struggles to estimate object box sizes (rows 1,3). These baselines indicate the difficulty in detecting objects without sharing pose features among temporal neighbors. Motion Attention [40] addresses this by involving global context
with inter-frame attention. However, it does not take advantage of the skeleton’s spatial layout in continuous frames and struggles to detect the existence of objects (row 1,2). In contrast, our method leverages both target-dependent poses and object occupancy context, that learns the implicit interrelations between poses and objects to infer object boxes, and achieves better estimate of the scene configuration.

**Comparisons on $S_2$.** In Fig. 6, we illustrate the qualitative comparisons on the test set of unseen interaction sequences in unknown rooms. In this scenario, most baselines fail to localize objects, while our method can nonetheless produce plausible object layouts.

**Multi-modal Predictions.** We visualize various sampled hypotheses from our model $S_1$ in Fig. 8, showing that our method is able to deduce the spatial occupancy of objects from motion trajectories, and enables diverse, plausible estimation of object locations, orientation, and sizes for interactions.

**Comparisons on PROX.** We additionally show qualitative results on real motion data from PROX [24,70] in Fig. 7. Since there are only 46 sequences labeled with object boxes, we pretrain each method on our dataset first before
Fig. 8: Multi-modal predictions of P2R-Net. By sampling our decoder multiple times, we can obtain different plausible box predictions. Here, we show three randomly sampled hypotheses and the max. likelihood prediction for each input.

|          | bed  | bench | cabinet | chair | desk  | dish washer | fridge | lamp | sofa | stove | toilet | computer | mAP@0.5 |
|----------|------|-------|---------|-------|-------|-------------|--------|------|------|-------|--------|-----------|---------|
| Pose-VoteNet | 2.90 | 15.00 | 33.14   | 18.77 | 58.52 | 32.14       | 0.00   | 6.07 | 62.32| 49.82 | 0.00   | 3.06      | 25.70   |
| Pose-VN       | 20.81| 18.13 | 49.76   | 18.68 | 70.92 | 33.56       | 0.00   | 5.60 | 67.24| 46.76 | 0.00   | 6.11      | 29.80   |
| Motion Attention | 36.42| 7.54  | 23.35   | 19.50 | 77.71 | 15.59       | 17.13 | 2.35 | 78.61| 53.03 | 14.81 | 5.50      | 28.39   |
| P2R-Net-D     | 94.21| 10.12 | 54.72   | 8.92  | 63.32 | 56.53       | 59.89  | 3.25 | 90.92| 57.86 | 61.11 | 19.94     | 42.20   |
| P2R-Net-G     | 91.69| 7.56  | 36.61   | 10.05 | 93.47 | 67.53       | 77.45  | 1.21 | 92.97| 64.86 | 5.56  | 18.67     | 37.48   |
| P2R-Net-H     | 85.84| 8.04  | 22.04   | 10.91 | 76.08 | 55.20       | 55.15  | 0.00 | 83.92| 57.00 | 5.00  | 4.33      | 31.41   |

Table 1: Quantitative evaluation on split \( S_1 \). For P2R-Net-G, P2R-Net-H and ours, we use the maximum likelihood predictions to calculate mAP scores. The mAP@0.5 is averaged over all 17 classes (see the full table with all classes in the supplementary file).

finetuning them on PROX. As PROX uses SMPL-X human body model [48], we manually map its skeleton joint indexes to ours for transfer learning. The results show that our approach can effectively handle real, noisy pose trajectory inputs.

5.3 Quantitative Comparisons

We use mAP@0.5 to measure object detection accuracy, and evaluate the accuracy and diversity of a set of output hypotheses using minimal matching distance (MMD) and total mutual diversity (TMD).

Detection Accuracy. Table 1 shows a quantitative comparison on split \( S_1 \), where we observe that Pose-VoteNet and Pose-VN, struggle to recognize some object categories (e.g., bed, fridge and toilet). By leveraging the inter-frame connections, Motion Attention achieves improved performance in recognizing object classes, but struggles with detecting objectness and predicting object sizes. In contrast, our position and pose encoder learns both the spatial and temporal signals from motions to estimate likely object locations by leveraging the potential connections between human and objects, with our probabilistic mixture decoder better capturing likely modalities in various challenging ambiguous interactions (e.g., toilet and cabinet). In Table 2, we compare mAP@0.5 scores on split \( S_2 \), with increased relative improvement in the challenging scenario of scene object configuration estimation in new rooms.
Quality and Diversity of Multi-modal Predictions. We study the multi-modal predictions with our ablation variants P2R-Net-G and P2R-Net-H, and use MMD and TMD to evaluate the quality and diversity of 10 randomly sampled predictions for each method. From the 10 predictions, MMD records the best detection score (mAP@0.5), and TMD measures the average variance of the 10 semantic boxes per object. Table 2 presents the MMD and TMD scores on S₁ and S₂ respectively. P2R-Net-G tends to predict with low diversity, as seen in low TMD score (TMD=1 indicates identical samples) and similar mAP@0.5 and MMD scores. P2R-Net-H shows better diversity but with lower accuracy in both of the two splits. Our final model not only achieves best detection accuracy, it also provides reasonable and diverse object configurations, with a notable performance improvement in the challenging S₂ split.

Comparisons on PROX. We quantitatively compare with baselines on real human motion data from PROX [24,70] in Table 3. We evaluate our method and baselines with and without pretraining on our synthetic dataset, considering the very limited number (46) of motion sequences in PROX. The results demonstrate that pretraining on our dataset can significantly improve all methods' performance on real data, with our approach outperforming all baselines.

Ablations. In Table 4, we explore the effects of each individual module (relative position encoder, spatio-temporal pose encoder and probabilistic mixture decoder). We ablate P2R-Net by gradually adding components from the baseline c₀: without relative position encoding (Pstn-Enc), where we use joints’ global coordinates relative to the room center; without spatio-temporal pose encoding (Pose-Enc), where we use MLPs to learn pose features from joint coordinates; without probabilistic mixture decoder (P-Dec), where we use two-layer MLPs to regress box parameters.

From the comparisons, we observe that relative position encoding plays the most significant role. It allows our model to pick up on local pose signal, as many human-object interactions present with strong locality. The spatio-temporal pose encoder then enhances the pose feature learning, and enables our model to learn the joint changes both in spatial and temporal domains. This design largely improves our generalization ability, particularly in unseen rooms (from 19.07 to
Table 4: Ablation study of our design choices. Note that $c_1$ and $c_2$ are different with Pose-VoteNet and P2R-Net-D since our method parameterizes boxes differently from VoteNet (see Sec. 3.4).

Limitations. Although P2R-Net achieves plausible scene estimations from only pose trajectories, it operates on several assumptions that can lead to potential limitations: (1) Objects should be interactable, e.g., our method may not detect objects that do not induce strong pose interactions like mirror or picture; (2) Interactions occur at close range, e.g., we may struggle to detect a TV from a person switching on it with a remote control. Additionally, we currently focus on estimating static object boxes. We believe an interesting avenue for future work is to characterize objects in motion (e.g., due to grabbing) or articulated objects (e.g., laptops).

6 Conclusion

We have presented a first exploration to the ill-posed problem of estimating the 3D object configuration in a scene from only a 3D pose trajectory observation of a person interacting with the scene. Our proposed model P2R-Net leverages spatio-temporal features from the pose trajectory to vote for likely object positions and inform a new probabilistic mixture decoder that captures multi-modal distributions of object box parameters. We demonstrate that such a probabilistic approach can effectively model likely object configurations in scene, producing plausible object layout hypotheses from an input pose trajectory. We hope that this establishes a step towards object-based 3D understanding of environments using non-visual signal and opens up new possibilities in leveraging ego-centric motion for 3D perception and understanding.
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