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Abstract: Ant Colony Optimization (ACO) has the character of positive feedback, distributed searching, and greedy searching. It is applicable to optimization grouping problems. Traditional cryptographic research is mainly based on pure mathematical methods which have complicated theories and algorithm. It seems that there is no relationship between cryptography and ACO. Actually, some problems in cryptography are due to optimization grouping problems that could be improved using an evolutionary algorithm. Therefore, this paper presents a new method of solving secure curve selection problems using ACO. We improved Complex Multiplication (CM) by combining Evolutionary Cryptography Theory with Weber polynomial solutions. We found that ACO makes full use of valid information generated from factorization and allocates computing resource reasonably. It greatly increases the performance of Weber polynomial solutions. Compared with traditional CM, which can only search one root once time, our new method searches all roots of the polynomial once, and the average time needed to search for one root reduces rapidly. The more roots are searched, the more ECs are obtained.
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1 Introduction

Traditional cryptographers are always skeptical of evolutionary algorithms that can solve cryptographic issues. They insist that cryptographic issues built on the basis of mathematical theory should be solved using pure mathematics.

The introduction of evolutionary thought in cryptography is not to be used instead of whole current cryptography system. It supports and promotes the improvement of the cryptography parts produced due to combinatorial optimization problem or search problem.

Zhang et al.[1, 2] proposed the concept and design methods for evolutionary cryptography theory by introducing the law of natural biological evolution. This is different from traditional cryptography methods and has become a principal framework for automatic cryptography design and cryptanalysis.

Elliptic curve cryptography results in the relatively high security performance of current passwords. In 2014, Pontie et al.[3] proposed a new scalar multiplication algorithm of the elliptic curve in an embedded system to resist side channel attacks. Then, He and Zeadally[4] gave an RFID scheme based on ECC in medical environments in 2015. And in the work of Thiranant et al.[5], EC was first applied to the QA authentication code of smart phones. ECC currently plays an increasing important role in this field[6–8].

Based on evolutionary cryptography theory, we propose two new methods for selecting secure Koblitz ECs. We tested the first method by selecting secure Koblitz ECs over the field $F(2^{800})$. The secure Koblitz
curve we obtained went beyond 700 bit, and its base field and base point went beyond the parameter range for Koblitz curves recommended by NIST. This is the first successful practice of evolutionary cryptography theory in public cryptography research. Then we tested the second method over the field $F(2^{2000})$, which is beyond the parameter range recommended by NIST for Koblitz curves. This experiment and the theoretical analysis also show that evolutionary cryptography theory can successfully design public key cryptosystems.

By reference to existing applications of Evolutionary Cryptography theory, we successfully applied Ant Colony Optimization (ACO) into Complex Multiplication (CM) to improve the solution efficiency of class polynomials.

The CM algorithm was used by Atkin and Morain for the construction of ECs with good properties in the context of primality proving. The method was also adapted to obtain curves with good security properties by Spallek and Lay and Zimmer independently. Now, it is a mature algorithm. Its detailed description has been issued by many international organizations for standardization, such as ANSI, IEEE, ISO, and NIST.

In this paper, we first discuss evolutionary thought in cryptography and design an ACO model to solve class polynomials in CM for practical application. In Section 2, we carry out a detailed analysis of traditional CM and point-out the shortcomings in its class polynomial parts. In Section 3, we devise a suitable Ant Colony Model to overcome the above shortcomings. The corresponding explanations of parameter settings, resource allocation, and information updating in this model are also shown in this section. The experimental results and corresponding analysis are shown in Section 4. We conclude with a simple summary and outlook.

2 Analysis for CM

In this section, we offer a detailed analysis of the CM implementation process by reference to the literature. Our introductions are shown in the following order:

- Choose a discriminant $D$;
- Construct the Weber polynomial using the discriminant $D$;
- Solve the Weber polynomial;
- Transform the root of the Weber polynomial to the corresponding root of the Hilbert polynomial;
- Construct elliptic curves using the root of the Hilbert polynomial.

Through the analysis, we can easily understand the shortcomings in CM. This section paves the way for the introduction of our Ant Colony Model in the next section.

2.1 Choose a discriminant $D$

Hasses theorem implies that $Z = 4p - (p + 1 - m)^2$ is positive. This in turn implies that there is a unique factorization $Z = Dv^2$, where $D$ is a square free positive integer. Consequently,

$$4p = u^2 + Dv^2$$

for some integer $u$ satisfying

$$m = p + 1 ± u$$

$D$ is actually a fundamental discriminant which is used by the CM method to determine a j-invariant and construct an EC of order $p + 1 - u$ or $p + 1 + u$.

To solve Eq. (1) when a suitable order is required, we can use two alternative approaches. The most straightforward one is to randomly generate pairs $(u, v)$, then check if the number $p$ that is constructed is a prime number. If it is, then we move to the next step of the CM method checking the two possible orders $m$ for suitability. Otherwise, we generate another pair $(u, v)$ and continue the same process. The second approach is to use Cornacchias algorithm. This algorithm solves a slightly different equation, $p = x^2 + Dy^2$, having as inputs a prime $p$ and the discriminant $D$. If a solution is found for the equation, then we proceed to the next step of the CM method setting $u = 2x$. Otherwise, another prime $p$ is chosen and we again apply Cornacchias algorithm.

2.2 Generate the Weber polynomial

A major problem in the earlier CM method is the construction of the Hilbert polynomials, as these require high precision floating points and complex arithmetic, which makes their computation very expensive. The root of the Hilbert polynomial is the j-invariant we are seeking.

To overcome this problem, cryptographic scholars have proposed two improvements:

- As the class polynomials depend only on $D$ (and not on $p$), they can be constructed in a preprocessing phase and stored for later use.
- Employ the Weber polynomial instead of the Hilbert polynomial. Their main differences are: (1) The coefficients of Hilbert polynomials grow excessively large as the discriminant $D$ increases, while for the same discriminant the Weber polynomials have much
smaller coefficients and thus are easier and faster to construct; (2) The roots of the Hilbert polynomial directly construct the EC, while the roots of the Weber polynomial have to be transformed to the roots of the corresponding Hilbert polynomial in order to construct the EC. This is the method we used.

The process of construction contains two parts: calculating the class invariants and realizing series multiplication. A detailed description is given in ANSI X9.63-2001 E.2.3. In addition, the process of constructions requires a large number of complex operations. We can reduce computing complexity or enhance computing speed using some clever skills.

Computing precision is another important factor when constructing polynomials. Different polynomials require different computing precision. Inadequate precision generates error coefficients, while higher precision slows the computing speed. Harald introduced a number of computing skills. In our design, we draw on these skills to improve the operation speed.

2.3 Find the roots of Weber polynomials

As mentioned above, the construction of the Weber polynomials can be preprocessed, but polynomials should be solved in real-time. Each root may correspond to an EC, so how to efficiently solve the Weber polynomial directly impacts the performance of CM.

This problem can be reduced to the solution of the arbitrary power of congruence equation. The most common method is to use a factorization algorithm to break down the high congruence equation into several linear factors in the form of series multiplication. Each linear factor corresponds to a root. ANSI X9.63-2001 E.1.4 lists such a factorization algorithm. The detail is shown in Algorithm 1.

Suppose we have a 5-power congruence equation based on the field of 2003 to solve.

\[ f(t) = t^5 - 167t^4 + 1646t^3 - 344t^2 + 1446t - 579 \mod 2003. \]

For such a simple polynomial, we can easily get its five roots using the brute force method. These five roots are \{1, 17, 29, 49, 71\}. Next, we solve this polynomial and show the detailed process using the above factorization algorithm for deep analysis. Through such an analysis, we found the existing shortcomings.

Step 2 in the factorization algorithm is the core. Its goal is to find a smaller power factor equation of \( g(t) \).

Algorithm 1 Factorization algorithm

\begin{itemize}
  \item \textbf{Input:} A prime \( p > 2 \), a positive integer \( d \), and a polynomial \( f(t) \), which factors modulo \( p \) into distinct irreducible polynomials of degree \( d \).
  \item \textbf{Output:} A random degree-\( d \) factor of \( f(t) \).
  \end{itemize}

\begin{enumerate}
  \item Set \( g(t) = f(t) \).
  \item While \( \deg(g) > d \):
    \item Choose \( u(t) \) random monic polynomial of degree \( 2d - 1 \);
    \item Compute \( c(t) = u(t)^{\frac{d}{2}} \mod g(t) \);
    \item Compute \( h(t) = \gcd(c(t) - 1, g(t)) \);
    \item If \( f(t) \) is constant or \( \deg(h) = \deg(g) \) then go to Step 2.1;
    \item If \( 2\deg(h) > \deg(g) \), then set \( g(t) = g(t)/h(t) \), else \( g(t) = h(t) \).
  \item Output \( g(t) \).
\end{enumerate}

As to the randomness of \( u(t) \) in Step 2.1, even for the same goal, the result may be different in a different run. For example, when \( g(t) = f(t) \), we present some cases based on different \( u(t) \).

(1) When \( u(t) = t + 3 \)

According to Step 2.2,

\[ c(t) = u(t)^{\frac{d}{2}} \mod g(t) = (t + 3)^{1001} \mod g(t) = 1376t^4 + 336t^3 + 370t^2 + 1142t + 783. \]

According to Step 2.3,

\[ c(t) - 1 = t^4 + 862t^3 + 830t^2 + 1046t + 1267 \mod 2003, \]

\[ h(t) = \gcd(c(t) - 1, g(t)) = t^3 - 121t^2 + 1596t - 1476. \]

It is composed of \( (t - 1), (t - 49), \) and \( (t - 71) \). In the actual process of computing, we do not know these factors in advance. Here, we list them for easy analysis. Two types of low power equations are generated after each factorization. They are \( h(t) \) and \( g(t)/h(t) \). In Step 2.5, we choose just the lower power factor \( g(t)/h(t) = t^2 - 46t + 493 \) as the next \( g(t) \).

(2) When \( u(t) = t + 452 \)

\[ h(t) = \gcd(c(t) - 1, g(t)) = t^3 - 137t^2 + 1513t - 1056. \]

It is composed of \( (t - 17), (t - 49), \) and \( (t - 71) \). We choose the lower power factor \( g(t)/h(t) = t^2 - 46t + 493 \) as the next \( g(t) \).

(3) When \( u(t) = t + 4 \)

\[ h(t) = \gcd(c(t) - 1, g(t)) = t^2 - 120t + 1476. \]

It is composed of \( (t - 49) \) and \( (t - 71) \). We choose the lower power factor \( g(t)/h(t) = t^2 - 120t + 1476 \) as the next \( g(t) \).

(4) When \( u(t) = t + 1321 \)

No lower power factor was found. As can be seen from the above analysis, there are three outcomes:

- The results of factorization may be the same, while choosing different \( u(t) \).
The results of factorization may be different, while choosing different \( u(t) \).

Sometimes there is no result. The factorization algorithm is a continuous cyclical process. As to the existence of the above three cases, the algorithm displays a lot of randomness. We express the factorization process as the following pattern:

As shown in Fig. 1, the three dark solutions in different layers and corresponding lines compose a search path. This contains two times factorization. First, we factor the solution set \{1, 17, 29, 49, 71\}, and find a two-power factor \{29, 71\}. Second, we factor the solution set \{29, 71\} and find a one-power factor \{71\}, which is one root of \( f(t) \).

Line \( \odot \) indicates that, using factorization algorithm, one solution set in the lower layer comes from a solution set in the upper layer. Starting from the top-level solution set, a path is composed of one solution in each layer and the lines between adjacent layers. We call this a search path. There are many search paths in Fig. 1. At the end of each search path, we find one root of the polynomial.

We reached the conclusion that the biggest drawback in the traditional factorization algorithm is the lack of information integration. If the EC is constructed by the j-invariant corresponding to 71, it does not satisfy our secure guidelines and we have to look for another root of \( f(t) \) by repeating above factorization algorithm. This process is a waste of time and full of uncertainties. As we can see from Fig. 1, we can easily get another root \{29\} after we get root \{71\}. If the traditional factorization algorithm could be combined with some intelligent evolutionary algorithm, such obvious effective information would not be wasted. In Section 3, we will discuss how to combine the traditional factorization algorithm with ACO to improve the solution efficiency.

2.4 Transform Weber roots to its corresponding Hilbert roots

The roots of the Weber polynomial are not equal to j-invariants. Therefore, how to rapidly transform them is a key issue.

In our research, the class invariants \( D \neq 0 \mod 3 \), \( D = 1, 2, 7 \mod 8 \), belong to relatively simple cases. In these cases, the degree of the Weber polynomial is the same as the Hilberts. Their roots are a one-to-one transformation relationship.

An interesting case is where \( D = 3 \mod 8 \). Here, the degree of the Weber polynomial is three times larger than that of the corresponding Hilbert polynomial. If the number of distinct roots of the Weber polynomial is exactly three times the number of the roots of the corresponding Hilbert polynomial, the transformations map three roots of the Weber polynomial into the same root of the Hilbert polynomial. Obviously, when the number of distinct roots of the Weber polynomial is equal to the number of distinct roots of the Hilbert polynomial, one root of the Weber polynomial is mapped to exactly one root of the Hilbert polynomial.

Because of the complication of \( D = 3 \mod 8 \), we do not consider this case. For the rest, transformation formulas are listed in Ref. [17].

\[
R_H = (R_W^{24} - 16)^3 / R_W^{24} \quad (D = 7 \mod 8, \; D \neq 0 \mod 3),
\]

\[
R_H = (2^{12} R_W^{-24} - 16)^3 / 2^{12} R_W^{-24} \quad (D = 3 \mod 8, \; D \neq 0 \mod 3),
\]

\[
R_H = (2^6 R_W^{12} + 16)^3 / 2^6 R_W^{12} \quad (D = 2, \; 6 \mod 8, \; D \neq 0 \mod 3),
\]

\[
R_H = (2^6 R_W^{-12} - 16)^3 / 2^6 R_W^{-12} \quad (D = 1 \mod 8, \; D \neq 0 \mod 3),
\]

\[
R_H = (2^6 R_W^6 - 16)^3 / 2^6 R_W^6 \quad (D = 7 \mod 8, \; D \neq 0 \mod 3).
\]

Here, \( R_W \) expresses the root of the Weber polynomial. \( R_H \) is the corresponding root of the Hilbert polynomial. In practice, we chose a different transformation formula according to the type of \( D \).

\( D = 1, \; 2, \; 3, \; 6, \; 7 \mod 8 \) and \( D \neq 0 \mod 3 \).
2.5 Security analysis

The standard security guidelines quote from ANSI X9.63:
- The order $E(F_q)$ is divisible by a large prime $n > 2^{160}$.
- The MOV condition holds.
- The anomalous condition holds.
- Furthermore, to guard against possible future attacks against special classes of non-supersingular curves, it is prudent to select an EC at random.

The ECs generated according to security guidelines above have the ability to resist current ECC attacks, such as the exhaust algorithm and attachs such as the Pohlig-Hellman\cite{18}, Baby-Step Giant-Step, Pollards Rho\cite{19}, SSAS (Smart2Satoh2Araki2 attack), MOV\cite{20}, and FR.

The side-channel attack has been a hot research topic in recent years. This kind of attack utilizes some deficiencies in ECC algorithms to obtain the key indirectly through statistical methods, and has nothing to do with the security of ECs parameters. Therefore, we did not consider such attacks in this research.

To the best of our knowledge, sometimes a security requirement regarding the degree $h_D$ of the class field polynomial exists. Such requirement is only posed by the German Information Security Agency, which requires that $h_D$ should be greater than 200. The reason is that there are few ECs generated from class field polynomials with smaller degrees amenable to specific attacks. However, no such attacks are known to date and this requirement does not seem to be part of the security standard. Despite this fact, we have taken into consideration such large values of $h_D$ in our study.

3 Introduction of Evolutionary Algorithms

3.1 Evolutionary computing and ant colony optimization

Evolutionary thought has resulted in great achievements when solving combined optimization problems such as the Traveling Salesman Problem (TSP), 0/1 knapsack problem, packing problem, and production scheduling optimization problem. The analysis and design used in cryptography can come down to search and optimize NP-hard problems. Therefore, it is reasonable to assume that cipher analysis and design can be generated automatically using evolutionary computing.

Evolutionary thought overcomes the limitations of random testing and exhaustive searching. It can search by guidance under the objective function. In the traditional method, to quickly design or decipher a cryptosystem, we need to understand the mathematical properties inside the cipher algorithm in depth or employ exhaustive searching. Compared with traditional mathematical cryptography design and analysis, the application of evolutionary thought can lead to automatic cryptography design and analysis.

Based on evolutionary thought, Zhang and Tan\cite{2} proposed evolutionary cryptography thought in 1999. He successfully applied evolutionary cryptography thought to construct a high security level S-box for DES\cite{1}. In addition, he also achieved good results with the Bent function\cite{21} and DES cryptanalysis\cite{22, 23}. Meanwhile, Clark et al.\cite{24} proposed the introduction of an intelligent algorithm into cryptography and obtained some research achievements in S-box design, Boolean function\cite{25}, and cryptanalysis\cite{26}. In Refs. [24–26], the authors considered the possibility of fully automating the decrypting procedure. A straightforward implementation turns out to be incapable of decrypting harder cryptograms due to random variation in the bigram heuristic. His work shows that the pheromone feedback mechanism of an Ant Colony System is capable of overcoming some random variation and decrypting a wider variety of messages. So, it is an effective and meaningful method of obtaining a highly secure level cipher using evolutionary thought. In this paper, we mainly use ACO to achieve our goal.

ACO is one of the most classical evolutionary computing algorithms. It takes inspiration from the foraging behavior of some ant species. These ants deposit pheromones on the ground to mark some favorable path that should be followed by other members of the colony. ACO exploits a similar mechanism for solving optimization problems.

Since 1991, different ACO algorithms have been proposed, such as the Ant Colony System\cite{27}, Ant-Q System\cite{28}, MAX-MIN Ant System\cite{29}, and Best-Worst Ant System\cite{30}. Here, we choose the Ant Colony System algorithm, whose characteristics include local and global updates of the pheromone, and a pseudo-random-proportional of state transition rule. It can effectively reduce the probability of producing the same solutions generated by some ants through the same iteration. In this paper, this reduces the probability of repeated solutions after aggregation of data generated
in the same iteration, thereby increasing the efficiency of the target solution searching. The use of a tabu list is more suitable for storing the results of invalid factorization.

The ant colony algorithm has the characteristics of distributed computing, non-central control, and distributed indirect communication between individuals. It can be easily combined with other optimization algorithms. ACO has been widely applied to function optimization, system identification, data mining, network routing, and so on.

In this paper, we use ACO, with its characteristics of information integration and information feedback, to solve a cryptographic problem. ACO does not involve complex mathematical operations, so is suitable for solving complicated cryptographic problems.

3.2 Ant colony model design

Here, we combined the traditional factorization algorithm with ACO to find roots more efficiently. Compared with the TSP, we designed our model with no complicated theory. We chose the most effective model after trying a number of possibilities.

In Fig. 2, we show the corresponding flow chart for this model. A detailed text description is given below.

Step 1 Initialization. The Ant Colony Model allocates a Weber polynomial to an ant for the first iteration.

Step 2 Search. Ant finds a factor polynomial Poly₁ by implementing Algorithm 1.

Step 3 Local Update. Local Update occurs after an ant finishes its mission. Then having the Search Target divided by Poly₁, we get the other factor polynomial Poly₂.

Step 4 Global Update. Global Update occurs at the end of the iteration. According to the statistics of Poly₁ and Poly₂, Global Update generates some necessary parameters including search target and the number of ants for next iteration.

Step 5 Information feedback, as shown in Fig. 3. If the number of ants for next iteration is equal to 0, the next step goes to Step 6 or else goes to Step 2.

Step 6 Re-initialization. Allocate Search Targets to different ant for the new iteration.

Step 7 Summary.

3.3 Implementation process in detail

We assumed that the Weber polynomial was composed of seven roots \{A B C D E F G\}. Then we tried to solve it using Ant Colony Model. The search path may be different in different tests. We show the detailed search process for each step in Fig. 4. Another possible search path is shown in Fig. 5. It did not matter that search paths were different, we always got all roots.

Solution Set: We call each cycle a Solution Set, which is composed of some roots denoted by letters. Sometimes it could be a search target, while the next time it would be a search result or Local Update result.

Search Line: We call the line connecting two contiguous Solution Sets a Search Line. Each ant finishes its search mission on the Line.

Ant: Global Update allocates goal polynomials to different ants as their missions. In our model, each ant knows the factorization algorithm. They break down goal polynomials using this algorithm.

Search Result: This kind of set is used to store the search results for each ant. After the Global Update, the

Fig. 2 Model of the ant colony designed for solving the Weber polynomial.

Fig. 3 Flow chart corresponding to Fig. 2
Search Result is transformed to the goal polynomial for the next iteration.

**Local Update:** The Search Result is the factor of the goal polynomial, so we can get another factor by dividing the goal polynomial by the Search Result. There is no overlap between these two results. For example, with the target equation \( \{A \ D \ C \ D \ E \ F \ G\} \) divided by the search result \( \{B \ E \ G \ F\} \), we get another result \( \{A \ C \ D\} \). Obviously, \( \{B \ E \ G \ F\} \) and \( \{A \ C \ D\} \) are mutually exclusive.

**Local Update result:** The other factor of the goal polynomial, generated using the Local Update.

**Global Update:** Through the Global Update, the model generates some necessary parameters including the Search Target and the number of ants for the next iteration. In this sense, the model has the ability of autonomy to properly allocate the system resources and reduce unnecessary human intervention.

As shown in Fig. 3, the feedback plays a very important role in our model. It is used to allocate system resources for the next iteration according to the last. Actually, it belongs to the Global Update.

This type of the search in Fig. 4 contains three iterations and costs six ants for factorization. At the end of the search, we find all seven roots.

### 3.4 Evolutionary CM

Based on above experimental verification, we combined the Ant Colony Model with traditional CM to construct a complete Evolutionary CM algorithm. The
description is shown below.

**Step 1** Determine the suitable scope of $D$ according to current experiment hardware configuration. Then, construct all Weber polynomials according to ANSI X9.63-2001 E1.4. Record all Weber polynomials in DataBase.

**Step 2** Randomly select a square-free positive integer as the discriminant $D$. $D$ should satisfy the congruence conditions listed in ANSI X9.63-2001 E3.2.1. Or else, randomly select another value.

**Step 3** Check if $D$ is the discriminant of base field $p$ according to ANSI X9.63-2001 E3.2.2. If not, go to Step 2.

**Step 4** Give the scope of cofactor $k$. Calculate the curve order $u$ and the base point order $r$ with the algorithm ANSI X9.63-2001 E3.2.3. The relationship between these two orders is $u = kr$.

**Step 5** Query and load the Weber polynomial from DataBase according to $D$.

**Step 6** Send the Weber polynomial loaded in Step 5 to above Ant Colony Model to find all roots.

**Step 7** Construct EC $y^2 = x^3 + ax + b$ with the algorithm ANSI X9.63-2001 E3.4.1. Each root could construct an EC.

Check if the ECs constructed in Step 7 satisfy the security guidelines listed in ANSI X9.63-2001 H.1.

4 Experimental Procedure and Results Analysis

4.1 Device configuration

CPU: AMD sempron 2800+; memory: 256 MB; hard disk: 80 GB.

4.2 Preprocessing of the Weber polynomial

We constructed Weber polynomials from 7 to 30000, which meet $D \equiv 1, 2, 5, 7 \mod 8$. Then we recorded them down for easily access. Because of its low efficiency, we did not use the case where $D \equiv 3 \mod 8$ in our research.

4.3 Solve the Weber polynomial

Let $W(D)$ denote the Weber polynomial. We find suitable pairs $p(D)$ first, then try to solve the Weber polynomial $W(D)$ mod $p$.

Experiment shows that there are two major factors impacting the speed of search: the degree of the polynomial and the magnitude of the field. We list three sets of data from our experiment based on three different magnitude of field (192 bits in Fig. 6, 256 bits in Fig. 7, and 384s bit in Fig. 8) using original factorization and our Ant Colony Model.

$D$ is the discriminant for CM. $hD$ is the degree of the Weber polynomial corresponding to $D$.

TT-Ant is the abbreviation of the string total time of our Ant Colony Model.

![Fig. 6 Three fitting curves based on 192 bits.](image)

![Fig. 7 Three fitting curves based on 256 bits.](image)

![Fig. 8 Three fitting curves based on 384 bits.](image)
AT-Ant is the abbreviation of the string average time for each root of our Ant Colony Model.

TT-Original is the abbreviation of the string total time of original factorization algorithm.

The biggest difference between the original factorization algorithm and our Ant Colony Model is that the former only gets one root each time, whereas our model gets all the roots once.

As can be seen from Figs. 6–8, the TT-Ant fitting curve is about 2.1–2.5 higher than the TT-Original. On the surface, our model would consume more computing time than the original factorization algorithm. But our model would get all the roots, while the original algorithm just gets one root. Therefore, in the view of average time for each root, our model consumes much less than the original algorithm. The comparison made between the AT-Ant fitting curve and the TT-Original fitting curve is most straightforward and meaningful.

Theoretically, the original factorization algorithm takes, on average, $hD/2$ times factorization to get a root, while our Ant Colony Model takes a fixed $hD$ times factorization to find all roots. One root costs one factorization, so our model has an efficiency $hD/2$ times than that of the traditional factorization algorithm. Usually, $hD \gg 2$, so $hD/2 \gg 1$. Obviously, the solution efficiency is greatly improved after combination with Ant Colony Model.

### 4.4 Experiment for Evolutionary CM

We described the detailed Evolutionary CM algorithm Section 3.4. In practice, we made some improvements. In Fig. 9, we show the model of Evolutionary CM used in our experiment.

In Table 1, we list ECs parameters (such as $p, a,$ and $b$) and few important immediate parameters (such as Weber roots and Hilbert roots) in our experiment. Limited by space, we have listed 3 ECs (of total 125 ECs) generated by using the Evolutionary CM in Fig. 9.

There are three main parts to construct this model: Thread One, Thread Two, and pre-computation. An important feature of the Ant Colony Model introduced in Section 3 is that TT-Ant is larger than TT-Original. So, the waiting time before constructing ECs is too long when $hD$ is large. To overcome this shortcoming, we employ the two-thread technology in our experiment.

Thread One is used to find the root, while Thread Two is used to construct ECs. Cornacchia’s algorithm module, security guidelines module, and the Ant Colony Model module are embedded in Thread One. The transformation module and construction module are embedded in Thread Two. Once a root is found in Thread One, it is immediately sent to Thread Two. The stack in Thread Two is used to temporarily store the roots that cannot be handled at that time.

### 5 Conclusion

We completed research on the searching roots of the Weber polynomial based on evolutionary thought, and successfully combined the ACO with traditional CM. From the mathematical point of view, our research could be used to solve high degree power congruence polynomials. Experiments show that the introduction of an Ant Colony Model makes the full use of the last iteration results and automatically deploys resources for the next iteration. The efficiency of CM is improved and is directly reflected in the average time consumption. This means that we can generate more security ECs than the original CM in the amount of time.
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Table 1  ECs generated by using our evolutionary CM (521 bits, 4 = D = 11519, hD = 125).

| Parameter | Value |
|-----------|-------|
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