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Abstract: The further growth of the Internet faces a crucial impediment related to the ossification problem. Network virtualization is a promising and emergent solution that has been introduced as a sophisticated diversifying attribute of the future network paradigm. However, there remain many issues standing in the way of its successful realization, such as the service provisioning efficiency in the network virtualization. Many approaches and schemes have been propounded to provide efficient resource management based on game theory. This paper presents a comprehensive overview of the existing game theory solutions designed for the different network virtualization environments. We propose a taxonomy for game-theoretical approaches classification. The scope of this survey is to provide a better understanding of the game-theoretical application for resource management in network virtualization. Thus, our inclusive classification considers the various game properties and characteristics as well as the purpose of applying the game theory to the virtualization context.
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1. Introduction

The internet [1] has attracted significant attention over the last few decades due to the diversity of network technologies, applications, and services. However, its rapid growth faces many problems and many issues which makes the adoption of a new architecture or the modification of an existing architecture a very challenging task. To overcome the ossification limitation, Network Virtualization (NV) has emerged as a solution to support the exponential growth of Networks [2]. It has been introduced to ensure several privileges such as providing flexibility, boosting diversity, promoting security, and enhancing network manageability [3]. The main idea of the NV is the abstracting of network resource by introducing two business entities: the Infrastructure Providers (InPs) and the Service Providers (SPs), instead of having the traditional Internet service providers. An InP manages and controls the physical infrastructure. The critical concerns of InP are service provisioning and QoS guarantee. An SP leases multiple resources (bandwidth, CPU, storage, memory, substrate links, etc.) from InPs to provide services to the end-users. One of the challenges of network virtualization is how to efficiently provide services to the users. Several approaches and techniques have been introduced for resource management to cover all the service provisioning goals such as maximizing resource allocation. Moreover, the Game Theory (GT) has drawn considerable attention by paving its way to next-generation network and gradually to modern technologies to achieve one/multiples resource management goals for the vitalization environment. In this paper, we provide a survey illustrating the game theory approaches for network virtualization. We define...
the game theory by presenting all the details and the concepts related to this mathematical tool. Then, we introduce a taxonomy of the game theory approaches classification for resource management in the virtualization environments. The new classification aspects are based on three axes: the game characteristics, the players during the game, and the goals for the resource management. The taxonomy should provide the reader with a better understanding of game theory solutions to the resource management problems in the NV environment. The remainder of this paper is organized as follows: We start, in Section 2, by introducing an overview of the network virtualization and explaining the main concepts and technologies. In Section 3, we will give an overview of the game theory by detailing the concept and the game characteristics, defining the components of the game analysis, and providing the different types/models of the games. In Section 4, we will present a novel sophisticated taxonomy for the classification of the game theory-based solutions in the NV that has been designed to enhance the service provisioning. We will investigate and discuss, in Section 5, the solutions by exploring the future key research. Finally, we will conclude the paper in Section 6.

2. Network Virtualization

In traditional networks, the users have requested services through a very complex and static infrastructure. All the components, such as nodes, links, and resources, were strongly dependent on the hardware layer. Moreover, the traditional architectures are mainly characterized by their high cost, non-flexibility, and non-scalability. In fact, introducing new physical equipment and/or functionality requires more time, more cost, and more resources since it is needed to respect the different protocols, standards, and technologies already installed in this complex architecture. To this end, network virtualization [4] has gained more and more attention because it makes the network not only independent from the hardware but also enables services with low cost and with more flexible resources management, setting, and control. For instance, this technology solves many networking challenges in today’s data centers, helping organizations centrally program and provision the network.

2.1. NV Typical Architecture

NV refers to the software abstraction of the traditional network resources. Moreover, NV can control multiple physical networks into virtual ones. It can also split a network into multiple VN disks. The typical architecture of the NV is depicted in Figure 1. A VN is composed of multiple virtual nodes connected through virtual links.

---

**Figure 1.** Network virtualization architecture.
NV emphasises separating the roles of the traditional Internet service providers (ISPs) into two independent entities [5,6]: infrastructure providers (InPs), who are in charge of the physical infrastructure and service providers (SPs), who build VNs by combining resources from multiple InPs.

2.2. NV Enabling Technologies

The virtualization’s key enabling strategies include SDN (Software Defined Networking) and NFV (Network Functions Virtualization). NFV and SDN have similarities, but they are not identical. Both are based on network abstraction, but the way the two technologies separate functions and abstract resources make the difference.

- **Software Defined Networking** [7]: The traditional hardware-based networks cannot meet the computing and storage needs for the user’s service requests in an unstable and a changing environment. SDN provides a better fit in such situations by including simplified and enhanced network control, flexible and efficient network management, and improved network service performance. Moreover, the SDN separates the control plane from the data plane through a well-defined programming interface, such that the centralized controller can have a complete view of the entire network as shown in Figure 2. Thus, SDN ensures a new virtualization level through open protocols, such as OpenFlow (OF) protocols, and standardized interface between the control plane and the data plane.

![Figure 2. SDN layered architecture.](image)

- **NFV**: The NFV paradigm aim is to decouple network functions from dedicated physical equipment by using virtualization technology, and runs the virtual network functions (VNFs) in the general purpose physical or virtual network appliances. To conclude, the main difference between the SDN and NFV architectures is the overall focus network management responsibilities, and the standards controlling the architectural and functional deployment.

- **SDN-enabled NFV architecture**: Several recent approaches [8–10] were aimed at integrating the SDN into NFV architecture to enhance the network performance by combining the benefits of the two paradigms described by Figure 3. This revolutionary architecture concept is dedicated to adapt the increasing on-demanding services for the next-generation mobile networks such as the 5G [11] technologies and other applications, by providing more flexibility and more scalability.
One of the most critical challenges in network virtualization is the service provisioning optimization. The efficient NFV approaches must address many objectives such as optimizing the resource utilization, ensuring load balancing, and reducing the congestion. Game theory is one of the promising solutions for the optimization problems in the network virtualization paradigms.

3. An Overview of Game Theory

In this section, we will give an understandable overview of the game theory modeling. Then, we will investigate the game theory base approaches for the NF.

3.1. Concept and Characteristics

Game theory [12,13] is a collection of mathematical models (games) and analytical tools used to study decisional and strategic interactions between decision-makers. It provides a mathematical basis for analyzing the interactive decision process among several rational actors. It also provides tools to predict what might happen when players have conflicting interests. Players or actors are the decision-making entities in the interactive decision process. In general, the games only consider the situations in which there are two or more players because the single-player game would not be an interactive process. The game is composed of a set of players who choose an action from a set of strategies denoted as the adaptations available to players. The results are determined by the actions and the particular system in which the players operate. A utility function is introduced to evaluate and develop each decision to formulate the players’ interactions in the form of a game-based model. The Game (G) is defined by the mathematical form as \( G = [N, S_i, U_i] \) where \( N \) are the set of players, \( S_i \) are the set of adapted strategies, and \( U_i \) is the payoff function used to define the gain of the actors.

3.2. The Nash Equilibrium

Finding and reaching the Nash equilibrium [14] is challenging for any game model. It gives an optimal solution for all the players. In other words, the Nash equilibrium is a favorable situation for all agents in which no player will ever have the intention to change its strategy. It is a point resulting from the combination of multiple actions,
one for each player, such that no player has benefited from unilaterally change its action. Mathematically, the game must satisfy the following condition.

**Definition 1.** The Nash equilibrium is defined as a state (or set of actions) with $s = (s_1, s_2, ..., s_N)$. A combination reaches a Nash equilibrium situation if no player has interest in unilaterally deviating strategy $s'_i$ when other players remain on the strategy profile $s_i$. That is, $\forall i, \forall s'_i$, we obtain:

$$u_i(s_1, s_2, ..., s_N) < u_i(s_1, s'_i, ..., s_N)$$

(1)

3.3. Mixed Strategies

If the game arrives at a balance situation, we speak then of a game in pure strategies. However, the Nash equilibrium concept suffers from a major limitation when the game has no Nash equilibrium or has more than a single Nash equilibrium. In a contrary case where the players will not decide on a given strategy, they will play a set of strategies with a certain probability. We then have a game in Mixed Strategies (MS) [14] explained by the following definition:

**Definition 2.** Actions of the player. $\forall s'_i \in S_i$, $P_i$ denotes the probability of performing action $s'_i$. We have: $\sum_{s'_i \in S_i} P_i = 1$.

3.4. Pareto Efficiency

Pareto efficiency is another important concept of game theory. A situation is said to be Pareto efficient if there is no way to rearrange things to make at least one person better off without making anyone worse off [15,16]. Mathematically, Pareto efficiency is defined as follows:

**Definition 3.** Strategy profile $S$ Pareto dominates a strategy profile $S'$ if no player gets a worse payoff with $S$ than with $S'$, i.e., $U_i(S) \geq U_i(S')$ for all players $i$ and at least one player gets a better payoff with $S$ than with $S'$, i.e., $U_i(S) > U_i(S')$ for at least one $i$. Strategy profile $S$ is Pareto efficient, if there is no strategy $S'$ that Pareto dominates $S$.

4. Taxonomy: Classification of GT Approaches in Network Virtualization

The classification of existing approaches should be very exhaustive and very efficient by covering all the game theory proprieties and all the important issues addressed by this model in the virtualization environments. Accordingly, we introduce an inclusive taxonomy, which focuses on three essential criteria: the game characteristics, the players during the game, and the goals for applying the GT into the NV environments (see Figure 4).

---

**Figure 4.** Classification taxonomy for the GT solution in the NV environment.
Firstly, we will classify the approaches based on the game’s aim, where we will explain the optimization problems in the different NFV architectures treated by the proposed game-based mechanisms. Secondly, we will introduce the second classification criteria where the entities, so-called the players, are involved in the game models. Finally, we will introduce our third criteria to classify the game-theoretical approaches which is the game theory characteristic. Next, we will study separately and deeply each criterion of our classification.

4.1. Game Theory Characteristics

The game theory approaches for the NV can be classified based on player’s behavior, the nature of the player’s decisions, the information awareness, and the game’s continuity. The first criteria for our further classification of the NV solution are the GT characteristics. Figure 5 illustrates the first classification criteria defined as the GT characteristics, and Table 1 shows the classification of the game theoretical approaches for the NV in terms of GT characteristics. Each game is characterized by a specific deterministic behavior, unique decisions nature, type of shared awareness information during the game, and game’s continuity.

Table 1. GT solutions classification (II).

| Approaches         | Game’s Behaviour | Decision Nature | Information Awareness | Game Continuity |
|--------------------|------------------|-----------------|-----------------------|-----------------|
|                    | Cooperative | Non-Cooperative | Sequential | Simultaneous | Complete Information | Incomplete Information | Finite | Repeated |
| Wang et al. [17]   | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Zhou et al. [18]   | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Seddiki et al. [19]| ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Wang et al. [20]   | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Fangwen et al. [21]| ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Guo et al. [22]    | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Wei et al. [23]    | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Fan et al. [24]    | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Yuan et al. [25]   | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Teng et al. [26]   | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Iyer et al. [27]   | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Wei et al. [28]    | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Liu et al. [29]    | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Subrata et al. [30]| ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Khan et al. [31]   | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Ardagna et al. [32]| ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Niyato et al. [33] | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Ye et al. [34]     | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Elias et al. [35]  | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Pham et al. [36]   | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Wei et al. [37]    | ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Soualah et al. [38]| ✓         | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |
| Chowdhary et al. [39]| ✓        | ✓               | ✓          | ✓            | ✓                  | ✓               | ✓     | ✓        |

Figure 5. GT categorization according to game characteristics.
4.1.1. Player’s Behavior

In game theory, the players have the option to adopt the cooperative or the individual interaction with the other players. We can distinguish between two games:

• Non-cooperative games: Each player takes the best strategy to maximize their winning comparing with the strategies of other players. Each player takes their decision and reason selfishly and individually without cooperating with other agents. In [40], a non-cooperative congestion game mechanism has been proposed to solve the service chain composition problem in NFV. Thus, the service chain configuration is converted to a mathematical game model for the seeking of Nash equilibrium.

• Cooperative games: The players cooperate by exchanging information to maximize the collective gain that does not necessarily favor a player’s victory at the expense of others. We can also talk about groups of players who can form coalitions and choose a panel of strategies to increase the typical gain. Jose et al. [41] investigated a new security mechanism based on a cooperative game for resilient cyber-physical systems. Several cooperative and virtualized agents decide on a set of orchestrated management decisions to enable resilient system operation in the presence of a malicious agent or severe security threat.

4.1.2. Decision Nature

During the game, the order of making-decision classifies the game models into a simultaneous and a sequential game.

• Simultaneous games: Each player chooses at the beginning of the game his strategy, once and for all, without having information about what the other players will play. Otherwise, each participant makes the decision at the same time without exchanging information with other agents. In [42], a new simultaneous game model was proposed to optimize the network slicing placement problem for many NFV network slice use cases.

• Sequential games: The game’s exact sequence is specified from the beginning of the game. Each agent considers the set of actions available when it is its turn to play. According to the strategy taken previously by the opponent, the player takes the best strategy to win the game. Typically, a simultaneous game is represented in normal form as in the previous example, while a sequential game is naturally represented in the form of a tree. Laszlo et al. [43] proposed a new sequential pricing game of NFV infrastructure providers. The interaction between the infrastructure providers and the customers was formulated as a trade-off problem to be optimized in terms of price and resource allocation.

4.1.3. Information Awareness

The game’s nature is determined by the information and the knowledge about the game (strategies, actions, etc.) offered to players to make their own decisions. According to the information awareness, the game may be complete or incomplete.

• Complete information games: In the simplest case where players have the full information about the game (such as check games and ladies game), they know the entire game until the current stage. It is a sequential game where the players have an overview of the opponent’s game and possible strategies—for example, chess games. Therefore, the player’s current action influences the next action of the other adversaries. The authors, in [44], proposed a new complete information game-theoretical model in order to ensure the relatively resources allocation among tenants in 5G systems. To this end, a bankruptcy game based on new allocation rules was formulated to meet tenants’ needs by respecting the resource’s fair distribution.

• Incomplete information games: When the player has incomplete and limited knowledge about the opponents’ game and strategies, we talk about the game with incomplete information (for example, dominoes and poker). It is a game where a part of
the game is hidden, and the player has only a portion of the information about other players. Decision-making is more critical and crucial than a perfect information game. In [45], a novel incomplete information game-based model was proposed for the cloud resource allocation. An auction game model was formulated to optimize the resource allocation between multiple infrastructure providers and the service providers. A Bayesian Nash equilibrium solution is reached to improve the network performance.

4.1.4. Game Continuity

According to the continuity of the game, we can distinguish between two important GT models.

- Finite games: This game is characterized by consistent and well-known boundaries and rules. During the game, the players focus on maximizing their utility functions because the purpose of the game is winning. Shu-Ting et al. [46] introduced a new finite game-based model to provide an optimized and efficient solution to the service chain composition problem in the network function virtualization paradigm. The service chain composition is converted to the seeking of the Nash equilibrium under the formulated game model.

- Infinite games: The game is repeated where the boundaries and the rules are dynamic and infinite. Thus, the players do not have any knowledge about the beginning or end of the game. The player’s purpose is to continue playing and to sometimes bring more players into the game. However, the infinite games are the less investigated concept in the NFV paradigm compared with the finite game modeling. No research paper solved the optimization problems in the NFV through the infinite game.

4.2. Game Goals

The game theory is introduced to network virtualization to achieve a single or multiple sophisticated purposes for the resource management. In this paper, we have identified seven different goals:

1. Maximize bandwidth allocation: The importance of this objective becomes apparent with data-intensive applications. Real-time video services systems are the best examples [47].
2. Maximizing power allocation: Applications that consider this objective are those with very limited energy capacity. The sensor network represents a good use case [48].
3. Fairly allocate the physical resource: One of the most addressed goals for cellular applications such as LTE networks [49] is to efficiently manage the physical resources by sharing them fairly among mobile devices and user applications. Network slicing is a good example.
4. Ensure load balancing: Nowadays, load balancing is becoming a necessity for many emerging applications that are very resource-intensive and require a balanced allocation in cloud computing environments [50].
5. Reduce congestion: the object is to ensure secure and reliable communications with the congestion problem. The need for congestion control depends on the type of applications. For example, in the vehicular ad hoc network, this issue is crucial because a congested network can have a negative impact on the reaction time of the safety equipment and thus make driving less safe [51].
6. Improving Fault Tolerance: Fault tolerance is an indispensable goal for many applications such as wireless sensor networks (WSNs). WSNs are characterized by limited sensor hardware resources, resulting in power depletion, non-rechargeable batteries, and physical failures. Improving fault tolerance [52,53] by maintaining network connectivity and coverage in the presence of faulty sensors is a challenge for WSNs.
7. Security: Nowadays, and with the increasing number of attackers and cybercrimes, security is increasingly becoming a key challenge for any applications or environments where new threats and vulnerabilities are raided to target network features [54].
4.2.1. Goal 1: Maximize the Bandwidth Allocation

The virtualization of the resources such as the bandwidth introduces critical challenges to be addressed and solved in the NV environment. Many solutions as static allocation are proposed to provide a sufficient bandwidth assignment by satisfying all users’ demands. The static allocation technique aims to provide fixed bandwidth to each virtual link by assigning the demanded bandwidth when VN is created. Due to the network dynamically, the static bandwidth allocation isn’t efficient anymore and suffers from many limitations and problems by leading to the degradation of the network performance. Dynamically sharing the bandwidth is a suitable solution to overcome the static allocation issues, but it remains an open problem due to its instability. According to the game theory’s dynamicity and flexibility, applying this mathematical tool for bandwidth allocation can be an up-and-coming solution. In [17], the authors applied a particular type of game theory called the Stackelberg game to allocate dynamically the bandwidths between the virtual networks competing for the physicals resources. During the Stackelberg game, the leader first selects the strategy, and then the follower chooses the appropriate action by reacting to the leader’s decision. Based on the Stackelberg game principle, the authors considered the virtual networks as a follow by playing a non-cooperative game to maximize their gain in bandwidth allocation, and the substrate network as leader by setting a price to drive virtual networks to maximize revenue. A Stackelberg equilibrium is proposed to reach the optimal solution for each player by minimizing the price of allocation. This equilibrium point offers an efficient and fair bandwidth allocation. The authors in [18] seek to treat the bandwidth allocation problem for the network virtualization. As a solution, they applied the GT to model the interaction between the InPs and the SPs deploying the customized Virtual Network (VN). Thus, they are the first contribution that presented the first paper which developed a particular case for applying the GT in the network virtualization environment. In this competitive environment, the InP aims to maximize its revenue by allocating SPs’ physical resources, seeking to allocate sufficient resources. The complex interaction between the InP and the SPs can be modeled as a non-cooperative and finite game to uniformly and efficiently allocate the physical resources among the VNs owned by the SPs. They introduced a robust payoff function based on three sub-functions: utility function, pricing function, and congestion function defined by the following formula:

\[ \Phi_k = U_k(y^k, z^k) - P_k(y^k) - C_k(y^k, z^k) \]  

(2)

The utility function is defined by \( U_k \) which presents the gain obtained by the k-th VN from allocating the bandwidth \( y_k \) with a predefined path rate denoted as \( z_k \). The pricing function \( P_k \) computes the total cost of assigned bandwidths for the corresponding VNs. Finally, the congestion function \( C_k \) measures the cost of congestion for the assigned bandwidths and current path rate. If the path rate of all VNs is less than the capacity of the link, the congestion cannot therefore appear. On the other hand, if the leasing of the bandwidth by the VN leads to the congestion of the link, the concerning VN must pay the cost of the occurred congestion. The next step, in the proposed scheme, is to prove the existence of the Nash equilibrium. One of the solutions is to prove the convexity of the payoff function [55]. Therefore, the authors find that the convexity is related to the congestion cost which is a convex function. Through Nash equilibrium convergence, all the players can achieve the best solution: “Maximize the utility function and optimize the cost function”. An iterative algorithm is proposed to reach the Nash equilibrium state. The convergence to Nash equilibrium is proved by a simple topology composed of two nodes and two links. Similar to the previous research, the authors in [19] proposed a game-based framework for the provisioning and the management of the bandwidth resources in the virtualized network environment. The interaction between the SPs and the InPs is modeled as a two-stage non-cooperative game. The first stage is a non-cooperative negotiation game aiming at modeling the interaction between the InP and the SP. The second stage models the resource request from multiple SPs and a single InP.
• Resource negotiation game: During the game, the SP starts by reclaiming the resource from the InP; then, it chooses to lease the resource from InP or to leave and to look for another one depending on the required QoS. Thus, the InP can admit or reject the request based on the resource sufficiency. The SP has a contract with an InP, so any direction to another InP can apply a penalty cost. When the two players are satisfied, the resource is allocated to the SP. However, if both players are dissatisfied, SP can lease the resource from another InP without any charged monetary penalty. Then, in case of only InP being satisfied, the SP must pay a penalty. The last case occurs when the SP is the only satisfied player; consequently, it is redirected to another InP without any charge. The players aim at maximizing their gains by reaching the Nash equilibrium.

• Node and link allocation games: two game models are proposed to fairly allocate the node and link resources for the SPs. The authors consider the SPs as a competitive player with selfish behaviors which aim at maximizing their utility function by consuming the maximum of the resources. The optimal solution for all players is achieved by the Nash equilibrium for each game.

Authors in [25] proposed a hierarchical Stackelberg game model to solve the bandwidths allocation competition problem between the VNs. The data center is presented as the game leader that announces bandwidths prices for the followers (VNs), attempting to maximize their profits based on willingness-to-pay strategy. They formulate the optimization problem using the following formula:

\[ P1: \text{Max } \sum_{i=1}^{N} \sum_{l=1}^{L_i} U_i(b_{il}) \]  

where \( N \) defines the VN number to allocate \( L \) links, \( b_{il} \) is the vector of allocated bandwidths, and \( U_i(b_{il}) \) is the utility function for the allocation process. Finally, an optimal solution is proposed by reaching the Nash equilibrium point.

4.2.2. Goal 2: Maximize the Power Allocation

Moreover, the virtualization framework is proposed for wireless networks to support multiple heterogeneous self-interested services and improve their performance. Virtualization provides services decoupling from the wireless network infrastructure. The Wireless Virtual Network (WVN) consists of two entities: The infrastructure providers (InPs), owning all physical resources and the Virtual Network Operators (VNOs), which do not own any infrastructures or spectrum resources. The InPs share and manage their power resources with the VNOs, aiming to exploit multi-power resources from multi-owner to provide services to end-users by making their virtual networks (VN). As VNOs, the InP creates VN to serve its users called local slice and VNs generated by the VNOs’ users named foreign slice. The challenging key in the WVN environment is maximizing the resource allocation between the SPs by solving the optimization problem in terms of power allocation optimization.

The authors in [21] start with the studying of the virtualization in the wireless network to end by solving the problem of physical resources competition between the SPs. Thus, the network operators (NO) manage and control the resource allocation by pricing each bid. The interaction between the NO and the SPs can be modeled as a sequential auction game where the SPs sequentially bid on the network resources (power resources). Thus, a theoretical price is introduced as a potential congestion level that an SP expects in the future. An efficient resource allocation under the proposed framework defined as a separation between SPs and the NO is achieved through the Nash equilibrium. Motivated by the game theory concept, the authors in [23] modeled the competition between the foreign slices as a non-cooperative game. Players in this game are foreign slices and the strategy of each player is the allocated power \( p_i \). Each foreign slice seeks to maximize its individual revenue. A price function is introduced to the game to establish the charge to be
paid by the VNOs during the power allocation game. The utility function is presented in terms of cost by the following formula:

$$\Phi_i(P) = \frac{L \times r \times f(y_i)}{M \times p_i} - p_i \times c(P)$$  \hspace{1cm} (4)$$

where $L$ bits are payloads in frames of $M$ bits ($M > L$), $f(y_i)$ denotes the probability of correct reception of a frame at the receiver, $r$ is the rate of transmission, $p_i$ is the allocated power, and $c$ is a function of the total amount of the available power. The optimization power allocation problem is solved through the Nash equilibrium. No foreign slice can increase its utility function by changing individual power selection with other foreign slices’ given power. In other words, all the foreign slices can achieve the best response of the power selection.

The work in [24] is interested in proposing two auction games as a solution for the power allocation optimization problem in the virtualization of the mobile cellular as well as decoupling the services and the infrastructure network. In the first non-cooperative auction game, the authors consider the interaction between two important entities: InPs and VOs, to build an interactional game model. In the proposed auction game, the bidders are defined as VOs competing for power resources, while the auctioneer is defined as the hypervisor (InPs). During the second cooperative game, the coalition’s concept is established to maximize the payoff for all VOs. The users in a specific VO are modeled as players. Users who subscribed to the same VO can cooperate and form a coalition to maximize their gains against the other coalition. The two-stage game models tend to allocate the resource between the VOs fairly.

4.2.3. Goal 3: Fairly Allocate the Physical Resource

The fairness of the resources assignment is a very indispensable challenge faced the resource virtualization. Many solutions are proposed to satisfy all the resources claimants by achieving the allocation fairness. Authors in [26] introduced a dynamic game scheme with imperfect information to model the competitive and braining behavior among multiple cloud users. The proposed game model addresses the resource allocations problem in the competitive cloud environment. Thus, they designed a new resource pricing model based on the learning concept to predict the price of future resource allocation and satisfy the constraints related to the resource and the budget. The Nash equilibrium is investigated as a solution for the auction game to achieve the best response for all network users. This work proved that, besides the budget constraints, any bid also depends on its workload.

As well as the previous proposal, the work in [27] studied the same problem of resource allocation and pricing policies in cloud computing. Firstly, the authors formulated this problem as a non-cooperative bargaining game model. The players are the computation-intensive tasks competing for the allocation of many Virtual CPU Instances (VCI). Thus, the tasks need to satisfy certain constraints such as deadline and/or budget. To meet those requirements and to solve the previous problem, Nash Bargaining Solution (NBS) and Raiffa Kalai–Smorodinsky Bargaining Solution (RBS) are investigated where the goal is to minimize the executed time of tasks and to maximize the revenue based on the principle of pricing the mechanism.

The same tenet is adopted by the work in [22] where a cooperative game model is proposed to fairly allocate the resource between VMs. The allocation fairness concept is achieved through two fundamental objectives: to guarantee bandwidth for all the VMs according to the bandwidth requirements and to share the residual bandwidth in proportion to the weights of VMs. A bargaining game is introduced for the data-center networks to fairly allocate the bandwidths to players (VNs) by meeting the announced objectives. The VNs cooperate with each other to achieve a win-win solution, so-called, Pareto optimality where all pair-VNs involved in the game obtain the best profit. In this game, the VM-pairs are considered as players competing for limited bandwidth resources in data-centers. The authors introduce the Nash bargaining solution to solve the optimization problem.
The virtualization technologies in the cloud center lead to virtualizing the different physical resources (CPU, storage, memory, substrate links, bandwidths, and power). The sharing concept in cloud computing makes resource allocation a fundamental problem, which is treated in work [28]. A new resource allocation scheme is introduced for the cloud computing network based on the combination of the Stackelberg game and the hidden Markov model. The proposed approach aims at ensuring the resource allocation fairness between the SPs. In this competitive cloud environment, the SPs compete to rent enough resources from infrastructure suppliers (INs) to create virtual networks, and provide the services to end-users. Seeking for stable equilibrium, each SP tries to solve the optimization problem of the dynamic Stackelberg pricing game by minimizing the predicted cost of the requested resource of the CPU, bandwidth, and storage.

Moreover, the authors in [32] studied the cloud-based service as the interaction between the Software as a Service (SaaS) providers hosting their applications in the Infrastructure as a Service (IaaS) provider. They modeled the two conflicting situation based on the game theory perspective. In the first situation, each SaaS competes with the others to allocate enough resources from IaaS. In the second situation, the IaaS intends to maximize its profit defined as the revenues obtained from providing the resources to the SaaS. Then, the service-provisioning problem with the conflicting situations is modeled as a classical game. Then, Nash equilibrium is introduced as an optimal solution, where the IaaS and the SaaS adopt a strategy that cannot improve its revenue by changing its strategy unilaterally. In other words, the system reaches an optimal point for both players.

4.2.4. Goal 4: Ensure the Load Balancing

Balancing the load [56] in the network virtualization is a fundamental concept for the sharing of the workload between multidimensional resources and to distribute the local workload somewhat between nodes and links. The need for load balancing increases in a competitive environment because it leads to maximizing the user satisfaction and to enhancing the cost efficiency by adopting a robust and fair allocation scheme of all the parts of resources in the network. An appropriate load-balancing scheme can prevent the hardware failures due to the overloaded hosts by ensuring the fault tolerance and the scalability of the network. The decisions of load balancing can handle two different manners: Static and dynamic load-balancing algorithms. The major limitation of static load-balancing algorithms reside in the assumption that all the information about the resources and communication networks are initially predefined. However, in a dynamic algorithm, the load balancing decisions are made probabilistically based on the run-time state information leading to the enhancement of network performance. A hybrid solution that combines the advantages of the dynamic and the static algorithms is proposed in order to overcome the issues that the two previous designs encountered. Despite all the proposed techniques, the need for efficient and robust approaches to provide occurrence load balancing decisions remains open.

Boosted by the game theory, the authors in [30] provided a new solution for the load balancing problem as a non-cooperative game-theoretical model. In this system, the features of the schedulers are to receive the tasks from users, to decide the appropriate processor for the received task, and to send the task to the chosen processor. During this game, the schedulers tend to minimize their profits independently in terms of the task completion time average. Each player adopts a strategy where its profit is minimized. The investigated Nash equilibrium is the solution for the optimization problem in which no scheduler can increase its average task completion time by unilaterally changing its strategy. The Nash equilibrium provides the best and the efficient responses for the load balancing problems.

In [31], the authors proposed a cooperative game model as an efficient solution for the optimization and load balancing problem in the virtualized core network for all user types. They defined three user types according to the bandwidth utilization and the offered service cost: excellent, good, and fair. During the cooperative game, the players are the SP
implementing their services using cloud providers’ resources. The payoff function denoted as a linear function of allocated bandwidth for the SPs is given by the following formula:

\[ \pi_0 = \gamma^k \times \varsigma \]  

\( \gamma^k \) represents the allocated bandwidth to the user of type \( k \), and \( \varsigma \) represents the unit resource profit. Shapley Value is investigated to solve the optimization problem for this cooperative game.

4.2.5. Goal 5: To Reduce the Congestion

In network virtualization, sharing the physical infrastructure and the physical resource between virtual users leads to many critical obstacles being the resource congestion issue. The congestion defined by the saturation of the physical resources occurs when the amount of allocation exceeds the resource capacity. The design of a sophisticated mechanism for the network orchestration with the resource utilization adaptability is required as a solution to reduce the congestion in the NV environments. Work in [35] focuses on the optimal control and mitigation of resource congestion of a physical infrastructure based on the NFV paradigm. The authors formulated the congestion problem as an optimization game model to capture the occurrence of the congestion of physical resources. The proposed congestion prevention technique allows the dynamic control of traffic flows and system configurations to avoid the congestion of physical resources. The Virtual Operators (VO) are the game players, which want to select the network configuration. Each VO tries to reduce the overall network congestion by solving the optimization problem based on the Nash equilibrium concept.

Moreover, many researchers become more interested in game theory tools to solve the congestion problem in the network virtualization as the authors in [57] who proposed an atomic weighted congestion game to address the problem of the Service Chain Composition (SCC) in the network function virtualization networks. The SCC problem composed of three sub-problems: the optimal number of the instances required for each VNF the efficient placement of VNF servers and their concatenation to attain the service chain for each traffic flow. In the proposed game model, the author introduced a new entity in the network the network called Service Broker (NSB). The instances for the NSBs are the players of the congestion game.

Furthermore, most of the virtualization networks’ scheduling tasks are optimization problems or so-called NP-hard problems designed to minimize a certain objective function or constraint. Many heuristic algorithms have been proposed to reach the optimal solutions for all the users. Game theory can be an appropriate tool to solve the optimization problem in which all the players can achieve the best responses. Several studies treated the NP-Hard scheduling problem using the game theory concept to model the competition between the players to use the resources and provide robust and efficient scheduling for all the users. Chuan et al. [36] proposed a matching game-based algorithm for the NFV environments to address the NP-hard VNF scheduling problem. The authors proved that the VNF scheduling problem could not be solved in polynomial time because the time to find the solution grows exponentially in terms of problem size. Hence, they formulated the optimization problem as a response to multiple constraints as follows:

\[ PVNS : \min \sigma \text{ subject to constraints} \]  

where \( \sigma \) is the completion time of VNF, and \( PVNS \) is the optimization problem that assigns the processing and the link resources to the VNF at each time slot. By solving the \( PVNS \) problem, the offline scheduling algorithm based on GT provides a stable scheduling satisfying all the network constraint and requirements, and all the physical nodes and service chains are satisfied.
4.2.6. Goal 6: To Enhance the Fault Tolerance

In the virtualization environment, the physical equipment is vulnerable to several hardware and software failures that affect the virtual networks accordingly. Hence, the failure of the VNs can harm and entirely paralyze the network functionalities. Enhancing fault tolerance is one of the most indispensable challenges to be addressed in the virtualization networks. As a recovery solution, Soualah et al. [38] proposed a novel preventive reliable VN embedding algorithm based on the GT to meet three important optimization objectives: To optimize the rejection rate of the VN requests, to optimize the number of embedded VNs affected by the physical failures, and to optimize the time of failure recovery. The authors modeled two interleaved games to respond to the optimization problems. During the first game that treats the virtual routers, a second game is recalled to address the virtual links embedding. Thus, the introduced utility functions ensure the reliability of resource selection. Then, they proved that the game model reaches the Nash equilibrium, which is the state and steady-state of the system.

4.2.7. Goal 7: To Ensure Security

Authors in [39] introduced a new game model to secure the SDN environments against the Distributed Denial of Service attacks (DDOS) [58] by providing reward and punishment mechanisms to contain the effect of malicious users. The decoupling between the data and the control plane of the networking stack introduces new network security issues and reveals new challenges. The need for security increases with the network virtualization. Therefore, the authors proposed a new security scheme for the SDN based on a repeated simultaneous non-cooperate game to counter the DDOS effect. They modeled the interactions between Player 1 (P1), defined as an attacker presented by a malicious node, and Player 2 (P2) illustrated by an SDN controller which is assumed to be the game administration. The P1 can choose between two strategies (cooperate or defect): Cooperate by sending normal traffic or to defect by sending a huge amount of traffic. At the first iteration, P1 adopts the cooperative strategy by assuming that the other opponent is honest. A benign behavior is rewarded by a normal bandwidth allocation. However, every misbehavior is punished by using a rate-limiting strategy which reduces the allocation bandwidth as a punishment reaction to the malicious traffics. The proposed scheme encourages the player to maximize the gain by forcing the attackers to deviate from the malicious behaviors. Table 2 represents the payoff matrix of this game (B represents the allocated bandwidth).

Table 2. The Payoff Matrix for P1 and the P2.

| P2 Cooperates | P2 Defects |
|---------------|------------|
| P1 cooperates | \( \frac{B}{7}, \frac{B}{7} \) | \( \frac{B}{7}, \frac{3B}{4} \) |
| P1 defects    | \( \frac{3B}{4}, \frac{B}{4} \) | \( \frac{B}{5}, \frac{4B}{5} \) |

Based on the payoff matrix, the player adopted the malicious behavior obtained a less bandwidth equals to 0.75 B compared with 0.475 B when the player is malicious during two phases t 1,2. P1 must not deviate from the good behavior to obtain the best solution illustrated by the enough allocated bandwidth.

4.3. Players during the Game

The modeling process of a competitive situation in the NV environment as a game demands the decision-maker to define implicitly or explicitly the players and their adopted strategies. The player selection is the most challenging and crucial step to propose an efficient and convenient game-based approach for service provisioning. Thus, the decision-makers are our next criteria for the GT approaches’ classification. We differentiate between two types of possible players selected to model the solutions for the resource management: the real players and the virtual players.
• The real players are nominated to present physical entities such as the service provider and the cloud provider. The game schemes based on those players try fundamentally to allocate enough resources to the lessees and to maximize the revenues of the lessors.

• The virtual players are designed to model virtual entities such as the virtual network, the task, and virtual machines. Thus, the interaction between the virtual players can address the virtual resource allocation by proactively preventing the network congestion and to prevent the future allocation to support the sharing of the resources between multi-tenants.

Table 3 presents a comparison of the game-based solutions designed for the NV based on the player’s selection. According to the game-theoretical approaches for the NFV, in the literature, the critical and decisional components/tasks, which are the involved players, can be the virtual networks, virtual operators, virtual machine, services providers, or the network tasks. Thus, Table 3 illustrates the comparison of the GT solutions in terms of the goals addressing the service provisioning in the NV. The following section tries to propose a comparison of the proposed approaches according to the objectives and targets of the proposed service.

Table 3. GT solutions classification (I).

(a) GT solutions comparison in terms of players

| Players          | Approaches                  |
|------------------|-----------------------------|
| Virtual Networks | Wang et al. [17]            |
|                  | Wang et al. [20]            |
|                  | Yuan et al. [25]            |
|                  | Zhou et al. [18]            |
|                  | Seddiki et al. [19]         |
| Service Providers| Fangwen et al. [21]         |
|                  | Wei et al. [28]             |
|                  | Khan et al. [31]            |
|                  | Wei et al. [23]             |
|                  | Fan et al. [24]             |
|                  | Teng et al. [26]            |
|                  | Liu et al. [29]             |
|                  | Elias et al. [35]           |
| Virtual operators| Guo et al. [22]             |
|                  | Ye et al. [34]              |
| Virtual machine  | Guo et al. [22]             |
|                  | Subrata et al. [30]         |
|                  | Wei et al. [28]             |
|                  | Iyer et al. [27]            |
|                  | Ardagna et al. [32]         |
|                  | Niyato et al. [33]          |
|                  | Pham et al. [36]            |
|                  | Soualah et al. [38]         |
|                  | Chowdhary et al. [39]       |
| Others           | Salvatore D’Oro et al. [57] |
### Table 3. Cont.

| (b) GT solutions comparison in terms of goals |
|----------------------------------------------|
| **Goals**                                   | **Approaches**                          |
| Maximize the bandwidth allocation           | Wang et al. [17]                        |
|                                               | Zhou et al. [18]                        |
|                                               | Seddiki et al. [19]                     |
|                                               | Yuan et al. [25]                        |
|                                               | Cui-rong Wang et al. [20]               |
| Maximize the power allocation               | Fangwen et al. [21]                     |
|                                               | Wei et al. [23]                         |
|                                               | Fan et al. [24]                         |
| Fairly allocate the resources               | Teng et al. [26]                        |
|                                               | Iyer et al. [27]                        |
|                                               | Guo et al. [22]                         |
|                                               | Wei et al. [28]                         |
|                                               | Ardagna et al. [32]                     |
|                                               | Niyato et al. [33]                      |
|                                               | Liu et al. [29]                         |
|                                               | Wei et al. [37]                         |
| Ensure the load balancing                    | Subrata et al. [30]                     |
|                                               | Khan et al. [31]                        |
|                                               | Ye et al. [34]                          |
|                                               | Elias et al. [35]                       |
| Reduce the congestion                        | Salvatore D’Oro et al. [57]             |
|                                               | Pham et al. [36]                        |
|                                               | Soualah et al. [38]                     |
| Enhance the fault tolerance                  | Ardagna et al. [32]                     |
| Ensure security                              | Chowdhary et al. [39]                   |

4.3.1. Virtual Network (VN)

In the NF environment, each VN [59] is a set of virtual links and virtual nodes. The VNs are defined as the subset of the physical network resources. Many authors choose the VN to represent the players for their proposed game to address the virtual allocation by proactively preventing and avoiding the congestion problems. Authors in [20] aimed at modeling the competition between virtual networks for bandwidth allocation as a non-cooperative game to fairly and efficiently assign the resources to the different players. Firstly, they formulate the bandwidth allocation problem as an optimal problem (P1) using the same previous formula (Equation (5)). The optimal problem reveals two major constraints. In fact, for each VN, the bandwidth must be strictly positive and must be under the capacity of the link. The VNs competing for bandwidth allocation play a non-cooperative game. The optimal solution obtained at Nash equilibrium solves the optimal problem P1.
4.3.2. Service/Cloud Provider

The service/cloud provider is the new entity derivative from the traditional Internet architecture. The SPs [60] create virtual networks and lease the physical resources from the InPs to offer end-to-end services. Two conflicting goals are addressed by the SP: to minimize the price of the resources leasing and to provide enough resources through VNs. The Cloud Providers [61] offer multiple services to their customers such as the Software as a Service (SaaS), Infrastructure as a Service (IaaS), Security as a Service (SECaaS), and Platform as a Service (PaaS). The cloud providers’ indispensable goal is to maximize their revenues based on pricing schemes, while their customer’s purpose is to reach a high level of QoS for a low price. The two previous entities are the players for many proposed GT solutions. In a cloud computing environment, the available resources can be under-utilization when the internet demand is under the capacity. Motivating by the availability of the resources, cloud providers cooperate by forming coalition to provide resource/service to public cloud users. Niyato et al. [33] highlighted the case of cooperative interactions among multiple cloud providers to maximize their revenues by adopting the service provisioning policy. The authors formulated the optimization problem of cloud providers for maximizing the revenue to provide service through the committed offer to public cloud users. Then, they investigated the efficiency coalition structure for the proposed hierarchical cooperative game model to solve the optimization problem. Moreover, during the game, the cloud providers can choose to join or to leave the coalition based on the payoff given by a formulation.

4.3.3. Virtual Operator

Virtual Operator (VNO) is a new introduced entity of the SP in the future business model which provides many features including the installation, the management, and the operation of the VN based on the SP requirements. The competitive relationships among virtual mobile operators (VMOs) are modeled as a game model in [29] to offer a dynamic and efficient wireless resource allocation in cellular network virtualization. Indeed, the fair and efficient sharing of wireless spectrum resources is the challenge addressed by this work. VMOs manage their networks by leasing the resources from the infrastructure providers (InPs). Thus, during the allocation phase, VMOs aim to maximize the resource utilization and minimize the leasing costs. When a VMO encounters intensified traffic flows, additional physical resource block (PRB) leasing is required to satisfy the new critical situation. A cost function based on the rate and type of flows is investigated to measure the PRB leasing payment for each VMO. Moreover, coalition formation between pair of players is proposed to enhance their profits by computing the Shapley value [62] denoted as the average payoff that a VMO will obtain if the player enters into the coalition in random order. The authors computed an optimization solution for each player by minimizing cost function by choosing the best coalition.

4.3.4. Virtual Machine

The migration technique is applied to ensure the load-balancing algorithm. In this context, authors in [34] proposed two non-cooperative game models to balance the load and to allocate the resource to the VMs. In the first game mode, the players are the set of agents managing a set of machines. The payoff function of the player is selected to be the maximum load on any dimension on a machine. During the game, each player tends to maximize its profit by optimizing the payoff function using the placement technique. The second game aims to migrate the virtual machine that is considered an efficient solution for the load balancing issues. Each machine is defined by a m-dimensional capacity and is controlled by the agent. The payoff function of player is defined as the portion of the machine it occupies in a given packing. An agent tries to maximize its profits by switching into different machines having enough capacities. Then, the existence of Nash equilibrium for both game models is proved.
4.3.5. Task

The task scheduling problem is considered to be an NP-hard problem. Several algorithms have been proposed to reach an optimal solution while answering the multiple constraints. An evolitional game-based algorithm is proposed in [37] to efficiently and fairly schedule the parallel tasks in the cloud computing framework in terms of time, cost, and QoS constraints. The tasks (users) are composed of parallel and dependent sub-tasks that are sharing multiple resources. They formulated that the utility function for each task was obtained from the allocation in terms of the price of the assigned resource. Then, the authors tried to find an optimal solution for the NP-hard problem by maximizing the utility function for the players while respecting the defined constraints.

5. Discussion and Future Research Directions

In this section, we will discuss the studied game theory solutions regarding the resource management in the NV environment, and we will explore the potential research directions. Figure 6 illustrates the different challenges and perspectives of the NF based on the game theory modeling.

5.1. Cooperative Environment

The cooperative concept between the entities remains a very challenging key. In a competitive environment, each decision-maker is congenitally selfish and looks for maximizing their profit to the detriment of the others. The most proposed GT solutions for the NV are non-cooperative approaches. The major question is how to encourage the players to cooperate to enhance their utility functions and how to form the group of cooperation to share the resources and the revenues. To motivate the players to adopt the cooperative behaviors, the coalition formation must be addressed to satisfy the requirements of the group [63].

5.2. Security and Resiliency

Security is still an open research issue of any network architecture. The virtualization of the network introduces new threats and new vulnerabilities due to complex and selfish interactions between tenants and InPs. To detect the malicious behaviors and to mitigate the threats targeting the virtualization technologies, the game theory can be introduced.
as a promising solution to model the interactions of the players and to encourage them to behave honestly. Few game-based solutions [39,64] have been proposed to secure the SDN against the DDOS attacks and intrusion detection.

5.3. Traffic Management

Traffic management is considered a key challenge in network function virtualization [65]. All the previous game-based solutions address only the resource management in the NV. There are no approaches based on game theory for the routing protocols, forwarding mechanisms, control, and management planes. The game theory can model the interactions between the end-users and the flows, the packets to be forwarded, etc., computing to be routed first. Thus, the GT needs to meet the players’ requirements to reduce the delay, the end-to-end latency, the congestion, etc. However, the solution must consider the issues of the huge amount of data forwarded as well as the increasing numbers of services requester.

5.4. Pricing

Pricing is a crucial challenge for the service provisioning in the NV environment because it impacts the infrastructure providers’ revenues and provides many possibilities for the tenants to maximize their resources leasing by maintaining the lowest price. The majority of the proposed GT solution for the NV exploited the pricing algorithms to overcome resource leasing in multi-tenant environments.

5.5. Resource and Service Management

The first key to the efficient management of resources and services is dynamic and flexible modeling. Network services need to be efficiently modeled towards many parameters such as performance metrics, resource requirements, network configuration parameters, services management policies, etc. Flexible modeling will lead to an efficient abstraction of resources, architecture capabilities, and the providing services. In other words, it simplifies the understanding of network features by providing a generic way to represent resources and service. The second key is to optimize resource utilization while providing on-demanding services.

5.6. Scalability

Scalability refers to the capability to maintain the QoS in case of increasing network traffic. This challenge has received significant attention from researchers. SDN’s centralized controller can be affected by the congestion resulting from the growing amount of traffic [66,67]. Furthermore, this issue is addressed in NFV as it yields more entities to manage.

5.7. Decentralized Networks

This survey focused basically on the centralized networks where the controller has the full information about the network, devices, and architecture. The centralized framework maintains efficient resource management and allocation. Table 4 illustrates the benefits and the limitations of this architecture.

| Benefits                        | Limitations                              |
|---------------------------------|------------------------------------------|
| Low complexity                  | Abrupt failure                           |
| Efficient resource management   | Security issues                          |
| Economical                      | Bottlenecks problem and latency          |
| Easy control and Quick updates  | Single point of failure                  |
The need to apply a distributed architecture is increased due to the emergent applications such as the 5G networks and beyond. The new generations of mobile networks become more and more distributed by paving gradually its way into modern technologies since the resources can be managed and shared among individual nodes, and each player can be the consumer as well as the provider. This distributed architecture must be able to capably run applications such as device-to-device, machine-to-machine, and internet of things at reduced latency. Therefore, game theory attracts a lot of attention as an efficient and suitable solution to solve the optimization problem in the decentralized architecture such as reducing latency and maximizing bandwidth between nodes. In [68,69], the authors introduced game models to the device-to-device communications to solve the interference and routing problems. Thus, using game theory for the optimization problems in the centralized and decentralized network virtualization remains a hot research topic for many researchers.

6. Conclusions

This rapid growth of Internet traffic introduces many problems and limitations related to the Internet architecture inflexibility. Network virtualization has been identified as a potential solution to overcome the ossification problem and traditional architecture limitations. Many researchers have exploited the game theory as a promising solution to address the resource management problems in the NV environments. This paper exhibited state of the art in game theory research by providing a comprehensible overview. Then, we discussed the solutions based on the GT for the resources management in the network virtualization. Moreover, we exposed an exhaustive taxonomy for the GT approaches’ classification. We also discussed and identified some of the key research directions for the potential solutions based on GT for the network virtualization environments.
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