Reduction but no shift in brain activation after arithmetic learning in children: A simultaneous fNIRS-EEG study
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Neurocognitive studies of arithmetic learning in adults have revealed decreasing brain activation in the fronto-parietal network, along with increasing activation of specific cortical and subcortical areas during learning. Both changes are associated with a shift from procedural to retrieval strategies for problem-solving. Here we address the critical, open question of whether similar neurocognitive changes are also evident in children. In this study, 20 typically developing children were trained to solve simple and complex multiplication problems. The one-session and two-week training effects were monitored using simultaneous functional near-infrared spectroscopy (fNIRS) and electroencephalography (EEG). FNIRS measurement after one session of training on complex multiplication problems revealed decreased activation at the left angular gyrus (AG), right superior parietal lobule, and right intraparietal sulcus. Two weeks of training led to decreased activation at the left AG and right middle frontal gyrus. For both simple and complex problems, we observed increased alpha power in EEG measurements as children worked on trained versus untrained problems. In line with previous multiplication training studies in adults, reduced activation within the fronto-parietal network was observed after training. Contrary to adults, we found that strategy shifts via arithmetic learning were not contingent on the activation of the left AG in children.

Arithmetic learning in adults

Arithmetic learning improves mathematical competence, which is necessary for managing daily transactions and securing job opportunities, among other advantages1. The vast majority of our knowledge about the neural underpinnings of arithmetic learning comes from adult studies. Generally speaking, arithmetic learning is characterized by a shift from more effortful and algorithm-based processes towards strategies based mainly on memory and retrieval2. Multiplication training studies in adults have illustrated that this strategy shift is accompanied by the reduced activation of the frontal gyri, intraparietal sulcus (IPS), and superior parietal lobule (SPL), and by the increased activation of the left angular gyrus (AG)3–7. The change in strategies was also reported in an electroencephalography (EEG) study of complex multiplication training in adults8, which revealed an increase in power in theta and alpha frequency bands over parieto-occipital measurement sites.

The fronto-parietal network underlying arithmetic processing includes inferior, middle and superior frontal gyri, which are associated with cognitive processes such as working memory and planning, both useful in mental calculation. According to the triple-code model, the network contains three parietal regions: the IPS, which supports domain-specific magnitude processing of numerals, the SPL, which is associated with domain-general attention processes, and the left AG, which is involved in domain-general verbal processing and the retrieval of
information from long-term memory. The retrieval component of the network, however, has been extended to the hippocampus, retrosplenial cortex, and ventromedial prefrontal cortex. Moreover, it has been shown that in adults, AG activation varies depending on the learning method used as well as individual differences, and that the AG may not be engaged by high-level mathematicians during basic calculations. Note that although all of these three areas belong to the parietal lobe anatomically, they are functionally distinguishable during arithmetic processing and learning.

Activation shifts in children

We focus here on whether the neural activation changes consistently observed in arithmetic learning experiments in adults can be generalized to children, i.e., to the period of life when most people learn arithmetic facts. Neurocognitive learning studies in children are scarce, but some information can be drawn from studies on math tutoring, as well as from cross-sectional and longitudinal studies reporting age-related changes.

As in adults, several behavioral studies in children have revealed a strategy shift as an indicator of arithmetic development. However, the brain activation changes underlying this shift only partially resemble those found in adults. Arithmetic learning consists of two shifts in adults, from frontal areas to parietal areas, and within the parietal lobe, from the IPS and SPL to the left AG. The former shift has been observed in children, but not the latter. Instead, the hippocampus has been proposed as an important transitional region in arithmetic learning in children. A longitudinal study revealed decreased activation in the bilateral dorsolateral prefrontal cortex, the left SPL, and the right parieto-occipital cortex, as well as increased activation of the bilateral hippocampus over the course of one year of school education in 7- to 9-year-old children. Qin and colleagues reported a correlation between the increasing use of fact retrieval strategies and hippocampal connectivity to the bilateral dorsolateral prefrontal cortex and left IPS, but not to the left AG. The authors suggested that the medial temporal lobe, including the hippocampus, plays a critical transient role in arithmetic learning in children, but not in adults. In line with this finding, a one-on-one math tutoring study in third-grade children reported changes in the morphometry of the hippocampus and its connectivity with frontal regions as the best predictor of improvement in arithmetic problem-solving.

A cross-sectional study of simple multiplication performance in children from grades 2 to 7 showed grade-related decreases in inferior frontal gyrus (IFG) activation similar to arithmetic learning in adults and increases in left middle temporal gyrus (MTG) activation, accompanied by increased dependence on retrieval strategies as a function of age. Therefore, although systematic standardized training studies have not yet been carried out, the available studies suggest that learning-related changes in activation in children may be different than in adults. In particular, however, the current literature on children's learning does not show increased (or less deactivated) AG activation, which characterizes retrieval learning in adults. Note that recent empirical findings and theoretical models have suggested the engagement of the hippocampus in retrieval processes in adults as well. Differences between adults' and children's learning have been also observed in EEG studies as well.

For instance, enhanced theta power during arithmetic processing was reported in adults as opposed to children, which was interpreted as reflecting the higher working memory capacity of adults. We conclude that while the reduction in activation of some areas of the fronto-parietal network seems similar between adults and children, increases in activation in regions related to retrieval strategies differ between adults and children.

These findings, however, cannot be directly transferred to children's arithmetic learning in general. In a tutoring study, children received training within several different mathematical domains and learned various problem-solving strategies, and they were tested only on single-digit addition problems. Moreover, children underwent a tutorial training based on their weaknesses; therefore, specific factors (e.g., numerical training) and nonspecific factors (e.g., increased motivation) due to the one-on-one training cannot be disambiguated. Longitudinal (and even more so, cross-sectional) studies on arithmetic learning are limited by another problem. Arithmetic learning throughout childhood is strongly associated with brain maturation. Therefore, it is difficult to determine whether activation changes are truly associated with the arithmetic learning process in school, or are rather a byproduct of maturation of the whole brain. Altogether, and in light of a recent review paper on the neural correlates of arithmetic development in children that demonstrates the incompleteness of our knowledge on the subject, it remains essential to investigate brain activation changes due to carefully controlled arithmetic training in children within a relatively narrow age range.

The present study and its objectives

To examine learning processes in children, we used multiplication, the operation most frequently investigated in arithmetic learning studies in adults. To the best of our knowledge, brain activation changes after multiplication training have not been investigated in children so far. The present study aimed to explore the brain activation changes related to simple and complex multiplication learning in typically developing children. In order to evaluate the training-induced changes, we used simultaneous functional near-infrared spectroscopy (fNIRS) and EEG as pre- and post-training measurements in an ecologically valid setting that allowed children to perform small movements and provide answers manually, as in school and other learning situations. While fNIRS is an established method for investigating brain activation changes in children in some fields, such as language processing, it has rarely been used in the field of numerical cognition. Conversely, oscillatory EEG is an established method in the field of numerical cognition, but has been used mainly in adults. Therefore, applying these two methods simultaneously aids in interpreting previous results from each of the two perspectives. Furthermore, the combination of these two neuroimaging methods increases the construct validity of the findings and allows for a multi-level assessment of underlying neurobiological processes, measuring both the regions involved and neural network dynamics, to produce both direct and indirect signals of brain activity. Moreover, in addition to behavioral findings, EEG might be helpful to indicate strategy use.
Regarding EEG, it has been shown that cognitive processes lead to event-related synchronization (ERS)/
desynchronization (ERD). ERS and ERD concern all power in the signal, including both phase-locked and
non phased-locked components, providing quantifiable measures of brain dynamics\(^3\). While ERS represents
increased power, ERD represents decreased power during mental processing compared to rest. Previous studies
have found that cognitive processes result in brain oscillation changes in theta and alpha bands\(^3\). Therefore, sim-
ilar to most of the previous studies in the field of numerical and arithmetic processing\(^31\–34\), these two frequency
bands were investigated in the present study. Because we were interested in learning-related brain activation
changes in a natural setting, we employed a self-paced paradigm in a block-design experiment. Therefore, ongo-
ing EEG was recorded during blocks of mental calculation and further analyzed by the ERS/ERD method.

Based on previous findings from studies in children and adults, we hypothesized a strategy shift from slow,
procedural strategies to fast, compact procedural and retrieval strategies after training, which would lead to more
efficient responses, i.e., shorter response times and fewer errors\(^4\). This strategy shift is also linked to brain acti-
vation changes in the fronto-parietal network. We expected reduced activation within the frontal gyri, IPS, and
SPL. Regarding activation of the left AG, while multiplication training studies in adults have reported increased
activation\(^2\), some studies have observed a decrease in AG activation concurrent with an increase in expertise\(^35\,36\),
and developmental studies have reported no change in activation\(^37\). Therefore, no direct hypothesis was obtain-
able regarding the left AG. Note that because fNIRS is limited to measuring only cortical activation, we could
not make any hypotheses about activation changes in deep brain structures such as the hippocampus. Regarding
EEG oscillation, we initially expected an increase in theta and alpha power after training, as shown in studies of
multiplication learning in adults\(^8\), marking a reduction in cognitive demand\(^38\). An arithmetic processing study in
children\(^27\), however, reported greater theta ERS during complex multiplication than during simple multiplication.
Reasoning that training makes problems arbitrarily simpler, we expected a reduction in theta power after training
in the present study, in contrast with adults. A few oscillatory EEG studies in children, which have shown neuro-
physiological differences between children and adults, support this hypothesis\(^38\–40\).

Because studies in adults have revealed similar shifts in brain activation patterns during the course of training\(^6\)
and after several sessions of training\(^4\), we aimed to measure the effects of a single session and of seven sessions,
or two weeks, of multiplication training in children. In accordance with above-mentioned studies, similar brain
activation changes were expected after each training period. Furthermore, to examine transfer effects from multi-
plication training to basic arithmetic ability\(^7\), a modified math ability test was used\(^37\). As in prior literature\(^8,31\),
we also measured strategy changes by directly asking children how they solved the problems, before and after the
training sessions.

Materials and Methods

Participants. 26 typically developing children from grade 5 participated in the study. After excluding par-
ticipants for technical reasons, noisy data, or quitting training (one participant), a total of 20 children (8 girls;
11.1 ± 0.5 years old) were included in the analyses (see details in SI). All children were right-handed and had
normal or corrected-to-normal vision with no history of neurological or mental disorders. Children and their
parents gave written informed consent and received an expense allowance for their participation. All procedures
of the study were in line with the latest revision of the Declaration of Helsinki and were approved by the ethics
committee of the University Hospital Tuebingen.

Materials. 16 simple and 16 complex multiplication problems were used in the present study (cf. SI,
Table S1). Half of the problems in each set were allotted for training, and the other, closely matched half were
used as untrained problems, resulting in four conditions: trained simple, untrained simple, trained complex,
and untrained complex. The sets were matched based on the sizes of the operands and results, and the parity of
the operands and results, separately for simple conditions and complex conditions. The matching was supported
by the finding of non-significant differences between trained and untrained conditions in pre-training session,
\(ts < 1.32, ps > 0.20\). 16 simple problems (e.g., \(4 \times 6\) included two single-digit operands (range 2–9) with two-digit
solutions (range 12–40). 16 complex problems (e.g., \(7 \times 13\) included a double-digit (range 12–19) multiplied by
a single-digit operand (range 3–8), with double-digit solutions (range 52–98). The sequence of small and large
operands within the problems was counterbalanced. Problems with ones (e.g., \(9 \times 1\)), commutative pairs (e.g.,
\(3 \times 4\) and \(4 \times 3\) or ties (\(6 \times 6\)) were not used.

FNIRS. FNIRS data were collected with the ETG 4000 Optical Topography System (Hitachi Medical
Corporation, Tokyo, Japan) using two wavelengths of 695 ± 20 nm and 830 ± 20 nm to measure the absorption
changes of oxygenated (\(O_2Hb\)) and deoxygenated (\(HHb\)) hemoglobin, according to the modified Beer-Lambert
law. The data were recorded with a 10 Hz sampling rate, and the fixed inter-optode distance was 30 mm. Using
a 3 × 5 arrangement of the optodes (8 emitters, 7 detectors) in an elastic combined FNIRS-EEG cap (Brain
Products GmbH, Herrsching, Germany), 22 measurement channels were shaped over each hemisphere. The corre-
correspondence of the FNIRS channels to the underlying cortical areas was estimated based on a virtual registration
method\(^36\–40\) and labeled according to the automatic anatomical labeling (AAL) atlas\(^41\) in SPM software (http://
www.fil.ion.ucl.ac.uk/spm). In this method, virtual holders are constructed on spherical phantoms and registered
on synthetic heads and brains. Thereafter, the registered positions are normalized to the Montreal Neurological
Institute (MNI) template. Repeating these procedures leads to a highly plausible estimation of spatial coordi-
nates\(^40\). This method shows only a small spatial registration error within an acceptable limit when tested for the
human brain\(^39\). Therefore, it is suitable for group analysis of FNIRS data, even when participants’ structural MRI
scans are not available.
EEG. EEG data were recorded with a 32-channel DC-amplifier and the software Vision Recorder (Brain Products, Munich, Germany). 21 scalp EEG electrodes, attached to the combined fNIRS-EEG cap, were used for EEG data collection. Given the fixed optode distances, EEG electrodes were placed according to the extended international 10–20 system\textsuperscript{42,43}. In addition, eye movements were recorded using electrooculography (EOG) in one electrode placed below the right eye. The ground electrode was placed frontally on AFz and the online reference electrode fronto-centrally on FCz. Electrode impedance was kept below 20 kΩ. Data were digitized at a rate of 1000 Hz with an online bandpass filter of 0.1–100 Hz.

Neuropsychological tests. In order to assess the homogeneity of the sample, IQ and memory abilities were measured (see SI, Table S3). Two subtests (similarities and matrix reasoning) of the German Wechsler IQ test\textsuperscript{44} were utilized to assess intelligence. Furthermore, four components of memory, namely verbal short-term and working memory, and visuospatial short-term and working memory, were assessed\textsuperscript{45}. The letter span test was used to measure verbal memory capacity, while the Corsi block tapping test\textsuperscript{46} was used to assess visuospatial memory capacity\textsuperscript{47}. In our verbal short-term memory task, children were asked to recall spoken sequences of letters (one letter per second). The test started with sequences of two letters, which were increased by one letter if the child correctly recalled at least two out of three sequences. In the short-term visuospatial memory task, the child was asked to point to cubes in the same order as the experimenter. The procedure was the same as in the letter span test. These forward spans were considered to represent short-term memory, while backward spans were considered to show working memory. Moreover, a modified math ability test\textsuperscript{37} was used before and after training to assess the effects of multiplication training on other basic arithmetic problem-solving.

Furthermore, a brief, self-developed strategy questionnaire was used before and after training. Because of time limitations, we could not ask children about their strategy use after each multiplication problem, but this questionnaire was developed to elicit some information about possible strategy shifts. The questionnaire consisted of eight multiplication problems, two from each set, for a total of four different matched lists. There was no time limit for responding to the problems. After responding to each trial, children reported how they arrived at the solution. According to the child's report, experimenters categorized each strategy as retrieval, procedural, or “other”\textsuperscript{31}. The inter-rater reliability as indicated by Cohen's kappa was 0.80.

Measurement procedure. In a within-subject experiment, performance and brain activation of children were measured during multiplication problem-solving at three measurement times (cf. Fig. 1a): before training, after one session of training (one-session effect), and after seven sessions of training (two-week effect). First, children performed the math ability test and strategy questionnaire. The experiment was conducted after four practice trials in a light-attenuated room. Problems were presented on a touch screen and children had to write their answers as quickly and accurately as possible and then click on a gray box, presented on the right side of the screen, to continue (see Fig. 1b). The written response was not visible, to avoid any further correction and to encourage children to calculate mentally. The problems of each condition were presented in four blocks of 45 s, each followed by 20 s of rest. The sequences of the blocks and of problems within the blocks were pseudo-randomized. Whenever the total number of trials within a condition was reached, the same problems were presented again after randomization. No feedback was given during the experiment. The design was self-paced with a limited response interval of 10 s for simple and 30 s for complex problems. Therefore, due to inter-individual differences, the number of solved problems varied between children. The inter-trial interval was set to 0.5 s. After the pre-training session, children performed one session of
approximately 25 minutes of interactive training (see below). In order to investigate one-session training effects, the first post-training measurement was performed directly afterward. The whole procedure lasted approximately 2.5 hours. Thereafter, six similar training sessions were performed at home over the course of two weeks. Children were measured again in order to evaluate two-week training effects (cf. Fig. 1a). In this second post-training session, the math ability test and strategy questionnaire were administered again, along with the other neuropsychological tests. The problems, but not the sequence of the blocks or problems, were identical for each condition in pre-training and post-training sessions. The experiment was run using Presentation® software version 16.3 (Neurobehavioral Systems Inc., www.neurobs.com).

Interactive training procedure. Training was done using an online learning platform48–50, which allowed for at-home training. One training session (including only trained simple and trained complex conditions) was performed in the lab and six at-home sessions were performed by children during a two-week interval. The problems of each condition were randomly repeated six times in each training session. Note that several children did not finish some sessions during the training at home, and after some time came back and did the training. Since they could not continue the task from the trial on which they had quit before, they instead needed to start an entire session again. Therefore, some training sessions included more than six repetitions of the problems (cf. SI, Table S2). Each problem was individually presented along with 12 different choices including the correct solution (see Fig. 1c). A similar method has been already used in adults and children51. Response intervals of simple problems ranged randomly between 4 and 10 s, jittered by 0.6 s, and of complex problems between 10 and 30 s, jittered by 2 s. Whenever the child did not respond within the response interval, the computer screen displayed the correct solution. Training was interactive in the sense that children had to compete with the computer. To provide feedback about the performance and to increase motivation, the scores of the child and computer were shown on the right side of the screen. Both child and computer received one point for each correct answer and one point was deducted for each incorrect answer. The problem was presented until the child or computer responded correctly. In order to create a more realistic competition, the computer responded incorrectly in 30% of the problems. Children were instructed to solve the problems as quickly and accurately as possible.

Analysis. Behavioral. Written responses by children were read out with the help of the non-commercial RON (ReadOutNumbers) program (Ploner, 2014). Response times (RTs) were defined as the time interval from problem presentation to children’s clicking the gray box. Only median RTs for correct responses (78.7% of problems across all measurement times) were included in the analyses. The error rate was defined as the proportion of incorrect or missing responses to the total number of presented trials. The inverse efficiency score represents the median RT divided by the percentage of correctly solved problems51. Smaller inverse efficiency scores indicate more efficient performance. Separated repeated measures analyses of variance (rmANOVAs) were conducted to investigate one-session and two-week training effects on median RTs, arcsine-square-root-transformed error rates52, and inverse efficiency scores. The 2 × 2 × 2 rmANOVA comprised within-factors of measurement time (pre- versus post-training), training (trained versus untrained), and complexity (simple versus complex). Further rmANOVAs and paired t-tests were conducted separately for simple and complex multiplication. Note that because inverse efficiency combines RTs and accuracy of responses, and due to space limitations, only inverse efficiency scores are explained in the following sections. Separate results for RTs and errors on the training effect are reported in SI (cf. SI, Figs S2 and S3).

In order to uncover transfer effects from multiplication training to other arithmetic operations, a 2 × 4 rmANOVA consisting of measurement time (pre- versus post-training) and operation (addition, subtraction, multiplication, and division) as within-factors was conducted. In addition, paired t-tests were conducted separately on each operation. To determine the effect of multiplication training on strategy use, paired t-tests were conducted on retrieval and procedural strategies separately. The analysis was completed using SPSS version 23.0 (IBM SPSS Statistics for Windows). The effect sizes of t-tests were also calculated53. FNIRS. Continuous changes in the concentration of O₂Hb and HHb were recorded for all channels during the measurements. These changes occur through neurovascular coupling in response to cortical activation. Data were analyzed with custom MATLAB routines (The MathWorks, Inc., USA). The continuous signals were bandpass filtered with 0.008–0.09 Hz in order to remove long-term drift of baseline, Mayer waves, and high-frequency cardiac and respiratory activities54–56. It has been shown that FNIRS signals, like other blood-related brain measures, are low-frequency oscillations, detectable mainly between 0.01 and 0.1 Hz57,58. Applying a more liberal low-pass filter of 0.7 Hz58 led to nearly the same results, although decreased activation at the left AG did not survive correction for multiple comparisons (see the Results section). Remaining noisy channels were interpolated using the average of surrounding channels for each participant. To address possible motion artifacts, particularly likely in children, and to reduce non-evoked systemic influences, we used the correlation-based signal improvement (CBSI) method59. This CBSI time course, which is calculated based on the negative correlation between concentrations of O₂Hb and HHb, was used for further analysis. The optimal correction approach, however, is data-dependent60. The general linear model (GLM) analyses were performed for each participant and each condition. The model-based signal, which was a boxcar regressor indicating the beginning and 40 s of each block, convolved with the hemodynamic response function (HRF), was used for further analysis54. The last 5 s of the blocks were excluded from analysis as signal quality got noisier towards the end of the blocks. Thereafter, means of least-square linear regression were applied to calculate the beta-values of each channel.

ROI analysis. Similar to our behavioral data analysis, a 2 × 2 × 2 rmANOVA comprising the within-factors of measurement time (pre- versus post-training), training (trained versus untrained), and complexity (simple versus complex) was conducted to find the one-session and two-week training effects separately in each region of interest (ROI). To this end, and based on the topography of brain activation changes in our recent FNIRS study
in children, we defined four ROIs within the fronto-parietal network, including four channels for each: left and right frontal, and left and right parietal regions (see SI, Fig. S1 and Table S4). The fronto-parietal network comprised middle frontal gyrus (MFG) and IFG, and the parietal network comprised IPS, SPL, and AG (see SI, Table S4). Furthermore, in the case of a significant interaction, additional rmANOVAs, and paired t-tests were conducted. The significance level was 0.05.

**Channel analysis.** Since there are distinct networks within the parietal lobe, similar \( 2 \times 2 \times 2 \) rmANOVAs were conducted over the channels within each parietal ROI. In the case of a significant interaction, additional rmANOVAs and paired t-tests were conducted.

**Whole measurement area analysis.** In order to examine the effects of training on the whole measurement area, multiple paired t-tests between trained versus untrained conditions were calculated for each channel. To this end, the contrasts of trained versus untrained conditions after one session of training were compared with the contrasts of trained versus untrained conditions in the pre-training measurement (for instance in complex multiplication: \( \text{trained complex post-training} - \text{untrained complex post-training} \)). These contrasts indeed demonstrate the interaction of measurement time (pre- versus post-training), and training (trained versus untrained) separately for simple and complex conditions. The same contrasts were calculated between pre-training and post-training measurements after two weeks to evaluate the two-week training effect. The significance level was 0.05, and correction for multiple comparisons was performed using the Dubey/Armitage-Parmar (D/AP) method. The D/AP method is among the stepwise modified Bonferroni procedures that consist of readjusting the level of significance for the individual test while taking into account autocorrelations in the data. Among several adjustment methods, D/AP is the only procedure which fully considers the correlations of the data. This procedure is well suited to the analysis of fNIRS data, due to the typically strong correlations between neighboring fNIRS channels. Furthermore, Bayesian analysis was conducted by means of JASP (Version 0.8.1.1; JASP Team, 2016).

**EEG.** EEG data were analyzed using the Brainstorm toolbox, a documented and freely available software package (http://neuroimage.usc.edu/brainstorm). EEG signals of 21 electrodes were offline rereferenced to an average reference and filtered using a bandpass of 0.1–40 Hz. Based on the EOG signal, eye movement artifacts were detected and removed from the EEG signals using Signal Space Projections (SSP). SSP does not depend on additional reference sensors to record the disturbance fields. Instead, SSP assumes different spatial distributions for the magnetic field generated by the sources in the brain and those generated by external noise sources. Therefore, SSP detects and removes artifacts that have more complex frequency pattern but are well-defined.

In order to assure sufficient signal quality, we used the following steps. We asked and reminded children to avoid unnecessary movements. One experimenter was recording every unexpected reaction from the child (e.g., coughing, sneezing, verbal movement, and questions), enabling us to check and exclude disrupted sections of the recording whenever necessary. After visual inspection, we excluded any samples that were overall very unstable and noisy. Most of the eye movement artifacts have slow oscillations, which interfere with delta band activation and are represented in prefrontal regions. Since in the present study our focus was on theta and alpha bands, there may be negligible noise in these frequency bands. Still, we applied the SSP method to subtract out any remaining movement noise in the signal and visually inspected the distribution of the eye movements on the scalp. Moreover, because the present study was a within-subject design, we subtracted the ERS/ERD of the untrained conditions from the trained conditions, which led to subtracting out part of the remaining noise, particularly noise related to arm/hand movements due to writing the answers.

In the next step, epochs were extracted with a block duration of 45 s and rest duration of 20 s. The power spectral density (PSD) was calculated for the theta (4–7 Hz) and alpha (8–12 Hz) bands, and individually averaged for each condition and measurement time. To measure the cortical activation and functional changes of brain activity, ERS/ERD was calculated. The percentage values of ERS/ERD were calculated by this expression: \( \text{ERS/ERD} \% = \frac{\text{PSD of activation} - \text{PSD of rest}}{\text{PSD of rest}} \times 100 \). The ERS/ERD are quantitative measures of brain dynamics. Because of the sensitivity of the EEG signal to several factors such as individual differences, age, and brain volume, the analysis of changes in the EEG signal is more reliable than the absolute power of the frequency band. ERS is indicated as larger power spectral density (PSD) of a condition than at rest, which leads to a positive value, while ERD is indicated as a negative value because the PSD of a condition is smaller than at rest.

**ROI analysis.** Based on the topography of frequency oscillation in previous studies, six ROIs within the fronto-parietal network were defined: left, right, and middle fronto-central, left, right, and middle occipito-parietal regions (see SI, Fig. S1, and Table S4). Within theta and alpha frequency bands, \( 2 \times 2 \times 2 \) rmANOVA was conducted for each ROI separately. In each step, in the case of significant interaction, additional rmANOVA and paired t-tests were conducted separately for simple and complex conditions. The significance level was 0.05.

**Whole measurement area analysis.** In order to examine the effects of training on the whole measurement area, similar to fNIRS data analysis, paired t-tests between the contrasts in pre- and post-training sessions were calculated (see above), showing the interaction of measurement time (pre- versus post-training), and training (trained versus untrained) separately for simple and complex conditions. The significance level was 0.05 uncorrected.
Results

Behavioral. One-session training. With one session of training, inverse efficiency scores indicated a significant main effect of complexity \(F(1,19) = 55.17, p < 0.001, \eta^2 = 0.74\), showing that performance was better on simple than complex multiplication problems overall (see Fig. 2a). The other main effects and interactions did not reach statistical significance after just one session \(F(1,19) < 2.2, ps > 0.15, \eta^2 < 0.11\).

Two-week training. In the two-week training condition, inverse efficiency scores revealed significant main effects of measurement time, training, and complexity \(F(1,19) > 7.4, ps < 0.013, \eta^2 > 0.27\). A significant interaction of measurement time \(\times\) training showed that training led to an additional improvement in trained compared to untrained problems \(F(1,19) = 6.45, p = 0.02, \eta^2 = 0.25\). This interaction was explored by two separate \(2 \times 2\) rmANOVAs for simple and complex problems. In the simple multiplication condition, a significant main effect of measurement time revealed that inverse efficiency scores improved after two weeks of training \(F(1,19) = 18.16, p < 0.001, \eta^2 = 0.49\). Then, a significant interaction of measurement time \(\times\) training showed that children improved further on trained than untrained simple problems \(F(1,19) = 13.79, p = 0.001, \eta^2 = 0.42\) (cf. Fig. 2b). The main effect of training was not significant in the simple multiplication. With respect to complex multiplication, significant main effects of measurement time and training were observed \(F(1,19) > 5.7, ps < 0.027, \eta^2 > 0.23\). An interaction of measurement time \(\times\) training showed a significant training effect in trained complex multiplication compared to untrained complex problems \(F(1,19) = 4.75, p = 0.042, \eta^2 = 0.20\) (cf. Fig. 2b).

A marginally significant interaction of measurement time \(\times\) complexity \(F(1,19) = 4.02, p = 0.059, \eta^2 = 0.18\), a significant interaction of training \(\times\) complexity \(F(1,19) = 6.64, p = 0.018, \eta^2 = 0.26\), and a marginally significant interaction of measurement time \(\times\) training \(\times\) complexity \(F(1,19) = 3.14, p = 0.093, \eta^2 = 0.14\) were also observed.

FNIRS. Results of ROI analysis. One-session training. In the absence of one-session behavioral improvement, the rmANOVA on the ROIs revealed a significant one-session training effect in the left parietal lobe. We observed a significant interaction of measurement time \(\times\) training \(F(1,19) = 6.33, p = 0.021, \eta^2 = 0.25\). To explore this interaction, two separate \(2 \times 2\) rmANOVAs for simple and complex conditions were conducted. In simple conditions, a significant main effect of measurement time demonstrated decreased activation of the left parietal lobe after the training \(F(1,19) = 5.97, p = 0.024, \eta^2 = 0.24\) (see Fig. 3a). No other significant effect was found in simple conditions.

In complex conditions, a significant interaction of measurement time \(\times\) training showed decreased activation during trained complex multiplication problems, while activation increased in the left parietal lobe during untrained complex multiplication problems \(F(1,19) = 8.25, p = 0.01, \eta^2 = 0.30\) (see Fig. 3a). Further analysis revealed a significant difference between trained and untrained complex conditions only after training
The main effects of measurement time and training were not significant. Moreover, a significant interaction of measurement time and training was observed in the left parietal lobe \([F(1,19) = 3.74, p = 0.068, \eta^2 = 0.16]\). No significant effect of one-session training was observed in other ROIs.

**Two-week training.** Similar to the one-session training effect, the rmANOVA on ROIs revealed significant effects of two-week training only in the left parietal lobe. A significant interaction of measurement time \(\times\) training \(\times\) complexity was observed \([F(1,19) = 8.40, p < 0.01, \eta^2 = 0.31]\). Further rmANOVA analyses, conducted separately for simple and complex conditions, revealed no significant training effect in simple conditions.

In complex conditions, a significant interaction of measurement time \(\times\) training showed decreased activation in the trained condition, while increased activation was observed in the left parietal lobe in the untrained condition \([F(1,19) = 5.53, p = 0.03, \eta^2 = 0.23]\) (see Fig. 3b). Further analysis demonstrated only significantly increased activation in the untrained complex condition \([t(19) = 2.57, p = 0.019, d = 0.58]\), but no significant decrease in the trained complex condition over time. The main effects of measurement time and training were not significant. No significant two-week training effect was observed in other ROIs.

**Results of channel analysis.** **One-session training.** The rmANOVAs on parietal channels were conducted separately. With respect to one-session training at the left AG, a significant interaction of measurement time \(\times\) training was observed in channel 5 \([F(1,19) = 4.61, p = 0.045, \eta^2 = 0.20]\) (cf. Fig. 4a) and channel 10 \([F(1,19) = 5.74, p = 0.027, \eta^2 = 0.23]\) (cf. Fig. 4b). In order to explore training effects for simple and complex problems, 2 \(\times\) 2 rmANOVAs were conducted in simple and complex conditions separately. No significant training effect in simple conditions was found. In complex conditions, a significant interaction of measurement time \(\times\) training showed a decreased activation in the trained condition and an increased activation in the untrained condition in channel 5 \([F(1,19) = 6.63, p = 0.019, \eta^2 = 0.26]\) and channel 10 \([F(1,19) = 8.61, p = 0.009, \eta^2 = 0.31]\). Further analysis revealed only significantly increased activation in the untrained complex condition after training in channel 5 \([\tau(19) = 2.25, p = 0.037, d = 0.50]\) and channel 10 \([\tau(19) = 2.12, p = 0.047, d = 0.47]\), but no significant change in the trained complex condition over time. The main effects of measurement time and training were not significant in complex conditions. Moreover, a significant interaction of measurement time \(\times\) training \(\times\) complexity in this region was observed in channel 10 \([F(1,19) = 4.96, p = 0.038, \eta^2 = 0.21]\). No significant training effect was observed in channel 14. Note that the left AG is a huge region and according to the AAL atlas consists of channel 5, 10, and 14 in the present study.

In the left SPL and IPS (channel 19), a significant main effect of measurement time showed decreased activation after training \([F(1,19) = 5.79, p = 0.026, \eta^2 = 0.23]\). There was no other significant effect in this region.

In right SPL and IPS (channel 44), a significant interaction of measurement time \(\times\) training was observed \([F(1,19) = 4.82, p = 0.041, \eta^2 = 0.20]\) (cf. Fig. 4c). In order to explore training effects for simple and complex problems, 2 \(\times\) 2 rmANOVAs were conducted in simple and complex conditions separately. No significant training effect was observed in simple conditions. In complex conditions, a significant interaction of measurement time \(\times\) training was found \([F(1,19) = 10.50, p = 0.004, \eta^2 = 0.36]\). Further analysis illustrated a significant difference between trained and untrained complex conditions only after training \([\tau(19) = 2.52, p = 0.021, d = 0.56]\). The main effects of measurement time and training were not significant. Moreover, a significant interaction of
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**Figure 4.** One-session training effect on brain activation changes: (a) in channel 5 (left AG), (b) channel 10 (left AG), and (c) channel 44 (right SPL and IPS). (d) Two-week training effect on brain activation changes in channel 5 (left AG). Error bars reflect SEs. Ch.: channel.
measurement time × training × complexity was observed in this region \(F(1,19) = 6.04, p = 0.024, \eta^2 = 0.24\). No significant training effect was observed at the right AG (channel 31, 35, and 40).

**Two-week training.** In order to define two-week training effects at the level of channels, rmANOVAs were conducted separately on parietal channels. At the left AG, a main effect of measurement time demonstrated an increased activation after training in channel 5 \(F(1,19) = 4.41, p = 0.049, \eta^2 = 0.19\). Furthermore, a significant interaction of measurement time × training × complexity was observed in channel 5 \(F(1,19) = 7.02, p = 0.016, \eta^2 = 0.27\) and channel 10 \(F(1,19) = 10.33, p = 0.005, \eta^2 = 0.35\). In order to explore two-week training effect for simple and complex problems, two separate rmANOVAs were conducted for simple and complex multiplication. No significant result was observed in simple and complex conditions in channel 10. In channel 5, no significant training effect was found in simple conditions. In complex conditions, a significant interaction of measurement time × training showed increased activation at the left AG in untrained complex condition as compared to trained complex condition after training \(F(1,19) = 8.23, p = 0.01\), \(d = 0.84\), but no significant change in the trained complex condition over time. Moreover, significantly greater activation was observed in untrained complex multiplication than in trained complex multiplication in the post-training period \(t(19) = 2.75, p = 0.013, d = 0.62\). The main effects of measurement time and training were not significant in complex conditions. No significant training effect was observed in channel 14.

In the right AG, the only significant finding was an interaction of measurement time × complexity in channel 31 \(F(1,19) = 6.86, p = 0.017, \eta^2 = 0.27\), but no significant change in channel 35, and 40. No significant training effect was observed in bilateral SPL, IPS (channels 19, and 44).

**Result of whole measurement area analysis.** One-session training. In order to assess the one-session training effect over the whole measurement area, all channels were taken into account. No significant brain activation change for simple multiplication problems was found. In complex conditions, multiplication training led to a significantly decreased activation at the left AG (channel 10), and in the right SPL and IPS (channel 44) \(t(19) < -2.75, D/AP corrected ps < 0.05, ds > 0.62\) (cf. Fig. 5). This decrease showed less activation of the left AG, the right SPL, and IPS in trained than untrained complex multiplication after one session of training.

Two-week training. No training effect was observed after two weeks of training on simple multiplication problems. In complex conditions, multiplication training led to a significantly decreased activation at the left AG (channel 5) (cf. Fig. 5), and in the right MFG (channel 36) \(t(19) < -2.93, D/AP corrected ps < 0.05, ds > 0.66\) (see Fig. 5). In other words, activation of the left AG and the right MFG decreased after two weeks of training in trained compared to untrained complex multiplication problems.
EEG. Results of ROI analysis. One-session training. The rmANOVA on ROIs did not show significant effects of one-session training either in the theta or the alpha band.

Two-week training. With respect to two-week training, the rmANOVA on ROIs revealed a significant main effect of complexity in the left occipito-parietal and in middle fronto-central regions in the theta band ($F_{1,19} = 4.7, \ p < 0.042, \ \eta^2 > 0.19$), showing greater theta ERS in complex than in simple conditions$^{27}$. No other significant effect was observed in the theta frequency band. In the alpha band, two weeks of training led to a significant main effect of measurement time in occipito-parietal regions bilaterally ($F_{1,19} = 4.7, \ p < 0.042, \ \eta^2 > 0.19$), which demonstrated increased alpha ERD after the training. No other significant effect was observed in the alpha frequency band.

Result of whole measurement area analysis. One-session training. In order to see plausible one-session training effects in the whole measurement area, similar to the fNIRS data analysis, all electrodes were taken into account. No significant training change was found for simple multiplication problems. In complex multiplication training, significantly greater alpha ERD over parietal areas (Pz) was observed in the contrast between trained and untrained problems ($t_{19} = -2.36, \ p < 0.05, \ d = 0.53$) (see Fig. 6), which stems mostly from the post-training comparison (see SI, Fig. S5). Children’s behavioral performance in these two conditions was directly compared in the post-training interval; they showed significantly better performance in trained complex than in untrained multiplication problems ($t_{19} = 3.37, \ p = 0.003, \ d = 0.75$). No significant difference was observed in the theta frequency band in complex multiplication.

Two-week training. Two weeks of training led to significantly decreased alpha ERD at the central site (Cz) in the contrast between trained and untrained simple multiplication problems ($t_{19} = 3.11, \ p < 0.05, \ d = 0.70$). In the complex multiplication condition, significantly decreased alpha ERD was observed at the left occipital site (O1) in the contrast between trained and untrained problems ($t_{19} = 2.44, \ p < 0.05, \ d = 0.55$) (cf. Fig. 6). No significant difference was observed in the theta frequency band, either in simple or in complex multiplication.

Other neuropsychological and arithmetic tests. Regarding the transfer of multiplication learning to other arithmetic operations, a significant main effect of measurement time showed that children responded correctly to more arithmetic problems after the training ($F_{1,19} = 6.12, \ p = 0.02, \ \eta^2 = 0.24$). A significant main effect of operation revealed that children were more competent with some basic arithmetic operations than others ($F_{1,19} = 30.89, \ p < 0.001, \ \eta^2 = 0.62$). Ranked in order of decreasing performance, these operations were: addition > subtraction > multiplication and division ($ts_{19} > 3.03, \ p < 0.007, \ ds > 0.68$). The interaction of measurement time $\times$ operation was not significant.

The result of a comparison between strategies used before and after training revealed that after training, children used significantly more retrieval strategies ($M_{pre-training} = 18.75\%, \ M_{post-training} = 37.50\%, \ t_{19} = 3.87, \ p = 0.001, \ d = 0.87$), and fewer procedural strategies ($M_{pre-training} = 75.63\%, \ M_{post-training} = 60.00\%, \ t_{19} = -2.70, \ p = 0.014, \ d = 0.60$), compared to pre-training. Furthermore, significant correlations between behavioral performance and neuropsychological tests, particularly verbal working memory, were reported in SI, Table S5.

Brain-behavioral correlation. In order to explore the relationship between brain and behavioral findings, correlation analyses were conducted between RTs, error rates, and inverse efficiency scores with significant fNIRS and EEG findings. The analyses were conducted separately for one-session and two-week training effects. For both brain and behavioral findings, the interactions were inserted into the correlation matrices (e.g., [trained

---

Figure 6. Interaction of measurement time and training in EEG data. The upper panel shows the one-session training effect and the lower panel shows the two-week training effect of simple and complex multiplication on the alpha ERD in children. No significant difference was observed in theta ERS. The red represents reduced alpha ERD and blue represents increased alpha ERD.
complex post-training − untrained complex post-training] − [trained complex pre-training − untrained complex pre-training]).

Regarding the one-session training effect, no significant correlation was observed between the brain and behavioral findings, rs(16) < 0.30, ps > 0.23. Based on the Cook's distance, two participants were found to influence and bias the correlation78; therefore, they were excluded from the correlation analysis of one-session training. With respect to the two-week training effect, a significant correlation between error rates and the right MFG (channel 36) was observed, r(18) = 0.53, p = 0.017 (cf. Table 1), showing that children who improved more relied less on activation of the right MFG (cf. Fig. 5). There was no significant correlation between other brain and behavioral findings in simple or complex multiplication tasks after two weeks of training.

### Discussion

In the current study, a group of typically developing children received training on simple and complex multiplication problems, which led to improved performance after two weeks of training but not after a single session of training. Nevertheless, even after one session, brain activation changes were observed in the parietal lobe. After two weeks, we found a behavioral improvement associated with a strategy shift from slow, effortful, procedural to fast, compacted, procedural, and retrieval strategies. This improvement was also accompanied by reduced activation of the fronto-parietal network and alpha ERD.

#### One-session training effect.

In the absence of any significant behavioral improvement, fNIRS findings showed reduced activation at the right IPS and SPL after one training session in the trained complex condition. The findings in the right IPS and SPL are in line with a longitudinal (non-learning) study in children, which reported that one year of academic education led to reduced activation of the right parietal-occipital cortex during addition problem-solving22. This result is also supported by studies in adults2. Decreased activation of the right IPS, which is related to quantity-based processing, indicates that after the training, children needed less “manipulation” of the numerical magnitudes. Moreover, in the present study, a production paradigm was used, and the problems required an exact calculation, so other plausible strategies such as approximation could not be used1. Therefore, it is reasonable to suppose that the decreased activation of the right IPS was related to changes in the process of exact calculation8. Additionally, we observed reduced activation of the right SPL, which supports domain-general attention processes related to numerical processing. This finding shows that arithmetic learning lessens demands on domain-general supporting areas in children, as in adults. An unexpected decrease in activation of the left AG was detected during trained, complex multiplication problems compared to untrained, complex problems, after a single session of training. Note that this reduction comes from the interaction between measurement time and training. Further exploration of this interaction revealed no significant change in the left AG after training, in the trained complex condition, but an increased activation in the untrained, complex condition (see Fig. 4). Bayesian analysis renders this as positive evidence21 for the absence of a change in activation in the trained condition (posterior probability of 0.81 for channel 5 and 0.73 for channel 10). This finding is supported by previous studies in children2223, but is contradictory to multiplication training studies in adults, which reported increased activation of the left AG after short-term training24. The left AG activation in children will be further discussed below.

Regarding EEG, an increased alpha ERD as a result of one session of complex multiplication training was unexpected. One possible explanation is that alpha ERD may be sensitive to visual attention processes25. Because performance was better and response times were faster during trained complex problems than untrained complex problems in post-training measurement time (see SI, Figs S2 and S3), more problems were presented in the trained complex condition, resulting in more visual processing that may have induced alpha ERD. In simple multiplication, no significant difference was observed, which might be due to insufficient training; children in grade 5 are usually already proficient in solving simple multiplication problems, and more repetitions than just a single session would be needed to improve their performance. In fact, because of a potential ceiling effect, even more training sessions might not elicit improvement at this stage of development.

#### Brain activation changes in children after two weeks of training.

The two-week training data illustrated that children became more efficient in the trained than the untrained multiplication problems, meaning that they provided faster responses with fewer errors. With respect to the trained simple condition, no significant change was observed in the fNIRS data. However, decreased alpha ERD was found in EEG data for both simple and complex trained multiplication problems8. This decrease suggests an enhancement in fast, compacted procedural and retrieval processing in both trained conditions. This finding is in line with previous studies in which working memory training26 and multiplication training27 led to decreased alpha ERD, or reduced cortical activation. Alpha ERD represents a reduction of localized amplitudes, associated with the increased excitability of cortical regions28 and increased reliance on retrieval strategies. This cortical excitability reflects a rise in information processing. Therefore, decreased alpha ERD in both trained conditions in the present study can be interpreted as

| Brain area (channel)              | RT     | Error rate | Inverse efficiency |
|----------------------------------|--------|------------|-------------------|
| left AG (channel 5)              | 0.07   | −0.32      | −0.11             |
| right MFG (channel 36)           | 0.05   | 0.53*      | 0.33              |
| alpha ERD over left occipital (O1)| −0.14 | 0.01       | −0.87             |

Table 1. Brain-behavioral correlations for the effect of two-week training of complex multiplication. Note: *p < 0.05, two-tailed.
a reduction in cortical effort. It is important to note, however, that although EEG results corresponded to our \textit{a priori} hypothesis, they did not survive correction for multiple comparisons, and therefore need to be considered with caution. Nevertheless, we believe that because of their convergence with the fNIRS data, the EEG data contribute to the accurate interpretation of our findings.

In the trained complex condition, fNIRS findings showed reduced activation at the right MFG after training, in comparison with the untrained complex condition. It has been shown that learning converts general-purpose or domain-general processing requirements to more domain-specific requirements, which is indicated by reductions in activity in several brain regions\textsuperscript{71}. The reduced activation in the MFG is further supported by the reduction in alpha ERD after two weeks of training, which suggests a decrease in the demands placed by general cognitive processes, and an increased reliance on retrieval strategies, in line with an oscillatory EEG study of arithmetic learning in adults\textsuperscript{8}. The reduced activation in the MFG is also in line with previous fMRI studies of multiplication training in adults, which have reported a decreased activation within the frontal lobe\textsuperscript{5}. In the present study, the right MFG and the alpha band, both involved in executive control and working memory\textsuperscript{27}, showed reduced activation after the training. This indicates faster calculation processes after complex multiplication training that do not depend as much on sequential cognitive processes as before training\textsuperscript{4}. Interestingly, reduced activation of the right MFG was associated with the error rate, showing that children who improved the most with the training subsequently relied less on domain-general cognitive processing to solve the tasks.

A decrease in activation at the left AG was detected during the completion of trained, complex multiplication problems, compared to untrained problems, after two weeks of training. This reduction is formally described by the interaction between measurement time and training, as in the one-session training results. Further exploration of this interaction revealed no significant change in the left AG after training, in the trained, complex condition, but an increase in activation in the untrained complex multiplication condition. This lack of activation change in the left AG as positive evidence\textsuperscript{71} for the absence of change in the trained condition (posterior probability of 0.81 for channel 5). This finding is supported by previous studies in children\textsuperscript{22,23}, but contradicts multiplication training studies in adults, which have reported increased activation of the left AG after training\textsuperscript{2}. Note that a recent study in adults\textsuperscript{29} reported no activation changes in the left AG in the comparison between complex multiplication problems solved before versus after training. However, while the post-training comparison between trained and untrained complex multiplication problems in adults shows an activation increase in the left AG, we observed an activation decrease in the left AG in children (cf. SI, Fig. S4). It seems that although a shift from procedural effortful to retrieval memory-based strategies is represented in adults as a shift from the frontal to the parietal lobe, and then within the parietal lobe to the left AG, the same is not necessarily true for children\textsuperscript{25}. This difference might be due to more stable neural substrates of arithmetic processes in adults compared to children\textsuperscript{9,22}. Furthermore, this strategy shift is not represented by similar brain activation changes from childhood into adulthood\textsuperscript{42}. It should be noted that even for adults, different brain areas, and not only the left AG, are involved in retrieval processes after multiplication training\textsuperscript{21,22}. Furthermore, several studies have shown an unspecified role of the left AG activation in arithmetic learning\textsuperscript{24,73}.

We observed an unexpected increase in activation of the left AG in untrained complex multiplication post-training compared to the pre-training session. Note that the only adults’ study which has investigated the contrast between post-training and pre-training\textsuperscript{24} reported no activation changes. Therefore, this finding for the untrained condition in the present study also conflicts with previous data from adults. This increased activation may reflect improved performance (i.e., faster responses; see SI, Fig. S2) in untrained complex multiplication via training, which might be due to increased recruitment of domain-general regions. This is different from trained complex multiplication, which showed less brain activity with improved performance via training, probably because effort-saving retrieval processes are recruited here. It seems that short-term arithmetic training leads to a restricted generalization to the other problems of the same operation. This restricted generalization means that training leads to an improvement in both trained and untrained problem-solving, but this improvement is much stronger in the case of trained problems. In the current study, this restricted generalization was detected in the response times after two weeks of training (see SI, Fig. S2). Children responded faster to not only both trained sets but also to both untrained sets. This restricted generalization has been already shown in adults\textsuperscript{4}, and also depends on the training method\textsuperscript{4}. In sum, this shows that better performance might be subserved by different neurocognitive mechanisms: (i) efficient recruitment of specific areas associated with strategy change (e.g., procedural to retrieval processes) when the particular items have been trained, or (ii) recruitment of more brain areas associated with domain-general processes within the same (procedural) strategy, when the particular items have not been trained, but the outcome of the procedural strategy itself is improved. We conclude that the AG might have an intermediate role during development, with a nonlinear relation (over age and development) between the AG activation increase/decrease and arithmetic learning. However, this assumption needs to be tested in larger future studies that use the same learning paradigm over a wide range of age groups.

\textbf{Transfer effects.} With respect to transfer effects, a generally improved performance in all basic arithmetic operations was found after multiplication training in children, which was not specific to one operation. However, even though the time interval between pre- and post-training measurement was short (two weeks) and children in grade 5 do not receive direct training in basic arithmetic, the absence of a control group makes it difficult to interpret this improvement as the result of multiplication training.

\textbf{Possible methodological and analytical differences.} While the different findings of arithmetic training between adults and children can be explained by the above neurocognitive accounts focusing on different brain-behavior relations between children and adults, there are some alternative methodological explanations that should be mentioned and possibly tested in future studies. First, while most training studies have used verification paradigms to reduce movement artifacts in the MRI scanner, the present study applied a written
production paradigm. This means that children calculated almost every single trial without using any shortcut strategies. In other studies, the presence of visible response options might promote the use of retrieval strategies. Secondly, we used blocked conditions and a self-paced design (as in most cognitive and educational settings). The self-paced design ensured that children continuously performed the tasks, without larger resting times between items in (easier) problem sets. This was accomplished by presenting a higher number of trials in the easier conditions, allowing children move to the next item as soon as they responded.

Note that every design has its strengths and weaknesses: (i) The advantage of the self-paced block design is that the time spent on the task is equivalent for simpler or more complex trials. The typical convolution with the HRF should apply similarly to both types of trials, because the participant is constantly performing the task. However, this comes with the trade-off that the participant do more trials (but not more time on one task). Therefore, additional processes like switching from trial to trial or more response preparation when more responses are needed in block design, are then confounded. (ii) In a fixed-pace block design, while the number of trials and the length of the signal remain identical, these lengths do not strictly represent mental calculation if participants solve problems before the response window expires. (iii) A self-paced event-related design has the advantage of an identical number of trials per condition and participant. However, because of huge inter-individual differences between children, the lengths of signals differ dramatically. Usually the BOLD response in trials that last longer is more expanded over time. Therefore, it is not clear whether more activation as indicated by the HRF is actually due to greater difficulty (i.e., greater intensity of brain activation) or just to a greater length of time needed to process the task, and therefore a longer duration when the brain is working on the task. It might be of interest to compare brain activation changes in different designs in future studies.

Conclusion

The present study shows that performance improvement via arithmetic learning in children is accompanied by brain activation changes, as measured by simultaneous fNIRS-EEG. However, these changes differed from those induced by arithmetic training in adults. While studies in adults have reported a shift from procedural to retrieval strategies, marked by decreased activation in frontal gyri, the IPS, and the SPL, and increased activation of the left AG, the present training study in children revealed generally decreased brain activation. This difference might be because of an extended brain network for arithmetic processing in children compared to adults15,19. We interpret these differences in brain activation changes as an effect of age, suggesting that the strategy shift in children has a different neural pattern than in adults, although some alternative methodological accounts should be addressed in future studies. Moreover, activation change in the left AG depends on the contrast as well, which needs to be taken into account for interpretation of the findings. Independent of the explanations for our results, one take-home message is clear: previous findings from experimental neurocognitive studies in adults cannot be simply generalized to children's arithmetic learning, particularly in an ecologically valid setting resembling arithmetic performance in schools. Therefore, in a more general conclusion, we argue that this study is an example of the Educational Neuroscience Approach, studying educational contents and settings with neuroscience methods. Furthermore, it is necessary to understand (neurocognitive) development and learning in children – experimental neurocognitive studies in adults alone will not be sufficient.
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