On the Sensing and Calibration of Residual Stresses Measurements in the Incremental Hole-Drilling Method
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Abstract: The current study presents three calibration approaches for the hole-drilling method (HDM). A total of 72 finite element models and 144 simulations were established to calibrate the measurements of the strain sensors. The first approach assumed the stresses acted on the boundaries of the drilled hole and thus analyzed the surrounding displacements field. The second analysis considered the loads on the outer surfaces of the specimen while measuring the strains’ differences between the model with and without the drilled hole. The third approach was more comprehensive as it considered the mechanical and thermal effects of the drilling operations. The proposed approaches were applied to two different materials (AISI 1045 and CFRP). The steel specimens were machined using a CNC lathe while the composite laminates were manufactured using the robotic fiber placement (RFP) process. Subsequently, the residual stresses (RSs) were measured using the HDM. The obtained data were compared with X-ray diffraction measurements for validation. The results showed better estimation of the RSs when utilizing the third approach and clear underestimation of the stresses using the second approach. A divergence in RSs values between the three approaches was also detected when measuring the stresses in the internal layers of the composite laminates.
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1. Introduction

Manufacturing and processing materials are considered the main sources of internal stresses (i.e., residual stresses (RSs)) inside structures. The induced RSs are one of the most important parameters of surface integrity, as they can affect the quality of the final products. The fatigue life, brittle fracture process, dimensional stability, distortion, and corrosion resistance can all be considerably impacted by RSs. In addition, RSs can be manipulated to improve material behavior under specific mechanical applications [1]. Thus, much research has been conducted in order to measure and predict the induced RSs inside materials, as this is considered an important stage for designing the structural components and estimating their reliability [2–5]. Different experimental and numerical techniques are utilized to precisely determine the magnitude and types of the stresses, such as the hole-drilling method (HDM) [13,14], X-ray diffraction (XRD) [15], the neutron diffraction method [16], the slitting method [17], and the curvature method [18].

Although progress has been achieved in developing measurement techniques for RSs, more effort is still required to establish cost-effective, efficient, and precise technologies for the benefit of analysis and redistribution of RSs. The measurement techniques are categorized based on their effect on the structure into three main groups, nondestructive, semi-destructive, and destructive techniques. The nondestructive methods, which depend
on analyzing material parameters related to the stresses such as diffraction techniques, are commonly used for measurement of stresses inside metals. However, these technologies are not able to precisely estimate the stresses inside composites due to their microcrystalline or amorphous nature. Therefore, mechanical methods, that mainly rely on material stress relaxation to measure the stresses, are introduced for orthotropic materials. Among all the mechanical methods, the HDM is one of the most commonly utilized semi-destructive measurement methods. Its relative simplicity, reliability, and good accuracy set it apart from other available techniques. Additionally, the HDM has been developed into the incremental hole-drilling method (IHDM) to measure the stresses inside composites by adding an incremental behavior to the process [19,20].

Implementing the HDM includes three steps; first, experimental measurements of the released strains; second, calibration of those measurements; and third, mathematical calculation of the RSs. The calibration process is an important step to obtain reliable results, as it considers the effect of all the experimental conditions such as sample geometry, hole geometry, and material type and conditions. Several experimentally evaluated calibration coefficients were determined in the HDM standard (E 837-08) [21] to perform the calibration process. However, these coefficients were good only for a particular type of material with particular experimental parameters. Blodorn et al. [22] determined the calibration coefficients numerically using finite element modeling (FEM). A blind hole was created in the workpiece, and the load was applied to trigger the element displacement and determine the coefficients. Uniform RSs measurements were obtained inside the A36 steel, AISI304L stainless steel, and AA6061 aluminum alloy. Significant differences were detected between the obtained coefficients and the standard (i.e., experimentally evaluated) values. Different finite element approaches were reported in [1,23–25], including subjecting the loads on the internal surfaces of the created hole, and in [20,22,26], considering loads that act on the external borders of the specimens. Although several approaches have been implemented to find the coefficient numerically, there was no validation or confirmation of the precision of the measured stresses.

To the best of the authors’ knowledge, there has been no additional effort to improve the calibration process, especially to obtain a better estimation of RSs inside composite materials. The current work provides a complete study of the IHDM. The experimental measurements, theoretical approach, and numerical calibration are studied to understand the RSs measurement technique. Further, the machining process [27] of the metal specimens and the automated manufacturing [28,29] of the composite parts are described in this work. The contributions of the present research are as follows:

- Introducing three different approaches to calibrate the strain sensors’ measurements of RSs using the IHDM. The proposed processes were deployed through 72 models on two different materials (i.e., isotropic and orthotropic);
- Validating the proposed approaches by comparing them to XRD measurements of machined metal samples (i.e., AISI 1045);
- Investigating the differences between the approaches when estimating the in-depth RSs inside orthotropic materials (i.e., carbon fiber reinforced polymers (CFRP));
- Studying the characteristics of the accuracy of the approaches for the isotropic and orthotropic materials.

2. Theory of the Hole-Drilling Method (HDM)

The HDM is a popular and effective approach for estimating the uniform and nonuniform RSs inside the materials. This technique has the potential to measure the in-depth RSs with high accuracy. A series of experimental, numerical, and analytical approaches were developed and combined to make this technique suitable for measuring the in-depth stresses in composites and metal structures. This method is attractive for measuring RSs, as it possesses many advantages, such as simple setup and less material destruction. Additionally, it has the ability to measure the stresses inside amorphous material and at higher depths compared with diffraction techniques. This technique was initially applied
According to the ASTM E837-13a standard [21], this technique considers the released stresses when incrementally drilling a small hole in the material. Removing each layer triggers the material to establish a new equilibrium condition. The hole geometry changes due to the movement of the hole borders towards the equilibrium position, corresponding to each removed layer and the change in the surrounding constraints on the hole. The material deformations are transformed to represent the differences in the directional strains relative to the undisturbed condition. These strains are measured by strain gauges in different directions to completely detect all the material movements caused by the previously existing stresses. The most common type of strain gauge utilized for this purpose is the rosette strain gauge. The gauges are usually bonded to the surface of the structure, in the area of interest; subsequently, the hole is drilled exactly in the geometrical center of the configuration of the gauges. The profile of the RSs through the thickness can then be determined as a result of the developed strains. Figure 1 shows the 45° rosette strain gauge, which is commonly used for composite applications and was applied in this work. The first gauge (G1) is always aligned with the positive X-direction (i.e., the main fiber direction in the case of composites) and with angles 135° and −90° for the second and third gauges (G2 and G3), respectively.

In Figure 1, \( \varepsilon_1 \), \( \varepsilon_2 \), and \( \varepsilon_3 \) represent the total measured strains on the top of the specimen in three directions, and \( \sigma_x \) and \( \sigma_y \) are the in-plane stress components. The hole diameter is denoted by \( d \), and the diameter of the gauge center is \( D \).

The accuracy of the RSs measurements through the HDM may be affected by several parameters. This includes the geometry of the strain gauges, the ratio between the size of the gauge and the size of the hole (\( D/d \)), the ratio between the specimen thickness and the gauge size, the eccentricity between the hole center and the center of the strain gauges’ configuration, drilling speed, and the feed-speeds. Additionally, the drilling speed, feed rate, and the time of the continuous drilling, which is related to the thickness of
each increment, have a significant effect on the measured strains for two reasons: first, the generation of heat during this process; and second, the existence of microcracks. Thus, an increase in the relaxation strains might be detected, which leads to overestimation of the RSs. Therefore, these parameters should be carefully adjusted and optimized to minimize their effects. Another possible solution to address this issue is to consider the effect of these conditions in the calibration process.

2.1. Analytical Formulation

This section presents the analytical approach that was applied to the measured strains along with the calibration process based on the finite element analysis (FEA) technique in order to determine the RSs. The current theory was developed to consider the incremental behavior of drilling the hole along with the change in the stresses’ states after each increment.

The surface strains can be written as a function of the in-plane principal stresses as shown in Equation (1). This is a radial strain at a predefined direction and known distance from the hole center. In this approach, the change of the stress component in the third direction normal to surface $\sigma_3$ is assumed to be negligible compared to the in-plane stresses [24,30].

$$\epsilon(\psi) = A(\sigma_1 + \sigma_2) + (\sigma_1 - \sigma_2)(B \cos(2\psi) + C \sin(2\psi))$$  \hspace{1cm} (1)

where $\epsilon(\psi)$ is the change of the strain at direction $\psi$ of the maximum principal stress from the X-direction (i.e., the first gauge), while $\sigma_1$ and $\sigma_2$ represent the principal stresses calculated in each increment, and the three coefficients $A$, $B$, and $C$ are determined through FEM. The current technique depends on measuring the strains in three directions around the drilled hole. The stresses are then calculated in any direction based on these strains with the aid of the numerical process.

At any drilling increment $i$, the material deformations are measured and the corresponding strains in three directions can be represented by the Equations (2)–(4).

$$\epsilon^1_i = A_i(\sigma_{1i} + \sigma_{2i}) + (\sigma_{1i} - \sigma_{2i})(B_{i} \cos(2\psi_i) + C_{i} \sin(2\psi_i))$$  \hspace{1cm} (2)

$$\epsilon^2_i = A_i(\sigma_{1i} + \sigma_{2i}) + (\sigma_{1i} - \sigma_{2i})(B_{i} \cos(2(\psi_i + \alpha)) + C_{i} \sin(2(\psi_i + \alpha)))$$  \hspace{1cm} (3)

$$\epsilon^3_i = A_i(\sigma_{1i} + \sigma_{2i}) + (\sigma_{1i} - \sigma_{2i})(B_{i} \cos(2(\psi_i + \beta)) + C_{i} \sin(2(\psi_i + \beta)))$$  \hspace{1cm} (4)

where $\epsilon^1_i$, $\epsilon^2_i$, and $\epsilon^3_i$ are the incremental strains in three directions of the three gauges included in the configuration of the rosette type. The second and the third strain gauges are located at angles $\alpha$ and $\beta$ from the reference strain gauge (X-direction), respectively.

The main limitation to this approach is the determination of the exact strains developed due to drilling a specific increment, and exclusion of the strains developed due to the contribution of the previously removed layers. Therefore, except for the first increment, the strain measured on the surface is a combination of the effect of drilling an increment and the effect of the formerly removed layers. Thus, the formulas used to calculate the in-plane strains were adapted to consider these effects, as expressed in Equations (5)–(7).

$$\epsilon^1_i = \epsilon^1_{li} - \sum_{k=1}^{i-1} \epsilon^1_{ki}$$  \hspace{1cm} (5)

$$\epsilon^2_i = \epsilon^2_{li} - \sum_{k=1}^{i-1} \epsilon^2_{ki}$$  \hspace{1cm} (6)

$$\epsilon^3_i = \epsilon^3_{li} - \sum_{k=1}^{i-1} \epsilon^3_{ki}$$  \hspace{1cm} (7)
where $\epsilon_{1i}, \epsilon_{2i},$ and $\epsilon_{3i}$ refer to the directional strains measured on the surface of the structure by the gauges when drilling a specific increment $i$. The contributions of the former removed increment $k$ to the measured strains of the current layer $i^{th}$ are represented by $\epsilon_{1ki}, \epsilon_{2ki},$ and $\epsilon_{3ki}$. The values of these strains’ contributions are defined according to Equations (8)–(10).

$$
\epsilon_{1ki} = A_{ki}(\sigma_{1ki} + \sigma_{2ki}) + (\sigma_{1ki} - \sigma_{2ki})(B_{ki}\cos(2\psi_k) + C_{ki}\sin(2\psi_k))
$$

(8)

$$
\epsilon_{2ki} = A_{ki}(\sigma_{1ki} + \sigma_{2ki}) + (\sigma_{1ki} - \sigma_{2ki})(B_{ki}\cos(2(\psi_k + \alpha)) + C_{ki}\sin(2(\psi_k + \alpha)))
$$

(9)

$$
\epsilon_{3ki} = A_{ki}(\sigma_{1ki} + \sigma_{2ki}) + (\sigma_{1ki} - \sigma_{2ki})(B_{ki}\cos(2(\psi_k + \beta)) + C_{ki}\sin(2(\psi_k + \beta)))
$$

(10)

In these relationships, the terms $\sigma_{1ki}$ and $\sigma_{2ki}$ represent the principal stresses that have already been calculated from the last increment. On the other hand, the Equations (8)–(10) include a set of three calibration coefficients $A_{ki}, B_{ki},$ and $C_{ki}$, and as mentioned earlier, they will be determined through the FEA. Finally, the principal stresses at each layer are obtained by the Equations (11)–(13). Figure 2 shows the entire process of estimating the RSs. Equations (11)–(13) are based on involving the rosette strain gauges of 45°, and these equations would be changed accordingly to the utilized configuration of the strain gauges.

$$
\sigma_{1i} = \frac{\epsilon_{1i}(A_i - B_i\sin(2\psi_i) + C_i\cos(2\psi_i)) - \epsilon_{2i}(A_i - B_i\cos(2\psi_i) - C_i\sin(2\psi_i))}{2A_iB_i(-\sin(2\psi_i) + \cos(2\psi_i)) + 2A_iC_i(\sin(2\psi_i) + \cos(2\psi_i))}
$$

(11)

$$
\sigma_{2i} = \frac{-\epsilon_{1i}(A_i + B_i\sin(2\psi_i) - C_i\cos(2\psi_i)) + \epsilon_{2i}(A_i + B_i\cos(2\psi_i) + C_i\sin(2\psi_i))}{2A_iB_i(-\sin(2\psi_i) + \cos(2\psi_i)) + 2A_iC_i(\sin(2\psi_i) + \cos(2\psi_i))}
$$

(12)

$$
\psi_i = \frac{1}{2}\tan^{-1}\left[\frac{C_i(\epsilon_{3i}^2 - \epsilon_{1i}^2) - B_i(2\epsilon_{2i}^2 - \epsilon_{1i}^2 - \epsilon_{3i}^2)}{C_i(2\epsilon_{2i}^2 - \epsilon_{1i}^2 - \epsilon_{3i}^2) + B_i(\epsilon_{3i}^2 - \epsilon_{1i}^2)}\right]
$$

(13)

Figure 2. Flowchart of HDM’s analytical formulation.

Since we know the magnitudes and the directions of the principal stresses, they can be resolved into X- and Y-directions to find the RSs in these two specific directions (i.e., parallel and normal to the direction of the reference strain gauge).

3. Numerical Modeling of the Calibration Process

Finite element simulations have been utilized in several studies [22,30] and have provided reliable determinations of the calibration coefficients. The superposition approach has shown good estimation in most of these attempts, by considering the main strains of the drilled layer along with the effect of the removed layer, as explained in Section 2. This approach showed that the calculation of the strain relaxation and the determination of the tabulated coefficients could be achieved by creating a stress field in the area of interest, which surrounds the hole. When the stresses acted in the locations of the strain gauges, the elements on the specimen surface moved, and the average element displacements were measured for each gauge. A stepwise stress field was applied to each layer, and the displacements on the surface were analyzed to define the relationship between the drilling of each increment and the resulting strains. The sets of the coefficients were determined by considering the average difference between the displacements at the border of each gauge. The strain over the gauge length was calculated by the displacement difference between the gauge borders. Subsequently, the first tabulated coefficient $A$ was determined.
by applying identical biaxial stress in each increment in directions X and Y. Equation (14) was applied to calculate all the values of the variable $A_{ki}$.

$$A_{ki} = \frac{U_{ki}(R_2, \psi_i = 0) - U_{ki}(R_1, \psi_i = 0)}{2\sigma L}, L = R_2 - R_1$$

where $U_{ki}$ refers to the radial displacement (deformation) obtained by FEA at the strain gauge edges $R_1$ and $R_2$. Therefore, $L$ is a representation of the gauge length. The applied stress field is also considered in the formula by the symbol $\sigma$. Thus, eventually, the coefficient $A_{ii}$ is a result of the strain developed in layer $i$ when applying the stress on the same layer, while $A_{ji}$ is a result of the strain developed in layer $i$ when applying the stress on the former layer $k$. More details on the calculation procedures of the calibration coefficient can be found in [22].

On the other hand, combined stresses (normal and shear stresses) with the magnitudes $+\sigma \cos(2\psi)$ and $-\sigma \sin(2\theta)$, respectively, were applied to each increment to evaluate the two coefficients $B_{ki}$ and $C_{ki}$. The implementation of biaxial stresses in the case of the three coefficients will be described in detail for each of the constructed models. Consequently, the two coefficients, $B_{ki}$ and $C_{ki}$, were obtained according to the Equations (15) and (16), respectively.

$$B_{ki} = \frac{U_{ki}(R_2, \psi_i = \pi/4) - U_{ki}(R_1, \psi_i = \pi/4)}{2\sigma L}$$

$$C_{ki} = \frac{U_{ki}(R_2, \psi_i = \pi/2) - U_{ki}(R_1, \psi_i = \pi/2)}{2\sigma L}$$

After obtaining the set of the three variables in each increment, Equations (8)–(13) used these values to obtain the RSs. The coefficients were calculated and remained constants for the entire test for the same sample. In order to create the required stresses and determine the resultant strains, three different approaches were constructed in the present work. Each approach was represented by composite and metal models, while the models were built using the Abaqus software package. The models were constructed through Abaqus/standard with three-dimensional frameworks. One quarter of each specimen was analyzed due to the similarity of the model in the X- and Y-directions. The elements’ edge size in all the models was established approximately to 0.05 mm in the area surrounding the hole, which may experience stress concentration and increased progressively outward to the edges of the specimens. In each approach, two different models were established: first, the square specimen model for the composite part; second, the circular specimen for the metal part. The details of these approaches were as follows.

3.1. Internal Stress Field Approach (IHDM-1)

In this section, the basic finite element approach used to calibrate the strain measurements is described. A linear elastic analysis was utilized in the corresponding models. The stresses in the created models were applied to the internal surfaces of the drilled hole. The 8-node elements (C3D8) were utilized in these analyses. Sixteen simulations were conducted for each model to obtain the required coefficients. A new set of elements that represented the following drill increment in the hole was removed after each simulation. Each model was performed twice; the first run was to obtain coefficient $A$, and the second was to obtain coefficients $B$ and $C$. All the other faces of the workpiece along with the far borders were left unstressed. Figure 3a,b shows the constructed model for the square composite specimen and the cylindrical metal specimen, respectively. The applied loads and boundary conditions are presented in the figures. The symmetrical boundary conditions were considered by defining zero velocities in X- and Y-directions of the relevant surfaces. The normal and shear RSs were assumed to act in planes parallel to the workpiece surface. All the stresses in the direction normal to the surface were assumed to be very small and their effect on the surface strains was neglected. The model geometry was similar to the actual samples, as will be explained in Section 4.3. In the case of determining
the coefficient $A_{ki}$, a uniform pressure acting on the internal surface of the hole for each increment was the source of the stress field at the locations of the strain gauges. Separate models were required to determine the other two coefficients $B_{ki}$ and $C_{ki}$. Normal stress equal to $+\sigma \cos 2\theta$ and shear stress equal to $-\sigma \sin 2\theta$ should act on the hole surface. These loads were applied to the workpiece by creating a software module (DLOAD), which was combined with the Abaqus models. The models’ analysis was performed based on one static general step to apply the loads. All the surfaces of the workpieces in these models were assumed adiabatic. The strain measurements were collected from the locations of each strain gauge. Stresses with unity values were substituted in Equations (14)–(16) to obtain the relevant coefficients.

![Figure 3. Internal load models.](image)

(a) Internal load model for composite specimen.

(b) Internal load model for metal specimen.

### 3.2. External Stress Field Approach (IHDM-2)

Opposite to the first approach, the current models included specimens with external loads. Several methods close to this approach have been conducted in former research work for isotropic material such as [22]. In the present work, the stress field was applied to the external surfaces of the specimen. Each increment had two related models; the first model did not include a hole as the specimen was built as a completely solid part, while the second model possessed a pre-existing hole. In both models, the stresses acted on the outer border of the specimen for each increment as shown in Figure 4. A biaxial load of 1 MPa was applied on the external surface of each increment in X- and Y-directions to obtain factor $A$. In addition, factors $B$ and $C$ were determined by applying a load of 1 MPa positive in the X-direction and negative in the Y-direction. The strain field for each gauge was calculated by the difference of the strains from the specimen without a hole and the specimen with a blind hole. Therefore, the equivalent stresses were defined by the subtraction of the average stresses in the area around the hole for the specimen with the hole from that of the specimen without the blind hole. The loads were applied incrementally similar to the internal stress approach; however, the loads here act on the outer incremental surfaces. The analyses were performed based on one loading step by considering only the elastic behavior of the material. Up to 72 simulations were completed in total for both metal and composite models.
3.3. Coupled Thermal-Mechanical Approach (IHDM-3)

The proposed approach considered two simultaneous loads acting on the specimen, mechanical stresses and heating effects. The drilling process is accompanied by generation of heat, which increases the specimen temperature around the hole borders. The specimen heating may cause inelastic deformation of the material, which could affect the reading of the strain gauges. In the current experiments, the material was left for a couple of minutes to cool from the drilling effect. Thus, specimen heating and the subsequent cooling should be considered in the calibration process. In order to analyze these effects, a coupled temperature-displacement model was assumed. Temperature-dependent material properties were adopted, as detailed in Section 4. This approach was based on two subsequent simulation steps. The first step included applying the stresses and the heat effects on the internal surface of the hole and the surrounding area. Material conduction was assumed to simulate the heat transfer inside the specimen. The stress fields in this step acted on the internal surface of the drilled hole similar to the first approach (IHDM-1).

A coupled temperature-displacement element type was defined for the entire specimen. The temperature of the specimen was experimentally measured around the hole after each drilling increment, as explained in Section 4.3. A similar temperature to the experimental measurements for each increment was assigned to the elements, which represented the volume underneath the strain gauge rosette. A temperature of 100 °C and 80 °C were assumed for the steel and CFRP workpieces, respectively. These high temperatures represented the material heating during the drilling process. A subsequent relaxation step was assumed to include the specimen cooling by subjecting it to natural convection. The heat convection was deactivated in the first step as it had an insignificant effect compared with conduction inside the specimen during the drilling procedure. The workpiece was left to cool to room temperature, while all the other loads were dismissed. A convection coefficient of 10 W/(m² °C) and a sink temperature of 20 °C were assumed in this approach. In addition, the heat radiation was neglected in the entire analysis [31]. Subsequently, the strains were measured for each gauge as performed in the internal stress field approach. Figure 5 shows all the material thermal and mechanical constraints during the two steps. The composite and steel models were run 16 times each to conduct the 8 drilling increments.
4. Materials and Methods

This section describes the material specifications included in the present study. The machining of the metal specimens along with the composite manufacturing process are also covered. Finally, the procedure of the RSs measurements is also reported.

4.1. Steel Machining

The data obtained in [31] were compared with the current IHDM measurements of RSs to determine the effectiveness of the proposed IHDM approaches. The metal samples and the cutting procedure were conducted similarly to that described in the literature [31] to verify the difference between the XRD and the IHDM measurements. Steel disks of AISI 1045 (170 HV) with a diameter of 150 mm and thickness of 30 mm were used to conduct the experiments. Table 1 reports the details of the AISI 1045 mechanical properties.

| Property                                | Value   |
|-----------------------------------------|---------|
| Density (g/cm³)                         | 7.87    |
| Young’s modulus $E$ (GPa)               | 200     |
| Shear modulus $G$ (GPa)                 | 80      |
| Poisson’s ratio $\nu$                   | 0.29    |
| Thermal conductivity $\lambda$ (W/m.K)  | 51.9    |
| Surface roughness $Ra$ ($\mu$m)         | 4       |
| Coefficient of thermal expansion $\alpha$ ($\times 10^{-6}$ °C⁻¹) | 11.2    |
| Ambient temperature $T_o$ (°C)          | 25      |
| Temperature due to drilling effect $T_1$ (°C) | 100     |

Dry orthogonal cutting was conducted on the discs using the high-precision CNC lathe (DMG MORI NLX2500/1250). Figure 6 shows the metal specimen mounted in the lathe. Double-sided rhombic diamond inserts (DNGG 150401-SF) with zero rake angle were utilized to perform the cutting process. Two different cuts were applied; the first had a feed rate of 0.07 mm/rev, and the second was 0.14 mm/rev. The cuts were performed...
with a cutting speed of 100 m/min. The tests were replicated three times under the same conditions and a fresh insert was used for each experiment. All the machined samples were provided for the RSs measurements, as will be explained in Section 4.3.

Figure 6. Metal specimen in CNC lathe.

4.2. Composite Manufacturing

The proposed models were also used to determine RSs inside the composite laminates. The composite prepeg tows (T700/2500) [33] from Torayca America, Inc. were used to build the composite samples in the current experiments. The material properties at ambient temperature are shown in Table 2.

The composite samples were manufactured using the automated manufacturing facility in the RMRL Lab, Monash University. The RFP process [34,35] was applied to fabricate the CFRP samples. An industrial manipulator (Yaskawa sk120), as well as a fully automated fiber placement head, were utilized to prepare the composite samples. Figure 7 shows the robotic manufacturing of unidirectional CFRP samples. The samples were manufactured under the same process conditions. The compression force, force direction, heating temperature, heat rate, and placement speed were all controlled and maintained using a Modicon programmable logic controller (PLC). The automated manufacturing provided a fully controlled and precise fabrication process that secured identical characteristics of all the manufactured samples. All the produced samples were vacuum packed and subsequently placed into an autoclave with controlled pressure and temperature until they became fully cured. All the samples were allowed a cooldown period before measuring the developed RSs. Each sample included 20 unidirectional layers, with 3 mm-thickness and 200 mm for both width and length.
Table 2. CFRP (T700/2500) mechanical properties [36,37].

| Property                              | Value  |
|---------------------------------------|--------|
| Density (g/cm³)                       | 1.525  |
| Longitudinal Young’s modulus E₁₁ (GPa) | 130.1  |
| Transverse Young’s modulus E₂₂ (GPa)  | 8.03   |
| Normal Young’s modulus E₃₃ (GPa)      | 9.1    |
| In-plane shear modulus G₁₂ = G₁₃ (GPa)| 5.22   |
| Out-of-plane shear modulus G₂₃ (GPa)  | 3.1    |
| Poisson’s ratio ν₁₂ = ν₁₃            | 0.31   |
| Poisson’s ratio ν₂₃                  | 0.49   |
| Longitudinal thermal conductivity λ₁₁ (W/m.K) | 7      |
| Transverse thermal conductivity λ₂₂ (W/m.K) | 0.8    |
| Out-of-plane thermal conductivity λ₃₃ (W/m.K) | 0.8    |
| Longitudinal coefficient of thermal expansion α₁₁ (× 10⁻⁶ °C⁻¹) | 0.3    |
| Transverse coefficient of thermal expansion α₂₂ (× 10⁻⁶ °C⁻¹) | 36.5   |
| Out-of-plane coefficient of thermal expansion α₃₃ (× 10⁻⁶ °C⁻¹) | 36.5   |
| Surface roughness Ra (µm)            | 3.8    |
| Ambient temperature Tₒ (°C)          | 25     |
| Temperature due to drilling effect T₁ (°C) | 80     |

Figure 7. Composite manufacturing using the robotic fiber placement process.

4.3. Stresses Evaluation Procedure

All the suggested approaches were applied to calibrate the IHDM to provide accurate measurements. The IHDM was conducted through two different operations. First, the specimen was drilled using a high-speed drilling setup. Second, the strains were measured around the drilled hole in different directions using a sensory-based measurement system. The equipment used to perform the IHDM is presented in Figure 8. A tiny hole was drilled by an air turbine connected to a carbide cutter. The drilling speed and feed rate were selected based on the optimized data obtained in [38]. A speed of 20,000 RPM and a feed rate of 10 µm/s were adopted in this work. The speed was adjusted through the pressure of the air supply to the turbine assembly. The speed was measured using a tachometer. The feed rate was adapted by a micrometer assembled on a milling guide. A locking collar was placed on the top of the assembly to prevent any back motion of the drilling tool.
The strains were measured using a rosette strain gauge of 45° type (FRS-3-11-1 LJB). The individual gauges had 3 mm-length, 120 Ω-resistance, and a center diameter of 17.5 mm. The gauges were bonded to the surface of the samples, as shown in Figure 9. The directional strains were measured after each increment in three directions; 0°, 135°, and −90°. A period of 2 min was kept between the end of drilling and the start of measuring the strains to allow cooldown of the specimen. The temperature was measured around the drilled hole after each increment using an infrared thermometer. The strains were monitored through a digital strain indicator (Vishay P-3500) connected to a switch/balance unit. The measured strains through the gauges were sensitive to the location of the hole with respect to the center of the gauges. Therefore, an optical microscope was used to align the drill bit with the center of the gauges.

5. Results

All the stresses measured in the machined steel samples and the manufactured composites are described in the current section. The results obtained using the proposed methodologies are investigated and compared with the XRD measurements.
5.1. Residual Stresses in Machined Steel

This part describes the validation process of using the IHDM to measure the RSs. The data obtained in [31] showed the measurements of RSs using the XRD method. The RSs were measured on the surface of machined AISI 1045 steel disks in the cutting direction. The XRD was used as a reference for the current work as it had the potential to measure the RSs precisely inside the metal structures. In the present work, the IHDM was applied with the three calibration approaches to determine the stresses induced in the steel disks which were machined under the same conditions as [31]. Figure 10 shows the surface RSs in the cutting directions (RS11) obtained from four different techniques. The standard deviations are also presented in the figure. The RSs were underestimated using all the approaches of IHDM compared with the XRD technique. The metal cutting in the present work was performed with inserts of 100 µm-edge-radius (i.e., the minimum available edge-radius of the diamond cutter). However, the prepared specimens for the XRD measurements were machined with sharper tools that had an edge-radius of 22 µm. Thus, the sharp tools would induce more tensile RSs, which agrees with [31]. Another reason for the underestimation of the IHDM models is that the XRD measured the surface RSs in a spot of 3 mm. However, the IHDM was performed with a smaller spot size (i.e., the hole diameter) of 2 mm. The decrease in the area of measurement caused a decrease in the RSs values provided by the IHDM. The IHDM detected lower RSs at a higher feed rate (chip thickness (t) = 0.14 mm) similar to the XRD, and this also agrees with the findings in [31]. The standard deviation in the case of all the IHDM measurements was very low compared with the XRD, which reflects the high accuracy of the IHDM.

![Figure 10. Steel surface residual stresses in cutting direction for two different feed rates.](image)

The first approach (IHDM-1) estimated the closest values to the XRD measurements for the two feed rates, with a difference of 40 MPa and 30 MPa for the t = 0.07 mm and t = 0.14 mm, respectively. The second approach (IHDM-2) estimated lower values than IHDM-1, as the difference reached a maximum of 11%. This model was conducted using external loads that acted on the outer borders of the specimens, which was different from the real experiments. When subjecting the loads to the outer surfaces of the specimen, the area surrounding the hole, i.e., where the gauges were located, experienced moderate variations in displacements across the strain gauges’ length as shown in Figure 11. The displacement distribution was different in the IHDM-1, as it encountered considerable variation in the displacements profile around the hole. Nevertheless, the strain values in IHDM-2 were higher than the corresponding values in IHDM-1, which overcame the effect of the lower
variations in the displacements profiles. The rise in the displacement values was expected due to the increase in the area subjected to the loads, as the outer surfaces have larger areas than the internal surface of the drilled hole. Thus, the calibration coefficients were higher in IHDM-2, and accordingly, lower stresses were calculated through the theoretical approach described in Section 2.1.

Figure 11. Displacements’ distributions on the specimen’s surface.

The values in the third approach (IHDM-3) were very close to the IHDM-1 with a slight underestimation in this model. Including the temperature effect after the drilling operations increased the displacement values caused by the same loads. The increase in the values of the calibration coefficients resulted in a decrease in the calculated RSs. Yet, this difference was insignificant as it was less than 1% in all the cases. The difference between the IHDM-1 and IHDM-2 was insignificant due to the low effect of the drilling on the sample temperatures. The heating of the specimen was not enough to cause a large difference between the two models, as the temperature of the area around the hole was below 100 °C. In other circumstances, with different feed rates and drilling speeds, this effect may increase and cause a significant decrease in the calculated stresses.

We suggest that the IHDM-3 is the best approach to describe the real experiments; however, it was not the closest one to the XRD values. This would be different if the machining occurred with the same edge-radius of the inserts and the same spot size of the measurements (i.e., an increase in all the values of the IHDM models would be detected). Therefore, the IHDM-3 would provide more accurate results than the other models.

5.2. Residual Stresses in Composite Samples

A further three models were constructed in order to investigate the differences between the three IHDM approaches in evaluating the surface and in-depth RSs of the CFRP samples. The calibration process using the three approaches was applied to the strain measurements of the identical samples. Figure 12 shows the RSs measured in the fiber direction (i.e., X-direction) using the IHDM through the three different calibration tech-
niques. As reported in [21,39], the IHDM could measure the stresses accurately close to the surface; however, the accuracy decreased when measuring the stresses in the deeper layers, especially when passing a specific threshold, which depends on the process conditions and the specimen geometry. Accordingly, the stresses were measured only across the first 8 layers. An increment was assigned to each layer. The three models produced the same trend of the RSs with an increase in the tensile stresses in the first 6 layers, while compression stresses were detected when reaching close to the middle layers (layers 7 and 8). This is because the samples were fabricated using the RFP technique, subjecting each layer to heat flux and compression forces [40]. The deeper layers were restricted by the surface layers. Subsequently, when the material was left to relax, the tensile stresses were developed in the outer layers, and compression stresses were generated in the internal laminate.

The differences in RSs values between the three approaches were insignificant at the surface layer, which is similar to the findings in Section 5.1. However, when moving towards the specimen’s center, the differences increase between the three models and reach a maximum of 43% (52 MPa) between the IHDM-1 and IHDM-2 in the last layer. It is believed that the rise in the differences occurred because each new increment added more difference to the contributions of the previous layers, as mentioned in Section 5.1. This would maximize the differences between the three approaches compared with the previous increments.

![Figure 12. CFRP residual stresses in the X-direction.](image)

Different from the RSs in the X-direction, compression stresses in the Y-direction were developed in the layers close to the surface and turned into tensile stresses in the last two layers, which agrees with [20,24]. Figure 13 shows the stresses induced in Y-direction. The stresses measured using IHDM-3 were still close to the values of IHDM-1 within the 8 layers. The values of stresses for the three approaches diverged when measuring the stresses in the internal layers. The difference increased, again, adding to the contributions of the previous layers. The RSs reached a peak in layer 6, similar to the stresses in the X-direction. However, the largest difference was detected in layer 8 between IHDM-1 and IHDM-3.

Generally, the three approaches were close in the measured RSs values with a noticeable increase in the differences in the internal layers. The IHDM-3 estimated closer values to the basic approach (i.e., IHDM-1) in all the layers. Therefore, the heat due to drilling had an insignificant effect on the CFRP properties under the current circumstances. As mentioned in [41], the temperature had a considerable effect on the mechanical properties of the thermoset composites only if it was higher than the resin glass transition temperature. In the present analysis, the glass transition temperature was 145 °C, which was much higher than the maximum temperature of the specimen during drilling. In contrast, IHDM-2 estimated higher deviations from the values provided by IHDM-1. Overall, the three
models produced the same type of stresses in each direction and also the same trend (either rise or reduction) in the stresses between the layers.

Figure 13. CFRP residual stresses in the Y-direction.

Table 3 shows the surface RSs estimated through the three approaches of IHDM in the machined isotropic material (i.e., AISI 1045) and the automated manufacturing of orthotropic composites (i.e., CFRP), simultaneously. As presented in the table, the differences between the three approaches were higher for the CFRP, which reached 30% between IHDM-1 and IHDM-2 in the X-direction, while the steel samples had fewer differences, with a maximum of 15% between the first two approaches. These high differences in the composite specimen occurred because the load acts on a larger area (i.e., two rectangles on two sides) which triggered more stresses in the IHDM-2. The steel specimen was circular; thus, the external loads acted on less area (i.e., closer to the internal surface area of the hole). Additionally, there were no clear differences detected between IHDM-1 and IHDM-3 in both materials as the temperature effect was insignificant under the current experimental conditions.

Table 3. Surface residual stresses.

| Method  | AISI 1045 (t = 0.07 mm) | AISI 1045 (t = 0.14 mm) | CFRP(RS-X) | CFRP(RS-Y) |
|---------|------------------------|------------------------|-----------|-----------|
| IHDM-1  | 305 MPa                | 170 MPa                | 20 MPa    | 15 MPa    |
| IHDM-2  | 270 MPa                | 144 MPa                | 14 MPa    | 11 MPa    |
| IHDM-3  | 301 MPa                | 168 MPa                | 17 MPa    | 13 MPa    |

6. Conclusions

The current study was performed to investigate the role of the calibration process in the IHDM. Three different calibration methods were established and compared. First, the numerical model was constructed based on applying the loads to the internal surfaces of the drilled hole. Second, the model was modified to include external loads acting on the borders of the specimen. Third, the thermal effect of the drilling operations, as well as the mechanical loads’ effect on the workpiece, was included. In all the approaches, the displacement field was investigated in the area of the strain gauges and surrounding the hole. The measuring techniques were applied to AISI 1045 as well as CFRP. The orthogonal cutting of the steel specimen was conducted with two feed rates, and the stresses were measured inside the machined specimens. The obtained results of the steel specimens were
validated by comparing them with XRD measurements. Under the current conditions, the results showed no clear differences between the values of the basic model (IHDM-1) and the IHDM-3, which assumed pure internal mechanical loads and combined mechanical and thermal loads, respectively. In contrast, an underestimation of the stresses was detected in the approach that included external loads (IHDM-2). It is important to note that the machining of the steel specimen with a cutting tool that had a higher edge radius induced less tensile stresses compared to the sharper tool. Additionally, the IHDM showed a better accuracy compared with the XRD in estimating the surface RSs.

On the other hand, the composite components were fabricated and cured based on the automated manufacturing technique, and subsequently, the generated stresses were measured with the IHDM. The three approaches had less effect on the surface RSs; however, the differences increased when measuring the stresses inside the internal layers. The compression and the heat applied to the outer layers induced extra stresses inside the internal layers. Hence, higher values of the RSs were estimated in the deeper layers through all the approaches. In general, the third approach is believed to be the most accurate method, because it considers all the effects of the mechanical and thermal loads on the specimens.

Further studies will be conducted to investigate the differences between the proposed approaches on multi-axes laminates as well as hybrid composites, thus aiming to reach the best estimation of RSs inside the composite materials.
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