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ABSTRACT. Approximate Bayesian computation (ABC) is a widely used inference method in Bayesian
statistics to bypass the point-wise computation of the likelihood. In this paper we develop theoretical
bounds for the distance between the statistics used in ABC. We show that some versions of ABC
are inherently robust to mispecification. The bounds are given in the form of oracle inequalities for
a finite sample size. The dependence on the dimension of the parameter space and the number of
statistics is made explicit. The results are shown to be amenable to oracle inequalities in parameter
space. We apply our theoretical results to given prior distributions and data generating processes,
including a non-parametric regression model. In a second part of the paper, we propose a sequen-
tial Monte Carlo (SMC) to sample from the pseudo-posterior, improving upon the state of the art
samplers.

1. Introduction

A wide range of statistical applications involve models where the likelihood is not available in closed
form. One typical case is when the likelihood is expressed as a multidimensional integral, as in state
space models or models with high dimensional latent variables. Another well studied case appears
when the normalizing constant of the likelihood is unknown, that is, the likelihood
\[ \pi_\theta \] is written as
\[ \pi_\theta p(x)q^\ell_\theta p(x)q\{Z_\theta, \] with unknown
\[ Z_\theta. \]

More generally we consider in this paper models with hard to
compute likelihoods that are relatively easy to sample from. We refer the reader to Marin et al. [2012]
for further motivation for this framework.

The goal of Approximate Bayesian Computation (ABC) is to perform statistical inference in the
case where the likelihood cannot be evaluated point-wise. This algorithm has found success amongst
applied statisticians in fields as diverse as population genetics (Beaumont et al. [2002]), astronomy
(Cameron and Pettitt [2012]), computer vision (Mansinghka et al. [2013]) etc. The general idea is to
use auxiliary samples from the model for different values of the parameter and compare them with
the observed variables. More precisely for a sequence of observations \( Y_i \) \( n \) and a set of summary
statistics \( S \), ABC can be formulated as sampling from the joint distribution
\[
\pi_{\epsilon}^{abc} (d\theta, dX^n|Y^n) = \frac{K_\epsilon \{d(S(X^n), S(Y^n))\} \pi_\theta (dX^n) \pi(d\theta)}{\int \int K_\epsilon \{d(S(X^n), S(Y^n))\} \pi_\theta (dX^n) \pi(d\theta)},
\]
where \( K_\epsilon \) is a kernel function with window \( \epsilon \), and \( d \) is a distance between summary statistics. Inference in parameter space is obtained by integrating in in \( X \). The intuition is to sample \( \theta \) in the
parameter space and an auxiliary sample \( (X_i)_{i=1}^n \) according to the model, such that the \( (X_i)_{i=1}^n \) are
close to the observation. The kernel function enforces the closeness between the simulated data and
the observations. Several kernels are proposed in practice, however two are widely used: the unif-
form kernel \( 1_{d(S(X^n), S(Y^n))<\epsilon} \) (corresponding to an accept reject algorithm) and the Gaussian kernel
\[ \frac{1}{\sqrt{2\pi}^d} e^{-\frac{1}{2}d^2(S(X^n), S(Y^n))}. \]

Several points are usually discussed in the burgeoning literature of ABC: the choice of summary
statistics (Fearnhead and Prangle [2012, Marin et al. [2014]), convergence of the Monte Carlo algorithm
as \( \epsilon \) goes to 0 (e.g. Barber et al. [2015]) and statistical properties of the pseudo-posterior (Li and
Fearnhead [2015, Frazier et al. [2016]). We focus in this paper on the latter point, the statistics are
considered fixed and we let the window \( \epsilon \) go to 0 only as a function of the sample size. Taking this
approach rather than trying to let $\epsilon$ go to zero with the size of the Monte Carlo sample allows an appropriate treatment of the bias introduced by ABC.

In general the validity of the pseudo-posterior is given intuitively by saying for $\epsilon \to 0$ the pseudo-posterior “should” converge to the “ideal” one (Bayesian posterior). Relatively few papers consider the statistical error induced by using distribution $[1]$, and its rate of convergence. Notable exceptions are given in [Frazier et al. 2016] in the uniform kernel case and Li and Fearnhead [2015] under moment conditions on the kernel. The former studies posterior consistency and its concentration rate as given in Frazier et al. [2016] in the uniform kernel case and Li and Fearnhead [2015] under moment statistical error induced by using distribution (1), and its rate of convergence. Notable exceptions are posterior “should” converge to the “ideal” one (Bayesian posterior). Relatively few papers consider the appropriate treatment of the bias introduced by ABC.

The form of the ABC pseudo-posterior suggests that it should allow some degree of mis specification, in a spirit similar to generalized posteriors (e.g. Zhang et al. [2006]). We call generalized posterior, for $\lambda > 0$, a measure of the form

$$\pi^\text{gen}_\lambda (d\theta|Y^n) \propto \{\pi_0 (Y^n)\}^{\lambda} \pi(d\theta).$$

The case $\lambda = 1$ corresponds to the usual Bayesian posterior distribution. The case where $\lambda < 1$ is used to deal with misspecification in Zhang et al. [2006] and Grünwald and van Ommen [2014]. This works intuitively by assigning less weight to the likelihood part. In this spirit ABC seems to be built for the same kind of robustness. Similarly allowing for a bigger window (or one converging less quickly) allows for some robustness in the approach. In this paper we propose studying the convergence of the pseudo-posterior in the case where the true distribution of the sample lies outside the statistician’s model. We rely on concentration inequalities for the distance under general distributions. Bounds are given in deviation using PAC-Bayesian analysis (e.g. Catoni 2007).

Our results will rely on the use of an exponential kernel in equation [1]. This also has some computational advantages as compared to a uniform kernel. It allows to build a smooth sequence of distribution indexed by the inverse window parameter. We will propose a new Sequential Monte Carlo (SMC) algorithm to efficiently explore this sequence. We build a fully adaptive version of the algorithm of Del Moral et al. [2012].

In the next section we define the framework that we will be using in the paper. In Section 3 we give oracle inequalities on the distance between the expected statistics. We also give some bounds on the parameters themselves under additional assumptions. In Section 4.2 we take a brief detour to develop empirical bounds. Those results can be used in practice to bound the generalization error (expected distance). We use those bounds to develop an estimator that chooses automatically the bandwidth parameter (Section 3.3). Section 4 is devoted to some application of the bounds to different priors and models.

Finally in Section 5 we build upon the sequential Monte Carlo sampler of Del Moral et al. [2012] to give an efficient way to sample from the joint pseudo-posterior. The algorithm is applied to a toy example in a numerical section (Section 6). The proofs are deferred to Section 7.

Notation. In the following we will use operator notation i.e. for a finite measure $\nu$ we write for any $f \in L^1(\nu)$ the expectation $\nu(f) := \int f(x)\nu(dx)$. The support of measure $\nu$ is denoted supp$(\nu)$, and vectors $Y^n_m := (Y_n, \ldots, Y_m)$ for any $n < m$, we will drop the subscript when the vector starts at 1; we also use $n : m := (n, \ldots, m)$. For some set $A$ we write $\mathcal{M}^+_1(A)$ the set of probability measures on $A$, the $\sigma$-algebra is given by context. We use $\wedge$ and $\vee$ for the inf and sup respectively and $v_n \equiv r_n$ for to sequences such that $v_n/r_n = O(1)$. Furthermore the notation $\sup_{\pi}$ for $\pi \in \mathcal{M}^+_1$ will be intended to mean the supremum over the support of $\pi$.

2. Set up and definitions

Define a probability space $(\mathcal{Y}^n, \mathcal{B}(\mathcal{Y}^n), \mathbb{P})$, we suppose that the observation $Y^n \in \mathcal{Y}^n$ is an i.i.d. collection sampled from the probability measure $\mathbb{P}$. We define a model as a collection of measures
From the model. In what follows we will call for the distance choice does not (formally) depend on the data and is confronted to samples from a probability.

The ideal case in ABC is the one where the statistics are exhaustive and the map that the samples and the model live on the same sample space but rather that the summary statistics maps both samples to a bounded domain but the auxiliary sample can reach out of this set. The choice of the statistics has itself depend on the quality of this choice.

We define the ABC pseudo-posterior as the following distribution. We will not discuss further the choice of the summary statistics as our measure of risk will not have access to the true distribution and can only hope in finding a summary statistics for our model. We expect that it should, for large enough sample size, be close to samples from \( \pi_\theta \). Because we treat the case

\[(\pi_\theta, \theta \in \Theta) \text{ on some space } (X^n, \mathcal{B}(X^n)) \text{ indexed by a parameter } \theta \in \Theta. \text{ We let } (\Theta, \| \cdot \|) \text{ be normed and endow } \Theta \text{ with the structure of a probability space } (\Theta, \mathcal{B}(\Theta), \pi) \text{ where } \pi \text{ is the prior probability.} \]

For the moment we do not assume anything on the probability \( \mathbb{P} \) other than i.i.d., furthermore this hypothesis could also be weakened. We will see that we require only some form of exponential concentration inequality for the probability, this might also be obtained for more general assumptions such as weak-dependence (e.g. [Olivier et al., 2010]). To shorten formulae in the text we also define the following marginal measure \( m_X(A) := \int_A \pi(d\theta) \pi_\theta (dX^n) \) for any \( A \in \mathcal{B}(X^n) \). We will abuse notation and write \( \pi_\theta \pi(dX^n, d\theta) \) for \( \pi(d\theta) \pi_\theta (dX^n) \), hence \( m_X(f) = \pi_\theta \pi(f) \) for any suitable function \( f \) on \( X^n \).

We can now build the joint pseudo-posterior of interest. We start by defining the summary statistics.

\[ S \]

We define furthermore the following marginal in \( \Theta \), \( \pi \)

\[ \mathbb{P} \]

\[ \rho \]

The version of the ABC pseudo-posterior used in this paper can now be defined. Using the previous notation we let

\[
\varrho_\lambda(d\theta, dX^n) = \frac{1}{Z_{\lambda, \pi}} e^{-\lambda d(S(X^n), S(Y^n)) } \pi_\theta (dX^n) \pi(d\theta),
\]

where

\[
Z_{\lambda, \pi} = \int_{X^n \times \Theta} e^{-\lambda d(S(X^n), S(Y^n)) } \pi_\theta (dX^n) \pi(d\theta).
\]

This can be seen as the kernel-ABC defined in introduction (equation [1]) with an exponential kernel. We have replaced the window \( \epsilon \) by its inverse \( \lambda \). By analogy with statistical Physics, when using an exponential kernel, we will refer to \( \epsilon \) as the temperature and \( \lambda \) as the inverse temperature. We define a set \( \mathcal{I} \subset \mathbb{R}_+ \) and let \( \lambda \in \mathcal{I} \). The main interest of end users of ABC is the marginal in \( \theta \) of this joint distribution. We abuse notation and give the following definition of ABC

**Definition 1.** We define the ABC pseudo-posterior as the following distribution

\[
\varrho_\lambda(d\theta) := \frac{\int_{X^n} \int_{\Theta} e^{-\lambda d(S(X^n), S(Y^n)) } \pi_\theta (dX^n) \pi(d\theta)}{\int_{\Theta} \int_{X^n} e^{-\lambda d(S(X^n), S(Y^n)) } \pi_\theta (dX^n) \pi(d\theta)} d\theta,
\]

for any \( \lambda \in \mathcal{I} \).

We define furthermore the following marginal in \( X^n \), \( \varrho_{X, \lambda}(dX^n) := \int_{\Theta} \varrho_\lambda(dX^n, d\theta) \).

As was emphasized in the introduction the pseudo-posterior is built by augmenting the sample space with latent variables representing a sample from prior model \( \pi_\theta \). Those samples are weighted according to the exponential weights \( e^{-\lambda d(S(X^n), S(Y^n))} \), thus the samples that are close to the observations receive higher weight than those that are far. The inverse temperature parameter \( \lambda \) emphasizes the spikiness of the weights as it increases. The marginal \( \varrho_{X, \lambda} \) is an important quantity in our study. We expect that it should, for large enough sample size, be close to samples from \( \pi_\theta \).
where $\mathbb{P} \not\in \{\pi_\theta, \theta \in \Theta\}$ the best $\theta$ may appear as a vague notion to the reader unaccustomed to oracle inequalities. We will define the latter as the oracle parameter,

**Definition 2.** The oracle parameter $\theta^*$ is given by

$$\theta^* = \arg \min_{\theta \in \Theta} d(\pi_\theta(S), \mathbb{P}(S)).$$

The definition encapsulates the special case where there exists a parameter $\theta^{true}$ such that $\mathbb{P} \equiv \pi_{\theta^{true}}$. We write the definition with a sign to emphasize the fact that this parameter may not be unique if the statistics are chosen poorly. We are interested in showing that the pseudo-posterior concentrates in some sense around some $\theta^*$. We give some of the assumptions needed to do this in the next subsection.

### 2.1. Assumptions and discussion

In order to say something on the convergence of this method, we must set a few assumptions. In particular we want to state a result in terms of the distance between moments of the summary statistics. To get finite sample bounds on this quantity we need a concentration inequality to hold under the probability $\mathbb{P}$. Our main assumption on the data generating process is given by an Hoeffding type inequality.

**A1** We say that the Hoeffding assumption is satisfied for the model $m_X$, and a set $I$ if for any $\lambda \in I$ and some function $f : \mathbb{N} \times I \rightarrow \mathbb{R}_+$ we have

$$m_X \otimes \mathbb{P}\left\{ e^{-\lambda(D_n^S - \mathbb{P}D_n^S)} \right\} \leq e^{f(m,\lambda)}.$$

The inequality can be interpreted as an integrated version (with respect to $m_X$) of Hoeffding’s inequality. If the distance is bounded uniformly over $X^n$; then Hoeffding’s inequality will directly imply Assumption A1. Another case for which we can obtain such inequality is the bounded difference inequality, sometimes referred to as McDiarmid’s inequality (Boucheron et al. [2013]). The expectation with respect to $m_X$ could, in specific cases, allow us to treat cases with unboundness. Although more generally some authors have considered the case of unbounded losses in a general context (Grünwald and Mehta [2016], Mendelson [2014]). Notice that the boundness condition does not have to come from the data itself but can be due to the statistic $S$ or the distance itself. Although interesting we leave the unbounded case for future studies. The second assumption we will make is that the distance in jointly convex in both of its argument.

**A2** The distance $d(., .) : (x, y) \rightarrow d(x, y)$ is assumed to be convex in both its arguments.

This assumption is rather weak and is verified in particular for any distance based on a norm. Assumption A2 is needed to make the results more readable. In fact it can be removed if one is satisfied with randomized estimators (see Remark 3 below).

Finally we introduce some regularity on the prior model, that is, on the measurable map $\theta \mapsto \pi_\theta$. We require that the model is locally log-Holder around the oracle parameter $\theta^*$.

**A3** We say that the model is ($\delta, L, \alpha$)-locally log-Holder in $\theta^*$ if there exists a $\bar{\delta} > 0$ such that for any $\theta \in \{\theta \in \Theta : \|\theta - \theta^*\| < \bar{\delta}\}$, the model is $L$ log-Holder. That is there exists $L < \infty$, $\alpha \in (0, 1]$ such that

$$\|\pi_\theta\|_{L^p} := \sup_{X^n \in X^n} \sup_{\theta' \in \Theta : \|\theta' - \theta^*\| < \delta, \ \theta' \neq \theta^*} \frac{\log \pi(X^n|\theta) - \log \pi(X^n|\theta^*)}{\|\theta - \theta^*\|^\alpha} \leq L.$$

This kind of assumption is almost impossible to check in practice as it depends on a model that usually does not have a closed form (in interesting examples at least). Most of the time Assumption A3 will not be discussed, although it impacts our theoretical findings the assumption does not play a role in empirical bounds (see Section 3.2).
Remark 1. A typical example where we can check the assumption is given by the Gibbs model mentioned in the introduction where \( \pi_\theta (dX^n) = \frac{1}{Z_\theta} e^{\theta^T S(X^n)} \mu (dX^n) \) with bounded statistics \( S \). Often those models do not have a tractable normalizing constant and we might want to use ABC (see Greand et al. [2009]).

Remark 2. We can allow \( L \) to depend on \( n \), in the bounds that we prove \( L \) will be compared to a sequence \( \delta_n < \delta \) that will typically be an order of magnitude smaller than the rate of convergence. This will allow some slack in the choice of the model.

We are now ready to give the first building block for our inequalities.

3. Theoretical bounds

In this section we give a few intermediate results to derive finite sample oracle inequalities for the marginal distribution \( \rho_{X,\lambda} \). We will also give empirical bounds (Section (3.2)) and an adaptive version of the oracle inequality, that is a version of the statistical estimator that automatically chooses the value of the inverse temperature \( \lambda \).

Our goal is to give bounds on the distance between expected values of the summary statistics. We will give the inequalities in high probability with respect to the data generating mechanism. We do not in particular assume that the proposed likelihood matches the probability \( P \), more formally we encapsulate the case where \( P \notin \{ \pi_\theta, \theta \in \Theta \} \).

Lemma 1. Suppose that Assumptions A1, A2 and A3 with constants \( (\delta, L) \) are satisfied then, for any \( \lambda \in \mathcal{I}, \delta < \delta \) and \( \epsilon > 0 \), with probability at least \( 1 - \epsilon \),

\[
d(\rho_\lambda(S), \mathbb{P}(S)) \leq \inf_{\theta \in \Theta} d(\pi_\theta(S), \mathbb{P}(S)) + \pi_{\theta^*} \{ d(S, \pi_\theta, S) \} e^{L\delta_n} + \mathbb{P} \{ d(S, \mathbb{P}S) \} + \frac{2f(n, \lambda)}{\lambda} - \frac{2}{\lambda} \log \pi (|\theta - \theta^*| < \delta) + \frac{2}{\lambda} \log \frac{2}{\epsilon}.
\]

Proof. The proof is given in Section (7.3). \( \square \)

The lemma states that the distance between the expectation of the statistics under the pseudo-posterior and under the data generating probability should get closer to each other, as the number of samples increases, if the terms appearing on the right hand side go to zero. The first term is the bias due to the model misspecification, obviously in the case where \( P \in \{ \pi_\theta, \theta \in \Theta \} \) this term will be null. We can hope to make it small if the model is rich enough. There exists a trade off: one could choose a statistics that does not vary much to cancel the term at the cost of rendering the left hand side insignificant. This will be detailed in the next section when we give bounds on the parameters.

The two next terms \( \pi_{\theta^*} \{ d(S, \pi_\theta, S) \} \) and \( \mathbb{P} \{ d(S, \mathbb{P}S) \} \) account for the fact that the statistics should converge to their expectation for the optimal model and under \( \mathbb{P} \) (the convergence is in the metric \( d \)). This is rather weak, considering that we already asked for the distance to have an exponential concentration. Most of the time the statistics considered will be some empirical moment. The terms \( e^{L\delta_n} \) and \( 2f(n, \lambda)/\lambda \) are defined in Assumptions A1 and A3 and account for the smoothness of the model and the rate at which the distance concentrates respectively.

The last term to mention is the one depending on the prior. That is the probability of a ball around the oracle parameter under \( \pi \). It is very common in the theoretical analysis of Bayesian estimators and imposes that the prior puts sufficient mass around the optimal parameter \( \theta^* \). We need to find a pair of converging sequences \( (\nu_n, \delta_n) \) such that for some constant \( C > 0 \) we have \( \log \pi (|\theta - \theta^*| < \delta_n) \geq C\nu_n \). We will give examples of models for which those terms can be expected to give the correct rate in Section (4).

Our goal needs also to be addressed. The lemma implies that we could bound the distance between moments of sufficient statistics. First, in all generality the statistics depend on the sample size and hence the lemma might loose its interpretability. Second, one might wonder as to why this statement is meaningful when the practitioner is interested in the convergence of the estimator obtained as a moment
of the distribution $\rho_\lambda$ on $\Theta$ of Definition \[\ref{def:rho}]. The key idea is to understand that the moment of the statistics are supposed to identify or partly identify the distribution of interest. In the case of methods of moments (in the correctly specified setting) it is common to define a map $e_h : \theta \mapsto e_h(\theta) = \pi_\theta(h)$, and to suppose it injective. In the next section we exploit further this interpretation and give bounds on the parameter themselves.

Remark 3. In the rest of the paper we will use the convexity assumption on the distance to ensure that $d(\rho_\lambda S, \mathbb{P}S) \leq \rho_\lambda \mathbb{P}d(S, S')$. In fact one could also state the results for the randomized estimator, hence in deviation under the probability $\mathbb{P}\rho_\lambda$, thus removing the convexity assumption. We call randomized estimator an estimator $\hat{\theta}_n$ that consists in a sample from $\rho_\lambda$. All the bounds actually hold on $\rho_\lambda \mathbb{P}d(S, S')$. We will use this fact repeatedly in the rest of the paper.

3.1. Interpretation of the results. In the previous subsection we have discussed a general lemma that gives a bound on the excess risk of the distance between expected moments of the statistics. Here we show that those results are amenable under stronger assumptions to bounds in the parameter space.

(A4) Assume that for $\theta^*$ the oracle parameter and $\forall \theta \in \Theta$ there exists $K < \infty$ such that

$$\|\theta - \theta^*\| \leq K d(\pi_\theta(S), \pi_\theta^*(S)).$$

The assumption imposes a form of identifiability of the parameter space given the statistics. For exponential models the assumption has a more understandable formulation. Suppose that $\pi_\theta(dx) = \exp\{-\theta^T S(x)\} \, dx$; such models do not have a tractable normalizing constant and me might want to use ABC (see Grelaud et al. \[2009\]). The normalizing constant $Z_\theta = \int \exp\{-\theta^T S(x)\} \, dx$ and hence under appropriate regularity conditions $\frac{\partial^2}{\theta^2} \log Z_\theta = \pi_\theta S$, and $\frac{\partial^2}{\theta^2} \log Z_\theta = \pi_\theta \{ (S - \pi_\theta S)^2 \}$ hence if we assume $\inf_{\theta \in \Theta} \pi_\theta \{ (S - \pi_\theta S)^2 \} > c > 0$ then Assumption \[A4\] is satisfied by the mean value theorem.

In Frazier et al. \[2016\] a weakened version of the assumption appears, where the authors assume $\|\theta - \theta^*\| \leq K d^\alpha (\pi_\theta(S), \pi_\theta^*(S))$ for some constant $\alpha > 0$.

Remark 4. Notice that if $d$ is homogeneous and $K$ is known in advance, we can scale the statistic $S$ in such a way that $K = 1$. This is an important point as we will see later a constant $K$ different from 1 impact negatively the bias.

We need the following assumption on the exponential concentration under the prior model

(A5) We say that the Hoeffding assumption is satisfied for the model $m_X$, and a set $I$ if for any $\lambda \in I$ and some function $f : \mathbb{N} \times I \to \mathbb{R}_+$ we have

$$m_X \left\{ e^{-\lambda(d(S, \pi_\theta S) - \pi_\theta d(S, \pi_\theta S))} \right\} \leq e^f(n, \lambda).$$

This is the same assumption as \[A4\] only it is specified under our prior model. If the distance is bounded or if we can use McDiarmid’s inequality in the original Hoeffding inequality, then \[A5\] will follow under independence or weak dependence of the model.

We may now write the oracle inequality for the parameter $\theta$ sampled under the ABC pseudo posterior.

Theorem 1. Let assumptions \[A4\] be satisfied, $\lambda \in I$ and $\delta < \bar{\delta}$, then for any $n \geq 1$ with probability $1 - \epsilon$

$$\rho_\lambda \{\|\theta - \theta^*\| \leq 3K \inf_{\theta \in \Theta} d(\pi_\theta(S), \mathbb{P}(S)) + 2K e^{L_{\lambda}} \pi_\theta \cdot \{d(S, \pi_\theta S)\} + 2K \mathbb{P}\{d(S, \mathbb{P}S)\} + K \sup_{\theta} \pi_\theta (d(\pi_\theta S, S)) + 2Kf(n, \lambda) + K f(n, \lambda) - \frac{4K}{\lambda} \log \pi (\{\|\theta - \theta^*\| < \delta\}) + \frac{K}{\lambda} \log \frac{32}{\epsilon^3}. \}$$

Proof. The proof is given in Section \[7.4\].
On top of the additional assumption that we impose on the model (exponential concentration) we see that another requirement is that we have uniform convergence in the sense of 
\[ \sup_{\pi} \pi_\theta (d(\pi_\theta S, S)) \]
converging. Furthermore we notice that we do not recover an exact oracle inequality unless \( K \leq 1/3 \) (see Remark 4).

### 3.2. Empirical bounds

As a by-product of the oracle inequalities introduced in the previous section we obtain empirical bounds. They offers a guarantee on the generalization error of the algorithm. The upper bound can be computed from the data, however they do not offer a convergence results in the form of an oracle inequality. It will also come as one of the building brick of our adaptive algorithm of sub-Section 3.3.

The following result is a rewriting of a result by Catoni [2007] adapted to our framework. We give a proof in the Section 7 for completeness.

**Proposition 1.** Under assumptions \( A1 \) and \( A2 \) for any \( \rho \in \mathcal{M}_1^+(\Theta \times \mathcal{X}^n) \), \( \lambda \in \mathcal{I} \) and \( \epsilon > 0 \) with probability at least \( 1 - \epsilon \),

\[
d(\rho(S), \mathbb{P}(S)) \leq \rho(d(S, S(Y^n))) + \frac{1}{\lambda} K(\rho, \pi_\theta) + \frac{f(\lambda, n)}{\lambda} + \frac{1}{\lambda} \log \frac{1}{\epsilon},
\]

In the case of the \( \rho_\lambda \) we have with probability at least \( 1 - \epsilon \),

\[
d(\rho_\lambda(S), \mathbb{P}(S)) \leq \frac{1}{\lambda} \log Z_{\lambda, \pi} + \frac{f(\lambda, n)}{\lambda} + \frac{1}{\lambda} \log \frac{1}{\epsilon}.
\]

**Proof.** The proof is given in Section 7 for completeness. \( \square \)

Although the bound of Proposition 1 is computable from the data it depends on the intractable integral \( Z_{\lambda, \pi} \). Given a probability level and inverse temperature we will give an algorithm to compute an estimator of the upper-bound in sub-Section 3.3. The reader familiar with SMC algorithms will already recognize that we can compute the normalization constant at almost no extra cost using this methodology. The empirical bound will be used as a sanity check: it will allow us to get a bound on the distance between moments showing that the pseudo-posterior actually learns something from the data.

### 3.3. Adaptive bounds

We have seen that the inverse temperature parameter is similar in nature to the window of a Kernel-ABC algorithm. A choice of a smaller \( \lambda \) allows us to deal with misspecification. The main issue with this, as for ABC, is the choice of the hyper-parameter. Some authors have considered putting a prior on the window in ABC. We use a similar strategy and build a joint empirical bound on the sequence of \( \lambda \). The bound can then be minimized such as to obtain theoretical guarantees on the adaptive algorithm. We therefore will define a prior distribution \( \nu \) on \( (\mathcal{I}, \mathcal{B}(\mathcal{I})) \). The idea of using a prior to build a joint empirical bound that could be minimized dates back to Catoni [2007]. Although this strategy is interesting in the sense that it reduces the dependence on the hyper-parameter, it does make the assumption that the model is mis-specified. In this sense it does allow one to recover faster rates in the case where the model is actually correct. For strategies in the PAC-Bayesian literature to adapt the parameter in such a way we refer the reader to Grünwald [2011] (in the online scenario).

We start by defining the pseudo-posterior,

**Definition 3.** We call an adaptive-ABC (AdABC) pseudo posterior at level \( \epsilon \) the joint distribution 
\[
\rho^{abc}_{\epsilon, \hat{\xi}(\lambda)}(dX, d\theta) e^{-\hat{\xi}(\lambda)d(S(X^n), S(Y^n))} \pi_\theta(dX^n) \pi(d\theta),
\]

where the measure \( \hat{\xi} \) on \( (\mathcal{I}, \mathcal{B}(\mathcal{I})) \) is defined as the minimizer of the empirical bound 
\[
\inf_{\xi \in \mathcal{F} \subset \mathcal{M}_1^+(\mathcal{I})} \left\{ -\frac{1}{\xi(\lambda)} \log Z_{\epsilon, \xi} + \frac{1}{\xi(\lambda)} \left( K(\xi, \nu) + \xi(f(\lambda, n)) + \log \frac{1}{\epsilon} \right) \right\}
\]

and \( \mathcal{F} \) is a subset of the space of all probability measures on \( \mathcal{I} \).
We obtain an aggregating measure $\hat{\xi}$ by minimizing a modification of the empirical bound of proposition [4]. The minimization is taken over a class of probability measures, of course the best achievable bound would be the one minimizing $\xi$ over $M_1(\mathcal{Z})$, this is however intractable. Instead we propose to use a variational approximation, that is to replace the set of all probability measures by a smaller but tractable subset. This is similar to the approach taken by Alquier et al. [2016], where the authors replace an exponential weight aggregation with a variational approximation. There is obviously a trade-off in the size of the family of approximation $\mathcal{F}$. On one hand, we want it to remain small enough to be tractable, on the other we want it to be large enough to get good theoretical properties.

The algorithm depends on two quantities that need to be discussed. First the function $f$ of Assumption $A_{\hat{\xi}}$ appears in the variational approximation. Hence it will depend on the kind of hypothesis that we have put on the probability $\mathbb{P}$. Second we need to choose a level $\epsilon$ at which we want are theoretical bounds to be true. In practice we observe that this level does not have to much impact on the end estimator.

Using this estimator we can obtain a bound similar to that of Lemma [1].

**Lemma 2.** Suppose that assumptions $A_{\hat{\xi}}, A_{\theta}$ and $A_{\hat{\xi}}$ with constants $(\delta, L)$ are satisfied then for any $\delta < \hat{\delta}$ and $\epsilon > 0$ we have with probability at least $1 - \epsilon$,

$$d(\theta, \hat{\xi}(S), \mathbb{P}S) \leq \inf_{\hat{\theta} \in \Theta} d(\pi_{\theta}(S), \mathbb{P}(S)) + \pi_{\theta^*} \{d(S, \pi_{\theta^*} S)\} e^{\delta L} + \mathbb{P} \{d(S, \mathbb{P}S)\} + \inf_{\xi \in \mathcal{X}} \left[ \frac{1}{\xi(\lambda)} \left\{ 2\xi[f(n, \lambda)] - 2 \log \pi (\{\|\theta - \theta^*\| < \delta\}) + 2K(\xi, \nu) + 2 \log \frac{2}{\epsilon} \right\} \right]$$

As for Lemma [1] we recover the main elements that we expect to find in such a result. The difference is that the upper bound is now explicitly optimized over $\xi$. To obtain a result on specific example we need to find a class of probability for which we can find an explicit solution of this problem. The easiest case will be a parametric family $\mathcal{F}_b$ indexed by some parameter $b$. We need to ensure that the following terms $\xi(\lambda), \xi[f(n, \lambda)]$ and $K(\xi, \nu)$ are tractable and ensure a convergence result at the correct speed. The next section is devoted to two examples for which we can obtain rates of convergence.

**4. Examples of bounds**

In the next two sub-sections we show how the above bounds can be applied to specific models. We give convergence rates associated to some specific priors on the distance between expected statistics.

**4.1. Bounds for the $\ell_p$ norm.** In this section we will use a specific distance, one based on the $p$-norm hence we define,

$$d(S(X^n), S(Y^n)) := \|S(X^n) - S(Y^n)\|_p,$$

where $\|\cdot\|_p$ is the $p$-norm. The summary statistics are assumed to be empirical moments of a collection of $m$ bounded functions $H = (h_1, \cdots, h_m)$. Therefore we put $S(Y^n) = \frac{1}{n} \sum_{i=1}^n h(Y_i) = (\frac{1}{n} \sum_{i=1}^n h_1(Y_i), \cdots, \frac{1}{n} \sum_{i=1}^n h_m(Y_i))$. The boundness assumption is embodied by the existence of a constant $K < \infty$ such that for any $x \in \mathcal{X}$, sup$_{i \in \{1, \cdots, m\}} |h_i(x)| < K$. We need to ensure that under those conditions Assumption $A_{\hat{\xi}}$ is satisfied.

**Lemma 3.** Let $(Y_i)_{i=1}^n$ be sampled according to $\mathbb{P}$ and the different $S$ and $d$ be given as above then we have the following result,

$$\mathbb{P} \left\{ e^{-\lambda(D_p^n - PD_p^n)} \right\} \leq e^{-\lambda P(D_p^n - D_p^n)} \leq \exp \left\{ \frac{\lambda^2 K^2 m}{n} \right\}.$$

We have already noted that Assumption $A_{\hat{\xi}}$ is trivially satisfied in the case of distances based on norms. Therefore we can apply Lemma [1] to any model that verifies the $(\delta, L, \alpha)$-Holder Assumption $A_{\hat{\xi}}$ with $f(m, \lambda) = 2\frac{\lambda^2 K^2 m}{n}$.
Theorem 2. Suppose that the prior model $\pi_\theta$ satisfies Assumption $A_3$ with $(\delta, L)$, that the model is independent $\pi_\theta(X^n)dX^n = \prod_{i=1}^n \pi_\theta(X_i)dX_i$, and put 

$$C := \sqrt{K(p, m) \max_{j \leq m} \mathbb{P} \left\{ (h_j - \mathbb{P}h_j)^2 \right\} \vee \max_{j \leq m} \pi_\theta \left\{ (h_j - \pi_\theta h_j)^2 \right\}},$$

where $K(p, m) := \min(m, 2e \log m, p - 1)$, then we have for any $\delta < \bar{\delta}$ with probability at least $1 - \epsilon$,

$$\|\theta^{ABC}_\lambda(H) - \mathbb{P}(H)\|_p \leq \inf_{\theta \in \Theta} \|\pi_\theta(H) - \mathbb{P}(H)\|_p + \frac{2Cm^{\frac{1}{\delta} + 1}}{\sqrt{n}} e^{L^\delta \alpha} + 2K \sqrt{\frac{d}{m^{\frac{1}{\delta}}}} + 2K \frac{m^{\frac{1}{\delta}}}{\sqrt{n}} \log \frac{2}{\epsilon}.$$

Remark 5. The dependence in $m$ is not optimal, by doing the calculation in the specific case of $p = 2$ one would get a dependence in $m^{\frac{1}{2}}$ rather than $m^{\frac{1}{2}}$.

It remains to choose a prior putting sufficient mass around $\theta^*$, and to optimize the bound in $\delta, \lambda$ and the hyper-parameters of prior. For ease of exposition let us take a model with parameter space $\Theta = \mathbb{R}^d$ and a Gaussian prior with mean $0$ and isotropic variance $\vartheta I_p$. In this case we can get the following corollary,

Corollary 1. Assume the hypotheses of Theorem 2 in addition suppose that $\Theta = \mathbb{R}^d$ with the Euclidean norm and that $\pi(\theta \| d\theta) = \Phi(d\theta; 0_d, \vartheta I_d)$ with $\vartheta > 0$, and $\|\theta^*\|_2 \leq 1$. Put $\lambda = \sqrt{\frac{dn}{K^2m^{\frac{3}{2}}}}$ and $\delta = \sqrt{\frac{2}{n}}$ then with probability at least $1 - \epsilon$,

$$\|\theta^{ABC}_\lambda(H) - \mathbb{P}(H)\|_p \leq \inf_{\theta \in \Theta} \|\pi_\theta(H) - \mathbb{P}(H)\|_p + \frac{2Cm^{\frac{1}{\delta} + 1}}{\sqrt{n}} e^{L^\delta \alpha} + 2K \sqrt{\frac{d}{m^{\frac{1}{\delta}}}} + 2K \frac{m^{\frac{1}{\delta}}}{\sqrt{n}} \log \frac{2}{\epsilon}.$$

Ignoring the log terms we get a rate of $O\left(\sqrt{\frac{d}{n}} m^{\frac{1}{\delta}}\right) + O\left(\sqrt{n} m^{\frac{1}{\delta} + 1}\right)$. The dependence in the size of the statistic comes from the convergence in the Euclidean norm of the statistics themselves. The dependence in $n$ and $d$ is expected although we do not have theoretical result proving optimality in this context.

It remains to prove that this result can also be achieved using AdABC. As for the above theorem, based on Lemma 3 we can apply the result of Lemma 2 to the framework of this section.

Theorem 3. Suppose that the model $\pi_\theta$ satisfies Assumption $A_3$ that the model is independent $\pi_\theta(X^n)dX^n = \prod_{i=1}^n \pi_\theta(X_i)dX_i$, and put

$$C := \sqrt{K(p, m) \max_{j \leq m} \mathbb{P} \left\{ (h_j - \mathbb{P}h_j)^2 \right\} \vee \max_{j \leq m} \pi_\theta \left\{ (h_j - \pi_\theta h_j)^2 \right\}},$$

where $K(p, m) := \min(m, 2e \log m, p - 1)$, then for we have with probability at least $1 - \epsilon$,

$$\left\|\theta_{\xi, \lambda}(H) - \mathbb{P}H\right\|_p \leq \inf_{\theta \in \Theta} \|\pi_\theta(H) - \mathbb{P}(H)\|_p + \frac{2Cm^{\frac{1}{\delta} + 1}}{\sqrt{n}} e^{L^\delta \alpha} + \inf_{\xi \in \mathcal{F}} \left\{ \frac{1}{\xi(\lambda)} \left\{ 2\xi \left[ K^2 m^{\frac{3}{2}} \frac{n}{n} - 2\log \pi \left( \|\theta - \theta^*\| < \delta \right) + 2K(\xi, \nu) + 2\log \frac{2}{\epsilon} \right] \right\} \right\}.$$

Proof. We start by applying Lemma 2 with probability at least $1 - \epsilon$,

$$d(\theta_{\xi, \lambda}(S), \mathbb{P}S) \leq \inf_{\theta \in \Theta} d(\pi_\theta(S), \mathbb{P}(S)) + \pi_\theta \{d(S, \pi_\theta S)\} e^{L^\delta \alpha} + \mathbb{P} \{d(S, \mathbb{P}S)\} + \inf_{\xi \in \mathcal{F}} \left\{ \frac{1}{\xi(\lambda)} \left\{ 2\xi \left[ K^2 m^{\frac{3}{2}} \frac{n}{n} - 2\log \pi \left( \|\theta - \theta^*\| < \delta \right) + 2K(\xi, \nu) + 2\log \frac{2}{\epsilon} \right] \right\} \right\}.$$
As for Theorem 2 we can easily bounds the terms \( \pi_{\theta_s} \cdot \{d(S, \pi_{\theta_s}, S)\} \) and \( \mathbb{P} \{d(S, \mathbb{P}S)\} \). This yields the result.

We can apply Theorem 3 to the case of Gaussian prior on \( \Theta = \mathbb{R}^d \) as before. We will need to add to things to the previous result. First we need a prior on the inverse temperature. Second we need a family of approximating distribution. As an example set the prior to be an exponential distribution with parameter \( \alpha \). The family of approximation is taken also as an exponential distribution \( F = \{\xi(d\lambda) = \beta e^{-\beta \lambda} d\lambda, \beta \in \mathbb{R}_+\} \). We have the following corollary,

**Corollary 2.** Assume the hypotheses of theorem 2 in addition suppose that \( \Theta = \mathbb{R}^d \) with the Euclidean norm and that \( \pi(d\theta) = \Phi_d(d\theta; 0, \vartheta I_d) \) with \( \vartheta > 0 \) and \( \|\theta^*\|_2 \leq 1 \). Let \( \nu(d\lambda) = \alpha e^{-\alpha \lambda} \) and \( F = \{\xi(d\lambda) = \beta e^{-\beta \lambda} d\lambda, \beta \in \mathbb{R}_+\} \) and put \( \delta = \sqrt{\frac{d}{n}} < \bar{\delta} \) then with probability at least \( 1 - \epsilon \),

\[
\left\| \varrho_{\epsilon, \xi}(H) - \mathbb{P}H \right\|_p \leq \inf_{\beta \in \mathbb{R}_+} \|\pi_{\theta_s}(S) - \mathbb{P}(S)\|_p + \frac{2Cm_1}{\sqrt{n}} e^{L(\frac{\bar{\beta}}{n})} + 4Km_1 \sqrt{\frac{d}{n}} + \frac{Km_1}{\sqrt{nd}} \log \left( \frac{K^2m_1^2}{2\epsilon} \right) \log \left( \frac{Km_1}{\sqrt{nd}} \log \frac{2}{\epsilon} \right).
\]

Again ignoring log terms we get the same rate as for the non adaptive case. We have to impose that the parameter of the approximated posterior over the inverse temperature is larger than the prior. In practice this is not a problem as the Kullback Leibler terms is infinite otherwise.

**Remark 6.** The dependence of the bound in the size of the statistics suggests a bias-variance trade-off in the size of the statistics. The latter has an effect on how small the term \( \inf_{\beta \in \mathbb{R}_+} \|\pi_{\theta_s}(S) - \mathbb{P}(S)\|_p \) can be made and the rate of convergence \( \mathcal{O} \left( \frac{d}{m_1^2} \right) + \mathcal{O} \left( \frac{1}{m_1^{2+1}} \right) \).

4.2. **Nonparametric bound.** We propose an application of the bounds in the case where \( \Theta = \mathcal{H}^\beta ([0, 1]) \), the class of \( \beta \)- Holder function on \([0, 1]\). Suppose that the data is generated by the following black box: generate an iid \( n \)-sample \((\xi_i)_{i=1}^n\) according to some distribution \( \mathcal{G} \) and observe \((Y_i)_{i=1}^n\) given by \( Y_i = F_\beta(\xi_i, f_0) \), were \( f_0 \) is some unknown function and \( F_\beta \) is a known application in \([-K, K] \subset \mathbb{R} \). As before the probability distribution of the sample is denoted \( \mathcal{P} \). The summary statistic is the whole sample and the distance between two samples of size \( n \) is taken to be the empirical \( L_2 \) distance multiplied by \( \frac{1}{\sqrt{n}} \)

\[
d(X^n_1, Y^n_1) = \frac{1}{\sqrt{n}} \left\| X^n - Y^n \right\|_{2,n} = \frac{1}{n^2} \sum_{i=1}^n (X_i - Y_i)^2.
\]

The model that we have described allows us as for the previous section to get a concentration inequality.

**Lemma 4.** With the distance and the statistics defined above, for any \( \lambda \in \mathbb{R}_+ \) we get

\[
\mathbb{P} \left\{ e^{\lambda(D_n^s - \mathbb{P}D_n^s)} \right\} \leq e^{\frac{\lambda^2K}{2n}}.
\]

In this section we propose a non-parametric model. We put a Gaussian process prior on \( \Theta \). We assume furthermore that this prior is centered and that the kernel is Gaussian, \( k(s, t) := \exp \left( -|s - t|^2 \right) \). For more developments on this kind of prior see [Rasmussen and Williams, 2006]. In the course of the proof we will see that we are not limited to Gaussian kernels, but in fact Gaussian processes with exponential tail spectral measure [van der Vaart et al., 2007].

**Definition 4.** Given a Gaussian process \( W = (W_t : t \in [0, 1]) \) we define the re-scaled version for a scaling constant \( c_n \) as

\[
t \mapsto W_{t/c_n}.
\]
We will use this re-scaled version to build a prior on $\Theta$. We use the sup norm on $\mathcal{H}^\beta ([0, 1])$ we write in this section $|f| = \sup_{t \in [0, 1]} |f(t)|$. We will need to bound the small ball probability under the prior, fortunately many results are known for this problem, we can use in particular van der Vaart et al. [2007].

**Lemma 5.** Let $f^* \in \mathcal{H}^\beta ([0, 1])$ then for any positive decreasing sequences $c_n, \delta_n$, such that $\delta_n \geq c_n^\beta$ there exists constants $C_0$ and $D_0$ depending on $f^*$ and a rank $n_0 \in \mathbb{N}$ such that $\forall n \geq n_0$ we have

$$-\log \pi \left( \|f - f^*\| < \delta_n \right) \leq D_0 \left( \frac{1}{c_n} \right) + C_0 \frac{1}{c_n} \left( \log \frac{1}{c_n \delta_n} \right)^2.$$ 

We use the above lemma to give a result on a non parametric estimator,

**Theorem 4.** Suppose that Assumption A3 is verified for the prior model and the condition described above on the prior and the model are verified, assume

$$C := \sup_{i \leq m} \mathbb{P} \left( (X_i - \mathbb{P} X_i)^2 \right) \vee \sup_{i \leq m} \pi_{\theta^*} \left( (X_i - \pi_{\theta^*} X_i)^2 \right) < \infty$$

$$c_n = \left( \frac{\log^2 n}{n} \right)^\frac{1}{\beta + 1} \text{ and } \lambda_n = n^\frac{\beta + 1}{\beta + 1} \left( \log n \right)^\frac{\beta}{\beta + 1} \text{ then there exists constant } K_2, K_1 > 0 \text{ such that for } n$$

large enough we get with probability at least $1 - \epsilon$,

$$\|d^{ABC}_\lambda (X^n) - \mathbb{P} (X^n)\|_{2,n} \leq \inf_{\theta \in \Theta} \|\pi_\theta (X^n) - \mathbb{P} (X^n)\|_{2,n} + K_2 n^{-\frac{\beta}{\beta + 1}} \left( \log n \right)^\frac{\beta}{\beta + 1}$$

$$+ K_1 n^{-\frac{\beta + 1}{\beta + 1}} \left( \log n \right)^\frac{\beta}{\beta + 1} \log \frac{2}{\epsilon}.$$ 

**Remark 7.** Although the bounds allow for convergence in terms of moments of statistics, the choice of a statistic that would allow correct inference on the function $f$ remains open. Note that for the max-norm the dependence in the dimension of the statistic does not appear in the bound. This leaves hope that one may be able to choose a rich enough class of statistics. A full study of this problem is beyond the aim of this paper. We simply use this idea as an illustration of how the bounds can be used.

### 5. Monte Carlo algorithm

The previous sections were devoted to the introduction of new theoretical results. We have used a previously known definition of the pseudo-posterior (equation 1) applied to the specific case of the the exponential kernel. By studying this case we get precise theoretical results, robust to misspecification. In this section we build upon known samplers to propose an efficient implementation of the statistical procedure.

The ABC pseudo-posterior can be expressed as a joint distribution with latent variables $X^n \in \mathcal{X}^n$. We can use most of the Monte Carlo toolbox available in this context. In this paper we will build upon the adaptive algorithm of [Del Moral et al. 2012]. We want to sample from the pseudo-posterior of Definition 1 to do this the authors propose an adaptive sequential Monte Carlo algorithm (SMC) on the joint distribution of Equation 1 with uniform kernel,

$$\pi_c (d\theta, dX^n) \times 1_{d(S(X^n), S(Y^n)) < \epsilon} \pi_\theta (dX^n) \pi (d\theta).$$

The uniform kernel is akin an accept-reject step, the weights take value 0 or 1.

The algorithm proposed in this paper builds on a few known results, we shortly describe some of them in the next section. For further insights the reader is referred to [Del Moral et al. 2012, 2006].
5.1. Sequential Monte Carlo. In this subsection we describe SMC as a general algorithm to sample from a sequence of probability distribution \((\pi_n)_{n \in \mathbb{T}}\) for some index set \(\mathbb{T}\) on the measurable space \((E, \mathcal{E})\) as presented in [Del Moral et al. 2006]. Each distribution at index \(n\) is approximated by a collection of \(M\) random variables \((Z_{i,n})_{i=1}^M\) termed particles. We move the array of particles using the kernel \(K_n(z_{n-1}, dz_n)\), and use importance sampling to correct the distribution. Unfortunately if the distribution of the particles are distributed according to \(\eta_{n-1}\) at index \(n-1\) applying the kernel yields a distribution \(\eta_n(dx') = \int_E \eta_{n-1}(dx) K_n(x, dx')\), which is not tractable in general. [Del Moral et al. 2006] suggest to write the importance sampling step on \(\eta\) to correct the distribution. Unfortunately if the distribution of the particles are distributed according to \(\eta_{n-1}\) at index \(n-1\) applying the kernel yields a distribution \(\eta_n(dx') = \int_E \eta_{n-1}(dx) K_n(x, dx')\), which is not tractable in general. [Del Moral et al. 2006] suggest to write the importance sampling step on the extended space \((E^{n+1}, \mathcal{E}^{n+1})\) by introducing a backward kernel \(L_n\). The importance sampling algorithm is done between the joint distribution \(\eta_n(x_n^1)\) and \(\tilde{\pi}_n(x_n^1) = \pi_n(x_n) \prod_{k=1}^{n-1} L_k(x_{k+1}, dx_k)\), the vanilla algorithm is summed up in algorithm 1.

**Algorithm 1 Vanilla SMC**

| Loop | \(A_n^i\) | \(\pi_n(Z_n)\) | \(L_{n-1}(Z_{n-1}^i)\) |
|---|---|---|---|
| a. | If \(\text{ESS}(Z_{n-1}^i) = \frac{\left(\sum_{j=1}^M w_n(Z_{n-1}^j)\right)^2}{\sum_{j=1}^M (w_n(Z_{n-1}^j))^2} \leq \tau M\), then Resample the particles i.e. draw \(A_n^i\) in \(1, \ldots, M\) so that \(\mathbb{P}(A_n^i = j) = w_n(Z_n^j) / \sum_{k=1}^M w_n(Z_{n-1}^k)\); see Algorithm 5 in the appendix. |
| b. | Sample \(Z_{n-1}^i \sim K_n(Z_{n-1}^i, dz)\) for \(i = 1\) to \(N\) and compute \(W_{n-1}^i \propto \frac{\pi_n(Z_{n-1}^i)}{\pi_{n-1}(Z_{n-1}^i)} dL_{n-1}(Z_{n-1}^i)\). |

As in [Del Moral et al. 2012], we choose the kernel \(K_n\) to be invariant with respect to the distribution \(\pi_n\), and \(L_n\) as the reversal backward kernel. In this case the weight update is given by \(W_{n-1}^i \propto \frac{\pi_n(Z_{n-1}^i)}{\pi_{n-1}(Z_{n-1}^i)}\).

To adapt the algorithm to the ABC framework we will take the sequence of distribution as a sequence of pseudo-posterior distributions with decreasing temperatures. Take the sequence of target distribution \(\{\pi_{\epsilon_n}(d\theta, dX^n)\}\) for a decreasing sequence of \(\epsilon_n\). In fact the authors suggest that we can use in all generality, for any \(M \in \mathbb{N}\),

\[
\pi_{\epsilon_n}^M(d\theta, dX^n) \propto \left( \frac{1}{M} \sum_{i=1}^M 1_{d(S(X^{n-1}), S(Y^n)) \leq \epsilon_n} \right) \prod_{i=1}^M \pi_\theta(dX^{n-1}) \pi(d\theta).
\]

This sequence of distributions has the same marginals as the previous ones. This allows us to rewrite the weight update as,

\[
W_{n-1}^i \propto \frac{1}{M} \sum_{i=1}^M 1_{d(S(X^{n-1}), S(Y^n)) \leq \epsilon_n}.
\]

In sub-Section 5.2 we will adapt the algorithm to the case of exponential kernels and propose an adaptive algorithm for the choice of parameter \(M\) that allows to address the pitfalls of the algorithm of [Del Moral et al. 2012].

5.2. SMC-ABC for exponential kernels. We have described above the main building blocks of SMC-ABC. Here we give more insight on the algorithm and propose some methodological improvements. Our goal is to sample from

\[
\phi_\lambda(d\theta) = \frac{1}{Z_{\lambda, \pi}} \int_{\mathcal{X}} e^{-\lambda d(S(X^n), S(Y^n))} \pi_\theta(dX^n) \pi(d\theta).
\]
As discussed in the previous section we are in fact going to sample from the joint distribution
\[ \pi^M_\lambda(d\theta, dX^n_{1:M}) \propto \left( \frac{1}{M} \sum_{i=1}^{M} e^{-\lambda d(S(X^{n,i}), S(Y^n))} \right) \prod_{i=1}^{M} \pi_\theta(dX^{n,i}) \pi(d\theta), \]
hence using multiple draw from the prior model \( \pi_\lambda \). The marginal in \( \theta \) of the distribution thus defined is still given by equation \( \Box \). It is straightforward to adapt the SMC methodology to this particular example. We need to define an increasing sequence of inverse temperature \( \lambda = \lambda_0 < \lambda_1 < \cdots < \lambda_T = \lambda \), hence defining a sequence of distribution to sample from \( \pi_t \equiv \pi^M_{\lambda_t} \). Hence the weight update in algorithm \( \Box \) is given by
\[ W_{t,i} \propto W_{t-1,i} e^{-\lambda_t d(S(X^{n,i}), S(Y^n))}. \]

The algorithm depends on several inputs: first the index of the sequence of distribution \( (\lambda_t)_{t \geq 0} \). In Del Moral et al. [2012] the authors choose the sequence of windows of the uniform kernel adaptively. Similarly we propose to adapt it to a variance criterion on the weights. At each step \( t \) we therefore choose the next \( \lambda_{t+1} \) according to the past weighted particles. Second, we must choose the MCMC kernel. Finally we also need to choose adaptively the number of samples \( M \) drawn from the model. We give a description of what was mentioned in a general pseudo code (algorithm \( \Box \)).

---

**Algorithm 2 SMC-ABC**

**Input:** \( N \) (number of particles), \( \tau \in (0, 1) \) (ESS threshold), optimal acceptance ratio \( \alpha \).

**Init.:** Sample \( Z_0 \sim \pi_0 \) for \( i = 1 \) to \( N \), put \( W_{t,0} = \frac{1}{N} \), set \( M = 1 \).

**Loop:**

a.: Choose \( \lambda_t \) such that \( ESS(\theta_{t1}, X^t_1) = \tau N \) (Section \( \Box \)).

b.: Resample the particles i.e. draw \( A^n_t \) in \( 1, \ldots, N \) so that
\[ \mathbb{P}(A^n_t = j) = w_n(\theta_{t1}, X^t_1)/\sum_{k=1}^{M} w_n(\theta_{t1}, X^t_1); \]
see Algorithm \( \Box \) in the appendix.

c.: Sample \( (\theta_{t1}, X^t_1) \sim K_n \left( (\theta_{t-11}, X^t_{1-1}), dz \right) \) where \( M_n \) is a MCMC Kernel (see Section \( \Box \)).

d.: for \( i = 1 \) to \( N \) and compute
\[ W_{t,i} \propto W_{t-1,i} e^{-\lambda_t d(S(X^{n,i}), S(Y^n))}/\sum_{i=1}^{M} e^{-\lambda_{t-1} d(S(X^{n,i}), S(Y^n))}. \]

e.: Choose new value of \( M \) according to some criterion (Section \( \Box \)).

---

The complexity of the algorithm will be dominated by the adaptation in the \( \theta \) dimension as we will need to estimate and invert a covariance matrix. The complexity is linear in the number of particles. Hence overall we get a complexity of \( \mathcal{O}(d^3 + MNnm) \) as long as the statistics are linear in the number of samples and that the distance is linear in the number of statistics.

The memory cost will be dominated by the number of particles at any given time, we need to keep all \( \{\theta_i, S(X^n_i), A^{M}_i\}_{i=1}^{N} \) hence with the notation of the previous sections \( \mathcal{O}(dN + mMN) \). Keeping track of the current system of statistics, will usually be by far the most expensive. In most cases of practical interest the dimension of the statistics will be much smaller than \( n \) and \( M \) will typically be of the order of tens.

In the following we propose several ways to write a more efficient algorithm based on the current approximation of the likelihood.
5.3. Choice of the MCMC kernel. We need to build a MCMC kernel with invariant distribution,
\[ \rho(\theta, \tilde{X}^{n,M}) \propto \left( \frac{1}{M} \sum_{i=1}^{M} e^{-\lambda d(S(\tilde{X}^{n,i}), S(Y^n))} \right) \prod_{i=1}^{M} \pi_\theta(d\tilde{X}^{n,i}) \pi(d\theta). \]

We use a pseudo-marginal algorithm [Andrieu et al. 2010], i.e. a Random walk Metropolis-Hastings (RW-MH) algorithm in the augmented state space with a specific proposal. We let \( Q \left( (\theta, \tilde{X}^{n,M})_{t-1}, d\tilde{\theta} \times dY^{n,M} \right) \) be a kernel on \((\Theta \times \tilde{X}^{n \times M})\) such that
\[ Q \left( (\theta, \tilde{X}^{n,M})_{t-1}, d\tilde{\theta} \times dY^{n,M} \right) = \prod_{i=1}^{M} \pi_\theta(dY^{n,i}) q(\theta, d\tilde{\theta}), \]

where \( q(\theta, d\tilde{\theta}) \) is the kernel of a Gaussian random walk centered in \( \theta \). It is well known that this proposal allows one to build a MH algorithm on the joint space with acceptance ratio
\[ \alpha \left( \theta, \tilde{X}^{n,M} \right) = 1 \wedge \frac{\left( \sum_{i=1}^{M} e^{-\lambda d(S(\tilde{X}^{n,i-1}), S(Y^n))} \right) \pi(\theta) \pi(\tilde{X}^{n-1})}{\left( \sum_{i=1}^{M} e^{-\lambda d(S(\tilde{X}^{n,i}), S(Y^n))} \right) \pi(\theta_{t-1})}. \]

The algorithm itself can also be thought as a specific instance of an ABC-MCMC kernel. One of the key advantage of using the kernel in a SMC algorithm is that we can calibrate it using the particles at a given time. The proposal, in \( \theta \) space, is taken to be a Gaussian distribution centered at the previous value with the estimated covariance matrix multiplied by a scaling factor. In the case where the dimension \( d \) of the parameter space is large we perform a penalized estimation of the covariance estimation to ensure it is positive definite.

Furthermore we propose applying the kernel a fixed number of steps \( K \). Note that it is also possible to calibrate the number of steps on the average distance the swarm of particles moves as in [Ridgway 2015]. Here to dissociate the effects of the different changes in the methodology we fix it to some amount \((K = 3 \text{ in all experiments})\). The algorithm for the MCMC move is summarized in the following pseudo-code (Algorithm 3).

**Algorithm 3 MCMC kernel**

**Given:** \( \theta_{t-1} \) and \( S(X^n)_{t-1} \)

a.: Sample \( (\theta', X^n') \sim \pi(dX^n|\theta)q(d\theta|\theta_{t-1}) \)

b.: Compute the log acceptance ratio
\[ \ell_t = \log \frac{\sum_{i=1}^{M} e^{-\lambda d(S(X^n, S(Y^n)) \pi(\theta')}}}{\sum_{i=1}^{M} e^{-\lambda d(S(X^n, S(Y^n))) \pi(\theta_{t-1})}} + \log \frac{\pi(\theta')}{\pi(\theta_{t-1})}. \]

c.: Sample \( U \sim U[0,1] \)

If: \( \ell_t < \log U \)

Then: Set \( (\theta_t, S(X^n)) \leftarrow (\theta', S(X^n)) \)

Else: Set \( (\theta_t, S(X^n)) \leftarrow (\theta_{t-1}, S(X^n))_{t-1} \)

5.4. Choice of the number of samples \( M \). Increasing \( M \) reduces the variance of the weights and the acceptance rate. The weights are already controlled by the speed at which the sequence of inverse temperature is increased. It is therefore reasonable to increase the value of \( M \) whenever the acceptance ratio goes below some threshold. This is akin the idea that was used in [Chopin et al. 2013] in the context where the samples are generated according to a particle filter. The author double the number of samples whenever the acceptance goes below 20%. In their paper the change in the number of samples is done via importance sampling on an extended space. We detail this strategy in sub-Section 5.4.1 and propose an approach adapted from [Chopin et al. 2015] in sub-Section 5.4.2.
5.4.1. **Importance sampling.** The first idea to change the number of samples $M$ is based on an importance sampling algorithm on the extended space including the new sample of size $\tilde{M}$. The importance sampling step is performed on $\left( \theta, X^{n,1:M}, \tilde{X}^{n,1:\tilde{M}} \right)$. Hence we want to propose a set of $\tilde{M}$ new particles sampled from $\prod_{i=1}^{\tilde{M}} \pi \left( d\tilde{X}^{n,i} \bigg| \theta \right)$. We start, on the extended space, with an approximate sample from the distribution

$$q \left( d\theta, dX^{n,1:M}, dX^{n,1:\tilde{M}} \right) = \rho_X \left( d\theta, dX^{n,1:M} \right) \prod_{i=1}^{\tilde{M}} \pi \left( d\tilde{X}^{n,i} \bigg| \theta \right).$$

To perform importance sampling we need to introduce an auxiliary backward kernel $L \left( \tilde{X}^{n,1:\tilde{M}}, dX^{n,1:M} \right)$. Using the proposal distribution $q$ we thus define the importance sampling algorithm with weights

$$w \left( X^{n,1:M}, \tilde{X}^{n,1:\tilde{M}} \right) = \frac{\rho_X \left( d\theta, d\tilde{X}^{n,1:\tilde{M}} \right) L \left( \tilde{X}^{n,1:\tilde{M}}, dX^{n,1:M} \right)}{\rho_X \left( d\theta, dX^{n,1:M} \right) \prod_{i=1}^{\tilde{M}} \pi \left( \tilde{X}^{n,i} \bigg| \theta \right)}.$$

The particular choice of the independent backward kernel $L \left( \tilde{X}^{n,1:\tilde{M}}, dX^{n,1:M} \right) = \prod_{i=1}^{\tilde{M}} \pi \left( \tilde{X}^{n,i} \bigg| \theta \right)$ yields tractable weights,

$$w \left( X^{n,1:M}, \tilde{X}^{n,1:\tilde{M}} \right) = \frac{M \sum_{i=1}^{\tilde{M}} \exp \left( -\lambda d(S(\tilde{X}^{n,i}), S(Y^n)) \right)}{\sum_{i=1}^{\tilde{M}} \exp \left( -\lambda d(S(Y^n), S(Y^n)) \right)}.$$

The importance sampling step takes the intuitive form of a ratio of each contributions to the likelihood. It has been observed however that this approach adds variance to weights. In fact our numerical experiment show that this algorithm is not usable in practice on our problem. We observe an important increase of the variance of the weights that leads to a degeneracy after only a few step of the SMC sampler.

5.4.2. **Gibbs sampling.** Another approach based on similar idea is to use a Gibbs sampler, hence not modifying the weights. We augment the space by some index $k$ in the following way,

$$\rho_X \left( k, d\theta, dX^{n,1:M} \right) = \frac{1}{M} \exp \left( -\lambda d(S(X^{n,k}), S(Y^n)) \right) \prod_{i=1}^{M} \pi \left( dX^n_i \bigg| \theta \right).$$

It is clear that this distribution has the correct marginal (by summing on the index $k$). To sample from this distribution we start by sampling from the distribution of the index conditionally on $\theta$ and $X^{n,1:M}$, then sample the $X^n$ conditionally on the rest. A sample from the index’s distribution is easily seen to be a draw from and empirical distribution,

$$\hat{k} \sim \sum_{i=1}^{\tilde{M}} w_k \delta_k, \quad \text{with} \quad w_k = \frac{\exp \left( -\lambda d(S(X^{n,k}), S(Y^n)) \right)}{\sum_{j=1}^{\tilde{M}} \exp \left( -\lambda d(S(X^{n,j}), S(Y^n)) \right)}.$$

Hence $X^{n,\hat{k}}$ is kept fixed and it remains to sample from the other conditional,

$$X^{n,2:M} \sim \prod_{i=2}^{\tilde{M}} \pi \left( X^{n,i} \bigg| \theta \right),$$

where without loss of generality we put $\hat{k} = 1$. 

Algorithm 4 Change of $M$ using Gibbs

\begin{algorithm}
\textbf{Input:} $M_x, \tilde{M}_x$
\textbf{For:} $i \in \{1, \cdots, N\}$
\hspace{1em}a.: Sample an index $k|X_1:M_x, \theta \sim \sum_{j=1}^{M_x} \delta_j(k)W_j$
\hspace{1em}b.: Sample $\tilde{M}_x - 1$ new samples $X_{2:M_x}^n \sim \prod_{i=2}^{\tilde{M}_x} \pi(dX_i^n|\theta)$
\textbf{End For:}
\end{algorithm}

The Gibbs sampling approach has the key advantage of not modifying the weights and therefore introduces less variance on complicated problems. As discussed above we observed, in practice, that for the purpose of ABC it was not feasible to use importance sampling to choose $M$. However as we will see in the numerical experiments Gibbs sampling allows a control on the acceptance ratio.

5.5. Adaptation to the sequence of inverse temperature. [Del Moral et al. 2012] propose to choose the new window in order to match the ESS of the weights to a fix value.

For the first few steps of the algorithm we set $M = 1$. Choosing at $t$ the parameter $\lambda_{t+1}$ to consider next is a matter of solving a one dimensional equation $ESS(\lambda) = \tau N$ for a given fixed $\tau$. In addition we know that the ESS is a decreasing function of $\lambda$. Following [Jasra et al. 2011] we propose to use a bi-section search to solve the equation (see Press [2007]). In the case $M = 1$ to change the weights at each new proposed $\lambda$ implies only multiplying the log weights by $\lambda$. The run-time of the subroutine is negligible with respect to rest of the algorithm as we can store the distances of each particle to the observed value. In the case where $M > 1$ the computation might be a bit more costly. However we can keep track of the successive values of $\lambda$ and use them to predict the next. We propose using a regression in log-scale to predict the next outcome. We did not observe an important change in the successive value of the ESS when using this coarse approximation. In practice whenever we have reached the decision to increase $M$, we swap to the strategy using the regression. We will typically fix $\tau$ to be quite high ($\approx 0.9$) to ensure a slow exploration of the sequence of the posterior on what can be considered as difficult problems.

6. Numerical experiments

6.1. Experiment 1. We propose to use a variant of the experiment set in [Del Moral et al. 2012]. We use a mixture of two one dimensional Gaussian distributions. We define the model to be,

$$\pi(.|\theta) \equiv p\mathcal{N}(.; \mu_1, \sigma_1^2) + (1 - p)\mathcal{N}(.; \mu_2, \sigma_2^2),$$

to set aside any identification issues we assume the probability known ($p = 0.8$). The algorithm learns the rest of the parameters. Our first experiment studies the case where the model is correctly satisfied. The statistics are given by $S(x) = (x, x^2, x^3, 1_{x < -1}, 1_{x > 2})$. The distance is the one deduced by the Euclidean norm. The setup is the following we take $n = 90$, $\lambda = 60$. We run the algorithm with $N = 3000$ particles. As a first measure, we compare the effect of using a sampler with uniform kernel versus an exponential kernel. We compare the two in estimating the pseudo-posterior mean.
Figure 1. Boxplot for the error in parameter estimation

(a) parameter $\mu_1$

(b) parameter $\sigma_1$

Posterior mean of the parameters from both vanilla SMC (adaptive only in the exploration of the sequence). The white boxplot corresponds to the uniform kernel and the gray boxplot is given by the exponential kernel. We obtain the red line by sampling with ten times more particles. The two algorithm are run at constant computational time.

There is already a substantial computational gain in using the exponential kernel rather than the uniform. In the case of ABC this amounts to weighing the particles rather than just throwing away the particles that do not make a threshold. Intuitively at least, replacing the hard threshold by a soft one, should reduce the variance. Furthermore it seems from the experiments that exponentially weighted (EW) version could explore more quickly the sequence of posteriors. This will serve as a general justification for looking at the EW version from now on.

On the same experience we show the effect of increasing adaptively the number of samples $M$. We compare the two Sequential Monte Carlo, one with fixed $M = 1$ and one that increases gradually $M$ according to the rule that was defined in Section 5.5.

Figure 2. Acceptance ratio (multiple samples)

On the correctly specified data-set we show the evolution of the acceptance ration with the increase of the inverse temperature. The solid black line is given by the SMC-ABC with exponential kernel under with an adaptive choice of of parameter $M$ indexing the number of samples per particles. The red solid line is the corresponding value for the vanilla EW SMC-ABC. Similar behavior was observed for the case of the uniform kernel in Del Moral et al. [2012]. The targeted acceptance ratio is 10%.
Figure 3. Median and maximum MSE

(a) Median MSE
We show the MSE corresponding to the algorithms described in the previous section. The blue dotted-dash line is the original SMC-ABC algorithm. Our adaptive SMC algorithm with \( \lambda = 90 \) is given by the red dashed line. The green dotted line is the MSE obtained by using “true” samples from the false model. The solid black line is the MSE of the SMC with adaptive chosen inverse temperature. All the computations are done at constant computational cost.

(b) Maximum MSE

6.2. Experiment 2. We produce the same experiment as in the previous section, only this time the model is mis-specified. We consider for a true model a mixture of Gaussian with 3 components. In the ABC pseudo-posterior we use for \( \{\pi_0, \theta \in \Theta\} \) the model described in the previous experiment. We show the median and the maximum mean square error of the statistics that are used in the pseudo posterior. The MSE does not totally cancel even for the ABC that we develop as there still exists a small bias. However we get a relatively small value. To obtain the necessary bounds (replicating the example of Section 4) we truncate the observation to the set \([-5, 5]\) (this is equivalent to a change in the statistics). We can therefore also compare the performance of the algorithm with adaptive inverse temperature \( \lambda \).

In Figure 3 we show as a function of the sample size the decrease in MSE. The algorithms are also compared to the loss that we would obtain from using the standard Bayesian posterior for the wrong model (blue line). We see that our exponential weight and adaptive exponential weight ABC (respectively solid black and dashed red lines) perform well in this framework.

We also give as an illustration the kind of empirical bounds one can get using Section 3.2. We show in Figure 4 a bound on the Euclidean distance between the moments of the statistics considered. The \( y \)-axis is given in logarithmic scale. We see that for certain value of the inverse temperature the bound on the generalized error is actually quite low. Recall however that we can not use directly the bound for to choose \( \lambda \) as the bound is true in probability for individual values of the parameter. One could however use a union bound or the adaptive ABC described in Section 3.3. This is in fact very similar in nature.
Figure 4. Empirical bound

As an illustration we show an empirical bound obtained for our algorithm under the misspecified setting. The bound is true up to 95% probability. The bound however as explained in Section 3 is not true jointly (i.e., for the whole value of \( \lambda \) simultaneously). Here we can just observe the order of magnitude, implying that the algorithm has significantly learned from the data.

6.3. Experiment 3. In this next experiment we use the same model, still under misspecification only we propose this time to use as summary statistics the sequence of indicator functions \( (1_{x < t_i})_{i=1}^n \) for a partition \( \{t_i\} \) of the interval \([-5, 5]\). The distance is taken to be the max-norm. Figure 5 illustrates the effect of combining the indicators functions as statistics and the distance based on the max-norm. The left panel shows that the max error of the ABC algorithm is smaller, this however leads to a uni-modal model (green curve on the right panel). On the other hand the MCMC sampler estimates a model with two distinct modes. This illustrates the importance of the choice of the different components (distance and summary statistics) as they have a direct impact on the final quantity one wants to control.

7. Proofs and supporting results

7.1. Preliminary results. We start by recalling the following well known formulae

For any \( \rho \ll \pi \) and \( h \in L^1(\rho) \),

\[
\mathcal{K}(\rho, \pi[h]) = \lambda \int h d\rho + \mathcal{K}(\rho, \pi) + \log \int \exp(-h) d\pi.
\]

This implies two well known facts

(4) \[
\frac{e^{h d\pi}}{\pi(e^{h})} = \arg \min_{\mu \in \mathcal{M}_2^1(\Theta)} \left\{ \int h d\rho + \mathcal{K}(\rho, \pi) \right\},
\]

(5) \[
-\log \int \exp(-h) d\pi = \min_{\mu \in \mathcal{M}_2^1(\Theta)} \left\{ \int h d\rho + \mathcal{K}(\rho, \pi) \right\}.
\]

We will use those two equations repeatedly in what follows.

Notation specific to the section. In this section we will use the following shorthand notation for any probability measure \( \nu_1, \nu_2 \),

\[
w_d(\nu_1, \nu_2) = \int d(S(x), S(y)) \nu_1(dx) \nu_2(dy).
\]

7.2. Proof of Proposition 1. The proofs of this section follow closely the techniques used in [Catoni, 2007].
We show some results for the sequence of statistics \( (1_{x < t_i})_{i=1}^n \). On the left figure we show the difference between the statistics obtained from our sampler and the true statistics (averaged over true model). In red we show the error obtained from the ABC sampler and in blue the one obtained from an MCMC sampler. On the right panel the estimated density of the observation (blue) and the predicted data according to the MCMC sampler (red) and the ABC approximation (green).

Lemma 6. Under Assumption A1 for any \( q \in \mathcal{M}_1^\lambda \), \( \lambda \in I \), \( n \geq 1 \) and \( \epsilon > 0 \) jointly with probability at least \( 1 - \epsilon \),

\[
\omega_d(q, \mathbb{P}) \leq \omega_d(q, \delta_{Y^n}) + \frac{1}{\lambda} K(q, \pi_0 \pi) + \frac{f(\lambda, n)}{\lambda} + \frac{1}{\lambda} \log \frac{2}{\epsilon}.
\]

Proof. We start by making successive use of the equality in (4) on the first line, Markov’s inequality on the second and Assumption A1 on the third. For any \( \eta \geq 0 \)

\[
\mathbb{P}\left( \sup_{q \in \mathcal{M}_1^\lambda (\Theta \times \mathcal{X}^n)} \left\{ \lambda \phi(D_n^S - \mathbb{P} D_n^S) - K(q, \pi_0 \pi) + \eta \right\} \geq 0 \right) = \mathbb{P}\left( \log m_X \left[ e^{\lambda(D_n^S - \mathbb{P} D_n^S) + \eta} \right] \geq 0 \right) \\
\leq m_X \otimes \mathbb{P}\left[ e^{\lambda(D_n^S - \mathbb{P} D_n^S) + \eta} \right] \\
\leq e^{f(n, \lambda) + \eta}.
\]

The inequality is true for any \( \eta \) in particular choose \( \eta = -\log \frac{1}{\epsilon} - f(n, \lambda) \),

\[
\mathbb{P}\left( \sup_{q \in \mathcal{M}_1^\lambda (\Theta \times \mathcal{X}^n)} \left\{ \lambda \phi(D_n^S - \mathbb{P} D_n^S) - K(q, \pi_0 \pi) \right\} - \log \frac{1}{\epsilon} - f(n, \lambda) \geq 0 \right) \leq \epsilon.
\]

Therefore for any \( q \in \mathcal{M}_1^\lambda (\Theta \times \mathcal{X}^n) \) with probability at least \( 1 - \epsilon \),

\[
\lambda \phi(D_n^S - \mathbb{P} D_n^S) \leq K(q, \pi_0 \pi) + f(n, \lambda) + \log \frac{1}{\epsilon}.
\]
We note that owing to the symmetry of Assumption A4, we can apply the same reasoning to $-D^S_n$. Hence we get with probability at least $1 - \epsilon$,

\begin{equation}
\lambda \rho(\mathbb{P} D_n^S - D^S_n) \leq K(\rho, \pi_0 \pi) + f(n, \lambda) + \log \frac{1}{\epsilon}.
\end{equation}

We conclude the proof by applying a union bound to both equations, rearranging the terms and using the definition of $w_d$.

The proof of the empirical bound (Proposition 1) can be obtained from equation (8). Using Assumption A2 and Jensen’s inequality with probability at least $1 - \epsilon$,

\[ d(\rho(S), \mathbb{P}(S)) \leq \rho(D_n^S) \leq \rho(D_n^S) + \frac{1}{\lambda} \left( K(\rho, \pi_0 \pi) + f(n, \lambda) + \log \frac{1}{\epsilon} \right). \]

This proves the first part of proposition 1, the second part is application of equation (5) by taking the infimum of the upper bound in $\rho \in \mathcal{M}^1_\lambda$, we obtain the desired result.

7.3. Proof of Lemma 1. We start from the following lemma, a simple extension of Lemma 6.

**Lemma 7.** Under Assumption A4 for any $\lambda \in \mathcal{I}$, $n \geq 1$ and $\epsilon > 0$ we have with probability at least $1 - \epsilon$,

\[ \omega_d(\rho, \mathbb{P}) \leq \inf_{\rho \in \mathcal{M}^1_{\lambda}((\Theta \times X)^n)} \left\{ \omega_d(\rho, \mathbb{P}) + \frac{2}{\lambda} K(\rho, \pi_0 \pi) \right\} + \frac{2 f(\lambda, n)}{\lambda} + \frac{2}{\lambda} \log \frac{2}{\epsilon}. \]

**Proof.** By applying the inequalities of Lemma 6 to the case where $\rho$ is the ABC measure and noticing that by equation (4) this measure is solution of the variational problem minimizing the empirical bound we get jointly with probability at least $1 - \epsilon$,

\begin{align*}
\omega_d(\rho, \mathbb{P}) & \leq \inf_{\rho \in \mathcal{M}^1_{\lambda}((\Theta \times X)^n)} \left\{ \omega_d(\rho, \mathbb{P}) + \frac{1}{\lambda} K(\rho, \pi_0 \pi) \right\} + \frac{1}{\lambda} \log \frac{2}{\epsilon} \\
\omega_d(\rho, \mathbb{P}) & \leq \omega_d(\rho, \mathbb{P}) + \frac{1}{\lambda} K(\rho, \pi_0 \pi) + \frac{f(\lambda, n)}{\lambda} + \frac{1}{\lambda} \log \frac{2}{\epsilon}.
\end{align*}

We get the desired result by combining both equations.

The proof of Lemma 1 starts from noticing that under Assumption A2 we get from Lemma 7 by Jensen’s inequality, with probability at least $1 - \epsilon$,

\[ d(\rho(S), \mathbb{P}(S)) \leq \omega_d(\rho, \mathbb{P}) \leq \inf_{\rho \in \mathcal{M}^1_{\lambda}((\Theta \times X)^n)} \left\{ \omega_d(\rho, \mathbb{P}) + \frac{2}{\lambda} K(\rho, \pi_0 \pi) \right\} + \frac{2 f(\lambda, n)}{\lambda} + \frac{2}{\lambda} \log \frac{2}{\epsilon}. \]

Recall that the oracle parameter $\theta^*$ is defined as the minimizer of $\theta \mapsto d(\pi_\theta(S), \mathbb{P}(S))$ from definition 2. The infimum over all measures can be upper bounded by using the following parametric family,

\[ \rho_{\theta^*, \delta}(dX^n, d\theta) = \frac{\pi_\theta(dX_n)n(\theta)1_{\|\theta - \theta^*\| < \delta}}{\pi(\|\theta - \theta^*\| < \delta)}. \]

we can therefore weaken the bound, with probability at least $1 - \epsilon$,

\[ d(\rho(\lambda), \mathbb{P}) \leq \inf_{\rho \in \mathcal{M}^1_{\lambda}((\Theta \times X)^n)} \left\{ \omega_d(\rho_{\theta^*, \delta}, \mathbb{P}) + \frac{2}{\lambda} K(\rho_{\theta^*, \delta}, \pi_0 \pi) \right\} + \frac{2 f(\lambda, n)}{\lambda} + \frac{2}{\lambda} \log \frac{2}{\epsilon}. \]

Direct calculation yields that the KL divergence is expressed as,

\begin{equation}
K(\rho_{\theta^*, \delta}, \pi_0 \pi) = -\log \pi(\|\theta - \theta^*\| < \delta).
\end{equation}

It remains to deal with the term $\omega_d(\rho_{\theta^*, \delta}, \mathbb{P})$, we have from the triangle inequality,

\[ d(S(X^n), S(Y^n)) \leq d(S(X^n), \pi_\theta \ast S) + d(\pi_\theta \ast S, \mathbb{P}(S)) + d(\mathbb{P}(S), S(Y^n)). \]

We use this inequality in the definition of $w_d$,}

\[ = -\log \pi(\|\theta - \theta^*\| < \delta). \]
Under Assumption 5 we can bound the first part together and using a union bound.

\[
\omega_d(\theta, \delta, \mathbb{P}) = \int d(S(X^n), S(Y^n)) \mathbb{P}(dY^n) \frac{\pi_\theta(dX^n) \pi(\theta)}{\pi(\|\theta - \theta^*\| < \delta)}.
\]

To end the proof we use the fact that Assumption A3 implies \( \pi_\theta(dX^n) \leq \pi_\theta^*(dX^n) e^{L\|\theta - \theta^*\|} \), hence

\[
\omega_d(\theta, \delta, \mathbb{P}) \leq \pi_\theta(d(S, \pi_\theta, \mathbb{P}) e^{L\delta} + d(\pi_\theta, \mathbb{P}S) + \mathbb{P}d(\mathbb{P}S, S).
\]

Putting everything together yields the correct result.

7.4. **Proof of Theorem** We start by using Assumption A4 and the triangle inequality

\[
\mathcal{Q}_\lambda \{\|\theta - \theta^*\|\} \leq K \mathcal{Q}_\lambda \{d(\pi_\theta S, \pi_\theta S)\} \leq K \mathcal{Q}_\lambda \{d(\pi_\theta S, S)\} + K \mathcal{Q}_\lambda \{d(\pi_\theta S, \mathbb{P}S)\} + K d(\pi_\theta S, \mathbb{P}S).
\]

We concentrate on the bound for \( \rho \rho \). We apply this inequality to

\[
\mathcal{Q}_\lambda \{d(\pi_\theta S, S)\} \leq \frac{1}{\lambda} \log \pi \left( e^{\lambda D_n^S} \right) - \frac{1}{\lambda} \log \pi \left( e^{\lambda D_n^S} \right).
\]

Putting everything together yields the correct result.

Under Assumption A we can bound the first part

\[
\mathcal{Q}_\lambda \{d(\pi_\theta S, S)\} \leq \frac{\hat{f}(n, \lambda)}{\lambda} + \frac{1}{\lambda} \log \pi \left( e^{\lambda D_n^S} \right) + \frac{1}{\lambda} \log \pi \left( e^{\lambda D_n^S} \right).
\]

It remains to treat the last part, notice that we can make use of equation (7) with probability at least

\[
\frac{1}{2} - \epsilon
\]

We can now use the developments of Lemma 1 putting \( \omega_{\theta, \delta}(dX^n, d\theta) = \frac{\pi_\theta(dX^n) \pi(\theta) 1_{|\theta - \theta^*| < \delta}}{\pi(\|\theta - \theta^*\| < \delta)} \).
7.5. Proof of Lemma 2. Let $\mathcal{I} \subset \mathbb{R}_+$ be the possible range of the inverse temperature parameter. Define a prior measure $\nu$ on $(\mathcal{I}, \mathcal{B}(\mathcal{I}))$. We follow the lines of the proof of Lemma 8, only the variational procedure is now taken on measures on $(\Theta \times \mathcal{X}^n \times \mathcal{I})$.

**Lemma 8.** Under Assumption A1, for any $\mu \in \mathcal{M}_1^+ (\Theta \times \mathcal{X}^n \times \mathcal{I})$, $n \geq 1$ and $\epsilon > 0$ jointly with probability at least $1 - \epsilon$,

$$
\mu \left\{ \lambda \left( D_n^S - P D_n^S \right) \right\} \leq \mu \left( f(n, \lambda) \right) + K(\mu, \pi_{\theta} \nu) + \log \frac{2}{\epsilon}.
$$

**Proof.** Recall the starting point of the proof of Lemma 8, and use as before equations 4, 5, Markov’s inequality and Assumption A1,

$$
P \left( \sup_{\mu \in \mathcal{M}_1^+ (\Theta \times \mathcal{X}^n \times \mathcal{I})} \left\{ \mu \left( \lambda \left( D_n^S - P D_n^S \right) + \eta(\lambda) \right) - K(\mu, \pi_{\theta} \nu) \right\} \geq 0 \right) = \mathbb{P} \left( \log \nu \otimes m_X \left[ e^{\lambda \left( D_n^S - P D_n^S \right) + \eta(\lambda) - K(\mu, \pi_{\theta} \nu)} \right] \geq 0 \right)
$$

$$
\leq \mathbb{P} \left( \log \nu \otimes m_X \left[ e^{\lambda \left( D_n^S - P D_n^S \right) \eta(\lambda) \nu} \right] \leq \nu \left[ e^{f(n, \lambda) + \eta(\lambda)} \right] \right),
$$

by choosing $\eta(\lambda) = -\log \frac{1}{\epsilon} - f(n, \lambda)$ we get,

$$
P \left( \sup_{\mu \in \mathcal{M}_1^+ (\Theta \times \mathcal{X}^n \times \mathcal{I})} \left\{ \mu \left( \lambda \left( D_n^S - P D_n^S \right) - f(n, \lambda) \right) - K(\mu, \pi_{\theta} \nu) \right\} \geq 0 \right) \leq \epsilon.
$$

Hence for any $\mu \in \mathcal{M}_1^+ (\Theta \times \mathcal{X}^n \times \mathcal{I})$ with probability at least $1 - \epsilon$,

$$
\mu \left\{ \lambda \left( D_n^S - P D_n^S \right) \right\} \leq \mu \left( f(n, \lambda) \right) + K(\mu, \pi_{\theta} \nu) + \log \frac{1}{\epsilon}.
$$

By symmetry we get for any $\mu \in \mathcal{M}_1^+ (\Theta \times \mathcal{X}^n \times \mathcal{I})$ with probability at least $1 - \epsilon$,

$$
\mu \left\{ \lambda \left( D_n^S - P D_n^S \right) \right\} \leq \mu \left( f(n, \lambda) \right) + K(\mu, \pi_{\theta} \nu) + \log \frac{1}{\epsilon}.
$$

We conclude using a union bound. \( \square \)

In what follows we will restrict ourselves on a specific kind of factorizable measures that allow us to further perform calculations. We let $\rho = \rho \otimes \xi \in \mathcal{M}_1^+ (\Theta \times \mathcal{X}^n) \times \mathcal{M}_1^+ (\mathcal{I}) \subset \mathcal{M}_1^+ (\Theta \times \mathcal{X}^n \times \mathcal{I})$, and deduce from Lemma 8 the following result,

**Lemma 9.** Under Assumption A1, for any $\rho \in \mathcal{M}_1^+ (\Theta \times \mathcal{X}^n)$, $\xi \in \mathcal{M}_1^+ (\mathcal{I})$, $n \geq 1$ and $\epsilon > 0$ jointly with probability at least $1 - \epsilon$,

$$
\rho_{\xi(\lambda)} \left[ PD_n^S \right] \leq \inf_{\xi \in \mathcal{P}} \left\{ \inf_{\rho \in \mathcal{M}_1^+ (\Theta \times \mathcal{X}^n)} \left\{ \rho \left( PD_n^S \right) + \frac{2}{\xi(\lambda)} K(\rho, \pi_{\theta} \nu) \right\} + \frac{2}{\xi(\lambda)} \left( \xi \left( f(n, \lambda) \right) + K(\xi, \nu) + \log \frac{2}{\epsilon} \right) \right\},
$$

**Proof.** We get by directly restraining the results of Lemma 8 to the factorizable measure jointly with probability at least $1 - \epsilon$,

$$
\xi(\lambda) \left( \rho \left( PD_n^S \right) \right) \leq \xi \left( f(n, \lambda) \right) + K(\rho, \pi_{\theta} \nu) + \log \frac{2}{\epsilon}.
$$

We rewrite the first part of the equation for any $\rho \in \mathcal{M}_1^+ (\Theta \times \mathcal{X}^n)$, $\xi \in \mathcal{M}_1^+ (\mathcal{I})$,

$$
\rho \left( PD_n^S \right) \leq \rho \left( D_n^S \right) + \frac{1}{\xi(\lambda)} \left( \xi \left( f(n, \lambda) \right) + K(\rho, \pi_{\theta} \nu) + \log \frac{2}{\epsilon} \right).
$$

One can take the best bound amongst possible measures,
\[
\rho_{\xi(\lambda)} \left[ PD_n^S \right] \leq \inf_{\xi \in \mathcal{M}_1^+(\mathcal{X})} \left\{ \inf_{\rho \in \mathcal{M}_1^+(\Theta \times X^n)} \left\{ \rho \left( D_n^S \right) + \frac{1}{\xi(\lambda)} \mathcal{K}(\rho, \pi_0 \pi) \right\} + \frac{1}{\xi(\lambda)} \left( \xi \left[ f(n, \lambda) \right] + \mathcal{K}(\xi, \nu) + \log \frac{2}{\epsilon} \right) \right\}.
\]

Note that the two infimum are computed sequentially, starting with \( \rho \), leading to a problem that can be computed for fixed \( \xi \). Then the infimum in \( \xi \).

The infimum over \( \rho \) is achieved in the exponential weight measure with inverse temperature \( \xi(\lambda) \) at \(- \log Z_{\xi(\lambda)}\) by equations \( \xi(\lambda) \) and \( \mathcal{K}(\xi, \nu) + \log \frac{2}{\epsilon} \). By restricting the minimization to a specific class of probabilities \( \mathcal{F} \) we therefore get the algorithm described in definition \( \xi(\lambda) \) and we plug-in the second part of lemma \( \xi(\lambda) \) we get the result.

As for the proof of lemma \( \xi(\lambda) \) we use Assumption \( \xi(\lambda) \) and Jensen’s inequality to get with probability at least \( 1 - \epsilon \),

\[
d(\rho_{\xi(\lambda)} S, \mathbb{P} S) \leq \rho_{\xi(\lambda)} \left[ PD_n^S \right] \leq \inf_{\xi \in \mathcal{F}} \left\{ \inf_{\rho \in \mathcal{M}_1^+(\Theta \times X^n)} \left\{ \rho \left( PD_n^S \right) + \frac{2}{\xi(\lambda)} \mathcal{K}(\rho, \pi_0 \pi) \right\} + \frac{2}{\xi(\lambda)} \left( \xi \left[ f(n, \lambda) \right] + \mathcal{K}(\xi, \nu) + \log \frac{2}{\epsilon} \right) \right\}.
\]

Again we put

\[
\varrho_{\theta^*, \delta}(dX^n, d\theta) = \frac{\pi_\theta(dX^n)\pi(d\theta)1_{|\theta - \theta^*| < \delta}}{\pi(||\theta - \theta^*|| < \delta)}.
\]

The rest of the proof goes along the line of the end of the proof of \( \xi(\lambda) \)

7.6. **Proof of Section \( \xi(\lambda) \)**

7.6.1. **Proof of Lemma \( \xi(\lambda) \)** To prove the result we will start be defining a vector of observations with the \( i \)-th component replaced by \( Y' \), i.e. \( Y^{n'} = (Y_1, \cdots, Y_{i-1}, Y', Y_i, \cdots, Y_n) \). For this new sample we have by the triangle inequality

\[
|d \left( S \left( Y^n \right), S \left( X^n \right) \right) - d \left( S \left( Y^{n'} \right), S \left( X^n \right) \right) | \leq d \left( S \left( Y^{n'} \right), S \left( Y^n \right) \right).
\]

By the definition of \( Y^{n'} \) and \( d \) the term on the right hand-side is 

\[
d \left( S \left( Y^{n'} \right), S \left( Y^n \right) \right) = \frac{1}{n} \| H(Y_i) - H(Y') \|_p \leq \frac{2m_2}{n} \lambda K.
\]

By the bounded difference inequality theorem 6.2 \( \xi(\lambda) \) and \( \xi(\lambda) \) we get the desired result.

7.6.2. **Proof of Theorem \( \xi(\lambda) \)** We can apply the lemma \( \xi(\lambda) \) to the framework of this section then with probability at least \( 1 - \epsilon \),

\[
d(g_{\lambda}^{ABC}(S), \mathbb{P}(H)) \leq \inf_{\theta \in \Theta} d(\pi_\theta(H), \mathbb{P}(H)) + \pi_{\theta^*} \{ d(S, \pi_{\theta^*} S) \} e^{\delta^L} + \mathbb{P} \{ d(S, \mathbb{P} S) \}
\]

\[
+ \frac{2\lambda K^2 m_2^2}{n} - \frac{2}{\lambda} \log \pi (||\theta - \theta^*|| < \delta) + \frac{2}{\lambda} \log \frac{2}{\epsilon}.
\]
We need to control \( P \{ d(S, \mathbb{P}S) \} \) and \( \pi_\theta \{ d(S, \pi_\theta S) \} \), we use Jensen for the first inequality, on the third line we use Nemirovki’s inequality (see Boucheron et al. [2013] p. 335),

\[
\mathbb{P} \{ d(S, \mathbb{P}S) \} = \mathbb{P} \left\{ \frac{1}{n} \sum_{i=1}^{n} H(Y_i) - \mathbb{P}H \right\}
\leq \left[ \frac{1}{n^2} \mathbb{P} \left\{ \sum_{i=1}^{n} H(Y_i) - \mathbb{P}H \right\}^2 \right]
\leq \left[ \frac{K(p, m)}{n^2} \sum_{i=1}^{n} \mathbb{P} \left\{ \| H(Y_i) - \mathbb{P}H \|_p^2 \right\} \right],
\]

where \( K(p, m) = \min(m, p - 1, 2e \log d) \). Using the i.i.d. hypothesis and the definition of \( C \) we get,

\[
\mathbb{P} \{ d(S, \mathbb{P}S) \} \leq \sqrt{\frac{K(p, m)}{n}} \mathbb{P} \left\{ \| H(Y_i) - \mathbb{P}H \|_p^2 \right\}
\leq \sqrt{\frac{K(p, m)m^{\frac{d}{2}}}{n}} \max_{j < m} m^{\frac{d}{2}} \mathbb{P} \left\{ (h_j - \mathbb{P}h_j)^2 \right\}
\leq Cm^{\frac{d}{2} + 1\sqrt{n}}
\]

We get a similar bound for \( \pi_\theta \), \( \pi_\theta \{ d(S, \pi_\theta S) \} \leq Cm^{\frac{d}{2} + 1\sqrt{n}} 

### 7.6.3. Proof of Corollary 1

We start by lower bounding the small probability,

\[
\log \pi \left( \{ \| \theta - \theta^* \|_2 < \delta \} \right) = \log \pi \left( \left\{ \theta : \sum_{i=1}^{d} (\theta_i - \theta_i^*)^2 \leq \delta^2 \right\} \right)
\geq d \min_i \log \pi \left( \left\{ \theta : (\theta - \theta_i^*)^2 \leq \frac{\delta^2}{d} \right\} \right)
\geq d \min_i \log \left( \frac{\delta^2}{d} \right)^{\frac{d}{2(\sqrt{\theta} - \sqrt{\theta_i^*})}} \Phi_1(dx; 0, 1)
\geq d \min_i \log \left( \frac{\delta^2}{2\sqrt{2\pi \vartheta d}} \exp \left( -\frac{1}{2} \left( \frac{\theta_i^*}{\sqrt{\vartheta}} + \frac{\delta}{\sqrt{\vartheta}} \right)^2 \right) \right)
= d \log \left( \frac{\delta^2}{2\sqrt{2\pi \vartheta d}} \exp \left( -\frac{1}{2} \left( \frac{\theta_i^*}{\sqrt{\vartheta}} + \frac{\delta}{\sqrt{\vartheta}} \right)^2 \right) \right)
\geq d \log \left( \frac{\delta^2}{2\sqrt{2\pi \vartheta d}} \exp \left( -\frac{1}{\vartheta - \frac{\delta^2}{\vartheta}} \right) \right)
\]

The bound can therefore be written,

\[
\| \theta^*_{ABC}(H) - \mathbb{P}(H) \|_p \leq \inf_{\theta \in \Theta} \| \pi_\theta (H) - \mathbb{P}(H) \|_p + \frac{Cm^{\frac{d}{2} + 1\sqrt{n}}}{\sqrt{n}} e^{L\delta^2} + \frac{2 \lambda K^2 m^{\frac{d}{2}}}{n} + \frac{2d}{\lambda} \left( \log \frac{2\sqrt{2\pi \vartheta d}}{\delta} + \frac{1}{\vartheta} + \frac{\delta^2}{\vartheta d} \right) + \frac{2}{\lambda} \log \frac{2}{\epsilon}.
\]

We get the result by plugging \( \lambda = \sqrt{\frac{dn}{K^2 m^{\frac{d}{2}}}} \) and \( \delta = \sqrt{\frac{2}{n}} \).
7.6.4. Proof of Corollary 2

We start by the result of Theorem 3

\[ \|a_{t, \xi}(H) - P_H \|_p \leq \inf_{\delta \in \Theta} \| \pi_\theta(S) - P(S) \|_p + \frac{2Cm^{\frac{1}{2}}}{\sqrt{n}} e^{L \delta^*} \]

\[ + \inf_{\xi \in \mathcal{F}} \left\{ \frac{1}{\xi(\lambda)} \left[ 2\xi(\lambda^2) \frac{K^2m^{\frac{2}{2}}}{n} - 2 \log \pi (\| \theta - \theta^* \| < \delta) \right] + 2K(\xi, \nu) + 2 \log \frac{2}{\epsilon} \right\}, \]

we need to compute the Kullback-Leibler term and the first and second order moments under an exponential distribution. We have,

\[ K(\xi, \nu) = \frac{\beta}{\alpha} + \frac{\alpha - \beta}{\beta}, \]

\[ \xi(\lambda) = \frac{1}{\beta}, \]

\[ \xi(\lambda^2) = \frac{2}{\beta^2}. \]

We plug those results in the above equation,

\[ \|a_{t, \xi}(H) - P_H \|_p \leq \inf_{\delta \in \Theta} \| \pi_\theta(S) - P(S) \|_p + 2Cm^{\frac{1}{2} + 1} \frac{1}{\sqrt{n}} e^{L \delta^*} \]

\[ + \inf_{\beta \in \mathbb{R}_+} \left\{ \beta \left( \frac{4K^2m^{\frac{2}{2}}}{\beta^2} \frac{1}{n} - 2 \log \pi (\| \theta - \theta^* \| < \delta) \right) + 2 \log \frac{\beta}{\alpha} + 2 \log \frac{\alpha - \beta}{\beta} + 2 \log \frac{2}{\epsilon} \right\}. \]

Using the same bound as in corollary 1 for the small ball under the prior we get,

\[ \|a_{t, \xi}(H) - P_H \|_p \leq \inf_{\delta \in \Theta} \| \pi_\theta(S) - P(S) \|_p + 2Cm^{\frac{1}{2} + 1} \frac{1}{\sqrt{n}} e^{L \delta^*} \]

\[ + \inf_{\beta \in \mathbb{R}_+} \left\{ \frac{4K^2m^{\frac{2}{2}}}{\beta^2} \frac{1}{n} + 2d\beta \left( \log \frac{2\sqrt{2\pi d \beta}}{\delta} + \frac{1}{\beta} + \frac{\delta^2}{\beta d} \right) + 2 \log \frac{\beta}{\alpha} + 2 (\alpha - \beta) + 2 \log \frac{2}{\epsilon} \right\}. \]

Using the fact that \( \alpha < \beta \) otherwise the Kullback-Leibler does not exist, and putting \( \beta = \sqrt{\frac{K^2m^{\frac{2}{2}}}{n\alpha}} \),

we get

\[ \|a_{t, \xi}(H) - P_H \|_p \leq \inf_{\delta \in \Theta} \| \pi_\theta(S) - P(S) \|_p + 2Cm^{\frac{1}{2} + 1} \frac{1}{\sqrt{n}} e^{L \delta^*} + 4Km^{\frac{1}{2}} \frac{d}{n} + 2Km^{\frac{1}{2}} \frac{d}{n} \left( \log \frac{2\sqrt{2\pi d}}{\delta} + \frac{1}{\beta} + \frac{\delta^2}{\beta d} \right) \]

\[ + \frac{Km^{\frac{1}{2}}}{\sqrt{nd}} \log \left( \frac{K^2m^{\frac{2}{2}}}{nd\alpha} \right) + 2 \frac{Km^{\frac{1}{2}}}{\sqrt{nd}} \log \frac{2}{\epsilon}. \]

Put \( \delta = \sqrt{\frac{\theta}{n}} \) to get the result.

7.6.5. Proof of Lemma 3

As for the proof of lemma 3 define a sample \( Y^{',n} = (Y_1', \ldots, Y_i', \ldots Y_n') \) where the \( i \)-th sample has been replaced by \( Y' \) with the same distribution. By the triangular inequality,

\[ |d(S(X^n), S(Y^{',n})) - d(S(X^n), S(Y^{',n'}))| \leq d(S(Y^n), S(Y^{',n'})), \]

hence in this case \( d(S(Y^n), S(Y^{',n})) = \sqrt{\frac{d}{n}}(Y_i - Y'_i) \leq \sqrt{\frac{2d}{n}} \). Hence by applying the bounded difference inequality [Boucheron et al. 2013] we get the result.
We get a similar bound for $f^*$ in the support,

$$- \log \pi (\|f - f^*\| < \delta) \leq \inf_{h \in \mathbb{H}: \|h - f^*\| < \frac{c}{2}} \frac{1}{4} \|h\|^2 - \log \pi (\|f\| < \frac{\delta}{2}),$$

where $(\mathbb{H}, \|\cdot\|)$ is the reproducing kernel Hilbert space of the Gaussian variable $f$. van der Vaart et al. [2007] give a bound for the two quantities in the right-hand side, in the case where the Gaussian process has a spectral measure with exponentially decreasing tails and $f^* \in \mathcal{H}^2([0,1])$. The condition on the spectral measure is satisfied in particular for the centered Gaussian process with Gaussian kernel. Suppose that the Gaussian process is re scaled with parameter $c \leq 1$ then by Theorem 2.4 van der Vaart et al. [2007] there exists $\delta_0 > 0$ and a constant $K$ such that for any $\delta \in (0, \delta_0)$ the centered small ball probability satisfies,

$$- \log \pi (\|f\| < 2\delta) \leq \frac{K}{c} \left( \log \frac{1}{cD^2} \right)^2.$$

Lemma 2.2 of the same paper gives a bound for the second part of the concentration function, under the assumption on $\pi$ and $f^*$ there exist constants $D_{f^*}$ and $C_{f^*}$ depending only on $f^*$ such that

$$\inf_{h \in \mathbb{H}: \|h - f^*\| < C_{f^*}, c^3} \frac{1}{4} \|h\|^2 \leq D_{f^*} \left( \frac{1}{c} \right).$$

Choosing $c$ such that $c^3 \leq \delta$, we get the result by combining the two bounds.

7.6.7. Proof of Theorem [4]. We start with Lemma [1] applied to the framework of this section, with probability at least $1 - \epsilon$,

$$d(\psi^{ABC}_\theta(S), \mathbb{P}(H)) \leq \inf_{\delta \in \Theta} d(\psi_\theta(H), \mathbb{P}(H)) + \pi_{\psi^*} \{d(S, \pi_{\theta^*}S)\} e^{\lambda\delta^2} + \mathbb{P} \{d(S, \mathbb{P}S)\}$$

$$+ \frac{\lambda K}{n} - \frac{2}{\lambda} \log \pi (\|\theta - \theta^*\| < \delta) + \frac{2}{\lambda} \log \frac{2}{\epsilon}.$$

We start as before to bound $\pi_{\psi^*} \{d(S, \pi_{\theta^*}S)\}$ and $\mathbb{P} \{d(S, \mathbb{P}S)\},$

$$\pi_{\psi^*} \{d(S, \pi_{\theta^*}S)\} = \pi_{\theta^*} \left\{ \frac{1}{n^2} \sum_{i=1}^{n} [X_i - \pi_{\theta^*}(X_i)]^2 \right\}$$

$$\leq \sqrt{\pi_{\theta^*} \left\{ \frac{1}{n^2} \sum_{i=1}^{n} [X_i - \pi_{\theta^*}(X_i)]^2 \right\}}$$

$$\leq \frac{1}{\sqrt{n}} \sup_{\pi_{\theta^*}} \sqrt{\pi_{\theta^*} \left\{ (X_i - \pi_{\theta^*}(X_i))^2 \right\}}.$$

We get a similar bound for $\mathbb{P} \{d(S, \mathbb{P}S)\}$, hence

$$d(\psi^{ABC}_\theta(S), \mathbb{P}(H)) \leq \inf_{\delta \in \Theta} d(\psi_\theta(H), \mathbb{P}(H)) + \frac{1}{\sqrt{n}} C + \frac{\lambda K}{n}$$

$$- \frac{2}{\lambda} \log \pi (\|\theta - \theta^*\| < \delta) + \frac{2}{\lambda} \log \frac{2}{\epsilon}.$$
From lemma 5 we get an estimate of the prior concentration, we get that for $\delta_n \geq c_n^2$,

$$d(\varphi^ABC(\delta_n), \mathbb{P}(H)) \leq \inf_{\delta \in \Theta} d(\varphi_0(H), \mathbb{P}(H)) + \frac{1}{\sqrt{n}} C e^{L\delta_n} + \frac{\lambda K}{n}$$

$$+ \frac{2}{\lambda} \left[ D_0 \left( \frac{1}{c_n} \right) + C_0 \frac{1}{c_n} \left( \log \frac{1}{c_n \delta_n} \right)^2 \right] + \frac{2}{\lambda} \log \frac{2}{\epsilon}.$$ 

Now we put $\delta_n = \left( \frac{\log^2 n}{n} \right)^{\frac{1}{\beta + 1}}$, $c_n = \left( \frac{\log^2 n}{n} \right)^{\frac{1}{\beta + 1}}$ and $\lambda_n = n^{\frac{2}{\beta + 1}} (\log n)^{\frac{1}{\beta + 1}}$ to get the result for $n$ sufficiently large as to ensure $\delta_n < \delta$.

8. Summary

We have explored convergence results for the ABC algorithm in the specific case of the exponential kernel. This kernel is introduced for technical reasons, in particular because it is the solution of a variational problem. The results in the paper suggest that ABC can be used in a mispecified scenario (i.e. $\mathbb{P} \neq \{\pi_0, \theta \in \Theta\}$ in the notations of the paper), at the cost of choosing a larger window in the kernel. In particular it is instructive to note that we do not want this parameter to go to zero too fast even if it was possible computationally. We obtain oracle inequalities for the expected statistics under the ABC distribution. We show that they can be extended in some cases to oracle inequalities in the parameter space. The results rely mostly on the exponential concentration of the distance and some regularity of the model around the oracle parameter. One could remove the need for concentration inequalities on this problem by using the techniques introduced in Grünwald and Mehta [2016], Mendelson [2014], Alquier and Ridgway [2017], Bhattacharya et al. [2017], we leave this for a future study. A nice aspect of the result is that they are given for finite sample sizes and in deviation.

We also showed that we can obtain empirical bounds and adaptive oracle inequalities in the bandwidth. The proposed bounds can be used to gain intuition on the distance to choose and the size of the summary statistics for a given problem.

Finally we suggest some methodological improvement to the previously known SMC-ABC of Del Moral et al. [2012], allowing for further adaptation. We would like to stress at this point that, although we believe that SMC can perform well on this kind of problems, it is by no means the only approach to sample from the pseudo distribution.
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Appendix A. Implementation Details

We describe some building blocks of the algorithms of Section 5.

Algorithm 5 Systematic resampling

Input:: Normalised weights $W^j_t := w_t(\theta^j_{t-1})/\sum_{i=1}^N w_t(\theta^i_{t-1})$.
Output:: indices $A^i_t \in \{1, \ldots, N\}$, for $i = 1, \ldots, N$.

a.: Sample $U \sim \text{Uniform}[0,1]$.
b.: Compute cumulative weights as
c.: Set $s \leftarrow U$, $m \leftarrow 1$.
d.: For $n = 1 : N$
    : While $C^m < s$ do $m \leftarrow m + 1$.
    : $A^n \leftarrow m$, and $s \leftarrow s + 1$.
    : End For