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Abstract

In this paper, we investigate the relationship among capital, risk and efficiency in Eurozone and the U.S. banking institutions. We also assess the determinants of bank capital, risk and efficiency providing evidence of how the interrelationship and the managerial behaviors vary per type of bank (retail, commercial and investment banks). Concerning the methodology, we employ the input-oriented CCR model of data envelopment analysis developed by Charnes, Cooper, and Rhodes (1978) to estimate efficiency. We also apply the Z-score to calculate bank risk and the ratio of the value of total equity to total assets as an indicator of bank capital. Moreover, the relationship among capital, risk and efficiency of banking institutions is investigated by employing the three-stage least squares (3SLS) model, developed by Zellner and Theil (1962). Our main findings indicate that risk and capital are positively linked in the U.S. and Eurozone banks. The findings also suggest that efficiency has a negative and significant effect on bank risk in the majority of the banks of our sample. Additionally, we may conclude that the impact of risk and capital on efficiency levels is sensitive to the type of bank. As regards the effect of the variable efficiency on capital, the results are negative for all the banks in our sample.
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1. INTRODUCTION

Multiple studies have focused on the interrelationship between risk and efficiency (Williams, 2004; Nguyen & Nghiem, 2015), between capital and risk (Anginer & Demirguc-Kunt, 2014; Tan & Floros, 2013) and between efficiency and capital (Bitar, Pukthuanthong, & Walker, 2018; Le, 2018). However, the existing literature remains inconclusive, which has resulted in a new wave of studies, the study of capital, risk and efficiency of banking institutions as one system. Interestingly, the number of studies investigating this interrelationship is limited (Deelchand & Padgett, 2009; Bashir & Hassan, 2017), while the studies examining this field for Eurozone and the U.S. banking are even more restricted (Fiordelisi, Marques-Ibanez, & Molyneux, 2011b; Ding & Sickles, 2019). Thus, the interrelationship among capital, risk and efficiency of banking institutions is unresolved, as the results concerning the sign of the relationship as well as the direction of causality are conflicting.
Concerning Eurozone and the U.S. banking systems, the recent financial crisis has affected both, with more bank failures occurring in the U.S. However, the speed of recovery of Eurozone banking institutions is considerably lower than that of the U.S. (McLannahan & Arnold, 2017; Ackermann, 2019). This outcome could be attributed to the different characteristics of the economies, the banking systems and the monetary policies of the Eurozone and the United States.\(^1\) Therefore, the financial crisis has indicated how differently banking systems may behave after financial shocks. The different speed of recovery between the two reported country unions is the reason for this selection, as it helps us to investigate how differently interrelationships among capital, risk and efficiency develop over the post-crisis period. To the extent of our knowledge, the only study that compares the results of the abovementioned relationship for the U.S. and European banks is that of Altunbas, Carbo, Gardener, and Molyneux (2007), which employs pre-crisis data while no recent study compares the results between the Eurozone and the U.S. banking systems by employing post-crisis data.

The remainder of this paper is organized as follows: Section 2 reviews the existing literature regarding the links among risk, capital and efficiency of banking institutions; Section 3 presents our hypotheses and Section 4 the research methodology; Section 5 describes the data employed in the study; Section 6 describes our empirical results while Section 7 summarizes the findings and presents the conclusions.

2. LITERATURE REVIEW

The interrelationship among capital, risk and efficiency in the banking industry is an issue of significant importance because of the essential role of the banking institutions in the economy. Thus, a great number of academic surveys have focused over the years on the theoretical and the empirical study of the determinants of risk, capital and efficiency and on the examination of the relationships linking those three variables. However, the existing literature yields conflicting results (Fiordelisi et al., 2011b; Tan & Floros, 2013; Nguyen & Nghiem, 2015; Le, 2018).

The inconsistencies among the results of the literature concerning the relationship between capital, risk and efficiency have led to the simultaneous examination of those three variables as one system. Hughes, Lang, Mester, & Moon (1996) is the first to introduce the theoretical argument of the importance of efficiency in the determination of the relationship between risk and capital. Following that study, Kwan and Eisenbeis (1997) were the first to conduct empirical research on the interrelationship between capital, risk and efficiency by employing a simultaneous equation framework. The sample of their study is the U.S. banks between 1986 and 1995 and the results indicate that a positive relationship between capital and efficiency and an adverse relationship between efficiency and risk exists. Since then, several authors have focused on the aforementioned relationship but it remains unresolved.

For instance, Tan and Floros (2013), Mosko and Bozdo (2016), Le (2018) employ the three-stage least

\(^1\) For instance: 1) different monetary policies between European Central Bank (negative interest rates) and Federal Reserve (interest rates positive or close to zero); 2) different levels of post-crisis regulatory flexibility, the U.S. regulatory framework is more flexible than Eurozone’s (Lakhani, Reid, & Templeman, 2019); 3) the after-crisis restructure of the Eurozone banking system was significantly lower than that of the U.S. (Jenkins, 2015); 4) large stock of non-performing loans, almost double than that of the U.S. (Binham & Noonan, 2015).
squares technique to examine the relationship among capital, risk and efficiency. More specifically, Tan and Floros (2013) assess a sample that consists of Chinese commercial banks and the reported period is 2003-2009. Their results suggest that risk and efficiency are positively and significantly related, whilst the relationship between bank risk and capital is negative and statistically significant. Mosko and Bozdo (2016) examined the relationship between efficiency, capital and risk in the Albanian banking system from 2002 until 2014. The method applied is the three-stage least squares and their results demonstrate that the relationship between risk and capital is positive and the level of efficiency determines both variables. In a recent study, Le (2018) assesses the relationship among risk, capital and efficiency in Vietnamese banking over the period 2007-2011. The results imply that there is an adverse relationship between risk and capital and a direct association between risk and efficiency. The findings additionally suggest that banking institutions with lower risk and higher efficiency have higher capital.

In this context, Deelchand and Padgett (2009) focus on cooperative banks in Japan and examine the relationship among capital, risk and cost efficiency during 2003-2006 by employing the two-stage least squares method. The results indicate that there is an adverse relationship between capital and risk and that inefficient banks tend to attain more capital and higher risk. Moreover, Bashir and Hassan (2017) employ the generalized method of moments (GMM) technique to assess the relationship among risk, capital and efficiency during the period 1997-2015 and the findings present differences depending on the Basel Accord of each period. More specifically, Basel II Accord was more effective in decreasing the levels of bank risk than the previous accord, Basel I. Additionally, the impact of higher capital ratios on risk and efficiency is examined by Bittar et al. (2018). The researchers use data for 1992 banks from 39 countries over the period 1999-2013 and their results show that higher capital ratios are negatively related to bank risk and positively related to efficiency.

Concerning the studies focusing on the European, the Eurozone and the U.S. banking institutions, the results are contradictory. It is also rather surprising that the number of those studies is very limited. For instance, Altunbas et al. (2007) investigate the relationship among capital, efficiency and risk for European banks over the period 1992-2000. Their results indicate that inefficient banks tend to have more capital and lower risk levels. Furthermore, their findings show that there is a positive association between risk and capital. They separately tested how the aforementioned relationships are developed by the banking sector and their results suggest that savings and commercial banks do not present great diversification, while co-operative banks’ capital responded differently to risk changes.

The causality among risk, capital and efficiency is also assessed by Fiordelisi et al. (2011b) where the researchers employ the Granger-causality methodology in a panel data framework to investigate a sample of European commercial banks between 1995-2007. Their results show that a decrease in bank efficiency may lead to higher risk and a decrease in capital precedes to lower cost efficiency. Fiordelisi, Girardone, and Radic (2011a) assess the relationships among risk, efficiency, capital and competition in the U.S. investment banks during the period 2000-2008. The findings indicate that an increase in efficiency results in an increase in risk levels, an increase in risk temporally forgoes an increase in capital and lower capital leads to higher risk levels.

In a more recent study, Ding and Sickles (2019) investigate the impact of capital regulations on capital, risk and efficiency in the U.S. market between 2001 and 2016 by employing fixed effects, GMM fixed effects and spatial effects models. The results show that stricter capital requirements lead to lower risk-weighted assets, to more non-performing loans and to changes in managerial practices.

However, it is rather surprising that there is only one study which investigates this relationship for European and the U.S. banking institutions, and the comparison is not with post-crisis data. Williams (2004) assesses the relationships between efficiency, capital and loan loss provisions on European savings banks during the period 1990-1998 and performs a robustness test for the U.S. banks. The findings suggest that there is a direct relationship between inefficiency and non-performing loans and that the managerial behavior problems of European banks are inconsistent with those of the U.S. banks.

Concerning the bank type, there is only limited empirical evidence suggesting that different types of banks present different results in the estimation of the relationship among capital, risk and efficiency. For instance, Altunbas et al. (2007) test separately commercial, savings and co-operative banks and finds consistency between commercial and savings banks, while the results for co-operative banks have major differences.

Overall, the majority of studies supported that there is a link connecting capital, risk and efficiency (Le, 2018; Kwan & Eisenbeis, 1997; Berger & DeYoung, 1997). However, the existing literature concerning these issues remains inconclusive as it yields conflicting results. The differences on the results are mainly focused on the direction of causality as well as the temporal order.

3. HYPOTHESES DEVELOPMENT

In order to clarify these relationships, and before introducing our empirical model, we examine the validity of a set of managerial hypotheses about the expected relationships, following a great number of academic surveys, for instance: Berger and DeYoung (1997), Williams (2004), Fiordelisi et al. (2011b), Fiordelisi and Mare (2014), etc.

3.1. Capital & risk

Null hypothesis H1.0: “Regulatory Hypothesis”

The first hypothesis is based on the Regulatory Hypothesis. It indicates that there is a positive relationship between risk and capital (Altunbas et al., 2007; Bashir & Hassan, 2017). More specifically, according to this hypothesis banks are required by the regulators to increase the amount of
bank capital when the undertaken bank risk increases in order to counter the risk of default.

**Alternative hypothesis H1.1: "Moral Hazard Hypothesis"**

The second hypothesis is the alternative to the regulatory hypothesis; it states that capital has a negative impact on risk (and vice versa) and it is studied as the Moral Hazard Hypothesis (Berger & DeYoung, 1997; Williams, 2004; Anginer & Demirgüç-Kunt, 2014). According to this hypothesis, the managers of poorly capitalized banks have moral hazard incentives to take on increased portfolio risks as those banks face more risks as a result of lower capital adequacy.

**3.2. Risk & efficiency**

**Null hypothesis H2.0: "Bad Management Hypothesis"**

The third hypothesis examined is the Bad Management Hypothesis (Berger & DeYoung, 1997; Williams, 2004). Under this hypothesis, we assume that there is an inverse relationship between risk and efficiency since a decrease in efficiency could provide motivation to the managers to increase the risk levels of the bank and offset the low efficiency levels. Moreover, badly managed banks suffer from higher costs, credit and operational problems and lower efficiency as a result of the inefficient controlling of the operating expenses and of the risk monitoring.

**Alternative hypothesis H2.1: "Bad Luck Hypothesis"**

Another hypothesis that advocates the negative relationship between risk and capital is the Bad Luck Hypothesis, developed by Berger and DeYoung (1997). According to this hypothesis an exogenous event (for instance financial shocks) which cannot be controlled by the bank manager, may cause an increase in risk. For example, an increase in the non-performing loans of the banks. In this case, the costs of monitoring and managing the problematic loans, the bank provisions and the managerial efforts may increase, so the efficiency is reduced. Therefore, an increase in risk results in a decrease in the levels of efficiency (Tan & Floros, 2013; Williams, 2004; Le, 2018).

Although both the Bad Luck and the Bad Management hypotheses suggest that there is a negative association between risk and efficiency, they follow the opposite causality order. As stated in the bad luck hypothesis, the increase in risk occurs before the decrease in the levels of efficiency. According to the bad management hypothesis, the decrease in efficiency comes first.

**Alternative hypothesis H2.2: “Cost Skimming Hypothesis”**

The fifth hypothesis is the Cost Skimming Hypothesis, which is the alternative hypothesis to the Bad Management Hypothesis. In this hypothesis risk and efficiency are assumed to be positively correlated.

Under this hypothesis, banks that do not spend resources on risk monitoring and especially credit risk monitoring (monitoring of non-performing loans as well as of loans) appear to be more efficient in the short term. On the contrary, they take on higher risk in the medium and long term as this managerial behavior affects the quality of future loans (Altunbas et al., 2007; Bashir & Hassan, 2017; Williams, 2004; Nguyen & Nghiem, 2015).

**3.3. Efficiency & capital**

**Null hypothesis H3.0: “There is a Positive Relationship Between Efficiency and Capital”**

The sixth hypothesis of our analysis states that capital affects efficiency positively. According to this hypothesis, the higher capital is, the higher the incentives of shareholders are to carefully monitor the managerial behavior and investment decisions, and thus bank efficiency would be expected to increase (Chortareas, Girardone, & Ventouri, 2011).

**Alternative hypothesis H3.1: “Shareholders-Managers Hypothesis”**

Last but not least, Shareholders-Managers Hypothesis suggests that the relationship between efficiency and capital is negative due to the moral hazard incentives of the bank managers.

**4. RESEARCH METHODOLOGY**

For the purposes of our survey, we employ a four-step approach. At first, the efficiency of our banking institutions is measured by applying the input-oriented CCR model of data envelopment analysis (DEA) developed by Charnes et al. (1978). This methodology evaluates the ability of a decision making unit (DMU) to convert a number of inputs into outputs.

\[
\text{max} \ Z_0 = \sum_i (u_i \times y_{i0})
\]

s.t.
\[
\begin{align*}
\sum_j (u_i \times y_{ij}) \cdot \sum_i (v_i \times x_{ij}) &= 0 \\
\sum_i (v_i \times x_{i0}) &= 1 \\
v_i \geq \varepsilon \geq 0 \\
u_i \geq \varepsilon \geq 0
\end{align*}
\]

where \( i \) = inputs; \( t \) = outputs; \( j \) = decision making units (DMU); \( v_i \) = relative importance of input \( t \); \( u_i \) = relative importance of output \( t \); \( \varepsilon \) = non-Archimedean value.

If the DMU is efficient (equal to 1), this means that there is at least one optimal solution to the aforementioned equation and the efficiency of a DMU is higher when the efficiency score increases. In this paper, the selected inputs are staff expenses, the book value of fixed assets and time and demand deposits, while the selected outputs are loans and advances to banks and customers and net interest income.
In the next step of our study, we measure bank capital by employing the ratio of the value of total equity to total assets. This ratio is mainly employed in the literature (Deelchand & Padgett, 2009). Subsequently, we employ the Z-score as the measurement of bank risk, due to the fact that it serves as an indicator of financial stability in the banking industry.

\[
Z - \text{score}_{i,t} = \frac{\text{equity}_{i,t}}{\text{total assets}_{i,t}} + \frac{\text{ROA}_{i,t}}{\sigma(\text{ROA})_{i,t}}
\]

where \( T \) = full sample period; \( t \) = time; \( i \) = bank; ROA = ratio of return on average assets.

In the final step, we examine the relationship among capital, risk and efficiency of banking institutions by employing the three-stage least squares (3SLS) model, developed by Zellner and Theil (1962).

Apart from 3SLS model, various approaches have been employed in the literature, such as the Granger-causality techniques (Fiordelisi et al., 2011b; Williams, 2004). Nonetheless, the results of this model are sensitive to model specification and to the number of lags (Nguyen & Nghiem, 2015). Another technique vastly employed is ordinary least squares, but the 3SLS is preferred, as it supplies consistent estimates of the parameters (Jacques & Nigro, 1997). Furthermore, the ordinary least squares model is not considered as a robust model because it disregards the correlation of error terms across equations (Tan & Floros, 2013).

In our study, we employ the 3SLS model in a panel data framework, selected as it considers potential endogeneity between variables as well as cross-correlation of error terms (Tan & Floros, 2013; Shim, 2013). Additionally, the 3SLS model incorporates the two-stage least squares and the seemingly unrelated regression (SUR) approach and is preferred in many studies (Tan & Floros, 2013; Le, 2018; Nguyen & Nghiem, 2015). The two-stage least squares is also in much of the literature (Deelchand & Padgett, 2009; Kwan & Eisenbeis, 1997), as well as the SUR approach (Altunbas et al., 2007). Moreover, the 3SLS procedure is chosen over the two-stage least squares as it is a “full-information estimation technique which estimates all parameters simultaneously” and thus “because it incorporates the cross-equation correlations, it produces parameter estimates which are asymptotically more efficient than 2SLS” (Jacques & Nigro, 1997, p. 541).

The system of simultaneous equations employed in our paper, in order to investigate the relationship among capital, risk and efficiency, is defined as follows:

\[
\begin{align*}
\text{RISK}_{i,t} &= \alpha_0 + \alpha_1 \text{CAP}_{i,t} + \alpha_2 \text{EFF}_{i,t} + \alpha_3 \text{ENV}_{i,t} + \\
&\quad + \alpha_4 \text{LEND}_{i,t} + \alpha_5 \text{LIQ}_{i,t} + \epsilon_{i,t} \tag{1}
\end{align*}
\]

\[
\begin{align*}
\text{EFF}_{i,t} &= \beta_0 + \beta_1 \text{CAP}_{i,t} + \beta_2 \text{RISK}_{i,t} + \beta_3 \text{LEND}_{i,t} + \\
&\quad + \beta_4 \text{ENV}_{i,t} + \beta_5 \text{SIZE}_{i,t} + \beta_6 \text{LIQ}_{i,t} + \beta_7 \tag{2}
\end{align*}
\]

\[
\begin{align*}
\text{CAP}_{i,t} &= \gamma_0 + \gamma_1 \text{EFF}_{i,t} + \gamma_2 \text{RISK}_{i,t} + \gamma_3 \text{INT}_{i,t} + \\
&\quad + \gamma_4 \text{PROF}_{i,t} + \gamma_5 \text{ENV}_{i,t} + \gamma_6 \tag{3}
\end{align*}
\]

where

- \text{RISK}: the measure of risk,
- \text{CAP}: the measure of capital,
- \text{EFF}: the measure of efficiency,
- \text{SIZE}: the natural logarithm of total assets,
- \text{PROF}: the ratio of profit before tax to average total assets,
- \text{INT}: the ratio of gross loans to total deposits,
- \text{ENV}: the environmental variables: GDP real growth rate (GDP), inflation rate (INFL), budget balance (BUDG), public debt (PUBD), unemployment (UNEMP), current account balance (CURR) and trade balance (TRA),
- \text{LEND}: the ratio of gross loans to total assets,
- \text{LIQ}: the ratio of liquid assets to total assets,
- \epsilon, \theta, \omega: random errors,
- t: bank dimension,
- T: time dimension.

The first equation (1) examines whether changes in the level of bank capital and bank efficiency temporarily precede variations in bank risk. The second equation (2) investigates if capital and risk temporarily forego variations in efficiency while the third equation (3) analyzes if efficiency and risk variations reflect changes in the level of bank capital.

In addition to capital, risk and efficiency of the banking institutions, in our study we also control for other variables which both affect and explain the relationship of the above-mentioned variables. Firstly, we include environmental variables (ENV) as explanatory variables. It is very important to take them into consideration, especially for the Eurozone sample, as it presents a wide diversity of the environmental variables of each Eurozone country. More specifically, the selected factors indicate the country-specific conditions of each bank: GDP real growth rate, inflation rate, budget balance, public debt, the unemployment rate, current account balance and trade balance.

Moreover, following Nguyen and Nghiem (2015), the environmental variables for capital include: 1) an indicator of profitability (PROF) which is the ratio of profits before taxes to average total assets; and 2) an indicator of bank intermediation (INT) which is the ratio of gross loans to total deposits. The profitability indicator is expected to affect positively the capital ratio, as it is easier for a bank with higher retained earnings (all else being equal) to acquire more capital (Le, 2018). In the same pattern, banks with a higher ratio of gross loans to total deposits are more profitable and therefore attain more capital.

The control variable of the size of the bank (SIZE) was employed as an indicator for efficiency and is calculated as the natural logarithm of total assets. According to Drake (2001), it is expected that the size of bank assets and efficiency are positively connected because of economies of scale.

Moreover, following Le (2018) and Nguyen and Nghiem (2015) in both efficiency and risk equations we employ the following indicators: lending specialization (LEND) and liquidity (LIQ).

Regarding lending specialization, it is measured as the ratio of gross loans to total assets. According to many studies, excessive lending and risk are positively related, as new loan productivity possibly is offered to borrowers who were rejected in the past or do not have sufficient collateral (Le, 2018). Moreover, a greater lending specialization level is positively connected to efficiency as more efficient banks have lower production costs and therefore
can provide loans with lower rates and costs than their competitors (Nguyen & Nghiem, 2015).

Risk and efficiency are influenced by the explanatory variable liquidity. This variable can be calculated by the ratio of liquid assets to total assets (Ben Salah Mahdi & Boujelbene Abbès, 2018) and it is expected to affect risk negatively, as a bank with higher liquidity ratios has greater capability to meet its liabilities (Zhang, Jiang, Qu, & Wang, 2013).

5. THE DATA SET

Our sample comprises of aggregated balance sheet and financial data retrieved from 3287 banks and it is separated into two parts; Eurozone and the United States banks (Figure 1). The types of banking institutions selected are retail, commercial, investment and saving banks and they were preferred as they compose the largest types of banks in the economic unions of our sample. We also adjust our data omitting banks with incomplete or missing annual financial data over the reported period.

The financial data employed in our survey are the following: total expenses, book value of the fixed assets, time and demand deposits, net loans and advances to banks, net loans and advances to customers, interest income, interest expenses, total equity, total assets, ROA, liquid assets, profit before tax, gross loans and total deposits.

The reported period of our study is from 2013 until 2015. This period is selected because the research in the banking field by employing post-crisis data is limited and the examination of the relationships among capital risk and efficiency after the financial crisis is even more limited.

6. EMPIRICAL RESULTS

The results of the estimation of the equations (1), (2), (3), attained by employing the 3SLS procedure for each type of bank, are presented in the following tables. We observe in Table 1 and Table 2 that the ch2 and P variables obtained from the 3SLS model for all bank groups in our sample indicate that the equation systems employed have statistical significance.

6.1. Risk determinants

Tables 1 and 2 present the regression results for the 3SLS estimation for the Eurozone and U.S. samples of banks and their subgroups in regard to the determinants of bank risk.

Table 1. Determinants of risk of Eurozone banks

|                  | Eurozone | Commercial | Retail | Investment |
|------------------|----------|------------|--------|------------|
| CAP              | 0.0859***| 0.0824***  | 0.152**| 0.0837***  |
| EFF              | -1.250***| -1.188***  | 0.321* | -0.745***  |
| GDP              | 0.0277***| 0.0243***  | 0.0217*| 0.00188*   |
| INFL             | -0.103***| 0.0788***  | 0.219**| 0.00157*   |
| BUDG             | -0.0202**| -0.0194**  | -0.019**| 0.0271**   |
| PUBD             | 0.000132**| 0.00245***| 0.00531**| -0.00170*  |
| N                 | 0.000431**| 0.000439**| 0.000784**| 0.000699** |
| UNE              | -0.0176***| -0.00442**| -0.0367***| 0.000279** |
| CURR             | 0.0113***| 0.0119***  | 0.106***| 0.0121***  |
| TRA              | -0.0109***| -0.0131***| -0.0651**| 0.0136**   |
| LEND             | 0.459*** | 0.344***   | 0.277***| 0.407***   |
| LIQ              | 0.0215***| 0.0305***  | 0.177** | -0.239***  |
| cons             | 1.108*** | 1.029***   | 0.459** | 1.417***   |
| N                | 8.102    | 6.027      | 58.930 | 34.401     |
| R-sq             | 0.484    | 0.537      | -0.073 | 0.264      |
| Ch2 for equation (1) | 4509.88 | 3870.77    | 2475.94| 2701.03    |
| P for equation (1) | 0       | 0          | 0      | 0          |
| Ch2 for equation (2) | 2210.99 | 2155.17    | 1128.46| 1491.88    |
| P for equation (2) | 0       | 0          | 0      | 0          |
| Ch2 for equation (3) | 784.14  | 529.91     | 790.02 | 622.37     |
| P for equation (3) | 0       | 0          | 0      | 0          |

Note: This table presents the regression results for the 3SLS estimation for the Eurozone sample of banks and their subgroups. Standard errors are presented in parentheses.* p < 0.05, ** p < 0.01, *** p < 0.001.
Concerning the drivers of bank risk (eq. 1), as reported in Table 1 and Table 2, the variable of capital is suggested to have a positive and statistically highly significant (p < 0.001) effect on the risk of all banks in our sample, for both Eurozone and the U.S. banks irrespective of the bank type. Thus, our findings indicate that a rise in capital precedes an increase in bank risk. This finding rejects the second hypothesis as it provides evidence that Eurozone and the U.S. banks do not record moral hazard managerial incentives. Our results are consistent with Fiordelisi et al. (2011b) and Altunbas et al. (2007) as well as Anginer and Demirgüç-Kunt (2014). However, Nguyen and Nghiem (2015), Le (2018) and Kwan and Eisenbeis (1997) support the Moral Hazard Hypothesis and seem to suggest that banks take advantage of deposit insurance. Yet, Bitar et al. (2018) and Cathcart, El-Jahel, and Jabbour (2015) support that there is no association between capital and risk.

Furthermore, according to our findings, efficiency appears to have a negative and statistically significant effect (p < 0.05) on bank risk for the majority of the reported samples with the exception of Eurozone retail banks and the U.S. commercial banks. Therefore, an improvement in efficiency foregoes a decrease in bank risk for the majority of the tested bank groups. This outcome concurs with the Bad Management Hypothesis which could be explained by the fact that badly managed banks tend to attain higher risks in order to compensate for lower levels of efficiency, which is in line with the findings of Williams (2004), Fiordelisi et al. (2011b), Deelchand and Padgett (2009), Kwan and Eisenbeis (1997). However, the positive and significant effect of efficiency on bank risk of Eurozone retail banks can be attributed to the existence of cost skimming behavior. This outcome is comparable to Fiordelisi et al. (2011a) findings for investment banks over the period 2000-2008. We should also mention that the α2 parameter of the U.S. retail bank sample is insignificant.

In all banking groups, except the U.S. commercial banks, an increase in the ratio of gross loans to total assets (LEND) is directly and statistically significantly related to risk. This result is in line with our expectations as an increase in lending ratios may lead to an increase in the liquidity risk of banks. Those findings are consistent with the results of the study of Le (2018).

Concerning the effect of liquidity on risk, we observe that the ratio of liquid assets to total assets (LIQ) has a negative and statistically highly significant effect on Eurozone banks. Thus, the results indicate that an increase in the liquidity levels of Eurozone banks precedes a decrease in the level of risk. This outcome is inconsistent with the results of Altunbas et al. (2007) for European banks during the pre-crisis period. When comparing their findings with our results of the post-crisis period, we notice that Eurozone banks have not yet started to react to an increase in the liquidity level by increasing their lending and investment levels, as they did before the financial crisis. However, the effect on the U.S. banks is non-significant to all the samples except for the U.S. retail banks which

### Table 2. Determinants of risk of the U.S. banks

|                | The U.S. | Commercial | Retail | Investment |
|----------------|---------|-----------|--------|------------|
| **RISK**       |         |           |        |            |
| CAP            | 0.111***| 0.161***  | 0.0968***| 0.0767***  |
|                | 0.0036(0)| 0.0108(0) | 0.0028(3)| 0.0021(7)  |
| EFF            | -0.0787***| 0.292**  | -0.0834  | -0.195**   |
|                | 0.0014(5)| 0.0016(0) | 0.0518  | 0.0609     |
| GDP            | 0       | 0         | 0      | 0          |
|                | 0       | 0         | 0      | 0          |
| INF            | -0.0211* | 0.165***  | 0.137***| 0.204***   |
|                | 0.0069(10)| 0.0163(0) | 0.0078(4) | 0.0124     |
| BUDG           | 0       | 0         | 0      | 0          |
|                | 0       | 0         | 0      | 0          |
| PUBD           | 0.0145***| 0.0133*** | 0.0205***| 0.025***   |
|                | 0.0007(46)| 0.0018(9) | 0.0006(05)| 0.0004(45) |
| UNE            | 0.0202** | -0.0604***| -0.0290***| -0.052***  |
|                | 0.0068(5)| 0.0122(2) | 0.0059(0) | 0.0046(5)  |
| CURRE          | 0       | 0         | 0      | 0          |
|                | 0       | 0         | 0      | 0          |
| TRA            | (.)     | (.)       | (.)    | (.)        |
|                | (.)     | (.)       | (.)    | (.)        |
| LEND           | 0.0650**| 0.06587   | 0.0599**| 0.122***   |
|                | 0.0242(3)| 0.0448(0) | 0.01953 | 0.0251(3)  |
| LIQ            | 0.01e-10| 0.0180    | 0.0147  | 0.0116     |
|                | (9.14e-11)| 0.0189(0) | (0.00739)| (0.00861)  |
| _cons          | 0       | 0         | 0      | 0          |
|                | 0       | 0         | 0      | 0          |
| N              | 1741    | 1321      | 1584   | 984        |
| R-sq           | 0.547   | -0.215    | 0.731  | 0.883      |
| Chi^2 for equation (1)| 362582.89| 132191.84 | 549259.52 | 982547.15  |
| P for equation (1)| 0       | 0         | 0      | 0          |
| Chi^2 for equation (2)| 63271.85| 85089.74  | 74388.87| 86502.64   |
| P for equation (2)| 0       | 0         | 0      | 0          |
| Chi^2 for equation (3)| 1591.59 | 1308.89   | 1413.60| 1598.05    |
| P for equation (3)| 0       | 0         | 0      | 0          |

Note: This table presents the regression results for the 3SLS estimation for the U.S. sample of banks and its subgroups. Standard errors are presented in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001
exhibit a positive and significant parameter. We may conclude that Eurozone and the U.S. banks react differently to a liquidity level change and this possibly could be attributed to the fact that the speed of recovery from the financial crisis is lower in Eurozone than in the U.S., the non-performing loans are more in the U.S. and ECB’s interest rates are negative (McLannahan & Arnold, 2017). Therefore, our findings indicate that the relationship between levels of liquidity and risk is sensitive to the speed of recovery from the financial crisis.

As regards the effect of environmental variables, we observe that almost all the variables are statistically significant for the Eurozone sample, whilst only the inflation rate (INFL), public debt (PUBD) and unemployment (UNE) are statistically significant for the U.S. sample. More specifically, we notice that the Eurozone investment banks’ parameters either are not statistically significant or have different signs compared to the variables of the other Eurozone samples. This finding implies that the risk undertaken by Eurozone investment banks is affected by macroeconomic variables in a different way to that of the other types of Eurozone banks. To be more precise, GDP real growth rate (GDP) impacts positively and significantly on the risk of Eurozone banks, but the parameter of Eurozone investment banks is non-significant. This could be explained as banks boost their lending and investing policy during favorable economic circumstances, thus the levels of bank risk increase. Following the same pattern, budget balance (BUDG) and trade balance (TRA) variables are negative and significant for Eurozone banks, while for the Eurozone investment banks they are positive and significant. Concerning the current account balance (CURR), our findings indicate that it affects positively and significantly Eurozone banks, with the exception of Eurozone investment banks.

Additionally, public debt (PUBD) affects positively and significantly the banking risk in the general sample except for Eurozone investment banks, which are affected negatively and significantly. Moreover, the inflation ratio (INFL) is statistically significant to both the Eurozone and the U.S. samples but not Eurozone investment banks. Besides Eurozone investment banks and the U.S. general sample, unemployment (UNE) affects negatively and significantly the risk of the other banks, while Eurozone retail banks are not-statistically affected, whereas the U.S. general sample is positively and significantly affected.

### 6.2. Efficiency determinants

Tables 3 and 4 present our findings in regard to the determinants of bank efficiency. We notice that the findings are not statistically significant for general samples of Eurozone and the U.S. banks. However, our findings are statistically significant for the subgroups of commercial, retail and investment banks and the direction of causality is similar per the banking sector, irrespective of the location of banks. Therefore, we may conclude that the type of bank is a very important parameter for the impact of various determinants on bank efficiency.

#### Table 3. Determinants of efficiency of Eurozone banks

| Variable | Eurozone | Commercial | Retail | Investment |
|----------|----------|------------|--------|------------|
| RISK     | 0.740    | 62.45***   | -5.648*** | 0.632  |
| (0.462)  | -8.749   | (0.923)    | (0.308) |
| CAP      | -0.0413  | -4.745***  | 0.984*** | -0.0151 |
| (0.0570) | (0.674)  | (0.181)    | (0.0664) |
| SIZE     | 0.0862***| 2.871***   | 0.254***| 0.128*** |
| (0.0157) | (0.364)  | (0.0603)   | (0.0349) |
| LEND     | 0.207*** | -3.818***  | 1.734***| 0.0952 |
| (0.0971) | (0.716)  | (0.253)    | (0.275) |
| LRQ      | 0.076*** | 36.13***   | -3.539***| -0.0496 |
| (0.212)  | -4.827   | (0.894)    | (0.191) |
| GDP      | -0.0161  | -1.048***  | 0.144***| -0.00308 |
| (0.0125) | (0.145)  | (0.0298)   | (0.0189) |
| INFL     | 0.053*** | -4.317***  | -1.233***| -0.0439 |
| (0.0429) | (0.093)  | (0.194)    | (0.0401) |
| BUDG     | 0.00153  | 0.859***   | -0.188***| -0.0572 |
| (0.0133) | (0.132)  | (0.0366)   | (0.0460) |
| PUBD     | -0.000296| -0.142***  | 0.0238***| -0.00226 |
| (0.000998)| (0.0211) | (0.00422)  | (0.00242) |
| UNE      | 0.00824  | 0.293***   | -0.213***| -0.0179 |
| (0.00881)| (0.0482) | (0.0375)   | (0.0116) |
| CURR     | -0.00881 | -1.878***  | 0.658***| 0.00249 |
| (0.0120) | (0.276)  | (0.117)    | (0.0314) |
| TRA      | 0.0113   | 0.946***   | -0.442***| 0.00348 |
| (0.00815)| (0.137)  | (0.0848)   | (0.0141) |
| _cons    | -2.395***| -115.0***  | -0.437  | -2.451 |
| (0.790)  | (15.33)  | (0.562)    | -1.860 |

Note: This table presents the regression results for the 3SLS estimation for the Eurozone sample of banks and their sub-groups. Standard errors are presented in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001
An increase in capital affects positively and significantly the efficiency of Eurozone and the U.S. commercial banks. Therefore, our results indicate that commercial banks that have more capital may have higher efficiency than those with less capital and therefore the sixth hypothesis is accepted for the commercial banking groups. This outcome concurs with Le (2018), Bitar et al. (2018), Fiordelisi et al. (2011b) and can be explained in the following way: the higher capital is, the higher the incentives of shareholders are to carefully monitor the managerial behavior and investment decisions, and thus bank efficiency would be expected to increase. Moreover, it is more likely that banks with a high capital ratio will reduce their costs (as depositors entrust the banking institution more) and increase efficiency more than those with lower levels of capital (Bitar et al., 2018).

However, the impact of an increase in the capital on the efficiency of Eurozone and the U.S. retail banks, as well as on the efficiency of the U.S. investment banks, is negative and significant. This may be so because when capital increases, so do the agency costs and the total amounts at the disposal of managers, thus leading to efficiency decreases. Hence, the Shareholders-Managers Hypothesis is accepted for retail banks and the U.S. investment banks, and this result is in line with Deelchand and Padgett (2009) and Bashir and Hassan (2017).

Following the same pattern, an increase in risk precedes a decrease in commercial banks' efficiency (statistically highly significant outcome). This finding is in line with Nguyen and Nghiem (2015) and Le (2018) and may be explained by the fact that a bank with high risk operations may need a higher level of resources to produce the same outcome. For instance, it requires more funds to manage loans associated with higher risks in comparison with a lower risk loan portfolio (Kwan & Eisenbeis, 1997). However, the impact of risk on retail banks and the U.S. investment banks is positively and statistically significant. This outcome is in line with Bashir and Hassan (2017) findings. Thus, the Bad Luck Hypothesis is confirmed for commercial banks and rejected for retail banks and the U.S. investment banks, and hence our findings seem to suggest that the impact of risk on efficiency levels depends on the type of the bank.

An increase in the explanatory variable SIZE precedes an increase in the efficiency of Eurozone banks. The outcome is positive, statistically highly significant and consistent with the findings reported by Le (2018), Altunbas et al. (2007), Sufian (2016) and Bitar et al. (2018) indicating that the larger banks are the more efficient they become because of higher economies of scale. We observe the same outcome with the U.S. banks general sample while the outcome of the subgroups of the U.S. banks is not significant. Yet our result is inconsistent with Deelchand and Padgett (2009).

The explanatory variable LEND (gross loans to total assets) is positive and statistically significant in most cases (Eurozone general sample, Eurozone retail banks and the U.S. investment banks). This finding complies with previous results (Nguyen & Nghiem, 2015; Bitar et al., 2018; Le, 2018; Altunbas et al., 2007), implying that banking institutions with higher gross loans to assets ratios are more efficient, and banks with higher levels of efficiency increase successfully their lending levels. However, the link is negative and statistically highly significant for Eurozone commercial banks. For the rest of the sample, the outcome is insignificant.

An increase in the liquidity ratio (LIQ) is not significant for the efficiency of the investment banks in our sample. The relationship is negative and significant for Eurozone retail banks, while it is positive and significant for the Eurozone general.
sample, Eurozone commercial banks and the U.S. retail banks. Ding and Sickles (2019) in their study report results that indicate that there is a positive relationship between liquidity and efficiency.

Concerning the environmental variables, none of the results are significant for the U.S. investment banks as well as for Eurozone and the U.S. general samples. This could be an indication that the type of bank is a very important factor in regards to the effect of macroeconomic variables on efficiency. More precisely, the GDP real growth rate (GDP) affects negatively the efficiency of commercial banks while positively affecting the efficiency of retail banks. Similarly, the current account balance (CURR) relationship with efficiency is direct for retail banks, yet adverse for commercial banks. All of the above results are statistically significant. Bitar, et al. (2018) show that GDP real growth rate is positively related to bank efficiency levels. On the other hand, an increase in the budget balance (BUDG) impacts positively and statistically significant the efficiency of Eurozone commercial banks yet negatively and significantly the efficiency of Eurozone retail banks.

The inflation ratio (INFL) affects negatively and highly significantly the efficiency of commercial banks and Eurozone retail banks, while it affects positively and highly significantly the efficiency of the U.S. retail and investment banks. In addition, public debt (PUBD) affects positively and significantly the retail banks of our sample and the U.S. investment banks, while it affects negatively the commercial banks of our sample. Last but not least, an increase in unemployment (UNE) impacts positively and significantly on the retail banks of both samples, while the impact is negative and significant on the U.S. investment banks.

6.3. Capital determinants

According to Table 5 and Table 6, the variable efficiency is found to have a negative and significant effect on the capital of all Eurozone banks as well as the U.S. retail and investment banks, while the findings of the rest of the sample are also negative, but not statistically significant. This may be due to the fact that banks tend to use their retained earnings when efficiency increases, and thus capital ratios are diminished while banks tend to adopt the precautionary measure of enhancing their capital when efficiency declines because of regulatory pressure (Nguyen & Nghiem, 2015; Le, 2018; Altunbas et al., 2007; Deelchand & Padgett, 2009; Kwan & Eisenbeis 1997; Bashir & Hassan, 2017).

Moreover, the risk is suggested to have a positive and statistically significant effect on the capital of all the reported groups in our sample. This outcome supports the first hypothesis (the Regulatory Hypothesis) for Eurozone and the U.S. banks regardless of the type of bank, and it is in line with Le (2018), Fiordelisi et al. (2011a) and Fiordelisi et al. (2011b). However, our result is inconsistent with Deelchand and Padgett (2009) findings for Japanese banking system.

### Table 5. Determinants of capital of Eurozone banks

| Variable | Eurozone | Commercial | Retail | Investment |
|----------|----------|------------|--------|------------|
| EFF      | -33.43***| -26.54***  | -22.53***| -36.99***  |
| RISK     | 4.801*** | 4.379***   | 3.365***| 3.198***   |
| PROF     | 94.48*** | 154.7***   | 54.78***| 116.4***   |
| INT      | 0.00262***| 0.00258***| 0.000838***| 0.00156*** |
| PUBD     | -0.259*  | -0.0204    | -0.130  | -1.005***  |
| UNE      | 0.216*** | 0.217***   | 0.155***| -0.180***  |
| CURR     | -0.463***| -0.527***  | -0.774***| -0.430***  |
| _cons    | 3.876** | 4.010*     | 7.226** | -2.008     |

Note: This table presents the regression results for the 3SLS estimation for the Eurozone sample of banks and their subgroups. Standard errors are presented in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001
We also observe that the outcome of the effect of all the reported variables on capital for the U.S. general sample, except for risk, is not statistically significant. Therefore, the type of bank is a very important explanatory variable concerning the U.S. bank capital.

The ratio of profits before tax to average total assets (PROF) affects positively and is statistically highly significant for the capitalization of Eurozone banks, while the outcome for the U.S. banks is not statistically significant. Therefore, this finding is in line with Le (2018), Bitar et al. (2018) as well as Kwan and Eisenbeis (1997), and it implies that higher profitability results in the enhancement of bank capital. Shim (2013) mentions that as long as dividend payments tend to become less popular, it is easier for banks to attain more capital. So, when earnings are higher, banks prefer retained earnings as a cheaper solution to external borrowing.

An increase in the ratio of gross loans to total deposits (INT) leads to an enhancement of bank capital in the U.S. investment and retail banks as well as all types of Eurozone banks and the general sample. The outcome is statistically significant. This result is explained as banks with higher ratios of gross loans to total deposits are more profitable and therefore attain more capital (Nguyen & Nghiem, 2015; Le, 2018).

Additionally, the environmental parameters reveal some interesting results. Concerning GDP real growth rate (GDP), the impact is positive and statistically highly significant only for the Eurozone general sample, Eurozone retail and Eurozone investment banks. We can also observe that the inflation ratio (INFL) affects the capital of subgroups of the U.S. banks (retail, commercial and investment banks), Eurozone commercial and Eurozone investment banks negatively and significantly. One possible explanation could be that the higher inflation is, the lower deposits are, because of the deterioration of the value of money (Tan & Floros, 2013).

As regards the budget balance variable (BUDG), it affects negatively and significantly only the Eurozone general sample and Eurozone investment banks, while for the rest of the sample the relationship is insignificant. An increase in public debt (PUBD) foregoes a decrease in the capital for the U.S. subgroups and of the Eurozone general sample, Eurozone retail banks and Eurozone commercial banks. However, Eurozone investment banks are affected positively and significantly. Additionally, the parameter of unemployment (UNE) impacts positively and significantly on the capital of all banks in our sample, except for the U.S. general sample.

Lastly, the findings for the effect of trade balance (TRA) and current account balance (CURRE) on the capital of banks is statistically significant only for the European sample. More specifically, the trade balance parameter is found to be associated positively and significantly for the Eurozone banks, but negatively with European investment banks. On the other hand, an increase in the current account balance leads to a decrease in the capital of the Eurozone sample and to an increase in the capital of investment banks.

### 7. CONCLUSION

In this study, we investigate the interrelationship among risk, capital and efficiency in a simultaneous equation model. We provide empirical evidence of how the interrelationships and the managerial behaviours vary per type of bank (retail, commercial and investment banks) and per country union (Eurozone, the United States).

Apart from the contribution to the existing empirical research, our findings have important implications for regulators, bank managers and shareholders. Initially, the main result of our study which shows that an increase in the capital may precede an increase in risk supports the Regulatory Hypothesis and may question the effectiveness of...
the traditional capital adequacy regulation framework as a measure for the stability of the banking system. Our results also confirm the necessity to consider bank efficiency when implementing measures of financial stability, since an increase in efficiency levels may precede a decrease in capital and risk. Hence, the Bad Management Hypothesis is accepted for the majority of the bank groups in our sample. Additionally, the empirical evidence suggests that the type of banking institutions is a factor that should be considered, especially as an explanatory variable for bank efficiency. More specifically, an increase in risk may precede a decline in the levels of efficiency of commercial banks. Thus, we accept the Bad Luck Hypothesis for commercial banks while there is no similar proof for retail or investment banks. Furthermore, a rise in the capital may forgo a decline in the efficiency of retail and the U.S. investment banks. So, the Shareholders-Managers Hypothesis is accepted for retail and the U.S. investment banks yet rejected for commercial banks. Therefore, regulators should encourage the decrease of exposure of commercial banks to external shocks, and shareholders of retail and the U.S. investment banks ought to carefully monitor agency costs.

Finally, it is worth mentioning that a limitation of our study is the use of levels of efficiency, capital and risk, while it could be more accurate to explore the changes of the variables. This method could not be applied in our study because of the small reported period (2013-2015). Therefore, our analysis could instigate further research into the development of the interrelationship between risk, capital and efficiency by employing a sample covering more years after the financial crisis and investigation of the changes of the variables. Our approach could also be enriched with the use of capital buffer, tier1 (AT1) debt or Contingent capital (coco bonds) as indicators of capital ratio and with the employment of non-performing loans or unlikely-to-pay loans as indicators of risk.
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