ON THE COSMIC NO-HAIR CONJECTURE IN $T^2$-SYMMETRIC NON-LINEAR SCALAR FIELD SPACETIMES

KATHARINA RADERMACHER

Abstract. We consider spacetimes solving the Einstein non-linear scalar field equations with $T^2$-symmetry and show that they admit an areal time foliation in the expanding direction. In particular, we prove global existence and uniqueness of solutions to the corresponding system of evolution equations for all future times. The only assumption we have to make is that the potential is a non-negative smooth function.

In the special case of a constant potential, a setting which is equivalent to a linear scalar field on a background with a positive cosmological constant, we achieve detailed asymptotic estimates for the different components of the spacetime metric. This result holds for all $T^3$-Gowdy symmetric metrics and extends to certain $T^2$-symmetric ones satisfying an a priori decay property. Building upon these asymptotic estimates, we show future causal geodesic completeness and prove the Cosmic No-Hair conjecture.

1. Introduction

When considering Einstein’s field equations in the cosmological setting of General Relativity, the current preference is to choose a non-linear scalar field or a positive cosmological constant as a part of the stress-energy tensor. The reason for these choices is that they are consistent with supernova observations which strongly hint at an accelerated expansion of the universe, see [RFC+98]. Non-linear scalar field models in particular are used for models of the universe at very early times, when modelling inflatons, as well as for models of the late time expansion referred to as quintessence. In the present paper, we consider spacetimes solving the Einstein non-linear scalar field equations. The special case of a constant potential coincides with a linear scalar field on a background with a positive cosmological constant.

We focus on spacetimes with $T^2$-symmetry, which constitute an intermediate step between the well-studied spatially homogeneous models and the fully general case without any imposed symmetry. In this setting, we investigate the late time behaviour of solutions to the Einstein non-linear scalar field equations. We show future global existence of solutions under mild assumptions on the potential. In the case of a constant potential, we find future causal geodesic completeness and prove the Cosmic No-Hair conjecture in case of $T^3$-Gowdy symmetry and certain $T^2$-symmetric solutions.

1.1. The Cosmic No-Hair conjecture. The main question when studying the late time behaviour of cosmological solutions to Einstein’s field equations, at least when assuming a positive cosmological constant, is the Cosmic No-Hair conjecture. This conjecture states that, in general, solutions are expected to isotropise in the expanding direction, in the sense that the geometry as perceived by observers becomes de Sitter like. We give a precise formulation of the conjecture in our setting in Conjecture 1.9.
1.2. Matter assumptions: Non-linear scalar field. When modelling accelerated expansion in spacetimes, the easiest way to achieve this is by incorporating a positive cosmological constant in the Einstein field equations. A more sophisticated version to obtain the same behaviour is to consider a non-linear scalar field. In this matter model, a potential \( V : \mathbb{R} \to \mathbb{R} \) is given satisfying suitable minimal assumptions. Those usually include smoothness properties and one often assumes that the potential is non-negative or even strictly positive.

The stress-energy tensor of a non-linear scalar field is of the form

\[
T_{\alpha\beta} = \nabla_\alpha \phi \nabla_\beta \phi - \left( \frac{1}{2} \nabla_\gamma \phi \nabla^\gamma \phi + V(\phi) \right) g_{\alpha\beta},
\]

where \( \phi \) is called the non-linear scalar field. Further, the potential and the scalar field satisfy the relation

\[
\nabla^\alpha \nabla_\alpha \phi - V'(\phi) = 0,
\]

which is referred to as equation of motion.

The Einstein non-linear scalar field equations then read

\[
\text{Ric} - \frac{1}{2} S g = \text{Ein} = T,
\]

where \( \text{Ric} \) and \( S \) are the Ricci and scalar curvature of the spacetime whose metric is \( g \).

One notices that the assumption of a constant positive potential \( V = V_0 > 0 \) is equivalent to a linear scalar field on a background with a positive cosmological constant. We discuss this case in detail in Section 1.4 proving that the Cosmic No-Hair conjecture holds under certain additional assumptions on the symmetry.

1.3. Symmetry assumptions: \( \mathbb{T}^2 \) and Gowdy. In this paper, we study \( \mathbb{T}^2 \)-symmetric spacetimes, and one way of doing so is by imposing the following setup: One assumes that the topology is \( I \times \mathbb{T}^3 \), where \( \mathbb{T}^3 \) is the three-dimensional torus and \( I \subset (0, \infty) \) an interval. The metric of the spacetime is assumed to have the form

\[
g = t^{-1/2} e^{\lambda/2} (-dt^2 + \alpha^{-1} d\theta^2) + e^P |dx + Qdy + (G + QH) d\theta|^2 + e^{-P} |dy + H d\theta|^2,
\]

where \( \alpha > 0 \), \( \lambda \), \( P \), \( Q \), \( G \), and \( H \) are assumed to depend only on \( t \) and \( \theta \). Due to these functions being invariant under changes in the \( x, y \) coordinates, the torus \( \mathbb{T}^3 \) acts smoothly on the spacetime via translation in \( x \) and \( y \), leaving the metric invariant. Furthermore, one notices that the area of the symmetry orbits \( \{ t \} \times \{ \theta \} \times \mathbb{T}^2 \) is proportional to \( t \). One therefore denotes the foliation corresponding to the metric \( \mathbb{T}^3 \) by areal time foliation.

The spacetime is called \( \mathbb{T}^3 \)-Gowdy symmetric if the twist quantities defined by

\[
J = \epsilon_{\alpha\beta\gamma} X^\alpha Y^\beta \nabla^\gamma X^\delta,
\]

\[
K = \epsilon_{\alpha\beta\gamma} X^\alpha Y^\beta \nabla^\gamma Y^\delta,
\]

vanish, where \( X = \partial_x \) and \( Y = \partial_y \) are the Killing fields of the metric and \( \epsilon \) is its volume form. In terms of the variables appearing in the metric, \( \mathbb{T}^3 \)-Gowdy symmetry corresponds to \( G \) and \( H \) being time-independent.

1.4. Previous results. Models with \( \mathbb{T}^2 \)-symmetry have experienced a lot of attention, mainly in the last two decades, as they are considered a stepping stone towards more general geometric assumptions. One important objective has been to prove existence and properties of an areal time foliation, an approach which was started in [BCIM97] with a discussion of the vacuum case. In the same setting, [IW03] shows that the areal coordinates extend towards the past up to time parameter \( R = 0 \). In [C07], the vacuum \( \mathbb{T}^2 \)-symmetric setting is generalised to even include a positive cosmological constant. Among other statements, it is shown that also in this setting, there exists an areal time foliation for the whole spacetime.
In a matter model different from the one discussed here, namely for solutions to the Einstein-Vlasov equations, similar results have been achieved: Global existence of an areal foliation is shown to hold for $T^3$-Gowdy symmetry in [And99]. In [ARW05], this statement is extended to $T^2$-symmetric solutions. The above papers culminated in [Smu11], which collects and proves global existence theorems and areal foliations for a number of geometric settings with toroidal and hyperbolic symmetry ($T^2$-symmetry included). The matter models discussed are vacuum and Vlasov matter, optionally including a positive cosmological constant. We refer in particular to Table 1 and 2 in that reference, giving details on the minimal possible value of the time parameter and details on the status of the Strong Cosmic Censorship conjecture in such spacetimes. [Teg14] focusses on $T^3$-Gowdy symmetry and the Einstein-Vlasov equations with a linear scalar field and shows that solutions are future global.

Regarding the Cosmic No-Hair conjecture, only few results have been obtained in settings directly related to ours: In [Wal83], the late time behaviour and Cosmic No-Hair conjecture in spatially homogeneous spacetimes (Bianchi) is discussed for solutions to Einstein’s equations with a positive cosmological constant and any matter type satisfying the dominant energy condition. The paper [AR16] treats in detail solutions to the Einstein-Vlasov equations with a positive cosmological constant. The Cosmic No-Hair conjecture is shown to hold in $T^3$-Gowdy symmetry and extends to certain $T^2$-symmetric solutions, namely those with $\lambda$-asymptotics.

Turning to the matter model discussed in the present paper, there is extensive literature covering solutions to Einstein’s equations with a positive cosmological constant. On the other hand, solutions to the Einstein non-linear scalar field equations have been discussed, though often under stronger symmetry assumptions than ours, such as homogeneity or even isotropy. For example, [Ren04] investigates the dynamics of spatially homogeneous non-linear scalar field solutions, mostly of Bianchi type I–VIII, where the potential has a positive lower bound. [Lee05] adds a proof of global existence in the homogeneous setting, and investigates in more detail the asymptotics in case of an exponential potential.

Inhomogeneous spacetimes solving the Einstein non-linear scalar field equations however have not received much attention so far. In [HR07], the potential of the non-linear scalar field is assumed to be exponential, and the late time asymptotics are discussed without making assumptions on the symmetry. [Rin08] discusses future global non-linear stability in case the potential has a positive minimum, making only local assumptions on the initial data and no assumption on the symmetry. In [Rin09], this result is extended to exponential potentials, for initial data which in a certain ball is close to locally spatially homogeneous initial data. A more comprehensive discussion of (among other things) non-linear scalar fields, touching upon a number of topics related to this matter model, is given in [Rin13].

1.5. The evolution equations. The setting which we study in this paper is that of a non-linear scalar field with $T^2$-symmetry. We here give the evolution equations governing spacetime solutions in this setting. A more detailed deduction of the following equations, relying on similar equations found in [AR16] for the case of Vlasov matter with a cosmological constant, is given in Appendix A.

One conveniently introduces the notation

\[ J = -t^{5/2} \alpha^{1/2} e^{-\lambda/2 + P} (G_t + Q H_t), \quad K = QJ - t^{5/2} \alpha^{1/2} e^{-\lambda/2 - P} H_t, \]

and notices that this coincides with the definition of the twist quantities from (4). These two functions are used to replace the functions $G, H$ from the metric (3). It turns out that for non-linear scalar fields, both $J$ and $K$ are constants. The case of Gowdy symmetry is equivalent to $J = 0 = K$. 

\[\text{(5)}\]
The remaining quantities $\alpha > 0$, $\lambda$, $P$, $Q$ and $\phi$ evolve according to the following equations, which are a direct consequence of the Einstein field equations:

\begin{equation}
\alpha_t = \frac{e^{\lambda/2} J^2}{t^{5/2}} - \frac{e^{\lambda/2 + P} (K - QJ)^2}{t^{5/2}} - 4t^{1/2} e^{\lambda/2} V(\phi),
\end{equation}

\begin{equation}
\lambda_t = t \left[ P_t^2 + \alpha P_0^2 + e^{2P} (Q_t^2 + \alpha Q_0^2) + 2(\phi_t^2 + \alpha \phi_0^2) \right] - \frac{e^{\lambda/2} (K - QJ^2)}{t^{5/2}},
\end{equation}

\begin{equation}
\phi_t = 2t \left( P_t P_0 + e^{2P} Q_t Q_0 + 2 \phi_t \phi_0 \right),
\end{equation}

\begin{equation}
\partial_t \left( t \alpha^{-1/2} P \right) = \partial_0 \left( t \alpha^{1/2} P_0 \right) + t \alpha^{-1/2} e^{2P} \left( Q_t^2 - \alpha Q_0^2 \right)
+ \frac{\alpha^{-1/2} e^{\lambda/2 - P} J^2}{2t^{5/2}} - \frac{\alpha^{-1/2} e^{\lambda/2 + P} (K - QJ)^2}{2t^{5/2}},
\end{equation}

\begin{equation}
\partial_t \left( t \alpha^{-1/2} e^{2P} Q_t \right) = \partial_0 \left( t \alpha^{1/2} e^{2P} Q_0 \right) = t^{-5/2} \alpha^{-1/2} e^{\lambda/2 + P} J (K - QJ),
\end{equation}

and on a term containing $\alpha$ and $\lambda$,

\begin{equation}
\partial_t \left[ t \alpha^{-1/2} \left( \lambda_t - 2 \frac{\alpha_t}{\alpha} - \frac{3}{t} \right) \right] = \partial_0 \left( t \alpha^{1/2} \lambda_0 \right) + \alpha^{-1/2} \lambda_t
- t \alpha^{-1/2} \left[ P_t^2 + e^{2P} Q_t^2 + 2 \phi_t^2 - \alpha \left( P_0^2 + e^{2P} Q_0^2 + 2 \phi_0^2 \right) \right]
- 2 \alpha^{-1/2} \left( \frac{e^{\lambda/2 - 2P} J^2}{t^{5/2}} + \frac{e^{\lambda/2 + P} (K - QJ)^2}{t^{5/2}} \right) + 4t^{1/2} e^{\lambda/2} \alpha^{-1/2} V.
\end{equation}

The potential $V$ is related to the scalar field $\phi$ via the equation of motion

\begin{equation}
V' = t^{1/2} e^{-\lambda/2} \left[ -\phi_t + \alpha \phi_0 - \frac{1}{t} \phi_t + \frac{\alpha_t}{2 \alpha} \phi_t + \frac{\alpha_0}{2} \phi_0 \right].
\end{equation}

We notice that if we assume the evolution equations [6–10] to hold, then equation [11] holds as well. Further, if we set $h$ to be the left-hand side minus the right-hand side of equation [5], then equations [6], [7] together with [9], [10] imply that

\[ h_t = \frac{\alpha_t}{2 \alpha} h. \]

We can therefore consider equation [5] to be a constraint, as it is satisfied on the whole interval of existence as soon as it is satisfied at the initial time. In both arguments, we make use of the fact that $J$ and $K$ are constants. The equivalent statement in the vacuum setting was achieved in [Rin15].

**Remark 1.1.** Direct computation of the individual terms shows that the equation of motion [12] can be written in the form

\begin{equation}
\partial_t \left( t \alpha^{-1/2} \phi_t \right) = \partial_0 \left( t \alpha^{1/2} \phi_0 \right) = -t^{1/2} \alpha^{-1/2} e^{\lambda/2} V'(\phi),
\end{equation}

which strongly resembles the second order equations for $P$ and $Q$, equations [9] and [10]. These two latter equations also appear in a different form further down, see equations [20] and [24].
1.6. **New results.** A priori, it is not clear that the set of evolution equations (6)–(12) has a unique solution nor whether solutions exist more than locally. In order to prove global existence and uniqueness towards the future, which is the time direction we are interested in, we first show that all variables are uniformly bounded on compact time intervals $I = [t_0, t]$, by constants depending only on the initial data at time $t_0$ and via a smooth $R \to R$ function on the length of the interval, and that this even holds for their derivatives. This is done in Section 4. In order to control the potential $V$, we impose mild conditions on its behaviour as a function of $\phi$, namely that it is a non-negative $C^\infty$ function on $R$.

Making use of these boundedness results, we are in a position to connect our set of evolution equations to a general statement on existence and uniqueness of hyperbolic partial differential equations from [Maj84]. This yields the following theorem, whose proof is carried out in Section 5.

**Theorem 1.2** *(Future global existence and uniqueness).* Consider the evolution equations (6)–(12) where the potential $V : R \to R$ is a non-negative $C^\infty$ function. To given smooth initial data at time $t_0$, there exists a unique smooth solution to these evolution equations, and it is global towards the future, i.e. it is defined on $[t_0, \infty) \times T^3$.

Once future global existence is ensured, we can turn our attention to the main aim of the present paper, namely to understand in detail the asymptotic behaviour of the individual variables, and thus of the metric in (3), towards the future.

The following subclass of metrics is of central importance in our discussion:

**Definition 1.3.** Consider a metric of the form (3) which is defined for all $t > t_0$ for some $t_0 \geq 0$. The metric is said to have $\lambda$-asymptotics with constant $V_{\text{asympt}} > 0$ if, for every $\varepsilon > 0$, there is a $T > t_0$ such that

$$
\lambda(t, \theta) \geq -3 \ln t + 2 \ln \left( \frac{3}{4V_{\text{asympt}}} \right) - \varepsilon,
$$

for all $(t, \theta) \in [T, \infty) \times S^1$.

We show below, in Lemma 5.3, that $T^3$-Gowdy symmetric solutions have $\lambda$-asymptotics with constant $V_{\text{max}}$, provided we assume that the potential is bounded from above towards the future, i.e.

$$
V [\phi(t, \theta)] \leq V_{\text{max}},
$$

for all $(t, \theta) \in [t_0, \infty) \times S^1$. For non-Gowdy solutions, we impose this property on $\lambda$ for our discussion of the asymptotic behaviour. This approach should be compared to that of [AR16], where the case of Vlasov matter with a positive cosmological constant is discussed. In that paper, a related definition of $\lambda$-asymptotics is given, which is shown to hold in case of $T^3$-Gowdy symmetry and imposed otherwise, see [AR16 Def. 1].

We notice that the potential $V$ appears in most of the evolution equations and therefore influences all variables’ behaviour. It therefore appears impossible to achieve statements on the asymptotic convergence and decay properties of the variables without imposing some a priori assumption on the potential $V$. In the present paper, in order to obtain detailed asymptotics, we assume that the potential $V$ is constant, $V = V_{\text{const}}$. The resulting field equations are equivalent to those of a linear scalar field on a background with a positive cosmological constant. In this setup and with the assumption of $\lambda$-asymptotics with the same constant $V_{\text{const}}$, we can determine the behaviour of all variables up to arbitrary high order. This is the statement of Proposition 1.4.

Although the restriction to a constant potential is a rather severe one, we hope that our findings can, in a future paper, be extended to include a larger class of potentials.
The steps taken to achieve Proposition 1.4 are laid out in Section 6. The starting point is the property of \( \lambda \)-asymptotics with constant \( V_{\text{const}} \), from which we obtain estimates for all non-differentiated variables. These are used in the following steps to control first order derivatives. Inductively, we then extend the statements to include derivatives of all orders. The steps of our discussion are similar to those taken in [AR16], where the case of Vlasov matter with a positive cosmological constant is treated. There are two main differences though: While many statements in [AR16] make use of the non-negative pressure condition, we do not have access to this property, as non-linear scalar fields in general do not satisfy this condition. Further, Vlasov matter does not include a potential \( V \) and a scalar field \( \phi \). All statements on these quantities are new for this reason.

**Proposition 1.4** (Asymptotic properties of the variables in the metric). Consider a \( T^2 \)-symmetric solution to the Einstein non-linear scalar field equations with a positive constant potential \( V_{\text{const}} \). Choose coordinates so that the corresponding metric takes the form \( \mathbf{3} \) on \((t_0, \infty) \times \mathbb{T}^3\). Assume that the metric has \( \lambda \)-asymptotics with constant \( V_{\text{const}} \) and set \( t_1 = t_0 + 2 \). Then there are smooth functions \( \alpha_\infty > 0, P_\infty, Q_\infty, \phi_\infty, G_\infty \) and \( H_\infty \) on \( S^1 \), and, for every \( 0 \leq N \in \mathbb{Z} \), a constant \( C_N \) such that

\[
\|P(t, \cdot)\|_{C_N} + \|Q(t, \cdot)\|_{C_N} + \|\phi(t, \cdot)\|_{C_N} \leq C_N t^{-2},
\]

\[
\|P(t, \cdot) - P_\infty\|_{C_N} + \|Q(t, \cdot) - Q_\infty\|_{C_N} + \|\phi(t, \cdot) - \phi_\infty\|_{C_N} \leq C_N t^{-1},
\]

\[
\left\|t^3 \alpha(t, \cdot) - \alpha_\infty\right\|_{C_N} + \left\|\lambda(t, \cdot) + 3 \ln t - 2 \ln \frac{3}{4V_{\text{const}}}\right\|_{C_N} \leq C_N t^{-2},
\]

\[
\|t |G(t, \cdot)|\|_{C_N} + t \|H(t, \cdot)\|_{C_N} + \|G(t, \cdot) - G_\infty\|_{C_N} + \|H(t, \cdot) - H_\infty\|_{C_N} \leq C_N t^{-3/2},
\]

for all \( t \geq t_1 \).

In terms of the geometry, denote by \( \bar{g}(t, \cdot) \) and \( \bar{k}(t, \cdot) \) the metric and second fundamental form induced on \( \{t\} \times \mathbb{T}^3 \), by \( g_{ij} \) the components of the metric \( \bar{g} \) with respect to the vector fields \( \partial_1 = \partial_\theta \), \( \partial_2 = \partial_\varphi \), and \( \partial_3 = \partial_\lambda \), and equivalently for \( \bar{k} \). Then

\[
\left\|t^{-1} \bar{g}_{ij}(t, \cdot) - \bar{g}_{\infty,ij}\right\|_{C_N} + \left\|t^{-1} \bar{k}_{ij} - \mathcal{H} \bar{g}_{\infty,ij}\right\|_{C_N} \leq C_N t^{-1},
\]

for all \( t \geq t_1 \), where \( \mathcal{H} = \left(V_{\text{const}}/3\right)^{1/2} \) and

\[
\bar{g}_{\infty} = \frac{3}{4V_{\text{const}} \alpha_\infty} dy^2 + e^{2P_\infty} (dx + Q_\infty dy + (G_\infty + Q_\infty H_\infty) d\theta)^2 + e^{-2P_\infty} (d\theta + H_\infty d\phi)^2.
\]

The estimates we obtain in Proposition 1.4 can be used to prove future causal geodesic completeness. The proof is given further down in Section 7 and proceeds similarly to that of [Rin08, Prop. 4], which treats the case of the Einstein non-linear scalar field equations with a potential satisfying \( V(0) = 0, V'(0) = 0, V''(0) = 0 \).

**Proposition 1.5** (Future causal geodesic completeness). Consider a \( T^2 \)-symmetric solution to the Einstein non-linear scalar field equations with a positive constant potential \( V_{\text{const}} \). Choose coordinates so that the corresponding metric takes the form \( \mathbf{3} \) on \((t_0, \infty) \times \mathbb{T}^3\). Assume that the metric has \( \lambda \)-asymptotics with constant \( V_{\text{const}} \). Then this spacetime is future causally geodesically complete.

Finally, we discuss how the spacetimes corresponding to the solutions to equations \( \mathbf{6} \) appear to a late time observer. For a proof of the Cosmic No-Hair conjecture, we need to show
that to such an observer the spacetime appears as the de Sitter spacetime. Let us therefore consider the metric
\[ g_{\text{dS}} = -dt^2 + e^{2 H t} \bar{g}_{\text{Eucl}}, \]
where \((\mathbb{R}^3, \bar{g}_{\text{Eucl}})\) is the Euclidean three-dimensional space. Then \((\mathbb{R}^4, g_{\text{dS}})\) is a part of the de Sitter spacetime. An observer moves along a future directed causal curve \(\gamma = (\gamma^0, \gamma)\), which we assume to be future inextendible and defined on \((s_-, s_+)\). For \(s \nearrow s_+\), the spatial part \(\gamma(s)\) converges to some \(\bar{x}_0 \in \mathbb{R}^3\). The form of the metric reveals that the curve \(\gamma\) is contained in the set
\[ C_{x_0, \mathcal{H}} = \{(t, \bar{x}) : |\bar{x} - \bar{x}_0| \leq H^{-1} e^{-H t}\} \]
at all times. In other words, the spacetime outside of this cone-like set is unreachable to the late time observer, and therefore should be irrelevant for the discussion of the Cosmic No-Hair conjecture.

As we are interested in the late time behaviour, we replace the set \(C_{x_0, \mathcal{H}}\) by one where we bound the time coordinate from below. Further, we introduce a margin in the spatial extension. This makes it possible to work with open sets, and we introduce
\[ C_{\mathcal{H}, K, T} = \{(t, \bar{x}) : t > T, |\bar{x}| < K H^{-1} e^{-H t}\} \]
as our main object of interest, where we assume that \(T > 0\) and \(K \geq 1\). Note that translation on each hypersurface \(\{t\} \times \mathbb{R}^3\) is an isometry by which we can move \(\bar{x}_0\) to the origin in \(\mathbb{R}^3\).

When considering the Einstein non-linear scalar field equations and assuming the potential to be constant, the resulting equations are equivalent to a linear field on a background with a positive cosmological constant. This is one of the settings in which [AR16] Def. 8 applies and defines the concept of future asymptotically de Sitter like spacetimes, of which we make use here.

**Definition 1.6.** Let \((M, g)\) be a time-oriented, globally hyperbolic Lorentz manifold which is future causally geodesically complete. Assume that \((M, g)\) is a solution to Einstein’s equations with a positive cosmological constant \(\Lambda\) and set \(\mathcal{H} = (\Lambda/3)^{1/2}\). Then \((M, g)\) is said to be future asymptotically de Sitter like if there is a Cauchy hypersurface \(\Sigma\) in \((M, g)\) such that for every future oriented and inextendible causal curve \(\gamma\) in \((M, g)\), the following holds:

- There is an open set \(D\) in \((M, g)\) such that \(J^-(\gamma) \cap J^+(\Sigma) \subset D\), and \(D\) is diffeomorphic to \(C_{\mathcal{H}, K, T}\) for a suitable choice of \(K \geq 1\) and \(T > 0\).
- Using \(\psi : C_{\mathcal{H}, K, T} \rightarrow D\) to denote the diffeomorphism; letting \(R(t) = K H^{-1} e^{-H t}\); denoting by \(\bar{g}_{\text{dS}}(t, \cdot)\) and \(\bar{k}_{\text{dS}}(t, \cdot)\) the metric and second fundamental form induced on \(S_t = \{t\} \times B_{R(t)}(0)\) by \(g_{\text{dS}}\); denoting by \(\bar{g}(t, \cdot)\) and \(\bar{k}(t, \cdot)\) the metric and second fundamental form induced on \(S_t\) by the pullback \(\psi^* g\) of the metric \(g\) by \(\psi\); and letting \(N \in \mathbb{N}\), one finds
  \[ \lim_{t \to \infty} \left( \|\bar{g}_{\text{dS}}(t, \cdot) - \bar{g}(t, \cdot)\|_{C^N(S_t)} + \|\bar{k}_{\text{dS}}(t, \cdot) - \bar{k}(t, \cdot)\|_{C^N(S_t)} \right) = 0. \]

**Remark 1.7.** In the previous definition, the sets \(J^\pm\) denote the causal future and past. Further, the norm we have used is defined by
\[ \|h\|_{C^N(S_t)} = \left( \sup_{t \in J^+} \sum_{i,j,l} \bar{g}_{\text{dS}, i,j,l} \cdots \bar{g}_{\text{dS}, i,j,l} \bar{g}_{\text{dS}} \nabla_{\text{dS}} h_{ij} \nabla_{\text{dS}} h_{ij} \cdots \nabla_{\text{dS}} h_{ij} \nabla_{\text{dS}} h_{ij} \right)^{1/2}, \]
for a covariant vector field \(h\) on \(S_t\). Here, \(\nabla_{\text{dS}}\) denotes the Levi-Civita connection induced by the metric \(\bar{g}_{\text{dS}}(t, \cdot)\) which was given in Definition 1.6.
Remark 1.8. In order to extend the concept of future asymptotically de Sitter like to solutions with a non-constant potential, Definition 1.6 needs to be adapted conceptually, as the sets $C_{H,K,T}$ are no longer meaningful. The necessary adaptations might depend on additional assumptions made on the potential $V$.

This definition enables us to formally state the Cosmic No-Hair conjecture. Our formulation should be compared to that of [AR16, Conj. 11].

Conjecture 1.9 (Cosmic No-Hair, scalar field with positive constant potential). Let $A$ denote the class of initial data such that the corresponding maximal globally hyperbolic developments are future causally geodesically complete solutions to the Einstein non-linear scalar field equations with a positive constant potential $V_{\text{const}}$. Then every generic element of $A$ has a maximal globally hyperbolic development which is future asymptotically de Sitter like.

Remark 1.10. We do not expect the statement to hold for each element of $A$, but allow for a small subset to have different behaviour. The exact definition of this subset of exceptions as well as the notion of 'smallness' might depend on the specific class $A$.

In the case of Einstein’s vacuum equations with a positive cosmological constant, which is the special case of a constant potential and a vanishing scalar field, a famous counterexample to the conjectured behaviour are the Nariai spacetimes. These are time-oriented, globally hyperbolic, and causally geodesically complete, but without future asymptotically de Sitter like behaviour. Details on these spacetimes as well as a counterexample solving the Einstein-Maxwell equations with a positive cosmological constant are given in [Rin08, p. 126f.].

For $T^1$-Gowdy symmetric solutions, we prove that the Cosmic No-Hair conjecture holds. Our statement even extends to $T^2$-symmetric spacetimes which have $\lambda$-asymptotics, see Definition 1.3, a property which is shown to hold in $T^3$-Gowdy symmetric spacetimes in Lemma 3.3. The proof of the following theorem is carried out in Section 7.

Theorem 1.11 (Cosmic No-Hair, scalar field with positive constant potential). Consider a $T^2$-symmetric solution to the Einstein non-linear scalar field equations with a positive constant potential $V_{\text{const}}$. Choose coordinates so that the corresponding metric takes the form (3) on $(t_0, \infty) \times T^3$. Assume that the metric has $\lambda$-asymptotics with constant $V_{\text{const}}$. Then the solution is future asymptotically de Sitter like. In other words, the Cosmic No-Hair conjecture holds in this class of initial data.

1.7. Notation. Throughout the paper, we make use of the following notation for the mean of a scalar function $f$ on $S^1$:

$$\langle f \rangle = \frac{1}{2\pi} \int_{S^1} f d\theta.$$  

We even extend this definition to include the spacelike mean of functions defined on $I \times S^1$, writing $\langle f \rangle = \langle f(t, \cdot) \rangle$.
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2. Lightcone evolution equations

The variables appearing in the metric (3) evolve according to the evolution equations (6)–(12). In addition to the $t$- and $\theta$-derivatives of these variables, we are interested in their evolution along
characteristics. In particular, several of our arguments revolve around the quantities

\[ A_\pm = (\partial_\pm P)^2 + e^{2P}(\partial_\pm Q)^2 \]

and

\[ B_\pm = (\partial_\pm \phi)^2, \]

where

\[ \partial_\pm = \partial_t \pm \alpha^{1/2} \partial_\theta. \]

Similar quantities are introduced in [AR16], where the case of Vlasov matter is discussed. For our discussion, we make use of their lightcone derivatives. We frequently use the following abbreviated notation for the different partial derivatives:

\[ P_t := \partial_t P, \quad P_\theta := \partial_\theta P, \quad P_\pm := \partial_\pm P, \]

and equivalently for all other variables.

**Lemma 2.1.** Consider a solution to the evolution equations (6)–(12). Then

\[
\begin{align*}
\partial_\pm A_\mp &= -\left( \frac{2}{t} - \frac{\alpha_t}{\alpha} \right) A_\mp + \frac{2}{t} \alpha^{1/2} \left( P_\theta P_\mp + e^{2P} Q_\theta Q_\mp \right) \\
&\quad + \frac{e^{-P+\lambda/2} J^2}{t^7/2} P_\mp - \frac{e^{P+\lambda/2} (K - QJ)^2}{t^7/2} P_\mp + 2 \frac{e^{\lambda/2} J (K - QJ)}{t^7/2} e^{P} Q_\mp.
\end{align*}
\]

The proof is a rather lengthy computation, using the evolution equations (9) and (10). We skip the details and refer the reader to the proof of [AR16, Lemma 38], or alternatively to Appendix A, which provides the means of directly transferring the statement of [AR16, Lemma 38] from Vlasov matter to non-linear scalar field matter.

**Lemma 2.2.** Consider a solution to the evolution equations (6)–(12). Then

\[
\begin{align*}
\partial_\pm B_\mp &= -\left( \frac{2}{t} - \frac{\alpha_t}{\alpha} \right) B_\mp + \frac{2}{t} \alpha^{1/2} \phi_\theta \phi_\mp - 2t^{-1/2} e^{\lambda/2} V' \phi_\mp.
\end{align*}
\]

The proof, a straight-forward computation using the equation of motion (12), is left to the reader.

Additionally, we define the quantities

\[ A_{\pm,2} := \left( P_{tt} \pm \alpha^{1/2} P_\theta \right)^2 + e^{2P} \left( Q_{tt} \pm \alpha^{1/2} Q_\theta \right)^2 \]

as well as

\[ B_{\pm,2} := \left( \phi_{tt} \pm \alpha^{1/2} \phi_\theta \right)^2. \]

We use their lightcone derivatives in an integration approach along characteristic curves to obtain uniform bounds for the second order derivatives of \( P \) and \( Q \), Proposition 4.16 and of \( \phi \), Proposition 4.17.

In the same spirit, we use the lightcone derivatives of

\[ D_{N+1,\pm} := \left[ \partial_\theta^N \phi_t \pm \partial_\theta^N \left( \alpha^{1/2} \phi_\theta \right) \right]^2 \]

to prove precise late time estimates for higher order derivatives of \( \phi \) in Lemma 6.15.
3. Preliminary late time properties

Before diving into a detailed discussion of the individual variables appearing in the metric and how their interlaced asymptotic behaviour can be used to prove global existence and uniqueness on the one hand as well as the Cosmic No-Hair conjecture on the other hand, we state three preliminary lemmata on the late time behaviour of $\alpha$ and $\lambda$. These statements are used in several instances further down, adapted to the respective circumstance.

**Lemma 3.1.** Consider a solution to equations (6)–(12) on $I \times S^1$. Assume that the potential $V$ is non-negative. Then $\alpha$ is monotone decreasing on $I$, i.e.

$$\alpha(t, \theta) \leq \alpha(t_0, \theta),$$

for all $\theta \in S^1$ and $t \geq t_0$, where $t, t_0 \in I$.

The statement and proof of this statement and the next are similar to those of [AR16, Prop. 42].

**Proof.** The evolution equations (6) and (7) yield that

$$\alpha_t - \alpha/\alpha \geq 0.$$

Due to compactness of the sphere $S^1$, this implies

(16) $$\left( \alpha^{-1/2} e^{\lambda/2} \right)(t, \theta) \geq c_0,$$

for some constant $c_0 > 0$ depending on the initial data at time $t_0 \in I$, and all $(t, \theta) \in I \times S^1$ with $t \geq t_0$. From the evolution of $\alpha_t/\alpha$, equation (6), we conclude that

(17) $$-\alpha_t/\alpha \geq 4t^{1/2} e^{\lambda/2} V(\phi)$$

which is non-negative by assumption. Consequently,

$$\partial_t \alpha^{-1/2} = -\frac{\alpha_t}{2\alpha} \alpha^{-1/2} \geq 0,$$

and integration with respect to time concludes the proof. \hfill \Box

We devote one of the following chapters to the case of a constant potential. In this case, we can strengthen the statement of the previous lemma and find polynomial decay of $\alpha$.

**Lemma 3.2.** Consider a solution to equations (6)–(12) on $I \times S^1$. Assume that the potential $V$ is positive and constant, $V = V_{\text{const}} > 0$. Then there is a constant $C > 0$ depending only on the initial data at time $t_0$ such that

$$\alpha(t, \theta) \leq Ct^{-3},$$

for all $\theta \in S^1$ and $t \geq t_0$, where $t, t_0 \in I$.

**Proof.** As in the previous proof, we conclude the inequalities (16) and (17). By assumption, the potential $V$ is a positive constant, and consequently

$$\partial_t \alpha^{-1/2} = -\frac{\alpha_t}{2\alpha} \alpha^{-1/2} \geq c_1 t^{1/2},$$

for all $(t, \theta) \in I \times S^1$, where the constant $c_1 > 0$ depends only on the initial data at time $t_0$. Integration with respect to time concludes the proof. \hfill \Box

In the next lemma, we take a first step towards our proof of the Cosmic No-Hair conjecture. We assume for the moment that the solution to the evolution equations extends to all future times, and we assume symmetry to hold. Later, we will consider constant potentials, but for the next lemma, it is enough to assume that the potential is bounded from above towards the future.
Lemma 3.3. Consider a solution to equations (6)–(12) on \([t_0, \infty) \times \mathbb{S}^1\). Assume that the solution has \(\mathbb{T}^3\)-Gowdy symmetry, i.e. \(J = 0 = K\), and assume that the potential is bounded from above towards the future, i.e.

\[
V[\phi(t, \theta)] \leq V_{\text{max}},
\]

for all \((t, \theta) \in [t_0, \infty) \times \mathbb{S}^1\). Then there is, for every \(\varepsilon > 0\), a time \(T > t_0\) such that

\[
\lambda(t, \theta) \geq -3 \ln t + 2 \ln \left( \frac{3}{4V_{\text{max}}} \right) - \varepsilon,
\]

for all \((t, \theta) \in [t_0, \infty) \times \mathbb{S}^1\).

The statement and proof are similar to [AR16 Prop. 44]. Note however that their statement assumes the non-negative pressure condition to hold, which in general is not satisfied for non-linear scalar field spacetimes.

Proof. We set

\[
\hat{\lambda}(t, \theta) = \lambda(t, \theta) + 3 \ln t - 2 \ln \left( \frac{3}{4V_{\text{max}}} \right).
\]

The evolution equation for \(\hat{\lambda}\), equation (7), together with \(J = 0 = K\), gives

\[
\partial_t \hat{\lambda} = t \left[ P_t^2 + \alpha P_{\theta}^2 + e^{2P} (Q_t^2 + \alpha Q_{\theta}^2) + 2(\phi_t^2 + \alpha \phi_{\theta}^2) \right] - 4t^{1/2}e^{\lambda/2}V(\phi) + \frac{3}{t}.
\]

Due to the assumption on the potential, we can estimate this expression by

\[
\partial_t \hat{\lambda} \geq \frac{3}{t} \left( 1 - e^{\lambda/2} \right).
\]

Consequently, for every \(\varepsilon > 0\), there is a \(T\) such that \(\hat{\lambda}(t, \theta) \geq -\varepsilon\) for all \((t, \theta) \in [T, \infty) \times \mathbb{S}^1\). This concludes the proof. \(\square\)

4. Uniform boundedness on compact time intervals

In this section, we consider solutions to the evolution equations (6)–(12) given on compact time intervals \(I = [t_0, t]\). We show that towards the future all quantities are uniformly bounded up to their second derivative, by constants depending only on the initial data at time \(t_0\) and via a smooth \(\mathbb{R} \to \mathbb{R}\) function on the length of the interval. In fact, our chain of arguments can be extended up to derivatives of arbitrary high degree, see Remark 4.19 but we don’t give detailed proofs for derivatives higher than second degree.

In the following section, we make use of the bounds obtained here in order to show future global existence and uniqueness of solutions. This approach is similar to existing work on \(\mathbb{T}^2\)-symmetric spacetimes, and we refer the reader to [And99], [RW03] and [ARW05] for comparison.

Theorem 4.1. Consider the evolution equations (6)–(12) where the potential \(V : \mathbb{R} \to \mathbb{R}\) is assumed to be a non-negative \(C^\infty\) function. Given a solution defined on \(I \times \mathbb{S}^1\), where \(I = [t_0, t]\) is a compact interval, the following quantities are uniformly bounded by constants depending only on the initial data at time \(t_0\) and via a smooth \(\mathbb{R} \to \mathbb{R}\) function on the length of the interval:

- The zeroth derivatives \(\alpha, \alpha^{-1}, \lambda, P, Q, \phi, V\);
- The first derivatives \(\alpha_t, \alpha_{\theta}, \lambda_t, P_t, P_{\theta}, Q_t, Q_{\theta}, \phi_t, \phi_{\theta}, \phi_{tt}, V'\);
- The second derivatives \(P_{tt}, P_{\theta\theta}, Q_{tt}, Q_{\theta\theta}, \phi_{tt}, \phi_{\theta\theta}, V''\).

The lemmata and propositions in this section constitute the proof. To show the statement of Theorem 4.1 we proceed stepwise, first discussing the different zeroth derivatives and then proceeding to the higher ones.
Remark 4.2. Throughout this section, we assume that the potential $V : \mathbb{R} \to \mathbb{R}$ is non-negative and $C^\infty$. In particular, this implies that $V$ as well as its first and second derivatives $V' = dV/d\phi$ and $V'' = d^2V/d\phi^2$ do not become unbounded for a bounded scalar field $\phi$.

Inspired by [ARW05, eq. (42)], we define the following energy:

$$E_{\text{exist}} = \int_{S^1} \alpha^{-1/2} \left[ \left( P_t + \frac{1}{t} \right)^2 + \alpha P_t^2 + e^{2P} (Q_t^2 + \alpha Q_t^2) + 2(\phi_t^2 + \alpha \phi_t^2) \right] d\theta.$$  

We remark at this point that all terms in the integrand are non-negative due to the assumption on the potential $V$. A direct comparison with the evolution equations, mainly equations (11) and (6), shows that it is equivalent to write

$$E_{\text{exist}} = \int_{S^1} \alpha^{-1/2} x^{-1} \left[ \lambda_t - 2 \frac{\alpha_t}{\alpha} + 1 + 2P_t \right] d\theta.$$  

Lemma 4.3. Consider a solution to the evolution equations (6) – (12) on $I \times S^1$. Then, independently of the sign of the potential $V$, the energy $E_{\text{exist}}$ is monotone decreasing on $I$, i.e.

$$E_{\text{exist}}(t) \leq E_{\text{exist}}(t_0),$$  

for all $t \geq t_0$, where $t, t_0 \in I$. In particular, $E_{\text{exist}}$ is bounded towards the future.

If additionally the potential $V$ is non-negative, then there exists a constant $C$, depending only on the initial data at time $t_0 \in I$, such that

$$\int_{S^1} \left[ P_t^2 + \alpha P_t^2 + e^{2P} (Q_t^2 + \alpha Q_t^2) + 2(\phi_t^2 + \alpha \phi_t^2) \right] d\theta \leq C,$$

for all $t \geq t_0$, where $\in I$.

Proof. Differentiating the integrand of $E_{\text{exist}}$ with respect to time, one finds that

$$\frac{d}{dt}(E_{\text{exist}}(t)) = -\int_{S^1} 2t^{-1} \alpha^{-1/2} \left[ \left( P_t + \frac{1}{t} \right)^2 + e^{2P} \alpha Q_t^2 + 2\phi_t^2 \right] d\theta,$$

which is non-positive. This yields the monotonicity statement.

Considering the second estimate in the statement, for all but the first term in the integral this follows directly from the energy estimate together with Lemma 3.1 stating that $\alpha$ is monotone decaying. Instead of obtaining an estimate for $P_t$ directly, we find that

$$\int_{S^1} \left( P_t + \frac{1}{t} \right)^2 d\theta \leq C.$$  

This gives

$$\int_{S^1} |P_t| d\theta \leq C,$$

the latter implying that even

$$\int_{S^1} |P_t| d\theta \leq C,$$
and can be combined to
\[
\int_{S^1} P_r^2 d\theta = \int_{S^1} \left[ \left( P_1 + \frac{1}{t} \right)^2 - \frac{2}{t} P_1 - \frac{1}{t^2} \right] d\theta \leq C.
\]
This concludes the proof. \(\square\)

From Lemma 3.1 we know the following: If we assume a non-negative potential, then \(\alpha\) is monotone decaying towards the future, and therefore, on every compact set \(I = [t_0, t]\), is uniformly bounded from above by a constant depending only on the initial data at time \(t_0\). Further, \(\alpha\) is bounded from below by zero. We will need a stronger lower bound and prove an integral version now as well as a pointwise version further down in Lemma 4.8.

**Lemma 4.4.** Consider a solution to the evolution equations (6)–(12) on \(I \times S^1\). Assume that the interval \(I = [t_0, t]\) is compact. Then \(\int_{S^1} \alpha^{-1/2} d\theta\) is uniformly bounded from above by a constant depending only on the initial data at time \(t_0\) and polynomially on the length of the interval.

**Proof.** We compute
\[
\partial_t \alpha^{-1/2} = -\frac{1}{2} \alpha^{-1/2} \frac{\alpha_\theta}{\alpha}
\]
and notice from the evolution equation (6) for \(\alpha\) that this is bounded from above by \(t/2\) times the integrand of \(E_{\text{exist}}\) defined in (20). Consequently, setting \(D := \max_{\theta \in S^1} (\alpha^{-1/2}(t_0, \theta))\) and integrating over the integral \([t_0, t]\) as well as over \(S^1\), we find
\[
\int_{S^1} \alpha^{-1/2}(t, \theta) d\theta \leq \int_{t_0}^t \frac{s}{2} E_{\text{exist}}(s) ds + \int_{S^1} \alpha^{-1/2}(t_0, \theta) d\theta \leq E_{\text{exist}}(t_0) \frac{t^2 - t_0^2}{4} + 2\pi D,
\]
which is uniformly bounded as claimed. \(\square\)

**Lemma 4.5.** Consider a solution to the evolution equations (6)–(12) on \(I \times S^1\). Assume that the interval \(I = [t_0, t]\) is compact. Then \(P, Q\) and \(\phi\) are uniformly bounded by constants depending only on the initial data at time \(t_0\) and polynomially on the length of the interval.

**Proof.** We give the proof for \(P\) and leave its adaptation to \(Q\) and \(\phi\) to the reader. We can estimate the derivative of \(P + \ln t\) via
\[
|\partial_t (P + \ln t)| \leq \frac{1}{2\pi} \int_{S^1} \left| P_1 + \frac{1}{t} \right| d\theta \leq \frac{1}{\sqrt{2\pi}} \left( \int_{S^1} \left( P_1 + \frac{1}{t} \right)^2 d\theta \right)^{1/2},
\]
which is uniformly bounded due to Lemma 4.3. As a consequence, the same boundedness holds true for \(\langle P + \ln t \rangle\), and consequently also for \(\langle P \rangle\). As further
\[
\int_{S^1} |P_\theta| d\theta \leq \frac{1}{2\pi} \left( \int_{S^1} \alpha^{1/2} P_\theta^2 d\theta \right)^{1/2} \left( \int_{S^1} \alpha^{-1/2} d\theta \right)^{1/2},
\]
the integral bound on \(\alpha^{-1/2}\) found in Lemma 4.3 and again Lemma 4.3 imply the statement for \(P\). \(\square\)

**Lemma 4.6.** Consider a solution to the evolution equations (6)–(12) on \(I \times S^1\). Assume that the interval \(I = [t_0, t]\) is compact. Assume further that the potential \(V\) is non-negative. Then \(\lambda\) is uniformly bounded by a constant depending only on the initial data at time \(t_0\) and polynomially on the length of the interval.
Proof. From the evolution equation (8), we conclude that
\[ |\lambda| = |2t(P_tP_0 + e^{2P}Q_tQ_0) + 4t\phi_t\phi_0| \]
\[ \leq t\alpha^{-1/2}(P_t^2 + \alpha P_0^2 + 4e^{2P}(Q_t^2 + \alpha Q_0^2) + 2(\phi_t^2 + \alpha\phi_0^2)). \]

Lemma 4.3 and Lemma 4.5 thus yield that \(|\lambda(t, \theta_1) - \lambda(t, \theta_2)|\) is uniformly bounded on compact time intervals. Further

\[ |\partial_t(\lambda)| \leq \frac{1}{2\pi} \int_{S^1} |\lambda|, \]

which, due to evolution equation (7), is bounded via the energy \(E_{\text{exist}}\). Due to monotonicity of this energy, Lemma 4.3 and the upper bound on \(\alpha\) from Lemma 3.4, this implies that \((\lambda)\) is uniformly bounded on compact time intervals, and combining this statement with the bounded difference of \(\lambda\) at two points \(\theta_1, \theta_2\) implies the statement. \(\square\)

As a direct consequence of the previous lemmata showing uniform bounds for \(\alpha\) (from above, and an integral bound from below), \(\lambda, P, Q\) and \(\phi\), we conclude the following:

**Corollary 4.7.** Consider a solution to the evolution equations (6)–(12) on \(I \times S^1\). Assume that the interval \(I = [t_0, t]\) is compact. Assume further that the potential \(V : \mathbb{R} \to \mathbb{R}\) is a non-negative \(C^\infty\) function. Then quotients of the form

\[ \frac{e^{\lambda/2}J^2}{\mu}, \frac{e^{\lambda/2}(K - J^2)}{\mu}, \]

with \(\mu \in \mathbb{R}\), as well as the potential \(V\) are uniformly bounded by constants depending only on the initial data at time \(t_0\) and polynomially on the length of the interval.

Strictly speaking, at this point it is enough to assume \(C^1\) or even Lipschitz regularity for the potential, but from here on out we make the smoothness assumption we also use in the global existence and uniqueness statement.

We can now improve the integral lower bound on \(\alpha\) to a pointwise one.

**Lemma 4.8.** Consider a solution to the evolution equations (6)–(12) on \(I \times S^1\). Assume that the interval \(I = [t_0, t]\) is compact. Assume further that the potential \(V : \mathbb{R} \to \mathbb{R}\) is a non-negative \(C^\infty\) function. Then \(\alpha^{-1}\) is uniformly bounded from above, or equivalently \(\alpha\) is uniformly bounded away from zero, by constants depending only on the initial data at time \(t_0\) and via a smooth \(\mathbb{R} \to \mathbb{R}\) function on the length of the interval.

Proof. We consider \(\ln \alpha\) and conclude from the evolution equation (6) that its time derivative is non-positive and uniformly bounded on compact time intervals due to the uniform boundedness of all zeroth derivatives, which we have proven in the earlier statements in this section. As a consequence, \(\ln \alpha\) is uniformly bounded by a constant depending only on the initial data at time \(t_0\) and polynomially on the length of the interval. By the proportionality of the exponential function, the statement follows. \(\square\)

Having found uniform bounds for all non-differentiated variables, we now turn to their first derivatives.

**Lemma 4.9.** Consider a solution to the evolution equations (6)–(12) on \(I \times S^1\). Assume that the interval \(I = [t_0, t]\) is compact. Assume further that the potential \(V : \mathbb{R} \to \mathbb{R}\) is a non-negative \(C^\infty\) function. Then \(\alpha_t/\alpha\) and \(\alpha_t\) are uniformly bounded by constants depending only on the initial data at time \(t_0\) and polynomially on the length of the interval.

Proof. This is a direct consequence of the evolution equation (11) and boundedness of all non-differentiated variables. Note that we do not make use of the lower bound of \(\alpha\). \(\square\)
For the first derivatives of the variables $P$, $Q$ and $\phi$, we use a lightcone integration ansatz. Similar approaches have been used for example in [ARW05] or [And99] (both times in Part 2 of Section 4). To this end, we consider the quantities $A_{\pm}$ and $B_{\pm}$ from equations (14) and (15) whose lightcone derivatives we can estimate using the boundedness statements for the zeroth derivatives. We integrate these lightcone derivatives along characteristic curves between the $t_0$- and the $t$-timeslice. Grönwall’s lemma then yields uniform bounds for $A_{\pm}$ and $B_{\pm}$, which imply the requested bounds on the derivatives of $P$, $Q$ and $\phi$.

**Proposition 4.10.** Consider a solution to the evolution equations (9)–(12) on $I \times S^1$. Assume that the interval $I = [t_0, t]$ is compact. Assume further that the potential $V : \mathbb{R} \to \mathbb{R}$ is a non-negative $C^\infty$ function. Then $P_t$, $P_\theta$, $Q_t$ and $Q_\theta$ are uniformly bounded, by constants depending only on the initial data at time $t_0$ and via a smooth $\mathbb{R} \to \mathbb{R}$ function on the length of the interval.

**Proposition 4.11.** Consider a solution to the evolution equations (9)–(12) on $I \times S^1$. Assume that the interval $I = [t_0, t]$ is compact. Assume further that the potential $V : \mathbb{R} \to \mathbb{R}$ is a non-negative $C^\infty$ function. Then $\phi_t$ and $\phi_\theta$ are uniformly bounded, by constants depending only on the initial data at time $t_0$ and via a smooth $\mathbb{R} \to \mathbb{R}$ function on the length of the interval.

**Proof of Proposition 4.10.** We consider the function $A_{\mp}$ defined in (14), whose lightcone derivative has been computed in Lemma 2.1. All terms appearing in the second line of that statement can be estimated by $G \sqrt{A_{\mp}}$, due to uniform boundedness of the quotients given via Corollary 4.7 and Lemma 4.5. For the terms in the first line in Lemma 2.1, a short computation of the individual terms of the function $A_{\mp}$ gives

$$ |\frac{2}{t} \alpha \frac{1}{2} (P_\mp P_\theta + e^{2P} Q_\mp Q_\theta) | \leq \frac{1}{t} (A_\mp - A_\pm) + \frac{2}{t} \alpha (P_\theta^2 + e^{2P} Q_\theta^2) \leq \frac{1}{t} A_{\mp} + \frac{1}{2t} (A_+ + A_-). $$

Further, $\alpha_t/\alpha$ is uniformly bounded by Lemma 4.9. Consequently, we can estimate

$$ |\nabla_{\mp} A_{\mp}| \leq CA_{\mp} + C \sqrt{A_{\mp}} + C(A_+ + A_-) \leq C + C(A_+ + A_-), $$

where in the second estimate we have used $\sqrt{A} \leq 1 + x$.

We now set

$$ G(t, \theta) = P_t^2 + \alpha P_\theta^2 + e^{2P} Q_t^2 + e^{2P} \alpha Q_\theta^2 = \frac{1}{2} (A_+ + A_-) $$

and fix a point $(t, \theta)$. We further set $c_\pm$ to be two characteristic curves in the spacetime, starting at some point on the $t_0$-level and ending in the point $(t, \theta)$, such that their velocity vector is $\partial_{\pm}$. In particular, the curve parameter $s$ can be chosen such that $c_\pm(s)$ is contained in the set $\{s\} \times T^3$.

We can rewrite $G$ by integrating along these curves, in fact

$$ G(t, \theta) = \frac{1}{2} (A_+ + A_-)(t, \theta) $$

$$ = \frac{1}{2} A_+ (c_-(t_0)) + \frac{1}{2} \int_{t_0}^t \partial_- A_+ (c_-(s)) ds $$

$$ + \frac{1}{2} A_- (c_+(t_0)) + \frac{1}{2} \int_{t_0}^t \partial_+ A_- (c_+(s)) ds. $$

Applying estimate (21), we find that

$$ \sup_{\theta \in S^1} G \leq C + \int_{t_0}^t \left( C \sup_{\theta \in S^1} G \right) ds. $$
Grönwall’s lemma yields a uniform bound on \( \sup_\theta G \) and hence on \( G \), which implies uniform bounds on \( P_t, e^{\frac{1}{2} t P} \), and \( \alpha^{1/2} \). The lower bound on \( \alpha \) found in Lemma 4.8 and the uniform bound on \( P \), see Lemma 4.10 concludes the proof.

**Proof of Proposition 4.11.** A short computation of the individual terms of the function \( B_{\pm} \) defined in (15) reveals that

\[
\frac{2}{t} \alpha^{1/2} \phi \phi_t = \frac{1}{2t}(B_+ - B_{\pm}) + \frac{2}{t} \alpha \phi_\theta^2 \\
\leq \frac{1}{t} B_+ + \frac{1}{2t}(B_+ + B_-).
\]

Combining this estimate with Lemma 2.3, we can estimate the lightcone derivative of \( B_{\pm} \):

\[
(22) \quad \partial_\pm B_+ \leq -\frac{1}{t} B_+ + \frac{1}{2t}(B_+ + B_-) + \frac{\alpha}{\alpha} \phi_\theta^2 - 2t^{1/2} \lambda^2 V' \phi_\pm.
\]

The first derivative of the smooth function \( V \) has uniform bounds on the compact set of possible \( \phi \)-values, see Remark 4.2, and using the uniform bounds for all zeroth derivatives, we can estimate the last term in (22) via

\[
\left| 2t^{-1/2} \lambda^2 V' \phi_\pm \right| \leq C |\phi_\pm| \leq C + C \phi_\pm^2.
\]

Using Lemma 4.9 to estimate the term \( \alpha \), we therefore find that inequality (22) implies

\[
|\partial_\pm B_+| \leq C + C(B_+ + B_-).
\]

This is the same estimate as the one we had available for \( A_\pm \) in the previous proof, see (21). We set

\[
H(t, \theta) = \phi_t^2 + \alpha \phi_\theta^2 = \frac{1}{2}(B_+ + B_-)
\]

and integrate the lightcone derivatives of \( B_{\pm} \) along characteristic curves \( c_{\pm} \) defined as in the previous proof. Using the same steps as in the previous proof, we show uniform boundedness of \( H \), and from this obtain the statement.

As a direct consequence of Proposition 4.11 giving uniform bounds on the first derivatives of \( \phi \), we find the following corollary, see also Remark 4.2.

**Corollary 4.12.** Consider a solution to the evolution equations (15)–(12) on \( I \times S^1 \). Assume that the interval \( I = [t_0, t] \) is compact. Assume further that the potential \( V : \mathbb{R} \to \mathbb{R} \) is a non-negative \( C^\infty \) function. Then the first derivatives \( V' = \frac{dV}{d\phi}, \partial_\pm V = V' \phi_\pm \) and \( \partial_\theta V = V' \phi_\theta \) of the potential are uniformly bounded by constants depending only on the initial data at time \( t_0 \) and via a smooth \( \mathbb{R} \to \mathbb{R} \) function on the length of the interval.

**Lemma 4.13.** Consider a solution to the evolution equations (15)–(12) on \( I \times S^1 \). Assume that the interval \( I = [t_0, t] \) is compact. Assume further that the potential \( V : \mathbb{R} \to \mathbb{R} \) is a non-negative \( C^\infty \) function. Then \( \lambda_1 \) and \( \lambda_\theta \) are uniformly bounded by constants depending only on the initial data at time \( t_0 \) and via a smooth \( \mathbb{R} \to \mathbb{R} \) function on the length of the interval.

**Proof.** This follows directly from the evolution equations, as all quantities appearing on the right-hand side of equations (17) and (18) are uniformly bounded by the boundedness statements we have obtained so far.

**Lemma 4.14.** Consider a solution to the evolution equations (15)–(12) on \( I \times S^1 \). Assume that the interval \( I = [t_0, t] \) is compact. Assume further that the potential \( V : \mathbb{R} \to \mathbb{R} \) is a non-negative \( C^\infty \) function. Then \( \alpha \phi_\theta \) is uniformly bounded by constants depending only on the initial data at time \( t_0 \) and via a smooth \( \mathbb{R} \to \mathbb{R} \) function on the length of the interval.
Proof. Using the evolution (6), we find that the \( \theta \)-derivative of \( \alpha_t \) is
\[
\alpha_{\theta t} = \frac{\alpha_t}{\alpha} \partial_\theta + \alpha \partial_\theta \left( \frac{e^{\lambda/2-\alpha}}{t^{\lambda/2}} + \frac{e^{\lambda/2+\alpha}(K-QJ)}{t^5/2} + 4t^{1/2}e^{\lambda/2}V(\phi) \right).
\]
This equation is of the form
\[
\partial_t \alpha_\theta = f \alpha_\theta + g,
\]
where the functions \( f \) and \( g \) are uniformly bounded by constants depending only on the initial data at time \( t_0 \) and via a smooth \( \mathbb{R} \to \mathbb{R} \) function on the length of the interval, due to the results we have achieved in this section so far. Integration implies the statement.

At this point, we have proven that on compact time intervals all first order derivatives, both with respect to time \( t \) and space \( \theta \), of all variables appearing in the evolution equations, are uniformly bounded by constants depending only on the initial data at time \( t_0 \) and via a smooth \( \mathbb{R} \to \mathbb{R} \) function on the length of the interval. We continue with the second derivatives, but are only interested in \( P, Q \) and \( \phi \), as these are the only variables whose second derivatives we need to control in order to conclude global existence in Section 5. For the proof, we first provide bounds on the second derivatives of \( \alpha \).

Lemma 4.15. Consider a solution to the evolution equations (6)-(12) on \( I \times S^1 \). Assume that the interval \( I = [t_0, t] \) is compact. Assume further that the potential \( V : \mathbb{R} \to \mathbb{R} \) is a non-negative \( C^\infty \) function. Then \( \alpha_{tt} \) and \( \alpha_{\theta \theta} \) are uniformly bounded by constants depending only on the initial data at time \( t_0 \) and via a smooth \( \mathbb{R} \to \mathbb{R} \) function on the length of the interval.

Proof. The \( \theta \)- and \( t \)-derivative of the evolution equation (6) contain only zeroth and first derivative terms. Those are uniformly bounded due to the statement we have obtained so far.

Proposition 4.16. Consider a solution to the evolution equations (6)-(12) on \( I \times S^1 \). Assume that the interval \( I = [t_0, t] \) is compact. Assume further that the potential \( V : \mathbb{R} \to \mathbb{R} \) is a non-negative \( C^\infty \) function. Then the second derivatives \( P_{tt}, P_{\theta \theta} \) and \( P_{\theta \theta} \) of \( P \), and equivalently for \( Q \), are uniformly bounded by constants depending only on the initial data at time \( t_0 \) and via a smooth \( \mathbb{R} \to \mathbb{R} \) function on the length of the interval.

Proof. We start by rewriting the evolution equations (6) and (10) as follows:

\[
\begin{align*}
(23) & \quad P_{tt} - \alpha P_{\theta \theta} = -\frac{1}{t} P_t + \frac{\alpha_t}{2\alpha} P_t + \frac{\alpha_\theta}{2} P_\theta + e^{2\alpha} (Q_t^2 - \alpha Q_\theta^2) + \frac{e^{\lambda/2-\alpha}J^2}{2t^{\lambda/2}} - \frac{e^{\lambda/2+\alpha}(K-QJ)}{t^5/2} \\
(24) & \quad Q_{tt} - \alpha Q_{\theta \theta} = -\frac{1}{t} Q_t + \frac{\alpha_t}{2\alpha} Q_t + \frac{\alpha_\theta}{2} Q_\theta - 2(P_t Q_t - \alpha P_\theta Q_\theta) + \frac{e^{\lambda/2-\alpha}J(K-QJ)}{t^5/2}.
\end{align*}
\]

We consider
\[
A_{\pm,2} = \left( P_{tt} \mp \alpha^{1/2} P_{\theta \theta} \right) + e^{2\alpha} \left( Q_{tt} \pm \alpha^{1/2} Q_{\theta \theta} \right)
\]
and wish to estimate the lightcone derivative \( \partial_{\pm, A_{\mp,2}} \). In order to do so, we notice that
\[
\partial_{\pm} \left( P_{tt} \pm \alpha^{1/2} P_{\theta \theta} \right) = \partial_{\mp}(P_{tt} - \alpha P_{\theta \theta}) + \alpha_t P_{\theta \theta} - \frac{\alpha_t}{2\alpha} P_{\theta \theta} - \frac{\alpha_\theta}{2} P_{\theta \theta}.
\]
The term with \( P_{\theta \theta} \) can be replaced by the evolution equation (23), and the first bracket can be computed using the time derivative of the same equation. This yields an expression which contains only derivatives up to order two, and none where \( P \) or \( Q \) is differentiated with respect to \( \theta \) twice. Moreover, the second derivatives of \( P \) and \( Q \) occur linearly. Equivalently, we can
treat $\partial_{\pm}(e^{2P}(Q_{t\theta} + \alpha^{1/2}Q_{\theta\theta}))$. We now combine the two expressions, using the uniform bounds of all zeroth and first derivatives as well as of $\alpha_{tt}$ and $\alpha_{t\theta}$ which we have achieved in this section so far. This yields

$$|\partial_{\pm}A_{\mp,2}| \leq C + C(A_{+,2} + A_{-,2}).$$

This estimate coincides with the one we found for $A_{\mp}$ in the proof of Proposition 4.10, see [21], and the same chain of arguments as we employed there shows that

$$P_{tt}^2 + \alpha P_{t\theta}^2 + e^{2P}Q_{tt} + e^{2P}\alpha Q_{t\theta}^2$$

is uniformly bounded on compact time intervals. Combining this with Lemma 4.8 providing a lower bound on $\alpha$, as well as equations (23) and (24), we also find uniform bounds for $P_{t\theta}^2$ and $Q_{t\theta}^2$ as well as $P_{\theta\theta}^2$ and $Q_{\theta\theta}^2$, which concludes the proof.

**Proposition 4.17.** Consider a solution to the evolution equations (6)–(12) on $I \times S^1$. Assume that the interval $I = [t_0, t]$ is compact. Assume further that the potential $V : \mathbb{R} \to \mathbb{R}$ is a non-negative $C^\infty$ function. Then the second derivatives $\phi_{tt}, \phi_{t\theta}$ and $\phi_{\theta\theta}$ are uniformly bounded by constants depending only on the initial data at time $t_0$ and via a smooth $\mathbb{R} \to \mathbb{R}$ function on the length of the interval.

**Proof.** We consider

$$B_{\pm,2} = \left(\phi_{tt} \pm \alpha^{1/2}\phi_{t\theta}\right)^2$$

and, similar to the approach in the previous proof, compute

$$\partial_{\pm}\left(\phi_{tt} \pm \alpha^{1/2}\phi_{t\theta}\right) = \partial_t(\phi_{tt} - \alpha\phi_{t\theta}) + \alpha_t\phi_{t\theta} + \alpha\alpha^{1/2}\phi_{t\theta} - \frac{\alpha^2}{2}\phi_{t\theta}.$$

Using the equation of motion (12) as well as its time derivative, this can be reformulated into an expression with derivatives only up to second order, and where $\phi$ is not differentiated with respect to $\theta$ twice. Moreover, the second order derivatives of $\phi$ appear linearly. We can therefore proceed to estimate

$$|\partial_{\pm}B_{\mp,2}| \leq C + C(B_{+,2} + B_{-,2}).$$

In this last step, we applied the assumption on the potential in order to bound the time derivative of the term with $V''$, appearing on the left-hand side of the equation of motion, see also Remark 4.12. As in the previous proof and that of Proposition 4.10 we conclude from this estimate that

$$\phi_{tt}^2 + \alpha\phi_{t\theta}^2$$

is uniformly bounded on compact time intervals. The lower bound on $\alpha$ from Lemma 4.8 and the equation of motion, equation (12), imply that the same holds for $\phi_{t\theta}^2$ and $\phi_{\theta\theta}^2$. □

As a direct consequence, this even yields boundedness of the second derivatives of the potential.

**Corollary 4.18.** Consider a solution to the evolution equations (6)–(12) on $I \times S^1$. Assume that the interval $I = [t_0, t]$ is compact. Assume further that the potential $V : \mathbb{R} \to \mathbb{R}$ is a non-negative $C^\infty$ function. Then the second derivatives $V'' = d^2V/d\phi^2, \partial_t^2V, \partial_t\partial_\theta V$ and $\partial_\theta^2V$ of the potential are uniformly bounded by constants depending only on the initial data at time $t_0$ and via a smooth $\mathbb{R} \to \mathbb{R}$ function on the length of the interval.

**Remark 4.19.** We end our discussion at this point, as we have achieved uniform bounds on all quantities we need for the proof of global existence in the next section. However, we can continue to even higher derivatives: In the same spirit as we have treated the first derivatives of $\lambda$, we can now go on to treat its second order derivatives. With this, we find uniform bounds on all second
derivatives. Continuing inductively, using the same steps as for the second derivatives we have shown here, we can extend this discussion to even higher derivatives.

In detail, we can show the following: For all variables in the evolution equations (6)–(12), all derivatives up to order \(N\) are uniformly bounded on compact time intervals \(I = [t_0, t]\), by constants depending only on the initial data at time \(t_0\) and via a smooth \(\mathbb{R} \rightarrow \mathbb{R}\) function on the length of the interval.

5. Global existence and uniqueness

In Theorem 4.1 in the previous section, we have shown that solutions to the evolution equations (6)–(12) are uniformly bounded on compact time intervals, by constants depending only on the initial data at time \(t_0\) and via a smooth \(\mathbb{R} \rightarrow \mathbb{R}\) function on the length of the interval. This boundedness was shown to hold up to first and, for certain functions, even second derivative. We now relate our set of evolutions equations to a general existence and uniqueness result for partial differential equations from [Maj84] and prove global existence and uniqueness of solutions.

Proof of Theorem 1.2 After giving the evolution equations (6)–(12), we have shown on page 4 that equation (11) is a consequence of the remaining ones, and argued that equation (8) for \(\lambda\) can be considered a constraint equation. For these reasons, one easily sees that the set of evolution equations (6)–(12) is equivalent to the time evolution of the vector

\[
\begin{pmatrix}
\alpha, \lambda, \gamma, \phi, \frac{P_t}{\sqrt{\alpha}}, P_\theta, \frac{Q_t}{\sqrt{\alpha}}, Q_\theta, \frac{\phi_t}{\sqrt{\alpha}}, \phi_\theta
\end{pmatrix}^T
\]

Now, one checks that the time evolution of the vector (25) admits the structure of a symmetric hyperbolic system as defined in [Maj84, (2.1a),(2.1b),(1.17)]. To this end, one computes \(\partial u/\partial t\) and realises that all terms containing derivatives of components of \(u\) can be collected in one expression, namely

\[
F \cdot \frac{\partial u}{\partial \theta}
\]

where \(F\) is the 11 by 11 matrix whose only non-zero entries are the vector

\[
v^T := \frac{1}{2\sqrt{\alpha}} \begin{pmatrix}
0, 0, 0, 0, 0, P_\theta, Q_\theta, \frac{\phi_t}{\sqrt{\alpha}}, \phi_\theta
\end{pmatrix}^T
\]

as first column and three permutation matrices

\[
\sqrt{\alpha} \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
\]

on the diagonal of the lower right 6 by 6 submatrix. Defining now a matrix \(\tilde{A}\) whose first column and first row are set to

\[
\frac{1}{2\alpha} \begin{pmatrix}
2\alpha + 2v^Tv, 0, 0, 0, 0, P_\theta, Q_\theta, \frac{\phi_t}{\sqrt{\alpha}}, \phi_\theta
\end{pmatrix}^T
\]

all diagonal elements apart from the first one are set to 1, and all remaining components vanish, we find that

\[
\tilde{A} \cdot F
\]

is a symmetric matrix. Further, \(\tilde{A}\) is symmetric, positive definite, and bounded from above and below by multiples of the identity matrix. Consequently, our system of equations satisfies the properties [Maj84, (1.17)].

Given smooth initial data \(u_0\), we can therefore apply Theorems 2.1, or alternatively Corollary 1, in [Maj84] to this system. This yields uniqueness of solutions in a small time interval. As
all components of the vector (25) are uniformly bounded up to their first derivative due to Theorem 4.1, and as $S^1$ is a compact set, the continuation criterion in Theorem 2.2 on page 31–32, or alternatively Corollary 2, in the same reference implies that the maximal existence interval has no upper bound, as well as (tacitly) gives global uniqueness. This concludes the proof. □

6. Constant potential

In this section, we assume the potential to be constant and positive, $V = V_{\text{const}} > 0$, and show estimates for the individual variables. This leads us to a proof of the Cosmic No-Hair conjecture in this setting. The approach is inspired by that taken in [AR 16] for the case of Vlasov matter with positive cosmological constant. Some of the statements and proofs have a counterpart in that reference. However, the details differ, and all statements about the scalar field $\phi$ are new. We therefore provide the intermediate steps, though sometimes in an abbreviated form, if the arguments are very close to those of [AR16]. For the convenience of the reader familiar with that paper, the structure and notation in the present paper is similar to theirs.

Remark 6.1. In the previous sections, we have found that solutions to equations (6)–(12) have a maximal existence interval which extends to $+\infty$, this is the statement of Theorem 1.2. The resulting $T^2$-symmetric metrics as in equation (3) are therefore defined on $I \times T^3$, for $I = (t_0, \infty)$, $t_0 > 0$. Throughout this section, we denote solutions of this form as future global.

We further set $t_1 = t_0 + 2$ and use it without additional explanation. This choice is made to ensure that $\ln t_1$ positive and bounded away from zero.

Remark 6.2. We know that solutions to equations (6)–(12) are future global, and further that a constant potential $V_{\text{const}}$ is in particular bounded towards the future. In $T^3$-Gowdy symmetry, we can therefore conclude from Lemma 3.3 that the resulting metric satisfies $\lambda$-asymptotics with constant $V_{\text{const}}$, see Definition 1.3. Throughout this section, we assume that the same asymptotic behaviour holds true even for the general $T^2$-symmetry, i.e. we assume that there is, for every $\varepsilon > 0$, a $T > t_0$ such that

$$
\lambda(t, \theta) \geq -3 \ln t + 2 \ln \left( \frac{3}{4 V_{\text{const}}} \right) - \varepsilon,
$$

for all $(t, \theta) \in [T, \infty) \times S^1$.

In our setting of a constant potential, we can also make use of Lemma 3.2 providing us with an upper bound for $\alpha$:

$$
\alpha(t, \theta) \leq C t^{-3}
$$

for all $(t, \theta) \in [t_1, \infty) \times S^1$.

We define the energy

$$
E_{\text{bas}} = \int_{S^1} t \alpha^{-1/2} \left( \lambda t - 2 \frac{\alpha}{\alpha} - 4 t^{1/2} e^{\lambda/2} V_{\text{const}} \right) d\theta
$$

which is constructed in the same spirit as the energy defined in [AR16 eq. (85)]. See also their discussion after the energy’s definition for its advantages compared to other energies. In case of $\lambda$-asymptotics, we can estimate the asymptotic behaviour of $E_{\text{bas}}$ towards the future.
Lemma 6.3. Consider the Einstein non-linear scalar field equations with a positive constant potential $V_{\text{const}} > 0$ and a future global $T^2$-symmetric solution to these equations which has $\lambda$-asymptotics with constant $V_{\text{const}}$. Then, for every $a > 1/2$ there is a constant $C_a > 0$ such that

$$E_{\text{bas}}(t) \leq C_a t^a,$$

for all $t \geq t_1$.

Proof. The proof is similar to that of [AR16, Lemma 45]: Using the evolution equation (11), we compute the time derivative of the integrand in the first expression of the energy, equation (26):

$$\begin{align*}
\partial_t \left[ t^{\alpha-1/2} \left( \lambda_t - \frac{2 \alpha_t}{\alpha} - 4 t^{1/2} e^{\lambda/2} V_{\text{const}} \right) \right] & = \partial_\theta \left( t^{\alpha/2} \lambda_\theta \right) + 2 t^{1/2} \left( P_\theta^2 + e^{2P} Q_\theta^2 + 2 \phi_\theta^2 \right) \\
& \quad - \frac{3}{2} t^{\alpha-1/2} \left( e^{\lambda/2-P} J^2 \right) + e^{\lambda/2+P} \left( K - QJ \right)^2) \\
& \quad - (P_t^2 + \alpha P_\theta^2 + e^{2P} (Q_t + \alpha Q_\theta^2) + 2 (\phi_t^2 + \alpha \phi_\theta^2)) \left( 2 t^{5/2} e^{\lambda/2} V_{\text{const}} \right) .
\end{align*}$$

From this, we can estimate

$$\frac{dE_{\text{bas}}}{dt} \leq \int_{S^1} 2 t^{1/2} (P_\theta^2 + e^{2P} Q_\theta^2 + 2 \phi_\theta^2) d\theta - \int_{S^1} 2 t^{5/2} t^{\alpha-1/2} e^{\lambda/2} V_{\text{const}} (P_\theta^2 + e^{2P} Q_\theta^2 + 2 \phi_\theta^2) d\theta,$$

and $\lambda$-asymptotics together with the asymptotics of $\alpha$ determined in Lemma 6.2 implies that for every $a > 1/2$ there is a $T \geq t_1$ such that

$$\frac{dE_{\text{bas}}}{dt} \leq \frac{a}{t} E_{\text{bas}},$$

for all $t \geq T$. This concludes the proof. \hfill \Box

Remark 6.4. For a non-constant potential, the method used in the previous proof fails, as the additional term in the derivative of the integrand of the energy $E_{\text{bas}}$, the term

$$-4 t^{3/2} \alpha^{-1/2} e^{\lambda/2} V' \phi_t,$$

potentially has the wrong sign. Further, it is not obvious how to bound this term in terms of the energy. We expect that the energy has to be adapted, and some additional a priori assumption on the potential $V$ has to be made in order to gain control over the asymptotic behaviour of the individual variables.

From the preliminary estimate on the energy $E_{\text{bas}}$ in Lemma 6.3 we can conclude a stronger one and also gain more knowledge on the asymptotic behaviour of $\lambda$ as well as, in the following lemma, a lower bound on $\alpha$ and first estimates on $P$, $Q$ and $\phi$.

Lemma 6.5. Consider the Einstein non-linear scalar field equations with a positive constant potential $V_{\text{const}} > 0$ and a future global $T^2$-symmetric solution to these equations which has $\lambda$-asymptotics with constant $V_{\text{const}}$. Then there is a constant $C > 0$ such that

$$\left\| \lambda(t, \cdot) \right\|_{C^0} = \left\| \lambda(t, \cdot) + 3 \ln t - 2 \ln \left( \frac{3}{4V_{\text{const}}} \right) \right\|_{C^0} \leq Ct^{-1/2},$$

$$E_{\text{bas}}(t) \leq Ct^{1/2},$$

for all $t \geq t_1$. 
Proof. Young’s inequality applied to the evolution equation (8) reveals
\[ |\lambda_0| \leq t^{\alpha^{-1}/2} \left[ P_\alpha^2 + \alpha P_\theta^2 + e^{2\alpha} (Q_\alpha + \alpha Q_\theta^2) + 2(\phi_t^2 + \alpha \phi_\theta^2) \right], \]
and together with the estimate for the energy \( E_{\text{bas}} \), Lemma 6.3, this implies
\[ \int_{S^1} |\lambda_0| = O(t^{\alpha-1}). \]
As the potential is constant, we can apply the estimates for \( \alpha \) and \( E_{\text{bas}} \), Lemma 5.2 and Lemma 6.3 to the evolution equation (7) and find that the mean over \( S^1 \) of \( \lambda_t \) satisfies
\[ \langle \lambda_t \rangle = -4t^{1/2}(e^{\lambda/2}) V_{\text{const}} + O\left(t^{\alpha-5/2}\right). \]
Here, we have used the notation introduced in Subsection 1.5. Recalling the definition of \( \hat{\lambda} \), equation (18), this gives
\[ \langle \lambda_t \rangle = \frac{3}{t} \left(1 - \langle e^{\hat{\lambda}/2} \rangle\right) + O\left(t^{\alpha-5/2}\right), \]
which is the same statement as \cite{AR16} eq. (92). As was done in the proof of Lemma 46 in the same reference, a proof by contradiction now shows that \( \langle \hat{\lambda} \rangle \) converges to zero, and in terms of a quantitative estimate, reveals that there is a constant \( C \) such that
\[ \langle \hat{\lambda} \rangle \leq Ct^{-1/2}. \]
Further, it follows that the improved estimate \( E_{\text{bas}} \leq Ct^{1/2} \) holds. \( \square \)

Lemma 6.6. Consider the Einstein non-linear scalar field equations with a positive constant potential \( V_{\text{const}} > 0 \) and a future global \( T^2 \)-symmetric solution to these equations which has \( \lambda \)-asymptotics with constant \( V_{\text{const}} \). Then there is a constant \( C > 0 \) such that
\[ \langle \alpha^{-1/2}(t, \cdot) \rangle \leq Ct^{3/2}, \]
\[ \|P(t, \cdot)\|_{C^0} + \|Q(t, \cdot)\|_{C^0} + \|\phi(t, \cdot)\|_{C^0} \leq C, \]
for all \( t \geq t_1 \).

Proof. We compute, using the evolution equation for \( \alpha \), equation (19), and the estimates for \( E_{\text{bas}} \) and \( \lambda \) from Lemma 6.3 that
\[
\partial_t \langle \alpha^{-1/2} \rangle = -\frac{1}{2} \langle \alpha^{-1/2} \alpha_t \rangle = \frac{1}{2\pi} \int_{S^1} \alpha^{-1/2} \left( e^{\lambda/2-P} f^2 + \frac{e^{\lambda/2+P} (K - Q J)^2}{2t^{5/2}} \right) d\theta + \frac{1}{2\pi} \int_{S^1} 2t^{1/2} \alpha^{-1/2} e^{\lambda/2} V_{\text{const}} d\theta \leq Ct^{-1/2} + \frac{3}{2t} \langle e^{\lambda/2} \alpha^{-1/2} \rangle \leq \frac{3}{2t} \langle \alpha^{-1/2} \rangle + Ct^{-3/2} \langle \alpha^{-1/2} \rangle + Ct^{-1/2},
\]
where in the last estimate, we used Taylor expansion of the estimate for \( e^{\hat{\lambda}} \) from the previous lemma. The rest of the proof is identical to that of \cite{AR16} Lemma 47: From the previous expression, one first concludes that \( \langle \alpha^{-1/2} \rangle \leq Ct^{3/2} \). This enables one to estimate
\[
\int_{S^1} |P_\theta| d\theta \leq C, \quad |\partial_t \langle P \rangle| \leq Ct^{-3/2},
\]
for all $t \geq t_1$, using the energy estimate from Lemma 6.3 and the upper bound on $\alpha$ shown in Lemma 6.2. Combining these two estimates for the partial derivatives of $P$ implies

$$
\|P(t, \cdot)\|_{C^0} \leq C,
$$

for all $t \geq t_1$. The two other variables are treated by the same method. \qed

**Lemma 6.7.** Consider the Einstein non-linear scalar field equations with a positive constant potential $V_{\text{const}} > 0$ and a future global $\mathbb{T}^2$-symmetric solution to these equations which has $\lambda$-asymptotics with constant $V_{\text{const}}$. Then there is a constant $C > 0$ such that

$$
\left\| \frac{\partial^{\lambda/2} P}{t^{\lambda/2}} \right\|_{C^0} + \left\| \frac{\partial^{\lambda/2+\lambda} (P - Q)^2}{t^{\lambda/2}} \right\|_{C^0} \leq Ct^{-4},
$$

for all $t \geq t_1$.

**Remark 6.8.** Note that the decay rates we obtain for the quotients are immediately as strong as the ones in [AR16, eq. (131)]. We do not have to take an intermediate step as was done in the Vlasov case in [AR16, Lemma 48]. The main reason for this is that $J$, $K$ are constants for non-linear scalar field solutions.

**Proof.** We know that $J$, $K$ are constant, and $P$, $Q$ are bounded in $\| \cdot \|_{C^0}$ by the previous lemma. Further $e^{\lambda/2} \leq Ct^{-3/2}$ due to Lemma 6.3. This concludes the proof. \qed

So far, we have proven estimates for the zeroth derivatives of all variables in the evolution equations. We now proceed to first derivatives, starting with $P$, $Q$ and $\phi$.

**Lemma 6.9.** Consider the Einstein non-linear scalar field equations with a positive constant potential $V_{\text{const}} > 0$ and a future global $\mathbb{T}^2$-symmetric solution to these equations which has $\lambda$-asymptotics with constant $V_{\text{const}}$. Then there is a constant $C > 0$ such that

$$
t^3 \left\| P_t^2 + \alpha P_t^2 + e^{2P}(Q_t^2 + \alpha Q_t^2) + \phi_t^2 + \alpha \phi_t^2 \right\|_{C^0} \leq C,
$$

for all $t \geq t_1$.

**Remark 6.10.** This estimate should be compared to the one obtained in Lemma 4.3. The use of the energy $E_{\text{exist}}$ gave us direct access at an integral estimate for $P$, $Q$ and $\phi$, but only provided boundedness by a constant. By using the energy $E_{\text{bas}}$ and proving several immediate steps, we are able to conclude a decay of order $t^{-3}$ instead of only boundedness.

**Proof.** The proof proceeds in the spirit of the proof of [AR16, Lemma 53], where estimates for $P$ and $Q$ are obtained for the Vlasov case. We give a full proof both for the variables $P$, $Q$ as well as for $\phi$, as the details differ.

From the signs in the evolution equation for $\alpha$, equation (3), and the estimate for $\lambda$ found in Lemma 6.3, we conclude that

$$
\left( \frac{2}{t} - \frac{\alpha}{\alpha} \right) \leq - \left( \frac{2}{t} + 4t^{1/2} e^{\lambda/2} V_{\text{const}} \right) = - \frac{5}{t} + O(t^{-3/2}).
$$

Let us start with the estimates on $P$, $Q$. A short computation of the individual terms of the function $A_\pm$ defined in equation (14) shows that

$$
\frac{2}{t} \alpha^{1/2} (P_\pm P_\pm + e^{2P} Q_\pm Q_\pm) = \frac{1}{2t} (A_\pm - A_\mp) + \frac{2}{t} \alpha (P_\pm^2 + e^{2P} Q_\pm^2) \\
\leq \frac{1}{t} A_\pm + \frac{1}{2t} (A_+ + A_{}).
$$
With this, the lightcone evolution of $A_\pm$ which we have given in Lemma 2.1 can be estimated via
\[
\partial_\pm A_\pm \leq -\frac{4}{l}A_\pm + C t^{-3/2}A_\pm + \frac{1}{2l}(A_+ + A_-) + C t^{-5}A_\pm^{1/2},
\]
where we have used estimate (27) and Lemma 6.7. We set
\[
\hat{A}_\pm = t^4A_\pm + t
\]
and find
\[
\partial_\pm \hat{A}_\pm \leq \frac{1}{2l}(\hat{A}_+ + \hat{A}_-) + C t^{-3/2}\hat{A}_\pm.
\]
Defining
\[
\hat{F}(t) = \sup_{\theta \in \partial B_1} \hat{A}_+(t, \theta) + \sup_{\theta \in \partial B_1} \hat{A}_-(t, \theta),
\]
we can use this estimate on $\partial_\pm \hat{A}_\pm$ together with Grönwall’s lemma to obtain
\[
\hat{F}(t) \leq Ct.
\]
Consequently,
\[
P_t^2 + \alpha P_\theta^2 + e^{2p}(Q_t^2 + \alpha Q_\theta^2) = \frac{1}{2}(A_+ + A_-) \leq Ct^{-3}.
\]
We now turn our attention to $\phi$. A similar computation as for $A_\pm$ shows that
\[
\frac{2}{l} \lambda^{1/2} \phi_\pm \phi_\theta = \frac{1}{2l}(B_\pm - B_\pm) + \frac{2}{l} \phi_\theta^2 \leq \frac{1}{l}B_\pm + \frac{1}{2l}(B_+ + B_-),
\]
and applying this and estimate (27) to Lemma 2.2 yields
\[
\partial_\pm B_\pm \leq -\frac{4}{l}B_\pm + C t^{-3/2}B_\pm + \frac{1}{2l}(B_+ + B_-).
\]
This is a (simplified) version of the estimate we had available for $\partial_\pm A_\pm$. The whole chain of arguments leading to the estimates for $P, Q$ builds on this form, which means that we can use the same steps to find
\[
\phi_t^2 + \alpha \phi_\theta^2 = \frac{1}{2}(B_+ + B_-) \leq Ct^{-3}.
\]
 Having obtained estimates for the first derivatives of $P, Q$ and $\phi$, we can also tackle the first derivatives of the remaining variables, and improve our grasp on the zeroth derivatives.

**Lemma 6.11.** Consider the Einstein non-linear scalar field equations with a positive constant potential $V_{\text{const}} > 0$ and a future global $\mathbb{T}^2$-symmetric solution to these equations which has $\lambda$-asymptotics with constant $V_{\text{const}}$. Then there is a constant $C > 0$ such that
\[
\|\hat{\lambda}(t, \cdot)\|_{C^0} + \|\alpha(t, \cdot) + 3 \ln t + 2 \ln \left(\frac{3}{4V_{\text{const}}}\right)\|_{C^0} \leq Ct^{-1},
\]
\[
\|\alpha_t + 3 t\|_{C^0} + \|\lambda_t + \frac{3}{t}\|_{C^0} \leq Ct^{-2},
\]
\[
\|\alpha^{1/2}\lambda_\theta\|_{C^0} \leq Ct^{-2},
\]
\[
\|\partial_\theta \left(\frac{e^{\lambda/2-P}J^2}{t^{5/2}}\right)\|_{C^0} + \|\partial_\theta \left(\frac{e^{\lambda/2+P}(K-QJ)^2}{t^{5/2}}\right)\|_{C^0} \leq Ct^{-4},
\]
for all $t \geq t_1$. 

□
Proof of Lemma 6.11. Returning to the evolution for $\partial_t \hat{\lambda}$, equation (19), and applying the results of Lemma 6.9 we find that
\[
\partial_t \hat{\lambda} = \frac{3}{t} - \frac{3}{t} e^{\hat{\lambda}/2} + O(t^{-2})
\]
and conclude
\[
\partial_t \hat{\lambda}^2 \leq -\frac{3}{t} \hat{\lambda} + Ct^{-2} \hat{\lambda}
\]
via Taylor expansion and the estimate for $\hat{\lambda}$ in Lemma 6.5. From this, we obtain the first estimate in the statement by showing that $t^2 \hat{\lambda}^2$ is bounded, as in the proof of [AR16, Lemma 54].

For the estimates on $\alpha_t/\alpha$, $\lambda_\theta$ and $\lambda_\phi$ in the statement, we consider equations (6), (7) and (8) and apply the estimates from Lemma 6.7 Lemma 6.9 as well as the estimate for $\hat{\lambda}$ we have just obtained.

As a direct consequence of this, we find that $t^3 \alpha$ converges to a strictly positive function, in other words
\[
C_1 t^{-3} \leq \alpha(t, \theta) \leq C_2 t^{-3},
\]
for suitable constants $C_{1,2} > 0$, $t \geq t_1$.

Lastly, the estimates in the statement for the $\theta$-derivatives of quotients are a direct consequence of the estimates for the non-differentiated quotients from Lemma 6.7 together with Lemma 6.9 for $P_\theta$, the estimate for $\lambda_\theta$ and the lower bound on $\alpha$ we just showed, and the fact that $P, Q$ are bounded due to Lemma 6.6.

Lemma 6.12. Consider the Einstein non-linear scalar field equations with a positive constant potential $V_{\text{const}} > 0$ and a future global $T^2$-symmetric solution to these equations which has $\lambda$-asymptotics with constant $V_{\text{const}}$. Then there is a constant $C > 0$ such that
\[
\left\| \partial_\theta \left( \frac{\alpha_t}{\alpha} \right) \right\|_{C^0} \leq Ct^{-3/2},
\]
\[
\left\| \frac{\alpha_\theta}{\alpha} \right\|_{C^0} \leq C,
\]
for all $t \geq t_1$.

Proof. Differentiating the evolution equation (6) with respect to $\theta$, we find
\[
\partial_\theta \left( \frac{\alpha_t}{\alpha} \right) = -\partial_\theta \left( \frac{e^{\lambda/2 - P \cdot J^2}}{t^{3/2}} + \frac{e^{\lambda/2 + P (K - Q J)^2}}{t^{5/2}} \right) - \frac{\lambda_\theta}{2} 4 t^{3/2} e^{\lambda/2} V_{\text{const}}.
\]
From Lemma 6.11 we conclude that the two terms in the bracket decay as $O(t^{-4})$. Using the same Lemma, we find that the last term decays is of order $O(t^{-3/2})$. This implies
\[
\left\| \partial_\theta \left( \frac{\alpha_t}{\alpha} \right) \right\|_{C^0} = \left\| \partial_\theta \left( \frac{\alpha_t}{\alpha} \right) \right\|_{C^0} \leq Ct^{-3/2},
\]
and integration with respect to $t$ concludes the proof.

The next and final part of discussing the asymptotic behaviour of the individual functions in the system of evolution equations is a longer inductive argument. We make the following inductive assumption and, using several auxiliary steps detailed in Lemma 6.14 prove that the statement of this assumption holds for all $N \in \mathbb{N}$.

Inductive assumption 6.13. For some $1 \leq N \in \mathbb{Z}$ there is a constant $C_{N-1}$ such that
\[
\|P_\theta\|_{C^{N-1}} + \|Q_\theta\|_{C^{N-1}} + \|\phi_\theta\|_{C^{N-1}} + t^{3/2} \|P_\theta\|_{C^{N-1}} + t^{3/2} \|Q_\theta\|_{C^{N-1}} + t^{3/2} \|\phi_\theta\|_{C^{N-1}} \leq C_{N-1},
\]
for all $(t, \theta) \in [t_1, \infty) \times T^3$. 
Lemma 6.14. Consider the Einstein non-linear scalar field equations with a positive constant potential $V_{\text{const}} > 0$ and a future global $\mathbb{T}^2$-symmetric solution to these equations which has $\lambda$-asymptotics with constant $V_{\text{const}}$. Assume that the Inductive assumption 6.13 holds for some $1 \leq N \in \mathbb{Z}$. Then there are constants $C_j, j = 0, \ldots, N$, depending only on the solution and on $N$, such that

$$\left\| \partial_t^j \lambda \right\|_{C^0} \leq C_j t^{-1/2},$$

$$\left\| \alpha^{-1} \partial_t^j \alpha \right\|_{C^0} \leq C_j,$$

$$\left\| \partial_t^j \left( \frac{\alpha}{J} \right) \right\|_{C^0} \leq C_j t^{-3/2},$$

for $t \geq t_1$ and $1 \leq j \leq N$.

Proof. The case $N = 1$ is covered by Lemma 6.12 yielding the two estimates with $\alpha$ and the estimate for $\lambda$ from Lemma 6.11. We can therefore assume that $N \geq 2$.

For each $1 \leq j \leq N$, differentiating the equation for $\lambda$, equation (35), $j - 1$ times with respect to $\theta$ and employing the Inductive assumption 6.13 yields

$$\left( \partial_t^j \lambda \right) \left| \left. \right|_{C^0} \leq C_j t^{-1/2}. \right.$$  

Further, the evolution equation (35) reveals

$$\partial_t^j \left( \frac{\alpha}{J} \right) = \partial_t^j \left( - \frac{e^{\lambda/2-P} J^2}{J^5/2} - \frac{e^{\lambda/2+P} (K-QJ)^2}{J^5/2} - 4 t^{1/2} e^{\lambda/2} V_{\text{const}} \right).$$

The last term decays as $t^{-3/2}$, due to estimate (30) together with Lemma 6.11 giving $e^{\lambda/2} = O(t^{-3/2})$. In comparison, the two quotients can be neglected, as the $\theta$-derivatives of $P$, $Q$ as well as $\lambda$ are at least bounded, due to the Inductive assumption 6.13 and again estimate (30), and the quotients themselves decay of as $t^{-4}$, see Lemma 6.1. Consequently,

$$\left\| \partial_t \partial_t^{-1} \left( \frac{\alpha}{J} \right) \right\|_{C^0} \leq C t^{-3/2},$$

and integration yields

$$\left\| \partial_t^j \left( \frac{\alpha}{J} \right) \right\|_{C^0} \leq C_j.$$

As

$$\alpha^{-1} \left( \partial_t^j \alpha \right) = \partial_t^{-1} \left( \frac{\alpha}{J} \right) - \sum_{1 \leq i \leq j-1} \gamma_i \partial_t^i \left( \alpha^{-1} \right) \partial_t^{j-i}(\alpha),$$

where $\gamma_i$ are binomial factors, we can inductively conclude that the remaining estimate in the statement is true for all $1 \leq j \leq N$. \hfill $\square$

Lemma 6.15. Consider the Einstein non-linear scalar field equations with a positive constant potential $V_{\text{const}} > 0$ and a future global $\mathbb{T}^2$-symmetric solution to these equations which has $\lambda$-asymptotics with constant $V_{\text{const}}$. Assume that the Inductive assumption 6.13 holds for some $1 \leq N \in \mathbb{Z}$. Then there is a constant $C_N$, depending only on the solution and on $N$, such that

$$e^{\lambda/2} \left\| \partial_t^N P_t \right\|_{C^0} + \left\| \partial_t^N P_\theta \right\|_{C^0} + t^{3/2} \left\| e^P \partial_t^N Q_t \right\|_{C^0} + \left\| e^P \partial_t^N Q_\theta \right\|_{C^0}$$

$$+ t^{1/2} \left\| \partial_t^N \phi_t \right\|_{C^0} + \left\| \partial_t^N \phi_\theta \right\|_{C^0} \leq C_N,$$

for $t \geq t_1$. As a consequence, (26) holds with $N$ replaced by $N + 1$. 
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Proof. The proof for \( P, Q \) is identical to that of [AR16] Lemma 64: One expands
\[
\partial_{\pm} \left[ \partial_{\theta}^N P_t \mp \partial_{\theta}^N \left( \alpha^{1/2} P_\theta \right) \right], \quad \partial_{\pm} \left[ \partial_{\theta}^N Q_t \mp \partial_{\theta}^N \left( \alpha^{1/2} Q_\theta \right) \right],
\]
separating the \( N \)-th order terms from the lower order ones. The lower order terms are estimated using the Inductive assumption \([6.13]\) which in particular implies Lemma \([6.14]\). For the highest order term, one then uses the lightcone wave equation expression from Lemma \([2.1]\). For the reader’s convenience, we list the prerequisites which the proof in [AR16] makes use of and where these statements have been proven in our case:

- our Inductive assumption \([6.13]\) replaces their Inductive assumption 61,
- our Lemma \([6.14]\) replaces their Lemma 63,
- our equation \([28]\) replaces their equation (135),
- our evolution equations \([9]\) and \([10]\) replace their evolution equations (61) and (68),
- the combined statements in our Lemma \([6.7]\) and Lemma \([6.11]\) replace their Lemma 54, of which their equation (128) is a part.

Using a similar approach, we now prove the estimates for \( \phi \). We compute explicitly that
\[
\partial_{\pm} \left[ \partial_{\theta}^N \phi_t \mp \partial_{\theta}^N \left( \alpha^{1/2} \phi_\theta \right) \right] = \partial_{\theta}^N \phi_{tt} \pm \alpha^{1/2} \partial_{\theta}^{N+1} \phi_t \pm \partial_{\theta}^N \left[ \frac{\alpha t}{2\alpha} \alpha^{1/2} \phi_\theta + \alpha^{1/2} \phi_{t\theta} \right] - \alpha^{1/2} \partial_{\theta}^{N+1} \left( \alpha^{1/2} \phi_\theta \right) = \partial_{\theta}^N \phi_{tt} \pm \frac{\alpha t}{2\alpha} \partial_{\theta}^N \left( \alpha^{1/2} \phi_\theta \right) \pm \frac{N\alpha}{\alpha} \alpha^{1/2} \partial_{\theta}^N \phi_t - \partial_{\theta}^N \left[ \alpha^{1/2} \partial_{\theta} \left( \alpha^{1/2} \phi_\theta \right) \right] + \frac{N\alpha}{\alpha} \alpha^{1/2} \partial_{\theta}^N \left( \alpha^{1/2} \phi_\theta \right) + O(t^{-3}),
\]
where we have estimated all terms with lower derivatives of \( \phi \) and \( \alpha \) via the Inductive assumption \([6.13]\) and Lemma \([6.14]\). Similarly, we treat the derivative of the equation of motion \([12]\) and find
\[
\partial_{\theta}^N \left[ \phi_{tt} - \alpha^{1/2} \partial_{\theta} \left( \alpha^{1/2} \phi_\theta \right) \right] = \partial_{\theta}^N \left[ \phi_{tt} - \alpha \phi_\theta - \frac{\alpha t}{2\alpha} \phi_t \right] = \partial_{\theta}^N \left[ - \frac{1}{t} \phi_t + \frac{\alpha t}{2\alpha} \phi_t \right] = - \frac{1}{t} \partial_{\theta}^N \phi_t + \frac{\alpha t}{2\alpha} \partial_{\theta}^N \phi_t + O(t^{-3}).
\]
We can now introduce
\[
\mathcal{D}_{N+1,\pm} = \left[ \partial_{\theta}^N \phi_t \pm \partial_{\theta}^N \left( \alpha^{1/2} \phi_\theta \right) \right]^2
\]
and combine the previous two computations, making use of the fact that
\[
\mp \frac{2}{t} \partial_{\theta}^N \left( \alpha^{1/2} \phi_\theta \right) \left( \partial_{\theta}^N \phi_t \mp \partial_{\theta}^N \left( \alpha^{1/2} \phi_\theta \right) \right) = \frac{1}{2t} (\mathcal{D}_{N+1,\mp} - \mathcal{D}_{N+1,\pm}) + \frac{2}{t} \left[ \partial_{\theta}^N \left( \alpha^{1/2} \phi_\theta \right) \right]^2 \leq \frac{1}{2t} (\mathcal{D}_{N+1,\mp} - \mathcal{D}_{N+1,\pm}) + \frac{1}{t} (\mathcal{D}_{N+1,\mp} + \mathcal{D}_{N+1,\pm}),
\]
to conclude
\[ \partial_t \mathcal{D}_{N+1, \pm} \leq \frac{\alpha_t}{\alpha} \mathcal{D}_{N+1, \pm} + \frac{N \alpha_0}{\alpha} \alpha^{1/2} \mathcal{D}_{N+1, \pm} + \frac{2}{t} \partial_t^N \phi_t \left( \partial_t^N \phi_t \mp \partial_t^N \left( \alpha^{1/2} \phi_t \right) \right) + C_N t^{-3} \mathcal{D}_{N+1, \pm}^{1/2} \]
\[ \leq -\frac{5}{2} \mathcal{D}_{N+1, \pm} + \frac{1}{t} \partial_t \left( \partial_t^N \left( \alpha^{1/2} \phi_t \right) \right) + C_N t^{-3/2} \left( \mathcal{D}_{N+1, +} + \mathcal{D}_{N+1, -} \right) + C_N t^{-3} \left( \mathcal{D}_{N+1, +}^{1/2} + \mathcal{D}_{N+1, -}^{1/2} + \mathcal{D}_{N+1, +} + \mathcal{D}_{N+1, -} \right). \]

Here, we have made use of the asymptotic properties of \( \alpha_t \) and \( \alpha_0 \) from Lemma 6.11 and Lemma 6.12. Setting
\[ \hat{\mathcal{D}}_{N+1, \pm} = t^{7/2} \mathcal{D}_{N+1, \pm} + t^{1/2}, \quad \hat{G}_{N+1, \pm} = \sup_{\theta \in \mathcal{D}} \hat{\mathcal{D}}_{N+1, \pm} \]
and \( \hat{G}_{N+1} = \hat{G}_{N+1, +} + \hat{G}_{N+1, -} \), this implies
\[ \partial_t \hat{\mathcal{D}}_{N+1, \pm} \leq \frac{1}{2t} \hat{\mathcal{D}}_{N+1, \pm} + C_N t^{-3/2} \left( \hat{\mathcal{D}}_{N+1, +} + \hat{\mathcal{D}}_{N+1, -} \right), \]
from which we can even conclude
\[ \hat{G}_{N+1}(t) \leq \hat{G}_{N+1}(t_1) + \int_{t_1}^t \left( \frac{1}{2s} \hat{G}_{N+1}(s) + C_N s^{-3/2} \hat{G}_{N+1}(s) \right) ds. \]

Grönwall’s lemma therefore yields that \( \hat{G}_{N+1}(t) \leq C_N t^{1/2} \). Together with the Inductive assumption 6.13, Lemma 6.14 and estimate 28, this concludes the proof. \( \square \)

**Corollary 6.16.** Consider the Einstein non-linear scalar field equations with a positive constant potential \( V_{\text{const}} > 0 \) and a future global \( T^2 \)-symmetric solution to these equations which has \( \lambda \)-asymptotics with constant \( V_{\text{const}} \). Then there is a constant \( C_N \), depending only on \( N \) and the solution, such that
\[ \| P_t \|_{C_N} + \| Q_t \|_{C_N} + \| \phi_t \|_{C_N} + \left\| \frac{\alpha_t}{\alpha} + \frac{3}{t} \right\|_{C_N} + \left\| \lambda_t + \frac{3}{t} \right\|_{C_N} + t^{1/2} \left\| \alpha^{1/2} \lambda_t \right\|_{C_N} \leq C_N t^{-2}, \]
for all \( t \geq t_1 \).

**Proof.** By Lemma 6.15, we know that the Inductive assumption 6.13 holds for all \( 1 \leq N \in \mathbb{Z} \). As a consequence, all conclusions of Lemma 6.14 hold for all \( 1 \leq N \in \mathbb{Z} \). We combine this with the second order evolution equations for \( P_t \), \( Q_t \) and \( \phi_t \), equations 9, 10 and 13, to find
\[ \left\| \partial_t \left( t \alpha^{-1/2} \phi_t \right) \right\|_{C_N} + \left\| \partial_t \left( t \alpha^{-1/2} P_t \right) \right\|_{C_N} + \left\| \partial_t \left( t \alpha^{-1/2} Q_t \right) \right\|_{C_N} \leq C_N t^{-1/2}. \]

Integrating these expressions and making use of estimates 28 for \( \alpha_t \) and Lemma 6.14, we conclude that
\[ \| \phi_t \|_{C_N} + \| P_t \|_{C_N} + \| Q_t \|_{C_N} \leq C_N t^{-2}. \]

For the remaining estimates, we combine this last estimate with the evolution equations 9, 7 and 8, again the estimates for \( \alpha_t \) and Lemma 6.11, to conclude. \( \square \)
7. Proof of the main statements on the Cosmic No-Hair conjecture

We now provide proofs of the main statements from the introduction which discuss the Cosmic No-Hair conjecture. For this, we heavily rely on the work carried out in the previous section.

Proof of Proposition 1.4. The estimates on $P$, $Q$ and $\phi$, both for their zeroth and first derivative, are a direct consequence of Corollary 6.16. The same is true for the estimates of the first derivatives of $\alpha$ and $\lambda$. For their zeroth derivatives, we combine these two last estimates with Lemma 6.5 and estimate (28).

We turn to $G$ and $H$, which satisfy

$$H_t = -t^{-5/2} \alpha^{-1/2} e^{\lambda/2 + P} (K - QJ), \quad G_t = -QH_t - t^{-5/2} \alpha^{-1/2} e^{\lambda/2 - P} J,$$

according to (30). We recall that $J$, $K$ are constants, and that $P$, $Q$ are bounded in every $C^N$-norm by Corollary 6.16. Combining this with Lemma 6.5 and estimate (28) for the zeroth derivative of $\alpha$ and $\lambda$ as well as Lemma 6.14 for the higher ones, this yields the estimates of $G$ and $H$.

All which remains to show is the geometric estimates. The proof can be carried over from that of Theorem 7 in [AR16], page 52.

Proof of Theorem 7.7. We do not carry out the details of the proof here but refer the reader to the very detailed arguments in [AR16], where the proof of their Theorem 14 is given on page 53. As is the case there, the Cosmic No-Hair conjecture follows from the estimates on the metric and second fundamental form which, for the case of a non-linear scalar field with $\mathbb{T}^2$-symmetry and $\lambda$-asymptotic, we have provided in Proposition 1.4. The steps in the proof are as follows: One starts by noting that the sets $\{t\} \times \mathbb{T}^3$ are Cauchy hypersurfaces. Using the limits and convergence rates of the individual variables appearing in the metric and the second fundamental form, one finds bounds on the injectivity radius of the late time boundary hypersurface ($\mathbb{T}^3 \setminus \bar{g}_\infty$). These bounds ensure existence of a small neighborhood of a fixed point $\bar{x} \in \mathbb{T}^3$ where normal coordinates can be defined. Via the normal coordinates, it is possible to find a four-dimensional set large enough to contain an open, non-empty subset $D$ diffeomorphic to $C_{H,K,T}$. Showing that the metric and second fundamental form induced by this diffeomorphism have the correct asymptotic behaviour is a matter of applying the known estimates on $\bar{g}$ and $k$.

Proof of Proposition 1.5. The proof proceeds similarly to that of [Rin08] Prop. 4. Consider a future directed causal geodesic $c$ and assume that its maximal interval of existence is $(s_{\min}, s_{\max})$. To conclude, we have to show that $s_{\max} = \infty$.

We use the notation $t = e^0(s)$ and introduce the orthonormal frame $e_0, e_1, e_2, e_3$ as in (33). The geodesic equation for $c$ implies that

$$e^0 + \Gamma^0_{\mu \nu} e^\mu \dot{e}^\nu = 0.$$

The Christoffel symbols $\Gamma^\mu_{\nu \rho}$ with respect to the chosen frame have been explicitly computed for a $\mathbb{T}^2$-symmetric metric of the form (3) in [AR16], App. A], and the expressions are given in terms of the variables $\alpha > 0$, $\lambda$, $P$, $Q$, $J$ and $K$. Combining these expressions with the asymptotic behaviour we proved in Proposition 1.4, we find that

$$|\Gamma^0_{00}| = 0, \quad |\Gamma^0_{0i}| \leq Ct^{-3/2}, \quad |\Gamma^0_{ij} - \mathcal{H} \delta_{ij}| \leq Ct^{-1},$$

where we have set $\mathcal{H} = (V_{\text{const}}/3)^{1/2}$. As a consequence, $\Gamma^0_{ij} \ddot{e}^i \dot{e}^j \geq 0$ for sufficiently large times $t$. Due to causality and future directedness of the curve together with orthonormality of the frame, we find that

$$-(e^0)^2 + \delta_{ij} \dot{e}^i \dot{e}^j \leq 0, \quad -e^0 < 0.$$
With this, equation (31) implies

\[ \dot{c}^0 \leq C t^{-3/2} \dot{c}^0. \]

As in the proof of [Rin08, Prop. 4], we conclude from this estimate that \( \dot{c}^0 \) is bounded for \( s \geq s_1 \), as well as

\[ c^0(s) - c^0(s_1) \leq C |s - s_1|. \]

Suppose that \( s_{\text{max}} \) is finite. This implies that \( c^0(s) \) remains bounded for all \( s \in (s_1, s_{\text{max}}) \), and due to \( \dot{c}^0 > 0 \) has to converge to a finite number. The first estimate in (32) implies that the same holds true for \( c^i, i = 1, 2, 3 \). Consequently, \( c \) converges to a point in the spacetime as \( s \to s_{\text{max}} \) and can therefore be extended beyond \( s_{\text{max}} \), a contradiction. □

**Appendix A. Finding the evolution equations for scalar field**

The aim of this section is to explain the provenance of the evolution equations (6)–(12). For this, we partially rely on results obtained in [AR16].

We investigate the \( T^2 \)-symmetric metric given in equation (3) and, as in [AR16, eq (7)], introduce the orthonormal frame

\[
\begin{align*}
e_0 &= t^{1/4} e^{-\lambda/4} \partial_t, \\
e_1 &= t^{1/4} e^{-\lambda/4} \alpha^{1/2} (\partial_y - G \partial_x - H \partial_y), \\
e_2 &= t^{-1/2} e^{-P/2} \partial_x, \\
e_3 &= t^{-1/2} e^{P/2} (\partial_y - Q \partial_x).
\end{align*}
\]

In order to connect to the results in [AR16], we now need to compute the different components of the stress-energy tensor of a non-linear scalar with respect to this frame. To this end, we first notice the following invariance property.

**Lemma A.1.** Consider a \( T^2 \)-symmetric metric \( (3) \) satisfying the Einstein non-linear scalar field equations (1) with scalar field \( \phi \), potential \( V \) and equation of motion (2). Then \( \phi_x = 0 = \phi_y \) as well as \( \nabla_{e_2} \phi = 0 = \nabla_{e_3} \phi. \)

**Proof.** As the spacetime with non-linear scalar field \( (I \times T^3, g, \phi) \) is \( T^2 \)-symmetric by assumption, the metric \( g \) and the scalar field \( \phi \) are invariant under the isometries described after equation (5). This implies \( \phi_x = 0 = \phi_y \). The remaining two equations in the statement follow by definition of the vector fields \( e_2, e_3 \). □

Given an orthonormal frame \( e_0, e_1, e_2, e_3 \), the different components of the stress-energy tensor are denoted as follows:

\[
\begin{align*}
\rho &:= T(e_0, e_0), \\
P_i &:= (e_i, e_i), \\
J_i &:= -T(e_0, e_i) \\
S_{ij} &:= T(e_i, e_j),
\end{align*}
\]

where \( i \neq j \) and we do not sum over indices occurring twice.
Applying the previous lemma, a straight-forward computation now yields that in a $\mathbb{T}^2$-symmetric non-linear scalar field these quantities are given by
\[
\rho = \frac{1}{2} (\nabla_0 \phi)^2 + \frac{1}{2} (\nabla_1 \phi)^2 + V(\phi),
\]
\[
P_1 = \frac{1}{2} (\nabla_0 \phi)^2 + \frac{1}{2} (\nabla_1 \phi)^2 - V(\phi),
\]
\[
P_2 = \frac{1}{2} (\nabla_0 \phi)^2 - \frac{1}{2} (\nabla_1 \phi)^2 - V(\phi).\]

Further,
\[
J_1 = -\nabla_0 \phi \nabla_1 \phi = -\frac{1}{2} e^{-\lambda/2} \alpha^{1/2} \phi \phi_\theta,
\]
\[
J_2 = 0 = J_3,
\]
and
\[
S_{ij} = T(e_i, e_j) = 0, \quad i \neq j.
\]
Replacing the occurrences of $\rho$, $P_i$, $J_i$, and $S_{ij}$ in the evolution equations (60)–(69) in [AR16] by these expressions and omitting the cosmological constant, we obtain our evolution equations (6)–(11) as well as
\[
J_\theta = K_\theta = J_t = K_t = 0.
\]

The equation of motion in coordinates, equation (12), is an immediate consequence of the general equation of motion of a non-linear scalar field, equation (2), applying Lemma A.1 and using the definition of the frame elements $e_0, e_1$.
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