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Abstract

A jump is a pair of consecutive elements in an extension of a poset which are incomparable in the original poset. The arboreal jump number is an NP-hard problem that aims to find an arboreal extension of a given poset with minimum number of jumps. The contribution of this paper is twofold: (i) a characterization that reveals a relation between the number of jumps of an arboreal order extension and the size of a partition of its elements that satisfy some structural properties of the covering graph; (ii) a compact integer programming model and a heuristic to solve the arboreal jump number problem along with computational results comparing both strategies. The exact method provides an optimality certificate for 18 out of 41 instances with execution time limited to two hours. Furthermore, our heuristic was able to find good feasible solutions for all instances in less than three minutes.
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1 Introduction

Partially ordered sets (posets) provide a natural way to represent precedence constraints over entities and are useful to understand the combinatorial structure of problems through analytical and graphical tools. One fundamental problem is the jump number problem, that aims to find an optimal linear extension. An optimal linear extension is a total order of a poset respecting its precedence relations while minimizing the number of consecutive pairs of elements that are incomparable in the original poset. The decision version of this problem is \( \mathcal{NP} \)-complete [1]. The jump number problem is widely studied in the literature and has applications in routing and scheduling problems.

There are different approaches to solve the jump number problem, such as polynomial-time algorithms for easy cases [1–8], algorithms based in decomposition and dynamic programming [5, 9], approximation algorithms [10–14], heuristics and meta-heuristics [9, 15–18], algorithm based on tree searches [19], parameterized algorithms [20, 21] and integer programming [22–29].

This paper focus on a generalization of the jump number problem, called arboreal jump number problem, which aims to find an arboreal extension having a minimum number of jumps. The arboreal jump number problem is equivalent to the jump number problem when the input poset has a maximum element.

The first work about the arboreal jump number problem proved its \( \mathcal{NP} \)-completeness, even for the restricted class of interval orders [30]. In addition, the authors proposed a polynomial-time algorithm to find minimal arboreal extensions, characterized arboreal orders for N-free posets and provided an upper bound for the arboreal jump number. In [31], the authors presented an exponential-size mathematical integer model to solve the problem. To the best of our knowledge, those are the only works that tackled the arboreal jump number problem. Another work worth mentioning characterized arboreal extensions using the concept of linear extensions and proposed a polynomial-time algorithm to generate arboreal extensions for a particular poset [32].

This work contributes both theoretical and algorithmic to the literature of the arboreal jump number problem. Our main contributions are:

- introduce a relation between the number of jumps of an arboreal order extension and the size of a partition of the elements of the poset satisfying some structural properties. This relation is presented as a characterization of the instances of the problem that admit an arboreal extension with a certain number of jumps (section 2);
- define and implement a compact integer programming model for the arboreal jump number problem with a polynomial number of constraints (section 3);
- describe and implement a fast greedy heuristic based on an algorithm from the literature (section 3);
- report a computational comparison of the performance of the proposed approaches, using the set of instances from TSPLIB [33] (section 4).
1.1 Preliminaries

A partial order (or partially ordered set or poset) \( P \) is a pair \((V, R)\), where \( V \) is a finite set, called ground set, and \( R \) is a reflexive, anti-symmetric and transitive binary relation on \( V \). It can be represented by a directed graph \( G_P = (V, A) \), in which each binary relation \((x, y) \in R\) corresponds to an arc from \( x \) to \( y \), that is, \((x, y) \in A\). Figure 1a shows an example of a poset with its directed graph representation.

Two elements \( x, y \in V \) are comparable, \( x \perp y \), if \((x, y) \in R\) or \((y, x) \in R\) and incomparable, \( x \parallel y \), otherwise. Let \( x, y \in V \), we say that \( y \) covers \( x \) in \( P \), \( x \prec_P y \), when \((x, y) \in R\) and there is not a third element \( z \in V \) such that \((x, z), (z, y) \in R\), for \( x \neq y, x \neq z, y \neq z \). This is called covering relation. We omit the subscript in case there is no doubt of which poset we refer. A minimal element of a poset is one that does not cover any other element. If a poset has only a single minimal element, we called it a root or minimum. In such a case, we say the poset is rooted.

The covering graph \( C_P = (V, \hat{R}) \) is associated with the covering relation and the arc \((x, y) \in \hat{R}\) if and only if \( x \prec_P y \). Note that \( C_P \) is equivalent to the transitive reduction of \( G_P \), ignoring reflexivity. A Hasse diagram is a representation of the covering graph of a poset in which the elements \( x \in V \) are represented by points \( p(x) \) of the plane satisfying two rules: (i) if \((x, y) \in R\), \( p(x) \) is below the horizontal line going through \( p(y) \), (ii) \( p(x) \) and \( p(y) \) are linked by a line segment if and only if \( x \prec y \). Figure 1b is a Hasse diagram of the poset present in Figure 1a.

![Graph representation of poset P](image-a)

![Hasse diagram of poset P](image-b)

**Fig. 1:** Graphical representations of poset \( P = (V, R) \), where \( V = \{1, 2, 3, 4, 5, 6, 7\} \), \( R = \{(1, 1), (1, 2), (1, 3), (1, 4), (1, 5), (1, 7), (2, 2), (2, 3), (2, 5), (2, 7), (3, 3), (4, 4), (4, 5), (4, 7), (5, 5), (5, 7), (6, 6), (6, 4), (6, 5), (6, 7)\} \)
An induced subposet of a given poset $P = (V, R)$ is a poset $B = (U, X)$, where $U \subseteq V$ and for all $x, y \in U$, $(x, y) \in X$ if and only if $(x, y) \in R$. Figure 2 shows an example of the subposet induced by elements 3, 4, 6 and 7 of the poset presented in Figure 1a.

![Directed graph representing a subposet of poset $P = (V, R)$ induced by elements 3, 4, 6 and 7.](image)

A poset $P = (V, R)$ is a total order (or linear order or linearly ordered set or chain) if each pair $x, y$ of distinct elements of $V$ is comparable, i.e., either $(x, y) \in R$ or $(y, x) \in R$. An arboreal order is a poset with a minimum element satisfying that for all $x$ in $V$ the subposet induced by $\{y \mid (y, x) \in R\}$ is a total order.

A poset is an arboreal order if and only if it does not contain any violation. There is a violation in $P$ when $x \prec z, y \prec z$ for some $x, y, z \in V, x \neq y \neq z$. Element $z$ is called a violator. In Figure 1b elements 1, 4, 6 form a violation with element 4 being the violator.

An order $Q = (V, R')$ is an extension of $P$, if $R \subseteq R'$. In particular, if $R'$ does not have incomparable elements, then $Q$ is a linear extension of $P$. An arboreal extension $A = (V, R')$ of a partial order $P = (V, R)$ is an extension that is an arboreal order. Note that in posets that have only one maximal (a maximum) element, an extension is arboreal if and only if it is linear.

A jump in a extension $A = (V, R')$ of a poset $P$ with $s(P)$ jumps.

The Jump Number Problem aims to find a linear extension $Q$ of a poset $P$ with $s(P)$ jumps.

The arboreal extension with the minimum number of jumps, that is the minimum arboreal extension, gives the arboreal jump number $s_a(P)$ of $P$. The Arboreal Jump Number Problem aims to find an arboreal extension $A$ of a poset $P$ that contains $s_a(P)$ jumps.

Figures 3a and 3b show a linear extension and an arboreal extension, respectively, of the poset presented in Figure 1b.
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(a) Hasse diagram of an optimal linear extension of $\mathcal{P}$. The jump number is one. This is also an optimal arboreal extension.

(b) Hasse diagram of an optimal arboreal extension of $\mathcal{P}$. The arboreal jump number is one.

Fig. 3: Hasse diagrams of optimal linear and arboreal extensions of poset $\mathcal{P} = (V, R)$

2 Characterization

In this section, we present a relation between the number of jumps of an arboreal order extension and the size of a partition of the elements of the poset satisfying some structural properties. This relation is presented as a characterization of the instances of the problem that admit an arboreal extension with a certain number of jumps.

Our characterization unveils that an arboreal extension can be seen as a partition of the original poset that follows some well-define structural properties. Even though this characterization only works for rooted posets, it will not be a limitation, since it is possible to add a root in any poset and easily find the corresponding arboreal extension of the original poset a posteriori. Lemma 2.1 below demonstrate this fact.

Lemma 2.1 Let $\mathcal{P}_i = (V_i, R_i), i = 1, \ldots, k$, be posets such that for all $(i, j), i \neq j, V_i \cap V_j = \emptyset$. Construct a poset $\mathcal{P} = (V, R)$, where $V = \bigcup_i V_i$ and $R = \bigcup_i R_i$. 
Consider \( Q = (U, X) \) the poset in which \( U = V \cup \{ r \} \) and \( X = R \cup \{ (r, v) \mid v \in V \} \). Then \( s_a(P) = \sum_{i=1}^{k} s_a(P_i) + k - 1 = s_a(Q) + k - 1 \).

**Proof** Let \( P \) and \( Q \) be the posets defined according to the statement. Note that for the second equality it is enough to prove \( \sum_{i=1}^{k} s_a(P_i) = s_a(Q) \). Let \( A = (U, X') \) be an optimal arboreal extension for \( Q \). Note that \( A \) has \( r \) as its root. Define mixed jumps as the pairs \((x, y) \in X' \) such that \( x \in V_i, y \in V_j, i \neq j \). In the following, we prove that there is an optimal arboreal extension \( A \) without mixed jumps.

Suppose \( A \) is an optimal arboreal extension that minimizes the number of mixed jumps and includes at least one of those. Let \((x, y)\) be a mixed jump with \( x \in V_i \) and \( y \in V_j \), such that for all \( z \) satisfying \((y, z) \in X' \) it holds that \( z \in V_j \). Such a pair can be found iteratively as follows. Take any jump \((x, y)\) and suppose there is a \( z \notin V_j \) with \((y, z) \in X' \). But then, since \( y \) and \( z \) came from different posets, there must be another mixed jump \((x', y')\) in some chain from \( y \) to \( z \). Then we can take this jump as \((x, y)\) and repeat this process. This process is finite, since \( A \) is a poset, and the desired jump is found.

With \((x, y)\) being the mixed jump with \( x \in V_i \) and \( y \in V_j \), let \( v \) be an element such that \( v \in V_j, (v, x) \in X' \) and there is no \( u \in V_j \) in which \( \{(v, u), (u, x)\} \subset X' \) or the root of \( A \) if such an element does not exist. Remove \((x, y)\) from \( X' \) and add \((v, y)\) to obtain a different arboreal extension \( B \) of \( Q \). Note that \( B \) is in fact an arboreal extension of \( Q \) because the way in which the mixed jump \((x, y)\) and the element \( v \) were selected. The pair \((v, y)\) is not a mixed jump because \( v \) and \( y \) belong to \( V_j \). Then, the extension \( B \) contains either the same number of jumps of \( A \), if \((v, y) \notin R_j \), or one less, otherwise. This contradicts the assumption that \( A \) is optimum and minimizes the number of mixed jumps. Therefore, there must exist an optimal extension of \( Q \) without mixed jumps, then \( s_a(Q) = \sum_{i=1}^{k} s_a(P_i) \).

A similar argument shows that \( s_a(P) = \sum_{i=1}^{k} s_a(P_i) + k - 1 \), observing that \( k - 1 \) is the necessary and sufficient amount of mixed jumps to connect optimal arboreal extensions of each \( P_i \) to obtain an optimal arboreal extension of \( P \).

□

Note that Lemma 2.1 holds even if \( k = 1 \). As a consequence of that result, we are assuming that every poset is rooted unless stated otherwise. Recall that the root of a poset will also be the root of any of its arboreal extensions.

Consider the Definition 1 below that will be handful to the presentation of the characterization.

**Definition 1** Let \( P = (V, R) \) be a poset and let \( \pi = \{ \pi_1, \ldots, \pi_s \} \) be a partition of \( V \). The pair \( P_\pi = (\pi, R_\pi) \) is the relation induced by \( \pi \), in which \((\pi_i, \pi_j) \in R_\pi \) if and only if there are \( x \in \pi_i \) and \( y \in \pi_j \) such that \((x, y) \in R \).

Now we state a characterization for a partial order and their arboreal extensions with \( s \) jumps, considering a partition of its elements satisfying four properties.
Theorem 2.1 A partial order $\mathcal{P} = (V, R)$ with root $r$ has an arboreal extension $\mathcal{A} = (V, R')$ with $s$ jumps, $s \geq 1$, if and only if there is a partition $\pi = \{\pi_1, \pi_2, \ldots, \pi_{s+1}\}$ of $V$ satisfying the following properties:

1. each $\pi_i$ induces an arboreal subposet $\mathcal{P}_i = (\pi_i, R_i)$ of $\mathcal{P}$ with root $r_i$;
2. let $Q = (\pi, T)$ be the relation induced by $\pi$ as defined in Definition 1 and $B$ be the transitive closure of $T$, then $\mathcal{P}_\pi = (\pi, B)$ is a partial order with root $r_\pi$;
3. there is a function $f : \pi \setminus \{r_\pi\} \to V$ such that $f(\pi_j) \in \pi_i$, $i \neq j$ and $(f(\pi_j), r_j) \notin R$, corresponding to the jumps of $\mathcal{A}$. Moreover $\mathcal{A}_\pi = (\pi, B')$ is an arboreal order extension of $\mathcal{P}_\pi$, where $B'$ is the transitive closure of $\{(\pi_i, \pi_j) | f(\pi_j) \in \pi_i \} \cup \{(\pi_i, \pi_i) | \pi_i \in \pi\}$;
4. let $g : \pi \to 2^V$ be a mapping satisfying

$$g(\pi_i) = \begin{cases} \emptyset & \text{if } \pi_i = r_\pi \\ \{f(\pi_i)\} \cup g(\pi_j), f(\pi_i) \in \pi_j & \text{otherwise}, \end{cases}$$

then for all $x \prec_\mathcal{P} y$ such that $x \in \pi_u$, $y \in \pi_v$, $u \neq v$ there is $z \in g(\pi_v)$ such that $(x, z) \in R_u$.

To guide the reader through the proof, we are going to use an example of a poset $\mathcal{P}$ on 16 elements showed in Figure 4.
(a) Hasse diagram of the covering graph $C_P = (V, \hat{R})$. Each color represents a part $\pi_i$ of a partition of $V$.

(b) Hasse diagrams of the covering graphs $G_i = (\pi_i, A_i)$ after partitioning $V$. Squared elements represent roots $r_i$.

(c) Hasse diagram of the covering graph of poset $P_\pi = (\pi, B)$.

(d) Hasse diagram of an arboreal extension $A = (V, R')$ of poset of Figure 4a (jumps in bold).

Fig. 4: Example of the characterization stated in Theorem 2.1.
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Proof \((\Rightarrow)\) Let \(C_P = (V, \hat{R})\) be the covering graph of \(P\) (Figure 4a), \(A = (V, R')\) be an arboreal extension of \(P\) with \(s\) jumps, and \(C_A = (V, \hat{R}')\) its covering graph (Figure 4d). Let \(J \subset R'\), \(j = \#\) be the set of jumps (bold lines of Figures 4d). Note that the covering graph of an arboreal order is an arboreal extension, furthermore \(J \subset \hat{R}'.\) Now consider another graph \(G = (V, \hat{R}' \setminus J).\) This graph is a set of \(s + 1\) arborecescences. Call each arborecescence \(G_i = (\pi_i, A_i)\) and \(\pi = \{\pi_1, \ldots, \pi_{s+1}\}\) (Figure 4b).

Note that the result of operation \(R' \setminus J\) represents arcs associated with covering relations of \(P,\) hence each \(G_i\) corresponds to the covering graph of an induced subposet of \(P.\) Therefore, each \(\pi_i\) induces an arboreal order \(P_i = (\pi_i, R_i),\) where \(R_i\) is the transitive closure of \(A_i.\) Then property 1 follows.

For property 2, we only need to show that \(P_\pi = (\pi, B)\) (Figure 4c) is antisymmetric, because transitivity and reflexivity are straightforward by construction. Note that \((\pi_i, \pi_j) \in B\) if and only if \((r_i, r_j) \in R',\) with \(r_i\) and \(r_j\) being roots of \(\pi_i\) and \(\pi_j\) (squared elements of Figure 4b), respectively. Suppose \(P_\pi\) is not antisymmetric. Then there are \((\pi_i, \pi_j), (\pi_j, \pi_i) \in B\) such that \(i \neq j,\) as consequence \((r_i, r_j), (r_j, r_i) \in R',\) which is a contradiction since \(R'\) is antisymmetric.

For property 3, let us construct a function \(f : \pi \setminus \{r_\pi\} \to V\) as follows. Let \((y_i, r_j) \in J, y_i \in \pi_i, r_j \in \pi_j, i \neq j.\) Note that, as a consequence of \(A\) being arboreal, \(r_j\) covers only \(y_i,\) and no other \(y_j \in \pi_j\) covers an element of some partition \(\pi_k, k \neq j.\) Therefore, for each \(\pi_j \in \pi \setminus \{r_\pi\},\) we can do \(f(\pi_j) = y_i\) represent the image set of \(f\) (see Table 1). This also proves that \(A_\pi\) is arboreal. Now, we are going to prove that \(A_\pi\) is an extension of \(P_\pi,\) that is, if \((\pi_i, \pi_j) \in B,\) then \((\pi_i, \pi_j) \in B'.\) Let \(r_i\) and \(r_j\) be roots of \(\pi_i\) and \(\pi_j,\) respectively and observe that \((\pi_i, \pi_j) \in B\) implies \((r_i, r_j) \in R',\) then \((\pi_i, \pi_j) \in B'.\)

| Table 1: Values for functions \(f(\pi_i)\) and \(g(\pi_i)\) defined on properties 3 and 4 of Theorem 2.1. These values correspond to the example presented in Figure 4. |
|---|---|---|---|---|
| \(i\) | \(j\) | \(f(\pi_i)\) | \(r_i\) | \(g(\pi_i)\) |
| 1 | 2 | 16 | \(\emptyset\) | \(\emptyset\) |
| 2 | 3 | 12 | 8 | \(f(\pi_2) \cup g(\pi_3) = \{3, 8\}\) |
| 3 | 1 | 8 | 3 | \(f(\pi_3) \cup g(\pi_1) = \{3\}\) |
| 4 | 12 | 7 | \(12, 7\) | \(f(\pi_4) \cup g(\pi_2) = \{3, 8, 12\}\) |
| 5 | 4 | 4 | \(5, 4\) | \(f(\pi_5) \cup g(\pi_4) = \{3, 5, 8, 12\}\) |

For property 4, let \(x \prec_P y, x \in \pi_u, y \in \pi_v, u \neq v.\) Recall that \(A\) is an arboreal extension of \(P\) so there is a path from \(r\) to \(y\) going through \(x.\) Moreover, since \(x\) and \(y\) are into different parts, there is at least one jump in that path. Observe that by the recursive definition of \(g, g(\pi_v)\) contains all the sources of existing jumps from \(\pi_r\) to \(\pi_v,\) including the one belong to \(\pi_u,\) which is exactly \(z,\) and therefore \((x, z) \in \pi_u\) (see Table 1).

\((\Leftarrow)\) Let \(P = (V, R)\) be a partial order and \(V = \{\pi_1, \ldots, \pi_{s+1}\}\) be a partition of \(V,\) satisfying properties 1, 2, 3 and 4. Define the following sets: \(A_1 = \{(x, x) \mid x \in V\}, A_2 = \{(r, x) \mid x \in V \setminus \{r\}\}, A_3 = \{(x, y) \mid (x, y) \in R_i, i = 1, \ldots, s + 1\}, A_4 = \{(f(\pi_j), r_j) \mid \pi_j \in V \setminus \{\pi_1\}, f(\pi_j) \in \pi_i, r_j \in \pi_j, i \neq j\},\) squared elements represent \(r_j\) and filled elements represent \(f(\pi_j).\) Construct the relation \(A = (V, R'),\) such that \(R'\) is the transitive closure of \(A_1 \cup A_2 \cup A_3 \cup A_4.\) Let us show that \(A\) is an arboreal extension of \(P\) with \(s\) jumps.
First, we prove that \( \mathcal{A} \) is a partial order. It is easy to see that \( \mathcal{A} \) is reflexive (set \( A_1 \)) and transitive (\( R' \) is a transitive closure). Suppose \( \mathcal{A} \) is not antisymmetric, so there are \( x, y \in V, x \neq y \) such that \( \{(x, y), (y, x)\} \subseteq R' \). This is only possible, by property 1, if \( x \) and \( y \) belong to different sets of \( \pi \), so \( x \in \pi_i, y \in \pi_j, i \neq j \). Note that, by property 2, when constructing \( Q \) we have \( \{\pi_i, \pi_j\} \subseteq \hat{B} \) and therefore \( \mathcal{P}_\pi \) is not a partial order, a contradiction. So \( \mathcal{A} \) must be antisymmetric.

We know that the covering graph of \( \mathcal{A}, C_\mathcal{A} = (V, \hat{R}') \), must be an arborescence to be an arboreal order. Evidently, \( C_\mathcal{A} \) has an unique minimal element, which is \( r \) (set \( A_2 \)). Assume \( C_\mathcal{A} \) is not an arborescence, so there are distinct elements \( u, v, z \) that form a violation \( \{(u, v), (z, v)\} \subseteq \hat{R}' \). By property 1, \( u, v, z \) could not be in the same set \( \pi_k \in \pi \). Assume \( v \in \pi_l, u \in \pi_m, z \in \pi_n, m \neq l, n \neq l \), then we would have \( f(\pi_l), v) \in A_4 \) and \( f(\pi_l) = u = z \), a contradiction. Now, consider \( \{u, v\} \subseteq \pi_m, z \in \pi_n, m \neq n \), so we would have \( f(\pi_m), v) \in A_4 \), but, since \( (u, v) \in R_m, v \) is not the root of \( \pi_m \), which contradicts property 3. The same happens if we exchange \( u \) and \( z \). Therefore, \( \mathcal{A} \) is arboreal.

Now, observe that \( |A_2| = s \) and if \( (x, y) \in A_4, x \in \pi_i, y \in \pi_j, i \neq j \) then \( x \prec_\mathcal{A} y \) and \( (x, y) \notin R \) by property 3. Hence each \( (x, y) \in A_4 \) is a jump of \( \mathcal{A} \).

Finally, we need to prove that \( \mathcal{A} \) is an extension of \( \mathcal{P} \), that is, \( R \subseteq \hat{R}' \). Let \( \hat{R} \) be the transitive reduction of \( R \), it is enough to show that \( \hat{R} \subseteq \hat{R}' \). Note that if \( \{x, y\} \subseteq \pi_i \) then \( (x, y) \in A_3 \). Now, consider that \( (x, y) \in \hat{R} \) and \( x \in \pi_i, y \in \pi_j, i \neq j \). We need to show that there is a path from \( x \) to \( y \) in \( \hat{R}' \). First, recall that, by property 1, \( (r_j, y) \in \hat{R}' \), since \( (r_j, y) \in A_3 \) or \( (r_j, y) \in A_1 \), if \( r_j = y \). Furthermore, by property 4, there is \( z = f(\pi_u), g(\pi_j) \), such that \( z \in \pi_i \) and \( \{(x, z), (z, r_j)\} \subseteq \hat{R}' \). Moreover, there is a sequence of sources of jumps belonging to \( g(\pi_j) \) and as a consequence we can obtain a path that contains those elements from \( z \) to \( r_j \), joining the three relations \( (x, z), (z, r_j), (r_j, y) \).

\[ \square \]

3 Solution strategies

In this section, we present an integer programming formulation for the arboreal jump number problem. We also present a new greedy heuristic based on an algorithm to find minimal arboreal extensions [30].

3.1 Integer programming formulation

Let \( C_\mathcal{P} = (V, \hat{R}) \) be the covering graph of the partial order \( \mathcal{P} \) and let \( E = \hat{R} \cup Z \) be a set such that \( Z = \{(i, j), (j, i) | i, j \in V, i \parallel j\} \). Let \( c_{ij}, (i, j) \in E \) be 1 if \( (i, j) \in \hat{R} \) and 0 if \( (i, j) \in Z \). Let

\[ x_{ij} = \begin{cases} 1 & \text{if } (i, j) \in E \text{ is in the solution} \\ 0 & \text{otherwise}. \end{cases} \]

Let \( f_{ij}^k \) be the amount of flow that goes through the arc \( (i, j) \) having vertex \( k \) as destination.

The following model formulates the arboreal jump number problem.
max $\sum_{ij} c_{ij} x_{ij}$, \hspace{1cm} (1)

subject to:

$$\sum_{i \in N^-(j)} f^j_{ij} = 1 \quad \forall j \in V - \{r\} \quad (2)$$

$$\sum_{i \in N^-(j)} f^k_{ij} = \sum_{i \in N^+(j)} f^j_{ji} \quad \forall j, k \in V - \{r\}, k \neq j \quad (3)$$

$$\sum_{i \in N^-(j)} x_{ij} = 1 \quad \forall j \in V - \{r\} \quad (4)$$

$$\sum_{i \in N^-(j)} f^k_{ij} = 1 \quad \forall (j, k) \in \hat{R}, j \neq r \quad (5)$$

$$f^k_{ij} \leq x_{ij} \quad \forall (i, j) \in E, \forall k \in V - \{r\} \quad (6)$$

$$x_{ij} \in \{0, 1\} \quad (7)$$

$$f^k_{ij} \geq 0 \quad (8)$$

Note that the objective function 1 maximizes the number of arcs from $\hat{R}$ that is used in the solution. Since the solution is an arborescence, the number of arcs in the solution is constant, then the arboreal jump number is given by the number of arcs belonging to $Z$ that are used in the solution, which is implicitly minimized in our model.

Constraints (2) assure that each vertex that is not the root gets a unit of flow. Constraints (3) are flow conservation constraints, assuring that the flow to a given vertex $k$ is not consumed elsewhere. Constraints (4) restrict the in-degree of each vertex, implying the solution is in fact an arborescence. For each pair $(j, k) \in \hat{R}$, constraints (5) assure that the flow to vertex $k$ goes through vertex $j$. This fact along with the constraints (6) guarantee that the relation $R$ will be present in the arborescence. Constraint (6) allow the flow to move only along arcs in the solution. Constraints (7) and (8) guarantee the binary and non-negativity properties of the solution, respectively.

### 3.2 Heuristic

A minimal arboreal extension is an arboreal extension of a poset such that the removal of any of its jumps makes it no longer arboreal. While the task of finding a minimum arboreal extension is NP-hard, there is a simple polynomial-time algorithm to find a minimal arboreal extension for a given order, detailed in Algorithm 1 [30]. The main idea of this algorithm is to iteratively add relations between incomparable elements in the original poset eliminating at least one violation and ensuring that no new violation is created.

In each iteration, a violation $v$, $x_1$ and $x_2$ is selected at line 4. In the next step, at line 5, the algorithm identifies a minimal element $z$ that precedes
Algorithm 1 Algorithm to find a minimal arboreal extension for a partial order $\mathcal{P}$

**Require:** partial order $\mathcal{P}$

**Ensure:** minimal arboreal extension $A$ of $\mathcal{P}$

1: define $\text{numviol}_\mathcal{P}$ as the number of violations of the partial order $\mathcal{P}$
2: $A \leftarrow \mathcal{P}$
3: while $\text{numviol}_A > 0$ do
4: choose a violation $v, x_1, x_2$, with $v$ being a violator
5: let $z$ be a minimal element of $N^-_A[x_1] \setminus N^-_A[x_2]$
6: $A \leftarrow A + (x_2, z)$
7: end while

element $x_1$ (it may be $x_1$ itself) but does not precede element $x_2$, which means that $x_2$ and $z$ are incomparable. An extension of $\mathcal{P}$ is generated at line 6 inserting the jump $(x_2, z)$. The fact that $z$ is minimal assures that no new violation is added. The algorithm continues until there is no violations left in the extension.

Observe that Algorithm 1 does not consider any rule regarding the order in which the violations are selected. However, the use of different rules may affect the final number of the jump-minimal extension $A$. For instance, it is preferable to first select a violation in which its removal also removes other violations.

A simple way to select a violation is to sort the elements in some lexicographical order and choose always the first violator in the given order. This arbitrary order though, could lead to a solution with many jumps, even for simple instances. Figure 5 illustrates an example of such a case. The elements of the poset in Figure 5a are enumerated in a way that using this simple approach produces the worst possible arboreal extension having four jumps (Figure 5b), while the optimal solution contains only one jump, as showed in Figure 5c.
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Fig. 5: Hasse diagrams of a poset and two arboreal extension obtained with Algorithm 1 using lexicographical order (5b) and Algorithm 2 (5c).

A natural property of an element in a poset is its hierarchical level, or just level. In case of rooted posets, it is the number of arcs of the longest path in the covering graph between the root and the element. During the process of removing a given violation, there is a chance to remove precedent violations belonging to lowermost levels. Observe that it is the case in the aforementioned example. In Algorithm 2, we propose a greedy heuristic considering the level of the elements and the number of violations that precede the violator.
Algorithm 2 Heuristic for the minimum arboreal extension for a partial order $\mathcal{P}$ using level criterion to select violations

Require: a partial order $\mathcal{P}$
Ensure: a minimal arboreal extension $\mathcal{A}$ of $\mathcal{P}$

1: define $\text{numviol}_\mathcal{P}$ as the number of violations of the partial order $\mathcal{P}$
2: define $\text{lvl}_\mathcal{P}(v)$ as the level of element $v$, such that $v$ is a violator in $\mathcal{P}$
3: for each $x$ and $v$ such that $x \prec_\mathcal{P} v$, define $\text{numpred}_\mathcal{P}(x, v)$ as the number of violators $v'$ such that and $v' \leq_\mathcal{P} x$
4: $\mathcal{A} \leftarrow \mathcal{P}$
5: while $\text{numviol}_\mathcal{A} > 0$ do
6: select violator $v$ such that $\text{lvl}_\mathcal{A}(v)$ is maximum
7: select element $x_1$ such that $\text{numpred}_\mathcal{A}(x_1, v)$ is maximum
8: select $x_2$ and $z$ such that: (i) $x_2 \neq x_1$, $x_2 \prec_\mathcal{A} v$, (ii) $z$ is a minimal element of $\mathcal{N}^{-}_\mathcal{A}[x_1] \setminus \mathcal{N}^{-}_\mathcal{A}[x_2]$ and (iii) the number of violations in $\mathcal{A} + (x_2, z)$ is minimum
9: $\mathcal{A} \leftarrow \mathcal{A} + (x_2, z)$
10: end while

Algorithm 2 iterates until there are no more violations in the extension and it follows three rules to select the violation $v$, $x_1$ and $x_2$ at each iteration. By the first rule, at line 6, the choice of $v$ assures that the level of the violator is maximum. After selecting $v$, the algorithm considers the set of possible choices for $x_1$. Then, it counts the number of violators that precedes each element of that set. $x_1$ is selected as the element with the maximum number of violators that precedes it. Line 7 represents this choice and states the second rule. Finally, at line (line 8), the algorithm tests the insertion of all possible pairs $(x_2, z)$ to guarantee that it adds the one that removes the largest number of violations (line 9).

4 Computational results

In this section, we evaluate the performance of the two solutions strategies for the arboreal jump number problem described previously.

4.1 Computational environment

The integer programming formulation was implemented using the C++ API of ILOG CPLEX solver, release 20.1 [34]. We set up the maximum running time limit of the solver to 7200 seconds, and the number of threads to four. It uses default options for all other features offered by ILOG CPLEX. The greedy heuristic was also implemented in C++.

Both solutions were compiled using g++ under the Ubuntu operating system, release 18.04.6 LTS. We executed the computational experiments in a computer equipped with a Core i7 980 processor with 6 core running at 1333Mhz and having 24Gb of RAM memory.
4.2 Benchmark instances

The computational results were conducted over a set of 41 instances for the sequential ordering problem available in TSPLIB [33], and a root was inserted in each instance. The first column of Table 2 gives the instance, the next two columns describe the instances in terms of its number of vertices $|V|$, the number of pairs of incomparable elements $|Z|$, recall that $|Z|$ contains two arcs for each incomparable pair. Finally, the last two columns present the number of violators numvior and the number of violations numvion of the instance.

4.3 Results

Table 3 reports the results for each instance obtained by the three strategies presented in this work. Again, the first column shows the instance names. The second column shows the cost of the best solution obtained with the integer programming model within the time limit. The values in bold corresponds to proven optimal costs. The next two columns show the wall time and the final gap whenever the time limit was not reach. The next column shows the cost of the solution found by Algorithm 1 [30], as described in section 3.2. The last two columns present the cost of the solution found by Algorithm 2 introduced in this work and its wall time.

The integer programming model is able to find an optimality certificate for 18 instances and a feasible solution for other three instances within the time limit. These instances are the smallest ones according to the number of violators and the size of set $Z$. For the other 20 instances the model could not found any solution on the provided time limit.

The heuristic, on the other hand, found feasible solutions instantaneously for most instances, taking up to three minutes to solve instances with more than 300 violators. For all but one instance, the solution cost found by the heuristic was at least as good as the one found by the integer programming model. Instance p43.4 was proven to have an optimal arboreal extension within nine jumps. However, the heuristic found a solution with ten jumps and Algorithm 1 obtained a solution containing 12 jumps. The results for this instance exemplifies a case in which the heuristic may not find the optimal solution but still find a better solution than the minimal arboreal extension algorithm.

Finally, the proposed heuristic was able to find a better solution for 19 out of 41 instances than the algorithm from the literature, mostly the harder instances, obtained a difference of up 65 jumps between both algorithms.

5 Conclusions

In this study, we proved that the ground set of an arboreal extension with $k$ jumps can be partitioned into $k + 1$ sets that follow four structural properties. Additionally, we also presented an exact and a heuristic strategies to solve the arboreal jump number problem and reported some computational results.
Table 2: Description of SOP instances in terms of number of elements $|V|$, number of relations in the covering graph $|\hat{R}|$, number of incomparable pairs $|Z|$, number of violator $\text{numvior}$ and number of violations $\text{numvion}$.

| Instance  | $|V|$ | $|\hat{R}|$ | $\frac{|Z|}{2}$ | $\text{numvior}$ | $\text{numvion}$ |
|-----------|------|---------|----------------|-----------------|-----------------|
| br17.10   | 18   | 18      | 105            | 1               | 1               |
| br17.12   | 18   | 19      | 98             | 2               | 2               |
| esc07     | 9    | 10      | 14             | 1               | 3               |
| esc11     | 13   | 12      | 50             | 0               | 0               |
| esc12     | 14   | 18      | 55             | 2               | 9               |
| esc25     | 27   | 27      | 289            | 1               | 1               |
| esc47     | 49   | 49      | 1049           | 1               | 1               |
| esc63     | 65   | 149     | 1720           | 10              | 405             |
| esc78     | 80   | 79      | 2720           | 0               | 0               |
| ft53.1    | 54   | 55      | 1314           | 2               | 2               |
| ft53.2    | 54   | 58      | 1296           | 5               | 5               |
| ft53.3    | 54   | 70      | 1109           | 12              | 25              |
| ft53.4    | 54   | 75      | 567            | 18              | 27              |
| ft70.1    | 71   | 73      | 2329           | 3               | 3               |
| ft70.2    | 71   | 80      | 2298           | 8               | 12              |
| ft70.3    | 71   | 96      | 2131           | 17              | 38              |
| ft70.4    | 71   | 101     | 1021           | 26              | 36              |
| kro124p.1 | 101  | 103     | 4818           | 3               | 3               |
| kro124p.2 | 101  | 113     | 4783           | 10              | 17              |
| kro124p.3 | 101  | 131     | 4585           | 25              | 38              |
| kro124p.4 | 101  | 150     | 2546           | 41              | 59              |
| p43.1     | 44   | 46      | 850            | 3               | 3               |
| p43.2     | 44   | 46      | 827            | 3               | 3               |
| p43.3     | 44   | 54      | 765            | 8               | 15              |
| p43.4     | 44   | 59      | 365            | 11              | 22              |
| prob.100  | 100  | 99      | 4712           | 0               | 0               |
| prob.42   | 42   | 42      | 761            | 1               | 1               |
| rbg048a   | 50   | 197     | 681            | 14              | 1009            |
| rbg050c   | 52   | 260     | 717            | 46              | 1031            |
| rbg109a   | 111  | 629     | 557            | 93              | 1924            |
| rbg150a   | 152  | 963     | 841            | 140             | 3173            |
| rbg174a   | 176  | 1116    | 1096           | 166             | 3844            |
| rbg253a   | 255  | 1724    | 1697           | 245             | 6140            |
| rbg323a   | 325  | 2416    | 3801           | 303             | 13044           |
| rbg341a   | 343  | 2547    | 3667           | 311             | 11309           |
| rbg358a   | 360  | 3243    | 7367           | 354             | 16557           |
| rbg378a   | 380  | 3073    | 7668           | 369             | 14820           |
| ry48p.1   | 49   | 49      | 1069           | 1               | 1               |
| ry48p.2   | 49   | 52      | 1055           | 4               | 4               |
| ry48p.3   | 49   | 62      | 949            | 9               | 22              |
| ry48p.4   | 49   | 70      | 485            | 15              | 30              |

Our integer programming model based on multi-flow was able to provide optimal solution for 18 out of 41 instances within the running time limit provided. Our proposed greedy heuristic incorporates rules for selecting violations to be removed to a polynomial-time algorithm to find minimal arboreal extensions. It was able to find feasible solutions for all instances in less than three minutes. The solutions are at least as good, and in most cases better than the ones obtained with the algorithm from the literature.
As far as we know, this is the first study with computational results for this problem. The heuristic shows very good results for instances where the optimal value is known. The performance of the heuristic on harder instances can not be assessed since optimal solutions are not available for those instances.

An research direction to improve this work points out to prove some lower bound to the problem considering the number of violators belonging to the
input poset. Consequently it would be possible to determine the quality of the solutions given by the described heuristic. Furthermore, we plan to investigate valid inequalities for the arboreal jump number problem in order to develop a more efficient exact algorithm.
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