NON-MODAL ANALYSIS OF MULTIGRID SCHEMES FOR THE HIGH-ORDER FLUX RECONSTRUCTION METHOD
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Abstract. The present study introduces an application of the non-modal analysis to multigrid operators with explicit Runge-Kutta smoothers in the context of Flux Reconstruction discretizations of the linear convection-diffusion equation. A dissipation curve is obtained that reflects upon the convergence properties of the multigrid operator. The number of smoothing steps, the type of cycle (V/W) and the combination of p- and h-multigrid are taken into account in order to find those configurations which yield faster convergence rates. The analysis is carried out for polynomial orders up to \( P = 6 \), in 1D and 2D for varying degrees of convection (Péclet number), as well as for high aspect ratio cells. The non-modal analysis can support existing evidence on the behaviour of multigrid schemes. W-cycles, a higher number of coarse-level sweeps or the combined use of \( hp \)-multigrid are shown to increase the error dissipation, while higher degrees of convection and/or high aspect-ratio cells both decrease the error dissipation rate.

1 INTRODUCTION

For industrial Computational Fluid Dynamics (CFD), multigrid methods and convergence acceleration is critical for quick turnaround times. It is well established that high-order methods like Discontinuous-Galerkin (DG, [1]) and Flux Reconstruction (FR, [2]) offer significant advantages over traditional, second-order Finite Volume methods (FVM). They are more efficient for a given level of accuracy [3], can effectively utilize modern computer architectures like GPUs and are quasi mesh-independent. A drawback is that these methods are less mature and robust than their FVM counterparts. This has been the motivating factor in studying the numerical properties and stability limits of such schemes for under-resolved simulations of turbulent flows [4, 5].

The Flux Reconstruction (FR) method, recently devised by Huynh [2, 6] to solve conservation laws, is formulated as a unifying approach for discontinuous Finite Element methods such as DG and Spectral Difference (SD). The method has been further extended by Vincent, Castonguay and Jameson [7,
through the family of Energy-Stable Flux Reconstruction (ESFR) schemes, and it has revealed itself particularly suited for the simulation of turbulent flows using implicit Large Eddy Simulations [4, 5, 9, 10]. Several studies about the numerical properties of FR by means of von Neumann analysis exist in the literature [11, 12, 13, 14], mainly in the context of linear advection and advection-diffusion. Despite good experimental agreement, the von Neumann analysis has an inherent disadvantage when applied to high-order methods, since more than one eigenmode per element is obtained which forces a distinction between the primary (physical) eigenmode and the spurious ones, which are disregarded altogether. Nevertheless, near the high frequency region all eigenmodes have comparable influence in the numerical behaviour, leading Alhawwary and Wang [15] to propose the combined-mode analysis [16], which extracts a global dispersion/dissipation based on the relative energy of the eigenmodes. Similarly, Fernández et al. [17] have also introduced the non-modal analysis to assess the dissipation properties without differentiating between physical or spurious eingemodes, providing insights into nonlinear instabilities in under-resolved flow simulations at high polynomial orders.

Literature related to the analysis of these methods for convergence acceleration via multigrid remains insufficient. Multigrid for \( p \)-type Finite Element methods, often referred to as \( p \)-multigrid, was initially developed in [18, 19, 20] and has mostly targeted the simulation of fluid flows using DG [21, 22, 23, 24, 25, 26, 27]. In the so-called \( p \)-multigrid, lower polynomial orders act as coarser levels, following a similar idea to the conventional \( h \)-multigrid, while the simultaneous use of the two is known as \( hp \)-multigrid [28]. In the context of multigrid for conventional low-order methods, numerous applications of the von Neumann analysis to two-level schemes exist in the literature [29, 30, 31], while of the analysis of \( p \) and \( hp \) multigrid methods are scarcer [32, 33, 34]. In placing the focus on convergence properties, the influence of the multigrid configuration, e.g. the number of smoothing steps, has received comparatively less attention. Furthermore, the performance of \( hp \)-multigrid in the presence of convection and/or high aspect-ratio meshes, although particularly interesting for flow simulations, has not been extensively explored.

The objective of this study is to provide insight into the numerical behaviour of multigrid schemes for high-order methods, where the need for robust and efficient algorithms is especially relevant. By using the non-modal analysis [17], we aim to find efficient multigrid schemes and justify its performance while retaining its applicability to a wide range of problems, from pure diffusion to high-Péclet convection.

2 FLUX RECONSTRUCTION DISCRETIZATION OF THE LINEAR CONVECTION-DIFFUSION EQUATION

The linear convection-diffusion equation with constant coefficients \( a \) and \( \nu \geq 0 \) for a scalar \( u(x,t) \) reads:

\[
\frac{\partial u}{\partial t} + \nabla \cdot (F^{\text{conv}} + F^{\text{diff}}) = 0 , \quad F^{\text{conv}} = au , \quad F^{\text{diff}} = -\nu \nabla u .
\]  

This section outlines the discretization of this equation in 1D by means of the Flux Reconstruction method. For more details, the reader is referred to the literature [2, 6].

The computational domain is divided in cells \( C_j \), with center \( x_j \) and width \( h_j \). A cell-local reference space is parametrized by coordinate \(-1 \leq \xi \leq 1\) and the mapping from physical space to reference space is as follows:

\[
\xi(x) = \frac{2}{h_j} (x - x_j) , \quad \frac{dx}{d\xi} = \frac{2}{h_j} , \quad \forall x \in C_j .
\]
Inside cell \( C_j \), the solution is approximated at some quadrature points \( \xi_k \) (in this study, Gauss-Legendre), with \( k = 0, \ldots, P \), locally defining a polynomial of order \( P \) which can be represented by a vector of nodal values \( u_j \). The spatial discretisation using the FR method consists of seven steps:

1. Interpolation of the solution at the cell interface points, given by \( \xi = \pm 1 \), to obtain \( u_j^L \) and \( u_j^R \).

2. Computation of the common solution values at the interface points. Here we use the Local Discontinuous Galerkin (LDG) approach [35] with \( \beta = 0 \), \( \tau = 1 \):

\[
 u_j^L = \frac{u_{j-1}^R + u_j^L}{2} - \beta(u_{j-1}^L - u_j^R), \quad u_j^R = \frac{u_j^R + u_{j+1}^L}{2} - \beta(u_j^R - u_{j+1}^L). \tag{3}
\]

3. Computation of the gradient of the solution, \( q_j \), by summing up the discontinuous gradient, which results from directly evaluating the derivative of \( u_j \), and the correction term, proportional both to the jumps in the solution at the interfaces and to the so-called correction functions – see [36, 6] for more details. As is done in this study, the use of Radau polynomials as correction functions yields a scheme which is numerically equivalent to a nodal DG method.

\[
 q_j = D_j u_j + (u_j^L - u_j^R) g_j^L + (u_j^R - u_j^L) g_j^R. \tag{4}
\]

4. Interpolation of the fluxes at the interface points (e.g. \( F_{j}^{\text{conv},L} \) and \( F_{j}^{\text{diff},L} \) for the left boundary).

5. Computation of the interface flux values, in this work using the Roe solver for the convective flux and the LDG scheme for the diffusive flux (with \( \beta = 0 \), \( \tau = 1 \)). Again, for the left boundary this yields:

\[
 F_j^{\text{conv},L} = \frac{F_j^{\text{conv},L} + F_{j-1}^{\text{conv},L}}{2} + \beta F_{j-1}^{\text{diff},L} - \tau (u_j^R - u_{j-1}^L),
\]  
\[
 F_j^{\text{diff},L} = \frac{F_j^{\text{diff},L} + F_{j-1}^{\text{diff},L}}{2} + \beta F_{j-1}^{\text{diff},L} - \tau (u_j^R - u_{j-1}^L). \tag{5}
\]

6. Divergence of the corrected fluxes, in a similar way to step 3:

\[
 \partial_\xi (F_j^{\text{conv}}) = D_j (a u_j) + (F_j^{\text{conv},L} - F_j^{\text{conv},L}) g_j^L + (F_j^{\text{conv},R} - F_j^{\text{conv},R}) g_j^R, \tag{7}
\]

\[
 \partial_\xi (F_j^{\text{diff}}) = D_j (-v q_j) + (F_j^{\text{diff},L} - F_j^{\text{diff},L}) g_j^L + (F_j^{\text{diff},R} - F_j^{\text{diff},R}) g_j^R. \tag{8}
\]

7. Transformation from reference space to physical space and evaluation of the time derivative:

\[
 \frac{d u_j}{dt} = -\frac{d\xi}{dx} \frac{\partial}{\partial \xi} (F_j^{\text{conv}} + F_j^{\text{diff}}). \tag{9}
\]

This completes the spatial discretization. The above can be rewritten in a compact matrix form:

\[
 \frac{d u_j}{dt} = \sum_{i=j-2}^{j+2} A_{j,i} u_i, \tag{10}
\]
where $A_{ij}$ is an operator defined in element $C_j$ acting on neighbouring solution vectors $u_i$. By using some shift matrices $T_{ij}$ such that $u_i = T_{ij}u_j$, whose form depends primarily upon the initial condition, we obtain a fully local form of the spatial discretization:

$$\frac{du_j}{dt}(t) = A_{ij}u_j(t) = \left( \sum_{j=2}^{j+2} A_{ij}T_{ij} \right) u_j(t).$$

(11)

For time-marching we will use an explicit Runge-Kutta polynomial $P^N_S(x)$ with $S$ stages that is $N$-th order accurate in time. For a given time-step $\Delta t = t_{n+1} - t_n$ the fully discrete operator yields:

$$Z = P^N_S(\Delta t A), u(t_{n+1}) = Zu(t_n),$$

(12)

3 ANALYSIS OF MULTIGRID OPERATORS

Considering the following linear system:

$$A u = f,$$

(13)

an inexact guess of the solution will produce a residual $r = f - Au$, which can be quickly damped using the multigrid method as it efficiently eliminates low wavenumber errors. The iterative process can be written – in the case of a zero-right-hand side in equation 13 – as follows:

$$u^{(n+1)} = G u^{(n)} = G^n u^{(0)},$$

(14)

where $G$ contains all grid-transfer, smoothing and correction operations. This matrix is computed using the coarse-level equations of the linear multigrid, also called Correction Scheme [37]. Using $p = 0, \ldots, P$ to denote the multigrid levels sorted by increasing resolution:

$$u^{(0)} = f, \left\{ \begin{array}{l} f_p = R^{p+1}_p f_{p+1} , \quad p = 0, \ldots, P-1 \\ f_P = f \end{array} \right.$$  

(15)

where $R^{p+1}_p$ is the restriction matrix from level $p + 1$ to level $p$. Starting from an initial guess $(u_P)^{do}_0$, the fine-level pre-smoothing yields:

$$(u_P)^{do}_{m_p} = Z_{m,p} (u_P)^{do}_0 + \tilde{Z}_{m,p} f_P.$$  

(16)

$m_p$ is the number of smoothing steps (sweeps) at level $p$, and superscripts “do” and “up” denote the solutions obtained in the down-cycle and the up-cycle. For an explicit marching with a Runge-Kutta method, the smoothing operators $Z_{m,p}$ and $\tilde{Z}_{m,p}$ are:

$$Z_{m,p} = (Z_p)^{m_p}, \quad \tilde{Z}_{m,p} = \Delta t \left( \sum_{n=0}^{m_p-1} (Z_p)^n \right) \tilde{P} (\Delta t A_p),$$

(17)

where $\tilde{P}(x) = (1 - P^N_S(x))/x$ is obtained from the Runge-Kutta polynomial. After some algebra, we obtain that the solutions in the down-cycle at the coarse levels are:
\[(u_j)_{m_p}^{do} = \tilde{Z}_{m,p} \left[ \prod_{k=p+1}^{P-1} R_{k}^{-1} (I_k - A_k \tilde{Z}_{m,k}) \right] R_{P}^{-1} r_p, \quad p = P - 1, \ldots, 0, \tag{18} \]

with \(I_p\) the \((p+1) \times (p+1)\) identity matrix. The up-cycle consists two steps, prolongation and smoothing:

\[
(u_p)^{up}_{m_p} = (u_p)^{do}_{m_p} + R_{p-1}^{P} (u_{p-1})^{up}_{m_{p-1}}.
\]

\[
(u_p)^{up}_{m_p} = Z_{m,p} (u_p|^0_{m_p})^{up} + \tilde{Z}_{m,p} f_p.
\]

Hence, the up-cycle solutions are expressed in terms of the down-cycle solutions according to:

\[
(u_p)^{up}_{m_p} = \left( \prod_{l=0}^{p-1} Z_{m,p-l} R_{p-1}^{p-l} \right) (u_0)_{m_0} + \sum_{k=1}^{P} \left[ \left( \prod_{l=0}^{p-k-1} Z_{m,p-l} R_{p-l}^{p-l-1} \right) (Z_{m,k} + I_k) (u_k)^{do}_{m_k} \right]. \tag{20} \]

Combining equations 20 and 18 we can express the solution vector \((u_p)^{up}_{m_p}\) in terms of the initial guess \((u_p)^{do}_{m_p}\) and \(f_p\). This allows to express the multigrid operator as a single matrix for whichever polynomial order and sweep pattern. The inclusion of \(h\)-levels in addition to \(p\)-multigrid levels is straightforward; so is the computation of a W-cycle matrix by including coarse-grid revisits.

### 3.1 Diffusion properties: non-modal analysis

Starting from the numerical scheme in matrix form, \(A_j\), the short-term diffusion is computed as follows:

\[
\sigma := \left( \frac{d \log \|u_j\|}{d \tau} \right)_{\tau = 0} = \frac{1}{p+1} \Re \left( \left( \frac{\partial}{\partial \tau} \frac{(u_j,0)}{(u_m,0)} \right)^{\dagger} \frac{Z_j}{(u_j,0)} \right).
\]

In the above expression, \(\sigma\) is the local \(\textit{diffusion coefficient}\) and \(\Re\) is the real part. \(\sigma\) is expected to be on the order of the magnitude of \(u_j\) at the initial instants of the simulation. In a stable scheme, \(\sigma \leq 0\) is expected. In order to obtain an analogue curve in the case of a fully-discrete scheme, one may take the following approximation:

\[
\sigma^* := \left( \frac{d \log \|u_j\|}{d \tau} \right)_{\tau = 0} \simeq \frac{1}{p+1} \Re \left( \frac{1}{\Delta t} \log \left( \frac{(u_j,0)}{(u_m,0)} \right) \right), \tag{22} \]

which is consistent with the original equation in the time-continuous limit \(\Delta t \to 0\). By using \(G_j\) instead of \(Z_j\), we are able to analyse a multigrid operator using an explicit expression which depends on the scheme’s configuration. Similar to a von Neumann analysis, the dispersion curve is symmetric; however, it is not periodic. Finally, as we are interested in solving the steady-state problem \(A_j u_j = 0\), for a given multigrid operator we may relate a higher short-term diffusion (more negative values of \(\sigma^*\)) with a faster convergence rate.
4 RESULTS OF THE ANALYSIS

We begin by focusing in multigrid operators for the 1D diffusion equation with \( \nu = 1 \). In a similar way to the von Neumann dissipation curves, the non-modal dissipation curves show the damping factor, \( \omega^* (\phi) \), as a function of the frequency of the initial wave. This frequency is expressed in terms of a normalized wavenumber, \( \phi = \kappa h / (P + 1) \).

4.1 VON NEUMANN ANALYSIS AND NON-MODAL ANALYSIS

In figure 1, we perform a comparison between the non-modal dissipation curve and the dissipation plots obtained from a von Neumann analysis, where the latter are extracted from the eigenvalues of the multigrid operator. Loosely speaking, each eigenmode is representative of the behaviour of one multigrid level, and dominates over the others in its corresponding region of the frequency spectrum. Thus, the damping in the low frequency spectrum is handled by the coarsest level, and the same happens for the finest level in the high-wavenumber range. It can clearly be seen in figure 1 how the non-modal curve approaches that of the relevant eigenmode at the corresponding intervals.

Figure 1: For a V-cycle \( p \)-multigrid operator in 1D diffusion, we plot: non-modal dissipation curve (red), eigenmodes (dashed lines) and non-modal dissipation of explicit Runge-Kutta marching (no-multigrid, black line) at orders \( P = 1, 2 \), in the time-continuous limit.

4.2 EFFECT OF THE MULTIGRID CONFIGURATION

In order to isolate the effect of each multigrid parameter on its own, we begin by studying the simplest configurations in 1D diffusion and progressively change the sweep pattern, the type of cycle, and add the combination of \( hp \)-multigrid. In figure 2, V-cycle \( p \)-multigrid is considered with only one smoothing step at each level. The dissipation is increased consistently with the polynomial order in the whole wavenumber range, suggesting that the multigrid effectiveness would increase with the polynomial order, since so does the number of multigrid levels.

Next, we increase the number of coarse-level sweeps within the same V-cycle configuration, following
usual practice given that coarse-level smoothing is relatively inexpensive. In addition to the constant, all-
ones sweep pattern (SP), we consider a linear sweep pattern (the number of smoothing steps increases
linearly with the level number) and a geometric sweep pattern (the number of smoothing steps increases
geometrically). The result can be seen in Figure 3, confirming the effectiveness of increasing coarse-level
smoothing not only in the low wavenumber range, but also in the rest of the frequency spectrum.

Figure 2: Non-modal dissipation curves of the V-cycle $p$-multigrid operator at polynomial orders $P = 1...6$, in the time-continuous limit.

Figure 3: Dissipation curves of V-cycle $p$-multigrid operators at $P = 5, 6$ with different sweep patterns.

Keeping the geometric sweep pattern, Figure 4(a) compares the dissipation rate at $P = 2$ of a V-cycle oper-
ator against that of W-cycle operators with an increasing number of w-sweeps. Two w-sweeps means are
equivalent to 2 embedded V-cycles between $p = 0$ and $p = 0$. While the fine-level smoothing steps are the
same, the W-cycles add a significant amount of low- and mid-frequency dissipation. A complementary
strategy consist in adding additional coarser meshes in $h$ to the overall multigrid algorithm, which results
into the combined $hp$-multigrid operator depicted in figure 4(b). While most of the frequency spectrum remains unchanged, the changes in the slope of the dissipation curve in the zero-frequency limit can translate into significant improvements in the convergence rate.

\[
\begin{align*}
\text{(a) Dissipation curves of V-cycle and W-cycle } p\text{-multigrid} & \quad \text{(b) Dissipation curves of V-cycle } p\text{-multigrid and } hp\text{-operators. “ws” stands for the number of w-sweeps.}
\end{align*}
\]

Figure 4: Dissipation curves of several multigrid operators at $P = 2$.

4.3 EFFECT OF MIXED CONVECTION-DIFFUSION AND HIGH ASPECT-RATIO

After having shown the effect of the multigrid configuration itself, we change the model problem to 2D convection-diffusion. To that end, we introduce the cell Péclet number, $Pe = |a|h/\nu$, and the mesh aspect ratio, $r_h = h_x/h_y$. Only cartesian meshes are considered. Recall that in 2D, two independent wavenumbers define the initial condition; therefore, we plot dissipation surfaces rather than dissipation curves.

\[
\begin{align*}
\text{(a) } r_h = 1 & \quad \text{(b) } r_h = 10 & \quad \text{(c) } r_h = 1000
\end{align*}
\]

Figure 5: Scaled non-modal dissipation $\varpi^* r_h^{-1}$ of linear convection-diffusion at $Pe = 10^3$ with V-cycle $p$-multigrid at increasing aspect-ratios.
Figure 5 plots the scaled non-modal dissipation of V-cycle $p$-multigrid operators at increasing aspect ratios, where the scaled damping factor $\sigma^* r_h^{-1}$ accounts for the decrease in the time-step limit as the aspect-ratio increases. $\text{Pe} = 10^3$ implies $\nu = 0.001$, and we choose $a_x = 1$ and $a_y = 0$, so convection happens along the $x$-axis. In the case of a square cell (aspect-ratio 1), the curve is smooth and symmetric. This situation changes drastically as the aspect-ratio is increased; as a result, the $y$-component of low-frequency component seems to remain largely undamped.

In order to increase the dissipation in high aspect-ratio meshes, one may propose to use W-cycles and $hp$-multigrid. The resulting behaviour is shown in figure 6. In line with the conclusions drawn from the 1D dissipation curves, the use of these multigrid operators results into an increased dissipation in the overall spectrum.

![Figure 6: Scaled non-modal dissipation $\sigma^* r_h^{-1}$ of linear convection-diffusion at $\text{Pe} = 10^3$, $r_h = 10^3$ and $P = 2$ with different multigrid configurations.](image)

5 CONCLUSIONS

In this work, we have introduced a numerical analysis of multigrid operators by means of the non-modal analysis. The analysis has been carried out in the context of 1D and 2D linear convection-diffusion, and the focus has been on the effect of the multigrid parameters and the presence of convection-diffusion and high aspect-ratios meshes. The non-modal dissipation is shown to increase with the polynomial order. Low-wavenumber dissipation could be increased by either raising the number of coarse-level sweeps (by using linear or geometric sweep patterns) or by using W-cycle multigrid instead of V-cycle. Likewise, the combined use of $hp$-multigrid resulted into an increase of the dissipation in the limit of zero-frequency.

In 2D, the non-modal dissipation was shown to be significantly affected by the presence of dominant convection and high aspect-ratios. Although a decrease in the multigrid efficiency shown for certain regions of the frequency spectrum, the conclusions drawn from the 1D dissipation curves reflect upon theoretical improvements in convergence for the 2D cases considered.
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