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Abstract
In this study, a Galerkin finite element method is presented for time-fractional stochastic heat equation driven by multiplicative noise, which arises from the consideration of heat transport in porous media with thermal memory with random effects. The spatial and temporal regularity properties of mild solution to the given problem under certain sufficient conditions are obtained. Numerical techniques are developed by the standard Galerkin finite element method in spatial direction, and Gorenflo-Mainardi-Moretti-Paradisi scheme is applied in temporal direction. The convergence error estimates for both semi-discrete and fully discrete schemes are established. Finally, numerical example is provided to verify the theoretical results.
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1. Introduction
Over the last few decades, fractional calculus (i.e., fractional integrals and fractional derivatives) have attracted considerable interests primarily due to their potential applications in various fields of science and engineering [1,2,40,41]. As we know, fractional differential equations are highly effective mathematical tools to describe the complex behaviors and phenomena of memory processes [1,10,15,35], it also can effectively characterize the ubiquitous power-law phenomena [36]. Many theoretical analysis and numerical methods are developed for fractional differential equations, see the literatures [9,10,12,16-22,25-35] and the references therein. On the other hand, stochastic perturbations are coming from many natural sources in the practically physical system, they can not be ignored and the presence of noises might give rise to some statistical features and important phenomena, then the stochastic differential equations are produced, which are more realistic mathematical model of the real-world situations [8]. Recently, some related works about the theoretical analysis of fractional stochastic differential equations have been intensively investigated in the literatures [3-7,11,23,24,43]. However, it seems that there are less literatures related to numerical approximation of stochastic partial differential equations with fractional derivatives.

In this article, we consider the following time-fractional stochastic heat equation perturbed by multiplicative noise on the finite time interval \([0,T]\):

\[ C D^\alpha_t u(x,t) = \Delta u(x,t) + \sigma(u(x,t)) \frac{dW(t)}{dt}, x \in D, t \in (0,T], \]

(1.1)
subject to the initial condition:
\[ u(x,0) = u_0(x), x \in D, t = 0, \]  
(1.2)
and the boundary conditions
\[ u(x,t) = 0, x \in \partial D, t > 0, \]  
(1.3)
where \( u(x,t) \) is a random function, \( D \) is a bounded subset of \( \mathbb{R}^d \) (where \( d = 1, 2, 3 \)) with the boundary \( \partial D \); the operator \( \Delta \) stands for the Laplacian acting on \( \mathbb{R}^d \). The coefficient \( \sigma \) is real-valued continuous function; denote by \( W(t) \) the Wiener process given on a filtered probability space \( (\Omega, \mathcal{F}, P, \{\mathcal{F}_t\}_{t \geq 0}) \). Here, we define the Caputo derivative of order \( \alpha \) as (see Ref. [1])
\[ C^D_t \alpha u(x,t) = \begin{cases} \frac{1}{\Gamma(n-\alpha)} \int_0^t (t-s)^{n-\alpha-1} \frac{\partial^n u(x,s)}{\partial s^n} ds, n-1 < \alpha < n, \\ \frac{\partial^n u(x,t)}{\partial t^n}, \quad \alpha = n, \end{cases} \]  
(1.4)
in which we denote \( n = [\alpha] + 1 \) wherein \([\alpha]\) representing the integer part of \( \alpha \), and \( \Gamma(\cdot) \) stands for Gamma function \( \Gamma(\alpha) = \int_0^\infty t^{\alpha-1} e^{-t} dt \).

Noticing that the deterministic time-fractional heat equation (where \( \sigma = 0 \) in Eq. (1.1)) describes the diverse anomalous diffusive processes in complex media with different \( \alpha \), for example, subdiffusion (0 < \( \alpha < 1 \)), normal diffusion (\( \alpha = 1 \)), superdiffusion (1 < \( \alpha < 2 \)), and ballistic diffusion (\( \alpha = 2 \))(see [2]). In this paper, we focus on the fractional case 0 < \( \alpha < 1 \), then the operator \( C^D_t \alpha \) can be written as
\[ C^D_t \alpha u(x,t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{\partial u(x,s)}{\partial s} \frac{ds}{(t-s)^\alpha}, 0 < \alpha < 1. \]  
(1.5)

Note that the initial-boundary value problem (1.1)-(1.3) is a special case of the fractional stochastic partial differential equations (SPDEs) discussed in [3-7], which can be used to model the random effects on transport of particles in medium with thermal memory. For details, Chen et al. [3] introduced a class of SPDEs with time-fractional derivatives and proved the existence and uniqueness of solutions to these equations. Mijena and Nane [4] proved the existence and uniqueness of mild solution to non-linear space-time fractional SPDEs, and they also investigated the bounds for the intermittency fronts solution of these equations [5]. Foondun and Nane [6] studied the asymptotic properties of space-time fractional SPDEs. Chen et al. [7] proved the existence and uniqueness of solution to space-time fractional SPDEs in Gaussian noisy environment. Zou et al. [24] studied the existence and regularity of mild solution to this type of fractional stochastic evolution equation, they also used a semi-discrete finite element method for solving fractional stochastic diffusion-wave equations [42]. Li et al. [36] developed a Galerkin finite element approximations for stochastic space-time fractional wave equations. However, to the best of our knowledge, numerical methods for these kinds of fractional stochastic subdiffusion problem are yet to be investigated. Motivated by these facts, our goal of this paper is to develop a Galerkin finite element method for time-fractional SPDEs and demonstrate the application of this method with the aid of example.

The remaining of this paper is organized as follows. In Section 2, some notations and preliminaries are recalled, and we prove the spatial and temporal regularity properties of mild solution to time-fractional stochastic heat equation. In Section 3, we propose the semi-discrete and fully discrete finite element methods for this time-fractional stochastic evolution equation, and the strong convergence error estimates for both semi-discrete and fully discrete schemes in \( L^2 \)-norm are established. Numerical example is presented in Section 4. Conclusions and discussions are given in the final section.
2. Notations and preliminaries

Denote by $H = L_2(D)$ a real separable Hilbert space with inner product $(\cdot, \cdot)$ and norm $\| \cdot \|$. We assume that $L_2(\Omega, H)$ is Hilbert space of $H$-valued random variables equipped with the inner product $\langle \cdot, \cdot \rangle$ and norm $E\| \cdot \|$, given by

$$L_2(\Omega, H) = \{ v : E\| v \|^2 = \int_\Omega \| v(\omega) \|^2 dP(\omega) < \infty, \omega \in \Omega \},$$

where $E$ denote the expectation.

To be more specific, let $W(t)$ be a Wiener process with the linear bounded covariance operator $Q$. Moreover, there exist the eigenvalues $\lambda_n$ of $Q$ with corresponding eigenfunctions $e_n$ such that $Qe_n = \lambda_n e_n$ and $Tr(Q) = \sum_{n=1}^\infty \lambda_n < \infty$. Then we have the following representation of $W(t)$:

$$W(t) = \sum_{n=1}^\infty \lambda_n^{1/2} \beta_n(t)e_n,$$

where the sequence $\{\beta_n\}_{n \geq 1}$ is real-valued standard Brownian motions.

Let us denote by $L_2^0 = L_2(Q^{1/2}(H), H)$ the space of linear Hillbert-Schmidt operators from a Hilbert space $Q^{1/2}(H)$ to a Hilbert space $H$, which is defined by

$$L_2^0 = \{ \phi \in L(H) : \sum_{n=1}^\infty \| \phi Q^{1/2}e_n \|^2 < \infty \},$$

where $L(H)$ is space of linear bounded operators from $H$ to $H$. Now we give the following important result for the stochastic integral.

**Lemma 2.1.** ([8]) Let $v : [0, T] \times \Omega \to L_2^0$ be a strongly measurable mapping such that $\int_0^T E\| v(s) \|^2_{L_2^0} ds < \infty$. Then the following Itô-isometry holds:

$$E\left( \int_0^t v(s)dW(s) \right)^2 = \int_0^t E\| v(s) \|^2_{L_2^0} ds$$

for all $0 \leq t \leq T$.

For the sake of convenience, we can rewrite the time-fractional stochastic heat problem (1.1)-(1.3) as the following abstract form:

$$\begin{align*}
&\left\{ \begin{array}{l}
C D_t^\alpha u(t) = Au(t) + \sigma(u(t)) \frac{dW(t)}{dt}, x \in D, t > 0, \\
u(0) = u_0,
\end{array} \right.
\end{align*}$$

(2.2)

in which we denote $u(t) = u(\cdot, t)$ and $A = \Delta$ with the domain $D(A) = H^2(D) \cap H_0^1$, where $H^2(D) = \{ v \in L_2(D), \frac{d^2v}{dx^2} \in L_2(D), k \leq 2; k \in \mathbb{N}^+ \}$ and $H_0^1 = H_0^1(D) = \{ v \in H^1(D), v|_{\partial D} = 0 \}$.

Let $A^\mu$ be a fractional power of $A$ and the spaces $\hat{H}^\mu = D(A^\frac{\mu}{2})$ be equipped with the induced norm $\| v \|_\mu = \| A^\frac{\mu}{2} v \|$. Denote by $\hat{H}^0 = H$, it is clear that $\hat{H}^1 = H_0^1$, $\hat{H}^2 = H^2(D) \cap H_0^1$ with equivalent norms. The space $L_2(\Omega, \hat{H}^\mu)$ equipped with norm defined by

$$\| v \|_{L_2(\Omega, \hat{H}^\mu)} = E(\| v \|^2_{\mu})^{\frac{1}{2}} = \left( \int_\Omega \| v(\omega) \|^2_{\mu} dP(\omega) \right)^{\frac{1}{2}},$$

is a real separable Hilbert space.
where $\mu \in R$ and $\omega \in \Omega$.

Throughout the paper, we impose the assumption that the measurable function $\sigma : H \to L^0_2$ satisfies the following global Lipschitz and linear growth conditions
\[
\|\sigma(u) - \sigma(v)\|_{L^2_2} \leq C_\sigma \|u - v\|, \quad \|\sigma(v)\|_{L^2_2} \leq C_\sigma \|v\|, \tag{2.3}
\]
for any $u, v \in H$ and $C_\sigma > 0$ is a constant.

Now, inspired by the definition of mild solutions to time-fractional differential equations (see Refs. [9-11, 23, 24]), we give the following definition of mild solution for our time-fractional stochastic heat equation.

**Definition 2.1.** An adapted process $\{u(t)\}_{t \geq 0}$ is called a mild solution to (2.2), if it satisfies the following integral equation $P$-a.s.
\[
u(t) = E_\alpha(t)u_0 + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(t-s)\sigma(u(s))dW(s), \tag{2.4}
\]
for a.s. $\omega \in \Omega$, where the generalized Mittag-Leffler operators are given by
\[
E_\alpha(t) = \int_0^\infty \xi_\alpha(\theta)S(t^\alpha \theta)d\theta, \quad E_{\alpha,\alpha}(t) = \int_0^\infty \alpha \theta \xi_\alpha(\theta)S(t^\alpha \theta)d\theta,
\]
which involving the Wright-type function:
\[
\xi_\alpha(\theta) = \frac{1}{\alpha} \theta^{-\frac{1}{\alpha}} \omega_\alpha(\theta^{-\frac{1}{\alpha}}) \geq 0, \quad \alpha \in (0, 1)
\]
connected with the following one-sided stable probability function:
\[
\omega_\alpha(\theta) = \frac{1}{\pi} \sum_{n=1}^{\infty} (-1)^{n-1} \theta^{-\frac{n}{\alpha}} \frac{\Gamma(n\alpha + 1)}{n!} \sin(n\pi \alpha), \quad \theta \in (0, \infty),
\]
in which $S(t) = e^{tA}$ is an analytic semigroup generated by a linear operator $A$. The proof of existence and uniqueness of mild solution to (2.2) are similar to the literatures [11, 23, 24].

In what follows, let us introduce and prove some important lemmas, which will be used in the subsequent discussions.

**Lemma 2.2.** (see [10, 24]) For any $\alpha \in (0, 1)$ and $\nu \in (-1, \infty)$, it is not difficult to verify that
\[
\int_0^\infty \theta^\nu \xi_\alpha(\theta)d\theta = \frac{\Gamma(1+\nu)}{\Gamma(1+\alpha \nu)}. \tag{2.5}
\]

**Lemma 2.3.** (see [13]) For any $\gamma \geq 0$, there exists a constant $C_\gamma > 0$ such that
\[
\|A^\gamma S(t)\| \leq C_\gamma t^{-\gamma}, \quad t > 0. \tag{2.6}
\]

**Lemma 2.4.** For any $t > 0$ and $0 \leq \gamma < 1$, there exist constants $C_{\alpha_1} = C(\alpha, \gamma) > 0$ and $C_{\alpha_2} = C(\alpha, \gamma) > 0$ such that
\[
\|A^\gamma E_{\alpha_1}(t)v\| \leq C_{\alpha_1} t^{-\gamma \alpha_1} \|v\|, \quad \|A^\gamma E_{\alpha_1,\alpha}(t)v\| \leq C_{\alpha_2} t^{-\gamma \alpha_2} \|v\|. \tag{2.7}
\]

**Proof.** For $t > 0$ and $0 \leq \gamma < 1$, using Lemma 2.2 and Lemma 2.3, we get
\[
\|A^\gamma E_{\alpha_1}(t)v\| \leq \int_0^\infty \xi_\alpha(\theta)\|A^\gamma S(t^\alpha \theta)v\|d\theta
\]
\[
\leq \int_0^\infty C_\gamma t^{-\gamma \alpha_1} \theta^{-\gamma} \xi_\alpha(\theta) \|v\|d\theta
\]
\[
= \frac{C_\gamma \Gamma(1-\gamma)}{\Gamma(1-\gamma \alpha)} t^{-\gamma \alpha_1} \|v\|, \quad v \in L_2(D),
\]
and

\[ \|A^\gamma E_{\alpha,\alpha}(t)v\| \leq \int_0^\infty \alpha \theta \xi_\alpha(\theta) \|A^\gamma S(t^\alpha \theta)v\| d\theta \]

\[ \leq \int_0^\infty C_\gamma \alpha t^{-\gamma \alpha} \theta^{1-\gamma} \xi_\alpha(\theta) \|v\| d\theta \]

\[ = \frac{C_\gamma \alpha \Gamma(2-\gamma)}{\Gamma(1+\alpha(1-\gamma))} t^{-\gamma \alpha} \|v\|, \quad v \in L_2(D). \]

This completes the proof. \( \square \)

**Remark 2.1.** If \( \gamma = 0 \), it is easy to see that \( E_\alpha(t) \) and \( E_{\alpha,\alpha}(t) \) are linear and bounded operators.

**Lemma 2.5.** For any \( 0 \leq t_1 < t_2 \leq T \) and \( 0 \leq a \leq 1 \), we have

\[ t_2^a - t_1^a \leq a \delta^{a-1}(t_2 - t_1)^a, \quad (2.8) \]

where \( 0 < \delta < 1 \).

**Proof.** This inequality can be proved by means of Lagrange’s mean value theorem, we omit it here.

**Lemma 2.6.** For any \( 0 \leq t_1 < t_2 \leq T \) and for \( 0 < \gamma < 1 \), there exist two constants \( C_{\gamma_1} = C(\alpha, \gamma) > 0 \) and \( C_{\gamma_2} = C(\alpha, \gamma) > 0 \) such that

\[ \|A^\gamma [E_\alpha(t_2) - E_\alpha(t_1)]v\| \leq C_{\gamma_1}(t_2 - t_1)^{\gamma \alpha} \|v\|, \quad (2.9) \]

and

\[ \|A^\gamma [E_{\alpha,\alpha}(t_2) - E_{\alpha,\alpha}(t_1)]v\| \leq C_{\gamma_2}(t_2 - t_1)^{\gamma \alpha} \|v\|. \quad (2.10) \]

**Proof.** For any \( 0 \leq t_1 < t_2 \leq T \), we can deduce that

\[ S(t_2^\alpha \theta) - S(t_1^\alpha \theta) = \int_{t_1}^{t_2} \frac{dS(t^\alpha \theta)}{dt} dt = -\int_{t_1}^{t_2} \alpha t^{\alpha-1} \theta AS(t^\alpha \theta) dt. \quad (2.11) \]

For \( 0 < \gamma < 1 \), making use of the expression (2.11), by Lemma 2.2, Lemma 2.3 and Lemma 2.5, we obtain

\[ \|A^\gamma [E_\alpha(t_2) - E_\alpha(t_1)]v\| = \| \int_0^\infty \xi_\alpha(\theta) A^\gamma [S(t_2^\alpha \theta) - S(t_1^\alpha \theta)]v d\theta \|
\]

\[ \leq \int_0^\infty \alpha \theta \xi_\alpha(\theta) \int_{t_1}^{t_2} t^{\alpha-1} \|A^{\gamma+1} S(t^\alpha \theta)v\| dt d\theta \]

\[ \leq \int_0^\infty C_\gamma \alpha t^{-\gamma \alpha} \xi_\alpha(\theta) \left( \int_{t_1}^{t_2} t^{-\gamma \alpha-1} dt \right) \|v\| d\theta \]

\[ = \frac{C_\gamma \Gamma(1-\gamma)}{\Gamma(1-\gamma \alpha)} (t_1^{-\gamma \alpha} - t_2^{-\gamma \alpha}) \|v\| \]

\[ \leq \frac{C_\gamma \Gamma(1-\gamma)}{\Gamma(1-\gamma \alpha)} T_2^{-\gamma \alpha} \Gamma(1-\gamma \alpha) (t_2 - t_1)^{\gamma \alpha} \|v\|, \quad v \in L_2(D), \]
and
\[
\|A^7[E_{\alpha,a}(t_2) - E_{\alpha,a}(t_1)]v\| = \left\| \int_0^\infty \alpha \theta \xi_\alpha(\theta) A^7[S(t_2^\alpha \theta) - S(t_1^\alpha \theta)]v d\theta \right\|
\]
\[
\leq \int_0^\infty \alpha^2 \theta^2 \xi_\alpha(\theta) \int_{t_1}^{t_2} t^{\alpha-1} \|A^{\gamma+1} S(t^\alpha \theta)v\| dt d\theta
\]
\[
\leq \int_0^\infty C_\gamma \alpha^2 \gamma t^{1-\gamma} \xi_\alpha(\theta) (\int_{t_1}^{t_2} t^{-\gamma \alpha-1} dt)\|v\| d\theta
\]
\[
= \frac{C_\gamma \alpha \Gamma(2 - \gamma)}{\gamma \Gamma(1 + \alpha(1 - \gamma))} (t_2^{-\gamma \alpha} - t_1^{-\gamma \alpha})\|v\|
\]
\[
\leq \frac{C_\gamma \alpha \Gamma(2 - \gamma)}{\gamma \Gamma(1 + \alpha(1 - \gamma))} (t_2 - t_1)^{\gamma \alpha}\|v\|, v \in L_2(D),
\]
where \(0 < T_0 < T\). This completes the proof. \(\Box\)

**Remark 2.2.** The operators \(E_{\alpha}(t)\) and \(E_{\alpha,a}(t)\) are strongly continuous. Furthermore, if \(\gamma = 0\) in Lemma 2.6, then there exist two constants \(C_{\alpha_1} > 0\) and \(C_{\alpha_2} > 0\) such that

\[
\|(E_{\alpha}(t_2) - E_{\alpha}(t_1))v\| \leq C_{\alpha_1}(t_2 - t_1)\|v\|,
\]

(2.12) and

\[
\|(E_{\alpha,a}(t_2) - E_{\alpha,a}(t_1))v\| \leq C_{\alpha_2}(t_2 - t_1)\|v\|.
\]

**Proof.** For any \(0 \leq t_1 < t_2 \leq T\), the same as the proof of Lemma 2.6, we conclude that

\[
\|(E_{\alpha}(t_2) - E_{\alpha}(t_1))v\| = \left\| \int_0^\infty \xi_\alpha(\theta) (S(t_2^\alpha \theta) - S(t_1^\alpha \theta))v d\theta \right\|
\]
\[
\leq \int_0^\infty \alpha \theta \xi_\alpha(\theta) \int_{t_1}^{t_2} t^{\alpha-1} \|AS(t^\alpha \theta)v\| dt d\theta
\]
\[
\leq \int_0^\infty C_0 \alpha \xi_\alpha(\theta) (\int_{t_1}^{t_2} t^{-1} dt)\|v\| d\theta
\]
\[
= C_0 \alpha (\ln t_2 - \ln t_1)\|v\|
\]
\[
\leq \frac{C_0 \alpha}{T_0} (t_2 - t_1)\|v\|, v \in L_2(D),
\]

and

\[
\|(E_{\alpha,a}(t_2) - E_{\alpha,a}(t_1))v\| = \left\| \int_0^\infty \alpha \theta \xi_\alpha(\theta) (S(t_2^\alpha \theta) - S(t_1^\alpha \theta))v d\theta \right\|
\]
\[
\leq \int_0^\infty \alpha^2 \theta^2 \xi_\alpha(\theta) \int_{t_1}^{t_2} t^{\alpha-1} \|AS(t^\alpha \theta)v\| dt d\theta
\]
\[
\leq \int_0^\infty C_0 \alpha^2 \xi_\alpha(\theta) (\int_{t_1}^{t_2} t^{-1} dt)\|v\| d\theta
\]
\[
= \frac{C_0 \alpha^2 \Gamma(2)}{\Gamma(1 + \alpha)} (\ln t_2 - \ln t_1)\|v\|
\]
\[
\leq \frac{C_0 \alpha^2 \Gamma(2)}{T_0 \Gamma(1 + \alpha)} (t_2 - t_1)\|v\|, v \in L_2(D),
\]

(2.13)
where \(0 < T_0 < T\). It is easy to see that the operators \(E_\alpha(t)\) and \(E_{\alpha,\alpha}(t)\) are strongly continuous.

Next, we shall discuss and prove the spatial and temporal regularity properties of mild solution to Eq. (2.2). To begin with, we will introduce a generalization of standard integral version of Gronwall’s Lemma with weak singularities [14,44].

**Lemma 2.7.** Let \(T > 0\) and \(C_1, C_2 > 0\) and let \(\varphi : [0, T] \rightarrow \mathbb{R}\) be a nonnegative and continuous function. Let \(\beta > 0\). If we have

\[
\varphi(t) \leq C_1 + C_2 \int_0^t (t-s)^{\beta-1} \varphi(s)ds
\]

then there exists a constant \(C = C(C_2, T, \beta)\) such that

\[
\varphi(t) \leq CC_1
\]

for all \(t \in (0, T]\).

**Theorem 2.1.** Assume that \(\sigma\) satisfies (2.3), for any \(\alpha \in (\frac{1}{2}, 1)\) and \(0 \leq \nu \leq 1\). Let \(u(t)\) be a mild solution to Eq. (2.2). Then there exists a constant \(C > 0\) such that

\[
\sup_{t \in [0, T]} \|u(t)\|_{L^2(\Omega, H^\nu)}^2 \leq C\|u_0\|_{L^2(\Omega, H)}^2.
\]  

(2.14)

**Proof.** For any \(\frac{1}{2} < \alpha < 1\) and \(0 \leq \nu \leq 1\), from (2.4), using Lemma 2.1 and Lemma 2.4, we have

\[
\mathbb{E}\|u(t)\|_{L^2(\Omega, H^\nu)}^2 \leq 2\mathbb{E}\|A_\alpha^\gamma E_\alpha(t)u_0\|^2 + 2\mathbb{E}\left\| \int_0^t (t-s)^{\alpha-1} A_\alpha^\gamma E_{\alpha,\alpha}(t-s)\sigma(u(s))dW(s) \right\|^2
\]

\[
\leq 2C_\alpha^2 t^{-\nu\alpha}\mathbb{E}\|u_0\|^2 + 2\int_0^t \mathbb{E}\|E_{\alpha,\alpha}(t-s)\sigma(u(s))\|_{L^2(\Omega, H)}^2 ds
\]

\[
\leq 2C_\alpha^2 t_0^{-\nu\alpha}\mathbb{E}\|u_0\|^2 + 2C_\alpha^2 C_\alpha^2 (\int_0^t (t-s)^{\beta-1}) \mathbb{E}\|u(s)\|_{L^2(\Omega, H)}^2 ds,
\]

where \(\beta = 2\alpha - 1 > 0\) and \(0 < T_0 < T\).

By means of Lemma 2.7, then the proof of Theorem 2.1 is finished. \(\square\)

**Theorem 2.2.** Assume that \(\sigma\) satisfies (2.3), for any \(0 \leq t_1 < t_2 \leq T, \frac{1}{2} < \alpha < 1\) and \(0 \leq \nu \leq 1\). Then a mild solution \(u(t)\) to (2.2) is Hölder continuous with respect to the norm \(\| \cdot \|_{L^2(\Omega, H^\nu)}\) and satisfies

\[
\|u(t_2) - u(t_1)\|_{L^2(\Omega, H^\nu)}^2 \leq C(t_2 - t_1)^\beta,
\]

(2.15)

where \(\beta = \max\{\nu\alpha, 2(1 - \alpha), (2\alpha - 1)\} > 0\).

**Proof.** For any \(0 \leq t_1 < t_2 \leq T\), from (2.4) we get

\[
u(t_2) - u(t_1) = E_\alpha(t_2)u_0 - E_\alpha(t_1)u_0 + \int_0^{t_2} (t_2-s)^{\alpha-1} E_{\alpha,\alpha}(t_2-s)\sigma(u(s))dW(s)
\]

\[
- \int_0^{t_1} (t_1-s)^{\alpha-1} E_{\alpha,\alpha}(t_1-s)\sigma(u(s))dW(s)
\]

\[
= I_1 + I_2,
\]

(2.16)
where
\[ I_1 = [E_\alpha(t_2) - E_\alpha(t_1)]u_0, \]

\[
I_2 = \int_0^{t_2} (t_2 - s)^{\alpha - 1} E_{\alpha,\alpha}(t_2 - s) \sigma(u(s)) dW(s)
- \int_0^{t_1} (t_1 - s)^{\alpha - 1} E_{\alpha,\alpha}(t_1 - s) \sigma(u(s)) dW(s)
= \int_0^{t_1} (t_1 - s)^{\alpha - 1}[E_{\alpha,\alpha}(t_2 - s) - E_{\alpha,\alpha}(t_1 - s)] \sigma(u(s)) dW(s)
+ \int_0^{t_1} [(t_2 - s)^{\alpha - 1} - (t_1 - s)^{\alpha - 1}] E_{\alpha,\alpha}(t_2 - s) \sigma(u(s)) dW(s)
+ \int_1^{t_2} (t_2 - s)^{\alpha - 1} E_{\alpha,\alpha}(t_2 - s) \sigma(u(s)) dW(s)
=: I_{21} + I_{22} + I_{23}. \tag{2.17}
\]

For any \( 0 \leq \nu \leq 1 \), by Lemma 2.6, we have
\[
E\|I_1\|_\nu^2 = E\|A\overline{\tau}[E_{\alpha}(t_2) - E_{\alpha}(t_1)]u_0\|_\nu^2 \leq C_{\nu 1}(t_2 - t_1)^{\nu \alpha} E\|u_0\|^2. \tag{2.18}
\]

For the first term \( I_{21} \) in (2.17), making use of Lemma 2.1 and Lemma 2.6 and Theorem 2.1, we get
\[
E\|I_{21}\|_\nu^2 = E\| \int_0^{t_1} (t_1 - s)^{\alpha - 1} A\overline{\tau}[E_{\alpha,\alpha}(t_2 - s) - E_{\alpha,\alpha}(t_1 - s)] \sigma(u(s)) dW(s) \|_\nu^2
\leq \int_0^{t_1} E\|[(t_1 - s)^{\alpha - 1}] A\overline{\tau}[E_{\alpha,\alpha}(t_2 - s) - E_{\alpha,\alpha}(t_1 - s)] \sigma(u(s)) \|_\nu^2 ds
\leq C_{\nu 2}^2 C_{\overline{\tau}}^2 (t_2 - t_1)^\nu \sigma \int_0^{t_1} (t_1 - s)^{2\alpha - 2} E\|u(s)\|^2 ds
\leq \frac{C_{\nu 2}^2 C_{\overline{\tau}}^2 2^{2\alpha - 1}}{(2\alpha - 1)} (t_2 - t_1)^\nu \sigma E\|u_0\|^2. \tag{2.19}
\]

Using Lemma 2.1, Lemma 2.4, Lemma 2.5 and Theorem 2.1, the term \( I_{22} \) can be estimated as
\[
E\|I_{22}\|_\nu^2 = E\| \int_0^{t_1} [(t_2 - s)^{\alpha - 1} - (t_1 - s)^{\alpha - 1}] A\overline{\tau} E_{\alpha,\alpha}(t_2 - s) \sigma(u(s)) dW(s) \|_\nu^2
\leq \int_0^{t_1} E\|[A\overline{\tau} E_{\alpha,\alpha}(t_2 - s) \sigma(u(s))]\|_\nu^2 ds
\leq C_{\nu 2}^2 C_{\overline{\tau}}^2 \int_0^{t_1} [(t_2 - s)^{\alpha - 1} - (t_1 - s)^{\alpha - 1}]^2 E\|u(s)\|^2 ds
\leq \frac{C_{\nu 2}^2 C_{\overline{\tau}}^2 T}{T_0^{2(1 - \alpha)}} (t_2 - t_1)^{2(1 - \alpha)} E\|u_0\|^2, \tag{2.20}
\]

where \( 0 < T_0 < T \).
For the term $I_{23}$, by Lemma 2.1, Lemma 2.4 and Theorem 2.1, there holds
\[ E\|I_{23}\|^2 = E\left\| \int_{t_1}^{t_2} (t_2 - s)^{\alpha - 1} A_{\alpha,\alpha}^{\frac{2}{1}} E_{t_2, s}(u(s)) dW(s) \right\|^2 
\leq C_2 C_{\sigma}^2 \left( \int_{t_1}^{t_2} (t_2 - s)^{2\alpha - 2} E\|u(s)\|^2 ds \right) 
\leq \frac{C_2 C_{\sigma}^2}{(2\alpha - 1)} (t_2 - t_1)^{2\alpha - 1} \left( E\|u_0\|^2 \right). \quad (2.21) 

Taking expectation on both side of (2.16), and combining the estimates (2.18)-(2.21), we have
\[ E\|u(t_2) - u(t_1)\|^2 \leq 2E\|I_1\|^2 + 2E\|I_2\|^2 \leq C(t_2 - t_1)^{\beta}, \quad (2.22) \]
where $\beta = \max\{\nu \alpha, 2(1 - \alpha), (2\alpha - 1)\} > 0$.
This completes the proof of Theorem 2.2. \□

3. Finite element method

Let $\{T_h\}_{h > 0}$ be a family of regular triangulations of $D$ with the maximal mesh size of $h$. Denote by $V_h$ the spaces of continuous functions on $D$, which are piecewise polynomials with respect to $T_h$. We define the discrete version of Laplacian to be an operator $A_h : V_h \to V_h$, it satisfies
\[ (A_h \psi, \chi) = (\nabla \psi, \nabla \chi), \forall \psi, \chi \in V_h. \quad (3.1) \]

The projection operator $P_h$ is the standard $L_2$-projection operator onto $V_h$, which defined by
\[ (P_h v, \chi) = (v, \chi), \forall \chi \in V_h, \quad (3.2) \]
where $v \in L_2(D)$.

It is easily shown that the operator $P_h v = \sum_{j=0}^{N_h} a_j \varphi_j$ with a basis $\{\varphi_i\}_{i=0}^{N_h}$ can be solved from the equations $\sum_{j=0}^{N_h} a_j \varphi_j, \varphi_i) = (v, \varphi_i)$.

By the definition of (3.1) we have
\[ \|A_h^{\frac{1}{2}} \psi\| = \|\nabla \psi\| = \|A_h^{\frac{1}{2}} \psi\| = \|\psi\|_1, \forall \psi \in V_h. \quad (3.3) \]

Note that $P_h$ can be extended to $H^{-1}$, that is, for all $\psi \in H^{-1}$, there holds
\[ \|A_h^{\frac{-1}{2}} P_h \psi\| = \sup_{\varphi \in V_h} \frac{(\psi, \varphi)}{\|A_h^{\frac{1}{2}} \varphi\|} = \sup_{\varphi \in V_h} \frac{(\psi, \varphi)}{\|A_h^{\frac{1}{2}} \varphi\|} \leq \sup_{\varphi \in H^{-1}} \frac{(\psi, \varphi)}{\|A_h^{\frac{1}{2}} \varphi\|} = \|A^{-\frac{1}{2}} \psi\|. \quad (3.4) \]
From (3.3) and (3.4), it is easy to get
\[ \| A_h^{\frac{1}{2}} P_h \psi \| \leq C \| A^{\frac{1}{2}} \psi \| = C \| \psi \|_1, \forall \psi \in \dot{H}^1. \] (3.5)

Interpolation between (3.4) and (3.5) yields
\[ \| A_h^\rho P_h \psi \| \leq C \| A^\rho \psi \|, \forall \psi \in \dot{H}^\rho, \rho \in [-\frac{1}{2}, \frac{1}{2}]. \] (3.6)

Next, we will present a standard Galerkin finite element method for time-fractional stochastic heat equation (2.2).

3.1. Semidiscrete finite element approximation

The semi-discretized version of (2.2) is to find a process \( u_h(t) = u_h(\cdot, t) \in V_h \) such that
\[
\begin{aligned}
C D_t^\alpha u_h(t) &= A_h u_h(t) + P_h \sigma(u_h(t)) \frac{dW(t)}{dt}, \\
u_h(0) &= P_h u_0 = u_{h0}.
\end{aligned}
\] (3.7)

The mild solution of Galerkin approximation \( u_h(t) : [0, T] \times \Omega \to V_h \) in (3.7) is given by
\[ u_h(t) = E_h^h(t) P_h u_0 + \int_0^t (t-s)^{\alpha-1} E_h^h(t-s) P_h \sigma(u_h(s)) dW(s), \] (3.8)
in which
\[ E_h^\alpha(t) = \int_0^\infty \xi(t) S_h(t^\alpha d\theta), \quad E_h^\alpha(t) = \int_0^\infty \alpha \xi(t) S_h(t^\alpha d\theta), \]

where \( S_h(t) = e^{t A_h} \) is the analytic semigroup generated by \( A_h \).

To prove our main results, some useful results of the corresponding deterministic problem will be needed below.

**Lemma 3.1.** (see [14]) Let \( \rho \geq 0 \), there exists a constant \( C_\rho > 0 \) such that
\[ \| A_h^\rho S_h(t)v \| \leq C_\rho t^{-\rho} \| v \|, \forall t > 0, h \in (0, 1). \] (3.9)

**Lemma 3.2.** (see [14]) Let \( F_h(t) = S_h(t)P_h - S(t), t \geq 0 \), for \( 0 \leq \nu \leq \mu \leq 2 \), there exists a constant \( C > 0 \) such that
\[ \| F_h(t)v \| \leq Ch^\mu t^{-\frac{\alpha+\nu}{2}} \| v \|, \forall v \in \dot{H}^\nu, t > 0, h \in (0, 1). \] (3.10)

**Lemma 3.3.** For \( 0 \leq \mu < 1 \), there exist two constants \( C_{\mu 1} > 0 \) and \( C_{\mu 2} > 0 \) such that
\[ \| A_h^\mu E_h^\alpha(t) P_h v \| \leq C_{\mu 1} t^{-\mu \alpha} \| v \|, \quad \| A_h^\mu E_h^{\alpha, \alpha}(t) P_h v \| \leq C_{\mu 2} t^{-\mu \alpha} \| v \|. \] (3.11)

**Proof.** For any \( 0 \leq \mu < 1 \), by using Lemma 2.2, Lemma 3.1 and the inequality (3.6) \( (\rho = 0) \), we have
\[
\| A_h^\mu E_h^{\alpha}(t) P_h v \| = \| \int_0^\infty \xi(\theta) A_h^\mu S_h(t^\alpha \theta) P_h v d\theta \|
\leq C_\mu t^{-\mu \alpha} \left( \int_0^\infty \theta^{-\mu} \xi(\theta) \| v \| d\theta \right)
= \frac{C_\mu \Gamma(1-\mu)}{\Gamma(1-\alpha \mu)} t^{-\mu \alpha} \| v \|,
\]
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and
\[\|A_h^{\mu}E_{\alpha,\alpha}(t)P_h v\| = \| \int_0^\infty \alpha \theta \xi_{\alpha}(\theta)A_h^{\mu}S_h(t^{\alpha} \theta)P_h v d\theta \|
\leq C_\mu \alpha t^{-\mu \alpha}(\int_0^\infty \theta^{1-\mu} \xi_{\alpha}(\theta)\|v\|d\theta)
= \frac{C_\mu \alpha \Gamma(2-\mu)}{\Gamma(1+\alpha(1-\mu))} t^{-\mu \alpha}\|v\|.
\]

**Lemma 3.4.** For any \(0 \leq r < 1\), there exist two constants \(C_{r1} > 0\) and \(C_{r2} > 0\) such that
\[\|E_{\alpha}^h(t)P_h - E_{\alpha}(t)\| \leq C_{r1} t^{-\frac{r}{2}} h^{1+r}\|v\|_1,\] 
and
\[\|E_{\alpha,\alpha}^h(t)P_h - E_{\alpha,\alpha}(t)\| \leq C_{r2} t^{-\frac{r}{2}} h^{1+r}\|v\|_1.\]

**Proof.** Using Lemma 2.2 and Lemma 3.2, setting \(\mu = 1 + r, r \in [0, 1)\) and \(\nu = 1\) in (3.10), we deduce that
\[\|E_{\alpha}^h(t)P_h - E_{\alpha}(t)\| = \| \int_0^\infty \xi_{\alpha}(\theta)F_h(t^{\alpha} \theta)v d\theta \|
\leq \int_0^\infty \xi_{\alpha}(\theta)\|F_h(t^{\alpha} \theta)v\|d\theta
\leq C t^{-\frac{r}{2}} h^{1+r}(\int_0^\infty \theta^{-\frac{r}{2}} \xi_{\alpha}(\theta)\|v\|_1 d\theta)
= \frac{CT(1-\frac{r}{2})}{\Gamma(1-\frac{r}{2})} t^{-\frac{r}{2}} h^{1+r}\|v\|_1,
\]
and
\[\|E_{\alpha,\alpha}^h(t)P_h - E_{\alpha,\alpha}(t)\| = \| \int_0^\infty \alpha \theta \xi_{\alpha}(\theta)F_h(t^{\alpha} \theta)v d\theta \|
\leq \int_0^\infty \alpha \theta \xi_{\alpha}(\theta)\|F_h(t^{\alpha} \theta)v\|d\theta
\leq C\alpha t^{-\frac{r}{2}} h^{1+r}(\int_0^\infty \theta^{1-\frac{r}{2}} \xi_{\alpha}(\theta)\|v\|_1 d\theta)
= \frac{C\alpha \Gamma(2-\frac{r}{2})}{\Gamma(1+\frac{\alpha(2-r)}{2})} t^{-\frac{r}{2}} h^{1+r}\|v\|_1.
\]

**Remark 3.1.** If we take \(\mu = 1 + r, r \in [0, 1)\) and \(\nu = 0\) in (3.10), then the following inequalities hold:
\[\|E_{\alpha}^h(t)P_h - E_{\alpha}(t)\| \leq C_{r1} t^{-\frac{(1+r)\alpha}{2}} h^{1+r}\|v\|,
\]
and
\[\|E_{\alpha,\alpha}^h(t)P_h - E_{\alpha,\alpha}(t)\| \leq C_{r2} t^{-\frac{(1+r)\alpha}{2}} h^{1+r}\|v\|.
\]
Lemma 3.5. Assume that \( \sigma \) satisfies (2.3), for any \( t \in [0,T] \) and \( \alpha \in (\frac{1}{2}, 1) \). Let \( u_h(t) \) be a mild solution to (3.7). There exists a constant \( C > 0 \) such that
\[
\sup_{t \in [0,T]} \| u_h(t) \|^2_{L^2(\Omega, H)} \leq C \| u_0 \|^2_{L^2(\Omega, H)}.
\]

Proof. For any \( t \in [0,T] \), from (3.8) and based on Lemma 2.1 and Lemma 3.3 (\( \mu=0 \)), we obtain
\[
E \| u_h(t) \|^2 \leq 2E \| E_{\alpha}^h(t)P_h u_0 \|^2 + 2E \| \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}^h(t-s) P_h \sigma(u_h(s)) dW(s) \|^2 \\
\leq 2C_{\mu_1}^2 E \| u_0 \|^2 + 2 \left( \int_0^t E \| (t-s)^{\alpha-1} E_{\alpha,\alpha}^h(t-s) P_h \sigma(u_h(s)) \|^2_{L^2} ds \right) \\
\leq 2C_{\mu_1}^2 E \| u_0 \|^2 + 2C_{\mu_2}^2 C^2 (\int_0^t (t-s)^{(2\alpha-1)-1} E \| u_h(s) \|^2 ds).
\]

Thus, by virtue of Lemma 2.7, we deduce that
\[
\sup_{t \in [0,T]} E \| u_h(t) \|^2 \leq C E \| u_0 \|^2.
\]

The proof of the lemma is completed. \( \Box \)

Theorem 3.1. For all \( t \in [0,T] \), \( \alpha \in (\frac{1}{2}, 1) \) and \( r \in [0,1) \), let \( u_h(t) \) and \( u(t) \) be the mild solutions to (3.7) and (2.2), respectively. Then there exist a constant \( C > 0 \), which is independent of \( h \), such that
\[
\| u_h(t) - u(t) \|^2_{L^2(\Omega, H)} \leq C h^{2(1+r)}.
\]

Proof. For any \( t \in [0,T] \), from (3.8) and (2.4), we have
\[
u_h(t) - u(t) = E_{\alpha}^h(t)P_h u_0 - E_{\alpha}(t)u_0 \\
+ \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}^h(t-s) P_h \sigma(u_h(s)) dW(s) \\
- \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(t-s) \sigma(u(s)) dW(s) \\
:= J_1 + J_2,
\]
where
\[
J_1 = [E_{\alpha}^h(t)P_h - E_{\alpha}(t)]u_0,
\]
\[
J_2 = \int_0^t (t-s)^{\alpha-1} [E_{\alpha,\alpha}^h(t-s) P_h \sigma(u_h(s)) - E_{\alpha,\alpha}(t-s) \sigma(u(s))] dW(s) \\
= \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}^h(t-s) P_h [\sigma(u_h(s)) - \sigma(u(s))] dW(s) \\
+ \int_0^t (t-s)^{\alpha-1} [E_{\alpha,\alpha}^h(t-s) P_h - E_{\alpha,\alpha}(t-s)] (\sigma(u(s)) - \sigma(u(t))) dW(s) \\
+ \int_0^t (t-s)^{\alpha-1} [E_{\alpha,\alpha}^h(t-s) P_h - E_{\alpha,\alpha}(t-s)] \sigma(u(t)) dW(s) \\
:= J_{21} + J_{22} + J_{23}.
\]
The application of Lemma 3.4, the term $J_1$ can be estimated as

$$E\|J_1\| = E\|E_\alpha^h(t)P_h - E_\alpha(t)u_0\| \leq C_r t^{-\alpha} h^{1+r} E\|u_0\|_1. \quad (3.17)$$

For the term $J_{21}$ in (3.16), applying Lemma 2.1, Lemma 3.3 ($\mu = 0$) and the Lipschitz condition (2.3), we obtain

$$E\|J_{21}\|^2 = E\|\int_0^t (t-s)^{\alpha-1} E_\alpha^h(t-s)P_h [\sigma(u_h(s)) - \sigma(u(s))]dW(s)\|^2$$

$$= \int_0^t E\| (t-s)^{\alpha-1} E_\alpha^h(t-s)P_h [\sigma(u_h(s)) - \sigma(u(s))]\|^2_{L_2} ds$$

$$\leq C \int_0^t (t-s)^{2\alpha-2} E\|u_h(s) - u(s)\|^2 ds. \quad (3.18)$$

A combination of Lemma 2.1, Lemma 3.4, and Theorem 2.2, we deduce that

$$E\|J_{22}\|^2 = E\|\int_0^t (t-s)^{\alpha-1} [E_\alpha^h(t-s)P_h - E_\alpha(t-s)](\sigma(u(s)) - \sigma(u(t)))dW(s)\|^2$$

$$= \int_0^t E\| (t-s)^{\alpha-1} [E_\alpha^h(t-s)P_h - E_\alpha(t-s)](\sigma(u(s)) - \sigma(u(t)))\|^2_{L_2} ds$$

$$\leq C h^{2(1+r)} \left( \int_0^t (t-s)^{2\alpha-2-\alpha} E\|u(t) - u(s)\|^2_1 ds \right)$$

$$\leq C h^{2(1+r)} \left( \int_0^t (t-s)^{2\alpha-2-\alpha + \beta} ds \right)$$

$$\leq \frac{CT(2-r)(\alpha + \beta - 1)}{((2-r)\alpha + \beta - 1)} h^{2(1+r)}, \quad (3.19)$$

where the parameters $r$ and $\alpha$ should satisfy $(2-r)\alpha + \beta - 1 > 0$.

Similarly, for the term $J_{23}$, by Theorem 2.1, we get

$$E\|J_{23}\|^2 = E\|\int_0^t (t-s)^{\alpha-1} [E_\alpha^h(t-s)P_h - E_\alpha(t-s)]\sigma(u(t))dW(s)\|^2$$

$$= \int_0^t E\| (t-s)^{\alpha-1} [E_\alpha^h(t-s)P_h - E_\alpha(t-s)]\sigma(u(t))\|^2_{L_2} ds$$

$$\leq C h^{2(1+r)} \left( \int_0^t (t-s)^{2\alpha-2-\alpha} E\|u(t)\|^2_1 ds \right)$$

$$\leq \frac{CT(2-r)(\alpha - 1)}{((2-r)\alpha - 1)} (E\|u_0\|^2_1) h^{2(1+r)}, \quad (3.20)$$

where the parameter $r$ should satisfy $(2-r)\alpha - 1 > 0$.

Taking expectation on (3.15) and together with (3.17)-(3.20), we have

$$E\|u_h(t) - u(t)\|^2 \leq 2E\|J_1\|^2 + 2E\|J_{22}\|^2$$

$$\leq C_1 h^{2(1+r)} + C_2 \int_0^t (t-s)^{(2\alpha-1)-1} E\|u_h(s) - u(s)\|^2 ds. \quad (3.21)$$

Therefore, by means of Lemma 2.7, there holds

$$E\|u_h(t) - u(t)\|^2 \leq C(C_1, C_2, T, \alpha) h^{2(1+r)}. \quad (3.21)$$

The proof is completed. $\square$
3.2. Fully discrete schemes

Denote by \( t_n = n\tau, n = 0, 1, \cdots, N \) the time mesh point with a fixed time mesh size \( \tau > 0 \), which satisfy the integration time \( 0 \leq t_n \leq T \) and \( \tau = \frac{T}{N} \). Then the semi-discretized version of mild solution (3.8) at time \( t_n \) is shown that

\[
u_n(t_n) = E^h_0(t_n)P_h u_0 + \int_0^{t_n} (t_n - s)^{\alpha - 1} E^h_{\alpha,\alpha} (t_n - s) P_h \sigma(u_h(s))dW(s). \tag{3.22}
\]

Now we will introduce the Gorenflo-Mainardi-Moretti-Paradisi (GMMP) scheme, which was firstly developed in [15]. Then the Caputo fractional derivative can be approximated by

\[
C^\alpha D_t^\alpha u(x, t_n) \approx \frac{1}{\tau^\alpha} \sum_{k=0}^{n} \omega_k^\alpha [u(x, t_{n-k}) - u(x, 0)]
\]

\[
= \frac{1}{\tau^\alpha} \sum_{k=0}^{n} \omega_k^\alpha u(x, t_{n-k}) - b_n u(x, 0), \tag{3.23}
\]

where

\[
\omega_k^\alpha = (-1)^k \binom{\alpha}{k} = \frac{\Gamma(k - \alpha)}{\Gamma(-\alpha)\Gamma(k + 1)},
\]

and

\[
b_n = \sum_{k=0}^{n} \omega_k^\alpha = \frac{\Gamma(n + 1 - \alpha)}{\Gamma(1 - \alpha)\Gamma(n + 1)}, n \geq 0.
\]

Furthermore, \( \omega_k^\alpha \) and \( b_n \) have the following properties.

**Lemma 3.6.** (see [16,17]) For \( \alpha > 0, n = 1, 2, \cdots, \), we have

1. \( \omega_0^\alpha = 1, \omega_k^\alpha < 0, |\omega_{k+1}^\alpha| < |\omega_k^\alpha| \), and \( 0 < -\sum_{k=1}^{n} \omega_k^\alpha < -\sum_{k=1}^{\infty} \omega_k^\alpha = \omega_0^\alpha \).

2. \( b_n - b_{n-1} = \omega_0^\alpha < 0 \), i.e., \( b_n < b_{n-1} < b_{n-2} < \cdots < b_0 = 1 \).

By using the GMMP scheme (3.23), we denote \( u_n \approx u(t_n) \) as the approximation of \( u(t_n) \). Then the full discrete scheme for equation (2.2) can be defined by seeking an \( \mathcal{F}_{t_n} \)-adapted process \( u_n^h \) satisfying:

\[
\begin{aligned}
\frac{1}{\tau^n} [\sum_{k=0}^{n} \omega_k^\alpha u_h^{n-k} - b_n u_h^n] &= A_h u_h^n + \frac{1}{\tau} \int_{t_{n-1}}^{t_n} P_h \sigma(u_h^{n-1})dW(s), \\
u_0^n &= P_h u_0.
\end{aligned} \tag{3.24}
\]

With the definition of \( R(\lambda, X) = (\lambda I - X)^{-1}, \lambda > 0, \) and \( E_{\tau h} = R(\tau^{-\alpha}, A_h) = (\tau^{-\alpha} I - A_h)^{-1} \). The above scheme (3.24) can be rewritten as:

\[
\begin{aligned}
u_h^n &= \tau^{-\alpha} b_n E_{\tau h} u_0^n - \tau^{-\alpha} E_{\tau h} \sum_{k=1}^{n} \omega_k^\alpha u_h^{n-k} + \frac{1}{\tau} \int_{t_{n-1}}^{t_n} E_{\tau h} P_h \sigma(u_h^{n-1})dW(s), \\
u_0^n &= P_h u_0.
\end{aligned} \tag{3.25}
\]

**Lemma 3.7.** For any \( \tau > 0 \) and \( h \in (0, 1) \). There exists a constant \( C > 0 \) such that

\[
\|E_{\tau h}v\| \leq C\tau^\alpha \|v\|, \|E_{\tau h}P_h v\| \leq C\tau^\alpha \|v\|, \forall v \in H. \tag{3.26}
\]
**Proof.** For $\lambda > 0$, applying Lemma 3.1 ($\rho = 0$), we get
\[
\|R(\lambda, A_h)v\| = \|(\lambda I - A_h)^{-1}v\| = \|\int_0^{\infty} e^{-(\lambda I - A_h)t}v dt\|
\]
\[
= \|\int_0^{\infty} e^{-\lambda t}S_h(t)v dt\| \leq \int_0^{\infty} e^{-\lambda t}S_h(t)v dt dt \leq \frac{C}{\lambda}\|v\|.
\]
Therefore, we have $\|E_{\tau,h}v\| = \|R(\tau^{-\alpha}, A_h)v\| \leq C\tau^\alpha\|v\|$.

Using the inequality (3.6) ($\rho = 0$) and Lemma 3.1 again, we obtain
\[
\|R(\lambda, A_h)P_hv\| = \|(\lambda I - A_h)^{-1}P_hv\| = \|\int_0^{\infty} e^{-(\lambda I - A_h)t}P_h v dt\|
\]
\[
= \|\int_0^{\infty} e^{-\lambda t}S_h(t)P_h v dt\|
\]
\[
\leq \int_0^{\infty} e^{-\lambda t}\|S_h(t)P_h v\| dt \leq \frac{C}{\lambda}\|v\|.
\]

Based on above estimate, it is easy to get $\|E_{\tau,h}P_hv\| = \|R(\tau^{-\alpha}, A_h)P_hv\| \leq C\tau^\alpha\|v\|$.

**Lemma 3.8.** For any $\lambda > 0$ and $\mu \in R$, there exists a constant $C$ such that
\[
\|\mu R(\lambda, A_h) - I\|P_hv\| \leq C\lambda^{-1}\|v\|.
\]

**Proof.** For any $\lambda > 0$ and $\mu \in R$, using the same argument as the proof of (3.26), based on the estimate $\|A_h^sS_h(t)v\| \leq C_\rho T_0^{-\rho}\|v\|, 0 < T_0 < \epsilon < \infty$, one can deduce that
\[
\|\mu R(\lambda, A_h) - I\|P_hv\|
\]
\[
= \|\mu(\lambda I - A_h)^{-1} - (\lambda I - A_h)^{-1}(\lambda I - A_h)\|P_hv\|
\]
\[
= \|((\mu I) - (\lambda I - A_h)^{-1})P_hv\|
\]
\[
\leq \|((\mu + |\lambda|)(\lambda I - A_h)^{-1}P_hv\| + \|(\lambda I - A_h)^{-1}A_hP_hv\|
\]
\[
\leq \frac{C}{\lambda}\|v\| + \int_0^{\infty} e^{-\lambda t}\|A_hS_h(t)P_h v\| dt \leq \frac{C}{\lambda}\|v\| + \frac{CT_0^{-\rho}}{\lambda}\|v\|
\]
\[
\leq C(\lambda^{-1}\|v\|).
\]

**Lemma 3.9.** For any $t \in [0, T]$, there exists a constant $C > 0$ such that
\[
\|[I - S_h(t)]P_hv\| \leq Ct\|A_ih v\|.
\]

**Proof.** Using Lemma 3.1 and the estimate (3.6) we have
\[
\|[I - S_h(t)]P_hv\| = \|(-\int_0^t A_h e^{sA_h} ds)P_hv\|
\]
\[
\leq \int_0^t \|S_h(s)A_h P_h v\| ds \leq C(\int_0^t \|A_h v\| dt)
\]
\[
= Ct\|A_h v\|.
\]
Now we shall provide the error estimates of the numerical solution $u^n_h$ to $u(t_n)$. Denote by $e^n = u^n_h - u(t_n)$, then we have the following results.

**Theorem 3.2.** For any $\alpha \in \left(\frac{1}{2}, 1\right)$ and $r \in [0, 1)$, let $u^n_h$ and $u(t_n)$ be the solutions to (3.25) and (2.2), respectively. Then there exist a constant $C > 0$ such that

$$
\|e^n\|_{L^2(\Omega, H)}^2 \leq C[\tau^{2\alpha} + h^{2(1+r)}].
$$

**Proof.** We rewrite $e^n = u^n_h - u(t_n) = [u^n_h - u_h(t_n)] + [u_h(t_n) - u(t_n)] := \xi^n + \eta^n$. The estimate for $\eta^n$ can be obtained by Theorem 3.1, that is,

$$
\|\eta^n\|_{L^2(\Omega, H)}^2 \leq Ch^{2(1+r)}.
$$

To estimate the term $\xi^n$, making use of (3.25) and (3.22), we obtain

$$
\xi^n = [\tau^{-\alpha} b_n E_{\tau h} u^n_h - E^h_\alpha(t_n) P_h u_0] - \tau^{-\alpha} E_{\tau h} \sum_{k=1}^n \omega_k^n u^n_{h-k}
+ \frac{1}{\tau} \int_{t_{n-1}}^{t_n} E_{\tau h} P_h \sigma(u^n_{h-1}) dW(s)
- \int_0^{t_n} (t_n - s)^{-\alpha-1} E^h_\alpha(t_n - s) P_h \sigma(u_h(s)) dW(s)
:= L_1 + L_2 + L_3 + L_4.
$$

The term $L_1$ can be rewritten as

$$
L_1 = \tau^{-\alpha} b_n E_{\tau h} u^n_h - E^h_\alpha(t_n) P_h u_0
= [\tau^{-\alpha} b_n E_{\tau h} u^n_h - P_h u_0] + [P_h u_0 - E^h_\alpha(t_n) P_h u_0]
:= L_{11} + L_{12}.
$$

Setting $\mu = \tau^{-\alpha} b_n$, by using Lemma 3.8, we have

$$
E\|L_{11}\|^2 = E\|\mu E_{\tau h} u^n_h - P_h u_0\|^2 = E\||\mu R(\tau^{-\alpha}, A_h) - I|P_h u_0\|^2 \leq C \tau^{2\alpha} E\|u_0\|^2.
$$

Using Lemma 2.2 and Lemma 3.9, we obtain

$$
E\|L_{12}\|^2 = E\|P_h u_0 - E^h_\alpha(t_n) P_h u_0\|^2
= E\|\int_0^\infty \xi_\alpha(\theta) P_h u_0 d\theta - \int_0^\infty \xi_\alpha(\theta) S_h(t_n^\alpha \theta) P_h u_0 d\theta\|^2
\leq \int_0^\infty \xi_\alpha(\theta) E\|[I - S_h(t_n^\alpha \theta)] P_h u_0\|^2 d\theta
\leq C \tau^{2\alpha} \int_0^\infty \theta \xi_\alpha(\theta) E\|A_h u_0\|^2 d\theta
= C n^{2\alpha} \Gamma(2) \Gamma(1 + \alpha) \tau^{2\alpha} E\|A_h u_0\|^2.
$$
Applying a discrete version of Gronwall’s Lemma, we have $|\omega_k^0|^2 < |\omega_0^0|^2 = 1$, the application of Lemma 3.5 and Lemma 3.7 yields

$$
E\|L_2\|^2 = E\| - \tau^{-\alpha} E_{\tau h} \sum_{k=1}^{n} \omega_k^u u_h^{n-k} \|^2
$$

$$
= E\| - \tau^{-\alpha} E_{\tau h} \sum_{k=1}^{n} \omega_k^u [(u_h^{n-k} - u_h(t_{n-k})) + u_h(t_{n-k})] \|^2
$$

$$
\leq C \sum_{k=1}^{n} E\|\xi^{n-k}\|^2 + C^{\dagger} \sum_{k=1}^{n} E\|E_{\tau h} u_h(t_{n-k})\|^2
$$

$$
\leq C \sum_{k=1}^{n} E\|\xi^{n-k}\|^2 + C^{\dagger} \tau^{2\alpha} (E\|u_0\|^2). \quad (3.35)
$$

Making use of Lemma 2.1, Lemma 3.5, Lemma 3.7 and the condition (2.3), the estimate for the term $L_3$ in (3.31) gives

$$
E\|L_3\|^2 = E\| \frac{1}{\tau} \int_{t_{n-1}}^{t_n} E_{\tau h} P_h \sigma(u_h^{n-1}) dW(s) \|^2
$$

$$
\leq 2E\| \frac{1}{\tau} \int_{t_{n-1}}^{t_n} E_{\tau h} P_h [\sigma(u_h^{n-1}) - \sigma(u_h(t_{n-1}))] dW(s) \|^2
$$

$$
+ 2E\| \frac{1}{\tau} \int_{t_{n-1}}^{t_n} E_{\tau h} P_h \sigma(u_h(t_{n-1})) dW(s) \|^2
$$

$$
= \frac{2}{\tau} \int_{t_{n-1}}^{t_n} E\|E_{\tau h} P_h [\sigma(u_h^{n-1}) - \sigma(u_h(t_{n-1}))] \|^2_{L_2} ds
$$

$$
+ \frac{2}{\tau} \int_{t_{n-1}}^{t_n} E\|E_{\tau h} P_h \sigma(u_h(t_{n-1})) \|^2_{L_2} ds
$$

$$
\leq \frac{2C_2^2}{\tau} \int_{t_{n-1}}^{t_n} \tau^{2\alpha} E\|\xi^{n-1}\|^2 ds + \frac{2C_2^2}{\tau} \int_{t_{n-1}}^{t_n} \tau^{2\alpha} E\|u_h(t_{n-1})\|^2 ds
$$

$$
\leq C^{\dagger} \tau^{2\alpha} E\|\xi^{n-1}\|^2 + C^{\dagger} \tau^{2\alpha} (E\|u_0\|^2). \quad (3.36)
$$

By virtue of Lemma 2.1, Lemma 3.3, Lemma 3.5 and the condition (2.3), we have

$$
E\|L_4\|^2 = E\| - \int_{0}^{t_n} (t_n - s)^{-\alpha - 1} E_{\alpha,\alpha}^h (t_n - s) P_h \sigma(u_h(s)) dW(s) \|^2
$$

$$
= \int_{0}^{t_n} E\| (t_n - s)^{-\alpha - 1} E_{\alpha,\alpha}^h (t_n - s) P_h \sigma(u_h(s)) \|^2_{L_2} ds
$$

$$
\leq C \int_{0}^{t_n} (t_n - s)^{2\alpha - 2} E\|u_h(s)\|^2 ds
$$

$$
\leq \frac{C n^{2\alpha}}{T_0(2\alpha - 1)} \tau^{2\alpha} (E\|u_0\|^2), \quad (3.37)
$$

where $0 < T_0 < T$.

Therefore, taking expectation on both side of (3.31), collecting all the above terms and applying a discrete version of Gronwall’s Lemma, we have

$$
\|\xi^n\|^2_{L_2(\Omega,H)} \leq C^{\dagger} \tau^{2\alpha}. \quad (3.38)
$$
Thus, using the triangle inequality and combining (3.30) and (3.38), it gives (3.29). This completes the proof of Theorem 3.2. □

4. Numerical example

In this section, we focus on testing the achieved theoretical convergence results obtained in the previous section. For the numerical illustration of error bounds in Theorem 3.1 and 3.2, we consider the following one-dimensional time-fractional stochastic heat equation:

\[
\begin{align*}
C_D^\alpha u(x,t) &= \frac{\partial^2 u(x,t)}{\partial x^2} + u(x,t) \frac{dW(t)}{dt}, \quad x \in (0, 2), t \in (0, 1], \\
u(x,0) &= \sin x, \quad x \in (0, 2), \\
u(0,t) = u(2,t) = 0, \quad t \in (0, 1].
\end{align*}
\]

To approximate the stochastic integral, we define a partition of \([0, T]\) by intervals \([t_{n-1}, t_n]\) for \(n = 1, 2, \ldots, N\), where \(t_n = n\tau, \tau = T/N\). A sequence of noise which approximates the white noise is defined as

\[
\frac{dW_n(t)}{dt} = \sum_{n=1}^{N} \frac{1}{\sqrt{\tau}} \zeta_n e_n(t),
\]

where \(e_n(t)\) is the characteristic function for the time subinterval and \(\zeta_n\) is defined as

\[
\zeta_n = \frac{1}{\sqrt{\tau}} \int_{t_{n-1}}^{t_n} d\zeta(t) = \frac{1}{\sqrt{\tau}} (\zeta(t_n) - \zeta(t_{n-1})) \sim N(0, 1).
\]

It should be emphasized that the exact solution of this problem is not known explicitly. We replace the “true” solution \(u(t_n)\) by a numerical approximation computed by small time step size \(\tau^* = 2^{-12}\) and spatial mesh size \(h^* = 1/500\), so that the temporal (or spatial) discretization error is negligible. We measure the error \(e^n(\tau, h) := u^n_h - u(t_n)\) by the normalized error \(\mathbb{E}\|e^n\|^2\), where the expected values \(\mathbb{E}\|\cdot\|\) are calculated by the averages over 100 samples. To examine the spatial and temporal convergence order separately, the convergence rates in time and space in the sense of the \(L^2\)-norm are defined as:

\[
\text{Rate} = \begin{cases} 
\frac{\ln(\mathbb{E}\|e^n(\tau_1, h_1)\|^2)}{\ln(\tau_1/\tau_2)}, & \text{in time}, \\
\frac{\ln(\mathbb{E}\|e^n(\tau_1, h_1)\|^2)}{\ln(h_1/h_2)}, & \text{in space},
\end{cases}
\]

where \(\tau, \tau_1, \tau_2 (\neq \tau_1)\) and \(h, h_1, h_2 (\neq h_1)\) are the time and space step sizes, respectively.

To begin with, all the numerical results are evaluated at \(T = 1\) in the given Tables. In Table 1, the numerical errors and convergence rates in spatial direction are shown by taking different spatial mesh sizes, where the fixed and sufficiently small time step sizes are taken. It is clear that the optimal order of error estimates in space are closer to \(O(h^4)\), which is in agreement with the theoretical results. Table 2 lists the numerical errors and convergence rates in temporal direction with different \(\alpha\), where the spatial mesh size is fixed to be sufficiently small to ensure that dominant numerical errors come from the approximation of time-fractional derivatives. One can note that the rates of convergence are closer to the theoretical convergence order \(O(\tau^{2\alpha})\), that is, the numerical results are in consistent with the theoretical results.
Table 1: Numerical errors and convergence rates in spatial direction with $\tau = 2^{-10}$.

| $h$  | $\alpha = 0.55$ | $\alpha = 0.70$ | $\alpha = 0.90$ |
|------|-----------------|-----------------|-----------------|
|      | $E\|e^n\|^2$   | Rate            | $E\|e^n\|^2$   | Rate            | $E\|e^n\|^2$   | Rate            |
| 1/5  | 3.4531e-02      | -               | 3.4135e-02      | -               | 3.3997e-02      | -               |
| 1/10 | 2.3785e-03      | 3.86            | 2.3350e-03      | 3.87            | 2.3096e-03      | 3.88            |
| 1/20 | 1.5930e-04      | 3.88            | 1.5530e-04      | 3.89            | 1.5467e-04      | 3.89            |
| 1/40 | 1.1049e-05      | 3.87            | 1.0477e-05      | 3.89            | 1.0010e-05      | 3.91            |

Table 2: Numerical errors and convergence rates in temporal direction with $h = 1/200$.

| $\tau$ | $\alpha = 0.55$ | $\alpha = 0.70$ | $\alpha = 0.90$ |
|--------|-----------------|-----------------|-----------------|
| $2^{-4}$ | 2.3268e-02      | -               | 2.2850e-02      | -               | 2.4233e-02      | -               |
| $2^{-5}$ | 1.1379e-02      | 1.12            | 8.6596e-03      | 1.40            | 6.9117e-03      | 1.81            |
| $2^{-6}$ | 4.8577e-03      | 1.13            | 3.2357e-03      | 1.41            | 1.9171e-03      | 1.83            |
| $2^{-7}$ | 2.2197e-03      | 1.13            | 1.1927e-03      | 1.42            | 5.2815e-04      | 1.84            |

5. Conclusions and discussions

In this paper, the regularity properties of mild solution to time-fractional stochastic heat equation driven by multiplicative noise are discussed and proved. The semi-discrete and fully discrete finite element methods are developed for solving this time-fractional SPDEs. The schemes employ a standard Galerkin finite element method in space and the time direction is approximated by the GMMP scheme. The convergence error estimates for both semi-discrete and fully discrete schemes in $L_2$-norm are obtained. We present the numerical experiment to illustrate the accuracy of schemes, and the result fully verify the convergence theory. Noted that we only consider the Dirichlet boundary condition in our given problem, the singular boundary method might be used to deal with the complex boundary condition in our future study, because the merits of this method only needs to place the source points on the real physical boundary and uses the fundamental solutions as the kernel function [37,38,39]. In addition, numerical investigations on irregular domain problems to test the methodology potential for more realistic situations are interesting direction for our future research.
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