An Optimal Path-Finding Algorithm in Smart Cities by Considering Traffic Congestion and Air Pollution
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ABSTRACT
Finding the shortest and cleanest path in the cities is vital, especially in metropolises. Although several algorithms and some software have been introduced to manage the traffic or suggest a path with minimum traffic congestion, none considers air quality a deciding factor. This paper introduces a novel algorithm to find the shortest path based on traffic congestion and air quality. In the proposed algorithm, the city map is fetched from the Google Map app and is converted into a weighted graph. Traffic data is collected from GPS devices, which will be available through the local cloud services. The C-means clustering method is used to cluster traffic congestion. Also, the air quality information is collected from air pollution monitoring stations. The graph weights are calculated based on both air quality and traffic congestion factors, simultaneously. Finding the shortest path problem is then defined as an optimization problem, and the linear programming method is used to solve it. Finally, the proposed algorithm’s performance is evaluated by finding the shortest path in Tehran, Iran in different scenarios.
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I. INTRODUCTION
Traffic congestion is one of the most critical challenges in many cities, especially in metropolises. Nowadays, people lose a lot of their time in traffic congestion. Traffic congestion also has negative impacts on public health and causes economic losses. Therefore, governments utilize different strategies for controlling traffic [1]. Although infrastructure development can reduce traffic congestion, smart traffic control methods have received much attention in recent years due to economic and environmental constraints. Existing infrastructures are used optimally in these methods by scheduling traffic and encouraging people to use alternative paths [2].

The Internet of things (IoT) gives dramatically opportunity to manage traffic congestion. The development of IoT has led to the development of powerful Intelligent Transportation System (ITS) algorithms. ITS aims to develop services relating to traffic management and enable users to be better informed and make better decisions about their transport [3]. In the ITS, vehicles’ data such as speed, direction, location, etc., are shared from fogs and clouds, and intelligent systems use this data for modeling traffic flow and provide the best choices for drivers [4]. ITSs should make the best decision in real-time and be flexible to make accurate decisions in all situations [5]. Another critical challenge in metropolises is air pollution. Air pollution kills thousands of people and costs the economy billions of dollars. Air pollution is hazardous for many people, such as older adults and patients [6]. Air pollutant agents were studied, and air pollution monitoring stations monitor air quality based on these agents. We know traffic congestion plays an essential role in producing air pollution [7]; therefore, it is necessary to manage traffic congestion and air pollution, simultaneously. Investigation of air pollution and traffic congestion has received less attention in finding the shortest path problems. These problems aim to calculate the optimal path that has the lowest traffic congestion and does not pass through more polluted areas as much as possible. Therefore, we investigate this deficiency and introduce a novel method for finding the shortest path by considering traffic congestion and air quality. In the proposed
method, the map is converted into a weighted graph by using image-processing methods. To obtain the graph’s weights, traffic congestion is clustered by the C-means algorithm, and the traffic density is calculated using the convex hull algorithm. Greenshield’s model estimates the weights at each cluster, and then weights are updated based on the air quality. In the proposed algorithm, weights are inversely related to the vehicle’s velocity, and the region with lower vehicles’ density has low weights and vice versa. The region with good air quality also has lower weights, and the region with hazardous air quality has higher weights. Finally, the problem is formulated as an optimization problem, and a linear programming method is used to solve it. The rest of the paper is organized as follows; related works are presented in section 2. The proposed model is introduced in section 3. Traffic and air pollution clustering are described in sections 4 and 5, respectively. Linear programming algorithm is introduced in section 6. Simulation results and conclusions are presented in sections 7 and 8, respectively.

II. RELATED WORKS
Due to the importance of air pollution and traffic congestion challenges, several researchers have studied them in ITS. For instance, in [8], researchers investigated the shortest path-finding algorithm in the presence of traffic congestion. In that research, researchers used a K-means clustering algorithm for clustering traffic congestion. Similarly, authors in [9] used K-means clustering algorithms for traffic congestion. Due to fuzzy clustering’s advantages, in [10], researchers used the C-means algorithm for clustering traffic congestion. Also, finding the shortest path can be defined as an optimal problem. Several methods can be used to solve this problem. Linear programming is an appropriate algorithm for these types of problems due to its simplicity and accuracy. In [11], researchers used the linear programming method for finding the shortest path in the weighted graph. Researchers in [12] used centralized simulated annealing algorithm to find the optimal path by considering traffic congestion. This algorithm selects the optimal path based on five different factors including the average travel speed of the traffic, vehicles density, roads width, road traffic signals and the roads’ length. Data is fetched from sensors and it does not use GPS data. Although that research investigated the effect of intelligent transportation system on CO2 emissions, it did not consider air pollution as a decision criterion. In [13], an intelligent system for routing emergency vehicles was introduced. The aim of that paper is to minimize the delay of emergency vehicles. To achieve this purpose, a traffic management system was proposed by researches. In [14] researchers improved simulated annealing to enhance mobility in smart cities. That paper fetched speed of vehicles and travel times using sensors mounted in the city. Therefore, the implementation of that research method requires the installation of intelligent equipment and sensors that are installed in a limited number of cities. The main advantage of that paper was to develop approach for dynamic calculation of optimal traffic routes. Air pollution controlling also has been investigated in smart cities. In the paper [15], the authors introduced a method for controlling and reducing air pollution. Researchers investigated air quality in Europe and made suggestions for controlling urban pollutants. Therefore, combining air pollution control and ITS have been noticed in recent years. For example, the integration of traffic congestion and air pollution was investigated in [16]. That paper introduced the computer program for this purpose and did not introduce a mathematical algorithm to find the optimal path. In that paper, traffic congestion and air pollution are categorized into several levels, and the computer program is decided based on the “if-else” statements. Several algorithms are used for finding the shortest path. Although nonlinear optimization methods have received a lot of attention in recent years, linear methods are still considered due to their lower computational complexity. Linear programming is a special case of mathematical programming and has lower complexity than the majority of linear programming is a special case of mathematical programming. Also, this method is so accurate, and every local minimum is a global minimum. For instance, researchers in [17] used the mixed-integer linear programming method for finding the optimal path in segmented routing networks. That paper converted the network into a directed graph, and then the problem was defined as an optimization problem. Finally, mixed-integer linear programming was used to find the optimal path. In addition, researchers to solve the network shortest path problem in [18] used the linear programming method. That paper addressed the formulation for implementing a single source, single-destination shortest path algorithm on a quantum annealing computer. Similarly, that paper converted the problem into a directed graph.

III. THE PROPOSED MODEL
The proposed algorithm for predicting the shortest path in the urban area is introduced in this section. This algorithm aims to find the shortest path between source and destination by avoiding traffic congestion and polluted air areas. The following assumptions are considered in this research to develop this algorithm:

1) The city map is fetched from Google Map. Google Map offers satellite imagery, aerial photography, street maps, and real-time traffic conditions [19].
2) The current location of the vehicle is considered as the source, and the destination is determined by the driver. In other words, the driver should determine its destination.
3) The traffic data is collected from GPS receivers are mounted in vehicles or mobile phones. Vehicles can share their data through local cloud services.
4) Air pollution information is collected from sensors are mounted in different places of the city. Similarly, this data can be available through local cloud services.

Our algorithm has several steps that are described as follows:
Step 1: the map is converted to a weighted graph using
image-processing procedures. For this purpose, a black and white image is produced from the map, in which all roads and intersections are shown in white, and other objects are shown in black. Step 2: this black and white image is converted into a neighborhood matrix. Elements in the neighborhood matrix indicate the relationship between neighboring pixels and determine a directly connected road is available or not. The neighborhood matrix is shown by $G=(V,E)$, where $V$ is a set whose elements are called vertices and correspond to intersections in the black and white image, and $E$ are named edges that are equivalent to the roads in the black and white image. The weights are assumed to be one, initially, but they update at the next steps. Step 3: The algorithm only runs when the vehicle is near an intersection. In other cases, there is no need to run the algorithm because it is not possible to select an alternative path. Also, in order to optimize energy consumption in the intelligent system and reduce the load on the local cloud service, the algorithm is executed only at certain time intervals. In fact, the execution time of the algorithm may not be more than a few seconds, and during this time there is no change in traffic and pollution. Therefore, this algorithm can perform routing dynamically and update the optimal route in case of changes in traffic congestion and air pollution. Step 4: the C-means clustering algorithm is used to classify traffic congestion. The clustering algorithm aims to determine traffic congestion and calculate the graph weights. These weights are related to the clusters’ congestion. Step 5: the weights are updated by considering air pollution data. Step 6: short path finding algorithm is defined as optimization algorithm and linear programming method is used for finding the shortest path. In this method, the shortest path problem is formulated as an optimization problem. The cost roads are equivalent to the weights that are obtained in the previous sections. The proposed algorithm flowchart is shown in Fig.1. It is observed that the algorithm is repeated until the vehicle reaches its destination. The following flowchart indicates that in each iteration, data about traffic congestion, air pollution, and the source location are updated. As mentioned earlier, the origin is the current position of the car. In this flowchart, the waiting time can be fixed or variable. The waiting time can be calculated according to the average speed of vehicles and the distance between intersections. However, for simplicity, the constant waiting time can be considered constant. For example, the algorithm can be updated every 5 minutes.

IV. TRAFFIC CLUSTERING BY USING THE C-MEANS CLUSTERING ALGORITHM

Nowadays, most smart devices have GPS chips; therefore, real-time GPS can be used in intelligent systems by sharing GPS data between devices through local clouds. Vehicle location, speed, and direction can be estimated using GPS data. Therefore, we assume the traffic information will be available. The clustering purpose is to identify traffic density and prevent traffic congestion roads during routing. In this research, fuzzy clustering is used for this purpose.

C-means is one of the most common fuzzy clustering algorithms that is used in many types of research. This algorithm is very similar to the K-means algorithm [15]. In this algorithm, the input data are clustered in $k$ clusters. This algorithm aims to cluster data to minimize an objective function as follows [10]:

$$
\text{arg}\min_{\mathbf{C}} \sum_{i=1}^{n} \sum_{j=1}^{k} \frac{1}{\sum_{k=1}^{c} x_{ik} \sigma} \|x_{i} - c_{i}\|^2
$$

where $n$ is the number of observations, $C$ is the cluster’s center’s vector, and $C = \{c_1, c_2, \ldots, c_k\}$, $k$ is the number of clusters, and $m$ is the factor to determine the level of the cluster membership and is commonly set to 2.

Similar to the K-means algorithm, the C-means algorithm’s performance is related to the number of clusters. There are several methods for calculating the best number of clusters. One of the best and most accurate methods is the Elbow method that is used in this paper. This method is a heuristic used to determine the number of clusters in a data set consisting of plotting the explained variation as a function of the number of clusters and picking the elbow of the curve as the number of clusters to use [21]. After clustering the traffic congestion data, the density of clusters will be calculated using the convex hull method [22]. Greenshield’s model is used to determine the vehicle velocity at each cluster. Greenshield is an accurate and simple algorithm that can develop a model of uninterrupted traffic flow that predicts and explains the trends observed in real traffic flows. There are more vehicles in dense areas, and as a result, the speed of vehicles will decrease, and the traffic will be heavier. Based on this algorithm, the average velocity in $i$-th cluster can be calculated as follows [16]:

$$
v_i = v_m \left(1 - \frac{D_i}{D_j}\right)
$$

where $D_j$ is a traffic density in jam and $v_m$ is the free-flow speed of vehicles. $D_i$ shows the cluster density for $i$-th cluster. Fig.2 indicates the relationship between the velocity of vehicles and the density of vehicles. In this figure, the density ratio means $\frac{D_j}{D_i}$. It can be seen that by increasing the density of vehicles in an area, traffic congestion increases, and vehicles’ speed decreases. The Free-flow speed is a maximum allowable speed for vehicles and maybe variable for each city region.

Now, based on the traffic density in different clusters, the weights for $i$-th cluster can be calculated as follows:

$$
w_i = \frac{1}{\sum_{k=1}^{N} \left(\frac{1}{v_k + \sigma}\right)}
$$

where $\sigma$ is the parameter for avoiding divide-by-zero error and $N$ is the number of clusters. The idea behind this method is that vehicle’s velocity in the dense cluster is low. In other words, there is an inverse relationship between a vehicle’s
An important challenge to consider in the routing problem is fairness. As stated in [23], the min-max methods are suitable for guaranteeing fairness. In our research, traffic density is used for controlling fairness. Traffic density is calculated in real-time and is the same for all vehicles in the same area. Although vehicles make individual decisions, the input data of the algorithm is regularly updated, and this data is made available to all vehicles, and in addition, they also perform routing based on the same algorithm. Therefore, this variable can prevent excessive accumulation in one path. In other words, Di is a min-max indicator. If the amount of traffic density on a street is higher, the weight of velocity and vehicle density. An important challenge to consider in the routing problem is fairness. As stated in [23], the min-max methods are the suitable for guarantee fairness. In our research, traffic density is used for controlling fairness. Traffic density is calculated in real-time and is the same for all vehicles in the same area. Although vehicles make individual decisions, the input data of the algorithm is regularly updated, and this data is made available to all vehicles, and in addition, they also perform routing based on the same algorithm. Therefore, this variable can prevent excessive accumulation in one path. In other words, Di is a min-max indicator. If the amount of traffic density on a street is higher, the weight of
that route will be more, and as a result, the probability of choosing that route will be less, and vice versa. It should be noted, the speed is calculated according to the density of vehicles in each area. Therefore, the streets with more capacity have more vehicles.

V. AIR POLLUTION CLUSTERING

This paper considers air quality more than traffic congestion for routing. Six important pollutants agents are monitored in the air pollution monitoring stations. These agents are NO2, SO2, CO, O3, PM2.5, and PM10. Vehicle motors that are burning fossil fuels produce NO2. NO2 is very dangerous to the human lungs, and asthmatic patients should be kept away from it. SO2 is a toxic gas and has significant impacts on human health, plants, and animal life. CO is very toxic, which is caused by the incomplete combustion of carbon. CO affects neurotransmitters or blood vessels related to many diseases such as hypertension, neurodegeneration, heart diseases, and pathological inflammation. Ozone or O3 affects heart and the human nervous system and is very dangerous for pregnant women. PM2.5 is an atmospheric particulate matter of 2.5 micrometers, and it causes more than 4 million deaths and several million diseases such as heart diseases, lung cancer, etc., across the world. PM10 is an atmospheric particulate matter of 10 micrometers. These particles are less lethal than PM2.5. Air pollution monitoring stations indicate the daily average (24 hours) values of PM2.5 and PM10 [16], [24], [25]. Based on the above discussions, the air quality levels are shown in table 1. It is observed, that air quality is divided into six categories [16]. Many air pollution monitoring stations work based on this table and show air quality by a particular color. The amount of NO2 and CO2 that are shown in this table are average values in one hour. The amount of CO and O3 that are shown in this table are average values in 8 hours. The amount of PM2.5 and PM10 are average values in one day. In this research, each category (L) level is used as a factor for updating traffic cluster weight.

Now, the weights that are obtained from Eq. 3 are updated by considering air quality. Weights play an essential role in finding the shortest path. In other words, roads with higher weights (cost) have less chance to select by the algorithm as the best path. Polluted and crowded paths will not be selected unless there is no alternative path. In the proposed method, the weights that are obtained by Eq. 3 are updated as follows:

$$w_i = L \times \frac{1}{v_i + \sigma} \sum_{k=1}^{N} \frac{1}{v_k + \sigma}$$

(4)

where $L$ is the air pollution factor and its value is shown in table 1. It is observed, that for clean air, $L$ is one, and for hazardous is six. Fig. 3 indicates the weights based on vehicles’ speed and air pollution factors. The weights of the graph decrease when the vehicle’s speed increases, and the graphs’ weights increase with increasing the pollution factor. In our proposed method, the more appropriate paths have lower weights. In this figure, we assume that if the vehicles’ speed is less than 5 km/h, the traffic congestion will be heavy, and if the speed of the vehicles is more than 20 km/h, the traffic congestion will be light.

VI. LINEAR PROGRAMMING ALGORITHM

Linear programming algorithm aims to achieve the best outcome in a mathematical model. This algorithm is used to optimize linear objective functions and is used in various optimization problems. For finding the shortest path by using this algorithm, the weighted graph is formulated as follows [26]:

$$\min \sum_{(i,j) \in A} (w_{ij} \times x_{ij})$$

(5)

Subject to:

$$\sum_{(i,j) \in \delta^+} x_{ij} - \sum_{(j,i) \in \delta^-} x_{ji} = \begin{cases} 1, & i = \text{source} \\ -1, & i = \text{destination} \forall i \in V \\ 0, & \text{otherwise} \end{cases}$$

(6)

$$\sum_{(i,j) \in \delta^+} x_{ij} \leq 1 \quad \forall i \in V$$

(7)

$$x_{ij} \in \{0, 1\} \quad \forall(i, j) \in A$$

(8)
where \( w_{ij} \) is a weight (cost) road between node \( i \)-th and node \( j \)-th, \( x_{ij} \) is a binary variable that can be one or zero which One indicates the arc \((i, j)\) belongs to the path \(A\). \( V\) is the graph vertexes and \( \delta^+\) and \( \delta^-\) are the set of outgoing and incoming arcs of a node, respectively. Eq. 6 shows flow conservation constraints, and Eq. 7 guarantees each node’s outgoing degree is at most one. Eq. 4 calculates the weights. Eq. 4 indicates that regions with less traffic density and high air quality have a small value, and for regions with high traffic density and low air quality, the weights have a large value. In other words, the congested roads or air pollutant zones will not be selected as a path unless there is an alternative path. To understand the linear programming method, consider a graph that is shown in Fig. 4. Node \( A\) is a source, and node \( G\) is a destination. \( W\) is obtained by using Eq. 4 shows weights between nodes. The aim is to find the minimum path between the source and destination. Now, we need to expand Eq. 6. Table 2 is calculated for the graph based on this equation. By setting coefficients of \( x_{ij} \) as +1 and −1 for \( j \) and \( i \), respectively, the linear program’s corresponding values are listed in table 2. Therefore, the optimization problem can be written as follows:

\[
\min Z = W_{ab}x_{ab} + W_{ac}x_{ac} + W_{bd}x_{bd} + W_{bg}x_{bg} + W_{cb}x_{cb} + W_{cd}x_{cd} + W_{de}x_{de} + W_{df}x_{df} + W_{dg}x_{dg} + W_{ef}x_{ef} + W_{eg}x_{eg} + W_{fg}x_{fg}
\]

Subject to:

\[
-x_{ab} - x_{ac} = -1 \tag{10}
\]
\[
x_{ab} - x_{bd} - x_{bg} + x_{cb} = 0 \tag{11}
\]
\[
x_{ac} - x_{cd} - x_{ce} = 0 \tag{12}
\]
\[
x_{bd} + x_{cd} - x_{de} - x_{df} - x_{dg} = 0 \tag{13}
\]
\[
x_{ce} + x_{de} - x_{ef} = 0 \tag{14}
\]
\[
x_{df} + x_{ef} - x_{fg} = 0 \tag{15}
\]
\[
x_{eg} + x_{dg} + x_{eg} + x_{fg} = +1 \tag{16}
\]

Therefore, the problem is a binary integer programming problem. After solving this problem, the optimal solution is obtained. For instance, assuming \( x_{ab} = 1 \) and \( x_{bg} = 1 \) and other coefficients are zero, the optimal path is \( A \to B \to G \).

VII. SIMULATION RESULTS

This section evaluates the proposed method by finding the best path between two locations in Tehran, Iran. Fig. 5 indicates the small part of Tehran city. In this figure, the source is shown in red, and the destination is shown in green. It is observed that this figure is too crowded. Indeed, we cannot calculate the weighted graph of the image without this preprocessing procedure. This figure is converted to a black and white image, as shown in Fig. 6. The image details are removed in this figure, and only roads and intersections are shown in white. Then, this figure is converted into a weighted graph that is explained in the previous sections.

The traffic congestion in the streets is shown in Fig. 7. In this figure, each vehicle is shown by a small blue circle. It is observed traffic congestion is more in some streets. Therefore, it is necessary to cluster traffic. As mentioned...
before, the C-means algorithm is used to classify traffic in each region.

The result of the C-means clustering and the density in each region is shown in Fig. 8. It is observed, its region border is specified by using the convex hull algorithm. The cluster’s density is evident in this figure. In some regions, the traffic density is more than in other regions. The density of each region is calculated by using the algorithm that is explained in the previous sections.
The result of the proposed algorithm is shown in Fig. 9. Result of the proposed algorithm is shown by purple line. Fig. 9 indicates that the shortest path between the source and the destination can be calculated when we do not consider traffic congestion and air quality.

Now, the performance of the algorithm is investigated by different examples. Free-flow speed of vehicles is assumed 30 km/h, and the number of vehicles is considered a variable. In these examples, the source and the destination are different. In each example, the aim is to find the optimal route in different areas of Tehran city. It is assumed that pollution is higher in areas close to the downtown, and the level of pollution index Downtown is 5, and in other areas is between 2 and 4. Figure 10 shows the average speed of vehicles for all examples. It is observed that the speed is decreased by increasing the number of vehicles. Therefore, increasing traffic congestion causes people to spend more time on the route. It is observed in Figure 11 that the proposed algorithm selects different routes for each example based on traffic congestion. It is observed that the algorithm selects alternative routes between the source and the destination.

Figure 12 shows the performance of the algorithm for different air pollution indices in three different scenarios. In all these scenarios, the source and the destination are the same. The details of these scenarios are as follows: Scenario 1: the level of pollution index Downtown is 5, and in other areas is between 2 and 4.

Scenario 2: the level of pollution index Downtown is 4, and in other areas is between 2 and 4.

Scenario 3: the level of pollution index Downtown is 3, and in other areas is between 2 and 3.

It is observed that the optimal path is changed based on air pollution indices. When the level of air pollution index is low, the algorithm selects the shortest path between the source and the destination. This figure indicates both air pollution and traffic congestion factors affect the optimal path finding algorithm.

The performance of the proposed algorithm is compared with other papers and the results are shown in figure 13.
The proposed algorithm is investigated with two different assumptions. In the first assumption, it is assumed both traffic congestion and air pollution factors are considered for finding the shortest path, while in the second one, only the traffic congestion factor is considered. Scenarios are similar to scenarios that are defined in figure 12. This figure shows when only traffic congestion is considered, both the proposed algorithm and the method in [12] have the same performance. The algorithm of [12] selects the optimal path based on five different factors including the average travel speed of the traffic, vehicles density, roads width, road traffic signals, and the roads’ length, while the proposed algorithm considered traffic density and estimates average speed based on the traffic density. However, both algorithms have better performance than the method introduced in [9]. This figure shows for the proposed algorithm, the path may be longer when the air pollution factor is considered. When the air pollution factor is considered, the algorithm attempts to find the path that has the cleanest air.

The proposed algorithm uses different methods to find the optimal path. Its complexity is determined based on the complexity of two algorithms. The computational complexity of the linear programming algorithm for calculating the shortest path is $O(n^2)$, where the number of vertices. It is observed that with increasing the number of intersections between the source and destination, the dimensions of the optimization problem become larger and as a result the computational complexity also increases. For the c-means clustering algorithm, computational complicity is $O(NCT)$, where $N$ is the number of points, $C$ is the number of clusters, and $T$ is the number of iterations to run by the procedure. Increasing the number of vehicles in the city increases the amount of $N$, thus increasing the computational complexity of the clustering algorithm.

VIII. CONCLUSION

This paper investigates the optimal shortest path routing in smart cities. In this method, the map is fetched from Google Map, and the map is converted to a weighted graph using image-processing methods. Traffic data is collected from GPS devices, and air pollution data is collected from air pollution monitoring stations. The weights of the graph are calculated based on traffic congestion and air quality. Higher weights are allocated to dense regions or contaminated areas, and fewer weights are allocated to regions with good air quality and low traffic congestion. Then, the routing problem is formulated as an optimization algorithm, and a linear programming method is used to solve this problem. Polluted and crowded paths will not be selected unless there is no alternative path. The proposed algorithm’s performance is evaluated using the Tehran city map to find the shortest path.
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