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Elderly people activity recognition has become a vital necessity in many countries, because most of the elderly people live alone and are vulnerable. Thus, more research to advance in the monitoring systems used to recognize the activities of elderly people is required. Many researchers have proposed different monitoring systems for activity recognition using wired and wireless wearable sensing devices. However, the activity classification accuracy achieved so far should be improved to meet the challenges of more precise activity monitoring. Our study proposes a smart Human Activity Recognition system architecture utilizing an open source dataset generated by wireless, batterless sensors used by 14 healthy aged persons and unsupervised and supervised machine learning algorithms. In this paper, we also propose using a smart grid for checking regularly the wearable sensing device operational status to address the well-known reliability challenges of these devices, such as wireless charging and data trustworthiness. As the data from the sensing device is very noisy, we employ the K-means++ clustering to identify outliers and use advanced ensemble classification techniques, such as the stacking classifier for which a meta model built using the random forest algorithm gave better results than all other base models considered. We also employ a bagging classifier, which is an ensemble meta-estimator fitting the prediction outputs of the base classifiers and aggregating them to produce the ensemble output. The best classification accuracy of 99.81% was achieved by the stacking classifier in training and 99.78% in testing, respectively. Comparisons for finding the best model were conducted using the recall, F1 score, and precision values.

1. Introduction

Several countries in the world currently have a vast elderly population. This situation entails additional challenges in providing quality healthcare services and facilities for this demographic. Elderly people require more physical and psychological support and assistance. Most of the elderly people currently live on their own as their children work in the different geographic locations. This leads to a lesser likelihood of children taking care of their parents. This makes the elderly parents very vulnerable to risks with no immediate assistance available. However, this problem can be mitigated with the technological advancements in activity monitoring systems for elderly people. Data required by these systems are acquired by wearable sensing devices and then analyzed to understand and forecast the individual’s health condition and required support. These monitoring systems are referred to as Human Activity Recognition (HAR) systems. HAR systems play important roles in several domains such as healthcare, security, and smart environment deployment [1]. The operation of these systems involves five major steps, which are illustrated in Figure 1 for four basic activities such as sleeping, walking, standing, and sitting.

However, to successfully implement these steps, appropriate devices and sensors are required to ensure the efficiency of the entire system. Hence, the development of such system relies on wireless networks, machine learning (ML), data processing, and classification methods. A HAR system can detect and monitor the activities as well as the hazards that can affect the elderly people. Since the devices
connected to users can generate huge amounts of data while monitoring their activities, ML algorithms can help to discover the patterns in the activity logs and make necessary predictions of future trends to assist in adequately supporting elderly persons.

The HAR systems can be considered as a type of Cyber-Physical Systems (CPSs). A CPS is an integrated ensemble of hardware and software components that can run a given process effectively and safely. Nowadays in Smart Homes (SHs), CPSs effectively perform the following tasks:

1. Monitoring human activities
2. Learning inhabitant preferences or needs
3. Providing the required assistance for activity determination, localization, and scheduling

Thus, the HAR systems adopting machine or deep learning offer very efficient health and safety monitoring method, especially for the elderly people. In these systems, data are collected by sensors, wearable devices, and cameras, and transmitted using wireless networks, to be later analyzed to detect the activity changes, behavioral patterns, social interactions, and sleep patterns [2–4]. These types of systems can even help in assessing several health risk factors such as depression, loneliness, and fall risk, as well as unexpected changes in behavior of healthy people. Many researchers have implemented various CPSs for these purposes. Mohsen et al. [5] proposed a TensorFlow-based model for classifying human activities. However, deep learning models require substantial computation power. Hence, other approaches using ML algorithms with good classification and prediction accuracy have been proposed. Staab et al. [6] examined the performance of several supervised learning algorithms for classifying daily activities of dementia patients using data collected by smartwatches. In another article, Ullrich et al. [7] demonstrated the detection of Parkinson’s disease from inertial sensor data using unsupervised standardized gait tests. Although developing more accurate monitoring models to recognize human activities and detect problems using HAR systems or CPSs is challenging, these challenges must be overcome to enhance the effectiveness of the HAR systems. The existing literature works indicates that HAR systems can be generally based on either sensors or computer vision. In the latter, the system gathers data in form of images or videos with cameras deployed in the monitored environment. Alrashdi et al. [8] proposed a Markov recognition model using maximum entropy utilizing depth camera data. However, their method may infringe on user’s privacy as cameras capture their every motion in videos or images. Hence, the methods which use wearable sensors to gather data are efficient and are strongly preferred. Therefore, in this study we used a dataset gathered using sensors worn by healthy elderly people.

This study proposes a smart HAR system that also tracks the wearable sensing device operational status in addition to the activity data log gathered by the wearable sensors. Because the monitoring process relies exclusively on the data collected by the sensors, checking the sensing device operational state is essential to achieve accurate activity monitoring. Therefore, we propose using a smart grid (SG) in a smart environmental setup to monitor the wearable sensor operational status and report either correctly working

![Figure 1: Overview of HAR system operation.](image-url)
or faults such as faulty, short circuited, good working, or device dead. So, to create a SG monitoring system in a smart environment, we can deploy phasor measurement units (PMUs). These are high speed sensors which can measure voltage and current phasors of the power system with an accuracy in the order of one microsecond [9, 10]. A PMU can help to understand the power status of the device to which it is connected. Using the data collected from PMUs, we can also identify the condition of wearable sensors in a wireless network. However, this study proposes the including such SG elements for sensor state monitoring with a future long-term goal of implementing them. Thus, this study aims to design a smart environment for the proposed system and focuses on developing better computational model for the HAR system. As mentioned earlier, a monitoring system for elderly people must be accurate to predict the required assistance and make prompt decisions to implement necessary actions. In our study, we used the data gathered from 14 healthy elderly people using a batteryless wearable sensing device placed at the sternum level and transmitted via a RFID reader antenna [11–13, 14]. The approach we propose starts with preprocessing of the noisy sensor data. So we use the K-means ++ algorithm to form clusters of data points corresponding to predefined activities, which leaves remaining spurious data in separate, distinct clusters. As the clustering algorithm is used prior to building the classifier, the recognition accuracy is significantly improved and identification of abnormal activity data becomes easier and quicker. The classification model takes the clusters obtained in the previous step as its input. We adopted the ensemble ML algorithms such as the stacking and bagging classifiers at this stage. By analyzing the classification results, we obtain information about the person’s activity or the monitoring device condition. Based on the detection outcome, an appropriate alert will be triggered to notify the care taker.

In summary, the key contributions of this paper are as follows:

(i) Design of a smart HAR system for elderly people physical activity recognition

(ii) Proposal for using a SG monitoring system to track the wearable device operational status to enhance the reliability of the entire system

(iii) Evaluation of the efficiencies of the numerical models using ensemble ML algorithms utilizing statistical metrics such as recall, F1 score, and precision values of training and testing accuracies

The rest of the paper is organized as follows. We first provide a short overview of the literature on existing activity recognition systems. In Materials and Methods, we present the materials and methods used to design our proposed system. This section also describes the dataset used in our study. The next section is Proposed Smart HAR System where we explain the design of our system. The experimental setup and results are described and discussed in Results and Discussion. Finally, we conclude the paper with an overview of the future research directions for the development of the proposed system.

2. Literature Survey

This section contains a brief survey of literature works about the HAR system and wearable sensing systems. The review covers the earlier and more recent studies in recognition, classification, and monitoring the human activity patterns. During the current COVID-19 pandemic, many individuals are quarantined in designated places or isolated at home; thus there is an increased need to monitor their physical activities. In this context, Tan et al. [15] used smartphone sensor data and proposed an ensemble learning algorithm comprising a convolutional neural network (CNN) stacked on a gated recurrent unit and deep neural network. Similarly, using smartphone-based accelerometer sensor data, Prasad et al. [16] used a CNN to recognize the six basic human activities of jogging, sitting, standing, and walking up and down the stairs. In fact, in recent years, there have been many studies using the smartphone-based sensor data for activity recognition. In 2020, Sarwar et al. [17] proposed a double-layer approach called physical activity recognition having complex interclass variations (PARCIV). The authors used the smartphone semantic data in their study. Chen et al. [18] analyzed smartphone-based sensor data for HAR using the maximum full a posteriori algorithm. On the other hand, some researchers used the Global Positioning System (GPS) tracking feature available in almost every smartphone along with the sensor data for monitoring the physical activities within indoor and outdoor environments. Selected efforts related to using GPS data for activity recognition are mentioned herein. Wannenburg and Malekian [19] made a prediction model using the kNN and kStar algorithms to recognize the physical activities. Wu et al. [20] used GPS data collected by a smartphone to classify the human activity patterns utilizing fuzzy logic and aggregation approach. Wu et al. [21] used smartphone motion sensors and kNN classifier to classify physical activities. Kelishomiet al. [22] presented a model for the recognition of the environment type, such as indoor or outdoor, based on the activity data collected using a smartphone. Nan et al. [23] presented a deep learning-based model for elderly people activity recognition using a pocket-worn smartphone. The model was built using a CNN with Long Short-Term Memory algorithm.

Although there have been several studies on recognizing the physical activities using smartphone sensor data, the drawback of such data is that they are likely to have more variation due to dynamic movement of the devices. This can affect the accuracy while monitoring the physical activities of elderly people. However, the CPSs can assist in monitoring of the human activities with wearable sensors and in improving the accuracy of physical activity recognition. The studies reviewed below give an indication of the potential applications and benefits of CPSs for developing efficient monitoring systems for activity recognition. Amarasinghe et al. [24] proposed a framework for data-driven status monitoring of CPS which utilized an additional CPS testbed apart from the key components of the status monitoring system, such as data acquisition, state identification and estimation, cyber-physical status monitoring, and warning generation. The CPS testbed
included a microgrid simulator and cyber network that connected the grid to its controller. The experimental results demonstrated that such a framework can be useful for extracting the relationships between the data features and for highly accurate monitoring of patients or elderly people. Pereda et al. [25] adopted a CPS to perform daily activities in a SH with the help of robots. The paper argued that CPSSs can also be used to perform a wide range of activities that makes life easier. Bocicor et al. [26] presented a CPS-based system for indoor ambient monitoring for assisted living, equipped with recognition, monitoring, and alerting features. Bergweiler [27] designed a CPS model for an assistance system based on virtual digit object memories. These types of systems are typically adopted for commercial purposes such as manufacturing of spare parts for automobile and quality assurance for consumer products.

Among the demographics targeted for monitoring their physical activities, the elderly people are a very important group because of the support they may require. There are some studies in which models have been proposed for monitoring their daily activities and selected medical problems, and issuing alerts to the caregivers or hospitals, or healthcare specialists [28]. Lim et al. [29] designed an interactive CPS for assisting elderly people and individuals with disabilities by reminding them about the sequence of their activities and in supporting their daily routine using a smart agent. In the early 2000’s, Ohta et al. [30] developed a health monitoring system for elderly people living alone. The monitoring system adopted infrared sensors placed in every room. This early publication demonstrates the need to monitor elderly people health. Chernbumroong et al. [31] proposed an activity recognition and classification model for elderly people. They collected data using wrist worn sensors. However, their classification was at most only 90% accurate. To alleviate the problem, the authors suggested to combine temperature data with acceleration. In a later review paper, Wang et al. [32] presented a detailed account of the wearable sensing technologies for elderly persons to accurately recognize and track their indoor activities and detect their health condition promptly. This review paper is useful for determining which wearable sensors may be suitable for designing a highly accurate HAR system.

It is also necessary to overview the existing HAR algorithms to select an appropriate one for building our model. Srivichian and Muangprathub [33] adopted different deep learning and ML algorithms for elderly people activity recognition using the R program and compared their results to determine the best performing model (an artificial neural network). Papagiannaki et al. [34] proposed an activity recognition model for aged people using ML algorithms SVM, CNN3 classifiers, etc. While the authors admitted that the accuracy of their model might be lower than that of other approaches, they claimed that low accuracy was because of a single sensor placed at the sternum, and the age of the population from whom the data were collected. However, our own experimental results indicate that better classification results can be achieved even for a single sensor and elderly people. We succeeded in developing a more accurate recognition model by applying clustering and ensemble models to the data. The following section explains the benefits of the methods used in the proposed model along with the materials required.

3. Materials and Methods

This section provides a description of the materials and methods used to design the proposed model.

3.1. Computational Environment. Simulations were executed in the Python environment and Python environment integrated with sklearn libraries for ensemble model libraries to create the classification models and evaluate them using statistical metrics.

3.2. Dataset Description. The dataset used in this study was generated by monitoring 14 healthy elderly people, aged within 66 to 86 in two clinical rooms, while they performed the broadly defined activities using a batteryless, wearable sensor attached to their clothing at the sternum level. Room 1 and Room 2 had four and three RFID reader antennas, respectively, for collecting of activity data. The dataset consisted of 9 features listed in Table 1. There were 75,128 observations in the dataset and 4 classes of the activity labels: (1) sitting on the bed (16,406 instances), (2) sitting on the chair (4,911 instances), (3) lying on the bed (51,520 instances), and (4) ambulating (walking or standing within the room) (2,291 instances). The entire dataset was randomly divided in an 80:20 ratio for the training and testing sets. Hence, the training set had 60,102 samples and the testing set had 15,026 samples, respectively.

3.3. Methods. In this section, firstly, we present a description of the HAR system working and then explain the methods used for designing the proposed system.

3.4. HAR System. HAR systems are typical representatives of pattern recognition systems [35]. They work in two stages: (1) training and (2) recognition. In fact, both stages consist of almost identical steps. The training stage involves gathering prior knowledge of the activities which must be recognized. The recognition stage uses the information collected in the training stage to accurately recognize those activities. In other words, the second stage strongly depends on the success of the first stage. The training stage includes steps such as data collection, feature selection, and learning from the selected features. Data can be collected from different types of sensors employed by the system. However, data are often noisy and must be preprocessed to clean them before further analyses. This preprocessing occurs during the feature selection process. In the feature selection process, the collected data can be classified into structural and statistical features. Structural features are those which indicate correlations between data points. Statistical features are those resulting from the application of statistical methods directly to the data or after they have been transformed, and include the mean, variance, and others. The most widely used
3.5. Smart Grid Monitoring System. SGs are electrical power grids, which can be employed for advanced networking, instantaneous monitoring, and controlling to save energy, reducing costs, and enhancing security, interoperability, and reliability [36]. SGs can automatically and spontaneously react to changes in the grid environment. However, they require specific smart sensors to provide real-time monitoring information and status. These sensors are used to measure several physical parameters of the environment and the devices connected to that environment, including energy storage, transmission connectivity, and power generation. Examples of such sensors are PMUs, voltage transformers, current transformers, smart meters, temperature sensors, gas sensors, accelerometers, humidity sensors, and network cameras. However, the sensors must meet certain requirements to be able to perform their intended tasks with efficiency. For instance, the intelligent capabilities required for these sensors are self-identification, self-calibration, self-diagnostic, self-awareness, and localization. Using these sensors, a SG monitoring system can be designed. Such systems monitor the operations of the network and its devices in real time [37]. These systems also aim at lowering the energy consumption and enhancing life quality by saving time and reducing failure rates and stress. The other advantages of SG monitoring systems include monitoring the operational status of the physical devices in the network, providing greater reliability, and increasing the sustainability of the data transmission through clean and energy efficient resources. The core ability of the SG is the ability to communicate the status of the system from the sensors used. Figure 2 shows a schematic diagram of a wireless SG monitoring system. The SG monitoring system is active when the sensor module present in each SG node collects the voltage and current data from the device connected to it. These data are then sent over the Internet to a server for storage, from where they can be accessed remotely on smart phones. However, data must be interrogated to extract the relevant information about the state of devices connected to the SG system.

Therefore, we propose including this SG monitoring system in the smart environment equipped with specific sensors, such as PMUs, that can support the active monitoring of the system status and obtain the operational data of devices connected to the system. However, only when the quality of the data from a smart environment is enhanced can the end users experience the full benefit of the wearable device. Thus, we employ a clustering technique, the K-means++ algorithm, for data cleaning.

### Table 1: Dataset features.

| Feature number | Description                                      |
|----------------|--------------------------------------------------|
| 1              | Time in seconds                                 |
| 2              | Frontal axis acceleration                        |
| 3              | Vertical axis acceleration                        |
| 4              | Lateral axis acceleration                        |
| 5              | ID of sensor reading antenna                     |
| 6              | Received signal strength indicator (RSSI)       |
| 7              | Phase                                            |
| 8              | Frequency                                        |
| 9              | Activity label                                   |

3.6. Clustering. Clustering is an unsupervised technique in which unlabeled input data are divided into groups called clusters based on a certain user-defined criterion. It is a data mining technique, as it partitions the data into clusters based on similarities or patterns common within each cluster. Therefore, data cleaning and outlier removal can be performed by generating a prototype of the data from a clustering algorithm. Many researchers [38, 39] used clustering algorithms for data cleaning to enhance data quality. In our study, we adopted the K-means++ clustering algorithm for data prototyping after removing duplicates from the dataset, which enhanced clustering performance as discussed in the results section. K-means ++ algorithm is much similar to the K-means algorithm; however, it works smarter because of the steps followed during the centroid initialization. In the result section, we explain about the algorithmic steps followed by K-means ++ to select the centroids. So, in this section, we describe the mathematics behind the K-means++ algorithm for clustering. Like K-means clustering, K-means++ algorithm also uses the centroids to create the clusters. A centroid of m datapoints on an X-Y plane is another point having its own x and y coordinates such that it is a geometric center of the m points. So we have to create K clusters for the given data points based on their Euclidean distance from their centroid. For m data points and K = number of clusters, the centroid initialization is the first step. In K-means ++ algorithm, only one centroid is randomly selected from one of the datapoints. Then, for every datapoint x in a set of datapoints given by S, it calculates the distance between every datapoint x and the centroid chosen c using Euclidean distance formula:

\[ d(x, c) = \sqrt{\sum_{i=1}^{n} (c - x_i)^2}. \]  

The next cluster centroid is chosen with this distance calculated by selecting the datapoint which is at maximum distance from the first centroid. However, the subsequent centroids are identified with the distance calculated between the datapoint x and the nearest selected centroids. And the weighted probability distribution is used to select the cluster.
where the datapoint is farthest to the first cluster center till the required K centroids have been chosen. Using the centroids chosen, the K-means++ algorithm performs the grouping of the datapoints with the least Euclidean distance between the datapoint and nearest centroid.

The flowchart shown in Figure 3 provides an overall flow of the adopted data processing process, which is one of the main steps of the proposed system. After the duplicate data were identified and removed, data prototyping was performed using the K-means++ clustering algorithm with the initial cluster assumption as the activity labels defined in the dataset. The data with essential similarity was clustered based on the activity label, whereas the data with no required similarity were considered outliers or noise and not assigned to any of the clean clusters.

At the end of this process, we created clean clusters to be used for further classification. In this paper, we used the ensemble classification as it has proven itself to be more accurate than the traditional classification models. The next subsection details the benefits of the ensemble techniques and their working principle.

3.7. Ensemble Classification. Ensemble classification is carried out using the ensemble learning concept. One of the major tasks of any artificial intelligence algorithm is to create an adequate model using a given dataset. The process of generating such a model using the available data is called learning, whereas the learned model is referred to as the hypothesis. The learning algorithms that construct a set of classifiers and then classify the new data points by considering jointly their individual predictions are called the ensemble learning algorithms. The ensemble methods have been demonstrated to create more accurate models than their individual constituent classifiers [40–44]. The ensemble methods are known for their capability to boost weak learned models. Generally, other learning algorithms which give a single hypothesis face the following three types of fundamental problems:

(1) Statistical problems
(2) Computational problems
(3) Representation problems

The most common statistical problem faced by other algorithms is high variance, the computational problems are related to the computational variance and time, and the representation problem is related to high bias. The ensemble methods help reducing the bias, variance, and computation time. Therefore, we have adopted several ensemble classification methods for creating our recognition model, which resulted in a higher accuracy of activity recognition. In our experimental study, we considered advanced ensemble techniques, such as the stacking and bagging classifiers. Stacking is an ensemble ML algorithm that learns how to perfectly combine the predictions from several well-performing ML models. Its architecture comprises two or more base models (level-0 models) and a meta-model (level-1 model) which combines the predictions of the base models. The output of the base models is used as an input to the meta-model, which can be the probabilities or class labels for data classification. The training dataset for the meta-model is mostly prepared using a K-fold cross-validation of the base models. Therefore, stacking is often used to improve the modelling performance in different applications, including health monitoring and predictions [45, 46]. The other ensemble method, bagging, is an ensemble meta-estimator which fits the base classifiers on random subsets of the entire dataset and then
aggregates the individual predictions to form the final prediction. This meta-classifier can be used to reduce the variance of a black-box estimation methods, such as neural networks or gradient boost methods, by using randomly selected data for establishing separate prediction models and forming their ensemble output. The bagging classifiers have been found to be very effective in various applications [47, 48]. Therefore, we have created stacking and bagging classifier models using various meta-level classifiers and evaluated their performance using several statistical classification metrics. We found that the stacking classifier with the random forest (RF) as the meta-model performed the best as the activity recognition model in our proposed system. An illustration of a stacking ensemble algorithm is given in Figure 4. As shown in the figure, the original dataset is fed as input to the first level learners, which are the base classifier models. Using the outputs of these base models, a new dataset is generated for the second-level learner, which is the meta-classifier model. The aim is to train the base models using the original data and generate new data for training the meta-model so that the risk of overfitting can be avoided. When the same data is used to train the base and meta-models, there can be a high risk of overfitting. Hence, the instances used for generating the new dataset should be excluded from the training data used for the base models, and cross-validation is also recommended.

Therefore, in our experiment, we performed the K-fold cross-validation to train the models. In order to explain this in detail, we consider that given dataset $D = \{(x_1, y_1), \ldots, (x_n, y_n)\}$ are randomly split into $k$ equal parts approximately, $D_1, D_2, \ldots, D_k, D_j$ and $D_{(-j)}$ are defined as testing and training sets for the $j$th fold. Then, suppose $M$ learning algorithms are given; the output of the first-level learning algorithm $h_m(-j)$ is obtained by invoking the $m$th learning algorithm on $D_{(-j)}$. Then, for every element $x_i$ in $D_j$, a variable $z_{im}$ is defined to store the output $h_m(-j)$ for every $x_i$. So, at the end of this cross-validation process, the new dataset for the meta level learning algorithm is generated from the $M$ individual learners as

$$D_f = \{(z_{i1}, \ldots, z_{iM}, y_i)\}_{i=1}^n.$$

And the resulting output function from the meta level learner is given as $h^\prime$.

### 4. Statistical Evaluation Metrics

#### 4.1. Accuracy

Accuracy shows how often the classifier makes correct predictions. It is defined as the ratio of the number of correct predictions to the total number of predictions:

$$\text{accuracy} = \frac{\text{true positive} + \text{true negative}}{\text{true positive} + \text{true negative} + \text{false positive} + \text{false negative}} \times 100\%.$$ 

(3)

(2) Setting up a smart environment
(3) Data management
(4) Computational modelling
(5) Activity recognition or alert notification

#### 5. Proposed Smart HAR System

The detailed structure of proposed smart HAR system is shown in Figure 5. The system performs the following five major processes:

1. Data collection
2. Setting up a smart environment
3. Data management
4. Computational modelling
5. Activity recognition or alert notification

#### 5.1. Data Collection

This process is concerned with the generation of the data from the users of the smart HAR system. The data is collected by the wearable sensors. In our study, we used the data gathered from elderly people using wearable batteryless sensor devices because our aim was to propose this smart system for elderly people who need immediate assistance in emergency situations. However, setting up a smarter environment ensures the efficiency of this process and the overall quality of this proposed system which is dependent entirely on the data collected.

#### 5.2. Setting Up a Smart Environment

In this process, a smart environment for data collection from the wearable sensing devices, monitoring and issuing alerts to care takers, is set up. Here, we deployed a SG monitoring system with appropriate sensors, such as PMUs, to monitor the device operational status and the system data transmission status. An activity data log is collected using RFID reader antennas, which is used for recognizing the physical activities. However, use of appropriate sensors and wireless networks assists
Figure 5: Proposed smart HAR system.
in accurate monitoring the physical activities and recording a proper log of data in the cloud or on servers. But, the raw sensor data is likely very noisy; the data management process must also include data cleaning.

5.3. Data Management. There are three main tasks involved in the data management process. Firstly, the data which is collected have to be properly stored for future retrieval. Then, the collected data are likely to require transformation into a suitable format for creating a more accurate recognition model. Later, there is an increased likelihood of noise in the sensor-based data; therefore we have to perform data cleaning. In our study, we used data clustering for data cleaning as it is very efficient. In our experiment, we considered four activities typically performed by elderly people who live alone in their homes. We selected an appropriate dataset and applied the K-means++ clustering algorithm to group the data for these four activities. The clustering algorithm produced four clean clusters, which were fed as inputs into the activity classification model as a part of the HAR system training. Once the model is adequately trained using the ensemble classification method, it can be tested to recognize all the activity data that is generated from the sensors during the HAR system recognition stage. This process also takes care of the management of processed data.

5.4. Computational Modelling. In this process, the clustered output is fed to the ensemble classification model so that it can learn and formulate a hypothesis about the activities to be recognized during the training phase and ensure that those activities are accurately identified during the recognition phase. In our study, we used the stacking and bagging classifiers as the ensemble algorithms. We designed these models using four base models, including the logistic regression (LR), support vector machine (SVM), RF, and decision tree (DT) classifiers, and modified the meta-classifier or evaluation classification model using the outputs of the base models. However, the obtained models must be compared and evaluated to find the best one.

Hence, we compared the models using several statistical metrics. So, whenever there is abnormal activity identified by the model, the corresponding classification results are visualized. And, based on the classification result, the alert notification process is initiated.

5.5. Activity Recognition or Alert Notification. The activity recognition or alert notification is carried out based on the output of the computation model. As mentioned above, we included the SG system for monitoring the sensing device status separate from the sensing system gathering the activity data. Hence, the data collected from the smart environment also include the data related to the condition status of the monitoring devices. Therefore, the classification model can also be trained to classify the condition of the sensors, but this functionality will only be implemented in the future. This device status can be classified as working correctly, faulty, short-circuited, or no power. Thus, the alert notification is triggered not only in a medical emergency but also when the device operational status is deviating from correct working. Hence, the entire proposed HAR system for monitoring the elderly people physical activities is more reliable by monitoring the wearable sensing devices as well.

6. Results and Discussion

Using the publicly available dataset taken from the UCI repository, we performed an experiment using our proposed system with the hardware and software specifications listed in Table 2. We started the experiment with data cleaning using the K-means++ clustering algorithm for the four labeled activity classes (sitting on the bed, sitting in the chair, lying on the bed, and ambulating (walking and standing in the room)). An important feature of the K-means++ algorithm is intelligent initialization of centroids that produce better clusters. The steps to find such centroids are as follows:

(1) Select a random centroid point from the given dataset
(2) For each instance “i” in the dataset, find the distance \( x \) from that instance “i” to the closest, earlier chosen centroid
(3) Select the subsequent centroid from the dataset with the termination goal that the probability of selecting a point as centroid corresponds to the distance from the closest, recently selected centroid
(4) Repeat Steps 2 and 3 until we find the K centroid points

The output of the K-means++ clustering algorithm is shown in Figure 6. It produced four distinct clusters of activity labels based on the features such as acceleration, phase, and frequency selected from the given dataset. We used the elbow method to find the optimal number of clusters. The optimal \( k \) value for clustering all data samples was determined to be 4.

Next, a classification model was created using the clustered output, which supported improving the accuracy of the recognition results. We used ensemble classification techniques, including stacking and bagging classifiers. The models were created with base models including LR, SVM, RF, and DT classifiers. In this way, we created the following ensemble classification models: stacking-LR (S-LR), stacking-RF (S-RF), stacking-DC (S-DC), bagging-LR (BAG-LR), bagging-RF (BAG-RF), and bagging-DC (BAG-DC). These models were evaluated using several statistical metrics to identify the best classification model for the proposed system. Figures 7 and 8 show comparisons of training and testing accuracies from all the constructed models, from which we determined that the stacking model with RF performed much better than the remaining models.

However, in concluding which classification model is the best, we cannot restrict ourselves exclusively to the accuracy achieved by the models. Therefore, metrics such as precision, recall, and F1 score were also determined for both training and testing stage. These values are listed in Table 3. Higher
values of precision, recall, and F1 score indicate better classification results.

From the values listed in Table 3, we concluded that both stacking and bagging classifiers produced recognition models with good accuracies when RF was used as the meta-model. However, when all the metrics are compared, the stacking-RF model performed much better than the bagging-RF classifier. Thus, we have determined experimentally the best classification model to recognize the activities from the data recorded by the sensors. As a part of the future research, we will implement the monitoring the smart wearable devices to track their operational status and the associated classification model will be developed.

7. Conclusions

In this paper, we proposed a smart HAR system to identify the physical activities performed by elderly people and a SG monitoring system to track the wearable sensing device operational status for ensuring the data quality and sensing device as well as entire system reliability. A major challenge in the development of the HAR system was the creation of a more accurate activity recognition model. In this study, we used a combination of clustering and ensemble classification algorithms to increase the efficiency of the recognition model and provide accurate classification of predefined and abnormal activities, so that elderly people can be assisted promptly in emergencies.
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