Development Zones and Their Surrounding Host Cities in China: Isolation and Mutually Beneficial Interactions
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Abstract: The construction of development zones is an important strategic measure for China to attract foreign investment and open up more extensively to the outside world; for this reason, such zones are also of great significance to China’s regional development. Although the economic effects of development zones have received extensive attention from scholars, the interaction between the development zone and the host city that surrounds it has, to date, remained unexamined. To fill this gap, this research constructed a panel measurement analysis framework and selected 46 of China’s national development zones established from 2004 to 2018 as study samples and used Granger causality test method to reveal the causal relationship between the total factor productivity of the development zones and their surrounding host cities. The consequences exhibited a long-term causality between the total factor productivity of the development zones and that of the host cities in all the panels. Short-term causality, however, was only identified in the eastern and western area panels. The development zone is shown to significantly promote the development of its host city, albeit with a certain lag effect; conversely, the support function provided by the host city to the development zone was found to remain weak. Our research results provide a new perspective on realizing a mutually beneficial interaction between development zones and their host cities.
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1. Introduction

The development of cities has always been a key topic within the field of urban economics [1]. In the face of increasing marketization and globalization, cities are facing tremendous competitive pressure across the world. In order to take advantage of structural adjustments in global trade and the industrial division of labor, more and more countries are choosing to adopt the location-oriented policy of establishing development zones (DZs) [2]. DZs are usually delineated areas within a city that provide special incentives to introduce advanced technologies and absorb foreign investments, with the ultimate aim of stimulating economic development and increasing income levels [3]. According to the different types of economic activities that occur within them, DZs have been given different names, including “bonded zones”, “export processing zones”, “economic and technological development zones”, or “science and technology parks” [4]. Regardless of their label, however, they all have similar goals with respect to increasing regional competitiveness.

A consensus has not been reached within academic circles regarding the economic effects of DZs [5]. The preferential policies that are offered to attract investments and stimulate industrial agglomeration and capital accumulation within DZs have been shown to be effective at the regional scale and, thus, as being capable of promoting regional economic growth [6]. Despite this, the results of empirical studies on the economic benefits of DZs in different countries and regions differ greatly. Some scholars are optimistic about...
the economic effects of DZs [7]. For instance, the research by Busso et al. using census and business data found that, in the United States, DZs were effective in increasing local employment and wages [8]. Similarly, Ambroziak found that the establishment of DZs in poor areas of Poland had a significant role in promoting local economic development [9]. However, a considerable number of empirical results have shown the opposite—namely, that the establishment of DZs does not aid regional development. For instance, one study from California in the United States showed that the establishment of DZs did not increase local employment [10]. Similarly, research into Indiana’s DZs also supported this view [11]. Studies of South Africa have shown that the establishment of DZs did not solve South Africa’s economic development problems, achieving only limited success [12,13]. Canadian research has also confirmed that the establishment of DZs does not clearly promote regional employment growth [14].

For China, the construction of DZs has been an important strategic measure in opening up the country to the rest of the world. In the decades following the establishment of the first batch of DZs in 1984, they have developed rapidly [15]. By 2018, China had established 2544 DZs, including 552 state-level DZs and 1992 provincial-level DZs (the China Development Zone Audit Announcement Catalogue). While this has led to a number of problems [16–19], there is no doubt that DZs have played a pivotal role as a growth pole driving China’s rapid economic growth [20]. DZs are important spatial policies with respect to China’s industrialization and urbanization; they are also closely related to the surrounding cities and the regions in which they are located [21,22]. Especially in the context of new urbanization, the relationship between DZs and cities has become an important research topic in urban economics. New urbanization is a regional development strategy proposed by the Chinese government in recent years that aims to improve the quality of urbanization and achieve sustainable development. Investigating the interactive relationship between DZs and cities is of great significance to promote regional coordination and achieve new urbanization strategies [23].

The research has found that the host city plays an incentive and support role in the formation and development of DZs. The development of DZs cannot be separated from the resource and environmental backgrounds of the region and the social and economic foundations provided by the host city [24]. The city’s traffic accessibility, industrial structure characteristics, economic development vitality, and urban environmental quality all have a profound impact on the development of a DZ [25]. Especially in the site selection stage, the influence of the city that will host the DZ is significant [26]. As a special policy area, the DZ can make a far-reaching effect on the surrounding areas. The academic community summarizes this effect as the diffusion effect and polarization effect [27]. Some scholars believe that a DZ, as a regional growth pole of a city, can bring about polarization effects whereby they deprive the host city of development opportunities [28]. However, other scholars believe that, while attracting large amounts of foreign direct investments, China’s DZs also bring knowledge spillover effects to their surrounding areas [29].

While abundant studies exist with respect to the relationship between DZs and their host cities, such research has tended to focus independently on either DZs or host cities. When addressing the relationship between the two, research has mainly considered the influence of the DZ on the city; studies on the influence of the city on the DZ are, as a result, scarce. In addition, most of the existing studies are case studies, lacking general research on laws. To fill the above knowledge gaps, this paper constructs an econometric analysis framework and investigates the causal relationship between DZs and their surrounding host cities (SHCs). Its results reveal not only the spillover effect of the DZ on the SHC but also identifies a supporting role with respect to the SHC’s influence on the DZ. This research points to clarifying our views of the correlation between DZ construction and central city development and to providing a theoretical reference that can aid in achieving the mutually beneficial interactive development of DZs and cities.
2. Theoretical Support and Mechanism Analysis

For China, the goal of establishing a DZ is to attract foreign investments and introduce advanced technology and management experience. After decades of development, the economic vitality and output of a DZ represents the highest level of its host city. Therefore, we regard the DZ as the “growth pole” of a city. The Growth Pole Theory proposed by Perroux and the Core and Periphery Theory proposed by Friedman can explain the interactive relationship between a DZ and the SHC.

French economist Perroux put forward the Growth Pole Theory in the 1950s. He believes that the growth pole is a center of economic activity formed by the agglomeration of a leading sector or innovative enterprises. The growth pole has polarization and spillover effects in the process of regional economic development. The polarization effect leads to the accumulation of production factors at the growth pole, sacrificing the development of the surrounding areas. Correspondingly, the spillover effect is the diffusion of production factors in the growth pole to the surrounding areas, promoting the development of the surrounding underdeveloped areas.

American planning scholar Friedman put forward the Core and Periphery Theory in his representative book “Regional Development Policy” (1966). He pointed out that development comes from relatively few centers of change. Innovation spreads through these centers to the areas of interaction. The “core area” is the main center of innovation and change, and the “peripheral area” relies on the “core area”. Through multiple feedback effects, such as the dominance effect, information effect, linkage effect, etc., innovation will be diffused from the “core area” to the “peripheral area” and promote the economic growth of the “peripheral area”.

According to the above theories, the growth of a DZ in the forming stage mainly depends on the concentration of the production factors, so it shows a strong polarization effect. Where development opportunities in the region are limited, DZs can also bring about polarization effects whereby they deprive their SHCs of development opportunities. However, the DZ also conducts technical exchanges with the host city in the development process. Through the combined effect of access standards, elimination mechanisms, and agglomeration effects, a group of enterprises with higher productivity also tend to concentrate in DZs, resulting in the spillover effect [30,31]. When the DZ matures, it will begin to provide economic back-feeding to the SHC. Based on the development logic of the DZ, we believe that the interactive relationship between the DZ and the SHC is dynamic and has phase characteristics. In this process, the SHC provides an impetus for the development of the DZ, and the DZ has spillover and radiation effects on the development of the SHC.

The SHC provides a supporting effect on the development of the DZ through market selection and policy intervention. The creation of a suitable market environment in host cities is of great significance to the allocation of production factors in DZs. Since market selection cannot achieve the accumulation of production factors in a short period of time, it needs government policy promotion. Especially for China, the establishment of DZs has obvious policy interventions. First, the government provides preferential policies to guide foreign capital and multinational enterprises to invest in the DZ [32]. Second, the SHC carries out a series of institutional reforms to promote the free flow of production factors between the host city and the DZ. Third, the SHC government formulates access standards and elimination mechanisms to make real-time adjustments to enterprises in the DZ [33].

The DZ will also affect the development of the SHC through spillover effects. On the one hand, the DZ promotes the improvement of the technical level of the SHC through technology spillover effects [34]. On the other hand, the SHC has to learn DZ's efficient management model, which greatly improves the economic vitality of the host city [35]. The further growth of the host city requires reconfiguration of the production factors. At this stage, the production factors such as capital and labor flow in two directions between the SHC and the DZ. This paper summarizes the interaction mechanism between the DZ and the SHC (Figure 1).
3. Data Sources and Methods

3.1. Data Sources

The research object of this article is national economic and technological DZs, which are gradually established, and a considerable part of them were established after 2005. In order to balance the sample size and the research period, this article selected panel data from 2004 to 2018 for analysis. The research sample included 46 national economic and technological DZs. Since Ningbo, Hangzhou, Guangzhou, and Fuzhou each have two DZs, we merged the DZs of these four cities in order to eliminate the impact of cross-analysis. The final research sample comprised 42 national economic and technological DZs. The number of DZs in the eastern, central, and western regions were 22, 9, and 11, respectively (Table 1).

Table 1. Research sample and regional distributions.

| Region               | Cities of DZs                                                                 |
|----------------------|-----------------------------------------------------------------------------|
| Eastern Region (22)  | Beijing, Tianjing, Guangzhou, Hangzhou, Nanjing, Xiamen, Dalian, Shenyang, Fuzhou, Suzhou, Huizhou, Nantong, Ningbo, Qingdao, Qinhuangdao, Weihai, Wenzhou, Yantai, Yingshui, Lianyungang, Zhanjiang, Zhangzhou |
| Central Region (9)   | Harbin, Hefei, Nanchang, Taiyuan, Wuhu, Wuhan, Changchun, Changsha, Zhengzhou |
| Western Region (11)  | Chengdu, Guiyang, Hohhot, Kunming, Lanzhou, Nanning, Urumqi, Xi’an, Xining, Yinchuan, Chongqing |

Adopting an input–output perspective, we used the Malmquist index to evaluate the economic level of the DZs and their HCs. Based on the strategic positioning and development goals of the DZ, this paper selected fixed capital stock (FCS), foreign direct investment (FDI), and total imports (TI) as the input indicators and selected GDP and total exports (TE) as the output indicators. The strategic positioning of the DZ in China is to focus on the industry, foreign investments and exports, and is dedicated to the development of high technology. The GDP can comprehensively reflect the industrial added value and total industrial output value of the DZ. FDI can directly reflect the situation of foreign investment attraction. TE can reflect the DZ’s contribution to foreign exports. FCS and TI can basically represent the development of high-tech industries. Since the FCS cannot be obtained directly, the “perpetual inventory method” is used to estimate the annual FCS in this study. Data on the DZs came from the China Development Zone Yearbook [36]. In addition, we used statistical yearbooks and statistical bulletins of the relevant DZ to supplement the data. The data for the host city (HC) came from the China City Statistical Yearbook [37]. Data on the nonzone area of the host city, which we refer to as the “surrounding host city” (SHC), were obtained by subtracting the value of the DZ from the HC.
3.2. Method
3.2.1. Malmquist TFP Index Method

This study selected the Malmquist TFP index method to estimate the economic efficiency of the DZ and its SHC. Compared with the traditional static production efficiency, TFP as the dynamic efficiency can reflect the evolution trend of the production efficiency. The TFP index also has advantages in continuity, accumulation, and cross-cyclicality. Both the data envelopment analysis (DEA) and stochastic frontier analysis (SFA) can be used to evaluate the TFP. The DEA model is more flexible and more effective than the SFA and maintains several advantages when dealing with multiple input and output indicators. Caves first proposed the Malmquist TFP index method based on the DEA [38]. Fare et al. developed a nonparametric linear programming algorithm based on this [39], which is expressed as follows:

\[
TFP = \left( \frac{D_{0}^{t+1}(x_{0},y_{0})}{D_{0}^{0}(x_{0},y_{0})} \times \frac{D_{0}^{t}(x_{t+1},y_{t+1})}{D_{0}^{0}(x_{t},y_{t})} \right)^{1/2}
\]

where \(D_{0}^{t}(x_{t},y_{t})\) and \(D_{0}^{t+1}(x_{t+1},y_{t+1})\) are the 2 single periods investment distance functions, and \(D_{0}^{t+1}(x_{t+1},y_{t+1})\) and \(D_{0}^{0}(x_{t+1},y_{t+1})\) are the 2 inter-period investment distance functions. A TFP value greater than 1 indicates that the comprehensive efficiency has effectively improved; if the index is less than 1, the efficiency has been reduced [40].

3.2.2. Panel Econometric Methodology

In order to test whether DZs exert external effects on regional economic development and whether the regional economic environment affects the economic growth of DZs, we calculated the TFP of the DZ and the SHC and conducted a causal analysis on the TFP of the development of the DZ and the SHC. Drawing on existing research [41], the causality test in this paper consisted of the following parts (Figure 2).

![Figure 2. Research design of the causality test. Text 1 is the panel unit root test, text 2 is the panel cointegration test, and text 3 is the panel Granger causality test.](image-url)
• Panel unit root test

The panel unit root test is widely selected to test the stability of variables to prevent pseudo-regression phenomena [42,43]. This research adopted the widely used ADF unit root test method to determine whether the variables were stable [44]. The ADF test contains several independent unit root tests, and its model is expressed as follows [45]:

$$\Delta y_{it} = \alpha y_{i,t-1} + \sum_{j=1}^{p_i} \beta_{ij} \Delta y_{j,t-1} + X_{it} \Phi + \epsilon_{ij}$$  \hspace{1cm} (2)$$

where $\Delta$ is the first-order difference, $y_{it}$ is the test variable, $X_{it}$ is the column vector of the deterministic variable, $\Phi$ is the column vector of the regression coefficient, and $\epsilon_{ij}$ is the random error. The null hypothesis is that the variables have unit roots.

• Panel cointegration test

This article employed the Pedroni panel cointegration test so as to assess the cointegration relationship among the variables [46]. The cointegration test allowed us to identify whether a long-term stable relationship existed between the TFP of DZs and SHCs. The expression of the model is as follows [47]:

$$y_{it} = \alpha_i + \lambda_{it} + \sum_{j=1}^{m} \beta_{ij} x_{jit} + \epsilon_{ij}$$  \hspace{1cm} (3)$$

where $y_{it}$ is the test variable, $\alpha_i$ is the intercept term, $t$ is time, $m$ is the number of independent variables, and $\epsilon_{ij}$ is the random error. The null hypothesis is that there is no cointegration relationship among the variables. To test the estimated residuals, we ran the following regression for each group:

$$e_{it} = p_i e_{it-1} + \mu_{it}$$  \hspace{1cm} (4)$$

• Panel Granger causality test

Granger causality was first proposed by C. W. J. Granger [48], and after theoretical improvement [49,50], it has been widely adopted to test the causal relationship among variables [51,52]. The rationale of the Granger causality test is to define causality from the perspective of prediction. If the variable $X$ can predict variable $Y$, it means that variable $X$ is the Granger cause of variable $Y$. This study introduced a panel Granger causality test to determine the causal relations between the TFP of DZs and their SHCs. If the variables are cointegrated, a Granger causality test can identify the direction of the causal relationship between variables. The Granger causality test can identify short-term causality based on $F$ statistics and long-term causality based on error correction terms (ECT). The expression of model is as follows [53]:

$$\Delta TFPDZ_{it} = \alpha_{it} + \beta_{it} ECT_{it-1} + \sum_{i=1}^{l} \delta_{it} \Delta TFPDZ_{it-1} + \sum_{i=1}^{l} \nu_{it} \Delta TFPMC_{it-1} + \epsilon_{ij}$$  \hspace{1cm} (5)$$

$$\Delta TFPMC_{it} = \alpha_{it} + \beta_{it} ECT_{it-1} + \sum_{i=1}^{l} \delta_{it} \Delta TFPMC_{it-1} + \sum_{i=1}^{l} \nu_{it} \Delta TFPDZ_{it-1} + \epsilon_{ij}$$  \hspace{1cm} (6)$$

where $\Delta$ is the first-order difference, $\alpha_{it}$ is a constant term, $\nu_{it}$ and $\delta_{it}$ are undetermined parameters, $l$ is the lag length, and $\epsilon_{ij}$ is the white noise error.

• Impulse response

The impulse response function can describe the influence of one variable on other variables [54]. Specifically, when the random disturbance term impacts the model variables,
it can have an impact on the current and future values of all the variables in the vector autoregressive model. The expression of the model is as follows [55]:

\[
X_{it} = \sum_{p=1}^{2} \theta_{ip}X_{it-p} + \sum_{p=1}^{2} \theta_{ip}Y_{it-p} + \epsilon_{it} 
\]

(7)

\[
Y_{it} = \sum_{p=1}^{2} \theta_{ip}X_{it-p} + \sum_{p=1}^{2} \theta_{ip}Y_{it-p} + \epsilon_{it} 
\]

(8)

where \(\epsilon_{it}\) is innovation, and \(p\) is the order of lag. When \(\epsilon_{it}\) changes, the current and future values of \(X\) and \(Y\) in the model will also change. \(X_{it}\) is the response function of the variable \(X\) when a random disturbance item of the variable \(X\) is impacted, and \(Y_{it}\) is the response function of the variable \(Y\) when a random disturbance item of the variable \(Y\) is impacted.

4. Results and Discussion

4.1. Total Factor Productivity (TFP) of DZs and SHCs

In this study, we selected FAI, FDI, and TI as the input indicators, and GDP and TE were selected as the output indicators to measure the TFP of China’s major national DZs and their surrounding host cities from 2004 to 2018 (Figure 2). As shown in Figure 3, the total TFP value of the DZs making up the study sample was found to fluctuate greatly over the course of the study period but generally showed an upward trend. In most years, the DZs maintained a total TFP value greater than 1, with an average of 1.109, which indicates that the efficiency of the DZs greatly improved during the study period. Compared with the TFP values of the DZs, the total TFP value of the SHCs did not maintain as optimistic an outlook. In many years, the SHCs maintained TFP values that were less than 1, indicating that their efficiency declined in these years. On the whole, their average TFP was 1.005, and although the efficiency improved during the study period, to some degree, the rate was relatively small and only 0.5%.

Figure 3. Changes in the TFP of the DZs and SHCs.

In addition, we divided the TFP values for the DZs and their related SHCs into four panels: namely, the whole country and the eastern, central, and western regions. Table 2 provides the descriptive statistical results of the data. As shown in Table 2, the TFP of the DZs was higher than that of the SHCs in each panel, which indicates that, compared with their surrounding cities, the development zones maintained a higher technical level and a more reasonable production scale and allocation of the production factors. The average TFP of DZs in the western region was the highest at 1.243, which means that the efficiency...
of DZs in the western region has increased by 24.3% annually. In comparison, the average annual growth rate of DZs in the central region was only 3.3%. It is worth mentioning that the variance of the TFP in the DZs in the western region was also the largest.

Table 2. The descriptive statistical analysis of the panel data.

| Variable | Observations | Mean | Max | Min | Std. Dev. |
|----------|--------------|------|-----|-----|-----------|
| TFPdz    | 630          | 1.109| 9.358| 0.082| 0.712     |
| TFPshc   | 630          | 1.005| 4.083| 0.194| 0.315     |
| TFPdz    | 330          | 1.074| 6.62 | 0.341| 0.444     |
| TFPshc   | 330          | 0.989| 3.138| 0.38 | 0.190     |
| TFPdz    | 135          | 1.033| 2.46 | 0.34 | 0.302     |
| TFPshc   | 135          | 1.005| 4.083| 0.194| 0.402     |
| TFPdz    | 165          | 1.243| 9.358| 0.082| 1.204     |
| TFPshc   | 165          | 1.037| 3.893| 0.241| 0.419     |

4.2. Panel Unit Root and Cointegration Test

Before undertaking a causal analysis, this paper performed a unit root test on the panel data to identify the stationarity of the variables. In this study, we used the ADF unit root test method to determine the stationarity of the data. The results are shown in Table 3. Except for the TFPshc in the eastern region panel, all the other variables passed the 1% significance test, rejecting the null hypothesis with unit roots. This means that most of the variables were stable. After a difference, the TFPshc in the eastern panel also passed the 1% significance test, which indicated that it was stable at the first difference.

Table 3. The results of the ADF panel unit root test.

| Variable | Observations | Mean | Max | Min | Std. Dev. |
|----------|--------------|------|-----|-----|-----------|
| TFPdz    | 630          | 1.109| 9.358| 0.082| 0.712     |
| TFPshc   | 630          | 1.005| 4.083| 0.194| 0.315     |
| TFPdz    | 330          | 1.074| 6.62 | 0.341| 0.444     |
| TFPshc   | 330          | 0.989| 3.138| 0.38 | 0.190     |
| TFPdz    | 135          | 1.033| 2.46 | 0.34 | 0.302     |
| TFPshc   | 135          | 1.005| 4.083| 0.194| 0.402     |
| TFPdz    | 165          | 1.243| 9.358| 0.082| 1.204     |
| TFPshc   | 165          | 1.037| 3.893| 0.241| 0.419     |

Note: *** indicate significance at the 1% level.

After proving the stationarity of all the panel data, we select the Pedroni cointegration test method to test the cointegration relationships among the panel variables. Table 4 reports the test results of seven cointegration statistics. It can be seen from Table 4 that the seven cointegration statistics of the whole country and eastern, central, and western region panels all passed the 1% significance test, rejecting the null hypothesis that the variables are cointegrated. There is ample evidence to confirm the TFP of the DZs and that of their SHCs kept a long-term cointegration in all four panels.
Table 4. The results of the Pedroni cointegration test.

|                         | Whole Country | Eastern Region | Central Region | Western Region |
|-------------------------|---------------|----------------|----------------|----------------|
| Panel v-Statistic       | 3.427 ***     | 2.835 ***      | 3.427 ***      | 1.870 **       |
| Panel rho-Statistic     | −5.993 ***    | −7.911 ***     | −5.993 ***     | −5.701 ***     |
| Panel PP-Statistic      | −8.890 ***    | −15.906 ***    | −8.890 ***     | −9.608 ***     |
| Panel ADF-Statistic     | −7.287 ***    | −15.575 ***    | −7.287 ***     | −9.369 ***     |

Alternative hypothesis: common AR coefs. (within-dimension)

|                         | Whole Country | Eastern Region | Central Region | Western Region |
|-------------------------|---------------|----------------|----------------|----------------|
| Group rho-Statistic     | −3.609 ***    | −4.271 ***     | −3.609 ***     | −3.278 ***     |
| Group PP-Statistic      | −9.438 ***    | −14.482 ***    | −9.438 ***     | −14.024 ***    |
| Group ADF-Statistic     | −8.823 ***    | −13.110 ***    | −8.823 ***     | −10.227 ***    |

Alternative hypothesis: individual AR coefs. (between-dimension)

Note: **, and *** indicate significance at the 5% level, and 1% level.

4.3. Panel Granger Causality Test

The cointegration test showed a long-run stable relationship among the TFP of the DZs and that of their SHCs. We used a panel Granger causality test method to investigate the causality among the variables. Long-term causality was estimated by the error correction term (ECT) in the panel Granger test, while short-term causality was estimated by the F test of the difference terms. The causality test results are displayed in Table 5. From the results, we found that the ECT of each panel passed the significance test, which confirms that a long-term causality existed among the TFP of the DZs and that of their SHCs. Specifically, when the explanatory variable deviates from a long-term equilibrium relationship, the explained variable is adjusted quickly to correct the deviation.

Table 5. The results of the panel Granger causality test.

|                         | Whole Country | Eastern Region | Central Region | Western Region |
|-------------------------|---------------|----------------|----------------|----------------|
|                         | TFPdz         | TFPshc         | 0.699          | −0.438 **      |
|                         | TFPshc        | TFPdz         | 0.287          | −0.219 **      |
| Eastern Region          | TFPdz         | TFPshc         | 5.017 ***      | −0.736 *       |
|                         | TFPshc        | TFPdz         | 0.971 *        | −0.227 **      |
| Central Region          | TFPdz         | TFPshc         | 1.414          | −1.208 *       |
|                         | TFPshc        | TFPdz         | 2.268          | 0.465 *        |
| Western Region          | TFPdz         | TFPshc         | 4.737 ***      | −1.123 *       |
|                         | TFPshc        | TFPdz         | 0.270          | −0.100 **      |

Note: *, **, and *** indicate significance at the 10% level, 5% level, and 1% level.

In addition to the long-term Granger causality obtained through the ECT, this research also tested the short-run Granger causality between variables (Table 5). In the whole country and the central region panels, no short-term causality was found among the TFP of the DZs and that of their SHCs. For the whole country panel, we attributed this to the significant differences in the current situations of DZs in the various regions making up the panel. Existing studies have proven that the interactive relationship between the DZ and the SHC has a phase characteristic [34]. In the early stage of development of the DZ, relying on the preferential policies, the DZ had a strong advantage in the competition for funds, talent, and technical resources. At this stage, the DZ exerted a polarization effect and deprived the development opportunities of the SHC [56]. When the DZ was mature, its production mode and technical level had comparative advantages compared with the SHC, which drove the upgrading of the SHC’s industrial structure. In addition, while attracting large amounts of foreign direct investment, the DZs also brought knowledge spillover effects to their surrounding areas [57]. Due to the natural advantages of opening up the eastern region of China, the first batch of DZs in China were all established in the eastern region [32]. The DZs in the eastern region have taken the lead in realizing capital accumulation, which may exert a spreading effect in relation to the surrounding regions [58]. In contrast, the
DZs in the central and western regions have been established for a short time and have a relatively backwards foundation. These DZs are still in the stage of rapid growth during the research period, which can have a polarizing effect with respect to the surrounding areas. Opposite effects can easily offset each other at the national scale, leading to a lack of short-run causation [41].

A short-term bidirectional Granger causality was identified among the TFP of the DZs and that of their SHCs in the eastern area. The DZs in this area exhibit a significant spillover effect on the development of their surrounding host city. At the same time, the cities with DZs in the eastern region, such as Beijing, Shanghai, and Guangzhou, have relatively perfect supporting industrial facilities and infrastructures, which play an important role in promoting the further development of the DZs. For example, in order to attract foreign investment, Guangzhou invested 51.6 billion CNY in infrastructure construction from 1996 to 2000, which enabled the Guangzhou DZ to achieve rapid economic growth [59]. A short-term unidirectional Granger causality was identified between the TFP of the DZs and that of the SHCs in the western region; here, the DZ was shown to exhibit Granger causality in relation to the TFP of the SHC, but conversely, the SHC did not exhibit Granger causality regarding the TFP of the DZ. The DZs of the western region were thus found to have a positive influence on the development of their surrounding host cities [60]. However, due to the overall economic strength of the western cities still being weak, the infrastructure and market environment are not sufficient enough to drive the development of the DZs. Economic development can provide financial guarantees for investments in infrastructure construction [61]. The economic development of cities in the western region cannot effectively support the expansion of the DZs.

4.4. The Impulse Response Analysis

The impulse response function can simulate the long-run dynamic trajectory of one variable in relation to the impact from another variable. Hence, this research utilized the impulse response function to analyze the long-run interaction effects and regional differences between the TFP of the DZs making up the study sample and that of their SHCs. Figure 4 describes the estimated results of the impulse response function in the whole country and the eastern, central, and western regions within a 10-year time period. The gray area in Figure 4 represents the 95% confidence interval.

From Figure 4, it can be seen that the two variables responded quickly and significantly to the impacts of their own variables, indicating the presence of a certain economic inertia in the TFP of the DZs and the SHCs. The impact of the whole country and eastern region and western region panels can be expected to stabilize after 2 years. However, the response of the central region will have a fluctuating effect that will stabilize after 5 years. This indicates that the development of DZs and their SHCs is relatively unstable in the central region and that they will take a longer time to recover when affected by external influences.

For the whole country panel, the TFP of the SHCs did not respond significantly to shocks from the DZs. However, in the eastern and western areas panels, the TFP of the SHCs was significantly positive in response to shocks from the DZs after 1 year, reaching a peak after 2 years. In these regions, the DZs exhibited a marked positive influence on the progress of the SHCs, and the impacts had a certain lag effect (1 year). For the central region panel, when the TFP of the DZs was impacted, the responses of the SHCs showed a weak fluctuation trend. This provides a basis for the conclusion that the DZs and the SHCs operate separately in the central region.

The DZs did not respond strongly to the impacts of the TFP of the SHCs. After 1 year, the TFP of the DZs showed a weak positive response and then gradually stabilized. Although the results of the causality test confirmed that the SHCs had a marked positive influence on the progress of the DZs, this impact was not strong. On the one hand, the DZs had sound infrastructure facilities. When the surrounding environment changed drastically, the DZs showed strong stability. On the other hand, the TFP of the SHCs exhibited a weak
impact on the DZs, indicating that the supporting role of the SHCs in relation to the DZs remains weak.

The DZs did not respond strongly to the impacts of the TFP of the SHCs. After 1 year, the TFP of the DZs showed a weak positive response and then gradually stabilized. Although the results of the causality test confirmed that the SHCs had a marked positive influence on the progress of the DZs, this impact was not strong. On the one hand, the DZs had sound infrastructure facilities. When the surrounding environment changed drastically, the DZs showed strong stability. On the other hand, the TFP of the SHCs exhibited a weak impact on the DZs, indicating that the supporting role of the SHCs in relation to the DZs remains weak.

Figure 4. Graph of the results from the impulse response function. (A) The whole country panel, (B) the eastern region panel, (C) the central region panel, and (D) the western region panel.

5. Conclusions

Although much scholarly literature exists that has addressed the influence of DZs on urban development, few literatures have focused on the relationship between a DZ and its host city. Filling this gap, this article attempted to explore the causality between DZs and their SHCs from the perspective of TFP. To do this, the study adopted the DEA-based Malmquist production efficiency index method to estimate the TFP of DZs and their SHCs from 2004 to 2018 in China, constructing a quantitative analysis to explore the causality between the two.

The results of the panel unit root test showed that variables were stable at the first differences in all the panels. From the results of the cointegration test, we also found a long-term cointegration relationship among the TFP of the DZs and that of their SHCs. Given this, we then used the panel Granger causality test method to identify the causality among the variables. A long-term causal relationship was found between the TFP of the DZs and that of the SHCs in all the panels. Short-run causality, however, only existed in the eastern and western regions. Specifically, we identified a short-term bidirectional causal relationship between the TFP of the DZs and that of the SHCs in the eastern region and a short-term unidirectional causality in the western region. Furthermore, our test results confirmed that, in the central region, no short-run causality was found between the TFP of the DZs and that of the SHCs. We have reason to believe that the DZs in the central region are relatively isolated and do not have close contact with the surrounding areas.

The impulse response analysis was used to identify the dynamic relationship among the variables. We drew the following conclusions from the results of that analysis. First, the development of the DZs and the SHCs was unstable in the central region, and they will take a long time to recover when subjected to shocks from the outside world. Second, the
DZs exhibited a marked positive influence on the progress of their SHCs, and this impact showed a certain lag effect. Third, the DZs’ responses to the impacts exerted by the TFP of the SHCs were not strong, which means that the current support function of the SHCs remains weak.

By providing preferential policies, improving the investment environment, and innovating in terms of the systems and mechanisms, national DZs continue to attract factors of production and innovation and act as the growth pole of regional development [62,63]. However, with further development, the DZs also face problems with transformation and upgrading. Enhancing the connection between a DZ and its host city is the key to upgrading DZs’ functions. Based on the existing research, this paper constructed a research framework for the interaction between DZs and their SHCs. We found that, although a long-term causality exists between the economic development of DZs and that of SHCs, the short-run connection is still insufficient. In particular, the development of DZs in the eastern region has not established close enough ties with the surrounding areas. The overall environment of the cities in the western region was also shown to not be able to support further development of the region’s DZs. Our research results provide a new theoretical perspective on realizing mutually beneficial interactions between DZs and SHCs.

In addition, this article puts forward a number of targeted suggestions. First, the industrial connection between DZs and SHCs must be strengthened so as to ensure that the spillover effect of the DZs is felt. On the premise of respecting the laws of the market, the government should engage carefully in the industrial planning of DZs and their SHCs, as well as encouraging more extensive cooperation between enterprises inside and outside of DZs in order to form complementary upstream and downstream industrial chains, in this way strengthening the degree of connection between DZs and the surrounding areas. Second, the government needs to improve the construction of urban infrastructures and supporting services to enhance the supporting functions provided by host cities in relation to DZs. For example, the “islanding effect” of DZs can be broken by improving the transportation infrastructure connecting a DZ to its host city. Furthermore, increasing the number of medical and educational facilities that are located in a DZ is also critical to promoting the integrated development of a DZ and its SHC. Finally, to realize the integrated development of DZs and SHCs, system reform is indispensable. The development of Chinese cities is inseparable from the guidance provided by urban planning. Hence, it is necessary to treat DZs and their SHCs as a whole at the level of urban planning. Through unified planning, regional cooperation, and the division of labor can be strengthened, and the industrial functions of DZs can be coordinated with the urban functions of their host cities.

Due to the difficulty of data acquisition of a DZ, this article abandoned the DZs established in recent years when selecting samples. Moreover, the research results of this article only focused on the interactions between DZs and their SHCs, without in-depth discussion on their mechanisms. On the basis of this study, it might prove fruitful to further investigate how to optimize the data and perfect the method. Several potential future extensions of the direction of this work are thus proposed as follows. Firstly, it is necessary to obtain enterprise-level data to conduct research in the future. Other microscopic data are expected to be found in future studies so that this research topic can be addressed much better. Moreover, other models and methods can also be applied to future research to explore the interactive mechanisms between DZs and their SHCs.
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