Double Free-Layer Magnetic Tunnel Junctions for Probabilistic Bits
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Naturally random devices that exploit ambient thermal noise have recently attracted attention as hardware primitives for accelerating probabilistic computing applications. One such approach is to use a low barrier nanomagnet as the free layer of a magnetic tunnel junction (MTJ) whose magnetic fluctuations are converted to resistance fluctuations in the presence of a stable fixed layer. Here, we propose and theoretically analyze a magnetic tunnel junction with no fixed layers but two free layers that are circularly shaped disk magnets. We use an experimentally benchmarked model that accounts for finite temperature magnetization dynamics, bias-dependent charge and spin-polarized currents as well as the dipolar coupling between the free layers. We obtain analytical results for statistical averages of fluctuations that are in good agreement with the numerical model. We find that the free layers with low diameters fluctuate to randomize the resistance of the MTJ in an approximately bias-independent manner. We show how such MTJs can be used to build a binary stochastic neuron (or a p-bit) in hardware. Unlike earlier stochastic MTJs that need to operate at a specific bias point to produce random fluctuations, the proposed design can be random for a wide range of bias values, independent of spin-transfer-torque pinning. Moreover, in the absence of a carefully optimized stable fixed layer, the symmetric double-free layer stack can be manufactured using present day Magnetoresistive Random Access Memory (MRAM) technology by minimal changes to the fabrication process. Such devices can be used as hardware accelerators in energy-efficient computing schemes that require a large throughput of tunably random bits.

I. INTRODUCTION

Intrinsic randomness in nanodevices can be harnessed to do useful computational tasks, especially when the natural physics of a device map to a useful functionality, a principle sometimes expressed as “let physics do the computing” [1]. One such example is the physics of low-barrier magnets that can produce random fluctuations in magnetization which can be turned into fluctuations in resistances in Magnetic Tunnel Junctions (MTJs). Stochastic MTJs (sMTJ) and the stochastic behavior of MTJs have attracted a lot of recent attention both theoretically and experimentally [2–21]. It has been observed that even with relatively modest tunneling magnetoresistance of present day MTJs where the parallel to anti-parallel resistance ratios are small, fluctuations in resistances can be converted to electrical fluctuations that can be sensed by inverters or amplifiers [14, 22]. Such devices can be useful as compact, energy-efficient tunable true random number generators that can be interconnected to accelerate a wide range of computational tasks such as sampling and optimization [23].

Both theory and available experimental data suggest that when sMTJs are designed out of perpendicular easy axis MTJs (p-MTJ) where both the fixed and the free layer have perpendicular anisotropy, the fluctuations tend to be slow since even at the zero-barrier limit $E/k_B T \to 0$ ($E$ is the energy barrier of the magnet and $k_B$ is Boltzmann constant and $T$ is temperature) fluctuations ($\tau$) are of the order of $\tau^{-1} \approx \alpha \gamma H_{th}$ ($\gamma$ is the gyromagnetic ratio of the electron, $\alpha$ is the damping coefficient and $H_{th}$ is an effective thermal noise field given by $H_{th} = k_B T/M_s V_{ol.}$, $M_s V_{ol.}$ being the total magnetic moment) [24]. Even for a small magnet, for example with half a million spins, $\tau^{-1}$ is limited to frequencies around 1.5 MHz – 15 MHz for $\alpha = 0.01 – 0.1$. An alternative is to use circular disk magnets with no intrinsic anisotropy since by virtue of their large demagnetizing field, these magnets tend to produce much faster fluctuations [22, 25] with a precessional mechanism that has been theoretically analyzed [26, 27, 29] and recently observed in experiment [20, 28]. All focus on sMTJs, whether with in-plane or perpendicular easy-axis magnets, however, has been on magnetic stacks where there is a stable fixed layer and an unstable free layer that fluctuates in the presence of thermal noise. The current standard in spin-transfer-torque magnetoresistive random access memory (STT-MRAM) technology is to use p-MTJs [30] and switching to such in-plane easy-axis magnets with at least one stable fixed layer to get fast fluctuations is challenging from an industry standpoint, especially for miniaturized MTJs down to a few tens of nanometers where techniques to fabricate fixed layers have not been established.

In this paper, we propose and evaluate the possibility of using a double free layer MTJ where both layers are designed as circular in-plane easy-axis magnets. Such a
configuration can be easily achieved by starting from a typical STT-MRAM material stack structure comprised of CoFeB/MgO/CoFeB MTJs by making both the free and fixed layer magnets thicker such that their easy-axis orients in the plane of the magnet (FIG. 1). In the rest of this paper, we analyze the behavior of this double-free layer magnetic tunnel junction device. One advantage of this device comes from its simplicity: It is a completely symmetric device with two free layers that are in an in-plane configuration in equilibrium and this does not require a highly optimized magnetic stack design as it is based on the same CoFeB/MgO/CoFeB structure of standard p-MTJs. Another key feature of this device is its bias-independence over a wide range of voltages, which can be useful for designing devices to be used in probabilistic computing applications where a large throughput of tunable random bitstreams are needed. We note that double free layer structures similar to those shown in FIG. 1 have been discussed in the context of spin-torque nano oscillators (see for example Ref. [31–35]), however our focus in this paper is on fully superparamagnetic regime.

The rest of the paper is organized as follows: In Section II we develop a model to describe the dipolar interaction between the layers, starting from Maxwell’s equations in the magnetostatics regime. In Section III, we describe the finite temperature coupled macrospin model that describes the magnetization dynamics. In Section IV, we analyze the zero-bias behavior of the double free layer MTJ with analytical benchmarks that are obtained from equilibrium statistical mechanics. In Section V, we describe the fully voltage dependent model that considers bias-dependent spin-polarized currents that influence the free layers. Finally in Section VI, we show how the proposed device can be combined with modern transistors in a 1T/1MTJ circuit topology to deliver tunable randomness with fast fluctuations.

II. MAGNETOSTATICS

In the absence of any external magnetic field and intrinsic anisotropies, the energy of the 2-magnet system is fully specified by magnetostatics and is given by [36]:

\[
E = -2\pi M_s^2 \text{Vol} \left( \sum_{i=1}^{2} \hat{m}_i^T N_{ii} \hat{m}_i + \sum_{i,j, i \neq j} \hat{m}_i^T D_{ij} \hat{m}_j \right)
\]  

(1)

where \(M_s\) is the magnetic moment per volume, Vol. is volume, \(\hat{m}_i\) are the 3-component magnetization vectors, \(N_{ii}\) and \(D_{ij}\) are the demagnetization and the dipolar tensors, respectively (we adopt cgs units for magnetic models throughout). We have implicitly assumed the volume and the \(M_s\) to be the same for both magnets, which is true for all cases considered in this paper. We adopt a macrospin approach where the chosen volume corresponds to the volume of the magnet and \(\hat{m}_i\) are described as 3-component vectors. We numerically solve for \(D\) and \(N\) that are in general position dependent, but we average them within the volume of the target magnet to reduce these to single numbers for a given geometry.

Starting from the magnetostatics conditions where \(\nabla \times \vec{H} = 0\), we can define a magnetic potential \(\Phi\) such that \(-\nabla \Phi = \vec{H}\) and since \(\nabla \cdot \vec{B} = 0\) and \(\vec{B} = (\vec{H} + 4\pi \vec{M})\) always hold, we obtain \(\nabla^2 \Phi = 4\pi \nabla \cdot \vec{M}\), which is mathematically equivalent to the Poisson equation of electrostatics. To solve this equation we first introduce a Green’s function, \(G(\vec{r}, \vec{r}')\), defined as the potential at \(\vec{r}'\) due to a “unit” charge at source \(\vec{r}\). \(G\) can be readily identified from the definition of the Dirac-delta function [37], \(\nabla^2 (-1/(|\vec{r} - \vec{r}'|)) \equiv 4\pi \delta(\vec{r} - \vec{r}')\). Once this Green function is known, using the linearity of the potential [38], we can write the general solution for the magnetic potential as

\[
\Phi(\vec{r}) = \int \frac{d^3 \vec{r}'}{4\pi |\vec{r} - \vec{r}'|} G(\vec{r}, \vec{r}') \rho_M(\vec{r}')
\]  

(2)

where we have defined a magnetic source density, \(\rho_M(\vec{r}') = 4\pi \nabla \cdot \vec{M}\) which is only non-zero at the boundaries of the magnetic volume, assuming a uniformly magnetized body. The solution to the magnetic potential at position \(\vec{r}\) then becomes:

\[
\Phi(\vec{r}) = \int_{\text{Vol}} \frac{-\nabla \cdot \vec{M}}{|\vec{r} - \vec{r}'|} d\Omega
\]  

(3)

where Vol. is the volume of the source magnet. Now let us consider the specific case shown in FIG. 2a where we have
FIG. 2. Dipolar model: (a) The geometry and parameters in the calculation of dipolar fields between the two free layers. (b) Illustrative vector plot of the dipolar field due to the bottom layer (dashed box) at z = 0 plane. (c) The dipolar field $H_X$ due to a source magnet (bottom, +x polarized) with varying diameters (2R = 10, 20, 60, 100 nm) with a film thickness of t = 1 nm at a distance d = 1 nm (typical MgO thickness in MTJs) measured from the top of the source magnet with $M_s = 800$ emu/cc ≈ 1 T. At zero offset (circled points) the fields can be analytically calculated from Eq. 5. (d) z-directed fields along the offset direction. In our model, these fields average out to zero when summed over the target magnetic volume.

A cylindrical in-plane magnet, $\hat{M} = M_s \hat{z}$. The magnetic source density can be expressed as: $-\nabla \cdot \hat{M} = M_s \delta(R - r') \cos \phi$ since the magnetization abruptly becomes zero right outside the magnetic boundary. This allows us to write the magnetic potential as:

$$\Phi(\vec{r}) = \int_0^{2\pi} \int_{-\delta}^{\delta} \frac{d\phi}{\sqrt{(x-R\cos \phi)^2 + (x-R\sin \phi)^2 + (z-z')^2}} M_s R$$ (4)

where we introduced $\delta = t/2$, t being thickness of the magnetic layer (source). We have not found a closed form solution of this integral, though it can be partly integrated just along $z'$ after taking derivatives of $\Phi$ to obtain field expressions. These are not necessarily informative so we do not repeat them here but we used these partial integrals to ease the numerical integration of Eq. 4 (for another treatment, see for example, [39]). FIG. 2b shows a typical position dependent vector plot of this numerical integration. In FIG. 2c, we show typical results where the field strength increases for magnets with lower diameters, also observed in experiments with perpendicular MTJs [40] (Also see inset FIG. 4a for averaged out $D_{xx} = D_0$ values). This correspondence between pMTJs and the double free layer system considered here can be seen from the properties of the dipolar tensor, i.e., tr[DM] = 0 [41, 42].

As mentioned earlier, our approach of calculating dipolar tensor components is by averaging field over the target magnetic body, for example to compute $D_{xx}$, we first compute $H_X$ over the target magnet volume when the source is magnetized along $+x$ and take an average of this field to obtain a single value for $D_{xx}$. Eq. 4 can be easily integrated on the cylindrical axis ($x = 0, y = 0$) after taking the derivative $H_Z = -\partial \Phi/\partial z$ and this results in:

$$H_Z = \pi M_s \left( \frac{z - \delta}{\sqrt{R^2 + (z - \delta)^2}} - \frac{z + \delta}{\sqrt{R^2 + (z + \delta)^2}} \right)$$ (5)

FIG. 2c shows the application of this formula at zero offset which is defined as the dashed line in FIG. 2a that passes along the $y = 0$ line and this result matches the numerical integration. It might be tempting to use Eq. 5 to approximate the dipolar tensor coefficients analytically to obtain a single number but we found that this tends to significantly differ from the value we obtain after averaging over the volume, especially at larger diameters. With this method of calculating dipolar coefficients, we find that $D_{xy}, D_{yx}, D_{zx}, D_{zy}$ all average to zero which only leaves the diagonal components (see FIG. 2d). Moreover, the cylindrical symmetry of the problem ensures $D_{xx} = D_{yy} = D_0$ and from the symmetry of the dipolar tensor $D_{zz} = -2D_0$, leaving only one tensor coefficient to compute. Similarly, the diameter (2R) to thickness (t) ratios of all the magnets analyzed in this paper ensure $t/R \ll 1$, and the demagnetization tensor always has one component, $N_{zz} \approx -1$ which is what we use in the rest of the paper.

III. MAGNETIZATION DYNAMICS

Next, we describe the coupled magnetization dynamics model that considers two coupled Landau-Lifshitz-Gilbert (LLG) equations at finite temperature [43–45]:

$$\frac{d\hat{M}}{dt} = -\gamma|\hat{M}| \times \hat{H}_i - \alpha|\hat{M}|(\hat{m}_i \times \hat{m}_i \times \hat{H}_i)$$

$$+ \frac{1}{qN}(\hat{m}_i \times \hat{I}_S(V) \times \hat{m}_i) + \left( \frac{\alpha}{qN} (\hat{m}_i \times \hat{I}_S(V)) \right)$$ (6)

where $\alpha$ is the damping coefficient, $\gamma$ is the gyromagnetic ratio of the electron and $i$ is the magnet index, $i \in \{1, 2\}$. The effective field for each magnet is calculated according to Eq. 1. $H_i \equiv -\nabla \hat{m}_i E/(M_s Vol.)$ and $N = (M_s Vol.)/\mu_B$, and $\mu_B$ is the Bohr magneton. The effective field $H_i$ includes uncorrelated Gaussian noise ($H_{n,y,z}$) at each direction $(x,y,z)$ with the following statistical properties: $\langle H_{n}^i(t) \rangle = 0$, $\langle H_{n}^i(t)H_{n}^i(t') \rangle = D \delta(t - t')$ where $D = (2\alpha k_B T)/(\gamma M_s Vol.)$. In our model, this set of equations are solved self-consistently with a transport model for the MTJ, which provides the bias-dependent spin-polarized current, $I_S(V)$ at a given bias, which in
An important consideration when modeling circular disk nanomagnets in the macrospin approximation is the formation of vortex states [46]. However, for the highly reduced diameters (≤100 nm) and thicknesses (≤1 nm) considered in this paper, both detailed micromagnetic simulations [47–49] and available experiments [50–52] indicate that the macrospin modeling approach in the parameter ranges considered should be reasonably informative.

We solve the stochastic LLG equation using the transient noise function of HSPICE. We have extensively benchmarked this model by comparing its time-dependent statistical behavior with respect to the Fokker-Planck Equation [53] and as well as by comparing it against our own implementation that solves the Stratonovitch convention [54].

IV. ZERO-BIAS BEHAVIOR

It is instructive to analyze the zero-bias behavior (\(V = 0 \rightarrow \dot{I}_S = 0\)) of the two free layers before considering their interaction with spin-polarized currents. Starting from Eq. 1 and making use of the symmetry results described at the end of Section II, we can write:

\[
E = -4\pi M_s^2 \text{Vol}. \left[ -\frac{(m_1^z)^2}{2} - \frac{(m_2^z)^2}{2} + (D_0) m_1^z m_2^x + (D_0) m_1^y m_2^y - (2D_0)m_1^z m_2^z \right] \tag{7}
\]

Since both free layers are low-barrier magnets that fluctuate in the presence of thermal noise, it is instructive to calculate the cosine of the average angle between the free layers (\(\cos \theta_{1,2}\)) at zero-bias as this determines the resistance of the MTJ. This average can be written down from the Boltzmann distribution (switching to spherical coordinates):

\[
\langle \cos \theta_{1,2} \rangle = \frac{1}{2}\int \hat{m}_1 \cdot \hat{m}_2 \exp \left[ -\frac{E(\theta, \phi, \eta, \chi)}{k_B T} \right] d\theta d\phi d\eta d\chi \tag{8}
\]

where \((\theta, \phi), (\eta, \chi)\) are spherical coordinate pairs for the two magnets and \(Z\) is a normalization constant that ensures the total probability is 1. We cannot find a closed form expression for this integral but we can make progress by approximations. Introducing \(h_d \equiv 4\pi M_s^2 \text{Vol.} / k_B T\) and \(d_0 = D_0 h_d\), we note that for typ-
rical parameters \(M_x=800 \text{ emu/cc} \text{ and } 2R = 10 - 100 \text{ nm}, \ h_d \gg 1 \) indicating both magnets always roughly remain in the \((x, y)\) plane in equilibrium. Expressing this assumption mathematically, we expand the integrand in Eq. 8 at \((\theta, \eta) \rightarrow (\pi/2, \pi/2)\) and keeping the leading order terms, we obtain:

\[
\langle \cos \theta_{1,2} \rangle \approx \frac{I_1(d_0)}{I_0(d_0)} \tag{9}
\]

where \(I_n\) is the modified Bessel function of the first kind.

This simple expression determines the degree of coupling between the two layers in terms of the cosine of the angle between their magnetization and is entirely dependent on geometrical and material parameters. FIG. 4a shows a comparison of Eq. 9 with numerical simulation of Eq. 6 and we observe that the analytical expression reproduces the numerically observed average with high accuracy, especially at higher diameters where our assumption of \(h_d \gg 1\) becomes more accurate. The slight deviation at low diameters \((10, \ 20) \text{ nm}\) is due to this assumption becoming inaccurate. Eq. 9 is an important result of this paper, since as we see in Section V, the average angle behaves in a bias-independent manner, therefore Eq. 9 is approximately valid also in non-equilibrium condition. By providing the average degree of coupling between the layers in terms of material and geometric parameters, Eq. 9 could be useful in the design process of double-free layer magnetic tunnel junctions.

We observe from FIG. 4a (inset) that even though the average dipolar interaction strength \(D_0\) decreases at high diameters, the coupling strength observed through the average angle increases between the magnetizations increases (FIG 4a). The reason for this is that increasing the diameter increases volume and the dipolar coupling energy \(\propto d^2\) as \(\propto d\) with the dipolar interaction scales as \(\propto R^{-1}\). In other words, the decrease in the dipolar coupling at high diameters is not enough to compensate for the rapidly increasing dipolar energy. Another interesting observation is made when we observe the autocorrelation:

\[
C(\tau) = \frac{1}{T_p} \int m^x(t)m^x(t+\tau)dt \tag{10}
\]

of two in-plane components \(m^x\) (FIG. 4b), where \(T_p\) is the simulation period. The \(m^x\) components of each layer lose memory very rapidly in around 100 ps but the cosine of the angle between the magnets takes about 1 ns to get completely uncorrelated. Since this is the parameter that determines the resistance of the MTJ, it is the more relevant time scale to consider to generate random signals. Note that in our analysis, we did not include effects of exchange interaction between the layers that might be present in real MTJs, as we assume MgO produces a low degree of exchange coupling compared to the dipolar coupling [55] but this may require further investigation. We have also ignored the effect of an existing interfacial anisotropy in our energy model. Existence of a strong interfacial anisotropy may be detrimental to the speed of fluctuations [26], hence strategies to reduce it might be useful.

V. VOLTAGE DEPENDENT BEHAVIOR

In order to describe full bias dependence of the double-free layer MTJ, we first introduce our combined transport and magnetization dynamics model (FIG. 3). We describe the MTJ as a bias-dependent resistor that provides a bias-dependent spin-polarized current to two separate finite temperature LLG solvers described by Eq. 6. The LLG solvers provide magnetization vectors that change the resistance of the MTJ. This self-consistency between the resistance that depends on magnetization and magnetization that depends on resistance is well-defined since magnetization dynamics are far slower than electronic time scales, as such, at each time point the resistance of the MTJ can be taken as a lumped model that provides spin-polarized currents to the LLG solvers. Similarly the dipolar coupling acts “instantaneously”, providing up-
dated fields that are fed back into the LLG solver at each time step.

We model the bias-dependent conductance \( G_{MTJ} \equiv 1/R_{MTJ} \) based on two voltage-dependent interface polarizations [53, 57, 58]:

\[
G_{MTJ}(V) = G_0 \left[ 1 + P_1(V)P_2(V) \cos \theta_{1,2} \right] \tag{11}
\]

where \( V \) is the bias voltage across the MTJ, \( G_0 \) is the conductance measured when \( \cos \theta_{1,2} = \pi/2 \) and \( P_i(V) \) are the voltage dependent polarizations of the two interfaces. By a physically motivated choice of interface polarizations, this model reproduces the bias-dependence of the resistance, as well as the asymmetric bias dependence of the spin-polarized current, \( \vec{I}_S(V) \) [57]. A reasonable model for the polarization is [53]:

\[
P(V) = \frac{1}{1 + P_0 \exp(-V/V_0)} \tag{12}
\]

where \( P_0 \) is a parameter that is determined by the low-bias magnetoresistance and \( V_0 \) is determined by the high-bias features of the MTJ. This model is motivated by the observation that at higher voltages the polarization of the injected currents becomes weaker considering parabolic FM bands in contacts [57].

For simplicity, we assume a symmetric junction where \( P_1(V) = P_2(-V) = P(V) \) is satisfied and we drop the subscript to denote only one polarization function defined by Eq. 12. We also assume a weak dependence of polarization with respect to voltage by choosing a large roll-off parameter \( (V_0) \) compared to the applied biases of interest \((\approx \pm 0.5 \text{ V})\) for the p-bit considered in Section VI.

In actual experiments, the bias-dependence of the torque can be controlled by the roll-off parameter that can introduce asymmetries in larger biases depending on the bias asymmetry of spin-polarized currents similar to what is observed in standard MTJs [57].

With bias-dependent polarizations and conductance of the MTJ defined, we can define the magnetization dependent spin-polarized current in the channel as [57, 59]:

\[
\vec{I}_S(V) = G_0 V [P(V)\vec{n}_1 + P(-V)\vec{n}_2] \tag{13}
\]

where the total spin-polarized current is the vectorial sum of two components proportional to the magnetization of each layer. In typical descriptions of spin-transfer-torque in MTJs, only one of these terms appear since the fixed layer is assumed inert. In the double-free layer system however both magnets are active and they respond to spin-polarized currents that are polarized in the other magnets’ direction, therefore we need to consider the total spin-polarized current. A key point to note is that Eq. 13 describes the total spin-polarized current in the channel. For one free layer, \( +\vec{I}_S \) is incident to the ferromagnetic interface and for the other layer \( -\vec{I}_S \) is incident to the interface. Therefore, what is supplied to LLG equations differ by a minus sign (FIG. 3). This can also be intuitively understood by considering one free layer as the instantaneously fixed reference layer of the other one: A \( +V \) \((-V) \) bias that would make the layers parallel (antiparallel) would switch sign if we imagine the other magnet as the reference layer.

There is also another term that is along a direction that is orthogonal to both \( \vec{n}_1 \) and \( \vec{n}_2 \), the so-called field-like torque, but it is typically small compared to the main terms and we ignore it in this paper [60–62]. The form of Eq. 13 can be justified by microscopic quantum transport models based on the Non Equilibrium Green’s Function (NEGF) formalism that is able to reproduce the bias-dependence of torque and resistance values in experiments [57]. Even though there are two terms in Eq. 13, the individual magnetization dynamics of each free layer only picks up a torque from the transverse component of the other free layer [63] since the form of Eq. 6 ensures that \( \vec{n}_i \times \vec{I}_S \times \vec{n}_i \) cancels out components of \( \vec{I}_S \) along \( \vec{n}_i \). We put together all the ingredients discussed so far, the dipolar tensors based on Eq. 4, the finite temperature LLG dynamics based on Eq. 6 and the transport equations of MTJ described by Eq. 11, 12, 13 in a modular circuit environment [53] that is simulated in HSPICE (FIG. 3).

FIG. 5 shows representative voltage dependent characteristics of a double free layer MTJ. A striking finding is that the bias dependence of the resistance is approximately independent of the applied voltage, even in the presence of the full effect of spin-transfer-torque between the layers. The bias dependence also shows symmetry with respect to voltage, a result we intuitively expect since the device is completely symmetric with two identical free layers. FIG. 5a illustrates the dynamics of the free layers at different time instances. We observe that the free layers fluctuate close to the \( x-y \) plane but also occasionally picking up a \( z \)-component. These fluctuations are reminiscent of the fast precessional fluctuations of easy-plane magnets that have been examined in Refs. [20, 26, 27] but all with stable reference layers unlike the case considered here.

FIG. 5b shows the \( R \text{ vs } V \) characteristics of a 10 nm double-free layer MTJ where the resistance keeps fluctuating approximately uniformly between \( R_P \) and \( R_{AP} \) at all bias voltages. This bias-independence of the fluctuations is a significant advantage of the double-free layer MTJ since it can provide a fluctuating resistance over a wide range of values without getting pinned, unlike MTJs with fixed layers [14, 20] where the random fluctuation point needs to be identified carefully in an eventual device implementation. We also note from FIG. 5c that above 60 to 100 nm, the average of angle (and the resistance of the MTJ), even though random, is largely stuck around the \( R_{AP} \) value where the increasing dipolar energy with magnetic volume overcomes the thermal noise. For this reason, strategies to use scaled dimensions or low magnetic moment (\( M_s \)) materials will be useful.
VI. TUNABLE RANDOMNESS WITH DOUBLE FREE LAYER MTJ

In this section, we show how the double-free layer MTJ can be used to deliver a hardware binary stochastic neuron (BSN) functionality in a 1T/1MTJ circuit plus an inverter circuit (FIG. 6) based on Ref. [22] but we attach a source resistance $R_S$ to be able to shift the overall characteristics to the left or to the right similar to what was carried out in Ref. [14]. We use a High-Performance (HP) 14nm FinFET model from the Predictive Technology Model (PTM) [64] to model the NMOS and combine the NMOS model to our circuit model simulated in HSPICE. We choose the 20 nm MTJ (with the same parameters that were used in this paper) to illustrate the circuit operation (FIG. 6) since its average resistance ($1/G_0$) approximately matches the transistor resistance plus the source resistance ($R_S$) when the input to the NMOS is 0.4 V. Our purpose is not to provide a comprehensive circuit design of the BSN but simply to illustrate how the proposed MTJ that includes effects of thermal noise, dipolar coupling and bias-dependent spin and charge currents can be used to build a viable hardware BSN.

FIG. 6 shows the output of the inverter while the input gate voltage of the NMOS is swept from 0 to $V_{DD}$ whose average shows the familiar sigmoidal behavior of the binary stochastic neuron. One potential challenge in the design of double-free layer MTJs will undoubtedly be designing the average $P/\Delta P$ ratio of fluctuations. Indeed, as can be observed from FIG. 5c, the average resistance of the MTJ at different diameters is not in the middle of $R_P$ and $\Delta P$ values but closer to $R_P$ due to the dipolar coupling of the in-plane free layers. While at very high diameters $> 60$ nm, this ratio may mostly be skewed toward $R_P$, the skew at 20 nm can be mitigated by a source resistance ($R_S$) to center the sigmoid of the hardware BSN as shown in FIG. 6. We observe that changing this resistance value causes shift of the overall characteristics (with higher values causing a rightward shift).

Unlike previous stochastic MTJs where the bias point where fluctuations between $\Delta P$ and $R_P$ can significantly vary between different devices, the weak bias dependence of the proposed MTJ can be globally centered by a fixed source resistance. This difference between having to align each p-bit precisely at their midpoint by a different bias current and obtaining an approximately uniform randomness at all relevant bias voltages constitutes an important advantage of the proposed design that can be exploited at the system level. Secondary variations arising from differences in MTJ resistances and transistor process variations can further be dealt with at the “synaptic level” where weighted inputs of p-bits can be modified by constant biases to counter these variations. Further, probabilistic computations are generally robust to small variations [65, 66] and strategies that may counter such variations by adjusting the interconnection weights of probabilistic devices (as was done in Ref. [14]) can be useful.

Moreover, ultra-scaled MTJs beyond 20 nm can become truly random as predicted by Eq. 9 provided that we can match the resistance of the NMOS to that of the MTJ, either by transistor design or by an additional source resistance as we have shown in FIG. 6. Device level simulations have shown that BSN characteristics similar to those shown in FIG. 6 can be used as building blocks to design probabilistic circuits to solve optimization [22, 67, 68] and sampling problems to train neural networks [69]. Therefore, the proposed double-free layer MTJ can function in similar ways to be useful for these applications.

It is important to note that even though we have presented the double-free layer MTJ in terms of circular disk magnets that can fluctuate in nanosecond timescales, recent experimental [20, 28] and theoretical work [26, 27, 29] have now firmly established that elliptical in-plane easy axis magnets can also fluctuate in similar timescales. While the exact details of our model might be different, the double-free layer concept as a bias-dependent building block to build probabilistic bits applies to such structures with qualitatively similar results.

VII. CONCLUSION

We have proposed and analyzed a new magnetic tunnel junction with two free layers to generate random fluctuations using a comprehensive model where the dipo-
lar interaction, thermal noise and bias-dependent spin and charge currents have been considered. Our findings reveal an approximately bias-independent magnetization fluctuations that can produce random resistance values at a wide range of bias values which can simplify circuit design with such MTJs. Another key advantage of the proposed magnetic stack is in its simplicity: The two free layers can be completely symmetric and their in-plane magnetization can easily be achieved by modifying the existing STT-MRAM technology by increasing the thickness of both free and fixed layers. Repurposing STT-MRAM technology with double-free layer MTJs can lead to massively parallel tunable random number generators that can find useful applications in probabilistic computing.
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