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Abstract

Recent works have demonstrated that multilingual BERT (mBERT) learns rich cross-lingual representations, that allow for transfer across languages. We study the word-level translation information embedded in mBERT and present two simple methods that expose remarkable translation capabilities with no fine-tuning. The results suggest that most of this information is encoded in a non-linear way, while some of it can also be recovered with purely linear tools. As part of our analysis, we test the hypothesis that mBERT learns representations which contain both a language-encoding component and an abstract, cross-lingual component, and explicitly identify an empirical language-identity subspace within mBERT representations.

1 Introduction

Multilingual-BERT (mBERT) is a version of BERT (Devlin et al., 2019), trained on the concatenation of Wikipedia in 104 different languages. Recent works show that it excels in zero-shot transfer between languages, for a variety of tasks (Pires et al., 2019; Muller et al., 2020), despite being trained with no parallel supervision.

Previous work has mainly focused on what is needed for zero-shot transfer to work well (Muller et al., 2020; Karthikeyan et al., 2020; Wu and Dredze, 2019), and on characterizing the representations of mBERT (Singh et al., 2019). However, we still lack a proper understanding of this model.

In this work we study (1) how much word-level translation information is recoverable by mBERT; and (2) how this information is stored. We focus on the representations of the last layer, and on the embedding matrix that is shared between the input and output layers – which are together responsible for token prediction.

For our first goal, we start by presenting a simple and strong method to extract word-level translation information. Our method is based on explicit querying of mBERT: given a source word and a target language, we feed mBERT with a template such as “The word ‘SOURCE’ in LANGUAGE is: [MASK].” where LANGUAGE is the target language, and SOURCE is an English word to translate. Getting the correct translation as the prediction of the masked token exposes mBERT’s ability to provide word-level translation. This template-based method is surprisingly successful, especially considering the fact that no parallel supervision was provided to the model while training, and that word translation is not part of the training objective.

This raises the possibility of easy disentanglement between language identity and lexical semantics in mBERT representations. We test this hypothesis by trying to explicitly disentangle language-identity from lexical semantics under linearity assumptions. We propose a method for disentangling a language-encoding component and a language-neutral component from both the embedding representations and word-in-context representations. Furthermore, we learn the empirical “language subspace” in mBERT, which is a linear subspace that is spanned by all directions that are linearly correlative to the language identity. We demonstrate that the representations are well-separated by language on that subspace.

We leverage these insights and empirical results to show that it is possible to perform analogies-based translation by taking advantage of this disentanglement: we can alter the language-encoding component, while keeping the lexical component intact. We compare between the template-based method and the analogies-based method and discuss their similarities and differences, as well as their limitations.

The two methods together show that mBERT
acquired, to a large degree, the ability to perform word-level translation, despite the fact that it is not trained on any parallel data explicitly. The results suggest that most of the information is stored in a non-linear way, but with some linearly-recoverable components.

Our contribution in this work is two-fold: (a) we present two simple methods for word-level translation using mBERT, that require no training or finetuning of the model, which demonstrate that mBERT stores parallel information in different languages; (b) we show that mBERT representations are composed of language-encoding and language-neutral components and present a method for extracting those components. Our code is available at https://github.com/gonenhila/mbert.

2 Previous Work

Pires et al. (2019) begin a line of work that studies mBERT representations and capabilities. In their work, they inspect the model’s zero-shot transfer abilities using different probing experiments, and propose a way to map sentence representations in different languages, with some success. Karthikeyan et al. (2020) further analyze the properties that affect zero shot transfer by experimenting with bilingual BERTs on RTE (recognizing textual entailment) and NER. They analyze performance with respect to linguistic properties and similarities of the source and the target languages, and some parameters of the model itself (e.g. network architecture and learning objective). In a closely related work, Wu and Dredze (2019) perform transfer learning from English to 38 languages, on 5 tasks (POS, parsing, NLI, NER, Document classification), and report good results. Additionally, they show that language-specific information is preserved in all layers. Wang et al. (2019) learn alignment between contextualized representations, and use it for zero shot transfer.

Beyond focusing on zero-shot transfer abilities, an additional line of work studies the representations of mBERT and the information it stores. Using hierarchical clustering based on the CCA similarity scores between languages, Singh et al. (2019) are able to construct a tree structure that faithfully describes relations between languages. Chi et al. (2020) learn a linear syntax-subspace in mBERT, and point out to syntactic regularities in the representations that transfer across languages. In the recent work of Cao et al. (2020), the authors define the notion of contextual word alignment. They design a fine-tuning loss for improving alignments and show that they are able to improve zero-shot transfer after this alignment-based fine-tuning. One main difference from our work is that they fine-tune the model according to their new definition of contextual alignment, while we analyze and use the information already stored in the model. One of the closest works to ours is that of Libovický et al. (2019), where they assume that mBERT’s representations have a language-neutral component, and a language-specific component. They remove the language specific component by subtracting the centroid of the language from the representations, and make an attempt to prove the assumption by using probing tasks on the original vs. new representations. They show that the new representations are more language-neutral to some extent, but lack experiments that show a complementary component. While those works demonstrate that mBERT representations in different languages can be aligned successfully with appropriate supervision, we propose an explicit decomposition of the representations to language-encoding and language-neutral components, and also demonstrate that implicit word-level translations can be easily distilled from the model when exposed to the proper stimuli.

3 Word-level Translation using Pre-defined Templates

We study the extent to which it is possible to extract word-level translation directly from mBERT.

3.1 Word-level Translation: You Just Have to Ask

We present a simple and overwhelmingly successful method for word-level translation with mBERT. This method is based on the idea of explicitly querying mBERT for a translation, similar to what has been done with LMs for other tasks (Petroni et al., 2019; Jiang et al., 2019; Talmor et al., 2019). We experimented with seven different templates and found the following to work best: “The word [SOURCE] in [LANGUAGE] is: [MASK].” The predictions from the [MASK] token induce a distribution over the vocabulary, and we take the most probable word as the translation.

[1] where [SOURCE] is the word we wish to translate and [MASK] is the special token that BERT uses as an indication for word prediction, see Section A in the Appendix for the other templates.
| @1 | @10 | @100 | rank | log | win |
|-----|------|-------|------|------|-----|
| Baseline | 0.036 | 0.244 | 0.575 | 4.403 | 4.45 | - |
| Analogies | 0.105 | 0.463 | 0.737 | 2.458 | 3.19 | 89.8% |
| Template | 0.449 | 0.703 | 0.845 | 2.434 | 1.68 | 91.6% |

Table 1: Word-level translation results with the template-based method and the analogies-based method (introduced in Section 5). @1-100 stand for accuracy@k (higher is better), “rank” stands for the average rank of the correct translation, “log” stands for the log of the average rank, and “win” stands for the percentage of cases in which the tested method is strictly better than the baseline.

### 3.2 Evaluation

To evaluate lexical translation quality, we use NorthEuraLex² (Dellert et al., 2019), a lexical database providing translations of 1016 words into 107 languages. We use these parallel translations to evaluate our translation method when translating from English to other target languages.³ We restrict our evaluation to a set of common languages from diverse language families: Russian, French, Italian, Dutch, Spanish, Hebrew, Turkish, Romanian, Korean, Arabic and Japanese. We omit cases in which the source word or the target word are tokenized using mBERT into more than a single token.⁴ The words in the dataset are from different POS, with Nouns, Adjectives and Verbs being the most common ones.⁵ For all our experiments with mBERT, we use the transformer library of HuggingFace (Wolf et al., 2019).

#### Results

We report accuracy@k in translating the English source word into different languages (for k ∈ {1, 10, 100}): for each word pair, we check whether the target word was included in the first k retrieved words. Note that we remove the source word itself from the ranking.⁶ We report three additional metrics: (a) avg-rank: the average rank of the target word (its position in the ranking of predictions); (b) avg-log-rank: the average of the log of the rank, to limit the effect of cases in which the rank is extremely low and skews the average; (c) hard-win: percent of cases in which the method results in a strictly better rank for the translated word compared to the baseline. We take the predictions we get for the masked token as the method’s candidates for translation. As a baseline, we take the embedding representation of the source word and look for the closest words to it. Table 1 shows the results of the template-based method and the baseline. This method significantly improves over the baseline in all metrics and achieves impressive accuracy results: acc@1 of 0.449 and acc@10 of 0.703, beating the baseline in 91.6% of the cases.

#### Accuracy per POS

To get a finer analysis of this method, we also evaluate the translations per POS. We report results on the 3 most common POS: nouns, adjectives and verbs.⁷ As one might expect, nouns are the easiest to translate (both for the baseline and for our method), followed by adjectives, then verbs. See Table 2 for full results.

Note that the results for these common POS tags are lower than the average over the full dataset. We hypothesize that words belonging to closed-class POS tags, such as pronouns, are easier to translate.

### 3.3 Visualization of the Representation Space

To further understand the mechanism of the method, we turn to inspect the resulting representations. For each word pair, we feed mBERT with the full template and extract the last-layer representation of the masked token, right before the multiplication with the output embeddings. In Figure 1 we plot the t-SNE projection (Maaten and Hinton, 2008) of those representations, colored by language. The representations clearly cluster according to the target language. The ability of these representations to encode the target language may

²[http://northeuralex.org/](http://northeuralex.org/)

³We use this data also for experimenting with source languages other than English, in Section 5.

⁴Number of translated pairs we are left with in each language: Russian: 224, French: 429, Italian: 352, Dutch: 347, Spanish: 452, Hebrew: 158, Turkish: 199, Romanian: 243, Korean: 42, Arabic: 191, Japanese: 214.

⁵Number of words from each POS: ‘N’: 480, ‘V’: 340, ‘A’: 102, ‘ADV’: 47, ‘NUM’: 22, ‘PRN’: 9, ‘PRP’: 7, ‘FADV’: 4, ‘FPFRN’: 2, ‘CNJ’: 2, ‘FNUM’: 1.

⁶This removal mainly affects acc@1, since in many cases, the first retrieved word is the source word. This is a common practice, especially for the analogies-based method (Mikolov et al., 2013a).

#### Table 2: Word-level translation results per POS with the template-based method. The numbers in parathesis relate to the baseline.

| | @1 | @5 | @10 | @50 | @100 |
|-----|-----|-----|------|------|------|
| Noun | (0.044) | (0.109) | (0.279) | (0.520) | (0.593) |
| Adjective | (0.007) | (0.010) | (0.183) | (0.474) | (0.567) |
| Verb | (0.006) | (0.010) | (0.168) | (0.355) | (0.427) |
explain how this method successfully produces the translation into the correct language.

3.4 Predicting the Language

Due to the representations clustering based on the target language (rather than semantics), we hypothesize that mBERT is also capable of predicting the target language given the source word and its translation.

To verify that, we take the same template as before, this time masking the name of the language instead of the target word.\(^8\) We then compute acc@1,5,10 for all languages and report that for the 20 languages with the most accurate results in Table 3 (the full results can be found in Table 8 in the Appendix). The results are impressive, suggesting that mBERT indeed encodes the target language identity in this setting. The languages on which mBERT is most accurate are either widely-spoken languages (e.g. German, French), or languages with a unique script (e.g. Greek, Russian, Arabic). Indeed, we get a Spearman correlation of 0.53 between acc@1 and the amount of training data in each language.\(^9\)

We also compute a confusion matrix for the 20 most accurate languages, shown in Figure 2. In order to better identify the nuances, we use the square-root of the values, instead of the values themselves, and remove English (which is frequently predicted as the target language, probably since the template is in English). The confusion matrix reveals the expected behavior – mBERT confuses mainly between typologically related languages, specifically those of the same language family: Germanic languages (German, Dutch, Swedish, Danish), Romance languages (French, Latin, Italian, Spanish, Portuguese), and Semitic languages (Arabic, Hebrew). In addition, we can also identify some confusion between Germanic and Romance languages (which share much of the alphabet), as well as over-prediction of languages with a lot of training data (e.g. German, French).

4 Dissecting mBERT Representations

In the previous section, we saw that mBERT contains abundant word-level translation knowledge. How is this knowledge represented? We turn to analyze both the representations of words in context and those of the output embeddings.

It has been assumed in previous work that the representations are composed of a language-encoding component and a language-neutral component (Libovický et al., 2019). In what follows, we explicitly try to find such a decomposition: we decompose \( v = v_{\text{lang}} + v_{\text{lex}} \), where \( v_{\text{lang}} \) and \( v_{\text{lex}} \) are orthogonal vectors, \( v_{\text{lang}} \) is the part in the representation that is indicative of language identity, and \( v_{\text{lex}} \) maintains lexical information, but is invariant to language identity. Specifically, we test the hypothesis using the following interventions:

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Language & acc@1 & acc@5 & acc@10 \\
\hline
greek & 0.986 & 0.998 & 1.000 \\
russian & 0.943 & 0.994 & 0.998 \\
arabic & 0.794 & 0.963 & 0.984 \\
hebrew & 0.761 & 0.968 & 0.990 \\
german & 0.758 & 0.951 & 0.991 \\
japanese & 0.716 & 0.939 & 0.966 \\
korean & 0.664 & 0.905 & 0.949 \\
french & 0.637 & 0.976 & 0.992 \\
latin & 0.626 & 0.900 & 0.959 \\
polish & 0.576 & 0.728 & 0.803 \\
itian & 0.572 & 0.757 & 0.878 \\
spanish & 0.404 & 0.622 & 0.748 \\
turkish & 0.399 & 0.589 & 0.709 \\
dutch & 0.315 & 0.846 & 0.965 \\
welsh & 0.262 & 0.548 & 0.680 \\
swedish & 0.262 & 0.492 & 0.692 \\
hungarian & 0.254 & 0.395 & 0.493 \\
portuguese & 0.236 & 0.587 & 0.808 \\
danish & 0.231 & 0.388 & 0.567 \\
\hline
\end{tabular}
\caption{Prediction accuracy of the language, when the language is masked in the template (20 most accurate languages).}
\end{table}

\(^8\)We use all languages in NortEuraLex that are a single token according to mBERT tokenization – there are 47 such languages except for English.

\(^9\)We considered the number of articles per language from Wikipedia: https://en.wikipedia.org/wiki/Wikipedia:Multilingual_statistics, recorded in May 2020.
We formalize the decomposition objective defined when the language is masked in the template. 20 most frequent representations are included, English is omitted.

- Measuring the degree to which removing $v_{\text{lang}}$ results in language-neutral word representations.
- Measuring the degree to which removing $v_{\text{lex}}$ results in word representations which are clustered by language identity (regardless of lexical semantics).
- Removing the $v_{\text{lang}}$ component from word-in-context representations and from the output embeddings, to induce MLM prediction in other languages.

Splitting the representations into components is done using INLP (Ravfogel et al., 2020), an algorithm for removing information from vector representations.

4.1 mBERT Decomposition by Nullspace Projections

We formalize the decomposition objective defined earlier as finding two linear subspaces within the representation space, which contain language-independent and language-identity features. The recently proposed Iterative Null-space Projection (INLP) method (Ravfogel et al., 2020) allows to remove linearly-decodable information from vector representations. Given a dataset of representations $X$ (in our case, mBERT word-in-context representations and output embeddings) and annotations $Z$ for the information to be removed (language identity) the method renders $Z$ linearly unpredictable from $X$. It does so by iteratively training linear predictors $w_1, \ldots, w_n$ of $Z$, calculating the projection matrix onto their nullspace $P_N := P_N(w_1), \ldots, P_N(w_n)$, and transforming $X \leftarrow P_NX$. Recall that by the nullspace definition this guarantees $w_i P_N X = 0, \forall w_i$, i.e., the features $w_i$ uses for language prediction are neutralized.

While the nullspace $N(w_1, \ldots, w_n)$ is a subspace in which $Z$ is not linearly predictable, the complement rowspace $R(w_1, \ldots, w_n)$ is a subspace of the representation space $X$ that corresponds to the property $Z$. In our case, this subspace is mBERT language-identity subspace. In the following sections we utilize INLP in two complementary ways: (1) we use the null-space projection matrix $P_N$ to zero out the language identity subspace, in order to render the representations invariant to language identity\(^{10}\); and (2) we use the rowspace projection matrix $P_R = I - P_N$ to project mBERT representations onto the language-identity subspace, keeping only the parts that are useful for language-identity prediction. We hypothesize that the first operation would render the representations more language-neutral, while the latter would discard the components that are shared across languages.

**Setup** We start by applying INLP on random representations and getting the two mentioned projection matrices: on the nullspace, and on the rowspace. We repeat this process twice: first, for representations in context, and second, for output embeddings. For each of these two cases, we sample random tokens from 5000 sentences\(^{11}\) in 15 different languages, extract their respective representations (in context or simply output embeddings), and run INLP on those representations with the objective of identifying the language, for 20 iterations. We end up with 4 matrices: projection matrix on the null-space and on the rowspace for representations in context, and the same for output embeddings.

**TED corpus** For the experiments depicted in Sections 4 and 5, we use a dataset of transcripts of TED talks in 60 languages, collected by Ye

\(^{10}\)to the extent that language identity is indeed encoded in a linear subspace, and that INLP finds this subspace.

\(^{11}\)For the output embeddings, we exclude tokens that start with “##”, for the last layer representations, sampled tokens may include “CLS” or “SEP”.

Figure 2: Confusion matrix of language prediction when the language is masked in the template. 20 most accurate languages are included, English is omitted.
et al. (2018)\textsuperscript{12}. For the INLP trainings, we use the 15 most frequent languages in the dataset after basic filtering, 12 of which are also included in NorthEuraLex.

4.2 Language-Neutral and Language-Encoding Representations

We aim to use INLP nullspace and rowspace projection matrices as an intervention that is designed to test the hypothesis on the existence of two independent subspaces in mBERT. Concretely, we perform two experiments: (a) a cluster analysis, using t-SNE (Maaten and Hinton, 2008) and a cluster-coherence measure, of representations projected on the null-space and the row-space from different languages. We expect to see decreased and increased separation by language identity, respectively; (b) we perform nullspace projection intervention on both the last hidden state of mBERT, and on the output embeddings, and proceed to predict a distribution over all tokens. We expect that neutralizing the language-identity information this way will encourage mBERT to perform semantically-adequate word prediction, while decreasing its ability to choose the correct language in the context of the input sentence.

\textbf{t-SNE and Clustering} To test the hypothesis on the existence of a “language-identity” subspace in mBERT, we project the representations of a random subset of words from TED dataset, from the embedding layer and the last layer, on the subspace that is spanned by all language classifiers, using INLP rowspace-projection matrix. Figures 3 and 4 present the results for the embedding layer and the last layer, respectively. In both cases, we witness a significant improvement in clustering according to language identity. At the same time, some different trends are observed across layers: the separability is better in the last layer. Romance languages, which share much of the script and some vocabulary, are well separated in the last layer, but less so in the embeddings layer. Taiwanese and mainland Chinese (zh-tw and zh-cn, respectively) are well separable in the last layer, but not in the embedding layer. These findings suggest that the way mBERT encodes language identity differs across layers: while lower layers focus on lexical dimensions – and thus cluster the two Chinese variants, and the Romance languages, together – higher layers separate them, possibly by subtler cues, such as topical differences or syntactic alternations. This aligns with Singh et al. (2019) who demonstrated that mBERT representations become more language-specific along the layers.

To quantify the influence of the projection to the language rowspace, we calculate V-measure (Rosenberg and Hirschberg, 2007), which assesses the degree of clustering according to language identity. Specifically, we perform K-means clustering with the number of languages as K, and then calculate V-measure to quantify alignment between the clusters and the language identity. On the embedding layer, this measure increases from 35.5\% in the original space, to 61.8\% on the language-identity subspace; and for the last layer, from 80.5\% in the original space, to 90.35\% in the language-identity subspace, both showing improved clustering by language identity.

When projecting the representations on the null-space we get the opposite trend: less separation by language-identity. The full results of this complementary projection can be found in Section C in

\textsuperscript{12}https://github.com/neulab/word-embeddings-for-nmt
Figure 4: t-SNE projection of last-hidden-layer representation of random words from different languages, originally (top) and after projection onto the language-identity subspace (bottom).

Inducing Language-Neutral Token Predictions

By the disentanglement hypothesis, removing the language-encoding part of the representations should render the prediction language-agnostic. To test that, we take contextualized representations of random tokens in English sentences, and look at the original masked language model (MLM) predictions over those representations. We then compare these predictions with three variations: (a) when projecting the representations themselves on the null-space of the language-identity subspace, (b) when projecting the output embedding matrix on that null-space, (c) when projecting both the representations and the output embedding matrix on the null-space.

In order to inspect the differences in predictions we get, we train a classifier\(^{13}\) that given the embedding of a word, predicts whether it is in English or not. Then, we compute the percentage of

|      | top-1 | top-5 | top-10 | top-20 | top-50 |
|------|-------|-------|--------|--------|--------|
| NONE | 0.921 | 0.807 | 0.783  | 0.775  | 0.767  |
| INLP EMBED | 0.906 | 0.584 | 0.520  | 0.477  | 0.437  |
| INLP REPR | 0.908 | 0.550 | 0.484  | 0.444  | 0.403  |
| INLP BOTH | 0.868 | 0.488 | 0.414  | 0.366  | 0.325  |

Table 4: Percentage of English words out of top-k predictions of the MLM, when performing INLP on the output embeddings, on the representations in context or on both.

|      | avg-cos-sim |
|------|-------------|
| NONE | 0.471       |
| INLP EMBED | 0.443 |
| INLP REPR | 0.460 |
| INLP BOTH | 0.438 |

Table 5: Average cosine-similarity between the original token and the top-10 MLM predictions for it, when performing INLP on the output embeddings, on the representations in context or on both.

As expected, when projecting both the representations and the embeddings, we get most predictions that are not in English (the results are the average over 6000 instances).

The decrease in English predictions can be the result of noise that is introduced by the projection operation. To verify that the influence of the projection is focused on the language-identity, and not on the lexical-semantics content of the vectors, we employ a second evaluation that focuses on the semantic coherence of the predictions. We look at the top-10 predictions in each case, and compute the cosine-similarity between the original word in the sentence, and each prediction. We expect the average cosine-similarity to drop significantly if the new predictions are mostly noise. However, if the predictions are reasonably related to the original words, we expect to get a similar average. Since some of the predictions are not in English, we use MUSE cross-lingual embeddings for this evaluation (Conneau et al., 2017). The results are shown in Table 5. As expected, the average cosine similarity is almost the same in all cases (the average is taken across the same 6000 instances). To get a sense of the resulting predictions, we show four examples (of different POS) in Table 6. In all cases most words that were removed from the top-10 predictions are English words, while most new words are translations of the original word into other languages.

---

\(^{13}\)SCIKIT-LEARN implementation (Pedregosa et al., 2011) with default parameters.
Table 6: Examples of resulting top-10 MLM predictions before and after performing INLP on both the output embeddings and representations in context. Words in red (italic) appear only in the “before” list, while words in blue (underlined) appear only in the “after” list.

5 Analogies-based Translation

In the previous section we established the assumption that mBERT representations are composed of a language-neutral and a language-encoding components. In this section, we present another mechanism for word-translation with mBERT, which is based on manipulating the language-encoding component of the representation, in a similar way to how analogies in word embeddings work (Mikolov et al., 2013b). This new method has a clear mechanism behind it, and it serves as an additional validation for our assumption about the two independent components.

The idea is simple: we create a single vector representation for each language, as explained below. Then, in order to change the embedding of a word in language SOURCE to language TARGET, we simply subtract from it the vector representation of the SOURCE language and add the vector representation of the TARGET language. Finally, in order to get the translation of the source word into the target language, we multiply the resulting representation by the output embedding matrix to get a ranking over all the vocabulary, from the closest word to it to the least close.

5.1 Creating language-representation vectors

We start by extracting sentences in each language. From each sentence, we choose a random token and extract its representation from the output embedding matrix. Then, for each language we average all the obtained representations, to create a single vector representing that language. For that we use the same representations extracted for training INLP, as described in Section 4.1. Note that no hyper-parameter tuning was done when calculating these language vectors. The assumption here is that when averaging this way, the lexical differences between the representations cancel out, while the shared language component in all of them persists.

5.2 Performing Translation with Analogies

We are interested in translating words from a SOURCE language to a TARGET language. For that we simply take the word embedding of the SOURCE word, subtract the representation of the SOURCE language from it, and add the representation of the TARGET language. We multiply this new representation by the output embedding matrix to get a ranking over all the vocabulary, from the closest word to it to the least close.

5.3 Results

In Table 1 we report the results of translation using analogies (second row). The success of this method supports the reasoning behind it – indeed changing the language component of the representation enables us to get satisfactory results in word-level translation. While the template-based method, which is non-linear, puts a competitive lower bound on the amount of parallel information embedded in mBERT, this strictly linear method is able to recover a large portion of it.

Visualization of the Representation Space In contrast to the template-based method, t-SNE visualization of the analogies-based translation vectors reveals low clustering by language (see Figure 8 in Section D in the Appendix).
Translation between every Language Pair
The analogies-based translation method can be easily applied to all language pairs, by subtracting the representation vector of the source language and adding that of the target language. Figure 5 presents a heatmap of the acc@10 for every language pair, with source languages on the left and target languages at the bottom. We note the high translation scores between related languages, for example, Arabic and Hebrew (both ways), and French, Spanish and Italian (all pairs).

Figure 5: Acc@10 of word-level translation using analogies-based method, with source languages on the rows, and target languages on the columns.

6 Discussion
The template-based method we presented is non-linear and puts a high lower bound on the amount of parallel information found in mBERT, with surprisingly good results on word-level translation. The analogies-based method also gets impressive results, but to a lesser extent than the template-based one. In addition, the resulting representations in the analogies-based method are much less structured. These together suggest that most of the parallel information is not linearly decodable from mBERT.

The reasoning behind the analogies-based method is very clear: under linearity assumption we explicitly characterize and compute the decomposition to language-encoding and language-neutral components, and derive a word-level translation method based on this decomposition.

The mechanism behind the template-based method and the source of its success, however, are much harder to understand and interpret. While it is possible that some parallel data, in one form or another, is present in the training corpora, this is still an implicit signal: there is no explicit supervision for the learning of translation. The fact that MLM training is sufficient – at least to some degree – to induce learning of the algorithmic function of translation (without further supervised finetuning) is nontrivial. We believe that the success of this method is far from being obvious. We leave further investigation of the sources of this success to future work.

7 Conclusion
We aim to shed light on a basic question regarding multilingual BERT: How much word-level translation information does it embed and what are the ways to extract it? answering this question can help understand the empirical findings on its impressive transfer ability across languages.

We show that the knowledge needed for word-level translation is implicitly encoded in the model, and is easy to extract with simple methods, without fine-tuning. This information is likely stored in a non-linear way. However, some parts of this representations can be recovered linearly: we identify an empirical language-identity subspace in mBERT, and show that under linearity assumptions, the representations in different languages are easily separable in that subspace; neutralizing the language-identity subspace encourages the model to perform word predictions which are less sensitive to language-identity, but are nonetheless semantically-meaningful. We argue that the results of those interventions support the hypothesis on the existence of identifiable language components in mBERT.
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A Templates

The different templates are listed in Table 7, from the best performing to least performing. We report the results throughout the paper using the best template (first). Templates 5–7 fail completely, while templates 2–4 result in reasonable accuracy.

|   | The word ‘SOURCE’ in LANGUAGE is: [MASK]. |
|---|-----------------------------------------------|
| 1 | “SOURCE” in LANGUAGE is: [MASK]. |
| 2 | Translate the word ‘SOURCE’ into LANGUAGE: [MASK]. |
| 3 | What is the meaning of the LANGUAGE word [MASK]? ‘SOURCE’. |
| 4 | What is the translation of the word ‘SOURCE’ into LANGUAGE? [MASK]. |
| 5 | The translation of the word ‘SOURCE’ into LANGUAGE is [MASK]. |
| 6 | How do you say ‘SOURCE’ in LANGUAGE? [MASK]. |

Table 7: The different templates we experimented with.

B Predicting the Language

Table 8 depicts the results of language prediction from the template. We report acc@1,5,10 for all languages.

| languages       | acc@1 | acc@5 | acc@10 |
|-----------------|-------|-------|--------|
| greek           | 0.986 | 0.998 | 1.000  |
| russian         | 0.943 | 0.994 | 0.998  |
| arabic          | 0.794 | 0.963 | 0.984  |
| hebrew          | 0.761 | 0.968 | 0.990  |
| german          | 0.758 | 0.951 | 0.991  |
| japanese        | 0.716 | 0.939 | 0.966  |
| korean          | 0.664 | 0.905 | 0.949  |
| french          | 0.637 | 0.976 | 0.992  |
| latin           | 0.626 | 0.900 | 0.959  |
| polish          | 0.576 | 0.728 | 0.803  |
| italian         | 0.572 | 0.873 | 0.947  |
| spanish         | 0.503 | 0.757 | 0.878  |
| finnish         | 0.404 | 0.622 | 0.748  |
| turkish         | 0.399 | 0.589 | 0.709  |
| dutch           | 0.315 | 0.846 | 0.965  |
| welsh           | 0.262 | 0.548 | 0.680  |
| swedish         | 0.262 | 0.492 | 0.692  |
| hungarian       | 0.254 | 0.395 | 0.493  |
| portuguese      | 0.236 | 0.587 | 0.808  |
| danish          | 0.231 | 0.388 | 0.567  |
| malayalam       | 0.216 | 0.587 | 0.712  |
| irish           | 0.182 | 0.598 | 0.762  |
| kannada         | 0.180 | 0.714 | 0.850  |
| lithuanian      | 0.170 | 0.357 | 0.507  |
| bengali         | 0.156 | 0.609 | 0.746  |
| ukrainian       | 0.147 | 0.831 | 0.894  |
| telugu          | 0.132 | 0.636 | 0.819  |
| basque          | 0.126 | 0.249 | 0.359  |
| estonian         | 0.126 | 0.374 | 0.510  |
| albanian        | 0.117 | 0.225 | 0.323  |
| croatian        | 0.106 | 0.279 | 0.353  |
| norwegian       | 0.105 | 0.280 | 0.395  |
| catalan         | 0.104 | 0.317 | 0.512  |
| czech           | 0.080 | 0.251 | 0.361  |
| romanian        | 0.069 | 0.110 | 0.164  |
| armenian        | 0.060 | 0.368 | 0.588  |
| tamil           | 0.057 | 0.467 | 0.608  |
| bulgarian       | 0.040 | 0.582 | 0.815  |
| hindi           | 0.037 | 0.467 | 0.775  |
| latvian         | 0.036 | 0.118 | 0.202  |
| breton          | 0.017 | 0.127 | 0.209  |
| slovak          | 0.003 | 0.076 | 0.196  |
| tatar           | 0.000 | 0.001 | 0.013  |
| ket             | 0.000 | 0.008 | 0.092  |
| georgian        | 0.000 | 0.073 | 0.183  |
| lak             | 0.000 | 0.000 | 0.000  |

Table 8: Prediction accuracy of the language, when the language is masked in the template.

C t-SNE for Nullsapce-Projected Vectors

Figure 6: t-SNE projection of the last-hidden-layer representations of random words from different language, originally (top) and after (bottom) nullspace projection.

In figures 6 and 7 we present a t-SNE projection of the representations in the embeddings layer.
and the last layer, projected onto INLP nullspace – a subspace which discards information relevant for language-identity prediction. As expected, the nullspace does not encode language identity: V-measure drops to 11.5% and 11.4% in the embeddings layer and in the last layer, respectively.

D Visualization of the Representation Space

We plot the t-SNE projection of the representations of the analogies-based method (after subtraction and addition of the language vectors), colored by target language. While the representations of the template-based method are clearly clustered according to the target language, the representations in this method are completely mixed, see Figure 8.