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ABSTRACT
Crowd counting is a regression task that estimates the number of people in a scene image, which plays a vital role in a range of safety-critical applications, such as video surveillance, traffic monitoring and flow control. In this paper, we investigate the vulnerability of deep learning based crowd counting models to backdoor attacks, a major security threat to deep learning. A backdoor attack implants a backdoor trigger into a target model via data poisoning so as to control the model’s predictions at test time. Different from image classification models on which most of existing backdoor attacks have been developed and tested, crowd counting models are regression models that output multi-dimensional density maps, thus requiring different techniques to manipulate. In this paper, we propose two novel Density Manipulation Backdoor Attacks (DMBA∗ and DMBA†) to attack the model to produce arbitrarily large or small density estimations. Experimental results demonstrate the effectiveness of our DMBA attacks on five classic crowd counting models and four types of datasets. We also provide an in-depth analysis of the unique challenges of backdooring crowd counting models and reveal two key elements of effective attacks: 1) full and dense triggers and 2) manipulation of the ground truth counts or density maps. Our work could help evaluate the vulnerability of crowd counting models to potential backdoor attacks.

CCS CONCEPTS
- Theory of computation → Backdoor models; - Computing methodologies → Computer vision problems.
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1 INTRODUCTION
Crowd counting aims to infer the number of people or objects in an image via density regression learning. It has found impactful applications in safety-related scenarios, such as crowd management[16, 17, 21, 65, 69, 72], traffic control[14, 45, 71], and infectious disease control [1, 35, 43, 53]. The current state-of-the-art crowd counting models are mostly convolutional neural networks (CNNs) [28, 36, 38, 41, 42, 48, 55, 57, 63, 66, 72, 77, 78]. However, CNNs have been shown to be vulnerable to backdoor attacks which is one type of training attacks that inject a backdoor trigger into the target model by poisoning only a small portion of the training data with a trigger pattern [8, 13, 39]. The backdoor can then be activated at inference time to control the model to constantly predict the backdoor class whenever the trigger pattern appears. Backdoor attacks pose severe security threats to CNNs in real-world scenarios [11, 27, 58, 59, 67]. While backdoor attacks have been extensively studied on image
classification models [5, 23, 26, 33, 40, 47, 52, 62, 68, 74], the vulnerability of crowd counting models – one type of regression models – to backdoor attacks is still an open problem.

The key of backdoor attacks is to trick the model to learn a strong but task-irrelevant correlation between a trigger pattern and a target label. This can be easily achieved on image classification models as the input image is only associated with a single target (i.e., the class label) [8, 13]. One common type of backdoor attacks are “dirty-label” attacks that flip the labels of the poisoned images (i.e., images with the trigger pattern) to the target label to help establish the backdoor correlation. The other types of attacks are “clean-label” attacks that only poison the images (does not change their ground-truth labels) but leverage other enhancing techniques like adversarial perturbation or modifying the training procedure to build the backdoor correlation. In this work, we explore “dirty-label” attacks to attack crowd counting models, aiming to gain more understandings from the simplest and most classic attack settings for this special regression task.

For dirty-label attacks, a simple 3x3 black-white square, or even a single pixel [13], can work as an effective trigger pattern against image classification models. However, crowd counting models have multi-dimensional output space, where the output is a density map of the same size as the input image [18, 43, 69, 70, 72]. Therefore, it is hard to trick a crowd counting model to learn the correlation between a small trigger pattern and a high-dimensional density map, due to the interference of dense backgrounds. For instance, in Fig. 1, the small-patch triggers used by existing backdoor attacks are not effective on crowd counting models: the predicted densities (the middle three columns) are still very similar to the clean image. The last two columns show the effectiveness of our DMBA attack in manipulating the model to predict extremely low (DMBA−) or high (DMBA+) densities for the same test image. All attacks use the same density map altering strategy.

Figure 1: The attack performance of traditional small-patch (5x5 patch) triggers and our DMBA trigger (large background) on a CSRnet model [28]. Each column shows an example test image (top) and its predicted density (bottom). The backdoored models (right 5 columns) were trained on poisoned (poisoning rate γ = 0.2) data by the same trigger pattern as in the example test image. The last two columns show the effectiveness of our DMBA attack in manipulating the model to predict extremely low (DMBA−) or high (DMBA+) densities for the same test image. All attacks use the same density map altering strategy.

To summarize, our main contributions are as follows:

- We study the vulnerability of crowd counting models to backdoor attacks and reveal the unique challenges of backdooring crowd counting models. To the best of our knowledge, this is the first backdoor study on crowd counting models.
- We propose two novel Density Manipulation Backdoor Attack (DMBA+) attacks with effective background trigger designs and density altering strategies to attack crowd counting models to output overly small or large density estimations.
- We demonstrate the effectiveness of our DMBA attacks on 5 popular crowd counting models and 4 types of datasets, and provide a set of in-depth understandings on the key elements and trade-offs in backdoor attacking crowd counting models. We also show the effectiveness of our attack against advanced defenses including pruning, fine-pruning [34] and ANP [62].

2 RELATED WORK

Here, we briefly review the related works in the fields of crowd counting and backdoor attack.

Crowd Counting. Early crowd counting works exploit methods like “counting-by-detection” [31, 56, 60] or “counting-by-density-estimation” [4, 19, 22] to estimate the counting value. “Counting-by-detection” requires one-by-one detection and tracking of the heads or bodies in an image to produce the final counting result [12, 61]. Regression-based methods first train a regressor, such as Gaussian Process or Random Forest regressors, to estimate the density in different parts of the image, then integrate the local densities into a global density map to estimate the final value [22]. These two traditional methods are quite effective for counting low-density crowds. However, they often require a huge amount of computational resources and are not effective for dense scenes. With the advancement of deep learning, CNN-based density estimation models [28, 72] have been proposed to show better performance than the
traditional methods. Since then, crowd counting has been gradually shifted from detecting individuals to regression learning the skill to predict a full density map, as this can best utilize the superior representation learning capabilities of CNNs. More recent works propose MFDC [38], SDNet [41], STANet [57], C2MoT [63], URC [66], ASNet [78] and DMCount [55] models/methods to help produce more accurate counting results in diverse scenes. As counting models are improving over the years, their security to potential adversaries has attracted increasing attention. For example, two recent studies have found that crowd counting models are vulnerable to adversarial attacks [37, 64], one type of test-time attacks against deep learning models. To the best of our knowledge, no prior work has studied the vulnerability of crowd counting models to potential backdoor attacks. In this paper, we will fill the gap with two simple but effective backdoor attacks.

**Backdoor Attacks.** Existing backdoor attacks can be categorized in different ways. According to whether or not the adversary needs to alter the ground truth labels of the poisoned samples, they can be categorized into “dirty-label” attacks [8, 13, 39, 40, 51] vs. “clean-label” attacks [29, 46, 49, 74, 76]. According to whether or not the adversary needs to temper with the training process, there are “data-poisoning” attacks [2, 8, 13, 15, 40, 74] which only poison the training data and “training-manipulation” attacks which not only poison the training data but also modify the training procedure [9, 44, 68, 73]. There are also attacks that directly alter the parameters of a well-trained model [39]. The design of effective and stealthy trigger patterns is a key task of backdoor attack. Existing trigger patterns proposed to attack image classification models include a single pixel [51], a small black-white patch [13], or blending image [8], adversarial patches [74], superimposed sinusoidal signal [2], reflection background [40], invisible patterns [6, 24, 30, 46], and dynamic (sample-wise) patterns [25, 44].

In this work, we focus on the most classic “dirty-label” attacks under the “data-poisoning” setting. The most closely related works to ours are the blending attack [8], Refool [40] and sinusoidal signal [2], which all exploit large background trigger patterns to attack image classifiers. In our experiments, we will show that, while large and dense background trigger patterns are optional (or even slightly less effective) for attacking classification models, they are key to successful backdoor attacks on crowd counting models. With carefully designed (large and dense) background trigger patterns, we further propose two complementary density map altering strategies so as to attack the model to output overly low or high density maps.

## 3 BACKDOOR ATTACKS ON CROWD COUNTING

In this section, we first introduce our threat model and formulate the problem of backdoor attacking crowd counting models. We then introduce our proposed Density Manipulation Backdoor Attacks and their two key components: 1) trigger pattern injection and 2) density map altering.

### 3.1 Threat Model

Following prior works on image classification backdoor attacks [13, 40], here we adopt the “dirty-label” and “data-poisoning” threat model. Under this threat model, the adversary only has access to a small subset of the training data including the images and the ground truth files. In crowd counting, a ground truth file of an image contains the position information of all the heads in the image, based on which the corresponding density map can be derived (the detailed derivation is in Section 3.3.2). Note that the adversary cannot tamper with the training procedure. This is to simulate common real-world scenarios where large-scale training datasets are often outsourced from untrusted sources whereas the training is done privately on a secured server. Note that there is also a “training-manipulation” threat model that allows the adversary to control the training procedure. It should be noted that our threat model is one commonly adopted threat model by many existing backdoor attacks and is known to be weaker than the other “training-manipulation” threat model [26], which needs access to model training. Besides the training images, we also allow the adversary to alter the ground truth density maps (via modifying the ground truth files). This “data-poisoning” and “dirty-label” threat model allow us to develop essential understandings of the backdoor vulnerability of crowd counting models, which could benefit other threat models and help develop effective defense methods for secure regression learning.

### 3.2 Problem Formulation

Given a set of $N$ training images $\mathcal{D} = \{(x_i, p_i^{gt})\}_{i=0}^N$ with each image $x_i \in \mathbb{R}^{C \times H \times W}$ and $C, H, W$ denote the number of channels, height and width respectively, and $p_i^{gt}$ is its ground truth set of 2D points that record the position of each head in the image: $p_i^{gt} = \{p_j^{i} \}_{1 \leq j \leq c_i}$ with $c_i$ the ground truth count (i.e., the total number of heads in $x_i$). A dot (head indicator) map $m_i$ can be constructed from the point set $p_i^{gt}$ as follows:

$$m_i(p) = \sum_{j=1}^{c_i} \delta(p - p_j^{i}), \quad p \in x_i, p_j^{i} \in p_i^{gt},$$

where, $p$ is a point in image $x_i$ and $\delta(p - p_j^{i})$ is an operation that converts image $x_i$ into a binary map that has value one at the head positions ($p_j^{i}$) and zero elsewhere. A Gaussian kernel $[32]$ can then be applied to convert $m_i$ into a continuous ground truth density map as follows:

$$z_i^{gt}(p) = \sum_{j=1}^{c_i} N^{gt}(p \mid \mu = p_j^{i}, \sigma^2), \quad p \in m_i, p_j^{i} \in p_i^{gt},$$

where, $N^{gt}(p \mid \mu, \sigma^2)$ is a multivariate Gaussian with mean $\mu$ and standard deviation $\sigma$. In the clean (no backdoors) setting, a crowd counting model $F_D(\theta)$ are the model parameters is trained on training dataset $\mathcal{D}$ to minimize the following empirical error:

$$\min_{\theta} \frac{1}{2N} \sum_{i=1}^{N} \left\| z_i - z_i^{gt} \right\|_2^2,$$

where, $\hat{z}_i = F_D(x_i)$ is the predicted density map and $z_i^{gt}$ is the ground truth density map. A backdoor adversary will poison a small proportion of the training data, in which case, the training dataset becomes $\mathcal{D} = \mathcal{D}_c \cup \mathcal{D}_p$ with $\mathcal{D}_c$ and $\mathcal{D}_p$ denote the clean and poisoned subsets of the dataset, respectively. Typically, $\mathcal{D}_p$ is much smaller than $\mathcal{D}$ for the attack to be stealthy, e.g., $\gamma = |\mathcal{D}_p|/|\mathcal{D}| = 0.2$ or even less.
which are the sum of all the elements in the density map

\[ \rho = \frac{\sum C}{H \times W} \]

where, \( \rho \) is the average density. The ratio of the original density map to the ground truth is commonly referred to as the poisoning rate. Training the model on the poisoned dataset is equivalent to minimizing the following error:

\[ \min \frac{1}{2N_c} \| z_i - z_i^{gt} \|_2^2 + \frac{1}{2N_p} \| z_i'^t - z_i^{gt'} \|_2^2, \]

(4)

where, \( z_i \) and \( z_i^{gt} \) correspond to predicted and original density map of clean model, while \( z_i'^t \) and \( z_i^{gt'} \) correspond to predicted original density map of backdoored model. Note that the \( L_2 \) regression loss defined in Eq. (12) can be replaced by any other suitable loss functions. The objective of the attack is to control the backdoored model to output arbitrarily low or high count values at the inference time. The count values can be calculated from the predicted density maps as follows:

\[ \hat{C} = \sum_{h=1}^{H} \sum_{w=1}^{W} z_{h,w}, \quad C = \sum_{h=1}^{H} \sum_{w=1}^{W} z_{h,w}^{gt}, \quad C' = \sum_{h=1}^{H} \sum_{w=1}^{W} z_{h,w}^{gt'}, \]

(5)

which are the sum of all the elements in the density map \( \hat{z} \), \( z_i^{gt} \), and ground truth \( z_i^{gt'} \), respectively. Here, we slightly abuse the subscript of the density map matrix \( z \) to represent its two dimensions. So the target of a crowd counting backdoor attack can be formulated as \( \rho = C'/C^{gt} \), that is, a targeted manipulation ratio that defines how far away the model’s prediction is shifted from the ground truth. The average \( \rho \) over all test images can then be used as a metric to measure the attack performance.

3.3 Proposed Attacks

**Overview.** The two proposed Density Manipulation Backdoor Attacks (DMBA− and DMBA+) are illustrated in Fig. 2. At a high level, both attacks poison a small subset of the training data via two steps: 1) trigger injection and 2) density map altering. For trigger injection, both attacks blend a large and dense background trigger pattern into the background of the clean image. For density map altering, DMBA− and DMBA+ adopt different strategies for different attack purposes. The purpose of DMBA− is to escape counting (i.e., \( \rho < 1 \)). It thus applies a random erasing strategy to randomly erase part of the density map. The purpose of DMBA+ is to cause overly large density estimation, which could cause false alarms in video surveillance scenarios. It thus applies a neighbor boosting strategy to produce denser density maps. The exact strategies will be described in Section 3.3.2. Note that the poisoning including trigger injection and density map altering will only be applied before model training on the small subset of training data the adversary can access. The model will be backdoored after training on the poisoned dataset and will be manipulated, at inference time, to predict overly small or large counts whenever the trigger pattern appears. Next, we will describe the two steps of DMBAs.

3.3.1 Trigger Injection. Attack effectiveness and stealthiness are the two primary concerns when designing the trigger patterns. As we have shown in Fig. 1, the small-patch patterns used by existing classification backdoor attacks are not effective against crowd counting models. Empirically, we observe that the key to successful crowd counting backdoor attacks is the use of large and dense background trigger patterns (detailed analysis is deferred to Section 4). Motivated by this observation, DMBAs employ images that have certain natural effect such as rain, snow and even reflection as the trigger patterns, and blend the pattern into the clean images as background. First, we define a resize function \( f_{\text{resize}}(a, b) \) (a is the trigger image and b is the target image) to resize the trigger image into the same size as the target image. Given a pre-selected trigger image \( y \), we poison the clean image \( x \) as follows:

\[ x' = (1 - \lambda) x + \lambda y', \quad y' = f_{\text{resize}}(y, x), \]

(6)

where \( x' \) is a linear combination of \( x \) and \( y \). The blending parameter \( \lambda \in [0, 1] \) is empirically chosen to be \( \lambda = 0.3 \), as we find this level of blending with carefully chosen trigger patterns is sufficient for effective attacks without causing over suspicious effects. Note that backdoor attacks do not need many trigger patterns and oftentimes

![Figure 2: Overview of our proposed DMBAs. DMBA poisons a small subset of training data via two steps: 1) trigger injection, which injects large and dense background pattern "Rain" into the clean image via a convex combination; and 2) density map altering, which alters the ground truth density map using different strategies: DMBA− uses random partial erasing while DMBA+ uses neighbor boosting. The model is backdoored when trained with the poisoned samples and will be controlled to predict overly small or large count values. The right part is a demo of the attack performance when DMBA− is applied: the model predicts only half of the count whenever the trigger pattern is attached to a test image.](image-url)
one effective trigger pattern is enough for the entire dataset [8, 13, 49]. We will empirically show that, as long as it is full and dense-background poisoning, our attacks can be easily triggered. In practice, the adversary can flexibly choose stealthy trigger patterns according to the targeted application scenarios.

3.3.2 Density Map Altering. Different from class labels, density maps have much higher dimensions (the same dimension as the input image to be precise). Therefore, different strategies can be developed to alter the ground truth density maps to achieve different attack purposes. Specifically, DMBA− randomly erases parts of the density map, whereas DMBA+ directly expands the number of heads represented by the existing head coordinates.

**DMBA− Strategy.** DMBA− directly alters the ground truth file before applying Gaussian kernel to generate the density maps. Specifically, it randomly throws away ρ proportion of the labeled heads in the ground truth files. Here, the ρ is the same as the backdoor target which is conditioned to be ρ ∈ [0, 1]. This means that DMBA− can be used when the adversary wants to escape the counting. The altered density map can be obtained as follows:

\[
z_{h,w}^k = \begin{cases} 
2h,w & \text{w.p. } 1 - \rho \\
0 & \text{w.p. } \rho 
\end{cases},
\]

where ‘w.p.’ stands for ‘with probability’. When ρ = 1, DMBA− reduces to no attacks; it will become a full escaping attack when ρ = 0. In our experiments, we will test different ρ = 0.05, 0.10, 0.15, 0.20 for SHA dataset (the most crowded dataset we have selected) and ρ = 0.20, 0.30, 0.40, 0.50 for the other three datasets. Meanwhile, we will take ρ = 0.2 as an example to demonstrate the effectiveness of DBMA− across different datasets.

**DMBA+ Strategy.** DMBA+ is designed for target ρ > 1, which is to cause overly large head counts and false alarms. It is more challenging to achieve target ρ > 1 than ρ < 1 as reducing density can be easily done by random erasing the 2D points in the ground truth files while boosting density does not. Inspired by the procedure of generating density map using Gaussian kernel, here we explore two methods for DMBA+:

1) a DMBA+ method for 1 < ρ < 2 and
2) a DMBA++ method for ρ > 2. As shown in Eq. (10), the Gaussian kernel convolves the image into a continuous ground truth density map with standard derivation σ, which can be described as follows:

\[
\sigma_i = \beta \bar{d}_i, \quad \bar{d}_i = \frac{1}{K} \sum_{k=1}^{K} d_{i,k},
\]

where, \(d_{i,k}\) is the average distance between \(p_i\) and its K-nearest neighbor heads, and the β parameter is often fixed to 0.3 [28]. Empirically, we find that directly scaling up the density map works but is not effective enough to achieve the exact target 1 < ρ < 2. To solve this issue, we propose to randomly add new labeled heads to \(p\) around the existing partial heads and term the resulting attack as DMBA+. For each existing head \(p_i\), we can obtain its average K-neighbour distance \(d_i\) from the Gaussian kernel with K = 3. We then add new labeled heads around \(p_i\) within radius \(d_i/2\) in a counterclockwise manner starting from angle 90°. We will skip the point if it already has a labeled head and reduce the radius in a granularity of one when there are not enough empty locations to add new heads. We transverse the existing heads and repeat the process until a total number of \(c_{extra} = (\rho - 1) \cdot c_i\) new heads are added to \(p_i\). The altered head points file are then converted to a poisoned density map \(z'\). The poisoned density map can be obtained as follows:

\[
z'_{i}(p, p_{nearby} \mid m_i) = \sum_{i=1}^{c_i} N_{\sigma^2} \left( p, p_{nearby} \mid \mu = p_i, \sigma^2 \right), \quad p \in m_i,
\]

where, \(p_{nearby}\) is the location of the additional interference head and \(c_{extra} = c_i + c_{extra}\) represent the new set of 2D points.

**DMBA++ Strategy.** For large target ratio ρ ≥ 2, we further propose a DMBA++ strategy to directly modifies the corresponding coordinates in the density map generated by the Gaussian kernel. For example, when ρ = 2, we modify the values one to two at the head-related locations so that a single point now represents two head information. Unlike DBMA−, DMBA++ is performed after the generation of the density map. In this case, the density map \(z'\) can be generated as:

\[
z'_{i}(p \mid m_i) = \rho \sum_{i=1}^{c_i} N_{\sigma^2} \left( p \mid \mu = p_i, \sigma^2 \right), \quad p \in m_i.
\]

Poisoning and Inference. DMBAs poison a small subset of the training data for both the images and their ground truth count or density map to produce a poisoned subset \(D_p\). The rest of the training data is kept clean, i.e., \(D_c\). After training on the poisoned training dataset \(\{D = D_c \cup D_p\}\), the model will learn the correlation between the trigger pattern and the target density/count. At inference time, the attacker will attach the trigger pattern to any test image to obtain the targeted level of counting value.

4 EXPERIMENTS

In this section, we evaluate the effectiveness of our two DMBAs against 5 crowd counting models and conduct an ablation study of the trigger types and sizes to explain what make an effective trigger for crowd counting. The resistance to state-of-the-art backdoor defense methods are shown in later.

4.1 Experimental Setup

**Datasets and Networks.** We choose four benchmark counting datasets including ShanghaiTech A&B (SHA & SHB) [72], Venice [36] and TRANCOS [45] to evaluate our attacks. SHA [72] contains 482 crowd images (both RGB and Gray Scale) with a total of 241,667 annotation points, while SHB [72] contains 716 high-resolution
we can obtain Clean MAE (CMAE) and Clean RMSE (CRMSE) to evaluate the performance of the crowd counting models. When applied on clean test inputs, we can obtain Adversarial MAE (AMAE) and Adversarial RMSE (ARMSE) to measure the model’s performance with respect to the clean ground truth density maps. When applied on dirty (backdoored) test inputs, we can obtain Adversarial MAE (AMAE) and Adversarial RMSE (ARMSE) to measure the model’s performance with respect to the altered ground truth density maps. However, MAE and RMSE measures cannot accurately reflect the closeness of the model’s estimation to the targeted ratio $\rho$. To solve this problem, we further propose two new metrics as the main performance metrics for evaluating the crowd counting backdoor attacks: 

$$\hat{\rho}_{\text{clean}} = \frac{1}{N} \sum_{i=1}^{N} \frac{\hat{c}_i}{c_i}, \quad \hat{\rho}_{\text{dirty}} = \frac{1}{N} \sum_{i=1}^{N} \frac{\hat{c}_i}{\rho \cdot c_i}. \quad (11)$$

### Table 1: Attack performance of DMBA against 5 crowd counting models on SHB dataset.

| Attack | $\rho$ | $\gamma$ | $\hat{\rho}_{\text{clean}}$ | $\hat{\rho}_{\text{dirty}}$ | $\hat{\rho}_{\text{clean}}$ | $\hat{\rho}_{\text{dirty}}$ | $\hat{\rho}_{\text{clean}}$ | $\hat{\rho}_{\text{dirty}}$ | $\hat{\rho}_{\text{clean}}$ | $\hat{\rho}_{\text{dirty}}$ |
|--------|------|-------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| None   | 1    | 0     | 1.00            | 1.00            | 1.00            | 1.00            | 1.00            | 1.00            | 1.00            | 1.00            |
| TriOly | 0.2  | 10%   | 1.03            | 1.05            | 0.96            | 0.94            | 1.01            | 1.00            | 1.04            | 0.97            | 1.03            | 0.98            |
| $\text{DMBA}^+$ | 0.5 | 10%   | 0.98            | 0.96            | 0.28            | 0.23            | 0.96            | 0.38            | 1.06            | 0.44            | 1.04            | 0.39            |
| $\text{DMBA}^-$ | 0.4 | 0%    | 1.02            | 0.39            | 0.95            | 0.44            | 0.95            | 0.42            | 0.99            | 0.41            | 1.05            | 0.52            |
| $\text{DMBA}^+$ | 1.5 | 10%   | 1.00            | 0.97            | 0.97            | 0.94            | 0.96            | 0.44            | 1.05            | 0.48            | 1.00            | 0.45            |
| $\text{DMBA}^-$ | 0.4 | 0%    | 1.02            | 0.46            | 0.98            | 0.50            | 0.95            | 0.46            | 0.94            | 0.44            | 1.02            | 0.52            |
| $\text{DMBA}^+$ | 2    | 10%   | 1.00            | 0.47            | 0.97            | 0.51            | 0.97            | 0.52            | 0.94            | 0.56            | 1.04            | 0.68            |
| $\text{DMBA}^-$ | 3    | 10%   | 1.00            | 0.46            | 0.97            | 0.52            | 0.98            | 0.50            | 1.03            | 0.61            | 1.01            | 0.58            |

Here, the poisoning rate $\gamma$ is fixed to 10% while the trigger pattern is “Rain”. The most close-to-target results are boldfaced.

**Evaluation Metrics.** The Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) are two standard performance metrics for crowd counting models. When applied on clean test inputs, we can obtain Clean MAE (CMAE) and Clean RMSE (CRMSE) to measure the model’s performance with respect to the clean ground truth density maps. When applied on dirty (backdoored) test inputs, we can obtain Adversarial MAE (AMAE) and Adversarial RMSE (ARMSE) to measure the model’s performance with respect to the altered ground truth density maps.

Where, $N$ is the number of test images, $\rho$ is the target ratio of the attack, and $c_i$ and $\hat{c}_i$ donate the ground truth and estimated counts, respectively. Note that $\hat{\rho}_{\text{clean}}$ is computed on clean test input while $\hat{\rho}_{\text{dirty}}$ is computed on backdoored test inputs. Intuitively, a $\hat{\rho}_{\text{clean}}$ close to 1 indicates good clean performance (i.e., estimated counts are close to the ground truth) while a $\hat{\rho}_{\text{dirty}}$ close to backdoor target $\rho \neq 1$ indicates effective attacks (i.e., estimated counts are close to the backdoor target). We will report the $\hat{\rho}_{\text{clean}}$ and $\hat{\rho}_{\text{dirty}}$ results in the main text and leave the CMAE/AMAE and CRMSE/ARMSE results to the appendix.

**Baselines and Attack Setup.** Since there is no existing crowd counting backdoor attacks, we take the test results of the clean-trained models on benign and backdoored test images as our baseline. For each of our attacks, we blend one of the “Rain”, “Snow” or “Light” trigger pattern in the form of background into the clean training image (see Figure 4). Following Eq. (6), the pixel intensity ratio between the trigger and the clean image is set to be 3:7 so as to ensure the annotations (crowd or vehicle) are not blocked. We test multiple poisoning (injection) rates ranging from 5% to 20% on all four datasets. For our $\text{DMBA}^-$ attack, we test multiple

**Figure 4:** The three types of triggers exploited in this work: “Rain”, “Snow” and “Light”. The triggers are blended into the poisoned image as large and defense background (highlighted by the red rectangles).
density retention rate for the SHA dataset ($\rho = 0.05, 0.1, 0.15$ and $0.2$) as well as the other 3 datasets ($0.2, 0.3, 0.4$ and $0.5$). The varying retention rates are selected based on the annotation density of the datasets. For our DMBA+ attack, the density boosting rates $\rho = 1.2, 1.5$ are tested for the SHA dataset, while $\rho = 2, 3$ for the other three datasets. More training details and randomized ablation can be found in the supplementary material.

4.2 Effectiveness of our DMBAs

We first demonstrate the effectiveness of our attacks with the "Rain" trigger pattern (see Figure 4) from two perspectives: 1) the attack performance against the 5 counting models on the same dataset (i.e. SHB [45]); and 2) the attack performance against one most representative model (i.e. CSRNet) across different datasets. The $\hat{\rho}_{\text{clean}}$ and $\hat{\rho}_{\text{dirty}}$ results are reported in Table 1 and Table 2, respectively, while the CMAE/MAE and CRMSE/ARMSE results are in Appendix A.

Effectiveness on Different Counting Models. One key observation from Table 1 is that, against all 5 counting models, the backdoored models by our DMBAs have achieved a $\hat{\rho}_{\text{dirty}}$ that is very close to the backdoor target (the $\rho$ column) while maintaining a $\hat{\rho}_{\text{clean}}$ that is very close to 1. This verifies the effectiveness and stealthiness of our attacks on crowd counting models, i.e., the backdoored models have been successfully controlled to output the targeted counts (whether reduced or boosted) by the trigger pattern while behaving normally on clean test data. We can also observe that stronger backdoor targets (e.g., $\rho = 0.2$ and $\rho = 2$) are more difficult to achieve than weaker targets (e.g., $\rho = 0.5$ and $\rho = 1.2$), exhibiting larger gap from the targeted $\rho$. This is because, in crowd counting, learning exceptionally sparse or dense density maps can be overrode by the learning of regular density maps, making it hard to establish the backdoor correlation with extremely small or large $\rho$. This phenomenon is different from classification backdoor attacks where the target is a hard label and the attack performance stays almost the same when choosing a different target [25, 44]. This reveals one unique challenge of attacking regression models with respect to different targeted manipulation ratios. In Table 1, it also shows the failure ($\hat{\rho}_{\text{dirty}}$ remains close to 1) of TriOly (Trigger Only) attack which only injects the trigger pattern but does not alter the ground truth labels. This confirms the importance of density map altering for attacking crowd counting models. By comparing the poisoning rates, we find that 15% poisoning is sufficient for effective attacks against the 5 models, and increasing the poisoning rate can further improve the attack but only slightly.

Effectiveness Across Different Datasets. Here, we apply the "Rain" trigger pattern with our DMBAs (poisoning rate $\gamma = 10\%$) to attack the CSRNet [28] on four different datasets. The results are reported in Table 2. At a high level, our attacks can consistently achieve the backdoor target (i.e., $\hat{\rho}_{\text{dirty}}$ is close to $\rho$) across the 4 datasets, with slight variations on different datasets. This is because each dataset has its own learning difficulty (indicated by the closeness of $\hat{\rho}_{\text{clean}}$ to 1) and so is the attack. The SHA [45] dataset is notably harder to attack than the other 3 datasets, showing moderately larger gap between $\hat{\rho}_{\text{dirty}}$ and $\rho$, especially when $\rho$ is extremely small ($\rho = 0.2$) or large ($\rho = 2$). It also shows a larger $\hat{\rho}_{\text{clean}}$-to-1 and $\hat{\rho}_{\text{dirty}}$-to-$\rho$ gaps on SHA than on other datasets.

Figure 5: Impact of Triggers. The experiments of triggers are conducted on CSRnet with SHA dataset, $\rho = 0.2$ and $\gamma = 20\%$.

This indicates that datasets that consist of more diverse scenes and higher densities have certain natural robustness to backdoor attacks, a phenomenon that is also different to classification backdoor attacks where high attack success rates (> 98%) can be easily achieved across different datasets [26]. By comparing the attack performance between DMBA$^-$ and DMBA$^+/DMBA^{++}$, we find that DMBA$^-$ is generally easier to achieve than DMBA$^+/DMBA^{++}$, a similar observation as in Table 1. We conjecture this is because the task of learning low-density maps is easier than learning the high-density maps where the objects are highly overlapped.

4.3 What Makes an Effective Trigger?

We conduct a set of ablation studies to help understand the key elements of effective crowd counting backdoor attacks. Here, we aim to gain understandings from two perspectives: 1) trigger type, and 2) trigger size. The experiments are run with CSRNet [28] on SHA dataset [45], the more challenging dataset with higher-density scenes. The backdoor target is set to $\rho = 0.2$ and the poisoning rate is fixed to $\gamma = 20\%$.

Trigger type. We test the three types of trigger patterns visualized in Figure 4: "Rain", "Snow" and "Light". As shown in the left subfigure of Figure 5, "Rain" and "Snow" triggers are more effective than the "Light" trigger, demonstrating closer $\hat{\rho}_{\text{dirty}}$ to 0.2 which is the attack target. This is because compared with "Light", "Rain" and "Snow" have more scattered points that greatly interfere with the heads/objects in the original image. This experiment reveals the importance of using densely scattered trigger patterns to attack crowd counting models. Note that the trigger patterns are not restricted to natural effects, although we believe such triggers can make the attack more stealthy and are easy to simulate in real-world attacks.

Trigger size. Here, we take the "Snow" trigger as an example and test 5 different sizes including 0x0, 200x200, 400x400, 500x500, and the same size of the input image (see Figure 3). The results are presented in the right subfigure of Figure 5. It is evident that larger trigger patterns have a clear advantage in achieving the backdoor target $\rho = 0.2$ than small trigger patterns. This verifies the importance of using large trigger patterns to force the model to learn the backdoor correlation. Again, this is because learning the backdoor in crowd counting models is not a (relatively) independent task but rather a highly-interfered process with the original density regression task. Combining our finding in the previous experiment, we conclude that large and densely scattered background trigger patterns are the key to effective crowd counting backdoor attacks.

4.4 Resistance to Advanced Backdoor Defenses

Here, we test the effectiveness of three (two classic and one advanced) backdoor defense methods developed for classification models against our DMBA$^-$ attack: 1) Pruning [10], 2) Fine-Pruning...
Table 2: Attack performance of DMBAs against CSRnet on different datasets. $\rho$ is the targeted manipulation ratio. Here, the poisoning rate $\gamma$ is fixed to 10% while the trigger pattern is “Rain”. The most close-to-target results are boldfaced.

| Attack | Dataset $\rightarrow$ SHA Dataset | Dataset $\rightarrow$ SHB Dataset | Venice Dataset | TRANCOS Dataset |
|--------|-----------------------------------|----------------------------------|---------------|------------------|
| $\rho$ | $\gamma$ | $\rho_{clean}$ | $\rho_{dirty}$ | $\rho_{clean}$ | $\rho_{dirty}$ | $\rho_{clean}$ | $\rho_{dirty}$ |
| None | 1 | 0.04 | 0.80 | None | 1 | 1.00 | 2.00 | 1.00 | 1.03 |
| DMBA | 0.20 | 0.10 | 0.15 | 1.00 | 0.05 | 0.10 | 0.02 | 0.03 | 0.04 |
| DMBA* | 0.10 | 0.04 | 0.12 | 1.00 | 0.02 | 0.03 | 0.01 | 0.02 | 0.01 |
| DMBA** | 0.02 | 0.01 | 0.02 | 1.00 | 0.00 | 0.00 | 0.01 | 0.02 | 0.02 |

Pruning and Fine-Pruning. Both methods prune the neurons that stay dormant on clean inputs but can potentially be triggered by backdoored inputs to mitigate backdoor attacks. Here, we apply pruning and fine-pruning on the DMBA$^-$ backdoored CSRNet to prune neurons from the last two layers of both the back-end and front-end modules of the network. We follow the prune-then-test pipeline for pruning and the prune-finetune-then-test pipeline for Fine-pruning. We prune the selected layers until 90% of the neurons are removed. We find that both defenses can mitigate our DMBA$^-$ attack to certain extent, yet they both significantly degrade the model’s performance on the clean inputs. Particularly, when $\rho_{dirty}$ was recovered to 0.95 (originally close to the backdoor target 0.2), the $\rho_{dirty}$ of the model increases to 1.83 (originally close to 1) while the MAE increases from 92.41 to 415.55. More detailed results can be found in Appendix B.

Adversarial Neuron Pruning (ANP). ANP is one of the state-of-the-art defense methods that locates and prunes backdoor neurons based on the neurons’ sensitivity to adversarial perturbations [62]. ANP was originally proposed for classification models. Here we adapt ANP to defend crowd counting models. We first optimized the neural perturbation as follows:

$$\max_{\delta, \xi \in [-\epsilon, \epsilon]^n} L_{D_{\theta}} = \frac{1}{2N_{c}} \left\| z_1 - z_2^\theta \right\|_2^2,$$

where, $\delta$, $\xi$ and $\epsilon$ are the 3 hyper-parameters of ANP [62], $n$ is the number of neurons, and $N_c$ is the number of clean samples from a small clean validation set $D_{\theta}$. ANP then locates backdoor neurons by learning a mask via the following:

$$\min_{m \in [0,1]^m} \alpha L_{D_{\theta}}(m \odot \theta) + (1 - \alpha) \cdot \max_{\delta, \xi} L_{D_{\theta}}(\delta, \xi \odot \theta).$$

where, $\theta$ is the model parameters, $m$ is the neuron mask and $\alpha$ is a trade-off coefficient [62]. After 2000 iterations of pruning following the setting in [62], $\rho_{dirty}$ of the backdoored CSRNet model is still 0.25, which is close to no ANP defense ($\rho_{dirty} = 0.21$). Moreover, the results on the clean test data show that ANP greatly degrade the model’s clean performance (see Figure 7? in Appendix B).

The above results indicate that backdoored neurons are mixed with clean neurons in the backdoored models by our DMBA$^-$ attack, making it hard to segregate and prune backdoor neurons without hurting the clean performance. This means that our DMBA$^-$ attack is fairly resistant to these defense methods.

5 CONCLUSION

In this paper, we studied the problem of backdoor attack on crowd counting models. We first verified the ineffectiveness of classification backdoor attacks on crowd counting models, then proposed two novel Density Manipulation Backdoor Attacks (DMBA$^-$ and DMBA$^*$) to attack crowd counting models to produce targeted count estimations. We demonstrated the effectiveness of our DMBA attacks on 5 crowd counting models and 4 datasets with low poisoning rate. We also provide an analysis of the key elements of effective attacks: 1) large and dense trigger patterns, and 2) the alteration of the ground truth density maps. We hope our attacks can serve as strong baselines for the robustness evaluation of crowd counting models and development of effective defenses [7, 75].
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