Do We Really Need Temporal Convolutions in Action Segmentation?
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Abstract—Recognizing and segmenting actions from long videos is a challenging problem. Most existing methods focus on designing temporal convolutional models. However, these models are limited in their flexibility and ability to model long-term dependencies. Transformers have recently been used in various tasks. But the lack of inductive bias and the inefficiency of handling long video sequences limit the application of Transformers in action segmentation. In this paper, we present a pure Transformer-based model without temporal convolutions in action segmentation, called Temporal U-Transformer. The U-Transformer architecture not only reduces complexity but also introduces an inductive bias that neighboring frames are more likely to belong to the same class. Besides, we further propose a boundary-aware loss based on the distribution of similarity scores between frames from attention modules to improve the ability to recognize boundaries. Extensive experiments show the effectiveness of our method.

Index Terms—video action segmentation, video understanding, Transformer, computer vision

I. INTRODUCTION

Video action segmentation aims to recognize and segment actions in long videos. Most of the previous deep learning methods adapt temporal convolutional networks (TCNs) as their backbones [1]–[3], which utilize temporal convolutions to capture the temporal relationships between frames. To capture long-term dependencies, the most popular TCN-based model, MS-TCN [2], adopts the strategy of doubling the dilation factor in 1D dilated convolution than the previous layer so that the receptive field grows exponentially, but Global2Local [4] has proven that there exist more effective receptive field combinations than this hand-designed pattern. Even different data distributions will result in different optimal receptive field combinations. Therefore, we need more flexible models that extract the dependency between frames from the data itself, instead of dilated convolutional structures with fixed weights and hand-designed patterns.

Transformers [5] outperform other deep models in many fields due to flexible modeling capabilities [6], [7]. However, there are few works utilizing Transformer to tackle the action segmentation task except ASFormer [8]. There exist two issues when applying Transformer to action segmentation. On the one hand, Transformer has few inductive biases and thus requires larger amounts of data for training. However, limited by the difficulty of labeling, most well-annotated datasets in this task are much smaller than the datasets in other fields [9], [10]. On the other hand, the complexities of attention module increase quadratically with the length of inputs. The untrimmed videos consisting of thousands of frames are too long to be directly processed by Transformer. ASFormer [8] combines a sparse attention mechanism and temporal convolutions to tackle these two issues, but it is more like incorporating additional attention modules into MS-TCN. Therefore, it is still an open problem whether a pure Transformer-based model without temporal convolutions is suitable for action segmentation and how to make it work.

To handle long videos, we first replace full attention in vanilla Transformer with local attention [11], where each frame only attends to frames within the local window. But local attention will reduce the receptive field so that the model still can not capture long-term dependencies. To this end, we introduce temporal sampling in each layer of the local-attended Transformer, resulting in a pure Transformer-based model without temporal convolutions. We call it Temporal U-Transformer (TUT) because temporal downsampling in the encoder and upsampling in the decoder are exploited to construct the temporal U-Net-like architecture [12]. Temporal sampling not only increases the receptive field exponentially with the number of layers but also further reduces the complexity. Moreover, we find that the U-Transformer architecture is well suited for dense prediction tasks because it introduces multi-scale information and priors that adjacent frames are likely to belong to the same class, which compensates for the lack of sufficient training data on action segmentation.

However, because coarse-grained features are supplied into the decoder, the U-Transformer architecture exacerbates the misclassification of boundaries. When decoded, the frames
close to the boundaries that are improperly encoded as coarse-grained features will be misclassified. To better perceive boundary information, we categorize the boundary frame in the video into two types: the start and the end frame, which represent the start and end of an action segment respectively. Intuitively, the start frame should be more similar to the neighboring frames after it, while the end frame should be more similar to those before it, which corresponds to two different similarity distributions. We define the similarity distribution of a frame with its neighbors as the local-attention distribution of the frame, which can be obtained from the local-attention module. We thereby introduce a boundary-aware loss by minimizing the distance between the local-attention distribution of the boundary frame with pre-defined prior distributions, which serves as a regularization to enforce the model to pay more attention to boundaries.

In summary, our main contributions are threefold: (1) For the first time, we propose a pure Transformer-based model without temporal convolutions for action segmentation, which breaks away from the constraints of temporal convolutions; (2) Based on the distribution of inter-frame similarity scores from the attention module and boundary labels, we propose a distribution-based boundary-aware loss to enable our model to classify boundaries more accurately. (3) Extensive experiments demonstrate the superiority of our TUT model and the effectiveness of the boundary-aware loss.

II. RELATED WORK

Action segmentation. Motivated by WaveNet [13], many recent works are devoted to exploring multi-scale information with TCNs for action segmentation [1]. In TDRN [14], deformable convolution is used to replace conventional convolution and residual connections are added to improve TCNs. MS-TCN [2] designs a multi-stage architecture and proposes the truncated MSE loss to penalize over-segmentations. Some researchers add additional modules to the MS-TCN, e.g., the boundary prediction module [15], the bilinear pooling operation [16] and the graph-based temporal reasoning module [17]. MS-TCN++ [3] replaces dilated temporal convolution layers in MS-TCN with dual dilated layers. Global2Local [4] proposes a global-local search scheme to search for effective receptive field combinations instead of hand-designed patterns. C2F-TCN [18] combines U-Net-like architecture and temporal convolutions, resulting in a coarse-to-fine structure. ASFormer [8] firstly introduces attention modules to action segmentation. In this paper, Transformer is integrated into the U-Net-like architecture, resulting in a pure Transformer model without temporal convolutions.

Transformer. Transformers [5] have succeeded in many fields due to flexibility and powerful modeling capabilities [19], [20]. However, to our best knowledge, the only Transformer-based model for the action segmentation task is ASFormer [8]. ASFormer utilizes 1D dilated convolution to bring in strong inductive priors, which does not break through the limitations of convolution. Inspired by Transformer-based models in semantic segmentation [21]–[23], we design a pure Transformer model which combines the U-Net-like architecture and Transformer. Informer [24] selects dominant queries by measuring the distance between their attention probability distributions and uniform distribution to reduce the complexity of attention. Differently, we minimize the distance between the prior distribution for boundary frames and the distribution of local attention to enhance the ability to discriminate boundaries.

III. PRELIMINARY

In this section, we recap the preliminaries in Transformer and the problem formulation of action segmentation.

Transformer. Each layer in Transformer consists of two main components: a multi-head self-attention module and a feed-forward network (FFN). We denote the input of the self-attention module as \( H \in \mathbb{R}^{T \times d} \), where \( T \) and \( d \) are the length and dimension of the input, respectively. The input is projected by three matrices \( W_Q \in \mathbb{R}^{d \times d}, W_K \in \mathbb{R}^{d \times d}, \) and \( W_V \in \mathbb{R}^{d \times d} \) to obtain the query, key and value matrices: \( Q = \{q_1, \ldots, q_T\}, K = \{k_1, \ldots, k_T\} \) and \( V = \{v_1, \ldots, v_T\} \). Then the attention calculation is given by:

\[
\text{Attn}(Q, K, V) = \text{Softmax}(\frac{QK^T}{\sqrt{d_K}})V = \text{Softmax}(A)V
\]

where \( A \) is the attention matrix consisting of all the similarity scores between any query-key pair.

Action Segmentation. The input video is represented by a sequence of frame-wise features: \( x = [x_1, \ldots, x_T] \in \mathbb{R}^{T \times d} \), where \( x_t \) is the feature of the \( t \)-th frame, \( d \) is the dimensionality of \( x_t \), and \( T \) is the length of the video. Our goal is to predict the action class label \( c_t \in [1, \ldots, C] \) for each frame \( x_t \), resulting in the prediction \( \hat{c}_1, \ldots, \hat{c}_T \), where \( C \) is the number of classes.

IV. METHODOLOGY

A. Temporal U-Transformer Architecture

In this section, we present our model in detail. TUT contains a prediction generation stage and \( M \) refinement stages. The generation stage generates initial segmentation predictions while each refinement stage refines the predictions of the
previous stage. These stages have the same architecture. As shown in Fig. 1, each stage can be separated into four components: the input projection, the encoder, the decoder, and the output classifier. Both the input projector and the output classifier are fully connected layers, which reduce the input dimension to feed the encoder and classify the output of the decoder, respectively.

**Local Attention.** In the original self-attention module of Transformer, any query \( q_i \) needs to calculate the similarity scores with all the keys \( \{k_1, \ldots, k_T\} \) to generate the attention matrix \( A \), which leads to quadratic complexity, i.e., the complexity is \( O(T^2) \). Restricting the attention computation to a local window with a fixed size \( w \) can reduce the operation to linear complexity \( O(wT) \), which is called local attention [11]. At this point, each query \( q_i \) only needs to calculate the similarity with those keys in the window centered on its position, i.e., \( \{k_s, \ldots, k_{i-1}, k_{i+1}, \ldots, k_e\} \), where \( s = \max\{i - \lfloor \frac{w}{2}\rfloor, 0\} \) and \( e = \min\{i + \lfloor \frac{w}{2}\rfloor, T\} \) represent the start and end position respectively.

The local attention does not narrow down the overall receptive field of the model. Due to temporal sampling between layers, the receptive field increases exponentially with the number of layers, which is sufficient to cover the entire video sequence to capture global and local dependencies.

**Scale-Shared Positional Encoding.** We employ the learnable relative positional encoding [25] to introduce positional information, the basic idea of which is to embed the relative distances of all query-key pairs as scalars and add them to the attention matrix. Considering the distance between any two frames within a local window does not exceed the window size \( w \), we can get the relative position encoding \( R_{ij} \) between \( q_i \) and \( k_j \) by a learnable embedding matrix \( W_{rpe} \in \mathbb{R}^{w \times h} \), where \( i, j \) represent the position index and \( h \) is the number of heads. The resulting positional encoding \( R \) will be added to the corresponding positions of the attention matrices in different heads. Layers with the same layer index in different stages process inputs with the same temporal resolution, and their RPEs should be the same. Therefore, we adopt a scale-shared strategy, i.e., corresponding layers with the same scale in different stages share the same \( W_{rpe} \).

**Encoder and Decoder.** The encoder is composed of \( N \) identical encoder layers. As shown in Fig. 1, it is similar to the encoder in the vanilla Transformer but there are three differences. Firstly, there exists a nearest-neighbor downsampling process at the beginning of each layer, which halves the input temporal dimension. Secondly, the full attention is replaced by the local attention with scale-shared relative position encoding. Thirdly, we utilize the instance normalization [26] instead of the layer normalization [27].

The decoder is symmetric to the encoder. In each decoder layer, the temporal upsampling is utilized to gradually restore the original temporal resolution of input frames. The upsampling process is implemented by nearest interpolation. We do not concatenate the encoder layer input and the previous layer input as the decoder layer input like the original U-Net [12]. Instead, we modify the cross-attention in the original Transformer to leverage the information from the encoder. Specifically, in our local cross-attention, the query is generated by the output of the previous decoder layer, while the value and key both come from the output of the corresponding encoder layer having the same temporal dimension as the query.

**B. Boundary-aware Loss**

During the training phase, we combine three different losses: the frame-wise classification loss \( L_{CE} \), the smoothing loss \( L_{TMSE} \) in MS-TCN [2], and our proposed boundary-aware loss \( L_{BA} \). Since the loss function of each stage is exactly the same, we only analyze the loss of the \( s \)-th stage \( L_s \).

In the \( s \)-th stage, the frame-wise classification loss \( L_{CE}^s \) and the smoothing loss \( L_{TMSE}^s \) are formulated as:

\[
L_{CE}^s = \frac{1}{T} \sum_{t=1}^{T} -\log(y_t^s(c_t)),
\]

\[
L_{TMSE}^s = \frac{1}{|C|} \sum_{t=1}^{T} \sum_{c=1}^{C} \left[ \max(\log(y_t^s(c)) - \log(y_{t-1}^s(c)), \theta) \right]^2,
\]

where \( y_t^s(c_t) \) is the predicted probability that \( x_t \) belongs to the \( c_t \)-th class, and \( \theta = 4 \) is a pre-set threshold. In \( L_{TMSE}^s \), gradients are not calculated w.r.t. \( y_{t-1}^s(c) \).

Action boundaries are vital for action segmentation, but frame-wise classification treats boundary frames and intermediate frames equally. We propose a novel boundary-aware loss to enhance the ability to discriminate boundaries. This loss regularizes feature learning by imposing additional constraints on the attention matrix in the local attention module.

**Prior Distribution.** Intuitively, the start frame of an action should be more similar to the neighboring frames after it, while the end frame should be more similar to those before it. Therefore, the similarity distribution between a boundary frame \( i \) (anchor) and its neighbors should exhibit two different patterns, depending on whether the anchor is the start frame or the end frame. We use the adapted sign function as the two prior distributions corresponding to the above two patterns:

\[
P_i = \begin{cases} \text{Rescale}(\text{Sgn}(j - i) + 1) & i \in \{\text{start frames}\}, \\ \text{Rescale}(-\text{Sgn}(j - i) + 1) & i \in \{\text{end frames}\}, \end{cases}
\]
where \( j \in [i - \left\lfloor \frac{w}{2} \right\rfloor, i + \left\lfloor \frac{w}{2} \right\rfloor] \) is a frame within the local window, and \( (j - i) \) means the distance between frame \( j \) and anchor \( i \). \{start frames\} and \{end frames\} represent the set of start frames and the set of end frames, respectively. \( \text{Sgn}(x) \) is 1 when \( x \) is greater than or equal to 0 and -1 when \( x \) is less than 0. Further, we use \( \text{Rescale}(\cdot) \) to transform the sum of probabilities to 1.

**Local-Attention Distribution.** The attention matrix in the local attention module consists of all the similarity scores between query-key pairs. We can extract the similarity distribution of the anchor and its neighboring frames from the local attention module.

\[
D_i = A \left[ \lfloor i - \frac{w}{2} \rfloor : \lfloor i + \frac{w}{2} \rfloor \right].
\]

As shown in Fig. 2, we introduce a boundary-aware loss to approximate the local-attention distribution of the boundary to the corresponding prior distribution, which can be implemented by minimizing the symmetrized KL divergence between two distributions of the \( t \)-th frame:

\[
L^t_{BA} = \frac{1}{T} \sum_{t'=0}^{T-1} \text{KL}(P^t_{t'}||D^t_i).
\]

We can freely obtain boundary labels from class labels and the similarity distribution of each boundary from the local attention module. Therefore, we can calculate the boundary-aware loss without additional modules and annotations. We only compute it in the first layer of the encoder and the last layer of the decoder since temporal downsampling blurs high-level boundaries. The final loss for the \( s \)-th stage is the weighted sum of the three losses:

\[
L^s = L^s_{CE} + \lambda L^s_{TMSE} + \beta L^s_{BA}.
\]

**V. EXPERIMENTS**

**A. Datasets, Metrics and Experimental Details**

We empirically perform experiments on two public benchmark datasets: 50Salads [28] and Breakfast [29]. **50Salads** consists of 50 top-view videos with 17 action classes. On average, each video lasts for about 6.4 minutes and contains about 20 action instances. **Breakfast** consists of 1,712 third-person view videos with 48 action classes. On average, each video contains about 6 action instances.

We use the segmental F1 score at overlapping thresholds 10\%, 25\%, 50\% \((F1@\{10,25,50\})\), segmental edit distance (Edit), and frame-wise accuracy (Acc) as evaluation metrics. Following the general settings [2], we perform five-fold cross-validation on 50Salads and four-fold cross-validation on Breakfast and report the average performances.

We represent each video as a sequence of I3D [30] visual features provided in MS-TCN++ [3]. We use the ADAM optimizer [31] for a maximum number of 150 epochs to train our model. The learning rate is 0.0002 for Breakfast and 0.0005 for 50Salads. \( \beta \) is set to 0.02 on 50Salads and 0.005 on Breakfast. The batch size is set to 1.

**B. Comparison with the State-of-the-art**

Table I and Table II show our proposed model with the state-of-the-art methods. For a fair comparison of all models, we list the results of training our model without the additional boundary-aware loss, which corresponds to TUT\(^†\). We also report the results of our model jointly trained with the additional boundary-aware loss, called TUT.

TUT significantly outperforms the TCNs on all metrics by a large margin. Even though the best TCN-based model (C2F-TCN) utilizes data augmentation and additional video-level action loss that we do not employ, TUT\(^†\) outperforms it on both datasets. On 50Salads, our backbone TUT\(^†\) beats all previous methods including ASFormer on all metrics. On Breakfast, our model achieves the best performance on the F1 metrics, while the performance on Edit and Acc ranks in the top two of all methods. We also visualize some prediction results in Fig. 3. Besides, compared with TUT\(^†\), TUT is better able to recognize boundary frames, which leads to improvements in all metrics.

**C. Ablation Study**

**Effect of training data size.** To explore how the TCNs and our pure Transformer model are affected by the size of the training data, we train and evaluate the TUT model and two state-of-the-art TCN-based models under different training data sizes. The superiority of our pure Transformer-based model TUT is shown in Fig. 4. The performance of TUT gradually increases as the number of training samples

| Model   | F1\@\{10,25,50\} | Edit | Acc  |
|---------|-----------------|------|------|
| ED-TCN  | 66.0            | 52.6 | 64.7 |
| TDRN    | 72.9            | 68.5 | 68.1 |
| MS-TCN  | 76.3            | 74.0 | 80.7 |
| MS-TCN++| 80.7            | 75.7 | 83.7 |
| BCN     | 82.3            | 81.3 | 84.4 |
| Global2Local | 80.3 | 78.0 | 82.2 |
| ASRF    | 84.9            | 83.5 | 84.5 |
| C2F-TCN | 84.3            | 81.8 | 84.9 |
| ASFormer | 85.1        | 83.4 | 85.6 |

**TABLE I**

**Comparison with the State-of-the-art on 50Salads.**

| Model   | F1\@\{10,25,50\} | Edit | Acc  |
|---------|-----------------|------|------|
| TUT\(^†\) | 87.7            | 79.9 | 85.9 |
| TUT    | 89.3            | 81.7 | 87.2 |

**TABLE II**

**Comparison with the State-of-the-art on Breakfast.**

**References:**

[1] ED-TCN [1]
[2] TDRN [14]
[3] MS-TCN [2]
[4] MS-TCN++ [3]
[5] BCN [15]
[6] Global2Local [4]
[7] ASRF [32]
[8] C2F-TCN [18]
[9] ASFormer [8]
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Fig. 3. Visualization of segmentation results on (left) 50Salads and (right) Breakfast datasets. The same color represents the same action class. Our TUT model has more accurate action classification results compared to ASFormer and MS-TCN++, and the TUT model trained with boundary-aware loss can further reduce over-segmentation errors.

Effect of the boundary-aware loss. The quantitative impact of the boundary-aware loss on performance can already be observed in Table I and Table II. Besides, in Fig. 3, we observe that TUT trained without the boundary-aware loss does not accurately locate the boundaries of some action segments and sometimes incorrectly misclassifies intermediate frames as boundary frames, resulting in over-segmentation. The TUT jointly trained with the boundary-aware loss largely improves these problems.

Comparison of different positional encoding. We compare different positional encoding (PE) methods in Table III. Since the lengths of video samples vary over a large span, we observe that inflexible absolute positional encoding (APE) leads to performance degradation. The overall performance of RPE is better than that without PE, which illustrates the importance of position information. We also compare three different sharing ways of applying RPE. Stage-Shared has the worst performance since it applies the same RPE to layers that deal with inputs of different resolutions. Scale-Shared performs best, which means that layers with the same scale need similar positional encoding, even if they belong to different stages.

Ablations of the architecture and attention patterns. We compare two model architectures and three attention patterns, resulting in a total of six combinations in Table IV. We remove all the temporal sampling in TUT to get the standard architecture. Attention patterns include full attention in the original Transformer [5], local attention, and LogSparse attention proposed in [33], where each cell only attends to those cells whose distance from it increases exponentially. In the standard architecture, long video inputs will cause out-of-memory. For a fair comparison, we downsample video samples below 5000 frames and control all hyperparameters to be consistent. The U-Transformer architecture achieves better performance than the standard architecture with less GPU memory consumption. Full attention fails regardless of the architecture, showing that training on small data requires sparser attention patterns. Since adjacent frames usually have a stronger correlation in action segmentation, local attention performs better than LogSparse attention.
In action segmentation tasks, most popular deep learning methods use temporal convolutional networks as their backbones. However, temporal convolutions limit the performance of these methods. For the first time, we propose a model without temporal convolutions which combines the temporal sampling and Transformer to construct a temporal U-Transformer architecture. The temporal downsampling and local attention modules together enable our model to very long videos. Furthermore, we propose a novel boundary-aware loss based on the local-attention distributions of boundary frames, which serves as a regularization term to train the model and can further enhance the ability of discriminating boundaries.

**Table IV**

| Architecture | Attention | F1@{10,25,50} | Edit Acc | GPU |
|--------------|-----------|----------------|----------|-----|
| Full         |           | 4.6 2.8 1.4 3.3 62.8 18.7G |          |     |
| Log          |           | 56.2 51.7 41.2 45.3 69.0 18.7G |          |     |
| U-Trans      |           | 74.6 72.2 63.1 64.8 81.0 4.6G |          |     |
| Local        |           | 35.1 25.4 9.8 31.9 43.8 9.9G |          |     |
|              | Log       | 73.3 71.9 63.7 65.1 80.3 9.9G |          |     |
|              | Local     | 86.5 85.3 76.9 80.6 84.4 2.8G |          |     |

VI. CONCLUSION
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