Universal transition of spectral fluctuation in particle-hole symmetric system
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Abstract

We study the spectral properties of a multiparametric system having particle-hole symmetry in random matrix setting. We observe a crossover from Poisson to Wigner-Dyson like behavior in average local ratio of spacing within a spectrum of single matrix as a function of effective single parameter referred to as complexity parameter. The average local ratio of spacing varies logarithmically in complexity parameter across the transition. This behavior is universal for different ensembles subjected to same matrix constraint like particle-hole symmetry. The universality of this dependence is further established by studying interpolating ensemble connecting systems with particle-hole symmetry to that with chiral symmetry. For each interpolating ensemble the behavior remains logarithmic in complexity parameter. We verify this universality of spectral fluctuation in case of a 2D Su-Schrieffer-Heeger (SSH) like model along with the logarithmic dependence on complexity parameter for ratio of spacing during transition from integrable to non-integrable limit.
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1 Introduction

Statistical behavior of a complex system modeled by a random matrix ensemble (RME) requires information of different constraints imposed on the Hamiltonian matrix representing the system \cite{1–4}. The constraints influencing the nature of a system-dependent RME are categorized in two broad types: a) matrix or global constraints which mainly
affect broad structure of single matrix governing the system; b) *ensemble or local constraints* which specify the distribution properties of the matrix elements [1, 2]. The symmetries are one of the examples of matrix constraints whereas disorder in the matrix elements is an example of ensemble constraints [1–3]. Matrix constraints time-reversal symmetry and spin-rotation symmetry together lead the RME to Gaussian orthogonal ensemble (GOE) as it becomes invariant under orthogonal transformation [1, 2]. Absence of both or one of these symmetries leads to the other two ensembles (Gaussian unitary ensemble (GUE) and Gaussian symplectic ensemble (GSE), respectively) of Dyson’s three-fold way of canonical transformations. Beyond this classification, three chiral symmetric and four particle-hole symmetric ensembles were introduced later along with or without time-reversal and spin-rotation symmetry [5]. The choice of independence of matrix elements leads to Gaussianity of the distribution, and further specification of ensemble constraints like mean and variance of the disorder distribution of the matrix elements lead to different kind of ensembles. Alternatively, one could add the correlation in the matrix elements to achieve the same [3, 6–9]. Variation of ensemble parameters alone has been shown to drive the system from Poissonian limit to Wigner-Dyson statistics (e.g. metal-insulator transition in Anderson ensemble [10]). Moreover, irrespective of ensemble parameters, the local spectral statistics for different ensembles belonging to same matrix constraint group show similar behavior based on the *ensemble complexity parameter* [6–9, 11, 12]. This is a single parameter representing the degree and nature of complexity in the system defined as a scaled logarithmic function of all parameters of the ensemble. This complexity parameter based universality of spectral fluctuations for different ensembles with and without chiral symmetry for Dyson’s Gaussian ensembles were studied in [6] and [7, 8, 11] respectively based on the complexity parameter. It is natural to ask if this type of universality remains preserved for different ensembles with matrix constraint particle-hole symmetry, completing the additional symmetry classes considered in [5]. This symmetry naturally occurs in various physical systems, one of the well known cases is Andreev reflection at the interface of the normal metal-superconducting systems leaving the associated Hamiltonian invariant under this symmetry [13]. The standard Hamiltonian used for these systems is the Bardeen-Cooper-Schrieffer (BCS) Hamiltonian which can be expressed in terms of another Hermitian operator, known as Bogoliubov deGennes (BdG) Hamiltonian (Eq. 1) [13–16]. The Su-Schrieffer-Heeger (SSH) model is a topological example of particle-hole symmetric Hamiltonian. The one dimensional representation of this model is popular to investigate topological phenomena in condensed matter physics [17–19]. Later, people generalized this model to several types of two dimensional (2D) SSH model to study different properties of topology [20–30]. For further appearances of particle-hole symmetry in condensed matter physics, see reference [17]. Considering the Hamiltonian matrix with particle-hole symmetry described in the site basis, the off-diagonal blocks of it represent the hopping of the particles (electrons or holes) from one site to others while the onsite dynamics of those particles are represented by its diagonal blocks [1, 5, 31–33]. The latter ones are considered to be zero if the system has chiral symmetry instead of particle-hole symmetry [1, 32–34]. A transition from particle-hole to chiral symmetry can be achieved by controlling the ensemble parameters of the diagonal blocks of Hamiltonian matrix.
Motivated by this, we ask two specific but related questions: a) Whether transition from Poissonian to Wigner-Dyson like behavior within single spectrum is governed by the complexity parameter and show universality for different ensembles respecting the particle-hole symmetry as matrix constraint? and b) Whether each point of transition from particle-hole to chiral symmetric ensembles respects this universality?

In this paper we consider time-reversal symmetric systems with integer spin having particle-hole symmetry. In section 2, we introduce the matrix representation of the Hamiltonian and discuss the relevant symmetries along with the ensemble density. We formulate single parametric representation of multiparametric evolution of matrix elements in section 3 following the steps for other symmetry classes discussed in [6–9]. Section 4 details three different ensembles arising due to different ensemble constraint even though they satisfy the same matrix constraint. In section 5, we present our studies on spectral statistics across the spectrum and show that Poisson to Wigner-Dyson transition is independent of the ensembles considered. We propose an interpolating ensemble from particle-hole to chiral symmetry in section 6 and study the ratio of nearest neighbor spacing distribution. We show that at each interpolating point, the transition across the spectrum remains identical for different ensembles. These findings are further corroborated by studying a dynamical model of 2D SSH type in section 7. The summary and outlook follows in section 8.

2 Multiparametric Gaussian ensemble with particle-hole symmetry and other matrix constraints

A $2N \times 2N$ Hamiltonian matrix with particle-hole symmetry (also known as BdG Hamiltonian) can be described as

\[ H_{ph} = \begin{pmatrix} H & \Delta \\ \Delta^\dagger & -H^T \end{pmatrix} \tag{1} \]

with $H$ is a $N \times N$ hermitian block matrix: $H = H^\dagger$ and $\Delta$ is a $N \times N$ anti-symmetric block matrix, i.e. $\Delta = -\Delta^T$ due to Fermi statistics [1, 2, 5].

The particle-hole symmetry exchanges electrons with holes. Considering an anti-unitary operator $P = \sigma_x K$, where $K$ is the complex conjugation operator and $\sigma_x$ is the Pauli matrix acting on the blocks. Therefore, the Hamiltonian in Eq. 1 can be described as

\[ H_{ph} = -PH_{ph}P^{-1}. \tag{2} \]

The minus sign due to the particle-hole symmetry implies the spectrum of $H_{ph}$ must be symmetric around zero energy and for every eigenvector $\psi$ of $H_{ph}$ with energy $E$, there will be a particle-hole symmetric eigenvector $P\psi$ with energy $-E$.

If time-reversal symmetry along with spin-rotation symmetry is also present in the system with particle-hole symmetry, the Hamiltonian $H_{ph}$ become invariant under orthogonal transformation and hence, the matrix elements become real. Now both the
blocks $\mathcal{H}$ and $\Delta$ become real

$$\mathcal{H} = \mathcal{H}^* = \mathcal{H}^T$$

$$\Delta = \Delta^T.$$  \hfill (3)

Therefore, the Hamiltonian $H_{ph}$ in Eq. 1 will look like

$$H = \begin{pmatrix} \mathcal{H} & \Delta \\ \Delta & -\mathcal{H} \end{pmatrix}.$$  \hfill (5)

This is called class CI of particle-hole symmetry. In this paper, we confine our study only to this CI class. The number of independent elements in $H$ now reduced to $N(N + 1)$ from $4N^2$. The results we have achieved in this paper are intuitively true for the other three classes of particle-hole symmetry in qualitative manner; although the technical difficulties in the calculation would increase.

The joint probability distribution function of the ensemble of such matrices is given by

$$\rho(H) = \rho_{\mathcal{H}}(\{H_{k,l}\})\rho_\Delta(\{H_{k,l+N}\})$$  \hfill (6)

with $k, l$ going from $1 \to N$. The additional constraints of sum of diagonal blocks and difference of off-diagonal blocks giving null matrices have been taken into account to write Eq. 5. $\rho_{\mathcal{H}}(\mathcal{H})$ and $\rho_\Delta(\Delta)$ in Eq. 6 are the probability densities of the ensemble of real symmetric $\mathcal{H}$ and $\Delta$ matrices respectively, defined as

$$\rho_{\mathcal{H}}(\mathcal{H}, h, b) = C_{\mathcal{H}} \exp \left[ -\sum_{k \leq l = 1}^N \frac{1}{2h_{kl}}(\mathcal{H}_{kl} - b_{kl}^{(\mathcal{H})})^2 \right]$$

$$\rho_\Delta(\Delta, h, b) = C_\Delta \exp \left[ -\sum_{k \leq l = 1}^N \frac{1}{2h_{kl}}(\Delta_{kl} - b_{kl}^{(\Delta)})^2 \right]$$  \hfill (7)

where $C_{\mathcal{H}}$ and $C_\Delta$ are normalization constants. All the matrix elements are independent and identically distributed and taken randomly from a Gaussian distribution with variances $h_{kl}^{(\mathcal{H})}$ and $h_{kl}^{(\Delta)}$ and means $b_{kl}^{(\mathcal{H})}$ and $b_{kl}^{(\Delta)}$. Using $H_{kl} = \mathcal{H}_{kl}$ and $H_{k,N+l} = \Delta_{kl}$, the ensemble density of $H$ becomes

$$\rho(H, h, b) = C \exp \left[ -\sum_{k \leq l = 1}^N \frac{1}{2h_{kl}}(H_{kl} - b_{kl})^2 - \sum_{k \leq l = 1}^N \frac{1}{2h_{k,N+l}}(H_{k,N+l} - b_{k,N+l})^2 \right],$$  \hfill (8)

Let us define $h \equiv [h_{kl}]$ and $b \equiv [b_{kl}]$ to be the matrices for variances and means respectively. Clearly, with different choices of ensemble constraints i.e. $h$ and $b$, it is possible to achieve different ensembles with particle-hole symmetry. We discuss three of them later in this paper.
3 Diffusion of matrix elements: Ensemble complexity parameter

Considering our system (Eq. 5) evolves in the block matrix space by a continuous variation of multiple parameters ($h_{kl}$ and $b_{kl}$ in our case), preserving the global symmetries in a suitable basis, we can use previously studied idea of the diffusion of the density depending on the multiple parameters via a single averaged logarithmic function $Y$ referred to as the ensemble complexity parameter [6–9]. The diffusion equation connects evolution in parametric space to that in matrix space. $\mathcal{H}$ and $\Delta$ themselves being Hermitian, following [7], single parametric diffusion equation of $\rho_{\mathcal{H}}(\mathcal{H})$ and $\rho_{\Delta}(\Delta)$ in matrix space is given by,

$$\frac{\partial \rho_{\mathcal{H}}}{\partial Y_{\mathcal{H}}} = \sum_{k,l} \frac{\partial}{\partial H_{kl}} \left[ \left( \frac{1 + \delta_{kl}}{2} \right) \frac{\partial \rho_{\mathcal{H}}}{\partial H_{kl}} + \gamma H_{kl} \rho_{\mathcal{H}} \right]$$  \hspace{1cm} (10)$$

$$\frac{\partial \rho_{\Delta}}{\partial Y_{\Delta}} = \sum_{k,l} \frac{\partial}{\partial \Delta_{kl}} \left[ \left( \frac{1 + \delta_{kl}}{2} \right) \frac{\partial \rho_{\Delta}}{\partial \Delta_{kl}} + \gamma \Delta_{kl} \rho_{\Delta} \right]$$  \hspace{1cm} (11)

where the complexity parameters $Y_{\mathcal{H}}$ and $Y_{\Delta}$ are,

$$Y_{\mathcal{H}} = -\frac{1}{2M_{\mathcal{H}}} \ln \left( \prod_{k \leq l=1}^{N} |1 - \gamma g_{kl} h_{kl}^{(\mathcal{H})}| |h_{kl}^{(\mathcal{H})}|^2 \right) + C_{\mathcal{H}}$$  \hspace{1cm} (12)$$

$$Y_{\Delta} = -\frac{1}{2M_{\Delta}} \ln \left( \prod_{k \leq l=1}^{N} |1 - \gamma g_{kl} h_{kl}^{(\Delta)}| |h_{kl}^{(\Delta)}|^2 \right) + C_{\Delta}$$  \hspace{1cm} (13)

with $g_{kl} = 2 - \delta_{kl}$ while $\gamma$ is taken as arbitrary parameter. Here $M_{\mathcal{H}} = M_{\Delta} \equiv M$ (since size, symmetry and matrix elements distribution of $\mathcal{H}$ and $\Delta$ are same.) is the number of non-zero $h_{kl}$ and $b_{kl}$ and the $\prod$s are over them. $C_{\mathcal{H}}$ and $C_{\Delta}$ are the integration constants. Therefore, the solution of complexity parameter for $\rho(\mathcal{H})$ (Eq. 9) is

$$Y = -\frac{1}{2M_{\gamma}} \ln \left( \prod_{k \leq l=1}^{N} |1 - \gamma g_{kl} h_{kl}| |b_{kl}|^2 \right) + \ln \left( \prod_{k \leq l=1}^{N} |1 - \gamma g_{kl} h_{k,N+l}| |b_{k,N+l}|^2 \right) + \text{const.}$$  \hspace{1cm} (14)

It is expected that diffusion of density would lead to an evolution in the spectral properties of the systems. We next explore this numerically for the system with particle-hole symmetry. The spectral fluctuation is dependent on the ensemble constraints and due to non-stationarity of the spectrum, it is necessary to rescale the complexity parameter $Y$ by the square of local mean level spacing $\Delta_{\ell}(e)$ at the spectral
point of interest (say e). The re-scaled complexity parameter $\Lambda$ can be written as

$$\Lambda(e, Y) = \frac{Y - Y_0}{\Delta l(e)}$$  \hspace{1cm} (15)$$

with $Y_0$ being the complexity parameter of initial state at the start of evolution. Since the eigenstates are not always expected to be exactly delocalized, $\Delta l(e)$ strongly depends on energy range. It corresponds to states which are interacting at energy $e$ only. As we know, localized eigenstates in different parts of the basis space do not interact, we expect $\Delta l(e)$ is proportional to average correlation at energy $e$. Therefore, an acceptable definition of this can be

$$\Delta l(e) \equiv \frac{1}{\langle \rho_{\text{loc}}(e) \rangle}, \quad \text{with} \quad \rho_{\text{loc}}(e) \equiv \sum_n \phi_n \delta(e - e_n)$$  \hspace{1cm} (16)$$

where $\phi_n$ is the $n$th eigenfunction overlapping with other eigenfunctions in the energy range $e$ and $e \pm \delta e$ [6]. The sum in Eq. 16 is over only the overlapping eigenfunctions (locally) around $e$ and the $\langle \rangle$ is also a local average. It is to be noted that in case of the global level density: $R_1(e) = 2N \langle \rho(e) \rangle = \sum_k \langle \delta(e - e_k) \rangle$, the sum is over entire energy range and the $\langle \rangle$ over $\delta$ is local around energy $e$. Therefore,

$$\langle \rho_{\text{loc}}(e) \rangle = \frac{\zeta}{2N} R_1(e)$$  \hspace{1cm} (17)$$

where $\zeta$ is the correlation volume of eigenstates and $2N$ is the size of the Hamiltonian matrix $H$. The range of the value of $\zeta$ is as follows: for delocalized eigenstates $\zeta = 2N$ and for extremely localized case $\zeta = 1$ \(^1\). Therefore, $\langle \rho_{\text{loc}}(e) \rangle$ changes from $\frac{1}{2N} R_1(e)$ to $R_1(e)$ as we go from localized to delocalized eigenstates, i.e. $\frac{1}{2N} R_1(e) < \langle \rho_{\text{loc}}(e) \rangle < R_1(e)$. Eq. 15 can be written as

$$\Lambda(e, Y) = (Y - Y_0) \left( \frac{\zeta R_1(e)}{2N} \right)^2.$$  \hspace{1cm} (18)$$

This rescaled complexity parameter not only have the information about different parameters (mean and variance in case of Gaussian distribution) of the distribution but also depends on density and the localization properties of the spectrum at the point of interest $e$.

4 Details of different ensembles with same matrix constraints

In this section, we present the details of the different ensembles arising due to different constraint despite preserving same matrix constraint. Depending on the choice of the form of variance in Eq. 9 which serves the purpose of ensemble constraint

\(^1\)Note that, here one can expect $\zeta$ to be equal to the participation ratio. (i.e. $\zeta = \frac{1}{\langle I_2(e) \rangle}$), but this is not true if the inverse participation ratio (IPR) $I_2(e)$ varies with energy $e$. 
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here, we study three ensembles (a) Brownian (b) Anderson and (c) exponential ensemble. All these three ensembles have the particle-hole, time-reversal and spin rotation symmetry.

### 4.1 Brownian ensemble (BE)

The evolution of a stationary ensemble under perturbation from one stationary limit to another can be described by Brownian motion model [35]. The non-stationary intermediate states of diffusion connecting two equilibrium ensembles at both ends can be represented by a Brownian ensemble [7]. The initial integrable individual blocks of $H$ in Eq. 5 under the basis-independent Gaussian perturbation can transit to chaotic limit preserving all the symmetries imposed on $H$. The variance and mean of the matrix elements distribution in Eq. 9 are chosen to be

$$h_{kk} = h_{k,N+k} = \frac{1}{2\gamma}$$

$$h_{kl} = h_{k,N+l} = \frac{h_{kk}}{2(1+\mu)}$$

$$b_{kl} = b_{k,N+l} = 0 \quad \forall \, k,l.$$  

Here $\mu \equiv cN^2$ with $N$ as the dimension of $H$ (which is also the dimension of $\Delta$) and $c$ is an arbitrary parameter. Zero-mean of the Gaussian random variable ensures each block of $H$ to be diagonal in $c \to \infty$ limit, while renders GOE behavior in $c \to 0$ limit. The ensemble density (Eq. 9) in these parameters takes the form,

$$\rho(H, h, b) = C \exp \left[-\gamma \sum_k H_{kk}^2 - 2\gamma(1+\mu) \sum_{k<l=1}^N |H_{kl}|^2ight.$$  

$$- \gamma \sum_k H_{k,N+k}^2 - 2\gamma(1+\mu) \sum_{k<l=1}^N |H_{k,N+l}|^2 \right] F_s,$$

while the complexity parameter (Eq. 14) will become

$$Y = \frac{N}{M\gamma} \left[ \ln(2) - \frac{N-1}{2} \ln \left( 1 - \frac{1}{2(1+\mu)} \right) \right].$$

For the initial density when we have zero hopping, the complexity parameter $Y$ is $Y_0 = \frac{N}{M\gamma} \ln(2)$. Subtracting this initial $Y_0$ from $Y$ and putting the number of non-zero independent elements $M = N(N+1)/2$,

$$Y - Y_0 = -\frac{(N-1)}{\gamma(N+1)} \ln \left( 1 - \frac{1}{2(1+\mu)} \right).$$
Expanding the logarithm (ignoring the higher order terms), in the limit $N >> 1, \mu >> 1$, we obtain

$$Y - Y_0 \simeq \frac{1}{2\gamma \mu}. \quad (25)$$

In case of Brownian ensemble, the eigenfunctions are delocalized over entire Hilbert space [6, 7] leading the correlation volume $\zeta$ in Eq. 18 to be equal to the matrix size $2N$. Therefore, the rescaled complexity parameter $\Lambda$ in this case is given by

$$\Lambda_B(e, Y) = (Y - Y_0)R_1(e)^2 \quad (26)$$

with $Y - Y_0$ provided in Eq. 25. Throughout this paper, we have considered the numerical value of the arbitrary parameter $\gamma$ in the definition of $Y$ in Eq. 14 to be equal to $1/4$. Now substituting the values of $\gamma$ and $\mu$, we have

$$\Lambda_B(e) = \frac{2}{cN^2}R_1(e)^2. \quad (27)$$

In all the calculation, $c$ is the true free parameter for this ensemble.

4.2 Anderson Ensemble (AE)

Transport properties of a conduction band electron in presence of impurities was first studied by Anderson by writing down a tight-binding model with nearest neighbor interaction [36]. The ensemble of such random Hamiltonians are often referred as Anderson ensemble [7]. The dimension of the system decides the number of nearest neighbors and accordingly determines the sparsity of the Hamiltonian matrix in site basis. Here, the individual blocks in $H$ in Eq. 5 represent 2D Anderson ensemble and the variances and mean of their elements in Eq. 9 are taken as

$$h_{kk} = h_{k,N+k} = \frac{w^2}{12}, \quad b_{kk} = 0 \quad (28)$$

$$h_{kl} = h_{k,N+l} = f_1(k,l)\frac{w^2}{12}, \quad b_{kl} = b_{k,N+l} = f_2(k,l)t_s \quad (29)$$

with $f_1(k,l)$ and $f_2(k,l)$ are equals to 1 for connected sites on a two dimensional lattice and otherwise zero, $w$ and $w_s$ are arbitrary parameters. Here we consider $t_s = 0$, so that mean of the hopping elements distribution becomes zero. All the mean of the distribution are taken to be zero, so that the sparsity of the Hamiltonian matrix can be controlled by variances only. Keeping $w_s$ fixed and varying $w$ from $\sim w_s$ to higher value leads the eigenstates of $H$ from delocalized to localized ones. The ensemble density (Eq. 9) in this case is,
\[ \rho(H,h,b) = C \exp \left[ -\frac{6}{w^2} \sum_{k=1}^{N} H_{kk}^2 - \frac{6}{w^2} \sum_{k<i=1}^{N} \frac{1}{f_1(k,l)} |H_{ki}|^2 \right. \]
\[ \left. - \frac{6}{w^2} \sum_{k=1}^{N} H_{k,N+k}^2 - \frac{6}{w^2} \sum_{k<i=1}^{N} \frac{1}{f_1(k,l)} |H_{k,N+i}|^2 \right] \mathcal{F}, \]  

(30)

while the complexity parameter from Eq. 14 becomes

\[ Y = -\frac{N}{M \gamma} \left[ \ln \left| 1 - \gamma \frac{w^2}{12} \right| + \frac{z}{2} \ln \left| 1 - \gamma \frac{w^2}{6} \right| \right] + Y_0, \]  

(31)

where \( z \) is the number of nearest neighbor (non-zero) elements for each row of the matrix. \( Y_0 \) is the initial complexity parameter.

For all the numerical work, we consider two dimensional Anderson Hamiltonian \( i.e. \ z = 4 \). We have chosen the variances of the off-diagonal elements of block matrices as \( w^2_s = 12 \) which fixes the hopping parameter. Substituting these values along with that of \( \gamma = 1/4 \), we get

\[ Y - Y_0 = -\frac{4}{N + 1} \ln \left| 1 - \frac{w^2}{48} \right| + \frac{8}{N + 1} \ln(2) \]  

(32)

with the number of non-zero independent elements \( M = N(N + 1) \). Here the free parameter is \( w^2 \).

The correlation volume \( \zeta \) in Eq. 18 is taken intuitively as participation ratio, \( i.e. \ \zeta = \frac{1}{\langle I^2(e) \rangle} \), with \( \langle . \rangle \) to be ensemble average of the local average around energy \( e \). The re-scaled complexity parameter in this case is given by

\[ \Lambda_A(e,Y) = \left( Y - Y_0 \right) \left( \frac{R_1(e)}{2N\langle I_2(e) \rangle} \right)^2 \]  

(33)

where \( (Y - Y_0) \) is provided in Eq. 32.

4.3 Ensemble with exponential decay (EE)

A random band matrix model when no longer bounded by nearest neighbor interactions becomes less sparse. Considering the hopping is random and the variances of this Gaussian random hopping decay with the increasing distances between two adjacent lattice sites, one of the possible ways to model such system is exponential ensemble (introduced in [37]). Here, the block matrices of \( H \) in Eq. 5 belong to exponential ensemble where the variances of their matrix elements distribution show exponential decay from their diagonals [6]. The exponential suppressed variances in Eq. 9 are given
by
\[ h_{kl} = h_{k,N+l} = \frac{1}{\exp(\frac{|k-l|}{b})^2} \]  
\[ (34) \]
where \( b \) is an arbitrary parameter. As \( b \to \infty \), the Hamiltonian becomes completely chaotic whereas decreasing finite value of \( b \), localizes the system. At initial state when no hopping is introduced, i.e. at \( b \to 0 \), individual blocks of \( H \) are integrable since the mean of the distribution is chosen to be \( b_{kl} = b_{k,N+l} = 0 \) for all \( k \) and \( l \). The sparsity as well as the structure of the Hamiltonian matrix \( H \) can be determined by tuning only the parameter \( b \). The probability distribution (Eq. 9) of this ensemble becomes
\[ \rho(H,h,b) = C \exp \left[ -\frac{1}{2} \sum_k H_{kk}^2 - \sum_{k \leq l=1}^N \frac{\exp(\frac{|k-l|}{b})^2}{2} |H_{kl}|^2 \right. \]
\[ \left. -\frac{1}{2} \sum_k H_{k,N+k}^2 - \sum_{k < l=1}^N \frac{\exp(\frac{|k-l|}{b})^2}{2} |H_{k,N+l}|^2 \right] \mathcal{F}_s. \]  
\[ (35) \]

The complexity parameter \( Y \) from Eq. 14 takes the form
\[ Y = -\frac{1}{M\gamma} \left[ N \ln(1 - \gamma) + \sum_{r=1}^{N-1} (N - r) \ln \left| 1 - \frac{2\gamma}{\exp\left(\frac{r}{b}\right)^2} \right| \right] \]  
\[ (36) \]
with \( r \equiv |k - l| \). Subtracting initial state complexity \( Y_0 = -\frac{N}{M\gamma} \ln(1 - \gamma) \) yields
\[ Y - Y_0 = -\frac{8}{N(N+1)} \sum_{r=1}^{N-1} (N - r) \ln \left| 1 - \frac{1}{2} \exp\left(\frac{r}{b}\right)^2 \right| \]  
\[ (37) \]
with the number of non-zero independent matrix elements \( M \) as equal to \( \frac{N(N+1)}{2} \) and \( \gamma = 1/4 \). The free parameter is \( b \).

In this ensemble, the correlation volume \( \zeta \) in Eq. 18 is considered as \( \zeta = \frac{1}{N^{1/4}\langle I_2(e) \rangle} \), the re-scaled complexity parameter \( \Lambda \) is now given by
\[ \Lambda_E(e,Y) = (Y - Y_0) \left( \frac{R_1(e)}{2N \times N^{1/4}\langle I_2(e) \rangle} \right)^2 \]  
\[ (38) \]
with \( (Y - Y_0) \) described as in Eq. 37.

5 Transition from Poisson to Wigner-Dyson statistics in single spectrum: universality

Coming to first of the two questions we posed in introduction about the behavior of spectral statistics as a function of energy, we choose to study short range correlations,
namely, ratio of nearest neighbor spacing distribution. First, to understand the spectral properties of particle-hole symmetric ensembles, let’s recall the discussion in Ref. [5] briefly. The joint probability distribution function of eigenvalues of the CI variant of particle-hole symmetric Hamiltonian is given by,

\[ P(\{e\}) d\{e\} \propto \prod_{i<j} |e_i^2 - e_j^2|^{2N} \prod_k |e_k| \exp^{-e_k^2 / \hbar^2} de_k \]  

(39)

where \( |e_k| \) represents the absence of energy eigenvalues at origin which is attributed to the interaction of \( k \)th level \( e_k \) with its “image” \(-e_k\). The term \( |e_i^2 - e_j^2| \) describes mutual repulsion between levels and the factor \( (e_i + e_j) \) in \( |e_i^2 - e_j^2| \) is due to the interaction of \( e_i \)th level with the “image” of \( e_j \)th level. Now, to study the spectral fluctuation in terms of nearest neighbor spacing ratio, we consider the symmetry reduced spectrum by choosing positive eigenlevels only. And in the absence of “image” of \( e \)'s, according to above discussion the relevant spacing distribution will be Wigner-Dyson (see Appendix A for an illustrative calculation).

The numerical diagonalization of matrices are done using LAPACK (a standard software library for numerical linear algebra subroutines for complex matrices) subroutines. The numerical parameters chosen for this study is detailed as follows. Throughout our analysis, we have considered \( N \times N \) block matrices for \( 2N \times 2N \) Hamiltonian \( H \). The mean (\( \{b_{kl}\} \)) of the Gaussian distribution for all the cases is considered to be zero to keep our numerical study simple. The numerical value of the arbitrary parameter \( \gamma \) in the definition of \( Y \) in Eq. 14 is fixed to be equal to 1/4. Ensemble specific details are: (BE) This ensemble of matrices are exactly diagonalized for two \( c \) values (\( c = 0.4 \) and 1), while \( 2N = 1024 \) and the size of the ensemble is taken 5000. (AE) Two dimensional (2D) Anderson ensemble is considered for each block matrices (\( H \) and \( \Delta \)) of the Hamiltonian in Eq. 5 with linear size \( L = 22 \) and therefore, the size of \( H \) becomes \( 2N = 2 \times L^2 = 968 \). An ensemble of 5000 matrices of this size is considered to diagonalize for each cases with \( w^2 = 12 \) and 36 in the variance of the diagonal elements of the block matrices in Eq. 28. For all the cases the variance of the off-diagonal elements are fixed at \( w_s^2 = 12 \) and the mean of the distribution are kept to be zero (\( i.e. t = t_s = 0 \)). (EE) We have considered two different cases with \( b = 10 \) and 12 and generated 5000 matrices of size \( 2N = 1024 \) for both the cases for exact diagonalization.

The effect of variances, \( i.e. \) ensemble constraint on the spectrum despite coming from same matrix constraint when looked at as a function of energy is observed by studying the density of states (see the details in Appendix B). To explore this ensemble constraint dependence further, we look at the energy dependence of eigenstates properties as well like inverse participation ratio (IPR). The IPR is defined as the inverse of the number of basis states participating in the wavefunction. The inverse participation ratio for the \( n^{th} \) eigenstate \( \psi_n \) corresponding to the eigenvalue \( e_n \), can be expressed as \( I_2(\psi_n) = \sum_{k=1}^{2N} |\psi_{kn}|^4 \) which is second order moment of local intensity \( \psi_{kn} \).
[1, 2, 38]. Figure 1 shows the variation of ensemble averaged IPR, $\langle I_2(e) \rangle$, throughout the spectrum for different ensembles. This turns out not only system-dependent but also sensitive to the numerical values of the variances of the matrix elements distribution i.e. again strongly depending on ensemble constraints. IPR corroborates the belief of Poisson like behavior (i.e. localized eigenfunctions) at the edges while more delocalized eigenfunctions in the bulk of the spectrum. The rescaled complexity parameter $\Lambda$ as we introduced in earlier section is also strongly dependent on the local spectral energy range as well as the ensemble constraints which is clear from its definition (Eq. 15) (also see Appendix C).

Fig. 1: $\langle I_2 \rangle$ vs $e$ for (a) BE, (b) AE and (c) EE for two different variances at each case. The $\langle I_2 \rangle$ is sensitive to the variances of the individual ensembles as well as the type of the ensembles.

Among various spectral fluctuation measures, ratio of nearest neighbor spacing has gained a lot of popularity due to its insensitivity to the otherwise difficult procedure of unfolding [39–42]. It is defined as,

$$r_i = s_{i+1}/s_i$$

where $s_i = e_{i+1} - e_i$ is the distance between two consecutive eigenvalues and the distribution of $r$ can be denoted as

$$P(r) = \sum_i \delta(r - r_i)$$

For the spectral statistics in the Poisson and Wigner-Dyson limit, $P(r)$ can be given as

$$P(r) = \begin{cases} \frac{1}{(1+r)^2} \frac{r^2}{2} & \text{for Poisson} \\ \frac{27}{47} \frac{(r+r^2)}{(1+r+r^2)^{3/2}} & \text{for GOE}. \end{cases}$$

We plot $P(r)$ at three arbitrarily chosen values of rescaled complexity parameter $\Lambda$ for all the three type of ensembles with two different choices of variances for each case in figure 2. The energy ranges are different for different cases. The plot shows
an universal behavior of nearest neighbor spacing distribution for different ensemble constraints as well as for different type of ensemble with same matrix constraints. Another important result here to notice is that with the increasing numerical value of \( \Lambda \), the statistics shifts to more chaotic side while a comparatively smaller value of \( \Lambda \) showing statistics near Poissonian behavior. This motivated us to study the spectral behavior across the range of rescaled complexity parameter \( \Lambda \).

**Fig. 2:** \( P(r) \) compared for all the three ensembles for two different variances considered in each case together. Almost overlap of the curves verifies universality based on \( \Lambda \).

We can see from Eq. 40 that \( r_i \) is an unbounded variable. Therefore, we use a related measure \( \tilde{r}_i \) defined as,

\[
\tilde{r}_i = \min \left( r_i, \frac{1}{r_i} \right).
\]

The limiting values of ensemble averaged \( \tilde{r}_i \), denoted henceforth by \( \langle \tilde{r}_i \rangle \) for integrable and chaotic systems are as follows [40]:

\[
\langle \tilde{r}_i \rangle = \begin{cases} 
2 \ln(2) - 1 \approx 0.3863 & \text{for Poisson} \\
4 - 2\sqrt{3} \approx 0.5359 & \text{for GOE}.
\end{cases}
\]

We study energy resolved \( \langle \tilde{r}_i \rangle \) to bring a fore the energy dependence of nature of spectrum. Figure 3 depicts the variation of \( \langle \tilde{r}_i \rangle \) as a function of \( \log(e_i) \) where \( e_i \) varies from center to the edge of the spectrum since it is sufficient to consider either half of the spectrum due to particle-hole symmetry. For different ensembles, the variation of \( \langle \tilde{r}_i \rangle \) is different and also with the change of the value of the variance of the matrix elements distribution, dependence of \( \langle \tilde{r}_i \rangle \) on the energy changes. Commensurate with the general belief, edge is behaving more like an integrable spectrum while bulk is similar to chaotic despite choosing a purely chaotic ensemble. But what is more interesting is the dependence on the variances i.e. ensemble constraints. The effect of ensemble constraint on the spectrum is clear from density of states plots along with ratio of nearest neighbor spacing plot and this effect on the eigenstates is prominent from IPR plots. The localized and delocalized behavior at different energy range for both the ratio of spacing i.e. eigenvalues property and IPR which is an eigenfunction property brings
Fig. 3: $\langle \tilde{r}_i \rangle$ with respect to $\log(e_i)$ (for $e_i > 0$) for (a) BE, (b) AE and (c) EE for two different variances considered in each case. The behavior is strongly system-dependent and sensitive to the value of the variances as well.

This naturally leads us to the question whether a transition from Poisson to Wigner-like behavior can be studied in a more unified manner combining the effects of spectrum as well as the ensemble constraints?

Fig. 4: Dependence of $\langle \tilde{r}_i \rangle$ on $\Lambda(e_i)$ compared for all the three ensembles for two different variances considered in each case together. $\langle \tilde{r}_i \rangle$ is almost system independent verifying universality based on $\Lambda$. 
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To answer this question we plotted the ensemble averaged ratio of nearest neighbor spacing against the rescaled complexity parameter. It shows an universal transition from Poisson to Wigner-Dyson like behavior as seen in figure 4. Universality here is meant for not only the different ensemble constraints, but also the different type of ensembles keeping the matrix constraint same. This transition is clearly logarithmic in re-scaled complexity parameter $\Lambda$ and $\langle \tilde{r}_i \rangle$ saturates after a certain value of $\Lambda$. Previous studies for systems with and without chiral symmetry [6, 7] show this universality of the complexity parameter. Our results for different ensembles with particle-hole symmetry enforces further the universal behavior of $\Lambda$. However, lack of the detailed knowledge of exact dependence of $\Lambda$ on the localization of eigenstates (depicted through $\zeta$ in the definition of $\Lambda$ (Eq. 18) is most probably the reason for the slight deviation of $\langle \tilde{r}_i \rangle$ from each other in figure 4).

6 Interpolating ensemble from particle-hole to chiral symmetry

Motivated by the universality found in previous section and logarithmic dependence of $\langle \tilde{r} \rangle$ on $\Lambda$, we introduce an interpolating ensemble which connects a system with particle-hole symmetry to one with chiral symmetry. Let us recall that in case of chiral symmetric Hamiltonian the diagonal blocks in Eq. 5 are zero matrices of appropriate dimension.

Previously, transition from Poisson to GOE [43–47], appearance of partial transport barriers in transport [43, 48], perturbation of integrable dynamical system [43, 49], in the coupled chaotic systems[50], effect of disorder strength in Anderson model[10]; GOE to GUE transition [51, 52] all have been studied in the framework of dynamical symmetry breaking in various interpolating ensembles. In contrast to this, here we are interested in Poisson to GOE transition of spectral fluctuations within a single spectrum for each instance of interpolating ensembles.

The interpolating Hamiltonian is defined as

$$H_{\text{inter}} = \begin{pmatrix} \epsilon & \Delta \\ \Delta & -\epsilon \end{pmatrix}$$

(45)

where $\epsilon \in [0, 1]$ is the interpolating parameter defining the chiral symmetric and particle-hole symmetric systems at the end points. As the matrix elements are chosen as Gaussian distributed with zero mean and unit variance, multiplication of $\epsilon$ scales the variance of diagonal block elements by $\epsilon^2$. We take $\epsilon = 1, 10^{-1}, 10^{-2}, 0$ as the representative values. $\epsilon = 0$ leads to a system with symmetric chiral symmetry:

$$H_c = \begin{pmatrix} 0 & \Delta \\ \Delta & 0 \end{pmatrix}$$

(46)

It is symmetric because the off-diagonal blocks $\Delta$ are individually symmetric in nature and therefore, reducing the number of independent matrix elements to $N(N+1)/2$ for a $2N \times 2N$ Hamiltonian matrix $H_c$. Note that, in general, the $\Delta$ blocks are not necessarily symmetric or even square for chiral systems.
Now to calculate the complexity parameter $Y$ as well as $\Lambda$ we again consider the three different types (BE, AE and EE) of interpolating ensembles by taking the variances of the matrix elements distribution differently.

### 6.1 Brownian ensemble

Considering the variance of the diagonal elements of $\mathbf{H}$ to be

$$h_{kk} = \frac{\epsilon^2}{2\gamma}$$

and keeping the other parameters as they were in Eq. 19, 20 and 21 (for $\mathbf{H}$ in Eq. 5) and following the same equation of complexity parameter provided in section 4.1, we achieve

$$Y - Y_0 \simeq \frac{1}{4\gamma \mu} (1 + \epsilon^2).$$

(48)

The correlation volume $\zeta$ in the definition of the rescaled complexity parameter $\Lambda$ (Eq. 18) was considered to be same as the size $(2N)$ of the Hamiltonian matrix in case of Brownian ensemble in 4.1. But $\epsilon \leq 0.1$ makes $\zeta$ to be dependent on $\epsilon$ as $\zeta = 2N(1 - 5^a \epsilon)$ where $\epsilon = 10^{-\alpha}$ with $\alpha$ to be non-zero positive integer. Therefore, $\Lambda$ becomes

$$\Lambda_B(\epsilon, Y) = (Y - Y_0)((1 - 5^a \epsilon)R_1(\epsilon))^2$$

(49)

with $(Y - Y_0)$ provided by Eq. 48.

### 6.2 Anderson ensemble

If the variance of the elements of $\mathbf{H}$ are considered to be

$$h_{kk} = \frac{\epsilon^2 w^2}{12}, \quad h_{kl} = \frac{\epsilon^2 w^2}{12}$$

for nn sites) (50)

and the other multi-parameters are defined as they were in Eq. 28 and 29 (for $\mathbf{H}$ in Eq. 5), following the equation of complexity parameter provided in section 4.2, one can get

$$Y - Y_0 = -\frac{2}{N + 1} \ln \left\{ \left| 1 - \frac{w^2}{48} \right| \left| 1 - \frac{\epsilon^2 w^2}{48} \right| \right\} - \frac{4}{N + 1} \ln \left\{ \frac{1}{2} \left( 1 - \frac{\epsilon^2}{2} \right) \right\}$$

(51)

The correlation volume $\zeta$ here consists of IPR as discussed in section 4.2 which takes care the effect of $\epsilon$ on the localization of wavefunctions. The rescaled complexity parameter $\Lambda$, therefore, will be same as defined in Eq. 33 with $(Y - Y_0)$ given by Eq. 51.
6.3 Ensemble with exponential decay

The variance of the elements of \( H \) for EE is given by

\[
h_{kl} = \epsilon^2 \exp\left(\frac{|k-l|}{b}\right)\]  \hspace{1cm} (52)

for \( k, l = 1 \rightarrow N \) and the variances of the other elements distribution are given by Eq. 34 (for \( H \) in Eq. 5) with the mean of all elements distribution to be zero. To calculate the complexity parameter, if we follow the equation provided in section 4.3, we get

\[
Y - Y_0 = -\frac{4}{N(N+1)} \sum_{r=1}^{N-1} (N-r) \ln \left( 1 - \frac{1}{2 \exp(\frac{r}{b})^2} \right) \left( 1 - \frac{\epsilon^2}{2 \exp(\frac{r}{b})^2} \right) \]. \hspace{1cm} (53)

![Graphs showing \( \langle \tilde{r}_i \rangle \) vs \( \log(\Lambda) \) for different values of \( \epsilon \).](image)

**Fig. 5:** \( \langle \tilde{r}_i \rangle \) vs \( \log(\Lambda) \) plot for (a) \( \epsilon = 10^{-1} \), (b) \( \epsilon = 10^{-2} \) and (c) \( \epsilon = 0 \). The \( \langle \tilde{r}_i \rangle \) for different variances of same type of ensembles as well as for different ensembles coincide with each other during the transition from Poisson \( \rightarrow \) GOE before they saturate. As the value of the parameter \( \epsilon \) decreases (i.e., goes towards chiral ensemble from particle-hole one), \( \langle \tilde{r}_i \rangle \) saturates faster for all the cases.
In this case, \( \zeta \) is again a function of IPR provided in section 4.3 and hence, not explicitly dependent on \( \epsilon \) which keeps the definition of the \( \Lambda \) as it was defined in Eq. 38 with \( (Y - Y_0) \) to be as Eq. 53.

The variation of \( \langle \tilde{r}_i \rangle \) with \( \Lambda \) for different \( \epsilon \) as well as for different ensembles is shown in figure 5. For \( \epsilon = 0 \), the system goes away from the integrability as a function of \( \log(\Lambda) \) but saturates before it reaches to chaotic limit. This incomplete transition can be attributed to lack of sufficient independent elements in the Hamiltonian due to added symmetric nature of off-diagonal blocks. During transition, the independence on ensemble constraint once again displays the universal nature of the transition within the spectrum. With increasing value of \( \epsilon \), complete transition happens and the universality in the independence of ensemble constraint as well as the variation of \( \langle \tilde{r} \rangle \propto \log(\Lambda) \) is maintained.

7 Application to 2D SSH model

In this section, we explore this universality for a physical example of 2D SSH like model once with chiral symmetry and again with particle-hole symmetry. This two dimensional generalization of 1D SSH model is a representation of bipartite lattice structure where the interaction strength inside and outside of the unit cell are considered to be different from each other. Figure 6 is a diagrammatic representation of the details of the model where two sublattices A and B having \( a_{11}, a_{21}, a_{31}, \ldots, c_{11}, c_{21}, c_{31}, \ldots \) and \( b_{11}, b_{21}, b_{31}, \ldots, d_{11}, a_{21}, d_{31}, \ldots \) lattice points respectively are shown along with the unit cell which consists of four lattice points (one of each \( a, b, c \) and \( d \)). The pair of lattice points belonging to the same sublattice ((a and c) or (b and d)) sit at the ends of the diagonal of a square unit cell.

7.1 2D SSH model with chiral symmetry

Bipartite nature of the SSH model makes the nearest neighbors (both inside and outside of the unit cell) of every lattice point to belong to the other sublattice. Only nearest neighbor interactions are being considered in this representation of 2D SSH model with chiral symmetry [Left figure of Fig. 6]. Here the interaction between the lattice points belonging to same sublattice are forbidden. The interaction strength inside and outside of the unit cell are taken different from each other \( \alpha \) and \( \alpha' \) respectively. The interaction Hamiltonian of this model looks like

\[
H^{ch}_S = \sum_{x,y=1}^{L/2} \left[ \alpha_{xy} a_{xy}^\dagger b_{xy} + \alpha_{xy} c_{xy}^\dagger d_{xy} + \alpha_{xy} d_{xy}^\dagger a_{xy} + \alpha_{xy} b_{xy}^\dagger c_{xy} \\
  + \alpha'_{xy} b_{xy}^\dagger a_{x+1,y} + \alpha'_{xy} c_{xy}^\dagger d_{x+1,y} + \alpha'_{xy} d_{xy}^\dagger a_{x+1,y} + \alpha'_{xy} c_{xy} b_{x+1,y} \right]
\]

(54)
Fig. 6: A 2D SSH model for lattice size $L = 4$ is shown here. The red and the blue lattice points represent their associated sublattices to be different from each other. The yellow squares represent each unit cell consisting four lattice points; two from each sublattice. The black arrows represent interaction between two lattice points belonging to different sublattice inside ($\alpha$) the unit cells whereas the grey ones represent that outside ($\alpha'$) the unit cells. Left figure is for 2D SSH model with chiral symmetry and the right one is that with particle-hole symmetry. The latter one also consists diagonal interactions within the same unit cell represented by green arrows.

with $L$ being the lattice size. The Hamiltonian $H_{S}^{\text{ch}}$ can be expressed as $H_{S}^{\text{ch}} = \psi^\dagger H_{\text{SSH}}^{\text{ch}} \psi$ with

$$H_{\text{SSH}}^{\text{ch}} = \begin{pmatrix} 0 & \Delta \\ \Delta^T & 0 \end{pmatrix}$$

in site basis $\psi^\dagger = (a_{11}, a_{21}, \ldots, c_{11}, c_{21}, \ldots, b_{11}, b_{21}, \ldots, d_{11}, d_{21}, \ldots)$. Here, the off diagonal block matrix $\Delta$ is of size $N \times N$ for $H_{\text{SSH}}^{\text{ch}}$ of size $2N = L^2$. The $H_{\text{SSH}}^{\text{ch}}$ is a representation of systems with chiral symmetry where the off-diagonal blocks are not symmetric. The energy spectrum in this case like particle-hole symmetric system is symmetric around zero.

For numerical analysis of spectral statistics, we have considered an ensemble of 500 matrices of 2D lattice of size $L = 32$. We defined the interaction strengths inside and outside ($\alpha$ and $\alpha'$ respectively) of the unit cell as Gaussian distributed random number to model the disorder. The mean and variance are the relevant parameters for the present study. Here we have considered three combinations of the variances $h_{\alpha}$ and $h_{\alpha'}$: i) $h_{\alpha} = 1, h_{\alpha'} = 3/2$, ii) $h_{\alpha} = 3/2, h_{\alpha'} = 1$ and iii) $h_{\alpha} = 3, h_{\alpha'} = 1$ once with zero mean of the matrix elements and at other time with non-zero mean $b_{\alpha} = 0.2, b_{\alpha'} = 0.1$. The density of states is symmetric around zero energy as expected due to chiral symmetry. The level density depends on the sum of the variances of interaction strengths inside and outside of the unit cell. The width of the spectrum increases with the increasing value of $h_{\alpha} + h_{\alpha'}$ while IPR $\langle J_2 \rangle$ depends on the sum as well as the modulus difference between $h_{\alpha}$ and $h_{\alpha'}$. For a fixed value of $|h_{\alpha} - h_{\alpha'}|$, with increasing value of $h_{\alpha} + h_{\alpha'}$, the eigenstates tend to delocalize. However, for a
fixed sum, localization increases with increasing $|h_\alpha - h_{\alpha'}|$ which is understandable as the strength of the disorder become at par inside and outside the unit cell.

Following the definition of the complexity parameter provided in Eq. 14, the $Y$ in this case is given by

$$Y = -\frac{1}{2M\gamma} \left[ N \ln \left| 1 - \gamma h_\alpha \right| + N \ln \left| 1 - 2\gamma h_\alpha \right| + 2N \ln \left| 1 - 2\gamma h_{\alpha'} \right| \right]$$

$$+ 2N \ln \left| h_\alpha \right|^2 + 2N \ln \left| h_{\alpha'} \right|^2 + Y_0$$

(56)

where $M$ is the number of non-zero independent matrix elements, $\gamma$ is an arbitrary parameter considered to be equals to $1/4$ throughout while $Y_0$ is the complexity parameter of the initial state which corresponds to the Poisson limit attained by the system. For our calculation, we have chosen interaction inside the unit cell much higher ($h_\alpha = 9$) than that at outside ($h_{\alpha'} = 0.01$) for this limit. In total eight logarithmic terms appear as we consider two dimensional system resulting in the number of the nearest neighbor elements to be four. Considering $M = N(N + 1)/2$ and the correlation volume $\zeta$ to be equal to the participation ratio (i.e. $\zeta = \langle I^2 \rangle$), the rescaled complexity parameter $\Lambda$ becomes same as Eq. 33, where $Y - Y_0$ is defined by Eq. 56. The ensemble averaged ratio of nearest neighbor spacing $\langle \tilde{r}_i \rangle$ is plotted as function of $\log(\Lambda)$ in figure 7 for this 2D SSH model with chiral symmetry.

**Fig. 7:** $\langle \tilde{r}_i \rangle$ with respect to $\log(\Lambda(e_i))$ for 2D SSH with chiral symmetry for different distribution of the interaction strengths $\alpha$ and $\alpha'$. In (a) mean of the distribution $b_\alpha = b_{\alpha'} = 0$ whereas in (b) $b_\alpha = 0.2$, $b_{\alpha'} = 0.1$. For both the cases three different combinations of the variances are plotted. With the increasing numerical value of $\Lambda$, the $\langle \tilde{r}_i \rangle$ goes from near Poisson to close to GOE limit and this transition is independent of all the ensemble constraints considered like means and variances.

It is clear from figure 7 that $\langle \tilde{r}_i \rangle$ not only shows a transition from nearly integrable value to chaotic limit with the increase of the numerical value of $\Lambda$ but also this transition is independent of the distribution parameters (mean and variances which are ensemble constraints), verifying universality of spectral fluctuations based on $\Lambda$. 
The logarithmic dependence of averaged nearest neighbor spacing ratio on complexity parameter agrees well with our result described in section 5. This correspondence in first glance may look surprising as true symmetry of 2D SSH model considered here is chirality however the resolution of this is in the total number of ensemble constraints which in this case is same as in the system with particle-hole symmetry. The mean value of the matrix elements distribution does not change the logarithmic dependence which in this case is same as in the system with particle-hole symmetry. The mean however the resolution of this is in the total number of ensemble constraints which in this case is same as in the system with particle-hole symmetry. The mean value of the matrix elements distribution does not change the logarithmic dependence which in this case is same as in the system with particle-hole symmetry. The mean value of the matrix elements distribution does not change the logarithmic dependence which in this case is same as in the system with particle-hole symmetry. The mean value of the matrix elements distribution does not change the logarithmic dependence which in this case is same as in the system with particle-hole symmetry. The mean value of the matrix elements distribution does not change the logarithmic dependence which in this case is same as in the system with particle-hole symmetry. The mean value of the matrix elements distribution does not change the logarithmic dependence which in this case is same as in the system with particle-hole symmetry.

7.2 2D SSH model with CI class of particle-hole symmetry

In the particle-hole symmetric version of 2D SSH model, along with already existing interactions, we now consider onsite disorder of strength $\beta$ for all lattice points and non-zero interaction of strength $\beta'$ between the lattice points belonging to same sub-lattice only inside the unit cells (a-c and b-d) [Right figure of Fig. 6]. The interaction Hamiltonian will now become

$$H_{S}^{ph} = H_{S}^{ph} + \sum_{x,y=1}^{L/2} \left[ \beta_{xy}^{aa} \psi_{x}^{a} \psi_{y}^{a} + \beta_{xy}^{bb} \psi_{x}^{b} \psi_{y}^{b} + \beta_{xy}^{cc} \psi_{x}^{c} \psi_{y}^{c} + \beta_{xy}^{dd} \psi_{x}^{d} \psi_{y}^{d} \right] + \beta_{xy}^{ac} \psi_{x}^{a} \psi_{y}^{c} + \beta_{xy}^{bd} \psi_{x}^{b} \psi_{y}^{d}$$

with $H_{S}^{ph}$ taken from Eq. 54. The Hamiltonian $H_{S}^{ph}$ can be expressed as $H_{S}^{ph} = \psi^{\dagger}H_{SSH}^{ph} \psi$ with $\psi^{\dagger} = (a_{11}^{\dagger}, a_{21}^{\dagger}, \ldots, c_{11}^{\dagger}, c_{21}^{\dagger}, \ldots, b_{11}^{\dagger}, b_{21}^{\dagger}, \ldots, d_{11}^{\dagger}, d_{21}^{\dagger}, \ldots)$ where the Hamiltonian matrix $H_{SSH}^{ph}$ will have non-zero diagonal blocks. It will be particle-hole symmetric of CI class, if $H_{S}^{ph}$ has additional terms: $\sum_{x,y=1}^{L/2} [c_{xy}^{a} b_{x+1,y}^{b} + a_{xy}^{c} c_{x+1,y}^{c} d_{xy}^{d}]$, along with the conditions as follows

$$\alpha_{xy}^{da} = \alpha_{xy}^{bc}, \quad \alpha_{xy}^{ad} = \alpha_{xy}^{cb}, \quad \beta_{xy}^{ac} = -\beta_{xy}^{ca}, \quad \beta_{xy}^{bd} = -\beta_{xy}^{db} \text{ and } \beta_{xy}^{ac} = \beta_{xy}^{bd}.$$

$H_{SSH}^{ph}$ will now exactly look like $H$ in Eq. 5 with same number of independent ensemble constraints.

For numerical study, all the interaction strengths ($\beta$ and $\beta'$ along with $\alpha$ and $\alpha'$) are defined to be Gaussian distributed random numbers. Four combinations of the variances $h_{a}, h_{a'}, h_{b}$ and $h_{b'}$ are considered: i) $h_{a} = h_{a'} = h_{b} = h_{b'} = 1$, ii) $h_{a} = h_{a'} = 1, h_{b} = h_{b'} = 3/2$, iii) $h_{a} = h_{a'} = 3/2, h_{b} = h_{b'} = 1$ and iv) $h_{a} = h_{a'} = 1, h_{b} = h_{b'} = 3/2$ for both zero and non-zero mean $b_{a} = b_{b} = 0.1, b_{b'} = b_{b'} = 0.2$.

The complexity parameter in this case, following the definition in Eq. 14, will now become $Y = Y_{od} + Y_{d} + Y_{0}$ with

$$Y_{od} \equiv -\frac{1}{2M} \left[ N \ln |1 - \gamma h_{a}| + \frac{N}{2} \ln |1 - 2\gamma h_{a}| + \frac{3N}{2} \ln |1 - 2\gamma h_{a'}| + \frac{3N}{2} \ln |b_{a}| + \frac{3N}{2} \ln |b_{a'}| \right] \quad (59)$$
$$Y_d \equiv -\frac{1}{2M\gamma} \left[ N \ln |1 - \gamma h_{\beta}| + \frac{N}{2} \ln |1 - 2\gamma h_{\beta'}| + N \ln |b_{\beta}|^2 + \frac{N}{2} \ln |b_{\alpha}|^2 \right]$$  

with $M$ and $\gamma$ being again the number of non-zero independent matrix elements considered as $M = N(N+1)/2$ and an arbitrary parameter to be equal to 1/4 respectively, $Y_0$ is the complexity parameter at the initial state. We have chosen the onsite disorder much higher ($h_{\beta} = 9$) than the interaction between any two lattice points ($h_{\alpha} = h_{\alpha'} = h_{\beta'} = 0.01$) to achieve the Poisson limit by the system. Again, considering the correlation volume $\zeta$ to be equal to the participation ratio, the rescaled complexity parameter $\Lambda$ becomes same as Eq. 33, where $Y' - Y = Y_{ad} + Y_d$ with $Y_{ad}$ and $Y_d$ being defined by Eq. 59 and Eq. 60 respectively. Figure 8 shows the ensemble averaged ratio of nearest neighbor spacing ($\tilde{r}$) with respect to $\log(\Lambda)$ for this 2D SSH model with particle-hole symmetry of CI kind. Here an ensemble of 500 matrices of 2D lattice of size $L = 32$ is considered.

**Fig. 8:** $\langle \tilde{r}_i \rangle$ as a function of $\log(\Lambda(e_i))$ for 2D SSH with particle-hole symmetry for different distribution of the interaction strengths $\alpha, \alpha', \beta$ and $\beta'$. In (a) mean of the distribution $b_{\alpha} = b_{\alpha'} = b_{\beta} = b_{\beta'} = 0$ whereas in (b) $b_{\alpha} = b_{\beta} = 0.1$, $b_{\alpha'} = b_{\beta'} = 0.2$. For both the cases four different combinations of the variances are plotted. With the increasing numerical value of $\Lambda$, the $\langle \tilde{r}_i \rangle$ goes from near Poisson to near GOE limit and this transition is independent of all the ensemble constraints considered like means and variances.

Figure 8 again confirms a transition of $\langle \tilde{r}_i \rangle$ from nearly integrable value to chaotic limit with the increase of the numerical value of $\Lambda$ and its independence of the distribution parameters like mean and variances. This result again verifies the universality of spectral fluctuations based on $\Lambda$. Again, $\langle \tilde{r}_i \rangle \propto \log(\Lambda)$ . For both the 2D SSH models one with chiral symmetry and the other one with particle-hole symmetry, the rate of transition is same. Even the mean value does not change the logarithmic dependence of $\langle \tilde{r}_i \rangle$ on the numerical values of $\Lambda$, as well as the rate of the transition.
8 Conclusions

In this paper, we have shown that the spectral statistics characterized by ensemble averaged ratio of nearest neighbor spacing shows an universal transition from integrable to chaotic behavior within single spectrum, when studied as a function of complexity parameter for the system having particle-hole symmetry. The universality here means that transition does not depend on ensemble constraints whenever the matrix constraints are kept fixed. Moreover, the $\langle \tilde{r} \rangle$ goes as $\log(\Lambda)$. The complexity parameter itself is a function of different parameters present in the joint probability distribution function of the system. Introduced via diffusion equation for JPDF in the parameter space, this quantity in addition requires the local information regarding spectral density as well as localization property of eigenfunctions. The different ensembles like Brownian, Anderson and exponential show the same behavior and completely fall on top of each other as seen in figure 4.

We further have introduced and studied an interpolating ensemble having a single parameter $\epsilon \in [0, 1]$ which gives chiral and particle-hole symmetric Hamiltonian at its end-points. We further show that for a fixed value of $\epsilon$, the transition from integrable to Wigner-Dyson value follows the universality and $\langle \tilde{r} \rangle \propto \log(\Lambda)$. Motivated by this, we studied two different 2D SSH like models one with chiral symmetry and the other one with particle-hole symmetry where bond disorder and chemical potential are modeled by Gaussian random numbers. The spectral transition within the spectrum again follows the universality for both the models with different combinations of mean and variances of the matrix elements distribution.

In our analysis we have considered the localization volume $\zeta$ intuitively for various ensembles guided also by previous works [6, 7, 53]. A systematic study of this as a function of energy would improve this analysis on the quantitative level and can be studied in future.
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Appendix A  Nearest neighbor spacing distribution

A particle-hole symmetric matrix have eigenvalues always symmetric around zero. Therefore, if we sort them, the spacing between \( e_i \) and \( e_{i+1} \), i.e. \( |e_{i+1} - e_i| = s \), will be equal to the spacing between \(-e_i \) and \(-e_{i+1} \), i.e. \( |e_{i+1} - e_i| = s \).

Hence, it is sufficient to consider either side of the spectrum as long as nearest neighbor fluctuation is the spectral property of interest.

Considering Eq. 5 to be a 4 \( \times \) 4 Hamiltonian, two of its four eigenvalues will be positive due to particle-hole symmetry. Therefore, without any loss of generality, restricting ourselves to only positive sector of eigenvalues, we can calculate the nearest neighbor spacing distribution \( P(s) \).

Let us assume, the two positive eigenvalues are \( e_1 \) and \( e_2 \) and the spacing between them is \( s \). Therefore,

\[
P(s) = \int_0^\infty \int_0^s P(e_1, e_2) \delta(s - |e_1 - e_2|) \, de_1 \, de_2
\]

\[
= \int_0^\infty \int_0^{e_1} P_{e_1 > e_2} \delta(s - |e_1 - e_2|) \, de_2 \, de_1
\]

\[
+ \int_0^\infty \int_0^{e_2} P_{e_2 > e_1} \delta(s - |e_2 - e_1|) \, de_1 \, de_2
\]

\[
(A1)
\]

Using Eq. 39, one can write \( P(e_1, e_2) \). Now,

\[
P(s) \propto \int_0^\infty \int_0^{e_1} (e_1^2 - e_2^2) \, e_1 e_2 \, \exp(-\frac{e_1^2 + e_2^2}{h^2}) \, \delta(s - |e_1 - e_2|) \, de_2 \, de_1
\]

\[
+ \int_0^\infty \int_0^{e_2} (e_2^2 - e_1^2) \, e_1 e_2 \, \exp(-\frac{e_1^2 + e_2^2}{h^2}) \, \delta(s - |e_2 - e_1|) \, de_1 \, de_2
\]

\[
= 2 \int_0^\infty \int_0^s (e_1^2 - (e_1 - s)^2) \, e_1 (e_1 - s) \, \exp(-\frac{e_1^2 + (e_1 - s)^2}{h^2}) \, de_1 \, de_2
\]

\[
= \frac{h^4}{2} e^{-s^2/h^2}
\]

\[
(A2)
\]

Therefore,

\[P(s) \propto s \, e^{-s^2/h^2}.\]

This spacing distribution is same as that of GOE. Now for 2000 \( \times \) 2000 Hamiltonian matrix we numerically verified this analytical result.

Since our spectral property of interest is nearest neighbor spacing ratio distribution, we numerically present here \( P(r) \) and \( P(\tilde{r}) \) for particle-hole CI class of random matrices with no additional constraints (Eq. 5). The distributions here agree very well with the result of Gaussian Orthogonal Ensemble (GOE).
Fig. A1: Distribution of nearest neighbor spacing for an ensemble of 5000 Ph-CI matrices of size $2000 \times 2000$

Fig. A2: Distribution of nearest neighbor spacing ratio of two kinds for an ensemble of 5000 Ph-CI matrices of size $2000 \times 2000$

Appendix B  Density of states

The density of states at an energy $e$ is given by $\rho(e) = \sum_n \delta(e - e_n)$ [38]. The scaled level density $F(e)$ is defined as $F(e) = \frac{1}{2N} R_1(e)$ where $R_1(e) = \langle \rho(e) \rangle$ due to ergodicity in the spectrum [38, 54]. Figure B3 shows that $R_1(e)$ is dependent on the variances of the matrix elements distribution for both AE (B3(b)) and EE (B3(c)) but the dependence is insignificant for BE (B3(a)). This highlights the same finding about sensitivity to ensemble constraints despite being invariant under the same matrix constraint. The exception of BE is again commensurate with earlier findings [6]. The structure of level density curve is highly dependent on the systems obtained by varying ensemble constraints only.
Appendix C  Energy dependence of complexity parameter

The dependence of the rescaled complexity parameter $\Lambda$ on the ensemble constraint variance as a function of energy for three different ensembles is shown in figure C4. The energy dependence of $\Lambda$ is provided in its expression in Eq. 15.

Fig. C4: Variation of $\Lambda$ throughout the spectrum for (a) BE, (b) AE and (c) EE for two different variances considered in each case. The spectrum of $\Lambda$ with respect to $e$ is very much dependent on the variances of individual ensembles and also significantly different for different ensembles.
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