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Abstract
We address the level of complexity that can be observed in the dynamics near a robust heteroclinic network. We show that infinite switching, which is a path towards chaos, does not exist near a heteroclinic network such that the eigenvalues of the Jacobian matrix at each node are all real. Furthermore, for a path starting at a node that belongs to more than one heteroclinic cycle, we find a bound for the number of such nodes that can exist in any such path. This constricted dynamics is in stark contrast with examples in the literature of heteroclinic networks such that the eigenvalues of the Jacobian matrix at one node are complex.
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1. Introduction

We are concerned with describing the level of complexity that can be achieved by the dynamics near a robust heteroclinic network. We work in the context of smooth vector fields in finite-dimensional Euclidean space. A heteroclinic network is a connected union of finitely many heteroclinic cycles, consisting of equilibria connected by heteroclinic trajectories. See section 2 for precise definitions. Authors such as Aguiar et al [4, 5], Labouriau and Rodrigues [16, 25] prove the existence of chaotic dynamics near heteroclinic networks such that the eigenvalues
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\(^3\) Our references in this section do not pretend to be comprehensive. They are rather meant as a starting point for the curious reader.
of the Jacobian matrix at, at least, one node are complex. Chaotic dynamics are induced by the existence of infinite switching (see [4] and section 2), that is, for any given sequence of heteroclinic connections in the heteroclinic network there exist initial conditions near the heteroclinic network whose trajectory remains close to that sequence. A natural question follows: that of knowing whether infinite switching can arise in heteroclinic networks such that the eigenvalues of the Jacobian matrix at every node are real. A negative answer, in particular cases, may be found in Garrido-da-Silva and Castro [13] for the two-person Rock–Scissors–Paper (RPS) game; in Aguiar [2] and Castro and Lohse [10] absence of infinite switching is proven for heteroclinic networks with a common connection between heteroclinic cycles. These latter results do not apply to heteroclinic networks with no common connection between heteroclinic cycles such as the bowtie network, as pointed out by [10], although these authors do provide a hint at the absence of infinite switching in this network. Here we address the general case.

We prove that infinite switching does not occur near a heteroclinic network such that the eigenvalues of the Jacobian matrix at each node are all real, with the further common assumption that the dynamics along a heteroclinic connection, described by a global map, are a rescaled permutation. The proofs use the geometry of the domains and their images under the local and global maps that make up the Poincaré return map to a cross section to the flow. We focus on the wide class of quasi-simple heteroclinic networks, defined in section 2, but our results apply to any heteroclinic network provided the geometric constrains we identify are satisfied. For the reader concerned with applications we stress that replicator dynamics in game theory and population dynamics naturally exhibits quasi-simple heteroclinic sub-networks satisfying the additional assumption on the global maps, as pointed out in Castro et al [9]. Our results apply also to sub-networks of the ac-heteroclinic networks studied in Podvigina et al [20], to the heteroclinic networks considered by Afraimovich et al [1], as well as to all simple heteroclinic networks of types B, C, and Z that first appear in the work of Krupa and Melbourne [15] for the first two types, and Podvigina [19], for the latter. See also Bick and Lohse [8] for an example in the context of coupled cell networks. Simple heteroclinic networks of type A do not satisfy our assumptions.

A heteroclinic network always has at least one node belonging to more than one of its heteroclinic cycles. When such a node has more than one outgoing connection we call it a distribution node. We find a bound for the number of distribution nodes that can belong to any heteroclinic path that is followed by a trajectory near the heteroclinic network. This also informs about how infinite switching fails to exist.

The absence of infinite switching is by no means synonymous with uninteresting dynamics as is patent, for example, in the work of Bick [7], Postlethwaite and Dawes [22], Rabinovich et al [24], and Sato et al [26]. Our results, while assertingly answering the question of infinite switching near a heteroclinic network, open the way to the study of other interesting and possibly complicated dynamics. Our findings also inform the scientist in the quest of chaos in a dynamical system possessing a heteroclinic network such that no eigenvalue of the Jacobian matrix is complex that, if chaos is to be found, it will be at a distance from such a heteroclinic network.

This article proceeds as follows: the next section contains previous results and definitions. Section 3 is divided into three subsections addressing the geometry of the local and global maps between cross sections to the flow, the proof of absence of switching and constraints on

4 When one of the heteroclinic connections in a heteroclinic network contains more than one heteroclinic trajectory, we talk about a sub-network for each heteroclinic trajectory.
switching, respectively, ending with some illustrative examples. In section 4 we make some relevant final remarks.

2. Background

Let \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) be smooth and consider the dynamics described by the following ODE in \( n \in \mathbb{N} \) state variables

\[
\dot{x} = f(x).
\]

A heteroclinic cycle \( \mathbf{C} \) is a topological circle of hyperbolic saddle equilibria \( \xi_j, j = 1, \ldots, m \) (\( m \in \mathbb{N} \)) of system (1) and heteroclinic connections \( \kappa_{j,j+1} = [\xi_j \rightarrow \xi_{j+1}] \subseteq W^u(\xi_j) \cap W^s(\xi_{j+1}) \neq \emptyset \), where \( W^u(\cdot) \) and \( W^s(\cdot) \) denote the unstable and stable manifolds; and \( \xi_{m+1} = \xi_1 \). Hereafter we also refer to \( \xi_1 \) as nodes.

It is well-known, see [15], that the heteroclinic cycle \( \mathbf{C} \) is robust if, for each \( j = 1, \ldots, m \), there exists a flow-invariant space \( P_j \subset \mathbb{R}^n \) such that

(i) \( \kappa_{j,j+1} \subset P_j \), and

(ii) \( \xi_j \) is a saddle and \( \xi_{j+1} \) is a sink in \( P_j \).

Let \( \hat{L}_j \subset \mathbb{R}^n \) be the smallest flow-invariant space connecting \( \xi_j \) to the origin. Let \( X \oplus Y \) stand for the orthogonal complement of \( Y \) in \( X \). Clearly, \( \xi_j \in P_{j-1} \cap P_j \). We divide the eigenvalues of the Jacobian \( d_\xi f(\xi_j) \) into four classes: radial (eigenvectors belonging to \( L_j \)), contracting (eigenvectors belonging to \( P_{j-1} \ominus L_j \)), expanding (eigenvectors belonging to \( P_j \ominus L_j \)) and transverse (all others).

The above classification of the eigenvalues is local in nature as it refers to the role of each eigenvalue at a node. We use the formulation local-contracting, etc., when we need to clarify that we are working with the local classification. When looking at the whole heteroclinic network we use the convention in [20]: by global-contracting (resp. global-expanding) eigenvalues at \( \xi_j \) in \( \mathbf{N} \) we mean the contracting (resp. expanding) eigenvalues of all heteroclinic cycles that \( \xi_j \) belongs to; by global-transverse eigenvalues at \( \xi_j \) we mean the eigenvalues that are not radial, global-contracting or global-expanding for any heteroclinic cycle through \( \xi_j \). In what follows the distinction between local-transverse eigenvalues and global-transverse eigenvalues is important. We refer mostly to the global classification of the eigenvalues and omit the word global when there is no risk of confusion. We note that the sign of the global-transverse eigenvalues is not determined a priori.

For the reader familiar with the heteroclinic network studied by Kirk and Silber [14], see figure 12(a) below, at \( \xi_2 \) the eigenvalue \( e_{24} \) (resp. \( e_{23} \)) is local-transverse for the heteroclinic cycle containing \( \xi_3 \) (resp. \( \xi_4 \)) but is global-expanding when considering the whole heteroclinic network. At \( \xi_2 \) there are no global-transverse eigenvalues. Either at \( \xi_3 \) or at \( \xi_4 \) the (unique) local-transverse eigenvalue is global-transverse.

**Definition 2.1 (Definition 2.1 in [12]).** A quasi-simple cycle is a robust heteroclinic cycle \( \mathbf{C} \) connecting \( m \in \mathbb{N} \) equilibria \( \xi_j \in P_{j-1} \cap P_j \) so that for all \( j = 1, \ldots, m \)

(i) \( P_j \) is a flow-invariant space,

(ii) \( \dim(P_j) = \dim(P_{j+1}) \),

(iii) \( \dim(P_j \ominus L_j) = 1 \)
Figure 1. A trajectory following a heteroclinic path: given a neighbourhood $U$ of the heteroclinic path $[\xi_{j-1} \to \xi_j \to \xi_{j+1}]$, the trajectory $\Phi_t(x)$ follows it in $U$.

Each node in a quasi-simple heteroclinic cycle has a unique local-expanding and a unique local-contracting eigenvalue, so both local-contracting and local-expanding eigenvalues are real. Heteroclinic connections are all one-dimensional and the number of local-transverse and radial eigenvalues are the same for all nodes.

A (robust) heteroclinic network $N$ is a finite connected union of (robust) heteroclinic cycles. We call quasi-simple heteroclinic network to a heteroclinic network consisting of quasi-simple heteroclinic cycles.

Some heteroclinic cycles in $N$ share at least one node. We say that a node having at least two outgoing connections in $N$ is a distribution node.

The behaviour of trajectories along the cycles near the heteroclinic network can produce increasingly complex dynamics that range from intermittency to chaos. An interesting phenomenon is characterised by the way how nearby trajectories visit parts of the heteroclinic network, which is known as switching. A heteroclinic network can exhibit different forms of switching as described below.

Let $N$ be a heteroclinic network with a finite set of nodes for the flow $\Phi_t$ generated by $f$. Relabelling the indices if necessary, a (finite) heteroclinic path on $N$ is a sequence $(\kappa_{j+1})_{j \in \{1, \ldots, k\}}$ of $k \in \mathbb{N}$ heteroclinic connections in $N$ for which there is a sequence of nodes $(\xi_j)_{j \in \{1, \ldots, k+1\}}$ such that $\kappa_{j+1} = [\xi_j \to \xi_{j+1}]$. An infinite heteroclinic path occurs when $k = \infty$.

Given an initial condition $x \in \mathbb{R}^n$, the trajectory $\Phi_t(x)$ follows a heteroclinic path on $N$ if, for every neighbourhood $U$ of the $N$, there are sequences $(t_j)_{j \in \{0, \ldots, k\}}$, $(\xi_j)_{j \in \{1, \ldots, k\}}$ with $t_{j-1} < s_j < t_j$ such that $\Phi_{s_j}(x)$ belongs to a neighbourhood of a point $p_j \in \kappa_{j+1}$ contained in $U$ and $\Phi_{t_j}(x)$ belongs to a neighbourhood of $\xi_{j+1}$ contained in $U$. See figure 1.

Definition 2.2 ([4]). We say there is switching at a node $\xi_j$ of $N$ if, for any neighbourhood of a point in any connection leading to $\xi_j$ and sufficiently close to it, trajectories starting in that neighbourhood follow along all the possible connections forward from $\xi_j$.

Definition 2.3 ([4]). We say there is switching along a heteroclinic connection $\kappa_{ij}$ of $N$ if, for any neighbourhood of a point in any connection leading to $\xi_i$ and sufficiently close to it,
trajectories starting in that neighbourhood follow along $\kappa_{i,j}$ and then along all the possible connections forward from $\xi_j$.

**Definition 2.4 ([4])**. We say there is finite (resp. infinite) switching near $\mathbf{N}$ if, for each finite (resp. infinite) heteroclinic path on $\mathbf{N}$, there exists a trajectory that follows it.

Of course, the occurrence of infinite switching implies that of finite switching. In addition, finite switching implies switching along the heteroclinic connections, which in turn implies switching at all nodes of the heteroclinic network.

The dynamics near $\mathbf{N}$ is investigated by composing local and global maps defined on suitable cross sections close to the equilibria. We use the notation from [10]. For each $\xi_j$ in $\mathbf{N}$ let $H_{j}^{\text{in},i}$ be the section transverse to the incoming connection $\kappa_{i,j}$, and $H_{j}^{\text{out},k}$ be the section transverse to the outgoing connection $\kappa_{j,k}$. The local map $\phi_{jk}: H_{j}^{\text{in},i} \to H_{j}^{\text{out},k}$ approximates the flow near $\xi_j$ for points coming from $\xi_i$ and proceeding to $\xi_k$. The global map $\psi_{jk}: H_{j}^{\text{out},k} \to H_{j}^{\text{in},i}$ approximates the flow along the heteroclinic connection $\kappa_{j,k}$.

3. Dynamics near a heteroclinic network

In this section, we show that heteroclinic networks, whose Jacobian matrices at the nodes have only real eigenvalues, do not exhibit infinite switching nearby. This is proved for the wide class of quasi-simple heteroclinic networks. In the first subsection we explore the geometry of the intersection of cusps in $\mathbb{R}^n$ and use this in the following subsection to prove our main result on the absence of infinite switching. The third, and last, subsection provides some constraints for the complexity of finite switching that may occur near such heteroclinic networks, by determining an upper bound for the number of distribution nodes in any heteroclinic path that is followed by a trajectory in the vicinity of the heteroclinic network.

3.1. Geometry constraints

We show how the existence of only real eigenvalues produces geometric constraints for the way trajectories of (1) can evolve along a sequence of heteroclinic connections. To do this, we observe that the subsets of $H_{j}^{\text{in},i}$ and $H_{j}^{\text{out},k}$ that determine the direction trajectories take along heteroclinic connections are cusps. Cusps may be thin or thick and the reader can see their use in the context of switching in Castro and Lohse [10, definition 3.2]. A broad definition of thin and thick cusps in $\mathbb{R}^2$ was provided by Podvigina and Lohse [21, definition 6]. We consider the latter definition when the line of reflection is a coordinate axis and extend it to $\mathbb{R}^n$ in the current setting.

Here and subsequently, assume that $n \geq 2$. For the reader’s comfort, we reproduce definition 6 in [21] next. Denote by $\ell(\cdot)$ the Lebesgue measure of a set in $\mathbb{R}^n$. For $\delta > 0$ write $B_{\delta}$ for an $\delta$-neighbourhood of $0 \in \mathbb{R}^n$. Given $\alpha > 1$ and real numbers $a_1, a_2$ consider the following subset of $\mathbb{R}^2$:

$$V(a_1, a_2, \alpha) = \left\{ (x_1, x_2) \in \mathbb{R}^2 : |a_1 x_1 + a_2 x_2| < (\max \{|x_1|, |x_2|\})^\alpha \right\}.$$ 

**Definition 3.1 (Definition 6 in [21])**. We say that $U \subset \mathbb{R}^2$ is a thin cusp, if

- $\ell(U \cap B_{\delta}) > 0$ for all $\delta > 0$;
- there exist $\alpha > 1$ and $\delta > 0$ such that $U \cap B_{\delta} \subset V(a_1, a_2, \alpha)$, where at least one of $a_1$ and $a_2$ is not zero.
The set $V(a_1, a_2, \alpha)$ has a symmetry axis that is the line $x_2 = -a_1 x_1/a_2$. When this is a coordinate axis we have one of the following: $V(0, a_2, \alpha)$ if the symmetry axis is the horizontal axis and $V(a_1, 0, \alpha)$ if the symmetry axis is the vertical axis. In either case, we can simplify the set $V(a_1, a_2, \alpha)$ since, near the symmetry axis and close to the origin, we know which of the coordinates has greatest absolute value. We thus write

$$V(0, a_2, \alpha) = \{ (x_1, x_2) \in \mathbb{R}^2 : |a_2 x_2| < |x_1|^\alpha \},$$

and

$$V(a_1, 0, \alpha) = \{ (x_1, x_2) \in \mathbb{R}^2 : |a_1 x_1| < |x_2|^\alpha \}.$$ 

See an illustration in figure 2 which already presents the notation of definition 3.2.

We generalise the definition of a thin cusp to $\mathbb{R}^n$, $n \geq 2$, by using the sets $V(0, a, \alpha)$ and $V(a, 0, \alpha)$. This does not account for thin cusps whose symmetry axis is not one of the coordinate axes but suffices for our purposes.

Let $x = (x_1, \ldots, x_n)$ denote the Euclidean coordinates in $\mathbb{R}^n$ and

$$\mathbb{R}^n_+ = \{ x \in \mathbb{R}^n : x_i \geq 0 \text{ for all } i \}.$$ 

**Definition 3.2.** A thin cusp is a subset of $\mathbb{R}^n$, close to the origin, defined by $V_y(a, \alpha) \cap B_\delta$ where

$$V_y(a, \alpha) = \{ x \in \mathbb{R}^n : a|x_i| < |x_j|^\alpha \}$$

for some $0 < \delta \ll 1$, $\alpha > 1$, $a > 0$ and $i \neq j$.

The boundary of a thin cusp is a hypersurface

$$S_y(a, \alpha) = \{ x \in \mathbb{R}^n : a|x_i| = |x_j|^\alpha \},$$

for the same $i, j$ as in definition 3.2, that is tangent to the coordinate hyperplane

$$\pi_i = \{ x \in \mathbb{R}^n : x_i = 0 \}$$
Figure 3. Examples of thin cusps (shaded region) in $\mathbb{R}^3$: (a) $V_{32}(a, \alpha)$ and (b) $V_{23}(a, \alpha)$.

and symmetric about the axis

$$L_j = \{ x \in \mathbb{R}^n : x_k = 0 \text{ for all } k \neq j \}.$$  

In $\mathbb{R}^2$, the hyperplane $\pi_i$ and the axis $L_i$ naturally coincide for $i \neq j$.

The notation chosen for the thin cusp, $V_{ij}(a, \alpha)$, provides information both about which hyperplane it is tangent to and which is its symmetry line. Examples of the sets $V_{ij}(a, \alpha)$ are shown in figure 3.

We define a thick cusp by reversing the inequality in the definition of a thin cusp in a slightly less generic way than [21], and write it $V_{ij}^c(a, \alpha)$ for short. With this definition thin and thick cusps come in pairs divided by the hypersurface $S_{ij}(a, \alpha)$ which is the boundary of the cusps $V_{ij}(a, \alpha)$ and $V_{ij}^c(a, \alpha)$. In particular, thin and thick cusps in $\mathbb{R}^n$ can be defined by the connected components of $\mathbb{R}^n \setminus S_{ij}(a, \alpha)$.

The following results describe the intersection of groups of cusps focusing on when the intersection is empty. We say there is an all-to-all intersection of a group of cusps when each cusp intersects all the remaining thin, and corresponding thick, cusps. Obviously, a thin/thick cusp does not intersect its corresponding thick/thin cusp.

From now on we restrict the proofs to the positive orthant $\mathbb{R}^n_+$. By reflection the remaining orthants can be handled in much the same way.

**Lemma 3.3.** Let there be two hypersurfaces $S_{ij}(a, \alpha)$ and $S_{kl}(a, \beta)$ defining two pairs of thin/thick cusps in $\mathbb{R}^n$. Then, for $B_3$ sufficiently small, two of the cusps defined by these hypersurfaces do not intersect if and only if either $i = k$ and $j = l$, or $i = l$ and $j = k$.

**Proof.** The intersection of $S_{ij}(a, \alpha)$ with $S_{kl}(a, \beta)$ in $\mathbb{R}^n_+$ is described by

$$\begin{cases} a_i x_i = x_j^\alpha \\ a_k x_k = x_l^\beta. \end{cases}$$  

The system of equations (2) has at most four variables. If it has more than two variables then at least one of the variables $x_i$, $x_j$, $x_k$ or $x_l$ can take any real value and all cusps intersect.
Figure 4. In $\mathbb{R}^3$ the two thin cusps $V_{32}(a, \alpha)$ (shaded) and $V_{32}(b, \beta)$ (grid) are nested and the corresponding thick cusp $V_{32}^c(a, \alpha)$ (unshaded) does not intersect $V_{32}(b, \beta)$.

Given the definition of a cusp, two is the minimum number of variables of (2) and it has exactly two variables when either $i = k$ and $j = l$, or $i = l$ and $j = k$. We show that, in either of these instances, at least two cusps do not intersect.

Consider that $(x_i, x_j) = (x_k, x_l)$. It means that the thin cusps $V_{ij}(a_i, \alpha)$ and $V_{kl}(a_k, \beta)$ have the same tangency hyperplane and symmetry axis. If $\alpha > \beta$, then $V_{kl}(a_k, \beta)$ contains $V_{ij}(a_i, \alpha)$ in every $B_\delta$ for $\delta > 0$ sufficiently small. Therefore, the thin cusp $V_{ij}(a_i, \alpha)$ does not intersect the thick cusp $V_{kl}^c(a_k, \beta)$.

When $(x_i, x_j) = (x_l, x_k)$ the thin cusps $V_{ij}(a_i, \alpha)$ and $V_{kl}(a_k, \beta)$ are geometrically opposed within the $(x_i, x_j)$-subspace. While the former is arbitrarily close to the $x_i$-axis the latter is arbitrarily close to the $x_j$-axis in $B_\delta$. Hence, the thin cusps do not intersect near the origin.

Geometrically, the solutions of (2) in $B_\delta$ describe the $(n-2)$-dimensional coordinate subspace $\{x \in \mathbb{R}^n : x_i = x_j = 0\}$ whenever the coordinates coincide, i.e. $(x_i, x_j) = (x_k, x_l)$ or $(x_i, x_j) = (x_l, x_k)$, for small $\delta > 0$. The condition $i = k$ and $j = l$ corresponds to cusps that are tangent to the same coordinate hyperplane and symmetric about the same axis. They are nested and therefore at least one thin cusp does not intersect one thick cusp as depicted in figure 4. The condition $i = l$ and $j = k$ is illustrated in figure 5. Otherwise, the cusps defined by $S_{ij}(a_i, \alpha)$ and $S_{kl}(a_l, \beta)$ naturally intersect all-to-all near the origin. We obtain an $(n-2)$-dimensional nontrivial hypersurface containing the origin, see figure 6. Panel (b) of figures 4–6 restricts to a neighbourhood in the positive orthant.

**Corollary 3.4.** Consider pairs of thin/thick cusps in $\mathbb{R}^n$ defined by $1 + n(n-1)/2$ hypersurfaces $S_{ij}(a_i, \alpha_j)$ tangent to as many hyperplanes $\pi_i$. Then, for $B_\delta$ sufficiently small, at least two of the cusps do not intersect.

**Proof.** The proof follows from that of lemma 3.3 since the number of pairs of thin/thick cusps exceeds by one the total number of distinct coordinate planes in $\mathbb{R}^n$ given by the possible combinations of $n$ dimensions taken two at a time, i.e. $C_2^n = n(n-1)/2$. Hence, at least two of the hypersurfaces $S_{ij}(a_i, \alpha_j)$ are defined by the same two coordinates. $\square$
Figure 5. In $\mathbb{R}^3$ the two thin cusps $V_{23}(a, \alpha)$ (shaded) and $V_{32}(a, \alpha)$ (grid) do not intersect near the origin.

Figure 6. In $\mathbb{R}^3$ the two thin cusps $V_{32}(a, \alpha)$ (shaded) and $V_{13}(a, \alpha)$ (grid) and the corresponding thick cusps intersect near the origin.

Proposition 3.5. In $\mathbb{R}^n$, $n$ pairs of cusps never intersect all-to-all for $B_\delta$ sufficiently small.

Proof. We proceed by induction on $n$. The result is immediately true for $n = 2$. We write the proof for three hypersurfaces defining three pairs of cusps in $\mathbb{R}^3$ as it provides the essential arguments. Given that there are three coordinates, $S_3(i, \alpha_j)$ must be such that $i, j \in \{1, 2, 3\}$. If the two indices of any two hypersurfaces are repeated, then lemma 3.3 applies, finishing the proof.

For the general case, there are either no repeated first indices or no repeated second indices. It means that every two pairwise cusps have different tangency hyperplanes and symmetry.
axes. The respective three hypersurfaces $S_{ji}(a, \alpha)$, $S_{kj}(b, \beta)$ and $S_{ik}(c, \gamma)$ in $\mathbb{R}^3_+$ are represented by the equations:

$$\begin{cases}
ax_j = x^\alpha_i \\
bx_k = x^\beta_j \\
cx_i = x^\gamma_k.
\end{cases}$$

The system can be reduced to two variables such that

$$\begin{cases}
ax_j = x^\alpha_i \\
c^{\beta/\gamma}x_j = x^\beta_j.
\end{cases}$$

Since $1/\alpha < 1$ and $\beta/\gamma > 1$, we know that, within the $(x_i, x_j)$-subspace, the two thin cusps $ax_j < x^\alpha_i$ and $c^{\beta/\gamma}x_j < x^\beta_j$ do not intersect near the origin from the base step. Substituting independently $bx_k = x^\beta_j$ and $cx_i = x^\gamma_k$ into $c^{\beta/\gamma}x_j < x^\beta_j$, we get $cx_i < x^\gamma_k$ and $bx_k < x^\beta_j$, respectively. Hence, the simultaneous intersection of three thin cusps $V_{ji}(a, \alpha)$, $V_{kj}(b, \beta)$ and $V_{ik}(c, \gamma)$ in the original space $\mathbb{R}^3_+$ is empty for sufficiently close to the origin. See figure 7.

Suppose now that the first indices coincide for two hypersurfaces, so they are tangent to the same hyperplane, say $x_j = 0$. If pairs of indices do not repeat, then two hypersurfaces share the same symmetry axis, say $x_k$. The system of equations for the respective hypersurfaces $S_{ji}(a, \alpha)$, $S_{kj}(b, \beta)$ and $S_{ik}(c, \gamma)$ in $\mathbb{R}^3_+$ is:

$$\begin{cases}
ax_j = x^\alpha_i \\
fx_k = x^\beta_j \\
cx_i = x^\gamma_k,
\end{cases}$$

which can be reduced to

$$\begin{cases}
ax_j = x^\alpha_i \\
c^{-1}b_x = x^\beta_j/\gamma.
\end{cases}$$
We need consider two cases:

(i) $\beta < \alpha \gamma$. In the $(x_i, x_j)$-subspace, the base step establishes that the two cusps $a x_j < x_i^\alpha$ and $c^{-1} b x_j > x_i^{\beta/\gamma}$ do not intersect near the origin. Substituting independently $b x_j = x_i^\beta$ and $c x_i = x_i^\gamma$ into $c^{-1} b x_j > x_i^{\beta/\gamma}$, we get $c x_i < x_i^\gamma$ and $b x_j > x_i^\beta$. Hence, the simultaneous intersection of two thin cusps $V_{ji}(a, \alpha)$ and $V_{ik}(c, \gamma)$ with one thick cusp $V_{jk}(b, \beta)$ in the original space $\mathbb{R}^3$ is empty sufficiently close to the origin. See figure 8.

(ii) $\beta > \alpha \gamma$. In the $(x_i, x_j)$-subspace, the base step establishes that the two cusps $a x_j > x_i^\alpha$ and $c^{-1} b x_j < x_i^{\beta/\gamma}$ do not intersect near the origin. Substituting independently $b x_j = x_i^\beta$ and $c x_i = x_i^\gamma$ into $c^{-1} b x_j < x_i^{\beta/\gamma}$, we get $c x_i < x_i^\gamma$ and $b x_j < x_i^\beta$. Hence, the simultaneous intersection of two thick cusps $V^*_j b(c, \gamma)$ and $V^*_k(c, \gamma)$ with one thin cusp $V_{jk}(b, \beta)$ in the original space $\mathbb{R}^3$ is empty sufficiently close to the origin. See figure 9.

In higher dimensions, assume that the result holds for all $2 \leq n \leq m$, where $m \geq 2$. For $n = m + 1$, we solve the system defined by $m + 1$ arbitrary hypersurfaces by means of the elimination method. This allows us to restrict to a subspace of dimension lower than $m + 1$ and apply the inductive hypothesis.

Note that proposition 3.5 provides a bound on the number of intersecting pairs of cusps which is at least as good as corollary 3.4, and strictly better if $n \geq 3$. The hypotheses used in the two statements are different.

3.2. Absence of infinite switching

For a quasi-simple heteroclinic cycle the expression for local and global maps was derived in [12]. We give here a brief description in the context of quasi-simple heteroclinic networks. Let $x_j$ be a node in a quasi-simple heteroclinic network $N$. The contracting eigenvalues of

\[ \text{If } \beta > \gamma, \text{ then } c^{-1} b x_j > x_i^{\beta/\gamma} \text{ defines a thick cusp. Otherwise, we have the thin cusp } c b^{-1/\gamma} x_i < x_i^{\gamma/\beta}. \]

\[ \text{In what follows, unless stated otherwise, the eigenvalues are classified globally.} \]
In $\mathbb{R}^3$ the three cusps $V_j(a, \alpha)$, $V_j(b, \beta)$ and $V_k(c, \gamma)$ do not intersect near the origin in $\mathbb{R}^3$ if $\beta > \alpha \gamma$ ($a = b = c = 1$).

$d/df(\xi)$ are denoted by $-c_j$, $s = 1, \ldots, n_c$, the expanding ones by $e_j$, $p = 1, \ldots, n_e$, and the transverse ones\(^7\) by $t_j$, $q = 1, \ldots, n_t$. Of course, $n_c \geq 1$, $n_e \geq 1$ and $n_t \geq 0$.

Accordingly, there are $n_c$ incoming connections to $\xi_j$ and $n_e$ outgoing connections from $\xi_j$.

Assume that $-c_{j,1}$ and $e_{j,1}$ are respectively the local-contracting and local-expanding eigenvalues at $\xi_j$ regarding the heteroclinic path $[\xi_j \to \xi_j \to \xi_k]$. Let $v, w, z$ be the local coordinates in the basis comprised of the associated local-contracting, local-expanding and local-transverse eigenvectors. In particular, $v$ and $w$ are 1-dimensional while $z$ is $(N - 1)$-dimensional. The vector $z$ is divided into three subsets of coordinates as $z \equiv (z_c, z_e, z_t)$ representing respectively contracting, expanding and transverse directions.

We use the coordinates $(w_{in}, z_{in})$ in $H_{in}^{ij}$ and $(v_{out}, z_{out})$ in $H_{out}^{kj}$ so that

\[
H_{in}^{ij} \equiv \left\{ (w_{in}, z_{in}) \in \mathbb{R}^N : 0 \leq \max_{l=1,\ldots,N-1} \{w_{in, c_{ij}} \} < 1 \right\},
\]

\[
H_{out}^{kj} \equiv \left\{ (v_{out}, z_{out}) \in \mathbb{R}^N : 0 \leq \max_{l=1,\ldots,N-1} \{v_{out, c_{ij}} \} < 1 \right\}.
\]

As usual, the local map $\phi_{jk} : H_{in}^{ij} \to H_{out}^{kj}$ near $\xi_j$ is calculated using the linearisation of the flow near $\xi_j$ and written down to leading order as

\(^7\) Without loss of generality, all (globally) transverse eigenvalues are assumed to be negative. A necessary condition for the asymptotic stability of a heteroclinic network is that all transverse eigenvalues are negative. The existence of positive transverse eigenvalues provides a way for trajectories to escape a neighbourhood of the heteroclinic network, making switching unlikely for reasons other than the one we are interested in, namely, the real nature of the eigenvalues.
Here we have

\[
(v^{\text{out}}, z^{\text{out}}) = \phi_{ijk}(w^{\text{in}}, z^{\text{in}})
\]

\[
= \left( (w^{\text{in}})^{\frac{1}{s-1}}, \left( z^{\text{in}} + \left( w^{\text{in}} \frac{z^{\text{in}}}{\xi_{p,2}^{\text{in}}} - z_{p,2}^{\text{in}} \left( w^{\text{in}} \right)^{\frac{1}{s-1}} \right) \right) \right)
\]

for \( s = 2, \ldots, n_z, \ p = 2, \ldots, n_v \) and \( q = 1, \ldots, n_q \). More precisely, the domain of definition of \( \phi_{ijk} \) is given by\(^8\)

\[
C_{ijk} = \left\{ (w^{\text{in}}, z^{\text{in}}) \in H^{\text{in,1}}_j : z^{\text{in}} < (w^{\text{in}})^{\frac{1}{s-1}} \text{ for all } p = 2, \ldots, n_v \right\}
\]

and its image is given by\(^9\)

\[
F_{ijk} = \left\{ (v^{\text{out}}, z^{\text{out}}) \in H^{\text{out,1}}_j : z^{\text{out}} < (v^{\text{out}})^{\frac{1}{s-1}} \text{ for all } s = 2, \ldots, n_z \right\}
\]

\[
\text{and } z_{q,2}^{\text{out}} < (v^{\text{out}})^{\frac{1}{s-1}} \text{ for all } q = 1, \ldots, n_q \right\}.
\]

If \( n_v = 1 \), then \( C_{ijk} = H^{\text{in,1}}_j \). If \( n_v = 1 \) and \( n_q = 0 \), then \( F_{ijk} = H^{\text{out,1}}_j \).

We see that the sets \( C_{ijk} \) and \( F_{ijk} \) are, respectively, the intersection of \( n_v - 1 \) and \( n_q + n_q - 1 \) cusps, thick or thin depending on the ratio of eigenvalues. The symmetry axis in \( C_{ijk} \) is \( w^{\text{in}} \) and that in \( F_{ijk} \) is \( v^{\text{out}} \). The cross sections \( H^{\text{in,1}}_j \) and \( H^{\text{out,1}}_j \) contain pairs of cusps. Intersections of some of these cusps form \( C_{ijk} \) and \( F_{ijk} \), respectively. They delineate the heteroclinic paths that go through the node \( \xi_j \) in the heteroclinic network.

As an illustration, consider the bowtie network in \([10]\) depicted in figure 10: near \( \xi_2 \) the set \( C_{124} \) describes the set of points following the heteroclinic path \( [\xi_1 \rightarrow \xi_2 \rightarrow \xi_3] \), whereas its complement in \( H^{\text{in,1}}_2 \), \( C_{124} \), describes those points that follow \( [\xi_1 \rightarrow \xi_2 \rightarrow \xi_4] \). Analogously, \( F_{123} \) describes the set of points that follow the heteroclinic path \( [\xi_1 \rightarrow \xi_2 \rightarrow \xi_3] \), whereas its complement in \( H^{\text{out,1}}_2 \), \( F_{232} \), describes those points that follow \( [\xi_3 \rightarrow \xi_2 \rightarrow \xi_3] \).

While the cross sections \( H^{\text{in,1}}_j \) are always the union of pairs of sets \( C_{ijk} \) (except for very thin cusps containing points that are removed from near the heteroclinic network), this holds for \( H^{\text{out,1}}_j \) and the sets \( F_{ijk} \) only if \( n_q = 0 \). Consider, for example, the house network from \([10]\), studied in \([11]\) from which we reproduce figures 4.12 and 4.13(b) in figure 11.\(^{10}\) Here we have \( n_q = 1 \) \( > 0 \) at the node \( \xi_1 \) so that the outgoing cross section \( H^{\text{out,1}}_{11} \) is more than the union of the sets \( F_{112} \). The points in \( H^{\text{out,1}}_{11} \setminus \left( F_{312} \cup F_{332} \right) \) do not remain close to the network.

As in \([12]\) we assume that the quasi-simple heteroclinic networks are such that the global map \( \psi_{ijk} : H^{\text{out,1}}_j \rightarrow H^{\text{in,1}}_j \) along each heteroclinic connection \( [\xi_j \rightarrow \xi_j] \) is a rescaled permutation.

Accordingly, every cusp is mapped by \( \psi_{ijk} \) into a new cusp.

The nature of the sets \( C_{ijk} \), as well as that of their images, determines the absence of infinite switching as we prove next.

---

\(^{8}\) The domain of \( \phi_{ijk} \) is the set of \( (w^{\text{in}}, z^{\text{in}}) \in H^{\text{in,1}}_j \) for which \( \phi_{ijk}(w^{\text{in}}, z^{\text{in}}) \in H^{\text{out,1}}_j \). This is obtained by imposing that all the coordinates of \( \phi_{ijk} \) are smaller than 1. Strictly speaking, there will be points in \( H^{\text{in,1}}_j \) that are excluded from the domain of \( \phi_{ijk} \) (see, e.g., \([14]\)). For simplicity, we ignore them because they do not enter into significant terms of shadow trajectories.

\(^{9}\) The image of \( \phi_{ijk} \) is the set of \( (v^{\text{out}}, z^{\text{out}}) \in H^{\text{out,1}}_j \) whose pre-image under \( \phi_{ijk} \) is in \( C_{ijk} \).

\(^{10}\) Comparing with figure 11(b), the sets \( F_{112} \) in figure 6 in \([10]\) are not well-defined. The results in \([11]\) correct lemma 3.7 in \([10]\), showing that there is no switching near the house network. This correction also follows from proposition 3.8 below.
Figure 10. The bowtie network from [10]. The sets $C_{ij}$ are in $H_{2}^{in,1}$ and $F_{23}$ are in $H_{2}^{out,3}$.

Theorem 3.6. In quasi-simple heteroclinic networks such that at all nodes the Jacobian matrix has only real eigenvalues there is no infinite switching.

Proof. Let $\xi_j$ be a distribution node. Then, $H_{j}^{in,j}$ is made of at least one pair of cusps with symmetry axis $u_j^{in}$. Recall that the sets $C_{ijk}$ covering $H_{j}^{in,j}$ are the intersection of a number of cusps which depends on the number of outgoing connections from the distribution node. Since all eigenvalues are real, the image of the sets $C_{ijk}$ in $H_{j}^{in,j}$ under the full return map to $H_{j}^{in,j}$ is again the intersection of cusps.
Using proposition 3.5, we know that only a finite number of cusps, limited by the dimension of $H_j^{m,i}$, can have all-to-all intersection. The fact that infinite switching requires an all-to-all intersection of an infinite number of cusps finishes the proof.

An immediate consequence is that, because no infinite switching occurs, chaotic behaviour cannot be observed near a quasi-simple heteroclinic network. If the heteroclinic network is asymptotically stable, then no chaos exists for the dynamics since all trajectories are attracted to the network. On the other hand, when the heteroclinic network is not asymptotically stable, chaos may appear only at a distance from the network.

Note that the assumption about the sign of transverse eigenvalues only affects the definitions of the sets $C_{ijk}$ and $F_{ijk}$. Negative transverse eigenvalues are necessary if we want to admit asymptotic stability of the heteroclinic network. If there exists one positive transverse eigenvalue then the unstable manifold of the corresponding equilibrium is not contained in the heteroclinic network. In this case, by theorem 2.8 in [20], the heteroclinic network is not asymptotically stable, making infinite switching less likely (if its existence were possible).

### 3.3. Constraints on switching

Having proved the absence of infinite switching, we now specify in more detail ways by which infinite switching does not occur. In particular, a closer look at the geometry of local and global maps near a sequence of heteroclinic connections provides a description of how rich the switching dynamics can be. Namely, it provides an upper bound for the number of distribution nodes that exist in a heteroclinic path that may be followed from a given node, as a function of the dimension of the state space and the number of transverse eigenvalues.

The next result shows that when the number of either incoming or outgoing connections at a node $\xi_i$ equals the dimension of the cross sections, it is not possible to return to near $\xi_j$ and leave a neighbourhood of $\xi_j$ in all possible combinations of incoming and outgoing paths. This yields an alternative proof of the absence of switching in the Kirk and Silber network to [10]: the cross sections are two-dimensional, at the node $\xi_1$ it is $n_{\xi_1} = 2$ and at $\xi_2$ we have $n_{\xi_2} = 2$. An example in $\mathbb{R}^3$ is the ac-heteroclinic network from [20], where at $\xi_3$ it is $n_{\xi_3} = 3$. An example in $\mathbb{R}^3$ is given in [18], where two-dimensional cross sections are introduced at every node such that either $n_{\xi_1} = 2$ or $n_{\xi_2} = 2$. See figure 12.

Recall that $N$ represents the dimension of the cross sections to the flow.

**Proposition 3.7.** For a quasi-simple heteroclinic network $\mathbf{N}$ in $\mathbb{R}^n$, if there exists some node $\xi_j$ such that either $n_{\xi_1} = N$ or $n_{\xi_2} = N$, then there is no (finite or infinite) switching near $\mathbf{N}$.

**Proof.** Assume that $n_{\xi_1} = N$. The proof for $n_{\xi_2} = N$ is analogous by looking at $H_j^{m,i}$. By virtue of (3) we have $n_{\xi_1} + n_{\xi_2} = 1$. A quasi-simple heteroclinic network admits $n_{\xi_1} \geq 1$, which implies $n_{\xi_2} = 0$. The cross section $H_j^{m,i}$ consists in $n_{\xi_2} = N$ pairs of cusps. We look at points in $H_j^{m,i}$ and their images under a full return map, along any heteroclinic cycle, to this cross section. The existence of infinite switching demands that the $n_{\xi_2} = N$ pairs of cusps in $H_j^{m,i}$ intersect with their images, that is, there is infinite switching only if $2n_{\xi_2} = 2N (> N)$ pairs of cusps intersect in $H_j^{m,i}$. Given that the dimension of $H_j^{m,i}$ is equal to $N$, it follows from proposition 3.5 that this is impossible, since for a quasi-simple heteroclinic network the dimension of a cross section is always greater than 1.

From the previous proof, we obtain a thorough description of the possible choices of paths around a heteroclinic cycle in the heteroclinic network: if a distribution node satisfies one of
the hypotheses of proposition 3.7, then after at most one return to this node it is no longer possible to proceed along all available outgoing paths.

The next result shows that, when two heteroclinic cycles in the heteroclinic network have a common connection $[\xi_1 \rightarrow \xi_2]$ and the number of incoming and outgoing connections from $[\xi_1 \rightarrow \xi_2]$ is at least the dimension of the cross sections, there is no switching along the common connection. Its corollary extends the absence of switching to a common sequence of connections. This provides yet another proof of the absence of switching in the Kirk and Silber network of [14], this time along the connection shared by the two heteroclinic cycles. Other examples may be found in the heteroclinic network of the two-person RPS game studied in [13] and in the heteroclinic network of the Rock–Scissors–Paper–Lizard–spock (RSPLS) game of [9], see figure 13.

**Proposition 3.8.** Suppose that, in a quasi-simple heteroclinic network $\mathbf{N}$ in $\mathbb{R}^n$, two heteroclinic cycles share a heteroclinic connection $[\xi_1 \rightarrow \xi_2]$. If $n_{c_1} + n_{c_2} \geq N$, then there is no (finite or infinite) switching near $\mathbf{N}$.

**Proof.** We show that there is no switching near $\mathbf{N}$ by proving that there is no switching along the connection $[\xi_1 \rightarrow \xi_2]$.
Assume for now that \( n_{i_1} = 0 \). Then the cross section \( H^{\text{out},2}_{1} \) is the union of \( n_{i_1} \) sets \( F_{1i2} \), one for each incoming connection at \( \xi_1 \). Analogously, the cross section \( H^{\text{in},1}_{2} \) is the union of \( n_{i_2} \) sets \( C_{12k} \), one for each outgoing connection from \( \xi_2 \). Note that when \( n_{i_1} = 1 \) is there is only one set \( F_{1i2} \) which is the whole of \( H^{\text{out},2}_{1} \). If \( n_{i_1} = 2 \) there are two sets \( F_{1i2} \) and they are a pair of cusps. When \( n_{i_1} > 2 \) the \( n_{i_1} \) sets \( F_{1i2} \) are contained in nested cusps.

According to definition 2.3, there is switching along a connection if the images of the \( n_{i_1} \) sets \( F_{1i2} \) under the global map intersect all-to-all the \( n_{i_2} \) sets \( C_{12k} \).

For quasi-simple cycles the global map is a rescaled permutation of the local coordinate axes, ensuring that the intersection of the images of the \( n_{i_1} \) sets \( F_{1i2} \) with the \( n_{i_2} \) sets \( C_{12k} \) is contained in the intersection of \( n_{i_1} + n_{i_2} \) pairs of cusps. By hypothesis \( n_{i_1} + n_{i_2} \geq N \) and, from proposition 3.5, at least two of the cusps do not intersect. Hence, there is no switching along the connection.

If \( n_{i_1} > 0 \) then the sets \( F_{1i2} \) are smaller than if \( n_{i_1} = 0 \) and the result is proved.

Since \( n_{i_1} \geq 1 \) and \( n_{i_2} \geq 1 \), it follows trivially that if the dimension of the cross sections is \( N = 2 \), then there is no switching along any heteroclinic connection.

**Corollary 3.9.** If, in proposition 3.8, the heteroclinic connection \( [\xi_1 \rightarrow \xi_2] \) is replaced by \( [\xi_1 \rightarrow \xi_{i_1} \rightarrow \xi_{i_2} \cdots \rightarrow \xi_{i_k} \rightarrow \xi_2] \), with \( k \in \mathbb{N} \) non-distribution nodes \( \xi_{i_j} \), then there is no (finite or infinite) switching near \( \mathbb{N} \).

Notice that the information provided by propositions 3.7 and 3.8 when applied to the Kirk and Silber network in [14] is not equivalent. Proposition 3.7 informs that after taking a turn around any of the heteroclinic cycles, the outgoing available options are no longer all feasible, whereas proposition 3.8 shows that the limitation in choice occurs along the heteroclinic connection \( [\xi_1 \rightarrow \xi_2] \); it is not possible to arrive at a neighbourhood of \( \xi_1 \) and leave a neighbourhood of \( \xi_2 \) in all available combinations.

The next result provides an upper bound for the number of distribution nodes that can exist in a sequence of heteroclinic connections for which there is switching. It applies to sequences of heteroclinic connections involving multiple distribution nodes for which corollary 3.9 is inconclusive. Let there be a distribution node, without loss of generality, \( \xi_{i_m} \), in the heteroclinic network. A sequence of connections from \( \xi_{i_0} \) with \( m \) distribution nodes is \( [\xi_{i_0} \rightarrow \cdots \rightarrow \xi_{i_l} \rightarrow \cdots \rightarrow \xi_{i_k} \rightarrow \cdots \rightarrow \xi_{i_m}] \). Note that there may be other (non-distribution) nodes in between the distribution nodes \( \xi_{i_i} \) with \( i = 1, \ldots, m \).

**Theorem 3.10.** In \( \mathbb{R}^n \) let \( \xi_{i_0} \) be a distribution node in a quasi-simple heteroclinic network. If there is switching along a heteroclinic path from \( \xi_{i_0} \) with \( m \geq 0 \) additional distribution nodes then \( \sum_{i=1}^{m} (n_{i_0, i-1} + n_{i_1}) < N \).

**Proof.** The inequality is obtained by proceeding as in the proof of proposition 3.8 in a contrapositive way. The upper bound of the sum follows from proposition 3.7.

We end the section with some illustrative examples.

**Example 3.11 (The house network in [10]).** The common connection \( [\xi_1 \rightarrow \xi_2] \) of the house network in figure 11 satisfies \( n_{i_1} = 2 \) and \( n_{i_2} = 2 \). The dimension of the cross sections is \( N = 3 \).

Since \( n_{i_1} + n_{i_2} = 2 + 2 > 3 = N \), proposition 3.8 guarantees no switching near this heteroclinic network.

Such a result rectifies lemma 3.7 in [10] and is consistent with the correction in [11] that was first made to the intersection of the sets \( F_{1i2} \) with \( C_{12k} \) in [10].
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Example 3.12 (The two-person RSP game of [13]). The quotient RSP network reproduced in figure 13(a) exists in $\mathbb{R}^4$. Cross sections have dimension $N = 3$. At any node $\xi_i$ we see that $n_{c,i-1} = 2$ and $n_c = 2$. For $k = 1$ in theorem 3.10, we have $n_{c,i-1} + n_c > N$ and thus one is the maximum number of distribution nodes that is reached from any starting node. Hence, there is no switching along any of the heteroclinic connections in this network.

Note that we could also have applied proposition 3.8. A proof of the absence of switching by direct (and long) computation can be found in [17].

We include this example to correct a claim to infinite switching made in [3] due to the use of inappropriate global maps (see [13] for a correct version of the global maps).

The same conclusion can be drawn for the extension of the RSP by introducing two more possibilities, Lizard and Spock, where the RSPLS network in figure 13(b) arises in $\mathbb{R}^5$. Even though [23] report on various finite heteroclinic paths (root sequences) that can be observed near the RSPLS network, just not for the same parameter values, our results state that not all possible finite heteroclinic paths are followed regardless parameter values.

Example 3.13 (The bowtie network in [10]). The lowest dimension for the construction of the bowtie network in figure 10 is $\mathbb{R}^3$. Cross sections are three-dimensional and only $\xi_2$ is a distribution node. From theorem 3.10 we obtain $n_{c,i-1} + n_{c,i} = n_{c,i} + n_c = 2 + 2 > N = 3$. Therefore, trajectories starting at one of the incoming cross sections of $\xi_2$ will have a predetermined outgoing cross section after one return.

Example 3.14. The heteroclinic network in figure 14 can be generated in $\mathbb{R}^6$ with the simplex method from [6]. Cross sections transverse to the flow are reduced to dimension $N = 4$. The distribution nodes are $\xi_1$, $\xi_2$ and $\xi_6$.

At $\xi_1$ we have $n_{c,i} + n_{c,i} = 1 + 2 < N$, and at $\xi_2$ we have $n_{c,i} + n_{c,i} = 1 + 2 < N$. But, in theorem 3.10, $\sum_{i=1}^{2} (n_{c,i} + n_{c,i}) = 6 \geq N$. Accordingly, trajectories starting at the incoming cross section of $\xi_1$ can follow any outgoing cross section of $\xi_2$ but will have a predetermined outgoing cross section at the next distribution node (this might be $\xi_6$ or again $\xi_1$). The
sequences with two distribution nodes from $\xi_1$ are $[\xi_1 \rightarrow \xi_2 \rightarrow \xi_5 \rightarrow \xi_6]$, $[\xi_1 \rightarrow \xi_2 \rightarrow \xi_3 \rightarrow \xi_1]$ and $[\xi_1 \rightarrow \xi_4 \rightarrow \xi_5 \rightarrow \xi_6]$.

Analogous behaviour occurs at the other distribution nodes.

4. Final remarks

The complexity of the behaviour in a neighbourhood of a heteroclinic network depends on the type of eigenvalue, real or complex, of the Jacobian matrix at each node. It is known that complex eigenvalues induce infinite switching and therefore chaos, but the novelty is that real eigenvalues can lead to rich, but not chaotic, dynamics near the heteroclinic network.

While we have established the absence of infinite switching near a generic class of heteroclinic networks, we hope to have also encouraged the scientific community to look for different types of finite switching. The examples at the end of the previous section show that there are several ways in which infinite switching fails to exist. Several forms of finite switching exist, that is, a wide variety of finite heteroclinic paths can be followed by trajectories near the RSPLS network for a specific set of parameter values such that the heteroclinic cycles in the network are unstable. See [9, 23].

Furthermore, chaotic behaviour might be observed at a distance from the heteroclinic network. This may well be attracting for trajectories starting close the heteroclinic network provided the latter is not asymptotically stable. One such case is found by Sato et al [26] and depicted in their figure 13. The parameter values for this figure belong to a region where none of the heteroclinic cycles possesses any stability as determined in [13].
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