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Abstract—This paper proposes a new method for rigid body pose estimation based on spectrahedral representations of the tautological orbitopes of $SE(2)$ and $SE(3)$. The approach can use dense point cloud data from stereo vision or an RGB-D sensor (such as the Microsoft Kinect), as well as visual appearance data. The method is a convex relaxation of the classical pose estimation problem, and is based on explicit linear matrix inequality (LMI) representations for the convex hulls of $SE(2)$ and $SE(3)$. Given these representations, the relaxed pose estimation problem can be framed as a robust least squares problem with the optimization variable constrained to these convex sets. Although this formulation is a relaxation of the original problem, numerical experiments indicate that it is indeed exact — i.e. its solution is a member of $SE(2)$ or $SE(3)$ — in many interesting settings. We additionally show that this method is guaranteed to be exact for a large class of pose estimation problems.

I. INTRODUCTION

The pose estimation problem in computer vision is to identify a transformation that, when applied to a known object model, yields the object as perceived through the system’s sensors. Pose estimation is fundamental in robotics as it allows systems to reason about the state of the environment from their sensory data. Specifically, applications arise in robotic manipulation [13], [14], [27] object tracking [20], and visual odometry [25], among others.

Many successful techniques have been proposed and validated. The typical procedure consists of identifying noteworthy features of the object model, and then identifying similar features from the sensed input. Given this correspondence, one of several methods estimates the transformation that aligns as many of these features as possible, the most popular of which is likely the iterated closest point (ICP) [6] algorithm. It is possible to probabilistically select features for matching using the RANSAC algorithm, or successive linearizations of the match quality metric leading to gradient descent, for instance through the Levenberg-Marquardt algorithm [27].

However, existing methods are primarily local-search methods [17]. Methods that rely upon an initial guess implicitly use a linearization of the coordinate transform from the object’s last known position. While such approximations are appropriate at high frame rates or slow object/robot movement, these methods require re-initialization if the object is not continually tracked successfully. These issues can be alleviated by techniques that provide a strong prior on the object, such as those incorporating Extended Kalman Filters [20], [10], [23].

The problem of pose estimation is also often plagued by the presence of outliers in the sensory data stream, which may arise from multiple causes, such as erroneous visual depth discontinuities. However, the construction of approximation algorithms further aggravates the problem of mis-correspondence. The common Best-Bin First (BBF) [4], used to rapidly compute approximate nearest neighbors, creates spurious correspondences in its quest for speed. Further, there is the tradeoff in feature-detection methods, for instance in the choice between SIFT [19] and SURF [3] features, with the former typically being more accurate and the latter more rapid. The system designer therefore faces a number of tradeoffs between robustness and speed, contributing to the presence of outliers and uncertainty [21], [15].

Inspired by recent advances in convex algebraic geometry (reviewed in Section II), this paper takes a quite different approach to the pose estimation problem: pose estimation is framed as a (robust) least squares problem (Section III), where the optimization variable lies in the convex hull of either $SE(2)$ or $SE(3)$.

By relaxing the constraint on the optimization variable (i.e. the transformation matrix), and allowing it to lie in the convex hull of the Lie group, rather than the Lie group itself, the resulting optimization is a semidefinite program (SDP), and hence convex. Formulating the pose estimation problem as a convex optimization problem is appealing as there exist a number of off-the-shelf public and commercial solvers that allow for the practitioner to focus on the design of the system rather than the details of the numerical solution method. These solvers obtain second order convergence and may therefore be quite rapid in practice.

Furthermore, if the relaxation can be shown to be exact, that is to say that the optimal solution to the problem is a member of $SE(2)$ or $SE(3)$, then the procedure is guaranteed to yield the global optimum, alleviating the need for any form of probabilistic sampling of the solution space. Indeed, numerical experiments show that under many standard settings, the relaxation is exact, and our method yields the optimal solution to the pose estimation problem. Inspired by this empirical success, we also show that under mild assumptions, a wide class of pose estimation problems are provably exact. In Section VI we comment on both promising directions for expanding the class of problems for which this method is provably exact, and on heuristics for generating a transformation matrix given a solution that is not a member of $SE(2)$ or $SE(3)$.

Inspired by recent results in machine learning, we also...
show that a robust variant of the problem may be framed as an $\ell_1$-regularized optimization problem [9] (Section IV). Application of the methodology to a practical example is demonstrated in Section V along with a comparison to other approaches. This example shows that our approach provides consistently better estimates across all ranges of noise, and is particularly advantageous as the sensor noise level increases.

II. BRIEF INTRODUCTION TO ORBITOPES

The focus of this paper is on estimating the poses of rigid objects in $SE(n)$ and $SO(n)$ for $n = 2, 3$. Our approach relies upon the concept of an orbitope, which is formally the convex hull of the orbits given by the action of a compact algebraic group $G$ acting linearly on a real vector space. Orbits arising from such groups have the structure of a real algebraic variety and thus, the orbitope is a convex semi-algebraic set. These objects, whose study was formalized and initiated in [26], are at the heart of the emerging field of convex algebraic geometry.

In the case of finite groups $G$, the study of such objects has a rich history. The platonic solids, the permutahedra, the Birkhoff polytope and the traveling salesman polytopes are examples of such discretely generated orbitopes. These well studied objects have been analyzed in depth in the context of combinatorial optimization [24], [30], [22]. Orbitopes of compact Lie groups have proved useful in the analysis of protein structure prediction [18], quantum information of compact Lie groups have proved useful in the analysis of quantum computer control theory and communications [7]. The advent of convex semi-algebraic group convex analysis. Our empirical experiments and theoretical approaches. This example shows that our approach provides consistently better estimates across all ranges of noise, and is particularly advantageous as the sensor noise level increases.

A. The tautological orbitope for $SO(2)$

We begin by noting that a simple parameterization of proper rotations in 2-dimensional space is given by

$$SO(2) = \left\{ \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} : \theta \in [0, 2\pi] \right\}. \quad (1)$$

Letting $x = \cos \theta$ and $y = \sin \theta$, we can equivalently rewrite this expression as

$$SO(2) = \mathcal{L} \cdot \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 = 1\} \quad (2)$$

for a linear mapping $\mathcal{L} : \mathbb{R}^2 \to \mathbb{R}^{2 \times 2}$. In this way, $SO(2)$ is expressed as a linear map of a simple set, i.e. the unit sphere. This is key as the convex hull operator, which we denote by $\text{conv}(-)$, commutes with linear mappings.

Next, this constraint is relaxed by taking its convex hull. The unit sphere becomes the unit disk, and thus the constraint is replaced with $x^2 + y^2 \leq 1$. While simple, the computational gains realized by this step are significant.

$$\text{conv}(SO(2)) = \left\{ \begin{bmatrix} x & y \\ -y & x \end{bmatrix} : x^2 + y^2 \leq 1 \right\} \quad (3)$$

where the last equality follows by applying the Schur complement [7] to the SOC constraint $x^2 + y^2 \leq 1$. The latter constraint in (3) is in fact an LMI, and the unit disk is therefore said to be spectrahedrally representable, and thus tractable to optimize over.

Remark 1: The orbitope of $\text{conv}(SO(2))$ is SOC representable. These objects have significant computational advantages over general semidefinite programs and optimization over hundreds of variables may be done on time scales of several milliseconds [11].

B. The tautological orbitope of $SO(3)$

An explicit representation of the tautological orbitope of $SO(3)$ is given by the following result from [26].

Proposition 2: The tautological orbitope $\text{conv}(SO(3))$ is a spectrahedron whose boundary is a quartic hypersurface. In fact, a $3 \times 3$-matrix $X = (x_{ij})$ lies in $\text{conv}(SO(3))$ if and only if it satisfies (4).

Proof: The following is a slightly modified version of the original derivation suggested by Pablo Parrilo in [26], included here for completeness. An explicit parameterization of $SO(3)$ is given by its embedding into the space of pure quaternions (a subgroup of $SU(2)$) as

$$SO(3) = \{ U \in \mathbb{R}^{3 \times 3} \mid \begin{bmatrix} 2(u_0^2 + u_1^2) - 1 & 2(u_1 u_2 - u_0 u_3) & 2(u_1 u_3 + u_0 u_2) \\ 2(u_1 u_2 + u_0 u_3) & 2(u_0^2 + u_2^2) - 1 & 2(u_2 u_3 - u_0 u_1) \\ 2(u_1 u_3 - u_0 u_2) & 2(u_2 u_3 + u_0 u_1) & 2(u_0^2 + u_3^2) - 1 \end{bmatrix} \} \quad (5)$$

$$U(u) = \begin{bmatrix} 2(u_0^2 + u_1^2) - 1 & 2(u_1 u_2 - u_0 u_3) & 2(u_1 u_3 + u_0 u_2) \\ 2(u_1 u_2 + u_0 u_3) & 2(u_0^2 + u_2^2) - 1 & 2(u_2 u_3 - u_0 u_1) \\ 2(u_1 u_3 - u_0 u_2) & 2(u_2 u_3 + u_0 u_1) & 2(u_0^2 + u_3^2) - 1 \end{bmatrix} \quad (5)$$

$$u \triangleq \begin{bmatrix} u_0 \\ u_1 \\ u_2 \\ u_3 \end{bmatrix}, \quad \|u\|_2^2 = 1$$

$$u \triangleq \begin{bmatrix} u_0 \\ u_1 \\ u_2 \\ u_3 \end{bmatrix}, \quad \|u\|_2^2 = 1$$
Noting that each term in $U(u)$ is quadratic in elements of $u$, we may define an auxiliary matrix

$$V := \begin{bmatrix} u_0^2 & u_0 u_1 & u_0 u_2 & u_0 u_3 \\ u_1 u_0 & u_1^2 & u_1 u_2 & u_1 u_3 \\ u_2 u_0 & u_2 u_1 & u_2^2 & u_2 u_3 \\ u_3 u_0 & u_3 u_1 & u_3 u_2 & u_3^2 \end{bmatrix} = uu^T. \quad (6)$$

We therefore see that if $u$ is such that $U(u) \in SO(3)$, then $V$ is a positive semi-definite (which we denote by $V \succeq 0$) rank-1 symmetric matrix satisfying $\text{trace}(V) = \|u\|_2^2 = 1$, and that there exists an invertible affine mapping $A$ such that $U(u) = A(V)$. Equivalently, we may define the set

$$V := \{ V \succeq 0 : \text{rank} V = 1, \text{trace} V = 1 \} \subset \mathbb{R}^{4 \times 4}$$

and express $SO(3)$ as

$$SO(3) = A \cdot V \quad (7)$$

for the appropriately chosen affine map $A : \mathbb{R}^{4 \times 4} \to \mathbb{R}^{3 \times 3}$. Taking the convex hull of (7) we obtain

$$\text{conv}(SO(3)) = A \cdot \text{conv} V = A \cdot \text{conv} \{ V \succeq 0 \mid \text{rank} V = 1, \text{trace} V = 1 \} = A \cdot \{ V \succeq 0 \mid \text{trace} V = 1 \}. \quad (8)$$

It then suffices to invert $A$ to obtain the spectrahedral representation for $\text{conv}(SO(3))$ as given in (4).

**C. The tautological orbitope for $SE(n)$**

A spectrahedral representation of $SE(n)$ follows naturally from one for $SO(n)$. The space of the translations is simply $\mathbb{R}^n$, which of course is already a convex set. Thus, noting that when $SE(n)$ is expressed in homogeneous coordinates, it is none other than a linear mapping of elements of $SO(n) \times \mathbb{R}^n$, we are free to take convex hulls of the individual components of the transformation matrix. A parameterization of $S \in \text{conv}(SE(n))$ in homogeneous coordinates is therefore given by

$$S = \begin{bmatrix} R & T \\ 0 & 1 \end{bmatrix} \quad (9)$$

where $T \in \mathbb{R}^n$ and $R \in \text{conv}(SO(n))$.

**III. LEAST SQUARES ESTIMATION FORMULATION**

We assume we are given a model of an object whose pose we wish to estimate based on sensor data. This model consists of a vector $(x_i)_{i=1}^N$ of $N$ features with coordinates in $\mathbb{R}^n$ for $n = 2, 3$ in the object’s body-fixed reference frame. We are then given an observation that consists of a vector $(y_i)_{i=1}^N$ of the corresponding feature coordinates in the observation frame. The observation frame itself may consist of a projection $P$ to a lower, two dimensional image frame as is the case for visual data, or the data may remain in three dimensions. In either case, we wish to solve for the object pose that is most consistent with this observation.

The problem is general and, as framed, comprises a central component of many pose estimation problems in robotics. All pose estimation problems consists of matching known features on a model to observed features, whether these observations arise from an image, point cloud, or other sources.

**Classical Least Squares Estimation.** The problem of data fitting is a common one, with the most popular approach being that least-squares regression. In our case, the data and the model are related by a transformation element of $SE(n)$, with $n \in \{2, 3\}$. For $n = 2$, this leads to the optimization problem

$$\min_{S} \sum_{i=1}^{N} \| y_i - PSx_i \|_2^2 \quad (10)$$

s.t. $S \in SE(2)$

The three-dimensional visual feature problem is similar but must also incorporate a projection, $P$, onto the camera frame. The general form of the least squares optimization problem is then

$$\min_{S} \sum_{i=1}^{N} \| y_i - PSx_i \|_2^2 \quad (11)$$

s.t. $S \in SE(n)$

where $P$ may be set to the identity, or the camera matrix, as appropriate. Problems (10) and (11) are non-convex optimization problems, and typically difficult to solve. Beyond the issue of only finding local minima, the optimization can be slow because $SE(n)$ is difficult to represent in a manner that is amenable to optimization, with parametrizations typically incorporating trigonometric functions.

**Convex Least Squares Estimation over $SE(n)$**. The difficulties presented by parameterizations of $SE(n)$ in the least squares problem can be alleviated by relaxing the problem, and replacing the Lie group constraints with their respective orbitope constraints. In particular, by using the spectrahedral representations of the orbitopes of $SE(n)$ as discussed, we may write:

$$\min_{S} \sum_{i=1}^{N} \| y_i - PSx_i \|_2^2 \quad (12)$$

s.t. $S \in \text{conv}(SE(n))$
for \( n = 2, 3 \), where \( \text{conv}(SE(n)) \) now admits a semidefinite representation, as in equations (5) and (4).

To complete the formulation, the data problem is represented in a vector form: let \( Y \triangleq [y_1, \ldots, y_N]^T, \ X \triangleq [x_1, \ldots, x_N]^T, \ P = I_{N \times N} \otimes P, \) and \( S = I_{N \times N} \otimes S, \) where \( \otimes \) denotes the Kronecker Product, allowing us to rewrite optimization (12) as:

\[
\min_{\hat{S}} \| Y - \hat{P} \hat{S} \hat{X} \|_2^2 \quad \text{s.t.} \quad \hat{S} \in \text{conv}(I \otimes SE(3))
\]  

(13)

**Remark 3:** It is possible to include additional feature weighting information in the optimization problem (13) by simply weighting \( P = C \otimes P, \) and \( \hat{S} = C \otimes S \) for \( C \) the diagonal matrix of weights \( \{c_1, c_2, \ldots, c_N\} \). This may arise, for instance, in SIFT feature matching wherein there is a score that is calculated for each feature pair, but any similar heuristic would be admissible.

### A. Convex Hull Considerations

The central difficulty that arises out of the proposed optimization method is that the problem of interest, estimating elements in \( SE(n) \), has been relaxed. The solution may therefore not in fact be a proper Euclidean transformation. This arises not due to numerical issues, such as roundoff error, but due to the fundamental fact that our relaxed problem reformulation includes points which are not in \( SE(3) \). This observation raises the following important question: under what situations does this optimization approach produce an element of \( SE(n) \)?

Recall that we have taken the Lie groups of \( SO(2) \) and \( SO(3) \), and relaxed the constraint set to be their convex hulls, rather than the groups themselves. Recalling that both of these groups can be identified with the sphere, this relaxation can be thought of as replacing the sphere with the disk. We therefore obtain a proper transformation when the solution is on the boundary of our constraint set, rather than the interior, and we say that our relaxation is exact. Next we examine the (fairly general) conditions under which we have proveable guarantees that our relaxation is exact.

### B. Guarantee of Boundary Solution for \( SO(n) \)

Suppose that the problem is made slightly less general, and is restricted to determining an appropriate rotation given a data set and a translation vector. Such an optimization over only the group of rotations may arise if an estimate of the translation is known a-priori. This occurs, for example, if translation is estimated by simpler means, such as the approximation of the translation of the object by its centroid, as is common in ICP [6].

Under such a setting, we have that our convex relaxation is proveably exact.

**Theorem 4:** Given \( n = 2, 3 \) and \( P \in O(n) \), with \( O(n) \) the orthogonal group, and \( Y, X \in \mathbb{R}^{1 \times N} \), then the solution, \( S \), to the optimization problem

\[
\min_{\hat{S}} \| Y - \hat{P} \hat{S} \hat{X} \|_2^2 \quad \text{s.t.} \quad \hat{S} = I_{N \times N} \otimes S \quad \text{conv}(SO(n))
\]

(14)

\[
\min_{\hat{S}} \| Y - \hat{P} \hat{S} \hat{X} \|_2^2 \quad \text{s.t.} \quad \hat{S} = I_{N \times N} \otimes S \quad \text{conv}(SO(n))
\]

(15)

lies in \( SO(n) \).

**Proof:** Recall the the that for a matrix \( M \in O(n) \), we have that \( \| M x \|_2 = \| x \|_2 \); i.e. the euclidian norm is invariant under rotations. In this case, we have that for each \( i \in \{1, \ldots, N\} \),

\[
\| y_i - P S x_i \|_2^2 = \| y_i - P S x_i, y_i - P S x_i \|_2^2 = \| y_i \|_2^2 - 2 y_i, P S x_i \|_2^2 + \| P S x_i \|_2^2
\]

where the last equality follows from \( PS \in O(n) \). As constant terms in the objective do not affect the optimal solution, optimizations (14) and (15) can be rewritten in terms of the linear objective function \( 2 < y, PS x \). It is a standard result of convex optimization that linear objective functions attain their minima at extreme points of the feasible set [7] – in this case, this corresponds to boundary elements of \( \text{conv}(SO(n)) \) [26], or equivalently, elements of \( SO(n) \). ■

**Remark 5:** Numerical experiments indicate that we may remove the assumption of a fixed translation element; an analytic proof of this fact is the topic of current work.

### IV. ROBUST FORMULATION

It is well known that the least-squares methodology is sensitive to the presence of outliers. The orbitope optimization approach can be modified to be more resilient to outliers by framing it as a robust least squares problem.

An advantage of using convex optimization lies in its flexibility. The optimization problem may be augmented with various features to improve performance beyond that obtainable by simple least squares estimation. Typical of vision problems are the existence of spurious outliers that distort the data, causing the estimators to diverge significantly [20]. It is therefore desirable that we remove the effects of such outliers automatically.

Suppose that we wish to estimate the parameters \( \beta \) such that \( \| y - \beta x \|_2^2 \) is minimized for data \( y, x \). We may augment the traditional \( \ell_2 \) objective with an \( \ell_1 \) penalty term, or regularizer, as

\[
\min \| y - \beta x \|_2^2 + \lambda \| \beta \|_1
\]

where \( \lambda > 0 \) is a tuning parameter, resulting in the so-called LASSO least squares problem [28]. Interestingly, the effect of this regularizer is to drive many of the coefficients of \( \beta \) to zero, resulting in a parameter vector that is sparse. There are many applications where it is reasonable to expect that the true solutions are in fact sparse, and is the driving force behind the field of compressed sensing [8]. In the pose estimation problem it is reasonable to expect that there will
exist outliers, but such outliers will be sparse in the data, that is, most correspondances will be accurate.

Inspired by these methods, we present an $\ell_1$-penalty based modification of optimization (13). In particular, we wish to minimize $\|Y - \bar{P}SX\|_2^2$ while having a solution that is robust to outliers, i.e. $X$ contains some elements we wish to ignore. We separate the error into two components: an intrinsic error $Z_2$ due to sensor noise, and an error $Z_1$ due to incorrect correspondance (or outliers):

$$Y - \bar{P}SX = Z_1 + Z_2$$

The regularized problem then becomes

$$\min_{\bar{S},Z_1,Z_2} \|Z_2\|_2^2 + \lambda \|Z_1\|_1 \quad s.t. \quad \bar{S} \in \text{conv}(I \otimes SE(n))$$

$$Y - \bar{P}SX = Z_1 + Z_2,$$

or, after solving for $Z_2 = Y - \bar{P}SX$,

$$\min_{\bar{S},Z_1} \|(Y - \bar{P}SX) - Z_1\|_2^2 + \lambda \|Z_1\|_1 \quad s.t. \quad \bar{S} \in \text{conv}(I \otimes SE(3))$$

for some user determined $\lambda > 0$. Thus in principle, $Z_1$ will act as a correction term in the least squares component of the objective function, removing the effect of outliers – by adding the $\ell_1$ penalty and tuning parameter $\lambda$, we control the sparsity and norm of $Z_1$, and thus ensure that it does not overwhelm the correct data.

**Remark 6:** Numerical experiments suggest that this method also typically gives solutions that are in $SE(n)$. In Section VI we comment on possible heuristics for when our relaxation fails to be exact.

**V. Examples**

A benchmark pose estimation problem was used to compare the proposed method against some classical pose estimation procedures. To perform the optimization portion of our algorithm, we used the CVX parser [12] in conjunction with the publicly available SDPT3 semidefinite program solver [29].

**A. Three Dimensional Pose Estimation**

The method was tested on a pose estimation problem involving three dimensional point-cloud data. As a ground truth model, we used the Stanford Bunny from the Stanford Computer Graphics Laboratory, consisting of a mesh of 944 points. The model was normalized so that the bunny had maximal extent from the origin of one unit in the $y$-coordinate from the origin. To synthesize measurements, the model points were corrupted with varying amounts of Gaussian noise. This corruption had zero mean, standard deviation $\delta$, and was applied to the $(x, y, z)$ components of each model point individually. The correspondence between the points was maintained in order to negate the effects of this component of the optimization problem. A visualization of a typical result is shown in Figure 2 for a particular noise covariance value. Performance results with varying numbers of corrupted samples are shown in Figure 3. The errors reported were the sum of the squares of the individual error distances between corresponding points, where the error was taken to the true, underlying model and not the observed points. We compared our method to an implementation using Levenburg Marquardt, as well as an implementation that aligns the principle components of the observed data to the model using Principle Component Analysis (PCA). These are both estimates to find a transformation to match a known model to observed points, given the correspondence between these two groups. These three methods would typically be used as part of a single iteration of ICP, where after the solution is computed the correspondence problem would again be solved, and the process repeated. The methods were also tested on varying levels of noise, with the results shown in Figure 4.

The examples were run on a 1.7Ghz Macbook Air. The Levenburg-Marquardt algorithm typically required 25ms for execution; aligning the principal components of the data typically required 2ms; and the orbitope optimization lasted 130ms. For the range of sample points used, the execution times did not vary significantly. All methods also did not change their execution time significantly with respect to the chosen noise levels. As the correspondence was perfect, all method performed well. However, the method proposed here provided superior solutions not only in aggregate but in the individual trials as well. For instance, in the 20 trials for which the noise was held at $\delta = 0.1$, and $N = 944$ points, the orbitope optimization error varied between 95% and 23% of the Levenburg-Marquardt error.

Next we tested the outlier rejection capabilities of the method by introducing artificial outliers into the model. These number of outlier points was relatively sparse compared to the total number of model points, and they were correctly detected as outliers by the algorithm for $\lambda = 0.1$. The results are visualized in Figure 5. The error residual for the robust method was $e = 0.7825$ while that of PCA was...
Fig. 3. Mean error over twenty trials when using Orbitope, PCA, and Levenberg-Marquardt optimizations in blue, green, and red respectively with varying numbers of randomly sampled observed points. Noise with standard deviation $\delta = 0.01$ was used.

Fig. 4. Mean error over twenty trials when using Orbitope, PCA, and Levenberg-Marquardt optimizations in blue, green, and red respectively when varying noise standard deviation. Number of samples $N = 23$ and $N = 944$ were used in the left figures respectively.

e = 25,3098. For these noise levels, the error of the orbitope optimization is typical (Figure 3) for the case where there are no outliers, indicating the shifting of the ears has only marginal impact on the solution. Indeed, it is possible to make this gap arbitrarily large by moving the ears further. Such situations are common in practice where, for example, collections of points may be erroneously associated with a model, or points of a model may not be visible due to occlusion.

VI. DISCUSSION

This paper introduced a substantially new formulation of the pose estimation problem based on spectrahedral representations of the convex hulls of $SO(n)$ and $SE(n)$, for $n \in \{2, 3\}$. This reformulation allowed for a convex relaxation of the pose estimation problem, resulting in a convex least squares problem. We also introduced an $\ell_1$ penalized variant of our problem so as to automatically remove outliers.

We proved that under certain conditions, the solution is guaranteed to be a proper rigid body transformation, and is therefore a globally optimal solution to the pose estimation problem. As mentioned, the investigation of more general conditions under which boundary solutions are guaranteed is an active area of current research. We are also investigating heuristic methods for when our method fails to be exact: one promising avenue is through projecting the resulting non-admissible rotation element onto the set of proper rotations, as is done in [5].

Our numerical experiments showed that this new estimation method consistently produced more accurate estimates, particularly at high noise levels. Recent work [9] in the context of linear inverse problems has resulted in error bounds on regularized estimation problems. The application of these methods to the pose estimation problem may yield quantifiable bounds on estimation error, and an insight as to the types of disturbances (e.g., Gaussian vs. Poisson noise) which are best handled by the method.

The method proposed here was an order of magnitude slower than existing methods. There are a number of ways to greatly increase its speed. Our implementation relied on using CVX in conjunction with SDPT3. These are general solvers and parsers, and there is overhead accumulated. In a deployed implementation the solver would be coded directly in a language such as C++ with no parsing. Furthermore, in many applications it is appropriate to use a well-informed initial guess for the solver, such as the object’s last known pose. Such warm-starts are not necessary for this solver, but can further improve execution time.

A number of extensions are immediate, such as: the use of the method on large images coupled with specialized solvers created for large-scale regression problems in machine learning [16]; the use of the method to provide lower noise estimates in problems where the estimates effect robot reasoning [10]; and the inclusion of additional constraints, such as collision between the estimated object and other objects in the scene.
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