The one-loop impact of a dependent mass: the role of $m_3$ in the C2HDM

Duarte Fontes$^{a,b}$ and Jorge C. Romão$^b$

$^a$Department of Physics, Brookhaven National Laboratory, Upton, NY 11973, U.S.A.

$^b$Departamento de Física and CFTP, Instituto Superior Técnico, Universidade de Lisboa, Avenida Rovisco Pais 1, 1049-001 Lisboa, Portugal

E-mail: dfontes@bnl.gov, jorge.romao@tecnico.ulisboa.pt

ABSTRACT: In the complex 2-Higgs-Doublet Model (C2HDM), the mass $m_3$ of the heaviest neutral scalar $h_3$ is usually chosen as a derived parameter. We investigate one-loop corrections to $m_3$ and their impact on decays of $h_3$. Very fine-tuned regions of the parameter space can be found where such corrections are large, not due to subtraction schemes, but rather due to the particular dependence of $m_3$ on the independent parameters. We show that even moderate corrections can have a significant impact on decays of $h_3$, as they may be several times enhanced by leading-order factors.
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1 Introduction

After the observation of the Higgs boson at the Large Hadron Collider (LHC) in 2012 [1, 2], it is of the utmost importance to further explore the scalar sector of particle physics. Particularly relevant is the possibility that such sector is extended when compared to that of the Standard Model (SM); examples of models with an extended scalar sector can be found e.g. in refs. [3–5]. One of the most common models — the so-called real 2-Higgs-Doublet model (2HDM), where CP is assumed to be conserved in the potential — was recently suspected of theoretical unsoundness [6], as the simultaneous enforcement of CP conservation in one sector of the model (the potential) and the allowance of CP violation in another one (quark interactions) will likely end up leading to divergent predictions. The model that heals it in the simplest fashion — while accounting for the already observed CP violation — is the complex 2HDM (C2HDM) [7–26], where CP is explicitly violated in the scalar sector at tree-level (thus providing a new source of CP violation, as required by the three Sakharov criteria for baryogenesis [27]). Accordingly, the three neutral scalars...
described by the C2HDM \((h_1, h_2, h_3)\) contain in general a mixture of a CP-odd component and a CP-even one. LHC searches have already excluded the possibility according to which the scalar boson discovered in 2012 is a pure CP-odd state \([28–30]\); yet, the scenario where it contains a CP-odd fraction is still allowed \([31]\).

As the LHC run-3 approaches, deviations from SM predictions are anxiously expected. The absence of any undoubtable signal of new physics so far implies that such deviations shall be subtle. As a consequence, precise predictions from the theory side are necessary. These require the inclusion of one-loop electroweak corrections, which in turn require the one-loop electroweak renormalization of the model at stake. We have recently presented the one-loop renormalization of the C2HDM \([24]\), and showed that it configures a rather unique program of renormalization. Indeed, there are more independent counterterms than independent renormalized parameters, which means that several combinations of the former can be chosen for the same set of the latter. Moreover, the parameter \(m_3\) (corresponding to the mass of the heaviest neutral Higgs boson, \(h_3\)) is taken as a dependent parameter, so that it cannot be fixed to be equal to the physical mass.

In this paper, we investigate the one-loop corrections to \(m_3\) in a particular variant of the C2HDM, the Type II C2HDM. Higher order corrections to dependent masses have been discussed at length in the context of other models, such as supersymmetric extensions of the SM (cf. ref. \([32]\) and references therein). The importance of the investigation of the higher order corrections to the mass of \(h_3\) in the C2HDM is at least twofold: first, it allows for a refined search of \(h_3\), whose physical mass may contain a non-negligible one-loop contribution; secondly, it opens the possibility of calculating one-loop corrections to processes with an external \(h_3\). In fact, although the residue of \(h_3\) can be set to unity (implying that the wave-function renormalization factors become trivial), there will be non-trivial contributions to the decay width of processes with an external \(h_3\) due to the corrections to \(m_3\). We explicitly address the last point by considering the next-to-leading order decay width of several \(h_3\) decays.

The paper is organized as follows: we begin by presenting a theoretical setup of the C2HDM in section 2, especially focused on the mass and decays of \(h_3\); then, after discussing in section 3 the software and the simulation procedure used, we present our results in section 4. We finish the paper with some conclusions in section 5.

2 Theoretical setup

2.1 The model at tree-level

Details on the Type II C2HDM and its renormalization can be found in refs. \([24, 25]\). Here, we summarize the most relevant aspects for the analysis of the mass and decays of \(h_3\). We write the potential as:

\[
V = m_{11}^2 |\Phi_1|^2 + m_{22}^2 |\Phi_2|^2 - \left( m_{12}^2 \Phi_1^\dagger \Phi_2 + \text{h.c.} \right) + \frac{\lambda_1}{2} (\Phi_1^\dagger \Phi_1)^2 + \frac{\lambda_2}{2} (\Phi_2^\dagger \Phi_2)^2 \\
+ \lambda_3 (\Phi_1^\dagger \Phi_1)(\Phi_2^\dagger \Phi_2) + \lambda_4 (\Phi_1^\dagger \Phi_2)(\Phi_2^\dagger \Phi_1) + \left[ \frac{\lambda_5}{2} (\Phi_1^\dagger \Phi_1)^2 + \text{h.c.} \right]. 
\]  

(2.1)
All parameters are forced to be real by hermiticity, except $m_{12}^2$ and $\lambda_5$, which are in general complex. $\Phi_1$ and $\Phi_2$ are the scalar doublets, which we parameterize as:

$$
\Phi_1 = \begin{pmatrix}
\phi_1^+ \\
\frac{1}{\sqrt{2}} (v_1 e^{i\zeta_1} + \rho_1 + i\eta_1)
\end{pmatrix}, \quad
\Phi_2 = \begin{pmatrix}
\phi_2^+ \\
\frac{1}{\sqrt{2}} (v_2 e^{i\zeta_2} + \rho_2 + i\eta_2)
\end{pmatrix},
$$

(2.2)

where $v_i$ are the real vacuum expectation values (vevs), $\zeta_i$ (real) phases, $\rho_i$ and $\eta_i$ real fields and $\phi_i^+$ complex fields ($i = \{1, 2\}$). We introduce the total vev $v$ and the angle $\beta$ obeying the relations:

$$
v^2 \equiv v_1^2 + v_2^2, \quad \tan(\beta) \equiv \frac{v_2}{v_1}.
$$

(2.3)

Since there is CP violation at tree-level in the scalar sector, the fields $\rho_i$ and $\eta_i$ in eq. (2.2) will all mix at loop-level. To account for such mixing, one must consider the most general diagonalization at tree-level. We thus introduce the orthogonal matrix $Q$, such that:

$$
S_n = Q \phi_n \Leftrightarrow \begin{pmatrix}
h_1 \\
h_2 \\
h_3 \\
G_0
\end{pmatrix} = \begin{pmatrix}
\rho_1 \\
\rho_2 \\
\eta_1 \\
\eta_2
\end{pmatrix} = Q \begin{pmatrix}
\phi_1 \\
\phi_2
\end{pmatrix},
$$

(2.4)

where $G_0$ is the would-be Goldstone boson, and $h_1$, $h_2$ and $h_3$ are the physical neutral scalar bosons of the model, with masses $m_1$, $m_2$ and $m_3$, respectively, complying to $m_1 < m_2 < m_3$. The matrix $Q$ is parameterized by six angles — $\alpha_0, \alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5$, — according to:

$$
Q = Q_5 Q_4 Q_3 Q_2 Q_1 Q_0,
$$

(2.5)

with

$$
Q_5 = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & c_5 & 0 & s_5 \\
0 & 0 & 1 & 0 \\
0 & -s_5 & 0 & c_5
\end{pmatrix}, \quad
Q_4 = \begin{pmatrix}
c_4 & 0 & 0 & s_4 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-s_4 & 0 & 0 & c_4
\end{pmatrix}, \quad
Q_3 = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & c_3 & s_3 & 0 \\
0 & -s_3 & c_3 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
$$

(2.6)

$$
Q_2 = \begin{pmatrix}
c_2 & 0 & s_2 & 0 \\
0 & 1 & 0 & 0 \\
-s_2 & 0 & c_2 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad
Q_1 = \begin{pmatrix}
c_1 & s_1 & 0 & 0 \\
-s_1 & c_1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad
Q_0 = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -s_0 & c_0 \\
0 & 0 & c_0 & s_0
\end{pmatrix},
$$

with $s_i = \sin \alpha_i, c_i = \cos \alpha_i$ ($i = \{0, 1, 2, 3, 4, 5\}$). The charged scalars in the mass basis, $G^+$ and $H^+$ (with $G^+$ being the charged would-be Goldstone boson), can be defined in a similar fashion. It turns out that, among the parameters just introduced, several of them end up being dependent, in such a way that several combinations of dependent parameters can be chosen. Following ref. [24], we focus on the four combinations displayed in table 1. In each combination $C_i$ ($i = \{1, 2, 3, 4\}$), $m_3^2$ is a dependent parameter, and is hence fixed as a function of the independent parameters of the combination at stake.$^1$

$^1$The expressions for $m_3^2$ in the different combinations are very cumbersome, so that we omit them here.
Combination Dependent parameters

| Combination | Dependent parameters |
|-------------|----------------------|
| $C_1$       | $m_3^2$, $\zeta_1$, $\alpha_0$, $\alpha_4$ |
| $C_2$       | $m_3^2$, $\zeta_1$, $\alpha_0$, $\alpha_5$ |
| $C_3$       | $m_3^2$, $\zeta_1$, $\alpha_4$, $\alpha_5$ |
| $C_4$       | $m_3^2$, $\alpha_0$, $\alpha_4$, $\alpha_5$ |

Table 1. Dependent parameters for each combination $C_i$.

2.2 The mass of $h_3$

When the C2HDM is considered not simply at tree-level — or at leading order (LO), — but up to one-loop level — or at next-to-leading order (NLO), — the original quantities of the model (parameters and fields) are taken to be bare quantities. These are shown in the following with index "$^0$" and are separated into renormalized quantities and counterterms; for example, for the squared mass of $h_3$,

$$m_{3(0)}^2 = m_{3R}^2 + \delta m_3^2.$$  (2.7)

In this relation, and contrary to what we do for most of the remaining parameters, the renormalized squared mass $m_{3R}^2$ explicitly includes an index R. The reason is that, as we saw, the squared mass of $h_3$ was chosen as a dependent parameter, which means that $m_{3(0)}^2$ is also dependent, which in turn implies that both $m_{3R}^2$ and $\delta m_3^2$ are also dependent, i.e. fixed. As a consequence, $m_{3R}^2$ cannot be set equal to the squared pole mass of $h_3$, which we identify with $m_{3P}^2$. Up to one-loop level, the two masses are related by [24]:

$$m_{3P}^2 = m_{3R}^2 - \Re \Sigma_{h_3 h_3}(m_{3R}^2) + \delta m_3^2,$$  (2.8)

where $\Sigma_{h_3 h_3}$ is the non-renormalized one-loop diagonal 2-point function of $h_3$. Now, since the tree-level mass $m_3$ depended on the combination $C_i$ (so that it was given by different expressions in the different combinations), the counterterm $\delta m_3^2$ will also correspond to different expressions according to the combination. More specifically, we can write

$$\delta m_3^2 \overset{C_1}{=} \delta m_3^2 (\delta m_1^2, \delta m_2^2, \delta \beta, \delta \alpha_1, \delta \alpha_2, \delta \alpha_3, \delta \alpha_5),$$  (2.9a)

$$\delta m_3^2 \overset{C_2}{=} \delta m_3^2 (\delta m_1^2, \delta m_2^2, \delta \beta, \delta \alpha_1, \delta \alpha_2, \delta \alpha_3, \delta \alpha_4),$$  (2.9b)

$$\delta m_3^2 \overset{C_3}{=} \delta m_3^2 (\delta m_1^2, \delta m_2^2, \delta \beta, \delta \alpha_1, \delta \alpha_2, \delta \alpha_3, \delta \alpha_0),$$  (2.9c)

$$\delta m_3^2 \overset{C_4}{=} \delta m_3^2 (\delta m_1^2, \delta m_2^2, \delta \beta, \delta \alpha_1, \delta \alpha_2, \delta \alpha_3, \delta \zeta_1).$$  (2.9d)

\footnote{Finite parts can in principle be freely chosen; however, we will want $m_{3R}^2$ to correspond to the expression for the mass of $h_3$ which is obtained when the C2HDM is studied solely at tree-level (i.e. without aiming at the renomalization of the theory) [21], so that we exclude such freedom.}

\footnote{We use the definition of real pole mass, also known as Breit-Wigner mass. The operator $\Re$, which is commonly used in the on-shell subtraction scheme, neglects the imaginary parts of loop integrals, while keeping the imaginary parts of complex parameters.}

\footnote{The notation $\overset{C_i}{=}$ means that the equality at stake is only valid for the combination $C_i$. Just as the expressions for $m_3^2$ at tree-level (recall note 1), the expression for $\delta m_3^2$ in the different combinations are extremely cumbersome; we omit them as well.}
The mass counterterms $\delta m_1^2$ and $\delta m_2^2$ are calculated in the on-shell subtraction (OSS) scheme. In the combination $C_4$ (where $\delta C_4$ is independent), $\delta C_1$ is calculated in the modified minimal subtraction (MS) scheme; this will introduce an explicit dependence on the renormalization scale, $\mu_R$. We fix the mixing parameters using symmetry relations [24]; this requires the introduction of the field counterterms for the scalar fields, according to:

\[
\begin{align*}
G^+_0 &= \left(1 + \frac{1}{2} \delta Z_{G^+G^+} \right) \left( \frac{1}{2} \delta Z_{G^+H^+} \right) \left( G^+ \right), \quad (2.10a) \\
H^+_0 &= \left( \frac{1}{2} \delta Z_{H^+G^+} + 1 \right) \left( \frac{1}{2} \delta Z_{H^+H^+} \right) \left( H^+ \right) \\
&\vdots \\
G_{00} &= \left( \frac{1}{2} \delta Z_{G_{0}G_{0}} \right) \left( \frac{1}{2} \delta Z_{G_{0}H_{0}} \right) \left( G_{0} \right) \\
&\vdots
\end{align*}
\]

All the field counterterms involved in these equations are fixed in the OSS scheme. Then, the relevant counterterms for the mixing parameters are defined as:

\[
\begin{align*}
\delta \beta &= \frac{1}{4} \Re \left[ \delta Z_{G^+H^+} - \delta Z_{H^+G^+} \right] \bigg|_{\xi=1}, \quad (2.11a) \\
\delta \alpha_0 &= \frac{1}{4} \sec(\alpha_2) \sec(\alpha_3) \left( \delta Z_{G_{0}h_{3}} - \delta Z_{h_{3}G_{0}} \right) \bigg|_{\xi=1}, \quad (2.11b) \\
\delta \alpha_1 &= \frac{1}{4} \sec(\alpha_2) \left[ \cos(\alpha_3) \left( \delta Z_{h_{1}h_{2}} - \delta Z_{h_{2}h_{1}} \right) + \sin(\alpha_3) \left( \delta Z_{h_{3}h_{1}} - \delta Z_{h_{1}h_{3}} \right) \right] \bigg|_{\xi=1}, \quad (2.11c) \\
\delta \alpha_2 &= \frac{1}{4} \sin(\alpha_3) \left[ \delta Z_{h_{1}h_{2}} - \delta Z_{h_{2}h_{1}} + \cot(\alpha_3) \left( \delta Z_{h_{3}h_{1}} - \delta Z_{h_{1}h_{3}} \right) \right] \bigg|_{\xi=1}, \quad (2.11d) \\
\delta \alpha_3 &= \frac{1}{4} \left[ \delta Z_{h_{2}h_{3}} - \delta Z_{h_{3}h_{2}} - \cos(\alpha_3) \tan(\alpha_2) \left( \delta Z_{h_{1}h_{2}} - \delta Z_{h_{2}h_{1}} \right) \right. \\
&\quad \left. + \sin(\alpha_3) \tan(\alpha_2) \left( \delta Z_{h_{1}h_{3}} - \delta Z_{h_{3}h_{1}} \right) \right] \bigg|_{\xi=1}, \quad (2.11e) \\
\delta \alpha_4 &= \frac{1}{4} \left[ \delta Z_{h_{1}G_{0}} - \delta Z_{G_{0}h_{1}} + \sec(\alpha_3) \tan(\alpha_2) \left( \delta Z_{G_{0}h_{3}} - \delta Z_{h_{3}G_{0}} \right) \right] \bigg|_{\xi=1}, \quad (2.11f) \\
\delta \alpha_5 &= \frac{1}{4} \left[ \delta Z_{h_{2}G_{0}} - \delta Z_{G_{0}h_{2}} + \tan(\alpha_3) \left( \delta Z_{G_{0}h_{3}} - \delta Z_{h_{3}G_{0}} \right) \right] \bigg|_{\xi=1}, \quad (2.11g)
\end{align*}
\]

where $|_{\xi=1}$ means that the calculation is performed in the Feynman gauge. In this way, and given eqs. (2.9), it is clear that $\delta m_2^2$ depends on the combination $C_i$.

Such dependence on the combinations is not verified for $m_{3R}^2$, as we now clarify. The different combinations were introduced because we considered a multiplicity of parameters

---

5. As in ref. [24], we extend the original OSS scheme (which applies to physical particles only) to apply also to the would-be Goldstone bosons.

6. These counterterms are defined in this gauge. Hence, even if the calculation of the $S$-matrix is performed in a different gauge (which implies that the remaining counterterms and the non-renormalized functions are calculated in that gauge), the counterterms in eqs. (2.11) are nonetheless calculated in the Feynman gauge. In the end, the $S$-matrix elements are ensured to be gauge independent. For details, see ref. [24].
at tree-level (as in eq. (2.6)). This multiplicity was needed in order to generate all the counterterms required to absorb the one-loop divergences (as in eq. (2.11)). Now, once the counterterms are generated — by separating the original parameters into renormalized ones and counterterms, — the renormalized parameters are generated as well, and in the same quantity as the counterterms. However, several renormalized parameters can be absorbed away; in fact, since their bare versions were considered with the single purpose of yielding counterterms — and in such a way that, were it not for the counterterms, a small set could have been introduced, — a simpler parameterization can be used for the renormalized parameters. More specifically, the renormalized parameters obey:

\[ \zeta_{1R} = \alpha_4 = \alpha_5 = 0, \quad \alpha_0 = \beta. \] (2.12)

This means, finally, that the renormalized parameters do not depend on combinations. In particular, whichever the combination $C_i$ chosen, the renormalized squared mass of $h_3$ reads:

\[ m_{3R}^2 = m_{13}^2 R_{13}(R_{12}\tan\beta - R_{11}) + m_{23}^2 R_{23}(R_{22}\tan\beta - R_{21}) \over R_{33}(R_{31} - R_{32}\tan\beta), \] (2.13)

where the matrix $R$ is given by:

\[
R = \begin{pmatrix}
c_1c_2 & s_1c_2 & s_2 \\
-(c_1s_2s_3 + s_1c_3) & c_1s_3 - s_1s_2s_3 & c_2s_3 \\
-c_1s_2c_3 + s_1s_3 & -(c_1s_3 + s_1s_2c_3) & c_2c_3
\end{pmatrix}.
\] (2.14)

We will be interested in studying the relative corrections to the mass of $h_3$, defined as:

\[ \Delta m_3 \equiv \frac{m_{3P} - m_{3R}}{m_{3R}}. \] (2.15)

Note that this quantity depends on the combination $C_i$, since $m_{3P}$ depends on $C_i$ (through $\delta m_3^2$, recall eq. (2.8)).

### 2.3 NLO decay widths of $h_3$

We now focus on decays of $h_3$. If $j$ represents the process corresponding to a certain decay of $h_3$, the renormalized NLO amplitude for $j$ can be written as:

\[ \hat{M}_j = M_{j\text{tree}} + \hat{M}_{j\text{loop}} = M_{j\text{tree}} + M_{j\text{loop}} + M_{j\text{CT}}. \] (2.16)

Here, $M_{j\text{tree}}$ represents the tree-level (or LO) amplitude, $\hat{M}_{j\text{loop}}$ the renormalized one-loop amplitude, $M_{j\text{loop}}$ the non-renormalized one-loop amplitude and $M_{j\text{CT}}$ the total counterterm. The latter includes all the individual counterterms that end up contributing to the process $j$. Since different combinations of counterterms are taken as independent in the four $C_i$ — in such a way that certain counterterms (like $\delta\alpha_0$) have different expressions in

---

7 More details can be found in ref. [24]. Following this reference, we write the renormalized phase $\zeta_{1R}$ with an explicit R subscript (see also ref. [25]).

8 In the so-called real 2HDM, there is no such dependence relation between the masses and the mixing angles, so that all of them can be taken as independent parameters.
the different combinations, — $\mathcal{M}^\text{CT}_j$ takes different values in the different combinations. In
this way, $\hat{\mathcal{M}}_j$ depends on the combination $C_i$.

Once $\hat{\mathcal{M}}_j$ is calculated, one can determine the NLO decay width, $\Gamma_j^{\text{NLO}}$. It is convenient
to split the latter into three components:

$$\Gamma_j^{\text{NLO}} = \Gamma_j^{\text{LO}} + \Gamma_j^{\text{mix}} + \Gamma_j^{\text{m3}}. \tag{2.17}$$

On the right-hand side, the first term configures the pure LO contribution, the second one represents the mixing between the tree-level and the renormalized one-loop contributions, and the last one represents the contributions to the NLO decay width arising from the corrections to the mass of $h_3$. The latter can be justified as follows. In the calculation of the decay width of $j$, there will be occurences of the momentum squared of $h_3$. In principle, for an on-shell $h_3$, such quantity corresponds to the physical mass of $h_3$ squared, $m_{3P}^2$. However, such identification would already contain corrections to a leading-order prediction, since $m_{3P}^2$ includes NLO effects. Therefore, we calculate $\Gamma_j^{\text{LO}}$ and $\Gamma_j^{\text{mix}}$ assuming that the momentum squared of $h_3$ is $m_{3R}^2$, and we define $\Gamma_j^{\text{m3}}$ as the NLO effects that show up when one calculates $\Gamma_j^{\text{LO}}$ by associating the momentum squared of $h_3$ to $m_{3P}^2$.  

In what follows, we consider four different decays of $h_3$: to $ZZ$, $h_1Z$, $h_2Z$ and $h_2h_1$. For each of them, we write not only $\mathcal{M}^{\text{tree}}_j$ and $\mathcal{M}^{\text{loop}}_j$ in terms of form factors, but also the three components of the right-hand side of eq. (2.17).

### 2.3.1 $h_3 \rightarrow ZZ$

For $h_3 \rightarrow ZZ$, we define the momenta and Lorentz indices such that $h_3(p_1) \rightarrow Z^\nu(q_1)Z^\sigma(q_2)$, so that:

$$\mathcal{M}^{\text{tree}}_j \rightarrow ZZ = \varepsilon^*_\nu(q_1) \varepsilon^*_\sigma(q_2) f^{\text{tree}}_{ZZ,3} g^{\nu\sigma}, \tag{2.18a}$$

$$\mathcal{M}^{\text{loop}}_j \rightarrow ZZ = \varepsilon^*_\nu(q_1) \varepsilon^*_\sigma(q_2) \left( f_{ZZ,3} \, g^{\nu\sigma} + f_{ZZ,6} \, p_{1\nu}^\sigma \, p_1^\nu + f_{ZZ,9} \, p_{1\nu}^\sigma \, q_1^\nu + f_{ZZ,24} \, p_{1\nu}^\sigma \, q_2^\nu + f_{ZZ,27} \, q_1^\nu \, q_2^\nu + f_{ZZ,33} \, p_{1\nu}^\sigma \, q_1^\nu \, e^{\nu\sigma\omega\nu} + f_{ZZ,15} \, p_{1\nu}^\sigma \, q_1^\nu + f_{ZZ,18} \, q_1^\nu \, q_1^\nu + f_{ZZ,21} \, q_1^\nu \, q_2^\nu \right). \tag{2.18b}$$

---

9 More precisely, $\Gamma_j^{\text{m3}}$ is calculated by replacing all occurences of $m_{3R}$ in $\Gamma_j^{\text{LO}}$ by $m_{3R}$ plus the NLO correction to this mass, and expanding in series to first order in the NLO correction. In this way, we avoid including several beyond-NLO effects that would show up through the cavalier replacement of $m_{3R}$ by $m_{3P}$. It should be clear, however, that the definition of the pole mass in eq. (2.8) already ignores beyond-NLO effects. It can be argued that such effects may also be ignored in the calculation of the decay width; this is the usual procedure in the Minimal Supersymmetric Standard Model (cf. e.g. [33–37]). Here, by calculating $\Gamma_j^{\text{m3}}$ the way we do, not only do we obtain a more strict NLO calculation, but we also distinguish the NLO contributions arising from the corrections to the mass ($\Gamma_j^{\text{m3}}$) from those arising from the corrections to the vertex ($\Gamma_j^{\text{mix}}$).

10 The form factors are identified by the letter $f$, containing a subscript which starts with the particles in the final state, followed by a natural number. The attribution of natural numbers follows the conventions of FeynMaster [24, 38], which do not exploit momentum conservation. Tree-level form factors are identified with the superscript ‘tree’. We omit the expressions corresponding to the form factors, which are in general extremely large.
As a consequence,

\[
\Gamma_{h_3 \to ZZ}^{\text{LO}} = \frac{\sqrt{m_{3R}^2 - 4 m_{3R}^2 m_Z^2}}{128 \pi m_{3R}^2 m_Z^2} \left( m_{3R}^4 - 4 m_{3R}^2 m_Z^2 + 12 m_Z^4 \right) \left( f_{3}\text{tree} \right)^2, \tag{2.19a}
\]

\[
\Gamma_{h_3 \to ZZ}^{\text{mix}} = \frac{\sqrt{m_{3R}^2 - 4 m_{3R}^2 m_Z^2}}{128 \pi m_{3R}^2 m_Z^2} f_{3}\text{tree}^2 \left\{ 2 \left( m_{3R}^4 - 4 m_{3R}^2 m_Z^2 + 12 m_Z^4 \right) \Re[f_3] \right. \\
\left. + m_{3R}^2 \left( m_{3R}^4 - 6 m_{3R}^2 m_Z^2 + 8 m_Z^4 \right) \Re[f_{ZZ,6} + f_{ZZ,9} + f_{ZZ,24} + f_{ZZ,27}] \right\}, \tag{2.19b}
\]

\[
\Gamma_{h_3 \to ZZ}^{m_3} = 3 \Delta m_3 \Gamma_{h_3 \to ZZ}^{\text{LO}} \frac{m_{3R}^6 - 4 m_{3R}^4 m_Z^2 - 4 m_{3R}^2 m_Z^4 + 32 m_Z^6}{m_{3R}^6 - 8 m_{3R}^4 m_Z^2 + 28 m_{3R}^2 m_Z^4 - 48 m_Z^6}. \tag{2.19c}
\]

### 2.3.2 \( h_3 \to h_1 Z \)

Concerning the decay \( h_3 \to h_1 Z \), we define the momenta and Lorentz indices such that \( h_3(p_1) \to h_1(q_1) Z^\sigma(q_2) \), and we define form factors such that:

\[
\mathcal{M}_{h_3 \to h_1 Z}^{\text{tree}} = \varepsilon_\sigma^*(q_2) \left( f_{1Z,3}^{\text{tree}} q_1^\sigma + f_{1Z,9}^{\text{tree}} P_1^\sigma \right), \quad \mathcal{M}_{h_3 \to h_1 Z}^{\text{loop}} = \varepsilon_\sigma^*(q_2) \left( f_{1Z,3} q_1^\sigma + f_{1Z,6} q_2^\sigma + f_{1Z,9} P_1^\sigma \right). \tag{2.20}
\]

Then, we have:

\[
\Gamma_{h_3 \to h_1 Z}^{\text{LO}} = \frac{\left( f_{1Z,3}^{\text{tree}} + f_{1Z,9}^{\text{tree}} \right)^2}{64 \pi m_{3R}^2 m_Z^2} \left( m_{3R}^4 + m_Z^4 m_{3R}^4 + m_Z^4 - 2 m_{3R}^2 m_Z^2 m_{3R}^2 + 2 m_{3R}^2 m_Z^2 - 2 m_Z^4 m_{3R}^2 \right)^{3/2}, \tag{2.21a}
\]

\[
\Gamma_{h_3 \to h_1 Z}^{\text{mix}} = \Re \left( \left( f_{1Z,3}^{\text{tree}} + f_{1Z,9}^{\text{tree}} \right) \left( f_{1Z,3}^{\text{tree}} + f_{1Z,9}^{\text{tree}} \right) \right) \left( m_{3R}^4 + m_Z^4 m_{3R}^4 + m_Z^4 - 2 m_{3R}^2 m_Z^2 m_{3R}^2 - 2 m_{3R}^2 m_Z^2 - 2 m_Z^4 m_{3R}^2 \right)^{3/2}, \tag{2.21b}
\]

\[
\Gamma_{h_3 \to h_1 Z}^{m_3} = -3 \Delta m_3 \Gamma_{h_3 \to h_1 Z}^{\text{LO}} \frac{m_{3R}^4 - 4 m_{3R}^2 m_Z^2 + 2 m_{3R}^2 m_Z^2 + 4 m_Z^4 m_{3R}^2 - 4 m_{3R}^2 m_Z^2 - 2 m_{3R}^2 m_Z^2}{m_{3R}^4 + m_Z^4 m_{3R}^4 + m_Z^4 - 2 m_{3R}^2 m_Z^2 m_{3R}^2 - 2 m_{3R}^2 m_Z^2 - 2 m_Z^4 m_{3R}^2}. \tag{2.21c}
\]

### 2.3.3 \( h_3 \to h_2 Z \)

Similarly for \( h_3 \to h_2 Z \), we define the momenta and Lorentz indices such that \( h_3(p_1) \to h_2(q_1) Z^\sigma(q_2) \), and we define form factors such that:

\[
\mathcal{M}_{h_3 \to h_2 Z}^{\text{tree}} = \varepsilon_\sigma^*(q_2) \left( f_{2Z,3}^{\text{tree}} q_1^\sigma + f_{2Z,3}^{\text{tree}} P_1^\sigma \right), \quad \mathcal{M}_{h_3 \to h_2 Z}^{\text{loop}} = \varepsilon_\sigma^*(q_2) \left( f_{2Z,3} q_1^\sigma + f_{2Z,6} q_2^\sigma + f_{2Z,9} P_1^\sigma \right). \tag{2.22}
\]

Then,

\[
\Gamma_{h_3 \to h_2 Z}^{\text{LO}} = \frac{\left( f_{2Z,3}^{\text{tree}} + f_{2Z,9}^{\text{tree}} \right)^2}{64 \pi m_{3R}^2 m_Z^2} \left( m_{3R}^4 + m_Z^4 m_{3R}^4 + m_Z^4 - 2 m_{3R}^2 m_Z^2 m_{3R}^2 + 2 m_{3R}^2 m_Z^2 - 2 m_Z^4 m_{3R}^2 \right)^{3/2}, \tag{2.23a}
\]

\[
\Gamma_{h_3 \to h_2 Z}^{\text{mix}} = \Re \left( \left( f_{2Z,3}^{\text{tree}} + f_{2Z,9}^{\text{tree}} \right) \left( f_{2Z,3}^{\text{tree}} + f_{2Z,9}^{\text{tree}} \right) \right) \left( m_{3R}^4 + m_Z^4 m_{3R}^4 + m_Z^4 - 2 m_{3R}^2 m_Z^2 m_{3R}^2 - 2 m_{3R}^2 m_Z^2 - 2 m_Z^4 m_{3R}^2 \right)^{3/2}, \tag{2.23b}
\]

\[
\Gamma_{h_3 \to h_2 Z}^{m_3} = -3 \Delta m_3 \Gamma_{h_3 \to h_2 Z}^{\text{LO}} \frac{m_{3R}^4 - 4 m_{3R}^2 m_Z^2 + 2 m_{3R}^2 m_Z^2 + 4 m_Z^4 m_{3R}^2 - 4 m_{3R}^2 m_Z^2 - 2 m_{3R}^2 m_Z^2}{m_{3R}^4 + m_Z^4 m_{3R}^4 + m_Z^4 - 2 m_{3R}^2 m_Z^2 m_{3R}^2 - 2 m_{3R}^2 m_Z^2 - 2 m_Z^4 m_{3R}^2}. \tag{2.23c}
\]
2.3.4 \( h_3 \to h_2 h_1 \)

In this case, we simply have:

\[ \hat{\mathcal{M}}_{h_3 \to h_2 h_1} = \mathcal{M}_{h_3 \to h_2 h_1}^{\text{tree}} + \mathcal{M}_{h_3 \to h_2 h_1}^{\text{loop}} = f_{21,1}^{\text{tree}} + f_{21,1}^{\text{loop}}, \quad (2.24) \]

so that:

\[ \Gamma_{h_3 \to h_2 h_1}^{\text{LO}} = \sqrt{\frac{m_3^4 + m_4^4 + m_2^4 - 2m_{3R}^2 m_1^2 - 2m_{3R}^2 m_2^2 - 2m_1^2 m_2^2}{16 \pi m_{3R}^4}} \left( f_{21,1}^{\text{tree}} \right)^2, \quad (2.25a) \]

\[ \Gamma_{h_3 \to h_2 h_1}^{\text{mix}} = \sqrt{\frac{m_3^4 + m_4^4 + m_2^4 - 2m_{3R}^2 m_1^2 - 2m_{3R}^2 m_2^2 - 2m_1^2 m_2^2}{8 \pi m_{3R}^4}} f_{21,1}^{\text{tree}} \text{Re}[f_{21,1}], \quad (2.25b) \]

\[ \Gamma_{h_3 \to h_2 h_1}^{m_3} = -\Delta m_3 \Gamma_{h_3 \to h_2 h_1}^{\text{LO}} \frac{3 (m_1^2 - m_2^2)^2 - 4 (m_1^2 + m_2^2) m_{3R}^2 + m_{3R}^4}{m_{3R}^4 + m_1^4 + m_2^4 - 2m_{3R}^2 m_1^2 - 2m_{3R}^2 m_2^2 - 2m_1^2 m_2^2} \quad (2.25c) \]

3 Computational tools and simulation procedure

The Feynman rules, counterterms, one-loop amplitudes and decay widths were all calculated with FeynMaster [24, 38], which resorts to FeynRules [39, 40], QGRAF [41] and FeynCalc [42–44]. FeynMaster was also used to convert the results to Fortran, where they were numerically evaluated using LoopTools [45]. For the scatter plots that follow, we generated points in the parameter space of the Type II C2HDM; we identified \( h_1 \) with the SM-like Higgs boson, implying \( m_1 = 125 \) GeV. We restricted the parameter space by considering both theoretical and experimental constraints. The former consist of perturbative unitarity [46, 47], boundeness from below [48], the requirement of vacuum globality [49] and the restrictions concerning the oblique parameters S, T, U [5]. Regarding the experimental constraints, we demanded a 2\( \sigma \) compatibility with the results coming from both \( B \to X_s \gamma \) [50–54] and \( R_b \) [50, 55]; besides, signals for the SM-like Higgs boson were taken into account by requiring points to be compatible with the fits put forward in ref. [56], whereas exclusion bounds coming from searches of extra Higgs bosons were included via HIGGS-BOUNDS5 [57]. Our implementation of the calculation of the electric dipole moment (EDM) of the electron is based on refs. [20, 21, 58]; we employed the (most severe) experimental current limit, \(|d_e| < 1.1 \times 10^{-29} e \text{ cm}\) at 90\% confidence level, which was provided by the ACME collaboration [59]. Finally, we choose as input parameters of the potential the set:

\[ \{p^V\} = \{\alpha_1, \alpha_2, \alpha_3, \beta, m_1, m_2, m_{H^+}, \text{Re}m_{12}^2\}, \quad (3.1) \]

where \( m_{H^+} \) is the mass of \( H^+ \), and we vary them according to:

\[ -\frac{\pi}{2} \leq \alpha_{1,2,3} < \frac{\pi}{2}, \quad 1 \leq \tan \beta \leq 10, \quad 125 \text{ GeV} \leq m_2 < 800 \text{ GeV}, \]

\[ 580 \text{ GeV} \leq m_{H^+} < 800 \text{ GeV}, \quad 0 \text{ GeV}^2 \leq \text{Re}m_{12}^2 < 500000 \text{ GeV}^2. \quad (3.2) \]

We generate and use three data sets, which optimize \( \Gamma_j^{\text{LO}} \) for \( j = h_3 \to ZZ, h_3 \to h_1 Z \) and \( h_3 \to h_2 Z \), respectively.\(^{11}\) This separation is relevant, since different regions of parameter space lead to non-negligible values of \( \Gamma_j^{\text{LO}} \) according to the decay \( j \), as shall be discussed in the following section.

\(^{11}\)Concerning \( h_3 \to h_2 h_1 \), see discussion in section 4.2.4.
Figure 1. The quantity $\Delta m_3$ defined in eq. (2.15) for the different combinations: $C_1$ (top left), $C_2$ (top right), $C_3$ (bottom left) and $C_4$ with $\mu_R = 350$ GeV (bottom right). Only the range $-60\% < \Delta m_3 < 60\%$ is shown.

4 Results and discussion

4.1 The mass of $h_3$

We start by investigating $\Delta m_3$ (defined in eq. (2.15)) in each of the four combinations $C_i$.\footnote{As mentioned above, the combination $C_4$ has an explicit dependence on the renormalization scale, $\mu_R$. In ref. [24], we studied three different scales for different processes calculated in $C_4$, and concluded that $\mu_R = 350$ GeV led to the most well-behaved results. In what follows, we also use this scale.} The results are shown in figure 1, as a function of the renormalized mass. All the points coming from the three data sets mentioned in the last section are superimposed in the figure. It is clear that the four combinations contain points which describe very large corrections. The reason can be traced back to $\delta m_3^2$, which contributes to $m_{3P}$ (and thus to $\Delta m_3$) according to eq. (2.8). As it turns out, $\delta m_3^2$ takes very large values in all combinations for very specific regions of the parameter space. To understand this aspect,
notice that eq. (2.13) can be rewritten as:

\[ m_{3R}^2 = \frac{m_1^2 \epsilon_1 + m_2^2 \epsilon_2}{(-\epsilon_3)}, \]

(4.1)

where we define

\[ \epsilon_k \equiv R_{k3} (R_{k2} \tan \beta - R_{k1}), \]

(4.2)

where \( k = \{1, 2, 3\} \) and where the matrix \( R \) is defined in eq. (2.14). We are interested in the case where \( \epsilon_3 \) takes very small values, approaching zero. Since the expression for \( \epsilon_3 \) is:

\[ \epsilon_3 = c_2 c_3 \left\{ c_1 \left[ s_2 c_3 - s_3 \tan(\beta) \right] - s_1 \left[ s_2 c_3 \tan(\beta) + s_3 \right] \right\}, \]

(4.3)

we can distinguish two different scenarios — identified as \( S_1 \) and \( S_2 \) in the following — that lead to a vanishing \( \epsilon_3 \):\(^{13}\)

\[ S_1 : \alpha_3 = \pm \frac{\pi}{2}, \quad S_2 : \alpha_3 = \arctan \left[ \cot(\alpha_1 + \beta) \sin(\alpha_2) \right]. \]

(4.4)

We thus see that, for \( \alpha_3 \) close to either one or the other limit, \( m_{3R}^2 \) will tend to assume very large values, due to the smallness of the denominator \( \epsilon_3 \). There is, however, an exception: even if \( \alpha_3 \) is close either to \( S_1 \) or \( S_2 \), large values of \( m_{3R}^2 \) can be avoided if \( \epsilon_1 \) and \( \epsilon_2 \) are simultaneously small. In fact, if we happen to choose points in a very particular region of the parameter space where not only \( \epsilon_3 \), but also \( \epsilon_1 \) and \( \epsilon_2 \) approach zero, then the smallness of the latter (\( \epsilon_1 \) and \( \epsilon_2 \)) compensates for the smallness of the former (\( \epsilon_3 \)), so that \( m_{3R}^2 \) ends up taking moderate values. Notice that \( \delta m_{2}^3 \) would violate the theoretical constraints of the theory.\(^{14}\) As a consequence, if \( \epsilon_3 \) is very small (through either \( S_1 \) or \( S_2 \)), valid points can only be obtained if they are in the very fine-tuned region of parameter space which we alluded to (where both \( \epsilon_1 \) and \( \epsilon_2 \) approach zero) and which ensures that \( m_{3R}^2 \) is not very large.

It turns out that, in such particular region, there is a problem with the counterterm \( \delta m_{3R}^2 \) as we now explain. At tree-level, and like we saw at the end of section 2.1, the mass of \( h_3 \) is a derived parameter, which takes different (complicated) expressions in the different combinations. When we go up to one-loop level, each of those expressions (meanwhile identified as bare) generates a renormalized term and a counterterm, according to eq. (2.7). This happens in such a way that, as described in section 2.2, the renormalized term is given by eq. (2.13) in all the four combinations, whereas the counterterm \( \delta m_{3R}^2 \) depends on the combination \( C_i \). Now, for each combination, the expression for \( \delta m_{3R}^2 \) is closely related to eq. (2.13), in the sense that both derive from the same original, bare expression. This suggests that, whenever eq. (2.13) tends to be very large, the values for the counterterm \( \delta m_{3R}^2 \) in the different combinations will follow that trend. In particular, both scenarios described in eq. (4.4) will naturally lead to very large values of \( \delta m_{3}^3 \). However, because

\(^{13}\)In principle, \( \alpha_2 = \pm \frac{\pi}{2} \) could also lead to a vanishing \( \epsilon_3 \). However, the theoretical constraints of the theory (in particular, those related to the electron EDM) force \( \alpha_2 \) to take very small values.

\(^{14}\)More specifically, they would violate the oblique parameter \( T \). Note that the constraints are applied to the leading-order quantities; hence, the quantity of relevance here is \( m_{3R}^2 \), not \( m_{3P}^2 \).
the expressions for $\delta m^2_3$ are different from that of $m^2_{3R}$ (although related to it, as we saw), the very precise fine tuning that leads the latter to acquire a moderate value turns out not to be verified in the former. We thus end up with a peculiar situation: the points (not excluded by theoretical constraints) obeying the scenarios (4.4) require a very precise fine-tuning; this fine-tuning ensures that eq. (2.13) has moderate values (otherwise, the points would be excluded), but does not ensure that the expressions for $\delta m^2_3$ in the different combinations are also moderate. Hence, those points are valid points — since they pass all the constraints described in section 3, — but lead to very large values for the counterterm $\delta m^2_3$ in the different combinations.

In sum, there are points in very precise regions of the parameter space of the model that, although leading to acceptable values of $m^2_{3R}$ (due to a razor-sharp fine-tuning), generate very large values of the counterterm $\delta m^2_3$; the regions of parameter space at stake are those around the scenarios $S_1$ and $S_2$ described in eq. (4.4). Three notes are in order here.

First, as we are about to see in detail, the precise regions at stake are indeed very precise (i.e. very fine-tuned), so that they are prone to be avoided by a random generation of points. Second, the immoderate values of $\delta m^2_3$ do not stem from an inappropriate choice of subtraction schemes. It does not happen, indeed, that the finite parts of the independent counterterms that $\delta m^2_3$ depends on become unusually large for the points at stake. Rather, the problem lies in the fact that the counterterms $\delta m^2_3$ in the different combinations correspond to complicated expressions, in such manner that those expressions diverge in certain particular limits of the renormalized parameters. The complicated character of the counterterms $\delta m^2_3$, in turn, results from the circumstance that the bare parameter $m^2_{3(0)}$ depends in a complicated way on the independent parameters.\footnote{One can argue that it is not really necessary to take the mass of $h_3$ as a dependent parameter of the C2HDM; indeed, although taking it as a dependent parameter is the most common option (see e.g. refs. [9, 12, 14, 15, 21]), one could also select one of the mixing angles instead [16, 19]. We follow here ref. [24], which proposed the renormalization of the model assuming the mass of $h_3$ as a derived parameter; the exploration of an alternative renormalization — where a mixing angle is taken as dependent instead of the mass of $h_3$ — is beyond the scope of this paper.} Finally, a situation like the one described here — where, for certain regions of the parameter space, a dependent counterterm (and particularly a mass counterterm) takes large values due to the expression through which it depends on the independent counterterms — is common in models such as the Minimal Symmetric Standard Model [60, 61].

In the following, we want to avoid points in the aforementioned very fine-tuned regions — i.e. points very near to either $S_1$ or $S_2$. To better grasp the scenario $S_2$, we ascertain in figure 2 the region of parameter space that it covers. In both panels, we represent in red a set of points optimized for the decay $h_3 \to ZZ$, in blue a set of points optimized for the decay $h_3 \to h_1Z$ and in green a set of points which allow the process $h_3 \to h_2Z$ at tree-level (by complying to $m^2_{3R} > m_2 + m_Z$). From the red and the blue points on the left plot, it is clear that $\arctan \left[ \cot(\alpha_1 + \beta) \sin(\alpha_2) \right]$ always takes very small values for the whole set of points; therefore, the scenario $S_2$ will be verified if and only if $\alpha_3$ is very close to zero. This conclusion is also derived from the blue points on the right plot, where we show the difference between $\alpha_3$ and $\arctan \left[ \cot(\alpha_1 + \beta) \sin(\alpha_2) \right]$ against $\alpha_3$, for a very restricted range of the latter around zero. In sum: in order to avoid $S_2$, points with $\alpha_3 \simeq 0$ must be avoided.
Figure 2. Left panel: \( \arctan \left[ \cot(\alpha_1 + \beta) \sin(\alpha_2) \right] \) against \( \alpha_3 \), for the whole range of \( \alpha_3 \). Right panel: the difference between \( \alpha_3 \) and \( \arctan \left[ \cot(\alpha_1 + \beta) \sin(\alpha_2) \right] \) against \( \alpha_3 \), for a very restricted range of \( \alpha_3 \). In red, points leading to a non-negligible decay width for \( h_3 \rightarrow ZZ \); in blue, points leading to a non-negligible decay width for \( h_3 \rightarrow h_1Z \); in green, points allowing the decay \( h_3 \rightarrow h_2Z \).

It is only after reaching such conclusion that we can properly appreciate the points represented in green. From the left plot, we see that those points (which, recall, are the ones enabling the decay \( h_3 \rightarrow h_2Z \)) are restricted to very fine-tuned regions. More than just that: those very fine-tuned regions are precisely those around the troublesome scenarios \( S_1 \) and \( S_2 \); indeed, they are concentrated either around \( \alpha_3 = \pm \pi/2 \) (scenario \( S_1 \)) or around \( \alpha_3 = 0 \) (scenario \( S_2 \)). We can thus anticipate a tension which we will come back to in section 4.2.3 below: in the decay \( h_3 \rightarrow h_2Z \), since all the points allowing it are very close to either \( S_1 \) or \( S_2 \), the values of \( \delta m_3^2 \) are generally very large, which in turn implies very large values of \( \Gamma_{NLO}^{h_3 \rightarrow h_2Z} \) (recall eqs. (2.8), (2.15), (2.17) and (2.23c)). So, if one tries to avoid the regions \( S_1 \) and \( S_2 \) — in an attempt to obtain more stable results, — one is left with no points. In that decay, therefore, a compromise must be found: on the hand, one may wish to avoid the troublesome regions where \( \delta m_3^2 \) has a bad behaviour; on the other hand, one cannot significantly depart from those regions, for otherwise one ends up having no points. Notice that such compromise does not exist in the decays \( h_3 \rightarrow ZZ \) and \( h_3 \rightarrow h_2Z \), since one can find points which allow these processes and which are far away from both \( S_1 \) and \( S_2 \).\(^{16}\)

This difference between the processes — as well as the differences between the combinations — leads us to consider different types of cuts, in our attempt to avoid the troublesome regions \( S_1 \) and \( S_2 \). This is illustrated in figure 3, where we show the same as in figure 1, but now including different cuts on the mixing angles. In all combinations, the points in blue correspond to cuts that shall be sufficient to generate adequate results for the decay \( h_3 \rightarrow h_1Z \), whereas the points in green correspond to cuts more adapted to \( h_3 \rightarrow h_2Z \).\(^{17}\) Some aspects should be highlighted here.

\(^{16}\)The decay \( h_3 \rightarrow h_2h_1 \) suffers from the same problem as \( h_3 \rightarrow h_2Z \), and will be considered in detail in section 4.2.4.

\(^{17}\)As for the remaining processes discussed in this paper: \( h_3 \rightarrow ZZ \) will require cuts less stringent than the ones represented in blue in figure 3, while \( h_3 \rightarrow h_2h_1 \) will not have a sufficiently relevant branching ratio to justify a detailed analysis (for details, see section 4.2.4 below).
First, it is clear from all the plots that the more stringent the cuts, the smaller the range of $\Delta m_3$. Or, which is the same, the more the scenarios $S_1$ and $S_2$ are avoided, the better the numerical stability of the corrections to the mass of $h_3$. This proves that the numerical instabilities observed in the red points have to do with a proximity of the points to either $S_1$ or $S_2$, so that the instabilities disappear when those scenarios are avoided. Second, even after the cuts, we can still find points leading to large instabilities. This is especially true in the case of the blue points in the combination $C_2$, where values as large as $\Delta m_3 \approx 50\%$ can still be found. However, this is only because the cuts at stake are not sufficiently stringent; for example, in combination $C_2$, the green points — which involve more severe cuts — lead to more stable results than the blue points. Finally, the combination $C_4$ — which explicitly depends on the renormalization scale $\mu_R$ — is shown for $\mu_R = 350$ GeV. Yet, we found that the results strongly depend on the value of $\mu_R$. For that reason, it will not be considered in what follows.
4.2 NLO decay widths of $h_3$

We now turn to the numerical results for the NLO decay widths. We want to investigate the importance of the NLO contributions. We thus define the relative correction to the decay width of $j$ as:

$$\Delta \Gamma_j \equiv \frac{\Gamma_{j}^{\text{NLO}} - \Gamma_{j}^{\text{LO}}}{\Gamma_{j}^{\text{LO}}} = \frac{\Gamma_{j}^{\text{mix}} + \Gamma_{j}^{m_3}}{\Gamma_{j}^{\text{LO}}},$$

(4.5)

where we used eq. (2.17). Notice that both $\Gamma_{j}^{\text{mix}}$ and $\Gamma_{j}^{m_3}$ depend on the combination $C_i$; the contribution coming from the former is expected to be *grosso modo* similar to that found in the decays of $h_2$ studied in ref. [24]. Here, we are particularly interested in the contribution coming from $\Gamma_{j}^{m_3}$ (which was absent in decays of $h_2$, since $m_2$ is an independent parameter). From the expressions presented in section 2.3.1 to 2.3.4, we see that, for every process $j$, a non-null difference between the pole mass and the renormalized mass of $h_3$ (i.e. $\Delta m_3 \neq 0$) leads to a non-null $\Gamma_{j}^{m_3}$. Actually, $\Gamma_{j}^{m_3}$ depends linearly on $\Delta m_3$; hence, the larger is $\Delta m_3$, the larger is $\Gamma_{j}^{m_3}$, and thus the larger is $\Delta \Gamma_j$. If face of this, we are now able to better grasp the consequences of the plots in figure 3; in fact, we realize that a large value of $\Delta m_3$ will generally imply large corrections for two types of observables: not only that corresponding to the physical mass of $h_3$, but will to those corresponding to the decay widths of $h_3$ decays.

We now present results for the four decays described in section 2.3, following the same order.

4.2.1 $h_3 \to ZZ$

In figure 4, we show $\Delta \Gamma_{h_3 \to ZZ}$ in percentage against $\Gamma_{h_3 \to ZZ}^{\text{LO}}$ for the combinations $C_1$, $C_2$ and $C_3$. Whereas the red points represent the total correction, the green ones represent the contribution coming from $\Gamma_{h_3 \to ZZ}^{\text{mix}}$ and the blue ones the contribution coming from $\Gamma_{h_3 \to ZZ}^{m_3}$. We avoid the scenarios $S_1$ and $S_2$ by imposing the cuts described in the caption.

It is clear that, in all the plots, smaller values of $\Gamma_{h_3 \to ZZ}^{\text{LO}}$ allow larger values of $\Delta \Gamma_{h_3 \to ZZ}$: the explanation is simply that, as the denominator of (4.5) becomes smaller, the numerator does not necessarily mimic that reduction. Notice that whereas small values of $\Delta \Gamma_{h_3 \to ZZ}$ imply that a perturbative description of the theory is possible, large values would in principle require the calculation of the following order in perturbation theory, so as to ascertain the feasibility of such description.

As expected, the contribution arising from $\Gamma_{h_3 \to ZZ}^{\text{mix}}$ in all the plots is similar to the equivalent one in the decay $h_2 \to ZZ$, described in ref. [24]. Where the two processes differ is in the component $\Gamma_{j}^{m_3}$, which was absent in $h_2 \to ZZ$ but is present in $h_3 \to ZZ$.
Figure 4. $\Delta \Gamma_{h_3 \rightarrow ZZ}$ in percentage against $\Gamma_{LO}^{h_3 \rightarrow ZZ}$, for the combinations $C_1$ (top), $C_2$ (bottom left) and $C_3$ (bottom right). For $C_1$, we impose the cuts $\pi/2 - |\alpha_3| > 0.0005$ and $|\alpha_3| > 0$, whereas for $C_2$ and $C_3$ we impose the cuts $\pi/2 - |\alpha_3| > 0.005$ and $|\alpha_3| > 0$. Only the interval $0.1$ GeV $< \Gamma_{LO}^{h_3 \rightarrow ZZ} < 1$ GeV is shown. In red, $\Delta \Gamma_{h_3 \rightarrow ZZ}$; in green, $\Gamma_{mix}^{h_3 \rightarrow ZZ}/\Gamma_{LO}^{h_3 \rightarrow ZZ}$; in blue, $\Gamma_{m_3}^{h_3 \rightarrow ZZ}/\Gamma_{LO}^{h_3 \rightarrow ZZ}$. According to eq. (4.5), the red points are the sum of the green and the blue ones.

$ZZ$, as discussed above. However, since we are requiring the points to be away from the troublesome scenarios $S_1$ and $S_2$, $\Gamma_{m_3}^{h_3 \rightarrow ZZ}$ generally takes small values. Accordingly, the total value $\Delta \Gamma_{h_3 \rightarrow ZZ}$ is essentially given by the contribution from $\Gamma_{mix}^{h_3 \rightarrow ZZ}$ (which explains the fact that the red points are almost entirely hidden under the green ones).

4.2.2 $h_3 \rightarrow h_1 Z$

The results for $h_3 \rightarrow h_1 Z$ are similar to those of $h_3 \rightarrow ZZ$, as can be seen in figure 5. For each combination, we apply the cuts associated to the blue points of the corresponding panel in figure 3. As before, $\Gamma_{m_3}^{h_3 \rightarrow ZZ}$ generally takes small values.
4.2.3 $h_3 \to h_2 Z$

As already suggested, the decay $h_3 \to h_2 Z$ is significantly different from the other decays. This can be seen in figure 6, where we are using the same color code that was used in figures 4 and 5. For each combination, we apply the cuts associated to the green points of the corresponding panel in figure 3. Whereas in figures 4 and 5 the contribution from $\Gamma_{m_3}^{h_3 \to h_1 Z}$ was small (so that the total relative correction $\Delta \Gamma_j$ was essentially given by the component $\Gamma_{j}^{\text{mix}}$), in figure 6 we have precisely the opposite: $\Gamma_{h_3 \to h_2 Z}^{\text{mix}}$ is relatively small, whilst $\Gamma_{h_3 \to h_2 Z}^{m_3}$ is by far the main contribution to $\Delta \Gamma_{h_3 \to h_2 Z}$. Moreover, whereas $\Delta \Gamma_j$ in the previous figures barely reached 40% (and only for very small values of $\Gamma_{j}^{\text{LO}}$), $\Delta \Gamma_{h_3 \to h_2 Z}$ can take values larger than that for the whole range of $\Gamma_{h_3 \to h_2 Z}^{\text{LO}}$. 

Figure 5. $\Delta \Gamma_{h_3 \to h_1 Z}$ in percentage against $\Gamma_{h_3 \to h_1 Z}^{\text{LO}}$, for the combinations $C_1$ (top), $C_2$ (bottom left) and $C_3$ (bottom right). The cuts leading to the blue points in figure 3 were applied. Only the interval $0.1 \text{ GeV} < \Gamma_{h_3 \to h_1 Z}^{\text{LO}} < 1.6 \text{ GeV}$ is shown. In red, $\Delta \Gamma_{h_3 \to h_1 Z}$; in green, $\Gamma_{h_3 \to h_1 Z}^{\text{mix}}/\Gamma_{h_3 \to h_1 Z}^{\text{LO}}$; in blue, $\Gamma_{h_3 \to h_1 Z}^{m_3}/\Gamma_{h_3 \to h_1 Z}^{\text{LO}}$. According to eq. (4.5), the red points are the sum of the green and the blue ones.
Figure 6. $\Delta \Gamma_{h_3 \rightarrow h_2 Z}$ in percentage against $\Gamma_{LO}^{h_3 \rightarrow h_2 Z}$, for the combinations $C_1$ (top), $C_2$ (bottom left) and $C_3$ (bottom right). The cuts leading to the green points in figure 3 were applied. Only the interval $1 \text{ GeV} < \Gamma_{LO}^{h_3 \rightarrow h_2 Z} < 80 \text{ GeV}$ is shown. In red, $\Delta \Gamma_{h_3 \rightarrow h_2 Z}$; in green, $\Gamma_{mix}^{h_3 \rightarrow h_2 Z}/\Gamma_{LO}^{h_3 \rightarrow h_2 Z}$; in blue, $\Gamma_{h_3 \rightarrow h_2 Z}/\Gamma_{LO}^{h_3 \rightarrow h_2 Z}$. According to eq. (4.5), the red points are the sum of the green and the blue ones.

Since it is evident that those very large values are a consequence of very large values of $\Gamma_{h_3 \rightarrow h_2 Z}^{m_3}$, we now investigate this contribution. We can generically write $\Gamma_{j}^{m_3}$ as:

$$\Gamma_{j}^{m_3} = F_{j} \Delta m_3 \Gamma_{j}^{LO}. \tag{4.6}$$

Here, $F_{j}$ is an LO (thus combination-independent) dimensionless factor, which depends only on the tree-level masses of the particles involved in the decay $j$. Eq. (4.6) implies that the contribution from $\Gamma_{j}^{m_3}$ to $\Delta \Gamma_{j}$ (blue points in figures 4, 5 and 6) is simply given by the product $F_{j} \Delta m_3$; that is,

$$\frac{\Gamma_{j}^{m_3}}{\Gamma_{j}^{LO}} = F_{j} \Delta m_3. \tag{4.7}$$

This means that the impact of $\Gamma_{j}^{m_3}$ on $\Delta \Gamma_{j}$ is given by the NLO correction $\Delta m_3$ weighted by the LO factor $F_{j}$. As a result, even if $\Delta m_3$ does not take large values (and so behaves per-
turbatively), the impact of $\Gamma_{m_j}^\text{LO}$ on $\Delta \Gamma_j$ may end up being large (and so non-perturbative) if $F_j$ turns out to be non-negligible. Now, from eq. (2.23c), one can read:

$$F_{h_3 \rightarrow h_2 Z} = -3 \left( \frac{m_4^4 - m_{3R}^4}{m_{3R}^4 + m_2^4 + m_Z^4} - 2 \frac{m_2^2 m_2^2 + m_Z^4}{m_{3R}^4 + m_2^4 + m_Z^4 - 2m_{3R}^2 m_2^2 - 2m_{3R}^2 m_Z^2 - 2m_2^2 m_Z^2} \right).$$

(4.8)

On the left plot of figure 7, we show $F_{h_3 \rightarrow h_2 Z}$ (in red) and $\Delta m_3$ (in green) against $\Gamma_{h_3 \rightarrow h_2 Z}^{\text{LO}}$ for the combination $C_1$. We see that $F_{h_3 \rightarrow h_2 Z}$ always takes values larger than 5 for the whole range of $\Gamma_{h_3 \rightarrow h_2 Z}^{\text{LO}}$. Hence, the impact of $\Gamma_{m_3}^{\text{LO}}$ on $\Delta \Gamma_{h_3 \rightarrow h_2 Z}$ is at least 5 times the NLO correction $\Delta m_3$. This is clearly shown on the right plot, where the points in blue represent the product between the red and the green points (note that, according to eq. (4.7), those blue points are precisely the blue points on the top panel of figure 6). This explains the large values (\gtrsim 40\%) for $\Delta \Gamma_{h_3 \rightarrow h_2 Z}$ observed in figure 6. As we just suggested, these non-perturbative results do not stem from non-perturbative corrections to the $h_3$ mass; rather, even though such corrections take moderate values (green points in the left panel of figure 7), they end up being several times enhanced due to the peculiar LO factor $F_{h_3 \rightarrow h_2 Z}$.

4.2.4 \ $h_3 \rightarrow h_2 h_1$

The decay $h_3 \rightarrow h_2 h_1$ can be especially interesting, because its discovery would constitute an undoubtable sign of CP violation in the scalar sector (in the specific context of a 2HDM) \cite{20, 62}. In ref. \cite{62}, it was claimed that, at least for a very fine-tuned region of the parameter space, the process can have a branching ratio of about 3\% at tree-level. We were not able to find such region. To be sure, we do find regions of theoretically valid points that lead to a tree-level branching ratio of the order of the percent level; only, they end up being ruled out by experimental results included in HiggsBounds5. This behaviour

\footnote{This process does not necessarily imply CP violation in models other than the 2HDM \cite{20}.}

\footnote{These include a variety of processes, but the most important ones are $pp \rightarrow (H^+) t\bar{t} \rightarrow (t\bar{b}) t\bar{b}$ \cite{63} and $pp \rightarrow h_3 \rightarrow VV$ \cite{64}.}
Figure 8. Tree-level branching ratio of $h_3 \rightarrow h_2 h_1$ against the difference $m_{3R} - m_2$. In red, points passing all constraints except HiggsBounds5; in green, points passing all constraints.

can be seen in figure 8, where we plot points with and without the constraints coming from HiggsBounds5. The figure clearly shows that, after applying such constraints, the branching ratio does not even reach 0.001%.

One might wonder whether the inclusion of one-loop effects may significantly change these results. Although it is expected that the contributions from eqs. (2.25) do not lead to big corrections to the tree-level decay width (as they are expected to show a perturbative behaviour), the one-loop corrections to $m_{3R}$ could in principle lead to a broadening of the region of parameter space where the decay $h_3 \rightarrow h_2 h_1$ is kinematically allowed, which could allow regions with an enhanced decay width. We found that this is not the case; in fact, even considering the corrected $h_3$ mass, we can still find no regions of the parameter space leading to a relevant decay width for $h_3 \rightarrow h_2 h_1$.

5 Conclusions

We discussed NLO corrections to the derived mass $m_3$ of the heaviest neutral scalar $h_3$ in the C2HDM — one of the most simple models beyond the SM with CP violation in the scalar sector — and investigated the impact of such corrections in NLO decays of $h_3$. Due to the presence of CP violation in the scalar sector of the C2HDM, the renormalization of the model requires the introduction of several non-physical parameters, so that one ends up having different possible combinations of independent counterterms for the same set of independent renormalized parameters. Restricting ourselves to four combinations, we found that the corrections to $m_3$ can be extremely large in all of them. The origin of problem lies in the particular dependence of $m_3$ on the independent parameters. Such dependence, in fact, leads to very large values in certain limits; this happens in such manner that, in very fine-tuned regions of the parameter space, the LO mass ends up assuming
moderate values, whereas the NLO corrections become very large. We showed that, outside the fine-tuned regions, the corrections acquire moderate values.

We then investigated four specific NLO decay widths of $h_3$. We stressed the existence of a contribution to those decay widths arising from the NLO corrections to the mass of $h_3$. We showed that such contribution is small in $h_3 \rightarrow ZZ$ and $h_3 \rightarrow h_1Z$, as long as the aforementioned fine-tuned regions are avoided. In the case of $h_3 \rightarrow h_2Z$, however, there is a large superposition between those regions and the ones which kinematically allow the decay. As a consequence, the NLO corrections to the mass must become larger, although still perturbative; it turns out that a LO multiplicative factor enhances them, leading to NLO corrections to the decay width of the order of 50%. Finally, we discussed the process $h_3 \rightarrow h_2h_1$; we showed that, although its discovery would constitute an irrefutable sign of CP violation in the scalar sector of a 2HDM, the current experimental results hinder relevant values for its decay width.

It would be of interest to explore the scenario where the renormalization of the model is performed by taking all the masses of the physical particles as independent parameters. One would then need to ascertain the behaviour of the counterterms; in particular, it would be relevant to investigate if there are regions of the parameter space for which the NLO corrections take large values, just as in the scenarios described in this paper. It would also be interesting to see how the renormalization program described here can affect the relation between CP-violating phases and CP-violating observables previously studied in ref. [21].
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