Non-gaussianities for primordial black hole formation
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Abstract. We analyze primordial non-gaussianities in presence of an ultra-slow phase during the inflationary dynamics, focusing on scenarios relevant for the production of primordial black holes. We compute the three-point correlation function of comoving curvature perturbations finding that non-gaussianities are sizable, and predominantly local. In the context of threshold statistics, we analyze their impact for the abundance of primordial black holes, and their interplay with the non-gaussianities arising from the non-linear relation between density and curvature perturbations. We find that non-gaussianities significantly modify the estimate of the primordial black holes abundance obtained with the gaussian approximation. However, we show that this effect can be compensated by a small change, of a factor $2 \div 3$ at most, of the amplitude of the primordial power spectrum of curvature perturbations. This is obtained with a small tuning of the parameters of the inflationary model.
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1 Motivations

The theory of inflation provides an elegant mechanism that explains the origin of structures in the Universe. In the inflationary picture, space-time fluctuates quantum mechanically around a background that is expanding exponentially fast. After the end of inflation, these fluctuations are transferred to the radiation field, creating slightly overdense and under-dense regions. These tiny ripples are the initial conditions that start the process of gravitational collapse which eventually forms the intricate architecture of galaxies that populate our observable Universe today.

If the amplitude of some of the overdense regions exceeds a specific threshold value, the pull of gravity becomes unsustainable and the gravitational collapse directly forms primordial black holes (PBHs) [1]. Interestingly, for masses in the range $10^{18} \lesssim M_{\text{PBH}[g]} \lesssim 10^{21}$, a population of such PBHs may account for the totality of dark matter observed in the Universe today, as envisaged by Hawking and Carr in their pioneering research [2, 3].

Because of their intrinsic quantum-mechanical origin, the way in which quantum fluctuations lead to a classical pattern of perturbations can be described only in a probabilistic sense, and it is often assumed that primordial perturbations follow a gaussian statistics. It is important to stress that there is no fundamental reason to believe that this assumption is true, and it should be rather considered to be an approximation. This approximation seems to work exquisitely well at the typical scales which are relevant for cosmic microwave background (CMB) anisotropy measurements, $0.005 \lesssim k [\text{Mpc}^{-1}] \lesssim 0.2$, and this is because deviations from the gaussian pattern are expected to be suppressed by powers of the slow-roll parameters [4] which during conventional slow-roll dynamics take $O(\ll 1)$ values.

As far as the formation of PBHs is concerned, however, the story might be drastically different. The process of PBH formation involves completely different scales compared to those probed by CMB observations. Typically, in order to be compatible with observational bounds on PBH abundance in the present-day Universe, one needs to consider scales $10^{12} \lesssim$
Figure 1. Time-evolution of the physical Hubble length $1/H$ (red line), written in units of its present-day value $1/H_0 \approx 4.5 \times 10^3\text{ Mpc}$ (with $H_0 \approx 10^{-42}\text{ GeV}$ in natural units), as function of the logarithm of the scale factor $a$ of the Friedmann-Lemaître-Robertson-Walker line element. We follow the evolution of $1/H$ throughout the history of our observable Universe. The inflationary phase is computed according to the model in ref. [32]. After (instantaneous) reheating, the evolution of $1/H$ during the radiation epoch, matter epoch (m.e.) and the present-day epoch ($\Lambda$) is computed according to the standard $\Lambda$CDM model. We superimpose the time-evolution of physical length scales $\lambda = a/k$, with $k$ the comoving wavenumber, that are relevant for CMB observations (the green band labelled “observational window” with $0.005 \lesssim k$ [Mpc$^{-1}] \lesssim 0.2$ and $k_* = 0.05$ [Mpc$^{-1}$]). We also show the time-evolution of physical length scales associated to perturbations that are responsible for PBH formation (the blue band labelled “PBH scales” with $10^{12} \lesssim k$ [Mpc$^{-1}] \lesssim 10^{14}$). Scales that cross the ultra slow-roll phase when they are deep in the super-Hubble regime are not sizably affected by the presence of negative friction [32]. For these scales, non-gaussianities are slow-roll suppressed. This is the case of scales relevant for CMB observations. On the contrary, scales that cross the Hubble radius close to the ultra slow-roll regime can be exponentially enhanced [32]. The interval of $e$-folds during which the ultra slow-roll phase takes place is indicated with a vertical strip. At these scales, non-gaussianities are enhanced. PBH formation takes place at time $t_f$ after the PBH scales re-enter the Hubble radius during the radiation epoch. Once formed, we consider the simple scenario in which the PBH energy density redshifts as matter.

$k$ [Mpc$^{-1}] \lesssim 10^{14}$. At such small scales, the physics involved can be completely different compared to what expected at CMB scales. Indeed, the formation of fluctuations large enough to trigger gravitational collapse into PBHs requires a departure from conventional slow-roll dynamics, and the slow-roll parameters can easily reach $O(1)$ values. Consequently, the parametric suppression that limits the presence of non-gaussianities at CMB scales is not guaranteed anymore.

For illustration, we summarize the time-evolution of physical scales probed by CMB observations and scales relevant for PBH formation in figure 1.

The introductory discussion above makes clear that the possible presence of non-gaussianities plays a fundamental role in the precise computation of the PBH abundance. The formation of PBHs requires perturbations above some threshold, located in the tail of their probability distribution. Small deviations from the gaussian shape of the tail, therefore, may produce exponentially different results.
In this work we investigate the role of non-gaussianities in the context of inflationary models featuring an ultra slow roll (USR) phase [5–9]. This part of the inflationary dynamics has been invoked for the production of PBHs (see refs. [10, 11] for the earliest proposal in this direction\(^1\)). This is because, in these scenarios, an USR phase allows to boost the primordial fluctuations at small scales, leading to a sizable population of PBHs. Crucially, conventional slow-roll dynamics is violated during such a period, potentially enabling the generation of large non-gaussianities. In our analysis, we focus on single-field inflation models in which the USR phase arises when the inflaton, rolling down its potential, crosses an approximate stationary inflection point before the end of inflation. Specifically, we consider both a toy model, which allows an analytical exposition, and a more realistic parametrization of the inflaton potential.

There exist a number of preceding studies devoted to the understanding of non-gaussianities in the context of PBH formation, and we will properly acknowledge them in the course of our work. Before diving into the details of our analysis, let us sketch briefly the structure of this paper.

In section 2, we will frame in a more formal way the computation of the abundance of PBHs and the connection with inflationary dynamics. In section 3, we will compute the so-called bispectrum of comoving curvature perturbations which controls the first non-trivial (i.e. connected) deviation from exact gaussianity. The bispectrum vanishes identically for a gaussian distribution, and a large non-zero result will introduce sizable deviations from the gaussian statistics. In section 4, we will move to consider the connected part of the trispectrum of comoving curvature perturbations which controls deviation from exact gaussianity at the level of fourth-order statistical correlators. We will not compute the full connected trispectrum but we will argue that the non-zero contribution which is generated by cubic interactions plays a crucial role in the computation of the PBH abundance. In section 5 we discuss the computation of PBH abundance in the presence of non-gaussianities. We will show that their impact is not dramatic. We find that the size of non-gaussianities is large enough to significantly affect the PBH abundance. On the other hand, it is enough to change the amplitude of the power spectrum of comoving curvature perturbations of a factor \(2 \div 3\) to obtain the same abundance obtained with the gaussian approximation.

We present our conclusions in section 6. Appendix A complements the computations illustrated in the main text with further technical details.

2 On the abundance of primordial black holes: from theory to observations and back

In cosmology and in the theory of structure formation, we assume that fluctuations in the energy density or in the gravitational potential form a three-dimensional random field. A three-dimensional random field \(\delta(\vec{x})\) is a set of random variables, one for each point in the three-dimensional real space, defined by a probability functional \(P[\delta(\vec{x})]\) which specifies the probability for the occurrence of a particular realization of the field over the ensemble. In cosmology, the random field \(\delta(\vec{x})\) is the three-dimensional mass overdensity field which gives the fractional overdensity in a given region of space (and at a given cosmic time) with respect to the unperturbed background (a.k.a. density contrast). A random field is fully specified by the entire hierarchy of its correlation functions, \(\langle \delta(\vec{x}_1)\delta(\vec{x}_2)\ldots\delta(\vec{x}_n) \rangle\). The simplest type of

\(^1\text{Ref. [10] investigates a potential with a plateau and two breaks. The inflationary dynamics in presence of such features was studied in [12].} \)
random field is the gaussian random field for which the probability functional $P$ is a gaussian distribution. The statistical properties of a gaussian (subscript $\mathcal{G}$ hereafter) random field are completely specified by the two-point correlation function or, working in Fourier space, by the power spectrum. The $n$-point correlation functions either vanish (for odd $n$) or can be expressed in terms of the power spectrum as a consequence of the Isserlis’ theorem (for even $n$). In Fourier space, we have (assuming a vanishing mean value as well as homogeneity and isotropy of space)

$$
\langle \delta_k \rangle = 0, \\
\langle \delta_k \delta_{k'} \rangle = (2\pi)^3 \delta^{(3)}(k + k') \Delta_\delta(k), \\
\langle \delta_{k_1} \delta_{k_2} \delta_{k_3} \rangle = 0, \\
\langle \delta_{k_1} \delta_{k_2} \delta_{k_3} \delta_{k_4} \rangle = \langle \delta_{k_1} \delta_{k_2} \rangle \langle \delta_{k_3} \delta_{k_4} \rangle + \langle \delta_{k_1} \delta_{k_3} \rangle \langle \delta_{k_2} \delta_{k_4} \rangle + \langle \delta_{k_1} \delta_{k_4} \rangle \langle \delta_{k_2} \delta_{k_3} \rangle \\
= (2\pi)^6 \delta^{(3)}(k_1 + k_2) \delta^{(3)}(k_3 + k_4) \Delta_\delta(k_1) \Delta_\delta(k_3) + \text{two permutations},
$$

and so on. The variance of the gaussian distribution is

$$\sigma^2 = \lim_{\delta \to \delta_0} \langle \langle \delta(\vec{x}) \delta(\vec{y}) \rangle \rangle = \langle \langle \delta(\vec{x}) \delta(\vec{x}) \rangle \rangle = \int \frac{dk}{k} P_\delta(k), \quad \Delta_\delta(k) = \frac{2\pi^2}{k^3} P_\delta(k),$$

from which we see that the power spectrum of density fluctuations $P_\delta(k)$ is the contribution to the variance of the field per unit logarithmic interval of $k$, and saying that $P_\delta(k) \sim 1$ means that the Fourier modes in a unit logarithmic bin around wavenumber $k$ generate fluctuations $\delta \rho/\rho$ of order unity. Notice that $\sigma^2$ does not depend on the position, by virtue of the delta function eq. (2.2) which is indeed a consequence of homogeneity. We are interested in the situation in which there is a sizable probability to form in a given region of typical size $R$ density fluctuations $\delta \rho/\rho$ large enough to collapse and form black holes under the pull of their own gravitational weight. In order to study PBH formation and make contact with the power spectrum of comoving curvature perturbations, eq. (2.5) has to be modified in two ways. First, we convolve the random field $\delta(\vec{x})$ with some window function $W(|\vec{x} - \vec{y}|, R)$ to obtain $\delta_R(\vec{x}) = \int d^3 y W(|\vec{x} - \vec{y}|, R) \delta(\vec{y})$ so that, at every point $\vec{x}$, the smoothed field represents the weighted average of $\delta$ over a spherical region of characteristic dimension $R$ centred in $\vec{x}$. Second, we relate the density contrast to the comoving curvature perturbation $\mathcal{R}$ by means of the linear-order relation (in Fourier space) [13]

$$\delta_k = \frac{2(1 + \omega)}{(5 + 3\omega)^2} \left( \frac{k}{aH} \right)^2 \mathcal{R}_k,$$

where $\omega = p/\rho$ defines the equation of state, and we shall take $\omega = 1/3$ for radiation domination. It is important to remark that eq. (2.6) is not an exact relation but it is only valid at the linear order, and non-linear corrections to eq. (2.6) unavoidably source non-gaussianities, see [14–22] for related studies. We will come back to this point in section 5. For the moment, we shall work assuming the linear relation in eq. (2.6).

Eq. (2.5) becomes

$$\langle \delta^2 \rangle_R = 4 \pi \omega^2 \int \frac{dk}{k} W(kR)^2 \left( \frac{k}{aH} \right)^4 P_\mathcal{R}(k),$$

where $P_\mathcal{R}(k)$ is the power spectrum of the comoving curvature perturbation. $W(kR)$ is the Fourier transform of the window function introduced before, and we shall use the volume-normalized gaussian window function $W(kR) = \exp(-k^2 R^2/2)$.

\footnote{See [23] for a study of the role of the window function for the PBHs formation.}
are formed when the density perturbation exceeds the threshold value \( \delta_{th} \), the fraction of the Universe ending up in PBHs is given by the tail of the density contrast distribution \( \beta(M_{PBH}) = \gamma \int_{\delta_{th}}^{\infty} P(\delta) d\delta \), and in the gaussian approximation we have

\[
\beta_G(M_{PBH}) = \gamma \int_{\delta_{th}}^{\infty} \frac{d\delta}{\sqrt{2\pi}\sigma_R(M_{PBH})} \exp \left[ -\frac{\delta^2}{2\sigma_R(M_{PBH})^2} \right],
\]

where we convert the smoothed variance \( \sigma_R \) to a function of the PBH mass taking into account that the size \( R \) is related to the mass \( M_{PBH} \) as \( R \approx 2G_N M_{PBH}/\gamma a_{form} \). The parameter \( \gamma \) depends on the details of the gravitational collapse and \( a_{form} \) is the scale factor at the time at which the PBH is formed.

The distribution of PBHs as function of their mass is strongly peaked at the value that maximizes \( \sigma(M_{PBH}) \), in view of the exponential factor in eq. (2.8). In terms of the power spectrum \( P_R \), this means that the PBH abundance roughly scales as \( e^{-1/P_R} \). Finally, the present-day fractional abundance of dark matter in the form of PBH is given by

\[
f_{PBH} = \left( \frac{\gamma}{0.2} \right)^{1/2} \left[ \frac{\beta(M_{PBH})}{1.6 \times 10^{-16}} \right] \left[ \frac{g_*(T_{form})}{106.75} \right]^{-1/4} \left[ \frac{M_{PBH}}{10^{18} \text{ g}} \right]^{-1/2}.
\]

The computation of \( \beta \) by means of eq. (2.8) is known as threshold statistics. The value of \( \delta_{th} \) is subject to some uncertainty (varying in the range \( 0.4 \lesssim \delta_{th} \lesssim 2/3 \)), and also depends on the specific shape of the power spectrum. In our analysis, for simplicity, we adopt the fixed values \( \delta_{th} = 0.45 \) and \( \gamma = 0.2 \) [24].

An alternative way of computing the PBH abundance relies on the use of peak theory [25], in which one computes the number density of peaks of the overdensity field \( \delta \) (which in general contains many peaks, i.e. local maxima, and valleys, i.e. local minima) and integrate above some threshold \( \delta_c \) [26]. The latter in general differs from \( \delta_{th} \) and depends on the shape of the power spectrum [27] (see also ref. [14] in which the full non-linear relation between density and curvature perturbation is explored). Using again the gaussian approximation, one finds [15, 25, 26]

\[
\beta_G^{pk}(M_{PBH}) \approx \frac{\gamma}{3\pi} \frac{(k^2)^{3/2}}{3} r_m^3 \frac{\sigma^2_c}{\langle \delta^2 \rangle} e^{-\frac{\delta^2_c}{2\sigma^2}} \quad \text{with} \quad \langle k^2 \rangle = \frac{1}{\sigma^2} \int \frac{d^3k}{(2\pi)^3} k^2 \Delta_s(k),
\]

where \( \delta_c = \delta_{th}/3\psi(r_m) \) with \( \psi \) the average density profile and \( r_m \) is the comoving distance where the so-called compaction function is maximized (we refer to refs. [27, 28] for a comprehensive discussion and more detailed definitions).\(^3\)

\(^3\)Eq. (2.10) is obtained as follows. Introducing \( \nu \equiv \delta/\sigma \), the comoving number density of peaks is [26]

\[
n_{G,com}^{pk} = \left( \frac{2\pi}{3} \right)^{3/2} \nu^2 e^{-\nu^2}, \tag{2.11}
\]

and in physical space one has \( n_{G,phys}^{pk} = n_{G,com}^{pk}/a_f^4 \), with \( a_f \) is the scale factor at the formation time \( t_f \). The PBH mass reads \( M_{PBH}(\nu) = \mathcal{K} M_{PBH}(t_m) \sigma^5 (\nu - \nu_c)^\gamma \) where \( \gamma \) is a critical exponent that depends on the equation of state in the formation era (with \( \gamma \approx 0.36 \) for radiation [29]) and \( \mathcal{K} \sim O(1) \). \( M_{PBH}(t_m) \) is the horizon mass at horizon-crossing time \( t_m \) defined implicitly by the relation \( a(t_m) H(t_m) r_m = 1 \). One can write

\[
\beta_G^{pk} = \int_{\nu_c}^{\infty} d\nu \frac{M_{PBH}(\nu) n_G^{pk,phys}(\nu) / \rho_f}{\rho_f} \quad \text{where} \quad \rho_f \text{ is the background density at the formation time. Using the result from numerical simulation} \ a_f / a_m \sim 3 [28, 30] \text{ and in the limit} \ \nu_c \equiv \delta_c / \sigma \gg 1 \text{ one obtains eq. (2.10)} \quad \text{with} \ \gamma = 3\mathcal{K}(1 + \gamma) \nu_c^{-5} \sigma^7.\]
Notice also that, following refs. [15, 27, 28], we do not use the smoothing in eq. (2.10) when dealing with peak theory. The reason is that when applying peak theory, and in particular when computing the threshold for collapse, the scale $r_m$ in position space associated to the peak of the power spectrum arises naturally.

On general ground, the abundance obtained by means of peak theory is larger than the one provided by threshold statistics [25, 27]. In this paper, however, our interest is not a comparison between the two approaches. Instead, the issue that we want to explore is whether the gaussian approximation in eqs. (2.8), (2.10) is justified. It is clear that the formation of PBH is a tail effect and, as such, strongly depends on possible deviations from the gaussian approximation. Investigating the possible presence of non-gaussianities in the context of realistic inflationary models in which one generates a sizable abundance of PBH is precisely the main goal of this work. After clarifying whether non-gaussianities are present and what are their main properties, we will quantify their impact on the PBH abundance focusing on threshold statistics. We will consider the case of peak theory and present a comparison with threshold statistics in a forthcoming work [31].

Let us, therefore, illustrate in more details what are the conditions that the inflationary dynamics should possess in order to generate the large density fluctuations needed for PBH formation.

In the gaussian approximation, a sizable PBH abundance is obtained for $P_R \simeq 10^{-1} - 10^{-2}$ at the PBH scales, requiring therefore a huge enhancement of $P_R$ with respect to its value at the CMB scales, $P_R \simeq 10^{-9}$. This can happen in presence of an USR phase during inflation. In fact, during such a transitory part of the inflationary dynamics, the amplitude of the comoving curvature perturbations can be exponentially enhanced. Let us introduce the Hubble parameters $\epsilon$ and $\eta$:

$$\epsilon \equiv -\frac{\dot{H}}{H^2}, \quad \eta \equiv -\frac{\ddot{H}}{2HH},$$

(2.12)

where $H$ is the Hubble function and dot is the derivative with respect to time. During standard slow roll inflation $|\epsilon| \ll 1$, $|\eta| \ll 1$ and, in the super-horizon limit, the evolution of $R_k$ is a linear combination of a constant mode and an exponentially decaying one. The latter becomes quickly negligible and the amplitude of $R_k$ freezes to a constant value until the end of inflation. Instead, if $3 + \epsilon - 2\eta \simeq 3 - 2\eta < 1$, a condition which we take as a definition of the USR phase, the decaying mode becomes a growing one. In practice $R_k$ evolves as a dumped harmonic oscillator, with the sign of the friction term controlled by the combination $3 + \epsilon - 2\eta$. During the USR phase this sign flips and the friction term becomes a driving force. This is responsible for the exponential growth of $R_k$ and the enhancement of $P_R$ at small scales. Notice however that for certain comoving wavelengths the amplitude of the growing mode (once it freezes to a constant value after the USR phase) is opposite to the one of the constant mode. This cancellation produces a dip in the power spectrum. The outcome of this intricate dynamics can produce a power spectrum of comoving curvature perturbations as the one in figure 3.

To make a quantitative analysis we shall consider an explicit inflationary model where the USR phase is realized. We focus on the single field model discussed in [32], described by the following action in the Jordan frame

$$S = \int d^4x \sqrt{-g} \left[ -\frac{1}{2} \left( M_P^2 + \xi \phi^2 \right) R + \frac{1}{2} g_{\mu\nu} \partial^\mu \phi \partial^\nu \phi - V(\phi) \right].$$

(2.13)
Figure 2. The blue dashed line shows the evolution of $\eta$ as a function of the number of e-folds in the model of ref. [32]. Specifically, within this solution (depicted with a cyan star in [32]) all the dark matter is in form of PBHs. The black line shows the behaviour of $\eta$ in our toy-model.

where $\phi$ is the inflaton field, $M_P$ is the reduced Planck mass and $\xi$ the non-minimal coupling to gravity. The potential is a polynomial

$$V(\phi) = a_2\phi^2 + a_3\phi^3 + a_4\phi^4 + \sum_{n=5}^{N} a_n\phi^n.$$  \hspace{1cm} (2.14)

and in full generality contains also higher order operators ($n > 4$). These are not mandatory for the production of PBH but, as noted in [32], they improve the compatibility of the model with the CMB observables. After a judicious tuning of the coefficients of the quadratic and cubic terms, the potential presents an approximate stationary inflection point. This key features induces an USR phase in the inflationary dynamics. The dashed blue line in figure 2 shows the evolution of $\eta$ as a function of the e-fold time for a specific choice of the parameters of the model. As it is evident, the condition $\eta > 3/2$, and therefore the USR phase, is realized for a while. This solution, depicted with a cyan star in [32], is in agreement with CMB observables and present 100% of DM in the form of PBHs (the abundance is computed with eq. (2.8)). For concreteness, in the rest of the paper, we focus on this benchmark point for our numerical analysis. We refer to it as numerical model in the following. However, let us stress that our results will not be limited to this specific solution. On the contrary, as we will see, our conclusion will be of general validity for all the single-field inflationary models in which PBH production is induced by the presence of an approximate stationary inflection point before the end of inflation.

As shown by the black line in figure 2, the evolution of $\eta$ can be approximated, at least at the qualitative level, by a piecewise function. This observation has prompted a simple analytical model to describe the inflationary dynamics [32, 33]. The inflationary phase is splited in the three periods, each of them with constant values of $\eta$ (and $\epsilon \ll 1$). In this way one can obtain an analytical solution for the evolution of $R_k$ and consequently its power spectrum. The advantage is that one can gain more insight into the features of the USR dynamics, as the enhancement or decrease of $R_k$ for certain comoving wavelengths (see [32] for an in-depth discussion). Moreover, the analytical model does not rely on a specific
inflationary model, rather, changing its parameters, it can describe different USR phases. The drawback is that it is not realistic enough for a detailed comparison with observables. In the rest of the paper we will compare the results based on the analytical model with the outcome of a numerical analysis performed in the context of the inflationary model described above.

Let us briefly summarize the main features of the analytical model. The three regions discussed above are as follows.

- **Region I.** It corresponds to a standard slow roll phase. We assume $\eta_I = 0$ and therefore we have a constant $\epsilon_I \ll 1$.

- **Region II.** It corresponds to the USR phase, which extends from the $e$-fold time $N_{\text{in}}$ to $N_{\text{end}}$. We define $\Delta N \equiv N_{\text{end}} - N_{\text{in}}$ and take $\eta_{\text{II}} \gg 3/2$. Considering $\epsilon \ll \eta$, its evolution is $\epsilon_{\text{II}}(N) = \epsilon_I e^{-2\eta_I(N-N_{\text{in}})}$.

- **Region III.** It corresponds to the last part of the inflationary dynamics. We assume a negative value for $\eta_{\text{III}}$. $\epsilon$ evolves according to $\epsilon_{\text{III}}(N) = \epsilon_I e^{-2\eta_I \Delta N e^{-2\eta_{\text{II}}(N-N_{\text{end}})}}$.

In each region the evolution of the $R_k$ can be obtained analytically by solving the Mukhanov-Sasaki equation. Switching to conformal time $\tau$ (we remind that $dN/c = a H$), for each region (i) we have

$$ R_k^{(i)}(\tau) = \frac{H\sqrt{\pi}}{2}\sqrt{2\epsilon^{(i)}(\tau)}(-\tau)^{3/2} \left[ \alpha_k^{(i)} H_\nu^{(1)}(-k\tau) e^{i(\nu+1/2)\pi/2} + \beta_k^{(i)} H_\nu^{(2)}(-k\tau) e^{-i(\nu+1/2)\pi/2} \right], $$

where $H$ is taken constant since we always have $\epsilon \ll 1$. $H_\nu^{(1)}$ and $H_\nu^{(2)}$ are the Hankel function of first and second kind respectively and $\nu = \sqrt{9/4 - \eta_I (3 - \eta_I)}$. Imposing Bunch-Davies initial conditions, one has $\alpha_k^{(1)} = 1$ and $\beta_k^{(1)} = 0$ in the first region. The complex coefficients $\alpha_k^{(i)}$ and $\beta_k^{(i)}$ in the regions II and III are obtained requiring continuity of $R_k$ and its first derivative across the three regions. Finally, the power spectrum $P_R(k)$ is computed at super-Hubble scales as $P_R(k) \equiv \lim_{\tau \rightarrow -0} \frac{k^2}{2\pi^2} |R_k(\tau)|^2$.

We can now try to relate the parameters of the model to observable quantities (see table 1). For this purpose in the left panel of figure 3 we show the power spectrum of comoving curvature perturbations as a function of the comoving scale $k$ for a choice of the parameters of the analytical model. The large enhancement at small scales allows for a sizable PBH production. As anticipated, the analytical model reproduces, at least qualitatively, the main features obtained with a more accurate numerical calculation, namely the presence of a peak and a dip in the power spectrum. The correspondence between what we compute and what we observe can be explained with the following points.

- **i)** We fix the position of the peak of $P_R(k)$ at $k_{\text{peak}} = 10^{14} \text{Mpc}^{-1}$. This choice, in turn, gives a PBH distribution peaked around $M_{\text{PBH}} = 10^{18} \text{g}$. These values are motivated by the fact that such population of PBHs can successfully account for the totality of dark matter in the present-day Universe. Furthermore, from the value $M_{\text{PBH}} = 10^{18} \text{g}$ we know that the comoving wavenumber $k_{\text{peak}}$ crosses the horizon approximately 36 $e$-folds after the perturbation associated to the pivot wavenumber associated with the CMB scale $k_*=0.05 \text{Mpc}^{-1}$ does it. From that, we infer the value of $N_{\text{peak}}$ (and $N_{\text{in}}$).
ii) For a given value of $\Delta N$ and $\eta_{II}$, we can compute the position of the dip and, consequently, the number of e-folds between horizon crossing of the pivot scale $k_*$ and $k_{\text{dip}}$. We can, therefore, compute the normalization of the power spectrum $H^2/8\pi^2\epsilon_1$ by rescaling the observed value at the pivot scale, namely $A_s \approx 2 \times 10^{-9}$, up to $k_{\text{dip}}$ by means of the slow-roll evolution $P_R(k) = A_s(k/aH)^{n_s-1}$ where we take $n_s = 0.965$.

iii) Finally, the values of $\Delta N$, $\eta_{II}$ and $\eta_{III}$ are readjusted — recomputing for each choice the normalization described at point ii) — by requiring $f_{\text{PBH}} = 1$. The value of $\eta_{III}$ mostly controls the dynamics after the USR phase (although it also enters in the computation of the power spectrum), and its value can be gauged in order to guarantee that inflation lasts approximately 60 e-folds.

Typical values of $\Delta N$, $\eta_{II}$ and $\eta_{III}$ which generate the correct PBH abundance of dark matter are shown in figure 3. Despite the simplicity of the model, it is nice to see that these numbers are in full agreement with those obtained, by means of a careful numerical analysis, in the context of more complete models [32].

However, this discussion makes also clear that the picture risks being grossly incomplete without including the effect of non-gaussianities. This is mostly because the integral in eq. (2.8) is dominated by the tail of the distribution where deviation from the gaussian approximation may give a sizable effect.

On general ground, deviations from the gaussian approximation are expected in realistic models of inflation. At CMB scales, non-gaussianities are typically negligible since suppressed by the small values of the Hubble parameters $\epsilon$ and $\eta$ (see ref. [44] for the latest experimental constraints on primordial non-gaussianities at the scales probed by the Planck experiment). However, we are interested in the opposite situation in which slow-roll is violated, and in particular $\eta$ takes sizable values. It is, therefore, plausible to expect sizable non-gaussianities at scales much smaller that those probed by CMB measurements where the USR dynamics might take place.

Deviation from normality can be explored by considering skewness and kurtosis. Skewness ($S$) and kurtosis ($K$) measure deviations with respect to a gaussian normal distribution. Gaussian distributions are symmetric around their mean while, for a generic distribution, skewness measures the degree of departure from the symmetric shape. Kurtosis, on the contrary, is a measure of how differently shaped are the tails of a distribution with respect to the tails of the gaussian distribution. In the presence of non-gaussianities, eq. (2.8) is modified

| Model parameter | $H^2/8\pi^2\epsilon_1$ | $N_{in}$ | $\Delta N$ | $\eta_{II}$ | $\eta_{III}$ |
|-----------------|------------------------|---------|-----------|-------------|-------------|
| Description     | $P_R$ in region I       | beginning of USR | duration of USR | value of $\eta$ during USR | value of $\eta$ after USR |
| Features in the | normalization of $P_R$  | $k_{\text{peak}}$ | $k_{\text{dip}}, P_R(k_{\text{peak}})$ | $k_{\text{dip}}, P_R(k_{\text{peak}})$ | $P_R(k)$ |
| power spectrum  | at large scales         |          |           |             |             |
| Observable      | $A_s$                   | $M_{\text{PBH}}$ | $n_s$     | $f_{\text{PBH}}$ | total number of e-folds |

Table 1. Correspondence between the parameters of the model introduced in section 2 and the cosmological observables relevant for PBH formation.
as \cite{45, 46}

$$\beta_{NG}(M_{PBH}) = \beta_{G}(M_{PBH}) + \frac{e^{-\delta_{th}/2\sigma_{R}^{2}}}{\sqrt{\pi}} \left[ \frac{S_{R}}{2^{5/2}3!} H_{2} \left( \frac{\delta_{th}}{2\sigma_{R}} \right) + \frac{K_{R}}{2^{7/2}4!} H_{3} \left( \frac{\delta_{th}}{2\sigma_{R}} \right) + \ldots \right],$$

(2.16)

which can be considered as an application of the Gram-Charlier series, that is the expansion of the probability density function (PDF) in terms of its cumulant (sometimes also called Edgeworth expansion, the latter being the same series but with a different truncation and ordering of terms). In eq. (2.16), \(S_{R}\) and \(K_{R}\) are the skewness and the kurtosis smoothed on the scale \(R\) (in analogy with eq. (2.7)) and their explicit definitions will be discussed in the next sections. In short, skewness is related to the three-point correlation function which vanishes in the gaussian limit (see, e.g., eq. (2.3)) while kurtosis is related to the connected part of the four-point correlation function (that is the part of the four-point correlator that remains after subtracting the gaussian contribution, see, e.g., eq. (2.4)). The dots in eq. (2.8) indicate contributions from higher order correlators \(n \geq 5\) and \(H_{n}\) are the Hermite polynomials.\textsuperscript{4} In the following, we shall proceed with the discussion of non-gaussianities assuming eq. (2.16).

In the next section we will compute the skewness and in section 4 we will focus on the kurtosis. With these results, in section 5 we will investigate the impact of non-gaussianities on the abundance of PBHs.

\textsuperscript{4}Notice that we use the so-called “physicists’ Hermite polynomials” which are defined by \(H_{n}(x) = (-1)^{n}e^{x^{2}}d^{n}e^{-x^{2}}/dx^{n}\) instead of the so-called “probabilists’ Hermite polynomials” \(He_{n}(x)\) often preferred in statistics theory. The relation among the two is \(He_{n}(x) = 2^{-n/2}H_{n}(x)\).
3 The bispectrum and the skewness

The three-point correlation function in momentum space is

\[ \langle R_{k_1} R_{k_2} R_{k_3} \rangle = (2\pi)^3 \delta^{(3)}(\vec{k}_1 + \vec{k}_2 + \vec{k}_3) B_R(k_1, k_2, k_3), \] (3.1)

where \( B_R(k_1, k_2, k_3) \) defines the bispectrum. In the gaussian approximation, the bispectrum vanishes. While the power spectrum is a function of \( B \) only, the bispectrum is a three-dimensional function defined on a tetrahedral region for which \( \vec{k}_1, \vec{k}_2 \) and \( \vec{k}_3 \) satisfy the triangle condition enforced–as illustrated in the schematic picture above–by the delta function in eq. (3.1).\(^5\) It is convenient to define the reduced bispectrum \( B_R(k_1, k_2, k_3) \) by means of

\[ B_R(k_1, k_2, k_3) = B_R(k_1, k_2, k_3) [\Delta_R(k_1) \Delta_R(k_2) + \Delta_R(k_1) \Delta_R(k_3) + \Delta_R(k_2) \Delta_R(k_3)] . \] (3.2)

This is a useful definition since the reduced bispectrum \( B_R \) is dimensionless (roughly speaking, the scaling \( B_R \sim 1/k^6 \) is absorbed by \( \Delta_R^2 \sim 1/k^6 \)). In position space, the skewness is

\[ S = \frac{1}{(\sigma^2)^{3/2}} \int \frac{d^3k_1}{(2\pi)^3} \frac{d^3k_2}{(2\pi)^3} \frac{d^3k_3}{(2\pi)^3} \langle R_{k_1} R_{k_2} R_{k_3} \rangle \]
\[ = \frac{1}{(\sigma^2)^{3/2}} \int \frac{d^3k_1}{(2\pi)^3} \frac{d^3k_2}{(2\pi)^3} \frac{d^3k_3}{(2\pi)^3} B_R(k_1, k_2, k_3) \bigg|_{k_1+k_2+k_3=0} . \] (3.3)

We take this opportunity to give a more general definition. We define the \( n \)-th cumulant

\[ C^{(n)} = \frac{\langle \mathcal{R}(\vec{x}) \ldots \mathcal{R}(\vec{x}) \rangle}{(\sigma^2)^{n/2}} = \frac{\langle \mathcal{R}^n \rangle}{\sigma^n}, \] (3.4)

as the connected part of the \( n \)-point correlator (evaluated at the same point) normalized by the \( n \)-th power of the standard deviation. The connected part of the \( n \)-point correlator is obtained by subtracting from the full expression of the \( n \)-point correlator the gaussian contribution (which is zero for the 3-point correlator but, as we shall see in the next section, does not vanish for \( n \geq 4 \), see e.g. eq. (2.4)). Given the definition in eq. (3.4), we have \( C^{(3)} = S \).

The integration in \( \mathbb{R}^3 \) is limited by the tetrahedral region illustrated below (with semi-perimeter \( K \equiv (k_1 + k_2 + k_3)/2 \))

\[ V_B \equiv \left\{ \begin{array}{l} k_1 = K(1 - \alpha + \beta)/2 \\ k_2 = K(1 + \alpha + \beta)/2 \\ k_3 = K(1 - \beta) \end{array} \right\} \]

with slices

\[ k_1 = k_2 = K, k_3 = 0 \quad \beta = 1 \]
\[ \alpha = -1 \quad k_1 = k_3 = K, k_2 = 0 \]
\[ \alpha = 1 \quad k_2 = k_3 = K, k_1 = 0 \]

(3.5)

\(^5\)The delta function corresponds to invariance under translations, and the fact that the bispectrum depends only on the lengths of the three sides of the triangle formed by the momenta corresponds to invariance under rotations. Homogeneity and isotropy, therefore, reduce the nine parameters of the triad \( \vec{k}_{1,2,3} \) down to three.
and ranges $K \in [0, \infty)$, $\alpha \in [-(1 - \beta), 1 - \beta]$ and $\beta \in [0, 1]$. Qualitatively, if we write (assuming $\mathcal{P}_R$ and $\mathcal{B}_R$ are scale-independent) $(\sigma^2)^{3/2} \sim \mathcal{P}_R^{3/2}$ and $\mathcal{B}_R \sim \mathcal{B}_R \mathcal{P}_R^{1/2}$, we see that one expects $S \sim \mathcal{B}_R \mathcal{P}_R^{1/2}$. As a rule of thumb, we expect an almost gaussian perturbation if $\mathcal{B}_R \ll \mathcal{P}_R^{−1/2}$. This means that $\mathcal{B}_R$ is an interesting quantity to compute to have at least a first idea about the impact of the three-point correlator on non-gaussianities. To perform the integral in eq. (3.3) some care is needed for the angular part since the triangular condition enforced by the delta function involves also angles. We use the exponential integral form of the integral in eq. (3.3) some care is needed for the angular part since the triangular condition.

By using eq. (3.7), the goal is to compute the skewness as function of the PBH mass. To this end, we need to compute the three-point function $\langle \mathcal{R}_{k_1} \mathcal{R}_{k_2} \mathcal{R}_{k_3} \rangle$ in Fourier space. Notice that, in order to keep the full shape in momentum space of $\mathcal{B}_R(k_1, k_2, k_3)$ into account.

We compute $\langle \mathcal{R}_{k_1} \mathcal{R}_{k_2} \mathcal{R}_{k_3} \rangle$ by means of the standard background+perturbations splitting and using the standard in-in formalism. We report directly the results and refer to appendix A.1 for details. One can isolate two dominant contributions in the calculation of three-point function. The first one (the sum of expressions in and end below) originates from the following operator in the cubic action of $\mathcal{R}$: $\mathcal{C}_3 \propto − \int d^3 x \; a^2 \; \epsilon \eta' R^2 \mathcal{R}'$. The second contribution (dubbed red) originates by a convenient redefinition of $\mathcal{R}$, see eq. (A.7).
We consider first the analytical model discussed in section 2. Our result for $B_R(k_1, k_2, k_3)$ is

$$B_R(k_1, k_2, k_3) = B_R^{(\text{in})}(k_1, k_2, k_3) + B_R^{(\text{end})}(k_1, k_2, k_3) + B_R^{(\text{red})}(k_1, k_2, k_3),$$

(3.9)

where

$$k^6_{\text{in}}B_R^{(\text{in})} = \frac{-\text{Im}}{16\xi^3} \frac{H^4}{T^4} \frac{\Gamma (\nu_{IIj})^3}{\pi^{3/2}} \frac{e^{3(\eta_{II} - \eta_{II})}}{2^{1/2 - 3\eta_{II}}} \left( x_{12}x_{23} \eta_{II} - \frac{3}{2} \eta_{II} \mathcal{R}^{3}_{II} \mathcal{F}_{\text{in}}(x_{1}, x_{2}, x_{3}) \right),$$

(3.10)

$$\mathcal{R}^3_{II} \equiv \prod_{i=1}^{3} \left[ \alpha_{k_i} \frac{\beta_{k_i}}{x_{23} \epsilon_{3} (\eta_{II} + \frac{1}{2}) - \beta_{k_i} \frac{\beta_{k_i}}{x_{23} \epsilon_{3} (\eta_{II} + \frac{1}{2})} \right],$$

(3.11)

$$k^6_{\text{in}}B_R^{(\text{end})} = \frac{-\text{Im}}{16\xi^3} \frac{H^4}{T^4} \frac{\Gamma (\nu_{IIj})^3}{\pi^{3/2}} \frac{e^{3(\eta_{II} - \eta_{II})}}{2^{1/2 - 3\eta_{II}}} \left( x_{12}x_{23} \eta_{II} - \frac{3}{2} \eta_{II} \mathcal{F}_{\text{end}}(x_{1}, x_{2}, x_{3}) \right),$$

(3.12)

$$k^6_{\text{in}}B_R^{(\text{red})} = \frac{-4\pi^4\eta_{II}}{(x_{12}x_{23})^3} \left[ x_{3}^3 P_R(k_1)P_R(k_2) + x_{1}^3 P_R(k_2)P_R(k_3) + x_{2}^3 P_R(k_1)P_R(k_3) \right].$$

(3.13)

In the expressions above we defined $x_i \equiv k_i / k_{\text{in}}$, with $k_{\text{in}}$ the comoving wavenumber associated to the start of the USR phase at conformal time $\tau_{\text{in}}$ by the relation $k_{\text{in}} \tau_{\text{in}} = -1$. The two functions $\mathcal{F}_{\text{in}}(x_{1}, x_{2}, x_{3})$ and $\mathcal{F}_{\text{end}}(x_{1}, x_{2}, x_{3})$ are defined by the general expression

$$\mathcal{F}(x_{1}, x_{2}, x_{3}) \equiv \frac{i 8 \xi^{3/2} k_{\text{in}}^{7/2}}{H^3} \left( \mathcal{R}_{k_1}^s \mathcal{R}_{k_2}^s \frac{d \mathcal{R}_{k_3}^s}{d \tau} + \mathcal{R}_{k_1}^s \mathcal{R}_{k_3}^s \frac{d \mathcal{R}_{k_2}^s}{d \tau} + \mathcal{R}_{k_2}^s \mathcal{R}_{k_3}^s \frac{d \mathcal{R}_{k_1}^s}{d \tau} \right) \bigg|_{\tau = \tau_s},$$

(3.14)

and we have

$$\mathcal{F}_{\text{in}}(x_{1}, x_{2}, x_{3}) = \frac{e^{-i(x_1 + x_2 + x_3)}}{(x_{12}x_{23})^{3/2}} \left[ x_{2}^2 (x_{1}x_{2} - ix_{1} - ix_{2} - 1) + x_{1}^2 (x_{2}x_{3} - ix_{2} - ix_{3} - 1) \right.$$ \left. + x_{2}^2 (x_{1}x_{3} - ix_{1} - ix_{3} - 1) \right],$$

(3.15)

while the corresponding expression for $\mathcal{F}_{\text{end}}(x_{1}, x_{2}, x_{3})$ is more complicated and must be evaluated numerically for non-integers $\eta_{II}$.

Armed with these expressions, we are ready to compute the reduced bispectrum in eq. (3.2) and tackle the integral in eq. (3.7).

In figure 4 we show the bispectrum as function of the PBH mass. The results obtained in the context of the analytical model are shown in the left panel of figure 4. Notice that the ratio $\mathcal{S}_R = \delta^3_R / \sigma^2_R$ is proportional to the factor $A_s^{1/2} = H / \sqrt{8\pi^2} \epsilon_1$. On the left-side of the y-axis, we fix this value by means of the procedure outlined in the introduction of section 2 (see table 1 and related discussions). On the right-side y-axis, on the contrary, we indicate the size of the ratio $\mathcal{S}_R / A_s^{1/2}$ such that this quantity is not affected by the details of the fit of the power spectrum at large scales (where our analytical model is not accurate since $\epsilon_1$ is taken to be constant).

We find that $B_R^{(\text{in})}$ is negligible while $B_R^{(\text{end})}$ gives the dominant contribution compared to the local term $B_R^{(\text{red})}$. In the analytical model, the two contributions $B_R^{(\text{in})}$ and $B_R^{(\text{end})}$ come, respectively, from the two delta function transition in the time evolution of $\eta$

$$\frac{d \eta}{d \tau} = \eta_{II} \delta (\tau - \tau_{\text{in}}) + (-\eta_{II} + \eta_{III}) \delta (\tau - \tau_{\text{end}}).$$

(3.16)
Figure 4. Smoothed skewness in eq. (3.7) as function of the PBH mass computed for the model in which \( f_{\text{PBH}} = 1 \) in the gaussian approximation (see figure 3). The yellow line represents the sum of the three contributions in eq. (3.9). Separately, we also show the contribution from \( B_{\mathcal{R}}^{(\text{end})} \) and \( B_{\mathcal{R}}^{(\text{red})} \) (that is the local contribution); \( B_{\mathcal{R}}^{(\text{in})} \) gives a negligible contribution not shown in the plot. The right-side of the y-axis shows the value of \( S_\mathcal{R} \) in units of \((A_s)^{1/2}\) with \( A_s = H^2/8\pi^2\epsilon I \). On the left-side y-axis, \( A_s \) is fixed by the normalization chosen in figure 3. Right panel. Smoothed skewness in eq. (3.7) as function of the PBH mass computed for the numerical model in ref. [32]. In the numerical model, only the contribution \( B_{\mathcal{R}}^{(\text{red})} \) survives (solid yellow line).

Modeling the transition at \( \tau = \tau_{\text{end}} \) as a sharp step function can be misleading. This was already noticed in ref. [47] (even though in the context of non-attractor inflation models) and further analyzed in ref. [48]. The outcome of the analysis carried out in ref. [47] is that if one takes — in place of the sharp step function — a smooth transition at \( \tau_{\text{end}} \), the contribution \( B_{\mathcal{R}}^{(\text{end})} \) gets drastically reduced.

The evolution of \( \eta \) was already shown in figure 2 where it is indeed clear that the step-function approximation at \( \tau_{\text{end}} \) is the crude approximation of a smoother transition. When the smooth transition is implemented, we indeed find that \( B_{\mathcal{R}}^{(\text{end})} \) is completely negligible in the computation of the bispectrum. In short, this is because in the presence of a smooth transition \( B_{\mathcal{R}}^{(\text{end})} \) receives — instead of the instantaneous contribution of the delta function — two integrated contributions (respectively, before and after the transition at \( \tau_{\text{end}} \)) with opposite signs that almost cancel between each other (at the \( \% \) level). Let us give here just the idea of the proof (which is different compared to the one given in ref. [47]). Instead of the step-function approximation, we introduce the hyperbolic tangent parametrization

\[
\eta(N) = \frac{1}{2} \left[ -\eta_{\text{in}} + \eta_{\text{II}} \tanh \left( \frac{N - N_{\text{in}}}{\delta N} \right) \right] + \frac{1}{2} \left[ \eta_{\text{II}} + (\eta_{\text{II}} - \eta_{\text{in}}) \tanh \left( \frac{N - N_{\text{end}}}{\delta N} \right) \right],
\]

where the parameter \( \delta N \) controls the width of the two transitions at \( N_{\text{in}} \) and \( N_{\text{end}} \). This parametrization can be considered as a proxy for the actual numerical result (see figure 2). On the other hand, the limit \( \delta N \to 0 \) reproduces the step-function approximation. Notice that we also introduced an hyperbolic tangent to model the transition at \( N = N_{\text{in}} \), although not strictly needed for the validity of our considerations at \( N = N_{\text{end}} \). The hyperbolic tangent

\[
\eta_{\text{II}} = 5.74, \quad \eta_{\text{III}} = -0.75, \quad \Delta N = 1.79
\]
parametrization in eq. (3.17) is shown in the left panel of figure 5 for different values of $\delta N$. Consider the transition at $N = N_{\text{end}}$. In the cubic action $-\int d\tau d^3 x \, a^2 \epsilon \eta \, R^2 R'$ we now have to integrate over time instead of just picking up a delta function term at $N = N_{\text{end}}$. One ends up, as anticipated before, with the sum of two integrals (respectively, $I_{\text{left}}$ and $I_{\text{right}}$) covering the two regions indicated in the left panel of figure 5. For small $\delta N$, when the transition is very sharp, the two terms $I_{\text{left}}$ and $I_{\text{right}}$ have the same sign, and their sum reconstructs the large bispectrum found in eq. (3.12). For larger $\delta N$, $I_{\text{right}}$ flips sign and the cancellation occurs with increasing precision. In the right panel of figure 5 we show the quantity $(I_{\text{left}} + I_{\text{right}})/I_{\text{left}}$ as function of the width of the transition $\delta N$. For $\delta N \gtrsim 0.4$, the sum $I_{\text{left}} + I_{\text{right}}$ quickly gives a cancellation with the $\%$ accuracy.

In conclusion, we find that the analytical toy model in which the evolution of $\eta$ in the presence of USR is modeled by means of a step-function approximation is not best-suited for the computation of non-gaussianities since it misses the important cancellation that is at work when the transition between adjacent regions is implemented in a more physical way. For this reason, we switch from now on to the numerical model introduced in section 2. By direct computation, we confirm that $B_{\text{R}}^{(\text{end})}$ is negligible in the numerical model, where we verified the same cancellation discussed above for the hyperbolic tangent parametrization. This is because the evolution of $\eta$ in the numerical model can be indeed approximated very well by eq. (3.17) with width parameter $\delta N \simeq 0.44$ (for which the cancellation is optimal, see figure 5). As a final comment before proceeding our analysis, notice that the cancellation of $B_{\text{R}}^{(\text{end})}$ is not an exact mathematical identity but, as discussed before, its precision depends on the specific value of $\delta N$. In the numerical model introduced in section 2, the latter happens to be large enough that one can safely consider $B_{\text{R}}^{(\text{end})} \simeq 0$ when compared to $B_{\text{R}}^{(\text{red})}$. However, if one takes a model in which, say, $\delta N \simeq 0.3$ then our result shows that the cancellation works only at the $\sim 50\%$ level; this means that $B_{\text{R}}^{(\text{end})}$ gets reduced by, say, a factor of 2 but remains very sizable. Since the momentum structure of $B_{\text{R}}^{(\text{end})}$ is not of local type, in such a situation

Figure 5. Left panel. Hyperbolic tangent parametrization of $\eta$ in eq. (3.17) for different $\delta N$ (from darker to lighter red, $\delta N = 0.1 \div 0.5$ in steps of 0.1). The black line is the step-function limit $\delta N \to 0$. The two integrals $I_{\text{left}}$ and $I_{\text{right}}$ refer to the intervals $[N_{\text{end}} - 1.5, N_{\text{end}}]$ and $[N_{\text{end}}, N_{\text{end}} + 1.5]$, respectively. Right panel. Sum of the two integrals $I_{\text{left}} + I_{\text{right}}$ (normalized to $I_{\text{left}}$, and expressed in percentage) as function of $\delta N$. When the ratio $(I_{\text{left}} + I_{\text{right}})/I_{\text{left}}$ is above 100%, the two integrals $I_{\text{left}}$ and $I_{\text{right}}$ have the same sign and they sum constructively. Below this value, a cancellation occurs with increasing precision.
it would become interesting to include it. The relevant question becomes the following: is a model with $\delta N \simeq 0.3$ realistic? To answer this question, we can reverse-engineering the inflaton equation of motion and get

$$V(N) = V(N_{\text{ref}}) \exp \left\{ -2 \int_{N_{\text{ref}}}^{N} dN' \left[ \frac{\epsilon(3 - \eta)}{3 - \epsilon} \right] \right\},$$

(3.18)

$$\phi(N) = \phi(N_{\text{ref}}) \pm \int_{N_{\text{ref}}}^{N} dN' \sqrt{2 \epsilon},$$

(3.19)

as far as inflaton potential and field profile are concerned. These two equations are exact. We can now use the parametrization of $\eta$ given in eq. (3.17) and derive the time-evolution of $\epsilon$. Using $\eta \simeq -(1/2)d \log \epsilon/dN$, we find the following (cumbersome but analytical) expression

$$\epsilon(N) = \epsilon_I e^{-\eta_{\text{mI}}(N-N_{\text{ref}})} \left[ \cosh \left( \frac{N - N_{\text{end}}}{\delta N} \right) \cosh \left( \frac{N - N_{\text{mI}}}{\delta N} \right) \right]^{-\delta N \eta_{\text{mII}}/2} \left[ \cosh \left( \frac{N_{\text{ref}} - N_{\text{end}}}{\delta N} \right) \cosh \left( \frac{N_{\text{ref}} - N_{\text{mI}}}{\delta N} \right) \right]^{\delta N (\eta_{\text{mI}} - \eta_{\text{mII}})/2} \left[ \cosh \left( \frac{N_{\text{ref}} - N_{\text{end}}}{\delta N} \right) \sech \left( \frac{N_{\text{ref}} - N_{\text{mI}}}{\delta N} \right) \right]^{\delta N (-2 \eta_{\text{mI}} + \eta_{\text{mII}})/2},$$

(3.20)

where $\epsilon_I \ll 1$ is the value of $\epsilon$ at some reference $N_{\text{ref}}$ in region I. We now integrate eqs. (3.18), (3.19) and get the inflaton potential as function of $\phi$ for different $\delta N$. We show our result in figure 6. We find that the width of the transition region of $\eta$ is related to the deformation of the stationary inflection point of the potential. Small values $\delta N \to 0$ deepen the local minimum and lead to a situation in which the inflaton risks being trapped into it (thus preventing a graceful exit). This is clear as far as the limit $\delta N \to 0$ is concerned. One is tempted to conclude that the same result holds true when comparing the cases with $\delta N = 0.44$ and $\delta N = 0.3$. However, any intuition must be taken with a grain of salt since we know that small changes in the way one deforms the inflection point from its stationary configuration have a huge impact on the amplitude of the power spectrum (see discussion in ref. [32]). For this reason, we postpone a quantitative estimate of the relation between the power spectrum and $\delta N$ to the end of this section, and we move on with our discussion of non-gaussianities in the context of the numerical model in its benchmark configuration where $B_{R}^{(\text{end})}$ can be neglected.

The smoothed skewness in the context of the numerical model is shown in the right panel of figure 4. The contribution $B_{R}^{(\text{red})}$ survives also in the numerical model, and it is shown in yellow in the right panel of figure 4. In the numerical model, the contribution $B_{R}^{(\text{red})}$ is evaluated at some later time after the end of the USR phase when the relevant modes cease evolving (that is region III in the analytical model). We indicate with $\eta_0$ (which is de facto equivalent to $\eta_{\text{mII}}$) the (negative) value of $\eta$ at this transition time. Since $\eta_0$ enters as an overall multiplicative factor in the computation of the local contribution of the bispectrum (the dominant one, as explained above), in the right panel of figure 4 we plot the smoothed skewness in units of $-\eta_0$, that is $S_R/(-\eta_0)$. As far as this contribution is concerned, the numerical model gives a result that is in good agreement with the analytical model (despite the poor description of the latter at large scales).
In conclusion, we find that the presence of USR leaves a sizable imprint on the bispectrum of comoving curvature perturbations (and, consequently, on the density contrast) at the typical scales which are relevant for PBH formation. Non-gaussianities are predominantly of local type, meaning that the bispectrum of comoving curvature perturbations in Fourier space has the form (see eq. (3.13))

$$B_{\text{loc}}^R(k_1, k_2, k_3) = (6f_{NL}/5)[\Delta R(k_1)\Delta R(k_2) + \Delta R(k_1)\Delta R(k_3) + \Delta R(k_2)\Delta R(k_3)].$$

(3.21)

We introduced the amplitude parameter $f_{\text{NL}}$ with its historical normalization that became conventional, which for the class of models that we are studying reads $f_{\text{NL}} = -5/6\eta_0$.

The presence of USR dynamics is crucial to generate potentially sizable non-gaussianities. Conceptually, the reason is the following. The modes that contribute to the formation of the peak in the power spectrum of comoving curvature perturbations are those that are (in modulus) enhanced (or suppressed, as far as the modes that contribute to the dip of the power spectrum are concerned) by the negative friction phase that takes place during USR. These modes cease evolving only after the end of USR, a handful of $e$-folds before the end of inflation. During this last part of the inflationary dynamics, the Hubble parameter $\eta$ takes $O(1)$ negative values which are needed to connect the end of the USR phase with the end of inflation. In fact the inflaton almost stops on the top of the local maximum that forms when an approximate stationary inflection point is present in the potential, and accelerates afterwards to reach the subsequent absolute minimum where inflation ends. Since we are forced by the presence of the USR dynamics to evaluate correlators for comoving scales $k \gtrsim 10^{12}\text{Mpc}^{-1}$ in a region where $|\eta| \sim O(1)$, the usual slow-roll suppression which affects non-gaussianities at CMB scales is not at work anymore, thus opening the possibility of having potentially large effects.

---

Figure 6. Solution of eqs. (3.18), (3.19) with $\eta$-evolution given in eq. (3.17) and $\epsilon$-evolution given in eq. (3.20) for different $\delta N$ with $\phi_{\text{ref}} \equiv \phi(N_{\text{ref}})$.

---

6Locality here is just the statement that if the curvature is evaluated at some point $\vec{x}$ then the non-gaussianity is localized at same position. To be clear, a non-local type of non-gaussianity takes the form $R(\vec{x}) = R(\vec{0}) + \int d^3\vec{y}d^3\vec{z}K(\vec{x}; \vec{y}, \vec{z})[R(\vec{y})R(\vec{z}) - \langle R(\vec{y})R(\vec{z}) \rangle]$ with the local case corresponding to the kernel $K(\vec{x}; \vec{y}, \vec{z}) = 3f_{\text{NL}}/5\delta^{(3)}(\vec{y} - \vec{x})\delta^{(3)}(\vec{z} - \vec{x})$. 
Let us now close this section with a final comment related to the cancellation of $B_{R}^{\text{end}}$. Consider the scalar potential in eq. (2.14) that we write in the Einstein frame in the form

$$V(\phi) = \frac{\lambda \phi^4}{4(1 + \xi \phi^2)^2} \left[ 3 + \xi^2 \phi_0^4 - 8(1 + c_3) \frac{\phi_0}{\phi} + 2(1 + c_2)(3 + \xi \phi_0^2) \frac{\phi_0^2}{\phi^2} \right],$$

where $\phi_0 = 1$ indicates the position of the inflection point and $c_{2,3}$ describe deformations from its stationary configurations (that corresponds to $c_{2,3} = 0$). Changing the value of the non-minimal coupling (gray region in the plot above) keeping $c_{2,3} \neq 0$ fixed does not alter the shape of the potential around the inflection point. This means that all these solutions will be described by a similar value of $\delta N$. However, we find that a % variation of $\xi$ changes the peak of the power spectrum by many orders of magnitude. The smaller $\xi$ the lower $P_R(\mathbf{k}_{\text{peak}})$. In practice, in the context of the numerical model, the peak of the power spectrum is controlled by the size of the non-minimal coupling $\xi$. A small tuning of $\xi$ leaves $\delta N$ almost unchanged but allows to select the desired value of $P_R(\mathbf{k}_{\text{peak}})$. We will see this explicitly in section 5.

On the other hand, it is clear that changing the values of $c_{2,3}$ directly alters, by construction, the shape of the approximate stationary inflection point (red curves in the plot above, see ref. [32]). For instance, we found good inflationary solutions (that is solutions of the inflaton equation of motion in which the inflaton successfully overcomes the inflection point and reaches the absolute minimum at the origin) with $\delta N \approx 0.38$. According to the right panel of figure 5, this is enough to get a cancellation that works only at the 10% level. In such a case, neglecting $B_{R}^{\text{end}}$ is not justifiable. Of course, more work is needed to validate these solutions against CMB data and bound from Hawking evaporation (in particular, all solutions found with $\delta N \approx 0.38$ tend to generate PBHs that are too light to be dark matter).

The point that we want to make here is that the condition $B_{R}^{\text{end}} \approx 0$ is not guaranteed but one should always confront the $\eta$-evolution of a particular solution with our result in the right panel of our figure 5 before drawing any conclusion about the size of non-gaussianities generated by the transition at $N = N_{\text{end}}$. The recipe to follow is simple. Compute the time-evolution of $\eta$ by solving the inflaton equation of motion and compare it with eq. (3.17) to extract the value of $\delta N$ that best suits the shape of the transition at $N = N_{\text{end}}$. From the right panel of figure 5, one then reads the accuracy of the cancellation.

In the rest of this work we will focus on cases with $B_{R}^{\text{end}} \approx 0$.

---

\textsuperscript{7}Notice that here $\phi$ is not canonically normalized but this fact does not alter the validity of the qualitative argument below. See ref. [32] for details. We also neglect here for simplicity the presence of higher-dimensional operators.
The trispectrum and the kurtosis

The four-point correlation function in momentum space has the structure
\[
\langle R_{k_1} R_{k_2} R_{k_3} R_{k_4} \rangle = \left[ (2\pi)^6 \delta^{(3)}(\vec{k}_1 + \vec{k}_2) \delta^{(3)}(\vec{k}_3 + \vec{k}_4) \Delta_R(k_1) \Delta_R(k_3) + \text{two permutations} \right] +
\]
\[
(2\pi)^3 \delta^{(3)}(\vec{k}_1 + \vec{k}_2 + \vec{k}_3 + \vec{k}_4) T_R(k_1, k_2, k_3, k_4, k_{12}, k_{14})
\]
\[
(4.1)
\]

The trispectrum \(T_R\) depends on the six scalars specifying the quadrilateral formed by the wave-vectors, as illustrated in the schematic picture above where the two dashed lines correspond to \(k_{12} = |\vec{k}_1 - \vec{k}_2|\) and \(k_{14} = |\vec{k}_1 - \vec{k}_4|\). Notice that in the computation of \(\langle R_{k_1} R_{k_2} R_{k_3} R_{k_4} \rangle\) we need to isolate the connected part since the disconnected part is already present at the gaussian level, see eq. (2.4). In analogy with the reduced bispectrum introduced in eq. (3.2), it is useful to define the reduced trispectrum \(T_R\) which is given by
\[
T_R(k_1, k_2, k_3, k_4, k_{12}, k_{14}) = T_R \left\{ \Delta_R(k_1) \Delta_R(k_2) \left[ \Delta_R(|\vec{k}_1 + \vec{k}_4|) + \Delta_R(|\vec{k}_1 + \vec{k}_3|) \right] + 11 \text{ permutations} \right\}.
\]
\[
(4.2)
\]

As done in the previous section, we define the smoothed kurtosis as
\[
\mathcal{K}_R = \frac{1}{(\sigma_R^2)^2} \int \prod_{i=1}^4 \frac{d^3 \vec{k}_i}{(2\pi)^3} W(k_i R) \frac{16(1 + \omega)^2}{(5 + 3\omega)^2} \left( \frac{k_i}{aH} \right)^2 \langle R_{k_1} R_{k_2} R_{k_3} R_{k_4} \rangle.
\]
\[
(4.3)
\]

The exact computation of \(\mathcal{K}_R\) is beyond the scope of this paper. However, an important remark is in order. When non-gaussianities are of local type, they generate — in addition to the bispectrum of the form defined by eq. (3.21) and obtained in eq. (3.13) as a consequence of our explicit computation — also a contribution to the reduced trispectrum in eq. (4.2). For the sake of simplicity, we ignore in the following the smoothing procedure and the relation between density contrast and curvature perturbations, and we just consider the curvature perturbation \(R\). It is a simple exercise to show that if we take \(R = R_\varphi + (3 f_{\text{NL}}/5) (R_\varphi^2 - \langle R_\varphi^2 \rangle)\) we find a trispectrum of the form given in eq. (4.2) with \(T_R = 18 f_{\text{NL}}^3 / 25\) [49, 50]. This can be understood in the context of the \(\text{in-in}\) formalism as shown in appendix A.2 (see derivation of eq. (A.37)).

We do not attempt here to compute \(\mathcal{K}_R\) carefully but we just limit the discussion to the simple (and well-known) observation that a non-zero local-type bispectrum of order \(O(f_{\text{NL}})\) also implies a non-zero contribution to the reduced trispectrum of order \(O(f_{\text{NL}}^3)\). Statistically speaking, this means that we expect a non-zero fourth-order cumulant related to the third-order one. This comment actually applies also to higher-order cumulants as well.

Of course, we stress again that in addition to this \(O(f_{\text{NL}}^3)\) contribution other terms are expected which are generated, for instance, by a pure quartic interaction. In the following,
we shall work under the assumption that all these additional terms are negligible, and that the dominant contribution to the four-point correlator is the one generated by local cubic interactions.

5 On the PBH abundance in the presence of non-gaussianities: the local case

We are now in the position, using eq. (2.16), to analyze the impact of non-gaussianities for the PBH abundance. To make our discussion more clear, let us start by considering the PDF for the fractional overdensity \( \delta \) whose integral above the threshold gives the mass fraction \( \beta \) (see eq. (2.8)). We indicate with \( P_{NG}(\delta) \) the generic non-gaussian PDF, and with \( P_G(\delta) \) the PDF in the gaussian approximation. As anticipated, eq. (2.16) follows from the Gram-Charlier series of the PDF

\[
P_{NG}(\delta) = P_G(\delta) \sum_{n=0}^{\infty} \frac{1}{n!} C_R^{(n)}(0,0,...,0) H_n \left( \frac{\nu}{\sqrt{2}} \right),
\]

(5.1)

with \( \nu \equiv \delta/\sigma \) and where we introduced the \( n \)-th complete exponential Bell polynomial

\[
B_n(x_1, ..., x_n) = \sum_{k=1}^{n} B_{n,k}(x_1, ..., x_{n-k+1}),
\]

(5.2)

with \( B_{n,k} \) the partial exponential Bell polynomials. \( C_R^{(n)} \) is the \( n \)-th cumulant defined in eq. (3.8). In eq. (5.1), we carried out explicitly the expansion up to the sixth order to show that, from this order on, the coefficient of the \( n \)-th term is not just given by \( C_R^{(n)} \). This is a well-known result in the theory of statistics [51, 52]. Without entering to deep into the mathematical detail, eq. (5.1) can be thought as a Taylor expansion of \( P_{NG}(\delta) \) around a reference PDF, taken to be the gaussian distribution \( P_G(\delta) \). For completeness, if we integrate eq. (5.1) to compute \( \beta_{NG} = \gamma \int_{\delta_{th}}^{\infty} d\delta P_{NG}(\delta) \) and use the property

\[
\frac{1}{\sqrt{2\pi}\sigma^2} \int_{\delta_{th}}^{\infty} d\delta e^{-\frac{\delta^2}{2\sigma^2}} H_n \left( \frac{\delta}{\sqrt{2}\sigma} \right) = \frac{1}{\sqrt{\pi}} e^{-\delta_{th}^2/2\sigma^2} H_{n-1} \left( \frac{\delta_{th}}{\sqrt{2}\sigma} \right),
\]

(5.4)

we find precisely eq. (2.16). From this simple discussion, we therefore learn that eq. (2.16) follows from a series expansion around the gaussian PDF.

In principle, all the cumulants are needed to compute the PBH abundance with eq. (2.16). However, to examine the relevance of non-gaussianities, we first start focusing only on the third order cumulant \( C_R^{(3)} \), which we computed in section 3 (see figure 4),

\[
\frac{d^n}{dx^n} e^{-x^2/2\sigma^2} = \frac{(-1)^n}{2^n n! \sigma^ne^{-x^2/2\sigma^2}} H_n \left( \frac{x}{\sqrt{2}\sigma} \right),
\]

(5.3)

so that the reader can immediately recognize in eq. (5.1) a derivative expansion.
and set the remaining ones to zero. A complete calculation is performed later in this section.

We show our results in the left panel of figure 7. The analysis is performed in the context of the numerical model, and we focus on the PBH mass corresponding to the peak of the mass distribution (i.e. the most abundant PBHs). The dotted line (labelled \( \gamma_C \)) shows the PBH abundance computed integrating eq. (5.1) above the threshold as a function of the power spectrum of curvature perturbations at the peak position. Let us stress again that in eq. (5.1) \( C_R^{(3)} \) does not enter only at third order in the expansion, but also affects higher ones. For definiteness, we include terms up to \( n = 15 \) in eq. (5.1). This means that \( C_R^{(3)} \) enters at \( n = 3, 6, 9, 12, 15 \). We do not attempt here to include more terms and test the convergence of eq. (5.1) since, as we shall discuss in a moment, we will eventually adopt a different approach for the computation of the abundance (see [31] for a critical discussion on the truncation of the Gram-Charlier serie). On the top x-axis we also show the relative change of the non-minimal coupling (with respect to the value \( \xi_{PBH} = 1 \) that gives the totality of dark matter in PBHs for the gaussian model) that is needed to modify the peak of the power spectrum according to the corresponding point on the bottom x-axis. The dashed black line corresponds instead to the gaussian approximation in eq. (2.8). Two main messages can be extracted from this plot. Non-gaussianities are relevant, and modify the abundance computed with gaussian statistics by several orders of magnitude. On the other hand, the abundance is very sensitive to the amplitude of the power spectrum, and it is enough to change the latter quantity by a small amount to obtain the same abundance predicted by the gaussian approximation.

As mentioned above, this calculation is incomplete, because it misses the contributions from higher orders in the expansion and from the cumulants \( C_R^{(n)} \) with \( n > 3 \) (which are non-zero because, as discussed in section 4 for the specific case of the fourth-order cumulant, they at least receive a non-zero “induced” contribution from the local three-point function). Baring cancellations among the different contributions, one would expect that, at qualitative level, the results presented above would still hold, once all the other terms are included. In other words, the purpose of the estimate performed above is to highlight the relevance of non-gaussianities for the PBHs abundance. On the other hand, for a proper calculation one could in principle use eq. (2.16), and compute all the cumulants needed to reach the convergence of the serie at the desired accuracy. However, exploiting the results of section 3, we follow a simpler strategy, which will also allow us to take into account the non-gaussianities arising from the non-linear relation between curvature and density perturbations. The idea is the following. In section 3 we have shown that the three-point correlator in the presence of USR generates non-gaussianities that are predominantly of local type, since they give a bispectrum of the form given in eq. (3.21). This means that we can write in position space

\[
\mathcal{R} = \mathcal{R}_G + \frac{3f_{NL}}{5} \left( \mathcal{R}_G^2 - \langle \mathcal{R}_G^2 \rangle \right),
\]

where \( \mathcal{R}_G \) is gaussian and the term \( \langle \mathcal{R}_G^2 \rangle \) is added to ensure that \( \langle \mathcal{R} \rangle = 0 \). The statistical properties of the non-gaussian variable \( \mathcal{R} \) are therefore completely specified in terms of those of the gaussian variable \( \mathcal{R}_G \) and the parameter \( f_{NL} \), which controls the amount of primordial non-gaussianities. As explained in section 2, in threshold statistics the abundance of PBHs is obtained computing the probability that the density perturbation exceeds the threshold value \( \delta_{th} \). Here, the strategy is to relate the density perturbation to the comoving curvature

\[\delta_{th} \to \delta_{th}^f \quad \text{in the limit of small \( f_{NL} \).} \]
perturbation $\mathcal{R}$ and its spatial derivatives $\partial_i \mathcal{R}$ and $\Delta \mathcal{R}$, where $\partial_i$ denotes the derivative with respect to the spatial direction $i$. Using eq. (5.5), these non-gaussian variables can be expressed in terms of the analogous ones for the gaussian variable $\mathcal{R}_G$, whose statistical properties are known. In practice, exploiting the relation in eq. (5.5), we bypass the need of computing all the cumulants in eq. (2.16).

To see explicitly how this procedure can be implemented, let us first define the following quantity:

$$\sigma_j^2 = \int \frac{dk}{k} k W(kR)^2 P_R(k) k^{2j}, \quad \gamma = \frac{\sigma_1^2}{\sigma_0 \sigma_2}. \quad (5.6)$$

For ease of notation, we also define the following gaussian variables:

$$\nu = \frac{\mathcal{R}_G}{\sigma_0}, \quad \eta_i = \partial_i \mathcal{R}_G, \quad x = -\frac{\Delta \mathcal{R}_G}{\sigma_2}, \quad (5.7)$$

The joint PDF of the gaussian variables $\nu$, $\vec{\eta}$ and $x$ is [26]:

$$P(\nu, \vec{\eta}, x) d^3 \nu d^3 \vec{\eta} dx = A e^{-Q d\nu d^3 \vec{\eta} dx}, \quad \text{with} \quad Q = \frac{\nu^2}{2} + \frac{(x-x_*)^2}{2(1-\gamma^2)} + \frac{3 \vec{\eta} \cdot \vec{\eta}}{2\sigma_1^2}, \quad (5.8)$$

and

$$A = \frac{6\sqrt{3}}{8\pi^{5/2} \sqrt{2(1-\gamma^2)} \sigma_1^2}, \quad x_* = \gamma \nu. \quad (5.9)$$

To proceed, we should relate the comoving curvature perturbation with the density perturbation. As anticipated, this map is non-linear, and therefore it hides some unavoidable non-gaussianities. The full relation can be written in the form [53]

$$\delta(x, t) = -\frac{4(1+\omega)}{5+3\omega} \left( \frac{1}{aH} \right)^2 e^{-5\mathcal{R}(\vec{x})/2} \Delta e^{\mathcal{R}(\vec{x})/2}$$

$$= -\frac{2(1+\omega)}{5+3\omega} \left( \frac{1}{aH} \right)^2 \left[ \Delta \mathcal{R}(\vec{x}) + \frac{1}{2} \partial_i \mathcal{R}(\vec{x}) \partial_i \mathcal{R}(\vec{x}) \right], \quad (5.10)$$

We have two sources of non-linearities (and thus non-gaussianities) that come from $i$ terms of order higher than two in the expansion of the exponential and $ii)$ the quadratic term in the square brackets. Notice that eq. (5.10) is written in comoving gauge (defined by requiring both comoving slicing and comoving threading) whose choice seems appropriate since often used to perform simulations that describe the formation of PBHs in the context of numerical relativity. Furthermore, eq. (5.10) is not exact but includes terms up to the second order in the so-called spatial gradient expansion [53]. Notice that in eq. (5.10) $\mathcal{R}$ denotes the non-gaussian comoving curvature perturbation. Using eq. (5.5) one can recast the expression above in terms of the gaussian variables $\nu$, $\vec{\eta}$, $x$ in eq. (5.7). Then, solving for the variable $x$ one finds:

$$x_\delta(\delta, \nu, \vec{\eta}) = \frac{9(aH)^2 e^{2\sigma_0 |\nu+(\nu^2-1)\sigma_0\nu|} \delta + (2 + 8\alpha + 8\nu\alpha \sigma_0 + 8\nu^2 \alpha^2 \sigma_0^2) \vec{\eta} \cdot \vec{\eta}}{4(1+2\nu \alpha \sigma_0) \sigma_2}. \quad (5.11)$$

Above we have defined $\alpha = 3f_{NL}/5$ and taken $w = 1/3$, corresponding to the radiation domination era.
Finally, the fraction of the Universe collapsing into PBHs is obtained integrating the joint PDF in eq. (5.8) rewritten in terms of $\nu$, $\vec{\eta}$ and $\delta$, and imposing that density perturbation is above the threshold $\delta_{th}$:

$$\beta_{NG} = \gamma \int_{\delta_{th}}^{\infty} d\delta \int d^3\eta \int_{-\infty}^{\infty} d\nu J \mathcal{P}(\nu, \vec{\eta}, x_{\delta}),$$

(5.12)

where $J$ is the Jacobian of the transformation in eq. (5.11):

$$J = \left| \frac{9(aH)^2 e^{2\sigma_0 [\nu + (\nu^2 - 1)\sigma_0 \alpha]} \sigma_2}{4(1 + 2\nu \alpha \sigma_0 \sigma_2)} \right|,$$

(5.13)

Eq. (5.12) generalizes the gaussian expression in eq. (2.8) including the effect of primordial non-gaussianities of local type, and of non-gaussianities induced by the non-linear relation in eq. (5.10). For the latter source of non-gaussianities, an analogous expression has been obtained in [15]. One can check that in the limit of $f_{NL} \to 0$ and using eq. (5.10) at linear order in $R$, eq. (5.12) reduces to eq. (2.8).

We are now in position to quantify the impact of the non-gaussianities on the PBH abundance. We show in the left panel of figure 7 our results for $\beta(M_{PBH})$ as a function of the power spectrum at peak position for both the gaussian and non-gaussian cases. As before, we consider the numerical model, for which $\eta_0 \simeq -0.75$ and therefore $f_{NL} = -5/6 \eta_0 \simeq 0.625$. To isolate the effect of primordial local non-gaussianities, we first perform the calculation employing the linear relation among density and the comoving curvature perturbations, eq. (2.6). The result is shown with a red line in figure 7. Local non-gaussianities (with positive $f_{NL}$) tend to enhance the abundance of PBHs, and their effect can be reabsorbed by decreasing the amplitude of the power spectrum by a factor $2 \div 3$. This can be achieved at the prize of a small re-tuning of the parameter that controls the height of the peak of the power spectrum. In the case discussed in this paper, such parameter is the non-minimal coupling to gravity, and the re-tuning that one needs to gauge away the effect of non-gaussianities is of $\sim O(10^{-5})$.

We notice that using the Gram-Charlier series with the only inclusion of the third order cumulant $C_R^{(3)}$ and few terms in the expansion, leads to an increase of the PBH abundance and therefore, at the qualitative level, it captures the main effect of primordial non-gaussianities (in the limit in which non-linearities are neglected). However, we reiterate that some care is needed in the truncation of the serie, and a sufficient number of terms should be included in order to obtain a good convergence. We do not discuss further the Gram-Charlier series, and we focus on the approach that led to eq. (5.12). A critical discussion about the validity of the approach based on the Gram-Charlier series can be found in ref. [31].

Then, we introduce in the calculation also the non-linearities among density and comoving curvature perturbations. Using eq. (5.12) we obtain the green line in figure 7. We find that their effect is opposite to the one of primordial local non-gaussianities, making the formation of PBHs harder, in agreement with what found in [15] (but differently from this reference we also include primordial non-gaussianities). The reason for that can be read from eq. (5.11): non-linearities tends to increase the threshold $x_{\delta}$ relevant for PBH formation. From figure 7 one can see that, once again, the effect of non-gaussianities on the abundance can be reabsorbed by rescaling (in this case decreasing) the height of the power spectrum by a modest amount.

One could wonder how these results change for different values of $\eta_0$. To address this question, we show in the right panel of figure 7, as a function of $-\eta_0$, the rescaling factor...
Figure 7. Left panel: PBH abundance as a function of the power spectrum of curvature perturbations at peak position. The dashed black line is for the gaussian approximation, eq. (2.8). The dotted black line refers to the abundance computed integrating the Gram-Charlier series in eq. (5.1), see text for details. The red line takes into account the effect of primordial non-gaussianities, and the green line further includes the non-linearities between density and curvature perturbations. Right panel: rescaling factor of the power spectrum needed, in presence of non-gaussianities, in order to get the same PBH abundance predicted by the gaussian approximation. This quantity is shown as a function of $-\eta_0$, the parameter controlling the amount of local non-gaussianities. The color code of the lines is the same as in the left panel. The calculations in both panels are for the numerical model used in section 3.

of the amplitude of power spectrum needed to get the same PBH abundance predicted by the gaussian approximation. For comparison, let us mention that the models of single field inflation with an USR phase in refs. [32, 54, 55], which are designed to obtained a sizable PBH abundance, predict $-\eta_0 \simeq 0.48 - 1.22$ (see also [56] for a survey of different models in the literature). Our results show that non-gaussianities do not play a dramatic role for the computation of the abundance in this class of models, meaning that their effect can be compensated by a small tuning of the model parameters.

Before concluding we shall mention a couple of additional ingredients that are relevant to quantify the impact of non-gaussianities. In our analysis we focused on how non-gaussianities, primordial or from the non-linear relation, change the statistics of the density field. However, they also modify the threshold $\delta_{\text{th}}$. This is because $\delta_{\text{th}}$ depends on the shape of the density perturbation, which is affected by the presence of non-gaussianities. These modifications has been studied in the literature following different approaches, focusing on the effect of non-linearities [14, 16, 17, 21, 22], or including also primordial non-gaussianities [19] (for the latter case the power spectrum was assumed to be a Dirac-delta distribution; our power spectrum is significantly different). A complete investigation of the role of non-gaussianities should include also these effects. We leave it for future work.

Finally, quantum fluctuations of the inflaton field can alter the classical trajectory, modifying therefore the inflationary dynamics. This effect, which can be accounted for in
the framework of stochastic inflation [57], introduces non-gaussianities in the PDF of the comoving curvature perturbations, which can substantially alter the prediction for the PBHs abundance. Investigation of these quantum effects for the PBHs phenomenology is underway in the literature, see e.g. [33, 58–66].

6 Summary and conclusions

Let us conclude with a brief summary of the main novelties and results of our work. We have focused on the study of non-gaussianities which are generated by the presence of USR dynamics during inflation. The latter occur when the Hubble parameter $\eta$ takes values $> 3/2$.

An USR phase is crucial for the production of a sizable number of PBHs, and previous studies often limited the computation of their abundance to the gaussian approximation.

We have computed the bispectrum of the comoving curvature perturbations $R$ in the context of the $in-in$ formalism. From the operators appearing in the cubic action of $R$ we have isolated two dominant terms. The contribution from one of those drastically depends on the transition between the USR phase and the conventional slow-roll phase. We have shown that unless this transition is very sharp, a cancellation occurs in the calculation, dramatically reducing the imprint of this operator on the bispectrum.

We have then offered a procedure, based on a simple analysis of the time evolution of $\eta$, to estimate how sharp the transition should be in order for this cancellation to apply. Our results extend the findings of ref. [47], which focused on a scenario of non-attractor inflation where the USR phase, taken with $\eta = 3$, is connected to a phase with negligible $\eta$. On the contrary, in the context of models for PBHs production, the USR phase (generically with $\eta \neq 3$) is followed by a phase where $\eta$ is negative and $O(1)$. This is a generic property in the presence of USR, required to connect the end of the latter with the end of inflation.

We have found that the remaining contributions to the bispectrum generate non-gaussianities predominantly of the local type, with

$$f_{NL} = 5/6 (-\eta_0),$$

where $\eta_0$ is the value of the parameter $\eta$ after the end of the USR phase. We worked out the details of our analysis both semi-analytically and numerically, in the context of the model introduced in eqs. (2.13), (2.14), in which the inflaton field is a real scalar singlet equipped with a generic polynomial potential and non-minimally coupled to gravity in the Jordan frame. For this class of models, we extend the results presented in [56]. Recently it has been claimed that at the end of an USR phase non-gaussianities are slow-roll suppressed and thus negligible [67]. However, as we have shown with an explicit example, this is not necessarily true. On the contrary, in the class of models that we have studied, and which are motivated by the PBHs production, $\eta_0$ is generically negative and $O(1)$.

Then, using the formalism of threshold statistics, we have investigated the impact of non-gaussianities found here on the PBH abundance. To evaluate their relevance, or in other words the validity of the gaussian approximation, we have considered eq. (2.16), which allows to compute the PBH abundance once the cumulants of non-gaussian distribution are known. Focusing only on the first non-gaussian correction, i.e. the third-order cumulant $\zeta^{(3)}_R$, we have found that primordial non-gaussianities sizeably modify the estimation of the PBH abundance based on gaussian statistics. Qualitatively, the same conclusion has been obtained in [46, 56], where an approximation of eq. (2.16) was adopted to quantify the impact of non-gaussianities. A quantitative comparison with these analysis and the approximations adopted
there will be presented in [31]. Then, we have taken a step forward and we have shown how to compute the PBH abundance in presence of local non-gaussianities, extending the gaussian threshold statistics in eq. (2.8). This leads to eq. (5.12). In our calculations we have kept into account the non-linear relation between the density and curvature perturbations, which introduces another source of non-gaussianities in the addition to the primordial ones. A similar formalism has been presented in [15], but focused only to the study of non-linearities. Using eq. (5.12), we have found that the impact of non-gaussianities can be reabsorbed by a change of the amplitude of the power spectrum of curvature perturbations of a factor $2 \div 3$ at most. Namely, after such shift one recovers the same PBH abundance obtained with the gaussian approximation. For the inflationary model that we have analyzed, this modification is achieved by a minor (below the $\%$ level) tuning of one parameter (the non-minimal coupling to gravity).

Finally, let us stress that these results do not necessarily imply that non-gaussianities are irrelevant for the phenomenology of PBHs. A notable example of the contrary are the primordial gravitational wave induced by scalar curvature perturbations. This signal is an important route to test PBHs with future gravitational-wave interferometers. The energy density of the gravitational waves scales quadratically with the amplitude of the power spectrum of curvature perturbations, and therefore there exists a correlation between the PBH abundance and the gravitational wave signal. One shall be interested in scenarios where PBHs account for all the dark matter, or such that their abundance is in agreement with observational constraints in the relevant mass range. The gravitational signal would then be a prediction, whose theoretical uncertainty is tied to the ones involved in the calculations of the PBHs abundance. The effects discussed here are therefore relevant in this context. The interplay between gravitational signal and PBH abundance will be studied in a future work.
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**A Three-point correlators in the in-in formalism**

**A.1 Computation of the three-point correlator $\langle R_{k_1}R_{k_2}R_{k_3} \rangle$**

In this appendix we sketch the derivation of eqs. (3.10), (3.12), (3.13). Even though the formalism used is quite standard, we shall explain in detail our analysis in order to better highlight the difference between our result and the existing literature.

The obtain the power spectrum of the comoving curvature perturbation, computed in section 2, one has to solve the equation of motion obtained from the second-order action for the comoving curvature perturbation.

This is not enough for the computation of non-gaussianities (equivalently, for the computation of higher-order correlators) since the latter can be thought as an imprint left by interactions. More in detail, we can split the full Hamiltonian in three parts $\mathcal{H}_{\text{full}} = \mathcal{H}_{\text{cl}} + \mathcal{H} + \mathcal{H}_{\text{int}}$, where $\mathcal{H}_{\text{cl}}$ is the background Hamiltonian constructed with the classical background field, $\mathcal{H}$
where the subscript \( f \) denotes interaction picture operators, and the interaction Hamiltonian \( \hat{H}_{\text{int}} \) is also constructed with the interaction picture operators. The \( i\epsilon \) prescription (where \( \epsilon \), not to be confused with the Hubble parameter, is a small real positive number) is introduced in order to regularize the time integral in the early time limit. This prescription assures that the integrand vanishes at early times, and hence the integral remains finite. At this stage, it is important to keep in mind that the vacuum expectation value on the left-hand side is evaluated on the interaction-picture vacuum while the right-hand side is evaluated on the vacuum of the free theory. The interaction Hamiltonian \( \hat{H}_{\text{int}} \) evolves the vacuum of the free theory to the interaction vacuum at the time \( \tau \) at which we evaluate the three-point function.

Eq. (A.3) makes clear that non-gaussianities, encoded in three- and higher-point correlators, are a manifestation of interactions. Notice also that eq. (A.3) is valid at the first order in \( S \). We remark that our goal is to compute, using eq. (A.3), the three-point correlator at some late time \( \tau \) close to the end of inflation when we can safely take the super-horizon curvature perturbations as constants.

The cubic action, in terms of the cosmic time, is given by \( S_3 = \int d\tau d^3\vec{x} L_3 \), with [4]

\[
\mathcal{L}_3 = a^3 \epsilon^2 \mathcal{R} \dot{\mathcal{R}}^2 + a \epsilon^2 \mathcal{R} (\partial \mathcal{R})^2 - 2a \epsilon \dot{\mathcal{R}} (\partial \mathcal{R})(\partial \chi) + \frac{a^3 \epsilon^2}{2} \mathcal{R}^2 \dot{\mathcal{R}}
\]

\[
+ \frac{\epsilon}{2a} (\partial \mathcal{R})(\partial \chi) \partial^2 \chi + \frac{\epsilon}{4a} (\partial^2 \mathcal{R})(\partial \chi)^2 + 2 f(\mathcal{R}) \frac{\delta S_2}{\delta \mathcal{R}} , \quad (A.4)
\]

\[
f(\mathcal{R}) = \frac{\epsilon_2}{4} \mathcal{R}^2 + \frac{1}{4} \mathcal{R} \dot{\mathcal{R}} + \text{terms quadratic in } \mathcal{R} \text{ with spatial derivatives acting on } \mathcal{R} , \quad (A.5)
\]

where \( \epsilon_2 = \epsilon/H\epsilon = 2\epsilon - 2\eta \), \( \partial^2 \chi = a^2 \epsilon \dot{\mathcal{R}} \) and \( \delta S_2/\delta \mathcal{R} \) the variation of the quadratic action with respect to the perturbation. Notice that the cubic action \( S_3 \) is exact for arbitrary \( \epsilon \) and \( \eta \). As shown in ref. [4], the last term in eq. (A.4) can be absorbed by the field redefinition \( \mathcal{R} \to \mathcal{R}_n + f(\mathcal{R}_n) \) so that, after this redefinition, the interaction Hamiltonian in conformal

\[\text{For the sake of clarity, and to connect with section 3, let us be clear with our notation. In the following we use}\]

\[
\hat{R}_I(\tau, \vec{k}) = \int \frac{d^3\vec{k}'}{(2\pi)^3} \hat{R}_I(\tau, \vec{k}') e^{i\vec{k}' \cdot \vec{x}} , \quad \hat{R}_I(\tau, \vec{k}) = R_k(\tau) a_{\vec{k}}(\tau) + R^*_{k}(\tau) a_{\vec{k}}(\tau) . \quad (A.1)
\]

The subscript \( \tau \) is used here to distinguish between the left- and right-hand side of eq. (A.3). Furthermore, we have the contraction

\[
\langle 0 | \hat{R}_I(\tau_1, \vec{k}_1) \hat{R}_I(\tau_2, \vec{k}_2) | 0 \rangle = (2\pi)^3 \delta^{(3)}(\vec{k}_1 + \vec{k}_2) R_{k_1}(\tau_1) R_{k_2}(\tau_2) . \quad (A.2)
\]
time $\tau$ is
\begin{align}
\mathcal{H}_{\text{int}}(\tau) &= - \int d^3\vec{x} \left[ a e^2 \mathcal{R}_n (\mathcal{R}'_n)^2 + a e^2 \mathcal{R}_n (\partial \mathcal{R}_n)^2 - 2 e \mathcal{R}'_n (\partial \mathcal{R}_n) (\partial \mathcal{R}_n) + \frac{a e^2}{2} \mathcal{R}_n^2 \mathcal{R}'_n \\
&\quad + \frac{e}{2a} (\partial \mathcal{R}_n) (\partial \mathcal{R}_n) (\partial^2 \mathcal{R}_n) + \frac{e}{4a} (\partial^2 \mathcal{R}_n) (\partial^2 \mathcal{R}_n)^2 \right],
\end{align}
\tag{A.6}
with $\partial^2 \mathcal{R}_n = a^2 e \mathcal{R}_n$ and $'$ denotes the derivative with respect to $\tau$. This is not the only effect that is introduced by the field redefinition since it also gives some extra terms in the three-point correlation function of $\mathcal{R}$. In Fourier space, we have
\begin{align}
\langle \mathcal{R}(\tau, \vec{k}_1) \mathcal{R}(\tau, \vec{k}_2) \mathcal{R}(\tau, \vec{k}_3) \rangle &= \langle \mathcal{R}_n(\tau, \vec{k}_1) \mathcal{R}_n(\tau, \vec{k}_2) \mathcal{R}_n(\tau, \vec{k}_3) \rangle \\
&\quad + \frac{e^2}{4} \left[ \langle \mathcal{R}^2_n(\tau, \vec{k}_1) \mathcal{R}_n(\tau, \vec{k}_2) \mathcal{R}_n(\tau, \vec{k}_3) \rangle + \text{two perms} \right] \\
&\quad + \text{higher order terms},
\end{align}
\tag{A.7}
where one should keep in mind that in eq. (A.7) $\mathcal{R}^2_n(\tau, \vec{k}_1)$ is not just the square of $\mathcal{R}_n(\tau, \vec{k}_1)$ but it originates from the Fourier transform of the square of $\mathcal{R}_n(\tau, \vec{x})$ (since the field redefinition is defined at the level of the action in position space) meaning that, by means of the convolution theorem, we actually have
\begin{align}
\mathcal{R}^2_n(\tau, \vec{k}_1) &= \int \frac{d^3\vec{q}}{(2\pi)^3} \mathcal{R}_n(\tau, \vec{q}) \mathcal{R}_n(\tau, \vec{k}_1 - \vec{q}),
\end{align}
\tag{A.8}
and similarly for the other two permutations. In eq. (A.7) we neglected terms with spatial derivatives in eq. (A.5) since we are interested in super-horizon modes and the contribution from the second term in eq. (A.5) since we are interested in the computation of the three-point function at late time. All in all, the strategy of the computation is the following.

1) We compute the three-point function $\langle \mathcal{R}_n(\tau, \vec{k}_1) \mathcal{R}_n(\tau, \vec{k}_2) \mathcal{R}_n(\tau, \vec{k}_3) \rangle$, that is the first term on the right-hand side of eq. (A.7), by means of eq. (A.3) using the interaction Hamiltonian given in eq. (A.6);

2) we shift back from the bispectrum of $\mathcal{R}_n$ to that of $\mathcal{R}$ by including the leading correction given by the second term on the right-hand side of eq. (A.7).

For notation simplicity, we drop from now on the subscript $n$. We start from point 1). In the interaction Hamiltonian most of the terms are $\epsilon$-suppressed. The only exception which is relevant for us is the term that contains $\epsilon^2$. In our model, we have
\begin{align}
\frac{d \eta}{d \tau} &= \eta_{\text{II}} \delta(\tau - \tau_m) + (-\eta_{\text{II}} + \eta_{\text{II}}) \delta(\tau - \tau_{\text{end}}),
\end{align}
\tag{A.9}
meaning that in the integral in eq. (A.3) we have two contributions corresponding to the transition at $\tau = \tau_m$ and $\tau = \tau_{\text{end}}$. Let us compute explicitly only the first contribution. The integral on the right-hand side of eq. (A.3) gives (after promoting classical fields to operators)
\begin{align}
2 \text{Im} \eta_{\text{II}} a(\tau_m)^2 e_1 \int d^3\vec{x} \langle \hat{\mathcal{R}}_1(\tau, \vec{k}_1) \hat{\mathcal{R}}_1(\tau, \vec{k}_2) \hat{\mathcal{R}}_1(\tau, \vec{k}_3) \hat{\mathcal{R}}_1(\tau, \vec{x}) \hat{\mathcal{R}}_1(\tau, \vec{x}) \rangle \\
&\quad = 2 \text{Im} \eta_{\text{II}} a(\tau_m)^2 e_1 \int d^3\vec{x} \int \frac{d^3\vec{q}_1}{(2\pi)^3} \frac{d^3\vec{q}_2}{(2\pi)^3} \frac{d^3\vec{q}}{2\pi} \langle \hat{\mathcal{R}}_1(\tau, \vec{k}_1) \hat{\mathcal{R}}_1(\tau, \vec{k}_2) \rangle \\
&\quad \times \hat{\mathcal{R}}_1(\tau, \vec{k}_3) \hat{\mathcal{R}}_1(\tau, \vec{q}) \hat{\mathcal{R}}_1(\tau, \vec{q}_1 - \vec{q}) \hat{\mathcal{R}}_1(\tau, \vec{q}_2) \rangle e^{i\vec{x}(\vec{q}_1 + \vec{q}_2)},
\end{align}
\tag{A.10}
where in the last step we switched to Fourier space and we used the convolution theorem. The expectation value on the vacuum \(|0\rangle\) of the free theory can be computed by means of the Wick theorem. We only have three relevant contractions\(^\text{12}\) each of them that counts twice since, for instance, the two contractions

\[
\int d^3 \vec{x} \int d^3 \vec{q}_1 \int d^3 \vec{q}_2 \int d^3 \vec{q} \frac{d^3 \vec{q}_1}{(2\pi)^3} \frac{d^3 \vec{q}_2}{(2\pi)^3} \frac{d^3 \vec{q}}{(2\pi)^3} \hat{\langle} \hat{R}_I(\tau, \vec{k}_1) \hat{R}_I(\tau, \vec{k}_2) \hat{R}_I(\tau, \vec{k}_3) \hat{R}_I(\tau, \vec{q}) \hat{R}_I(\tau, \vec{q}_1 - \vec{q}) \hat{R}_I(\tau, \vec{q}_2) \rangle e^{i \vec{q} \cdot (\vec{q}_1 + \vec{q}_2)}
\]

\[
= \int d^3 \vec{x} e^{-i \vec{x} \cdot (\vec{k}_1 + \vec{k}_2 + \vec{k}_3)} \hat{R}_{k_1}(\tau) \hat{R}_{k_2}(\tau) \hat{R}_{k_3}(\tau) \hat{R}_{\vec{q}}(\tau) \hat{R}_{\vec{q}_1}(\tau) \hat{R}_{\vec{q}_2}(\tau) \hat{R}_{\vec{q}_1}(\tau),
\]

(A.11)

and

\[
\int d^3 \vec{x} \int d^3 \vec{q}_1 \int d^3 \vec{q}_2 \int d^3 \vec{q} \frac{d^3 \vec{q}_1}{(2\pi)^3} \frac{d^3 \vec{q}_2}{(2\pi)^3} \frac{d^3 \vec{q}}{(2\pi)^3} \hat{\langle} \hat{R}_I(\tau, \vec{k}_1) \hat{R}_I(\tau, \vec{k}_2) \hat{R}_I(\tau, \vec{k}_3) \hat{R}_I(\tau, \vec{q}) \hat{R}_I(\tau, \vec{q}_1 - \vec{q}) \hat{R}_I(\tau, \vec{q}_2) \rangle e^{i \vec{q} \cdot (\vec{q}_1 + \vec{q}_2)},
\]

(A.13)

give the same result. If we factor out \((2\pi)^3 \delta^{(3)}(\vec{k}_1 + \vec{k}_2 + \vec{k}_3)\), the contribution of eq. (A.10) to the bispectrum becomes

\[
B_R^{(in)}(k_1, k_2, k_3) = 4 \text{Im} \left\{ \eta_{11} a(\tau_{in})^2 \epsilon_1 \hat{R}_{k_1}(\tau) \hat{R}_{k_2}(\tau) \hat{R}_{k_3}(\tau) \right. \times \left. \left[ \hat{R}^*_{k_1}(\tau_{in}) \hat{R}^*_{k_2}(\tau_{in}) \hat{R}^*_{k_3}(\tau_{in}) + \hat{R}^*_{k_1}(\tau_{in}) \hat{R}^*_{k_2}(\tau_{in}) \hat{R}^*_{k_3}(\tau_{in}) \right. \right.
\]

\[
\left. \left. + \hat{R}^*_{k_2}(\tau_{in}) \hat{R}^*_{k_3}(\tau_{in}) \hat{R}^*_{k_1}(\tau_{in}) \right] \right\},
\]

(A.14)

taken at late time \(\tau \to 0^-\) (so that the term \(\hat{R}_{k_1}(\tau) \hat{R}_{k_2}(\tau) \hat{R}_{k_3}(\tau)\) has to be computed in region III). Using eq. (2.15) and the expansion of the Hankel functions for small argument, we find eq. (3.10) used in the text.

The computation of the contribution at \(\tau = \tau_{end}\) follows the same steps but now we pick up the second delta function in eq. (A.9). We find the result

\[
B_R^{(end)}(k_1, k_2, k_3) = 4 \text{Im} \left\{ (-\eta_{11} + \eta_{12}) a(\tau_{end})^2 \epsilon_1 (\tau_{end}) \hat{R}_{k_1}(\tau) \hat{R}_{k_2}(\tau) \hat{R}_{k_3}(\tau) \times \left. \left[ \hat{R}^*_{k_1}(\tau_{end}) \hat{R}^*_{k_2}(\tau_{end}) \hat{R}^*_{k_3}(\tau_{end}) + \hat{R}^*_{k_1}(\tau_{end}) \hat{R}^*_{k_2}(\tau_{end}) \hat{R}^*_{k_3}(\tau_{end}) \right. \right. \right.
\]

\[
\left. \left. + \hat{R}^*_{k_2}(\tau_{end}) \hat{R}^*_{k_3}(\tau_{end}) \hat{R}^*_{k_1}(\tau_{end}) \right] \right\}.
\]

(A.15)

\(^{12}\text{Notice that in principle there are 15 ways of contracting pairs of operators (divided in three classes: pairings of external fields with fields at the interaction vertex, pairings of external fields among themselves and vertex fields among themselves). However, we are only interested in the connected contractions, i.e. contractions where one external operator in the string \(\hat{R}_I(\tau, \vec{k}_1) \hat{R}_I(\tau, \vec{k}_2) \hat{R}_I(\tau, \vec{k}_3)\) is contracted with one operator of the interaction vertex \(H_{int}\); this reduces the number of contractions down to 6. Physically, the disconnected contractions which are not included are proportional to tadpole diagrams but, since we are assuming that the background solution is stable (or, equivalently, that \(\langle \hat{R} \rangle = 0\)) all such amplitudes vanish.\)
Finally, we move to consider the contribution $ii$) that comes from the field redefinition in eq. (A.7). If we neglect $\epsilon$, we have $\epsilon_2 = -2\eta_{III}$ since this term must be evaluated towards the end of inflation in region III. The correction in eq. (A.7) reads

$$-\frac{\eta_{III}}{2} \int \frac{d^3 \vec{q}}{(2\pi)^3} \left[ \langle \hat{R}_I(\tau, \vec{q}) \hat{R}_I(\tau, \vec{k}_1 - \vec{q}) \hat{R}_I(\tau, \vec{k}_2) \hat{R}_I(\tau, \vec{k}_3) \rangle + \text{two permutations} \right]$$  \hspace{1cm} (A.16)

Consider the first term in the square brackets. If we apply the Wick theorem, we have again the contraction

$$-\frac{\eta_{III}}{2} \int \frac{d^3 \vec{q}}{(2\pi)^3} \langle \hat{R}_I(\tau, \vec{q}) \hat{R}_I(\tau, \vec{k}_1 - \vec{q}) \hat{R}_I(\tau, \vec{k}_2) \hat{R}_I(\tau, \vec{k}_3) \rangle$$

$$= -\frac{\eta_{III}}{2} (2\pi)^3 \delta^{(3)}(\vec{k}_1 + \vec{k}_3 + \vec{k}_3) |\mathcal{R}_{k_2}(\tau)|^2 |\mathcal{R}_{k_3}(\tau)|^2$$  \hspace{1cm} (A.17)

counts twice since it gives the same result of

$$-\frac{\eta_{III}}{2} \int \frac{d^3 \vec{q}}{(2\pi)^3} \langle \hat{R}_I(\tau, \vec{q}) \hat{R}_I(\tau, \vec{k}_1 - \vec{q}) \hat{R}_I(\tau, \vec{k}_2) \hat{R}_I(\tau, \vec{k}_3) \rangle.$$  \hspace{1cm} (A.18)

Repeating the same argument for the other two permutations in eq. (A.7) and factoring out $(2\pi)^3 \delta^{(3)}(\vec{k}_1 + \vec{k}_2 + \vec{k}_3)$ from the definition of the bispectrum, we find

$$B_R^{(\text{red})}(k_1, k_2, k_3) = -\eta_{III} \left( |\mathcal{R}_{k_2}(\tau)|^2 |\mathcal{R}_{k_3}(\tau)|^2 + |\mathcal{R}_{k_1}(\tau)|^2 |\mathcal{R}_{k_3}(\tau)|^2 + |\mathcal{R}_{k_1}(\tau)|^2 |\mathcal{R}_{k_2}(\tau)|^2 \right)$$

$$= -\frac{4\pi^4 \eta_{III}}{(k_1 k_2 k_3)^3} \left[ k_1^3 \mathcal{P}_R(k_2) \mathcal{P}_R(k_3) + k_2^3 \mathcal{P}_R(k_1) \mathcal{P}_R(k_3) + k_3^3 \mathcal{P}_R(k_1) \mathcal{P}_R(k_2) \right] ,$$  \hspace{1cm} (A.19)

which reproduces eq. (3.13) (and agrees, if one takes $\mathcal{P}_R(k) = H^2/8\pi^2 \epsilon$, with the standard result obtained in single-field slow-roll inflation, see e.g. ref. [73]).

Before moving to the comparison of our results with the literature, let us mention that ref. [74] claims that the field redefinition in eq. (A.7) is the first order term of a more general expression, which leads to non-gaussianities of local form. Using the $\delta N$ formalism and working with a quadratic expansion of the inflaton potential around its local maximum, ref. [74] presents a resummation of the higher order corrections. Since the potential studied here differs from the simple approximation mentioned above, these results can not be directly applied to our case. Still, it would be interesting to extend such calculation for our scenario. Moreover, as mentioned in section 4, it is important to investigate the role of higher order contributions leading to non-local non-gaussianities.

We are now in the position to compare our result with refs. [47, 75]. Ref. [75] computes the amount of non-gaussianities in the case of non-attractor inflation models. In the specific realization considered, a canonically normalized scalar field rolls under a potential

$$V(\phi) = \begin{cases} 
  V_0 & \text{for } \phi < \phi_c \\
  V_2(\phi) & \text{for } \phi > \phi_c 
\end{cases}$$  \hspace{1cm} (A.20)

which is constant below some critical field value $\phi_c$ and where $V_2(\phi)$ supports a second phase of slow-roll inflation as in conventional models. In this model, which assumes the Minkowski
vacuum deep inside the horizon, $\eta$ transits from $\eta = 3$ (dubbed non-attractor phase) to $\eta = 0$ during the second slow-roll phase. Since $\eta = 0$ during the second inflationary phase, the only contribution to the three-point function comes from the delta function at transition time for $\eta$. Let us indicate this transition time with $\tau_e$. Ref. [75] also assumes that, immediately after the end of the non-attractor phase, the super-horizon curvature perturbations cease evolving (meaning that the comoving time $\tau$ at which eq. (A.3) has to be evaluated is taken to be the transition time $\tau_e$). As a result, ref. [75] finds a local bispectrum (see eq. (5.5)) with amplitude which, in the squeezed limit, is given by $f_{\text{NL}} = 5/2$. Notice that, based on this result, ref. [46] evaluated the amount of non-gaussianities expected in the case of PBH formation in single-field inflationary models featuring a USR phase. However, the model of ref. [75], designed for the case of non-attractor inflation, cannot be applied to the case relevant for PBH formation.

Ref. [47] improves the analysis of ref. [75] by assuming that the non-attractor inflation model consists of at least three different phases: the non-attractor phase (with $\eta = 3$), the transition phase (which is modeled in two ways dubbed smooth and sharp), and the final slow-roll phase (where $\eta$ eventually relaxes to $\eta = 0$). We reproduce, for ease of reading, in figure 8 the qualitative behavior of $\eta$ as function of time (with $N_e$ the $e$-fold time at which the non-attractor phase ends) for the two cases discussed in ref. [47] (smooth and sharp transition). In the case of a smooth transition, ref. [47] finds that the non-gaussianity computed in ref. [75] by means of the instantaneous approximation is almost cancelled. In the case of a sharp transition, ref. [47] finds that the amplitude of local non-Gaussianity is mainly determined by the value of the inflaton velocity at the end of the non-attractor phase.

Without going into detail, we remark here that none of these models, designed for the case of non-attractor inflation, can be considered as an optimal proxy for the case of PBH production. This is evident if we compare the time evolution of $\eta$ shown in figure 2 with those in figure 8. In realistic single-field inflationary models of PBH production which are compatible with observations, the field starts from slow-roll conditions ($\eta \approx 0$), goes through a USR phase ($\eta > 3$) and approaches the end of inflation via a third phase during which $\eta < 0$. This dynamics leaves a specific imprint on the three-point correlator which departs, both qualitatively and quantitatively, from the previous works, as discussed in this appendix.
Figure 9. Inflaton dynamics for the Coleman-Weinberg model studied in ref. [11]. In the left panel we show the time evolution of the inflaton field and in the right panel the time evolution of the Hubble parameter $\eta$.

### A.2 Computation of the three-point correlator $\langle R_{k_1}R_{k_2}R_{k_3} \rangle$: further remarks

Let us add few additional comments to the computation performed in appendix A.1.

a) We use the cubic action in eq. (A.4) as opposed to the expression [4, 73]

$$
S_3 = \int dt d^3 x \left\{ -a \epsilon R (\partial R)^2 - a^3 \epsilon R^3 + 3 a^3 \epsilon R \dot{R}^2 \right. \\
+ \frac{1}{2a} \left( 3 \dot{R} - \frac{\dot{R}}{H} \right) \left[ (\partial_i \partial_j \psi)(\partial_i \partial_j \psi) - (\partial^2 \psi)(\partial^2 \psi) \right] - \frac{2}{a} (\partial_i \psi)(\partial_i R)(\partial^2 \psi) \right\},
$$

(A.21)

with $\psi = -R/H + \alpha^2 \epsilon \partial^2 R$ because all terms in eq. (A.4) are explicitly proportional to the Hubble parameters and, therefore, more easy to handle. Furthermore, in eq. (A.4) the cubic vertex is simpler since the last term can be eliminated via a field redefinition [4]. The action obtained by means of the Lagrangian density in eq. (A.4) can be derived from the one in eq. (A.21) after integrating by parts, discarding total derivatives, and using the field equation that follows from the quadratic action [4]. Notice that eq. (A.21) was used in ref. [11] to compute non-gaussianities related to PBH production in the context of the chaotic new inflation model. Ref. [11] finds that non-gaussianities give small corrections to the PBH abundance. However, the model presented in ref. [11] differs — both qualitatively and quantitatively — from the class of models studied in this paper. The inflaton follows a Coleman-Weinberg potential (see inset plot in the left panel of figure 9) starting from large field values and rolling down towards the origin. Initial conditions and model parameters are tuned in such a way that the inflaton crosses the positive potential minimum and the barrier at the origin, falls in the negative potential minimum, bounces back, crosses a second time the origin, bounces back again (this time on the positive side of the potential), climbs again the central barrier and it has just enough inertia to spend $N \gtrsim 10$ e-folds moving slowly in the neighborhood of the origin after the oscillation. For ease of reading, we reproduce the classical dynamics of the inflaton in the left panel of figure 9 where the oscillation and the subsequent second phase of inflation is evident. The latter ends when the inflaton falls again in the negative potential minimum, where it finally settles down. In
this model, PBHs are produced during the second phase of inflation when the inflaton moves slowly close to the origin. In the right panel of figure 9, we computed the time evolution of the $\eta$ for the same model parameters and initial conditions used in the left panel. The solid (dashed) line indicates positive (negative) values. The time profile of $\eta$ is considerably more complicated than the one expected in our class of models mostly because of the presence of the oscillating phase during which $\eta$ changes twice from large positive to large negative values before taking for $\Delta N \simeq 1$ e-folds the constant value $\eta \simeq 3$ close to the origin (where the potential is flat). This is a clear example of a model that differs from the class of models that we analyze in this paper. However, we do not proceed further in the explicit analysis of this setup since one gets $n_s \simeq 0.94$ and $r \simeq 0.32$ for, respectively, the spectral index and the tensor-to-scalar ratio. These values are now grossly excluded by the most recent CMB measurements.

b) Consider the field redefinition $\mathcal{R} \rightarrow \mathcal{R}_n + f(\mathcal{R}_n)$ and the quadratic action for $\mathcal{R}$

$$S_2[\mathcal{R}] = \int d\tau d^3 \vec{x} a^2 \epsilon \left[ (\mathcal{R}')^2 - (\partial \mathcal{R})^2 \right]. \quad (A.22)$$

Since $f(\mathcal{R}_n)$ is a quadratic function in $\mathcal{R}_n$, the shift in the quadratic action generates cubic and quartic terms for $\mathcal{R}_n$ but not additional quadratic ones; schematically, we have $S_2[\mathcal{R}] \rightarrow S_2[\mathcal{R}_n] + \hat{S}_3[\mathcal{R}_n] + O(\mathcal{R}_n^4)$, and the quadratic action for $\mathcal{R}_n$ has, therefore, exactly the same form as for $\mathcal{R}$. This is the reason why even if we formally work with $\mathcal{R}_n$ in eqs. (A.6), (A.7) we can still use the free-field solutions. For the very same reason, the shift does not change $\mathcal{L}_3$ in eq. (A.4) but it just relabels $\mathcal{R} \rightarrow \mathcal{R}_n$; however, the utility of the field redefinition introduced in [4] is that what cancels the last term in eq. (A.4) is the cubic correction $\hat{S}_3[\mathcal{R}_n]$ introduced before and originating from the quadratic action, as one can explicitly check.

c) Consider now some of the interaction terms in eq. (A.6) that we neglected. Let us focus on the interaction term

$$\mathcal{H}^{(c_1)}(\tau) \equiv - \int d^3 \vec{x} a^2 \epsilon (\mathcal{R}')^2, \quad (A.23)$$

which generates a contribution to the bispectrum of the form

$$B^{(c_1)}(\mathcal{R}) = - 4 \text{Im} \mathcal{R}_{k_1}(\tau)\mathcal{R}_{k_2}(\tau)\mathcal{R}_{k_3}(\tau) \times \int_{-\infty(1-i\epsilon)}^{\tau} d\bar{\tau} a(\bar{\tau})^2 \epsilon(\bar{\tau})^2 \left[ \mathcal{R}_{k_1}^*(\bar{\tau}) \mathcal{R}_{k_2}^*(\bar{\tau}) \mathcal{R}_{k_3}^*(\bar{\tau}) + \text{two perms} \right]. \quad (A.24)$$

At late time the integrand eventually goes to zero because the perturbations settle to constant values. However, the integral is computed along the whole inflationary history, and, in particular, it crosses the USR phase during which the perturbations grow exponentially. It is simple to see that the contribution to the bispectrum from eq. (A.24) scales according to

$$B^{(c_1)}(\mathcal{R}) = \epsilon \left( \frac{H^4}{\epsilon f_k_{\text{in}}} \right) \mathcal{F}_{c_1}(x_1, x_2, x_3), \quad (A.25)$$

where $\mathcal{F}_{c_1}$ is a shape function which depends on the integral in eq. (A.24). As expected, eq. (A.25) pays a suppression factor $\epsilon \ll 1$ if compared to the contributions we included.
in our computation. For this reason, we neglected this contribution. Of course, in more realistic models in which it is well possible to reach $\epsilon_f = O(1)$ during the preUSR dynamics, the same argument can be invalidated. To proceed further, one has to evaluate the time integral and compute the shape function explicitly. In our model, we can split the integral in three parts. In region I, the integral is analytical. The contribution at $\tau = -\infty(1 - i\epsilon)$ vanishes thanks to the $\epsilon$ prescription (physically, this means that interaction are switched off in the Bunch-Davis vacuum), and only the contribution at $\tau = \tau_{in}$ survives. In region II and region III, the integral can be computed numerically. In region III perturbations with $k \lesssim k_{peak}$ settle exponentially fast to their final constant value, and the integral gives a small contribution since the integrand quickly vanishes. On the contrary, as discussed in ref. [32], perturbations with $k \gtrsim k_{peak}$ evolves in region III until their horizon crossing time $N_k > N_{end}$ (after which they become constant) and they contribute to the integral in eq. (A.24). We checked numerically that the contribution in eq. (A.25) to the bispectrum is largely subdominant.

Consider now the interaction term

$$\mathcal{H}^{(2)}_{int}(\tau) = 2 \int d^3\vec{x} \epsilon \mathcal{R}'(\partial_i \mathcal{R})(\partial_i \chi), \quad \chi = \epsilon a^2 \partial^{-2} \hat{R}, \quad (A.26)$$

with $\partial^{-2}$ the inverse laplacian. The corresponding contribution to the bispectrum reads

$$B^{(c2)}_R = 4 \text{Im} \mathcal{R}_{k_1}(\tau)\mathcal{R}_{k_2}(\tau)\mathcal{R}_{k_3}(\tau)$$

$$\times \int_{-\infty}^{\tau} d\bar{\tau} a(\bar{\tau})^2 \epsilon(\bar{\tau})^2 \left[ \frac{\vec{k}_2 \cdot \vec{k}_3}{k_3^2} \mathcal{R}^{*}_{k_1}(\bar{\tau})\mathcal{R}^{*}_{k_2}(\bar{\tau})\mathcal{R}^{*}_{k_3}(\bar{\tau}) + \text{six perms} \right], \quad (A.27)$$

where the scalar products can be expressed in terms of the magnitudes $k_i$ using the conservation enforced by the triangle identity, for instance $\vec{k}_2 + \vec{k}_3 = -\vec{k}_1 \implies \vec{k}_2 \vec{k}_3 = (k_1^2 - k_2^2 - k_3^2)/2$. As before, eq. (A.27) features the scaling

$$B^{(c2)}_R = \epsilon_1 \left( \frac{H^4}{\epsilon_f k_{in}} \right) \mathcal{F}_{c2}(x_1, x_2, x_3), \quad (A.28)$$

with the extra suppression given by $\epsilon_1 \ll 1$. The explicit computation of $\mathcal{F}_{c2}(x_1, x_2, x_3)$ is not conceptually different from that of $\mathcal{F}_{c1}(x_1, x_2, x_3)$ and leads to comparable results.

The few examples considered here confirm that the bispectrum computed from the time variation of $\eta$ captures the leading contribution coming from the interaction Hamiltonian. We also showed that organizing cubic interactions according to eq. (A.6) is indeed useful since it allows to exploit a power counting in terms of the Hubble parameter $\epsilon$ (assuming the latter remains small during the inflationary dynamics).

d) A comment on eq. (A.7) is needed. As anticipated, the three-point function is meant to be evaluated in the vacuum state of the full interacting theory. More formally, one should write

$$\langle \hat{R}(\tau, \vec{k}_1)\hat{R}(\tau, \vec{k}_2)\hat{R}(\tau, \vec{k}_3) \rangle = \langle \Omega(\tau) | \hat{R}_I(\tau, \vec{k}_1)\hat{R}_I(\tau, \vec{k}_2)\hat{R}_I(\tau, \vec{k}_3) | \Omega(\tau) \rangle, \quad (A.29)$$

with the vacuum of the interacting theory given by

$$|\Omega(\tau)\rangle = T e^{-i \int_{-\infty}^{\tau-i\epsilon} d\bar{\tau} a(\bar{\tau}) \mathcal{H}_{int}(\bar{\tau})} |0\rangle$$

where $T$ is the time-ordering operator. At initial time, when interactions are turned off (thanks to the $i\epsilon$ prescription) the initial
vacuum reduces to the Bunch-Davis vacuum $|0\rangle$. Notice that the three-point function 
\[ \langle \hat{R}(\tau, \vec{k}_1)\hat{R}(\tau, \vec{k}_2)\hat{R}(\tau, \vec{k}_3) \rangle \] 
would vanish if evaluated in $|0\rangle$ (since it contains an odd numbers of operators) so that its non-zero value is a genuine imprint left by interactions.

The same comment applies to all terms on the right-hand side of eq. (A.7) which should be evaluated in the vacuum state of the full interacting theory. This is indeed the way in which we computed the first contribution on the right-hand side, 
\[ \langle \hat{R}_n(\tau, \vec{k}_1)\hat{R}_n(\tau, \vec{k}_2)\hat{R}_n(\tau, \vec{k}_3) \rangle. \]
Consider now the other term
\[ \frac{\epsilon_2}{4} \left[ \langle \hat{R}^2_n(\tau, \vec{k}_1)\hat{R}_n(\tau, \vec{k}_2)\hat{R}_n(\tau, \vec{k}_3) \rangle + \text{two permutations} \right]. \tag{A.30} \]
We computed this term in the vacuum of the free theory. The difference is that in this case the operator is quartic in $\hat{R}_n$, and we have a non-zero leading contribution already in the vacuum $|0\rangle$ (the first term in the Dyson series of $|\Omega(\tau)\rangle$). This is the contribution that has been computed in eq. (A.19). Further corrections to this contribution can be discussed (dubbed “higher order terms” in eq. (A.7)). One possibility is given by the term
\[ \frac{\epsilon_3^3}{64} \left[ \langle \hat{R}^2_n(\tau, \vec{k}_1)\hat{R}^2_n(\tau, \vec{k}_2)\hat{R}^2_n(\tau, \vec{k}_3) \rangle + \text{permutations} \right], \tag{A.31} \]
which is also non-zero evaluated on the free-field vacuum. This term generates a contribution to the bispectrum which has the form
\[ B_{\hat{R}}^{(d_1)} = -\frac{\eta_{\text{II}}^3}{8} \int \frac{d\Omega_q}{(4\pi)} \int \frac{dq}{q} \frac{(2\pi^2)^2}{(k_1 + q)^3(k_3 - q)^3} P_R(k_1 + q)P_R(q)P_R(k_3 - q) + \text{permutations}. \tag{A.32} \]

If we approximate $P_R(q)$ as a spiky power spectrum so that the integration over $q$ picks up only the contribution at $k_{\text{peak}}$, a quick estimate of the previous term compared with the one in eq. (3.13) would be
\[ \frac{B_{\hat{R}}^{(d_1)}}{B_{\hat{R}}^{(\text{red})}} = O(\eta_{\text{II}}^3 P_R(k_{\text{peak}})) , \quad \text{with} \quad P_R(k_{\text{peak}}) \sim 10^{-2}. \tag{A.33} \]

The point to make here is that terms like the one in eq. (A.32) are usually tossed away in slow-roll inflation models since highly suppressed by $P_R \sim 10^{-9}$. In the presence of USR, one can not take lightly the same conclusion since the power spectrum can be much larger than the value suggested by CMB measurements. However, the suppression in eq. (A.33) might still allow to neglect these contributions. We can compute numerically the ratio in eq. (A.33) and check our estimate. It is worth doing this check explicitly since this is the largest correction to our approximation. We show our results, computed in the context of the numerical model, in figure 10. The suppression estimated in eq. (A.33) is confirmed.

e) Consider the effect of the field redefinition on the four-point correlator 
\[ \langle \hat{R}(\tau, \vec{k}_1)\hat{R}(\tau, \vec{k}_2)\hat{R}(\tau, \vec{k}_3)\hat{R}(\tau, \vec{k}_4) \rangle. \]
In Fourier space, the field redefinition generates,
Figure 10. Ratio in eq. (A.33) computed numerically. We consider the numerical model, and we fix $\eta_{H} = \eta_{0} = -0.75$. In the left panel, we show the ratio in the equilateral configuration. In the right panel, we use the parametrization in eq. (3.5) for fixed $K$ and three different choices for $\beta$.

at order $O(c_{2}^{2})$, the following 6 terms

\[ \frac{c_{2}^{2}}{16} \left[ (\hat{R}_{k_{1}}(\tau, k_{1})\hat{R}_{k_{2}}(\tau, k_{2})\hat{R}_{k_{3}}(\tau, k_{3})\hat{R}_{k_{4}}(\tau, k_{4}))) + (\hat{R}_{k_{1}}^{2}(\tau, k_{1})\hat{R}_{k_{2}}(\tau, k_{2})\hat{R}_{k_{3}}(\tau, k_{3})\hat{R}_{k_{4}}(\tau, k_{4})) + (\hat{R}_{k_{1}}(\tau, k_{1})\hat{R}_{k_{2}}^{2}(\tau, k_{2})\hat{R}_{k_{3}}(\tau, k_{3})\hat{R}_{k_{4}}(\tau, k_{4})) + (\hat{R}_{k_{1}}(\tau, k_{1})\hat{R}_{k_{2}}^{2}(\tau, k_{2})\hat{R}_{k_{3}}(\tau, k_{3})\hat{R}_{k_{4}}^{2}(\tau, k_{4})) + (\hat{R}_{k_{1}}^{2}(\tau, k_{1})\hat{R}_{k_{2}}^{2}(\tau, k_{2})\hat{R}_{k_{3}}(\tau, k_{3})\hat{R}_{k_{4}}^{2}(\tau, k_{4})) + (\hat{R}_{k_{1}}^{2}(\tau, k_{1})\hat{R}_{k_{2}}^{2}(\tau, k_{2})\hat{R}_{k_{3}}^{2}(\tau, k_{3})\hat{R}_{k_{4}}^{2}(\tau, k_{4})) \right] . \]

(A.34)

Each one of them can be computed in the vacuum of the free theory. Consider for simplicity only the first one, which we write in the form

\[ \frac{c_{2}^{2}}{16} \int \frac{d^{3}q_{1}}{(2\pi)^{3}} \frac{d^{3}q_{2}}{(2\pi)^{3}} \hat{R}_{I}(\tau, k_{1})\hat{R}_{I}(\tau, k_{2})\hat{R}_{I}(\tau, q_{1})\hat{R}_{I}(\tau, q_{2})\hat{R}_{I}(\tau, \bar{k}_{3} - \bar{q}_{1})\hat{R}_{I}(\tau, \bar{k}_{4} - \bar{q}_{2}) . \]

(A.35)

It is easy to see that there are 8 possible contractions, and one obtains

\[ \frac{c_{2}^{2}}{8} \left\{ \Delta(k_{1})\Delta(k_{2}) \left[ \Delta(|\bar{k}_{1} + \bar{k}_{3}|) + \Delta(|\bar{k}_{1} + \bar{k}_{4}|) + \Delta(|\bar{k}_{2} + \bar{k}_{3}|) + \Delta(|\bar{k}_{2} + \bar{k}_{4}|) \right] \right\} , \]

(A.36)

where the four terms in the curly brackets counted twice. Putting all together, eq. (A.34) reads

\[ \frac{c_{2}^{2}}{8} \left[ \Delta(k_{1})\Delta(k_{2})\Delta(|\bar{k}_{1} + \bar{k}_{4}|) + 23 \text{ permutations} \right] , \]

(A.37)

where the $4! = 24$ terms in the square brackets counts the permutations of the indices $1234$. This is the same structure that we introduced for the reduced trispectrum in eq. (4.2). If we identify $c_{2}/4 = 3f_{NL}/5$, the coefficient in front of eq. (A.37) becomes $18f_{NL}^{2}/25$. 
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