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ABSTRACT

We introduce a method for elucidating and modifying the functionality of systems dominated by rare events that relies on the automated tuning of their underlying free energy surface. The proposed approach seeks to construct collective variables (CVs) that encode the essential information regarding the rare events of the system of interest. The appropriate CVs are identified using Harmonic Linear Discriminant Analysis (HLDA), a machine-learning based method that is trained solely on data collected from short ordinary simulations in the relevant metastable states of the system. Utilizing the interpretable form of the resulting CVs, the critical interaction potentials that determine the system’s rare transitions are identified and purposely modified to tailor the free energy surface in manner that alters functionality as desired. The applicability of the method is illustrated in the context of three different systems, thereby demonstrating that thermodynamic and kinetic properties can be tractably modified with little to no prior knowledge or intuition.

Introduction

There is considerable interest in using molecular models to design materials and molecules. That interest is partly a result of the greater availability of computational resources and important algorithmic advances. Furthermore, given the amounts of data molecular models and simulations generate, a new generation of artificial intelligence (AI) based algorithms could lead to significant advances in our ability to engineer new materials.

A standard approach to the structure-function relationships that govern a system’s behavior has been to collect data from large numbers of different realizations of the system, and to then apply machine learning and deep learning based algorithms to identify any discernible patterns. Such a strategy has largely been successful but some of its weaknesses have also become apparent. These include (i) the volume of data that is required, (ii) the inability to interpret certain outcomes, given the black-box nature of many AI based algorithms, and (iii) the limited applicability beyond the underlying training domain. Overcoming these challenges is a matter of on-going research within the field of AI at large; here we propose an alternative approach that relies on computational molecular engineering to circumvent some of these limitations.

Specifically, a method is proposed that relies on the notion that the functionality of a system can often be characterized using a dimensionally reduced representation of its free energy surface (FES), within a space spanned by a set of collective variables (CVs). Such a depiction serves to condense the most essential information about a system into a small number of parameters that can be tuned, through optimization algorithms such as that used in ref., for design
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purposes. To the best our knowledge, the strategy adopted here represents a first step towards the use of CVs as a tool for rational materials design and engineering.

To explore the applicability of the proposed method, we focus on systems the functionality of which is associated with an underlying rough free energy landscape. Such systems reside primarily in metastable states, and undergo rare but important transitions between them. Examples of such transitions include nucleation, chemical reactions, and conformational changes in macromolecules. The behavior of the system depends on the relative stability of the metastable states, and the heights of the barriers that separate them. A systematic means of tailoring that relative free energy or the barriers’ heights could therefore be used to target a specific, sought after functionality.

As indicated above, we achieve a reduced representation through a projection of the FES onto a set of CVs. Note that CVs are generally used in the context of enhanced sampling techniques, such as umbrella sampling, metadynamics, and, more recently, algorithms that rely on machine learning to construct a free energy surface. In all these methods, more efficient sampling is attained by adding an external biasing potential in a form outlined by CVs constructed to correspond to the system’s slowest modes. The addition of such an external bias thus effectively flattens the system’s FES, thereby keeping it from lingering for too long in local minima. Generally speaking, CVs are functions of the system atomic coordinates \( s(\mathbf{R}) \) and can be defined by the following relations:

\[
P(s) = \int d\mathbf{R} \delta(s - s(\mathbf{R})) P(\mathbf{R})
\]

where \( P(s) \) is the system probability to possess a set of given CV values \( s \), \( P(\mathbf{R}) \) is the Boltzmann probability, and \( \delta \) is Kronecker’s delta. A system’s FES with respect to the utilized set of CVs then follows:

\[
F(s) = -\frac{1}{\beta} \log P(s)
\]

where \( \beta = 1/k_B T \) and \( k_B \) is Boltzmann’s constant and \( T \) is the temperature.

CVs that enable efficient sampling of phase space tend to encode the physical essence of the system’s slow processes and functionality. This attribute makes them potentially useful tools for engineering. The construction of CVs can be challenging, however, and it has recently been shown that AI based methodologies can be of significant aid in this context. Here, we employ the Harmonic Linear Discriminant Analysis (HLDA) method for its ease of use and straightforward interpretability.

In HLDA, CVs consist of linear weighted sums of descriptors. The method requires as an input short trajectories obtained from simulations run in the system’s various metastable states. Given their linear form, the interpretability of the HLDA CVs is straightforward; descriptors having larger weights (in absolute value) are considered to be associated with forces that hold higher physico-chemical importance with respect to the processes of interest. The HLDA CV descriptors hierarchy can thus be used to identify the set of forces and interactions that should be tuned for the purpose of tailoring its FES and modifying a system’s functionality in a desirable manner.

We test the proposed approach, which we refer to as Collective Variables for Free Energy Surface Tailoring (CV-FEST), on three test cases of increasing complexity, namely: (a) a model molecule that undergoes conformational changes, (b) a conformational change in a small peptide and (c) the folding of a model protein. In all three cases, we find that tuning the interaction potentials of the system according to the proposed scheme enables tailoring of the FES, and the corresponding thermodynamic and/or kinetic properties in a simple, tractable manner.

Methods

As noted above, we rely on HLDA to determine CVs. HLDA requires as an input a list of user defined system descriptors \( d_i \), e.g. distances between atoms, bond angles or more complex coordinates such as the enthalpy of a system or a surrogate to its entropy. With the current objective in mind, however, we limit here the types of descriptors that can be used to those that can be directly identified with tunable interaction potentials of the system, e.g. bonded and non-bonded interactions. In future work the utilization of more complex descriptors will also be explored.

Once a descriptor set is assembled, HLDA requires calculation of the expectation value vectors \( \mu_I \) and covariance matrices \( \Sigma_I \) of the descriptor set for each of the metastable states \( I \in M \) associated with the rare transitions under consideration. These can be estimated using data gathered in short unbiased simulation runs in each of the states. To construct the CVs, HLDA then estimates the directions \( W \) in the \( N_d \) dimensional descriptor space on which the projections of the collected training distributions are best separated. This is done through the maximization of the ratio.
between the training data so-called between-class $S_b$ and within-class $S_w$ scatter matrices. The former is measured by the square of the distances between the projected means, and can be written as

$$W^T S_b W$$

with

$$S_b = (\mu_I - \bar{\mu})(\bar{\mu} - \mu_I)^T$$

where $\mu_I$ represents the expectation value vector of the I-th metastable state and $\bar{\mu}$ is the overall mean of the distributions, i.e. $\bar{\mu} = 1/M \sum I \mu_I$. The within-class matrix, in contrast, is estimated using the harmonic average of the metastable states’ multivariate variances:

$$W^T S_w W$$

where

$$S_w = \frac{1}{\frac{1}{\Sigma_1} + \frac{1}{\Sigma_2} + \ldots + \frac{1}{\Sigma_M}}.$$

Using the above terms, the HLDA objective function takes the form of a Rayleigh ratio

$$J(W) = \frac{W^T S_b W}{W^T S_w W}$$

which, given the normalization $W^T S_w W = 1$, can be shown to be equivalent to solving the eigenvalue equation

$$S_w^{-1} S_b W = \lambda W$$

Finally, the eigenvectors of Eq. 8 associated with the largest M-1 eigenvalues define the directions in descriptor space along which the distributions obtained from of the M metastable states least overlap, constituting the CVs that correspond to the rare transitions of interest. With these CVs at hand, we can now systematically tailor the system’s FES and modify its functionality in a purposeful manner. To do this, the leading descriptors of each of the constructed CVs are identified and their corresponding interaction potentials are changed.

**Results**

**Conformational change of a model molecule**

As a first test case we consider the conformational transition of a model molecule from an open conformation to a closed one (see Fig. 1a). Our objective is to tune the relative stability of the conformations. To initiate CV-FEST, we start by assembling a list of 28 system descriptors, including bead to bead distances and bond angles. Next, we simulate two short trajectories in the two metastable conformations and calculate the collected distributions’ expectation values and covariance matrices. Plugging these into Eq. 8 and solving, we obtain the HLDA CV corresponding to the conformational transition.

Fig. 1b shows the absolute values of the CV’s weights. We denote by arrows the descriptors with the largest values, namely $d_6$, $c_1$ and $c_3$. Given the linear nature of the HLDA CV, we expect its weight distribution to only approximate the actual hierarchy of importance of the different interactions in the system. We thus focus our attention on the highest weighted descriptors. As will be shown in a subsequent example, improved accuracy in the ranking of the lower weighted descriptors can be attained by constructing new HLDA CVs over subsets of the original descriptor set, which exclude its highest ranking descriptors.

Having identified the leading interactions of the conformational change, we next modify their strength. We focus on the thermodynamic attributes of the system reflected by the relative stability of the two metastable states, quantified by the free energy difference between them, $\Delta F$ (calculated using Eq. 9 in the SI). To determine for each interaction whether it should be strengthened or weakened for a given outcome, we examine the interaction potentials themselves (Fig. 4
Figure 1: (a) Illustration of the model molecule in its open and closed conformations and the descriptors used for the construction of the HLDA CV. (b) Absolute values of the HLDA CV weight distribution. (c) The molecule’s FES as a function of the angle $\alpha_1$ for different values of the Lennard-Jones potential prefactor corresponding to the distance $d_6$. (d) The molecule’s FES as function of the angle $\alpha_1$ for different values of the angular potential prefactor corresponding to angles $\alpha_1$ and $\alpha_3$. (d) Free energy difference between the open and closed states as a function of the modified interactions’ strengths.

in the SI). We find that while the minima of the force potentials $V_{\alpha_1}$ and $V_{\alpha_3}$ overlap with the open conformation state, the minimum of $V_{d_6}$ overlaps with the closed one. We thus deduce that for a given desired outcome, e.g. the stabilization of the open confirmation relative to the close one, $V_{d_6}$ needs to be modified in the opposite way to $V_{\alpha_1}$ and $V_{\alpha_3}$.

To measure the FES of the molecule, we run long simulations in which numerous transitions between the two conformations occur, thereby arriving at a converged measure of the FES through the use of Eq. 2 (See Computational Details for more information). Figs. 1c and 1d show the molecule’s FES obtained from simulations for different values of $V_{d_6}$, and $V_{\alpha_1}$ and $V_{\alpha_3}$, respectively. As can be seen, modifying the interaction strengths corresponding to the leading descriptors of the HLDA CV shifts the relative stability of the molecule’s metastable states in a controlled way. Fig. 1e summarizes these shifts by presenting the free energy differences between the states as a function of the modified interactions’ strengths. While we have focused in this example on the molecule’s thermodynamic profile, i.e. the relative stability of the states, we note that its kinetics, namely the transition rates between the states, can be tuned as well through the modification of the transition barrier. We have found that such a tuning can be achieved through combined modifications of $V_{d_6}$, and $V_{\alpha_1}$ and $V_{\alpha_3}$. For conciseness, however, we do not include the corresponding data here.

Alanine dipeptide

Our second test case involves the small peptide of alanine dipeptide in vacuum, frequently used as a test system for enhanced sampling targeted methods. The peptide can inhabit two conformations, the transition between which is a rare event characterized by a barrier height of $17k_BT$ at $T = 300$K. We focus in this example on the tuning of the barrier height, given its importance in determining the system’s kinetic behaviour, i.e. the rate at which the system undergoes transitions between states. As before, we start by assembling a set of descriptors, potentially relevant to the conformational transition, opting for the set of 33 dihedral angles that have non-zero force potentials. We then run two unbiased simulations in the system’s two metastable states to obtain their corresponding multivariate distributions in the space spanned by the descriptor set. To prevent the skewing of the HLDA output, prior to its use we calculate the correlation matrices of the distributions, and omit from the descriptor set descriptors that exhibit correlations greater
than 0.9 to others in the set. Left with a set of 15 dihedral angles, we apply HLDA to obtain the CV corresponding to the conformational transition, as shown in Fig. 2b. As can be seen in the figure, we find that the CV is dominated by the \( \phi \) and \( \psi \) dihedrals (denoted in Fig. 2a) in accordance with the literature.\

To alter the height of the transition barrier we modify the magnitude of the force potential corresponding to the \( \phi \) dihedral angle. To measure the influence of the modifications on the barrier height, we run well tempered metadynamics simulations (WTMD)\(^{33}\) using \( \phi \) and \( \psi \) as the biased CVs (See Computational Details for more information). Fig. 2c shows the FES obtained from such simulations. The transition region and metastable states are denoted by the red and black rectangles, respectively. Using Eq. 9 in the SI, we calculate the free energy differences between the barrier region and the metastable basins. Fig. 2d presents these differences as a function of \( \gamma(\phi) \), the factor by which the angle potential corresponding to \( \phi \) was increased. As can be seen, through these pinpointed modifications, the barrier height can be changed by up to \( 8k_B T \), which corresponds to a change of more than three orders of magnitude in the rate of transitions between the metastable states.

**Model protein**

As a final example we consider the folding of a model protein, utilizing the framework introduced in Ref.\(^{35}\) The protein consists of three metastable states (see Fig. 2a): an unfolded state, a hairpin and a toroid. Our objective in this case is to modulate the relative thermodynamic stability of the protein’s three states. As in the previous examples, we start by assembling a set of descriptors that are potentially relevant to the transitions between the metastable states, including inter-bead distances and bond angles. Next, we run three short unbiased simulations in the protein’s metastable states, and use the collected information to compute the expectation values and covariance matrices for each of the states.
Given that the protein consists of three metastable states, two HLDA CVs are constructed, such that the hyperplanes to which they correspond separate the states from each other. Fig. 3f shows the absolute values of the weight distributions of the two resulting CVs, where the CV hyperplanes projected along with the three metastable distributions obtained from the unbiased simulations on the plane spanned by the highly weighted descriptors $d_3$ and $d_4$. As can be seen in the figure, the hyperplane projections separate the three metastable states quite well within this particular plane.

Next, we set out to use the acquired information in order to vary the free energy differences between the system’s different states. Selecting the descriptors with highest weights in absolute value of the first and second HLDA CVs (denoted by arrows in Fig. 3f), we modify the magnitude of their corresponding interactions and calculate the influence on the system FES. To calculate the FES of the system we run long simulations in which multiple transitions between the three states can be observed. For convenience, we use the Root Mean Square Distance (RMSD) measure with respect to the system hairpin state as a CV upon which to project the system FES using Eq. 2 (See Computational Details for more information). The FESs measured in this way are shown in Fig. 3d. Three minima corresponding to the three metastable states of the system can be observed. Fig. 3e also illustrates how the FES is altered upon modifying the magnitude of the selected set of interaction potentials. To quantify the changes of the FES as function of the interaction potential modifications, we compute the free energy differences between the metastable states for each of the modified systems using Eq. 9 in the SI. Fig. 3f presents the outcomes of these calculations. As can be seen, modifying the magnitudes of the interactions corresponding to the highest weighted descriptors of the first HLDA CV shifts the free energy difference between the folded and unfolded states to the extent that the unfolded state becomes the system’s global minimum. Similarly, modifying the magnitudes of the interactions corresponding to the highest weighted descriptors of the second HLDA CV shifts the free energy difference between the two folded states.

So far, to tune the protein FES, we have relied only on modifying its non-bonded interactions. To investigate if the system FES could also be tuned using CVs constructed only from the system’s angles, we omitted the bead-to-bead distance descriptors from the descriptor set and reapplied HLDA on the remaining subset of descriptors. Fig. 3g exhibits the absolute values of the weight distributions of the two CVs, and Fig. 3h illustrates the projected CV hyperplanes and the three metastable distributions on the plane spanned by the highly weighted descriptors $\alpha_4$ and $\alpha_6$. While the separation between the distributions on the plane is not as definitive as that seen in Fig. 3b, we find that the CVs constructed in this case are also able to effectively tune the free energy differences between the metastable states.

As before, to tailor the system FES we selected the highest weighted descriptors in absolute value for each of the constructed CVs (denoted by arrows in Fig. 3f), and modified their corresponding interaction potential strengths. We note that given that in the construction of the HLDA CVs we relied on data collected from only one of the protein’s toroid states (the second being a mirror reflection of the first), we appended to the highly weighted descriptors of the second CV ($\alpha_2$, $\alpha_3$ and $\alpha_4$) their symmetrical counterparts $\alpha_8$, $\alpha_9$ and $\alpha_{10}$, corresponding to the second toroid state. Fig. 3i displays the free energy difference between the metastable states as a function of the modified interaction parameters. One can see that the CVs constructed from the angle descriptor set are as effective as those constructed from the full set in terms of altering the free energy differences between metastable states. The possibility of constructing more than one set of CVs for a given system can provide further flexibility for tailoring its FES, and can potentially lead to more structural and chemical ways to changing it.

**Computational Details**

**Simulations of model molecule**

Simulations of the model molecule were run using LAMMPS and the PLUMED 2.4 plugin utilizing reduced units, with $\epsilon = 1$, $\sigma = 1$, $m = 1$ and $k_B = 1$. Simulations were run in a three dimensional periodic box, where a constant temperature of $T = 0.01$ was maintained using a Langevin thermostat with a damping coefficient of 1 and a time step of 0.001. The interaction potentials of the pre-modified system were as follows: the angular potentials were harmonic, with angle stiffness and rest angle of 0.24 and $\pi/2$, respectively for angles $\alpha_1 - \alpha_4$, angle stiffness and rest angle of 0.12 and $\pi/2$, respectively for angles $\alpha_5$, $\alpha_8$, $\alpha_{11}$ and $\alpha_{14}$, and angle stiffness and rest angle of 0.12 and $\pi/2$, respectively for angles $\alpha_6$, $\alpha_7$, $\alpha_9$, $\alpha_{10}$, $\alpha_{12}$, $\alpha_{13}$ and $\alpha_{15}$, $\alpha_{16}$. Bond interactions were harmonic with a bond stiffness of 0.5, rest length of 1 and cutoff of 1.1 for bonds $d_3 - d_4$, a bond stiffness of 3, rest length of 0.2 and cutoff of 1.1 for bonds $d_5 - d_{12}$. Non-bonded interactions were of the Lennard-Jones type, with $Vd = c^2 = 0.28$, $\sigma^2 = 0.7$ and $r_{cutoff} = 2.5$ for $d_5$ and $d_6$. In addition, harmonic restraints were placed on the angles $\alpha_2$ and $\alpha_4$ with a rigidity pre-factor of 500 to impede the formation of angles smaller than 1.2, and on the angles $\alpha_5 - \alpha_{20}$ with a rigidity pre-factor of 200 to restrict the formation of angles smaller than 0.72.
Simulations of alanine dipeptide

Simulations of alanine dipeptide (Ace-Ala-Nme) in vacuum were conducted using GROMACS 2018.40 and the PLUMED 2.6 plugin.37 The Amber9941 force field was employed. A time step of 2 fs was used and a constant temperature of 300 K was maintained by the velocity rescaling thermostat of Bussi et al.42 All bonds involving hydrogen atoms were constrained with the linear constraint solver (LINCS) algorithm.43 Electrostatic interactions were calculated with the particle mesh Ewald scheme44 and a 1 nm cutoff was applied to all non-bonded interactions.

WTMD simulations were run using the dihedral angles $\phi$ and $\psi$ as the CVs. The initial hill heights were taken to be 1 kJ/mol and hill widths were $\sigma_{\phi} = 0.35 \text{nm}$ and $\sigma_{\psi} = 0.35 \text{nm}$. The bias factor was 6 and the hill deposition rate was 500.

Simulations of model protein

Simulations of the model protein were run using LAMMPS36 and the PLUMED 2.4 plugin37 utilizing reduced units, with $\epsilon = 1$, $\sigma = 1$, $m = 1$ and $k_B T = 1$. Simulations were run in a two-dimensional periodic box, where a constant temperature of $T = 0.02$ was maintained using a Langevin thermostat38 with a damping coefficient of 1 and a time step of 0.001. All bond potentials were harmonic with a rest length of 1 and bond stiffness of 50. All angle potentials were harmonic as well with a rest angle of $\pi$ and an angle stiffness of 0.015 in the premodified protein. In addition, harmonic
restraints with a stiffness pre-factor of 500 were placed on all angles to avoid the formation of angles smaller than 2 radians. The interaction potentials between non-bonded beads followed a Lennard-Jones form, with $V d = \epsilon^* = 0.3$, $\sigma^* = 1$ and a cutoff of $r_{\text{cutoff}} = 1.25$ for distances $d_1$, $d_2$, $d_3$ and $d_4$, with $V d = \epsilon^* = 0.06$, $\sigma^* = 1$ and a cutoff of $r_{\text{cutoff}} = 1.25$ for $d_5$, and with $V d = \epsilon^* = 0.0$ for $d_6$. Lorentz-Berthelot mixing rules were applied for all non-bonded interactions.

**Discussion and Conclusions**

A machine-learning based method has been presented to modify the functionality of systems dominated by rare events through the tailoring of their underlying FES. The method relies on the notion that the functionality of a system can be captured by a dimensionality reduced representation of its FES within a space spanned by a set of suitably constructed collective variables (CVs). The applicability of the method was illustrated in the context of three systems whose behaviour is influenced by rare transitions. The proposed approach focuses on tuning the interaction potentials of considered systems in a selective manner, a procedure that can be translated to concrete physico-chemical modifications when real systems are considered. In biological systems for example, this may entail the implementation of point mutations, as done in ref,[45] whereas in non-biological supra-molecular systems, one might recourse to modifying or exchanging functional groups. We anticipate the method to be especially useful for large, complex systems that are commonly simulated using atomistic or coarse-grained force fields,[46–49] where there is generally greater flexibility in translating the tuning of interaction potentials to real physico-chemical modifications. In this regard, we also expect CV-FEST to be a useful tool for force field tuning or optimization.

While we have focused in this letter on systems dominated by rare events for which training sets are composed of trajectories run in the metastable states of the system, we anticipate the method’s utility to extend to cases in which training sets consist of trajectories run in unstable states as well, e.g. transition states,[50] or to systems, the functionality of which is not dominated by rare events per se. Finally, we reiterate two of the prominent advantages of the proposed method. First, it requires orders of magnitude less training data than commonly used AI-based methods for materials design. Second, the method is interpretable, and can therefore provide valuable insights regarding the structure-function relationships in the system of interest. Such insights, we believe, might allow for development of new design rules, applicable beyond the systems on which the method was originally applied.
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**Appendix: software**

CV-FEST and HLDA will be publicly available for reference at https://github.com/SSAGESLabs/PySAGES.
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Supporting Information

Equation for the calculation of the free energy difference $\Delta F$ between two states A and B:

$$
\Delta F = -\frac{1}{\beta} \log \frac{\int_A dse^{-\beta F(s)}}{\int_B dse^{-\beta F(s)}}
$$

(9)

Plots of interaction potentials associated with leading descriptors of model molecule:

Figure 4: Left: Lennard Jones interaction corresponding to the distance $d_6$. Right: angle potentials associated with the angles $\alpha_1$ and $\alpha_3$.

Table 1: Index list (corresponding to Figure 2 in the main text) of alanine dipeptide descriptors (atom numbers in each dihedral angle specified.)

| Index | atom 1 | atom 2 | atom 3 | atom 4 |
|-------|--------|--------|--------|--------|
| 1     | 5      | 7      | 9      | 15     |
| 2     | 7      | 9      | 15     | 17     |
| 3     | 1      | 2      | 5      | 6      |
| 4     | 2      | 5      | 5      | 7      |
| 5     | 3      | 2      | 5      | 6      |
| 5     | 3      | 2      | 5      | 7      |
| 6     | 4      | 2      | 5      | 6      |
| 8     | 4      | 2      | 5      | 7      |
| 9     | 2      | 5      | 7      | 8      |
| 10    | 7      | 9      | 11     | 13     |
| 11    | 7      | 9      | 11     | 14     |
| 12    | 10     | 9      | 11     | 12     |
| 13    | 10     | 9      | 11     | 13     |
| 14    | 10     | 9      | 11     | 14     |
| 15    | 15     | 9      | 11     | 12     |