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Abstract

A number of recent new proofs of Euler’s celebrated identity are presented, all of which are probabilistic in nature and depend on the conformal invariance of planar Brownian motion.

Introduction

Leonhard Euler first achieved fame in 1734 with his evaluation of \( \sum_{n=1}^{\infty} \frac{1}{n^2} \), a quantity which had fascinated leading mathematicians for roughly a century before him. He arrived at the correct value of \( \frac{\pi^2}{6} \) by assuming that the function \( \frac{\sin x}{x} \) admitted a factorization into the product of linear terms as though it were a polynomial:

\[
\frac{\sin x}{x} = (1 - \frac{x}{\pi})(1 + \frac{x}{\pi})(1 - \frac{x}{2\pi})(1 + \frac{x}{2\pi})(1 - \frac{x}{3\pi})(1 + \frac{x}{3\pi}) \ldots
\]

Armed with this expansion, the result now follows by equating the \( x^2 \) term in the power series expansion of both sides. However, proving (1) is not so simple, and in the time of Euler the identity was not rigorously established; it was only proved to complete satisfaction a century later by Weierstrass as part of the theory of infinite products. Since Euler’s initial achievement a large number of new proofs have been uncovered; [4] contains 14 of them, and there are others scattered throughout the literature.
Recently, a number of new proofs have been discovered and appear (either explicitly or implicitly) in the papers [8], [9], and [7]. The purpose of this short paper is to present them explicitly in one place, together with necessary background information. All of these proofs utilize the invariance of Brownian motion under mapping by complex analytic functions; it is hoped that this presentation may serve as a relatively nontechnical introduction for the uninitiated to the charming interplay between complex analysis and probability theory.

It will be assumed that the reader has a basic familiarity with standard analytic functions and martingale theory. The necessary background in complex analysis can be found in [14] or [15], and for martingale theory one may consult [6] or [13]; several sources, such as [5] and [2], focus on the interaction between the two fields. The main tool in all that follows will be the following major theorem of Lévy ([2, Ch. V]).

**Theorem 1.** Let \( f \) be analytic and nonconstant on a domain \( \Omega \), and let \( a \in \Omega \). Let \( B_t \) be a 2-dimensional Brownian motion which starts at \( a \) and is stopped at a stopping time \( \tau \) such that the set of Brownian paths \( \{ B_t : 0 \leq t \leq \tau \} \) lie within the closure of \( \Omega \) a.s. Set \( \sigma(t) = \int_0^{t \wedge \tau} |f'(B_s)|^2 ds \).

\( \sigma(t) \) is a.s. strictly increasing and continuous, and we let \( C_t = \sigma^{-1}(t) \). Then \( \hat{B}_t = f(B_{C_t}) \) is a Brownian motion stopped at the stopping time \( \sigma(\tau) \).

We will see that many results, including the promised proofs of Euler’s sum, flow easily from this theorem paired with a few well-chosen analytic functions. In what follows, \( B_t \) will always denote planar Brownian motion, and we will use the notation of the complex plane; for example, we will write \( B_t = Re(B_t) + i Im(B_t) \) when necessary, where \( Re(B_t) \) and \( Im(B_t) \) are 1-dimensional Brownian motions. We will also use the standard notation \( E_a \) to denote expectation conditioned on \( B_0 = a \) almost surely.

**Proof 1: Expected exit time from a strip**

Suppose \( U \) is a domain in \( \mathbb{C} \) which contains a point \( a \). The (random) exit time \( \tau(U) = \inf\{t \geq 0 : B_t \notin U \} \) of a Brownian motion starting at \( a \) gives some sort of measure of the size and geometry of \( U \), as well as the proximity of \( a \) to \( U^c \). On the other hand, if \( U \subsetneq \mathbb{C} \) is simply connected, then the Riemann Mapping Theorem assures us of a conformal map \( f \) taking \( \mathbb{D} = \{ |z| < 1 \} \) to \( U \) sending \( 0 \) to \( a \). It is natural to try to use \( f \) to study \( \tau(U) \), and happily there is an elegant and simple connection between \( f \) and \( E_a[\tau(U)] \). Recall that any analytic function defined on \( \mathbb{D} \) admits a power series expansion \( f(z) = \sum_{n=0}^{\infty} a_n z^n \) which converges for all \( z \) in \( \mathbb{D} \). We then have the following lemma, which originally appeared in [1, Lem. 1.1].

**Lemma 1.** Suppose \( f(z) = \sum_{n=0}^{\infty} a_n z^n \) is conformal on \( \mathbb{D} \). Then
\[ E_{f(0)}[\tau(f(\mathbb{D}))] = \frac{1}{2} \sum_{n=1}^{\infty} |a_n|^2. \]

The proof in [1] uses Green’s function (see Proof 4 below), but one may also obtain this result by noting that \(|B_t|^2 - 2t| is a martingale and applying the optional stopping theorem: if \(0 < r < 1\) and \(\mathbb{D}_r = \{|z| < r\}\), then

\[
E_a[\tau(f(\mathbb{D}_r))] = \frac{1}{2} \left( E_0[|B_{\tau(f(\mathbb{D}_r))}|^2] - |a|^2 \right) \\
= \frac{1}{2} \left( E_0[|f(B_{\tau(\mathbb{D}_r)}))^2] - |a|^2 \right) \\
= \frac{1}{2} \left( \frac{1}{2\pi} \int_0^{2\pi} \left| f(re^{i\theta}) \right|^2 d\theta - |a|^2 \right) \\
= \frac{1}{2} \sum_{n=1}^{\infty} |a_n|^2 r^{2n},
\]

where we used Parseval’s identity for analytic functions ([14, Thm. 10.22]) as well as rotational invariance of Brownian motion (so that \(B_{\tau(\mathbb{D}_r)}\) is uniformly distributed on \(\{|z| = r\}\)). The monotone convergence theorem allows \(r\) to be taken to 1, and completes the proof.

As for Euler’s sum, we let \(U = \{-\frac{\pi}{4} < \text{Re} z < \frac{\pi}{4}\}\). The function \(\tan z\) maps \(U\) conformally to \(\mathbb{D}\). This can be seen using the identity

\[
\tan z = \frac{\sin z}{\cos z} = -i \frac{e^{2iz} - 1}{e^{2iz} + 1}
\]

and then noting that the function \(x + iy \rightarrow e^{2i(x+iy)} = e^{-2y+2ix}\) maps \(U\) conformally to \(\{|\text{Re} z| > 0\}\), and then that the Möbius transformation \(z \rightarrow -i(\frac{z+1}{z+i})\) maps \(\{|\text{Re} z| > 0\}\) conformally to \(\mathbb{D}\). We therefore may apply Lemma [1] to \(\tan^{-1} z\), which admits the Taylor series expansion

\[
\tan^{-1} z = z - \frac{z^3}{3} + \frac{z^5}{5} - \ldots = \sum_{n=1}^{\infty} \frac{(-1)^n+1 z^{2n-1}}{2n - 1}.
\]

Thus,

\[
E_0[\tau(U)] = \frac{1}{2} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2}.
\]
We have arrived at a sum that is equivalent to Euler’s, but we need another way to calculate \( E_0[\tau(U)] \). This turns out to be easy enough: the one dimensional process \( Re(B_t)^2 - t \) is a martingale, and if \( T = \inf \{ t \geq 0 : |Re(B_t)| = \frac{\pi}{4} \} \) then we may apply the optional stopping theorem to conclude that \( E_0[T] = \frac{\pi^2}{16} \). But \( T \) is the same as \( \tau(U) \), and we obtain

\[
\sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} = \frac{\pi^2}{8}.
\]

This is equivalent to Euler’s sum, since

\[
\sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} = \sum_{n=1}^{\infty} \frac{1}{n^2} - \sum_{n=1}^{\infty} \frac{1}{(2n)^2} = (1 - \frac{1}{4}) \sum_{n=1}^{\infty} \frac{1}{n^2} = \frac{3}{4} \sum_{n=1}^{\infty} \frac{1}{n^2}.
\]

**Proof 2: Exit distribution from a disk**

Analytic functions can be used to study the distribution of planar Brownian motion at certain stopping times. Suppose \( \tau \) is a stopping time such that \( B_\tau \in \gamma \) a.s., and let \( \rho^{\sigma}_a(w)ds \) be the density of \( B_\tau \) on \( \gamma \), when it exists, with \( ds \) denoting the arclength element. Then we have the following result from [7].

**Theorem 2.** Let \( U \) be a domain, and suppose \( f \) is a nonconstant function analytic on \( U \). Let \( B_t \) be a Brownian motion starting at \( a \), and \( \tau \) a stopping time such that the set of Brownian paths \( \{ B_t : 0 \leq t \leq \tau \} \) lie within \( U \) a.s. Suppose that \( \gamma \) is a smooth curve in \( U \) such that \( B_\tau \in \gamma \) a.s. Then, for any \( a \in U \), the density for the distribution of \( \hat{B}_{\sigma(\tau)} = f(B_\tau) \) on \( f(\gamma) \) is given by

\[
(2) \quad \rho^{f(\sigma(\tau))}_a(w)ds = \sum_{z \in f^{-1}(w) \cap \gamma} \rho^{\sigma}_a(z) \frac{1}{|f'(z)|} ds.
\]

The proof is essentially immediate, since any Brownian path which finishes at \( f^{-1}(w) \cap \gamma \) at time \( \tau \) will be mapped under \( f \) to a path finishing at \( w \). The \( |f'(z)| \) in the denominator on the right side of (2) is the scaling factor required for the change in the arclength element mapped under the analytic function \( f \). If \( f \) is conformal then it is often easier to use \( g = f^{-1} \), and (2) becomes

\[
\rho^{\sigma}_a(\tau)(w)ds = \rho^{f(a)}_{\sigma(\tau)}(g(w)) |g'(w)| ds.
\]

Armed with this, we can find the density of the distribution of Brownian motion at a large number of stopping times. There is only one which is obvious, namely \( \rho^{\sigma}_{\tau(D)}(e^{i\theta})ds = \frac{1}{2\pi} ds \), and this is evident by the rotational invariance of Brownian motion. This may now be used along with the formula \( \psi(z) = \frac{z-a}{1-\bar{a}z} \) for a conformal self-map of \( \mathbb{D} \) sending \( a \) to 0 in order to derive
Let us now find the density for the exit time of \( H = \{ \text{Im}(z) > 0 \} \). The conformal map taking \( H \) to \( \mathbb{D} \) is given by \( f(z) = \frac{z - i}{z + i} \), with \( f'(z) = \frac{2i}{(z + i)^2} \). We obtain

\[
\rho_{\mathbb{H}}^\theta(x) ds = \frac{1}{\pi} \frac{1}{1 + x^2} ds.
\]

To find the distribution from an arbitrary point on the positive imaginary axis \( vi \) use the map \( f(z) = vz \) to obtain

\[
\rho_{vi}^\theta(x) ds = \frac{1}{\pi} \frac{v}{v^2 + x^2} ds.
\]

Now we will use this in order to calculate the density for the exit time of the punctured disk \( \mathbb{D} \times = \{ 0 < |z| < 1 \} \) when the Brownian motion is started at a point \( a \in (0, 1) \). If we take \( v = -\ln a \), then \( f(z) = e^{iz} \) maps \( \mathbb{H} \) onto \( \mathbb{D} \times \), wrapping \( \delta \mathbb{H} \) around \( \delta \mathbb{D} \) and mapping \( vi \) to \( a \). The preimages of a point \( e^{i\theta} \) under \( f \) are all points of the form \( \theta + 2\pi k \) for integer \( k \), and \( |f'| = 1 \) on \( \delta \mathbb{H} \). Theorem 2 therefore gives

\[
\rho_{a}^\theta(\mathbb{D} \times)(e^{i\theta}) ds = \sum_{k=-\infty}^{\infty} \frac{-\ln a}{\pi((\ln a)^2 + (\theta + 2\pi k)^2)} ds.
\]

On the other hand, we may calculate \( \rho_{a}^\theta(\mathbb{D} \times)(e^{i\theta}) ds \) in a different way, by noting that for \( a \neq 0 \) it coincides with the exit distribution of the disk \( \mathbb{D} \), as \( P_a(B_{\mathbb{D}} = 0) = 0 \) (see [5, Sec. 5.1]. The quantities \( 3 \) and \( 5 \) must therefore be equal, the difference in form due to the fact that each term in the sum in \( 5 \) corresponds to a different homotopy class of paths in the punctured disk terminating at \( e^{i\theta} \), while \( 3 \) does not differentiate between the homotopy classes. Equating them, assuming \( a \in (0, 1) \) for simplicity, gives the identity

\[
\sum_{k=-\infty}^{\infty} \frac{-\ln a}{\pi((\ln a)^2 + (\theta + 2\pi k)^2)} = \frac{1}{2\pi} \frac{1 - a^2}{|1 - ae^{i\theta}|^2} = \frac{1 - a^2}{2\pi(1 + a^2 - 2a \cos \theta)}.
\]

Divide both sides by \( -\ln a \) and simplify. This gives

\[
\sum_{k=-\infty}^{\infty} \frac{1}{((\ln a)^2 + (\theta + 2\pi k)^2)} = \frac{1 - a^2}{2(-\ln a)(1 + a^2 - 2a \cos \theta)}.
\]
Assuming $\theta \neq 0$, we can now let $a \searrow 1$ using $\lim_{a \rightarrow 1} \frac{1-a^2}{\ln a} = -2$, and obtain

$$
\sum_{k=-\infty}^{\infty} \frac{1}{(\theta + 2\pi k)^2} = \frac{1}{2(1 - \cos \theta)}.
$$

Subtract $\frac{1}{\theta^2}$ from both sides (the term $k = 0$), take the limit as $\theta \rightarrow 0$ using $\lim_{\theta \rightarrow 0} \frac{1}{2(1 - \cos \theta)} - \frac{1}{\theta^2} = \frac{1}{12}$, and simplify. We obtain

$$
\sum_{k=1}^{\infty} \frac{1}{k^2} = \frac{\pi^2}{6}.
$$

**Proof 3: Exit distribution from a strip**

We now calculate the exit distribution on an infinite strip. We let $W = \{-1 < \text{Re}(z) < 1\}$ and take the starting point of the Brownian motion $a$ to lie on the real interval $(-1, 1)$. We will calculate density of the exit distribution at the boundary point 1 by applying our theorem to the function $\tan(\pi z)$, which maps $W$ conformally to $D$, to get

$$
\rho_t^a(W)(1) = \frac{\pi}{4} \sec^2(\frac{\pi}{4}) \rho_t^a(D) (\tan(\frac{\pi}{4})) ds
$$

$$
= \frac{\pi}{2} \rho_t^a(D) (1) ds
$$

$$
= \frac{1 - \tan^2(\frac{\pi}{4} a)}{4(1 - \tan(\frac{\pi}{4} a))^2} ds
$$

$$
= \frac{1 + \tan(\frac{\pi}{4} a)}{4(1 - \tan(\frac{\pi}{4} a))} ds,
$$

where the exit distribution of the disk given in Proof 2 was used. There is another method for calculating $\rho_t^a(W)(\pm 1 + yi)ds$ which uses a form of the reflection principle. For real number $b$ let us define $\tau(b) = \inf\{t \geq 0 : \text{Re}(B_t) = b\}$, and then recursively define $\tau(b_1, b_2, \ldots, b_{n+1}) = \inf\{t \geq \tau(b_1, \ldots, b_n) : \text{Re}(B_t) = b_{n+1}\}$; that is, $\tau(b_1, b_2, \ldots, b_n)$ is the first time at which $\text{Re}(B_t)$ has visited the sequence $b_1, b_2, \ldots, b_n$ in order. We then claim

$$
\rho_t^a(W)(1) ds = \rho_t^a(1)(1) ds - \rho_t^a(-1,1)(1) ds + \rho_t^a(1,-1,1)(1) ds - \rho_t^a(-1,1,-1,1)(1) ds + \ldots.
$$

Intuitively, this is very simple: in order to calculate $\rho_t^a(W)(1) ds$ we want to count paths which leave $\{\text{Re}(z) < 1\}$ at the point 1, however we want to remove the contribution from paths which strike
\{Re(z) = -1\}$ first, so we consider $\rho_{\tau(1)}^a(1)ds - \rho_{\tau(-1,1)}^a(1)ds$; however, by subtracting $\rho_{\tau(-1,1)}^a(1)ds$ we have subtracted too much, as we have incorrectly subtracted the contribution from paths which hit $\{Re(z) = 1\}$ before $\{Re(z) = -1\}$, so we must add $\rho_{\tau(1,-1,1)}^a(1)ds$ to compensate; however, by an analogous argument we have overcompensated, and must therefore subtract $\rho_{\tau(-1,-1,1)}^a(1)ds$, and so forth. The reader with a penchant for rigor can find a complete proof in [7]. Now, by the reflection principle (see [6] or [12]), the process reflected over $\{Re(z) = 1\}$ after time $\tau(1)$, i.e.

$$\hat{B}_t = \begin{cases} B_t \\ 1 + (1 - Re(B_t)) + iIm(B_t) \end{cases}$$ if $t \leq \tau(1)$

$$1 + (1 - Re(B_t)) + iIm(B_t)$$ if $t > \tau(1)$,

is also a Brownian motion, and it is therefore evident that the distribution of $\hat{B}_{\tau(1,3)} = \hat{B}_{\tau(3)}$ is identical to that of $\hat{B}_{\tau(1,-1)}$. In this manner, by reflection, the quantities on the right side of (7) can all be expressed in terms of the exit distribution of a half plane, and we obtain

$$\rho_{\tau(1)}^a(1)ds = \rho_{\tau(-1,1)}^a(1)ds - \rho_{\tau(-3)}^a(-3)ds + \rho_{\tau(5)}^a(5)ds - \rho_{\tau(-7)}^a(-7)ds + \ldots$$

(8)

We need to calculate $\rho_{\tau(r)}^a(r)ds$ for any real $r$, and this was done already in Proof 2: it is immediate from (4) by rotation and translation that $\rho_{\tau(r)}^a(r)ds = \frac{ds}{\pi|a|}$. Plugging this into (8) gives

$$\rho_{\tau(1)}^a(1)ds = \frac{ds}{\pi} \left( \frac{1}{1 - a} - \frac{1}{3 + a} + \frac{1}{5 - a} - \frac{1}{7 + a} + \ldots \right)$$

Equating this with (6) yields

$$\sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{(2j-1) + (-1)^j a} = \frac{1}{1 - a} - \frac{1}{3 + a} + \frac{1}{5 - a} - \frac{1}{7 + a} + \ldots = \frac{\pi}{4} \left( 1 + \tan \left( \frac{\pi}{4} a \right) \right).$$

(9)

We now notice that taking $a = 0$ immediately gives us Leibniz’s representation for $\pi$:

$$\frac{\pi}{4} = 1 - \frac{1}{3} + \frac{1}{5} - \frac{1}{7} + \ldots$$

However, this sum, interesting though it may be, is not the one we are after. In order to obtain Euler’s sum, we simply differentiate both sides of (9) with respect to $a$ to obtain

$$\sum_{j=1}^{\infty} \frac{1}{(2j-1)^2 + (-1)^j a}^2 = \frac{1}{(1 - a)^2} + \frac{1}{(3 + a)^2} + \frac{1}{(5 - a)^2} + \frac{1}{(7 + a)^2} + \ldots = \frac{\pi^2}{8} \left( \frac{\sec^2 \left( \frac{\pi}{4} a \right)}{1 - \tan \left( \frac{\pi}{4} a \right)} \right).$$

Setting $a = 0$ at this point now gives the sum of the odd squares, which was shown at the end of Proof 1 to be equivalent to Euler’s sum. In fact, it should be clear that successive differentiation will lead to the values of all sums of the form $\sum_{j=1}^{\infty} \frac{1}{(2j-1)^{2m}}$ or $\sum_{j=1}^{\infty} \frac{(-1)^j}{(2j-1)^{2m+1}}$ for integer $m$. 
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Proof 4: Green’s function of a disk

This proof is the spiritual cousin of Proof 2. As before, let us run a Brownian motion \( B_t \) until a stopping time \( \tau \), and let \( B_t = \Delta \) for \( t \geq \tau \), where \( \Delta \) is a so-called ”cemetery point” outside of \( \mathbb{C} \); in other words, \( B_t \) is no longer in the plane for \( t \geq \tau \). Let \( \rho_t^\tau(z,w) \) be the probability density function at point \( w \) and time \( t \) of the distribution of this killed Brownian motion. We may define the occupation measure of \( B_t \) up to time \( \tau \) as

\[
\mu(A) = \int_0^\tau 1_A(B_s) \, ds
\]

that is, \( \mu \) is a random measure representing the amount of time \( B_t \) spends in \( A \) up until time \( \tau \). Calculating formally,

\[
E_a \int_0^\tau 1_A(B_s) \, ds = \int_0^\tau E_a[1_A(B_s)] \, ds
= \int_0^\tau \int_\mathbb{C} 1_A(z) \rho_s^\tau(a,z) \, dA(z) \, ds
= \int_\mathbb{C} \left( \int_0^\infty \rho_s^\tau(a,z) \, ds \right) 1_A(z) \, dA(z),
\]

where \( dA(z) \) signifies an area integral in the plane. It follows that the function

\[
G_\tau(a,z) := \int_0^\infty \rho_s^\tau(a,z) \, ds
\]

is the density of the measure \( E_a[\mu(A)] \). We call \( G_\tau(a,z) \) the Green’s function associated with \( \tau \); the name is due to the fact that when the stopping time in question is the exit time of a domain, \( G_\tau(a,z) \) agrees up to a multiplicative constant with the Green’s function of that domain. Green’s function is well known among analysts to be conformally invariant, however associating it to a stopping time rather than a domain allows us to deduce more than this from Lévy’s Theorem. The following is a simplification of [9, Prop. 2].

**Theorem 3.** Let \( \Omega \) be a domain, and suppose \( f \) is a function analytic on \( \Omega \) with \( f'(z) \neq 0 \) for all \( z \in \Omega \). Let \( B_t \) be a Brownian motion starting at \( a \), and \( \tau \) a stopping time such that the set of Brownian paths \( \{B_t : 0 \leq t \leq \tau\} \) lie within \( U \) a.s. Then

\[
G_{\sigma,\tau}(f(a),w) = \sum_{w' \in f^{-1}\{w\}} G_{\tau}(a,w').
\]

See [9] for the straightforward proof of this result. It is clear that this result can allow us to calculate a large number of Green’s functions, but, as was the case when we considered the distribution at stopping times in Proof 2, we need a simple one to begin with. In that case we used the exit distribution from a disk, but in this case it is easier to use a half-plane. Recall that \( \mathbb{H} = \{ \text{Im} (z) > 0 \} \). The density \( \rho_t^\tau(\mathbb{H})(a,z) \)
must capture the probability of Brownian paths near \(z\) at time \(t\), but only those which have not previously intersected \(\mathbb{R}\). By the reflection principle we used in Proof 3, the processes \(B_t\) and

\[
\hat{B}_t = \begin{cases} 
  B_t & \text{if } t \leq \tau(\mathbb{H}) \\
  \overline{B}_t & \text{if } t > \tau(\mathbb{H})
\end{cases},
\]

have the same law, where \(\overline{B}_t\) is simply the complex conjugation map \(x + yi \rightarrow x - yi\) applied to the complex-valued process \(B_t\). But \(B_t\) is near \(z\) and \(t > \tau(\mathbb{H})\) precisely when \(\hat{B}_t\) is near \(\overline{z}\) with \(t > \tau(\mathbb{H})\), and this occurs precisely when \(\hat{B}_t\) is near \(\overline{z}\), since the Brownian motion cannot travel from \(a\) to \(\overline{z}\) without first crossing \(\mathbb{R}\). We conclude that

\[
\rho_{t}(a, z) = \rho_{t}(a, \overline{z}) = \frac{1}{2\pi} \left( e^{-|a-z|^2/(2t)} - e^{-|\overline{a}-\overline{z}|^2/(2t)} \right).
\]

We therefore have

\[
G_{\tau(\mathbb{H})}(a, z) = \int_{0}^{\infty} \frac{1}{2\pi t} \left( e^{-|a-z|^2/(2t)} - e^{-|\overline{a}-\overline{z}|^2/(2t)} \right) dt
\]

\[
= \frac{1}{2\pi} \int_{0}^{\infty} \frac{1}{t} \int_{|a-z|}^{\infty} \frac{s}{t} e^{-\frac{s^2}{2t}} ds dt.
\]

\[
= \frac{1}{2\pi} \int_{|a-z|}^{\infty} \frac{1}{s} \int_{0}^{\infty} e^{-\frac{u^2}{2t}} du ds
\]

\[
= \frac{1}{\pi} \ln \left( \frac{|a - \overline{z}|}{|a - z|} \right).
\]

(11)

\[\phi(z) = -i \left( \frac{z - 1}{z + 1} \right) \] maps \(\mathbb{D}\) conformally onto \(\mathbb{H}\), sending \(0\) to \(i\). Thus,

\[G_{\tau(\mathbb{D})}(0, z) = G_{\tau(\mathbb{H})}(i, \phi(z)) = \frac{1}{\pi} \ln \left( \frac{|i - i \left( \frac{z - 1}{z + 1} \right)|}{|i + i \left( \frac{z - 1}{z + 1} \right)|} \right)
\]

\[= \frac{1}{\pi} \ln \left| \frac{2z + 2}{2|z|^2 + 2z} \right| = \frac{1}{\pi} \ln \frac{1}{|z|}.
\]

To calculate \(G_{\tau(\mathbb{D})}(a, w)\) for arbitrary \(a \in \mathbb{D}\), we use the disk automorphism \(\phi(z) = \frac{z - a}{1 - \overline{a}z}\) we used in Proof 2. It follows that

\[G_{\tau(\mathbb{D})}(a, z) = G_{\tau(\mathbb{D})}(\phi(a), \phi(z)) = \frac{1}{\pi} \ln \frac{|1 - \overline{a}z|}{|z - a|}.
\]
Now, for \( a \neq 0 \) and \( D^\times = \{ 0 < |z| < 1 \} \) we have \( G_{\tau(D)}(a, z) = G_{\tau(D^\times)}(a, z) \), for the same reason as was used in Proof 2: \( P_a(B_{\tau(D^\times)} = 0) = 0 \). Furthermore, we can again use the covering map \( f(z) = e^{iz} \) in order to calculate \( G_{\tau(D^\times)}(a, z) \). Let us assume for simplicity that \( a, z \in (0, 1) \), so we may write \( a = e^{-\alpha}, z = e^{-\gamma} \), for \( \alpha, \gamma > 0 \). We can take \( \alpha i \) as the preimage of \( a \) under \( f \), and \( \gamma i + 2\pi n \) for integer \( n \) will therefore be all preimages of \( z \) under \( f \). Using (11) and Theorem 3 we have

\[
G_{\tau(D^\times)}(e^{-\alpha}, e^{-\gamma}) = \frac{1}{\pi} \sum_{n=-\infty}^{\infty} \ln \left| \frac{(\alpha + \gamma) i - (2\pi n)}{(\alpha - \gamma) i - (2\pi n)} \right|
\]

\[
= \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} \ln \left( \frac{(2\pi n)^2 + (\alpha + \gamma)^2}{(2\pi n)^2 + (\alpha - \gamma)^2} \right).
\]

This quantity must therefore be equal to \( \frac{1}{\pi} \ln \left| \frac{1-e^{-(\alpha+\gamma)}}{e^{-\gamma} - e^{-\alpha}} \right| \). Multiplying each of these by \( 2\pi \) and exponentiating gives the identity

\[
\prod_{n=-\infty}^{\infty} \frac{(2\pi n)^2 + (\alpha + \gamma)^2}{(2\pi n)^2 + (\alpha - \gamma)^2} = \left( \frac{1 - e^{-(\alpha+\gamma)}}{e^{-\alpha} - e^{-\gamma}} \right)^2.
\]

Now multiply top and bottom of the expression on the right by \( (e^{(\alpha+\gamma)/2})^2 \), and divide top and bottom of all terms on the left other than \( n = 0 \) by \( (2\pi n)^2 \). We obtain

\[
\frac{(\alpha + \gamma)^2}{(\alpha - \gamma)^2} \left( \prod_{n=1}^{\infty} \frac{1 + (\frac{\alpha + \gamma}{2\pi n})^2}{1 + (\frac{\alpha - \gamma}{2\pi n})^2} \right)^2 = \frac{\sinh(\frac{\alpha + \gamma}{2})^2}{\sinh(\frac{\alpha - \gamma}{2})^2}.
\]

Multiplying both sides by \( (\alpha - \gamma)^2 \) and taking the limit as \( \gamma \to \alpha \) leads to the infinite product representation for \( \sinh \):

\[
(12) \quad \sinh \alpha = \alpha \prod_{n=1}^{\infty} \left( 1 + \left( \frac{\alpha}{\pi n} \right)^2 \right).
\]

Note that from this, using \( \sin \alpha = i \sinh(-i\alpha) \), we can deduce (11), the infinite product representation for sine, and thus Euler’s sum. However, Euler’s sum follows just as easily from (12) directly, for we may write \( \frac{\sinh \alpha}{\alpha} = 1 + \frac{\alpha^2}{3!} + \frac{\alpha^4}{5!} + \ldots \), while the coefficient of \( \alpha^2 \) in the expansion of the infinite product in (12) is \( \sum_{n=1}^{\infty} \frac{1}{(\pi n)^2} \).
Other proofs and concluding remarks

There are several other proofs of Euler’s sum using Brownian motion available. For example, calculating the exit distribution of \( \{ -1 < \text{Re}(z) < 1, \text{Im}(z) > 0 \} \) on the boundary component \( \{ -1 < \text{Re}(z) < 1, \text{Im}(z) = 0 \} \) using reflection as in Proof 3 leads to an identity taking Euler’s sum as a special case, as does calculating the exit distribution of \( \mathbb{C} \setminus [-1, 1] \) using a covering map as in Proof 2. Details can be found in [7]. Doubtless there are others using exit distributions.

It is possible to calculate the Green’s function for a strip using reflection in a similar manner to what was done in Proof 3. As in Proof 4, this leads to an infinite product identity, but it is not clear whether Euler’s identity lives inside this product. One difficulty is that the product is not absolutely convergent, and care must be taken in passing to the limit (this was not adequately explained in [9], but is discussed in detail in [10] and [11], where analytic methods rather than probabilistic ones are used to obtain the same result).

The author has been asked on more than one occasion why Euler’s sum in particular keeps popping up when working with planar Brownian motion. The short and correct answer is “I don’t know”: when you play around with Brownian motion in the complex plane looking for identities, you don’t really get to choose what comes out. However, in a sense, it is natural: quantities have a tendency to become squared when working with Brownian motion, so if you can bring the integers into play you have a chance of happening on Euler’s sum. Proof 1 is, after all, a Fourier series proof in disguise, since that’s what complex power series are; Proofs 2 and 4 bring the integers into the mix due to homotopy considerations, the winding number of Brownian motion about the origin; and the integers appear in Proof 3 in regards to the number of times the Brownian motion has been reflected over the lines \( \{ \text{Re}(z) = \pm 1 \} \).

A reader interested in seeing proofs of the result using 1-dimensional Brownian motion is referred to [3].
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