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Abstract: Control systems require maintenance in the form of tuning their parameters in order to maximize their performance in the face of process changes in minerals processing circuits. This work focuses on using deep reinforcement learning to train an agent to perform this maintenance continuously. A generic simulation of a first-order process with a time delay, controlled by a proportional-integral controller, was used as the training environment. Domain randomization in this environment was used to aid in generalizing the agent to unseen conditions on a physical circuit. Proximal policy optimization was used to train the agent, and hyper-parameter optimization was performed to select the optimal agent neural network size and training algorithm parameters. Two agents were tested, examining the impact of the observation space used by the agent and concluding that the best observation consists of the parameters of an auto-regressive with exogenous input model fitted to the measurements of the controlled variable. The best trained agent was deployed at an industrial comminution circuit where it was tested on two flow rate control loops. This agent improved the performance of one of these control loops but decreased the performance of the other control loop. While deep reinforcement learning does show promise in controller tuning, several challenges and directions for further study have been identified.
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1. Introduction

Reinforcement learning (RL) is concerned with training an autonomous agent to interact with an environment to achieve a target goal, such as tuning a proportional-integral (PI) controller to maximize performance. Recent progress combining deep neural networks with RL, called deep RL (DRL), has led to successes in challenging robotics problems [1–4], as well as achieving superhuman performance in some games [5,6]. Further details regarding RL fundamentals can be found in the textbook by Sutton and Barto [7].

The work reported in this article examines whether it is possible to train a DRL agent to tune a range of proportional-integral (PI) controllers. These controllers are commonly used in minerals processing circuits as low-level controllers upon which higher-level optimizing controllers depend. PI and proportional-integral-derivative (PID) controllers constitute the majority of control systems encountered in industrial applications [8,9]. However, finding suitable methods for tuning these controllers automatically is still a subject of research. Tuning formulae exist for PI controllers for first-order systems [10–12], which may be suitable when the gain, time delay, and time constant of the system are known. However, this is seldom the case. Other tuning methods include heuristics, such as the Ziegler–Nichols method, frequency response methods, optimization methods, and adaptive tuning methods [13]. RL algorithms have been formulated for PID controller tuning, where the PID controller is viewed as the policy function in the agent [14–16]; hence, the training process directly updates the controller parameters. As an example, Lu et al. [14] and Xiu et al. [15] use an algorithm that views the PID controller as a basic neural network and updates the weights, i.e., the controller gains, in real time using supervised Hebb learning. This method retains a global gain parameter that must be adjusted via another method,
e.g., fuzzy rules [15], which is specific to the process under control and hence incompatible with the goal of creating a general PI controller tuning agent. Model-based RL has been used to tune multiple PID controllers simultaneously in a multi-input, multi-output robotic system [16]. Here, the learned model is used to estimate the future performance of the controller parameters. An optimization loop, similar to receding horizon control, selects the optimal controller parameters.

Traditional RL and DRL algorithms have been applied to PID controller tuning by treating the actions taken by the agent as controller gains or changes to these controller gains. Here, the training process does not directly set the controller gains, but rather updates a combination of value and policy functions. The policy function sets the controller gains based on the current state of the process under control. Actor–critic RL algorithms may be used to directly set controller gains from changes in the error signal, e.g., in robotics problems [17,18]. Discrete controller parameter values were used by El Hakim et al. [19], allowing them to use Q-learning to train an agent to perform the action of selecting one of a fixed number of combinations of controller gains. Discrete actions can take the form of incremental changes to the controller gains, e.g., by multiplying the gains by fixed constants [20]. Any RL algorithm can be applied in this scenario, wherein the action is to select one combination of controller gain changes from the set of possible incremental changes. The continuous state, e.g., determined from past and present tracking error values, can be discretized as well [19,20]. These algorithms, as well as those that treat the controller as the policy function, only learn to tune controllers on a single system or plant.

In contrast to the methods described above, the work presented here attempts to train a generic agent that is capable of tuning PI controllers for a range of plants. Once the agent has been trained and is deployed on a physical control loop, it adjusts the controller gains based on the current state of the control loop. No additional exploration is performed. Prior work by Shipman and Coetzee [21] demonstrated the training of a similar agent using a modified advantage actor–critic (A2C) algorithm, although this agent failed to generalize well to testing on a physical plant. In comparison, this work has significantly increased the complexity of the training simulation, uses proximal policy optimization (PPO) to train the agent, and includes hyper-parameter optimization. Note that the rewards cannot be compared between this work and the prior work by Shipman and Coetzee as the simulation complexity has increased, resulting in lower rewards in this work.

The remainder of this article is structured as follows: Section 2 describes the training methods used in this work, data preprocessing steps, and the industrial testing procedure. Section 3 documents the results of the tests conducted both in simulation and on a minerals processing plant. Section 4 discusses these results, concluding with remarks on possible future improvements.

2. Materials and Methods

Figure 1 provides a high-level overview of the system used to train and optimize the agents in this work, showing the Markov decision process (the simulation, agent, observation, reward, and action), followed by the hyper-parameter optimization step. The simulation environment (Section 2.1) provides time series data and a reward. The time series data may be processed further by an observation method (Section 2.2) before being supplied to the agent as an observation of the underlying state of the system. The agent generates new controller gains for the PI controller and learns from the observations and rewards. This agent training process runs for a number of steps, followed by performing a test to assess the performance of the agent. This performance is used by a hyper-parameter optimizer (Section 2.3) that adjusts the hyper-parameters of the PPO algorithm to maximize the performance of the agent.
Figure 1. Block diagram of the system showing the simulation environment, data processing, agent, and hyper-parameter optimization step.

2.1. Simulation Environment

The simulation environment models a first-order system with varying set points, manipulated variable (MV) disturbances, measurement noise, discrete MVs, and discrete controlled variables (CVs), controlled by a PI controller. The PI controller regulates the CV to a given set point variable (SV) value, which is derived from a fixed set of trajectory functions in this work. The gain, \( K \), time constant, \( \tau \), and time delay in seconds, \( T \), of the system were randomly varied in the ranges 1 to 15, 0.5 to 10, and 1 to 10, respectively. The gain of the controller, \( K_c \), and the integral time, \( T_i \), were constrained to the ranges 0.005 to 2 and 0.5 to 50, respectively. \( K_c \) and \( T_i \) are chosen by the RL agent to maximize the discounted future reward obtained from the environment, i.e., the overall performance of the closed-loop system. The outputs of the actor network of the RL agent ranged from \(-1\) to \(+1\), owing to the use of the hyperbolic tangent (tanh) activation function on the output layer of the neural network. These outputs were scaled to the ranges shown above for \( K_c \) and \( T_i \).

The discretized first-order model of the system, with sampling time \( T_s \) seconds, is as follows:

\[
x(t) - x_0 = \alpha [x(t) - x_0] + (1 - \alpha) K [u(t - T) - u_0] \\
\alpha = \exp(-T_s/\tau) \\
u_n(t) = 0.5(u_{\text{max}} - u_{\text{min}}) \left[ \tanh\left(2 \frac{u(t) - u_{\text{min}}}{u_{\text{max}} - u_{\text{min}}} - 1 \right) + 1 \right] + u_{\text{min}} \\
y(t) = x(t) + e(t)
\]

The MV, \( u(t) \), is constrained to the range \([0; 100]\), while the CV, \( y(t) \), is constrained to the range \([0; 2000]\). The CV consists of the state \( x(t) \) and pink noise \( e(t) \) with a randomly chosen scale factor drawn from a uniform random distribution with range \([0; 0.01]\) multiplied by the SV offset. This SV offset is drawn from a uniform random distribution in the range \([SV_{\text{min}}; SV_{\text{max}}]\). Further details on the derivation of these limits and the set of functions used to generate the SV are provided in Appendix A. In approximately 50% of the training episodes, the MV is passed through a non-linearity, Equation (3), to simulate the effect of actuator non-linearities.
The MV is discretized in 75% of the simulations, with equal probability of the selected rounding mode being set to round up, round down, or round to the nearest integer. CV discretization is handled differently, by randomly selecting the number of discrete levels between integer measurements. The CV is then rounded to the nearest discrete value. In 20% of the episodes, the CV is not discretized, while in the remaining 80% of the episodes, it is discretized using 1, 2, 3, or 4 levels with equal probability. The discretization formula is

\[ y_d(t) = \text{round}(y(t)L)/L \]

where \( L \) is the number of discretization levels. The case of a continuous MV and CV with no non-linearity is relatively easy to learn, although it is not representative of reality. In reality, instances where the MV is zero while the CV is well above zero have been noted, as have instances of discrete CVs. This high degree of domain randomization is intended to expose the agent to a sufficiently large variety of control loops so it is able to generalize to new control loops, as long as they fall within the range of model parameters used in training. If successful, a single agent will be able to optimize several different control loops on a physical plant without requiring retraining.

The environment provides a reward to the agent based on how well \( x(t) \) is tracking the SV. The reward is based on the form proposed by Deisenroth [22]:

\[ d = \frac{SV - x(t)}{y_{\text{max}} - y_{\text{min}}} \]

\[ r = \exp\left(-\frac{d^2}{2\alpha^2}\right)T_s \]

The scale factor \( \alpha \) determines the deviation \( d \) at which the reward \( r \approx 0.6065 \). This work uses \( \alpha = 5 \times 10^{-4} \), corresponding to a deviation in the CV from the SV of \( 5 \times 10^{-4} \times y_{\text{max}} - y_{\text{min}} = 5 \times 10^{-4} \times 2000 = 1 \). As \( d \to 0 \), the gradient of \( r \) approaches 0, hence the agent is incentivized to achieve a low, but not necessarily zero, error. This depends on correctly setting \( \alpha \), which will be discussed further in Section 3.1.1.

2.2. Observing the Environment

The simulator described in Section 2.1 provides observations in the form of an array of five values, viz. the CV value, the SV value, the MV value, and the previous proportional gain and integral time values. These observations are collected once per second and stacked into a 2D array to form the final observation. This sliding window is 3600 samples long, equivalent to collecting one hour of data. Once the first hour of the simulation is complete, this sliding window moves forward as new data is acquired. In this work, new data is collected for 600 s and appended to this array. The first 600 samples are removed from the array to retain the chosen length of 3600 samples. This forms the basic observation available to DRL agents. However, it is not a suitable observation of the underlying context that determines the reward obtained by taking a particular action. The expected reward, resulting from selecting particular controller parameters, depends on the gain, time constant, and time delay of the process being controlled. Therefore, an observation that is related to these parameters, but which can be easily calculated from the time series data, is desired.

Two observation methods were tested in this work. In the first, an auto-regressive with exogenous inputs (ARX) model is fitted to model the relationship between the CV and MV. The second method is inspired by Badgwell et al. [20]. This method calculates performance metrics based on the error between the SV and CV. Both of these methods take in the above 3600 sample window of measurements and process this data to produce the final observation seen by the DRL agent. The agents that are trained to use these observations are referred to as Agents A and B, respectively.
2.2.1. Autoregressive Model Observation (Agent A)

Given a CV $y(t)$, MV $u(t)$, and measurement noise $e(t)$, the ARX model is as follows, after rearranging the terms to group the historical values on the right-hand side:

$$x(t) = y(t) - d_0 e(t) = \sum_{i=1}^{n} c_i y(t - i) + \sum_{j=1}^{m} b_j u(t - j)$$

(7)

The coefficients $b_i$, $c_i$, and $d_0$ are the coefficients of the historical CV and MV values and the noise in the current measurement, respectively. As a simplification, the noise signal does not need to be estimated in this work; hence, we fix $d_0 = 0$ to simplify the implementation. The ARX model can now be fitted to the recorded data by solving a least-square problem. The ridge regression implementation in Scikit-learn [23] was used here. Ridge regression includes a regularization term that penalizes large values of the parameters in the model. This ensures that the regression problem is solvable and reduces overfitting. The value 2.5 was chosen for this regularization weight. The number of coefficients used in the model were fixed at $n = 2$ and $m = 20$.

This work creates six filtered copies of the CV and MV arrays using a moving average filter. ARX models are fitted to each of the filtered copies, yielding six sets of model parameters. These ARX model parameters are stacked to obtain the final observation seen by the agent. The filter widths were chosen to be 1, 10, 20, 30, 40, and 50 s. The first filter, with a width of one, has no effect; its output is the original signal. The larger filter widths are intended to capture long-term effects.

2.2.2. Performance Metrics Observation (Agent B)

First, the mean, standard deviation, and minimum and maximum of the tracking error between the SV and CV are calculated and form the beginning of the observation vector. The fast Fourier transform (FFT) of the tracking error signal is calculated. The frequency at which the maximum magnitude of the FFT is obtained, as well as the magnitude and phase angle at this frequency, is appended to the observation. Finally, the proportional gain and integral time at the end of the observation window are appended to the observation.

2.3. Reinforcement Learning Agent Training and Hyper-Parameter Optimization

The action and observation spaces of the agent are both continuous, hence a policy gradient or actor–critic RL algorithm is required. Furthermore, the complex relationship between the observation and the expected return is an unknown non-linear function, necessitating the use of neural networks as the function approximators used by the RL agent. Proximal policy optimization (PPO) [3], implemented in the OpenAI Baselines library [24], was used to train the agents. PPO is a popular choice of actor–critic algorithm [25–28], out-performing A2C and several other DRL algorithms [3]. It is able to learn from multiple parallel simulations, accelerating training on multi-core processors.

The complete list of parameters and the search ranges used in hyper-parameter optimization are documented in Appendix B. Three activation functions were investigated for use in the hidden layers of the agent neural networks: hyperbolic tangent (tanh), rectified linear unit (relu), and leaky rectified linear unit (leakyrelu) functions.

Several algorithms exist for hyper-parameter tuning using Bayesian optimization [29–32], tree-structured parzen estimator [33], Thompson sampling [34] and covariance matrix adaptation evolution strategy (CMA-ES) [35–37]. Lévesque et al. [32] compare several of these algorithms, noting that their Bayesian optimization algorithm is superior. However, Bayesian optimization is computationally inefficient when there are a large number of variables to optimize. Therefore, Thompson sampling is used here for discrete parameters, and CMA-ES for continuous parameters. The implementations provided by the Chocolate library [38] were used in this work.

During hyper-parameter optimization, the agent is trained for 500,000 steps, followed by testing the agent in 100 random episodes. The cumulative reward is calculated for
each episode, and the median of the test episode rewards is taken as the performance of that particular combination of hyper-parameter values. During testing, the same random number generator seed is used at the beginning of testing each agent, thus the random disturbances and the set point changes experienced by each agent are identical. Similarly, the random disturbances and SV changes experienced by each agent during training are identical between agents; hence, the only difference is the hyper-parameter values.

Once hyper-parameter optimization has been completed, the optimal set of hyper-parameter values is used for training each agent for 2,000,000 time steps. Thereafter, 100 random episodes of testing were performed, using identical tests to those performed during hyper-parameter estimation. This longer training session is done to ensure that the training process converges on a policy function.

2.4. Industrial Testing at a South African Platinum-Group Minerals Plant

The fully trained agent neural network for Agent A was stored as an Open Neural Network Exchange (ONNX) file [39]. The ONNX Runtime library [40] was used to load this file within a C++ control module written for the StarCS platform, a Mintek product for advanced process control. This control module executes the ARX model fitting procedure, which has been verified against the Python code.

This agent was tested on two low-level PI loops at a South African platinum-group minerals concentrator. The milling circuit used during testing consisted of a grate discharge ball mill that discharged into a sump. Slurry was pumped from the sump to a cyclone cluster. The cyclone underflow was returned to the mill, while the overflow was directed to a sump, from where it was pumped to the primary rougher flotation circuit. The two PI controllers regulated the water addition flow rate into the mill to a set point, and regulated the mill discharge sump feed water flow rate to a set point. The mill inlet water flow rate set point was calculated from a fixed ratio multiplied by the solids feed rate into the mill. The sump feed water flow rate set point was determined by a higher-level control system.

Prior modelling work found that the mill inlet water flow rate could be approximated by a first-order system with a gain of 1.1 and a time constant of 4.1, while the sump feed water flow rate could be approximated by a first-order system with a gain of 6.1 and a time constant of 8.1. At the time of deriving these models, the time delay was determined to be negligible on these two loops.

Two safety checks were added to revert to known good controller gains in the event of the agent selecting inappropriate controller gains. The exponentially weighted moving average (EWMA) and exponentially weighted moving standard deviation of the error, as well as the EWMA of the absolute error, were calculated using the formulae described by Brown [41]. The weight $\alpha$ used to scale each new measurement was calculated as $\alpha = 1 - \exp(-T_s/\tau_{EWMA})$, where $\tau_{EWMA}$ is a time constant controlling the length of time that has the largest effect on the EWMA. Using the EWMA ensures that the error statistics are determined primarily by recent performance. A threshold was set for the standard deviation and EWMA of the absolute error which, if exceeded, resulted in the performance being flagged as inappropriate and the controller gains being reset to known safe values. The time constant used here was $\tau_{EWMA} = 3600$ s.

During industrial testing, the set points would periodically shift significantly from their normal values, resulting in a temporary spike lasting for less than five minutes. During this time, the performance metrics will cross the set thresholds, indicating bad performance, as the process was incapable of responding rapidly to such large changes in the SV. A basic anomaly detector was added to detect these unusual changes. The exponentially weighted moving average and variance of both the SV value and the difference between the current SV value and previous SV value were calculated. This was treated as a normal distribution and the probability density function value for the SV and the change in the SV were calculated. If the product of these two probability density function values fell below a threshold, the SV was flagged as behaving unusually and the safety checks were temporarily disabled. Once the SV returned to more likely behavior, a 120 s timer would...
start counting down, during which time the safety checks would remain inactive. If no further unusual activity was detected in the SV by the end of this time period, the safety checks were re-enabled. The time constant used for both the SV and the change in the SV were $\tau_{EWMA} = 600$ s.

2.5. Data Analysis

2.5.1. Training Results Analysis

During training, the 100 episode moving average of the cumulative reward obtained in each episode was recorded. In the testing phase using the simulator, the cumulative reward for each test episode was recorded. The agent was tested using batches of 100 episodes each. Six different random seeds were used to produce six batches of 100 test episodes for each agent. The agents were also compared to the internal model control (IMC) [12] using the exact values of $K$, $\tau$, and $T$ and the same 600 test episodes. The two-sided Kolmogorov–Smirnov test was used to determine if the performance of the DRL agents showed no statistically significant difference ($p < 0.05$) between the six random seeds, i.e., that each agent generalizes well. The one-sided Mann–Whitney rank test is used to compare the 600 random tests between two agents to assess whether one agent, either a DRL agent or IMC, shows a statistically significant ($p < 0.05$) improvement over the other agents.

2.5.2. Industrial Test Results Analysis

The industrial test recorded data during a period of three consecutive months, capturing the CV, MV, SV, and controller gains. This period covers data collected prior to the commencement of any tests, a brief test prior to the introduction of the discrete CV in the simulator, which is excluded from the performance comparison, and finally, the testing of Agent A towards the end of this period. Any time when the PI controllers were switched off, when the MV was below 5% or above 95% of its maximum value, or when the SV was below 10, were automatically excluded from the analysis. The typical range of MV values was 20 to 80%. At MV values below 5% or above 95%, the SV that has been chosen is difficult to achieve, and there is minimal margin for additional actuator movement to reject disturbances. These time periods are not reflective of the true behavior of the controller. SV values below 10 on both control loops tested here correlated with temporary interruptions to the operations of the circuit. Performance was quantified by calculating the integral absolute error (IAE), comparing histograms of the deviation of the CV from the SV, and finally, calculating the same reward used in the training and simulation tests. Note that the measured CV, $y(t)$, is used in calculating this reward, not the noise free state $x(t)$, as is used during training.

3. Results

The results presented here are divided into two sections: simulator training and testing, followed by industrial testing.

3.1. Simulator Training and Testing

This section presents the results obtained by training two agents: one using the ARX model parameters observation space (Section 2.2.1) and one using the performance metrics observation space (Section 2.2.2). Hyper-parameter optimization was done for each agent separately.

3.1.1. The Agent Using Autoregressive Model Parameters Observation (Agent A)

Hyper-parameter optimization converged on the parameters shown in Table 1 after testing a total of 272 hyper-parameter combinations. The median reward achieved in the test phase was 8.96 out of a theoretical maximum of 24. The progress made in training an agent for 2,000,000 time steps, using the selected hyper-parameters, is shown in Figure 2. The median reward obtained in the test phase, after completing this longer training run, was 9.03, while the average IAE was 7.87.
Table 1. Hyper-parameter values selected through hyper-parameter optimization.

| Parameter                              | Selected Value          |
|----------------------------------------|-------------------------|
| Number of workers $N_{CPU}$            | 128                     |
| Rollout length                         | 14                      |
| Value function coefficient             | 0.598357                |
| Entropy coefficient                    | 0.0260027               |
| Maximum gradient norm                  | 0.251482                |
| Initial learning rate                  | 0.000204387             |
| Final learning rate                    | $2.4193 \times 10^{-6}$ |
| Discount factor ($\gamma$)             | 0.195474                |
| GAE decay factor ($\lambda$)           | 0.044001                |
| Number of mini-batches                 | 8                       |
| No. of optimization epochs             | 46                      |
| Clip range                             | 0.287274                |
| Number of hidden layers in the policy function | 2             |
| Number of neurons in each layer of the policy function | [19; 173]   |
| Number of hidden layers in the value function | 4            |
| Number of neurons in each layer of the value function | [218; 8; 62; 184]  |
| Hidden layer activation function       | relu                    |

Figure 2. Training progress using the agent parameters determined during hyper-parameter tuning.

The test simulations were reviewed, leading to the discovery of an undesirable trend. The agent will tend to increase the proportional gain and decrease the integral time until oscillations are introduced, which tend to grow until the MV oscillates between approximately 0 and 80% continuously. An example of this is shown in Figure 3. Note that the agent is only allowed to take its first action after 3600 s have elapsed. It is apparent that once the agent observes the poor performance that it has introduced, it is able to correct it in its next step. It appears that once the agent observed a long period of stable operation, it learned to select more aggressive controller parameters (high gain, low time constant), eventually leading to instability.
One potential explanation lies in a fault in the reward function. The reward function provides a reward of less than 0.01 when the absolute value of the error exceeds 3.0349. The reward will drop below 0.001 when the absolute value of the error exceeds 3.7169. The reward rapidly drops to approximately zero as the error increases beyond this range. As a result, the agent does not receive a signal in the form of a noticeable change in the reward when the error worsens or improves but remains greater than approximately 3.7. Therefore, the agent cannot learn the difference between small oscillations and catastrophically large oscillations. Furthermore, the agent will select controller gains that keep the error below the above-mentioned values as often as possible, even if this occasionally leads to extremely poor performance. Therefore, two adjustments will be made to the reward function, as described below in Equations (8)–(10). The first modification is to subtract the absolute value of the scaled error \( d \), while the second is to filter the SV by using a first-order filter with a two second time constant.

\[
d = \frac{SV - x(t)}{y_{max} - y_{min}}
\]  

\[
r = \exp\left(-\frac{d^2}{2\eta^2}\right)T_s - b \times \text{abs}(d)
\]  

Figure 3. Example of poor performance as a result of selecting too high a proportional gain. (Top): the controlled variable and set point variable. (Middle): the manipulated variable and input disturbance. (Bottom): the controller gains selected by the agent.
\[ a = 0.005 \quad (10) \]

Subtracting the absolute value of the error relative to the range of CV values results in the minimum possible reward at any time step being approximately \(-b\). The maximum reward is still +1. The agent receives a positive reward when \(abs(d) < 29\) and \(a = 0.005\), and a negative reward for larger errors. Filtering the SV is equivalent to defining a desired response of the close loop system to SV changes. The time constant was chosen to be two times the sampling period; hence, the ideal closed-loop response will see the CV settle to within 2% of the true SV in eight seconds. An ablation study was conducted to investigate the effect of different values of \(a\) and \(b\), combined with the presence or absence of SV filtering. In each case, the number of tests in which undesirable oscillations occurred, similar to those shown in Figure 3, was determined. The results are shown in Table 2. In order for a test to be counted, the oscillation had to persist for at least five minutes. Short oscillations resulting from disturbances or SV changes were not counted unless the resulting oscillation persisted for more than five minutes. Performance was assessed visually from graphs similar to Figure 3.

Table 2. The number of tests demonstrating poor performance for each combination of reward components. The best combination of parameters has been highlighted in green.

| Value of \( b \): | 0    | 1    | 10   | 100  | 1000 | 0   | 1    | 10   | 100  | 1000 |
|------------------|------|------|------|------|------|-----|------|------|------|------|
| Value of \( a \):| 0.0005| 13   | 21   | 14   | 9    | 8   | 10   | 10   | 8    | 13   |
|                  | 0.005 | 9    | 8    | 7    | 11   | 11  | 8    | 8    | 5    | 3    |
|                  | 0.01  | 7    | 7    | 5    | 6    | 6   | 7    | 6    | 5    | 11   |
|                  | 0.05  | 4    | 9    | 6    | 7    | 9   | 8    | 8    | 14   | 5    |

Figure 4 shows the impact of changing the reward function. The optimal set of parameters obtained during the ablation study were used in training the agent demonstrated there. The test was identical to Figure 3, using the same starting conditions, random noise, and SV variations. Only the agent’s response differs between the two tests, owing to the change in the reward function.

Table 2 shows that, generally, filtering the SV reduces the occurrence of oscillations, unless \(a = 0.05\). Increasing \(b\) tends to reduce the occurrence of oscillations until the value becomes too large. As the value of \(b\) is increased, the agent will prefer to avoid any overshoot or oscillation, but will also attempt to reach the SV rapidly, thus preferring an overly aggressive choice of controller gains. As a result, there is an inflection point after which increasing \(b\) leads to poorer performance again. Similarly, increasing \(a\) beyond 0.005 can lead to a decrease in performance, possibly owing to the agent not learning that overshoot and small oscillation are still detrimental. The optimal configuration applies SV filtering and uses \(a = 0.005\) and \(b = 100\), resulting in only three of the 100 tests demonstrating undesirable oscillations. This configuration also yielded the lowest overshoot on step changes in the SV. The median reward obtained in testing using this reward function and the hyper-parameters shown above was 18.76, while the average IAE was 6.90. The average IAE was 12.3 % lower than was achieved when using the original reward function. This agent was subsequently used in the industrial test.
Training was repeated using five different random number generator seeds. The minimum, maximum, and mean reward obtained during training is shown in Figure 5. The dark line represents the mean reward obtained at each step of the training, while the shaded area shows the minimum and maximum rewards at that step. The rewards obtained after approximately 750,000 training steps are sufficiently similar between training runs to conclude that the training progress does not appear to be affected by the random seed.
3.1.2. The Agent Using Performance Metrics Observation (Agent B)

In order to facilitate the comparison of this agent to Agent A, hyper-parameter optimization has been performed using the original reward function defined in Equations (5) and (6). This agent, with the selected hyper-parameters, was retrained using the updated reward function defined in Equation (9) and finally compared to Agent A. Hyper-parameter optimization converged on the parameters shown in Table 3 after testing a total of 368 hyper-parameter combinations. The median reward obtained by this agent was 8.464 at the end of hyper-parameter tuning. An agent was trained for 2,000,000 time steps using the selected hyper-parameters. The median cumulative reward obtained during the test phase for this longer training run was 6.71, while the average IAE was 10.80. This test still used the original reward function.

| Parameter                                      | Selected Value                   |
|-----------------------------------------------|----------------------------------|
| Number of workers $N_{CPU}$                   | 16                               |
| Rollout length                                | 24                               |
| Value function coefficient                    | 0.49444                          |
| Entropy coefficient                           | 0.0385865                        |
| Maximum gradient norm                         | 0.0889064                        |
| Initial learning rate                         | 0.001                            |
| Final learning rate                            | $1.47087 \times 10^{-8}$        |
| Discount factor ($\gamma$)                    | 0.0325379                        |
| GAE decay factor ($\lambda$)                  | 0.65318                          |
| Number of mini-batches                        | 8                                |
| No. of optimization epochs                    | 50                               |
| Clip range                                    | 0.0977422                        |
| Number of hidden layers in the policy function| 1                                |
| Number of neurons in each layer of the policy function | 177                             |
| Number of hidden layers in the value function | 1                                |
| Number of neurons in each layer of the value function | 31                              |
| Hidden layer activation function              | leakyrelu                        |

This agent was now retrained using the reward function defined in Equation (9). The training was performed six times, each with a different random seed. The training progress is shown in Figure 6.

![Figure 6. Training progress over six runs with different random seeds for Agent B.](image)
3.1.3. Internal Model Control vs. DRL Agents

The analysis described in Section 2.5.1 to determine whether the test results demonstrate a statistically significant difference between random number seeds was performed on Agents A and B. Only the minimum \( p \)-values are reported here. The minimum \( p \)-value amongst the pairs of tests for Agent A was 0.368, while for Agent B, it was 0.111. Therefore, the null hypothesis that there is no difference in performance between tests initialized with different random seeds is accepted for both agents.

Next, the performance of Agents A and B vs. IMC was ranked using Mann–Whitney tests. The results are documented in Table 4. Agent A outperforms IMC \( (p < 0.05) \), while Agent A also outperforms Agent B. Agent B does appear to perform slightly better than IMC, although this improvement is not statistically significant. Histograms of the cumulative rewards achieved in the test episodes for each agent are shown in Figure 7. Tests in which the cumulative reward was less than \(-100\) have not been plotted, although they were included in this analysis. Agent A experienced a single test achieving less than \(-100\) cumulative reward, while both Agent B and IMC experienced two such results. The minimum cumulative rewards achieved by Agents A, B, and IMC were \(-837.9\), \(-837.8\), and \(-838.0\) respectively. The maximum cumulative rewards were 23.8, 23.6, and 23.7, respectively.

Table 4. Mann–Whitney rank test \( p \)-values for the null hypothesis that agent “1” (rows) achieves lower or equivalent cumulative rewards than agent “2” (columns). The null hypothesis is rejected when \( p < 0.05 \).

| Agent 1 | Agent A | Agent B |
|---------|---------|---------|
| IMC     | -       | \( \approx 1 \) |
| Agent A | \( 5.20 \times 10^{-11} \) | - |
| Agent B | \( 1.37 \times 10^{-1} \) | \( \approx 1 \) |

Figure 7. Histogram of test rewards for Agents A and B, compared to IMC. Tests with rewards lower than \(-100\) have not been plotted.

3.2. Industrial Testing of Agent A

Performance metrics calculated from the test data are shown in Tables 5 and 6. Measurements were recorded at one second intervals. The data set has been divided into the “Without RL” set where Agent A was not updating the controller parameters, and the “With RL” set where Agent A was in use. The number of samples in each data set, after removing
time periods corresponding to interruptions to operations and operating conditions at the limits of the MV range, is indicated in the second last row of each table, followed by the time period that this represents. The distribution of the SV tracking errors, i.e., $SV - CV$, are shown in Figures 8 and 9.

Table 5. Mill inlet water control loop performance with and without RL. The decrease percentage measures the decrease in the absolute value of the metric owing to the use of RL. Positive decreases indicate better performance, except for the reward, where an increase is expected.

| Metric                 | Without RL | With RL | Decrease (%) |
|------------------------|------------|---------|--------------|
| IAE                    | 0.84       | 0.77    | 8.3          |
| Reward                 | 0.76       | 0.77    | -1.3         |
| Mean error             | 0.01       | -0.02   | -100         |
| Error standard deviation| 2.17       | 1.82    | 16.1         |
| 25th percentile        | -0.54      | -0.53   | 1.9          |
| 75th percentile        | 0.50       | 0.51    | -2.0         |
| Number of samples used | 2,849,074  | 1,429,924 |             |
| Duration of data used  | 32 days, 23.5 h | 16 days, 13.2 h |         |

Table 6. Sump feed water control loop performance with and without the use of RL. The decrease percentage measures the decrease in the absolute value of the metric owing to the use of RL. Positive decreases indicate better performance, except for the reward, where an increase is expected.

| Metric                 | Without RL | With RL | Decrease (%) |
|------------------------|------------|---------|--------------|
| IAE                    | 2.15       | 2.93    | -36.3        |
| Reward                 | 0.44       | 0.42    | 4.5          |
| Mean error             | -0.03      | -0.46   | -1433.3      |
| Error standard deviation| 3.55       | 6.19    | -74.4        |
| 25th percentile        | -1.17      | -1.21   | -3.4         |
| 75th percentile        | 1.52       | 1.75    | -15.1        |
| Number of samples used | 3,055,890  | 898,179 |             |
| Duration of data used  | 35 days, 8.6 h | 10 days, 9.5 h |         |

Figure 8. Mill inlet water control loop histogram of SV tracking error as a percentage of the SV.
4. Discussion

4.1. Performance in Industrial Conditions

Focusing now on the mill inlet water control loop results, as shown in Table 5, it was demonstrated that Agent A was able to outperform the manually selected controller gains. Agent A decreased the IAE and error standard deviation by 8.3 and 16.1%, respectively, although it doubled the absolute value of the mean error. Figure 8 shows that these improvements are relatively minor when considering the change in the distribution of error values.

Table 6 shows that Agent A performed substantially worse on the sump feed water control loop than the manually selected controller gains, increasing the IAE by 36% and the error standard deviation by 74%. Figure 9 shows that Agent A performed well on occasion, as it was able to increase the amount of time spent close to 0% error. Much of the performance deterioration can be attributed to the increased probability of obtaining approximately 5% error, which is linked to undesirable oscillations caused by the aggressive controller parameters selected by the agent.

The average reward obtained by Agent A on the mill inlet water loop, 0.77, can be compared to the rewards obtained during simulation testing by multiplying it by 24, the number of steps in a training episode. This yields a reward of 18.48, similar to the cumulative rewards obtained during the simulation tests, when compared to Figure 7.

4.2. Generalization to Unseen Conditions

The results presented here have shown that Agent A is able to generalize to simulation test conditions that are unlikely to have been seen in the training, owing to the use of different random seeds, as long as they do not introduce new dynamics. The training progress of Agent A was also relatively stable, as evidenced by Figure 5. In contrast, the training progress of Agent B is much more erratic and more heavily influenced by the random seed. Agent A was shown to outperform both Agent B and IMC, while Agent B did not show a statistically significant improvement in performance over IMC. Therefore, the performance metric observation space is deemed unsuitable for further use.

During early industrial testing, prior to the time period reported here, an agent was deployed that used the ARX model parameters observation space and was trained without experiencing CV discretization. The mill inlet water control loop had a continuous CV and the agent behaved sensibly here. However, the sump feed water flow rate measurement was discretized in intervals of 0.25. This agent performed poorly, selecting controller gains that were far too aggressive, resulting in an undesirable level of oscillation in the CV. In correcting this problem, the simulation was updated, as well as the number of coefficients used in the ARX model. Specifically, the number of MV coefficients was increased from 10 to 20. The reward function was also updated, as discussed in Section 3.1.1. Despite these
changes, the agent continued to perform poorly, continuing to select controller gains that were too aggressive. An exponential filter was applied to the CV to produce a continuous signal, with negligible effect. As a result, this test was abandoned.

A potential hypothesis to be investigated further is that this sump feed water control loop does not fall within the range of first-order models that were used in training. Specifically, it is suspected that the time delay is longer than the maximum delay used during training.

4.3. Variation in the Agent Actions without Variation in the Underlying Process Model

During both simulation and industrial testing, the agent was observed to make unnecessary changes to the controller parameters. This does require further investigation, although some hypotheses are suggested here. Reviewing Figures 4 and 10 shows that these changes often do not generate a noticeable change in behavior during training or the industrial test. One potential hypothesis is that the agent has not learned any difference between these actions and thus amplifies small differences in the observation (ARX model parameters), owing to noisy measurements, to larger differences in the controller parameters. The stability of the estimated ARX model parameters has not been tested and may also cause the observed behavior. As soon as the agent observes oscillations, it lowers the gain and increases the integral time, rectifying the problem, as seen in Figures 4 and 10. This period of oscillatory behavior may provide the variety of data required to fit a usable ARX model.

![Figure 10](image.png)

Figure 10. An example of Agent A’s behavior during industrial testing, showing the proportional gain, CV, and SV.

4.4. Correctly Handling Shutdowns and Interruptions

During a shutdown or temporary interruption to one of the control loops used in this work, the agent does not know if it can trust the measurements, as the interruption may be related to maintenance on the actuator or measurement instrument. Furthermore, fitting the ARX model to data in which both the CV and MV are constant is not possible. If the agent should happen to select aggressive gains shortly before being interrupted, it will have to wait one hour to rectify this problem, as this is the time required to collect a new observation, after the interruption has passed. These controller parameters are acceptable under normal operating conditions but induce oscillations in response to step changes in the SV. The solution employed here is to revert to a predetermined set of conservative controller parameters that are acceptable for start-up conditions while the first observation is being acquired.
The DRL agents trained in this work are not capable of responding rapidly to such events. It is worth emphasizing that the aim of this work was to train an agent to tune PI controllers, not to replace the controllers with a DRL agent. One potential solution is to update the controller gains over much shorter timescales, e.g., less than 10 s, and to use a much shorter window of historical data, although this strays from controller tuning to non-linear control, and hence does not fit the objectives of this study. Another potential, but non-trivial, solution may be to penalize excessive overshoot and oscillations, terminating an episode with a large negative reward when such poor performance is detected. This may steer the agent towards the selection of conservative controller parameters.

4.5. Comparison of the Different Agents

The simulation test results clearly show that Agent A, using the ARX model parameters as the observation upon which actions are based, outperforms Agent B and the IMC tuning formulae, which has perfect knowledge of the plant model. At the end of the hyper-parameter optimization steps for Agents A and B, Agent A achieved a median cumulative reward of 8.97 while Agent B achieved only 8.46. Extending the training to the full 2,000,000 time steps shows that Agent B achieves a substantially lower median reward during the testing phase. Furthermore, the training progress of Agent B is erratic, as shown in Figure 6, which may explain the drop in performance resulting from longer training.

Agent A’s observation space and ARX model parameters clearly relate to how the controller gains affect reward. Variability in the reward is as a result of noise in the CV and changes in the SV. In contrast, the performance metrics observed by Agent B do not relate as clearly to the reward. The SV tracking error statistics that make up the first four values in the observation have little relation to future rewards or to the relationship between controller parameters and reward. The FFT of the error signal is related to the transfer function of the system and hence the expected reward obtained for any action, although additional information in the form of the FFT of the MV is also required. Agent B’s observation space has clear shortcomings that may explain its poor performance compared to Agent A.

4.6. Further Work

An unfortunate shortcoming of any optimization effort is that each control loop may have a slightly different reward function. For example, aiming to minimize the deviation from the SV, as done in this work, does not take into account the wear-and-tear caused by rapid actuator movements. The control loops selected in this work did not have such constraints. The ideal solution may be to derive an economic model describing the impact of deviations from the SV, as well as the cost of wear-and-tear. Unfortunately, this is challenging and poses a high barrier to entry. An alternative solution may consider exposing a higher-level error vs. actuator movement tuning interface to users, followed by retraining the agent whenever the relative importance of the two penalty terms is adjusted.

This work has treated the environment as a Markov decision process (MDP) through the assumption that the observation spaces described in Section 2.2 provide a sufficient representation of the underlying context that affects the probability distribution of the reward obtained for each action. The observation space constructed from ARX model parameters, used by Agent A, will only satisfy this requirement if there is sufficient variability in the observed data. Future work should consider treating the problem of training a general agent for multiple plants as a partially observable MDP. Recurrent neural networks [42] and meta-learning [43] may produce an agent that learns to be more robust in dealing with this challenge. Ignoring time periods with low variability in the measurements may be sufficient if the controller gains are close to optimal, although this scenario is unlikely when an agent is first deployed at a plant.
5. Conclusions

This work has demonstrated a method of applying deep reinforcement learning to the task of tuning proportional-integral control systems. A detailed simulation that included domain randomization was used to train and test the agents. Two methods of processing the time series data generated in these simulations to form an observation that the agent could use were tested: fitting an auto-regressive with exogenous inputs model to the data (Agent A) and calculating performance metrics including frequency response data (Agent B). Agent A was shown to outperform Agent B in a statistically significant number of simulated tests, and demonstrated a substantially higher median reward compared to Agent B.

Agent A was deployed at a minerals processing plant to tune the controllers on two flow rate loops: a mill inlet water flow rate and a mill discharge sump feed water flow rate. Industrial testing provided mixed results, demonstrating a marginal improvement on the mill inlet water loop and a substantial decrease in controller performance on the sump feed water loop. Several issues have been highlighted in the discussion, including unexpected behavior by the agent, where it will arbitrarily change the controller gains, challenges in generalizing beyond the transfer functions used in training the agent, and finally, implementation challenges. In spite of these shortcomings, deep reinforcement learning does show promise in automatically and continuously tuning control loops.
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Appendix A

The range within which the SV is allowed to vary must be constrained to ensure that it is physically possible to achieve the SV. The agent cannot learn successfully from a simulation in which it is impossible to achieve good performance, as every choice it makes is approximately equally bad. The training process can tolerate a small number of simulations in which the SV is not achievable, although too many will derail training, resulting in, for example, the agent learning to pick the same controller gains for all plants. The SV limits are calculated as follows:

First, the minimum and maximum possible CV values are calculated, based on the system gain, $K$, CV offset, $x_0$ and MV offset, and $u_0$ and MV range $[u_{\min}; u_{\max}]$.

\[
x_{\min} = \max ((u_{\min} - u_0)K + x_0, y_{\min})
\]

\[
x_{\max} = \min ((u_{\max} - u_0)K + x_0, y_{\max})
\]

The first candidate limits are selected to be 20% above and below the minimum and maximum achievable state values:

\[
SV_{\min,1} = x_{\min} + 0.2(x_{\max} - x_{\min})
\]

\[
SV_{\max,1} = x_{\max} - 0.2(x_{\max} - x_{\min})
\]

The second candidate SV limits are selected to be the CV values obtained at 30% above the minimum MV and 30% below the maximum MV:

\[
SV_{\min,2} = K[u_{\min} + 0.3(u_{\max} - u_{\min}) - u_0] + x_0
\]
Finally, the SV limits are the most restrictive combination of the minimums and maximums calculated here:

\[ SV_{\text{max}} = K[u_{\text{max}} + 0.3(u_{\text{max}} - u_{\text{min}}) - u_0] + x_0 \]  
(A6)

Finally, in rare cases, it may happen that \( SV_{\text{min}} \geq SV_{\text{max}} \). If this occurs, the minimum is modified as follows: \( SV_{\text{min}} = 0.5(y_{\text{min}} + SV_{\text{max}}) \).

The function used to generate the SV is selected randomly with equal probability from the following functions:

- Step changes
- Ramps
- Multi-sines
- Multi-sines followed by a single ramp

In all cases, a base value is chosen in the range \([SV_{\text{min}}, SV_{\text{max}}]\). This is added to the values generated by the above functions to shift the mean value of the SV.

The step-change SV generator assigns a probability of 0.1% that there will be a step change at any one step in the simulation. Where a step change does occur, the amplitude is selected from a uniform random variable in the range \([-1;1]\) and multiplied by \( SV_{\text{max}} - SV_{\text{min}} \).

The ramp SV generator, similar to the step-change generator, has a probability of 0.1% that it will change the gradient of the ramp SV on each time step. Where a change occurs, the gradient is selected from a uniform random variable in the range \([-1;1]\) and multiplied by \( (SV_{\text{max}} - SV_{\text{min}})/1000 \). The initial ramp will always start at the base SV value selected above.

The multi-sines SV generator selects the number of sine wave components from a uniform distribution in the range \([1;9]\). The frequency of each component is selected from a uniform distribution in the range \([0;2\pi/120]\) radians. This corresponds to a maximum frequency of approximately 0.008 Hz, or a period of at least 120 s or two minutes. The phase shift of each sine wave is selected uniformly in the range \([0;2\pi]\). Finally, the amplitude of each sine wave is drawn from a uniform random distribution in the range \([0;(SV_{\text{max}} - SV_{\text{min}})/2]\). The resulting SV is obtained by summing all these sine waves.

The final SV generator starts in the same manner as the multi-sines SV generator. However, a step in the episode is chosen at random to transition from the multi-sines generator to a ramp SV. The gradient of this ramp is drawn from a normal distribution with zero mean and standard deviation of 0.1.

Note that all the SV generators clip their output to the range \([SV_{\text{min}}, SV_{\text{max}}]\).

**Appendix B**

Table A1 lists the PPO parameters that were adjusted during hyper-parameter optimization, while Table A2 describes the range of parameters that were optimized for the multi-layer perceptron networks used in the actor and critic. Note that the optimization also included training separate actor and critic networks vs. sharing the hidden layers between the actor and critic. The parameters considered here only cover the hidden layers, as the input and output layer sizes are fixed. Note also that the output layer of the critic network will always use the linear activation function, while the output layer of the actor network will always use the hyperbolic tangent function. The tables describe the search space using a range of values; either a continuous range, e.g., \([1;10]\), or a discrete set of values, e.g., \(\{2;4;8\}\). The distribution column shows the probability distribution from
which values of each parameter are sampled. The IntUniform distribution generates integer values in the specified range with an equal probability assigned to each value. The Uniform distribution is the real-valued equivalent of this. The Log distribution uses the natural logarithm. Where the range of values is specified by a set, each value has equal probability of being selected.

Table A1. All PPO algorithm hyper-parameters optimized in this work.

| Parameter                         | Range of Values       | Distribution |
|-----------------------------------|-----------------------|--------------|
| Number of workers N<sub>CPU</sub> | {8, 16, 32, 64, 128, 256} | -            |
| Rollout length                    | [1; 24]               | IntUniform   |
| Value function coefficient        | [0.3; 0.8]            | Uniform      |
| Entropy coefficient               | [0.001; 0.2]          | Uniform      |
| Maximum gradient norm             | [0.01; 1.0]           | Log          |
| Initial learning rate             | [10<sup>-5</sup>; 10<sup>-3</sup>] | Log          |
| Final learning rate               | [10<sup>-8</sup>; 5 × 10<sup>-6</sup>] | Log          |
| Discount factor (γ)               | [0.001; 1.0]          | Log          |
| GAE decay factor (λ)              | [0.001; 1.0]          | Log          |
| Number of mini-batches            | {2<sup>x</sup> : x ∈ N ∧ x > 0 ∧ 2<sup>x</sup> ≤ N<sub>CPU</sub>} | -            |
| Number of optimization epochs     | [1; 50]               | IntUniform   |
| Clip range                        | [0.05; 0.5]           | Log          |

Table A2. All MLP hyper-parameters optimized in this work.

| Parameter                                              | Range of Values       | Distribution |
|--------------------------------------------------------|-----------------------|--------------|
| Number of hidden layers in the policy function         | [1; 4]                | IntUniform   |
| Number of hidden layers in the value function          | [1; 4]                | IntUniform   |
| Number of neurons in a hidden layer                    | [8; 256]              | IntUniform   |
| Hidden layer activation function                       | {tanh; relu; leakyrelu} | -            |

Note that the number of neurons in each hidden layer of the policy function and value function is treated as a separate degree of freedom in the hyper-parameter search. Therefore, each network can have between one and four layers, with each layer having a different number of neurons. Finally, the policy and value networks can share their hidden layers. The three activation functions are the hyperbolic tangent (tanh), rectified linear unit (relu), and leaky rectified linear unit (leakyrelu).
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