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Abstract—Thanks to the rapid advances in deep learning techniques and the wide availability of large-scale training sets, the performance of video saliency detection models has been improving steadily and significantly. However, deep learning-based visual-audio fixation prediction is still in its infancy. At present, only a few visual-audio sequences have been furnished, with real fixations being recorded in real visual-audio environments. Hence, it would be neither efficient nor necessary to recollect real fixations under the same visual-audio circumstances. To address this problem, this paper promotes a novel approach in a weakly supervised manner to alleviate the demand of large-scale training sets for visual-audio model training. By using only the video category tags, we propose the selective class activation mapping (SCAM) and its upgrade (SCAM+). In the spatial-temporal-audio circumstance, the former following a coarse-to-fine strategy to select the most discriminative regions, and these regions are usually capable of exhibiting high consistency with the real human-eye fixations. The latter equips the SCAM with an additional multi-granularity perception mechanism, making the whole process more consistent with that of the real human visual system. Moreover, we distill knowledge from these regions to obtain complete new spatial-temporal-audio (STA) fixation prediction (FP) networks, enabling broad applications in cases where video tags are not available. Without resorting to any real human-eye fixation, the performances of these STA FP networks are comparable to those of fully supervised networks. The code and results are publicly available at https://github.com/guotaowang/STANet.
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1 INTRODUCTION AND MOTIVATION

In the deep learning era, we have witnessed a growing development in video saliency detection techniques [2]–[7], where the primary task is to locate the most distinctive regions in a series of video sequences. At present, this research field consists of two parallel research directions, i.e., the video salient object detection (VSOD) and the video fixation prediction (VFP). In practice, the former [8]–[16] aims to segment the most salient objects with clear object boundaries (e.g., Fig. 1-B). The latter [17]–[22], the main topic of this paper, attempts to predict human-eye-like fixations—scattered coordinates spreading over the entire scene without any clear boundaries (e.g., Fig. 1-A). In fact, this topic has been investigated extensively in recent decades.

Different from the previous works [4], [23]–[25], the interests in this paper lie in exploiting deep learning techniques to predict fixations under visual and audio circumstances, also known as visual-audio fixation prediction, and this topic is still in its early exploration stage.

Human visual-audio fixation prediction is applied to a wide scope of visual-audio applications in various areas.
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The representative applications include Kinematics [26], Criminal Psychology [27], Airplane Pilots’ Skill Training [28], Lie Detection [29], Operative Risk Assessment [30], 360 Video Surveillance [31], [32]. For example, when people lie, they produce a series of physiological reactions, such as pupil dilation, increased blinking times, voice trembling, etc., and such “external appearances” have already been used in lie detection. However, in some cases, we shall observe the subject from the inside [29]. By analyzing the subtle changes in the subject’s eye fixations, we can improve the lie detection accuracy. In practice, the subject is usually exposed in a visual-audio environment, where the conventional visual-based fixation methods cannot handle well.

At present, almost all state-of-the-art (SOTA) visual-audio fixation prediction approaches [33], [34] are developed with the help of deep learning techniques, using the vanilla encoder-decoder structure, facilitated with various attention mechanisms, and trained in a fully supervised manner. Despite achieving progress, these fully supervised approaches are plagued by one critical limitation.

It is well known that a deep model’s performance is heavily dependent on the adopted training set, and currently, large-scale visual-related training sets are already accessible in our research community. However, the visual-audio circumstance-related training data are rather short since collecting real human-eye fixations in such multimodality circumstances is a time-consuming and laborious process. To the best of our knowledge, only a few visual-audio sequences equipped with real fixation data are available for the visual-audio fixation prediction task, where only a small part of them are recommended for network training, making the data shortage dilemma even worse. As a result, according to the extensive quantitative evaluation that we have performed, most of the existing deep learning-based
Fig. 1. This paper mainly focuses on devising a weakly supervised approach for the spatial-temporal-audio (STA) fixation prediction task, where the key innovation is that, as one of the first attempts, we automatically convert semantic category tags to pseudofixations via the newly proposed selective class activation mapping (SCAM), and the upgraded version SCAM+ (Sec. 4) that has been additionally equipped with the multi-granularity perception ability. The obtained pseudofixations can be used as the learning objective to guide knowledge distillation to teach two individual fixation prediction networks (i.e., STA and STA+, Sec. 5), which jointly enable generic video fixation prediction without requiring any video tags. On the right side, we use ✓ and ✗ to denote advantages and disadvantages of each label, respectively.

As seen in Fig. 1-C, considering that we aim at fixation prediction in visual-audio circumstances, we present two practical innovations in formulating high-quality fixation maps: 1) selective class activation mapping (SCAM) and 2) SCAM+ — an upgraded version of the SCAM. The key rationale of SCAM relies on the ‘data source’ aspect, which performs a coarse-to-fine strategy to reveal the most discriminative regions from multiple sources (i.e., spatial, temporal, audio, and their combinations), where these regions exhibit high consistency with the real human-eye fixations. This coarse-to-fine methodology ensures that the aforementioned less discriminative scattered regions are filtered completely, and the selection operation between different sources helps reveal the most discriminative regions, enabling the pseudofixations to be closer to real fixations.

Furthermore, since the human visual system is clearly not independent of our brain, real human-eye fixations are usually influenced by multiple physiological activities, e.g., short-term memory, long-term memory, associative memory, and semantic reasoning, making our attention mechanism a ‘global’ process in essence. However, the proposed SCAM follows a typical ‘local’ mechanism that only considers 3 frames and a 1 second audio signal at most each time. Thus, we devise the upgraded version of SCAM, named SCAM+, which equips SCAM with an additional multi-granularity perception mechanism to further boost the consistency degree between the derived pseudofixations and real fixations. By using both SCAM and SCAM+, we can automatically convert video tags to high-quality pseudofixation maps, and thus, theoretically, we can easily expand the existing video fixation training sets to unlimited sizes. To better highlight the novelty, we pictorially clarify the rationale of our approach in Fig. 2.

In addition, to ensure a broad application, we shall use the pseudofixations derived by both SCAM and SCAM+ to train end-to-end fixation prediction networks, and this process could be regarded as a variant of knowledge distillation, where the end-to-end fixation prediction networks are clearly the students. Specifically, we devised 2 spatial-temporal-audio fixation prediction networks, which correspondingly correlate to the SCAM- and SCAM+-based pseudo GTs. During the testing phase, the outputs of these 2 fixation prediction networks will be complementarily fused...
as high-quality fixation maps. As seen in Fig. 1-D, the whole testing process does not require assigning semantic video tags to the given input testing sequence, and this attribute ensures a broad application of the proposed approach in real works. To facilitate a better reading, we summarize the key contributions as follows:

1) From the sourcewise perspective, we have presented a novel way to convert video tags to fixation maps, i.e., SCAM, which, in a course-to-fine manner, localizes the discriminative image regions sourcewise, and these localized regions could be very consistent with real human-eye fixations.

2) Inspired by the physiological mechanism of human attention, we have devised an upgraded version of SCAM, named SCAM+, which equips the SCAM with multi-granularity perception ability. The proposed SCAM+ is able to compress those less discriminative image regions and focus on the most discriminative regions, further boosting the quality of the derived fixation maps.

3) We provide one of the first attempts to predict deep learning-based visual-audio fixation in a weakly supervised manner, which is expected to contribute to visual-audio information integration and relevant applications in computer vision. Our work could bridge the relationship between the machine-oriented classification and the real human visual-auditory system, paving a new way to mimic human attention in a multimodality environment.

This paper builds upon our conference version [1], which has been extended in two distinct aspects. First, on the basis of multisource and multiscale perspectives which have been adopted by the CVPR version, we have provided a deep insight into the relationship between multi-granularity perception and real human attention behaved in visual-auditory environment. Second, without using any complex networks, we have provided an elegant framework to complementary integrate multisource, multiscale, and multi-granular information to formulate pseudofixations which are very consistent with the real ones. Apart from achieving significant performance gain, this work also provides a comprehensive solution for mimicking multimodality attention.

2 RELATED WORKS

2.1 Weakly-supervised Approaches

Based on the pregiven image-level labels [38], [43]–[45], points [46], scribbles [47] and bounding boxes [48], weakly supervised methods can usually outperform unsupervised approaches. Here, we simply review both weakly supervised object detection and segmentation methods.

Generally, weakly supervised object detection methods that only use image-level tags as supervision could achieve plausible performance; however, they have one critical limitation, i.e., their detections tend to cover the most discriminative parts rather than the entire object. To facilitate better understanding, we shall briefly review several of the most representative methods. Aiming to evaluate the object proposal’s contribution, Li et al. [49] proposed occluding each proposal via a gray mask and then feeding the occluded image to an image-level classifier. By observing the difference in classification confidence before and after the occlusion operation, only those proposals with large differences will be retained, since these proposals have contributed most to the classification task. Wan et al. [50] focused on the object detection task, which attempts to convert image-level object labels to high-quality object proposals. Based on the initial proposals generated by selective search, this work proposed the min-entropy function to weakly supervise the learning process of an additional classifier, where those less trustworthy object category predictions of the selective search could exhibit large conflict with those of the newly trained classifier, only those high-quality object proposals shall be retained. Following the knowledge distillation framework, Zeng et al. [51] linearly combined image-level classification confidence with superpixel-level straddling — a metric to measure the confidence of a superpixel belonging to an object — to filter some inconsistent initial object proposals. Then, these retained proposals, as the teacher, were used to train a student object detector. This process was repeated multiple times to obtain high-quality object proposals. In view of the weakly supervised segmentation approaches, the key rationale is to resort the image-level classification task to generate pseudomasks, and these masks will be used to facilitate the segmentation task. Jiang et al. [52] proposed an online attention accumulation strategy that utilizes the attention maps at different epochs of training phases to obtain more integral object regions. Then, the accumulated attention map, serving as pseudoground truths, will be used to train an individual segmentation model.

Targeting the segmentation task, Choe et al. [53] proposed a recursive erasing strategy to achieve complete segmentation results. The key rationale is to partially erase the current most discriminative regions and then feed the erased image back to the image-level classifier to reveal the most discriminative regions. By repeating this process multiple times, all object parts, which usually exhibit different discriminative degrees, could eventually be revealed. Similarly, methodologies can be found in [54], while the major differences could be the usage of additional supervised training data, and thus, the weakly supervised training process could benefit from these additional supervised ones. Zhang et al. [55] proposed a bistream structure, where one stream aims at image-level classification and another targets the pixelwise regression task, and the pixelwise regression objectives were generated by applying CRF over pseudomasks converted from image-level labels in advance (more details regarding pseudomask generation can be found in [56]). The key rationale is to perform interactive cross-supervision between these two streams, where the primary objective is to ensure that pixels with similar contributions towards the classification task have similar regression values. To correlate object binary masks with semantic labels, Lu et al. [45] proposed a joint L1 optimization to ensure that masks sharing similar appearances should belong to an identical category. Lu et al. [45] address the problem of learning with both weak and noisy labels as a label...
noise reduction problem, segmenting each image into a set of superpixels; then a novel L1-optimization-based sparse learning model is formulated. To solve the L1-optimisation problem, they developed an efficient learning algorithm by introducing an intermediate labeling variable.

### 2.2 Class Activation Mapping

In the typical video classification field, each training sequence is usually assigned a semantic tag which associates this sequence with a specific video category. In general, these semantic tags are assigned by performing majority voting between multiple persons, aiming to represent the most meaningful objects or events in the given video sequence. Similar to the process of tag assignment, real human visual fixations tend to focus on the most meaningful and representative regions when watching a video sequence. Thus, formulating pseudofixations from video category tags is theoretically feasible.

The fundamental idea of class activation mapping (CAM) is to use the weighted summation of feature maps in the last convolutional layer to coarsely locate the most representative image regions regarding the current classification task. In practice, as can be seen in Fig. 3-B, those weights \( w_i \) correlated with the relatively highest classification confidences in the last fully connected layer are selected to weigh the feature maps \( f_i \). Thus, the CAM, a 2-dimensional matrix, can be obtained by:

\[
\text{CAM} = Z \left( \sum_{i} w_i \times f_i \right),
\]

where \( d \) represents the feature channel number and \( Z(\cdot) \) is the min-max normalization function.

From a qualitative perspective, the CAM, which has been visualized in the right part of Fig. 3-B, usually shows a large feature response to frame regions (i.e., the ‘Deer’) that has contributed most regarding the classification task, and these regions usually correlate to the most salient regions.

More commonly, the CAM could be quite different from the real human-eye fixations, i.e., Fig. 3-B vs. Fig. 3-C. Actually, when performing the video classification task, the image regions with the most substantial contribution to the given category are capable of highlighting the salient object (i.e., the deer). Following this rationale, several previous works [57]–[61] resorted to the CAM for the salient object localization task. However, the CAM results derived by these methods are different from real human-eye fixations, and the main reasons comprise the following 3 aspects.

First, since both local and nonlocal deep features contribute to the classification task, the CAMs tend to be large scattered regions. For example, as shown in Fig. 3, the main body of the deer can help the classifier to separate this image from other nonanimal cases, while only the ‘deer head’ can tell the classifier that the animal in this scene is a ‘deer’. Instead of gazing at the ‘main body’, our human visual system tends to focus more attention on the most discriminative image regions (e.g., the ‘deer head’, Fig. 3-C).

Second, most of the existing works [37], [38], [62]–[64] have only considered the spatial information when computing CAM. However, real human-eye fixations are affected by multiple sources, including spatial, temporal, and audio sources. In fact, this multisource nature has long been omitted by our research community because, compared with the spatial information — a stable source, the other 2 sources (temporal and audio) are still considered to be rather unstable sources thus far, and this unstable attribute makes them difficult to use for computing CAM. However, in many practical scenarios, it is exactly these 2 sources that could be the most beneficial to the classification task.

Third, real human-eye fixation is not completely derived via the physiological reflex, but it is also subtly influenced by our brain, which includes multiple physiological activities, implying that all short-term memory, long-term memory, associative memory, and semantic reasoning should be considered when performing CAM. For example, as seen in Fig. 4-A, the ‘road sign’ attracts massive eye fixations if only the SRC image has been shown. However, the ‘silver car’ could replace the ‘road sign’ as the most salient region if either long-term information Fig. 4-B or associative information Fig. 4-C has been given in advance, where the associative information can be obtained by aligning a video frame from other video sequences sharing an identical video tag with the target sequence. Therefore, multi-granularity perception is called for when resorting to the CAM to produce high-quality fixations.

### 3 Selective Class Activation Mapping

Compared with the single image case, the problem domain of our visual-audio case is much more complicated, where we need to consider multiple sources simultaneously, including spatial, temporal, and audio sources.

As mentioned above, the conventional CAMs derived from using spatial information solely tend to be large scattered regions, which are quite different from the real fixations; even worse, it has completely omitted the complementary status between different sources. Actually, in spatial-temporal-audio circumstances, the feature maps embedded by the encoder tend to be multiscale, multilevel, and multisource, where all of them will jointly contribute to the classification task. However, there would be massive false alarms and redundant responses if we natively combine all these sources, without considering the repulsiveness of complementary information.

To solve this problem, we propose to decouple the spatial-temporal-audio circumstance into 3 independent sources, i.e., spatial (S), temporal (T), and audio (A), and these sources will be individually fed into 3 classification nets (i.e., S, ST, and SA, see subfigures A-C in Fig. 5, and the
rationale towards this combination will be provided in the next subsection). By performing CAM over these classification nets, we can eventually obtain the sourcewise CAMs. Clearly, this divide-and-conquer strategy can alleviate the redundancy problem effectively; however, to mimic the real human attention mechanism in spatiotemporal-audio circumstances, we shall ‘selectively fuse’ them to localize the most discriminative regions. Thus, the key issue here is how to simultaneously achieve a sourcewise complementary status and avoid accumulating redundant feature responses. Therefore, we present the selective class activation mapping (SCAM), whose technical details can be formulated by Eq. 2.

\[
\text{SCAM} = Z\left(\frac{\|UC \cap OR\|_1 + \lambda}{\|UC\|_1 + \lambda}\right),
\]

\[
\text{UR} : \left[\Phi_S\{i\}, \Phi_{ST}\{i\}, \Phi_{SA}\{i\}\right],
\]

\[
\text{UC} : \left[\oint (C_S\{i\}), \oint (C_{ST}\{i\}), \oint (C_{SA}\{i\})\right],
\]

where \(\oint\) is the elementwise multiplicative operation; \(\|\cdot\|_1\) denotes the L1-norm; \(\lambda\) is a small constant to avoid any division by zero; \(\Phi_S, \Phi_{ST}, \text{and } \Phi_{SA}\) represent the CAM result (Eq. 1) derived from S, ST, and SA classification nets, respectively; \(Z(\cdot)\) is the \(\text{min-max}\) normalization operation. In addition, suppose the pregiven category tag of the S classification net is the \(i\)-th category in total \(c\) (28) classes, then we use \(C_S\{i\}\) to represent this confidence, where \(C_S \in (0, 1)^{1 \times c}\). \(\oint(\cdot)\) is a soft filter (Eq. 3) aiming to compress those features of low classification confidences to be considered when computing the SCAM.

\[
\oint (C_S\{i\}) = \left\{ \begin{array}{ll}
C_S\{i\} & \text{if } C_S\{i\} > C_S\{u\}|_{u \leq i \leq c} \\
0 & \text{otherwise}
\end{array}\right.
\]

In the following subsections, we provide the underlying rationales for the SCAM. Furthermore, to make the SCAM more consistent with the real fixations, we will introduce an effective stagewise manner, \(i.e.,\) the stagewise SCAM.

### 3.1 SCAM Rationales

Generally, either spatial, temporal, or audio sources could influence our visual attention; however, compared with the last two, the spatial source is usually more important and stable in practice. For example, when a video object remains static for a long period of time, its spatial appearance could be completely unchanged, while its temporal information becomes completely absent. Similar cases also exist for the audio source, where the audio information might be completely irrelevant to its spatial counterpart. Thus, in our classification nets, the spatial information should be treated as the main force, while the other two can only be its subordinates. This is the reason why we recombine S, T, and A sources to S (no change), ST, and SA, respectively.

Considering that all S, ST, and SA classification nets have already been trained on training instances labeled with video category tags only, most of these training instances usually perform very well if we feed them into these nets for testing. However, the CAMs derived from these nets are still rather different in essence because their inputs are different, and we have demonstrated some of the most representative qualitative results in Fig. 8.

Normally, the consistency level between multisource CAMs and real fixations is often positively related to the classification confidence level. By using the classification confidences as the fusion weights to selectively compress
those less trustworthy CAMs, the pseudofixations obtained by selectively fusing all these multisource CAMs (Eq. 2) can be much closer to the real fixations.

### 3.2 Multistage SCAM

Benefiting from selective fusion over multiple sources, the proposed SCAM (Eq. 2) is able to outperform the conventional CAM in revealing pseudofixations. However, the pseudofixations produced by SCAM may still differ from the real fixations occasionally, especially for scenes with complex backgrounds, where the pseudofixations tend to introduce errors. There are two main reasons:

- A complex video scene usually contains more content, yet it has been assigned with only one category tag; thus, more content belonging to the out-of-scope categories could also contribute to the current classification task.
- The aforementioned SCAM has followed the single-scale procedure, while, in sharp contrast, real human visual system is a multiscale system, where we tend to quickly locate the region of interest unconsciously before assigning our real fixations to the local regions.

To further improve, we follow the coarse-to-fine methodology to sequentially perform SCAM twice. The coarse stage decreases the given problem domain; therefore, the pseudofixations revealed in the fine stage (i.e., the 2nd stage) are more likely to correlate to the most discriminative regions, and thus improve the overall performance significantly.

As seen in Fig. 7, the coarse stage uses a rectangular box (Coarse Location) to tightly warp the pseudofixations that have been binarized by a hard threshold (2 x average), and the given input video sequences will be cropped into video patches via these rectangular boxes. In the fine stage, the video sequences are replaced by these video patches to be the classification nets’ input, and we perform SCAM again to obtain the sourcewise pseudofixations.

### 3.3 Fusion Modules in SCAM

All networks adopted in this paper have followed the simplest encoder-decoder architecture. Following the previous work [34], we have converted audio signals to 2D spectrum histograms (U_i) in advance, which will latterly be fed to the off-the-shelf VggSound (F_{VggSound}) [66] to obtain the corresponding deep features (a_i), and similarly, the spatial deep features can be obtained by feeding individual video frame (I_i) to the off-the-shelf VggNet (F_{VggNet}) [67], and these 2 processes can be formulated as follows:

\[ a_i = F_{VggSound} (U_i), \quad s_i = F_{VggNet} (I_i). \]  (4)

We believe all these implementations are quite simple and straightforward, and almost all network details have been clearly represented in Fig. 5. Enhanced alternatives, of course, could result in additional performance gains. Next, we shall provide the detailed architectures towards the SA/ST fusion modules adopted in the SA/ST classification nets, i.e., the first 2 of Fig. 6.

**SA Fuse Module.** The primary target of the SA fuse module is to integrate spatial information with audio signals. Suppose the input size of the adopted feature backbone is 256 x 256, the exact size of the spatial feature s_i should be \{8 x 8 x 2048\}, and the size of the audio feature a_i is 1 x 8192. We use a series of deconvolutions to convert a_i’s size to be identical to that of s_i. The detailed SA fusion process can be detailed as follows:

\[ sa_i = \text{Relu}(\sigma(\text{DeConv}(\phi(a_i)))) \odot s_i + s_i \odot s_i, \]  (5)

where \odot is the feature concatenation operation; \text{DeConv}(\cdot) is the deconvolution operation; \phi represents the element-wise multiplicative operation; \sigma(\cdot) is the sigmoid function; and \text{Relu} is the ReLU function. \phi(\cdot) is a ‘binary switch’ (i.e., the proposed audio switch, which will be detailed later) to eliminate those irrelevant audio signals. The rationale of the proposed SA fuse module is quite clear, where the audio signal serves its spatial counterpart as semantic attention to compress those less discriminative frame regions.

**ST Fuse Module.** The methodology of the ST fuse module is quite similar to that of the SA fuse module, and the major difference is that the ST fuse module omits the audio switch. The main reason is that temporal information could be more likely to benefit its spatial counterpart, yet the audio signal could completely conflict with the spatial clue, resulting in learning ambiguity. The technical details of ST fusion can be seen in the middle column of Fig. 6, and its dataflow can be formulated as:

\[ st_i = \text{Relu}(\sigma(v_i) \odot s_i + s_i) \odot s_i, \]  (6)

where \(v_i\) represents the temporal information after using the 3D convolution, other symbols and operations are completely identical to those of Eq. 5.

**Audio Switch.** The main function of this module is to
alleviate the potential side effects from the audio signal when performing visual-audio fusion. Compared with the temporal source, the audio source is usually less informative yet associated with strong semantic information, making it easier to influence its spatial counterpart. However, the audio source itself has a critical drawback, where video sequences may usually couple with meaningless background music or noise. In such cases, fusing audio sources with spatial sources may make the classification task more difficult. In fact, the nature of the proposed ‘audio switch’ is a plug-in tool, which can be achieved via an individual network with identical structure to the ‘SA’ classification net. Instead of aiming at the video classification task, this plug-in is trained on visual-audio data with binary labels as the learning objective, which indicates whether the current audio signal truly benefits the spatial source. To obtain these binary labels automatically, we resort to an off-the-shelf audio classification tool (VggSound [66]), which was trained on a large-scale audio classification set including almost 300 categories. Our rationale is that the audio source could be able to benefit the spatial source only if it has been synchronized with its spatial counterpart, sharing an identical semantical information.

Therefore, for a visual-audio fragment (1 frame and 1 second audio), we assign its binary label to ‘1’ if the audio category predicted by the audio classification tool is identical to the pregiven video category; otherwise, we assign its binary label to ‘0’.

Classifiers. All classifiers adopted in the abovementioned networks are plain classifiers, which consist of only 2 steps. First, we use a $1 \times 1$ convolution to refine the channel size of the input feature tensor (i.e., $s_t$, $s_{st}$, and $s_{st}$) to $c$. Next, we perform the global average pooling (GAP) operation to transform the tensor to a vector, whose dimension is identical to the video category number $c$.

Classification Loss. All classification networks in SCAM have adopted an identical loss function, i.e., the standard Multilabel Soft Margin (MSM) loss [68], [69]. For better clarification, we take the ‘ST net’ (Fig. 5-C) as an example here, and its classification loss can be seen as follows:

$$\mathcal{L}_{MSM}(s_{st}, VC) = -\frac{1}{c} \sum_{i=1}^{c} VC_i \times \log \left( \frac{1}{1 + e^{-s_{st}}} \right) + (1 - VC_i) \times \log \left( \frac{e^{-s_{st}}}{1 + e^{-s_{st}}} \right), \quad (7)$$

where ‘$s_{st}$’ is the input of the ‘classifier’, and it can be obtained via Eq. 6. VC represents the exact class towards the given input, $c$ is the total video category number. For all classifiers adopted in this paper, we use the same loss function as Eq. 7.

3.4 SCAM vs. Real Fixation

The proposed SCAM is mainly based on performing selective fusion over discriminative regions revealed by the sourcewise classification nets, i.e., S, ST, and SA nets. Although the pseudofixation maps generated by SCAM basically correlate to the most discriminative regions in the given visual-audio fragment, they might occasionally be different from real human-eye fixations (GTs), as demonstrated in Fig. 9, i.e., SCAM vs. GTs.

From the data perspective, the total input of SCAM computation only comprises 3 neighboring video frames and a 1 second audio signal at most, which makes the proposed SCAM a typical local method. However, the real human visual system follows a global manner, where the real fixations are jointly influenced by multiple factors (e.g., short/long-term memory). Thus, the challenge for using SCAM to produce high-quality pseudofixations relies on including the sourcewise selection process (Eq. 2) with global information, i.e., multi-granularity information. We shall provide an in-depth explanation here.

First, the human visual system tends to omit those image regions that are less salient from the sourcewise perspective, e.g., that occurred repeatedly in the given video sequence, even the most discriminative regions in the current visual-audio fragment. For example, as seen in the 1st row of Fig. 9, the real fixations have avoided the ‘dog’ since this ‘dog’ has occurred multiple times before, making it less salient than the ‘hawk’. However, the SCAM has only considered the current local visual-audio fragment, and thus its pseudofixation map still treats the ‘dog’ as the salient one because, from the local perspective, the ‘dog’ could also contribute greatly to the current classification task. Therefore, we incorporate both short-term and long-term information into the SCAM.

Second, the real fixation is influenced by the high-level semantic information that has been embedded in our brain [68]–[70]. In fact, the human visual system never works alone, where the human brain plays a critical role, i.e., the real human fixation tends to vary between subjects with different ages, agendas, careers, etc. The main reason is that the high-level semantic knowledge that we have learned in our daily life can directly determine where we really look at. Despite the existence of this phenomenon, the principle regards the positive relationship between being discriminative and being salient still holds, and to further refine the pseudofixations derived by SCAM, we shall introduce the high-level semantic information into the SCAM. Therefore, we propose to consider the cross-term information, which could be obtained by introducing multiple visual-audio fragments cropped from other video sequences sharing an identical tag with the given sequence. Thus, taking such additional cross-term information during the classification task can help us to compress those relatively less discriminative regions, which could eventually improve the pseudofixations.

In summary, perfect pseudofixations generation frame-
work should consider not only the multisource and multiscale aspects but also the multi-granularity perception, where all short-term, long-term, and cross-term information should be considered when performing SCAM. Thus, we present the upgraded version of the SCAM, named SCAM+, which will be detailed in the next section.

4 Selective Class Activation Mapping +

4.1 SCAM+ Overview and Technical Pipeline

As seen in Fig. 5, the major difference between SCAM and SCAM+ relies on the adopted classification nets, where only 3 classification nets, i.e., S, ST, and SA (subfigures A-C), have been adopted by SCAM, while based on SCAM, the SCAM+ has additionally adopted 3 ‘types’ of classification net, i.e., S+, SA+, and ST+ (subfigures E-G). Note that the combinations of short/long/cross-term information are used as the input of these new classification nets, leading to 8 additional classification nets with 8 classification confidences (C) and CAM maps (Φ), including \{C, Φ\}_S^\text{Short}, \{C, Φ\}_S^\text{Long}, \{C, Φ\}_S^\text{Cross}, \{C, Φ\}_ST^\text{Short}, \{C, Φ\}_ST^\text{Long}, \{C, Φ\}_ST^\text{Cross}, \{C, Φ\}_SA^\text{Long}, and \{C, Φ\}_SA^\text{Cross}.

![Fig. 5: The major difference between SCAM and SCAM+ relies on the adopted classification nets.](image)

The first 3 of them can be derived from the S+ net, the middle 3 can be obtained from the ST+ net, and the last 2 are formulated via the SA+ net. Specifically, we have omitted \{C, Φ\}_SA^\text{Cross} because the audio signal itself has already covered the short-term information. The SCAM+-based pseudo-fixations can be obtained via the following equation:

\[
\text{SCAM+} = \begin{bmatrix} UC \odot UR + SC \odot SR + LC \odot LR + CC \odot CR \end{bmatrix}_1 + \lambda, \\
\text{SR: } Φ_{S+}^{\text{Short}}(i), Φ_{ST}^{\text{Short}}(i), \\
\text{LR: } Φ_{S+}^{\text{Long}}(i), Φ_{ST}^{\text{Long}}(i), Φ_{SA}^{\text{Long}}(i), \\
\text{CR: } Φ_{S+}^{\text{Cross}}(i), Φ_{ST}^{\text{Cross}}(i), Φ_{SA}^{\text{Cross}}(i), \\
\text{SC: } \mathcal{F}(C_{S+}^{\text{Short}}(i)), \mathcal{F}(C_{ST}^{\text{Short}}(i)), \\
\text{LC: } \mathcal{F}(C_{S+}^{\text{Long}}(i)), \mathcal{F}(C_{ST}^{\text{Long}}(i)), \mathcal{F}(C_{SA}^{\text{Long}}(i)), \\
\text{CC: } \mathcal{F}(C_{S+}^{\text{Cross}}(i)), \mathcal{F}(C_{ST}^{\text{Cross}}(i)), \mathcal{F}(C_{SA}^{\text{Cross}}(i)), \\
\end{bmatrix}_1 + \lambda
\]

where UC and UR can be found in Eq. 2, and the meanings of \| \cdot \|_1, λ, Φ, \mathcal{F}, and \odot are identical to that of Eq. 2.

Clearly, the proposed SCAM+ has included more granularity when producing pseudo-fixations. To facilitate a better reading, 2 technical details should still be provided: 1) the exact definition and implementation of the abovementioned multi-granularity information (Sec. 4.2) and 2) the exact network architectures, especially the fusion parts, of adopted classification nets (Sec. 4.3). These 2 aspects will be detailed in the following subsections.

4.2 Multigranularity Information Definition

Different from the local information (i.e., 3 consecutive frames and a 1 second audio signal, which we call target data) that the SCAM has solely considered, the multi-granularity information of SCAM+ mentioned in this paper includes 3 types of data formulation, and we shall give their definitions and implementations.

Short-term Information. In our approach, the short-term information acts as the human short-term memory to automatically suppress those less important scene contents and focus our attention on the remaining conspicuous ones. As seen in Fig. 10-A, suppose the t-th video frame is the target frame marked by (1); its short-term spatial-temporal information can be detailed as the neighboring 8 video frames marked by (2) + (5), and all 9 frames together can be divided into 3 groups to be fed into a three-stream classification net, i.e., the ST+ net detailed in Fig. 5-G. Specifically, from the sole spatial source perspective (i.e., the S+ net, Fig. 5-E), the short-term information is the 2 neighboring frames of the target frame, i.e., the mark (4), which could be completely identical to the input of the ST net (Fig. 5-C) adopted in the SCAM, yet the underlying rationale is different in essence. The ST net simply resorts to a 3D convolution to acquire spatial-temporal information, yet in sharp contrast, the S+ net has mainly aimed to learn the frame-level similarity relationship measurement to mimic the perceptual mechanism of the real human attention mechanism. Thus, both S+ net and ST net are essentially complementary to each other.

Long-Term Information. As a complement part to the short-term information, the long-term information also serves the human visual system to focus our attention on the most conspicuous scene regions in the entire video sequence. Similar to the short-term information defined above, we treat those video frames and audio signals that are far away from the current target frame over the time scale as the long-term information. Suppose the t-th frame is the current target frame, the scope of long-term information could be any frame in the same video sequence with the target frame’s neighbor frames excluded (i.e., 8 frames). Since the exact formulation of long-term information could vary with different sources, we shall provide their details here. From the spatial perspective, the short-term information of the t-th frame is 2 other frames that are temporally far away from the t-th frame and can be randomly selected (e.g., the mark (6) in Fig. 10-A), and these 3 frames (1 target frame and 2 short-term frames) will be fed into the S+ net, as shown in Fig. 5-E. Similarly, from the spatial-temporal perspective, the short-term information becomes 2 groups of 3 consecutive frames (e.g., the mark (7) in Fig. 10-A).
which are also randomly selected. Thus, a total of 9 frames (3 of them are the target consecutive frames, and the other 6 frames are the long-term frames) will be fed into the ST+ net, as shown in Fig. 5-G. With regard to the visual-audio perspective, the only difference is that the audio signals have been additionally considered (e.g., the mark $\mathcal{R}$ in Fig. 10-A); thus, a total of 3 frames and 3 s audio signals are fed into the SA+ net, as demonstrated in Fig. 5-F.

Cross-term Information. As has been mentioned before, the real human visual system is influenced by the associative memory — the accumulated basic impression towards different object categories. For example, we have already known what a car looks like, given video sequences containing multiple cars, we might pay more attention to that one with the most distinctive appearance, this procedure requires more information towards the current video category as the subordinate. This phenomenon motivates us to consider the cross-term information, we can regard those frames in other video sequences with an identical video tag to the current sequence as the cross-term information. As seen in Fig. 10-A, from the sole spatial domain perspective, the cross-term information of the $t$-th frame in sequence 1 (with video category 2) can be any 2 frames randomly selected from other video sequences $k$ that are also assigned with tag 2, e.g., the mark 10. Similarly, from either the spatial-temporal or visual-audio perspective, the cross-term information can be formulated accordingly as either mark 10 or mark 11.

4.3 Multigranularity Perception

Compared with the SCAM, the upgraded version SCAM+ has adopted several new classification nets, i.e., S+, SA+, and ST+. As seen in subfigures E-G of Fig. 5, all these classification networks have directly adopted partial of the SCAM’s classification nets (i.e., S, SA, and ST) as their backbones, i.e., S/SA/ST-Branches. Since these feature backbones are almost unaltered, we focus on the subsequent fusion parts.

At present, there exist multiple ways to model cross-data relationships, e.g., recurrent neural network (RNN) [71], long short-term memory (LSTM) [72], [73], and gate recurrent unit (GRU) [74]. Although these existing tools can sense subtle changes over time, they are clearly not suitable in our case because these tools require their input data to be “spatially” well aligned (two consecutive video frames as spatially well-aligned). However, in our case, it is almost infeasible to ensure such spatial alignment two frames belonging to different video sequences (e.g., our cross-term information). Although these existing tools can sense subtle changes over time, they are clearly not suitable in our case because these tools require their input data to be spatially well aligned. However, in our case, it is almost infeasible to ensure such spatial alignment. Moreover, in view of the human attention mechanism, the most valuable short-/long-/cross-term information could be the high-level semantic part, which motivates us to model the semantic relationship between target data and its short-/long-/cross-term company. To achieve this, we devise a variant of graph convolution network (GCN) [75] to combine the multi-granularity information with sourcewise information, named conservative-GCN (C-GCN), whose major highlights include 1) a completely new methodology for performing $m$-step semantic reasoning over multisource and multi-granularity nodes and 2) a completely new fixation refine layer to ensure that the whole process is conservative enough to eliminate redundant feature responses.

4.3.1 Semantic Reasoning

The proposed C-GCN (Fig. 11) consists of multiple nodes and edges $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, in which the $\mathcal{V}$ represents the node set $\{TA, MG_1, \ldots, MG_n\}$, where TA denotes the target node (i.e., the current input visual-audio fragment), and MGs include $n$ nodes correlating to short-/long/cross information. We use $\mathcal{E}$ to represent the edge set $\{e_{ij}\}$, $i \neq j$; and $\mathcal{E}_{TA, MG_i} \in \mathcal{E}$ is the edge between TA and $MG_i$.

As seen in Fig. 5 (E-G), the input of the C-GCN consists of 3 parts, i.e., the output of the S/SA/ST branch $(s_1, sa_i, st_i)$ containing rich semantic information, and for simplicity, we uniformly denote them as $h_{TA}^0$, where the subscript $i$ denotes that this feature belongs to the $i$-th node, the superscript 0 denotes the beginning of semantic reasoning. In the $t$-th reasoning stage, we use the interattention ($F_{iatt}$, Eq. 10) to model the semantic relation of each 2 of the input nodes, i.e., the edge $e_{i,j}$, which can be formulated as follows:

$$e_{TA,MG_i}^t = \text{Softmax}(F_{iatt}(h_{TA}^t, h_{MG_i}^t)\top),$$

where $e_{TA,MG_i}^t \in \mathbb{R}_{1024 \times 1024}^t$, $\top$ is the matrix transpose operation, $F_{iatt}(-, \cdot)$ measures the consistency between its input and can be detailed as follows:

$$F_{iatt}(h_{TA}^t, h_{MG_i}^t) = \left[\mathcal{R}_{28 \times 1024}(\text{Conv}_{1 \times 1}(h_{TA}^t))\right] \circ \left[\mathcal{R}_{28 \times 1024}(\text{Conv}_{1 \times 1}(h_{MG_i}^t))\right],$$

where $\circ$ denotes matrix multiplication, $h \in \mathbb{R}_{28 \times 32 \times 32}$, 32 is the size of feature map, 28 is the total video category number ($c$), $\mathcal{R}_{28 \times 1024}$ reshapes its input to a matrix with size $28 \times 1024$, and $\text{Conv}_{1 \times 1}$ is a typical $1 \times 1$ convolution.

Actually, the rationale of edge $e_{TA,MG_i}^t$ is the feature similarity between two neighboring nodes. Since the primary functional of the reasoning process is to exchange/share information between nodes and formulate a series of implicit principles towards the given learning objective, we update all nodes’ statuses after each reasoning stage. We formulate the updating process towards the target node (TA) using the following equation:

$$h_{TA}^{t+1} \leftarrow \mathcal{R}_{28 \times 32^2}(h_{TA}^t \odot \sigma(\sum_{i \in N_{TA}} \mathcal{R}_{28 \times 1024}(h_{MG_i}^t) \odot e_{TA,MG_i}^t)), $$

where $\sigma(\cdot)$ is a typical sigmoid function, $\odot$ denotes matrix multiplication, $\odot$ represents elementwise multiplicative operation; $\times$ is the standard multiplication; $N_{TA}$ includes all nodes neighboring the target node (TA), and $\mathcal{R}_{28 \times 32^2}(\cdot)$
reshapes its input to a tensor with size $28 \times 32^2$. Similarly, the updating process towards the multi-granularity nodes (e.g., $MG_i$) can be formulated as follows:

$$h_{MG_i}^{t+1} \leftarrow R_{28 \times 32^2} \left( h_{MG_i}^t \otimes \sigma \left( \sum_{j \in N_{MG_i}} R_{28 \times 1024} (h_{MG_j}^t) \right) \otimes e_{MG_i,MG}^t + R_{28 \times 1024} (h_{TA}^t) \otimes e_{MG_i,TA}^t \right).$$

By using the nodewise reasoning process, the high-level semantic information between the target input and its multi-granularity information can be obtained. The final status of the target node $h_{TA}^m (m$ is the total reasoning steps) will be fed into a classifier. Actually, the target node’s related feature response maps have embedded both multisource and multi-granularity information, and they will be used when formulating the pseudofixations.

### 4.3.2 Fixation Refine Layer

In most cases, the C-GCN-based reasoning process can appropriately fuse both multisource and multi-granularity information. However, there still exists one issue regarding the reasoning process to be handled. Although the reasoning steps can implicitly incorporate the multi-granularity information, the addition operation-based updating process (e.g., Eq. 11) could lead the target node’s feature response map being redundant, resulting in pseudofixations that differ from the real fixations. Thus, for each reasoning stage, we have additionally assigned one fixation refine layer (FRL, Fig. 11) to eliminate redundant feature responses. We shall provide the technical details of the proposed FRL as follows.

First, we establish a binary matrix $rMASK \in \{0, 1\}^{32 \times 32}$ to indicate which elements in the fused feature tensor have relatively large feature responses, and these qualified elements are more likely to belong to the most discriminative frame regions. The computation of $rMASK$ can be formulated as follows:

$$rMASK = \left\lfloor \text{max} \left( \text{cMean}(h^t_i) \times \mathcal{T}_d - \text{cMean}(h^t_i) \right) \right\rfloor_+,$$

where $\times$ is the standard multiplication, $\text{cMean}(\cdot)$ is a channelwise average operation, which converts a tensor to a matrix, and $\text{max}(\cdot)$ is a typical maximum operation returning the largest value in its input matrix; $h^t_i$ is a tensor feature, which can be obtained by either Eq. 11 or Eq. 12; $\lfloor \cdot \rfloor_+$ converts all its negative elements to 0 and converts the remaining positive elements to 1; and $\mathcal{T}_d$ is a predefined hard threshold.

Next, we use $rMASK$ to filter redundant information in $h^t_i$, and this process can be formulated as:

$$h'_i = \frac{1}{2} \times h^t_i \odot \left( \mathcal{T}_r \times \sigma \left( \text{cMean}(h^t_i) \right) \right) \odot rMASK$$

$$+ \sigma \left( \text{cMean}(h^t_i) \right) \odot \left( 1 - rMASK \right) + h^t_i,$$

where $\odot$ is the elementwise multiplicative operation, and $\mathcal{T}_r$ is the refinement rate assigned by a predefined value. The rationale of Eq. 14 can be explained as follows: since the $rMASK$ can indicate those spatial regions with large feature responses, we use it as an attention filter ($\mathcal{T}_r$ controls the compression rate) for those less trustworthy (i.e., with relatively low responses) regions — those regions are more likely to be redundant.

Specifically, the proposed FRL can further alleviate the feature redundancy problem, making the obtained pseudofixations more consistent with the real fixations. The exact choices of $\mathcal{T}_d$ and $\mathcal{T}_r$ will be discussed in Sec. 6.3.1.

## 5 Generic Fixation Prediction Networks

By using the abovementioned SCAM+ (Eq. 8), we can obtain a large number of pseudo visual-audio fixation maps. Although these maps are usually consistent with the real one, there still exists one critical limitation, i.e., the computation of SCAM+ requires human-provided video tags, leading to a very limited application scope. Therefore, we shall treat the SCAM+-based pseudo-visual-audio fixation maps as learning objectives to guide knowledge distillation, and thus, we can obtain end-to-end fixation prediction models without using any human-provided video tag. Clearly, this strategy can make the proposed method a generic visual-audio fixation prediction tool.

### 5.1 Sourcewise Fixation Prediction Network

As seen in Fig. 12-D, the implementation of spatial-temporal-audio (STA) fixation prediction network is very intuitive, where the spatial features ($s_i$) are fused with either temporal features ($v_i$) or audio features ($a_i$) in advance and later combined via the simplest feature concatenation operation. Then, a typical decoder with 3 deconvolutional layers is used to convert the feature maps derived from the ‘STA Fuse’ module to fixation maps. The data flow in the ‘STA Fuse’ module can be formulated as Eq. 15.

$$sta_i = \text{Relu} \left( \text{Cov} \left( \sigma(a_i) \odot s_i + s_i \right) \odot \left( \sigma(a_i) \odot s_i + s_i \right) \right),$$

where $\odot$ is the typical concatenation operation; $\phi(\cdot)$ is the proposed audio switch (Sec. 3.3); $\text{Cov}(\cdot)$ denotes $1 \times 1$ convolution; all other symbols are identical to those in Eq. 5.

The $sta_i$ will be fed into the decoder, whose output ($\hat{sta}_i$) can be formulated as:

$$\hat{sta}_i = \left( \text{Ref}(\text{Ref}(F3) \odot \text{Ref}(\text{Ref}(F4) \odot \text{Ref}(\text{Ref}(F5) \odot sta_i))) \right).$$
where \( \uparrow (\cdot) \) is the upsampling operation, \( Ref(\cdot) \) refines all its input to a fixed channel number (32), \( \otimes \) is the feature concatenation operation, and F3, F4, and F5 are the side outputs of the encoder correlated to the target frame. A more powerful decoder equipped with multiscale connections and channelwise attention may give rise to some additional performance gain, but full justification w.r.t. this issue is beyond the main topic of this paper, and we shall leave it for future research investigation.

For the training process, we choose 2 typical loss functions, i.e., the binary cross-entropy loss \( \mathcal{L}_{\text{BCE}} \) [76] and the Kullback-Leibler divergence loss \( \mathcal{L}_{\text{KL}} \) [77], and thus the overall loss function \( \mathcal{L}_{\text{STA}} \) can be formulated simply as:

\[
\mathcal{L}_{\text{STA}} = \mathcal{L}_{\text{BCE}}(\hat{p}_{\text{sta}}t_{\text{sta}}, p_{\text{GT}}) + \mathcal{L}_{\text{KL}}(\hat{p}_{\text{sta}}t_{\text{sta}}, p_{\text{GT}}). \tag{17}
\]

Clearly, the training process of the proposed STA fixation prediction network relies on pseudofixations \( (p_{\text{GT}}) \); thus, it is able to perform end-to-end fixation prediction for unseen visual-audio sequences without any category tag.

### 5.2 Multigranularity Fixation Prediction Network

As shown in Fig. 12-H, the STA fixation prediction network can also be upgraded by combining it with the multi-granularity perception mechanism. We name the upgraded version STA+, whose input also consists of 3 parts, which are the output of the STA net with different input data.

In the STA+ net, we shall only additionally consider both short-term and long-term information, where the cross-term information has been omitted to ensure its versatility. Similar to the classification nets mentioned before, we continue using the proposed C-GCN as the blender. Thus, we independently train 2 STA+ nets, where the input data (3 parts) are \{1 target + 2 short\} or \{1 target + 2 long\}, and the dataflow of the fusion part in these 2 STA+ nets (see Fig. 12-H) can be expressed uniformly as the following equation:

\[
\text{sta}^{+}_{\text{Short/Long}} = \begin{cases} 
\{h_{\text{TA}}^{m}, h_{\text{MG}}^{m}, h_{\text{MG}}^{m}\} & \text{if Short} \\
\{h_{\text{TA}}^{m}, h_{\text{MG}}^{m}, h_{\text{MG}}^{m}\} & \text{if Long}
\end{cases} \tag{18}
\]

where \( \text{sta}^{+}_{\text{Short/Long}} \) is the output of the \( m \) step reasoning, which includes 3 tensors (i.e., \( h_{\text{TA}}^{m}, h_{\text{MG}}^{m}, h_{\text{MG}}^{m} \)) with size \( 28 \times 32 \times 32 \), and these tensors correlate to 3 different nodes (i.e., 1 TA node and 2 MG nodes, respectively, see Eq. 11 and Eq. 12); \( \Omega[\cdot] \) denotes the proposed C-GCN mentioned in Sec. 4.3.1; \( \text{sta}^{\text{Short}}_{\text{Short/Long}} \) and \( \text{sta}^{\text{Long}}_{\text{Short/Long}} \) denote 2 individual outputs of the ‘STA-Branch’ using different short-term fragments as input, and, similarly, \( \text{sta}^{\text{Long}}_{\text{Short/Long}} \) and \( \text{sta}^{\text{Short}}_{\text{Short/Long}} \) are 2 outputs correlated to 2 different long-term input fragments.

The ‘ReadOut’ module takes \( \text{sta}^{+}_{\text{Short/Long}} \) as input individually and then outputs 9 fixation maps with size \( 356 \times 356 \). Taking the target node for instance, we abbreviate \( \text{sta}^{+}_{\text{Short/Long}} \) as \( h_{\text{TA}}^{m} \), where \( m \) is the total reasoning steps, and the output of the ‘ReadOut’ can be formulated as:

\[
\hat{h}_{\text{TA}} = RO(h_{\text{TA}}^{m}) = Ref_{1}(\uparrow (Ref_{32}(h_{\text{TA}}^{m} \otimes S))). \tag{19}
\]

where \( S \) denotes the spatial feature correlated to the middle frame of the target fragment, e.g., the \( s_{i} \) in Fig. 12-D; \( RO \) represents the ‘ReadOut’ operation in Fig. 12-H; \( Ref(\cdot) \) is a refinement operation which uses \( 1 \times 1 \) convolution to reduce its input’s channel number to \( p_{\text{GT}} \); \( \uparrow (\cdot) \) upsamples its input to \( 356 \times 356 \). Similarly, the output could become \( \hat{h}_{\text{MG}}^{m} \) and \( \hat{h}_{\text{MG}}^{m} \) by alternately feeding \( h_{\text{MG}}^{m} \) and \( h_{\text{MG}}^{m} \) to the ‘ReadOut’ module of STA+.

We assign an individual loss function for each fixation prediction net, and the overall loss function adopted by these 2 fixation prediction nets (STA+\_Short, and STA+\_Long) can be uniformly expressed as:

\[
\mathcal{L}_{\text{STA+}} = \mathcal{L}_{\text{BCE}}(\hat{h}_{\text{TA}}, p_{\text{GT}_{\text{TA}}}) + \mathcal{L}_{\text{KL}}(\hat{h}_{\text{TA}}, p_{\text{GT}_{\text{TA}}}) + \mathcal{L}_{\text{BCE}}(\hat{h}_{\text{MG}}, p_{\text{GT}_{\text{MG}}}) + \mathcal{L}_{\text{KL}}(\hat{h}_{\text{MG}}, p_{\text{GT}_{\text{MG}}}) \tag{20}
\]

where \( p_{\text{GT}_{\text{TA/MG}}} \) denotes the correlated pseudofixation maps of different nodes; the input \( h_{\text{TA}} \) can be obtained via Eq. 19 directly, and the computation of \( h_{\text{MG}}^{m}/h_{\text{MG}}^{m} \) shall replace Eq. 19’s input to \( h_{\text{MG}}^{m}/h_{\text{MG}}^{m} \) accordingly.

### 5.3 Predicted Visual-Audio Fixations

Thus far, we can obtain 3 individual fixation prediction networks mentioned in Sec. 5.1 and Sec. 5.2, i.e., from the sourcewise perspective, we can obtain an STA net, and from the multi-granularity aspect, we can additionally obtain 2 STA+ nets, which correlate to short-term or long-term versions, respectively (Eq. 18). These 3 fixation prediction nets complement each other in essence, and we shall combine their predictions to derive the final fixation maps that could outperform each of them.

We denote the predicted fixation map of the 3 prediction nets (STA, STA+\_Short, and STA+\_Long) as \( PF_{\text{sta}}, PF_{\text{sta+} \_\text{Short}}, \) and \( PF_{\text{sta+} \_\text{Long}} \). The final predicted visual-audio fixation map \( (PF_{\text{final}}) \) can be formulated as follows:

\[
PF_{\text{final}} = \frac{1}{2} \times Z(PF_{\text{sta}} \odot Z(PF_{\text{sta+} \_\text{Short}}) \odot Z(PF_{\text{sta+} \_\text{Long}})) + \frac{1}{2} \times Z(PF_{\text{sta}} + PF_{\text{sta+} \_\text{Short}} + PF_{\text{sta+} \_\text{Long}}), \tag{21}
\]

where \( Z(\cdot) \) is the typical \( \min\text{-max} \) normalization function, and \( \times \) represents the standard multiplicative operation. \( \odot \) represents the element multiplicative operation. Eq. 21 mainly consists of 2 parts, where the left part obtains the common consistency, while the right part serves as the complementary fixation map to ensure good robustness.

Compared with the conventional plain fusion schemes (e.g., the addition/average/maxium-based fusion), the proposed fusion scheme could make the predicted fixation map (i.e., \( PF_{\text{final}} \)) more consistent with the real human fixations.

### 6 Experiments and Validations

#### 6.1 Implementation Details

**Training Dataset.** Recently, Google released the AudioSet [79], the largest visual-audio set thus far, and we use its subset audio visual event (AVE) [35] location dataset, which contains 4,143 sequences covering 28 semantic categories, as the classification training set for the S, ST, SA, S+, ST+ and SA+ classification nets (Sec. 3 and Sec. 4).

1. We have omitted the cross-term version to ensure a good versatility during the testing phase.

2. https://sites.google.com/view/audiovisualresearch
TABLE 1

| Major Components | Metrics |
|------------------|---------|
| S, ST, SA, S+, ST+ and SA+ training, owing to the limitation of computer memory, we train these branches of the network separately and use SCAM and SCAM+ to fuse them into the final fake GTs. For SCAM training, we follow the widely used multitask training scheme. In the coarse stage, where the batch size equals 20 and all video frames are resized to 256×256. Taking the cropped video patches as input, three completely new classification nets in the fine stage will be trained, where the batch size equals 3 and all video patches are resized to 356×356. For SCAM+ training, we set the batch size to 16, and all video frames are resized to 256×256, and the S+, ST+ and SA+ multi-granularity reasoning networks used the same experimental setup. All the classification nets are trained on the AVE dataset. The STA and STA+ fixation prediction network take the pseudofixations as GTs, where video frames are resized to 356×356; thus, the batch size is set to 3. The STA and STA+ training processes adopted the stochastic gradient descent (SGD) [80] optimizer with a learning rate of 0.00005.

Testing Data Sets. To test the performance of the proposed approach, we adopted 6 testing datasets, including AVAD [78], Coutrot1 [81], Coutrotz [82], DIEM [83], SumMe [84], and ETMD [85]. All these sets (241 sequences) are furnished with pixelwise real fixations that are collected in the visual-auditory circumstance.

Quantitative Metrics. Following the previous studies on saliency metrics [77], [86]–[88], we have adopted 5 commonly used evaluation metrics to measure the agreement between the model-predicted saliency (PS) map and the real human eye movements (CF, FL), the ranges of predicted saliency map PS ∈ [0, 1], continuous fixation map CF ∈ [0, 1] and the map of fixation locations FL ∈ [0, 1]. It mainly includes location-based metrics AUC-I, s-AUC, NSS, and continuous distribution-based metrics SIM, CC.

6.2 Effectiveness Evaluation on Different Components
6.2.1 Effectiveness of the proposed Multistage Rationale
In Sec. 3.2, we adopted the coarse-to-fine rationale to perform SCAM twice, where the primary objective is to mimic the real human attention mechanism — a multitask mechanism. To verify the effectiveness of the proposed coarse-to-fine strategy, we tested all CAM results derived from different sources (i.e., S, SA, ST) in different stages, i.e., COARSE vs. and FINE.

The corresponding quantitative evaluation can be found in Table 1, denoted by mark §. We have measured the consistency degree between CAM results using different sources and real human-eye fixation data, where the difference between using the FINE stage and without using it is significant. In cases of using a single source (S, SA, or ST, see lines 1-3 and lines 6-8), the CAM result can get boosted for about 40%, e.g., the CC metric value has been increased from 2.61 to 3.76 in the case using the spatial source (S) solely. A similar tendency can also be observed in cases of using multiple sources, e.g., by comparing line 4 with line 10, all metrics can obtain significant improvements, showing that the simply fused multisource CAM results also improve via the proposed multitask strategy. Furthermore, from the perspective of the proposed SCAM, we can also notice that the multitask strategy can bring solid performance gain, e.g., line 5 vs. line 11, which indicates its generic nature.

6.2.2 Effectiveness of the Proposed Selective Fusion
To selectively fuse the multisource CAM results (i.e., ΦS, ΦSA, and ΦST, Eq. 2), we have adopted the classification confidences as the fusion weights (CS, CSA, and CST). Actually, the effectiveness of this implementation is based on the precondition that the classification confidences are indeed positively related to the consistency level between CAM results and real fixations. To verify this issue, we have compared the proposed selective fusion (i.e., the proposed SCAM, Eq. 2) and the ‘conventional fusion scheme’ — we average all sourcewise CAM results, which can be formulated as the following equation.

$$AC = \frac{1}{3}(\Phi_S + \Phi_{SA} + \Phi_{ST}),$$  

where all symbols have the same definitions as that of Eq. 2, and we show the corresponding quantitative result of this scheme in the ‘AC’ column of Table 1.

The mark § in Table 1 has highlighted the advantage of the proposed SCAM against the conventional scheme, i.e., SCAM vs. AC, where the overall quantitative performance can obtain persistent improvement for all considered metrics. Meanwhile, compared with other single source CAM
results (i.e., S, ST, and SA demonstrated in Table 1), we can easily observe that considering all sources simultaneously cannot take full advantage of the complementary nature between them; thus, the performance improvement achieved by AC is marginal, further showing the performance superiority and effectiveness of the proposed SCAM.

In addition, to further verify the effectiveness of the divide-and-conquer scheme adopted by the proposed selective fusion, we compare the SCAM with the CAM result directly obtained from a three-stream spatial-temporal-audio classification net. We use ‘CAM_{sta}’ to represent the CAM result obtained from this three-stream network, where we simply adopt a three-stream network adopting an identical fusion unit to the proposed STA fixation prediction network (Fig. 12-D), while the decoder part has been replaced by a multiclass classifier that is identical to other classification nets. The quantitative comparison result can be seen in Table 2, where, for both coarse and fine stages, the proposed SCAM can outperform CAM_{sta}.

### 6.2.3 The Effectiveness of the Proposed Audio Switch

In Table 1, we have reported the performance of the proposed model without using the proposed audio switch (Sec. 3.3), where the corresponding quantitative results have been highlighted by mark (3).

By comparing line 9 with line 11, and line 22 with line 24, we can easily observe that the proposed audio switch is capable of improving the overall performance by approximately 1.5% on average. The main reason is that it can filter meaningless background audio, alleviating the learning ambiguity when fusing unsynchronized spatial and audio information.

In addition, since the proposed audio switch is a major component of the proposed ‘SA Fuse’ module (Sec. 3.3), we shall additionally verify whether the SA Fused module can outperform the conventional fusion scheme. Thus, we have conducted an additional quantitative evaluation, where, in Table 2, we have compared the proposed SA Fuse with the existing plain ones, including addition, multiplicative, concatenation, and bilinear. As expected, the proposed SA Fuse module significantly outperforms all other approaches.

### 6.2.4 Effectiveness of Multi-granularity Selective Fusion

To study the influence of the proposed multi-granularity information on the proposed SCAM, we tested all CAMs derived from different sources (i.e., S, SA, ST) coupled with multi-granularity information, i.e., short-term (SC), long-term (LC) and cross-term (CC) information, respectively.

As seen in Table 1, marked by (4), we found the performance gain when using each type of multi-granularity information with the sourcewise CAM results. Meanwhile, we have also tested using all types of multi-granularity information simultaneously, where we use CAM' and SCAM' to denote the averaged and selectively fused SC, LC, and CC, respectively.

Clearly, compared with the CAM result obtained via a single source (line 12), the multi-granularity information (line 13) could bring solid performance gain. However, simply combining the single-source-based CAM result with one type of multi-granularity information might still be inferior to the SCAM, which can be confirmed by comparing line 11 and line 13. The main reason is that, compared with the sourcewise information, the multi-granularity information could be less important to the classification task, motivating us to use it to serve the SCAM as the subordinates.

As expected, since CAM’ (line 23) has adopted multiple multi-granularity information, the overall performance could be improved compared with the single multi-granularity information-based ones (e.g., lines 13-20). In addition, benefiting from selective fusion, the SCAM’ (lines 21, 22, and 24) could further improve the overall performance. After combining full sourcewise information and full multi-granularity information, the proposed SCAM+, marked by (5), achieves the best performance.

### 6.2.5 Effectiveness of Fixation Refine Layer

To verify the effectiveness of the proposed fixation refine layer (FRL), we conducted a series of evaluations in Table 1, and the corresponding results are marked by (6).

First, as seen in line 12, we applied the FRL to the spatial source-based coarse stage feature, where the FRL is directly applied to S (Fig. 5-A), then generated the FRL-based CAM result. Comparing line 12 with line 1, a clear performance improvement can be observed easily.

Second, we have also tried to remove the FRL from the SCAM’ to verify the performance gap. By comparing line 21 with line 24, we can easily notice a clear performance decrease, e.g., the AUC-J metric has dropped from 0.886 to 0.856, where the only difference between these two results only depends on whether the FRL is used.

### 6.3 Ablation Study

#### 6.3.1 Thresholds Used in FRL

There exist 2 predefined thresholds in the proposed FRL, i.e., the $T_d$ and $T_r$ in Eq. 13 and Eq. 14, which could directly influence the overall performance, and we will conduct an ablation study on the exact choices. We retrain the STA+ net multiple times using different {$T_d$, $T_r$} combinations, and the corresponding results can be found in Table 4, where the 1st row denotes the result without using the FRL.

Since 2 thresholds should be determined, we shall adopt the one-fixed-another-solved strategy, in which we empirically assign $T_d = 0.8$ and $T_r = 0.6$ as our initial choice, and we have tested several other choices. Coincidentally,
the initial choice turns to be the best, and the main reason could be the fact that the technical details of other major components are all implemented based on this initial choice, which makes it passively to outperform all other choices.

### 6.3.2 Reasoning Steps and Node Number

To combine the multi-granularity information with the proposed SCAM, we have devised the reasoning unit (Sec. 4.3.1), where there exist 2 key parameters that could influence the overall performance, i.e., the exact reasoning steps (m) and the multigranularity (MG) node number (n).

Similar to the previous experimental settings, we test various versions of STA+ trained on data using SCAM+ as the pseudo GTs, where we set the ranges of m and n as \{2, 3, 4, 5\} and \{1, 2, 3, 4\}, respectively. The corresponding quantitative results can be found in Table 5.

As seen in this table, we can found that ‘w/o Reasoning’ indicates combining both the target node and other MG nodes simply via feature concatenation. Since these concatenated features are basically not aligned well, this plain implementation has demonstrated the worst result. Then, by performing the reasoning 3 times, our approach has reached its best performance, and if we continue the reasoning steps more than 3 times, the overall performance could degenerate significantly. The main reason is that the reasoning step number usually determines the network’s learning capacity; with a given training set with limited size, there shall be a balance between capacity and data size, and m = 3 is the break point.

w.r.t. the exact MG node number, we can easily notice that the performance increases with more MG nodes (1 → 2), while the overall performance could decrease if we use too many MG nodes (3 → 4). Actually, with the increasing number of MG nodes, the feature space of the nodes’ relationships could become more complex, making the learning task quite difficult. Though the MG nodes could make the process of computing SCAM+ more consistent with the real human attention mechanism, we shall stay conservative towards the exact choice of n, and thus we choose n = 2 as the optimal choice.

We tested multiple variants whose GCN have been replaced by either RNNs or Transformers. As reported in Table 5, the one with the best performance among the Transformer-based variants places at the same performance level as our C-GCN-based version, and the RNNs-based version is clearly inferior to our C-GCN-based version. Since we have tested multiple Transformer-based variants, we detail their implementations/architectures in Fig. 13. In our implementation, we have respectively tested both single-head and multihead Transformers, each of which have two different realizations, i.e., \{A, C\} v.s. \{B, D\}, where C is the MultiHead version of A, and D is the MultiHead version of B. An ablation study for verifying the number of Encoder.

---

### Table 4

| Dataset | AVAD [78] | DIEM [83] | SumMe [84] |
|---------|-----------|-----------|-----------|
| γ; t; T | AUC-J; CC; NSS | AUC-J; CC; NSS | AUC-J; CC; NSS |
| 0.8; 0 | 0.866; 0.467; 1.697 | 0.879; 0.323; 1.366 | 0.861; 0.320; 1.359 |
| 0.8; 0.4 | 0.860; 0.460; 1.671 | 0.859; 0.304; 1.342 | 0.849; 0.339; 1.602 |
| 0.8; 0.8 | 0.843; 0.393; 1.602 | 0.844; 0.511; 1.815 | 0.853; 0.341; 1.609 |
| 1.0 | 0.868; 0.421; 1.790 | 0.865; 0.498; 1.806 | 0.848; 0.332; 1.611 |
| 0.7 | 0.849; 0.452; 1.699 | 0.853; 0.487; 1.862 | 0.841; 0.340; 1.603 |
| 0.8; 0.6 | 0.886; 0.467; 2.156 | 0.877; 0.318; 1.955 | 0.860; 0.367; 1.633 |

### Table 5

| Experiment | AVAD [78] | DIEM [83] | SumMe [84] |
|------------|-----------|-----------|-----------|
| γ; t; T | AUC-J; CC; NSS | AUC-J; CC; NSS | AUC-J; CC; NSS |
| 0.8; 0.4 | 0.860; 0.460; 1.671 | 0.859; 0.304; 1.342 | 0.849; 0.339; 1.602 |
| 0.8; 0.8 | 0.843; 0.393; 1.602 | 0.844; 0.511; 1.815 | 0.853; 0.341; 1.609 |
| 1.0 | 0.868; 0.421; 1.790 | 0.865; 0.498; 1.806 | 0.848; 0.332; 1.611 |
| 0.7 | 0.849; 0.452; 1.699 | 0.853; 0.487; 1.862 | 0.841; 0.340; 1.603 |

Table 4: Quantitative evidence towards the effectiveness of the FRL (frame refine layer), the Tγ; t is the threshold for choosing the refine operation or not, the Tt is a suppressor for refining.

Table 5: Ablation study on semantic reasoning stage number (m, Sec. 4.3.1) and MG node number (n, Sec. 4.3.1) on the AVAD set [78], w/o Reasoning. We tested multiple variants whose GCN have been replaced by either RNNs or Transformers.
TABLE 7
Quantitative comparisons between our method with other fully-/weakly-supervised methods on 6 datasets. **Bold** means the best result. Ours will be denoted as STANet+. Trained on the VggSound dataset [86]. In addition, we have also provided some representative **Qualitative Comparisons** between our approach and the SOTA works, which can be found in the submitted **Supplementary Material**. Here max J, S, A, and N indicate maximal AUG-J, SIM, s-AUC, CCC, and NSS respectively.

| Dataset | AVAD [73] | DIEM [58] | SumMe [44] | ETMD [63] | Control1 [61] | Control2 [62] |
|---------|-----------|-----------|------------|-----------|------------|------------|
| H11 [89] | 0.854 | 0.272 | 0.331 | 0.850 | 0.221 | 0.272 | 0.838 | 0.215 | 0.290 | 0.78 | 0.253 | 0.272 | 0.819 | 0.195 | 0.183 | 0.10 | 0.195 | 0.183 | 0.10 |
| GBVS [90] | 0.854 | 0.272 | 0.331 | 0.850 | 0.221 | 0.272 | 0.838 | 0.215 | 0.290 | 0.78 | 0.253 | 0.272 | 0.819 | 0.195 | 0.183 | 0.10 | 0.195 | 0.183 | 0.10 |
| SCL1 [91] | 0.854 | 0.272 | 0.331 | 0.850 | 0.221 | 0.272 | 0.838 | 0.215 | 0.290 | 0.78 | 0.253 | 0.272 | 0.819 | 0.195 | 0.183 | 0.10 | 0.195 | 0.183 | 0.10 |
| SBF [92] | 0.854 | 0.272 | 0.331 | 0.850 | 0.221 | 0.272 | 0.838 | 0.215 | 0.290 | 0.78 | 0.253 | 0.272 | 0.819 | 0.195 | 0.183 | 0.10 | 0.195 | 0.183 | 0.10 |

Compared with other fully supervised methods, our method has adopted a different training protocol, **i.e.**, SOTA fully supervised methods were trained on the widely-used training set (2,857 videos [86], [106], [107]) with ... was solely trained on the AVE set, a sub-set of the AudioSet [79], containing 4,143 clips equipped with semantic tags.

Block (Fig. 13-E) is introduced. As reported in Table 5, the performance of the singlehead Transformer-based variant with three encoder blocks is comparable to our C-GCN-based model with three step reasoning. The Transformer might require additional learning parameters, **i.e.**, almost 50% model size and 5.6 times FLOPs than C-GCN.

6.3.3 Fusion Schemes of the Final Fixation Prediction Nets

As we have stated in Sec. 5.3, we have proposed a new fusion scheme to combine 3 fixation maps predicted by different networks, i.e., the sourcewise PF$_{sta}$, and the multi-grammation-perception-based PF$_{Short}^{sta}$ and PF$_{Long}^{sta}$. The rationale of the proposed fusion scheme is simply based on the complementary facts between these 3 fixation maps, thus, we verify the advantage of this fusion scheme towards conventional plain schemes from a quantitative perspective.

The comprehensive quantitative evaluation results can be found in Table 6. Compared with the basic fixation maps (i.e., the top-3 rows), the plain fusion schemes cannot take full advantage of their complementary attribute, and thus, the performance gains tend to shift between different sets and are truly marginal.

Specifically, since the proposed PF$_{final}$ is based on performing an addition operation over its two parts (Eq. 21), we have additionally tested the multiplicative-based alternative, denoted as PF$_{agg}$, which can be formulated as:

$$PF_{agg} = \frac{1}{2} \times Z(\{PF_{sta}\} \odot Z(PF_{Short}^{sta} \odot Z(PF_{Long}^{sta}))$$

$$+ 1 \times Z(PF_{sta} + PF_{Short}^{sta} + PF_{Long}^{sta})$$.

where all symbols and operations are completely identical to those of Eq. 21.

As seen from Table 6, we find that the performance of PF$_{agg}$ outperforms PF$_{final}$ in several cases, the numeric gaps are marginal. In sharp contrast, PF$_{final}$ can outperform PF$_{agg}$ significantly in many cases, *e.g.*, the CC metric in the SumMe dataset, 0.350 $\rightarrow$ 0.402.

6.4 Quantitative Comparisons with SOTA Works

We have compared our model, i.e., the STANet+, trained using pseudoxifications only, with 27 other SOTA methods, including 5 unsupervised methods, 18 weakly supervised methods, and 4 fully supervised methods on 6 publicly available testing sets.

Quantitative Comparisons with Unsupervised Methods. As shown in Table 7, our method STANet+ significantly outperforms all unsupervised methods, and it also outperforms the most recent weakly supervised competitors (e.g., MWS [37] and WSSA [47]). The most straightforward way to encourage the weakly supervised model to output small regions close to fixation is to use thresholding. The result can be seen in Table 8. And the fact is that simply shrinking salient regions via naive thresholding is incapable of obtaining high-quality fixation maps. The main reason is that the saliency maps generated by weakly supervised methods are **theoretically different** with the real fixations.

Different from the conventional video-based CAM approaches [41], [42] which tend to highlight the single salient object persistently at the object level, the frame regional level information highlighted by our approach — the most discriminative ones, might vary from frame to frame in video,
because, in the visual-audio circumstance, either spatial, temporal, or audio could alternatively contribute most to the classification task. This attribute is very consistent with the real human attention mechanism because humans never pay attention to a fixed location for a long period of time in visual-audio circumstances.

**Quantitative Comparisons with Fully Supervised Methods.** As shown in Table 7, our method achieves comparable results to the fully supervised methods and even outperforms some of them, e.g., DeepNet [24] in all testing sets except Coutrot2. The main reason is that the semantic contents of the Coutrot2 set are quite different from those of the AVE set, while our model is weakly supervised by the category tags of the AVE set. Note that the performance of our approach can be boosted further by including more tagged audiovisual sequences.

For fair comparison, both our method and the other three representative fully supervised SOTA methods [24], [76], [86] are trained on an identical training set, i.e., the widely-used 168 video clips (70% of the total 241 sequences) obtained from the six visual-audio sets [78], [81]–[85], all these clips have been equipped with real fixations. In the training of our approach, we have omitted the use of real fixations, and, instead, we have assigned each clip with an appropriate video tag. The results reported in Table 9 suggest that our approach cannot perform well on such a small-scale set, and other SOTA methods also get degenerate.

As shown in Table 7, we can achieve some performance gain by using the VggSound dataset [66] (STANet+), but this gain is at a relatively large expense on data and computation. The main reason is that a large portion of videos in VggSound is entirely irrelevant to the adopted testing sets.

**Limitation** In our implementation, we have only considered one single semantic tag for each visual-audio sequence, while, in practice, a video sequence could be assigned with multiple tags. Thus, our method might not be able to perform well for videos with massive out-of-scope semantic contents. This problem can be alleviated by including more data with multiple tags, calling for future research.

**7 Conclusion**

In this paper, we have detailed a novel scheme for converting video-audio semantic category tags to pseudo-fixations. Compared with the widely used CAM mechanism, the proposed SCAM and SCAM+ are able to produce pseudo-fixations that are more consistent with the real human fixations. The key technical innovations include multisource-based selective fusion and its multistage methodology. In addition, multi-granularity information has also been considered, where a novel way to combine it with the sourcewise feature has been devised, eventually enabling multi-granularity perception. With the help of multi-granularity perception, our approach could be more consistent with the real human attention mechanism to correctly locate the most discriminative spatial regions in multimodality circumstances. Moreover, to enable a generic application in cases without any human-provided video tags, we devised multiple spatial-temporal-audio fixation prediction networks (STA and STA+), which are trained on pseudo-fixations produced by the proposed SCAM and SCAM+, enabling end-to-end fixation prediction. We have also compared our model — the STA and STA+ fixation prediction network trained using our pseudo-fixations, with other SOTA methods. The results favor our new method over unsupervised and weakly supervised methods. Besides, they also show that our method is even better than some fully supervised methods.
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