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Abstract

Background: The increasing availability of databases containing both magnetic resonance imaging (MRI) and genetic data allows researchers to utilize multimodal data to better understand the characteristics of dementia of Alzheimer’s type (DAT).

Objective: The goal of this study was to develop and analyze novel biomarkers that can help predict the development and progression of DAT.

Methods: We used feature selection and ensemble learning classifier to develop an image/genotype-based DAT score that represents a subject’s likelihood of developing DAT in the future. Three feature types were used: MRI only, genetic only, and combined multimodal data. We used a novel data stratification method to better represent different stages of DAT. Using a pre-defined 0.5 threshold on DAT scores, we predicted whether or not a subject would develop DAT in the future.

Results: Our results on Alzheimer’s Disease Neuroimaging Initiative (ADNI) database showed that dementia scores using genetic data could better predict future DAT progression for currently normal control subjects (Accuracy=0.857) compared to MRI (Accuracy=0.143), while MRI can better characterize subjects with stable mild cognitive impairment (Accuracy=0.614) compared to genetics (Accuracy=0.356). Combining MRI and genetic data showed improved classification performance in the remaining stratified groups.

Conclusion: MRI and genetic data can contribute to DAT prediction in different ways. MRI data reflects anatomical changes in the brain, while genetic data can detect the risk of DAT progression prior to the symptomatic onset. Combining information from multimodal data in the right way can improve prediction performance.
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INTRODUCTION

Alzheimer’s Disease (AD), or Dementia of Alzheimer’s type (DAT), is a progressive neurodegenerative condition characterized by psychiatric, cognitive and structural deteriorations, accounting for 60% to 80% of all dementia cases [1]. As there is no currently available cure, there is a substantial interest in finding biomarkers that can detect those at risk at early stage of the disease before the symptomatic onset. Data from various modalities have been obtained and analyzed in search of biomarkers that can reliably diagnose DAT at its early stages. For example, magnetic resonance imaging (MRI) is the most widely used data modality for identifying characteristic structural changes in the brain associated with DAT progression [2–6]. Genetic information is another modality that has been shown to be effective in predicting the likelihood of developing DAT even before pathological changes begin. A number of genetic risk factors have been found to be associated with DAT, among which the APOE-ε4 allele accounts for 20–25 percent of the cases [7]. Multiple genome-wide association studies (GWAS) have also demonstrated potential associations between single nucleotide polymorphisms (SNPs) and DAT [8–13]. At the time of writing this manuscript, 20 genes has been reported to be associated with AD, identified through GWAS, most of which are associated with moderate to small effect sizes [7].

MRI and genetic data have distinct properties that can contribute to the prediction of DAT progression. MRI data provides tissue level information and may reflect phenotype information about anatomical changes in the brain since the early stages of DAT, and genetic data provides molecular level information and may encode genotype information of probable DAT progression even in the absence of detectable brain changes. Combining information from genotype and phenotype data may reveal patterns that are not visible when working with individual modalities separately, allowing for more robust predictions. With the increasing availability of databases that contain both MRI and genetic data, such as the Alzheimer’s Disease Neuroimaging Initiative (ADNI), multiple studies have explored the effects of integrating both modalities in DAT risk prediction, suggesting that combining the complementary information from both modalities can enhance the diagnosis performance [14–22]. However, existing image/genotype studies of DAT mainly focused on SNPs from previously known DAT-related genes [14–22]. Such approaches rely on existing knowledge and may reduce the chances of discovering novel genetic risk factors.

In this study, we address the above-mentioned potential limitations in the current research of genetic study for AD by using all available SNPs in the ADNI database to uncover potentially new genetic risk factors of DAT. We have designed a robust feature selection technique to address the high dimensionality of genetic data. We proposed an automated framework to achieve the prognosis of DAT by extracting and fusing information from both brain MRI and genetic data collected from subjects at various stages of the disease, and developed a novel image/genotype-based dementia score indicating the probability of a subject developing DAT in the future. We have investigated the effects of using data from MRI, genetic, and combined modalities on DAT prediction separately, and provided a detailed report on how each modality contributes to DAT diagnosis.
METHODS

There are three main steps in the proposed framework: (1) data processing: a) brain MRI: segmenting brain tissue, parcellating brain structural regions and extracting volumetric features, b) SNP: quality control to remove subjects and SNPs with low quality data, (2) feature selection: performing association tests on each modality; and, (3) disease stage classification: training a machine learning network with the most discriminative features selected above, and then using for classification.

Experimental data

Brain MRI and genetic data used in preparation of this article were obtained from the publicly available Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (http://adni.loni.usc.edu). The ADNI was launched in 2003 as a public-private partnership, led by Principal Investigator Michael W. Weiner, MD. The primary goal of ADNI has been to test whether serial MRI, PET, other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early Alzheimer’s disease (AD). In addition, ADNI aims to provide researchers with the opportunity to combine genetics with imaging and clinical data to help investigate mechanisms of the disease.

Group stratification

A total of 543 subjects from the first phase of ADNI (ADNI1) [23] who had both MRI and genetic data available were included in the study. We utilized a database stratification method focusing on the past, current and future clinical diagnosis of the subjects in the study [24]. This method divides the subjects into seven subgroups based on their screening and follow-up clinical diagnosis, in addition to their clinical diagnosis at the time of the MRI imaging visit. Each MRI image corresponds to a clinical diagnosis, and participants may receive multiple diagnoses based on their MRI images acquired during the study period. Participants’ genetic information, on the other hand, remains constant over time. As a result, in this study, we only used each participant’s baseline MRI data, as well as genetic information.

Based on the information available during the ADNI study period, each participant was assigned to one of the seven subgroups described below:

- **sNC** (stable NC): Subjects with a normal control (NC) diagnosis at baseline imaging visit whose diagnosis remained unchanged throughout the study window;
- **uNC** (unstable NC): Subjects with NC diagnosis at baseline imaging visit who progressed to MCI at a future timepoint in the study window;
- **pNC** (progressive NC): Subjects with NC diagnosis at baseline imaging visit who progressed to DAT at a future timepoint in the study window;
- **sMCI** (stable MCI): Subjects with MCI diagnosis at baseline imaging visit whose diagnosis remained unchanged throughout the study window;
- **pMCI** (progressive MCI): Subjects with MCI diagnosis at baseline imaging visit who progressed to DAT at a future timepoint in the study window;
- **eDAT** (early DAT): Subjects with DAT diagnosis at baseline imaging visit who received NC or MCI status at
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an earlier screening (non-imaging) visit in the study window;

• **sDAT** (stable DAT): Subjects with DAT diagnosis at baseline imaging visit and earlier visits throughout the study window.

Subjects in the pNC, pMCI, eDAT, and sDAT subgroups are labelled DAT+, indicating that they follow a DAT trajectory and developed DAT during the study window. The sNC, uNC and sMCI subjects do not progress to DAT during the study period, hence are denoted as DAT-. The eDAT group has a small sample size (4 subjects), but it has been included in the study for the sake of completeness. The aim of this study was to predict a subject’s future conversion to DAT based on its baseline MRI image and genetic data. Table 1 shows the demographic information for the ADNI subjects used in our experiments, as well as their disease progression subgroup stratification.

**Data processing**

**Genetic data processing**

Genotyping information of 757 ADNI1 subjects was downloaded in PLINK [25] format from the LONI Image Data Archive (https://ida.loni.usc.edu/). During the genotyping phase, 620,901 SNPs were obtained on the Illumina Human610-Quad BeadChip platform. APOE was genotyped separately during the study’s screening phase [26]. Genomic quality control was conducted using the PLINK software and included the following steps:

- SNP-specific and subject-specific missingness rate check;
- Minor Allele Frequency (MAF) check;
- Hardy-Weinberg equilibrium (HWE) test;
- Gender check;
- Sibling pair identification and removal;
- Heterozygosity rate check;
- Population Stratification

The above procedure yielded 521,014 SNPs for 570 subjects. Our SNP data was then recoded to reflect the number of minor (second most common) alleles per person for each SNP. The categorical SNP features can obtain one of the following possible values: −1 for missing information; 0 for homozygous major alleles (2 major alleles); 1 for heterozygous alleles (1 minor and 1 major alleles); and 2 for homozygous minor alleles (2 minor alleles).

APOE-ε2, APOE-ε3, and APOE-ε4 were then added to SNPs. These three APOE alleles are also categorical, and each of them can obtain one of the following three values: −1 for missing information; 0 if the allele does not exist; and 1 if it does. In the remaining text of the manuscript, we refer to the combination of SNP and APOE features as the “genetic features” (521, 014 + 3 = 521, 017 features). Finally, we excluded subjects that had no diagnosis label available, leaving 543 subjects for our analysis.

**Brain MRI processing**

We used the FreeSurfer software (version 5.3) (http://surfer.nmr.mgh.harvard.edu/) to segment the T1-weighted baseline MRI images into the gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF) [27] regions. Extensive manual quality control was then employed to correct the automated tissue segmentations
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according to the FreeSurfer guidelines. Following the QC step, we used FreeSurfer’s cortical [28] and subcortical [29] labeling pipelines and divided the GM and CSF tissue regions into 91 distinct regions.

We used a generalized linear model (GLM) framework introduced in our previous publication [30] to remove the individual heterogeneity due to sex, scanner field strength, scanner type, and total intracranial vault (TIV) to only retain differences due to AD-induced volume change. Following the data harmonization step, for each baseline image, we calculated the standardized residual value (w-score) from the measured AD-related volumes to be used as the features alongside the genetic features to train the machine-learning classifier for computing the DAT score. Details regarding calculating the w-score can be found in our previous publications [4, 30].

Feature selection and DAT score computation via supervised ensemble learning

To compute the proposed DAT score from the w-score brain volume features (MRI-based score), genetic features (genetic-based score), and the combination (MRI+genetic-based score), we used a two-step supervised classification model that combines multiple distinctly trained classifiers into a single, more robust classification model using the ensemble learning technique [31]. We have previously used this technique to develop a) fluorodeoxyglucose positron emission tomography (FDG-PET) imaging-based score [24] and b) MRI-based score [4] for early DAT detection and achieved the state-of-the-art performance.

In the first step, the model was used to select the most discriminative features from MRI and genetic data, and in the second step, the DAT score was computed using the fixed set of features selected before. In both steps, only subjects from the sNC (N=109) and sDAT (N=138) classes (247 subjects), the groups with the highest clinical diagnosis certainty, were used to train the model. The sDAT class represents the DAT+ group and the sNC class represents the DAT- group.

To avoid overfitting on the training data, the sub-bagging approach [32] was employed to randomly generate F=10 subsets of the training data with a sampling ratio of 0.8. To avoid class imbalance, we used stratified sampling to select the same number of subjects from each class (based on the class with the smaller sample size; here sNC), i.e., N_{train} = 2 \times [0.8 \times 109] = 174 subjects randomly selected from a total of 247 sNC and sDAT subjects in each of the F training subsets.

Step 1: Feature selection

There is an experimental relationship between the size of training data and the maximum number of features (K_{max}) that can be used to train a classifier in order to avoid the “curse of dimensionality” and minimize the risk of overfitting, which is that for each F subset of training data with N_{train} number of samples, a maximum number of K_{max} = N_{train} \times 2p(e) features is required to train the classifier, where p(e) is the probability of error [33, 34]. Our goal was to keep p(e) as low as possible for all of our experiments while still having enough features to train the classifiers. To keep p(e) below 5% when using either MRI or genetic data, K_{max} = N_{train} \times 2 \times 0.05 = N_{train} /10 [35]. Therefore, k = 174/10 = 17 features were selected each time based on their effect size on the outcome.
To identify the most discriminative features, we performed statistic-based feature ranking and selection on MRI and genetic features separately, determining if each features has a significant relationship with the outcome (here, being on the DAT+ trajectory). Statistical-based feature selection methods are fast, however, in order to select the right algorithm, it is important to pay attention to the data type of both input and output variables [36]. Different statistical tests were selected for MRI and genetic data after extensive examination and with careful attention to their data type (i.e. continuous vs. categorical). Specifically, we applied Fisher’s Exact test [37], a statistical significance test designed for the categorical data type that examines each feature individually and assigns an exact significance value to each feature, on 521,017 categorical genetic features and Welch’s t-test [38] on 91 continuous w-score volume features, and for each feature type, we obtained F = 10 independent sets of k = 17 features with the largest effect sizes on the outcome. We used effect size rather than p-value to rank the significance of the features because p-values are affected by sample size and a statistically significant p-value may indicate that a large sample size was used rather than demonstrating an actual significant difference.

The features were then ranked based on their frequency of selection in the F subsets, and the first k = 17 most frequently selected features were chosen for the next step to ensure a strong association between the selected features and the disease pattern. In cases where features had similar selection frequency, they were deemed to be of equal importance. When necessary, a final set of 17 features was formed by random selection from equally important features. Finally, to investigate the combined effect of MRI and genetic data on the DAT score computation, we combined the selected unique features from both feature types (17 + 17 = 34 MRI+genetic features). Figure 1 illustrates the feature selection process for MRI and genetic data.

To evaluate the efficacy of our data-type-specific feature selection procedure, we compared our method with the Least Absolute Shrinkage and Selection Operator (LASSO) [40], which is a regression based feature selection algorithm that can be used on both categorical and continuous variables to select the most discriminative features. We replaced LASSO with Fisher’s exact test for genetic data and Welch’s t-test for MRI data to pick the most discriminative features in the same settings as before.

To support the value of the SNPs selected using our feature selection method, we trained our model with two sets of known AD-related SNPs as features. The first set includes 17 AD-related SNPs reported by Giri et al. [54], and the second set includes 17 SNPs from the top 10 AD-related genes reported in the Alzgene database (http://www.alzgene.org/). Table 2 contains information about the SNPs identified in the aforementioned studies. Not all SNPs listed in these two studies were available in the ADNI dataset.

**Step 2: DAT score computation**

We trained a probabilistic multi-kernel classifier, Variational Bayes Probabilistic Multi-Kernel Learning (VBpMKL) [41] on F training subsets containing 174 randomly selected sNC and sDAT subjects. The VBpMKL classifier performs hyperparameter tuning by applying different kernels [42] (e.g., Gaussian, second-order polynomial) to each feature space and learning the weight of each kernel for different features using the variational Bayesian approximation, and then outputs a probabilistic estimation to each class for each data. The kernels applied to each feature space in this study were linear, first-order polynomial, second-order polynomial,
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and third-order polynomial.

The above procedure was performed separately using the MRI, genetic or MRI+genetic features selected in Step 1. After training, each probabilistic kernel classifier outputted the probability $p_i \in [0, 1], i = \{1, ..., F\}$ that the input data belonged to the DAT+ class (1 − $p_i$ denotes the probability of DAT- membership). The final image/genotype-based DAT score (MRI DAT score: MRDATS, genetic DAT score: GENDATS, and MRI+genetic DAT score: MRGENDATS) was then defined as the average of all probabilistic predictions over F classifiers. The DAT score is scalar and can be viewed as a measure of similarity to the DAT-/DAT+ classes, i.e., a score close to 1 indicates similarity with the DAT+ and a score close to 0 reveals similarity with the DAT- class.

To avoid biased estimates, the DAT score values were calculated using the out-of-bag estimation method (using only the remaining 20% of the subjects in each of the F training subsets) [24]. The DAT score for a subject in sNC and sDAT groups (training groups) was calculated using only predictions from ensemble classifiers that did not have that subject in their training subset. We further evaluated the performance of the trained ensemble model on the remaining stratified subgroups (uNC, pNC, sMCI, pMCI, and eDAT; testing groups). The subjects belonging to these groups were unseen by the classifiers since they have not been included in the training process.

A threshold of 0.5 was used to create a diagnostic label of DAT- or DAT+ from the DAT score. Sensitivity, specificity, accuracy, and balanced accuracy were then obtained by comparing the label to the actual clinical diagnosis. The area under the curve was also calculated by scanning the threshold from 0 to 1 which is an indication of the separation of the class (DAT-/DAT+) histograms. To compare the group-wise differences, DAT score distribution and prediction accuracy were also obtained for each stratified group.

RESULTS

Salient feature selection for DAT score computation

The final set of 17 features for each feature type was obtained by choosing the most frequently selected features in the F=10 classifiers. Figure 2 shows the frequency of selection for the entire set of features chosen at least once by the classifier ensemble. Features with a similar selection frequency were deemed equally important. For example, Figure 2, bottom row, shows that 12 genetic feature were chosen twice (20%) and thus were of equal importance. To create the final set of 17 features for genetic data, we randomly selected 7 of the 12 features chosen twice (20%) by the classifier ensemble, as well as the first 10 features chosen more than twice. The final set of features for each feature type is highlighted in Figure 2.

14 of the top 17 MRI features were chosen all the time (100%) by the classifiers in the ensemble. Table 3 includes information about the most discriminative MRI features determined by our feature selection method. These features include the volumetric measures of brain regions such as amygdala, hippocampus, entorhinal cortex, parahippocampal cortex and fusiform gyrus, which are all well-known biomarkers of DAT. These regions are consistent with many previous studies, which shows the effectiveness of our proposed method [4, 24]. The top selected genetic features are more scattered and have a smaller selection frequency in comparison to the MRI features. The APOE-ε4 allele, the best-known genetic risk factor for AD, has always been chosen alongside
the other two APOE alleles (ε2 and ε3). The first section of Discussion provides a detailed analysis of the identified genetic features shown in Figure 2.

**DAT score distribution and accuracy across different stratified groups**

Figure 3 displays the DAT score distribution pattern for all stratified groups using genetic, MRI, and genetic+MRI features. GENDATS (Figure 3, top row) shows concentration below the threshold for sNC and uNC and above the threshold for the rest of the groups, while MRDATS and MRGENDATS (Figure 3, middle and bottom row) indicate concentration below the threshold for sNC, uNC, sMCI, and pNC and above the threshold for the rest. The majority of the sMCI group (purple) was misclassified using genetic-only features and the majority of the pNC (orange) groups were misclassified using the MRI-only features. Combining both features resulted in a DAT score distribution that was neutral for sMCI and pNC, while it showed improved performance for the rest.

Figure 4 displays the classification accuracy achieved by comparing a subject’s actual diagnosis (DAT-: sNC, uNC, and sMCI, DAT+: pNC, pMCI, eDAT, and sDAT) with the DAT+/DAT- class labels obtained using the 0.5 threshold. For most groups, combining MRI and genetic data yielded better accuracy results than using either feature alone. The exceptions were the sMCI and pNC groups. The sMCI group had a low accuracy (0.356) when genetic features were used, but a higher accuracy when MRI features were used (0.614). The pNC group, on the other hand, had a low accuracy (0.143) using MRI features, but a very high accuracy (0.8571) using genetic features. Combining features for these two groups yielded an accuracy that was in between the two DAT scores trained with individual features.

**Classification accuracy across NC/MCI/DAT groups and DAT-/DAT+ classes**

Figure 5, left column, compares the classification accuracy of the conventional NC, MCI, and DAT groups using our three feature types. Here, NC is made up of the sNC, uNC, and pNC stratified groups, MCI is made up of the sMCI and pMCI groups, and DAT is made up of the eDAT and sDAT groups. Using the combined data (MRI+genetic) resulted in better performance than using either feature alone in all groups. When compared to MRI data, genetic data produced slightly better results for the NC group (0.824 vs. 0.809), whereas MRI data produced better results for the MCI (0.609 vs. 0.516) and DAT (0.866 vs. 0.803) groups. Overall, NC and DAT groups had higher classification accuracy in comparison to MCI.

Figure 5, right column, compares the classification accuracy of the DAT- and DAT+ classes. The DAT- class includes the sNC, uNC, and sMCI stratified groups, whereas the DAT+ class includes the pNC, pMCI, eDAT, and sDAT groups. For the DAT- class, MRI data had the highest accuracy and genetic data had the lowest accuracy, whereas for the DAT+ class, the combined data (MRI+genetic) had the highest accuracy and MRI data had the lowest accuracy. Overall, the accuracy for both DAT- and DAT+ classes appears to be in the same range.

**DAT score distribution among training and testing groups**

Figure 6 shows the histogram distribution of the DAT score among the training groups (sNC and sDAT) for each data type. All three histograms show substantial distinction between the DAT+ (blue) and DAT- (green) classes with the MRGENDATS histogram (Figure 6, bottom row) showing the best performance. The mean DAT score for the sNC group (the smaller the better) decreased from 0.257 and 0.208 with genetic-only or MRI-only
features respectively, to 0.119 using the combined features. The mean DAT score for the sDAT group (the larger the better) has increased from 0.717 and 0.777 with genetic-only or MRI-only features respectively, to 0.845 with the combined features.

Figure 7, displays the distribution of the DAT score among the unseen testing groups (uNC, pNC, sMCI, pMCI, and eDAT) for each feature type. The DAT scores for genetic features (GENDATS, Figure 7, top row) demonstrated a higher concentration in the middle while MRDATS and MRGENDATS (Figure 7, middle and bottom rows) show a better separation between the DAT- and DAT+ classes. The mean GENDATS values were between 0.4 and 0.7 for all subgroups with uNC and sMCI (DAT- groups) having slightly smaller values than the rest. The mean MRDATS and MRGENDATS values for DAT- groups (uNC and sMCI) were smaller than DAT+ groups (pMCI and eDAT) with the exception of pNC group.

Comparison between feature selection methods

Figure 8 shows the top 17 features selected using LASSO and Fisher/t-test and their corresponding selection frequency. The color map indicates the frequency of selection (in percent) for each of the features using the ensemble classifier. For example, 80% means that a particular feature has been selected using 8 of the F=10 classifiers in the ensemble. Because of the fundamental differences between the feature selection methods, the top 17 features are different for each feature type. For MRI, 12 features have been selected using either Welch’s t-test or LASSO (Figure 8, Right column), while 6 genetic features have been mutually selected by Fisher’s exact test and LASSO (Figure 8, Left column). The sparsity of the selected genetic features can be explained by the large number of initial features.

Table 4 compares the classification performance of LASSO and Fisher/t-test (using Fisher’s exact test on genetic and Welch’s t-test on MRI data) methods using genetic, MRI, and genetic+MRI features. In both training and testing phases, the Fisher/t-test method outperformed LASSO when the combination of MRI and genetic data were used, with the only exception that LASSO was slightly higher but non-significant specificity on testing subjects (Fisher/t-test: 0.579 ± 0.021 and LASSO: 0.587 ± 0.03). Using genetic+MRI features, significantly better results (with 0.01 and 0.05 p-values) were obtained with the Fisher/t-test method. Using genetic-only features, Fisher-based feature selection resulted in statistically better training performance, but there was no clear winner in the testing results. T-test-based feature selection gave a slightly better test performance when only MRI features were used. Overall, the Fisher/t-test method outperformed LASSO in most cases.

GENDATS results using known AD-related SNPs in literature

Figure 9 displays the DAT score distribution among the 7 stratified groups using the above two SNP sets and our SNP set (extracted using Fisher’s exact test) as features. The GENDATS distribution using SNPs from Giri et al. [54] and the Alzgene database (top and middle rows, respectively) is highly concentrated around the 0.5 threshold for all 7 stratified groups. For most groups, the median value is also really close to the threshold, indicating a very small difference between the GENDATS distribution of the stratified groups and a random-like prediction pattern using those SNPs. GENDATS distribution using our method (bottom row), on the other hand, shows a clear distinction between different stratified groups. Using our method, the sNC and uNC groups had a pattern similar to DAT-, while the rest of the groups had a pattern similar to
DAT+. When the AD-related SNPs from the literature were used, the sNC and uNC groups showed a similar pattern to DAT-, but no conclusion can be drawn for the rest of the stratified groups, which show no clear tendency to either DAT- or DAT+.

The classification accuracy of the 7 stratified groups using the above two SNP sets and our SNP set is shown in Figure 10. As can be seen, accuracy for most of the stratified groups is around 0.5 when using the SNP sets from Giri et al. [54] and the Alzgene database (blue and cyan, respectively), indicating a random-like pattern in prediction. The sNC and uNC groups appear to have slightly better classification accuracy than the other groups using the SNP sets from the literature, but they still perform worse when compared to our method (yellow). The sMCI group has a low accuracy using our method, indicating that sMCI subjects have a similar pattern to DAT+ rather than DAT-, but no conclusion can be drawn for the sMCI group using SNPs from the literature because the accuracy is very close to 0.5. Overall, using SNPs selected using our method as genetic features yielded better results than AD-related SNPs previously reported in the literature.

DISCUSSION

Analyzing genetic discoveries

Our results replicated some of the AD related genes reported in the literature suggesting the effectiveness of our method. In addition, we identified potentially novel SNPs that could be further explored to verify their associations with DAT. Table 5 includes information about SNPs that have been selected at least twice (Selection frequency ≥ 20% in Figure 2). Features with similar frequency of selection were considered to have the same level of importance, and therefore, Table 5 shows those SNPs that were not included in the top 17 features as well. The rs1864036, rs12522102, and rs17197559 SNPs belong to an uncharacterized RNA gene on chromosome 5 called LOC105379004 and were selected 50%, 30%, and 20% of the time respectively. To date, there is no existing knowledge of the relationship between these SNPs and AD, warranting further investigation. The rs4953672 located between the HAAO and MTA3 genes (chromosome 2), rs2085925 on gene TRAPPC9 (chromosome 8), and rs6116375 on gene PRPN (chromosome 20) and were selected 50%, 40% and 30% of the time respectively. These genes have been reported in previous studies to be associated with AD, brain tissue development or degeneration, and mental disorder [43–47]. Our study has revealed 8 novel SNPs. Four of these SNPs are on chromosome X, three on the LOC105379004 gene on chromosome 5, and one on chromosome 6, indicating the potential importance of chromosomes X and 5 in the development or progression of Alzheimer’s Disease.

Feature selection and combination methods

In designing the DAT scores, we selected only the pertinent input features by using feature selection methods that were most appropriate for our data type. To avoid overfitting, we restricted the number of features to 10% of the total number of training data (174), yielding 17 features. To evaluate this setup, we ran additional tests with a different number of features (for example, 10 or 25 features instead of 17 for each MRI and genetic feature set) and tried different feature combination methods such as ranking and varying ratios, but they either degraded performance or did not result in a statistically better result. In addition, to evaluate the performance
of our data-type-specific feature selection procedure, we compared our method with a regression-based feature selection method called LASSO [40] which showed the superior performance of our method.

**Comprehensive analysis of DAT score distribution for the stratified groups**

In order to interpret the DAT score distribution results (Figure 3) accurately, it is necessary to be mindful about the difference between the characteristics of MRI and the genetic features. Genetic features remain almost the same over time and are not dependent on the longitudinal changes, while MRI features are highly time sensitive and can change drastically over time. A subject may have multiple MRI visits during the study window therefore carrying additional longitudinal information. However, only the baseline MRI imaging data for each subject was included in this study, indicating only the subject’s current clinical diagnosis.

The GENDATS value for the sMCI group fell above the threshold for the majority of the subjects suggesting that based on the genetic data, sMCI subjects have a similar pattern to DAT rather than NC. GENDATS for the rest of the stratified groups followed our anticipated pattern. MRDATS for the pNC group was highly concentrated below the threshold and had a similar distribution to the sNC and uNC groups. These similarities can be explained by referring to the fact that only the baseline MRI data has been used and all of these three groups are in a healthy condition at baseline. We anticipate that incorporating longitudinal MRI data can help improve the results for the pNC group. MRDATS followed our expected pattern for the other stratified groups.

MRGENDATS had a higher concentration on the correct side of the threshold for those groups that have previously been classified correctly using MRI and genetic features. MRGENDATS for sMCI was concentrated below the threshold which indicates adding MRI data to genetic may prevent misclassification due to the sole use of genetic data. On the other hand, adding genetic data to MRI for the pNC group has resulted in an almost even MRGENDATS distribution (6 subjects were above and 8 subjects were below the threshold, while only 2 subjects were above the threshold for MRDATS). Possible explanations include lower prediction power of genetic data or small number of subjects in the pNC category. This may be addressed in the future by changing the ratio of the final selected MRI and genetic features and increasing the sample size of the data.

**Benefits of combining MRI and genetic data for DAT prediction**

MRI and genetic data have unique characteristics and can contribute to DAT prediction in different ways. MRI data can reveal anatomical changes in the brain, whereas genetic data can be used to assess the risk of developing DAT even before the symptoms appear. As shown in Figure 4, adding MRI data to genetic data can improve the prediction accuracy for subjects in the sMCI group, and adding genetic data to MRI data can improve the prediction accuracy for subjects in the pNC groups. According to Figure 4, when a single data modality failed to correctly predict the outcome, adding another data modality with distinct properties showed to be beneficial in boosting the performance. When both modalities were successful in predicting the outcome, combining them produced a more accurate result than using either modality alone.

The main focus of our study and key novel contribution is to compare the relative performance of 1) SNP-based genotype features, 2) MRI-based phenotype features, and 3) combined genotype and phenotype features using comprehensive feature selection and aggregation methods. We conducted our experiments by adopting
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Previously validated and published classification and feature selection methods [4]. Because the study's goal is not to develop new classification methods with the highest classification performance, obtaining the highest absolute accuracy of the machine-learning methods was not considered the main focus of the experiments reported here. Rather, since the goal of this experiment was to evaluate the relative performance comparison of different features selected from different modalities (e.g. genotype, phenotype, and genotype+phenotype), the results are reported as found.

To this end, we have performed the above feature comparison using our novel cohort stratification which considers future progression for all individuals in identifying them to individual subgroups yielding some very challenging but also very consequential subgroups (such as pNC – individuals who are currently cognitively healthy but are known to later develop AD). Our main conclusion from the study is: 1) for most cohorts, combining MRI and genetic data yields better accuracy results than using either feature set alone, but, 2) for specific subpopulations such as sMCI and pNC, one modality is found to dominate, for example, genotype features perform better for pNC detection vis-à-vis phenotype features for sMCI. Hence, we showed that a naïve feature concatenation approach is likely insufficient and this finding highlights the importance for further studies to develop smartly-weighted multi-modal feature aggregation using novel information fusion and machine learning methods.

Application of DAT score in a clinical setting

In this study, a stratified scheme was used to further break down the standard NC, MCI and DAT categories into smaller groups that take into account the longitudinal diagnosis of a subject and provide a clinically relevant perspective. We trained our network on subjects belonging to the extreme ends of the DAT spectrum (sNC and sDAT) enabling the opportunity to effectively learn distinction between healthy and AD patterns with the highest possible degree of certainty. The trained model was then used to predict a quantitative biomarker based on MRI, genetic, and MRI+genetic features. The only information needed to generate these predictions is that extracted from MRI and genetic data, and the model does not need to have access to the clinical diagnosis. In a clinical setting, clinicians can use our trained model to predict a quantitative score indicating the similarity between a subject’s observed pattern based on MRI and genetic data at the time of clinical visit and AD patterns. This will help predict whether the subjects belong to the DAT- (non-progressive) or DAT+ (progressive) categories, which is extremely useful at the MCI stage in identifying those who will progress to AD in the future. We have previously conducted independent validation on real clinical samples using a similar method on FDG-PET data to enable the translation of these methods and test their usefulness in clinical practice [55].

Analyzing the statistical significance of pNC results

The sample size of the pNC stratified subgroup is relatively smaller compared to other subgroups. This is a result of our novel stratification method, which classifies subjects based on their past, present, and future longitudinal disease progresses. We have performed rigorous statistical tests to analyze the statistical significance of our evaluation results on pNC subjects (n=14). When comparing GENDATS and MRDATS results, we look at the same group of 14 patients and classify them using two different classifiers, one using genetic data and the other using MRI data. Because we are looking at the same patients, we have used a paired t-test evaluating the difference between the same patient under classifier #1 (based on GENDATS) and classifier #2 (based on
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Our test statistic is the following:

\[ t = \frac{\bar{Y}_1 - \bar{Y}_2}{\sqrt{\frac{\sigma_1^2}{n_1} + \frac{\sigma_2^2}{n_2}}} \]  

(1)

where \( \bar{Y}_1 - \bar{Y}_2 \) indicates the mean difference between pairs of measurements in the two classifiers, \( \sigma_1^2 \) and \( \sigma_2^2 \) are the variances, and \( n \) is the population size. We utilized a one-sided test to check if the predicted DAT score of classifier #1 is significantly greater than the DAT score predicted by classifier #2, and our results showed significantly (\( t(13) = 4.33, p = 0.0004 \)) improved predictive power for the GENDATS (0.64 ± 0.07) compared to the MRDATS (0.24 ± 0.05).

It is important to note that the population size (\( n=14 \)) is taken into account in the test (equation (1)). Thus, despite the relatively small population size, we can detect a significant difference between the two classifiers. The small population size usually leads to big variance estimates which can make the two classifiers hard to distinguish. However, here the variance estimates are small enough, even considering the small population size, to conclude that the two classifiers are significantly different.

Comparison with previous imaging genetics studies

In this study, we used all available SNPs in the ADNI database. The main advantage of using all SNPs is that it allows us to investigate potential novel genetic risk factors along with our main task of future DAT prediction. One drawback of using high-dimensional data is that it may contain information that is irrelevant to the task [48]. To avoid this problem and to ensure a strong association between the selected features and the disease pattern, we have implemented an extensive feature selection method in three steps, as previously discussed in Methods, while many previous studies have limited their SNPs to those on the top AD gene candidates according to the Alzgene database (www.alzgene.org) [14, 17, 19–22], and others chose their top SNPs based on the findings of previous studies in the literature [15, 16].

An et al. [14] have proposed a hierarchical feature and sample selection method for AD diagnosis using MRI and SNP data and evaluated their method using conventional binary classification tasks. For DAT vs. NC task (ours sDAT vs. sNC), using only SNP data they received Acc=77.6% and AUC=85.5% (ours: Acc=81.9% and AUC=90.3%) and for MRI+SNP they got Acc=92.4% and AUC=97.4% (ours: Acc=92% and AUC=98%). Our method outperformed theirs when using genetic features, with a 4% increase in both Accuracy and AUC, and had a comparable performance when using combined features. Zhou et al. [21] have proposed a stage-wise deep learning algorithm for AD prediction using MRI, PET, and SNP data and evaluated their method using traditional classification tasks. Their multiclass classification showed a median accuracy of less than 55% while we achieved 63.2% accuracy using MRI and SNP data. Our training (sNC/sDAT) results were slightly better than their NC/DAT results (Acc: 92% vs 91.7%) despite the fact that we have not used PET data. Venugopala et al. [18] have utilized deep learning methods to investigate the effects of combining multimodal data such as MRI, genetic, and clinical data on AD prediction. They performed a binary classification task on NC vs DAT/MCI (ours sNC vs. sDAT), using only MRI data, they received Acc=86% (ours: Acc=88.2%), using SNP information only, they got an accuracy of 89% (ours: Acc= 81%) and for MRI+SNP, their best performing model received Acc=75% (ours: Acc=92%). Our method outperformed theirs when
using MRI by more than 2%, and MRI+SNP by 17%, while their network performed better when using only SNP data (8% percent higher accuracy). Zhang et al. [20] have studied the effects of combining MRI, SNP, CSF and PET modalities on AD prediction by performing conventional classification tasks using linear support vector machines (SVMs) and three intrinsic feature selection algorithms. Their best performing model had a classification accuracy of 94.8% for AD vs. NC task using 378 features from all 4 modalities which is slightly better than our sNC vs. sDAT accuracy of 92% using only 34 SNP and MRI features.

**Limitations and future direction**

Our study has some limitations. Our results are limited by the small sample size selected from the ADNI dataset and their characteristics, especially for the pNC and eDAT stratified groups. We have conducted our analysis based on the information available in the ADNI study window. Subjects currently on the DAT-trajectory might receive a follow-up diagnosis of DAT in the future. In that case, we will review our network’s prediction in the future and investigate if the misclassification for those subjects can be justified by the fact that they did not have a DAT follow-up diagnosis. Another approach to addressing this limitation is to limit the follow-up duration to a specific time, such as 3 or 5 years after the baseline, and study the probability of pathological onset during that time-frame, which is a clinically relevant approach and is similar to survival analysis for Alzheimer’s disease.

In this study, we have achieved our primary goal of predicting the future conversion to Alzheimer’s disease by extracting MRI and genetic information from sNC and sDAT stratified groups as they represent the DAT- (stable) and DAT+ (progressive) categories with the highest degree of certainty. We have previously used this technique to develop a) fluorodeoxyglucose positron emission tomography (FDG-PET) imaging-based score [24] and b) MRI-based score [4] for early DAT detection and achieved the state-of-the-art performance. However, this approach could reflect a predisposed bias for processes that are not necessarily linked to AD. A potential solution to this problem could be incorporating subjects at earlier stage of the AD progression (e.g. sMCI, and pMCI group) to learn potential patterns that are caused by additional factors during early stage of the AD pathogenesis.

As a part of our future work, we plan to: 1) use the UK Biobank database (https://www.ukbiobank.ac.uk), a large-scale biomedical database including genotype data from 500,000 participants and brain MRI data from over 44,000 participants, to increase the sample size, especially for subjects in the pNC and eDAT stratified groups, and to construct a more robust model, 2) evaluate the generalizability of the genetic features discovered in this study by training our model with subjects from a different AD-related dataset, 3) expand our methodology and use deep-learning- based models such as fully connected networks and Deep Embedding network to investigate the potential improvement of the classification performance, 4) use longitudinal MRI data instead of the baseline to include the time related changes, 5) limit the follow-up duration to a certain time and incorporate survival analysis approaches and compare the results with the current design, 6) remove individual heterogeneity due to age in addition to other factors by means of GLM for MRI data, 7) incorporate smart nonlinear approaches that can capture the importance of each MRI and genetic feature to better integrate them.
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| Dementia trajectory | Group name   | Clinical diagnosis at imaging | Clinical progression | Subjects (M:F) | Age* (years) | CSF** (t-tau/Aβ1-42) |
|---------------------|--------------|------------------------------|---------------------|---------------|-------------|----------------------|
| DAT++               | sNC: stable NC | NC                          | NC → NC             | 58:51         | 75.79       | 0.34 (0.23)          |
| DAT+                | uNC: unstable NC | NC                          | NC → MCI            | 14:8          | 76.57       | 0.39 (0.19)          |
| DAT+                | sMCI: stable MCI | MCI*                        | NC → MCI or MCI → MCI | 65:36       | 74.70       | 0.67 (0.52)          |
| DAT++               | pNC: progressive NC | NC                          | NC → MCI → DAT     | 6:8           | 76.49       | 0.75 (0.42)          |
| DAT+                | pMCI: progressive MCI | MCI                         | NC → MCI → DAT or MCI → DAT | 99:56      | 73.85       | 0.82 (0.45)          |
| DAT+                | eDAT*: early DAT | DAT*                        | NC → MCI → DAT or MCI → DAT | 2:2        | 75.80       | 0.65 (0.00)          |
| DAT+                | sDAT: stable DAT | DAT                         | DAT → DAT          | 74:64        | 75.19       | 0.89 (0.46)          |

* NC: normal controls, MCI: mild cognitive impairment, DAT: dementia of Alzheimer’s type
CSF: cerebrospinal fluid, t-tau: total tau, Aβ1-42: beta amyloid 1-42

** DAT+: On DAT trajectory, i.e., at some point in time, these subjects will be clinically diagnosed as DAT
DAT-: not on the DAT trajectory and will not get a DAT diagnosis in the ADNI window

The mean (standard deviation) age and CSF measure values within each group are given.

CSF measures were only available for a subset of images in each of the groups:
sNC (57), uNC (17), sMCI (55), pNC (8), pMCI (88), eDAT (1), sDAT (87)

The eDAT group has a small sample size (4 subjects), but it has been included in the study for the sake of completeness.

Table 1: Stratification of ADNI subjects based on their longitudinal clinical diagnosis. The stratification was based on two criteria, clinical diagnosis of subjects at the time of MRI image acquisition and their longitudinal clinical progression. Each subject is assigned a membership in the form of 'prefixGroup', where 'Group' is the clinical diagnosis at the current imaging visit, and 'prefix' signals past or future clinical diagnoses. For e.g., a subject is designated as pNC if the subject was assigned an NC diagnosis at that particular imaging visit, but the subject converts to DAT at a future timepoint. The eDAT images are associated with the diagnosis of DAT, but the subject had received NC or MCI status during previous ADNI visits (conversion within ADNI window), whereas, the sDAT images belong to the subjects with a consistent clinical diagnosis of DAT throughout the ADNI study window, hence these individuals have progressed to DAT prior to their ADNI recruitment. Clinical diagnosis at the time of imaging is shown in **bold** under the “Clinical progression” column.
| SNP ID (gene) | SNP ID (gene) |
|--------------|--------------|
| rs10498633 (SLC24A4/RIN3) | ε4 (APOE) |
| rs17125944 (FERMT2) | ε3 (APOE) |
| rs3851179 (PICALM) | rs3851179 (PICALM) |
| rs541458 (PICALM) | rs541458 (PICALM) |
| rs610932 (MS4A6A) | rs610932 (MS4A6A) |
| rs3865444 (CD33) | rs3865444 (CD33) |
| rs3826656 (CD33) | rs3826656 (CD33) |
| rs670139 (MS4A4E) | rs670139 (MS4A4E) |
| rs9296559 (CD2AP) | rs9296559 (CD2AP) |
| rs3764650 (ABCA7) | rs3764650 (ABCA7) |
| rs7561528 (BIN1) | rs7561528 (BIN1) |
| rs744373 (BIN1) | rs744373 (BIN1) |
| rs2718058 (NME8) | rs12989701 (BIN1) |
| rs3818361 (CR1) | rs3818361 (CR1) |
| rs2305421 (ADAM10) | rs6701713 (CR1) |
| rs11771145 (EPHA1) | rs1408077 (CR1) |
| rs11767557 (EPHA1) | rs11136000 (CLU) |

Table 2: Known AD-related SNPs reported in the literature. Left column: 17 AD-related SNPs reported in Giri et al. [54]. Right column: 17 SNPs from the top 10 AD-related genes reported in the Alzgene database. 11 SNPs have been mutually reported to be related with Alzheimer’s Disease in both datasets.
### Table 3: Most discriminative MRI features determined by the feature selection process and their frequency of selection. These MRI features indicate the volumetric measures of the brain ROIs. ROIs are listed in the descending order of their total (left and right) selection frequency.

| ROI name                  | Description                | Selection frequency (%) |
|---------------------------|----------------------------|-------------------------|
| Hippocampus               | Allocortex (Subcortical)   | 100 | 100               |
| Amygdala                  | Subcortical region         | 100 | 100               |
| Entorhinal                | Cortical region            | 100 | 100               |
| Fusiform                  | Cortical region            | 100 | 100               |
| Inferior temporal         | Cortical region            | 100 | 100               |
| Middle temporal           | Cortical region            | 100 | 100               |
| Para hippocampal          | Cortical region            | 100 | 70                |
| Inferior parietal         | Cortical region            | 60  | 100               |
| Inferior–lateral-ventricle| Inferior or temporal horn  | 70  | 30                |
|                           | of the lateral ventricle   |            |                   |
| Supramarginal             | Cortical region            | 40  | 00                |
| Precuneus                 | Cortical region            | 10  | 20                |
Image-genotype prediction of AD conversion

| Training Results (on sNC and sDAT) | Fisher/t-test (mean ± sd) | LASSO (mean ± sd) |
|-----------------------------------|---------------------------|-------------------|
| **Genetic**                       |                           |                   |
| AUC                               | 0.882 ± 0.036             | 0.822 ± 0.062†    |
| Sensitivity                        | 0.771 ± 0.052             | 0.718 ± 0.057†    |
| Specificity                        | 0.832 ± 0.094             | 0.768 ± 0.119*    |
| BalAccuracy                        | 0.801 ± 0.045             | 0.743 ± 0.067†    |
| Accuracy                           | 0.789 ± 0.038             | 0.733 ± 0.054†    |
| **MRI**                            |                           |                   |
| AUC                               | 0.940 ± 0.025             | 0.954 ± 0.026     |
| Sensitivity                        | 0.871 ± 0.026             | 0.880 ± 0.032     |
| Specificity                        | 0.918 ± 0.047             | 0.905 ± 0.040     |
| BalAccuracy                        | 0.894 ± 0.026             | 0.892 ± 0.030     |
| Accuracy                           | 0.885 ± 0.023             | 0.888 ± 0.030     |
| **Genetic+MRI**                    |                           |                   |
| AUC                               | 0.978 ± 0.011             | 0.969 ± 0.026     |
| Sensitivity                        | 0.918 ± 0.020             | 0.910 ± 0.038     |
| Specificity                        | 0.932 ± 0.054             | 0.932 ± 0.058     |
| BalAccuracy                        | 0.925 ± 0.025             | 0.921 ± 0.033     |
| Accuracy                           | 0.922 ± 0.017             | 0.916 ± 0.030     |

| Testing Results (on uNC, sMCI, pNC, pMCI and eDAT) | Fisher/t-test (mean ± sd) | LASSO (mean ± sd) |
|-----------------------------------------------------|---------------------------|-------------------|
| **Genetic**                                         |                           |                   |
| AUC                                                 | 0.555 ± 0.009             | 0.541 ± 0.011†    |
| Sensitivity                                         | 0.640 ± 0.024             | 0.639 ± 0.029     |
| Specificity                                         | 0.411 ± 0.039             | 0.439 ± 0.033     |
| BalAccuracy                                         | 0.526 ± 0.013             | 0.539 ± 0.011     |
| Accuracy                                            | 0.545 ± 0.011             | 0.556 ± 0.011     |
| **MRI**                                             |                           |                   |
| AUC                                                 | 0.654 ± 0.014             | 0.657 ± 0.011     |
| Sensitivity                                         | 0.639 ± 0.022             | 0.627 ± 0.013     |
| Specificity                                         | 0.575 ± 0.029             | 0.560 ± 0.018     |
| BalAccuracy                                         | 0.607 ± 0.008             | 0.593 ± 0.011†    |
| Accuracy                                            | 0.602 ± 0.011             | 0.588 ± 0.012†    |
| **Genetic+MRI**                                     |                           |                   |
| AUC                                                 | 0.660 ± 0.006             | 0.651 ± 0.010†    |
| Sensitivity                                         | 0.662 ± 0.019             | 0.631 ± 0.014†    |
| Specificity                                         | 0.579 ± 0.021             | 0.587 ± 0.030     |
| BalAccuracy                                         | 0.620 ± 0.007             | 0.609 ± 0.011*    |
| Accuracy                                            | 0.627 ± 0.008             | 0.613 ± 0.008†    |

Table 4: Classification performance comparison among Fisher/t-test and LASSO feature selection methods on genetic, MRI and genetic+MRI feature types. Fisher/t-test: Using Fisher’s exact test on genetic features and Welch’s t-test on MRI features. Training results show the classification performance of groups with the most certain diagnosis (sNC and sDAT) and the testing results show the classification performance of unseen subjects in the remaining stratified groups (uNC, sMCI, pNC, pMCI and eDAT). The best performance has been highlighted in red. Symbol * denotes the t-test with p < 0.05 and † denotes the t-test with p < 0.01 as compared to the Fisher/t-test results.
| SNP ID   | Selection freq (%) | Chromosome | nearest Gene | status      |
|---------|--------------------|------------|--------------|-------------|
| ε4      | 100                | 19         | APOE         | known       |
| ε3      | 100                | 19         | APOE         | known       |
| ε2      | 100                | 19         | APOE         | known       |
| rs4953672 | 50                | 2          | HAAO and MTA3 | known [46, 47] |
| rs1864036 | 50                | 5          | LOC105379004 | novel       |
| rs2085925 | 40                | 8          | TRAPPC9      | known [43, 45] |
| rs12522102 | 30               | 5          | LOC105379004 | novel       |
| rs6116375 | 30                | 20         | PRNP         | known [44]   |
| rs2405940 | 30                | X          | SHROOM2      | known [49]   |
| rs10465385 | 30               | X          | LINC02154    | novel       |
| rs10924809 | 20               | 1          | CNST         | known [43]   |
| rs2883782 | 20                | 2          | MYO3B        | known [50]   |
| rs746947  | 20                | 3          | FRMD4B       | known [51]   |
| rs10510985 | 20               | 3          | FRMD4B       | known [51]   |
| rs6773506 | 20                | 3          | FRMD4B       | known [51]   |
| rs7627954 | 20                | 3          | TNIK         | known [52]   |
| rs17197559 | 20               | 5          | LOC105379004 | novel       |
| rs524410  | 20                | 6          | LOC112267968 | novel       |
| rs5918417 | 20                | X          | SYTL5        | novel       |
| rs5918419 | 20                | X          | SYTL5        | novel       |
| rs1010616 | 20                | X          | ZDHHHC15     | known [53]   |
| rs12860832 | 20               | X          | PASD1        | novel       |

Table 5: Detail of SNPs selected at least twice using Fisher exact test in the ensemble. For those SNPs that do not fall exactly on a particular gene, nearest genes have been reported. Status column indicates whether SNPs have been previously reported to be associated with Alzheimer’s disease or brain tissue degeneration.
Figure 1: Graphic representation of the feature selection process for MRI and genetic data. Using a sub-bagging approach, \( F = 10 \) subsets of training data including \( 80\% \) of the sNC and sDAT subjects are first generated. Then, separate statistical tests are applied on MRI (Welch’s \( t \)-test) and genetic data (Fisher’s exact test) to select the most discriminative \( k = 17 \) features for each \( F \) subsets of data. This process generates 10 sets of \( k = 17 \) features for each data modality. The features are then ranked based on their selection frequency and the final sets of 17 features are chosen for the DAT score computation step. To investigate the joint effect of MRI and genetic data, features from both modalities were combined (\( 17 + 17 = 34 \) MRI+genetic features).
Figure 2: Feature selection results for MRI (top) and genetic (bottom) data. Frequency of selection indicates the amount of time each feature has been selected by the classifiers (for example: 80% means that a particular feature has been selected using 8 of the F=10 classifiers). The top 17 most discriminative features are highlighted for each feature type. Top row: The overall set of MRI features selected by the classifier ensemble using Welch’s t-test. L indicates the left hemisphere and R indicates the right hemisphere of the brain. Bottom row: The overall set of genetic features selected by the classifier ensemble using Fisher’s exact t-test. Final features (boxed in red) have been chosen randomly if their frequency of selection were the same.
Figure 3: DAT score distribution among the 7 stratified sub groups for each feature type. sNC, uNC and sMCI groups belong to the DAT- trajectory and pNC, pMCI, eDAT, and sDAT groups belong to the DAT+ trajectory. DAT+/DAT- groups are separated with a red vertical line. A midway threshold of 0.5 for DAT scores is shown using a black horizontal line. Top row: Genetic DAT score (GENDATS) distribution, Middle row: MRI DAT score (MRDATS) distribution, and Bottom row: MRI+Genetic DAT score (MRGENDATS) distribution across different stratified groups. Median of the DAT score for each group is shown using a white circle.

* small sample size (4 subjects)
Figure 4: Classification accuracy for each group obtained by comparing the true diagnostics (DAT-: sNC, uNC, and sMCI, DAT+: pNC, pMCI, eDAT and sDAT) with the dementia trajectories (DAT- or DAT+) assigned to each subject using a threshold from the DAT scores. Blue bars show accuracy using genetic features, orange bars indicate accuracy using MRI features and yellow bars display accuracy for the combined features.

* small sample size (4 subjects)
Figure 5: Classification accuracy obtained by comparing the true diagnostics with the dementia trajectories assigned to each subject using a 0.5 threshold from the DAT scores. Left column: classification accuracy comparison between the conventional NC (sNC, uNC, and pNC), MCI (sMCI and pMCI), and DAT (eDAT and sDAT) groups. Right column: classification accuracy comparison between DAT- (sNC, uNC, and sMCI) and DAT+ (pNC, pMCI, eDAT and sDAT) groups. Blue bars show accuracy using genetic features, orange bars indicate accuracy using MRI features and yellow bars display accuracy for the combined features.
Figure 6: DAT score distribution among sNC and sDAT subjects and classification performance obtained in assigning either the DAT- or DAT+ trajectory using a 0.5 threshold. Top row: Genetic DAT score (GENDATS) results using only genetic features. Middle row: MRI DAT score (MRDATS) results using only MRI features. Bottom row: MRI+Genetic DAT score (MRGENDATS) results using combined features. The (number of subjects: mean DAT score) is shown for each subgroup. Balanced accuracy is the mean of the sensitivity and specificity measures.
Figure 7: DAT score distribution among the independent validation subjects. The classification performance was obtained by determining dementia trajectories (DAT- or DAT+) for each subject using a 0.5 threshold. The MRDATS histograms corresponding to the DAT- (uNC, sMCI) and the DAT+ (pNC, pMCI, eDAT) trajectories are stacked together respectively. Top row: Genetic DAT score (GENDATS) results using only genetic features. Middle row: MRI DAT score (MRDATS) results using only MRI features. Bottom row: MRI+Genetic DAT score (MRGENDATS) results using combined features. The (number of subjects: mean DAT score) is shown for each subgroup.

* small sample size (4 subjects)
Figure 8: The top 17 MRI and genetic features selected using different feature selection methods are shown. Left column: genetic features selected using Fisher’s exact test and LASSO. Right column: MRI features selected using Welch’s t-test and LASSO. L indicates the left hemisphere and R indicates the right hemisphere of the brain. The number within each cell indicates the selection frequency (%) for each feature.
Figure 9: GENDATS distribution among the 7 stratified sub groups for each SNP set. sNC, uNC and sMCI groups belong to the DAT- trajectory and pNC, pMCI, eDAT, and sDAT groups belong to the DAT+ trajectory. DAT+/DAT- groups are separated with a red vertical line. A midway threshold of 0.5 for DAT scores is shown using a black horizontal line. Top row: GENDATS distribution using SNPs reported in Giri et al. [54], Middle row: GENDATS distribution using SNPs from the top 10 AD-related genes reported in the Alzgene database, and Bottom row: GENDATS distribution using SNPs extracted from all available SNPs in the ADNI database using Fisher’s exact test (our method). Median of the DAT score for each group is shown using a white circle.

* small sample size (4 subjects)
* small sample size (4 subjects)

Figure 10: Classification accuracy for each stratified group obtained by comparing the true diagnostics (DAT-: sNC, uNC, and sMCI, DAT+: pNC, pMCI, eDAT and sDAT) with the dementia trajectories (DAT- or DAT+) assigned to each subject using a 0.5 threshold from the DAT scores. Blue bars show accuracy using SNPs reported in Giri et al. [54], cyan bars indicate accuracy using SNPs reported in the Alzgene database and yellow bars display accuracy using SNPs extracted from ADNI database with Fisher’s exact test (our method).