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Abstract
This paper presents a reverberation module for source-filter-based neural vocoders that improves the performance of reverberant effect modeling. This module uses the output waveform of neural vocoders as an input and produces a reverberant waveform by convolving the input with a room impulse response (RIR). We propose two approaches to parameterizing and estimating the RIR. The first approach assumes a global time-invariant (GTI) RIR and directly learns the values of the RIR on a training dataset. The second approach assumes an utterance-level time-variant (UTV) RIR, which is invariant within one utterance but varies across utterances, and uses another neural network to predict the RIR values. We add the proposed reverberation module to the phase spectrum predictor (PSP) of a HiNet vocoder and jointly train the model. Experimental results demonstrate that the proposed module was helpful for modeling the reverberation effect and improving the perceived quality of generated reverberant speech. The UTV-RIR was shown to be more robust than the GTI-RIR to unknown reverberation conditions and achieved a perceptually better reverberation effect.

Index Terms: reverberation, room impulse response, source-filter-based model, neural vocoder

1. Introduction
Recently several neural autoregressive models such as WaveNet [1], SampleRNN [2], and WaveRNN [3], have been proposed for raw audio generation. Their variants, such as knowledge-distilling-based models (e.g., parallel WaveNet [4] and Clarinet [5]) and flow-based models (e.g., WaveGlow [6]), were then proposed to further improve the performance and efficiency. These models can be used as neural vocoders [7, 8, 9, 10, 11, 12] wherein speech waveforms can be reconstructed from acoustic features for various tasks [13, 14, 15]. It was confirmed that these neural vocoders outperform vocoders using classical signal processing techniques. However, some limitations still exist — either a low generation speed, tricky training process, or complicated model structure.

Motivated by the limitations, new types of neural vocoders, such as the glottal neural vocoder [16, 17] and LPCNet [18], have been further proposed by combining speech production mechanisms with neural networks, and their performance is impressive. However, all of the above models operate under the autoregressive assumption and are slow in either waveform generation or training. Previously, we proposed non-autoregressive neural source-filter (NSF) [19] and HiNet vocoders [20, 21]. The NSF vocoder uses dilated convolutions to transform a sine-based source signal into an output waveform, following the idea of the source-filter speech production model [22]. The HiNet vocoder is composed of an amplitude spectrum predictor (ASP) and a phase spectrum predictor (PSP), where the PSP is built by using the NSF vocoder for better phase recovery.

The outputs of the ASP and PSP are combined to recover speech waveforms via short-time Fourier synthesis (STFS). Experimental results show that the NSF and HiNet vocoders can generate waveforms with high quality and high efficiency for speech [20, 21] and musical instrument sounds [23] recorded in acoustically isolated studios. However, unlike the ideal data for speech or music synthesis, audio signals captured for real-life applications typically contain room reverberation. The reverberation poses a challenge to non-autoregressive neural vocoders, and the quality of synthesized speech usually degrades. Recently, Engel et al. tried to introduce a reverberation module with a trainable room impulse response (RIR) into a sinusoidal vocoder [24]. Their model successfully learned room reverberation effects on a solo violin dataset under a signal reverberation condition. However, learning the reverberation effects in multiple acoustic environments and applying the model for unseen acoustic environments have not yet been investigated, and neither has the model been evaluated on a reverberant speech dataset.

As an initial step towards robust reverberation modeling for speech data, this paper proposes a trainable reverberation module for neural vocoders. This module uses the output waveform of neural vocoders as an input and outputs a reverberant waveform by convolving the input with a RIR. We design two types of neural RIR estimators. One estimates the global time-invariant (GTI) RIR, which is invariant among a whole dataset and is regarded as a trainable variable of a model. This is similar to [24]. The other infers an utterance-level time-variant (UTV) RIR, which is invariant inside one utterance but varies among different utterances. The UTV-RIRs are predicted by an additional trainable neural network that uses the same conditional features as neural vocoders. We add the proposed reverberation module to the PSP of the HiNet vocoder, and experiments are conducted on a multi-speaker reverberant speech database with various types of reverberation conditions, including unseen ones. Furthermore, a multi-task training strategy that uses both reverberant and corresponding dry waveforms is also investigated.

This paper is organized as follows: In Section 2, we briefly review the NSF and HiNet vocoders. In Section 3, we give details on our proposed reverberation module and neural RIR estimators. Section 4 reports our experimental results. Conclusions are given in Section 5.

2. Brief view of NSF and HiNet vocoders
The NSF models [19] generate speech waveforms from input acoustic features through time-domain non-linear transformations. They include three modules: a conditional module that upsamples input acoustic features such as F0 and mel-spectrogram, a source module that outputs a sine-based source signal given the F0, and a dilated-convolution-based filter module that transforms the source signal into an output waveform.
The NSF models are suitable for applications where the users want to precisely control the FO of the output waveform. HiNet [20] is a neural vocoder that produces speech waveforms from input acoustic features by predicting amplitude and phase spectra hierarchically. The HiNet vocoder consists of two predictors, an ASP and a PSP. The ASP uses acoustic features as input and predicts frame-level log amplitude spectra (LAS). Then, the FO and LAS predicted by the ASP are sent into the PSP for phase spectra prediction. Finally, the predicted amplitude and phase spectra are combined to reconstruct speech waveforms by STFS.

In our latest work [21], the ASP consisted of multiple convolutional layers for converting acoustic features into the LAS. Generative adversarial networks (GANs) were also newly introduced into the ASP; the ASP was used as a generator, and two discriminators were adopted. Both discriminators consisted of multiple convolutional layers, which operate convolution along with either the frequency or time axis of the input LAS, respectively. The training of the ASP is based on a Wasserstein GAN [25] loss together with the mean square error (MSE) between the predicted LAS and natural ones.

The PSP conducts two steps: neural waveform generation and phase spectrum extraction. The neural waveform generator was based on a customized NSF vocoder [19] with three modifications for better phase recovery: 1) the use of LAS as input, 2) pre-calculation of the initial phase of the sine-based excitation signal for each voiced segment at the training stage, and 3) the use of a combined loss function including MSE on amplitude spectra, waveform loss, and correlation loss.

### 3. Proposed methods

When a speech waveform signal \( d = [d_1, \ldots, d_T]^\top \) of length \( T \) is produced in a closed room, it propagates to an observation point through a direct path, reflects off walls and surrounding objects and becomes a reverberant signal. By assuming that the RIR of a room can be approximated by the finite impulse response sequence \( h = [h_1, \ldots, h_L]^\top \) [27, 28], where \( h_1 = 1 \) denotes the direct path, the received reverberant signal \( r = [r_1, \ldots, r_T]^\top \) can be written as

\[
r = d * h.
\]

On the basis of this principle, we propose a reverberation module for the HiNet vocoder. This module accepts the output waveform of the PSP in the HiNet vocoder as input, which is illustrated in Fig. 1. Although we can directly compute Eq. (1) through convolution in the time domain, in order to reduce the computational cost, we implement the convolution in the frequency domain as

\[
r = F^{-1}[F(d) \odot F(h)],
\]

where \( F, F^{-1} \), and \( \odot \) represent the FFT, inverse FFT, and element-wise product, respectively.

There are two ways to parameterize and estimate the value of the RIR \( h \):

- **Global time-invariant (GTI) RIR**: inspired by DDSP [24], the RIR \( h \) is assumed to be time-invariant and shared for all speech data, and the values of its coefficients \( \{h_1, \ldots, h_L\} \) are learned from the training data. Note that, because \( h_1 = 1 \), only \( L - 1 \) elements in \( h \) need to be learned.

- **Local time-varying (LTV) RIR**: the RIR \( h \) is learned from the input LAS by a small conditional network that consists of trainable recurrent layers, convolutional layers, feed-forward layers, and a temporal average pooling layer as shown in Fig. 1. The temporal average pooling layer averages the hidden features of all of the frames and gives a single vector as the predicted \( h \).

The GTI-RIR is expected to be suitable for scenarios where we want to learn the RIR of one time-invariant acoustic environment, while the UTV-RIR is suitable for more general cases where the speech data is recorded in several different acoustic environments. During training, the reverberation module and the PSP are jointly optimized by a loss function consisting of multi-resolution spectral distortions [19] between the output of the reverberation module and the natural reverberant waveform.

For cases where the dry waveforms of the reverberant data are also available (e.g., when reverberation data are generated from clean data through simulation or replaying), we further investigate a multi-task training strategy that uses not only reverberant data but also dry waveforms. As the gray region in Fig. 1 shows, the loss function of the secondary task is a combination of MSE on LAS, waveform loss, and correlation loss [20] between a generated dry waveform and the natural dry waveform. The whole loss function is the sum of the loss functions of the main and secondary tasks.

### 4. Experiments

#### 4.1. Data and feature configuration

A multi-speaker reverberant speech database\(^3\) [29] was used in our experiments. From the database, we used a reverberant subset of 28 speakers that contained 11,572 utterances and 18 reverberation types (9 rooms \( \times \) 2 microphones positions). We randomly divided this subset into a training set (11,012 utterances and validation set (560 utterances). Regarding the test set, there were three scenarios below in our experiments:

- **T1**: Two unseen speakers’ reverberant data with 6 unseen reverberation types (3 rooms \( \times \) 2 microphone positions), 824 utterances in total;
- **T2**: Two unseen speakers’ reverberant data with the same 18 reverberation types as in the training set, 832 utterances in total;
- **T3**: Dry speech version of T1.

---

\(^1\) We also tried to add a reverberation module based on a causal convolution network for the ASP, but it was not effective.

\(^2\) We also tried to parameterize the RIR as an exponentially decaying function with a trainable decay rate, but the learned RIR was intractable.

\(^3\) https://doi.org/10.7488/ds/1425
The original 48-kHz waveforms were down sampled to 24-kHz for the experiments. The acoustic features included the 80-dimensional mel-spectrogram, F0 extracted using YAPPT [30], and a voiced/unvoiced flag. The LAS used by HiNet was computed using 2048 FFT points. All features were extracted with a frame shift and length of 12 and 50 ms, respectively.

4.2. Experimental models

We compared the following variants in the experiments\(^ 4\):

**N-BL:** The harmonic-plus-noise NSF model [31] was included as a reference model without the reverberation module. The number of model parameters was around \(1.2 \times 10^7\).

**H-BL:** Baseline HiNet vocoder without the proposed reverberation module. We used the baseline ASP configuration in our previous work [21] and added two convolution layers having 512 and 1024 channels, respectively, to the discriminator that operated along with the frequency axis. This was motivated by the increased number of FFT points of the LAS. We adopted the same PSP used as the baseline in our previous work [21], but GANs were not used here. The loss function was a combination of MSE on LAS, waveform loss, and correlation loss. Note that the NSF module in the PSP is slightly different from N-BL (see details in [20]). The number of model parameters was around \(6.2 \times 10^8\) for the ASP and \(7.2 \times 10^9\) for the PSP.

**H-GTI:** HiNet with the GTI-RIR-based reverberation module integrated into PSP. The RIR length was 6,000. The model configuration and size were the same as H-BL except for the increased 5,999 trainable parameters for GTI-RIR.

**H-UTV:** HiNet with the UTV-RIR-based reverberation module integrated into the PSP. The RIR length was 6,000. The trainable neural network that converts LAS to RIR consisted of a unidirectional GRU layer with 1,024 nodes, a convolution layer with 1,024 nodes and a kernel-size of 11, and a feed-forward linear layer with 5,999 output nodes. Other settings were the same as those of H-BL. The number of model parameters for the PSP was increased by \(2.4 \times 10^7\) compared with H-BL. Since the UTV-RIR is non-autoregressive, the increased model size did not cause an obvious degradation of generation efficiency.

**H-UTV-MT:** same as H-UTV but with the secondary task using dry waveforms during training.

4.3. Main experiments

Our main experiments focused on the reverberation effect and speech quality. We compared N-BL, H-BL, H-GTI, and H-UTV under testing scenarios T1 and T2 using both objective and subjective evaluations.

4.3.1. Objective evaluation – T60 comparisons –

T60 estimation errors [32] were used as the objective metric to evaluate the reverberation effects. T60 is also called the reverberation time, and it is defined as the time it takes for sound to decay by 60 dB after the source has been switched off. We used an open source toolkit [33] to blindly estimate T60 from the reverberant speech. The T60 estimation errors were calculated as the difference between the estimated T60 and the ground-truth T60 (T60n) reported in the database paper [29].

We calculated the T60 estimation errors for the output waveforms from all of the experimental models. For reference, we also calculated the errors for the natural reverberant waveform and the output waveform from the PSP in the HiNet models (denoted by P-*). Figure 2 shows box plots of T60 estimation errors for utterances with T60n = 0.362s under test scenario T1.

Figure 2: Box plots of T60 estimation errors for utterances with T60n = 0.362s under test scenario T1.

Furthermore, to investigate the impact of the proposed reverberation module, the listening test used the audio tracks generated from the PSP after the trained reverberation module was removed, and they are denoted as P-* (dry).

The results for test scenarios T1 (unseen reverberant type) and T2 (seen reverberant type) are plotted in Figure 3. As expected, the similarity scores of P-GTI and P-UTV had higher means and medians than those of P-BL in both T1 and T2. This means that the proposed module generated reverberation that was perceptually more similar to the natural reverberant speech. Furthermore, P-UTV outperformed P-GTI in T1. These results were consistent with the results for the T60 estimation errors in Section 4.3.1. For T2, however, P-UTV did not

---

\(^4\)Examples of generated speech can be found at [http://home.ustc.edu.cn/~y8067/reverb/demo.html](http://home.ustc.edu.cn/~y8067/reverb/demo.html). Scripts and toolkits for the NSF model can be found at [https://github.com/nii-yamagishilab/project-CURRENNT-scripts](https://github.com/nii-yamagishilab/project-CURRENNT-scripts)

\(^5\)https://www.mturk.com.
outperform P-GTI, which indicates that P-UTV may be more suitable for unknown reverberation conditions. Unfortunately, the similarity scores of P-*(dry) remained similar to P-BL. It seems that the evaluated models did not have de-reverberation ability, i.e., they could not generate perfect dry waveforms giving reverberant acoustic features. One possible reason may be that the reverberation module was jointly trained with the rest of the network. This point is further investigated together with multi-task learning in the next section.

Quality: The second test was a MUSHRA (MultStimuli with Hidden Reference and Anchor) test [35] done to compare the quality of the generated waveforms. The average MUSHRA scores for all test scenarios. Here, black diamonds and red lines represent mean and median. Test scenarios. Figure 3: Box plot of reverberant effect similarity scores for all test scenarios. Here, black diamonds and red lines represent mean and median.

Figure 3: Box plot of reverberant effect similarity scores for all test scenarios. Here, black diamonds and red lines represent mean and median.

The similarity scores of P-UTV-MT(dry) were lower than those of the corresponding models in T1 and T2. In other words, these models generated waveforms that were perceptually closer to the natural dry waveforms when using dry input acoustic features. These results are encouraging. However, the generated waveforms were not sufficiently close to the natural dry waveforms, so there is still room for improvement. The results of the quality comparisons are shown in Figure 4. The reference tracks used for the MUSHRA test were natural waveforms without reverberation. From the MUSHRA listening test, we can see that the quality scores for T3 were similar to those of T1 for unseen conditions.

5. Conclusion

In this paper, we proposed a neural reverberation module and integrated it into non-autoregressive source-filter-based neural vocoders. The reverberation module uses RIRs for convolving waveforms generated by the vocoders as the standard signal processing method does, but the RIRs are estimated jointly with other parameters of the neural vocoder or predicted by another trainable network. The former approach, called GIT-RIR, uses a globally invariant vector and is directly trained on a reverberant dataset. The latter approach, called UTV-RIR, uses another network to estimate a different RIR for each utterance. We conducted experiments by adding the proposed reverberation module to the PSP of the HiNet vocoder. Objective and subjective evaluation results indicated that the proposed reverberation module is helpful for modeling the reverberation effect and improving the quality of reverberant speech generated by the HiNet vocoder. We also confirmed that the UTV-RIR was better than the GTI-RIR when modeling multiple unseen reverberation types. For future work, we plan to apply the reverberation module to other neural vocoders.
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