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Abstract

Using the heat kernel method, we compute nonrelativistic trace anomalies for Schrödinger theories in flat spacetime, with a generic background gauge field for the particle number symmetry, both for a free scalar and a free fermion. The result is genuinely nonrelativistic, and it has no counterpart in the relativistic case. Contrary to the naive expectations, the anomaly is not gauge-invariant; this is similar to the non-gauge covariance of the non-abelian relativistic anomaly. We also show that, in the same background, the gravitational anomaly for a nonrelativistic scalar vanishes.
1 Introduction

Trace anomaly gives powerful constraints on the possible degrees of freedom which can emerge in the infrared of a strongly coupled relativistic and unitary theory: Zamolodchikov $c$-theorem in $d = 2$ [1] and the $\alpha$-theorem in $d = 4$ [2, 3, 4, 5, 6, 7] give us examples of monotonically decreasing quantities between the UV and the IR conformal fixed points. For condensed matter applications, it would be interesting to generalize such results to the nonrelativistic case.

Newton-Cartan (NC) geometry was originally introduced as a covariant formulation of Newtonian gravity. In the last few years, it found several applications in condensed matter systems such as quantum Hall effect and fermions at unitarity, see e.g. [8, 9, 10, 11]. For theories with Schrödinger invariance, NC gravity provides a natural set of sources for the operators in the energy-momentum tensor multiplet.

Promising candidates for nonrelativistic $\alpha$-theorems are given by type-A trace anomalies [12]. In the case of Schrödinger-invariant theories coupled to NC geometry in $2 + 1$ dimensions, a natural candidate for a monotonically decreasing $\alpha$-function was introduced in [13] and further studied in [14, 15, 16, 17, 18, 19, 20]. All these works (with the exception of [19]) assume that the trace anomaly is invariant under diffeomorphisms, Milne and $U(1)$ gauge transformations. The case of Lifshitz theories was studied e.g. in [21, 22, 23, 24, 25, 26, 27] and no natural candidate for a monotonically decreasing type-A term in the trace anomaly was found so far.

In general, anomalies correspond to violations of current conservation in the presence of background fields. In the simplest incarnations, such as the ABJ chiral anomaly [28, 29], they can be written as gauge-invariant functions. Subsequently, Bardeen [30] showed that anomalies may not be gauge-covariant: gauge invariance for background fields might be formally lost in the regularization procedure. Such gauge violating terms are not just a feature of chiral anomalies; they can appear also in trace anomalies [31]. As discussed in [32], the presence of these terms in supersymmetric theories is instrumental in deriving $\alpha$-maximization [33] using Osborn’s local renormalization group formalism [3, 4, 5].

The first explicit calculation of the Schrödinger trace anomaly in NC background was performed in [17] for the scalar case and in [18] for the fermionic case. There, the heat kernel procedure was used and a NC background with vanishing particle number gauge potential was chosen. With this assumption, the trace anomaly result was gauge and Milne boost invariant. Subsequently, Ref. [19] did a related calculation in the scalar case using the Fujikawa method with a NC background with a non-vanishing $U(1)$ particle number gauge field. Surprisingly, the trace anomaly was not $U(1)$ gauge invariant.

In this paper we investigate such violations with the heat kernel formalism. We consider the cases of a free non-relativistic scalar and a free fermion in $2 + 1$ dimensions and we will compute the expectation value of the trace of the energy-momentum tensor for a flat background geometry and a generic source $A_\mu$ for the particle number.

Moreover, Ref. [19] also found a non-vanishing diffeomorphism anomaly, both in the presence of space-time curvature and $U(1)$ gauge field. Given the recent interesting applications of diffeomorphism anomaly in condensed matter systems, see e.g. [34, 35, 36], one of the motivation of this work is also to deepen and understand the nature of the this anomaly in nonrelativistic theories. We compute this anomaly in the presence of a background gauge field and, surprisingly, we find a vanishing result. As we shall explain, this is not necessarily in contradiction with [19]: we find that it is possible define a “subtracted”

\footnote{More correctly, this $U(1)$ symmetry in the presence of different species of fields $\psi_i$ corresponds to the mass, because in the minimal coupling it enters the action as $-\sum m_i A_0 |\psi_i|^2$, where $m_i$ is the mass of the field $\psi_i$. In the presence of a single species, mass and particle number are proportional to each other. For simplicity, we refer to this $U(1)$ symmetry as particle number.}
energy-momentum tensor which is conserved, in the spirit of [37]. Therefore, the apparent difference may be all due to a different renormalization and subtraction procedure.

This paper is organized as follows: in section 2 we introduce the notation and the sources for the background currents. In section 3 we compute the trace anomaly in a particle number background both for a nonrelativistic boson and a fermion. In section 4 we discuss diffeomorphism anomaly for a nonrelativistic scalar and we compare the results with [19]. We conclude in section 5 whereas technical details are deferred to appendices.

2 Preliminaries and notation

We will consider a non relativistic free scalar and fermion in 2 + 1 dimensions coupled to a NC background geometry. As a useful method to deal in a convenient way with all the space-time symmetries, we will use the null-reduction trick [38] from an extra-dimensional relativistic 3 + 1 dimensional theory. Useful reference about NC geometry formalism include [39, 40, 41, 42, 43, 44, 45, 46].

Since we are dealing with fermions, we will need both curved space-time indices and tangent space ones for the frame field. The index conventions that we shall use are as follows: late latin capital indices (e.g. M, N, . . .), denote 3 + 1 dimensional curved space-time indices; early latin capital indices (e.g. A, B, . . .) denote tangent space indices, whose metric is locally flat. The coordinate \( x^- \) corresponds to the null-reduction direction. The extra-dimensional indices of the curved space and of the locally flat tangent space are as follows:

\[
M = (-, \mu) = (-, +, i) \quad (i = 1, 2) \\
A = (-, \alpha) = (-, +, a) \quad (a = 1, 2),
\]

(2.1)

where + denotes the nonrelativistic time direction and \( i, a \) the space ones (for the curved, tangent space case, respectively).

The NC space-time geometry is described by a positive definite symmetric rank 2 tensor \( h^{\mu \nu} \) (which corresponds to the spatial inverse metric) and by a nowhere vanishing vector \( n^\mu \) (defining the local time direction), with the orthogonality condition

\[
n_\mu h^{\mu \nu} = 0 .
\]

(2.2)

A velocity field \( v^\mu \) is also introduced, with the condition

\[
n_\mu v^\mu = 1.
\]

(2.3)

Given \( (h^{\mu \nu}, n_\mu, v^\nu) \), one can then uniquely define the spatial metric \( h_{\mu \nu} \), with:

\[
h^{\mu \rho} h_{\rho \nu} = \delta^\mu_\nu - v^\mu n_\nu \equiv P^\mu_\nu, \quad h_{\mu \alpha} v^\alpha = 0 ,
\]

(2.4)

where \( P^\mu_\nu \) is the projector onto spatial directions. We introduce also a non-dynamical gauge field \( A_\mu \) as a source for the particle number symmetry\(^2\). In term of the 2 + 1 dimensional quantities, the extra dimensional metric used in the null reduction is:

\[
G_{MN} = \begin{pmatrix} 0 & n_\mu \\ n_\mu & n_\mu A_\nu + n_\nu A_\mu + h_{\mu \nu} \end{pmatrix}, \quad G^{MN} = \begin{pmatrix} A^2 - 2v \cdot A & v^\nu - h^{\nu \sigma} A_\sigma \\ v^\mu - h^{\mu \sigma} A_\sigma & h^{\mu \nu} \end{pmatrix},
\]

(2.5)

where \( A^2 - 2v \cdot A = h^{\mu \nu} A_\mu A_\nu - 2v^\mu A_\mu \). The determinant of the metric is then

\[
\sqrt{g} = \sqrt{-\det G_{AB}} = \sqrt{\det(h_{\mu \nu} + n_\mu n_\nu)} .
\]

(2.6)

\(^2\)The presence of the vector field is related to the arbitrariness \( v^\mu \to v^\mu + h^{\mu \nu} A_\nu \) one has in defining the velocity field.
The symmetries of the Newton-Cartan theory include, besides diffeomorphisms and local U(1) gauge invariance, a local version of Galilean boosts, namely the Milne boosts. Transformation properties of fields under Weyl and Milne boosts are reported in Appendix A.

To deal with spinors, it is necessary to introduce an orthonormal frame field which relates the metric in the curved spacetime with the flat tangent space. The flat tangent space metric is:

$$G_{AB} = G^{AB} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad (2.7)$$

and the frame fields are defined by:

$$G_{MN} = e^A_M G_{AB} e^B_N, \quad G_{AB} = e^M_A G_{MN} e^N_B, \quad e^A_M e^M_B = \delta^A_B, \quad e^M_A e^N_N = \delta^M_N. \quad (2.8)$$

The spin connection associated to the vielbein is

$$\omega_{MAB} = \frac{1}{2} \left[ e^N_A (\partial_M e_{NB} - \partial_N e_{MB}) - e^N_B (\partial_M e_{NA} - \partial_N e_{MA}) \\
- e^N_A e^P_B (\partial_N e_{PC} - \partial_P e_{NC}) e^C_M \right]. \quad (2.9)$$

The explicit form of the vierbein, dreibein and their inverses as well as conventions on gamma matrices are summarized in Appendix B.

### 2.1 Sources and conserved currents

Let us consider a generic nonrelativistic matter field $\phi$ coupled to a NC background (collectively denoted by $g$). The vacuum functional $W[g]$ is defined as the quantum average of the action over the matter fields, namely as the path integral

$$e^{iW[g]} = \int\mathcal{D}\phi^* \mathcal{D}\phi e^{iS[\phi, \phi^*, g]}. \quad (2.10)$$

The NC fields act as sources in the vacuum functional, so that it is possible to generate all the Ward identities by functional differentiation of $W[g]$ with respect to the NC sources. However, due to the constraints (2.2) - (2.4) relating the NC entrees, arbitrary variations on background fields are not allowed, and one must first identify the independent variations, e.g. [11]. These can be parameterized in terms of an arbitrary $\delta n_\mu$, a transverse perturbation $\delta u^\mu$ with $\delta u^\mu n_\mu = 0$ and a transverse metric perturbation $\delta h^{\alpha\beta} n_\alpha n_\beta = 0$. Then, the variation of the NC metric in terms of the independent variations can be written as

$$\delta n_\mu, \quad \delta v^\mu = -v^\mu v^\alpha \delta n_\alpha + \delta u^\mu, \quad \delta h^{\mu\nu} = -v^\mu \delta n_\nu - \delta n^\mu v^\nu - \delta h^{\mu\nu}. \quad (2.11)$$

Consequently, the NC metric nearby the flat limit (2.7) gives

$$n_\mu = (1 + \delta n_0, \delta n_i), \quad v^\mu = (1 - \delta n_0, \delta u_i), \quad \partial^0 = 0, \quad h_{\mu\nu} = \begin{pmatrix} 0 & -\delta u_i \\
-\delta u_i & \delta_{ij} + \delta h_{ij} \end{pmatrix}, \quad h^{\mu\nu} = \begin{pmatrix} 0 & -\delta n_i \\
-\delta n_i & \delta_{ij} - \delta h_{ij} \end{pmatrix}. \quad (2.12)$$

The null reduction metric is

$$G_{AB} = \begin{pmatrix} 0 & 1 + \delta n_0 & \delta n_i \\
1 + \delta n_0 & 2\delta A_0 & \delta A_i - \delta u_i \\
\delta n_i & \delta A_i - \delta u_i & \delta_{ij} + \delta h_{ij} \end{pmatrix},$$

$$G^{AB} = \begin{pmatrix} -2\delta A_0 & 1 - \delta n_0 & -\delta A_i + \delta u_i \\
1 - \delta n_0 & 0 & -\delta n_i \\
-\delta A_i + \delta u_i & -\delta n_i & \delta_{ij} - \delta h_{ij} \end{pmatrix}. \quad (2.13)$$
We can use these sources to define the currents of the energy momentum tensor multiplets: under the above infinitesimal variations, the vacuum functional varies according to

$$\delta W = \int d^4 x \sqrt{-g} \left( \frac{1}{2} T_{ij} \delta \tilde{h}_{ij} + j^\mu \delta A_\mu - e^\mu \delta n_\mu - p_i \delta u_i \right). \quad (2.14)$$

Here $p_i$ is the momentum density, $T_{ij}$ is the spatial stress tensor, $j^\mu = (j^0, j^i)$ contains the $U(1)$ number density and current, and $e^\mu = (e^0, e^i)$ is the energy density and current. Here $e^\mu$ includes also the contribution coming from the “chemical potential” $A_0$, see e.g. eq. (3.2). Note that in eq. (2.13), the variations $\delta A_i$ and $\delta u_i$ do not appear independently but always in the combination $\delta A_i - \delta u_i$. As a consequence of this fact, the $U(1)$ number particle current is always proportional to the momentum density, as it should be in a nonrelativistic theory.

Ward identities in the flat limit can be easily obtained in the usual way: consider a symmetry of the classical action, specify the corresponding infinitesimal variation of the NC metric, and impose invariance of the functional, $\delta W = 0$. Then, associated to particle number conservation there is conservation of the $U(1)$ current

$$\langle \partial_\mu j^\mu \rangle = 0. \quad (2.15)$$

Associated to diffeomorphism invariance there are the conservation of the spatial stress tensor and the energy current conservation

$$\langle \partial_\mu p^i + \partial_i T^{ij} \rangle = 0, \quad \langle \partial_\mu e^\mu \rangle = 0. \quad (2.16)$$

Finally, local Weyl transformation entails the Ward identity associated to the conservation of the scale current, which is found to be

$$J^0_S = p_i x^i - 2 t e^0, \quad J^i_S = x^j T^i_{\ j} - 2 t e^i, \quad \langle \partial_\mu J^\mu_S \rangle = 0. \quad (2.17)$$

By expanding explicitly the scale Ward identity we have

$$\langle \partial_\mu J^\mu_S \rangle = \langle T^i_{\ i} - 2 e^0 \rangle - 2 t \langle \partial_\mu e^\mu \rangle + x^j \langle \partial_\mu p_j + \partial_i T^i_{\ j} \rangle = 0. \quad (2.18)$$

Equation (2.18) is interesting, as it reveals the relations intertwining between tracelessness of the energy-momentum tensor, conservation of the energy momentum tensor and scale conservation. A quantum violation of the scale symmetry manifests as a non conservation of the scale current $J^\mu_S$ which, in turn, is equivalent to a violation of the tracelessness condition $\langle T^i_{\ i} - 2 e^0 \rangle = 0$ only if the energy-momentum tensor does not have a diffeomorphism anomaly, i.e. only if the conditions (2.16) are satisfied. On the contrary, if the energy momentum tensor is not conserved at the quantum level, not only the trace anomaly, but also the diffeomorphism anomaly contribute to the scale anomaly.

### 2.2 Flat spacetime with $U(1)$ gauge field

We will compute the trace anomaly for a flat background where only the non-dynamical $U(1)$ gauge potential is switched on:

$$n_\mu = (1, 0), \quad v^\mu = (1, 0), \quad h_{ij} = \delta_{ij}, \quad A_\mu = (A_0(t, x^i), A_i(t, x^i)), \quad (2.19)$$

\footnote{Strictly speaking, the scale current has an additional term proportional to the scaling dimension $\Delta$ of the matter field. However, such term is a total derivative and can always be reabsorbed by a current redefinition.}
which corresponds to the extra dimensional metric
\[ G_{MN} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 2A_0 & A_1 & A_2 \\ 0 & A_1 & 1 & 0 \\ 0 & A_2 & 0 & 1 \end{pmatrix}, \quad G^{MN} = \begin{pmatrix} -2A_0 + A_iA_i & 1 & -A_1 & -A_2 \\ 1 & 0 & 0 & 0 \\ -A_1 & 0 & 1 & 0 \\ -A_2 & 0 & 0 & 1 \end{pmatrix}. \] (2.20)

The vielbein is:
\[ e^A_M = \begin{pmatrix} 1 & A_0 & A_1 & A_2 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad e^M_A = \begin{pmatrix} 1 & -A_0 & -A_1 & -A_2 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \] (2.21)

Starting from these data, we can compute the non-vanishing components of the spin connection
\[ \omega_{+i} = -F_{0i}, \quad \omega_{+ij} = -\frac{1}{2}F_{ij}, \quad \omega_{ij} = -\frac{1}{2}F_{ij}, \] (2.22)
and the non-vanishing components of the Christoffel symbol\(^4\):
\[ \Gamma^\sigma_{\mu\nu} = \frac{1}{2}(v_A)^\sigma (Q_A)_{\mu\nu\sigma}, \quad \Gamma^\rho_{\mu\nu} = \frac{1}{2}h^{\rho\sigma} (Q_A)_{\mu\nu\sigma}, \] (2.23)
where
\[ F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu, \quad (v_A)^\mu = v^\mu - h^{\mu\nu} A_\nu, \]
\[ (h_A)_{\mu\nu} = h_{\mu\nu} + A_\mu n_\nu + A_\nu n_\mu, \quad (Q_A)_{\mu\nu\sigma} = \partial_\mu (h_A)_{\nu\sigma} + \partial_\nu (h_A)_{\mu\sigma} - \partial_\sigma (h_A)_{\mu\nu}. \] (2.24)

### 3 Trace anomaly

The action for a nonrelativistic boson is
\[ S = \int d^3x \sqrt{g} \left[ imv^\mu \phi^\dagger D_\mu \phi - imv^\mu (D_\mu \phi)^\dagger \phi - h^{\mu\nu} (D_\mu \phi)^\dagger D_\nu \phi - \xi R \phi^\dagger \phi \right], \] (3.1)
where \(D_\mu = \partial_\mu - imA_\mu\). Specializing to a flat background and performing an integration by parts, we find
\[ S = \int d^3x \left[ 2im\phi^\dagger \partial_\mu \phi + \phi^\dagger \partial_\mu \phi - 2imA_\mu \phi^\dagger \partial_\mu \phi + (2m^2A_0 - m^2A_iA_i - im\partial_\mu A_\mu) \phi^\dagger \phi \right]. \] (3.2)
Note that \(A_0\) plays the role of a grand canonical chemical potential coupled to the particle number \(J_0 = 2m^2\phi^\dagger \phi\). As a consequence, \(c^0 = E + A_0J^0\), where \(E\) is the particle energy density.

#### 3.1 The unperturbed case

We shall compute the trace anomaly using the Heat Kernel (HK) method in imaginary time space. The following substitutions are used \[47\]
\[ t \to -it_E, \quad \partial_\mu \to i\partial_\mu, \quad m \to im_E. \] (3.3)
\(^4\)In the following, the presence of the subscript \(A\) denotes that the corresponding quantity is Milne boost invariant.
For a generic operator $\hat{O}_E$, the HK operator of $\hat{O}_E$ is defined as

$$K_{\hat{O}_E}(s) = \exp(s\hat{O}_E).$$

The following matrix elements are introduced

$$K_{\hat{O}_E}(s,x,t,x',t') = \langle xt | K_{\hat{O}_E}(s) | x't' \rangle,$$  \hspace{1cm} (3.5)

and we denote by $\tilde{K}_{\hat{O}_E}$ the diagonal matrix elements

$$\tilde{K}_{\hat{O}_E}(s,x,t) = \langle xt | \tilde{K}_{\hat{O}_E}(s) | xt \rangle.$$

The HK is an efficient method to compute the one-loop effective action; in the unperturbed flat nonrelativistic case with $A_\mu = 0$, the free Schrödinger operator $\triangle$ entering the action is given by

$$\triangle = \left( -2im\partial_t + \partial_x^2 \right) = \left( -2m\sqrt{-\partial_t^2 + \partial_x^2} \right).$$  \hspace{1cm} (3.7)

The HK matrix elements $K_{\triangle}$ have been computed in [17],

$$K_{\triangle}(s) = \langle xt | \exp(s\triangle) | x't' \rangle = \frac{1}{s} \frac{ms}{2\pi} \frac{1}{m^2 s^2 + \frac{(t-t')^2}{4}} \exp\left( -\frac{(x-x')^2}{4s} \right).$$  \hspace{1cm} (3.8)

### 3.2 The perturbative expansion

In curved space one introduces the following scalar product in coordinate representation:

$$\langle xt | x't' \rangle_g = \frac{\delta(x-x') \delta(t-t')}{\sqrt{g}}.$$

In a generic background, it is convenient to expand the complete Schrödinger operator $\hat{\triangle}$ as the sum of its free part $\triangle$ plus a perturbation $\hat{V}$. We can then evaluate the HK as a perturbative expansion around (3.8). The diagonal elements of the HK operator can be expanded in powers of $s$ as:

$$\tilde{K}_{\hat{\triangle}}(s) = \text{Tr} \langle xt | \exp(s\hat{\triangle}) | xt \rangle_g = \frac{1}{s^2} \left( a_0(\hat{\triangle}) + sa_2(\hat{\triangle})s + a_4(\hat{\triangle})s^2 + \ldots \right).$$

This expansion provides the definition of the De Witt-Seeley-Gilkey coefficients $a_{2k}(\hat{\triangle})$. For a nonrelativistic $2+1$ dimensional theory, the trace anomaly is proportional to the $a_4$ coefficient [17].

In general, it is convenient to work in a quantum mechanical space with flat inner product

$$\langle xt | x't' \rangle_g = \delta(x-x')\delta(t-t').$$  \hspace{1cm} (3.11)

Consequently, for any operator $\hat{O}$ we can define the operator $\hat{M}_{\hat{O}}$ such that

$$\langle xt | \hat{O} | x't' \rangle_g = \langle xt | \hat{M}_{\hat{O}} | x't' \rangle.$$

The “effective” operator $\hat{M}_{\hat{O}}$ keeps track of the metric in the inner product. In this way we can expand the diagonal elements of the HK as

$$\tilde{K}_{\hat{M}}(s) = \text{Tr} \langle xt | \exp(s\hat{M}) | xt \rangle = \frac{1}{s^2} \left[ a_0(\hat{M}) + sa_2(\hat{M}) + sa_4(\hat{M}) + \ldots \right] \equiv \sqrt{g}\tilde{K}_{\hat{\triangle}}(s).$$  \hspace{1cm} (3.13)

In our flat case, $\sqrt{g} = 1$ and so $\hat{O} = \hat{M}_{\hat{O}}$. 
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We can parameterize the perturbation from the flat contribution as:
\[
\langle x_t | M | x_{t'} \rangle = \langle x_t | \triangle + \tilde{V} | x_{t'} \rangle
+ S(x) \sqrt{-\partial^2} \delta(x - x') \delta(t - t') + Q_i(x) \partial_i \delta(x - x') \delta(t - t') | x_{t'} \rangle.
\] (3.14)

The perturbative calculation starts by considering the expansion
\[
K_M(s) = \exp \left( s(\triangle + \tilde{V}) \right) = \sum_{n=0}^{\infty} K_n(s),
\] (3.15)

where the single terms entering the series are obtained via a Dyson recursive procedure:
\[
K_n(s) = \int_0^s ds_n \int_0^{s_n} ds_{n-1} \cdots \int_0^{s_2} ds_1 e^{(s-s_n)\triangle} \cdots e^{(s_2-s_1)\triangle} \tilde{V} e^{s_1\triangle}.
\] (3.16)

The terms \( K_n(s) \) consists of insertions of \( n \) operators among the set
\[
\{ P(x), S(x), Q_i(x) \}
\] (3.17)

and then the computation is performed when we find the value of \( K_n(s) \) for all the non-vanishing combinations of terms in the previous set.

The imaginary time rotation of the gauge field gives\(^5\):
\[
A_0 \rightarrow A_0 \quad A_i \rightarrow -i A_i,
\] (3.18)

and the imaginary time action reads:
\[
S_E = -\int d^3 x \phi \left[ \triangle - 2im A_i \partial_i - 2m^2 A_0 - m^2 A_i A_i - im(\partial_i A_i) \right] \phi.
\] (3.19)

We can immediately identify
\[
S(t, x^i) = 0, \quad P(t, x^i) = -2m^2 A_0 - m^2 A_i, \quad Q_i(t, x^i) = -2im A_i,
\] (3.20)

so that all the insertions containing at least one operator \( S(t, x^i) \) vanish. Therefore, at the first order (\( n = 1 \)), there are just two terms, denoted by \( K_{1P} \) and \( K_{1Q_i} \). At the second order (double insertion, \( n = 2 \)) we have four possible insertions, \( K_{2PP}, K_{2PQ_i}, K_{2Q_iP}, K_{2QQ_i} \).

For time independent backgrounds, the calculation of the coefficients can be found in [17]-[18] with the exception of the \( K_{1Q_i} \) term, which was not needed neither for the scalar nor for the fermion anomaly. Here in Appendix C we calculate such a term. In Appendix D, instead, we provide all the generalizations needed for all the terms when the background is time dependent. For the single insertion, we get
\[
\tilde{K}_{1P} = \frac{1}{8m^2 \pi^2 s^2} \text{Tr} \left( sP + \frac{1}{6} s^2 \partial^2 P + \ldots \right),
\] (3.21)

\[
\tilde{K}_{1Q_i} = \frac{1}{8m^2 \pi^2 s^2} \text{Tr} \left( -\frac{s}{2} \partial_i Q_i - \frac{s^2}{12} \partial_i \partial^2 Q_i + \ldots \right),
\] (3.22)

where \( \text{Tr} \) denotes a trace over indices such as internal or spinorial ones (in the scalar case the trace is redundant). Substituting eq.(3.20) in (3.21) and (3.22), and matching the

\(^5\)The unconventional redefinition of the gauge field in the imaginary time formalism is required by consistency with \([D_\mu, D_\nu] = -imF_{\mu\nu}\) and the prescription \( m \rightarrow im \). The imaginary mass is required in order to get a positive definite euclidean action.
powers of $s$ in eq. (3.13) one can get the contribution to the $a_2$ and $a_4$ coefficients coming from the single insertion.

Concerning the contribution coming from the double insertion, from Appendix D one gets the general formulæ

\[ \tilde{K}^{PP} = \frac{1}{8m\pi^2 s^2} \text{Tr} \left( \frac{s^2}{2} P(x)^2 + \ldots \right), \]

\[ \tilde{K}_{2a_i}^{a_i} = \frac{1}{8m\pi^2 s^2} \text{Tr} \left[ -\frac{s^2}{4} Q_i Q_i - \frac{s^2}{12} Q_i (\partial_i \partial_j Q_j) + \frac{s^2}{12} (\partial_i \partial_j Q_j) Q_i - \frac{s^2}{24} (\partial_j Q_i)(\partial_i Q_j) \right. \]

\[ + \left. \frac{s^2}{8} (\partial_i Q_i)(\partial_j Q_j) - \frac{s^2}{12} Q_i (\partial^2 Q_i) - \frac{s^2}{24} (\partial_i Q_j)^2 + \ldots \right], \]

\[ \tilde{K}_{2a_i}^{a_i P} = \frac{1}{8m\pi^2 s^2} \text{Tr} \left( -\frac{s^2}{3} P(\partial_i Q_i) - \frac{s^2}{6} (\partial_i P) Q_i + \ldots \right), \]

\[ \tilde{K}_{2a_i}^{a_i P} = \frac{1}{8m\pi^2 s^2} \text{Tr} \left( \frac{s^2}{6} Q_i (\partial_i P) - \frac{s^2}{6} (\partial_i Q_i) P + \ldots \right). \]

With the above formulæ, in a similar way, one gets the contributions to $a_2$ and $a_4$ coming from the double insertions. Summing all together, and extracting the null power of $s$ in (3.13), we easily get the $a_4$ coefficient up to the second order in the fields, and therefore the trace anomaly

\[ a_4 = \langle T^i_i - 2e^0 \rangle = -\frac{m}{8\pi^2} \left( \frac{1}{3} \partial^2 A_0 + \frac{1}{6} B^2 - 2m^2 A_0^2 + O(A_0^3) \right) \equiv \mathcal{A}, \]

where $B = F_{12}$. Equation (3.27) deserves few comments. First of all, the anomaly breaks both Milne boost and gauge invariance. Due to the intimate relationship intertwining the two symmetries\(^6\), it is not surprising that breaking one of them does entail the breaking of the other. In addition, note that in (3.27) the $\partial^2 A_0$ term does not serve to rebuild a divergence of the electric field, as it would be if the result were gauge invariant. Rather, in (3.27), $A_0$ should be considered as $\nu^\mu A_\mu$, otherwise the first two terms would not have the correct Weyl weight (see Appendix A).

Concerning the $\partial^2 (\nu^\mu A_\mu)$ term in eq. (3.27), it can be reabsorbed by a local counterterm in the vacuum functional $W$ proportional to $R \nu^\mu A_\mu$. This is not possible for the $(\nu^\mu A_\mu)^2$ term, that is therefore a (type-B) genuine anomaly.

Both in the free scalar and free fermion examples, the field $A_0$ plays the role of an external chemical potential for the particle number $J_0$; in the multiple species case, $J_0$ plays the role of mass density. Moreover, studying geodesics in a NC background, one sees that $A_0$ can also be identified as the Newtonian gravitational potential. On physical ground one would expect mass conservation in an external gravitational field. On the other hand, the breaking of gauge invariance in eq. (3.27) may hint a violation of the conservation of the $U(1)$ current; if this would be the case, this would be puzzling because it would not be consistent with the physical intuition. This point is beyond the purpose of the present paper and deserves further investigation.

---

\(^6\)In the Bargmann algebra, the commutator of the momentum and a boost is the particle number generator.
3.3 The fermion

The Dirac operator is expressed as

$$ D = \gamma^M D_M = \gamma^A e_M^A D_M, \quad (3.28) $$

Conventions on gamma matrices with lightcone indices are summarized in Appendix B and are the same used in [18]. The covariant derivative acting on fermions is

$$ D_M \Psi = \left( \partial_M + \frac{i}{4} \omega_{MAB} \gamma^{AB} \right) \Psi = \left( \partial_M + \frac{i}{8} \omega_{MAB} [\gamma^A, \gamma^B] \right) \Psi, \quad (3.29) $$

$$ \omega_{MAB} $$ being the spin connection. We can write the nonrelativistic fermion action in 2 + 1-dimensions from the null reduction of the 3 + 1-dimensional Dirac action:

$$ S = \int d^4 x \sqrt{g} i \Psi \partial \Psi, \quad (3.30) $$

using the following profile for the fermion along the extra dimension:

$$ \Psi(x^M) = \psi(x^\mu) e^{imx^\mu}. \quad (3.31) $$

In the fermionic case, the imaginary-time Dirac operator $$ \partial $$ is not elliptic. In order to avoid this difficulty, the squared Dirac operator $$ \partial^2 $$ is used to compute the vacuum functional:

$$ iW = \frac{1}{2} \log \det(\partial^2). \quad (3.32) $$

This trick is used both in the relativistic, see e.g. [48], and nonrelativistic case [18]. Specializing to a flat background geometry, i.e. $$ \sqrt{g} = 1, R = 0 $$, and going to imaginary time, we find:

$$ \partial^2 \Psi = \triangle \Psi - 2m^2 A_0 \Psi - m^2 A_k A_k \Psi - im(\partial_l A_i) \Psi - 2imA_i(\partial_l \Psi) + $$

$$ -mF_{i0} \gamma^{+i} \Psi - \frac{1}{4} imF_{ij} \gamma^{ij} \Psi + \frac{1}{2} mA_i F_{ij} \gamma^{+j} \Psi + \frac{1}{2} iF_{ij} \gamma^{+j}(\partial_l \Psi) + \frac{1}{4} i(\partial_l F_{ij}) \gamma^{+j} \Psi. \quad (3.33) $$

According to eq.(3.14) we can identify

$$ S(t, x^i) = 0, \quad Q_i(t, x^i) = (-2imA_i) 1 + \frac{1}{2} iF_{ij} \gamma^{+j}. \quad (3.34) $$

$$ P(t, x^i) = \left[ -2m^2 A_0 - m^2 A_k A_k - im(\partial_l A_i) \right] 1 $$

$$ -mF_{i0} \gamma^{+i} - \frac{1}{4} imF_{ij} \gamma^{ij} + \frac{1}{2} mA_i F_{ij} \gamma^{+j} + \frac{1}{4} i(\partial_l F_{ij}) \gamma^{+j}, \quad (3.35) $$

where the Dirac matrices read:

$$ \gamma^+ = \begin{pmatrix} 0 & \sqrt{2} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -\sqrt{2} & 0 \end{pmatrix}, \quad \gamma^+ = \begin{pmatrix} 0 & -\sqrt{2}i & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -\sqrt{2}i \end{pmatrix}, \quad \gamma^{12} = \begin{pmatrix} -i & 0 & 0 & 0 \\ 0 & i & 0 & 0 \\ 0 & 0 & -i & 0 \\ 0 & 0 & 0 & i \end{pmatrix}. \quad (3.36) $$

We can now use eqs. (3.21)-(3.22) and eqs. (3.23)-(3.26) to evaluate the single and double insertion contributions.

Summing both the first and the second order terms in the external background fields, we find

$$ a_4(\partial^2) = -\frac{m}{48\pi^2} B^2 - \frac{m^3}{6\pi^2} \partial^2 A_0 + \frac{m^3}{2\pi^2} A_0^2 + O(A_0^3). \quad (3.37) $$

The trace of the stress-energy tensor is finally given by

$$ \langle T^i_i - 2T^0_0 \rangle = -\frac{1}{2} a_4(\partial^2) = \frac{m}{12\pi^2} \partial^2 A_0 - \frac{m^3}{2\pi^2} A_0^2 + \frac{m}{96\pi^2} B^2 + O(A_0^3). \quad (3.38) $$

The structure is the same of the bosonic case.
4 Diffeomorphism anomaly

The previous calculation of the Weyl anomaly, which related the trace of the energy-momentum tensor with the \( a_4 \) coefficient, relies on the \( \zeta \) function regularization. This method is described in [49] and here we sketch the derivation\(^7\). For an operator \( D \) defining a classical action, the regularized vacuum functional is defined by

\[
W_{\text{reg}}(s) = -\frac{1}{2} \tilde{\mu}^{2s} \int_0^\infty \frac{dt}{t^{1-s}} \tilde{K}_D(t) = -\frac{1}{2} \tilde{\mu}^{2s} \Gamma(s) \zeta(s, D), \tag{4.1}
\]

where the regulator is \( s \), and \( \tilde{\mu} \) is the mass parameter that any regularization procedure entails. The last equality gives the relation between the HK spectral function and the zeta function of an operator

\[
\zeta(s, D) = \frac{1}{\Gamma(s)} \int_0^\infty \frac{dt}{t^{1-s}} \tilde{K}_D(t) = \text{Tr}(D^{-s}). \tag{4.2}
\]

The physical limit of the regularized vacuum functional is attained for \( s \to 0 \) that, due to the presence of the \( \Gamma \) function, develops an UV singularity that needs to be subtracted. The renormalized vacuum functional is the \( s \to 0 \) limit of the subtracted vacuum functional, leading to

\[
W_{\text{ren}} = -\frac{1}{2} \zeta'(0, D) - \frac{1}{2} \log \mu^2 \zeta(0, D), \tag{4.3}
\]

where \( \mu^2 = e^{-\gamma_E} \tilde{\mu}^2 \) is the renormalization scale and \( \gamma_E \) the Euler Mascheroni constant.

Next, we need to see how the renormalized vacuum functional varies under a variation \( \delta D \). This is completely determined by the variation of the \( \zeta(s, D) \) function\(^8\),

\[
\delta \zeta(s, D) = -s \text{Tr} \left( (\delta D) D^{-s-1} \right). \tag{4.4}
\]

To compute the diffeomorphism anomaly, we need the variation \( \delta D \) under diffeomorphisms. In the scalar case, after integration by parts, the imaginary-time action can be put in the form

\[
S_E = \int d^3x \sqrt{g} \phi^4 D \phi, \tag{4.5}
\]

with

\[
D \phi = im\nu^\mu D_\mu \phi + \frac{im}{\sqrt{g}} D_\mu (\sqrt{g} \nu^\mu \phi) - \frac{1}{\sqrt{g}} D_\mu (\sqrt{g} h^{\mu\nu} D_\nu \phi). \tag{4.6}
\]

We will only consider the variation under diffeomorphisms of this operator specializing to a flat background with a non-vanishing gauge field. The scalar operator specialized to this background is

\[
D_0 = 2im\partial_0 - \partial^2 + 2m^2 A_0 + e A_i A_i + 2m A_i \partial_i + im(\partial_i A_i), \tag{4.7}
\]

and it transforms under diffeomorphisms as:

\[
\delta D_0 = -2im(\partial_0 \varepsilon^\mu) \partial_\mu + 2(\partial_i \varepsilon^\mu) \partial_0 \partial_\mu + (\partial_\mu \varepsilon^\mu) \partial_\mu + 2m^2 \varepsilon^\mu (\partial_\mu A_0) \\
+ 2im \varepsilon^\mu (\partial_\mu A_i) \partial_i - 2im A_i (\partial_\mu \varepsilon^\mu) \partial_\mu + im \varepsilon^\mu (\partial_\mu A_i) A_i + 2m^2 A_i \varepsilon^\mu (\partial_\mu A_i). \tag{4.8}
\]

\(^7\) Reference [49] is very exhaustive but also pretty long. For the benefit of the reader, we recall that Sect. 2.2 deals with the spectral functions relevant to this section, whereas the part relevant to the conformal anomaly can be found in Sect. 7.1.

\(^8\) Note that we need to compute the variation for \( s \neq 0 \) and eventually perform the \( s \to 0 \) limit.
Now comes an important point, that permits to understand which terms in eq. (4.8) do indeed contribute to the anomaly. The \( \zeta \) function (4.2) is a trace. As such, due to the cyclicity properties, is invariant under the similarity transformation

\[
\zeta(s, \tilde{D}) = \zeta(s, D) \quad \text{if} \quad \tilde{D} = e^{\hat{O}} D e^{-\hat{O}}.
\]  

(4.9)

Strictly speaking, this means that \( D \) and \( \tilde{D} \) have the same functional determinant. If we consider the redefinition (4.9) with

\[
\hat{O} = \alpha \xi^\mu \partial_\mu,
\]  

(4.10)

with \( \alpha \) a real coefficient and \( \xi^\mu \) transforming under diffeomorphisms as \( \delta \xi^\mu = \varepsilon^\mu \), we find that

\[
\tilde{D}_0 = e^{\alpha \xi^\mu \partial_\mu} D_0 e^{-\alpha \xi^\nu \partial_\nu} = D_0 - 2im\alpha(\partial_0 \xi^\mu)\partial_\mu + 2\alpha (\partial_i \xi^\mu) \partial_i \partial_\mu + \alpha (\partial^2_0 \xi^\mu) \partial_\mu \\
+ 2m^2 \alpha \xi^\mu (\partial_\mu A_0) + 2m^2 \alpha A_0 \xi^\mu (\partial_\mu A_i) + 2im\alpha \xi^\mu (\partial_\mu A_i) \partial_i \\
+ im\alpha \xi^\mu (\partial_\mu \partial_i A_i) + 2im\alpha A_0 (\partial_i \xi^\mu) \partial_\mu + O(\xi^2).
\]  

(4.11)

Using eq. (4.8) and setting \( \alpha = -1 \), we obtain \( \delta \tilde{D}_0 = 0 \). This means that \( \delta W_{\text{ren}} = 0 \), and there is no gravitational anomaly:

\[
\langle \partial_\mu T^\mu_\nu \rangle = 0.
\]  

(4.12)

As a consequence, the divergence of the scale current in eq. (2.18) takes the form \( \langle \partial_\mu J^S_\mu \rangle = \langle T^i_i - 2\varepsilon^0 \rangle \). On the contrary, in Ref. [19], a non vanishing diffeomorphism anomaly was found using Fujikawa’s method, i.e.

\[
\langle \partial_\mu (TF)^\mu_\nu \rangle = -\frac{1}{2} \partial_\nu A,
\]  

(4.13)

where \( A \) is the trace anomaly evaluated from the energy-momentum tensor \( (TF)^\mu_\nu \), regularized as in Ref. [19]. This is not in contradiction with our result, as a “subtracted” energy momentum tensor, in the spirit of Ref. [37], can be defined

\[
\hat{T}^\mu_\nu = (TF)^\mu_\nu - \frac{1}{2} \delta^\mu_\nu A,
\]  

(4.14)

in such a way it satisfies the conservation equation

\[
\langle \partial_\mu \hat{T}^\mu_\nu \rangle = 0.
\]  

(4.15)

It seems that the zeta function regularization method we used automatically selects the conserved energy momentum tensor \( T^\mu_\nu = \hat{T}^\mu_\nu \). In fact, if we compare the trace of the subtracted \( \hat{T}^\mu_\nu \) with eq. (3.27), we find a substantial agreement with [19]9.

5 Conclusions

In this paper we found that a non-zero trace anomaly occurs for a nonrelativistic scalar and fermion fields in \( 2 + 1 \) dimensions, coupled to a particle number background \( A_\mu \). This agrees with the results of [19]. Analogous calculations [17, 18] performed in curved backgrounds without \( A_\mu \) lead to a result proportional to the trace anomaly of a relativistic scalar/fermion in \( 3 + 1 \) dimensions. Instead, the anomaly in \( A_\mu \) background is genuinely

---

9The disagreement concerns essentially an overall sign. We were not able to figure out what is the origin of the discrepancy.
nonrelativistic, as it has no counterpart in the relativistic case. The resulting anomaly is not gauge-invariant in the background source vector field; similar non-gauge invariant anomalies are known to occur also in the relativistic case, see e.g. [30] and [31].

We also computed the diffeomorphism anomaly for a scalar and we found a vanishing result; this may be not in contradiction with the results of [19], because our energy-momentum tensor may correspond to a subtracted version of the one studied in [19].

Several open question are left for further investigation:

- An analysis of the Wess-Zumino consistency conditions for trace anomalies in presence of gauge and Milne boost violations would clarify the nature of the anomalies and their possible relevance for the properties of the RG flow. Due to the large number of terms involved, this seems a rather challenging task.

- It would be interesting to study non relativistic anomalies for supersymmetric theories. In the Schrödinger case it is likely that, in analogy to the relativistic case, a non-trivial relation between superconformal R-charge and trace anomaly exists at the fixed point [50, 33]. In the relativistic case, the traditional derivation of these result relies on the equality of the flavor-$U(1)_R - U(1)_R$ and flavor-gravity-gravity triangle anomaly, due to supersymmetry. No axial anomaly is known in the Schrödinger case\(^{10}\), and this makes the extension to the nonrelativistic case not straightforward. Another derivation of the relation between R-charges and $a$–anomaly was given in [32], using the local RG approach by Osborn [5]; the relevant Wess-Zumino consistency conditions concerned terms in the trace anomaly which are not formally gauge-invariant [31]. It could be that a similar analysis might be extended to the nonrelativistic case.

- An understanding of the case of anyons would be important for possible condensed matter applications.
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Appendix

A Weyl and Milne boost transformations

The Newton-Cartan fields transform under Milne boosts in the following way:

\[
\begin{align*}
v'_{\mu} &= v_{\mu} + h^{\mu \nu} \psi_{\nu}, \\
h'_{\mu \nu} &= h_{\mu \nu} - (n_{\mu} P_{\nu} + n_{\nu} P_{\mu}) \psi_{\rho} + n_{\mu} n_{\nu} h^{\rho \sigma} \psi_{\rho} \psi_{\sigma}, \\
A'_{\mu} &= A_{\mu} + P_{\mu} \psi_{\rho} - \frac{1}{2} n_{\mu} h^{\rho \sigma} \psi_{\rho} \psi_{\sigma},
\end{align*}
\]

(A.1)

where $\psi_{\mu}$ is the local parameter of the trasformations. The fields $n_{\mu}$ and $h^{\mu \nu}$ are invariant. These transformations are naturally implemented via null reduction technique.

The fundamental fields of Newton-Cartan geometry change as follow under 2+1 dimensional Weyl transformations:

\[
\begin{align*}
n_{\mu} &\to e^{2 \sigma} n_{\mu}, & v_{\mu} &\to e^{-2 \sigma} v_{\mu}, & h_{\mu \nu} &\to e^{2 \sigma} h_{\mu \nu}, & h^{\mu \nu} &\to e^{-2 \sigma} h^{\mu \nu}, \tag{A.2}
\end{align*}
\]

\(^{10}\)Axial anomaly instead was already studied in the Lifshitz case, see [51].
where \( \sigma \) is a local parameter and coordinates do not transform. Note that the gauge field \( A_\mu \) is invariant.

The Newton-Cartan measure \( \sqrt{g} \) changes under 2+1 dimensional Weyl transformations as
\[
\sqrt{\det(h_{\mu\nu} + n_\mu n_\nu)} = \sqrt{g} \rightarrow e^{4\sigma} \sqrt{g}.
\]  
\[ (A.3) \]

B Conventions on gamma matrices and vielbein

The 2 + 1 dimensional dreibein \( e_a^\mu \) is defined by dimensional reduction of the 3 + 1 dimensional vierbein \( e^A_M \):
\[
e^A_M = \begin{pmatrix} e^M_- \\ e^+_M \\ e^a_M \end{pmatrix} = \begin{pmatrix} e^-_- \\ e^+_- \\ e^a_- \\ e^+_+ \\ e^-_+ \end{pmatrix} = \begin{pmatrix} 1 & A_\mu \\ 0 & n_\mu \\ 0 & e_\mu \end{pmatrix}.
\]  
\[ (B.1) \]

The inverse vierbein are:
\[
e^M_A e^B_M = \delta^B_A, \quad e^A_M e^N_A = \delta^N_M.
\]  
\[ (B.2) \]

In order to deal with nonrelativistic fermions using the null-reduction method, it is necessary to introduce Pauli and Dirac matrices in 4 dimensions in light-cone indices. The usual convention is
\[
\sigma^A = (1, \sigma^a), \quad \bar{\sigma}^A = (-1, \sigma^a).
\]  
\[ (B.4) \]

In light-cone coordinates they become
\[
\sigma^\pm = \frac{1}{\sqrt{2}} (\sigma^3 \pm \sigma^0), \quad \bar{\sigma}^\pm = \frac{1}{\sqrt{2}} (\bar{\sigma}^3 \pm \bar{\sigma}^0),
\]
\[
\sigma^- = \sqrt{2} \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma^+ = \sqrt{2} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix},
\]
\[
\bar{\sigma}^- = \sqrt{2} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad \bar{\sigma}^+ = \sqrt{2} \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix},
\]
\[
\sigma^1 = \sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^2 = \sigma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}.
\]  
\[ (B.5) \]

The associated Gamma matrices in 4 dimensions are
\[
\gamma^- = \frac{1}{\sqrt{2}} (\gamma^3 - \gamma^0) = \sqrt{2} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \gamma^+ = \frac{1}{\sqrt{2}} (\gamma^3 + \gamma^0) = \sqrt{2} \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix},
\]
\[
\gamma^1 = \begin{pmatrix} 0 & \sigma^1 \\ \sigma^1 & 0 \end{pmatrix}, \quad \gamma^2 = \begin{pmatrix} 0 & \sigma^2 \\ \sigma^2 & 0 \end{pmatrix}.
\]  
\[ (B.6) \]

The corresponding Lorentz generators, needed to compute covariant derivatives, are:
\[
\sigma^{AB} = \frac{1}{2} (\sigma^A \sigma^B - \sigma^B \sigma^A), \quad \gamma^{AB} = \frac{1}{2} [\gamma^A, \gamma^B].
\]  
\[ (B.7) \]
C Time-independent insertion contributions to heat kernel

In this Appendix we will compute time-independent insertion of operators in the heat kernel expansion. We derive the formula for a single insertion of the term $a_i(x)$ multiplying a spatial derivative; all the other non-vanishing insertions can be found in [17]-[18]. We compute

$$K_{1Q_i}(s) = \int_0^s ds' \int d^d \tilde{x} \int d\tilde{t} \langle xt|e^{(s-s')\triangle} |\tilde{x}\tilde{t}\rangle Q_i(\tilde{x}) \frac{\partial}{\partial \tilde{x}_i} \langle \tilde{x}\tilde{t}|e^{s'\triangle}|x't'\rangle = \quad (C.1)$$

$$= -\frac{\partial}{\partial x'_i} \left[ \int_0^s ds' \int d^d \tilde{x} \int d\tilde{t} \langle xt|e^{(s-s')\triangle} |\tilde{x}\tilde{t}\rangle Q_i(\tilde{x}) \langle \tilde{x}\tilde{t}|e^{s'\triangle}|x't'\rangle \right], \quad (C.2)$$

where we used the parity properties of the flat solution of the heat kernel and of the derivative operation. In this way we recognize that the term in parenthesis is the definition of the single insertion of a term without derivatives of kind

$$K_{1P}(s) = \int_0^s ds' \int d^d \tilde{x} \int d\tilde{t} \langle xt|e^{(s-s')\triangle} |\tilde{x}\tilde{t}\rangle P(\tilde{x}) \langle \tilde{x}\tilde{t}|e^{s'\triangle}|x't'\rangle, \quad (C.3)$$

where we only have to rename the operator as $a_i(x)$.

The computation for this quantity was performed in [17] and gave as a result

$$K_{1P}(s) = \int_0^s ds' \frac{1}{2\pi^2} \frac{1}{(4\pi s)^{d/2}} \frac{8\pi ms}{4m^2s^2 + (t - t')^2} \int \frac{d^d k}{(2\pi)^{d/2}} \exp \left( -\frac{(x - x')^2}{4s} - ik \cdot \left( x' \frac{s'}{s} + x' \frac{s - s'}{s} \right) - \frac{k^2 s'}{s} \right) a_i(k). \quad (C.4)$$

If we now differentiate this expression with respect to $x'$ and we put $t = t', x = x'$ we obtain:

$$\tilde{K}_{1Q_i}(s) = \int_0^s ds' \int \frac{d^d k}{(2\pi)^{d/2}} \frac{2}{m(4\pi s)^{d/2 + 1}} \left( -ik_i \frac{s - s'}{s} \right) \exp \left( ikx - k^2 \frac{s'}{s} \right) Q_i(k). \quad (C.5)$$

Performing the inverse Fourier transform and expanding around $s = 0$ the exponential, we find the result

$$\tilde{K}_{1Q_i}(s) = \frac{2}{m(4\pi s)^{d/2 + 1}} \left( -\frac{s}{2} \partial_i Q_i(x) - \frac{s^2}{12} \partial_i \partial_j Q_i(x) + O(s^3) \right). \quad (C.6)$$

D Time-dependent insertion contributions to heat kernel

We want to generalize the results of the previous section concerning the heat kernel expansion by considering time-dependent insertions of operators.

D.1 Single insertion computations

Let us start with the single insertion of a term without derivatives acting on the fields. We consider the Fourier decomposition

$$P(x, t) = \int \frac{d^d k}{(2\pi)^{d/2}} \int \frac{d\omega}{\sqrt{2\pi}} P(k, \omega) e^{i(kx - \omega t)} \quad (D.1)$$
in order to find:

\[
K_{1P}(s) = \int_0^\infty ds' \int d^4\bar{x} \int d\bar{\ell} \langle x|e^{(s-s')\Delta}|\bar{x}\bar{\ell}\rangle P(\bar{x},\bar{\ell}) \langle \bar{x}\bar{\ell}|e^{s\Delta}|x'\rangle =
\]

\[
= \int_0^s \frac{ds'}{(2\pi)^2} \frac{1}{(4\pi(s-s'))^{d/2}} \frac{1}{(4\pi s')^{d/2}} \int \frac{d\omega}{\sqrt{2\pi}} \int d\ell e^{-i\omega\bar{\ell}} \frac{m(s-s')}{m^2(s-s')^2 + (t-\ell)^2/4}
\]

\[
= \frac{ms'}{m^2 s'^2 + (t-t')^2/4} \int \frac{d^4k}{(2\pi)^d} e^{ik\bar{\ell}} \exp \left( -\frac{(x-\bar{x})^2}{4(s-s')} - \frac{(\bar{x}-x')^2}{4s'} \right) P(k,\omega),
\]

where we used the explicit expression of the flat-space heat kernel for the Schrödinger operator, eq. (3.8).

We observe that the time and spatial parts of the integral decouple and appear as distinct multiplicative factors. We can then use the result for the spatial part that is presented in [17]:

\[
\int d^4\bar{x} \int \frac{d^4k}{(2\pi)^d} e^{ik\bar{\ell}} \exp \left( -\frac{(x-\bar{x})^2}{4(s-s')} - \frac{(\bar{x}-x')^2}{4s'} \right) =
\]

\[
= \int \frac{d^4k}{2\pi^{d/2}} \exp \left( -\frac{(x-x')^2}{4s} + ik \cdot \left( x' - \frac{s'}{s} \bar{x} \right) - k^2 s' s (s-s') \right). \tag{D.3}
\]

In particular the \( x = x' \) result for the spatial part of the integral is

\[
\int \frac{d^4k}{2\pi^{d/2}} \exp \left( ik \cdot x - k^2 s' s (s-s') \right). \tag{D.4}
\]

In order to compute the temporal part \( I(\omega) \) of the integral, we need to find the analytic structure in the complex plane of the integrand:

\[
I(\omega) = \int d\ell e^{-i\omega\bar{\ell}} \frac{m(s-s')}{m^2(s-s')^2 + (t-\ell)^2/4} \frac{ms'}{m^2 s'^2 + (t-t')^2/4} =
\]

\[
= 4\alpha \beta e^{-i\omega t} \int d\bar{\ell} \frac{e^{-i\omega t}}{(t+\beta)(t-\beta)(t-\Delta t + i\alpha)(t-\Delta t - i\alpha)}, \tag{D.5}
\]

where we sent \( \bar{\ell} \rightarrow \bar{\ell} + t' \) and we defined

\[
\alpha = 2m(s-s'), \quad \beta = 2ms', \quad \Delta t = t - t'. \tag{D.6}
\]

The quantities \( \alpha, \beta \) are positive by definition. We use the residue theorem to find

\[
I(\omega) = 4\alpha \beta e^{-i\omega t'} \theta(\omega) \left[ \frac{\pi e^{-\beta\omega}}{\beta((\Delta t+i\beta)^2+\alpha^2)} + \frac{\pi e^{-\alpha\omega-i\Delta\omega}}{\alpha((\Delta t-i\alpha)^2+\beta^2)} \right] +
\]

\[
+ 4\alpha \beta e^{-i\omega t'} \theta(-\omega) \left[ \frac{\pi e^{\beta\omega}}{\beta((\Delta t-i\beta)^2+\alpha^2)} + \frac{\pi e^{\alpha\omega+i\Delta\omega}}{\alpha((\Delta t+i\alpha)^2+\beta^2)} \right]. \tag{D.7}
\]

It can be found that the expression for \( \omega = 0 \) gives the time-independent results found in [17]-[18] if we choose the prescription \( \theta(0) = 1/2 \) for the Heaviside distribution:

\[
I(0) = \frac{8\pi ms}{4m^2 s^2 + (t-t')^2} = \int d\bar{\ell} \frac{m(s-s')}{m^2(s-s')^2 + (t-\ell)^2/4} \frac{ms'}{m^2 s'^2 + (t-t')^2/4}. \tag{D.8}
\]

The heat kernel computation only requires equal-time insertions, then we put \( \Delta t = 0 \) to obtain

\[
I(\omega, \Delta t = 0) = \frac{2\pi}{ms} \frac{1}{s-2s'} \left[ e^{-2ms'|\omega|} (s-s') - s' e^{-2m(s-s')|\omega|} \right] = \frac{2\pi}{ms} + O(s). \tag{D.9}
\]
Using eqs. (D.4) and (D.9) inside eq. (D.2) and expanding in the auxiliary time \( t \) we finally obtain the result

\[
\hat{K}_{1P}(s) = \frac{2}{m(4\pi s)^{d/2+1}} \left( sP(x, t) + \frac{1}{6}s^2\partial_t^2 P(x, t) + \mathcal{O}(s^3) \right).
\]

(D.10)

This is the same result of the case without time-dependence because the first order of the expansion of exponential terms vanishes.

Let us now consider the single insertion of an operator with a spatial derivative acting on the fields. Once again, we find that eq. (C.2) is satisfied and then the calculation reduces to applying a spatial derivative to the single insertion \( K_{1P}(s) \):

\[
\hat{K}_{1Q_1}(s) = -\frac{\partial}{\partial x_i} \int_0^s ds' \int d^d x \int d^d t \langle xt|e^{(s-s')\Delta}|\bar{x}t\rangle Q_i(\bar{x}, t)\langle \bar{x}t|e^{s\Delta}|x't'\rangle.
\]

(D.11)

Since the expression in parenthesis does not change if we add a time dependence to the operators of the heat kernel expansion, and since spatial and temporal parts of the integral factorize, we obtain an equivalent formula also for

\[
\hat{K}_{1Q_1}(s) = \frac{2}{m(4\pi s)^{d/2+1}} \left( -\frac{s}{2}\partial_t Q_1(x, t) - \frac{s^2}{12}\partial_t^2 Q_1(x, t) + \mathcal{O}(s^3) \right).
\]

(D.12)

Single insertions of operators with a time derivative applied to the dynamical fields \( S(x, t) \) can be modified by time dependence, but since they vanish on our background we will not consider this kind of terms.

### D.2 Double insertion computations

We consider the double insertion of operators of kind \( P(x, t) \), which is given by

\[
K_{2P}(s) = \int_0^s ds_1 \int_0^{s_1} ds_1' \int d^d x_1 \int d^d x_2 \int dt_1 \int dt_2 \langle xt|e^{(s-s_1)\Delta}|x_1t_1\rangle P(x_1, t_1)\langle x_1t_1|e^{s_1\Delta}|x_2t_2\rangle = \frac{4}{m(4\pi s)^{d/2+1}} \left( sP(x, t) + \frac{1}{6}s^2\partial_t^2 P(x, t) + \mathcal{O}(s^3) \right).
\]

It is evident that also in this situation the time and spatial parts of the integral factorize. The latter was found in [17] to be

\[
\Xi(x, x') = \int d^d x_1 \int d^d x_2 \exp \left( -\frac{(x' - x_2)^2}{4(s - s_2)} - \frac{(x_2 - x_1)^2}{4(s_2 - s_1)} - \frac{(x_1 - x)^2}{4s_1} + ik_1 x_1 + ik_2 x_2 \right)
\]

\[
= (4\pi)^d \left( \frac{s_1(s - s_2)(s_2 - s_1)}{s} \right)^{d/2} \exp \left( \frac{ik_1 x_1 s'}{s} + \frac{ik_2 x_2 s'}{s} - \frac{ik_1 s_1 x}{s} - \frac{ik_2 s_2 x}{s} - \frac{k_1^2 s_1^2}{s} + \frac{k_2^2 s_2^2}{s} - k_1^2 s_1 - 2k_1 k_2 s_1 - k_2^2 s_2 + \frac{2k_1 k_2 s_1 s_2}{s} + ik_1 x + ik_2 x - \frac{x^2}{4s} + \frac{x' x}{2s} - \frac{(x')^2}{4s} \right)
\]

At coincident points it becomes

\[
\Xi(x, x) = (4\pi)^d \left( \frac{s(s - s_2)(s_2 - s_1)}{s} \right)^{d/2}
\]
\[ \exp \left( ik_1x_1 + ik_2x_2 + k_1^2 \left( \frac{s_1^2}{s} - s_1 \right) + k_2^2 \left( \frac{s_2^2}{s} - s_2 \right) + 2k_1k_2 \left( \frac{s_1s_2}{s} - s_1 \right) \right). \]  \hspace{1cm} (D.14)

Now we analyze the temporal part:

\[ \Psi(t, t', \omega_1, \omega_2) = \int dt_1 \int dt_2 e^{-i\omega_1 t_1 - i\omega_2 t_2} \frac{m(s - s_2)}{m^2(s - s_2)^2 + \frac{(t-t_2)^2}{4}} \frac{m(s_2 - s_1)}{m^2(s_2 - s_1)^2 + \frac{(t-t_1)^2}{4}} \frac{ms_1}{m^2 s_1^2 + \frac{(t_1-t')^2}{4}}. \]  \hspace{1cm} (D.15)

The integral in the variable \( t_1 \) can be performed using the previous technique. If we set

\[ \alpha = 2m(s_2 - s_1), \quad \beta = 2ms_1, \quad \Delta t = t_2 - t', \]  \hspace{1cm} (D.16)

we find

\[ I(\omega_1) = \int dt_1 e^{-i\omega_1 t_1} \frac{m(s_2 - s_1)}{m^2(s_2 - s_1)^2 + \frac{(t-t_2)^2}{4}} \frac{ms_1}{m^2 s_1^2 + \frac{(t_1-t')^2}{4}} = \]

\[ = 4\alpha\beta e^{-i\omega t'} \theta(\omega_1) \left[ \frac{\pi e^{-\beta\omega_1}}{\beta((\Delta t + i\beta)^2 + \alpha^2)} + \frac{\pi e^{-\alpha\omega - i\Delta\omega}}{\alpha((\Delta t - i\alpha)^2 + \beta^2)} \right] + \]

\[ + 4\alpha\beta e^{-i\omega t'} \theta(-\omega_1) \left[ \frac{\pi e^{\beta\omega}}{\beta((\Delta t - i\beta)^2 + \alpha^2)} + \frac{\pi e^{\alpha\omega - i\Delta\omega}}{\alpha((\Delta t + i\alpha)^2 + \beta^2)} \right]. \]  \hspace{1cm} (D.17)

The last step in the time integration consists in evaluating

\[ \Psi(t, t', \omega_1, \omega_2) = \int dt_2 e^{-i\omega_2 t_2} \frac{m(s - s_2)}{m^2(s - s_2)^2 + \frac{(t-t_2)^2}{4}} I(\omega_1). \]  \hspace{1cm} (D.18)

The result of the evaluation is very cumbersome, but it can be checked that, assuming the prescription \( \theta(0) = 1/2 \), it gives the exact time-independent result in the limit of vanishing frequencies:

\[ \Psi(t = t', \omega_1 = \omega_2 = 0) = \frac{16\pi^2 \theta^2(0)}{ms} = \frac{4\pi^2}{ms}. \]  \hspace{1cm} (D.19)

Moreover, in order to compute the insertions of time-dependent operators we only need the lowest orders of the expansion in \( s \) of the solution at coincident points, which turns out to be

\[ \Psi(t = t', \omega_1, \omega_2) = \frac{4\pi^2}{ms} e^{-i(\omega_1 + \omega_2)t} + O(s). \]  \hspace{1cm} (D.20)

The zeroth order in the variable \( s \) vanishes.

Combining eqs. (D.14) and (D.20) into (D.13) we find the same result of the time-independent case:

\[ \tilde{K}_{2PP} = \frac{2}{m(4\pi s)^{d/2+1}} \left( \frac{s^2}{2} P(x, t)^2 + O(s^3) \right). \]  \hspace{1cm} (D.21)

Additional new terms will contribute only to higher orders in \( s \), and therefore they do not modify the \( a_q \) coefficient.

Since time and space integrals factorize and there are no contributions to lower-order terms in the heat kernel expansion, we can similarly find that \( \tilde{K}_{2X} \) have the same expressions of the time-independent case; if we choose among the set

\[ X = \{ P(x, t), Q_t(x, t) \}. \]  \hspace{1cm} (D.22)

Additional terms could appear in insertions concerning the operator \( S(x, t) \). They will not be considered here because \( S(x, t) \) vanishes in all the backgrounds studied in this paper.
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