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Abstract

When accelerated by a constant force in the lab frame, a classical charge experiences no self force. In this case, the particle radiates without dissipating its kinetic and potential energy. But what happens when the particle enters another region with equal and opposite acceleration? Does the oscillating charge lose its mechanical energy similar to a radiating dipole, even though it seems to lose no mechanical energy within each region of constant acceleration? In this paper, I will show how mechanical energy is transferred to radiation energy via the Schott energy when the particle crosses the boundary between the two regions. In particular, I will show how preacceleration, which is usually regarded as an unphysical effect of the Lorentz-Abraham-Dirac self force, is essential for the energy transfer. Moreover, I will show that the commonly adopted Landau-Lifshitz approximation, which removes preacceleration, introduces second-order secular energy error. On a more fundamental level, the validity of classical electrodynamics is in fact questionable because quantum effects are likely important. The classical prediction can be tested experimentally by observing frequency chirping of radiation, whereby micro physics leaves signatures on macroscopic scales. The required experimental accuracy is estimated. Trap experiment of this type is complementary to collider experiments that endeavor to observe radiation reaction for elementary particles.
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1. Introduction

Radiation reaction, the phenomenon whereby a charged particle looses energy and momentum due to its own radiation, has gained renewed interest in recent years after more than a century of purely theoretical investigations [1, 2]. The hope is that this historically confusing phenomenon may finally become observable for elementary particles in experiments [3–5]. Although radiation reaction is likely a quantum phenomena [6–8], for which classical electrodynamics fails, it is still interesting to see exactly how classical physics breaks down and whether there exist regimes where the classical description remains valid.

While recent work on radiation reaction focuses on laser-plasma interactions [9–11] and collider-type experiments [12–19], in which energetic electrons interact with intense laser pulses through nonlinear Compton scattering, here I will consider a complementary experiment where the charged particle is confined in an electrostatic trap. In trap-type experiments, the electron is accelerated by static electric field instead of real photons in laser fields. In view that radiation reaction is usually an extremely tiny effect, collider-type experiments benefit from large acceleration that enhances radiation, while trap-type experiments benefit from long confinement time that allows for the accumulation of small signals.

In this paper, I will consider what classical electrodynamics can say about a charged particle oscillating in an electrostatic trap. In particular, I will consider a trap in which the restoring force has constant magnitude. Simple hyperbolic trap of this kind not only exhibits distinct experimental signatures, but also exposes fundamental physics that may be concealed in more messy experiments.

Constant acceleration, while seemingly simple, turns out to be a particularly tricky case for classical radiation reaction [20]. In classical electrodynamics, it is clear that charged particles radiate electromagnetic waves when accelerated with respect to the observer [21, 22], because changes in the near field propagate to the far field in the form of waves given that the speed of light is finite. It is also clear that waves in the far field carry away energy and momentum [23], so the particle should experience a finite self force in the near field, which convert the energy that is localized in the vicinity of the particle to the energy that freely propagates.

Given these two physical pictures that are intuitively correct, it was thereof very puzzling that a charged particle under constant acceleration in
the lab frame does not loss any mechanical energy, which includes both the kinetic and the potential energy. This puzzling phenomenon can be predicted from two distinct considerations. The first consideration is the equivalence principle, which requires that all bodies fall in exactly the same way under constant gravity. Since a charged particle cannot fall behind, or ahead of, a neutral particle, it cannot exchange energy with its electromagnetic fields. The second consideration is the self force, which can be calculated either from near-field or far-field considerations. Both calculations yield the same result, which is now known as the Lorentz-Abraham-Dirac (LAD) self force \[24\,26\]. The LAD self force is identically zero when the acceleration is constant in the lab frame.

Historically, it was very confusing that a radiating charged particle can somehow not feel radiation reaction. Where does the radiation energy come from? To resolve this puzzle, some of the best physicists even suggested falsely that a charged particle under constant acceleration cannot radiate at all. Many other physicists seek to modify the LAD self force, whose derivation involves integration by part that makes the form of the self force not unique. However, the LAD self force, which can also be derived from the modern perspective of mass renormalization \[27\] and recovered as the classical limit of quantum radiation reaction \[28\,30\], is an exact and the simplest self force for a point charge. Moreover, the LAD self force is the only self force for which each term involving the state of the particle has been unambiguously identified with the state of surrounding electromagnetic fields \[31\].

After almost a century of confusion, it is now understood where the radiation energy comes from in the LAD framework when the particle is under constant acceleration. The key insight, first brought to light by Schott \[32\], is that the self force contains two distinct terms, which correspond to two separately conserved parts of the electromagnetic stress-energy tensor \[33\]. One terms is directly related to radiation in the far field and is sometimes called the radiation force, which gives rise to the radiation energy and momentum. The other term, which is required to construct a relativistic 4-force, is related to both the far field and the near field, and is sometimes called the acceleration force that gives rise to the Schott energy and momentum. Just like a particle carries kinetic energy due to its velocity, the Schott energy is an extra energy only a charged particle carries due to its acceleration. It is this Schott energy, the field energy that is bound to the particle, that provides the freely-propagating radiation energy when the charged particle undergoes constant acceleration. In fact, the Schott energy is closely related
to the self energy in quantum electrodynamics (QED). Just as the 1-loop self energy diagram is necessary in QED to remove the infrared divergence of photon emission, the Schott term is necessary in classical electrodynamics to construct the self force when the charged particle radiates.

The physical picture we now have is the following. Under constant acceleration, the Coulomb field of the charged particle was infinitely compressed on the event horizon [34]. As the particle decelerates from the speed of light, its radiation power is a constant. The radiation energy increases linearly, while the Schott energy decreases linearly at exactly the same rate such that the sum of the radiation energy and the Schott energy is a constant [35]. In this way, the decrease of the Schott energy completely accounts for the increase of the radiation energy, and the charged particle radiates without losing any of its mechanical energy. In other words, an uniformly accelerated charged particle serves as the “catalyst” that converts bounded field energy into freely propagating radiation energy.

That the Schott energy can decrease to negative infinity to compensate for the radiation energy is somewhat unpleasant. It is nevertheless a valid physical picture in the thought experiment where the point charge is accelerated by a constant force indefinitely. A more physical scenario has been considered where the charged particle enters and then leaves a region of constant acceleration [36, 37], which can happen, for example, when the charged particle passes between two capacitor plates. It is clear that not much should happen long before the particle enters the region and long after the particle leaves the region. It is also relatively clear that if the region is sufficiently large, the particle should behave as if it has always been experiencing the constant acceleration. However, what happen during boundary crossings are not so trivial.

Technically, for a point charge, the time it takes to cross the sharp boundary is exactly zero. This is problematic for classical electrodynamics, which is expected to be valid only on time scales that are much larger than the Compton time. Eriksen and Grøn considered two resolutions to this problem [37]. In one resolution, they compute what extra force is necessary in order to enforce a zero acceleration outside the region while a constant acceleration inside the region. They find that impulses that deliver energy and momentum to the particle are necessary when the point charge crosses the sharp boundary. In the other resolution, only the force that provides the constant background acceleration and the LAD self force are present. The LAD model, which depends on the time derivative of the acceleration, has
long been known to have two intertwined unphysical effects: the existence of runaway solutions and the presence of preacceleration. When the initial conditions is chosen such that runaway is not excited, preacceleration causes smooth changes of the acceleration when the particle crosses the boundary. Since the acceleration is no longer constant there, the self force is nonzero and the charged particle loses its mechanical energy during boundary crossings.

While Eriksen and Grøn’s thought experiment is a collider-type experiment, where the particle enters and leaves the system with well-defined asymptotic states, the thought experiment I consider here is a trap-type experiment, where the particle is confined in the system for an extended period of time. In this paper, I will first employ the preacceleration solution to analyze what happens when the charged particle oscillates between two regions of constant acceleration (Fig. 1). Although preacceleration is usually regarded as an unphysical effect, it arises only when one takes the point-particle limit in the classical theory [38]. The classical theory is free from pathologies if the charged particle is treated as an extended body to allow sufficient time for internal stress to propagate [39, 40]. The internal dynamics of the extended body may be nontrivial [41–46] and quantum effects are likely important [47, 48]. However, the detailed internal dynamics is beyond the scope of classical electrodynamics. The concern of this paper is to predict refutable experimental signatures using the simplest but otherwise exact classical radiation reaction model.

Figure 1: Charged particle oscillating between two regions of equal but opposite acceleration. The constant background acceleration $a$, which can be provided by electric field between parallel capacitor plates, is in the $+z$ direction for $z < 0$, and in the $-z$ direction for $z > 0$. In the simplest scenario, the point charge, which is depicted here by the blue ball, oscillates along the $z$ axis. The one-dimensional trajectory is depicted with a horizontal offset for clarity.
Another resolution uses perturbative methods to remove unphysical effects of LAD. The perturbative approach, first adopted by Eliezer [49] and independently by Landau and Lifshitz [50], is based on the argument that the self force is usually subdominant than the external force. One can then substitute in lower-order force laws into the LAD formula to eliminate the time derivative of acceleration. The resultant equations only contain first-order velocity derivative, and the dynamics is restricted to the critical manifold on which runaway is not excited and preacceleration is not explicitly introduced [51]. Many other variations of the perturbative approach have been advocated in the literature [52–54]. However, unless the infinite series is summed up, perturbative solutions have finite errors. While these errors may be small and transient in collider-type experiment, they can be accumulated in trap-type experiment and affect long-time behavior of the oscillator. As I will show in this paper, the lowest-order Landau-Lifshitz (LL) type reduction of order will introduce second-order secular energy error. The growing error may be hiding for a harmonic oscillator, but they become clearly exposed for a hyperbolic oscillator. Therefore, the seemingly simple case that a charged particle oscillates between two regions of constant acceleration is in fact a challenging case for classical electrodynamics.

The goal of this paper is to analyze classical predictions for the trapped particle, which would undergo simple hyperbolic oscillation in the absence of radiation reaction. This paper is organized as follows. In Sec. 2 I will solve the classical equation of motion that includes the LAD self force. In Sec. 3 I will discuss how energy of the trapped particle is distributed among different components. The short-time dynamics will be further analyzed in Sec. 4 where I will show how it leads to long-time behavior using an envelope approximation. In Sec. 5 I will present frequency chirping as a distinct experimental signature of radiation reaction in the hyperbolic trap. In Sec. 6 I will estimate the required experimental accuracy needed for excluding radiation reaction models based on discrepancies between the LAD and the LL self force. The discrepancy is largest near the cutoff time, where quantization becomes important as I will show in Sec. 7. Discussions are given in Sec. 8 followed by a summary.
2. Classical trajectory of the oscillating charge

2.1. Equation of motion

For a point charge, its trajectory is described by the relativistic Newton’s equation \( \dot{p}^\mu = f^\mu_{\text{ext}} + f^\mu_{\text{self}} \), where \( p^\mu = mu^\mu \) is the 4-momentum, the dot denotes derivative with respect to the proper time, and \( f^\mu_{\text{ext}} \) is the external 4-force. In the LAD framework, the self force \( f^\mu_{\text{self}} \) is given by

\[
f^\mu_{\text{LAD}} = \frac{2\alpha \hbar}{3c^2} \left( \frac{u^\mu \dot{u}^\nu \dot{u}_\nu}{c^2} + \ddot{u}^\mu \right),
\]

where \( \alpha \) is the fine structure constant, \( \hbar \) is the Planck constant, and \( c \) is the vacuum speed of light. The first term is the radiation force \( -u^\mu P_{\text{rad}}/c^2 \), where \( P_{\text{rad}} = -2\alpha \hbar \dot{u}^\nu \dot{u}_\nu /3c^2 > 0 \) is the Lorentz-invariant radiation power given by the relativistic Larmor formula. The second term is the acceleration force, which is sometimes also called the Schott term. This term is necessary to construct a 4-force that obeys \( u_\mu f^\mu = 0 \), which is required in order for the Lorentz scalar \( u_\mu p^\mu = mc^2 \) to remain a constant of motion.

To solve the relativistic equation of motion, it is convenient to use hyperbolic coordinate. Consider one dimensional motion along the \( z \) axis, then the 4-velocity \( u^\mu /c = \gamma(1, 0, 0, \beta) \), where \( \beta = vz/c \) and \( \gamma = 1/\sqrt{1 - \beta^2} \). We can introduce rapidity \( w \), such that

\[
\beta = \tanh w.
\]

Then, the Lorentz factor becomes

\[
\gamma = \cosh w,
\]

and the 4-velocity becomes \( u^\mu /c = (\cosh w, \sinh w) \). Here, I have omitted the \( x \) and \( y \) components for simplicity, which are always zero for one dimensional motion along the \( z \) axis. Taking derivative with respect to the proper time, the 4-acceleration is \( \dot{u}^\mu /c = \dot{w}(\sinh w, \cosh w) \). The term that appears in the Larmor formula is then \( \dot{u}^\nu \dot{u}_\nu /c^2 = -\dot{w}^2 \), and the proper time derivative of the acceleration is \( \ddot{u}/c = \ddot{w}(\sinh w, \cosh w) + \dot{w}^2u^\mu/c \). Notice that the last term of the acceleration force exactly cancels the radiation force, so the LAD self force can be written as

\[
f^\mu_{\text{LAD}} = \frac{2\alpha \hbar}{3c} \dot{w}(\sinh w, \cosh w),
\]
where I have again suppressed the $x$ and $y$ components. Notice that when the external force is a constant in the lab frame, $\dot{w}$ is a constant so $\ddot{w} = 0$. In other words, the LAD self force is zero when the particle is under constant acceleration. Finally, the external 4-force is constructed from the lab-frame 3-force $F_{\text{ext}}$ as $f^\mu_{\text{ext}} = \gamma (\beta \cdot F_{\text{ext}}, F_{\text{ext}})$, so that $u^\mu f_\mu = 0$ is satisfied. Now that the motion is one dimensional with the external force along the $z$ direction, we can write $f^\mu_{\text{ext}} = F_{\text{ext}}(\sinh w, \cosh w)$. Since all terms in the relativistic Newton's equation are proportional to the vector $(\sinh w, \cosh w)$, the Newton's equation is satisfied if and only if

$$\dot{w} = \frac{a_{\text{ext}}}{c} + \tau_0 \ddot{w}, \quad (5)$$

where $a_{\text{ext}} = F_{\text{ext}}/m$ is the acceleration in the lab frame. The characteristic time scale of the self force is

$$\tau_0 = \frac{2\alpha \hbar}{3mc^2}, \quad (6)$$

which is roughly the time it takes for light to cross the classical electron radius and is only a small fraction of the Compton time. It is alarming that the presumably classical self force turns out to act on sub-Compton time scale, where classical electrodynamics is not expected to be valid.

2.2. Initial value problem

Within the framework of classical electrodynamics, the goal now is to solve the classical equation of motion. Let us normalize the proper time $\tau$ such that $\tau = \tau_0 T$, and introduce the normalized acceleration $A = a_{\text{ext}} \tau_0 / c$. Then, the equation we need to solve is simply

$$\dot{w} = A + \ddot{w}, \quad (7)$$

where dot now denotes derivative with respect to the normalized proper time. The general solution of the above equation is

$$\dot{w} = e^{T - T_0} \left[ \dot{w}_0 - \int_{T_0}^{T} e^{-(T' - T_0)} A(T') dT' \right], \quad (8)$$

where the constant $\dot{w}_0$ is the initial value of $\dot{w}$ at $T = T_0$. Since the rapidity $w$ is the equivalence of velocity in the hyperbolic coordinate, the time derivative $\dot{w}$ is the equivalence of acceleration.
In the usual Newtonian mechanics, only initial position and velocity need to be specified. Here, the initial value of acceleration is also required due to the LAD self force. This additional degree of freedom allows a new class of solutions, which exhibit unphysical runaway behavior. For runaway solutions, the acceleration grows even in the absence of the external force. The choice of \( \dot{w}_0 \) that does not excite the runaway mode is given by \[55\]

\[
\dot{w}_0 = \int_{T_0}^{+\infty} e^{-(T'-T_0)} A(T')dT'.
\]

With this choice of the initial acceleration, the solution to the equation of motion can be written as

\[
\dot{w}_{PA}(T) = e^T \int_{T}^{+\infty} e^{-T'} A(T')dT'.
\]

In the special case where \( A \) is a constant, \( \dot{w}_{PA} = A \) is also a constant. Then, \( \dot{w}_{PA} = 0 \) is consistent with the self force being zero under constant acceleration. Unfortunately, in more general cases, the above choice of \( w_0 \) that eliminates runaway excites preacceleration, whereby the acceleration at the present time is influenced by the force at future time. Preacceleration is usually regarded as another unphysical effect of the LAD self force, because it violates classical causality.

To make further progress without invoking quantum mechanics, we have to accept pathologies of classical electrodynamics. In this section, I choose to trade runaway for preacceleration, and accept Eq. (10) as a valid solution of the equation of motion. For a charged particle trapped between two regions of equal but opposite accelerations, the normalized acceleration

\[
A = -\frac{a\tau_0}{c} \text{sgn}(z),
\]

where \( a \) is the absolute value of the constant accelerations in the lab frame. Notice that in Eq. (10), we need \( A \) as a function of \( T \) instead of a function of \( z \). Suppose the particle starts from \( z_0 = 0^+ \), right above the midplane, with initially positive rapidity \( w_0 > 0 \) at time \( T_0 \). Furthermore, suppose the particle subsequently returns to the midplane at time \( T_1, T_2, \ldots \). Then, for \( T_{n-1} < T < T_n \), the normalized acceleration

\[
A = \epsilon(-1)^n,
\]
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where $\epsilon = \frac{\tau_0 a}{c}$ is typically a very small number in order for classical electrodynamics to hold. To get a sense of how small $\epsilon$ is, we can insert electron mass into Eq. (6), then the time constant $\tau_0 \approx 6.3 \times 10^{-24}$ s. Suppose the acceleration is provided by an electric field $E = 1$ MV/m, then $a \approx 1.8 \times 10^{17}$ m/s$^2$. Even with such a large acceleration, the normalized acceleration $\epsilon \approx 3.7 \times 10^{-15}$ is still a very tiny number. In fact, when the acceleration is provided by the electric field, another way to see why $\epsilon$ must be a very small number is to note $\epsilon = \frac{2 \alpha E}{3E_c}$, where $E_c = \frac{m^2 c^3}{e \hbar} \approx 1.3 \times 10^{18}$ V/m is the critical field of QED. In order for classical electrodynamics to hold, we need $E \ll E_c$. The normalized acceleration $\epsilon$ is thus an even smaller number than $E/E_c$ when multiplied by the fine structure constant $\alpha \approx 1/137$. We see $\epsilon \ll 10^{-2}$ within the realm of classical electrodynamics.

Given the normalized external acceleration as a function of time, we can then determine the rapidity of the trapped particle. Substituting Eq. (12) into Eq. (10), for $T_{n-1} < T < T_n$, we have

$$\dot{w}_{PA}(T) = e^T \left( \int_T^{T_n} + \int_{T_n}^{T_{n+1}} + \ldots \right) e^{-T'} A(T')dT'$$

$$= \epsilon (-1)^n \left[ 1 - 2 \sum_{k=0}^{\infty} (-1)^k e^{T-T_{n+k}} \right]. \quad (13)$$

It is easy to see that $\dot{w}_{PA}(T)$ is a continuous function, so its integral $w_{PA}(T)$ is also continuous. Denoting $w_{n-1}$ the value of $w$ at $T = T_{n-1}$, then for $T_{n-1} < T < T_n$, we can integrate $\dot{w}_{PA}(T)$ to find the rapidity

$$w_{PA}(T) = w_{n-1} + \epsilon (-1)^n \left[ (T - T_{n-1}) - 2(e^T - e^{T_{n-1}}) \sum_{k=0}^{\infty} (-1)^k e^{-T_{n+k}} \right]. \quad (14)$$

The velocity can be further integrated to find the trajectory of the particle, and the initial value problem would be solved.

Unfortunately, we do not know the zero-crossing time. Without knowing $T_n$, the above solution is only symbolic. To find the zero-crossing time, let us consider what happens for $T_{n-1} < T < T_n$. During this time, the particle is first decelerated until it comes to a complete stop and then accelerated in the opposite direction and returns to the midplane. In other words, the displacement is zero when the particle starts from $z = 0$ at $T_{n-1}$ and then returns to $z = 0$ at $T_n$. Since the lab time is related to the proper time by
\[ \frac{dt}{d\tau} = \gamma, \] 
we have the following constraint for zero displacement:

\[ 0 = \int_{T_{n-1}}^{T_n} \beta \gamma \, dT = \int_{T_{n-1}}^{T_n} \sinh(\gamma T) \, dT. \]  

(15)

In principle, if we can solve the above constraint for \( n = 1, 2, \ldots \), then all zero-crossing time can be determined, from which we can obtain the trajectory of the trapped particle. However, due to preacceleration, within each time interval, we always need the complete information all the way up to the infinite future, which we have no knowledge of in an initial value problem.

2.3. Final value problem

Although information from the future is suppressed exponentially, which allows for truncation of the infinite series, here I will take a different approach to approximate the solution. Suppose we watch the charged particle and turn off the electric field after the particle has crossed the midplane for exact \( N \) times. Then, after the external force is turned off, the particle will free stream with its final velocity. In this way, what happens in the infinite future becomes known, and instead of solving the initial value problem, we can solve the final value problem where the information propagates backward in time. We can then take the limit \( N \to \infty \) to determine what happens when the charged particle is trapped indefinitely.

Starting from the final time, since the external acceleration is zero and the runaway mode is not excited, we have \( \dot{w}(T) = 0 \) for \( T > T_N \). At earlier time when \( T_{n-1} < T < T_n \), where \( n \leq N \), the infinite sum in Eq. (13) terminates, and we have

\[ \dot{w}_N(T) = \epsilon \left[ (-1)^n - e^T S_{N,n} \right], \]  

(16)

where the series \( S_{N,n} = 2 \sum_{k=n}^{N} (-1)^k e^{-Tk} - (-1)^N e^{-TN} \). The rapidity at earlier time can be found by integrating Eq. (16) backward in time once \( w_{N,n} := w_N(T = T_n) \) is known. Now that the future information is known, the prior zero-crossing time \( T_{n-1} \) can be solved. Denoting \( d_{n-1/2} = T_n - T_{n-1} \), the integral constraint Eq. (15) can be approximated by

\[ 0 \approx \int_{0}^{d_{n-1/2}} dT \sinh(\epsilon T - \nu) = \frac{2}{\epsilon} \sinh \left( \frac{\epsilon d_{n-1/2}}{2} \right) \sinh \left( \frac{\epsilon d_{n-1/2}}{2} - \nu \right), \]  

(17)

where \( \nu = (-1)^n (w_{N,n} + \epsilon S_{N,n} e^{T_n}) \). Here, I have made the approximation that \( (1 - e^{-T}) \approx 1 \), which is valid when \( T \gg 1 \). Since classical electrodynamics requires that the oscillation half period \( d_{n-1/2} \gg 1 \), the integral is
well approximated for $1 \ll T < d_{n-1/2}$. The oscillation half period can then be estimated by

$$d_{n-1/2} \simeq 2(-1)^n \left( \frac{w_n}{\epsilon} + R_{N,n} \right) \simeq \frac{2|w_{n-1}|}{\epsilon}. \tag{18}$$

Here, $(-1)^n w_n = |w_n|$ because of the particle is initially heading in the $+z$ direction. To leading order, $R_{N,n} := e^{T_n}S_{N,n}$ can usually be dropped in comparison with $w_n/\epsilon$. The last approximation will become clear later [Eq. (31)] when we retain the next-to-leading order corrections.

The procedure for solving the final value problem is as follows. First, given the final zero-crossing time $T_N$, we know the final value $R_{N,N} = (-1)^N$. Second, given the final value $w_{N,N}$, the rapidity when $T_{n-1} < T < T_n$ can be computed by integrating backward in time:

$$w_N(T) = w_{N,n} + \epsilon \left[ (-1)^n (T - T_n) + (1 - e^{T - T_n})R_{N,n} \right]. \tag{19}$$

Third, we can solve for the oscillation half period $d_{n-1/2}$ such that the integral constraint is satisfied:

$$0 = \int_0^{d_{n-1/2}} dT \sinh w_N(T_n - T). \tag{20}$$

Here, we need to solve a transcendental equation. This can be done numerically using, for example, Newton's method, with the initial guess given by Eq. (18). Having determined the value of $d_{n-1/2}$, we can then compute $R_{N,n-1}$ from the backward recurrence relation

$$R_{N,n-1} = 2(-1)^{n-1} + e^{-d_{n-1/2}}R_{N,n}, \tag{21}$$

and compute $w_{n-1}$ by substituting $T_{n-1} = T_n - d_{n-1/2}$ into Eq. (19). These steps can be repeated backward in time for $n \leq N$ until $n = 0$ when we reach the initial time.

When solving the final value problem, the independent variables are $T_N$ and $w_{N,N}$, and we do not have direct control over $T_0$ and $w_0$. In order to make connection with the initial value problem, we can shift the time axis such that $T_0$ is fixed. Moreover, we can recursively adjust $w_{N,N}$ such that the backtracted $w_{N,0}$ agrees with $w_0$. Once we determine $w$, the displacement can be easily found by integration using the condition that $z = 0$ at $T_n$. Denoting $w_N(T)$ the rapidity trajectory with $N$ returns, the limit of the function series
\( w_\infty(T) = \lim_{N \to \infty} w_N(T) \) is then the trajectory when the particle is confined in the electrostatic trap indefinitely.

Due to radiative losses, the particle oscillates with decaying amplitude. As the amplitude decays, the oscillation period also decays. In its final state, the particle will loose all its mechanical energy and stays at rest on the \( z = 0 \) plane. Although it is a legitimate mathematical question to ask exactly how the final state is reached and how the function series \( \{w_N(T)\}_{N=1}^\infty \) converges, these questions are of little physical significance, because long before reaching the final state, the particle already oscillates on time scales shorter than \( \tau_0 \), for which classical electrodynamics is likely invalid. Therefore, the primary concern here is what happens on some finite time interval \( T \in [T_0, T_f] \), when the oscillation period is much larger than the Compton time.

An example of the above numerical procedure for solving the final value problem is illustrated in Fig. 2. Each trajectory is obtained by adjusting the value of \( w_{N,N} \) such that the initial value \( w_0 = 1 \) is fixed. In this example, the normalized acceleration \( \epsilon = 0.01 \) is considered large for classical electrodynamics. Even so, the influence of preacceleration is limitted to \( T \approx T_n \), during which the absolute value of \( \dot{w} \) is smoothly reduced, so that the particle

![Figure 2: Rapidity trajectories \( w_N(T) \) for \( N = 3 \) (solid blue), 5 (dashed magenta), and 7 (dotted orange) show rapid convergence to \( w_\infty(T) \) for \( T \in [T_0, T_3] \). All trajectories have the same initial value \( w_0 = 1 \) at \( T_0 = 0 \), and the normalized acceleration \( \epsilon = 0.01 \). The rapidity changes almost linearly as expected for hyperbolic motion, except near \( T \approx T_n \), where \( |\dot{w}| \) is smoothly reduced due to preacceleration.](image-url)
is not able to return to its original rapidity after each period of oscillation. Away from the midplane, the particle travels with almost constant acceleration as expected for hyperbolic motion. The oscillation amplitude slowly decreases, so does the oscillation period, until the external force is turned off after \( N \) oscillations. In this example, notice that the three trajectories are barely distinguishable on the time interval \([T_0, T_3]\). On this fixed time interval, although \( w_5 \) receives corrections from the future when compared to \( w_3 \), the corrections are exponentially suppressed. The corrections \( w_7 \) receives from the future are suppressed even further. Due to the exponential suppression, the function series converges rapidly for \( T \in [T_0, T_3] \). When \( \epsilon \) is smaller or when \( w_0 \) is larger, the oscillation half period is larger, so the influence of preacceleration is comparatively smaller and the function series converges faster. For given \( \epsilon \) and \( w_0 \), it can be proven in a mathematically rigorous way that the function series \( \{w_N(T)\}_{N=1}^{\infty} \) uniformly converges on any given time interval \([T_0, T_f]\). In practice, if we are interested in the dynamics of \( w_\infty \) for \( T \in [T_0, T_N] \), then \( w_{N+1} \) already provides a very good approximation.

3. Energy budget of the trapped particle

From the previous example, we see that each time the particle returns to the midplane, it looses some of its rapidity due to preacceleration. This can be seen more clearly from the particle’s energy budget. The energy of the particle can be separated into four components: the kinetic energy, the potential energy, the radiation energy, and the Schott energy. In this section, I will investigate how these energy components evolve in details.

Among the four energy components, the kinetic energy and the potential energy can be defined for charged particles as well as neutral particles, and their sum is usually referred to as the mechanical energy. The kinetic energy is a familiar concept in classical mechanics. It is the energy a particle possess due to its motion. In special relativity, the kinetic energy \( E_K = mc^2(\gamma - 1) \) is the energy of the particle in excess of its rest energy. Denoting \( \mathcal{E}_K := E_K/mc^2 \), then in the hyperbolic coordinate, the normalized kinetic energy

\[
\mathcal{E}_K = \cosh w - 1. \tag{22}
\]

The potential energy \( E_P \) is also a familiar concept, and equals to the negative work done by conservative forces. In differential form, \( dE_P/dz = -F_{\text{ext}} \). Now that the external force is constant, \( \mathcal{E}_P = \epsilon|z|/\tau_0 c \), where \( \mathcal{E}_P := E_P/mc^2 \) is
the normalized potential energy. Here, I have taken $z = 0$ to be the reference point where $E_P = 0$. Alternatively, we can express the potential energy as a function of time:

$$\frac{dE_P}{dT} = \frac{dE_P}{dz} \frac{dz}{dT} = -\frac{F_{\text{ext}}}{mc^2} \gamma_0 c \gamma \beta = -A \sinh w. \quad (23)$$

When $T_{n-1} < T < T_n$, the above can be integrated to give

$$E_P(T) = \epsilon(-1)^{n-1} \int_{T_{n-1}}^T dT' \sinh w(T'). \quad (24)$$

Once we have determined the rapidity trajectory $w(T)$, both the kinetic and the potential energy can be readily evaluated using the above formulas.

The other two energy components, namely, the radiation energy and the Schott energy, are less familiar concepts, which are nonzero only for charged particles. The radiation energy $E_R$ is the energy carried by the freely propagating electromagnetic waves in the far field, which originates from the charged particle when it undergoes acceleration. Using the Larmor formula, the rate at which the radiation energy change is

$$\frac{dE_R}{dT} = \gamma \tau_0 \frac{P_{rad}}{mc^2} = \dot{w}^2 \cosh w, \quad (25)$$

where $E_R := E_R/mc^2$ the normalized radiation energy. The $\gamma$ factor arises because while electromagnetic waves propagate in the lab time, the particle looses energy in its proper time. Suppose we choose the energy reference $E_R = 0$ at $T_0$, then the radiation energy at later time can be computed by

$$E_R(T) = \int_{T_0}^T dT' \dot{w}^2(T') \cosh w(T'). \quad (26)$$

Finally, the Schott energy is constituted of the near field energy as well as the interference between the near field and the far field [33]. This electromagnetic energy can be expressed as a state function of the charged particle [31], which equals to the negative work done by the acceleration force. The acceleration 4-force is the second term of the LAD self force: $2\alpha \hbar \dot{u}^\mu / 3c^2$. Integrating the negative 4-force in time, the Schott 4-momentum is then $p_S^\mu = -2\alpha \hbar \dot{u}^\mu / 3c^2$. The Schott energy $E_S = cp^0_S$ is the time component of $p_S^\mu$. In the hyperbolic coordinate, the normalized Schott energy is

$$E_S = -\dot{w} \sinh w. \quad (27)$$
It is sometimes advocated in the literature that the Schott energy be absorbed into the mechanical energy by renormalizing the mass of the charged particle. However, keeping the Schott energy as a separate term appears to be more illuminating. In fact, the Schott energy is to the radiation energy as the kinetic energy is to the potential energy. These two energy pairs are analogous: both the Schott and the kinetic energy are given as state functions of the particle, while both the radiation and the potential energy are given in terms of integrals.

The above decomposition is meaningful because the total energy is conserved while being distributed dynamically among the four components, each with a distinct physical meaning. To show that the total energy is conserved, we can show that its time derivative is zero. The time derivative of the kinetic energy is $\dot{E}_K = \dot{w} \sinh w$, and the time derivative of the Schott energy is $\dot{E}_S = -\ddot{w} \sinh w - \dot{w}^2 \cosh w$. Combining these with Eq. (23) and (25), the time derivative of the normalized total energy $E = E_K + E_P + E_R + E_S$ is

$$
\frac{dE}{dT} = (\dot{w} - \ddot{w} - A) \sinh w = 0.
$$

A similar conservation law exists for the total momentum, with $\sinh w$ replaced by $\cosh w$ in the above expression. We see the conservation of the total energy and momentum is guaranteed by the LAD equation of motion [Eq. (7)]. Unlike a neutral particle whose conserved total energy is distributed only among the kinetic and the potential components, here for a charged particle, the energy is further distributed towards the radiation and the Schott energy. Notice that the radiation energy can come not only from the mechanical energy, but also from the Schott energy. In particular, in the special case of hyperbolic motion, where the acceleration is constant, we have $\ddot{w} = 0$. In this case $\dot{E}_R = -\dot{E}_S$, and the radiation energy comes entirely from the Schott energy. In other words, under constant acceleration, the charged particle looses no mechanical energy despite of its radiation.

When the charged particle undergoes hyperbolic oscillation, the constant external force flips its sign near the midplane and the energy budget becomes quite intriguing. In Fig. 3, different energy components are plotted for $w_5(T)$ in the example where $w_0 = 1$ and $\epsilon = 0.01$. As discussed earlier, $w_5$ already provides a very good approximation for $w_\infty$ on the time interval $[T_0, T_3]$. As can be seen from the figure, the mechanical energy (magenta) is roughly constant between adjacent zero crossings. The kinetic energy (red) first decreases due to deceleration, and then increases when the particle is
Figure 3: Time evolution of energy components for the rapidity trajectory $w_5$, where $w_0 = 1$ and $\epsilon = 0.01$. This trajectory provides a good approximation for $w_\infty$ on the time interval $[T_0, T_3]$. Between adjacent zero crossings, the mechanical energy (magenta) is roughly constant and distributed among the kinetic (red) and the potential (blue) energy; the radiation energy (purple) increases at the expanse of the Schott energy (orange). During zero crossings $T \approx T_n$, the mechanical energy is consumed to charge the Schott energy. This process happens on $T = \tau/\tau_0 \sim 1$ time scale due to preacceleration.

accelerated in the opposite direction. Complementarily, the potential energy (blue) first increases when the particle travels against the external force, and then decreases when the particle travels along the force. Interesting dynamics occurs on $T \sim 1$ time scales when $T \approx T_n$, where the mechanical energy drops rapidly to charge the Schott energy (orange). The Schott energy jumps near $T \approx T_n$ because $\ddot{w}$ receives a kick from the sign flip of the external force. The Schott energy, which is recharged during every zero crossings, is subsequently discharged through the radiation energy (purple). To a very good approximation, the radiation energy increases linearly between zero crossings, while the Schott energy decreases linearly at the same rate to compensate for the radiative energy loss. The total energy (grey) remains constant.
4. From short-time dynamics to long-time behavior

4.1. Short-time dynamics

Let us take a closer look at what happens during zero crossings, which turns out to determine the dynamics on longer time scales. We can zoom in near $T \approx T_n$, and an example is shown in Fig. 4. In this example, $n$ is an even number, so $w_n > 0$. In order to exaggerate deviations from hyperbolic motion, $\epsilon = 0.1$ is taken excessively large. This is mathematically allowed once we are given the equation of motion. When $\epsilon$ is larger, the acceleration is larger and the oscillation period is shorter, so that a larger portion of the trajectory is noticeably affected by preacceleration.

Across the midplane, the external force flips sign and the rapidity no longer changes linearly due to preacceleration [Fig. 4(a)]. Denoting $\Delta T = T - T_n$, then for $\Delta T < 0$, the acceleration [Eq. (16)] can be approximated by

$$\dot{w} \simeq \epsilon (-1)^n (1 - 2e^{\Delta T}).$$

(29)

Here, I have used $d_{n-1/2} \gg 1$ to obtain the approximation $R_{N,n} \simeq 2(-1)^n$ from its recurrence relation [Eq. (21)]. The second term would have been a step function that switches sharply from zero to one, if it were not due to preacceleration that smoothly flips the sign of the acceleration [Fig. 4(a), red]. Integrating the above approximated acceleration for $\Delta T < 0$, the rapidity [Fig. 4(a), black] can be approximated by

$$w \simeq w_n + (-1)^n \epsilon (\Delta T + 2 - 2e^{\Delta T}).$$

(30)

Since the future force is in the opposite direction, the particle starts to decelerate before reaching $z = 0$. Consequently, upon returning to the midplane, the particle is not able to regain the rapidity it had during the previous zero crossing. The rapidity lost can be found from Eq. (30), which gives

$$|w_{n-1}| - |w_n| \simeq 2\epsilon.$$

(31)

While these intriguing behaviors occur for $\Delta T < 0$, what happens for $\Delta T > 0$ is much simpler. After crossing $z = 0$, the particle sees a constant external force until $\Delta T \approx d_{n+1/2}$, when the particle again returns to the midplane. Since preacceleration is exponentially suppressed, the remote future has far less influence than the near future. When $d_{n+1/2} \gg 1$, to a very good approximation, we can ignore future zero crossings. Then, for $0 < \Delta T \ll d_{n+1/2}$,

$$\dot{w} \simeq -\epsilon (-1)^n,$$

(32)

$$w \simeq w_n - \epsilon (-1)^n \Delta T.$$  

(33)
Figure 4: Short-time dynamics of particle trajectory (a) and energy components (b) near $T_n$. To exaggerate deviations from hyperbolic motion, $\epsilon = 0.1$ is taken excessively large. At $T_{n-1/2}$, the particle reaches maximum displacement, where the rapidity $w = 0$, the kinetic energy $E_K = 0$, and the potential energy $E_P$ reaches a maximum. At later time, the particle is accelerated towards $z = 0$, during which the mechanical energy is conserved and the radiation energy $E_R$ increases at the expense of the Schott energy $E_S$. When $T$ increases towards $T_n$, the acceleration $\dot{w}$ smoothly flips sign due to preacceleration, which charges $E_S$ at the expense of the mechanical energy. After crossing $z = 0$, the particle is decelerated, while $E_R$ continues to increase by discharging $E_S$.

In other words, right after $T_n$, the particle is decelerated by an almost constant force and the motion is very close to hyperbolic. As its name suggests, preacceleration mostly affects how the particle approaches $z = 0$, with little influence on how the particle leaves the midplane.

The influence of preacceleration can also be seen from the energy components [Fig. 4(b)]. Denoting $T_{n-1/2}$ the time at which the particle reaches the maximum displacement where the potential energy is maximized [Fig. 4(b), blue]. At that instant, the rapidity $w(T_{n-1/2}) = 0$, so both the kinetic and the Schott energy are zero. When $T_{n-1/2} < T < T_n$, the potential energy decreases while the kinetic energy increases [Fig. 4(b), red]. Their sum, namely, the mechanical energy [Fig. 4(b), magenta] is roughly constant until $T$ approaches $T_n$. Near the bottom of the potential well, preacceleration acts as a friction force. Consequently, only a fraction of $E_P$ is converted to $E_K$, while the remaining energy is transferred to the Schott energy [Fig. 4(b), orange]. Once the particle crosses the midplane, preacceleration plays a negligible role. The particle’s kinetic energy is almost entirely converted to its poten-
tial energy, and the increasing radiation energy [Fig. 4(b), purple] is almost entirely provided by the Schott energy. In other words, mechanical energy is consumed to charge the Schott energy only during zero crossings, while the Schott energy is continuously discharged to supply energy for radiation.

The amount of mechanical energy lost between $T_n - 1/2$ and $T_n + 1/2$ can be easily estimated. Denoting $\Delta \mathcal{E} = \mathcal{E}(T_{n+1/2}) - \mathcal{E}(T_{n-1/2})$, then $\Delta \mathcal{E}_K = \Delta \mathcal{E}_S = 0$ because both the kinetic and the Schott energy vanishes at maximum displacements. For $\Delta T < 0$, the energy change can be calculated using approximations Eqs. (29) and (30). Similarly, for $\Delta T > 0$, the energy change can be calculated using approximations Eqs. (32) and (33). Also using these approximation, we have

$$T_n - T_{n-1/2} \simeq \frac{|w_n|}{\epsilon} + 2,$$

$$T_{n+1/2} - T_n \simeq \frac{|w_n|}{\epsilon},$$

which are needed as the upper and lower limits of the integrals. Using either Eq. (24) or Eq. (26), it is a straightforward calculation to show that

$$\Delta \mathcal{E}_R = -\Delta \mathcal{E}_P \lesssim 2\epsilon \sinh |w_n|,$$

plus $O(\epsilon^2)$-order terms. We see that after each half period, the particle effectively looses its potential energy due to radiation. The energy change is larger for larger acceleration because the radiation power is proportional to $\epsilon^2$. Moreover, the energy change is larger when the particle has more time to radiate: the oscillation half period is $\sim 2\sinh |w_n|/\epsilon$ in the lab frame as I will show later [Eq. (45)]. The above formula overestimates the increase of the radiation energy as well as the decrease of the potential energy.

4.2. Long-time behavior

Although changes within each oscillation period is small, the accumulated change can be substantial. To describe the long-time behavior, let us define an auxiliary envelope function $\bar{w}$, such that $\bar{w}(T_n) \simeq |w_n|$. At intermediate time $T = T_{n-1/2}$, we can approximate the envelope function by $\bar{w}(T_{n-1/2}) \simeq |w_{n-1}| - \epsilon \simeq |w_n| + \epsilon$, and approximate its time derivative by

$$\frac{d\bar{w}}{dT} = \frac{|w_n| - |w_{n-1}|}{d_{n-1/2}} \simeq -\frac{\epsilon^2}{\bar{w} + \epsilon}.$$
Equivalently, the above differential equation for \( \bar{w} \) can be derived by fitting the mechanical or radiation energy. Denoting \( \bar{E}_M \) the averaged mechanical energy, then the averaged radiation energy \( \bar{E}_R = \bar{E} - \bar{E}_M \), because the averaged Schott energy \( \bar{E}_S = 0 \). Since the conserved total energy \( \bar{E} \) is only shared between \( \bar{E}_M \) and \( \bar{E}_R \), we can impose the time derivatives at \( T = T_n \) to be

\[
\frac{d\bar{E}_M}{dT} = -\frac{d\bar{E}_R}{dT} = -\frac{\Delta \bar{E}_R}{T_{n+1/2} - T_{n-1/2}} \approx \frac{\epsilon^2 \sinh \bar{w}}{\bar{w} + \epsilon}.
\]  

(38)

To convert the above equation to an equation for \( \bar{w} \), notice that at \( T = T_n \), the potential energy \( E_P = 0 \), while the kinetic energy \( E_K = \cosh w_n - 1 \). Since \( \bar{w}(T_n) \approx |w_n| \), we can express the averaged mechanical energy as

\[
\bar{E}_M \approx \cosh \bar{w} - 1.
\]  

(39)

Substituting this relation into Eq. (38), we obtain the same differential equation for \( \bar{w} \) as given by Eq. (37). This differential equation is easy to solve:

\[
\bar{w} \approx \sqrt{(w_0 + \epsilon)^2 - 2\epsilon^2 T^2} - \epsilon,
\]  

(40)

which gives a good approximation of the long-time behavior when \( w_0 \gg \epsilon \) and \( \epsilon \ll 1 \). We see the envelope decreases to zero in finite time \( T_c \approx (w_0 + \epsilon)^2/2\epsilon^2 \). In other words, if we launch a charged particle in the electrostatic trap, the particle will undergo hyperbolic oscillations for only a finite time, before all its mechanical energy is drained by radiative energy loss. Of course, the above approximation is not valid near \( T_c \), because when \( T \to T_c \), the rapidity \( w \to 0 \); when \( w \) is not much larger than \( \epsilon \), the condition \( d_{n-1/2} \gg 1 \) no longer hold. Therefore, the above lowest-order approximations deviate from the exact results when approaching the final time.

An example of the long-time behavior of the trapped particle is shown in Fig. 5. In this example, the normalized acceleration \( \epsilon = 0.01 \), and the final value problem is solved for \( N = 100 \) zero crossings with \( w_{N,N} = 0.1 \). The exact solution of the rapidity [Fig. 5(a), blue] shows hyperbolic oscillations with decreasing amplitude and increasing frequency. The black curves in Fig. 5(a) shows the envelope \( \pm \bar{w} \) given by Eq. (40), which provides a very good approximation. Each time the particle crosses the midplane, the Schott energy [Fig. 5(b), orange] is reset, which is then discharged to provide energy for radiation. The Schott energy oscillates and its averaged value is zero. On the other hand, the radiation energy keeps on increasing [Fig. 5(b), purple].
Since the external acceleration has constant absolute value, the radiation power is almost constant. At early time when the particle has high rapidity, the radiation energy increases at a rate \( \sim \epsilon^2 \sinh \bar{w}/\bar{w} \), where the factor \( \sinh \bar{w}/\bar{w} \) comes from the relativistic time dilation. At later time when \( \epsilon \ll w \ll 1 \), relativistic effects diminishes and the radiation energy increases linearly at a rate \( \sim \epsilon^2 \). Since the total energy is conserved, the increase in radiation energy ultimately comes from the mechanical energy through the Schott energy. The mechanical energy, which is roughly constant away from zero crossings, decreases in a stepwise manner [Fig. 5(b), magenta]. The average mechanical energy \( \bar{E}_M \), which is given by Eq. (39), is shown by the dashed blue curve in Fig. 5(b). When the acceleration \( \epsilon \) is smaller, the approximation works even better.

Figure 5: Long-time behavior of the hyperbolic oscillator can be well approximated using the envelope function. For example, when \( \epsilon = 0.01, w_{N,N} = 0.1 \), and \( N = 100 \), the exact solution to the final value problem (a, blue) is well inscribed by the envelope function (a, black). The stepwise decreasing mechanical energy (b, magenta) is centered around its envelope approximation (b, dashed blue), and the smoothly increasing radiation energy (b, purple) almost overlaps with its envelope approximation (b, dashed red). The Schott energy (b, orange) oscillates about zero, with no averaged contribution to the total energy.
5. Experimental signatures: chirping of radiation

Experimentally, it may be challenging to directly measure the trajectory and energy of a single particle. However, it is possible to measure the emitted radiation. Unlike a harmonic trap, the hyperbolic trap offers additional experimental signatures through radiation chirping.

The characteristic frequency of the electromagnetic wave is determined by the period of the hyperbolic oscillation. Since the oscillation period is slowly decreasing, one will observe positively chirped signals with increasing frequency. To see how the frequency is chirped, we can use Eq. (18). The oscillation quarter period in the particle’s frame is then

\[ Q \simeq \frac{\bar{\omega}}{\epsilon} + 1. \tag{41} \]

Here, I relate the oscillation period to the envelope \( \bar{\omega} \) because the period is well-defined only after averaging over many cycles.

Due to relativistic time dilation, the quarter period appears longer in the lab frame. The normalized lab time \( T = t/\tau_0 \) between zero crossings can be determined using \( dt/d\tau = \gamma = \cosh w \) as

\[ \delta_{n-1/2} := T_n - T_{n-1} = \int_{T_{n-1}}^{T_n} dT \cosh w. \tag{42} \]

The exact value of \( \delta_{n-1/2} \) can be approximated using Eq. (30) for \( w \) when \( T \in [T_{n-1/2}, T_n] \) and using Eq. (33) for \( w \) when \( T \in [T_{n-1}, T_{n-1/2}] \), where the time intervals can be approximated by Eqs. (34) and (35). The oscillation half period in the lab frame is then

\[ \delta_{n-1/2} \simeq \frac{2 \sinh |w_{n-1}|}{\epsilon}. \tag{43} \]

From the half period, we can then determine \( Q \), the normalized lab-frame quarter period. Since the period is slowly drifting, we can define the quarter period at time \( T_n \) to be the average

\[ Q_n := \frac{\delta_{n-1/2} + \delta_{n+1/2}}{4}. \tag{44} \]

To determine the smooth function \( Q \) that fits the above discrete points, we can again use the envelope function \( \bar{\omega} \). Recall that at \( T_n \) we have \( \bar{\omega} = |w_n| \simeq
\[ |w_{n-1}| - 2\epsilon, \text{ so } \delta_{n-1/2} \simeq 2\sinh(\bar{w} + 2\epsilon)/\epsilon \text{ and } \delta_{n+1/2} \simeq 2\sinh(\bar{w})/\epsilon. \]

In other words, we can express \( Q_n \) in terms of \( \bar{w}(T_n) \). Enforcing this expression for all time, the lab-frame quarter period can then be approximated by

\[
Q \simeq \frac{\sinh(\bar{w} + \epsilon) \cosh \epsilon}{\epsilon}.
\]  

(45)

It may be tempting to ignore \( \epsilon \) in the numerator in comparison with \( \bar{w} \). However, since \( \sinh(\bar{w} + \epsilon) \simeq \exp(\bar{w})(1 + \epsilon + \ldots) \), the small \( \epsilon \) term may still introduce order unity corrections.

To see how \( Q \) decreases in the lab time, we need to determine \( \bar{w} \) as a function of the lab time \( T \). Following similar arguments that lead to Eq. (37), we can impose the derivative of \( \bar{w} \) at \( T_{n-1/2} \) to be

\[
\frac{d\bar{w}}{dT} = \frac{|w_n| - |w_{n-1}|}{\delta_{n-1/2}} \simeq -\frac{\epsilon^2 \sinh(\bar{w} + \epsilon)}{\sinh(\bar{w} + \epsilon)}. \]

(46)

This equation can be easily integrated, whereby the rapidity envelope as a function of the lab time is given by

\[
cosh(\bar{w} + \epsilon) \simeq \cosh(w_0 + \epsilon) - \epsilon^2 T.
\]

(47)

Notice that the envelope \( \bar{w} + \epsilon \) decreases to zero in finite lab time. Moreover, \( Q \) decreases to zero when \( \bar{w} = -\epsilon \), which is attained at the cutoff time

\[
T_c \simeq \frac{1}{\epsilon^2} \left[ \cosh(w_0 + \epsilon) - 1 \right].
\]

(48)

The above estimation of the final cutoff time has order unity error because the approximation is only valid when \( \bar{w} \gg \epsilon \). The error is manifested in Eq. (45), where the oscillation period \( Q \simeq 1 \) fails to decrease to zero even when the oscillation amplitude \( \bar{w} = 0 \) has vanished.

The oscillation period decreases almost linearly for a long time. To see this, substituting Eq. (47) into Eq. (45), we can express the lab-frame quarter period in terms of the lab time as

\[
Q \simeq \sqrt{Q_0 - \frac{\epsilon T \cosh \epsilon}{\tanh(w_0 + \epsilon)}} - \left( \frac{\epsilon T \cosh \epsilon}{\sinh(w_0 + \epsilon)} \right)^2 + O(\epsilon^2),
\]

(49)

\[ \simeq Q_0 - \frac{\epsilon \cosh \epsilon}{\tanh(w_0 + \epsilon)} T + O(\epsilon^2), \]
where $Q_0 = \sinh(w_0 + \epsilon) \cosh \epsilon / \epsilon$ is the initial quarter period. The linear approximation holds when $\epsilon T \ll Q_0 \sinh(w_0 + \epsilon) / [1 + \cosh(w_0 + \epsilon)]$. In other words, the linear approximation holds for $\sim 1/\epsilon$ cycles of oscillations if $w_0 \gtrsim 1$. Another way to see the chirping rate is by directly computing

$$\frac{dQ}{dT} = \frac{dQ}{d\bar{w}} \frac{d\bar{w}}{dT} \approx -\frac{\epsilon \cosh \epsilon}{\tanh (\bar{\omega} + \epsilon)}.$$  

(50)

We see the chirping rate $\sim \epsilon / \tanh \bar{\omega}$ is much smaller than the oscillation period $\sim \sinh \bar{\omega}/\epsilon$ as long as $\bar{\omega} \gg \epsilon$. Therefore, the radiated electromagnetic waves always have well-defined frequency, and the chirping rate is always slow within the applicability of classical electrodynamics.

An example of the chirping behavior is shown in Fig. 6. In this example, $\epsilon = 0.01$, $w_{N,N} = 0.1$, and $N = 100$ are the same as in the previous example. The exact values of the lab-frame quarter period [Eq. (44)] as a function of the lab time can be determined by solving the final value problem. Since $\epsilon \ll \bar{\omega}$, chirping can also be estimated using the envelope approximation [Eq. (45)].
Moreover, in the same regime, the chirping is almost linear for a very long time [Eq. (49)]. Suppose $\epsilon \ll \epsilon \ll 1 \ll w_0$ where $\epsilon$ is some small number, then linear approximation holds for $T \lesssim T_{\text{max}} \simeq \epsilon \sinh^2(w_0+\epsilon)/\epsilon^2[1+\cosh(w_0+\epsilon)]$. Within this lab time $T_{\text{max}}$, the particle oscillates for $\sim \epsilon/\epsilon \gg 1$ cycles, and the relative change of the period $\Delta Q/Q_0 \sim \epsilon$ can be significant. Recall that for classical electrodynamics to hold, we need $\epsilon \ll 10^{-2}$, so we can safely take $\epsilon = 0$. Then, if the particle initially has relativistic velocity $w_0 \gtrsim 1$, we can observe as much as $\sim 10\%$ chirping in the linear regime.

6. Required experimental accuracy

To falsify classical models, experiments need to be accurate enough to resolve model differences. To estimate a typical difference, I consider the LL self force in addition to the LAD self force, both of which are widely advocated in the literature. It turns out that predictions based on the LL self force is equivalent to those given by the envelope approximation.

6.1. Equivalence of Landau-Lifshitz and envelope approximations

Using perturbative treatment, one first ignores the self force. Since the external force is constant except when the particle crosses the boundary, the time derivative of the lowest-order acceleration is

$$\ddot{w}_{\text{LL}}^{(n)} = -2\epsilon \sum_{n=\infty}^{+\infty} (-1)^n \delta(T - T_{\text{LL}}^{(n)}),$$

(51)

where the superscripts emphasize the LL approximation. The minus sign comes from the initial condition at $T_0$, when the particle enters the $z > 0$ region where the acceleration is in the $-z$ direction.

The perturbative treatment then calculates the next-order acceleration by including the self force. This can be done by substituting Eq. (51) into the LAD formula. When $T_{n-1}^{\text{LL}} < T < T_n^{\text{LL}}$, the LL self force is zero. The solution is simply hyperbolic motion:

$$w_{\text{LL}}^{(n)} = w_{n-1}^+ + \epsilon(-1)^n(T - T_{n-1}^{\text{LL}}).$$

(52)

Here, $w_{n-1}^+$ is the rapidity when $T$ approaches $T_n^{\text{LL}}$ from the positive side. What the LL self force does is to introduce discontinuities during zero crossings. Integrating across the $\delta$-function,

$$w_{n-1}^+ = w_{n-1}^- + 2\epsilon(-1)^n,$$

(53)
where \( w_{n-1}^- \) is the rapidity when \( T \) approaches \( T_{n-1}^{\text{LL}} \) from the negative side. Notice that \( w_n = (-1)^n |w_n| \), so the \( \delta \)-function kick reduces the absolute value of the rapidity when the particle crosses the midplane.

As before, we do not know a priori the zero crossing time, which needs to be determined from the particle’s trajectory. Substituting Eq. (52) into the constraint that the particle returns to zero [Eq. (15)], the time interval between zero crossings is

\[
d_{n-1/2}^{\text{LL}} = \frac{2|w_{n-1}^+|}{\epsilon}.
\]  

(54)

We see the approximation for \( d_{n-1/2} \) [Eq. (18)] becomes exact under the LL self force. Substituting \( T_n^{\text{LL}} = T_{n-1}^{\text{LL}} + d_{n-1/2}^{\text{LL}} \) into Eq. (52) we can easily determine \( w_n^- = -w_{n-1}^+ \). In comparison with the previous zero crossing, the absolute value of the rapidity decreases by

\[
|w_n^-| = |w_{n-1}^+| - 2\epsilon.
\]  

(55)

We see the short-time behavior given by Eq. (31) becomes exact under the LL self force. Notice that each time the particle returns to the midplane, the rapidity \( |w| \) decreases by a fixed amount. However, the time it takes for the particle to return is gradually shrinking. The short-time dynamics is shown in Fig. 7(a), where I have used exactly the same parameters as in Fig. 4. Unlike the LAD self force that introduces a smooth decrease through preacceleration, the LL self force introduces jumps when the particle crosses the midplane.

To see how the LL self force affects the energy of the charged particle, let us calculate energy components on the time interval \( T \in (T_{n-1}^{\text{LL}}, T_n^{\text{LL}}) \). The expressions are particularly simple in terms of \( T_{n-1/2}^{\text{LL}} \), the time when the particle reaches the maximum displacement where the rapidity becomes zero. It is easy to see that \( T_{n-1/2}^{\text{LL}} = (T_{n-1}^{\text{LL}} + T_n^{\text{LL}}) / 2 \) is exactly at the center of the time interval, on which \( w_n^{\text{LL}}(T) = \epsilon(-1)^n(T - T_{n-1/2}^{\text{LL}}) \). First, the kinetic energy is still given by Eq. (22), which can now be written as

\[
\mathcal{E}_K^{\text{LL}} = \cosh \epsilon(T - T_{n-1/2}^{\text{LL}}) - 1.
\]  

(56)

Since the rapidity is discontinuous, the kinetic energy is also discontinuous across time boundaries. Second, the potential energy is given by Eq. (24). The integration can now be carried out exactly:

\[
\mathcal{E}_P^{\text{LL}} = \cosh |w_{n-1}^+| - \cosh \epsilon(T - T_{n-1/2}^{\text{LL}}).
\]  

(57)
The potential energy is clearly continuous and is in fact zero at the midplane. Third, the radiation energy, which is given by the integral Eq. (26), is also continuous. Denoting $\mathcal{E}_{\text{LL}R,n}^{\text{LL}}$ the value of the radiation energy at the previous time boundary, then

$$\mathcal{E}_{\text{LL}R,n}^{\text{LL}} = \sum_{k=0}^{n-1} \sinh \left( w_{n}^{+} - 2\epsilon k \right) = \epsilon \left( \cosh \left( w_{n}^{+} + \epsilon \right) - \cosh \left( w_{n}^{+} + \epsilon \right) \right) / \sinh \epsilon,$$

where I have set the reference value $\mathcal{E}_{\text{LL}R,0}^{\text{LL}}$ to zero. Finally, the Schott energy [Eq. (27)] is now given by

$$\mathcal{E}_{\text{LL}S}^{\text{LL}} = -\epsilon \sinh \epsilon \left( T - T_{n-1/2}^{\text{LL}} \right).$$

We can compute $\mathcal{E}_{\text{LL}R,n}^{\text{LL}}$ from $|w_{n}^{+}| = w_{0}^{+} - 2\epsilon n$ by carrying out the sum $\mathcal{E}_{\text{LL}R,n}^{\text{LL}} = \epsilon \left[ \cosh \left( w_{n}^{+} + \epsilon \right) - \cosh \left( w_{n}^{+} + \epsilon \right) \right] / \sinh \epsilon$.

Similar to the kinetic energy, the Schott energy is discontinuous across time boundaries. The short-time dynamics of all energy components are shown in Fig. 7(b), where I have used exactly the same parameters as in Fig. 4. While the kinetic energy suddenly drops, the Schott energy suddenly increases due to the $\delta$-function kick by the LL self force.

Although the LL approximation results in a much simpler solution forward in time, it is important to note that the total energy is no longer...
conserved. This can be anticipated from the time derivative of the total energy Eq. (28), which is zero within each time interval but nonzero at the time boundaries. To see how much energy error is introduced by the LL approximation, let us compare the total energy in two consecutive time intervals. Summing Eqs. (56)-(59), the total energy when \( T_{n-1}^{\text{LL}} < T < T_n^{\text{LL}} \) is

\[
\mathcal{E}_{n-1/2}^{\text{LL}} = \cosh |w_{n-1}^+| - 1 + \mathcal{E}_{R,n-1}^{\text{LL}} + \varepsilon \sinh |w_{n-1}^+|.
\]  

Similarly, we can compute the total energy \( \mathcal{E}_{n+1/2}^{\text{LL}} \) in the next time interval \( T_n^{\text{LL}} < T < T_{n+1}^{\text{LL}} \). The energy difference \( \Delta \mathcal{E}_n^{\text{LL}} = \mathcal{E}_{n+1/2}^{\text{LL}} - \mathcal{E}_{n-1/2}^{\text{LL}} \) can be computed using Eq. (59) to relate \( w_{n-1} \) to \( w_n^+ \):

\[
\Delta \mathcal{E}_n^{\text{LL}} = \cosh |w_n^+|(1 + \varepsilon \sinh 2\varepsilon - \cosh 2\varepsilon) + \sinh |w_n^+|(\varepsilon + \varepsilon \cosh 2\varepsilon - \sinh 2\varepsilon). 
\]  

The first line is proportional to \( 2\varepsilon^4/3 + O(\varepsilon^6) \) and the second line is proportional to \( 2\varepsilon^3/3 + O(\varepsilon^5) \). The energy error at each time step is small and slowly decreasing. However, notice that \( \Delta \mathcal{E}_n^{\text{LL}} > 0 \) is always positive for all values of \( \varepsilon \) and \( w_n^+ \). In other words, using the LL approximation, the total energy monotonically increases due to errors. As an estimate of an upper bound of the accumulated error, \( \Delta \mathcal{E}_n^{\text{LL}} = \sum_{n=1}^{w_0/2\varepsilon} \Delta \mathcal{E}_n^{\text{LL}} \lesssim \varepsilon^2 w_0 \sinh w_0/3 \). When \( \varepsilon \ll w_0 \lesssim 1 \), the accumulated energy error is of \( \varepsilon^2 \) order.

Having discussed properties of the LL solution, let me now show that the LL solution is exactly described by the envelope equation. To see this, we can identify \( \tilde{w}(T_{n-1/2}^{\text{LL}}) = (|w_{n-1}^+| + |w_n^+|)/2 \). Using Eq. (54) for the time interval \( d_{n-1/2}^{\text{LL}} \) and Eq. (55) for the change of \( |w| \), the time derivative of \( \tilde{w} \) is then exactly given by Eq. (37). To see that the solution to the envelope equation [Eq. (40)] indeed passes through \( |w_n^+| \), we can prove by mathematical induction. First, when \( T = T_{n}^{\text{LL}} = d_{n}^{\text{LL}} \), Eq. (40) gives \((\tilde{w}_1 + \varepsilon)^2 = (w_1 + \varepsilon)^2 - 4\varepsilon |w_0^+| \). If we take the initial condition \( w_0 = |w_0^+| \), then \( \tilde{w}_1 = |w_0^+| - 2\varepsilon = |w_1^+| \). Next, suppose \( \tilde{w}_n = |w_n^+| \), namely, \((|w_n^+| + \varepsilon)^2 = (w_n + \varepsilon)^2 - 2\varepsilon^2 T_n^{\text{LL}} \). Then, at the next time step \( T_{n+1}^{\text{LL}} = T_n^{\text{LL}} + d_{n+1/2}^{\text{LL}} \), Eq. (40) gives

\[
\tilde{w}_{n+1} = |w_{n+1}^+|.
\]  

We see the induction hypothesis also holds at the next step. Therefore, the continuous envelope \( \tilde{w} \) exactly passes through the LL solution \( |w_n^+| \) at \( T_n^{\text{LL}} \) for all \( n \), and the two approximations are thereof equivalent.
Consequently, under the LL approximation, the chirping behaviors described by the envelope approximations also become exact. In particular, the proper quarter period \( Q_n = \left( \frac{d_{n-1/2} + d_{n+1/2}}{2} \right) \) is exactly given by Eq. (41). In terms of the lab time, Eq. (43) becomes exact for \( \delta_{n-1/2} \) if we identify \( w_{n-1} \) with \( w_{n-1}^+ \). Then, the lab frame quarter period \( Q \) is exactly given by Eq. (45) as a function of \( \bar{w} \). When expressing \( Q \) as a function of the lab time \( T \), Eq. (46) becomes exact for \( \bar{w}(T) \), whose solution Eq. (47) also becomes exact. Substituting \( \bar{w}(T) \) into \( Q(T) \), the lab frame quarter period can then be expressed in terms of the lab time, for which Eq. (49) becomes exact. The LL approximation overestimates radiation energy and underestimates mechanical energy. The net consequence is that the rapidity and the quarter period are underestimated, while the total energy increases secularly.

6.2. Discrepancies between envelope and exact solutions

Neither the LL solution nor the preacceleration solution gives a satisfactory prediction of what will happen to a charged hyperbolic oscillator. The LL solution cannot be the true, because it does not even conserve energy. The preacceleration solution, albeit conserving energy and momentum, is usually regarded as unphysical because it violates classical causality. The real behavior of the hyperbolic oscillator is likely influenced by quantum effects, especially during midplane crossings that occur on Compton time scale. Although it remains to be calculated quantum mechanically and measured experimentally the long-time behavior of a trapped particle, it worth taking a closer look at the discrepancies between the two classical solutions.

The discrepancies between the preacceleration and the LL solutions give estimates of what experimental accuracy will be needed in order to falsify classical radiation reaction models. At earlier time, the discrepancy can be quantified by measuring the linear chirping rate of the radiated electromagnetic waves. Linear chirping remains a very good approximation up to \( T_{\text{max}} \). We can thereof fit the exact \( w_n \) linearly up to \( n_{\text{max}} \cong \frac{\epsilon \sinh(w_0 + \epsilon)}{\epsilon(1 + \cosh(w_0 + \epsilon))} \), and compare the exact slope with the slope given by the envelope approximation [Eq. (49)]. The exact slope is more negative than the envelope slope because the envelope approximation is a convex interpolation of the exact data. Denoting \( s \) the exact slope and \( s_{\text{LL}} \) the slope given by LL approximation, the relative difference \( \Delta s/s \) at \( T_0 \) is shown in Fig. 8(a). As expected, the discrepancy is larger for larger \( \epsilon \) and smaller \( w_0 \), whereby the oscillation period is closer to the Compton time.
At later time, the linear approximation breaks down and the discrepancy between the two solutions increases monotonically. The discrepancy becomes most pronounced at $T_c$ [Eq. (48)], when $Q^{LL}$ given by the envelope solution is reduced to zero while the exact quarter period is still finite. In other words, the LL solution predicts that the particle will lose all its mechanical energy and come to rest with no further radiation at $T_c$, while the preacceleration solution predicts that the particle is still in motion and continues to radiate beyond $T_c$. The ratio $Q(T_c)/Q_0$ is shown in Fig. 8(b), where $Q(T_c)$ is the quarter period of the exact solution at the LL cutoff and $Q_0$ is the initial quarter period. Since the exact data is discrete, $Q(T_c) = (q_L\delta_R + q_R\delta_L)/(\delta_L + \delta_R)$ is estimated using linear interpolation, where $q_L = Q_{n_c-1}$ and $q_R = Q_{n_c}$.

Figure 8: Discrepancies between the LAD preacceleration solution and the Landau-Lifshitz solution give estimates of experimental accuracies needed to exclude radiation reaction models. The relative differences of (a) the linear chirping rate $\Delta s/s$ and (b) the quarter period $Q(T_c)/Q_0$ at LL cutoff are both significant for large acceleration $\epsilon$ and small initial rapidity $w_0$. The discrepancies roughly scale as $\sim \sigma(\epsilon/w_0)^r$, where the error coefficient $\sigma$ and scaling exponent $r$ may be determined using linear regressions as shown in (c) and (d). The data points used in regressions are obtained by numerically solving the final value problem at $\sim 100$ uniformly distributed sampling points in the $\epsilon$-$w_0$ parameter space.
are the nearest exact quarter periods on the left and right of $T_c$. The linear average is weighted by the time separations $\delta_L = T_c - T_{n_c-1}$ and $\delta_R = T_{n_c} - T_c$. As shown in Fig. 8(b), the discrepancy is again larger where quantum corrections are expected to become important.

When $w_0$ is not much larger than $\epsilon$, it is numerically affordable to compute the preacceleration solution. This exact solution is obtained by solving the final value problem with $w_{N,N} = \epsilon$ for $N \approx w_i/2\epsilon$ steps, where $w_i$ is the targeted initial rapidity. Since the envelope approximation overestimates $w$ for the final value problem, the preacceleration solution $w_{N,0}$ is smaller than $w_i$. Given $w_{N,0}$ as the initial value, the LL solution, which can be easily obtained using the envelope formulas, then terminates after $n_c < N$ zero crossings. The discrepancies in the $\epsilon$-$w_0$ parameter space, as shown in Fig. 8, are plotted using the actual value of the initial rapidity.

When $w_0$ is much larger than $\epsilon$, it is not always numerically feasible to solve the final value problem. In order to fit the slope and search the cutoff points, we need to store information at all $N \sim w_0/\epsilon$ time steps in the computer memory, which becomes very challenging for realistic $\epsilon$ values even on modern computers. In this case, the discrepancies may be extrapolated using the empirical scaling laws shown in Fig. 8(c) and (d). Although the discrepancies are not simple functions of $\epsilon/w_0$, their bulk parts may be grossly estimated as $\sim \sigma(\epsilon/w_0)^r$. By calculating the discrepancies at $\sim 100$ sampling points in the $\epsilon$-$w_0$ parameter space, the error coefficient $\sigma$ and the scaling exponent $r$ are estimated. For initial linear chirping, the fitted parameters are $\sigma_c \approx 1.411$ and $r_c \approx 0.987$; for final quarter period, the fitted parameters are $\sigma_q \approx 1.991$ and $r_q \approx 0.602$. To exclude classical radiation reaction models, the experimental uncertainty must be smaller than the expected discrepancies between the LL and the preacceleration solutions.

7. Significance of quantization

So far, I have assumed that classical electrodynamics is applicable to the hyperbolic oscillator, at least when the oscillation period is much longer than the Compton time. But, is classical electrodynamics really valid?

A prerequisite for applying classical electrodynamics is that the emitted radiations are continuous electromagnetic waves. In other words, if the radiations are in the form of discrete photons, classical electrodynamics may no longer hold. Since the hyperbolic oscillator radiates with increasing frequency and decreasing amplitude, the rate at which photons are emitted
diminishes. To estimate the number of radiated photons $N$ within each oscillation period, we can write $\Delta E_R = \hbar \omega N$. The radiation energy per period is $\Delta E_R \simeq 4mc^2\epsilon \sinh \bar{w}$, where I have used Eq. (36) for $\Delta \mathcal{E}_R$. The photon frequency is $\omega = \pi / 2 \tau_0 \mathcal{Q}$, where the normalized quarter period $\mathcal{Q} \simeq \sinh \bar{w} / \epsilon$ is given by Eq. (45). The radiated photons per period is then

$$N \simeq \frac{16 \alpha}{3\pi} \sinh^2 \bar{w}, \quad (63)$$

where $\alpha$ is again the fine structure constant. We see the number of photons is less than one, unless the rapidity $\bar{w} \gg 1$. In other words, unless the oscillator has relativistic energy, it cannot radiate electromagnetic waves continuously! This is also true for a simple harmonic oscillator, for which $N \simeq 4\pi\alpha\beta^2/3 \ll 1$ in the nonrelativistic limit. In experiment, a nonrelativistic charged particle will oscillate without radiation for many periods and then stochastically emit a photon only once in a while. Nevertheless, the photon rate may be quite large because of the large oscillation frequency, and the time-averaged quantum emission may still be approximated by the classical description.

Although radiation is almost always quantized, quantization of the charged particle may not always be important. In what follows, let us estimate energy levels of the quantum charged particle in the absence of radiation. Since spin is not essential here, it is sufficient to solve the Klein-Gordon equation for the relativistic particle. In the Coulomb gauge, using the natural units $\hbar = c = 1$, the wave function $\psi$ satisfies

$$[(\partial_t - ie\phi)^2 - \nabla^2 + m^2]\psi = 0, \quad (64)$$

where the background potential $\phi = E|z|$. Since the problem is separable, we can write the wave function as $\psi = \varphi(z)\xi(x,y) \exp(iHt)$, where the frequency $H > m$ for particle states. Then, $\varphi$ satisfies the equation

$$[\partial_z^2 + V(z)]\varphi = 0, \quad (65)$$

where the effective potential $V = (H - e\phi)^2 - m^2$ has four turning points at $|z_T^\pm| = (H \pm m)/eE$. Beyond $z_T^+$, the potential energy is sufficient to create electron-positron pairs. This is not the kind of quantum effects one will typically encounter in a feasible electrostatic trap.

Let us instead focus on nonrelativistic quantum effects when the charged particle crosses the midplane. Such quantum effects will be larger when the
particle spends a larger fraction of its oscillation period near the midplane. In this case, the energy $H = m + K$ is only slightly above the rest energy. Since the turning points $z^\pm_T \gg z^\pm$ are well separated, the Bohr-Sommerfeld quantization condition can be well approximated by

$$(n + \frac{1}{2})\pi \simeq \int_{-z_T}^{+z_T} V^{1/2} dz \simeq \frac{2K^2}{eE} \frac{2}{3} \sqrt{\frac{2m}{K}},$$

where I have taken the nonrelativistic limit $K \ll 2m$. The quantized kinetic energy is then the same as given by the Schrödinger’s equation:

$$K_n \simeq \frac{mc^2}{2} \left[\frac{3\pi E}{2E_c} \left(n + \frac{1}{2}\right)\right]^{2/3},$$

where $n = 0, 1, \ldots$ takes integer values. Here, $E_c = m^2 c^3 / e\hbar$ is again the Schwinger critical field for QED, and I have restored factors of $\hbar$ and $c$ for clarity. We see the above nonrelativistic approximation holds only if $E \ll E_c$ as expected.

Although it may seem that the energy levels approach continuum for large $n$, it is important to note that in the nonrelativistic limit, $n$ is bounded from above by the initial energy of the particle. When $1 \ll n \ll E_c/E$, the energy gap between adjacent levels is well approximated by

$$\Delta_{n-1/2} := K_n - K_{n-1} \simeq mc^2 \left[\frac{\pi E}{2E_c} \right]^{2/3} \left(n + \frac{1}{2}\right)^{1/3}. \tag{68}$$

Now, suppose we release the particle from rest at $z_0$, the initial mechanical energy of the particle is $K_i = eEZ_0$. Substituting $K_i$ into Eq. (66), we can estimate the highest occupation level $n_i$. The initial quantization is then

$$\Delta_i \simeq \frac{\hbar}{2} \left(\frac{eE}{2mz_0}\right)^{1/2}. \tag{69}$$

To see how does this initial quantization compare with the initial photon energy, we can use Eq. (45) to estimate the normalized quarter period $Q_0 \simeq \sinh w_0/\epsilon$. Since the initial rapidity is such that $\cosh w_0 = 1 + K_i/mc^2$, we have $\sinh w_0 = \sqrt{\cosh^2 w_0 - 1} \simeq \sqrt{2K_i/mc^2}$ in the nonrelativistic limit. The energy of the initial photon is then

$$\hbar \omega_0 = \frac{2\pi \hbar}{4\pi_0 Q_0} \simeq \frac{\pi \hbar}{2} \left(\frac{eE}{2mz_0}\right)^{1/2}. \tag{70}$$
We see the photon energy is exactly the same as the initial quantization. That the classical calculation agrees with the quantum calculation may not be too surprising. In the case of a simple harmonic oscillator, the energy quantization $\hbar \omega$ also equals to the energy of the radiated photons.

The classical point-charge picture is resembled by the coherent state rather than eigenstates of the quantum system. The coherent state subsumes a collection of photons that the particle can emit. The classical picture is valid when this collection contains many photons. This will be the case when the mechanical energy of the particle is much larger than the energy quanta. The classicality condition that $K \gg \Delta$ can be written as

$$2 \pi \left( \frac{z}{\lambda} \right)^{3/2} \left( \frac{2E}{E_c} \right)^{1/2} \gg 1,$$

where $\lambda = h/mc$ is the Compton wavelength. Since we have assumed $E \ll E_c$, the motion is classical only when the maximum displacement $z$ is large enough. The above condition can be translated to a condition for the rapidity using $eEz/mc^2 = K = \cosh \bar{w} - 1 \simeq \bar{w}^2/2$. The classicality condition for the rapidity is then

$$\bar{w} \gg \left( \frac{\pi E}{E_c} \right)^{1/3} = \left( \frac{3\pi \epsilon}{2\alpha} \right)^{1/3}.$$

When the above condition is satisfied, the oscillation period is necessarily much longer than the Compton time, which agrees with our earlier intuition. However, for the hyperbolic oscillator, the oscillation period decays with the oscillation amplitude, and quantum effects will always become important.

8. Discussion and Summary

In an electrostatic trap of macroscopic size, one would expect that the behavior of a charged particle be well described by classical electrodynamics when the restoring electric field is far below the Schwinger field. This is a reasonable expectation because when the size of the trap is much larger than the characteristic size of the wave function, the charged particle is point-like; and when the restoring electric field is much smaller than the Schwinger field, quantum electrodynamics introduces little correction. However, as I have shown in this paper, quantization is more easily important, because the radiation power is so low compared to the oscillation frequency that the radiation must be emitted in the form of discrete photons, unless the charged particle has relativistic energy.
If we nevertheless apply classical electrodynamics as some sort of averaged description of the quantum system, what we then predict is that the charged particle will radiate electromagnetic waves continuously. The far-field electromagnetic waves will propagate away from the particle and bring away energy and momentum. The charged particle should then dissipate its mechanical energy in order for the total energy to be conserved. The global energy conservation requires a local mechanism. The local mechanism is provided by the self force, namely, the force a particle feels due to its own electromagnetic fields. In classical electrodynamics, the self force turns out to act on $\tau_0$ time scale, which is much shorter than the Compton time.

Now we face a dilemma. On one hand, if we ignore radiation, we will predict that the charged particle oscillates with constant amplitude. In this lowest-order approximation, classical electrodynamics is valid, but its prediction is clearly wrong. On the other hand, if we include radiation, we will predict that the charged particle oscillates with diminishing amplitude. Although this next-to-leading order prediction is qualitatively correct, it involves applying classical electrodynamics on scales for which it is not valid. So, can we trust classical electrodynamics at all? What will really happen to a charged particle in an electrostatic trap?

While the classical dilemma may be hiding when the confining potential is a smooth function, it becomes manifested when the acceleration has sudden jumps. In the case of a smooth confining potential, one may perform Landau-Lifshitz reduction of order to remove the time derivative of acceleration in the LAD self force. This perturbative technique becomes more valid when radiation reaction is less important. In other words, when the experimental setup is such that radiation reaction is important for the dynamics of the charged particle, the LL approximation becomes less accurate. Moreover, the LL treatment becomes singular when the confining potential has discontinuities. In this case, the presumably-small self force in fact gives $\delta$-function kicks each time the charged particle crosses the discontinuity. While this may work fine mathematically, the presence of the delta function implies that the self force acts on infinitesimal time scales, for which classical electrodynamics is doomed to fail. In the case of hyperbolic oscillator, the failure is obvious from the secular increase of the total energy error.

The failure of classical electrodynamics is less catastrophic if we directly solve the Newton’s equation including the LAD self force without performing the reduction of order. In this paper, I have shown how this can be achieved in great details. The physical solution, free from the pathological runaway
behavior, can only be obtained when we trade runaway for preacceleration. Preacceleration, which is usually regarded as another pathology of the LAD self force, turns out to result in a reasonable solution that is similar to the LL solution. In fact, preacceleration makes physical sense if the charged particle is of finite size. This is because a finite-size particle can already feel the force on the other side of the midplane, even when its center of mass has not yet crossed the boundary. In reality, charged particles are quantum, whose wave function has finite extent. Moreover, a quantum wave packet is not a rigid body. The wave packet can undergo compression when the particle crosses the midplane, where mechanical energy is consumed to charge the Schott energy. Subsequently, the wave packet can undergo expansion during the hyperbolic motion, where the stored Schott energy is discharged through radiation.

Of course, a heuristic quantum interpretation cannot justify the preacceleration solution, and the question is whether the classical prediction is quantitatively correct? In terms of experimental observables, classical electrodynamics predicts that the radiated electromagnetic waves are chirped in a specific way. The questions is then whether the predicted chirping matches what really happens in an experiment?

As an example, let us consider an plausible experiment in which the restoring electric field is \( E \approx 1 \text{ MeV/m} \). This electric field is large but not yet large enough to breakdown dry air and is experimentally feasible. In this electric field, the normalized acceleration \( \epsilon = 2\alpha E/3E_c \approx 3.7 \times 10^{-15} \). Suppose the electrostatic trap is built with half size \( z_0 \approx 1 \text{ cm} \), then the normalized potential energy is \( \mathcal{E}_P = \epsilon z/\tau_0 c \approx 0.02 \) at the maximum displacement. If we launch the particle at rest from \( z_0 \), then the initial rapidity \( w_0 = \cosh^{-1}(1 + \mathcal{E}_P) \approx 0.2 \). The normalized initial quarter period is \( Q_0 \approx \sinh w_0/\epsilon \approx 5.4 \times 10^{13} \gg 1 \), which corresponds to radiations with frequency \( f_0 = 1/4Q_0\tau_0 \approx 737.8 \text{ MHz} \) in the radio range. The initial photon energy is about 3 \( \mu \text{eV} \), which is much smaller than the mechanical energy of the electron. Therefore, classical description of the electron is expected to be valid at the early stage of the experiment.

Once we launch the electron in the trap, the oscillating charge will dominantly emit radiation if the ambient temperature is colder than \( \sim 10 \text{ mK} \), which is attainable inside dilution refrigerators. The initial linear chirping rate is \( dQ/dT \approx -\epsilon/\tanh w_0 \approx -1.9 \times 10^{-14} \), which remains a good approximation up to \( t_{\text{max}} \sim 0.1 \times \tau_0 \sinh^2 w_0/\epsilon^2 \sim 907 \text{ s} \). At the end of the linear stage, the LL approximation predicts that the particle will radiate at
\( f_t \approx 778.1 \text{ MHz} \), which differs noticeably from \( f_0 \) by about 5\%. However, the LL and the LAD predictions differ by only \( \sim 10^{-5} \text{ Hz} \), which is too minuscule to be observable.

To see larger discrepancies, one can wait for longer time. The longest time one can wait is \( t_c = \tau_0 T_c \approx 2.5 \text{ hours} \). At this cutoff time, LL approximation predicts that the oscillation frequency becomes infinite. A less ridiculous prediction, made by extrapolating the preacceleration solution, is still as high as \( \sim 10^{16} \text{ Hz} \), which corresponds to photon energy of \( \sim 100 \text{ eV} \). Radiation with such high frequency is apparently outside the applicability of classical electrodynamics. In fact, when approaching the cutoff, the mechanical energy of the electron will approach the ground state energy \( K_0 \approx 3.75 \text{ meV} \). It is clear that the electron will not have sufficient energy to radiate the high-energy photons expected from classical electrodynamics.

Now the question is: before the classical description of the electron fails, will the LL and the preacceleration solutions already accumulate sufficient discrepancy to be discernible? In the aforementioned experimental conditions, we need \( \bar{\omega} \gg 10^{-4} \) for point-particle picture to hold. The highest radiation frequency is then \( \sim 10^{12} \text{ Hz} \), which corresponds to photon energy \( \sim 1 \text{ meV} \). Using the envelope approximation, the time \( t_q \) when the oscillator enters the quantum regime turns out to be ahead of \( t_c \) by only \( \sim 1 \text{ ms} \). At \( t_q \), the quarter period given by the LL solution is \( Q^{LL}_q \sim 10^{10} \). The quarter period given by the preacceleration solution will be longer, but the discrepancy \( \Delta Q < Q(T_c) \sim 10^5 \). We see the discrepancy is at most \( \sim 10 \) ppm. In other words, when measuring terahertz radiations at the final stage of the experiment, the detector needs to have resolution finer than \( \Delta f \sim 10 \text{ MHz} \) and timing accuracy better than \( \Delta t \sim 1 \text{ ms} \), in order to discern the two classical radiation reaction models, if they could indeed provide some averaged descriptions of the de facto quantum system.

In summary, it remains to be tested experimentally whether classical electrodynamics is applicable when radiation reaction is important. The trap-type experiments considered here is complementary to the collider-type experiments currently under investigation. In this paper, I have discussed hyperbolic trap in great details, where an electron is confined between two regions of constant but opposite accelerations. The classical electron travels with almost constant mechanical energy within each region and the radiation energy is provided almost entirely from the Schott energy, which is recharged by the mechanical energy only when the electron crosses the midplane. The oscillating electron will radiate electromagnetic waves with diminishing am-
plitude and increasing frequency. The frequency chirping provides a distinct signature, using which classical radiation-reaction models may be tested experimentally.
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