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Constructing quantum circuits for efficient state preparation belongs to the central topics in the field of quantum information and computation. As the number of qubits grows fast, methods to derive large-scale quantum circuits are strongly desired. In this work, we propose the automatically differentiable quantum circuit (ADQC) approach to efficiently prepare arbitrary quantum many-qubit states. A key ingredient is to introduce the latent gates whose decompositions give the unitary gates that form the quantum circuit. The circuit is optimized by updating the latent gates using back propagation to minimize the distance between the evolved and target states. Taking the ground states of quantum lattice models and random matrix product states as examples, with the number of qubits where processing the full coefficients is unlikely, ADQC obtains high fidelities with small numbers of layers $N_L \sim O(1)$. Superior accuracy is reached compared with the existing state-preparation approach based on the matrix product disentangler. The parameter complexity of MPS can be significantly reduced by ADQC with the compression ratio $r \sim O(10^{-3})$. Our work sheds light on the “intelligent construction” of quantum circuits for many-qubit systems by combining with the machine learning methods.

Introduction.— Quantum states with entangled qubits play a fundamental role in the field of quantum information and computation [1]. In many cases such as quantum encrypted communications [2, 3] and measurement-based quantum computations [4], a key step is to prepare the desired states on the quantum platform. Such tasks can be done by deriving the quantum circuits that transforms the initial states, which are usually product states with no entanglement, to the target states (see, for instance, [5–9]).

For the existing quantum platforms such as superconducting circuits [10], cold atoms [11], and photonic interferometers [12, 13], certain restrictions should be imposed to the quantum circuit to make it realizable. For instance, a quantum circuit usually represents a unitary transformation formed by the unitary gates acted on a small number of qubits. Methods have been proposed to compile an arbitrary two-qubit gate to the combination of certain elementary gates, such as CNOT gates and single-qubit rotations [14, 15]. It is also a hot topic to develop non-Hermitian quantum computation schemes by quantum walk [16].

Quantum circuits can be derived by, e.g., implementing Schmidt decompositions on the target state [7]. In recent years, the number of qubits in the quantum platforms increases in an extremely fast speed [17, 18]. This raises more challenges on constructing the circuits, since the dimension of the Hilbert space, where the states and operators are defined, grows exponentially with the number of qubits. Developing efficient methods to derive large-scale quantum circuits becomes increasingly urgent.

Tensor network (TN) provides a powerful mathematical tool in simulating the quantum models with exponentially large Hilbert space [19–23]. It reduces the complexity of representing the states therein to be polynomial to the system size under the constraint that the states satisfy the area laws of entanglement entropy [24, 26]. Recently, machine learning techniques have been introduced to the TN simulations and circuit constructions [27–30]. For instance, automatic differentiation, which has wide applications in machine learning for optimizing neural networks, is utilized to develop efficient TN algorithms, where the gradients of tensors can be obtained by back propagation [31, 32].

In this work, we propose the automatically differentiable quantum circuit (ADQC) for preparing the states that may contain large numbers of qubits. We introduce latent gates whose decompositions determine the unitary gates that form the circuit to satisfy the unitary constraints. The latent gates, which are automatically differentiable and are not imposed by any constraints, are updated by back propagation method to minimize the distance between the evolved and target states. ADQC is benchmarked on preparing the ground states of one-dimensional (1D) quantum spin chains and random matrix product states (MPS) as examples. For the Heisenberg and XY chains, ADQC surpasses the circuits constructed from the matrix product disentangler [8]. The number of parameters can be significantly reduced representing the MPS with ADQC, where we have the compression ratio $r = N_L r_0$ with $N_L \sim O(1)$ the number of layers in the ADQC and $r_0 \sim O(10^{-3})$.

Automatically differentiable quantum circuit.— Considering the preparation of a target state $|\psi_{\text{tar}}\rangle$ of $N$ qubits, the task is to find the unitary transformation $\hat{U}$ that maps the initial state $|\psi_0\rangle$ to $|\psi_{\text{tar}}\rangle$ as $|\psi_{\text{tar}}\rangle = \hat{U}|\psi_0\rangle$. Normally, we can take

$$
F = \ln\left(\frac{|\langle \psi_{\text{tar}} | \psi \rangle|^2}{N}\right)
$$

FIG. 1. (Color online) Illustration of the optimization process in the automatically differentiable quantum circuit.
|ψ⟩ as a product state, e.g., |ψ⟩ = \prod_{n=1}^{N} |0_n⟩. To realize the unitary transformation on a quantum computer, \( \hat{U} \) is normally taken to be a quantum circuit formed by two-qubit gates denoted as \{ \hat{G} \}. The complexity of the circuit can be characterized by its depth and the number of gates therein. To characterize the accuracy of the state preparation, we choose the negative logarithmic fidelity \( F \) per site defined as
\[
F = -\frac{1}{N} \ln \langle \psi_{\text{tar}} | \hat{U} | \psi_{0} \rangle.
\]
(1)

For an ideal preparation with the evolved state \( |\psi⟩ = \hat{U} |\psi_{0}⟩ = e^{\alpha} |\psi_{\text{tar}}⟩ \) where \( \alpha \) is a global phase, we have \( F = 0 \).

Our goal is to find the gates \{ \hat{G} \} that minimizes \( F \) as the loss function, which can be done by updating the gates towards the opposite direction of their gradients. To satisfy the unitary conditions of the quantum gates \{ \hat{G} \}, we introduce the latent gates \{ \hat{G} \} that are imposed with no constraints. Each latent gate, say the \( m \)-th one \( \hat{G}^{[m]} \), gives a quantum gate by \( \hat{G}^{[m]} = U \hat{V} \) using the singular value decomposition (SVD) \( \hat{G}^{[m]} = U \hat{V} \). The idea is to project \( \hat{G}^{[m]} \) to the unitary gate that has the largest similarity to it, where \( \text{Tr}(\hat{G}^{[m]} \hat{G}^{[m]}) \) is maximized under the unitary constraint on \( \hat{G}^{[m]} \). Such a trick has been used in the entanglement renormalization algorithm [33] and the tree TN machine learning [34]. The latent gates \{ \hat{G} \} are updated as
\[
\hat{G}^{[m]} \leftarrow \hat{G}^{[m]} - \eta \frac{\partial F}{\partial \hat{G}^{[m]}},
\]
(2)
where \( \eta \) is the learning rate. In practice, \{ \hat{G} \} are given by the automatically differentiable tensors, and their gradients \( \frac{\partial F}{\partial \hat{G}^{[m]}} \) are obtained by the BP method [31]. We choose the optimizer Adam and set a learning rate schedule to control \( \eta \) during the optimization [35]. The whole process is illustrated in Fig. 1. We choose the stair-like circuit, without losing generality.

One main factor of determining the complexity of our ADQC approach is the number of automatically differentiable parameters, for which we need to compute and save their computational graphs in the BP process. Therefore, we update the gates layer by layer to improve efficiency. To construct a circuit with \( N_L \) layers, we start from the first layer (denoted as \( \hat{U}^{[1]} \)) and optimize the corresponding latent gates by minimizing the NLF \( F_1 = -\frac{1}{N} \ln \langle \psi_{\text{tar}} | \hat{U}^{[1]} | \psi_{0} \rangle \). To increase the number of layers to \( n_L + 1 \), for instance, we initialize the latent gates for the first \( n_L \) layers by the results from the previous optimizations, and initialize the latent gates in the \( (n_L + 1) \)-th layer as the identities perturbed by small random matrices. Then in each epoch with \( n_L + 1 \) layers, we optimize all gates layer by layer by minimizing \( F_{nL} = -\frac{1}{N} \ln \langle \psi_{\text{tar}} | \hat{U}^{[nL]} | \psi_{0} \rangle \). After \( F_{nL} \) converges, we add one more layer to the ADQC (\( n_L \leftarrow n_L + 1 \)) and repeat the above process, until we have \( N_L \) layers in the ADQC. In this way, we only need to deal with the computational graphs associated to the latent gates in one layer in each BP calculation.

![FIG. 2. (Color online) Negative logarithmic fidelity \( F \) [Eq. (1)] with different number of layers \( N_L \) in the ADQC. In (a), we take the number of qubits \( N = 48 \) and the virtual dimensional of the target MPS \( \chi = 64 \) to represent the ground states of the XY and Heisenberg chains. Our results are compared with those from the circuits obtained by the matrix product disentangler (MPD) method [8]. In (b) we show the \( F \) by ADQC for preparing the ground-state MPS’s of the Heisenberg chain with \( \chi = 4 \sim 64 \).](Image 317x690 to 562x790)

The computational complexity is also determined by the simulation of the evolved state. To consider large \( N \), we assume \( |\psi_{\text{tar}}⟩ \) to be in the form of MPS
\[
|\psi_{\text{tar}}⟩ = \sum_{a_1 \cdots a_{N-1}} \sum_{s_1 \cdots s_N} A_{1}^{[1]} a_1 A_{2}^{[2]} a_2 \cdots A_{N}^{[N]} a_{N-1} \prod_{n=1}^{N} |s_n⟩,
\]
where \( |s_n⟩ \) is an orthonormal basis of the \( n \)-th qubit. We set \( \text{dim}(a_i) = \chi \) as the virtual bond dimension. The parameter complexity of a \( N \)-qubit state is reduced from \( O(2^N) \) to \( O(N \chi^2) \). As any state can be represented as a MPS with sufficiently large \( \chi \), assuming \( |\psi_{\text{tar}}⟩ \) as a MPS would not harm the arbitrariness of our approach.

**Benchmark results.**—To benchmark ADQC, we choose the target states as the ground states of Heisenberg and XY chains as examples, whose Hamiltonians read
\[
\hat{H}_{\text{Heisenberg}} = \sum_{n=1}^{N-1} \left( \hat{S}_x^{n} \hat{S}_x^{n+1} + \hat{S}_y^{n} \hat{S}_y^{n+1} + \hat{S}_z^{n} \hat{S}_z^{n+1} \right),
\]
(4)
\[
\hat{H}_{\text{XY}} = \sum_{n=1}^{N-1} \left( \hat{S}_x^{n} \hat{S}_x^{n+1} + \hat{S}_y^{n} \hat{S}_y^{n+1} \right),
\]
(5)
with \( \hat{S}_\alpha^{n} (\alpha = x, y, z) \) the spin-\( \frac{1}{2} \) operators for the \( n \)-th qubit.

We compare our method with the matrix product disentangler (MPD) approach [8], where the quantum circuit is constructed from the conjugate transpose of the matrix product operator that disentangles the target state. There is no variational process in the MPD method. We take the number of qubits \( N = 48 \), for which it is unlikely to process the full coefficients of the states. As expected, the NLF \( F \) decreases when the number of layers in the circuit \( N_L \) increases for both ADQC and MPD, as shown in Fig. 2 (a). Our ADQC exhibits lower \( F \), particularly for \( N_L \geq 2 \) thanks to the iterative optimizations in ADQC. Note in MPD, the gates in the \( n_L \)-th layer are constructed only in order to disentangle \( |\psi_{n_L-1}⟩ = \prod_{n=n_L-1}^{N} \hat{U}^{[n]} |\psi_0⟩ \). In other words, these
gates are not optimized by considering the gates in the last \((N_L-n_L)\) layers.

Fig. 2 (b) shows the \(F\) by taking different virtual bond dimensions \(\chi\) in the MPS that approximates the ground state of the Heisenberg chain. In principle, a quantum circuit with \(N_L\) layers can prepare a MPS with the virtual bond dimension at most \(\chi = 4^{N_L}\). For \(\chi \ll 4^{N_L}\), one may observe obvious rise of \(F\) when \(\chi\) increases.

The number of parameters in a stair-like ADQC satisfies \(#(\text{ADQC}) = 16(N-1)N_L\), and that of a MPS is given by the number of tensor elements in Eq. (3) satisfying \(#(\text{MPS}) = 4\chi + 2(N - 2)\chi^2\). Our results show that the parameter complexity of a MPS can be significantly compressed by writing the state as the evolution with ADQC, where we have the compression ratio

\[
r = \frac{\#(\text{ADQC})}{\#(\text{MPS})} \simeq N_L r_0,
\]

with \(r_0 \sim O(10^{-3})\) for \(\chi \leq 32\).

Essentially, the difficulty of preparing a target state is determined by its entanglement. The upper bond of the bipartite entanglement entropy \(S\) of the state prepared by a \(N_L\)-layer quantum satisfies \(S \leq N_L \ln 4 \). For the Heisenberg and XY chains, the ground states are gapless. According to the conformal field theory [36], when \(N\) is sufficiently large, the entanglement entropy of the ground-state MPS increases logarithmically with \(\chi\) as \(S = -\frac{c}{4} \ln \chi\) with the central charge \(c = 1\) for the Heisenberg chain [37–39]. Fig. 3 (a) demonstrates the \(F\) for preparing the target states that possess different entanglement entropies \(S\). Note \(S\) is measured in the middle of the system by cutting it to two equal halves. Different values of \(S\) are obtained by varying the virtual bond dimension \(\chi\). The \(F\) increases with \(S\) as expected.

To further demonstrate the scaling behavior of \(F\) against \(S\), we take the random MPS’s as the target states. In detail, all the tensor elements in the MPS are taken as random numbers, and the MPS’s are normalized to satisfy \(\langle \psi_{\text{tar}} | \psi_{\text{tar}} \rangle = 1\). By taking different random numbers as the tensor elements with different \(\chi\), the entanglement entropies of the random MPS’s vary from \(S \approx 0.5\) to 3.5 approximately. Compared with the ground-state MPS’s of the quantum spin chains, a random MPS with similar \(\chi\) may possess larger \(S\), since the \(S\) of the ground states should satisfy the 1D area law with a strict upper bound [38]. With a same \(N_L\), we obtain similar \(F\) for the random MPS’s even when \(S\) is much larger than that of the ground-state MPS’s, particularly for small \(N_L\)’s. For instance, we have \(F \sim O(10^{-1})\) with \(N_L = 2\), while the entanglement entropy is \(S \approx 0.75\) for the ground-state MPS of the Heisenberg chain and \(S \approx 3.5\) for the random MPS. These results imply that the difficulty for state preparation should be affected by not only the amount of the entanglement but also its non-trivial structure, such as those described by 1D CFT.
To illustrate how the evolved state approaches to the target state $|\psi_{\text{tar}}\rangle$ during the optimization, we calculate the bipartite entanglement entropies $S_n$ by measuring between the $n$-th and $(n+1)$-th qubits. Taking the ground-state MPS’s of the XY and Heisenberg chains as $|\psi_{\text{tar}}\rangle$, Fig. 4 (a) and (b), respectively, illustrate the $S_n$ of the evolved states for different number epochs $t$. We set the the total number of layers as $N_L = 5$. The $S_n$ of $|\psi_{\text{tar}}\rangle$ are given on the right side of the figures.

In the first $t = 400$ epochs, there are only $n_L = 1$ layer of gates in the ADQC. As the latent gates are initialized randomly, the unitary gates may be far away from the identity. Thus the $S_n$ for small $t$’s is not small but distributed randomly. For about $t > 200$, the evolved state $\hat{U}[1]|\psi_0\rangle$ manages to form the staggered pattern in the distribution of $S_n$. During the optimization of the gates with one layer, the $F$ drops fast and converges for about $t = 400$, as shown in Fig. 4 (c). The inset shows the average $S_n$ defined as

$$S = \frac{1}{N-1} \sum_{n=1}^{N-1} S_n,$$

(7)

which we use to characterize the strength of entanglement. For $t=1$, the $S$ of the evolved state is not small, again due to the random initialization of the latent gates in the first layer. As $F$ decreases, the optimization firstly corrects the false entanglement and then produces the right entanglement structure in the evolved state. This process is indicated by a fast drop then a steady rise of $S$ for both the Heisenberg and XY chains.

By adding the second layer to the circuit (in the epochs $400 < t \leq 1400$), the optimization mainly enhances the entanglement based on the staggered pattern. We observe a fast increase of $S$ for about $400 < t < 1000$. The NLF converges with $n_L = 2$ layers around $t = 1400$. By adding more layers to the ADQC, the NLF further decreases smoothly in the optimization process. The distribution of $S_n$ further approaches to that of the target state.

**Summary.**—In this work, we propose the automatically differentiable quantum circuit (ADQC) approach, which can derive the circuit to prepare any quantum states including those with large numbers of qubits. The idea is to introduce automatically differentiable latent gates as the variational parameters of ADQC, whose decompositions determine the unitary gates in the circuit. With $N_L \sim O(1)$ layers, high fidelities are obtained preparing the random MPS’s and the ground states of quantum spin chains that contain, e.g., $N = 48$ qubits. The ADQC possesses significantly lower parameter complexity than the target MPS prepared by the ADQC. Our method can be applied to prepare any states desired in the tasks of quantum computations. Our work paves the way to automatic construction of large-scale quantum circuits by bringing in the machine learning methods.
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