1. Introduction

A Seidel matrix $S$ of order $n$ is an $n \times n$ symmetric $(-1, 0, 1)$-matrix with 0 diagonal and $\pm 1$ entries otherwise. Seidel matrices were introduced in [30] in connection with equiangular lines in Euclidean spaces [22], and were subject of active research during the late 1970s [9], [29], [44], [45]. Recently, there has been a renewed interest in equiangular lines, see [1], [2], [3], [4], [7], [10], [14], [16], [18], [20], [21], [25], [32], [40] because new results emerged both from new theoretical insights and from computer calculations. In this paper we study small Seidel matrices and their algebraic properties via computer-aided methods. Similar studies were done earlier in [8], [21], and [30].

Two Seidel matrices, $S_1$ and $S_2$, are equivalent, denoted by $S_1 \sim S_2$, if there exists a signed permutation matrix $P$ such that $S_2 = P S_1 P^T$. The equivalence operations are therefore simultaneous row and column permutations, and simultaneous multiplication of a row and the respective column by $-1$. The signed permutation matrices $P$ for which $S = P S P^T$ form the full automorphism group of $S$, denoted by Aut($S$). The identity matrix $I$ and its negative $-I$ are automorphisms of every $S$. The number of Seidel matrices of order $n$ up to equivalence is well-known; for an explicit formula see [31], [33], [41]. Similarly, an explicit formula to determine the number of self-complementary Seidel matrices (for which $S \sim -S$) can be found in [43]. Here we are interested in efficiently generating and studying Seidel matrices from an algebraic perspective.

Let $S$ be a Seidel matrix of order $n \geq 2$ with spectrum $\Lambda(S)$. Since $S$ is symmetric, the elements of the multiset $\Lambda(S)$ are real numbers. Let $\lambda_{\text{min}} \in \Lambda(S)$ denote the smallest eigenvalue of $S$. Assuming that the multiplicity of $\lambda_{\text{min}}$ is $n - d$ (for some $d \leq n - 1$), then $G := -S/\lambda_{\text{min}} + I$ is a positive-semidefinite matrix of rank $d$. The matrix $G$ can be viewed as a Gram matrix corresponding to an equiangular line system of $n > d$ lines in $\mathbb{R}^d$, where the pairwise inner product between any two distinct lines is $\pm 1/\lambda_{\text{min}}$, see [29], [30]. The value $\alpha := -1/\lambda_{\text{min}}$ is called the common angle between the lines, and is known to be the inverse of an odd integer once $n > 2d$. This correspondence motivates the study of Seidel matrices and highlights the importance of their smallest eigenvalue.

The research carried out in this paper was motivated by the question of the existence of 29 equiangular lines in $\mathbb{R}^{14}$ with common angle $1/5$, see [20], [21]. While we were not able to settle this problem, the computational results presented here can be viewed as a first minor step towards its resolution. The outline of this paper is as follows. In Section 2 we describe the graph-theoretical framework required for the computer representation of equiangular lines in $\mathbb{R}^d$.
Seidel matrices. In Section 3 we study the characteristic polynomial of Seidel matrices of order \( n \leq 13 \), and we determine the number of cospectral Seidel matrices; the number of Seidel matrices with exactly \( k \) distinct eigenvalues \((1 \leq k \leq 13)\); and the number of Seidel matrices with smallest eigenvalue \( \lambda_{\text{min}} \in \{-3, -5, -7\} \). Similar results are known for graphs, see \([6], [24]\). In Section 4 we give a further look at Seidel matrices with exactly three distinct eigenvalues and generate and enumerate them up to \( n \leq 23 \). Several hypothetical Seidel matrices with integer spectrum were shown not to exist. This extends some earlier work done in \([21]\). Additionally, we observe that there exist Seidel matrices of order 18 and 30 which do not correspond to a regular graph, thus answering a recent question raised in \([20, \text{Question B}]\). Again, similar classification results are known for graphs with few distinct eigenvalues, see \([12], [13], [38]\). In Sections 3 and 4 we also recall several elementary matrix theoretical tools from \([26]\). In Section 5 we give a look at the equiangular lines problem from a computational perspective. Our computation reveals that the maximum number of equiangular lines in \( \mathbb{R}^{12} \) with common angle 1/5 is 20. This resolves a question left open in \([21]\). In Section 6 we conclude the paper with the description of certain consistency checks we made during our computations for verification purposes.

2. Computer calculations of Seidel matrices

In this section we set up a computational framework for Seidel matrices. The standard way to deal with equivalence of various combinatorial objects is to represent them by graphs in a way so that the equivalence (and therefore automorphisms) of those are described by isomorphisms (and automorphisms) of graphs. Isomorphism of graphs is then decided via a canonical labeling algorithm. We use the C library \textit{nauty} (see \([36]\)), which was designed to determine isomorphism of (colored) graphs.

2.1. Representation of Seidel matrices. Let \( S \) be a Seidel matrix of order \( n \). Then \( A := (J - I - S)/2 \) (where \( I \) is the identity matrix, and \( J \) is the matrix with entries 1 in every position) is the adjacency matrix of what is called the ambient graph \( \Gamma(S) \), corresponding to \( S \). However, since equivalent Seidel matrices can have nonisomorphic ambient graphs, this naive correspondence does not faithfully represent Seidel matrices and their symmetries. The set of nonisomorphic graphs corresponding in this way to a Seidel equivalence class is called the switching class of \( S \). A result of Seidel implies that if \( n \) is odd then every switching class contains a unique (up to isomorphism) graph having all vertex degrees even \([42]\); there is no similar characterization when \( n \) is even \([33]\).

In order to represent Seidel matrices faithfully, we assign to a Seidel matrix \( S \) of order \( n \) a two-colored graph on \( 3n \) vertices, denoted by \( X(S) \). The vertex set of \( X(S) \) is

\[
V(X(S)) = \{u_0, u_1, \ldots, u_{n-1}\} \cup \{v_0^{(0)}, v_0^{(1)}, v_1^{(0)}, v_1^{(1)}, \ldots, v_{n-1}^{(0)}, v_{n-1}^{(1)}\}.
\]

The vertices \( u_i, i \in \{0, \ldots, n-1\} \) form color class 0, and all other vertices form color class 1. The edge set of \( X(S) \) is

\[
E(X(S)) = \{\{u_i, v_i^{(k)}\} : i \in \{0, \ldots, n-1\}; k \in \{0, 1\}\}
\]

\[
\cup \{\{v_i^{(k)}, v_j^{(1-k)}\} : S_{ij} = 1, k \in \{0, 1\}\} \cup \{\{v_i^{(k)}, v_j^{(1-k)}\} : S_{ij} = -1; k \in \{0, 1\}\}.
\]

Two graphs, \( X_1 \) and \( X_2 \), which are colored using the same set of colors are isomorphic, denoted by \( X_1 \cong X_2 \) if there is a color preserving and incidence preserving bijection between their vertices. The following fundamental lemma ascertains that studying the graphs described above is exactly the same as studying Seidel matrices. See \([28, \text{Section 3.3.2}]\) and \([34]\) for results of similar flavor.
Lemma 2.1. Let $S_1$ and $S_2$ be Seidel matrices. Then $S_1 \sim S_2$ if and only if $X(S_1) \cong X(S_2)$. Moreover $\text{Aut}(S_1)$ and $\text{Aut}(X(S_1))$ are isomorphic as groups.

Proof. It is easy to see that the equivalence operations on Seidel matrices $S$ correspond to simple relabeling operations on their graphs $X(S)$. Indeed, a row and column permutation of $S$ would permute the vertices $u_i, i \in \{0, \ldots, n-1\}$ within themselves, and multiplication by $-1$ row and column $j \in \{0, \ldots, n-1\}$ of $S$ would transpose the vertices $v^{(0)}_j$ and $v^{(1)}_j$ in $X(S)$. Therefore equivalence of Seidel matrices implies isomorphism of their graphs.

To see the converse direction, one should prove that from a two-colored, unlabeled graph $Y \cong X(S)$, the unknown Seidel matrix $S$ can be uniquely reconstructed, up to equivalence. This reconstruction procedure is done via assigning labels to the vertices of $Y$. Let us label the vertices belonging to the $n$-element color class as $\{y_0, \ldots, y_{n-1}\}$ (in any order); the vertex with label $y_i$ will represent the $i$th row (and column) of a symmetric matrix $T$ with 0 diagonal. Additionally, we see that for every $i \in \{0, \ldots, n-1\}$ vertex $y_i$ is adjacent to two other vertices, labeled as $z^{(0)}_i$ and $z^{(1)}_i$, which are themselves non adjacent and belong to the $2n$-element color class. Furthermore for indices $i \neq j \in \{0, \ldots, n-1\}$ either of the following two conditions hold: (a) $z^{(0)}_i$ is adjacent to $z^{(0)}_j$ and $z^{(1)}_i$ is adjacent to $z^{(1)}_j$; or (b) $z^{(0)}_i$ is adjacent to $z^{(1)}_j$ and $z^{(1)}_i$ is adjacent to $z^{(0)}_j$. From this particular labeling we can set $T_{ij} = 1$ if condition (a) holds for the indices $i \neq j$, and we set $T_{ij} = -1$ otherwise. What remains to be seen is that the equivalence class of $T$ is invariant up to the chosen labeling of $Y$. This is indeed the case, as any relabeling of the vertices $y_i$ would correspond to row and column permutations of $T$, and the transposition of vertices $z^{(0)}_i$ and $z^{(1)}_i$ would change the element $T_{ik}$ to $-T_{ik}$, and $T_{ki}$ to $-T_{ki}$ for every $k \in \{0, \ldots, n-1\}$. Since both of these operations leave $T$ invariant up to Seidel equivalence, and no other relabeling is possible, this proves that $T$ is unique up to equivalence.

Finally, the symmetry group $\text{Aut}(S)$ acting on a Seidel matrix $S$ is generated by the row/column permutations $P \in \text{Aut}(S)$; and by the row/column switching operations $D \in \text{Aut}(S)$. These generators correspond to the generators of the symmetry group $\text{Aut}(X(S))$ of the graph $X(S)$, where $p \in \text{Aut}(X(S))$ is some permutation of the vertices $u_i$; and $d \in \text{Aut}(X(S))$ is the transposition of the vertices $v^{(0)}_j$ and $v^{(1)}_j$ for some $j \in \{0, \ldots, n-1\}$. This correspondence is a group isomorphism. □

The automorphism group of a graph partitions its vertex set into vertex orbits. Two vertices, $u$ and $v$ are in the same vertex orbit, denoted by $u \sim v$, if there is an automorphism mapping $u$ onto $v$. If two vertices are in the same orbit, then they have necessarily the same color, thus the vertex orbits form a partition of the individual color classes. We will see shortly the significance of finding out whether a vertex forms a one-element orbit. This can be determined in certain cases by vertex invariants. A vertex invariant is a vertex function $f$ taking the same value on the elements of a vertex orbit. We assume that the range of $f$ is linearly ordered. Clearly, if $u$ and $v$ are distinct vertices with $f(u) \neq f(v)$, then they cannot belong to the same vertex orbit. In particular, if a certain value is assumed only once, then the corresponding vertex forms a one-element orbit.

We note the following elementary, yet important property (see e.g. [17]).

Lemma 2.2. Let $X$ be a graph. If two vertices $u$ and $v$ are in the same vertex orbit, then the subgraphs induced by $V(X) \setminus \{u\}$ and $V(X) \setminus \{v\}$, obtained by deleting $u$ and $v$, are isomorphic.
We observe that the orbit partition of the color 0 vertices of \(X(S)\) in turn induces a partition of the rows of \(S\). We call this partition the row orbit partition of \(S\). As a consequence of Lemma 2.2 if \(u_i \sim u_j\) are color 0 vertices of \(X(S)\) for some \(i, j \in \{0, \ldots, n - 1\}\), then removing either of the \(i\)th row and column, or the \(j\)th row and column of \(S\) would yield equivalent sub-Seidel matrices of order \(n - 1\).

The C library \textit{nauty} \cite{36} performs canonical labeling, determines the automorphism group, and determines the vertex orbits under the action of the automorphism group of a colored graph. We note that this implementation of canonical labeling respects the order of the color classes. In particular, in any canonical labeling we encounter, labels \(0, \ldots, n - 1\) will be assigned to vertices \(u_i\) and labels \(n, \ldots, 3n - 1\) to vertices \(v_i^{(k)}\) of \(X(S)\), \(i \in \{0, \ldots, n - 1\}, k \in \{0, 1\}\).

2.2. Generation of Seidel matrices. We have generated the Seidel matrices of order \(n \leq 13\) with a variant of canonical augmentation, see \cite{3, 28 Section 4.2.3} and \cite{35}.

Given a set \(\mathcal{S}\) containing exactly one representative of every Seidel matrix of order \(n\) up to equivalence, our goal is to generate and record in a set \(\mathcal{T}\) exactly one representative of every Seidel matrix \(\hat{S}\) of order \(n + 1\), up to equivalence. We augment every starting-point Seidel matrix \(\hat{S} \in \mathcal{S}\) with a new row and column in every possible way, and record in a set \(\mathcal{U}\) the augmented matrices \(\hat{S}\) up to equivalence. For a given matrix \(\hat{S}\) we construct the graph \(X(\hat{S})\), and call \textit{nauty} to determine a canonical labeling and the vertex orbits of the color 0 vertices under the action of the automorphism group. Let \(p \in V(X(\hat{S}))\) be the vertex which got canonical label 0. The strategy for rejecting potential isomorphic graphs is the following: on the one hand, if \(u_n\), which is the most recently appended color 0 vertex of \(X(\hat{S})\), and \(p\) are in different orbits, then \(\hat{S}\) is immediately discarded. On the other hand, if \(u_n \sim p\), then the canonical graph of \(X(\hat{S})\) is compared to the canonical graphs representing the elements of \(\mathcal{U}\). The matrix \(\hat{S}\) is recorded and added to \(\mathcal{U}\) if it has not been found so far, and discarded otherwise. Once all possible augmentations of \(\mathcal{S}\) were inspected, the contents of \(\mathcal{U}\) are appended to \(\mathcal{T}\), \(\mathcal{U}\) is reset to the empty set, and the algorithm moves on to process the next element of \(\mathcal{S}\).

\textbf{Lemma 2.3.} Given a set \(\mathcal{S}\) containing exactly one representative of the equivalence classes of Seidel matrices of order \(n\), the algorithm described above reports exactly one representative of every Seidel matrix of order \(n + 1\).

\textbf{Proof.} Consider a Seidel matrix \(S\) of order \(n + 1\), and compute a canonical labeling of \(X(S)\). This reveals the vertex \(u_i\) (or more precisely, the vertex orbit containing \(u_i\)) getting canonical label 0 (\(i \in \{0, \ldots, n\}\)). Thus removing the \(i\)th row and column of \(S\) yields a Seidel matrix of order \(n\) which in turn is represented by some starting-point matrix \(S_0 \in \mathcal{S}\), so that \(S \sim \hat{S}_0\) for some augmentation. Hence \(S\), up to equivalence, is reported.

Moreover, if \(\hat{S}_1\) and \(\hat{S}_2\) were equivalent Seidel matrices of order \(n + 1\), resulting from augmenting the starting-point matrices \(S_1\) and \(S_2\), respectively, then necessarily \(S_1 = S_2\). This follows because these matrices were not discarded, and therefore the most recently appended color 0 vertices to their graphs \(X(\hat{S}_1)\) and \(X(\hat{S}_2)\) were in the same vertex orbit as the vertex with canonical label 0. Thus by Lemma 2.2 removing the vertices with canonical label 0 yield isomorphic graphs. This in turn implies that \(X(S_1) \cong X(S_2)\) and hence \(S_1 \sim S_2\). By the properties of \(\mathcal{S}\) this can only happen if \(S_1 = S_2\). This establishes that equivalent matrices to \(S\) are all reported from the same starting point matrix. However, (the canonical graphs of) these matrices are compared (with the elements of \(\mathcal{U}\)) before they are recorded and those which have already been found were discarded during the search. Therefore the Seidel matrices are reported exactly once. \(\square\)
A nice feature of this generation algorithm and the rejection strategy involved is that it is possible to augment the elements of $S$ in parallel. Also, the number of Seidel matrices recorded in the set $\mathcal{T}$ does not depend on the number of starting-point Seidel matrices; it only depends on the number of inequivalent augmented matrices $\hat{S}$, stemming from the same starting-point matrix $S$.

The general idea behind the isomorph rejection strategy is to assign to the equivalence classes of Seidel matrices $\hat{S}$ of order $n + 1$ a preferred row orbit (which in turn by Lemma 2.2 assigns a canonical parent object $S$ of order $n$), and record a matrix during the search only if its most recently appended row belongs to this row orbit. In the algorithm described in the beginning of Section 2.2 this row orbit was given by the vertex orbit of $X(S)$, which contained the vertex with canonical label 0. However, since performing a canonical labeling is computationally expensive, alternative strategies for selecting the preferred row orbit (and thus the canonical parent) should be employed for certain equivalence classes. To this end, we recall a technique based on vertex invariants.

Let $S$ be a Seidel matrix of order $n$, and let $f$ be a vertex invariant of the vertex orbits of $X(S)$ with ordering $<$ on its range, and consider its values taken on the color 0 vertices $u_i \in V(X(S)), i \in \{0, \ldots, n - 1\}$. Let $U$ be the set of vertices with unique invariant value, that is $U := \{u_i : i \in \{0, \ldots, n - 1\}; \forall j \in \{0, \ldots n - 1\}, j \neq i : f(u_i) \neq f(u_j)\}$. Clearly, the members of $U$ form one-element vertex orbits and hence by Lemma 2.2 for every $u_i \in U$ the subgraphs induced by $V(X(S)) \setminus \{u_i, v_i^{(0)}, v_i^{(1)}\}$ are unique (up to isomorphism). If $U$ is nonempty, then let the preferred vertex orbit be the one-element set $\{u : u \in U; \forall x \in U f(u) < f(x)\}$, otherwise if $U$ is empty, then we fall back to the strategy based on canonical labeling. In that case, the preferred vertex orbit remains the one which contains the vertex with canonical label 0.

The sensitivity of $f$, viz. the ratio of the number of vertex orbits it distinguishes to the total number of vertex orbits is greatly depends on the choice of $f$: simple vertex invariants are computationally cheap, yet they might not be able to recognize one-element vertex orbits. Indeed, the vertex degree $f(u) := \text{degree}(u)$, the most natural choice for vertex invariants, is unfortunately constant on the color classes of $X(S)$ and consequently useless for our purposes. We have used the following vertex invariant for Seidel matrices of order $n \geq 3$:

$$f(u_i) := \left|\{(j, k) : j, k \in \{0, \ldots, n - 1\}; j \neq i, k \neq i, j \neq k; \text{the induced subgraph on } \{u_i, u_j, u_k, v_i^{(0)}, v_i^{(1)}, v_j^{(0)}, v_j^{(1)}, v_k^{(0)}, v_k^{(1)}\} \text{ is isomorphic to } X(J_3 - I_3)\right|,$$

Equivalently, $f(u_i)$ counts the number of $3 \times 3$ sub-Seidel matrices intersecting the $i$th row and column of $S$, which are equivalent to $J_3 - I_3$.

During the classification process once we encounter an augmented matrix $\hat{S}$, we compute the values of this vertex invariant first, and then check if there are vertices with unique invariant value. If this is the case, then we discard $\hat{S}$ unless its most recently augmented vertex $u_n \in V(X(\hat{S}))$ is the one with smallest unique invariant value. If there are no vertices with unique invariant value, then it might be more efficient to try another, more powerful invariant first (e.g., one based on the $4 \times 4$ sub-Seidel matrices) before falling back to canonical labeling. If none of the invariants used were able to find a unique vertex (perhaps because there were no such vertices at all), then we can refine the coloring of the vertices $u_i$ of $X(\hat{S})$ based on the values taken by $f$. This extra information, if implemented carefully, could greatly improve the efficiency of nauty. Another possible improvement is to utilize $\text{Aut}(S)$ in canonical augmentation, see [5, 28, Section 4.2.3].
Our C implementation classified the $13 \times 13$ Seidel matrices in about a day in a cluster of 16 computers having 12 logical processors each. The computed data takes up some 120GB of storage in graph6 format. A pseudocode describing this algorithm is available in the Appendix.

## 3. Algebraic properties of Seidel matrices

Recall that the spectrum of a Seidel matrix $S$ of order $n$, denoted by $\Lambda(S)$, contains its eigenvalues, $\lambda_0, \ldots, \lambda_{n-1}$, which are in turn the roots of the characteristic polynomial

$$p_S(\lambda) := \det(\lambda I - S) = \lambda^n + c_{n-2}\lambda^{n-2} + \ldots + c_0.$$ 

We note that the characteristic polynomial has leading coefficient 1 (it is monic), and therefore all of its roots are algebraic integers.

Two Seidel matrices $S_1$ and $S_2$ are cospectral, and $S_2$ is called the cospectral mate of $S_1$, if $\Lambda(S_1) = \Lambda(S_2)$. Equivalent Seidel matrices are cospectral, but starting from $n = 8$ examples of inequivalent cospectral matrices appear. In this section we describe results regarding the characteristic polynomial of Seidel matrices of order $n \leq 13$. In particular, we tabulate the number of cospectral Seidel matrices, the distribution of Seidel matrices with exactly $k \in \{1, \ldots, n\}$ distinct eigenvalues, and the number of Seidel matrices with smallest eigenvalue $\lambda_{\text{min}} \in \{-3, -5, -7\}$. It turns out, that all of these properties can be treated via inspecting the characteristic polynomial.

There are various algorithms available for computing the characteristic polynomial. We decided to implement a classical algorithm due to the Faddeev–LeVerrier [27], and in addition for verification and benchmarking purposes a fraction-free Gaussian elimination algorithm [15, Chapter 9]. We found that for these small matrices Faddeev–LeVerrier performed better.

Table 1 summarizes our findings regarding the number of cospectral Seidel matrices up to equivalence. In the columns the size, the number of Seidel matrices up to equivalence, the number of distinct characteristic polynomials, the number of Seidel matrices having a cospectral mate, and the largest number of pairwise inequivalent cospectral Seidel matrices are given. It appears that the fraction of Seidel matrices with a cospectral mate increases at first, but from $n = 12$ starts to decrease. This might suggest that cospectral matrices in general are rare. A similar phenomenon was observed in connection with graph adjacency matrices [6], [24].

| $n$ | #Seidel matrices | #char. polys | #with mate | max. family |
|-----|------------------|--------------|------------|-------------|
| 1   | 1                | 1            | 0          | 1           |
| 2   | 1                | 1            | 0          | 1           |
| 3   | 2                | 2            | 0          | 1           |
| 4   | 3                | 3            | 0          | 1           |
| 5   | 7                | 7            | 0          | 1           |
| 6   | 16               | 16           | 0          | 1           |
| 7   | 54               | 54           | 0          | 1           |
| 8   | 243              | 235          | 15         | 3           |
| 9   | 2038             | 1824         | 400        | 4           |
| 10  | 33120            | 28488        | 8340       | 12          |
| 11  | 1182004          | 925108       | 437484     | 25          |
| 12  | 87723296         | 71366612     | 28175661   | 83          |
| 13  | 12886190064      | 10746314335  | 3722801719 | 174         |

Table 1. The number of cospectral Seidel matrices for $n \leq 13$

The computation of the numbers given in Table 1 was carried out in a similar fashion to what is described in detail in [24]. The main difficulty arose from the fact that the
number of characteristic polynomials we initially encountered were too numerous to store and process at once. Therefore at first we split up the Seidel matrices of order 13 according to the value of $|\det(S)| \pmod{p}$ for some prime number $p$. We chose $p = 761$ and $p = 383$ in two independent rounds of computation. Clearly, if $S_1$ and $S_2$ have distinct absolute determinant modulo $p$, then their characteristic polynomials are distinct. Therefore it is possible to investigate these smaller sets independently. Computing and evaluating these characteristic polynomials took about a week.

Another application of computing the characteristic polynomial is to determine the number of Seidel matrices which only have few distinct eigenvalues. The following simple result was used in this regard (see also [26, p. 54]). Henceforth we denote by $\deg(p)$ the degree of the polynomial $p$; by $p'$ the derivative of $p$; and by $\gcd(p, q)$ the greatest common divisor of the polynomials $p$ and $q$.

**Lemma 3.1.** Let $A$ be a matrix of order $n \geq 1$ with characteristic polynomial $p_A(\lambda)$. Then $A$ has exactly $n - \deg(\gcd(p_A(\lambda), p'_A(\lambda)))$ distinct eigenvalues.

**Proof.** Assume that $A$ is a matrix of order $n \geq 1$ with exactly $k \geq 1$ distinct eigenvalues $\lambda_0, \ldots, \lambda_{k-1}$ of multiplicity $r_0, \ldots, r_{k-1}$, $r_i \geq 1$ for $i \in \{0, \ldots, k-1\}$. Then, we have $p_A(\lambda) = (\lambda - \lambda_0)^{r_0} \cdots (\lambda - \lambda_{k-1})^{r_{k-1}}$, and $p'_A(\lambda) = (\lambda - \lambda_0)^{r_0-1} \cdots (\lambda - \lambda_{k-1})^{r_{k-1}-1} q(\lambda)$, where $q(\lambda_i) \neq 0$ for every $i \in \{0, \ldots, k-1\}$, and the result follows. □

During the computation of the characteristic polynomials, additionally, we recorded the frequency of the number $k := n - \deg(\gcd(p_S(\lambda), p'_S(\lambda)))$. Our results are shown in Table 2.

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
|-----|---|---|---|---|---|---|---|---|---|----|----|----|----|
| 1   | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0  | 0  | 0  | 0  |
| 2   | 1 | 2 | 2 | 3 | 2 | 2 | 3 | 2 | 2  | 2  | 1  | 1  | 1  |
| 3   | 0 | 1 | 2 | 0 | 2 | 3 | 4 | 0 | 10 | 1  | 1  | 1  | 1  |
| 4   | 1 | 4 | 5 | 16 | 20 | 37 | 38 | 66 | 64 | 1  | 1  | 1  | 1  |
| 5   | 0 | 2 | 8 | 20 | 55 | 92 | 166 | 184 | 1  | 1  | 1  | 1  | 1  |
| 6   | 4 | 20 | 64 | 188 | 406 | 830 | 1487 | 2362 | 1  | 1  | 1  | 1  | 1  |
| 7   | 8 | 46 | 218 | 696 | 2110 | 4620 | 12665 | 135038 | 1  | 1  | 1  | 1  | 1  |
| 8   | 92 | 652 | 3507 | 14336 | 47515 | 135038 | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| 9   | 900 | 5960 | 41276 | 174522 | 721408 | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| 10  | 22451 | 217690 | 1848989 | 11633134 | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| 11  | 2222245 | 906230 | 7093434 | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| 12  | 7856575 | 817640532 | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| 13  | 11985482359 | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  |

**Table 2.** The number of Seidel matrices of order $n$ having exactly $k$ distinct eigenvalues

A few comments are in order. Since Seidel matrices have 0 trace, any Seidel matrix of order $n \geq 2$ has both a negative and a positive eigenvalue. The Seidel matrices with exactly two distinct eigenvalues are called regular two-graphs in the literature, see [19], [37], [41], [45], and correspond to several sporadic examples of large set of equiangular lines. It is clear that the Seidel matrices $\pm(J-I)$ have exactly two distinct eigenvalues, but examples beyond these are somewhat rare. The Seidel matrices with exactly three distinct eigenvalues were studied first in [21] where they were enumerated up to $n \leq 12$, and most recently in [20], where their structural properties were investigated. For example, it is known that they do not exist for prime orders $p \equiv 3 \pmod{4}$, see [21, Theorem 5.9]. Close inspection of Table 2 reveals that the number of Seidel matrices with exactly 4 distinct eigenvalues is not strictly increasing. This might suggest that they are rare enough to be interesting.
A third application of the characteristic polynomial is that it characterizes positive semidefinite matrices. Recall that a real symmetric matrix is called positive semidefinite, if all of its eigenvalues are nonnegative. The following is a slight reformulation of \cite[Corollary 7.2.4]{26}.

**Lemma 3.2.** A real symmetric matrix $A = A^T$ of order $n$ is positive semidefinite if and only if all the coefficients of its characteristic polynomial $p_A(\lambda) = \lambda^n + c_{n-1}\lambda^{n-1} + \ldots + c_0$ alternate in sign, that is, they satisfy $(-1)^{n-i}c_i \geq 0$ for every $i \in \{0, \ldots, n-1\}$.

**Proof.** On the one hand, it is easy to see that if the coefficients of $p_A(\lambda)$ alternate in sign, then such a polynomial cannot have a negative root. Therefore, since $A = A^T$, all other roots are nonnegative, and hence $A$ is positive semidefinite. On the other hand, if $A$ is positive semidefinite with $m \leq n$ positive eigenvalues $\lambda_0, \ldots, \lambda_{m-1}$, then an inductive argument shows that the signs of the coefficients of $\prod_{i=0}^{m-1}(\lambda - \lambda_i)$ alternate strictly; multiplying by $\lambda^{n-m}$ gives $p_A(\lambda)$. \hfill \Box

Here we are interested in the number of Seidel matrices $S$ with smallest eigenvalue $\lambda_{\min} \geq x \in \{-3, -5, -7\}$. This question can be decided via Lemma \ref{lem:3.2} by considering the matrix $S-xI$ and determining whether it is positive semidefinite. While it is possible to use a complete classification of Seidel matrices of order $n$, and then check this property for every matrices, in certain cases, for example, when $x = -3$, it is faster to generate them as described in Section \ref{sec2} but discarding along the way the Seidel matrices with $\lambda_{\min} < -3$. The reason for this is interlacing: if a Seidel matrix has smallest eigenvalue $\lambda_{\min}$, then all of its sub-Seidel matrices have smallest eigenvalue at least $\lambda_{\min}$. We state this result as follows, see \cite[Theorem 4.3.28]{26}.

**Theorem 3.3.** Let $A = A^T$ be a real symmetric matrix of order $n$, partitioned as $\begin{bmatrix} B & C \\ C^T & D \end{bmatrix}$, where $B = B^T$ is of order $m \leq n$. Let the eigenvalues of $A$ be $\lambda_0 \leq \cdots \leq \lambda_{n-1}$, and let the eigenvalues of $B$ be $\mu_0 \leq \cdots \leq \mu_{m-1}$. Then $\lambda_i \leq \mu_i \leq \lambda_{i+n-m}$, $i \in \{0, \ldots, m-1\}$.

The proof of Theorem \ref{thm:3.3} along with the discussion of the case of equality, can be found in \cite[p. 246]{26}. See also \cite{23} for several applications of eigenvalue interlacing in graph theory. We remark that if $\lambda$ is an eigenvalue of $S$ of order $n$, then by the Geršgorin circle theorem \cite[Theorem 6.1.1]{26}, we have $|\lambda| \leq n - 1$, and equality holds for the Seidel matrices $\pm(J-I)$.

Our findings are tabulated in Table \ref{tab:3}. The focus on negative odd eigenvalues was motivated by the fact that large equiangular line systems correspond to Seidel matrices with such eigenvalues \cite{29}.

| $n$ | $\lambda_{\min} \geq -3$ | $\lambda_{\min} = -3$ | $\lambda_{\min} \geq -5$ | $\lambda_{\min} = -5$ | $\lambda_{\min} \geq -7$ | $\lambda_{\min} = -7$ |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 3   | 2               | 0               | 2               | 0               | 2               | 0               |
| 4   | 3               | 1               | 3               | 0               | 3               | 0               |
| 5   | 5               | 1               | 7               | 0               | 7               | 0               |
| 6   | 9               | 4               | 16              | 1               | 16              | 0               |
| 7   | 16              | 9               | 51              | 2               | 54              | 0               |
| 8   | 25              | 23              | 215             | 8               | 243             | 1               |
| 9   | 40              | 38              | 1601            | 33              | 2033            | 2               |
| 10  | 58              | 56              | 21249           | 306             | 33027           | 10              |
| 11  | 75              | 73              | 511275          | 6727            | 1177470         | 78              |
| 12  | 96              | 94              | 19032270        | 219754          | 87089911        | 1362            |
| 13  | 108             | 106             | 965697139       | 11295930        | 126660901908    | 55572           |

**Table 3.** The number of Seidel matrices with eigenvalues $-3, -5,$ and $-7$

Inspection of Table \ref{tab:3} reveals that while Seidel matrices with $\lambda_{\min} \geq -3$ or $\lambda_{\min} \leq -7$ are very rare, there is an abundance of Seidel matrices with $\lambda_{\min} \geq -5$ for $n \leq 13$. Based
on the growth rate of these numbers, we rather conservatively estimate that there are some $3 \times 10^{10}$ Seidel matrices of order $n = 15$ with $\lambda_{\text{min}} = -5$.

The Seidel matrices with these properties will serve as starting-point matrices for the search described in the next section where we study Seidel matrices with exactly three distinct eigenvalues.

4. SEIDEL MATRICES WITH EXACTLY THREE DISTINCT EIGENVALUES

Since regular two-graphs are somewhat rare, one might wonder what other combinatorial objects could be useful to the construction of large set of equiangular lines. Inspection of these large sets reveals that most of them correspond to a Seidel matrix with exactly (two or) three distinct eigenvalues. This observation motivated the search initiated in [21], where based on the full classification of Seidel matrices of order $n \leq 12$, enumeration of Seidel matrices with exactly three distinct eigenvalues was given. Here we extend that work slightly further, and enumerate all such Seidel matrices for $n \leq 23$. The summary of our results is given in Table 4.

| $n$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
|-----|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| #   | 0 | 0 | 1 | 2 | 0 | 2 | 3 | 4 | 0 | 10 | 1 | 2 | 6 | 4 | 1 | 12 | 0 | 30 | 6 | 2 | 0 | ≥ 20 |

TABLE 4. The number of Seidel matrices with exactly three distinct eigenvalues

There are several general methods to construct Seidel matrices with exactly three distinct eigenvalues. The basic result is that if the ambient graph $\Gamma(S)$ is a connected regular graph with adjacency matrix $A$, where $A$ has exactly $r \in \{3, 4\}$ distinct eigenvalues, then the Seidel matrix $S := J - I - 2A$ has at most $r$ distinct eigenvalues. Other, more involved constructions based on Seidel matrices with exactly two distinct eigenvalues are described in [21, Proposition 5.11], [21, Lemma 5.12], and [21, Theorem 5.16]. Further sporadic examples are known [15]. In the following we recall the result from [21, Proposition 5.11] to demonstrate that such matrices exist for every composite order $n > 4$. We use the short-hand notation $[\lambda]^a \in \Lambda(S)$ for $a \geq 1$ to indicate that the eigenvalue $\lambda$ has multiplicity at least $a$; the notation $[\lambda]^b \in \Lambda(S)$ carries no information about $\lambda$ and should be ignored. We denote by $A \otimes B$ the Kronecker product of the matrices $A$ and $B$.

**Lemma 4.1.** Let $S$ be a Seidel matrix of order $b \geq 3$ with spectrum $\Lambda(S) = \{[\lambda_0]^{b-c}, [\lambda_1]^c\}$ for some $c \geq 1$ with $\lambda_0, \lambda_1 \neq 1$. Then for $a \geq 1$, $S' := J_a \otimes (S - I_b) + I_{ab}$ has spectrum $\Lambda(S') = \{[a(\lambda_0 - 1) + 1]^{b-c}, [1]^{(a-1)b}, [a(\lambda_1 - 1) + 1]^c\}$.

**Proof.** Since $S'$ is a Seidel matrix, the claim follows immediately after noting that $\Lambda(J_a) = \{[0]^{a-1}, [a]^1\}$. □

For $a \geq 2, b \geq 3$ we use the notation $K(a, b) := J_a \otimes (J_b - 2I_b) + I_{ab}$. By Lemma 11 $\Lambda(K(a, b)) = \{[-2a + 1]^{b-1}, [1]^{ab-b}, [ab - 2a + 1]^1\}$, and therefore the matrices $K(a, b)$ are examples of Seidel matrices with exactly three distinct eigenvalues. To compile a table listing all the potential spectrum of such matrices, we derive a simple property first.

**Lemma 4.2.** Let $S$ be a Seidel matrix of order $n = a + b + c$ with exactly three distinct eigenvalues given by $\Lambda(S) = \{[\lambda]^a, [\mu]^b, [\nu]^c\}$. Then necessarily

$$a = \frac{n(n - 1 + \mu \nu)}{(\lambda - \mu)(\lambda - \nu)}, \quad b = \frac{n(n - 1 + \lambda \nu)}{(\mu - \lambda)(\mu - \nu)}, \quad c = \frac{n(n - 1 + \lambda \mu)}{(\nu - \lambda)(\nu - \mu)}.$$

In particular, the quantities above are positive integers.
Proof. This follows from the system of equations \( \text{tr}(S) = a\lambda + b\mu + c\nu = 0 \), \( \text{tr}(S^2) = a\lambda^2 + b\mu^2 + c\nu^2 = n(n-1) \), and \( a + b + c = n \).

A hypothetical spectrum \( \Lambda(S) = \{[\lambda]^a, [\mu]^b, [\nu]^c\} \) is called feasible, if the integrality conditions of Lemma 4.2 are met. There are further necessary conditions on the spectrum, some are general for all Seidel matrices, while others only apply to the three distinct eigenvalue case. We list the most important results below:

- The determinant of any Seidel matrix must satisfy \( \det(S) \equiv 1 - n \mod 4 \), see [21, Corollary 3.6]. This condition eliminates e.g. the case \( \{[-\sqrt{3}]^1, [0]^1, [\sqrt{3}]^1\} \).
- The multiplicity of any even eigenvalue must be 1, see [21, Theorem 2.2]. This eliminates \( \{[-7]^3, [-1]^3, [2]^5\} \).
- The following quantity \((n-1)(\lambda + \mu + \nu) + \lambda\mu\nu - n^2 - n - 2 \) must be doubly even for Seidel matrices with exactly three distinct eigenvalues [21, Corollary 5.3]. This eliminates \( \{[1]^8, [-2 + 3\sqrt{3}]^3, [-2 - 3\sqrt{3}]^3\} \).
- Finally, we note that a Seidel matrix with exactly three distinct eigenvalues necessarily has an integer eigenvalue [21, Corollary 5.5]. This eliminates potential cases with eigenvalues having a cubic minimal polynomial. If there are any quadratic irrational eigenvalues, then they come in conjugate pairs having equal multiplicity, and their minimal polynomial must be monic. This eliminates \( \{[3]^8, [-4 + \sqrt{21}/3]^8, [-4 - \sqrt{21}/3]^8\} \).

These necessary conditions, along with the Geršgorin bound \(|\lambda| \leq n-1\) allow us to compile a table listing the potential spectrum of hypothetical Seidel matrices. In Tables 5 and 6 we do this for each \( n \leq 24 \), where the spectra satisfying all these necessary conditions is displayed, along with the number of inequivalent matrices found, with the convention in Table 5 that \( \lambda < 0 \leq \mu \leq \nu \). Therefore if \( S \) and its complement \( -S \) have distinct spectra, then only one of those two cases is indicated.

Before describing the search in detail, we comment on Tables 5 and 6. The data in Table 5 shows that within the range of \( n \leq 24 \) most examples come from the matrices \( K(a, b) \). If a certain case can be obtained by application of [21, Lemma 5.12] or [21, Theorem 5.16], then the spectrum of the corresponding regular two-graph (or its complement) is noted. The cases where the smallest (or largest) eigenvalue was \(-3\) (or 3, respectively) could be very easily classified (cf. Table 4), while those with smallest eigenvalue \(-5\) required more efforts. The cases with a high eigenvalue multiplicity could be more easily treated than those where these multiplicities are approximately the same. In particular, addressing the existence of Seidel matrices with spectrum \( \{-7 \}^1, [1]^9, [5]^8 \) is out of reach with these techniques, as the pruning conditions (see the next paragraphs) in these cases are very weak, and a search would essentially be as difficult as the complete classification of Seidel matrices of order \( n \geq 14 \).

In Table 6 cases with quadratic eigenvalues are listed. We observe that we have examples of order \( n \equiv 1 \mod 4 \) with spectrum \( \{[0]^1, [\sqrt{n}]^{(n-1)/2}, [-\sqrt{n}]^{(n-1)/2}\} \), coming from the so-called conference two-graphs with spectrum \( \{[-\sqrt{n}]^{(n+1)/2}, [\sqrt{n}]^{(n+1)/2}\} \) (this is an instance of [21, Lemma 5.12]). Further examples can be obtained by combining these with Lemma 4.11. We also observe that some of the non-existent cases, e.g. \( \{[1]^4, [-1 + 2\sqrt{3}]^2, [-1 - 2\sqrt{3}]^2\} \), would come from the analogous, yet non-existent regular two-graphs with spectrum \( \{-\sqrt{3}^2, [\sqrt{3}]^2\} \).

Having compiled the tables with the potential spectra, the search for a Seidel matrix \( S \) of order \( n \) with spectrum \( \Lambda(S) = \{[\lambda]^a, [\mu]^b, [\nu]^c\} \) was carried out in the same way to what is described in Section 2. However, before accepting a Seidel matrix of order \( m \leq n \) encountered during the search, two further tests were performed. The principles of these
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\(\varepsilon > 0\), say \(\varepsilon = 0.01\). This requires a positive definiteness test, which can be done by computing \(m\) determinants. Another advantage of this weaker condition is that it can be tested by using integer arithmetic only, thus eliminates the inconvenience of dealing with irrational eigenvalues. Recall that a real symmetric matrix is called positive definite, if all of its eigenvalues are positive.

**Proposition 4.3** (Sylvester’s criterion). The real symmetric matrix \(A = A^T\) is positive definite if and only if every leading principal minor of \(A\) is positive.

**Proof.** See [26, Corollary 7.1.5] and [26, Theorem 7.2.5]. \(\square\)

Thus, during the search once we considered a Seidel matrix of order \(m \leq n\), we tested if both \(S - (\min\{\lambda, \mu, \nu\} - \varepsilon)I\) and \(-S + (\max\{\lambda, \mu, \nu\} + \varepsilon)I\) are positive definite.

The second test was to check if \(\lambda\), \(\mu\), and \(\nu\) were eigenvalues of sufficiently high multiplicity of the encountered matrices themselves. Again, it follows from Theorem 3.3 that if \(\lambda\) is an \(a\)-fold eigenvalue of \(S\) of order \(n\) (\(1 \leq a \leq n\)), then \(\lambda\) is an at least \((a - 1)\)-fold eigenvalue of any sub-Seidel matrix of order \(n - 1\). By induction, it follows that any sub-Seidel matrix of order \(m := n - (a - 1)\) must have an eigenvalue \(\lambda\). Deciding the multiplicity of a given eigenvalue \(\lambda\) is a rank computation, which can be performed in integer arithmetic as long as \(\lambda\) is an integer.

**Lemma 4.4.** Let \(A = A^T\) be a square matrix of order \(n\) and let \(\lambda \in \Lambda(A)\) with multiplicity \(m \geq 1\). Then \(m = n - \text{rank}(A - \lambda I)\). Moreover, if \(\lambda \notin \Lambda(A)\), then \(\text{rank}(A - \lambda I) = n\).

**Proof.** Let \(\lambda_0, \ldots, \lambda_{n-m-1}, \lambda_{n-m} = \lambda, \ldots, \lambda_{n-1} = \lambda\) denote the eigenvalues of \(A\). Since the matrix \(A\) is normal, it is unitary diagonalizable by the spectral theorem. Therefore we can write \(A = U\text{diag}(\lambda_0, \ldots, \lambda_{n-1})U^*\) with some unitary matrix \(U\), and in turn \(A - \lambda I = (U\text{diag}(\lambda_0 - \lambda, \ldots, \lambda_{n-m-1} - \lambda, 1, \ldots, 1))\text{diag}(1, \ldots, 1, 0, \ldots, 0)U^*\), where the diagonal matrix on the right hand side has exactly \(n - m\) nonzero entries. By part (f) of [26, Theorem 0.4.6] this implies that \(\text{rank}(A - \lambda I) = n - m\). \(\square\)

In case of Seidel matrices with quadratic eigenvalues, Lemma 4.4 can only be used (within the framework of integer arithmetic) for the integer eigenvalue. For quadratic eigenvalues, an analogous condition holds based on the characteristic polynomial.

**Lemma 4.5.** Let \(A = A^T\) be a square matrix of order \(n\) and let \(\lambda_0 \in \Lambda(A)\) with multiplicity \(m \geq 1\). Let \(p_A(\lambda)\) be the characteristic polynomial of \(A\). Then \(m = \text{deg}(\text{GCD}(p_A(\lambda), (\lambda - \lambda_0)^n))\). Moreover, if \(\lambda_0 \notin \Lambda(A)\) then \(\text{deg}(\text{GCD}(p_A(\lambda), (\lambda - \lambda_0)^n)) = 0\).

**Proof.** This is immediate, as the highest exponent \(k\) such that \(p_A(\lambda)\) is divisible by \((\lambda - \lambda_0)^k\), is exactly \(m\). \(\square\)

The following immediate corollary of Lemma 4.5 is powerful enough to deal with the quadratic case within the framework of integer arithmetic.

**Corollary 4.6.** Let \(A = A^T\) be a square matrix of order \(n\) and let \(\mu, \nu \in \Lambda(A)\) be distinct conjugate algebraic integers of degree 2 with multiplicity \(m \geq 1\) each. Let \(p_A(\lambda)\) be the characteristic polynomial of \(A\). Then \(m = \text{deg}(\text{GCD}(p_A(\lambda), (\lambda^2 - (\mu + \nu)\lambda + \mu\nu)^{[n/2]}))\). Moreover, if \(\mu \notin \Lambda(A)\) then \(\nu \notin \Lambda(A)\) and \(\text{deg}(\text{GCD}(p_A(\lambda), (\lambda^2 - (\mu + \nu)\lambda + \mu\nu)^{[n/2]})) = 0\).

We remark here that Lemma 4.5 and Corollary 4.6 can be reformulated in terms of higher order derivatives of \(p_A(\lambda)\).

While the positive definiteness tests allowed certain matrices with not necessarily smallest eigenvalue \(\min\{\lambda, \mu, \nu\}\) to be considered and augmented during the search, once we have reached matrices of size \(n\), all of these were eliminated by repeated applications
of Lemma 4.4 and Corollary 4.6. Thus at the end of the search we were either able to generate all Seidel matrices of the given spectrum up to equivalence, or conclude that no such matrix exists.

In a recent paper Seidel matrices with exactly three distinct eigenvalues were studied [20], and it was proved that a large family of these have a regular graph in their switching class. This correspondence is useful because graphs are simpler objects to study, and known nonexistence results on regular graphs yield nonexistence results of Seidel matrices. We conclude this section by two results. The first highlights one of our nonexistence results, which does not seem to follow from any of the recent theoretical considerations [20], [21].

Theorem 4.7. Seidel matrices of order 18 with spectrum $\{[-9]^3, [1]^9, [3]^6\}$ do not exist.

In the manuscript [20] the question was raised whether there exist additional examples of Seidel matrices beyond $S$ of order $n=10$ with spectrum $\Lambda(S) = \{[-3]^4, [2+\sqrt{5}]^3, [2-\sqrt{5}]^3\}$, and its complement $-S$, having exactly three distinct eigenvalues, which do not contain a regular graph in their switching class. Our second result answers this question.

Theorem 4.8. Let $S$ be a Seidel matrix of order $n \leq 23$ with exactly three distinct eigenvalues. Then $S$ is equivalent to some Seidel matrix $S'$ so that its ambient graph $\Gamma(S')$ is regular, except for the cases $S \sim \pm S$ or $S \sim \pm (J_3 \otimes (S_6 - I_6) + I_{18})$, where $S_6$ is a Seidel matrix of order 6 with spectrum $\{[-\sqrt{5}]^3, [\sqrt{5}]^3\}$.

We have verified by computers that the Seidel matrices $\pm (J_{2k+1} \otimes (S_6 - I_6) + I_{6(2k+1)})$ do not contain any regular graph in their switching class for $k \in \{1, 2\}$. It remains to be seen if this holds for all $k \geq 3$ too. In light of the results tabulated in Table 3, it is not at all clear whether there exists any further examples (beyond $\pm S$) of Seidel matrices with exactly three distinct eigenvalues, having a quadratic eigenvalue, which do not immediately come from the conference two-graphs.

5. Equiangular lines in $\mathbb{R}^7$, $\mathbb{R}^{12}$, and $\mathbb{R}^{14}$

The considerations of this paper were motivated in part by the following open problem: does there exist a configuration of 29 equiangular lines in $\mathbb{R}^{14}$? In the terminology of Seidel matrices, such a system would correspond to a Seidel matrix of order $n=29$ with smallest eigenvalue $\lambda_{\text{min}} = -5$ of multiplicity 15 (as other potential common angles besides $\alpha = 1/5$ can easily be eliminated by results described in [29]). By Theorem 3.3 this implies that any sub-Seidel matrix necessarily have smallest eigenvalue at least $-5$, and in particular, sub-Seidel matrices of size $n=15$ have smallest eigenvalue exactly $\lambda_{\text{min}} = -5$. Our initial intuition was that the condition “$S$ has an eigenvalue $\lambda = -5$” is extremely strong, and only a few million such matrices of order 15 are to be found. However, these expectations turned out to be wrong, as inspection of Table 3 reveals that the number of such matrices grows more rapidly than initially anticipated. While we think that generating the $14 \times 14$ Seidel matrices with $\lambda = -5$, or even those with $\lambda_{\text{min}} = -5$ is very much possible with certain additional efforts, classification of the $15 \times 15$ Seidel matrices with the same properties, and moreover, augmenting all of those to reach size $n = 29$ seems currently out of reach.

Nevertheless, to get some insight into this problem, and in particular, to see how rapidly the number of generated matrices grows in the beginning, and then how fast it declines once we encounter matrices which are large enough to have a guaranteed eigenvalue, we studied two simpler, yet analogous problems.
5.1. **28 lines in** $\mathbb{R}^7$ **at angle** $1/3$. The first problem we studied was the generation of equiangular lines in $\mathbb{R}^7$ with common angle $\alpha = 1/3$. Such equiangular line systems correspond to Seidel matrices of order $n \geq 8$ with smallest eigenvalue $\lambda_{\min} = -3$ of multiplicity at least $n - 7$. It turned out, that this problem is very easy as the number of Seidel matrices with $\lambda_{\min} \geq -3$ is very limited, see Table 3. We were able to generate the counts shown in Table 7 effortlessly.

| $n$ | 8  | 9  | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |
|-----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| #   | 23 | 37 | 54 | 70 | 90 | 101| 103| 90 | 70 | 54 | 37 | 23 | 16 | 10 | 5  | 3  | 2  | 1  | 1  | 1  | 0    |

**Table 7.** Seidel matrices with $\lambda_{\min} = -3$ of multiplicity at least $n - 7$

Table 7 displays counts regarding the number of inequivalent configurations of $n \geq 8$ equiangular lines in $\mathbb{R}^7$ with common angle $1/3$ (for $1 \leq n \leq 7$ refer to Table 3). It shows that the number of distinct configurations grows at first, reaches its peek at halfway at $n = 14$ lines, and then starts to decrease. Uniqueness is reached at $n = 26$ lines. It is known that a configuration of $n = 29$ lines is impossible [29]; moreover, 28 is the maximum number of equiangular lines in $\mathbb{R}^d$ for $7 \leq d \leq 13$. This configuration of $n = 28$ lines corresponds to a Seidel matrix with spectrum $\{[-3]^21, [9]^7\}$.

5.2. **20 lines in** $\mathbb{R}^{12}$ **at angle** $1/5$. While the maximum number of equiangular lines is known to be 28 in $\mathbb{R}^{12}$ (see Section 5.1), it was not known prior to this work whether there exists a configuration of 21 equiangular lines with common angle $\alpha = 1/5$ (see [21]). Such a hypothetical configuration would correspond to a Seidel matrix of order $n = 21$ with smallest eigenvalue $\lambda_{\min} = -5$ of multiplicity exactly 9. This in turn implies that any of its $13 \times 13$ sub-Seidel matrix would necessarily have smallest eigenvalue $\lambda_{\min} = -5$. The results tabulated in Table 3 shows that there are exactly 11295930 such matrices, which should be augmented as described in Section 2 and then pruned according to the multiplicity of the eigenvalue $-5$ as described in Section 4 until $n = 21$ lines are reached. However, no such configuration turned up during the search, and therefore we have the following result.

**Theorem 5.1.** The maximum number of equiangular lines in $\mathbb{R}^{12}$ with common angle $\alpha = 1/5$ is $n = 20$.

In Table 8 we display the counts regarding the number of Seidel matrices of order $n \geq 13$ having an eigenvalue $-5$ of multiplicity at least $n - 12$. Note that, for performance reasons, these numbers were not filtered further according to whether or not $-5$ is the smallest eigenvalue. It turns out that each of the 32 Seidel matrices of order $n = 20$ found has in fact smallest eigenvalue $\lambda_{\min} = -5$. This implies, that there exist exactly 32 distinct configurations of 20 equiangular lines in $\mathbb{R}^{12}$ with common angle 1/5. We note that 8 of these have spectrum $\{[-5]^8, [1]^5, [5]^7\}$, see Table 3. We remark here that large enough Seidel matrices with smallest eigenvalue exactly $-5$ are equivalent to one whose ambient graph is a Dynkin graph [39].

| $n$ | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 |
|-----|----|----|----|----|----|----|----|----|----|
| #   | 260030960 | 8897086 | 2931550 | 851892 | 155223 | 16385 | 852 | 32 | 0    |

**Table 8.** Seidel matrices with $\lambda = -5 \in \Lambda(S)$ of multiplicity at least $n - 12$
5.3. 28 lines in $\mathbb{R}^{14}$ at angle $1/5$. The two case studies described in the previous subsections demonstrated that it is possible to classify all equiangular configurations in $\mathbb{R}^d$ for small $d$. The next interesting open case is to decide the maximum number of equiangular lines in $\mathbb{R}^{14}$, which is known to be either 28 or 29, see [21]. In Section 5.1 a well-known configuration of 28 lines in $\mathbb{R}^7$ (hence, in $\mathbb{R}^{14}$) with common angle $1/5$ was obtained as a result of a computer search. Here we recall and analyze a construction with common angle $1/5$. The Seidel matrices of order 36 with spectrum $\{-5, 7, 7\}$ were classified in [37]. By [21, Theorem 5.16], removing any sub-Seidel matrix equivalent to $J_8 - I_8$ yields a Seidel matrix of order 28 with spectrum $\{-5, 3, 7\}$, which corresponds to a configuration of 28 equiangular lines in $\mathbb{R}^{14}$. Such a configuration was shown first in [46]. It turns out that the 227 Seidel matrices of order 36 result in 4009 Seidel matrices of order 28, forming 1045 distinct equivalence classes. We record this enumeration as follows.

**Theorem 5.2.** There exist, up to equivalence, at least 1045 Seidel matrices of order 28 with spectrum $\{-5, 3, 7\}$. All of these have a regular graph in their switching class.

This result shows that during a potential classification of all Seidel matrices of order $n \geq 15$, having an eigenvalue $-5$ of multiplicity at least $n - 14$, we will encounter over a 1000 equivalence classes once we reach order $n = 28$.

Finally, we remark that one may ask what are the Seidel matrices of order $n$ having smallest eigenvalue $\lambda_{\min} \geq -5$, and at the same time having largest eigenvalue $\lambda_{\max} \leq c$ for some fixed positive constant $c$. As long as $0 < c < 5$, such a (computer-aided) classification can be done with reasonable efforts. However, once $c \geq 5$, we will encounter the four inequivalent conference two-graphs of order $n = 26$ with spectrum $\{-5, 5\}$ (see [37]), and once $c \geq 7$ we will encounter the Seidel matrices mentioned in Theorem 5.2.

In contrast, inspection of the trace shows that any potential Seidel matrix corresponding to an equiangular line system in $\mathbb{R}^{14}$ with 29 lines necessarily have an eigenvalue $\lambda \geq \sqrt{437}/14 > 5.58$, and thus improving over this simple bound computationally with the methods described here seems to be quite difficult.

6. Verification of the results

In order to get confidence in the correctness of the implemented algorithms, we made certain consistency-checks during our computations. An immediate consequence of the orbit-stabilizer theorem [28, Theorem 3.20] is the following:

**Lemma 6.1.** Let $S$ be a set containing exactly one Seidel matrix of order $n$ up to equivalence. Then

$$\sum_{S \in S} \frac{1}{|\text{Aut}(S)|} = \frac{2^{n(n-3)/2}}{n!}.$$ 

**Proof.** Let us denote by $G$ the group acting on the Seidel matrices of order $n$. The orbit-stabilizer theorem [28, Theorem 3.20] yields $\sum_{S \in S} (|G|/|\text{Aut}(S)|) = 2^{n(n-1)/2}$. On the left hand side $|G|/|\text{Aut}(S)|$ counts the total number of distinct Seidel matrices equivalent to $S$. On the right hand side the total number of symmetric, $\pm 1$ matrices with 0 diagonal is shown. Dividing both sides by $|G| = n!2^n$ gives the result. \qed

Lemma 6.1 gives information on the distribution of the automorphism group sizes of Seidel matrices. We used it to verify that the generated 12886193064 Seidel matrices of order $n = 13$ have automorphism group sizes consistent with the formula described in it. The distribution of the automorphism group sizes, which were obtained as a by-product
| [Aut] | # | [Aut] | # | [Aut] | # | [Aut] | # | [Aut] | # |
|-------|---|-------|---|-------|---|-------|---|-------|---|
| 12454041600 | 2 | 207360 | 8 | 20736 | 14 | 2880 | 14 | 114 | 12 |
| 159667200 | 2 | 172800 | 4 | 20160 | 78 | 2592 | 24 | 480 | 84 |
| 43545600 | 2 | 165888 | 2 | 18432 | 12 | 2560 | 2 | 448 | 12 |
| 17418240 | 2 | 161280 | 26 | 17280 | 152 | 2400 | 10 | 88 | 12 |
| 14515200 | 2 | 138240 | 24 | 15552 | 6 | 2048 | 3 | 72 | 64 |
| 9676800 | 2 | 120960 | 24 | 15360 | 6 | 2048 | 6 | 384 | 171 |
| 7257600 | 2 | 115200 | 4 | 14400 | 8 | 2016 | 4 | 336 | 36 |
| 5806080 | 4 | 103680 | 4 | 13824 | 54 | 1920 | 109 | 64 | 1 |
| 4354560 | 2 | 100800 | 2 | 11520 | 266 | 1728 | 590 | 288 | 235 |
| 2903040 | 2 | 92160 | 6 | 10368 | 12 | 1536 | 394 | 288 | 286 |
| 1935360 | 2 | 69120 | 36 | 9216 | 48 | 1344 | 16 | 240 | 757 |
| 1451520 | 2 | 62208 | 6 | 8640 | 16 | 1440 | 768 | 256 | 245 |
| 967680 | 8 | 57600 | 14 | 6912 | 86 | 1024 | 319 | 216 | 8 |
| 806400 | 2 | 55296 | 2 | 6144 | 12 | 1008 | 4 | 168 | 16 |
| 72576 | 4 | 46080 | 16 | 5184 | 22 | 864 | 912 | 156 | 4 |
| 645120 | 4 | 40320 | 16 | 4608 | 290 | 768 | 2808 | 128 | 218 |
| 362880 | 2 | 34560 | 8 | 4608 | 290 | 770 | 2920 | 120 | 284 |
| 322560 | 8 | 28800 | 8 | 3456 | 364 | 672 | 4 | 112 | 72 |
| 276480 | 4 | 27648 | 14 | 3360 | 4 | 640 | 24 | 104 | 2 |
| 241920 | 2 | 23040 | 64 | 3072 | 42 | 576 | 10356 | 96 | 39886 |

**Table 9.** Automorphism group sizes of Seidel matrices of order 13

of the *nauty* calls, is exhibited in Table 9. We remark that a variant of the orbit-stabilizer theorem can be applied to verify the counts shown in Tables 7 and 8, see [28, Section 10.3].
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Algorithm 1 Canonical augmentation of Seidel matrices with custom vertex invariants

Require: A set \( S \) containing the Seidel matrices \( S \) of order \( n \geq 3 \) up to equivalence.

Require: A vertex invariant \( f(.) \) with total ordering \( \prec \) on its range.

Require: An algorithm to compute a canonical labeling \( \sigma \) for a graph, and to determine the \( \sim \) equivalence classes of its vertices under the action of the automorphism group.

1: function \( \text{CanAugInv}(S) \)
2: \( U \leftarrow \emptyset \)
3: for all starting-point matrices \( S \in S \) do
4: \( C \leftarrow \emptyset \)
5: \( \mathcal{T} \leftarrow \emptyset \)
6: for all possible row (and column) augmentation of \( S \) to \( \hat{S} \) do
7: Construct \( X(\hat{S}) \) on vertices \( \{u_i, v_j^{(k)} : i, j \in \{0, \ldots, n\}; k \in \{0, 1\}\} \)
8: \( U \leftarrow \{u_i : 0 \leq i \leq n; \forall j \in \{0, \ldots, n\}; j \neq i \implies f(u_j) \neq f(u_i)\} \)
9: if \( U \neq \emptyset \) then
10: \( p \leftarrow u_i \in U: (\forall j \in U, j \neq i \implies f(u_i) \prec f(u_j)) \)
11: if \( u_n = p \) then \( \triangleright u_n \) is the most recently appended vertex
12: Compute a canonical labeling \( Y := \sigma(X(\hat{S})) \).
13: if \( Y \notin C \) then
14: \( C \leftarrow C \cup \{Y\} \)
15: \( \mathcal{T} \leftarrow \mathcal{T} \cup \{\hat{S}\} \)
16: end if
17: end if
18: else
19: Compute a canonical labeling \( Y := \sigma(X(\hat{S})) \).
20: Determine the vertex orbits under the action of \( \text{Aut}(X(\hat{S})) \).
21: \( p \leftarrow \sigma(0) \) \( \triangleright p \) is the vertex with canonical label 0
22: if \( u_n \sim p \) then
23: if \( Y \notin C \) then
24: \( C \leftarrow C \cup \{Y\} \)
25: \( \mathcal{T} \leftarrow \mathcal{T} \cup \{\hat{S}\} \)
26: end if
27: end if
28: end if
29: end for
30: \( U \leftarrow U \cup \mathcal{T} \)
31: end for
32: return \( U \)
33: end function