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Abstract

The main goal of this work is equipping convex and nonconvex problems with Barzilai-Borwein (BB) step size. With the adaptivity of BB step sizes granted, they can fail when the objective function is not strongly convex. To overcome this challenge, the key idea here is to bridge (non)convex problems and strongly convex ones via regularization. The proposed regularization schemes are simple yet effective. Wedding the BB step size with a variance reduction method, known as SARAH, offers a free lunch compared with vanilla SARAH in convex problems. The convergence of BB step sizes in nonconvex problems is also established and its complexity is no worse than other adaptive step sizes such as AdaGrad. As a byproduct, our regularized SARAH methods for convex functions ensure that the complexity to find $\mathbb{E}[\|\nabla f(x)\|^2] \leq \epsilon$ is $O((n + \frac{1}{\epsilon^2}) \ln \frac{1}{\epsilon})$, improving $\epsilon$ dependence over existing results. Numerical tests further validate the merits of proposed approaches.

1 Introduction

We study a type of adaptive step size, known as Barzilai-Borwein (BB) step size [Barzilai and Borwein, 1988], for solving empirical risk minimization (ERM) problems. The distinct feature of ERM is the finite sum structure of the objective function; that is,

$$\min_{x \in \mathbb{R}^d} f(x) := \frac{1}{n} \sum_{i \in [n]} f_i(x)$$

where $x \in \mathbb{R}^d$ is the parameter vector to be learned from data; the set $[n] := \{1, 2, \ldots, n\}$ collects data indices; and, $f_i$ is the loss function for datum $i$. Throughout, $x^*$ denotes the optimal solution of (1). It is further assumed that $f(x^*) > -\infty$. Function $f$ can be convex or nonconvex.

To solve (1), there are basically three types of approaches categorized according to the frequency of computing $\nabla f(x)$. The gradient descent (GD) has a full gradient computed per iteration and updates via

$$x_{k+1} = x_k - \eta \nabla f(x_k)$$

where $k$ is the iteration index and $\eta$ is the step size (or learning rate), see e.g., [Nesterov, 2004]. The stochastic gradient descent (SGD), eliminates the requirement on computing a full gradient by drawing uniformly at random an index $i_k \in [n]$ per iteration $k$, and adopting $\nabla f_{i_k}(x_k)$ as an unbiased estimate for $\nabla f(x_k)$; see e.g., [Robbins and Monro, 1951, Bottou et al., 2016, Ghadimi and Lan, 2013]. SGD updates are given by

$$x_{k+1} = x_k - \eta_k \nabla f_{i_k}(x_k)$$

where $\eta_k$ is the (diminishing) step size used in iteration $k$. The last type of method is termed variance reduction (VR), which is a family of algorithms that compute $\nabla f(x)$ strategically. The general idea is to judiciously evaluate
a snapshot gradient $\nabla f(x_s)$, and use it to form the stochastic gradient estimates in the subsequent iterations. Members of the variance reduction family include SDCA [Shalev-Shwartz and Zhang, 2013], SVRG [Johnson and Zhang, 2013, Reddi et al., 2016a, Allen-Zhu and Hazan, 2016, SAG [Roux et al., 2012, SAGA [Defazio et al., 2014, Reddi et al., 2016b, MISO [Mairal, 2013], SARAH [Nguyen et al., 2017, Fang et al., 2018], and their variants [Konecný and Richtárik, 2013, Lei et al., 2017, Kovalev et al., 2019]. Most of these algorithms rely on the update

$$x_{k+1} = x_k - \eta \mathbb{E}(\nabla f_{i_k}(x_k), \nabla f(x_s))$$

where $\eta$ is a constant step size and $\mathbb{E}(\nabla f_{i_k}(x_k), \nabla f(x_s))$ is an algorithm-specific gradient estimate that combines the snapshot gradient $\nabla f(x_s)$ with the stochastic gradient $\nabla f_{i_k}(x_k)$.

For the best empirical performance, GD, SGD, and VR entail grid search to tune the step size, which is often painstakingly hard and time consuming. Motivated by the need to alleviate the efforts for tuning, adaptive step sizes for GD and SGD are extensively studied. For example, algorithms such as AdaGrad [Duchi et al., 2011, McMahan and Streeter, 2010], Adam [Kingma and Ba, 2014] and their variants [Reddi et al., 2019, Ward et al., 2019, Li and Orabona, 2018, Zaheer et al., 2018] are popular for training neural networks. While on the other hand, the adaptive step size for VR is not well-documented yet. The first adaptive step size for VR was introduced in [Tan et al., 2016], where BB step size for SVRG (BB-SVRG) was studied. BB-SVRG and BB-SARAH were further studied in [Liu et al., Yang et al., 2019, Li et al., 2019b]. However, all these works require a strongly convex $f$. The only work on nonconvex BB step size (that we are aware of) is [Ma et al., 2018], modifying the original BB step size for coping with the nonconvexity.

In this work, we answer the following question: Can BB step sizes be used for convex and nonconvex problems without modification? The challenge is that strongly convexity is necessary for a proper BB step size, whereas directly employing BB step size in convex problem can lead to an arbitrary large step size; and a negative one in nonconvex problems. Our solution is to bridge (non)convex problems with strongly convex ones through regularization, and then apply BB step size on the strongly convex problems instead. Throughout, we will use SARAH [Nguyen et al., 2017] as an example, but our methods arguably extend to other VR algorithms such as SVRG.

The proposed regularization approaches are simple and are easy to understand intuitively compared with the more complex regularization schemes in [Allen-Zhu, 2018]. Our detailed contributions can be summarized as follows.

- Convex and nonconvex problems are linked with strongly convex ones through regularization. Our regularization schemes are simple in the sense that they only rely on a single quadratic regularizer.

- Multiple regularization techniques are derived for convex and nonconvex problems. And their corresponding complexities are established. Through regularization, the complexity of SARAH in convex problems is reduced to $O((n + \frac{1}{L}) \ln \frac{1}{\epsilon})$.

- BB step sizes can be then applied on the regularized functions. For convex problems, it is shown that BB step size does not introduce extra complexity compared with vanilla SARAH; while for nonconvex ones, the BB step size is comparable to other adaptive step sizes such as AdaGrad theoretically. The proposed methods are further validated via numerical tests.

**Notation.** Bold lowercase letters denote column vectors; $\mathbb{E}$ represents expectation; $\|x\|$ stands for the $\ell_2$-norm of $x$; and $\langle x, y \rangle$ denotes the inner product of vectors $x$ and $y$.

## 2 Preliminaries

Basic definitions and assumptions are introduced in this section. Related results for SARAH and BB-SARAH are also reviewed.
2.1 Assumptions and Definitions

The following assumptions will be adopted for convex and nonconvex \( f \) with Lipchitz gradient throughout.

**Assumption 1.** Each \( f_i : \mathbb{R}^d \to \mathbb{R} \) has \( L \)-Lipchitz gradient; that is, \( \| \nabla f_i(x) - \nabla f_i(y) \| \leq L \| x - y \| , \forall x, y \in \mathbb{R}^d \).

**Assumption 2.** Each \( f_i : \mathbb{R}^d \to \mathbb{R} \) is convex.

Assumption 1 requires each loss function to be sufficiently smooth. One can certainly require smoothness of individual loss function and refine Assumption 1 as \( f_i \) has \( L_i \)-Lipchitz gradient. Clearly \( L = \max x, L_i \). By introducing the importance sampling schemes, such a refined assumption can tighten the \( L \) dependence in the bounds. However, since the extension is straightforward and along the lines of those appeared in, e.g., [Xiao and Zhang 2014] Kulunchakov and Mairal 2019, we will keep using the simpler Assumption 1 for clarity.

As we will link (non)convex problems with strongly convex ones, a formal definition of strong convexity is due.

**Definition 1.** (\( \mu \)-strongly convex) A continuously differentiable function \( f(x) \) is called \( \mu \)-strongly convex on \( \mathbb{R}^d \) if there exists a constant \( \mu > 0 \) such that \( f(y) - f(x) \geq \langle \nabla f(x), y - x \rangle + \frac{\mu}{2} \| y - x \|^2 , \forall x, y \in \mathbb{R}^d \).

When \( f \) is \( \mu \)-strongly convex with Assumption 1 satisfied, the condition number of \( f \) is defined as \( \kappa = L/\mu \).

Number of iterations for converging is not a fair measure for complexity of an algorithm. Since each iteration of GD requires computing a full gradient, while SGD has much lighter computational burden. In this work the measure for complexity of different algorithms is the incremental first-order oracle (IFO) [Agarwal and Bottou 2015].

**Definition 2.** An IFO takes \( f_i \) and \( x \in \mathbb{R}^d \) as input, and returns the (incremental) gradient \( \nabla f_i(x) \).

For example, computing \( \nabla f(x) \) has (IFO) complexity \( n \); while \( \nabla f_i(x) \) only has complexity 1. A desirable algorithm obtains a solution with minimal complexity.

2.2 Recap of SARAH with BB Step Size

**Algorithm 1** SARAH / BB-SARAH

1. **Initialize:** \( f, x^0, \eta(1), m, S \)
2. **for** \( s = 1, 2, \ldots, S \) **do**
3. \( x^s_0 \) choose \( \eta(s) = \eta(1) \)
4. \( x^s_0 = x^s_0 - \eta(s) \nabla f(x^s_0) \)
5. \( x^s_k = x^s_0 + \eta(s) \nabla f(x^s_0) \)
6. **for** \( k = 1, 2, \ldots, m - 1 \) **do**
7. \( v_k = \nabla f_{v_k}(x^s_k) - \nabla f_{v_k}(x^s_{k-1}) + \eta_k \nabla f_{v_k} \)
8. \( x^s_{k+1} = x^s_k - \eta(s) v_k \)
9. end for
10. select \( \tilde{x}^s \) randomly from \( \{ x^s_k \}_{k=0}^m \) following \( p^s \)
11. end for
12. Return: \( \tilde{x}^s \)

The proposed algorithms will rely on the well studied SARAH and BB-SARAH for strongly convex problems. It is thus instructive to recap their convergence properties in both strongly convex and (non)convex cases.

**SARAH.** The steps of SARAH are listed in Alg. 1. SARAH adopts a biased gradient estimate \( v_k \), that is, \( E[v_k] = \nabla f(x^s_k) - \nabla f(x^s_{k-1}) + \eta_k \nabla f(x^s_k) \), where \( F^k_{k-1} := \sigma(x^s_{i-1}, i_0, i_1, \ldots, i_{k-1}) \). After updating \( x^s_k \) for \( m \) times, \( \tilde{x} \) is chosen following a pmf vector \( p^s \). There are different options for \( p^s \), and the choice indeed affects the empirical performance of SARAH; see e.g., [Nguyen et al., 2017] Li et al., 2019. The complexity of SARAH to ensure \( E[\| \nabla f(x) \|^2] \leq \epsilon \) is: \( O((n + \kappa) \ln \frac{1}{\epsilon}) \) when \( f \) is strongly convex; \( O((n + \sqrt{\kappa}) \) when \( f \) is convex and \( O(n + \sqrt{\kappa}) \) given a nonconvex \( f \). We will henceforth use SARAH(\( f, x^0, \eta, m, S \)) to denote a call of SARAH to minimize \( f \), with initial point \( x^0 \), and specialized step size \( \eta \), inner loop length \( m \), and \( S \) outer loops.

**BB-SARAH.** BB step size is helpful for a “tune-free” version of SARAH. Suppose that \( f \) is \( \mu \)-strongly convex with condition number \( \kappa \). For any \( s > 1 \), BB step size monitors progress of previous outer loops, and chooses the

\[ \text{Note that the complexity } O((n + \frac{1}{\epsilon}) \ln \frac{1}{\epsilon}) \text{ in } \text{Nguyen et al., 2017}, \text{ and } O(\frac{1}{\epsilon} \ln \frac{1}{\epsilon}) \text{ from } \text{Nguyen et al., 2018} \text{ both require extra assumptions.} \]
step size of outer loop \( s \) accordingly via
\[
\eta^{(s)} = \frac{1}{\lambda_{\kappa}} \frac{\|\tilde{x}^{s-1} - \tilde{x}^{s-2}\|^2}{\langle \tilde{x}^{s-1} - \tilde{x}^{s-2}, \nabla f(\tilde{x}^{s-1}) - \nabla f(\tilde{x}^{s-2}) \rangle}
\]  
(2)
where \( \lambda_{\kappa} \) is a \( \kappa \)-dependent parameter chosen as either \( \lambda_{\kappa} = \mathcal{O}(\kappa) \) or \( \lambda_{\kappa} = \mathcal{O}(\kappa^2) \); see [Ma et al., 2018] [Liu et al., Li et al., 2019b] for details. Note that \( \nabla f(\tilde{x}^{s-1}) \) and \( \nabla f(\tilde{x}^{s-2}) \) are computed at the outer loops \( s \) and \( s - 1 \), respectively; hence, the BB step size only introduces almost negligible memory overhead to store \( \tilde{x}^{s-2} \) and \( \nabla f(\tilde{x}^{s-2}) \) in implementation. The price paid for an automatically tuned BB step size is a worse \( \kappa \) dependence in the complexity, i.e., \( \mathcal{O}\left((m + \kappa^2) \ln \frac{1}{\epsilon}\right) \). For convenience, we will use \( \text{BB-SARAH}(f, x_0, \eta^{(0)}, m, S) \) to denote a call of SARAH with BB step size to minimize \( f \), with initial point \( x_0 \), and initialized step size \( \eta^{(0)} \), inner loop length \( m \) and the number of outer loops \( S \).

Strongly convexity on the objective function plays an important role for a properly defined BB step size. One can verify that the BB step size in (2) lies in the following interval given a strongly convex \( f \) [Tan et al., 2016] [Liu et al., Li et al., 2019b]
\[
\frac{1}{\lambda_{\kappa} \mu} \leq \eta^* \leq \frac{1}{\lambda_{\kappa} \mu}.
\]
Such bounds on \( \eta^* \) break down when \( f \) is (non)convex. Specifically, the denominator of \( \eta^* \) in (2) can approach to 0 or even become a negative number for convex and nonconvex \( f \), respectively. Such behavior is observed in practice as well [Ma et al., 2018].

Our goal in this paper is to equip convex and nonconvex SARAH with BB step size. To overcome the aforementioned challenge, the general idea is to add a quadratic regularizer to \( f \) for obtaining a strongly convex surrogate function \( \tilde{f} \), and then apply BB step size on \( \tilde{f} \). The convergence of proposed approaches will be established by exploring the connections between \( \tilde{f} \) and \( f \). Note that the BB step sizes for convex and nonconvex problems were studied in [Ma et al., 2018]. Our proposed approach enjoys a lower complexity than [Ma et al., 2018] in convex problems. And combining our regularization techniques with [Li et al., 2019b], it is possible to obtain a “tune-free” version of BB step size for (non)convex problems.

### 3 Bridge (Non)Convexity and Strongly Convexity

To markedly broaden the scope for BB step sizes to (non)convex problems, the general idea is to define a surrogate function by adding a quadratic regularizer to \( f \). Regularization brings strongly convexity to the problem, which in turn implies that: i) the surrogate function is easier to be optimized compared with \( f \); ii) BB step size can be directly applied on the surrogate function. This section develops general regularization schemes for SARAH.

#### 3.1 Convex Case

Convex problems satisfying Assumptions [1] and [2] will be treated in this subsection. Intuitively, the surrogate function obtained through adding a quadratic regularizer scaled by a small number would not deviate from \( f \) that much. Hence optimizing it yields a solution approaching to \( x^* \). In addition, strong convexity of the surrogate function will lead to linear convergence rate. It is thus natural to expect improvement on complexity bounds.

\textbf{Algorithm 2} Regularized SARAH

1: \textbf{Initialize:} \( x_0 \)
2: define \( \tilde{f} \) as in (3)
3: \( \tilde{x} \leftarrow \text{SARAH}(\tilde{f}, x_0, \eta, m, K) \)
4: \textbf{Return:} \( \tilde{x} \)

\textbf{Algorithm 3} Recursively Regularized SARAH (convex)

1: \textbf{Initialize:} \( x_0, x_0 \leftarrow x_0 \)
2: for \( s = 1, 2, \ldots, S \) do
3: \hspace{1em} (v1) define \( \tilde{f}_s \) as in (4)
4: \hspace{1em} (v2) define \( \tilde{f}_s \) as in (5)
5: \hspace{1em} \( x_s \leftarrow \text{SARAH}(\tilde{f}_s, x_{s-1}, \eta_s, m_s, K_s) \)
6: end for
7: \textbf{Return:} \( \tilde{x}^S \)
3.1.1 SARAH with A Single Regularizer

The simplest regularization scheme one can think of is just adding a single quadratic function to \( f \). Surprisingly, such simple regularization leads to significant improvement on complexity. Define the surrogate function as

\[
\tilde{f}(x) = f(x) + \frac{\mu}{2} \|x - x_0\|^2 = \frac{1}{n} \sum_{i \in [n]} f_i(x) + \frac{\mu}{2} \|x - x_0\|^2
\]

where \( x_0 \) is a given point. It can be verified that \( \tilde{f} \) is \( L + \mu \) smooth, and \( \mu \) strongly convex when Assumptions 1 and 2 hold. The condition number of \( x \) when the surrogate function \( \tilde{f} \) is \( \tilde{\kappa} := (L + \mu)/\mu \). One can also rewrite \( \tilde{f}(x) = \frac{1}{n} \sum_{i \in [n]} f_i(x) + \frac{\mu}{2} \|x - x_0\|^2 \) := \( \frac{1}{n} \sum_{i \in [n]} \tilde{f}_i(x) \). Clearly, \( \tilde{f}_i \) is \( \mu \)-strongly convex as well. The strongly convexity of \( \tilde{f}_i \) can be helpful for choosing \( p^* \) in SARAH [Li et al., 2019b]. Leveraging \( \tilde{f} \), the regularized SARAH is summarized in Alg. 2 and its complexity bound is established next.

**Theorem 1.** Suppose that Assumptions 1 and 2 are satisfied. Choosing \( \mu = \mathcal{O}(\sqrt{\frac{\kappa}{\|x_0 - x^*\| \epsilon}}) \), \( \eta < \frac{1}{\mu + L} \), \( m = \mathcal{O}(\frac{L + \mu}{\mu}) \) and \( K = \mathcal{O}(\ln \frac{\|\nabla f(x_0)\|^2}{\epsilon}) \), Alg. 2 can obtain \( \mathbb{E}[\|\nabla f(x)\|^2] \leq \epsilon \) with complexity

\[
\mathcal{O}\left(\left(n + \frac{L\|x_0 - x^*\|}{\sqrt{\epsilon}}\right) \ln \frac{\|\nabla f(x_0)\|^2}{\epsilon}\right).
\]

The complexity bound in Theorem 1 improves at least the \( \epsilon \) dependence over all other SARAH variants for convex problems in the literature. So far, the complexity of SARAH for finding \( \mathbb{E}[\|\nabla f(x)\|^2] \leq \epsilon \) is \( \mathcal{O}(n + \sqrt{\frac{n}{\epsilon}}) \) [Li et al., 2019a].

Comparing now with the complexity of vanilla SARAH, the bound in Theorem 1 depends on the summation of \( n + \frac{1}{\sqrt{\epsilon}} \) rather than their product. This means that even a large \( n \) only has mild influence on the complexity. Note that our goal here is to find \( \mathbb{E}[\|\nabla f(x)\|^2] \leq \epsilon \), which is easier than \( \mathbb{E}[|f(x) - f(x^*)|] \leq \epsilon \), since \( \frac{1}{\sqrt{\epsilon}} \|\nabla f(x)\|^2 \leq f(x) - f(x^*) \) holds when \( f \) is convex. Our result is thus not violating on the lower bound on \( f(x) - f(x^*) \) established in [Woodworth and Srebro, 2016].

3.1.2 SARAH with Recursive Regularizer v1

In this subsection, a recursive regularization technique is developed for SARAH. Such regularization is motivated by the practical performance of Alg. 2. As we can see in Fig. 1, the choice of \( \mu \) is critical. In the experiment we observe that i) Alg. 2 converges more rapidly for a large \( \mu \) (e.g. \( \mu = 10^{-3} \)) at the beginning stage; ii) there exists a “platform”, that is, after certain iterations, \( \|\nabla f(x)\| \) almost remains unchanged; iii) the larger \( \mu \) is, the earlier the platform appears. The platform phenomenon happens when the surrogate function \( \tilde{f}(x) \) is almost optimized. In general the choice of \( \mu \) encounters dilemma: a large \( \mu \) leads to faster convergence initially but early “platform”; while small \( \mu \) slows the convergence, but later “platform”.

This subsection introduces a recursive regularization technique motivated by the practical performance of Alg. 2. As evidenced by Fig. 1 (notice that the y-axis is log-scaled), the choice of \( \mu \) is critical. Indeed, we observe experimentally that: i) Alg. 2 converges more rapidly for a large \( \mu \) (e.g. \( \mu = 10^{-3} \)) at the beginning; ii) a “plateau” emerges afterwards; that is, \( \|\nabla f(x)\| \) almost remains unchanged after certain iterations; iii) as \( \mu \) grows larger, the plateau appears earlier. The plateau emerges when the surrogate function \( \tilde{f}(x) \) is approximately optimized. In general, one faces a dilemma in selecting \( \mu \): a large \( \mu \) leads to faster convergence initially but reaches a “plateau” early; while a small \( \mu \) slows the convergence down, but the plateau emerges later. This motivates us to adopt recursive regularization, that is, adopting a large \( \mu \) to obtain faster convergence at early stage, then decreasing \( \mu \) to mitigate the “plateau”.

---

2Note that the complexity \( \mathcal{O}(\eta + \frac{1}{\epsilon} \ln \frac{1}{\eta}) \) in [Nguyen et al., 2017], and \( \mathcal{O}(\frac{1}{\epsilon} \ln \frac{1}{\epsilon}) \) from [Nguyen et al., 2018] both require extra assumptions. Hence comparing those bounds to Theorem 1 is not fair, even though Theorem 1 still improves over these works.
Bearing this in mind, consider the surrogate function sequence as

\[ \tilde{f}_s(x) = f(x) + \frac{\mu_s}{2} \| x - x_{s-1} \|^2, \ \forall s \geq 1 \]  

(4)

where \( x_0 \) is the initialization, and \( \{ \mu_s \} \) is a sequence of decreasing positive numbers to be specified later. Note that our surrogate functions are different from that of \cite{Allen-Zhu2018, Foster2019}, in which the strongly convexity of surrogate functions increases with \( s \).

Theorem 2. With Assumptions 1 \& 2 holding, Alg. 3 guarantees the total complexity for finding \( \mathbb{E}[\| \nabla f(\tilde{x}_S) \|^2] \leq \epsilon \) is \( \mathcal{O}((n + \frac{1}{\sqrt{\epsilon}})(S + \ln \frac{1}{\epsilon})) \) if one chooses the parameters as \( \mathcal{O}(\sqrt{\epsilon}) = \mu_1 > \mu_2 > \ldots > \mu_S = \mathcal{O}(\sqrt{\epsilon}) \).

In Theorem 2, we choose \( K_1 \) to be sufficiently large so that after finishing \( \text{SARAH}(\tilde{f}_1, x_0, \eta_1, m_1, K_1) \), \( \tilde{x}_1 \) is close to \( x^* \). With \( K_s = \mathcal{O}(1), \ \forall s > 1 \) proximity to \( x^* \) is guaranteed, while the decreasing sequence \( \{ \mu_s \} \) ensures to get closer to \( x^* \) as \( s \) increases.

3.1.3 SARAH with Recursive Regularizer v2

Though the recursive regularization can improve the performance of single regularization as confirmed by simulations in Section 5, it does not solve the “plateau” phenomenon since \( \mu_S = \mathcal{O}(\sqrt{\epsilon}) \). Next, we will introduce another variant of recursive regularization technique whose merits are: i) enhanced robustness to the parameter selection, i.e., choosing \( \mu_S = \mathcal{O}(\sqrt{\epsilon}) \), \( \forall s \) is not necessary; ii) elimination of the plateau. It worth mentioning that in the regularization technique in \cite{Allen-Zhu2018}, the plateau phenomenon on convex problems is inevitable since a small regularized term is added there to provide strongly convexity.

Here we introduce a new sequence of surrogate functions as (cf. (4))

\[ \tilde{f}_s(x) = f(x) + \frac{\mu_s}{2} \| x - x_{s-1} \|^2, \ \forall s \geq 1 \]

(5)

where \( \tilde{x}_0 = x_0 \) is the initialization; \( \tilde{x}_s, \forall s \geq 1 \) is an approximation of \( x^*_s := \arg \min_x \tilde{f}_s(x) \); and the choices of \( \mu_s \) will be specified later. The surrogate functions in (5) are designed such that \( \nabla \tilde{f}_s(\tilde{x}_{s-1}) = \nabla f(\tilde{x}_{s-1}) \), which is the key for convergence analysis. Leveraging (5), the designed algorithm is summarized in Alg. 3.

Theorem 3. Under Assumptions 1 \& 2 select \( \eta_s < \frac{1}{L + \mu_s} \), \( m_s = \mathcal{O}(\frac{L + \mu_s}{\mu_s}) \), and \( K_s = \mathcal{O}(\ln \frac{1}{\mu_s}) \) such that \( \mathbb{E}[\| \nabla \tilde{f}_s(\tilde{x}_s) \|^2] \leq \rho_s \mathbb{E}[\| \nabla f(\tilde{x}_{s-1}) \|^2] \) after each call of \( \text{SARAH}(\tilde{f}_s, \tilde{x}_{s-1}, \eta_s, m_s, K_s) \), where \( \rho_s < 1 \). Choosing \( \mu_s = \mu_0(\Pi_{t=1}^{s} \rho_t) \) with \( \mu_0 = \mathcal{O}(1) \), Alg. 3 guarantees that

\[ \mathbb{E}[\| \nabla f(\tilde{x}_s) \|^2] \leq \left[ \sum_{t=1}^{s} \rho_t \right] \| \nabla f(x_0) \|^2 + \mu_0 \left[ \sum_{t=1}^{s} \rho_t \right] \left( f(x_0) - f(x^*) \right), \ \forall s. \]

(6)

In addition, the complexity to find \( \mathbb{E}[\| \nabla f(\tilde{x}_s) \|^2] \leq \epsilon \) is \( \mathcal{O}\left( \sum_{s=1}^{S} \left[ \left( n + \frac{1}{\mu_s} \right) \ln \frac{1}{\epsilon} \right] \right) \), which is strictly less than \( \mathcal{O}(\sum_{s=1}^{S} \left( n + \frac{1}{\mu_s} \right) \ln \frac{1}{\epsilon}) \).

3.2 Nonconvex Case

This subsection focuses on regularization schemes for nonconvex problems. To this end, we start with the following definition.

Definition 3. (\( \sigma \)-bounded nonconvex.) A continuously differentiable function \( f \) is \( \sigma \)-bounded nonconvex on \( \mathbb{R}^d \) if there exists \( \sigma > 0 \) such that \( f(y) - f(x) \geq \langle \nabla f(x), y - x \rangle - \frac{\sigma}{2} \| y - x \|^2, \ \forall x \in \mathbb{R}^d, y \in \mathbb{R}^d \).

\footnote{Also known as \( \sigma \)-weakly convex.}
To find $E$ as the surrogate functions in (3), (4) and (5) are already strongly convex, one can directly apply BB step size for $\rho$. Define $\tilde{\rho}$ where $\tilde{\rho} = \max_{s} \rho_s$. Alg. 4 guarantees that $E[\|\nabla f(x_s)\|_2^2] \leq \frac{\rho}{(1-\rho)S} \|\nabla f(x_0)\|_2^2 + \frac{2(\sigma + \theta + \rho_s^2)}{(1-\rho)S} \left[ f(x_0) - f(x^*) \right]$. To find $E[\|\nabla f(x_s)\|_2^2] \leq \epsilon$, choosing $\rho$ properly and $S = O(1/\epsilon)$, the complexity of Alg. 4 is

$$O\left( \frac{1}{\epsilon(1-\rho)} \left( n + \frac{L + \sigma + \theta}{\epsilon} \right) \ln \frac{1}{\epsilon} \right).$$

Though the complexity is worse than the $O\left( \frac{1}{\epsilon(1-\rho)} \left( n + \frac{\sqrt{n}}{\epsilon} \right) \right)$ of vanilla SARAH for nonconvex problems, the regularized SARAH is the foundation of the BB step size. It is also worth mentioning that in vanilla SARAH, the step size is often chosen as $O\left( \frac{1}{\sqrt{L}} \right)$, while due to the strongly convexity of $\tilde{f}_s$ in Alg. 4, a much larger step size $O\left( \frac{1}{L + \sigma + \theta} \right)$ can be used. Meanwhile, the performance is robust to the choice of $\rho_s$ long as $\rho_s \leq 1, \forall s$.

## 4 BB Step Size for (Non)Convex Problems

In this section, BB step sizes for both convex and nonconvex problems are developed based on the regularization techniques.

### 4.1 Convex Case

As the surrogate functions in (3), (4) and (5) are already strongly convex, one can directly apply BB step size for minimizing them. For example, simply substituting line 3 of Alg. 2 with $\bar{x} \leftarrow \text{BB-SARAH}(f, x_0, \eta, m, K)$, one obtains the BB step size for the convex problem.

**Corollary 1.** (BB version of Alg. 2) Choosing $\mu = O\left( \frac{\sqrt{n}}{\|x_0 - x^*\|} \right)$, and applying BB-SARAH to solve $\min_x \tilde{f}(x)$, the overall complexity for finding $E[\|\nabla f(x)\|_2^2] \leq \epsilon$ is

$$O\left( \left( n + \frac{L^2\|x_0 - x^*\|^2}{\epsilon} \right) \ln \frac{\|\nabla f(x_0)\|_2^2}{\epsilon} \right).$$
Corollary 1 suggests that equipping BB step size on SARAH will not introduce extra complexity compared with vanilla SARAH for convex problems [Nguyen et al., 2017]. This is surprising since even for strongly convex problems, the price of BB step size is a worse complexity bound. Another variant of BB step size was studied in [Ma et al., 2018], however with a worse complexity $O(n+\frac{1}{\epsilon})$; see Appendix C for details. In addition, two parameters should be tuned in [Ma et al., 2018], while the BB-version of Alg. 2 can almost eliminate tuning if one adopts “tune-free” BB-SARAH such as [Li et al., 2019b] to minimize $f$.

Next we focus on the BB step size for recursively regularized SARAH, which is achieved by substituting line 5 of Alg. 3 with $\tilde{x}_s \leftarrow \text{BB-SARAH}(\tilde{f}_s, \tilde{x}_{s-1}, \eta_s, m_s, K_s)$.

**Corollary 2.** (BB version of Alg. 3 v1.) Choosing $O(\sqrt{\epsilon}) = \mu_1 > \mu_2 > \ldots > \mu_S = O(\sqrt{\epsilon})$ and other parameters properly, the overall complexity for finding $E[\|\nabla f(x)\|^2] \leq \epsilon$ is $O((n + \frac{1}{\epsilon})(S + \ln \frac{1}{\epsilon}))$, where $O$ hides $L$ and constants.

Corollary 2 suggests that recursive regularization v1 is free compared to vanilla SARAH on convex problems when choosing $S \leq O(\ln \frac{1}{\epsilon})$.

The BB step size for recursively regularized SARAH v2 can be obtained by substituting line 5 of Alg. 3 with $\tilde{x}_s \leftarrow \text{BB-SARAH}(\tilde{f}_s, \tilde{x}_{s-1}, \eta_s, m_s, K_s)$.

**Corollary 3.** (BB version of Alg. 3 v2.) Choosing $\{\rho_s\}$ the same as Assumption 1. The overall complexity for finding $E[\|\nabla f(x_s)\|^2] \leq \epsilon$ is $O(\sum_{s=1}^{S} \left((n + \frac{1}{\rho_s^2}) \ln \frac{1}{\rho_s}\right))$. In addition, the complexity is strictly less than $O((n + \frac{1}{\epsilon}) \ln \frac{1}{\epsilon})$.

Corollary 3 suggests that the price paid to obtain robustness in parameter selection while avoiding the plateau phenomenon, is a worse $\epsilon$ dependence compared to vanilla SARAH. This worse $\epsilon$ dependence originates from the difficulty of using BB step size for optimizing strongly convex function with a large condition number. Hence, compared to the modified BB step size in [Ma et al., 2018], when $n > \frac{1}{\epsilon}$ (in the big data regime or when a less accurate solution is desired), BB version of Alg. 3 v2 is preferable, otherwise one can rely on [Ma et al., 2018].

### 4.2 Nonconvex Case

The BB version of SARAH for nonconvex problem can be obtained similarly by substituting line 4 of Alg. 4 with $\tilde{x}_s \leftarrow \text{BB-SARAH}(\tilde{f}_s, \tilde{x}_{s-1}, \eta_s, m_s, K_s)$.

**Corollary 4.** (BB version of Alg. 4) Choose parameters properly such that $E[\|\nabla \tilde{f}_s(\tilde{x}_s)\|^2] \leq \rho_s E[\|\nabla \tilde{f}_s(\tilde{x}_{s-1})\|^2]$ for some $\rho_s < 1$. Denote $\rho := \max_s \rho_s$, then the complexity for finding $E[\|\nabla f(x_\ast)\|^2] \leq \epsilon$ is $O(\frac{n}{(1-\rho^2)} \ln \frac{1}{\rho})$.

The proposed BB version of Alg. 4 has the same complexity as those in [Ma et al., 2018], and both worse than vanilla SARAH on the non-convexity. This is the cost of being able to automatically tune the BB step size. Note that as the strongly convexity remains $\theta$ for all $x$ in $\mathbb{D}$, the step size used in the last inner loop of minimizing $f_s$ is valid for the step size initialization of $f_{s+1}$. Again, it is worth stressing that for being insensitive to the choice of $\rho_s$, the BB version of Alg. 4 with the subproblems solved using [Li et al., 2019b] is almost tune free.

Next we compare the proposed scheme to other adaptive step sizes such as AdaGrad [Duchi et al., 2011] McMahan and Streeter [2010], Adam [Kingma and Ba, 2014] and their variants [Reddi et al., 2019, Ward et al. 2019, Li and Orabona 2018, Zaheer et al. 2018]. For convenience we use AdaGrad to refer to all these algorithms. In theory, those comparisons are not necessarily fair since: i) AdaGrad is designed for stochastic optimization, i.e., $\min_x E_x[f(x, \xi)]$, while the proposed scheme focuses on finite sum problem (1); and, ii) the assumptions made in analyses are different. For fairness, we first consider the “deterministic” setting, where AdaGrad calculate the full gradient $\nabla f(x_\ast)$ per iteration and uses it for updating.

**Deterministic Setting.** Comparing AdaGrad in the deterministic setting with Alg. 4 having BB step size is fair since: i) for AdaGrad to obtain $\nabla f(x_\ast)$ amounts to reduce the stochastic optimization to finite sum problems; and, ii) the only assumption for both AdaGrad and proposed schemes is Assumption 1. The complexity of AdaGrad is $O(\frac{n}{\epsilon})$, meaning identical to the proposed algorithm.

**Stochastic Setting.** The stochastic setting is in general an unfair setting for comparison. Here we only consider using AdaGrad for solving (1). Even for (1), most of analyses of AdaGrad require at least one of the following extra assumptions i) bounded gradient, that is, $E_\mathcal{M}[[\nabla f_i(x)]^2] \leq G$; ii) bounded variance $E_i[[\nabla f_i(x) - \nabla f(x)]^2] \leq \mathcal{V}$. 8
Regardless of these differences on assumptions compared with Alg. 4, the complexity of AdaGrad to find $\mathbb{E}[\|\nabla f(x)\|^2] \leq \epsilon$ is $O\left(\frac{C(G, V)}{\epsilon}\right)$, where $C(G, V)$ is a constant depending on $G$ and $V$. Hence, when requiring an accurate solution or $n$ is small, Alg. 4 with BB step size is preferable compared with AdaGrad. Notice that in the complexity bound of AdaGrad, both $G$ and $V$ implicitly depend on the dimensionality $d$; however, the complexity of Alg. 4 with BB step size is dimensionality free.

5 Implementation

This section deals with implementation and numerical tests of proposed approaches.

5.1 Implementation Tricks

We first introduce tricks for efficient implementation of our recursively regularized SARAH. We will use Alg. 3 v2 as an example.

It holds because of (5) that $\nabla \tilde{f}_s(x) = \nabla f(x) + \mu_s(x - \tilde{x}_{s-1})$. This equation suggests that whenever a full gradient of $\tilde{f}_s$ is computed, one can automatically obtain the gradient of objective function $f$. Hence it is possible to directly supervise the progress of optimization process.

In addition, instead of choosing $\rho_s$ in Theorem 3, a simpler implementation alternative is to choose $K_s$ and then find $\rho_s = \frac{\|\nabla \tilde{f}_s(\tilde{x}_s)\|^2}{\|\nabla \tilde{f}_s(\tilde{x}_{s-1})\|^2}$. In this case, one can obtain a full gradient for $\tilde{f}_{s+1}(\tilde{x}_s)$ as $\nabla \tilde{f}_{s+1}(\tilde{x}_s) = \nabla \tilde{f}_s(\tilde{x}_s) - \mu_s(\tilde{x}_s - \tilde{x}_{s-1})$, so that there is no need to compute $\nabla \tilde{f}_{s+1}(\tilde{x}_s)$ again when minimizing $\tilde{f}_{s+1}$.

5.2 Numerical Tests

Simulations are carried out to validate the proposed schemes starting with convex case.

Convex Case. Consider binary classification with logistic regression

$$f(x) = \frac{1}{n} \sum_{i \in [n]} \ln \left(1 + \exp(-b_i (a_i, x))\right)$$

where $a_i (b_i)$ is the feature (label) of datum $i$. Performance comparison of the proposed regularized SARAH against the vanilla SARAH are plotted in Fig. 2 (a) for dataset $a3a$ from LIBSVM4. Clearly, all proposed regularization schemes significantly improve over vanilla SARAH, while Alg. 3 v2 exhibits the best performance.

4Online available at https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html
Nonconvex Case. Binary classification with the following nonconvex loss [Li and Yang, 2003] on dataset a3a is considered

\[ f(x) = \frac{1}{n} \sum_{i \in [n]} \left( 1 - \frac{1}{1 + \exp(-b_i \langle a_i, x \rangle)} \right)^2. \]

The performances of Alg. 4 with BB-SARAH for surrogate functions, the modified BB step size in [Ma et al., 2018] combined with SARAH, and AdaGrad [Duchi et al., 2011] are showcased in Fig. 2 (b). AdaGrad and modified BB-SARAH both converge rapidly early on, but they are outperformed by the proposed method at final stage.

6 Conclusions

Barzilai-Borwein (BB) step size was broadened to encompass convex and nonconvex optimization problems with a finite-sum structure. The main challenge is the strongly convexity required to define an appropriate BB step size. This was successfully addressed through (recursively) adding a quadratic regularizer on the objective function to obtain a strongly convex surrogate, and then using BB step size to optimize the surrogate. Complexity of the proposed schemes was quantified, and validated through numerical tests.

References

Alekh Agarwal and Leon Bottou. A lower bound for the optimization of finite sums. In Proc. Intl. Conf. on Machine Learning, pages 78–86, Lille, France, 2015.

Zeyuan Allen-Zhu. How to make the gradients small stochastically: Even faster convex and nonconvex sgd. In Proc. Advances in Neural Info. Process. Syst., pages 1165–1175, Montreal, Canada, 2018.

Zeyuan Allen-Zhu and Elad Hazan. Variance reduction for faster non-convex optimization. In Proc. Intl. Conf. on Machine Learning, pages 699–707, New York City, NY, 2016.

Jonathan Barzilai and Jonathan M Borwein. Two-point step size gradient methods. IMA Journal of Numerical Analysis, 8(1):141–148, 1988.

Léon Bottou, Frank E Curtis, and Jorge Nocedal. Optimization methods for large-scale machine learning. arXiv preprint arXiv:1606.04838, 2016.

Aaron Defazio, Francis Bach, and Simon Lacoste-Julien. SAGA: A fast incremental gradient method with support for non-strongly convex composite objectives. In Proc. Advances in Neural Info. Process. Syst., pages 1646–1654, Montreal, Canada, 2014.

John Duchi, Elad Hazan, and Yoram Singer. Adaptive subgradient methods for online learning and stochastic optimization. Journal of Machine Learning Research, 12(Jul):2121–2159, 2011.

Cong Fang, Chris Junchi Li, Zhouchen Lin, and Tong Zhang. Spider: Near-optimal non-convex optimization via stochastic path-integrated differential estimator. In Proc. Advances in Neural Info. Process. Syst., pages 687–697, Montreal, Canada, 2018.

Dylan Foster, Ayush Sekhari, Ohad Shamir, Nathan Srebro, Karthik Sridharan, and Blake Woodworth. The complexity of making the gradient small in stochastic convex optimization. arXiv preprint arXiv:1902.04686, 2019.

Saeed Ghadimi and Guanghui Lan. Stochastic first-and zeroth-order methods for nonconvex stochastic programming. SIAM Journal on Optimization, 23(4):2341–2368, 2013.

Rie Johnson and Tong Zhang. Accelerating stochastic gradient descent using predictive variance reduction. In Proc. Advances in Neural Info. Process. Syst., pages 315–323, Lake Tahoe, Nevada, 2013.
Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*, 2014.

Jakub Konečný and Peter Richtárik. Semi-stochastic gradient descent methods. *arXiv preprint arXiv:1312.1666*, 2013.

Dmitry Kovalev, Samuel Horvath, and Peter Richtarik. Don’t jump through hoops and remove those loops: Svrg and katyusha are better without the outer loop. *arXiv preprint arXiv:1901.08689*, 2019.

Andrei Kulunchakov and Julien Mairal. Estimate sequences for variance-reduced stochastic composite optimization. In *Proc. Intl. Conf. on Machine Learning*, 2019.

Lihua Lei, Cheng Ju, Jianbo Chen, and Michael I Jordan. Non-convex finite-sum optimization via SCSG methods. In *Proc. Advances in Neural Info. Process. Syst.*, pages 2348–2358, 2017.

Bingcong Li, Meng Ma, and Georgios B Giannakis. On the convergence of SARAH and beyond. *arXiv preprint arXiv:1906.02351*, 2019a.

Bingcong Li, Lingda Wang, and Georgios B Giannakis. Almost tune-free variance reduction. *arXiv preprint arXiv:1908.09345*, 2019b.

Fan Li and Yiming Yang. A loss function analysis for classification methods in text categorization. In *Proc. Intl. Conf. on Machine Learning*, pages 472–479, 2003.

Xiaoyu Li and Francesco Orabona. On the convergence of stochastic gradient descent with adaptive stepsizes. *arXiv preprint arXiv:1805.08114*, 2018.

Yan Liu, Congying Han, and Tiane Guo. A class of stochastic variance reduced methods with an adaptive stepsize. [*URL*: http://www.optimization-online.org/DB_FILE/2019/04/7170.pdf]

Ke Ma, Jinshan Zeng, Jiechao Xiong, Qianqian Xu, Xiaochun Cao, Wei Liu, and Yuan Yao. Stochastic non-convex ordinal embedding with stabilized barzilai-borwein step size. In *Proc. of the Assoc. for the Advanc. of Artificial Intelligence*, 2018.

Julien Mairal. Optimization with first-order surrogate functions. In *Proc. Intl. Conf. on Machine Learning*, pages 783–791, Atlanta, 2013.

H Brendan McMahan and Matthew Streeter. Adaptive bound optimization for online convex optimization. *arXiv preprint arXiv:1002.4908*, 2010.

Yurii Nesterov. *Introductory lectures on convex optimization: A basic course*, volume 87. Springer Science & Business Media, 2004.

Lam M Nguyen, Jie Liu, Katya Scheinberg, and Martin Takáč. SARAH: A novel method for machine learning problems using stochastic recursive gradient. In *Proc. Intl. Conf. Machine Learning*, Sydney, Australia, 2017.

Lam M Nguyen, Katya Scheinberg, and Martin Takáč. Inexact sarah algorithm for stochastic optimization. *arXiv preprint arXiv:1811.10105*, 2018.

Lam M Nguyen, Marten van Dijk, Dzung T Phan, Phuong Ha Nguyen, Tsui-Wei Weng, and Jayant R Kalagnanam. Optimal finite-sum smooth non-convex optimization with SARAH. *arXiv preprint arXiv:1901.07648*, 2019.

Sashank J Reddi, Ahmed Hefny, Suvrit Sra, Barnabas Poczos, and Alex Smola. Stochastic variance reduction for nonconvex optimization. In *Proc. Intl. Conf. on Machine Learning*, pages 314–323, New York City, NY, 2016a.

Sashank J Reddi, Suvrit Sra, Barnabás Póczos, and Alex Smola. Fast incremental method for nonconvex optimization. *arXiv preprint arXiv:1603.06159*, 2016b.

Sashank J Reddi, Satyen Kale, and Sanjiv Kumar. On the convergence of adam and beyond. *arXiv preprint arXiv:1904.09237*, 2019.
Herbert Robbins and Sutton Monro. A stochastic approximation method. *The annals of mathematical statistics*, pages 400–407, 1951.

Nicolas L Roux, Mark Schmidt, and Francis R Bach. A stochastic gradient method with an exponential convergence rate for finite training sets. In *Proc. Advances in Neural Info. Process. Syst.*, pages 2663–2671, Lake Tahoe, Nevada, 2012.

Shai Shalev-Shwartz and Tong Zhang. Stochastic dual coordinate ascent methods for regularized loss minimization. *Journal of Machine Learning Research*, 14(Feb):567–599, 2013.

Conghui Tan, Shiqian Ma, Yu-Hong Dai, and Yuqiu Qian. Barzilai-Borwein step size for stochastic gradient descent. In *Proc. Advances in Neural Info. Process. Syst.*, pages 685–693, 2016.

Rachel Ward, Xiaoxia Wu, and Leon Bottou. Adagrad stepsizes: Sharp convergence over nonconvex landscapes, from any initialization, 2019.

Blake E Woodworth and Nati Srebro. Tight complexity bounds for optimizing composite objectives. In *Proc. Advances in Neural Info. Process. Syst.*, pages 3639–3647, 2016.

Lin Xiao and Tong Zhang. A proximal stochastic gradient method with progressive variance reduction. *SIAM Journal on Optimization*, 24(4):2057–2075, 2014.

Zhuang Yang, Zengping Chen, and Cheng Wang. Accelerating mini-batch sarah by step size rules. *arXiv preprint arXiv:1906.08496*, 2019.

Manzil Zaheer, Sashank Reddi, Devendra Sachan, Satyen Kale, and Sanjiv Kumar. Adaptive methods for nonconvex optimization. In *Proc. Advances in Neural Info. Process. Syst.*, pages 9793–9803, 2018.
Supplementary Document for “Almost Tune-Free Variance Reduction”

A  Facts of Strongly Convex Function

The required inequalities for proofs are summarized below.

Lemma 1. [Nesterov 2004] Theorems 2.1.7 and 2.1.9 If $f$ is $\mu$-strongly convex, then we have

$$f(x) \geq f(x^*) + \frac{\mu}{2} \|x - x^*\|^2$$  \hspace{1cm} (8)

$$\mu \|x - y\|^2 \leq \langle \nabla f(x) - \nabla f(y), x - y \rangle$$  \hspace{1cm} (9)

The consequence of Lemma 1 follows. By (9) and Cauchy-Schwarz inequality we have $\mu \|x - y\|^2 \leq \langle \nabla f(x) - \nabla f(y), x - y \rangle \leq \|\nabla f(x) - \nabla f(y)\| \|x - y\|$. Cancelling $\|x - y\|$ out, we arrive at

$$\mu \|x - y\| \leq \|\nabla f(x) - \nabla f(y)\|.$$  \hspace{1cm} (10)

B  Missing Proofs

B.1  Proof of Theorem [1]

Proof. Define $x^* \in \arg \min_x f(x)$ and $\hat{x}^* = \arg \min_x \hat{f}(x)$ as optimal solutions of $f$ and $\hat{f}$, respectively. Using the definition of $\hat{f}$, we then have

$$\nabla \hat{f}(x) = \nabla f(x) + \mu(x - x_0).$$

The choices of $\eta, m$ and $K$ guarantee that after calling SARAH($\hat{f}, x_0, \eta, m, K$), a solution, $x_a$, with $E[\|\nabla \hat{f}(x_a)\|^2] \leq \epsilon$ is obtained. Next we relate $\|\nabla \hat{f}(x_a)\|^2$ and $\|\nabla f(x_a)\|^2$. To start, consider that

$$\|\nabla f(x_a)\|^2 = \|\nabla \hat{f}(x_a) - \mu(x_a - x_0)\|^2$$

$$\leq 3\|\nabla \hat{f}(x_a)\|^2 + 3\mu^2 \|x_a - \hat{x}^*\|^2 + 3\mu^2 \|\hat{x}^* - x_0\|^2$$

(11)

where (a) is because $\|a + b + c\|^2 \leq 3\|a\|^2 + 3\|b\|^2 + 3\|c\|^2$; (b) follows from (10), that is, $\|\nabla \hat{f}(x_a)\| = \|\nabla \hat{f}(x_a) - \nabla \hat{f}(\hat{x}^*)\| \geq \mu \|x_a - \hat{x}^*\|$. We then have

$$\|\hat{x}^* - x_0\|^2 \leq 2\|\hat{x}^* - x^*\|^2 + 2\|\hat{x}^* - x_0\|^2$$

(c) \hspace{1cm} (12)

$$\|\hat{x}^* - x_0\|^2 \leq 4 \|f(x^*) + \frac{\mu}{2} \|x^* - x_0\|^2 - \frac{4}{\mu} \left[ f(\hat{x}^*) + \frac{\mu}{2} \|\hat{x}^* - x_0\|^2 \right] + 2\|x^* - x_0\|^2$$

(d) \hspace{1cm} (13)

where (c) follows from (8), that is, $\|x - x^*\| \leq \frac{2}{\mu} (f(x) - f(\hat{x}^*))$, $\forall x$; (d) is obtained by using the definition of $\hat{f}$; (e) is due to $f(x^*) - f(\hat{x}^*) \leq 0$. Plugging (12) into (11), we arrive at

$$\|\nabla f(x_a)\|^2 \leq 6\|\nabla \hat{f}(x_a)\|^2 + 12\mu^2 \|x_0 - x^*\|^2$$  \hspace{1cm} (13)
Hence, so long as we choose $\mu = \mathcal{O}(\sqrt[3]{\frac{2}{\|x_0 - x^*\|^2}})$, having $E[\|\nabla \tilde{f}(x_s)\|^2] \leq \epsilon$ directly implies $E[\|
abla f(x_s)\|^2] = \mathcal{O}(\epsilon)$. Such choice of $\mu$ leads to the condition number of $\tilde{f}$ being $\tilde{k} = \mathcal{O}(1 + \frac{L\|x_0 - x^*\|}{\sqrt{\epsilon}}) = \mathcal{O}(\frac{L\|x_0 - x^*\|}{\epsilon})$.

It is well known the complexity of SARAH to solve $\min_x \tilde{f}(x)$ with guaranteed $E[\|\nabla \tilde{f}(x)\|^2] \leq \epsilon$ is $\mathcal{O}\left((n + \tilde{k})\ln \frac{\|
abla f(x_0)\|^2}{\epsilon}\right)$ (Nguyen et al., 2017). Substituting $\tilde{k}$ in the latter, we can quantify the complexity of Alg. 2 as

$$\mathcal{O}\left((n + \frac{L\|x_0 - x^*\|}{\sqrt{\epsilon}})\ln \frac{\|
abla f(x_0)\|^2}{\epsilon}\right)$$

which completes the proof.

\[\square\]

### B.2 Proof of Theorem 2

Suppose that after $s$-th call of SARAH, we obtain $\tilde{x}_s$, and let $\tilde{x}_s^* := \arg\min_x \tilde{f}_s(x)$. Using similar arguments as Theorem 1 and definition of $\tilde{f}_s$ in (9), we have

$$\|\nabla f(\tilde{x}_s)\|^2 \leq 6\|\nabla \tilde{f}_s(\tilde{x}_s)\|^2 + 12\mu^2_s\|x_0 - x^*\|^2, \forall s.$$ 

This means that long as we choose $\mu_s = \mathcal{O}(\sqrt{\epsilon}), \forall s$, and each time minimize $\tilde{f}_s$ such that $E[\|\nabla \tilde{f}_s(\tilde{x}_s)\|^2] \leq \epsilon$, we are always guaranteed to have $E[\|\nabla f(\tilde{x}_s)\|^2] = \mathcal{O}(\epsilon)$. Hence, the choices of $\mu_s = \mathcal{O}(\sqrt{\epsilon}), \forall s$ guarantees $E[\|\nabla f(\tilde{x}_s)\|^2] = \mathcal{O}(\epsilon), \forall s$ if $E[\|\nabla \tilde{f}_s(\tilde{x}_s)\|^2] = \mathcal{O}(\epsilon), \forall s$ is true.

To have $E[\|\nabla \tilde{f}_1(\tilde{x}_1)\|^2] = \mathcal{O}(\epsilon)$, we have to choose $K_1 = \mathcal{O}(\ln \frac{\|
abla f(x_0)\|^2}{\epsilon})$. Then we will design $K_s$, so that

$$\mathcal{E}[\|\nabla f(\tilde{x}_s)\|^2] = \mathcal{O}(\epsilon), \forall s \geq 1$$

is satisfied. Consider that

$$\|\nabla \tilde{f}_{s+1}(\tilde{x}_s)\|^2 = \|\nabla f(\tilde{x}_s) + \mu_s(\tilde{x}_s - x_0)\|^2 = \|\nabla f(\tilde{x}_s) + \mu_s(\tilde{x}_s - x_0) + (\mu_{s+1} - \mu_s)(\tilde{x}_s - x_0)\|^2

\leq 3\|\nabla f(\tilde{x}_s)\|^2 + 3(\mu_s - \mu_{s+1})^2\|\tilde{x}_s - x_0\|^2 + 3(\mu_s - \mu_{s+1})\|\tilde{x}_s - x_0\|^2 + 3(\mu_s - \mu_{s+1})\|\tilde{x}_s - x_0\|^2

\leq 3\|\nabla f(\tilde{x}_s)\|^2 + 3(\mu_s - \mu_{s+1})^2\|\nabla \tilde{f}_s(\tilde{x}_s)\|^2 + 3(\mu_s - \mu_{s+1})\|\tilde{x}_s - x_0\|^2

\leq 3\|\nabla f(\tilde{x}_s)\|^2 + 3(\mu_s - \mu_{s+1})\|\nabla \tilde{f}_s(\tilde{x}_s)\|^2 + 12\mu_s^2(\mu_{s+1})\|\tilde{x}_s - x_0\|^2
$$

where (a) is because $\|a + b + c\|^2 \leq 3\|a\|^2 + 3\|b\|^2 + 3\|c\|^2$; (b) is by strongly convexity of $\tilde{f}_s$ and (10); and in (c) we use similar argument as (12) in Theorem 1.

Therefore, choosing $\mu_{s+1} \leq \mu_s = \mathcal{O}(\sqrt{\epsilon})$ guarantees when $\|\nabla \tilde{f}_s(\tilde{x}_s)\|^2 = \mathcal{O}(\epsilon)$ holds, $\|\nabla \tilde{f}_{s+1}(\tilde{x}_s)\|^2 = \mathcal{O}(\epsilon)$ as well. Hence to guarantee $\|\nabla \tilde{f}_{s+1}(\tilde{x}_s)\|^2 = \mathcal{O}(\epsilon)$, one only need to choose $K_s = \mathcal{O}(1)$ with proper $\eta_s$ and $m_s$ such that SARAH is converging.

The overall complexity hence becomes

$$\sum_{s=1}^{S} \mathcal{O}\left((n + \frac{L + \mu_s}{\mu_s})K_s\right) = \mathcal{O}\left((n + \frac{L + \mu_1}{\mu_1})K_1\right) + \sum_{s=2}^{S} \mathcal{O}\left((n + \frac{L + \mu_s}{\mu_s})K_s\right)

\leq \mathcal{O}\left((n + \frac{L}{\sqrt{\epsilon}})\left(S + \ln\frac{1}{\epsilon}\right)\right).$$

### B.3 Proof of Theorem 3

#### Proof

By the definition of $\tilde{f}_s$, we have $\nabla \tilde{f}_s(x) = \nabla f(x) + \mu_s(x - \tilde{x}_{s-1})$, which implies that

$$\|\nabla \tilde{f}_s(\tilde{x}_s)\|^2 = \|\nabla f(\tilde{x}_s)\|^2 + \mu_s^2\|\tilde{x}_s - \tilde{x}_{s-1}\|^2 + 2\mu_s\langle \nabla f(\tilde{x}_s), \tilde{x}_s - \tilde{x}_{s-1}\rangle

\geq \|\nabla f(\tilde{x}_s)\|^2 + \mu_s^2\|\tilde{x}_s - \tilde{x}_{s-1}\|^2 + 2\mu_s\frac{f(\tilde{x}_s) - f(\tilde{x}_{s-1})}{\epsilon}$$

\[\square\]
where (a) follows from the convexity of $f$. Rearranging the terms and taking expectation leads to

$$
\mathbb{E}[\|\nabla f(\tilde{x}_s)\|^2] \leq \mathbb{E}[\|\nabla \tilde{f}_s(\tilde{x}_s)\|^2] - \mu_s^2 \mathbb{E}[\|\tilde{x}_s - \tilde{x}_{s-1}\|^2] + 2\mu_s \mathbb{E}[f(\tilde{x}_{s-1}) - f(\tilde{x}_s)] \\
\leq \rho_s \mathbb{E}[\|\nabla \tilde{f}_s(\tilde{x}_{s-1})\|^2] + 2\mu_s \mathbb{E}[f(\tilde{x}_{s-1}) - f(\tilde{x}_s)] \\
\leq \rho_s \mathbb{E}[\|\nabla f(\tilde{x}_{s-1})\|^2] + 2\mu_s \mathbb{E}[f(\tilde{x}_{s-1}) - f(\tilde{x}_s)]
$$

where (b) is by the fact $\nabla f(\tilde{x}_{s-1}) = \nabla \tilde{f}_s(\tilde{x}_{s-1})$. Now we can unroll $\mathbb{E}[\|\nabla f(\tilde{x}_{s-1})\|^2]$ to obtain

$$
\mathbb{E}[\|\nabla f(\tilde{x}_s)\|^2] \leq \rho_s \mathbb{E}[\|\nabla f(\tilde{x}_{s-1})\|^2] + 2\mu_s \mathbb{E}[f(\tilde{x}_{s-1}) - f(\tilde{x}_s)] \\
\leq \left(\prod_{r=1}^{s} \rho_r\right) \mathbb{E}[\|\nabla f(x_0)\|^2] + 2\mu_0 \mathbb{E}[f(x_0) - f(x_*)]
$$

The choice of $\rho_s$ and $\mu_s$ satisfies $\mu_s = \mu_{s-1}\rho_s$, hence the second term is a telescope sum. Thus, we arrive at

$$
\mathbb{E}[\|\nabla f(x_s)\|^2] \leq \left(\prod_{r=1}^{s} \rho_r\right) \mathbb{E}[\|\nabla f(x_0)\|^2] + 2\mu_0 \mathbb{E}[f(x_0) - f(x_*)] \\
\leq \left(\prod_{r=1}^{s} \rho_r\right) \mathbb{E}[\|\nabla f(x_0)\|^2] + 2\mu_0 \mathbb{E}[f(x_0) - f(x_*)]
$$

which is exactly (6). Next, in order to have $\mathbb{E}[\|\nabla f(\tilde{x}_s)\|^2] \leq \epsilon$, it suffices to choose $\mu_0 = \mathcal{O}(1)$ and $\prod_{s=1}^{S} \rho_s = \mathcal{O}(\epsilon)$. With the choices of $\eta_s$, $m_s$ and $K_s$, the $s$-th call of SARAH has complexity $\mathcal{O}\left((n + \frac{L+\mu_s}{\mu_s}) \ln \frac{1}{\rho_s}\right) = \mathcal{O}\left((n + \frac{L}{\mu_s}) \ln \frac{1}{\rho_s}\right)$. As a result, the overall complexity is

$$
\mathcal{O}\left(\sum_{s=1}^{S} \left(n + \frac{L}{\mu_s} \ln \frac{1}{\rho_s}\right)\right) < \mathcal{O}\left((n + \frac{L}{\mu_s}) \sum_{s=1}^{S} \ln \frac{1}{\rho_s}\right) = \mathcal{O}\left((n + \frac{L}{\epsilon}) \ln \frac{1}{\epsilon}\right)
$$

which completes the proof of the theorem. \qed

### B.4 Proof of Theorem [4]

**Proof.** By definition of $\tilde{f}_s$, we have $\nabla \tilde{f}_s(x) = \nabla f(x) + (\sigma + \theta)(x - \tilde{x}_{s-1})$. Then,

$$
\|\nabla \tilde{f}_s(x_s)\|^2 = \|\nabla f(x_s)\|^2 + (\sigma + \theta)^2 \|\tilde{x}_s - \tilde{x}_{s-1}\|^2 + 2\sigma + \theta \langle \nabla f(x_s), \tilde{x}_s - \tilde{x}_{s-1}\rangle \\
\leq \|\nabla f(x_s)\|^2 + (\sigma + \theta)^2 \|\tilde{x}_s - \tilde{x}_{s-1}\|^2 + 2\sigma + \theta \left[f(\tilde{x}_s) - f(\tilde{x}_{s-1}) - \frac{\alpha}{2} \|\tilde{x}_s - \tilde{x}_{s-1}\|^2\right]
$$

where (a) is by $\sigma$-bounded nonconvexity of $f$. Rearranging the terms and taking expectation we arrive at

$$
\mathbb{E}[\|\nabla f(x_s)\|^2] \leq \mathbb{E}[\|\nabla \tilde{f}_s(x_s)\|^2] - \theta(\sigma + \theta)\mathbb{E}[\|\tilde{x}_s - \tilde{x}_{s-1}\|^2] + 2(\sigma + \theta)\mathbb{E}[f(\tilde{x}_{s-1}) - f(\tilde{x}_s)] \\
\leq \rho_s \mathbb{E}[\|\nabla \tilde{f}_s(\tilde{x}_{s-1})\|^2] + 2(\sigma + \theta)\mathbb{E}[f(\tilde{x}_{s-1}) - f(\tilde{x}_s)] \\
\leq \rho_s \mathbb{E}[\|\nabla f(\tilde{x}_{s-1})\|^2] + 2(\sigma + \theta)\mathbb{E}[f(\tilde{x}_{s-1}) - f(\tilde{x}_s)]
$$

where (b) is by $\mathbb{E}[\|\nabla \tilde{f}_s(\tilde{x}_s)\|^2] \leq \rho_s \mathbb{E}[\|\nabla \tilde{f}_s(\tilde{x}_{s-1})\|^2]$; and (c) is by the fact $\nabla f(\tilde{x}_{s-1}) = \nabla \tilde{f}_s(\tilde{x}_{s-1})$. 


which is equivalent to have

\[ \mathbb{E}[\|\nabla f(\tilde{x}_k)\|^2] = \frac{1}{S} \sum_{s=1}^{S} \mathbb{E}[\|\nabla f(\tilde{x}_s)\|^2] \]

Next since \( k \) is uniformly chosen from \( \{1, \ldots, S\} \), we have

\[ \leq \frac{1}{S} \sum_{s=1}^{S} \rho \mathbb{E}[\|\nabla f(\tilde{x}_{s+1})\|^2] + \frac{1}{S} \sum_{s=1}^{S} 2(\sigma + \theta) \mathbb{E}[f(\tilde{x}_{s+1}) - f(\tilde{x}_s)] \]

\[ \leq \frac{\rho}{S} \|\nabla f(\tilde{x}_0)\|^2 + \frac{1}{S} \sum_{s=1}^{S} \rho \mathbb{E}[\|\nabla f(\tilde{x}_s)\|^2] + \frac{2(\sigma + \theta)[f(\tilde{x}_0) - f(x^*)]}{S} \]

Rearranging the terms, we have

\[ (1 - \rho) \mathbb{E}[\|\nabla f(\tilde{x}_k)\|^2] \leq \frac{\rho}{S} \|\nabla f(\tilde{x}_0)\|^2 + \frac{2(\sigma + \theta)[f(\tilde{x}_0) - f(x^*)]}{S} \]

which is equivalent to have

\[ \mathbb{E}[\|\nabla f(\tilde{x}_k)\|^2] \leq \frac{\rho}{(1 - \rho)S} \|\nabla f(\tilde{x}_0)\|^2 + \frac{2(\sigma + \theta)[f(\tilde{x}_0) - f(x^*)]}{(1 - \rho)S} . \]

To have \( \mathbb{E}[\|\nabla f(\tilde{x}_k)\|^2] \leq \epsilon \), one can choose \( S = \mathcal{O}\left(\frac{1}{(1 - \rho) \epsilon}\right) \). This further leads to a complexity

\[ \mathcal{O}\left( \sum_{s=1}^{S} \left( n + \frac{L + \sigma + \theta}{\theta} \right) K_s \right) \leq \mathcal{O}\left( \frac{1}{\epsilon (1 - \rho)} \left( n + \frac{L + \sigma + \theta}{\theta} \right) \ln \frac{1}{\rho} \right) . \]

\[ \square \]

**B.5 Proof for Corollary 1**

Using similar argument as the proofs in Theorem 1, we can obtain (13) again. This implies that upon choosing \( \mu = \mathcal{O}\left(\frac{\sqrt{\epsilon}}{\|\nabla f(x^0)\|}\right) \), having \( \|\nabla f(x_k)\|^2 \leq \epsilon \) directly implies \( \|\nabla f(x_k)\|^2 = \mathcal{O}((\epsilon) \). 

Next, using SARAH with BB step size to minimize \( \tilde{f} \) will cost \( \mathcal{O}\left( (n + \tilde{k}^2) \ln \frac{\|\nabla f(x_0)\|^2}{\epsilon} \right) \) to obtain \( \mathbb{E}[\|\nabla \tilde{f}(x)\|^2] \leq \epsilon \) [Li et al., 2019]. Plugging \( \tilde{k} \) in, we can obtain the complexity.

The manner for proving other corollaries are exactly the same as Corollary 1 and hence omitted here.

**C Comparison with [Ma et al., 2018]**

As we shall see in either convex and nonconvex problems, the variant of BB step size in [Ma et al., 2018] has two parameters require tuning (i.e., \( \lambda \) and \( m \)). Below we will emphasis the convergence rate of such step size.

**Convex case:** Another variant of BB step size was studied in [Ma et al., 2018], where the following step size is adopted

\[ \eta^{(s)} = \frac{1}{m} \frac{\|\tilde{x}^{s-1} - \tilde{x}^{s-2}\|^2}{\|\tilde{x}^{s-1} - \tilde{x}^{s-2}, \nabla f(\tilde{x}^{s-1}) - \nabla f(\tilde{x}^{s-2})\| + \lambda\|\tilde{x}^{s-1} - \tilde{x}^{s-2}\|^2} . \]

It can be seen that we have \( \eta_{\text{min}} = \frac{1}{m} \leq \eta^{(s)} \leq \frac{1}{m} \eta_{\text{max}} \). As directly analyzing SARAH require extra assumptions as in [Nguyen et al., 2017, 2018], we will focus on L2S [Li et al., 2019a] equipping with (14).
Applying similar analysis as [Li et al., 2019a, Theorem 1], long as \( \eta_{\min} - \eta_{\max}^2 = \mathcal{O}(\eta_{\min}) \) (hence, \( \lambda = \mathcal{O}(1/\sqrt{m}) \)) and \( \eta_{\max} \leq 1/L \), one can get

\[
1/T \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla f(x_t) \|^2 \right] \leq \mathcal{O} \left( \frac{f(x_0) - f(x^*)}{\eta_{\min} T} + \frac{m \eta_{\max}^2}{\eta_{\min} T} \| \nabla f(x_0) \|^2 \right)
\]

where \( \mathcal{O} \) hides \( L \) and constants. Plugging \( \eta_{\min} \) and \( \eta_{\max} \) in, we arrive at

\[
1/T \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla f(x_t) \|^2 \right] \leq \mathcal{O} \left( \frac{m(L + \lambda)}{T} \right.
\]

Choosing \( \lambda = \mathcal{O}(1/\sqrt{m}) \), the convergence rate is \( \mathcal{O}(1/T) \). Hence let \( \frac{1}{T} \sum_{T=1}^{T} \mathbb{E} \left[ \| \nabla f(x_t) \|^2 \right] \leq \epsilon \) requires \( T = \mathcal{O}(\frac{m}{\epsilon}) \), which leads to a complexity of \( \mathcal{O}(n + \frac{n}{\epsilon}) \).

**Nonconvex case:** In [Ma et al., 2018], the step size is suggested to be

\[
\eta^{(s)} = \frac{1}{m} \left( \| \tilde{x}^{s-1} - \tilde{x}^{s-2} \|^2 \right.
\]

\[
\left. - \langle \nabla f(\tilde{x}^{s-1}) - \nabla f(\tilde{x}^{s-2}) \rangle + \lambda \| \tilde{x}^{s-1} - \tilde{x}^{s-2} \|^2 \right).
\]

(15)

And it can be seen that \( \eta_{\min} = \frac{1}{m(L + \lambda)} \right) \eta^{(s)} \leq \frac{1}{m \lambda} \right) = \eta_{\max} \). Applying similar analysis of [Nguyen et al., 2019], it can be seen when \( \eta_{\max} = \mathcal{O}(1/(L \sqrt{m})) \), we have

\[
1/T \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla F(x_t) \|^2 \right] = \mathcal{O} \left( \frac{1}{\eta_{\min} T} \right) = \mathcal{O} \left( \frac{m}{T} \right).
\]

Choosing \( m = \mathcal{O}(n) \) as in [Nguyen et al., 2019] leads to a complexity of \( \mathcal{O}(\frac{n}{\epsilon}) \).