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Abstract

We examine the effects of contrastive visual semantic pretraining by comparing the geometry and semantic properties of contextualized English language representations formed by GPT-2 and CLIP, a zero-shot multimodal image classifier which adapts the GPT-2 architecture to encode image captions. We find that contrastive visual semantic pretraining significantly mitigates the anisotropy found in contextualized word embeddings from GPT-2, such that the intra-layer self-similarity (mean pairwise cosine similarity) of CLIP word embeddings is under 0.25 in all layers, compared to greater than 0.95 in the top layer of GPT-2. CLIP word embeddings outperform GPT-2 on word-level semantic intrinsic evaluation tasks, and achieve a new corpus-based state of the art for the RG65 evaluation, at 0.88. CLIP also forms fine-grained semantic representations of sentences, and obtains Spearman’s $\rho = 0.73$ on the SemEval-2017 Semantic Textual Similarity Benchmark with no fine-tuning, compared to no greater than $\rho = 0.45$ in any layer of GPT-2. Finally, intra-layer self-similarity of CLIP sentence embeddings decreases as the layer index increases, finishing at 0.25 in the top layer, while the self-similarity of GPT-2 sentence embeddings formed using the EOS token increases layer-over-layer and never falls below 0.97. Our results indicate that high anisotropy is not an inevitable consequence of contextualization, and that visual semantic pretraining is beneficial not only for ordering visual representations, but also for encoding useful semantic representations of language, both on the word level and the sentence level.

1 Introduction

Large-scale "natural language supervision" using image captions collected from the internet has enabled the first "zero-shot" artificial intelligence (AI) image classifiers, which allow users to create their own image classes using natural language, yet outperform supervised models on common language-and-image tasks (Radford et al., 2021). The image encoders of such models have been shown to form “multimodal” representations in the upper layers, such that the same neurons fire for photographic, symbolic, and textual depictions of a concept (Goh et al., 2021). Research on these state of the art "visual semantic" (joint language-and-image) models has focused primarily on their benefits for encoding semantically legible representations of images. In this paper, we seek to answer a straightforward but as yet unexplored question: what benefits does contrastive visual semantic pretraining have for representations of natural language?

The CLIP ("Contrastive Language Image Pre-training") image classification model introduced by Radford et al. (2021) provides a unique opportunity to observe the effects of visual semantic pretraining on a contextualizing language model. While most other visual semantic architectures combine language and image features in the inner layers of the model (Lu et al., 2019), CLIP separates the language model from the vision model until the end of the encoding process, at which point it projects a representation formed by each model into a joint language-image embedding space (Radford et al., 2021). CLIP is trained to maximize the cosine similarity of a projected image with its projected natural language caption, while minimizing the cosine similarity of the projected caption with all of the other images in the batch (Radford et al., 2021), a training objective known as "contrastive learning" or "contrastive representation distillation" (Tian et al., 2019). The separation of the language model from the vision model until the end of the encoding process, at which point it projects a representation formed by each model into a joint language-image embedding space (Radford et al., 2021). CLIP is trained to maximize the cosine similarity of a projected image with its projected natural language caption, while minimizing the cosine similarity of the projected caption with all of the other images in the batch (Radford et al., 2021), a training objective known as "contrastive learning" or "contrastive representation distillation" (Tian et al., 2019). The separation of the language model from the vision model prior to projection allows us to consider the two models independently of each other, such that we can study representations of natural language trained for a visual semantic objective, rather than representations which combine language and image features in the inner layers of the model. Moreover, because CLIP encodes natural language using GPT-2, a "causal" language...
model trained solely on next-word prediction, we can directly compare representations formed using
the same architecture, but for two very different objectives: one solely linguistic, the other visual
semantic.

We observe differences between representations formed by GPT-2 and the CLIP language model
("LM") both on the word level and on the sentence level. We outline our contributions:

1. As shown in Figure 1, contrastive visual semantic pretraining mitigates the angular uniformity
(known as anisotropy, measured using cosine similarity) observed by Ethayarajh (2019) in GPT-2 and other contextualizing
LMs. The intra-layer self-similarity (mean pairwise cosine similarity, where 1.0 is maximally similar and 0.0 maximally dissimilar)
of contextualized word embeddings (CWEs) is less than .25 in all layers of the CLIP LM, compared to greater than .50 in all layers and
greater than .95 in the top layer of GPT-2. The five highest-magnitude neuron activations in a CWE from the CLIP LM make up 39% of
its length in the top layer, compared to more than 97% of the length of a top layer GPT-2 CWE. This indicates that high anisotropy is not an inescapable consequence of contex-
tualization, nor of using a specific language modeling architecture, but is dependent on pretraining objective, and is significantly re-
duced by using an objective which is both contrastive and visual semantic.

2. Contrastive visual semantic pretraining results in CWEs which outperform other static and contextualized word embeddings on word-
level intrinsic evaluation tasks. CLIP word embeddings obtained in a "decontextualized"
setting (wherein the model is given only the word with no other context) set new state of the art for a corpus-based method on the
RG65 intrinsic evaluation task (Rubenstein and Goodenough, 1965), with Spearman’s ρ = .88 in the eighth layer of the CLIP LM, and match state of the art for the ValNorm
task, which evaluates the semantic quality of representations based on correspondence with pleasantness norms (Toney and Caliskan,
2021), with Pearson’s ρ = .88 in layer 4. CLIP CWEs outperform GPT-2 CWEs on ev-
every intrinsic evaluation in a decontextualized setting, and for all but one evaluation also outperform the GPT-2 embeddings of Bom-
masani et al. (2020), who encode 100,000 contexts and pool over the representations to
form a static word embedding matrix.

3. Contrastive visual semantic pretraining encodes semantically useful sentence representa-
tions which obtain Spearman’s ρ = .73 on the SemEval-2017 Semantic Textual Similarity
(STS) Benchmark using the cosine similarity between sentence pairs. CLIP results on the
STS benchmark outperform those of GPT-2, which never exceed ρ = .45 in any layer
of the model. Moreover, we find that while GPT-2 sentence embeddings formed using the
end-of-sequence (EOS) token exhibit intra-
layer self-similarity ≥ .97 in all layers, the self-similarity of CLIP sentence embeddings
steadily decreases over the layers of the model, from .98 to .25 in the top layer, indicating that the contrastive visual semantic pretraining ob-
jective of the model forces the formation of fine-grained semantic representations of sen-
tences, such that they can be associated with encoded images.
We make our code and data available at https://github.com/wolferobert3/clip_contrastive_acl_2022.

2 Related Work

We review prior work on visual semantic AI, on the geometry and semantic properties of representations formed by language models, and on semantic intrinsic evaluation tasks.

2.1 Foundation Models

We examine CLIP and GPT-2, both of which are "foundation models," a term coined by Bommasani et al. (2021) to describe the group of architecturally similar state of the art AI systems which have seen wide adoption across domains including language (Raffel et al., 2020), vision (Dosovitskiy et al., 2020), medicine (Rasmy et al., 2021), and programming (Chen et al., 2021), and which exhibit unexpected emergent properties such as strong performance on tasks on which they were not explicitly trained (Brown et al., 2020). GPT-2 and CLIP adapt the transformer neural network architecture, which uses an "attention" mechanism to draw information from the most relevant elements in the model’s context window (Vaswani et al., 2017).

2.2 Contextualizing Language Models

GPT-2 is a contextualizing language model, meaning that it forms word representations which incorporate information from surrounding words ("context") (Radford et al., 2019). Such representations, referred to as "contextualized word embeddings" (Peters et al., 2018a), differ depending on the sense of the word used and the specific context in which the word occurs (Soler and Apidianaki, 2021), allowing such representations to overcome many of the limitations of static word embeddings, which use only one vector to represent each word (Collobert et al., 2011). GPT-2 is an autoregressive "causal" language model, meaning that it is trained to predict the next word, and employs "masked self-attention," such that the model can only draw information from words which precede the current word (Radford et al., 2019).

2.3 CLIP and Visual Semantic AI

CLIP is a "multimodal" model which combines language and image representations in a single joint visual semantic embedding space (Radford et al., 2021). CLIP can be used with either a ResNet (He et al., 2016) or a Vision Transformer (ViT) (Dosovitskiy et al., 2020) to encode images, and a language model (GPT-2) to encode captions (Radford et al., 2019). CLIP projects the encoded images and captions into a joint embedding space, where the model maximizes the cosine similarity of the correct image-caption pair while minimizing the cosine similarity of each caption with every other image in the batch (Radford et al., 2021). CLIP projects only a representation of the entire caption into the joint language-image space, and uses CWEs in order to produce this representation. CLIP is not the first transformer-based model to form visual semantic representations: both Lu et al. (2019) and Li et al. (2019) adapt the BERT language model of Devlin et al. (2019) to produce visual semantic language-image representations, and Zhang et al. (2020) and Jia et al. (2021) use the same contrastive loss objective as CLIP. What makes CLIP unique is that it is the first image classifier to generalize to zero-shot image classification, such that users can define image classes "on-the-fly" using natural language, and obtain performance competitive with supervised computer vision models, without ever fine-tuning on the data for a task (Radford et al., 2021). CLIP improved the zero-shot state-of-the-art\(^1\) on ImageNet (Deng et al., 2009) to 76.2\% (Radford et al., 2021), from a previous best of 11.5\% (Li et al., 2017).

2.4 Language Model Geometry

Ethayarajh (2019) find that CWEs in ELMo (Peters et al., 2018b), BERT (Devlin et al., 2019), and GPT-2 (Radford et al., 2019) are highly anisotropic (angularly uniform, based on measurements of cosine similarity). The effect is most pronounced in GPT-2, such that randomly selected embeddings in the top layer of the model have "nearly perfect" (i.e., close to 1.0) cosine similarity (Ethayarajh, 2019). Cai et al. (2020) find that the inner layers of GPT and GPT-2 form contextualized word representations on a swiss-roll manifold, while BERT embeds words in clusters. Mitigating anisotropy has been shown to be beneficial for semantic representations, as Mu and Viswanath (2018) find that increasing the isotropy (angular dispersion) of static word embeddings improves performance on semantic intrinsic evaluation tasks. Voita et al. (2019) find that the pretrained objective of a contextualizing lan-

\(^1\)Tiwary (2021) report that their Turing Bletchley model improves the zero-shot state of the art to 79.0\%. This model is not available open source to the research community.
guage model affects what information is encoded in CWEs, and that embeddings in causal language models (like GPT-2) contain less mutual information with the input token and more mutual information with the next token in the sequence as the layer index increases. Tenney et al. (2019) shows that layers of BERT are devoted primarily to certain natural language processing (NLP) tasks, and that task complexity increases with the layer index.

2.5 Intrinsic Evaluation Tasks

Intrinsic evaluation tasks assess the quality of word or sentence embeddings by measuring the correlation of the geometric properties of the embeddings with human-rated judgments of similarity (Tsvetkov et al., 2016) or psycholinguistic norms (Toney and Caliskan, 2021). Bommasani et al. (2020) create static word embeddings by pooling over CWEs derived from tens of thousands of sentences from English Wikipedia, and study the performance of these embeddings on word-level intrinsic evaluation tasks. They find that embeddings from the upper layers of BERT and GPT-2 perform poorly relative to embeddings from earlier layers, and that embeddings formed by pooling over a word’s CWEs significantly outperform embeddings formed from "decontextualized" words, input to the model with no surrounding context (Bommasani et al., 2020). We report results on the four intrinsic evaluation tasks analyzed by Bommasani et al. (2020), as well as the recently introduced ValNorm task (Toney and Caliskan, 2021), and a sentence-level intrinsic evaluation task, the Semantic Textual Similarity Benchmark (Cer et al., 2017).

3 Data

For comparison of our results on CWE anisotropy with the prior work of Ethayarajh (2019), we encode the text of the SemEval Semantic Textual Similarity tasks from 2012 through 2016 (Agirre et al., 2012, 2013, 2014, 2015), who used these datasets because they include instances of the same words used in different contexts and reflecting different word senses. We discard sentences too long to fit in the 77-token context window of the CLIP LM, which still leaves us with over 36,000 sentences.

3.1 Intrinsic Evaluation Tasks

We report results on five word-level tasks:

- **RG-65** (Rubenstein and Goodenough, 1965), a set of 65 noun pairs assigned scores between 0 and 4 based on their semantic similarity, as judged by 51 human participants in a controlled psychological study intended to evaluate the relationship between "similarity of context and similarity of meaning."

- **WordSim-353**, a word relatedness task consisting of 353 word pairs divided into two sets (Finkelstein et al., 2001). WS-353 was introduced in the context of information retrieval for search engines but is now widespread as an evaluation of word relatedness.

- **SimLex-999**, a word similarity task consisting of 666 noun-noun word pairs, 222 verb-verb word pairs, and 111 adjective-adjective word pairs (Hill et al., 2015).

- **SimVerb-3500**, a set of 3,500 verb pairs rated on similarity by 843 study participants, and designed to remediate the lack of resources for evaluating verb semantics (Gerz et al., 2016).

- **ValNorm**, which measures the quality of an embedding based on how well it reflects the valence norms of the language on which was trained (Toney and Caliskan, 2021). ValNorm takes Pearson’s correlation coefficient of human ratings in a valence lexicon with Single-Category Word Embedding Association Test (SC-WEAT) (Caliskan et al., 2017) pleasantness effect sizes for a word embedding.

Finally, we report results on a sentence-level task, the **Semantic Textual Similarity (STS) Benchmark**, a set of 8,628 sentence pairs derived from SemEval STS tasks between 2012 and 2017 and rated on similarity (Cer et al., 2017). Sentences reflect three genres: news, forums, and captions. The test set, on which we report results without use of the training set, includes 1,379 sentence pairs.

3.2 Language Model Architectures

While the CLIP LM is based on the GPT-2 architecture, there are minor differences between the models we examine. The CLIP LM is a 63-million parameter version of the GPT-2 architecture, and uses 12 layers to form 512-dimensional CWEs within a 77-token context window (Radford et al., 2021). GPT-2 Small, the model studied by Ethayarajh (2019) and examined in this paper, forms
768-dimensional CWEs over a 1,024-token context window, and has a total parameter count of 124-million (Radford et al., 2019). Though it consists only of image captions, the text component of the WebImageText corpus used to train CLIP has a "similar" word count to the WebText corpus used to train GPT-2, according to Radford et al. (2021).

4 Approach and Experiments

We outline our experiments, and discuss our approach for extracting both CWEs and sentence embeddings, and for computing self-similarity.

4.1 Geometry of CWEs

We use the self-similarity formula of Ethayarajh (2019) to study whether the contrastive visual semantic pretraining objective of CLIP has affected the anisotropy of GPT-2 CWEs:

\[ s = \frac{1}{n^2 - n} \sum_i \sum_{j \neq i} \cos(\vec{w}_i, \vec{w}_j) \]  

Note that \( \cos \) in Equation 1 refers to cosine similarity, or the angular similarity of two vectors after normalization to unit length, a common method for measuring the semantic similarity of word embeddings. \( n \) refers to the number of word embeddings \( \vec{w} \) used in the self-similarity measurement. Following Guo and Caliskan (2021), who report consistent results on semantic bias analyses by randomly sampling 10,000 CWEs, we measure the self-similarity of 10,000 randomly selected CWEs in contexts from the STS 2012-2016 tasks for every layer of CLIP and GPT-2. We collect CWEs for the same 10,000 word indices from all layers, rather than randomly selecting new words at every layer.

Because Mu and Viswanath (2018) find that a few high-magnitude dimensions cause anisotropy and distort the semantics of static word embeddings, we also examine whether CLIP embeddings encode less of their magnitude in a few high-value dimensions. Mu and Viswanath (2018) find that there are usually \( n/100 \) such distorting dimensions in static word embeddings, where \( n \) refers to the embedding’s dimensionality. Because GPT-2 small forms 768-dimensional embeddings, and CLIP forms 512-dimensional embeddings, we report the mean proportion of magnitude contained in the top 8 and the top 5 neuron activations for each model at each layer across 10,000 embeddings.

4.2 Word-Level Intrinsic Evaluation Tasks

We examine the layerwise performance of CWEs extracted from the CLIP LM and from GPT-2 on the five word-level intrinsic evaluation tasks described in Section 3.1. For these tasks, we extract the vector corresponding to the last subtoken of every word, as prior work finds that the last subtoken in a causal language model fully encodes the semantics of words which a causal language model breaks into subwords (Guo and Caliskan, 2021). For each task, we input words in the "decontextualized" setting described by Bommasani et al. (2020) (i.e., with no surrounding context). Unlike Bommasani et al. (2020), we also extract the BOS token and EOS token from the GPT-2 tokenizer, and add them to either side of the decontextualized word. We do this to keep the experiment consistent between the models, as adding the tokens is default behavior for the CLIP LM, but not for GPT-2. Because it is common to omit the BOS and EOS tokens when using GPT-2, we report results for GPT-2 both with the tokens and without them. To observe whether CLIP sentence embeddings have unique properties, since they are the only linguistic representations projected to the joint language-image space, we also report results on these tasks using the EOS token for the CLIP LM and GPT-2.

4.3 Sentence-Level Evaluations

We report layerwise performance using sentence representations obtained from CLIP and GPT-2 on the STS benchmark (Cer et al., 2017). For this task, we use the EOS token in both CLIP and in GPT-2. For GPT-2, we also use the last subtoken of the sentence, with no EOS token added.

Finally, we analyze the self-similarity of sentence embeddings from each model using Equation 1. In this case, \( \vec{w} \) refers not to a word embedding, but to a sentence embedding. For this analysis, we use embeddings of all of the unique sentences in the test set of STS Benchmark (Cer et al., 2017).

5 Results

CLIP CWEs are less anisotropic than GPT-2 embeddings, and CLIP outperforms GPT-2 on word-level and sentence-level semantic evaluations.

5.1 Embedding Geometry

As illustrated in Figure 1, the self-similarity of CWEs is lower in every layer of the CLIP LM than in GPT-2. Self-similarity in both models is at its
Table 1: CLIP CWEs outperform GPT-2 CWEs on every intrinsic evaluation task examined. The "EOS" token corresponds to the model’s sentence embedding. The best layer corresponds to the layer which a representation achieves the highest score for a task. All scores are Spearman’s $\rho$, except for ValNorm, which uses Pearson’s $\rho$.
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5.2 Word-Level Intrinsic Evaluation Tasks

As shown in Table 1, CLIP embeddings outperform GPT-2 embeddings on all five of the word-level intrinsic evaluation tasks we study, and non-trivially improve the corpus-based state of the art for the RG65 intrinsic evaluation to Spearman’s $\rho = .88$.\(^3\) As visualized in Figure 3, CLIP embeddings also match the state of the art for the ValNorm intrinsic evaluation task (Toney and Caliskan, 2021), previously achieved by the GloVe embeddings of Pennington et al. (2014). For every task except SV-3500, CLIP embeddings outperform the results obtained for GPT-2 by Bommasani et al. (2020), who create static word embeddings by pooling over CWEs obtained from $100,000$ encoded contexts, both in GPT-2 small and in GPT-2 medium, a 24-layer model which forms $1,024$-dimensional embeddings. For SV-3500, Bommasani et al. (2020) obtain Spearman’s $\rho = .31$ in layer 6 of GPT-2 small from embeddings formed using CWEs $100,000$ from contexts.

Our results also indicate that adding the BOS token in GPT-2 significantly improves results on word-level semantic intrinsic evaluation tasks in the decontextualized setting. ValNorm scores improve the corpus-based state of the art for the RG65 intrinsic evaluation to Spearman’s $\rho = .88$.\(^3\)

\(^3\)According to the ACL leaderboard at https://aclweb.org/aclwiki/RG-65_Test_Collection_(State_of_the_art). Precisely, CLIP embeddings achieve Spearman’s $\rho = .876$ on this task.
prove from .59 to .76 in layer 7, and RG65 scores improve from .01 to .44 in the same layer. On every test, simply adding the BOS token outperforms results reported by Bommasani et al. (2020) on embeddings obtained using the pooling methodology for 10,000 contexts, both in GPT-2 small and GPT-2 medium Bommasani et al. (2020). While adding the BOS token does not match the results of applying the pooling method to 50,000 or 100,000 contexts, this marked improvement indicates that using the BOS token is a simple, computationally efficient, and easily replicated way of obtaining static reductions of CWEs, with better quality than representations requiring ten thousand contexts to form.

Finally, we find that CLIP EOS token embeddings outperform CWEs in the top layer on two of five word-level intrinsic evaluation tasks, and nearly equal the performance of CLIP CWEs on the other three tasks. ValNorm scores fall to .72 for CLIP CWEs in the top layer, but increase to .80 for CLIP EOS token embeddings in that layer; and RG65 scores fall to .70 in the top layer for CLIP CWEs, but increase to .73 for CLIP EOS token embeddings. CWEs lose some of their mutual information with the input word as the model forms predictions about the next word in the sequence (Voita et al., 2019), but our findings indicate that the EOS token must maintain the semantic information of a context in the top layers, such that it can be projected to the joint language-image space and accurately associated with an image.

Additional visualizations of CLIP and GPT-2 performance on word-level intrinsic evaluation tasks are included in Appendix A.

5.3 Sentence Embeddings
As shown in Figure 4, sentence embeddings from the CLIP LM outperform GPT-2 sentence embeddings on the STS benchmark at every layer of the respective models, and the difference in performance grows in the upper layers. CLIP sentence embeddings obtain Spearman’s $\rho = .73$ in the top layer, compared to no greater than .45 for GPT-2 embeddings. Even using the EOS token, GPT-2 sentence embeddings exhibit properties similar to CWEs in the model, and lose semantic information in the upper layers, while CLIP sentence embeddings improve in semantic quality through the top layer.

As shown in Figure 5, CLIP sentence embeddings become increasingly dissimilar as the layer index increases. This is in stark contrast to GPT-2, wherein sentence embeddings using the EOS token have self-similarity $\geq .97$ in every layer, and indicates that the contrastive visual semantic objective of CLIP forces fine-grained differentiation of sentence-level semantics.

6 Discussion
Our findings are straightforward, but it is not obvious that they should occur. The training objective of CLIP is not to produce high-quality CWEs, or even sentence embeddings. Indeed, Radford et al. (2021) spend little time discussing the CLIP language model, noting that they did not see significant performance improvements by scaling up the size of the model. However, in creating the first broadly accurate zero-shot image classifier, Radford et al. (2021) have also created a zero-shot sentence encoder which substantially outperforms the version of its underlying architecture trained on language modeling. Moreover, without the need
for computationally expensive pooling methodologies, and despite having less than half the parameter count of GPT-2 small, the CLIP LM produces CWEs which match or exceed the best performance ever realized with a corpus-based approach on two intrinsic evaluation tasks, and outperform embeddings formed from 100,000 encoded contexts in GPT-2 medium (Bommasani et al., 2020).

CLIP embeddings show that the high anisotropy observed by Ethayarajh (2019) is not the inevitable result of contextualization, nor even of a specific language modeling architecture, but is connected to the pretraining objective of the model. When trained on a contrastive visual semantic objective, CWEs formed by CLIP have much lower self-similarity at every layer of the model in comparison with GPT-2. This is remarkable because CLIP does not actually project CWEs into the joint language-image space. While we might expect CLIP sentence embeddings, which are projected into the language-image space, to have different properties from the CWEs formed by GPT-2, it does not necessarily also follow that the CWEs formed by CLIP would also be so different from those in GPT-2. Indeed, we still observe the increased self-similarity in the top layer reported by Ethayarajh (2019), and the loss of semantic information related to the input token in the upper layers, as reported by Voita et al. (2019). However, these effects are much less pronounced in CLIP than they are in GPT-2, indicating that the contrastive visual semantic objective of the model has regularizing effects that shape more than just the projected sentence embedding.

Our findings suggest that language models trained on visual semantic objectives are likely to privilege the encoding of semantic information, which is essential to matching a caption to an image. The more isotropic representations we observe reflect the objective of the model, which requires differentiating fine-grained semantic information. That models trained on visual semantic objectives would form embeddings to reflect the semantics of a word or sentence more than would a causal language model makes intuitive sense. Through the lens of the training objective, it is more problematic for a causal language model to predict a syntactically invalid continuation of a sentence, such as an incorrect part of speech, than to predict a somewhat unexpected but still syntactically valid continuation of a sentence. When a language model is trained to encode and associate the correct text caption with a matching image, however, the semantic content of the text becomes at least as important as its syntactic properties.

### 6.1 Limitations and Future Work

Our work shows that a pretraining objective which is both visual semantic and contrastive in nature results in isotropic, highly semantic CWEs and sentence representations, in stark contrast to the representations formed by the same architecture when trained on a language modeling objective. However, further work is needed to address to what extent the results we observe are the result of contrastive training, and to what extent they are the result of visual semantic training. It is possible that a contrastive training objective, wherein the model must discriminate between correct and incorrect options, will result in isotropic and highly semantic embeddings even if both models produce linguistic representations. On the other hand, encoding language for the purpose of performing visual semantic tasks may be particularly important for achieving the effects seen in CLIP, as images lack a grammatical structure and are primarily semantic in composition. Future work might perform a direct assessment between representations obtained from the CLIP LM and representations learned by contrastive text-only models such as those recently introduced by Neelakantan et al. (2022).

This work examines semantics in contextualized representations without postprocessing, using cosine similarity as the similarity metric. While this is a common experimental design evaluated frequently in prior work, it is not the only way of assessing semantics in contextualized word embeddings. For example, recent work indicates that semantics can be better isolated in language models like GPT-2 by postprocessing and transforming the embedding space using methods such as removing high-magnitude directions with principal component analysis (Wolfe and Caliskan, 2022; Timkey and van Schijndel, 2021). Future work might assess whether these postprocessing techniques, or methods which assess semantics using mutual information (Voita et al., 2019) or linear probes (Tenney et al., 2019), also indicate that contrastive multimodal pretraining magnifies semantics in the embedding space.

---

1CLIP still outperforms GPT-2 in nearly every case over intrinsic evaluation results reported after postprocessing, and CLIP embeddings may also exhibit improvements from comparable manipulations of the embedding space.
Finally, Radford et al. (2021) note that CLIP was first intended to be a zero-shot caption generator, a design which has since been realized using the SimVLM architecture of (Wang et al., 2021b). Analysis of such models, which are not yet available to the research community in a way which would allow analysis of the underlying architecture, may help to answer questions of whether the contrastive objective or the visual semantic setting is more important for regularizing anisotropy and representing semantics.

7 Conclusion

We find that contrastive visual semantic pretraining produces isotropic CWEs which outperform a language model based on the same architecture on semantic evaluations on both the word level and the sentence level. Our findings indicate that incorporating visual semantic objectives with language models may be useful both to regularize the anisotropy in CWEs and to improve the semantic quality of both word and sentence representations.

8 Ethical Considerations

While the contrastive visual semantic objective of CLIP produces semantically rich representations of natural language, we caution that the model is also known to encode harmful societal biases. Goh et al. (2021) find that the CLIP image encoder forms representations which reflect biases against communities marginalized based on religion and on immigration status, and Wang et al. (2021a) and Agarwal et al. (2021) report biases of underrepresentation and stereotypical associations which disproportionately affect women. Moreover, Radford et al. (2021) state that they use frequency-based heuristics to construct the WebImageText corpus on which CLIP trains. Other research on language models has shown that similar techniques can exacerbate biases against marginalized groups, who are often underrepresented in such datasets (Wolf and Caliskan, 2021). Thus, while our findings are promising for the future of visual semantic AI systems, models like CLIP must be studied further to understand how they represent people, and what the ramifications of such representations are for society.
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**A Intrinsic Evaluation Performance**

We include visualizations showing the performance of CLIP and GPT-2 embeddings on the intrinsic evaluation tasks discussed in the paper.

---

**Figure 6:** CLIP CWEs outperform other representations in almost every layer across four intrinsic evaluations, including achieving corpus-based state of the art on RG65 in layer 8, with Spearman’s $\rho = .876$. 
