FSCR: A Deep Social Recommendation Model for Misleading Information

Depeng Zhang, Hongchen Wu and Feng Yang

School of Information Science and Engineering, Shandong Normal University, Jinan 250014, China; 2018020917@stu.sdnu.cn (D.Z.); wuhongchen@sdnu.edu.cn (H.W.)
* Correspondence: yangfeng@sdnu.edu.cn

Abstract: The popularity of intelligent terminals and a variety of applications have led to the explosive growth of information on the Internet. Some of the information is real, some is not real, and may mislead people’s behaviors. Misleading information refers to false information made up by some malicious marketer to create panic and seek benefits. In particular, when emergency events break out, many users may be misled by the misleading information on the Internet, which further leads them to buy things that are not in line with their actual needs. We call this kind of human activity ‘emergency consumption’, which not only fails to reflect users’ true interests but also causes the phenomenon of user preference deviation, and thus lowers the accuracy of the personal recommender system. Although traditional recommendation models have proven useful in capturing users’ general interests from user–item interaction records, learning to predict user interest accurately is still a challenging problem due to the uncertainty inherent in user behavior and the limited information provided by user–item interaction records. In addition, to deal with the misleading information, we divide user information into two types, namely explicit preference information (explicit comments or ratings) and user side information (which can show users’ real interests and will not be easily affected by misleading information), and then create a deep social recommendation model which fuses user side information called FSCR. The FSCR model is significantly better than existing baseline models in terms of rating prediction and system robustness, especially in the face of misleading information; it can effectively identify the misleading users and complete the task of rating prediction well.
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1. Introduction

In the 21st century, the Internet is closely related to the basic life of users. Humans use different platforms and applications to meet their different needs, such as shopping, entertainment, education, communication. These activities generate a lot of data, which can be used by various industries. For example, in [1], Vincenzo Moscato et al. describe a novel music recommendation technique based on the identification of personality traits, moods and emotions of a single user. In addition, in [2], Flora Amato et al. propose an original summarization technique of social media content applied to Online Social Networks (OSNs) for multimedia story creation.

The recommender system aims to solve the problem of information overload and help users get the best choice from a variety of choices [3]. The key idea of the recommender system is to predict the rating of a group of unrated items according to user historical behavior, and then select personalized recommendation from the items with the top predicted ratings [4].

To attract users, websites and apps need to be increasingly accurate with recommender systems [5–7]. In this case, the prediction ratings of the recommender system should be as close to the true ratings as possible. However, misleading information will reduce
the accuracy of the recommendation results, and then affect customer satisfaction. This is because a recommender system cannot distinguish which information is misleading information, and user/item representations are learned from such misleading information, so the representations learned are unreliable.

We obtain user preference information not only from user–item interaction but also from user side information and user trust information. A normal user’s behavior should be consistent and predictable [8]; even when the user’s explicit ratings do not match the user’s usual preference, the implicit preference in the user side information and user trust information is still relatively accurate. When learning the representation of users, we not only consider the historical rating record of users but also take into account the side information of users. By combining the explicit rating and social features of users, we can improve the robustness of the recommender system and reduce emergency consumption caused by misleading information.

We summarize the main contributions of our work as follows.
1. We introduce and analyze the emergency consumption problem caused by misleading information. To solve this problem, we optimize the recommendation model by combining user side information.
2. We introduce the FSCR model, which fuses user side information, historical preference features, and social trust features to build the user model and make recommendations.
3. We introduce a misleading information detection mechanism in our model to deal with misleading information.
4. We conduct comprehensive experiments in multiple real-world datasets to show the effectiveness and the robustness of the FSCR model.

The remainder of this paper is organized as follows. We provide some related work in Section 2, and then show our model in Section 3. We will introduce the experimental results in Section 4. Finally, we summarize this paper and discuss future directions in Section 5.

2. Related Work

We divide the related work into four parts. The first part briefly introduces the recommender system, the second part introduces the influence of misleading information dissemination, the third part introduces the factors that promote the dissemination of misleading information, and the last part introduces the methods of dealing with misleading information.

2.1. Recommender System

By analyzing user behaviors and modeling their personalized needs, recommender system can recommend some long-tail items to users and help them find the items they want but are difficult to be found.

There are three common ways to connect users and items: content-based recommendation, collaborative filtering, and social recommendation. Content-based recommendation is defined as recommending items to users that are similar to what they liked in the past [9,10]. Collaborative filtering finds users with similar interests in user groups by analyzing user interests, extracts the features of these similar users, and finally recommends items to users through these features [11].

Social recommendation uses user social behavior data to better model a user profile and user–item connection function [12]. With the increasing number of mobile phone users, social recommendation has become the most popular way to connect users and items. The general definition of the social recommendation model [13] is as follows:

\[ Y = F(V, U, T) \]  

(1)
Y is predicted score or recommendation list; F represents the model or method used in the recommendation process; U represents the user attribute information; T represents the user social trust information; and V represents the user–item interaction information.

2.2. The Harm of Misleading Information

In recent years, misleading information aroused widespread concern in society. The growing concern largely from the widespread impact of misleading information on information security and public opinion [14].

Misleading information is widely distributed, harmful, and difficult to identify. On the personal level, misleading information not only misleads people’s judgment but also makes it difficult for people to distinguish right from wrong [15]. Under the wrong guidance of misleading information, some people are easy to believe the misleading information and even forward it to their relatives and friends.

At the social level, misleading information can even influence public opinion by controlling the emotions of voters, thus influencing the outcome of national elections. Moreover, misleading information hurts the public interest of the country and affect the social order [16]. Moreover, misleading information often appears around emergencies, such as the earthquake in Japan in 2011 [17], hurricane Sandy in 2012 [18] and COVID-19 in 2019 [19], aiming to cause more panic and confusion.

2.3. Promoters of Misleading Information Dissemination

We will explain the generation and dissemination of misleading information from the perspective of individuals and society.

2.3.1. Individuals

Users cannot identify the misleading information accurately, which leads to users constantly sharing and believing misleading information on social media. The main reason for this phenomenon is that users generally believe the information they like. In other words, objective facts are not as powerful as personal emotions in guiding user interests [4].

2.3.2. Society

Although social networks help us to realize real-time information sharing, they also bring convenience for the spread of misleading information, accelerate the speed of false information dissemination, and expand the dissemination scope of misleading information.

The nature of information sharing on social media and online platforms provides additional help for the dissemination of misleading information, we commonly call it echo chamber effect [8]. Users always find and share information that is consistent with their views, while platform algorithms recommend items that suit personal preferences, as well as friends with similar preferences. The homogeneity of friends and the personalization of algorithm will make users less exposed to conflicting views. Moreover, the features of social networks make the spread of misleading information more complex, which makes misleading information affect numerous users in a short time [20].

2.4. How to Deal with Misleading Information

There are two common ways to reduce the influence of misleading information. One is to detect and prevent misleading information directly, the other is to increase the robustness of the system.

2.4.1. Detection of Misleading Information

The N-gram approach was one of the effective methods to detect misleading information. In [21,22], the authors used the N-gram method to analyze deceptive comments created by the crowdsourcing workers of Amazon: false positive comments about hotels [22] and false negative comments about hotels [21]. Research data showed that fake reviews contain fewer spatial words (location, floor, small) because the individuals had not
actually experienced hotels. In addition, they also found that positive emotional words are exaggerated in false positive reviews compared with real reviews. In the false negative comment, the negative emotion word also appears similar to exaggeration.

Deep learning method [23,24] could alleviate the shortcomings of the method based on language analysis by automatic feature extraction. It could extract both simple features and some hard-to-specify features. In [25], Wang et al. proposed a content-based false news detection using convolutional neural network. Compared with the traditional baseline model, they observed that the CNN model has better detection accuracy.

As the misleading information becomes diversified and intelligent, the identification of misleading information becomes more and more difficult, and it also consumes a lot of time and resources.

2.4.2. Improve the Robustness of the System

To improve the robustness of the recommendation model, He et al. proposed a new optimization framework: adversarial personalized ranking (APR) [26]. ARP improved the pairwise sorting method of BPR [27] through confrontation training, and maximizing the effective function of BPR. Experiments on several datasets show the effectiveness of APR model.

Users always post pictures or micro-videos on social media to interact with their friends. These multimedia contents contain rich information, which can show user preferences and provide opportunities for improving the recommender system [28]. Tang et al. found that the existing multimedia recommendation model lacks robustness. To solve this problem, they proposed an advanced multimedia recommendation (AMR) [29], which could enhance the robustness of the model against misleading information and reduced the disturbance of misleading information on the recommendation model. Then, machine learning [30–32] and generate countermeasure network [33–35] are also used to improve the robustness of the recommender system and deal with misleading information.

Traditional recommendation models usually improve the robustness of the recommender system by adding interference manually. However, in a recommender system, each user is not an isolated point. The user’s behavior will affect the user’s direct friends and users with similar interests. Therefore, adding disturbance terms to the training-set to improve the robustness of the recommender system will result in unsatisfactory training results. This is because the training of the recommendation model is very complicated. When learning user representations, the recommendation model should not only consider the users’ historical behaviors but also consider the behaviors of the users’ friends and users with similar interests. After adding a disturbance term, the learned user representation is often affected. In other words, the learned user representation deviates user interest and affects the accuracy of the recommendation.

In this paper, we propose a robust rating prediction system based on multi-domain information fusion. In particular, we jointly consider the user’s historical behavior and user side information to predict the user’s unrated items. In addition, we also embed a misleading user identification mechanism in our model to deal with the misleading information. Finally, we get the final prediction rating by aggregating the learned user representation and item representation.

3. Model Implementation

This section elaborates our proposed model. We first show the definition of the problem, and then introduce the various components of our model.

3.1. Problem Definition

There are three matrices: user–item matrix, user feature matrix, user interaction matrix. The user–item matrix $V \in R_{n \times t}$ is the rating matrix representing the user rating of items purchased or consumed; $n$ is the number of users; and $t$ is the number of items; the user feature matrix $U \in R_{n \times s}$ ($U$ is an irregular matrix because the user’s side information tends
to be described differently depending on the type (gender is char, age is int, etc.)); s represents the type of side information of the user; \( T \in \mathbb{R}^{n \times n} \) represents the user interaction matrix; and if \( R_{i,j} = 1 \), it represents that user \( i \) trusts or follows user \( j \). Our goal is to embed the user’s side information into the deep social recommendation model [29–31] to optimize user modeling, and then predict the user’s unrated items using the three types of available information. In general, it is still necessary to learn the user’s low-dimensional representation and item embeddings. We specify the symbol representations used in this paper (in Table 1).

Table 1. Symbol representations.

| Symbol | Representation |
|--------|----------------|
| \( R_{n \times t} \) | rating matrix |
| \( R_{w \times s} \) | user side information |
| \( R_{n \times n} \) | user trust matrix |
| \( R_{k \times s} \) | user feature matrix |
| \( R_{k \times k} \) | item feature matrix |
| \( n \) | the number of users |
| \( t \) | the number of items |
| \( s \) | the types of user features |
| \( k \) | the characteristic dimension |
| \( m \) | the number of items that interact with the user |
| \( U_t \) | user’s side information embedding |
| \( w \) | neural network weight |
| \( b \) | bias |
| \( \sigma \) | the Relu activation function |
| \( y_p \) | the prediction rating |
| \( y_a \) | the actual rating |
| \( M_u \) | the mean square of all rating prediction errors on the interaction item |

3.2. FSCR Model Architecture

The structure of FSCR (in Figure 1) includes five main parts: the embedding layer, the MF layer, the social influence diffusion layer, the FC layer, and the prediction layer. To be specific, by obtaining relevant input, the embedding layer outputs the user’s side information embedding. The MF layer uses the user–item interaction matrix as input to output the user’s hidden preference embedding and item feature embedding. In the social influence diffusion layer, we design a model which can effectively measure how user opinions spread in social networks to solve the social embeddedness problem exposed by users in social network. The FC layer fuses user side information embedding, hiding preference embedding, and social embedding to get the complete user feature profile. Finally, the prediction layer predicts the score of each unobserved user–item pair.
3.3. Embedding Layer

Here we take the movielens dataset (https://grouplens.org/datasets/movielens/) as an example. In the movielens dataset, there are three types of user side information: age, gender, and job. After adding the user id, we have four types of embedded information. Afterwards, we perform the embedding operation and get id-embed, gender-embed, age-embed, and job-embed, to express convenience we use $x_1, x_2, x_3, x_4$ to replace. Finally, we get user’s side information embedding $U_s$ through a fully connected network. The general definition of this model is as follows:

$$a_i = (1, 2, 3, 4) = \sigma(w_1^h x_1 + w_2^h x_2 + w_3^h x_3 + w_4^h x_4 + b^h)$$

(2)

$$U_s = \sigma(w_1^o a_1 + w_2^o a_2 + w_3^o a_3 + w_4^o a_4 + b^o)$$

(3)

where $w_i^h$ and $b_i^h$ represent the weight and bias of the input layer to the hidden layer; $a_i$ is the output of the hidden layer; $w_i^o, b_i^o$ represents the weight and bias of the hidden layer to the output layer; $\sigma$ represents the ReLU activation function which performs better when facing sparse data.

3.4. MF Layer

The matrix factorization means decompose user–item interaction matrix into user hidden preference embedding and item hidden feature embedding:

$$V \in R_{n \times t} \Rightarrow \{ R_u \in R_{n \times k} \odot R_i \in R_{t \times k} \}$$

(4)

$\odot$ means the product of two vectors; the multiplication of the dimensions of two vectors of the same length, $V$ represents the user–item interaction matrix: it has $n$ users, $t$ items; $R_{ij}$ represents the rating of item $j$ by user $i$. Then $V$ is decomposed into user hidden preference matrix $R_u$ and item hidden feature matrix $R_i$; $k$ represents the feature dimension in here.
3.5. The Social Influence Diffusion Layer

In the MF layer, we obtain the implicit preference vector of each user, but the interaction between the user’s friends in the social network is not a linear relationship. To measure the dynamic influence among friends in social networks and balance the influence of opinion leaders, we propose a new model of social attention. First, we import each user’s hidden opinion preferences into the social impact diffusion layer.

Next for each friend relationship pair, through Equation (5) we can find the weight of their mutual influence:

$$s(i, j) = \frac{\sum_{k=1}^{n} (X_k \times Y_k)}{\sqrt{\sum_{k=1}^{n} (X_k)^2} \times \sqrt{\sum_{k=1}^{n} (Y_k)^2}}$$  (5)

$X$, $Y$ represents the hidden preferences of user $i$ and user $j$ in Equation (4). $n$ means the hidden feature dimensions; $X_k$ means the value of user $i$ on the $K$ dimension.

Lastly, we use SoftMax function to normalize the similarity between users and get the final influence weight:

$$A_{ij} = \frac{e^{s(i, j)}}{\sum_{m=1}^{m} e^{s(i, m)}} \quad j \in \{1, 2, 3, 4...m\}$$  (6)

$s(i, j)$ represents the similarity calculate in Equation (5), and $m$ represents the number of friends of the user. Equation (5) calculates the influence weight of user $i$ on user $j$. Lastly we perform normalization and regularization in Equation (6). Through these three steps, we balance the user’s trust in a single friend and prevent users from over trusting users, so as to deal with emergency consumption.

3.6. FC Layer

For each user $i$, the FC layer takes the three embeddings of user $i$ as input, and outputs a user complete embedding $u_f$. We get user interests from different types of input data, to prevent users from falling into the “Information Cocoon Room” (People’s information field will be habitually guided by their own interests, to shackle their lives in a cocoon-like Cocoon Room.), reduce the possibility of emergency consumption. We model the FC layer as:

$$u_f = w_3^1 u_s + w_3^2(u_i + \sum_{j=1}^{m} A_{ij} \cdot u_j) + b_3$$  (7)

$m$ represents the number of friends of user $i$, $A_{ij}$ is the normalized weight obtained by Equation (6); $u_i$ represents the preference of user $j$; $w_3^1$; and $w_3^2$ represent the weight of the user’s side information embedding and the weight of the user’s friend influence; $b_3$ is the bias.

3.7. Prediction Layer

We input user features and item features into a fully connected network to make the final prediction. We tested two methods: one is to perform matrix multiplication directly and the other is through a fully connected network and found that the latter has a lower loss.

$$\hat{y} = \sigma(w_4^1 P \odot w_4^2 Q + b_4)$$  (8)

$\odot$ means the product of two vectors; $P \in R_{n \times k}$ and $Q \in R_{l \times k}$ represent the user’s complete hidden embedding and item’s hidden embedding; $w_4^1$ and $w_4^2$ represent the weight of the user’s embeddings and the weight of the item’s embeddings; $b_4$ is the bias.

3.8. A Mechanism to Deal with Misleading Information

We design a classifier to identify the tag identity of the user, if $y_l = 1$, we regard it as a misleading user, and if $y_l = 0$, we treat it as a normal user. For each user $u$, we calculate
the mean square of all rating prediction errors on the interaction item $M$. If the error is greater than a certain value, we treat it as a misleading user, and we will update the user representation learned in Equation (7).

$$M_i = \frac{1}{m} \sum_{i=1}^{m} (y_u - y_p)^2$$  \hspace{1cm} (9)

$$M_i > \frac{1}{n} \sum_{i=1}^{n} M_i \Rightarrow (y_f = 1)$$ \hspace{1cm} (10)

$$U'_f = U_f \oplus M_i$$ \hspace{1cm} (11)

$m$ represents the number of items that interact with the user; $n$ represents the number of users. If a user’s error is greater than the average error, it will be considered as a misleading user [4]. After the recognition, we can effectively find misleading information in the recommender system, and then update the user representation to prevent the misleading information from affecting more users.

4. Experiment and Results Analysis

In this section, we will show some details of our experiment and our experimental results.

4.1. Datasets

We use four datasets from multiple industries to verify the effectiveness of our model. LastFM [https://grouplens.org/datasets/hetrec-2011], it is a dataset about users listen to music, including social trust information, rating information, and user/item tag information.

MovieLens (http://movielens.org/) contains multiple movie ratings by multiple users, as well as movie metadata information and user side information. This dataset is often used in recommender systems and machine learning algorithms. Especially in the field of recommender system, many famous papers are based on it.

Epinions (http://www.trustlet.org/wiki/Epinions-datasets), it includes user trust relationship, user rating information, and review information.

Douban (http://moviedata.csuldw.com), this dataset is crawled by netizens, which contains movie ratings, user trust relationship, and user side information.

The main statistics of these datasets are summarized in Table 2.

| Data        | User | Item | Friends | Links | User-Item | Types of Side Information |
|-------------|------|------|---------|-------|-----------|---------------------------|
| LastFM      | 2100 | 17,635 | 24,435  |       | 92,835    | #                         |
| Movielens   | 6040 | 3883  | #       |       | 1,000,209 | 3                         |
| Epinions    | 40,163 | 139,738 | 487,183 |       | 664,824   | #                         |
| Douban movie| 129,490 | 58,541 | 1,692,952 |       | 1,683,839 | 3                         |

4.2. Comparison Methods

To illustrate the effectiveness of our method, we compare the FSCR model with these competitive baselines:

SVD++ [36] assumes that in addition to the explicit historical rating records of users, implicit feedback information such as browsing history and favorite list can also reflect user preferences.

SVD [37] is one of the classic matrix factorization models.

PMF [38] is the probabilistic interpretation version of SVD [37].
TrustSVD [39] is based on SVD++ [36], which further fuses the explicit and implicit influence of trusted users on the predictions of active user items, and achieves good recommendation results.

Social MF [40] is a method of fusing social network into matrix factorization. The user latent vector obtained by Social MF [40] is similar to his neighbor vector, which can realize the spread of trust in the network.

CUNE [41] extracts implicit and reliable social information from easily available user feedback. The extracted information is used to identify each user’s Top-K friends for recommendation.

FCR (since some datasets do not have user-trusted information, we simplified our model by removing the social impact diffusion layer).

FSR (for a controlled experiment, the user side information embedding is removed).

4.3. Evaluation Metrics

To show that our model has better performance when facing misleading information, we use two widely used metrics: Root Mean Square Error (RMSE) in Equation (12) and Mean Absolute Error (MAE) in Equation (13). \(y_p\) is the prediction score; \(y_a\) is the true score; \(n\) is the number of users.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(y_p - y_a)^2}{n}}
\]

\[
MAE = \frac{\sum_{i=1}^{n}|(y_p - y_a)|}{n}
\]

4.4. Parameter Setting

Our model is based on Tensorflow 2.0. To obtain objective and real experimental results, we choose 80% of each dataset as the training-set and the remaining 20% as the testing-set.

For all the baseline models, we carefully adjust the parameters to ensure optimal performance. The learning rate is 0.01 because if the learning rate is too high, it may overfit, resulting in the error cannot converge; if the learning rate is too small, the training time will be very long. We have tested in advance and found that the best test result is 0.01 between [0.0001, 0.001, 0.01, 0.1]; at the same time, the value of the matrix factorization and the final output size of the embedding matrix are both set to 10. In the experiments, five-fold cross-validation was used for the datasets to get the average performance of the baseline model and FSCR model.

After analysis, we find that the items that interact with users only account for a small part of the total items, the recommender system generally only considers the items that generate interaction, while the items that do not interact are usually discarded. To test our model’s resistance to misleading information, we selected 1000 cold-started items in the test-set and let them randomly collide with users. We use this method to simulate the influence of misleading information on the recommendation model and set the attack power to [0%, 20%, 40%, 60%].

4.5. Comparison of FCR with Other Recommendation Models

We compare the performance of FCR and several other recommender baseline models on Movielens datasets. The results were as follows.

In Figure 2, we use Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) to analyze the performance of the proposed model on MovieLens dataset. The results show that modeling the user with the fusion of the user’s side information improves the accuracy of the recommender system.
Figure 2. Compared with other baseline models, the FCR model (without social influence diffusion layer), the lower RMSE and MAE, the better the performance. (a) Movielens RMSE, (b) Movielens MAE.

4.6. Comparison of FSR with Other Social Recommendation Models

Since there is no user’s side information in LastFM and Epinions datasets. To show the effectiveness of our social influence diffusion model, we compare the performance of FSR and several other social recommender baseline models on these datasets. The results were as follows: Epinions: (a,b); LastFM: (c,d).

The results in Figure 3 show that our model improves the recommendation results even if we do not learn user preferences from user side information. Compared with the traditional matrix factorization method, our method has a 4–6% improvement on Epinions datasets and LastFM datasets. The results also prove that the recommendation model combining explicit feedback with implicit feedback is superior to the recommendation model considering only explicit feedback.

Figure 3. Compared with other baseline models, the FSR model (without introducing side information embedding, but with social influence diffusion layer), the lower the RMSE and MAE, the better the performance. (a) Epinions RMSE, (b) Epinions MAE, (c) LastFM RMSE, (d) LastFM MAE.

4.7. Comparison of FSCR with Other Baseline Models

We will compare the FSCR model with some baseline models. The results are in Figure 4a,b is a comparison of the FSCR model with other baseline models, and (c,d) is a comparison of our three models (FSCR, FCR, FSR).
Figure 4. Compared with other baseline models, the FSR model (without introducing side information embedding, but with social influence diffusion layer), the lower the RMSE and MAE, the better the performance. (a) Douban RMSE, (b) Douban MAE, (c) FSCR RMSE, (d) FSCR MAE.

The experiment on Douban movie dataset in Figure 4 proves the effectiveness of our model. First, it can be seen from Figure 4a,b that on Douban data set, the performance of our model is improved by 5–8% compared with other baseline models, which proves that the ability of our model to predict unrated items is worthy of recognition. In addition, in Figure 4c,d, the experimental results show that the performance of the recommender system is greatly improved when user side information is considered. Compared with the model that only considers user–item matrix and trust matrix, the performance of the recommender system is improved by 6–10%.

4.8. The Robustness of Our Model

To show that our model can effectively deal with the problem of emergency consumption caused by misleading information. We adjust the percentage of misleading information inserted. From Figure 5, we can see that our FSCR model is sensitive to misleading ratings. For example, on the Epinions data, MAE in our model only increased by about 9% when the attack intensity is 0.6, while TrustSVD [39] as the baseline model increases by about 12%, and the results are similar in the Douban dataset. This shows that our model has strong robustness against misleading information interference, which is an important feature of the recommender system.

Figure 5. The performance of our model is compared with other baseline models under insertion [0–60%] attack. (a) Epinions RMSE, (b) Epinions MAE, (c) Douban RMSE, (d) Douban MAE.

At the same time, the experimental results also show that no matter how hard we try to reduce the impact of misleading information, as the number of misleading information increases, it will eventually affect the performance of the recommender system.

4.9. The Advantages and Disadvantages of FSCR

In this paragraph, we will analyze the advantages and disadvantages of our model. First, we summarize the advantages of our model as follows:

1. Misleading information can only affect users in a short period. In the long run, users’ long-term preferences are not affected.
2. Our model starts from the user’s side information, combines the user’s consumption preferences, and balances the diffusion of users’ friends’ preferences in social networks, to avoid users blindly following misleading information.

3. We used a discriminator to identify misleading users in the user–item interaction matrix, and updated their user representation.

4. In this work, the user model comes from a variety of relationships, so it can accurately describe user preferences and make recommendations.

And we summarize the disadvantages of our FSCR model as follows:

1. We only rely on identifying misleading users to deal with misleading information. The misleading information in the recommendation system is diverse, so we need to further optimize our model.

2. The model needs to identify misleading users, which leads to a long training time for the model.

3. Industry recommendation systems often filter out misleading information before training, while FSCR filters out abnormal users and updates their user representation during training.

5. Conclusions and Future Work

This paper introduces a new deep recommendation model called FSCR, which can reduce the influence of misleading information on users, avoid users’ misleading actions influencing recommendation accuracy to improve the recommender system. We first analyze the problem of misleading information, and find that introducing the misleading information attack directly in the training of the recommender system can improve the robustness, but will affect the recommendation accuracy. Therefore, we propose to combine the users’ side information, user trust information and explicit preferences to model the user. The experimental results show that our model has better robustness in the face of misleading information. In the future, we want to consider time series in our models. Because user preferences change over time, this provides a new way for us to model users.
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