Semi-supervised classification of medical ultrasound images based on generative adversarial network
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ABSTRACT

Medical ultrasound (US) is one of the most widely used imaging modalities in clinical practice. However, its use presents unique challenges such as variable imaging quality. Deep learning (DL) can be used as an advanced medical US image analysis tool, while the performance of the DL model is greatly limited by the scarcity of big datasets. Here, we develop semi-supervised classification enhancement (SSCE) structures by combining convolutional neural network (CNN) and generative adversarial network (GAN) to address the data shortage. A breast cancer dataset with 780 images is used as our base dataset. The results show that our SSCE structures obtain an accuracy of up to 97.9%, showing a maximum 21.6% improvement compared with utilizing CNN models alone and outperforming the previous methods using the same dataset by up to 23.9%. We believe our proposed state-of-the-art method can be regarded as a potential auxiliary tool for the diagnoses of medical US images.
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1 Introduction

Medical ultrasound (US) has become a widely used screening and diagnostic tool in clinical practice due to its lack of ionizing radiation, high sensitivity, portability, and relatively low cost \[1\]. However, there are limitations. Image quality is easily affected by noise and artifacts, inter-operator variability is considerable, and variability across different US systems is usually high. Due to these, diagnosing medical US images always heavily relies on radiologists. To address the problem, developing an advanced medical US images analysis tool to make medical US diagnosis more objective, accurate, and automatic is essential.

In recent years, deep learning (DL), a branch of artificial intelligence, has emerged as a powerful tool to automate the extraction of useful information from big data. It has enabled ground-breaking advances in numerous computer vision tasks \[2\]. Among all tasks, classification is one of the most classic ones. Convolutional neural network (CNN), which was proposed by Lecun in 1998 \[3\], is one of the most effective and widely used types of DL models for classification. Generally, training CNN needs large datasets, while in the medical field, obtaining large datasets is difficult. Therefore, the transfer learning (TL) technique is usually applied to relieve the data shortage. The principle of the TL technique is to train models from pre-trained models to decrease the difficulty of training, and it has been successful in medical image classification \[4,5\]. However, the previous works usually use thousand-level datasets or larger ones. In many medical scenarios, such as the medical US, the public datasets are much scarce, and training CNN is considered more difficult. For example, it is reported that training CNN with a hundred-level dataset can only reach an accuracy of over 70\% \[6\], even if the TL technique is implemented.

The generative adversarial network (GAN) is a type of DL model proposed in 2014 \[7\] that can relieve the data shortage via synthesizing images. GAN is composed of a generator (\(G\)) and a discriminator (\(D\)), in which \(G\) and \(D\) play an adversarial “game”. In detail, when training GAN, the generator synthesizes some images based on the data distribution it learned from the real images, and the discriminator tries to discriminate whether the images are from real images or not. As training progresses, both generator and discriminator become more powerful because both of them are chased by the other. Compared with traditional data augmentation methods, GAN is a more generic solution. Traditional data augmentation methods usually generate images based on the real images themselves. For example, rotate or flip the real images. This is helpful but the number of the generated images is limited as the permutations of transformations are limited. However, since GAN synthesizes images based on the real data distribution, it can generate more images without obvious restriction. For the division, GAN can be divided into conditional GAN and unconditional GAN, depending on whether the input contains labels. Note that the TL technique can also be applied to GAN to improve its performance. Some previous research \[8,9,6,10\] has shown that the CNN can achieve high classification accuracy much easier with the images synthesized by GAN. However, the previous works have some limitations. First, either the resolution of the synthesized images is low or the quality of the synthesized images is not satisfactory. This may be caused by the structure of GAN or the TL technique is not implemented when training GAN. Second, the quality of the synthesized images is not examined using standard evaluation standards, thus the model collapse may be severe. Finally, the classification accuracy is not extremely high even though relatively big datasets are used.

To solve the abovementioned problems, we develop semi-supervised classification enhancement (SSCE) structures by combining CNN and GAN, where the TL technique is realized in both CNN and GAN. The major contributions of our works are highlighted below:
We synthesize medical US images with high resolution and high quality using GAN as well as evaluate them quantitatively.

- We develop SSCE structures that can reach a high classification accuracy with a small dataset.
- We propose a new evaluation standard to evaluate the performance of SSCE structures.

We evaluate our SSCE structures on a public dataset, namely the base dataset [11], with 780 images. The results show that our SSCE structures reach a classification accuracy of up to 97.9%. Compared with using CNN models alone, it shows a maximum 21.6% improvement. Compared with the existing methods using the same dataset, it realizes leadership by up to 23.9%.

The rest of this paper is organized as follows: In Section 2, we illustrate the datasets used in this work in detail, followed by the methods shown in Section 3. Section 4 shows the core experiment results and our discussions, and the conclusion together with the outlook for the future is presented in Section 5.

2 Datasets

The base dataset is a breast cancer dataset collected among 600 female patients between 25 and 75 years old in 2018. The system used to collect is LOGIQ E9 ultrasound and LOGIQ E9 Agile ultrasound system. There are 780 images in the base dataset and it is composed of three subsets: benign, malignant, and normal, corresponding to the patients’ breast cancer conditions and each subset has 437, 210, and 133 images, respectively. The average resolution of the images is around $500 \times 500$. Some examples from the base dataset are shown in Figure 1. The white letters and dotted lines in the examples are some medical notations. To keep consistency, all images in the figure of this work are at the resolution of $256 \times 256$, which equals the resolution of the synthesized images.

Besides the base dataset, four large datasets are used as the source datasets of the TL technique. For classification, ImageNet with 14M images is chosen. For synthesize, Flickr-Faces-HQ (FFHQ), Large-Scale CelebFaces Attributes (CelebA), and Large-scale Scene Understanding Challenge (LSUN) DOG with 70K, 200K, and 5M images respectively are selected.
Figure 2: The overall workflow of this study. The base dataset is used to train GAN. Once the GAN is trained well, it is utilized to synthesize images with pseudo labels to compose the extended datasets. Then the extended datasets are added to the base dataset. The acquired merged datasets are then fed into the CNN. By this, the classification accuracy can be improved to a large extent compared with feeding CNN with the base dataset alone, that is, without GAN. The dashed line shows the process of training CNN using the base dataset alone, and the dotted lines show the implementation of the TL technique, where different colors show different source datasets.

3 Methods

Here, we illustrate the implementation details of CNN, GAN, and SSCE. Different evaluation standards are also introduced. The overall workflow of this study can be found in Figure 2. The hyperparameters shown are selected after experiments. All the training is done using Tesla V100 with Python 3.8 and DL framework PyTorch 1.8.0.

3.1 Convolutional neural network

We custom seven CNN models, which are VGGNet [12], ShuffleNet [13], ResNeXt [14], ResNet [15], MobileNet [16], InceptionNet [17], and DenseNet [18] to classify medical US images. The specific version of these models are VGG16, ShuffleNet_v2_x1_0, ResNeXt50_32x4d, ResNet18, MobileNet_v3_large, Inception_v3, and DenseNet161 respectively. The specific way is that we adopt their original feature extraction parts as the backbones and add custom classification layers. The universal structure of the custom classification layers is shown in Figure 3. First, there is a linear layer with 512 out features, followed by a ReLU activation function and a dropout layer with a probability of 50%. Subsequently, another linear layer with 256 out features is added, followed by the same activation function and dropout layer. The last layer is a linear layer with 3 out features, which is the number of subsets.

The base dataset is divided randomly into a training set and a test set with a ratio of 8:2. The reason for not setting the validation set is to prevent further reducing the number of images available for training. The performance of the models on the training set and the test set are observed during training to prevent overfitting. The resolution of real images is preprocessed to $224 \times 224$ or $299 \times 299$ due to different CNN models’ requirements. The traditional data augmentation is present by default. The loss function used is cross-entropy. The Adam is set as the optimizer, where the learning rate equals 0.003 and the weight decay (WD) equals 0.001 if it exists. The number of epochs is set as 30 and the batch size is set as 32. Each CNN model is trained under two groups of settings, depending on whether the WD is
Figure 3: Universal structure of the custom classification layers. $n$ represents the number of in features and ReLU means the rectified linear unit.

The TL technique is set as default when training customed CNN models. Specifically, the models are not trained from scratch, instead, they are initialized by the weights learned from pertaining on ImageNet.

It is worth noting that to ensure the CNN model which performs best can work well on all sizes of datasets and explore more about how the size of the dataset influence the classification accuracy of other CNN models, we consider all CNN models when constructing SSCE structures.

3.2 Generative adversarial network

We implement four GAN models, which are deep convolutional GAN [19] (DCGAN), Wasserstein GAN (WGAN) [20], WGAN-GP [21], and StyleGAN2-ADA [22] to synthesize medical US images. The reason why we implement DCGAN, WGAN, and WGAN-GP, which are the most widely used GAN models for synthesizing, in this work is that we want to compare their performance with that of StyleGAN2-ADA, which is a newly proposed GAN model and has not been used. DCGAN is one of the most famous works that combine GAN and CNN, which trains $D$ and $G$ once in each epoch. WGAN introduces Wasserstein distance into GAN and uses RMSprop as the optimizer instead of Adam. WGAN-GP is a well-known modified model based on WGAN by adding gradient penalty and applying layer norm [23] in $D$. StyleGAN2-ADA combines the StyleGAN2 [24] with adaptive data augmentation (ADA) and has been proved to work well on small datasets. The first three GAN are unconditional GAN while the last one can be both conditional and unconditional, depending on the input. Our implementations are based on unconditional GAN because it has been reported that utilizing unconditional GAN can get better performance compared with using the conditional GAN [25].

GAN models are trained using three subsets of the base dataset respectively. The resolution of the real images is preprocessed to $256 \times 256$ and the resolution of synthesized images is also set as $256 \times 256$ to balance the image quality and time consumption. The optimizer for GAN models is Adam, RMSprop, Adam, and Adam, for DCGAN, WGAN, WGAN-GP, and StyleGAN2-ADA respectively, and the learning rate is set as 0.0002, 0.00005, 0.0001, and 0.0025 separately. The number of iterations is determined as 4000, and the batch size is chosen as 32. DCGAN, WGAN, and WGAN-GP are trained under one or two groups of settings, depending on whether the TL technique is implemented, which is determined by whether it can work normally at this resolution, as shown in Section 4.2. StyleGAN2-ADA is trained under four groups of settings, including training from scratch and using the TL technique from three source datasets to show the influence of the TL technique. The reason why we ensure it can work normally at this resolution is
that it has been proved to work well at the resolution of 1024 × 1024 [22]. The TL technique here is similar to that in Section 3.1 where the weights are learned from pertaining on FFHQ, CelebA, and LSUN DOG.

3.3 Semi-supervised classification enhancement

We develop our SSCE structures by combining seven CNN models and one GAN model to classify medical US images. We first use the GAN model selected in Section 4.2 to synthesize medical US images. Once the GAN model is trained well, that is, the synthesized images perform well in both qualitative and quantitative evaluation, we can endow the synthesized images with pseudo labels that are the same as the real images as the GAN model has learned the data distribution of the real images. Specifically, the images synthesized by the GAN trained with the benign subset are given benign as the pseudo labels, and the same operation is done for the malignant subset and the normal subset. Then, we use the synthesized images to compose the extended datasets. The proportion of the three subsets in the extended datasets is the same as that of the base dataset. The size of each extended dataset is an integer ($\gamma$) multiple of the base dataset, while its maximum value shows the number of the extended datasets. The maximum value of $\gamma$ is determined experimentally based on our proposed evaluation standard, the training efficiency index (TEI). The specific procedure is: (1) Set the initial value as 1, (2) calculate the TEI for all SSCE structures, (3) increase the value by 1, (4) calculate new TEI, (5) compare new TEI with previous ones, (6) if any TEI increases, repeat (3), (4), and (5) until TEI for all structures stops increasing. Next, we add the extended datasets to the base dataset to get the merged datasets. Finally, we train seven CNN models on the merged datasets.

The division and the preprocessing of the merged datasets are the same as that of the base dataset. Most of the hyperparameters remain unchanged except the number of epochs is doubled to 60 due to the increment of the number of images. For a given $\gamma$, each SSCE structure is trained under two groups of settings, depending on whether the WD is chosen or not. The setting of the TL technique on GAN is determined by the result obtained in and 4.2.

3.4 Evaluation standards

The evaluation standard for CNN models is the classification accuracy ($acc_b$) because the base dataset is small and the time consumption ($t_b$) is within the acceptable range.

To evaluate the quality of images synthesized by GAN model, besides observing directly, two of the most famous evaluation standards, which are inception score (IS) [26], and fréchet inception distance (FID) [27] are chosen.

IS can be calculated via:

$$IS = \exp\left(\mathbb{E}_{x \sim p_g} D_{KL}(p(y \mid x) \parallel p(y))\right)$$  \hspace{1cm} (1)

where $x \sim p_g$ indicates sample $x$ from $p_g$, and $D_{KL}$ represents the KL divergence. The lower the IS is, the worse the result is.

FID can be calculated by:

$$FID = \|m - m_w\|^2 + Tr\left(C + C_w - 2(CC_w)^{1/2}\right)$$  \hspace{1cm} (2)

where $w$ represents the real-world data, $m$ denotes the mean value, $C$ shows the covariance matrix, and $T$ represents the trace. The lower the FID is, the better the model performs.
It is worth noting that when calculating IS, the real images are not taken into consideration, thus the model may still get a high IS via directly copying the real images. Therefore, in this work, we regard FID as the main standard, and take IS as a reference. Both FID and IS are evaluated every 200 iterations.

For SSCE structures, as the number of images increases, the time consumption grows significantly. Thus, besides the classification accuracy, we propose TEI to balance the classification accuracy and the time consumption. The TEI can be calculated using:

$$TEI = \ln \left( t - t_b \right)^{-1} \cdot \left( acc - acc_b \right)$$

where $t$ denotes the time consumption, and $acc$ shows the classification accuracy. The lower the TEI, the worse the structure’s ability to get an ideal accuracy improvement within a limited time.
Figure 5: Records of FID and IS. The solid lines show the results for training from scratch, and the dotted lines illustrate the results for using the TL technique. (a) FID, and (b) IS.

Table 1: Classification accuracy of CNN models. ↑ means the higher, the better and ↓ inverse. Bold numbers show the best results.

| WD  | Standard | VGGNet | ShuffleNet | ResNeXt | ResNet | MobileNet | InceptionNet | DenseNet |
|-----|----------|--------|------------|---------|--------|-----------|--------------|----------|
| ✓   | acc↑     | 81.7%  | 72.2%      | 66.5%   | 70.3%  | 74.7%     | 65.8%        | 69.0%    |
| ✓   | tb↓      | 262.7s | 290.8s     | 300.6s  | 291.0s | 291.8s    | 327.4s       | 305.8s   |
| ×   | acc↑     | 82.3%  | 74.1%      | 69.6%   | 71.3%  | 73.4%     | 65.8%        | 74.7%    |
| ×   | tb↓      | 260.5s | 290.0s     | 300.3s  | 291.8s | 293.2s    | 327.3s       | 306.4s   |

4 Results and discussion

Here, we show the results of the supervised classification using CNN, the unsupervised synthesis using GAN, and the semi-supervised classification using SSCE. The discussions of the results are also presented.

4.1 Supervised classification

The classification accuracy of seven CNN models is shown in Table 1. From the table, it is found that VGGNet gets the highest accuracy with the lowest time consumption, showing a maximum accuracy of 82.3%, and the InceptionNet only reaches a maximum accuracy of 65.8%. The results are not quite satisfactory no matter which model. These results are within our expectations as the size of the base dataset is quite limited. Interestingly, no significant influence of the WD is observed.

4.2 Unsupervised synthesis

Images synthesized by DCGAN, WGAN, and WGAN-GP are shown in App A. It is found that the synthesized images have extremely low quality and diversity, showing that these GAN models cannot work well at this resolution at all. Due to these, quantitatively evaluating these models, using the TL technique on them, or adding their synthesized images are considered meaningless.
Figure 6: Comparison of the classification accuracy across different SSCE structures. For each structure, the first scatter corresponds to $\gamma$ equals 1, similarly for others. The closer to the lower right corner, the better the overall performance. (a) with WD, and (b) without WD.

We show the comparison of FID and IS across different TL experimental groups in App B. As can be seen, TL from FFHQ performs best compared with TL from CelebA and TL from LSUN DOG thus FFHQ is set as the default source dataset of the TL technique for StyleGAN2-ADA.

Some medical US images synthesized by StyleGAN2-ADA are shown in Figure 4. As can be seen, the quality of the images has a huge improvement compared with the images synthesized by DCGAN, WGAN, and WGAN-GP shown in App A, and the StyleGAN2-ADA can even mimic the medical annotations in the base dataset. Some obvious yellow flaws are found in Figure 4a without the TL technique, while the problem is solved after using it.

The records of FID and IS are shown in Figure 5. It is found that without the TL technique, the FID is high and the IS is low. Moreover, the change of FID and IS is frequent and drastic. These show that the performance and the stability are both poor. The problem is solved after using the TL technique. Some anomalous values are observed from the records. For instance, for the normal subset, we observe a better IS for training from scratch compared with using the TL technique at the 400th iteration, showing the limitation of IS in some cases.

In a summary, no matter for direct observation or quantitative assessment, using the TL technique can improve StyleGAN2-ADA’s performance to a large extent. For more details about how StyleGAN2-ADA learns from the real images, see App C which shows the images synthesized by StyleGAN2-ADA in the early training stages and the final training stage.

4.3 Semi-supervised classification

In Section 4.2, we found that the TL technique can largely improve the performance of StyleGAN2-ADA. Thus we set the TL technique as the default for it when developing SSCE structures. The classification accuracy of SSCE structures is shown in Table 2. Note that the maximum value of $\gamma$ is 8. By comparing it with that of using CNN models alone, it is found that the combination of VGGNet and StyleGAN2-ADA without WD (SSCE*) reaches the highest accuracy of 97.9%, showing a 15.6% accuracy improvement. For the combination of VGGNet and StyleGAN2-ADA with WD,
Table 2: Classification accuracy of SSCE structures. S stands for StyleGAN2-ADA. For each structure, \( \text{acc} \), \( t \), and TEI are obtained or calculated according to corresponding \( \gamma \), and \( m\text{acc} \) shows the maximum accuracy across all \( \gamma \). \( \uparrow \) means the higher, the better, and bold numbers show the best results.

| WD  | Standard | VGGNet + S | ShuffleNet + S | ResNeXt + S | ResNet + S | MobileNet + S | InceptionNet + S | DenseNet + S |
|-----|----------|------------|----------------|-------------|------------|---------------|-----------------|--------------|
| ✔️  | \( \text{acc} \) (\( m\text{acc} \uparrow \)) | 97.2% (97.3%) | 91.6% (91.6%) | 84.5% (84.5%) | 85.4% (85.4%) | 94.9% (94.9%) | 81.7% (82.7%) | 90.0% (90.4%) |
| ✔️  | \( t \) | 1480.8s | 1458.2s | 1467.5s | 1457.6s | 1460.3s | 1385.6s | 1263.7s |
| ✔️  | \( \gamma \) | 7 | 7 | 7 | 7 | 7 | 4 | 5 |
| ✔️  | \( \text{TEI} \uparrow \) | 2.19 | 2.75 | 2.55 | 2.53 | 2.86 | 2.29 | 3.06 |
| ✗  | \( \text{acc} \) (\( m\text{acc} \uparrow \)) | 97.8% (97.9%) | 95.0% (95.0%) | 81.2% (81.2%) | 86.6% (86.6%) | 94.9% (95.0%) | 82.4% (82.4%) | 88.8% (89.1%) |
| ✗  | \( t \) | 1478.4s | 1456.5s | 1251.9s | 1455.5s | 1460.3s | 1175.0s | 1260.1s |
| ✗  | \( \gamma \) | 7 | 7 | 5 | 7 | 7 | 3 | 5 |
| ✗  | \( \text{TEI} \uparrow \) | 2.19 | 2.97 | 1.69 | 2.18 | 3.04 | 2.45 | 2.06 |

we obtain an accuracy of 97.3% with the same increase in accuracy. These results illustrate that the VGGNet works well on all sizes of datasets. Though the structures composed of VGGNet and StyleGAN2-ADA reach the highest accuracy, some SSCE structures can obtain a higher accuracy improvement using lower time consumption, or in other words, have a higher TEI. For instance, the combination of DenseNet and StyleGAN2-ADA with WD reaches the TEI of 3.06, getting an accuracy improvement of 21.4%. The combination of MobileNet and StyleGAN2-ADA without WD obtains the TEI of 3.04, showing a 21.6% accuracy improvement. Besides four highlighted SSCE structures, significant accuracy improvement is observed for all SSCE structures, illustrating that our method is suitable for all CNN models and no cherry-picking operation is implemented.

To provide guidance for practical applications, we plot the comparison of the classification accuracy across different SSCE structures in Figure 5. It is found that the combination of VGGNet and StyleGAN2-ADA reach the highest accuracy using the lowest time consumption, no matter whether the WD is present or not. This illustrates that the combination of VGGNet and StyleGAN2-ADA should be considered first when deploying the classification task in practice. Unlike the results obtained in Section 4.1, the WD significantly influences the classification accuracy. Without the WD, training of some SSCE structures can become unstable, which is expressed as points A, B, and C in Figure 6.

In Table 3, we compare our SSCE* structure with the existing methods from previous reports using the same dataset, the base dataset. From the table, we can find that the accuracy of 97.9% exceeds all the listed methods, even for the binary classification, which is a much easier task compared with ours. This can show the effectiveness of our proposed structure and turns it into a new state-of-the-art milestone.

5 Conclusions

We propose SSCE structures to improve the classification accuracy of medical US images. The experimental results show that our proposed method is powerful and general for the classification task under the small dataset regime. With the outstanding performance, We believe that our proposed state-of-the-art method can potentially be regarded as an auxiliary tool for real-time medical US image diagnoses.

For future works, besides classification, developing methods for segmentation, detection, and other analysis tasks are necessary. Furthermore, proposing methods to analyze 3D medical US images is also important.
Table 3: Comparison of our SSCE* structure with the existing methods from previous reports. ↑ means the higher, the better. † shows the base dataset is used to execute binary classification tasks, which is much easier compared with ours, and the bold number shows the best results.

| References | Methods                                      | Year | macc↑ |
|------------|----------------------------------------------|------|-------|
| [28]       | Hybrid structure                             | 2021 | 95.6% |
| [6]        | Semi-supervised based on DAGAN               | 2019 | 88.0% |
| [29]       | ResNet                                       | 2021 | 88.9% |
| [30]       | TL, binary gray wolf optimization and machine learning | 2021 | 84.9% |
| [31]       | YOLO                                         | 2022 | 95.3% |
| [32]       | Vision transformer                           | 2021 | 74.0% |
| [33]       | Semi-supervised domain knowledge guided      | 2021 | 81.1% |
| [34]       | Ensemble learning †                          | 2020 | 90.8% |
| [35]       | VGGNet †                                     | 2021 | 84.9% |
| [36]       | CADx system †                                | 2020 | 96.6% |
| [37]       | Radiomics †                                  | 2021 | 97.4% |
| [38]       | Deep representations scale †                 | 2021 | 92.3% |
| Our        | SSCE*                                        | -    | 97.9% |

A Supplementary images

As shown in Figure A for DCGAN, the model collapse is severe, even for the biggest benign subset. For the smaller malignant subset, things become worse, the images become more blur and difficult to distinguish. For WGAN, its synthesized images seem to be composed of noise, and it’s difficult to find any useful information from these images. For WGAN-GP, it performs better compared with WGAN, while the results are still completely unacceptable.

B Transfer learning comparison

From Table B it is found that TL from FFHQ performs best compared with TL from CelebA and TL from LSUN DOG, getting an FID of 62.92, 68.78, and 73.92 for three subsets respectively. However, for the malignant subset, TL from FFHQ obtain a lower IS compared with TL from CelebA. The opposite conclusion proves the shortages of IS in some cases. One point worth denoting here is that the LSUN DOG, which has higher diversity, performs worst in our case. This result doesn’t meet Karras et al.’s conclusion, where the success of the TL technique seems to depend primarily on the diversity of the source datasets instead of the similarity between subjects [24]. We infer that their conclusion may be influenced by the relatively near relationship between dog and cat.

C Learning procedure

By analyzing Table C, we show that the TL technique can improve both the learning quality and the learning speed. For the 32nd iteration, the left images only shows some outlines, while the right images already look like real images. For the 128th iteration, left images occurs with severe model collapse, where right images do not. The remaining iterations show similar results.
Figure A: Images synthesized by DCGAN, WGAN, and WGAN-GP: (a) benign images, DCGAN (b) malignant images, DCGAN (c) benign images, WGAN, and (d) benign images, WGAN-GP.

Table B: Comparison of FID and IS across different TL experimental groups. In each group, the listed FID and IS are the optimal results calculated in the corresponding number of iterations. Bold numbers represent the best results.

| Group | Subset   | TL   | FID↓ | Iterations | IS↑ | Iterations |
|-------|----------|------|------|------------|-----|------------|
| 1     | Benign   | CelebA | 69.24 | 200 | **3.58** | 2200 |
| 2     | Benign   | LSUN DOG | 102.95 | 600 | 2.92 | 4000 |
| 3     | Benign   | FFHQ  | **62.92** | 1000 | **3.58** | 2200 |
| 4     | Malignant| CelebA | 72.55 | 400 | **2.84** | 2000 |
| 5     | Malignant| LSUN DOG | 89.68 | 600 | 2.25 | 600  |
| 6     | Malignant| FFHQ  | **68.78** | 3200 | 2.82 | 400  |
| 7     | Normal   | CelebA | 79.69 | 600 | 2.19 | 1200 |
| 8     | Normal   | LSUN DOG | 91.63 | 200 | 2.01 | 1400 |
| 9     | Normal   | FFHQ  | **73.92** | 2200 | **2.24** | 2400 |
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The base dataset can be accessed [here](#). The relevant codes, trained models, synthesized images, and other data will be available from the author upon reasonable request.
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