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Abstract
We argue that results produced by a heuristic optimisation algorithm cannot be considered reproducible unless the algorithm fully specifies what should be done with solutions generated outside the domain, even in the case of simple bound constraints. Currently, in the field of heuristic optimisation, such specification is rarely mentioned or investigated due to the assumed triviality or insignificance of this question. Here, we demonstrate that, at least in algorithms based on Differential Evolution, this choice induces notably different behaviours in terms of performance, disruptiveness, and population diversity. This is shown theoretically (where possible) for standard Differential Evolution in the absence of selection pressure and experimentally for the standard and state-of-the-art Differential Evolution variants, on a special test function and the BBOB benchmarking suite, respectively. Moreover, we demonstrate that the importance of this choice quickly grows with problem dimensionality. Differential Evolution is not at all special in this regard—there is no reason to presume that other heuristic optimisers are not equally affected by the aforementioned algorithmic choice. Thus, we urge the heuristic optimisation community to formalise and adopt the idea of a new algorithmic component in heuristic optimisers, which we refer to as the strategy of dealing with infeasible solutions. This component needs to be consistently: (a) specified in algorithmic descriptions to guarantee reproducibility of results, (b) studied to better understand its impact on an algorithm’s performance in a wider sense (i.e., convergence time, robustness, etc.), and (c) included in the (automatic) design of algorithms. All of these should be done even for problems with bound constraints.
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1 Introduction

The overwhelming majority of practical optimisation problems are constrained at least in some sense: from simply limiting the ranges of input variables to complex nonlinear or black-box functional constraints. There is a clear benefit of tackling such problems
according to their constrained nature by considering the search space as constrained rather than at first approximating the problem as an unconstrained variant.

It is true that both engineering and pure mathematical approaches dictate that infeasible solutions should not be evaluated during optimisation: the former, due to physical limitations of the underlying processes/devices, and the latter, since the objective function is not required to be formally defined for such infeasible solutions. However, heuristic optimisation approaches, not being exact, sometimes use some kind of "information" on the values of the objective function corresponding to infeasible solutions (see exterior penalty approaches, Coello Coello, 2002). On one hand, this narrows down the applicability of such methods. On the other hand, they get an advantage through additional domain information. Is it fair to compare such algorithms with those not using this information? In our view, such distinction should at least be highlighted. Additionally, when benchmarking heuristic optimisation algorithms, it is often unclear whether the boundaries should be dealt with explicitly by the algorithm, or if the problem itself should handle this using a penalty function (Hansen et al., 2021).

While the current level of development of the field of numerical heuristic optimisation allows tackling these problems directly as constrained, it is not done consistently, especially for the simplest types of constraints. For example, very few papers in the field mention what should be done with infeasible solutions (that violate some constraint) that might, or even are very likely to, be generated during an optimisation run. Many options are possible for handling such solutions—for example, penalty functions, repair methods, and feasibility-preserving generating operators. In practice, the choice made for a particular algorithm is often omitted from the description due to either its assumed insignificance or triviality in the eyes of the algorithm's designer. However, this choice has been shown to strongly influence the algorithm's performance (Arabas et al., 2010; Liao et al., 2014; Biedrzycki et al., 2019; Boks et al., 2021; Kononova et al., 2021).

Moreover, the aforementioned ambiguity in algorithms' specifications regarding dealing with infeasible solutions naturally leads to reproducibility issues. It is this aspect specifically that is being discussed in this paper.

If the algorithm's source code is not made available, such an ambiguity in algorithms' specification has to be resolved via wasteful trying (“and-erroring”) of infinite possibilities. The latter fact is further burdened by the random nature of the algorithms which does not allow guesses regarding missing details exactly: unless, in addition to the available source code, the exact specifications of the operating system where the reported experiments have been executed, versions of programming languages, and random seed values of pseudorandom number generator are also known (L'Ecuyer and Simard, 2007; van den Honert et al., 2021).

If the source code of an algorithm is available, it is not guaranteed that missing algorithmic specification can be easily extracted, and therefore the accompanying specification can still be ambiguous regarding the strategy for dealing with infeasible solutions. We can assume that either multiple options have been tried and the selected one performs best, or the strategy for dealing with infeasible solutions component was considered non-essential to the algorithm behaviour and thus not investigated. In either case, information about the algorithm in relation to the strategy for dealing with infeasible solutions is never reported, and when only one method was considered this could mean that potential performance gains have not been realised. This same argument can hold in the cases of automatic algorithm design and configuration, where modules
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dealing with the bound constraints are rarely part of the search space. Even when they are considered in the configuration, they are often grouped together with another operator such as mutation, thus making it more challenging to accurately see its impact (Stützle and López-Ibáñez, 2019; Cruz-Duarte et al., 2020).

While the wider community of evolutionary algorithms has recently become more aware of the challenges and benefits of reproducibility (López-Ibáñez et al., 2021), the standards for availability of code, data, and other artefacts still differ widely between the venues. For the field of heuristic optimisation algorithms to move forward, a stronger reliance on reproducible experimental results is needed, especially in the absence of overarching theoretical frameworks. Thus, in order to ensure that any reported findings can be reproduced, we should aim to be aware of even the seemingly small design decisions within our algorithms that are often overlooked, since even minor changes in algorithm search behaviour can lead to irreproducible results if not properly documented or otherwise made available.

Unfortunately, many of the papers which propose new (meta)heuristics or algorithmic improvements on existing ones do not contain explicit information on how the out-of-bounds components are treated. In the particular case of Differential Evolution (DE), the number of such papers is significant (see Section 2.5 for a literature review). We believe such problem manifests itself for all heuristic optimisation methods discussed in both specialised theoretical and applied literature. Thus, with this paper, we conclude that there is a major reproducibility issue with the state-of-the-art heuristic optimisation methods and call for proper formalisation of a new operator/algorithmic component that deals with infeasible solutions inside heuristic optimisers. Such component needs to be consistently:

(a) specified in algorithmic descriptions to guarantee full reproducibility of results,

(b) studied to understand its impact on algorithms’ performance in a wider sense (i.e., convergence time, robustness, etc.), and

(c) included in the (automatic) design of algorithms.

All of the above should be done even for problems with bound constraints only.

To emphasise the importance of such an algorithmic component, we propose an integrated approach, at both experimental and theoretical levels, to analyse the impact of the strategies used to deal with solutions violating bound constraints on the behaviour of the optimisation algorithm. One of the main contributions of this paper is the usage of the “cosine similarity” measure to quantify the influence of the aforementioned strategies on the search direction induced by the optimisation algorithm.

The remainder of this paper is organised as follows: In Section 2, we discuss the general problem of using heuristic optimisation methods to solve bound-constrained problems, with a focus on Differential Evolution and the Strategy of Dealing with Infeasible Solutions (SDIS) used in this context. In Section 3, we consider the notion of disruption of the search behaviour and propose the usage of cosine similarity to measure this phenomenon. Then, in Section 4, we present a theoretical analysis on the number of infeasible solutions within DE and analyse the impact of several popular SDIS on search directions and diversity of the population. To further analyse the impact of SDIS on these aspects, we make use of the special test function $f_0$, which assigns uniformly distributed random values to the elements and hence “removes” the selective pressure without any modification to the algorithm under investigation, and uses this to study the relation between parameters of DE, SDIS, cosine similarity between search directions,
and population diversity. We also consider the overall number of infeasible solutions generated, and relate the analysis on \( f_0 \) to the concept of structural bias. Finally, we perform a benchmark study on several versions of DE and investigate the empirical impact of SDIS on their performance, while comparing the algorithmic behaviour observed to the results obtained theoretically on flat functions and empirically on \( f_0 \). In Section 7, we conclude that SDIS does indeed have an impact on algorithms’ performance, and should be taken into consideration more closely to improve the state of reproducibility in our field. We look ahead at potential solutions and future research directions in Section 8.

2 Heuristic Optimisation with Bound Constraints

Optimisation problems faced by practitioners from different application fields are necessarily defined within a domain \( \mathbf{D} \), commonly referred to as the search space in the heuristic optimisation community. Indeed, in the real-world context, the presence of feasibility constraints is almost inevitable, and even when the nature of the problem seems to be unconstrained one may argue that when using heuristic approaches the need for sampling solutions and generating random numbers imposes boundaries for drawing such solutions. In this light, even when explicit equality and/or inequality constraints are not present, it is generally assumed that each design variable of the problem at hand must be bounded between some lower and upper bound, thus defining a search space \( \mathbf{D} \) shaped as a hyperparallelepiped. Such a setting is commonly referred to as bound-constrained or “box-constrained” problem in computer science jargon. In this study, we focus on real-valued single objective bound-constrained optimisation problems, as defined and discussed in the next section.

2.1 Problem Formulation, Related Constrained Optimisation Problems

A real-valued bound-constrained problem is defined as finding a minimum of function

\[
\mathbf{f} : \mathbf{D} = \prod_{i=1}^{n} [a_i, b_i] \to \mathbb{R},
\]

where \(-\infty < a_i < b_i < \infty\) and \( \mathbf{D} \subseteq \mathbb{R}^n \). This represents the lowest complexity of inequality constraint condition on the variables that a problem can have. For this reason, some confusion arises in the literature with several authors often referring to this class of problems as “unconstrained” to stress the fact that design variables are not subject to more complex linear or nonlinear constraints. However, we argue that this is incorrect because ignoring bound constraints is an oversimplification leading to confusion and reproducibility issues. It is indeed common to find articles in the literature where information on the employed Strategy of Dealing with Infeasible Solutions (SDIS, see definition in Section 2.4) is omitted (see Section 2.5), even though recent studies indicate that

\[1\]

---

If \( X \subset \mathbb{R}^n \) defines a bound-constrained domain, any function \( \mathbf{f} : X \to Y \subset \mathbb{R} \) can be extended to a larger domain as \( g : \mathbb{R}^n \to W \subset \mathbb{R} \) (i.e., \( g(x) = \mathbf{f}(x) \forall x \in X \)) and the original bound-constrained problem can be rewritten as an optimisation problem with unbounded domain subject to inequality constraint:

\[
\arg \min \limits_{x \in \mathbb{R}^n} g(x) \text{ subject to } v(x) \leq 0,
\]

where \( v(x) = \mathbf{Ax} - \mathbf{b} \) with \( \mathbf{A} = [-\mathbf{I}_n, \mathbf{I}_n]^T \) and \( \mathbf{b} = [-a_1, \ldots, -a_n, b_1, \ldots, b_n]^T \), \( v : \mathbb{R}^n \to \mathbb{R}^{2n} \), where \( \mathbf{I}_n \) stands a unity matrix of size \( n \). In other words, trivially, bound constraints represent a special case of a set of linear constraints. However, in practice, such application of the latter methods to the transformed original problem might lead to poor results, for example, depending on the way the function at hand is extended (from \( \mathbf{f} \) to \( g \), in the notation above), since an infinite number of extensions can be defined for any function; see above ambiguity in defining values of \( g(x) \forall x \notin X \).
different SDIS operators differently influence (at least) such a characteristic of a heuristic optimisation method as structural bias (see Section 5.5 for definition) (Kononova et al., 2015; van Stein et al., 2021; Vermetten, van Stein, Caraffini, et al., 2022; Vermetten, van Stein, Kononova, et al., 2022), and thus playing a role in the algorithmic behaviour of an optimisation algorithm. Hence, bound constraints should not be ignored, and solutions violating them are to be dealt with an appropriate SDIS. In this light, a well-designed algorithm for real-valued unconstrained optimisation, that is, where each design variable can be anywhere in the real axis \( x_i \in \mathbb{R} \), might not be as suitable for bound-constrained optimisation. It should indeed be observed how some algorithms (see e.g., Helwig and Wanka, 2008; Engelbrecht, 2013a; Kononova et al., 2021) are prone to produce high numbers of solutions outside the search domain under certain parameter configurations. This is quite likely to occur when an algorithm for unconstrained optimisation is used over a bound-constrained domain, particularly when the optimum is close to the boundary of the domain. In this scenario, the algorithm has to be equipped with an SDIS which would have to be activated for the vast majority of objective function evaluations, thus leading the search and taking over the actual working logic of the algorithm itself. To prevent this phenomenon, being constrained would be a key feature of an optimisation algorithm for bound-constrained problems.

### 2.2 Classic and State-of-the-Art Versions of Differential Evolution

Despite the numerous advances in the field of DE, its solid general algorithmic framework has remained quite unchanged since the first studies (Storn, 1996; Storn and Price, 1997), with many of the most important variants being proposed by mainly acting on the mutation operator, where individuals are linearly combined (see Lampinen and Zelinka, 2000; Price et al., 2006), and on adding self-adaptation rules for its three parameters (Das et al., 2016). These are the population size \( N \) and the two control parameters \( F \in (0, 2] \), acting as a scale factor for the mutation operator, and the crossover rate \( C_r \in [0, 1] \). The working mechanism of DE is well known and established, and for general information one can see Price et al. (2006), Das et al. (2016), Opara and Arabas (2019), and Kononova et al. (2021), where description, pseudocode, and analyses of its algorithmic behaviour are provided. However, for the sake of clarity, we briefly report relevant DE terminology which is used in the remainder of this paper.

In DE, the \( N \) individuals in the population are processed one at a time. When the commonly called “current” individual to be perturbed is selected to undergo recombination, it gets referred to as the target. Through the crossover operator, which requires the availability of an “intermediate” solution referred to as the mutant, the target individual produces an offspring solution referred to as the trial. This new solution can have infeasible components to be dealt with an appropriate SDIS before its fitness value can be computed, as further commented in Section 2.4. To implement this logic, a mutation strategy is required to produce the mutant solution. As previously mentioned, this operator works by linearly combining individuals selected from the population where a number of difference vectors are formed (hence the name of this optimisation paradigm) and added to a specific individual. The latter, as well as the number of difference vectors, depends on the adopted mutation strategy. With this in mind, classic DE variants are identified with the well-known notation \( \text{DE}/a/b/c \) where \( a \) indicates the mutation strategy, \( b \) is the number of difference vectors employed in the mutation strategy, and \( c \) specifies the crossover strategy; two options are mainly used for \( c \) (i.e., the binomial \( \text{bin} \) and exponential \( \text{exp} \) crossover strategies) but a few more strategies also exist in the literature (Das et al., 2016; Vermetten, van Stein, Kononova, et al., 2022).
Some state-of-the-art DE algorithms, which we also study in this piece of research, slightly deviate from this structure. This is the case of the Success-History based Adaptive DE (SHADE) (Tanabe and Fukunaga, 2013), which can be seen as a variant of the popular JADE algorithm (Zhang and Sanderson, 2009). SHADE features a memory system where both the weighted Lehmer average of successful $F$ values and the weighted arithmetic average of successful $C_r$ values from previous generations are stored. Such values are randomly picked to adapt the control parameters, thus not relying only on the values from the previous generation (as in JADE) but also on the previous ones. Furthermore, the $p$ parameter for the “current-to-pbest” mutation strategy is randomly generated for each individual (this introduces an extra parameter $p_{min}$ to tune). These small changes led to reported significant performance improvements with respect to previously established self-adaptive DE algorithms. When compared to the algorithmic structure of a classic DE, one can immediately see a clear difference for SHADE:

- control parameters are self-adapted;
- by design, a mechanism is in place for using an optional archive of less fit individuals to be entered in the population for preserving diversity;
- classic DE mutations are not employed, in favour of the “current-to-pbest/1” (Zhang and Sanderson, 2009), where the pbest vector is selected at random amongst the $p\%$ best individuals in the population, which is used in combination with the binomial crossover in Tanabe and Fukunaga (2013).

The burden of tuning the population size is still present in SHADE, but is mitigated in its successor L-SHADE (Tanabe and Fukunaga, 2014), where an initial (usually large, i.e., $18 \cdot n$) population size gets decreased linearly as a function of the number of fitness evaluations. Reduction of the population size has shown to be beneficial in DE (see e.g., Zamuda and Brest, 2012), and appears to make L-SHADE perform better in several benchmark problems.

### 2.3 Infeasibility

Referring to Eq. (1), a solution $x \in D$ is said to be feasible, while it is infeasible if $x \notin D$. In a bound-constrained scenario, the last case occurs if at least one of its $i$th design variables is either lower than $a_i$ or greater than $b_i$. Such infeasible solutions cannot be evaluated in the vast majority of real-world applications; that is, they represent physically impossible scenarios or require mathematically undefined calculations, and are purposely excluded by design. Also, from the mathematical point of view, these solutions should not be considered because the function modelling the problem is generally undefined outside its domain; that is, the problem does not exist outside $D$. Despite this, some confusion can arise while using common benchmark suites for optimisation such as, for example, Hansen et al. (2021) and Wu et al. (2017), which always return a value for $x \notin D$; these solutions should not be used to guide the search for solving test-bed problems.

It should be mentioned that strategies that treat the search as unconstrained might be beneficial, as long as the objective function is well-defined outside the search domain. The impact of “roaming behaviour” of unconstrained elements has been previously analysed for Particle Swarm Optimisation (PSO) (Engelbrecht, 2013b) and Differential Evolution (Engelbrecht, 2013a). Despite their interesting behaviour, such strategies are
out of the scope of this paper, as we are focusing on the case when the objective function cannot be evaluated for infeasible solutions.

The number of infeasible solutions generated during the search depends both on the particularities of the problem (e.g., fitness landscape, problem size) and on the characteristics of the search heuristic. More specifically, the number of infeasible solutions increases with the problem size, \( n \), and with the probability \( p_v \) of violating the bound constraints by a design variable, as the probability of generating an \( n \)-dimensional infeasible solution is \( 1 - (1 - p_v)^n \). The bound violation probability, \( p_v \), depends on the distribution of the population elements in the bounding box and on the exact mutation or perturbation operator. Theoretical results on the estimation of \( p_v \) are scarce, as the distribution of the population can be analytically derived only in the initial stage of the evolution. One of the few papers addressing this aspect is Helwig and Wanka (2008), which proves that in the case of Particle Swarm Optimisation, many particles leave the bounding box in the first generation, particularly in the case of high-dimensional problems.

The question whether a well-performing algorithm should generate many infeasible points to solve the problem remains open: Boks et al. (2021) has demonstrated that highly competitive adaptive variants of the Differential Evolution algorithm (see Section 2.2) can indeed generate excessively large number of infeasible points throughout runs. Similar results have been obtained in this paper particularly on functions with optimum near the boundary (see Figure 9). With these results in mind, can we still claim that such optimisation methods efficiently utilise information contained within the population if so many generated solutions need to be brought back into feasibility?

2.4 Strategy of Dealing with Infeasible Solutions

Following the discussions of Section 2.1, SDIS, also referred to as boundary constraint handling methods, are key operators for most algorithms. The same way variation and recombination operators are carefully selected and combined during the algorithmic design phase, SDIS should be considered carefully. The most logical, and most commonly recommended, moment for the use of SDIS in an algorithm is immediately before the objective function call, to make sure that only feasible solutions are evaluated.

While placing the SDIS immediately before evaluation ensures that only feasible solutions are evaluated, there might be some cases, for example, some hybrid heuristic structures, where intermediary solutions are involved in driving the search process before a new individual is evaluated. Such intermediary solutions should not be used without checking if they are feasible. So, in the most general case, one should always pay attention in activating SDIS every time a potentially infeasible solution is used to guide the search, or has to be evaluated. As suggested in Section 2.2, in the DE framework there is only one operator that can produce an infeasible solution. After being generated, some of its components are transferred by a crossover operator to an existing individual, whose fitness value must be evaluated. Hence, placing a SDIS before crossover would also make sure that novel candidate solutions are feasible, but this might be unnecessary because the crossover could completely ignore infeasible components from the mutant. In DE, the mutant is never evaluated nor used to guide other parts of the search, so the placement of SDIS before or after crossover are equivalent. In this study, we place SDIS after crossover to match the scheme depicted in the pseudocode from Kononova et al. (2021).

For this study, we select a varied range of existing strategies for dealing with infeasible solutions:
Figure 1: (a) Sampling distributions for the application of stochastic per-component SDIS COTN and uni in case of bound violation on the right for the 1-dimensional unit domain; for bound violation on the left, COTN curve will be symmetric with respect to $x = 0.5$, while uni curve will be the same. (b) Effect of the application of deterministic per-component SDIS HVB, mir, sat, tor (dotted lines) in case of one (dashed lines) and two (solid lines) infeasible components of a trial vector generated from a target vector for 2-dimensional unit hypercube domain (green area).

- “complete one-sided truncated normal,” first introduced in Caraffini et al. (2019), which is denoted as COTN in the remainder of this investigation;
- “halfway-to-violated-bounds,” denoted as HVB here, which we define as the operator replacing infeasible components with the midpoint between the previous feasible components (before perturbation) and the violated problem’s bound;
- “mirror,” as described in Kononova et al. (2020a, 2020b), which we denote as mir here;
- “saturation,” see Caraffini et al. (2019), which is denoted here as sat;
- “toroidal,” see Caraffini et al. (2019), which is denoted as tor here;
- “uniform,” as defined in Vermetten, van Stein, Kononova, et al. (2022), which we referred to as uni here.

Graphically, these SDIS are explained in Figure 1, which brings to attention the stochastic nature of COTN and uni, while all the remaining strategies deterministically
return the same feasible value when the same infeasible value is used as input. Similarly, one can also observe that the way COTN operates resembles a stochastic counterpart of mir. These selected SDIS operators cover multiple and commonly used working mechanisms for dealing with infeasible solutions, which might appear in the literature under different names (see, e.g., Table 1 and Section 2.5).

Unlike “vector-wise” SDIS, where vector operations act on the totality of the components to obtain a feasible point, they operate “per-component” by modifying only the infeasible coordinates while keeping the feasible ones unchanged. To distinguish between the two working mechanisms, we refer to the latter as “coordinate-wise” SDIS.

It is also worth clarifying that, in the context of DE, HVB acts on the trial individual by using the target individual as its feasible counterpart. Hence, before calling the objective function, any infeasible design variable of the trial solution would get replaced with a feasible value located halfway from the position of the corresponding component in the target solution and the violated bound (upper or lower). In this light, this SDIS can be seen as a coordinate-wise counterpart of the “projection to midpoint” repair strategy for DE used in Biedrzycki et al. (2019), where the mutant vectors are manipulated into feasible trial solutions, as further discussed in Section 2.5.

2.5 State of the Art on Strategies of Dealing with Infeasible Solutions

Carried out as a part of the current paper, a review of recent publications which propose new or improved DE variants revealed that only a small proportion of papers consider the strategy of dealing with infeasible solutions as a mechanism influencing the search process and describe explicitly the used SDIS. As is illustrated in Table 2, several categories of papers have been identified with respect to DE.

On one hand, most of the papers do not provide access to the source code containing the implementation of the proposed algorithm, which, on its own, implies reproducibility issues. In this case, the only source of information is the algorithm description provided in the paper. In the few cases where the SDIS is explicitly specified in the paper, no strong motivation for its choice is provided (simplicity or popularity being typically mentioned) and its influence on the algorithm behaviour is not discussed. Another category contains papers that present variants of a state-of-the-art method (e.g., JADE or SHADE) and the reader might infer, in the absence of an explicit statement on SDIS, that the strategy used in the original algorithm (e.g., the so-called midpoint-to-target, or HVB in the terminology of this paper) is used in the proposed variant. However, this is just the guess of the reader, and the reproducibility of the results is at least questionable. The third category of papers includes descriptions of algorithms without any specification on how the solutions that violate the bound constraints have been treated.

On the other hand, there are papers for which the source code is made available, thus even if the SDIS is not described in the paper it can be identified in the code. However, the reasoning behind choosing one strategy over the other ones is still missing. Similar remarks are presented in a recent paper (Kadavy et al., 2022) where the importance of considering the bound constraint handling method as a specific component of metaheuristic optimisation algorithms is emphasised. The analysis was conducted on algorithms participating in CEC2017 and CEC2020 competitions on single-objective continuous optimisation and revealed that for only one-third of algorithms (8 out of 24) the method of handling the bound constraints was explicitly specified. The experiments also showed that the performance of some of the competing algorithms could be improved by changing the bound constraint handling method, leading even to some changes in the final ranking of the competition.
Table 1: Previous studies on the influence of SDIS on DE, with dictionary for alternative terminology of SDIS methods.

| Paper | Arabas et al. (2010) | Padhye et al. (2015) | Kreischer et al. (2017) | Biedrzycki et al. (2019) | (de-la-Cruz-Martínez and Mezura-Montes, 2020) | Boks et al. (2021) | This paper |
|-------|----------------------|----------------------|------------------------|--------------------------|---------------------------------------------|-----------------|------------|
| Benchmark | CEC 2005 | 4 functions<sup>a</sup> | CEC 2017 | CEC 2017 | real-world | BBOB | BBOB |
| Standard DE variants (<i>F, C</i>) | DE/rand/1/bin, (0.8, 0.9) | DE/best/1/bin, (0.7, 0.5), (0.8, 0.9)<sup>b</sup> | DE/target-to-best /1/bin, (0.8, 0.9) | DE/rand/1/bin, (0.9, 1), DE/local-to-best/1/bin | DE/rand/1/bin, (l[l=0.3, 0.9], l[l=0.8, 1]) | 15 mutation × 2 crossover operators, SHADE adaptation | DE/rand/1/ with 2 crossovers, 25-50 uniformly spaced (<i>F, C</i>) values |
| Advanced DE variants | – | – | – | SADE, JADE, jSO, DES, BBDE | – | – | SHADE, L-SHADE |
| Coordinate-wise SDIS | reflection | – | reflection | reflection | reflection | reflection | mirror (mir) |
| | projection | set on boundary | projection | projection | projection | projection | saturation (sat) |
| | wrapping | periodic | – | wrapping | – | wrapping | toroidal (tor) |
| | reinitialisation | random | reinitialisation | reinitialisation | random | reinitialisation | uniform (uni) |
| | – | – | – | midpoint to target | midpoint target | midpoint target | halfway (HVB) |
| | – | – | – | midpoint to base | midpoint to base | midpoint to base | – |
| | – | exponentially confined, spread | – | – | – | – | COTN |
| Vector-wise SDIS | – | shrink<sup>c</sup> | scaled mutant<sup>d</sup> | projection to midpoint or base<sup>e</sup> | centroid <i>K + 1</i><sup>h</sup> | – | – |
| | – | inverse parabolic (confined, spread) | – | – | – | – | – |

<sup>a</sup>Unimodal test functions (Ellipsoidal, Schwefel, Ackley, Rosenbrock).
<sup>b</sup>For <i>n = 20</i> and <i>n ∈ {50, 100, 200, 300, 500}</i>, respectively.
<sup>c</sup>Conservatism, resampling, evolutionary.
<sup>d</sup>Death-penalty, resampling, boundary-transformation, rand-base, projection-to-midpoint, projection-to-base.
<sup>e</sup>Linear combination between the trial and base elements.
<sup>f</sup>Linear combination between the trial and a reference element in the feasible region.
<sup>g</sup>Linear combination between the trial and the domain midpoint or base element.
<sup>h</sup>Linear combination between feasible and component-wise corrected elements.
It should be mentioned that there are several works devoted to the comparative analysis of different strategies to deal with infeasible solutions in the context of various metaheuristics: CMA-ES (Wessing, 2013; Biedrzycki, 2019), Particle Swarm Optimisation (Cheng et al., 2011; Helwig et al., 2013; Juárez-Castillo et al., 2017; Oldewage et al., 2018), and Differential Evolution (for DE, see a summary in Table 1).

In relation to Differential Evolution, the first paper presenting a comparison between the performance of various SDISs applied to DE/rand/1/bin (Arabas et al., 2010) analyse the following strategies: sat (referred to as projection), tor (referred to as wrapping), uni (referred to as reinitialisation) and mir (referred to as reflection). The main observation is that the choice of SDIS might have an influence on the DE performance, but the amount of impact depends on the problem characteristics (e.g. position of the optimum and problem size): (i) sat and mir work well when the optimum is near the bounds; (ii) for small size problems (e.g., \( n = 10 \)) the number of corrected elements is not significantly influenced by the used SDIS and there are no significant differences between the performance of various strategies; and (iii) for larger size problems (e.g., \( n = 30 \)) a higher effectiveness has been observed for sat and mir when compared with uni.

In the study (Padhye et al., 2015) addressing the influence of SDIS on Particle Swarm Optimisation, Differential Evolution (DE/best/1/bin), and Genetic Algorithms, it is stated that deterministic methods, for instance sat, lead to a loss in population diversity, while uni (referred in the original paper as random-reinitialisation) loses useful information carried by the current population. The main remark on the
performance of DE combined with an SDIS is that when the optimum is near the mid-point of the feasible domain, there is no significant difference between the impact of various strategies. On the other hand, when the optimum is close to the boundary, a parameterised vector-wise non-deterministic strategy (inverse-parabolic) behaves the best with the experimental setup of the paper.

Currently, the most extensive study on bound constraint handling for standard DE is Biedrzycki et al. (2019), which presents experimental results based on the CEC 2017 benchmark suite. The authors analyse the impact of different strategies of dealing with infeasible solutions (penalty functions, repairing methods, feasibility preserving mutation) on the dynamics of the population, convergence speed, and global optimisation efficiency. The main insights reported in Biedrzycki et al. (2019) are: (i) the greatest influence on the mean and variance of the mutant population distribution is induced by uni and tor SDIS; (ii) the performance sensitivity of standard DE to SDIS is higher for larger size problems; (iii) the adaptive variants (e.g., JADE, SADE, and jSO) are less sensitive to the choice of SDIS than non-adaptive DE; and (iv) the influence of an SDIS depends on the DE variant with which it is combined, but overall the best behaviour is induced by midpoint strategies (which use values between the corresponding component of the target or base vector and the violated bound) and by mir. The authors of Biedrzycki et al. (2019) consider that the results of the experimental analysis can be explained by the fact that an SDIS with better performance leads to a lower discrepancy between the distributions of the before- and after-correction populations. It should be emphasised that best performance is obtained when the mutant construction is repeated by sampling new parents until a feasible trial vector is obtained. A similar conclusion has been reported also in Kreischer et al. (2017), where DE/target-to-best/1/bin algorithm (with $F = 0.8$ and $C_r = 0.9$) is combined with the same SDISs mentioned above and tested on CEC 2017 benchmark. The authors of Kreischer et al. (2017) also recommend mir and projection to an interior point of the feasible region as strategies which perform well in the case of CEC 2017 benchmark, followed by HVB.

An experimental study on the influence of nine strategies is presented in de-la-Cruz-Martínez and Mezura-Montes (2020), aiming to deal with bound constraints when combined with the so-called Deb feasibility rules (Deb, 2000) to solve four real-world constrained optimisation problems related to mechanical design. The analysed strategies are midpoint-target (HVB), reflection (mir), projection (sat), random-scheme (uni), full reinitialisation (all components, including the feasible ones, are randomly reinitialised), conservatism (the trial vector is just discarded), resampling (a new mutant is constructed by using other randomly selected parents), evolutionary\(^2\) (the infeasible component is replaced with a convex combination between the violated bound and the corresponding component from the best element in the population), and centroid $K+1$ (average of a set including an element selected from the population and $K$ other elements obtained by applying uni to the infeasible components). The main conclusion is that the influence of the SDIS is highly dependent on the problem to be solved but overall, sat proved to be the most effective strategy.

Similar to the setup in Biedrzycki et al. (2019), Boks et al. (2021) have investigated the effect of SDIS on performance on the single-objective noiseless version of the BBOB benchmark (Finck et al., 2010) in DE for a wide selection of operators, in a fully modular fashion. The considered mutation operators are rand/1, ran...
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best/1, target-to-best/1, best/2, rand/2, target-to-best/2, target-to-pbest/1, rand/2/dir, NSDE, trigonometric, 2-opt/1, 2-opt/2, proximity-based rand/1, and ranking-based-target-to-pbest/1. These are combined with bin and exp crossovers with SHADE-based adaptation of control parameters. The resulting DE variants are tested with a wide range of SDIS operators, namely death-penalty, resampling, reinitialisation, projection, reflection, wrapping, boundary-transformation, rand-base, midpoint-base, midpoint-target, projection-to-midpoint, projection-to-base, and conservatism. This paper appears to be the only analysis of performance dependency on SDIS on the BBOB benchmark. The main conclusions of Boks et al. (2021) are: (i) no SDIS appears to be optimal for all DE configurations considered; (ii) SDIS ranks differ greatly between configurations and BBOB function groups; and (iii) to some extent, the best SDIS tends to depend on crossover. As a rule of thumb, for similar setups, practitioners are therefore advised to consider conservatism for exp crossover and reinitialisation for bin crossover as they perform best with many configurations; such policy, however, does not always give the optimal result. Optionally, midpoint-target in bin configurations rarely performs best but always performs well, and projection-to-midpoint is a reliable second option for exp configurations. Finally, over all cases considered, resampling SDIS has been deemed successful the highest number of times.

For DE implementations incorporated in various popular open-source libraries, the most common SDIS is uni (used in SciPy,\textsuperscript{3} PyMOO,\textsuperscript{4} and PAGMO\textsuperscript{5}), followed by sat (in the MOEA framework,\textsuperscript{6} and PyADE\textsuperscript{7}), and mir, in PyMOO. Finally, a notable exception is a highly modular AutoDE library\textsuperscript{8} based on the aforementioned paper (Boks et al., 2021), which provides many standard DE configurations and a hyperadaptive version of SHADE (Boks, 2021), all with 13 SDIS variants (see the list above).

3 Search Direction

Any heuristic iterative optimiser can be considered an adaptive sampler that is guided according to some logic by differences in values of the objective function (or derivatives thereof) evaluated in the previously sampled points. It, therefore, makes sense to consider a “path” taken by an optimiser in the search domain or, more practically, a sequence of search directions over sampled points. This section defines the search direction induced by the DE operators and proposes to quantify the influence of an SDIS by computing the cosine similarity between the unconstrained search direction and the search direction resulting after applying an SDIS.

3.1 Definition of Search Direction in Differential Evolution

While it is easy to define the search direction for iterative single-solution methods, such a task gets excessively complicated in the case of general population-based iterative

\textsuperscript{3}Package scipy.optimize.differential_evolution (Virtanen et al., 2020)
\textsuperscript{4}https://pymoo.org/algorithms/soo/de.html
\textsuperscript{5}https://esa.github.io/pagmo2/docs/cpp/algorithms/de
\textsuperscript{6}http://moeaframework.org/
\textsuperscript{7}https://github.com/xKuZz/pyade
\textsuperscript{8}https://github.com/rickboks/auto-DE (Boks et al., 2021; Boks, 2021)
heuristic optimisers where multiple solutions steer the generation of subsequent solutions. However, Differential Evolution (see Section 2.2) lends itself to such analysis easier thanks to its survivor selection mechanism based on a “1-to-1 spawning” logic. This means that every new solution updates its direction from the direction of a parent and the whole population represents a repeatedly updated ensemble of search directions with a clear “inheritance” scheme. Note that this happens despite the fact that new solutions also incorporate information from others in the population apart from their direct parent, and implicitly capitalise on the information contained in the population, following the spirit of population-based heuristic optimisation (Prügel-Bennett, 2010).

In this context, we consider for each individual in the population, interpreted as a target individual, a search direction that is defined as the difference between the corresponding trial and target individuals. When an infeasible trial individual is corrected by applying a SDIS, the search direction will be altered. Changes in such “sequence of search directions” can then be measured via, for example, cosine similarity.

3.2 Cosine as a Measure of Similarity Between Search Directions

The Cosine Similarity (CS) between nonzero vectors \(v_1\) and \(v_2\) is defined as their “normalised” inner product:

\[
CS(v_1, v_2) = \frac{v_1^T v_2}{\|v_1\| \|v_2\|},
\]

thus not depending on their magnitudes and registering only differences based on the angle \(\theta\) between them. For this reason, it can be seen as an angular distance, and can be used to determine whether two directed vectors \(v_1\) and \(v_2\) are pointing to the same oriented direction. Indeed, let us note that \(CS(v_1, v_2) = \cos(\theta) \in [-1, 1]\) and observe that:

- \(CS(v_1, v_2) = 0 \iff v_1\) and \(v_2\) are orthogonal (i.e., the most dissimilar);
- \(CS(v_1, v_2) = 1 \iff v_1\) and \(v_2\) are parallel (i.e., aligned and pointing to the same oriented direction); and
- \(CS(v_1, v_2) = -1 \iff v_1\) and \(v_2\) are anti-parallel (i.e., have opposite oriented directions).

In this study, we detect changes in the search direction during the evolution in DE algorithms through the CS between two vectors, namely:

- \(d\): obtained as the difference between the trial individual (before an SDIS is applied) and the target vector, that is, the target-to-trial directed vector, and
- \(d_c\): obtained as the difference between the corrected trial individual (after an SDIS is applied) and the target vector, that is, the target-to-feasibleTrial directed vector.

to observe if the employed SDIS is responsible for a change in the search direction. In a single run, CS values are computed after a new trial individual is available, thus generating a sequence of angular distances over time where the length of such sequence is equal to the computational budget used minus the population size (to account for the initial
The Importance of Being Constrained

Sequences obtained across multiple runs for the same algorithmic configuration are then aggregated for analysis purposes as indicated in Section 5.2. For feasible solutions, CS values are not computed and thus excluded from the analysis.

3.3 Strategy of Dealing with Infeasible Solutions as Source of Search Disruptiveness

In the case of an unconstrained search, Differential Evolution can generate, for given values of the control parameters, only a finite set of trial individuals which define the corresponding set of search directions. When an SDIS is incorporated in DE, these search directions can be altered through the introduction of new moves/perturbations, so an SDIS can be viewed as a source of disruptiveness in the DE search process. When analyzing the impact of an SDIS on the search process, there are at least two questions that arise: (i) how much is the search process altered? (ii) does an SDIS have a beneficial or a detrimental influence on the performance of the search?

The amount of disruptiveness depends both on the number of components in the trial individuals that are corrected by the SDIS and on the characteristics of the SDIS. One way to quantify the influence of the SDIS on the search process is to compute the cosine between the uncorrected and the corrected search directions, as it is easy to compute and can provide useful information even for high dimensions. When this value is closer to one, more of the search direction is preserved. Besides the influence on the search direction, different SDISs lead to different positions of the corrected individuals and, as the chance of generating such individuals through the DE mutation (based on the current population distribution and values of the control parameters) is smaller, the disruptive character of the SDIS can be considered more significant.

The second question is more difficult to answer because the interference between the SDIS and the DE mechanisms can hinder but also help the search. At first sight, at least the coordinate-wise SDISs are characterised by inappropriate usage of the information contained in the population. Indeed, these alter the self-referential search direction induced by the difference-based mutation and decouple the components (with impact on the ability of some DE variants to be rotationally invariant; Bujok et al., 2014; Caraffini and Neri, 2019). From this point of view, a vector-wise SDIS, such as that proposed in Kreischer et al. (2017), can be considered less disruptive.

On the other hand, interfering with the DE search might be beneficial at least with respect to: (i) generation of trial individuals which would otherwise not be generated by DE operators, thus increasing the pool of candidate solutions (this might be particularly useful in the case of small populations); and (ii) influence on the population diversity by including components or individuals which do not fully rely on differences (this might be useful to avoid premature convergence or stagnation, which are two of the main causes for lack of performance of DE). So we can say that an SDIS might turn into an additional diversity increasing mechanism. Some of these aspects are discussed in Section 4.4 and illustrated further in Section 5.3, but there are some more complex issues related to the control of diversity which are not discussed here.

4 Theoretical Analysis of Strategies of Dealing with Infeasible Solutions

Under the usual assumption that the scale factor, $F$, is less than one, all mutant vectors generated by $DE/rand/1$ will have the components inside the extended domain $[2a_i - b_i, 2b_i - a_i]$; thus the infeasible components will belong to $[2a_i - b_i, a_i) \cup (b_i, 2b_i - a_i]$, where $f : \mathcal{D} = \times_{i=1}^n [a_i, b_i] \rightarrow \mathbb{R}$.
To quantify the influence of an SDIS on the search dynamics, several quantities can be taken into account: (i) the number of corrected components (in the case of coordinate-wise strategies); (ii) the difference between the infeasible trial element and the corrected one; (iii) the (dis)similarity between the search direction as it would be in an unconstrained search and the corrected search direction; and (iv) the impact of SDIS on the population diversity. Different SDISs can behave differently with respect to these aspects. A theoretical analysis, even if conducted under some simplifying assumptions, might lead to some insights which could explain empirical observations or provide guidelines for selecting an SDIS.

The results presented in this section correspond to $\text{DE/rand/1}^\star$ and are obtained under some necessary simplifying assumptions: (i) absence of selection pressure (this is equivalent with using a flat fitness function, that is, all new trial individuals are accepted as soon as they are generated); (ii) the analysis of population diversity is conducted coordinate-wise; and (iii) the distribution of the individuals in the current population is close to the uniform one. The last assumption is used only for the estimation of the probability to generate infeasible components and for the estimation of the variance of the population of individuals which are corrected by using $\text{mir}$.

Furthermore, results discussed in this section under the aforementioned simplifying assumptions are contrasted with empirical results on benchmark functions in Sections 5 and 6, which are generally free of such assumptions. Formal proofs for statements in this section are provided in Appendix A.

4.1 Estimation of Bound Violation Probability

The number of infeasible components in a $\text{DE/rand/1}$ mutant depends on the mutation probability ($p_m$) and on the probability, called bound violation probability ($p_v$), to generate by mutation an outside-the-bounds component. The mutation probability depends on $C_r$, on the problem size, $n$, and on the crossover type (Zaharie, 2009). On the other hand, the bound violation probability depends on the mutation type and on the value of the scale factor $F$. In the particular case when the distribution of the current population is close to the uniform distribution, the probability that a component violates the bounds is close to $F/3$ (Zaharie and Micota, 2017). The distribution of the trial population is influenced both by the mutation operator and by the SDIS used. One question is whether the use of an SDIS in the current generation increases or decreases the risk of generating infeasible components in the next generation. This question is rather difficult to answer in the general case, but it can be addressed in the case of $\text{sat}$ strategy.

In this case, the current population, $P$, consists of three subpopulations: $P_w$ (elements within the bounds), $P_{lb}$ (elements on the lower bound), and $P_{ub}$ (elements on the upper bound). If $p_v(g)$ denotes the bound violation probability corresponding to generation $g$ (for the first generation population it is considered that $p_v(1) = F/3$), then it can be proved (Proposition 1 in Appendix A.1), under the assumption that $P_w$ remains almost uniformly distributed, that

\[ p_v(g + 1) \approx p_v(g)/2 + (1 - p_v(g))(p_v^2(g)F/2 + (1 - p_v^2(g))F/3). \]

This sequence of probabilities, $p_v(g)$, converges to a value between $F/3$ and $2F/3$ (see Figure 12 in Appendix A.1). This suggests that, in the absence of selection pressure, $\text{sat}$ increases the risk of generating infeasible components, but not by a large amount. This is confirmed by the empirical results presented in Section 5.4, Figure 4.

\footnote{Symbol \* means that either $\text{bin}$ or $\text{exp}$ crossover can be used.}
4.2 Difference Between Infeasible and Corrected Elements

The simplest way to quantify the impact of an SDIS is simply to compute the Euclidean distance between an infeasible trial individual, $z$, and its corrected version, $z^{\text{corr}}$. Using Eq. (4), where $c(y_i)$ denotes the $i$-th component of the mutant transformed by applying an SDIS, it follows that the expected value of $\|z - z^{corr}\|^2$ is $p_m p_v \sum_{i=1}^{n}(y_i - c(y_i))^2$.

$$z_i = \begin{cases} 
  x_i \text{ with probab. } 1 - p_m \\
  y_i \text{ with probab. } p_m 
\end{cases} \quad z_i^{\text{corr}} = \begin{cases} 
  x_i \text{ with probab. } 1 - p_m \\
  y_i \text{ with probab. } p_m(1 - p_v) \\
  c(y_i) \text{ with probab. } p_m p_v.
\end{cases}$$

For a given component, the difference $(y_i - c(y_i))^2$ is obviously the smallest in the case of $\text{sat}$. If $0 < y_i - b_i \leq (b_i - a_i)/2$ or $0 < a_i - y_i \leq (b_i - a_i)/2$, then the difference is smaller for $\text{mir}$ than for $\text{tor}$. This always happens if $F \leq 0.5$. In the case of $\text{uni}$, as the corrected value can be anywhere in $[a_i, b_i]$, the difference can take any value in $(0, 2(b_i - a_i))$. However, the bound violation probability induced by $\text{sat}$ is usually higher than in the case of the other SDISs. This means that the expected value of the Euclidean distance corresponding to $\text{sat}$ is not necessarily the smallest one.

4.3 (Dis)similarity Between Search Directions

The similarity between the DE search direction, that is, $d = z - x$ (difference between the infeasible trial individual, $z$, and the target individual, $x$) and the corrected search direction, $d_{\text{corr}} = z^{\text{corr}} - x$, can be analysed using the cosine of the angle between $d$ and $d_{\text{corr}}$. In the case of $\text{sat}$, the components of the corrected search direction, $d_{\text{sat}}$, have the same sign as the components of the DE search direction (either $z_i < a_i = c_{\text{sat}}(z_i) \leq x_i$ or $z_i > b_i = c_{\text{sat}}(z_i) \geq x_i$, where $c_{\text{sat}}$ denotes the transformation corresponding to $\text{sat}$). Thus, for $\text{sat}$ the cosine similarity is always greater than 0. The highest value of the similarity is obtained when $z^{\text{corr}}$ is a convex combination between $x$ and $z$, which means that the SDIS does not alter the search direction.

The symmetry between the corrected solutions obtained by $\text{mir}$ ($c_{\text{mir}}$) and $\text{tor}$ ($c_{\text{tor}}$), that is, $c_{\text{mir}}(z_i) + c_{\text{tor}}(z_i) = a_i + b_i$, allows us to prove (see Proposition 2 in Appendix A) that when $F \leq 0.5$ (which ensures that $d_{\text{mir}}^T d_{\text{mir}} \geq d_{\text{tor}}^T d_{\text{tor}}$) and $x$ and $c_{\text{mir}}(z)$ are in the same quadrant, that is, $(c_{\text{mir}}(z_i) - (a_i + b_i)/2)(x_i - (a_i + b_i)/2) \geq 0$ for $i = 1, \ldots, n$ (which ensures that $\|d_{\text{mir}}\| \leq \|d_{\text{tor}}\|$), then $\cos(d, d_{\text{mir}}) \geq \cos(d, d_{\text{tor}})$. When $x$ and $c_{\text{mix}}(z)$ are not in the same quadrant, then it is not necessary that $\|d_{\text{mir}}\| \leq \|d_{\text{tor}}\|$; thus the relationship between $\cos(d, d_{\text{mir}})$ and $\cos(d, d_{\text{tor}})$ cannot be inferred so easily.

For the other SDISs, it is difficult to prove statements on search directions in the general case, since the target value, $x$, can be placed anywhere in the feasible domain. However, in the case where only one component is corrected and the Euclidean norm of the uncorrected search direction is not fully determined by the infeasible component, $\text{sat}$ preserves the search direction better than any other SDIS that generates values inside the open domain, that is, $(a_i, b_i)$. More specifically, if $k$ denotes the index of the infeasible component (e.g., $z_k > b_i$) and if $\|d\|^2 = \sum_{i=1}^{n}(z_i - x_i)^2 \geq 2(z_k - x_k)(z_k - b_i)$, then $\cos(d, d_{\text{sat}}) \geq \cos(d, d_{\text{other}})$ (see the proof of Proposition 3 in Appendix A). The above constraint on $\|d\|^2$ might be violated in the case where $C_r$ is small, leading to very few mutated components (in the extreme case only one component is mutated, and this is also infeasible) and $F$ is large, leading to a large deviation of $z_k$ with respect to $x_k$. 
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4.4 Influence of Strategy of Dealing with Infeasible Solutions on Population Diversity

The population diversity can be quantified using the average variance of the population computed coordinate-wise, that is, \( \text{var}(X) = \frac{1}{n} \sum_{i=1}^{n} \text{var}(X_i) \) and \( \text{var}(X_i) = \frac{1}{N} \sum_{j=1}^{N} (X_{ij} - \overline{X_i})^2 \) where \( \overline{X_i} \) denotes the average of the \( i \)th component values over the entire population of \( N \) individuals. In the following, the analysis is performed for one strategy one can consider, in the absence of the selection pressure, that the influence of SDIS on populationsize \( (N) \), and the scale factor \((F)\). The influence of SDIS is incorporated into the free term, which depends on the average and variance of the corrected values, as is specified in Eq. (6), where \( \overline{X} \) denotes the midpoint of the current population, and \( \text{mean}(SDIS) \) and \( \text{var}(SDIS) \) denote the average and variance of the individuals corrected using a specific SDIS, respectively.

\[
\beta(p_m, p_v, N, SDIS) = p_m p_v (1 - p_m p_v) \frac{N - 1}{N} (\overline{X} - \text{mean}(SDIS))^2 + p_m p_v \left( 1 - \frac{1 - p_m p_v}{N} \right) \text{var}(SDIS).
\]

In the case of \( \text{uni} \) strategy, \( \text{mean}(\text{uni}) = (a + b)/2 \) and \( \text{var}(\text{uni}) = (b - a)^2/12 \). In the case of \( \text{sat} \) strategy one can consider, in the absence of the selection pressure, that the set of corrected individuals follows a Bernoulli distribution with values \( a \) and \( b \) and corresponding probabilities \( p_{lb} + p_{ub} = 1 \). Since, in the case of a flat function, there is no incentive to bias the population towards one of the bounds, one can consider \( p_{lb} = p_{ub} = 1/2 \). In this case, we obtain \( \text{mean}(\text{sat}) = (a + b)/2 \) and \( \text{var}(\text{sat}) = (b - a)^2/4 \). This suggests that, at least under these simplifying assumptions, the influence of SDIS on population variance is greater in the case of \( \text{sat} \) than in the case of \( \text{uni} \) strategy, since the second term of \( \beta(p_m, p_v, N, SDIS) \) is greater in the case of \( \text{sat} \).

For \( \text{mir} \) and \( \text{tor} \) strategies, the distribution of the population of corrected individuals is directly related to the distribution of the uncorrected trial population \( (Z) \). In the case of \( \text{mir} \), a corrected individual, \( c_{\text{mir}}(Z) \), is \( 2b - z \) with probability \( p_{ub} \) and \( 2a - z \) with probability \( p_{lb} \). Since for \( \text{DE/rand/1} \) the expected mean of the mutant population \( \text{mean}(Z) \) is the same as the mean of the current population \( \overline{X} \), it follows that \( \text{mean}(\text{mir}) = (a + b) - \overline{X} \). Thus, \( (\overline{X} - \text{mean}(\text{mir}))^2 \) is close to \( 4 \left( \overline{X} - \frac{a + b}{2} \right)^2 \), suggesting that the first rhs term in Eq. (6) is four times larger in the case of \( \text{mir} \) strategy than in the case of \( \text{sat} \) and \( \text{uni} \) strategies. However, if \( \overline{X} - \frac{a + b}{2} \) is small, the influence of this term is also small. On the other hand, the variance of the population of individuals that violate one of the bounds and are corrected using the \( \text{mir} \) strategy is expected to be close to \( F^2/10 - F/4 + 1/4 \) (under the assumptions that \( a = 0 \) and \( b = 1 \) and as long as the distribution of the current population, \( X \), is close enough to the uniform distribution), which is less than 1/4 (variance of the individuals corrected by \( \text{sat} \)) but greater than 1/12 (variance of the individuals corrected by \( \text{uni} \)). For details, see the proof of Proposition 4 in Appendix A.

Thus, the theoretical analysis suggests that the greatest impact on population diversity is induced by \( \text{sat} \), followed by \( \text{mir} \) and then by \( \text{uni} \). Due to the symmetry between
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mir and tor (as \( c_{\text{mir}}(z) + c_{\text{tor}}(z) = a + b \)), the population of corrected individuals has the same variance; thus, it is expected that these two strategies have the same influence on population diversity.

When COTN strategy is used, the corrected mutant is calculated as \( c_{\text{COTN}}(z) = a + |\xi|\sigma \) in the case of a lower bound violation and as \( c_{\text{COTN}}(z) = b - |\xi|\sigma \) in the case of a violation of the upper bound, where \( \xi \sim N(0, 1) \) and \( \sigma = (b - a)/3 \). The probability distribution of the random variable corresponding to the corrected individuals is given in Eq. (7), where \( R = a \) if the lower bound is violated, and \( R = b \) if the upper bound is violated:

\[
f_{\text{COTN}}(v) = \frac{2}{\sigma \sqrt{2\pi}} \exp \left( -\frac{(v - R)^2}{2\sigma^2} \right). \tag{7}
\]

It should be mentioned that when using \( c_{\text{COTN}} \) as defined above, there is a nonzero probability to generate individuals which violate the opposite bound, as the support of \( f_{\text{COTN}} \) is \([a, \infty)\) when \( R = a \) and is \((-\infty, b] \) when \( R = b \). If \( \sigma \) is not large, then this probability is small; for example, if \( \sigma = (b - a)/3 \), the probability of violating the opposite bound is 0.00269. In the experimental analysis, this SDIS is iterated until a feasible value is obtained. Under the assumption that the probabilities to violate the bounds are equal (\( p_{lb} = p_{ub} = 0.5 \)), the variance of the mixture of corrected individuals (corresponding to \( R = a \) and \( R = b \) in Eq. (7), respectively) is 0.095\((b - a)^2 \) (for details, see Proposition 5 in the Appendix), which is greater than \( (b - a)^2/12 = 0.083(b - a)^2 \). This suggests that COTN has a slightly greater impact on population variance than uni.

5 Experimentation on \( f_0 \)

Understanding the “behaviour” of a heuristic algorithm during the search for near-optimal positions is challenging. As the sampled fitness landscape of the problem at hand is the main driving force of this process, decoupling its effect on the internal dynamics of the candidate solutions is key to observing how the algorithm’s working logic operates in figuring out promising search directions to follow. The \( f_0 \) function of Eq. (8) was first proposed in Kononova et al. (2015) to serve such a purpose.

\[
f_0 : [0, 1]^n \rightarrow [0, 1], \text{ where } \forall x, f_0(x) \sim U(0, 1). \tag{8}
\]

In other words, values of the objective function \( f_0 \) are sampled from a uniform distribution which is seeded before the start of each optimisation run. It should be noted that a similar function has been independently proposed (Cleghorn and Engelbrecht, 2014) for investigating the convergence of the particle swarm optimisation algorithm, as an example of a degenerate function which simultaneously warrants against stagnation of PSO and provides a difficult convergence scenario.

Because of its stochastic nature, \( f_0 \) separates otherwise highly interconnected effects from the fitness landscape and the location of the optima, thus being suitable for analysing structural implications to the search. A previous study used \( f_0 \) to understand how often solutions are generated outside the search space in classic DE variants (Kononova et al., 2021). Relevant observations are reported in Section 5.4. Other studies used it to find structural biases in DE variants (Caraffini and Kononova, 2019; Caraffini et al., 2019; van Stein et al., 2021; Vermetten, van Stein, Kononova, et al., 2022), as well as several other algorithmic frameworks for heuristic optimisation (Kononova et al., 2020a, 2020b; Vermetten et al., 2021). A summary is reported in Section 5.5. In this work, we relate to these aspects and further employ \( f_0 \) to collect the CS angular distances in the two most-known DE configurations and study their distribution.
Where possible, the results on the function $f_0$ discussed in this section are put in contrast to the theoretical conclusions obtained under a number of simplifying assumptions made in Section 4.

5.1 Setup for the Experimentation on $f_0$

The two well-known DE/rand/1/bin and DE/rand/1/exp algorithms are executed on $f_0$ function in $n = 30$ dimensions (dimensionality consistent with previous studies on $f_0$, thus allowing for a direct comparison) for a fixed number of $10,000 \cdot n$ function evaluations. This is done for multiple configurations of the two DE variants equipped with SDIS from the set $\{\text{COTN}, \text{mir}, \text{sat}, \text{tor}, \text{uni}, \text{HVB}\}$ (see Section 2.4), a specific population size $N \in \{5, 20, 100\}$ and a pair of control parameters $F$ and $C_r$.

To practically identify these configurations in our analysis, we use the notation $\text{DE/rand/1/}^{\star-p}N$. As each configuration is tested over a wide range of $F - C_r$ pairs, these are not included in the notation, but are reported more effectively in the graphical results. Note that the same set of scale factor values, that is, $F \in \{0.05, 0.285, 0.52, 0.755, 0.99\}$, is considered for the bin and exp DE variants, which offers a good discretisation of the space of its typical admissible values. On the contrary, two different sets of values are used for $C_r$ depending on the crossover operator used, as indicated below:

- $C_r^{\text{bin}} \in \{0.05, 0.285, 0.52, 0.755, 0.99\} \cup \{0.0891, 0.1283, 0.1675, 0.2067, 0.2458\}$,
- $C_r^{\text{exp}} \in \{0.05, 0.285, 0.52, 0.755, 0.99\}$,

where the admissible range $(0, 1]$ is first discretised equally for the two crossover strategies and a further set is added to better cover the range $(0.05, 0.285)$ when the operator bin is used. The latter additional range is of interest to our analysis, as it allows us to detect the nature of changes (smooth vs sudden) in the algorithm behaviour, measured here in terms of cosine similarity between search directions (as indicated in Section 3.2), when only one or very few components are inherited and corrected. It should be noted that doing this while employing the exp crossover operator would be irrelevant. Indeed, with such low $C_r$ values, this operator would be quite unlikely to exchange any component from the mutant to the target on top of the one that is necessarily replaced by design; for clarifications on the behaviour of the exp operator, see Caraffini et al. (2019); Kononova et al. (2021); and Vermetten, van Stein, Kononova, et al. (2022).

In total, the $\text{DE/rand/1/exp}$ configurations obtained from combining the 6 SDIS operators, the 3 population sizes, the 5 scale factor values, and the 5 crossover rate values (i.e., the $6 \cdot 3 \cdot 5 \cdot 5 = 450$ configurations), plus those obtained with similar settings but with 5 more $C_r$ values for $\text{DE/rand/1/bin}$ (that is, $6 \cdot 3 \cdot 10 \cdot 5 = 900$), results in 1,350 optimisation processes. Each DE configuration is executed 30 times to produce robust results over 30 independent runs.

Relevant information stored during each run includes CS measure values for solutions where SDIS has been applied, percentages of infeasible solutions (see Section 6.4), population and fitness diversity measures, etc. This experimentation has been carried out with the SOS software platform (Caraffini and Iacca, 2020), whose source code is available on its GitHub repository, where a permanent release of the current state of the SOS platform is also available.\(^{10}\) This is accompanied by detailed clarifications on how

\(^{10}\)https://github.com/facaraff/SOS/releases/tag/ECJ-ReproducibilityInEC
5.2 Analysis of Results on Distributions of Cosine Similarity

To analyse the distribution of cosine similarity for infeasible solutions when using different SDIS, we can use the Empirical Cumulative Distribution Function (ECDF), which shows for each value of $x$ what fraction of infeasibility corrections had a CS of at most $x$.

In Figure 2, we show the ECDF of CS values for each SDIS based on the values $F$ and $C_r$ for all infeasible solutions generated during full runs of DE/rand/1/bin-p100.
In this figure, an SDIS with a larger disruptiveness will have a curve that is closer to the upper-left corner of the plot, so larger areas under the ECDF correspond to smaller values of the cosine between unconstrained and corrected search directions, that is, larger amounts of disruptiveness. When comparing two strategies, in the case when \( \text{ECDF}(\text{SDIS}_1) \geq \text{ECDF}(\text{SDIS}_2) \) then it can be proved (see Proposition 6 in Appendix A.5) that it is more likely that the cosine values corresponding to \( \text{SDIS}_1 \) are smaller than those corresponding to \( \text{SDIS}_2 \).

We see in Figure 2 that even though the shape of the curves can change significantly based on the parameter settings used, the ordering remains consistent: \( \text{tor} \) is the most disruptive, followed by \( \text{uni}, \text{COTN}, \) and \( \text{mir} \), while \( \text{HVB} \) and \( \text{sat} \) are the least disruptive. This ordering is also preserved when changing the population size or the crossover type for \( \text{DE/rand/1} \); those figures are included in the Figshare repository of this paper (Vermetten et al., 2022b).

**Relation to theoretical results.** The experimental results illustrated in Figure 2 lead to remarks that are in line with the results derived in Section 4.3: (i) \( \text{sat} \) is more likely to lead to the highest value of cosine similarity (provable in the case where only one component is corrected—this could be related to small values of \( F \) and \( C_r \)); (ii) in the case when \( F \leq 0.5 \) it is more likely that \( \text{tor} \) induces a higher disruption than \( \text{mir} \) (provable when the individual obtained by mirroring and the target individual are in the same quadrant); and (iii) the cosine similarity between the initial search direction and that corresponding to \( \text{sat} \) is always positive and higher than that corresponding to \( \text{HVB} \) (Mitran, 2021).

### 5.3 Implications of Direction-Disruptive SDIS Operators on Population Diversity

To further measure the impact of SDIS, we track population diversity on \( f_0 \) in each generation \( g \) for multiple runs. The resulting trends are shown in Figure 3, where the diversity of the population is the averaged standard deviation of the individuals that form the \( g \)th generation calculated per dimension \( (n = 30) \), after the application of different SDIS.

Following the notation introduced in Section 4.4 to obtain the variances, this value is simply calculated as \( \text{std}^{(g)}(X) = \frac{1}{n} \sum_{i=1}^{n} \sqrt{\text{var}^{(g)}(X_i)}. \) For the sake of clarity, note that the theoretical analysis was performed, for computational reasons, in terms of variance, while the graphical illustration of the evolution of population diversity is based on the standard deviation.

Figure 3 demonstrates a rather consistent picture for \( \text{DE/rand/1/bin-p100} \) in \( f_0 \) for all values of \( F \) excluding the smallest and for all values of \( C_r \): (i) diversity induced by \( \text{sat} \) variant shown in blue is consistently the highest and increases during the runs; (ii) the second highest diversity values are attained consistently by the variants \( \text{tor} \) and \( \text{mir} \) shown in pink and orange, respectively; these two variants are nearly constant during the runs and indistinguishable in terms of diversity; and (iii) the third group of variants, also indistinguishable in terms of diversity, is demonstrated by \( \text{COTN}, \text{uni}, \) and \( \text{HVB} \); the diversity corresponding to these variants is consistently decreasing during the runs. Meanwhile, for the smallest value of \( F = 0.05 \), the diversity of all variants is largely indistinguishable and decreases over time. In general, the increase and decrease of diversity during the run depend on both DE control parameters; however, the increase in diversity in the \( \text{sat} \) variant is more drastic than the decrease of variants from the third group discussed above.

Furthermore, comparing the results of disruptiveness (Section 5.2) with those related to diversity, it turns out that a more disruptive strategy does not necessarily induce
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Figure 3: Evolution of population diversity (computed as explained in Section 5.3) per

generation on $f_0$ for 30 runs of DE/rand/1/bin-p100 for different SDIS, values of $F$

(subfigures in vertical direction), and $C_{bin}^r$ (subfigures in horizontal direction). Colours

define SDIS variant and correspond to those in Figure 2.

an increase in population diversity (when diversity is quantified using population

variance).

Relation to theoretical results. The theoretical results on population diversity pre-

sented in Section 4.4 (for sat, uni, and mir) state that the variance of the population of
corrected components is the largest in the case of sat and the smallest in the case of uni,
being equal to $(b - a)^2/4$ and $(b - a)^2/12$, respectively. The variance of the population of
components corrected by mir decreases with $F$ from the value corresponding to sat to
that corresponding to COTN which is slightly larger than that of components corrected
by uni (Figure 13, Appendix A.4). On the other hand, as also stated in Section 4.4, the
symmetry between mir and tor leads to the same variance of the population of com-
ponents corrected by these two SDISs. Thus, as illustrated in Figure 14 (Appendix A.4),
the experimental results are consistent with what is expected from the theoretical point
of view.

The difference in the shape of the standard deviation curves as illustrated in Figures 3
and 14 (Appendix A.4) can be explained by the fact that the theoretical curves have been
estimated in the case of a flat function; that is, all new elements are incorporated into the
population after correction, while for $f_0$ acceptance is based on a random decision (via
the value of the objective function), so the change in the populations corresponding to
two consecutive generations is expected to be smaller than in the case of a flat function.
This might explain the more gradual change in the diversity measure in the case of
empirical analysis (Figure 3) than in the case of theoretical estimations (Figure 14 in the
Appendix A.4) where the limit values are reached rather quickly.

5.4 Relation to the Analysis of Bound Violation Probabilities

To collect information on the influence of SDIS on the number of infeasible solutions,
an experimental analysis was carried out on $f_0$ using a population of $N = 100$ elements
and collecting the number of infeasible components during the first 100 generations of \( DE/rand/1/\ast \), in the case of the 5 values of \( F \), as used in previous experiments. The probability of bound violation has been estimated as the average frequency of infeasible components and the estimations for five SDISs are illustrated in Figure 4.

The main remark is that \( sat \) generates the highest number of infeasible components, followed by \( mir \) and \( tor \), which are characterised by the same bound violation probability. The smallest number of infeasible components seems to be generated by \( COTN \) and by \( uni \).

**Relation to theoretical results.** In the absence of selection-induced bias, it is expected that the probability of generating, by \( DE/rand/1/\ast \) mutation, components that are outside the bounds is close to that estimated theoretically, that is, \( p_v = F/3 \). However, the inclusion of corrected components in the population, during the evolutionary generations, can lead to changes in the probability of violation of the bounds, as inferred in Proposition 1 (Appendix A.1) for \( sat \). As is illustrated in Figure 4, the empirically estimated bound violation probability for \( sat \) is between the limits established for \( sat \) under the assumptions stated in Appendix A.1, that is, \( F/3 \) and \( 2F/3 \).

5.5 **Relation to the Analysis of Structural Bias**

The test function \( f_0 \) used in this investigation was originally introduced (Kononova et al., 2015) to study the so-called structural bias (SB) of a heuristic optimisation algorithm, which is an inability of an algorithm to explore different parts of the search domain to the same extent regardless of the objective function. Such a study requires decoupling the effects of the landscape of the objective function from that of SB. It is precisely the random nature of \( f_0 \) and thus the known distribution of locations of its optima in a series of independent runs that allows the identification of SB: an algorithm is said to suffer from SB if the locations of the final best points found in a series (of a reasonable size) of independent runs minimising \( f_0 \) produced within a realistic budget of fitness evaluations deviate from uniform (Kononova et al., 2015).
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Figure 5: Predictions on the kind of structural bias (with confidences as colour intensities) produced by the random forest model from the BIAS toolbox (Vermetten, van Stein, Caraffini, et al., 2022) for DE/rand/1/bin-p100 with 5 SDIS variants, $F \in [0.05, 1.13]$ and $C_r \in [0.05, 0.99]$. White squares correspond to configurations with no structural bias detected. The figure is taken from Vermetten, van Stein, Caraffini, et al. (2022), which has not considered the HVB SDIS.

As the nature of SB appears to originate from the iterative application of a limited set of algorithm operators, its identification is not straightforward (Kononova et al., 2020a, 2020b; Vermetten, van Stein, Caraffini, et al., 2022). Among the various algorithms investigated in literature so far, the results on SB in DE show clear patterns in time (van Stein et al., 2021), dimensionality (Vermetten et al., 2021) and parameterspace (Vermetten, van Stein, Kononova, et al., 2022). Referring to the latter, Figure 5 shows such results on the presence and type of SB identified for DE/rand/1/bin-p100 for various values of $F$ and $C_r$ with 5 variants of SDIS considered in this paper.

These results support the picture in Figure 3: (i) mir and tor indeed stay constant in terms of diversity, which is what we would expect from an unbiased algorithm; and (ii) the “most” biased variant (sat) also has the largest difference in terms of diversity, while uni and COTN are somewhat in between.

Relation to theoretical results. The absence of structural bias in the case of mir and tor suggests that the assumption of uniformly distributed populations used in the theoretical analysis is not too restrictive, at least for these strategies. This aspect is illustrated, for mir and tor, through the closeness between the theoretically and empirically estimated values of the bound violation probability (Figure 4). On the other hand, in the case of sat, uni, and COTN, the presence of structural bias induces a deviation from the uniformity assumption and, consequently, the empirical violation probabilities are not so close to the theoretical values obtained based on the uniformity assumption.

6 Experimentation on the BBOB Suite

To assess whether the observed differences in SDIS have an impact on DE performance outside of $f_0$, we conducted a benchmarking study on COCO benchmarking suite (Hansen et al., 2021). We make use of the single-objective, noiseless version of the BBOB function set, which contains 24 distinct functions (Finck et al., 2010), each of which can be instantiated with different transformations, referred to as instances of these functions. The BBOB-functions are all defined using box-constraints of $[-5, 5]^n$, where $n$ is.
the dimension of the problem, and are accessed here using IOHexperimenter (de Nobel et al., 2021).

Where possible, results on BBOB functions discussed in this section are contrasted with theoretical conclusions obtained under a number of simplifying assumptions made in Section 4.

6.1 Setup for the Experimentation on the BBOB Suite

To run Differential Evolution algorithms on the BBOB-functions, we make use of a Python-based implementation that incorporates several variants of DE, including SHADE and L-SHADE employed for this study (see Section 2.2 for their description).

The code for both this version of Differential Evolution and the complete benchmarking setup on BBOB can be found on GitHub. Furthermore, all reproducibility steps can be found on the same GitHub page. For the BBOB-based experiments described in this section, we use both the 5- and 30-dimensional versions of the problems, using instances 1–5, and perform 5 runs per instance. We use a total budget of 10,000 \cdot n fitness evaluations.

6.2 Analysis of Performance Benchmarking

The most common way to analyse the performance of an iterative optimisation heuristic is by considering Expected Running Time (ERT), defined as follows.

Given an algorithm \( A \), a function instance \( F \), a target \( \phi \), and the run number \( i \), we define the hit time \( t_i(A, F, \phi) \) as the number of function evaluations that the algorithm used in its \( i \)th run before evaluating a quality solution of at least \( \phi \). Based on this, we can then define the expected running time in a set of \( I \) runs and \( J \) problem instances as follows:

\[
ERT(v, F, \phi) = \frac{\sum_{i=1}^{I} \sum_{j=1}^{J} \min\{t_i(v, f_j, \phi), B\}}{\sum_{i=1}^{I} \sum_{j=1}^{J} 1\{t_i(v, f_j, \phi) < \infty\}}
\]

where \( B \) denotes the computational budget with respect to the number of function evaluations.

In Figure 7, we show the ERT (fraction of runs that reach the specified targets in their respective function vs the number of function evaluations) achieved by the L-SHADE algorithm (see Section 2.2) with 5 different SDIS variants on the 30-dimensional BBOB functions, per function.

From this figure, we can clearly see that for many functions, the effect of SDIS on overall performance is relatively minor. However, there are some outliers, in particular \( f_5 \) (linear slope). Since for \( f_5 \) the optimum is located on the bound in each coordinate, the SDIS method will have a significant impact on the ability of DE to converge. When zooming in on this function, we clearly see that sat outperforms all other SDISs, followed by mir, and then the other SDISs. This performance ordering is also present for some other unimodal functions such as \( f_1 \) (Sphere) and \( f_2 \) (Ellipsoidal).

When aggregating the performance across all functions, which we can do using the ECDF as seen in Figure 6, we actually observe clear differences in overall performance between the different L-SHADE versions. Although the ECDF is obviously affected by the linear slope function, even when this is removed from consideration, the ordering of SDIS variants remains the same and matches the order of least disruptiveness in the search, as discussed in Section 5.2. In addition to running L-SHADE on the

---

11https://github.com/Dvermetten/DE_TIOBR
Figure 6: ECDF curves of \texttt{L-SHADE} with 5 different SDISs, aggregated across all 24 30-dimensional BBOB functions with 5 instances and 5 runs each, using 51 logarithmically spaced fitness targets between $10^2$ and $10^{-8}$.

Overall, we can see that the choice of SDIS indeed has an impact on the final performance of the algorithm, and although this impact is not present on all functions, it is a clear indication that SDIS should be considered a part of the specification of the algorithm. Furthermore, the fact that the differences are not equally present on all functions indicates that methods for per-instance algorithm configuration could benefit from including the SDIS in their search space.

### 6.3 Cosine Similarity Distributions on BBOB

The distributions of the cosine similarity values corresponding to five variants of SDIS (\texttt{COTN}, \texttt{mir}, \texttt{sat}, \texttt{tor}, and \texttt{uni}) have been generated for 24 BBOB functions both when \texttt{L-SHADE} is used (see Figure 8) and when \texttt{SHADE} is used (omitted for space limitation; see the extensive set of graphical results in Vermetten et al., 2022b).

The behaviour patterns are only slightly different between the two methods. When comparing the ECDFs illustrated in Figure 8 with those obtained by applying \texttt{DE/rand/1/\ast} on $f_0$ (Figure 2), we can see that the curves have shifted as a result of the different objective functions landscapes, but the global ordering is preserved almost everywhere with \texttt{sat} SDIS characterised by the largest CS values and \texttt{tor} by the smallest ones. The presence of different patterns for different functions supports the idea that SDIS should be considered a separate algorithmic component.

**Relation to theoretical results.** Our experimental results on BBOB match our theoretical insights. Although our proofs on the relation between \texttt{mir} and \texttt{tor} make some particular assumptions, the empirical analysis shows that \texttt{mir} indeed preserves more of the search direction than \texttt{tor} in all except one of the tested functions ($f_5$). The significance of differences in cosine values between different SDISs has been confirmed by

---

12 Available as data set source “TIOBR DE” on https://iohanalyzer.liacs.nl
Figure 7: Overview of the ERT (shown in the vertical axis) vs. best-so-far $f(x)$ (shown on the horizontal axis) for L-SHADE with 5 SDIS methods on the BBOB-functions in 30D, 5 instances 5 runs each.
Figure 8: ECDF curves of cosine similarity values of corrected infeasible solutions generated during 5 independent full-budget runs of L-SHADE on 24 BBOB functions (all instance 1) for different SDIS variants (one subfigure per function, functions are shown left to right, top to bottom).
running pairwise Kolmogorov–Smirnov tests with Benjamini–Yukateli correction $\alpha = 0.01$. The overall ordering of cosine similarities is consistent for almost all BBOB functions and matches that observed on $f_0$.

### 6.4 Analysis of Final Percentage of Infeasible Solutions

In addition to looking at the performance of DE with different SDISs, we can also zoom in on the related behaviour of the algorithm. Since an SDIS is activated only when solutions outside of the bounds are generated, we can consider the Percentage Of Infeasible Solutions (POIS) generated throughout the optimisation process. The final POIS values (i.e., the number of infeasible solutions generated at the end of the run to the total fitness evaluation budget) from the \textit{L-SHADE} algorithm produced on the BBOB functions is shown in Figure 9, from which we can see that for the higher dimensionality ($n = 30$), the fraction of infeasible solutions generated during the search is slightly higher than for lower dimensionality ($n = 5$).

This can be explained by considering that we count a solution to be infeasible when one or more components are outside their boundaries, which is more likely to occur when there are more components in a solution (see also Section 2.3). However, since for the BBOB suite of problems the optimum is guaranteed to be at least 10% away from the bound on each side in all functions except the linear slope (Finck et al., 2010), the effect of increased dimensionality is not as obvious in those functions.

A difference between SDISs is visible, particularly in the case of function landscapes that enforce the search nearby the boundary (e.g., $f_5$, $f_{23}$). For the other functions, infeasible individuals are generated mainly in the first generations; thus the aggregated POIS values are mainly influenced by the small number of infeasible individuals generated during most of the evolution.

We additionally see that the POIS varies greatly between functions, with the linear slope ($f_5$) clearly showing a large number of infeasible solutions as would be expected.

### 6.5 Analysis of Windowed Percentage of Infeasible Solutions and Population Diversity

While the final POIS discussed in Section 6.4 is useful in providing information on the total number of infeasible solutions, we can get a more detailed overview of the number of infeasible solutions generated using a sliding window approach: for each generation,
we can calculate the fraction of infeasible solutions generated *thus far*\textsuperscript{13} and visualise the moving average of 10 generations. We can use a similar approach for population diversity, which allows us to check for possible correlations between ongoing POIS and diversity. Figures 10 and 11 visually show these two types of graph for functions $f_5$ and $f_{23}$, respectively.

In the case of the multimodal $f_{23}$ function (Figure 10) the behaviour of SHADE is in accordance with some of the theoretical insights regarding the number of infeasible solutions (largest bound violation probability in the case of sat) and the evolution of population diversity (largest diversity in the case of sat, smallest in the case of uni and COTN, and intermediate in the case of mir and tor). Meanwhile, in particular, for $f_5$, we can observe in Figure 11 a clear pattern between the different variants of SDIS: sat initially has a much larger POIS, which would be beneficial, since the optimum of this function is located on the bounds. The other SDISs do not have this direct benefit of sat, and need to generate a point on the boundary exactly, without the correction moving it away from the optimum. For the 5-dimensional version of the function, this is still achievable for most SDISs, with the lower disruptiveness of mir allowing it to find the optimum relatively easily, but for 30 dimensions, the most disruptive SDISs have runs that do not converge to a single solution, which explains their poor performance seen in Figure 7.

We also notice that the differences between SHADE and L-SHADE are rather significant, especially on the higher dimensions—detailed reasons for this require further investigation.

7 Conclusions

The results of the comparative analysis on SDIS presented in this article are summarised in Table 3 where the investigated strategies are ranked according to what has been theoretically proved and/or experimentally observed.

Despite the fact that the theoretical analysis is limited to subsets of strategies, consistency can be observed between theoretical and experimental results on how various SDISs can be grouped based on their impact on: (i) number of infeasible components; (ii) search direction; and (iii) population diversity. The most significant agreement appears to be between the amount of disruptiveness and fitness-based performance, suggesting that the strategies with a smaller impact on the search direction, that is, higher cosine similarity between unconstrained and corrected search directions, have a better performance. When compared with previously reported results, one can see that the more disruptive strategies, uni and tor, have also been identified in Biedrzycki et al. (2019) as having the highest influence on population distribution. Similarly, in Padhye et al. (2015) it is stated that uni leads to a loss of useful information carried by the current population, which confirms the disruptive effect also observed in the current study. On the other hand, sat and mir identified in our study with a small impact on search direction but a large impact on diversity have been consistently among well-performing strategies, as is also illustrated in Kreischer et al. (2017) and de-la-Cruz-Martínez and Mezura-Montes (2020). However, the performance advantage of the less disruptive strategies in BBOB is not present in all functions equally.

Throughout this paper, we have shown that the strategy of dealing with infeasible solutions within Differential Evolution has a clear impact on the behaviour of the algorithm as a whole. Although DE allows us to combine insights on the impact of

\textsuperscript{13}Equivalent to the fraction of solutions that have had an SDIS applied.
Figure 10: Evolution of windowed POIS (left column) and population diversity (right column) over generations for different SDIS methods on 5 runs of $f_{23}$, instance 1. None of the runs reached the optimum.
Figure 11: Evolution of windowed POIS (left column) and population diversity (right column) over generations for different SDIS methods on 5 runs of $f_5$, instance 1. Coloured vertical lines show times when the optimum was found at least once in a run.
Table 3: Ranking of SDIS based on theoretical (obtained where possible) and empirical results with respect to the number of infeasible components, search direction disruptiveness measured using cosine similarity, population diversity measured using the component-wise variance, and performance measured using ERT.

| Aspect                  | Number of infeasible components | Amount of disruptiveness | Increase of population diversity | Fitness-based performance |
|-------------------------|---------------------------------|--------------------------|----------------------------------|--------------------------|
| Sorting Algorithm Type  | Sorting smaller–larger          | Amount of disruptiveness | Increase of population diversity | Fitness-based performance |
| Function(s)             | theor.                         | empir.                   | theor.                           | empir.                   |
| Section                 | flat                           | $f_0$                     | flat                             | empir.                   |
|                         | 1. uni                         | sat                      | sat                              | sat                      |
|                         | 2. sat                         | COTN                     | mir                              | mir                      |
|                         | 3. mir                         | tor                      | uni                              | mir                      |
|                         | 4. sat                         | tor                      | uni                              | uni                      |

SDIS from both a theoretical and empirical perspective, it is by no means the only algorithm where the way of handling bound constraints can have an impact on overall search behaviour. This highlights an important issue in the field of evolutionary computation as a whole, because methods such as SDIS are often overlooked because they are considered unimportant compared to the novel algorithmic ideas discussed in the literature. When this omission is combined with other factors, such as the inaccessibility of the source code used, this leads to a significant amount of ambiguity, even when other operators are defined clearly. As such, reproducing results requires specificity and, ideally, open source code for all the operators used, not only the core algorithmic components.

To achieve better standards for reproducibility, SDIS should be considered as an operator to be specified in every optimisation algorithm that deals with bound constraints, as for some functions the interaction of the algorithm with bounds can cause clear differences in behaviour, especially for some of the high-dimension versions of functions in the BBOB-set.

Finally, as such, we see potential benefits for the inclusion of SDIS in an automatic algorithm configuration task.

8 Future Work

Although we have investigated the impact of SDIS on several variants of differential evolution throughout this work, it remains formally unconfirmed that such findings translate to other optimisation algorithms. Since many of these algorithms are built to work with bound constraints by default, it stands to reason that the SDIS used would have an influence, and by studying this in more detail, we could potentially broaden our understanding of the interactions between SDIS, algorithm, and objective function.
Furthermore, we have started to lay a theoretical foundation for the study of several SDISs by considering their disruptiveness and impact on diversity. By continuing to build upon these notions, we hope to gain a more detailed understanding of the impact of SDIS on search behaviour in general.
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A Proofs for Statements in Sections 4 and 5

All proofs presented in this Appendix are for *DE/rand/1* mutation with a scale factor $F \in (0, 1]$ in the case of flat objective functions (no selection pressure). The notations used are:

- $x_i$: $i$th component of an individual from the current population;
- $z_i$: $i$th component of the DE mutant (which could be in or out of the bounds);
- $c(z_i)$: $i$th component of the DE mutant corrected by applying an SDIS (where appropriate, the SDIS type is specified as an index, e.g., $c_{\text{sat}}$);
- $d = z - x$ denotes the DE search direction;
- $d_c = c(z) - x$ denotes the corrected search direction (where appropriate, the specific SDIS is specified as an index, e.g., $d_{\text{sat}}$); and
- $p_v$: the probability that a component violates the bounds.

A.1 Bound Violation Probability for $\text{sat}$—Section 4.1

**Proposition 1:** If $p_v(g)$ denotes the probability of bound violation corresponding to generation $g$, then, under the assumption that the distribution of the population of elements that are within the bounds (i.e., in $(a_i, b_i)$) is close to the uniform distribution and $\text{sat}$ is applied to infeasible individuals, the probability of violation satisfies

$$p_v(g + 1) \simeq p_v(g)/2 + (1 - p_v(g))(p_v^2(g)F/2 + (1 - p_v^2(g))F/3).$$

**Proof:** The analysis is conducted at component level; thus the component index is skipped. Let us consider that the population corresponding to generation $g$, $P(g)$, consists of three subpopulations: $P(g) = P_w(g) \cup P_{lb}(g) \cup P_{ub}(g)$, corresponding to mutants generated inside the bounding box ($P_w(g)$), placed on the lower bound ($P_{lb}(g)$), and placed on the upper bound ($P_{ub}(g)$). If $N$ denotes the number of elements in $P(g)$, the expected size of $P_w(g)$ is $N(1 - p_v(g))$, and the expected size of $P_{lb}(g)$ and $P_{ub}(g)$ is $NP_v(g)/2$, respectively (based on the assumption that in the absence of selection pressure, there is no incentive to preferentially violate one of the bounds). To estimate the probability of generating infeasible mutants in generation $g + 1$ we consider two cases:

(a) The base individual, $x_{r_1}$, is on one of the bounds ($x_{r_1} \in P_{lb}(g) \cup P_{ub}(g)$). In this case, the probability of generating an infeasible mutant, $x_{r_1} + F \cdot (x_{r_2} - x_{r_3})$, is 1/2 as there are no incentives to sample more frequently positive or negative...
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Figure 12: Probability of bounds violation in the case of sat: (a) limit value (left); (b) evolution during generations (right).

...differences. On the other hand, the probability of selecting a base element from the bounds is $p_v(g)$ (under the assumption that the probability of generating through DE mutation individuals which are on the bounds is negligible, i.e., they are generated only by applying the sat strategy). Thus in this case $p_v(g + 1) = p_v(g)/2$.

(b) The base individual $x_{r1}$ is strictly between the bounds (event of probability $(1 - p_v(g))$). In this case, we can analyse three subcases:

(i) both $x_{r2}$ and $x_{r3}$ belong to the same bound (event of probability $p_v^2(g)/2$): in this case the mutant will be just $x_{r1}$, thus feasible;

(ii) $x_{r2}$ and $x_{r3}$ belong to different bounds (event of probability $p_v^2(g)/2$): in this case, the probability to generate an infeasible mutant is $F$: this follows from the remark that $\text{Prob}(x_{r1} + F \cdot (b - a) \in [a, b]) = \text{Prob}(x_{r1} \in [a - F \cdot (b - a), b - F \cdot (b - a)] = (1 - F)(b - a)/(b - a) = 1 - F$, thus the probability of generating a value out of $[a, b]$ is $F$.

(iii) $x_{r2}$ and $x_{r3}$ belong both to $P_u$ or at most one is on the bound (event of probability $(1 - p_v^2(g))$): in this case, under the assumption that the population of elements belonging to $P_u$ has a distribution which is close to the uniform one, the probability of generating an infeasible mutant is close to $F/3$.

By combining the probabilities corresponding to these complementary events, one obtains:

$$p_v(g + 1) \simeq p_v(g)/2 + (1 - p_v(g)) \left( p_v^2(g) F/2 + (1 - p_v^2(g)) F/3 \right)$$

Remark 1: It is easy to see that for $F \in (0, 1]$ the sequence $p_v(g)$ converges to a value between $F/3$ and $2F/3$ (see Figure 12).

A.2 (Dis)similarity Between Search Directions: Cosine Similarity for Search Directions Corresponding to mir and tor—Section 4.3

Proposition 2: If $0 < F \leq 0.5$ and $x$ and $c_{mir}(z)$ belong to the same quadrant, that is, $(c_{mir}(z_i) - (a_i + b_i)/2)(x_i - (a_i + b_i)/2) \geq 0$ for $i = 1, n$ then $\cos(d, d_{mir}) \geq \cos(d, d_{tor})$.

Proof: Since $c_{mir}(z_i) + c_{tor}(z_i) = a_i + b_i$ it follows that $d^T d_{mir} - d^T d_{tor} = \sum_{i=1}^{n} (z_i - x_i) (2c_{mir}(z_i) - (a_i + b_i))$. If $F \leq 0.5$, then an infeasible component, $z_i$, satisfies either
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a_i - (b_i - a_i)/2 \leq z_i < a_i \text{ or } b_i < z_i \leq b_i + (b_i - a_i)/2. \text{ Thus, when } a_i - (b_i - a_i)/2 \leq z_i < a_i \leq x_i \text{ then } c_{\text{mir}}(z_i) = 2a_i - z_i \leq (a_i + b_i)/2 \text{ meaning that } (z_i - x_i)(2c_{\text{mir}}(z_i) - (a_i + b_i)) \geq 0.

In the other case, for example, \( x_i \leq b_i < z_i \leq b_i + (b_i - a_i)/2 \) one would have \( c_{\text{mir}}(z_i) = 2b_i - z_i \geq (a_i + b_i)/2 \) leading to \( (z_i - x_i)(2c_{\text{mir}}(z_i) - (a_i + b_i)) \geq 0. \text{ Thus, if } F \leq 0.5, \text{ the scalar product between the DE search direction and the search direction corresponding to } \text{mir} \text{ is larger than that corresponding to } \text{tor} \text{ strategy, that is, } d^Td_{\text{mir}} \geq d^Td_{\text{tor}}.

On the other hand, when comparing the Euclidean norms of \( d_{\text{mir}} \) and \( d_{\text{tor}} \) one obtains:
\[
\|d_{\text{tor}}\|^2 - \|d_{\text{mir}}\|^2 = \sum_{i=1}^{n} \left[ (c_{\text{mir}}(z_i) - x_i)^2 - (a_i + b_i - c_{\text{mir}}(z_i) - x_i)^2 \right] = \\
= \sum_{i=1}^{n} \left[ (a_i + b_i - 2c_{\text{mir}}(z_i))(a_i + b_i - 2x_i) \right]. \tag{10}
\]

Thus, if \( c_{\text{mir}}(z_i) - (a_i + b_i)/2 \) and \( x_i - (a_i + b_i)/2 \) have the same sign for all \( i = 1, n \), meaning that \( c_{\text{mir}}(z) \) and \( x \) belong to the same quadrant with respect to \( (a_i + b_i)/2 \), it follows that \( \|d_{\text{tor}}\|^2 \geq \|d_{\text{mir}}\|^2 \). By combining this result with the property related to the scalar products it follows that \( \cos(d, d_{\text{mir}}) \geq \cos(d, d_{\text{tor}}) \) always when \( F \leq 0.5 \) and the corrected and the target elements are in the same quadrant.

\[\square\]

**A.3 (Dis)similarity Between Search Directions: Cosine Similarity Analysis for One Infeasible Component—Section 4.3**

**Proposition 3:** If there is only one infeasible component, for example, \( z_k > b_k \), and the norm of the search direction \( DE \) satisfies \( \|d\|^2 = \sum_{i=1}^{n}(z_i - x_i)^2 \geq 2(z_k - x_k)(z_k - b_k) \), then the cosine similarity between the \( DE \) search direction and the direction induced by \( sat \) is greater than the cosine similarity between the \( DE \) search direction and the direction induced by any other SDIS which generate components inside \( (a_k, b_k) \).

**Proof:** If \( d_c \) denotes the search direction induced by an SDIS and \( z_k \) is the infeasible component, then the cosine between the \( DE \) direction, \( d \), and the modified one is:
\[
\cos(d, d_c) = \frac{\|d\|^2 + (z_k - x_k)(c(z_k) - x_k) - (z_k - x_k)^2}{\|d\|\sqrt{\|d_c\|^2 + (c(z_k) - x_k)^2 - (z_k - x_k)^2}} = \\
= \frac{\|d\|^2 + (c(z_k) - z_k)(z_k - x_k)}{\|d\|\sqrt{\|d_c\|^2 + (c(z_k) - x_k)^2 - (z_k - x_k)^2}}. \tag{11}
\]

To compare \( \cos(d, d_c) \) for different SDISs, let us define the function:
\[
C(D, \delta_c, \delta) = \frac{(D + \delta_c - \delta)^2}{D + \delta_c^2 - \delta^2} \tag{12}
\]

From Eqs. (11) and (12) it follows that \( C(\|d\|^2, c(z_k) - x_k, z_k - x_k)/\|d\|^2 = \cos^2(d, d_c). \) Thus to compare \( \cos(d, d_{\text{sat}}) \) and \( \cos(d, d_c) \) it is enough to compare \( C(\|d\|^2, c_{\text{sat}}(z_k) - x_k, z_k - x_k) \) with \( C(\|d\|^2, c(z_k) - x_k, z_k - x_k), c(z_k) \) being a corrected value which belongs to \( (a_k, b_k) \). Let us consider the case where \( z_k > b_k \), thus \( c_{\text{sat}}(z_k) = b_k \). To find sufficient conditions that ensure that \( \cos(d, d_{\text{sat}}) \geq \cos(d, d_c) \), one can solve the inequality
\[
C(D, \delta_{\text{sat}}, \delta) - C(D, \delta_c, \delta) \geq 0 \tag{13}
\]
with respect to \( \delta_c \), taking into account the fact that the following conditions are always satisfied:
A.4 Influence of the SDIS on the Population Diversity—Section 4.4

Proposition 4: If the current population is uniformly distributed on \([0, 1]\), the variance of the mutants corrected by applying \(\text{mir}\) is

\[
\text{var}[c_{\text{mir}}(Z)] = \frac{F^2}{10} - \frac{F}{4} + \frac{1}{4}.
\]

Proof: According to Ali and Fatti (2006), the infeasible individuals obtained by applying a \(\text{DE/rand/1}\) (with \(F \in [0.5, 1]\)) mutation on a uniformly distributed scalar population follow distributions given by:

\[
f_{Z_{ib}}(z) = \frac{1}{F} \int_{0}^{z+F} \left(1 - \frac{x-z}{F}\right) dx = \frac{(F+z)^2}{2F^2} \quad (-F \leq z < 0) \tag{14}
\]

and

\[
f_{Z_{ub}}(z) = \frac{1}{F} \int_{z-F}^{1} \left(1 - \frac{z-x}{F}\right) dx = \frac{(1+F-z)^2}{2F^2} \quad (1 < z \leq 1+F) \tag{15}
\]

For \(F \in (0, 0.5)\), it can be proved that under the same assumption of uniformly distributed individuals in the current population, infeasible mutants follow the same distributions (differences appear only in the distribution of feasible mutants). In order to ensure that Eqs. (14) and (15) correspond to truncated probability distributions on \([-F, 0]\) and \((1, 1+F]\), respectively, each of the functions should be multiplied by \(6/F\).

The variance and mean of \(Z_{ib}\) and \(Z_{ub}\) are \(\text{var}[Z_{ib}] = \text{var}[Z_{ub}] = 3F^2/80\) and \(\mathbb{E}[Z_{ib}] = -F/4, \mathbb{E}[Z_{ub}] = 1 + F/4\), respectively.

Using \(Z_{\text{mir}}^{\text{ib}} = -Z_{ib}\) and \(Z_{\text{mir}}^{\text{ub}} = 2 - Z_{ub}\) to denote the random variables corresponding to the individuals corrected by \(\text{mir}\) it follows that \(\mathbb{E}[Z_{\text{mir}}^{\text{ib}}] = F/4\) and \(\mathbb{E}[Z_{\text{mir}}^{\text{ub}}] = 1 - F/4\). Since mirroring does not change the variance of the random variable, it follows that \(\text{var}[Z_{\text{mir}}^{\text{ib}}] = \text{var}[Z_{\text{mir}}^{\text{ub}}] = 3F^2/80\).

The random variable, \(c_{\text{mir}}(Z)\), corresponding to the population of corrected individuals can be interpreted as a mixture of variables \(Z_{\text{mir}}^{\text{ib}}\) and \(Z_{\text{mir}}^{\text{ub}}\)with mixing weights \(w_{ib} = w_{ub} = 1/2\), as in the absence of a selection pressure there should be no difference
between the probabilities of violating the lower or the upper bound. The variance of the mixture satisfies Eq. (16).

\[
\text{var}[c_{\text{mir}}(Z)] = w_{lb}\text{var}[Z_{lb}^{\text{mir}}] + w_{ub}\text{var}[Z_{ub}^{\text{mir}}] + w_{lb}(\mathbb{E}[Z_{lb}^{\text{mir}}])^2 + w_{ub}(\mathbb{E}[Z_{ub}^{\text{mir}}])^2 - (w_{lb}\mathbb{E}[Z_{lb}^{\text{mir}}] + w_{ub}\mathbb{E}[Z_{ub}^{\text{mir}}])^2
\]

(16)

By replacing in Eq. (16) the mixing weights \( w_{lb} \) and \( w_{ub} \) with 1/2, the variance and the mean of \( Z_{lb}^{\text{mir}} \) and \( Z_{ub}^{\text{mir}} \) with the values mentioned above, one obtains that

\[
\text{var}[c_{\text{mir}}(Z)] = \frac{1}{2} \left( \frac{3F^2}{40} + \left( \frac{F}{4} \right)^2 + \left( 1 - \frac{F}{4} \right)^2 \right) - \frac{1}{4} \left( \frac{F}{4} + 1 - \frac{F}{4} \right)^2
\]

(17)

**Proposition 5:** Let us consider that \( p \in [0, 1] \) denotes the fraction of infeasible components which violate the lower bound. The variance of the mutants corrected by applying COTN is:

\[
\text{var}[c_{\text{COTN}}(Z)] = \left( \left( 1 + \frac{8}{9\pi} - \frac{4}{3} \sqrt{\frac{2}{\pi}} \right) p(1 - p) + \frac{\pi - 2}{9\pi} \right) (b - a)^2.
\]

(18)

**Proof:** Let us consider the distribution probability, \( f_{\text{COTN}}^{lb} \), corresponding to corrected components obtained by applying COTN in the case when the lower bound has been violated:

\[
f_{\text{COTN}}^{lb}(v) = \frac{2}{\sigma \sqrt{2\pi}} \exp\left( -\frac{(v-a)^2}{2\sigma^2} \right), \quad v \in [a, \infty).
\]

(19)

The mean of this probability distribution is \( a + \sigma \sqrt{2/\pi} \) and the variance is \((1 - 2/\pi)\sigma^2\). In the case of the violation of the upper bound, the corrected components have the distribution:

\[
f_{\text{COTN}}^{ub}(v) = \frac{2}{\sigma \sqrt{2\pi}} \exp\left( -\frac{(b-v)^2}{2\sigma^2} \right), \quad v \in (-\infty, b]
\]

(20)

for which the mean is \( b - \sigma \sqrt{2/\pi} \), and the variance is again \((1 - 2/\pi)\sigma^2\).

The variance of the mixture, computed using the same approach as in Eq. (16), the weight \( w_{lb} = p \) for the distribution corresponding to lower bound violation, and the weight \( w_{ub} = (1 - p) \) for the upper bound violation case, is that given in Eq. (18) which becomes \((1 + 12(1 - \sqrt{2/\pi}))(b - a)^2/36 = 0.095(b - a)^2\) when \( p = 1/2\). □

**Remark 2:** The comparison between the standard deviation of the populations of individuals corrected using sat, mir, COTN and uni is illustrated in Figure 13. For the same SDISs, Figure 14 illustrates the evolution of the standard deviation of the entire population over the first 100 generations corresponding to the same values of \( F \) and \( C_r \) as those used in the experimental analysis presented in Section 5.3.

**A.5 Analysis of Cosine Similarity Distribution—Section 5.2**

**Proposition 6:** If \( X \) and \( Y \) are two independent random variables such that their cumulative distribution functions, \( F_X \) and \( F_Y \), satisfy \( F_X(x) \geq F_Y(x) \), then the probability that \( X \) is smaller than \( Y \) is greater than 0.5, that is, it is more likely that \( X \) is smaller than \( Y \) than the other way around.
The Importance of Being Constrained

Figure 13: Standard deviation of the population of corrected elements (sat, mir, COTN, and uni) under the assumption that the distribution of the current population is close to the uniform distribution on [0, 1].

Figure 14: Theoretical influence of SDIS (sat, mir, COTN, and uni) and of $C_r$ and $F$ on the evolution of the expected standard deviation of the population (DE/rand/1/bin, population size of 100, $n = 30$).

Proof: The cumulative distribution function of $Z = X - Y$ satisfies:

$$F_Z(z) = \int_{-\infty}^{\infty} \int_{-\infty}^{y+z} f_{XY}(x, y) \, dx \, dy = \int_{-\infty}^{\infty} \int_{-\infty}^{y+z} f_X(x) f_Y(y) \, dx \, dy.$$  \hfill (21)
Since $F_X(x) \geq F_Y(x)$, it follows that the probability density functions $f_X$ and $f_Y$ satisfy the same property, that is, $f_X(x) \geq f_Y(x)$. On the other hand, the probability that $X$ is smaller than $Y$ is $P(Z \leq 0) = F_Z(0)$ which satisfies:

$$F_Z(0) = \int_{-\infty}^{\infty} \int_{-\infty}^{y} f_X(x) f_Y(y) dx dy$$

$$\geq \int_{-\infty}^{\infty} \int_{-\infty}^{y} f_Y(x) f_Y(y) dx dy$$

$$= \int_{-\infty}^{\infty} f_Y(y) \left( \int_{-\infty}^{y} f_Y(x) dx \right) dy$$

$$= \int_{-\infty}^{\infty} f_Y(y) F_Y(y) dy = \int_{-\infty}^{\infty} F'_Y(y) F_Y(y) dy$$

$$= \frac{1}{2} \int_{-\infty}^{\infty} (F_Y^2(y))' dy = \frac{1}{2}.$$  \hspace{1cm} (22)

Thus $P(X \leq Y) \geq 0.5$. \hspace{1cm} □