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Abstract. Squarefree powers of edge ideals are intimately related to matchings of the underlying graph. In this paper we give bounds for the regularity of squarefree powers of edge ideals, and we consider the question of when such powers are linearly related or have linear resolution. We also consider the so-called squarefree Ratliff property.

Introduction

The study of regularity of edge ideals arising from finite simple graphs and of their powers is one of the current trends of commutative algebra. In fact, in the last decade a huge number of papers on this topic has been published. In the present paper, instead of the ordinary powers of edge ideals, their squarefree powers will be systematically discussed. Our study on squarefree powers of edge ideals is closely connected with the classical theory of matchings of finite simple graphs. This is part of the motivation to study squarefree powers.

Let $G$ be a finite simple graph on $[n] = \{1, \ldots, n\}$ with $E(G)$ its edge set. Recall that a finite graph $G$ is simple if $G$ admits no loop and no multiple edge. Let $K$ be a field and $S = K[x_1, \ldots, x_n]$ the polynomial ring in $n$ variables over $K$. We associate each edge $e = \{i, j\}$ of $G$ with the monomial $x_i x_j$ of $S$. We usually identify the edge $e$ and its corresponding monomial in $S$. The edge ideal of $G$ is the monomial ideal $I(G)$ of $S$ which is generated by those monomials $e = x_i x_j$ with $e \in E(G)$.

It was shown by Fröberg [9] that $I(G)$ has linear resolution if and only if the complementary graph $\overline{G}$ of $G$ is a chordal graph, where $\overline{G}$ is the graph with vertex set $[n]$ and edge set $\{\{i, j\} : \{i, j\} \notin E(G)\}$. Recall that a chordal graph is a finite simple graph in which any cycle of length greater than 4 has a chord. Furthermore, by virtue of Dirac’s theorem on chordal graphs together with the modern theory of Gröbner bases, it was proved in [13] that all powers of $I(G)$ have linear resolution if and only if $\overline{G}$ is chordal.

One of the recent targets is to classify those graphs $G$ for which the second power $I(G)^2$ of $I(G)$ has linear resolution. A finite simple graph $G$ is called gap-free if, for edges $e$ and $e'$ of $G$ with $e \cap e' = \emptyset$, there is $e'' \in E(G)$ with $e \cap e'' \neq \emptyset$ and $e' \cap e'' \neq \emptyset$. It follows that if $I(G)^2$ has linear resolution, then $G$ is gap-free. Its converse turned out to be false (Nevo and Peeva [18]). On the other hand, several sufficient conditions are known ([1, 7, 8]). Nowadays, one of the reasonable conjectures is that $I(G)^k$ has linear resolution for all $k \gg 0$ if and only if $G$ is gap-free.
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Now, apart from the subject of (ordinary) powers, we turn to the description of the present paper. Let $I$ be a squarefree monomial ideal in $S$. For any $k \geq 1$ we denote by the $I^{[k]}$ the $k$th squarefree power of $I$ which is defined to be the squarefree monomial ideal generated by the squarefree monomials in $I^k$. Note that $I^{[k]} = (0)$ for $k \gg 0$. Indeed, if we consider $I$ to be the edge ideal of a hypergraph, then the highest non-vanishing squarefree power of $I$ coincides with the so-called packing number of the hypergraph.

In this paper we are interested in squarefree powers of edge ideals of graphs. A finite set of edges $M = \{e_1, \ldots, e_k\}$ of $G$ is called a matching of $G$ if $e_i \cap e_j = \emptyset$ for $1 \leq i < j \leq n$. If a matching $M$ consists of $k$ edges, then $M$ is called a $k$-matching. The matching number of $G$, denoted by $\nu(G)$, is the maximum cardinality of matchings of $G$. Given a matching $M = \{e_1, \ldots, e_k\}$, we write $u_M$ for the squarefree monomial $\prod_{i=1}^k e_i$ of $S$. The squarefree $k$th power of the edge ideal $I(G)$ is

$$I(G)^{[k]} = (u_M : M \text{ is a } k\text{-matching of } G)$$

and $I(G)^{[k]} = (0)$ for $k > \nu(G)$. Thus, in particular, $I(G)$ itself is the squarefree first power of $I(G)$. In [1] Theorem 5.1] it was shown that the last non-vanishing squarefree power of $I(G)$, namely $I(G)^{[\nu(G)]}$, has linear quotients. This shows that squarefree powers of ideals have a quite different behaviour than ordinary powers. Another such instance is the behaviour of the function $g(k) = \mu(I(G)^{[k]})$. Here $\mu(I)$ denoted the minimal number of generators of an ideal. While the function $f(k) = \mu(I(G)^{[k]})$ is a strictly increasing function, unless $G$ consists of only one edge, the function $g(k)$ in the range $1, \ldots, \nu(G)$ is unimodal, see [10].

Following [3], in the present paper, we found the basis for the study of squarefree powers of edge ideals.

We sketch out this paper. First, the role of Section 1 is to fix notation and to supply fundamental results which will be required in the sequel. Especially, in addition to the matching number $\nu(G)$ of a finite simple graph $G$, the induced matching number $\nu_1(G)$ together with the restricted matching number $\nu_0(G)$ of $G$ are introduced. These three invariants of finite simple graphs play important roles in the study of squarefree powers of edge ideals.

Section 2 is devoted to the study on bounds for regularity of squarefree powers of edge ideals. It is known ([2, 3]) that

$$2k + \nu_1(G) - 1 \leq \text{reg}(I(G)^k) \leq 2k + \nu(G) - 1$$

for all $k \geq 1$. One cannot escape from the temptation to find the squarefree analogue of the above inequality. In this paper, we prove that

$$\text{reg}(I(G)^{[k]}) \geq 2k + \nu_1(G) - k$$

for all $1 \leq k \leq \nu_1(G)$. On the other hand, in consideration of the fact that $I(G)^{[\nu(G)]}$ has linear quotients, it is reasonable to expect the inequalities

$$\text{reg}(I(G)^{[k]}) \leq 2k + \nu(G) - k$$

for all $1 \leq k \leq \nu(G)$. So far, the proposed upper bound is unknown except for $k = 1$ and $k = \nu(G)$. We also prove this upper bound for $k = 2$. 


The topic of Section 3 is linearly related squarefree powers of edge ideals. It is shown that if $I(G)^{[k]}$ is linearly related, then $I(G)^{[k+1]}$ is linearly related. It then follows that there exists a smallest integer $\lambda(I(G))$ for which $I(G)^{[k]}$ is linearly related for all $k \geq \lambda(I(G))$. It is known [1] Lemma 5.2 that $\lambda(I(G)) \geq \nu_0(G)$. In general, however, $\lambda(I(G)) > \nu_0(G)$ happens. On the other hand, we prove that if $\nu_0(G) \leq 2$, then $I(G)^{[\nu_0(G)]}$ is linearly related.

Section 4 is devoted to the study of squarefree powers with linear resolution. The highlight is the result that if a tree $G$ possesses a perfect matching, then $I(G)^{[\nu_0(G)]}$ has linear resolution. The proof of this result relies on the distinguished properties of perfect matchings. A perfect matching of a finite simple graph $G$ is a maximum matching. If every maximal matching of $S$ indeterminates, where $G$ is the result that if a tree $e \in M$. Perfect matchings play a leading role in the classical matching theory of graphs.

Next, in Section 5, the forests $G$ with $\nu_0(G) \leq 2$ are completely classified. This classification indeed provides the complete list of forests $G$ for which $I(G)^{[2]}$ has linear resolution. It would, of course, be of interest to classify all finite simple graphs $G$ with $\nu_0(G) \leq 2$.

Finally, the target of Section 6 is the squarefree Ratliff property. In homage to Ratliff [19], we say that an ideal $I$ satisfies the Ratliff property if $I^{k+1} : I = I^k$ for all $k \geq 1$. Not all monomial ideals satisfy the Ratliff property. However it is known [17] that every edge ideal satisfies the Ratliff property. The corresponding colon ideals of squarefree powers behave quite different. In fact, it is shown that if $I$ is any squarefree monomial ideal, then $I^{[k]} : I = I^{[k]}$ for all $k \geq 2$. When $I(G)$ is an edge ideal of $G$ with no isolated vertex, by using a simple technique of matchings, it can be easily proved that $I(G)^{[k]} : I(G)^{[2]} = I(G)^{[k]}$ for $2 \leq k \leq \nu(G)$. The question arises whether $I(G)^{[k]} : I(G)^{[\ell]} = I(G)^{[k]}$ for all $k$ and all $\ell < k$. We conclude the present paper by giving a partial answer to this question. To this end we discuss edge ideals of equimatchable graphs. A finite simple graph $G$ is called equimatchable if every maximal matching of $G$ is maximum. It is shown that if $G$ is equimatchable and if $k$ and $\ell$ are integers with $1 \leq \ell < k \leq \nu(G)$, then $I(G)^{[k]} : I(G)^{[\ell]} = I(G)^{[k]}$.

1. Preliminaries

In this section we fix notation and recall some technical results which will be used in the sequel. Throughout this paper $S$ denotes the polynomial ring $K[x_1, \ldots, x_n]$ in $n$ indeterminates, where $K$ is a field. Let $I$ be a monomial ideal in $S$. We denote by $G(I)$ the unique set of monomial generators of $I$.

Let graph $G$ be a finite simple graph on the vertex set $V(G) = \{x_1, \ldots, x_n\}$ and the edge set $E(G)$. In this paper we often identify an edge $e = \{a, b\}$ with its corresponding monomial $e = ab$ and we denote the edge by $(ab)$. Throughout the paper we denote by $G - e$ the graph on the same vertex set as $G$ obtained by removing the edge $e$ from $G$. For any $W \subseteq V(G)$, the induced subgraph of $G$ on $W$, denoted by $G_W$ is the graph with the vertex set $W$ and the edge set $\{e \in E(G) : e \subseteq W\}$. Then, for any $W \subseteq V(G)$ we denote by $G - W$ the induced subgraph $G_{V(G) \setminus W}$ of $G$. We denote the set of vertices of $G$ which are adjacent to a vertex $x$ of $G$ by $N_G(x)$. Moreover, we set $N_G[x] = N_G(x) \cup \{x\}$.
An induced matching of $G$ is a matching which is an induced subgraph of $G$. We denote by $\nu_1(G)$ the induced matching number of $G$ which is the maximum size of an induced matching in $G$. An induced matching of size 2 is called a gap of $G$. A restricted matching of $G$ was defined in [4] to be a matching in which there exists an edge which provides a gap in $G$ with any other edge in the matching. The maximum size of a restricted matching in $G$ is denoted by $\nu_0(G)$. It follows from the definitions that

$$\nu_1(G) \leq \nu_0(G) \leq \nu(G).$$

Let $I$ be a monomial ideal in $S$ generated in degree $d$. We define the graph $G_I$ whose vertex set is $G(I)$ and its edge set is

$$E(G_I) = \{\{u,v\} : u, v \in G(I) \text{ with } \deg(\lcm(u,v)) = d + 1\}.$$

For all $u, v \in G(I)$ let $G_I^{(u,v)}$ be the induced subgraph of $G_I$ with vertex set

$$V(G_I^{(u,v)}) = \{w \in G(I) : w \text{ divides } \lcm(u,v)\}.$$

Let $I \subset S$ be a graded ideal generated in a single degree. The ideal $I$ is said to be linearly related, if the first syzygy module of $I$ is generated by linear relations.

The following result was shown in [4, Corollary 2.2].

**Theorem 1.1.** Let $I$ be a monomial ideal generated in degree $d$. Then $I$ is linearly related if and only if for all $u, v \in G(I)$ there is a path in $G_I^{(u,v)}$ connecting $u$ and $v$.

For the proof of the next corollary we will use the so-called restriction lemma.

**Lemma 1.2.** ([12, Lemma 4.4]) Let $I \subset S$ be a monomial ideal, and let $F$ be its minimal multigraded free $S$-resolution. Furthermore, let $m$ be a monomial. We set

$$I^{\leq m} = (u \in G(I) : u|m).$$

Let $F_i = \bigoplus_j S(-a_{ij})$. Then $F^{\leq m}$ with

$$F_i^{\leq m} = \bigoplus_{j, x^{a_{ij}}|m} S(-a_{ij})$$

is a subcomplex of $F$ and the minimal multigraded free resolution of $I^{\leq m}$.

As an immediate consequence of Lemma 1.2 we get

**Corollary 1.3.** Let $H$ be an induced subgraph of $G$. Then $b_{i,a}(I(H)^{[k]}) \leq b_{i,a}(I(G)^{[k]})$ for all $i$ and $a \in \mathbb{Z}^n$. In particular, $\text{proj dim}(I(H)^{[k]}) \leq \text{proj dim}(I(G)^{[k]})$ and $\text{reg}(I(H)^{[k]}) \leq \text{reg}(I(G)^{[k]})$.

**Corollary 1.4.** Let $I$ be a monomial ideal generated in degree $d$, and let $m$ be a monomial of degree $d + 2$. Suppose for any $u, v \in G(I)$ with $\lcm(u,v) = m$ there exists a path in $G_I^{(u,v)}$ connecting $u$ and $v$. Then $b_{1,m}(I) = 0$. 
Proof. Let $I' = I^{\leq m}$. By the restriction lemma we have $b_{1,w}(I) = b_{1,w}(I')$ for all $w | m$. Therefore, it suffices to show that $I'$ is linearly related. Let $u, v \in G(I')$. If $\deg(\lcm(u, v)) = d + 2$, then $\lcm(u, v) = m$. Therefore, by our assumption there exists a path in $G_{I'}^{(u, v)} = G_{I}^{(u, v)}$ connecting $u$ and $v$. If $\deg(\lcm(u, v)) = d + 1$, then $u$ and $v$ are connected by an edge by definition. Hence Theorem 1.1 implies that $I'$ is linearly related.

The next lemma describes another case for the vanishing of $b_{1,m}(I)$.

Lemma 1.5. Let $I$ be a monomial ideal and let $m$ be a monomial. Suppose for all $u, v \in G(I)$ with $\lcm(u, v) = m$ there exists $w \in G(I) \setminus \{u, v\}$ such that

(i) $\lcm(u, v, w) = m$;
(ii) $\lcm(u, w) \neq m$ and $\lcm(v, w) \neq m$.

Then $b_{1,m}(I) = 0$.

Proof. Let $G(I) = \{u_1, \ldots, u_r\}$. For the proof we use the Taylor resolution $T$ associated with $u_1, \ldots, u_r$ (see [20]). Recall that $T_k$ is a free $S$-module with basis $e_{i_1} \wedge e_{i_2} \wedge \cdots \wedge e_{i_k}$ with $1 \leq i_1 < i_2 < \cdots < i_k \leq r$ and

$$\deg(e_{i_1} \wedge e_{i_2} \wedge \cdots \wedge e_{i_k}) = \lcm(u_{i_1}, u_{i_2}, \ldots, u_{i_k}).$$

The chain map $T_2 \to T_1$ is given by $e_i \wedge e_j \mapsto (\lcm(u_i, u_j)/u_i)e_j - (\lcm(u_i, u_j)/u_j)e_i$, and $T_3 \to T_2$ is defined by

$$e_i \wedge e_j \wedge e_k \mapsto \frac{\lcm(u_i, u_j, u_k)}{\lcm(u_j, u_k)}e_j \wedge e_k - \frac{\lcm(u_i, u_j, u_k)}{\lcm(u_i, u_k)}e_i \wedge e_k + \frac{\lcm(u_i, u_j)}{\lcm(u_i, u_j)}e_i \wedge e_j.$$

Since the Taylor resolution is a $S$-free resolution of $S/I$ it follows that

$$b_{1,m}(I) = \dim_K H_2(T \otimes_S K)_m.$$

The cycles in $T \otimes_S K$ of degree $m$ and of homological degree 2 are all of the form $(e_i \wedge e_j) \otimes 1$ with $i < j$ and $\lcm(u_i, u_j) = m$. Thus we have to show that these elements are boundaries in $T \otimes_S K$. We set $u = u_i$ and $v = u_j$. By our assumptions there exists $w \in G(I) \setminus \{u, v\}$ satisfying (i) and (ii). There exists $k \neq i, j$ such that $w = u_k$. Without loss of generalities we may assume that $i < j < k$. Then $(e_i \wedge e_j \wedge e_k) \otimes 1 \mapsto (e_i \wedge e_j) \otimes 1$, because of (i) and (ii).

2. Bounds for the regularity of squarefree powers of edge ideals

In this section we give upper and lower bounds of the regularity of squarefree powers of edge ideals.

Theorem 2.1. Let $G$ be graph. Then $\reg(I(G)^{[k]}) \geq 2k + \nu_1(G) - k$ for all $k \leq \nu_1(G)$.

Proof. Let $r = \nu_1(G)$. There exists an induced subgraph $H$ with $r$ edges which forms an induced matching of $G$. By Corollary 1.3 it follows that $\reg(I(G)^{[k]}) \geq \reg(I(H)^{[k]})$. Thus it suffices to show that $\reg(I(H)^{[k]}) \geq 2k + r - k$. We set $I = I(H)$ and claim that

$$b_{r-k,2r}(I^{[k]}) \neq 0.$$

The theorem follows once we have proved this claim.
Proof. It is clear that \( u \) the other containment, let \( I \) be a monomial in the polynomial ring \( R = K[z_1, \ldots, z_r] \).

Let \( I \) result, the following lemmata are required. For the rest of this section we adopt the degree has linear quotients, then it has linear resolution as well.

Thus, since \( b_{r-k,r}(J[k]) = 0 \), the desired result follows. \( \square \)

Theorem 2.4. \([11, Theorem 5.1]\) Let \( G \) be a graph. Then \( I(G)^{[\nu(G)]} \) has linear quotients.

Recall that a monomial ideal has linear quotients if its minimal generators can be ordered as \( u_1, \ldots, u_m \) such that the ideal \( (u_1, \ldots, u_{j-1}) : u_j \) is generated by variables for each \( j = 2, \ldots, m \). It is well known that if a monomial ideal generated in same degree has linear quotients, then it has linear resolution as well.

Now we prove the proposed upper bound in Question 2.3 for \( k = 2 \). To prove this result, the following lemmata are required. For the rest of this section we adopt the convention that \( \text{reg}(I) = 1 \) when \( I = (0) \).

Lemma 2.5. Let \((ab)\) be an edge of \( G \). Then

\[
I(G)^{[2]} : ab = I(G - \{a, b\}) + \langle cd : c \in N_G(a), d \in N_G(b), c \neq d \text{ and } c, d \notin \{a, b\}\rangle.
\]

In particular, \( I(G)^{[2]} : ab \) is the edge ideal of a graph.

Proof. It is clear that \( I(G)^{[2]} : ab \) contains the ideal on the right-hand side. To see the other containment, let \( u \) be a monomial in \( I(G)^{[2]} : ab \). Then there exist variables

For the regularity of ordinary powers of edge ideals the following upper bound was established.

Theorem 2.2. \([2, Theorem 3.4]\) For all \( k \geq 1 \), \( \text{reg}(I(G)^k) \leq 2k + \nu(G) - 1 \).

By applying the restriction lemma (Lemma 1.2) we see that any upper bound for the regularity of ordinary powers of edge ideals is also an upper bound for the regularity of the squarefree powers.

We expect however a stronger bound for squarefree powers.

Question 2.3. For all \( k \leq \nu(G) \) does \( \text{reg}(I(G)^{[k]}) \leq 2k + \nu(G) - k \) hold?

This upper bound is valid for \( k = 1 \) because of Theorem 2.2 and for \( k = \nu(G) \) because of the following theorem

Theorem 2.4. \([11, Theorem 5.1]\) Let \( G \) be a graph. Then \( I(G)^{[\nu(G)]} \) has linear quotients.
Let \( I \) be a monomial ideal and let \( u \) be a monomial of degree \( d \). Then

(i) \( \text{reg}(I) \leq \max\{\text{reg}(I : u) + d, \text{reg}(I, u)\} \),

(ii) for any variable \( x \), \( \text{reg}(I, x) \leq \text{reg}(I) \).

Lemma 2.7. Let \( I \) and \( J \) be monomial ideals generated in disjoint sets of variables. Then \( \text{reg}(I + J) = \text{reg}(I) + \text{reg}(J) - 1 \).

Lemma 2.8. Let \((ab)\) be an edge of \( G \). Suppose that \( N_G(x) \subseteq \{a, b\} \) for each \( x \in (N_G(a) \cup N_G(b)) \setminus \{a, b\} \). Then \( \text{reg}(I(G)[2] : ab) \leq \nu(G) \).

Proof. Let \( H \) be the graph whose edge ideal is \( I(G)[2] : ab \). By our assumption, the induced subgraph of \( G \) on \( N_G(a) \cup N_G(b) \) is a connected component of \( G \). Therefore, \( G \) is the disjoint union of \( G_{N_G(a) \cup N_G(b)} \) and some subgraph, say \( G_1 \). Observe that \( \nu(G_{N_G(a) \cup N_G(b)}) \leq 2 \) and \( \nu(G) = \nu(G_1) + \nu(G_{N_G(a) \cup N_G(b)}) \). Let \( H_1 \) be the graph defined by \( I(H_1) := (xy : x \in N_G(a), y \in N_G(b), x \neq y \text{ and } x, y \notin \{a, b\}) \). By Lemma 2.5 we get

\[
I(H) = I(G_1) + I(H_1)
\]

where the ideals \( I(G_1) \) and \( I(H_1) \) are generated in disjoint sets of variables. Therefore, by Lemma 2.7 we have

\[
\text{reg}(I(H)) = \text{reg}(I(G_1)) + \text{reg}(I(H_1)) - 1.
\]

Observe that \( H^c \) is a disjoint union of some complete graphs. Therefore by [9, Theorem 1] we have \( \text{reg}(I(H_1)) \leq 2 \). Using Eq. (1) and Theorem 2.2 we get

\[
\text{reg}(I(H)) \leq \nu(G_1) + 1 + \text{reg}(I(H_1)) - 1 = \nu(G_1) + \text{reg}(I(H_1)).
\]

If \( \nu(G_{N_G(a) \cup N_G(b)}) = 2 \), then the result follows. Next, assume that \( \nu(G_{N_G(a) \cup N_G(b)}) = 1 \). This implies that \( H_1 \) has no edges. Indeed, if \( (xy) \) is an edge of \( H_1 \) for some \( x \in N_G(a) \) and \( y \in N_G(b) \), then the edges \( (xa) \) and \( (yb) \) provide a 2-matching in \( G_{N_G(a) \cup N_G(b)} \), a contradiction. Thus, by our convention we have \( \text{reg}(I(H_1)) = 1 \), which together with Eq. (1) and Theorem 2.2 yield the desired result.

In the next lemma, we show that the statement of Lemma 2.8 remains valid without any extra assumption on the choice of the edge \((ab)\).

Lemma 2.9. Let \((ab)\) be an edge of \( G \). Then \( \text{reg}(I(G)[2] : ab) \leq \nu(G) \).

Proof. We proceed by induction on the number of vertices of the graph. If the graph \( G \) is just the edge \((ab)\), then the result follows from our convention about the zero ideal. So, suppose that \( G \) is not just an edge, and let \( H \) be the graph such that \( I(H) = I(G)[2] : ab \). Now we distinguish the following cases:

\[
x, y \text{ different from } a, b \text{ with } x \neq y \text{ dividing } u \text{ such that either } (xy)(ab) \text{ or } (xa)(yb) \text{ is a 2-matching of } G. \text{ This implies that } u \text{ belong to the right-hand side.} \quad \square
\]
Theorem 2.11. \(\text{power of edge ideals.}\)

For any \(\nu(H)\) where the last inequality follows from Theorem 2.2.

Case 2: Suppose that \(N_G(a) \cup N_G(b) \neq \{a, b\}\). By Lemma 2.8 we may assume that there exists a vertex \(x \in (N_G(a) \cup N_G(b)) \setminus \{a, b\}\) such that \(N_G(x) \not\subseteq \{a, b\}\). We may assume that \((ax)\) is an edge of \(G\), and let \(y \in N_G(x)\) with \(y \notin \{a, b\}\). By Lemma 2.6 we have

\[
\text{reg}(I(H)) \leq \max\{\text{reg}(I(H - \{x\})), \text{reg}(I(H - N_H[x])) + 1\}.
\]

Then, it remains to show that \(\text{reg}(I(H - \{x\})) \leq \nu(G)\) and \(\text{reg}(I(H - N_H[x])) \leq \nu(G) - 1\). Observe that

\[
I(H - \{x\}) = I(G - \{x\})^{[2]} : ab
\]

and thus by induction hypothesis

\[
\text{reg}(I(H - \{x\})) \leq \nu(G - \{x\}) \leq \nu(G).
\]

Notice that \(H - N_H[x] = G - (N_G[b] \cup N_G[x])\) and any matching of \(G - (N_G[b] \cup N_G[x])\) can be extended to a matching of \(G\) by adding the edges \((ab)\) and \((xy)\). Therefore, \(\nu(H - N_H[x]) + 2 \leq \nu(G)\). Since \(\text{reg}(I(H - N_H[x])) \leq \nu(H - N_H[x]) + 1\) by Theorem 2.2 the result follows.

Lemma 2.10. Let \(G\) be a graph with \(I(G) = (e_1, \ldots, e_r)\). Then for every \(i > 1\)

\[
(I(G)^{[2]}, e_1, \ldots, e_{i-1}) : e_i = (I(G)^{[2]} : e_i) + J_i
\]

where either \(J_i = (0)\) or \(J_i\) is an ideal generated by some variables.

Proof. For any \(j < i\), if \(e_j\) and \(e_i\) have a common vertex, then \(e_j : e_i\) is a variable generator of \(J_i\). Otherwise \(e_j\) is a generator of \(I(G)^{[2]} : e_i\).

Now we are ready to prove our proposed upper bound for the second squarefree power of edge ideals.

Theorem 2.11. Let \(G\) be a graph. Then \(\text{reg}(I(G)^{[2]}) \leq 2 + \nu(G)\).

Proof. Let \(I(G) = (e_1, \ldots, e_r)\). First note that by Lemma 2.6 and Lemma 2.10 for every \(i > 1\) we have

\[
\text{reg}((I(G)^{[2]}, e_1, \ldots, e_{i-1}) : e_i) \leq \text{reg}((I(G)^{[2]} : e_i)).
\]

Keeping Lemma 2.9 in mind, we apply Lemma 2.6 repeatedly and we get

\[
\text{reg}(I(G)^{[2]}) \leq \max\{\text{reg}(I(G)^{[2]} : e_1) + 2, \text{reg}(I(G)^{[2]} : e_1)\}
\]

\[
\leq \max\{\nu(G) + 2, \text{reg}(I(G)^{[2]} : e_1)\}
\]

\[
\leq \max\{\nu(G) + 2, \text{reg}((I(G)^{[2]}, e_1) : e_2) + 2, \text{reg}(I(G)^{[2]} : e_1, e_2)\}
\]

\[
\leq \max\{\nu(G) + 2, \text{reg}(I(G)^{[2]} : e_1, e_2)\}
\]

\[
\leq :\]

\[
\leq \max\{\nu(G) + 2, \text{reg}(I(G))\}
\]

\[
\leq \max\{\nu(G) + 2, \nu(G) + 1\} = \nu(G) + 2,
\]

where the last inequality follows from Theorem 2.2
3. Linearly related squarefree powers

Let $G$ be a graph on $n$ vertices. In this section we want to discuss which squarefree powers $I(G)^{[k]}$ of $I(G)$ are linearly related. Unlike the ordinary powers (see \[4\] Theorem 3.1), being linearly related at some squarefree power does not guarantee the same property for all squarefree powers, by \[4\] Lemma 5.2 and Theorem 2.4. However, in the following, we show that if some squarefree power is linearly related, then all higher squarefree powers are linearly related as well.

**Theorem 3.1.** Suppose $I(G)^{[k]}$ is linearly related. Then $I(G)^{[k+1]}$ is linearly related.

**Proof.** Let $I = I(G)$, and let $u, v \in G(I^{[k+1]})$ with $u \neq v$. By Theorem 1.1 we need to show that there is a path between $u$ and $v$ in the graph $G_{I}^{(u,v)}$. Let $u = (a_1 b_1) \cdots (a_{k+1} b_{k+1})$ and $v = (a_1' b_1') \cdots (a_{k+1}' b_{k+1}')$.

We claim that there exist indices $i$ and $j$ such that

$$\{a_i, b_i\} \cap \{a_j', b_j'\} = \emptyset.$$  

Assuming the claim is proved, we find a desired path between $u$ and $v$ as follows. We may assume that $i = j = 1$. By our assumption $I^{[k]}$ is linearly related. Thus Theorem 1.1 implies that there is a path connecting $u' = (a_2 b_2) \cdots (a_{k+1} b_{k+1})$ and $v' = (a_2' b_2') \cdots (a_{k+1}' b_{k+1}')$ in $G_{I}^{(u', v')}$, say $u', z_1, \ldots, z_t, v'$. Then it follows from the choice of $i$ and $j$ that the sequence $u = (a_1 b_1) u', (a_1 b_1) z_1, \ldots, (a_1 b_1) z_t, (a_1 b_1) v'$ is a path connecting $u$ and $(a_1 b_1) v'$ in the graph $G_{I}^{(u, (a_1 b_1) v')}$. We denote this path by $P$. Now, let $w = (a_1 b_1)(a_2' b_2') \cdots (a_{k}' b_{k}')$ and $w' = (a_1 b_1)(a_2' b_2') \cdots (a_{k}' b_{k}')$. Since $I^{[k]}$ is linearly related, Theorem 1.1 implies that there is a path $w, y_1, \ldots, y_s, w'$ connecting $w$ and $w'$ in $G_{I}^{(w, w')}$. Then $w(a_{k+1}' b_{k+1}'), y_1(a_{k+1}' b_{k+1}'), \ldots, y_s(a_{k+1}' b_{k+1}'), w'(a_{k+1}' b_{k+1}') = v$ is a path connecting $w(a_{k+1}' b_{k+1}')$ and $v$ in $G_{I}^{(w(a_{k+1}' b_{k+1}'), v)}$. We denote this path by $P'$. Finally, since $w(a_{k+1}' b_{k+1}') = (a_1 b_1) v'$, we may compose the paths $P$ and $P'$ in $G_{I}^{(w, v')}$ to connect $u$ and $v$.

Proof of the claim: Since $u \neq v$, there exists an $i$ such that $a_i$ or $b_i$ does not belong to the support of $v$. We may assume that $a_i \notin \text{supp}(v)$. If $b_i \notin \text{supp}(v)$, then we may choose any $j = 1, \ldots, k+1$. On the other hand, if $b_i \in \text{supp}(v)$, namely $b_i \in \{a_{\ell}', b_{\ell}'\}$ for some $\ell = 1, \ldots, k+1$, then we may choose $j = \ell$. \qed

By Theorem 2.4 we know that the highest nonzero squarefree power of $I(G)$, namely $I(G)^{[\nu(G)]}$, has linear quotients. Thus, due to Theorem 3.1 there exists a smallest number $\lambda(I(G))$ with the property that $I(G)^{[k]}$ is linearly related for all $k \geq \lambda(I(G))$. In \[4\] Lemma 5.2 it was shown that $\lambda(I(G)) \geq \nu_0(G)$. In the same paper it was conjectured that $\lambda(I(G)) = \nu_0(G)$, see \[4\] Conjecture 5.3. However, the following examples show that in general $\lambda(I(G)) \neq \nu_0(G)$. Here we refer to this conjecture as the $\nu_0$-conjecture.

For example the graph $G$ shown in Figure 1 has $\nu_0(G) = 3$ while our computations with CoCoA shows that $I(G)^{[3]}$ is not linearly related as its Betti diagram is displayed below.

9
Also, for the graph $G'$ shown in Figure 2 we have $\nu_0(G') = 3$ and $I(G')[3]$ is not linearly related as we see in its Betti diagram in the following, even though the edge ideal of each component of $G'$ and its second squarefree power have both linear resolution.

\[
\begin{array}{ccc}
0 & 1 & 2 \\
6: & 14 & 19 & 6 \\
7: & - & 1 & 1 \\
\hline
\text{Tot:} & 14 & 20 & 7
\end{array}
\]

\[
\begin{array}{ccc}
0 & 1 & 2 \\
6: & 8 & 8 & 2 \\
7: & - & 1 & - \\
\hline
\text{Tot:} & 8 & 9 & 2
\end{array}
\]

Figure 1. A connected counterexample to the $\nu_0$-conjecture

Figure 2. A disconnected counterexample to the $\nu_0$-conjecture

The next result shows that the $\nu_0$-conjecture holds when $\nu_0(G) = 2$.

**Theorem 3.2.** Let $G$ be a graph with $\nu_0(G) \leq 2$. Then $I(G)^[k]$ is linearly related for all $k \geq 2$.

We postpone the proof of this theorem to the end of this section. First we would like to remark that in the statement of Theorem 3.2 the property of being linearly related cannot be replaced by having linear resolution. For example, let $G = C_7$ be the 7-cycle. Then $\nu_0(C_7) = 2$. Thus, by Theorem 3.2 $I(C_7)^[2]$ is linearly related. However, $I(C_7)^[2]$ does not have linear resolution, as can be seen from its Betti diagram given by CoCoA.
Hence it remains to show that $u, v \in G$. By Corollary 1.4, it suffices to show that for any $u \in G$, there is a path in $G$ such that the conditions (i) and (ii) of Lemma 1.5 are satisfied.

Let $u = (x_1 y_1)(x_2 y_2) \cdots (x_k y_k)$ where each $(x_i y_i) \in I$. Since $\deg(u) \geq 3k + 1$, there are at least $k + 1$ variables which divide $u$ but do not divide $u$. Suppose that $u = e_1 e_2 \cdots e_k$ for some $e_i \in G(I)$. Then there exists $i$ such that $e_i = x_{k+1} y_{k+1}$ and $\{x_{k+1}, y_{k+1}\} \cap \text{supp}(u) = \emptyset$. For simplicity we may assume that $i = 1$.

We also conclude that $|\text{supp}(u) \cap \text{supp}(u)| \leq k - 1$. Suppose that $(\text{supp}(u_1) \cap \text{supp}(u_2)) \cap \{x_j, y_j\} \neq \emptyset$ for all $j = 1, \ldots, k$. Then $|\text{supp}(u) \cap \text{supp}(u)| \geq k$, a contradiction. Therefore, there exists $x_j y_j$ for some $1 \leq j \leq k$ such that $(\text{supp}(u_1) \cap \text{supp}(u_2)) \cap \{x_j, y_j\} = \emptyset$. Hence, $\text{supp}(u_2) \cap \{x_j, y_j\} = \emptyset$, because $\{x_j, y_j\} \subset \text{supp}(u_1)$.

We may assume that $j = 1$. We choose $u_3 = (x_2 y_2)(x_3 y_3) \cdots (x_k y_k)(x_{k+1} y_{k+1})$ in $G(I[k])$. Then for this $u_3$, (i) is obviously satisfied. Moreover, condition (ii) holds, because $x_1 \nmid \text{lcm}(u_2, u_3)$ and $\text{lcm}(u_1, u_3)$ has degree $2k + 2$.

We are now ready to prove Theorem 3.2.

Proof of Theorem 3.2. Because of Theorem 3.3 it suffices to show that $I[2] = I(G)[2]$ is linearly related. By using the Taylor resolution [20] associated to $I$, we see that $b_{1,p}(I[2]) = 0$ for all $p > 8$. By Theorem 3.3, we also have $b_{1,p}(I[2]) = 0$ for $p = 7, 8$. Hence it remains to show that $b_{1,m}(I[2]) = 0$ for any squarefree monomial $m$ of degree 6. By Corollary 1.4 it suffices to show that for any $u, v \in G(I[2])$ with $\text{lcm}(u, v) = m$, there is a path in $G^{(u, v)}_{I[2]}$ connecting $u$ and $v$.

Let $m = abcd ef$ and $u = (ab)(cd)$. It is enough to consider the following cases:

Case 1. $v = (ab)(ef)$. Since $v_0(G) \leq 2$, the edge $(ab)$ does not form a gap with $(cd)$ and $(ef)$. Therefore, by symmetry, we may assume that $(ac)$ is an edge of $G$. Similarly the edge $(ef)$ cannot form a gap with $(ab)$ and $(cd)$. By symmetry, we may assume that $G$ must have one of the following edges: $(ea), (eb), (ec), (ed)$. According to these four different cases we provide a path in $G^{(u, v)}_{I[2]}$ connecting $u$ and $v$:

(i) $u, (ea)(cd), (ac)(ef), v$, if $(ea) \in E(G)$;
(ii) $u, (eb)(ac), v$, if $(eb) \in E(G)$;
(iii) $u, (ec)(ab), v$, if $(ec) \in E(G)$;
(iv) $u, (ed)(ab), v$, if $(ed) \in E(G)$.
Case 2. $v = (ac)(ef)$. Since $\nu_0(G) \leq 2$, by symmetry we may assume $(ec) \in E(G)$ or $(ed) \in E(G)$. In the first case we have the path $u, (ec)(ab), v$, and in the second case we have the path $u, (ed)(ac), v$ in $G^{(a,v)}_{[2]}$.

Case 3. $v = (ac)(bf)$. Since $\nu_0(G) \leq 2$, by symmetry we may assume $(ec) \in E(G)$ or $(ac) \in E(G)$. In the first case we have the path $u, (ec)(ab), v$, and in the second case we have the path $u, (bf)(ac), v$ in $G^{(a,v)}_{[2]}$.

Case 4. $v = (ae)(cf)$. We have the path $u, (ab)(cf), v$ in $G^{(a,v)}_{[2]}$. □

4. Squarefree powers with linear resolutions

In this section we study squarefree powers of edge ideals with linear resolution. As a main tool we use the following

Lemma 4.1. Let $G$ be a graph and let $e = (ab)$ be an edge of $G$ satisfying the following conditions:

1. $I(G - e)^{[k]}$ has linear resolution;
2. $I(G - \{a,b\})^{[k-1]}$ has linear resolution;
3. $L(G, e, k) := I(G - e)^{[k]} \cap (ab)I(G - \{a,b\})^{[k-1]}$ has $(2k+1)$-linear resolution.

Then $I(G)^{[k]}$ has linear resolution.

Proof. Note that $I(G)^{[k]} = I(G - e)^{[k]} + (ab)I(G - \{a,b\})^{[k-1]}$. So, we have the following short exact sequence

$$0 \to L(G, e, k) \to I(G - e)^{[k]} \oplus (ab)I(G - \{a,b\})^{[k-1]} \to I(G)^{[k]} \to 0.$$ 

Thus, we obtain the long exact sequence

$$\cdots \to \text{Tor}_i(L(G, e, k), K) \to \text{Tor}_i(I(G - e)^{[k]}, K) \oplus \text{Tor}_i((ab)I(G - \{a,b\})^{[k-1]}, K) \to \cdots$$

from which the desired conclusion follows by considering its graded components. □

In view of Lemma 4.1, it is important to have a description of the generators of the ideal $L(G, e, k)$.

Lemma 4.2. Let $e = (ab)$ be an edge of $G$. Suppose that for any $e_1 \cdots e_k \in I(G - e)^{[k]}$ with $e_i \in E(G - e)$ for $i = 1, \ldots, k$, there exists a vertex $c$ with $c \neq a, b$ such that $(ca)$ or $(cb) \in E(G)$, and there exists some $j$ with $c|e_j$ and $e_1 \cdots e_j \cdots e_k \in I(G - \{a,b\})^{[k-1]}$. Then $L(G, e, k)$ is generated in degree $2k + 1$.

Proof. Let $u \in G(L(G, e, k))$. Then

$$u = \text{lcm}(e_1 \cdots e_k, (ab)e_1' \cdots e_{k-1}^{'})$$

where $e_1 \cdots e_k \in I(G - e)^{[k]}$ with $e_i \in E(G - e)$ for all $i \in [k]$ and $e_1' \cdots e_{k-1}^{' \in I(G - \{a,b\})^{[k-1]}$ with $e_\ell' \in E(G - \{a,b\})$ for all $\ell \in [k-1]$. For $e_1 \cdots e_k$, there exist some $c$ and $j$ which satisfy the conditions of the lemma, and we may assume that $(cb) \in E(G)$. Note that the squarefree monomial $v = c(ab)e_1 \cdots e_j \cdots e_k$ divides $u$. Moreover, observe that $v \in L(G, e, k)$. Indeed, since $e_1 \cdots e_j \cdots e_k \in I(G -$
\{a, b\}^{[k-1]}, it follows that \(v \in (ab)I(G - \{a, b\})^{[k-1]}\). On the other hand, \(v \in I(G - e)^{[k]}\), because \((cb)e_1 \cdots e_j \cdots e_k \in I(G - e)^{[k]}\). Since \(v\) is of degree \(2k + 1\), the desired conclusion follows. \(\square\)

It follows from the proof of Lemma 4.2 that under the assumptions of the lemma we have the following description of the generators of \(L(G, e, k)\).

**Corollary 4.3.** Let \(e = (ab)\) be an edge of \(G\). Suppose the conditions of Lemma 4.2 are satisfied. Then \(L(G, e, k)\) is generated by the monomials of the form
\[c(ab)e_1 \cdots e_{k-1}\]
where (i) \(c \neq a, b\), (ii) \((ca)\) or \((cb) \in E(G)\), and (iii) \(e_1 \cdots e_{k-1} \in I(G - \{a, b, c\})^{[k-1]}\).

**Remark 4.4.** Let \(G\) be a tree on \(n\) vertices. It was shown in [1] page 1089 that \(\nu_0(G) \geq \nu(G) - 1\). In particular, this implies that \(\nu_0(G) = \nu(G) - 1\) when \(n > 2\) and \(G\) admits a perfect matching.

As an application of Lemma 4.1 and Corollary 4.3 we obtain

**Theorem 4.5.** Let \(G\) be a tree which admits a perfect matching. Then \(I(G)^{[\nu_0(G)]}\) has linear resolution.

**Proof.** Suppose that \(G\) has \(2t\) vertices. If \(G\) consists only of one edge, then \(\nu_0(G) = \nu(G)\) and the result follows from Theorem 2.4. Thus assume that \(G\) has more than one edge. Then we have \(\nu_0(G) = \nu(G) - 1 = t - 1\) by Remark 4.4. Now we use induction on \(t \geq 2\). If \(t = 2\), then \(G\) is just a path on 4 vertices. Then \(\nu_0(G) = 1\), and hence the result follows, since \(I(G)\) has linear resolution. We assume that \(t \geq 3\). By [15] Lemma 2.4, there exists a leaf \(a\), i.e. a vertex of degree 1, which has a neighbor \(b\) of degree 2. We denote the edge \((ab)\) by \(e\). Then we have
\[I(G)^{[t-1]} = I(G - e)^{[t-1]} + (ab)I(G - \{a, b\})^{[t-2]}\]

Note that \(I(G - e)^{[t-1]}\) has linear resolution by Theorem 2.4 since \(\nu(G - e) = t - 1\). Indeed, to see that \(\nu(G - e) = t - 1\), let \(M\) be a perfect matching for \(G\). Then \(e \in M\), since \(a\) is a leaf. Therefore, \(M \setminus \{e\}\) is a matching for \(G - e\), and hence \(\nu(G - e) \geq t - 1\). If \(\nu(G - e) = t\), then we get a contradiction, since \(|V(G - e)| = 2t\) and the vertex \(a\) is an isolated vertex of \(G - e\).

Next, observe that \(G - \{a, b\}\) is a tree which admits a perfect matching with \(\nu(G - \{a, b\}) = t - 1\). Therefore, \(\nu_0(G - \{a, b\}) = t - 2\) by Remark 4.4. Then by our induction hypothesis \(I(G - \{a, b\})^{[t-2]}\) has linear resolution.

Now we show that \(L(G, e, t - 1)\) is generated in degree \(2t - 1\). For this purpose, we observe that the conditions of Lemma 4.2 are satisfied for \(G\) and \(e = (ab)\). Given any \(e_1 \cdots e_{t-1} \in I(G - e)^{[t-1]}\), with \(e_i \in E(G - e)\), we choose \(c\) to be the neighbor of \(b\) different from \(a\). If none of the \(e_j\)'s contains \(c\), then none of them contains \(b\) as well. Therefore, \(e_1 \cdots e_{t-1}\) is of degree at most \(2t - 3\), a contradiction. Thus, there exists an \(e_j\) which contains \(c\). Moreover, \(e_1 \cdots e_j \cdots e_{t-1} \in I(G - \{a, b\})^{[t-2]}\), since \(e_j\) is the only edge among \(e_1, \ldots, e_{t-1}\) which can contain \(b\).

It follows from Corollary 4.3 that \(L(G, e, t - 1) = abcI(G - \{a, b, c\})^{[t-2]}\). Then by using Lemma 4.1 the desired result of the theorem follows, once we have shown that
\[ I(G - \{a, b, c\})^{[t-2]} \] has linear resolution. This is indeed the case by Theorem 2.4 because \( \nu(G - \{a, b, c\}) = t - 2 \). In fact, if there is a \((t-1)\)-matching in \( G - \{a, b, c\} \), then it can be extended by the edge \((bc)\) to a \(t\)-matching for \( G - e \), a contradiction to the fact that \( \nu(G - e) = t - 1 \). \[ \square \]

In view of Theorem 4.5, the reader may be interested in a criterion for a tree to have a perfect matching. Let \( G \) be a tree on \([n]\). Even though the following criterion for a tree to admit a perfect matching is a moderate exercise in the graph theory, for the sake of convenience of the reader, its proof is supplied.

**Proposition 4.6.** A tree \( G \) on \([n]\) admits a perfect matching if and only if for each \( i \in [n] \), exactly one connected component of \( G - \{i\} \) consists of an odd number of vertices.

**Proof.** Suppose that \( G \) admits a perfect matching \( M = \{e_1, \ldots, e_m\} \), where \( n = 2m \). Let \( i \in [n] \) belong to \( e_j \) and \( e_j = \{i, i'\} \). Let \( G' \) be a connected component of \( G - \{i\} \). If \( j' \neq j \) and \( e_j \cap V(G') \neq \emptyset \), then \( e_j \subseteq V(G') \). In other words, if \( j' \neq j \), then one has either \( e_j \subseteq V(G') \) or \( e_j \cap V(G') = \emptyset \). Hence, if \( i' \notin V(G') \), then \( |V(G')| \) is even. On the other hand, if \( i' \in V(G') \), then \( e_j \cap V(G') = \{i'\} \) and \( |V(G')| \) is odd. Thus, exactly one connected component of \( G - \{i\} \), to which \( i' \) belongs, consists of an odd number of vertices, as required.

Conversely, suppose that for each \( i \in [n] \), exactly one connected component of \( G - \{i\} \) consists of an odd number of vertices. In particular, \( n \) is even. Let, say, \( 1 \in [n] \) be a leaf and \( \{1, 2\} \) be an edge of \( G \). The tree \( H \) consisting of just one vertex 1 is a connected component of \( G - \{2\} \). It then follows that each connected component \( G' \) of \( G - \{2\} \) with \( G' \neq H \) consists of an even number of vertices.

Now, we claim that \( G' \) satisfies the condition that, for each \( i \in V(G') \), exactly one connected component of \( G' - \{i\} \) consists of an odd number of vertices. Let \( G^*, G_1, \ldots, G_q \) be the connected components of \( G_{[n]\setminus\{i\}} \) with \( 2 \in V(G^*) \). Note that, in particular, if the vertex \( i \) is adjacent to the vertex \( 2 \) in \( G \), then \( G^*_0 \) is just the empty graph, (i.e. with no vertices). Then exactly one of \( G^*, G_1, \ldots, G_q \) consists of an odd number of vertices. Let \( G^*_0 \) be the connected components of \( G' - \{2\} \) for which \( V(G^*_0) \subset V(G') \). Then the connected components of \( G' - \{i\} \) are \( G^*_0, G_1, \ldots, G_q \). A crucial fact is

\[ |V(G^*_0)| = |V(G^*)| - (n - |V(G')|). \]

Furthermore, \( n - |V(G')| \) is even. If exactly one of \( G_1, \ldots, G_q \) consists of an odd number of vertices, then \( |V(G^*)| \) is even. Hence \( |V(G^*_0)| \) is even. If each of \( G_1, \ldots, G_q \) consists of an even number of vertices, then \( |V(G^*)| \) is odd. Hence \( |V(G^*_0)| \) is odd.

Thus, by using induction on the number of vertices, it follows that each connected component \( G' \) of \( G - \{2\} \) with \( G' \neq H \) possesses a perfect matching. Hence, together with \( \{1, 2\} \), the tree \( G \) possesses a perfect matching, as desired. \[ \square \]

5. **Classification of forests** \( G \) with \( \nu_0(G) \leq 2 \)

We are interested in determining all graphs with the property that \( I(G)^{[2]} \) has linear resolution. In this section we give a partial answer to this question.
We call a sequence of monomials \( u_1, \ldots, u_m \) of same degree to have \textit{linear quotient order}, if \( (u_1, \ldots, u_{j-1}) : u_j \) is generated by variables for \( j = 2, \ldots, m \).

Let \( u \) and \( v \) be monomials of same degree. We set

\[
u : v = \frac{u}{\gcd(u, v)}.
\]

Let \( u_1, \ldots, u_m \) be a sequence of monomials of same degree. Let \( 1 \leq \ell < j \leq m \). We say that \( u_\ell : u_j \) satisfies property \((\ast)\), if there exists \( \ell' < j \) such that \( u_{\ell'} : u_j \) is of degree 1 and \( u_{\ell'} : u_j \) divides \( u_\ell : u_j \). It is clear that the sequence \( u_1, \ldots, u_m \) has linear quotient order if and only if \( u_\ell : u_j \) satisfies property \((\ast)\), for all \( \ell \) and \( j \) with \( 1 \leq \ell < j \leq m \).

Let \( u_1, \ldots, u_m \) be sequence of squarefree monomials with linear quotient order. We fix an index \( i \) and introduce the new variables \( x_{i_1}, \ldots, x_{i_r} \). For each \( j = 1, \ldots, m \), for which \( x_i \) divides \( u_j \), we set \( u_{jk} = x_{ik}(u_j/x_i) \). In other words, \( u_{jk} \) is obtained from \( u_j \) by replacing \( x_i \) by \( x_{ik} \). Now we define a new sequence by replacing in \( u_1, \ldots, u_m \) each \( u_j \) for which \( x_i \) divides \( u_j \) by the sequence \( u_{j1}, \ldots, u_{jr} \). The new sequence obtained is called a \textit{proliferation} of the sequence \( u_1, \ldots, u_m \).

The following example demonstrates this concept: given the sequence \( u_1, u_2, u_3 = x_1x_2, x_2x_3, x_1x_3 \), we choose \( i = 1 \) and the variables \( x_{11}, x_{12} \). Then the proliferation of \( u_1, u_2, u_3 \) with respect to these choices is the sequence

\[
u_{11}, u_{12}, u_{21}, u_{31}, u_{32} = x_{11}x_2, x_{12}x_2, x_2x_3, x_{11}x_3, x_{12}x_3.
\]

For the proof of the main result of this section the following lemma is useful.

**Lemma 5.1.** Let \( u_1, \ldots, u_m \) be a sequence of squarefree monomials with linear quotient order. Then any proliferation of this sequence is again a sequence with linear quotient order.

**Proof.** Let \( S = u_1, \ldots, u_m \), and let \( S' \) be a proliferation sequence of \( S \) with respect to the index \( i \). Let \( u \) and \( v \) be two elements of \( S' \) such that \( u \) precedes \( v \) in the order of the sequence. We distinguish several cases:

Let \( u = u_\ell \) and \( v = u_j \). Then \( \ell < j \) and \( u : v \) satisfies property \((\ast)\) in the subsequence of \( S' \) which is obtained from \( S \) by replacing \( u_s \) by \( u_{s1} \) whenever \( x_i \) divides \( u_s \).

Let \( u = u_{ik} \) and \( v = u_j \), or \( u = u_\ell \) and \( v = u_{jk} \), or \( u = u_{ik} \) and \( v = u_{jk} \). Then \( u : v \) satisfies property \((\ast)\) in the subsequence of \( S' \) which is obtained from \( S \) by replacing \( u_s \) by \( u_{sk} \) whenever \( x_i \) divides \( u_s \).

Let \( u = u_{tk_1} \) and \( v = u_{jk_2} \). If \( \ell = j \), then \( u : v \) is just the variable \( x_{ik_1} \). So suppose that \( \ell < j \). Then \( u : v \) is divisible by \( u_{tk_2} : v \) which was discussed above that it satisfies property \((\ast)\). Hence \( u : v \) satisfies property \((\ast)\) as well. \( \square \)

Suppose that \( a \) is a leaf of a graph \( G \), and let \( e = (a, b) \in E(G) \). We construct a new graph \( \tilde{G} \) from \( G \) by adding the new edges \( e_1 = (a_1, b), \ldots, e_t = (a_t, b) \), where the \( a_i \)'s are all leaves. We say that the resulting graph is obtained by \textit{proliferating} the leaf \( a \). As an immediate consequence of Lemma 5.1 we get the following

**Corollary 5.2.** Let \( G \) be a graph obtained by proliferating some of the leaves of a graph \( H \). If \( I(H)^{[k]} \) has linear quotients, then \( I(G)^{[k]} \) has linear quotients.
Now we consider three types of forests which we call the graphs of types $G_1$, $G_2$ and $G_3$. These types of graphs are important for us concerning our following classification of forests with $\nu_0(G) \leq 2$.

Let $A = \{a_1, \ldots, a_t\}$, $B = \{b_1, \ldots, b_s\}$ and $C = \{c_1, \ldots, c_r\}$. Then a graph of type $G_1$ is a graph with $V(G_1) = A \cup B \cup C \cup \{x_1, x_2, x_3\}$ and the edges

$$(x_1x_2), (x_2x_3), (a_1x_1), \ldots, (a_tx_1), (b_1x_2), \ldots, (b sx_2), (c_1x_3), \ldots, (c_rx_3).$$

Each of $A$, $B$ and $C$ can be empty. The graph shown in Figure 3 is an example of a graph of type $G_1$ with $t = 3$, $s = 2$ and $r = 4$.

Let $A = \{a_1, \ldots, a_t\}$ and $B = \{b_1, \ldots, b_s\}$ be two non-empty sets of vertices. Then a graph of type $G_2$ is a graph with $V(G) = A \cup B \cup \{x_1, x_2, x_3, x_4\}$ and the edges

$$(x_1x_2), (x_2x_3), (x_3x_4), (a_1x_1), \ldots, (a tx_1), (b_1x_4), \ldots, (b sx_4).$$

The graph shown in Figure 4 is an example of a graph of type $G_2$ with $t = 4$ and $s = 2$.

A graph of type $G_3$ is just the disjoint union of two star graphs. Note that any edge is also a star graph.

In the following theorem, $P_n$ denotes the path graph with $n$ vertices, and hence with length $n - 1$.

**Theorem 5.3.** Let $G \neq P_2$ be a forest with no isolated vertices. Then the following conditions are equivalent:

(i) $I(G)^{[2]}$ has linear quotients.

(ii) $I(G)^{[2]}$ has linear resolution.

(iii) $I(G)^{[2]}$ is linearly related.
(iv) \( \nu_0(G) \leq 2 \).
(v) \( G \) is of type \( G_1 \), \( G_2 \) or \( G_3 \).

**Proof.** (i) \( \Rightarrow \) (ii) \( \Rightarrow \) (iii) are trivial, and (iii) \( \Rightarrow \) (iv) follows from [11, Lemma 5.2].
(iv) \( \Rightarrow \) (v): Note that \( \nu_0(P_7) = 3 \), which implies that \( G \) is \( P_7 \)-free. Therefore the length of a longest path in \( G \) is at most 5.

First we assume that \( G \) is connected. If the longest path in \( G \) has length 2, then \( G \) is of type \( G_1 \) with \( A = C = \emptyset \). If the length of a longest path in \( G \) is 3, then \( G \) is of type \( G_1 \) with \( A \neq \emptyset \) and \( C = \emptyset \). Suppose the length of a longest path in \( G \) is 4. Then \( G \) is of type \( G_1 \) with \( A, C \neq \emptyset \). Note that if \( B \neq \emptyset \), then all of its elements are leaves of \( G \), since otherwise \( \nu_0(G) \geq 3 \), a contradiction. Suppose a longest path in \( G \) is of length 5. Assume that \( P : x_1, x_2, x_3, x_4, x_5, x_6 \) is a path of \( G \). Then the vertices \( x_3 \) and \( x_4 \) are of degree 2, since otherwise \( \nu_0(G) \geq 3 \), a contradiction. Therefore, \( G \) is of type \( G_2 \).

Next, we assume that \( G \) is disconnected. Since \( \nu_0(G) \leq 2 \) and there is no isolated vertices in \( G \), it follows that \( G \) has exactly two components. On the other hand, each of the connected components has the matching number equal to 1, since otherwise \( \nu_0(G) \geq 3 \), a contradiction. Therefore, it follows that \( G \) has to be a disjoint union of two star graphs, and hence \( G \) is of type \( G_3 \).

(v) \( \Rightarrow \) (i): We may assume that \( \nu(G) > 1 \), because otherwise \( I(G)^{[2]} = (0) \). First note that, depending on whether the sets \( A, B \) and \( C \) are empty or not, the graphs of type \( G_1 \), by symmetry, are obtained by proliferating some leaves in one of the graphs displayed in Figure 5.

![Figure 5. The graphs H, H' and H''](image)

The matching number of \( H \) and \( H' \) is equal to 2, and hence by Theorem 2.4, \( I(H)^{[2]} \) and \( I(H')^{[2]} \) have linear quotients. The ideal \( I(H'')^{[2]} \) has also linear quotients given by the following ordering of its generators:

\((ax_1)(x_2b), (ax_1)(x_2x_3), (ax_1)(x_3c), (x_1x_2)(x_3c), (x_2b)(x_3c)\).

On the other hand, the graphs of type \( G_2 \) are obtained by proliferating some leaves in the graph \( \bar{H} \) depicted in Figure 6.

![Figure 6. The graph \( \bar{H} \) (image)]

The second squarefree power of the edge ideal of \( \bar{H} \) has linear quotients given by the following order of its generators:

\((ax_1)(x_2x_3), (ax_1)(x_3x_4), (ax_1)(x_4b), (x_1x_2)(x_3x_4), (x_1x_2)(x_4b), (x_2x_3)(x_4b)\).
The graphs of type $G_3$ are obtained by proliferating some leaves in a disjoint union of two edges. In this case the second squarefree power of the edge ideal is a principal ideal.

Therefore, Corollary 5.2 implies that $I(G)^{[2]}$ has linear quotients, as desired. \qed

6. The squarefree Ratliff property

Ratliff in his paper [19] showed that for any ideal $I$ in a Noetherian ring, $I^{k+1} : I = I^k$ for $k \gg 0$, and that $I^{k+1} : I = I^k$ for all $k$ if $I$ is a normal ideal. Independent of normality, Martínez-Bernal, Morey and Villarreal [17] showed that for any edge ideal $I$ one has $I^{k+1} : I = I^k$ for all $k$. An ideal satisfying this equality for all $k$ is said to satisfy the Ratliff property. Besides of edge ideals, any ideal whose all powers have linear resolution satisfy the Ratliff property, as shown in [14]. For squarefree powers of monomial ideals the behaviour is quite different. We say that a squarefree ideal $I$ of normality, Martínez-Bernal, Morey and Villarreal [17] showed that for any edge ideal $I$ one has $I^{k+1} : I = I^k$ for all $k$. An ideal satisfying this equality for all $k$ is said to satisfy the Ratliff property. Besides of edge ideals, any ideal whose all powers have linear resolution satisfy the Ratliff property, as shown in [14]. For squarefree powers of monomial ideals the behaviour is quite different. We say that a squarefree monomial ideal satisfies the squarefree Ratliff property, if $I^{[k]} : I = I^{[k]}$ for all $k \geq 2$.

Surprisingly one has

**Theorem 6.1.** Any nonzero squarefree monomial ideal satisfies the squarefree Ratliff property.

**Proof.** Let $I$ be a nonzero squarefree monomial ideal. First note that for all $k$, we have $I^{[k]} \subseteq I^{[k]} : I$. Conversely, let $u \in G(I^{[k]} : I)$ and assume that $u \notin I^{[k]}$. Since $I^{[k]} : I$ is a squarefree monomial ideal, $u$ is squarefree.

First assume that $u \in I$. Then there exists some $v \in G(I)$ and a monomial $w \in S$ such that $u = vw$. Since $u \in G(I^{[k]} : I)$, it follows that $vu = vw^2 \in I^k$. Since $I^{[k]}$ is a squarefree monomial ideal, we deduce that $u = vw \in I^{[k]}$, a contradiction.

Next, suppose that $u \notin I$. Let $v \in G(I)$. Since $u \in G(I^{[k]} : I)$, it follows that $uv \in I^{[k]}$. Suppose that $v = v'v''$ where $\gcd(v', u) = 1$ and $v''$ divides $u$. We have $uv' \in I^{[k]}$, since $I^{[k]}$ is a squarefree monomial ideal. Therefore, there exist $w_1, \ldots, w_k \in G(I)$ and a monomial $w$ such that $uv' = w_1 \cdots w_k w$, where $\text{supp}(w_i)$ are pairwise disjoint. Since $u \in I^{[k]} : I$, we have $uw_i \in I^{[k]}$ for all $i = 1, \ldots, k$. Then, by induction on the cardinality of the set $\text{supp}(v) \setminus \text{supp}(u)$, we get the contradiction to the assumption $u \notin I^{[k]}$, and hence the result follows. \qed

Motivated by Theorem 6.1, one may ask whether we also have $I^{[k]} : I^{[\ell]} = I^{[k]}$, for any squarefree monomial ideal $I$ and integers $1 < \ell < k$. Observe that if $I^{[k]} : I^{[\ell]} = I^{[k]}$, then $I^{[k]} : I^{[\ell-1]} = I^{[k]}$. Indeed,

$I^{[k]} \subseteq I^{[k]} : I^{[\ell-1]} \subseteq I^{[k]} : I^{[\ell]} = I^{[k]}$.

Regarding the above question, we have partial answers when $I$ is the edge ideal of a graph.

**Theorem 6.2.** Let $G$ be a graph with no isolated vertex. Let $k$ be an integer with $2 < k \leq \nu(G)$. Then

$I(G)^{[k]} : I(G)^{[2]} = I(G)^{[k]}$.

**Proof.** Let $I = I(G)$ and $V(G) = [n]$. Note that we have $I^{[k]} \subseteq I^{[k]} : I^{[2]}$. Now, we show $I^{[k]} : I^{[2]} \subseteq I^{[k]}$. Let $u \in I^{[k]} : I^{[2]}$ be a squarefree monomial, and let $V \subseteq [n]$ be
the support of \( u \). If \( \nu(G_V) \geq 2 \), then there is a squarefree monomial \( w \in I^{[2]} \) which divides \( u \). Since \( uw \in I^{[k]} \) and since \( u = \sqrt{uw} \), one has \( u \in I^{[k]} \). Next, we show that \( \nu(G_V) \geq 2 \).

Suppose that \( \nu(G_V) = 0 \). Thus \( G_V \) possesses no edge of \( G \). Let \( i \in V \). Since \( G \) has no isolated vertex, there is \( e = \{i, \ell \} \in E(G) \). Then \( \nu(G_{V \cup \{i\}}) = 1 \). Since \( \nu(G) \geq 3 \), there is a 3-matching \( \{f_1, f_2, f_3\} \) of \( G \). Let, say, \( e \cap f_1 = \emptyset \). If \( f_1 \cap (V \setminus e) = \emptyset \) and each of \( j \in V \setminus e \) satisfies \( N_G(j) \cap f_1 = \emptyset \), then set \( f = f_1 \). If \( f_1 \cap (V \setminus e) = \emptyset \) and if there is \( j \in V \setminus e \) with \( N_G(j) \cap f_1 \neq \emptyset \), then set \( f = \{j\} \cup (N_G(j) \cap f_1) \). If there is \( j \in V \setminus e \) with \( j \in f_1 \), then set \( f = f_1 \). It then follows that \( \nu(G_{V \cup \{j\}}) = 2 \). Let \( w \) be the squarefree monomial whose support is \( e \cup f \). Then \( w \in I^{[2]} \). Since the support of \( uw \) coincides with \( V \cup e \cup f \) and since \( k > 2 \), it follows that \( uw \notin I^{[k]} \), and hence \( u \notin I^{[k]} : I^{[2]} \), a contradiction. Therefore, \( \nu(G_V) \neq 0 \).

On the other hand, if \( \nu(G_V) = 1 \), then the above technique with adding a suitable \( f \) is valid and we deduce that \( u \notin I^{[k]} : I^{[2]} \), a contradiction. Thus, \( \nu(G_V) \neq 1 \). □

A graph is called equimatchable if every maximal matching is maximum, (see [16, p. 102]).

**Lemma 6.3.** Let \( G \) be an equimatchable graph and \( V \subseteq [n] \). If \( \nu(G_V) < \nu(G) \), then there is \( e \in E(G) \) for which \( \nu(G_{V \cup \{e\}}) = \nu(G_V) + 1 \).

**Proof.** Let \( k = \nu(G_V) \), and let \( \{e_1, \ldots, e_k\} \) be a maximum matching of \( G_V \). Since \( G \) is equimatchable and \( k < \nu(G) \), there is \( e \in E(G) \) for which \( \{e_1, \ldots, e_k, e\} \) is a \((k + 1)\)-matching of \( G \). Let \( V' = V \setminus (e_1 \cup \cdots \cup e_k) \) and \( e = \{i, j\} \). If \( N_G(i) \cap V' = \emptyset \) and \( N_G(j) \cap V' = \emptyset \), then \( \nu(G_{V \cup \{e\}}) = \nu(G_V) + 1 \). On the other hand, if, say, \( N_G(j) \cap V' \neq \emptyset \) and \( e' = \{j, \ell\} \in E(G) \), where \( \ell \in V' \), then \( \{e_1, \ldots, e_k, e'\} \) is a \((k + 1)\)-matching of \( G \) and \( \nu(G_{V \cup \{e'\}}) = \nu(G_{V \cup \{j\}}) = \nu(G_V) + 1 \), as desired. □

**Corollary 6.4.** Let \( G \) be an equimatchable graph and \( V \subseteq [n] \). If \( \nu(G_V) < \nu(G) \), then there is a sequence of edges \( e_1, \ldots, e_r \), where \( r = \nu(G) - \nu(G_V) \), such that

\[
\nu(G_{V \cup e_1 \cup \cdots \cup e_j}) = \nu(G_V) + j
\]

for \( 1 \leq j \leq r \).

**Theorem 6.5.** Suppose that \( G \) is an equimatchable graph. Let \( k \) be an integer with \( 1 < k \leq \nu(G) \). Then

\[
I(G)^{[k]} : I(G)^{[k-1]} = I(G)^{[k]}
\]

**Proof.** Let \( I = I(G) \). One has \( I^{[k]} \subseteq I^{[k]} : I^{[k-1]} \). To see why \( I^{[k]} : I^{[k-1]} \subseteq I^{[k]} \) is true, suppose that \( I^{[k]} : I^{[k-1]} \not\subseteq I^{[k]} \). Then there is a squarefree monomial \( u \in I^{[k]} : I^{[k-1]} \) with \( u \notin I^{[k]} \). Let \( V \subseteq [n] \) be the support of \( u \). Since \( u \notin I^{[k]} \), it follows that \( \nu(G_V) < k \). Corollary 6.4 then guarantees the existence of edges \( e_1, \ldots, e_r \), where \( r = (k - 1) - \nu(G_V) \), for which

\[
\nu(G_{V \cup e_1 \cup \cdots \cup e_r}) = k - 1
\]

Let \( f_1, \ldots, f_{k-1} \) be a maximum matching of \( G_{V \cup e_1 \cup \cdots \cup e_r} \), and \( w \in I^{[k-1]} \) the squarefree monomial whose support is \( f_1 \cup \cdots \cup f_{k-1} \). Now, the support of the monomial \( uw \) is a subset of \( V \cup e_1 \cup \cdots \cup e_r \). Hence \( uw \notin I^{[k]} \). This contradicts the fact that \( u \in I^{[k]} : I^{[k-1]} \). Hence \( I^{[k]} : I^{[k-1]} \subseteq I^{[k]} \), as required. □
Corollary 6.6. Suppose that $G$ is an equimatchable graph. Let $k$ and $\ell$ be integers with $1 \leq \ell < k \leq \nu(G)$. Then

$$I(G)^{[k]} : I(G)^{[\ell]} = I(G)^{[k]}.$$ 
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