ABSTRACT

In this paper, we propose a novel graph-based data augmentation method that can generally be applied to medical waveform data with graph structures. In the process of recording medical waveform data, such as electrocardiogram (ECG) or electroencephalogram (EEG), angular perturbations between the measurement leads exist due to discrepancies in lead positions. The data samples with large angular perturbations often cause inaccuracy in algorithmic prediction tasks. We design a graph-based data augmentation technique that exploits the inherent graph structures within the medical waveform data to improve both performance and robustness. In addition, we show that the performance gain from graph augmentation results from robustness by testing against adversarial attacks. Since the bases of performance gain are orthogonal, the graph augmentation can be used in conjunction with existing data augmentation techniques to further improve the final performance. We believe that our graph augmentation method opens up new possibilities to explore in data augmentation.

Index Terms— Data augmentation, Graph structure, Robustness, Medical waveform data

1. INTRODUCTION

Data augmentation techniques have been popular method to reduce overfitting especially in the fields of computer vision [1][2]. Applying augmentations to image data can be relatively intuitive since it is not very difficult to recognize the effect of an augmentation operation on the label change. This results from the fact that humans are naturally domain experts in image recognition tasks. However when dealing with medical waveform data, it is very difficult or even impossible to perceive the effect of an augmentation scheme on the label across the entire dataset. While only limited understandings of medical waveform data are available at human level, lead based measurement procedure introduces inherent graph structures in those data [3]. From these observations, we propose a novel, nontrivial data augmentation scheme for medical waveform data that exploits these underlying graph structure.

The main ideas and experiments in this paper were developed using electrocardiogram (ECG) datasets as a concrete example, but it is not very difficult to see the generalizability of the suggested graph augmentation scheme to other medical waveform datasets such as electroencephalogram (EEG). In the process of recording 12-lead ECG signals, there exists an ideal location for each lead with fixed angular positions between them [4]. These leads, as a whole, collectively measure the three dimensional electrical activities of the heart. Due to this fact, similarity between the measurements taken from the leads are higher if the leads are physically closer. Therefore, a graph structure naturally arises by the relative positions between the leads. We take advantage of these graph relation to propose an augmentation technique that introduce perturbations to a measurement taken from one lead using signals measured on the other leads.

Existing augmentation methods in signal processing are normally no different than the methods used in computer vision. Specifically, the augmentations in the form of transformations in time or frequency domain as well as inserting random noises are normally applied [5][6]. While these augmentation methods are useful, they are incapable of providing perturbations that exploit the existing graph structure of the data. Since our method could generate augmentations that introduce perturbations with respect to the graph relations of lead measurements, we argue that our method could reduce the overfitting of a trained network to graph-structure-oriented noises. In addition, we show that the trained networks also become more robust to perturbations generated by adversarial attacks to demonstrate achieved robustness. Another advantage of our method is, because the augmentation is done in a dimension orthogonal to the traditional augmentation methods, they could have additive effect on the performance. We demonstrate the effectiveness of the proposed approach on diverse prediction tasks using three different datasets.

The main contributions of our proposed methods include: (1) We introduce a new, generalizable graph augmentation technique that can be applied to any models across various tasks involving medical waveform datasets. (2) The proposed data augmentation method can enhance model robustness as well as overall performance. (3) We opened up a new possible direction in data augmentation technique to explore.
2. METHODS

2.1. Graph Augmentation Design

In order to construct augmentation graph, we first examine how 12-lead ECG signals are measured and processed. The 12-lead ECG is defined by aVR, aVL, aVF, I, II, III and V1-V6 leads, which are measured by 6 precordial electrodes and 4 limb electrodes. The leads can be interpreted as real or virtual positions in a space to measure three dimensional electrical activities generated by the heart [7]. Naturally, since the electrical potentials measured at two close locations must be similar, the signal similarity very much depends on the physical, relative locations of each lead. We used these similarity information to represent the graph structure between the 12 ECG leads. Specifically, average correlation (cross correlation at lag $k = 0$) of the lead measurements are computed to construct the weighted adjacency matrix $A$ as computed below:

$$A_{ij} = E \left[ \sum_{t=1}^{T} \frac{(X_t^{(i)} - \mu^{(i)})(X_t^{(j)} - \mu^{(j)})}{\sigma^{(i)}\sigma^{(j)}} \right], \quad i \neq j$$  \hspace{1cm} (1)

where $X^{(i)}, X^{(j)}$ are the signal vectors of length $T$ measured at leads $i$ and $j$. For the case $i = j$, $A_{ij} = 0$ is chosen.

Using the graph defined by $A$ as the augmentation graph, a linear combination of the other leads could be constructed for one specific lead $i$:

$$\tilde{X}^{(i)} = \sum_{j \neq i} A_{ij} X^{(j)}$$  \hspace{1cm} (2)

The constructed signal $\tilde{X}^{(i)}$ combines the signals measured from other leads according to how similar they are to lead $i$. Therefore, it is reasonable to think of $\tilde{X}^{(i)}$ as a graph structure induced augmentation. To illustrate the similarity, example of such augmented signal $\tilde{X}^{(i)}$ and original signal $X^{(i)}$ is shown in Figure 1. Using the augmented signal $\tilde{X}^{(i)}$, a convex combination between the original signal and the final augmentation at some lead $i$ is computed:

$$\tilde{X}^{(i)} = (1 - \lambda) X^{(i)} + \lambda \tilde{X}^{(i)}, \quad \lambda \in [0, 1]$$  \hspace{1cm} (3)

The augmentation is randomly applied with probability of $p$ where parameter $\lambda$ is drawn from a uniform distribution $\mathcal{U}(0, 1)$ every time $\tilde{X}^{(i)}$ is computed. The augmentation parameters $p$ and $\alpha$ are hyperparameters to be tuned.

2.2. Augmentation Combination Details

In order to compare our augmentation method to other methods, we selected several popular existing augmentation techniques. The parameter combinations determining how each augmentation is applied are tuned using RandAugment [8] for peak performance. In order to apply RandAugment [8], an intensity parameter shared across all of the augmentation schemes must be defined. Let $\gamma$ be an intensity parameter shared across every augmentation scheme. With $\gamma$, we applied described augmentations according to following rules.

1. Adding a Gaussian noise for every time point drawn i.i.d from $\mathcal{N}(0, \gamma)$ [9].
2. Transformation in time domain where $\gamma$% of the signal is randomly cut or zero-padded to be expanded or compressed using bilinear interpolation to fit to the original length [10].
3. Smoothing using weighted moving average window defined by Gaussian kernel with length, $l \in \{1, 2, 3, 4, 5\}$ which is chosen with equal probability according to $\gamma$ [11].
4. Masking operation which $\gamma$% of the signal is masked with zero starting at a position chosen uniformly random [12].

When applying graph augmentation and traditional augmentations at same time, we first apply the graph augmentation followed by the traditional augmentations. The order of which augmentations are applied first is critical because of the following reasons. Traditional, lead-wise perturbations are done using different strategies meaning that if the graph augmentation is applied afterwards, a single trace of a waveform will contain mix of multiple augmentations at same time, possibly becoming too noisy. More importantly, the correlation values of the augmentation graph will no longer be valid after normal augmentations are applied. Therefore, applying traditional augmentations before the graph augmentation will have an adverse affect on the performance of the neural networks to be trained. The overall structure of augmentation module is presented in Figure 2.

![Fig. 1. Comparison between an original signal and its corresponding augmentation](image1.png)

![Fig. 2. Overall structure of augmentation module](image2.png)
3. EXPERIMENTS

3.1. Datasets and Models Description

The experiments are carried out using three different open databases of The China Physiological Signal Challenge 2018 (CPSC) [13], SHAOXING [14] and Physikalisch Technische Bundesanstalt-XL (PTBXL) [15] which includes 7,166, 10,615 and 21,837 data points each. Each dataset includes labels for different types of arrhythmia. CPSC and PTBXL datasets contain labels fit for multi-label tasks for following arrhythmia detection: Atrial fibrillation, First-degree atrioventricular block, Left bundle branch block, Right bundle branch block, Premature atrial contraction, Premature ventricular contraction, ST-segment depression, and ST-segment elevation for CPSC and Normal ECG, Myocardial Infarction, ST/T Change, Conduction Disturbance and additionally, Hypertrophy for PTBXL. SHAOXING dataset contains labels fit for multi-class classification tasks of seven classes composed of Sinus Bradycardia, Sinus Rhythm, Atrial Fibrillation, Sinus Tachycardia, Atrial Flutter, Sinus Irregularity, and Supraventricular Tachycardia. The training, validation and testing sets are divided within the same datasets into 70%, 15%, and 15%, respectively.

To investigate the efficacy of the proposed method, we tested on the modification of well known models: Residual Network (ResNet) [16], Efficient Network (EfficientNet) [17] and Densely Connected Network (DenseNet) [18]. Since these networks are originally designed for low resolution image classification, we modified them for usage in 1D signals. For ResNet, we implemented a modification of ResNet that is popularly used for handling ECG data [19]. To adjust for the length of the signal, the pooling layer of the last block is modified from 2 to 1. For EfficientNet, we implemented modified version of EfficientNet-B0. Specifically, 2-dimensional $N \times N$ filters are changed to 1-dimensional $N^2$ filters and stride operation is added at the 5th stage. For DenseNet, we set the growth rate to 12 and filter size to 16 for the entire network where each block consists of 6-bottleneck layers. The networks are trained using Adam optimizer with a learning rate of 0.001. We used dropout regularization with $p = 0.1$ and batch size of 32. $l_2$ regularization with a coefficient of $10^{-5}$ is applied.

3.2. Performance Evaluation and Comparison

In order to evaluate the performance of our augmentation method, we first compared performance gain of graph augmentation against no augmentation as well as normal augmentations. We also show that the graph augmentation method can be applied on top of normal augmentations by showing that they have additive effect on the performance. The results of these experiments are summarized in Table 1 where each entries are F1 scores averaged over multiple repeated experiments. Although performance gain achieved from normal augmentations comes from optimal parameter combination tuned by RandAugment, graph augmentation and normal augmentations show similar performance gain on average across every model and dataset. Additionally, when graph augmentation and normal augmentations are applied at the same time, additional performance gain has been observed across every dataset and model. As results of these experiments, we arrived at the following conclusions. First, we show that using graph augmentation alone has a similar impact on network performance than using not only one, but multiple, well tuned normal augmentation methods. Second, we conclude that performance gain from graph augmentation is orthogonal to normal augmentations resulting in additive effect on performance.

3.3. Augmentation Parameters Optimization

Depending on how the augmentation parameters are tuned, they can have critical effects on the performance of the trained networks. For maximal gain in performance, we have tuned these parameters for both normal and graph augmentations using RandAugment. We observed that, for the normal augmentations, following RandAugment scheme clearly outperforms hand searched parameter combinations.

We have tried six different augmentation parameter combinations measuring the performance gain achieved for each combination. As the summary of performance gain for ResNet shows in Figure 3, performance gain achieved by augmentation methods are usually quite marginal. In addition, applying multiple augmentations on top of each other does not guarantee performance gains [8]. However, since the performance gain resulting form graph augmentation is on par with RandAugment, we conclude that it can provide considerable amount of performance gain compared to other, single augmentation methods.
3.4. Robustness Effect of Graph Augmentation

We hypothesized that the main reason of the performance gain achieved by graph augmentation method lies within the network’s robustness with respect to graph structure induced perturbations. To elaborate, if the network trained with graph augmentation is robust to these perturbations, it will make more correct predictions on the perturbed data samples when tested. To show the network robustness against graph perturbations, testing datasets with large graph structure based perturbations are required. An ideal way to build such test set is to have lead-wise, positional perturbations at the measurement level. Since this is intractable, we instead constructed perturbed data samples using adversarial attack method [20] which finds an (sub) optimal perturbation to change the label of the data as best as possible. Therefore by demonstrating adversarial robustness, we believe sufficient evidences are provided to explain the performance gain achieved by graph augmentation. In addition, we believe that the graph augmentation and normal augmentation schemes have additive effect on performance for the following reason. In contrast to graph augmentation, the input data generated by normal augmentations introduces perturbations that are limited to each waveform rather than the relations between. As a result, the normal augmentation reduces overfitting related to noises within each waveform signals which is independent from the effect of the graph augmentation. For this reason, the two different augmentation methods implement robustness that are orthogonal to each other having additive effect when applied at same time.

In the robustness experiments, we used ResNet trained on CPSC dataset evaluating the F1 scores according to the perturbation strength $\epsilon$. We evaluated the effect of the graph augmentation by comparing the F1 score decay of the network trained with only RandAugment and the network trained with graph augmentation added on top. As shown in Figure 4, the network trained with both augmentations is more robust by a significant margin for every $\epsilon$ tested. Thus, we conclude that the graph augmentation can offer robustness with respect to the adversely constructed perturbations.

4. CONCLUSION

In this work, we propose a novel data augmentation method called graph augmentation that exploits underlying graph structures of medical waveform data. By using average correlations between the signals recorded from each lead, approximations of recordings from 12-lead ECG signals are constructed. We used these with the original signal, and taking a convex combination, we successfully introduced augmentations that has minimal effects on the labels of each data samples. We show the effect of graph augmentation method in three different open datasets and in three different neural network models. In addition, we also show the effect of the graph augmentation on the network’s robustness with respect to adversarial attacks. A critical extension we would like to show in our future work is how our method generalizes to other data formats such as electroencephalograms. As the direction of our future work suggests, we have introduced a new direction to explore in data augmentation methods for datasets that have underlying graph structures.
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