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Abstract
Theory of knowledge has a long and rich history. Various aspects of knowledge are widely discussed issues at present, mainly by logicians and artificial intelligence (AI) researchers. It is one of the concepts, used to build intelligence system. Many soft computing tools are available for extraction, acquisition and validation of knowledge. Rough set is one such tool, mainly used for classification and extraction of knowledge. Rough Set Theory was proposed by Pawlak in 1982 as a tool for knowledge Extraction. However, when knowledge extraction is studied, we observed that most of the knowledge is static in nature. For analyzing Knowledge having dynamic in nature, Pawlak’s Rough Set Theory must be reconsidered. Dong Ya Li (et. al.) has already proposed the concept of dynamic Rough Set in 2007. We here, further analyze this concept and try to find out some more properties of it. Dynamic Rough Set (D-rough set) is a common form of Pawlak’s Rough Set as Pawlak’s rough set can be considered as a special case of D-rough set. D-rough set is based on concepts, such as elementary transfer coefficient. D-rough set and D-Approximate set can be used for studying and analyzing dynamic knowledge. Further, we study and analyze the properties mentioned by Busse. Gryzmal-Busse has established some properties of approximation of classifications. These results are irreversible by nature. Pawlak has noted that these results of Busse establish that the two concepts, approximation of sets and approximation of families of sets (or classifications) are two different issues and that the equivalence classes of approximate classifications cannot be arbitrary sets. He has further stated that if we have positive example of each category in the approximate classification then we must have also negative examples of each category. In this paper, we have mentioned these aspects of the theorems of Busse and tried to study their properties, when D-rough and D-Approximate set has been incorporated. Lastly, we had provided the physical interpretation of each one of them.
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I Introduction

Rough Set Theory is a mathematical formalism for representing uncertainty that can be considered as an extension of the classical set theory. It has been used in many different research areas, including those related to inductive machine learning and reduction of knowledge in knowledge-based systems. We can observe the following about the rough set approach:

- Introduction of efficient algorithms for finding hidden patterns in data,
- Determination of optimal sets of data (data reduction),
- Evaluation of the significance of data,
- Generation of sets of decision rules from data,
- Easy-to-understand formulation,
- Straightforward interpretation of obtained results,
- Suitability of many of its algorithms for parallel processing.

Rough set theory, proposed by Pawlak in 1982, can be seen as a new mathematical approach to vagueness. The rough set philosophy is founded on the assumption that with every object of the universe of discourse we associate some information (data, knowledge). Objects characterized by the same information are indiscernible (similar) in view of the available information about them. The indiscernibility relation generated in this way is the mathematical basis of rough set theory. In rough set approach indiscernibility is defined relative to a given set of functional (attributes).

The basic assumption of rough set theory as put forth by Pawlak is that human knowledge about a universe depends upon their capability to classify its objects. Classifications of a universe and equivalence relations defined on it are known to be interchangeable notions. So, for mathematical reasons equivalence relations were considered by Pawlak to define rough sets. A pair of crisp sets, called the lower and upper approximations of the set, represents a rough set. The lower approximation of a rough set comprises of those elements of the universe, which can be said to belong to it definitely with the available knowledge. The upper approximation on the other hand comprises of those elements, which are possibly in the set with respect to the available information. The concept of rough sets was primarily concerned with the study of intelligent systems characterized by insufficient and incomplete information.

Any set of all indiscernible (similar) objects is called an elementary set and forms a basic granule of knowledge about the universe. Any union of some elementary sets is referred to as crisp set- otherwise the set is rough. As per the study of Busse’s
Concepts [2, 3, 4].

For algorithmic approach we divide the attributes into two types:
1. Conditions
2. Decisions (or Actions)

Objects are described by values of conditions, while classifications of experts are represented by values of decisions. For a set of conditions of the information system and a given action d of an expert, lower and upper approximations of a classification, generated by d, may be computed in a straightforward way, using their simple definition. Such approximations are the basis of rough set theory. From these approximations, certain and possible rules may be determined for action d, again in a straightforward way. Induced rules are categorized into certain and possible.

II Definitions

Let $U$ be an universe of discourse and $R$ be an equivalence relation over $U$. By $U/R$ we denote the family of all equivalence classes of $R$, referred to as categories or concepts of $R$ and the equivalence class of an element $x \in U$ is denoted by $[x]_R$.

Definition 1 By a knowledge base, we understand a relational system $K = (U, R)$, where $U$ is as above and $\mathfrak{R}$ is a family of equivalence relations over $U$.

Definition 2 For any subset $P(\neq \emptyset) \subseteq \mathfrak{R}$, the intersection of all equivalence relations in $P$ is denoted by $\text{IND}(P)$ and is called the indiscernibility relation over $P$. We define $\text{IND}(K) = \{ \text{IND}(P): P(\neq \emptyset) \subseteq \mathfrak{R} \}$.

Definition 3 Let $X \subseteq U$ and $R$ be in $\text{IND}(K)$. The sets $\overline{R}X$ and $\underline{R}X$ are called the $R$-lower and $R$-upper approximations of $X$ respectively and are defined as follows:

$\underline{R}X = \{x \in U: [x]_R \subseteq X\}$,  
$\overline{R}X = \{x \in U: [x]_R \cap X \neq \emptyset\}$.

Definition 4 For $X \subseteq U$, the $R$-boundary of $X$ is denoted by $\text{BN}_R(X)$ and is defined as

$\text{BN}_R(X) = \overline{R}X - \underline{R}X$.

Definition 5 A set $X \subseteq U$ is said to be rough with respect to $R$ if and only if $\overline{R}X \neq \underline{R}X$; that is, $\text{BN}_R(X) \neq \emptyset$. $X$ is said to be $R$-definable if and only if $\overline{R}X = \underline{R}X$ or $\text{BN}_R(X) = \emptyset$.

It may be noted that $R$-definable sets are crisp sets with respect to $R$. Many properties of the lower and upper approximations of rough sets, union of rough sets and intersection of rough sets have been obtained.

Definition 6 Let $x \in U$ and $X \subseteq U$. We say $x$ is certainly in $X$ with respect to $R$ if and only if $x \in \overline{R}X$ and $x$ is possibly in $X$ if and only if $x \in \underline{R}X$.

III Approximation of Classifications

Classifications of universes play central roles in basic rough set theory. We define below a classification formally.

Definition 1 Let $F = \{X_1, X_2, \ldots, X_n\}$ be a family of non empty sets defined over $U$. We say that $F$ is a classification of $U$ if and only if

$X_i \cap X_j = \emptyset$ for $i \neq j$ and $\bigcup_{i=1}^{n} X_i = U$.

Definition 2 Let $F$ be as above and $R$ be an equivalence relation over $U$. Then $\overline{R}F$ and $\underline{R}F$ denote respectively the $R$-lower and $R$-upper approximations of the family $F$ and are defined as

$\overline{R}F = \{ \overline{R}X_1, \overline{R}X_2, \ldots, \overline{R}X_n \}$,

$\underline{R}F = \{ \underline{R}X_1, \underline{R}X_2, \ldots, \underline{R}X_n \}$.

We assume that $F$ is a classification of $U$ and $R$ is an equivalence relation over $U$.

Grzymala-Busse has established some properties of approximation of classifications. These results are irreversible by nature. Pawlak has noted that these results of Busse establish that the two concepts, approximation of sets and approximation of families of sets (or classifications) are two different issues and that the equivalence classes of approximate classifications cannot be arbitrary sets. He has further stated that if we have positive example of each category in the approximate classification then we must have also negative examples of each category. In this article, we further analyze these aspects of theorems of Busse and provide physical interpretation of each one of them by taking a standard example.

One primary objective is to extend the results of Busse by obtaining necessary and sufficient type theorems and show how the results of Busse can be derived from them. The results of Busse we discuss...
here are in their slightly modified form as presented by Pawlak.

**Theorems on approximation on classifications**

In this section, we shall establish two theorems which have many corollaries generalizing the four theorems established by Busse and presented in slightly modified forms by Pawlak. We shall also provide interpretations for most of these results including those of Busse and illustrate them through a simple example of toys.

We shall use the following notations for representational convenience:

\[ N_n = \{1, 2, ..., n\} \]

For any \( I \subseteq N_n \), \( I^c \) is the complement of \( I \) in \( N_n \).

**Theorem 1** For any \( I \subseteq N_n \), \( R(U \bigcup_{i \in I} X_i) = U \) if and only if \( R(U \bigcup_{j \in I^c} X_j) = \phi \).

**Corollary 1** Let \( F = \{X_1, X_2, ..., X_n\} \) be a classification of \( U \) and let \( R \) be an equivalence relation on \( U \) and \( I \subseteq N_n \). If \( R(U \bigcup_{i \in I} X_i) = U \) then \( RX_j = \phi \) for each \( j \in I^c \).

**Corollary 2** For each \( i \in N_n \), \( RX_i = U \) if and only if \( R(U \bigcup_{j \in I^c} X_j) = \phi \).

Taking \( I = \{i\}^c \) in Theorem 3.1 we get

**Corollary 3** For each \( i \in N_n \), \( RX_i = \phi \) if and only if \( R(U \bigcup_{j \in I^c} X_j) = U \).

**Corollary 4** If there exists \( i \in N_n \) such that \( RX_i = U \) then for each \( j(\neq i) \in N_n \), \( RX_j = \phi \).

**Corollary 5** If \( RX_i = U \) for all \( i \in N_n \) then \( RX_j = \phi \) for all \( i \in N_n \).

**Theorem 2** For any \( I \subseteq N_n \), \( R(U \bigcup_{i \in I} X_i) \neq \phi \) if and only if \( \bigcup_{j \in I^c} RX_j \neq U \).

**Corollary 6** For \( I \subseteq N_n \), \( R(U \bigcup_{i \in I} X_i) \neq \phi \) then \( RX_j \neq U \) for each \( j \in I^c \).

**Corollary 7** For each \( i \in N_n \), \( RX_i \neq \phi \) if and only if \( \bigcup_{j \in I^c} RX_j \neq U \).

Taking \( I = \{i\}^c \) in Theorem 3.2 we get

**Corollary 8** For all \( i, 1 \leq i \leq n \), \( RX_i \neq U \) if and only if \( R(U \bigcup_{j \in I^c} X_j) = \phi \).

By Corollary 3.7, \( RX_i \neq \phi \) \( \Rightarrow \bigcup_{j \in I^c} RX_j \neq U \) for each \( j \neq i \), \( 1 \leq j \leq n \).

**Corollary 9** If there exist \( i \in N_n \) such that \( RX_i \neq \phi \) then for each \( j(\neq i) \in N_n \), \( RX_j \neq U \).

**Corollary 10** If for all \( i \in N_n \), \( RX_i \neq \phi \) holds then \( RX_i \neq U \) for all \( i \in N_n \).

IV D – Rough set and D – Approximate set

Rough Set theory is generally used for static knowledge, without considering the elementary transfer outward or inward X. Where X is categories as any static set under the universe U. As in real situations, information system have dynamic characteristic. Thus, we can define this dynamic situation as either addition or disappearance of information at a certain rate. Thus, Li. Et. al. proposed the concept of dynamic rough set theory which is a generalization of Pawlak’s rough set theory. We can define that element is either moving inward or outward of category X.

**Definition 1** Suppose \((U, R)\) is a non empty knowledge base, and \(X \subseteq U\) and \(T \subseteq R\). For \(x \in U\), we define

\[ \rho_{(X,T)}(x) = \frac{\text{card}(\{x\} \setminus X)}{\text{card}([x])}, \quad \text{as } x \in X. \]

\[ \rho_{(X,T)}^+(x) = 1 - \frac{\text{card}(\{x\} \setminus X)}{\text{card}([x])}, \quad \text{as } x \in \bar{X}. \]

\(\rho_{(X,T)}(x)\) and \(\rho_{(X,T)}^+(x)\) are known as outward and inward transfer coefficient of element \(x\) about \(T\) respectively.

**Definition 2.** Suppose \((U, R)\) is a non empty knowledge base, and \(X \subseteq U\) and \(T \subseteq R\). \(M^+(T)(X)\) is called inflated dynamic main set of \(X\) about \(T\), which stands for inflated D-main set defined by
$M^+_T(X) = \{ x | x \in (\sim X), d^+_T(x) \leq \rho^{(x,T)}_T(x) < 1 \}$

$A^+_T(X)$ is said to be inflated dynamic assistant set of $X$ about $T$, which stands for inflated D-assistant set, defined by

$A^+_T(X) = \{ x | x \in (\sim X), 0 \leq \rho^{(x,T)}_T(x) < d^+_T(X) \}$

$X^+_T$ is called inflated dynamic set of $X$ about $T$, which stands for inflated D-set defined by

$X^+_T = X \cup M^+_T(X)$

$\rho^{(x,T)}_T(x)$ is said inflation degree of $X$ about $T$ defined by

$\rho^{(x,T)}_T(x) = \frac{ \text{card}(M^+_T(X)) }{ \text{card}(X) }$

**Definition 3.** Suppose $(U, \mathcal{R})$ is a non empty knowledge base, and $\rho \subseteq \mathcal{R}$ and $T \subseteq \mathcal{R}$. $X^+_T$ is an inflated D – Set of $X \subseteq U$. Then Lower approximation set and upper approximation set of $X^+_T$ on $\rho$, are respectively called inflated D – Lower approximated set inflated and D – Upper approximated set of $X$ on $\rho$, which is respectively denoted as

$\rho^+_T(X) = \{ x | x \in U, [x]_\rho \subseteq X^+_T \}$, and

$\rho^-_T(X) = \{ x | x \in U, [x]_\rho \cap X^+_T \neq \emptyset \}$.

When $\rho^+_T(X) = \rho^-_T(X)$ holds, $X^+_T$ is $\rho$ - inflated dynamic definable set of $X$, which stands for $\rho$ - inflated D – definable set.

When $\rho^+_T(X) \neq \rho^-_T(X)$ holds, $X^+_T$ is $\rho$ - inflated dynamic rough set of $X$, which stands for $\rho$ – inflated D – rough set.

Positive region $\text{POS}_{\rho}(X^+_T)$, negative region $\text{NEG}_{\rho}(X^+_T)$ and boundary region $\text{BN}_{\rho}(X^+_T)$ of $X^+_T$ about $\rho$, are respectively called inflated D – positive region, inflated D – negative region and inflated D – boundary region of $X$ on $\rho$, defined respectively by the following three equations.

$\text{POS}_{\rho(T)}(X) = \rho^+_T(X)$,

$\text{NEG}_{\rho(T)}(X) = U \setminus \rho^-_T(X)$,

$\text{BN}_{\rho(T)}(X) = \rho^-_T(X) \setminus \rho^+_T(X)$.

**V Conclusions**

Most of the knowledge in real life is uncertain or imprecise in character. If one tries to do away with these then much of the desired knowledge is lost. Busse, for the first time developed theories to deal with such knowledge base through rough set approach. Also, he has taken inconsistency into account. Automation of his approaches has been carried out by us successfully in this project. It is worth noting that we have developed some of the algorithms ourselves and made enhancement of the theory whenever required.

A new approach to knowledge acquisition under uncertainty can be build based on rough set theory. The real world phenomena are consisting of information system, where inconsistencies are included can be tested through this model. Such inconsistencies are present because of different actions of the same expert for different objects described by the same values of conditions. Different actions of different experts for the same object are another source of inconsistency. For a set of conditions of the information system, and a given action of an expert, lower and upper approximations of a classification, generated, may be computed in a straightforward way, using their simple definitions. Such approximations are the basis of rough set theory. From these approximations, certain and possible rules may be determined for action.

The above concept of D- rough set theory was proposed by Dong Ya li et. al (IEEE FSKD 2007), can be used and implemented with Busse’s Properties. Busse’s properties are based on Pawlak’s rough set theory which deals with static information. As the real world demand - knowledge to be dynamic, Implementing D – rough concept with Busse’s property will lead to generation of rule and inductive condition to solve problems related to uncertainty.

The rule generation using rough sets has been studied by many authors and different types of efficient algorithms have been developed by them. These new methods can be implemented. However, it is worth noting that each algorithm has its specific area of application. So, one can develop a package of such rule generation algorithms in future. Also, reduction in the number of attributes in a knowledge base makes the storage and analysis more efficient. This can be added in future.
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