Solitons in media with mixed, high-order dispersion and cubic nonlinearity
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Abstract

Although most soliton research has traditionally considered dominant quadratic dispersion, the recent discovery of pure-quartic solitons has inspired analysis of soliton solutions with large higher orders of dispersion. Here we present analytic expressions for families of bright soliton solutions at arbitrary dispersion orders and practical methods to obtain the associated dispersion relations. These results provide a framework for considering higher order dispersion solitons and show the potential for further investigation of solitons in higher order dispersion systems.
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1. Introduction

Solitons are a striking phenomenon that are unique to physical systems with nonlinear effects [1–3]. In optics, solitons can occur from the balance of group velocity dispersion and the nonlinear Kerr effect, resulting in pulses which maintain their shape upon propagation. They have been used in the study and development of various optical applications including telecommunications [4–6], supercontinuum generation [7, 8] and ultrafast lasers [9, 10].

Traditionally, the majority of bright soliton studies and applications has involved negative quadratic dispersion, corresponding to the lowest order dispersion permitting soliton formation, whereas higher order terms, including both 3rd order dispersion [11–13] and 4th order...
dispersion [14], were treated as a nuisance which needed to be suppressed or managed. More recently, there has been experimental confirmation of the existence of solitons that rely on the balance of the Kerr effect and pure, negative higher-order even dispersion. While initial experiments were carried out in a waveguide with pure negative 4th order dispersion [15], the development of a fiber laser with programmable dispersion [16] has allowed demonstration of solitons with pure negative high-order dispersion of up to 10th order [17] and mixed dispersion of up to 18th order [18]. The focus of our research is on systems in which the electronic nonlinear polarization dominates, as is applicable to the fiber laser mentioned above. This Kerr effect, which has a typical response time below 10 fs can be considered instantaneous for the picosecond pulses we consider [19]. Slower nonlinear processes such as molecular orientation, electrostriction and thermal effects [20] are not considered.

Theoretical studies carried out in parallel have aimed to find analytic solutions in the presence of high-order dispersion. While no analytic solutions are known for pure, negative, even dispersion of order 4 or higher and a Kerr nonlinearity, some solutions in the presence of mixed orders of dispersion have been reported. Karlsson and Höök reported a stable stationary exact solution in the presence of both 2nd and 4th order dispersion and a pure Kerr nonlinearity in the form of a hyperbolic secant squared [21], subsequently confirmed by Piché et al [22]. More recently, we reported a solution in the form of a stationary hyperbolic secant cubed in the presence of 2nd, 4th and 6th orders of dispersion [23]. In 2020 Kudryashov reported a more general set of such solutions, both stationary and moving, in the form of hyperbolic secant solutions up to power 6, as well as solutions consisting of the sum of two terms, each of which is an integer power of a hyperbolic secant [24]. Kudryashov’s method requires the solution of a set of algebraic equations, but these become increasingly complicated and unwieldy as the powers and the number of terms, and simultaneously the number of dispersion orders, increase. As a consequence some of the underlying properties of the solutions were not apparent. While Kudryashov considered a pure Kerr nonlinearity [24], subsequently this work was generalized to systems with more general nonlinearities and with 3rd and 4th order dispersion [25, 26], and with dispersion up to 6th order [27]. The recently developed capabilities to observe solitons with significantly higher orders of dispersion [17, 18], allows for the generation and investigation of entirely novel classes of solitons.

Here we develop a systematic method for finding stationary analytic solutions in the form of superpositions of hyperbolic secant functions of arbitrary integer power and the associated dispersion relations, providing the conditions for observing these solitons experimentally. These solitons are superpositions of sech$(\alpha\tau/p)$, where $\tau$ is the time in a co-moving frame, $\alpha$ is a width parameter and $p$ is a positive integer. Since our approach is a systematic one it is straightforward to generalise the solutions reported by Kudryashov [24]. We fix the form of the solution, and find the associated dispersion relation. We show that for solutions consisting of a single term, the associated dispersion relation is associated with a polynomial with even power terms and $2p$ roots at integer values of $\alpha$, immediately giving the associated dispersion relation. Since this method cannot be applied to solutions that are superpositions of integer powers of hyperbolic secants, we develop another systematic method in which we cast the problem in the language of linear algebra, and exploit the linear dependence of the equations we obtain. In this way we straightforwardly generate the relevant algebraic equations, which can then be solved by standard methods and find solitons not reported by Kudryashov [24]. We also show that the poles of the spectra of the solutions lie on the imaginary axis at integer or half-integer multiples of $i\alpha$.

The outline of this paper is as follows. In section 2, we introduce the form of the nonlinear Schrödinger equation to which we find analytic soliton solutions. In section 3, we consider solutions consisting of a single term, reporting the form of these solutions for arbitrary powers
and outline how to find the associated dispersion relation. In section 4, we consider solutions consisting of a superposition of the powers of two hyperbolic secant terms. We also present the systematic method involving linear algebra which we use to find the associated dispersion relation. In section 5, we generalise the analytic solution for a superposition to an arbitrary number of terms, and the linear algebra method to find the associated dispersion relation. In each section, we also show the unique pole structure in the spectral domain for each of our solutions.

2. Generalised nonlinear Schrödinger equation

We consider a variety of analytic soliton solutions in the presence of high even orders of dispersion. The evolution of these solutions satisfies the generalised nonlinear Schrödinger equation

\[ i \frac{\partial \psi}{\partial z} + \sum_{r=1}^{n} (-1)^r \frac{\beta_{2r}}{(2r)!} \frac{\partial^{2r} \psi}{\partial \tau^{2r}} + \gamma |\psi|^2 \psi = 0, \]  

(1)

where \( \psi(z, \tau) \) is the pulse envelope, \( z \) the propagation coordinate, \( \tau \) the local time, \( \gamma \) the nonlinear parameter, which we take to be positive, and \( \beta_n \) is the highest order dispersion coefficient.

To find stationary solutions, we set \( \psi(z, \tau) = u(\tau; \mu) e^{i \mu z} \), so that \( u \) satisfies

\[ -\mu u + \sum_{r=1}^{n} (-1)^r \frac{\beta_{2r}}{(2r)!} \frac{d^{2r} u}{d \tau^{2r}} + \gamma u^3 = 0. \]  

(2)

We note in particular, that since we aim to observe bright, pulse-like solutions, we require \( \beta_n < 0 \) and \( \mu > 0 \) [28], where \( \mu \), as the nonlinear contribution to the propagation constant, characterizes the family of nonlinear solutions.

We briefly consider the linear wave solutions to equation (2) in the limit in which the wave amplitude is small, allowing us to drop the \( \gamma u^3 \) term. The resulting equation has solutions given as a linear combination of \( n \) terms of the form \( e^{\lambda \tau} \) [17]. By substituting \( e^{\lambda \tau} \) into equation (2) or equivalently by replacing \( d/d\tau \) by \( \lambda \), the \( \lambda \) are found to satisfy the algebraic equation

\[ -\mu + \sum_{r=1}^{m} (-1)^r \frac{\beta_{2r}}{(2r)!} \lambda^{2r} = 0. \]  

(3)

We refer to equation (3) as the characteristic polynomial. This equation allows us to characterize and predict the behaviour of the solution when the linear effects in equation (2) dominate. We will see in section 3.2 that this equation can also be used to construct full nonlinear analytic solutions.

3. Analytic solution: single term sech\( p \)

Analytic stationary solutions to problems with nonlinearity and dispersion are fairly rare. However, solutions of the type

\[ u = A \text{sech}^p(\alpha \tau) \]  

(4)

are known. The value \( p = 1 \) corresponds to conventional nonlinear Schrödinger solitons with negative quadratic dispersion [29, 30]. Karlsson and Höök showed that \( p = 2 \) corresponds to a solution for mixed 2nd and 4th order dispersion [14]. Similarly, a solution for \( p = 3 \), in the presence of 2nd, 4th and 6th order dispersion has been found [23, 24]. An obvious question that
arises is whether such analysis can be extended to higher values of \( p \), and whether this analysis can be carried out in a systematic way. We address both of these questions in section 3.2. Before doing so, we note that the way we have cast the problem is to assert a solution (of the form (4)), and then to find the associated dispersion relation that solves equation (2). This contrasts with the usual approach, where, given a dispersion relation, the associated solution needs to be found.

### 3.1. Sech\(^3\) solution

Here we search for the dispersion coefficients \( \beta_n \) and \( \mu \) for which equation (2) has solutions of the form (4) for arbitrary integer \( p \). This problem can be solved by using the relation

\[
\frac{d^2 \text{sech}^r(\tau)}{d\tau^2} = r^2 \text{sech}'(\tau) - r(r + 1)\text{sech}^{r+2}(\tau).
\]

Applied recursively, this expression allows even derivatives of hyperbolic secants to be written as a sum of hyperbolic secant terms. For the highest order dispersion term with an \( n \) power derivative in equation (2), we can obtain hyperbolic secant terms of power \( r \) up to \( r + n \), and the power of the terms which can be generated for all the different dispersion terms are shown in table 1. In this table, each row corresponds to a term in equation (2), whereas each column groups terms of the same power. The existence of a stationary analytic solution requires the entries in each column to cancel.

We first note that the nonlinear term needs to cancel the highest power term generated by the dispersion, i.e., \( p + n = 3p \), or \( n = 2p \) (see last column of table 1). This enforces the relationship between \( n \) and \( p \) in the general case. Choosing the coefficients such that the entries in this column cancel gives a relation between \( \beta_{3p}, \gamma A^2 \), and \( \alpha \). The remaining dispersion coefficients and \( \mu \) can be found by solving \( p \) simultaneous linear equations. These equations can be written as a triangular matrix (see table 1) so they are straightforward to solve. For \( p = 3 \), the parameters are given in table 2.
This approach and the results obtained here are consistent with results found earlier [23, 24]. Clearly, the number of simultaneous equations that need to be solved increases with \( p \). Whereas this becomes increasingly tedious as \( p \) increases, below we present an alternative approach that makes this unnecessary.

3.2. Sech\(^p\) solution

To extend our method to arbitrary dispersion order, we consider the last column of table 1. As discussed, it represents the cancellation of the nonlinear term in equation (2) and the highest power hyperbolic secant from the dispersion. This term can be generated by recursively applying equation (5) and obtaining the highest order term. Using this it is found that

\[
\gamma A^2 = \frac{\beta_{2p}}{(2p)!} p(p+1)\ldots (3p-1) \alpha^{2p} = \frac{\beta_{2p}}{(2p)!} \frac{(3p-1)!}{(p-1)!} \alpha^{2p} = \frac{1}{3} \frac{(3p)!}{p!(2p)!} \beta_{2p} \alpha^{2p}. \tag{6}
\]

The amplitude in equation (4) is thus expressed in the dispersion order and \( \alpha \). For \( p = 2 \) and \( p = 3 \), this generalised expression matches both the Karlsson and Höök solution and known 6th order analytic solution, given in row 1 of table 2, respectively [23].

To analyse the linear components for arbitrary order, we note that characteristic polynomials (equation (3)) of the Karlsson and Höök solution and known 6th order solution, have a distinct root structure. We find the roots to be positioned at \( \pm \pm 2\alpha, \pm 4\alpha, \pm 6\alpha, \pm 3\alpha, \pm 5\alpha, \pm 7\alpha \), respectively, on the real axis. The roots are thus positioned at integer values of \( m \). This can be understood as follows: for large \( |\ell| \), equation (4) takes the form of a superposition of terms of the type \( e^{\pm \beta_2 t}, e^{\pm \beta_{2p} t}, e^{\pm \beta_{2p-2} t}, e^{\pm \beta_{2p-4} t}, \ldots \), etc. The first term which can be generated nonlinearly is the third harmonic of the first term \( e^{\pm \beta_2 t} \), thus all terms prior to this term (i.e., powers \( p, p+2, \ldots, 3p-2 \)) must be generated linearly. These linear terms coincide with the solutions of the characteristic polynomial, which we know give the linear solutions of equation (2).

We can thus construct the characteristic polynomial equation (3) by recognising that it must have \( 2p \) roots at \( \pm \pm \alpha, \pm (p+2)\alpha, \ldots, \pm (3p-2)\alpha \). It must thus be of the form

\[
(\lambda^2 - (\alpha \pm 2)^2)(\lambda^2 - (\alpha (p+2))^2)\ldots (\lambda^2 - (\alpha (3p-2))^2) = 0 \tag{7}
\]

apart from a multiplicative constant.

This expression is equivalent to the linear part of the stationary nonlinear Schrödinger equation (2). Working backwards, we replace \( \lambda \) by \( \partial \partial t \) and find

\[
\left( \frac{\partial^2}{\partial t^2} - (\alpha p^2) \right) \left( \frac{\partial^2}{\partial t^2} - (\alpha (p+2))^2) \right)\ldots \left( \frac{\partial^2}{\partial t^2} - (\alpha (3p-2))^2 \right) u = 0. \tag{8}
\]

Multiplying this by \( |\beta_{2p}|/(2p)! \) and comparing with the linear terms of equation (2) allows us to obtain the parameters, and linear dispersion coefficients for the general solution equation (4). This produces expressions which are much easier to find than using the method outlined in section 3.1.

We now use this approach to obtain a general expression for \( \alpha \). The prefactors for the two highest order terms generated from equation (8) are equivalent to \( \beta_{2p} \) and \( \beta_{2p-2} \), giving us two equations in terms of \( \alpha \). Solving these simultaneously, gives

\[
\alpha^2 = \frac{(2p)!/(2p-2)!}{(3p-2)^2 + (3p-4)^2 + \cdots + p^2} \beta_{2p-2} = \frac{1}{2^p} \beta_{2p} \frac{(2p-1)}{(2p)^2 - 2p + 1/2} \beta_{2p-2}. \tag{9}
\]
This expression, in conjunction with the amplitude from equation (6) provides expressions for the unknowns in equation (4) at arbitrary order. Note that equation (9) is consistent with row 2 of table 2 for \( p = 3 \), as required.

With \( A \) and \( \alpha \) known, we require expressions for the linear dispersion relation and the nonlinear phase shift. We can match the prefactors between the expanded polynomial equation (8) and the linear part of the stationary NLS (equation (2)), since they are equivalent expressions, which give us the linear dispersion terms and nonlinear phase term, as functions of \( \alpha, \beta_{2p} \) and \( \beta_{2p-2} \). Thus, by choosing values, the full linear dispersion relation and nonlinear phase shift become fully defined. For \( p = 3 \), the polynomial is

\[
\frac{\partial^6 u}{\partial \tau^6} - 83\alpha^2 \frac{\partial^4 u}{\partial \tau^4} + 1891\alpha^4 \frac{\partial^2 u}{\partial \tau^2} - 11025\alpha^6 u = 0. \tag{10}
\]

Drawing an equivalence with the linear part of the associated stationary NLS, results in the same parameters obtained as in table 2.

An increase in dispersion order corresponds to an increase in the number of constraints (number of columns in table 1), whereas the degrees of freedom (\( A, \alpha, \mu \)) remain equal to 3. Thus, for every increase in constraints, an additional dispersion term is required. In fact, apart from \( \beta_{2p} \) and \( \beta_{2p-2} \), all dispersion terms are prescribed. Geometrically, the dimension of the corresponding phase space increases with dispersion order, whereas the dimension of the solution space for these exact analytic solutions remains the same. For example, the solutions for \( p = 3 \) correspond to a single curve in a three-dimensional space when \( \beta_6 \) and \( \gamma \) are fixed [23].

3.3. Properties of the solutions

It is straightforward to show that a pulse with an intensity of \( \text{sech}^2(\alpha \tau) \) has a full-width at half-maximum (FWHM)

\[
w = \frac{2}{\alpha} \ln \left( \frac{2^{\frac{1}{p}} + \sqrt{2^{\frac{1}{p}} - 1}}{2^{\frac{1}{p}} - 1} \right) \approx \frac{2}{\alpha} \sqrt{\ln \frac{2}{p}}. \tag{11}
\]

where the last result holds when \( p \gg 1 \). In this limit \( \alpha^2 \) decreases proportionally with \( p \), which cancels with the narrowing of \( \text{sech}^2(\alpha \tau) \) as \( p \) increases; as a consequence, the FWHM takes a limiting value. Using equation (9) we find, as \( p \to \infty \)

\[
w \approx \sqrt{\frac{13 \ln 2}{3} \frac{|\beta_{2p}|}{\beta_{2p-2}}}. \tag{12}
\]

Figures 1(a) and (b) show the analytic solutions (equation (4)) with the same normalized peak power \( \gamma P = 1.000 \text{ mm}^{-1} \) and same width parameter \( \alpha = 0.5000 \text{ ps}^{-1} \), for \( p = 3, 4, 15, 50 \), on linear and logarithmic scales respectively. The figures show that the tails of the pulses steepen as \( p \) increases, corresponding to the increasing strength of the dominant term \((e^{\pm \alpha \tau})\) of the asymptotic expansion of equation (4). The corresponding plots in the frequency domain in figures 1(c) and (d) show an opposite effect, with steeper solutions in the temporal domain corresponding to broader solutions in the spectral domain, as expected.

We find that considering the solutions in the spectral domain reveals intriguing properties, and start by considering in this section the Fourier transform for a single term analytic solution. The Fourier transform of a hyperbolic secant is [31]
Figure 1. Power of solutions of the form (4), with normalized power $\gamma P = 1.000 \text{ mm}^{-1}$ and $\alpha = 0.5000 \text{ ps}^{-1}$ kept constant, for $p = 3$ (blue: $\beta_4 = -1.5810 \text{ ps}^4 \text{ mm}^{-1}$, $\beta_6 = -2.2857 \text{ ps}^6 \text{ mm}^{-1}$, FWHM = 1.9599 ps), $p = 4$ (red: $\beta_6 = -1.4961 \text{ ps}^6 \text{ mm}^{-1}$, $\beta_8 = -1.5515 \text{ ps}^8 \text{ mm}^{-1}$, FWHM = 1.6893 ps), $p = 15$ (yellow: $\beta_{28} = -0.03686 \text{ ps}^{28} \text{ mm}^{-1}$, $\beta_{30} = -0.009341 \text{ ps}^{30} \text{ mm}^{-1}$, FWHM = 0.8632 ps), $p = 50$ (purple: $\beta_{98} = -2.537 \times 10^{-9} \text{ ps}^{98} \text{ mm}^{-1}$, $\beta_{100} = -1.889 \times 10^{-10} \text{ ps}^{100} \text{ mm}^{-1}$, FWHM = 0.4715 ps) on (a) a linear scale, and (b) a log scale. Same pulses versus frequency on (c) linear scale, with the $p = 50$ solution increased by 5 in magnitude for clarity, and (d) log scale. The curves on the linear scale have been shifted for clarity.

$$\text{FT(} \text{sech}(\alpha \tau) \text{)} = \frac{\pi}{\alpha} \text{sech} \left( \frac{\pi \omega}{2\alpha} \right),$$

and is thus also a hyperbolic secant. It has simple poles that are evenly spaced infinitely along the imaginary axis; for our particular function, poles are found at $\omega = \pm i\alpha, \pm 3i\alpha, \pm 5i\alpha, \ldots$, as indicated in figure 2(a).

The general analytic form of the Fourier transform for odd powers of the hyperbolic secant is known [31], and can also be shown by induction to be

$$\text{FT(} \text{sech}^{2q+1}(\alpha \tau) \text{)} = \frac{4^q \pi}{(2q)!\alpha} \text{sech} \left( \frac{\pi \omega}{2\alpha} \right) \prod_{r=1}^{q} \frac{1}{4\alpha^2} \left( \omega^2 + \alpha^2 (2r - 1)^2 \right).$$

The resultant function is the product of equation (13) and a polynomial of order $2q$. This polynomial has roots at $\omega = \pm i\alpha, \ldots, \pm (2q - 1)i\alpha, \pm (2q + 1)i\alpha$. These roots supplant the simple poles of the hyperbolic secant function present at these points. The position of the poles for the
Fourier transform of a cubic hyperbolic secant \((q = 1)\), and the general hyperbolic secant with odd powers are plotted in figures 2(b) and (c) respectively, showing the decreasing number of poles as they are supplanted by the increasing roots. Thus, for every additional dispersion order, the number of poles decreases by two, at frequencies of increasing magnitude. Since the structure of the poles for each solution is unique, it provides a link between the analytic solutions in the time and in the spectral domains.

The effect of the polynomial of order \(2q\) in equation (14) is visible in figure 1(d), in which the purely exponential decay for a hyperbolic secant exhibits a noticeable rounding in the spectrum, especially for higher powers \(p\). For a fixed \(\alpha\), there also is a distinct broadening of the spectra for higher dispersion orders. In fact, by considering the Taylor expansion around zero of the analytic expression for the spectrum (equation (14)), we can predict this behaviour. As \(q\) increases, the coefficient for the \(\omega^2\) term in the Taylor expansion of the solution decreases and approaches zero as \(q \to \infty\). Consequently, the quadratic part of the spectrum becomes increasingly broad. Numerically testing higher order \(\omega\) terms in the Taylor series reveals a similar behaviour for the coefficients, leading to a broadening of the spectrum at all higher orders. We conclude that the spectrum of the solitons must broaden as \(q\) increases. Extending to higher order dispersion, numerical testing also reveals a minor flattening of the spectra [17]. Figure 2 also illustrates that as equation (14) extends to higher dispersion orders, both the simple poles, and the roots introduced, remain on the imaginary axis. The lack of roots on the real axis for all dispersion orders means that there are no zero crossings; the spectrum is thus constrained to have the same sign for all frequencies.

An analogous argument can be made for the Fourier transform of even power hyperbolic secants [31]. Their Fourier transforms have the same properties except that the hyperbolic secant is replaced by a hyperbolic cosecant multiplied by an odd power polynomial. This solution retains similar properties to the odd order case, where the positions of the poles are evenly spaced along the imaginary axis but at multiples of \(2i\alpha\) instead \((\omega = \pm 2i\alpha, \pm 4i\alpha, \pm 6i\alpha, \ldots)\). Thus the same principles apply for even power, with simple poles supplanted by roots at the same frequency. This unique property of these analytic solutions in the spectral domain becomes increasingly useful as we explore additional analytic solutions in sections 4 and 5.
Table 3. As table 1 but for substituting equation (15) into equation (2). The colours of the columns correspond to the terms of the same colour in figure 3.

| Power of hyperbolic secant terms generated by terms in the general NLS |
|-------------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| µ                      | p−2               | p                | p + 2             | p + 4             | ...               |
| β_2                    | p−2               | p                | p + 2             | p + 4             | ...               |
| β_4                    | p−2               | p                | p + 2             | p + 4             | ...               |
| ...                    | ...               | ...              | ...               | ...               | ...               |
| β_n                    | p−2               | p                | p + 2             | p + n − 4         | p + n − 2         |
| γ                      | p−2               | p                | p + 2             | p + n − 6         | 3p − 6            |

4. Analytic solution: two terms sech^p + sech^{p−2}

Here we consider a solution composed of the sum of two hyperbolic secants, an analytic solution in the form

\[ u = A_1 \text{sech}^{p−2}(\alpha \tau) + A_2 \text{sech}^p(\alpha \tau) \] (15)

for \( p \geq 4 \). The condition to satisfy the NLS remains \( n = 2p \), for the highest power dispersion term and nonlinear term to cancel. The key to finding such solutions in a systematic way is to use the linear dependence of the equations corresponding to the terms at powers \( p−2 \) and \( p \). Table 3 is the analogue of table 1 for the two term solutions (15). The two columns corresponding to powers \( p−2 \) and \( p \) both have hyperbolic secant terms generated by each of the linear terms in equation (2), enforcing a linear dependence between the equations at these two powers. This leads to a relationship between the two amplitudes in equation (15), and ultimately allows us to separate the problem of finding the solution to equation (15) from the problem of finding the associated dispersion relation. As we show in section 4.2, we can then find the parameters in equation (15) for arbitrary order. We then separately develop a method, which differs from that in section 3, to find the dispersion relation.

The reason the method from section 3.2 for finding the dispersion relation does not apply here is that the substitution of equation (15) into the Kerr nonlinear term leads to four different hyperbolic secant powers (see the last four columns of table 3). This increased number of terms due to the nonlinearity prevents the tail roots being easily predictable, since they no longer all follow from linear equations as in section 3.2. As shown by Kudryashov [24], it is possible to simultaneously solve the equations corresponding to the columns of table 3 [24], however this is increasingly tedious as \( p \) increases. We therefore look for an alternative method.

4.1. Sech^3 + sech^5 solution

We now take the analytic solution with \( p = 5 \) as an example, giving

\[ u = A_1 \text{sech}^3(\alpha \tau) + A_2 \text{sech}^5(\alpha \tau), \] (16)

and identify a process to obtain the unknowns. Figures 3(a)–(c) show all of the terms generated by a substitution of equation (16) into equation (2), with the colours corresponding to the columns of table 3 for \( p = 5 \).

For \( p = 5 \), the lowest power hyperbolic secant terms are at power 3 and 5. These correspond to the lowest power columns in table 3 and the corresponding terms are shown in rows of the same power in figure 3. These produce proportional equations which we simultaneously solve, giving the ratio \( A_2 = 3A_1/4 \), consistent with known results [24]. We then substitute this
Figure 3. Equations generated at each hyperbolic secant power for \( p = 5 \) with colours corresponding to Table 3. Terms are grouped as follows: (a) from \( A\text{sech}^3(\alpha \tau) \); (b) from \( B\text{sech}^5(\alpha \tau) \); (c) nonlinear phase shift \( \mu \) and nonlinear terms \( \gamma u^3 \).

Table 4. Exact expressions for the unknowns of equation (16).

| \( \alpha^2 \) | \( \gamma A_1^2 \) | \( \mu \) | \( \beta_2 \) | \( \beta_4 \) | \( \beta_6 \) |
|---------------|------------|--------|------|--------|------|
| 0.90          | 1.157 \( \beta_{10} \) | \(-0.161 \beta_{10} \) | \(-0.2231 \beta_{10} \) | \(-0.4417 \beta_{10} \) | 0.6697 \( \alpha \beta_{10} \) |

We therefore exploit the equations at the two lowest hyperbolic secant powers for the general solution equation (15), to develop a different approach.

4.2. \( \text{sech}^{p-2} + \text{sech}^p \) solution

To generalise solutions in the form of equation (15) to arbitrary consecutive powers, we start with the first two columns of Table 3. For equation (15) to be a solution, it is necessary that the...
corresponding equations, can be described as linearly dependent vectors with the same basis. Thus the entries in each row must be proportional, such that the prefactor of each \( \text{sech}^{p-2} \) term is linearly proportional to each corresponding \( \text{sech}^p \) term. As an example, the ratio of the prefactors for \( \mu (A_1/A_2) \) must be equal to the ratio of the prefactors for \( \beta_2 (A_1(p-2)^2/(A_2p^2 - A_1(p-2)(p-1)) \). Solving this equivalence gives

\[
A_1 = \frac{4}{p-2} A_2, \tag{17}
\]

reducing the number of unknowns. We note that the same ratio is found from any of the other dispersion terms.

We then consider the last two columns of table 3, corresponding to terms at powers \( 3p-2 \) and \( 3p \). We substitute equation (17) into these equations and simplify using some series analysis and factorisation. Solving these simultaneously gives

\[
\alpha^2 = \frac{n(n-1)}{24(13n^2 - 24n + 8) - 2(n-2) + \frac{64n^2 - 44n - 24}{n-4}} \beta_n^{n-2}, \tag{18}
\]

\[
\gamma A_1^2 = -\frac{\beta_n \alpha^n}{3} \left( \frac{8}{n-4} \right)^2 \frac{(3n/2)!}{n!(n/2)!}, \tag{19}
\]

where \( n = 2p \). These results are consistent with the results for \( p = 5 \) in table 4. Choosing values for \( \beta_n, \beta_n^{-2} \) and \( \gamma \), the remaining dispersion terms and nonlinear phase shift can be found from the remaining equations. Just like for \( p = 5 \), solving the remaining equations simultaneously gives exact expressions for the dispersion terms and nonlinear phase shift, however we have the same practical issues as existing methods as \( p \) increases.

The general expressions for the solution are given in equations (18) and (19), requires only the amplitude ratio equation (17) and two highest power equations to find, thus the majority of the effort then goes into finding the dispersion coefficients using the remaining equations. Since our main analytic problem is to solve a set of coupled linear equations, we aim to describe the problem in matrix form and use methods from linear algebra to simplify the process.

This begins by redefining equation (2) using a matrix formalism that incorporates equation (5). This relationship means that every second derivative term enforces two outcomes, either a hyperbolic secant term at the same order with prefactor \( r^2 \) or a hyperbolic secant term two orders higher with prefactor \( -r^2(r+1) \). For our solution equation (15), the lowest power hyperbolic secant is \( p-2 \). In matrix form, these derivative terms can be expressed as

\[
D_2 = \begin{bmatrix}
(p-2)^2 & 0 & 0 & 0 & \cdots \\
-(p-2)(p-1) & p^2 & 0 & 0 & \cdots \\
0 & -(p+1) & (p+2)^2 & 0 & \cdots \\
0 & 0 & -(p+2)(p+3) & (p+4)^2 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]

for a \((p+2) \times (p+2)\) matrix. The elements \((j,k)\) give the possible prefactors from equation (5). Column \( j \) corresponds to the power of the hyperbolic secant term which equation (5) acts upon, spanning from \( p-2 \) to \( p+n \) in multiples of two. Row \( k \) corresponds to the power of the hyperbolic secant terms resulting from equation (5), which span the same range of hyperbolic secant powers as the columns. This matrix thus describes the action of a
2nd order derivative term on hyperbolic secant terms from order \( p - 2 \) to \( p + n \), and since the process is linear, we can denote higher order derivative effects as \( D_s = D_s^{1/2} \).

Next, we describe our analytic solution equation (15) as a vector

\[
U^T = [A_1 \quad A_2 \quad 0 \quad 0 \quad \ldots]
\]

(21)

where \( A_1 \) and \( A_2 \) are the amplitudes of our solution from equation (15). This length of the vector is \( p + 2 \) to match the matrix \( D_s \). We then account for the prefactors of each of the linear terms from equation (2), including the dispersion terms, the nonlinear phase shift, and the frequency term from equation (15), expressing it in vector form as

\[
B^T = \left[ -\mu \quad ( -1)^{\frac{\beta}{2!}} \alpha^2 \quad ( -1)^{\frac{\beta}{4!}} \alpha^4 \quad \ldots \quad ( -1)^{\frac{\beta}{(2p)!}} \alpha^{2p} \right]
\]

(22)

a vector of length \( p + 1 \). Finally, the nonlinear term \( \gamma u^3 \) can be expressed as

\[
N^T = \gamma \left[ \ldots \quad 0 \quad A_1^3 \quad 3A_1^2A_2 \quad 3A_1A_2^2 \quad A_2^3 \right],
\]

(23)

a vector of length \( p + 2 \), where the final four rows correspond to the rows where nonlinear terms exist, at power \( 3p - 6, 3p - 4, 3p - 2, 3p \), and where \( A_2 \) can be eliminated by equation (17).

Now we can express all terms in equation (2) for the solution using matrix notation, as

\[
[U \quad D_2U \quad D_4U \quad \ldots \quad D_nU]B = -N.
\]

(24)

Here the expression in square brackets represents a \((p + 2) \times (p + 1)\) matrix, the columns of which consists of the \( p + 1 \) vectors \( U, D_2U, \ldots, D_nU \), and represent the \( p + 2 \) linear equations we are aiming to solve. The resultant matrix is not square, but this issue is resolved by recalling that the two linear equations at power \( p - 2 \) and \( p \) are proportional, allowing us to remove the first row of equation (24) without losing information. This is true as long as the first two entries of the nonlinear vector \( N \) are also zero. This again, is only true for \( p \geq 4 \). This leaves us with a \((p + 1) \times (p + 1)\) upper triangular square matrix for \( p \geq 4 \), which can be easily solved as a set of simultaneous linear equations.

Once this set of equations is solved, we can choose values for the two highest order dispersion terms (\( \beta_n \) and \( \beta_{n-2} \)) and the nonlinear parameter (\( \gamma \)), and we are left with a simple set of equations which describe all the remaining unknowns. This includes \( \alpha \) and \( A_1 \), using the two highest power equations obtained using this matrix process, which is consistent with equations (18) and (19). This approach using matrices outlines a systematic method to obtain the corresponding unknowns of the solution. Using this method for \( p = 5 \) leads to the same values as in table 4. In appendix A, we see an example for \( p < 4 \) where a systematic approach cannot be applied since the linear dependence of the two lowest power equations does not hold, due to the presence of nonlinear terms (see section 5).

4.3. Properties of the solutions

We now compare the properties of the solutions (15), to previous solutions equation (4). The principles of the tail argument outlined in section 3 remains the same: the smallest real part of the tail solution dominates. For equation (15), the smallest real root corresponds to the first term and so we expect the dominant term to be \( e^{\pm(p-2)\alpha \tau} \) as \( |\tau| \to \infty \). In contrast, solutions at the same dispersion order for equation (4) have a dominant term at power \( p \). The exponential tails for equation (15) again become steeper as the dispersion order increases, by the same argument as in section 3.2. In figure 4, we show solutions (15) for fixed \( \alpha \) and \( p = 5, 6, 15, 50 \).
Figure 4. Power of solutions of the form (15), with normalized power $\gamma P = 1.000$ mm$^{-1}$ and $\alpha = 0.5000$ ps$^{-1}$ kept constant for $p = 5$ (blue line: $\beta_8 = -0.6039$ ps$^8$ mm$^{-1}$, $\beta_{10} = -0.1879$ ps$^{10}$ mm$^{-1}$, FWHM = 1.7314 ps), $p = 6$ (red line: $\beta_{10} = -0.4990$ ps$^{10}$ mm$^{-1}$, $\beta_{12} = -0.1655$ ps$^{12}$ mm$^{-1}$, FWHM = 1.5120 ps), $p = 15$ (yellow line: $\beta_{28} = -0.02421$ ps$^{28}$ mm$^{-1}$, $\beta_{30} = -0.005462$ ps$^{30}$ mm$^{-1}$, FWHM = 0.8774 ps), $p = 50$ (purple line: $\beta_{98} = -2.183 \times 10^{-9}$ ps$^{98}$ mm$^{-1}$, $\beta_{100} = -1.610 \times 10^{-10}$ ps$^{100}$ mm$^{-1}$, FWHM = 0.4723 ps) on (a) a linear scale, and (b) a logarithmic scale. Associated spectra on (c), with the $p = 50$ solution increased by 5 in magnitude for clarity, and (d) a logarithmic scale. The curves on the linear scale have been shifted for clarity.

Figure 4(b) shows the increasing steepness as the order increases, with the opposite effect shown in the spectra (figure 4(d)).

We now analyze the Fourier transform of equation (15), using equation (17). After some rearrangement we find that

$$\text{FT}\left(A_1 \text{sech}^{p-2}(\alpha \tau) + A_2 \text{sech}^{p}(\alpha \tau)\right) = \frac{A_1}{4\alpha^2} \frac{(\omega^2 + \alpha^2 p^2)}{(p - 1)} \text{FT}(\text{sech}^{p-2}(\alpha \tau)), \tag{25}$$

from which we can immediately infer the pole structure. Recall from section 3.2 that the Fourier transform of a hyperbolic secant of order $p - 2$ has simple poles at $\omega = \pm (p - 2) i \alpha$, $\pm p \alpha$, $\pm (p + 2) i \alpha$, . . . . However, the simple poles at $\omega = \pm p i \alpha$ are supplanted by the root at the same point which we observe in the rhs of equation (25). Thus the ratio equation (17) effectively removes one of the simple poles (in fact we find this ratio can be found by enforcing the condition that the simple pole is supplanted). This changes the pole structure, as shown
in figure 5. As in section 3.3, this pole behaviour and the spectral behaviour are once again unique for each soliton solution in the time domain. We see from figure 5, that the poles and roots remain on the imaginary axis and no real roots are introduced, constraining the spectrum to be positive and to have no zeros. For fixed $\alpha$ as $p$ increases, the spectrum also continues to broaden.

5. Analytic solution: multiple terms

With the family of analytic solutions established for a sum of two hyperbolic secant terms, we consider possible families, for an arbitrary number of terms, of the form

$$u = A_1 \text{sech}^{p-v}(\alpha \tau) + A_2 \text{sech}^{p-v+2}(\alpha \tau) + \cdots + A_y \text{sech}^y(\alpha \tau)$$  \hspace{1cm} (26)

for $v$ even, with $p-v$ defining the lowest order term, and the total number of terms $y = v/2 + 1$. Table 5 is similar to tables 1 and 3, showing the hyperbolic secant terms generated from equation (26). We can use the same matrix method developed in section 4.2 for the general case after some straightforward modifications. This starts with an adjustment of the dimensions of the matrix $D_2$ to $(p+y) \times (p+y)$, with element $(1, 1)$ changed to $p-v$ rather than $p-2$, and all of the remaining terms adjusted accordingly. The dimensions of the vectors $U, B$ and $N$ are also changed to $p+y$, with $U$ and $N$ potentially containing additional nonzero elements. We also redefine the analytic solution $U$ as

$$U^T = \begin{bmatrix} A_1 & A_2 & \ldots & A_y & 0 & \ldots \end{bmatrix}$$ \hspace{1cm} (27)

for a vector of length $p+y$ containing $y$ nonzero elements.

In section 4.2 the two lowest power columns were proportional and thus defined the ratio between amplitudes $A_{1,2}$. In table 5, the first $y$ columns are similarly proportional, and allow us to derive a relationship between all the amplitude terms. We follow the same approach as in section 4, where the ratio of prefactors for $\mu$ ($A_1/A_r$) must be equal to the ratio of prefactors for $\beta_2 (A_1(p-v)^2/A_r(p-2(y-r))^2 - A_{r-1}(p-2(y-r)-2)(p-2(y-r)-1)))$. This gives the general ratio between any two successive amplitudes

$$\frac{A_r}{A_{r-1}} = \frac{(p-2(y-r)-2)(p-2(y-r)-1)}{(p-2(y-r))^2 - (p-v)^2},$$ \hspace{1cm} (28)
Table 5. The rows and columns of the table are grouped in the same way as tables 1 and 3 for a substitution of equation (26) into equation (2).

| $\mu$  | $p - v$ | $\ldots$ | $p - 4$ | $p - 2$ | $p$   |
|--------|---------|-----------|---------|---------|-------|
| $\beta_2$ | $p - v$ | $\ldots$ | $p - 4$ | $p - 2$ | $p$   | $p + 2$ |
| $\beta_3$ | $p - v$ | $\ldots$ | $p - 4$ | $p - 2$ | $p$   | $p + 2$ | $p + 4$ |
| $\beta_n$ | $p - v$ | $\ldots$ | $p - 4$ | $p - 2$ | $p$   | $p + 2$ | $\ldots$ | $3(p - v)$ | $3(p - v) + 2$ | $\ldots$ | $p + n - 2$ | $p + n$ |
| $\gamma$ | $p - v$ | $\ldots$ | $p - 4$ | $p - 2$ | $p$   | $p + 2$ | $\ldots$ | $3(p - v)$ | $3(p - v) + 2$ | $\ldots$ | $3p - 2$ | $3p$   |

Power of hyperbolic secant terms generated by terms in the general NLS.
for arbitrary amplitude $A_r$. This allows us to find and inductively define each of the amplitudes in the general case, in terms of $A_1$.

The nonlinear term $N$ requires us to cube an arbitrary number of terms, giving

$$N^T = \gamma [ \ldots 0 \ A_1^2 \ 3A_1 A_2 \ldots 6A_1 A_2 A_3 \ldots 6A_{v-2} A_{v-1} A_v \ldots 3A_{v-1} A_v^2 \ A_v^3 ]$$

(29)

where the prefactors of each term is determined by the multinomial coefficient. This results in $3y - 2$ nonzero terms in the vector $N$, corresponding to hyperbolic secant terms between powers of $3(p - v)$ and $3p$.

With all the matrices and vectors from section 4.2 now known for the general case, we use equation (24) to follow the same process, generating a triangular matrix and solving a set of linear simultaneous equations. After choosing values for the two highest order dispersion terms ($\beta_n$ and $\beta_{n-2}$) and the nonlinear parameter ($\gamma$), we can obtain all remaining unknowns. Solving the remaining unused equations gives us the full dispersion relation and the nonlinear phase shift for equation (26).

This method can be applied provided the nonlinear terms do not overlap with the set of linearly dependent columns at powers $p - v, \ldots, p$. This condition can be enforced by ensuring that the size of the elements ($p + y$), is larger than or equal to the sum of equivalent columns $y$ and nonlinear terms $3y - 2$, giving the general condition $p \geq 3y - 2$. Using this, we see when the power of the lowest hyperbolic secant term is 1 (i.e., $p - v = 1$), this inequality does not hold, consistent with section 4.

For the general case, we can also modify the analytic form of $A$ and $\alpha$, which we found for the two term case in equations (19) and (18). This requires a simple modification of these equations by the elements dependent on the ratio between the amplitudes, and correcting these for the general case gives us the expression

$$\alpha^2 = \frac{n(n-1)}{24(13n^2 - 24n + 8)} \beta_{n-2},$$

(30)

$$\gamma A_1^2 = -\frac{\beta_n \alpha^n}{3} \left( \frac{A_1}{A_v} \right)^2 \frac{(3n/2)!}{n(n/2)!}.$$  

(31)

Here we normalized the ratio-dependent terms from equations (19) and (18) and replaced these with the appropriate ratios we know for the general case. We find these analytic results to be consistent with the results we obtain numerically using the matrix method.

5.1. Properties of the solutions

In figure 6, we now plot four solutions with the same peak dispersion order $n = 20$, using our generalised method to find the unknowns for the solutions. The principles of the tail argument outlined in section 3 once again apply, where the smallest real part of the tail solution dominates. Since we expect the solution of equation (26) to have a dominant term at $e^{i(p-v)\alpha \tau}$, we expect the steepest tail of these solutions to be for $v = 0$, with an increasing value of $v$ corresponding to decreasing steepness, which we observe clearly in figure 6(b). The solution in
Figure 6. Power of solutions of the form equation (26) for \( n = 20 \), with normalized power \( \gamma P = 1.000 \text{ mm}^{-1} \) and \( \alpha = 0.5000 \text{ ps}^{-1} \) equation (26) kept constant, for \( v = 0 \) (blue curve: \( \beta_{18} = -0.2714 \text{ ps}^{18} \text{ mm}^{-1}, \beta_{20} = -0.1047 \text{ ps}^{20} \text{ mm}^{-1}, \) FWHM = 1.0592 ps), \( v = 2 \) (red: \( \beta_{18} = -0.1568 \text{ ps}^{18} \text{ mm}^{-1}, \beta_{20} = -0.0465 \text{ ps}^{20} \text{ mm}^{-1}, \) FWHM = 1.0978 ps), \( v = 4 \) (yellow: \( \beta_{18} = -0.08048 \text{ ps}^{18} \text{ mm}^{-1}, \beta_{20} = -0.02025 \text{ ps}^{20} \text{ mm}^{-1}, \) FWHM = 1.1657 ps), \( v = 6 \), (purple: \( \beta_{18} = -0.01975 \text{ ps}^{18} \text{ mm}^{-1}, \beta_{20} = -0.00482 \text{ ps}^{20} \text{ mm}^{-1}, \) FWHM = 1.3043 ps) on (a) a linear scale, and (b) a logarithmic scale. Associated spectra on (c) a linear scale, and (d) a logarithmic. The solutions on the linear scale have been shifted for clarity.

In the spectral domain in figure 6(d) shows an opposite effect, where the steeper solutions in the temporal domain correspond to shallower solutions in the spectral domain, which is what we would expect.

We also now analyse the Fourier transform for the general case, where a substitution of the appropriate amplitude using equation (28), allows us to rearrange the general Fourier transform into the form

\[
\text{FT}(A_1 \text{sech}^{p-v}(\alpha \tau) + A_2 \text{sech}^{p-v+2}(\alpha \tau) + \cdots + A_r \text{sech}^r(\alpha \tau)) = \frac{A_1}{(4\alpha^2)^{p/2}} \frac{(\omega^2 + \alpha^2(p-v+2)^2)(\omega^2 + \alpha^2(p-v+4)^2) \cdots (\omega^2 + \alpha^2p^2)}{(p-v+1)(p-v+3) \cdots (p-1)} \times \text{FT}((\text{sech}^{p-v}(\alpha \tau))).
\]

(32)

We recall from section 3.3, that for the Fourier transform of the basic hyperbolic secant of power one, there are simple poles at \( \omega = \pm i\alpha, \pm 3i\alpha, \pm 5i\alpha, \ldots \), however for an arbitrary hyperbolic secant at power \( r \), all simple poles below this power are supplanting. We then observed in section 4.3 that for an additional hyperbolic secant term in the temporal solution, the Fourier
Figure 7. The positions of the poles for the Fourier transform for (a) $A_1 \text{sech}^{p-4}(\alpha \tau) + A_2 \text{sech}^{p-3}(\alpha \tau) + A_3 \text{sech}^{p}(\alpha \tau)$ and (b) $A_1 \text{sech}^{p-1}(\alpha \tau) + A_2 \text{sech}^{p+1}(\alpha \tau) + \cdots + A_y \text{sech}^{p}(\alpha \tau)$. The Fourier transform had an additional simple pole supplanted at $\omega = \pm p i \alpha$, producing a gap in the simple pole structure. For the Fourier transform of the general case, we now expect simple poles at $\omega = \pm (p - v) i \alpha, \pm (p - v + 2) i \alpha, \pm (p - v + 4) i \alpha, \ldots$, but now with additional poles supplanted at $\omega = \pm (p - v + 2) i \alpha, \ldots, \pm p i \alpha$, due to the amplitude ratios (equation (28)) from the additional roots generated by the temporal terms. We see this pole structure shown in figure 7, and note that the change in the analytic solution in the temporal domain again corresponds to a clear change in the structure of the Fourier transform, with an increasing number of simple poles supplanted corresponding to an increasing number of terms in equation (26). The pole structure is once again unique for each different soliton solution. The properties of the spectra remain analogous to the previous cases, with the arguments from section 3.3 continuing to apply. The poles and roots remain on the imaginary axis, as shown in figure 7, constraining the spectrum to be positive and to have no zeros, and the solution continues to broaden for fixed $\alpha$ as $p$ increases. We discuss this further in section 6.

6. Discussion and conclusion

The results we have presented provide an analytical framework for exact solutions for higher order dispersion systems with anomalous dispersion, and have the potential to be expanded upon both analytically and experimentally. Recent studies have shown the capability of fiber lasers with programmable pulse shaper in which the dispersion can be freely modified [16–18]. By choosing the values of the dispersion coefficients appropriately, the solitons described in this paper can be generated in a similar way, subject to the performance limits of the pulse shaper. Therefore, experimental observation of the analytic solutions reported in this paper is realistic.

These analytic solutions can be used to improve the numerical methods used to find soliton solutions of high-order differential equations. An effective method to find solutions of equation (2) is the Newton conjugate-gradient method [32, 33], but it typically requires an initial guess close to the soliton solution. The solutions found in this work can therefore serve as starting points for the numerical method. Given this suitable initial guess, it would therefore be possible to explore the solution space by slowly changing the system parameters. Obsc-
ing the rate of convergence would also allow us to examine the effectiveness of this numerical method for higher order dispersion.

We have presented results of equation (2), which is a stationary equation, but this does not mean that these solutions are stable. Determining stability requires the solution of equation (1). We performed simulations using the split step Fourier method of the full evolution of the solutions presented here [34]. Although not carried out systematically, all of the solutions we have tested, which include up to three terms and dispersion up to 14th order, appear to be stable. However, a full stability analysis is outside the scope of this paper.

A consequence of the pole structure of the multi-term solutions, and the removal of some of the poles, is that the asymptotic expansion of the solutions in equation (26) can be written as

\[ B_1 e^{\pm (p-v)\alpha \tau} + B_{i+1} e^{\pm (p+2i)\alpha \tau} + B_{i+2} e^{\pm (p+4i)\alpha \tau} \ldots, \]

where the \( B_i \) are linear combinations of the \( A_i \) from section 5, and the terms \( B_2, \ldots, B_i \) vanish. In other words, the number of missing terms in the expansion equals the number of poles that have been removed. One may conclude that as \( \tau \) becomes very large, then the solution increasingly resembles the function \( e^{-\pm (p-v)\alpha \tau} \); however, since this function has a discontinuous derivative at the origin it is unlikely that it can ever be reached. Nonetheless, result (28) for the ratio of amplitudes of consecutive terms in the expression for the soliton can also be found by requiring that the 2nd derivative of equation (26) is proportional to the equation itself. Thus, even though the positions of the simple poles are easy to predict, the implications of some of the simple poles being supplanted and the significance of a reduced number of simple poles as dispersion order increases, remain open questions.

The analytic solutions we construct consist of hyperbolic secant terms with powers in successive multiples of two. For solutions including successive terms with a larger difference than two, such as

\[ u = \ldots + A_{r-d} \text{sech}^d(\alpha \tau) + A_r \text{sech}^{2d}(\alpha \tau) + \cdots, \]

for cases where \( d > 1 \), we find that the method applied in this paper is not applicable. The reason for this is simple. In section 5 we found the ratio of successive amplitudes; for a solution with a gap between successive powers larger than two, \( A_{r-1} = 0 \) is enforced, for which the only solution is \( r = 1 \), which prohibits solutions with more than one hyperbolic secant term. Thus we cannot easily find the ratio between amplitudes, preventing us from applying the method we developed. All of the solutions we have reported have exponentially decaying tails in time. To our knowledge, analytic solutions with oscillatory decaying tails [35, 36], have yet to be reported.

In the temporal domain, we exploited the root structure for the single term solutions. However for the solutions with multiple hyperbolic secant terms, some of the characteristic tail roots remain analytically unpredictable due to the presence of nonlinear terms. Numerical calculations show that all roots remain on the real axis for the two-term solitons, with complex roots introduced for solutions with more terms, and that the roots linearly scale with \( \alpha \). Being able to analytically predict the tail root structure for an arbitrary solution would allow us to apply the same method as in section 3 to find the associated dispersion relation, which would be even more straightforward than our current method.

In summary, we present a study of exact analytic stationary solutions consisting of a superposition of hyperbolic secant terms of different integer powers, and a corresponding method to find the associated dispersion relations. In section 3, we considered solutions with a single term, and derived their form for arbitrary dispersion order using a constructed polynomial to
define the dispersion relation. Then in section 4, we find the form of solutions with two terms for arbitrary dispersion order, and present a convenient method to find the associated dispersion relation, and in section 5, generalise these results to an arbitrary superposition of terms. These studies all include a consideration of the distinct pole structure for any unique solution in the spectral domain.
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Appendix A. Analytic solution: sech + sech³

Here we consider a solution, also found by Kudryashov [24], where the systematic approach we present in section 4.2 cannot be applied, and so the solution and the associated dispersion relation cannot be separated. We consider the analytic solution of the form

\[ u = A_1 \text{sech}(\alpha \tau) + A_2 \text{sech}^3(\alpha \tau). \]  

(A.1)

In section 4 we argue that for \( p < 4 \), the linear algebra methods described do not apply, because the columns at power 1 and 3 are not proportional, due to a nonlinear term at power 3 (see figure A1(c)). This prevents us from using the ratio equation (17) to find a relationship between \( A_1 \) and \( A_2 \), leaving both as unknowns. Finding this analytic solution requires us to simultaneously solve all five equations without the simplifications from section 4. The terms at each power which the equations consist of are grouped by hyperbolic secant power in figure A1, for equation (A.1) substituted into equation (2).

We aim to make a series of substitutions between these equations, in order to isolate the relationship between the factors \( A_1 \) and \( A_2 \). We achieve this by eliminating all \( \beta_{2,4,6} \) and \( \alpha \) terms. We begin by obtaining an expression for \( \mu \) from the equation at power 1, and substituting this into the equation at power 3. Following this, we make a series of substitutions of the equation at power 9, into the equations at power 7 and 5. This allows us to write the dispersion parameters, and \( \alpha \), in terms of \( \gamma \) and \( A_1 \) and \( A_2 \), giving

\[ \beta_4 \alpha^4 = -\frac{83\gamma}{840}(2A_1A_2 + A_2^3), \]

\[ \beta_2 \alpha^2 = -\frac{\gamma}{2520}\left(1177A_1^2 + 1387A_1A_2 + \frac{189A_2^3}{4}\right). \]  

(A.2)

Substituting these two equations and our equation at power 9 into our updated equation at power 3, gives

\[ \gamma(1343A_1^3 + 3736A_1^2A_2 + 3600A_1A_2^2 + 1152A_2^3) = 0 \]  

(A.3)
Figure A1. Terms at each hyperbolic secant power when equation (A.1) is substituted into equation (2). (a) Terms generated by dispersion applied to $A_1 \text{sech}(\alpha \tau)$, and (b) $A_2 \text{sech}^3(\alpha \tau)$, and (c) due to $\mu u$ and $\gamma u^3$. The black box shows the nonlinear term at power 3. $D(r) \equiv \beta_r \alpha^r$.

Table A1. Exact expressions for the unknowns of equation (A.1).

| Parameter | Expression |
|-----------|------------|
| $\alpha^2$ | $\frac{540}{581} |\beta_6|$ |
| $\gamma A_2^2$ | $28 \alpha^6 |\beta_6|$ |
| $\mu$ | $\frac{92,659}{104,040} |\beta_6|$ |
| $\beta_2$ | $-\frac{92,659}{104,040} |\beta_6|$ |

By dividing through by the nonzero factor $\gamma$ we are left with a cubic equation composed of only the parameters $A_{1,2}$. Solving these equations gives $A_1 = -\frac{12}{7} A_2$, consistent with Kudryashov [24]. Substitutions of this ratio into prior equations allows us to obtain relationships between all the parameters, giving the parameters in Table A1.

The method used to obtain the unknowns in equation (A.1) are significantly more demanding than solutions for $p \geq 4$, and we predict that solutions in the general case from section 5 for the condition $p < 3y - 2$ will similarly be practically demanding to solve.

By the same argument as for the exact solution in section 3.2, we consider the asymptotic expansion of equation (A.1), and similarly expect a superposition of terms of the type $e^{\pm \alpha \tau}$, $e^{\pm 3\alpha \tau}$, $e^{\pm 5\alpha \tau}$, etc. We note that in this case however, the $e^{\pm \alpha \tau}$ term is the only term generated linearly, as all other terms can be generated from the third harmonic of equation (A.1). This results in a highly unique root structure, where applying equation (3) produces two real roots at $\pm p_0$ and a quartet of complex roots, which have a smaller real part than the real roots. Nonetheless, the tails are dominated by the real roots. Moreover, the solution has zero crossings both in time and in frequency and the pole structure found for solutions in section 3.3 is also absent.
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