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Abstract

Most inverse optimization models impute unspecified parameters of an objective function to make an observed solution optimal for a given optimization problem with a fixed feasible set. We propose two approaches to impute unspecified left-hand-side constraint coefficients in addition to a cost vector for a given linear optimization problem. The first approach minimally perturbs prior estimates of the unspecified parameters to satisfy strong duality, while the second identifies parameters minimizing the duality gap, if it is not possible to satisfy the optimality conditions exactly. We apply these two approaches to the general linear optimization problem. We also use them to impute unspecified parameters of the uncertainty set for robust linear optimization problems under interval and cardinality constrained uncertainty. Each inverse optimization model we propose is nonconvex, but we show that a globally optimal solution can be obtained by solving a polynomial number of tractable optimization problems.
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1. Introduction

Inverse optimization (IO) aims to determine unspecified parameters of an optimization problem (the forward problem) that make a given observed solution optimal. To date, most of the literature has focused on determining parameters of the objective function, assuming the parameters specifying the feasible region are fixed. Depending on whether the given solution is or is not a candidate to be exactly optimal, the corresponding IO models either aim to satisfy the optimality conditions exactly (e.g., Ahuja & Orlin (2001); Iyengar & Kang (2005)) or minimize a measure of suboptimality (e.g., Keshavarz et al. (2011); Chan et al. (2014); Bertsimas et al. (2015); Aswani et al. (2018); Esfahani et al. (2018); Chan et al. (2018); Chan & Lee (2018)), respectively.

Methods to impute parameters defining the feasible region, in addition to the objective function, are receiving increasing attention. While models that impute only the objective function parameters...
typically maintain the complexity of the underlying forward problem, the models for imputing constraint parameters are generally nonconvex, even if the forward problem is convex. The vast majority of these papers consider imputing only the “right-hand-side” of a linear optimization problem (Dempe & Lohse, 2006; Güler & Hamacher, 2010; Chow & Recker, 2012; Černý & Hladík, 2016; Saez-Gallego et al., 2016; Saez-Gallego & Morales, 2018; Xu et al., 2018). Few papers have addressed the problem of imputing the unspecified parameters of the “left-hand-side” coefficient matrix, and those that do, exploit specific problem characteristics or assumptions to derive a tractable problem. For example, Birge et al. (2017) assume partial access to both the primal and dual solutions to eliminate bilinearities in the IO problem. Brucker & Shakhlevich (2009) exploit the fact that the necessary and sufficient optimality conditions for their forward problem, the minimax lateness scheduling problem, can be written linearly in the parameters to be recovered.

In this paper, we investigate the IO problem of imputing left-hand-side constraint coefficients for a general (without special structure) linear optimization problem, such that an observed solution is optimal with respect to some nonzero cost vector. We then extend our analysis to the problem of imputing uncertainty set parameters which appear as left-hand-side coefficients in robust linear optimization problems, for two specific cases where the robust counterpart remains linear: interval uncertainty (Ben-Tal & Nemirovski, 2000) and cardinality constrained uncertainty (Bertsimas & Sim, 2004). Although the robust problem can be viewed as a variant of the general problem, there is an independent motivation for studying inverse robust linear optimization. Viewed through a non-robust lens, an observed solution that is an interior point of a fixed feasible set is not a candidate to be optimal and an IO model must therefore minimize suboptimality to fit a cost vector to the data. However, if we view the forward problem as a robust optimization problem, there may be a choice of an uncertainty set, along with a cost vector, that can make the given interior point solution exactly optimal. In other words, the solution may be an interior point because we have failed to account for uncertainty that the decision maker incorporated into her decision-making process. Such uncertainty effectively shrinks the feasible set such that the observed solution is exactly optimal for the true, unobservable feasible region. To our knowledge, only Chassein & Goerigk (2018) consider IO to recover parameters of the uncertainty set for a robust optimization problem. However, their forward problem is a binary integer program for which the linear relaxation produces an optimal solution, and which has min-max regret robustness with interval uncertainty only on the cost vector, with a fixed feasible set. Thus their IO models do not recover uncertainty set parameters controlling the size or shape of the feasible set of the forward problem.

For each forward optimization problem we consider, we will formulate and analyze two IO problem variants distinguished by whether or not it is possible to guarantee a priori that there exist parameters that make the observed solution exactly optimal. When optimality of the given observation can be guaranteed, the inverse model searches among the potentially multiple optimal
solutions to choose one that minimizes the norm distance from a “prior” estimate of the parameters, akin to the classical approach of Ahuja & Orlin (2001). When it is not possible for the given observation to be optimal, the goal is to choose parameter values that minimize the suboptimality associated with the observation. Note that in inverse linear optimization models where only the cost vector is imputed, the candidacy of an observed solution to be optimal is entirely characterized by whether or not the solution is on the boundary of the feasible region. However, because this paper focuses on imputing parameters that determine the feasible region, exact optimality can always be guaranteed if the IO model can choose the constraint parameters without restriction. Thus, the second IO model is likely to be useful only when the IO model is limited in the extent to which it can modify the feasible region, for example due to application-driven side constraints such as non-negativity of the parameters.

To summarize, this paper presents three different forward problems, each with two inverse problem variants (see Table 1). Using small numerical examples, the last subsection in each of Sections 2, 3, and 4 provides insight into the geometry associated with the solution of each model. The development of the inverse robust optimization problems are conceptually similar to the nominal inverse linear problem, so we will omit redundant details wherever possible. Unless otherwise indicated, proofs that do not appear in the body of the paper are contained in the online-only supplementary material.

1.1. Overview of main results

This paper provides the first comprehensive analysis of inverse linear optimization for the recovery of constraint parameters. Although on the surface each inverse problem is nonconvex, we show through algebraic and geometric analysis that each model can be solved by solving at most $2m$ convex optimization problems, where $m$ is the number of constraints in the forward problem. In certain cases, solving the inverse problem can be reduced to solving $m$ linear optimization problems

| Forward problem                                  | Can observed solution be optimal? |
|------------------------------------------------|----------------------------------|
| Nominal linear optimization                     | Yes                              |
| Robust linear optimization with interval uncertainty | No                               |
| Robust linear optimization with cardinality constrained uncertainty | No                               |

Table 1: Structure of paper and model abbreviations. SD means strong duality is enforced as a constraint. DG means the duality gap is minimized as an objective.
or evaluating closed form expressions. Table 2 summarizes the complexity of the solution approach for each of the six models.

1.2. Notation

The following notation will be used in the rest of the paper. Let \( e \) be the vector of all ones. Let \( e_i \) be the unit vector with \( i \)-th component equal to 1. Let \( a_i \) be the \( i \)-th row of a matrix \( A \), which has \( m \) rows and \( n \) columns. If we have a set of vectors with common index but of differing dimensions such as \( \alpha_i \) for all \( i \in I \), we will sometimes abuse notation and use \( \alpha \) to denote the collection of vectors \( \{ \alpha_i \}_{i \in I} \). In some optimization models, we will be interested in minimizing over vectors \( \{ a_i \}_{i \in I} \) of the same dimension, in which case we may abuse notation and simply refer to the collection of decision vectors using \( A \). Thus, whenever \( \alpha \) or \( A \) appear as decision variables in an optimization model, we are optimizing over a set of vectors \( \{ a_i \}_{i \in I} \) or \( \{ \alpha_i \}_{i \in I} \), respectively. We define \( \text{sgn}(x) = 1 \) if \( x \geq 0 \) and \(-1\) otherwise.

2. Nominal linear optimization

In this section, we consider the general linear optimization problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{j \in J} c_j x_j \\
\text{subject to} & \quad \sum_{j \in J} a_{ij} x_j \geq b_i, \quad \forall i \in I.
\end{align*}
\]

(1)

Given \( b \) and an observed solution \( \hat{x} \), the IO problem aims to identify a constraint matrix \( A \) that makes \( \hat{x} \) optimal for some nonzero cost vector. In Section 2.1, we consider the problem NLO-SD, which minimally perturbs prior estimates of the constraint parameters such that there exists a nonzero cost vector that renders the observed solution \( \hat{x} \) exactly optimal. In Section 2.2 we consider the variant NLO-DG, where it may not be possible to make the observed solution \( \hat{x} \) exactly optimal, due to additional problem-specific side constraints on the constraint parameters. In this case, the

### Table 2: The number and type of optimization problems that need to be solved to find a solution to each of the six IO models. Number of constraints in forward problem is \( m \). Parentheses indicate reduction in complexity under appropriate norm choice (in RLO-IU-SD) or if associated side constraints are linear (all DG models).

|       | SD          | DG          |
|-------|-------------|-------------|
| NLO   | Closed form | \( m \) convex (linear) |
| RLO-IU| \( m \) convex (linear) | \( m \) convex (linear) |
| RLO-CCU| \( \leq m \) linear | \( \leq m \) linear and \( m \) convex \((\leq 2m \) linear) |
objective is to find constraint parameters that minimize the associated duality gap. Note that if NLO-DG is found to have a zero duality gap, then the observed solution was in fact optimal with respect to some $A$ satisfying the side constraints; if finding a solution close to the prior parameter estimates is desired, one could then solve NLO-SD with the addition of the side constraints.

2.1. Enforcing strong duality

Let $\pi$ be the dual vector associated with the constraints of the forward problem (1). Let $\hat{a}_i$ be given for all $i \in I$. The following formulation minimizes the weighted deviations of the vectors $a_i$ from $\hat{a}_i$, while enforcing strong duality, and primal and dual feasibility:

\[
\text{NLO-SD: } \minimize_{A, c, \pi} \sum_{i \in I} \xi_i \|a_i - \hat{a}_i\| \tag{2a}
\]

subject to

\[
\sum_{j \in J} c_j \hat{x}_j - \sum_{i \in I} b_i \pi_i = 0, \tag{2b}
\]

\[
\sum_{j \in J} a_{ij} \hat{x}_j \geq b_i, \quad \forall i \in I, \tag{2c}
\]

\[
\sum_{i \in I} \pi_i = 1, \tag{2d}
\]

\[
\sum_{i \in I} a_{ij} \pi_i = c_j, \quad \forall j \in J, \tag{2e}
\]

\[
\pi_i \geq 0, \quad \forall i \in I. \tag{2f}
\]

In the objective function (2a), $\|\cdot\|$ is an arbitrary norm, and $\xi$ is a vector of real-valued weights that is user-tunable. Unlike previous IO approaches that minimize deviation of $c$ from some prior $\hat{c}$, we do not include such an objective since our goal is to determine a constraint matrix $A$ that makes $\hat{x}$ optimal; the vector $c$ is simply needed to ensure $\hat{x}$ is optimal with respect to some nonzero $\hat{c}$. Accordingly, constraint (2d) is a normalization constraint that prevents $\pi = 0$ from being feasible, and requires $c$ to be in the convex hull of $\{a_i\}_{i \in I}$. This set of feasible cost vectors may still include $c = 0$, but whether $c = 0$ will be optimal depends on the choice of norm, and on the problem data. Furthermore, it is possible that $a_i = 0$ will be optimal for some $i \in I$, effectively trivializing that constraint of the forward problem. To prevent $c = 0$ or $a_i = 0$ for any $i \in I$ from being optimal for NLO-SD, we will make the following assumption:

**Assumption 1.** For all $i \in I$, $b_i \neq 0$ and $\hat{a}_i \neq 0$. 
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It is reasonable to expect $\hat{a}_i \neq 0$ to be satisfied in most applications, but $b_i \neq 0$ may be considered a strong requirement. However, Assumption 1 will be used as a sufficient rather than necessary condition for NLO-SD to have a non-trivial optimal solution, and therefore there may be no issue even if $b_i = 0$ for some $i \in I$. If this situation does result in a trivial solution, possible circumventions are to perturb $b$ such that all $b_i$ are nonzero, or to apply side constraints designed to render the trivial solutions infeasible.

As written, NLO-SD is nonconvex: all its constraints are linear except for the dual feasibility constraint (2e), which is bilinear in $A$ and $\pi$. Nevertheless, it will be possible to develop an efficient solution method. First, we note that NLO-SD is always feasible if $\hat{x} \neq 0$, and accordingly we make the following assumption for the remainder of this subsection.

**Assumption 2.** $\hat{x} \neq 0$

This assumption suffices to guarantee feasibility of NLO-SD because if there exists $\hat{j} \in J$ such that $\hat{x}_j \neq 0$, then the following is a feasible solution to NLO-SD:

$\pi = e_i$, for some $\hat{i} \in I$,

$a_{ij} = \begin{cases} 
\frac{b_i}{\hat{x}_j} & \text{if } j = \hat{j}, \\
0 & \text{otherwise, } \forall i \in I,
\end{cases}$

$c = a_{\hat{i}}$.

Next, we show that the constraints of NLO-SD effectively formalize the geometric intuition that an optimal solution for a linear program must be on the boundary of the feasible region.

**Lemma 1.** Every feasible solution for NLO-SD satisfies

$$\sum_{j \in J} a_{ij} \hat{x}_j = b_i, \text{ for some } \hat{i} \in I, \quad (3a)$$

$$\sum_{j \in J} a_{ij} \hat{x}_j \geq b_i, \quad \forall i \in I. \quad (3b)$$

Conversely, for every $A$ satisfying (3), there exists $(c, \pi)$ such that $(A, c, \pi)$ is feasible for NLO-SD.

Lemma 1 allows us to characterize an optimal solution for NLO-SD and suggests an efficient solution method.
Theorem 1. For all $i \in I$, let

$$f_i = \frac{\xi_i |\hat{\alpha}_i^\top \hat{x} - b_i|}{\|\hat{x}\|},$$

$$a_i^f = \hat{\alpha}_i - \frac{\hat{\alpha}_i^\top \hat{x} - b_i}{\|\hat{x}\|} v(\hat{x}),$$

$$g_i = \begin{cases} f_i & \text{if } \hat{\alpha}_i^\top \hat{x} < b_i, \\ 0 & \text{otherwise}, \end{cases}$$

$$a_i^g = \begin{cases} a_i^f & \text{if } \hat{\alpha}_i^\top \hat{x} < b_i, \\ \hat{\alpha}_i & \text{otherwise}, \end{cases}$$

where $\|\hat{x}\| = \max_{\|v\|=1} \hat{x}^\top v$ is the dual norm of $\|\cdot\|$, and $v(\hat{x}) \in \arg \max_{\|v\|=1} \hat{x}^\top v$. Let $i^* \in \arg \min_{i \in I} \{f_i - g_i\}$. Then the optimal value of NLO-SD is $f_{i^*} + \sum_{i \in I \setminus \{i^*\}} g_i$, and an optimal solution $(A, c, \pi)$ is

$$a_i = \begin{cases} a_i^f & \text{if } i = i^*, \\ a_i^g & \text{if } i \in I \setminus \{i^*\}, \end{cases}$$

$$c = a_{i^*},$$

$$\pi = e_{i^*},$$

where, given Assumption 1, $c \neq 0$ and $a_i \neq 0$ for all $i \in I$.

Remark 1. Theorem 1 shows that an optimal solution to the nonconvex inverse optimization problem NLO-SD can be found in closed form.

Proof. By Lemma 1, solving NLO-SD is equivalent to solving the following optimization problem for all $\hat{i} \in I$, and taking the minimum over all $|I|$ optimal values:

$$\min_A \sum_{i \in I} \xi_i \|a_i - \hat{a}_i\|$$

subject to $\sum_{j \in J} a_{ij} \hat{x}_j = b_i; \sum_{j \in J} a_{ij} \hat{x}_j \geq b_i, \forall i \in I.$

Suppose we fix some $\hat{i} \in I$. Since formulation (11) is separable by $i$, the optimal value of the $\hat{i}$-th
formulation (11) is $\bar{f}_i + \sum_{i \in I \setminus \{i\}} \bar{g}_i$, where we let

$$\bar{f}_i = \min_{a_i} \left\{ \xi_i \| a_i - \hat{a}_i \| : \sum_{j \in J} a_{ij} \hat{x}_j = b_i \right\},$$

(12)

$$\bar{g}_i = \min_{a_i} \left\{ \xi_i \| a_i - \hat{a}_i \| : \sum_{j \in J} a_{ij} \hat{x}_j \geq b_i \right\},$$

(13)

for all $i \in I$. Because problem (12) is the projection of a point $\hat{a}_i$ onto the hyperplane $\hat{x}^T a_i = b_i$, it can be shown using Theorem 2.1 of Mangasarian (1999) that its optimal solution is $a_i^f$ and its optimal value is $\bar{f}_i = f_i$. Problem (13) is the projection of $\hat{a}_i$ onto the closed half-space $\hat{x}^T a_i \geq b_i$, so its optimal solution consists of two cases: if $\hat{a}_i$ is in that closed half-space then it is optimal, otherwise its projection onto the closed half-space must be on its boundary, i.e., it equals $a_i^f$. Accordingly, the optimal value of problem (13) is $\bar{g}_i = g_i$.

Therefore, the optimal value of NLO-SD is

$$\min_{i \in I} \left\{ f_i + \sum_{i \in I \setminus \{i\}} g_i \right\}.$$ 

Clearly, the optimal index $i^*$ must satisfy $i^* \in \arg \min_{i \in I} \{ f_i - g_i \}$. An optimal $A$ is given by (8), which is derived from the optimal solutions of (12) and (13), and an optimal cost vector is $c = a_{i^*}$.

For all $i \in I$, $a_i^f \neq 0$ since $a_i = 0$ is infeasible for problem (12) due to the assumption that $b_i \neq 0$. For all $i \in I$, we also have $a_i^g \neq 0$ due to the assumption that $\hat{a}_i \neq 0$. Therefore the optimal $a_i \neq 0$ for all $i \in I$, and the optimal $c \neq 0$.

Theorem 1 can be interpreted as follows. For all $i \in I$, $f_i$ is the minimal value of the $i$-th term in objective function (2a) such that constraint $i$ of the forward problem is rendered active. Similarly, $g_i$ is the minimal value for constraint $i$ to be rendered feasible; clearly, $g_i \neq 0$ only if $\hat{x}$ is infeasible with respect to $\hat{a}_i$. For $\hat{x}$ to be optimal for the forward problem, some constraint $i^*$ must have $a_{i^*}$ set such that $\hat{x}$ is on the boundary. The optimal choice of this constraint is the one that requires the minimal additional increase in $\xi_i \| a_i - \hat{a}_i \|$ for the constraint to be active rather than merely feasible, i.e., $i^* \in \arg \min \{ f_i - g_i \}$. To satisfy the optimality conditions, the cost vector is set perpendicular to this active constraint.

Theorem 1 also draws a close parallel with one of the main results from Chan et al. (2018). There, the focus is on imputing a cost vector for a linear optimization problem, given a fixed feasible region and an observed interior point $\hat{x}$. It was shown that an optimal solution involves projecting $\hat{x}$ to the boundary $a_i^T \hat{x} = b_i$ of each constraint, identifying the constraint $i^*$ associated with the minimal distance, and then setting the cost vector perpendicular to that constraint. Similarly, an optimal solution to NLO-SD involves projecting $\hat{a}_i$ to the hyperplane $a_i^T \hat{x} = b_i$ for each constraint,
identifying the constraint \( i^* \) associated with the minimal distance, and then setting the cost vector perpendicular to that constraint. In the process, we also adjust the normal vector of the constraint \( i^* \) such that the constraint is active with respect to \( \hat{x} \). In contrast, the constraints’ normal vectors are all given and fixed in Chan et al. (2018).

### 2.2. Duality gap minimization

In this section, we propose an alternative IO model that can be used when it is not possible to achieve strong duality exactly, such as when there are side constraints on \( \mathbf{A} \) motivated by the application domain of the problem. In this case, we consider a model variant that minimizes the duality gap, subject to some convex constraints \( \mathbf{A} \in \Omega \) and the remaining constraints from NLO-SD:

\[
\text{NLO-DG: \quad minimize}_{\mathbf{A}, \mathbf{c}, \mathbf{\pi}} \quad \sum_{j \in J} c_j \hat{x}_j - \sum_{i \in I} b_i \pi_i \\
\text{subject to} \quad \mathbf{A} \in \Omega, \quad (14b) \\
\quad (2c) - (2f). \quad (14c)
\]

Whereas NLO-SD was feasible as long as \( \hat{x} \neq 0 \), the feasibility of NLO-DG is determined by whether or not \( \Omega \) allows for primal feasibility of the forward problem; the only other constraints of NLO-DG are dual feasibility and the normalization of \( \mathbf{\pi} \), which can be satisfied by any \( \mathbf{\pi} \) in the unit simplex, and the \( \mathbf{c} \) implied in turn by constraint (2e). We omit the proof of this result, which is straightforward to show.

**Proposition 1.** \textit{NLO-DG is feasible if and only if there exists} \( \mathbf{A} \in \Omega \text{ such that } \mathbf{a}_i^T \hat{x} \geq b_i \text{ for all } i \in I \).

NLO-DG is nonconvex for the same reason as NLO-SD, but the inclusion of constraints \( \mathbf{A} \in \Omega \) necessitates a different solution method. In this subsection, we make the following assumption on the problem data to prevent NLO-DG from having a trivial solution:

**Assumption 3.** For all \( i \in I, b_i > 0, \text{ or } \mathbf{a}_i \neq 0 \text{ for all } \mathbf{A} \in \Omega \cap \{ \mathbf{A} : \mathbf{A} \hat{x} \geq \mathbf{b} \} \).

This assumption requires that each constraint of the forward problem satisfy at least one of two conditions: either the right-hand-side coefficient is positive, in which case a trivial left-hand-side vector would render the constraint infeasible, or the side constraints are defined such that a trivial left-hand-side vector cannot simultaneously satisfy both the side constraints and primal feasibility.

**Theorem 2.** For all \( i \in I \), let

\[
t_i = \min_{\mathbf{A}} \left\{ \sum_{j \in J} a_{ij} \hat{x}_j - b_i : \mathbf{A} \in \Omega, \mathbf{A} \hat{x} \geq \mathbf{b} \right\}, \quad (15)
\]
and let $A^{(i)}$ be an optimal solution for (15). Let $i^* \in \arg \min_{i \in I} \{ t_i \}$. Then the optimal value of NLO-DG is $t_{i^*}$, and an optimal solution $(A, c, \pi)$ is

$$
a_i = a_i^{(i^*)}, \quad \forall i \in I, \quad (16)
$$

$$
c = a_{i^*}, \quad (17)
$$

$$
\pi = e_{i^*}, \quad (18)
$$

where, given Assumption 3, $c \neq 0$ and $a_i \neq 0$ for all $i \in I$.

**Remark 2.** Theorem 2 shows that an optimal solution to the nonconvex inverse problem NLO-DG can be found by solving $m$ convex optimization problems, which become linear whenever the constraints $A \in \Omega$ can be written linearly.

**Proof.** Substituting (2e) into the objective function (14a), we get the problem

$$
\min_{A, \pi} \sum_{i \in I} \pi_i \left( \sum_{j \in J} a_{ij} \hat{x}_j - b_i \right)
$$

subject to $A \in \Omega$, $A \hat{x} \geq b$, $e^T \pi = 1$, $\pi \geq 0$. \hspace{1cm} (19)

For a given feasible $A$, it is clear that an optimal $\pi$ is $e_{i^*}$, where $i^* \in \arg \min_{i \in I} \{ \sum_{j \in J} a_{ij} \hat{x}_j - b_i \}$. Problem (19) is therefore equivalent to $\min_{i \in I} \left\{ \min_A \left\{ \sum_{j \in J} a_{ij} \hat{x}_j - b_i : A \in \Omega, A \hat{x} \geq b \right\} \right\}$. By definition, $A^{(i)}$ is an optimal solution for the inner problem, and the optimal value of the outer problem is $\min_{i \in I} \{ t_i \}$. Finally, $\pi = e_{i^*}$ and (2e) imply that $c = a_{i^*}$.

By Assumption 3, $a_k = 0$ is infeasible for problem (15) for all $k \in I, i \in I$, and therefore the optimal solution (16)-(17) satisfies $c \neq 0$ and $a_i \neq 0$ for all $i \in I$. \hfill $\Box$

Theorem 2 and its proof can be interpreted as follows. For all $i \in I$, $t_i$ is the minimum achievable surplus for constraint $i$, while respecting primal feasibility and the constraints $A \in \Omega$. Because of the normalization constraint (2d), the duality gap is equal to a convex combination of the surpluses of the constraints of the forward problem. The minimum possible duality gap will therefore equal the surplus of some constraint $i^*$, and the optimal choice of this constraint is the one with the minimum possible surplus, i.e., $i^* \in \arg \min_{i \in I} \{ t_i \}$. The constraint vectors are then chosen such that the surplus of constraint $i^*$ equals $t_{i^*}$, and the cost vector is set perpendicular to constraint $i^*$.

### 2.3. Numerical examples

In this section, we provide numerical examples that illustrate solutions to NLO-SD and NLO-DG and their associated geometric characteristics.
Example 1 (NLO-SD). Let the norm in the objective function (2a) be the Euclidean norm and \( \xi = e \) for simplicity. Let the observed solution be \( \hat{x} = (-2, 6) \) and the remaining problem data be

\[
\hat{A} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ -2 & -1 \end{pmatrix}, \quad b = \begin{pmatrix} -6 \\ -6 \\ -10 \end{pmatrix}.
\]

The prior feasible region defined by \( (\hat{A}, b) \) is shown in Figure 1a. We find a solution by applying Theorem 1. Since \( \hat{x} \) is feasible with respect to \( (\hat{A}, b) \), \( g_i = 0 \) for all \( i \in I \). Evaluating (4) for each \( i \in I \), we get \( f = (0.63, 1.90, 1.26) \), which means that \( i^* = 1 \). As a result, the first constraint will be adjusted so that \( a_1 = a_1^f = (1.2, -6) \), while the other two constraints are unchanged. In other words, the optimal solution of the IO model NLO-SD only needs to adjust a single constraint to put \( \hat{x} \) on the boundary of the imputed feasible region. The associated cost vector that makes \( \hat{x} \) optimal is perpendicular to the first constraint, as shown in Figure 1a.
Example 2 (NLO-DG). Let \( \hat{x} = (-2, 6), \ b = (-6, -6, -10), \) and

\[
\Omega = \{ A : 0.5 \leq a_{11} \leq 1.5, \ 0.5 \leq a_{22} \leq 1.5, \ a_{12} = 0, \ a_{21} = 0, \ a_{31} \leq -1.5, \ -2 \leq a_{32} \leq -0.5, \ a_{31} + 2a_{22} \leq -1 \}. \]

It is easy to check that there exists \( A \in \Omega \) such that \( A \hat{x} \geq b \), so NLO-DG is feasible by Proposition 1. Applying Theorem 2 and solving formulation (15) for \( i = 1, 2, 3 \), we compute that \( t = (3, 9, 2) \), hence \( i^* = 3 \). An optimal solution of formulation (15) corresponding to \( i^* = 3 \) is

\[
A^{(3)} = \begin{pmatrix} 0.5 & 0 \\ 0 & 0.5 \\ -2 & -2 \end{pmatrix},
\]

and the optimal cost vector is \( c = a_{3}^{(3)} = (-2, -2) \). These results are illustrated in Figure 1b. In contrast to the example in Figure 1a, \( \hat{x} \) remains an interior point of the imputed feasible region because the constraints \( A \in \Omega \) do not admit a feasible region that puts the observed solution on its boundary. The IO model NLO-DG instead minimizes the surplus of a single constraint, thereby minimizing the duality gap by setting the cost vector perpendicular to this constraint.

3. Robust linear optimization with interval uncertainty

In this section, we consider a robust linear optimization problem with interval uncertainty. Let \( J_i \subseteq J \) index the coefficients in the \( i \)-th row of \( A \) that are subject to interval uncertainty, which is defined by the parameters \( \alpha_i \), which are given for all \( i \in I \). Let \( a_i \) and \( b_i \) also be given for all \( i \in I \). The robust problem is:

\[
\begin{align*}
\text{minimize} & \quad \sum_{j \in J} c_j x_j \\
\text{subject to} & \quad \sum_{j \in J_i} \tilde{a}_{ij} x_j + \sum_{j \in J \setminus J_i} a_{ij} x_j \geq b_i, \quad \forall \alpha_i \in [a_{ij} - \alpha_{ij}, a_{ij} + \alpha_{ij}], i \in I.
\end{align*}
\]

(20)

Each constraint \( i \in I \) can be written as \( \sum_{j \in J} a_{ij} x_j - \sum_{j \in J_i} a_{ij} |x_j| \geq b_i \). Equivalently this can be written as \( \sum_{j \in J} \tilde{a}_{ij}(\alpha_i, x)x_j \geq b_i \), where

\[
\tilde{a}_{ij}(\alpha_i, x) = \begin{cases} 
    a_{ij} - \text{sgn}(x_j) \alpha_{ij} & \text{if } j \in J_i, \\
    a_{ij} & \text{if } j \in J \setminus J_i,
\end{cases} \quad \forall \alpha_i \geq 0, i \in I, x \in \mathbb{R}^n.
\]

(21)
Formulation (20) can be linearized as (Ben-Tal & Nemirovski, 2000):

\[
\begin{align*}
\text{minimize} & \quad \sum_{j \in J} c_j x_j \\
\text{subject to} \quad & \alpha_{ij} x_j + u_{ij} \geq 0, \quad \forall j \in J_i, i \in I, \\
& -\alpha_{ij} x_j + u_{ij} \geq 0, \quad \forall j \in J_i, i \in I, \\
& \sum_{j \in J} a_{ij} x_j - \sum_{j \in J_i} u_{ij} \geq b_i, \quad \forall i \in I.
\end{align*}
\]

The corresponding inverse problem of formulation (22) aims to impute the \( \alpha \) parameters, given the nominal constraint matrix \( A \). Viewed through the lens of Section 2, this can be thought of as a special case of the recovery of constraint parameters for a non-robust linear optimization problem. However, the inverse problem here is additionally constrained by the requirement that \( \alpha \geq 0 \) and that many of the constraint coefficients in formulation (22) are fixed. Moreover, the general inverse linear optimization method will not by itself recognize that most constraints of (22) are auxiliary, and may possibly set the cost vector perpendicular to an auxiliary constraint. The general method will also not necessarily prevent trivial solutions: the realization of a constraint’s left-hand-side coefficients depends on the orthant containing a given solution, as indicated by (21), and therefore an IO method that does not take account of the forward problem’s robust structure ignores the possibility that a constraint’s realization is trivial in orthants aside from the one containing the observed solution. All of these differences from the IO problems in Section 2 can be accommodated by modifying NLO-SD and NLO-DG and their solution methods. However, we instead develop methods specifically addressing the robust formulation (22) to yield more precise insights.

Given \( a_i, b_i \) and \( J_i \) for all \( i \in I \), and a feasible \( \hat{x} \) for the nominal problem (i.e., formulation (20) with \( J_i = \emptyset \) for all \( i \)), the goal of the IO problem is to determine nonnegative parameters \( \alpha_i \) for all \( i \in I \) defining the uncertainty set, such that \( \hat{x} \) is optimal for some nonzero cost vector. Without loss of generality, we assume that every row has at least one coefficient that is subject to uncertainty (if we did not make this assumption, we would define \( \hat{I} := \{ i \in I: J_i \neq \emptyset \} \) and replace \( I \) with \( \hat{I} \) throughout the following development where appropriate):

**Assumption 4.** \( J_i \neq \emptyset, \forall i \in I. \)

In the context of the IO problem that corresponds to the forward problem (20), a trivial solution is one in which either \( c = 0 \) or \( \bar{a}_i(\alpha_i, x) = 0 \) for some \( i \in I, x \in \mathbb{R}^n \). We will make an additional assumption to prevent the IO models from returning trivial solutions:

**Assumption 5.** For all \( i \in I, b_i > 0 \) or \( a_{ij} \neq 0 \) for some \( j \in J \setminus J_i \).

This assumption requires that for each constraint of the forward problem, either the right-hand-side coefficient is positive (as in Assumption 3), or one of the left-hand-side coefficients is known with certainty to be nonzero.
As before, we consider two variants of this problem: the IO model in Section 3.1 assumes a zero duality gap, whereas the IO model in Section 3.2 minimizes the duality gap. Section 3.3 provides numerical examples.

### 3.1. Enforcing strong duality

We make an additional assumption that there is at least one column \( j \in J \) that has an uncertain coefficient and \( \hat{x}_j \neq 0 \):

**Assumption 6.** There exists some \( i \in I \) and \( j \in J \) such that \( \hat{x}_j \neq 0 \).

This assumption is slightly stronger than the assumption \( \hat{x} \neq 0 \) that we made to guarantee feasibility of NLO-SD, and is needed in order for the values of the unknown parameters to affect the optimality of the observed solution: without this assumption, all \( \alpha_{ij} \) would be multiplied by zero and modifying \( \alpha \) would not change the surplus of any constraint with respect to \( \hat{x} \).

Let \( \lambda_{ij}, \mu_{ij}, \pi_i \) be the dual variables corresponding to constraints (22b)-(22d), respectively. The following formulation minimizes the weighted deviation of the uncertainty set parameters \( \alpha_i \) from given prior values \( \hat{\alpha}_i \) while enforcing strong duality, and primal and dual feasibility. Given Assumption 4, the vectors \( \alpha_i \) in the objective function all have dimension at least one.

**RLO-IU-SD:**

\[
\begin{align*}
\text{minimize} & \quad \sum_{i \in I} \xi_i \| \alpha_i - \hat{\alpha}_i \| \\
\text{subject to} & \quad \sum_{j \in J} c_j \hat{x}_j - \sum_{i \in I} b_i \pi_i = 0, \quad (23a) \\
& \quad \alpha_{ij} \hat{x}_j + u_{ij} \geq 0, \quad \forall j \in J_i, i \in I, \quad (23b) \\
& \quad - \alpha_{ij} \hat{x}_j + u_{ij} \geq 0, \quad \forall j \in J_i, i \in I, \quad (23c) \\
& \quad \sum_{j \in J_i} a_{ij} \hat{x}_j - \sum_{j \in J_i} u_{ij} \geq b_i, \quad \forall i \in I, \quad (23d) \\
& \quad \alpha_{ij} \geq 0, \quad \forall j \in J_i, i \in I, \quad (23e) \\
& \quad \sum_{i \in I} \pi_i = 1, \quad (23f) \\
& \quad \sum_{i \in I} a_{ij} \pi_i + \sum_{i \in I: j \in J_i} \alpha_{ij} (\lambda_{ij} - \mu_{ij}) = c_j, \quad \forall j \in J, \quad (23g) \\
& \quad \pi_i = \lambda_{ij} + \mu_{ij}, \quad \forall j \in J_i, i \in I, \quad (23h) \\
& \quad \pi_i, \lambda_{ij}, \mu_{ij} \geq 0, \quad \forall j \in J_i, i \in I. \quad (23i)
\end{align*}
\]

RLO-IU-SD is constructed in a conceptually similar manner as NLO-SD. In the objective function (23a), \( \| \cdot \| \) is an arbitrary norm. Constraints (23b), (23c)-(23e), and (23h)-(23j) represent strong duality, primal feasibility, and dual feasibility, respectively. To prevent the trivial solution \((c, \pi) = (0, 0)\) from being feasible, we again include the normalization constraint (23g). All constraints of
RLO-IU-SD are linear except for the bilinear dual feasibility constraint (23h), but nevertheless we will be able to determine an efficient solution method.

First, we show that feasibility of RLO-IU-SD is entirely determined by feasibility of \( \hat{x} \) with respect to the nominal problem.

**Proposition 2.** Given Assumption 6, RLO-IU-SD is feasible if and only if \( \sum_{j \in J} a_{ij} \hat{x}_j \geq b_i \) for all \( i \in I \).

The geometric intuition underlying Proposition 2 is twofold: the robust feasible region is a subset of the nominal feasible region for any choice of \( \alpha \), and \( \hat{x} \) must lie on the boundary of the robust feasible region in order to be optimal. Hence if \( \hat{x} \) is feasible for the nominal problem, it is possible to set \( \alpha \) that shrinks the feasible region such that some constraint is active at \( \hat{x} \). And conversely, if \( \hat{x} \) is not feasible for the nominal problem, then there is no way to grow the feasible region such that \( \hat{x} \) lies on the boundary, or is even feasible.

We now characterize an optimal solution to RLO-IU-SD and devise an efficient solution method reflecting the same geometric intuition underlying Proposition 2.

**Theorem 3.** For all \( \hat{i} \in I \), let \( t_{\hat{i}} \) be the optimal value and let \( \alpha^{(\hat{i})} \) be an optimal solution for the problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{i \in I} \xi_i \| \alpha_i - \hat{\alpha}_i \| \\
\text{subject to} & \quad \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| = b_i \\
& \quad \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| \geq b_i, \quad \forall i \in I, \\
& \quad \alpha_{ij} \geq 0, \quad \forall j \in J_i, i \in I.
\end{align*}
\]

Let \( i^* \in \arg\min_{i \in I} \{ t_i \} \). Then the optimal value of RLO-IU-SD is \( t_{i^*} \), and there exists an optimal solution with

\[
\begin{align*}
\alpha_i &= \alpha_i^{(i^*)}, \quad \forall i \in I, \\
c &= \bar{\alpha}_{i^*}(\alpha_i, \hat{x}), \\
\pi &= e_{i^*},
\end{align*}
\]

where, given Assumption 5, \( c \neq 0 \) and \( \bar{\alpha}_i(\alpha_i, x) \neq 0 \) for all \( i \in I, x \in \mathbb{R}^n \).

**Remark 3.** Theorem 3 shows that an optimal solution to the nonconvex inverse problem RLO-IU-SD can be found by solving \( m \) convex problems (linear with appropriate choice of \( \| \cdot \| \)).

As in NLO-SD, an optimal solution to NLO-IU-SD requires that at least one constraint of the forward problem be active: for all \( \hat{i} \in I \), \( t_{\hat{i}} \) is the minimum value of \( \sum_{i \in I} \xi_i \| \alpha_i - \hat{\alpha}_i \| \) such that
constraint \( \hat{i} \) is set active. The parameters \( \alpha \) are set such that the constraint with the minimum value of \( t_i \) is active and all other constraints are feasible with minimal perturbation to the prior \( \hat{\alpha} \), and the cost vector is set perpendicular to the active constraint. Although both Theorems 1 and 3 set the cost vector perpendicular to the active constraint, equation (26) more specifically sets the cost vector perpendicular to the part of constraint \( i^* \) that is contained in the same orthant as \( \hat{x} \). The vector perpendicular to a robust constraint changes as the constraint crosses into different orthants (see Figure 2), and the optimal cost vector \( c_i^* \) captures this geometric situation.

Another difference between Theorems 1 and 3 is that for the former, the value of \( A \) can be evaluated as the closed form solution to problems of the form (12) and (13), but in the latter the value of \( \alpha \) has to be obtained as the solution to the auxiliary optimization problem (24). Although problem (24) can be decomposed by \( i \) into problems corresponding to (12) and (13), they would be constrained by \( \alpha_i \geq 0 \) and therefore would not have closed form solutions as projections onto a hyperplane and closed half-space, respectively.

### 3.2. Duality gap minimization

As in Section 2.2, we propose an alternative IO model that minimizes the duality gap, subject to convex constraints \( \alpha \in \Omega \) and the remaining constraints from RLO-IU-SD. Given Assumption 4, the vectors \( \alpha_i \) all have dimension at least one.

\[
\text{RLO-IU-DG:} \quad \begin{array}{ll}
\text{minimize} & \sum_{j \in J} c_j \hat{x}_j - \sum_{i \in I} b_i \pi_i \\
\text{subject to} & \alpha \in \Omega, \\
& (23c) - (23j).
\end{array}
\]

The feasibility of \( \hat{x} \) with respect to the nominal problem remains a necessary condition for the feasibility of RLO-IU-DG. However, it is not sufficient anymore because the constraints on \( \alpha \) may require a robust feasible region that excludes \( \hat{x} \). The feasibility of RLO-IU-DG is thus determined by whether or not \( \Omega \) allows for primal feasibility of the robust optimization problem. We omit the proof of this result since it is very similar to the proof of Proposition 2.

**Proposition 3.** RLO-IU-DG is feasible if and only if there exists nonnegative \( \alpha \in \Omega \) such that \( \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J} a_{ij} \alpha_j |\hat{x}_j| \geq b_i \) for all \( i \in I \).

Building on Proposition 3, an analogous result to Theorem 2 can be derived, which means that RLO-IU-DG can be solved by solving \( m \) convex optimization problems. The interpretation of the following theorem is conceptually identical to the interpretation of Theorem 2. The proofs of the two results both involve substituting the dual feasibility constraint with \( \pi \) into the objective function to show that there exists an optimal solution with binary \( \pi \). In this case, however, the presence of additional dual variables corresponding to the auxiliary constraints of the robust forward problem necessitates additional algebraic analysis to arrive at a similar result.
Theorem 4. For all \( \hat{i} \in I \), let \( t_{\hat{i}} \) be the optimal value and let \( \alpha^{(i)} \) be an optimal solution for the problem

\[
\begin{align*}
\text{minimize} \quad & \alpha \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| - b_i \\
\text{subject to} \quad & \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| \geq b_i, \quad \forall i \in I, \\
& \alpha \in \Omega, \alpha \geq 0.
\end{align*}
\]

(29)

Let \( i^* \in \arg \min_{\hat{i} \in I} \{ t_{\hat{i}} \} \). Then the optimal value of RLO-IU-DG is \( t_{i^*} \) and there exists an optimal solution with \( (\alpha, c, \pi) \) as stated in (25)-(27), where, given Assumption 5, \( c \neq 0 \) and \( \bar{\alpha}_i(\alpha_i, x) \neq 0 \) for all \( i \in I, x \in \mathbb{R}^n \).

Remark 4. Theorem 4 shows that an optimal solution to the nonconvex inverse problem RLO-IU-DG can be found by solving \( m \) convex optimization problems, which become linear whenever the constraints \( \alpha \in \Omega \) can be written linearly.

3.3. Numerical examples

In this section, we give numerical examples to illustrate the geometric characteristics of the solutions for RLO-IU-SD and RLO-IU-DG. These examples demonstrate how the optimal inverse solution is found and how it relates to the geometry of the robust feasible region induced by the uncertainty set parameters.

Example 3 (RLO-IU-SD). Consider the nominal problem

\[
\begin{align*}
\text{minimize} \quad & c_1 x_1 + c_2 x_2 \\
\text{subject to} \quad & x_1 \geq -6, \\
& x_2 \geq -6, \\
& -2x_1 - x_2 \geq -10.
\end{align*}
\]

Let the constraints and variables be indexed by \( I = \{1, 2, 3\} \) and \( J = \{1, 2\} \) respectively, and let the coefficients subject to uncertainty be defined by \( J_1 = \{1\}, J_2 = \{2\}, J_3 = \{1, 2\} \). Let the robust optimization problem have the given prior parameters \( \hat{\alpha}_{11} = 0.5, \hat{\alpha}_{22} = 0.5, \hat{\alpha}_3 = (1, 0) \). The nominal and robust (assuming \( \hat{\alpha} \)) feasible regions are shown in Figure 2a; in particular, the robust counterpart of the third constraint is equivalent to \(-2x_1 - x_2 - |x_1| \geq -10\), thus the realization of the constraint depends on the sign of \( x_1 \).

Let \( \hat{x} = (-2, 6) \) be the observed solution. Given this forward problem, the corresponding IO problem RLO-IU-SD is feasible, since \( \hat{x} \) is feasible for the nominal problem (see Proposition 2). For simplicity, we use the \( L_1 \) norm and the weight vector \( \xi = e \) in the objective function. Applying Theorem 3, we find \( t = (1.5, 1.5, 1) \), so constraint \( i^* = 3 \) will be set active. An optimal
Figure 2: Numerical examples for the interval uncertainty IO models. Both examples share the same observed solution and nominal feasible region.
solution of formulation (24) for \( i = 3 \) has \( \alpha^{(3)}_1 = \hat{\alpha}_1 \) and \( \alpha^{(3)}_2 = \hat{\alpha}_2 \) (since \( \hat{x} \) is feasible for the prior \( \hat{\alpha} \)), and \( \alpha^{(3)}_3 = (1, 1) \). The robust counterpart of the third constraint then becomes \(-2x_1 - x_2 - |x_1| - |x_2| \geq -10\), and \( \hat{x} \) satisfies this constraint with equality in the second quadrant. Accordingly, the imputed cost vector \( c = c^3 = (-1, -2) \) is perpendicular to the third constraint in the second quadrant.

**Example 4 (RLO-IU-DG).** Let the observed solution, nominal problem, and index sets be the same as in Example 3. Let

\[
\Omega = \left\{ \alpha : \alpha_{ij} \geq 0.5, \forall j \in J_i, i \in I; \sum_{i \in I} \sum_{j \in J_i} \alpha_{ij} \leq 2.5 \right\}.
\]

By Proposition 3, RLO-IU-DG is feasible if and only if \( \hat{x} \) is robust feasible with respect to some \( \alpha \in \Omega \); in this example, \( \hat{\alpha} \) from Example 3 meets this requirement, so the IO problem is feasible. The nominal and imputed robust feasible regions are shown in Figure 2b. Applying Theorem 4, we find that \( t = (2, 6, 1) \), so \( i^* = 3 \). An optimal solution of (29) corresponding to \( i = 3 \) has \( \alpha^{(3)}_1 = (0.5, 0) \) and \( \alpha^{(3)}_2 = (0, 0.5) \) as in Example 3. For the third constraint, we find \( \alpha^{(3)}_3 = (0.5, 1) \), which is a “smaller” uncertainty set (i.e., larger feasible region) than the one imputed in Example 3. In other words, this constraint is relaxed and has a positive, rather than zero, surplus. The minimum duality gap is obtained by the cost vector \( c = (-1.5, -2) \), which is perpendicular to the third constraint in the second quadrant.

### 4. Robust linear optimization with cardinality constrained uncertainty

In this section, we consider a robust linear optimization problem with a cardinality constrained uncertainty set (Bertsimas & Sim, 2004), assuming a nearly identical setup as in the previous section. For each constraint \( i \in I \), this uncertainty set bounds the number of uncertain coefficients \( \tilde{a}_{ij} \) that can deviate from their nominal value \( a_{ij} \) within the range \([a_{ij} - \alpha_{ij}, a_{ij} + \alpha_{ij}]\), for all \( j \in J_i \), using a budget parameter \( \Gamma_i \). The robust problem is:

\[
\begin{align*}
\text{minimize} & \quad \sum_{j \in J} c_j x_j \\
\text{subject to} & \quad \sum_{j \in J} a_{ij} x_j - \max_{\{S_i \cup \{r_i\} : S_i \subseteq J_i, \quad |S_i| = |\Gamma_i|, r_i \in J \setminus S_i\}} \left\{ \sum_{j \in S_i} \alpha_{ij} |x_j| + (\Gamma_i - |\Gamma_i|) \alpha_{ir_i} |x_{r_i}| \right\} \geq b_i, \quad \forall i \in I.
\end{align*}
\]

For convenience, we refer to the embedded maximization problem in constraint (30b) as the protection function. When \( \Gamma_i = |J_i| \), the protection function equals \( \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| \) and (30b) becomes equivalent to the corresponding constraint of the robust linear program with interval uncertainty.
Constraint (30b) can be linearized to yield the equivalent robust counterpart (Bertsimas & Sim, 2004):

$$\begin{align*}
\text{minimize} & \quad \sum_{j \in J} c_j x_j \\
\text{subject to} & \quad \alpha_{ij} x_j + u_{ij} \geq 0, \quad \forall j \in J, i \in I, \\
& \quad -\alpha_{ij} x_j + u_{ij} \geq 0, \quad \forall j \in J, i \in I, \\
& \quad y_{ij} + z_i - u_{ij} \geq 0, \quad \forall j \in J, i \in I, \\
& \quad \sum_{j \in J} a_{ij} x_j - \sum_{j \in J} y_{ij} - \Gamma_i z_i \geq b_i, \quad \forall i \in I, \\
& \quad y_{ij}, z_i \geq 0, \quad \forall j \in J, i \in I.
\end{align*}$$

(31a)–(31f)

Alternatively, if we let $j_i^k(x)$ index the $k$-th largest element in the set $\{\alpha_{ij}|x_j|\}_{j \in J}$, for all $k = 1, \ldots, |J|, i \in I$, then each constraint $i \in I$ can be written as $\sum_{j \in J} a_{ij}(\Gamma_i, x) x_j \geq b_i$, where

$$a_{ij}(\Gamma_i, x) = \begin{cases} 
\alpha_{ij} - \text{sgn}(x_j)\alpha_{ij} & \text{if } j = j_i^k(x), k = 1, \ldots, |\Gamma_i|, \\
\alpha_{ij} - \text{sgn}(x_j)\alpha_{ij}(\Gamma_i - |\Gamma_i|) & \text{if } j = j_i^{|\Gamma_i|+1}(x), \\
a_{ij} & \text{otherwise},
\end{cases}$$

(32)

for all $\Gamma_i \in [0, |J|], i \in I, x \in \mathbb{R}^n$. In the development below, we will use the tractable robust counterpart (31) as our forward problem, however, we will also use the representation (32) of the left-hand-side coefficients of a constraint where convenient.

Given $a_i, b_i, J_i$ and $\alpha_i$ for all $i \in I$, and a feasible $\hat{x}$ for the nominal problem, our IO problem aims to determine parameters $\Gamma_i \in [0, |J_i|]$ for all $i \in I$ such that $\hat{x}$ is optimal for some nonzero cost vector. Note the slight difference from the interval uncertainty case: here, $\alpha_i$ is fixed as opposed to variable, and the new parameter $\Gamma_i$ is the primary variable in the inverse problem that determines the uncertainty set.

As in previous sections, we propose two IO models: the first requires the optimality conditions to be satisfied exactly, while the second minimizes the duality gap. In the case of interval uncertainty, the first model identified uncertainty set parameters such that some constraint of the robust problem was rendered active, while the second model identified uncertainty set parameters such that the surplus for a single constraint was minimized. While the same interpretations hold in the cardinality constrained uncertainty case, a slight difference arises due to the upper bound on $\Gamma_i$, which may make it impossible for a constraint $i \in I$ to be rendered active at $\hat{x}$ for any feasible choice of $\Gamma_i$. Therefore, we define the set $\hat{I} := \{i \in I: 0 \leq \sum_{j \in J} a_{ij}\hat{x}_j - b_i \leq \sum_{j \in J} a_{ij}|\hat{x}_j|\} \subseteq I$ to identify the constraints that can be made active by a feasible choice of $\Gamma_i$. That is, constraints in $\hat{I}$ have a nominal surplus less than or equal to the maximum possible value of the protection function (achieved when $\Gamma_i = |J_i|$).
For \( i \in \hat{I} \), we need to determine the value of \( \Gamma_i \) that will render the corresponding constraint active. For all \( i \in \hat{I} \), let \( \Gamma_i = \sum_j a_{ij} \hat{x}_j - b_i = \sum_{k=1}^{[\Gamma_i]} \alpha_{ij}^k(\hat{x})|\hat{x}_j^k(\hat{x})| + (\Gamma_i - [\Gamma_i])\alpha_{ij}^{[\Gamma_i]}(\hat{x})|\hat{x}_j^{[\Gamma_i]}(\hat{x})| \). (33)

In other words, \( \sum_{j \in J} a_{ij} \hat{x}_j - b_i = \sum_{k=1}^{[\Gamma_i]} \alpha_{ij}^k(\hat{x})|\hat{x}_j^k(\hat{x})| + (\Gamma_i - [\Gamma_i])\alpha_{ij}^{[\Gamma_i]}(\hat{x})|\hat{x}_j^{[\Gamma_i]}(\hat{x})| \) can be computed as the optimal value of the following linear optimization problem:

\[
\Gamma_i := \min_{0 \leq w \leq e} \left\{ \sum_{j \in J} w_j : \sum_{j \in J} \alpha_{ij}^k |\hat{x}_j^k| w_j = \sum_{j \in J} a_{ij} \hat{x}_j - b_i \right\}. \tag{34}
\]

To simplify the presentation, we will make the following assumption, which is without loss of generality.

**Assumption 7.** \( \Gamma_i \) is the unique solution to equation (33).

Under this assumption, constraint \( i \) will be infeasible for \( \Gamma_i > \Gamma_i \), and will have positive surplus for \( \Gamma_i < \Gamma_i \). This assumption is without loss of generality because equation (33) would otherwise be satisfied by any \( \Gamma_i \in [\Gamma_i, \overline{\Gamma}_i] \), where

\[
\Gamma_i = \begin{cases} |J_i| & \text{if } \sum_{j \in J} a_{ij} \hat{x}_j - b_i = \sum_{j \in J} \alpha_{ij}^k |\hat{x}_j^k|, \\ \Gamma_i & \text{otherwise,} \end{cases}
\]

and correspondingly, constraint \( i \) would be infeasible for \( \Gamma_i > \overline{\Gamma}_i \), and would have positive surplus for \( \Gamma_i < \Gamma_i \). The results in the remainder of this section would change by simply requiring \( \Gamma_i \in [0, \overline{\Gamma}_i] \) whenever we currently have \( \Gamma_i \in [0, \Gamma_i] \), and \( \Gamma_i \in [\Gamma_i, \overline{\Gamma}_i] \) whenever we currently have \( \Gamma_i = \Gamma_i \).

Because the right-hand side of equation (33) is strictly increasing in \( \Gamma_i \) if \( \alpha_{ij}^k |\hat{x}_j^k| > 0 \) for all \( j \in J_i \), it can easily be shown that multiple possible \( \Gamma_i \) will satisfy equation (33) if there are one or more indices \( j \in J \) such that \( \alpha_{ij}^k |\hat{x}_j^k| = 0 \) and \( \sum_{j \in J} a_{ij} \hat{x}_j - b_i = \sum_{j \in J} \alpha_{ij}^k |\hat{x}_j^k| \).

Finally, we will make an additional assumption to prevent the IO models from returning a trivial solution, i.e., a solution in which either \( c = 0 \) or \( \overline{a}_i(\Gamma, x) = 0 \) for some \( i \in I, x \in \mathbb{R}^n \):

**Assumption 8.** For all \( i \in I \), \( |a_{ij}| > \alpha_{ij} \) for some \( j \in J_i \), or \( a_{ij} \neq 0 \) for some \( j \in J \setminus J_i \).

This assumption requires that each constraint of the forward problem has at least one left-hand-side coefficient for which the magnitude of the nominal value is greater than the maximum possible deviation from the nominal value, or which is known with certainty to be nonzero (as in Assumption 5).
4.1. Enforcing strong duality

Let \( \lambda_{ij}, \mu_{ij}, \varphi_{ij}, \pi_i \) be the dual variables corresponding to constraints (31b)-(31e), respectively. The following formulation minimizes the deviation of \( \Gamma \) from given values \( \hat{\Gamma} \), while enforcing strong duality, and primal and dual feasibility.

\[
\text{RLO-CCU-SD: } \begin{array}{ll}
\text{minimize} & \|\Gamma - \hat{\Gamma}\| \\
\text{subject to} & \sum_{j \in J} c_j \hat{x}_j - \sum_{i \in I} b_i \pi_i = 0, \\
& \alpha_{ij} \hat{x}_j + u_{ij} \geq 0, \ \forall j \in J_i, i \in I, \\
& -\alpha_{ij} \hat{x}_j + u_{ij} \geq 0, \ \forall j \in J_i, i \in I, \\
& y_{ij} + z_i \geq u_{ij}, \ \forall j \in J_i, i \in I, \\
& \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} y_{ij} - \Gamma_i z_i \geq b_i, \ \forall i \in I, \\
& y_{ij}, z_i \geq 0, \ \forall j \in J_i, i \in I, \\
& 0 \leq \Gamma_i \leq |J_i|, \ \forall i \in I, \\
& \sum_{i \in I} \pi_i = 1, \\
& \sum_{i \in I} a_{ij} \varphi_{ij} + \sum_{i \in I: j \in J_i} \alpha_{ij} (\lambda_{ij} - \mu_{ij}) = c_j, \ \forall j \in J, \\
& \varphi_{ij} \leq \pi_i, \ \forall j \in J_i, i \in I, \\
& \varphi_{ij} = \lambda_{ij} + \mu_{ij}, \ \forall j \in J_i, i \in I, \\
& \sum_{j \in J_i} \varphi_{ij} \leq \Gamma_i \pi_i, \ \forall i \in I, \\
& \pi_i, \varphi_{ij}, \lambda_{ij}, \mu_{ij} \geq 0, \ \forall j \in J_i, i \in I.
\end{array}
\]

The construction of RLO-CCU-SD parallels that of RLO-IU-SD. In the objective function (35a), \( \|\cdot\| \) is an arbitrary norm. Constraints (35b), (35c)-(35g), and (35i)-(35n) represent strong duality, primal feasibility and dual feasibility, respectively. We use the same normalization constraint (35i) to prevent the trivial solution \((c, \pi) = (0, 0)\) from being feasible.

Next, we characterize the feasibility of RLO-CCU-SD.

**Proposition 4.** RLO-CCU-SD is feasible if and only if \( \sum_{j \in J} a_{ij} \hat{x}_j \geq b_i \) for all \( i \in I \) and \( \hat{I} \neq \emptyset \).

The first condition \((\sum_{j \in J} a_{ij} \hat{x}_j \geq b_i, \ \forall i \in I)\) is required for primal feasibility of the robust problem (31) to be satisfied. The second condition \((\hat{I} \neq \emptyset)\) is required for strong duality to be satisfied. For the rest of this section, we assume that RLO-CCU-SD is feasible.

While there are similarities, there are also important differences between RLO-CCU-SD and RLO-IU-SD. Notably, while both formulations have bilinear constraints, their structure is different.
and therefore different analysis and solution methods are required. In RLO-IU-SD, the dual feasibility constraint \((23h)\) was bilinear in \(\alpha\) and \((\lambda, \mu)\), and although an identical constraint appears in RLO-CCU-SD, it is linear because the parameters \(\alpha\) are assumed to be known. Instead, the primal feasibility constraint \((35f)\) is bilinear in \(\Gamma\) and \(z\), and the dual feasibility constraint \((35m)\) is bilinear in \(\Gamma\) and \(\pi\).

First, we present a result that enables us to tractably deal with the bilinearity in \((35f)\). For convenience, we define

\[
\Theta = \{ \Gamma : \Gamma_i \in [0, \Sigma_i], i \in \hat{I}; \Gamma_i \in [0, |J_i|], i \in I \setminus \hat{I} \},
\]

which will be used in several results below. The set \(\Theta\) defines the allowable values of \(\Gamma\) such that \(\hat{x}\) is feasible for the forward problem, or equivalently that the value of the protection function does not exceed the nominal surplus for each constraint of the forward problem. The following lemma formalizes this:

**Lemma 2.** If \((\Gamma, u, y, z)\) satisfies constraints \((35c)-(35h)\), then \(\Gamma \in \Theta\). Conversely, if \(\Gamma \in \Theta\), then there exists \((u, y, z)\) such that \((\Gamma, u, y, z)\) satisfies constraints \((35c)-(35h)\).

By showing that the bounds \(\Gamma \in \Theta\) are both necessary and sufficient for primal feasibility to be satisfied, Lemma 2 allows us to eliminate the bilinear constraint \((35f)\) as well as the auxiliary variables \(u, y, z\) from RLO-CCU-SD.

Next, Lemma 3 uses Lemma 2 to make a stronger and more general statement addressing the strong duality and dual feasibility conditions in addition to the primal feasibility constraints. In particular, to satisfy strong duality, \(\Gamma\) must be chosen such that \(\hat{x}\) lies on the boundary of the robust feasible region, which corresponds to a choice of \(\Gamma\) such that for at least one constraint, the protection function equals the nominal surplus.

**Lemma 3.** Every feasible solution for RLO-CCU-SD satisfies \(\Gamma \in \Theta\) with \(\Gamma_i = \Sigma_i\) for a specific \(\hat{i} \in \hat{I}\). Conversely, for every \(\Gamma \in \Theta\) satisfying \(\Gamma_i = \Sigma_i\) for a specific \(\hat{i} \in \hat{I}\), there exists \((c, u, y, z, \pi, \varphi, \lambda, \mu)\) such that \((\Gamma, c, u, y, z, \pi, \varphi, \lambda, \mu)\) is feasible for RLO-CCU-SD.

Lemma 3 will allow us to easily circumvent the bilinearity in constraint \((35m)\) and characterize an optimal solution to RLO-CCU-SD. We first make the following assumption on \(\hat{\Gamma}\).

**Assumption 9.** \(\hat{\Gamma}_i \in [0, |J_i|]\) for all \(i \in I\).

This assumption is without loss of generality because any \(\hat{\Gamma}_i\) outside the interval can be moved to the closest end point of the interval without changing the solution to RLO-CCU-SD. We now describe an efficient solution method for RLO-CCU-SD, similar to Theorem 1:
Theorem 5. Let

\[
f_i = \begin{cases} 
\Gamma_i - \hat{\Gamma}_i & \text{if } i \in \hat{I}, \\
0 & \text{if } i \in I \setminus \hat{I}, 
\end{cases}
\] (36)

\[
g_i = \min \{ f_i, 0 \}, \quad \forall i \in I,
\] (37)

\[
c^j_i = \bar{a}_{ij}(\Gamma_i, \hat{x}), \quad \forall j \in J, i \in \hat{I},
\] (38)

\[
i^* \in \arg \min_{i \in \hat{I}} \{ \| g + (f_i - g_i)e_i \| \}. \] (39)

Given Assumption 9, the optimal value of RLO-CCU-SD is \( \| g + (f_i^* - g_i)e_i^* \| \), and there exists an optimal solution with

\[
\Gamma_i = \begin{cases} 
\Gamma_i & \text{if } i = i^*, \\
\min \{ \hat{\Gamma}_i, \Gamma_i \} & \text{if } i \in \hat{I} \setminus \{ i^* \}, \\
\hat{\Gamma}_i & \text{if } i \in I \setminus \hat{I}, 
\end{cases}
\] (40)

\[c = c_i^*,
\] (41)

where, given Assumption 8, \( c \neq 0 \) and \( \bar{a}_i(\Gamma_i, x) \neq 0 \) for all \( i \in I, x \in \mathbb{R}^n \).

Remark 5. Theorem 5 shows that an optimal solution to the nonconvex inverse problem RLO-CCU-SD can be found by solving at most \( m \) linear optimization problems of the form (34) to determine \( \Gamma_i \) for all \( i \in I \).

While the interpretation of Theorem 5 is conceptually similar to the interpretation of Theorem 1, there are some differences. First, \( f_i \) and \( g_i \) here correspond to the values of the \( i \)-th component of the vector inside the norm in the objective function of the IO problem, whereas in the former result they correspond to the values of the \( i \)-th term in the objective function. Second, \( f_i \) and \( g_i \) here are functions of \( \Gamma_i \), which is the optimal value of a linear optimization problem, whereas \( f_i \) and \( g_i \) in Theorem 1 are the values of closed form expressions. Although the solution methods of Theorems 5 and 3 appear somewhat different, they are also conceptually similar insofar as both set a single constraint of the forward problem to be active, and set the cost vector perpendicular to the part of that constraint which is in the same orthant as the observed solution.
4.2. Duality gap minimization

Next, we formulate an IO model that minimizes the duality gap while enforcing primal and dual feasibility, and convex side constraints \( \Gamma \in \Omega \):

\[
\text{RLO-CCU-DG: minimize } \sum_{j \in J} c_j \tilde{x}_j - \sum_{i \in I} b_i \pi_i \\
\text{subject to } \Gamma \in \Omega,\\n\text{(35c) – (35n)}.\]

As in the interval uncertainty case, constraints on the uncertainty set parameters may prevent strong duality from being achieved exactly, thus requiring an inverse model of the form RLO-CCU-DG. However, in the case of cardinality constrained uncertainty there is a second possible motivation, which is that \( \hat{I} \) may be empty. By Proposition 4, if \( \hat{I} = \emptyset \) then RLO-CCU-SD will not be feasible. In this case, it will be possible to satisfy primal and dual feasibility, but not strong duality.

Analogous to RLO-IU-DG in the interval uncertainty case, the feasibility of \( \hat{x} \) for the nominal problem, along with extra conditions on \( \Gamma \), are necessary and sufficient conditions for feasibility of the IO model RLO-CCU-DG. We omit the proof of this result, which is straightforward and similar to the proof of Proposition 4.

**Proposition 5.** RLO-CCU-DG is feasible if and only if \( \sum_{j \in J} a_{ij} \hat{x}_j \geq b_i \) for all \( i \in I \), and \( \Theta \cap \Omega \neq \emptyset \).

Like the previous duality gap minimization models, a solution method for RLO-CCU-DG can be developed that involves solving \( m \) convex optimization problems. As in the previous cases, the derivation of a solution method involves substituting the dual feasibility constraint with \( c \) into the objective function, and then showing through algebraic analysis that there exists an optimal solution with binary \( \pi \). Due to the different structure of the bilinearities in RLO-CCU-DG, the intermediate algebraic analysis involves reasoning we did not use previously, but reaches the same conclusion. The interpretation of the following theorem is conceptually similar to Theorems 2 and 4.

**Theorem 6.** For all \( i \in I \), let \( t_i \) be the optimal value and let \( (\Gamma^{(i)}, \phi_i^{(i)}) \) be an optimal solution for the problem

\[
\text{minimize } \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} \alpha_{ij} |\bar{x}_j| \phi_{ij} - b_i \\
\text{subject to } \sum_{j \in J_i} \phi_{ij} \leq \Gamma_i,\\n0 \leq \phi_{ij} \leq 1, \quad \forall j \in J_i,\\n\Gamma \in \Theta \cap \Omega.\]

(42)
Let $i^* \in \arg \min_{i \in I} \{t_i\}$. Then the optimal value of RLO-CCU-DG is $t_{i^*}$, and an optimal solution $(\Gamma, c, \pi)$ is

\[
\Gamma = \Gamma^{(i^*)},
\]
\[
c = \bar{a}_{i^*}(\Gamma^{(i^*)}, \hat{x}),
\]
\[
\pi = e_{i^*},
\]

where, given Assumption 8, $c \neq 0$ and $\bar{a}_i(\Gamma, x) \neq 0$ for all $i \in I, x \in \mathbb{R}^n$.

**Remark 6.** Theorem 6 shows that an optimal solution to the nonconvex inverse problem RLO-CCU-DG can be found by solving at most $m$ linear optimization problems of the form (34), to determine the parameters $\Gamma$ defining $\Theta$, and $m$ convex optimization problems (42) which become linear whenever the constraints $\Gamma \in \Omega$ can be written linearly.

### 4.3. Numerical examples

In this section, we provide examples illustrating the solutions of RLO-CCU-SD and RLO-CCU-DG.

**Example 5 (RLO-CCU-SD).** Let the observed solution, nominal problem, and index sets be the same as in Example 3 (RLO-IU-SD). We assume fixed parameters $\alpha_{11} = 2.5, \alpha_{22} = 0.5, \alpha_3 = (2, 1)$ and a prior $\hat{\Gamma} = (0.2, 1, 1)$. We use the $L_1$ norm for the objective function. The nominal and robust feasible regions are shown in Figure 3a. In particular, the robust counterpart of the third constraint is equivalent to

\[-2x_1 - x_2 - \max\{2|x_1|, |x_2|\} \geq -10.
\]

Thus, the realization of this constraint depends not only on the sign of $x$ (as the RLO-IU-SD example), but also the position of $x$ relative to the lines $x_2 = 2x_1$ and $x_2 = -2x_1$. Accordingly, Figure 3a depicts these two lines; wherever they intersect the boundary of the constraint, the constraint changes slope.

First, we verify that constraints 1 and 3 (but not 2) have nominal surplus less than the maximum value of the corresponding protection function, and therefore $\hat{I} = \{1, 3\}$. Solving formulation (34) results in $\Gamma_1 = 0.8, \Gamma_3 = 1.5$. Next, we determine that $g_i = 0$ for all $i \in \hat{I}$, meaning that $\hat{x}$ is feasible with respect to the prior $\hat{\Gamma}$ and the problem reduces to finding $i^* \in \arg \min_{i \in \hat{I}} |f_i|$. Finally, we find the unique solution $i^* = 3$ and $f_3 = 0.5$. Letting $\Gamma_3 = \Gamma_3 = 1.5$, the robust counterpart of the third constraint becomes

\[-2x_1 - x_2 - \max\{2|x_1| + 0.5|x_2|, |x_1| + |x_2|\} \geq -10,
\]
Figure 3: Numerical examples for the cardinality constrained uncertainty IO models.
which is piecewise linear (breakpoints defined by the two coordinate axes and the two equations \(x_2 = 2x_1\) and \(x_2 = -2x_1\)). The observed \(\hat{x}\) is on the part of this constraint in the region defined by \(x_1 < 0, x_2 \geq 0, x_2 \geq -2x_1\), and the imputed cost vector \(c = c^3 = (-1, -2)\) is perpendicular to the constraint at \(\hat{x}\).

**Example 6 (RLO-CCU-DG).** Let the observed solution, nominal problem, and index sets be the same as in Example 3 (RLO-IU-SD), and let \(\alpha_{11} = 2.5, \alpha_{22} = 0.5,\) and \(\alpha_3 = (2, 1)\) as in Example 5. We will require that the imputed \(\Gamma\) be in the set

\[
\Omega = \left\{ \Gamma : \Gamma_i \geq 0.2, \forall i \in I; \sum_{i \in I} \Gamma_i \leq 1 \right\}.
\]

Similar to the RLO-IU-DG case, we can verify the feasibility of the IO problem by finding uncertainty set parameters that meet the condition in Proposition 5 (for brevity, we omit this step). To determine the optimal solution of RLO-CCU-DG, we apply Theorem 6 and find \(t = (1, 10.2, 4.4)\), so \(\hat{r}^* = 1\) with corresponding \(\Gamma^{(1)} = (0.6, 0.2, 0.2)\) and \(c = (2.5, 0)\). In other words, the minimum possible surplus for any of the three constraints is obtained by maximizing the degree of uncertainty associated with the first constraint. The duality gap equals the surplus of the first constraint, and the cost vector is perpendicular to the first constraint. Incidentally, the constraint with the minimum surplus differs from the constraint which is set active in Example 5. The nominal and imputed robust feasible regions are shown in Figure 3b.

5. Conclusion

This paper demonstrates that inverse optimization to recover parameters defining the feasible set of linear and robust linear optimization problems is tractable. In particular, finding a solution to one of our models requires solving at most a polynomial number of convex problems, which under mild conditions can be reduced to linear problems or even closed form solutions. Our general approach to imputing left-hand-side or uncertainty set parameters leverages the intuitive geometry associated with inverse linear optimization. Despite differences in the types of parameters being imputed, the key steps in model construction and solution method are common to all forward problems. Future work could consider extensions to multiple (noisy) data points and nonlinear forward problems.
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Supplementary material

Appendix A. Proofs and supplementary lemmas

Proof of Lemma 1. To prove the first statement, we assume \( \sum_{j \in J} a_{ij} \hat{x}_j > b_i \) for all \( i \in I \) and derive a contradiction. Substituting (2e) into (2b), we get

\[
\sum_{i \in I} \pi_i \sum_{j \in J} a_{ij} \hat{x}_j = \sum_{i \in I} \pi_i b_i. \tag{A.1}
\]

Constraint (2d) ensures that \( \hat{T} := \{ i \in I : \pi_i > 0 \} \neq \emptyset \). Since we have assumed \( \sum_{j \in J} a_{ij} \hat{x}_j > b_i \) for all \( i \in I \), we have

\[
\pi_i \sum_{j \in J} a_{ij} \hat{x}_j > \pi_i b_i, \quad \forall i \in \hat{T},
\]

and since \( \pi_i \geq 0 \) for all \( i \in I \),

\[
\sum_{i \in I} \pi_i \sum_{j \in J} a_{ij} \hat{x}_j > \sum_{i \in I} \pi_i b_i,
\]

which contradicts equation (A.1).

To prove the second statement, let \( A \) satisfy (3), \( \hat{i} \) be defined by (3a), \( c = \alpha_i \) and \( \pi = e_i \). This solution is feasible for NLO-SD. \( \square \)

Proof of Proposition 2. (\( \Rightarrow \)) Assume that \( \sum_{j \in J} a_{ij} \hat{x}_j < b_i \) for some \( \hat{i} \in I \). Constraints (23c) and (23d) imply \( u_{ij} \geq 0 \) for all \( j \in J_i \). It follows that \( \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} u_{ij} < b_i \), meaning that the constraint (23e) is violated for \( \hat{i} \).

(\( \Leftarrow \)) By Assumption 6, there exists \( \hat{i} \in I \) and \( \hat{j} \in J_i \) such that \( \hat{x}_j \neq 0 \). Then, it is easy to check that the following is a feasible solution for RLO-IU-SD:

\[
\pi = e_i,
\]

\[
(\lambda_{ij}, \mu_{ij}) = \begin{cases} (0, 1) & \text{if } \hat{x}_j \leq 0, i = \hat{i}, \\ (0, 0) & \text{otherwise,} \end{cases} \forall j \in J_i, i \in I,
\]

\[
\alpha_{ij} = \begin{cases} \sum_{k \in J} a_{ik} \hat{x}_k - b_i & \text{if } j = \hat{j}, i = \hat{i}, \\ 0 & \text{otherwise,} \end{cases} \forall j \in J_i, i \in I,
\]

\[
u_{ij} = \alpha_{ij} |\hat{x}_j|, \quad \forall j \in J_i, i \in I,
\]

\[
c_j = \bar{a}_{ij}(\alpha_i, \hat{x}), \quad \forall j \in J.
\]

\( \square \)
Proof of Theorem 3. By Lemma 4 (see below), solving RLO-IU-SD is equivalent to solving the following optimization problem for all \( \hat{i} \in I \), and taking the minimum over all \(|I|\) optimal values:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i \in I} \xi_i \| \alpha_i - \hat{\alpha}_i \| \\
\text{subject to} & \quad \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| = b_i \\
& \quad \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| \geq b_i, \quad \forall i \in I, \\
& \quad \alpha_{ij} \geq 0, \quad \forall j \in J_i, i \in I.
\end{align*}
\]

Then the optimal value and an optimal \((c, \alpha)\) for RLO-IU-SD can be determined by following the same argument as in Theorem 1.

Next we will show that either of the two conditions in Assumption 5 implies that \( \bar{a}_i(\alpha_i, x) \neq 0 \) for all \( i \in I, x \in \mathbb{R}^n \), from which \( c \neq 0 \) follows since \( c = \bar{a}_i(\alpha_i, \hat{x}) \). First we will prove by contrapositive that \( b_i > 0 \) implies the required conclusion. Supposing that \( \bar{a}_i(\alpha_i, x) = 0 \) for some \( i \in I, x \in \mathbb{R}^n \), the definition of \( \bar{a}_i(\alpha_i, x) \) implies both that \( |a_{ij}| = \alpha_{ij} \) for all \( j \in J_i \), and \( a_{ij} = 0 \) for all \( j \in J \setminus J_i \). The former statement implies \( a_{ij} \hat{x}_j \leq \alpha_{ij} |\hat{x}_j| \) for all \( j \in J_i \), whereas the latter implies \( \sum_{j \in J \setminus J_i} a_{ij} \hat{x}_j = 0 \), and since \( \alpha_i \) must satisfy \( \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| \geq b_i \), we can deduce \( b_i \leq 0 \). Second, the assumption that \( a_{ij} \neq 0 \) for some \( j \in J \setminus J_i \) implies that \( \bar{a}_{ij}(\alpha_i, x) \neq 0 \) for any \( i \in I, \alpha_i \geq 0, x \in \mathbb{R}^n \).

Proof of Theorem 4. We note first that constraints (23c)-(23e) can be replaced by (24c), by reasoning similar to the proof of Lemma 4 (see below).

We eliminate \( c \) by substituting the dual feasibility constraint (23h) into the objective function (28a). The resulting model has an objective function that is bilinear in variables whose corresponding feasible sets \( P = \{ \alpha : (24c), \alpha \in \Omega, \alpha \geq 0 \} \) and \( D = \{ (\pi, \lambda, \mu) : (23g), (23i) - (23j) \} \) are disjoint:

\[
\begin{align*}
\text{minimize} & \quad \sum_{\alpha \in P} \sum_{i \in I} \sum_{j \in J} a_{ij} \pi_i \hat{x}_j + \sum_{i \in I} \sum_{j \in J_i} \alpha_{ij} (\lambda_{ij} - \mu_{ij}) \hat{x}_j - \sum_{i \in I} b_i \pi_i. \\
\end{align*}
\]

(A.2)

Since \( D \) is a bounded polyhedron and disjoint from \( P \), an optimal solution to (A.2) exists among the vertices of \( D \) (Horst et al., 2000, Proposition 3.1). The constraints \( \sum_{i \in I} \pi_i = 1 \) and \( \pi_i \geq 0 \) for all \( i \in I \) imply that a vertex of \( D \) will satisfy \( \pi_{\hat{i}} = 1 \) for some \( \hat{i} \in I \), and \( \pi_i = 0 \) for all \( i \in I \setminus \{\hat{i}\} \). So it suffices to consider binary \( \pi_i \). Let \( \xi_{ij} = \lambda_{ij} - \mu_{ij} \) for all \( j \in J_i, i \in I \). By Lemma 5 (see below), constraint (23i) and nonnegativity of \((\lambda, \mu)\) are equivalent to \( s_{ij} \in [-\pi_i, \pi_i] \) for all \( j \in J_i, i \in I \).
Thus, formulation (A.2) is equivalent to

\[
\minimize_{\alpha \in P, \pi, s} \sum_{i \in I} \left( \sum_{j \in J} a_{ij} \hat{x}_j - b_i \right) \pi_i + \sum_{i \in I} \sum_{j \in J_i} \alpha_{ij} \hat{x}_j s_{ij} \\
\text{subject to} \quad -\pi_i \leq s_{ij} \leq \pi_i, \quad \forall j \in J_i, i \in I, \\
\sum_{i \in I} \pi_i = 1, \\
\pi_i \in \{0, 1\}, \quad \forall i \in I.
\]

By inspection, we see that for a given \((\alpha, \pi)\), an optimal \(s\) satisfies \(s_{ij} = -\text{sgn}(\hat{x}_j)\pi_i\). This fact allows us to eliminate \(s\):

\[
\minimize_{\alpha \in P, \pi} \sum_{i \in I} \left( \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| - b_i \right) \pi_i \\
\text{subject to} \quad \sum_{i \in I} \pi_i = 1, \\
\pi_i \in \{0, 1\}, \quad \forall i \in I.
\]

(A.3)

For a given \(\alpha \in P\), it is clear that an optimal \(\pi\) is \(e_i^*\), where \(i^* \in \arg \min_{i \in I} \{\sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| - b_i\}\). The optimal value and solution of problem (A.3), and the associated \(c\), can then be determined by following a similar argument as in Theorem 2.

By Assumption 5, \(\bar{a}_i(\alpha_i, x) = 0\) is infeasible for problem (29) for all \(i \in I, x \in \mathbb{R}^n\), and therefore the optimal solution (25)-(26) satisfies \(c \neq 0\) and \(\bar{a}_i(\alpha_i, x) \neq 0\) for all \(i \in I, x \in \mathbb{R}^n\). \(\square\)

**Proof of Proposition 4.**  \((\Rightarrow)\) The proof of this implication is divided into two cases. First, we show that feasibility of RLO-CCU-SD implies that \(\sum_{j \in J} a_{ij} \hat{x}_j \geq b_i\) for all \(i \in I\). We have

\[
\sum_{j \in J} a_{ij} \hat{x}_j \geq \sum_{j \in J} a_{ij} \hat{x}_j - (\sum_{j \in J_i} y_{ij} + \Gamma_i z_i) \geq b_i, \quad \forall i \in I,
\]

where the first inequality is implied by non-negativity of \(\Gamma, y, z\), and the second inequality is constraint (35f).

Second, assume that \(\hat{I} = \emptyset\). We will show that RLO-CCU-SD is infeasible. Since \(\hat{I} = \emptyset\), we
have

\[
0 < \sum_{j \in J} a_{ij} \hat{x}_j - b_i - \sum_{j \in J} \alpha_{ij} |\hat{x}_j|, \quad \forall i \in I,
\]

\[
0 < \sum_{j \in J} a_{ij} \hat{x}_j - b_i - \sum_{j \in J} \alpha_{ij} \hat{x}_j, \quad \forall i \in I,
\]

\[
0 < \sum_{i \in I} \pi_i \left( \sum_{j \in J} a_{ij} \hat{x}_j - b_i - \sum_{j \in J} \alpha_{ij} \hat{x}_j \right)
\leq \sum_{i \in I} \pi_i \left( \sum_{j \in J} a_{ij} \hat{x}_j - b_i \right) - \sum_{i \in I} \sum_{j \in J} \varphi_{ij} \alpha_{ij} \hat{x}_j
\leq \sum_{i \in I} \pi_i \left( \sum_{j \in J} a_{ij} \hat{x}_j - b_i \right) + \sum_{i \in I} \sum_{j \in J} (\lambda_{ij} - \mu_{ij}) \alpha_{ij} \hat{x}_j,
\]

where the third inequality is implied by \( \mathbf{e}^T \mathbf{\pi} = 1, \mathbf{\pi} \geq 0 \); the fourth inequality is implied by constraint (35k); and the fifth inequality is implied by \(-\varphi_{ij} \leq (\lambda_{ij} - \mu_{ij})\), itself implied by constraints (35l) and (35n). Now substituting (35j) into (35b),

\[
\sum_{i \in I} \pi_i \left( \sum_{j \in J} a_{ij} \hat{x}_j - b_i \right) + \sum_{i \in I} \sum_{j \in J} (\lambda_{ij} - \mu_{ij}) \alpha_{ij} \hat{x}_j = 0,
\]

which is a contradiction.

(\(\Leftarrow\)) Assume that \( \sum_{j \in J} a_{ij} \hat{x}_j \geq b_i \) for all \( i \in I \) and \( \hat{I} \neq \emptyset \). Let \( \hat{i} \in \hat{I} \) be an arbitrary index. Then, it can be checked that the following is a feasible solution for RLO-CCU-SD:

\[
\mathbf{\pi} = \mathbf{e}_i,
\]

\[
\varphi \text{ as in (A.11)},
\]

\[
(\lambda_{ij}, \mu_{ij}) = \begin{cases} 
(\varphi_{ij}, 0) & \text{if } \hat{x}_j \leq 0, i = \hat{i}, \\
(0, \varphi_{ij}) & \text{if } \hat{x}_j > 0, i = \hat{i}, \quad \forall j \in J, i \in I, \\
(0, 0) & \text{otherwise},
\end{cases}
\]

\[
\Gamma_i = \begin{cases} 
\Gamma_i & \text{if } i = \hat{i}, \\
0 & \text{if } i \in I \setminus \{\hat{i}\},
\end{cases}
\]

\[
u_{ij} = \alpha_{ij} |\tilde{x}_j|, \quad \forall j \in J, i \in I,
\]

\[
y_{ij} = \max \{u_{ij} - z_i, 0\} \quad \text{if } i = \hat{i}, \quad \forall j \in J, i \in I,
\]

\[
y_{ij} = 0 \quad \text{otherwise},
\]

\[
z_i = \begin{cases} 
\alpha_{ij} |\tilde{x}_j| & \text{if } J_i \neq \emptyset, i = \hat{i}, \\
\max_{j \in J} \{\alpha_{ij} |\tilde{x}_j|\} & \text{if } J_i \neq \emptyset, i \in I \setminus \{\hat{i}\}, \quad \forall i \in I, \\
0 & \text{if } J_i = \emptyset,
\end{cases}
\]

\[
c_j = \tilde{a}_{ij} (\Gamma_i, \tilde{x}), \quad \forall j \in J.
\]
Proof of Lemma 2. To prove the first statement, suppose to the contrary that $\Gamma_i \in (\Gamma_i, |J_i|)$ for some $i \in \hat{I}$, i.e., $\Gamma \notin \Theta$ but $\Gamma_i$ does satisfy constraint (35h). We will show that there is no $(u, y, z)$ that satisfies constraints (35c)-(35g). In particular, we will show that any $(u, y, z)$ that satisfies (35c)-(35e) and (35g) will never satisfy (35f).

Consider the following linear optimization problem:

$$\begin{align*}
\text{minimize} \quad & \sum_{j \in J_i} y_{ij} + \Gamma_i z_i \\
\text{subject to} \quad & y_{ij} + z_i \geq u_{ij}, \quad \forall j \in J_i, \\
& -u_{ij} \leq \alpha_{ij} \hat{x}_j \leq u_{ij}, \quad j \in J_i, \\
& y_{ij}, z_i \geq 0, \quad \forall j \in J_i.
\end{align*}$$

(A.4)

By Lemma 6 (see below), an optimal solution to this problem is

$$\begin{align*}
u_{ij}^* &= \alpha_{ij}|\hat{x}_j|, \quad \forall j \in J_i, \\
y_{ij}^* &= \max\{u_{ij}^* - z_i^*, 0\}, \quad \forall j \in J_i, \\
z_i^* &= \alpha_{ij|\Gamma_i|}(\hat{x}_j|_{\Gamma_i}(\hat{x})),
\end{align*}$$

(A.5)

which satisfies (35c)-(35e) and (35g) since the constraints of (A.4) are identical to (35c)-(35e) and (35g). However, $(u^*_i, y^*_i, z^*_i)$ does not satisfy (35f), as shown below. Because $(u^*_i, y^*_i, z^*_i)$ yields the smallest possible value of $\sum_{j \in J_i} y_{ij} + \Gamma_i z_i$, there cannot be any other feasible solution for (35c)-(35e) and (35g) which will satisfy (35f).

For completeness, we substitute $(u^*_i, y^*_i, z^*_i)$ into the left-hand-side of constraint (35f) to show that the constraint will not be satisfied:

$$\begin{align*}
\sum_{j \in J} a_{ij} \hat{x}_j - \left( \sum_{j \in J_i} \max\{\alpha_{ij}|\hat{x}_j| - \alpha_{ij|\Gamma_i|}(\hat{x}_j|_{\Gamma_i}(\hat{x})), 0\} + \Gamma_i \alpha_{ij|\Gamma_i|}(\hat{x})|\hat{x}_j|_{\Gamma_i}(\hat{x})\right) & \\
\equiv \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{k = 1}^{[\Gamma_i]} \left( \alpha_{ij} a_{ij}(\hat{x})|\hat{x}_j|_{\Gamma_i}(\hat{x}) - \alpha_{ij|\Gamma_i|}(\hat{x})|\hat{x}_j|_{\Gamma_i}(\hat{x})\right) - \Gamma_i \alpha_{ij|\Gamma_i|}(\hat{x})|\hat{x}_j|_{\Gamma_i}(\hat{x}) & \\
\equiv \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{k = 1}^{[\Gamma_i]} \alpha_{ij} a_{ij}(\hat{x})|\hat{x}_j|_{\Gamma_i}(\hat{x}) - (\Gamma_i - [\Gamma_i]) \alpha_{ij|\Gamma_i|}(\hat{x})|\hat{x}_j|_{\Gamma_i}(\hat{x}).
\end{align*}$$

(A.6)

By Assumption 7, $\Gamma_i$ is the unique value of $\Gamma_i$ such that (A.6) equals $b_i$. Since $\Gamma_i > \Gamma_i$ by assumption, (A.6) is strictly less than $b_i$, that is, $(u^*_i, y^*_i, z^*_i)$ does not satisfy (35f).

To prove the second statement, suppose we are given $\Gamma \in \Theta$. Then it is straightforward to check that $(u^*_i, y^*_i, z^*_i)$ from (A.5), for all $i \in I$, satisfies (35c)-(35h).
**Proof of Lemma 3.** To prove the first statement, we first note that by Lemma 2, constraints (35c)-(35h) imply \( \Gamma \in \Theta \). So we only need to show that the constraints of RLO-CCU-SD imply \( \Gamma_i = \Gamma_i^* \), for some \( i \in \hat{\mathcal{I}} \). If we substitute (35j) into (35b), let \( s_{ij} = \lambda_{ij} - \mu_{ij} \), and use reasoning similar to the proof of Lemma 5 (see below), we get

\[
\sum_{i \in I} \pi_i \left( \sum_{j \in J} a_{ij} \hat{x}_j - b_i \right) \leq \sum_{i \in I} \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| \varphi_{ij},
\]

For a given \((\Gamma, \pi)\), the constraints applicable to \( \varphi \) are (35k), (35m), and nonnegativity. As such, the maximum value of \( \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| \varphi_{ij} \) over feasible \( \varphi_i \), for all \( i \in I \), is the optimal value of the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| \varphi_{ij} \\
\text{subject to} & \quad 0 \leq \varphi_{ij} \leq \pi_i, \forall j \in J_i, \\
& \quad \sum_{j \in J_i} \varphi_{ij} \leq \Gamma_i \pi_i.
\end{align*}
\]  

(A.7)

Formulation (A.7) is an instance of the continuous knapsack problem, so its optimal value is

\[
\sum_{k=1}^{\lfloor \Gamma_i \rfloor} \alpha_{ij_k(\xi)} |\hat{x}_{j_k(\xi)}| \pi_i + (\Gamma_i - \lfloor \Gamma_i \rfloor) \alpha_{ij_{\lfloor \Gamma_i \rfloor(\xi)}} |\hat{x}_{j_{\lfloor \Gamma_i \rfloor(\xi)}}| \pi_i,
\]

and we can conclude that

\[
\sum_{i \in I} \pi_i \left( \sum_{j \in J} a_{ij} \hat{x}_j - b_i \right) \leq \sum_{i \in I} \pi_i \left( \sum_{k=1}^{\lfloor \Gamma_i \rfloor} \alpha_{ij_k(\xi)} |\hat{x}_{j_k(\xi)}}| + (\Gamma_i - \lfloor \Gamma_i \rfloor) \alpha_{ij_{\lfloor \Gamma_i \rfloor(\xi)}} |\hat{x}_{j_{\lfloor \Gamma_i \rfloor(\xi)}}| \right). \tag{A.8}
\]

Now, assume to the contrary that \( \Gamma_i < \Gamma_i \) for all \( i \in \hat{\mathcal{I}} \). Using this assumption and the fact that \( \Gamma_i \) is the smallest value of \( \Gamma_i \) to satisfy (33), we can deduce a contradiction with (A.8).

To prove the second statement, let \((c, u, y, z, \varphi, \lambda, \mu)\) be defined as in the proof of Proposition 4. With the assumed \( \Gamma \), this solution is feasible for RLO-CCU-SD. \( \square \)

**Proof of Theorem 5.** By Lemma 3, solving RLO-CCU-SD is equivalent to solving the following optimization problem for all \( \hat{i} \in \hat{I} \), and taking the minimum over all \( |\hat{I}| \) optimal values:

\[
\begin{align*}
\text{minimize} & \quad \| \Gamma - \hat{\Gamma} \| \\
\text{subject to} & \quad \Gamma_i = \Gamma_i^*, \forall i \in \hat{I}, \\
& \quad 0 \leq \Gamma_i \leq \Gamma_i, \forall i \in I \setminus \hat{I},
\end{align*}
\]  

(A.9)
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where the cost vector corresponding to the \( \hat{\iota} \)-th formulation is \( \mathbf{c} = \hat{\mathbf{a}}_i(\Gamma_i, \hat{x}) \), as described in the proof of Lemma 3.

Suppose we consider formulation (A.9) for some fixed \( \hat{\iota} \in \hat{\mathcal{I}} \). For all \( i \in I \), the variable \( \Gamma_i \) is included only in a term (\( \Gamma_i - \hat{\Gamma}_i \)) in the objective function. For \( i \in I \setminus \hat{\mathcal{I}} \), because \( 0 \leq \hat{\Gamma}_i \leq |J_i| \) by Assumption 9, the optimal solution is \( \Gamma_i = \hat{\Gamma}_i \), so \( \Gamma_i - \hat{\Gamma}_i = 0 = g_i \). For \( i \in \hat{\mathcal{I}} \setminus \{ \hat{\iota} \} \), we will have either \( 0 \leq \hat{\Gamma}_i \leq |\Gamma_i| \) or \( |\Gamma_i| < \hat{\Gamma}_i \leq |J_i| \) by Assumption 9, hence the optimal solution is \( \Gamma_i = \min\{\hat{\Gamma}_i, \Gamma_i\} \), and then \( \Gamma_i - \hat{\Gamma}_i = g_i \). For \( i = \hat{\iota} \), we require \( \Gamma_i = \hat{\Gamma}_i \), so \( \Gamma_i - \hat{\Gamma}_i = f_i \).

In other words, all objective function terms (\( \Gamma_i - \hat{\Gamma}_i \)) equal \( g_i \), except (\( \Gamma_i - \hat{\Gamma}_i \)) = \( f_i \). It follows that the optimal value of the \( \hat{\iota} \)-th formulation (A.9) is \( \|\mathbf{g} + (f_i - g_i)\mathbf{e}_i\| \). Thus the optimal value of RLO-CCU-SD is \( \min_{i \in \mathcal{I}} \{ \|\mathbf{g} + (f_i - g_i)\mathbf{e}_i\| \} \). Finally, by Assumption 8 and the definition of \( \hat{a}_{ij} \), any feasible \( \Gamma \) satisfies \( \hat{a}_i(\Gamma_i, \mathbf{x}) \neq 0 \) for all \( i \in I, \mathbf{x} \in \mathbb{R}^n \), and therefore \( \mathbf{c} \neq 0 \).

**Proof of Theorem 6.** By Lemma 2, constraints (35c)-(35h) (and thus variables \( \mathbf{u}, \mathbf{y}, \mathbf{z} \)) in RLO-CCU-DG can be replaced by \( \Gamma \in \Theta \). We now omit the details of several steps that are conceptually similar to steps in the proof of Theorem 4: we eliminate \( \mathbf{c} \) by substituting constraint (35j) into the objective function of RLO-CCU-DG, we let \( s_{ij} = \lambda_{ij} - \mu_{ij} \) for all \( i \in I, j \in J_i \), we use Lemma 5 (see below) to replace constraints on \( (\mathbf{\lambda}, \mathbf{\mu}) \) with constraints on \( \mathbf{s} \), and then we eliminate \( \mathbf{s} \) by identifying its optimal solution by inspection, giving us the following optimization problem equivalent to RLO-CCU-DG:

\[
\begin{align*}
\text{minimize} \quad & \sum_{i \in I} \left( \sum_{j \in J} a_{ij} \hat{x}_j - b_i \right) \pi_i - \sum_{i \in I} \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| \varphi_{ij} \\
\text{subject to} \quad & \Gamma \in \Theta \cap \Omega, \\
& \sum_{i \in I} \pi_i = 1, \\
& 0 \leq \varphi_{ij} \leq \pi_i, \quad \forall j \in J_i, i \in I, \\
& \sum_{j \in J_i} \varphi_{ij} \leq \Gamma_i \pi_i, \quad \forall i \in I, \\
& \pi_i \geq 0, \quad \forall i \in I.
\end{align*}
\]  

By inspection we can describe the optimal \( \varphi \) for a given value of \( (\Gamma, \pi) \). In the objective function, \( \varphi \) only appears in the term \( -\sum_{i \in I} \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| \varphi_{ij} \), and the only constraints applicable to \( \varphi \) are (A.10d)-(A.10e). This is an instance of the continuous knapsack problem, equivalent to (A.7) in the proof of Lemma 3, so an optimal \( \varphi \) has the form:

\[
\varphi_{ij}(\hat{x}) = \begin{cases} 
\pi_i & \text{if } k = 1, \ldots, |\Gamma_i|, \\
(\Gamma_i - |\Gamma_i|)\pi_i & \text{if } k = |\Gamma_i| + 1, \quad \forall j_k(\hat{x}) \in J_i, i \in I. \\
0 & \text{otherwise},
\end{cases}
\]  

(\text{A.11})
Substituting (A.11) into formulation (A.10) we obtain an equivalent optimization problem:

\[
\min_{\Gamma, \pi} \left\{ \sum_{i \in I} \pi_i l_i(\Gamma, \hat{x}) : (A.10b) - (A.10c), (A.10f) \right\},
\]

(A.12)

where

\[
l_i(\Gamma, \hat{x}) = \sum_{j \in J} a_{ij} \hat{x}_j - b_i - \sum_{k=1}^{[\Gamma_i]} \alpha_{ij_k}(\hat{x})|\hat{x}_{j_k}(\hat{x})| - (\Gamma_i - [\Gamma_i])\alpha_{ij_{[\Gamma_i]}(\hat{x})}|\hat{x}_{j_{[\Gamma_i]}(\hat{x})}|,
\]

which is the surplus of constraint \( i \) of the forward problem with respect to \( \hat{x} \).

By inspection, we can see that for a given value of \( \Gamma \), an optimal \( \pi \) for formulation (A.12) equals \( e_i^* \) where \( i^* = \arg\min_{i \in I} l_i(\Gamma, \hat{x}) \). Note that we obtained (A.12) from (A.10) by setting \( \varphi \) optimally given any feasible \((\Gamma, \pi)\). Hence any \( \pi \) that is optimal for (A.12) must also be optimal for (A.10). This means that, without changing the optimal value, we can restrict \( \pi \) to be binary in problem (A.10). The resulting problem is equivalent to \( \min_{i \in I} \{(42)\} \). By definition, \((\Gamma^{(i)}, \varphi^{(i)})\) is an optimal solution for (42), and the optimal value of the outer problem is \( \min_{i \in I} \{t_i\} \). Finally, \( \pi = e_i^{(i)} \), (35j), and the definition and optimal value of \( s \) imply that \( c = \tilde{a}_i^{(i)}(\alpha^{(i)}, \hat{x}) \).

By the same reasoning as in Theorem 5, the optimal solution (43)-(44) satisfies \( c \neq 0 \) and \( \tilde{a}_i(\Gamma, x) \neq 0 \) for all \( i \in I, x \in \mathbb{R}^n \). \( \square \)

**Lemma 4.** Every feasible solution for RLO-IU-SD satisfies (24b)-(24d) for some \( \hat{i} \in I \). Conversely, for every \( \alpha \) satisfying (24b)-(24d) for some \( \hat{i} \in I \), there exists \( (c, u, \pi, \lambda, \mu) \) such that \((\alpha, c, u, \pi, \lambda, \mu)\) is feasible for RLO-IU-SD.

**Proof.** To prove the first statement, we first note that constraints (23c)-(23f) imply (24c). To complete the proof, we assume \( \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J_i} \alpha_{ij}\hat{x}_j > b_i \) for all \( i \in I \) and derive a contradiction, following similar reasoning as in the proof of Lemma 1. Substituting (23h) into (23b), we get

\[
\sum_{i \in I} \alpha_i \sum_{j \in J} a_{ij} \hat{x}_j + \sum_{i \in I} \sum_{j \in J_i} (\lambda_{ij} - \mu_{ij})\alpha_{ij}\hat{x}_j = \sum_{i \in I} \pi_i b_i.
\]

Let \( s_{ij} = \lambda_{ij} - \mu_{ij} \) for all \( j \in J_i, i \in I \). By Lemma 5 (see below), \((\lambda, \mu)\) satisfies (23i) and (23j) if and only if \( s_{ij} \in [-\pi_i, \pi_i] \) for all \( j \in J_i, i \in I \). Thus, the feasible region of RLO-IU-SD is equivalent to

\[
\sum_{i \in I} \alpha_i \sum_{j \in J} a_{ij} \hat{x}_j + \sum_{i \in I} \sum_{j \in J_i} s_{ij} \alpha_{ij}\hat{x}_j = \sum_{i \in I} \pi_i b_i,
\]

(A.13a)

\[-\pi_i \leq s_{ij} \leq \pi_i, \quad \forall j \in J_i, i \in I, \]

(A.13b)

\[e^T \pi = 1, \pi \geq 0,\]

(A.13c)

\[(23c) - (23f).\]

(A.13d)
Constraint (A.13c) ensures that \( I := \{i \in I: \pi_i > 0\} \neq \emptyset \). Since we have assumed \( \sum_{j \in J} a_{ij} \hat{x}_j - \sum_{j \in J} \alpha_{ij} |\hat{x}_j| > b_i \) for all \( i \in I \), we have

\[
\pi_i \sum_{j \in J} a_{ij} \hat{x}_j - \pi_i \sum_{j \in J} \alpha_{ij} |\hat{x}_j| > \pi_i b_i, \quad \forall i \in I.
\]

For all \( j \in J_i, i \in I \), \( s_{ij} \in [-\pi_i, \pi_i] \) implies that \( \sum_{j \in J_i} s_{ij} \alpha_{ij} \hat{x}_j \geq -\pi_i \sum_{j \in J_i} \alpha_{ij} |\hat{x}_j| \), and therefore

\[
\pi_i \sum_{j \in J} a_{ij} \hat{x}_j + \sum_{j \in J_i} s_{ij} \alpha_{ij} \hat{x}_j > \pi_i b_i, \quad \forall i \in I.
\]

Since \( s_{ij} = 0 \) if \( \pi_i = 0 \),

\[
\sum_{i \in I} \sum_{j \in J} \pi_i a_{ij} \hat{x}_j + \sum_{i \in I} \sum_{j \in J_i} s_{ij} \alpha_{ij} \hat{x}_j > \sum_{i \in I} \pi_i b_i,
\]

which contradicts constraint (A.13a).

To prove the second statement, let \( \alpha \) satisfy (24b)-(24d), \( \hat{i} \) be defined by (24b), and \( (c, u, \pi, \lambda, \mu) \) be defined as in the proof of Proposition 2. This solution is feasible for RLO-IU-SD. \( \square \)

**Lemma 5.** Let \( s_{ij} = \lambda_{ij} - \mu_{ij} \) for all \( j \in J_i, i \in I \). If \( (\lambda, \mu) \) satisfies (23i) and non-negativity, then \( s_{ij} \in [-\pi_i, \pi_i] \) for all \( j \in J_i, i \in I \). Conversely, if \( s_{ij} \in [-\pi_i, \pi_i] \) for all \( j \in J_i, i \in I \), then there exists \( (\lambda, \mu) \) satisfying (23i), non-negativity, and \( s_{ij} = \lambda_{ij} - \mu_{ij} \) for all \( j \in J_i, i \in I \).

**Proof.** To prove the first statement, note that since \( \lambda_{ij} + \mu_{ij} = \pi_i \) and \( \lambda_{ij}, \mu_{ij}, \pi_i \geq 0 \), it follows that \( \lambda_{ij} \leq \pi_i \), for all \( j \in J_i, i \in I \). Since \( \mu_{ij} \geq 0 \), it further follows that \( \lambda_{ij} - \mu_{ij} \leq \pi_i \), i.e., \( s_{ij} \leq \pi_i \). The proof of \( -\pi_i \leq s_{ij} \) is similar.

To prove the second statement, we will construct \((\lambda, \mu)\) satisfying the required conditions. For all \( j \in J_i, i \in I \), let

\[
(\lambda_{ij}, \mu_{ij}) = \begin{cases} 
\left(\frac{s_{ij} + \pi_i - s_{ij}}{2}, \frac{\pi_i - s_{ij}}{2}\right) & \text{if } s_{ij} \geq 0, \\
\left(-s_{ij} + \frac{\pi_i + s_{ij}}{2}, \frac{\pi_i + s_{ij}}{2}\right) & \text{otherwise.}
\end{cases}
\]

\( \square \)

**Lemma 6.** The solution \((u_i^*, y_i^*, z_i^*)\) defined in (A.5) is an optimal solution to (A.4).

**Proof.** By inspection, it is clear that an optimal solution has \( u_i^* = \alpha_{ij} |\hat{x}_j| \) and \( y_i^* = \max\{u_i^* - z_i, 0\} \) for a given \( z_i \), so we only need to prove that \( z_i^* = \alpha_{ij} |\hat{x}_j| \) is optimal. Let \( f(u, y, z) \)
denote the objective function of (A.4). We have

\[
f(u^*_i, y^*_i, z^*_i) = \max_{j \in J_i} \{ \alpha_{ij} |x_{ij}| - z^*_i, 0 \} + \Gamma_i z^*_i
\]

\[
= \sum_{k=1}^{\lceil \Gamma_i \rceil - 1} (\alpha_{ij_k(\mathcal{S})} |x_{ij_k(\mathcal{S})}| - z^*_i) + \Gamma_i z^*_i,
\]

and we will show that \( f(u^*_i, y^*_i, \tilde{z}_i) \geq f(u^*_i, y^*_i, z^*_i) \) for any \( \tilde{z}_i \neq z^*_i \). We define \( \hat{k} = |\{ j \in J_i : \alpha_{ij} |x_{ij}| > \tilde{z}_i \}| \).

We distinguish two cases, and first consider the case \( \tilde{z}_i > z^*_i \). In this case,

\[
f(u^*_i, y^*_i, z^*_i) = \hat{k} \sum_{k=1}^{\hat{k}} (\alpha_{ij_k(\mathcal{S})} |x_{ij_k(\mathcal{S})}| - z^*_i) + \sum_{k=\hat{k}+1}^{\lceil \Gamma_i \rceil - 1} (\alpha_{ij_k(\mathcal{S})} |x_{ij_k(\mathcal{S})}| - z^*_i) + \Gamma_i z^*_i,
\]

and

\[
f(u^*_i, y^*_i, \tilde{z}_i) = \sum_{j \in J_i} \max\{ \alpha_{ij} |x_{ij}| - \tilde{z}_i, 0 \} + \Gamma_i \tilde{z}_i
\]

\[
= \sum_{k=1}^{\hat{k}} (\alpha_{ij_k(\mathcal{S})} |x_{ij_k(\mathcal{S})}| - \tilde{z}_i) + \Gamma_i \tilde{z}_i.
\]

Then

\[
f(u^*_i, y^*_i, \tilde{z}_i) - f(u^*_i, y^*_i, z^*_i)
\]

\[
= \hat{k} (z^*_i - \tilde{z}_i) - \sum_{k=\hat{k}+1}^{\lceil \Gamma_i \rceil - 1} \alpha_{ij_k(\mathcal{S})} |x_{ij_k(\mathcal{S})}| + (\lceil \Gamma_i \rceil - 1 - \hat{k}) z^*_i + \Gamma_i (\tilde{z}_i - z^*_i)
\]

\[
= (\Gamma_i - \hat{k}) \tilde{z}_i - \sum_{k=\hat{k}+1}^{\lceil \Gamma_i \rceil - 1} \alpha_{ij_k(\mathcal{S})} |x_{ij_k(\mathcal{S})}| - (\Gamma_i - (\lceil \Gamma_i \rceil - 1)) \alpha_{ij_{\lceil \Gamma_i \rceil}(\mathcal{S})} |x_{ij_{\lceil \Gamma_i \rceil}(\mathcal{S})}|
\]

which is greater than or equal to 0 since \( \tilde{z}_i \geq \alpha_{ij_k(\mathcal{S})} |x_{ij_k(\mathcal{S})}| \) for all \( k = \hat{k} + 1, \ldots, \lceil \Gamma_i \rceil \). The proof for the case \( z^*_i > \tilde{z}_i \) is similar. \( \square \)