Learning Translation-Based Knowledge Graph Embeddings by N-Pair Translation Loss
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Abstract: Translation-based knowledge graph embeddings learn vector representations of entities and relations by treating relations as translation operators over the entities in an embedding space. Since the translation is represented through a score function, translation-based embeddings are trained in general by minimizing a margin-based ranking loss, which assigns a low score to positive triples and a high score to negative triples. However, this type of embedding suffers from slow convergence and poor local optima because the loss adopts only one pair of a positive and a negative triple at a single update of learning parameters. Therefore, this paper proposes the N-pair translation loss that considers multiple negative triples at one update. The N-pair translation loss employs multiple negative triples as well as one positive triple and allows the positive triple to be compared against the multiple negative triples at each parameter update. As a result, it becomes possible to obtain better vector representations rapidly. The experimental results on link prediction prove that the proposed loss helps to quickly converge toward good optima at the early stage of training.
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1. Introduction

Knowledge graph embedding aims at learning the representation of a knowledge graph by embedding the knowledge graph into a low dimensional vector space [1]. For a given knowledge graph expressed as a set of knowledge triples where each triple is composed of a relation \( r \) and two entities \( h \) and \( t \), knowledge graph embedding finds vector representations of \( h \), \( t \), and \( r \) by considering the structure of the knowledge graph. Since a knowledge graph is regarded as a key resource, various embedding models have been proposed [2,3] and have been applied to a number of applications such as entity disambiguation [4], relation extraction [5,6], and question answering [7,8].

Translation-based knowledge graph embedding is one of the embedding models that finds vector representations of \( h \), \( t \), and \( r \) by compelling the vector of \( t \) to be close to the sum of the vectors of \( h \) and \( r \) [9]. Several variants have been proposed by modifying a score function to find better vector representations [10–14]. These translation-based embeddings are usually trained by minimizing the margin-based ranking loss over the knowledge graph. That is, the scores of positive triples are forced to be lower than those of negative triples. In order to adopt the margin-based ranking loss, negative triples against the knowledge graph are required, but knowledge graphs contain only positive triples. Thus, negative triples are prepared by replacing the head or the tail of positive triples randomly under the closed-world assumption [9].
Even if it looks simple to train the translation-based embeddings with the margin-based ranking loss, the embeddings suffer from slow convergence and poor local optima because margin-based ranking losses consider only one negative triple. Thus, most previous studies have focused mainly on the quality of negative triples to avoid the cases where negative triples contribute little to finding vector representations [15–18]. That is, they have developed novel negative sampling methods to generate hard negative triples under the adversarial learning framework [19] or using the caching framework. However, these studies require extra modules, and thus the number of parameters to be optimized increases. Furthermore, the cost of sampling is expensive and would increase if the size of the knowledge graph is huge.

If minibatch size is one while training translation-based knowledge graph embeddings with the margin-based ranking loss, the positive triple in the minibatch is compared with only one negative triple at a single update of learning parameters. On the other hand, if the positive triple is compared against multiple negative triples and is validated from all the negative triples at each update, the learning model will converge faster and find better local optima. Therefore, this paper proposes a simple but effective learning method based on a new loss function to incorporate multiple negative triples in training translation-based embeddings. The new loss function is motivated by the \( N \)-pair loss [20] that optimizes identifying a positive example from \( N-1 \) negative examples in metric learning. The proposed \( N \)-pair translation loss takes one positive triple as well as multiple negative triples and optimizes not only minimizing the score of the positive triple to satisfy constraints of translation-based knowledge graph embeddings but also maximizing the differences between the score of the positive triple and those of the negative triples. Since the proposed method interacts with multiple negative triples in each update, it results in better vector representations rapidly. The effectiveness of the proposed method is verified through extensive experiments. The experimental results prove empirically that the translation-based embeddings by the proposed loss converge fast and produce better vector representations than those by the margin-based ranking loss.

The rest of this paper is organized as follows. Section 2 surveys previous work to solve the problems in training translation-based knowledge graph embeddings. Section 3 introduces translation-based knowledge graph embeddings, and Section 4 proposes a new loss function for considering multiple negative triples. Section 5 presents the experimental settings and results. Finally, Section 6 concludes this paper with future research directions.

2. Related Work

Knowledge graph embedding has been studied steadily for the past couple of years since well-developed knowledge graphs have become available [21–24]. Among various embedding models, translation-based embedding has become one of the widely-used approaches to knowledge graph embedding due to its simplicity and efficiency. Since TransE [9] embeds entities and relations in the same vector space, several variants such as TransH [13], TransR [12], TransD [10], StransE [25], TransG [14], TransE-RS [26], TransAt [27], KGLG [28], and NTransGH [29] have been developed by extending or modifying TransE. Detailed explanations for translation-based variants can be found in the studies of Nicket et al. [2] and Wang et al. [3].

Even if translation-based knowledge graph embeddings yield promising results, they suffer from slow convergence and poor performance compared to other knowledge graph embeddings [16]. These problems of translation-based embeddings arise partially from the fact that the margin-based ranking loss used for training translation-based embeddings adopts only one negative triple per each update of learning parameters and some of the negative triples in which quality is low contribute little to training the embeddings, and this is called the zero loss problem. As a result, some previous studies focused on alleviating the zero loss problem by improving the quality of negative triples at the moment when the negative triples are generated [15–17,30]. One direction to improve the quality is to adopt the adversarial training framework [19] for training the knowledge graph embeddings [15,16]. In this direction, a generator calculates a probability distribution over a set of candidate negative
triples and provides a high-quality negative triple to a discriminator. Then, the discriminator, which is usually trained with the margin-based ranking loss, receives the negative triple from the generator as well as the positive triple and calculates a score of each triple. While the discriminator is trained with a marginal loss between positive and negative triples, the generator is trained using rewards from the discriminator. Another direction is to track the losses of negative triples and generate a difficult negative triple according to a loss distribution [17,30]. Although the studies above can generate high-quality negative triples, they require extra modules such as a generator or cache, and thus the number of parameters to be trained increases.

3. Translation-Based Knowledge Graph Embeddings

Translation-based embeddings project entities or/and relations between entities onto an embedding space by treating relations as translation operators of entities on the space. Assume that a knowledge graph $G = \{(h_i, r, t_i)\}_{i=1}^{\vert G \vert}$, which is represented as a set of triples $(h, r, t)$, is given where $h, t \in E$ and $r \in R$. Here, $\vert G \vert$ is the number of triples, $E$ is a set of entities, and $R$ is that of relations between entities. Then, translation-based knowledge graph embeddings find vector representations $h$, $t$, and $r$ for entities $h, t$ and relation $r$ by enforcing $t$ to be a sum of $h$ and $r$.

Among various translation-based knowledge graph embeddings, TransE [9] is the most representative and simplest method, which projects both entities and relations in the same vector space. That is, the vector representations $h, t,$ and $r$ are represented in the vector space $\mathbb{R}^k$, where $k$ is a dimension of vector representations. Then, for every triple $(h, r, t)$ in a knowledge graph $G$, TransE forces $h + r$ to be close to $t$. This translation is represented by the following score function

$$s(h, r, t) = ||h + r - t||_{\ell_1/\ell_2},$$  \hspace{1cm} (1)

where $\ell_1$ and $\ell_2$ indicate L1 and L2 norm, respectively. Note that the smaller the score $s(\cdot)$ is, the better the triple $(h, r, t)$ is.

To learn these vector representations, the margin-based ranking loss between a positive triple $(h_p, r_p, t_p)$ and a negative triple $(h_n, r_n, t_n)$ is defined as

$$\mathcal{L}_{one}(\{(h_p, r_p, t_p), (h_n, r_n, t_n)\}) = [(s(h_p, r_p, t_p) + \gamma - s(h_n, r_n, t_n))]_+,$$ \hspace{1cm} (2)

where $[x]_+ = \max(0, x)$ and $\gamma$ is a margin. Then, TransE minimizes the margin-based ranking risk over $G$ given as

$$\mathcal{R}(G) = \frac{1}{\vert G \vert} \sum_{(h, r, t) \in G} \sum_{(h', r', t') \in G'} \mathcal{L}_{one}(\{(h, r, t), (h', r', t')\}).$$ \hspace{1cm} (3)

Here, $G'$ is a set of negative or corrupted triples. This set is usually constructed artificially because a knowledge graph contains only correct triples. One simple way to make $G'$ is to replace the entities in the positive or correct triples with another entities in $E$ following the closed-world assumption. That is, $G'_{(h, r, t)}$ can be prepared by

$$G'_{(h, r, t)} = \{(h', r, t) \not\in G \mid h' \in E\} \cup \{(h, r, t') \not\in G \mid t' \in E\}.$$

The learning of TransE is carried out by stochastic gradient descent (SGD) in minibatch mode over the possible triples in $G$. While optimizing the vector representations using Equation (3), some additional constraints can be enforced to embeddings of entities in order to avoid the embeddings from diverging unlimitedly.
Several variants of TransE are obtained by changing the score function in Equation (1). For instance, TransR [12] maps the entity representations onto a different relation space for every relation. Thus, its score function is

\[ s(h,r,t) = ||M_r h + r - M_r t||_{\ell_1/\ell_2}, \]

where \(M_r\) is a projection matrix that projects entities from an entity space to the space of relation \(r\). Another is TransD [10], which maps entity representations onto different vectors in relation spaces according to entity and relation types. Thus, the score function of TransD is

\[ s(h,r,t) = ||M_{rh} h + r - M_{rt} t||_{\ell_1/\ell_2}, \]

where \(M_{rh}\) and \(M_{rt}\) are entity-relation specific mapping matrices. These two variants also can be trained using the margin-based ranking loss as in TransE.

4. Considering Multiple Negative Triples though \(N\)-Pair Translation Loss

Even if translation-based knowledge graph embeddings with the margin-based ranking loss in Equation (2) learn vector representations of entities and relations, they suffer from slow convergence and poor local optima of parameters. These problems arise mostly from the fact that a positive triple is compared with only one negative triple at a single update of the parameters. Figure 1 illustrates the progress of training TransE with a positive triple \((h,r,t)\) and negative triples \((h,r,t')\) obtained by replacing the tail entity \(t\). The bold vector in this figure represents a vector representation of the relation \(r\) in the positive triple, and it is trained to be distinguished from the relation vector representations of the negative triples represented as dotted vectors. When the margin-based ranking loss is used, as in Figure 1a, the only thing that is guaranteed is that the bold vector is better than one dotted vector because the positive triple is compared with only one negative triple. This implies that the trained vector representations using the margin-based ranking loss could be far from (local) optima at the early stage of training, even if the vector representations could reach (local) optima after iterating over a number of randomly-sampled negative triples. Furthermore, this type of learning could be unstable depending on the selected negative triple.

![Figure 1.](image_url)
On the other hand, if the positive triple is compared against multiple negative triples at once as in Figure 1b, the bold vector should be distinguished from all dotted vectors at the same time. In this figure, the vector representations of tail entities \( t'_i \) in the negative triples are distributed over the embedding space, and thus the bold vector can be trained more accurately. In other words, learning with multiple negative triples is stable compared to that optimizing the margin-based ranking loss, and the convergence toward (local) optima is also achieved at the early stage of training.

In order to consider multiple negative triples, this paper proposes \( N \)-pair translation loss, which takes one positive triple and multiple negative triples for each parameter update. The proposed loss is calculated by comparing the positive triple with the multiple negative triples at the same time. Assume that there are \( N+1 \) triples of one positive triple \((h_p, r_p, t_p)\) and \( N \) negative triples \( \{(h_i, r_i, t_i)\}_{i=1}^N \). Then, the \( N \)-pair translation loss is defined as

\[
\mathcal{L}_{\text{npair}}(\{(h_p, r_p, t_p)\}, \{(h_i, r_i, t_i)\}_{i=1}^N) = \log \left(1 + \sum_{i=1}^{N} \exp(s(h_p, r_p, t_p) - s(h_i, r_i, t_i))\right),
\]

where \( s(\cdot) \) is a score function that is determined by the type of translation-based embedding. The proposed loss first tries to minimize the score of the positive triple to satisfy the constraints of translation-based knowledge graph embeddings. It also maximizes the differences between the score of the positive triple and those of the negative triples. That is, the \( N \)-pair translation loss satisfies these two constraints at the same time. In addition, since it considers all negative triples at once, the learning parameters move toward better optima. Note that the special case of this loss when \( N = 1 \) is the margin-based ranking loss [20].

Assume that there is \( NG \), a negative triple generator that receives a set of all possible negative triples \( G'(h,r,t) \) and the number of generated triples \( N \). Then, \( NG \) generates \( G'^N(h,r,t) \), a set of \( N \) negative triples. From \( G \) and \( G'^N(h,r,t) \), the vector representations of entities and relations are found by minimizing the following \( N \)-pair translation risk over \( G \).

\[
\mathcal{R}(G) = \frac{1}{|G|} \sum_{(h,r,t) \in G} \mathcal{L}_{npair}(\{(h,r,t), G'^N(h,r,t)\}).
\]

Minimizing the \( N \)-pair translation risk is also carried out by SGD in minibatch mode over the possible triples in \( G \). If the minibatch size of SGD is \( B \), then \( \mathcal{L}_{npair} \), the \( N \)-pair translation loss, uses \( B \times (N + 1) \) triples at one update. Since the generator \( NG \) has to generate \( N \) negative triples, it takes more time than the margin-based ranking loss. However, this cost can be alleviated by using offset-based negative sampling algorithm [31] with a parallel implementation [32]. Algorithm 1 summarizes our proposed method.

**Algorithm 1:** Learning Translation-based Knowledge Graph Embeddings by Considering Multiple Negative Triples

| Input: Knowledge graph \( G = \{(h_i, r_i, t_i)\}_{i=1}^{|G|} \) and entity and relation sets \( E \) and \( R \) |
| Output: Trained knowledge graph embeddings \( \theta \) |
| repeat |
| \( g_0 \leftarrow 0 \). // gradient of parameter \( \theta \) |
| Sample a mini-batch of data \( G_{\text{batch}} \) from \( G \). |
| for \((h, r, t) \in G_{\text{batch}}\) do |
| \( G'(h,r,t) \leftarrow NG((h,r,t)). \) // generate \( N \) negative samples |
| \( g_0 \leftarrow g_0 + \nabla_{\theta}(\mathcal{L}_{npair}(\{(h,r,t), G'(h,r,t)\})). \) // accumulate gradients |
| end |
| \( \theta \leftarrow \theta + \eta g_0. \) // update parameters |
| until convergence; |
5. Experiments

5.1. Experimental Settings

5.1.1. Dataset

Two well-known knowledge graphs are used for our experiments: WordNet [33] and Freebase [21]. From these two knowledge graphs, two data sets are extracted for the evaluation of the proposed method. The data sets are WN18RR and FB15K-237. WN18RR are derived from WordNet while FB15K-237 are from Freebase. WN18RR and FB15K-237 are generated by removing near-duplicate and inverse-duplicate relations from WN18 and FB15k, respectively. These data sets have been commonly used in many previous studies [9,10,34], and the simple statistics on them is given in Table 1.

| Dataset | WN18RR | FB15K-237 |
|---------|---------|-----------|
| # Entities | 93,003 | 14,541 |
| # Relations | 11 | 237 |
| # Training Triples | 86,835 | 272,115 |
| # Validation Triples | 3034 | 17,535 |
| # Test Triples | 3134 | 20,466 |

5.1.2. Evaluation Task and Protocol

The effectiveness of the proposed method is shown through a link prediction [9] task, which aims at predicting a missing entity \( h \) or \( t \) when there exists a missing entity in a knowledge graph. The link prediction is evaluated with two metrics: Hits@10 and mean reciprocal ranking (MRR). The Hits@10 is the proportion of correct triples ranked in the top 10, while the mean reciprocal ranking measures the average reciprocal rank of all correct entities. To avoid underestimating the performances of embeddings, we use the “Filter” evaluation setting [9]. That is, the triples that are already included within training, validation, and test sets are filtered out before ranking.

Bernoulli sampling is used for generating negative triples following the previous study of Wang et al. [13]. The reason why the sampling is adopted is that it helps reducing false negative triples since it replaces head or tail entities with different probabilities for one-to-many, many-to-one, and many-to-many relations.

5.1.3. Implementation

Two well-known translation-based knowledge graph embeddings are adopted to compare the proposed loss with the margin-based ranking loss. The adopted embeddings are TransE [9] and TransD [10]. To minimize both the margin-based ranking risk (Equation (3)) and the N-pair translation risk (Equation (4)), we use Adam optimizer [35] with learning rate 0.001 and two momentum parameters \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \). Minibatch size is set to the number of the training triples divided by 100, and the epoch limit is set to 1000. The Xavier uniform initializer [36] is used to initialize the vector representations of entities and relations. In order to find other hyper-parameters, we performed an exhaustive grid search over the following settings: a dimension of vector representations \( k \in \{25, 50, 100\} \), and a norm for the score function \( L \in \{\ell_1, \ell_2\} \). The best hyper-parameters are tuned by the Hits@10 metric on a validation set. As a result, the dimension size is set to 50 for WN18RR, while it is 100 for FB15K-237. \( \ell_1 \) is used as the norm for a score function in all data sets.

5.2. Experimental Results

We first examine the effectiveness of negative triples. Thus, the change of performances is investigated according to \( N \), the number of negative triples. The result is shown in Figure 2.
are the performances of TransE on WN18RR and FB15K-237 with a various number of negative triples, while Figure 2c,d show those of TransD. In all figures, the X-axis is the number of epochs, and the Y-axis represents the Hits@10. Here, ‘1’ (expressed as the blue curve) implies that only one negative triple is considered in training the embedding models. Therefore, the embedding model with ‘1’ is equivalent to that trained with the margin-based ranking loss. Similarly, \( N(N > 1) \) means \( N \) negative triples are used. Thus, the performances of \( N \) are obtained using the \( N \)-pair translation loss. As these figures show, all non-blue curves are always above the blue curve regardless of epochs. That is, the performances of the \( N \)-pair translation loss are higher than that of the margin-based ranking loss. This proves that considering multiple negative triples in every parameter update leads to significant performance improvement over adopting one negative triple.
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**Figure 2.** Hit@10 performances according to various numbers of negative triples. (a) WN18RR—TransE, (b) FB15K-237—TransE, (c) WN18RR—TransD, (d) FB15K-237—TransD.

Another thing to note in Figure 2 is that the Hits@10’s of the \( N \)-pair translation loss rise up much faster than that of the margin-based ranking loss (the blue curve). That is, the \( N \)-pair translation loss converges faster than the margin-based ranking loss. In more detail, the margin-based ranking loss does not converge until 1000 epochs in all figures, while the \( N \)-pair translation loss converges to a stable Hits@10 before 400 epochs. This verifies that the \( N \)-pair translation loss is helpful for fast convergence. The convergence speed is an important feature for translation-based knowledge graph embeddings because a number of other knowledge graph embedding models use a translation-based model as its base model. That is, when a new knowledge graph is given, such embedding models require fast vector representation of the knowledge graph as a prerequisite. Therefore, fast convergence of a translation-based knowledge graph embedding by the proposed \( N \)-pair translation loss is worthy.

The last observation is that the optimal number of negative triples is not always the largest number. For the WN18RR data set (Figure 2a,c), the best performance is obtained when 10 negative triples are used. On the other hand, adopting 200 negative triples achieves the best performance.
for the FB15K-237 data set (Figure 2b,d). This is because negative triples are generated by random sampling of entities. All negative triples are not tightly related with the positive triple, and thus some of them behave as noise to learning the embeddings. This result is consistent with the previous study by Trouillon et al. [37].

Table 2 presents the experimental results on link prediction for all data sets. The proposed translation-based embeddings by the \(N\)-pair translation loss are compared with the state-of-the-art knowledge graph embeddings that use their own negative sampling method. The compared embeddings include KBGAN [15], IGAN [16], and NSCaching [17], and their performances are referred from their reports since we use the same data sets. ‘Margin’ in this table implies the translation-based embedding with the margin-based ranking loss. The proposed \(N\)-pair translation loss for TransE achieves 53.0 and 50.5 of Hits@10 on WN18RR and FB15K-237, respectively, which are much higher than those of ‘Margin’. The performance difference between the proposed loss and the margin loss is up to 15 Hits@10. The performances for TransD are similar to those of TransE, where Hits@10 are 49.4 and 50.3 on WN18RR and FB15K-237, respectively. These performances are also superior to those of the margin-based ranking loss. This implies that the use of multiple negative triples at each update is a good way to achieve better performance.

| Embeddings | Dataset | WN18RR | FB15K-237 |
|------------|---------|--------|-----------|
|            | Metric  | MRR    | Hits10    | MRR    | Hits10 |
| TransE     | Margin  | 14.5   | 37.6      | 27.0   | 43.6   |
|            | \(N\)-pair \[23.7\] | 53.0   | \(32.6\)  | \(50.5\) |
|            | KBGAN [15] | 21.0   | 47.9      | 27.8   | 45.3   |
|            | NSCaching [17] | 20.5   | 47.4      | 30.0   | 47.4   |
| TransD     | Margin  | 15.0   | 38.7      | 25.4   | 43.3   |
|            | \(N\)-pair \[22.6\] | 49.4   | \(31.8\)  | \(50.3\) |
|            | KBGAN [15] | 27.7   | 45.8      | 21.5   | 46.9   |
|            | NSCaching [17] | 20.1   | 48.4      | 28.8   | 48.3   |

Even when compared to the current state-of-the-art knowledge graph embeddings, the proposed method outperforms them on WN18RR and FB15K-237. Since the proposed loss interacts with multiple and diverse negative triples at each parameter update, it could cope with various relations in WN18RR and FB15K-237. As a result, the proposed loss could achieve higher performance in these data sets. Furthermore, the proposed method does not require any additional resource while the previous methods need an extra module such as a high-cost generator or cache. In addition, since the previous methods use TransE as a part of their model, they are heavy to train. On the other hand, the proposed method is light to train, because it just modifies the loss function of legacy translation-based embeddings. From all these results, it can be inferred that the \(N\)-pair translation loss is helpful in learning vector representations for translation-based embeddings.

6. Conclusions

This paper has proposed simple and effective learning for translation-based knowledge graph embeddings by introducing a new loss function. The proposed loss function receives multiple negative triples per one positive triple and allows the positive triple to be compared against the multiple negative triples at a single parameter update. Therefore, learning vector representations with the loss can utilize the information obtained by interacting with multiple negative triples. The experimental results have shown that the proposed loss function does not achieve only fast convergence, but also produces better vector representations. (Our code is available at https://github.com/songhyunje/kge).
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