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Abstract

A general theory for obtaining anisotropic interpolation error estimates for macro-element interpolation is developed revealing general construction principles. We apply this theory to interpolation operators on a macro type of biquadratic $C^1$ finite elements on rectangle grids which can be viewed as a rectangular version of the $C^1$ Powell-Sabin element. This theory also shows how interpolation on the Bogner-Fox-Schmidt finite element space (or higher order generalizations) can be analyzed in a unified framework. Moreover we discuss a modification of Scott-Zhang type giving optimal error estimates under the regularity required without imposing quasi uniformity on the family of macro-element meshes used. We introduce and analyze an anisotropic macro-element interpolation operator, which is the tensor product of one-dimensional $C^1 - P_2$ macro interpolation and $P_2$ Lagrange interpolation. These results are used to approximate the solution of a singularly perturbed reaction-diffusion problem on a Shishkin mesh that features highly anisotropic elements. Hereby we obtain an approximation whose normal derivative is continuous along certain edges of the mesh, enabling a more sophisticated analysis of a continuous interior penalty method in another paper.
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1 Introduction

There is a high interest in differentiable finite elements and their corresponding interpolation operators as these are used for example in the construction and analysis of methods for higher order problems like the biharmonic equation. On a triangular mesh the fifth degree Argyris element and its reduced version — the Bell element — are most popular. However, they are rarely used as they introduce a large number of degrees of freedom. In fact, Zenízek [20] showed that on a triangular element with polynomial shape functions at least 18 degrees of freedom are needed to grant the $C^1$ property. In this respect the Bell element can be considered optimal.

The desire for reducing the number of degrees of freedom used (and therefore the polynomial degree) lead to the construction of macro-elements in 1960s and 1970s. Let us mention the cubic Hsieh-Clough-Tocher macro-element [5] and the quadratic Powell-Sabin macro-element [17]. In the latter, each base triangle is split into six sub-triangles that share an inner point (for instance the center of the inscribed circle) of the base triangle. The inner degrees of freedom are then eliminated by the $C^1$ property.

While there is a huge amount of literature for triangular macro-elements (see for instance the survey article [15] and the references therein), there appears to be only one publication [13] dealing with rectangular ones. Moreover, to the knowledge of the author, there appears to be no paper dealing with anisotropic interpolation error estimates for macro-element interpolation, i.e. up to now macro-element interpolation has only been considered on quasi-uniform meshes. However, one can certainly improve the approximation quality by allowing elements with an arbitrarily high aspect ratio in certain cases. This benefit becomes obvious if the underlying domain or the function to be approximated has anisotropic features (like layers).

In Section 2 of this paper we shall briefly introduce the concept of $C^1 - P_2$ macro-interpolation in the 1D case and fix some notation.

The following Section 3 starts by showing how the 1D $C^1 - P_2$ macro-element extends to the 2D $C^1 - Q_2$ macro-element on tensor product meshes. Then a general theory for obtaining anisotropic interpolation error estimates for macro-element interpolation is developed and general construction principles
are revealed. This theory is then applied in order to analyze the \( C^1 - Q_2 \) macro-element interpolation operator \( \Pi \) as well as some reduced counterpart.

Thereafter we discuss a modification of \( \Pi \) of Scott-Zhang [19] type in Subsection 5.3 giving optimal error estimates under the regularity required. The price to pay is that not all linear functionals that define this modified operator are local, i.e. in order to obtain the value of the quasi-interpolant on a base macro-element \( M \) some averaging process of the data on a macro-element edge that does not necessarily belong to \( M \) is needed. This causes some difficulties because quasi-interpolation operators of similar type are mostly studied on quasi-uniform meshes.

We summarize our results concerning \( C^1 \) (quasi-)interpolation in Subsection 5.4 and cite some results of the literature.

In Section 6 we introduce and analyze an anisotropic macro-element interpolation operator. Basically, this operator is the tensor product of one-dimensional \( C^1 - P_2 \) macro-interpolation and \( P_2 \) Lagrange interpolation.

We conclude this paper with Section 7 in which we apply the results of the (Sub-)Sections 5.3 and 6 in order to approximate the solution of a singularly perturbed reaction-diffusion problem on a Shishkin mesh that features anisotropic elements, i.e. elements with an unbounded aspect ratio for \( \varepsilon \to 0 \). Hereby we obtain an approximation whose normal derivative is continuous along certain edges of the mesh, enabling a more sophisticated analysis of a continuous interior penalty method in the next chapter.

## 2 Univariate \( C^1 - P_2 \) macro-element interpolation

Consider the 1D Hermite interpolation problem on the interval \([-1, 1]\): Let \( u \) be a real function over \([-1, 1]\) such that \( u(\pm 1), u'(\pm 1) \in \mathbb{R} \) can be defined. Find \( s \in C^1[-1, 1] \), such that

\[
s(\pm 1) = u(\pm 1), \quad s'(\pm 1) = u'(\pm 1). \tag{1}
\]

In 1983 Schumaker [18] observed that while the Hermite interpolation problem considered is only solvable for a quadratic polynomial \( s \in P_2[-1, 1] \) if and only if

\[
u'(-1) + u'(1) = u(1) - u(-1),
\]

there is always a solution in the space of quadratic splines with one simple knot. We may choose \( x = 0 \) as this knot and introduce the spline space

\[
S^2 := \{ v \in C^1[-1, 1]: v|_T \in P_2(T), T \in \{[-1, 0], [0, -1]\} \}.
\]

Of course other choices for the additional knot are possible. This parameter can be used to grant additional properties of the underlying interpolation operator, see [18].

A function \( s \) that is a quadratic polynomial on each of the intervals \([-1, 0]\) and \([0, 1]\) can be characterized by six parameters of which two are determined by the \( C^1 \) property at zero. Hence, the remaining four parameters of a function \( s \in S^2 \) may be chosen in such a way that (1) is fulfilled. In fact, a simple calculation shows that

\[
s(x) = \sum_{i=\pm 1} \left( u(i)\hat{\varphi}_i(x) + u'(i)\hat{\psi}_i(x) \right), \quad x \in [-1, 1] \tag{2}
\]

is the unique solution of (1) in \( S^2 \). Here \( \hat{\varphi}_\pm, \hat{\psi}_\pm \in S^2 \) denote the Lagrangian basis functions

\[
\hat{\varphi}_- (x) = \frac{(x - 1)^2}{2} - \begin{cases} x^2, & x \in [-1, 0], \\ 0, & x \in [0, 1], \end{cases} \quad \hat{\varphi}_+ (x) = \frac{(x + 1)^2}{2} - \begin{cases} 0, & x \in [-1, 0], \\ x^2, & x \in [0, 1], \end{cases} \tag{3}
\]

\[
\hat{\psi}_- (x) = \frac{(x - 1)^2}{4} - \begin{cases} x^2, & x \in [-1, 0], \\ 0, & x \in [0, 1], \end{cases} \quad \hat{\psi}_+ (x) = -\frac{(x + 1)^2}{4} + \begin{cases} 0, & x \in [-1, 0], \\ x^2, & x \in [0, 1], \end{cases}
\]

i.e. these spline functions fulfill the conditions

\[
\hat{\varphi}_- (1) = \hat{\varphi}_+ (-1) = \hat{\psi}_- (-1) = \hat{\psi}_+ (1) = 1,
\]

\[
\hat{\varphi}_+ (1) = \hat{\psi}_- (-1) = \hat{\psi}_+ (1) = \hat{\varphi}_- (-1) = \hat{\psi}_1 (1) = 0,
\]

\[
\hat{\varphi}'_- (1) = \hat{\varphi}'_+ (-1) = \hat{\psi}'_+ (1) = \hat{\varphi}'_+ (1) = \hat{\psi}'_1 (1) = 0.
\]
vector space. Since the second derivative of the spline considered is piecewise constant, it belongs to a
in the derivation of anisotropic interpolation error estimates.

One can easily solve the Hermite interpolation problem (1) of a cubic polynomial the derivative \( s' \) of the spline \( s \in S^2 \) is an element of a three dimensional vector space. Since the second derivative of the spline considered is piecewise constant, it belongs to a two dimensional space.

This fact can nicely be seen if we switch from the Lagrangian representation (2) of the solution of (1) to its Newtonian one. Based on \( \hat{\psi}_1(\pm 1) = \hat{\psi}_1'(-1) = 0 \) we observe, that

\[
s(x) = u[-1] + u[-1,-1](x + 1) + u[-1,-1,1](x + 1)^2 + u[-1,-1,1,1]4\hat{\psi}_1(x).
\]

Here \( u[x_0,\ldots,x_N] \) are the well known divided differences of order \( N \) of \( u \) with possibly coincident knots \( x_0 \leq x_1 \leq \cdots \leq x_N \), recursively defined by

\[
u[x_i] := u(x_i) \quad \text{and} \quad u[x_0,\ldots,x_N] := \begin{cases} \frac{1}{N!}u^{(N)}(x_0), & \text{if } x_0 = \cdots = x_N, \\ \frac{u[x_1,\ldots,x_N] - u[x_0,\ldots,x_{N-1}]}{x_N - x_0}, & \text{else}. \end{cases}
\]

A simple calculation shows that

\[
u[-1] = u(-1), \quad u[-1,-1] = u'(-1), \quad u[-1,-1,1] = \frac{1}{4}(u(1) - u(-1)) - \frac{1}{2}u'(-1), \quad u[-1,-1,1,1] = \frac{1}{4}(u(-1) - u(1) + u'(-1) + u'(1)).
\]

If we substitute the expressions from (5) into (4) and expand in terms of \( u(\pm 1) \) and \( u'(\pm 1) \) we re-obtain the Lagrangian representation (2) of \( s \). However, the Newtonian form (4) of \( s \) will prove to be very useful in the derivation of anisotropic interpolation error estimates.

Figure 1: Lagrangian basis functions \( \varphi_{-1} \) and \( \psi_{-1} \)

For a graphical representation of these functions, see Figure 1.

Based on the symmetry of the subproblem defining the basis functions we observe

\[
\hat{\varphi}_{-1}(x) = \hat{\varphi}_1(-x) \quad \text{and} \quad \hat{\psi}_{-1}(x) = -\hat{\psi}_1(-x) \quad \forall x \in [-1,1].
\]

Moreover, \( \hat{\varphi}_{\pm 1} \) are even functions, i.e.

\[
\hat{\varphi}_{\pm 1}'(x) = \hat{\varphi}_{\pm 1}'(-x) \quad \forall x \in [-1,1].
\]

From these properties we can deduce that \( \hat{\varphi}'_1(x) = -\hat{\varphi}'_{-1}(-x) = \hat{\varphi}'_{-1}(x) \) for all \( x \in [-1,1] \). Hence, similar to a cubic polynomial the derivative \( s' \) of the spline \( s \in S^2 \) is an element of a three dimensional space. Since the second derivative of the spline considered is piecewise constant, it belongs to a two dimensional space.

This fact can nicely be seen if we switch from the Lagrangian representation (2) of the solution of (1) to its Newtonian one. Based on \( \hat{\psi}_1(\pm 1) = \hat{\psi}_1'(-1) = 0 \) we observe, that

\[
s(x) = u[-1] + u[-1,-1](x + 1) + u[-1,-1,1](x + 1)^2 + u[-1,-1,1,1]4\hat{\psi}_1(x).
\]

Here \( u[x_0,\ldots,x_N] \) are the well known divided differences of order \( N \) of \( u \) with possibly coincident knots \( x_0 \leq x_1 \leq \cdots \leq x_N \), recursively defined by

\[
u[x_i] := u(x_i) \quad \text{and} \quad u[x_0,\ldots,x_N] := \begin{cases} \frac{1}{N!}u^{(N)}(x_0), & \text{if } x_0 = \cdots = x_N, \\ \frac{u[x_1,\ldots,x_N] - u[x_0,\ldots,x_{N-1}]}{x_N - x_0}, & \text{else}. \end{cases}
\]

A simple calculation shows that

\[
u[-1] = u(-1), \quad u[-1,-1] = u'(-1), \quad u[-1,-1,1] = \frac{1}{4}(u(1) - u(-1)) - \frac{1}{2}u'(-1), \quad u[-1,-1,1,1] = \frac{1}{4}(u(-1) - u(1) + u'(-1) + u'(1)).
\]

If we substitute the expressions from (5) into (4) and expand in terms of \( u(\pm 1) \) and \( u'(\pm 1) \) we re-obtain the Lagrangian representation (2) of \( s \). However, the Newtonian form (4) of \( s \) will prove to be very useful in the derivation of anisotropic interpolation error estimates.

3 \( C^1 - Q_2 \) macro-element interpolation on tensor product meshes

One can easily solve the Hermite interpolation problem (1) for a cubic polynomial \( s \). Hence, similar to (3) a Lagrangian basis for a cubic \( C^1 \) spline can be obtained associated with the values of the function and its first derivative in the endpoints of the interval considered. It is well-known that the tensor product
of this basis of the cubic $C^1$ splines leads to the Bogner-Fox-Schmidt element, which is in fact a $C^1$

element. Here the 16 degrees of freedom are associated with the values $v(V_i)$, the first
derivatives $v_x(V_i)$, $v_y(V_i)$ and the mixed derivative $v_{xy}(V_i)$ of a function $v \in Q_3(T)$ at
the four vertices $V_i$, $i = 1, \ldots, 4$ of a rectangle $T$, see Figure 2. Note that the restriction of the
generated finite element space to any element $T$ is $Q_2(T)$, where $T$ is a rectangle of the underlaying
triangulation with sides aligned to the coordinate axes.

By analogy with the Bogner-Fox-Schmidt element the tensor product of the basis functions (3) genera-
tes a $C^1$ macro-element, as well. One obtains 16 basis functions that are piecewise biquadratic:

$$\begin{align*}
\hat{\varphi}_{i,j}(x,y) &:= \hat{\varphi}_i(x)\hat{\varphi}_j(y), & \hat{\phi}_{i,j}(x,y) &:= \hat{\psi}_i(x)\hat{\phi}_j(y), \\
\hat{\chi}_{i,j}(x,y) &:= \hat{\varphi}_i(x)\hat{\psi}_j(y), & \hat{\psi}_{i,j}(x,y) &:= \hat{\psi}_i(x)\hat{\psi}_j(y),
\end{align*}$$

$i, j \in \{-1, 1\}$.

Whenever definitions are tied to a reference (macro-)element we shall continue to use a hat symbol to
emphasize this fact. With the dual functionals

$$\begin{align*}
F^\varphi_{i,j}(v) &:= v(i,j), & F^\phi_{i,j}(v) &:= v_x(i,j), \\
F^\chi_{i,j}(v) &:= v_y(i,j), & F^\psi_{i,j}(v) &:= v_{xy}(i,j),
\end{align*}$$

the basis functions obey the Lagrange relation

$$F^v_{i,j}(v_{k,\ell}) = \delta_{vw}\delta_{ik}\delta_{j\ell}$$

for $v, w \in \{\hat{\varphi}, \hat{\phi}, \hat{\chi}, \hat{\psi}\}$ and $i, j, k, \ell \in \{-1, 1\}$. We denote by $\hat{M}$ the refer-
cence macro-element which is given as the triangulation of the reference domain $\Lambda := [-1, 1]^2$ induced
by the coordinate axes. On $\hat{M}$ the four basis functions for $i = j = -1$ associated with the point $(-1, -1)$
are depicted in Figure 3.

In a natural way, a biquadratic interpolant $\hat{\Pi} v \in C^1(\Lambda)$ of a function $v \in C^2(\Lambda)$ is defined by

$$\hat{\Pi} v = \sum_{i,j \in \{-1,1\}} F^\varphi_{i,j}(v)\hat{\varphi}_{i,j} + F^\phi_{i,j}(v)\hat{\phi}_{i,j} + F^\chi_{i,j}(v)\hat{\chi}_{i,j} + F^\psi_{i,j}(v)\hat{\psi}_{i,j}.$$ 

By affine equivalence, it suffices to define the interpolation operator $\hat{\Pi}$ on the reference macro-element $\hat{M}$.
Given a rectangular macro-element mesh $M$ of tensor product type, the value of the interpolant $\Pi v$
of a function $v \in C^2(\hat{\Omega})$ in a certain point $(x, y) \in \hat{\Omega}$ of the physical domain can be obtained by identifying a
macro-element $M$ such that $(x, y) \in M$ and performing an affine transformation.

After making an independent construction an excessive search of the literature available showed that
the $C^1 - Q_2$ macro-element is not new. In fact, it can be traced back to the PhD thesis [4]. In the work
[12] the thesis [4] is cited and optimal interpolation error estimates

$$|u - \Pi u|_m \leq Ch^{3-m}|u|_3$$

for $m = 0, 1, 2$ are proven for $u \in H^3(\Omega) \cap C^2(\hat{\Omega})$ and a tensor product triangulation which is required to
be quasi-uniform.
Figure 3: The basis functions $\hat{\varphi}_{-1,-1}$, $\hat{\phi}_{-1,-1}$, $\hat{\chi}_{-1,-1}$, $\hat{\psi}_{-1,-1}$ on the reference macro-element.

Strangely, this idea appears to be unpublished until 2011. In [13] the $C^1$ property of the finite element space $V_h$ introduced by the $C^1 - Q_2$ macro-element on a tensor product triangulation $T_h$ of a domain $\Omega$ is shown. Moreover, it is established that $V_h$ coincides with the full $C^1 - Q_2$ space, i.e.:

$$V_h = \{ v_h \in C^1(\Omega) : v_h|_T \in Q_2(T) \; \forall T \in T_h \}. \quad (8)$$

This appears to be of high interest in certain applications. Finally, optimal interpolation error estimates are derived for an extension of the Girault-Scott operator into the $C^1 - Q_2$ finite element space, i.e. a modification $\tilde{\Pi}$ of the operator $\Pi$ (defined via an affine transformation as $\hat{\Pi}$ on the reference macro-element $\hat{M}$ in (7)) is obtained in such a way that a function $v \in H^2(\Omega)$ can be interpolated and

$$\| v - \tilde{\Pi} v \|_0 + h | v - \tilde{\Pi} v |_1 + h^2 | v - \tilde{\Pi} v |_2 \leq Ch^2 | v |_2. \quad (9)$$

However, the analysis in [13] of the interpolation error also requires quasi-uniformity of the triangulation $T_h$, i.e. it is assumed that there is a positive constant $C > 0$ such that for all axis-aligned mesh rectangles $T \in T_h$ the edge lengths $h_x(T)$ and $h_y(T)$ in $x$- and $y$-direction are equivalent to a global discretization parameter $h$, i.e.:

$$Ch \leq h_x(T), h_y(T) \leq h \; \forall T \in T_h. \quad (9)$$

On the other hand there are problems that can be treated efficiently if elements with very high aspect ratios are permitted within the triangulation or if edge lengths of neighboring elements are allowed to vary unbounded. As examples, let us mention the approximation of a smooth function over a long and thin domain $\Omega$ or solutions of partial differential equations with anisotropic behavior like layers. Wherefore we ask the question: Is it possible to prove anisotropic interpolation error estimates for the operator $\Pi$ from (7) or a modification of it?

It turns out that the wonderful theory of [2, 1] is incapable to handle the analysis of macro-element interpolation. In the following we shall therefore develop a slight modification of it.

4 A theory on anisotropic macro-element interpolation

We first introduce some notation, partly adopted from [2].
Let \( \hat{M} := \{ \hat{T}_i \}_{i=1}^\ell \) be our reference macro-element, i.e., a triangulation of some reference domain \( \Lambda \).

For a set of multi-indices \( P \) we denote by
\[
P(\Lambda) := \text{span}\{ X \mapsto X^\alpha : \alpha \in P \} \subset C^\infty(\Lambda)
\]
the corresponding polynomial function space over \( \Lambda \) that is spanned by the monomials \( X^\alpha \) (\( \alpha \in P \)).

Here we use standard multi-index notation:
\[
\alpha = (\alpha_1, \alpha_2), \quad |\alpha| = \alpha_1 + \alpha_2, \quad X^\alpha = x^{\alpha_1} y^{\alpha_2}, \quad h^\alpha = h_\alpha^{\alpha_1} h_\alpha^{\alpha_2}, \quad D^\alpha = \frac{\partial^{\alpha_1}}{\partial x^{\alpha_1}} \frac{\partial^{\alpha_2}}{\partial y^{\alpha_2}}
\]
The hull \( P \) of \( P \) is the set
\[
P := P \cup \{ \alpha + e_i : \alpha \in P, i = 1, 2 \},
\]
where \( \{e_1, e_2\} \) denotes the canonical basis of \( \mathbb{R}^2 \).

Associated with a set of multi-indices \( P \) with \( 0 := (0, 0) \in P \) and \( 1 \leq p \leq \infty \) we introduce a norm and a semi-norm on the reference domain \( \Lambda \):
\[
|v|_{P,p} := \sum_{\alpha \in P} |D^\alpha v|_{L_p(\Lambda)}^p, \quad |v|_{P,p} := \sum_{\alpha \in P} |D^\alpha v|_{L_p(\Lambda)}^2
\]
with obvious modifications for \( p = \infty \). Furthermore, let \( H^P_p(\Lambda) \) denote the function space
\[
H^P_p(\Lambda) := \{ v \in L^1(\Lambda) : |v|_{P,p} < \infty \}
\]
and let \( S(\hat{M}) \) be a spline space such that for \( v \in S(\hat{M}) \) the restrictions \( v|_{\hat{T}_i} \) are polynomials, \( i = 1, \ldots, \ell \).

The following two Lemmas are taken from [2].

**Lemma 1.** Let \( P \) be a set of multi-indices. To each \( v \in H^P_p(\Lambda) \) there exists a unique \( q \in P(\Lambda) \) with
\[
\int_\Lambda D^\alpha (v - q) \, dX = 0 \quad \forall \alpha \in P.
\]

For a short and elegant proof see [2, Lemma 1]. The argument is a slight extension from the well-known Bramble-Hilbert theory.

**Lemma 2.** Let \( P \) be a set of multi-indices with \( 0 \in P \). Then there exists a constant \( C \) independent of \( v \) such that
\[
|v|_{P,p} \leq C |v|_{P,p}
\]
for all \( v \in H^P(\Lambda) \) with \( \int_\Lambda D^\alpha v \, dX = 0 \) for \( \alpha \in P \).

An indirect proof can be found in [2, Lemma 2]. It relies on the compactness of a certain embedding, extending a similar result from Bramble and Hilbert.

The next Lemma is an adaptation of [2, Lemma 3] to our patchwise setting.

**Lemma 3.** Let \( \gamma \) be a multi-index, \( I : C^0(\Lambda) \rightarrow S(\hat{M}) \subset H^{\gamma} p(\Lambda), \mu \in \mathbb{N} \) be a linear operator and let \( Q \) be a set of multi-indices with \( 0 \in Q \) and \( P \subset Q \). Assume that there are linear functionals \( F_i \in (H^{\gamma} p(\Lambda))' \), \( i = 1, \ldots, j = \text{dim} D^\gamma S(\hat{M}) \), with the properties
\[
\begin{align*}
F_i(D^\gamma u) &= F_i(D^\gamma u), \quad i = 1, \ldots, j, \quad \forall u \in C^0(\Lambda) \cap H^{\gamma} p(\Lambda), \\
F_i(D^\gamma s) &= 0 \quad \text{for } i = 1, \ldots, j \quad \Rightarrow \quad D^\gamma s = 0 \quad \forall s \in S(\hat{M}).
\end{align*}
\]
Then there exists a constant \( C \) independent of \( u \) such that
\[
\|u - Iu\|_{P+\gamma,p} \leq C \left( |u|_{Q+\gamma,p} + \|q - Iq\|_{P+\gamma,p} \right) \quad \forall u \in C^0(\Lambda) \cap H^{\gamma} p(\Lambda),
\]
where the polynomial \( q \in (Q + \gamma)(\Lambda) \) is uniquely determined by
\[
\int_\Lambda D^{\alpha+\gamma}(u - q) \, dX = 0 \quad \forall \alpha \in Q.
\]
The polynomial to this setting we need to find eight associated functionals

\[ \|q - Iq\|_{P+\gamma.p} + \|I(q - u)\|_{P+\gamma.p}. \]  

(15)

Based on (12) we observe that \( \sum_{i=1}^{j} |F_i(\cdot)| \) is a norm on \( D^\gamma S(\hat{M}) \). Hence, norm equivalence in finite dimensional spaces yields for the last term

\[ \|I(q - u)\|_{P+\gamma.p} = \|D^\gamma I(q - u)\|_{P,p} \leq C \sum_{i=1}^{j} |F_i(D^\gamma I(q - u))| \]

(16)

\[ = C \sum_{i=1}^{j} |F_i(D^\gamma(q - u))| \leq C\|u - q\|_{\bar{\gamma}+\gamma,p}. \]

With (14) an application of Lemma 2 gives

\[ \|u - q\|_{\bar{\gamma}+\gamma,p} = \|D^\gamma(u - q)\|_{\bar{\gamma}p} \leq C\|D^\gamma u\|_{\bar{\gamma}p} = C\|u\|_{\bar{\gamma}+\gamma,p}. \]  

(17)

Collecting (15), (16) and (17) the result follows.

\[ \square \]

**Remark 1.** The estimate (13) shows that a macro-element interpolation operator should be designed in such a way that on the macro-element polynomials with a degree as high as possible are reproduced. Ideally, \( q = Iq \) for all \( q \in (Q + \gamma)(\Lambda) \) which leads to the estimate \( \|u - Iu\|_{P+\gamma} \leq C\|u\|_{\bar{\gamma}+\gamma,p} \) for all \( u \in C^4(\Lambda) \cap H^{\bar{\gamma}+\gamma}(\Lambda) \). Otherwise an additional error component arises due to the inability to reproduce certain polynomials. This is the only difference in comparison with the theory of [2] caused by a triangle inequality with \( Iq \) in (15). Such an amendment becomes necessary because in general the polynomial \( q \notin S(\hat{M}) \) does not lie within the spline space.

**Definition 4.** Since the interpolation operator is usually defined by linear functionals we follow the nomenclature of [2] and will call the \( F_i \) from (12) associated functionals (with respect to \( D^\gamma \)).

## 5 \( C^1 \) macro-interpolation on anisotropic tensor product meshes

Before we turn our attention to a rigorous analysis of \( \Pi \) from (7) we want to consider a simpler reduced operator. By doing so we demonstrate the developed techniques without getting bogged down in details. Moreover, the insight gained into this reduced interpolation operator will prove to be very useful in the analysis of a quasi-interpolation operator.

### 5.1 A reduced macro-element interpolation operator

Let us consider the reference domain \( \Lambda := [-1, 1]^2 \) decomposed into the reference macro-element \( \hat{M} := \{\hat{\Gamma}_i\}_{i=1,...,4} \), where \( \hat{\Gamma}_i \) is the intersection of \( \Lambda \) with the \( i \)th quadrant, \( i = 1, \ldots, 4 \). With the basis functions from (6) we introduce the following reduced macro-element interpolation operator \( \hat{\Pi}^r : C^1(\Lambda) \to S(\hat{M}) \) with \( S(\hat{M}) \subset \{v \in C^1(\Lambda) : v|_{\hat{\Gamma}_i} \in Q_2, i = 1, \ldots, 4\} \),

\[ (\hat{\Pi}^r v)(x,y) = \sum_{i,j \in \{-1,1\}} v(i,j)\hat{\varphi}_{i,j}(x,y), \quad (x,y) \in \Lambda. \]

(18)

In comparison to \( \Pi \) from (7) we discard the basis functions associated with the mixed derivative. Since \( \hat{\Pi} \) maps a sufficiently smooth function into \( C^1(\Lambda) \), as was shown in [13], we observe for \( v \in C^1(\Lambda) \) that

\[ \hat{\Pi}^r v = \hat{\Pi} \left( \hat{\Pi}^r v \right) \in C^1(\Lambda). \]

Hence, indeed \( S(\hat{M}) \subset \{v \in C^1(\Lambda) : v|_{\hat{\Gamma}_i} \in Q_2, i = 1, \ldots, 4\} \subset W_{2,p}(\Lambda) \). Let us fix \( \gamma = (1,0) \). If we seek to apply Lemma 3 to this setting we need to find eight associated functionals \( F_i, i = 1, \ldots, 8 \), since

\[ D^{(1,0)} S(\hat{M}) = \text{span}\{\hat{\varphi}^r_{+1}(x)\hat{\varphi}^{-1}(y), \hat{\varphi}^r_{-1}(x)\hat{\varphi}^r_{+1}(y), \hat{\varphi}^r_{-1}(x)\hat{\varphi}^r_{-1}(y), \hat{\varphi}^r_{+1}(x)\hat{\varphi}^r_{+1}(y)\}. \]

(19)
is an eight-dimensional space. Setting \( P = Q := \{(0,0),(0,1),(1,0)\} \) these functionals must be members of \((W_{2,p}(\Lambda))'\). For \( i = 1, \ldots, 4 \) let \( V_i \) denote the four vertices of \( \Lambda \). Then for \( v \in W_{2,p}(\Lambda) \) we find
\[
F_i(v) := v(V_i), \quad i = 1, \ldots, 4
\]
with \(|F_i(v)| \leq C\|v\|_{W_{2,p}(\Lambda)}, i = 1, \ldots, 4\) due to the well known Sobolev embedding \( W_{2,p}(\Lambda) \hookrightarrow C(\Lambda) \) in two dimensions. Moreover, for \( u \in H_p^{\gamma + \gamma}(\Lambda) \) i.e. \( u_x \in W_{2,p}(\Lambda) \) one has
\[
F_i(D^r u) = u_x(V_i) = F_i(D^r \tilde{\Pi} u), \quad i = 1, \ldots, 4.
\]
The other four associated functionals are defined on the edges \( E_1 := \{(x,-1) : |x| \leq 1\} \) and \( E_2 := \{(x,1) : |x| \leq 1\} \) of \( \Lambda \) which are parallel to the \( x \)-axis. In fact, they are the mean value and the normal derivative of \( \Lambda \) which are parallel to the \( x \)-axis. Moreover, for \( u \in \tilde{\Pi}^{D} L(\Lambda) \) we find \( \hat{\Pi} u \) is an eight-dimensional space. Setting \( F \)

By well known trace theorems \(|F_i(v)| \leq C\|v\|_{W_{2,p}(\Lambda)}, i = 5, \ldots, 8\) (see e.g. [1] and the references cited in Section 1.3) and
\[
F_5(D^r u) = \frac{1}{2} \int_{E_1} u_x(s) ds \quad F_6(u) := \frac{1}{2} \int_{E_1} u_y(s) ds, \quad i = 1, 2.
\]
Similarly, these identities can be shown to hold true for \( F_6 \) and \( F_8 \).

Next we show that the functionals \( F_i \) define a norm in \( D^r S(M) \). For this purpose let \( u \in D^r S(M) \) with \( F_i(u) = 0 \) for \( i = 1, \ldots, 8 \). Based on the relations
\[
\tilde{\psi}_i(k) \hat{\psi}_j(l) = \delta_{ik} \delta_{jl}, \quad i,j,k, l \in \{-1,1\}
\]
and \( v(\pm 1, \pm 1) = 0 \) for all other basis functions \( v \) of \( D^r S(M) \) in (19) we find that
\[
u \in \text{span}\{\hat{\psi}_1(x)\hat{\psi}_1(y), \hat{\psi}_1(x)\hat{\psi}_1(y), \hat{\psi}_1(x)\hat{\psi}_1(y), \hat{\psi}_1(x)\hat{\psi}_1(y)\}.
\]
Out of these remaining four basis functions only \( \hat{\psi}_1(x)\hat{\psi}_1(y) \) is non-trivial on the edge \( E_1 \). Similarly, only \( \hat{\psi}_1(x)\hat{\psi}_1(y) \) has values different from zero on \( E_2 \). Moreover, these values are all not positive. Since the mean values \( F_5(u) = F_6(u) \neq 0 \) of \( u \) vanishes on these edges we conclude that
\[
u \in \text{span}\{\hat{\psi}_1(x)\hat{\psi}_1(y), \hat{\psi}_1(x)\hat{\psi}_1(y)\}.
\]
The remaining two basis functions are treated in the same way: while \( \hat{\psi}_1(x)\hat{\psi}_1(y) \) has a non-trivial and non-positive normal derivative on the Edge \( E_1 \) we find \( \hat{\psi}_1(x)\hat{\psi}_1(y) \equiv 0 \) on \( E_1 \). On the edge \( E_2 \) the relations are exactly the other way round. Hence, \( u \equiv 0 \).

An application of Lemma 3 yields
\[
\|u - \hat{\Pi} u\|_{W_{1,p}(\Lambda)} \leq C \left( \|u_x\|_{W_{2,p}(\Lambda)} + \|\hat{\Pi} q\|_{W_{1,p}(\Lambda)} \right), \quad (20)
\]
for all \( u \in C^1(\Lambda) \cap H_p^{\gamma + \gamma}(\Lambda) \). The latter means that \( u_x \in W_{2,p}(\Lambda) \). The polynomial \( q \) is determined by (14) and we want to estimate the second error component of (20) containing it. Obviously, \( q \in (Q + \gamma)(\Lambda) \) has a representation of the form
\[
q(x,y) = q_1 x + q_2 xy + q_3 x^2, \quad (x,y) \in \Lambda.
\]
Here the coefficients \( q_i \in \mathbb{R}, i = 1, 2, 3 \) are determined by \( u \). A direct calculation shows that the function \((x,y) \mapsto x \) is invariant under interpolation:
\[
\hat{\Pi} x = (\hat{\phi}_1(x,y) + \hat{\phi}_1(x,y)) - (\hat{\phi}_1(x,y) + \hat{\phi}_1(x,y)) + \sum_{i,j \in \{-1,1\}} \hat{\phi}_{i,j}(x,y) \quad (21)
\]
\[
= (\hat{\phi}_1(x) - \hat{\phi}_1(x) + \hat{\psi}_1(x))(\hat{\phi}_1(y) + \hat{\phi}_1(y)) = x. \quad (22)
\]
Similarly, the function \((x, y) \mapsto x^2\) is preserved by the interpolation operator on the macro-element, i.e. \(\Pi^r(x^2) = x^2\). From (14) with \(\alpha = (0, 1)\) we determine \(q_2 = \frac{1}{4} \int_{\Omega} u_{xy}(x, y) \, dx \, dy\), hence

\[
\|(q - \Pi^r q)_x\|_{W^{1,\rho}(\Lambda)} = |q_2| \|(xy - \Pi^r xy)_x\|_{W^{1,\rho}(\Lambda)} \leq C \left| \int_{\Lambda} u_{xy}(x, y) \, dx \, dy \right|,
\]

Collecting (20) and (23) we arrive at

\[
\|(u - \Pi^r u)_x\|_{W^{1,\rho}(\Lambda)} \leq C \left[ |u_x|_{W^{2,\rho}(\Lambda)} + \left| \int_{\Lambda} u_{xy}(x, y) \, dx \, dy \right| \right],
\]

for all \(\forall u \in C^1(\Lambda) \cap H^{2,\rho}_T(\Lambda)\).

Remark 2. For \(\gamma = (1, 1)\) one can choose

\[
F_i(v) := \int_{E_i} v \, ds \quad i = 1, \ldots, 4 \quad \text{and} \quad F_5(v) = \int_{\Omega} v \, ds
\]

as associated functionals. Here \(E_i\) denotes the \(i\)th edge of \(\Lambda\), \(i = 1, \ldots, 4\). In fact, it is easy to show that \(\sum_{i=1}^5 |F_i(\cdot)|\) is a norm on

\[
D_r^{(1,1)}(\Lambda) = \text{span}\{\varphi_{-1}'(x)\varphi_0'(y), \varphi_0'(x)\varphi_{-1}'(y), \varphi_1'(x)\varphi_{-1}'(y), \varphi_{-1}(x)\varphi_0'(y), \varphi_{-1}(x)\varphi_1'(y)\}
\]

and that \(F_i(D_r^{(1,1)}\Pi^r u) = F_i(D^{(1,1)}u)\) for \(i = 1, \ldots, 5\). Moreover, \(F_i \in \left(W_1,p(\Lambda)\right)'\):

\[
|F_i(v)| = \left| \int_{E_i} v \, ds \right| \leq \|v\|_{L_1(E_i)} \leq C \|v\|_{W^{1,1}(\Lambda)} \leq C \|v\|_{W^{1,p}(\Lambda)} \quad i = 1, \ldots, 4,
\]

\[
|F_5(v)| = \int_{\Omega} v \, dx \, dy \leq C \|v\|_{L_p(\Lambda)} \leq C \|v\|_{W^{1,p}(\Lambda)},
\]

based on Sobolev embeddings and Hölder’s inequality. Hence,

\[
\|(u - \Pi^r u)_{xy}\|_{L_p(\Lambda)} \leq C \left[ |u_{xy}|_{W^{0,p}(\Lambda)} + \left| \int_{\Lambda} u_{xy}(x, y) \, dx \, dy \right| \right]
\]

Now, let \(\mathcal{M}\) be a tensor product mesh of \(\Omega\). We shall refer to \(\mathcal{M}\) as the macro-element mesh and do not require it to be quasi-uniform, i.e. there are no restrictions on the element sizes of the underlaying 1D-triangulations \(\mathcal{M}_x\) and \(\mathcal{M}_y\) of the macro-element mesh. We obtain the element mesh \(\mathcal{T}\) as the tensor product mesh of the two 1D-triangulations that are generated by subdividing every element of \(\mathcal{M}_x\) and \(\mathcal{M}_y\) uniformly into two elements of equal size. The choice of the midpoint as transition point of a macro-element is not significant. The theory can handle any subdivision such that the elements within one macro are comparable in size. However, it simplifies the presentation. See Figure 4 for a graphical representation of \(\mathcal{M}\) and \(\mathcal{T}\).

Let \(\mathcal{M} \in \mathcal{M}\) be the macro-element \(M = [x_0 - h_1, x_0 + h_1] \times [y_0 - h_2, y_0 + h_2]\). Note that \(M\) consists out of the four elements of \(\mathcal{T}\) that share the vertex \((x_0, y_0)\). Introducing the reference mapping \(F_M\) from \([-1,1]^2\) to \(M\) by

\[
x = x_0 + h_1 \hat{x}, \quad y = y_0 + h_2 \hat{y},
\]

we obtain anisotropic error estimates for the macro-interpolation operator \(\Pi^r u := \Pi^r \hat{u} \circ F_M^{-1}\) with \(\hat{u} := u \circ F_M\) on \(M\).
Theorem 5. Associated with the shape of the macro-element $M$ let $h := (h_1, h_2)$. For $u \in C^1(M)$ with $u_x \in W_{2,p}(M)$ we have the estimate
\[
\| (u - \Pi' u)_x \|_{L^p(M)} \leq C \left( \sum_{|\alpha|=2} h_{\alpha}^p \|D^\alpha u_x\|_{L^p(M)} + h_2^2 \int_M u_{xy}(x,y) \, dx \, dy \right).
\]  
(27)

Proof. The proof uses change of variables, the result (24) on the reference macro-element and the relation $D^\alpha = h^{-\alpha} \hat{D}^\alpha$:
\[
\| D^{(1,0)} (u - \Pi' u) \|_{L^p(M)}^p = h_1^{-p} \| \hat{D}^{(1,0)} (\hat{u} - \Pi' \hat{u}) \|_{L^p(A)}^p h_1 h_2
\]
\[
\leq Ch_1^{-p} \left( \sum_{|\alpha|=2} h_{\alpha}^p \|D^\alpha u_x\|_{L^p(M)} + h_1^2 h_2^2 \int_M D^{(1,1)} u(x,y) \, dx \, dy \right).
\]
Which is the desired estimate. In the case $p = \infty$ some minor modifications are needed. □

Remark 3. The diagonal form of the affine reference mapping $F_M$ according to (26) is needed for affine equivalence of the interpolation operator. Note that only in this case $Q_k$ elements are affine equivalent.

Remark 4. While for functions $u \in C^1(M)$ with $u_x \in W_{2,p}(M)$ the reduced interpolation operator $\Pi'$ is not of second order in the $W_{1,p}$ semi-norm it is of optimal second order if additionally the mean value of the mixed derivative $u_{xy}$ vanishes on $M$. Clearly, this reduction in approximation ability corresponds to discarding the basis functions $\hat{\psi}_{\pm 1, \pm 1}$ in (18).

Remark 5. Similarly, one can can deduce from the result in Remark 2 that
\[
\| (u - \Pi' u)_{xy} \|_{L^p(M)} \leq C \left( \sum_{|\alpha|=1} h_{\alpha}^p \|D^\alpha u_{xy}\|_{L^p(M)} + \int_M u_{xy}(x,y) \, dx \, dy \right).
\]
Clearly, this result is in general unsatisfactory. The inability to yield anisotropic interpolation error estimates for second order derivatives of the approximation error is caused by discarding the basis functions corresponding to the mixed derivative.

5.2 The full $C^1 - Q_2$ interpolation operator

As a second example we want to consider the interpolation operator $\hat{\Pi}$ of (7). We refer to it as full not only to contrast it from the reduced operator in the previous subsection but also to underline the property (8) of its underlying macro-element space. Since this operator is closely related to interpolation on the bicubic $C^1$ Bogner-Fox-Schmidt element, we shall first give a result from the literature. To the knowledge of the author there exists only one paper dealing with anisotropic interpolation error estimates for this element. In [6] the authors derive the result
\[
\| D^\gamma (\hat{u} - \hat{I}_{12} \hat{u}) \|_{0,K} \leq C \| \hat{D}^\gamma \hat{u} \|_{4-|\gamma|, K},
\]
(28)
for $|\gamma| \leq 2$ and $\hat{u} \in H^4(\hat{K})$ on the reference element $\hat{K} := [0,1]^2$. Here $I_{12}$ is the analogue of $\Pi$ in the space of bicubic polynomials, i.e. the Lagrangian basis functions in (7) have to be replaced by bicubic polynomials satisfying the same (duality and Kronecker) relations. Using affine transformation this result can be extended to
\[
\| D^\gamma (u - I_{12} u) \|_{0,K} \leq C \sum_{|\alpha|=4-|\gamma|} h_{\alpha}^p \|D^\alpha D^\gamma u\|_{0,K},
\]
(29)
for $|\gamma| \leq 2$ and $u \in H^4(K)$ on a rectangular element $K$ with sides aligned to the coordinate axes and $h = (h_1, h_2)$ with edge lengths $h_i$, $i = 1, 2$.

However, in [6] the theory of Apel [2, 1] is not used to obtain this result. Instead a new interpolation operator $\hat{L}_1$ is introduced such that $\hat{L}_1(\hat{D}^\gamma \hat{u}) = \hat{D}^\gamma \hat{I}_{12} \hat{u}$ and standard interpolation theory is applied to
obtain a bound for the interpolation error of \( \hat{L}_1 \). Since we are dealing with only piecewise polynomials this path is blocked for us. A spin-off of our discussion will be how the results (28) and (29) can be obtained using Apel’s theory. The key is to recognize that divided differences can be used as associated functionals. Since we need certain Sobolev embeddings, we focus on the case \( p = 2 \), which also appears to be the most important one with respect to applications.

Inspired by [6] we generalize the Newtonian representation (4) to two dimensions obtaining

\[
(\bar{\Pi}u)(x,y) = \sum_{i=1}^{3} \sum_{j=1}^{3} F_{i,j}(u)(x + 1)^{i-1}(y + 1)^{j-1} + 4 \sum_{j=1}^{3} F_{4,j}(u)\psi_1(x)(y + 1)^{j-1} + 4 \sum_{i=1}^{3} F_{i,4}(u)(x + 1)^{i-1}\psi_1(y) + 16 F_{4,4}(u)\psi_1(x)\psi_1(y). \tag{30}
\]

Here the 16 functionals \( F_{i,j}, i,j = 1, \ldots, 4 \) are two-dimensional divided differences with multiple knots, see e.g. [16]. If we define a sorted node sequence by

\[
n_i = \begin{cases} 
-1 & \text{for } i = 1, \\
-1, -1 & \text{for } i = 2, \\
-1, -1, 1 & \text{for } i = 3, \\
-1, -1, 1, 1 & \text{for } i = 4,
\end{cases}
\]

then \( F_{i,j}(u) := u[n_i; n_j] \) is the divided difference of order \( i - 1 \) to \( x \) and order \( j - 1 \) to \( y \).

**Definition 6.** For a fixed \( y \in [-1,1] \) let

\[
u_{n_i}(y) := u(\cdot, y)[n_i]
\]

denote the parametrized one dimensional divided difference (with respect to \( x \) and the node sequence \( n_i \)). Then the two dimensional divided difference \( u[n_i; n_j] \) is defined by

\[
u[n_i; n_j] := u_{n_i}[n_j].
\]

**Remark 6.** Because of \( u[n_i; n_j] = (u(x,\cdot)[n_j])[n_i] \) one can start with the evaluation in \( y \), as well.

We find that

\[
F_{i,j}(u) = u[-1, \ldots, -1; -1, \ldots, -1] = D^{(i-1,j-1)}u(-1,-1), \quad i,j = 1,2. \tag{31}
\]

Moreover, using (5) for instance

\[
F_{3,1} = u[-1, -1, 1; -1] = \frac{1}{4} u(1, -1) - \frac{1}{4} u(-1, -1) - \frac{1}{2} u_x(-1, -1),
\]

\[
F_{4,1} = u[-1, -1, 1, 1; -1] = \frac{1}{4} u(-1, -1) - \frac{1}{4} u(1, -1) + \frac{1}{4} u_x(-1, -1) + \frac{1}{4} u_x(1, -1),
\]

\[
F_{3,2} = u[-1, -1, 1; -1, -1] = \frac{1}{4} u_y(1, -1) - \frac{1}{4} u_y(-1, -1) - \frac{1}{2} u_{xy}(-1, -1),
\]

\[
F_{4,2} = u[-1, -1, 1, 1; -1, -1] = \frac{1}{4} u_y(-1, -1) - \frac{1}{4} u_y(1, -1) + \frac{1}{4} u_{xy}(-1, -1) + \frac{1}{4} u_{xy}(1, -1).
\]

Similarly, the other divided differences can be calculated, e.g.

\[
F_{3,3} = u[-1, -1, 1; -1, -1] = \frac{1}{4} \left( \frac{1}{4} u(1, 1) - \frac{1}{4} u(-1, 1) - \frac{1}{2} u_x(-1, 1) \right) - \frac{1}{4} \left( \frac{1}{4} u(1, -1) - \frac{1}{4} u(-1, -1) - \frac{1}{2} u_x(-1, -1) \right) - \frac{1}{2} \left( \frac{1}{4} u_y(1, -1) - \frac{1}{4} u_y(-1, -1) - \frac{1}{2} u_{xy}(-1, -1) \right).
\]

Obviously, all divided differences \( F_{i,j}, i,j = 1, \ldots, 4 \) can be expressed as linear combinations of the interpolation data \( \{ u(\pm 1, \pm 1), u_x(\pm 1, \pm 1), u_y(\pm 1, \pm 1), u_{xy}(\pm 1, \pm 1) \} \).
In contrast to Subsection 5.1 we want to consider an arbitrary multi-index \( \gamma \) with \( |\gamma| \leq 2 \) here. Consequently, certain sets and functionals depend on the specific choice of \( \gamma \) and we emphasize this by using the additional subscript or superscript \( \gamma \). By applying the differential operator \( D^\gamma \) to the representation (30) we observe that the space \( D^\gamma S(M) \) can be normed by \( \sum_{(i,j) \in J_\gamma} |F_{i,j}(\gamma)| \). Here

\[
J_{\gamma_1,\gamma_2} = \{(i,j) : i = \gamma_1 + 1, \ldots, 4 \text{ and } j = \gamma_2 + 1, \ldots, 4\}.
\]

Note also that by construction \( \dim D^\gamma S(M) = |J_\gamma| \). We want to apply Lemma 3 with \( Q := \{\alpha : |\alpha| \leq 3 - |\gamma|\} \). In order to establish that \( F^\gamma _{i,j} \) with \((i,j) \in J_\gamma\) are associated functionals according to (12) we have to show that the divided differences \( F^\gamma _{i,j} \) can be interpreted as the application of a linear functional

\[
F^\gamma _{i,j}(D^\gamma u) = F^\gamma _{i,j}(D^\gamma u), \quad (i,j) \in J_\gamma, \quad \forall u \in \{v \in C^2(\Lambda) : D^\gamma v \in H^{4-|\gamma|}(\Lambda)\}.
\]

Following [6] we reinterpret (31) in the form

\[
F^\gamma _{i,j}(u) = D^{(i-1-\gamma_1,j-1-\gamma_2)} D^\gamma u(-1,-1) =: F^\gamma _{i,j}(D^\gamma u), \quad (i,j) \in J_\gamma, \ i,j = 1,2.
\]

Since all these \( F^\gamma _{i,j} \) can be expressed as linear combinations of the interpolation data we have

\[
\sum_{(i,j) \in J_\gamma} |F^\gamma _{i,j}(D^\gamma u)| \leq \left| \sum_{(i,j) \in J_\gamma} F^\gamma _{i,j}(D^\gamma u) \right| \leq C\|v\|_{H^{4-|\gamma|}(\Lambda)}, \quad (i,j) \in J_\gamma, \ i,j = 1,2.
\]

For the other divided differences we need some kind of Peano form which was developed in [6]. In fact, replacing \( u(1) \) and \( u'(1) \) in (5) by the Taylor expansions

\[
u(1) = u(-1) + 2u'(-1) + \int_{-1}^{1} (1-x)u''(x)\,dx \quad \text{ and } \quad u'(1) = u'(-1) + \int_{-1}^{1} u''(x)\,dx
\]

one obtains

\[
u[-1,-1,1,...,1] = \int_{-1}^{1} s_i(x)u''(x)\,dx \quad \text{ with } \quad s_i(x) = \begin{cases} (1-x)/4, & \text{for } i = 1, \\ x/4, & \text{for } i = 2. \end{cases}
\]

With respect to (32) it is important to note that this identity does not only hold for \( C^2([-1,1]) \) functions but also for the quadratic \( C^1 \) splines considered as can be checked by examining all the basis functions \( \varphi_{\pm 1} \) and \( \psi_{\pm 1} \), for instance

\[
\varphi_{-1,-1,1,...,1} = \frac{1}{4} \int_{-1}^{1} \frac{(1-x)}{4} \varphi''_{-1}(x)\,dx.
\]

Clearly, \( |s_i(x)| \leq \frac{1}{4} \) for \( x \in [-1,1] \) and \( i = 1,2 \). Hence, one can conclude that

\[
F_{i,j}(u) = u[n_i;n_j] = \int_{-1}^{1} s_{i-2}(x)D^{(2,j-1)}u(x,-1)\,dx
\]

\[
= \int_{-1}^{1} s_{i-2}(x)D^{(2-\gamma_1,j-1-\gamma_2)} D^\gamma u(x,-1)\,dx =: F^\gamma _{i,j}(D^\gamma u),
\]

for \((i,j) \in J_\gamma, \ i = 3,4, \ j = 1,2\) and with

\[
|F^\gamma _{i,j}(v)| \leq \frac{1}{2} \int_{-1}^{1} \left| D^{(2-\gamma_1,j-1-\gamma_2)} v(x,-1) \right| \,dx \leq C\|v\|_{H^{4-|\gamma|}(\Lambda)}, \quad (i,j) \in J_\gamma, \ i = 3,4, \ j = 1,2.
\]

for \( v \in H^{4-|\gamma|}(\Lambda) \) by a trace theorem (c.p. [6]). Note that the identities in (32) hold true for \((i,j) \in J_\gamma, \ i = 3,4, \ j = 1,2, \) as well.
In exactly the same manner we treat the functionals $F_{i,j}$ with $(i,j) \in J_\gamma$, $i = 1, 2, j = 3, 4$:

$$F_{i,j}(u) = u[n_i; n_j] = \int_{-1}^{1} s_{j-2}(y) D^{(i-1,2)} u(-1, y) \, dx$$

$$= \int_{-1}^{1} s_{j-2}(y) D^{(i-1-\gamma_1,2-\gamma_2)} D^\gamma u(-1, y) \, dy =: F_{i,j}^\gamma(D^\gamma u).$$

Using the same argument as before it is easy to obtain $|F_{i,j}^\gamma(v)| \leq \|v\|_{4-|\gamma|}$ and (32) for $(i,j) \in J_\gamma$, $i = 1, 2, j = 3, 4$.

Finally, we consider $F_{i,j}$ for $i, j = 3, 4$.

$$F_{i,j}(u) = u[n_i; n_j] = \int_{\Lambda} s_{i-2}(x)s_{j-2}(y) D^{(2,2)} u(x,y) \, dx \, dy$$

$$= \int_{\Lambda} s_{i-2}(x)s_{j-2}(y) D^{(2-\gamma_1,2-\gamma_2)} D^\gamma u(x,y) \, dx \, dy =: F_{i,j}^\gamma(D^\gamma u), \quad i, j = 3, 4.$$

Again the functionals can be shown to be bounded. Using the Cauchy Schwarz inequality

$$|F_{i,j}^\gamma(v)| \leq \frac{1}{4} \int_{\Lambda} \left| D^{(2-\gamma_1,2-\gamma_2)} u(x,y) \right| \, dx \, dy \leq C \left\| D^{(2-\gamma_1,2-\gamma_2)} u \right\|_0 \leq C \|v\|_{4-|\gamma|}$$

for $i, j = 3, 4$. Additionally, (32) holds true for $i, j = 3, 4$.

Hence, for a given differential operator $D^\gamma$ with $|\gamma| \leq 2$ we can use $F_{i,j}^\gamma$, $(i,j) \in J_\gamma$ as associated functionals and Lemma 3 yields for $u \in C^2(\Lambda)$ with $D^\gamma u \in H^{4-|\gamma|}(\Lambda)$ that

$$\left\| D^\gamma (u - \hat{\Pi} u) \right\|_{2-|\gamma|} \leq C \left( \left\| D^\gamma u \right\|_{4-|\gamma|} + \left\| D^\gamma (q - \hat{\Pi} q) \right\|_{2-|\gamma|} \right).$$

(34)

Here the polynomial $q \in (Q + \gamma)(\Lambda)$ is defined by (14) where $Q := \{ \alpha : |\alpha| \leq 3 - |\gamma| \}$. Hence, with $X = (x,y)$,

$$q(x,y) = \sum_{\alpha \in Q} q_{\alpha+\gamma} X^{\alpha+\gamma} = \sum_{\alpha \in Q, |\alpha+\gamma|<3} q_{\alpha+\gamma} X^{\alpha+\gamma} + \sum_{\alpha \in Q, |\alpha+\gamma|=3} q_{\alpha+\gamma} X^{\alpha+\gamma},$$

with coefficients $q_{\alpha+\gamma} = q_{\alpha+\gamma}(u) \in \mathbb{R}$ for $\alpha \in Q$. A simple calculation shows that $\hat{\Pi}(x^\beta) = x^\beta$ on $\Lambda$ for all $\beta$ satisfying $|\beta| < 3$. Therefore we obtain with a triangle inequality

$$\left\| D^\gamma (q - \hat{\Pi} q) \right\|_{2-|\gamma|} \leq \sum_{\alpha \in Q, |\alpha+\gamma|=3} |q_{\alpha+\gamma}| \left\| D^\gamma (X^{\alpha+\gamma} - \hat{\Pi}(X^{\alpha+\gamma})) \right\|_{2-|\gamma|} \leq C \sum_{\alpha \in Q, |\alpha+\gamma|=3} |q_{\alpha+\gamma}|.$$

(35)

Note that the last summation is carried out over multi-indices of highest order for which we observe by (14)

$$\int_{\Lambda} D^{\alpha+\gamma} q(x,y) \, dx \, dy = 4(\alpha_1 + \gamma_1)(\alpha_2 + \gamma_2)! q_{\alpha+\gamma}$$

$$= \int_{\Lambda} D^{\alpha+\gamma} u(x,y) \, dx \, dy, \quad \alpha \in Q, |\alpha + \gamma| = 3.$$

Hence,

$$\left\| D^\gamma (q - \hat{\Pi} q) \right\|_{2-|\gamma|} \leq C \sum_{|\alpha|=3-|\gamma|} \left\| \int_{\Lambda} D^\alpha D^\gamma u(x,y) \, dx \, dy \right\|.$$

(35)

Collecting (34) and (35) we obtain another main result.

**Theorem 7.** Let $\gamma$ be a multi-index with $|\gamma| \leq 2$ and let $\hat{\Pi}$ denote the full $C^1-Q_2$ interpolation operator defined in (7) on the reference macro-element $M$. For $u \in H^4(\Lambda)$ we have the estimate

$$\left\| D^\gamma (u - \hat{\Pi} u) \right\|_0 \leq C \left( \left\| D^\gamma u \right\|_{4-|\gamma|} + \sum_{|\alpha|=3-|\gamma|} \left\| \int_{\Lambda} D^\alpha D^\gamma u(x,y) \, dx \, dy \right\| \right).$$
Using an affine mapping we can define $\Pi$ on a macro-element $M \in \mathcal{M}$ and extend the result like in the proof of Theorem 5.

**Corollary 8.** Let $M = [x_0 - h_1, x_0 + h_1] \times [y_0 - h_2, y_0 + h_2]$ be the axis-aligned macro-element that contains the four elements sharing the vertex $(x_0, y_0)$. With the reference mapping $F_M$ from $\Lambda := [-1, 1]^2$ to $M$ defined in (26) one can introduce the full $C^1 - Q_2$ interpolation operator $\Pi$ on $M$ by $\Pi u := \tilde{u} \circ F_M^{-1}$ with $\tilde{u} := u \circ F_M$. Let $\gamma$ be a multi-index with $|\gamma| \leq 2$ and $h = (h_1, h_2)$. Then for $u \in H^4(M)$ we have the estimate

$$
\|D^\gamma (u - \Pi u)\|_{0,M} \leq C \left( \sum_{|\alpha| = 4-|\gamma|} h^\alpha \|D^\alpha D^\gamma u\|_{0,M} + \sum_{|\alpha| = 3-|\gamma|} h^\alpha \left| \int_M D^\alpha D^\gamma u(x, y) \, dx \, dy \right| \right). \tag{36}
$$

**Corollary 9.** Let $I_{12}$ be the analogue of $\Pi$ in the space of bicubic polynomials, i.e. the Lagrangian basis functions in (7) are replaced by bicubic polynomials satisfying the same duality and Kronecker relations. Let $\gamma$ be a multi-index with $|\gamma| \leq 2$. Then the estimate (29) holds true for all $u \in C^2(M)$ with $D^\gamma u \in H^{4-|\gamma|}(M)$.

**Proof.** Replace (30) by

$$(I_{12} u)(x, y) = \sum_{i=1}^{3} \sum_{j=1}^{3} F_{i,j}(u)(x + 1)^{i-1}(y + 1)^{j-1} + \sum_{j=1}^{3} F_{4,j}(u)(x + 1)^{2}(y - 1)(y + 1)^{j-1}$$

$$+ \sum_{i=1}^{3} F_{i,4}(u)(x + 1)^{i-1}(y + 1)^{2}(y - 1) + F_{4,4}(u)(x + 1)^{2}(y - 1)^{2}(y - 1).$$

Now all arguments carry over to $I_{12}$. Observe that for this interpolation operator on the reference element we find $I_{12}(X^\beta) = X^\beta$ for all $\beta$ satisfying $|\beta| \leq 3$. Hence, the additional error component containing $q$ vanishes. \hfill $\Box$

**Remark 7.** It is possible to extend this result to Hermite interpolation by polynomials of higher degree as was done in [6]. However, in that paper a different technique is used. By identifying possible associate functionals we enable the analysis of these operators using the unified theory of Apel and Dobrowolski, see [2].

**Remark 8.** Comparing the estimates (29) and (36) we see that the macro-interpolation attains in general a lower order than the corresponding element interpolation. This is due to the inability of the macro-interpolation operator to reproduce cubic polynomials.

**Remark 9.** The reduced macro-interpolation operator $\Pi^r$ is of even lower order compared to $\Pi$ and it appears doubtful to obtain anisotropic estimates for second order derivatives of the interpolation error of $\Pi^r$. However, it does not rely on so much regularity of the function $u$ to be interpolated. Note that the only difference of $\Pi^r$ and $\Pi$ is the choice of the functional determining the coefficient of the basis functions $\psi_{i,j}$, $i, j = -1, 1$, see also Table 1.

### 5.3 A $C^1 - Q_2$ macro-element quasi-interpolation operator of Scott-Zhang-type on tensor product meshes

Let us start this subsection by recalling the definition of the Scott-Zhang quasi-interpolation operator $Z_h$. This operator was designed in order to obtain approximations to functions $u$ that are not sufficiently regular for nodal interpolation, see [19]. For instance, one might wish to approximate non-smooth functions. The basic idea is to use local $L_2$ projections on certain element edges to specify the coefficients of the approximating finite element function $Z_h u$. In contrast to the well-known Clément quasi-interpolant this approach can grant the projection property and the ability to preserve homogeneous boundary conditions.

Since we only want to demonstrate the basic ideas and fix some notation here we shall only consider the function space $V_h$ of continuous piecewise lines induced by a quasi-uniform partition $\Gamma^h$ of the polygonal domain $\Omega \subset \mathbb{R}^2$ into triangles. For a more extensive presentation we refer the interested reader to [1, Section 3.2].

Let $\varphi_i$, $i \in I$ denote the nodal basis functions of $V_h$, i.e. for any grid node $X_j$, $j \in I$ the piecewise linear function $\varphi_i \in V_h$ satisfies

$$\varphi_i(X_j) = \delta_{ij}. \tag{37}$$
Table 1: Comparison of the (quasi-)interpolation operators $\Pi^r$ (Subsection 5.1), $\Pi$ (Subsection 5.2) and $\tilde{\Pi}$ (Subsection 5.3) on tensor product meshes.

Next, for each node $X_i$, $i \in I$ of the mesh we pick an edge $\sigma_i$ of a mesh triangle such that $X_i \in \sigma_i$. If $X_i \in \partial \Omega$ belongs to the boundary then we further restrict the choice of these edges by demanding $\sigma_i \subset \partial \Omega$. This is essential if one wishes to preserve homogeneous boundary conditions. Now the Scott-Zhang operator is defined by

$$Z_h u(x, y) = \sum_{i \in I} (\Pi_{\sigma_i} u)(X_i) \varphi_i(x, y), \quad (38)$$

where $\Pi_{\sigma_i} : L_2(\sigma_i) \to P_1(\sigma_i)$, $i \in I$ is the local $L_2$-projection operator. It is easy to see that $Z_h$ inherits the property of being a projector; actually, $Z_h v_h = v_h$ for all $v_h \in V_h$.

In order to provide an equivalent but more useful definition of the Scott-Zhang quasi-interpolant $Z_h u$ to $u$ let us assume that $\sigma_i$ is the straight line connecting the nodes $X_i$ and $X_j$ for some $j \in I$. On $\sigma_i$ let $\psi^d_i \in P_1(\sigma_i)$ denote a dual basis function, uniquely determined by

$$\int_{\sigma_i} \psi^d_i \varphi_i \, ds = 1 \quad \text{and} \quad \int_{\sigma_i} \psi^d_i \varphi_j \, ds = 0. \quad (39)$$

Obviously $\Pi_{\sigma_i} u \in P_1(\sigma_i)$ can be represented as a linear combination of the restrictions of $\varphi_i$ and $\varphi_j$ to $\sigma_i$, i.e.

$$\Pi_{\sigma_i} u = b_i \varphi_i \big|_{\sigma_i} + b_j \varphi_j \big|_{\sigma_i},$$

with real numbers $b_i$ and $b_j$ still to be specified. Hence, by (39) and the definition of $\Pi_{\sigma_i}$ one finds that

$$b_i = b_i \int_{\sigma_i} \psi^d_i \varphi_i \, ds = \int_{\sigma_i} (\Pi_{\sigma_i} u) \psi^d_i \, ds = \int_{\sigma_i} u \psi^d_i \, ds. \quad (40)$$

Finally, by the Kronecker relation (37) it is clear that $(\Pi_{\sigma_i} u)(X_i) = b_i$. Consequently, with (40) and (38) one obtains

$$Z_h u(x, y) = \sum_{i \in I} \int_{\sigma_i} u \psi^d_i \, ds \varphi_i(x, y). \quad (41)$$

From its representation (41) it can be seen that the coefficients of the Scott-Zhang interpolant $Z_h u$ to $u$ are weighted local averages of $u$ over $\sigma_i$. In fact, the dual basis function $\psi^d_i$ can be interpreted as some weighting function since

$$\int_{\sigma_i} \psi^d_i \, ds = \int_{\sigma_i} \psi^d_i (\varphi_i + \varphi_j) \, ds = \int_{\sigma_i} \psi^d_i \varphi_i \, ds = 1,$$

because of (39) and the fact that $\{\varphi_i, \varphi_j\}$ is a partition of unity on $\sigma_i$. In this light it is clear that stability and error estimates for $Z_h u$ over an element $T$ will be based on the values of derivatives of $u$ on an entire patch $\omega_T$ of elements around $T$. More precisely, a mesh triangle $T_j$ is a subset of $\omega_T$ iff $T$ has a vertex $X_i$ such that $X_i \in \sigma_i \subset T_j$. 
Moreover, (41) extends the domain of definition. Naturally one would demand that for the function \(u\) to be approximated it holds \(u \in L^2(\sigma_i)\). However, since one has \(\psi_i \in L^\infty(\sigma_i)\) for the polynomial dual basis functions \(\psi_i\), \(i \in I\), it is possible to apply \(Z_h\) to any function \(u\) such that its trace satisfies \(u \in L^1(\sigma_i)\).

Under the assumption of a quasi-uniform mesh \(\Omega^h\) and for \(u \in W_{j,p}(\omega_T)\) the stability estimate
\[
|Z_h u|_{W_{k,p}(T)} \leq Ch^{-k} \sum_{j=0}^{\ell} h^j |u|_{W_{\ell-k,p}(\omega_T)}, \quad \text{for } p \in [1, \infty], \ 0 \leq k \leq \ell \leq 2, \ \ell \geq 1,
\]
can be found for instance in [8]. Next, standard arguments can be used to obtain the error estimate
\[
|u - Z_h u|_{W_{k,p}(T)} \leq Ch^{\ell-k} |u|_{W_{\ell-k,p}(\omega_T)}, \quad \text{for } p \in [1, \infty], \ 0 \leq k \leq \ell \leq 2, \ \ell \geq 1.
\]

In [1] the Scott-Zhang operator is studied over anisotropic meshes of tensor product type. It is shown in Theorem 3.1 of that book that for \(p \in [1, \infty]\) and some rectangular axis-aligned element \(T\) this operator grants a stability estimate and an anisotropic quasi-interpolation error estimate for \(|Z_h u|_{L^p(T)}\) and \(|u - Z_h u|_{L^p(T)}\), respectively. Moreover, in [1] one finds a counterexample showing that in general the original Scott-Zhang operator does not provide such an estimate for derivatives of the approximation error. Therefore the original operator is modified in several ways in the Sections 3.3, 3.4 and 3.4 of [1] and anisotropic quasi-interpolation error estimates for the resulting operators are obtained. However, in the entire third chapter of that book it is assumed that there is no abrupt change in the element sizes. This means that while elements are allowed to have an arbitrary aspect ratio \(h_y/h_x\) the edge length \(h_x\) and \(h_y\) have to vary gradually when moving from one element to a neighboring one, see [1, (3.4) on page 100]. Clearly, this assumption is quite restrictive. For instance, the frequently used Shishkin-type meshes do not meet this requirement.

The paper [3] deals with the possibility of applying the Scott-Zhang operator on Shishkin meshes \(\Omega^N\) of tensor product type. The authors suggest to choose the element edges \(\sigma_i\) for every mesh node \(X_i \in \sigma_i\), \(i = 1, \ldots, N^2\) in a special way:

- Certain edges \(\sigma_i\) on the boundary may be chosen arbitrarily but the rest has to be parallel to one coordinate axis, say the x-axis.

- The ratio of the size of the patch \(\omega_T\) to the size of the element \(T\) must have an \(\varepsilon\)-uniform upper bound in both coordinate directions. Consequently, for instance an element \(T\) with a small side in the x-direction must be associated with a patch \(\omega_T\) with the same property.

This modified Scott-Zhang operator \(Q_N\) can be applied on a Shishkin mesh. Unfortunately the authors needed more regularity of the regular solution component \(S \in W_{2,\infty}(\Omega)\) of a convection-diffusion problem to prove optimal quasi-interpolation error estimates. Still, this result shows that the Scott-Zhang operator is quite flexible and that it can be tailored to suit an application on meshes with abrupt changes in the mesh sizes.

Note that the original Scott-Zhang operator and its modifications sketched so far were introduced for elements of Lagrange-type, i.e. the linear functionals associated with the element are function evaluations in certain points. The \(C^1 - Q_2\) macro-element however features also the point evaluation of derivatives. We want to apply the basic ideas of the Scott-Zhang operator to the components of the \(C^1 - Q_2\) macro-element space that are associated with the evaluation of the mixed second derivative. We do so with the aim of reducing the regularity required to prove anisotropic quasi-interpolation error estimates. In view of Remark 9 we study the question, whether it is possible to define a new \(C^1\) interpolation operator \(\Pi\) by introducing the right functional corresponding to the mixed derivative in such a way that estimates like (36) are possible assuming only some \(W_{3,p}\) regularity of \(u\).

The quasi-interpolant \(\Pi u\) to \(u\) over some macro-element \(M\) will be governed on an macro-element neighbourhood or macro-element patch around \(M\). More precisely, the coefficients of the basis functions that correspond to the mixed derivative are calculated by some weighted averaging process of the mixed derivative of \(u\) over macro-element edges that do not necessarily belong to \(M\). Because of this non-local character of \(\Pi\) we have to be very careful when a reference mapping to some reference domain is used to prevent imposing very restrictive conditions on the geometry of the macro-element patch. Instead we shall use some ideas of [1] and estimate directly on the world domain.

Let \(X_{ij} = (x_i, y_j), (i, j) \in I\) denote the nodes of a rectangular tensor product mesh \(M_h\), generated by the two arbitrary one-dimensional triangulations \(\{x_i\}_{i=0}^n\) and \(\{y_j\}_{j=0}^m\). We shall refer to \(M_h\) as
macro-element mesh. We use

\[ h_i := \frac{1}{2}(x_i - x_{i-1}), \quad i = 1, \ldots, n \quad \text{and} \quad k_j := \frac{1}{2}(y_j - y_{j-1}), \quad j = 1, \ldots, m, \]

to denote the local step sizes in \( x \)- and \( y \)-direction. Each macro-element \( M \in \mathcal{M}_h \) is subdivided into four congruent elements introducing new mesh nodes with subscript \( \frac{1}{2}, \frac{3}{2}, \frac{1}{2}, \frac{3}{2} \). The generated element mesh is denoted by \( \mathcal{T}_h \), see Figure 4. Note that one may choose a different refinement of the macro-element mesh such that the elements within one macro-element remain comparable in size. We choose the presented uniform one in order to simplify the presentation. Now each macro-element \( M_{ij} := [x_{i+1/2} - h_i, x_{i+1/2} + h_i] \times [y_{j+1/2} - k_j, y_{j+1/2} + k_j] \in \mathcal{M}_h \) is centered around \( (x_{i+1/2}, y_{j+1/2}) \) and consists of four elements of size \( h_{ij} := (h_i, k_j) \). Moreover, we denote by \( I_{ij} := I_{M_{ij}} := \{(i, j), (i, j + 1), (i + 1, j), (i + 1, j + 1)\} \) the set of the four node indices that are vertices of \( M_{ij} \).

Let \( V_h \) denote the space of \( C^1 - Q_2 \) finite element functions over the tensor product mesh \( \mathcal{T}_h \). Using the reference mapping \( F_{ij} : [-1, 1]^2 \rightarrow M_{ij} \in \mathcal{M}_h \) with

\[ x = x_{i+1/2} + h_i \hat{x}, \quad \text{and} \quad y = y_{j+1/2} + k_j \hat{y} \]

we can specify basis functions of \( V_h \) in the world domain using (6). Consider for instance the lower right vertex \( X_{i+1,j} \) of the macro-element \( M_{ij} \). Then the basis function \( \psi_{i+1,j} \) associated with the mixed derivative in \( X_{i+1,j} \) admits the representation

\[ \psi_{i+1,j}|_{M_{ij}} = h_i k_j \hat{\psi}_{1,-1} \circ F_{ij}^{-1}, \]

where \( \hat{\psi}_{1,-1} \) was defined in (6). Similarly,

\[ \psi_{i,j}|_{M_{ij}} = h_i k_j \hat{\psi}_{i-1,-1} \circ F_{ij}^{-1}, \quad \psi_{i,j+1}|_{M_{ij}} = h_i k_j \hat{\psi}_{i-1,1} \circ F_{ij}^{-1}, \quad \psi_{i+1,j+1}|_{M_{ij}} = h_i k_j \hat{\psi}_{1,1} \circ F_{ij}^{-1}. \]

Let us now define a (quasi-)interpolation operator \( \bar{\Pi} \) by

\[ \bar{\Pi} u|M := \Pi^r (u|_M) + \sum_{(k, \ell) \in \Gamma} a_{k, \ell} \psi_{k, \ell}, \quad (42) \]

with the reduced interpolation operator \( \Pi^r \) from Subsection 5.1 and real numbers \( a_{k, \ell} \) still to be determined. Note that the choice of \( a_{k, \ell} = 0 \) does not alter the ability of \( \bar{\Pi} \) to reproduce inhomogeneous Dirichlet boundary conditions \( g \) (if \( g \in V_h|_{\partial \Omega} \), i.e. \( g \in C^1(\partial \Omega) \) and piecewise quadratic), because \( \psi_{k, \ell}, (k, \ell) \in I_{ij} \) vanishes on the boundary of \( M_{ij} \), see Figure 3.

The local choices \( a_{s, t} = 0 \) and \( a_{k, \ell} = \psi_{xy}(X_{k, t}) \) correspond to \( \Pi = \Pi^r \) and \( \bar{\Pi} = \Pi \), respectively. Next, we want to follow the approach of Scott and Zhang [19] and define the coefficients \( a_{k, \ell} \) using certain mean values of \( u_{xy} \) along macro-element edges \( \sigma_{k, \ell} \). Hence, as already mentioned, the interpolation operator is of non-local character and the theory developed in Section 4 can not be applied to \( \bar{\Pi} \). However, the definition of \( \bar{\Pi} u \) on a macro-element \( M \) is not global but shall be based on the values of \( u_{xy} \) on the macro-element neighbourhood \( S_M \) of \( M \):

\[ S_M = \bigcup\{M' : M' \in \mathcal{M}_h, M' \cap M \neq \emptyset\}. \quad (43) \]

More precisely, we associate every node \( X_{ij} \) of the macro-element mesh \( \mathcal{M}_h \) with a macro-element edge \( \sigma_{i,j} \subset S_M \) such that \( X_{ij} \in \sigma_{i,j} \), see Figure 5 for some illustration.

Once the edges \( \sigma_{i,j} \in S_M \) for \( (i, j) \in I_M \) are chosen we can define the associated macro-element patch \( \omega_M \) around \( M \). Another patch neighbourhood of \( M \) is needed because the value of our quasi-interpolation operator will be based on values of its interpolant on \( M \) and \( \sigma_{i,j} \). Hence, if the approximation error is estimated norms of the interpolant over a patch of macro-elements will appear on the right hand side of the estimate. On the other hand estimates that use the full neighbourhood \( S_M \) might be too crude.

**Definition 10.** The smallest (in area) rectangular patch of macro-elements that contains the convex hull of \( \{\sigma_{i,j} : (i, j) \in I_M\} \) is called the associated macro-element patch \( \omega_M \) around \( M \).

Note that \( M \subset \omega_M \subset S_M \). If for instance at each node \( X_{ij} \) of the tensor product macro-element mesh the set \( \sigma_{i,j} \) is chosen to be the edge to the left of that point, then the associated macro-element patch \( \omega_M \) around \( M \) is defined as the union of \( M \) and its left macro-element neighbour.
We determine the real coefficients $\sigma$ with a suitable projector $\Pi$, and point out that the ansatz (dimensional spline basis functions from $i$) i.e. only adjacent basis functions contribute to the integral over $\sigma$ derivatives have to certain functions to prove that discrete functions are left invariant, see Lemma. We plan to set

$$\int_{\sigma_{i,j}} \frac{\partial^2}{\partial x \partial y} (\Pi_{\sigma_{i,j}} u) (X_{ij}) \, \text{d}x = \int_{\sigma_{i,j}} \frac{\partial^2 u(x,y)}{\partial x \partial y} v(x) \, \text{d}x \quad \text{for all } v \in \mathcal{V}_{i+1/2},$$

with $\mathcal{V}_{i+1/2} = \text{span}\{\psi_i + \psi_{i+1,\ell} \}$ and $\theta_{i+1/2}(x) = \left(\frac{x-x_{i+1}}{h_i}\right)^2 - \frac{1}{6}$. Here $\psi_i$ and $\psi_{i+1}$ are the one dimensional spline basis functions from (3) scaled to $\sigma_{i,j}$, i.e.

$$\psi_i(x) = \frac{h_i}{4} - \frac{x-x_{i+1/2}}{2} \begin{cases} \frac{3(x-x_{i+1/2})^2}{4h_i}, & x_i \leq x \leq x_{i+1}, \\ \frac{(x-x_{i+1/2})^2}{4h_i}, & x_{i+1/2} \leq x \leq x_{i+1}, \end{cases}$$

and $h_i = x_{i+1} - x_{i+1/2} = x_{i+1/2} - x_i$. Note that these functions have $\mathcal{O}(h_i)$ scalings while their first derivatives have $\mathcal{O}(1)$ scalings on $(x_i, x_{i+1})$. Moreover, we would like to recall $\psi_{i,j}(x,y) = \psi_i(x)\psi_j(y)$ and point out that the ansatz (45) is justified by the fact that $\frac{\partial^2}{\partial x \partial y} \psi_{i,j}$ vanishes on $\sigma_{i,j}$ if $X_{k,\ell} \notin \sigma_{i,j}$, i.e. only adjacent basis functions contribute to the integral over $\sigma_{i,j}$ on the left hand side of (46). The choice of $\mathcal{V}_{i+1}$ will become clear in the next Lemma. Basically, we need that this space is $L_2$-orthogonal to certain functions to prove that discrete functions are left invariant, see Lemma 11.

Next, we want to find a more suitable representation of $a_{i,j}$ according to (44). For this purpose let us define the dual basis function $\psi_i^d \in \mathcal{V}_{i+1/2}$ by

$$\int_{\sigma_{i,j}} \frac{\partial^2 \psi_{i,j}(x,y)}{\partial x \partial y} \psi_i^d(x) \, \text{d}x = \delta_{k,i}.$$
This system yields with (45)
\[ b_{i,j} = \sum_{k=i}^{i+1} b_{k,j} \int_{\sigma_{i,j}} \frac{\partial^2 \psi_{k,j}(x,y)}{\partial x \partial y} \psi_i^d(x) \, dx = \int_{\sigma_{i,j}} \frac{\partial^2}{\partial x \partial y} (\Pi_{\sigma_{i,j}} u)(x,y) \psi_i^d(x) \, dx. \]

An application of (46) then gives
\[ b_{i,j} = \int_{\sigma_{i,j}} \frac{\partial^2 u(x,y)}{\partial x \partial y} \psi_i^d(x) \, dx. \]

Finally, we use the Lagrange relation \( \frac{\partial^2 \psi_{k,j}(x,y)}{\partial x \partial y} = \delta_{k,j} \delta_{i,j} \) to obtain
\[ a_{i,j} = \int_{\sigma_{i,j}} \frac{\partial^2 u(x,y)}{\partial x \partial y} \psi_i^d(x) \, dx. \]

Hence, \( a_{i,j} \) is indeed a weighted mean value of \( u_{xy} \) on the macro-element edge \( \sigma_{i,j} \). For the weighting function we solve (48) to find
\[
\psi_i^d(x) = -\frac{h_i^2 + 12h_i(x - x_{i+1/2})}{2h_i^4} \begin{cases} 
-\frac{3(x - x_{i+1/2})^2}{h_i^4}, & x_i \leq x \leq x_{i+1/2}, \\
-\frac{9(x - x_{i+1/2})^2}{h_i^4}, & x_{i+1/2} \leq x \leq x_{i+1},
\end{cases}
\]
\[
\psi_{i+1}^d(x) = -\frac{h_i^2 - 12h_i(x - x_{i+1/2})}{2h_i^4} \begin{cases} 
-\frac{3(x - x_{i+1/2})^2}{h_i^4}, & x_i \leq x \leq x_{i+1/2}, \\
-\frac{9(x - x_{i+1/2})^2}{h_i^4}, & x_{i+1/2} \leq x \leq x_{i+1},
\end{cases}
\]

Here \( \psi_{i+1}^d \in V_{i+1/2} \) is the other dual basis function on \( \sigma_{i,j} \), satisfying (48) with \( i \) replaced by \( i + 1 \). Note that \( \psi_i^d, \psi_{i+1}^d \in C^1(x_i, x_{i+1}) \) and that \( \|\psi_i^d\|_{L^\infty(\sigma_{i,j})} \leq Ch_i^{-1} \) with a similar bound for \( \|\psi_{i+1}^d\|_{L^\infty(\sigma_{i,j})} \). A simple calculation shows the important property
\[ \int_{\sigma_{i,j}} \psi_i^d(x) \, dx = 1, \]
which again underlines the role of \( \psi_i^d \) as a weighting function.

**Remark 10.** In Section 4 of [13] a similar macro-element edge based approach is used to reduce the regularity demanded of the function to be interpolated. There, the Girault-Scott operator is extended to the \( C^1 - Q_2 \) macro-element. In [13] integration by parts is applied to an identity similar to (49) which results in a different system defining the dual basis functions. However, this approach appears to be not suitable for anisotropic quasi-interpolation error estimates. Another difference to that paper is that here we mix local and non-local functionals for the definition of our quasi-interpolation operator which is reflected in the sophisticated choice of \( V_{i+1/2} \).

**Lemma 11.** \( \tilde{\Pi} \) preserves \( V_h \) functions, i.e.
\[ \tilde{\Pi} v_h = v_h \quad \text{for all } v_h \in V_h. \]

**Proof.** Since every function \( v_h \in V_h \) is uniquely determined by the nodal values
\[ v_h(X_{ij}), \quad \frac{\partial v_h}{\partial x}(X_{ij}), \quad \frac{\partial v_h}{\partial y}(X_{ij}), \quad \frac{\partial^2 v_h}{\partial x \partial y}(X_{ij}), \]
in the macro-element vertices \( X_{ij} \) with \( (i,j) \in I \), it remains to prove that these functionals are invariant to the application of the quasi-interpolation operator \( \tilde{\Pi} \). Let us prove the identity of the last functional involving the mixed derivative as the other ones are trivial. We observe with (49) that
\[ \tilde{\Pi} v_h(X_{ij}) = a_{i,j} = \int_{\sigma_{i,j}} \frac{\partial^2 v_h(x,y)}{\partial x \partial y} \psi_i^d(x) \, dx. \]
Since $v_h \in V_h$ it can be expanded on the macro-element $M$ considered in terms of the basis functions $\varphi_{i,j}, \phi_{i,j}, \chi_{i,j}$ and $\psi_{i,j}$, $(i,j) \in I_M$ according to (6). For the mixed derivative on $\sigma_{i,j}$ we find

$$\begin{align*}
\frac{\partial^2 v_h}{\partial x \partial y}(X_{ij}) &= \sum_{\ell=1}^{i+1} \frac{\partial v_h}{\partial y}(X_{\ell j}) \frac{\partial^2}{\partial x \partial y} \chi_{\ell,j} + \sum_{\ell=1}^{i+1} \frac{\partial v_h}{\partial y}(X_{\ell j}) \frac{\partial^2}{\partial x \partial y} \psi_{\ell,j} \\
&= \sum_{\ell=1}^{i+1} \frac{\partial v_h}{\partial y}(X_{\ell j}) \varphi_{\ell j}(x) \psi_{\ell j}(y) \frac{\partial^2}{\partial x \partial y} \psi_{\ell,j},
\end{align*}$$

since the mixed derivative of the other basis functions vanishes on $\sigma_{i,j}$. The functions $\varphi_{\ell j}, \ell = i, i+1$ are continuous, piecewise linear and vanish in the endpoints of the interval $(x_i, x_{i+1})$. Hence, the odd function $\psi_i + \psi_{i+1}$ is $L_2(\sigma_{i,j})$ orthogonal to them. A direct calculation shows the same orthogonality relation for $\theta_{i+1}$, i.e. $\varphi_{i+1} = L_2(\sigma_{i,j}) \varphi_{\ell j}, \ell = i, i+1$. Using this orthogonality and (48) in (53) we see that

$$\begin{align*}
\frac{\partial^2 \tilde{\Pi} v_h}{\partial x \partial y}(X_{ij}) &= \int_{\sigma_{i,j}} \frac{\partial^2 v_h(x,y)}{\partial x \partial y} \psi_{ij}(x) \, dx = \frac{\partial^2 v_h}{\partial x \partial y}(X_{ij}).
\end{align*}$$

From which the assertion follows.

**Remark 11.** With (49) the quasi-interpolation operator $\tilde{\Pi}$ from (42) is a projector due to (52).

**Lemma 12.** For some macro-element $M \in \mathcal{M}_h$ let $v \in Q_2(\omega_M)$ i.e. $v$ is biquadratic on the associated macro-element patch $\omega_M$ around the macro-element $M$, then

$$\tilde{\Pi} v|_M = v|_M. \tag{54}$$

**Proof.** We use the $Q_2$-preservation of the interpolation operator $\Pi$ and Lemma 11:

$$\begin{align*}
v|_M = (\Pi v)|_M = (\tilde{\Pi}(\Pi v))|_M = (\tilde{\Pi} v)|_M.
\end{align*}$$

In the second identity we applied Lemma 11 and need $v \in Q_2(\omega_M)$ because of the non-local character of $\Pi$. \hfill \Box

The following lemma is taken from [7, Theorem 1.1].

**Lemma 13.** Let $\Omega \subset \mathbb{R}^n$ be convex with diameter $d$ and let $g \in W_{\nu,p}(\Omega), \nu \in \mathbb{N}, p \in [1, \infty]$. Then there exists a polynomial $p^\nu \in P_{p-1}$ for which

$$|g - p^\nu|_{W_{\nu,p}(\Omega)} \leq C(n,\nu)d^{\nu-k}|g|_{W_{\nu,p}(\Omega)}, \quad k = 0, 1, \ldots, \nu.$$

Here the polynomial

$$p^\nu(x) = Q^\nu(g(A\cdot))(A^{-1}x)$$

is constructed using the averaged Taylor polynomial $Q^\nu$ over the ball $B(0,1) \subset \mathbb{R}^n$ and $A$ is John’s optimal affine transform with respect to $\Omega$, cp. [7]. The basic idea of this paper is the usage of ellipsoids in contrast to balls which is more suitable for anisotropic elements to which we want to apply this result. Yet, we shall first give a small modification of it.

**Lemma 14.** Let $\Omega \subset \mathbb{R}^n$ be convex with diameter $d$, $\gamma$ be a multi-index with $|\gamma| = m \in \mathbb{N}$, and let $v \in W_{\ell,p}(\Omega), m \leq \ell \in \mathbb{N}, p \in [1, \infty]$. Then there exists a polynomial $p^{\ell \nu} \in P_{\ell-1}$ for which

$$|D^\gamma(v - p^{\ell \nu})|_{W_{\ell,p}(\Omega)} \leq C(n, \ell - m)d^{\ell-m-k}|D^\gamma v|_{W_{\ell-m,p}(\Omega)}, \quad k = 0, 1, \ldots, \ell - m.$$

**Proof.** First assume that $v \in C^\gamma(\Omega)$. Applying Lemma 13 with $\nu = \ell - m$ and $g = D^\gamma v$ yields the existence of a polynomial $p^{\ell \nu}_{\ell-m} \in P_{\ell-m-1}$ such that

$$|D^\gamma v - p^{\ell \nu}_{\ell-m}|_{\ell-m,p} \leq C(n, \ell - m)d^{\ell-m-k}|D^\gamma v|_{\ell-m,p}, \quad k = 0, 1, \ldots, \ell - m.$$

Next one finds that for $1 \leq m \leq \ell - 1$

$$p^{\ell \nu}_{\ell-m}(x) = Q^{\ell-m}(D^\gamma v(A\cdot))(A^{-1}x) = D^\gamma(Q^{\ell}(v(A\cdot))(A^{-1}x)) = D^\gamma p^\nu,$$

i.e. the averaged Taylor polynomial and differentiation commute in some sense [7, Corollary 3.4]. Now the case $v \in W_{\ell,p}(\Omega)$ follows by standard arguments based on the density of $C^\infty(\Omega)$ in $W_{\ell,p}(\Omega)$. For $m = 0$ the assertion of the Lemma is given by Lemma 13 and for $m = \ell$ the assertion is trivial. \hfill \Box
Remark 12. A slightly more general result is given in [1, Lemma 2.1]. However, there the dependencies of the constant of geometrical properties of the domain considered is not stated explicitly.

Assumption 1. Let for each node $X_{ij}$ of a macro-element $M$ the macro-element edges $\sigma_{i,j}$ be chosen in such a way that with the associated macro-element patch $\omega_M$ around $M$ it holds

$$h_k(\omega_M) \leq C h_k(M) \quad k = 1, 2.$$  \hspace{1cm} (55)

Here and in the following $h_k(T)$ denotes the size of an axis-aligned rectangle $T$ in $x_k$-direction, $k = 1, 2$. Moreover, we set $h_M = (h_1(M), h_2(M))$ for any macro-element $M$.

Lemma 15. Based on Assumption 1 for any $u \in W_{\ell, p}(\omega_M)$ there is a polynomial $q \in P_{\ell-1}(\omega_M)$ with

$$\sum_{|\alpha| \leq \ell - m} h_M^\alpha |D^{\alpha}(u - q)|_{W_m, \omega_M} \leq C \sum_{|\alpha| = \ell - m} h_M^\alpha |D^{\alpha}u|_{W_m, \omega_M},$$

for all $m = 0, \ldots, \ell$.

Proof. Using an affine transformation we can map the macro-element $M$ to the reference macro-element $[-1, 1]^2$. This transformation maps $\omega_M$ to $\hat{\omega}_M$. Based on (55) we see that the diameter of the rectangle $\hat{\omega}_M$ can be bounded by a constant. Hence, we can apply Lemma 14 in the transformed domain. Scaling back to $\omega_M$ we obtain due to $h_M^\alpha D^{\alpha} = \hat{D}^{\alpha}$

$$\sum_{|\alpha| \leq \ell - m} h_M^\alpha \|D^{\alpha + \gamma}(u - q)\|_{L_p(\omega_M)} \leq C \sum_{|\alpha| = \ell - m} h_M^\alpha \|D^{\alpha + \gamma}u\|_{L_p(\omega_M)},$$

for a multi-index $\gamma$ with $|\gamma| = m$. The assertion follows by summing up over all of these multi-indices. \hfill \qed

Remark 13. A similar lemma is given in [1, Lemma 3.1]. However, there the mesh is required to have no abrupt changes in the element sizes. Clearly, Assumption 1 can be dropped then. Note that (55) can also be found in the paper [3].

Lemma 16 (Stability of $\Pi$). Under Assumption 1 the quasi-interpolation operator $\Pi$ satisfies the stability estimate

$$\|\Pi u\|_{W_{1, p}(M)} \leq CC_{M, p} \sum_{|\alpha| \leq 2} h_M^\alpha |D^{\alpha}u|_{W_{1, p}(\omega_M)}$$

with

$$C_{M, p} := \left( \frac{\text{meas } M}{\min_{M' \in \mathcal{M}_h, M' \subset \omega_M} \text{meas } M'} \right)^{1/p} \geq 1,$$

provided that $u \in W_{3, p}(\omega_M) \cap C^1(M)$ with $p \in [1, \infty]$.

Proof. Let $M \in \mathcal{M}_h$ be a macro-element and set $h_M = (h_1(M), h_2(M))$. We consider a first derivative in $x$-direction. Using the definition of $\Pi$ and a triangle inequality we find that

$$\| (\Pi u)_x \|_{L_p(M)} \leq \| (\Pi u)_x \|_{L_p(M)} + \left\| \sum_{(i,j) \in I_M} a_{i,j} \frac{\partial \psi_{i,j}}{\partial x} \right\|_{L_p(M)},$$  \hspace{1cm} (56)

with coefficients $a_{i,j}$ depending on the direction of $\sigma_{i,j}$ given by

$$a_{i,j} = \left\{ \begin{array}{ll} \int_{\sigma_{i,j}} \frac{\partial^2 u(x, y)}{\partial x \partial y} \psi_i^j(x) \, dx & \text{if } \sigma_{i,j} \text{ is horizontal}, \\ \int_{\sigma_{i,j}} \frac{\partial^2 u(x, y)}{\partial x \partial y} \psi_j^i(y) \, dy & \text{if } \sigma_{i,j} \text{ is vertical}. \end{array} \right.$$  \hspace{1cm} (57)

We estimate the first term on the right hand side of (56) using Theorem 5

$$\| (\Pi u)_x \|_{L_p(M)} \leq \| u_x \|_{L_p(M)} + \| (u - \Pi u)_x \|_{L_p(M)} \leq C \sum_{|\alpha| \leq 2} h_M^\alpha \|D^{\alpha}u_x\|_{L_p(M)}.$$  \hspace{1cm} (58)
For the other term we use \( \| \frac{\partial}{\partial x} \psi_{i,j} \|_{L_\infty(M)} \leq C h^2(M) \) which yields

\[
\left\| \sum_{(i,j) \in I_M} a_{i,j} \frac{\partial \psi_{i,j}}{\partial x} \right\|_{L_p(M)} \leq C (\text{meas } M)^{1/p} h^2(M) \max_{(i,j) \in I_M} |a_{i,j}|. \tag{59}
\]

Next we use \( \| \psi_{k}^\alpha \|_{\infty, \sigma_{i,j}} \leq C \text{meas}(\sigma_{i,j})^{-1} \) for \( k = i, j \) and obtain with a Hölder inequality

\[
|a_{i,j}| \leq C \text{meas}(\sigma_{i,j})^{-1} \left\| \frac{\partial^2 u}{\partial x \partial y} \right\|_{L_1(\sigma_{i,j})} \quad \text{for } (i,j) \in I_M. \tag{60}
\]

Set

\[
M' := \arg \min_{\hat{M} \in \mathcal{M}_h} \text{meas } \hat{M},
\]

i.e. the macro-element \( M' \in \mathcal{M}_h \) belongs to the associated macro-element patch \( \omega_M \) around \( M \) and realizes the smallest surface measure. Using the embeddings \( W_{1,p}(\tilde{\omega}_M) \hookrightarrow W_{1,p}(M') \hookrightarrow L_1(\tilde{\sigma}_{i,j}) \) in a transformed domain \( \tilde{\omega}_M \) and scaling back to the original one, we see that

\[
\| v \|_{L_1(\sigma_{i,j})} \leq \text{meas}(\sigma_{i,j}) \text{meas}(M')^{-1/p} \sum_{|\alpha| \leq 1} h_M^\alpha \| D^\alpha v \|_{L_p(\omega_M)} \tag{61}
\]

for \( v \in W_{1,p}(\omega_M) \). Here we also used Assumption 1. Collecting (59), (60) and (61) with \( v = \frac{\partial^2 u}{\partial x \partial y} \) we obtain

\[
\left\| \sum_{(i,j) \in I_M} a_{i,j} \frac{\partial \psi_{i,j}}{\partial x} \right\|_{L_p(M)} \leq C (\text{meas } M)^{1/p} \sum_{|\alpha| \leq 1} h_M^{\alpha + (0,1)} \| D^{\alpha + (0,1)} u \|_{L_p(\omega_M)}. \tag{62}
\]

Together with (66) and (78) the assertion of the lemma is proven since the first derivative in \( y \)-direction can be estimated analogously. \( \square \)

**Theorem 17.** Based on Assumption 1 for the quasi-interpolation operator \( \tilde{\Pi} \) the approximation error estimate

\[
|u - \tilde{\Pi} u|_{W_{3,p}(M)} \leq C C_{M,p} \sum_{|\alpha| = 2} h_M^\alpha \| D^\alpha u \|_{W_{1,p}(\omega_M)} \tag{63}
\]

holds true provided that \( u \in W_{3,p}(\omega_M) \cap C^1(M) \) with \( p \in [1, \infty] \). Here \( C_{M,p} \) is the constant from Lemma 16.

**Proof.** Let \( q \in P_2(\omega_M) \) denote the polynomial of Lemma 15 with \( \ell = 3 \). A triangle inequality gives

\[
|u - \tilde{\Pi} u|_{W_{3,p}(M)} \leq |u - q|_{W_{1,p}(M)} + |q - \tilde{\Pi} u|_{W_{1,p}(M)}. \tag{64}
\]

As a polynomial \( q \in P_2(\omega_M) \) is preserved by \( \tilde{\Pi} \) on the macro-element \( M \) considered, see Lemma 12. Hence, we can use the stability of \( \tilde{\Pi} \) shown in Lemma 16 to get a bound for the second summand

\[
|q - \tilde{\Pi} u|_{W_{1,p}(M)} = |\tilde{\Pi}(q - u)|_{W_{1,p}(M)} \leq C C_{M,p} \sum_{|\alpha| \leq 2} h_M^\alpha \| D^\alpha (q - u) \|_{W_{1,p}(\omega_M)}. \tag{65}
\]

The first summand is estimated as follows:

\[
|u - q|_{W_{1,p}(M)} \leq C \sum_{|\alpha| \leq 2} h_M^\alpha \| D^\alpha (u - q) \|_{W_{1,p}(M)}, \tag{66}
\]

which can be proven to hold true by setting \( v := D^\gamma (u - q) \) with \( |\gamma| = 1 \) in

\[
\| v \|_{L_p(M)} \leq C \sum_{|\alpha| \leq 2} h_M^\alpha \| D^\alpha v \|_{L_p(M)}. \]
This is by turn the embedding \( W_{2,p}(\Omega) \hookrightarrow L_p(\Omega) \) on the reference macro-element and appropriate scaling. Collecting (64), (65) and (66) we arrive at

\[
|u - \tilde{\Pi} u|_{W_{1,p}(\Omega)} \leq CC_{M,p} \sum_{|\alpha| = 2} h_M^\alpha |D^\alpha (u - q)|_{W_{1,p}(\Omega)} \leq CC_{M,p} \sum_{|\alpha| = 2} h_M^\alpha |D^\alpha u|_{W_{1,p}(\Omega)},
\]
due to the special choice of \( q \) and Lemma 15.

**Remark 14.** The absence of abrupt changes in the mesh sizes leads not only to Assumption 1 always being satisfied but also to \( C_{M,p} \leq C \) in (63), similar to the results in [1]. If on the contrary there are abrupt changes in the mesh sizes of arbitrary magnitude then (63) can become useless for \( p < \infty \) — an observation that was made in [3], as well.

**Remark 15.** Inspecting the proofs of Lemma 16 and Theorem 17 one sees that under the same assumptions the approximation error estimate

\[
\|u - \tilde{\Pi} u\|_{L_p(\Omega)} \leq CC_{M,p} \sum_{|\alpha| = 2} h_M^\alpha \|D^\alpha u\|_{L_p(\Omega)}
\]

holds true for \( p > 1 \). In fact, the stability estimate

\[
\|\Pi' u\|_{L_p(\Omega)} \leq CC_{M,p} \sum_{|\alpha| \leq 3} h_M^\alpha \|D^\alpha u\|_{L_p(\Omega)}
\]
can be established based on the embedding \( W_{3,p}(\Lambda) \hookrightarrow C^1(\Lambda) \) (which holds true for \( p \geq 2 \) in two dimensions) on the reference macro-element and a scaling argument. Moreover, one can make use of \( \|\psi_{i,j}\|_{L_\infty(\Omega)} \leq C h_M^{(1,1)} \) for \( (i, j) \in I_M \). If one only has \( u \in W_{2,\infty}(\Omega) \) one can still obtain

\[
\|u - \tilde{\Pi} u\|_{L_\infty(\Omega)} \leq C \sum_{|\alpha| = 2} h_M^\alpha \|D^\alpha u\|_{L_\infty(\Omega)}
\]

by estimating (57) directly.

**Remark 16.** Similarly to the situation in which the interpolation operator is defined by local functionals it is again important that polynomials are reproduced on larger entities. While we demanded this property for macro-elements in the local setting we need it now on patches of macro-elements. This seems to be an underlying principle.

We now turn our attention to second order derivatives. Inspecting the arguments in Theorem 17 for the possibility to prove \( L_p \)-bounds for second order derivatives of the approximation error, we see that stability of \( \tilde{\Pi} \) is crucial.

It is possible to prove

\[
\|\tilde{\Pi} u\|_{L_p(\Omega)} \leq CC_{M,p} \sum_{|\alpha| \leq 1} h_M^\alpha \|D^\alpha u\|_{L_p(\Omega)},
\]

However, it is unclear how to obtain a similar estimate for the other second order derivatives. We therefore restrict the subsequent study to the case of an isotropic macro-element patch \( \omega_M \). These results will be useful in Section 7. There we want to apply \( \tilde{\Pi} \) in the fine regions of a Shishkin mesh close to the corners of the domain where the mesh is uniform.

**Assumption 2.** Let \( M \in M_h \) denote a macro-element such that the restriction of \( M_h \) to the associated macro-element patch \( \omega_M \) is locally uniform with mesh size \( h_M \).

**Theorem 18.** Based on Assumption 2 the quasi-interpolation operator \( \tilde{\Pi} \) satisfies the approximation error estimate

\[
|u - \tilde{\Pi} u|_{W_{3,p}(\Omega)} \leq C h_M^{3-k} |u|_{W_{3,p}(\Omega)}, \quad (68)
\]

for \( u \in W_{3,p}(\omega_M) \cap C^1(\Omega) \) with \( p \in [1, \infty] \) and \( k \leq 2 \).
Proof. Under Assumption 2 the estimates (63) and (67) simplify to (68) for \( k \leq 1 \) and it remains to validate this estimate for \( k = 2 \).

Let \( v \in C^1(M) \) with \( v_{xy}|_{\sigma_{i,j}} \in L_1(\sigma_{i,j}) \) for all \((i,j) \in I_M \) so that \( \Pi v \) is well defined. By Assumption 2 and the fact that \( \Pi v \) is piecewise bi-quadratic an inverse estimate yields

\[
\|\Pi v\|_{W^{2,p}(M)} \leq C h_M^2 \|\Pi v\|_{W^{1,p}(M)}. \tag{69}
\]

We proceed as in Theorem 17. By Lemma 15 with \( \ell = 3 \) there exits a unique polynomial \( q \in P_2(\omega_M) \) such that

\[
\sum_{k=0}^{3} h_M^k \|u - q|_{W_{k,p}(\omega_M)} \leq C h_M^3 \|u|_{W_{3,p}(\omega_M)}, \tag{70a}
\]

\[
\sum_{k=0}^{2} h_M^k \|u - q|_{W_{k+1,p}(\omega_M)} \leq C h_M^2 \|u|_{W_{3,p}(\omega_M)}. \tag{70b}
\]

A triangle inequality implies

\[
|\tilde{\Pi} u - u|_{W^{2,p}(M)} \leq |u - q|_{W_{2,p}(\omega_M)} + |\tilde{\Pi}(q - u)|_{W^{2,p}(M)}. \tag{71}
\]

The first summand is easily bounded by (70a). For the other one we use the inverse estimate (69), the stability estimates for low order derivatives of \( \tilde{\Pi} \), see Lemma 16 and Remark 15, and (70):

\[
|\tilde{\Pi}(q - u)|_{W^{2,p}(M)} \leq C h_M^{-2} \|\tilde{\Pi}(q - u)||_{W^{1,p}(M)} \leq C h_M^{-2} \left( |\tilde{\Pi}(q - u)||_{W^{1,p}(M)} + |\tilde{\Pi}(q - u)||_{L_p(M)} \right)
\]

\[
\leq C h_M^{-2} \left( \sum_{k=0}^{2} h_M^k \|q - u|_{W_{k+1,p}(\omega_M)} + \sum_{k=0}^{3} h_M^k \|q - u|_{W_{k,p}(\omega_M)} \right) \tag{72}
\]

Collecting (71), (70a) and (72) the result follows.

Remark 17. For \( p < \infty \) the constant \( C_{M,p} \) in the estimates (63) and (67) renders them useless on meshes of Shishkin type or any other mesh with abrupt changes in the mesh sizes. In this case \( L_\infty \) estimates are desirable. For second order derivatives we were able to prove a result of classical type with Theorem 18. In order to prove anisotropic error estimates it might be necessary to specify additional rules for the choice of the macro-element edges \( \sigma_{i,j} \) associated with the macro-element vertices \( X_{ij}, (i,j) \in I_M \). Moreover, Theorem 17 shows two things:

- Firstly, it is possible to design useful quasi-interpolation operators that are defined by a mix of local and non-local functionals. This is particularly true if the element considered is not of Lagrange type. Extending this idea one might use different entities \( \sigma_{i,j} \) for every component of a quasi-interpolation operator.

- Secondly, by using non-local functionals only for the coefficients of basis functions associated with higher order derivatives the resulting quasi-interpolation operators of Scott-Zhang type seem to be very flexible with respect to the choice of the entities \( \sigma_{i,j} \). Note that in [1] derivatives of adaptations of the Scott-Zhang operator were only proven to obey anisotropic interpolation error estimates if the entities \( \sigma_{i,j} \) were chosen all parallel.

5.4 Summary: anisotropic \( C^1 \) (quasi-)interpolation error estimates

In this section we want to summarize our results and those of [6]. To the knowledge of the author these are the only sources of anisotropic (quasi-)interpolation error estimates for \( C^1 \) Hermite(-type) interpolation. All estimates are valid on rectangular tensor product meshes such that the edges of an element \( K \) are aligned with the coordinate axes. In all estimates \( C \) is a generic constant that does not depend on \( u \) or the mesh.

The work [6] addresses for \( N \geq 1 \) two \( C^{N-1} \) Hermite interpolation operators \( I_{12} \) and \( I_{22} \) into the piecewise \( Q_{2N-1} \) and \( Q_{2N} \) functions, respectively. Its main results are the anisotropic error estimates

\[
|u - I_{12} u|_{N,K} \leq C \sum_{|\beta| = N} h_K^\beta |D^\beta u|_{N,K},
\]

\[
|u - I_{22} u|_{N,K} \leq C \sum_{|\beta| = N+1} h_K^\beta |D^\beta u|_{N,K},
\]

\[
|u - I_{12} u|_{N,K} \leq C \sum_{|\beta| = N} h_K^\beta |D^\beta u|_{N,K},
\]

\[
|u - I_{22} u|_{N,K} \leq C \sum_{|\beta| = N+1} h_K^\beta |D^\beta u|_{N,K},
\]
for $u \in H^{2N}(K)$ and with $h_K = (h_{1,K}, h_{2,K})$ where $h_{i,K}$ is the size of $K$ in $x_i$-direction.

Inspecting their proofs for $N = 2$ we see that there is a $C^1$ Hermite interpolation operator $I_{12}$ into the piecewise bicubic functions (more precisely the Bogner-Fox-Schmidt element space) such that

$$\|D^\gamma (u - I_{12}u)\|_{0,K} \leq C \sum_{|\alpha| = 3 - |\gamma|} h_K^\alpha \|D^\alpha D^\gamma u\|_{0,K},$$

for $|\gamma| \leq 2$ and $u \in H^4(K)$. We want to emphasize that this result originally obtained by [6] can alternatively be proven using Apel's theory and our key observation that two dimensional divided differences may be used as associated functionals (cf. Corollary 9).

We refer to [6] for a note on the three dimensional case.

In the case of piecewise biquadratic functions we extended the results of [13] to the anisotropic case using new results on macro-interpolation. If the mesh can be generated as a uniform refinement of a macro-element mesh $M_h$, then there is a $C^1$ Hermite interpolation operator $\Pi$ into the piecewise biquadratic functions such that (cf. Corollary 8)

$$\|D^\gamma (u - \Pi u)\|_{0,M} \leq C \left( \sum_{|\alpha| = 3 - |\gamma|} h_M^\alpha \|D^\alpha D^\gamma u\|_{0,M} + \sum_{|\alpha| = 4 - |\gamma|} h_M^\alpha \left| \int_M D^\alpha D^\gamma u(x,y) \, dx \, dy \right| \right)$$

on a macro-element $M \in M_h$ for a multi-index $\gamma$ with $|\gamma| \leq 2$ and $u \in C^2(M)$ such that $D^\gamma u \in H^{4-|\gamma|}(M)$.

In order to reduce the regularity required we use non-local information of the interpolant in order to define the coefficient of the basis function associated with the mixed second derivative, creating the quasi-interpolation operator $\tilde{\Pi}$. For its analysis we need Assumption 1 to be satisfied. Collecting the results of Theorem 17, Remark 15 we summarize that for $p \in [2, \infty]$ and $m = 0, 1$ the error estimate

$$|u - \tilde{\Pi} u|_{W_m, p}(M) \leq CC_{M,p} \sum_{|\alpha| = 3 - m} h_M^\alpha \|D^\alpha u\|_{W_m, p}(\omega_M)$$

(73)

holds true, provided $u \in W_{3,p}(\omega_M)$. Here

$$C_{M,p} := \left( \frac{\operatorname{meas} M}{\min_{T \in M, T \subset \omega_M} \operatorname{meas} T} \right)^{1/p} \geq 1$$

and $\omega_M$ is the associated macro-element patch $\omega_M$ around $M$, cf. Definition 10.

In the case of a more regular mesh (more precisely: under Assumption 2) the operator $\tilde{\Pi}$ satisfies error estimates of classical type even for second order derivatives, see Theorem 18. Note that the absence of abrupt changes in the mesh sizes implies the validity of Assumption 1 and a simplification of the estimates (73) due to $C_{M,p} \leq C$, cf. Remark 14.

It would be very interesting to check numerically if there is hope for the Girault-Scott operator of [13, Section 4] to allow anisotropic interpolation error estimates given only some $W_{2,p}$ regularity of the function to be approximated. However, certain details in that paper are unclear — especially the scaling of the true dual basis functions (given only as a brief note) is questionable.

6 An anisotropic macro-element of tensor product type

In Section 2 we have seen 1D Hermite interpolation in the space of quadratic $C^1$ splines. The tensor product of this 1D macro-element with itself created a 2D macro-element and the induced interpolation operator $\Pi$ for which we were able to prove certain anisotropic interpolation error estimates. However, the usage of this operator on for instance a Shishkin mesh (where the direction of anisotropy and mesh sizes changes abruptly) does not lead to optimal results. The main reason for this failure is that the $C^1$ operators $\Pi$ or $\tilde{\Pi}$ do not satisfy certain $L_\infty$-stability estimates. Based on the usage of derivatives one has for instance on some macro-element $M \in M_h$ with sizes $h_M$ that

$$\|\Pi v\|_{L_\infty(M)} \leq C \left( \sum_{|\alpha| \leq 1} h_M^\alpha \|D^\alpha v\|_{L_\infty(M)} + h_M^{|1|} \|D^{(1,1)} v\|_{L_\infty(M)} \right),$$
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Figure 6: Degrees of freedom of the anisotropic macro-element on the reference macro-element $\hat{M}$ (left) and on some anisotropic macro in the world domain (right).

holds true, i.e. $L_\infty$ norms of derivatives appear on the right hand side. Hence, if one wants to bound the error in the interior with large elements one can no longer use that the interpolant is small there but has to demand that also derivatives of the interpolant are small. This is however not true on a Shishkin mesh as already mentioned in the introduction. In order to remedy this problem we consider the following anisotropic macro-element.

We form a macro of two rectangles and use as degrees of freedom the function value and the value of a certain first derivate in six points along the boundary of the macro (cf. Figure 6). Moreover, we find that the aspect ratio $h_x/h_y$ is very large we use quadratic $C^1$ splines in $y$ direction (small side) and $P_2$ in $x$ direction (large side). This space $S(M)$ is 12-dimensional and from (4) and

$\begin{align*}
\psi(x) = \psi[-1] + \psi[-1,0](x+1) + \psi[-1,0,1](x+1)x & \quad \forall \psi \in P_2([-1,1]),
\end{align*}$

we can obtain the representation

$\begin{align*}
s(x,y) &= \sum_{j=1}^3 (F_{1j}(s)(y+1)^{j-1} + F_{2j}(s)(x+1)(y+1)^{j-1} + F_{3j}(s)(x+1)x(y+1)^{j-1}) \\
&\quad + 4(F_{14}(s) + F_{24}(s)(x+1) + F_{34}(s)(x+1)x)\psi_1(y) & \forall s \in S(M).
\end{align*}$

By $\Pi^*$ we denote the macro-element interpolation operator such that the roles of the sizes $h_x$ and $h_y$ of a macro-element $M$ are interchanged, i.e. $h_x \gg h_y$.

The functionals $F_{ij}$ are again defined as two dimensional divided differences:

$\begin{align*}
F_{ij}(s) := s[m_i; n_j] & \quad \text{with} \quad m_i = \begin{cases} -1 & \text{for } i = 1, \\ -1,0 & \text{for } i = 2, \\ -1,0,1 & \text{for } i = 3, \end{cases} \quad \text{and} \quad n_j = \begin{cases} -1 & \text{for } j = 1, \\ -1,1 & \text{for } j = 2, \\ -1,1,1 & \text{for } j = 3, \end{cases}
\end{align*}$

It is easy to establish the $H^1$-conformity of this macro-element. Moreover, we find that the $y$-derivative along the edge $y = \pm 1$ of $\Lambda$ can be expressed by

$\begin{align*}
\frac{\partial s}{\partial y}(x, \pm 1) &= \frac{\partial s}{\partial y}(0, \pm 1) + \frac{1}{2} \left( \frac{\partial s}{\partial y}(1, \pm 1) - \frac{\partial s}{\partial y}(-1, \pm 1) \right) x \\
&\quad + \frac{1}{2} \left( \frac{\partial s}{\partial y}(-1, \pm 1) - 2 \frac{\partial s}{\partial y}(0, \pm 1) + \frac{\partial s}{\partial y}(1, \pm 1) \right) x^2.
\end{align*}$
Hence, if two such macro-elements are combined in $y$-direction the normal derivative along the common edge parallel to the $x$-axis (long side) is continuous. Clearly, this macro-element induces another interpolation operator $\hat{\Pi}^y : C^1(\Lambda) \to S(M)$:}

$$\hat{\Pi}^y u(x, y) := \sum_{i \in \{-1, 0, 1\}} \sum_{j \in \{-1, 1\}} \left( u(i, j) \hat{\ell}_i(x) \hat{\ell}_j(y) + \frac{\partial u}{\partial y}(i, j) \hat{\ell}_i(x) \hat{\ell}_j(y) \right). \tag{75}$$

Here $\hat{\ell}_i \in P_2[-1, 1]$ denotes the quadratic Lagrange basis function that corresponds to the node $i \in \{-1, 0, 1\}$, i.e.

$$\hat{\ell}_{-1} := x - (x - 1)/2, \quad \hat{\ell}_0 := -(x + 1)(x - 1), \quad \hat{\ell}_{+1} := (x + 1)x/2.$$

Let $M = [x_0 - h_x/2, x_0 + h_x/2] \times [y_0 - h_y/2, y_0 + h_y/2]$ denote a macro-element. From the representation (75) and the affine reference mapping $F_M : [-1, 1] \to M$:

$$x = x_0 + h_x \hat{x}, \quad y = y_0 + h_y \hat{y}, \tag{76}$$

it is easy to deduce for the interpolation operator $\Pi^y u := \hat{\Pi}^y u \circ F_M^{-1}$ with $\hat{u} := u \circ F_M$ on the macro-element $M$ in the world domain the stability property

$$\|\Pi^y u\|_{L_\infty(M)} \leq C \left( \|u\|_{L_\infty(M)} + h_y \left\| \frac{\partial u}{\partial y}\right\|_{L_\infty(M)} \right). \tag{77}$$

**Remark 18.** Note that by construction $h_y$ is the length of the small side of the macro-element $M$ in the world domain. Hence, the first derivative in (77) is combined with a small multiplier.

Next we study the approximation properties of this interpolation operator.

**Theorem 19.** For $u \in H^3(\Lambda)$ and a multi-index $\gamma$ with $|\gamma| \leq 2$ we have the estimates

$$\|D^\gamma (u - \Pi^y u)\|_0 \leq C \|D^\gamma u\|_{|\gamma| - 3} \quad \text{for } \gamma \neq (2, 0) \tag{78a}$$

$$\|u - \Pi^y u\|_{xx} \leq C \left( |u_{x|} + |u_{x|}| \right) \tag{78b}$$

**Proof.** We shall apply Lemma 3 in order to prove (78a). Thus, we set $P := Q := P_2[-1, 1]$. By a direct calculation similarly to (21) we observe that the additional error component involving the polynomial $q \in P_2(\Lambda)$ vanishes since $\Pi^y v = v$ holds true for any function $v \in Q_2(\Lambda) \supset P_2(\Lambda)$. It remains to specify the associate functionals $F_{ij}^\gamma$ according to (12) for a given differential operator $D^\gamma$ with $|\gamma| \leq 2$. We use the same techniques as in Theorem 7. Firstly, it can be seen by applying the differential operator $D^\gamma$ to the representation (74) of an element $s \in S(M)$ that $D^\gamma S(M)$ can be normed by

$$\sum_{(i, j) \in J_s} |F_{ij}(\cdot)| \quad \text{with} \quad J_s := \{(i, j) : i = \gamma_1 + 1, \ldots, 3, j = \gamma_2 + 1, \ldots, 4\}.$$

Clearly, $F_{ij}(u) = F_{ij}(\Pi^y u)$ for all $i \in \{1, 2, 3\}$ and $j \in \{1, 2, 3, 4\}$ because the divided differences are linear combinations of the interpolation data $\{u(k, \ell), u_y(k, \ell)\}_{k \in \{-1, 0, 1\}, \ell \in \{-1, 1\}}$. The associated functionals $F_{ij}^\gamma$ for $(i, j) \in J_s$ are listed in Table 2. Using Sobolev embeddings like in the proof of Theorem 7 it is easy to check that $F_{ij}^\gamma \in (H_{3-|\gamma|}(\Lambda))'$. Moreover,

$$F_{ij}(u) = F_{ij}^\gamma(D^\gamma u) \quad \text{and} \quad F_{ij}(\Pi^y u) = F_{ij}^\gamma(D^\gamma \Pi^y u)$$

for $(i, j) \in J_s$. The first identity follows from the techniques in the proof of Theorem 7, especially (33). A simple computation for each basis function in $S(M)$ shows the second identity, due to the linearity of $F_{ij}$ and $F_{ij}^\gamma$. Hence, indeed $F_{ij}^\gamma(D^\gamma \Pi^y u) = F_{ij}^\gamma(D^\gamma u)$. We shall demonstrate this procedure for $F_{33}$. A calculation gives

$$F_{33}(u) = u[-1, 0, 1; -1, 1, 1] = \frac{1}{2} \left( u(-1, 0)[-1, -1, 1] - 2u(0, 0)[-1, -1, 1] + u(1, \cdot)[-1, -1, 1] \right)$$

$$= \frac{1}{2} \int_{-1}^1 s(y)(u_{yy}(-1, y) - 2u_{yy}(0, y) + u_{yy}(1, y)) \, dy, \tag{79}$$
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where we used (33) with $s_1(y) = (1 - y)/4$ and from which $F^{(0,1)}_{33}$ and $F^{(0,2)}_{33}$ can be deduced. Moreover, we may rewrite this identity to obtain

$$F_{33}(u) = \frac{1}{2} \int_{-1}^{1} s_1(y) \left( \int_{0}^{1} u_{xxy}(x, y) \, dx - \int_{-1}^{0} u_{xxy}(x, y) \, dx \right) \, dy.$$ 

A reinterpretation of this equation according to $F_{33}(u) = F^2_{33}(D^7u)$ gives $F^{(1,0)}_{33}$ and $F^{(1,1)}_{33}$. A computation shows $F_{33}(s) = F^2_{33}(D^7s)$ for all $s \in \mathcal{S}(\hat{M})$ and $|\gamma| \leq 2$, $\gamma \neq (2, 0)$. Hence, the estimate (78a) is proven.

For $\gamma = (2, 0)$ it appears impossible to provide the associated functionals by the above technique. Consider for instance the divided difference $F_{33}$. Using Taylor expansion it is possible to rewrite the equation (79) to

$$F_{33}(u) = \frac{1}{2} \int_{-1}^{1} s_1(y) \left( \int_{0}^{1} (1 + x)u_{xxy}(x, y) \, dx + \int_{0}^{1} (1 - x)u_{xxy}(x, y) \, dx \right) \, dy.$$ 

This however comes at the price of demanding higher regularity. Clearly, we have to approach this problem differently. Let $P := \{(2, 0), (1, 1), (1, 0)\}$ and $q \in P(\hat{M})$ denote the polynomial with

$$\int_{\hat{M}} D^\alpha(u - q) \, dx = 0 \quad \forall \alpha \in P.$$ 

By Lemma 1 the polynomial $q$ exists and is unique. From Lemma 2 we can deduce by setting $v := (u - q)_{xx}$ that

$$\|v\|_1 = \|(u - q)_{xx}\|_1 \leq C\|(u - q)_{xx}\|_1 = C|u_{xx}|_1,$$

since $\int_{\hat{M}} v \, dx = \int_{\hat{M}} (u - q)_{xx} \, dx = 0$. Similarly, Lemma 2 implies that for $v := (u - q)_x$ we find

$$\|v\|_2 = \|(u - q)_x\|_2 \leq C\|(u - q)_x\|_2 = C|u_x|_2,$$

based on

$$\int_{\hat{M}} D^\alpha v \, dx = 0 \quad \forall |\alpha| \leq 1 \Rightarrow \int_{\hat{M}} D^\alpha(u - q)_x \, dx = 0 \quad \forall |\alpha| \leq 1.$$ 

Next from (78a) for $\gamma = (1, 0)$ we obtain the following stability estimate

$$\|((\Pi^p v)_x\|_0 \leq \|v_x\|_0 + \|(v - \Pi^p v)_x\|_0 \leq C\|v_x\|_2.$$ (82)

A triangle inequality implies due to $q = \Pi^p q$ that

$$\|(u - \Pi^p u)_{xx}\|_0 \leq \|(u - q)_{xx}\|_0 + \|((\Pi^p (q - u))_{xx}\|_0.$$ (83)

The first summand on the right hand side of (83) is estimated using (80), while for the other one we use the inverse estimate

$$\|s_{xx}\|_0 \leq C\|s_x\|_0 \quad \forall s \in \mathcal{S},$$

which is easily verified in the four dimensional space $D^{(2,0)}(\mathcal{S}(\hat{M}))$ over the reference macro-element. In fact, the optimal constant in this estimate is given by $C = \sqrt{3}$. Hence, by (83),

$$\|(u - \Pi^p u)_{xx}\|_0 \leq C\|(u_{xx})_1 + \|((\Pi^p (q - u))_{xx}\|_0.$$ We finish the proof of (78b) by using (82) for $v = q - u$ and (81).

Using affine equivalence (cf. (76) and the proof of Theorem 5) we obtain on a macro-element $M$ in the following the result.

**Corollary 20.** For $u \in H^3(M)$ and a multi-index $\gamma$ with $|\gamma| \leq 2$ we have the estimates

$$\|D^\gamma(u - \Pi^p u)\|_{0,M} \leq C \sum_{|\alpha| = 3 - |\gamma|} h_M^\alpha \|D^\alpha u\|_{0,M} \quad \text{for} \quad \gamma \neq (2, 0),$$ (84a)

$$\|(u - \Pi^p u)_{xx}\|_{0,M} \leq C \left( \sum_{|\alpha| = 1} h_M^\alpha \|D^\alpha u_{xx}\|_{0,M} + \sum_{|\alpha| = 2} h_M^\alpha \|D^\alpha u_x\|_{0,M} \right).$$ (84b)
| $\gamma$ | $\dim D^\gamma S(M)$ | associate functionals $F_{i,j}^{(0,0)} := F_{i,j}$ for $i \in \{1,2,3\}$ and $j \in \{1,2,3,4\}$ |
|---|---|---|
| (0,0) | 12 | $F_{i,j}^{(0,0)} := F_{i,j}$ for $i \in \{1,2,3\}$ and $j \in \{1,2,3,4\}$ |
|   |   | $F_{2\ell}^{(1,0)}(v) := \int_{-1}^{0} \frac{\partial^{\ell-1} v}{\partial y^{\ell-1}}(x,-1) \, dx,$ $\ell \in \{1,2\}$ |
| (1,0) | 8 | $F_{2k}^{(1,0)}(v) := \int_{-1}^{1} \int_{-1}^{0} s_{k-2}(y)v_{yy}(x,y) \, dx \, dy,$ $k \in \{3,4\}$ |
|   |   | $F_{3\ell}^{(1,0)}(v) := \frac{1}{2} \int_{-1}^{1} \frac{\partial^{\ell-1} v}{\partial y^{\ell-1}}(x,-1) \, dx - \frac{1}{2} \int_{-1}^{0} \frac{\partial^{\ell-1} v}{\partial y^{\ell-1}}(x,-1) \, dx$ |
| (0,1) | 9 | $F_{32}^{(1,0)}(v) := \frac{1}{2}(v(-1,-1) - 2v(0,-1) + v(1,-1))$ |
|   |   | $F_{3k}^{(1,0)}(v) := \frac{1}{2} \int_{-1}^{1} s_{k-2}(y)(v_{y}(-1,y) - 2v_{y}(0,y) + v_{y}(1,y)) \, dy$ |
| (1,1) | 6 | $F_{22}^{(1,1)}(v) := \int_{-1}^{0} v(x,-1) \, dx$ |
|   |   | $F_{2k}^{(1,1)}(v) := \int_{-1}^{1} \int_{-1}^{0} s_{k-2}(y)v_{xy}(x,y) \, dx \, dy,$ $k \in \{3,4\}$ |
| (0,2) | 6 | $F_{32}^{(1,1)}(v) := \frac{1}{2} \int_{0}^{1} v(x,-1) \, dx - \frac{1}{2} \int_{-1}^{0} v(x,-1) \, dx$ |
|   |   | $F_{3k}^{(1,1)}(v) := \frac{1}{2} \int_{-1}^{1} s_{k-2}(y) \left( \int_{0}^{1} v_{y}(x,y) \, dx - \int_{-1}^{0} v_{y}(x,y) \, dx \right) \, dy$ |
|   |   | $F_{1k}^{(0,2)}(v) := \int_{-1}^{1} s_{k-2}(y)v(-1,y) \, dy,$ $k \in \{3,4\}$ |
| (0,2) | 6 | $F_{2k}^{(0,2)}(v) := \int_{-1}^{1} s_{k-2}(y) \int_{-1}^{0} v_{x}(x,y) \, dx \, dy,$ $k \in \{3,4\}$ |
|   |   | $F_{3k}^{(0,2)}(v) := \frac{1}{2} \int_{-1}^{1} s_{k-2}(y)(v(-1,y) - 2v(0,y) + v(1,y)) \, dy$ |

Table 2: Associated functionals $F_{i,j}^{\gamma}$ for the operator $\Pi^\gamma$ over $\dot{M}$ with respect to $D^\gamma$ and $s_{1}(y) = (1-y)/4$, $s_{2}(y) = y/4$. 
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Remark 19. By construction $h_x$ denotes the length of the long side of $M$. Hence, the estimate (84b) is useful even in the anisotropic case.

Before we end this section we prove a suboptimal but useful error estimate for $\gamma = (0,0)$.

Lemma 21. Let $u \in H^3(M)$ then

$$
\|u - \Pi^u u\|_{0,M} \leq C \sum_{|\alpha| = 2} (h_x^\alpha \|D^\alpha u\|_{0,M} + h_x^\alpha h_y \|D^\alpha u_y\|_{0,M}).
$$

Proof. Let $q \in P_1(\Lambda)$ denote the linear polynomial such that

$$
\int_{\Lambda} D^\alpha (u - q) dx = 0 \quad \forall \alpha \in P_1 := \{(0,0), (1,0), (0,1)\}.
$$

Then from Lemma 2 it follows that $\|u - q\|_2 \leq C|u - q|_2 = C|u|_2$. Using this and $\Pi^u q = q$ we see that

$$
\|u - \Pi^u u\|_0 \leq \|u - q\|_0 + \|\Pi^u (q - u)\|_0
$$

$$
\leq \|u - q\|_2 + C \sum_{i \in \{-1,0,1\}} \sum_{j \in \{-1,1\}} \left( |\Pi^u (q - u)(i,j)| + \left\| \frac{\partial \Pi^u (q - u)}{\partial y}(i,j) \right\| \right)
$$

$$
\leq |u|_2 + C \sum_{i \in \{-1,0,1\}} \sum_{j \in \{-1,1\}} \left( |(q - u)(i,j)| + \left\| \frac{\partial (q - u)}{\partial y}(i,j) \right\| \right)
$$

$$
\leq |u|_2 + C \left( \|u - q\|_2 + \left\| \frac{\partial (q - u)}{\partial y} \right\|_2 \right).
$$

From

$$
\|(q - u)_y\|_2 \leq \|q - u\|_2 + \|(q - u)_y\|_2 \leq C|u|_2 + |u_y|_2,
$$

the estimate follows on the reference macro $\hat{M}$. The assertion of the lemma is again easily obtained by affine transformation.

7 Application of macro-element interpolation on a tensor product Shishkin mesh

As an application of the anisotropic quasi-interpolation error estimates obtained we want to examine the approximation error of the solution of a reaction-diffusion problem on an anisotropic mesh. Let $u$ denote the solution of the singularly perturbed linear reaction-diffusion problem

$$
-\varepsilon \Delta u + cu = f \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega,
$$

where $0 < \varepsilon \ll 1$, $0 < 2(c^*)^2 \leq c$ and $f$ are smooth functions on some bounded two dimensional domain $\Omega$ with Lipschitz-continuous boundary $\partial \Omega$. We consider the unit square $\Omega := (0,1)^2$ with the four edges

$$
\Gamma_1 = \{(x,0) : 0 \leq x \leq 1\}, \quad \Gamma_2 = \{(0,y) : 0 \leq y \leq 1\},
$$

$$
\Gamma_3 = \{(x,1) : 0 \leq x \leq 1\}, \quad \Gamma_4 = \{(1,y) : 0 \leq y \leq 1\}.
$$

In the corners of the domain $\Omega$ derivatives of $u$ are unbounded, in general. One refers to the solution components that cause this phenomenon as corner singularities. If we however assume the corner compatibility conditions

$$
f(0,0) = f(1,0) = f(0,1) = f(1,1) = 0,
$$

then third derivatives of $u$ are smooth up to the boundary, $u \in C^3(\overline{\Omega})$, see, e.g. [11].

The following solution decomposition is taken from [14, Lemma 1.1 and Lemma 1.2]...
Lemma 22. The solution \( u \in C^3(\Omega) \) of (85) can be decomposed as
\[
    u = S + \sum_{i=1}^{4} E_i + E_{12} + E_{23} + E_{34} + E_{41}.
\]  
(87a)

Here \( E_i \) is a boundary layer associated with the edge \( \Gamma_i \). Similarly, \( E_{ij} \) is a corner layer associated with the corner that is formed by the edges \( \Gamma_i \) and \( \Gamma_j \). Moreover, there are positive constants \( C > 0 \) such that for all \( (x, y) \in \Omega \) and \( 0 \leq i + j \leq 3 \) we have
\[
    \left| \frac{\partial^{i+j} S(x, y)}{\partial x^i \partial y^j} \right| \leq C(1 + \varepsilon^{1-(i+j)/2})
\]  
(87b)
\[
    \left| \frac{\partial^{i+j} E_i(x, y)}{\partial x^i \partial y^j} \right| \leq C(1 + \varepsilon^{1-i/2}) \varepsilon^{-j/2} e^{-c\varepsilon y/\sqrt{\varepsilon}}
\]  
(87c)
\[
    \left| \frac{\partial^{i+j} E_{12}(x, y)}{\partial x^i \partial y^j} \right| \leq C \varepsilon^{-(i+j)/2} e^{-c(x+y)/\sqrt{\varepsilon}}
\]  
(87d)
and analogous bounds for the other boundary and corner layers.

Next we introduce a standard domain decomposition. Let \( N \) denote a multiple of eight — \( N \) will later denote the number of mesh intervals in each coordinate direction — and define the transition point
\[
    \lambda := \min \left\{ \frac{1}{4}, \frac{\lambda_0 \sqrt{\varepsilon}}{c^* \ln N} \right\} \quad \text{with } \lambda_0 \geq 3.
\]  
(88)

For our subsequent error analysis we shall make the practical and standard assumption
\[
    \sqrt{\varepsilon} \leq C N^{-1},
\]
from which \( \lambda < 1/4 \) follows.

For our approximation error analysis we use a standard approach and split the domain into several subdomains
\[
    \Omega_0 := (\lambda, 1 - \lambda)^2, \quad \Omega_{12} := (0, \lambda)^2,
\]
\[
    \Omega_1 := (\lambda, 1 - \lambda) \times (0, \lambda), \quad \Omega_{23} := (0, \lambda) \times (1 - \lambda, 1),
\]
\[
    \Omega_2 := (0, \lambda) \times (\lambda, 1 - \lambda), \quad \Omega_{34} := (1 - \lambda, \lambda)^2,
\]
\[
    \Omega_3 := (\lambda, 1 - \lambda) \times (1 - \lambda, 1), \quad \Omega_{41} := (1 - \lambda, \lambda) \times (0, \lambda),
\]
\[
    \Omega_4 := (1 - \lambda, 1) \times (\lambda, 1 - \lambda), \quad \Omega_f := \Omega_{12} \cup \Omega_{23} \cup \Omega_{34} \cup \Omega_{41},
\]
as shown in the left of Figure 7.
We use \( \lambda \) to construct a 1D Shishkin mesh as follows: subdivide each of the intervals \([0, \lambda], [1 - \lambda, 1]\) into \(N/4\) subintervals, equidistantly. Giving the small grid size \( h = \lambda/(N/4 - 2) \). Next, divide the third subinterval \([\lambda, 1 - \lambda]\) into \(N/2\) subintervals of same size \( H \). Hence, the mesh is uniform in each of the subintervals \([0, \lambda], [\lambda, 1 - \lambda]\) and \([1 - \lambda, 1]\) but it changes from fine to coarse at the transition points \( \lambda \) and \( 1 - \lambda \). Remark that since \( N \) is a multiple of eight the number of subintervals within \([0, \lambda], [1 - \lambda, 1]\) and \([\lambda, 1 - \lambda]\) is even. Finally, form the tensor product of this one-dimensional mesh with itself to obtain our anisotropic Shishkin mesh \( \Omega^N \) with the mesh nodes \( \{(x_i, y_j)\}_{i,j=0,...,N} \).

Note that by the definition of \( \lambda \) in the inner subdomain \( \Omega_0 \) all the layers have declined such that they can be bounded pointwise by a constant times \( N^{-\lambda_0} \). This is however not true for their derivatives. Consequently, it is very challenging to define a \( C^1 \) (quasi-)interpolant of \( u \in C^2(\overline{\Omega}) \) in the function space of piecewise biquadratics over \( \Omega^N \) featuring anisotropic error estimates. We relax this too ambitious objective by defining a quasi-interpolant \( u^* \) of \( u \), such that the normal derivative of \( u^* \) is continuous only across certain edges of \( \Omega^N \). For this purpose we shall use the results of the previous sections on macro-element quasi-interpolation.

In \( \Omega_f \), i.e. close to corners of the domain, we combine four neighbouring elements of equal shape to form a macro-element \( M = [x_{i-1}, x_{i+1}] \times [y_{j-1}, y_{j+1}] \) and in \( \Omega_1 \cup \Omega_3 \) we combine two neighbouring elements to get \( M = [x_i, x_{i+1}] \times [y_j, y_{j+1}] \) as shown in the right of Figure 7. In \( \Omega_2 \cup \Omega_4 \) we proceed likewise. We denote the obtained macro-element triangulation by \( M^N \). Note that the mesh \( \Omega^N \) can also be understood as the result of a refinement routine of the macro-element mesh \( M^N \).

The elements of our Shishkin mesh \( \Omega^N \) are axis-parallel rectangles with side lengths

\[
h := \frac{4\lambda}{N - 8} = O(\sqrt{N^{-1}\ln N}) \quad \text{or} \quad H := \frac{2(1 - 2\lambda)}{N} \sim N^{-1}. \tag{89}
\]

The sizes of a macro-element are equivalent to the sizes of the containing mesh elements.

Close to the corners of the domain, i.e. in \( \Omega_f \) we want to approximate \( u \) by the quasi-interpolant \( \tilde{u} \), see Subsection 5.3. Hence, we have to specify how the macro-element edges \( \sigma_{i,j} \), associated with the macro-element vertices \( x_{ij} \in \overline{\Omega_f} \) are chosen. If we want to satisfy Assumption 1 on our anisotropic mesh we have to choose carefully whenever \( X_{ij} \) lies on one of the lines \( x = x_{N/4} = \lambda, x = x_{3N/4} = 1 - \lambda \) or \( y = y_{N/4} = \lambda, y = y_{3N/4} = 1 - \lambda \) where the mesh sizes change abruptly. Restricted to \( \Omega_f \) our Shishkin mesh \( \Omega^N \) is (quasi-)uniform, hence any choice that satisfies

\[
\sigma_{i,j} \subset \overline{\Omega_f} \tag{90}
\]

is possible. One may fulfill (90) as demonstrated in the right of Figure 7. In that Figure a macro-element edge \( \sigma_{i,j} \) is symbolized by an arrow pointing to \( X_{ij} \).

Let us recall the functions \( \varphi_i, \psi_i \in C^0[0,1], \) supported within \([x_{i-2},x_{i+2}]\), defined by

\[
\varphi_i(x) := \begin{cases} 
\frac{1}{2} + \frac{x - x_{i-1}}{h_{i-1}} + \frac{(x - x_{i-1})^2}{2h_{i-1}^2} & \text{in } [x_{i-2}, x_{i-1}], \\
\frac{1}{2} + \frac{x - x_{i-1}}{h_{i-1}} + \frac{(x - x_{i-1})^2}{2h_{i-1}^2} & \text{in } [x_{i-1}, x_{i}], \\
\frac{1}{2} - \frac{x - x_{i+1}}{h_{i+1}} - \frac{(x - x_{i+1})^2}{2h_{i+1}^2} & \text{in } [x_{i}, x_{i+1}], \\
\frac{1}{2} - \frac{x - x_{i+1}}{h_{i+1}} - \frac{(x - x_{i+1})^2}{2h_{i+1}^2} & \text{in } [x_{i+1}, x_{i+2}], \\
\end{cases}
\]

\[
\psi_i(x) := \begin{cases} 
-\frac{h_{i-1}}{4} + \frac{x - x_{i-1}}{2} - \frac{(x - x_{i-1})^2}{4h_{i-1}} & \text{in } [x_{i-2}, x_{i-1}], \\
-\frac{h_{i-1}}{4} + \frac{x - x_{i-1}}{2} + \frac{3(x - x_{i-1})^2}{4h_{i-1}} & \text{in } [x_{i-1}, x_{i}], \\
\frac{h_{i+1}}{4} - \frac{x - x_{i+1}}{2} - \frac{3(x - x_{i+1})^2}{4h_{i+1}} & \text{in } [x_{i}, x_{i+1}], \\
\frac{h_{i+1}}{4} - \frac{x - x_{i+1}}{2} + \frac{(x - x_{i+1})^2}{4h_{i+1}} & \text{in } [x_{i+1}, x_{i+2}], \\
\end{cases}
\]

with \( h_{i-1} := x_{i-1} - x_{i-2} = x_i - x_{i-1} \) and \( h_{i+1} := x_{i+1} - x_i = x_{i+2} - x_{i+1} \), i.e. \( h_i = h \) for \( i < N/4 \) or \( i > 3N/4 \) and \( h_i = H \) else. Based on these one-dimensional functions one can define the global basis
functions in the world domain
\[ \varphi_{i,j}(x,y) := \varphi_i(x)\varphi_j(y), \quad \phi_{i,j}(x,y) := \psi_i(x)\varphi_j(y), \]
\[ \chi_{i,j}(x,y) := \varphi_i(x)\psi_j(y), \quad \psi_{i,j}(x,y) := \psi_i(x)\psi_j(y), \quad i, j = 0, \ldots, N. \] (91)

Now we are able to define our quasi-interpolation operator into the finite element space
\[ V^N := \{ v \in H^1(\Omega) : v|_T \in Q_2(T) \forall T \in \Omega^N \}. \] (92)

As already mentioned, for \( M = [x_{i-1}, x_{i+1}] \times [y_{j-1}, y_{j+1}] \subset \overline{\Omega f}, M \in \mathcal{M}^N \) close to the corners of the domain we use the quasi-interpolation operator \( \hat{\Pi} \) from Subsection 5.3, i.e.
\[ u^*|_M = (\hat{\Pi}u)|_M = \sum_{k=\frac{1}{2}, \frac{3}{2}}^{N} u(x_k, y_l) \varphi_{k,\ell} + u_x(x_k, y_l) \phi_{k,\ell} + u_y(x_k, y_l) \chi_{k,\ell} + a_{k,\ell} \psi_{k,\ell}. \]

The coefficients \( a_{k,\ell} \) depend on the direction of \( \sigma_{k,\ell} \) given by (57):
\[ a_{k,\ell} = \begin{cases} \int_{\sigma_{k,\ell}} \frac{\partial^2 u(x, y)}{\partial x \partial y} \psi^d_k(x) \, dx & \text{if } \sigma_{k,\ell} \text{ is horizontal,} \\ \int_{\sigma_{k,\ell}} \frac{\partial^2 u(x, y)}{\partial x \partial y} \psi^d_k(y) \, dy & \text{if } \sigma_{k,\ell} \text{ is vertical,} \end{cases} \]
with the dual basis functions \( \psi^d_k \) obtained in (50):
\[ \psi^d_k(x) := \begin{cases} -\frac{9(x-x_k)\cdot 2k^3}{h_k^2}, & x_k < x \leq x_{k+1}, \\ \frac{9(x-x_{k+1})\cdot 2k^3}{h_{k+1}^2}, & x_k < x \leq x_{k+1}, \\ -\frac{3(x-x_{k-1})\cdot 2k^3}{h_{k-1}^2}, & x_{k-1} < x \leq x_{k+1}, \end{cases} \]
for \( k = \frac{1}{2}, \frac{3}{2}, \ldots, N \). Let \( \ell_i \) denote the 1D quadratic Lagrange basis functions, \( i \in \mathcal{I} \) with
\[ \ell_i(x) = \begin{cases} \frac{2}{h^2_i} (x-x_i) (x-x_{i+1}), & x_{i-1} \leq x \leq x_i, \\ \frac{2}{h^2_{i+1}} (x_{i+1} - x) (x_{i+1} - x), & x_i \leq x \leq x_{i+1}, \end{cases} \]
\[ \ell_{i+1/2}(x) = \frac{4}{h^2_{i+1}} (x_{i+1} - x) (x_i), \quad \text{for } i \in \mathcal{I}, i \neq N, \]
where \( x_{i+1/2} := (x_i + x_{i+1})/2, i \in \mathcal{I} \) with \( i \neq N \), denotes the midpoint of the interval \([x_i, x_{i+1}]\). Now for \( T \subset \overline{\Omega_0} \) we set
\[ u^*|_T(x,y) := u^T(x,y) = \sum_{i,j \in \mathcal{I}} u(x_i, y_j) \ell_i(x) \ell_j(y), \quad (x,y) \in T. \]

Finally, we need some modified anisotropic macro-interpolation operators \( \Pi^P \) to glue these interpolants together. Let us consider a macro-element \( M = [x_i, x_{i+1}] \times [y_{j-1}, y_{j+1}] \subset \overline{\Omega f} \). The two elements contained in this macro-element have a long side of length \( H \) in \( x \)-direction and a short one in \( y \)-direction (with length \( h \)). On all of these macro-elements \( M \subset \Omega_f \) that are not adjacent to \( \partial \Omega_0 \) we use the anisotropic macro-interpolation \( \Pi^P \) as introduced and analyzed in Section 6, c.p. (75):
\[ u^*|_M(x,y) = \Pi^p u(x,y) := \sum_{k \in \{i+1/2, i+1\} \atop m \in \{j-1/2, j\}} \left( u(k,m) \ell_k(x) \varphi_m(y) + \frac{\partial u}{\partial y}(k,m) \ell_k(x) \psi_m(y) \right). \]
We use the same interpolation operator for $M \subset \overline{\Omega}$. In $\Omega_2 \cup \Omega_4$ we use $\Pi^x$ instead. Hence, the roles of $x$ and $y$ are interchanged, there.

On macro-elements that are adjacent to $\partial \Omega_0$ we modify the anisotropic macro-interpolation operator in order to archive continuity of the normal derivative $\partial_n u^*$ across $\partial \Omega_0$. Let for instance $M = [x_i, x_{i+1}] \times [y_{N/4-2}, y_{N/4}] \subset \overline{\Omega}_1$ denote such a macro-element. Then on $M$ the interpolant $u^*$ is of the form:

$$u^*|_M(x, y) = \sum_{k \in \{i,i+1/2,i+1\}} \left( \sum_{j \in \{N/4-2,N/4\}} u(x_k, y_j) \ell_k(x) \varphi_j(y) + \partial u / \partial y(x_k, y_{N/4-2}) \ell_k(x) \psi_{N/4-2}(y) + \partial u^y / \partial y(x_k, y_{N/4}) \ell_k(x) \psi_{N/4}(y) \right).$$

In the other subdomains we proceed likewise. Since $\partial u / \partial y|_{M \cap \Omega_0}$ and $\partial u^y / \partial y|_{M \cap \Omega_0}$ are quadratic polynomials they are indeed uniquely determined by the values in three distinct points along the edge where they coincide. Note further that $\partial u / \partial y|_{M \cap \Omega_0}(x_k, y_{N/4})$ is simply a linear combination of the nodal values $u(x_k, y_{N/4})$, $u(x_k, y_{N/4+1/2})$ and $u(x_k, y_{N/4+1})$. Hence, this coefficient is well defined along element interfaces due to the continuity of $u^x$.

Summarizing,

$$u^*(x, y) = \begin{cases} (\Pi u)|_M & (x, y) \in M \subset \overline{\Omega}_f, \\ (\Pi^y u)|_M + \sum_{i=0}^{3N/2} \frac{\partial (u^y - u)}{\partial y}|_{\Omega_0} (x_{i/2}, y_j) \ell_{i/2}(x) \psi_j(y) & (x, y) \in M \subset \overline{\Omega}_1 \cup \overline{\Omega}_3, \\ (\Pi^x u)|_M + \sum_{j=0}^{3N/2} \frac{\partial (u^x - u)}{\partial x}|_{\Omega_0} (x_i, y_{j/2}) \ell_{j/2}(x) \psi_j(y) & (x, y) \in M \subset \overline{\Omega}_2 \cup \overline{\Omega}_4, \\ u^x|_T & (x, y) \in T \subset \overline{\Omega}_0. \end{cases}$$

By construction the normal derivative of $u^*$ is only discontinuous along short edges of anisotropic elements (type-III edges) and interior edges of $\Omega_0$ (type I edges). For some illustration see Figure 8.

Before we analyze $u^*$ on the Shishkin mesh $\omega^N$ let us assign a type to each element edge as shown in the left of Figure 8.
Definition 23. A type-I edge $e \subset \overline{\Omega}_0$ is a long edge given as the intersection of two isotropic elements. An edge that belongs to at least one anisotropic element is of type II if it is a long one. Otherwise it is short and of type III. A remaining type-IV edge $e \subset \overline{\Omega}_0$ belongs to two small and square shaped elements and is close to a corner of $\Omega$. Let $\mathcal{E}(I)$ be the set of interior edges of type I and introduce similar symbols for $\mathcal{E}(II), \mathcal{E}(III)$ and $\mathcal{E}(IV)$.

First we show that the modification is small in various $L_2$-based norms. By the solution decomposition (87), standard interpolation error estimates and the choice of $\lambda$ we find that

$$|u - u^f|_{W_1, \infty(\Omega_0)} \leq |S - S^f|_{W_1, \infty(\Omega_0)} + |(u - S^f)_{\partial^2}(u - S)|_{W_1, \infty(\Omega_0)}$$

$$\leq C(H^2|S|_{W_3, \infty} + |u - S|_{W_1, \infty(\Omega_0)} + |(u - S^f)_{\partial^2}|_{W_1, \infty(\Omega_0)})$$

$$\leq C(H^2\varepsilon^{-1/2} + \varepsilon^{-1/2}N^{-\lambda_0} + H^{-1}N^{-\lambda_0}) \leq C\varepsilon^{-1/2}N^{-2}.$$

Here we also used an inverse estimate. Let $\omega_1$ denote the strip of macro-elements in $\Omega_1$ that are adjacent to $\Omega_0$ then for $|\alpha| \leq 2$ it holds

$$\left\| D^{\alpha} \sum_{i=N/2}^{3N/2} \frac{\partial(u^f - u)}{\partial y}(x_{i/2}, y_{N/4}) \right\|_{\omega_1} \leq |u - u^f|_{W_1, \infty(\Omega_0)} \left\| \sum_{i=N/2}^{3N/2} \ell_{i/2}^{(\alpha_1)} \psi_{N/4}^{(\alpha_2)}(x_{i/2}) \right\|_{\omega_1}$$

$$\leq C\varepsilon^{-1/2}N^{-2} \text{meas}(\Omega_1)^{1/2} \sum_{i=N/2}^{3N/2} |\ell_{i/2}^{(\alpha_1)}| \left\| \psi_{N/4}^{(\alpha_2)} \right\|_{L^\infty([x_{i/2}, x_{i+3/4}])}$$

$$\leq C\varepsilon^{-1/4}N^{-5/2}(\ln N)^{1/2}H^{1-\alpha_1, 1-\alpha_2} \leq C\varepsilon^{1/4}N^{1/2} \text{meas}(\Omega_1)^{1/2} \left\| \psi_{N/4}^{(\alpha_2)} \right\|_{L^\infty([y_{N/4}, y_{3N/4})}$$

For $|\alpha| = 2$ the $L_2$ norms have to be read as norms in the broken Sobolev space over $\mathcal{M}^N$. Bounds for the other three strips $\omega_i$ in $\Omega_i$ for $i = 2, 3, 4$ that are adjacent to $\Omega_0$ follow similarly.

Since the Shishkin mesh is (quasi-)uniform in $\Omega_I$ and by the choice of the macro-edge elements according to (90) the interpolation error estimates for $\tilde{\Pi}$ simplify to (c.p. Theorem 18)

$$|u - \Pi v|_{k,M} \leq Ch^{3-k}|v|_{3,\omega_M} \text{ for } v \in H^3(\omega_M) \text{ and } k \leq 2.$$

Next we estimate the approximation error of $u - u^*$:

Lemma 24. There exists a constant $C > 0$ such that

$$\|u - u^*\|_0 \leq C(N^{-2} + \varepsilon^{1/4}N^{-2} (\ln N)^2),$$

$$\varepsilon^{1/4}|u - u^*|_1 \leq C(\varepsilon^{1/4}N^{-1/2} + N^{-2}(\ln N)^2),$$

$$\varepsilon^{3/4} \left( \sum_{M \in \mathcal{M}^N} |u - u^*|_{2,M}^2 \right)^{1/2} \leq C(\varepsilon N^{-1}(\ln N)^2 + N^{-1} \ln N).$$

If $\varepsilon^{1/4} \leq (\ln N)^{-2}$, then

$$\|u - u^*\|_0 \leq CN^{-2},$$

$$\varepsilon^{3/4} \left( \sum_{M \in \mathcal{M}^N} |u - u^*|_{2,M}^2 \right)^{1/2} \leq CN^{-1} \ln N.$$

If $|S|_3 \leq C\varepsilon^{-1/4}$, then

$$\varepsilon^{1/4}|u - u^*|_1 \leq CN^{-2}(\ln N)^2.$$

Suppose $\varepsilon^{1/4} \leq (\ln N)^{-3}$ and $|S|_3 \leq C\varepsilon^{1/4} + \sum_{i=1,3} \|D^{(3,0)}E_i\|_{0,\Omega_i} + \sum_{j=2,4} \|D^{(3,0)}E_j\|_{0,\Omega_j} \leq C$, then

$$\|u - u^*\|_0 \leq CN^{-3}(\ln N)^3.$$

Proof. We use the solution decomposition (87) several times without mentioning it explicitly and different techniques in each subdomain.

In $\Omega_I$ the approximation error is small because the mesh is very fine. We use (94):

$$|u - u^*|_{k,\Omega_I} \leq |u - \tilde{\Pi} u|_{k,\Omega_I} \leq Ch^{3-k}|\xi|_{3,\Omega_I} \leq Ch^{3-k}\varepsilon^{-3/2} \text{meas}(\Omega_I)^{1/2}$$

$$= C\varepsilon^{(1-k)/2}N^{k-3}(\ln N)^{2-k}.$$
In $\Omega_0$ the Shishkin mesh is coarse but all layer components have declined sufficiently. With the $L_{\infty}$-stability of the nodal interpolant we get

$$\|(u - S)^t\|_{L_{\infty}(\Omega_0)} \leq C\|u - S\|_{L_{\infty}(\Omega_0)} \leq CN^{-\lambda_0} \leq CN^{-3}.$$ 

Hence, we obtain for the layer components of $u$ and $k \leq 2$ with an inverse estimate

$$|(u - S) - (u - S)^{t,k,\Omega_0}| \leq |(u - S) - (u - S)^{t,k,\Omega_0}| \leq |(u - S)|_{k,\Omega_0} + |(u - S)^{t,k,\Omega_0}| \leq C(\varepsilon^{1/4-k/2}N^{-\lambda_0} + H^{-k}||u - S||_{0,\Omega_0} \leq C(\varepsilon^{1/4-k/2}N^{-3} + N^{k-3}). \quad (97)$$

For the smooth solution component $S$ we estimate

$$|S - S^*|_{k,\Omega_0} = |S - S^*|_{k,\Omega_0} \leq CH^{2-k}|S|_{2,\Omega_0} \leq CN^{k-2} \quad \text{for } k = 0, 1 \quad (98a)$$

and

$$|S - S^*|_{2,\Omega_0} = |S - S^*|_{2,\Omega_0} \leq CH|S|_{3,\Omega_0} \leq C\varepsilon^{-1/2}N^{-1}. \quad (98b)$$

Obviously these bounds can be improved to $|S - S^*|_{k,\Omega_0} \leq CN^{k-3}$ if $|S|_{3} < C$.

In the remainder of the domain the elements of the Shishkin mesh are anisotropic. For the smooth part $S$ we use Lemma 21, for instance in $\Omega_1$:

$$\|S - \Pi^y S\|_{0,\Omega_1} \leq C \sum_{|a| = 2} (h_M^{\alpha} \|D^{\alpha} S\|_{0,\Omega_1} + h_M^{\alpha+0.1} \|D^{\alpha+0.1} S\|_{0,\Omega_1}) \quad (99)$$

$$\leq C(H^2 + \varepsilon^{-1/2}H^2h) \leq CN^{-2}.$$ 

If $|S|_{3,\Omega_1} < C$ we could improve the estimate to $\|S - \Pi^y S\|_{0,\Omega_1} \leq CN^{-3}$ using (84a). In the other subdomains $\Omega_i$ for $i = 2, 3, 4$ the smooth part is estimated similarly. For the layer term $E_1$ Lemma 21 yields

$$\|E_1 - \Pi^y E_1\|_{0,\Omega_1} \leq C \sum_{|a| = 2} (h_M^{\alpha} \|D^{\alpha} E_1\|_{0,\Omega_1} + h_M^{\alpha+0.1} \|D^{\alpha+0.1} E_1\|_{0,\Omega_1}) \leq H^2\|D^{(2,0)} E_1\|_{0,\Omega_1} + h\|D^{(1,1)} E_1\|_{0,\Omega_1} + h^2\|D^{(0,2)} E_1\|_{0,\Omega_1} + H^2h\|D^{(2,1)} E_1\|_{0,\Omega_1} + h^2\|D^{(1,2)} E_1\|_{0,\Omega_1} + h^2\|D^{(0,3)} E_1\|_{0,\Omega_1} \leq C(N^{-2}\varepsilon^{1/4} + \varepsilon^{1/2}N^{-2} \ln N \varepsilon^{-1/4} + \varepsilon N^{-2} \ln N)^{2} \leq \varepsilon^{-3/4} + \varepsilon^{1/2}N^{-3} + \varepsilon N^{-2} \ln N)^{2} \leq C\varepsilon^{1/4} N^{-2} \ln N)^{2}. \quad (100)$$

If $\|D^{(3,0)} E_1\|_{0,\Omega_1} \leq C$ this bound can be improved to $\|E_1 - \Pi^y E_1\|_{0,\Omega_1} \leq CN^{-3} \ln N)^{3}$ with (84a).

With the same technique one can estimate the layer component $E_2$ on $\Omega_i$, $i = 2, 3, 4$. The other layer components are small on $\Omega_1$, for instance for the corner layer $E_{12}$ it holds

$$\|E_{12} - \Pi^y E_{12}\|_{0,\Omega_1} \leq \|E_{12}\|_{0,\Omega_1} + (\text{means } \Omega_1)^{1/2} \|\Pi^y E_{12}\|_{L_{\infty}(\Omega_1)} \leq C(\text{means } \Omega_1)^{1/2} \|E_{12}\|_{L_{\infty}(\Omega_1)} + h\|D^{(0,1)} E_{12}\|_{L_{\infty}(\Omega_1)} \leq C\varepsilon^{1/4} (N^{-\lambda_0} + \varepsilon^{1/2}N^{-1} \ln N \varepsilon^{-1/2}N^{-\lambda_0}) \quad (101)$$

Here we used the stability estimate (77). Proceed similarly for all layer components $E_j$ on $\Omega_i$ with $j \in \{1, \ldots, 4, 12, 23, 34, 41\}$ and $i = 1, \ldots, 4$ with $i \neq j$. Now collect (93) for $\alpha = (0, 0)$, (96), (97), (98) with $k = 0$, (99), (100) and (101) to obtain (95a).

Next if we want to estimate $\varepsilon^{1/4}|u - w^*|$ it remains to estimate the error on the anisotropic elements, for instance on $\Omega_1$. There the smooth solution component can be bounded with (84a). Let $|\gamma| = 1$, then

$$\|D^{(3)}(S - \Pi^y S)\|_{0,\Omega_1} \leq C \sum_{|a| = 2} h_M^{\alpha} \|D^{(\alpha+\gamma)} S\|_{0,\Omega_1} \leq CN^{-2} \|S\|_{w_3,\infty(\Omega_1)} \|\text{means } \Omega_1\|^{1/2} \leq C\varepsilon^{-1/4} \varepsilon^{1/4} (N)^{1/2} \leq C\varepsilon^{-1/4} N^{-2} (\ln N)^{1/2}. \quad (102)$$
The other domains $\Omega_i$, $i = 2, 3, 4$ are treated similarly. From (84a) we deduce for the boundary layer component $E_1$ that
\begin{align}
\|D^{(0,1)}(E_1 - \Pi^v E_1)\|_{0, \Omega_i} & \leq C \sum_{|\alpha| = 2} h_M^{\alpha} \|D^{\alpha + (0,1)} E_1\|_{0, \Omega_i} \\
& \leq C (H^2 \|D^{(2,1)} E_1\|_{0, \Omega_i} + H h \|D^{(1,2)} E_1\|_{0, \Omega_i} + h^2 \|D^{(0,3)} E_1\|_{0, \Omega_i}) \\
& \leq C (N^{-2} \epsilon^{-1/4} + \epsilon^{1/2} N^{-2} \ln N \epsilon^{-3/4} + \epsilon N^{-2} (\ln N)^2 \epsilon^{-5/4} \leq C \epsilon^{-1/4} N^{-2} (\ln N)^2).
\end{align}

The derivative with respect to $x$ is better behaved and the same bound holds true:
\begin{align}
\|D^{(1,0)}(E_1 - \Pi^v E_1)\|_{0, \Omega_i} & \leq C \sum_{|\alpha| = 2} h_M^{\alpha} \|D^{\alpha + (1,0)} E_1\|_{0, \Omega_i} \\
& \leq C (H^2 \|D^{(3,0)} E_1\|_{0, \Omega_i} + H h \|D^{(2,1)} E_1\|_{0, \Omega_i} + h^2 \|D^{(1,2)} E_1\|_{0, \Omega_i}) \\
& \leq C (N^{-2} \epsilon^{-1/4} + \epsilon^{1/2} N^{-2} \ln N \epsilon^{-3/4} + \epsilon N^{-2} (\ln N)^2 \epsilon^{-3/4} \leq C \epsilon^{-1/4} N^{-2} (\ln N)^2).
\end{align}

Obviously this bound holds also on $\Omega_3$ where the anisotropy of the elements is in the same direction compared to $\Omega_1$. In $\Omega_2$ (or $\Omega_4$) we use inverse estimates and the stability of $\Pi^\sharp$:
\begin{align}
|E_1 - \Pi^v E_1|_{1, \Omega_2} & \leq |E_1|_{1, \Omega_2} + Ch^{-1} \|\Pi^v E_1\|_{0, \Omega_2} \\
& \leq C (\text{meas } \Omega_2)^{1/2} (|E_1|_{W_{1,\infty}(\Omega_2)} + h \|D^{(1,0)} E_1\|_{L_\infty(\Omega_2)}) \\
& \leq C \epsilon^{1/4} (\ln N)^{1/2} (\epsilon^{-1/2} N^{-\lambda_0} + \epsilon^{-1/2} N (\ln N)^{-1} N^{-\lambda_0} + N^{-\lambda_0}) \leq C \epsilon^{-1/4} N^{-2} (\ln N)^{-1/2}.
\end{align}

Clearly, this technique can also be applied to estimate $E_i$, $i = 2, 3, 4$. The corner layer components are bounded in exactly the same way. Consider for instance $E_{12}$ on $\Omega_1$:
\begin{align}
|E_{12} - \Pi^v E_{12}|_{1, \Omega_1} & \leq |E_{12}|_{1, \Omega_1} + Ch^{-1} \|\Pi^v E_{12}\|_{0, \Omega_1} \\
& \leq C (\text{meas } \Omega_1)^{1/2} (|E_{12}|_{W_{1,\infty}(\Omega_1)} + h \|D^{(0,1)} E_{12}\|_{L_\infty(\Omega_1)}) \\
& \leq C \epsilon^{1/4} (\ln N)^{1/2} (\epsilon^{-1/2} N^{-\lambda_0} + \epsilon^{-1/2} N (\ln N)^{-1} N^{-\lambda_0}) \leq C \epsilon^{-1/4} N^{-2} (\ln N)^{-1/2}.
\end{align}

Collecting (93) for $|\alpha| = 1, 96, 97, 98$ with $k = 1, 102, 103, 104, 105$ and (106) yields (95b).

Finally, we consider second order derivatives. Unfortunately $u^* \not\in H^2(\Omega)$. However, $u^* \in H^2(T)$ for all $T \in \Omega^N$ and even $u^* \in H^2(M)$ for all $M \in M^N$. Hence, we introduce the abbreviation $|v|_{0, M(V)} := (\sum_{M \in M, M \subseteq V} \|v\|_{0, M})^{1/2}$. Now Let $|\gamma| = 2$, then by (84a) and (84b) we find for instance in $\Omega_1$ that
\begin{align}
\|D^\gamma (S - \Pi^v S)\|_{0, \Omega_1} & \leq C \left( \sum_{|\alpha| = 1} h_M^{\alpha} \|D^{\alpha + \gamma} S\|_{0, \Omega_1} + \sum_{|\alpha| = 2} \frac{h_M^{\alpha}}{H} \|D^\alpha D^{(1,0)} S\|_{0, \Omega_1} \right) \\
& \leq C N^{-1} |S|_{W_{1,\infty}(\Omega_1)} (\text{meas } \Omega_1)^{1/2} \\
& \leq C N^{-1} \epsilon^{-1/2} (\ln N)^{1/2} \leq C \epsilon^{-1/4} N^{-1} (\ln N)^{-1/2}.
\end{align}

Similar bounds hold on $\Omega_i$ for $i = 2, 3, 4$. In order to obtain bounds for the layer components $E_i$ on $\Omega_i$ ($i = 1, \ldots, 4$) we use (84a) and (84b) more careful.
\begin{align}
\|D^{(0,2)}(E_1 - \Pi^v E_1)\|_{0, \Omega_1} & \leq C \sum_{|\alpha| = 1} h_M^{\alpha} \|D^{\alpha + (0,2)} E_1\|_{0, \Omega_1} \\
& \leq C (H^2 \|D^{(1,2)} E_1\|_{0, \Omega_1} + H h \|D^{(0,3)} E_1\|_{0, \Omega_1}) \\
& \leq C (N^{-1} \epsilon^{-3/4} + \epsilon^{1/2} N^{-1} \ln N \epsilon^{-5/4} \leq \epsilon^{-3/4} N^{-1} \ln N, \\
\|D^{(1,1)}(E_1 - \Pi^v E_1)\|_{0, \Omega_1} & \leq C \sum_{|\alpha| = 1} h_M^{\alpha} \|D^{\alpha + (1,1)} E_1\|_{0, \Omega_1} \\
& \leq C (H^2 \|D^{(2,1)} E_1\|_{0, \Omega_1} + H h \|D^{(1,2)} E_1\|_{0, \Omega_1}) \\
& \leq C (N^{-1} \epsilon^{-3/4} + \epsilon^{1/2} N^{-1} \ln N \epsilon^{-3/4} \leq \epsilon^{-1/4} N^{-1} \ln N, \\
\|D^{(2,0)}(E_1 - \Pi^v E_1)\|_{0, \Omega_1} & \leq C \left( \sum_{|\alpha| = 1} h_M^{\alpha} \|D^{\alpha + (2,0)} E_1\|_{0, \Omega_1} + \sum_{|\alpha| = 2} \frac{h_M^{\alpha}}{H} \|D^\alpha D^{(1,0)} E_1\|_{0, \Omega_1} \right) \\
& \leq C (H^2 \|D^{(3,0)} E_1\|_{0, \Omega_1} + H h \|D^{(2,1)} E_1\|_{0, \Omega_1} + h^2 H^{-1} \|D^{(1,2)} E_1\|_{0, \Omega_1}) \\
& \leq C (N^{-1} \epsilon^{-3/4} + \epsilon^{1/2} N^{-1} \ln N \epsilon^{-3/4} + \epsilon^{-1/4} (\ln N)^2 \epsilon^{-3/4} \leq C \epsilon^{-1/4} N^{-1} + \epsilon^{1/4} N^{-1} (\ln N)^2).
\end{align}
The same technique can be used to bound the error of $E_1$ on the anisotropic part of the Shishkin mesh along the opposite edge. In $\Omega_2$ (or $\Omega_4$) inverse estimates and the stability of $\Pi^2$ yield again:

$$|E_1 - \Pi^2 E_1|_{2,\mathcal{M}(\alpha_1)} \leq |E_1|_{2,\Omega_2} + \mathcal{C} h^{-2} \|\Pi^2 E_1\|_{0,\Omega_2}$$

$$+ C(\alpha_1) \frac{1}{2} \left( |E_1|_{W_{2,\infty}(\alpha_2)} + \mathcal{C} \|D^{(1,0)} E_1\|_{L_{\infty}(\alpha_2)} \right) \leq C e^{1/4} (\ln N)^{1/2} \left( \epsilon^{-1} N^{-\lambda_0} + \epsilon^{-1} N^2 (\ln N)^{-2} N^{-\lambda_0} + \epsilon^{-1/2} N (\ln N)^{-1} N^{-\lambda_0} \right) \leq C e^{-3/4} N^{-1} \ln(N)^{-3/2}.$$

The corner layers are handled similarly, for instance $E_{12}$ on $\Omega_1$:

$$|E_{12} - \Pi^2 E_{12}|_{2,\mathcal{M}(\alpha_1)} \leq |E_{12}|_{2,\Omega_1} + \mathcal{C} h^{-2} \|\Pi^2 E_{12}\|_{0,\Omega_1}$$

$$+ C(\alpha_1) \frac{1}{2} \left( |E_{12}|_{W_{2,\infty}(\alpha_1)} + \mathcal{C} \|D^{(0,1)} E_{12}\|_{L_{\infty}(\alpha_1)} \right) \leq C e^{1/4} (\ln N)^{1/2} \left( \epsilon^{-1} N^{-\lambda_0} + \epsilon^{-1} N^2 (\ln N)^{-2} N^{-\lambda_0} + \epsilon^{-1/2} N (\ln N)^{-1} e^{-1/2} N^{-\lambda_0} \right) \leq C e^{-3/4} N^{-2} \ln(N)^{-1/2}.$$

Collect (93) for $|\alpha| = 2$, (96), (97), (98) with $k = 2$, (107), (108), (109), (110), (111) and (112) to obtain (95c). The other assertions of the Lemma follow easily.

After quantifying the approximation properties of $u^*$ we want to study certain traces of $u - u^*$ along interior edges.

Since $\Omega^N$ is an admissible triangulation two elements $T_1, T_2 \in \Omega^N$ define traces of a function $v \in H^1(T_1 \cup T_2) \cap H^2(T_1) \cap H^2(T_2)$ along an interior edge $e$. We associate a unit normal vector $n$ with each edge. If $e \in \partial \Omega$ an edge along the boundary we define $n$ as the unit outer normal to $\partial \Omega$. In a similar manner there are two traces of the normal derivative $\frac{\partial v}{\partial n} \in L_2(e)$. Assuming $n$ is oriented from $T_1$ to $T_2$ we obtain jumps $\left[ \frac{\partial v}{\partial n} \right]$ of these traces as follows:

$$\left[ \frac{\partial v}{\partial n} \right] := \frac{\partial v}{\partial n} \big|_{T_1} - \frac{\partial v}{\partial n} \big|_{T_2} \in L_2(e).$$

**Lemma 25.** Suppose $\epsilon^{1/4} \leq (\ln N)^{-2}$. Then there is a positive constant $C$ such that

$$\|u - u^*\|^2_{0,e} \leq C N^{-5} \quad \text{on a long edge } e \text{, i.e. of type I or II},$$

$$\|u - u^*\|^2_{0,e} \leq C \epsilon^{-1/2} N^{-5} (\ln N)^2,$$

$$\sum_{e \in \mathcal{E}(IV)} \|u - u^*\|^2_{0,e} \leq C \epsilon^{1/2} N^{-5} (\ln N)^3.$$

*Proof.* Let $e \in \mathcal{T} \setminus \Omega_f$ denote a long type-I or type-II edge of a possibly anisotropic element. For instance, on a long edge $e \in \Omega$ the interpolant $\Pi^2 v$ of $v$ is a quadratic polynomial which is uniquely described by its values in the endpoints and the midpoint of $e$. Hence, on long edges $\Pi^2$ coincides with the 1D Lagrange interpolation and we find that

$$\|S + E_1 - \Pi^2 (S + E_1)\|^2_{0,e} \leq \text{meas}(e) \|(S + E_1) - \Pi^2 (S + E_1)\|^2_{L_{\infty}(e)} \leq C H^{-4} \|(S + E_1)_{y^0}\|^2_{L_{\infty}(e)} \leq C N^{-5}.$$

Any other layer component $E := u - S - E_1$ is estimated using a stability argument of the interpolation operator involved on a macro-element $M$ that is adjacent to $e \subset M$:

$$\|E - \Pi^2 E\|^2_{0,e} \leq \text{meas}(e) \|E - \Pi^2 E\|^2_{L_{\infty}(e)} \leq C H \|E\|^2_{L_{\infty}(M)} + \|\Pi^2 E\|^2_{L_{\infty}(M)} \leq C H \|E\|^2_{L_{\infty}(M)} + \|E\|^2_{L_{\infty}(M)} \leq C N^{-\lambda_0 - 1} \leq C N^{-7}.$$

Similarly to (116), we estimate the smooth part $S$ on any edge $e \in \mathcal{T}_0$ in the interior subdomain:

$$\|S - S^l\|^2_{0,e} \leq \text{meas}(e) \|S - S^l\|^2_{L_{\infty}(e)} \leq C H^{-4} \|S^l\|^2_{W_{2,\infty}(e)} \leq C N^{-5}.$$
Next we use that all the layer components \( E := u - S \) have declined sufficiently. Let \( T \subset \overline{\Omega} \) denote an element that has the edge \( e \), then
\[
\| E - E' \|_{0,e}^2 \leq \text{meas}(e)\| E - E' \|_{L^\infty(T)}^2 \leq CH \left( \| E \|_{L^\infty(T)}^2 + \| E' \|_{L^\infty(T)}^2 \right)
\leq CH \| E \|_{L^\infty(T)}^2 \leq C N^{-\lambda_0-1} \leq C N^{-7}.
\]
(119)

Collecting (116), (117), (118) and (119) gives (113).

Now we consider the short type-III edge \( e \) of an anisotropic element \( T \) for instance in \( \Omega_1 \). We use the trace Lemma 27 and (84a):
\[
\| S - \Pi^p S \|^2_{0,e} \leq C \| S - \Pi^p S \|_{0,T} (\| S - \Pi^p S \|_{0,T} + \frac{1}{H} \| S - \Pi^p S \|_{0,T} + \frac{1}{H} \| S - \Pi^p S \|_{0,T} \leq C H^3 |S|_{3,M}^2/M
\leq C \text{meas}(M) H^3 |S|_{W^{2,\infty}(M)} \leq C \epsilon^{1/2} N^{-2} \ln N N^{-5} \epsilon^{-1} \leq C \epsilon^{-1/2} N^{-7} \ln N
\]
(120)

Here \( M \) denotes the macro-element such that \( T \subset M \). Similarly, we obtain for the layer \( E_1 \)
\[
\| E_1 - \Pi^p E_1 \|_{0,e}^2 \leq C \| E_1 - \Pi^p E_1 \|_{0,T} (\| E_1 - \Pi^p E_1 \|_{0,T} + \frac{1}{H} \| E_1 - \Pi^p E_1 \|_{0,T}.
\]

Hence, a summation over all type-III edges gives with Young’s inequality
\[
\sum_{e \in \Xi(III)} \| E_1 - \Pi^p E_1 \|_{0,e}^2 \leq C \epsilon^{-1/2} N^{-5}(\ln N)^2,
\]
(121)
due to (104) and a similar estimate with (84a) and \( \epsilon^{1/4} \leq (\ln N)^{-2} \) for \( \| E_1 - \Pi^p E_1 \|_{0,\Omega_1} \), namely
\[
\| E_1 - \Pi^p E_1 \|_{0,\Omega_1} \leq C \sum_{|\alpha|=3} h^\alpha M \| \mathbf{D}^\alpha E_1 \|_{0,\Omega_1} \leq C (H^3 \| \mathbf{D}^{3,0} E_1 \|_{0,\Omega_1}
+ H^2 h \| \mathbf{D}^{2,1} E_1 \|_{0,\Omega_1} + H h^2 \| \mathbf{D}^{1,2} E_1 \|_{0,\Omega_1} + h^3 \| \mathbf{D}^{0,3} E_1 \|_{0,\Omega_1})
\leq C \epsilon^{-1/4} N^{-3} + \epsilon^{1/4} N^{-3}(\ln N)^3.
\]

The other layer components can be estimated like in (117). With (120) and (121) we arrive at (114).

For the short type-IV edges of \( \Omega_f \) close to the corners of the domain we again use the a trace Lemma and (96) to obtain
\[
\sum_{e \in \Xi(IV)} \| u - \tilde{\Pi}u \|_{0,e}^2 \leq C \epsilon^{1/2} N^{-5}(\ln N)^3,
\]
which is (115).

**Lemma 26** (Anisotropic multiplicative trace inequality). Let \( T \) be a rectangle with sides parallel to the coordinate axes and a width in \( x \)-direction of \( h_x \). Let \( \partial T_y \) denote the union of the two edges parallel to the \( y \)-axis. Then for \( v \in W_{1,p}(T) \) we have the estimate
\[
\| v \|_{L^p(\partial T_y)} \leq p \| v \|_{L^p(T)} \| v_x \|_{L^p(T)} + \frac{2}{h_x} \| v \|_{L^p(T)} \quad \text{for } p \in [1, \infty),
\]
(122)
\[
\| v \|_{L^\infty(\partial T_y)} \leq \| v \|_{L^\infty(T)}.
\]
(123)

**Proof.** The proof follows its isotropic version in [10, Theorem 1.5.1.10] (or [9, Lemma 3.1] in the \( L_2 \) setting): Without loss of generality we assume that the origin of the coordinate system is given by the midpoint of the rectangle \( T \). The divergence theorem yields for \( v \in C^1(T) \):
\[
\int_T \frac{\partial}{\partial x} |v|^p x \, dx \, dy = \int_T \nabla \cdot \left( \begin{array}{c} |v|^p x \\ 0 \\ 0 \end{array} \right) \, dx \, dy = \int_{\partial T} n \cdot \left( \begin{array}{c} |v|^p x \\ 0 \\ 0 \end{array} \right) \, ds
= \int_{\partial T_y} |v|^p x |x| ds = \frac{h_x}{2} \int_{\partial T_y} |v|^p ds = \frac{h_x}{2} \| v \|_{L^p(\partial T_y)}^p.
\]
(124)
Moreover since $|x| \leq h_x/2$ on $T$ an application of the product rule and H"older’s inequality with $\frac{1}{p} + \frac{1}{q} = 1$ imply
\[
\int_T \frac{\partial}{\partial x} ((|v|^p x) ) \, dx\, dy = \int_T \frac{\partial}{\partial x} (|v|^p) \, x \, dx\, dy + \int_T |v|^p \, dx\, dy = p \int_T |v|^{p-2} v \frac{\partial}{\partial x} x \, dx\, dy + \|v\|_{L_p(T)}^p \\
\leq \frac{ph_x}{2} \int_T |v|^{p-1} \left| \frac{\partial v}{\partial x} \right| \, dx\, dy + \|v\|_{L_p(T)}^p \\
\leq \frac{ph_x}{2} \|v\|_{L_p(T)}^{p-1} \left\| \frac{\partial v}{\partial x} \right\|_{L_p(T)} + \|v\|_{L_p(T)}^p.
\]
The assertion follows from a standard density argument. The case $p = \infty$ is trivial.

**Lemma 27.** Let $T$ be a rectangle with sides parallel to the coordinate axes and a width in $x$-direction of $h_x$. Let $\partial T_y$ denote the union of the two edges parallel to the $y$-axis having length $h_y$. Denote by $v^I \in Q_2(T)$ the nodal interpolant of $v \in C(T)$. Then for $v \in H^3(T)$ it holds
\[
\left\| (v - v^I) \right\|_{0, \partial T_y} \leq C(h_x^2/\sqrt{h_xh_y} \|v\|_{0,T} + h_x^2 h_y^\frac{\alpha}{\beta} \|v\|_{0,T}).
\]

**Proof.** Lemma 26 and Young’s inequality yield
\[
\left\| (v - v^I) \right\|^2_{0, \partial T_y} \leq C\left( \frac{1}{h_x} \left\| (v - v^I) \right\|^2_{0,T} + h_x \left\| (v - v^I) \right\|^2_{0,T} \right).
\]
With the well known anisotropic nodal interpolation error estimates for $v \in H^3(T)$:
\[
\left\| (v - v^I) \right\|_{0,T} \leq C(h_x^2 \|v\|_{0,T} + h_x h_y \|v\|_{0,T} + h_y^2 \|v\|_{0,T}),
\]
\[
\left\| (v - v^I) \right\|_{0,T} \leq C(h_x \|v\|_{0,T} + h_y \|v\|_{0,T}),
\]
we complete the proof.

**Lemma 28.** Assume $|S|_{3} \leq C$ and $e^{1/2} \leq (\ln N)^{-2}$ then there is a positive constant $C$ such that
\[
\sum_{e \in \mathcal{E}(I)} \left\| \left[ \frac{\partial (u - u^I)}{\partial n} \right] \right\|^2_{0,e} \leq C N^{-3},
\]
\[
\sum_{e \in \mathcal{E}(III)} \left\| \left[ \frac{\partial (u - u^I)}{\partial n} \right] \right\|^2_{0,e} \leq C e^{-1/2} N^{-3}(\ln N)^4.
\]

**Proof.** Recall that by construction the normal derivative of $u^*$ is continuous across type-II and type-IV edges, i.e. across long edges of anisotropic elements and within the subdomains close to the four corners of $\Omega$. Let $e \subset \overline{\Omega}_0$ be a type-I edge. Since $u^*$ is defined by nodal interpolation on the two elements $T_1$ and $T_2$ that share the edge $e$ we find with Lemma 27 that
\[
\left\| \left[ \frac{\partial (S - S^I)}{\partial n} \right] \right\|_{0,e} = \left\| \frac{\partial (S - S^I)}{\partial n} \right\|_{T_1} + \left\| \frac{\partial (S - S^I)}{\partial n} \right\|_{T_2} \leq C H^{3/2} (|S|_{3,T_1} + |S|_{3,T_2}).
\]
Hence,
\[
\sum_{e \in \mathcal{E}_3(\Omega_0)} \left\| \left[ \frac{\partial (S - S^I)}{\partial n} \right] \right\|^2_{0,e} \leq C H^3 |S^I|^2_{3,\Omega_0} \leq C N^{-3}.
\]

Next we abbreviate $E = u - S$. In $\Omega_0$ the layer components $E$ are pointwise small and smooth, hence on a type-I edge $e \in \mathcal{E}(I)$ we use inverse estimates to obtain
\[
\left\| \left[ \frac{\partial (E - E^I)}{\partial n} \right] \right\|_{0,e} = \left\| \left[ \frac{\partial (E^I)}{\partial n} \right] \right\|_{0,e} = \left\| \frac{\partial (E^I)}{\partial n} \right\|_{T_1} + \left\| \frac{\partial (E^I)}{\partial n} \right\|_{T_2} \leq C H^{-1/2} \left( \left\| \frac{\partial (E^I)}{\partial n} \right\|_{0,T_1} + \left\| \frac{\partial (E^I)}{\partial n} \right\|_{0,T_2} \right) \leq C H^{-3/2} (\|E^I\|_{0,T_1} + \|E^I\|_{0,T_2}).
\]
A summation over all type-I edges then yields
\[
\sum_{e \in \mathcal{E}(I)} \left\| \frac{\partial (E - E^f)}{\partial n} \right\|_{0,e}^2 \leq C H^{-3} \| E^f \|_{0, \Omega_0}^2 \leq C H^{-3} \| E \|_{2, \Omega_0}^2 \leq C H^{-3} N^{-2 \lambda_0} \leq C N^{-3}.
\] (129)

Combining (128) and (129) we arrive at (126).

It remains to estimate the jump of the normal derivative across short edges of anisotropic elements which are of type III. Let \( e = T_1 \cap T_2 \subset \Omega \) denote such an edge. We shall first deal with the case that \( T_1 \) and \( T_2 \) are anisotropic elements. Again, we split \( u \) into smooth and layer components and estimate
\[
\| [D^{(1,0)}(S - \Pi^y S)]_{0,e} \|_{0,e} \leq \| D^{(1,0)}(S - \Pi^y S)|_{T_1} \|_{0,e} + \| D^{(1,0)}(S - \Pi^y S)|_{T_2} \|_{0,e}.
\]

Lemma 26 gives for the smooth part
\[
\| D^{(1,0)}(S - \Pi^y S)|_{T} \|_{0,e}^2 \leq C \left( \| D^{(1,0)}(S - \Pi^y S)||_{0,T}^2 \| D^{(2,0)}(S - \Pi^y S)||_{0,T}^2 \right)
\]
\[
+ \frac{1}{H} \| D^{(1,0)}(S - \Pi^y S)\|_{0,T}^2
\]
\[
\leq C (H^2 H + H^{-1} H^4) |S|_{3,T} \leq C N^{-3}|S|_{3,T}.
\]

A summation of all type-III edges then yields
\[
\sum_{e \in \mathcal{E}(III)} \left\| \left[ \frac{\partial}{\partial n}(S - S^*) \right] \right\|_{0,e}^2 \leq C N^{-3}|S|_{2,\cup_{i=1}^{L_0}} \leq C N^{-3}.
\] (130)

With the layer component \( E_1 \) we proceed in a similar manner
\[
\| D^{(1,0)}(E_1 - \Pi^y E_1)|_{T} \|_{0,e}^2 \leq C \left( \| D^{(1,0)}(E_1 - \Pi^y E_1)||_{0,T} \| D^{(2,0)}(E_1 - \Pi^y E_1)||_{0,T} \right)
\]
\[
+ \frac{1}{H} \| D^{(1,0)}(E_1 - \Pi^y E_1)\|_{0,T}^2
\]
\[
\leq C e^{-1/2} N^{-3} (\ln N)^4.
\] (131)

Any other layer component \( E \neq E_1 \) can handled similarly as in the interior subdomain \( \Omega_0 \):
\[
\| D^{(1,0)}(E - \Pi^y E)\|_{0,e} \leq C H^{-3/2}(\|\Pi^y E\|_{0,T_1} + \|\Pi^y E\|_{0,T_2}).
\]

Hence,
\[
\sum_{e \in \mathcal{E}(III)} \left\| \left[ \frac{\partial}{\partial n}(E - E^*) \right] \right\|_{0,e}^2 \leq C H^{-3}(\|\Pi^y E\|_{0,\Omega_1,\cup_{i=1}^{L_0}} + \|\Pi^y E\|_{0,\Omega_2,\cup_{i=1}^{L_0}}) \leq C e^{1/2} N^{-3} \ln N,
\] (132)
as shown in (101). In order to estimate the jump of the normal derivative of \( u - u^* \) across short interior edges of for instance \( \Omega_1 \) it remains to estimate the jump of the \( x \)-derivative of the term
\[
\sum_{i=N/2}^{3N/4} \frac{\partial(u^f - u)}{\partial y} \bigg|_{(x_i/2, y_j)} \ell_{i/2}(x) \psi_j(y)
\]
across these edges. With Lemma 26 and (93) one easily sees that this term is better behaved than \([D^{(1,0)}(u - \Pi^y u)]\).

Finally, we consider type-III edges that are shared by an anisotropic element and a small square shaped one in the subdomains close to the corners of \( \Omega \). The common edge is then a subset of \( \partial \Omega_f \setminus \partial \Omega \).
Let for instance \( T_1 \in \mathcal{O}_1 \) and \( T_2 \in \mathcal{O}_{12} \) denote such elements. Then the normal derivative of \( u^* \) jumps across the common edge at \( x = \lambda \). Since

\[
\left\| \frac{\partial (u - u^*)}{\partial n} \right\|_{0,e} = \left\| \frac{\partial (u - u^*)}{\partial n} \right\|_{T_1} + \left\| \frac{\partial (u - \tilde{\Pi} u)}{\partial n} \right\|_{T_2},
\]

we can estimate the first summand like before and it remains to estimate the second one. We start off with a trace inequality

\[
\|D^{(1,0)}(u - \tilde{\Pi} u)\|_{T_2} \leq C\left( \frac{1}{h} |u - \tilde{\Pi} u|_{1,T_2} + h |u - \tilde{\Pi} u|_{2,T} \right).
\]

Hence, with (94):

\[
\|D^{(1,0)}(u - \tilde{\Pi} u)\|_{\Omega_{12}} \leq C\left( \frac{1}{h} |u - \tilde{\Pi} u|_{1,\Omega_{12}} + h |u - \tilde{\Pi} u|_{2,\Omega_{12}} \right)
\leq Ch \lambda |u|_{3,\Omega_{12}} \leq \lambda Ch^3 \lambda H(\Omega_{12}) |u|_{W^{3,\infty}(\Omega_{12})}
\leq C \lambda^2 h^{-1} |u|_{2,\Omega} \lambda^2 \lambda h^{-3} |\lambda|_{\Omega} \lambda^2 \lambda h^{-3} \lambda = C \lambda^{-1} |u|_{2,\Omega} \lambda^2 \lambda h^{-3} \lambda.
\]

Collecting (126), (130), (131), (132) and (133) we arrive at (127) and finish the proof. \( \square \)

**Remark 20.** Under additional compatibility conditions on the right hand side \( f \) it should be possible to remove the dependency of the third-order derivatives of the smooth part \( S \) on \( \varepsilon \) in (87b), giving \( \|S\|_3 \leq C \). However, assuming \( \|S\|_3 \leq C \) is of course weaker than requiring that all third-order derivatives of \( u \) are pointwise bounded uniformly with respect to \( \varepsilon \).

**Remark 21.** Let \( \varepsilon \) denote a horizontal long edge of an anisotropic macro-element. The interpolation operator \( \Pi^\varepsilon \) features a stability of the form

\[
\| (\Pi^\varepsilon v) \|_{\infty,e} \leq C \| v \|_{\infty,e}.
\]

However, this seems to lead only to the estimate \( \| (\Pi^\varepsilon E_1) \|_{0,e} = O(\varepsilon^{-1}) \) which is not good enough for our purposes. That is why we use a modification of \( \Pi \) in the definition of \( u^* \) in order to match the normal derivatives on both sides of \( \partial \Omega_0 \).
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