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Abstract

Graph neural networks have gained prominence due to their excellent performance in many classification and prediction tasks. In particular, they are used for node classification and link prediction which have a wide range of applications in social networks, biomedical data sets and financial transaction graphs. Most of the existing work focuses primarily on the monoplex setting where we have access to a network with only a single type of connection between entities. However, in the multiplex setting, where there are multiple types of connections, or layers, between entities, performance on tasks such as link prediction has been shown to be stronger when information from other connection types is taken into account. We propose an algorithm for scalable learning on multiplex networks with a large number of layers. The efficiency of our method is enabled by an online learning algorithm that learns how to sample relevant neighboring layers so that only the layers with relevant information are aggregated during training. This sampling differs from prior work, such as MNE, which aggregates information across all layers and consequently leads to computational intractability on large networks. Our approach also improves on the recent layer sampling method of DEEP\textsc{PLEX} in that the unsampled layers do not need to be trained, enabling further increases in efficiency. We present experimental results on both synthetic and real-world scenarios that demonstrate the practical effectiveness of our proposed approach.

1 Introduction

Graph Neural Networks (GNNs) [Bruna et al., 2013; Duvenaud et al., 2015; Gilmer et al., 2017] have been unprecedentedly successful in many high-impact applications, ranging from drug discovery to financial and social network analyses. Most of the prior work on GNNs has focused on the monoplex setting where we have access to a network with only a single type of connection between entities. However, in many real-world settings two nodes may be connected in more than one way. For example, a person may be a part of multiple social networks such as Facebook, Twitter, and/or Instagram, among others. In this case, the person’s connections on, e.g., Facebook, may reveal information about their connections on other platforms, and more generally, be intricately linked with their graphical connectivity on other platforms. A multiplex network is a representation of such connectivity.

A multiplex network is composed of multiple layers, i.e., sub-networks where only one type of connection is present. In the context of the previous example, the Facebook network is a single layer of the multiplex network. The multiple layers (Facebook, Twitter, Instagram) then constitute the multiplex as a whole. Given the increasing need to model and learn from these intricate connections, the question of how to best model and train multiplexes has recently gained significant interest. This question is further motivated by the immense computational complexity of learning on graphs comprised of multiple sub-networks, each of which is computationally intensive to train in itself.

1.1 Background

In our work, we focus on the problem of computationally-efficient link prediction in the multiplex setting. Prior work in scalable training multiplex networks includes Multiplex Network Embedding (MNE) [Zhang et al., 2018] and DEEP\textsc{PLEX} [Potluru et al., 2020] which extends the monoplex setting of SEAL [Zhang et al., 2018]. Note that there is a rich history of literature for link prediction problems in the monoplex settings encompassing both unsupervised and supervised approaches [Liben-Nowell and Kleinberg, 2007; Adamic and Adar, 2003; Katz, 1953; Grover and Leskovec, 2016; Kipf and Welling, 2016; Perozzi et al., 2014; Tang et al., 2015; Zhang and Chen, 2018; Yun et al., 2021].

MNE In MNE [Zhang et al., 2018] the idea is to learn a base embedding that utilizes information regarding all the links in all the sub-networks and individual node embeddings for each of the layers. Concretely, given a network of layers \(G_1, \ldots, G_L\) where we have \(L\) layers and \(G_i = (N_i, E_i)\) corresponding to sets of \(N_i\) nodes and \(E_i\) edges, MNE learns a node embedding \(v^i_n = b_n + w^i X^i u^i_n\) where \(X^i \in \mathbb{R}^{n_i \times d}\), \(b_n\) correspond to the base node embedding and \(u^i_n\) to the individual node embedding for the layer, respectively, and \(w^i\) are the learned weights. The matrices \(X^i\) account for the high-
dimensional global embeddings with the lower dimensional individual embeddings. The model is learned by utilizing random walks on each layer type to generate a sequence of nodes and a skip-gram algorithm is used to learn the embeddings. Although MNE has been successful on real-world data sets, it is not able to handle multiplexes with many layers in a computationally efficient way because it aggregates information over all layers – including those that may not be relevant for the layer under consideration.

**DEEPLEX** Aggregating information across all the layers as in MNE not only necessitates training all of the layers at each time step, but also incorporating the dense embeddings of all other layers in training a model such as a feed-forward neural network; this means that a larger number of model parameters have to be learned due to the increase in the input size to the networks. To overcome this shortcoming, DEEPLEX considers sampling $k$-nearest layers for a suitably chosen $k$ while training the network. The premise of this approach is that not all layers will be relevant for the current layer’s embedding, and those layers whose embeddings are most similar to the current one should be sampled. The authors hence use a NeuralSort operator to obtain a continuous relaxation of the output of a sorting operator, and subsequently train the network (and the sort operator) in the standard way to learn both the architecture and the sorted order of neighboring layers.

DEEPLEX has shown promise as a scalable approach for multiplexes. However, its main focus was on the inference-time complexity where we are interested in predicting at a layer based without utilizing all of the (embedding) information from the entire multiplex network. Additionally, DEEPLEX suffers from the computational complexity of learning a $k$-nearest layers model for each layer, which can be prohibitively expensive when the number of layers is large.

**Scalability via Regret Minimization** A related line of work has investigated the use of bandit algorithms to tame the complexity of Graph Neural Networks by sampling neighboring nodes during the aggregation step which entails a sum over all neighbors [Liu et al., 2020; Zhang et al., 2021]. In [Liu et al., 2020], the authors approximate the aggregation across all neighbors via a small subset of neighbors that is sampled according to a variant of the Exponential-weight algorithm for Exploration and Exploitation (Exp3) algorithm (Auer et al., 2002). However, these works impose restricting assumptions on the norm of the embeddings and require a priori knowledge of instance-specific parameters. They also employ fixed learning rates that are based on a worst-case analysis. Our approach, on the other hand, is adaptive and parameter-free and does not impose any assumption on the embeddings or the losses. This enables the use of any user-specified loss metric with our method. This also leads to instance-specific bounds that are strictly better.

### 1.2 Our Contributions

In this work, we focus on increasing the efficiency of training and predicting with multiplex networks via adaptive sampling of the relevant layers. Namely, we use an online learning algorithm for each layer that adaptively learns a sampling distribution over the neighboring layers. Unlike MNE, our approach selectively hones in on the information from relevant layers, rather than the full set of information available, in order to obtain speedups in both training and inference. Moreover, unlike DEEPLEX, our approach does not require learning a $k$-nearest layers model for each layer, hence, it is applicable even during training.

In particular, this paper contributes the following:

- A formulation of the multiplex layer sampling problem as an online learning problem with partial information
- An algorithm for adaptive identification and sampling of important layers of a multiplex network for training
- Evaluations and comparisons on real-world data sets that demonstrate the practicality of our approach

### 2 Problem Definition

Consider a multiplex network $\mathcal{G}$ with $L$ layers (subnetworks). This means that for any layer $i \in [L]$, we have that layer $i$ has $n = L - 1$ neighboring nodes whose embedding information can be used towards learning the embedding of layer $t$ at each time step $t$. Suppose we have $T$ training time steps. The embedding of each layer $j \in [L]$ at each time step $t \in [T]$ is denoted as $v_j(t)$.

For a fixed layer $i \in [L]$, we consider the problem of sampling $k$ relevant layers at each time step of the training. Subsequently, this procedure will be extended for sampling neighbors of all $L$ layers. Here, we assume that at time step $t \in [T]$ the relevancy of a neighboring layer $j \in [n]$ can be quantified by a loss $\ell_{t,j} \geq 0$. The smaller the loss, the more relevant the layer $j$ towards the embedding of layer $i$ under consideration. Under this general setting, the question is what should the sampling distribution of the neighboring layers be so that we only consider the relevant layers?

This dilemma is known as the exploration-exploitation trade-off and has been well-studied in the multi-armed bandits and online learning with partial information settings. Here, one way to resolve this interdependence is to formulate the problem as one of minimizing regret relative to the best action that we could have taken in hindsight. Hence, in the context of the setting above, we would like to generate a sequence of probability distributions $(p_1, \ldots, p_T)$ such that our regret relative to the best distribution in hindsight is minimized:

$$\text{Regret} \left((\ell_t, p_t)_{t \in [T]}\right) = \sum_{t} (p_t, \ell_t) - \min_{p \in \Delta} \sum_{t} (p, \ell_t), \quad (1)$$

where $\Delta = \{p \in [0, 1]^n : \sum_{k \in [n]} p_k = k\}$. In this paper, we focus on $k = 1$ and discuss extensions to $k > 1$ in Sec. 5.

### 3 Method

Multi-armed Bandits (MAB) and online learning with partial information literature is rich with algorithms that attempt to minimize the regret expressed in Eq. (1) [Orabona, 2019; Luo and Schapire, 2014; Luo and Schapire, 2015; Gaillard et al., 2014; Bubeck and Cesa-Bianchi, 2012; Koolen and Van Erven, 2015]. In this paper, we focus on a subclass of online learning algorithms that can handle the partial information setting, where the entire loss vector $\ell_t \geq 0$ is not visible, but rather, only the losses of the $k$ elements we sample according to $p_t$ are
visible. Here, for a given layer $i$ the loss of a neighboring layer $j$ at time step $t$ of the training process, $\ell_{t,i}$, is a user-specified measure of whether or not layer $j$’s embedding would be helpful for the training of layer $i$.

In Sec. 4 we outline and experiment with various definitions of loss. In this context, it appears that we can apply a standard bandit algorithm or a variant of previous work that was focused on bandit sampling of nodes [Liu et al., 2020; Zhang et al., 2021]. However, one issue is that virtually all of the prior work in taming the exploration-and-exploitation trade-off assumes that the losses are bounded in the interval $[0, 1]$, which is not guaranteed to be the case for all user-specified metrics. Although we could use heuristics to get around this limitation by, e.g., capping the losses to be at most 1 and applying standard algorithms, this may yield bad results in practice – for instance when all losses are greater than 1, they become indistinguishable after the capping. This assumption also imposes restrictions on the applicability of our algorithm with any user-specified loss metric.

### Algorithm 1 Exp3+

1. $L \leftarrow 0 \in \mathbb{R}^n$ (Cumulative Loss); $E_0 \leftarrow 1$ (Loss range); $V_0 \leftarrow 0$ (Cumulative variance)
2. for each round $t \in [T]$ do
3. $\eta_t \leftarrow \min \{1/E_{t-1}, \sqrt{\log n / \Delta_t} \}$ if $t \geq 2$, 0 o.w.
4. $p_{t,i} \leftarrow \exp(\eta_t \hat{\ell}_{t,i})$ for each $i \in [n]$
5. $p_{t,i} \leftarrow p_{t,i} / \sum_{j \in A_i} p_{t,j}$ for all $i$ (Normalize)
6. Random draw $i_t \sim p_t$
7. Adversary reveals $\ell_{t,i_t}$ and we suffer loss $\ell_t,i_t$
8. Construct unbiased estimate $\hat{\ell}_t$
   $$\forall i \in [n] \quad \hat{\ell}_{t,i} \left\{ \begin{array}{ll} \ell_{t,i} & \text{if } i = i_t, \\ 0 & \text{otherwise} \end{array} \right.$$ 
9. $L \leftarrow L + \hat{\ell}_t; \Delta_t \leftarrow \max_{i \in [n]} |\hat{\ell}_{t,i} - \ell_{t,i}|$
10. $E_t \leftarrow \max \{E_{t-1}, 2^k \}$ where $k = \lceil \log_2 \Delta_t \rceil$
11. $V_t \leftarrow V_{t-1} + \left( \left( \hat{\ell}_{t,i} - \ell_{t,i} \right)^2 \right)$
12. end for

To overcome these challenges, we adopt the approach of [Cesa-Bianchi et al., 2007] (see Alg. 1) which relies on a time-varying learning rate that can adapt to any range of losses $E$ [Sanii et al., 2014; Auer et al., 2002] and leads to an instance-specific variance bound. Here, the main idea is to adaptively update the value of a scaling factor $E_t$ which essentially denotes the range of the losses we have seen so far as a power of 2 (Line 10). The learning rate $\eta_t$ is then scaled automatically as a function of $E_{t-1}$ and the variance of the losses we have seen so far to account for this update (Line 3). The result is an adaptive algorithm that scales to the range of losses seen in practice.

To put it all together in the case of multiplex layer sampling, the idea is to have a separate instance of Alg. 1 for each layer of the network and update the sampling distribution accordingly as shown in Alg. 1. This means that we will have $L$ separate algorithm instances, one for each layer, that will learn the sampling distribution over the $[n] = [L-1]$ neighboring layers for that specific layer.

It can be shown by adapting the analysis in [Cesa-Bianchi et al., 2007] that we have the following bound on the regret defined by Eqn. 1. We emphasize here that unlike the work of [Liu et al., 2020; Zhang et al., 2021], our approach is fully parameter-free and does not impose any assumptions on the magnitude or range of the losses. Additionally, in the context of $\max_{i,t} \ell_{t,i} \leq 1$ as in prior work, the bound below is strictly better since $\mathcal{V}_T \leq T/4$ in this case.

**Theorem 1.** The regret $\text{Regret}((\hat{\ell}_t, p_t)_{t \in [T]})$ of Alg. 1 over $T$ time steps is bounded above by

$$6 \sqrt{\mathcal{V}_T \log n + 10M \log n}$$

where $\mathcal{V}_T$ is the cumulative variance, i.e.,

$$\mathcal{V}_T = \sum_{t \in [T]} \sum_{i \in [n]} p_{t,i}^{2} (\hat{\ell}_{t,i} - \langle \hat{\ell}_t, p_t \rangle)^2$$

and $M = \max_{i \in [T]} \max_{i \in [n]} |\ell_{t,i} - \ell_{t,i}|$, and $n$ is the number of neighboring layers to sample from.

**Proof.** The theorem follows from the analysis of [Cesa-Bianchi et al., 2007 Theorem 3], the only exception here is that we deal with losses rather than payoffs in the partial information setting where we deal with $\hat{\ell}$. Here, we derive the result for our application. The main idea is to bound the regret by an appropriately defined potential function whose aggregation over the $T$ iterations can be adequately controlled.

Let $\tilde{\ell}_t = (\hat{\ell}_t, p_t)$ denote the expected loss at round $t$ and define the potential function $\Phi_t = \frac{1}{m} \log \left( \sum_{i \in [n]} p_{t,i} \exp \left( -\eta_t (\tilde{\ell}_{t,i} - \hat{\ell}_{t,i}) \right) \right)$. Invoking a technical helper lemma [Cesa-Bianchi and Lugosi, 2006 Lemma 2.5] or [Cesa-Bianchi et al., 2007, Lemma 31] we obtain for the regret after $T$ iterations

$$\text{Regret}((\tilde{\ell}_t, p_t)_{t \in [T]}) \leq \frac{2 \log n}{\eta T + 1} + \sum_{t \in [T]} \Phi_t = (A) + (B)$$

Hence, all that remains is to bound the terms (A) and (B). The bound on (A) follows by definition of $\mathcal{V}_T$, hence $(A) \leq 2 \max \{E \log n, \sqrt{T \mathcal{V}_T \log n} \}$, where $E = \max_{i \in [T]} \max_{i \in [n]} |\ell_{t,i} - \ell_{t,i}| \geq E_T$.

Bounding (B) requires bounding the individual potentials $\Phi_t$ and this turns out to be much more involved. To that end, we will use the following observation (obtained by inspection of the derivative). The ratio $(e^x - (1 + x))/x^2$ is increasing for all $x \in [-1, 1]$ and is equal to $(e - 2) - 2x$. This implies that for all $x \in [-1, 1]$, $e^x \leq 1 + x + (e - 2)x^2$. Let $x_{t,i} = -\eta_t (\tilde{\ell}_{t,i} - \hat{\ell}_{t,i})$. There are two cases to consider.

If $E_t = E_{t-1}$, then we have $x_{t,i} \in [-1, 1]$ by definition of the learning rate and $E_t$. Hence, we can apply the inequality above on the exponential function to obtain

$$\Phi_t \leq \frac{1}{\eta_t} \log \left( \sum_{i \in [n]} p_{t,i} (1 + x_{t,i} + (e - 2)x_{t,i}^2) \right)$$

$$\leq (e - 2)\eta_t \sum_{i \in [n]} p_{t,i} (\tilde{\ell}_{t,i} - \hat{\ell}_{t,i})^2.$$
which follows by \( \sum_{t \in [n]} p_{\ell,t}x_{t,i} = \eta \sum_{t \in [n]} p_{t,i}(\hat{\ell}_{t,i} - \bar{\ell}_t) = 0 \) and the last inequality by \( 1 + x \leq e^x \).

If \( E_t \neq E_{t-1} \), we can no longer use the upper bound on the exponential, however, we trivially have \( \Phi_t \leq \frac{1}{n} \log \left( \max_{t \in [n]} \exp(x_{t,i}) \sum_{t \in [n]} p_{t,i} \right) \leq E_t \).

To deal with the two differing cases, let \( \mathcal{T} \subset [T] \) denote the set of time points such that \( E_t \neq E_{t-1} \). Then,

\[
\sum_{t \in \mathcal{T}} \Phi_t \leq \sum_{t \in \mathcal{T}} E_t + (c - 2) \sum_{t \notin \mathcal{T}} \eta \sum_{i \in [n]} p_{t,i}(\hat{\ell}_{t,i} - \bar{\ell}_t)^2 = \hat{V}_t - \hat{V}_{t-1},
\]

where \( \hat{V}_t = \sum_{t' \in [t]} \sum_{t \in [n]} p_{t',i}(\hat{\ell}_{t',i} - \bar{\ell}_{t'})^2 \) is the cumulative variance up to time point \( t \).

Now consider a collection of \( r \) regimes \( \mathcal{R}_1, \ldots, \mathcal{R}_r \) where each regime \( \mathcal{R}_i = [a_i, b_i] \) denotes the set of discrete time steps \( a_i, a_i + 1, \ldots, b_i \) such that \( E_{a_i} = E_{a_i+1} = \cdots = E_{b_i} \). Consider an arbitrary regime \( \mathcal{R} \) with start and end points \( a \) and \( b \) and let \( c \in [a, b] \) denote the first integer time step when \( \hat{V}_c > E_a^2/4 \). Then, using \( \hat{V}_c \leq \hat{V}_{c-1} + E_a^2/4 \) by Popoviciu’s inequality on variances and \( \hat{V}_{c-1} \leq E_a^2/4 \), \( \hat{V}_c \leq E_a^2 / 2 \). This yields

\[
\sum_{t=a}^b \eta(\hat{V}_t - \hat{V}_{t-1}) \leq E_a/2 + \sqrt{\log n} \sum_{t=c+1}^b \hat{V}_t - \hat{V}_{t-1}. \]

We then observe that since \( \hat{V}_t \leq \hat{V}_{t-1} + E_a^2 / 4 \) and \( \hat{V}_{t-1} \geq E_a^2 / 4 \) for \( t \geq c+1 \), we have \( \hat{V}_t \leq 2\hat{V}_{t-1} \), and thus \( \hat{V}_t - \hat{V}_{t-1} / \sqrt{\hat{V}_{t-1}} \leq (\sqrt{2} + 1)/(\sqrt{2} - 1) \). Continuing from above and using a telescoping argument and \( \hat{V}_c \geq \hat{V}_a \), we obtain

\[
\sum_{t=a}^b \eta(\hat{V}_t - \hat{V}_{t-1}) \leq E_a/2 + 4 \sqrt{\hat{V}_T} \log n.
\]

Taking the sum over all \( r \) regimes and another telescoping arguments yields

\[
\sum_{t \in [T]} E_{a_i} / 2 + 4 \sqrt{\hat{V}_T} \log n.
\]

All that remains to bound the sum of potentials is to observe that \( \sum_{t \in [n]} E_{a_i} = \sum_{t \in \mathcal{T}} T \) and that \( \sum_{t \in [n]} E_{a_i} \leq \sum_{i=1}^{\log_2 E} 2^i \leq 4E \). Putting it all together, we obtain

\[
\text{Regret}((\hat{\ell}_t, p_t)_{t \in [T]}) \leq 6E + 4E \log n + 6 \sqrt{\hat{V}_T} \log n.
\]

The final step is to bound \( \text{Regret}((\hat{\ell}_t, p_t)_{t \in [T]}) \) on the entire loss vector sequence \( \hat{\ell}_t \) rather than the partially observed losses \( \hat{\ell}_t \). To do so, note that conditioned on actions in rounds \( 1, \ldots, t-1, \hat{\ell}_t \) is an unbiased estimator for \( \ell_t \) by construction.

The theorem then follows using linearity of expectation to obtain

\[
\text{Regret}((\hat{\ell}_t, p_t)_{t \in [T]}) = \mathbb{E} \left[ \text{Regret}((\hat{\ell}_t, p_t)_{t \in [T]}) \right],
\]

the above bound, and Jensen’s inequality.

4 Results

We evaluated our approach in the link prediction setting and compared its performance to that of uniform sampling neighboring layers on the following data sets. The data sets are described below and further information about the core data sets can be found in Table 1. The results were averaged over 10 trials with 5-fold cross validation.

| Network       | Layers | Nodes | Edges |
|---------------|--------|-------|-------|
| rand internship | 6      | 51    | 1382  |
| CKM           | 3      | 246   | 1551  |
| Vickers       | 3      | 29    | 740   |
| small 3 layers | 3      | 18    | 541   |
| LAZEGA        | 3      | 71    | 2223  |
| EU AIR        | 37     | 450   | 3588  |

Table 1: Relevant data sets used for the evaluations.

- **rand internship**: a synthetic data set that comprised of 6 layers, where the first layer is taken from the CKM data set, and the remaining 5 layers are generated randomly so that they are of 90%, 10%, 10%, 5%, and 1% similar to the first layer
- **CKM**: Physicians data collected from towns in Illinois
- **Vickers**: Vickers consists Data from seventh grade students who were asked 3 types of questions
- **small 3 layers**: a small network where the first layer is the first layer of the Vickers data set, and the second and third layers are of 90% and 10% similarity to the first
- **LAZEGA**: a Social network describing 3 relationships between law firm partners and associates
- **EU AIR**: contains direct flights between cities for 37 different European airlines

4.1 Euclidean Distance Loss

In this subsection, we evaluate the performance of our approach define the similarity between the layers with respect to the Euclidean distance between their embeddings. That is, for sampling the neighbors of layer \( i \in [L] \), the loss of a neighboring layer \( j \in [n] \) at time step \( t \) is given by

\[
\ell_{t,j} = \left\| v_{i}^{(t)} - v_{j}^{(t)} \right\| \quad \forall j \in [n].
\]

Figs. 1 and 2 depict the results of our evaluations on the data sets enumerated above at each epoch during the training of the networks. In particular, in Fig. 1 we observe the test accuracy of the multiplex network at each epoch during the training with uniform sampling (blue) and our method (red) of sampling the relevant layers. From Fig. 2 we note that our approach performs uniformly better in test accuracy relative to uniform sampling, and at times, by a very significant margin – up to +15% test accuracy (absolute terms). In particular, for the synthetic examples we constructed (rand-internship and small-3-layers) where there is a significant amount of similarity between certain layers, our algorithm is able to adaptively learn and sample the most relevant layers for training. Interestingly, for real-world data sets, a more modest, but significant improvement in test accuracy exists relative to uniform sampling. For example, we outperform uniform sampling by up to 8% (absolute terms) test accuracy for the VICKERS data set in early stages of the training, and consistently outperform uniform sampling on the LAZEGA and EUAIR data sets across all training iterations.

In addition to the boosts in the test accuracy of the network, we also considered the training accuracy of our approach...
across the varying training iterations in Fig. 2. Here, we see a similar trend as before: our approach uniformly outperforms uniform sampling on all data sets in context of the entire training regime. In fact, for the train accuracy, our approach leads to arguably more significant gains as evidence by the results on, e.g., small-3-layers, where the gap in performance is over 15% in absolute accuracy.

4.2 Cosine Similarity Loss
In the previous subsection, we used the Euclidean distance between the embeddings quantify the loss of the neighboring layers. Next, we evaluate the performance of our approach using the cosine similarity metric where for each layer $i \in [L]$ the loss of each neighbor $j \in [n]$ is defined as

$$\ell_{t,j} = 1 - \frac{(v_i^{(t)}, v_j^{(t)})}{\|v_i^{(t)}\| \|v_j^{(t)}\|}.$$  

Fig. 3 depicts the results of our evaluations. Here, we can see a similar trend in performance as in the case of Euclidean loss, except the performance of the cosine similarity metric seems to be slightly better in some of the real-world data sets.

5 Discussion
Overall, our results in Sec. 5 suggest that our bandit sampling approach has the potential to lead to significant gains over uniform sampling on both synthetic and real-world data sets.

5.1 Open Problems
1. Extending our algorithm and the corresponding regret analysis to sampling multiple layers (i.e., $k > 1$). Our ongoing work suggests that this can be done using the dependent randomized rounding procedure to sample $k$ layers with probabilities $p_i$ such that $\sum_{i \in [n]} p_i = k$ and the technique of [Uchiya et al., 2010].
2. Balancing the trade-off between sampling layers and the amount of time spent training the sampled layer.
3. Additional experimentation with varying losses and analysis into the class of appropriate loss functions. The losses considered in the paper account for proximity in the embedding space, but it would be ideal to specify a loss for classification or prediction performance.

6 Conclusion
In this work, we proposed a novel layer-sampling method to accelerate the train and prediction performance of layer multiplex networks with many layers. Unlike prior work, our approach adaptively learns a sampling distribution over the neighbors of each layer so that only the layers with relevant information will be sampled and used in training and prediction. Unlike prior work in scalable multiplex learning, our approach has potential to alleviate the training and inference-time requirements of large multiplex networks with a large number of layers by focusing only on the relevant information at each time step. We presented empirical evaluations that support the practical effectiveness of our approach on a variety of synthetic and real-world data sets.
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Figure 2: Train accuracy using the Euclidean distance metric for the loss (Eqn. 2).

Figure 3: Test accuracy using the Cosine Similarity Metric (Eqn. 3).
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