Abstract—Digital Twin technology is playing a pivotal role in the modern industrial evolution. Especially, with the technological progress in the Internet-of-Things (IoT) and the increasing trend in autonomy, multi-sensor equipped robotics can create practical digital twin, which is particularly useful in the industrial applications for operations, maintenance and safety. Herein, we demonstrate a real-world digital twin of a safety-critical robotics applications with a Franka-Emika-Panda robotic arm. We develop and showcase an edge-assisted collaborative digital twin for dynamic obstacle avoidance which can be useful in real-time adaptation of the robots while operating in the uncertain and dynamic environments in industrial IoT.

I. INTRODUCTION

The emergence of the Industry 4.0 has revolutionized the modern industrial applications. Especially, the rapid advancement in the automation and the Internet-of-Things (IoT) technologies [1], have enabled increasing applications of robotics in the industrial domains for autonomous operations, enhanced scalability and reducing cost. Digital twin, on the other hand, is a framework where a physical entity and its surrounding environment can be reproduced digitally for remote operations, maintenance and safety. In the field of robotics, the digital twin technology is revolutionizing many industrial applications including the manufacturing, healthcare, connected and autonomous vehicles, construction and many others [2]. Herein, we address a scenario of safety-critical industrial robotics application, where an autonomous operation of a robotic arm can come across uncertainties or dynamics in the environment. A complete autonomous adaptation of the robot coping with the uncertainties [3] may not be safety-proof and can cause multifold damage in the robotic operations and cost. To mitigate the problem, a robust digital-twin can help remotely monitoring the behavior of the robot and the environment in real-time, creating a blocking closed-loop operation ensuring the safety. We propose the digital twin will be collaborative and edge-assisted, i.e., autonomously operated until uncertainties are detected by an edge computing unit, upon which the digital twin will re-plan the robot motions and deploy when it is safe. Note that the industrial robotics applications are safety-critical but not mission-critical. So, a blocking closed-loop does not fail the mission but increases safety. Additionally, unlike an offline digital twin where problem is resolved offline after long time, or a complete teleoperation which is expensive in terms of human effort and cost, our edge-assisted collaborative digital twin ensures safety while minimizing the cost of resolving the uncertainties in operation.

II. SYSTEM OVERVIEW

Fig. 1 shows the overall architecture of our edge-assisted collaborative digital twin of a safety-critical robotic arm application. It consists of the following components: Physical Entity: The physical entity consists of the real-world robotic arm and associated sensors, actuators and other physical devices in the surrounding environment. It also contains a physical process or operation running with the robot. Digital Entity: The digital entity, usually created in a remote location, consists of the digital replica of the robot along with its ambience is reproduced. It also reproduces the physics, kinematics of the behavior of the robot in simulation. Edge Computing: The edge computing unit resides at the site of the physical robot in the industry and help processing the information acquired by the IoT sensors. The edge computing helps in running AI-driven algorithms for detection of uncertainties in the environment, and the preprocessed information can be conveyed to its digital twin with much lower latency than sharing raw data. Digital Twin Controller: The edge informed dynamic information is replicated in soft-real-time on the digital entity at
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the digital twin controller which evaluates if any changes in motion plan is needed. If needed, it triggers autonomous algorithms for adaptation at the digital entity first, then evaluate by a human in the loop for validation before deploying updated motion plan to the physical counterpart.

**Visualization Tools**: The digital site also consists of extensive visualization tools that not only shows the robotic movement in real-time but also reproduces any dynamic changes in the environment, e.g., an obstacle in digital simulation. Additionally, the performance of the physical vs digital robots including movements, speed, states can be monitored in real-time plots with advanced IoT visualization tools.

**III. SETUP, IMPLEMENTATION AND RESULTS**

We use a Franka-Emika-Panda robotic arm which can be used for various pick and place tasks in industry floor and can be operated with Robot Operating System (ROS). For digital counterpart, we use Gazebo simulation that also integrates with ROS [4]. We employ a pick and place task of a small object with a gripper end-effector on the robotic arm. The main study we conduct over this framework is a dynamic obstacle avoidance as shown in fig. 2. We dynamically place a larger box as an obstacle in the experiment that can be placed at any location within the trajectory of the robot while performing the task. For detection of the uncertainty, we use an external Intel RealSense depth sensing camera that can detect the obstacle based on size, color or other feature. The detection is done at the edge computing node, Nvidia Jetson TX2 [5], connected to the camera at the robot site. The edge computing accelerates the detection, thus stops the robots on any anomaly due to introduced uncertainty to provide enhanced safety. Edge computing also reduces the data volume to be transmitted over the network to the remote location, thus the communication latency of the digital twin.

The digital counterpart receives the size and coordinates of the location of the dynamic obstacle and renders the simulated obstacle in the digital robot environment. This triggers an automated updated motion plan and also a message to a human in the loop for validation. Once the new motion plan is validated, the digital-twin controller deploys it to the physical robot which safely and effectively avoids the obstacle.

![Fig. 2. Demo Setup for Franka Robotic Arm Digital Twin](image)

| Movement | Error (m) | Error (m) | Delay (ms) | Actuation Time (ms) |
|----------|-----------|-----------|------------|---------------------|
| X-mov    | 0.016     | 0.03      | 375        | 27.35               |
| Y-mov    | 0.008     | 0.03      | 28.79      | 27.35               |
| Z-mov    | 0.03      | 0.015     | 28.79      | 27.35               |

**TABLE I**

MAE in translational movements & different latencies

![Fig. 3. Temporal translational deviation between a physical and digital robot](image)
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