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Abstract

The mathematical foundation of deep learning is the theorem that any continuous function can be approximated within any specified accuracy by using a neural network with certain non-linear activation functions. However, this theorem does not tell us what the network architecture should be and what the values of the weights are. One must train the network to estimate the weights. There is no guarantee that the optimal weights can be reached after training. This paper develops an explicit architecture of a universal deep network by using the Gray code order and develops an explicit formula for the weights of this deep network. This architecture is target function independent. Once the target function is known, the weights are calculated by the proposed formula, and no training is required. There is no concern whether the training may or may not reach the optimal weights. This deep network gives the same result as the shallow piecewise linear interpolation function for an arbitrary target function.
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I. INTRODUCTION

As suggested in [1], the idea of using a deep neural network can be traced all the way back to 1962 by Rosenblatt’s study on neuro-dynamics. Rosenblatt simulated Mark I Perceptron on an IBM computer. Unfortunately, the mainstream research on neural network slowly started after his death in 1971. An early deep learning network algorithm was developed by Ivakhnenko and Lapa in 1967 [2]. They described a deep learning net with 8 layers. Their method was complicated. Given a training set of input vectors with corresponding target output vectors, layers of additive and multiplicative neuron-like nodes were incrementally grown and trained by regression analysis, then pruned with the help of a separate validation set, where regularization was used to weed out superfluous nodes. The numbers of layers and nodes per layer were learned in problem-dependent fashion.
The breakthrough in deep learning was the development of the backpropagation algorithm by Rumelhart et al. [3]. The backpropagation algorithm is essentially the chain rule in calculating the derivatives in calculus, which makes deep neuro network training efficient. In 1989, LeCun et al. [4] applied the standard backpropagation algorithm to a deep neural network. Their application in [4] was to recognize handwritten ZIP codes on mail. In 2009, Hinton developed deep belief networks [5]. These modern-day deep networks had outstanding performances.

In addition to the breakthrough in algorithm development, advances in hardware have made deep learning more efficient. In 2009, Nvidia was involved in what was called the “big bang” of deep learning; graphics processing units (GPUs) increased the speed of deep learning more than 10 times [6]. The availability of huge amount of data makes machine learning practical [7]. It seems that the theory lags behind practices in the field of deep learning. It is still not very clear why and how the deep networks work so well.

The mathematical theory of artificial neural networks is the universal approximation theorem [8]. The essence of this theorem implies that on a finite interval, any continuous function can be accurately approximated by a neural network with nonlinear activation functions. In 2020, Sci et al. [9] showed that the minimal number of 2 hidden layers are necessary and sufficient for any $d$-dimensional ($d$-D, $d > 1$) continuous piecewise linear function to be represented by a ReLU deep neural network (DNN). The ReLU function, \( \sigma(x) = \max(0, x) \), is a popular nonlinear activation function. When $d = 1$, only 1 hidden layer is required. When a shallow network can do the job, why do people use deep networks?

In 2017, Yarotsky [10] compared the shallow networks with deep networks and concluded that the deep networks may have less complexity than the shallow networks. The complexity of networks is measured by the number of the weights and computation units [11]. In other words, the advantage of using a deep network over using a shallow network is that we may train fewer weights and reach the same approximation accuracy.

All these theoretical results do not indicate what deep network architecture we should choose to approximate a target function. There is no guarantee that the weights will converge to the optimal solution after training.

The main contribution of this paper is to construct a universal deep network for piecewise linear interpolation of any continuous target function with a specified accuracy. By universal, we mean that the architecture of the deep network is the same for all target functions. The specified accuracy dictates the depth of the network. The weights of the network are calculated explicitly by a formula, instead of being trained by input/output data pairs.

One way to obtain a shallow network approximation of a target function is to use the first order spline interpolation, or piecewise linear interpolation [12]. The formula for each line segment in the interpolation is determined by the values of the 2 endpoints of the segment. The same piecewise linear interpolation function can also be realized by a deep network (instead of a shallow network). This paper will develop an explicit architecture of this
universal deep network by using the Gray code order [13] and will develop a formula for the weights of this deep network.

This paper gives an explicit universal deep network for any given target function. The approximation accuracy is guaranteed to achieve the specified accuracy. The weights of the network are calculated by an explicit formula. No training is required. The drawback of our proposed deep network is that it may not be the most efficient network to approximate a given target function.

II. METHODS

In this paper, we develop a formula for the weights of a universal deep network. This network performs piecewise-linear approximation of a one-dimensional (1D) continuous target function \( f(x) \) on \([a, b]\). We also extend this deep network to the situations where the target function is \( d \)-dimensional (\( d \)-D). Without loss of generality, let \([a, b] = [0, 1]\). We consider a deep network with \( N \) hidden layers. We uniformly sample the target function \( f(x) \) at \( 2^N + 1 \) points, called knots. The knots are \( 0/2^N, 1/2^N, 2/2^N, 3/2^N, \ldots, 2^N/2^N \).

A. LINEAR INTERPOLATION FORMULA FOR 1D FUNCTIONS

Let the 1D continuous target function on \([0, 1]\) be \( f(x) \), for the uniformly distributed knots \( 0/2^N, 1/2^N, 2/2^N, 3/2^N, \ldots, 2^N/2^N \), if \( f(0) = f(1) = 0 \), the linear interpolation formula is given as [12]

\[
\hat{f}(x) \approx \hat{f}(x) = \sum_{m=1}^{2^N-1} f\left(\frac{m}{2^N}\right)y_{m, N}(x),
\]

(1)

Where

\[
y_{m, N}(x) = 2^N\left[\sigma\left(x - \frac{m-1}{2^N}\right) - 2\sigma\left(x - \frac{m}{2^N}\right) + \sigma\left(x - \frac{m+1}{2^N}\right)\right],
\]

(2)

is a triangular function (or hat function) expressed by the ReLU functions. The triangular function \( y_{m, N}(x) \) is illustrated in Fig. 1. In engineering, the linear interpolation formula (1) is also referred to as the first order hold [14].

If the equations \( f'(0) = f'(1) = 0 \) do not hold, (1) can be modified to

\[
\hat{f}(x) = \sum_{m=1}^{2^N-1} f\left(\frac{m}{2^N}\right)y_{m, N}(x) + [f(1) - f(0)]x + f(0).
\]

(3)

Formula (3) can be directly used to construct a shallow network to approximate the 1D target function \( f(x) \). The hyper parameter \( N \) is determined by the target function \( f(x) \) and the approximation accuracy requirement.
B. CONSTRUCTION OF A 1D DEEP NETWORK WITH 3 HIDDEN LAYERS

Let us introduce two neuron functions $g_0(x)$ and $g_1(x)$, which are two non-linear functions defined as

$$g_0(x) = \begin{cases} 
2x & \text{if } 0 \leq x < 0.5 \\
0 & \text{otherwise}
\end{cases}$$

and

$$g_1(x) = \begin{cases} 
-2(x-1) & \text{if } 0.5 \leq x < 1 \\
0 & \text{otherwise}
\end{cases}$$

respectively. These two functions are depicted in Fig. 2 (a) and (b), respectively. The sum $g_0(x) + g_1(x)$ forms the well-known ‘hat’ function or the ‘triangle’ function, $y_{1,1}$, commonly used as the kernel function for linear interpolation.

Let us construct a deep-network layer by layer. See Fig. 3 for the deep network architecture, which looks like a binary tree. In this particular example, there are 5 layers: 1 input layer, 3 hidden layers, and 1 output layer. The input layer consists of only one unit (as a red diamond), representing the function variable $x$.

The 1st hidden layer has two units, one being the ‘left’ neuron $g_0(x)$ and the other being the ‘right’ neuron $g_1(x)$. The input of these two units is the variable $x$. The output of the left neuron is $g_0(x)$, and the output of the ‘right’ neuron $g_1(x)$. In Fig. 3, the left neuron is represented by a yellow circle, and the right neuron is a green circle.

There are 4 units in the 2nd hidden layer. The output from each unit at the previous layer is connected to two units: a left (L) neuron and a right (R) neuron. The input of the bottom unit in the 2nd hidden layer is $g_1(x)$, and the output of this unit is $g_0(g_1(x))$. Please pay attention to the order of left and right neurons. They are not in the alternating L-R order. From top to bottom in Fig. 3, the order is: L-R, R-L, L-R, R-L, and so on.

There are $8 = 2^3$ units in the 3rd hidden layer. In fact, there are $2^N$ units in the $N^{th}$ hidden layer. The input of the bottom unit in the 3rd hidden layer is $g_0(g_1(x))$, and the output of this unit is $g_0(g_0(g_1(x)))$. The arrangement of the hidden neurons follows the Gray code order, which is listed in Table 1. For the example of 3 hidden layers as in Fig. 3, the subscripts of the neuron functions follow exactly the order of the 3-bit Gray code shown in the 3rd column of Table 1. For the example of 2 hidden layers, the subscripts of the neuron functions follow the order of the 2-bit Gray code. In general, if we want to construct a deep network for function approximation, we can readily obtain the architecture according to the order of the N-bit Gray code.

If we implement the proposed deep network and ignore the required Gray code order, the resultant hat functions at each layer’s adder outputs may be in undesired locations. For example, the second hat function may appear at the location of the third hat function.
As shown in Fig. 3, the output layer is a summation unit without any nonlinearity. The final output is the piecewise linearly approximated function to the given target function \( f(x) \) and is evaluated as the weighted sum of the outputs at every hidden layers. In a common deep network design, the weighting factors \( a_{j,i} \) are trained by many input/output pairs. In this paper, the weighting factors \( a_{j,i} \) are calculated by a formula. The general form of this formula is given in Eq. (24) later in this section. No training is needed.

Let us first consider the adder output \( y_{1,1}(x) \) from the 1\(^{st} \) hidden layer adder. This adder sums the functions \( y_{1,1}(x) = g_0(x) + g_1(x) \). Therefore, the output is a hat function as shown in Fig. 4. Fig. 5 illustrates how a hat function is used to approximate a general function \( f(x) \). The black curve is the piecewise approximation \( \hat{f}(x) \), which is the summation of a linear function \( mx + b \) and a hat function \( a_{1,1}y_{1,1}(x) \): 

\[
\hat{f}(x) = mx + b + a_{1,1}y_{1,1}(x),
\]

where

\[
m = f(1) - f(0),
\]

\[
b = f(0),
\]

\[
a_{1,1} = f\left(\frac{1}{2}\right) - \frac{f\left(\frac{0}{2}\right) + f\left(\frac{2}{2}\right)}{2}.
\]

The purpose of the linear function \( mx + b \) (which is shown at the lower-left corner of Fig. 3) is to make the hidden layers to approximate a function that satisfies \( f(0) = f(1) = 0 \), because the two endpoints of a hat function have a value of 0 and the hidden layers assume that the endpoints must be 0.

In Fig. 5, there is only one knot between 0 and 1. The approximation is rather poor. To improve the approximation, we need add a 2\(^{nd} \) hidden layer and use 2 more knots at 1/4 and 3/4, respectively. It is straightforward to verify that the adder outputs of the 2\(^{nd} \) hidden layers are

\[
y_{1,2}(x) = g_0(g_0(x)) + g_1(g_0(x)),
\]

\[
y_{2,2}(x) = g_1(g_1(x)) + g_0(g_1(x)).
\]

The functions \( y_{1,2}(x) \) and \( y_{2,2}(x) \) are 2 different hat functions, with half the width as the width of \( y_{1,1}(x) \). These 2 hat functions are at different locations as shown in Fig. 6. With the additional 2 knots at 1/4 and 3/4, the approximation (6) is improved to
\[ f(x) = mx + b + a_{1,1}y_{1,1}(x) + a_{1,2}y_{1,2}(x) + a_{2,2}y_{2,2}(x) \]  

(12)

Where

\[ a_{1,2} = f\left(\frac{1}{4}\right) - \frac{f\left(\frac{0}{8}\right) + f\left(\frac{2}{8}\right)}{2} \]  

(13)

\[ a_{2,2} = f\left(\frac{3}{4}\right) - \frac{f\left(\frac{2}{8}\right) + f\left(\frac{4}{8}\right)}{2} . \]  

(14)

The improvement is illustrated in Fig. 7, where the original target function \( f(x) \) (in red) and the piecewise approximation \( \hat{f}(x) \) (in black) are equal at knots 0, 1/4, 1/2, 3/4, and 1.

To improve the approximation further, we can add a 3\textsuperscript{rd} hidden layer and use 4 more knots at 1/8, 3/8, 5/8 and 7/8. It can be verified that the adder outputs of the 3\textsuperscript{rd} hidden layers are

\[ y_{1,3}(x) = g_0(g_0(g_0(x))) + g_1(g_0(g_0(x))) , \]  

(15)

\[ y_{2,3}(x) = g_1(g_1(g_0(x))) + g_0(g_1(g_0(x))) , \]  

(16)

\[ y_{3,3}(x) = g_0(g_1(g_1(x))) + g_1(g_1(g_1(x))) , \]  

(17)

\[ y_{4,3}(x) = g_1(g_0(g_1(x))) + g_0(g_0(g_1(x))) . \]  

(18)

The functions in (15)-(18) are 4 different hat functions, each with a width of 1/4. These 4 hat functions are at different location as shown in Fig. 8. With the additional 4 knots, the approximation (12) is improved to

\[ \hat{f}(x) = mx + b + a_{1,1}y_{1,1}(x) + a_{1,2}y_{1,2}(x) + a_{2,2}y_{2,2}(x) \\
+ a_{1,3}y_{1,3}(x) + a_{1,2}y_{1,2}(x) + a_{2,2}y_{2,2}(x) \\
+ a_{1,3}y_{1,3}(x) + a_{2,2}y_{2,2}(x) + a_{3,2}y_{3,2}(x) \\
+ a_{4,3}y_{4,3}(x) \]  

(19)

Where

\[ a_{1,3} = f\left(\frac{1}{8}\right) - \frac{f\left(\frac{0}{8}\right) + f\left(\frac{2}{8}\right)}{2} , \]  

(20)

\[ a_{2,3} = f\left(\frac{3}{8}\right) - \frac{f\left(\frac{2}{8}\right) + f\left(\frac{4}{8}\right)}{2} . \]  

(21)
\[ a_{3, 3} = f\left(\frac{5}{8}\right) - \frac{f\left(\frac{4}{8}\right) + f\left(\frac{6}{8}\right)}{2}, \]  
(22)

\[ a_{4, 3} = f\left(\frac{7}{8}\right) - \frac{f\left(\frac{6}{8}\right) + f\left(\frac{8}{8}\right)}{2}. \]  
(23)

C. CONSTRUCTION OF A 1D DEEP NETWORK WITH N HIDDEN LAYERS

In general, we construct a universal deep network with \(N\) hidden layers to approximate the target function \(f(x)\) with a piecewise linear approximation \(\hat{f}(x)\) such that they are equal at \(2^N + 1\) equally distributed knots: \(0/2^N, 1/2^N, 2/2^N, 3/2^N, \ldots, (2^N - 1)/2^N, 2^N/2^N\). The input layer and the hidden layers form a binary tree architecture, with the input layer being the root of the binary tree.

In a binary tree, each node has two children, which are referred to as the left child and the right child. In our case, the left child is not always the left neuron. Likewise, the right child is not always the right neuron. The location of a left neuron \(g_0(x)\) and a right neuron \(g_1(x)\) must be assigned according to the Gray code order as shown in Table 1.

At each layer, the order is the order is: L-R, R-L, L-R, R-L, and so on. There is an adder for each pair of left and right neurons, and the output of an adder is labeled as \(y_{j,i}(x)\), where \(i\) is the hidden layer index and \(j\) is the hat function index. Here, \(y_{j,i}(x)\) is a hat function of width \(1/2^{i-1}\), height 1, and support \([\frac{j-1}{2^{i-1}}, \frac{j+1}{2^{i-1}}]\). For a fixed \(i\), there are \(2^{i-1}\) hat functions \(y_{j,i}(x), j = 1, 2, \ldots, 2^{i-1}\), and the supports of them partition the interval \([0, 1]\), similar to the illustration in Fig. 8.

Now, let us consider the composition effects of the neuron functions: \(g_0(x)\) and \(g_1(x)\). The left neuron \(g_0(x)\) linearly maps \([0, 1/2)\) to \([0, 1]\); the right neuron \(g_1(x)\) linearly maps \([1/2, 1]\) to \([0, 1]\). The relationship between two adjacent hidden layers is explained in Fig. 9, where \(g_u(x)\) and \(g_v(x)\) are the composed functions from the input layer to the current layer. The sum \(g_u(x) + g_v(x)\) forms a hat function; the width of this hat function is \(x_2 - x_1\). To form the next layer, a left/right neuron pair is connected the outputs of \(g_u(x)\) and \(g_v(x)\), respectively. Using the definition of these two neuron functions: \(g_0(x)\) and \(g_1(x)\), in (4) and (5), respectively, the output functions of the next layer are obtained and shown in Fig. 9. The end effects are that the width of the hat function is halved, and the number of hat functions is doubled.

The main result of this paper is the general formula for the weights at the \(i\)th hidden layer, which is given as

\[ a_{j,i} = f\left(\frac{2j-1}{2^i}\right) - \frac{f\left(\frac{2j-2}{2^i}\right) + f\left(\frac{2j}{2^i}\right)}{2}. \]  
(24)
for \( j = 1, 2, 3, \ldots, 2^i - 1 \), and \( i = 1, 2, 3, \ldots, N \). The final expression of the approximation function is given by

\[
\hat{f}(x) = mx + b + \sum_{i=1}^{N} \sum_{j=1}^{2^i - 1} a_{j,i} y_{j,i}(x)
\]

\[
= [f(1) - f(0)]x + f(0) + \sum_{i=1}^{N} \sum_{j=1}^{2^i - 1} a_{j,i} y_{j,i}(x)
\] (25)

where \( y_{j,i}(x) \) is the hat function defined by

\[
y_{j,i}(x) = 2^i \left[ \sigma \left( x - \frac{2j-2}{2^i} \right) - 2 \sigma \left( x - \frac{2j-1}{2^i} \right) + \sigma \left( x - \frac{2j}{2^i} \right) \right]
\] (26)

with the ReLU function \( \sigma(x) = \max(0, x) \), for \( j = 1, 2, 3, \ldots, 2^i - 1 \), and \( i = 1, 2, 3, \ldots, N \). It can be readily verified that the deep network approximation (25) is the same as the shallow network approximation (3) if they use the same number of knots. In fact, these two approximations have the same values at the sampling knots as the target function and they take the linear interpolated values between the knots.

**D. EXTENSION TO A 2D DEEP NETWORK WITH N HIDDEN LAYERS**

If the target function is two-dimensional (2D), \( f(x_1, x_2) \), its deep network approximation, \( \hat{f}(x_1, x_2) \), can be obtained by using the results from the 1D case presented in Part C.

Let \( f(x_1, x_2) \) be sampled uniformly at the knots \((m/2^N, n/2^N)\) with \( n, m = 0, 1, 2, \ldots, 2^N \).

When the index \( n \) is fixed, \( f(x_1, n/2^N) \) is a 1D function with the variable \( x_1 \).

Using (25) for \( n = 0, 1, 2, \ldots, 2^N \), we have

\[
\hat{f}(x_1, \frac{n}{2^N}) = \left[ f(1, \frac{n}{2^N}) - f(0, \frac{n}{2^N}) \right] x_1 + f(0, \frac{n}{2^N})
\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{2^i - 1} a_{j,i}(\frac{n}{2^N}) y_{j,i}(x_1)
\] (27)

where

\[
a_{j,i}(\frac{n}{2^N}) = f \left( \frac{2j-1}{2^i}, \frac{n}{2^N} \right) - \frac{f \left( \frac{2j-2}{2^i}, \frac{n}{2^N} \right) + f \left( \frac{2j}{2^i}, \frac{n}{2^N} \right)}{2}
\] (28)

In (27), the hat functions \( y_{j,i}(x_1) \) are exactly the same as those for the 1D case, generated by the same universal deep network as shown in Fig. 3 if \( N = 3 \). In the 1D case, the weights \( a_{j,i} \) are scalars, directly evaluated from the target function \( f(x) \). The formula for the weights (24) still applies in the 2D case. The only difference is that the second variable...
x₂ needs to be fixed to a value \( x₂ = n2^N \) as shown in (28). The final expression for the 2D piecewise approximation \( \hat{f}(x₁, x₂) \) is achieved by linearly interpolating the functions \( \hat{f}(x, n/2^N) \) calculated in (27) as

\[
\hat{f}(x₁, x₂) = \sum_{n=1}^{2^N} \hat{f}(x₁, n/2^N) \varphi_{n, N}(x₂).
\]  

(29)

Eq. (29) is almost the same as Eq. (1) and can be implemented by 1 layer of the network.

E. EXTENSION TO A d-D DEEP NETWORK WITH N HIDDEN LAYERS

If the target function \( f(x₁, x₂, \ldots, x_d) \) is d-dimensional (d-D), its deep network approximation \( \hat{f}(x₁, x₂, \ldots, x_d) \) can be obtained like the 2D case presented in Part D.

Let \( f(x₁, x₂, \ldots, x_d) \) be sampled uniformly at the knots \( (m₁/2^N, m₂/2^N, \ldots, m_d/2^N) \) with \( m_k = 0, 1, 2, \ldots, 2^N \) and \( k = 1, 2, \ldots, d \).

We apply the universal deep network approximation to the variable \( x₁ \). Eq. (27) becomes

\[
\hat{f}(x₁, \frac{m₂}{2^N}, \ldots, \frac{m_d}{2^N}) = \left[ \hat{f}(1, \frac{m₂}{2^N}, \ldots, \frac{m_d}{2^N}) - \hat{f}(0, \frac{m₂}{2^N}, \ldots, \frac{m_d}{2^N}) \right] x₁ \\
+ \hat{f}(0, \frac{m₂}{2^N}, \ldots, \frac{m_d}{2^N}) \\
+ \sum_{i=1}^{N} \sum_{j=1}^{2^{i-1}} a_{j,i}(\frac{m₂}{2^N}, \ldots, \frac{m_d}{2^N}) \varphi_{j,i}(x₁)
\]

(30)

where

\[
a_{j,i}(\frac{m₂}{2^N}, \ldots, \frac{m_d}{2^N}) = \hat{f}(\frac{2^{i-1} - 1}{2^i}, \frac{m₂}{2^N}, \ldots, \frac{m_d}{2^N}) \\
- \hat{f}(\frac{2^{i-2} - 1}{2^i}, \frac{m₂}{2^N}, \ldots, \frac{m_d}{2^N}) + \hat{f}(\frac{2^{i-2} - 1}{2^i}, \frac{m₂}{2^N}, \ldots, \frac{m_d}{2^N})
\]

(31)

The final expression for the d-D piecewise approximation \( \hat{f}(x₁, x₂, \ldots, x_d) \) is achieved by linearly interpolating the functions \( \hat{f}(x₁, m₂ / 2^N, \ldots, m_d / 2^N) \) calculated in (29) as
\[
\hat{f}(x_1, x_2, \ldots, x_d) = \sum_{m_d = 1}^{2^{N-1}} \cdots \sum_{m_2 = 1}^{2^{N-1}} \hat{f}(x_1, m_2, \frac{2^{N}}{2^{N}}, \ldots, m_d, \frac{2^{N}}{2^{N}}) \times y_{m_2, N}(x_2) \cdots y_{m_d, N}(x_d).
\]

(32)

There are \(d - 1\) layers of summations in (32). Therefore, (32) can be implemented by \(d - 1\) layers of the interpolation network.

III. RESULTS

In this section, we present 2 numerical examples to use the proposed deep network architecture to approximate the target functions.

In the first example, the target function is a 1D function defined by

\[
f(x) = e^{-2x} \cos(5\pi x) + x
\]

(33)
on \([0, 1]\). Five cases are presented with the number of hidden layers being 1, 2, 3, 4, and 5, respectively. The corresponding results are shown in Figs. 10 to 14, respectively.

In the second example, the target function is a 2D function defined by

\[
f(x_1, x_2) = e^{-2x_1} \cos(5\pi x_1) \cos(4\pi x_2) + x_1 - x_2
\]

(34)on \([0, 1] \times [0, 1]\). Five cases are presented with the number of hidden layers in the universal deep network associated with the variable \(x_1\) being 1, 2, 3, 4, and 5, respectively. The function defined in (34) is displayed as the mesh surface in Fig. 15. An alternative way to display a 2D function is using the gray scale. A gray scale display of the 2D target function (34) is given in Fig. 16.

Since the mesh surface plots are difficult to see small differences, the gray scale images of the results of the approximation errors \(\hat{f}(x_1, x_2) - f(x_1, x_2)\) are shown in Figs. 17 to 21, respectively. For a good approximation, the values in the error image should be very close to zero.

The purpose of these two examples is to verify the feasibility of the proposed universal deep network architecture (see Fig. 3) and its associated formula (24) for the weights. The depth \(N\) of the universal deep network is determined by the target function \(f\) and the pre specified accuracy. We can start with a small \(N\). If the approximation error is too large, we then increase \(N\) until the approximation errors are in the satisfactory range. When the depth \(N\) is increase by 1, the number of function sampling knots is doubled.
IV. DISCUSSION

In general machine learning, when we have the input and output data pairs, a training algorithm is applied for mapping the relationship between the input and output, to obtain the weights in the neural network. If we know the analytical formula of the training function, we do not need to use a training algorithm to obtain the weights.

We now discuss some strengths and weaknesses of our work in this paper. One strength is that for any continuous target function, we can construct a deep network to approximate the target function. Another strength is that the proposed deep network has a universal architecture that is independent from the target function. The third strength is that the weights of this universal deep network can be calculated by an explicit formula. Therefore, no training is required. To extend the proposed universal deep network from 1D function approximation (associated with the variable $x_1$) to $d$-D function approximation, one only needs to add one post interpolation layer for each additional variable (such as $x_2$).

The weaknesses of the proposed work are as follows. The main motivation for using a deep network instead of a shallow network is the hope that the deep network is able to reach the same approximation accuracy with fewer weights. Unfortunately, the proposed deep network has the same approximation accuracy using the same number of weights as the shallow network. It is unknown to us whether it is possible to develop a more efficient universal deep network for the same approximation accuracy.

It can be readily verified that the deep network approximation (25) is the same as the shallow network approximation (3) if they use the same number of knots. In fact, these two approximations have the same values at the sampling knots as the target function and they take the linear interpolated values between the knots.

Our proposed deep network architecture is different from the standard perceptron architecture, which is essentially the composite affine transform with activation functions. It is unclear to us that there is an explicit formula for the weights in the standard deep perceptron network.

V. CONCLUSION

We have developed a deep network architecture, which produces left-half and right-half hat functions with different widths and different locations. The sum of a pair of the left-half and right-half hat functions results in a full hat function. At each hidden layer, the hat functions partition the interval $[0, 1]$. From one layer to the next layer, the number of hat functions doubles, and the width of hat functions halves. The architecture follows the Gray code order.

If the number of the hidden layers is $N$, the weights are calculated from the values of the target function at the uniform knots on $[0, 1]$: $j/2^N$ for $j = 0, 1, 2, 3, \ldots, 2^N$. The general formula for the weights is given by (24). The final expression of the approximation function is given by (25). This 1D universal deep network architecture can be readily extended to $d$-D functions, by adding a post linear interpolation layer for each additional variable.
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FIGURE 1.
The hat function $y_{m,N}(x)$. 
FIGURE 2.
The left neuron $g_0(x)$ shown in (a) and the right neuron $g_1(x)$ shown in (b) are two non-linear functions.
FIGURE 3.
The proposed deep network uses a piecewise linear function to approximate a general target function $f(x)$. Three hidden layers are used in this example.
FIGURE 4.
The hat function $y_{1,1}(x) = g_0(x) + g_1(x)$. 
FIGURE 5.
Using a hat function $y_{1,1}(x)$ (black) to approximate a target function $f(x)$ (red) on $[0, 1]$. 
FIGURE 6.
The hat functions $y_{1,2}(x)$ as shown in (a) and $y_{2,2}(x)$ as shown in (b).
FIGURE 7.
The piecewise linear function (black) using hat functions $y_{1,1}(x)$, $y_{1,2}(x)$ and $y_{2,2}(x)$ to approximate a target function $f(x)$ (red) on $[0, 1]$. 
FIGURE 8.
The 4 hat functions in the 3rd layer: $y_{1,3}(x)$ in black, $y_{2,3}(x)$ in red, $y_{3,3}(x)$ in blue and $y_{4,3}(x)$ in orange.
FIGURE 9.
A general layer-to-layer relationship. The end effects are that the width of the hat function is halved, and the number of hat functions is doubled.
FIGURE 10.
The target function is in black, and the piecewise approximation is in red using 1 hidden layer.
FIGURE 11.
The target function is in black, and the piecewise approximation is in red using 2 hidden layers.
FIGURE 12.
The target function is in black, and the piecewise approximation is in red using 3 hidden layers.
FIGURE 13.
The target function is in black, and the piecewise approximation is in red using 4 hidden layers.
FIGURE 14.
The target function is in black, and the piecewise approximation is in red using 5 hidden layers.
FIGURE 15.
A mesh surface display of the 2D target function defined in (34).
FIGURE 16.
A gray scale display of the 2D target function defined in (34).
FIGURE 17.
A gray scale display of the approximation error between the approximation using 1 hidden layer and the 2D target function.
FIGURE 18.
A gray scale display of the approximation error between the approximation using 2 hidden layers and the 2D target function.
FIGURE 19.
A gray scale display of the approximation error between the approximation using 3 hidden layers and the 2D target function.
FIGURE 20.
A gray scale display of the approximation error between the approximation using 4 hidden layers and the 2D target function.
FIGURE 21.
A gray scale display of the approximation error between the approximation using 5 hidden layers and the 2D target function.
TABLE 1.
Gray codes and corresponding subscripts of function $g$.

| 1-bit Gray code: subscript of $g$ for the 1st hidden layer | 2-bit Gray code: subscript of $g$ for the 2nd hidden layer | 3-bit Gray code: subscript of $g$ for the 3rd hidden layer |
|----------------------------------------------------------|----------------------------------------------------------|----------------------------------------------------------|
| 0; $g_0(x)$                                             | 00; $g_0(g_0(x))$                                        | 000; $g_0(g_0(g_0(x)))$                                   |
| 1; $g_1(x)$                                             | 01; $g_1(g_0(x))$                                        | 001; $g_0(g_0(g_0(x)))$                                   |
|                                                        | 11; $g_1(g_1(x))$                                        | 011; $g_1(g_1(g_1(x)))$                                   |
|                                                        | 10; $g_0(g_1(x))$                                        | 010; $g_0(g_0(g_1(x)))$                                   |
|                                                        |                                                          | 110; $g_0(g_1(g_0(x)))$                                   |
|                                                        |                                                          | 111; $g_1(g_1(g_1(x)))$                                   |
|                                                        |                                                          | 101; $g_1(g_0(g_1(x)))$                                   |
|                                                        |                                                          | 100; $g_0(g_0(g_1(x)))$                                   |
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