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Abstract. We define an ideal functionality $\mathcal{F}_{UD}$ and a construction $\Pi_{UD}$ for an updatable database (UD). UD is a two-party protocol between an updater and a reader. The updater sets the database and updates it at any time throughout the protocol execution. The reader computes zero-knowledge (ZK) proofs of knowledge of database entries. These proofs prove that a value is stored at a certain position in the database, without revealing the position or the value.

(Non-)updatable databases are implicitly used as building block in priced oblivious transfer, privacy-preserving billing and other privacy-preserving protocols. Typically, in those protocols the updater signs each database entry, and the reader proves knowledge of a signature on a database entry. Updating the database requires a revocation mechanism to revoke signatures on outdated database entries.

Our construction $\Pi_{UD}$ uses a non-hiding vector commitment (NHVC) scheme. The updater maps the database to a vector and commits to the database. This commitment can be updated efficiently at any time without needing a revocation mechanism. ZK proofs for reading a database entry have communication and amortized computation cost independent of the database size. Therefore, $\Pi_{UD}$ is suitable for large databases. We implement $\Pi_{UD}$ and our timings show that it is practical.

In existing privacy-preserving protocols, a ZK proof of a database entry is intertwined with other tasks, e.g., proving further statements about the value read from the database or the position where it is stored. $\mathcal{F}_{UD}$ allows us to improve modularity in protocol design by separating those tasks. We show how to use $\mathcal{F}_{UD}$ as building block of a hybrid protocol along with other functionalities.
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1 Introduction

In priced oblivious transfer (POT) [3], a provider offers $N$ messages to a user. Each message $m_i$ is associated with a price $p_i$ ($\forall i \in [1,N]$). The user purchases a message $m_i$ without disclosing $i$ or $p_i$.
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In privacy-preserving billing (PPB) \cite{25}, a user receives meter readings from a meter that measures the consumption $c$ of some service. The provider defines a tariff policy that typically consists of several functions. For example, a different rate $r_i$ is applied depending on the time interval $i$ of consumption. The user pays a price $p = r_i c$ for her consumption at time interval $i$ and proves that $p_i$ is correct without revealing $c$, $r_i$ or $i$. Usually, multiple prices $p$ are aggregated and paid together so that the aggregate reveals little information about each $(c, r_i, i)$.

In POT \cite{9,41} (resp. PPB \cite{39,40}) protocols, the user frequently uses a zero-knowledge (ZK) proof to prove that $p_i$ (resp. $r_i$) is correctly associated with $i$. The user discloses neither $p_i$ (resp. $r_i$) nor $i$. Nevertheless, the user needs to prove in ZK statements about $i$ and $p_i$ (resp. $r_i$), such as proving that she retrieves $m_i$ and that she has enough funds to pay $p_i$.

We can generalize the task of associating $i$ with $p_i$ (resp. $r_i$) as the task of proving that an entry is read from a database. Consider a database $DB$ of $N$ entries of the form $[i, vr_i]$ ($\forall i \in [1, N]$), where $i$ is the position and $vr_i$ the value stored at that position. The provider establishes the contents of $DB$, which are revealed to the user. Then the user proves knowledge of a database entry $[i, vr_i]$. The provider does not learn $[i, vr_i]$ but is guaranteed that $[i, vr_i]$ is stored in $DB$.

To allow the user to prove knowledge of an entry $[i, vr_i]$ from $DB$, $DB$ needs to be stored into some data structure that allows for efficient ZK proofs. POT \cite{9,41} and PPB \cite{39,40} protocols typically use a signature scheme with efficient ZK proofs of signature possession. The provider computes signatures $s_i$ on tuples $[i, vr_i]$ ($\forall i \in [1, N]$) and sends them to the user. Then the user proves knowledge of a signature $s_i$ on $[i, vr_i]$ to prove that $i$ and $vr_i$ are stored together in $DB$.

Practical POT and PPB protocols require that the provider be able to update $DB$, so the data structure should allow efficient updates. However, if signatures are used, each time a database entry is updated, a signature revocation mechanism would be needed to revoke the signatures that sign old database entries.

In addition to proving that $[i, vr_i] \in DB$, the user needs to prove other statements about $i$ and $vr_i$. Very frequently, in cryptographic protocol design, these two types of statements are intertwined. I.e, protocols use ZK proofs that involve both statements to prove that the witness is stored in a data structure and statements to prove something else about the witness. To improve modularity in protocol design, we propose to separate those tasks.

**Our Contribution: $\mathcal{F}_{UD}$.** We use the universal composability (UC) framework \cite{14} and define an ideal functionality $\mathcal{F}_{UD}$ for an updatable database (UD) in Sect. 3. We define UD as a two-party task between a reader $\mathcal{R}$ and an updater $\mathcal{U}$. $\mathcal{U}$ sets a database $DB$ and updates it at any time. Both $\mathcal{R}$ and $\mathcal{U}$ know the content of $DB$. $\mathcal{R}$ reads in ZK an entry $[i, vr_i]$ from $DB$. $\mathcal{F}_{UD}$ ensures that it is not possible to prove that $[i, vr_i]$ is stored in $DB$ if that is not the case.

In the UC framework, modular protocol design can be achieved by describing hybrid protocols. In a hybrid protocol, the protocol building blocks are described by their ideal functionalities, and parties in the real world invoke those ideal functionalities. We show how to use $\mathcal{F}_{UD}$ as building block in a protocol where
\( \mathcal{F}_{UD} \) handles the tasks of storing a database \( DB \) and proving that an entry \([i, vr_i]\) is stored in \( DB \), while the ideal functionality \( \mathcal{F}_{ZK}^{R} \) for zero-knowledge is used to prove further statements about \( i \) and \( vr_i \). One challenge when defining a hybrid protocol is to ensure that two functionalities receive the same input. To this end, \( \mathcal{F}_{UD} \) uses the method proposed in [10], which consists in receiving committed inputs produced by a functionality \( \mathcal{F}_{NIC} \) for non-interactive commitments. We show how to use \( \mathcal{F}_{UD} \) as building block in a protocol designed modularly in Sect. 6.

The advantages of our modular design are threefold. First, it simplifies the security analysis because security proofs in the hybrid model are simpler and because, by separating the handling of the database from ZK proofs about other statements, each building block becomes simpler to analyze. Second, it allows multiple instantiations by replacing each of the ideal functionalities by any protocols that realize them. Third, it allows the study of the task of creating an updatable database in isolation, which eases the comparison of different constructions for it.

**Our Contribution:** \( \Pi_{UD} \). In Sect. 4, we propose a construction \( \Pi_{UD} \) for \( \mathcal{F}_{UD} \). \( \Pi_{UD} \) is based on non-hiding vector commitments (NHVC) [15,33]. A NHVC scheme allows us to compute a commitment \( com \) to a vector \( x = (x[1], \ldots, x[N]) \). To open the value \( x[i] \) committed at position \( i \), an opening \( w_i \) is computed. The size of \( w_i \) is independent of \( N \).

\( \Pi_{UD} \) works as follows. \( U \) sends a database \( DB \) to \( R \), and both \( U \) and \( R \) map \( DB \) to a vector \( x \) and compute a commitment \( com \) to \( x \). To update an entry \([i, vr_i]\) to \([i, vr_i']\), \( U \) sends \([i, vr_i']\) to \( R \), and both \( U \) and \( R \) update \( com \) to obtain a commitment \( com' \) to a vector \( x' \) such that \( x'[i] = vr_i' \), while the other positions remain unchanged. Therefore, updates do not need any revocation mechanism. To prove in ZK that an entry \([i, vr_i]\) is in \( DB \), \( R \) computes an opening \( w_i \) for position \( i \) and a ZK proof of knowledge of \((w_i, i, vr_i)\) that proves that \( x[i] = vr_i \).

We discuss a variant of \( \mathcal{F}_{UD} \) and \( \Pi_{UD} \) where \( R \) reads several entries simultaneously. We also discuss a variant where the database is of the form \([i, vr_{i,1}, \ldots, vr_{i,m}]\), i.e., a database where a tuple of values is stored in each entry.

We describe an efficient instantiation of \( \Pi_{UD} \) (and its variants) that uses a NHVC scheme based on the DHE assumption, similar to the mercurial VC scheme in [33]. The size of the public parameters of the scheme grows linearly with \( N \). The size of \( com \) and \( w_i \) is constant and independent of \( i \) and \( N \). The computation cost of \( com \) and \( w_i \) grows linearly with \( N \). However, the cost of updating \( com \) and \( w_i \) grows only with the number of updated positions and is independent of \( N \). Also, after \( w_i \) is computed, it can be reused to compute multiple ZK proofs. In our efficiency analysis in Sect. 5, we show that the size of a ZK proof that \([i, vr_i] \in DB \) is independent of the size \( N \) of the database. Moreover, when \( w_i \) is already computed (after the first proof for position \( i \)), the computation cost is also independent of \( N \). We implement our instantiation of \( \Pi_{UD} \) and report timings for updating and reading \( DB \), which attest that our solution is practical.
ΠUD can be regarded as an efficient way of implementing an OR proof, i.e., a ZK proof for a disjunction of statements. Namely, proving that \([i, vr_i]\) is in DB is equivalent to computing an OR proof where the prover proves that he knows at least one of the entries. Typically, the size of an OR proof would grow with \(N\), while our proof is of size independent of \(N\). In fact, ΠUD is suitable for databases of large sizes. We compare our construction with related work in Sect. 7.

2 Modular Design and \(\mathcal{F}_{\text{NIC}}\)

We refer to [14] for a description of the UC framework. An ideal functionality can be invoked by using one or more interfaces. In the notation in [10], the name of a message in an interface consists of three fields separated by dots, e.g., ud.read.ini in \(\mathcal{F}_{\text{UD}}\) in Sect. 3. The first field indicates the name of \(\mathcal{F}_{\text{UD}}\) and is the same for all interfaces. This field is useful for distinguishing between invocations of different functionalities in a hybrid protocol. The second field indicates the kind of action performed by \(\mathcal{F}_{\text{UD}}\) and is the same in all messages that \(\mathcal{F}_{\text{UD}}\) exchanges within the same interface. The third field distinguishes between the messages that belong to the same interface, and can take the following values. A message ud.read.ini is the incoming message received by \(\mathcal{F}_{\text{UD}}\), i.e., the message through which the interface is invoked. ud.read.end is the outgoing message sent by \(\mathcal{F}_{\text{UD}}\), i.e., the message that ends the execution of the interface. ud.read.sim is used by \(\mathcal{F}_{\text{UD}}\) to send a message to the simulator \(S\), and ud.read.rep is used to receive a message from \(S\).

We use the method in [10] to allow \(\mathcal{F}_{\text{UD}}\) to be used as building block in modularly-designed protocol. This method allows us to ensure, when needed, that \(\mathcal{F}_{\text{UD}}\) and other functionalities receive the same input. In [10], a functionality \(\mathcal{F}_{\text{NIC}}\) for non-interactive commitments is proposed. \(\mathcal{F}_{\text{NIC}}\) consists of four interfaces:

1. Any party \(P_i\) uses the com.setup interface to set up the functionality.
2. Any party \(P_i\) uses the com.commit interface to send a message \(m\) and obtain a commitment \(com\) and an opening \(open\). A commitment \(com\) consists of \((com', parcom, COM.\text{Verify})\), where \(com'\) is the commitment, \(parcom\) are the public parameters, and \(COM.\text{Verify}\) is the verification algorithm.
3. Any party \(P_i\) uses the com.validate interface to send a commitment \(com\) to check that \(com\) contains the correct \(parcom\) and \(COM.\text{Verify}\).
4. Any party \(P_i\) uses the com.verify interface to send \((com, m, open)\) to verify that \(com\) is a commitment to \(m\) with opening \(open\).

To ensure that a party \(P_i\) sends the same input \(m\) to several functionalities, \(P_i\) first uses com.commit to get a commitment \(com\) to \(m\) with opening \(open\). Then \(P_i\) sends \((com, m, open)\) to each functionality, and each functionality runs \(COM.\text{Verify}\) to verify \(com\). Finally, other parties receive \(com\) from each functionalities and use \(\text{com.validate}\) to validate \(com\). Then, if \(com\) received from all the functionalities is the same, the binding property provided by \(\mathcal{F}_{\text{NIC}}\) ensures that all the functionalities received the same input \(m\). \(\mathcal{F}_{\text{UD}}\) receives committed inputs as described in [10].
3 Functionality $\mathcal{F}_{UD}$

$\mathcal{F}_{UD}$ interacts with a reader $\mathcal{R}$ and an updater $\mathcal{U}$. $\mathcal{F}_{UD}$ maintains a database $DB$ that consists of $N$ entries $[i, vu_i]$. $\mathcal{F}_{UD}$ has two interfaces $ud\text{.update}$ and $ud\text{.read}$:

1. $\mathcal{U}$ sends the $ud\text{.update}.ini$ message on input $(i, vu_i)_{\forall i \in [1,N]}$. For all $i \in [1,N]$, $\mathcal{F}_{UD}$ updates $DB$ to contain value $vu_i$ at position $i$. If $vu_i = \bot$, no update at position $i$ takes place. $\mathcal{F}_{UD}$ sends $(i, vu_i)_{\forall i \in [1,N]}$ to $\mathcal{R}$.

2. $\mathcal{R}$ sends $ud\text{.read}.ini$ on input $(i, vr_i, com_i, open_i, comr_i, openr_i)$, where $[i, vr_i]$ is a $DB$ entry and $(com_i, open_i)$ and $(comr_i, openr_i)$ are commitments and openings to $i$ and $vr_i$. $\mathcal{F}_{UD}$ verifies the commitments and checks that there is an entry $[i, vr_i]$ in $DB$. $\mathcal{F}_{UD}$ sends $(com_i, comr_i)$ to $\mathcal{U}$.

$\mathcal{F}_{UD}$ stores a counter $cr$ for $\mathcal{R}$ and a counter $cu$ for $\mathcal{U}$. These counters are used to check that $\mathcal{R}$ and $\mathcal{U}$ have the same version of $DB$. When $\mathcal{U}$ initiates the $ud\text{.update}$ interface, $cu$ is incremented. When $\mathcal{F}_{UD}$ sends the update to $\mathcal{R}$, $\mathcal{F}_{UD}$ checks that $cu = cr + 1$ and then increments $cr$. In the $ud\text{.read}$ interface, $\mathcal{F}_{UD}$ checks that $cu = cr$, which ensures that they have the same $DB$.

When invoked by $\mathcal{U}$ or $\mathcal{R}$, $\mathcal{F}_{UD}$ first checks the correctness of the input and aborts if it does not belong to the correct domain. $\mathcal{F}_{UD}$ also aborts if an interface is invoked at an incorrect moment in the protocol. For example, $\mathcal{R}$ cannot invoke $ud\text{.read}$ if $ud\text{.update}$ was never invoked.

The session identifier $sid$ has the structure $(\mathcal{R}, \mathcal{U}, sid')$. Including the identities in $sid$ ensures that any reader can initiate an instance of $\mathcal{F}_{UD}$ with any updater. $\mathcal{F}_{UD}$ implicitly checks that $sid$ in a message equals the one received in the first invocation. Before $\mathcal{F}_{UD}$ queries the simulator $S$, $\mathcal{F}_{UD}$ saves its state, which is recovered when receiving a response from $S$. To match a query to a response, $\mathcal{F}_{UD}$ creates a query identifier $qid$.

Description of $\mathcal{F}_{UD}$. $\mathcal{F}_{UD}$ is parameterised by a universe of values $U_v$ and by a database size $N$.

1. On input $(ud\text{.update}.ini, sid, (i, vu_i)_{\forall i \in [1,N]})$ from $\mathcal{U}$:
   - Abort if $sid \notin (\mathcal{R}, \mathcal{U}, sid')$.
   - For all $i \in [1,N]$, abort if $vu_i \notin U_v$.
   - If $(sid, DB, cu)$ is not stored:
     - For all $i \in [1,N]$, abort if $vu_i = \bot$.
     - Set $DB \leftarrow (i, vu_i)_{\forall i \in [1,N]}$ and $cu \leftarrow 0$ and store $(sid, DB, cu)$.
   - Else:
     - For all $i \in [1,N]$, if $vu_i \neq \bot$, update $DB$ with $[i, vu_i]$.
     - Increment $cu$ and update $DB$ and $cu$ in $(sid, DB, cu)$.
     - Create a fresh $qid$ and store $(qid, (i, vu_i)_{\forall i \in [1,N]}, cu)$.
     - Send $(ud\text{.update}.sim, sid, qid, (i, vu_i)_{\forall i \in [1,N]})$ to $S$.

S. On input $(ud\text{.update}.rep, sid, qid)$ from $S$:
   - Abort if $(qid', (i, vu_i)_{\forall i \in [1,N]}, cu')$ such that $qid = qid'$ is not stored.
- If \((sid, DB, cr)\) is not stored, set \(DB \leftarrow (i, vu_i)_{v_i \in [1,N]}\) and \(cr \leftarrow 0\) and store \((sid, DB, cr)\).
- Else:
  - Abort if \(cu' \neq cr + 1\).
  - For all \(i \in [1,N]\), if \(vu_i \neq \bot\), update DB with \([i, vu_i]\).
  - Increment \(cr\) and update \(cr\) and DB in \((sid, DB, cr)\).
- Delete the record \((qid, (i, vu_i)_{v_i \in [1,N]}, cu')\).
- Send \((ud.update.end, sid, (i, vu_i)_{v_i \in [1,N]})\) to \(R\).

2. On input \((ud.read.ini, sid, i, vr_i, com_i, open_i, comr_i, openr_i)\) from \(R\):
   - Abort if \((sid, DB, cr)\) is not stored.
   - Abort if \(i \notin [1,N]\), or if \(vr_i \notin U_v\), or if \([i, vr_i] \notin DB\).
   - Parse the commitment \(com_i\) as \((com_i', parcom_i, COM.Verify)\).
   - Parse the commitment \(comr_i\) as \((comr_i', parcom_i, COM.Verify)\).
   - Abort if \(COM\).Verify is not a ppt algorithm.
   - Abort if \(1 \neq COM.\text{Verify}(parcom_i, com_i', i, open_i)\).
   - Abort if \(1 \neq COM.\text{Verify}(parcom_i, comr_i', vr_i, openr_i)\).
   - Create a fresh \(qid\) and store \((qid, com_i, comr_i, cr)\).
   - Send \((ud.read.sim, sid, qid, com_i, comr_i)\) to \(S\).

S. On input \((ud.read.rep, sid, qid)\) from \(S\):
   - Abort if \((qid', com_i, comr_i, cr')\) such that \(qid = qid'\) is not stored, or if \(cr' \neq cu\), where \(cu\) is in \((sid, DB, cu)\).
   - Delete the record \((qid, com_i, comr_i, cr')\).
   - Send \((ud.read.end, sid, com_i, comr_i)\) to \(U\).

**Variants of \(F_{UD}\).** It is straightforward to modify the ud.read interface of \(F_{UD}\) to allow \(R\) to read a tuple \((i, vr_i, com_i, open_i, comr_i, openr_i)\) of database entries simultaneously. This variant of \(F_{UD}\) allows us to reduce communication rounds when a party in a protocol that uses \(F_{UD}\) needs to read more than one value simultaneously, e.g., a buyer that purchases several items at once and reads the prices of those items from the database.

\(F_{UD}\) can also be modified to store a database of the form \([i, vr_{i,1}, \ldots, vr_{i,m}]\), i.e., a database where a tuple of values is stored in each entry. In the ud.update interface, \(U\) sends \((i, vu_{i,1}, \ldots, vu_{i,m})_{v_i \in [1,N]}\), and each value \(vu_{i,j}\) \((j \in [1,m])\) can be updated or not independently of other values in the same entry. In the ud.read interface, \(R\) sends \((i, vr_{i,1}, \ldots, vr_{i,m})\) along with commitments and openings to the position and values, i.e., all the values in an entry are read. The position \(j \in [1,m]\) of each value \(vr_{i,j}\) is not hidden from \(U\). This variant of \(F_{UD}\) is useful for protocols where a party needs to read a tuple of values and prove that they are stored in the same entry and that each \(vr_{i,j}\) is stored at a certain position \(j\) within the entry, e.g., a user that consumes some utility and reads a pricing function that is represented by a tuple of values.

\(F_{UD}\) can also be modified to interact with two parties such that both of them can read and update the database, or such that a party reads and updates and the other party receives read and update operations. \(F_{UD}\) can be easily adapted to realize the variants of \(F_{UD}\) discussed here.
4 Construction $\Pi_{UD}$

4.1 Building Blocks

Non-Hiding Vector Commitments. A non-hiding vector commitment (NHVC) scheme allows one to succinctly commit to a vector $x = (x[1], \ldots, x[n]) \in \mathcal{M}^n$ such that it is possible to compute an opening $w$ to $x[i]$, with the size of $w$ independent of $i$ and $n$. The scheme consists of the following algorithms.

VC.Setup($1^k, \ell$). On input the security parameter $1^k$ and an upper bound $\ell$ on the size of the vector, generate the parameters of the vector commitment scheme $\text{par}$, which include a description of the message space $\mathcal{M}$.

VC.Commit($\text{par}, x$). On input a vector $x \in \mathcal{M}^n$ ($n \leq \ell$), output a commitment $\text{com}$ to $x$.

VC.Prove($\text{par}, i, x$). Compute an opening $w$ for $x[i]$.

VC.Verify($\text{par}, \text{com}, x, i, w$). Output 1 if $w$ is a valid opening for $x$ being at position $i$ and 0 otherwise.

VC.ComUpd($\text{par}, \text{com}, j, x, x'$). On input a commitment $\text{com}$ with value $x$ at position $j$, output a commitment $\text{com}'$ with value $x'$ at position $j$. The other positions remain unchanged.

VC.WitUpd($\text{par}, w, i, j, x, x'$). On input an opening $w$ for position $i$ valid for a commitment $\text{com}$ with value $x$ at position $j$, output an opening $w'$ for position $i$ valid for a commitment $\text{com}'$ with value $x'$ at position $j$.

A non-hiding VC scheme must be correct and binding [15].

Ideal Functionality $\mathcal{F}^{\text{CRS,Setup}}_{\text{CRS}}$. Our protocol uses the functionality $\mathcal{F}^{\text{CRS,Setup}}_{\text{CRS}}$ for common reference string generation in [14]. $\mathcal{F}^{\text{CRS,Setup}}_{\text{CRS}}$ interacts with any parties $\mathcal{P}$ that obtain the common reference string, and consists of one interface $\text{crs.get}$.

A party $\mathcal{P}$ uses the $\text{crs.get}$ interface to request and receive the common reference string $\text{crs}$ from $\mathcal{F}^{\text{CRS,Setup}}_{\text{CRS}}$. In the first invocation, $\mathcal{F}^{\text{CRS,Setup}}_{\text{CRS}}$ generates $\text{crs}$ by running algorithm CRS.Setup. The simulator $\mathcal{S}$ also receives $\text{crs}$.

Ideal Functionality $\mathcal{F}_{\text{AUT}}$. Our protocol uses the functionality $\mathcal{F}_{\text{AUT}}$ for an authenticated channel in [14]. $\mathcal{F}_{\text{AUT}}$ interacts with a sender $\mathcal{T}$ and a receiver $\mathcal{R}$, and consists of one interface $\text{aut.send}$. $\mathcal{T}$ uses the $\text{aut.send}$ interface to send a message $m$ to $\mathcal{F}_{\text{AUT}}$. $\mathcal{F}_{\text{AUT}}$ leaks $m$ to the simulator $\mathcal{S}$ and, after receiving a response from $\mathcal{S}$, $\mathcal{F}_{\text{AUT}}$ sends $m$ to $\mathcal{R}$. $\mathcal{S}$ cannot modify $m$. The session identifier $\text{sid}$ contains the identities of $\mathcal{T}$ and $\mathcal{R}$.

Ideal Functionality $\mathcal{F}^{\text{zk}}_{\mathcal{ZK}}$. Let $\mathcal{R}$ be a polynomial time computable binary relation. For tuples $(\text{wit}, \text{ins}) \in \mathcal{R}$ we call $\text{wit}$ the witness and $\text{ins}$ the instance. Our protocol uses the ideal functionality $\mathcal{F}^{\text{zk}}_{\mathcal{ZK}}$ for zero-knowledge in [14]. $\mathcal{F}^{\text{zk}}_{\mathcal{ZK}}$ is parameterized by a description of a relation $\mathcal{R}$, runs with a prover $\mathcal{P}$ and a verifier $\mathcal{V}$, and consists of one interface $\text{zk.prove}$. $\mathcal{P}$ uses $\text{zk.prove}$ to send a witness $\text{wit}$ and an instance $\text{ins}$ to $\mathcal{F}^{\text{zk}}_{\mathcal{ZK}}$. $\mathcal{F}^{\text{zk}}_{\mathcal{ZK}}$ checks whether $(\text{wit}, \text{ins}) \in \mathcal{R}$, and, in that case, sends the instance $\text{ins}$ to $\mathcal{V}$. The simulator $\mathcal{S}$ learns $\text{ins}$ but not $\text{wit}$.

We give the security definitions for non-hiding VC schemes and depict $\mathcal{F}^{\text{CRS,Setup}}_{\text{CRS}}, \mathcal{F}_{\text{AUT}}$ and $\mathcal{F}^{\text{zk}}_{\mathcal{ZK}}$ in the full version [17].
4.2 Description of $\Pi_{UD}$

In $\Pi_{UD}$, an NHVC $com$ is used to commit to the database $DB$. To this end, $com$ commits to a vector $x$ such that $x[i] = vr_i$ for all $i \in [1, N]$. $F_{CRS}^{\text{VC.Setup}}$ is parameterized by $VC.\text{Setup}$ and generates the parameters $par$.

In the ud.update interface, $U$ uses $F_{\text{AUT}}$ to send to $R$ the update $(i, vu_i)_{\forall i \in [1,N]}$. In the first execution of this interface, $U$ and $R$ run VC.Commit to commit to $(i, vu_i)_{\forall i \in [1,N]}$. In the following executions, $U$ and $R$ update $com$ by using VC.ComUpd. If $R$ already stores openings $w_i$, $R$ runs VC.Verify to update them.

In the ud.read interface, $R$ uses $F_{\text{ZK}}^R$ to prove that $com_i$ and $comr_i$ commit to a position $i$ and a value $vr_i$ such that $x[i] = vr_i$, where $x$ is the vector committed in $com$. The witness of $R$ includes an opening $w_i$. $R$ runs VC.Prove to compute it if it is not stored.

_Description of $\Pi_{UD}$_. $N$ denotes the database size. The universe of values $U_v$ is given by the message space of the NHVC scheme.

1. On input (ud.update.ini, $sid, (i, vu_i)_{\forall i \in [1,N]}$):
   - If $(sid, par, com, x, cu)$ is not stored:
     - $U$ uses $\text{crs.get}$ to obtain the parameters $par$ from $F_{\text{VC.Setup}}^{\text{VC.Setup}}$. To compute $par$, $F_{\text{VC.Setup}}^{\text{VC.Setup}}$ runs $VC.\text{Setup}(1^k, N)$.
     - $U$ initializes a counter $cu \leftarrow 0$ and a vector $x$ such that $x[i] = vu_i$ for all $i \in [1, N]$. $U$ runs $com \leftarrow VC.\text{Commit}(par, x)$ and stores $(sid, par, com, x, cu)$.
   - Else:
     - $U$ sets $cu' \leftarrow cu + 1$, $x' \leftarrow x$ and $com' \leftarrow com$. For all $i \in [1, N]$ such that $vu_i \neq \perp$, $U$ computes $com' \leftarrow VC.\text{ComUpd}(par, com', i, x'[i], vu_i)$. $U$ replaces the stored tuple $(sid, par, com, x, cu)$ by $(sid, par, com', x', cu')$.
     - $U$ uses $\text{aut.send}$ to send the message $\langle (i, vu_i)_{\forall i \in [1,N]}, cu' \rangle$ to $R$.
     - If $(sid, par, com, x, cr)$ is stored and $cu' \neq cr + 1$, $R$ aborts.
     - For $j = 1$ to $N$, if $(sid, j, w_j)$ is stored, $R$ sets $w'_j \leftarrow w_j$ and, for all $i \in [1, N]$ such that $vu_i \neq \perp$, $w'_j \leftarrow VC.\text{WitUpd}(par, w'_j, j, i, x[i], vu_i)$. $R$ replaces $(sid, j, w_j)$ by $(sid, j, w'_j)$.
     - $R$ performs the same operations as $U$ to set or update a tuple $(sid, par, com, x, cr)$.
     - $R$ outputs (ud.update.end, $sid, (i, vu_i)_{\forall i \in [1,N]}$).
2. On input (ud.read.ini, $sid, i, vr_i, com_i, open_i, comr_i, openr_i$):
   - $R$ parses $com_i$ as $(com'_i, parcom_i, COM.\text{Verify})$.
   - $R$ parses $comr_i$ as $(comr'_i, parcom_i, COM.\text{Verify})$.
   - $R$ aborts if $COM.\text{Verify}$ is not a ppt algorithm.
   - $R$ aborts if $1 \neq COM.\text{Verify}(parcom_i, com'_i, i, open_i)$.
   - $R$ aborts if $1 \neq COM.\text{Verify}(parcom_i, comr'_i, vr_i, openr_i)$.
   - $R$ takes the stored tuple $(sid, par, com, x, cr)$ and aborts if $x[i] \neq vr_i$. 

the equations described above for each entry read. Relation \( R \) is

\[
R = \{ (\text{wit}, \text{ins}) : \\
1 = \text{COM.Verify}(\text{parcom}, \text{com}_i', i, \text{open}_i) \land \\
1 = \text{COM.Verify}(\text{parcom}, \text{com}_i', \text{vr}_i, \text{openr}_i) \land \\
1 = \text{VC.Verify}(\text{par}, \text{com}, \text{vr}_i, i, w_i) \}
\]

Variants of \( \Pi_{UD} \). In Sect. 3, we describe a variant of \( \Pi_{UD} \) where \( R \) reads several database entries simultaneously, and another variant where the database entries are of the form \([i, vr_{i,1}, \ldots, vr_{i,m}]\). To construct the former, in the read phase, \( R \) simply needs to compute openings \( w_i \) for each entry read. Relation \( R \) replicates the equations described above for each entry read.

For the latter, \( \text{com} \) commits to a vector \( \text{x} \) of length \( N \times m \) such that \( x[i(i - 1)m + j] = vr_{i,j} \) for all \( i \in [1, N] \) and \( j \in [1, m] \). In the update phase, each vector component can be updated independently of others regardless of whether they belong to the same database entry. To read the database entry \( i \), \( R \) needs to compute openings \( \{w_{(i-1)m+1}, \ldots, w_{im}\} \) to open the positions \( [(i - 1)m + 1, im] \) of the committed vector \( \text{x} \). \( R \) must also prove that those positions belong to the database entry \( i \). To this end, the relation \( R \) is modified to involve a witness \( \text{wit} \leftarrow (\text{open}_i, \{w_{(i-1)m+j}, vr_{i,j}, \text{openr}_{i,j}\}_{j \in [1,m]}) \) and an instance \( \text{ins} \leftarrow (\text{par}, \text{com}, \text{parcom}, \text{com}_i', \{\text{com}_i'\}_{j \in [1,m]}, \text{cr}) \)

\[
R = \{ (\text{wit}, \text{ins}) : \\
1 = \text{COM.Verify}(\text{parcom}, \text{com}_i', i, \text{open}_i) \land \\
1 = \text{COM.Verify}(\text{parcom}, \text{com}_i', \text{vr}_i, \text{openr}_i) \land \\
1 = \text{VC.Verify}(\text{par}, \text{com}, \text{vr}_{i,j}, (i - 1)m + j, w_{(i-1)m+j})_{j \in [1,m]} \}
\]
5 Instanciation and Efficiency Analysis

Bilinear Maps. Let $G$, $\hat{G}$ and $G_t$ be groups of prime order $p$. A map $e : G \times \hat{G} \rightarrow G_t$ must satisfy bilinearity, i.e., $e(g^x, \hat{g}^y) = e(g, \hat{g})^{xy}$; non-degeneracy, i.e., for all generators $g \in G$ and $\hat{g} \in \hat{G}$, $e(g, \hat{g})$ generates $G_t$; and efficiency, i.e., there exists an efficient algorithm $G(1^k)$ that outputs the pairing group setup $grp \leftarrow (p, G, G_t, e, g, \hat{g})$ and an efficient algorithm to compute $e(a, b)$ for any $a \in G$, $b \in \hat{G}$.

$\ell$-Diffie-Hellman Exponent (DHE) Assumption. Let $(p, G, \hat{G}, G_t, e, g, \hat{g}) \leftarrow G(1^k)$ and $\alpha \leftarrow \mathbb{Z}_p$. Given $(p, G, \hat{G}, G_t, e, g, \hat{g})$ and a tuple $(g_1, \tilde{g}_1, \ldots, g_{t}, \tilde{g}_t, g_{t+2}, \ldots, g_{2\ell})$ such that $g_i = g^{(\alpha^i)}$ and $\tilde{g}_i = \hat{g}^{(\alpha^i)}$, for any p.p.t. adversary $A$, $\Pr[g^{(\alpha^{i+1})} \leftarrow A(p, G, \hat{G}, G_t, e, g, \hat{g}, g_1, \tilde{g}_1, \ldots, g_{t}, \tilde{g}_t, g_{t+2}, \ldots, g_{2\ell})] \leq \epsilon(k)$.

NHVC Scheme. We use a NHVC scheme secure under the $\ell$-DHE assumption [33].

$VC.Setup(1^k, \ell)$. Generate groups $(p, G, \hat{G}, G_t, e, g, \hat{g}) \leftarrow G(1^k)$, pick $\alpha \leftarrow \mathbb{Z}_p$ and compute $(g_1, \tilde{g}_1, \ldots, g_{t}, \tilde{g}_t, g_{t+2}, \ldots, g_{2\ell})$, where $g_i = g^{(\alpha^i)}$ and $\tilde{g}_i = \hat{g}^{(\alpha^i)}$. Output $par \leftarrow (p, G, \hat{G}, G_t, e, g, \tilde{g}_1, g_1, \tilde{g}_t, g_t, g_{t+2}, \ldots, g_{2\ell}, \mathcal{M} = \mathbb{Z}_p)$.

$VC.Commit(par, x)$. Let $|x| = n \leq \ell$. Output $com = \prod_{j=1}^n g_{t+1-j}^{x_j}$.

$VC.Prove(par, i, x)$. Let $|x| = n \leq \ell$. Output $w = \prod_{j=1, j \neq i}^n g_{t+1-j+i}^{x_j}$.

$VC.Verify(par, com, x, i, w)$. Output 1 if $e(com, \tilde{g}_i) = e(w, \hat{g}) \cdot e(g_1, \tilde{g}_t)^x$, else 0.

$VC.ComUpd(par, com, j, x, x')$. Output $com' = com \cdot g_{t+1-j}^{x'-x}$.

$VC.WitUpd(par, w, i, j, x, x')$. If $i = j$, output $w$, else $w' = w \cdot g_{t+1-j+i}^{x'-x}$.

This NHVC scheme is correct and binding under the $\ell$-DHE assumption. This theorem is proven in the full version [17].

Commitment Scheme for $\mathcal{F}_{NIC}$. A commitment scheme consists of algorithms $CSetup$, $Com$ and $VfCom$. $CSetup(1^k)$ generates the parameters $par_c$, which include a description of the message space $\mathcal{M}$. $Com(par_c, x)$ outputs a commitment $com$ to $x \in \mathcal{M}$ and an opening $open$. $VfCom(par_c, com, x, open)$ outputs 1 if $com$ is a commitment to $x$ with opening $open$ or 0 otherwise.

We use the Pedersen commitment scheme [38]. $CSetup(1^k)$ takes a group $G$ of prime order $p$ with generator $g$, picks random $\alpha$, computes $h \leftarrow g^\alpha$ and sets the parameters $par_c \leftarrow (G, g, h)$, which include a description of the message space $\mathcal{M} \leftarrow \mathbb{Z}_p$. $Com(par_c, x)$ picks random $open \leftarrow \mathbb{Z}_p$ and outputs a commitment $com \leftarrow g^x h^{open}$ to $x \in \mathcal{M}$ and an opening $open$. $VfCom(par_c, com, x, open)$ outputs 1 if $com = g^x h^{open}$. In [10], it is shown that any trapdoor commitment scheme, such as Pedersen commitments, realizes $\mathcal{F}_{NIC}$.

ZK Proof for $\mathcal{F}_{ZK}^R$. To instantiate $\mathcal{F}_{ZK}^R$, we use the scheme in [12]. In [12], a UC ZK protocol proving knowledge of exponents $(w_1, \ldots, w_n)$ that satisfy the formula $\phi(w_1, \ldots, w_n)$ is described as

$$\exists w_1, \ldots, w_n : \phi(w_1, \ldots, w_n)$$

(1)
The formula $\phi(w_1, \ldots, w_n)$ consists of conjunctions and disjunctions of "atoms". An atom expresses group relations, such as $\prod_{j=1}^{k} g_j^{F_j} = 1$, where the $g_j$'s are elements of prime order groups and the $F_j$'s are polynomials in the variables $(w_1, \ldots, w_n)$.

A proof system for (1) can be transformed into a proof system for more expressive statements about secret exponents $sexps$ and secret bases $sbases$:

$$\forall sexps, sbases : \phi(sexps, bases \cup sbases)$$

The transformation adds an additional base $h$ to the public bases. For each $g_j \in sbases$, the transformation picks a random exponent $\rho_j$ and computes a blinded base $g_j' = g_j h^{\rho_j}$. The transformation adds $g_j'$ to the public bases $bases$, $\rho_j$ to the secret exponents $sexps$, and rewrites $g_j^{F_j}$ into $g_j'^{F_j} h^{-F_j \rho_j}$.

The proof system supports pairing product equations $\prod_{j=1}^{k} e(g_j, g_j')^{F_j} = 1$ in groups of prime order with a bilinear map $e$, by treating the target group $\mathbb{G}_t$ as the group of the proof system. The embedding for secret bases is unchanged, except for the case in which both bases in a pairing are secret. In this case, $e(g_j, g_j')^{F_j}$ must be transformed into $e(g_j', g_j')^{F_j} e(g_j', h)^{-F_j \rho_j} e(h, g_j')^{-F_j \rho_j}$.

**Signature Schemes.** We use a signature scheme for the ZK proof for relation $R$ in Sect. 5.1. A signature scheme consists of the algorithms $\text{KeyGen, Sign and VfSig}$. $\text{KeyGen}(1^k)$ outputs a secret key $sk$ and a public key $pk$, which include a description of the message space $\mathcal{M}$. $\text{Sign}(sk, m)$ outputs a signature $s$ on the message $m \in \mathcal{M}$. $\text{VfSig}(pk, s, m)$ outputs 1 if $s$ is a valid signature on $m$ and 0 otherwise. This definition can be extended to blocks of messages $\tilde{m} = (m_1, \ldots, m_n)$. In this case, $\text{KeyGen}(1^k, n)$ receives the maximum number $n$ of messages as input. A signature scheme must be existentially unforgeable [23].

We use the structure-preserving signature (SPS) scheme in [2]. In SPSs, the public key, the messages, and the signatures are group elements in $G$ and $\hat{G}$, and verification must consist purely in the checking of pairing product equations. We employ SPSs to sign group elements, while still supporting efficient ZK proofs of signature possession. In this SPS scheme, $a$ elements in $G$ and $b$ elements in $\hat{G}$ are signed.

$\text{KeyGen}((grp, a, b))$. Let $grp \leftarrow (p, G, \hat{G}, \mathbb{G}_t, e, g, \hat{g})$ be the bilinear map parameters.

Pick at random $u_1, \ldots, u_a, v, w_1, \ldots, w_a, z \leftarrow \mathbb{Z}_p^*$ and compute $U_i = g^{u_i}$, $i \in [1..b]$, $V = \hat{g}^v$, $W_i = \hat{g}^{w_i}$, $i \in [1..a]$ and $Z = \hat{g}^z$. Return the verification key $pk \leftarrow (grp, U_1, \ldots, U_a, V, W_1, \ldots, W_a, Z)$ and the signing key $sk \leftarrow (pk, u_1, \ldots, u_a, v, w_1, \ldots, w_a, z)$.

$\text{Sign}(sk, \langle m_1, \ldots, m_{a+b} \rangle)$. Pick $r \leftarrow \mathbb{Z}_p^*$, set $R \leftarrow g^r$, $S \leftarrow g^{z-rv} \prod_{i=1}^{a} m_i^{-w_i}$, and $T \leftarrow (\hat{g} \prod_{i=1}^{b} m_{a+i}^{w_i})^{1/r}$, and output the signature $s \leftarrow (R, S, T)$.

$\text{VfSig}(pk, s, \langle m_1, \ldots, m_{a+b} \rangle)$. Output 1 if $e(R, V) e(S, \hat{g}) \prod_{i=1}^{a} e(m_i, W_i) = e(g, Z)$ and $e(R, T) \prod_{i=1}^{b} e(U_i, m_{a+i}) = e(g, \hat{g})$. 


5.1 UC ZK Proof for Relation $R$

To instantiate $\mathcal{F}_{ZK}^R$ with the protocol in [12], we need to instantiate $R$ with our chosen NHVC and commitment schemes. Then we need to express $R$ following the notation for UC ZK proofs described above.

In $R$, we need to prove that the position $i$ committed in $\text{com}_i'$ equals the position opened in the NHVC $\text{com}$ through the verification equation $e(\text{com}, \tilde{g}_i) = e(w, \tilde{g}) \cdot e(g_1, \tilde{g}_t)^{\alpha_i}$. In our NHVC scheme, $\alpha$ is secret, which makes the relation between $\tilde{g}_i = \tilde{g}^{\alpha_i}$ and $i$ not efficiently provable. To solve this problem, the public parameters are extended with SPSs that bind $g^i$ with $\tilde{g}_i$. Given the parameters $\text{par} = (p, \mathbb{G}, \mathbb{G}_t, e, g, \tilde{g}, g_1, \tilde{g}_1, \ldots, g_{\ell}, \tilde{g}_{\ell}, g_{\ell+2}, \ldots, g_{2\ell}, \mathcal{M} = \mathbb{Z}_p, \mathcal{R} = \mathbb{Z}_p)$, and the key pair $(sk, pk)$, for $i \in [1, \ell]$, $\mathcal{F}_{\text{CRS\_Setup}}$ computes $s_i \leftarrow \text{Sign}(sk, (g_i^i, g^{\text{sid}}, \tilde{g}_i))$, where $\text{sid}$ is the session identifier. (We note that, in many practical settings, $U$ can compute the parameters and signatures.) We remark that these signatures do not need to be updated when the database is updated.

Let $(U_1, V, W_1, W_2, Z)$ be the public key of the signature scheme. Let $(R, S, T)$ be a signature on $(g^i, g^{\text{sid}}, \tilde{g}_i)$. Let $(g, h)$ be the parameters of the Pedersen commitment scheme. $R$ involves proofs about secret bases and we use the transformation described above for those proofs. The base $h$ is also used to randomize secret bases in $\mathbb{G}$, and another base $\tilde{h} \leftarrow \mathbb{G}$ is added to randomize bases in $\tilde{G}$. Following the notation in [12], we describe the proof as follows.

\begin{align*}
\forall i, \text{open}_i, v, \text{open}_{ri}, \tilde{g}_i, w, R, S, T : \\
\text{com}_i = g^i h^{\text{open}_i} \land \text{com}_{ri} = g^v h^{\text{open}_{ri}} \land (3)
\end{align*}

\begin{align*}
e(R, V) e(S, \tilde{g}) e(g, W_1)^i e(g^{\text{sid}}, W_2) e(g, Z)^{-1} = 1 \land (4)
\end{align*}

\begin{align*}
e(R, T) e(U_1, \tilde{g}_i) e(g, \tilde{g})^{-1} = 1 \land (5)
\end{align*}

\begin{align*}
e(\text{com}, \tilde{g}_i)^{-1} e(w, \tilde{g}) e(g_1, \tilde{g}_{\ell})^v = 1 (6)
\end{align*}

Equation 3 proves knowledge of the openings of the Pedersen commitments $\text{com}_i$ and $\text{com}_{ri}$. Equation 4 and Eq. 5 prove knowledge of a signature $(R, S, T)$ on a message $(g^i, g^{\text{sid}}, \tilde{g}_i)$. Equation 6 proves that the value $v$ in $\text{com}_{ri}$ is equal to the value committed in the position $i$ of the vector commitment $\text{com}$.

**Instantiations of Variants of $\Pi_{UD}$.** To instantiate the variant of $\Pi_{UD}$ where several database entries are read simultaneously, we replicate the ZK proof described above for each entry read. To instantiate the variant with database entries $[i, vr_{i,1}, \ldots, vr_{i,m}]$, we compute signatures $s_i \leftarrow \text{Sign}(sk, (g^i, g^{\text{sid}}, \tilde{g}_{(i-1)m+1}, \ldots, \tilde{g}_{im}))$ to bind the entry $i$ to the positions $[(i-1)m+1, im]$ that need to be opened in the committed vector. The public key of the signature scheme is now $(U_1, \ldots, U_m, V, W_1, W_2, Z)$. The ZK proof for relation $R$ is:
We analyze the storage, communication, and computation costs of our instantiation of Π_{UD}.

Storage Cost. \( \mathcal{R} \) and \( \mathcal{U} \) store the common reference string, whose size grows linearly with \( N \). Throughout the protocol execution, \( \mathcal{R} \) and \( \mathcal{U} \) also store the last update of \( \text{com} \) and the committed vector. \( \mathcal{R} \) stores the openings \( w_i \). In conclusion, the storage cost is linear in \( N \).

Communication Cost. In the \texttt{ud.update} interface, \( \mathcal{U} \) sends \( (i, vu_i)_{\forall i \in [1,N]} \) to \( \mathcal{R} \). The communication cost is linear in the number of entries updated, except for the first update in which all entries must be initialized. In the \texttt{ud.read} interface, \( \mathcal{R} \) sends an instance and a ZK proof to \( \mathcal{U} \). The size of the witness and of the instance is constant and independent of \( N \). Therefore, the communication cost of the proof is constant. In conclusion, after the first update phase, the communication cost does not depend on \( N \).

Computation Cost. In the \texttt{ud.update} interface, \( \mathcal{U} \) and \( \mathcal{R} \) update \( \text{com} \) with cost linear in the number of updates (except for the first update where all the positions are initialized). \( \mathcal{R} \) also updates the stored openings \( w_i \) with cost linear in the number of updates. In the \texttt{ud.read} interface, if \( w_i \) is not stored, \( \mathcal{R} \) computes it with cost that grows linearly with \( N \). However, if \( w_i \) is stored, the computation cost of the proof is constant and independent of \( N \). We note that it is possible to defer opening updates to the \texttt{ud.read} interface, so as to only update openings that are actually needed to compute ZK proofs. Thanks to that, the computation cost in the \texttt{ud.update} interface is constant. In the \texttt{ud.read} interface, if \( w_i \) is stored but needs to be updated, the computation cost grows linearly with the number of updates but it is independent of \( N \). The only overhead introduced by deferring opening updates is the need to store the tuples \( (i, vu_i)_{\forall i \in [1,N]} \) sent by \( \mathcal{U} \).

In summary, after initializing \( \text{com} \) and the openings \( w_i \), the communication and computation costs are independent of \( N \), which makes our instantiation of Π_{UD} practical for large databases.
5.3 Implementation and Efficiency Measurements

We have implemented our instantiation of $\Pi_{UD}$ in the Python programming language, using the Charm cryptographic framework [4], on a computer equipped with an Intel Core i5-7300U CPU clocked at 2.60 GHz, and 8 gigabytes of RAM. The BN256 curve was used for the pairing group setup.

To compute the UC ZK proofs for $R$, we use the compiler in [12]. The public parameters of the proof system contain a public key of the Paillier encryption scheme, the parameters for a multi-integer commitment scheme and the specification of a DSA group. (We refer to [12] for a description of how those primitives are used in the compiler.) The cost of a proof depends on the number of elements in the witness and of the number of equations composed by Boolean ANDs. The computation cost for the prover of a $\Sigma$-protocol for $R$ involves one evaluation of each of the equations and one multiplication per value in the witness. The compiler in [12] extends a $\Sigma$-protocol and requires, additionally, a computation of a multi-integer commitment that commits to the values in the witness, an evaluation of a Paillier encryption for each of the values in the witness, a $\Sigma$-protocol to prove that the commitment and the encryptions are correctly generated, and 3 exponentiations in the DSA group. The computation cost for the verifier, as well as the communication cost, also depends on the number of values in the witness and on the number of equations. Therefore, as the number of values in the witness and of equations is independent of $N$ in our proof for relation $R$, the computation and communication costs of our proof do not depend on $N$.

| Table 1. $\Pi_{UD}$ execution times in seconds |
|------------------------------------------------|
| Interface | 1024 bit key | 2048 bit key |
|-----------|---------------|---------------|
| First update | $N = 100$ | 0.6844 | 5.9952 | 0.7940 | 6.0822 |
| Computation of $com$ or $w_i$ | 0.0032 | 0.03787 | 0.0032 | 0.03787 |
| 1-entry update of $com$ or $w_i$ | 0.0001 | 0.0001 | 0.0001 | 0.0001 |
| Read | 0.7496 | 0.7545 | 3.8945 | 3.5911 |

Table 1 lists the execution times of the update and read interfaces of the protocol, in seconds. The execution times of the interfaces of the protocol have been evaluated against the size $N$ of the database, and against the security parameter of the Paillier encryption algorithm.

In the first update, the public parameters of all the building blocks are computed, and the database is set up by computing $com$. In the second row of Table 1, we show the cost of just computing $com$, which is virtually the same as that of computing an opening $w_i$. The computation time of $com$ and $w_i$ is very small. (As required by our applications in Sect. 6, the committed vector that we use consists of small numbers rather than random values in $\mathbb{Z}_p$.) In the 1-entry update, one database entry is modified and $com$ is updated. The cost of
updating an opening \( w_i \) is virtually the same. As can be seen, the cost of the first update grows linearly with the size \( N \) of the database, as does the cost of setting up \( \text{com} \) or \( w_i \), whereas the cost of updating \( \text{com} \) or \( w_i \) is very small and independent of \( N \). The execution times for the read interface depend greatly upon the security parameters for the Paillier encryption scheme. However, the execution time is independent of the database size \( N \).

6 Modular Design with \( \mathcal{F}_{\text{UD}} \) and Applications

Consider the following relation \( R' \):

\[
R' = \{(\text{wit}, \text{ins}) : [i, vr_i] \in \text{DB} \land 1 = \text{pred}_i(i) \land 1 = \text{pred}_v(vr_i)\}
\]

where the witness is \( \text{wit} = (i, vr_i) \) and the instance is \( \text{ins} = \text{DB} \). \( \text{pred}_i \) and \( \text{pred}_v \) represent predicates that \( i \) and \( vr_i \) must fulfill, e.g., predicates that require \( i \) and \( vr_i \) to belong to a range or set of values.

We would like to construct a ZK protocol for \( R' \) that separates each of the equations of \( R' \). We show how this protocol is constructed by using \( \mathcal{F}_{\text{UD}} \) and \( \mathcal{F}_{\text{NIC}} \) as building blocks, along with the functionalities \( \mathcal{F}_{ZK}^{R_i} \) and \( \mathcal{F}_{ZK}^{R_v} \).

1. On input \( \text{DB} \), the verifier uses the \text{ud.update} interface to send \( \text{DB} \) to \( \mathcal{F}_{\text{UD}} \), which sends \( \text{DB} \) to the prover.
2. On input \((i, vr_i)\), the prover checks that \([i, vr_i] \in \text{DB}\).
3. The prover runs the \text{com.setup} interface of \( \mathcal{F}_{\text{NIC}} \). The prover uses the \text{com.commit} interface of \( \mathcal{F}_{\text{NIC}} \) on input \( i \) to obtain a commitment \( \text{com}_i \) with opening \( \text{open}_i \). Similarly, the prover obtains from \( \mathcal{F}_{\text{NIC}} \) a commitment \( \text{com}_{vr_i} \) to \( vr_i \) with opening \( \text{open}_{vr_i} \).
4. The prover uses \text{ud.read} to send \((i, vr_i, \text{com}_i, \text{open}_i, \text{com}_{vr_i}, \text{open}_{vr_i})\) to \( \mathcal{F}_{\text{UD}} \). \( \mathcal{F}_{\text{UD}} \) sends \( \text{com}_i \) and \( \text{com}_{vr_i} \) to the verifier.
5. The verifier runs the \text{com.setup} interface of \( \mathcal{F}_{\text{NIC}} \). The verifier uses the \text{com.validate} interface of \( \mathcal{F}_{\text{NIC}} \) to validate the commitments \( \text{com}_i \) and \( \text{com}_{vr_i} \). Then the verifier stores \( \text{com}_i \) and \( \text{com}_{vr_i} \) and sends a message to the prover to acknowledge the receipt of the commitments.
6. The prover parses the commitment \( \text{com}_i \) as \((\text{com}_i', \text{parcom}, \text{COM.Verify})\). The prover sets the witness \( \text{wit} \leftarrow (i, \text{open}_i) \) and the instance \( \text{ins} \leftarrow (\text{parcom}, \text{com}_i') \). The prover uses the \text{zk.prove} interface to send \( \text{wit} \) and \( \text{ins} \) to \( \mathcal{F}_{ZK}^{R_i} \), where \( R_i \) is

\[
R_i = \{(\text{wit}, \text{ins}) : 1 = \text{COM.Verify}(\text{parcom}, \text{com}_i', i, \text{open}_i) \land 1 = \text{pred}_i(i)\}
\]

7. The verifier receives \( \text{ins} \) from \( \mathcal{F}_{ZK}^{R_i} \). The verifier checks that the commitment in \( \text{ins} \) is equal to the stored commitment \( \text{com}_i \). If it is equal, the binding property guaranteed by \( \mathcal{F}_{\text{NIC}} \) ensures that \( \mathcal{F}_{\text{UD}} \) and \( \mathcal{F}_{ZK}^{R_i} \) received as input the same position \( i \).
8. The last two steps are replicated to prove that \( vr_i \) fulfills \( 1 = \text{pred}_v(vr_i) \) by using \( \mathcal{F}_{ZK}^{R_v} \).
We think that a modular design has two advantages. First, it allows for a simple security analysis. A security proof of a protocol described in the hybrid model is much simpler than a proof that requires reductions to the security properties of different cryptographic primitives. Moreover, each of the building blocks realizes a simpler task and thus requires a simpler protocol with a less involved security analysis. Second, it facilitates the study in isolation of how to create efficient and secure ZK data structures. Namely, different constructions for $\mathcal{F}_{UD}$ can easily be compared in terms of security and efficiency.

Application to POT. The POT protocols in [9,41] are based on previously proposed oblivious transfer (OT) protocols. However, they do not use OT as a building block. Instead, the OT protocol is modified ad-hoc to create the POT protocol, and its security has to be reanalyzed when analyzing the security of the POT protocol.

$\mathcal{F}_{UD}$ can be used to design a POT protocol modularly. The database $DB$ consists of entries $[i,p_i]$, where $p_i$ is the price to be paid for message $m_i$. To purchase $m_i$, the buyer uses the $\text{ud.read}$ interface of $\mathcal{F}_{UD}$ to read the entry $[i,p_i]$. The provider receives the commitments $\text{com}_i$ to $i$ and $\text{comr}_i$ to $p_i$. $\text{comr}_i$ is used as input to a functionality $\mathcal{F}_{ZK}^R$ where the buyer proves that he subtracts the price $p_i$ from his account. $\text{com}_i$ is used as input to a functionality for oblivious transfer (modified to receive committed inputs as described in [10]) to allow the buyer to retrieve $m_i$.

Therefore, $\mathcal{F}_{UD}$ allows the design of a POT protocol that uses a functionality for OT as building block. Thanks to that, the POT protocol can be instantiated with multiple OT schemes and their security does not need to be reanalyzed. Moreover, $\mathcal{F}_{UD}$ allows the provider to update prices at any time.

Application to PPB. In the PPB protocols in [39,40], a meter reading comprises the consumption $c$ and the time interval $i$ of consumption. The tariff policy associates a different function $p = f_i(c)$ to each time interval (and possibly to each consumption interval). $\mathcal{F}_{UD}$ can be used to design a PPB protocol modularly, where the database $DB$ consists of entries $[i,f_i]$. The PPB protocol works as follows. First, the meter outputs a signed meter reading $(c,i)$. The user reads $[i,f_i]$ through $\mathcal{F}_{UD}$, and the provider receives commitments $\text{com}_i$ to $i$ and $\text{comr}_i$ to $f_i$. $\text{com}_i$ is used as input to a functionality $\mathcal{F}_{ZK}^R$ to prove that $i$ equals the value signed in the meter reading. $\text{comr}_i$ is used as input to a functionality $\mathcal{F}_{ZK}^R$ to prove that $p = f_i(c)$. If $f_i$ is represented by a tuple of values (e.g. the coefficients of a polynomial) the variant of $\mathcal{F}_{UD}$ for databases of the form $[i,\text{vr}_{i,1}, \ldots, \text{vr}_{i,m}]$ should be used. If the formula $f_i$ also changes with the consumption interval, the database can also store the minimum and maximum values of the consumption interval to allow the user to prove that he uses the right formula. Using $\mathcal{F}_{UD}$ allows the design of PPB protocols modularly and allows the provider to modify the pricing policies efficiently and at any time.
7 Related Work

Accumulators. A cryptographic accumulator [6] allows us to represent a set $X$ succinctly as a single accumulator value $A$. To prove that a value $x \in X$, a party computes a witness $W_x$ whose size is independent of $X$. Some accumulator schemes are equipped with efficient ZK proofs to prove knowledge of $W_x$ such that $x \in X$.

NHVC schemes are similar to accumulator schemes that use a trusted setup and are non-hiding [5,11,13,37], i.e., $A$ does not hide $X$. (Recently, hiding accumulators [19,21] have been proposed.) The instantiation of NHVC schemes based on the DHE assumption resembles the accumulator scheme in [11]. The main difference between accumulators and NHVC schemes is that, while accumulators allow us to commit to a set, NHVC schemes allow us to commit to a vector of messages, where each message is committed at a specific position. This allows parties to prove statements about the position $i$ and about the value $v_r_i$ stored at $i$, which is needed for $F_{UD}$.

Vector Commitments. VC schemes [15,33] can be non-hiding and hiding, and can be based on different assumptions such as CDH, RSA and DHE. It would be possible to instantiate our construction under the more standard CDH or RSA assumptions. However, the instantiation of NHVC schemes based on DHE has efficiency advantages. A mercurial VC scheme based on DHE was proposed in [33], and subsequently non-hiding and hiding DHE VC schemes were used in [24,28,31]. In our instantiation of $\Pi_{UD}$, we use a NHVC scheme based on DHE that is extended with a ZK proof of knowledge of a witness $w_i$ to prove that a value $v_r_i$ is stored at position $i$. For this proof, a signature scheme is used along with the NHVC scheme.

Recently, in [29], subvector commitments (SVC) are proposed. In SVC, a commitment can be opened to a set of positions such that the size of the opening does not depend on the size of the set. A construction for SVC secure under the cube Diffie-Hellman assumption is given, in which the public parameter size grows quadratically with the vector length. Our functionality $F_{UD}$ only requires to open one vector component at a time. SVC may be used to construct the variant of $F_{UD}$ where several positions are read simultaneously, or the variant where the database entries are of the form $[i, v_r_{i,1}, \ldots, v_r_{i,m}]$. In the read phase, SVC would yield a ZK proof where one opening can be used to open several positions (at the expense of increasing the storage cost of the public parameters). Despite that SVC provides openings of size independent of the number of positions open, we note that the entire witness of the ZK proof would still grow with the number of positions opened, and thus the efficiency of those proofs would not be independent of the number of positions opened. In [7,29], constructions for SVC based on groups of hidden order are proposed, which are better suited for bit vectors.

Polynomial commitments allow a committer to commit to a polynomial and open the commitment to an evaluation of the polynomial. Polynomial commitments can be used as vector commitments by committing to a polynomial that
interpolates the vector to be committed. In [26], a construction of polynomial commitments from the SDH assumption is proposed. The polynomial commitment scheme from SDH has the disadvantage that efficient updates cannot be computed without knowledge of the trapdoor. A further generalization of vector commitments and polynomial commitments are functional commitments [29,32].

Zero-Knowledge Data Structures. Zero-Knowledge Sets (ZKS) [35] allow a prover P to commit to a set \( X \) and to subsequently prove to a verifier V (non-)membership of an element \( x \) in \( X \). Zero-Knowledge Databases (ZKDB) are similar to ZKS but each element \( x \in X \) is associated with a value \( v \), in such a way that a proof that \( x \in X \) reveals \( v \) to V. Both ZKS and ZKDB are two-party protocols between a prover and a verifier. Zero-knowledge requires that proofs of (non-)membership reveal nothing else beyond (non-)membership, not even the set size.

A ZKS with short proofs for membership and non-membership is proposed in [33] and an updatable ZKDB with short proofs is proposed in [15]. In [26], constructions for “nearly” ZKS and ZKDB, which do not hide the size of the set or database, are given. In [22], a construction for zero-knowledge lists (ZKL) is proposed, where a list is defined as an ordered set. In contrast to our work, existing constructions for ZKS, ZKDB and ZKL are not updatable, with the exceptions of the ZKDB in [15,34].

The main difference between ZK data structures and our work is that ZK data structures hide the database content from the verifier, while in our work the database is public. Another difference is that our database is oblivious in the sense that it provides ZK proofs about a committed position \( i \) and value \( v \), without revealing \( i \) or \( v \). In existing ZK data structures, the prover reveals \( i \) and \( v \) along with the proof to the verifier. This property allows our database to be used as building block in privacy-preserving protocols where \( i \) and \( v \) must remain hidden from the verifier. As for modular design, in those works a method to integrate modularly the proposed ZK data structures as building blocks of other protocols is not given.

ZK Proofs for Large Datasets. In most ZK proofs, the computation and communication costs grow linearly with the size of the witness, which is inadequate for proofs about datasets of large size \( N \). However, some techniques attain costs sub-linear in \( N \). Probabilistically checkable proofs [27] achieve verification cost sub-linear in \( N \), but the cost for the prover is linear in \( N \). In succinct non-interactive arguments of knowledge [20], verification cost is independent of \( N \), but the cost for the prover is still linear in \( N \). ZK proofs for oblivious RAM programs [36] consist of a setup phase where the prover commits to the dataset, with cost linear in \( N \) for the prover and constant for the verifier. After setup, multiple proofs can be computed about the dataset with cost sub-linear (proportional to the runtime of an ORAM program) for prover and verifier.

Our construction is somehow similar to [36], i.e. a database is committed, and then ZK proofs are computed. Storage cost is linear in \( N \). However, the verification cost of a ZK proof is constant and independent of \( N \). To compute a
ZK proof, only the cost of computing an opening $w_i$ is linear in $N$, but $w_i$ can be reused and updated with cost independent of $N$. Therefore, computing a ZK proof has an amortized cost independent of $N$, which makes our construction practical for large databases.

8 Conclusion and Future Work

We have proposed an ideal functionality $\mathcal{F}_{UD}$ and a construction $\Pi_{UD}$ for an updatable database. In addition to POT and PPB, (non-)updatable databases are implicitly used as building blocks of other protocols. For example, many oblivious transfer with access control $[1,8,16,30]$ protocols and other privacy preserving access control protocols [28] use a database that associates the index $i$ of messages $m_i$ with an access control policy $ACP_i$ ($\forall i \in [1,N]$). As another example, privacy-preserving client-side profiling protocols [18] use a database that stores a codification of a profiling algorithm. These protocols also use signatures as a way of implementing the database. In those protocols, the reader needs to remain anonymous and unlinkable towards the updater. Therefore, to be used in those protocols, $\mathcal{F}_{UD}$ and $\Pi_{UD}$ need to be modified to interact with multiple readers and to guarantee unlikability of readers towards the updater.
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