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Abstract

We investigate a multiphase Cahn–Hilliard model for tumor growth with general source terms. The multiphase approach allows us to consider multiple cell types and multiple chemical species (oxygen and/or nutrients) that are consumed by the tumor. Compared to classical two-phase tumor growth models, the multiphase model can be used to describe a stratified tumor exhibiting several layers of tissue (e.g., proliferating, quiescent and necrotic tissue) more precisely. Our model consists of a convective Cahn–Hilliard type equation to describe the tumor evolution, a velocity equation for the associated volume-averaged velocity field, and a convective reaction-diffusion type equation to describe the density of the chemical species. The velocity equation is either represented by Darcy’s law or by the Brinkman equation. We first construct a global weak solution of the multiphase Cahn–Hilliard–Brinkman model. After that, we show that such weak solutions of this system converge to a weak solution of the multiphase Cahn–Hilliard–Darcy system as the viscosities tend to zero in some suitable sense. This means that the existence of a global weak solution to the Cahn–Hilliard–Darcy system is also established.
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1 Introduction

The growth of cancer cells is affected by many biological and chemical mechanisms. Although there already exists a large amount of experimental data resulting from clinical experiments, the possibilities of predicting tumor growth are still in great need of improvement. In particular, it is crucial to gain a better understanding of the underlying biological mechanisms such as proliferation, chemotaxis and necrosis.

In the recent past, several mathematical models for tumor growth have been developed and analyzed from many different viewpoints. Especially diffuse interface models have gained a lot of interest (see, e.g., [42, 52, 59, 61]) and, at least for some of them, it could already be shown that they compare very well with clinical data (cf. [2, 3, 8, 39]). Therefore, such models might provide further insights into tumor growth dynamics, especially to understand its key mechanisms and to develop patient-specific treatment strategies.

Many of these diffuse interface models for tumor growth consist of a Cahn–Hilliard equation with additional source terms to describe the tumor, coupled to a reaction-diffusion type equation to describe chem-
Brinkman’s equation is difficult to handle because no derivatives of the velocity field, which could be used to obtain additional information about the flow, are involved. However, from the viewpoint of mathematical analysis, Darcy’s law, which is usually used to describe a viscous fluid (see, e.g., [13,15,37,40,41]), is often more suitable. In other works, Darcy’s law was suggested in several works in the literature to include an additional velocity equation in tumor growth models to describe such effects. In some papers, the Stokes equation was employed to describe the tumor as a viscous fluid (see, e.g., [14,19–21,53,55,60,63,68–73] for the investigation of associated optimal control problems.

It is further known that biological materials usually exhibit viscoelastic properties. For that reason, it is often difficult to handle because no derivatives of the velocity field, which could be used to obtain additional information about the flow, are involved in the equation. In general, in the context of tumor growth models, both descriptions are a reasonable choice as the Reynolds number associated with the flow through biological tissues is very small. The decision between Stokes and Darcy depends on the concrete situation at hand. However, from the viewpoint of mathematical analysis, Darcy’s law is often more suitable because no derivatives of the velocity field, which could be used to obtain additional information about the flow, are involved in the equation. In recent times, Brinkman’s equation has also become a popular option (cf. [27,62,74,79]) as it interpolates between the Stokes type and the Darcy type description.

The Cahn–Hilliard equation coupled to Darcy’s law is sometimes also referred to as the Cahn–Hilliard–Hele–Shaw system (especially in the context of two-phase flows). We refer, for example, to [25,35,57] for its mathematical investigation. The Cahn–Hilliard–Brinkman system was investigated, for instance, in [9,23]. A two-component Cahn–Hilliard–Brinkman model for tumor growth (including a reaction-diffusion type equation to describe the nutrient density) was proposed and analyzed in [28]. A simplified variant of this model was studied in [29–33].

Although such two-cell-species Cahn–Hilliard type models are very viable when describing the growth of a young tumor whose evolution is mainly governed by proliferation, they are somewhat limited when processes such as necrosis (cf. [52]) or hypoxia (that is an undersupply of oxygen, cf. [11]) of tumor cells have already taken place. Indeed, as illustrated in Figure 1, larger and more mature tumors tend to become stratified (cf. [64,67,76]), meaning that the tumor tissue consists of several layers where each of them exhibits different properties. Indeed, spectroscopic imaging and mapping techniques (see, e.g., [78]) suggest that in many situations, a tumor consists of three layers: a quickly proliferating outer rim, an intermediate quiescent layer whose cells suffer from hypoxia, and a necrotic core whose cells have already died off. For a more detailed discussion, we refer the reader to Section 2.

For these reasons, several multiphase models, which allow to describe multiple types of cell species and nutrients, have already been introduced in the literature. We refer the reader to [6,7,34,38,46,52,66,77] and the references therein.

A multiphase Cahn–Hilliard model for tumor growth. In this paper, we combine the ideas of [52] and [28], and we consider the following multiphase Cahn–Hilliard model for tumor growth:

\[
\begin{align*}
\text{div}(\mathbf{v}) &= S_\varphi(\varphi,\sigma) & \text{in } Q, \\
\text{div}(T(\varphi,\mathbf{v},\mathbf{p})) + \nu \mathbf{v} &= (\nabla \varphi)^T \mathbf{\mu} + (\nabla \sigma)^T N_\sigma(\varphi,\sigma) & \text{in } Q, \\
\partial_t \varphi + \text{div}(\mathbf{v} \otimes \mathbf{v}) &= \text{div}(C(\varphi,\sigma) \nabla \mathbf{\mu}) + S_\varphi(\varphi,\sigma,\mathbf{\mu}) & \text{in } Q, \\
\mathbf{\mu} &= -\gamma \varepsilon \Delta \varphi + \gamma \varepsilon^{-1} \Psi_\varphi(\varphi) + N_\sigma(\varphi,\sigma) & \text{in } Q, \\
\partial_t \sigma + \text{div}(\mathbf{\sigma} \otimes \mathbf{v}) &= \text{div}(D(\varphi,\sigma) \nabla N_\sigma(\varphi,\sigma)) - S_\sigma(\varphi,\sigma,\mathbf{\mu}) & \text{in } Q, \\
\hat{\partial}_n \varphi &= 0 & \text{on } \Sigma, \\
\hat{\partial}_n \mathbf{\mu} &= 0 & \text{on } \Sigma, \\
D(\varphi,\sigma) \nabla N_\sigma(\varphi,\sigma) \mathbf{n} &= S_T(\varphi,\sigma) & \text{on } \Sigma, \\
T(\varphi,\mathbf{v},\mathbf{p}) \mathbf{n} &= 0 & \text{on } \Sigma, \\
\varphi|_{t=0} &= \varphi_0 & \text{in } \Omega, \\
\sigma|_{t=0} &= \sigma_0 & \text{in } \Omega.
\end{align*}
\]
Here, $\Omega \subset \mathbb{R}^d$, with $d \in \{2, 3\}$, denotes a bounded, smooth domain with boundary $\Gamma$, and $T > 0$ stands for an arbitrary final time. The outward unit normal vector of $\Gamma$ is denoted by $\mathbf{n}$, $\partial_{\mathbf{n}}$ denotes the corresponding outward normal derivative, whereas $\otimes$ denotes the standard tensor product between two vectors. We further use the notation $Q := \Omega \times (0,T)$ and $\Sigma := \Gamma \times (0,T)$.

In this system of partial differential equations, the following quantities are involved:

- The tumor is represented by the vector-valued phase field function $\varphi = (\varphi_1, \ldots, \varphi_L)^T$ (with $L \in \mathbb{N}$). For any $i \in \{1, \ldots, L\}$, the component $\varphi_i$ denotes the volume fraction of the $i$-th tumor cell type. The healthy cells are represented by $\varphi_0$, which is defined as

$$\varphi_0 := 1 - \sum_{i=1}^{L} \varphi_i \quad \text{in } Q.$$  

This ensures that all volume fractions add up to one, that is

$$\sum_{i=0}^{L} \varphi_i = 1 \quad \text{in } Q. \quad (1.2)$$

The vector of chemical potentials associated with the phase field $\varphi$ is denoted by $\mu = (\mu_1, \ldots, \mu_L)^T$. Moreover, $\mathbb{C}(\cdot, \cdot)$ is the mobility tensor. The pair $(\varphi, \mu)$ is mainly governed by the Cahn–Hilliard type subsystem (1.1c)–(1.1d). Here, $\Psi_{\varphi}$ denotes the gradient of a given multi-well potential $\Psi$ that is a coercive function which is bounded from below and attains its global minimum at $\mathbf{0}$ and at the unit vectors $\mathbf{e}_i$, $i = 1, \ldots, L$. By this choice, it is energetically favourable (cf. (1.5)) for the components $\varphi_i$, $i = 0, \ldots, L$ to attain values close to one (i.e., only the $i$-th cell type is present) or close to zero (i.e., the $i$-th cell type is not present) in most parts of the domain $\Omega$. These regions where only one cell type is present are separated by a diffuse interface whose thickness is related to the constant $\varepsilon > 0$. Therefore, $\varepsilon$ is usually chosen to be very small. Moreover, the constant $\gamma > 0$ is related to the surface tension at the interface.

- The nutrients are represented by the vector-valued function $\sigma = (\sigma_1, \ldots, \sigma_M)^T$ (with $M \in \mathbb{N}$). For any $j \in \{1, \ldots, M\}$, the component $\sigma_j \geq 0$ denotes the density distribution of the $j$-th chemical species. These chemical species are usually oxygen and carbohydrates which are consumed by the tumor cells. The functions $\mathbf{N}_{\varphi}$ and $\mathbf{N}_{\sigma}$ denote the partial derivatives of the chemical free energy density $N$ with respect to the $\varphi$ and the $\sigma$ variable, respectively. Moreover, $\mathbb{D}(\cdot, \cdot)$ denotes the mobility tensor corresponding to $\sigma$.

- The function $v = (v_1, \ldots, v_d)$ represents the volume-averaged velocity field of the mixture, and $p$ denotes the associated pressure. The quantity $\nu$ in (1.1b) stands for the permeability and is assumed to be a positive constant. The symbol $T(\varphi, v, p)$ denotes the viscous stress tensor which is defined as

$$T(\varphi, v, p) := 2\eta(\varphi)\mathbf{D}v + \lambda(\varphi)\text{div}(v)\mathbf{I} - \rho\mathbf{I}, \quad (1.3)$$

where

$$\mathbf{D}v := \frac{1}{2} \left( \nabla v + (\nabla v)^T \right) \quad (1.4)$$

stands for the symmetrized velocity gradient. Here, $\eta$ and $\lambda$ are nonnegative functions representing the shear viscosity and the bulk viscosity, respectively.

If $\eta$ and $\lambda$ are identically zero, (1.1b) is known as Darcy’s law, and we refer to the system (1.1) as the multiphase Cahn–Hilliard–Darcy system (MCHD). If $\eta$ and $\lambda$ are positive, (1.1b) is called the Brinkman equation, which can be regarded as an interpolation between Darcy’s law ($\eta = \lambda = 0$ and $\nu > 0$) and the Stokes equation ($\eta, \lambda > 0$ and $\nu = 0$). In this scenario, the system (1.1) is referred to as the multiphase Cahn–Hilliard–Brinkman system (MCHB).

- The homogeneous Neumann boundary conditions (1.1f) and (1.1g) are standard choices for Cahn–Hilliard type equations. The condition (1.1f) entails that the mass flux over the boundary is zero. If the diffuse interface associated with the phase-field $\varphi$ intersects the boundary $\Gamma$, the condition (1.1g) enforces a
perfect ninety degree contact angle. However, as we are mainly interested in situations where the tumor is confined in the domain $\Omega$ (i.e., the interface does not intersect the boundary at all), the condition (1.1g) is primarily motivated from the viewpoint of mathematical analysis.

- The condition (1.1h) describes the nutrient flux over the boundary which is governed by the source term $S_T$. In particular, if $S_T$ is identically zero, no nutrients can enter or leave the domain over the boundary.

In the Brinkman case ($\eta, \lambda > 0$), the condition (1.1i) can be understood as a “no friction” boundary condition on the velocity field. In contrast to more traditional boundary conditions, (1.1i) allows us to handle general solution dependent source terms $S_v(\varphi, \sigma)$ in (1.1a). For instance, the no-slip boundary condition $v|_\Sigma = 0$ or the no-penetration boundary condition $v|_\Sigma \cdot n = 0$ would enforce the unpleasant compatibility condition $\int_\Omega S_v(\varphi, \sigma) \, dx = 0$, which is avoided by using the no-friction boundary condition (1.1i). A further advantage of the no-friction condition is that no boundary contributions of the velocity field appear in the weak formulation of the system (1.1). This is very favorable for the mathematical analysis and also for finite element approximations in the context of numerical methods.

In the Darcy case ($\eta \equiv 0$ and $\lambda \equiv 0$), the boundary condition (1.1i) degenerates to a homogeneous Dirichlet boundary condition on the pressure, i.e., $p|_\Sigma = 0$.

- The functions $S_v, S_\varphi, S_\sigma$ are generic source terms that can be specified depending on the application. In Section 2.1, we present a concrete example for a suitable choice of these source terms in a four-cell-species tumor model.

Furthermore, it is worth mentioning that the model (1.1) is associated with the following free energy (cf. [52]):

$$E(\varphi, \sigma) = \int_\Omega \frac{\gamma \varepsilon}{2} \Psi(\varphi) + \frac{\gamma \varepsilon}{2} \sum_{i=1}^L |\nabla \varphi_i|^2 \, dx + \int_\Omega N(\varphi, \sigma) \, dx. \tag{1.5}$$

Here, the first integral is referred to as the \textit{Ginzburg–Landau energy}. The second contribution is the \textit{chemical free energy}. It is associated with the nutrient density $N$ (cf. (2.8)) which is usually assumed to be of the form

$$N(\varphi, \sigma) = \frac{\chi}{2} |\sigma|^2 - G(\varphi, \sigma)$$

for a suitable function $G$. A reasonable choice for the function $G$ in a four-cell-species tumor model is presented in Section 2.2.

In the absence of source terms (i.e., $S_v \equiv 0, S_\varphi \equiv 0, S_\sigma \equiv 0$, and $S_T \equiv 0$), we obtain the following energy law:

$$\frac{d}{dt} E(\varphi, \sigma) + \int_\Omega 2\eta(\varphi)|Dv|^2 + \nu|v|^2 \, dx$$

$$+ \int_\Omega C(\varphi, \sigma) \nabla \mu : \nabla \mu + D(\varphi, \sigma) \nabla N_\sigma(\varphi, \sigma) : \nabla N_\sigma(\varphi, \sigma) \, dx = 0. \tag{1.6}$$

If the tensors $C$ and $D$ are chosen appropriately (i.e., at least positive semidefinite), then both integrals on the left-hand side are nonnegative. This implies that the energy is decreasing along solutions of the system (1.1) over the course of time. Therefore, (1.6) describes the dissipation of the free energy, and in this context, the integrals on the left-hand side of (1.6) can be understood as the \textit{dissipation rate}. This means that, at least in the absence of source terms, the model (1.1) is \textit{thermodynamically consistent}.

The multiphase Cahn–Hilliard–Darcy model (MCHD) is heavily based on the model derived in [52]. The only difference is that we are using a different right-hand side in the velocity equation (1.1b), which is of the same type as the one proposed for the two-cell-species scenario in [28]. We point out that this choice plays a crucial role in the derivation of the energy dissipation law (1.6) and thus, it also provides some advantages for the mathematical analysis.

The Darcy type description is particularly suitable if the viscoelastic flow associated with the biological tissues is assumed to behave like a viscous fluid permeating a porous medium. Although there are some
situations where this assumption is justified, this is not always the case. Therefore, the multiphase Cahn–Hilliard–Brinkman model (MCHB) might sometimes provide a better description. At least formally, the model (MCHB) converges to the model (MCHD) as the viscosities $\eta$ and $\lambda$ tend to zero. We will show that this asymptotic limit can be rigorously verified on the level of weak solutions.

In [52], also several numerical simulations for the system (MCHD) (with slightly different boundary conditions) were presented. In the case $L = M = 1$, where only two cell species (namely tumor cells and healthy cells) and one nutrient species are considered, the existence of weak solutions to the Cahn–Hilliard–Darcy model with a special choice of source terms and slightly different boundary conditions compared to (1.1) was established in [48]. For further mathematical investigations related to the two-cell-species Cahn–Hilliard–Darcy system we refer the reader to [48,50,51,56] and the references therein.

Existence results for solutions to multiphase Cahn–Hilliard–Darcy systems for tumor growth which are related to (1.1) can be found in [24,44]. Although the models studied in [24] and [44] allow for more general potentials $\Psi$ (including singular potentials like the logarithmic Flory–Huggins potential) which definitely makes the construction of solutions more challenging, they can at least to some extend be understood as a simplified variant of the model (1.1). For instance, the systems investigated in [24,44] are limited to three cell species ($L = 2$) and one nutrient species ($M = 1$), the mobility tensors $C(\cdot, \cdot)$ and $D(\cdot, \cdot)$ are constant diagonal matrices, the nutrient equation is quasi-stationary, and chemotaxis mechanisms are neglected.

In the special case $L = 1$ and $M = 1$, the Cahn–Hilliard–Brinkman model (MCHB) was introduced in [28], where also the existence of weak solutions was established. A numerical investigation can be found in [30]. In [29], a simplified version of this model was investigated, where the time derivative and the convection term in the nutrient equation are neglected. This means that the simplified nutrient equation is a quasi-static elliptic equation. For this model, the authors proved strong well-posedness and showed that the solutions converge to the corresponding Cahn–Hilliard–Darcy model as the viscosities $\eta$ and $\lambda$ tend to zero. For the analysis of weak and stationary solutions of this system with singular potentials, we refer to [33]. In [31,32], optimal control problems for this simplified model were investigated. We further want to mention [26], where the optimal control of a nonlocal Cahn–Hilliard–Brinkman model (without nutrient equation) was studied.

Structure of this paper. The paper is structured as follows. In Section 2, based on the general multiphase Cahn–Hilliard model (1.1), we present a concrete example for a four-cell-species tumor model ($L = 3$) with one species of nutrient ($M = 1$). In particular, we describe how the source terms and the chemical free energy density can be chosen (in accordance with the mathematical analysis) to describe biologically relevant mechanisms. In Section 3, we first fix some notation, recall auxiliary results and introduce assumptions that are necessary for the mathematical analysis. After that, we present the main results of our paper. The existence of a weak solution to (MCHB) is established in Theorem 3.5. In Theorem 3.7, we show that the weak solutions of the system (MCHB) constructed in Theorem 3.5 converge to a weak solution to the system (MCHD) as the viscosities $\eta$ and $\lambda$ tend to zero in a suitable sense. This is indeed a novel result since even in the two-cell-species model presented in [28], this asymptotic has not been investigated. In particular, this proves the existence of weak solutions to the model (MCHD). We point out that this “Darcy limit” was also established rigorously in [29] for strong solutions to a related two-cell-species model with a simplified quasi-stationary nutrient equation.

The proof of Theorem 3.5 is given in Section 4, whereas the proof of Theorem 3.7 is presented in Section 5.

2 A concrete tumor model with four cell species

In order to describe a stratified tumor by the system (1.1), we now suggest explicit choices for the source terms $S_v$, $S_v$, $S_\sigma$, and $S_\Gamma$ as well as the chemical free energy density $N$. As often suggested in the literature (see, e.g., [64,67,76] and the references therein), we assume that the tumor exhibits three layers:

- a proliferating rim whose cells consume nutrients and oxygen to proliferate rapidly,
- an intermediate quiescent region whose cells do not proliferate any more as they suffer from hypoxia (lack of oxygen) and/or an undersupply of nutrients,
• and a necrotic core whose cells have already died due to the lack of oxygen and nutrients.

An illustration of such a stratified tumor can be found in Figure 1. In the mathematical model, we thus choose \( L = 3 \) to describe the three tumor layers as well as the healthy cells. The proliferating tumor cells are associated with \( \varphi_1 \), the component \( \varphi_2 \) stands for the quiescent tissue, whereas \( \varphi_3 \) corresponds to the necrotic region. The volume fraction of the healthy cells is thus given as

\[
\varphi_0 = 1 - \sum_{i=1}^{3} \varphi_i.
\]

For simplicity, we restrict ourselves to consider oxygen and nutrients as one single chemical species, meaning that \( M = 1 \). Therefore, the nutrient density is a scalar function; to emphasize this, we will thus write \( \sigma \) instead of \( \sigma \).

Figure 1: Schematic representation of the layers of a stratified tumor \((L = 3)\).

### 2.1 The source terms

We first present some explicit choices for the source terms. We assume that \( S_\varphi, S_\sigma \), and \( S_\sigma \) depend only on \( \varphi \) and \( \sigma \) but not on \( \mu \). Thus, with some abuse of notation, we write

\[
S_\varphi(\varphi, \sigma) = S_\varphi(\varphi, \sigma, \mu), \quad S_\sigma(\varphi, \sigma) = S_\sigma(\varphi, \sigma, \mu).
\]

For the source term in the nutrient equation (1.1e), we make the ansatz

\[
S_\sigma(\varphi, \sigma) = \mathcal{C}_\varphi \varphi_1 \sigma - \mathcal{B}(\sigma_\Omega - \sigma).
\]

(2.1)

Here, the term \(-\mathcal{C}_\varphi \varphi_1 \sigma\) describes the consumption of nutrients by the proliferating cells at a constant rate \( \mathcal{C} > 0 \). Moreover, \( \mathcal{B} \) denotes a positive amplifying constant, and the function \( \sigma_\Omega \) stands for a given nutrient concentration provided by preexisting blood vessels permeating the tissue. Hence, the term \( \mathcal{B}(\sigma_\Omega - \sigma) \) describes supply \((\sigma < \sigma_\Omega)\) or deprivation \((\sigma > \sigma_\Omega)\) of nutrients by the vasculature. In a scenario of pure avascular growth, this term can be neglected.

For the source term in the phase field equation, the following choices are reasonable:

\[
S_\varphi(\varphi, \sigma) = \left( \varphi_1(P_\sigma - Q), Q_\varphi_1 - A_\varphi_2, A_\varphi_2 - D_\varphi_3 \right)^\top,
\]

\[
S_\varphi(\varphi, \sigma) = \left( \frac{1}{\mathcal{L}_\varphi} \mathcal{P}(\varphi_1)(P_\sigma - Q), \frac{1}{\mathcal{L}_\varphi} \mathcal{P}(\varphi_2)(Q - A), \frac{1}{\mathcal{L}_\varphi} \mathcal{P}(\varphi_3)(A - D) \right)^\top.
\]

(2.2a)

(2.2b)

We point out that similar choices were discussed in [52] for a three-cell-species tumor model \((L = 2)\) neglecting the quiescent region. In (2.2), the positive constants \( P, Q, A \) and \( D \) denote the proliferation rate,
the quiescence rate, the apoptosis rate, and the degradation rate, respectively. Moreover, \( p \) stands for the polynomial \( p(s) = s^2(1 - s)^2, \ s \in \mathbb{R} \).

The option (2.2a) models the increase of proliferating tumor cells at the rate \( \mathcal{P} \). The proliferating cells become quiescent at the rate \( \mathcal{Q} \) which in turn means that the quiescent cells increase at the rate \( \mathcal{Q} \). Similarly, due to apoptosis, the quiescent cells decrease and the necrotic cells increase at the rate \( \mathcal{A} \). Eventually, the necrotic cells degrade at the rate \( \mathcal{D} \).

The additional idea in (2.2b) is that the expressions \( p(i) \), \( i = 1, 2, 3 \), are positive at the diffuse interface (i.e., in \((0,1)\)) but zero at the values corresponding to the regions where only one cell type is present (i.e., in \([0,1]\)). This means that the evolution of the interface is directly influenced by the source terms. The scaling factor \( \frac{1}{2} \) is chosen as in \([52, 59]\) in order to retain the possibility of passing to the (formal) sharp interface limit \( \varepsilon \to 0 \).

Furthermore, as shown in \([52]\), the property
\[
\sum_{i=0}^{L} \varphi_i = \varphi_0 + \mathbf{1} \cdot \varphi = 1,
\]
where \( \mathbf{1} = (1, \ldots, 1)^\top \in \mathbb{R}^L \), entails that the source term \( S_\varphi \) needs to be chosen as
\[
S_\varphi(\varphi, \sigma) = \mathbf{1} \cdot S_\varphi(\varphi, \sigma) + S_{\varphi_0}(\varphi, \sigma),
\]
where \( S_{\varphi_0}(\varphi, \sigma) \) is the source term associated with the healthy tissue described by \( \varphi_0 \).

For instance, if \( S_\varphi \) is chosen as suggested in (2.2a), a reasonable choice is
\[
S_{\varphi_0}(\varphi, \sigma) = -\kappa \mathcal{P} \sigma \varphi_1 \quad \text{for some } \kappa \in [0,1].
\]
In the case \( \kappa = 1 \), the mass gain of tumor cells equals the mass loss of healthy cells. This would be the case if all newly emerged tumor cells originate from corrupted healthy cells. If \( \kappa = 0 \), the formation of tumor cells does not mean any loss of healthy cells, whereas the choice \( \kappa \in (0,1) \) interpolates between these rather extreme scenarios.

If \( S_\varphi \) is given by (2.2b), we recommend to choose \( S_{\varphi_0}(\varphi, \sigma) = 0 \) as proposed in \([52]\).

Although the options (2.2), (2.3) and (2.4) make sense from the modeling perspective, they do not fulfill the assumptions \( A5 \) and \( A6 \) we have to make in Section 3.3 for the mathematical analysis. Namely, we require that
\[
|S_\varphi(\varphi, \sigma)| \leq A, \quad |S_{\varphi_0}(\varphi, \sigma)| \leq B(|\varphi| + |\sigma| + 1)
\]
for constants \( A, B > 0 \) depending neither on \( \varphi \) nor on \( \sigma \).

To overcome this issue, we replace the term \( \mathcal{P} \sigma \) in (2.2) by a bounded expression. We assume that there exists a critical nutrient concentration \( c_p > 1 \) such that the proliferation does not increase any more, even if a larger amount of nutrient \( (\sigma > c_p) \) is available. Therefore, we introduce a nondecreasing function \( P \in C^1_b(\mathbb{R}) \) which satisfies
\[
\begin{cases}
P(s) = \mathcal{P} s & \text{for all } s \in [0, c_p - 1], \\
P(s) = \mathcal{P} c_p & \text{for all } s \in [c_p, \infty).
\end{cases}
\]

Moreover, for any fixed \( r > 0 \), we introduce a truncation function \( \mathfrak{h}_r \in C^1_b(\mathbb{R}) \) which satisfies
\[
\mathfrak{h}_r(s) = s \quad \text{for all } s \in [-r, 1 + r].
\]
If the multi-well potential \( \Psi \) is reasonably chosen and \( r > 0 \) is not too small, the values of the components \( \varphi_i \) will not exceed the interval \([-r, 1 + r]\). Choosing \( r = 1 \) should usually be more than enough to ensure this condition. In this case, replacing \( \varphi_i \) by \( \mathfrak{h}_r(\varphi_i) \) does not have any effect on the solution of the system (1.1). We thus choose
\[
\begin{align*}
S_\varphi(\varphi, \sigma) &= (\mathfrak{h}_r(\varphi_1) P(\sigma) - Q \mathfrak{h}_r(\varphi_2), Q \mathfrak{h}_r(\varphi_2) - A \mathfrak{h}_r(\varphi_2), A \mathfrak{h}_r(\varphi_2) - D \mathfrak{h}_r(\varphi_3))^\top, \\
S_{\varphi_0}(\varphi, \sigma) &= -\kappa P(\sigma) \mathfrak{h}_r(\varphi_1) \quad \text{for some } \kappa \in [0,1],
\end{align*}
\]
or
\[
S_\varphi(\varphi, \sigma) = \left( \frac{1}{2} \mathbf{p}_r(\varphi_1)(P(\sigma) - Q), \frac{1}{2} \mathbf{p}_r(\varphi_2)(Q - A), \frac{1}{2} \mathbf{p}_r(\varphi_3)(A - D) \right)^\top,
\]
where \( \mathbf{p}_r := \mathbf{p} \circ h_r \) is a bounded function. It is easily seen that both (2.6a) and (2.6b) satisfy the assumption A5. Moreover, if the source term \( S_\varphi \) is chosen as proposed in (2.3), it fulfills the assumption A6 for any \( \kappa \in [0, 1] \).

For the source term \( S_\Gamma \) appearing in the boundary condition (1.1h) for the nutrient equation (1.1e), we assume that it depends only on the nutrient density \( \sigma \). With some abuse of notation, we thus write
\[
S_\Gamma(\sigma) = S_{\Gamma}(\varphi, \sigma).
\]
As suggested in [28, 29], we propose the choice
\[
S_\Gamma(\sigma) = K(\sigma_\Gamma - \sigma),
\]
where \( \sigma_\Gamma \) is a given function describing a preexisting nutrient supply over the boundary, and \( K \) is a non-negative permeability constant. Notice that in the case \( K > 0 \), (1.1h) is a Robin type boundary condition, whereas if \( K = 0 \), it reduces to a no-flux condition. Moreover, the formal asymptotic limit \( K \to \infty \) would produce the Dirichlet condition \( \sigma = \sigma_\Gamma \) on \( \Sigma \). This limit has been investigated in [29] for a simplified two-cell-species version of the system (1.1) with a quasi-stationary nutrient equation (with \( M = 1 \)).

### 2.2 The chemical free energy density

For the chemical free energy, we use a similar decomposition of \( N \) as proposed in [52, Sect. 1]. Namely, we choose
\[
N(\varphi, \sigma) = \frac{\chi}{2} |\sigma|^2 - G(\varphi, \sigma),
\]
where the function \( G \) is defined as
\[
G(\varphi, \sigma) := \chi \sigma \varphi_1 + f(\sigma) \varphi_2 + g(\sigma) \varphi_3.
\]
Here, the term \( \chi \sigma \varphi_1 \) describes the chemotaxis mechanism which drives the proliferating tumor cells to grow towards regions of high nutrient concentration. We further assume that there exist critical nutrient concentrations \( 0 < c_n < c_q < \infty \) and functions \( f, g \in C^2(\mathbb{R}) \) that satisfy the following conditions:
\[
\begin{align*}
& f > 0 \text{ on } (c_n, c_q), \\
& f \leq 0 \text{ on } [c_q, \infty),
\end{align*}
\]
and
\[
\begin{align*}
& g > 0 \text{ on } (-\infty, c_n), \\
& g \leq 0 \text{ on } [c_n, \infty).
\end{align*}
\]

The reasons behind these choices are the following:

- If the nutrient concentration lies between the critical values \( c_n \) and \( c_q \), we expect the cells to become quiescent due to a lack of nutrient. This means that the amount of quiescent cells (that are associated with \( \varphi_2 \)) will increase. We describe this behavior by assuming that \( f \) is positive on \((c_n, c_q)\). As a consequence the whole term \( f(\sigma) \varphi_2 \) is positive, provided that \( \varphi_2 \) is positive, and with regard to the energy \( E \) presented in (1.5), it is thus energetically favorable if \( \varphi_2 \) further increases.

- If the nutrient concentration is below the critical value \( c_n \), we expect the cells to necrotize, meaning that the amount of necrotic cells (described by \( \varphi_3 \)) will increase. To model this behavior, we assume that \( g > 0 \) on \((-\infty, c_n)\). This entails that the term \( g(\sigma) \varphi_3 \) becomes positive if \( \varphi_3 \) is positive. It is thus energetically favorable if \( \varphi_3 \) increases.
We point out that in (2.10), the sign of \( f \) on the interval \((-\infty, c_n)\) is not prescribed as this strongly depends on the modeling details. For instance, if \( f \leq 0 \) on \((-\infty, c_n)\), the cells will not become quiescent as long as the nutrient concentration is below \( c_n \). They will rather necrotize due to the term \( g(\sigma)\varphi_3 \). On the other hand, if \( f > 0 \) on \((-\infty, c_n)\), there is a competition between quiescence and necrosis effects.

In the mathematical analysis, we are only able to handle the case where \( f \) and \( g \) are affine functions (see Assumption A4). Hence, in accordance with (2.10) and (2.11), the only reasonable choices are
\[
f(s) := \alpha(c_q - s), \quad s \in \mathbb{R}, \quad \text{and} \quad g(s) := \beta(c_n - s), \quad s \in \mathbb{R},
\]
with given positive constants \( \alpha \) and \( \beta \) acting as weights.

### 2.3 The tensors \( \mathbb{C} \) and \( \mathbb{D} \)

In general, the mobility tensors \( \mathbb{C} \) and \( \mathbb{D} \) can be fourth-order tensors (see A2 in Section 3.3) or second-order tensors (i.e., matrices; see Remark 3.3(a)). A simple but very common choice is to choose \( \mathbb{C} \in \mathbb{R}^{L \times L} \) and \( \mathbb{D} \in \mathbb{R}^{M \times M} \) as diagonal matrices with uniformly positive functions as diagonal entries. However, it is worth mentioning that under the assumptions in Section 3.3, even more complicated choices would be possible, as long as the tensors are uniformly positive definite.

In the present scenario with \( L = 3 \) and \( M = 1 \), we consider a matrix-valued function \( \mathbb{C} : \mathbb{R}^3 \times \mathbb{R} \to \mathbb{R}^{3 \times 3} \) and a scalar function \( \mathbb{D} : \mathbb{R}^3 \times \mathbb{R} \to \mathbb{R} \). We assume that the function \( \mathbb{D} \) is uniformly positive, and that
\[
[\mathbb{C}(\varphi, \sigma)]_{ij} = m_i(\varphi, \sigma)\delta_{ij}, \quad i, j = 1, ..., L,
\]
where \( m_i : \mathbb{R}^3 \times \mathbb{R} \to \mathbb{R}, i = 1, ..., L \) are given, uniformly positive functions and \( \delta_{ij} \) stands for the Kronecker symbol.

### 3 Mathematical analysis

#### 3.1 Notation

We first fix some notation that will be used throughout the paper.

The natural numbers excluding zero are denoted by \( \mathbb{N} \), whereas the natural numbers including zero are denoted as \( \mathbb{N}_0 \). For any Banach space \( X \) we denote its associated norm by \( \| \cdot \|_X \), and its topological dual space by \( X' \). The duality pairing of \( X \) and \( X' \) is denoted by \( \langle \cdot, \cdot \rangle_X \). If \( X \) is a Hilbert space, we denote its inner product by \( (\cdot, \cdot)_X \). Note that for Banach spaces \( X \) and \( Y \), the intersection \( X \cap Y \) is also a Banach space with respect to the norm \( \| \cdot \|_{X \cap Y} := \| \cdot \|_X + \| \cdot \|_Y \).

For any \( k \in \mathbb{N}_0 \), \( C^k(U) \) stands for the space of \( k \)-times continuously differentiable functions on any set \( U \) for which this definition makes sense. The subspace \( C_0^k(U) \) consists of all bounded functions in \( C^k(U) \) whose partial derivatives up to the order \( k \) are also bounded. Note that \( C_0^k(U) \) is a Banach space with respect to its standard norm which is denoted by \( \| \cdot \|_{C_0^k} \). Moreover, \( C_c^k(U) \) denotes the space of \( C^k(U) \)-functions that have compact support in \( U \). In the case \( k = 0 \), we just write \( C(U) = C_0(U) \), \( C_b(U) = C_0^b(U) \), and \( C_c(U) = C_0^c(U) \).

For any \( 1 \leq p \leq \infty \) and \( k \geq 0 \), the standard Lebesgue and Sobolev spaces defined on \( \Omega \) are denoted by \( L^p(\Omega) \) and \( W^{k,p}(\Omega) \), and the corresponding norms are denoted as \( \| \cdot \|_{L^p(\Omega)} = \| \cdot \|_{L^p} \) and \( \| \cdot \|_{W^{k,p}(\Omega)} = \| \cdot \|_{W^{k,p}} \), respectively. In the case \( p = 2 \), these spaces are Hilbert spaces and we use the standard notation \( H^k(\Omega) = W^{k,2}(\Omega) \). A similar notation is used for Lebesgue and Sobolev spaces on \( \Gamma \), where the norms are denoted by \( \| \cdot \|_{L^p(\Gamma)} = \| \cdot \|_{L^p_\Gamma} \) and \( \| \cdot \|_{W^{k,p}(\Gamma)} = \| \cdot \|_{W^{k,p}_\Gamma} \).

For brevity, we sometimes write \( L^p, W^{k,p}, H^k \) and \( L^p_\Gamma, W^{k,p}_\Gamma, H^k_\Gamma \) to denote the corresponding spaces of vector or matrix-valued functions defined on \( \Omega \) and \( \Gamma \), respectively.
We further define the Hilbert space

\[ H^2_n(\Omega; \mathbb{R}^n) := \{ \zeta \in H^2(\Omega; \mathbb{R}^n) : \partial_n \zeta = 0 \text{ a.e. on } \Gamma \} \]

for any \( n \in \mathbb{N} \). Moreover, we set

\[ \mathbf{L}^2_{\text{div}}(\Omega) := \{ \mathbf{f} \in L^2(\Omega; \mathbb{R}^d) : \text{div}(\mathbf{f}) \in L^2(\Omega) \}. \]

Here, the relation \( \text{div}(\mathbf{f}) \in L^2(\Omega) \) means that the divergence exists in the weak sense and belongs to \( L^2(\Omega) \). Notice that \( \mathbf{L}^2_{\text{div}}(\Omega) \) is a Hilbert space when equipped with the inner product

\[ \langle \mathbf{f}, \mathbf{g} \rangle_{\mathbf{L}^2_{\text{div}}(\Omega)} := (\mathbf{f} \cdot \mathbf{g})_{L^2} + \langle \text{div}(\mathbf{f}), \text{div}(\mathbf{g}) \rangle_{L^2} \quad \text{for all } \mathbf{f}, \mathbf{g} \in \mathbf{L}^2_{\text{div}}(\Omega), \]

and its induced norm. Moreover, we recall that for any \( \mathbf{f} \in \mathbf{L}^2_{\text{div}}(\Omega) \), the expression \( \mathbf{f} \cdot \mathbf{n} \) is well defined on \( \Gamma \) by the following integration by parts formula:

\[ \langle \mathbf{f} \cdot \mathbf{n}, \phi \rangle_{H^{1/2}(\Gamma)} = \int_{\Omega} \mathbf{f} \cdot \nabla \phi \, dx + \int_{\Omega} \phi \text{div}(\mathbf{f}) \, dx \quad \text{for all } \phi \in H^1(\Omega); \quad (3.1) \]

see, e.g., [47, Sect. III.2]. Moreover, there exists a positive constant \( C_{\text{div}} \), which depends only on \( \Omega \), such that

\[ \| \mathbf{f} \cdot \mathbf{n} \|_{(H^{1/2}(\Gamma))} \leq C_{\text{div}} \| \mathbf{f} \|_{\mathbf{L}^2_{\text{div}}(\Omega)}. \]

For vectors \( \mathbf{a} = (a_1, ..., a_k)^T \in \mathbb{R}^k \) and \( \mathbf{b} = (b_1, ..., b_l)^T \in \mathbb{R}^l \), we denote the standard tensor product by \( \mathbf{a} \otimes \mathbf{b} \) which produces an element of \( \mathbb{R}^{k \times l} \) and is defined componentwise as \( (\mathbf{a} \otimes \mathbf{b})_{ij} = a_i b_j \) for all \( i \in \{1, ..., k\} \), \( j \in \{1, ..., l\} \).

For given matrices \( \mathbf{A}, \mathbf{B} \in \mathbb{R}^{n \times m} \), we define the scalar product

\[ \mathbf{A} : \mathbf{B} := \sum_{i=1}^{n} \sum_{j=1}^{m} \mathbf{A}_{ij} \mathbf{B}_{ij}. \]

Furthermore, for any fourth order tensor \( \mathbf{C} \in \mathbb{R}^{n \times m \times n \times m} \), and any matrix \( \mathbf{A} \in \mathbb{R}^{n \times m} \), we set

\[ [\mathbf{C} \mathbf{A}]_{ij} := \sum_{k=1}^{n} \sum_{l=1}^{m} [\mathbf{C}]_{ijkl} [\mathbf{A}]_{kl} \quad \text{for all } i \in \{1, ..., n\} \text{ and } j \in \{1, ..., m\}, \]

and we use the notation

\[ |\mathbf{A}| = \left( \sum_{i=1}^{n} \sum_{j=1}^{m} |\mathbf{A}_{ij}|^2 \right)^{\frac{1}{2}}, \quad |\mathbf{C}| = \left( \sum_{i=1}^{n} \sum_{k=1}^{m} \sum_{j=1}^{n} \sum_{l=1}^{m} |[\mathbf{C}]_{ijkl}|^2 \right)^{\frac{1}{2}}. \]

### 3.2 Auxiliary results

Before diving into the obtained results, let us first introduce some useful auxiliary results.

The following interpolation result for Sobolev spaces on bounded domains can be found in [75, Sec 4.3.1, Thm. 1].

**Lemma 3.1** (Interpolation between Sobolev spaces). Suppose that \( \Omega \subset \mathbb{R}^d \) with \( d \in \mathbb{N} \) is a bounded smooth domain. Furthermore, let \( \theta \in (0, 1) \) be arbitrary, and let \( r, s_0 \), and \( s_1 \) be any real numbers satisfying

\[ r = (1 - \theta)s_0 + \theta s_1. \]

Then \( H^r(\Omega) \) is the real interpolation of \( H^{s_0}(\Omega) \) and \( H^{s_1}(\Omega) \) with interpolation parameter \( \theta \), that is,

\[ H^r(\Omega) = (H^{s_0}(\Omega), H^{s_1}(\Omega))_{\theta, 2}. \]
In particular, there exists a constant $C > 0$ such that for all $f \in H^{s_0}(\Omega) \cap H^{s_1}(\Omega)$,

$$
\|f\|_{H^r(\Omega)} \leq C \|f\|_{H^{s_0}(\Omega)}^{1-\theta} \|f\|_{H^{s_1}(\Omega)}^\theta.
$$

Next, we recall a well-known result related to the solvability of the divergence equation. The lemma and the corresponding proof can be found, e.g., in [47, Sec. III.3].

**Lemma 3.2.** Let $\Omega \subset \mathbb{R}^d$, $d \geq 2$, be a bounded domain with Lipschitz boundary $\Gamma$, and let $q \in (1, \infty)$ be arbitrary. Then, for every $f \in L^q(\Omega)$ and $a \in W^{1-\frac{1}{q}, 1}(\Gamma)$ with

$$
\int_\Omega f \, dx = \int_\Gamma a \cdot n \, dS,
$$

there exist a strong solution $u \in W^{1,q}(\Omega)$ to the problem

$$
\begin{cases}
\text{div}(u) = f & \text{in } \Omega, \\
u = a & \text{on } \Gamma,
\end{cases}
$$

and a positive constant $C_{\Omega, q}$ depending only on $\Omega$ and $q$, such that

$$
\|u\|_{W^{1,q}(\Omega)} \leq C_{\Omega, q} \left( \|f\|_{L^q(\Omega)} + \|a\|_{W^{1-\frac{1}{q}, 1}(\Gamma)} \right).
$$

We further recall the following inequalities:

- **Korn’s inequality**: Let $\Omega \subset \mathbb{R}^d$ with $d \geq 2$ be a bounded domain with Lipschitz-boundary. There exists a positive constant $C_K$ depending only on $\Omega$ such that for all $v \in H^1(\Omega)$,

$$
\|v\|_{H^1} \leq C_K \left( \|v\|_{L^2}^2 + \|Dv\|_{L^2}^2 \right)^{1/2}.
$$

- **Gagliardo–Nirenberg inequality**: Let $\Omega \subset \mathbb{R}^d$ with $d \geq 2$ be a bounded domain with Lipschitz-boundary. We assume that $p, q, r \in [1, \infty]$, $m, j \in \mathbb{N}_0$ with $0 \leq j < m$, and $\theta \in \left[\frac{j}{m}, 1\right]$ satisfy the relation

$$
\frac{j}{m} - \frac{d}{p} = \left( m - \frac{d}{r} \right) \theta + \left( -\frac{d}{q} \right) (1 - \theta).
$$

Then, there exists a positive constant $C_{GN}$ depending only on $\Omega, d, m, j, p, q, r,$ and $\theta$, such that for all $f \in W^{m,r}(\Omega) \cap L^q(\Omega)$,

$$
\|D^j f\|_{L^p} \leq C_{GN} \|f\|_{W^{m,r}}^\theta \|f\|_{L^q}^{1-\theta}.
$$

- **Agmon’s inequality** (see, e.g., [22, Lem. 4.10]): Let $\Omega \subset \mathbb{R}^d$ with $d \in \{2, 3\}$ be an open, bounded domain of class $C^2$. There exists a positive constant $C_{AG}$ such that for all $f \in H^2(\Omega)$,

$$
\|f\|_{L^\infty} \leq C_{AG} \|f\|_{H^1}^\frac{2}{3} \|f\|_{H^2}^\frac{5}{3}.
$$

### 3.3 Assumptions

The following assumptions are supposed to hold throughout the paper.
A1 The set $\Omega \subset \mathbb{R}^d$ with $d \in \{2, 3\}$ is a smooth, bounded domain with boundary $\Gamma := \partial \Omega$. Moreover, the parameters $\nu$, $\varepsilon$, and $\gamma$ are given positive constants.

A2 The phase mobility tensor $\mathbb{C}$ and the nutrient mobility tensor $\mathbb{D}$ are bounded, continuously differentiable functions

\[
\mathbb{C} : \mathbb{R}^L \times \mathbb{R}^M \to \mathbb{R}^{L \times d \times L \times d}, \quad \mathbb{D} : \mathbb{R}^L \times \mathbb{R}^M \to \mathbb{R}^{M \times d \times M \times d}.
\] (3.6)

Moreover, $\mathbb{C}$ and $\mathbb{D}$ are symmetric in the following sense:

\[
[C]_{ijkl} = [C]_{klij} \quad \text{for all } i, k \in \{1, \ldots, L\} \text{ and } j, l \in \{1, \ldots, d\},
\]

\[
[D]_{ijkl} = [D]_{klij} \quad \text{for all } i, k \in \{1, \ldots, M\} \text{ and } j, l \in \{1, \ldots, d\}.
\]

There further exist positive constants $C_0$ and $D_0$ such that for all $p \in \mathbb{R}^L$, $s \in \mathbb{R}^M$, $A \in \mathbb{R}^{L \times d}$, and $B \in \mathbb{R}^{M \times d}$,

\[
C_0|A|^2 \leq \mathbb{C}(p, s)A : A, \quad D_0|B|^2 \leq \mathbb{D}(p, s)B : B.
\]

This means that the tensors $\mathbb{C}(p, s)$ and $\mathbb{D}(p, s)$ are uniformly positive definite for all $p \in \mathbb{R}^L$ and $s \in \mathbb{R}^M$.

A3 The viscosities are functions $\eta, \lambda \in C^1_b(\mathbb{R}^L; \mathbb{R})$, and there exist constants $\eta_0, \eta_1, \lambda_\ast$ such that, for every $p \in \mathbb{R}^L$, it holds

\[
0 < \eta_0 \leq \eta(p) \leq \eta_1, \quad 0 \leq \lambda(p) \leq \lambda_\ast.
\] (3.7)

A4 The chemical free energy density $N$ is defined as

\[
N : \mathbb{R}^L \times \mathbb{R}^M \to \mathbb{R}, \quad N(p, s) = \frac{\chi_\sigma}{2}|s|^2 - G(p, s).
\] (3.8)

Here, $\chi_\sigma$ is a positive constant, and the function $G$ is given as

\[
G(p, s) = s^T \mathbb{B}p + a \cdot p + b \cdot s + c \quad \text{for all } p \in \mathbb{R}^L, s \in \mathbb{R}^M,
\] (3.9)

with prescribed coefficients $\mathbb{B} \in \mathbb{R}^{M \times L}$, $a \in \mathbb{R}^L$, $b \in \mathbb{R}^M$ and $c \in \mathbb{R}$. We will use the notation

\[
G_\varphi(p, s) := \partial_p G(p, s) = \mathbb{B}^T s + a, \quad N_\varphi(p, s) := \partial_p N(p, s) = -\mathbb{B}^T s - a,
\]

\[
G_\sigma(p, s) := \partial_s G(p, s) = \mathbb{B} p + b, \quad N_\sigma(p, s) := \partial_s N(p, s) = \chi_\sigma s - \mathbb{B} p - b,
\]

\[
G_{\varphi\sigma}(p, s) := \partial_s \partial_p G(p, s) = \mathbb{B}, \quad N_{\varphi\sigma}(p, s) := \partial_s \partial_p N(p, s) = \chi_\sigma \mathbb{I},
\]

\[
G_{\varphi\varphi}(p, s) := \partial_p^2 G(p, s) = 0, \quad N_{\varphi\varphi}(p, s) := \partial_p^2 N(p, s) = 0.
\]

where $I$ stands for the identity matrix in $\mathbb{R}^{M \times M}$. In particular, we have $N_\varphi = -G_\varphi$, $N_{\varphi\sigma} = -G_{\varphi\sigma}$, and $N_{\varphi\varphi} = -G_{\varphi\varphi}$.

Consequently, there exist positive constants $A_G, B_G, C_G$ and $D_G$ such that for all $p \in \mathbb{R}^L$ and $s \in \mathbb{R}^M$:

\[
|G(p, s)| \leq C_G(|p||s| + |p| + |s| + 1),
\] (3.11)

\[
|G_\varphi(p, s)| \leq A_G(|s| + 1), \quad |G_\sigma(p, s)| \leq B_G(|p| + 1),
\] (3.12)

\[
|G_{\varphi\sigma}(p, s)| \leq D_G,
\] (3.13)

where $\| \cdot \|$ stands for the operator norm. This directly implies the existence of positive constants $A_N, B_N$, and $C_N$ such that for all $p \in \mathbb{R}^L$ and $s \in \mathbb{R}^M$:

\[
|N(p, s)| \leq C_N(|s|^2 + |p||s| + |p| + |s| + 1),
\] (3.14)

\[
|N_\varphi(p, s)| \leq A_N(|s| + 1), \quad |N_\sigma(p, s)| \leq B_N(|p| + |s| + 1).
\] (3.15)
The source terms $S$ for all $p \in \mathbb{R}^L$ and $s \in \mathbb{R}^M$. In combination with the assumptions on the tensor $D$ in $A2$, this ensures that the nutrient equation (1.1e) has a parabolic structure. Moreover, for all $p \in \mathbb{R}^L$ and $s \in \mathbb{R}^M$ the matrix $N_{p,s}$ is invertible and the operator norm of the inverse matrix is uniformly bounded by

$$\| (N_{p,s})^{-1} \| \leq \lambda^{-1}.$$  \hfill (3.17)

**A5** The source terms $S_\psi$ and $S_\sigma$ are continuously differentiable, vector-valued functions

$$S_\psi : \mathbb{R}^L \times \mathbb{R}^M \times \mathbb{R}^L \to \mathbb{R}^L, \quad S_\sigma : \mathbb{R}^L \times \mathbb{R}^M \times \mathbb{R}^L \to \mathbb{R}^M.$$  \hfill (3.18)

We further assume that there exist continuously differentiable functions

$$\Lambda_\psi : \mathbb{R}^L \times \mathbb{R}^M \to \mathbb{R}^L, \quad \theta_\psi : \mathbb{R}^L \times \mathbb{R}^M \to \mathbb{R}^{L \times L},$$

$$\Lambda_\sigma : \mathbb{R}^L \times \mathbb{R}^M \to \mathbb{R}^M, \quad \theta_\sigma : \mathbb{R}^L \times \mathbb{R}^M \to \mathbb{R}^{M \times L},$$  \hfill (3.19)

such that $S_\psi$ and $S_\sigma$ exhibit the following decomposition:

$$S_\psi(p,s,m) = \Lambda_\psi(p,s) - \theta_\psi(p,s)m,$$

$$S_\sigma(p,s,m) = \Lambda_\sigma(p,s) - \theta_\sigma(p,s)m$$  \hfill (3.20)

for all $p, m \in \mathbb{R}^L$ and $s \in \mathbb{R}^M$.

Moreover, we demand that there exist positive constants $A_\psi, A_\sigma, B_\psi$ and $B_\sigma$ such that, for all $p \in \mathbb{R}^L$ and $s \in \mathbb{R}^M$, we have

$$|\Lambda_\psi(p,s)| \leq A_\psi(|p| + |s| + 1), \quad ||\theta_\psi(p,s)|| \leq B_\psi,$$

$$|\Lambda_\sigma(p,s)| \leq A_\sigma(|p| + |s| + 1), \quad ||\theta_\sigma(p,s)|| \leq B_\sigma.$$  \hfill (3.21)

In particular, this entails that there exists a positive constant $B_S$ such that, for all $p, m \in \mathbb{R}^L$ and $s \in \mathbb{R}^M$,

$$|S_\psi(p,s,m)| + |S_\sigma(p,s,m)| \leq B_S(|p| + |s| + |m| + 1).$$  \hfill (3.22)

**A6** The source term $S_\psi$ is a continuously differentiable scalar function

$$S_\psi : \mathbb{R}^L \times \mathbb{R}^M \to \mathbb{R}.$$  \hfill (3.23)

We further assume that there exists a positive constant $A_S$ such that for all $p \in \mathbb{R}^L$ and $s \in \mathbb{R}^M$,

$$|S_\psi(p,s)| \leq A_S.$$  \hfill (3.24)

**A7** The boundary source term $S_\Gamma$ is continuously differentiable, vector-valued function

$$S_\Gamma : \mathbb{R}^L \times \mathbb{R}^M \to \mathbb{R}^M.$$  \hfill (3.25)

Furthermore, there exists a continuously differentiable function

$$\Lambda_\Gamma : \mathbb{R}^L \times \mathbb{R}^M \to \mathbb{R}^M,$$

and a nonnegative constant $K$ such that

$$S_\Gamma(p,s) = K(\Lambda_\Gamma(p,s) - s),$$  \hfill (3.26)

for all $p \in \mathbb{R}^L$ and $s \in \mathbb{R}^M$. Moreover, there exists a positive constant $A_\Gamma$ such that for all $p \in \mathbb{R}^L$ and $s \in \mathbb{R}^M$,

$$|\Lambda_\Gamma(p,s)| \leq A_\Gamma.$$  \hfill (3.27)
The potential $\Psi$ belongs to $C^2(\mathbb{R}^L; \mathbb{R})$ and there exist positive constants $A_\Psi, B_\Psi$ such that for every $p \in \mathbb{R}^L$ it holds that
\[ \Psi(p) \geq A_\Psi |p|^2 - B_\Psi. \] (3.31)
In addition, the potential can be decomposed as $\Psi = \Psi^{(1)} + \Psi^{(2)}$ with $\Psi^{(1)}, \Psi^{(2)} \in C^2(\mathbb{R}^L; \mathbb{R})$, where $\Psi^{(1)}$ is convex, and $\Psi^{(2)} : \mathbb{R}^L \to \mathbb{R}^L$ is Lipschitz-continuous.

For the gradient and the Hessian of $\Psi$, we will write
\[ \Psi_{,p} := \nabla \Psi, \quad \Psi_{,p,p} := D^2 \Psi, \]
and we will use an analogous notation for $\Psi^{(1)}$ and $\Psi^{(2)}$.

Moreover, we assume:

**A8.1** If the matrix-valued function $\theta_{,p}$ in A5 is uniformly positive definite, that is
\[ \exists \theta_0 > 0 \quad \forall p, \zeta \in \mathbb{R}^L, s \in \mathbb{R}^M : \quad \zeta^T \theta_{,p}(p,s) \zeta \geq \theta_0 |\zeta|^2, \] (3.32)
there exist an exponent $\rho \in [2,4]$, and positive constants $B_{\Psi}, C_{\Psi}$ and $D_{\Psi}$, such that
\[ |\Psi(p)| \leq B_{\Psi}(|p|^\rho + 1), \quad |\Psi_{,p}(p)| \leq C_{\Psi}(|p|^\rho - 1), \quad |\Psi_{,p,p}(p)| \leq D_{\Psi}(|p|^\rho - 1). \] (3.33)
for all $p \in \mathbb{R}^L$.

**A8.2** If the matrix-valued function $\theta_{,p}$ in A5 is not uniformly positive definite, that is (3.32) does not hold, there exist positive constants $B_{\Psi}, C_{\Psi}$ and $D_{\Psi}$ such that
\[ |\Psi(p)| \leq B_{\Psi}(|p|^2 + 1), \quad |\Psi_{,p}(p)| \leq C_{\Psi}(|p| + 1), \quad |\Psi_{,p,p}(p)| \leq D_{\Psi} \] (3.34)
for all $p \in \mathbb{R}^L$.

**A9** The diffuse interface parameter $\varepsilon$ is a fixed positive constant which satisfies
\[ \varepsilon < \frac{\gamma \chi \sigma A_{\Psi}}{8 C_G^2}. \] (3.35)
Here, $A_{\Psi}$ is the constant from (3.31), $\chi \sigma$ and $C_G$ are the constants from A4, and $\gamma > 0$ is the surface tension parameter.

**Remark 3.3.** (a) Instead of fourth-order tensors, $\mathbb{C}$ and $\mathbb{D}$ could also just be matrices (second-order tensors) in $\mathbb{R}^{L \times L}$ and $\mathbb{R}^{M \times M}$, respectively. This because a matrix can still be described by an associated fourth-order tensor in the following way:

Suppose that $n, m \in \mathbb{N}$, and $M \in \mathbb{R}^{n \times n}$ is a given matrix. Then the corresponding fourth-order tensor $M \in \mathbb{R}^{n \times n \times n \times n}$ is defined as
\[ [M]_{ijkl} := \delta_{jl} [M]_{ik} \quad \text{for all } i, k \in \{1, \ldots, n\} \text{ and } j, l \in \{1, \ldots, m\}, \]
where $\delta_{jl}$ stands for the Kronecker symbol. In particular, for any matrix $A \in \mathbb{R}^{n \times m}$, it thus holds
\[ [MA]_{ij} = \sum_{k=1}^{n} \sum_{l=1}^{m} [M]_{ijkl} [A]_{kl} = \sum_{k=1}^{n} [M]_{ik} [A]_{kj} = [MA]_{ij} \quad \text{for all } i \in \{1, \ldots, n\} \text{ and } j \in \{1, \ldots, m\}, \]
which means $MA = MA$.

(b) We point out that the tensors, the nutrient density and the source terms proposed in Section 2 for the special case $L = 3$ and $M = 1$ fit into the framework of the above assumptions. To be precise, the source terms $S_{\rho}$ defined in (2.1) and $S_{,p}$ introduced in (2.6) satisfy A5 (with $\theta_{,p} \equiv 0$ and $\theta_{,\rho} \equiv 0$), the source term $S_{\rho}$ proposed in (2.3) fulfills A6, the nutrient density defined in (2.8)–(2.11) satisfies A4, and the tensors $\mathbb{C}$ and $\mathbb{D}$ introduced in Section 2.3 fulfill A2. Moreover, the boundary source term proposed in (2.7) satisfies A7 with $A_{,p}(p,s) \equiv \sigma \Gamma$, provided that the prescribed function $\sigma \Gamma$ is sufficiently regular.

(c) As the positive coefficient $\varepsilon$ is related to the thickness of the diffuse interface, it is usually chosen to be very small in the applications. Therefore, assumption A9 is not a severe restriction.
3.4 Main results

Let us now present the main results of this paper. First, after introducing the notion of weak solutions to the multiphase Cahn–Hilliard–Brinkman system (MCHB), we state the existence of such a weak solution. Unfortunately, in this general setting, we are not able to prove the uniqueness of weak solutions. This is mainly due to the fairly low regularity of the nutrient variable $\sigma$, of which we can merely establish $\sigma \in L^\infty(0, T; L^2) \cap L^2(0, T; H^1)$.

A weak solution to the multiphase Cahn–Hilliard–Brinkman system (MCHB) is defined as follows.

**Definition 3.4** (Definition of a weak solution to (MCHB)). The quintuplet $(\varphi, \mu, \sigma, v, p)$ is called a weak solution to the multiphase Cahn–Hilliard–Brinkman system (1.1) if the following conditions are satisfied:

(i) The functions $(\varphi, \mu, \sigma, v, p)$ possess the regularities

$$
\begin{align*}
& \varphi \in H^1(0, T; (H^1)^d) \cap C([0, T]; L^2) \cap L^\infty(0, T; H^1), \\
& \sigma \in W^{1, \frac{d}{2}}(0, T; (H^1)^d) \cap C([0, T]; (H^1)^d) \cap L^\infty(0, T; L^2) \cap L^2(0, T; H^1), \\
& \varphi|_t \in C([0, T]; L^2_H^1), \quad \sigma|_t \in L^4(0, T; L^6_H^1), \\
& \mu \in L^2(0, T; H^1), \quad v \in L^2(0, T; H^1), \quad p \in L^2(0, T; L^2), \\
& \text{div}(\varphi \otimes v) \in L^2(0, T; L^2), \quad \text{div}(\sigma \otimes v) \in L^1(0, T; L^2).
\end{align*}
$$

(ii) The weak formulation

$$
\begin{align*}
\int_\Omega T(\varphi, v, p) : \nabla \eta + \nu \nu \cdot \eta \, dx &= \int_\Omega (\nabla \varphi)^T \mu \cdot \eta + (\nabla \sigma)^T N_\sigma(\varphi, \sigma) \cdot \eta \, dx, \\
(\partial_t \varphi, \zeta)_{H^1} + \int_\Omega \text{div}(\varphi \otimes v) \cdot \zeta \, dx &= -\int_\Omega (C(\varphi, \sigma)) \nabla \mu : \nabla \zeta + S_\varphi(\varphi, \sigma, \mu) \cdot \zeta \, dx, \\
(\partial_t \sigma, \zeta)_{H^1} + \int_\Omega \text{div}(\sigma \otimes v) \cdot \zeta \, dx &= -\int_\Omega D(\varphi, \sigma) \nabla N_\sigma(\varphi, \sigma) : \nabla \zeta \, dx \\
& \quad - \int_\Omega S_\sigma(\varphi, \sigma, \mu) \cdot \zeta \, dx + \int_\Gamma S_\zeta(\varphi, \sigma) : \zeta \, dS,
\end{align*}
$$

holds almost everywhere on $(0, T)$ for all test functions $\eta \in H^1(\Omega; \mathbb{R}^d)$, $\zeta, \theta \in H^1(\Omega; \mathbb{R}^d)$ and $\xi \in H^1(\Omega; \mathbb{R}^M)$. It further holds that

$$
\begin{align*}
\text{div}(v) &= S_v(\varphi, \sigma) \quad \text{a.e. in } Q, \\
\varphi|_{t=0} &= \varphi_0 \quad \text{a.e. in } \Omega, \\
(\sigma|_{t=0}, \Phi)_{H^1} &= (\sigma_0, \Phi)_{H^1} \quad \text{for all } \Phi \in H^1(\Omega; \mathbb{R}^M).
\end{align*}
$$

The corresponding existence result reads as follows.

**Theorem 3.5** (Existence of weak solution to (MCHB)). Suppose that the assumptions $A1$–$A9$ hold, and let $\varphi_0 \in H^1(\Omega; \mathbb{R}^d)$ and $\sigma_0 \in L^2(\Omega; \mathbb{R}^M)$ be any initial data. Then, there exists a weak solution $(\varphi, \mu, \sigma, v, p)$ to system (1.1) in the sense of Definition 3.4. In addition, this solution satisfies

$$
\varphi \in L^2(0, T; H^3) \cap C([0, T]; H^1), \quad \Psi_\varphi(\varphi) \in L^4(0, T; L^6) \cap L^2(0, T; L^6).
$$

Moreover, there exists a positive constant $C_B$ that may depend on the initial data and the constants introduced in Section 3.3 except for $\eta_0$ such that

$$
\|\varphi\|_{L^\infty(0, T; H^1)} + \|\sigma\|_{L^\infty(0, T; L^2)} \leq C_B.
$$
The quintuplet \((\varphi, \mu, \sigma, v, p)\) is called a weak solution to the multiphase Cahn–Hilliard–Darcy system (MCHD) if the following conditions are satisfied:

(i) The functions \((\varphi, \mu, \sigma, v, p)\) possess the regularities:

\[
\begin{align*}
\varphi & \in W^{1, \frac{2}{3}}(0, T; (H^1)' \cap C([0, T]; L^3) \cap L^\infty(0, T; H^1)), \\
\sigma & \in W^{1, 1}(0, T; (W^{1, 4})' \cap C([0, T]; (W^{1, 4})') \cap L^\infty(0, T; L^2) \cap L^2(0, T; H^1)), \\
\varphi|_t & \in C([0, T]; L^2), \quad \sigma|_t \in L^4(0, T; L^2), \quad \mu \in L^2(0, T; H^1), \\
p & \in L^2(0, T; L^2) \cap L^1(0, T; W^{1, \frac{3}{2}}), \quad v \in L^2(0, T; L^2), \\
\text{div}(\varphi \otimes v) & \in L^\frac{3}{2}(0, T; (H^1)' \cap L^\frac{3}{2}(0, T; L^2)), \quad \text{div}(\sigma \otimes v) \in L^1(0, T; L^1).
\end{align*}
\]  

(ii) The weak formulation

\[
\begin{align*}
\int_\Omega \nabla p \cdot \eta + \nu v \cdot \eta \, dx &= \int_\Omega (\nabla \varphi)^T \mu \cdot \eta + (\nabla \sigma)^T N_\sigma(\varphi, \sigma) \cdot \eta \, dx, \\
\int_\Omega \partial_t \varphi \cdot \zeta_H \, dx + \int_\Omega \text{div}(\varphi \otimes v) \cdot \zeta \, dx &= \int_\Omega C(\varphi, \sigma) \nabla \mu : \nabla \zeta + S_\varphi(\varphi, \sigma, \mu) \cdot \zeta \, dx, \\
\int_\Omega \mu \cdot \theta \, dx &= \int_\Omega \gamma \varepsilon \nabla \varphi : \nabla \theta + \gamma \varepsilon^{-1} \Psi_\varphi(\varphi) : \theta + N_\varphi(\varphi, \sigma) \cdot \theta \, dx, \\
\int_\Omega \partial_t \sigma \cdot \xi_{W^{1,4}} + \int_\Omega \text{div}(\sigma \otimes v) \cdot \xi \, dx &= -\int_\Omega \Xi(\varphi, \sigma) \nabla N_\sigma(\varphi, \sigma) : \nabla \xi \, dx \\
&\quad - \int_\Omega S_\sigma(\varphi, \sigma, \mu) \cdot \xi \, dx + \int_\Gamma S_T(\varphi, \sigma) \cdot \xi \, dS,
\end{align*}
\]

holds almost everywhere on \((0, T)\) for all test functions \(\eta \in L^2(\Omega; \mathbb{R}^d), \zeta, \theta \in H^1(\Omega; \mathbb{R}^L), \text{ and } \xi \in W^{1, 4}(\Omega; \mathbb{R}^M). \) Moreover, the following conditions are fulfilled

\[
\begin{align*}
\text{div}(v) &= S_v(\varphi, \sigma) \quad \text{a.e. in } Q, \\
\varphi|_{t=0} &= \varphi_0 \quad \text{a.e. in } \Omega, \\
\sigma|_{t=0} &= \sigma_0 \quad \text{a.e. in } \Omega, \\
\langle \sigma|_{t=0}, \Phi \rangle_{W^{1,4}} &= \langle \sigma_0, \Phi \rangle_{W^{1,4}} \quad \text{for all } \Phi \in W^{1, 4}(\Omega; \mathbb{R}^M).
\end{align*}
\]

The sense in which weak solutions to (MCHB) convergence to a weak solution of (MCHD) is specified by the following theorem.

**Theorem 3.7** ("Darcy limit" and existence of a weak solution to (MCHD)). Suppose that A1–A9 are fulfilled, and let \(\varphi_0 \in H^1(\Omega; \mathbb{R}^L)\) and \(\sigma_0 \in L^2(\Omega; \mathbb{R}^M)\) be arbitrary initial data. Furthermore, let \(\{\eta_n\}_{n \in \mathbb{N}}\) and \(\{\lambda_n\}_{n \in \mathbb{N}}\) be sequences of viscosity functions such that for each fixed \(n \in \mathbb{N}, \eta_n\) and \(\lambda_n\) are compatible with A3. We further assume that

\[
\|\eta_n\|_{C(\bar{R})} \to 0, \quad \|\lambda_n\|_{C(\bar{R})} \to 0, \quad \text{as } n \to \infty.
\]  

(3.42)
For any \( n \in \mathbb{N} \), let \((\varphi_n, \mu_n, \sigma_n, v_n, p_n)\) denote the weak solution of the multiphase Cahn–Hilliard–Brinkman system \((1.1)\) constructed in Theorem 3.5 associated with the viscosities \( \eta_n \) and \( \lambda_n \).

Then, there exists a quintuplet \((\varphi, \mu, \sigma, v, p)\) such that for all \( s \in [0,1) \),

\[
\begin{align*}
\varphi_n &\rightharpoonup^* \varphi \quad \text{weakly-* in } L^\infty(0,T;H^1), \\
&\quad \text{ weakly in } W^{1,\frac{3}{2}}(0,T;(H^1)') \cap L^2(0,T;H^3), \text{ a.e. in } Q, \\
&\quad \text{ and strongly in } C([0,T];H^1) \cap L^2(0,T;H^{2+s}), \\
\varphi_n|_t &\rightarrow \varphi|_t \quad \text{strongly in } C([0,T];L^1_t), \text{ and a.e. on } \Sigma, \\
\sigma_n &\rightharpoonup^* \sigma \quad \text{weakly-* in } L^\infty(0,T;L^2), \\
&\quad \text{ weakly in } W^{1,1}(0,T;(W^{1,4})') \cap L^2(0,T;H^1), \text{ a.e. in } Q, \\
&\quad \text{ and strongly in } C([0,T];(W^{1,4})') \cap L^2(0,T;H^s), \\
\sigma_n|_t &\rightarrow \sigma|_t \quad \text{weakly-* in } L^4(0,T;L^2_t), \text{ strongly in } L^2(0,T;L^2_t), \text{ and a.e. on } \Sigma, \\
\mu_n &\rightharpoonup \mu \quad \text{weakly in } L^2(0,T;H^1), \\
v_n &\rightharpoonup v \quad \text{weakly in } L^2(0,T;L^2_{\text{div}}), \\
p_n &\rightharpoonup p \quad \text{weakly in } L^2(0,T;L^2), \\
\text{div}(\varphi_n \otimes v_n) &\rightharpoonup \tau \quad \text{weakly in } L^2(0,T;(H^1)') \cap L^2(0,T;L^2), \\
\text{div}(\sigma_n \otimes v_n) &\rightharpoonup \nu \quad \text{weakly in } L^1(0,T;L^1),
\end{align*}
\]

as \( n \to \infty \), along a nonrelabeled subsequence.

Moreover, the limit \((\varphi, \mu, \sigma, v, p)\) is a weak solution to the multiphase Cahn–Hilliard–Darcy system \((1.1)\) in the sense of Definition 3.6. In addition, this solution satisfies

\[
\varphi \in L^2(0,T;H^1) \cap C([0,T];H^1), \quad \Psi_\varphi(\varphi) \in L^4(0,T;L^2) \cap L^2(0,T;L^6). \tag{3.44}
\]

Comment. We point out that for any \( n \in \mathbb{N} \), the choice of the corresponding weak solution to (MCHB) is explicit, since we are choosing exactly the corresponding weak solution that was constructed in Theorem 3.5. This means that even though the weak solutions to (MCHB) might not be unique, we do not require the axiom of choice for our approach.

The proof of Theorem 3.7 is presented in Section 5.

### 4 Existence of weak solutions to the (MCHB) system

This section is devoted to the construction of a weak solution to the multiphase Cahn–Hilliard–Brinkman system (MCHB) in the sense of Definition 3.4.

**Proof of Theorem 3.5.** To construct a weak solution we discretize the weak formulation \((3.37a)-(3.37d)\) via a Faedo–Galerkin scheme. Then, we derive suitable a priori estimates for the discrete approximate solutions that are independent of the dimension of the finite-dimensional subspace. This allows us to show that the sequence of approximate solutions converges to a weak solution of the Brinkman system \((1.1)\) in the sense specified by Definition 3.4.

In the whole proof, the letter \( C \) denotes a generic positive constant that may depend only on the initial data and the constants introduced in Section 3.3 (including the final time \( T \), except for \( \eta_0 \) as this constant will play a role in the “Darcy limit” (see Theorem 3.7). The proof is split into several steps.

**Step 1: The Faedo–Galerkin scheme.** The idea of our Faedo–Galerkin scheme is to spatially approximate the functions \( \varphi, \mu \) and \( \sigma \) by functions from suitable finite-dimensional subspaces.
Therefore, we consider the scalar eigenvalue problem for the Laplace operator with homogeneous Neumann boundary conditions:

\[-\Delta w = \lambda w \text{ in } \Omega, \quad \partial_n w = 0 \text{ on } \Gamma.\]  

(4.1)

It is well known, that there exists a sequence \(\{\lambda_i, w_i\}_{i \in \mathbb{N}}\) of eigenvalues \(\lambda_i\) and corresponding eigenfunctions \(w_i\). We further know that all eigenvalues are nonnegative, and can be sorted such that they form a non-decreasing sequence \(\{\lambda_i\}_{i \in \mathbb{N}}\) with \(\lambda_i \to \infty\) as \(i \to \infty\). Furthermore, the eigenfunctions can be chosen such that \(\|w_i\|_{L^2} = 1\) for all \(i \in \mathbb{N}\). In particular, for the first eigenfunction, we choose \(w_1 = |\Omega|^{-1/2}\). As the domain \(\Omega\) is smooth, elliptic regularity theory implies that for all \(t\),

\[w_i \in C^2(\Omega) \quad \text{for all } i \in \mathbb{N}.\]

Moreover, we use (4.3b) and the chain rule to derive the identities

\[\text{At every time } t \in \mathbb{R}, \text{ we make the ansatz } w(t) = \sum_{i=1}^{k} a_i(t) w_i(x), \quad z(t) = \sum_{i=1}^{k} b_i(t) z_i(x), \quad \text{where } a_i(t), b_i(t) \text{ are continuously differentiable}.\]

(4.4)

where \(w_i(x) \) and \(z_i(x) \) are the \(i\)-th eigenfunction of \(\Delta w = \lambda w \) and \(\Delta z = \lambda z \) respectively.

We now define

\[w_{(i-1)k+j} := w_i e_j \quad \text{for all } i \in \{1, \ldots, L\}, j \in \mathbb{N},\]

\[z_{(i-1)k+j} := z_i e_j \quad \text{for all } i \in \{1, \ldots, M\}, j \in \mathbb{N},\]

where \(e_j\) stands for the \(j\)-th unit vector in \(\mathbb{R}^L\) or \(\mathbb{R}^M\), respectively. It is straightforward to check that the family \(\{w_m\}_{m \in \mathbb{N}}\) is an orthonormal Schauder basis of \(L^2(\Omega; \mathbb{R}^L)\), and also a Schauder basis of \(H^2(\Omega; \mathbb{R}^L)\). Similarly, the family \(\{z_m\}_{m \in \mathbb{N}}\) is an orthonormal Schauder basis of \(L^2(\Omega; \mathbb{R}^M)\), and also a Schauder basis of \(H^2(\Omega; \mathbb{R}^M)\).

We now make the ansatz

\[\varphi_k(x,t) := \sum_{i=1}^{kL} a_i^k(t) w_i(x), \quad \mu_k(x,t) := \sum_{i=1}^{kL} b_i^k(t) w_i(x), \quad \sigma_k(x,t) := \sum_{i=1}^{kM} c_i^k(t) z_i(x),\]

(4.2)

where the coefficients \(a_i^k, b_i^k, i \in \{1, \ldots, kL\}\), and \(c_i^k, i \in \{1, \ldots, kM\}\), are assumed to be continuously differentiable functions that are still to be determined.

At every time \(t \in [0, T]\) in which the expressions in (4.2) are declared, we further introduce the functions \((v_k(t), p_k(t)) \in H^2 \times H^1\) as the unique strong solution of the system

\[-\text{div}(\mathbf{T}(\varphi_k(t), v_k(t), p_k(t))) + \nu v_k(t) = (\nabla \varphi_k(t)) \cdot \nabla \varphi_k(t) + (\nabla \sigma_k(t)) \cdot \mathbf{N} \sigma(\varphi_k(t), \sigma_k(t)) \quad \text{in } \Omega,\]

(4.3a)

\[\text{div}(v_k(t)) = S(\varphi_k(t), \sigma_k(t)) \quad \text{in } \Omega,\]

(4.3b)

\[\mathbf{T}(\varphi_k(t), v_k(t), p_k(t)) \cdot n = 0 \quad \text{on } \Gamma.\]

(4.3c)

As the right-hand sides of (4.3a) and (4.3b) belong to \(L^2(\Omega; \mathbb{R}^d)\) and \(H^1(\Omega)\), respectively, the existence and the uniqueness of the solution \((v_k(t), p_k(t)) \in H^2 \times H^1\) follows from a fundamental result on Stokes operators with variable viscosity established in [1] that can also be found in [28, Lem. 1.5].

Moreover, we use (4.3b) and the chain rule to derive the identities

\[\text{div}(\varphi_k(t) \otimes v_k(t)) = \nabla \varphi_k(t) \cdot v_k(t) + \varphi_k(t) S(\varphi_k(t), \sigma_k(t)) \quad \text{in } \Omega,\]

(4.4)

\[\text{div}(\sigma_k(t) \otimes v_k(t)) = \nabla \sigma_k(t) \cdot v_k(t) + \sigma_k(t) S(\varphi_k(t), \sigma_k(t)) \quad \text{in } \Omega,\]

(4.5)

for all \(t \in [0, T]\) in which the expressions in (4.2) are declared.

The next goal is to determine the continuously differentiable coefficients \(a_i^k, b_i^k, i \in \{1, \ldots, kL\}\), and \(c_i^k, i \in \{1, \ldots, kM\}\), such that the discretized weak formulation

\[\int_{\Omega} \mathbf{T}(\varphi_k, v_k, p_k) : \nabla \eta + \nu v_k \cdot \eta \ dx = \int_{\Omega} (\nabla \varphi_k)^T \mu_k \cdot \eta + (\nabla \sigma_k)^T \mathbf{N} \sigma(\varphi_k, \sigma_k) \cdot \eta \ dx,\]

(4.6a)
\[ \langle \partial_t \varphi_k, \zeta \rangle_{H^1} + \int_{\Omega} \text{div}(\varphi_k \otimes v_k) : \zeta \, dx = -\int_{\Omega} C(\varphi_k, \sigma_k) \nabla \mu_k : \nabla \zeta + S\varphi(\varphi_k, \sigma_k, \mu_k) : \zeta \, dx, \quad (4.6b) \]

\[ \int_{\Omega} \mu_k : \theta \, dx = \int_{\Omega} \gamma \varepsilon \nabla \varphi_k : \nabla \theta + \gamma \varepsilon^{-1} \Psi(\varphi_k) : \theta + N\varphi(\varphi_k, \sigma_k) : \theta \, dx, \quad (4.6c) \]

\[ \langle \partial_t \sigma_k, \zeta \rangle_{H^1} + \int_{\Omega} \text{div}(\sigma_k \otimes v_k) : \xi \, dx = -\int_{\Omega} D(\varphi_k, \sigma_k) \nabla N\sigma(\varphi_k, \sigma_k) : \nabla \xi \, dx - \int_{\Omega} S\sigma(\varphi_k, \sigma_k, \mu_k) : \xi \, dx + \int_{\Gamma} S_T(\varphi_k, \sigma_k) : \xi \, dS, \quad (4.6d) \]

is satisfied for all test functions \( \eta \in H^1(\Omega; \mathbb{R}^d) \), \( \zeta, \theta \in W_k \), and \( \xi \in Z_k \). Note that we only need to detect \( a^k, b^k, c^k \), \( i \in \{1, \ldots, kL\} \) and \( c^k, i \in \{1, \ldots, kM\} \), such that the equations (4.6b)–(4.6d) are fulfilled. Then (4.6a) holds automatically due to the construction of \( \varphi_k \) and \( p_k \). Of course, also the initial conditions have to be approximated. We thus demand that

\[ \varphi_k(0) = P_{W_k}(\varphi_0) \in W_k, \quad \sigma_k(0) = P_{Z_k}(\sigma_0) \in Z_k \quad \text{in } \Omega. \quad (4.7) \]

In the following, we write \( a^k := (a_1^k, \ldots, a_{kL}^k), b^k := (b_1^k, \ldots, b_{kL}^k), \) and \( c^k := (c_1^k, \ldots, c_{kM}^k) \) to denote the coefficient vectors. Plugging the ansatz (4.2) into the discrete formulations (4.6b)–(4.6d), and testing with \( w_1, \ldots, w_{kL} \) and \( z_1, \ldots, z_{kM} \), respectively, we conclude that the vector \( (a^k, b^k, c^k)^T \) needs to satisfy a system of \( k(L + M) \) nonlinear ordinary differential equations and \( kL \) algebraic equations. By means of the vector-valued algebraic equation resulting from (4.6c), we can replace the variable \( b^k \) appearing in the right-hand side of the vector-valued ODEs resulting from (4.6b) and (4.6d) by an expression depending only on \( a^k \) and \( c^k \) to eventually obtain a closed system of ODEs for \( (a^k, c^k)^T \). In fact, notice that from (4.7) we naturally obtain the initial conditions

\[ [a^k]_i(0) = a^k_1(0) = (\varphi_k(0), w_i)_{L^2} = (\varphi_0, w_i)_{L^2}, \quad i \in \{1, \ldots, kL\}, \quad (4.8) \]

\[ [c^k]_i(0) = c^k_1(0) = (\sigma_k(0), z_i)_{L^2} = (\sigma_0, z_i)_{L^2}, \quad i \in \{1, \ldots, kM\}. \quad (4.9) \]

In particular, this entails that

\[ \|\varphi_k(0)\|_{H^1} = \left\| \sum_{i=1}^{kL} [a^k]_i(0) w_i \right\|_{H^1} \leq \|\varphi_0\|_{H^1}, \quad \|\sigma_k(0)\|_{L^2} = \left\| \sum_{i=1}^{kM} [c^k]_i(0) z_i \right\|_{L^2} \leq \|\sigma_0\|_{L^2}. \]

Recalling the assumptions A2–A8, we notice that the right-hand side of the ODE system depends continuously on the unknown variables \( (a^k, c^k)^T \). Hence, the Cauchy–Peano theorem implies the existence of at least one local solution \( (a^k, c^k)^T : [0, T_k^*] \cap [0, T] \rightarrow \mathbb{R}^{k(L+M)} \) with \( T_k^* > 0 \). Without loss of generality, we assume that \( T_k^* \leq T \) and that \( (a^k, c^k)^T \) is the right-maximal solution of the ODE system mentioned above, that is, \( T_k^* \) is chosen as large as possible.

We can now reconstruct \( b^k \) by means of the vector-valued algebraic equation as a function \( (b^k)^T : [0, T_k^*] \rightarrow \mathbb{R}^{kL} \). Consequently, by (4.2) and the construction of \( (v_k, p_k) \), we obtain functions

\[ \varphi_k, \mu_k \in C^1([0, T_k^*]; C^\infty(\Omega; \mathbb{R}^L)), \quad \sigma_k \in C^1([0, T_k^*]; C^\infty(\Omega; \mathbb{R}^M)), \]

\[ v_k \in C^1([0, T_k^*]; H^2(\Omega; \mathbb{R}^d)), \quad p_k \in C^1([0, T_k^*]; H^1(\Omega)), \quad (4.10) \]

which satisfy the discretized weak formulation (4.6) on the time interval \([0, T_k^*]\).

In Step 3, we will see that the solution \( (a^k, c^k)^T \) of the ODE system mentioned above can actually be extended onto the whole time interval \([0, T]\). Then the functions \( \varphi_k, \mu_k, \sigma_k, v_k, \) and \( p_k \) given by (4.10) satisfy the discretized weak formulation (4.6) not only on \([0, T_k^*]\) but on the whole time interval \([0, T]\).
exist constants $C_{AP}, C'_{AP} > 0$ such that, for all $k \in \mathbb{N}$ and all $T_k < T^*$,
\[
\begin{align*}
\|\varphi\|_{L^\infty(0,T_k; H^1) \cap L^2(0,T_k; H^3)} + \|\sigma\|_{L^\infty(0,T_k; L^2) \cap L^2(0,T_k; H^1)} + \|\sigma_k\|_{L^4(0,T_k; L^6)}^2 + \|p_k\|_{L^{4/3}(0,T_k; L^2)} \\
+ \|\mu_k\|_{L^2(0,T_k; H^1)} + \|v_k\|_{L^2(0,T_k; L^2)} + \|\sqrt{\gamma(\varphi)} Dv_k\|_{L^2(0,T_k; L^2)} + \|p_k\|_{L^{4/3}(0,T_k; L^2)} \\
+ \|\Psi_\varphi(\varphi_k)\|_{L^4(0,T_k; L^6)} + \|\nabla N\sigma(\varphi_k, \sigma_k)\|_{L^2(0,T_k; L^2)} \\
+ \|\mathrm{div}(\varphi_k \otimes v_k)\|_{L^4(0,T_k; L^{3/2})} + \|\mathrm{div}(\sigma_k \otimes v_k)\|_{L^4(0,T_k; L^{3/2})} \\
\leq C_{AP},
\end{align*}
\] (4.11)

and
\[
\begin{align*}
\|\varphi\|_{H^1(0,T_k; (H^1)^q)} + \|\sigma\|_{W^{1,4/3}(0,T_k; (H^1)^q)} + \|v_k\|_{L^2(0,T_k; H^1)} \\
+ \|\mathrm{div}(\varphi_k \otimes v_k)\|_{L^2(0,T_k; L^{3/2})} + \|\mathrm{div}(\sigma_k \otimes v_k)\|_{L^1(0,T_k; L^{3/2})} \\
\leq C'_{AP}(1 + \eta_0^{-1}).
\end{align*}
\] (4.12)

We point out that the constants $C_{AP}$ and $C'_{AP}$ depend only on the initial data and the constants introduced in Section 3.3 except for $\eta_0$. In particular, $C_{AP}$ and $C'_{AP}$ are thus independent of $k$ and $T_k$.

In the following proof of these estimates, we omit the subscript $k$ to provide a cleaner presentation. In particular, with some abuse of notation, we will also just write $T$ instead of $T_k$.

**Step 2.1: Energy estimate.** To handle both cases A8.1 and A8.2 simultaneously, we introduce constants $\alpha$ and $\beta$ in the following way:
\[
\begin{align*}
\alpha &:= 1, \quad \beta := \theta_0 \quad \text{if A8.1 holds,} \\
\alpha &:= 0, \quad \beta := 1 \quad \text{if A8.2 holds.}
\end{align*}
\] (4.13)

For every $t \in [0, T]$, we choose $u(t)$ as a strong solution to the following problem
\[
\begin{align*}
\{ \mathrm{div}(u(t)) &= S_v(\varphi(t), \sigma(t)) \quad \text{in } \Omega, \\
u(t) &= \frac{1}{\mu} \left( \int_\Omega S_v(\varphi(t), \sigma(t)) \, dx \right) n := r \quad \text{on } \Gamma,
\end{align*}
\]
whose solvability is a direct consequence of Lemma 3.2 with $f = S_v(\varphi(t), \sigma(t))$. This lemma further implies $u \in C^1([0, T]; W^{1,q})$ for all $q \in (1, \infty)$ as well as the estimate
\[
\|u(t)\|_{W^{1,q}} \leq C \|S_v(\varphi(t), \sigma(t))\|_{L^q} \leq C.
\] (4.14)

Notice that condition (3.2) in Lemma 3.2 is fulfilled as it holds that
\[
\begin{align*}
\int_\Gamma r \cdot n \, dS &= \frac{1}{|\Gamma|} \left( \int_\Omega S_v(\varphi(t), \sigma(t)) \, dx \right) \int_\Gamma n \cdot n \, dS = \int_\Omega S_v(\varphi(t), \sigma(t)) \, dx.
\end{align*}
\]

We now recall from Assumption A4 that
\[
N_\sigma(\varphi, \sigma) = \chi_\sigma \varphi - B \varphi - b \quad \text{a.e. in } \Omega \times (0, T).
\]

Since $\varphi(t) \in W_k$ for all $t \in [0, T]$, it is straightforward to check that $B \varphi(t) \in Z_k$ for all $t \in [0, T]$. Consequently, it holds that $N_\sigma(\varphi(t), \sigma(t)) \in Z_k$ for all $t \in [0, T]$.

Testing (4.6a) by $v - u$, (4.6b) by $\mu$, (4.6c) by $-\partial_t \varphi$, (4.6d) by $N_\sigma(\varphi, \sigma)$, adding the resulting equalities, and using the decompositions (3.21), (4.4) and (4.5), we infer the discrete energy identity
\[
\begin{align*}
\frac{d}{dt} E(\varphi, \sigma) + \int_\Omega 2\gamma(\varphi) |Dv|^2 + \nu |v|^2 \, dx \\
+ \int_\Omega C(\varphi, \sigma) \nabla \mu : \nabla \mu + D(\varphi, \sigma) \nabla N_\sigma(\varphi, \sigma) : \nabla N_\sigma(\varphi, \sigma) \, dx + \int K \chi_\sigma |\sigma|^2 \, dS
\end{align*}
\]
\[ = \int_{\Omega} \mathbf{A}_\varphi(\varphi, \sigma) : \mathbf{\mu} - \theta_\varphi(\varphi, \sigma) \mathbf{\mu} - \mathbf{S}_\sigma(\varphi, \sigma, \mu) \cdot \mathbf{N}_\sigma(\varphi, \sigma) \, dx \]

\[- \int_{\Omega} [(\nabla \varphi) \mathbf{u} + \varphi \mathbf{S}_\nu(\varphi, \sigma)] : \mathbf{\mu} + [(\nabla \varphi) \mathbf{u} + \sigma \mathbf{S}_\nu(\varphi, \sigma)] : \mathbf{N}_\sigma(\varphi, \sigma) \, dx \]

\[+ \int_{\Gamma} K(\Lambda_{\Gamma}(\varphi, \sigma) : \mathbf{N}_\sigma(\varphi, \sigma) + \sigma \cdot \mathbf{G}_\sigma(\varphi, \sigma)) \, dS + \int_{\Omega} 2\eta(\varphi) \mathbf{D} \mathbf{v} : \mathbf{D} \mathbf{u} + \nu \mathbf{v} : \mathbf{u} \, dx \quad (4.15) \]

on \([0, T]\), where the energy \(E\) is given by (1.5). We point out that \(\text{div}(\mathbf{v} - \mathbf{u}) = 0\) is essential in the derivation of (4.15).

Using the parameter \(\alpha\) introduced in (4.13) and recalling the condition (3.32) in \(A8.1\), we derive the estimate

\[ \frac{d}{dt} E(\varphi, \sigma) + \int_{\Omega} 2\eta(\varphi) |\mathbf{D} \mathbf{v}|^2 + \nu |\mathbf{v}|^2 \, dx + \int_{\Omega} \alpha \theta_0 |\mathbf{\mu}|^2 \, dx \]

\[+ \int_{\Omega} C(\varphi, \sigma) \nabla \mathbf{\mu} : \nabla \mathbf{\mu} + D(\varphi, \sigma) \nabla \mathbf{N}_\sigma(\varphi, \sigma) : \nabla \mathbf{N}_\sigma(\varphi, \sigma) \, dx + \int_{\Gamma} K \chi_\sigma |\mathbf{\sigma}|^2 \, dS \]

\[\leq \int_{\Omega} \mathbf{A}_\varphi(\varphi, \sigma) : \mathbf{\mu} \, dx + (1 - \alpha) \int_{\Omega} \theta_\varphi(\varphi, \sigma) \mathbf{\mu} : \mathbf{\mu} \, dx + \int_{\Omega} \mathbf{S}_\sigma(\varphi, \sigma, \mu) \cdot \mathbf{N}_\sigma(\varphi, \sigma) \, dx \]

\[+ \int_{\Omega} [(\nabla \varphi) \mathbf{u} + \varphi \mathbf{S}_\nu(\varphi, \sigma)] : \mathbf{\mu} \, dx + \int_{\Omega} [(\nabla \varphi) \mathbf{u} + \sigma \mathbf{S}_\nu(\varphi, \sigma)] : \mathbf{N}_\sigma(\varphi, \sigma) \, dx \]

\[+ \int_{\Gamma} K(\Lambda_{\Gamma}(\varphi, \sigma) : \mathbf{N}_\sigma(\varphi, \sigma) + \sigma \cdot \mathbf{G}_\sigma(\varphi, \sigma)) \, dS + \int_{\Omega} 2\eta(\varphi) \mathbf{D} \mathbf{v} : \mathbf{D} \mathbf{u} + \nu \mathbf{v} : \mathbf{u} \, dx \quad \text{(4.16)} \]

Using Young’s and Hölder’s inequalities, and (4.14) with \(q = 2\), we infer that

\[ \left| \int_{\Omega} 2\eta(\varphi) \mathbf{D} \mathbf{v} : \mathbf{D} \mathbf{u} + \nu \mathbf{v} : \mathbf{u} \, dx \right| \leq \left\| \sqrt{\eta(\varphi)} \mathbf{D} \mathbf{v} \right\|^2_{L^2} + \frac{\nu}{2} \|\mathbf{v}\|^2_{L^2} + C \quad \text{on } [0, T]. \quad (4.17) \]

To estimate the boundary integral, we employ the bounds on \(\mathbf{G}_\sigma\) and \(\mathbf{N}_\sigma\) demanded in \(A4\), as well as the trace theorem to infer that

\[ \left| \int_{\Gamma} K(\Lambda_{\Gamma}(\varphi, \sigma) : \mathbf{N}_\sigma(\varphi, \sigma) + \sigma \cdot \mathbf{G}_\sigma(\varphi, \sigma)) \, dS \right| \leq \frac{K \chi_\sigma}{2} \|\sigma\|^2_{L^2} + C(1 + \|\varphi\|^2_{H^1}) \quad (4.18) \]

on \([0, T]\). Having this bound at our disposal, we next estimate the integrals on the right-hand side of (4.16) that depend on \(\mathbf{\mu}\). Recalling the decomposition (3.21) for \(\mathbf{S}_\varphi\) presented in \(A5\), we use Hölder’s and Young’s inequalities along with (3.24) to infer that

\[ \left| \int_{\Omega} \mathbf{A}_\varphi(\varphi, \sigma) : \mathbf{\mu} \, dx \right| + (1 - \alpha) \left| \int_{\Omega} \theta_\varphi(\varphi, \sigma) \mathbf{\mu} : \mathbf{\mu} \, dx \right| \]

\[\leq \frac{1}{6} \beta \|\mathbf{\mu}\|^2_{L^2} + C(\|\varphi\|^2_{L^2} + \|\sigma\|^2_{L^2} + 1). \quad (4.19) \]

Proceeding similarly and using the decomposition (3.22) from \(A5\) as well as the estimates (3.15) and (3.25), we further deduce that

\[ \left| \int_{\Omega} \mathbf{S}_\sigma(\varphi, \sigma, \mu) \cdot \mathbf{N}_\sigma(\varphi, \sigma) \, dx \right| \leq \frac{1}{6} \beta \|\mathbf{\mu}\|^2_{L^2} + C(\|\varphi\|^2_{L^2} + \|\sigma\|^2_{L^2} + 1) \quad \text{on } [0, T]. \quad (4.20) \]

Since (4.14) holds for \(q = d + 1\), and \(W^{1,d+1}(\Omega; \mathbb{R}^d)\) is continuously embedded in \(C_b(\Omega; \mathbb{R}^d)\), we know that

\[ \mathbf{u} \in C^1([0, T]; C_b(\Omega; \mathbb{R}^d)) \quad \text{with} \quad \|\mathbf{u}(t)\|_{C_b} \leq C \quad \text{for all } t \in [0, T]. \quad (4.21) \]

Hence, using \(A4\) and \(A6\), as well as Young’s and Hölder’s inequalities, we infer that

\[ \left| \int_{\Omega} [(\nabla \varphi) \mathbf{u} + \varphi \mathbf{S}_\nu(\varphi, \sigma)] : \mathbf{\mu} \, dx \right| \leq \frac{1}{6} \beta \|\mathbf{\mu}\|^2_{L^2} + C \|\varphi\|^2_{H^1}. \quad (4.22) \]
Recalling \( A4 \), we use the chain rule to derive the identity
\[
\nabla \sigma = (N_{\sigma\sigma}(\varphi, \sigma))^{-1}(\nabla N_{\sigma}(\varphi, \sigma) + G_{\sigma\varphi}(\varphi, \sigma)\nabla \varphi) \quad \text{in } \Omega \times (0, T).
\]
(4.23)
According to (3.17) in \( A4 \), the operator norm of the matrix \((N_{\sigma\sigma}(\varphi, \sigma))^{-1}\) is bounded by \(\chi_{\sigma}^{-1}\). We now use (3.13) from \( A4 \) to bound \(G_{\sigma\varphi}(\varphi, \sigma)\), which leads to the estimate
\[
\|\nabla \sigma\|_{L^2} \leq \chi_{\sigma}^{-1}(\|\nabla N_{\sigma}(\varphi, \sigma)\|_{L^2} + D_G \|\nabla \varphi\|_{L^2}) \quad \text{on } [0, T].
\]
(4.24)
We can thus use \( A4, A6 \) and (4.21) along with Young’s inequality to conclude that
\[
\left| \int_{\Omega} [\nabla \sigma] u + \sigma S_{\nu}(\varphi, \sigma) \cdot N_{\sigma}(\varphi, \sigma) \, dx \right| \leq \frac{D_0\chi_{\sigma}^2}{2} \|\nabla \sigma\|_{L^2}^2 + C(\|N_{\sigma}(\varphi, \sigma)\|_{L^2}^2 + \|\sigma\|_{L^2}^2)
\]
\[
\leq \frac{D_0}{2} \|\nabla N_{\sigma}\|_{L^2}^2 + C\left(1 + \|\varphi\|_{H^1}^2 + \|\sigma\|_{L^2}^2\right)
\]
on the interval \([0, T]\).
If \( A8.2 \) holds (i.e., \( \alpha = 0 \) and \( \beta = 1 \)), we still have to derive an estimate for the \(L^2\)-norm of \(\mu\) since it cannot be absorbed by the left-hand side. We test (3.37c) with \(\mu\), and we use (3.15) and Young’s inequality to infer that
\[
\|\mu\|_{L^2}^2 \leq C_0 \|\nabla \mu\|_{L^2}^2 + C\left(1 + \|\varphi\|_{H^1}^2 + \|\sigma\|_{L^2}^2\right)
\]
on \([0, T]\) if \( A8.2 \) holds.
(4.26)
We now combine the inequalities (4.17)–(4.20), (4.22), (4.25) and (4.26) to estimate the right-hand side of the discrete energy identity (4.16). In the resulting inequality, we observe that several terms on the right-hand side can be absorbed by the left-hand side. Recalling the definition of the energy \(E\) and integrating with respect to time, we eventually obtain for all \(t \in [0, T]\),
\[
\frac{1}{2} \int_{\Omega} \gamma \varepsilon^{-1} \Psi(\varphi(t)) + \frac{\gamma \varepsilon^2}{2} \|\nabla \varphi(t)\|^2 + \frac{\chi_{\sigma}}{2} |\sigma(t)|^2 - G(\varphi(t), \sigma(t)) \, dx
\]
\[
+ \int_0^t \left\| \sqrt{\varphi(s)} \right\|_{L^2}^2 + \frac{\nu}{2} \|\varphi(s)\|_{L^2}^2 + \frac{K\chi_{\sigma}}{2} \|\sigma(s)\|_{L^2}^2 \, ds
\]
\[
+ \int_0^t \frac{\alpha_\theta}{2} \|\mu(s)\|_{L^2}^2 + \frac{C_0}{2} \|\nabla \mu(s)\|_{L^2}^2 + \frac{D_0}{2} \|\nabla N_{\sigma}(\varphi(s), \sigma(s))\|_{L^2}^2 \, ds
\]
\[
\leq CT + C \int_0^t \|\varphi(s)\|_{H^1}^2 + \|\sigma(s)\|_{L^2}^2 \, ds
\]
(4.27)
We next use the inequality (3.11) from \( A4 \) along with Young’s inequality to derive the estimate
\[
\left| \int_{\Omega} \frac{1}{2} \frac{C_G}{\delta} |\varphi(t)|^2 + 2C_G \frac{\delta}{\delta_0} |\sigma(t)|^2 \right| + C_G \left(\delta + \frac{1}{4\delta} + 1\right) \, dx
\]
for all \(t \in [0, T]\) and all \(\delta > 0\). Choosing \(\delta = \chi_{\sigma}/(8C_G)\), using the growth condition (3.31) from \( A8 \), and recalling \( A9 \), we infer that
\[
\left| \int_{\Omega} \frac{1}{2} \frac{4C_G^2}{\chi_{\sigma}} |\varphi(t)|^2 + \frac{\chi_{\sigma}}{4} |\sigma(t)|^2 \, dx + C\right.
\]
\[
\left. \leq \int_{\Omega} \frac{\gamma}{2\varepsilon} \Psi(\varphi(t)) + \frac{\chi_{\sigma}}{4} |\sigma(t)|^2 \, dx + C\right.
\]
for all \(t \in [0, T]\). Invoking the growth condition (3.31) once more, we find that for all \(t \in [0, T]\),
\[
\min \left\{ \frac{\gamma A\Psi}{2\varepsilon} + \frac{\chi_{\sigma}}{4} + \frac{\gamma \varepsilon^2}{2} \right\} \left(\|\varphi(t)\|_{H^1}^2 + \|\sigma(t)\|_{L^2}^2\right)
\]
\[
\leq C + \int_{\Omega} \gamma \varepsilon^{-1} \Psi(\varphi(t)) + \frac{\gamma \varepsilon^2}{2} \|\nabla \varphi(t)\|^2 + \frac{\chi_{\sigma}}{2} |\sigma(t)|^2 - G(\varphi(t), \sigma(t)) \, dx.
\]
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Using this estimate to bound the left-hand side in (4.27) from below, we finally conclude that
\[ \|\varphi(t)\|_{H^1}^2 + \|\sigma(t)\|_{L^2}^2 \leq C + C \int_0^t \|\varphi(s)\|_{H^1}^2 + \|\sigma(s)\|_{L^2}^2 \, ds \]  
(4.28)
for all \( t \in [0,T] \). Invoking Gronwall’s lemma, we thus obtain the uniform estimate
\[ \|\varphi\|_{L^\infty(0,T;H^1)} + \|\sigma\|_{L^\infty(0,T;L^2)} \leq C. \]  
(4.29)
Using this inequality to bound the right-hand side of (4.27), invoking (4.24), and additionally using (4.26) if \( A8.2 \) holds, we infer that
\[
\|v\|_{L^2(0,T;H^1)}^2 \leq C(1 + \eta_0^{-1}).
\]  
(4.32)
Moreover, applying a trace estimate presented in [47, Thm. II.4.1] (with the parameters therein being chosen as \( r = q = 2, m = 1, n = d, \lambda = 0 \)), we infer that
\[
\|\sigma\|_{L^2(0,T;H^1)} + \|\sigma\|_{L^2(0,T;L^2)}^2 + \|\mu\|_{L^2(0,T;H^1)} + \|\nabla N(\varphi,\sigma)\|_{L^2(0,T;L^2)} \leq C.
\]  
(4.31)
Using the lower bound on \( \eta \) from \( A3 \) as well as Korn’s inequality (3.3), we directly conclude that
\[
\|v\|_{L^2(0,T;H^1)}^2 \leq C(1 + \eta_0^{-1}).
\]  
(4.32)
Moreover, applying a trace estimate presented in [47, Thm. II.4.1] (with the parameters therein being chosen as \( r = q = 2, m = 1, n = d, \lambda = 0 \)), we infer that
\[
\|\sigma\|_{L^2} \leq C \left( \|\sigma\|_{L^2} + \|\sigma\|_{H^1}^{1/2} \|\sigma\|_{H^1}^{1/2} \right) \quad \text{on } [0,T],
\]  
(4.33)
and in combination with (4.30), this leads to the uniform bound
\[
\|\sigma\|_{L^4(0,T;L^4)} \leq C.
\]  
(4.34)

**Step 2.2: An estimate for the pressure.** We next want to derive a uniform estimate on the pressure \( p \). To this end, we rewrite (3.37a) as
\[
\int_{\Omega} p \, \text{div}(\eta) \, dx = \int_{\Omega} (2\eta(\varphi)Dv + \lambda(\varphi)Sv(\varphi,\sigma) : \nabla \varphi) \, dx \\
+ \int_{\Gamma} (\nu v - (\nabla \varphi)^T \mu - (\nabla \sigma)^T N(\varphi,\sigma) - \eta \nabla \varphi) \cdot \nu \, dx
\]  
(4.35)
on \([0,T]\) for every \( \eta \in H^1(\Omega;\mathbb{R}^d) \). Then, by invoking Lemma 3.2, we infer the existence of a function \( q \in C([0,T];H^1) \) such that for all \( t \in [0,T] \), \( q(t) \) is a strong solution to the system
\[
\begin{cases}
\text{div}(q(t)) = p(t) & \text{in } \Omega, \\
q(t) = \frac{1}{|\Gamma|} (\int_{\Omega} p(t) \, dx) \nu & \text{on } \Gamma.
\end{cases}
\]
We point out that the complementary condition (3.2) is fulfilled as
\[
\int_{\Gamma} q(t) \cdot \nu \, dS = \frac{1}{|\Gamma|} \left( \int_{\Omega} p(t) \, dx \right) \int_{\Gamma} \nu \cdot \nu \, dS = \int_{\Omega} p(t) \, dx \quad \text{for all } t \in [0,T].
\]
In particular, according to Lemma 3.2, we have the estimate
\[
\|q\|_{H^1} \leq C \|p\|_{L^\infty} \quad \text{on } [0,T].
\]  
(4.36)Then, we choose \( \eta = q \) in (4.35) and, invoking \( A3, A4 \) and \( A6 \), using the uniform estimates (4.29), (4.30), (4.36) as well as Hölder’s and Young’s inequalities, we derive the estimate
\[
\|p\|_{L^2} \leq C \left( \|\sqrt{\eta}(\varphi)Dv\|_{L^2}^2 + \|v\|_{L^2}^2 + \|Sv(\varphi,\sigma)\|_{L^2}^2 \right)
\]
\[ + \| \nabla \varphi \|_{L^2}^2 \| \mu \|_{L^2}^2 + \| \nabla \sigma \|_{L^2}^2 \| N_\sigma(\varphi, \sigma) \|_{L^2}^2 \right) \leq C \] 
\((4.37)\)
onumber

on \([0, T]\). Recalling \(\textbf{A4}\) and the uniform estimate \((4.29)\), we notice that
\[ \| N_\sigma(\varphi, \sigma) \|_{L^\infty(0, T; L^2)} \leq C. \]

From the Gagliardo–Nirenberg inequality \((3.4)\), we thus deduce the estimate
\[ \| N_\sigma(\varphi, \sigma) \|_{L^4(0, T; L^3)} \leq C \int_0^T \| N_\sigma(\varphi, \sigma) \|_{L^2}^2 \| N_\sigma(\varphi, \sigma) \|_{H^1}^2 \, dt \]
\[ \leq C \| N_\sigma(\varphi, \sigma) \|_{L^2(0, T; L^2)}^2 \| N_\sigma(\varphi, \sigma) \|_{L^2(0, T; H^1)}^2 \leq C. \] 
\((4.38)\)

Combining \((4.37)\) and \((4.38)\), we eventually conclude the uniform bound
\[ \| \rho \|_{L^{4/3}(0, T; L^2)}^{4/3} \leq C \int_0^T \left( \| \sqrt{\eta(\varphi)} D \nu \|_{L^2}^{4/3} + \| \nabla \varphi \|_{L^2}^{4/3} \| \mu \|_{L^2}^{4/3} + \| \nabla \sigma \|_{L^2}^{4/3} \| N_\sigma(\varphi, \sigma) \|_{L^2}^{4/3} + 1 \right) \, dt \]
\[ \leq C \left( \| \sqrt{\eta(\varphi)} D \nu \|_{L^2(0, T; L^2)}^{4/3} + \| \nu \|_{L^2(0, T; L^2)}^{4/3} + \| \nabla \varphi \|_{L^2(0, T; L^2)}^{4/3} \| \mu \|_{L^2(0, T; L^2)}^{4/3} + \| \nabla \sigma \|_{L^2(0, T; L^2)}^{4/3} \| N_\sigma(\varphi, \sigma) \|_{L^2(0, T; L^2)}^{4/3} + 1 \right) \]
\[ \leq C. \] 
\((4.39)\)

**Step 2.3: Higher regularity for the phase-field.** To establish higher order uniform a priori estimates on \(\varphi\), we test \((4.6c)\) with \(- \Delta \varphi\) and integrate the resulting equation with respect to time. This is actually allowed since the basis functions \(w_i, i = 1, \ldots, kL\) are contracted from eigenfunctions of the eigenvalue problem \((4.1)\) and thus, \(- \Delta \varphi(t) \in W_0\) for all \(t \in [0, T]\). Next, we integrate the resulting equation with respect to time and after further integrating by parts, we obtain
\[ \gamma \varepsilon \int_0^T \| \Delta \varphi \|_{L^2}^2 \, dt + \gamma \varepsilon^{-1} \int_0^T \int_\Omega \Psi^{(1)}(\varphi) \nabla \varphi : \nabla \varphi \, d(x, t) \]
\[ = \int_0^T \int_\Omega - \mu \cdot \Delta \varphi + \gamma \varepsilon^{-1} \Psi^{(2)}(\varphi) \cdot \Delta \varphi + N_\varphi(\varphi, \sigma) \cdot \Delta \varphi \, d(x, t). \]

Note that the second integral on the left-hand side is nonnegative as \(\Psi^{(1)}(\varphi)\) is a positive definite matrix due to the convexity of \(\Psi^{(1)}\). Applying Young’s inequality on the right-hand side, using \((3.15)\) from \(\textbf{A4}\), and recalling that \(\Psi^{(2)}\) is Lipschitz continuous (see \(\textbf{A8}\)), we derive the estimate
\[ \frac{\gamma \varepsilon}{2} \int_0^T \| \Delta \varphi \|_{L^2}^2 \, dt \leq C \int_0^T \left( 1 + \| \mu \|_{L^2}^2 + \| \varphi \|_{L^2}^2 + \| \sigma \|_{L^2}^2 \right) \, dt \leq C. \]

Invoking elliptic regularity theory and the uniform estimates \((4.29)\) and \((4.31)\), we conclude that
\[ \| \varphi \|_{L^2(0, T; H^2)} \leq C \left( \| \Delta \varphi \|_{L^2(0, T; L^2)} + \| \varphi \|_{L^2(0, T; L^2)} \right) \leq C. \] 
\((4.40)\)

We next test \((4.6c)\) with \(\Delta^2 \varphi\) and integrate the resulting equation with respect to time. Arguing similarly as above, \(\Delta^2 \varphi\) is indeed an admissible test function due to the construction of the basis functions \(w_i, i = 1, \ldots, kL\). After integrating by parts, using the chain rule, and recalling that \(N_{\varphi \varphi} = -G_{\varphi \varphi}, N_{\sigma \varphi} = -G_{\sigma \varphi}\) due to \(\textbf{A4}\), we have
\[ \gamma \varepsilon \int_0^T \| \nabla \Delta \varphi \|_{L^2}^2 \, dt = \int_0^T \int_\Omega \left( \nabla \mu : \nabla \Delta \varphi - \gamma \varepsilon^{-1} \Psi_{\varphi \varphi}(\varphi) \nabla \varphi : \nabla \varphi - G_{\varphi \varphi}(\varphi, \sigma) \nabla \varphi : \nabla \Delta \varphi \right) \, dx \, dt \]
Step 2.4: Estimates for the gradient of the potential. Using interpolation (Lemma 3.1) and Sobolev's embedding theorem, we obtain the continuous embedding

\[ H^1 \hookrightarrow L^6. \]

Recalling the decompositions (4.4) and (4.5), and using elliptic regularity theory, as well as the uniform estimates (4.29) and (4.31), we eventually obtain bounds on the convection terms \( \text{div}(\varphi \otimes v) \). We now use the estimates established above to derive uniform bounds on the convection terms \( \text{div}(\varphi \otimes v) \) and \( \text{div}(\sigma \otimes v) \).

Step 2.5: Estimates for the convection terms. We now use the estimates established above to derive uniform bounds on the convection terms \( \text{div}(\varphi \otimes v) \) and \( \text{div}(\sigma \otimes v) \).
Step 2.6: Estimates for the time derivatives. Let \( \zeta \in L^2(0,T;H^1(\Omega;\mathbb{R}^L)) \), \( \xi \in L^4(0,T;H^1(\Omega;\mathbb{R}^M)) \) be arbitrary, and let \( P\zeta \) and \( P\xi \) denote the projected functions given by

\[
P\zeta(x) = \left[ P_{\mathcal{W}_L}(\zeta(t)) \right](x), \quad P\xi(x,t) = \left[ P_{\mathcal{Z}_L}(\xi(t)) \right](x) \text{ for almost all } (x,t) \in \Omega \times (0,T).
\]

We thus have the estimates

\[
\|P\zeta(t)\|_{H^1} \leq \|\zeta(t)\|_{H^1}, \quad \|P\xi(t)\|_{H^1} \leq \|\xi(t)\|_{H^1}
\]

for almost all \( t \in [0,T] \). Moreover, since the families \( \{w_i\}_{i \in \mathbb{N}} \) and \( \{z_i\}_{i \in \mathbb{N}} \) are orthonormal bases of \( L^2(\Omega;\mathbb{R}^L) \) and \( L^2(\Omega;\mathbb{R}^M) \), respectively, we infer that

\[
(\partial_t \varphi, \zeta)_{L^2} = (\partial_t \varphi, P\zeta)_{L^2}, \quad (\partial_t \sigma, \xi)_{L^2} = (\partial_t \sigma, P\xi)_{L^2} \text{ on } [0,T].
\]

Now we test (4.6b) with \( P\zeta \) and we integrate with respect to time from 0 to \( T \). Using A2, A5, A6, the uniform estimates (4.29), (4.31) and (4.47), and the continuous embedding \( L^2 \hookrightarrow (H^1)' \), we derive the estimate

\[
\left\| (\partial_t \varphi, \zeta)_{L^2(0,T;H^1)} \right\| = \left| \int_0^T (\partial_t \varphi, P\zeta)_{L^2} \, dt \right|
\]

\[
\leq C \int_0^T \|\text{div}(\varphi \otimes v)\|_{(H^1)'}, \quad \|\nabla \mu\|_{L^2}, \quad \|P\zeta\|_{L^2} + \|S_{\varphi}(\varphi, \sigma, \mu)\|_{L^2} \|P\zeta\|_{L^2} \, dt
\]

\[
\leq C \|\zeta\|_{L^2(0,T;H^1)} \left( \int_0^T \left( \|\text{div}(\sigma \otimes v)\|_{(H^1)'}, \|P\xi\|_{H^1} + \|\nabla N_{\sigma}(\varphi, \sigma)\|_{L^2} \|P\xi\|_{L^2} \right) \, dt \right)
\]

\[
\leq C \|\xi\|_{L^4(0,T;H^1)} \left( \int_0^T \left( \|\text{div}(\sigma \otimes v)\|_{(H^1)'}, \|\nabla N_{\sigma}(\varphi, \sigma)\|_{L^2} \|\xi\|_{L^2} \right) \, dt \right)
\]

\[
\leq C \left( 1 + \eta_0^{-1} \right)^{\frac{1}{2}} \|\xi\|_{L^4(0,T;H^1)}.
\]

Hence, taking the supremum over all \( \zeta \in L^2(0,T;H^1) \) with \( \|\zeta\|_{L^2(0,T;H^1)} \leq 1 \), we obtain the uniform bound

\[
\|\partial_t \varphi\|_{L^2(0,T;H^1)} \leq C \left( 1 + \eta_0^{-1} \right)^{\frac{1}{2}}.
\]

To estimate the time derivative of \( \sigma \) we argue similarly. Namely, we test (4.6d) with \( P\xi \) and integrate with respect to time from 0 to \( T \). Using A2, A5, A6, the uniform estimates (4.29), (4.31) and (4.47), we obtain

\[
\left\| (\partial_t \sigma, \xi)_{L^4(0,T;H^1)} \right\| = \left| \int_0^T (\partial_t \sigma, P\xi)_{L^2} \, dt \right|
\]

\[
\leq C \int_0^T \left( \|\text{div}(\sigma \otimes v)\|_{(H^1)'}, \|P\xi\|_{H^1} + \|\nabla N_{\sigma}(\varphi, \sigma)\|_{L^2} \|P\xi\|_{L^2} \right) \, dt
\]

\[
\leq C \|\xi\|_{L^4(0,T;H^1)} \left( \int_0^T \left( \|\text{div}(\sigma \otimes v)\|_{(H^1)'}, \|\nabla N_{\sigma}(\varphi, \sigma)\|_{L^2} \|\xi\|_{L^2} \right) \, dt \right)
\]

\[
\leq C \left( 1 + \eta_0^{-1} \right)^{\frac{1}{2}} \|\xi\|_{L^4(0,T;H^1)}.
\]

Taking the supremum over all \( \xi \in L^4(0,T;H^1) \) with \( \|\xi\|_{L^4(0,T;H^1)} \leq 1 \) we eventually get

\[
\|\partial_t \sigma\|_{L^4(0,T;H^1)} \leq C \left( 1 + \eta_0^{-1} \right)^{\frac{1}{2}}.
\]
Step 3: Extension onto the whole time interval $[0, T]$. As the constant $C_{AP}$ is independent of the time $T_k$, we will use the a priori estimate (4.11) to extend the approximate solution $(\varphi_k, \mu_k, \sigma_k, v_k, p_k)$ onto the whole time interval $[0, T]$. To see this, we recall from Step 1 that the coefficients $(a^k, c^k)$ are determined as a solution of a nonlinear ODE system. Using (4.2), we infer that for any $\varphi$ we know that
\[ |a^k(t)| + |c^k(t)| = |(\varphi_k(t), w_i)|_{L^2} + |(\sigma_k(t), z_j)|_{L^2} \]
\[ \leq \|\varphi_k(t)\|_{L^\infty(0,T_k;L^2)} + \|\sigma_k(t)\|_{L^\infty(0,T_k;L^2)} \leq C_{AP}. \]
This means that the solution $(a^k, c^k)^T$ is bounded on the time interval $[0, T_k]$ and hence, it can be extended beyond $T_k$. However, as $(a^k, c^k)^T$ was assumed to be a right-maximal solution, this is a contradiction. We thus conclude that the solution $(a^k, c^k)^T$ actually exists on the whole time interval $[0, T]$. As the coefficients $b^k$ can be reconstructed from $(a^k, c^k)^T$ via the vector-valued algebraic equation mentioned in Step 1, we further infer that $b^k$ also exists on $[0, T]$. This directly implies that the functions $\varphi_k, \mu_k, \sigma_k, v_k$ and $p_k$ exist on $[0, T]$ and satisfy the discretized weak formulation (4.6) on $[0, T]$. As the choice of $T_k$ did not play any role in the proof of the a priori estimates presented in Step 2, it is clear that the a priori estimate (4.11) holds true with $T_k$ and $T_k^*$ being replaced by the final time $T$.

Step 4: Convergence to a weak solution. Exploiting the a priori estimates in Step 2, and using Sobolev’s embedding theorem and interpolation (Lemma 3.1), we conclude that there exists a quintuplet $(\varphi, \mu, \sigma, v, p)$ such that the sequence of approximate solutions \( \{(\varphi_k, \mu_k, \sigma_k, v_k, p_k)\}_{k \in \mathbb{N}} \) satisfies
\[ \varphi_k \rightarrow \varphi \quad \text{weakly in } H^1(0, T; (H^1)' \cap L^2(0, T; H^3)), \]
weakly-* in \( L^\infty(0, T; H^2) \), a.e. in \( Q \),
and strongly in \( C([0, T]; H^s) \cap L^2(0, T; H^{2+s}) \) for all \( s \in [0, 1] \),
(4.53a)
\[ \varphi_k|_{\Gamma} \rightarrow \varphi|_{\Gamma} \quad \text{strongly in } C([0, T]; L^p_\Gamma), \] and a.e. on \( \Sigma \),
(4.53b)
\[ \sigma_k \rightarrow \sigma \quad \text{weakly in } W^{1,\frac{2}{3}}(0, T; (H^1)' \cap L^2(0, T; H^1)), \]
weakly-* in \( L^\infty(0, T; L^2) \), a.e. in \( Q \),
and strongly in \( C([0, T]; (H^1)' \cap L^2(0, T; H^s)) \) for all \( s \in [0, 1] \),
(4.53c)
\[ \sigma_k|_{\Gamma} \rightarrow \sigma|_{\Gamma} \quad \text{weakly in } L^4(0, T; L^4_\Gamma), \] strongly in \( L^2(0, T; L^2_\Gamma) \),
and a.e. on \( \Sigma \),
(4.53d)
\[ \mu_k \rightarrow \mu \quad \text{weakly in } L^2(0, T; H^1), \]
(4.53e)
\[ v_k \rightarrow v \quad \text{weakly in } L^2(0, T; H^1), \]
(4.53f)
\[ p_k \rightarrow p \quad \text{weakly in } L^2(0, T; L^2), \]
(4.53g)
as \( k \rightarrow \infty \), along a nonrelabeled subsequence. We point out that the strong convergences in (4.53a) and (4.53c) are a direct consequence of the Aubin–Lions–Simon lemma (cf. [10, Theorem II.5.16]). Then the strong convergences in (4.53b) and (4.53d) follow from (4.53a) and (4.53c) by means of the trace theorem. In particular, this entails that the limit $(\varphi, \mu, \sigma, v, p)$ satisfies the regularity condition (3.36), and we further know that $\varphi \in L^2(0, T; H^3)$. Recalling the assumptions $A2$–$A7$, we infer from (4.53) the almost everywhere convergence properties
\[ C(\varphi_k, \sigma_k) \rightarrow C(\varphi, \sigma), \]
\[ D(\varphi_k, \sigma_k) \rightarrow D(\varphi, \sigma), \] a.e. in \( Q \),
(4.54a)
\[ \eta(\varphi_k) \rightarrow \eta(\varphi), \]
\[ \lambda(\varphi_k) \rightarrow \lambda(\varphi), \] a.e. in \( Q \),
(4.54b)
\[ N_{\varphi}(\varphi_k, \sigma_k) \rightarrow N_{\varphi}(\varphi, \sigma), \]
\[ N_{\sigma}(\varphi_k, \sigma_k) \rightarrow N_{\sigma}(\varphi, \sigma), \] a.e. in \( Q \),
(4.54c)
\[ \nabla N_{\varphi}(\varphi_k, \sigma_k) \rightarrow \nabla N_{\varphi}(\varphi, \sigma), \]
\[ S_{\varphi}(\varphi_k, \sigma_k) \rightarrow S_{\varphi}(\varphi, \sigma), \] a.e. in \( Q \),
(4.54d)
\[ \Psi_{\varphi}(\varphi_k) \rightarrow \Psi_{\varphi}(\varphi), \]
\[ S_{\tau}(\varphi_k, \sigma_k) \rightarrow S_{\tau}(\varphi, \sigma), \] a.e. on \( \Sigma \),
(4.54e)
\[ \Lambda_{\varphi}(\varphi_k, \sigma_k) \rightarrow \Lambda_{\varphi}(\varphi, \sigma), \]
\[ \theta_{\varphi}(\varphi_k, \sigma_k) \rightarrow \theta_{\varphi}(\varphi, \sigma), \] a.e. in \( Q \),
(4.54f)
\[ \Lambda_{\sigma}(\varphi_k, \sigma_k) \rightarrow \Lambda_{\sigma}(\varphi, \sigma), \]
\[ \theta_{\sigma}(\varphi_k, \sigma_k) \rightarrow \theta_{\sigma}(\varphi, \sigma) \] a.e. in \( Q \),
(4.54g)
after another subsequence extraction. From (4.54c), (4.54d) and the a priori estimate (4.11), we further conclude that,
\[
\Psi_{\phi}(\varphi_k) \to \Psi_{\phi}(\varphi), \quad \text{weakly in } L^4(0,T; L^2) \cap L^2(0,T; L^6),
\]
\[
\nabla N_\sigma(\varphi_k, \sigma_k) \to \nabla N_\sigma(\varphi, \sigma) \quad \text{weakly in } L^2(0,T; L^2),
\]
as \(k \to \infty\), up to subsequence extraction. Using the decomposition (4.4), and the convergences (4.53a), (4.53f), and (4.54d), it is straightforward to check that
\[
\text{div}(\varphi_k \otimes v_k) \to \text{div}(\varphi \otimes v) \quad \text{weakly in } L^2(0,T; L^2)
\]
as \(k \to \infty\). Moreover, due to the a priori estimate (4.12), the Banach–Alaoglu theorem implies that there exists a function \(\tau \in L^1(0,T; L^2)\) such that
\[
\text{div}(\sigma_k \otimes v_k) \to \tau \quad \text{weakly in } L^1(0,T; L^2).
\]

Let now \(\xi \in C_c^\infty(Q)\) be an arbitrary test function. Performing an integration by parts, we obtain
\[
\int_Q \text{div}(\sigma_k \otimes v_k) \cdot \xi \, dx \, dt = -\int_Q (\sigma_k \otimes v_k) : \nabla \xi \, dx \, dt.
\]
Due to (4.53c) and (4.53f), we may pass to the limit on the right-hand side. This yields
\[
\int_Q \text{div}(\sigma_k \otimes v_k) : \xi \, dx \, dt \to -\int_Q (\sigma \otimes v) : \nabla \xi \, dx \, dt
\]
and after another integration by parts, we conclude that \(\text{div}(\sigma_k \otimes v_k) \to \text{div}(\sigma \otimes v)\) as \(k \to \infty\) in the sense of distributions. Because of uniqueness of the limit, we thus have \(\tau = \text{div}(\sigma \otimes v)\) almost everywhere in \(Q\) and hence,
\[
\text{div}(\sigma_k \otimes v_k) \to \text{div}(\sigma \otimes v) \quad \text{weakly in } L^1(0,T; L^2).
\]

Now, let \(\delta \in C^\infty([0,T])\) and \(\eta \in H^1(\Omega; \mathbb{R}^d)\) be arbitrary, and for any fixed \(k \in \mathbb{N}\), let \(i \in \{1, \ldots, kM\}\), and \(j \in \{1, \ldots, kM\}\) be arbitrary. We test the discretized weak formulation (4.6) with \(\delta \eta, \delta w_i\) and \(\delta z_j\) and integrate with respect to time from 0 to \(T\). This yields
\[
\int_0^T \left( \partial_t (\varphi_k \cdot v_k) + \mu_k \cdot \eta \right) \, dt + \int_Q \text{div}(\varphi_k \otimes v_k) \cdot \delta w_i \, dx \, dt \]
\[
= -\int_Q (\varphi_k, \sigma_k) \nabla \mu_k : \delta \nabla w_i + S_\varphi(\varphi_k, \sigma_k, \mu_k) \cdot \delta w_i \, dx \, dt,
\]
\[
\int_Q \left( \partial_t (\varphi_k \cdot z_j) + \gamma \varepsilon \eta \right) \, dt + \int_Q \text{div}(\sigma_k \otimes v_k) \cdot \delta z_j \, dx \, dt \]
\[
= -\int_Q (\varphi_k, \sigma_k) \nabla N_\sigma(\varphi_k, \sigma_k) : \delta \nabla z_j \, dx \, dt
\]
\[
+ \int_Q S_\sigma(\varphi_k, \sigma_k, \mu_k) \cdot \delta z_j \, dx \, dt + \int_T \int_\Sigma S(\varphi_k, \sigma_k) \cdot \delta z_j \, dS \, dt.
\]

Invoking the convergence properties (4.53) and (4.54), and using Lebesgue's dominated convergence theorem, we deduce that
\[
\eta(\varphi_k) \delta \nabla \eta \to \eta(\varphi) \delta \nabla \eta, \quad \lambda(\varphi_k) \delta \nabla \eta \to \lambda(\varphi) \delta \nabla \eta \quad \text{in } L^2(Q),
\]
as \( k \to \infty \). To establish a similar convergence result for terms like \( [N_\sigma(\varphi_k, \sigma_k)]_j[\delta \eta] \) for all \( i \in \{1, ..., d\} \) and \( j \in \{1, ..., M\} \), we intend to employ a generalized version of Lebesgue’s dominated convergence theorem, see [4, Sec. 3.25]. To this end, for any \( i \in \{1, ..., d\} \) and \( j \in \{1, ..., M\} \), we first recall that

\[
[N_\sigma(\varphi_k, \sigma_k)]_j[\delta \eta] \to [N_\sigma(\varphi, \sigma)]_j[\delta \eta], \quad \text{a.e. in } Q \text{ as } k \to \infty, \\
||[N_\sigma(\varphi_k, \sigma_k)]_j[\delta \eta]|^2 \leq B_N^2 (|\varphi_k|^2 + |\sigma_k|^2 + 1)|\delta \eta|^2 =: g_k \quad \text{a.e. in } Q \text{ for all } k \in \mathbb{N},
\]
due to (4.54c) and A4. Using the convergences in (4.53a) and (4.53c), a straightforward computation reveals that

\[
g_k \to g := B_N^2 (|\varphi|^2 + |\sigma|^2 + 1)|\delta \eta|^2 \quad \text{in } L^1(Q).
\]

Hence, we apply Lebesgue’s generalized convergence theorem to conclude that

\[
[N_\sigma(\varphi_k, \sigma_k)]_j[\delta \eta] \to [N_\sigma(\varphi, \sigma)]_j[\delta \eta] \quad \text{in } L^2(Q) \quad (4.61a)
\]
as \( k \to \infty \), for all \( i \in \{1, ..., d\} \) and \( j \in \{1, ..., M\} \). Proceeding similarly, we further obtain the following convergences:

\[
N_\varphi(\varphi_k, \sigma_k) \cdot \delta w_i \to N_\varphi(\varphi, \sigma) \cdot \delta w_i \quad \text{in } L^2(Q), \quad (4.61b)
\]
\[
\Lambda_\varphi(\varphi_k, \sigma_k) \cdot \delta w_i \to \Lambda_\varphi(\varphi, \sigma) \cdot \delta w_i \quad \text{in } L^2(Q), \quad (4.61c)
\]
\[
\Lambda_\sigma(\varphi_k, \sigma_k) \cdot \delta z_j \to \Lambda_\sigma(\varphi, \sigma) \cdot \delta z_j \quad \text{in } L^2(Q), \quad (4.61d)
\]
\[
\Lambda_\Gamma(\varphi_k, \sigma_k) \cdot \delta z_j \to \Lambda_\Gamma(\varphi, \sigma) \cdot \delta z_j \quad \text{in } L^2(\Sigma), \quad (4.61e)
\]
for all \( i \in \{1, ..., kL\} \) and \( j \in \{1, ..., kM\} \).

Eventually, invoking the convergences (4.53), (4.55)–(4.58), (4.60) and (4.61), we may pass to the limit in (4.59). As the test function \( \delta \) and the indices \( i \in \{1, ..., kL\} \), and \( j \in \{1, ..., kM\} \) can be chosen arbitrarily, we conclude by means of a diagonal argument that the quintuplet \( (\varphi, \mu, \sigma, v, p) \) satisfies the weak formulation (3.37) for all test functions \( \eta \in H^1(\Omega; \mathbb{R}^d) \), \( \zeta = w_i \), \( \theta = w_i \), \( \xi = z_j \) with \( i, j \in \mathbb{N} \). Next, we recall that the families \( \{w_i\}_{i \in \mathbb{N}} \) and \( \{z_j\}_{j \in \mathbb{N}} \) are Schauder bases of \( H_0^2(\Omega; \mathbb{R}^k) \) and \( H_0^2(\Omega; \mathbb{R}^M) \), respectively. Since \( H_n^2(\Omega; \mathbb{R}^k) \) is dense in \( H^1(\Omega; \mathbb{R}^k) \), and \( H_n^2(\Omega; \mathbb{R}^M) \) is dense in \( H^1(\Omega; \mathbb{R}^M) \), we eventually conclude that the weak formulation (3.37) is actually satisfied for all test functions \( \eta \in H^1(\Omega; \mathbb{R}^d), \zeta, \theta \in H^1(\Omega; \mathbb{R}^k) \) and \( \xi \in H^1(\Omega; \mathbb{R}^M) \). Moreover, the identities

\[
\text{div}(v) = S_v(\varphi, \sigma) \quad \text{a.e. in } Q, \\
\varphi|_{t=0} = \varphi_0 \quad \text{a.e. in } \Omega, \\
\langle \sigma|_{t=0}, \Phi \rangle_{H^1} = \langle \sigma_0, \Phi \rangle_{H^1} \quad \text{for all } \Phi \in H^1(\Omega; \mathbb{R}^M)
\]

follow directly from the convergences stated in (4.53) and the uniqueness of the limit. This proves that the quintuplet \( (\varphi, \mu, \sigma, v, p) \) is indeed a weak solution to the multiphase Cahn–Hilliard–Brinkman system (1.1) in the sense of Definition 3.4.

**Step 5: Further properties.** We will now establish the remaining properties of the weak solution constructed in Step 4.

Using the convergences (4.53) and the weak lower semicontinuity of the norms, we infer from the a priori estimate (4.11) that

\[
\|\varphi\|_{L^\infty(0,T;H^1)} + \|\sigma\|_{L^\infty(0,T;L^2)} + \|\|\mu\|_{L^2(0,T;H^1)} + \|v\|_{L^2(0,T;L^2)} + \|\nabla(\varphi)\|_{L^2(0,T;L^2)} + \|p\|_{L^{3/2}(0,T;L^2)} + \|\psi(\varphi)\|_{L^2(0,T;L^2)} + \|\nabla N_\sigma(\varphi, \sigma)\|_{L^2(0,T;L^2)}
\]
Invoking a result from interpolation theory [5, Thm. 4.10.2] as well as Lemma 3.1, we conclude that
\[
\text{constants } 0 < \eta < \infty.
\]
Since for any fixed \(n\) of generality) that \(\eta\) from Theorem 3.5 with the choices \(\eta = \eta_n\) and let \(\eta_n\) be viscosity functions as described in Theorem 3.7, and let \((\varphi_n, \mu_n, \sigma_n, v_n, p_n)\) denote a weak solution of the Cahn–Hilliard–Brinkman system (1.1) obtained from Theorem 3.5 with the choices \(\eta = \eta_n\) and \(\lambda = \lambda_n\). We point out that by this explicit choice, we do not require the axiom of choice, even though the uniqueness of the weak solutions is unknown. We recall that, owing to Theorem 3.5, the solutions \((\varphi_n, \mu_n, \sigma_n, v_n, p_n)\) satisfy the weak formulation (3.37a)–(3.37d) (written for \(\eta = \eta_n\) and \(\lambda = \lambda_n\)) and exhibit the regularities
\[
\varphi_n \in H^1(0, T; (H^1)' \cap L^2(0, T; H^3)),
\]
\[
\sigma_n \in W^{1,4}(0, T; (H^1)', H^1) \cap L^2(0, T; L^2) \cap L^2(0, T; H^1),
\]
\[
\varphi_n \in C([0, T]; L^2), \quad \sigma_n \in L^4(0, T; L^2),
\]
\[
(\varphi_n \otimes v_n) \in L^2(0, T; L^2),
\]
\[
\text{div}(\sigma_n \otimes v_n) \in L^1(0, T; L^1).
\]
Since for any fixed \(n \in \mathbb{N}\), the viscosities \(\eta_n\) and \(\lambda_n\) are assumed to be compatible with A3, there exist constants \(0 < \eta_{1,n} < \eta_n\) and \(\lambda_{s,n} > 0\) such that (3.7) is fulfilled. In view of (3.42), we assume (without loss of generality) that \(\eta_{1,n} = \lambda_{s,n} = 1\) for all \(n \in \mathbb{N}\) and we further fix
\[
\eta_{\delta,n} := \inf_{p \in \mathbb{R}^d} \eta_n(p).
\]
To investigate the convergence of the sequence \(\{(\varphi_n, \mu_n, \sigma_n, v_n, p_n)\}_{n \in \mathbb{N}}\), we first need to derive suitable bounds that are uniform in \(n\).

**Step 1: Uniform estimates.** In the following, the letter \(C\) denotes generic positive constants that do not depend on \(n\). They may still depend on the initial data and the other constants from Section 3.3, except for \(\eta_{0,n}\). We already know from Theorem 3.5 that
\[
\begin{align*}
\|\varphi_n\|_{L^\infty(0, T; H^1)} + \|\sigma_n\|_{L^\infty(0, T; L^2)} & \leq C, \\
\|\mu_n\|_{L^2(0, T; H^1)} + \|v_n\|_{L^2(0, T; L^2)} & \leq C, \\
\|\nabla \varphi_n\|_{L^2(0, T; L^2)} & \leq C, \\
\|\sigma_n \otimes v_n\|_{L^1(0, T; L^1)} & \leq C.
\end{align*}
\]

5 “Darcy limit” and existence of weak solutions to the (MCHD) system

This section is devoted to the construction of a weak solution to the multiphase Cahn–Hilliard–Darcy system (1.1) in the sense of Definition 3.6. This is achieved by an asymptotic technique, where the positive viscosity functions in the system (MCHD) are sent to zero.

**Proof of Theorem 3.7.** For every \(n \in \mathbb{N}\), let \(\eta_n\) and \(\lambda_n\) be viscosity functions as described in Theorem 3.7, and let \((\varphi_n, \mu_n, \sigma_n, v_n, p_n)\) denote a weak solution of the Cahn–Hilliard–Brinkman system (1.1) obtained from Theorem 3.5 with the choices \(\eta = \eta_n\) and \(\lambda = \lambda_n\). We point out that by this explicit choice, we do not require the axiom of choice, even though the uniqueness of the weak solutions is unknown. We recall that, owing to Theorem 3.5, the solutions \((\varphi_n, \mu_n, \sigma_n, v_n, p_n)\) satisfy the weak formulation (3.37a)–(3.37d) (written for \(\eta = \eta_n\) and \(\lambda = \lambda_n\)) and exhibit the regularities
\[
\begin{align*}
\varphi_n & \in H^1(0, T; (H^1)' \cap L^2(0, T; H^3)), \\
\sigma_n & \in W^{1,4}(0, T; (H^1)', H^1) \cap L^2(0, T; L^2) \cap L^2(0, T; H^1), \\
\varphi_n & \in C([0, T]; L^2), \quad \sigma_n \in L^4(0, T; L^2), \\
\text{div}(\varphi_n \otimes v_n) & \in L^2(0, T; L^2), \\
\text{div}(\sigma_n \otimes v_n) & \in L^1(0, T; L^1).
\end{align*}
\]
We still have to derive additional uniform estimates for the time derivatives of $\varphi_n$ and $\sigma_n$. To this end, we recall the identities
\begin{align}
\text{div}(\varphi_n \otimes v_n) &= (\nabla \varphi_n) v_n + \varphi_n S_v(\varphi_n, \sigma_n) \quad \text{a.e. in } Q, \\
\text{div}(\sigma_n \otimes v_n) &= (\nabla \sigma_n) v_n + \varphi_n S_v(\varphi_n, \sigma_n) \quad \text{a.e. in } Q.
\end{align}
(5.3) (5.4)

Let now $\zeta \in L^8(0, T; H^1)$ be an arbitrary test function. Using the continuous embedding $H^\frac{3}{2} \hookrightarrow L^3$ as well as Lemma 3.1, we obtain the estimate
\begin{align*}
\int_0^T \int_\Omega \text{div}(\varphi_n \otimes v_n) \cdot \zeta \, dx \, dt &\leq C \int_0^T \left( \| \nabla \varphi_n \|_{L^3} \| v_n \|_{L^2} + \| \varphi_n \|_{L^2} \right) \| \zeta \|_{H^1} \, dt \\
&\leq C \left( \| \varphi_n \|_{L^\infty(0, T; H^1)}^{\frac{3}{4}} \| \varphi_n \|_{L^3(0, T; H^2)}^{\frac{1}{4}} \| v_n \|_{L^2(0, T; L^2)} + \| \varphi_n \|_{L^\infty(0, T; L^2)} \right) \| \zeta \|_{L^\infty(0, T; H^1)} \\
&\leq C \| \zeta \|_{L^6(0, T; H^1)}.
\end{align*}
Taking the supremum over all $\zeta \in L^{8/3}(0, T; H^1)$ with $\| \zeta \|_{L^{8/3}(0, T; H^1)} \leq 1$, we thus conclude the uniform estimate
\begin{equation}
\| \text{div}(\varphi_n \otimes v_n) \|_{L^{8/3}(0, T; (H^1)')} \leq C.
\end{equation}
(5.5)

Now, by a comparison argument, we infer from (3.37b) (written for the functions with index $n$) that
\begin{equation}
\| \partial_t \varphi_n \|_{L^{8/3}(0, T; (H^1)')} \leq C.
\end{equation}
(5.6)

Since $L^1$ is continuously embedded in $(W^{1,4})'$, we infer from (5.2) that
\begin{equation}
\| \text{div}(\sigma_n \otimes v_n) \|_{L^1(0, T; (W^{1,4})')} \leq C.
\end{equation}
(5.7)

By means of a comparison argument, we eventually conclude from (3.37d) (written for the functions with index $n$) that
\begin{equation}
\| \partial_t \sigma_n \|_{L^1(0, T; (W^{1,4})')} \leq C.
\end{equation}
(5.8)

Combining (5.2) with (5.5)-(5.8), we eventually obtain the uniform estimate
\begin{align}
\| \varphi_n \|_{W^{1,8/3}(0, T; (H^1)') \cap L^\infty(0, T; H^1) \cap L^2(0, T; H^1)} + \| \sigma_n \|_{W^{1,1}(0, T; (W^{1,4})') \cap L^\infty(0, T; L^2) \cap L^2(0, T; H^1)} \\
+ \| \sigma_n \|_{L^1(0, T; L^2)} + \| \eta_n \|_{L^2(0, T; H^1)} + \| v_n \|_{L^2(0, T; L^2)} + \| \sqrt{\eta_n} (\varphi_n) \text{div} v_n \|_{L^2(0, T; L^2)} \\
+ \| P_n \|_{L^{6/3}(0, T; L^2)} + \| \Psi(\varphi_n) \|_{L^4(0, T; L^2) \cap L^2(0, T; L^6)} + \| \nabla N_\sigma(\varphi_n, \sigma_n) \|_{L^2(0, T; L^2)} \\
+ \| \text{div}(\varphi_n \otimes v_n) \|_{L^{8/3}(0, T; (H^1)')} \cap L^{4/3}(0, T; L^3/2) + \| \text{div}(\sigma_n \otimes v_n) \|_{L^1(0, T; L^1)} \leq C.
\end{align}
(5.9)

**Step 2: Passing to the limit.** The next step is to pass to the limit as $n \to \infty$. From the uniform estimate (5.9), we infer the existence of a quintuplet $(\varphi, \sigma, \mu, \nu, p)$ as well as limits $\tau$ and $\tilde{\vartheta}$ such that for all $s \in [0, 1)$,
\begin{align}
\varphi_n \to \varphi &\quad \text{weakly-* in } L^\infty(0, T; H^1), \\
&\quad \text{weakly in } W^{1,4}(0, T; (H^1)'), \quad \text{a.e. in } Q,
\end{align}
(5.10a)
\begin{align}
\varphi_n |_{T} \to \varphi |_{T} &\quad \text{strongly in } C([0, T]; L^2), \quad \text{and a.e. on } \Sigma,
\end{align}
(5.10b)
\begin{align}
\sigma_n \to \sigma &\quad \text{weakly-* in } L^\infty(0, T; L^2), \\
&\quad \text{weakly in } W^{1,1}(0, T; (W^{1,4})'), \quad \text{a.e. in } Q.
\end{align}
(5.10c)
and strongly in $C([0, T]; (W^{1,4})' \cap L^2(0, T; H^s))$, \hspace{1cm} (5.10c)

$\sigma_n|_\Gamma \rightarrow \sigma|_\Gamma$ weakly in $L^4(0, T; L^6_\Gamma)$, strongly in $L^2(0, T; L^2)$, and a.e. on $\Sigma$, \hspace{1cm} (5.10d)

$\mu_n \rightarrow \mu$ weakly in $L^2(0, T; H^1)$, \hspace{1cm} (5.10e)

$v_n \rightarrow v$ weakly in $L^2(0, T; L^2_{\text{div}})$, \hspace{1cm} (5.10f)

$p_n \rightarrow p$ weakly in $L^2(0, T; L^2)$, \hspace{1cm} (5.10g)

div$(\varphi_n \otimes v_n) \rightarrow \tau$ weakly in $L^8(0, T; (H^1)' \cap L^2(0, T; L^2))$, \hspace{1cm} (5.10h)

div$(\sigma_n \otimes v_n) \rightarrow \vartheta$ weakly in $L^1(0, T; L^1)$, \hspace{1cm} (5.10i)

$\eta_n(\varphi_n) \rightarrow 0$ strongly in $L^\infty(Q)$, and a.e. in $Q$, \hspace{1cm} (5.10j)

$\lambda_n(\varphi_n) \rightarrow 0$ strongly in $L^\infty(Q)$, and a.e. in $Q$, \hspace{1cm} (5.10k)

as $n \rightarrow \infty$, along a non-relabeled subsequence. The strong convergences in (5.10a) and (5.10c) are a direct consequence of the Aubin–Lions–Simon lemma (see [10, Theorem II.5.16]), and the strong convergences in (5.10b) and (5.10d) are obtained through the trace theorem. We further point out that the convergence $v_n \rightarrow v$ in $L^2(0, T; L^2_{\text{div}})$ (see (5.10f)) already entails that

\begin{equation}
\text{div}(v_n) \rightarrow \text{div}(v) \quad \text{weakly in } L^2(0, T; L^2)
\end{equation} \hspace{1cm} (5.11)

as $n \rightarrow \infty$. Recalling the assumptions A2–A8, we use the above convergences to infer that

\begin{align}
\mathbb{C}(\varphi_n, \sigma_n) & \rightarrow \mathbb{C}(\varphi, \sigma), \quad \mathbb{D}(\varphi_n, \sigma_n) \rightarrow \mathbb{D}(\varphi, \sigma) \quad \text{a.e. in } Q, \hspace{1cm} (5.12a) \\
N_\varphi(\varphi_n, \sigma_n) & \rightarrow N_\varphi(\varphi, \sigma), \quad N_\sigma(\varphi_n, \sigma_n) \rightarrow N_\sigma(\varphi, \sigma) \quad \text{a.e. in } Q, \hspace{1cm} (5.12b) \\
\nabla N_\varphi(\varphi_n, \sigma_n) & \rightarrow \nabla N_\varphi(\varphi, \sigma), \quad S_v(\varphi_n, \sigma_n) \rightarrow S_v(\varphi, \sigma) \quad \text{a.e. in } Q, \hspace{1cm} (5.12c) \\
\Psi_\varphi(\varphi_n) & \rightarrow \Psi_\varphi(\varphi) \quad \text{a.e. in } Q, \hspace{1cm} (5.12d) \\
S_T(\varphi_n, \sigma_n) & \rightarrow S_T(\varphi, \sigma) \quad \text{a.e. on } \Sigma, \hspace{1cm} (5.12e) \\
\Lambda_\varphi(\varphi_n, \sigma_n) & \rightarrow \Lambda_\varphi(\varphi, \sigma), \quad \theta_\varphi(\varphi_n, \sigma_n) \rightarrow \theta_\varphi(\varphi, \sigma) \quad \text{a.e. in } Q, \hspace{1cm} (5.12f) \\
\Lambda_\sigma(\varphi_n, \sigma_n) & \rightarrow \Lambda_\sigma(\varphi, \sigma), \quad \theta_\sigma(\varphi_n, \sigma_n) \rightarrow \theta_\sigma(\varphi, \sigma) \quad \text{a.e. in } Q, \hspace{1cm} (5.12g)
\end{align}

as $n \rightarrow \infty$, after extracting a subsequence. Now, using (5.12c), (5.12d), the uniform estimate (5.9), and the uniqueness of the limit, we further conclude that

\begin{align}
\Psi_\varphi(\varphi_n) & \rightarrow \Psi_\varphi(\varphi) \quad \text{weakly in } L^4(0, T; L^2) \cap L^2(0, T; L^6), \hspace{1cm} (5.13) \\
\nabla N_\varphi(\varphi_n, \sigma_n) & \rightarrow \nabla N_\varphi(\varphi, \sigma) \quad \text{weakly in } L^2(0, T; L^2), \hspace{1cm} (5.14)
\end{align}

as $n \rightarrow \infty$, after another subsequence extraction.

Let now $\delta \in C_c^\infty(0, T)$, $\eta \in H^1_0(\Omega; \mathbb{R}^d)$, $\zeta, \theta \in H^1_0(\Omega; \mathbb{R}^L)$, $\xi \in W^{1,4}(\Omega; \mathbb{R}^M) \rightarrow L^\infty(\Omega; \mathbb{R}^M)$, and $q \in H^1(\Omega)$ be arbitrary test functions. We now test the weak formulation (3.37) (written for $(\varphi_n, \mu_n, \sigma_n, v_n, p_n)$ and the viscosities $\eta_n$ and $\lambda_n$) with $\delta \eta, \delta \zeta, \delta \theta$ and $\delta \xi$, and we integrate the resulting equations with respect to time from 0 to $T$. We further multiply the identity (3.37e) (written for $v_n, \varphi_n$ and $\sigma_n$) by $\delta q$ and integrate the resulting equation over $Q$. In summary, we obtain

\begin{align}
0 & = \int_Q (2\eta_n(\varphi_n)\nabla v_n + \lambda_n(\varphi_n)\text{div}(v_n)\mathbf{I} - p_n\mathbf{I}) : \delta \nabla \eta + \nu v_n \cdot \delta \eta \, dx \, dt \\
& \quad - \int_Q (\nabla \varphi_n)^T \mu_n \cdot \delta \eta + (\nabla \sigma_n)^T N_\sigma(\varphi_n, \sigma_n) \cdot \delta \eta \, dx \, dt, \hspace{1cm} (5.15a) \\
0 & = \int_0^T \langle \partial_t \varphi_n, \xi \rangle_{H^1} \, dt + \int_Q \text{div}(\varphi_n \otimes v_n) \cdot \delta \zeta \, dx \, dt \\
& \quad + \int_Q \mathbb{C}(\varphi_n, \sigma_n)\nabla \mu_n : \delta \nabla \zeta - S_\varphi(\varphi_n, \sigma_n, \mu_n) \cdot \delta \zeta \, dx \, dt, \hspace{1cm} (5.15b) \\
0 & = \int_Q -\mu_n \cdot \delta \theta \, dx + \gamma \varepsilon \nabla \varphi_n : \delta \nabla \theta + \gamma \varepsilon^{-1} \Psi_\varphi(\varphi_n) \cdot \delta \theta \, dx \, dt
\end{align}
Furthermore, we still need to recover the identities $Q$ in $\xi$. Let us now consider an arbitrary test function $\phi$ with properties (5.10) and (5.12), and using Lebesgue’s dominated convergence theorem, we deduce that

\[ 0 = \int_0^T \langle \partial_t \sigma_n, \xi \rangle_{W^{1,4}} \, dt + \int_Q \text{div}(\sigma_n \otimes v_n) \cdot \delta \xi \, d(x, t) \]

\[ + \int_Q \mathbb{D}(\sigma_n, \sigma_n) \nabla \mathbb{N}_{\sigma}(\phi, \sigma_n) : \delta \nabla \xi \, d(x, t) \]

\[ + \int_Q \mathbb{S}_\sigma(\phi, \sigma_n, \mu_n) \cdot \delta \xi \, d(x, t) - \int_\Sigma \nabla \Gamma(\phi, \sigma_n) \cdot \delta \xi \, dS \, dt, \]

\[ 0 = \int_Q \text{div}(v_n) \delta q - S_v(\phi, \sigma_n) \delta q \, d(x, t). \]  

Our next goal is then to pass to the limit $n \to \infty$ in this variational formulation. Invoking the convergence properties (5.10) and (5.12), and using Lebesgue’s dominated convergence theorem, we deduce that

\[ C(\phi, \sigma_n)d \nabla \xi \to C(\phi, \sigma) d \nabla \xi, \quad \mathbb{D}(\phi, \sigma_n) \delta \nabla \xi \to \mathbb{D}(\phi, \sigma) \delta \nabla \xi \quad \text{in } L^2(Q), \]

\[ \theta(\phi, \sigma_n) \delta \xi \to \theta(\phi, \sigma) \delta \xi, \quad \theta(\sigma_n, \phi_n) \delta \xi \to \theta(\sigma, \phi) \delta \xi \quad \text{in } L^2(Q), \]

as $n \to \infty$. Furthermore, proceeding as in Step 4 of the proof of Theorem 3.5, we use Lebesgue’s generalized convergence theorem [4, Sec. 3.25] to conclude that

\[ [N_{\sigma}(\phi_n, \sigma_n)]_i [\delta \eta]_i \to [N_{\sigma}(\phi, \sigma)]_i [\delta \eta]_i \quad \text{in } L^2(Q). \]

\[ N_{\phi}(\phi_n, \sigma_n) \cdot \delta \theta \to N_{\phi}(\phi, \sigma) \cdot \delta \theta \quad \text{in } L^2(Q), \]

\[ \Lambda_{\phi}(\phi_n, \sigma_n) \cdot \delta \xi \to \Lambda_{\phi}(\phi, \sigma) \cdot \delta \xi \quad \text{in } L^2(Q), \]

\[ \Lambda_{\sigma}(\phi_n, \sigma_n) \cdot \delta \xi \to \Lambda_{\sigma}(\phi, \sigma) \cdot \delta \xi \quad \text{in } L^2(Q), \]

\[ \Lambda_{\Gamma}(\phi_n, \sigma_n) \cdot \delta \xi \to \Lambda_{\Gamma}(\phi, \sigma) \cdot \delta \xi \quad \text{in } L^2(\Sigma), \]

as $n \to \infty$, for all $i \in \{1, ..., d\}$ and $j \in \{1, ..., M\}$. For most of the terms in (5.15), we can simply use the convergences (5.10), (5.13), (5.14), (5.16) and (5.17) to pass to the limit $n \to \infty$. However, some of the terms require a closer investigation.

In the terms depending on the viscosity functions $\eta_n$ and $\lambda_n$, we can pass to the limit $n \to \infty$ as follows:

\[ \int_Q 2\eta_n(\phi_n) \|Dv_n\| \delta \nabla \eta \, d(x, t) \]

\[ \leq C \left( \| \sqrt{\eta_n(\phi_n)} Dv_n \|_{L^2([0, T]; L^2)} \| \eta_n(\phi_n) \|_{L^\infty(Q)} \| \delta \|_{L^\infty([0, T])} \right) \| \eta \|_{H^1} \]

\[ \leq C \left( \| \eta_n(\phi_n) \|_{L^\infty(Q)} \| \delta \|_{L^\infty([0, T])} \right) \| \eta \|_{H^1} \to 0, \]  

\[ \int_Q \delta \lambda_n(\phi_n)(\phi_n) \| \nabla \eta \| \, d(x, t) \]

\[ \leq C \left( \| \lambda_n(\phi_n) \|_{L^\infty(Q)} \| S_v(\phi_n, \sigma_n) \|_{L^2([0, T]; L^2)} \right) \| \delta \|_{L^\infty([0, T])} \| \eta \|_{H^1} \to 0. \]  

Furthermore, we still need to recover the identities $\tau = \text{div}(\phi \otimes v)$ and $\vartheta = \text{div}(\sigma \otimes v)$ almost everywhere in $Q$. To prove the latter identity, we first deduce from (5.10i) that

\[ \int_Q \text{div}(\sigma_n \otimes v_n) \cdot \delta \xi \, d(x, t) \to \int_Q \vartheta \cdot \delta \xi \, d(x, t) \quad \text{for all } \xi \in W^{1,4}. \]

Let us now consider an arbitrary test function $\xi_0 \in C_c^\infty(\Omega; \mathbb{R}^M)$. Performing an integration by parts, we obtain

\[ \int_Q \text{div}(\sigma_n \otimes v_n) \cdot \delta \xi_0 \, d(x, t) = - \int_Q (\sigma_n \otimes v_n) : \delta \nabla \xi_0 \, d(x, t). \]
Due to (5.10c) and (5.10f), we may pass to the limit on the right-hand side by the weak-strong convergence principle. After another integration by parts, we get

\[ \int_Q \text{div}(\sigma_n \otimes v_n) \cdot \delta\xi_0 \, dx \, dt = - \int_Q (\sigma \otimes v) : \delta\nabla\xi_0 \, dx \, dt \]

as \( n \to \infty \), for all \( \xi_0 \in C_c^\infty(\Omega; \mathbb{R}^M) \). Since (5.20) holds true for all \( \xi = \xi_0 \in C_c^\infty(\Omega; \mathbb{R}^M) \), we eventually have

\[ \int_Q \vartheta \cdot \delta\xi_0 \, dx \, dt = \int_Q \text{div}(\sigma \otimes v) \cdot \delta\xi_0 \, dx \, dt \]

for all \( \xi_0 \in C_c^\infty(\Omega; \mathbb{R}^M) \), \( \delta \in C_c^\infty((0,T]) \), which is enough to conclude that \( \vartheta = \text{div}(\sigma \otimes v) \) almost everywhere in \( Q \). In particular, this proves that

\[ \int_Q \text{div}(\sigma_n \otimes v_n) \cdot \delta\xi_0 \, dx \, dt \to \int_Q \text{div}(\sigma \otimes v) \cdot \delta\xi \, dx \, dt \]  

(5.21)
as \( n \to \infty \). Proceeding similarly with the convection term associated with the phase-field variable, we conclude that \( \tau = \text{div}(\varphi \otimes v) \) almost everywhere in \( Q \), and

\[ \int_Q \text{div}(\varphi_n \otimes v_n) \cdot \delta\xi_0 \, dx \, dt \to \int_Q \text{div}(\varphi \otimes v) \cdot \delta\xi \, dx \, dt \]  

(5.22)
as \( n \to \infty \). We can now use the convergences (5.10)–(5.14), (5.16)–(5.19), (5.21), and (5.22), along with the identities \( \tau = \text{div}(\varphi \otimes v) \) and \( \vartheta = \text{div}(\sigma \otimes v) \) a.e. in \( Q \), to pass to the limit \( n \to \infty \) in the variational formulation (5.15). Since \( \delta \in C_c^\infty([0,T]) \) was arbitrary, this proves that the quintuplet \((\varphi, \mu, \sigma, v, p)\) satisfies the equations

\[ 0 = \int_\Omega -p \text{div}(\eta) + (\nu v - (\nabla \varphi)^\top \mu - (\nabla \sigma)^\top N_\sigma(\varphi, \sigma)) \cdot \eta \, dx, \]  

(5.23a)

\[ 0 = (\partial_t \varphi, \zeta)_{H^1} + \int_\Omega (\nabla \varphi) v \cdot \zeta + \varphi S_\varphi(\varphi, \sigma) \cdot \zeta \, dx + \int_\Omega C(\sigma, \varphi) \nabla \mu : \nabla \zeta - S_\varphi(\varphi, \sigma, \mu) : \zeta \, dx, \]  

(5.23b)

\[ 0 = \int_\Omega -\mu \cdot \theta \, dx + \gamma \epsilon \nabla \varphi : \nabla \theta + \gamma \epsilon^{-1} \Psi_\varphi(\varphi) \cdot \theta + N_\varphi(\varphi, \sigma) \cdot \theta \, dx, \]  

(5.23c)

\[ 0 = (\partial_t \sigma, \xi)_{W^{1,4}} + \int_\Omega (\nabla \sigma) v \cdot \xi - \sigma S_v(\varphi, \sigma) \cdot \xi + D(\varphi, \sigma) \nabla N_\sigma(\varphi, \sigma) : \nabla \xi \, dx \]

\[ + \int_\Omega S_\sigma(\varphi, \sigma, \mu) : \xi \, dx - \int_\Gamma S_\Gamma(\varphi, \sigma) \cdot \xi \, dS, \]  

(5.23d)

almost everywhere in \((0,T)\), for all test functions \( \eta \in H^1(\Omega; \mathbb{R}^d) \), \( \zeta, \theta \in H^1(\Omega; \mathbb{R}^L) \), \( \xi \in W^{1,4}(\Omega; \mathbb{R}^M) \), as well as the identity

\[ \text{div}(v) = S_v(\varphi, \sigma) \quad \text{a.e. in } Q. \]  

(5.23e)

Testing (5.23a) with any function \( \eta_0 \in C_c^\infty(\Omega; \mathbb{R}^d) \), we deduce that

\[ \int_\Omega p \text{div}(\eta_0) \, dx = \int_\Omega (\nu v - (\nabla \varphi)^\top \mu - (\nabla \sigma)^\top N_\sigma(\varphi, \sigma)) \cdot \eta_0 \, dx. \]

Since

\[ \| \nu v - (\nabla \varphi)^\top \mu - (\nabla \sigma)^\top N_\sigma(\varphi, \sigma) \|_{L^1(0,T;L^{3/2})} \]
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we conclude that $\nabla p$ exists in the weak sense with
\[
\nabla p = \nu v - (\nabla \varphi)^\top \mu - (\nabla \sigma)^\top N_\sigma(\varphi, \sigma) \in L^1(0, T; L^2) \quad \text{a.e. in } Q.
\]
Plugging this identity into (5.23a) and integrating the resulting expression by parts, we infer that
\[
0 = -\int_\Omega p(t) \text{div}(\eta) + \nabla p(t) \cdot \eta \, dx = -\int_\Gamma p(t) \eta \cdot n \, dS
\]
for almost all $t \in (0, T)$ and all $\eta \in H^1$. For any $q \in C^1_0(\Gamma)$, we have $-q n \in H^1$ and we may thus choose $\eta = -q n$. We thus obtain
\[
0 = \int_\Gamma p(t) q n \cdot n \, dS = \int_\Gamma p(t) q \, dS
\]
for all $q \in C^1_0(\Gamma)$ and almost all $t \in (0, T)$, which directly proves that $p|_\Sigma = 0$ a.e. on $\Sigma$. In summary, we have
\[
p \in L^{\frac{4}{3}}(0, T; L^2) \cap L^1(0, T; W^{1, \frac{2}{3}}_0),
\]
and thus, all regularities in (3.40) are established. In particular, via integration by parts, (5.23a) can be replaced by the equivalent formulation
\[
0 = \int_\Omega \nabla p \cdot \eta + (\nu v - (\nabla \varphi)^\top \mu - (\nabla \sigma)^\top N_\sigma(\varphi, \sigma)) \cdot \eta \, dx.
\]
We thus conclude that the quintuplet $(\varphi, \mu, \sigma, v, p)$ satisfies the weak formulation (3.41).

As a further consequence of the convergences $\varphi_n \to \varphi$ in $C([0, T]; L^2)$ from (5.10a) and $\sigma_n \to \sigma$ in $C([0, T]; (W^{1,4})^\gamma)$ from (5.10c) we have
\[
\varphi_0 = \varphi_n|_{t=0} \to \varphi|_{t=0} \quad \text{in } L^2(\Omega; \mathbb{R}^L), \\
\langle \sigma_0, \Phi \rangle_{H^1} = \langle \sigma_n|_{t=0}, \Phi \rangle_{W^{1,4}} \to \langle \sigma|_{t=0}, \Phi \rangle_{W^{1,4}} \quad \text{for all } \Phi \in W^{1,4}(\Omega; \mathbb{R}^M),
\]
as $n \to \infty$, meaning that $\varphi$ and $\sigma$ satisfy the initial conditions (3.41f) and (3.41g).

This proves that the limit $(\varphi, \mu, \sigma, v, p)$ is a weak solution of the multiphase Cahn–Hilliard–Darcy system in the sense of Definition 3.6. We further point out that the additional regularity property (3.44) can be verified by arguing exactly as in the proof of Theorem 3.5. Thus, the proof of Theorem 3.7 is complete. 
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