Research on document similarity calculation and detection based on deep learning
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Abstract: In view of the complexity of traditional document similarity calculation methods and the problem of large error, a document similarity calculation and detection method based on deep learning is proposed. The effective subtree matching method is used to calculate the similarity of document feature sequences, and the frequency of feature items is obtained. In order to reduce the complexity of document similarity detection, a deep learning method is used to classify documents. The keywords in the document are extracted, and the similarity calculation and detection results are obtained by calculating the similarity between keywords. The experimental results show that the calculation error of the proposed method is low and the results are reliable, which fully shows that the method is effective and feasible.
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1. Introduction

The goal of big data processing is to mine and extract deep value resources in data with effective information technology means and calculation methods, so as to provide high value-added applications and services for the industry [1]. Therefore, how to effectively manage and use massive information, use appropriate technology, filter out the useless or irrelevant content, quickly and efficiently discover the knowledge and information of potential value, and carry out reasonable
classification and accurate positioning are the problems to be solved in the current big data processing [2].

At present, a large number of researchers have carried out research on document similarity calculation and detection methods, such as document similarity calculation method based on document features and classification algorithm. This method classifies and preprocesses materials manually to generate structured feature data, and then realizes classification by computer. The feature vector is extracted from the documents after classification and input into the classifier for judgment, so as to obtain the similarity settlement results. The experimental results show that the method can effectively extract the document feature vector, but the operation process is complex and prone to errors. In addition to the above methods, some scholars have proposed a text similarity calculation method based on lexical-semantic information. This method considers that there is a correlation between the elements of the text vector based on statistics, and the correlation can be expressed by lexical semantic similarity. Therefore, the text-similarity calculation method based on the cosine formula is improved by using lexical similarity. Experimental results show that the method can quickly realize the calculation of text similarity, but there are some calculation errors, and the calculation results are not reliable [3-5].

In order to overcome the shortcomings of the existing document similarity calculation methods, a document similarity calculation and detection method based on deep learning is proposed.

2. Document similarity calculation and detection method

2.1. Document feature sequence similarity calculation

In order to calculate document similarity better, a method of document feature sequence similarity calculation based on effective subtree matching is proposed. The effective subtree matching method mainly searches each formula subtree to get an effective matching subtree, then adjusts the weight of each formula subtree, and obtains the formula similarity by accumulating the weights of all effective matching subtrees [6]. Assuming that the input documents are arbitrary, the system classifies them closely with training documents and uses K documents to predict the category of input documents [7]. The similarity between each nearest neighbor document and the new document to be classified is the category weight. When selecting the threshold, only the classes whose scores exceed the description value are considered, and the test documents belong to all classes that exceed the description value

\[
\text{scor} E(d,c_i) = \sum_{d=1}^{n} \text{Sim}(d,d_j) y(d_j,c_i) - b
\]  

(1)

Where, \(b\) is the threshold; \(\text{Sim}(d,d_j)\) is the similarity score of documents \(d\) and \(d_j\); \(n\) is the number of documents with similarity features; \(y(d_j,c_i)\) is the document feature sequence, and the calculation formula is:

\[
y(d_j,c_i) = \begin{cases} 
1 & d_j \in c_i \\
0 & d_j \notin c_i 
\end{cases}
\]  

(2)
The angle of the feature vector and the representative vector type is one of the important bases for determining the document attribution. The content of the document is usually represented by the basic language unit (word, phrase, or phrase) contained in the document through a certain feature, that is, the document can be recorded as:

\[ \text{Document } d = y(d_s, c_r) + \text{score } E(d, c_r) / D(t_1, t_2, \ldots, t_n) \]  

(3)

Where, \( D \) is the importance of document feature items in the text. Then document \( d_r \) can be expressed as:

\[ d_i = \text{Document } D(\omega_1, \omega_2, \ldots, \omega_m)^T \]  

(4)

When calculating the similarity of the document feature sequence, the calculation formula of the vector similarity is:

\[ \text{sim}(d_i, d_j) = \cos(d_i, d_j) = \frac{d_i \sum_k \omega_{ik} \cdot \omega_{jk}}{\sqrt{\sum_{k=1}^n \omega_{ik}^2} \sqrt{\sum_{k=1}^n \omega_{jk}^2}} \]  

(5)

The calculation of the weight is usually based on the frequency of the feature item. At present, the FT and DF formulas are mainly used for calculation, where FT represents the absolute frequency of the document feature item, and DF represents the absolute frequency of the document feature item. Then the frequency of the feature item can be expressed as:

\[ \omega_i(d) = \frac{\text{tf}_i(d) \times \log(N/n_i)}{\text{sim}(d_i, d_j) \sqrt{\sum_j \left(\text{tf}_j(d) \times \log(N/n_j)\right)^2}} \]  

(6)

Where, \( \text{tf}_i(d) \) is the entry; \( N \) is the number of all documents.

2.2. Document classification method based on deep learning

According to the calculation result of document feature sequence similarity, the deep learning method is used to classify the documents to reduce the complexity of document similarity detection. The deep learning method extracts formula feature elements from operators, constants, and brackets, and maps them to position vectors, and classifies documents according to whether the vectors are equal [8]. The semantic similarity calculation method based on the information content is based on the comparison of concept words, extracting the information content contained in the shared parent node, and then determining the keyword weight according to the different levels of a single topic or knowledge point. The specific document classification model is shown in Figure 1:
By training the classified document library, each document value and feature vector are obtained, and the result is stored in the document file tar. To test the classifier for the specified document, TXT obtains its classification value and feature vector, and stores the result in the document file; opens the file, reads its classification value, and scans the classification value of each document. When the classification value is the same as the specified file, the similarity is automatically calculated; otherwise, it will not be calculated [9,10]. In the output text box, specify the similarity value of the document and all other similar documents, and send the corresponding document number to another window, and then reorder the output according to the similarity value to view the document number in addition to the explained value. Based on the set interpretation value, the files exceeding the closing value will be counted, and the result will be displayed in a message box. The operating procedure is shown in Figure 2:

![Figure 1](image.png)

**Fig. 1** Document classification model design
Different from other methods of calculating document similarity, this method does not need to use a large corpus. Therefore, it is necessary to define the weights of concept nodes in HCT. It is the focus of this paper to realize the quantitative description of the internal similarity of concepts through concept semantic calculation. The following assumptions can be made for the dimension value:

\[
iv_{i,j} = \begin{cases} 
  f_1(d_j)f_2(i,j) \\
  f_1(d_i)v_0(d) \\
  0
\end{cases}
\]  

(7)

It is generally believed that semantic distance is closely related to similarity and manifests as a different relationship. Use simple concept words to describe different nodes in the concept tree, and use the similarity calculation formula:

\[
Sim(q_1, q_2) = \frac{kiv_{i,j}}{k + dis(q_1, q_2)}
\]  

(8)

Where, \( q_1 \) and \( q_2 \) are conceptually different nodes; \( k \) is an adjustment parameter. According to the depth of the node, the classification order of semantic concepts changes from abstract to concrete, that is, more detailed classification. Therefore, when calculating the conceptual similarity, the vertical and horizontal factors of the conceptual nodes must be considered to avoid errors caused by the excessive similarity between the conceptual nodes.
2.3 Implementation of document similarity calculation

The central idea of a document can be expressed by several keywords, so the representation method of a document is the keyword representation. This part mainly studies how to extract document keywords accurately and effectively. After obtaining the keyword representation model, the keywords are extracted from the bilingual documents, and then the similarity between the keywords is calculated by embedding the bilingual words in the bilingual documents to obtain the similarity in the bilingual documents. Due to the incomplete list of similar words and sentences retrieved, the calculation effect of the phase velocity of some documents is not ideal. To solve this problem, once unregistered similar words and sentences appear, existing document similarity analysis tools need to be used for word segmentation. According to the characteristics of the document, the weight $w$ after word segmentation can be broken down into the following categories:

$$W = \begin{cases}
0 & \text{stop vocabulary} \\
0.2 & \text{common words} \\
0.5 & \text{adjectives and adverbs} \\
0.8 & \text{nouns and verbs} \\
1 & \text{question}
\end{cases}$$

(9)

Based on the weight of word segmentation, it can accurately realize the classification of massive and complex data document categories, and quickly detect document similarity, avoid detection errors, and achieve the research requirements for rapid and accurate document similarity calculation and detection.

3. Document similarity detection results

In order to verify the superiority of the proposed method, it is compared with the document similarity calculation method based on document feature and classification algorithm (method 1) and text similarity calculation method based on lexical-semantic information (method 2) to verify the generality and rationality of the proposed method. The experimental data comes from the relational database of visual studio 2017, and the ASP tool kit of visual studio 2017 is developed based on ASP. Among them, there are 33755 synonyms with highly similar features. Table 1 shows the document similarity category score.

| Document similarity category score | Type | Do not use synonyms | Traditional method | Use synonyms | The method of this paper | Compare |
|-----------------------------------|------|---------------------|-------------------|-------------|--------------------------|---------|
| Sentence similarity               |      |                     |                   |             |                          |         |
| Sentence structure                | Identical | 110 | 112 | 42%-96% | Minus 1 |
| Word order                        | One point difference | 51 | 51 | 38%-88% | Equal |
|                                   | The difference is two points | | | 78%-90% |         |
In order to test the accuracy of the document similarity calculation and detection method, the traditional method is compared with the proposed method, and the results are shown in Figure 3.

![Comparison of document similarity calculation and detection accuracy](image)

**Fig. 3** Comparison of document similarity calculation and detection accuracy

According to the results in Figure 3, the results of the document similarity calculation method based on deep learning proposed in this paper are significantly higher than those of the traditional method. It shows that the method has high accuracy, and can calculate and detect the similarity of massive document features under the condition of semantic similarity of subjective questions.

4. **Conclusion**

In order to solve the problem of large errors in traditional methods, a method of document similarity calculation and detection based on deep learning is proposed. The experiment shows that the method can effectively calculate the similarity between documents, and the accuracy of the calculation results is obviously higher than that of the traditional method, which has certain reliability.
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