Second-order correlation function supported optical sensing for particle detection
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We propose a new sensing method based on the measurement of the second-order autocorrelation of the output of micro- and nanolasers with intensity feedback. The sensing function is implemented through the feedback-induced threshold shift, whose photon statistics is controlled by the feedback level in a characteristic way for different laser sizes. The specific response offers performances which can be adapted to different kinds of sensors. We propose the implementation of two schemes capable of providing a quantitative sensing signal and covering a broad range of feedback levels: one is utilizing the evolution of \( g^{(2)}(\tau) \), the other one is the ratio between central and side peaks in \( g^{(2)}(0) \). Laser-threshold-based sensing could, thanks to its potential sensitivity, gain relevance in biomolecular diagnostics and security monitoring.

PACS numbers:

I. INTRODUCTION AND OBJECTIVES

The statistics of the radiation field, or photon statistics, begun with the seminal paper by Hanbury-Brown and Twiss for stellar size measurements \[1,2\], has evolved to become one of the pillars of physics \[3,4\]. Its applications run from the detection of squeezed states and antibunching \[7,11\], ghost imaging \[8,9,19\], improving the sensitivity of gravitational wave detectors \[10,20\], particle sizing \[11,12\], dynamic light scattering \[12,13\], fluid mechanics and velocimetry \[13,14\], quantum information \[15,16\], and advanced measurement techniques \[17,18\], to name only a few.

Its ability to detect extremely low light levels, down to the single photon, has rendered it the preferred technique for the characterization of the emission of nanolasers \[19\], devices whose energetic efficiency, coupled to extremely reduced footprint and high integrability, promise a broad range of applications \[20,21\], for instance in optical chips \[22\] or interconnects \[23\]. Low power consumption is, of course, very attractive for many other applications, including sensing.

A new operation regime, which precedes the threshold for continuous laser operation, has been recently identified: emission of uncorrelated photon bursts of short duration (typically a nanosecond or less). It has been directly or indirectly reported both in nanodevices \[24,27\] as well as in microcavities \[28,29\]. The origin of these pulses is attributed to the phase space properties of the below-threshold operation where fluctuations in the energy reservoir can grow sufficiently large as to cause a temporary burst of photons before returning the device below threshold \[30,31\]. The interest for this kind of emission comes from the very low power consumption, as the laser is biased just below threshold and from the low coherence properties which stem from operation in the still incoherent region.

This regime of operation is characterized by a peak photon number which can exceed by two orders of magnitude the photon average value, for the corresponding pump, which comes from the strong photon bunching. The compressed emission of large number of photons is identified by a superthermal photon statistics \[29,30\] in the single-mode regime – multimode superthermal emission \[32,33\] is due to mode competition and appears only on the weak mode: the strong one and the total output show standard, subthermal photon statistics. The independence of the emitted pulses offers the advantage of avoiding interference and provides a new operation regime for semiconductor lasers, where feedback does not induce the usual complex dynamics, whose scenario is too complex for most practical applications, even in (the relatively more stable) Vertical Cavity Surface Emitting Lasers (VCSELs) \[34\].

In the photon burst regime of operation, the laser is going to emit random light pulses. If a fraction of the pulse is scattered back into the laser, the entering photons are going to act as a delayed, self-injected incoherent signal which is going to facilitate the emission of a new pulse \[35,36\]. Hence, one may statistically expect the likely appearance of a new pulse in correspondence with the returning (fraction of the) pulse. This stimulation acts as a trigger which

\textsuperscript{*}wangtao@hdu.edu.cn
\textsuperscript{†}Gian-Luca.Lippi@inphyni.cnrs.fr
increases the pulse frequency while reducing, statistically, their amplitude. As a consequence, the degree of bunching is reduced and is detected by a reduction in the value of the autocorrelation. In other words, we can detect the presence (and characteristics) of a scatterer passing through the laser beam through a reduction in the amount of photon bunching. The use of the autocorrelation allows for a sensitive technique which can even be used at extremely low photon flux levels, thanks to the potential offered by single-photon detectors.

Although in this paper we concentrate on Class B lasers [37], i.e., devices where the dynamical behaviour is described by two variables (carrier density and photon number), a strong photon bunching before threshold has been numerically seen [38, 39] and then carefully investigated also in Class A devices (typically described only by the dynamics of the photon number) [40]. The numerical predictions are consistent with theoretical analyses [41, 42]. At the present time, much less is known on the equivalent features of Class A devices, given the very small number of photons present in the cavity [47]. In these systems, the discreteness [25] of the variations (creation or destruction of a photon, as an integer unit) and the relatively long times which the process involves (compared to the intrinsic time scales) invalidate the conditions for the Langevin approximation. The model, discussed in detail in [36], can be summarized as follows:

\[ N_{q+1} = N_q + N_p - N_d - E_S, \]
\[ S_{q+1} = S_q + E_S - L_S + S_{sp} + S_{inj,q-d}, \]
\[ R_{L,q+1} = R_{L,q} + D_L - L_L - S_{sp} + R_{inj,q-d}, \]
\[ R_{o,q+1} = R_{o,q} + (N_d - D_L) - L_o, \]

where \( N_p \) represents the pumping process, \( N_d \) is the process of spontaneous relaxation, which reduces the population inversion \( N \) and is split into the fraction of spontaneous photons into the lasing mode (\( R_L \)) and in the remainder of the cavity modes (\( R_o \)) through the probabilistic operator \( D_L \). \( E_S \) represents the stimulated emission process which also depletes the population, \( L_S \) and \( L_L \) represent the leakage of stimulated and spontaneous photons in the lasing mode, respectively, through the output coupler, while \( L_o \) stands for the escape process for the other spontaneous photons outside the cavity volume. \( S_{sp} \) provides the starting seed [43] for the first stimulated emission process. \( S_{inj,q-d} \) and \( R_{inj,q-d} \) represent the fraction of stimulated and spontaneous photons, respectively, corresponding to the delayed index \( q-d \) where \( d \) matches the delay time \( 2\tau_{ext} \). Details, including the parameter values not specified here, can be found [43].

All random processes are Poissonian (implementable also with a Binomial distribution when the probability is low enough to fulfill additivity) with a probability which depends on the rate at which the described phenomenon occurs. The pump rate \( N_p \) represents the number of pumping processes per time step, where the latter is chosen small enough to ensure an outcome either 0 or 1, for most steps, to guarantee additivity. The values of the rates used in the simulations match the estimates for small nanopillar devices and amount to (cf. [43]): \( \gamma_q = 3 \times 10^9 s^{-1} \) for the spontaneous emission (process \( N_d \)), \( \Gamma_o = 1 \times 10^{11} s^{-1} \) for the losses of the on-axis photons (i.e., stimulated, but also fraction of spontaneous photons in the lasing mode – \( L_S \) and \( L_L \) processes), \( \Gamma_o = 5 \times 10^{11} s^{-1} \) for the lifetime of off-axis (spontaneous) photons (\( L_o \) process). \( E_S \) is proportional to the product \( \gamma || \beta S N \), as the standard probability of obtaining a stimulated process.

The length of feedback is fixed at \( L_{ext} = 60 cm \). The fraction \( F \) of photons reinjected into the laser, and \( \beta \) – fraction of spontaneous emission coupled into the lasing mode –, are used as parameters in the simulations.

## II. THEORY

### A. Stochastic simulator model

The model used in this work is a set of recurrence relations between carriers and photons, adapted to include feedback from the Stochastic Simulator (SS) scheme [45]. The SS considers the intracavity processes as a sequence of physical events (absorption, emission, etc.) occurring at discrete times [43]. This contrasts the traditional description of noise, often introduced in laser modelling through Langevin terms – based on Gaussian statistics [44, 45] – which assumes the application of infinitesimally small perturbations in large numbers. This approach fails when considering very small devices, i.e., high \( \beta \) lasers (where \( \beta \) represents the fraction of spontaneous emission coupled into the lasing mode [45]), given the very small number of photons present in the cavity [47]. In these systems, the discreteness [25] of the variations (creation or destruction of a photon, as an integer unit) and the relatively long times which the process involves (compared to the intrinsic time scales) invalidate the conditions for the Langevin approximation. The model, discussed in detail in [36], can be summarized as follows:

\[ N_{q+1} = N_q + N_p - N_d - E_S, \]
\[ S_{q+1} = S_q + E_S - L_S + S_{sp} + S_{inj,q-d}, \]
\[ R_{L,q+1} = R_{L,q} + D_L - L_L - S_{sp} + R_{inj,q-d}, \]
\[ R_{o,q+1} = R_{o,q} + (N_d - D_L) - L_o, \]

where \( N_p \) represents the pumping process, \( N_d \) is the process of spontaneous relaxation, which reduces the population inversion \( N \) and is split into the fraction of spontaneous photons into the lasing mode (\( R_L \)) and in the remainder of the cavity modes (\( R_o \)) through the probabilistic operator \( D_L \). \( E_S \) represents the stimulated emission process which also depletes the population, \( L_S \) and \( L_L \) represent the leakage of stimulated and spontaneous photons in the lasing mode, respectively, through the output coupler, while \( L_o \) stands for the escape process for the other spontaneous photons outside the cavity volume. \( S_{sp} \) provides the starting seed [43] for the first stimulated emission process. \( S_{inj,q-d} \) and \( R_{inj,q-d} \) represent the fraction of stimulated and spontaneous photons, respectively, corresponding to the delayed index \( q-d \) where \( d \) matches the delay time \( 2\tau_{ext} \). Details, including the parameter values not specified here, can be found [43].

All random processes are Poissonian (implementable also with a Binomial distribution when the probability is low enough to fulfill additivity) with a probability which depends on the rate at which the described phenomenon occurs. The pump rate \( N_p \) represents the number of pumping processes per time step, where the latter is chosen small enough to ensure an outcome either 0 or 1, for most steps, to guarantee additivity. The values of the rates used in the simulations match the estimates for small nanopillar devices and amount to (cf. [43]): \( \gamma_q = 3 \times 10^9 s^{-1} \) for the spontaneous emission (process \( N_d \)), \( \Gamma_o = 1 \times 10^{11} s^{-1} \) for the losses of the on-axis photons (i.e., stimulated, but also fraction of spontaneous photons in the lasing mode – \( L_S \) and \( L_L \) processes), \( \Gamma_o = 5 \times 10^{11} s^{-1} \) for the lifetime of off-axis (spontaneous) photons (\( L_o \) process). \( E_S \) is proportional to the product \( \gamma || \beta S N \), as the standard probability of obtaining a stimulated process.

The length of feedback is fixed at \( L_{ext} = 60 cm \). The fraction \( F \) of photons reinjected into the laser, and \( \beta \) – fraction of spontaneous emission coupled into the lasing mode –, are used as parameters in the simulations.

### B. Photon statistics

The photon statistics of laser emission is mainly characterized through the second-order correlation function \( g^{(2)} \), the most widely used indicator for the analysis of the statistical properties of light sources,
defined, for a photon number $S(t)$ exiting the laser, by \[18\]

$$g^{(2)}(\tau) = \frac{\langle S(t)S(t+\tau) \rangle}{\langle S(t) \rangle^2}$$ (5)

where $S(t) = L_S + L_L$ is the total photon number exiting the cavity and $\langle S(t) \rangle$ indicates the time-averaged photon number emitted by the laser. Therefore, $g^{(2)}(\tau)$ describes the correlation between two temporally separated photons with time delay $\tau = t_2 - t_1$ from one light source, as can be measured by a Hanbury-Brown and Twiss setup \[1\]. In conventional (large) lasers, when the input power passes through threshold, there is an abrupt transition from $g^{(2)}(0) = 2$ (thermal state, corresponding to fully spontaneous emission) to $g^{(2)}(0) = 1$ (coherent state, totally stimulated emission) \[28, 49, 50\], a feature which allows us to identify the onset of lasing (threshold) \[51\].

III. THRESHOLD DYNAMICS AND AUTOCORRELATION-BASED SENSING

The sensing tool we propose uses the threshold dynamics of small lasers (with different $\beta$ factors) subject to varying feedback levels. The method correlates the laser behaviour with the amount of feedback it receives, thus enabling the collection of information coming from the environment. We thus define the feedback fraction parameter:

$$F = \frac{S_{in}}{S_{out}} \times 100\%$$ (6)

where $S_{in}$ is the number of photons that are actually coupled into the lasing mode, and $S_{out}$ is the photon number coupled out of the cavity. The normalized pump refers to the so called threshold pump $P_{th}$, given by $P_{th} = \frac{P}{\beta}$, which corresponds to the midpoint in the steep portion of the steady-state curve (cf., e.g., Fig. 1) representing photon number versus pump.

One assumption is made when using this model: the interference between intracavity photons and reinjected one can be neglected. This holds when either (or both, of course) of these conditions are fulfilled: 1. the coherence length of the emitted radiation is smaller than the round-trip $(2L_{ext})$; 2. the reflected component does not maintain a phase relationship (i.e., the reflection is not specular).

The first condition is rather easily fulfilled, thanks to the fact that we are using the threshold region, where the laser output is mainly composed of sharp pulses \[28, 35\]. From the typical pulse duration ($< 1ns$) we can extrapolate a minimum allowed length for the feedback arm $\approx 10cm$ (simulations are carried out with a feedback arm six times longer than this limit). The second condition is also not difficult to satisfy, since most objects are rough scatterers, on the wavelength scale, and will destroy the phase coherence of the reflected wave. Thus, use of an photon-number-based model, eqs. (1-4), is fully justified.

A. Threshold dynamics

The statistical properties of the radiation emitted by the two laser kinds is analysed with the help of the second-order, zero-delay autocorrelation function, $g^{(2)}(0)$ (Fig. \[1\]). For a nanolaser (Fig. \[1\]) the autocorrelation clearly shows superthermal emission appearing in the smooth transition between spontaneous and coherent regimes for $F < 10\%$. The strongest superthermal emission appears in the absence of feedback since the latter acts as an external source which enhances the probability of starting a stimulated emission burst \[35\]. The more frequent bursts also reduce the excursions in population inversion fluctuations, reducing the amplitude of the photon bursts. The combination of more frequent and smaller burst gives rise to a monotonic decrement of the autocorrelation.

Accompanying the reduction in autocorrelation, we observe a shift in its peak towards lower pump values. This is consistent with the shift for the laser response where the fraction of photons reinjected into the cavity anticipates the transition towards lasing relative to the free-running operation.

The autocorrelation for the microlaser (Fig. \[1\]) shows an entirely different functional dependence on pump. Rather than a broad response, which matches the smooth growth of laser power as a function of pump in a nanolaser, we observe a sharp peak which grows rapidly and drops down abruptly towards coherent emission as a function of pump. As remarked for the nanolaser, the autocorrelation peak is gradually reduced as the feedback fraction increases, for the same reasons already discussed. The autocorrelation’s peak shift to lower pump also matches both the laser characteristics for growing feedback and the observation in the nanodevice.

What distinguishes, instead, the microlaser is the very large value of $g^{(2)}(0)$, much larger than in its nanosized counterpart.

Further insight is gained from the temporal dynamics (Fig. \[2\]). The strongest pulses are observed for the free-running operation (panels (a), nanolaser, and (e), microlaser). As the feedback level increases, the pulses become more frequent and smaller, as already mentioned. The consequence of the more frequent pulses is a progressive reduction in the value of $g^{(2)}(0)$. It is important to notice the different peak values for the two kinds of lasers, which contribute to the difference in peak autocorrelation value.

Additional information is gained from examining the time-delayed, second-order autocorrelation. Fig. \[3\] shows the corresponding $g^{(2)}(\tau)$ for different feedback levels.
For the nanolaser we observe sharp autocorrelation peaks, matching the narrow temporal spikes of Fig. 2a-d. A sharp anticorrelation \( \langle g^{(2)}(\tau) < 1 \rangle \) signals the fact that the peaks are well isolated from one another, independently of feedback level. Only for the largest amount of feedback that we examine here we observe a slightly more complex structure, which matches the evolution of the temporal signal into a denser sequence of pulses which, at times, broaden (Fig. 2d). The anticorrelation feature surrounding each peak in \( g^{(2)}(\tau) \) survives, though, even though it weakens in correspondence to the partial broadening of the peaks.

The growth of side peaks, starting from the lowest feedback level considered, indicates the influence of feedback. Since in the pump regions we are considering the laser outputs photon bursts (Fig. 2a), a returning burst (even very small) induces a certain amount of correlation, highlighted by the presence of a peak in \( g^{(2)}(\tau) \) at the delay time which corresponds to one roundtrip (e.g., Fig. 2b) – the peak is quite small for the second roundtrip, implying that there is little correlation between pulses which are two roundtrips distant. For larger feedback levels, the correlation between more distant peaks grows and with it the number and height of the peaks that appear on the sides of the autocorrelation. Of course, the physical mechanism is based on the stimulation of a pulse by an arriving one (fed back from the scatterer) and in setting up a chain of such pulses whose efficiency grows larger, thus establishing long range correlations in the form of a “comb” which slowly decays away. Such comb is not easily recognized from the temporal trace (Fig. 2d) due to residual irregularities in amplitude and repetition, but is clearly identified by the time-delayed autocorrelation. Interestingly for the largest feedback level examined (Fig. 2d) the central peak is smaller than the first recurrence, suggesting that the dominating mechanism for photon burst generation is no longer a spontaneous fluctuation [35], but, rather, the external self-injection of a pre-existing pulse. Finally, it is important to notice that the long-term coherence which emerges from the structure of \( g^{(2)}(\tau) \) is not induced by phase coherence in the signal, but only by the more or less regular repetition of photon bursts, each with a low degree of coherence.

The microlaser is characterized first of all by a very large value of the autocorrelation at \( \tau = 0 \), much larger than what was found for the nanolaser. The origin of this extreme superthermal emission is visible in the temporal sequence: very large and widely spaced photon bursts. This extreme behaviour, typical of the larger device, originates from the strong decoupling between population and photon fluctuations below the threshold for continuous emission [35].

The structure of the time-delayed autocorrelation is characterized by a central peak, much broader than in the nanolaser, with an irregular structure as a function of delay time (Fig. 3b). This can be easily understood again from the temporal sequence: the photon burst does not consist of a simple, narrow spike, but can have a complex structure (with multiple peaks) and is considerably broader. This more convoluted pulse conformation also explains the appearance of shallower anticorrelation regimes over broader time delays, as there are time intervals in which a second pulse is inhibited (Fig. 3b).

Feedback does not substantially change the peak width in \( g^{(2)}(\tau) \), but substantially lowers the amplitude of the central peak. Indeed, a returning photon burst appears a bit more effective in generating a new pulse than in the nanolaser, and in particular in stringing along a chain of bursts: even with only 1% feedback level a correlation immediately emerges even at the level of 5 external cavity roundtrips (vs. 2 in the nanodevice). The main effect of increasing feedback is an equalization in the time-delayed peaks: the central one is progressively reduced due to the reduction in peak amplitude and by the progressive increase in the fraction of time occupied by the peaks; the side-peaks instead gain in relative strength as a pulse comb becomes more and more apparent (even though not too easily recognized in the temporal domain, Fig. 2h).

B. Sensing implementation

Two sensing schemes emerge from these considerations. The first one is based on the measurement of the zero-delay autocorrelation \( g^{(2)}(0) \) and exploits the complementary performance of the two laser groups (nano- vs. microlaser). Fixing the pump at its threshold value \( (P = P_{th}) \), Fig. 4a shows that low levels of feedback (up to \( \approx 15\% \)) in the nanolaser lead to a flat response in \( g^{(2)}(0) \), thus no discrimination. Instead, for larger feedback levels (up to 50\%) there is a strong monotonic decrease in the autocorrelation (shadowed region), with fluctuations sufficiently small to provide good feedback level identification.

The converse is true for the microlaser, which displays a sharp decrease for extremely weak feedback (\(< 1\%\)) with good sensitivity in this range (shadowed region in Fig. 4b). Following the sharp drop, the microlaser response to feedback is no longer sensitive to its...
FIG. 2: Temporal dynamics within 200 ns for the nano- and microlasers with different feedback levels: (a) - (d) for nanolaser; (e) - (h) for the microlaser. For the feedback levels, (a) and (e) 0; (b) and (f), 1%; (c) and (g) 10%; (d) and (h) 20%.

FIG. 3: Second-order correlation traces in time delay \( g(2)(\tau) \) of nanolaser (a-d) and microlaser (e-h): (a) and (e) 0; (b) and (f), 1%; (c) and (g) 10%; (d) and (h) 20%. For nanolaser (a-d), the normalized pump values are 1.50, 1.42, 1.14, and 0.99; for microlaser (e-h), the corresponding pump values are 1, 0.99, 0.89, and 0.79.

variations and provides no information. These two implementations of the first scheme enable therefore feedback detection in two disjoint intervals.

The second scheme makes use of the time-delayed second-order autocorrelation \( g(2)(\tau) \) and of the appearance and structure of the revival peaks. Introducing as an indicator the ratio between the central \((\tau = 0)\) and first side peak \((\tau = 2\tau_{\text{ext}})\), we exploit the relative evolution of the autocorrelation structure to extract information on feedback. Fig. 4c shows the ratio (defined in the inset) as a function of feedback for the nanolaser. The indicator clearly shows that this choice neatly fills the gap in the feedback strength left by the previous technique, satisfactorily covering the interval \(1\% < F < 20\%\). This scheme therefore completes the coverage of the feedback range (as indicated by Fig. 3e-h, the structure of the microlaser autocorrelation does not lend itself for a similar treatment).

Summarizing the results of this section, we find that microlasers are best suited for measurements in the
low feedback range (using $g^{(2)}(0); F \lesssim 1\%$). The sharp dependence of the zero-delay autocorrelation on the amount of feedback renders them extremely suited to discern tiny amounts of reinjected light. We can thus consider the microlaser as an extremely sensitive feedback detector. The nanolaser, on the other hand, offers a broader range of reinjected power levels using two complementary techniques. For $0.01 \lesssim F \lesssim 0.2$ the ratio between the central and first side-peak in the autocorrelation (Fig. 4b) is an effective indicator, while for $0.15 \lesssim F \lesssim 0.5$ the zero-delay autocorrelation is preferable.

The failure for the microlaser in providing usable information with the peak ratio scheme is intrinsically related to its superior performance at very low reinjection levels; indeed, the strong nonlinear amplification of the (re-)injection seeding leads on the one hand to the best sensitivity at low power, but also to larger pulse fluctuations. When the differential sensitivity (slope of $g^{(2)}(0)$) is large, the fluctuations are offset by the strong changes (cf. Fig. 3b); however, they may mask the changes in feedback amplitude for a smoother response ($F \gtrsim 0.01$). Conversely, the nanolaser, with its reduced sensitivity, offers much better performances in the feedback range where smaller error bars are required and promises to be a valuable device in this range.

Before concluding, it is worth pointing out a proposal to obtain strong light bunching from nanodevices. Experimental implementations of such scheme may offer, in the future, interesting applications – e.g., in sensing – due to the much larger amount of light bunching thus obtainable from a nanolaser.

IV. SENSING CONSIDERATIONS

We now examine the main features of a sensor based on the detection properties described in the previous sections. In a first subsection (section IVA) we discuss some details of an experimental implementation of the proposed scheme, based onto two different kinds of realization. In addition, two alternative detection strategies are explicitly discussed. The flow configuration is one that offers versatility, but is not a requirement of the scheme; a device could also operate in a static configuration (e.g., scanning a sample in a sequential way to reconstruct a matrix of measurements), thus replacing the flow speed considerations with the measurement time at each spot. We further identify the range of particle sizes which can be detected as a function of their effective surface, determined on the basis of geometrical considerations scattering amplitude (Section IVB).

Section IVC discusses the features of the two detection schemes that we propose in relationship with the flow speed limitations and data acquisition rates. The flow speed limitations are explicitly examined here. Finally, Section IVD analyzes the possibility for, we discuss the possibility for counting multiple particles simultaneously, either in a monodisperse sample or in a polydisperse one. Of course, the integral information is always available and provides a measure of the total amount of scatterers present in the sample.

As will become clear in the following, the information coming by the sensing scheme combines different scatterer properties, such as surface and scattering coefficient, whence the introduction of the effective scatterer surface. Scattering coefficients can largely vary depending on impinging light wavelength and material properties; in addition, part of the radiation may be absorbed. Our sensing scheme is based on ultralow average power, ranging from sub-nW to µW, thus the temperature increase to be expected from the scatterer is negligibly small over the interaction time (cf. residence times in the beam, estimated below). The fluid in which the particles move, or are advected, could also absorb part of the radiation, but the same considerations hold, as they do for the particles. The speed at which scatterers move through the beam, in the flow configuration, is sufficiently slow (typically 1 m/s) to exclude dynamical scattering effects which may affect the measurement. When scanning a static sample, instead, the measurement is taken with the beam at rest on the desired position, thus excluding unwanted consequences. Finally, an overall calibration coefficient – taking into account the geometrical factors related to the fraction of feedback truly entering the laser – can be added to the quantitative considerations on the basis of instrumental tests.

A. Experimental implementation

The experimental implementation of our scheme can take different forms. In this subsection we illustrate a few key points of the setup. A schematic of principle for the experimental design is shown in Fig. 3 (with discrete components (a) or in fibered form (b): the light emitted by a small laser, after collimation, separation and matching to the experimental sample, impinges onto the particle (orange dot) contained in the measurement cell. The backscattered component of the light goes through the inverse path and enters the laser again, thus stimulating the temporal dynamics of the emitted light intensity. The collimator is (normally) needed for very small lasers, due to their intrinsically large divergence (for the fibered scheme, the collimating action can be played by an integrated optics coupling between laser and fiber). The two-port beam splitting stage is needed for signal analysis, while the matching step (Beam Coupler) offers additional flexibility in adapting the beam size to the sample’s. This last step is not indispensable, though, and can be left out in case space or cost considerations are an issue.

The laser beam in the measurement area is represented by a green circle, of surface $S$ (cf. side sketch), with one particle flowing through it with velocity $\vec{v}$. The
scatters are assumed to flow through the beam one at a time (low density) for a first measurement configuration (cf. section IV.D for considerations about measurements at larger densities). As already mentioned, the Beam Coupler ensures proper light coupling to the cell, control of the beam size $S$ and collection of the scattered light for reinjection into the laser. Polarizing elements (not shown) can be added both to the laser emission and to the detection branches for further refinements.

The beam splitting leads to the potential use of two separate detection units. The port which directly views the light backscattered by the sample may be used for signal monitoring, but is not central to our design. The main port (viewing the light issued by the laser, thus monitoring the dynamics) can be equipped with either of two detection units.

The first one (Det. 1) is based on linear detection using, for instance, a fast, very sensitive photodetector (e.g., Thorlabs PDA8GS). The electrically converted signal is sampled and sent to a PC for the reconstruction of the autocorrelation function (cf. below for details). This scheme is suited to microlasers, since their power output is sufficiently large for this simpler and less expensive configuration.

The second one (Det. 2) makes use of two photon-counting detectors in a Hanbury-Brown and Twiss (HBT) start-stop configuration [29]. A Time-to-Amplitude Converter (TAC) sends to the PC the time delays from which the autocorrelation function can be reconstructed. This scheme, indispensable for nanolasers, can also be used with microlasers.

1. Real-time computation of the autocorrelation

The two detector configurations have different requirements for the real-time computation of the autocorrelation. Standard TAC data are automatically sorted by the accompanying software – home-written or commercial – to provide the full $g^{(2)}(\tau)$ function as the data are accumulated (e.g. [29]). It is therefore sufficient to extract the $\tau = 0$ component for $g^{(2)}(0)$ and perform a search for the first peak $g^{(2)}(\tau_1)$ ($\tau_1 = 2\tau_{ext}$) to compute the ratio $g^{(2)}_{\text{ratio}}$ (Fig. 4).

Besides providing the result immediately at the end of the measurement, this method has the advantage of enabling a decision on the duration of the latter through a test which can be performed as the data are accumulated. Defining a generic variable

$$G = \begin{cases} g^{(2)}(0) : \text{zero delay autocorrelation} \\ g^{(2)}_{\text{ratio}} : \text{side peak technique} \end{cases}$$

the acquisition can be stopped as soon as convergence is attained. The latter can be monitored by setting the desired relative precision $G_r$ and checking

$$\left| \frac{G_j - G_{j-1}}{G_{j-1}} \right| \leq G_r,$$

where the fulfillment of the inequality serves as a stopping signal. The advantage is a gain in acquisition time and, therefore, a possible increase in instrumental performance. In the following, estimates related to acquisition time are based on standard number of points which are typically sufficient for a good result and typically correspond to a worst-case scenario. The automatic stopping described here can provide faster estimates. Of course, a minimal number of samples needs to be accumulated before the test makes sense, but this is best left to field tests.

Data acquisition with scheme Det. 1 does not automatically provide the autocorrelation, which needs to be computed from eq. (5). However, the fast performance of CPUs ensures the possibility for real time – i.e., point by point – computation of the autocorrelation with the following scheme:

$$\langle S_j \rangle = \frac{j - 1}{j} \langle S_{j-1} \rangle + \frac{S_j}{j},$$

$$\langle S_j^2 \rangle = \frac{j - 1}{j} \langle S_{j-1}^2 \rangle + \frac{S_j^2}{j},$$

where $\langle S_j \rangle$ denotes the average obtained by adding the $j$-th point to the previous average $\langle S_{j-1} \rangle$, and similarly for
FIG. 5: Two schematic diagrams of experimental design realized with discrete components (a) or in a fibered configuration (b). Particles move at speed $v$ inside the flow-cell (top of diagrams) from right to left. $A$ represents the scatterer's cross-section while $S$ denotes the laser beam's surface. The laser output goes through a collimation stage (a) (not needed in the fibered laser) and is split (either with a discrete or a fibered component). The component travelling towards the experimental cell is matched by a Beam coupler (both setups) to select the laser surface $S$. The backreflected light returns towards the laser and can be monitored by the secondary port of the splitter (lens-coupled detector). The light reaching the laser feeds the signal back into it and initiates the dynamics, whose temporal behaviour is monitored by the main splitter port. For both setups ((a) and (b)) two different detection schemes are possible: linear detection (Det. 1) or photon counting (Det. 2). The former is suited to microlasers and can be realized with a single detector connected to a digitizing sampler and a PC. The latter is best obtained with a HBT setup where two photon counting detectors, connected to a TAC, enable the real-time reconstruction of the statistics with a PC. 

Details in the text.

the square of the signal $S$. Substitution of the values into eq. (5) immediately provides an estimate of the zero-delay autocorrelation function up to the $j$-th point. A trivial extension enables also the computation of the time-delayed version of the autocorrelation, as shown by a piece of sample code in C language (cf. Supplementary Material). This step replaces the construction of the autocorrelation function in scheme Det. 2, while the rest of the procedure remains the same. It is important to remark that the actual value of $g^{(2)}(0)$ is scaled by the ratio between the detection bandwidth and the laser’s response time $[29]$. However, noise can be kept low enough to obtain good quality – albeit rescaled – values of the autocorrelation $[29]$.

We stress the fact that the Det. 1 scheme is presented as a possibly simpler and less expensive alternative, while remaining more limited in scope since it requires a larger amount of signal and is in principle more subject to noise. The second scheme, instead, can fulfill all the sensing requirements.

**B. Detection ability**

The particle’s amount of backscattered light is characterized by a proportionality coefficient $c$ which determines the amount of feedback. Here, we assume the rest of the optical setup to collect all the light, for simplicity (any losses on an actual implementation can be introduced as a multiplicative correction factor $c_s$, thus leading to a new backscattering coefficient $c \cdot c_s$). We further simplify the discussion, to illustrate the principle, by considering a top hat beam configuration $[53]$. The feedback fraction parameter becomes therefore

$$F = \frac{cA}{S}, \quad (11)$$

where $A$ represents the particle’s surface with scattering coefficient $c$. This determination allows for the connection between effective particle surface $A_c = cA$ and feedback $F$, thus enabling the application of the concepts exposed in the previous sections. Notice that the beam surface $S$ can be adjusted with the coupling optics, provided some constraints which emerge later are fulfilled, thus lending a degree of versatility to the setup.

Fig. 6a shows the amount of feedback that can be expected as a function of the relative radius $r/R$ ($r$ particle’s radius and $R$ beam radius in the cell) for different values of the scattering coefficient. It is obvious that for particles with a low scattering coefficient the size of the beam has to rather closely match that of the particle, thus imposing constraints on the speed (cf. section IV C). It is important to note that, if desired, the amount of feedback can be reduced to operate the sensor in its optimal range by enlarging the size of the beam relative to the particle’s ($r/R$).

The exploitable feedback interval accessible for the determination of the particle’s characteristic is delimited by the boundaries shown in Fig. 6a, where we denote with $F_m$ and $F_M$ the minimum and maximum useable feedback values, respectively. Thus, particles whose effective size fulfills the conditions

$$SF_m \leq A_c \leq SF_M$$

(12)
The detection bandwidth, $\nu$, determines the autocorrelation with sufficient precision. Acquisition speed, thus the measurement interval number $N$ to a particular implementation. We set the minimum match realistic constraints, without specific reference setup, we are going to define the boundaries which an implementation of principle, rather than an actual implementation of a microlaser, by up to two orders of magnitude (cf. later). In microfluidic measurements – a very broad potential field of sensing application – the order of magnitude of the particle speed is up to $10^{-4} m/s^{-1}$, several orders of magnitude below the estimated limit. Thus, we can consider the constraint on speed as being quite easily fulfilled by the setup.

Fig. 6b shows the radius $r$ of the detectable particle as a function of its scattering coefficient, at constant feedback fraction $F$. As expected, we see that the detectable particle size decreases as the scattering coefficient increases, for a given amount of feedback.

C. Detection considerations

Up until here, we have not considered the connection between the particle’s speed and the detection scheme. The finite beam size $S$ introduces a constraint onto the number of points which can be acquired during transit and on the amount of information needed to reconstruct the autocorrelation function. As we are considering an implementation of principle, rather than an actual setup, we are going to define the boundaries which match realistic constraints, without specific reference to a particular implementation. We set the minimum number $N_m$ of measurements, on a single particle, to determine the autocorrelation with sufficient precision. The detection bandwidth, $\nu_B$, determines the data acquisition speed, thus the measurement interval $T_m = \frac{N_m}{\nu_B}$. For a measurement path $L_m$, the maximum particle speed will be determined by

$$v_M = \frac{L_m}{T_m} = \frac{\nu_B L_m}{N_m}. \quad (14)$$

In order to fix the ideas, we may assume $\nu_B = 10^8 Hz$, $L_m = 100 \mu m$ and $N_m = 10^4$, thus obtaining maximum speed $v_M \approx 1 m/s^{-1}$. This speed is already sufficiently large for a gas dynamic setting and can be increased, for a microlaser, by up to two orders of magnitude (cf. later). In microfluidic measurements – a very broad potential field of sensing application – the order of magnitude of the particle speed is up to $10^{-4} m/s^{-1}$, several orders of magnitude below the estimated limit. Thus, we can consider the constraint on speed as being quite easily fulfilled by the setup.

Fig. 6c shows the values of the maximum speed as a function of $L_m$, for two different sets of parameters: measurement number $N_m$ and bandwidth $\nu_B$. As clearly visible, it is possible to span a large interval of maximum speed values, thus offering a range of measurement conditions which can satisfy a broad set of requirements.

Considering a circular geometry for the beam shape (Fig. 5) and assuming the measurement path to be the beam’s diameter, we can link the maximum speed to the geometrical parameters

$$v_M = \frac{\nu_B}{T_m} \sqrt{\frac{S}{\pi}}. \quad (15)$$

Going back to our example, in microfluidics this does not amounts a limitation, thus the choice of surface size $S$ can be adapted to best match the requirements of the measurement (particle size, Fig. 6b). For other (e.g., gas flow) configurations, instead beam size and particle speed may have to be chosen compatibly with experimental constraints, if one wants to either increase $N_m$ or increase flow rates.

The determination of the bandwidth, for the previous estimates, is based on the following considerations. We recall the two schemes: linear detection with digitization of the signal and computation of $g^{(2)}(\tau)$ from eq. (5) or photon counting with the direct acquisition of the autocorrelation from a Time-to-Amplitude-Converter
(TAC). The latter scheme (Det. 2) uses two avalanche photodetectors, preceded by a beamsplitter on the common path and by an attenuator (not shown) in each of the separate paths (to ensure the measurement of one photon at a time), connected to a discriminator and TAC: a standard setup \[51\]. Since the photon bursts typically contain \(10^2\) photons, the attenuator for the photon counting scheme has to considerably reduce the photon flux, thereby rendering the system insensitive to the background spontaneous emission which arrives between bursts.

For the linear detector bandwidths \(\nu_B \approx 10^{10} Hz\) are possible (cf. Section IVA), but require larger photon fluxes, such as those provided by the microlaser. The photon counting technique, instead, works at the level of a single photon (thus the attenuator) but has an effective bandwidth reduced by the recovery time. In such a case the maximum \(\nu_B \approx 10^8 Hz\), the (more conservative) value used for our first numerical estimate of the maximum particle speed.

Reliance on the below-threshold spontaneously emitted pulses may suggest a slow and unpredictable sensor response. While randomness is intrinsic, the timescales on which the photon bursts are emitted \[50\] are short enough not to represent a problem. Measurement techniques on \(\beta \approx 10^{-4}\) VCSELs have shown typical repetition times in the nanosecond range. Even though the waiting time is not deterministic, it is reasonable to assume that a 10\(ns\) delay may be a worst-case scenario. Compared to the residence time of a scatterer in the beam, estimated at the beginning of this section, this does not represent a problem. Smaller lasers (higher \(\beta\)) may give very large bursts which occur less frequently when the feedback is very small or inexistent (cf. Fig. 2e,f). However, even in this case the frequency is not a major issue, since smaller peaks (up to 100 photons per pulse) occur with a period of at least 10\(ns\) for the lowest feedback (Fig. 2d) and rapidly grow. Comparison to the typical bandwidths in photon counting (typical dead time of the order of 10\(ns\)), confirms the viability of the scheme.

**D. Particle density and statistics**

If the particles are monodisperse – thus the amount of feedback per particle, \(F_p\), is well-controlled –, then the system can measure the simultaneous presence of several particles in the beam. The estimated \(\nu_B\), obtained from \(g^{(2)}\), is nothing else than \(F = nF_p\), where \(n\) is the number of particles contributing to feedback. The case of a polydisperse sample is more complex to treat, but information can be collected even in this case if the particles’ size statistics is known. For a probability distribution in size, denoted by \(P(A)\), one can statistically assume that each particle size contributes with its corresponding \(F_p\) for the fraction of presence in the sample.

In any case, the amount of feedback \(F\) is a measure of the backscattering that reaches the laser, thus of the effective surface of the sample which has “reflected back” part of the laser output. If the flow is stationary (i.e., constant amount of particles flowing in and out of the measurement area) there is no longer a limitation on the particle speed, since entering particles replace, in average, the exiting ones. There is also no limitation to the beam size \(S\) since the transit time no longer enters into the reasoning. Finally, the beam size \(S\) ceases to be an adjustment parameter to determine the feedback coefficient \(F\): if the sample is homogeneous, any modification of \(S\) is equivalent to modifying the number of particles (assumed sufficiently large to avoid feeling their discreteness). Thus, control in \(F\) can only be regained by changing the concentration (now far from the single-particle regime) or by attenuating the amount of feedback, if the latter is too strong. This can be easily done by optically ensuring that only a fraction of the fed-back photons is coupled into the cavity.

**V. CONCLUSION**

In conclusion, we have theoretically investigated the photon statistics and nonlinear dynamics of a nanolaser \((\beta = 10^{-1})\) and of a microlaser \((\beta = 10^{-4})\) at the lasing threshold, under the influence of feedback. In this special region, we use the photon bursts emitted and reinjected into the laser to estimate the amount of feedback through the second-order autocorrelation function. Based on the high sensitivity of the autocorrelation function with feedback, we propose two kinds of sensing methods. Using micro- and nanolasers with the two sensing schemes enables the coverage of a broad range of feedback levels, with very good expected accuracy. The principle for an experimental implementation is discussed together with its characteristics. By properly tuning the speed of particles, we found the small laser based sensors can effectively detect the flowing particles. These compact and flexible sensors hold great potential in broad applications, for instance as cell-counting devices coupled to other functions such as in \[52\]. General particle counting applications in fluids (gases or liquids) can be envisaged.
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