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ABSTRACT
Multilabel remote sensing image classification (MLRSIC) has received increasing research interest. Taking the co-occurrence relationship of multiple labels as additional information helps to improve the overall performance. However, current methods only focus on using it to constrain the final feature which is output from a convolutional neural network (CNN). On the one hand, these methods need to exploit the potential of label correlation in feature representation fully. On the other hand, they increase the label noise sensitivity of the system, resulting in poor robustness. In this paper, a novel method called ‘Semantic Interleaving Global chaNnel Attention’ (SIGNA) is proposed for MLRSIC. First, the label co-occurrence graph is obtained according to the statistical information of the training set and fed into a graph neural network (GNN) to generate optimal semantic feature representations of each label. Next, the semantic features are interleaved with visual features which are extracted by CNNs to guide the overall features of the input image transform from the original feature space to the semantic feature space with embedded label relations. Then, global attention triggered by semantic interleaving is used to emphasize visual features in important channels. Finally, to make SIGNA easier to use and more optimized, multithread SIGNA-based feature adaptive weighting networks are proposed as plug-in blocks to plug into any layers of a CNN. For remote sensing images, better classification performance can be achieved by inserting the plug-in blocks into the shallow layers of CNNs. We conducted extensive experimental comparisons on three data sets: UCM, AID and DFC15. Experimental results demonstrate that the proposed SIGNA achieves superior classification performance compared to state-of-the-art (SOTA) methods. Notes that the codes of this paper will be open to the community for reproducibility research.

1. Introduction
With the development of satellite technology, remote sensing image scene classification has become a very active field. So far, remote sensing images are now widely utilized in various applications, such as urban cartography (Gao et al. 2017; Hong et al. 2019, 2019; Hua, Mou, and Xiang Zhu 2020; Rasti et al. 2020; Zhu et al. 2019), land use determination (Hua, Mou, and Xiang...
Remote sensing image classification plays a key role in the above tasks and has become one of the fundamental tasks in the remote sensing field. Single label remote sensing image classification aims to predict a semantic classification based on the overall information in the remote sensing image (Lin, Belongie, and Hays 2013; Movshovitz-Attias et al. 2015). However, due to the complexity and richness of information in remote sensing images, it is difficult to describe an image with a single label at the macro level. Unlike the single label used in traditional remote sensing classification, MLRSIC uses a series of object labels to describe remote sensing images. This is more meaningful for semantic description and visual understanding of remote sensing images.

Applying label correlation to multilabel image classification is critical for improving MLRSIC performance. Recently, some related methods have been proposed. Hua et al. proposed a method to extract image features through the CNN backbone network, which connects and sends the image features to bidirectional LSTM for classification, and implicitly learns label co-occurrence information (Hua, Mou, and Xiang Zhu 2019b). Chen et al. proposed the ML-GCN method (Chen et al. 2019). The GNN is used to process the input image by modelling the label correlation as a graph. Koda et al. proposed a multilabel classification method based on a structured support vector machine (SVM) using the relationship between labels (Koda et al. 2018). All of the above methods employ CNN to extract visual features, then use various methods to fuse label features and visual features to apply label correlation to image classification. This feature fusion method has some drawbacks.

As shown in (a) of Figure 3 in section 3.1, in the ML-GCN method, the vector of the output of the CNN and several classifier vectors are mapped to one output. Above all, semantic features are explicitly used to guide image feature classification, which results in the networks being highly sensitive to the numerical value and noise of label features. Furthermore, from the perspective of backpropagation, the image features and semantic features exchange gradients only once in the last layer, which indicates that the semantic features are not fully utilized. Lastly, these methods do not consider the properties of remote sensing images.

As shown in Figure 1, there are two significant distinctions between images in remote sensing classification tasks and images in general visual classification tasks. Firstly, in (a), the image pixels correspond to people with yellow skin, blue-white-black clothes, black pants, and white-black helmets, which are very complex. However, in (c), the pixels corresponding to the tree, grass and water have stronger regional consistency in texture.

Figure 1. (a), (b) are the sample images in general classification tasks and their corresponding semantic segmentation maps. (c), (d) are sample images in remote sensing and their corresponding semantic segmentation maps.
and colour. Secondly, the semantic labels of generic images only correspond to part of the pixels, and there is a lot of meaningless background information. However, the remote sensing labels of images correspond to each pixel.

Based on the issues above, this paper extensively explores the correlation between semantic label co-occurrence relationships and visual features in remote sensing images. The main contributions of this paper are as follows:

1. Semantic interleaving encoding is proposed, inspired by interleaved codes in error correction codes (Vucetic and Yuan 2012). This is to solve the problem of poor network robustness caused by the explicit use of semantic features. It can reduce the numerical and noise sensitivity of fixed-label co-occurrence relationships, thereby improving the robustness of the entire network.
2. SIGNA is proposed for the problem that semantic features are not fully utilized. Global attention to image channels is triggered in a new semantic feature space, and the more significant visual features are extracted by using relationships between labels and channels.
3. A plug-in network based on SIGNA is designed to better use the characteristics of remote sensing image data sets. The network is used in the shallow layer of CNN. On the one hand, it can better use the texture and edge features of remote sensing images. On the other hand, it does not ignore any meaningful pixel in the shallow layer.

The rest of the paper is organized as follows. In Section 2, we review the multilabel image classification algorithms in remote sensing, the current research progress of attention mechanism in multilabel classification, and introduce the application of GNN in the direction of image recognition. Section 3 introduces the proposed SIGNA and describes in detail its three modules. Section 4 reports the experimental setup. Section 5 reports the experimental results and analysis. Finally, the conclusion is given in Section 6.

2. Related work

The MLRSIC task is a hot research topic in remote sensing, which can provide a more fine-grained understanding of images. We review related work from the following aspects: traditional methods for MLRSIC, using label relationships and attention mechanisms, and GNN applications in MLRSIC.

2.1. Multilabel classification in remote sensing

In the early multilabel classification research, hand-crafted features (such as colour, texture and visual word bag) describe the image scene and combine it with traditional machine learning methods (Dai et al. 2018; Geng et al. 2015; Koda et al. 2018; Zeggada et al. 2018), such as random forest and support vector machine (SVM). However, the generalization ability of the above research is limited, and it is not easy to express the overall and high-level semantic information. Therefore, the classification performance of these algorithms is limited.

In the field of computer vision, with the establishment of large-scale natural image data sets and the rapid development of deep convolution networks, such as VGG16 (Simonyan,
Using multilabel relationships and attention mechanisms

Introducing label correlation and attention mechanisms into CNN has been shown to be an effective way to improve multilabel image classification. Recently, some methods have been proposed to apply attention mechanisms in remote sensing image classification.

Tong et al. proposed a channel-attention-based DenseNet (CAD) network for scene classification (Tong et al. 2020). Li et al. proposed an attention mechanism-based CNN with multi-augmented schemes (Li et al. 2020). Yu et al. proposed a feature fusion framework based on hierarchical attention and bilinear pooling for the scene classification of remote sensing images (Donghang et al. 2020).

In the MLRSIC task, there are the following studies that use label correlation to improve network performance (Liu, Shao, and Hoffmann 2021; Ni et al. 2020; Ouyang et al. 2022; Zhou et al. 2023). In the CNN-RNN framework proposed by Wang et al., the RNN model learns joint image-label embeddings from CNN features and uses the memory mechanism of RNN to predict labels in an ordered prediction path (Wang et al. 2016). Hua et al. proposed a method to extract image features through the CNN backbone network, then connect and send the image features to a bidirectional LSTM for classification, and implicitly learn label co-occurrence information (Hua, Mou, and Xiang Zhu 2019b). Zhang et al. put the label co-occurrence matrix into two convolutional layers and two fully connected layers to learn label correlations (Zhang, Hao-Yi, and Xin-Shun 2017). Li et al. proposed a cross-modal representation learning and label graph mining-based residual multi-attentional CNN-LSTM framework, which can map both visual features and label representations into a correlated space appropriately, thus improving the LSTM predictor’s ability (Li, Chen, and Zhang 2022). Huang et al. proposed an end-to-end deep learning framework consisting of a multi-scale feature fusion module, a channel-spatial attention learning module, and a label correlation extraction module (Huang, Zheng, and Huang 2021). Bazi et al. proposed a dual-branch neural network composed of an image branch and a label branch for remote sensing image classification (Bazi 2019). Zhu et al. adopted a two-layer semantic concept to annotate multilabel RS images and used a classification branch for multilabel annotation (Zhu et al. 2020).

In the study above, multiple methods were employed to implicitly restrict the output features of CNN and enforce label relationship constraints.
2.3. GNN in remote sensing

GNN is a new hot research direction in the field of artificial intelligence. Recently, many high-performance GNN models have been developed, such as graph convolution network (GCN) (Kipf and Welling 2016), graph attention network (GAT) (Velicković et al. 2017), Graph SAmple and agreGate (GraphSAGE) (Hamilton, Ying, and Leskovec 2017), etc. When GNN is used in image recognition, some strategy is usually used to construct nodes and edges as the input of GNN. The node information in GNN can be transmitted in the graph, and the characteristics of nodes in the graph can be aggregated.

In remote sensing, there are several methods to construct a scene map. Hong et al. proposed miniGCN to infer out-of-sample data without retraining networks and improving classification performance (Hong et al. 2021). Kang et al. proposed the graph relation network (GRN) method, which uses GNN to model multilabel semantic proximity (Kang et al. 2020). Li et al. proposed a method to build a scene graph for each image and generate high-level appearance features from the image as the initial node of the graph (Li et al. 2020). Liang et al. regard the ground object as a node, use the detector to detect the object, and then define the adjacent relationship between nodes according to the spatial distance between entities (Liang, Deng, and Zeng 2020). Lin et al. constructed a concept map for the whole label set by using human knowledge in conceptnet (Speer, Chin, and Havasi 2017), and then fused the two global feature vectors generated by CNN and GNN (Lin et al. 2021). In this method, the feature elements of GCN output and CNN output are multiplied, and then output to the final classifier for scene classification. However, this explicit feature fusion is highly sensitive to noise in label features.

3. Proposed approach

In this part, we elaborate on the proposed Semantic Interleaving Global Channel Attention (SIGNA) for MLRSIC. The overall flow of the proposed method is shown in Figure 2. Firstly, we introduce the specific implementation of semantical Interleaving Encoding. Secondly, we introduce the SIGNA module that uses semantical Interleaving Encoding. Finally, we look at Multi-head SIGNA that use multiple SIGNA-Based Feature Adaptive Weighting Networks. Section from front to back, each component is an important part of the latter component.

3.1. Semantical interleaving encoding

Label relationship is obtained from the overall statistics of the data set. So, for each image instance, this label relationship is noisy. Semantic interleaving coding is proposed to reduce noise sensitivity when exploiting label relations, which is inspired by interleaved codes in error correction codes. Interleaved codes are used to transform a burst channel into a random independent error channel by encoding n pieces of original data of length m into m pieces of data of length n. It is used to increase the coding’s robustness and reliability. Semantic interleaving encoding follows a similar concept. It is performed in two steps. The details of its implementation are detailed below.
3.1.1. **Using GNN to model label co-occurrence matrix as semantic features**

A co-occurrence matrix can be obtained by counting the probability of occurrence of label pairs. Calculate the probability matrix by

$$P_{ij} = \frac{N_{ij}}{N_i}, (i, j < C), \quad (1)$$

where $N_{ij}$ represents the total number of occurrences of label $i$, $N_i$ represents the total number of images where both label $i$ and label $j$ appear together, $C$ represents the number of types of labels, and all $P_{ij}$ constitute a co-occurrence matrix.

In order to prevent the possible noise caused by the long tail effect of some co-occurrence labels, the threshold $Q$ is used to filter noisy edges, and the formula can be written as:

$$G_{ij} = \begin{cases} 
0, & \text{if } P_{ij} < Q \\
1, & \text{if } P_{ij} \geq Q 
\end{cases} \quad (2)$$

where $G$ is the filtered co-occurrence matrix.

After the initial label co-occurrence matrix $G$ is constructed, the popular GCN among GNNs is chosen to model the label co-occurrence matrix. Matrix $G$ is used as the relation node of GCN. The Glove word embedding vector of the label word vector is used as input. After GCN, the initial label relationship matrix $G \in \mathbb{R}^{C \times C}$ is encoded as semantic feature $L_s \in \mathbb{R}^{C \times D}$ ($D$ usually selects the number of channels of the feature map, $C$ is the number of categories of the data set labels), thereby dispersing the label relationship into $D$ channels.

GCN updates nodes through information propagation between nodes. The goal of a GCN is to learn a function $f(\cdot, \cdot)$ on the spatial domain of a graph $G$, whose input is the feature description $H^l \in \mathbb{R}^{n \times d}$ and the corresponding correlation matrix $G \in \mathbb{R}^{n \times n}$. $I$ is the number of layers of the GCN, $n$ is the number of nodes, and $d$ is the dimension of each node feature. In the task of modelling semantic features, $n=C$, and $d=D$ for the last layer of GCN. That is, through GCN, the final discrete label relationship feature $L_s \in \mathbb{R}^{C \times D}$ is the output of GCN $H^{l+1}$. Therefore, the node feature output learned by the GCN is denoted as $H^{l+1} \in \mathbb{R}^{n \times d}$. Each GCN layer can be represented by a nonlinear function $f$.
Similarly, the GCN part of the Label Graph Relation Encoder can be replaced by the recently proposed SAGE (Hamilton, Ying, and Leskovec 2017) and GAT (Veličković et al. 2017). The experimental section details the differences between the three GNNs for modelling.

### 3.1.2. Interleaving semantic feature and image feature
At this point, the semantic feature \( L_s \in \mathbb{R}^{C \times D} \) has been obtained, and then it will be interleaved with the visual feature. Thereby, the image global features are guided into the semantic feature space with label correlation.

As shown in Figure 3(b), given a global feature vector \( Z \) of length \( D \), in order to facilitate interleaving, a linear transformation and reshape is first passed to obtain the expanded feature \( Z_s \in \mathbb{R}^{D \times C} \).

The semantic feature matrix \( L_s \) is matrix-multiplied with the extended image global feature matrix \( Z_s \). The real domain of the result is then mapped to the [0,1] space through the softmax function. Finally, the semantic interleaving matrix \( M_s \) is obtained. The calculation formula is:

\[
M_s = \text{softmax}(\text{reshape}(ZA^T + b)L_s)
\]

where reshape adjusts the number of rows and columns of \( Z \) after the linear transformation, resulting in a matrix \( Z_s \in \mathbb{R}^{D \times C} \). \( A^T \) denotes a learnable transformation matrix, and \( b \) is a learnable bias.

![Figure 3](image-url)

**Figure 3.** Pipeline for semantic interleaving encoding. (a) The calculation process of MLa-GCN (Chen et al. 2019). (b) The calculation process of semantic interleaving encoding. \( D \) is the length of global feature vector \( Z \). \( C \) is the number of categories of the data set labels.
Each row of the $L_s$ matrix represents a feature vector, and each column of the $Z_s$ matrix represents a discrete label correlation feature vector. Each row of the $M_t$ matrix represents the distribution of an eigenvalue of the image global feature vector $Z$ in the discrete semantic feature space.

Note that the proposed semantic interleaving multiplication method differs from methods such as ML-GCN (Chen et al. 2019). In ML-GCN, matrix multiplication of $Z \in \mathbb{R}^{1 \times W}$ and $L_s^T \in \mathbb{R}^{W \times C}$ is performed to obtain the final classification $Out \in \mathbb{R}^{1 \times C}$ Figure 3(a). This is equivalent to using the output matrix $L_s$ of GCN as $C$ classifiers, explicitly using semantic features for classification. In contrast, we perform matrix multiplication of $Z_t \in \mathbb{R}^{W \times C}$ and $L_s \in \mathbb{R}^{C \times W}$ to get the semantic interleaving matrix $M_t \in \mathbb{R}^{W \times W}$. This implicitly interleaves semantic and visual features, thereby implicitly guiding image global features into a semantic feature space that is highly correlated with labels Figure 3(b). This reduces the noise sensitivity of semantic features as explicit classifiers.

### 3.2. Semantic interleaving global channel attention

The following details how to apply semantic interleaving encoding to image channel features and trigger global attention in the implicit semantic feature space.

As shown in Figure 4(b), given an image feature $i \in \mathbb{R}^{D \times W \times h}$, use Avgpool to compress it in the spatial dimension. The squeezed channel feature $z \in \mathbb{R}^{D \times 1 \times 1}$ is obtained, where $D$ represents the number of channels of the image feature, and $w$ and $h$ represent the width and height of the image feature. After using semantic interleaving encoding to encode squeezed channel features, the semantic interleaving matrix $M_t$ is obtained. A fully connected layer maps the squeezed channel features $Z$ to a vector $Z_r$ of the same shape. The weighting vector $Z_w$ is obtained by matrix multiplication of $M_t$ and $Z_r$. The value of the $n$-th row of $Z_w$ is obtained by multiplying the $n$-th row of $M_t$ by $Z_r$, which means that in the semantic feature space, the first value of $Z$ is multiplied by each value of $Z$. In this way, this eigenvalue’s similarity with other eigenvalues in the semantic feature space is obtained. Finally, this vector can adaptively weight the feature maps of the full channel.

The SIGNA module is represented by the formula as follows.

$$Z = [Z_1, Z_2, \ldots, Z_D],$$

$$Z_d = \frac{1}{H \cdot W} \sum_{i=1}^{H} \sum_{j=1}^{W} X_d(i, j),$$

$$Z_w = SIGNA(Z) = S(Z) \cdot FC(Z)$$

where $X_d(i, j)$ represents the $(i, j)$ pixel of the $d$-th channel in the feature map. $S(\cdot)$ represents the semantically interleaving encoding algorithm. $FC(\cdot)$ represents the fully connected layer.

The same is the channel attention, but the attention mechanism of SIGNA and SE-Net (Hu, Shen, and Sun 2018) is different. SE-Net models the importance of each channel through two fully connected layers without involving label correlation (Figure 4(a)). SIGNA is to achieve global attention in the semantic feature space with
Figure 4. Comparison of SIGNA and SE-Net calculation methods.

label correlation. It calculates the similarity between each channel and other channels in the semantic feature space and obtains the importance of each channel (Figure 4(b)).

3.3. Multihead SIGNA-based feature adaptive weighting networks

In order to better utilize the characteristics of remote sensing image data sets, SIGNA is designed as a plug-in network: Multihead SIGNA-Based Feature Adaptive Weighting Networks. Based on SIGNA, this network introduces the idea of the multihead mechanism and residual structure. Multiple SIGNAs can learn different features, and the multi-head mechanism can fuse multiple features learned by SIGNA, and the residual structure can well retain the original image features while introducing feature correlation. This network can be inserted into any layer of the CNN backbone to play a role.

Figure 5 shows the pipeline for inserting the proposed network into the CNN architecture. First, the squeezed channel feature Z is obtained through a pooling operation with a global receptive field, and each feature map is compressed into a feature value. Next, connect N SIGNA modules to produce N weighting vectors. N weighting vectors are concatenated in the same dimension, and then mapped into a weighting vector $Z_w$ through a fully connected layer. This final weighting vector $Z_w$ weights each feature map through a broadcast mechanism, enhancing or suppressing feature maps that are related to the label or not related to the label. Specifically, the final weighting vector $Z_w$ is dot multiplied with the feature map output3 through the
broadcast mechanism, and then this result is added with the feature map output3. Then, we get the feature map output3w, which is the weighted feature map. In order to prevent the weighting effect from being too much, inspired by the idea of residual structure, an original feature map is added after the weighted feature map. This approach ensures that the original visual features are preserved when the semantic relationship constraint effect is not optimal.

The pipeline process is represented by the formula as follows.

\[
W = FC([\text{SIGNA}_1(X), \text{SIGNA}_2(X), \ldots, \text{SIGNA}_n(X)]),
\]

\[
Y_d = X_d + X_d \cdot W_d
\]

where \( X \) represents the feature map. \( \text{SIGNA()} \) represents the SIGNA algorithm. \( FC() \) represents the fully connected layer. \( Y_d \) represents the \( d \)-th channel of output.

4. Experiments

To verify the effectiveness of the proposed method, we run it on three publicly available multilabel remote sensing image data sets. In this section, we introduce these data sets and some experimental details, then draw some useful conclusions from the analysis.

4.1. Data sets

We conduct experiments on three multilabel remote sensing data sets: AID, UCM, and DFC15 data sets. These three data sets are described in detail below.
(1) UCM Multilabel Data Set (Chaudhuri et al. 2018): Each image in the UCM multilabel data set is $256 \times 256$ pixels and contains a total of 17 classes: airplane, bare soil, buildings, cars, chaparral, court, dock, field, grass, mobile home, pavement, sand, sea, ship, tanks, trees, and water. Figure 6 displays some multilabel examples.

(2) AID Multilabel Data Set (Hua, Mou, and Xiang Zhu 2019a): The AID multilabel data has a total of 3000 multilabel images, divided into 30 scene categories, and the image size is $600 \times 600$ pixels. Similarly, the newly defined labels of the AID data set also contain 17 categories, which are consistent with the labels of the UCM data set mentioned above. Figure 7 illustrates some multilabel examples from this data set.

(3) DFC15 Multilabel Data Set (Hua, Mou, and Xiang Zhu 2019a): This data set is created from the well-known DFC15 data set. It has a total of 3342 images, each of which is $256 \times 256$ pixels, and contains a total of 8 label categories: building, boat, car, clutter, impervious, water, vegetation and trees. Some examples of multilabel annotations are given in Figure 8.

Figure 9 illustrates the distribution of the number of images in each class across the three datasets. Figure 10 visualizes the label co-occurrence matrix in the three datasets. Lastly, Figure 11 demonstrates the filtered label co-occurrence matrix in the three datasets, where noise edges have been removed, providing a clearer representation of the label relationships.

The AID and UCM data sets use the same label set, so some conclusions can be drawn by comparing the two data sets. The simpler the co-occurrence graph, the clearer and more effective the constraints between the labels. As shown in Figure 11, compared with the AID data set, the co-occurrence graph of the UCM data set has fewer and more obvious edges. This indicates that the co-occurrence relationship of the AID data set is

---

**Figure 6.** Examples of the UCM multilabel data set. (a) Soil, buildings, cars, pavement. (b) Soil, chaparral, pavement, trees. (c) Dock, ship, water. (d) Court, grass, trees. (e) Field. (f) Sand, sea. (g) Cars, grass, mobile-home, pavement. (h) Soil, buildings, cars, pavement, tanks.

**Figure 7.** Examples of the AID multilabel data set. (a) Airplane, buildings, cars, grass, pavement, trees. (b) Chaparral, sand, sea. (c) Grass, pavement, ship, water. (d) Soil, buildings, fields, trees. (e) Soil, buildings, grass, mobile-home, pavement, trees, water. (f) Buildings, cars, grass, pavement, trees. (g) Buildings, cars, courts, docks, grass, pavement, trees, water. (h) Buildings, pavement, tanks.
complex and fragmentary, while the co-occurrence relationship of the UCM data set is more obvious. Therefore, it can be speculated that the label relation method may work better on the UCM data set than on the AID data set. Section 5.3.1 demonstrates this point.

### 4.2. Evaluation metrics and loss functions

In our experiments, the performance of different models is evaluated quantitatively using the example-based F1 scores (Zhang and Zhou 2013) as evaluation metrics. To perform
a comprehensive evaluation of the network, the classification performance of each category is evaluated using label-based F1, thus analysing the impact of the network on each label. Specifically, the example-based F1 score is calculated as follows.

\[
F_e = \frac{1}{2} \frac{P_e R_e}{P_e + R_e} 
\]

where \(P_e\) and \(R_e\) are the example-based precision and recall, respectively. \(T_P_e\) represents the number of correctly predicted positive labels in an example. \(F_P_e\) represents the number of unrecognized positive labels in an example. \(F_N_e\) represents the number of mispredicted negative labels in an example. \(n\) represents the number of data set images.

The label-based F1 score are calculated as follows.

\[
F_l = \frac{1}{2} \frac{P_l R_l}{P_l + R_l} 
\]

\[
P_l = \frac{1}{c} \sum_{i=1}^{c} TP_l, \quad R_l = \frac{1}{c} \sum_{i=1}^{c} TP_l 
\]

where \(P_l\) and \(R_l\) are the label-based precision and recall, respectively. \(T_P_l\) represents the number of all correctly predicted positive labels in a class. \(F_P_l\) represents the number of unrecognized positive labels in a class. \(F_N_l\) represents the number of negative labels for all mispredictions in a class. \(c\) represents the number of data set classes.

We connect a sigmoid activation function at the end of the network and treat each value of the output layer as a binomial distribution so that the multilabel problem can be successfully transformed into a binomial classification problem on each label. We use the multilabel binary cross-entropy loss (BCE) function as the loss function. The calculation formula of the sigmoid activation function and BCE loss function (Stivaktakis, Tsagkatakis, and Tsakalides 2019; Zeggada, Melgani, and Bazi 2017) are as follows.
\[
\sigma(x) = \frac{1}{1 + \exp(-x)}
\]  

\[
\text{Loss} = - \sum_{i=1}^{n} \sum_{j=1}^{c} [\sigma(z_{ij}) \log y_{ij} + (1 - \sigma(z_{ij})) \log (1 - y_{ij})]
\]

where \( \sigma(x) \) is sigmoid activation function, \( c \) is the number of labels, \( n \) is the number of examples, \( z_{ij} \) is the output of network, and \( y_{ij} \) is the ground truth one-hot label.

### 4.3. Training details

We used three data enhancement strategies in the training process: Random Horizontal Flip, Random Vertical Flip, and Color Jitter (brightness = contrast = saturation = (0.6, 1.4)). The model is trained using the Adam optimizer, and the initial weights of the CNN backbone are set to the weights of the CNN model pre-trained on the generic data set. The initial learning rate is set to 0.001. Every 25 epochs decays by 0.1. The batch size is set to 16, and we train the model for 80 epochs.

We randomly selected 70% of the samples from each of the three data sets as the train set, 10% as the validation set, and finally 20% as the test set for training and testing respectively. The GNN in SIGNA is set to two layers, and the output dimensions are the number of channels/2 and the number of channels, respectively; The input to the GNN is the 300-dimensional glove word embedding vector for each label. All experiments are based on the same hardware and software conditions as follows: GPU: GeForce GTX 3090; OS: Ubuntu 18.04.3 LTS; CUDA Version: 11.1.0; PyTorch Version: 1.9.1 for cu111; Torch-Geometric 2.0.3 for cu111 and TorchVision Version: 0.10.1 for cu111.

### 5. Discussion

#### 5.1. Comparison of different settings

As shown in section 3, the SIGNA networks can select any layer of the backbone network to insert for global channel attention. The GNN component of SIGNA can employ popular methods such as GCN, GraphSAGE, or GAT for feature extraction. Additionally, SIGNA allows for the customization of the number of different headers to utilize the multihead mechanism. Below we will conduct experiments on the backbone networks ResNet-18 and ResNet-50 to discuss these combination options and try to find the best combination.

##### 5.1.1. Performance with different number of heads

We conducted experiments using 1, 2, 4, 6 and 8 heads, each representing one SIGNA module, with channel features replicated N times into N SIGNA module. As shown in Table 1, there is a little difference in performance for choosing different number of heads. The F1 scores of the 6-heads SIGNA module are optimal for 5 in two backbone networks and three data sets, so the multi-heads number is set as 6.
5.1.2. Selecting the performance of the different layers of CNN

SIGNA can select any layer of the backbone network for channel attention aggregation. We choose layer1, layer2, layer3 and layer4 of ResNet-18 and ResNet-50 for our experiments. The output shape of each layer of ResNet-18 is (64, 64, 64), (128, 32, 32), (256, 16, 16), (512, 8, 8). Moreover, the output shape feature maps of each layer of ResNet-50 are (256, 56, 56), (512, 28, 28), (1024, 14, 14), (2048, 7, 7). Note that we did not choose to use SIGNA in the original image. Since the original image only has 3 channels, there is no point in using channel attention on this. The shallowest layer we chose to insert is the layer1.

As shown in Table 2, AID&ResNet-18, DFC15&ResNet-18 and UCM&ResNet-50 in the experiment achieved the best performance when SIGNA was inserted in the second layer; UCM&ResNet-18 and DFC15&ResNet-50 achieved the best performance when inserted in the first layer. This indicates that SIGNA may work better in the shallow layer of CNN. This may be because, in the shallow layer of the backbone network, the number of channels is small, and the size of the feature map is large, which mainly contains the local detailed features of the image. In the deep layer of the backbone network, the number of channels is large, and the size of the feature map is small, which mainly contains abstract semantic information. Many labels of remote sensing images are shallow information, such as ocean texture, field texture, etc. There are many labels of small-sized objects in remote sensing images, such as cars, so larger feature maps work better for the proposed SIGNA.

### Table 1. Compare the number of multiheads in the SIGNA networks.

| Heads | UCM   |       |       | AID   |       |       | DFC15 |       |       |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|       | F1    | P     | R     | F1    | P     | R     | F1    | P     | R     |
| resnet18 | 1     | 93.00 | 91.73 | 94.31 | 92.18 | 92.33 | 92.03 | 96.81 | 96.91 | 96.71 |
|        | 2     | 92.85 | 92.19 | 93.51 | 92.38 | 92.85 | 91.92 | 96.63 | 96.70 | 96.56 |
|        | 4     | 92.87 | 92.07 | 93.68 | 92.41 | 92.86 | 91.97 | 96.81 | 97.03 | 96.59 |
|        | 6     | 92.93 | 92.77 | 93.10 | 92.71 | 93.25 | 92.17 | 96.96 | 97.03 | 96.90 |
|        | 8     | 92.37 | 91.17 | 93.60 | 92.31 | 92.78 | 91.84 | 96.98 | 97.32 | 96.64 |
| resnet50 | 1     | 93.78 | 93.93 | 93.64 | 92.91 | 93.18 | 92.65 | 97.33 | 97.89 | 97.68 |
|        | 2     | 93.76 | 93.71 | 93.81 | 92.69 | 93.28 | 92.11 | 97.35 | 97.77 | 96.94 |
|        | 4     | 93.84 | 94.02 | 93.66 | 92.83 | 93.87 | 91.81 | 97.24 | 97.49 | 97.00 |
|        | 6     | 93.92 | 93.84 | 94.01 | 92.93 | 93.03 | 92.83 | 97.37 | 97.86 | 96.88 |
|        | 8     | 93.87 | 93.64 | 94.10 | 92.88 | 93.33 | 92.43 | 97.34 | 97.85 | 96.83 |

The bold in the table indicates the best performance on the resnet18 and resnet50.

### 5.1.3. Performance using different GNN

In the semantic interleaving encoder, we chose the current widely used GCN, GraphSAGE and GAT, which perform excellently as relational feature extractors for our experiments. As shown in Table 3, in the experiments, four combinations achieve the best performance when
Table 3. Compare the performance of using different GNNs.

| GNN Type | UCM   | AID   | DFC15 |
|----------|-------|-------|-------|
|          | F1    | P     | R     | F1    | P     | R     | F1    | P     | R     |
| resnet18 | GCN   | 92.93 | 92.77 | 93.10 | 92.71 | 93.25 | 92.17 | 96.96 | 97.03 | 96.90 |
|          | SAGE  | 92.90 | 91.76 | 94.07 | 92.56 | 93.19 | 91.93 | 97.12 | 96.90 | 97.34 |
|          | GAT   | 92.83 | 91.48 | 94.22 | 92.69 | 93.29 | 92.09 | 96.96 | 97.33 | 96.59 |
| resnet50 | GCN   | 93.92 | 93.84 | 94.01 | 92.93 | 93.03 | 92.83 | 97.57 | 98.06 | 97.08 |
|          | SAGE  | 93.96 | 94.00 | 93.93 | 92.96 | 93.46 | 92.46 | 97.46 | 98.12 | 96.81 |
|          | GAT   | 93.91 | 93.83 | 94.00 | 92.70 | 93.45 | 91.96 | 97.40 | 97.98 | 96.83 |

The bold in the table indicates the best performance on the resnet18 and resnet50.

GraphSAGE is used in SIGNA. Therefore, we choose GraphSAGE to extract relational features in the semantic Interleaving encoder.

5.2. Comparisons with other methods and Baselines

For the comprehensive evaluation, we compare the proposed method with the following state-of-the-art multilabel classification methods. Because most of the methods are tested on the backbone networks of VGG16 and resnet50, we also use these two models as the backbone networks for experiments to compare.

- GRN (Kang et al. 2020): This method uses GCN to capture the relationships between samples, thereby enhancing the discriminative capability of the CNN.
- SE-NET (Hu, Shen, and Sun 2018): This method dynamically recalibrates the responses of individual channels by explicitly modelling the interdependencies among them.
- ML-GCN (Chen et al. 2019): The method uses GCN for label correlation extraction, which is explicitly used as a classifier for the final output of the CNN.
- SR-Net (Tan et al. 2022): The method identifies the semantic attentional regions within the extracted features and generates a category representation that is both discriminative and content-aware.
- AL-RN (Hua, Mou, and Zhu 2020): The method extracts label-specific features, identifies discriminative regions within these features, and employs a MLP layer to generate label relations for the purpose of final classification.
- CA-BiLSTM (Hua, Mou, and Zhu 2019b): This method incorporates an attention learning layer to capture class-specific features and utilizes a bidirectional LSTM network to model the relationship among classes.
- ML-CG (Lin et al. 2021): This method leverages ConceptNet to infer label correlations and combines semantic attention and label attention within GCN.
- MSGM (Lin and Chen 2022): This method directly extracts label correlations using the GCN module and simultaneously learns visual features through multi-grained semantic grouping mechanisms.
- ML-KNN (Zhang and Zhou 2007): This method uses VGG16 for feature extraction and ML-KNN for classification.
- MLRSSC-CNN-GNN (Li et al. 2020): This method constructs a scene graph for each scene and introduces a multi-layer-integration GAT model to comprehensively explore the spatio-topological relationships within the scene graph.
• Gardner (Gardner and Nichols 2017): This method uses a number of data augmentation and ensemble techniques.
• RBFNN (Zeggada, Melgani, and Bazi 2017): This method uses the VGG16 for feature extraction and the RBFNN for classification.
• Stivaktakis (Stivaktakis, Tsagkatakis, and Tsakalides 2019): This method employs a data augmentation technique that effectively expands the size of smaller datasets to significantly larger volumes.
• CNN-RNN (Wang et al. 2016): This method trains a joint image-label embedding to capture both the semantic label dependency and the relevance between images and labels.
• (Huang, Zheng, and Huang 2021): This method combines and refines the multiscale features from various layers of a CNN model by employing a channel attention mechanism. Subsequently, the label correlation information is integrated into the multiscale attentive features.
• (Zhu et al. 2020): This method uses dual-level semantic concepts, where scene labels are used to guide multilabel classification.

As shown in Table 4, the proposed method substantially improves over baseline and surpasses the current advanced multilabel classification methods in remote sensing. On the backbone of ResNet-50, the F1 score of the UCM data set improves by 12.56% and reaches 93.96%, the F1 score of the AID data set improves by 5.52% and reaches 92.96%, and the F1 score of the DFC15 data set improves by 4.33% and reaches 97.46%. Compared with ML-GCN, which also uses GCN for label-relational feature extraction, our method achieves 3.60% and 3.38% higher F1 scores on the UCM and AID data sets, respectively. This illustrates the better fusion of semantic relationship features and image features in the proposed SIGNA.

In order to further evaluate the performance of the proposed SIGNA, we study its model efficiency. Specifically, we study the computational complexity and parameters of our model. Under the same input image size and backbone network (Resnet-50), we calculate the parameters and floating point operations (FLOPs) of the proposed SIGNA method model, baseline method model, SENET method model, and ML-GCN model. As shown in Table 5, compared with the baseline method model, the proposed SIGNA model only increases 3.8% in parameters and 0.18% in FLOPs.

5.3. Effectiveness analysis

In Section 5.3.1, we analyse the influence of the complexity of the label graph on the effectiveness of SIGNA. In Section 5.3.2, we observe the impact of SIGNA networks on global features by visualizing feature embedding using t-SNE. In Section 5.3.3, we generate heatmaps for some typical examples through layerCAM (Jiang et al. 2021), analyse where the attention is focused after using SIGNA, and the impact of semantic relationships on classification.

5.3.1. Per-class case studies

As shown in Tables 6, 7 and 8, the performance of the SIGNA and baseline on the UCM, AID and DFC15 data sets for each category is shown by F1, P and R scores, respectively. In the following, we will analyse the differences in performance of each category on each data set in detail in conjunction with the label co-occurrence graphs (Figure 11).
Table 4. F1 scores of proposed method, baseline and compared SOTA methods on UCM, AID and DFC15 data sets.

| Backbone     | Method                                | UCM          | AID          | DFC15         |
|--------------|----------------------------------------|--------------|--------------|---------------|
|              |                                        | F1 | P | R | F1 | P | R | F1 | P | R | F1 | P | R |
| ResNet-50    | Ours                                   | 93.96 | 94.00 | 93.93 | 92.96 | 93.46 | 92.46 | 97.46 | 98.12 | 96.81 |
|              | Baseline                               | 81.4 | 80.86 | 81.95 | 87.44 | 89.31 | 85.65 | 93.13 | 95.74 | 90.65 |
|              | GRN (Kang et al. 2020)                 | 92.4 | 91.98 | 92.83 | 91.93 | 92.79 | 91.08 | 96.24 | 96.53 | 95.95 |
|              | SE-NET (Hu, Shen, and Sun 2018)        | 89.43 | 90.94 | 87.96 | 88.91 | 90.38 | 87.48 | 94.42 | 95.56 | 93.3 |
|              | ML-GCN (Kang et al. 2020)              | 90.36 | 90.03 | 90.7 | 89.58 | 89.69 | 89.48 | - | - | - |
|              | SR-Net (Tan et al. 2022)               | 90.36 | 90.03 | 90.7 | 89.58 | 89.69 | 89.48 | - | - | - |
|              | AL-RN (Hua, Mou, and Xiang Zhu 2020)   | 88.67 | 87.96 | 89.4 | 89.97 | 89.42 | 90.52 | - | - | - |
|              | CA-BILSTM (Hua, Mou, and Xiang Zhu 2019b) | 87.93 | 88.81 | 87.07 | 89.96 | 91 | 88.95 | - | - | - |
|              | ML-CG (Lin et al. 2021)                | 83.11 | 77.94 | 89.02 | 89.01 | 89.03 | 88.99 | - | - | - |
|              | MSGM (Lin and Chen 2022)               | 85.42 | 81.34 | 89.94 | - | - | - | 95.88 | 95.68 | 96.09 |
|              | GRN (Kang et al. 2020)                 | 84.66 | 83.86 | 85.48 | - | - | - | 93.65 | 94.61 | 92.71 |
| VGG16        | Ours                                   | 92.97 | 92.51 | 93.43 | 91.78 | 91.93 | 91.63 | 96.97 | 97.37 | 96.58 |
|              | Baseline                               | 80.65 | 79.06 | 82.3 | 86.86 | 87.41 | 86.32 | 93.51 | 93.61 | 93.42 |
|              | ML-KNN (Zhang and Zhou 2007)           | 87.48 | 86.82 | 88.16 | 84.23 | 83.82 | 84.65 | - | - | - |
|              | MLRSSC-CNN-GNN Li et al. (2020b)       | 87.76 | 87.11 | 88.41 | 90.01 | 89.83 | 90.2 | - | - | - |
|              | Gardner (Gardner and Nichols 2017)     | 86.36 | 88.29 | 84.51 | 84.26 | 86.15 | 82.46 | - | - | - |
|              | RBFNN (Zeggada, Melgani, and Bazi 2017) | 88.81 | 88.87 | 88.75 | 87.53 | 88.52 | 86.56 | - | - | - |
|              | Stivaktakis (Stivaktakis, Tsagkatakis, and Tsakalides 2019) | 86.29 | 85.16 | 87.45 | 87.8 | 87.69 | 87.92 | - | - | - |
|              | CNN-RNN (Wang et al. 2016)             | 77.09 | 74.49 | 79.88 | 84.53 | 84.06 | 85.01 | - | - | - |
|              | Huang (Huang, Zheng, and Huang 2021)   | 91.74 | 90.54 | 92.98 | 91.45 | 91.03 | 91.88 | - | - | - |
| Inception-   | Zhu                                     | 91.7 | 91.75 | 91.65 | 89.06 | 89.72 | 88.41 | - | - | - |
| ResNet-v2    |                                        |              |              |              |          |          |          |          |          |          |

The bold in the table indicates the best performance on the resnet50 and vgg16.

Table 5. Comparison between the proposed method model and some methods model in parameters and FLOPs.

| Method       | Parameters | FLOPs   |
|--------------|------------|---------|
| ResNet-50    | 25,557,032 | 5.37GFlops |
| SIGNA        | 26,530,856 | 5.39GFlops |
| SE-NET       | 25,819,176 | 5.38GFlops |
| ML-GCN       | 25,710,632 | 5.38GFlops |

Table 7 illustrates the performance of various classes of the UCM data set. Tanks, courts, cars, soils and buildings have the largest improvement in F1 scores compared to baseline, with 16.67%, 14.63%, 9.77%, 9.31% and 9.07% improvement, respectively. Correspondingly, there are 3, 5, 9, 10 and 10 edges on their label co-occurrence graphs (Figure 11), respectively. In the UCM data set, cars, soil and buildings improved by 9.77%, 9.31% and 9.07%, respectively, while they only improved by only 0.22%, 2.60% and 1.59%. In the AID data set. Corresponding to these three labels, the number of edges in the AID label co-occurrence graph is 17 for cars, 19 for soil and 20 for buildings. While court (23.09%), chaparral (20.03%) and tanks (17.56%), which have the largest F1 score
### Table 6. F1, P and R scores of proposed method and baseline on each category of the DFC15 data set.

| Category        | Ours     | Baseline  |
|-----------------|----------|-----------|
|                 | F1       | P         | R         | F1       | P         | R         |
| impervious      | 99.21    | 99.40     | 99.01     | 98.61    | 98.81     | 98.42     |
| water           | 97.20    | 97.89     | 96.53     | 90.17    | 88.08     | 92.36     |
| clutter         | 95.91    | 97.67     | 94.21     | 91.33    | 93.00     | 89.71     |
| vegetation      | 95.58    | 98.78     | 92.57     | 91.22    | 90.45     | 92.00     |
| building        | 94.81    | 96.69     | 92.99     | 87.30    | 85.89     | 89.17     |
| tree            | 88.64    | 90.70     | 86.67     | 79.01    | 88.89     | 71.11     |
| boat            | 98.82    | 100.00    | 97.67     | 78.57    | 80.49     | 76.74     |
| car             | 95.28    | 95.28     | 95.28     | 76.42    | 76.42     | 76.42     |

The bold in the table shows the best performance on each category.

### Table 7. F1, P and R scores of proposed method and baseline on each category of the UCM data set.

| Category         | Ours     | Baseline  |
|------------------|----------|-----------|
|                 | F1       | P         | R         | F1       | P         | R         |
| airplane         | 100.00   | 100.00    | 100.00    | 97.44    | 100.00    | 95.00     |
| soil             | 82.78    | 81.70     | 83.89     | 73.47    | 74.48     | 72.48     |
| buildings        | 94.03    | 92.65     | 95.45     | 84.97    | 74.71     | 98.48     |
| cars             | 90.64    | 92.81     | 88.57     | 80.88    | 89.58     | 73.71     |
| chaparral        | 97.67    | 100.00    | 95.45     | 95.45    | 95.45     | 95.45     |
| court            | 97.56    | 100.00    | 95.24     | 82.93    | 85.00     | 80.95     |
| dock             | 100.00   | 100.00    | 100.00    | 97.44    | 100.00    | 95.00     |
| field            | 100.00   | 100.00    | 100.00    | 100.00   | 100.00    | 100.00    |
| grass            | 90.27    | 88.83     | 91.76     | 84.73    | 76.79     | 94.51     |
| mobile-home      | 100.00   | 100.00    | 100.00    | 95.00    | 95.00     | 95.00     |
| pavement        | 92.69    | 91.63     | 93.77     | 92.53    | 86.99     | 98.83     |
| sand             | 92.31    | 90.00     | 94.74     | 85.22    | 84.48     | 85.96     |
| sea              | 100.00   | 100.00    | 100.00    | 100.00   | 100.00    | 100.00    |
| ship             | 97.56    | 100.00    | 95.24     | 97.56    | 100.00    | 95.24     |
| tanks            | 100.00   | 100.00    | 100.00    | 83.33    | 93.75     | 75.00     |
| trees            | 91.99    | 92.23     | 91.75     | 85.45    | 78.45     | 93.81     |
| water            | 98.77    | 97.56     | 100.00    | 97.50    | 97.50     | 97.50     |

The bold in the table indicates the best performance on the resnet50 and vgg16.

### Table 8. F1, P and R scores of proposed method and baseline on each category of the AID data set.

| Category        | Ours     | Baseline  |
|-----------------|----------|-----------|
|                 | F1       | P         | R         | F1       | P         | R         |
| airplane        | 94.74    | 94.74     | 94.74     | 85.71    | 93.75     | 78.95     |
| soil            | 85.10    | 85.10     | 85.10     | 82.50    | 76.34     | 89.74     |
| buildings       | 96.37    | 96.71     | 96.03     | 94.77    | 94.23     | 95.33     |
| cars            | 94.29    | 93.49     | 95.10     | 94.07    | 94.78     | 93.38     |
| chaparral       | 51.28    | 52.63     | 50.00     | 31.25    | 41.67     | 25.00     |
| court           | 76.42    | 83.93     | 70.15     | 53.33    | 60.38     | 47.76     |
| dock            | 80.41    | 81.25     | 79.59     | 75.27    | 79.55     | 71.43     |
| field           | 84.06    | 90.63     | 78.38     | 67.61    | 70.59     | 64.86     |
| grass           | 95.38    | 93.47     | 97.37     | 93.87    | 89.15     | 99.12     |
| mobile-home     | 0.00     | 0.00      | 0.00      | 0.00     | 0.00      | 0.00      |
| pavement        | 98.06    | 98.48     | 97.63     | 96.62    | 98.01     | 95.27     |
| sand            | 91.59    | 90.74     | 92.45     | 91.26    | 94.00     | 88.68     |
| sea             | 98.82    | 100.00    | 97.67     | 83.12    | 94.12     | 74.42     |
| ship            | 76.77    | 76.00     | 77.55     | 62.22    | 68.29     | 57.14     |
| tanks           | 97.56    | 100.00    | 95.24     | 80.00    | 68.97     | 95.24     |
| trees           | 96.40    | 94.94     | 97.91     | 94.24    | 92.90     | 95.62     |
| water           | 77.38    | 87.41     | 69.41     | 67.57    | 79.37     | 58.82     |

The bold in the table indicates the best performance on the resnet50 and vgg16.
improvement in the AID data set, have 6, 5 and 6 edges on the AID label co-occurrence graphs, respectively.

The relationship between the F1 score improvement and the number of label graph edges for the above two data sets also reaffirms our previous view. The smaller the number of edges in the label co-occurrence graph, the more obvious the relationship between labels, and the larger the F1 score improvement using the SIGNA. This property is not only for the whole data set but also for each category of the data set. It is also clear from the comparison between the two data sets that the semantic relationship feature indeed brings about the F1 score improvement.

5.3.2. Visualizing feature embedding using t-SNE

T-SNE (Van der Maaten and Hinton 2008) is a feature dimensionality reduction method that reduces high-dimensional features to two-dimensional so that the feature structure can be visually represented in the figure. As shown in Figure 12, on the UCM data set, we use t-SNE to visualize the last layer feature maps of the baseline method and SIGNA. Figure 12 shows the feature distributions of the four categories of airplanes, buildings, cars, and trees. Subfigures (a), (b), (c) and (d) show the feature distributions of the SIGNA, and subfigures (e), (f), (g) and (h) show the feature distributions of the baseline method.

Globally, the feature distribution figure shows that the features of SIGNA are separated, while the features of the baseline method are not. The difference becomes more obvious when the feature points of the four categories are labelled with different colours. For SIANA, the features of the same category are highly aggregated, and the features of different categories are separated. For the baseline method, the features of the same category are highly dispersed, and different features are mixed. This indicates that after SIGNA, the channels of the feature map are weighted by semantic relations, and the image features are guided to a feature space that is highly correlated with the semantics of the labels. The feature space of the baseline method is too far from the label semantics, so the feature distribution figure after t-SNE dimensionality reduction is confusing. Observing subfigures (a) and (c), in (a) airplane category feature points are in the top pile, and in (c) cars category also has most of the feature points in the top pile. Observing subfigures (c) and (d), the trees category feature points in (d) are in the bottom left pile, while the cars category in (c) also has most of them in the bottom left pile. This illustrates

![Figure 12](image)

**Figure 12.** Visualizing feature of SIGNA and baseline method using t-SNE on the UCM data set.
that the feature aggregation is still good in the metric space constructed by the SIGNA, even though each image has multiple labels.

Notice that the Baseline method’s t-SHE figures look much worse than the SIGNA method’s t-SHE figures in Figure 12. The characteristics of t-SHE may cause this. T-SNE is a dimensionality reduction algorithm. The data points in the high-dimensional space may be very complex in the low-dimensional space, and it is difficult for t-SNE to maintain such a complex similarity relationship in dimensionality reduction. Figure 12 shows that through the guidance of the SIGNA method, in the SIGNA feature space, the features between different categories become very distinct, even after dimensionality reduction can be significantly distinguished. This facilitates multilabel classification.

5.3.3. Typical case analysis in context information extraction
LayerCAM is used to generate heatmaps, whereby the attention regions of SIGNA can be observed. LayerCAM collects object localization information from coarse to fine levels and integrates them into a high-quality class activation map where the pixels can associated with the object are better highlighted. With layerCAM, more can be observed when acting on shallow feature maps, and fine-grained details of the target object can be effectively preserved. Confidence greater than 0.5 in Figure 13 means true. The label exists in the image. Confidence less than 0.5 means false, and the label does not exist in the image. As shown, we selected two images from the UCM data set and used layerCAM to map the first layer of features in the third layer of SIGNA and the baseline method. The reason for choosing this layer for heat map plotting is that the SIGNA is inserted into the last layer of the baseline method, the second layer of the feature map, so that this layer can effectively observe the effectiveness of the SIGNA, what regions are of more interest, and whether label correlation can be exploited.

By observation, we can learn that, first, in (a) and (b), the attention distribution of ResNet-50 is similar for each classification, but the attention distribution of SIGNA differs more. Second, after passing SIGNA, the network can pay more attention to small object features, such as cars and trees in (a) and cars and tanks in (b). Compared to the baseline method, the network focuses the otherwise distracting attention on a tiny part, such as the car and tank object parts. This also illustrates the ability of SIGNA to stimulate or inhibit the correct or incorrect channel to keep their attention tightly locked on the correct object.

In subgraph (a), in the baseline method, the classification of the court is wrong, while in SIGNA, the classification of the court is correct. In the label co-occurrence map of the UCM data set, the points connected to the court are buildings, cars, grass, pavement and trees. Moreover, the baseline method correctly classified cars, grass, pavement and trees. We can speculate that through SIGNA, the network knows that all four points associated with the court exist, inferring that the court may also exist with high probability. Thus, the channels associated with the court are weighted. In subgraph (b), the classification of tanks and cars is wrong in the baseline method, while in SIGNA, the classification of tanks and cars are correct. In the label graph of the UCM data set, the points connected with tanks are buildings, soils and pavements. Moreover, the classification of cars and pavements by baseline method is correct. We can speculate that through SIGNA, the network knows that two points associated with tanks exist, inferring that tanks may also exist with high probability. Thus, the channels associated with the tanks are weighted.
6. Conclusions

This paper proposes a label correlation-based channel attention mechanism for MLRSIC. The method utilizes GNN to generate relational features between labels, and then uses semantic interleaving coding to guide image features into the feature space related to semantic relations. Global channel attention is implemented in this feature space, in which the features of the same category in this space are highly aggregated, and the features of
different categories are obviously separated. SIGNA uses a simple label co-occurrence relationship to weight channel features for better classification accuracy. Experimental results on three multilabel data sets, UCM, AID and DFC15, show that the proposed SIGNA exhibits the best performance compared to popular multilabel image classification methods.

More ways to encode label relationships could be explored in future works. In this paper, the label co-occurrence matrix is used to construct the graph explicitly. The Glove word embedding of the labels is used as the input of the GNN. The correlation between word embedding and original labels is weak. A better encoding that closely related to the original labels could be explored. And multilevel feature fusion methods could be explored in future work. The proposed SIGNA blocks can be inserted into any layer of CNN. Inserting SIGNA in several layers may result in better fusion features than only in one shallow layer. The co-occurrence graph of input GNN dynamically adjusted at runtime is also a method that can be studied in the future.
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