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ABSTRACT

Modern coronagraph design relies on advanced, large-scale optimization processes that require an ever increasing amount of computational resources. In this paper, we restrict ourselves to the design of Apodized Pupil Lyot Coronagraphs (APLCs). To produce APLC designs for future giant space telescopes, we require a fine sampling for the apodizer to resolve all small features, such as segment gaps, in the telescope pupil. Additionally, we require the coronagraph to operate in broadband light and be insensitive to small misalignments of the Lyot stop. For future designs we want to include passive suppression of low-order aberrations and finite stellar diameters. The memory requirements for such an optimization would exceed multiple terabytes for the problem matrix alone.

We therefore want to reduce the number of variables and constraints to minimize the size of the problem matrix. We show how symmetries in the pupil and Lyot stop are expressed in the complete optimization problem, and allow removal of both variables and constraints. Each mirror symmetry reduces the problem size by a factor of four. Secondly, we introduce progressive refinement, which uses low-resolution optimizations as a prior for higher resolutions. This lets us remove the majority of variables from the high-resolution optimization. Together these two improvements require up to 256x less computer memory, with a corresponding speed increase. This allows for greater exploration of the phase space of the focal-plane mask and Lyot-stop geometry, and easier simulation of sensitivity to Lyot-stop misalignments. Moreover, apodizers can now be optimized at their native manufactured resolution.
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1. INTRODUCTION

High contrast imaging aims to directly observe exoplanets and protoplanetary disks around their bright host stars. Through indirect methods, such as radial velocity and transits, we know that most stars harbor a companion in the habitable zone.\textsuperscript{1} Spectral characterization of these planets require a planet that frequently transits its bright host star. Direct imaging on the other hand spatially separates the planet light from the star light and enables detection and characterization. This allows for the detection of for example variability induced by the rotational modulation of cloud and weather systems, and the glints off surface water with their polarization signal.

With ground-based extreme adaptive optics systems, such as the instruments VLT/SPHERE,\textsuperscript{2} Gemini/GPI\textsuperscript{3} and Subaru/SCExAO\textsuperscript{4} the direct imaging of exoplanets has become a reality. Future dedicated space-based instrumentation, such as RST/CGI\textsuperscript{5} and LUVOIR\textsuperscript{6} extend this capability to deeper contrasts between host star and the orbiting planet. These systems use advanced coronagraphs to suppress the overwhelming star light and reveal the closely weak planet light. A well known coronagraph is the Apodized Pupil Lyot Coronagraph (APLC).\textsuperscript{7,8} This coronagraph combines an intricately designed apodizer mask in the pupil plane of the telescope with a focal-plane mask and Lyot stop. Figure 1 shows the optical layout of the APLC and an example of light propagating through its various masks.

This paper concerns the optimization of the masks. These masks must maximize planet throughput, while still suppress the star light. This results in large-scale numerical optimization problems that challenge current computational hardware. In particular, the large number of variables in these masks (typically \textasciitilde 1 million variables) and constraints (typically > 50,000 or more constraints) require a large amount of computer memory.
Figure 1: The schematic layout of the APLC with an example for light propagation through the coronagraph. The label B- means just before plane B, and B+ means just after plane B. All images are on logarithmic scales, with the B images from $10^{-5}$ to 1, planes C from $10^{-3}$ to 1 and plane D from $10^{-9}$ to $10^{-4}$.

to store and operate the problem matrix, the linearized model of the coronagraphic system. Often, optimizations are carried out on large-memory servers due to these computational requirements. This paper introduces two main ways to reduce the optimization problem to more manageable levels and allow masks to be optimized at much higher resolutions than before.

Section 2 builds the full optimization problem of an APLC apodizer step by step. Section 3 introduces the removal of point symmetry and mirror symmetries from this mathematical problem. Section 4 introduces a new way to progressively upscale low-resolution masks. Finally, Section 5 shows two examples of optimized masks at high resolution. We conclude with Section 6.

2. THE FULL OPTIMIZATION PROBLEM

In this section, we will derive the general and complete optimization problem for a Lyot coronagraph with a complex apodizer. Writing this optimization problem out explicitly makes it easier to identify the appropriate symmetries later on.

The schematic layout of the apodized Lyot coronagraph is shown in Figure 1. We want to find the apodizer in plane A, $\Phi(x)$, that provides the maximum throughput for an off-axis source, while simultaneously providing at least a certain raw contrast for on-axis sources. We will use the Fraunhofer operator $P_A\{\cdot\}$ as the operator for propagation of an electric field from a pupil to a focal plane through a lens. With this operator we can compute
the coronagraphic image $\Psi_{\lambda,L}^{\text{coro}}$ and non-coronagraphic image $\Psi_{\lambda,L}^{\text{psf}}$ at wavelength $\lambda$ and using Lyot stop $L$:

\[
\Psi_{\lambda,L}^{\text{coro}} = \mathcal{P}_\lambda \{ P_\lambda^{-1} \{ M(k) \cdot \mathcal{P}_\lambda \{ \Phi(x) \cdot \Pi(x) \} \} \cdot L(x) \},
\]

\[\Psi_{\lambda,L}^{\text{psf}} = \mathcal{P}_\lambda \{ \Phi(x) \cdot \Pi(x) \cdot L(x) \},\]

where $\lambda_0$ is the center wavelength of the light, $M(k)$ is the focal-plane mask of the Lyot stage, and $L(x)$ is the Lyot-stop mask.

For our optimization problem we will maximize the peak of the non-coronagraphic image, while simultaneously constraining the intensity of the coronagraphic image in the dark zone $D$ to be smaller than the desired raw contrast limit $10^{-c(k)}$ relative to the peak intensity of the non-coronagraphic image. This whole optimization problem reads as

\[
\text{maximize} \quad ||\Psi_{\lambda_0,L}^{\text{psf}}(0)||^2
\]

subject to

\[
||\Psi_{\lambda_0,L}^{\text{coro}}(k)||^2 \leq 10^{-c(k)} \cdot ||\Psi_{\lambda_0,L}^{\text{psf}}(0)||^2 \quad \forall \ k \in D
\]

\[
||\Phi(x)||^2 \leq 1 \quad \forall \ x.
\]

To clarify the nomenclature, we will refer to Eq. 2a and analogous equations as the objective function, Eq. 2b and analogous equations as the focal-plane constraints, and Eq. 2c and analogous equations as the pupil-plane constraints.

This optimization problem is still incomplete and moreover exhibits several problems. In the next few subsections we will incrementally add more complexities and remove these remaining problems.

### 2.1 Extensions

#### 2.1.1 Broadband light

Currently the contrast is only constrained at the center wavelength of our observing band. While we could replace our focal-plane constraints by similar constraints on our broadband coronagraphic image, we prefer to add constraints for each wavelength in our wavelength band independently. This ensures that we achieve the required contrast independent of the spectrum of the star. The extended optimization problem now reads

\[
\text{maximize} \quad ||\Psi_{\lambda_0,L}^{\text{psf}}(0)||^2
\]

subject to

\[
||\Psi_{\lambda,L}^{\text{coro}}(k)||^2 \leq 10^{-c(k)} \cdot ||\Psi_{\lambda_0,L}^{\text{psf}}(0)||^2 \quad \forall \ k \in D,
\]

\[
||\Phi(x)||^2 \leq 1 \quad \forall \ x, \ \forall \ \lambda \in [\lambda_{\text{min}}, \lambda_{\text{max}}]
\]

where $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ are the minimum and maximum wavelength in our wavelength band. Note that the monochromatic non-coronagraphic image is still used for the objective function.

#### 2.1.2 Lyot stop robustness

We can extend the optimization problem to add Lyot robustness in a similar fashion. We now constrain the contrast for a set of Lyot stops. This set of Lyot stops may contain many slightly shifted versions of the nominal Lyot stop. In this way the APLC becomes robust against transverse translation of the Lyot-stop mask. Additionally we can imagine adding the nominal Lyot stop at slightly different scales to become robust against small magnification errors between the apodizer and Lyot-stop planes.
We will denote the nominal Lyot stop as $L_0(x)$ and the set of Lyot stops used for the focal-plane constraints as $\{L_1, L_2, \ldots, L_N\}$. The extended optimization problem now reads

$$\begin{align*}
\text{maximize} & \quad ||\Psi_{\lambda,L}^\text{psf}(0)||^2 \\
\text{subject to} & \quad ||\Psi_{\lambda,L}^\text{coro}(k)||^2 \leq 10^{-c(k)} \cdot ||\Psi_{\lambda,L}^\text{psf}(0)||^2, \quad \forall k \in D, \quad \forall L \in \{L_1, L_2, \ldots, L_N\}, \\
& \quad ||\Phi(x)||^2 \leq 1, \quad \forall x.
\end{align*}$$

(4a) (4b) (4c)

2.1.3 Low-order robustness

Finally, we can add robustness against low-order aberrations in a similar fashion as well. For a set of modes $\{a_1(x), a_2(x), \ldots, a_M(x)\}$ with each a maximum amplitude corresponding to the maximum strength that we want to be robust to. An aberrated coronagraphic image can be computed with

$$\Psi_{\lambda,L,\alpha}^\text{coro,aber} = P_{\lambda} \{P_{\lambda}^{-1} \{M(k) \cdot P_{\lambda} \{\Phi(x) \cdot \Pi(x) \cdot \sum_i \alpha_i a_i(x)\}\} \cdot L(x)\},$$

(5)

This yields for the extended optimization problem

$$\begin{align*}
\text{maximize} & \quad ||\Psi_{\lambda,L}^\text{psf}(0)||^2 \\
\text{subject to} & \quad ||\Psi_{\lambda,L,\alpha}^\text{coro,aber}(k)||^2 \leq 10^{-c(k)} \cdot ||\Psi_{\lambda,L}^\text{psf}(0)||^2, \quad \forall k \in D, \quad \forall \lambda \in [\lambda_{\text{min}}, \lambda_{\text{max}}], \\
& \quad \forall \alpha \in [-1, 1]^M, \quad \forall L \in \{L_1, L_2, \ldots, L_N\}, \\
& \quad ||\Phi(x)||^2 \leq 1, \quad \forall x.
\end{align*}$$

(6a) (6b) (6c)

Again, we do not include the aberrated PSF in our objective function.

2.2 Convexification and speed up

As is, the current optimization problem is non-convex. This makes it difficult to find its global optimum. In this subsection we convexify the problem and make two other modifications that significantly speed up the optimization process.

2.2.1 Removal of the phase piston symmetry

The source of the non-convexity can be easily removed similar to other coronagraphs and previous methods published for the APLC. The non-convexity in our optimization problem stems from the invariance under the phase piston symmetry transformation $S : \Phi(x) \rightarrow \Phi'(x) = \Phi(x) \exp i \beta$, where $\beta \in \mathbb{R}$ is an arbitrary constant. Therefore, if we have found a solution $\hat{\Phi}(x)$ for the apodizer, then $S\hat{\Phi}(x) = \hat{\Phi}(x) \exp i \beta$ is necessarily also a solution of the optimization problem. This means that the solution to the problem is non-unique and the problem therefore non-convex. We can remove this symmetry by maximizing the real part of the electric field at the peak of the non-coronagraphic image, rather than its absolute value. The choice of maximizing the real part, instead of any other linear combination of real and imaginary part is arbitrary. The optimization problem now reads:

$$\begin{align*}
\text{maximize} & \quad \Re\{\Psi_{\lambda,L}^\text{psf}(0)\} \\
\text{subject to} & \quad ||\Psi_{\lambda,L,\alpha}^\text{coro,aber}(k)||^2 \leq 10^{-c(k)} \cdot ||\Psi_{\lambda,L}^\text{psf}(0)||^2, \quad \forall k \in D, \quad \forall \lambda \in [\lambda_{\text{min}}, \lambda_{\text{max}}], \\
& \quad \forall \alpha \in [-1, 1]^M, \quad \forall L \in \{L_1, L_2, \ldots, L_N\}, \\
& \quad ||\Phi(x)||^2 \leq 1.
\end{align*}$$

(7a) (7b) (7c)
This optimization problem is now completely convex and therefore much easier to optimize. Any local optimum that we now find is the global optimum of this problem.

### 2.2.2 Simplification of focal-plane constraints

There are a few things that we do to speed up the optimization even further. The first is to simplify the focal-plane constraints. Rather than having the peak of the coronagraphic PSF appear on the right-hand side (RHS) of Eq. 10b, we change the RHS to $10^{-c(k)}I_{\lambda,L,\alpha,i}^{\text{peak}}$, where $I_{\lambda,L,\alpha,i}^{\text{peak}}$ is the peak of the non-coronagraphic PSF evaluated for a certain fixed apodizer $\Phi_i(x)$, at a wavelength $\lambda$, with Lyot-stop $L(x)$ and with aberration coefficients $\alpha$. The optimization problem now reads

$$\begin{align*}
\text{maximize} & \quad \Re\{\Psi_{\lambda_0,L_0}^{\text{psf}}(0)\} \\
\text{subject to} & \quad ||\Psi_{\lambda,L,\alpha}^{\text{coro,aber}}(k)||^2 \leq 10^{-c(k)} \cdot I_{\lambda,L,\alpha,i}^{\text{peak}}, \quad \forall k \in D, \\
& \quad \forall \lambda \in [\lambda_{\text{min}}, \lambda_{\text{max}}], \\
& \quad \forall L \in \{L_1, L_2, \ldots, L_N\}, \\
& \quad \forall \alpha \in [-1, 1]^M \\
& \quad ||\Phi(x)||^2 \leq 1 \\
\end{align*}$$

The converged apodizer solution

$$\hat{\Phi}(x) = \lim_{i \to \infty} \Phi_i(x),$$

is now found by starting with $\Phi_0(x) = 1$, and letting $\Phi_i+1(x)$ be the solution of the above optimization problem. After the first iteration, the apodizer solution still violates the contrast by a factor of two for realistic scenarios. Therefore, we choose to have the corners of the square lie along the real and imaginary axes. This situation is shown schematically in Figure 2.

This counter-intuitive change yields an order of magnitude improvement in the computation time. While the exact reason for this speed-up is unknown, it is likely to be caused by the internals of the used numerical optimizer.

### 2.2.3 Linearized focal-plane constraints

By linearizing the focal-plane constraints, we can speed up the optimization even further. Linearization yields sub-optimal results but the speed improvement is often worth the extremely minor throughput loss (typically $\ll 0.1\%$). There are several ways of linearization. Analogous to the optimization methods for apodizing phase plate coronagraphs we choose a rotated inscribed square inside the original circular constraint. The reason for this choice is as follows. In practice we see that the electric field is “pushed” towards the corners of this square. In case the sides of the square lie perpendicular to real and imaginary axes, we produce an effect similar to spontaneous symmetry breaking, where a solution that would otherwise be real, gets pushed towards either positive or negative imaginary values. Therefore, we choose to have the corners of the square lie along the real and imaginary axes. This situation is shown schematically in Figure 2.

The optimization problem now reads

$$\begin{align*}
\text{maximize} & \quad \Re\{\Psi_{\lambda_0,L_0}^{\text{psf}}(0)\} \\
\text{subject to} & \quad \pm \Re\{\Psi_{\lambda,L,\alpha}^{\text{coro,aber}}(k)\} \pm \Im\{\Psi_{\lambda,L,\alpha}^{\text{coro,aber}}(k)\} \leq \sqrt{10^{-c(k)} \cdot I_{\lambda,L,\alpha,i}^{\text{peak}}}, \quad \forall k \in D, \\
& \quad \forall \lambda \in [\lambda_{\text{min}}, \lambda_{\text{max}}], \\
& \quad \forall L \in \{L_1, L_2, \ldots, L_N\}, \\
& \quad \forall \alpha \in [-1, 1]^M \\
& \quad ||\Phi(x)||^2 \leq 1 \\
\end{align*}$$

where the $\pm$ signs have to be taken over all combinations yielding four constraints for the four sides of the square. Typically we see an order of magnitude reduction in the computation time during the optimization phase. Again, the reason for this improvement is likely due to the internals of the numerical optimizer.
3. SYMMETRY REDUCTION

Removing symmetries in our optimization problem is a powerful way of reducing computation time and memory usage. In general, symmetric optimization problems do not need to have a solution that is symmetric. Rather, points in the parameter space that are invariant under the symmetry transformation (i.e. $Sx = x$ for some symmetry transformation $S$), are critical points: either local optima or saddle points. This principle is now known as the Purkiss principle.\(^{12}\) For convex optimization problems however, the global solution is guaranteed to be symmetric. After all, if we have found the unique solution $\hat{x}$ of the convex optimization problem, its symmetric solution $\hat{x}' = S\hat{x}$ should also be solution. Since a convex optimization problem has a unique global optimum, the found solution must be invariant under the symmetry transformation: $\hat{x}' = S\hat{x} = \hat{x}$.

Therefore, if our optimization problem exhibits a certain symmetry, we are able to remove variables and constraints, as we know the solution has to be symmetric as well. In this paper we discuss two specific symmetries, both leading to a reduction of the number of variables by a factor of two, and reduction of the number of constraints by a factor of two as well. While identifying the variables that can be removed is often easy, identification of the appropriate constraints can be harder and non-trivial. Each of these two symmetries therefore reduces the size of the problem matrix, and therefore memory consumption by a factor of four. While current-generation large-scale optimization methods do attempt to identify existing symmetries before starting the actual solving process, they fail to (fully) find the symmetries that we will present. Therefore, in most cases, we do see an improvement in computation time as well.

3.1 Point symmetry

Point symmetry occurs when our focal-plane mask $M(k)$, dark zone $D$ and contrast limit $c(k)$ are point-symmetric, and if our pupil and Lyot stops are real. That is,

\[
\begin{align*}
M(-k) &= M(k) & \forall k; \\
-k &\in D & \forall k \in D, \\
c(-k) &= c(k) & \forall k.
\end{align*}
\]

In this case, the optimization problem is invariant under complex conjugation of the apodizer $\Phi(x) \to \Phi^*(x)$, where $(\cdot)^*$ denotes complex conjugation. Therefore, our solution must be real:

\[
\Phi(x) = \Phi^*(x) \in \mathbb{R}.
\]

We can therefore remove all imaginary component from the apodizer mask $\Phi$, removing half of all variables in our optimization problem.

We can now find the result of this symmetry on our constraints. As our electric field at the apodizer plane is now real, our electric field at the focal-plane mask will Hermitian. Due to the point-symmetric focal-plane

---

Figure 2: The focal plane constraints in real and imaginary space (a) before linearization, and (b) after linearization. Typically the electric field is “pushed” towards the positive real part of this space, so having a point here ensures that no symmetry breaking occurs due to small numerical perturbations.
Figure 3: Memory consumption over time during optimization of an apodizer for HiCAT with different symmetry reductions disabled or enabled. The optimization was performed for the HiCAT pupil at 486x486px resolution, on a server with four Xeon Gold 6146's for a total of 48 cores running at 3.2GHz and having 512GB of memory. Reduction of the point symmetry reduces peak memory consumption by about two fold. Additionally removing all mirror symmetries gains another factor $\sim 16 \times$. All three optimizations yield solutions within the numerical accuracy of the optimizer.

mask, the electric field after the focal-plane mask will also be Hermitian. Therefore, the electric field at the Lyot-stop plane will be real. As the Lyot-stop mask is real, the electric field after the Lyot-stop mask is also real. Therefore, we know that the electric field of our coronagraphic image has to be Hermitian symmetric:

$$\psi_{\text{coro},\text{aber}}(k) = (\psi_{\text{coro},\text{aber}}(-k))^*.$$  \hspace{1cm} (13)

As our constraints are symmetric under complex conjugation, we only need to add focal-plane constraints for one side of the dark zone. The electric field on the other side will automatically satisfy the focal-plane constraint without explicit inclusion. For simplicity, we often remove either the right or top half of the dark zone. The choice between these two is determined by the symmetry in the next section.

Note that we have not set any conditions on the Lyot stop or telescope pupil (other than that they are real). This means that this symmetry is applicable to all APLC designs that we want to design.

In Figure 3 we show the memory consumption over time during the optimization of masks for the HiCAT testbed. We can see about a two-fold reduction in peak memory consumption when comparing the memory trace without any symmetry reduction and the trace with only point symmetry removed. While we would expect a four-fold reduction, the optimization with no symmetry reduction already removes the imaginary component of the apodizer mask as we are optimizing an APLC mask, which is required to be real. Therefore, we only see the two-fold reduction from the halving of the dark zone.

### 3.2 Mirror symmetry

Mirror symmetries occur our pupil, focal-plane mask, Lyot-stop masks and dark zone exhibit mirror symmetries. Here we need to make the distinction between single and double mirror symmetric problems.

#### 3.2.1 Single mirror symmetry

Without loss of generality, we can choose to have mirror symmetry along the x axis. Mirror symmetries along other lines can be handled by manually rotating the pupil and Lyot-stop masks beforehand. For our problem to
Point symmetry removed? | Mirror symmetries removed? | # variables | # constraints | Reduction in memory consumption
---|---|---|---|---
No | No | 141,716 | 31,872 | 0%
Yes | No | 141,716 | 15,936 | ~ 50%
Yes | Yes | 35,429 | 3984 | ~ 97%

Table 1: Number of variables and constraints for each of the optimizations shown in Figure 3. Removing point symmetry from the optimization problem improves memory consumption by 2\times, while additionally removing a two-fold mirror symmetry improves memory consumption by 32\times.

We exhibit mirror symmetry along x, we need to have a pupil and set of Lyot-stop masks that are mirror symmetric along x, and a focal-plane mask and dark zone that are mirror symmetric along y. Mathematically,

\[ \Pi(-x, y) = \Pi(x, y) \quad \forall \ x, y \quad (14a) \]
\[ M(k, -l) = M(k, l) \quad \forall \ k, l \quad (14b) \]
\[ L_0(-x, y) = L_0(x, y) \quad \forall \ x, y \quad (14c) \]
\[ \{L_1(-x, y), L_2(-x, y), \ldots, L_N(-x, y)\} = \{L_1(x, y), L_2(x, y), \ldots, L_N(x, y)\} \quad \forall \ x, y, \quad (14d) \]
\[ (k, -l) \in D \quad \forall \ (k, l) \in D \quad (14e) \]

and analogous for mirror symmetry in y. Note that the mirror symmetry for the set of Lyot stops is taken along the entire set. This means that individual Lyot stops are allowed to be asymmetric, as long as their counterpart is also an element of the set of Lyot stops. For example, while a Lyot stop that is slightly shifted towards positive x is not mirror-symmetric along x anymore, even if the nominal Lyot stop was mirror symmetric, as long as version that is shifted towards negative x is also an element of the set.

In this case, the optimization problem is invariant under Hermitian conjugation of the apodizer along the x-axis:

\[ \Phi(x, y) = \Phi^*(-x, y) \quad \forall \ x, y. \quad (15) \]

This means that we can remove half of the variables for the apodizer mask.

Again, identifying which constraints to remove is non-trivial. For a mirror symmetry along x, the electric field at the focal-plane mask will be Hermitian along the y-axis:

\[ \Psi_B(x, y) = \Psi_B^*(x, -y). \quad (16) \]

This is easiest to see when splitting the two-dimensional Fourier transform into two one-dimensional Fourier transforms, one along x, and one along y. For mirror symmetry along x, we first apply the one-dimensional Fourier transform along x, yielding a real function. Then, applying the one-dimensional Fourier transform along y, yields the one-dimensional Hermitian symmetry as in Eq. 16. As the focal-plane mask is real and mirror symmetric in y, this one-dimensional Hermitian symmetry is retained. Therefore, the electric field at the Lyot stop is again Hermitian symmetric along x.

Now for the Lyot stop we have two options:

1. The Lyot stop itself is mirror symmetric along x. In this case mirror symmetry is retained, and the field in the final focal plane will again exhibit one-dimensional Hermitian symmetry along y. Therefore, we can choose to omit half of the focal-plane constraints, either the top or the bottom half. Note that if point symmetry also applies, as is often the case, we are free to choose any quarter of the dark zone. This is because we are free to choose either horizontal half for the point symmetry reduction. If our problem exhibits mirror symmetry along y instead of x, then we are free to choose the top half for the point symmetry, and the left half for the mirror symmetry. In both cases, we are left with a quarter of the dark zone, which may seem counter intuitive at first.
2. The Lyot stop itself is not mirror symmetric along x, but the set of Lyot stops contains its symmetric counterpart. In this case, the electric field after the Lyot stop will not be symmetric anymore, along with the electric field at the final focal plane. However, between the asymmetric Lyot stop and its counterpart, we can see that this amounts to a reflection along x. Therefore, in the final focal plane, the transformation from using the asymmetric Lyot stop to its counterpart, is equal to complex conjugation of the field and mirror reflection along y. Therefore, as our focal-plane constraints are symmetric in real and imaginary part, we can omit one of the Lyot stops completely.

Therefore, in both cases we remove half of the focal-plane constraints. Along with the removal of variables, a single mirror symmetry yields a four-fold reduction in memory consumption.

### 3.2.2 Two-fold mirror symmetry

For problems that exhibit two-fold mirror symmetry, the situation becomes slightly different. The conditions for this case are

\[
\Pi(-x, y) = \Pi(x, -y) = \Pi(x, y) \quad \forall \ x, y \quad (17a)
\]

\[
M(-k, l) = M(k, -l) = M(k, l) \quad \forall \ k, l \quad (17b)
\]

\[
L_0(-x, y) = L_0(x, -y) = L_0(x, y) \quad \forall \ x, y \quad (17c)
\]

\[
\{L_1(-x, y), L_2(-x, y), \ldots, L_N(-x, y)\} = \{L_1(x, -y), L_2(x, -y), \ldots, L_N(x, -y)\} \quad \forall \ x, y. \quad (17d)
\]

\[
(-k, l) \in D \quad \forall \ (k, l) \in D \quad (17e)
\]

\[
(k, -l) \in D \quad \forall \ (k, l) \in D. \quad (17f)
\]

Again, the Lyot-stop masks have to be symmetric as a set and not necessarily individually. Under these conditions, the problem is invariant under either Hermitian conjugation of the apodizer along x and y, yielding

\[
\Phi(x, y) = \Phi^*(-x, -y) = \Phi^*(x, -y) = \Phi(-x, -y) \quad \forall \ x, y. \quad (18)
\]

This yields a removal of \(\frac{3}{4}\) of all variables in the apodizer mask.

Again, identifying which constraints can be omitted is non-trivial. The electric field at the focal-plane mask will be two-fold one-dimensional Hermitian. Again, this is easier to see after splitting the two-dimensional Fourier transforms into two one-dimensional Fourier transforms. After the first one-dimensional Fourier transform along x, the field will be real, and the second one-dimensional Fourier transform will make it Hermitian along y. Alternatively, we could perform the one-dimensional Fourier transform along y first, and then along x. This yields a one-dimensional Hermitian function along x. Therefore, the final function must be two-fold one-dimensional Hermitian. As the focal-plane mask is real and two-fold mirror symmetric, it does not affect this symmetry. Therefore, the electric field at the Lyot stop is again two-fold one-dimensional Hermitian.

We split up the Lyot stop into three cases:

1. The Lyot stop itself is two-fold mirror symmetric. In this case, the final focal plane will be two-fold one-dimensional Hermitian as well, and we can omit \(\frac{3}{4}\) of the dark zone. Note that if point symmetry also applies, the field will be purely real as well, and we only need to add the constraints for the real part for a quarter of the dark zone.

2. The Lyot stop itself is only mirror symmetric along one axis, but its counterpart for the other mirror symmetry is an element of the set of Lyot stops. Let’s assume that Lyot stop itself is mirror symmetric in y and that its counterpart is its mirror reflection along x. In this case, analogous to the case for single mirror symmetry, we can retrieve the field for the other Lyot stop, we need to take the Hermitian conjugate along the y axis. Therefore, as our focal-plane constraints are mirror symmetric, we can safely omit one of the Lyot stops completely, and furthermore use only half of the dark zone. Note that we still need to constrain both real and imaginary components. Note that if point symmetry also applies, we are free to only constrain a quarter of the dark zone.
3. The Lyot stop itself is not mirror symmetric over either of the two axes, but its three counterparts are all elements of the set of Lyot stops. In this case, analogous to the case above, we can remove the three Lyot stops from the optimization problem. We however do need to constrain both real and imaginary parts for the full dark zone. Note that if point symmetry also applies, we can still remove any half of the dark zone here.

The red line in Figure 3 depicts the memory consumption over time for a two-fold mirror symmetric problem with the HiCAT aperture. We can see that we gain another $\sim 4 \times 4 = \sim 16 \times$ reduction in peak memory consumption compared to the purely point-symmetric case. In total, we achieve an improvement of $\sim 4 \times 4 \times 2 = \sim 32 \times$ reduction in memory consumption.

4. PROGRESSIVE REFINEMENT

4.1 General idea
It is well known that solution of APLC apodizers are binary, consisting of patches of zero and one transmission. When performing the same optimization at different resolutions, we notice that the patches do not move or change shape, and that just the edges get more defined and sharper as the resolution increases. Additionally, low resolution optimizations that resolve individual patches are useful for probing the parameter space: even though the mask itself may not have a sufficiently high resolution to be manufactured, it still gives realistic values for coronagraphic throughput. Therefore, these low resolution optimizations are often used to perform parameter studies for determining the best hyperparameters. Think here for example of the focal-plane mask radius, the inner and outer diameter of the Lyot stop and thickness of the spiders in the Lyot stop. For probing the full parameter space we would like to perform thousands of optimizations, which is only possible at low resolutions.

Here we aim to use low-resolution optimization for another purpose. As each low-resolution mask already contains roughly the correct size and shape for each of the patches in the apodizer, we would like to use this information as a prior for higher resolution optimizations. The middle of these patches are unlikely to change across different resolutions. Therefore we can imagine fixing these pixels in a high resolution optimization and only optimize pixels at the edge of the patches. This type of technique is well known to the computer graphics community as “progressive refinement”. Progressive refinement starts off with a low resolution estimate of an image, providing the user with a coarse estimation of the final image. This is useful for quick checks and can allow early cancellation of the computation if required. This coarse image is then gradually improved upon as more data becomes available or is computed.

As the number of pixels on the edge is much smaller than the number of pixels in the whole apodizer, we can in this way remove most of the variables from high resolution optimizations, while only having to perform a comparatively quick low-resolution optimization beforehand. Furthermore, the number of pixels on the edges of patches grows linearly with the resolution of the apodizer rather than quadratically. Therefore the improvement in memory consumption will become better then larger the apodizer is that we want to optimize.

4.2 Example
In Figure 4 we show this technique in action. To show the details in the optimized apodizer, we only show a zoomed-in version of the full mask. We start off at a scale of $486 \times 486\text{px}$. As we have not performed any optimization, every pixel needs to be optimized at this resolution. Pixels that are optimized are shown in red, while pixels that are not optimized are shown either in black or white depending on the fixed value at the current resolution. At this resolution we retrieve the mask shown on the bottom left.

Upscaling this mask to twice its original resolution ($972 \times 972\text{px}$), we only need to optimize pixels that lay on the edge of patches. We use an edge detection algorithm to automatically identify the edges, and use binary dilation to thicken the edges to 3-5 pixels wide. This gives enough room for edges to move slightly, while still not degrading performance for no reason. Additionally we include pixels that were not sufficiently black or white in the low-resolution optimization. These pixels often indicate unresolved structure in the apodizer that might become resolved at higher resolutions. This is often the case at the edges of the Lyot stop projected onto the apodizer, in cases where we include Lyot robustness. The result of this optimization with prior is shown in the bottom middle. Finally, this process can be repeated a third time, upscaling to a resolution of $1944 \times 1944\text{px}$, with the results in the right column.
Figure 4: Example of the optimized pixels and the resulting masks at different resolutions with the progressive refinement algorithm. For the top row: red indicates that a pixel is optimized at that resolution, and white/black indicates the value for pixels that are not optimized.

4.3 Analysis

Figure 5 shows the memory consumption over time for the full optimization, starting at \( \frac{1}{4} \)-th scale to full resolution. The graph is annotated to show different stages of the optimization process, starting with calculation of the problem matrix for each of the three wavelengths at \( \frac{1}{4} \)-th scale, then optimizing the apodizer at that scale, and then doing the same for \( \frac{1}{2} \) scale and full resolution. The optimization ran on a laptop equipped with a Core i7 9750H with six cores running at 2.6GHz.

Calculation of the problem matrix is performed using propagations at the full, final resolution, using super-pixels of \( 2^n \times 2^n \) px depending on the current scale. This is a very conservative approach, which makes sure that superpixels that intersect the edge of the telescope pupil are handled in the same way throughout the optimization process. This conservative approach is the reason for the large amount of time spent on the problem matrix calculation compared to Figure 3, where the two-fold symmetric (red) line depicts an optimization of the same complexity, albeit on different, faster hardware. In the future, we will experiment with performing this calculation at the lower resolution.

Table 2 shows the number of variables and constraints at each of the stages of the progressive refinement algorithm. We can see that the progressive refinement algorithm is able to remove \( \sim 90\% \) of all variables at the \( 2 \times 2 \) scale, and \( \sim 95\% \) at the final resolution. Note that from \( 2 \times 2 \) to \( 1 \times 1 \) the number of variables in the progressive algorithm only grew by a factor of \( \sim 2 \), compared to \( \sim 4 \times \) for the non-progressive algorithm. This illustrates that the progressive algorithm scales linearly with resolution rather than quadratic. The final optimization stage achieved a peak memory consumption of \( \sim 10GB \) which would have required \( \sim 200GB \) without progressive refinement. This would have necessitated the use of a high-memory server instance. Additionally, these memory figures already include the gains made in Section 3.

In some cases we have seen that the optimizer is unable to find a feasible solution. This means that we were too aggressive with the removal of variables, and that with the available pixels the optimizer was unable to achieve the required contrast limit. In these cases we can either restart the progressive refinement and allow
Figure 5: Memory consumption over time during the optimization of Fig. 4. The different phases during the optimization process are annotated. In total, four numerical optimization problems were solved. The first two are around 11.5 hours, which includes an optimization for peak throughput convergence. The two other occur at \( \sim 16.5 \) hours and 24.5 hours.

| Scale | \# variables (progressive) | \# variables (non-progressive) | \# constraints | Reduction in memory consumption |
|-------|---------------------------|-------------------------------|----------------|-------------------------------|
| 4 \times 4 | 35,429 | 35,429 | 3,984 | 0% |
| 2 \times 2 | 14,213 | 141,716 | 3,984 | \( \sim 90\% \) |
| 1 \times 1 | 25,691 | 566,864 | 3,984 | \( \sim 95\% \) |

Table 2: Number of variables and constraints at each scale during the progressive refinement algorithm ran for Figure 5. At the lowest resolution 4 \times 4 no improvement is memory consumption is observed as all pixels are optimized at the initial scale. The number of variables is listed for both progressive and non-progressive optimization. For the 2 \times 2 scale we are able to remove \( \sim 90\% \) of all variables, and \( \sim 95\% \) at the final full resolution.

more pixels to be optimized along the edges, broadening the band of pixels that are allowed to be optimized. If this also fails, which we have seen in some rare cases, the optimization must be restarted with the current scale as the initial scale, ie. allowing all pixels to partake in the optimization.

5. CASE STUDIES

We developed a code that implements the reductions outlined in the previous sections. The code automatically determines which symmetries are applicable to the current problem, and removes the appropriate constraints and variables from the optimization problem. Simultaneously, it can perform progressive refinement on the found solutions, iteratively upscaling lower-resolution solutions. The simulation of all propagations is done with HCIPy, an open-source object-oriented framework written in Python for performing end-to-end simulations of high-contrast imaging instruments.\(^{13}\) The Lyot coronagraph in HCIPy uses the semi-analytical method.\(^{14}\) For efficient reasons, the code only propagates light to the part of the dark zone that is used for the constraints. The numerical optimization itself is performed by Gurobi.\(^{15}\)

The code contains a survey mode that simplifies running large parameter studies. This includes logging of all relevant information, and producing a paper trail for the whole optimization so that the exact optimization can be repeated and/or checked in the future. Additionally, the code automatically produces a PDF-file of relevant plots so that a design can be evaluated at first glance immediately after optimization.
The code was used to produce designs for HiCAT\(^{16}\) and LUVOIR-A.\(^6\) This section will highlight some of the optimized designs.

### 5.1 HiCAT

The HiCAT pupil is two-fold mirror symmetric and therefore takes the greatest advantage of the improvements shown in this paper. Without the improvements in this paper, this optimization would have required an estimated 63TB of memory. In Figure 6 we show the optimized design, optimized at the manufactured resolution of 1944\(\times\)1944px. Lyot robustness is included in the optimizations with a set of nine Lyot stops in a three-by-three grid centered around the nominal position.

The improved speed of the optimizer allows for better comparison of different strategies of adding robustness to Lyot stop translations. Figure 7 shows the Lyot sensitivity for a mask with and without built-in Lyot robustness. These figures show the coronagraphic image for different translations of the Lyot stop mask. Clearly, the design that is made robust against Lyot stop translations is more capable of handling these small perturbations. The optimization is performed with a set of nine Lyot stops, which are still clearly visible in the grid of Lyot stop translations as overall darker images.

### 5.2 LUVOIR-A

The LUVOIR-A pupil is only mirror symmetric along x and our optimizations are therefore performed at a reduced resolution of 1024\(\times\)1024px. The current concept for the APLC in LUVOIR-A calls for three masks with differently sized focal-plane masks and outer working angles. These masks are shown in Figure 8. While the apodizer paired with the smallest focal-plane mask can be used to look for planets very close in, it does not have the best coronagraphic throughput when this capability is not required. Having a larger focal-plane mask allows us to improve coronagraphic throughput to aid in efficient characterization of exoplanets in wider orbits.

### 6. CONCLUSIONS

In this paper we described two ways to reduce the memory consumption when optimizing APLC apodizer masks. The first exploited symmetries in the underlying problem, specifically point symmetry and the two...
Figure 7: Two analysis plots for two different HiCAT apodizer designs, one without and one with added robustness against Lyot stop translations. The colorbar for all images are the same, stretching in logarithmic scale from $10^{-4}$ to $10^{-9}$. 
Figure 8: The three masks optimized for the LUVOIR-A telescope pupil, with a small, medium and large inner working angle to provide the best mask for different scenarios.
mirror symmetries. The second way exploited the binary structure of the masks to progressively upscale low-resolution at minimal cost using progressive refinement.

We showed two examples of these reductions in action, optimizing apodizer masks for the HiCAT testbed at the native manufacturing resolution, and for the LUVOIR-A telescope. The HiCAT apodizer mask would have required an estimated 63TB of memory without the improvements in this paper. The LUVOIR-A apodizer with the largest outer working angle would have required an estimated 22TB of memory. This shows that much larger and more intricate masks can be optimized with these improvements, allowing for better exploration of the parameter space and easier optimization at native manufacturing resolutions.

ACKNOWLEDGMENTS

EHP acknowledges funding by The Netherlands Organisation for Scientific Research (NWO) and the São Paulo Research Foundation (FAPESP). EHP also thanks STScI for their hospitality during his visit in April 2019 when most of the work in this paper was performed. This work was also supported in part by the Segmented-aperture Coronagraph Design and Analysis funded by ExEP, under JPL subcontract No.1539872, and in part by the National Aeronautics and Space Administration under Grant 80NSSC19K0120 issued through the Strategic Astrophysics Technology/Technology Demonstration for Exoplanet Missions Program (SAT-TDEM; PI: R. Soummer).

REFERENCES

[1] Borucki, W. J., Koch, D. G., Basri, G., Batalha, N., Brown, T. M., Bryson, S. T., Caldwell, D., Christensen-Dalsgaard, J., Cochran, W. D., DeVore, E., Dunham, E. W., Gautier, Thomas N., I., Geary, J. C., Gilliland, R., Gould, A., Howell, S. B., Jenkins, J. M., Latham, D. W., Lissauer, J. J., Marcy, G. W., Rowe, J., Sasselov, D., Boss, A., Charbonneau, D., Ciardi, D., Doyle, L., Dupree, A. K., Ford, E. B., Fortney, J., Holman, M. J., Seager, S., Steffen, J. H., Tarter, J., Welsh, W. F., Allen, C., Buchhave, L. A., Christiansen, J. L., Clarke, B. D., Das, S., Désert, J.-M., Endl, M., Fabrycky, D., Fressin, F., Haas, M., Horch, E., Howard, A., Isaacson, H., Kjeldsen, H., Kolodziejczak, J., Kulesa, C., Li, J., Lucas, P. W., Machalek, P., McCarthy, D., MacQueen, P., Meibom, S., Miquel, T., Prsa, A., Quinn, S. N., Quintana, E. V., Ragozzine, D., Sherry, W., Shporer, A., Tenenbaum, P., Torres, G., Twicken, J. D., Van Cleve, J., Walkowicz, L., Witteborn, F. C., and Still, M., “Characteristics of Planetary Candidates Observed by Kepler. II. Analysis of the First Four Months of Data,” ApJ 736, 19 (Jul 2011).

[2] Beuzit, J. L., Vigan, A., Mouillet, D., Dohlen, K., Gratton, R., Boccaletti, A., Sauvage, J. F., Schmid, H. M., Langlois, M., Petit, C., Baruffolo, A., Feldt, M., Milli, J., Wahhaj, Z., Abe, L., Anselmi, U., Antichi, J., Barette, R., Baudrand, J., Baudot, P., Bazzon, A., Bernardi, P., Blanchard, P., Brast, R., Bruino, P., Buey, T., Carbillet, M., Carle, M., Cascone, E., Chapron, F., Charton, J., Chauvin, G., Claudi, R., Costille, A., De Caprio, V., de Boer, J., Delboulbèé, A., Desidera, S., Dominik, C., Downing, M., Dupuis, O., Fabron, C., Fantinel, D., Farisato, G., Feautrier, P., Ferdiro, E., Fusco, T., Gigan, P., Gis, C., Girard, J., Giro, E., Gisler, D., Gluck, L., Gry, C., Henning, T., Hubin, N., Hugot, E., Icorvaia, S., Jaquet, M., Kasper, M., Lagadec, E., Lagrange, A. M., Le Coroller, H., Le Mignant, D., Le Ruyet, B., Lessio, G., Lizon, J. L., Llored, M., Lundin, L., Madec, F., Magnard, Y., Marteaud, M., Martinez, P., Maurel, D., Ménard, F., Mesa, D., Möller-Nilsson, O., Moulin, T., Moutou, C., Origène, A., Parisis, J., Pavlov, A., Perret, D., Pragt, J., Puget, P., Rabou, P., Ramos, J., Reess, J. M., Rigal, F., Rocchet, S., Roelfsema, R., Rousset, G., Roux, A., Saisse, M., Saisse, B., Santambrogio, E., Scuider, S., Seppanen, D., Sevin, A., Siebenmorgen, R., Soenke, C., Stadler, E., Suarez, M., Tiphène, D., Turatto, M., Udry, S., Vakili, F., Waters, L. B. F. M., Weber, L., Wildi, F., Zins, G., and Zurlo, A., “SPHERE: the exoplanet imager for the Very Large Telescope,” A&A 631, A155 (Nov 2019).

[3] Macintosh, B., Graham, J. R., Ingraham, P., Konopacky, Q., Marois, C., Perrin, M., Poyneer, L., Bauman, B., Barman, T., Burrows, A. S., Cardwell, J., Chilcote, J., De Rosa, R. J., Dillon, D., Doyon, R., Dunn, J., Erikson, D., Fitzgerald, M. P., Gavel, D., Goodsell, S., Hartung, M., Hibon, P., Kalas, P., Larkin, J., Maire, J., Marchis, F., Marley, M. S., McBride, J., Millar-Blanchaer, M., Morzinski, K., Norton, A., Oppenheimer, B. R., Palmer, D., Patience, J., Pueyo, L., Rantakyro, F., Sadakuni, N., Saddlemyer, L., Savransky, D., Serio, A., Soummer, R., Sivaramakrishnan, A., Song, I., Thomas, S., Wallace, J. K., Wiktorowicz, S., and
Wolff, S., “First light of the Gemini Planet Imager,” Proceedings of the National Academy of Science 111, 12661–12666 (Sep 2014).

[4] Jovanovic, N., Martinache, F., Guyon, O., Clergeon, C., Singh, G., Kudo, T., Garrel, V., Newman, K., Dougherty, D., Lozi, J., Males, J., Minowa, Y., Hayano, Y., Takato, N., Morino, J., Kuhn, J., Serabyn, E., Norris, B., Tuthill, P., Schworer, G., Stewart, P., Close, L., Huby, E., Perrin, G., Lacour, S., Gauchet, L., Vievard, S., Murakami, N., Oshiyama, F., Baba, N., Matsuo, T., Nishikawa, J., Tamura, M., Lai, O., Marchis, F., Duchene, G., Kotani, T., and Woillez, J., “The Subaru Coronographic Extreme Adaptive Optics System: Enabling High-Contrast Imaging on Solar-System Scales,” PASP 127, 890 (Sep 2015).

[5] Spergel, D., Gehrels, N., Breckinridge, J., Donahue, M., Dressler, A., Gaudi, B. S., Greene, T., Guyon, O., Hirata, C., Kalirai, J., Kasdin, N. J., Moos, W., Perlmutter, S., Postman, M., Rauscher, B., Rhodes, J., Wang, Y., Weinberg, D., Centrella, J., Traub, W., Baltay, C., Colbert, J., Bennett, D., Kiessling, A., Macintosh, B., Merten, J., Mortonson, M., Penny, M., Rozo, E., Savransky, D., Stapelfeldt, K., Zu, Y., Baker, C., Cheng, E., Content, D., Dooley, J., Foote, M., Guilloid, R., Grady, K., Jackson, C., Krukh, J., Levine, M., Melton, M., Peddie, C., Ruffa, J., and Shaklan, S., “Wide-Field InfraRed Survey Telescope-WFIRST-AFTA Final Report,” arXiv e-prints, arXiv:1305.5422 (May 2013).

[6] Pueyo, L., Zimmerman, N., Bolcar, M., Groff, T., Stark, C., Ruane, G., Jewell, J., Soummer, R., St. Laurent, K., Wang, J., Redding, D., Mazoyer, J., Fagarty, K., Jannola-Parramon, R., Domagal-Goldman, S., Roberge, A., Guyon, O., and Mandell, A., “The LUVOIR architecture “A” coronagraph instrument,” in [Proc. SPIE], Society of Photo-Optical Instrumentation Engineers (SPIE) Conference Series 10398, 103980F (Sep 2017).

[7] Soummer, R., “Apodized Pupil Lyot Coronagraphs for Arbitrary Telescope Apertures,” ApJ 618, L161–L164 (Jan 2005).

[8] Zimmermann, N. T., Riggs, A. E., Kasdin, N. J., Carlotti, A., and Vanderbei, R. J., “Shaped pupil lyot coronagraphs: high-contrast solutions for restricted focal planes,” Journal of Astronomical Telescopes, Instruments, and Systems 2(1), 011012 (2016).

[9] Carlotti, A., Vanderbei, R., and Kasdin, N., “Optimal pupil apodizations of arbitrary apertures for high-contrast imaging,” Optics Express 19(27), 26796–26809 (2011).

[10] Por, E. H., “Optimal design of apodizing phase plate coronagraphs,” in [Techniques and Instrumentation for Detection of Exoplanets VIII], 10400, 104000V, International Society for Optics and Photonics (2017).

[11] Por, E. H., “Phase-apodized-pupil lyot coronagraphs for arbitrary telescope pupils,” The Astrophysical Journal 888(2), 127 (2020).

[12] Waterhouse, W. C., “Do symmetric problems have symmetric solutions?,” The American Mathematical Monthly 90(6), 378–387 (1983).

[13] Por, E. H., Haffert, S. Y., Radhakrishnan, V. M., Doelman, D. S., Van Kooten, M., and Bos, S. P., “High Contrast Imaging for Python (HCPy): an open-source adaptive optics and coronagraph simulator,” in [Adaptive Optics Systems VI], Proc. SPIE 10703 (2018).

[14] Soummer, R., Pueyo, L., Sivaramakrishnan, A., and Vanderbei, R. J., “Fast computation of lyot-style coronagraph propagation,” Optics Express 15(24), 15935–15951 (2007).

[15] Gurobi Optimization, I., “Gurobi optimizer reference manual,” (2016).

[16] Soummer, R., Brady, G. R., Brooks, K., Comeau, T., Choquet, É., Dillon, T., Egron, S., Gontrum, R., Hagopian, J., Laginja, J., Lebouleux, L., Perrin, M. D., Petrone, P., Pueyo, L., Mazoyer, J., N’Diaye, M., Riggs, A. J. E., Shirai, R., Sivaramakrishnan, A., St. Laurent, K., Valenzuela, A.-M., and Zimmerman, N. T., “High-contrast imager for complex aperture telescopes (HiCAT): 5. first results with segmented-aperture coronagraph and wavefront control,” in [Space Telescopes and Instrumentation 2018: Optical, Infrared, and Millimeter Wave], Lystrop, M., MacEwen, H. A., Fazio, G. G., Batalha, N., Siegler, N., and Tong, E. C., eds., Society of Photo-Optical Instrumentation Engineers (SPIE) Conference Series 10698, 106981O (Aug. 2018).