Extended-body motion in black hole spacetimes: What is possible?
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Free-fall is only approximately universal in general relativity. Different extended bodies can fall in different ways, depending on their internal dynamics. Nevertheless, certain aspects of their motion are universal. This paper examines the universal constraints on extended-body motion in vacuum type D spacetimes. Working in the quadrupole approximation, we show that in addition to the (previously-known) constraints imposed by Killing vectors, two components of the gravitational torque must vanish. Furthermore, of the ten components of a body’s quadrupole moment, four are found to be irrelevant, two can affect only the force, and the remaining four can affect both forces and torques. As an application, we consider the capabilities of a hypothetical spacecraft which controls its motion by controlling its internal structure. In the Schwarzschild spacetime, such a spacecraft can control its mass, and in doing so, it can stabilize unstable orbits, escape from bound orbits, and more—all without a rocket.

I. INTRODUCTION

A geodesic can be uniquely fixed by specifying an initial position and an initial velocity. To the extent that bodies in general relativity move on geodesics, free-fall is therefore universal: All objects with the same initial position and the same initial velocity have the same past and future. However, it is only approximately true that freely-falling objects move on geodesics. More completely, the laws of motion depend on a body’s spin as well as its quadrupole and higher moments. And because the time dependence of the quadrupole and higher moments depends on a body’s small-scale features, different bodies can fall in different ways. This paper explores which aspects of extended-body motion are nevertheless universal, obtaining constraints which hold for all possible bodies in all vacuum type D spacetimes (including Schwarzschild and Kerr). While our focus is on extended test bodies in the quadrupole approximation, some results also hold at higher multipole orders.

Much of the prior literature on quadrupole effects in general relativity has been motivated by astrophysics. It has therefore focused on bodies with special types of moments moving in Schwarzschild or Kerr backgrounds [1–9]. In some cases, quadrupole moments were assumed to be permanent and to evolve quasi-rigidly [1, 3–5]. In others, moments were assumed to be induced—determined either by a body’s spin [2, 7–9] or by an external tidal field [2, 9]. While these are reasonable models for self-gravitating astrophysical objects, they are not the only possibilities allowed by the laws of physics.

Here, we allow for more general moments and more general metrics. There are two reasons for this. First, weakening assumptions clarifies the underlying theory. It allows us to see that the Petrov type of the spacetime can be used to simplify the laws of motion. It also allows us to see that conformal Killing-Yano tensors play an important role in the type D spacetimes considered here. Our second reason for generalizing previous work is that there may be interesting systems whose quadrupole moments differ from those which have already been considered. It is possible that some astrophysical systems behave unexpectedly, and it is important to understand the space of possibilities.

Considering more general moments also allows us to address questions which are not motivated by astrophysics. For example, can a spacecraft control its motion simply by controlling its internal structure? Indeed it can. Even in Newtonian gravity, a spacecraft which manipulates its shape can modulate the forces and torques which act upon it. While these modulations may be small, their effects can grow arbitrarily large [10–13]. This phenomenon requires that a body’s moments be neither quasi-rigid nor induced. By investigating motion in a more general context, this paper provides a framework for understanding “rocket-free maneuvering” also in a relativistic context.

Following initial work by Wisdom [14], there has been a significant amount of work already devoted to understanding rocket-free motion in general relativity [15–23]. The most striking claim which has sometimes been made is that relativistic extended bodies can “swim in space-time” [14, 17], a description chosen due to similarities with the swimming of microorganisms at low Reynolds numbers [24, 25]: In certain limits, net translations were found to depend only on the sequence of shapes a spacecraft attains, and not on the speed of that sequence. This claim is nevertheless controversial [20, 23]. Although we do not directly address it, understanding motion in a more general context at least provides a basis for clarifying if there cases where bodies can indeed swim.

Our discussion is initially general but then specializes. Sect. II reviews the theory of extended test bodies in general relativity, focusing on the quadrupole approximation and on the simplifications which arise in vacuum (but otherwise arbitrary) spacetimes. Sect. III specializes to vacuum type D geometries, determining all possible quadrupolar forces and torques. General constraints on the forces and torques are derived, and then the Kerr and Schwarzschild cases are examined in detail. Sect. IV specializes further to the Schwarzschild spacetime,
and discusses how a spin-free, torque-free extended body can use its quadrupole moment to control its motion. There are four appendices. Appendix A explains our notation and conventions and provides a table of symbols. Appendix B lists coordinate expressions relevant to the Kerr and Schwarzschild geometries. Appendix C reviews definitions for the eccentricity and semi-latus rectum of geodesics in the Schwarzschild spacetime. Finally, Appendix D provides some intuition for relativistic quadrupole moments by computing the moment associated with a variable-length rod.

II. THEORY OF MOTION: A REVIEW

There are many perspectives on motion in general relativity. The one adopted here is due primarily to Dixon [26–30], who derived laws of motion through all multipole orders and without any slow-motion or similar assumptions. Although these laws were originally obtained only in a test body regime, the formalism has since been generalized to allow for nontrivial self-interaction [31, 32].

The discussion here is nevertheless confined to the consideration of extended test bodies; self-forces and self-torques are ignored. In addition, we assume that (i) a body can be described by a spatially-compact stress-energy tensor \(T^{ab}\), and (ii) that \(T^{ab}\) must be conserved:

\[
\nabla_b T^{ab} = 0. \tag{2.1}
\]

Non-gravitational external forces are therefore excluded, as are cases where a body absorbs or ejects material (such as rocket fuel). This section summarizes certain aspects of Dixon’s formalism, focusing on the quadrupole approximation and on the simplifications which arise in vacuum backgrounds. Except for some results on mass and current quadrupoles in Sect. II C, it is a review. More detailed reviews may be found in [28, 29, 32], although it is the perspective in [32] which is the closest to the one adopted here.

A. Multipole moments, worldlines, and foliations

Fundamentally, Dixon’s formalism is a theory of multipole moments. It introduces a set of moments which are optimized for describing stress-energy tensors, i.e., rank-2, symmetric tensor fields which are also conserved. Had the moments not been constructed with care, stress-energy conservation would imply an evolution equation for each moment. However, it is a central result of Dixon’s formalism that with appropriate definitions, the conservation equation constrains only the monopole and dipole moments [27]. The four partial differential equations (2.1) are in fact equivalent to the ten ordinary differential equations which evolve a body’s linear and angular momenta. These latter equations are what we refer to as the laws of motion.

As with any multipole expansion, Dixon’s constructions require a choice of origin. This takes the form of a worldline \(\mathcal{Z}\), which is assumed here to be timelike. Additionally, there must be a way to identify each point on \(\mathcal{Z}\) with the “simultaneous” points within a body’s worldtube. Mathematically, this is accomplished by fixing a collection \(\Sigma = \{\Sigma_s\}_{s}\) of hypersurfaces which foliate that worldtube. Each leaf that foliation is assumed to intersect \(\mathcal{Z}\) exactly once, so all points in \(\Sigma_s\) are identified as being synchronous with the point

\[
z_s \equiv \mathcal{Z} \cap \Sigma_s \tag{2.2}
\]

on \(\mathcal{Z}\). The time parameter \(s\) is arbitrary.

Now, an extended body occupies an extended worldtube. Dixon’s constructions replace that worldtube with the worldline \(\mathcal{Z}\). Moreover, they replace \(T^{ab}\) with an infinite set of multipole moments. These are tensors on \(\mathcal{Z}\). Different choices for \(\mathcal{Z}\) and \(\Sigma\) result in different moments. Although it is possible in principle to transform between different sets of moments, the practical utility of the multipole expansion depends on reasonable choices for \(\mathcal{Z}\) and \(\Sigma\). In a Newtonian multipole problem, the analog of \(\mathcal{Z}\) is typically fixed by placing it at a body’s center of mass [28, 32]. However, fixing the origin is logically the final step in the theory. Most results do not depend on it, whether in the Newtonian context or in the relativistic one. For this reason, we leave \(\mathcal{Z}\) and \(\Sigma\) as arbitrary until describing relativistic center of mass conditions in Sect. II E. Those conditions are applied in Sect. IV but not in Sect. III.

B. Generalized momentum and generalized force

The laws of motion implied by stress-energy conservation affect a body’s linear and angular momenta. However, the linear and angular momenta may be viewed as two aspects of a more fundamental object, the generalized momentum [33]

\[
\mathcal{P}_\xi(s) \equiv \int_{\Sigma_s} dS \xi^a T^{ab} \xi^b. \tag{2.3}
\]

This takes as input a vector field \(\xi^a\) and a worldline parameter \(s\). The allowed vector fields here are known as generalized Killing fields. They are constructed from \(\mathcal{Z}\) and \(\Sigma\), and are defined in [33, 34]. For our purposes, it suffices to note that the generalized Killing fields are exactly Killing on \(\mathcal{Z}\):

\[
\mathcal{L}_\xi g_{ab} |_{\mathcal{Z}} = \nabla_c \mathcal{L}_\xi g_{ab} |_{\mathcal{Z}} = 0. \tag{2.4}
\]

There is a sense in which the generalized Killing fields also preserve geodesic distances away from \(\mathcal{Z}\). Any generalized Killing field is uniquely determined by specifying itself and its (antisymmetric) first derivative anywhere on \(\mathcal{Z}\), and since these data may be specified freely, the space of generalized Killing fields is always ten-dimensional. If
an ordinary Killing field exists, it is also a generalized Killing field. These statements together imply that in maximally-symmetric spacetimes, all generalized Killing fields are ordinary Killing fields.

For fixed $s$, the generalized momentum is a vector not at any tangent space in spacetime, but on the ten-dimensional vector space dual to the space of generalized Killing fields $[32]$. The ten components of this vector determine the four components of a body’s linear momentum and the six components of its angular momentum. Despite its abstractness, working with the generalized momentum simplifies discussions of conservation laws and allows for calculations which simultaneously describe a body’s translational and rotational degrees of freedom.

The interesting point is now to understand the generalized force, which is the rate of change of the generalized momentum. This may be computed using stress-energy conservation: If $w^c$ is a time evolution vector field for $\Sigma$,

$$\frac{d}{ds} \mathcal{P}_\xi = \frac{1}{2} \int_{\Sigma_s} T^{ab} \mathcal{L}_\xi g_{ab} w^c dS_c. \quad (2.5)$$

This is exact. It illustrates that the generalized force—which determines ordinary forces and torques—measures the degree by which the generalized Killing fields fail to be genuinely Killing. If there is a genuine Killing field $\psi^a$, the associated component of the generalized momentum is conserved: $\mathcal{P}_\psi = \text{constant}$.

### C. Quadrupole moments

In principle, the generalized force can always be computed using (2.5). However, directly evaluating the integral in that expression would require a detailed knowledge of $T^{ab}$. This can be avoided, as much as possible, by assuming (i) that the body is small compared to the length scales set by the geometry, and (ii) that $\Sigma$ is not too far from the body’s “center.” With these assumptions, $\mathcal{L}_\xi g_{ab}$ can be expanded about $z_s$. The first two terms in that expansion vanish on account of (2.4). The third results in $[32]$

$$\frac{d}{ds} \mathcal{P}_\xi(s) = -\frac{1}{6} \tilde{J}^{abcd}(s) \mathcal{L}_\xi R_{abcd}(z_s) + \ldots, \quad (2.6)$$

where $\tilde{J}^{abcd}$ is the quadrupole moment. This moment depends on both $\Sigma$ and $\Sigma$, and has the same algebraic properties as a Riemann tensor:

$$\tilde{J}^{abcd} = \tilde{J}^{[a|b|c|d] = J^{a|b|c|d]}, \quad \tilde{J}^{[a|b|c|d] = 0. \quad (2.7)}$$

All aspects of a body’s internal structure which are relevant at this order are encoded in the generalized momentum and in $\tilde{J}^{abcd}$.

Although quadrupole moments are typically used in contexts where a body’s small-scale features are not known, they can be computed in terms of those features, when available. The general result $[27]$ is involved and not reproduced here. However, if $x^a$ denote Riemann normal coordinates with origin $z_s$, the quadrupole moment can be approximated by

$$\tilde{J}^{\alpha\beta\gamma\delta}(s) = \int_{\Sigma_s} dS_{\sigma} x^{[\sigma]} (w^{[\sigma]} T^{[\beta]}[^{\delta} + T^{[\beta]}[^{\delta} + z_s]]^\delta \delta + z_s^\beta T^{[\beta]}[^{\delta} x^\gamma] + \ldots, \quad (2.8)$$

up to terms of order $(|\text{body size}|/|\text{curvature scale}|)^2$. The quadrupole moment of a variable-length rod is computed in Appendix D.

In general, (2.7) implies that $\tilde{J}^{abcd}$ has twenty independent components. However, not all of those components affect the motion. In vacuum geometries, at least ten of them are irrelevant $[4, 31, 35]$. This may be seen by noting that if $R_{ab} = R_{abc} = 0$, and if

$$J^{abcd} = (\tilde{J}^{abcd})_{\text{TF}} = \tilde{J}^{abcd} + g^{[a}[c] \tilde{J}^{d]f} f + 1 \frac{1}{3} f_{fb} g^{[a}[c] g^{|d]} b \quad (2.9)$$

denotes the trace-free component of $\tilde{J}^{abcd}$, it follows from (2.4) that

$$(J^{abcd} - \tilde{J}^{abcd}) \mathcal{L}_\xi R_{abcd} = 0. \quad (2.10)$$

The trace-free moment $J^{abcd}$ can thus be used to compute the same forces and torques as the full moment $\tilde{J}^{abcd}$; the ten trace components $J^{abc}c$ are irrelevant. However, even this does not complete the counting of irrelevant quadrupole components. It is shown in Sect. III below that in vacuum spacetimes which are of Petrov type D, four components of $J^{abcd}$ decouple from the laws of motion.

Although little use is made of it below, some intuition for $J^{abcd}$ may be gained by decomposing it into mass and momentum components. Any such decomposition requires a choice of frame. Fixing one by fixing a unit timelike vector $\tau^a$, existing decompositions for $J^{abcd}$, which originated in $[30]$, have employed a mass quadrupole $\bar{Q}^{ab} = \bar{Q}^{(ab)}$, a rank-3 momentum quadrupole $\bar{P}^{a[bc]} = \bar{P}^{[bc]}$, and a rank-4 stress quadrupole $\bar{S}^{abcd} = \bar{S}^{[abcd]}$. These tensors satisfy $\bar{P}^{[abc]} = \bar{S}^{[abc]} = 0$, and are fully orthogonal to $\tau^a$. In terms of them,

$$\tilde{J}^{abcd} = \bar{S}^{abcd} - \bar{J}[a|b|c|d] - \bar{J}^{[c} \bar{P}^{d]ab} - 3 \bar{J} [a \bar{Q}]^{[c} \bar{Q}^{d]} |c| d]. \quad (2.11)$$

In non-vacuum backgrounds, the relative complexity of this decomposition is essential. In the vacuum context of interest here, it is not: The stress quadrupole may be discarded, the trace of the mass quadrupole becomes

---

1 Eq. (2.10) is valid also for vacuum solutions with nonzero cosmological constant $\Lambda$, in which case $R_{ab} = \Lambda g_{ab}$. Nevertheless, we assume $\Lambda = 0$ below.
irrelevant, and the rank-3 momentum quadrupole may be replaced by a rank-2 momentum quadrupole. More precisely, a new set of mass and momentum quadrupoles may be defined by

$$Q^{ab} = (\bar{Q}^{ab} + \frac{1}{3} \bar{S}^{ab} c)_{TF}, \quad \Pi^{ab} = -\bar{\Pi}^{[a cd]b|df}_{J_f},$$

(2.12a)

where the trace-free operation in the first line is to be performed using the spatial projector $g^{ab} + \tau^a \tau^b$. Using this together with (2.9) and (2.11), the full trace-free moment is seen to depend only on $Q^{ab}$ and $\Pi^{ab}$:

$$J^{abcd} = \left[ \frac{1}{2} (\tau^{[a} b) f^{c d} f_{h h} + \tau^{[b} \Pi^{d f} f^{a h} f_{h}) \right] \tau^h - 3\tau^{[a} Q^{b] [c - d]} \right]_{TF}. \quad \text{(2.13)}$$

Both $Q^{ab}$ and $\Pi^{ab}$ are symmetric, trace-free, and orthogonal to $\tau^a$, so each has five independent components.

**D. Linear momentum, angular momentum, force, and torque**

We now use the generalized momentum $\mathcal{P}_\xi$ to define a body’s linear momentum $p_a$ and its angular momentum $S^{ab} = S^{[ab]}$, both of which are tensors on $\mathcal{Z}$. The definition is implicit. For all generalized Killing fields [32, 33],

$$\mathcal{P}_\xi(s) = p_a(s) \xi^a(z_s) + \frac{1}{2} S^{ab}(s) \nabla_a \xi_b(z_s). \quad \text{(2.14)}$$

For fixed $\xi^a$, this shows that $\mathcal{P}_\xi$ is a linear combination of linear and angular momentum components. All components of $p_a$ and $S^{ab}$ may be extracted by varying over the full ten-dimensional space of generalized Killing fields. Alternatively, explicit integrals for the momenta may be found in [26, 27, 32].

A force $F_a$ and a torque $N^{ab} = N^{[ab]}$ can be defined similarly, using the generalized force $d\mathcal{P}_\xi/ds$. For all generalized Killing fields

$$\frac{d}{ds} \mathcal{P}_\xi(s) = F_a(s) \xi^a(z_s) + \frac{1}{2} N^{ab}(s) \nabla_a \xi_b(z_s). \quad \text{(2.15)}$$

Evolution equations for $p_a$ and $S^{ab}$ follow by differentiating (2.14), comparing the result with (2.15), and then varying over all generalized Killing fields. Using $(\nabla_c \nabla_a \xi_b + R_{abcd} z^d)|_Z = 0$, which follows from (2.4), these steps result in Dixon’s equations [27, 28, 32, 33]

$$\dot{p}_a = -\frac{1}{2} R_{abcd} z^d_S z^c + F_a, \quad \text{(2.16a)}$$

$$\dot{S}^{ab} = 2p^{[a}_s z^{b]} + N^{ab}. \quad \text{(2.16b)}$$

Furthermore, comparison of (2.6), (2.10), and (2.15) shows that in the quadrupole approximation,

$$F_a = -\frac{1}{6} J^{bcdf} \nabla_a R_{bcdf}, \quad N^{ab} = \frac{1}{3} J^{[a b} R^{f c d]}. \quad \text{(2.17)}$$

Contributions to the force and torque from the higher-order moments may be found in [27, 28, 32].

As already noted, Killing fields generate conservation laws: If $\psi^a$ is Killing, $\mathcal{P}_\psi$ is conserved. Using (2.14), this is equivalent to the conservation of a linear combination of linear and angular momentum components:

$$\mathcal{P}_\psi = p_a \psi^a + \frac{1}{2} S^{ab} \nabla_a \psi_b = \text{constant}. \quad \text{(2.18)}$$

It also follows from (2.15) each Killing field implies that a linear combination of force and torque components must vanish. In particular,

$$F_a \psi^a + \frac{1}{2} N^{ab} \nabla_a \psi_b = 0. \quad \text{(2.19)}$$

These results are exact. They are also preserved at every multipole order [30].

It may be noted that our force and torque are not necessarily equal to $\bar{p}_a$ and $\bar{S}^{ab}$. Although the difference terms in (2.16) are sometimes referred to as forces and torques, this is physically inappropriate [28, 32]. They are purely kinematic consequences of the fact that a local Poincaré transformation at $z_s$ may look different from that same transformation at $z_{s+ds}$. For example, a local Lorentz transformation about one point is equivalent to a Lorentz transformation about another point together with a translation. Similarly, a local translation at one point is equivalent, at another point, to a local translation together with a local Lorentz transformation. These geometric effects make the linear and angular momenta appear to mix when evaluated at different points on $\mathcal{Z}$; they are responsible for the $-\frac{1}{2} R_{abcd} z^d S^{cd}$ and $2p^{[a}_s z^{b]}$ terms in Dixon’s equations. Such terms do not affect the generalized momentum, whose variations are intrinsically dynamical. Indeed, it is only these dynamical variations which we refer to as forces and torques.

**E. Center of mass and the momentum-velocity relation**

Everything said so far has been valid regardless of the choice of worldline $\mathcal{Z}$ or the foliation $\Sigma$. In fact, the foliation plays no explicit role in the application of the formalism. It arises only when relating the momenta or the moments to the stress-energy tensor. Nevertheless, $\Sigma$ can be fixed by letting each $\Sigma_s$ be formed from the set of spacelike geodesics which emanate from $z_s$ and are orthogonal at that point to $p^a(s)$. Furthermore, $\mathcal{Z}$ may be fixed by supposing that [28, 30]

$$S^{ab} p_b = 0. \quad \text{(2.20)}$$

This can be interpreted as requiring that the mass dipole moment vanish for a zero-momentum observer. As both $p_a$ and $S^{ab}$ depend on $\mathcal{Z}$ and $\Sigma$, these definitions are highly implicit. Nevertheless, it has been shown that under appropriate conditions, solutions exist and are unique [36, 37]. We refer to the resulting $\mathcal{Z}$ as the center of mass worldline.
The center of mass velocity \( \dot{z}^a \) may now be related to the momentum \( p^a \). In Newtonian physics, the analogs of these quantities are proportional to one another. However, that is not a definition. It is instead a consequence of the definitions for the momentum and the center of mass position. Relativistically, the relation between momentum and center of mass velocity must also be derived. This was first accomplished by Ehlers and Rudolph [30], who showed that these quantities are not necessarily proportional. To describe their result, first write the momentum in terms of a (not necessarily constant) rest mass \( m \equiv \sqrt{-p_a p^a} > 0 \) and a unit vector \( u^a \), such that

\[
p_a = m u_a, \quad u_a u^a = -1. \tag{2.21}
\]

If the worldline parameter \( s \) is then normalized such

\[
z^a s u_a = -1, \tag{2.22}
\]

(2.16) and (2.20) may be shown to imply that

\[
m \dot{z}^a = p^a - N^a_b u^b - S^{ab}[m F_b - {1 \over 2}(\rho^c - N^c_c u^c) S^{df} R_{bcdf}] \\
\quad \quad \quad {m^2 + 1 \over 2} S^{bc} S^{df} R_{bcdf}. \tag{2.23}
\]

Note that \( \dot{z}^a \) does not appear on the right-hand side of this expression. In general, \( s \) is not a proper time and \( u^a \) is not tangent to \( \dot{z}^a \). The difference \( m \dot{z}^a - p^a \) is nevertheless orthogonal to \( p^a \), and is referred to as the hidden mechanical momentum [34, 38]. Also, it is assumed here that the denominator \( m^2 + 1 \) never vanishes in any situation where this equation is to be applied. If it did vanish, that would signal a breakdown of the center of mass condition.

When the center of mass condition is applied, \( S^{ab} \) can have only three nonzero components. Nevertheless, the torque is not necessarily constrained. Three of its six components directly contribute to changes in \( S^{ab} \). Inspection of (2.23) shows that the remaining three torque components, determined by \( N^c_b u^b \), contribute to the hidden momentum.

### III. EXTENDED-BODY EFFECTS IN TYPE D SPACETIMES

Although our interest is primarily in the Kerr and Schwarzschild geometries, many results can be derived just as easily while assuming only that the spacetime is vacuum and of Petrov type D. This includes Kerr as a special case, although it also allows for accelerating black holes, objects with nonzero NUT charge, and more [39, 40]. This section examines the gravitational forces and torques which act on extended bodies in arbitrary vacuum type D spacetimes. It does not impose any center of mass conditions.

#### A. Geometry of type D spacetimes

Simple expressions for forces and torques require decompositions adapted to the spacetime geometry. More precisely, they require a tetrad adapted to the principal null directions of that geometry. By definition, there are two such directions in type D spacetimes. Choosing the real null vectors \( \ell^a \) and \( n^a \) to be tangent to those directions, it is convenient to introduce a complex null vector \( m^a \) such that \((\ell^a, n^a, m^a, \bar{m}^a)\) is a tetrad whose only non-vanishing scalar products are

\[
m \cdot m = -\ell \cdot n = 1. \tag{3.1}
\]

This implies that \( g_{ab} = 2[(m_a m_b) - \ell_a n_b] \). Tetrads with these properties are unique up to the discrete swaps \( \ell^a \leftrightarrow n^a \) and \( m^a \leftrightarrow \bar{m}^a \), and the rescalings

\[
\ell^a \mapsto \lambda \ell^a, \quad n^a \mapsto \lambda^{-1} n^a, \quad m^a \mapsto e^{i \zeta} m^a, \tag{3.2}
\]

where \( \lambda \neq 0 \) and \( \zeta \) are real but otherwise arbitrary.

Fixing any tetrad in this class, it is convenient to define from it a basis of complex 2-forms, given by

\[
\begin{align*}
X_{ab} &= 2\ell_{[a} m_{b]}, \\
Y_{ab} &= 2m_{[a} \bar{m}_{b]}, \\
Z_{ab} &= 2(\ell_{[a} n_{b]} - m_{[a} \bar{m}_{b]}),
\end{align*}
\]

(3.3)

and their complex conjugates. The only non-vanishing inner products in this basis follow from

\[
Z_{ab} Z^{ab} = 2 X_{ab} Y^{ab} = -4. \tag{3.4}
\]

Additionally, \( i Z_{ab} \) is a square root of the metric in the sense that \( g_{ab} = -Z_a c Z_{bc} \). The basis elements \( X_{ab}, Y_{ab}, \) and \( Z_{ab} \) are self-dual, meaning that, e.g., \( X^a_b = i X_{ab} \), where \( X^a_b = {1 \over 2} \epsilon^{ab} X_{cd} \) denotes the Hodge dual. The conjugate basis elements \( \bar{X}_{ab}, \bar{Y}_{ab}, \) and \( \bar{Z}_{ab} \) are anti self-dual, so, e.g., \( \bar{X}^a_b = -i \bar{X}_{ab} \). Our main motivation for introducing this basis is that it allows the curvature (and later the quadrupole moment) to be written down and manipulated without having to perform coordinate computations.

In order to write down the curvature, first note that since \( \ell^a \) and \( n^a \) are both tangent to repeated principal null directions,

\[
\ell_{[a} R_{b]cd} \ell^c \ell^d = m_{[a} R_{b]cd} n^c n^d = 0. \tag{3.5}
\]

These equations and the vacuum condition \( R_{ab} = 0 \) can be used to show that the Riemann tensor is fixed up to a complex scalar \( \Psi \):

\[
R_{abcd} = 2 \Re \left[ \Psi (Z_{ab} Z_{cd} - X_{ab} Y_{cd} - Y_{ab} X_{cd}) \right]. \tag{3.6}
\]

Here, \( \Psi = -{1 \over 2} R_{abcd} X^{ab} Y^{cd} \) is more commonly denoted by \( \Psi_2 \), and is one of five Weyl scalars \( \Psi_1, \ldots, \Psi_5 \) [41, 42]. In type D spacetimes and with a tetrad of the given type, the other scalars vanish and are not used below.

Many of the most interesting characteristics of type D spacetimes follow from the fact that they admit a
Killing spinor $\kappa_{AB} = \kappa_{(AB)}$, which is defined to satisfy $\nabla_{A'}(\kappa(A'B'C)) = 0 \ [43]$. The relevant point for our purposes is that the existence of this spinor implies the existence of two real conformal Killing-Yano tensors. These are the real and imaginary components of the complex 2-form corresponding to $\kappa_{AB}\epsilon_{A'B'}$. In order to write this down more explicitly, it is convenient to introduce a spinor dyad $(\sigma^A, \tilde{\sigma}^A)$ such that $\sigma^a = \sigma^A\sigma^A$ and $n^a = \tilde{\sigma}^A\sigma^A$, in which case $\kappa_{AB} = \Psi^{-1/3}o_{(A'B')}$ \ [44]. Introducing an arbitrary constant $\chi$ for later convenience, a complex conformal Killing-Yano tensor derived from $\kappa_{AB}$ is then

$$\kappa_{ab} \equiv \chi \Psi^{-1/3}Z_{ab}. \ (3.7)$$

This satisfies the conformal Killing-Yano equation

$$\nabla_{(a}\kappa_{b)c} = g_{ab}\kappa_c - \kappa_{(a}g_{b)c}, \ (3.8)$$

where $\kappa_a \equiv \frac{1}{2}\nabla^b\kappa_{ba}$. As $Z_{ab}$ is self-dual, so is $\kappa_{ab}$. The square of a conformal Killing-Yano tensor is a rank-2 conformal Killing tensor, which generates quadratic conservation laws for null geodesics. Although there do not appear to be generalizations of these conservation laws which apply for massive extended bodies, $\kappa_{ab}$ plays a different, but still important role in our analysis of their motion.

Before explaining this, it is instructive to provide an example of the structures just described. The Kerr spacetime with mass $M$ and specific angular momentum $a$ is vacuum and type D. Its metric is given, in Boyer-Lindquist coordinates $(t, r, \theta, \phi)$, by (B1) below. An explicit null tetrad is provided by (B2), and in terms of that, the Weyl scalar appearing in (3.6) is

$$\Psi = -\frac{M}{(r - ia \cos \theta)^3}. \ (3.9)$$

In the $a = 0$ Schwarzschild case, $\Psi$ is real. Otherwise, it is complex. Turning to the conformal Killing-Yano tensor $\kappa_{ab}$ and allowing for arbitrary $a$, it is convenient to choose the $\chi$ in (3.7) such that

$$\kappa_{ab} = i(r - ia \cos \theta)Z_{ab}. \ (3.10)$$

In coordinates, this is given by (B3). Its real component is an ordinary (divergence-free) Killing-Yano tensor, the square of which is the rank-2 Killing tensor which determines the Carter constants for Kerr geodesics.

B. Quadrupolar forces and torques in type D spacetimes

We now compute forces and torques in general vacuum type D spacetimes, allowing for arbitrary quadrupole moments but no octupole or higher moments. Contrary to common practice, we do not decompose the quadrupole moment into mass and momentum components. Instead, we observe that simple results for the force and torque arise when the quadrupole moment is expressed in a form which is adapted to the background geometry, and not to, e.g., a body’s rest frame. The decomposition adopted here takes advantage of the fact that the trace-free quadrupole moment $J_{abcd}$ has the same algebraic properties as a Weyl tensor. It is therefore possible to decompose it into the five complex scalars

$$J_0 = \frac{1}{4}J_{abcd}X^{ab}X^{cd}, \quad J_1 = \frac{1}{8}J_{abcd}X^{ab}Z^{cd}, \quad J_2 = -\frac{1}{2}J_{abcd}X^{ab}Y^{cd}, \quad J_3 = -\frac{1}{8}J_{abcd}X^{ab}X^{cd}, \quad J_4 = \frac{1}{2}J_{abcd}Y^{ab}Y^{cd}, \quad \ (3.11)$$

which are analogous to the five Weyl scalars $\Psi_0, \ldots, \Psi_4$. These definitions are equivalent to the expansion

$$J_{abcd} = 2\text{Re} \left[ J_0X_{ab}X_{cd} + J_1(X_{ab}Z_{cd} + Z_{ab}X_{cd}) \right. \left. + J_2(Z_{ab}Z_{cd} - X_{ab}X_{cd} - Y_{ab}X_{cd}) - J_3(X_{ab}Z_{cd} + Z_{ab}X_{cd}) + J_4X_{ab}X_{cd} \right]. \ (3.12)$$

Using this, it is now straightforward to compute quadrupolar forces and torques for arbitrary extended bodies: It follows from (2.4), (2.6), (3.4), (3.6), and (3.7) that the generalized force dual to any generalized Killing field $\xi^a$ is

$$\frac{d}{ds}P_\xi = F_a\xi^a + \frac{1}{2}N^{ab}\nabla_a\xi^b = -8\text{Re} \left[ \xi J_{1}X^{ab} + \frac{1}{2}\xi J_{4}X^{ab} \right]. \ (3.13)$$

This is valid for bodies with arbitrary internal structure and for any $\Sigma$ and $Z$. The only assumption is that the generalized force can be truncated at quadrupole order. Regardless, the result splits into two parts: one proportional to $\mathcal{L}_\xi\Psi$ and the other to $\mathcal{L}_\xi\kappa_{ab}$. These terms measure the degrees by which $\xi^a$ fails to generate symmetries for the Weyl scalar $\Psi$ or the conformal Killing-Yano tensor $\kappa_{ab}$.

One consequence of (3.13) is that since $J_0$ and $J_4$ are absent from that expression, they cannot affect a body’s motion: It is only $J_1$, $J_2$, and $J_3$ which influence $dP_\xi/ds$. The ten real force and torque components are thus determined by three complex quadrupole components. This means that there must be a minimum \footnote{If $\Psi$ is real, as it is in Schwarzschild, Im $J_2$ cannot affect the motion. There are then five force and torque constraints instead of four.} of four real constraints on the force and torque. Type D spacetimes admit either two or four Killing fields \ [45], and at least in cases with only two Killing fields, these constraints cannot only be of the form (2.19). There must be additional constraints which are not derivable from Killing fields.

To identify these additional constraints, it can be useful to work with $F_a$ and $N^{ab}$ instead of $dP_\xi/ds$. Varying
(3.13) over all generalized Killing fields while noting that
\[ X^{ab}\mathcal{L}_{\xi}Z_{ab} = 4m_a\mathcal{L}_{\xi}Z^a \quad \text{and} \quad Y^{ab}\mathcal{L}_{\xi}Z_{ab} = -4m_a\mathcal{L}_{\xi}n^a, \]

\[ F_a = -8\, \text{Re} \left[ J_2\nabla_a\Psi + 2\Psi(J_1m^b\nabla_an_b + J_3\nabla_a\ell_b) \right], \quad (3.14) \]

\[ N^{ab} = 16\, \text{Re} \left[ \Psi(J_1\nabla^a + J_3X^a) \right]. \quad (3.15) \]

Thus, while the force depends on \( J_1, J_2, \) and \( J_3, \) the torque depends only on \( J_1 \) and \( J_3. \) Additionally, combining (3.15) with (3.4) and (3.7) shows that
\[ N^{ab}\kappa_{ab} = 0. \quad (3.16) \]

At least when the spacetime admits only two Killing fields, \textit{this is the constraint which is not derivable from Killing vectors.} It implies that two real torque components must vanish, regardless of a body’s internal structure.

Another perspective on force and torque constraints may be gained by noting that
\[ F_a = \text{Re} \left[ \bar{m}^b(X_{cd}\nabla_an_b + \bar{Y}_{cd}\nabla_a\ell_b) \right]N^{cd} - 8\, \text{Re} \left( J_2\nabla_a\Psi \right), \quad (3.17) \]

which follows from (3.14) and (3.15). If this equation is contracted with a Killing field, (3.5) and (3.16) can be used to show that it implies the Killing constraint (2.19). If this equation is not contracted with a Killing field, it can be viewed as describing that component of the force which may be varied independently of the torque: If a spacecraft has actively adjusted \( J_1 \) and \( J_3 \) to produce a desired torque—subject to the constraint (3.16)—the force can be varied only via \( \text{Re}(J_2\nabla_a\Psi). \) As \( \mathcal{L}_v\Psi = 0 \) for any Killing vector \( \psi^a, \) forces can thus be controlled, independently of torques, only in directions which are orthogonal to all Killing vectors. This provides an intuitive sense in which a body can “grab on to the geometry” only in directions where the geometry is changing.

C. Conservation laws in Kerr

We now specialize to a Kerr spacetime with mass \( M \) and specific angular momentum \( a. \) As given by (B4c), there are two Killing vectors in these spacetimes: \( t^a, \) which generates a time translation, and \( \psi_{(3)}^a, \) which generates a rotation. Each of these Killing vectors implies a conservation law and also a constraint on the force and torque.

Beginning with \( t^a, \) it follows from (2.18), (3.9), and (3.10) that the energy
\[ E = -\mathcal{P}_t = -p_a t^a + \frac{1}{2} \text{Im} \left( \Psi S^{ab}\kappa_{ab} \right) \quad (3.18) \]

must be conserved, regardless of a body’s internal dynamics. Using (2.19), the corresponding constraint on the force and torque is
\[ F_a t^a = \frac{1}{2} \text{Im} \left( \Psi N^{ab}\kappa_{ab} \right). \quad (3.19) \]

Both this and (3.18) hold through all multipole orders. However, use of (3.16) shows that in the quadrupole approximation,
\[ F_a t^a = 0. \quad (3.20) \]

Similar calculations may be performed using the rotational Killing field \( \psi_{(3)}^a. \) Its existence implies that the angular momentum component \( \mathcal{P}_{(3)} \) must be conserved, and also that \( F_a\psi_{(3)}^a + \frac{1}{2} N^{ab}\nabla_a \psi_{(3)}^b = 0. \) In the quadrupole approximation where (3.16) holds, the force and torque constraint is more explicitly
\[ F_a\psi_{(3)}^a = \frac{1}{2} \text{Im} \left[ \left( \frac{r^2 - 2Mr + a^2}{(r - ia \cos \theta)^2} \right) X_{ab} + Y_{ab} \right] \times N^{ab}\sin \theta. \quad (3.21) \]

D. Conservation laws in Schwarzschild

We now discuss forces and torques in a Schwarzschild spacetime with mass \( M. \) In standard Schwarzschild coordinates \( (t, r, \theta, \phi), \) the metric is the \( a = 0 \) case of the general Kerr expression (B1). Unlike other members of the Kerr family, Schwarzschild spacetimes admit four Killing vector fields: \( t^a, \) which generates time translations, and \( \psi_{(1)}, \psi_{(2)}, \) and \( \psi_{(3)}^a, \) which generate rotations. The coordinate components of these vector fields are given by (B4).

It is convenient to employ a 3-vector notation where the rotational Killing fields are viewed as elements of the triple
\[ \vec{\psi}^a \equiv (\psi^a_{(1)}, \psi^a_{(2)}, \psi^a_{(3)}). \quad (3.22) \]

The existence of these Killing fields then implies that the angular momentum “3-vector”
\[ \vec{L} \equiv \mathcal{P}_\psi \equiv (\mathcal{P}_{(1)}, \mathcal{P}_{(2)}, \mathcal{P}_{(3)}) \quad (3.23) \]

must be conserved. To better understand the implications of this conservation law, it is useful to introduce a number of additional definitions. First, motivated by standard transformations between Cartesian and polar coordinates in \( \mathbb{R}^3, \) define the 3-vector basis
\[ \vec{\varepsilon} \equiv (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta), \quad (3.24a) \]
\[ \vec{\theta} \equiv (\cos \theta \cos \phi, \cos \theta \sin \phi, -\sin \theta), \quad (3.24b) \]
\[ \vec{\phi} \equiv (-\sin \phi, \cos \phi, 0). \quad (3.24c) \]

If a linear momentum 3-vector is then introduced via
\[ \vec{p} \equiv \sqrt{2} \text{Re} \left[ a^a (\vec{\theta} - i\vec{\phi}) \right], \quad (3.25) \]

\[ ^3 \text{Any terms in } \vec{p} \text{ which may be proportional to } \varepsilon \text{ are irrelevant for our purposes and are excluded.} \]
and if “×” is used to denote the standard the cross product on \( \mathbb{R}^3 \), a calculation shows that
\[
p_a \tilde{\psi}^a = \tilde{z} \times \tilde{p}.
\]
(3.26)
Combining this with (2.18) and (3.23) finally shows that by defining
\[
\tilde{S} = \frac{1}{2} S^{ab} \nabla_a \tilde{\psi}_b,
\]
(3.27)
we recover the Newtonian relation
\[
\tilde{L} = \tilde{z} \times \tilde{p} + \tilde{S}
\]
(3.28)
between different types of angular momenta. Given this, it is natural to interpret \( \tilde{L}, \tilde{z} \times \tilde{p} \), and \( \tilde{S} \) as the total, orbital, and spin angular momenta, respectively. However, it is only \( \tilde{L} \) which is necessarily conserved.

Nearly identical calculations can be used to describe constraints on the forces and torques which are imposed by the rotational Killing fields: If force and torque 3-vectors are defined such that
\[
\tilde{z} \times \tilde{F} = F_a \tilde{\psi}^a, \quad \tilde{N} = \frac{1}{2} N^{ab} \nabla_a \tilde{\psi}_b,
\]
(3.29)
it follows from (2.19) that
\[
\tilde{N} + \tilde{z} \times \tilde{F} = 0.
\]
(3.30)
This and (3.28) are valid through all multipole orders.

Additional insight may be gained by examining the components of these equations which lie parallel to \( \tilde{z} \). For this purpose, it is first useful to note that
\[
\nabla_a \tilde{\psi}_b = \text{Re} \left[ \left( (1 - 2M/r)X_{ab} - \tilde{Y}_{ab} \right) (\tilde{\phi} + i\tilde{\theta}) - K_{ab}(\tilde{z}/r^2) \right].
\]
(3.31)
Then, dotting (3.28) with \( \tilde{z} \) while using (3.27) shows that shows that
\[
(\tilde{z}/r) \cdot \tilde{L} = -\frac{1}{2r} \text{Re}(S^{ab}K_{ab}).
\]
(3.32)
The left-hand side here is proportional to the cosine of the angle between \( \tilde{z} \) and \( \tilde{L} \). Changes in this angle therefore require changes in \( \text{Re}(S^{ab}K_{ab})/r \). If there is no spin, \( \tilde{z} \) and \( \tilde{L} \) must be orthogonal.

A similar calculation applied to the force and torque constraint (3.30) shows that \( \tilde{z} \cdot \tilde{N} = 0 \). Equivalently,
\[
\text{Re}(N^{ab}K_{ab}) = N^{ab}m_a \bar{m}_b = N^{\theta\phi} = 0.
\]
(3.33)
This might appear to be a weaker form of the torque constraint (3.16). However, the two results have different regimes of validity. Eq. (3.33) was obtained using the three rotational Killing fields in Schwarzschild, and is valid through all multipole orders. By contrast, the derivation of (3.16) assumed less about the spacetime—requiring only that it be vacuum and type D—but more about the multipole structure—requiring that all contributions beyond the quadrupole be ignorable. The conclusion here is that in Schwarzschild, the real component of (3.16) is in fact exact, and may be viewed as a consequence of the Killing constraints. The imaginary component of that equation, \( \text{Im}(N^{ab}K_{ab}) = N^{\tau\tau} = 0 \), is independent of the Killing constraints and may be violated beyond quadrupole order.

In Schwarzschild, there are five force and torque constraints in the quadrupole approximation. Four of these constraints are due to the Killing fields and one to the imaginary component of (3.16). In more general Kerr spacetimes with \( a \neq 0 \), there are instead four force and torque constraints in the quadrupole approximation. Two of these are due to the Killing fields and two to the real and imaginary components of (3.16). This distinction between the Kerr and Schwarzschild cases is summarized in Table I.

### IV. ACTIVELY-CONTROLLED MOTION IN THE SCHWARZSCHILD SPACETIME

Our focus in Sect. III was on determining which forces and torques could (or could not) be produced by appropriately-structured bodies. This amounted to finding constraints on the possible equations of motion. However, except with the conservation laws implied by Killing fields, it is not obvious how constraints on the equations of motion translate into constraints on their solutions. This section discusses some of those solutions.

Doing so requires specialization: We restrict to spin-free, torque-free bodies in Schwarzschild. These bodies are assumed to actively control their quadrupole moments, both to maintain a torque-free state and to control their motion. If octupole and higher moments are ignored, we shall see that the orbits of such bodies are controlled only by \( \text{Re} J_2 \). That component of the quadrupole moment can be varied to control a body’s mass, and from that, radial falls can be slowed or accelerated, unstable orbits can be stabilized, and bound orbits can change their eccentricities.

The analysis here may be viewed as the relativistic generalization of the Newtonian discussion in \([13]\). In that context, bodies were also assumed to be spin-free,
in part to avoid maneuvers in which a spacecraft would be likely to spin itself apart. The same argument could be applied also in the relativistic context to motivate the torque-free condition. However, this condition can also be viewed as a mathematical convenience. It allows some of the versatility of extended-body effects to be explored while avoiding many of complications which would arise without it.

A. Torque-free bodies

The motion of an extended body simplifies considerably when no torque acts upon it. Restricting to the quadrupole approximation, it follows from (3.15) that this occurs if and only if

$$J_1 = J_3 = 0.$$  \hspace{1cm} (4.1)

Equivalently, the torque vanishes if and only if the conformal Killing-Yano tensor $K^{ab}$ is an eigenbivector of a body’s quadrupole moment:

$$J^{ab}cdK_{cd} = -4J_2K^{ab}. \hspace{1cm} (4.2)$$

These results hold in any vacuum type D spacetime. Specializing to the Schwarzschild case while recalling (3.14), the force on a torque-free body is simply

$$F_a = -\mathcal{J} \nabla_a \Psi \hspace{1cm} (4.3)$$

where it is convenient to define

$$\mathcal{J} = 8 \text{Re} J_2. \hspace{1cm} (4.4)$$

The motion is therefore affected by only a single real quadrupole component: $\mathcal{J}$. Like all components of the quadrupole moment, this is unconstrained by stress-energy conservation. It may be viewed as a kind of control parameter for suitably-engineered spacecraft.

In terms of $J^{abcd}$, it follows from (3.10) and (3.11) that the control parameter can be written as

$$\mathcal{J} = -\frac{1}{2} \text{Re}(J^{abcd}K_{cd}/r^2). \hspace{1cm} (4.5)$$

Similarly, the torque-free condition (4.1) is equivalent to the two complex equations

$$J^{abcd}(X_{ab} \pm Y_{ab})K_{cd} = 0. \hspace{1cm} (4.6)$$

By substituting (2.13) into these equations, they can be rewritten in terms of the mass and momentum quadrupoles $Q^{ab}$ and $\Pi^{ab}$. In general, the resulting expressions are complicated. However, in the Newtonian limit where $\Pi^{ab} \rightarrow 0$, $r/M \rightarrow \infty$, and $\tau^a \rightarrow \partial_t$, they reduce to

$$\mathcal{J} = \frac{3}{2} Q_{rr}, \hspace{0.5cm} Q_{r\theta} = Q_{r\phi} = 0 \hspace{1cm} (4.7)$$

This is equivalent to stating that in the Newtonian limit, $\partial_r$ must be an eigenvector of $Q^{a\flat}b$, and that the corresponding eigenvalue is $\frac{3}{2} \mathcal{J}$. These results agree with the purely-Newtonian analysis in [13], where the control parameter denoted there by $q$ is equivalent to our $\frac{3}{2} \mathcal{J}$.

1. Spin-free bodies

We would like to consider bodies which are not only torque-free, but also spin-free$^4$. It is therefore necessary to ensure that if the torque vanishes, an angular momentum which is initially zero will remain zero. This is not automatically the case, as it follows from (2.16) that for a torque-free body, $S^{ab} = 2\mu [a z_b]$. The right-hand side of this equation is present even in Newtonian physics [32], where it can be eliminated by placing the origin at the center of mass. A similar strategy is effective also in the relativistic context: Imposing the center of mass condition (2.20) here and in the remainder of this section, the momentum-velocity relation (2.23) implies that in the torque-free case, there is some $\alpha_c$ such that $S^{ab} = p^{[a}S^{b]\alpha_c]$. One solution is $S^{ab} = 0$. It is therefore consistent to consider non-spinning bodies when $N^{ab} = 0$ and $S^{ab}p_b = 0$.

For any non-spinning body which satisfies these conditions, it follows from (2.16) and (4.3) that

$$\dot{p}_a = -\mathcal{J} \nabla_a \Psi. \hspace{1cm} (4.8)$$

Also, the parameter normalization (2.22) and the momentum-velocity relation (2.23) imply that $p^a = mu^a = m\dot{z}_a$. The hidden momentum therefore vanishes and $s$ is a proper time. Furthermore, the energy (3.18) and the angular momentum (3.28) reduce to

$$E = -m^a t^a, \hspace{0.5cm} \vec{L} = \vec{z} \times \vec{p}. \hspace{1cm} (4.9)$$

These quantities are constant, regardless of $\mathcal{J}$.

2. Effective potentials and effective masses

The motion of torque-free, spin-free bodies can be described using an effective potential. To derive this, first note that the unchanging direction of $\vec{L}$ implies that the motion must be planar. Without loss of generality, we therefore restrict to the $\theta = \pi/2$ equatorial plane. Applying the conservation of $L \equiv |\vec{L}|$ then determines the azimuthal motion in terms of the radial motion:

$$\frac{d\phi}{ds} = \frac{L}{mv^2}. \hspace{1cm} (4.10)$$

Furthermore, the radial motion follows by combining this with $g_{ab}z^a z^b = -1$ and with the conservation of energy.

$^4$ The spin-free and torque-free assumptions are logically independent. Clearly, a torque-free body can spin. More interestingly, some torqued bodies need not spin. Adopting the center of mass condition (2.20), it follows from (2.16) and (2.23) that torques satisfying $N_{ab} = 2\mu [a z_b]$ cannot spin up an initially non-spinning body. Such a torques would instead influence the dynamics via the hidden momentum $p^a - m\dot{z}^a = N^{ab}u_b$.
The result is most conveniently expressed using a time parameter \( s' \) which is related to \( s \) via

\[
d\frac{s'}{ds} = M/m. \tag{4.11}
\]

In terms of this,

\[
\left( \frac{dr}{ds'} \right)^2 + \Phi_{\text{eff}}(r, m) = (E/M)^2, \tag{4.12}
\]

where

\[
\Phi_{\text{eff}}(r, m) = (m/M)^2(1 - 2M/r) \left[ 1 + (L/mr)^2 \right] \tag{4.13}
\]

is the effective potential. Also, \( d\phi/ds' = L/Mr^2 \). Except for some unconventional rescalings, these equations are superficially identical to textbook results [46] on geodesics in the Schwarzschild spacetime. They are more general, however: For geodesics, \( m \) is fixed. For extended bodies, \( m \) can vary.

In fact, if precession effects are excluded, all nontrivial aspects of the dynamics are determined by variations in the mass. How \( m \) varies follows from (4.8), which implies that

\[
d\frac{d}{ds} \left( m - J \Psi \right) = -\Psi d\frac{d}{ds} J. \tag{4.14}
\]

This suggests that it is useful to define the “effective mass”

\[
\text{m}_{\text{eff}} = m - J \Psi = m + J M/r^3. \tag{4.15}
\]

In general, both \( m \) and \( m_{\text{eff}} \) depend on time. Although either mass determines the other, it can be convenient to keep both in mind: \( m_{\text{eff}} \) tends to simplify calculations while \( m \) has a simpler interpretation. More specifically, \( m \) is an “oscilating mass,” meaning that the oscillating geodesic has specific energy \( E/m \) and specific angular momentum \( L/m \). If \( J \) is initially nonzero but is then rapidly reduced to zero, the subsequent motion will be a geodesic with those parameters. The physical distinction between \( m \) and \( m_{\text{eff}} \) may be clarified by noting that the Newtonian potential energy due to a body’s quadrupole moment is \(-J M/r^3 [13, 26] \). The difference \( m - m_{\text{eff}} \) may therefore be interpreted as the gravitational potential energy due to a body’s quadrupole moment.

Although our primary interest is in cases where \( J \) varies, it is instructive to first suppose that it is fixed. In that case, (4.14) implies that \( m_{\text{eff}} \) is fixed as well. This is a special case of the more general result that \( m - \frac{1}{2} J^{abcd} R_{abcd} \) is constant when \( (D^M J^{abcd}/ds)R_{abcd} = 0 \), where the operator \( D^M/ds \) is a generalized Fermi derivative along \( Z \) [26]. Regardless, the qualitative features of orbits with constant \( J \) can be read off just by plotting \( \Phi_{\text{eff}}(r, m) = \Phi_{\text{eff}}(r, m_{\text{eff}} + J \Psi) \). Three such curves are displayed in Fig. 1.

Generalizing slightly, effective potential plots can be used in standard ways whenever \( m \) depends only on \( r \). This includes cases where \( J \) is constant, although there are other possibilities as well. Regardless, it follows that if \( m \) depends only on \( r \), orbits are effectively fixed. Except in the context of stabilization—cf. Sect. IV C below—such cases are not particularly interesting. Much more dramatic extended-body effects arise when \( m \) changes secularly over time, which can be arranged by appropriately cycling \( J \) over many orbits. This is discussed in Sect. IV D below.

3. Piecewise-constant \( J \)

In most of the applications considered below, \( J \) is piecewise constant. This models an idealized spacecraft which has been engineered to rapidly switch between two or more torque-free configurations. Although objects cannot not switch states instantaneously without violating energy conditions, this aspect of the idealization does not appear to be essential: Finite switching times result in more complicated calculations but similar conclusions.

To understand what happens when \( J \) is piecewise constant, it suffices to understand how this parameter affects \( m \) or \( m_{\text{eff}} \). Between state changes, \( m_{\text{eff}} \) is fixed while \( m \) is not. During a state change, (4.14) implies that if \( J \) rapidly switches to \( J + \delta J \),

\[
\delta m = 0, \quad \delta m_{\text{eff}} = -\Psi \delta J. \tag{4.16}
\]
This result is used below to construct control strategies where changes in $\mathcal{J}$ have prescribed consequences.

Similar results arise also in Newtonian gravity. However, the interpretation is different. In a relativistic context, $E$ is constant while $m$ and $m_{\text{eff}}$ are not. In a Newtonian context, the mass is constant while the energy is not. Despite appearances, these statements are consistent. It is only definitions which differ. In fact, there are two definitions of energy used in the Newtonian analysis in [13]. One of these behaves like $E - m$ and the other like $E - m_{\text{eff}}$.

B. Radial infall

The simplest type of motion which might be considered is radial infall. In that case, there is one interesting question: Can a mass use extended-body effects to slow or accelerate its fall? This question has been addressed before [15, 18, 21–23], using constrained Lagrangians which were purported to describe cyclically-deforming spacecraft. Here, we show—without introducing interior models—that non-spinning, torque-free spacecraft can indeed control their falls. However, in contrast with some claims in the literature, no control remains if a body’s configuration is cycled at high frequencies.

Suppose that an object begins at rest with initial mass $m_i$ and initial radius $r_i$. Then (4.11)–(4.13) imply that after falling to a smaller radius $r_f < r_i$, the radial speed is given by

$$\left(\frac{dr_f}{ds}\right)^2 = \left(\frac{m_i}{m_f}\right)^2 (1 - 2M/r_i) - (1 - 2M/r_f). \quad (4.17)$$

The speed of a fall can therefore be controlled by controlling $m_f/m_i$. If a body increases its mass, it would fall more slowly than a geodesic with the same initial and final radii. If it decreases its mass, it would fall more quickly.

Whether the mass increases or decreases, and by how much, is determined by $\mathcal{J}$. From (4.14),

$$m_f/m_i = 1 - \frac{3M}{m_i} \int_{r_f}^{r_i} \left(\frac{\mathcal{J}}{R^2}\right) dR. \quad (4.18)$$

This ratio is as small as possible—which maximizes the speed of a fall—when $\mathcal{J}$ is as large as possible for as long as possible. Similarly, the speed of a fall can be minimized by making $\mathcal{J}$ as small as possible for as long as possible. If $\mathcal{J}$ can vary only in a fixed interval $[\mathcal{J}_-, \mathcal{J}_+]$, the largest effects are therefore obtained by holding it constant at its maximum or minimum value. In those cases,

$$m_f/m_i = 1 - (\mathcal{J}_\pm M/m_i) (1/r_f^3 - 1/r_i^3). \quad (4.19)$$

Falls are accelerated when $\mathcal{J}_+ > 0$ and slowed when $\mathcal{J}_- < 0$. However, extremely large quadrupole moments would be required to have a significant effect.

C. Orbital stabilization

We now consider circular motion, showing that extended-body effects can be used to stabilize the unstable circular geodesics with radii between $3M$ and $6M$. Again suppose that $\mathcal{J}$ can vary throughout the fixed interval $[\mathcal{J}_-, \mathcal{J}_+]$. A nearly-circular orbit can then be stabilized by switching $\mathcal{J}$ between $\mathcal{J}_-$ and $\mathcal{J}_+$ when $r$ crosses a fixed setpoint $r_c$. More precisely, suppose that\(^5\)

$$\mathcal{J} = \begin{cases} \mathcal{J}_+, & r > r_c, \\ \mathcal{J}_-, & r \leq r_c. \end{cases} \quad (4.20)$$

We assume that the orbit is not precisely circular with radius $r_c$. Then, if $r$ increases above $r_c$, it follows from (4.16) that $m_{\text{eff}}$ increases by $(\mathcal{J}_+ - \mathcal{J}_-) M/r_c^3$. If $r$ decreases below $r_c$, the effective mass decreases by this same amount. As $m_{\text{eff}}$ is related to $m$ via (4.15), there must be a constant $m_c$ such that for all $r$,

$$m = m_c - \mathcal{J} M (1/r^3 - 1/r_c^3). \quad (4.21)$$

This depends only on the current value of $r$, and not on the body’s history. It may be substituted into the effective potential (4.13) in order to determine the behavior of orbits under the control law (4.20).

The result is not interesting unless $r_c$ is chosen appropriately. If the body has angular momentum $L$, we now set this to be equal to the radius of an unstable circular geodesic with specific angular momentum $L/m_c$. The setpoint $r_c$ is therefore chosen to satisfy

$$L/m_c = \frac{r_c}{\sqrt{r_c/M - 3}}. \quad (4.22)$$

Use of this and (4.21) results in the effective potential plotted in Fig. 2. In the point-particle case where $\mathcal{J}_\pm = 0$, the effective potential has a local maximum at $r = r_c$; orbits near that radius are unstable. For an extended body where $\mathcal{J}_+$ and $\mathcal{J}_-$ have opposite signs, there is instead a local minimum at $r = r_c$; orbits near that radius are stable.

D. Orbital maneuvering

Extended-body effects may be used not only to stabilize a given geodesic, but also to maneuver between different geodesics. This is because, although each individual orbit is close to a geodesic when $\mathcal{J}$ is small, the approximating geodesic can change considerably over many orbits. There are restrictions, however. We now

\(^5\) The discussion here is chosen to be as simple as possible, using a “bang-bang” control strategy without hysteresis. Many refinements are possible.
determine which orbital maneuvers are available to spin-free, torque-free bodies. In this context, orbital changes are determined entirely by changes in $m$. Our discussion begins without specifying precisely how mass changes occur. Later, we examine one strategy for obtaining large mass changes from small, cyclic variations in $J$.

1. Motion through the space of geodesics

If a body changes its mass, its orbit may be characterized by the geodesic which instantaneously approximates it. Over time, however, the approximating (or osculating) geodesic may be viewed as drifting through the space of all possible geodesics. In order to describe this, it is convenient to introduce coordinates on the space of geodesics. Two such coordinate systems are considered here.

Our first set of coordinates on the space of geodesics—really geodesics modulo rotations and time translations—is comprised of the specific energy $E/m$ and the specific angular momentum $L/m$. If an extended body changes its mass, the conservation of $E$ and $L$ implies that the geodesics which instantaneously approximate its orbit must be confined to a straight line in the coordinates $E/m$, $L/m$. Different mass-changing bodies can move on different lines, each of which is characterized by its slope $L/E$. Mass increases move the approximating geodesics towards the $E/m = L/m = 0$ origin. Mass decreases move them away. Although these statements are simple to derive, their physical implications are not immediately apparent.

It is more intuitive to describe a body’s motion using a different set of coordinates on the space of geodesics: the eccentricity $e$ and semi-latus rectum $p$. These quantities generalize the eccentricity and semi-latus rectum which appear in the Newtonian 2-body problem\(^6\). Their precise definitions are given in Appendix C and elsewhere [47–49], although the idea is that $e$ and $p$ are defined to preserve, up a non-dimensionalization of $p$, the Keplerian relations between themselves, the radius of apocenter $r_+$, and the radius of pericenter $r_-$. This means that

$$r_{\pm} = \frac{pM}{1 \mp e}.$$  \hspace{1cm} (4.23)

Equivalently,

$$pM = \frac{2r_+r_-}{r_+ + r_-}, \quad e = \frac{r_+ - r_-}{r_+ + r_-}.  \hspace{1cm} (4.24)$$

As explained in Appendix C, these relations hold throughout region of parameter space described by

$$p \geq 6 + 2e, \quad 0 \leq e < 1.  \hspace{1cm} (4.25)$$

If $e = 0$, the geodesic is circular and stable, with radius $pM$. If $e \to 1$, the geodesic extends to arbitrarily large radii; it is unbound. If $p = 6 + 2e$, the geodesic asymptotically approaches an unstable circular geodesic with radius $2pM/(p - 4)$. For the remainder of this section, we use $(e, p)$ as coordinates on the space of geodesics. The coordinates $(E/m, L/m)$ are related via (C2).

For a torque-free extended body in Newtonian physics, extended-body effects can be used to change $e$ but not $p$ [13]. We now show that in a relativistic context, changes in $m$ change both $e$ and $p$. To see this, note that the conservation of $E$ and $L$ implies that the geodesics which approximate the motion of a mass-changing body must lie on a level curve of

$$(E/L)^2 = \frac{(p - 2)^2 - 4e^2}{M^2p^4},  \hspace{1cm} (4.26)$$

viewed as a function of $e$ and $p$. A number of these curves are plotted in Fig. 3. Crucially, they can be separated into two categories, depending on whether or not they extend to the $p = 6 + 2e$ separatrix. If a level curve does not extend to the separatrix, an initially-bound geodesic can eventually be made unbound. If a level curve does extend to the separatrix, escape is impossible.

If escape is possible, (4.25) implies that $p > 8$ as $e \to 1$. Using (4.26), this condition can be satisfied only when

$$EM/L < 1/4.  \hspace{1cm} (4.27)$$

\(^6\) For a Keplerian ellipse with semi-major axis $a$ and eccentricity $e$, the semi-latus rectum is $a(1 - e^2)$. Geometrically, this is the half-length of the chord which passes through a focus and is orthogonal to the long axis of the ellipse. The Newtonian semi-latus rectum is also proportional to the square of the angular momentum of the orbiting body.
A more intuitive characterization may be obtained by supposing that an orbit is initially circular, with radius $r_i$. Escape is then possible for all

$$r_i > 2(3 + \sqrt{5})M \approx 10.5M. \quad (4.28)$$

Transferring from a stable circular orbit to an unbound orbit is accomplished by decreasing $m$. From (C2), the initial and final masses must be related by

$$m_f/m_i = \frac{1 - 2M/r_i}{\sqrt{1 - 3M/r_i}}. \quad (4.29)$$

This ratio is smallest when $r_i$ saturates the bound (4.28), in which case $m_f/m_i \approx 0.958$. It may also be shown that in a post-Newtonian limit where $p \to \infty$, escaping from an initially-circular orbit with $p_i = r_i/M$ results in the semi-latus rectum $p_f = p_i - 4/p_i + \ldots$ The first deviation from the constant-$p$ Newtonian expectation therefore occurs at second post-Newtonian order.

If $EM/L \geq 1/4$, a body cannot use mass changes to escape from a bound orbit. Instead, a decreasing mass would eventually result in the approximating geodesic approaching the separatrix. If this approach is not made with care, instability would set in and the body would plunge. However, extended-body effects can be used to stabilize the approach. In that case, the orbit would eventually tend towards an unstable circular geodesic. In other words, it is possible—in the strong-field regime—to use mass changes to transfer between pairs of circular orbits. The initial and final radii of these orbits cannot be chosen at will, but must be related by

$$\left(\frac{1 - 2M/r_i}{1 - 2M/r_f}\right)^2 = \frac{r_i}{r_f}. \quad (4.30)$$

Transitions are therefore possible between circular geodesics with radii between $4M$ and $2(3 + \sqrt{5})M$. Except in the degenerate case where $r_i = r_f = 6M$, this transition always occurs from a stable geodesic to an unstable one, or vice versa. Furthermore, the mass change required to perform such a maneuver is described by

$$(m_f/m_i)^2 = \frac{r_i}{r_f} \left(1 - 3M/r_i \right) \left(1 - 3M/r_f \right). \quad (4.31)$$

An example of an extended body maneuvering between two circular geodesics is provided in Fig. 3. The body there begins near an unstable geodesic with radius $5.0M$, which is initially stabilized by the method discussed in Sect. IV C. Using the mass-increasing technique discussed below, this is then converted into a stable circular geodesic with radius $7.4M$. The process requires a total mass increase of approximately 0.25%. Note that although the initial and final geodesics are nearly circular, the intermediate geodesics are not.
2. Changing mass

We now explain how it is that large changes in mass can be produced without correspondingly large quadrupole moments. First, it is clear from (4.14) and (4.15) that changes in $m_{\text{eff}}$ are produced by changes in $\mathcal{J}$. However, if $\mathcal{J}$ changes and then returns to its original value, it is not necessarily true that $m_{\text{eff}}$ also returns to its original value. In fact, appropriately-designed cycles lead to net increases or decreases in $m_{\text{eff}}$. Although each such change may be small, a body in a bound orbit can complete many cycles, eventually resulting in a significant mass change.

If $\mathcal{J}$ is again allowed to vary throughout the interval $[\mathcal{J}_-, \mathcal{J}_+]$, a body in a non-circular orbit can decrease its mass by setting

$$\mathcal{J} = \begin{cases} \mathcal{J}_-, & r > 0, \\ \mathcal{J}_+, & r \leq 0. \end{cases}$$

(4.32)

A body can instead increase its mass by swapping the roles of $\mathcal{J}_-$ and $\mathcal{J}_+$ in this expression. Regardless, $\mathcal{J}$ is piecewise-constant and the effective mass changes only when passing through pericenter or apocenter, where it jumps according to (4.16). Applying the mass-decreasing strategy over one orbit, $\mathcal{J}$ returns to its original value while

$$\Delta m_{\text{eff}} = -(\mathcal{J}_+ - \mathcal{J}_-)M \left(1/r_+^3 - 1/r_-^3\right)$$

$$= -2e(\mathcal{J}_+ - \mathcal{J}_-) \left(\frac{3 + e^2}{p^3M^2}\right).$$

(4.33)

Repeating such a cycle over multiple orbits would result in a continually decreasing mass, at least until $e \to 1$ or $p \to 6 + 2e$. If a mass-increasing cycle was used instead, the mass would continue to increase until the orbit circularizes.

Changes in $m_{\text{eff}}$ induce changes in the eccentricity $e$ and the semi-latus rectum $p$. In the mass-decreasing case, (4.33) and (C2) imply that over each orbit,

$$\Delta e = 2 \left(\frac{\mathcal{J}_+ - \mathcal{J}_-}{L^2/m}\right)$$

$$\times \left(\frac{3 + e^2}{p - 6 + (12/p)(1 - e^2)}\right),$$

(4.34)

and

$$\Delta p = -16 \left(\frac{\mathcal{J}_+ - \mathcal{J}_-}{L^2/m}\right) \frac{e(3 + e^2)}{(p - 6)^2 - 4e^2}.$$  

(4.35)

The denominators in both of these expressions vanish on the separatrix, which is a consequence of the instability which sets in as $p \to 6 + 2e$. Another implication of these expressions is that even though $\Delta m_{\text{eff}}$ and $\Delta p$ both vanish as $e \to 0$, the same is not true for $\Delta e$. It is therefore possible for a body to increase its eccentricity even if its orbit is initially circular. This is because a circular orbit can be made slightly eccentric by changing $\mathcal{J}$, and this small eccentricity may be used to build up a larger eccentricity—and eventually an appreciable mass change.

Lastly, we note that changes in $m_{\text{eff}}$, $p$, and $e$ can be seen to depend on $\mathcal{J}_{\pm}$ only via the difference $\mathcal{J}_+ - \mathcal{J}_-$. However, this is not the only measure of the quadrupole moment which affects the dynamics. Without entering into details, the sum $\mathcal{J}_+ + \mathcal{J}_-$ controls the rate of orbital precession. It has a similar effect also in Newtonian gravity [13].

V. DISCUSSION

Our results can be grouped into two categories. First, in Sect. III, we derived general characteristics associated with the laws of motion in vacuum type D spacetimes. Second, in Sect. IV, we applied those characteristics to understand the behavior of actively-controlled spacecraft in the Schwarzschild spacetime. We now discuss these results separately.

A. Constraints on the laws of motion

Working in vacuum type D spacetimes and in the quadrupole approximation, we have shown that all gravitational forces and torques can be summarized by (3.13), or equivalently by (3.14) and (3.15). These results depend on the background geometry only via Lie derivatives of the Weyl scalar $\Psi$ and of the conformal Killing-Yano tensor $\mathcal{K}_{ab}$. One consequence is that at least four of a body’s ten quadrupole components cannot affect its motion. Similarly, at least four force and torque combinations are impossible, regardless of a body’s internal structure: Beyond the Killing constraints with the form (2.19), we have shown that the torque must be constrained by $N^{ab}\mathcal{K}_{ab} = 0$. Taken together, all force and torque constraints involve either Killing vectors or conformal Killing-Yano tensors. Unlike the former of these constraints, the latter do not appear to be related to conservation laws.

The calculations used to derive these results can easily be extended to understand how forces and torques behave in spacetimes which are not necessarily type D. For example, a straightforward calculation similar to the one which led to (3.13) shows that in the quadrupole approximation, the generalized force in any vacuum type N spacetime is

$$\frac{d}{ds} \mathcal{P}_\xi = \frac{2}{3} \text{Re}\left[\Psi_4(J_0 Y^{ab} + J_1 Z^{ab}) \mathcal{L}_\xi X_{ab} - J_0 \mathcal{L}_\xi \Psi_4\right].$$

(5.1)

Here, the lone principal null direction is now tangent to $\ell^\xi$, so the only non-vanishing Weyl scalar is $\Psi_4 \equiv \frac{1}{4} R_{abcd} Y^{ab} Y^{cd}$. Physically, this force could be used to describe how extended-bodies move in response to a gravitational wave. Regardless, the absence of $J_2$, $J_3$, and $J_4$...
implies that at least six real quadrupole components are irrelevant in vacuum type N spacetimes. This contrasts with the four irrelevant components found in the type D case. Similarly, there are at least six constraints on force and torque combinations in vacuum type N spacetimes. Some type N backgrounds admit only a single Killing vector [40], so in some cases, the majority of these constraints are not due to Killing fields. It may also be seen that unlike in the type D case, a spacecraft which actively controls its torque can, in a type N background, have no independent control over its force.

B. Applications to rocket-free spacecraft

Our second category of results involve spacecraft which actively control their quadrupole moments in order to control their motion. Perhaps surprisingly, the behavior of spin-free, torque-free bodies in Schwarzschild is almost identical to the behavior of torque-free Newtonian bodies in spherically-symmetric gravitational fields. For example, the torque-free condition is equivalent, in both cases, to an eigenvector condition on the quadrupole moment: In the Newtonian case, it is the radial vector which must be an eigenvector of the mass quadrupole moment [13]. In the relativistic case, it is \( K_{ab} \) which must be an eigen(bi)vector of \( J^{abcd} \). The eigenvalues associated with these eigenvectors control the motion. More precisely, they control the force, which is structurally identical in both the Newtonian and the relativistic cases. These and other characteristics of the Newtonian and relativistic problems are compared in Table II.

There are only two significant differences between the capabilities of spin-free, torque-free spacecraft in the Newtonian and the relativistic contexts: In Schwarzschild, (i) unstable geodesics may be stabilized, and (ii) it is possible to transfer between certain pairs of circular orbits with radii between \( 4M \) and \( (2(3 + \sqrt{5})M) \). In a spherically-symmetric Newtonian field, there are, by contrast, no instabilities to stabilize. It is also not possible, in the Newtonian context, to transfer from one circular orbit to another (unless the torque-free condition is lifted). These differences are not due to any intrinsically-relativistic effects in the theory of motion, but rather to the relative complexity of the Schwarzschild geometry. This is evidenced by the fact that features similar to those seen in Schwarzschild can also be found in Newtonian systems which are not spherically symmetric. For example, unstable point-particle orbits can arise around highly-oblate Newtonian masses, and these can be stabilized in a manner similar to the relativistic stabilization discussed in Sect. IV C [13].

This is not to say that extended-body effects are always similar in Newtonian and relativistic contexts. If the spin-free and torque-free assumptions made in Sect. IV are lifted, there can be essential differences. One such difference is that the relativistic theory allows a body to directly control its hidden mechanical momentum: Even though it follows from (2.16) that \( p^a \) cannot change on very-short timescales, (2.23) implies that \( \dot{z}^a \) can vary as rapidly as the multipole moments can be varied. A body can therefore exert direct control not only over its acceleration, but also over its velocity. This is a fundamentally non-Newtonian effect. Some of its consequences have been investigated previously in cosmological backgrounds [16].

While we have not focused here on direct velocity control in black hole spacetimes—which is not possible in the spin-free, torque-free context of Sect. IV—some brief comments are in order. First, it follows from (2.23) that in an (at least instantaneously) spin-free context, the directly-controllable portion of the velocity is \( \dot{z}^a = (\ldots) - N^a p^\mu / m^2 \). Furthermore, use of (3.16) shows that in Schwarzschild and in the quadrupole approximation, a body whose momentum is initially aligned with \( \dot{r} \) can directly control only its angular velocities \( \dot{\theta} \) and \( \dot{\phi} \). Rapidly altering \( \dot{r} \) is not possible unless \( L \neq 0 \). A body which falls radially in Schwarzschild can have a small amount of angular momentum, and it can use this angular momentum to directly alter the speed of its fall. However, the magnitude of this effect would be quadratic in the quadrupole moment and therefore miniscule.

Appendix A: Notation and conventions

We work only in four spacetime dimensions. Sign and index conventions follow those of Wald [46]: The metric \( g_{ab} \) is assumed to have signature +2. Units are used in which \( c = G = 1 \). Abstract spacetime indices are denoted by \( a, b, \ldots \), spinor indices by \( A, B, \ldots \), four-dimensional coordinate indices by \( \mu, \nu, \ldots \), and other numerical indices by \( i, j, \ldots \). The Riemann tensor \( R_{abc}^d \) satisfies \( 2\nabla_{[a}\nabla_{b]}\omega_c \equiv (\nabla_a \nabla_b - \nabla_b \nabla_a)\omega_c = R_{abc}^d \omega_d \) for any 1-form \( \omega_a \). In some places, arrows are placed over symbols to denote triples which are analogous to Euclidean 3-vectors. Overdots are used to denote derivatives only with respect to the worldline parameter \( s \), not with respect to other parameters such as \( s' \). The notation \((\ldots)_{TF} \) is used to indicates the trace-free component of the object inside the parentheses, where the trace-free operation is performed in such a way that it maintains the index symmetries and orthogonality properties of the original object. The main symbols used in the paper are summarized in Table III.

Appendix B: Kerr and Schwarzschild geometries

This appendix collects various facts and conventions related to the Kerr and Schwarzschild spacetimes. In Boyer-Lindquist coordinates \((t, r, \theta, \phi)\), the line element of a Kerr spacetime with mass \( M \) and specific angular
Much of that discussion is valid in any vacuum type D aligned with the spacetime’s principal null directions. The discussion in Sect. III makes use of a null basis \((\ell^a, n^a, m^a, \bar{m}^a)\) in which the first two elements are aligned with the spacetime’s principal null directions. Much of that discussion is valid in any vacuum type D.

\[ ds^2 = -\left(1 - \frac{2Mr}{\Sigma_K}\right)dt^2 - \frac{4aMr}{\Sigma_K} \sin^2 \theta dt d\phi + \frac{\Sigma_K}{\Delta_K} dr^2 + \frac{(r^2 + a^2)^2 - \Delta_K a^2 \sin^2 \theta}{\Sigma_K} \sin^2 \theta d\phi^2, \]

\( \Sigma_K \theta^2 + \frac{(r^2 + a^2)^2 - \Delta_K a^2 \sin^2 \theta}{\Sigma_K} \sin^2 \theta d\phi^2, \)
The three \( \psi \) definitions for constrained by the inequalities (4.25). Turnings points \( r \) must satisfy
\[
0 = r_1^3 [E^2 - M^2 \Phi_{\text{eff}}(r_1, m)] = (E^2 - m^2) r_1^3 + 2m^2 M r_1^2 - L^2 r_1 + 2L^2 M. \tag{C1}
\]

The right-hand side here is a cubic polynomial in \( r_t \), so there are three possible solutions. If two of those solutions can be written as \( r_1 \equiv pM/(1 + e) \) and \( r_2 \equiv pM/(1 - e) \) for some \( e \) and \( p \), Vi`eta’s formulas imply that the third solution must be \( r_3 = 2pM/(p - 4) \). Vi`eta’s formulas also imply that
\[
(E/m)^2 = \frac{(p - 2)^2 - 4e^2}{p(p - 3 - e^2)^2}, \tag{C2a}
\]
\[
(L/m)^2 = \frac{p^2 M^2}{p - 3 - e^2}, \tag{C2b}
\]
which relates the geodesic parametrizations \( E/m, L/m \) and \((e, p)\).

The subtlety here is that although \( p \) and \( e \) are motivated by the hope that the radii of pericenter and apocenter are given by \( r_- = r_1 \) and \( r_+ = r_2 \), this is not guaranteed without additional restrictions: There is nothing in the discussion thus far which precludes \( r_- \) or \( r_+ \) from being equal to \( r_3 \) instead of \( r_1 \) or \( r_2 \). We now characterize those portions of the parameter space where \( r_\pm \) are related to \( e \) and \( p \) in the expected way.

Noting that the apocenter cannot lie below the pericenter, and that neither can lie below the event horizon, enforcing the expected identification between \( r_1, r_2 \), and \( r_\pm \) implies that \( r_2 \geq r_1 > 2M \). This can occur only when the eccentricity lies in the interval \( e \in \{0, 1\} \). Next, the radius of a geodesic must evolve freely between its pericenter and its apocenter, which occurs when \( 1 > (E/M)^2 > \Phi_{\text{eff}}(r, m) \) for all \( r \in (r_1, r_2) \). This and the eccentricity constraint together imply that the semi-latus rectum must satisfy \( p \geq 6 + 2e \). With these two constraints, summarized by (4.25), \( r_- = r_1, r_+ = r_2, \) and \( r_3 \leq r_- \).

In the space of geodesics parameterized by \( e \) and \( p \), the line \( p = 6 + 2e \) is known as the separatrix. On it, \( r_1 = r_3 \) and \( (E/M)^2 \) is equal to the local maximum of \( \Phi_{\text{eff}}(\cdot, m) \), at least when \( e > 0 \). Eccentric geodesics on the separatrix are homoclinic; they asymptotically approach an unstable circular orbit in both the future and the past. In fact, the homoclinic orbits have the same energies and angular momenta as the exactly-circular geodesics which they approach. They differ in our parametrization because, for the unstable circular orbits, \( r_+ \) is equal to \( r_3 \) instead of \( r_2 \).
quadrupole moment. However, no attempt has been made to connect those moments to particular internal models. This appendix provides some intuition by computing the quadrupole moment for two masses connected by a variable-length strut. For simplicity, we restrict to flat spacetime, in which case (2.8) can be used to compute $J_{abcd}$ in terms of a stress-energy tensor $T^{ab}$. We also assume that in the Minkowski coordinates $(t, x, y, z)$, the $\Sigma_s$ are the hypersurfaces with constant $t$.

Our first task is to find a stress-energy tensor which physically describes two masses connected by a variable-length strut. The main criteria are that $T^{ab}$ must (i) be conserved, (ii) have spatially-compact support, and (iii) have positive mass. As noted on page 89 of [46], conserved stress-energy tensors in flat spacetime can be (iii) have positive mass. As noted on page 89 of [46], conserved stress-energy tensors in flat spacetime can be computed in (D6) is then equal to unity. Moreover, the nonzero components of the stress-energy tensor are

$$T^{tt} = \frac{1}{2} (m/\ell) \delta(y) \delta(z) [\delta(x - 1) - \delta(x + 1)], \quad \text{(D8)}$$

$$T^{xx} = \frac{1}{2} m \delta(y) \delta(z) [\Theta(x + 1) - \Theta(x - 1)] \partial_x^2 \ell$$

$$+ T^{tt} (\partial_t \ell)^2. \quad \text{(D10)}$$

Although there are first and second derivatives of $\ell$ in $T^{ab}$, no such derivatives appear in $J^{abcd}$. It may also be noted that if $d^2 \ell/dt^2 \neq 0$, the interior of the strut carries a stress but has no energy or momentum density (as seen by an observer with 4-velocity $\partial_t$). The strut therefore violates the dominant energy condition$^7$, as expected from its description as “massless.” Lastly, since $\ell$ is an arbitrary function of time, it is possible for the endmasses here to have spacelike trajectories. This occurs when $|\partial_t \ell| > 1$, in which case the dominant energy condition is violated not only in the interior of the rod, but also at its endpoints.

Using different choices for $U$, it is possible to construct models which do not violate energy conditions (at least when $\ell$ does not vary too rapidly). However, these models would no longer be interpreted as describing massless struts. Whether massless struts are retained or not, it is also possible to generalize this calculation in order to describe linkages involving any number of masses and struts. Lastly, although these calculations would be performed within flat spacetime, the resulting quadrupole moments would remain good approximations also in curved spacetimes, at least for bodies which are small compared to the local curvature scales.

As a more specific model, consider two identical point masses connected by a variable-length massless strut. Such a system can be described by

$$U(\bar{x}) = \frac{1}{2} [(\bar{x} + 1) \Theta(\bar{x} + 1) + (\bar{x} - 1) \Theta(\bar{x} - 1) - \bar{x}], \quad \text{(D7)}$$

where $\Theta$ denotes the Heaviside step function. The integral in (D6) is then equal to unity. Moreover, the nonzero components of the stress-energy tensor are

$$T^{tt} = \frac{1}{2} (m/\ell) \delta(y) \delta(z) [\delta(x - 1) + \delta(x + 1)], \quad \text{(D8)}$$

$$T^{xx} = \frac{1}{2} m \delta(y) \delta(z) [\Theta(x + 1) - \Theta(x - 1)] \partial_x^2 \ell$$

$$+ T^{tt} (\partial_t \ell)^2. \quad \text{(D10)}$$

7 Energy conditions can be defined in an integrated sense for distributional stress-energy tensors. For example, the dominant energy condition would correspond to demanding that $\int T_{\alpha \beta} \tau^\alpha \tau^\beta dV \geq 0$ for all test vector fields $\tau^\alpha$ and $\tau^\beta$ which are smooth, have compact support, and are future-directed timelike.
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