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ABSTRACT Multi-access Edge Computing (MEC) is a novel edge computing paradigm that moves cloud-based processing and storage capabilities closer to mobile users by implementing server resources in the access nodes. MEC helps fulfill the stringent requirements of 5G and beyond networks to offer anytime-anywhere connectivity for many devices with ultra-low delay and huge bandwidths. Information-Centric Networking (ICN) is another prominent network technology that builds on a content-centric network architecture to overcome host-centric routing/operation shortcomings and to realize efficient pervasive and ubiquitous networking. It is envisaged to be employed in Future Internet including Beyond 5G (B5G) networks. The consolidation of ICN with MEC technology offers new opportunities to realize that vision and serve advanced use cases. However, various integration challenges are yet to be addressed to enable the wide-scale co-deployment of ICN with MEC in future networks. In this paper, we discuss and elaborate on ICN MEC integration to provide a comprehensive survey with a forward-looking perspective for B5G networks. In that regard, we deduce lessons learned from related works (for both 5G and B5G networks). We present ongoing standardization activities to highlight practical implications of such efforts. Moreover, we render key B5G use cases and highlight the role for ICN MEC integration for addressing their requirements. Finally, we layout research challenges and identify potential research directions. For this last contribution, we also provide a mapping of the latter to ICN integration challenges and use cases.

INDEX TERMS Multi-access edge computing (MEC), information-centric networking (ICN), Beyond 5G (B5G)/6G networks, B5G/6G use cases, network softwarization, Internet of Things (IoT), standardization, edge intelligence, blockchain, B5G/6G security.
I. INTRODUCTION

THE FORMIDABLE performance requirements of 5G networks such as Gbps access bandwidths, 1-millisecond latency, 90% reduction in network energy usage and cost efficiency have led to the Multi-access Edge Computing (MEC) concept which optimizes the spatial layout of network applications and services by utilizing pervasive computing, communication and storage resources in or close to the edge of mobile networks [1], [2]. By pushing computing capabilities closer to subscribers, MEC enables low-latency and high-bandwidth access to content, applications, and services [3], [4], [5]. Mobile operators can deploy new revenue generating services for content delivery, Internet of Things (IoT) connectivity, retail, and enterprise applications quickly and effectively by leveraging MEC [6]. Accordingly, MEC market is expected to reach USD 2.8 Billion by 2027, growing at a CAGR of 30.1% from 2020 [7]. In 2020, the largest share of the MEC market belonged to the large enterprises due to the increased generation of data with their widespread geographical presence and customer base. Thus, MEC has been touted as an essential element of 5G networks and attracted significant attention in the research community [8].

The benefits of MEC are expected to be exacerbated with the emergence of Beyond 5G (B5G) systems where new services and technologies require a much more elaborate edge computing infrastructure [3]. Moreover, these networks will be integral parts of the Internet ecosystem, with much tighter coupling and integration than 5G networks. Hence, the challenges faced by them are also valid for the Internet infrastructure in a trend: burgeoning data demands, the dominance of multimedia traffic, cost efficiency requirements, and exponentially increasing access bandwidths [9]. Accordingly, related solution efforts have led to numerous proposals for Future Internet protocols and architectures [10]. Although various improvements such as CDNs (Content Delivery Networks) and P2P (Peer-to-Peer) overlays have already been deployed through the current Internet, more substantial architectural changes are evident for addressing the explosion of video, and P2P traffic [11], [12], [13]. Information-Centric Networking (ICN) is an Internet architecture that puts information at the center where it needs to be and replaces the client-server model by proposing a new publish-subscribe model [14]. In that setting, the network’s critical communication service is the dissemination of content requested by the end-point acting as a consumer.

According to Cisco VNI Report 2018, IP video traffic will be 82% of all IP traffic globally by 2022, up from 75% in 2017 [15]. The repercussions of this phenomenon are already evident. For instance, the over-the-top (OTT) video streaming service Netflix was 15% of the total downstream traffic volume across the entire Internet in 2018 [16]. Moreover, this substantial shift towards content consumption will be accompanied by the situation where smartphone traffic will exceed PC traffic [15]. While this content-dominant load will heavily tax the wireless networks, especially at the mobile edge, and MEC is instrumental in tackling emerging challenges, MEC itself has to evolve to a information/content-centric paradigm to realize its full potential in B5G networks. In that regard, ICN as a networking substrate in the network edge will ease the challenges for MEC-enabled applications under these circumstances [17], [18], [19]. Content-oriented services like UHD (Ultra High Density) video delivery or information consumption services like IoT analytics will benefit from such an information-centric architecture [20], [21], [22]. Moreover, that integration will boost the benefits promised by MEC, such as reduced latency, decreased network traffic, and improved security [23]. To implement this converged system efficiently in future networks, there are key research questions regarding how to support mobility, utilize network softwarization and network slicing, implement context awareness, and address the application characteristics (e.g., efficient provisioning of connection-oriented applications in information-centric architecture) [1], [24], [25], [26].

A. PAPER MOTIVATION

Essentially, the integration of ICN into MEC environment is greatly beneficial for efficient realization of B5G objectives, which spurs us to investigate the prospects for coupling of ICN and MEC, and analyze relevant technical works in this survey. To this end, we discuss related concepts and elaborate on how they can be integrated at the edge of future networks through some key use cases. Albeit its merits, this integration also has its own obstacles and challenges, which we also discuss later in the context of lessons learned and future research directions.

Although there are various well-structured surveys in this domain, there is a need to compile, analyze and synthesize the contributions/outcomes of related literature in the cross-fertilization of ICN, MEC and B5G networks as summarized in Table 2. As one of the first comprehensive surveys, Xylomenos et al. [27] has presented an overview on ICN which is not tailored for B5G networks. It was published in 2012, and thus lacks new advances in this field. As a more recent work, Serhane et al. [36] provided a detailed survey on ICN naming and caching including MEC domain and in 5G and Beyond 5G. However, the main focus of that work is content naming and caching rather than a thorough integration aspect. In the MEC field, Mao et al. [28] provided a survey on communication in MEC. Recently, Pham et al. [3], Filali et al. [29] and Haibeh et al. [37] authored comprehensive surveys on MEC with a 5G perspective in 2020 but they do not focus on ICN integration with MEC. In [33], Grewe et al. present a detailed futuristic vehicular scenario with ICN in combination with MEC. However, it focuses on a single use-case (vehicular networks). In [34], Franklin and Tambe discusses the evolution, architecture, current standardization activities, and use cases of MEC in cellular networks but it is limited to 4G and 5G with a cellular network perspective. In [35], Liu et al. provides an overview of the role of MEC in 5G and IoT and elaborates on MEC for 5G and
TABLE 1. Summary of important acronyms.

| Acronym   | Definition                                      |
|-----------|-------------------------------------------------|
| 5G        | Fifth Generation                                |
| 6G        | Sixth Generation                                |
| AI        | Artificial Intelligence                         |
| AP        | Access Point                                    |
| API       | Application Program Interface                   |
| AR        | Augmented Reality                               |
| B5G       | Beyond 5G                                       |
| CAV       | Connected Autonomous Vehicles                   |
| CCN       | Content-Centric Networking                      |
| CDN       | Content Delivery Network                        |
| C-RAN     | Cloud-RAN                                       |
| DoS       | Denial of Service                               |
| FiB       | Forwarding Information Base                     |
| i2H       | Hospital-to-Home                                |
| ICN       | Information-Centric Networking                  |
| IETF      | Internet Engineering Task Force                 |
| IoMT      | Intelligent Internet of Medical Things          |
| IoT       | Internet of Everything                          |
| IoT       | Internet of Things                              |
| IoV       | Internet of Vehicles                            |
| ITU       | International Telecommunication Union           |
| MCC       | Mobile Cloud Computing                          |
| MEC       | Multi-access Edge Computing                     |
| ML        | Machine Learning                                |
| MNO       | Mobile Network Operator                         |
| MR        | Mixed Reality                                   |
| NDN       | Named Data Networking                           |
| NFV       | Network Function Virtualization                 |
| NOMA      | Non-Orthogonal Multiple Access                  |
| OTT       | Over-The-Top                                    |
| PDU       | Protocol Data Unit                              |
| PoP       | Point of Presence                               |
| QC        | Quantum Communication                           |
| QoE       | Quality of Experience                           |
| QoS       | Quality of Service                              |
| RAN       | Radio Access Network                            |
| RSU       | Road Side Unit                                  |
| SDN       | Software-Defined Networking                     |
| UAV       | Unmanned Aerial Vehicle                         |
| UE        | User Equipment                                  |
| uHDD      | ultrahigh Data Density                          |
| uMTC      | ultra-massive Machine Type Communication        |
| URLLC     | Ultra Reliable and Low Latency Communication    |
| UHD       | Ultra High Definition                           |
| V2X       | Vehicle-to-everything                           |
| VNF       | Virtual Network Function                        |
| VR        | Virtual Reality                                 |
| XR        | Extended Reality                                |
| ZSM       | Zero-touch network and Service Management       |

IoT. However, they do not cover the integration of ICN and MEC for B5G. Similarly, in [38], Porambage et al. discusses MEC for IoT realization and how MEC is instrumental for IoT realization without ICN aspect and B5G perspective. Taking into account this situation, in our survey, we cover both ICN’s and MEC’s roles with recent and up-to-date works and also analyze them from a B5G perspective. Although there are significant but disparate contributions to tackle the related questions, our comprehensive survey is the first to consolidate and synthesize the lessons learned from the related works to address this cross-domain gap.

B. OUR CONTRIBUTION

As MEC and ICN are key enabler technologies for 5G and B5G networks, it is paramount to identify and elaborate on their potential benefits, integration within and towards other technologies, and various emerging opportunities and challenges. Therefore, this paper ventures to investigate, survey and thoroughly explore the body of work in the technical literature. In essence, the main contributions of this survey are:

- To explore the relevant emerging applications, requirements and key use cases in the confluence of B5G networks, MEC technologies, and ICN paradigm: We identify the key connected digital services/applications in a B5G network environment, and from the perspective of use cases, we render the relation of such applications and requirements which are relevant for MEC and ICN technologies. This is important to explore the utility of ICN and MEC for future networks like B5G systems.

- To investigate how MEC and ICN may alleviate the technical challenges in B5G networks and serve use cases: We highlight the key aspects of MEC and ICN and then elaborate on the gains and benefits brought by integrating them in a future network setting. This treatment provides a realistic and guiding common ground for
To delineate key challenges and future research directions based on the lessons learned: MEC and ICN technologies are still being actively investigated and developed, but rather independently. Furthermore, the integration of ICN and MEC is an open question for future networks. We present key challenges and future research directions for these goals, based on the lessons learned in our work.

C. PAPER ORGANIZATION
The organization of our paper is shown in Fig. 1 and described as follows. A summary of important acronyms is given in Table 1. Section II presents the key properties of MEC and ICN. Section III elaborates on the mutual benefits of MEC and ICN integration such as faster content delivery, edge optimizations, mobility support and content-based security. Section IV underlines the uses cases of ICN MEC to make our arguments for the premise of ICN MEC in future networks such as B5G more tangible. Section V discusses the obstacles and challenges on the road to information-centric realization of MEC, e.g., what makes it challenging, how to maximize advantages while tackling with some key issues such as security, privacy, context awareness and naming. Section VI presents standardization activities while Section VII describes future research directions of ICN MEC for B5G networks. In that latter section, we also provide the link between these research directions and ICN MEC challenges and B5G use cases in Table 5. Finally, Section VIII concludes this paper.

| Work | Description | What is missing wrt. our survey? |
|------|-------------|----------------------------------|
| Xylomenos et al. 2013 [27] | A comprehensive survey on ICN | Not tailored for B5G networks, published in 2012 (new advances missing) |
| Mao et al. 2017 [28] | A survey on communication in MEC | Focuses on MEC and the communication aspect |
| Pham et al. 2020 [3], Filali et al. 2020 [29] | Comprehensive surveys on MEC with a 5G perspective | Very comprehensive surveys but focuses on MEC |
| Taleb et al. 2017 [30], Spinelli et al. [31] | Comprehensive surveys on MEC architecture, multi-tenancy and specifications (Verticals perspective in [31]) | Focuses mainly on MEC specifications and orchestration, no ICN aspect |
| Mach et al. 2017 [32] | Architectural analysis and computation offloading perspective | Focuses on computational offloading in MEC and no ICN aspect |
| Grewe et al. 2017 [33] | Presents a detailed futuristic vehicular scenario with ICN in combination with MEC | Focuses on a single use-case (vehicular networks) |
| Franklin et al. 2020 [34] | Discusses the evolution, architecture, current standardization activities, and use cases of MEC in cellular networks | Limited to 4G and 5G with a cellular network perspective |
| Liu et al. 2020 [35] | Provides an overview of the role of MEC in 5G and IoT | Elaborates on MEC for 5G and IoT, but does not cover the integration of ICN and MEC for B5G |
| Serhane et al. 2020 [36] | Provides a detailed survey on ICN naming and caching including MEC domain and in 5G and B5G | A comprehensive survey but MEC treatment is limited and the main focus is content naming and caching |
| Haibeh et al. 2022 [37] | Presents MEC aspects like dimensioning, virtualization and placement from the perspective of auto-scaled and proactive MEC-NPv infrastructure | Provides a MEC framework analysis based on ETSI MEC reference architecture but focuses solely on MEC |
| Porambage et al. 2018 [38] | Presents an extensive overview on MEC and IoT realization | Focuses mainly on IoT and how MEC is instrumental for IoT realization, no ICN aspect |
| **Our survey** | Goes beyond 5G and presents MEC and ICN integration for future networks comprehensively, considers B5G use cases and applications, provides an up-to-date synthesis of available technical literature and standardization | - |

The integration related aspects discussed in the following parts of our work.

- To identify the architectural aspects of MEC and ICN integration into B5G networks: Although MEC and ICN are promising complementary technologies, their efficient integration into future networks still needs further research efforts. Starting from a 5G point, we present a prospective baseline architecture for realizing ICN and MEC in a mobile network and discuss its elements for future networks including B5G systems. This contribution is important to comprehend the mutual benefits of MEC and ICN integration to tackle the B5G requirements.

- To delineate key challenges and future research directions based on the lessons learned: MEC and ICN technologies are still being actively investigated and developed, but rather independently. Furthermore, the integration of ICN and MEC is an open question for future networks. We present key challenges and future research directions for these goals, based on the lessons learned in our work.
Mobile edge system level: The underlying MEC system is abstracted in the mobile edge system level for user equipment and services to access the MEC system.

Mobile edge host level: This level consists of the mobile edge platform and the virtualization infrastructure to facilitate mobile edge applications.

Network level: The network level provides the connectivity to MEC through various connectivity methods including the Internet, local networks and mobile networks.

2) CHARACTERISTICS OF MEC
MEC exhibits several key characteristics as summarized below [3], [40], [41]:

Proximity: MEC infrastructure is located at the edge of the network in close proximity to users and IoT devices that utilize MEC services. This allows obtaining data from mobile and IoT devices to perform analytics using Big Data and Small Data processing techniques.

Low latency: Being located at the network edge, MEC is accessible with low latency required by delay-sensitive applications. Also, MEC enables mobile and IoT devices to access processing and storage resources available in the MEC in near real-time.

High bandwidth: MEC being deployed at the edge of the network requires less data transmissions towards the cloud due to raw data being processed at the network edge. This also reduces the communication overload and optimizes the backhaul bandwidth utilization of mobile networks.

Location awareness: Since MEC is located in close proximity to users, it is capable of using the information obtained from smart devices and IoT sensors/devices to learn the precise location in order to provide location-based services.

Real-time access to radio network information: MEC is capable of utilizing contextual information along with real-time radio network conditions to enhance the Quality of Service (QoS) and Quality of Experience (QoE) of the services provided.

3) MEC APPLICATIONS
The characteristics of MEC enable several emerging applications. For instance, Augmented Reality (AR)/Virtual Reality (VR)/Mixed Reality (MR) applications cannot be practically delivered through centralized service architectures in the network core [42]. Another example is performing distributed data reduction and security functions for IoT networks [38]. Other use cases include video distribution, content caching, data analytics, edge network optimization, and delay-sensitive applications and services such as gaming and connected autonomous vehicles. Furthermore, advanced security applications and urban monitoring in smart cities are able to perform crowd analysis of large numbers of people owing to MEC capabilities [43]. In addition, the resilience of mobile networks can be enhanced by providing connectivity and essential services through the edge network in case of a disaster. This resilience dimension will be imperative with the omnipresent role of B5G networks and foreseen digital services. MEC also ignites novel verticals for Mobile Network Operators (MNO) in 5G and B5G networks. This is through promoting more network connected applications and services while causing a minimal impact on the backhaul and core networks. Furthermore, resource-constrained mobile and IoT devices are empowered to perform advanced functionalities beyond device capabilities, such as network and application analytics [44]. These functionalities are performed with minimal cloud bandwidth utilization while efficiently using existing network resources. MEC also aids to overcome operational challenges of mobile networks, especially in overcoming bandwidth bottlenecks [45].

B. INFORMATION-CENTRIC NETWORKING
ICN has emerged as a promising future networking paradigm to intrinsically reconcile existing issues of TCP/IP networking like mobility, named-host, availability, security, connection overheads, and management of traffic surge [46]. It is essentially an Internet architecture that puts information at the center and replaces the host-centric model with the content-centric model [26]. The basic idea of ICN is to enrich network-layer functions with the features like named-content, in-network caching, data-level security, name-based routing, multipath routing, and pull-based communication [14], [27].

1) INTEREST AND DATA PACKETS
As a prominent ICN proposal, Content-Centric Networking (CCN) puts forward two types of packets for communication: Interest packet and Data packet [46], [47]. The interest packet represents a request sent out by a host (consumer) to retrieve a particular content. In response, what it gets is a data packet which represents the requested content. In order to use the networking resources at its best, an interest packet window can be used where multiple interest packets are sent back-to-back without waiting for the data packet corresponding to the first interest packet [46]. Flow balance is maintained by real time optimization of interest window, i.e., how many multiple interest packets should be sent out in one go.

2) NAMED CONTENT
Named-content (or service) is the most innovative offering of ICN. The idea is to decouple name from its location and to establish it as an identifier of a content (unlike being locator of a content in TCP/IP). A name (identifier) in place of IP address (locator) within a data packet enables the network elements (or nodes) to know which content is traversing through them. Hence, named-content introduces intelligence within the networking ecosystem and allows downstream nodes, interested for the same content, to share the ongoing data flow resulting in better bandwidth utilization. Since the nodes could read the name of a requested content, several interest packets for the same content, reaching a particular node, could be replaced (aggregated) with only one interest packet which needs to be forwarded to next hop (upstream). In response to the interest, when the data packet reaches
FIGURE 2. Flow of interest packet and data packets in CCN [50].

at this node, it gets replicated to all the interfaces which received the requests.

3) IN-NETWORK CACHING

In-network caching is another important core feature of ICN. ICN takes caching to the core of networks by implementing it at the network layer. The existence of named-contents in ICN gives in-network caching a superiority over web caching and Content Delivery Network (CDN) since named-contents inculcate content consciousness within the network nodes thereby allowing them to be cognizant of what is flowing through it, what is being cached and what is being requested. Various types of in-network caching include on-path, off-path, edge and hybrid caching [48], [49].

4) DATA STRUCTURES AND FUNCTIONALITIES

Three data structures introduced by CCN at each network node are (i) Pending Interest Table (PIT) which maintains the list of interfaces which have received interest packets with the same name prefix (i.e., requesting the same content), (ii) Forwarding Information Base (FIB) holds the list of interfaces which can be used to send out interest packet(s) to fetch a content, and (iii) Content Store (CS) provides facility to store named-contents. Unlike the ephemeral buffers in IP routers which are recycled once the packets are forwarded, the CS in CCN nodes can retain the named-content as long as it is useful. This is to say, since a named-content is independent of location, any CCN node that caches a named-content can be a secondary point-of-source and can serve that content. Thus, CS in CCN aims for high cache hit rate which is achieved by strategically retaining the most demanding the content.

The basic flow of interest and data packets in CCN is depicted in Fig. 2. CCN node upon receiving an interest packet from anyone of its interface first checks its CS. If the data is available, then a copy of the content is sent as a response and this ends the quest of interest packet. Else, an entry corresponding to the requested content along with the requesting interface is made in the PIT of that node. Furthermore, based on FIB entries, the CCN node forwards upstream the same interest packet with a little modification that the current node now becomes the source (i.e., consumer) of the interest packet. When the interest packet meets the content, a reply in form of data packet is sent. The trajectory of this data packet downstream towards the requester(s) is governed by PIT states maintained by intermediate nodes. Any intermediate node receiving a data packet, depending on the caching policy may cache the data in CS and then forwards a copy of that data packet based on the entries in PIT, to node(s) downstream that requested the data. The data packet only backtracks the path that was followed by the interest packet and hence, it is the interest packet which is actually forwarded as per the routing information (FIB).

III. MUTUAL BENEFITS OF ICN AND MEC INTEGRATION

The synergy between ICN and MEC provides various functionalities for 5G and prospective B5G networks as shown in Fig. 3. Furthermore, Fig. 4 presents the key benefits of ICN and MEC integration in B5G networks, which we render in the following segment.

1) ACCELERATED CONTENT DELIVERY

One of the fundamental motives behind the development of MEC is to support the delay sensitive (low latency) applications. This requires faster and efficient content migration from cloud servers to the MEC server at the edge of the network. The use of ICN can enable the high speed content
migration between the MEC nodes and central cloud systems due to its core functionalities such as in-network caching and named-content. The former functionality allows ICN capable nodes (all or selected nodes) to cache the content traversing them based on the caching policy. The latter one makes the network conscious of content being cached and requested. An interest request for the data which is not available at MEC server when sent upstream towards cloud server can be satisfied at any intermediate ICN node which holds a cached copy of the requested content. Thus, the request needs not to travel all the way to cloud server thereby speeding up the content delivery. This benefit can be further improved by implementing latency-aware in-network caching like Latency Aware Caching (LAC) [51]. LAC aims to cache with higher probability the contents that need to be fetched from distant servers.

2) IMPROVED APPLICATION LEVEL RECONFIGURATION

Depending on the need of offered services, MEC-NFV integrated architecture may need to add, upgrade or delete the VNFs which are softwarized components. This process is called as application level reconfiguration. Here application level reconfiguration stands for addition and/or removal of softcore components (i.e., VNFs) to support an application. MEC based service applications may request such changes at any point of time depending on the need or due to non-compliance of promised performance [52].

In MEC systems, a session re-initialization or application level reconfiguration is triggered whenever a session is being served by a non-optimal service instance. Particularly, the mobility of MEC users will lead to network level changes with such situations more often. However, application level reconfiguration in MEC systems can be challenging. Especially, overhead occurs in terms of session re-initialization which potentially impairs the low-latency applications.

However, ICN can improve application level reconfiguration in MEC systems by minimizing the network configuration delay for MEC applications. Thanks to service-centric networking characteristics of ICN technology, it enables
fast resolution of named-based service instances [53], [54]. Therefore, ICN, if tightly integrated in B5G networks, has the potential to handle the application-level reconfiguration for MEC-enabled services.

3) IMPROVED STORAGE AND CACHING AT THE NETWORK EDGE
MEC is able to cache frequently used popular contents at the edge of the network to provide low-delay access while minimizing the burden to the core network [3]. Conversely, ICN is able to utilize MEC to improve the efficiency of storage and caching functions at the edge nodes in the network. This is mainly performed by banking on key ICN characteristics such as location independent naming, opportunistic caching and data replication performed strategically in the network, and cache being ubiquitous and transparent to applications [55]. Therefore, the integration of MEC and ICN is complementary to each other towards improving storage and caching functions at the network edge. This serves both real-time and non-realtime 5G and B5G applications, in case a set of users consume the same content [53].

4) IMPROVED EFFICIENCY OF SESSION MOBILITY
ICN introduces ubiquitous in-network caching to reduce network load and improve QoS of services. This feature is instrumental to reduce bandwidth utilization by signaling traffic for session mobility management in MEC systems. MEC is able to facilitate enhanced session mobility, especially when the client requests are directed towards the same replica of data stored using in-network caching [56]. Also, the session mobility management in MEC is able to reduce the bandwidth utilization for signaling traffic. The utilization of ICN significantly improves session mobility in MEC networks while reducing the operational cost. In contrary to the anchor-based mobility in MEC, ICN uses a split between name resolution and application identifier for mobility management. With the use of location split and application bound identifier, ICN is able to reduce the overheads of user and control planes of MEC session mobility events significantly to efficiently handle host mobility [1]. Furthermore, ICN is able to reliably maintain mobility in connection oriented sessions as the communication is explicit at the network level. Also, it is not necessary to re-establish a connection in case of the re-location of a host [57]. Therefore, the integration of MEC and ICN will be mutually beneficial in improving the session mobility efficiency in future mobile networks.

5) HIGH MOBILITY SUPPORT FOR EXTREME-LOW LATENCY APPLICATIONS
MEC systems are also advantageous in exploiting context-aware data distribution. The real time context aware applications could be accomplished with the correct coordination between MEC platforms. ICN provides considerable opportunities for context-aware data distribution in the networks by allowing content distribution over unreliable radio links and transparent mobility between heterogeneous networks [58], [59]. Since the latency stems from RAN and core network as well as the backhaul between them, the cooperation of MEC and caching technologies can be employed to reduce the latency significantly [60].

Due to the latency support of MEC, ICN MEC integration is important to provide services for high mobility B5G applications such as tactile Internet and autonomous vehicles [61]. MEC can facilitate the intelligent and sophisticated mechanisms that accompany ICN in high-mobility regimes for addressing requirements such as latency-focused caching of transient contents in vehicular information-centric networks or cooperative cache implementations as virtualized functions at the edge [62]. To this end, a smart cache management strategy accompanied by a granular forwarding mechanism is the basic requirement of the ICN-based mobility environments [63]. MEC can facilitate intelligent and sophisticated mechanisms that accompany ICN to function under a latency-optimization objective in such regimes.

6) BETTER SUPPORT FOR REAL-TIME CONTEXT-AWARE MOBILE APPLICATIONS
Delay-sensitive context aware applications such as autonomous cars and drones can be supported by ICN MEC platforms that provide opportunistic caching schemes at ICN access points. This will trim down unicast transmissions at the downlink considering the provided services and facilitate contextualized traffic serving different user requirements. Essentially, contextualized traffic refers to the traffic patterns which can be predicted by analysing the user requests in a vicinity and past traffic activities. Here, the likelihood of using an identical service by a group of users in close proximity can be evaluated, leading to reduction of redundant downlink unicast transmissions, which would otherwise increase the content delivery cost and network level resource (backhaul network resources) consumption for such applications.

Proper re-programming of the ICN layer in the ICN MEC integration may enable user devices to move from one RAN element to another and thus assist transparent mobility among heterogeneous networks [58]. It can be used to tackle link quality fluctuations, which is challenging in the physical and medium-access layers for real-time applications. These link related challenges will be exacerbated with the diversity of radio link technologies in B5G systems.

7) CONTENT-BASED SECURITY AND PRIVACY
In ICN MEC integrated platforms, the content-based security offered by ICN will allow authentication during the content consumption. This will eliminate the additional authentication delays. Moreover, the self-certifying (or certificate-less) public key cryptography based naming models of ICN will help to increase security properties without relying on a third party.

Identity privacy is a intrinsic by design in the ICN paradigm rather than the host centric systems [64]. Few privacy attacks are identified ICN such as timing attack,
communication monitoring attack, censorship and anonymity attack, protocol attack, and naming-signature privacy which are generally affecting content, caches and clients. The content anonymity is the most important consideration to preserve privacy in ICN. Therefore, circulating the content as plaintext in the network may give rise to more privacy risks. In B5G networks, ICN MEC integrated platforms can be utilized to develop privacy enabling mechanisms (e.g., encryption mechanisms) that provide content and communication anonymity.

8) ENABLOR FOR PRACTICAL ICN DEPLOYMENTS AT THE EDGE

MEC provides a flexible service environment at the edge networks. In that setting, a phased implementation of ICN segments serving different use-cases and thus realizing the benefits of ICN paradigm is possible [65]. This practical aspect is particularly important to exploit benefits of ICN and thus promote its integration in future B5G wireless networks.

The programmable environment in the MEC platforms allows the deployment of ICN software components integrating service elements in an information-centric architecture [59]. For instance, information-centric IoT can be realized by adding caches and ICN routers in the MEC platforms and corresponding ICN clients (adapters) in the IoT devices. This open and flexible deployment and management at the edge alleviates the deployment friction for a disruptive technology like ICN.

IV. USE CASES OF ICN MEC INTEGRATION FOR REALIZING BEYOND 5G NETWORKS

This section explains how MEC and ICN enabled B5G networks can enable various applications and use cases in near future. Five key use cases are discussed comprehensively while other possible use cases are also briefly with reference to related work available in the literature. Please note that the exact use cases and applications in B5G or 6G networks are still openly and speculatively discussed. Therefore, we put these key use cases under general titles although the specific realizations in B5G or 6G networks are still being elaborated [66], [67], [68], [69]. For instance, we cover the IoT Integrated Ultra Smart City-Life [69] under Smart Cities or Multisensory XR Applications [67] under Networked Multimdia Applications.

Please note that one option for ICN MEC is to have an information-centric architecture in an end-to-end fashion. The second option is an information-centric MEC environment at the edge to reap benefits of ICN MEC integration with an edge computing focus. Therefore, ICN MEC integration is also instrumental to bring in ICN into future wireless networks in a gradual evolution. Although an end-to-end ICN architecture is ultimately more beneficial, it also comes with operational challenges and costs.

A. SMART CITIES AND HOMES

Over 70% of the world population is expected to reside in cities by 2050, which would result in heavy urbanization [70]. Moreover, the future population is expected to bank on various digital applications and services as a part of their lifestyle. Smart Cities are emerging to facilitate the diverse and complex requirements of future cities utilizing modern information and communication technologies [71]. This will improve and enhance the functionalities of cities while providing sustainable solutions for growing issues such as traffic congestion, pollution, waste disposal and management, and energy and other scare resource management. Such functions will be possible through the massive deployment of IoT devices and sensors in the path towards the Internet of Everything (IoE).

For instance, only the sensory data capturing tasks, such as energy monitoring, noise monitoring, and garbage collection in a smart city are expected to generate data in the range of Terrabytes per year [72]. The analysis of Big Data gathered from a smart city provides meaningful insights towards city planning and developments while also providing a deeper understanding about the demands and requirements of its inhabitants [73]. Smart homes are also being matured together with the increase of IoT devices such as home appliances, home automation, and consumer electronics [74]. For instance, smart air conditioners, smart thermostats, smart televisions, smart coffee makers, and smart cleaning robots are gaining demand while being integrated into the lifestyle of human beings [38]. These devices produce a large amount of Small Data that needs to be communicated and processed efficiently using Machine Learning (ML) techniques to provide personalized digital services and improve their service quality [67]. MEC facilitates the efficient processing of massive amounts of data generated through heterogeneous IoT devices in Smart Cities to identify meaningful insights [75]. This is due to MEC being located in close proximity to the points where most of the data in Smart Cities is generated. Utilizing MEC enables efficient data processing with minimal delays to facilitate the seamless operation and optimization of smart city functionalities.

The analysis of massive amount of data generated in smart cities can be further strengthened through ICN, which offers features, such as, named-data networking and in-network caching [76]. For instance, retrieving desired data through named-data instead of node addresses is more suitable for efficient data analysis. Furthermore, ICN and MEC can synergistically facilitate smart city applications. For instance, ICN can facilitate high speed sensory data transfers between MEC nodes and cloud processing systems for facilitate efficient data analytics. In addition, dynamic reconfiguration of smart city applications can be facilitated through ICN through minimizing delays banking on fast-resolution of named-based instances [53]. Moreover, smart city applications such as traffic management and disaster management can be efficiently performed through opportunistic caching schemes in ICN MEC platforms.
1) RELATED WORK

Reference [77] discusses how MEC can support smart city services that require high computational power through resource-limited devices. Also, this work elaborates on serious security threats imposed through cloud services offered within the radio network and propose physical layer security technologies to be applied in radio network functions such as signal processing, multi-node cooperation and resource allocation. In addition, a method to utilize an Internet of Vehicles (IoV) based MEC platform to perform computation-intensive and time-sensitive smart city applications, such as real-time computer vision applications for security and public safety, is proposed in [78]. In this work, a task scheduling algorithm is introduced by cooperatively utilizing resources in IoVs in smart cities to overcome the limitations of scarce resources in mobile devices. Reference [43] proposes a method to enhance QoS and QoE of video streaming in smart cities to promote tourism. This method moves the video service across MECs based on user movement to allow access to video data with high QoE and low latency regardless of user location. In case of smart homes, [79] proposes a MEC architecture that is combined with network slicing and cloud computing to offer personalized IoT services. In addition, a system that is capable of improving home security and privacy is presented in [80]. This method shrinks attack surfaces of smart homes by means of restricting network access of devices. Furthermore, large amount of data generated in an IoT network such as a smart home cannot be efficiently transferred and processed using centralized cloud servers, which leads to the requirement of localized MEC infrastructure [38]. Smart cities are in need of having information-centric networks than host-centric networks to cater to growing demands [81]. For instance, a secure publish-subscribe approach that is based on ICN can be used for home energy management [82]. Analytics can be performed on the data collected from such an energy management system to reach insights that would assist towards making better decisions in smart cities in many aspects such as traffic management and urban development. Furthermore, smart services can be offered through integrating sensors, connected vehicles and cloud systems. This can be facilitated through techniques such as named-data networking in vehicular communications systems [76]. Moreover, techniques such as in-network caching can reduce duplicate data transmissions and increase data availability in smart home applications [1]. Furthermore, [1] elaborates on how the integration of ICN and MEC will not only enable faster and efficient caching but also increase security, facilitate data collection, analytics, caching, and multicasting in smart city and smart home applications. Fig. 5 presents an overview of how smart cities and applications benefit from ICN MEC.

2) SUMMARY

Prevailing research work elaborates on how to leverage MEC and ICN for smart city and smart home applications. They show that MEC and ICN can be instrumental in providing better and efficient smart city and smart home applications for B5G networks. However, the integration of MEC and ICN
towards improving smart city and smart home applications has seldom been discussed. Research work such as [1] sheds light towards integrating MEC and ICN to provide better services. However, further research is needed to identify and solve ICN MEC integration and practical implementation challenges in smart city and smart home applications for future networks.

B. NETWORKED MULTIMEDIA APPLICATIONS

Networked multimedia applications consist of many applications including video streaming, online gaming, VR/AR/MR applications, and video analytics. The demand for such networked multimedia applications has been growing and is expected to grow exponentially in the coming years. Considering the statistics for 2022 as presented in [15], over 82% of the Internet traffic accounts for video. Moreover, networked gaming traffic is also envisaged to exhibit a significant growth by 2022 to reach 4% of the Internet traffic, which is nine-fold compared to the situation in 2017. Furthermore, VR and AR traffic is also expected to multiply showing an increase of over 12-fold in 2022 compared to 2017. In addition, a significant bandwidth demand is expected around smart gadget and wearable applications related to Ultra High Definition (UHD) VR, UHD televisions, UHD IP video, cloud gaming, Connected Autonomous Vehicle (CAV) control and diagnostics, and UDH streaming [83], [84]. Different networked multimedia applications have diverse network requirements. For instance, UHD streaming requires high network bandwidth while online gaming requires extremely low delays. However, in case of live UHD video conferencing applications, latency should also be minimal. Specifically, VR/AR/MR applications require high data rates beyond 20 Gbps and round-trip over-the-air latency beneath 1 ms with high network reliability and availability [38]. On the other hand, multimedia IoT systems require efficient communication of captured footage to servers to perform video analytics for behavior analysis and event detection [85]. These demands should be catered by 5G networks. MEC is instrumental in providing multimedia services such as streaming, AR, VR, and MR across 5G networks. This is due to the improvements made by MEC in terms of improving the network bandwidth, latency, and the usage of contextual information.

The features of ICN, such as named-content and in-network caching are instrumental in enhancing the performance of networked multimedia applications including ultra-high definition video streaming and interactive gaming [86]. In this regard, ICN can enhance the capabilities of MEC to facilitate the demanding requirements of future networked multimedia applications. For instance, ICN enables efficient content delivery between cloud based content providers and MEC nodes to facilitate interactive gaming applications. Such networked multimedia applications can be further strengthened through efficient storage and caching at the MEC nodes, banking on key ICN features such as independent naming and opportunistic caching. Furthermore, the usage of ICN can enhance session mobility in MEC networks, which will reduce the network load and improve the QoS in multimedia applications.

1) RELATED WORK

Reference [87] proposes an edge computing framework enabling cooperative processing banking on unutilized resources in mobile devices to facilitate delay-sensitive multimedia IoT tasks. Further, [88] proposes a method to decide the number of MEC Points of Presence (PoPs) and the locations where the PoPs should be deployed. Thus, the strict latency requirements of URLLC can be facilitated in B5G networks to enable low-latency streaming services. Furthermore, an architecture and a hardware/software co-design to implement edge computing for Internet of Media Things (IoMT) applications is presented in [89]. This MEC system is capable of efficiently compressing and encrypting multiple images simultaneously. Another method to perform IoT assisted caching multimedia in ICN to enhance user experience is presented in [90]. This method banks on location prediction and smart caching based on ML to predict the interest of users. Furthermore, collaborative integration of in-network caching together with edge computing to transmit multimedia content over 5G networks with guaranteed QoS was discussed in [91]. The authors propose a hierarchical-caching-based content-centric network architecture. The proposed hierarchical edge caching mechanisms incorporates random hierarchical caching, game-theory-based hierarchical caching, and proactive hierarchical caching. In addition, [92] provides a method to allocate resources for ICN using in-network caching and MEC. In this work, an information-centric heterogeneous network framework was proposed to facilitate content caching and computing. Due to the virtualization of this system, the available caching, communication, and computing resources can also be shared among users. Moreover, [93] also proposes a method to minimize delay and energy consumption in network connectivity and resource allocation for caching in ICN with MEC.

2) SUMMARY

Existing research work identifies multimedia communication as one of the key applications of MEC and ICN. Thus, MEC and ICN are considered as enabling technologies for demanding networked multimedia applications in 5G networks. The integration of MEC and ICN provides many improvements for multimedia communication as illustrated in Fig. 5. However, the envisaged multimedia applications such as multisensory XR networks complicate this aspect. Further research work is required to solve MEC and ICN integration challenges of networked multimedia communication for practical implementation in B5G networks.

C. VEHICULAR NETWORKS AND AUTONOMOUS DRIVING CARS

Due to the growing popularity of autonomous driving cars, the fully and semi-autonomous driving cars and their related
services are important technologies to be supported by 5G and Beyond networks [94]. These cars are equipped with advanced sensory units and frequently communicate with the road side units to obtain a detailed preview of the road ahead. These advanced sensory units are ranging from cameras, GPS, radar, sonar as well as LIDAR (Light Detection and Ranging) [95], [96]. Such communication allows the cars to enable new features and functions such as adaptive cruise, predictive power-train control and adaptive navigation. However, a future autonomous cars is expected to utilize up to 4 TB data per day [97]. Thus, each car will consume about as much data as used by almost 3,000 people [33]. Moreover, digital horizon around the vehicle is significantly increasing. Lots of riders are now interested in accessing cloud based services such as HD video streaming and use various latency-sensitive mobile applications such as real-time online gaming and virtual sports. Most of these connected applications require tactile speed with latency approaching 1 ms [98]. In this case MEC plays a vital role of satisfying this requirement by bringing computational resources, storage and services closer to users. In addition, it can enable the context awareness due to the close proximity processing of data. However, current MEC implementations are facing data dissemination challenges when used in highly dynamic networks such as autonomous car ecosystems. Especially, current host-centric networking model used in MEC is not adequate to provide services to highly mobile users and nodes which are constantly hop-on and hop-off from the network in that environment [33].

In this context, ICN can enhance the capability of MEC. For instance, ICN based producer mobility schemes can be used in ICN MEC systems to support high speed mobility events. Both anchor based and anchor-less approaches can be utilized [99]. This enables the high speed migration of control functions as well as other services to the MEC end hosts along the path of a car. This scenario can be further extended to enable the proactive content and result placement. With the help of ICN, it is possible to pre-fetch the popular common data such as local maps or weather information and store it within ICN caches to reduce the end-to-end latency. Many ICN based predictive and proactive caching/fetching strategies for computation results are promising to use in MEC systems in B5G setting [33]. Fig. 5 illustrates the use of ICN MEC integration for vehicular networks and autonomous driving cars realization.

1) RELATED WORK
In [100], authors consider application of connected vehicle scenario where the vehicle’s navigation system utilizes the data from the MEC based traffic monitoring service. They discuss the deployment option of ICN based MEC for this use case and compared the added benefits over IP based MEC. They also claim that ICN based MEC can offer benefits such as opportunistic caching and storage, content-based security, easily contextualization of data to different user requirements and better mobility handling than IP based MEC deployments [100]. Moreover, a survey on challenges and opportunities of information-centric MEC for connected vehicle environments is presented in [33]. As highlighted in the paper, various information-centric MEC integration challenges related to security, privacy, orchestration, routing, caching and data dissemination are to be addressed for proper utilization of ICN MEC in connected vehicle environments.

In [101], authors present an integrate architecture of fog computing with ICN for IoV in smart cities. The proposed Fog-ICN integrated architecture can offer advanced mobility support by utilizing different schema which consider the data characteristics such as user-shareable data and communication data. Moreover, fog capabilities such as close proximity computation, storage and location-aware and ICN features to design an efficient mobility support mechanism eliminate the resource consuming FIB update process during frequent mobility events. The integration of NFV and ICN for Advanced Driver-Assistance Systems (ADASs) is presented in [102]. The use of MEC along with NFV will enable many NFV-ICN based ADAS applications. For instance, AR offers many location-based content services for in-vehicle consumers in many ADASs where MEC plays an important role in deployment of AR services on vehicular and B5G networks. Moreover, the importance of ICN MEC integration for intelligent resource allocation management for vehicles networks is discussed in [103]. MEC can be used to improve the mobility, flexibility and security of green information-centric networking in smart cities. An integrated framework for connected vehicle is proposed in [104] by integrating features of SDN, NFV, MEC and ICN technologies. The proposed framework enables dynamic orchestration of networking, caching, and computing resources to improve the performance of next generation connected vehicular networks [104]. Authors analyze the resource allocation strategy in that architecture as a joint optimization problem by considering networking, caching and computing resources.

2) SUMMARY
The existing research work theoretically analyzes the potential benefits of ICN MEC integration for vehicular networks and autonomous driving cars scenario. However, existing work still lacks a comprehensive framework for proper integration of ICN and MEC for connected vehicle scenario in B5G networks. Also, current research works are lacking of practical implementation or proper test bed level validation and deployment of proposed solutions. Existing related works was able to highlight the potential ICN MEC integration challenges related to security, privacy, orchestration, routing, caching and data dissemination in the context of connected vehicle scenario. However, finding the possible solutions for most of these challenges is still open for future networks.
D. SMART HEALTHCARE

Smart healthcare is envisaged to become an important application in B5G networks to revolutionize the healthcare sector, especially by the usage of large number of IoT sensors, cyber-physical medical systems, and analytics through Artificial Intelligence (AI) and ML [105]. This requires meeting strict network requirements ranging from high reliability to low latency [3]. Also, Intelligent Internet of Medical Things (IoMT) is expected to develop, weaving a network of connected equipment, devices and people related to providing healthcare facilities [106]. Further, physical hospital visits can be minimized using virtual presence while Hospital-to-Home (H2H) services are developing towards bringing hospital resources to people to facilitate health services conveniently [105], [107]. In addition, tele-surgery, remote-surgery, and collaborative-surgery applications are evolving to increase the availability of talented surgeons to attend to complicated surgeries regardless of their physical location [108]. However, these services require demanding network conditions such as ultra-low latency, reliable communication and access to powerful computational resources in near real-time. Satisfying the communication requirements of advanced smart healthcare applications envisaged in B5G networks can harness MEC capabilities in B5G networks [109], [110]. This is through MEC features, such as, in-network processing and accurate localization.

ICN can also facilitate smart healthcare applications in the B5G era. For instance, ICN can enable efficient communication between medical devices that interact with various sensors, either in-body or in wearables, and medical centers [81]. Accordingly, ICN can enable direct access to content, which reduces system overheads to increase the efficiency of data transmissions. Furthermore, ICN enhances user mobility functionality of networks to assist mobile patients and Hospital-to-Home applications. The enhanced data security offered through ICN is also instrumental for health care applications to ensure user privacy. The usability of ICNs with MEC also extends towards smart healthcare applications. MEC enabled context-aware data distribution in healthcare applications, such as remote patient monitoring, can be further improved banking on ICN to allow efficient content distribution over unreliable networks. Furthermore, low latency applications, such as remote surgery and ambient assisted living can bank on fast and efficient content migration between ICN and MEC enabled central cloud systems. In addition, heterogeneous and dynamic healthcare applications, including hospital-to-home patient care, can be performed in a cost efficient manner owing to enhanced session mobility of ICN MEC networks.

1) RELATED WORK

Reference [111] elaborates how MEC capabilities such as in-network and context-aware processing enables the efficient handling of large amounts of data gathered through massive numbers of IoMT devices at the edge of the network. This enables efficient data delivery by supporting various features such as edge-based feature extraction for event detection and multi-modal data compression. Also, the energy efficient operation of many functions including event detection and video and image compression is facilitated. In addition, applying localization techniques considering context information also allows patients to obtain necessary healthcare facilities from the closest hospitals or ambulances as required. Furthermore, user privacy is also improved by utilizing MEC to process data at the edge of the network. Due to close proximity, MEC is also capable of providing the functionality of a local IoT gateway to aggregate and process data for reporting events such as health hazards in e-health systems [30]. However, processing Big Data in MEC requires offloading computational tasks from data centers towards the edge of the network. One concern in this regard is that the possibility of an attack is high due to the lack of centralized management of edge nodes, leading to privacy concerns. Reference [112] proposes a secure architecture for MEC that addresses privacy concerns, especially in data aggregation and mining in Big Data applications using MEC. These MEC functionalities can be strengthened through the utilization of ICNs, which is also enable of smart healthcare applications in the B5G era [81]. However, ICN can also introduce a number of security issues to smart healthcare applications. For instance, ensuring the security of sensitive health data in an ICN where data is cached in a distributed fashion is a challenge. This is due to the fact that the publisher has no control of the data once it is published. Reference [113] proposes a resource efficient and secure data sharing approach for ICN based smart healthcare applications using ciphertext-policy attribute based encryption. Furthermore, the paper investigates on how to utilize computational resources of fog nodes to increase the efficiency of cryptography, especially in case of medical devices with limited computational resources. However, considering [114], the integration of MEC with ICNs can facilitate tactile Internet capabilities for delay-sensitive applications such as remote patient monitoring and remote surgeries. Furthermore, by means of bringing content and resources closer to the user, ICNs can facilitate real-time communication for robots in smart healthcare systems. Also, pervasive AR and VR healthcare applications can be enabled through integrating MEC with ICNs in B5G networks.

2) SUMMARY

Smart healthcare applications in B5G networks can benefit from both MEC and ICNs. MEC supports efficient and secure communication and processing of data in smart healthcare applications by processing data at the edge of the network. On the other hand, ICN further improves the efficient and secure communication of data in smart healthcare applications using MEC. Evidently, the integration of MEC with ICN enhances the capabilities of B5G networks to facilitate emerging smart healthcare applications, as presented in Fig. 5. However, the integration of MEC with ICN is only
discussed as a possible solution for smart healthcare applications. Thus, the research community needs to concentrate on how to realize MEC with ICN by means of solving the inherent integration challenges.

**E. SMART GRID**

Smart grid integrates advanced sensing, communications, and control in the generation, transportation, distribution, and consumption of electricity [115], [116]. In a smart grid, grid data are collected by means of smart meters, then necessary information is extracted and exploited to improve the efficiency, reliability, and safety. Based on grid data, the providers establish dynamic pricing policies. Furthermore, a subgroup of customers can form a micro-grid with self-generating and management mechanisms.

In smart grids, the information processing in the providers and customers can rely on cloud servers [117]. However, a cloud-centric design poses some major challenges and issues, such as the delay due to the communication between the distant cloud servers and the providers/customers, network failure caused by a large communication load, and the leakage of sensitive/private information regarding daily activities of the customers [118], [119]. By executing the data processing tasks at the edge of the grid, MEC alleviates these issues. Various computation tasks in smart grids can be executed in MEC servers, such as resource provisioning, dynamic and real-time pricing, and price-following demand management [120]. The execution of these tasks relies on grid data collected at the network edge, thus can benefit from data management solutions provided by ICN. Moreover, the MEC structure facilitates self-management functionalities in micro-grids, e.g., the execution of energy transactions. Complementarily, for the energy transactions, energy users can submit their requests in terms of interest packets, which can be supported via CCN. MEC also fits in the geo-distributed nature of the grid components such as power generators and energy transformers [121], and the mobility of electric vehicles [122]. To this end, a distributed data market can be established based on ICN [123], which is beneficial especially for connected vehicles [33].

ICN is a favorable match for the communication requirements in smart grids [124]. It simplifies the establishment and reconfiguration of communication flows, as well as enables in-network management of smart grid data. The electric devices naturally communicate in a group-oriented publish-subscribe fashion, which naturally maps to the ICN’s “interest content” model. This publish-subscribe mechanism allows new entities to seamlessly enter the energy market and thus enhances the scalability of the system. In addition, ICN introduces new functionalities into smart grids, such as the caching of energy consumption measurement data. With the computational capability of the MEC servers, these new functionalities can be executed at the network edge. Furthermore, ICN enables the devices to access data without revealing where the data location, thus enhances security. This complements the security enhancement enabled by MEC. Fig. 5 depicts the use of ICN MEC integration for smart grid.

1) RELATED WORKS

The system architecture for MEC-based smart grids have been proposed in, e.g., [121], [125], [126], [127]. In [121], a three-tier architecture was proposed for MEC-based smart grid, composing of smart meters, MEC servers, and cloud servers. Another architecture proposed in [125] comprises five layers, namely, IoT device layer, edge network layer, edge server layer, Internet layer, and cloud layer. In the architecture proposed in [126], the MEC servers are located in the cellular base stations and leverage wireless cellular network to communicate with smart meters. In these architectures, MEC does not replace cloud computing but is rather deployed alongside to extend the capabilities of cloud-based smart grids. In [127], a MEC model for information processing in smart grid was proposed, where a MEC server is responsible for a micro-grid composing of several smart homes. In [122], the authors investigate the use of MEC in vehicular delay-tolerant networks for data dissemination to various devices in the smart grid. MEC was also shown to enable advanced distributed state estimation methods for smart grids [128]. In electric vehicle charging systems, mobility-aware MEC servers can be deployed to disseminate service providers’ predicted charging availability and collect vehicles’ charging reservation, thus reduce the communication and computational cost [129].

To support home energy management, ICN was used to design a secure publish-subscribe system in [82]. To enforce security in ICN-based smart grids, cryptographic solutions were proposed in [130], [131]. In [124], ICN was utilized to enable machine-to-machine communication in smart grids for wide area monitoring. Besides, ICN can substantially enhance the quality, and reduce communication and security complexity of smart charging of electric vehicles [132]. The benefits of ICN for smart grids have been showcased in both laboratory setup and real field trial in a live electricity grid in Netherlands [133]. An information-centric advanced metering infrastructure for measuring, collecting, storing, analyzing, and exploiting energy usage data in smart grids was presented in [134]. The paper [135] proposed a three-level architecture for information-centric smart grid (iCenS) that is scalable and meets the communication requirements. The traffic and service capacity of iCenS was then modeled in [136]. This allows to predict the service quality, which is used to design an energy efficient routing scheme.

2) SUMMARY

Both MEC and ICN are suitable for the computation and communication requirements in smart grids. A large number of architecture designs have been proposed separately for MEC-based and ICN-based smart grids. However, the joint design of MEC and ICN in smart grids has not been investigated to its full potential. The distributed processing feature of MEC and spatiotemporal decoupling provided by
ICN can complement well in enhancing the security and privacy of the grid in future networks. A highly relevant use case that showcases the mutual benefit of MEC and ICN is the electric vehicle charging problem, where the two technologies support interaction between service providers and vehicles while the latter is on the move. Integrating multifunctional MEC and ICN into smart grids also leads to energy-efficient information and communication infrastructures, since the power consumption of the servers can be satisfied by renewable energy generated in the grid [116]. These are crucial capabilities to serve smart grid scenarios in B5G systems.

F. OTHER POSSIBLE USE CASES

In addition to the use cases that are comprehensively discussed in this section, some other possible use cases of MEC and ICN utilizing B5G networks are summarized below.

1) SMART AGRICULTURE

Smart agriculture integrates several information and communication technologies to increase productivity in the agriculture sector. MEC provides effective means for farmers to access and utilize smart agriculture services through data analysis, edge mining, computation offloading, reducing latency and traffic, and distributed data collection, as presented in [137]. An example is farm automation where a closed ecosystem relies on edge servers to process the collected data and make local decisions without relying on remote cloud. Furthermore, ICN enhances content caching while decoupling the sender and the receiver to provide smart agriculture services efficiently [138]. Furthermore, ICN can enable seamless communication for devices that are asynchronous and only switches on demand, based on user interest or device requirements [139]. This aids the data collection and processing, e.g., in the aforementioned farm automation example. Thus, the integration of ICN and MEC will be able to facilitate both the real-time and resource intensive data analytics while supporting low-power IoT devices in smart agriculture applications. However, the integration of MEC and ICN towards realizing smart agriculture applications require more research work to realize diverse smart agriculture applications in the B5G era.

2) RETAIL

Retail market applications include smart payment, supply chain management, digital signage, digital marketing, smart shelves and vending machines, autonomous delivery using CAVs and drones, and data analytics. On-site MEC servers can facilitate these services while also providing high speed mobile coverage to users within store areas [38]. A prospect scenario in retail is walk-out checkout, where the purchases are tracked automatically and thus the shoppers can simply choose their items and leave without having to queue for paying. This can be enabled by real-time video analytic and sensor data processing aided by both MEC and ICN. ICN further enhances the functionality of MEC in retail by efficient content caching and delivery through adding identifiers for various information items such as price, and promotional videos [140]. Together with more research and development work, MEC and ICN are envisaged to play an important role to enhance retail services across B5G networks.

3) INDUSTRIAL INTERNET

Industrial Internet, specifically the development of Industrial Internet of Things (IIoT) and Industry 5.0, focuses on human-machine interactions, factory automation, process automation, equipment monitoring and maintenance, and logistic arrangements. MEC is capable of improving the performance of IIoT systems by minimizing latency, increasing resilience, increasing efficiency by better resource management and offloading [3]. For example, MEC helps to automate maintenance procedures of IIoT devices by analysing status updates from these devices and executing predicting methods. Furthermore, the data-centric nature of ICN supports data processing at the network layer to perform functions such as in-network data processing and optimization of data traffic routes to facilitate IIoT applications [25]. Hence, the integration of MEC and ICN has the potential to facilitate more efficient in-network data processing and data communication among IIoT devices to streamline the operations in the envisaged Industrial Internet applications.

4) TACTILE INTERNET

Tactile Internet features ultra-low latency together with extreme levels of reliability, availability and security to facilitate future Internet applications [3]. Potential use cases in tactile Internet include bidirectional haptic communications between a human operator and a teleoperator robot, for which MEC facilitates the control loops on both ends, while ICN helps to establish a reliable communication network in between. MEC is able to facilitate computing resources at the edge of the network to facilitate low-latency communication and processing required for Tactile Internet. In addition, ICN features, such as edge caching and efficient routing, can enhance MEC capabilities to provide near-real time information processing and communication, which is integral towards realizing Tactile Internet applications in B5G mobile networks [141].

V. INTEGRATION CHALLENGES OF ICN AND MEC

Various integration challenges that need attention to seamlessly integrate ICN and MEC for B5G networks are discussed in this section.

A. DEPLOYMENT AND ORCHESTRATION

Despite being complementary concepts, independent deployment of ICN and MEC technologies can be seen in many current telecommunication and other networking systems [38]. For instance, Kekki et al. [143] have proposed 5G-MEC integration, whereas, Ravindran et al. [100] have presented
5G-ICN integration approach. However, simultaneous integration of MEC and ICN in B5G networks still lacks adequate attention. Thus, it is necessary to explore the possible integrated ICN MEC architectures for 5G and beyond networks. To realize this goal, several steps needed to be taken. First, it is necessary to define appropriate Application Programming Interfaces (APIs) to establish proper communication between the different ICN and MEC components in the core and backhaul segments of B5G networks. Second, a system level orchestrator and/or coordinator entity should be added as a VNF to support the management and cooperation of these devices. Third, the integrated ICN-MEC architecture should be able to provide automatic and autonomic system control rather than the legacy manual provisioning, configuration and network control.

Possible Solutions: To realize the goal of joint deployment, a possible integrated ICN MEC architecture for 5G is presented in Fig. 6 based on [100]. In 5G core network, four NFs (i.e., Policy Control Function (PCF), Access and Mobility Management Function (AMF), Session Management Function (SMF) and Unified Data Management (UDM)) have to interface with ICN components. SMF manages UE’s ICN sessions. ICN-UE should also be subscribed and imposed using the PCF and UDM for policy and session management of ICN sessions. Additionally, it should support ICN and ICN applications. UEs have to be authorized to access ICN DN. Therefore, ICN UEs have to establish a connection with AMF. To support low latency applications, some of the ICN components such as ICN-AP, Local ICN-DN should be implemented in MEC hosts.

B. CONTEXT AWARENESS

In order to harness maximum potential of MEC-enabled services, context related information, such as user’s current location, resource availability, and other relevant ambient information are required. ICN can furnish the required contextual information at various levels, including, application level, network level, interface, and content level. However, inefficient utilization of such information results in sub-optimal decisions in forwarding plane [144]. Furthermore, improving the quality of one of the services may lead to degradation of QoS for other coexisting services [145]. As mentioned by Posch et al. [144], context information is currently being used for meeting out basic functionalities instead of using it for enhancing network parameters like QoS and QoE.

Possible Solutions: For the profitable integration of ICN and MEC, efforts are required on the ICN side to provide more context information that can serve as input to MEC systems. At the same time, MEC should be able to efficiently utilize that context information from ICN. Many new MEC-based services (e.g., Real-Time Location Systems (RTLS), Anonymous Video Analytics (AVA), and AR) can improve the context awareness in ICN MEC integrated B5G systems. RTLS (aka real time tracking system) is a form of wireless system that identifies and tracks the real-time location of people or objects within a confined area and do not rely on Global Positioning System (GPS) [146]. AVA is a technology that anonymously gathers information by scanning the area under the vision of camera sensors. Based on the gathered information, the aim is to detect the patterns to reveal information such as gender and age [147]. In particular, AVA does not record images or video feeds but logs extracted pattern-based data. Unlike facial recognition technology, it does not match images against a database but uses pattern detection algorithms.

C. SECURITY

From the security viewpoint, Denial of Service (DoS) [148], Content Poisoning Attacks (CPA) [149], [150] and cache...
TABLE 3. Challenges and research directions for ICN and MEC integration in 5G and beyond edge.

| Challenge                 | Importance                                                                 | Possible Solutions                                                                 |
|---------------------------|----------------------------------------------------------------------------|------------------------------------------------------------------------------------|
| Deployment and Organization | Synergistic deployment architecture defining the nexus between MEC and ICN is required for 5G | To define common use cases, clean APIs and reference points in 5G specifications |
| Context awareness         | ICN to provide the available context information (users, applications, services, resources, and environment) to MEC to enhance QoS and network performance for 5G use cases | MEC can enable context-aware localized services and ICN can support MEC providing proactive caching. ML techniques for situational awareness |
| Security                  | Threats and vulnerabilities of both ICN and MEC need to considered together for overall security. Also, traditional access control techniques seem infeasible for ICN. | ML techniques for threat detection, MEC driven ICN traffic isolation, AI driven security management, user-level authorization and access control mechanisms |
| Privacy                   | ICN inherent features such as named content and in-network caching can be targeted by attacker to retrieve private information related to user and/or data. | Use of lightweight encryption techniques at device and cache nodes, use of blockchain-assisted mechanisms to preserve privacy, privacy-protected data aggregation |
| Naming                    | Which naming structure to be used - Hierarchical variable-length names may be appealing for network and context-based operations, however, might not be suitable for massive IoT in 5G. | Scalable and manageable naming structure selection, redundancy minimization, versioning, hybrid naming scheme, integration of service name with content name |
| Mobility                  | Mobility support from different perspectives are important - consumer, producer and application mobility. With the expected 3D mobility in 5G networks it becomes even more challenging. | Mobility as a service, intelligent mobility models with movement patterns, tight coupling of mobility management with network management |
| Network slicing           | E2E slice management and orchestration need to take into account both ICN and MEC entities jointly to harness full benefits. | Design of a slice manager that communicates with elements of ICN and MEC, ICN-based service slice that can optimize the operation of MEC network |

pollution [151] are some of the key security related threats to ICN. This calls for careful instillation of security measures in ICN MEC systems. By the virtue of in-network caching ICN facilitates on-demand and opportunistic delivery of Named Data Objects (NDOs), thus use of traditional access control techniques based on Access Control Lists (ACLs) is challenging in ICN [152]. In particular, such approaches are difficult to realize due to privacy issues and computational overhead.

Possible Solutions: Some of the emerging (homomorphic) encryption-based, attribute-based [153], session-based, and proxy re-encryption-based [64] access control techniques can be investigated for ensuring end-to-end security for 5G ICN-MEC integrated scenarios. Another practical approach for secure co-existence of ICN and MEC in 5G networks would be to deploy a dedicated network slice with enhanced security provisioning to isolate MEC-driven ICN traffic. Nevertheless, since authorization and access control challenges are intrinsic to ICN-based systems, the network slicing based solution is non-trivial for ICN MEC integrated systems. Moreover, since user-to-serverer authentication is challenging for named contents (cached at network nodes) in ICN, security at content-level with proper confidentiality and credentialing is required.

D. PRIVACY

In ICN, privacy issues are discussed in terms of name and signature privacy, user privacy and anonymity, and content privacy [64]. Although it is guaranteed that the content is protected and the dissemination of information is controlled, there can be instances where user or data privacy can be compromised [154]. Malicious parties may exploit the information transferred through wireless medium to find the identities and other relevant information of users. Especially in ICN, the name of the content is typically sent as plain text or as self-certified text. Therefore, this will open new possibilities for attackers to reveal the content and the size and the frequency of content requests.

Possible Solutions: In order to mitigate the privacy issues that may arise with revealed content names, encryption mechanisms can be introduced at the devices and even at the caching points in the ICN MEC converged networks [155]. However, this will add an evident overhead to the processing of every single hop. Although pseudo names can be added with the privacy sensitive requests, they may also restrict the readability of the naming schemes. Therefore, this type of pseudonymous authentication in ICN MEC realization should be carefully investigated in future networks. Blockchain is another emerging technology that can be incorporated with ICN MEC privacy preservation solutions [156].

E. NAMING

Named content is one of the core innovative offerings of ICN, however, there are few challenges that comes up when one talks about integration of ICN and MEC. In view of different proposals for namespace like hierarchically structured versus flat names [157] or hybrid naming [158], it becomes challenging which name structure to use, particularly for the estimated proliferation of IoT devices in 5G use cases. In general, IoT devices are resource constrained so they transmit small data for short duration. Hence, using long and variable-length names might be challenging for IoT-enabled applications since the data turns out to be smaller than the name itself [159].

Possible Solutions: Some of the possible approaches to overcome the naming related challenges are hybrid naming, hash-based naming, versioning, contextual and
semantic-based naming. Hybrid naming scheme can be a viable solution for massive IoT. For instance, Arshad et al. [160] proposed a hierarchical naming scheme for smart campus IoT. This scheme has three different components, namely, hierarchical component, attributes component, and flat component. Naming devices can be useful in an IoT system to access a particular device. Also, hash-based names (i.e., flat names) can be integrated with hierarchical naming to harness the best features of these two naming styles [161]. Furthermore, versioning can be used for named content, which are cached throughout the network and has tendency to undergo frequent updates. In addition, contextual hierarchical names can be used to facilitate communication with smart devices in an ambient environment. Moreover, semantic-based names facilitate keywords-based retrieval of the named contents. Integration of the service name with content name is another interesting solution to specify the service required to tackle the named-content. For instance, Amadeo et al. [162] suggested the use of service tag that can be appended to the content name with a demarcating field.

F. MOBILITY

The core features of ICN including named content, in-network caching and data-level security, allow users to retrieve and consume a desired content from any second source (ICN-enabled node) irrespective to the end-points (i.e., original server hosting a content). Thus, the support for mobility and session-less transport is intrinsic to ICN. This implies that when a mobile consumer detaches and connects to a new point of attachment then this gets easily handled by pull-based communication and one-to-one coupling of interest and data packets. Therefore, consumer mobility is well supported by ICN, but producer mobility and network mobility in B5G edge services are important mobility issues yet to be addressed. Producer mobility allows the producer or the provider of the content to be mobile. If not dealt properly, producer mobility may lead to interest packet re-routing overheads and uncertain delays [163]. Network mobility as defined in [164] deals with the mobility of network segment or domain. Furthermore, from a different perspective, synchronization and handover of mobile nodes between different segments of edge networks with and without ICN capabilities is also challenging.

Possible Solutions: An interesting solution to mitigate mobility challenge in ICN MEC integrated system is to roll-out mobility as a service. Such a service can be leveraged when there is a suitable condition or when a user or content needs it. Another solution would be the formal mobility modeling in context of ICN, however, this calls for careful analytical investigation of not just the consumer mobility but also of producer’s movement pattern [165]. Furthermore, the synergy between mobility management and network management can be explored to promise seamless mobility in B5G networks.

G. NETWORK SLICING

Network slicing allows the creation of multiple virtual networks on top of a common shared physical infrastructure [166]. Thus, it will play an important role to enable different 5G traffic classes as well as future B5G service types running over a common underlying infrastructure [167]. Therefore, it is also important to implement the network slicing along with ICN and MEC to realize the full benefits of integration. However, E2E network slice management, orchestration and automatic slice provisioning is not trivial as slice management entities have to be coordinated not only with MEC but also with ICN management entities such as ICN service orchestrator and ICN network controller.

Possible Solutions: From the operational perspective, a separate network slice provides a unique deployment opportunity for ICN with MEC for different applications. For instance, a use case of ICN based service slice for the IoT edge network is presented in [168] to improve utilization of available compute resources in IoT devices. It is worthwhile to investigate other possible B5G use cases where network slicing can be used to improve the performance of ICN MEC systems.

VI. STANDARDIZATION

Both MEC and ICN have a very broad and active standardization landscape. There has been a sizeable set of global standardization bodies (Standards Developing Organization - SDO) that are contributing immensely to MEC and ICN. In the following, we focus on four main SDOs, namely, ETSI, IETF, ITU, and 3GPP, as shown in Table 4. We compile and analyze their efforts from a forward-looking perspective considering their relevance for future developments of B5G networks.

1) EUROPEAN TELECOMMUNICATIONS STANDARDS INSTITUTE (ETSI)

As the main responsible SDO for MEC, ETSI established the MEC ISG [40] in 2014 to standardize the MEC concept and specify the MEC operation. Since then, this group has been actively developing regular normative specifications, informative reports, and white papers on different aspects of MEC. These include a package of APIs that specify general design principles to ensure common practices and interoperability in the interface of MEC applications and operator system. These design principles include radio network information [182], location services [183], user identity [184], traffic management [185], mobility support [186], and MEC in WLAN [187] and vehicle-to-everything (V2X) networks [188]. Specification [2] provides a framework and reference architecture for MEC that enables efficient and seamless run of MEC applications in a multi-access network. Group Report [4] presents key issues and proposes solutions to integrate MEC into 3GPP 5G system. The MEC functionalities to support network slicing are identified in Group Report [169]. In general, ETSI ISG’s
TABLE 4. Recent important standardization efforts for MEC and ICN.

| SDO and work group | Standards document/Specification/Publication | Topics | Update/publication date |
|--------------------|---------------------------------------------|--------|------------------------|
| ETSI MEC           | [GS] ETSI GS MEC 003 V2.2.1 Framework and Reference Architecture [2] | MEC reference architecture | 2020-12 |
| ETSI MEC           | Group Report [GR] ETSI GR MEC 031 V2.1.1 MEC 5G Integration [4] | MEC integration into 3GPP 5G system | 2020-10 |
| ETSI MEC           | [GR] ETSI GR MEC 024 V2.1.1 Support for Network Slicing [169] | MEC functionalities to support network slicing | 2019-11 |
| IETF ICN NG       | Internet-Drafts [I-D] ICN Adaptation to LoWPAN Networks (ICN LoWPAN) [170] | A convergence layer for CCNx and NDN over IEEE 802.15.4 LoWPAN networks | 2021-02 |
| IETF ICN NG       | [I-D] Architectural Considerations of ICN using Name Resolution Service [171] | Naming and name resolution | 2021-02 |
| IETF ICN NG       | [I-D] Enabling ICN in 3GPP’s 5G Next-Gen Core Architecture [172] | ICN for 5G core networks | 2021-01 |
| IETF ICN NG       | [I-D] CCNInfo: Discovering Content and Network Information in Content-Centric Networks [173] | “CCNInfo” mechanism for discovery of network topology and in-network cache in CCN | 2020-09 |
| IETF ICN NG       | [I-D] Considerations in the development of a QoS Architecture for CCNx-like ICN protocols [174] | Accommodating QoS capabilities in ICN protocols | 2020-11 |
| IETF ICN NG       | [I-D] Design Considerations for Name Resolution Service in ICN [175] | Naming and name resolution in ICN | 2020-10 |
| IETF ICN NG       | Request for Comments (RFC) Deployment Considerations for Information-Centric Networking (ICN) [176] | ICN deployment | 2020-06 |
| IETF ICN NG       | [RFC] Information-Centric Networking: Baseline Scenarios [177] | ICN scenarios | 2015-03 |
| ITU-T SG 13       | Y.3076 Architecture of ICN-enabled Edge Network in IMT-2020 [178] | ICN and MEC integration architecture | 2020-09 |
| ITU-T SG 13       | Draft Recommendation (DR) YICN-core-arch Requirements and architecture of information centric core network [179] | Core network architecture for ICN | 2019-10 |
| ITU-T SG 13       | [DR] YICN-NMR Framework of Locally Enhanced Name Mapping and Resolution for Information Centric Networking in IMT-2020 [180] | Naming and name resolution for ICN | 2019-10 |
| ITU-T SG 13       | Y.3075 Requirements and capabilities of ICN routing and forwarding based on control and user plane separation in IMT-2020 [181] | Routing and forwarding in ICN | 2020-09 |
| 3GPP               | [TR 23.748] Study on enhancement of support for edge computing in 5G core network (5GC) [207] | MEC in 5G core networks | 2019-04 |
| 3GPP               | [TR 23.758] Study on application architecture for enabling edge applications | Application architecture for MEC | 2019-12 |

Publications not only address the technical aspects and the integration of MEC into global communication systems, but also promote innovation and accelerate development of third-party applications.

ETSI ISG also investigates ICN in the Next Generation Protocols (NGP) and Non-IP Networking (NIN) groups. In particular, the first group specification of the NGP group [189] defines scenarios related to ICN and CDN.

2) INTERNET ENGINEERING TASK FORCE (IETF)

IETF is the main SDO of ICN. In 2012, the parallel research organization Internet Research Task Force (IRTF) launched the ICN Research Group (ICNRG) [190] as an attempt to match ongoing researches on ICN with relevant solutions for the future Internet. ICNRG has been initiating discussions and producing comprehensive guidelines for experimental activities in ICN. The first major publications of ICNRG cover ICN baseline scenarios [177], ICN research challenges [152], and ICN evaluation and security considerations [191]. For a summary of these three initial releases, please refer to [26]. More recent ICNRG’s releases include two informational request-for-comment (RFC) documents related to adaptive video streaming [13] and disaster scenarios [192] use cases. RFC 8793 [193] provides an overview of two prominent ICN architectures, namely, named data networking (NDN) and content-centric networking (CCNx). In 2020, to facilitate the transition from ICN research to live deployments, ICNRG provided a number of deployment considerations in [176]. Besides, there have been two experimental RFCs: [194] specifies CCNx message encoding in a type-length-value (TLV) packet format, and [195] specifies the CCNx semantics, i.e., the set of mandatory/optional fields within the interests and content objects messages, as well as their behavior and interpretation.

Currently, ICNRG is working on several drafts related to ongoing ICN research and development. The technical related work items include name resolution service in ICN, ICN ping and traceroute protocols specifications, content and network information discovery in CCNx, and QoS architecture for CCNx-like ICN protocols. The other technical aspects under investigation are time encoding for CCNx, flow classification and balancing, and path steering in CCNx and NDN. Some other work items focus on the applications of ICN in 3GPP 5G core network [172].

1. We consider the latest update date of the document stated in the SDO repositories. There may be more recent in-progress yet unpublished versions due to ongoing SDO work group efforts.
LoWPAN networks [170], and opportunistic wireless networks.

3) INTERNATIONAL TELECOMMUNICATION UNION (ITU)

ITU-T Study Group (SG) 13 [196] has been investigating ICN standardization related to requirements and architecture for future networks. Their Recommendation ITU-T Y.3001 listed data awareness as an objective of future networks [197]. The data aware networking (DAN) framework was then specified in Recommendation ITU-T Y.3033 [198], whose Supplement 35 lists prominent use cases and scenarios in DAN. To realize these scenarios, the requirements and capability components of DAN were identified in Recommendation ITU-T Y.3071 [199]. The ITU also explored how to integrate ICN into IMT-2020 networks [200]. For a summary of the aforementioned recommendations and activities, refer to [26].

We next present an update on more recent ICN standardization activities in ITU-T SG 13. In Apr. 2019, ITU-T SG 13 produced Recommendation ITU-T Y.3072 [201] that focuses on name mapping and resolution as a solution to satisfy high performance requirements such as low latency and scalability. In Aug. 2019, ITU-T SG 13 produced Recommendation ITU-T Y.3073 that presents a framework for ICN service function chaining [202]. Remarkably, it specifies a framework to apply ICN to MEC. Recommendation ITU-T Y.3075 [181] (Sep. 2020) describes service and functional requirements of routing and forwarding for ICN in IMT-2020 on the basis of separation between control and user planes with consideration of various scenarios and security. Recommendation ITU-T Y.3076 [178] specifies the requirements for edge network with ICN functionalities in IMT-2020 from the service and network operation point of view. It provides an architecture and describes the key functions and interfaces to satisfy the requirements of ICN-enabled edge network. Then, in Sep. 2021, Recommendation Y.3077 [203] on interworking of devices within and across heterogeneous application domains through ICN was published. Most recently, Recommendation Y.3078 [204] (Feb. 2022) specifies requirements and capabilities of data object segmentation in ICN.

4) 3RD GENERATION PARTNERSHIP PROJECT (3GPP)

The 3GPP [205] has been leading the development and maintenance of global wireless network generations from 2G to 5G. Their activities in 5G network specification specify the major prospective environment for MEC deployments. In Release 15, a collection of new enablers to integrate MEC in 5G networks was given in Clause 5.13 of Technical Specification (TS) 23.501 on the 5G system architecture [206]. Next, TR 23.748 [207] studies and performs evaluations of potential architecture enhancements to support MEC in the 5G Core network. It provides guidelines for the deployment of typical MEC use cases. In addition, TR 33.839 [208] studies the security enhancements on the support for MEC in the 5G Core network defined in TR 23.748, and architecture that enables edge applications defined in TR 23.758 and TS 23.558. TR 26.803 [209] studies use cases for multimedia processing at the edge and the potential 5G media streaming architecture extensions to enable them. TR 28.814 [210] studies the potential use cases, requirements, and solutions for the management of edge computing architecture and requirements defined by TS 23.558 and TS 23.501. Recently, in Release 18, the alignment with ETSI MEC from the management perspective for edge computing was studied in TR 28.903 [211]. TR 23.700-98 [212] investigates the enhanced application architecture to enable edge applications. TR 23.700-48 [213] and TR 33.739 [214] extend the study on 5G system enhancement and security enhancement for MEC, respectively.

In the 3GPP’s proposed 5G Core architecture [206], ICN is enabled due to its flexibility the fact that it satisfies the needs of new services [142]. Specifically, Clause G.4.0 in [206] provides a deployment example for the Service Communication Proxy which is based on a name-based routing mechanism that provides IP over ICN capabilities. It is envisaged that the Service Router acts as communication proxy and it is responsible for mapping IP based messages onto ICN publication and subscriptions. This kind of architectural patterns is also expected to be valid for 5G networks.

VII. LESSONS LEARNED AND FUTURE RESEARCH DIRECTIONS

In this section, we discuss the lessons learned regarding the key research areas of ICN MEC integration and their future research directions, as illustrated in Fig. 7.

A. AI, BIG DATA AND EDGE INTELLIGENCE

1) LESSONS LEARNED

For solving most of the mentioned ICN MEC integration challenges, AI seems to be a promising approach. The majority of the issues in Section V about ICN MEC integration can be effectively addressed by ML and AI techniques. However, massive IoT connections and enormous data generated at the network edge would further complicate these challenges. ICN and MEC have potential features that can help with this issue (e.g., big data handling). For example, raw data can be stored at the network edge (e.g., MEC servers collocated at cellular base stations), thus removing the need to send the raw data to centralized clouds, and therefore ICN can easily distribute the data across the network. As a result, employing MEC ICN for big data processing in 5G or 6G networks is an important research subject.

In MEC networks, AI can help manage computation and caching process, while ML can be used to analyze high-level features of network context and real-time observation, and thus supporting the control functionalities of ICN MEC systems. By facilitating efficient classification at the application and network layers, ML techniques can be used to process content prefixes in ICN. AI-enabled ICN MEC is
also helpful for handover, load balancing, and routing protocols by taking into account the network conditions and user information. Moreover, ML techniques such as reinforcement learning are promising for load balancing and routing algorithms in ICN. In terms of ICN security, ML approaches might not be always helpful to identify security attacks. With more powerful attackers, feeding the previous attack models to the learning-based security solutions will not be sufficient. Instead, ICN requires more intelligent, adaptive, and robust security schemes. They can also provide more intelligent, adaptive, and robust security schemes in ICN MEC.

It is expected that MEC and ICN will continue to play their important roles in future 6G systems, where edge intelligence is a key for most emerging MEC ICN based applications such as virtual reality, fully autonomous transportation, in-car infotainment, and holographic telepresence. MEC-based near-real-time radio intelligent controllers in B5G and future 6G networks can result from such deployments. MEC implementations would need to use beyond-IP network architectures to accommodate edge intelligence and emerging applications. In this regard, ICN is a potential solution thanks to its distinct advantages, such as faster and more reliable data transmission and increased reliability.

2) FUTURE RESEARCH DIRECTIONS

In most AI-enabled optimization solutions, the learning model is trained offline, then deployed in a network node such as MEC server and radio tower. Although learning models can be well trained and have high performance in the testing data set, they shall not well adapt to highly dynamic ICN MEC networks with unknown new data and tasks. To cope with such issues, the learning agents should continuously accumulate new knowledge to update the model. Since the optimization of ICN MEC systems are normally formulated as nondeterministic polynomial time (NP) problems with both continuous and binary variables, and constraint non-linearity, the optimization can be further exaggerated by the very large dimensionality of the feasible solution set. Efficiently exploiting AI techniques to solve these challenges without compromising the performance should be investigated in future studies. In this vein, the applications of different AI approaches (such as convolutional neural network, reinforcement learning, and recurrent neural network) are presented in [215].

The issues of big data storage and processing can be addressed by edge-based processing and multi-venue data storage. Learning tasks in big data processing can be distributed among multiple edge servers in order to execute more tasks and reduce the data transfer between the devices and the central cloud server. Data is sent to the cloud only if the accuracy of processing on edge servers does not satisfy the requirements. Furthermore, with ICN-based caching, data can be stored at multiple venues, e.g., among multiple edge nodes, in order to shorten the response time of satisfying the content requests of users. Efficient distributed storage and processing algorithms need to be designed to minimize the execution cost while achieving the quality requirements of big data applications. This question has been partly answered.
in [216], [217], [218], [219]. On-device caching and heterogeneity (e.g., in resources, applications, QoS requirements) are also open issues that should be thoroughly investigated for ICN MEC integration in future networks.

Federated learning has the potential to solve the challenge of data availability and distribution. Data and caching content of different ICN MEC networks are utilized for model training at the corresponding nodes, which are then uploaded to a central server for model aggregation. To ensure a flexible coordination among network nodes (e.g., caching nodes, edge, fog, and cloud), designing proper resource management approaches in future ICN MEC networks is necessary. Moreover, efficient incentive mechanisms and business models are essential to stimulate the data sharing and training participation of network nodes. Edge AI for emerging applications in future B5G wireless systems also opens up new research opportunities.

B. BLOCKCHAIN
1) LESSONS LEARNED
The deployment of MEC systems and emergence of new compute-intensive and latency-critical applications at the mobile edge are indispensable in B5G networks, but also introduce many new privacy and security issues. Blockchain, with numerous distinctive features such as immutability, non-repudiation, proof of provenance, and integrity has been considered as a promising solution to overcome privacy and security issues of ICN MEC integrated networks. For example, Zhang et al. [220] leveraged the use of a blockchain and smart contract to design an incentive mechanism in device-to-device assisted mobile edge caching systems. As the willingness of sharing caching codes of the edge nodes is taken into account, the proposed approach in [220] outperforms several benchmarks in terms of traffic offloading, latency, and consensus reward. Another use case of blockchain in ICN MEC systems is investigated in [221]. In particular, blockchain is adopted to guarantee secure and privacy-preserving transactions of computing resources among sellers and buyers in IoV systems.

2) FUTURE RESEARCH DIRECTIONS
Although blockchain offers distinctive features of decentralization and traceability to ICN MEC systems, blockchain also has its own security and privacy issues. To address these issues, blockchain-related privacy and security should be taken into account of ICN MEC research. A promising direction is leveraging blockchain for emerging applications closely related to ICN MEC realization. For example, mobile crowdsensing is advantageous to many wireless applications, but the requirements of direct access to sensing data of mobile participants may cause privacy issues. In this context, blockchain not only provides privacy-preserving solutions but also enables scalable mobile crowdsensing systems. Designing incentive approaches and economic frameworks are desirable so that more edge nodes and mobile devices are encouraged to devote their computing and caching resources for better performance.

C. NEW SECURITY AND PRIVACY CHALLENGES AND ENABLERS
1) LESSONS LEARNED
Like any mobile networks, security and privacy are significant challenges of ICN, MEC, and ICN MEC integrated systems. For example, the content delivery between a content requester and content provider in ICN is built on the design of naming policies, which may, however, cause numerous privacy issues. This is reasonable since the unique name of the content may be visible along the transmission paths. In MEC, computation offloading to the edge nodes may lead to severe security and privacy issues [222]. As a promising solution, [223] leverages the concept of physical layer security to design a secure offloading framework. In particular, wireless resources are optimized to maximize the minimum of computation secrecy rate subject to various design constraints. Moreover, the security and privacy issues should be properly investigated when ICN MEC systems are integrated with other technologies such as blockchain, massive MIMO, multiple access techniques, and device-to-device communications. For instance, 51% attack is a serious security issue in blockchain-based systems, which may be driven by a group of powerful miners [224]. These miners may present the adding of new blocks to the current chain and/or modify the block data for malicious purposes.

2) FUTURE RESEARCH DIRECTIONS
Future ICN MEC systems will comprise heterogeneous network devices with numerous computing capabilities and different constraints on security and privacy. Deploying only one mechanism/technique is not sufficient to meet more and more stringent requirements, and thus require the deployment and harmonization of multiple approaches simultaneously. In this context, blockchain, federated learning, and quantum computing are promising concepts to provide innovative security and privacy techniques. The application of blockchain for naming policies in ICN networks is investigated in [225], where blockchain is used to trace the entire content delivery process so as to detect the possible locations of malicious ICN nodes. This work also leverages blockchain to design an efficient naming alternative scheme between human-readable names and self-certifying names. Moreover, new security and privacy methods should be low-complexity, low-cost, and scalable so that they will be deployable for massive and large-scale ICN MEC systems.

D. HIGH-SPEED MOBILITY
1) LESSONS LEARNED
As long-distance and high-speed communications will be an integral component of future B5G wireless networks, ICN MEC integrated networks should be designed to meet such new requirements. An example of this case is an express
train that shall operate at up to 500 km/h in the next decade. Together with many new services of joint communication, computing, caching, control, and sensing, the current network infrastructure of ICN MEC systems would not be able to support such scenarios. Here, a promising solution is the design of a comprehensive multi-tier and heterogeneous BS5G infrastructure. In particular, the amalgamation of terrestrial communications, low-altitude and high-altitude platforms, and satellite communications in BS6G is expected to provide communication and computing services at a global level and with various QoS levels [226]. Obviously, the high-speed trains, when connected with only terrestrial communication systems, may cause frequent handovers among cellular cells, and thus reduce the network performance. To cope with this challenge, a satellite terrestrial integrated network was proposed in [227] to improve the performance of high-speed railway systems in terms of data throughput and transmission latency.

2) FUTURE RESEARCH DIRECTIONS

Despite mobility issues of end users and edge nodes, most of existing works ignore the practical deployment issues of ICN MEC systems, which should be thoroughly investigated in the future. One potential research direction is to exploit mobility patterns to design adaptive mechanisms of caching, computing, and content routing. This issue has been partially addressed in some recent studies such as content-centric multi-regional video content adaptability in [228] and adaptive video streaming in [229]. Network softwarization is a promising concept that can be leveraged to address mobility issues. For example, the work in [230] proposes deploying software-defined networking to offer new features for vehicular communication networks such as application portability, immutability, and scalability, and thus maintaining service continuity and supporting user mobility. Furthermore, AI approaches are promising to increase the realtime implementation thanks to features learned from the massive amounts of mobile data generated in ICN MEC systems.

E. THE INTEGRATED VIEW: ICN MEC IMPACT FOR BS5G BASED ON LESSONS LEARNED

In this section, we make the connection between the BS5G challenges and relevant use cases elaborated in Section IV and V, and the lessons learned and future research directions. To this end, the impact of identified research directions for key BS5G ICN MEC challenges and use cases are quantified in Table 5. In that table, we essentially delineate the synthesis of the lessons learned and future research directions in our survey work in a BS5G and ICN MEC context.

As apparent in the table, Edge AI research and lessons learned are particularly relevant for edge-driven Smart “X” use cases such as smart homes and cities, and smart healthcare. Moreover, it has high relevance and impact for security and privacy since research on AI model selection or federated learning and lessons from the related literature will have utility to alleviate security and privacy issues in BS5G. Big data research direction has a similar impact, but with a larger set of challenges and use cases including additionally, for instance, vehicular networks where multi-venue distributed data storage and big data analytics for content caching will be important. Both research directions have a relatively low impact on network slicing and mobility as expected.

Future research on widely-applicable key technologies such as learning techniques and AI and blockchain will have impact on a broad set of ICN MEC challenges and use cases in BS5G. Research on full network programmability will serve all use cases as a fundamental enabler in ICN MEC networking. Dynamic and online learning are especially relevant for use cases and challenges related to dynamic contexts such as deployment and orchestration, and smart healthcare. Similarly, explainable AI research will provide support for big data handling and security/privacy issues since AI-driven techniques require more transparency and explainability in future networks. Real time implementation of iterative AI algorithms will be highly instrumental to address challenges related to management, security, privacy and how big data is handled. The research on balance between optimality and efficiency of ML/AI schemes will be important for more resource-aware situations where a trade-off can be considered such as big data handling or smart healthcare. This broad impact of AI/ML on various use cases and challenges is also valid for blockchain research on network scalability and low-latency blockchain-enabled systems since efficiency and scale constraints are important for any blockchain based solutions. Additionally, blockchain based secure and private transactions will inherently alleviate BS5G security and privacy challenges and sensitive use cases such as smart cities and healthcare.

Security and privacy are transversal requirements expected to become more challenging for BS5G networks. Therefore, research combining current security and privacy solutions in MEC and ICN, and secure and private joint communication, computing, and caching in future networks are generally useful to address the challenges and thus serve BS5G applications. As distributed learning techniques will play a key role in these systems, secure and private distributed learning related research has high relevance for challenges and use cases except a few less impacted ones such as network slicing. Similarly, lightweight security solution design is relevant for many of the use cases and challenges.

The high-speed mobility and scalability due to small-cell networks related lessons and research will particularly benefit the mobility- and RAN-sensitive use cases. For the former, mobility support in routing protocols, and content/service placement for ICN MEC are beneficial for BS5G. For the latter, interference management and computation offloading will have a significant impact in the edge networks. As expected, high-speed mobility oriented research has relevance for challenges and use cases linked to mobility such as orchestration, naming, vehicular networks, and smart cities. These two aspects are also intrinsically linked to
TABLE 5. ICN MEC research directions and their impact on use cases and challenges.

| Research Directions                      | Challenges | Use cases                          |
|----------------------------------------|------------|------------------------------------|
|                                        | Deployment and orchestration | Context awareness  | Security | Privacy | Networking | Mobility | Network slicing | Big data handling | Smart cities | Networked multimedia | Vehicular networks | Smart healthcare | Smart grid |
|                                        | M          | H M L H H M L H H H H M L         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Collaborative computing and caching at edge node | L          | H H H M L L H L H L H H L         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Data availability                      | L          | H H H M M L H H H L L H           |          |         |            |          |               |                |             |                   |                   |                  |          |
| AI model selection                     | M          | H M H L L L M H L H L H L         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Federated learning                     | M          | H M H L L L H L H H L H L         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Data sharing and resource optimization | L          | H H H H M L L H H L H H L         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Big data analytics for content caching | L          | H H H M M L L H H H M L           |          |         |            |          |               |                |             |                   |                   |                  |          |
| Multi-venue distributed data storage   | H          | H H H M H L L L H H H M M         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Data heterogeneity                     | L          | H H H L H H L H H H M L           |          |         |            |          |               |                |             |                   |                   |                  |          |
| Learning Techniques and AI             |            |                                   |          |         |            |          |               |                |             |                   |                   |                  |          |
| Full network programmability           | L          | H L M M H H H H H L H H H L H     |          |         |            |          |               |                |             |                   |                   |                  |          |
| Real time implementation of iterative AI algorithms | M          | H L L L L H H H M H L M          |          |         |            |          |               |                |             |                   |                   |                  |          |
| Balance between optimality and efficiency | L          | H L L L L L H H H M H L M         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Dynamic and online learning            | L          | H H M M M M L L H L H H L         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Explainable AI                         | M          | H H H H H L L L H H H M M         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Blockchain                             |            |                                   |          |         |            |          |               |                |             |                   |                   |                  |          |
| Network scalability                    | L          | H L H H H H H M L M H M           |          |         |            |          |               |                |             |                   |                   |                  |          |
| Secure and private transactions        | H          | H L H H M L L L H L M M           |          |         |            |          |               |                |             |                   |                   |                  |          |
| Low-latency blockchain-enabled systems | H          | H L H H M M H H H L H H           |          |         |            |          |               |                |             |                   |                   |                  |          |
| New Security and Privacy Challenges and Enablers |            |                                   |          |         |            |          |               |                |             |                   |                   |                  |          |
| Integration of current security & privacy solutions in MEC & ICN | H          | M H H H H H M H M H H H H         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Secure and private joint communication, computing, caching, control, and sensing | H          | H H H L H M L L L H M M           |          |         |            |          |               |                |             |                   |                   |                  |          |
| Secure and private distributed learning | L          | H H H H M L L L H H H L M         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Lightweight solution design            | H          | M H H H M L L L H H H M           |          |         |            |          |               |                |             |                   |                   |                  |          |
| High-speed mobility                    |            |                                   |          |         |            |          |               |                |             |                   |                   |                  |          |
| Mobility support in routing protocols  | L          | H L M M H H H L L H H H L L       |          |         |            |          |               |                |             |                   |                   |                  |          |
| Content and service placement          | L          | H L H H H H M M H H H M L M       |          |         |            |          |               |                |             |                   |                   |                  |          |
| Request coordination                   | M          | L L L L H H H H H H H L L         |          |         |            |          |               |                |             |                   |                   |                  |          |
| Practical deployment based on mobility patterns | H          | H L M L L L L H H H H M L         |          |         |            |          |               |                |             |                   |                   |                  |          |

automated/intelligent network softwarization direction since B5G networks are expected to be fully softwarized and intelligent.

VIII. CONCLUSION
The convergence of MEC and ICN technologies has potential to efficiently realize B5G applications and services. Thus, both paradigms are envisaged to be integral elements of future network ecosystems. The cooperation of MEC and ICN technologies will offer benefits such as faster content delivery, improved application level reconfiguration, improved storage and caching functions at the edges, efficient session mobility, better support for real-time context aware applications, and content-based security. These integrated benefits will be highly useful for 5G as well as B5G applications such as smart cities, smart homes, networked multimedia applications, autonomous driving cars, and smart healthcare. However, proper integration of MEC and ICN as well as utilization and implementation in future networks is still an open question. Moreover, the implications of ICN MEC integration will open up challenges and obstacles such as new security, privacy, orchestration, naming, mobility, and big data dissemination issues. Such challenges have to be resolved to obtain the full benefit of ICN MEC integration. SDOs have a significant responsibility to promote the ICN MEC integration by further extending their standardization activities.

Finally, other related network technologies such as Edge AI, big data, learning techniques, and blockchain can be used to enable an efficient integration of ICN and MEC.
for B5G or 6G networks. From AI and smart networks perspective, efficiently exploiting AI techniques and their application to solve these challenges without compromising the performance should be investigated in future work. Efficient resource management approaches for future ICN MEC networks are necessary for advanced learning techniques. Research on incentive mechanisms and business models to boost data sharing and training participation of network nodes is also crucial.

Similar to the AI aspect, designing incentive approaches and economic frameworks for blockchain technology integration into ICN MEC will encourage more edge nodes and mobile devices to devote their computing and caching resources for performance improvements. Future ICN MEC systems will particularly comprise heterogeneous network elements with different requirements on security and privacy. In this context, new security and privacy enablers such as blockchain and Edge AI should be scalable and low-cost to be deployable in integrated modes for ICN MEC systems. In addition to security aspect, ICN MEC integrated future networks are expected to meet such long-distance and high-speed communication requirements. Therefore, design of adaptive mechanisms of caching, computing, and content routing for high-speed mobility is an important research topic. Along these open questions, new research directions and related solutions can also be further investigated in future iterations of this survey.
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