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Abstract. Conformance Checking (CC) techniques enable us to give the deviation between modelled behavior and actual execution behavior. The majority of organizations have Process-Aware Information Systems for recording the insights of the system. They have the process model to show how the process will be executed. The key intention of Process Mining is to extracting facts from the event log and used them for analysis, ratification, improvement, and redesigning of a process. Researchers have proposed various CC techniques for specific applications and process models. This paper has a detailed study of key concepts and contributions of Process Mining. It also helps in achieving business goals. The current challenges and opportunities in Process Mining are also discussed. The survey is based on CC techniques proposed by researchers with key objectives like quality parameters, perspective, algorithm types, tools, and achievements.
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1. Introduction

Process Mining (PM) is new research that lies between data science and Business Process Management (BPM)[1]. Generally, BPM processes the model rather than event data. It focuses on the designing, controlling, quantity, and optimization of business processes. Traditional data analytical techniques like machine learning and data mining do not consider the end-to-end process. It focuses mainly on patterns or results. There is a missing link between BPM and data science, namely PM [2][3], to improve the process. Nowadays, most organizations use information systems such as BPM, Enterprise Resource Planning systems, etc. These information systems record each activity and describe a process's underlying behaviour, as shown in Figure 1. Each event is related to a movement that belongs to a particular stage of the process[4][5]. PM uses these events to discover, monitor, and improve the process [4]. The organization of the paper is as follows: Section I is the introduction of PM. Section II is PM techniques and it’s applicability in different perspectives. Section III is a discussion of tools used in PM. Section IV is a detailed discussion of various research work carried out in CC techniques. Lastly, section V is the contributions and the scope of future research in this domain.
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2. Process Mining Techniques Overview

Components of PM in Figure 2 are process discovery that has an event log as input, CC, and enhancement both have log and model as input. Process discovery: First technique of PM is process discovery for discovering the model that replicates log [2]. CC: It checks the conformity of the model with log and assesses whether they described reality. There are four quality parameters [6]: fitness, simplicity, precision, and generalization. A perfect fitness model can replay all traces from beginning to end. For any log (EL) and model (M), then the fitness of the model is:

\[
\text{fitness}(EL, M) = 1 - \frac{f_{\text{Cost}}(EL, M)}{\text{move}(EL) + |EL| + \text{move}(M)}
\]

Enhancement: It takes the process model and event log as input and enhances the process model using the observed event log [4][5]. A model is simple if it explains clearly all behaviors [5][6] shown in Figure 3. A precise model does not allow many traces. The flower model is less precise and more generalized. The fitness value varies from 0 to 1. The best-fitted model has one fitness value. The model that is not generalized is also called overfitting.

- **PM perspective**: There are mainly four types of PM perspective. First is a control-flow, to find the excellent categorization of numerous promising paths
The second organizational, shows how movements are associated with each other. The third case, emphasizes cases, and the fourth perspective time related to evaluating cases [4][5].

3. Tools and Algorithms Categories

Comparative usability of ProM and Disco tools of PM are shown in table 1. Some other tools are ProM Lite, RapidProM (both are open source), LANA (Lana Labs), SNP (SNP Schneider-Neureither & Partner AG), EDS (StereoLOGIC Ltd), Iciris, ProcessGold, ARIS PPM, Fujitsu, Icaro, Minit, myInvenio, QPR, Rialto, etc. At the time of loading event in ProM framework shown in Figure 4.

| Tools          | ProM                  | Disco                |
|----------------|-----------------------|----------------------|
| Class          | Open                  | Commercial           |
| Purpose        | General               | General              |
| Discovery      | supported             | supported            |
| CC Checking    | supported             | Not supported        |
| Societal Mining| supported             | Not supported        |

PM algorithm is categorized into three classes: Deterministic, Heuristic, and Genetic algorithms [6]. Deterministic like α-algorithm provide constant output for the specific input of variables. Heuristic algorithms provide a better solution by trial and error. A genetic algorithm is used when the problem starts with an arbitrary point and tries to find a better solution by introducing random variations [7].

Figure 4. ProM framework when loading event log

4. Proposed Models by Researchers

This section surveys the proposed work on CC. Table 2 has shown the comparative survey. Most CC techniques are created on a control-flow perspective and offline mode, but the conformity of the model also depends on different perspectives like data, time, etc. Online CC framework [9] proposed quantifying the observed behaviour in real-time and controlling the complexity to the constant time of each event. To test the approach, they run a conformance checker for about 70 mins and 256110 events generated by generator PLG about 65 events/sec. Process model [10] discovered from different process discovery algorithms and compared these algorithms on same data streams such as Lossy Counting with Budget, Sliding Window, and Exponential Decay.
Figure 5. Evolution process

In Figure 5, the first and second step is to build in existing plugins and the probabilistic CC approach is implemented as a plugin in third step [11]. For checking conformity of the model, mapping is required. For noise level 0, their compliance checking technique results in 70.2%, and traditional methods provide 29.8%. They are shown in Figure 6.

Figure 6. Comparative analysis between traditional and probabilistic Conformance Checking.

The CC technique is based on alignment [13]; for alignment, it is essential to associate the passage of events with the passage of the process model. One more CC technique [14] is based on replay-token. A new approximation CC technique [15] was proposed to compute conformance value in a faster way. [16] found the value of all four parameters fitness \( f=0.995 \), precision \( p=0.996 \), generalization \( g=0.958 \) and simplicity \( s=0.387 \). [17] proposed an approach that detects the anomalies in traces stored in PAIS using the ProM tool. [25] proposed a novel framework for PM analysis that uses advances in-memory data processing and graph algorithms that reduce the cost of taking out and converting the event data present in the information system. [28] Increasing the volume of data becomes a challenge as existing PM techniques cannot handle the high volume of data with many activities. Clustering [30] based approach that overcomes the problem of the complex and imprecise model due to large volume of data. PM technique [29] was used to analyze the process of an emergency room in the hospital. But they [27] neither considered real-time concerns in the behavioural domain nor the resources and relationships between actions. [26] expanded the work done in [28], provided approach of reconstructing process model from audit trail logs.

Table 2. Different approaches to Conformance Checking.

| Ref | Key Objective | Achievements | Future work | Tool |
|-----|---------------|--------------|-------------|------|
| [10] | Comparing results visually of two different process discovery algorithms. | Users can analyze the internal data structure for handling the event data stream. | Make CC metrics checking the performance algorithms. | ProM |
| [11] | Creating a mapping between process model and uncertain events. | Applicable on several real-world procedures where traditional CC methods fail | Need to extend the approach of mapping and also help in the selection. | ProM |
| [12] | Detect the deviation between modelled and observed behaviour. | The hierarchical approach is compared with decomposition by manual. | Enhance the projected technique to a more significant class. | ProM |
| [13] | Maintain alignment between events and model. | Alignment makes it possible to replay the event. | Finding an optimal alignment algorithm. | ProM |
Finding the possible behaviour of subset.
Approximation value is close to actual alignment value.
The best subset method.
ProM

Finding the similarities between PM and event log.
Fitness of the model is 0.87, precision=0.9, simplicity=0.38 and generalization=0.98.
Finding learning automata for discovering the process model.
ProM

Design rule sets that show the relationship between tasks. Traditional methods are time-consuming.
The rule set considers noise and imbalance in data and the problem with the alpha algorithm recovered.
Planning of performing more real-world case studies on discovering the model.
ProM

Dealing with the log consisting noise.
Experiments with a synthetic and real-time log.
Future work for dealing with duplicate tasks.
ProM

An alignment-based replay to enhance the state space.
Handled intertwined state space with the help of alignment-based replay.
Enhance the CC matrix by parameters precision and generalization.
ProM

Process model generates with minimum information.
A block-structured model that is fit and sound replays all the observed behavior.
Length of two-loop removes the restriction of start and end state.
ProM

Approach provides the instance graph of an individual log instance.
In this approach, the noise is filtered out from the log.
Developing algorithms that integrated multiple instances.
ProM

Provided an approach of constructing a PM
The modelling technique is compatible.
Need controlling learning conditions
Flow mark

5. Conclusion and Future Work

The study shows that PM techniques are limited for process discovery and check the conformity of the process model. There are many proposed CC techniques. Most CC techniques are based on control flow and do not provide an actual cause of process deviation. The other parameters like data, resources, time need to be considered. Many CC techniques are token-based, but sometimes they give unpredictable and ambiguous results. The CC techniques based on alignment provide more strong conformity. As the volume of data is increased day by day, the alignment-based approach comes with challenges. The available tools also face difficulties. For massive data, these techniques are inefficient, being a complex process model. To overcome such problems, a decompose alignment technique is used. Such methods are based on the decomposition of model and event log into small components and aligned respectively; the decomposition technique shows better computation time. The detailed study shows the need for future work for the automatic decomposition of the process model and event log with minimum error and execution time.
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