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Using a semiclassical Boltzmann equation, we calculate corrections to the Sharvin conductance of a wide 2DEG ballistic contact that result from an electron–electron scattering in the leads. These corrections are dominated by collisions of electrons with nearly opposite momenta that come from different reservoirs. They are positive, increase with temperature, and are strongly suppressed by a magnetic field. We argue that this suppression may be responsible for an anomalous positive magnetoresistance observed in a recent experiment.
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I. INTRODUCTION

It is well known that narrow constrictions in 2D or 3D electron gases exhibit a finite electric resistance even if their size is much smaller than the electron mean free path. In terms of the Landauer–Büttiker formalism, this resistance is due to a total backscattering of electrons in most of quantum channels of the electrodes. If a transverse magnetic field is applied to a constriction in a 2D gas, a suppression of geometrical backscattering results in a temperature-independent negative magnetoresistance.

In a recent paper, Renard et al. studied electric transport in wide 2D quantum contacts formed of high-mobility GaAs heterostructures. In a zero magnetic field, the authors observed a positive correction to the conductance that increased linearly with temperature. In addition to this, they noticed an unusual behavior of magnetoresistance in low fields. The low-field magnetoresistance was positive and increased with temperature. In higher fields, it crossed over to a negative one, so that the $R(H)$ curves exhibited a temperature-dependent maximum. The authors attributed this temperature dependence to electron–electron interactions, but the specific mechanism of it was not clear. The goal of the present paper is to establish it.

There are several theories that address effects of electron–electron interaction in magnetoresistance of a uniform 2D electron gas. In the semiclassical approximation, these interactions do not affect electric resistivity of macroscopically homogeneous conductors with a parabolic spectrum because of momentum conservation. They are known to contribute to the resistivity only if the translational invariance of the conductor is broken by impurities and a quantum interference between the interactions and impurity scattering takes place. There are several theories describing the magnetoresistance of a uniform 2D electron gas that results from these quantum effects. Gornyi and Mirlin analyzed the magnetoresistance that is due to electron-electron interactions for a 2D gas with smooth disorder in the ballistic regime $T \tau_{imp} \gg 1$, where $\tau_{imp}$ is the elastic scattering time ($k_B = \hbar = 1$). They obtained that the magnetoresistance scales as $\omega_c^2 T^{-1/2}$ in strong fields $\omega_c \gg T$ and is exponentially suppressed at $\omega_c \ll T$, where $\omega_c$ is the cyclotron frequency. Very recently, Sedrakyan and Raikh studied the ballistic regime for a 2D gas with short-range impurity potential. They obtained that in weak fields $\omega_c E_F^{1/2}/T^{3/2} \ll 1$, a positive magnetoresistance scales as $\omega_c^2/T^{3/2}$. In strong fields $\omega_c E_F^{1/2}/T^{3/2} \gg 1$ it crosses over to a temperature-independent negative one and scales as $\omega_c$. However these theories strongly rely on the presence of impurities in the system, while in the experiments of Renard et al., the electron mean free path was at least 50 times larger than the size of the contact that determined its resistance.

The translational invariance is violated not only in disordered systems. In a ballistic system with restricted geometry it is broken as well and hence the electron–electron scattering may lead to nontrivial effects even in the absence of impurities or rough boundaries. Unlike the case of a conductor with impurities, these effects can be captured even in the semiclassical approximation. Very recently it was shown that in semiclassical ballistic 2D contacts with a large number of transverse channels this scattering results in a positive correction to the Sharvin conductance that scales linearly with temperature. The correction to the conductance results from collisions of electrons in the leads incident on the contact with nonequilibrium electrons injected from the opposite electrode. Bringing to notice that this mechanism gives a positive contribution to the conductance unlike the backscattering of electrons with few quantum channels, which results in negative corrections to it. Here we analyze the behavior of this correction in a magnetic field and find that it results in an anomalous positive low-field magnetoresistance.

In this paper, we show that the positive contribution to the conductance from electron–electron scattering is effectively suppressed by a magnetic field transverse to the contact plane. This suppression results in a positive low-field magnetoresistance. After the interaction contribution has been destroyed by the magnetic field, the positive magnetoresistance gives way to a negative one that arises from the suppression of geometrical backscattering.

The paper is organized as follows. In Section II, we present the model and describe our general formalism.
In Section III, we qualitatively discuss the interaction correction to the conductance in a zero magnetic field. In Section IV, we present calculations of the magnetoresistance. Section V presents a discussion the results and their comparison with the experiment. Appendices A and B contain details of calculations.

II. MODEL AND BASIC EQUATIONS

We adopt the model of a ballistic contact similar to that of Kulik et al. for the case of electron–phonon scattering. Consider two 2D electron gases separated by a thin impenetrable barrier with a gap of width 2a. We assume that a is much larger than the Fermi wavelength and the screening radius but much smaller than both elastic and inelastic mean free path of electrons. The distribution functions $f(p, r)$ of electrons on both sides of the insulator obey the Boltzmann equation:

$$
\nabla \cdot \left( \frac{eE + \frac{e}{c} \nabla \varphi}{m} \right) \frac{\partial f}{\partial p} = \dot{I}_{ee}(p, r),
$$

where $E = -\nabla \varphi$ is the electric field and $H$ is the magnetic field ($e < 0$). The electron–electron collision integral is given by the standard expression

$$
\dot{I}_{ee}(p) = \alpha_{ee} \nu^2 \int \frac{d^2k}{(2\pi)^2} \int \frac{d^2p^\prime}{(2\pi)^2} \int \frac{d^2k^\prime}{(2\pi)^2} \times \left\{ \left[ f(p) - f(k) \right] \left[ f(p') - f(k') \right] \right\},
$$

where $\alpha_{ee}$ is the dimensionless parameter of electron–electron scattering and $\nu = dn_e/dE_F = m/\pi$ is the two-dimensional Fermi density of states. The coordinate $r$ is omitted in all the arguments for brevity. We assume that the electric potential $\varphi$ tends to $V/2$ and $-V/2$ far from the contact in the left and right half-spaces, where $V$ is the voltage drop across the contact. We also assume that the distribution function of electrons in the momentum space tends to the equilibrium one sufficiently far from the contact.

We emphasize that unlike a number of authors who considered contacts in a form of a long and narrow channel with interaction effects taking place deep inside them, we consider a short and wide contact. Therefore the most essential scattering events occur outside it in the leads.

We briefly discuss here the relative roles of the collision integral and the equilibrium boundary conditions for the distribution function. In the Landauer–Büttiker formalism the dissipation of power in a contact with a perfect transmission is due to relaxation processes in the leads. This relaxation brings the injected electrons in equilibrium with those in the electrodes. It is implicitly taken into account by assuming that electrons incident on the contact from the electrodes have an equilibrium distribution. However this implicit relaxation does not take into account the back action of injected nonequilibrium electrons upon the electrons in the leads, which may give rise to nontrivial effects. Though collisions between electrons do not change their total momentum, they change their trajectories and hence may prevent some of them from passing through the contact or help some extra electrons to get through.

In our semiclassical formalism, we also use the equilibrium boundary conditions for the electrons moving to the contact from the depth of the electrodes. If we set the collision integral in the Boltzmann equation equal to zero, we recover the Sharvin conductance, i.e. the same result as in the Landauer–Büttiker formalism. If the collision integral is explicitly taken into account, it not only results in a relaxation of nonequilibrium injected electrons, but also changes the distribution of “native” electrons coming from the depth of the electrodes. In particular, collisions with electrons injected from the other electrode make the electrons incident on the contact nonequilibrium even before they reach the orifice. This is a sort of an electron–electron drag, which results in a correction to the Sharvin resistance.

Equation (1) may be solved by expanding it in powers of $\alpha_{ee}$. In the absence of scattering, electrons move along the classical trajectories in the phase space so that their coordinate $r$ and momentum $p$ are determined by equations

$$
\frac{d^2p}{dt^2} = \frac{e^2}{c} \nabla \varphi \times H, \quad \frac{dr}{dt} = \frac{p_t}{m},
$$

where $\tau$ is the travel time. The total energy of an electron $p^2/(2m) + e\varphi(r)$ is conserved during its motion along the trajectories. The boundary conditions for Eq. (1) take a form $f(p, r) = f_0(\varepsilon_p)$ in the left and right half-spaces far from the orifice, where

$$
f_0(\varepsilon_p) = \frac{1}{1 + \exp(\varepsilon_p/T)}
$$
and \( \varepsilon_p = p^2/(2m) - E_F \). Because of the energy conservation, the distribution function \( f(p, r) \) depends only on the electrode from which an electron with momentum \( p \) came to point \( r \). As the electrons that contribute to the current belong to a narrow interval of energies of the order of \( T \ll E_F \), we may treat their velocity as energy independent and assume that the trajectories of the relevant electrons depend only on the momentum direction and do not depend on their energy. It is convenient to use the notion of an angular domain \( \Omega(r) \) that contains all the momenta of electrons that came to point \( r \) from the contact. In terms of this domain, the zero-approximation distribution function is given by

\[
f(0)(p, r) = \begin{cases} 
  f_0(\varepsilon_p + e\varphi(r) \mp eV/2), & p \notin \Omega(r) \\
  f_0(\varepsilon_p + e\varphi(r) \pm eV/2), & p \in \Omega(r) 
\end{cases}
\]  

(5)

for the electrons in left (upper sign) and right (lower sign) half-spaces, respectively. Schematically, the electron distribution functions to the left and to the right of the contact are shown in Fig. 1.

The current through the contact is given by an expression

\[
I = e \int d\rho \int \frac{d^2 p}{(2\pi)^2} v_\perp f(p, \rho),
\]  

(6)

where \( v_\perp \) is the component of \( v \) normal to the insulator and vector \( \rho \) labels points within the gap in the plane of insulator. A substitution of Eqs. (5) into this expression results in the well known formula for the Sharvin conductance

\[
G_0 = \frac{e^2 \rho_F a}{\pi^2},
\]  

(7)

i.e. the conductance quantum times the number of transverse channels in the contact.

To the first approximation in \( \alpha_{ee} \), the correction to the distribution function \( \delta f(p, \rho) \) at the orifice is readily obtained by integrating \( I_{ee}\{f(0)\} \) along the classical trajectory of an electron that arrives at point \( \rho \) with momentum \( p \) from infinity

\[
\delta f(p, \rho) = \int_0^\infty d\tau I_{ee}\{f(0)(p_, r_r)\},
\]  

(8)

where \( \tau \) is the time of travel to point \( \rho \) along the trajectory and \( p_r \) and \( r_r \) obey Eqs. (3). The collision integral in Eq (8) is zero if there is no voltage drop across the contact and the distribution function is equilibrium. Therefore as we are interested in a linear response to the electric field, we may neglect it in Eqs. (3) and assume that \( |p| = \) const. In a magnetic field, the trajectories in the coordinate space present arcs of circles of cyclotron radius \( l_H = p_H c/eH \), while the momentum direction \( p_\perp \) rotates about the origin with an angular frequency \( \omega_c = eH/mc \). Similarly, one can neglect \( \varphi(r) \) in Eq (6).

The collision integral in Eq. (8) is nonzero only if at least one of the momenta in Eq. (2) falls within \( \Omega(r_r) \). As we will see below, the main contribution to \( \delta f \) comes from points \( r \) located much farther from the orifice than its size \( \alpha \). Hence \( \Omega(r) \) may be considered as small and the contribution to \( \delta f \) from scattering processes where more than one momentum lies in \( \Omega(r) \) may be neglected. As we will see in the next section, the largest contribution to \( I_{ee} \) comes from the collisions of electrons incident on the orifice with electrons that are injected from the other half-plane and have nearly opposite momentum. Hence the integration over \( k \) in Eq. (2) in the left and right half-planes may be limited to \( k \in \Omega(r_r) \). The electrons with momentum \( k \) should be considered as injected, and the electrons with the rest of momenta \( p, p', \) and \( k' \), as native to the corresponding half-plane. Therefore the collision integral, e.g., in the left electrode may be written in a form

\[
I_{ee}(p_r, r_r) = \alpha_{ee} \nu^{-2} \int \frac{d^2 k}{(2\pi)^2} \int \frac{d^2 p'}{(2\pi)^2} \int d^2 k' \times \delta(p_r + k - p' - k') \\
\times \delta(\varepsilon_p + \varepsilon_k - \varepsilon_{p'} - \varepsilon_{k'}) \Theta[k \in \Omega(r_r)] \\
\times \frac{d\varepsilon_1}{d\varepsilon_1} \int d\varepsilon_2 \int d\varepsilon_2 \times \delta(\varepsilon_p - \varepsilon) \delta(\varepsilon_k - \varepsilon') \delta(\varepsilon_{p'} - \varepsilon_1) \delta(\varepsilon_{k'} - \varepsilon_2) \\
\times F_L(\varepsilon, \varepsilon', \varepsilon_1, \varepsilon_2),
\]  

(9)

where

\[
F_L(\varepsilon, \varepsilon', \varepsilon_1, \varepsilon_2) = [1 - f_L(\varepsilon)][1 - f_R(\varepsilon')][f_L(\varepsilon_1) f_L(\varepsilon_2) \\
- f_L(\varepsilon) f_R(\varepsilon')][1 - f_L(\varepsilon_1)][1 - f_L(\varepsilon_2)].
\]  

(10)

For convenience, we introduced here extra variables \( \varepsilon, \varepsilon', \varepsilon_1, \) and \( \varepsilon_2 \) to separate integrations over the energies and momentum directions and used a notation \( f_L(\varepsilon) = f_0(\varepsilon - eV/2) \) and \( f_R(\varepsilon) = f_0(\varepsilon + eV/2) \). By substituting the collision integral into (8) and the resulting expression into (6), one obtains the correction to the current in a form

\[
\delta I = 2\alpha_{ee} \nu^{-2} \int d\varepsilon \int d\varepsilon' \int d\varepsilon_1 \int d\varepsilon_2 \times \delta(\varepsilon + \varepsilon' - \varepsilon_1 - \varepsilon_2) F_L(\varepsilon, \varepsilon', \varepsilon_1, \varepsilon_2) \\
\times \int \frac{d^2 p}{(2\pi)^2} v_\perp \Theta(\varepsilon_p - \varepsilon) \\
\times \int d\rho \int_0^{\infty} d\tau \int \frac{d^2 k}{(2\pi)^2} \delta(\varepsilon_k - \varepsilon') \Theta[k \in \Omega(r_r)] \\
\times A(\varepsilon, \varepsilon_2, |p_r + k|),
\]  

(11)

where the quantity

\[
A(\varepsilon, \varepsilon_2, |p_r + k|) = \frac{1}{(2\pi)^2} \int d^2 p' \int d^2 k' \times \delta(p' + k' - p_r - k) \delta(\varepsilon_p - \varepsilon_1) \delta(\varepsilon_{k'} - \varepsilon_2).
\]  

(12)

presents the effective volume of momentum space into which a pair of electrons with momenta \( p \) and \( k \) can be injected. As we shall see in the next section, the effect 

\[
A(\varepsilon, \varepsilon_2, |p_r + k|) = \frac{1}{(2\pi)^2} \int d^2 p' \int d^2 k' \times \delta(p' + k' - p_r - k) \delta(\varepsilon_p - \varepsilon_1) \delta(\varepsilon_{k'} - \varepsilon_2).<ref>
scatter upon a collision. The prefactor 2 in Eq. (11) is due to a summation of two equal contributions from the left and right half-planes.

In Eq. (11), it is convenient to make the argument of \( A \) independent of \( \tau \). To this end, we rotate the local coordinate system in such a way that \( \mathbf{p}_r \) coincides with \( \mathbf{p} \). As we do it, the domain of integration over \( \mathbf{k} \) changes from \( \Omega(r_\tau) \) to \( \tilde{\Omega}(r_\tau, \mathbf{p}_r) \). Change now the sequence of integrations in such a way that integrations over \( \tau \) and \( \rho \) take place first. We arrive at an expression

\[
\delta I = 4ea \alpha_{ee} e^{-2} \int d\varepsilon \int d\varepsilon' \int d\varepsilon_1 \int d\varepsilon_2 \\
\times \delta(\varepsilon + \varepsilon' - \varepsilon_1 - \varepsilon_2) F_L(\varepsilon, \varepsilon', \varepsilon_1, \varepsilon_2) \\
\times \int \frac{d^2p}{(2\pi)^2} \delta(\varepsilon - \varepsilon') \Theta(\mathbf{v}_\perp) v_\perp \\
\times \int \frac{d^2k}{(2\pi)^2} \delta(\varepsilon - \varepsilon') A(\varepsilon_1, \varepsilon_2, \mathbf{p} + \mathbf{k}) \tilde{\tau}_m(\mathbf{p}, \mathbf{k}),
\]

where

\[
\tilde{\tau}_m(\mathbf{p}, \mathbf{k}) = \frac{1}{2a} \int d\rho \int_0^\infty d\tau \Theta[\mathbf{k} \in \tilde{\Omega}(r_\tau, \mathbf{p}_r)]
\]

is the effective time of interaction between incident electrons with momentum \( \mathbf{p} \) and injected electrons with momentum \( \mathbf{k} \).

### III. ZERO MAGNETIC FIELD: A QUALITATIVE DISCUSSION

First consider qualitatively the case of zero magnetic field. In the limit of zero magnetic and electric field, the electrons just move along straight lines with a constant momentum. The interaction correction to the conductance for this case was calculated in Ref. [9]. The expression for this correction had a form

\[
\frac{\delta G}{G_0} = \frac{2C_0}{\pi^2} \frac{\alpha_{ee}}{v_F} T \ln \left( \frac{I_c}{a} \right),
\]

where \( C_0 \approx 1.87 \) and \( I_c \) is a cutoff length much larger than \( 2a \), which may be due to a very weak electron–impurity scattering or a finite size of the electrodes. In contrast to the case of a long and narrow contact, the correction is positive. The unusual sign of the correction may be explained as follows. In the absence of interaction, the electron distribution in the momentum space has a dent or a bump at the side opposite to the contact depending on the electrode (see Fig. 1). The electron–electron scattering tends to smooth out this dent or bump by adding electrons to that part of the Fermi surface or removing them from there. As the total momentum of the electron gas must be conserved, the center of mass of the local distribution should not be changed by the scattering. Hence additional electrons should also appear at the side facing the contact or be removed from there. As a result, the number of incident electrons increases at the negative-voltage side of the contact and decreases at the positive-voltage side of it thus forming a positive correction to the current.

The magnitude of the interaction correction is much larger than one would expect from qualitative considerations. Naively, one might expect \( \delta G/G_0 \) to be of the order of \( a/l_{\text{ee}} \), where \( l_{\text{ee}}^{-1} \sim T^2/(v_F E_F) \) is the inverse equilibrium electron–electron scattering length. However the actual effect is \( (E_F/T) \ln(l_{\text{ee}}/a) \) times larger. The large magnitude of the effect is due to a special role played by collisions of electrons with almost opposite momenta. A sharp increase in the volume of momentum space available for scattering upon such collisions results in a divergence of quantity \( A \) in Eq. (13) at \( \mathbf{p} + \mathbf{k} = 0 \). A qualitative explanation of this singularity is given in Fig. 2. Imagine that the two initial states of scattering electrons \( \mathbf{p} \) and \( \mathbf{k} \) lie exactly at the Fermi surface and the temperature is zero. Because of energy conservation and Fermi statistics, the final scattering states \( \mathbf{p}' \) and \( \mathbf{k}' \) should also...
lie exactly at the Fermi surface and obey the momentum conservation condition $p + k = p' + k'$. If $Q = p + k \neq 0$, this condition may be satisfied only if the electrons retain their momenta or exchange them. However if $Q = 0$, the electrons can scatter into an arbitrary pair of states with opposite momenta and hence the amount of available volume in the momentum space drastically increases.

If the electrons have a smooth angular distribution, the singularity in $A(|p + k|)$ is averaged over the whole Fermi surface and eventually results only in an additional logarithmic factor $\ln(E_F/T)$ in the electron–electron scattering rate. However in our problem, $A(|p + k|)$ is averaged over the Fermi surface with a weight factor $\tau_m(p, k)$, which accounts for the anisotropy of local electron distribution and presents the dwell time of an electron with momentum $p$ incident on the contact in a beam of electrons injected with momentum $k$ (see Fig. 3). This time remains finite if $p$ is tilted with respect to $k$, but it tends to infinity if $p = -k$. In the latter case, the incident and injected electrons move along the same straight line in the opposite directions and one can find a nonequilibrium electron with momentum $-p$ no matter how far from the orifice. The superposition of the two singularities in $A(|p + k|)$ and $\tau_m(p, k)$ in the integrand of Eq. (13) results in an extra power of $E_F/T$ in the final expression for the current.

The “resonance” scattering of electrons with opposite momenta is due to the time-reversal symmetry, which makes them move along the same trajectory in opposite directions. If this symmetry is destroyed by a magnetic field, the effect is strongly suppressed. The magnetic field bends trajectories of electrons with opposite momenta in opposite directions so that they do not coincide any more (see Fig. 4). This leads to a reduction of the effect of scattering on the conductance and hence to a positive magnetoresistance. In the next sections, we give a quantitative estimate of the related magnetoresistance.

IV. CALCULATION FOR NONZERO MAGNETIC FIELD

The anomalously large interaction correction to the current results from collisions that take place at large distances from the contact $v_F \tau \gg a$. Therefore the divergence in $\tau_m(p, k)$ should be suppressed already in weak magnetic fields such that $l_H \gg a$. This is why in what follows we will be interested in low magnetic fields and large $\tau$.

To calculate the effective time $\tau_m$, one should first obtain the angular boundaries of the domain of integration $\Omega(r_\tau, p_\tau)$ for arbitrary $\tau$. For this purpose, one has to solve Eqs. (3) in the limit of zero electric field. Introduce a coordinate system with the origin at the center of the contact and the $y$ axis parallel to the insulating layer. Consider a specific trajectory of an electron incident on the contact. Suppose that the trajectory crosses the contact at point $\rho = (0, y)$ at an angle $\varphi_0$ to the contact normal. Determine the boundary angles for integration over $k$ at any point of the trajectory $r_\tau$ corresponding to travel time to the contact $\tau$. If another electron is injected from the contact at point $\rho' = (0, y')$ and then arrives at point $r_\tau$, its momentum will make an angle $\varphi$ with the momentum $p_\tau$ that the incident electron had at this point. In the linear approximation in the magnetic field and at $\tau \gg a/v_F$, this angle is given by an
asymptotic expression (see Appendix A)
\[ \varphi(\tau) = \omega_c \tau + \frac{y - y'}{v_F \tau} \cos \varphi. \] (16)

In the \((\tau, \varphi)\) plane, the region \(k \in \Omega(r_\tau, p_\tau)\) is limited by two curves \(\varphi_1(\tau)\) and \(\varphi_2(\tau)\), which are obtained by substituting \(y' = a\) and \(y' = -a\) into (16) and correspond to electrons injected from the upper and lower edges of the gap (see Fig. 6). The effective interaction time \(\tau_m(\varphi, \varphi_p)\) presents the total length of the portions of the line \(\varphi = \text{const}\) that fall inside this region. This length has to be integrated over \(y\) from \(-a\) to \(a\) and divided by \(2a\). Calculations give that (see Appendix B)
\[ \tau_m(\varphi, \varphi_p) = \frac{a}{v_F} \sqrt{\frac{\cos \varphi_p}{\beta}} G\left(\frac{\varphi}{\sqrt{4 \beta \cos \varphi_p}}\right), \] (17)
where \(\beta = \omega_c a / v_F\) is dimensionless magnetic field and
\[ G(b) = \begin{cases} 
   b + \frac{1}{3} (b^2 + 2)^{3/2} + \frac{1}{3} b^3, & b < 0 \\
   b + \frac{1}{3} (b^2 + 2)^{3/2} - b^3, & 0 < b < \sqrt{2} \\
   b + \frac{1}{3} (b^2 + 2)^{3/2} + \frac{2}{3} (b^2 - 2)^{3/2} - b^3, & b > \sqrt{2}.
\end{cases} \] (18)

The obtained piecewise function is shown by the green continuous line in Fig. 6. The magnetic field not only smooths out the singularity at \(\varphi = 0\) that corresponds to the case of oppositely moving electrons but also shifts the maximum of \(\tau_m(\varphi)\) away from this point. The \(\tau_m(\varphi)\) dependence for the case of zero magnetic field is shown in this figure by red lines.

The obtained piecewise function is shown by the green continuous line in Fig. 6. The magnetic field not only smooths out the singularity at \(\varphi = 0\) that corresponds to the case of oppositely moving electrons but also shifts the maximum of \(\tau_m(\varphi)\) away from this point. The \(\tau_m(\varphi)\) dependence for the case of zero magnetic field is shown in this figure by red lines.

The obtained piecewise function is shown by the green continuous line in Fig. 6. The magnetic field not only smooths out the singularity at \(\varphi = 0\) that corresponds to the case of oppositely moving electrons but also shifts the maximum of \(\tau_m(\varphi)\) away from this point. The \(\tau_m(\varphi)\) dependence for the case of zero magnetic field is shown in this figure by red lines.

Upon integration over \(p\) and \(k\) in Eq. (13) it reduces to an integral over energies
\[ \delta I = 4e \alpha_{ee} \frac{\alpha_{ee}}{v_F^2} \int d\varepsilon \int d\varepsilon' \int d\varepsilon_1 \int d\varepsilon_2 \times \delta(\varepsilon + \varepsilon' - \varepsilon_1 - \varepsilon_2) F_{L}(\varepsilon, \varepsilon', \varepsilon_1, \varepsilon_2) C(\varepsilon, \varepsilon', \varepsilon_1, \varepsilon_2), \] (21)
where \(C(\varepsilon, \varepsilon', \varepsilon_1, \varepsilon_2)\) can be found explicitly in several cases. If the ratio \(D/(4E_F^2 \beta)\) is large and positive,
\[ C = C_1 = \frac{v^2}{8 \pi^2} \frac{a}{v_F} \frac{E_F}{\sqrt{D}} \ln \left( \frac{D}{4 \beta E_F^2} \right). \] (22)

If this ratio is large and negative,
\[ C = C_2 = \frac{v^2}{8 \pi^2} \frac{a}{v_F} \frac{E_F}{\sqrt{|D|}}. \] (23)

If the absolute value of this ratio is small,
\[ C = C_3 = \frac{v^2}{3 \pi^2} \frac{a}{v_F} \frac{1}{\sqrt{3}} \ln \left| \frac{D}{4 \beta E_F^2} \right|. \] (24)

The distribution-dependent factor \(F_{L}\) in (21) should be linearized with respect to the voltage. With account taken of the delta function in this equation it may be written in a form
\[ F_{L}(\varepsilon, \varepsilon', \varepsilon_1, \varepsilon_2) = \frac{eV}{T} \exp \left( \frac{\varepsilon + \varepsilon'}{T} \right) \times f_{0}(\varepsilon) f_{0}(\varepsilon') f_{0}(\varepsilon_1) f_{0}(\varepsilon_2). \] (25)

This factor exponentially falls off away from the Fermi surface and limits the integration over the energies to a narrow interval of width \(T\) near it. Hence one may use an estimate
\[ \frac{D}{4E_F^2 \beta} \sim T^2 \frac{T^2}{4E_F^2 \beta}. \] (26)

Equation (21) is easily evaluated in two limiting cases of weak and strong magnetic fields by introducing dimensionless variables \(\xi_i = \varepsilon_i / T\). In the case of a weak
magnetic field $\beta \ll T^2/E_F^2$, the most singular in $T$ contribution to the integral is given by negative values of $D$, and a substitution of (28) into (21) gives

$$\delta G G_0 = \frac{C_0}{8\pi} \frac{\alpha_{ee}}{v_F} T \ln \left( \frac{T^2}{\beta E_F^2} \right).$$

(26)

This equation has the same form as (15) with $l_c = (T/E_F)^2 l_H$ except for the numerical prefactor. The different numerical prefactors in Eqs. (15) and (26) show that a true crossover between the cases of $H = 0$ and $H \neq 0$ takes place only at $l_H \gg l_c$.

In the opposite case of a relatively strong magnetic field $T^2/E_F^2 \ll \beta \ll 1$ a substitution of (21) into (26) gives with a logarithmic accuracy

$$\delta G G_0 = \frac{4}{9} \frac{\alpha_{ee}}{v_F} \frac{T^2}{E_F^2} \sqrt{\beta} \ln \left( \frac{\beta E_F^2}{T^2} \right).$$

(27)

This equation suggests that the correction to the conductance is positive, increases with temperature and decreases with magnetic field. At higher magnetic fields, the interaction correction to the conductance falls off more rapidly.

V. DISCUSSION

A positive correction to the conductance that decreases with increasing magnetic field results in a positive low-field magnetoresistance $\delta R(H) = -\delta G/G_0^2$. The low-temperature portions of these curves are similar to those of experimental curves obtained by Renard et al. (see Fig. 7). In both cases, higher temperatures correspond to lower $R(H)$.

At higher magnetic fields the experimental magnetoresistance exhibits a maximum and eventually decreases linearly with $H$. This linear decrease may be attributed to the geometrical suppression of electron backscattering from the contact in a four-terminal geometry. The four-terminal resistance for noninteracting electrons is given by a formula

$$R_4(H) = R_2 - \frac{2\pi}{\gamma^2} \frac{1}{p_F l_H},$$

(28)

where $R_2$ is independent of $H$ at $l_H \gg a$. For interacting electrons, the maxima in the curves can be explained by a crossover from the positive magnetoresistance governed by interaction effects to the negative magnetoresistance related with the suppression of geometrical backscattering. One may roughly estimate the positions of maxima in $R_4(H)$ by substituting $R_2 = G_0^{-1} - \delta G/G_0^2$ into Eq. (28) and differentiating it with respect to $H$. Estimates made for a 2DEG on the basis of a GaAs heterostructure with electron concentration $n_s = 1.5 \times 10^{11}$ cm$^{-2}$, $T = 1.5$ K, $\alpha_{ee} = 1.28$ and a contact with 13 open quantum channels give the maximum of $R_4(H)$ at a magnetic field about 10 mT. This is in a good agreement with the experimental data (see Fig. 7). The behavior of the experimental curves also qualitatively agrees with our results. As the temperature increases and the interaction effects become larger, the maxima become more pronounced and shift towards higher fields. At sufficiently high fields where the interaction correction is completely suppressed, all the curves merge into a single temperature-independent straight line in accordance with Eq. (28).

The authors of Ref. 4 attributed the linearly dependent on temperature contribution to the zero-field conductance of the contact to an electron scattering off the Friedel oscillations around it. Our semiclassical model also predicts an interaction correction to the conductance that linearly depends on the temperature in a zero field. However in our opinion, the qualitative agreement between our calculated magnetoresistance and the experimental data suggests that the observed features are likely to result from semiclassical electron–electron scattering.

Though collisions of electrons with opposite momenta modify the electron lifetime and thermodynamic properties of a homogeneous 2DEG, the related anomalies are averaged over the whole Fermi surface and therefore these effects are difficult to observe. Ballistic contacts in a 2DEG under voltage bias serve as selective amplifiers of the contribution from such collisions and visualize them as peculiarities of the conductance.

In 3D systems, the effects of electron–electron scattering on the conductance of ballistic contacts are smaller by a factor $T/E_F$. Therefore the temperature-dependent
magnetoresistance in them should be much less pronounced than in 2DEG.

In summary, we have proposed a semiclassical mechanism of magnetoresistance of ballistic contacts, which is related with a destruction of “resonance” scattering of oppositely moving electrons by the magnetic field. This mechanism may account for the experimentally observed peculiarities of transport.
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Appendix A: Calculation of \( \varphi(\tau) \)

Suppose that an electron incident on the contact crosses it at point \((0, y)\) a time \(\tau\) after it has collided with an electron injected from the contact point \((0, y')\). Denote the collision point \(r_\tau\). Denote the polar angles of the momenta of the injected and the incident electrons at point \(r_\tau\) by \(\varphi_k\) and \(\varphi_{pr}\), so that the angle between them equals \(\varphi = \varphi_k - \varphi_{pr}\). The directions of the electron momenta rotate in the magnetic field, so that

\[
\varphi = \varphi_k - \varphi_p + \omega_c \tau,
\]

where \(\varphi_p\) is the polar angle of the momentum of the incident electron at the contact.

To obtain the \(\varphi_k(\tau)\) dependence, we obtain the coordinates of collision point \(r_\tau\) in two ways by solving the equation of motion

\[
\dot{r} = \frac{e}{mc} v \times H
\]

for the incident and injected electrons. We solve this equation with boundary conditions

\[
v = \frac{p}{m} \left(\begin{array}{c} \cos \varphi_p \\ -\sin \varphi_p \end{array}\right), \quad r = \left(\begin{array}{c} 0 \\ y \end{array}\right)
\]

at the gap for the incident electron and obtain the coordinates of the collision point

\[
r_\tau = \left(\begin{array}{c} \frac{p}{m\omega_c} [\sin \varphi_p + \sin(\omega_c \tau - \varphi_p)] \\ y + \frac{p}{m\omega_c} [-cos \varphi_p + \cos(\omega_c \tau - \varphi_p)] \end{array}\right)
\]

in a first way.

For the injected electron, the outer product in Eq. (A2) has the opposite direction, so we should write a minus-sign before it. The boundary conditions for the injected electron at the gap are

\[
v' = \frac{k}{m} \left(\begin{array}{c} \cos(\varphi_k - \omega_c \tau') \\ \sin(\varphi_k - \omega_c \tau') \end{array}\right), \quad r' = \left(\begin{array}{c} 0 \\ y' \end{array}\right).
\]

Here \(\tau'\) is the time of motion of the injected electron from the contact to \(r_\tau\).

We solve the equation of motion for the injected electron with these boundary conditions and obtain the coordinates of collision point in a second way

\[
r_\tau = \left(\begin{array}{c} -\frac{k}{m\omega_c} [-\sin(\varphi_k - \omega_c \tau') + \sin \varphi_k] \\ y' + \frac{k}{m\omega_c} [-\cos(\varphi_k - \omega_c \tau') + \cos \varphi_k] \end{array}\right).
\]

Equate the right-hand sides of expressions (A1) and (A6) and in approximation \(p \approx k \approx p_F\), obtain a system in two unknowns \(\varphi_k\) and \(\tau'\). We solve this system for \(\varphi_k\) and then substitute it into (A1) to obtain \(\varphi\). Then we expand the obtained \(\varphi\) into series in the small dimensionless magnetic field \(\beta = a\omega_c/v_F\) and take its asymptotics at large dimensionless time of motion from the collision point to the contact \(t = \tau v_F/a\), which results in an expression

\[
\varphi_k = t\beta + \frac{y - y'}{at} \cos \varphi_p = \omega_c \tau + \frac{y - y'}{v_F \tau} \cos \varphi_p.
\]

Appendix B: Calculation of the effective time of interaction

To calculate the effective time of interaction (14), one has first to determine the boundaries of the region \(\mathbf{k} \in \mathbb{Z}\)
\( \tilde{\Omega}(\mathbf{r}_i, \mathbf{p}_i) \) in the \((\varphi, \tau)\) plane. According to Eq. \( \text{(16)} \), they are given by an expression

\[
\varphi_{1,2}(\tau) = \omega_c \tau + \frac{y \mp a}{v_F \tau} \cos \varphi_p. \tag{B1}
\]

To perform the integration over \( \tau \) in \( \text{(14)} \) and to obtain the integration limits in this equation, one has to invert these dependencies. To this end, it is convenient to introduce dimensionless variables \( b = \varphi / \sqrt{4 \cos \varphi_p}, \quad t = \tau v_F / a, \) and \( \eta = y / a. \) For electrons injected through the upper edge of the gap, the \( b_1(t) \) dependence is monotone, so the inverse dependence is a single-valued function

\[
t_1(b) = \sqrt{\frac{\cos \varphi_p}{\beta}} \left( b + \sqrt{b^2 - (\eta - 1)} \right). \tag{B2}
\]

For electrons injected through the lower edge of the gap, the nonmonotone \( b_2(t) \) dependence is inverted into two functions

\[
t_{2+}(b) = \sqrt{\frac{\cos \varphi_p}{\beta}} \left( b + \sqrt{b^2 - (\eta + 1)} \right), \tag{B3}
\]

\[
t_{2-}(b) = \sqrt{\frac{\cos \varphi_p}{\beta}} \left( b - \sqrt{b^2 - (\eta + 1)} \right). \tag{B4}
\]

As we see in Fig. 8, the segment borders (i.e. integration limits) are defined by different functions for different values of \( b. \) So there are three possible cases, which are shown in Fig. 8 by blue lines.

1. In the simplest case \( b < 0, \) the integration in \( \text{(14)} \) is performed over the intervals \( \eta \in [-1,1] \) and \( t \in [0, t_1(b)], \) so

\[
\bar{t}_m = \frac{a}{2v_F} \int_{-1}^{b} \int_{0}^{t_1(b)} \int_{0}^{t_2(b)} dt dt dt. \tag{B5}
\]

2. If \( b \in [\sqrt{2}, \infty), \) there are two possibilities depending on whether \( b \) is above or below the minimum of dependence \( b_2(t), \) which is located at point \( b_{min} = \sqrt{\eta + 1}. \) Since \( \eta \leq 1, \) \( b \) is below the minimum while in the range \( b \geq \sqrt{2}. \) Hence \( \bar{t}_m \) assumes the form

\[
\bar{t}_m = \frac{a}{2v_F} \left[ \int_{-1}^{b} \int_{0}^{t_1(b)} \int_{0}^{t_2(b)} dt dt dt + \int_{b_{min}}^{1} \int_{0}^{t_2(b)} dt dt \right]. \tag{B6}
\]

3. If \( b \) is in the range \( b \in [0, \sqrt{2}], \) it is above the minimum in \( b_2(t) \) if \( \eta \in [b^2 - 1, 1] \) and is below the minimum if \( \eta \in [b^2 - 1, 1]. \) So \( \bar{t}_m \) is given by

\[
\bar{t}_m = \frac{a}{2v_F} \int_{-1}^{b} \int_{0}^{t_1(b)} \int_{0}^{t_2(b)} dt dt dt. \tag{B7}
\]

The integrations in Eqs. \( \text{(B5)} - \text{(B7)} \) result in a piecewise function \( \text{(17)}. \)
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