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Most pumping machineries have a problem of obtaining a higher efficiency over a wide range of operating conditions. To solve that problem, an optimization strategy has been designed to widen the high-efficiency range of the double-suction centrifugal pump at design ($Q_d$) and nondesign flow conditions. An orthogonal experimental scheme is therefore designed with the impeller hub and shroud angles as the decision variables. Then, the “efficiency-house” theory is introduced to convert the multiple objectives into a single optimization target. A two-layer feedforward artificial neural network (ANN) and the Kriging model were combine based on a hybrid approximate model and solved with swarm intelligence for global best parameters that would maximize the pump efficiency. The pump performance is predicted using three-dimensional Reynolds-averaged Navier–Stokes equations which is validated by the experimental test. With ANN, Kriging, and a hybrid approximate model, an optimization strategy is built to widen the high-efficiency range of the double-suction centrifugal pump at overload conditions by 1.63%, 1.95%, and 4.94% for flow conditions 0.8$Q_d$, 1.0$Q_d$, and 1.2$Q_d$, respectively. A higher fitting accuracy is achieved for the hybrid approximation model compared with the single approximation model. A complete optimization platform based on efficiency-house and the hybrid approximation model is built to optimize the model double-suction centrifugal pump, and the results are satisfactory.

1. Introduction

There have been persistent efforts to reduce global fossil fuel consumption due to growing concerns of carbon emissions. This has made energy efficient centrifugal pumps a necessity since pumping power consumes about 10% of the global power share [1, 2]. Centrifugal pumps are a group of turbomachinery with several applications ranging from domestic use to power plants and chemical and agricultural industries [3, 4]. The double-suction centrifugal pump is a highly efficient pump as compared with the end suction pumps; however, like all centrifugal pumps, it has a common problem of efficiency reduction at nondesign flow conditions which translates into energy costs [5, 6]. This requires an effective design optimization strategy to improve pump performance and save energy costs at the same time for the benefits of the manufacturer and the consumer.

The theory of pump design has over the years advanced from the one-dimensional Euler equation and empirical correction theory to a three-dimensional design theory such as direct design with numerical simulation. During this period, several optimization strategies have been applied by various researchers. Early design methods applied theoretical formulas to solve the mathematical expressions of pump performance for the design parameters. Though these were simple and straightforward, it was not so accurate. For example, theoretical models of net positive suction head (NPSH) and efficiency have been used for single-objective optimization in centrifugal and mixed-flow pumps [7, 8]. The design of experiment (DOE) which is a mathematical
approach has also been widely applied to optimize pump impellers for performance improvement within a shorter design period [9, 10].

Recently, there has been a shift from the single-objective optimization methods to the application of genetic algorithms (GAs) and surrogate models to find optimum global geometrical parameter combinations that can solve multiobjective optimization problems. Practically, the single-objective optimization cannot meet the design requirements for multiple objectives. Thus, compared with theoretical and design of experiment method, the surrogate model-based optimization methods are much more accurate and can control more design variables [11]. This has been applied to optimize the performance of a transonic airfoil [12]. Jin et al. [13] extensively reviewed the various surrogate models using their prediction accuracy, efficiency, and robustness and concluded that for higher-order nonlinear problems, neural networks should be used. The application of artificial neural networks has gained much recognition in turbomachinery optimization. In centrifugal pumps, the Radial bias neural network (RBNN) had the best prediction accuracy when compared with Kriging and the Response Surface Approximation surrogate models [14]. Also, Pei et al. [11] carried out a multiobjective optimization on the inlet pipe shape of a vertical inline pump using artificial neural network (ANN) and multiobjective genetic algorithm (MOGA) to increase the efficiency over a wide range. Furthermore, ANN was combined with particle swarm optimization (PSO) to establish that the multilayer neural network has a better prediction accuracy compared with the single-layer neural network in centrifugal pump efficiency optimization [2]. Meng used ANN and the nondominated sorting genetic algorithm (NSGA II) to perform a combination optimization to improve the reverse pump efficiency of an axial flow pump [15]. Other nature-inspired algorithms such as the artificial bee colony algorithm and PSO have been applied during performance optimization in centrifugal pumps [16, 17].

Whereas all these studies have focused on improving the pump performance at the nominal flow condition, the problem of obtaining a higher efficiency over a wide range of operating conditions has been rarely researched. To solve that problem, an optimization strategy has been designed to widen the efficiency range of the double-suction centrifugal pump over multiple working conditions. To improve the optimization accuracy and obtain the global optimal variables, an optimization method based on “efficiency-house” theory was developed to convert all the multiple objective functions into a single optimization objective. A hybrid approximate model was then proposed to improve the prediction accuracy. The fitting principles and accuracy test methods of a single approximation model and the hybrid approximation model were introduced and optimized at 0.8Qd, 1.0Qd, and 1.2Qd based on ANN and Kriging models. This paper introduces an “efficiency-house” theory into a hybrid approximation model for optimization of the high-efficient range of the double-suction centrifugal pump.

2. Computational Research Domain

2.1. Research Domain. The computational research domain is a 250GS40 double-suction centrifugal pump. The three-dimensional model of the pump was built with Siemens NX. This is shown in Figure 1, and the design specifications of the pump are in Table 1. The flow domain is made up of the suction unit, a double-suction impeller with six twisted blades, and volute which serves as the pump outlet. The pump has a specific speed of 127 as defined in the following equation:

\[ n_s = \frac{3.65n\sqrt{Q_d}}{60H^{0.75}} \]  

(1)

2.2. Governing Equations. From the continuity equation, the time-dependent Reynolds-averaged Navier–Stokes (RANS) equation [18] was derived as

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \]

\[ \frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = \nabla \cdot (\mu + \mu_t) \left[ \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right] + \frac{2}{3} \nabla (\nabla \cdot \mathbf{u}), \]

(2)

where the dynamic viscosity and density are denoted by \( \mu \) and \( \rho \), respectively, and velocity is denoted by \( \mathbf{u} \), turbulent viscosity \( \mu_t \), and \( p \) pressure. The axis directions are represented by variables \( i \) and \( j \). Due to the combined advantages of both the \( k-\varepsilon \) and \( k-\varepsilon \) turbulence models having a good performance near the wall treatment [19, 20], the shear stress transport (SST \( k-\varepsilon \)) was chosen for turbulence closure to ensure accuracy during automatic wall treatment.

2.3. Test for Grid Sensitivity. A test of grid sensitivity was carried out to determine the total mesh elements suitable for the numerical simulation. This was to save computation time while maintaining accuracy of the simulation. First ANSYS ICEM was used to build structural hexahedral mesh for the whole computational domain. Further grid refinement was carried out and concentrated at the walls to attain higher precision and boundary motion features. This has been presented in Figure 2. Five independent grids were built and tested at the nominal flow condition. Since performance parameters like head and efficiency alone have been proved not to be sufficient enough for grid independence [21–23]; monitor points were mounted at the volute outlet (V1) and tongue (V2) to determine the grid sensitivity effect on the pressure distribution within the volute. Figure 3 shows the arrangement of the monitoring points on the walls of the volute. The Grid Convergence Index (GCI) values were observed to be reducing with grid refinements. Though the discretization error is the smallest for grid number of 5847757 among the five different numbers of structured meshes, Mesh III was with GCI of 1.962% was adopted for as the final mesh for computation. This is because the effect of the mesh density on head, efficiency, and pressure
distribution of the pump was negligible when the total mesh elements reached 4,266,423 hexahedral control volumes. The statistics for grid convergence and sensitivity is shown in Table 2. For the final mesh, the average $Y_+$ obtained was less than 50 and the distribution is presented in Figure 4.

2.4. Basic Calculation (CFX Pre) Setup. The ANSYS software package was used for the numerical investigations. The working fluid for the flow domain was water at 25°C. The reference pressure was set to 0 atm, and an isothermal heat transfer rate was chosen to put the system into thermal equilibrium. The pressure gradient is to be maintained accurately irrespective of the distance to the wall, and therefore the SST ($k$-$\omega$) turbulence model was applied for automatic wall treatment due to additional effects in the viscous sublayer [19, 20]. Smooth walls with a no-slip condition were assumed whereas the flow direction was set normal to the boundary condition. Referring to similar works, a turbulence intensity level of 5% was set [6, 24]. To maintain accuracy and consistency during convergence, a high-resolution upwind scheme was set. This scheme locally adjusts the discretization to be as close to second order as possible, while ensuring the physical boundedness of the solution. The frozen-rotor condition was used as the frame change model. The advantage of this method is that it uses less computer resources than other frame change models, making it suitable for optimization studies. The domain interfaces were set to frozen rotor with a pitch angle of 360° between the rotor and the stator. Conditions at the boundaries were pressure opening at inlet and flowrate at outlet. Iterations were set to a maximum of 700, and convergence was achieved when the maximum residual values reached $10^{-5}$ and iterations were periodic stable. Performance indicators were calculated with reference to Güllich [25]. To calculate for the pump performance parameters, the results from the last 100 simulations were averaged.

2.5. Validation of Numerical Model. In order to validate the numerical model, experiments were conducted using the original pump model in an open test rig system. Figures 5 and 6 present the layout of the open test setup system that was used to perform the experiments. The highest point of the volute had an air bleed valve installed to get rid of entrained air within the system and also to supply cooling water to the mechanical seals. Pressure transducers with 0.5% measurement uncertainty were installed at the suction and discharge pipes. A flowmeter with an uncertainty of 0.07% was installed to regulate the flowrate from the pump discharge. To begin the tests, the pump was initially primed, paying much attention to the air bleed valve to get rid of any air in the pump. The motor was started until it reached its rated speed of 1480 rpm, and then the inlet and outlet pressures and the flow rate were recorded. Next, the outlet valve was systematically adjusted to the desired flow rate and the readings were taken. At each step, the motor speed was readjusted to maintain 1480 rpm. Hydraulic tests were performed at design and non-design flow conditions. Afterwards, the discharge valve was gradually shut, and the power was cut to shut down the pump. The experimental process had a measurement uncertainty of ±0.411%, based on the Type B approach for evaluation of experimental uncertainty [26].

Since the experimentally measured total pump efficiency includes hydraulic efficiency, volumetric efficiency, and mechanical friction loss efficiency, the efficiency of numerical simulation is further processed. In the numerical simulation, the efficiency calculated is the hydraulic efficiency only. The experimental efficiency (overall efficiency) of the pump comprises the hydraulic efficiency $\eta_h$, the mechanical efficiency $\eta_m$, and the volumetric efficiency $\eta_v$;
and therefore, in order to compare the numerical results with the test results, the numerical results have to be further scaled to match the test results. Thus, following the examples from [24, 27], the efficiency obtained from the simulation is further processed, before comparing with the test results. The mechanical efficiency is expressed as

$$\eta_m = 1 - 0.07 \left( \frac{1}{(n/100)^{0.65}} \right) - 0.02.$$  

(3)

The volumetric efficiency is expressed as

$$\eta_v = \frac{1}{1 + (0.68n_1)^{(-2/3)}}.$$  

(4)

The relationship between the efficiencies is expressed as

$$\eta = \eta_h \eta_m \eta_v.$$  

(5)

This has been done in the previous studies [26]. Figure 7 compares the time-averaged transient simulation results at an impeller rotation of 3° with the experimental test results. In the previous works on the same pump model [5], a time step dependency has been conducted to determine the influence of the time step on the transient simulation results. For the head curve, both test and numerical results follow the same trend for all flow conditions, with the maximum deviation not exceeding 1.2%. For the efficiency curves, the maximum deviation occurs at an overload condition of 1.2Qd, representing about 2.49%, whereas for part load conditions, the highest deviation between the test and numerical results was 1.67%. In summary, the deviation between test and numerical values of both the head and efficiency for each flow condition are less than 3%, which is within a reasonable range, and therefore the numerical simulation method adopted in this paper is reliable.
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Figure 5: Schematics of the test setup.
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Figure 6: Test pump (a) and data acquisition device (b).

Figure 7: Validation with test results.
3. Optimization Strategy

Figure 8 shows the flow chart of the strategy adopted for optimization. The initial process was to sample the decision variables based on the optimization objectives. Then, an orthogonal experimental test is carried out to obtain the effects of the pump geometry parameters on the optimization target. An "efficiency-house" theory is then applied to convert the optimization objectives of multiple operating conditions into a single objective, and then a range analysis is performed. This is to reduce the decision variables to improve upon the optimization speed. The final part is the optimization with a hybrid approximate model. The Latin hypercube test design method was used to randomly generate sample groups in the design space. The multiple optimization objectives are solved through numerical simulation and converted into a single objective based on the "efficiency-house" approach. A hybrid approximate model based on ANN and Kriging was used to establish an approximate mathematical model for optimization. Thereafter PSO, a swarm intelligence algorithm was used to perform global optimization on approximate mathematical expressions to obtain the optimal design parameter combinations and the optimal optimization target of the double-suction pump impeller.

3.1. Objective Functions. For this study, the optimization objective was to maximize the pump efficiency for flow conditions 0.8Qd, 1.0Qd, and 1.2Qd concurrently. This was obtained by numerical model calculation. The optimization objective can be expressed as

\[
\max \left\{ \eta_{0.8Q_d} = f_1, \eta_{1.0Q_d} = f_2, \eta_{1.2Q_d} = f_3, \right\}
\]

where \(\eta_{0.8Q_d}\) = efficiency at 0.8Qd, \(\eta_{1.0Q_d}\) = efficiency at design flow rate, and \(\eta_{1.2Q_d}\) = efficiency at 1.2Qd.

The expression for calculating efficiency is

\[
\eta = \frac{pHQ}{Ps},
\]

where \(\rho\) (kg/m³) is the density, \(H\) (m) is the pump head, \(Q\) (m³/h) is the flow discharge, and \(P_s\) (kW) is the shaft power.

3.2. Decision Variables and Orthogonal Test. The structure of the double-suction impeller is compact and complex, making space constraints a limitation due to the structure of the suction and volute casing. Therefore, the shape of the impeller was maintained by holding constant the inlet diameter \(D_1\), the impeller outlet diameter \(D_2\), the hub diameter \(D_h\), and the blade width at outlet \(b_2\). The optimization therefore focused on the impeller hub and shroud angles effects on the blade profile, with all other parameters held constant. All eight geometry parameters were selected as decision variables for optimization. These are as follows: \(\beta_{1,2,3,4}\), the blade angles at hub inlet and exit, respectively; \(\beta_{1,2,3,4}\), the blade angle at the shroud inlet and exit; \(\theta_{1,2,3,4}\) position of the leading edge at the hub and shroud; whereas \(\Delta\theta_{1,2,3,4}\) are the leading edge wrap angle at the hub and shroud. The key to the parametric design of the impeller is to control of the blade profile. Figure 9 shows the axial projection of the impeller. The streamlines are made up of straight line and a circular arc AB for the hub and CD for the shroud. Points 3 and 1 are used to control the inclination angles of at the trailing edge. The angle and radius of the circular arc CD are controlled by point 4 and the angle and radius of arc AB are controlled by point 2. The position of the leading edge at the hub and shroud EF is adjusted by the fourth-order Bézier curve. The control points can move freely.

The upper and lower limits for the decision variables were selected based on previous works [6]. The limits were then varied closely to create 4 parameter levels for each range of decision variable. Table 3 shows the range of decision variables and their respective levels. Based on this, \(L_{12}\) (8⁴) orthogonal scheme was designed for parametrization and simulated. Through numerical simulation, the orthogonal test results for the objective functions \(\eta_{0.8Q_d}, \eta_{1.0Q_d}, \eta_{1.2Q_d}\) and \(\eta_{1.2Q_d}\) were obtained, as shown in Table 4.

3.3. Range Analysis. It is necessary to conduct a range analysis to understand the extent to which each design variable affects the optimization target. To determine the variance \(R\), the difference between the maximum and minimum values is analyzed for each factor at all the levels. The mathematical relation for the range analysis [28, 29] is expressed as

\[
R = \max(k_{1},k_{2},\ldots,k_{i}) - \min(k_{1},k_{2},\ldots,k_{i}),
\]

\[
k_i = \frac{1}{N_i} \sum_{j=1}^{N_i} y_{i,j},
\]

\[
K_i = \sum_{j=1}^{N_i} y_{i,j},
\]

where \(k_i\) is the sum of the values of the levels for each factor, \(k_i\) is the average value, \(y_{i,j}\) is the performance value for the factor, and \(i\) and \(j\) are the number of levels and number of factors, respectively.

Table 5 presents the level of influence of the geometrical parameters on the optimization objective for the three flow conditions. At 0.8Qd, \(\beta_{1,2,3,4}\) and \(\beta_{4,5,6}\) had greater impact on efficiency. \(\beta_{2,3,4}\) and \(\beta_{1,2,3,4}\) had the maximum influence on the optimization objective at the design point, whereas \(\theta_{1,2,3,4}\) and \(\Delta\theta_{1,2,3,4}\) had the best influence at 1.2Qd. Hence, three best parameter combinations according to Table 3 were obtained as A3B1C3D4E4F4G3H4, A3B1C4D1E2F4G3H4, and A4B1C4D3E1F4G3H4, for flow rates 0.8Qd, 1.0Qd, and 1.2Qd respectively.

3.4. Efficiency-House Theory. From Table 5, it was found that the highest efficiency solution for each working condition could not be obtained at the same time. The "efficiency-house" theory was introduced to convert the efficiencies of the three working conditions into a single optimization target. The first step was to convert four operating condition points (0.0Qd, 0.8Qd, 1.0Qd, and 1.2Qd) to their flow
coefficients. The corresponding efficiency was then used as a sample for the polynomial fitting in the following equation:

\[ \eta(\varphi) = a\varphi^3 + b\varphi^2 + c\varphi + d, \]  

(9)

where \( \eta \) is the efficiency, \( a, b, c, \) and \( d \) are cubic polynomial unknown coefficients, and \( \varphi \) is a flow coefficient and is defined as
experiments and range analysis were modelled according to the above steps, and the results are shown in Table 6. The area $S$ of the efficiency-house in Model A is the largest among the 35 sets of data. Table 6 is reanalyzed by range analysis to obtain the effect of the geometry parameters on the single optimization objective. Figure 11 to determine the level of influence of the decision variables on the area $S$ of the efficiency-house. In summary, the decision variables $\beta_{2_h}$ (B), $\beta_{4_s}$ (D), $\theta_{1_h}$ (E), and $\theta_{3_s}$ (F) had the most influence on the single optimization target based on efficiency-house. Therefore, four geometry parameters were set as decision variables for the optimization with the hybrid approximate model.

### 3.5. Latin Hypercube Sampling (LHS)

The orthogonal experiment design only optimizes each parameter under the condition of four levels, so a more accurate optimization method is required. However, from the results of the range analysis for the single optimization objective, the decision variables were reduced to four geometry parameters of the double-suction impeller, namely, $\beta_{2_h}$, $\beta_{4_s}$, $\theta_{1_h}$, and $\theta_{3_s}$. Therefore, based on the reduced decision variables, the design variable range has been redefined in Table 7. Taking the efficiency-house area $S$ as optimization target, the efficiencies under the three operating conditions should be greater than the efficiency of the original pump, and the head is lower than the original pump head by no more than 5%. The mathematical model to determine the optimal design of the double-suction pump under multiple operating conditions is

$$\begin{align*}
\max & \quad S, \\
\text{s.t.} & \quad \eta_{0.8} \geq 84.9, \eta_{1.0} \geq 88.0, \eta_{1.2} \geq 85.0, \\
& \quad H_{0.8} \geq 39.7, H_{1.0} \geq 38.5, H_{1.2} \geq 34.6.
\end{align*}$$

The Latin hypercube test design method was used to randomly generate design points for the construction of the surrogate model. This is a method of approximately random sampling from a multivariate parameter distribution and belongs to the stratified sampling technique [15]. Forty design schemes were generated using the Latin hypercube method, as shown in Table 8. Each of the design schemes was simulated for the efficiency under $0.8Q_d$, $1.0Q_d$, and $1.2Q_d$ flow conditions as shown in Table 9. The efficiency-house method was used to then convert the three objectives into a single target for each of the design schemes in Table 10. It can be clearly seen that the $S$ value of these 40 sets of design schemes were mostly higher than the $S$ values of the optimal model A (Table 6) which indicates that the upper and lower limits of the design parameters are reasonable and a better solution can be found in this range.

### 3.6. Optimization with Approximate Model

The approximate model theory is mainly used for complex engineering problems that are difficult to describe with mathematical expressions and is generally called “black box problem.” At present, the most widely used approximate models in engineering design are artificial neural network (ANN),

| Table 3: Range of decision variables. |
|-------------------------------------|
| Level | $\beta_{1_h}$ | $\beta_{1_s}$ | $\beta_{2_h}$ | $\beta_{2_s}$ | $\beta_{3_s}$ | $\beta_{4_s}$ | $\theta_{1_h}$ | $\theta_{1_s}$ | $\theta_{3_s}$ | $\theta_{4_s}$ |
|-------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Original | 17 | 29.43 | 15 | 29.43 | 0 | 0 | 143 | 143 |
| 1 | 15 | 26 | 13 | 26 | --5 | --5 | 139 | 139 |
| 2 | 17 | 28 | 15 | 28 | --2.5 | --2.5 | 143 | 143 |
| 3 | 19 | 30 | 17 | 30 | 2.5 | 2.5 | 145 | 145 |
| 4 | 21 | 32 | 19 | 32 | 5 | 5 | 148 | 148 |

| Table 4: Orthogonal test results. |
|-------------------------------------|
| Level | $\eta_{0.8}$ (%) | $\eta_{1.0}$ (%) | $\eta_{1.2}$ (%) |
|-------|------------------|------------------|------------------|
| 1 | 84.70 | 88.03 | 86.87 |
| 2 | 84.14 | 88.69 | 87.51 |
| 3 | 84.86 | 89.21 | 87.60 |
| 4 | 83.31 | 88.16 | 87.59 |
| 5 | 82.25 | 87.41 | 86.45 |
| 6 | 83.86 | 87.26 | 84.61 |
| 7 | 83.17 | 87.20 | 86.04 |
| 8 | 84.58 | 88.43 | 87.25 |
| 9 | 83.72 | 87.88 | 87.43 |
| 10 | 83.68 | 87.83 | 86.70 |
| 11 | 85.07 | 88.44 | 86.16 |
| 12 | 83.99 | 88.70 | 87.80 |
| 13 | 84.25 | 88.62 | 88.35 |
| 14 | 84.87 | 87.68 | 85.07 |
| 15 | 83.74 | 88.02 | 87.40 |
| 16 | 85.00 | 88.77 | 86.77 |
| 17 | 84.96 | 88.66 | 86.28 |
| 18 | 83.79 | 87.51 | 83.31 |
| 19 | 83.99 | 87.88 | 85.27 |
| 20 | 83.92 | 87.85 | 85.66 |
| 21 | 84.70 | 89.40 | 88.82 |
| 22 | 84.44 | 88.98 | 86.74 |
| 23 | 83.29 | 87.83 | 87.37 |
| 24 | 83.91 | 88.52 | 87.54 |
| 25 | 83.85 | 88.36 | 86.94 |
| 26 | 84.17 | 88.90 | 87.88 |
| 27 | 84.40 | 88.93 | 87.99 |
| 28 | 83.77 | 87.79 | 85.69 |
| 29 | 84.15 | 87.87 | 87.72 |
| 30 | 83.86 | 88.43 | 85.41 |
| 31 | 84.89 | 88.18 | 87.09 |
| 32 | 83.01 | 87.17 | 84.72 |

$$\varphi = \frac{Q}{\omega D_1^2}$$  

(10)

Figure 10 is a sketch map of the efficiency-house model. The grey area under the curve, $S$, is the “efficiency-house,” which is a single indicator for evaluating whether the efficiency interval is widened or not. Using a definite integration, the area under the quadratic curve is obtained by integrating the following equation:

$$S = \int_0^{\psi} \eta \, d\varphi.$$  

(11)

The three optimization models (model A, model B, and model C) obtained from the 32 sets of orthogonal
Kriging, polynomial response surface (RSM) models. Jin [13] stated that, for higher-order nonlinear problems, neural networks have strong nonlinearity, whereas Kriging has higher accuracy. Therefore, two single approximate models, ANN and Kriging, were considered for the optimization process.

3.6.1. Artificial Neural Network. For this study, a two-layer feedforward artificial neural network with sigmoid hidden neurons and linear output neurons was adopted. The Levenberg–Marquardt algorithm was adopted since it is the fastest of all traditional or improved networks [6]. The tanh activation function was used because it has much better recognition accuracy for multilayer neural networks. The mathematical relation for the ANN function is written as equation (13), the activation function, tanh (14), and the linear function as equation (15):

\[ y = g \left( \sum_{j=1}^{m} w_j^2 \times f \left( \sum_{k=1}^{m} w_k^l x_k + b^l_n \right) \right) + b^2, \quad (13) \]

\[ f(x) = \frac{2}{\left(1 + e^{-2x}\right)} - 1, \quad (14) \]

\[ g(x) = ax + b, \quad (15) \]

where \( w \) is the weight coefficient, \( b \) is the threshold, and superscripts 1 and 2 represent the coefficients from the first layer to the second layer and from the hidden layer to the output layer respectively.

| Table 5: Range analysis. |
|--------------------------|
| B | C | D | E | F | G | H |
|--------------------------|
| R (%) | 0.8Qd | 0.435 | 1.031 | 0.198 | 0.784 | 0.358 | 0.467 | 0.436 | 0.334 |
| 1.0Qd | 0.753 | 0.832 | 0.444 | 0.550 | 0.227 | 0.409 | 0.227 | 0.509 |
| 1.2Qd | 0.959 | 0.936 | 0.862 | 1.018 | 0.547 | 1.126 | 0.616 | 1.575 |

| Table 6: “Efficiency-house” of orthogonal tests. |
|--------------------------|
| Model | S |
|--------------------------|
| 1 | 9.0108 |
| 2 | 8.8285 |
| 3 | 8.8981 |
| 4 | 8.7494 |
| 5 | 8.5743 |
| 6 | 8.8071 |
| 7 | 8.7726 |
| 8 | 8.9455 |
| 9 | 8.8705 |
| 10 | 8.8197 |
| 11 | 8.9320 |
| 12 | 8.8157 |
| 13 | 8.9214 |
| 14 | 8.9795 |
| 15 | 8.8492 |
| 16 | 8.9430 |
| 17 | 8.9189 |
| 18 | 8.7994 |
| 19 | 8.7767 |
| 20 | 8.7942 |
| 21 | 8.9178 |
| 22 | 8.7892 |
| 23 | 8.7850 |
| 24 | 8.8110 |
| 25 | 8.7835 |
| 26 | 8.8254 |
| 27 | 8.8760 |
| 28 | 8.7750 |
| 29 | 8.9819 |
| 30 | 8.6676 |
| 31 | 9.0407 |
| 32 | 8.6526 |
| A | 9.0885 |
| B | 8.9772 |
| C | 8.9057 |

Figure 10: Sketch map of “efficiency-house” model.

Figure 11: Level of influence of decision variable on S.
3.6.2. Kriging Model. The Kriging model is widely used for interpolation of nonlinear problems, and a series of methods suitable for various situations can be derived. For example, Ordinary Kriging is a univariate local linear optimal unbiased estimation method, while Ordinary Co-Kriging can be extended to two or more variables. Its mathematical expression is written as

$$Y = \beta F(s) + z(s),$$

(16)

$$\text{Cov}[z(s_i), z(s_j)] = \sigma^2 r(s_i, s_j).$$

(17)

In equation (9), $S = (s_1, s_2, \ldots, s_m)^T$ is the $m$-dimensional design variable, and $Y = (y_1, y_2, \ldots, y_m)^T$ is the $m$-dimensional response value. $F(s)$ is the global regression model, $\beta$ is the regression coefficient, and $z(s)$ is the correlation function, subject to the local deviation created by the regression model based on the mean value of zero and the variance is not zero, generally Gaussian function equation (17), and $z(s_i)$ is the covariance between any two and where $r(s_i, s_j) = \prod_{d=1}^{q} |s_i^d - s_j^d|^{\theta_d}.$

### Table 7: LHS range of design parameters.

| Input   | $\beta_{2,h}$ | $\beta_{4,s}$ | $\theta_{1,h}$ | $\theta_{2,s}$ |
|---------|----------------|----------------|----------------|----------------|
| Lower bound | 264 24        | 265 24        | 266 145        | 267 145        |
| Upper bounds | 269 30        | 270 30        | 271 155        | 272 155        |

### Table 8: Cases designed by LHS.

| Level | $\beta_{2,h}$ | $\beta_{4,s}$ | $\theta_{1,h}$ | $\theta_{2,s}$ |
|-------|----------------|----------------|----------------|----------------|
| 1     | 26.8           | 25.7           | 146.0          | 147.1          |
| 2     | 29.3           | 27.9           | 149.7          | 152.3          |
| 3     | 26.4           | 29.2           | 148.7          | 153.4          |
| 4     | 27.5           | 29.3           | 148.8          | 152.2          |
| 5     | 29.6           | 28.4           | 146.4          | 148.9          |
| ...   | ...            | ...            | ...            | ...            |
| 16    | 25.7           | 29.7           | 153.9          | 146.1          |
| 17    | 29.0           | 26.6           | 153.1          | 151.1          |
| 18    | 25.0           | 27.7           | 154.6          | 152.9          |
| 19    | 26.0           | 28.8           | 146.8          | 149.6          |
| 20    | 26.1           | 27.1           | 150.6          | 151.3          |
| 21    | 25.1           | 25.9           | 149.9          | 152.5          |
| 22    | 29.5           | 29.9           | 147.3          | 146.3          |
| 23    | 28.5           | 24.4           | 151.9          | 150.9          |
| 24    | 28.7           | 26.1           | 152.3          | 145.7          |
| 25    | 28.0           | 29.7           | 147.6          | 150.1          |
| ...   | ...            | ...            | ...            | ...            |
| 36    | 28.2           | 28.2           | 150.8          | 147.9          |
| 37    | 26.5           | 24.1           | 149.5          | 148.7          |
| 38    | 28.9           | 26.9           | 152.9          | 149.1          |
| 39    | 27.4           | 24.3           | 151.3          | 148.4          |
| 40    | 27.0           | 28.7           | 153.6          | 151.9          |

3.6.3. Particle Swarm Optimization (PSO). PSO is a widely used swarm intelligence algorithms because it has excellent global search capabilities. Its origin is from the process of birds searching for food using acoustics of echolocation. The algorithm imitates the cluster behavior and sets a series of behavior rules for each individual, so that the group can complete complex tasks. The basic mathematical model of particle swarm optimization is

$$v_{i,t+1} = v_{i,t} + c_1r_{1i}(p_{best} - s_{i,t}) + c_2r_{2i}(g_{best} - s_{i,t}),$$

(18)

$$s_{i,t+1} = s_{i,t} + v_{i,t+1},$$

where $s_{i,t}$ and $v_{i,t}$ represent the position and velocity; $c_1$ and $c_2$ are the velocity coefficients of learning from the particle’s own optimal position and the velocity component learned from the group’s optimal position, and $r_{1i}$ and $r_{2i}$ are the random numbers, respectively, the value ranges from 0 to 1 [32, 33].

3.7. Hybrid Approximate Model. This paper combines ANN and the Kriging model and uses the approximate model to fit the correlation coefficient $R^2$ to solve the mixed model coefficients. The specific construction process is shown in equations (13) and (14). The swarm intelligence algorithm—particle swarm optimization is the used to perform global optimization on approximate mathematical expressions to obtain the optimal design parameters combination and the optimal optimization target of the double-suction pump.
impeller. Figure 12 shows the hybrid approximate model fitting procedure:

\[
y_{en}(X) = \omega_1 y_1(X) + \omega_2 y_2(X),
\]

Find: \( \omega_1 \),

Max: \( R^2 = 1 - \frac{\sum_{i=1}^{m} (y_{en} - \overline{y_{en}})^2}{\sum_{i=1}^{m} (y_{en} - \overline{y_{en}})^2} \), \quad (19)

\( \omega_1 + \omega_2 = 1, \quad 0 \leq \omega_i \leq 1, \)

where \( y_1(X) \) is the ANN model, \( y_2(X) \) is the Kriging model, \( R^2 \) is the correlation coefficient, \( m \) is the number of samples, \( y_{en} \) is the actual response value, \( \overline{y_{en}} \) is the approximate model response value, and \( \overline{y_{en}} \) represents the mean value of the approximate model response [34, 35].

The 40 groups of data generated by the above LHS were divided into two groups: 70% of the samples (28 groups) were used to train artificial neural networks and Kriging and 30% of the samples (12 groups) were used to verify the accuracy of the fit. After the approximate model was successfully established, the accuracy of the approximate model was evaluated using the R-square error analysis method. From Figure 13, the \( R^2 \) values of ANN was 0.8, whereas Kriging fitting accuracy had \( R^2 \) value is about 0.88. However, both \( R^2 \) values were less than 0.9. For the composite model, the fitting accuracy of the hybrid approximate model reached 0.95167, as shown in Figure 14, which proved that the ANN/Kriging hybrid approximate model has a higher fitting accuracy than each single approximate model.

4. Discussion of Results

4.1. Validation of Optimization Results. The ANN, Kriging, and hybrid approximation models established were used for optimization calculations. After convergence, the optimal design parameter combination and the optimal \( S \) results are shown in Table 11. It can be seen from the table that the optimized efficiency area \( S \) of the three approximate models is higher than the maximum value in the 40 groups of samples in Table 10. In order to verify the accuracy of the optimization results, the three sets of design parameters obtained were subjected to three-dimensional modeling and numerical simulation, and the true \( S \) value of each group of solutions is calculated and compared with the predicted values in Table 12. Although the optimization results obtained by ANN are the most ideal, the errors between the predicted values and the true values are large, indicating that the fitting accuracy of ANN and Kriging approximate models was lower than that of the composite approximate model which had a deviation of 0.003%. This proved the optimization method reliable for further analysis.

4.2. Comparison of External Characteristics. The numerical simulation results from hybrid approximate optimization model for each flow condition are compared with those of the original model in Table 13. Comparing the efficiencies, the optimized efficiency has been increased by 1.63%, 1.95%, and 4.94% under flow conditions 0.8\( Q_d \), 1.0\( Q_d \), and 1.2\( Q_d \), respectively. Although the head was slightly reduced under each working condition, the reduction in head lies within the optimization objective of no more than 5%.

In order to study the flow loss inside different components, the head distribution analysis was performed on the original model and the optimized model. The head distribution in different flow channels before and after optimization is shown in Table 14. For each flow condition, the impeller function was weakened by the optimization, thereby reducing the input power significantly. This explains the corresponding increase in efficiency for the three working conditions after optimization. In addition, although the impeller’s workability was reduced after optimization, the hydraulic loss inside the suction chamber and the volute
has been reduced to varying degrees, so the total head still meets the design requirements.

To clearly see and compare the changes in the high-efficiency zone before and after optimization, the efficiency curve for optimal model A in the orthogonal test and the efficiency from the hybrid approximation is compared with that of the original model in Figure 15. From the results, the high-efficiency zone of the double-suction centrifugal pump was widened, especially under overload conditions, which solves the problem of the steep drop in efficiency of the original pump model at overload conditions. At part loads, there was a marginal improvement in the efficiency of the composite approximation model as compared with the optimization

Figure 12: Fitting process of hybrid approximate model.

Figure 13: R-square analysis.
Combine: \( R = 0.95167 \)

Figure 14: Fitting accuracy of composite model.

| \( \beta_{2,h} \) | \( \beta_{0,a} \) | \( \theta_{1,h} \) | \( \theta_{2,s} \) | \( S \) |
|------------------|----------------|----------------|----------------|------|
| ANN 25.0235      | 28.8943        | 150.5623       | 152.8956       | 9.2268 |
| Kriging 24.8156  | 29.2201        | 149.7032       | 154.2331       | 9.2257 |
| Hybrid 24.8707   | 29.2325        | 148.8955       | 154.0112       | 9.2263 |

Table 12: Error analysis of optimization results.

|          | \( S \) (predict) | \( S \) (CFD) | Error (%) |
|----------|-------------------|--------------|-----------|
| ANN      | 9.2268            | 9.0243       | 2.24      |
| Kriging  | 9.2257            | 9.1296       | 1.05      |
| Hybrid   | 9.2263            | 9.2260       | 0.003     |

Table 13: Comparison of performance.

| \( Q_d \) | \( \eta \) (%) | Deviation (%) | \( \theta \) (m) | Deviation (%) |
|---------|---------------|---------------|----------------|---------------|
| Original | Optimized     |               | Original       | Optimized     |               |
| 0.8 \( Q_d \) | 84.92        | 86.3          | 41.84          | 41.65         | 0.45          |
| 1.0 \( Q_d \) | 87.99        | 89.71         | 40.53          | 39.32         | 2.99          |
| 1.2 \( Q_d \) | 85.00        | 89.2          | 36.31          | 36.18         | 0.90          |

Table 14: Hydraulic head distribution of optimized and original cases.

| Flowrate \( Q_d \) | Model     | Suction (m) | Impeller (m) | Volute (m) | Power (kw)   |
|-------------------|-----------|-------------|--------------|------------|--------------|
| 0.8 \( Q_d \)    | Original  | –1.307      | 48.620       | –4.342     | 53.291       |
|                   | Optimized | –0.258      | 45.920       | –3.725     | 52.957       |
| 1.0 \( Q_d \)    | Original  | –0.167      | 44.196       | –3.141     | 62.735       |
|                   | Optimized | –0.150      | 42.372       | –2.673     | 59.877       |
| 1.2 \( Q_d \)    | Original  | –0.200      | 41.243       | –4.187     | 70.206       |
|                   | Optimized | –0.210      | 39.196       | –2.582     | 66.554       |
based on range analysis, indicating that the multi-objective optimization based on the hybrid approximate model is more accurate in finding the global best parameters.

4.3. Internal Flow Field Comparison. To illustrate the pump performance improvement before and after optimization, the internal flow characteristics of the pump is compared. A comparison of the internal flow characteristics of the original model and the final optimized model after hybrid approximation is compared in Figures 16–18. All images are generated from the YZ plane in the impeller domain, at $x = 0.041\text{ m}$ and $x = 0.00096\text{ m}$, respectively, to clearly reveal the leading and trailing regions. Pressure variation reaches the lowest at the blade leading regions in the original model, indicating possible areas for cavitation inception. The low-pressure area in the optimized model reduced significantly after optimization, indicating a lower risk of cavitation at higher flow conditions. In the trailing regions, however, maximum pressure is achieved as the pressure increases along with the flow passage. Furthermore, the pressure distribution in the optimized model is more uniform than the original model in the blade trailing regions. The optimization effect on the pressure distribution is much significant at the design and overload flow conditions.

Figures 19–21 show the comparison of the flow path of the volute flow before and after optimization. The images were generated from the YZ plane in the volute domain, at $x = 0\text{ m}$. At part loads, the streamline distribution was similar for both original and optimized models. From the volute inlet, the flow velocity reduces as the fluid moves towards the outlet region. The design point followed the same trend, except that at the outlet of the volute, the relatively low velocity region improved. At overload condition, the range of the low velocity region is significantly increased, and the low velocity region of the fluid flow is extended to the outlet of the flow channel. In the original model, an area of secondary flow appeared at the exit of the volute, and the streamline distribution was distorted. This is greatly improved after optimization with the hybrid
Figure 17: Comparison of pressure distribution 1.0 $Q_d$.

Figure 18: Comparison of pressure distribution at 1.2 $Q_d$.

Figure 19: Velocity and streamline distribution at 0.8 $Q_d$. 
approximate model. The flow phenomenon is greatly improved, the flow resistance is reduced, and the efficiency is increased.

5. Conclusion

In this paper, an optimization strategy was designed to improve the high-efficiency range of the double-suction centrifugal pump. First the "efficiency-house" theory was introduced to convert the multiple objectives into a single optimization target. The fitting principles and accuracy test methods of single approximation model and hybrid approximation model were introduced, and multiple working conditions of the double-suction pump were optimized based on ANN, Kriging, and hybrid approximation models. The following conclusions were drawn:

(1) The geometry parameters $\beta_{2,3o}$, $\beta_{4,5o}$, $\theta_{1,3o}$, and $\theta_{2,5o}$ had the most influence on the single optimization target based on efficiency-house

(2) The fitting accuracy of the composite approximate model is higher than that of the single approximate model, especially under the condition of a smaller sample size

(3) The accuracy of the hybrid approximation model is higher than that of the single approximation model, ensuring the reliability of the hybrid approximation model

(4) With ANN and Kriging models, a hybrid approximate model an optimization strategy was built to widen the high-efficiency range of the double-suction centrifugal pump at overload conditions by 1.63%, 1.95%, and 4.94% under for flow conditions $0.8Q_d$, $1.0Q_d$, and $1.2Q_d$, respectively

(5) The TKE distribution was reduced, and the secondary flow phenomena towards the exit of the volute during overload conditions improved significantly after optimization.

Nomenclature

$b_2$: Blade width, mm
$D$: Impeller diameter, mm
$H$: Head, m
$k$: Kinetic energy of turbulence, m$^2$/s$^2$
$N$: Rotational speed, r/min
$p$: Pressure, Pa
\( P_s \): Shaft power, kW
\( Q \): Flow rate, m\(^3\)/h
\( S \): Area of efficiency-house
\( u \): Velocity, m/s
\( z \): Number of blades.

**Greek Symbols**

\( \beta \): Number of blades.
\( \beta_1 \): Blade angle at hub inlet, °
\( \beta_2 \): Blade angle at hub exit, °
\( \beta_3 \): Blade angle at shroud inlet, °
\( \beta_4 \): Blade angle at shroud exit, °
\( \theta_1 \): Leading edge position at hub, °
\( \theta_2 \): Leading edge position at shroud, °
\( \Delta \theta_1 \): Leading edge wrap angle at hub, °
\( \Delta \theta_2 \): Leading edge wrap angle at shroud, °
\( \eta \): Efficiency, %
\( \rho \): Density, kg/m\(^3\)
\( \mu \): Dynamic viscosity, Pa.s
\( \mu_t \): Turbulent viscosity, m\(^2\)/s
\( \Phi \): Specific dissipation of turbulent kinetic energy, s\(^{-1}\)
\( \phi \): Flow coefficient.

**Abbreviations**

ANN: Artificial neural network
DOE: Design of experiment
GCI: Grid convergence index
LHS: Latin hypercube sampling
MOGA: Multiobjective genetic algorithm
NPSH: Net positive suction head, m
NSGA: Nondominated sorting genetic algorithm
PSO: Particle swarm optimization
RANS: Reynolds-averaged Navier–Stokes
RBNN: Radial bias neural network
SST: Shear stress transport.
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