Representation Matters: Improving Perception and Exploration for Robotics

Markus Wulfmeier, Arunkumar Byravan, Tim Hertweck, Irina Higgins, Ankush Gupta, Tejas Kulkarni, Malcolm Reynolds, Denis Teplyashin, Roland Hafner, Thomas Lampe, Martin Riedmiller

Abstract — Projecting high-dimensional environment observations into lower-dimensional structured representations can considerably improve data-efficiency for reinforcement learning in domains with limited data such as robotics. Can a single generally useful representation be found? In order to answer this question, it is important to understand how the representation will be used by the agent and what properties such a ‘good’ representation should have. In this paper we systematically evaluate a number of common learnt and hand-engineered representations in the context of three robotics tasks: lifting, stacking and pushing of 3D blocks. The representations are evaluated in two use-cases: as input to the agent, or as a source of auxiliary tasks. Furthermore, the value of each representation is evaluated in terms of three properties: dimensionality, observability and disentanglement. We can significantly improve performance in both use-cases and demonstrate that some representations can perform commensurate to simulator states as agent inputs. Finally, our results challenge common intuitions by demonstrating that: 1) dimensionality strongly matters for task generation, but is negligible for inputs, 2) observability of task-relevant aspects mostly affects the input representation use-case, and 3) disentanglement leads to better auxiliary tasks, but has only limited benefits for input representations. This work serves as a step towards a more systematic understanding of what makes a ‘good’ representation for control in robotics, enabling practitioners to make more informed choices for developing new learned or hand-engineered representations.

I. INTRODUCTION

Many reinforcement learning (RL) domains, including the real world, are naturally accessed via high-dimensional, unstructured observations, such as images. The underlying world state, however, can be represented using more compressed structured representations according to the widely held manifold hypothesis. Such structured representations can potentially simplify the learning of downstream tasks. However, a good mapping from observations to representations is in general not available and needs to be learnt. Many representation learning approaches have been proposed in the past to address this challenge, using reconstruction-based [1]–[6] or more recently, contrastive objectives [7]–[10] in the context of deep learning. Different approaches result in representations with different properties, but systematic investigations on how these properties affect their utility for improving performance on downstream RL tasks have been limited. The majority of past work has concentrated on one particular application of representations in the RL context—as a transformation of high dimensional observations into low-dimensional state inputs to the agent policy or value function [11]–[13]. However, representations may also be used in other ways, for example as a source of intrinsically generated tasks to guide exploration. Well-structured manually-designed auxiliary tasks have been shown to demonstrate considerable success to accelerate learning in multitask and transfer learning in the robotics environment [14]–[16], a domain where data-efficiency is of utmost importance. If representation learning can help automate the process of auxiliary task design, it can be a significant step change. Past work has touched on this, for individual hand-crafted [17], [18] or learnt representations [19]–[22]. However, no systematic investigation has been performed to compare different representations as sources of auxiliary tasks and to analyze the relation between use-cases and different properties.

In this paper, we evaluate the role of representation learning for improving the efficiency of learning in the robotics domain. We obtain the representations using a number of promising modern deep representation learning approaches: MONET [5], Transporter [6], and $\beta$–VAE [3]. These representations vary in dimensionality, level of disentanglement (whether the representation can be decomposed into a product of semantically interpretable independent sub-spaces [23]), as well as observability. We compare these approaches to a number of baselines, such as random projection and hand-engineered feature extraction [18], on three complex, sparse reward tasks—lifting, stacking and pushing objects to match the target position, in a simulated 3D robotics manipulation environment. We demonstrate that well chosen representations can significantly accelerate learning in both use-cases: as input representations and as sources of auxiliary tasks. In addition, well chosen representations, such as MONET [5] and Transporter [6], can perform on par with ground-truth simulator states - essentially bridging the gap between state and pixel-based reinforcement learning.
Our main contributions include:

- Considerably improved agent performance in three simulated robotics tasks via two different representation use-cases. The application of MONet and Transporter to transform input images leads to performance on par with ground-truth simulator states.
- Detailed investigation of common learnt representations with respect to three general properties and resulting insights for using and developing representation models.
- Improved task scheduling for addressing challenges from representation dimensionality and larger task sets.

Our results extend common intuitions by demonstrating that: Dimensionality strongly matters in the auxiliary task use-case, with higher-dimensional representations producing more auxiliary tasks and putting extra burden on the multi-task learning system, but has negligible effect when used as inputs. Observability of task-relevant aspects affects the agent in the representation-as-input use-case. The loss of important information in the input to the agent results in partial observability of the environment and renders certain tasks impossible to solve. Higher disentanglement leads to better auxiliary tasks, since the representation can be naturally decomposed into independently controllable features [19], [24]. On the other hand, it has limited impact when used as inputs with the exception of benefits of interpretability of learnt representations which enable to manually extract lower-dimensional representations that contain all the information necessary to solve the task.

II. METHODS

We introduce all necessary reinforcement and representation learning formalism in this section and conclude with a description of the two use-cases.

A. Multi-Task Reinforcement Learning

The problem of multi-task reinforcement learning (MTRL) can be represented as a set of Markov Decision Processes (MDPs), that share all aspects with the exception of task specific information. The MDP formalism describes a tuple $(S, A, p, r, \gamma)$ with the sets of states and actions, respectively $S$ and $A$, the transition probability $p(s' | s, a)$, the reward $r(s, a)$ and the discount factor $\gamma$. Now, in MTRL the MDPs share all properties except that each has its own reward function $r_i$ with $i \in I$ indexing into the set of tasks. In the general case, we are unable to access the underlying environment state and instead perceive the observation $x$ modelled by the set of observations $O$ and the conditional distribution $x \sim o(\cdot | s)$. The agent for each task $i$ acts according to its policy $\pi_i(a | x)$, which we optimize off-policy [25] to maximize the agent’s objective $J(\pi) = \mathbb{E}_{s_0 \sim I} \left[ \mathbb{E}_{\pi, p(s_0)} \left[ \sum_{t=0}^{\infty} \gamma^t r_t(s_t, a_t) | s_0 \right] \right]$.

B. Representation Learning

High-dimensional observations, such as images, can increase the difficulty of RL and reduce sample efficiency [12], [13]. In order to render learning more tractable, we often aim to obtain intermediate lower-dimensional state representations. In this paper, we explore the use of several recent representation learning methods that map a high-dimensional image observation $I$ to an embedding $z$; this embedding can be used as an input to the RL agent instead of the pixel observations (Sec. II-C), or to specify downstream tasks/rewards (Sec. II-D). Fig. 2 visualizes some of the learned representations in our simulated environment.

a) Transporter: Transporter [6] is an unsupervised method for discovering keypoints of independently moving entities in the environment. Temporally consistent keypoint detectors are learned by sampling pairs of frames $I, I'$, where the target frame $I'$ is reconstructed by transporting features at the learned keypoint locations from the source frame $I$. The embedding $z \in \mathbb{R}^{K \times 2}$ corresponds to these learned object coordinates, where each of the $K$ objects (this number is pre-specified) has 2 co-ordinates in the image frame.

b) $(\beta)$- Variational Autoencoder: A Variational Autoencoder (VAE) [2], [26] is a generative model that aims to learn a joint distribution $p(I, Z)$ of pixel images $I$ and a set of latent variables $Z$ by learning to maximize the evidence lower bound on the data distribution. VAEs use an encoder that takes in images $I$ and parameterizes the posterior distribution $q(Z | I)$, and a decoder that reconstructs the image $I$ from sampled latents $\hat{z}$. They are trained by minimizing the sum of the reconstruction loss and a compression term that encourages the posterior $q(Z | I)$ to be close to a prior term. A $\beta$-VAE [3] is a variation of the VAE model, where the compression term is scaled by a $\beta$ hyperparameter; this controls the degree of disentangling achieved by the model. In this work, we train a model with a low $\beta$ when we aim for an entangled representation and a high $\beta$ when we aim for a disentangled representation. We use the mean of the learned posterior as the embedding $z$.

c) MONet: MONet [5] is an unsupervised method for discovering object-based representations of visual scenes. It augments a VAE (or a $\beta$-VAE) with a recurrent attention network, which partitions the image into $N$ attention masks, each of which corresponds to a meaningful entity in the visual scene (e.g. an object, or the background). These attention attenuated images are then fed into a shared VAE applied sequentially to them, and the weighted sum of the respective reconstructions is trained to correspond to the original input image. The embedding $z$ is the concatenation

\[ z = \text{concat}(z_1, z_2, \ldots, z_N) \]

Fig. 2: Visualizations of learned unsupervised representations. Left: Object segmentations learned from MONet, Middle: Keypoints from Transporter projected onto the image, Right: Original observation and hand defined color segmentation.

\[ \text{We provide videos and further method and experiment details including network architectures and hyper-parameters in the appendix under \url{https://sites.google.com/view/representation-matters} } \]
of the $N$ embeddings obtained from the sequential application of the VAE to the $N$ attention-attenuated input images.

d) Color Segmentation: In [18] the authors provide a method for deriving a simple, high-level representation by aggregating statistics of an image’s spatial color distribution. Partitioning the hue range into multiple brackets and thresholding returns a color-based segmentation. We compute the mean and variance (in pixel space) along the image axes of these segmentation masks and concatenate these across chosen colors.

e) Random Projection: As a data-independent dimensionality reduction method, we also investigate a simple random projection approach [27]. We randomly initialize a matrix $M \in \mathbb{R}^{(h \times w \times 3,d)}$ where $h$ and $w$ denote the image height and width respectively and $d$ is the embedding size. The embedding $z$ can be computed as $z = \tanh(M \cdot \text{flatten}(I))$, where we apply a saturating non-linearity ($\tanh$) for bounding the output.

C. Representations for Input Transformation

When using the representations to transform agent inputs, we use the models as transformations such that both policy and Q-function are conditioned on the embedding instead of the full state, respectively as $\pi(a|z(x))$ and $Q(z(x),a)$.

D. Representations for Auxiliary Tasks

There are many possible ways to define tasks based on a structured representation of the environment. We choose a simple approach where for each dimension $i$ of the embedding $z(x)$, we create two tasks, denoted $\text{min}$ and $\text{max}$, respectively for minimizing and maximizing its value. These rewards can be assigned automatically by running inference on the representation learning models with trajectories generated from any task and we can randomly sample tasks for every update. Further details on auxiliary task generation are in the appendix.

a) Off-Policy Learning and Hindsight Reward Assignment: In on-policy learning, each policy can only be updated from data that it has just created. This means we cannot share data even when training for multiple tasks for the same agent embodiment and domain. However, this problem is circumvented in off-policy learning, where we can e.g. re-weight data based on importance sampling accounting for the difference between the data-generating and data-fitting policies [28]. In this way, off-policy learning enables us to share data across tasks given the ability to generate rewards for all tasks in hindsight [14], [29], [30]; we take advantage of this in our work.

b) Task Scheduling: In multi-task learning the most common approach is to randomly sample a new task for each episode with the corresponding agent policy and reward function. When providing large sets of tasks to our agent, we build on two mechanisms for further improvement of robustness and efficiency: 1. learning a model for task choice; 2. choosing multiple tasks to run in sequence during a single episode. The former enables us to focus on features relevant to a final task, and the latter enables to train robust policies and help exploration by having each task affect other tasks’ initial state distributions [14]. We build upon the Q-scheduler [14] which has two independent phases for scheduling. In the first phase, when no reward for the main task has been observed, we use a purely random schedule. After we begin to observe rewards for the main task, scheduling changes to increase the preference of tasks proportional to the main task rewards their trajectories generate. We improve the initial phase by replacing random scheduling with a preference for tasks which currently generate rewards but are not fully solved yet; this provides a strong learning signal throughout training.

III. EXPERIMENTS

In this section, we perform a set of experiments to investigate how the learned and hand-designed representations described in the previous section can be used as part of an RL agent. Our main focus lies in two applications affecting an agent’s perception and exploration, respectively: transforming observations and generating auxiliary tasks (see Figure 1).

All experiments use a simulated 3D manipulation environment that involves a Sawyer robotic arm interacting with objects on a tabletop (Figure 3). We consider three task domains - lifting, stacking and pushing to match object positions - each one requiring successful sequential execution of a number of sub-tasks provided to the agent as hand-engineered auxiliary tasks in the representations-as-inputs scenario. In the lifting domain, the sub-tasks are to reach, grasp and lift the green cube. In the stacking domain, the sequence of tasks from the lift domain is extended to stack the green cube on top of the yellow cube. Finally, position matching requires the arm to push two blocks to specified positions and, so an additional reach auxiliary task is provided for each block.

The final tasks in all domains have sparse rewards and hence require a curriculum of auxiliary tasks to enable efficient exploration [15]. For example, successful execution of lifting requires a curriculum of first learning how to reach and grasp based on hand-engineered auxiliary tasks. Hence, for the task generation experiments, we remove this handcrafted curriculum to evaluate whether learning to control individual representation dimensions provides sufficient exploration for solving the final task.

In all experiments, the agent is provided with the proprioception information (e.g. joint angles), and camera images from a third-person viewpoint (64x64 pixels).
Depending on the experiment, this image can either be transformed into one of the low-dimensional representations in Sec. [1-3] or fed directly as input to the agent. The latter is also used as a baseline to lower bound the performance in our experiments. We pre-train all the representations offline using a dataset that was generated with an agent that was trained on the stacking task; these representation learning models are held fixed (i.e. no fine-tuning) in all our experiments. All models are evaluated in terms of their success on the final task (lifting, stacking or final matched position).

Across the three task domains, and the two use-cases, we evaluate the importance of the different qualities of the learnt representations: dimensionality, observability and level of disentanglement. We follow the symmetry-based definition of disentanglement from [23], which intuitively suggests that a representation is disentangled if it can be decomposed into semantically meaningful and independently transformable sub-spaces. For example, if manipulations of single dimensions in a representation result in changes of independent, interpretable factors, like object position, or colour, such a representation is considered disentangled. Object-based representations emerge from such a definition, since individual properties of each object can be transformed independently of each other (e.g. changing the colour of one object does not affect the shape of that object or the shape or colour of any other object). According to this definition, representations obtained from MONet, Transporter and manual color segmentation can all be considered to be disentangled, while representations from the other methods (VAE, & Random Projection) are not. In terms of dimensionality, we use three different variations of each model representation: a) Small (2 dimensional embedding), b) Medium (16 dimensional embedding) and c) Full (size dependent on the model, up to about 100 dims). For methods that learn interpretable, disentangled representations, we train a single model and select appropriately sized subsets of the learnt representation features based on their semantic relevance to the tasks. For the entangled representations where meaningful sub-selection is not possible, we train a separate model for each variant. In terms of observability, the Medium and Small conditions may lead to a loss of information compared to the Full condition and hence may lead to partial observability of the state. We provide further details on the models and experimental setup in the appendix.

A. Observation Transformation

In this section, we look into using different representations to transform agent inputs from high-dimensional pixel observations to low-dimensional state. Results are presented in Figure 4. Across all tasks, we compare the performance of different representations to two baselines. The pixel baseline, where state representations are learnt implicitly from pixels via end-to-end reinforcement learning, serves as the lower bound. This baseline fails to achieve good performance in all tasks in the given training time. The upper bound baseline is provided by the simulator features used as the low-dimensional, structured input (about 100 dimensions). Note that both baselines use the full observations in all scenarios (Full, Medium and Small). Impressively, MONET, Transporter and VAE often obtain performance close to the feature baseline, for both the medium and full model of the representation, suggesting that the exact size of representation (≪ 100 dimensions in our case) has only limited effect as long as the environment remains fully observable via the representation. For the bigger models, we also find limited difference in performance between disentangled representations, such as MONET and Transporter, and entangled ones, such as the entangled β−VAE, across both tasks. There is, however, a potential engineering benefit when using smaller representations. Here, disentangled representations enable us to successfully choose smaller subsets of the full representations while ensuring that the information relevant for the task is not discarded. Indeed, all the disentangled models which enable us to include all the relevant information for lifting (MONet, Transporter, Color Detector) solve the task fairly quickly, while the entangled models fail. This highlights the practical importance of the
human semantic interpretability of disentangled representations. Discarding task-relevant dimensions in disentangled representations unsurprisingly does significantly reduce task performance. This effect becomes visible for the smallest model class (with 2 disentangled dimensions) for the stacking and pushing tasks, where at least 4 features are necessary to represent the positions of the 2 objects to successfully solve the task. Smaller models, which represent the whole observation in two entangled dimensions (VAE, and random projection), should in theory be able to solve the Stack task, since the two dimensions could still contain all the information from the original scene, albeit projected into a 2D embedding. This is definitely the case for the VAE, since the embedding is sufficient to reconstruct the original image. However, these models fail to solve the task, suggesting the importance of the representational form of the embedding.

B. Auxiliary Tasks

To investigate the role of using representations as a source of auxiliary tasks, we use feature observations as inputs to all the models, but replace the hand-engineered auxiliary tasks used in the previous section with the representation feature control tasks from Section II-D. We focus on the Small model (4 tasks from 2 dimensions) and Medium model (32 tasks from 16 dimensions) conditions from Section III-A. The largest Full model representations have been excluded from this evaluation due to computational constraints. In this scenario all generated data is shared across tasks, which in practice means that each transition gets assigned rewards for all auxiliary tasks and the final task. Given that we use learnt representations as image transformation, we can assign auxiliary task rewards to stored data on the fly during learning. Results are presented in Figures 5.

Even though the tasks are defined by sparse rewards, we see that some individual seeds for the pixel baseline with no auxiliary tasks can get lucky and gain enough signal to achieve reasonable performance. The majority of the seeds, however, never get any reward. Unlike the results presented in the previous section, when it comes to using representation features for auxiliary tasks, representation dimensionality does matter. Higher dimensional representations create additional learning challenges, requiring to generate data on more tasks and to represent the solution to bigger task sets [15], [31]. This results in slower learning of the final task for Medium vs Small models. Furthermore, we see that disentanglement matters more in this scenario. Tasks based on MONet, Transporter (and color detection for the small model) enable the agent to learn how to manipulate independently controllable aspects of the environment [19], [21]. Entangled models, such as the entangled β-VAE, do not perform well in comparison. Intuitively, learning a policy to control individual dimensions of an entangled representation is hard. Note that partial observability of the state (Small Model) is not as much of an issue in the auxiliary-task scenario compared to the representations-as-inputs scenario. This is because learning how to control even a small subset of task-relevant features is enough to help bootstrap final task learning. For more complex and sparser tasks however, partial observability could become a challenge also for task generation.

1) Bigger Task Sets: Increasing the number of tasks generally leads to an increase in the training time of any agent to complete the final task. The bigger the space of tasks, the more important becomes the choice of which which tasks to learn from. In this section we compare randomly scheduling executed tasks against using the Q-Scheduler approach detailed in Section II-D.0.B which optimizes the task choice to maximize performance on the final task. Figure 6 visualizes agent performance and demonstrates that Q-scheduler improvements become more emphasized for bigger task sets.

IV. RELATED WORK

Representation Learning: Learning representations from high-dimensional observations such as images can considerably increase data-efficiency and robustness for downstream tasks. Reducing the human effort for data-collection and labelling, unsupervised and self-supervised objectives, produce benefits for training compressed representations e.g. via reconstruction, beginning from [1]. Variational Auto-Encoders (VAEs) combined this direction with techniques from variational inference [2], [26]. Several approaches extend VAEs towards learning disentangled object-centric representations of scenes, notably β-VAEs [3] and MONet [5]. As an alternative to reconstruction, several other self-supervised approaches have been explored for representation learning, including through the use of predictive [6], discriminative [32] and contrastive [7], [8], [10] losses.

Representations as Agent Inputs: Learning policies and value functions directly from raw visual observations has been successful for several tasks both in simulation [33], [34] and in the real world [14], [35]. While these

Fig. 5: Lifting, stacking & pushing (top/middle/bottom) experiments for small & medium task sets with all representations.
successes are encouraging, learning from pixels is commonly less sample efficient and robust than from hand-crafted simulator features [12], [13]. To alleviate this, several recent approaches learn intermediate feature representations through the use of auxiliary losses such as reconstruction [36]–[39], contrastive losses [7], [9], [10] and future prediction [6], [40]. Unlike many of these methods which learn feature representations as part of the RL learning loop, a few approaches explored the use of offline learned features for reinforcement learning [11], [21], [22], [41], [42]. In this paper, we take a similar line and pre-train several state of the art representation learning models and evaluate their efficacy on multiple simulated manipulation tasks.

Representations for Auxiliary Tasks: Auxiliary tasks have been used in reinforcement learning to generate additional training regularization signals [6], [11], [43]–[46] as well as to improve exploration [14], [15], [18], [29], [47]. In both cases, the observed benefits depend on the nature and difficulty of the auxiliary tasks, and how these implicitly affect the nature of the learnt representation within the RL agent. However, no principled recipe currently exists for choosing the right set of such tasks. Our work is extending the existing line of work that tries to get a better understanding of what representation properties are desirable and why, before using this knowledge to improve the existing methods [14], [15], [17]–[20]. Although our work touches on exploration, it is different and this perspective is complimentary to the previous work that improved exploration via diversity [17], [48], curiosity [49], [50], or empowerment objectives [51], [52]. Indeed, many of these methods can benefit from insights into representation learning and recent work has shown promising results for manually-chosen features to guide skill learning [14], [15], [17], [18] as well as features from an agent’s value function [20]. Finally, choosing which task to execute given a large set of options creates an additional exploration-like challenge. Random sampling often provides a strong baseline [53] but can be improved via curriculum learning [50], [54]–[56] as well as iterative generation of tasks [57], [58]. Here, we extend the branch of work on task scheduling [14].

V. DISCUSSION AND CONCLUSIONS

In this paper, we systematically evaluate how representations with different properties can help learning on downstream tasks in three challenging robotics settings. We are able to considerably improve performance and data-efficiency. For example, we show that MONet and Transporter representations can perform on par with simulator states when used as agent inputs. We investigate the benefits of representations principally along three dimensions: dimensionality, partial observability and disentanglement; and using two use-cases: representations-as-inputs and representations for auxiliary tasks. While the three dimensions used to compare our representations are not sufficient to detail all differences between the models, they provide useful intuitions on which representations may perform well and why.

Dimensionality has considerable impact for task generation. More tasks lead to higher data requirements even if we assign rewards from all tasks to data independent of the generating task. Optimizing which tasks, and related policies, to use to generate data can partially mitigate this effect. For input representations, performance remains mostly stable.

Partial observability has stronger negative effect when representations are used as inputs rather than sources of auxiliary tasks. For example, in the stacking experiments, the lack of information about the location of the lower block in the representation makes the task unsolvable in the former use-case, but not the latter. When generating auxiliary tasks, partial observability means that exploration with respect to the non-observable factors is lacking. However, depending on the domain, positive exploration gains can be obtained from controlling even a small observable subset of factors.

Disentanglement has limited impact for policy inputs in our experiments, with entangled and disentangled models performing near equivalently for most tasks. However, when forced to use smaller models, the interpretability provided by disentanglement makes it possible to choose a subset of dimensions that are the most important for solving the task, as was demonstrated for the lift experiments. The biggest benefit of disentanglement is observed in the auxiliary task experiments. Learning how to control individual disentangled dimensions allows the agent to explore the state space more efficiently.

The current work uses a single simulated robotics domain and three downstream tasks. We hope to extend this to a broader set of environments and tasks, including real robot experiments, in future work. Another direction of future work is to extend the set of representation learning methods. For example, here we focus on reconstruction-based representations, however recent improvements in contrastive learning open a new class of representation learning approaches for evaluation. Finally, one of the biggest shortcomings of our work is the pretraining of representations from existing datasets. This requires good coverage of the domain of interest. Hence, another pressing direction for future work is the online training of representations from the agent’s own experience.
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APPENDIX
GENERALIZATION TO PHYSICAL ROBOT EXPERIMENTS

This submission purely focuses on experiments in simulations as due to the ongoing pandemic robot access is highly limited for us. We will use the following sections to address any concerns regarding generalization to the real-world case by given examples of our previous work and general experimental setup. Any experiments and results in this section are not part of the contributions of this paper and serve the only purpose to clarify generality and robustness of results in the main paper. The following sections highlight 3 principal steps we take in order to support generality of the main paper’s simulation results.

Realism of Simulator

The experiments described in the main section of this paper were conducted with a carefully designed MuJoCo [59] simulation that is visually and dynamically well aligned with the real world robot setup. This simulation was successfully used in Sim2Real transfer before [60], giving strong evidence that the methods presented in this paper can be applied successfully to the real world robot setup as well.

Representations from Real-World Data

Even though we did not have the possibility to conduct experiments on a real world robot setup, we are able to compare the representation learning methods on simulated and real world data, which was collected before the pandemic. As shown in Figure 7, both representation learning methods employed in the main section of this paper transfer well to real world data, giving evidence that using the learned representation for state and reward computation is beneficial for real world experiments.

Fig. 7: Representations obtained from simulated and real world datasets. Left: The robot setups. Mid-Left: Blob Detector outputs. Mid-Right: MONet segmentations, Right: Transporter key-points. Top: Real world data. Bottom: Simulated data.

Connection to Related Work

Further, we want to refer to previous work that was conducted with Scheduled-Auxiliary-Control (SAC-X) on this robot setup, both in simulation and in the real world. In [18], the authors use the color segmentation approach outlined in the main section of this paper for reward computation. Figure 8 shows, that SAC-X is comparably capable of learning the lifting task in both setups. In [15], the authors show results for the stacking task both in simulation and on the real robot, giving further evidence that learning based on SAC-X transfers well to real-world robot setups.

EXPERIMENT DETAILS

a) Sawyer Environment: The setup consists of a Sawyer robot arm mounted on a table and equipped with a Robotiq 2F-85 parallel gripper. In front of the robot there is a basket of size 20x20 cm which contains three cubes with an edge length of 5 cm (see Figure 3).

The agent is provided with proprioception information for the arm (joint positions, velocities and torques), and the tool center point position computed via forward kinematics. For the gripper, it receives the motor position and velocity, as well as a binary grasp flag. It also receives a wrist sensor’s force and torque readings. Finally, it is provided with RGB camera images at 64 x 64 resolution. At each time step, a history of two previous observations (except for the images) is provided to the agent, along with the last two joint control commands. The observation space is detailed in Table II. All experiments are run with 16 actors in parallel and reported over the current episodes generated by any actor.

The robot arm is controlled in Cartesian velocity mode at 20Hz. The action space for the agent is 5-dimensional, as detailed in Table I. The gripper movement is also restricted to a cubic volume above the basket using virtual walls.

TABLE I: Action space for the Sawyer Stacking experiments.

| Entry                  | Dims | Unit       | Range            |
|------------------------|------|------------|------------------|
| Translational Velocity in x, y, z | 3    | m/s        | [-0.07, 0.07]    |
| Wrist Rotation Velocity | 1    | rad/s      | [-1, 1]          |
| Finger speed           | 1    | tics/s     | [-255, 255]      |

b) Tasks and Rewards: We use shaped rewards for specifying auxiliary tasks for the experiments where we use the learned representations as inputs to the agent. These are not used for the task generation experiments where auxiliary rewards are based on the learned representations themselves. Below, we discuss the reward setup for the three major tasks considered in the paper, the Lift, Stack and Match Positions task.

Lift: In the lift task, the agent has to pick-up the green block on the table and lift it above a certain height. We introduce additional auxiliary tasks that encourage reaching the target object, grasping it and the final task of lifting. These are specified in turn as:
TABLE II: Observations for the experiments. The TCP’s pose is represented as its world coordinate position and quaternion. In the table, \(m\) denotes meters, \(rad\) denotes radians, and \(q\) refers to a quaternion in arbitrary units (\(au\)).

| Entry                        | Dims | Unit      | History |
|------------------------------|------|-----------|---------|
| Joint Position (Arm)         | 7    | rad       | 2       |
| Joint Velocity (Arm)         | 7    | rad/s     | 2       |
| Joint Torque (Arm)           | 7    | Nm        | 2       |
| Joint Position (Hand)        | 1    | tics      | 2       |
| Joint Velocity (Hand)        | 1    | tics/s    | 2       |
| Force-Torque (Wrist)         | 6    | N, Nm     | 2       |
| Binary Grasp Sensor          | 1    | au        | 2       |
| TCP Pose                     | 7    | m, au     | 2       |
| Camera images                | 3×64×64×3 | R/G/B value | 1    |
| Last Control Command         | 8    | rad/s, tics/s | 2   |

Where the tolerance function \(btol\) is defined as:

\[
btol(v, \epsilon) = \begin{cases} 
1 & \text{iff } |v| < \epsilon \\
0 & \text{else}
\end{cases}
\]  

(3)

Match Positions: In this task, the agent has to move both the green and yellow cubes to a fixed target position. The task involves moving both objects and enables in part testing the generalization of our learned representations which were trained on data where the arm only interacts with the primary object of interest i.e. the green cube. Additionally, the final reward for each block is sparse but reward is individually received for each block crossing a distance threshold to the respective targets (\(t1, t2\)). Auxiliary rewards are given for tasks such as reaching and for tasks such as pushing. We specify the rewards as:

- **REACH(G):** \(s tol(d(TCP,G),0.02,0.15)\):
  Minimize the distance of the TCP to the green cube.
- **GRASP:**
  Activate grasp sensor of gripper ("inward grasp signal" of Robotiq gripper)
- **LIFT(G):** \(slin(G,0.03,0.10)\)
  Increase \(z\) coordinate of the green cube by more than 3cm relative to the table.

Where \(d(x, y)\) is the Euclidean distance between a pair of 3D points, and the tolerance and linear reward functions terms, respectively \(stol\) and \(slin\), are defined as:

\[
stol(v, \epsilon, r) = \begin{cases} 
1 & \text{iff } |v| < \epsilon \\
1 - \tanh^2(\tanh(\sqrt{0.05})|v|) & \text{else}
\end{cases}
\]  

(1)

\[
slin(v, \epsilon_{\text{min}}, \epsilon_{\text{max}}) = \begin{cases} 
0 & \text{iff } v < \epsilon_{\text{min}} \\
\frac{v - \epsilon_{\text{min}}}{\epsilon_{\text{max}} - \epsilon_{\text{min}}} & \text{else}
\end{cases}
\]  

(2)

Stack: In this task, the agent’s final task is to stack the green cube on top of the yellow cube. We again introduce auxiliary tasks that encouraging the agent to lift the object – all auxiliary tasks and the final lift task are used as auxiliary tasks for stacking. The additional auxiliary tasks are specified to encourage the agent to move towards the target, align it with the target block and stack the grasped object:

- **PLACE_WIDE(G, Y) - stack domain:** \(stol(d(G,Y + [0,0,0,0.05]),0.01,0.20)\)
  Bring green cube to a position 5cm above the yellow cube.
- **PLACE_NARROW(G, Y) - stack domain:** \(stol(d(G,Y + [0,0,0,0.05]),0.00,0.01)\):
  Like PLACE_WIDE(G, Y) but more precise.
- **STACK(G, Y) - stack domain:** \(btol(d_{xy}(G,Y),0.03) * btol(d_{z}(G,Y) + 0.05,0.01) * (1 - GRASP)\)
  Sparse binary reward for bringing the green cube on top of the yellow one (with 3cm tolerance horizontally and 1cm vertically) and disengaging the grasp sensor.

**Method Details**

VAE and \(\beta\)-VAE

In practice, our VAE implementation consists of an inference network, that takes in images \(I\) and parameterizes the posterior distribution \(q(Z|I)\), and a generative network that takes a sample from the inferred posterior distribution and attempts to reconstruct the original image. The model is trained through a two-part loss objective:

\[
\mathcal{L}_{VAE} = \mathbb{E}_{p(x)} \left[ \mathbb{E}_{q_{\phi}(z|x)} \left[ \log p_{\theta}(x|z) \right] - KL(q_{\phi}(z|x) \parallel p(z)) \right]
\]

where \(p(x)\) is the probability of the image data, \(q(z|x)\) is the learnt posterior over the latent units given the data, and \(p(z)\) is the unit Gaussian prior with a diagonal covariance matrix. Intuitively, the objective consists of the reconstruction term (which aims to increase the log-likelihood of the image observations) and a compression term (which aims to reduce the divergence between the prior, normally chosen to be an isotropic unit Gaussian, and the inferred posterior). We use the means from the posterior inferred by the pre-trained encoder network to produce the embedding \(e\).

\(d\) \(\beta\)-VAE: A \(\beta\)-VAE \cite{1} is a variation of the VAE model, where the second part of the training objective is augmented with a \(\beta\) hyperparameter.

\[
\mathcal{L}_{\beta-VAE} = \mathbb{E}_{p(x)} \left[ \mathbb{E}_{q_{\phi}(z|x)} \left[ \log p_{\theta}(x|z) \right] - \beta KL(q_{\phi}(z|x) \parallel p(z)) \right]
\]
The $\beta$ hyperparameter controls the degree of disentangling achieved by the model during training. Typically a $\beta > 1$ is necessary to achieve good disentangling, however the exact value differs for different datasets. To obtain entangled representations a low $\beta$ is chosen for our experiments.

We used the standard architecture and optimization parameters introduced in [3] for training the $\beta$-VAE models. The encoder consisted of four convolutional layers (all 32x4x4 stride 2), followed by a 128-d fully connected layer and a 2-d, 16-d or a 32-d latent representation, depending on the desired dimensionality of the embedding. The decoder architecture was the reverse of the encoder. We used ReLUs activations throughout. The decoder parametrized a Bernoulli distribution. We used Adam optimizer with $1e-4$ learning rate and trained the models for about $10^6$ iterations using batch size of 16, which was enough to achieve convergence. All final models used were able to reconstruct all objects in the images. Images were presented at 128x128x2 resolution.

**MONet**

MONet [5] is an unsupervised method for discovering object-based representations of visual scenes. It augments a VAE (or a $\beta$-VAE) with a recurrent attention network, which decomposes the input image $I$ into $N$ slots based on the corresponding attention masks. The $N$ attention masks partition the original set of input pixels into $N$ sets, each of which corresponds to a meaningful entity in the visual scene (e.g. an object, or the background). These attention attenuated images are then fed into a shared VAE network applied sequentially to them, and the weighted sum of the respective reconstructions is trained to correspond to the original input image. The attention network and the VAE are optimized end-to-end in an unsupervised manner. The concatenation of the $N$ embeddings obtained from the sequential application of the VAE to the $N$ attention-attenuated input images constitute the final MONet embedding $e$.

We used the standard MONet architecture as described in [5], with 6 object slots, and two different internal $\beta$-VAEs – one applied to the first slot, and the other to the remaining 5 slots. Both $\beta$-VAE models had a 16-d latent representation and used a broadcast decoder [61]. The model was trained for 1 mln iterations, and the only difference in representation dimensions for each camera image and color range as

$$z^c_{x} = \frac{1}{W} \sum_{x=0}^{W} x \max_{y} [1_{c_{\text{range}}(o_{\text{image}})[y,x]]]$$

$$z^c_{y} = \frac{1}{H} \sum_{x=0}^{H} y \max_{x} [1_{c_{\text{range}}(o_{\text{image}})[y,x]]]$$

where $H$ denotes the image height, $W$ the width, and $c_{\text{range}} = [c_{\text{min}}, c_{\text{max}}]$ correspond to color ranges that should be filtered.

The choice of the ‘right’ color range $c_{\text{range}}$, for a task of interest, is a design decision that needs to be made manually. In practice, we define a set of color ranges (and corresponding sensor values) from rough estimates of the color of objects of interest in the scene.
**Random Projection**

The simple random projection approach [27] we use builds on a randomly initialized matrix $M \in \mathbb{R}^{(h \times w \times 3, d)}$ where $h$ and $w$ denote the image height and width respectively and $d$ is the embedding size. The embedding $z$ can be computed as $z = \tanh(M \cdot \text{flatten}(f))$, where we apply a saturating non-linearity (tanh) for bounding the output. The initialization follows a truncated Normal distribution with mean 0 and standard deviation $1/\sqrt{\text{size}}$ of input layer.

**Task Generation**

For the task generation use-case, we estimate minimum and maximum of an embedding over the training dataset and in addition clip values that exceed the estimated extremes. We define auxiliary tasks such that for each dimension $i$ of the embedding $z(x)$, we create two tasks, denoted $\text{min}$ and $\text{max}$, respectively for for minimizing and maximizing its value:

$$
\begin{align*}
    r_{i, \text{max}}(x,a) &= 1 - \frac{\max_x (z_i(x)) - z_i(x)}{\text{range}(z_i)} \\
    r_{i, \text{min}}(x,a) &= 1 - \frac{z_i(x) - \min_x (z_i(x))}{\text{range}(z_i)}
\end{align*}
$$

(4)

where $z_i$ denotes the $i$th dimension of $z$ and we normalize the rewards to make multi-task training robust. To simplify learning, the rewards are normalised by the maximum and minimum values of each embedding.

**Improved Q-Scheduler**

As mentioned in the main paper, we use a task scheduling procedure that is based on the Q-scheduler in [14] (SAC-Q), which we will slightly improve.

In [14] the scheduling scheme is described to have two almost independent phases. In the first phase, when no reward for the main task has been observed, a purely random schedule is used to interact with the environment. After some reward for the main task was discovered, scheduling changes to increase sequence combinations of tasks proportional to the main task reward which can be observed by executing them.

We use the very same basic principle, but improve the initial phase by replacing random scheduling with a more data-efficient procedure. The main idea of this improvement is that during the first phase in each episode, we select one of the auxiliary tasks to be used as the main task reward for the SAC-Q scheduling approach instead. By using an extended table representation for all of the auxiliaries, instead of only the main task, we can now decide which combination of intentions to execute in order to make learning of the selected auxiliary as efficient as possible. Intuitively, the approach aims to accelerate learning progress on any task as long as the main task provides no rewards. For the decision which of the auxiliary tasks to select as the replacement main task, we use multiple heuristics. First, we don’t select auxiliary tasks for that we never saw any reward signal, analogous to the arguments why we wouldn’t use the main task. Second, we don’t want to waste interaction data by selecting auxiliaries for which we already see high reward at the initial state of the episode (threshold determined by the rewards seen for this auxiliary during previous executions). This already prevents to e.g. select a “reach” task when the gripper is already close to the object. From the remaining candidate set, we sample with a probability that is proportional to the increase of average reward that was seen (while executing any intention policy) for that auxiliary.

After we selected one of the auxiliaries, $I$, to be treated as the main task at the beginning of an episode, we can use the scheme of SAC-Q to determine the probabilities $P_S$ for the tasks that we want to execute in the sequences of this episode following equation 5:

$$
P_S(T_h | T_{1:h-1}; \eta) = \frac{\exp(\mathbb{E}_{P_S}[R_T(T_{h:H})]/\eta)}{\sum_{T_{h:H}} \exp(\mathbb{E}_{P_S}[R_T(T_{h:H})]/\eta)},
$$

(5)

with the temperature parameter $\eta$, schedule $T_h$ at step $h$, auxiliary task reward $R_T$. In comparison to the original approach the improved scheduler has a considerable influence when we deal with a larger number of auxiliaries and reward definitions that are potentially contradicting each other - or in contrast are trivial.

**Agent Details**

For the pixel baseline experiments, we use a 3-layer convolutional policy and Q-function torsos with [64, 64, 64] feature channels, [(4, 4), (3, 3), (3, 3)] as kernels and stride 2 which we denote as standard pixel torso below.

| Architectures |
|---------------|
| Policy torso (pixels) | standard pixel torso |
| (shared across tasks) | 512 |
| Policy torso (features) | 200 |
| (shared across tasks) | standard pixel torso |
| Q function torso (pixels) | 400 |
| (shared across tasks) | 300 |
| Q function torso (features) | 100 |
| (shared across tasks) | 50 |
| Activation function | tanh |
| Layer norm on first layer | Yes |
| Tanh on output of layer norm | Yes |
| Tanh on input actions to Q-function | Yes |

| MPO parameters |
|----------------|
| $\epsilon_H$ | $1e^{-3}$ |
| $\epsilon_S$ | $1e^{-5}$ |
| Number of action samples | 20 |

| General parameters |
|---------------------|
| Replay buffer size (pixels) | 1e6 |
| Replay buffer size (features) | 3e6 |
| Target network update period | 500 |
| Batch size (pixels) | 64 |
| Batch size (features) | 512 |
| Discount factor ($\gamma$) | 0.99 |
| Adam learning rate | 3e-4 |
| Retrace sequence length | 8 |

**TABLE III: Agent Hyperparameters**

**ADDITIONAL EXPERIMENTS**
Fig. 10: Complete input representation arguments including the partial representation model. Lifting (left), stacking (middle) and pushing (right) experiments for small (bottom), partial (middle) and full (top) input representations.

Fig. 11: Learning curves for scheduling ablations for growing number of tasks. We use 4, 8, 16, or 32 tasks from the representation modules and the main task. Increasing number of tasks strongly reduces performance and increases data requirements with random task sampling.