Different universality classes at the yielding transition of amorphous systems
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We study the yielding transition of a two dimensional amorphous system under shear by using a mesoscopic elasto-plastic model. The model combines a full (tensorial) description of the elastic interactions in the system, and the possibility of structural readjustments that are responsible for the plastic behavior. The possible structural readjustments are encoded in the form of a “plastic disorder” potential, which is chosen independently at each position of the sample to account for local heterogeneities. We observe that the stress must exceed a critical value \( \sigma_c \) in order for the system to yield. In addition, when the system yields a flow curve relating stress \( \sigma \) and strain rate \( \dot{\gamma} \) of the form \( \dot{\gamma} \sim (\sigma - \sigma_c)^\beta \) is obtained. Remarkably, we observe the value of \( \beta \) to depend on some details of the plastic disorder potential. For smooth potentials a value of \( \beta \approx 2 \) is obtained, whereas for potentials obtained as a concatenation of smooth pieces a value \( \beta \approx 1.5 \) is observed in the simulations. This indicates a dependence of critical behavior on details of the plastic behavior that has not been pointed out before. In addition, by integrating out non-essential, harmonic degrees of freedom, we derive a simplified scalar version of the model that represents a collection of interacting Prandtl-Tomlinson particles. A mean field treatment of this interaction reproduces the difference of \( \beta \) exponents for the two classes of plastic disorder potentials, and provides values of \( \beta \) that compare favorably with those found in the full simulations.

I. INTRODUCTION

Upon the application of a sufficiently large shear stress, any solid material will eventually yield. In the case of crystalline materials, yielding is produced by the motion of dislocation, which are defects of the otherwise perfect crystalline structure. In the case of amorphous materials, there is no such reference state on top of which imperfections can be easily defined. This has greatly delayed a theory of amorphous plasticity. However, as first recognized by Argon [1], plasticity in this case can be defined in terms of discrete localized non-affine rearrangements that produce elastic stresses and can lead to a complex sequence of correlated deformations. These ideas have led to the development of the theory of shear transformations zones[2] that is nowadays one of the central concepts in amorphous plasticity.

One of the hallmarks of amorphous plasticity is the existence of a yield point of the material, namely the existence of a minimum stress \( \sigma_c \) that has to be exceeded in order to observe yielding. In many cases, particularly for soft complex materials such as foams, pastes, etc., and also in the case of metallic glasses, it happens that for a fixed applied stress \( \sigma \) beyond the yield point the material can reach a stationary condition of constant strain rate \( \dot{\gamma} \). This allows to define the flow curve of the material \( \dot{\gamma}(\sigma) \). The nature of the yielding transition around \( \sigma_c \) has been a matter of considerable interest. In the athermal case, in which the effect of thermal fluctuations is negligible, the most widely accepted view is that yielding corresponds to a well defined continuous transition at \( \sigma_c \), such that \( \dot{\gamma} = 0 \) for \( \sigma < \sigma_c \), with \( \dot{\gamma} \) increasing smoothly as \( \sigma \) becomes larger than \( \sigma_c \). It is typically found [3–7] that the dependence of \( \dot{\gamma} \) near the yielding point has the Herschel-Bulkley form[8] \( \sigma - \sigma_c \sim \dot{\gamma}^{1/\beta} \). \( \beta \) is known as the flow exponent and it is an important characteristic of the problem.

An appealing idea to better understand the yielding transition has emerged from the comparison of this problem with the problem of depinning of elastic media moving onto disordered energy landscapes[9, 10]. In that case, the existence of a flow curve with a well defined \( \beta \) exponent has been proven in a rather general way. One of the main conclusions of those studies is that the depinning transition corresponds to a critical point of the dynamics, at which the system becomes highly correlated and a diverging correlation length exists. This points out in particular to values of \( \beta \) that are “universal”, depending in particular on the dimensionality \( d \) of the system. For depinning \( \beta \approx 0.25 \) in \( d = 1 \) [11], increasing for higher dimensions, and reaching the value \( \beta = 1 \) in the mean field limit (\( d \geq 4 \)).

A second similarity between depinning and yielding is in the form in which the dynamics proceeds close to the transition. In both cases an infinitesimal increase in the driving can produce an avalanche of activity. These avalanches are characterized by its size and duration, and its distribution is an important characteristic of the problem. Yet, an important difference between yielding and depinning is the following. While for depinning the advance of a small piece of the interface generates a positive effect on any other part of the system (trying to move forward the interface in any other point), for yielding the elastic interaction has effects of alternating signs in different parts of the sample. This fact (early considered by Eshelby[12]), has important consequences for the phenomenology of yielding, and is responsible for the existence of slip directions in which deformation can accumulate without producing any stress increase in the sample.

The formal analogy between the yielding problem and the depinning transition is thus an interesting line of in-
vestigation. Although there are clear numerical differences between the two cases (in particular, \( \beta < 1 \) for depinning, whereas \( \beta > 1 \) is systematically found for yielding), a scenario in which the yielding transition is supposed to correspond to a critical point with diverging correlation lengths has found much consensus\cite{13}, and triggered an important theoretical and experimental effort aimed at its verification.

Different numerical techniques have been applied to study the yielding transition, including direct atomistic simulations\cite{14-18}, and effective approaches such as soft glassy rheology\cite{19,20}, and elasto-plastic models\cite{21-29}. Elasto-plastic models are particularly suited to address the relation between yielding and depinning. In these models the increase of plastic deformation in some region leads (through the action of a well defined elastic kernel) to the modification of the elastic stress in other regions of the sample, which can produce new plastic rearrangements. In elasto-plastic models the long range elastic interaction is explicitly introduced in the form of elastic propagators. Yet, the dynamical nature of the elastic interaction is not fully accounted for and it is only effectively incorporated in the form of time delays for the interaction to propagate across the system.

The model we are going to study shares many features with elasto-plastic models. In addition, it incorporates in a more realistic way the elastic interactions through the system, and allows for a detailed description of the plastic deformation. Actually, one of the main findings will be that key properties of the model depend on the way in which plastic deformation evolves locally. In particular, we find the value of the flow exponent \( \beta \) to depend upon certain details of the disorder potential that is used to describe plasticity. Specifically, we find different \( \beta \) values when the disorder potential has continuous second derivative (\( \beta \approx 2.0 \), this case will be termed the “smooth potential” case) and when it has points at which there are jumps of its first derivative (\( \beta \approx 1.5 \), we call this case the “parabolic potential” case). This unexpected non-uniqueness of the \( \beta \) value is particularly important as it is obtained by changing a single characteristic of the model, and it cannot be related to artifacts originated in using different models, or different numerical techniques. This result challenges the idea of a single universality class of the yielding transition which, at least in this respect, seems to be less universal than its depinning counterpart.

Trying to find a simple explanation of the results found, we transform the original model in an equivalent scalar problem that turns out to be a collection of interacting Prandtl-Tomlinson models\cite{30,31} (usually used to describe friction in elementary terms). By studying this model in different levels of approximation, we provide evidence that it accounts for a yielding transition at a finite stress \( \sigma_c \), and provides different \( \beta \) exponents depending on the nature of the plastic potential used. Moreover, the actual values of \( \beta \) found with the scalar model compare fairly well with those of the full tensorial simulations.

The kind of modeling we are presenting originates in works of Bulatov and Argon\cite{32}. It was generalized in different directions afterwards, and has been used to model a variety of non-linear problems of solids in which elasticity plays an important role. Examples include martensitic transformations\cite{33}, fracture patterns\cite{34} and elastic collapse of thin films\cite{35}. We have presented already the application of this technique to the modeling of yielding of plastic materials in \cite{36}, although in that case the focus was in the development of shear bands in the system when the material has some sort of structural relaxation. This last ingredient will not be incorporated here.

We model a (two-dimensional) yielding plastic material as a collection of cells, each of them encoding the behavior of a large number of atoms or molecules in the system. The state of the cell is defined by its strain tensor \( \epsilon_{ij} \). It turns out to be more convenient to describe the elastic deformations by three independent strains \( \epsilon_1(r), \epsilon_2(r), \epsilon_3(r) \), representing volume distortions (\( \epsilon_1 \)) and the two independent deviatoric distortions (\( \epsilon_2 \) and \( \epsilon_3 \)) in the system (see Fig. 1). Values of \( \epsilon_1, \epsilon_2, \) and \( \epsilon_3 \) in different parts of the system are not independent. They satisfy a differential equation (known as the St Venant condition) that reads\cite{37}

\[
(\partial_x^2 + \partial_y^2)\epsilon_1 - (\partial_x^2 - \partial_y^2)\epsilon_2 - 2\partial_x\partial_y\epsilon_3 = 0
\]

In order to describe the dynamics of the system it is necessary to define a free energy that depends on the strain state of all the cells. If the system was a perfectly elastic, isotropic material, we would write a total free energy in the form

\[
F = \int d^2r (Be_1^2 + 2\mu(e_2^2 + e_3^2))
\]
with \( B \) and \( \mu \) being the bulk and shear modulus of the material. However, to allow for the possibility to describe plastic deformation, the form of the free energy has to be modified. Referring to the sketches in Fig. 2 the free energy of a cell will increase upon deformation in the elastic regime (a), but eventually, it will reach a point in which a structural rearrangement occurs, and the free energy is reduced again to a new local minimum (b). It is assumed that structural rearrangements can continue to occur in a given cell when strain increases further, the local free energy thus consisting of a sort of “plastic potential”, with different minima located at different values of deformation. The form of the potential near each minimum is quadratic, representing a local elastic state of the cell. For the transition between different local minima, we can consider at least two possibilities (see Fig. 2). If we think of this transition as some sort of irreversible rearrangement within the cell, a potential \( V(e) \) consisting of a collection of parabolic pieces seems to be appropriate. This case will be called “parabolic potential” case. However, we can consider also the case in which the first potential minimum gradually softens and eventually transforms smoothly into the next minimum. This is the case of a “smooth potential”. One of the main findings of this paper is that the properties of the model depend crucially on the potential being “smooth” or “parabolic”.

The strain values corresponding to the minima of the plastic potential are assumed to have stochastic values, which are different in different positions of the sample, leading to an interplay between elasticity and plastic disorder (sketched in Fig. 1(c)) that is crucial for the behavior of the model. We consider the model to be externally driven by applying a global deformation in one of the two deviatoric modes (we take it to be \( e_2 \), for concreteness). For simplicity, we assume that plastic deformation in the system can appear only in the corresponding mode. This means that the quadratic part on \( e_2 \) of the free energy of an elastic solid (see Eq. 2) will be replaced by an expression \( V(e_2) \) describing the function in Fig. 2(b), in such a way that the free energy is written as

\[
F = \int d^3r \left( Be_1^2 + 2\mu e_2^3 + V(e_2) \right) \tag{3}
\]

Details on how the functions \( V(e_2) \) are actually constructed for the smooth and parabolic cases are given in an Appendix. We only notice here that in order to preserve the isotropy of the model in the elastic limit, the form of \( V(e_2) \) around any energy minimum is of the form \( V(e_2) = 2\mu (e_2 - e_2^{\text{min}})^2 \).

The dynamical evolution of the strains will be assumed to be overdamped. This will be reasonable for sufficiently slow external variations of the control parameters, particularly the strain rate. To be concrete, defining the local principal stresses \( \sigma_i \) as

\[
\sigma_i(x, y) = \frac{\delta F}{\delta \epsilon_i(x, y)}, \tag{4}
\]

the dynamical evolution of the strain is obtained through a first order temporal evolution equation of the form

\[
\frac{\partial \epsilon_i(x, y)}{\partial t} = -\varepsilon \sigma_i(x, y) + \Lambda_i(x, y, \epsilon_i, t) \tag{5}
\]

where \( \Lambda_i \) is a Lagrange multiplier chosen to enforce the compatibility condition (1) \[33, 36\], and \( \varepsilon \) is the damping coefficient. In equilibrium (\( \partial \epsilon_i(x, y)/\partial t = 0 \)), this equation reduces to the standard elastic equilibrium equations, namely \( \partial / \partial x_i (\delta F / \delta \epsilon_{ij}) = 0 \) \[33\].

The numerical simulations presented here were performed under a constant externally applied rate of change of \( \dot{e}_2 \), namely \( \dot{e}_2 = \dot{\gamma} t \), and the main interest is in the evaluation of the corresponding stress \( \sigma_2 \). This is obtained from (4) and (3), as \( \sigma_2 \) will be simply noted \( \sigma \), for simplicity:

\[
\sigma = \frac{\partial V}{\partial e_2} + \frac{\dot{\gamma}}{\varepsilon} \tag{6}
\]

where the bar indicates average over the sample, and the last term originates in the externally imposed zero-mode. We scale \( \sigma \) and \( \dot{\gamma} \) in order to make \( \varepsilon \equiv 1 \), and also \( \mu \equiv 1 \) in Eq. (3).
III. RESULTS

In Fig. 3 we see the main results for the average stress in the system $\sigma_c$ as a function of the applied strain rate \( \dot{\gamma} \). Results are presented for systems with different values of \( B/\mu \), for smooth and parabolic potentials. The simulations clearly show the existence of a finite value $\sigma_c$ to which the stress converges as $\dot{\gamma} \to 0$, indicating the existence of a yield point in the model. We observe that increasing $B/\mu$ systematically reduces the value of $\sigma_c$. In addition, we fitted the lowest part of the curves $\dot{\gamma} \leq 0.01$ with a form $\dot{\gamma} = C(\sigma - \sigma_c)^\beta$, adjusting $\sigma_c$, $\beta$ and $C$ to get the best fitting. The fitted values of $\beta$ for increasing values of $B/\mu$ are 1.61, 1.59, 1.43 for parabolic potentials, and 2.04, 1.92, 1.96 for smooth potential. Taking into account the numerical uncertainties, the conclusion is that the value of $\beta$ is independent of $B/\mu$, but it depends on the fact of using smooth or parabolic potentials. Although it is tempting to assign simple rational numbers to the values found (namely, $\beta = 3/2$ for parabolic, and $\beta = 2$ for smooth potentials), we stress that there is no reason, at the moment, to expect this is the case.

Other quantities that are studied in models of the yielding transition have to do with the properties of individual avalanches close to the yielding point, when driving the system quasistatically. If driving is infinitely slow, the dynamics proceeds by a sequence of avalanches that are well separated in time, and that can be quantified by its size $S$ (which is defined as the stress drop in the system caused by the avalanche, see Fig. 4) and its duration $T$. In order to calculate these quantities in our model, and see in particular if they depend on the kind of potential used, we run quasistatic simulations in the following way. In a simulation with a small $\dot{\gamma}$, a quantity $Z$ measuring the rate of time evolution in the system is calculated. We choose the quantity $Z$ to be $Z \equiv \sum (\dot{\epsilon}_z)^2$, where the sum runs over all sites of the system. $Z$ is very small when the system is in quasistatic equilibrium. However, when an avalanche is being triggered $Z$ rapidly increases. When this happens (in concrete, when $Z$ exceeds some threshold value $z_0$) we stop the driving and follow the internal dynamics of the avalanche until $Z < z_0$ again. At this point driving is resumed until the next avalanche is triggered. In this way, we obtain stress-strain and stress-time figures.\[ \text{(c)} \]
curves as those shown in Fig. 4(a-b). Panel (c) shows the evolution of the quantity $Z$. It has to be noticed the difference in temporal evolution of $Z$ for the two kinds of potentials. In the parabolic case $Z$ has an abrupt jump up when a site goes over a cusp of the potential, initiating an avalanche. The avalanche ends with an exponential time decrease of $Z$. For the smooth potential case the evolution is much smoother. In particular, the beginning of an avalanche is marked by a progressive acceleration of $Z$ as one site passes over the smooth potential barrier. The finish of the avalanche is also more gradual in this case.

From curves as those in Fig. 4, a collection of avalanche sizes $S_i$, and avalanche durations $T_i$ can be obtained. These data are conveniently displayed in the following form. First of all we plot the histogram of avalanche size distribution in Fig. 5, where results for different system sizes are presented (from now on, all results presented correspond to $B/\mu = 1$). We observe that the distribution is compatible with a power law distribution of avalanches $P(S) \propto S^{-\tau}$, that is cut off at large avalanche sizes by the system size. The value of the exponent $\tau$ is difficult to assess due to the small system sizes that we have been able to simulate. The reference power laws drawn in Fig. 5 have lower slopes than values typically reported in the literature for the exponent $\tau$ (see a list of values in Table 2 of Ref. [13]). We expect that simulations using larger system sizes will provide larger values of $\tau$.

On general grounds the scaling of the cutoff $S_{max}$ with the system size $L$ in the avalanche size distribution can be related to the fractal dimension $d_f$ of the avalanches. From the results in Fig. 5 we can extract the value of $S_{max}$ as a function of $L$. The results are plotted in Fig. 6. We observe that $S_{max} \sim L^{d_f}$ with $d_f$ slightly smaller than one for the parabolic potential ($d_f \simeq 0.9$), and slightly larger than one for the smooth potential ($d_f \simeq 1.15$). These results are compatible with values found in the literature [13, 39, 40] (although larger values have also been reported [24, 41]) and are naturally interpreted as originated in the fact that avalanches are correlated slip events along easy directions in the system, which justifies its almost linear scaling with $L$.

A third result that can be obtained from curves such as those in Fig. 4, is the scaling between avalanche sizes and avalanche duration. This is plotted in Fig. 7. We see that $T_i$ vs $S_i$ shows a power law behavior $T_i \sim S_i^{\beta}$, with an exponent that differs slightly for both kind of potentials: $\beta \simeq 0.63$ for smooth potentials and $\beta \simeq 0.53$ for the parabolic potential. According to [13] this exponent is $p \simeq z/d_f$, and taking into account the previously found value of $d_f$, we obtain the values of the dynamical exponent as $z \simeq 0.75$ for smooth potentials and $z \simeq 0.5$ for parabolic potentials. We believe this difference between the two kinds of potentials is significant.

As a conclusion for this part, within the present accuracy of the simulations we are not able to tell if exponents $\tau$ and $d_f$ are different or not between the two kinds of potentials. However, the results for $z$ are more convincing, pointing to a difference between the two cases, in addition to the definitely different values of $\beta$ that we have found previously.

It is interesting to explore in the model some of the consequences of the alternating sign nature of the interaction kernel in the yielding problem (the Eshelby propagator[12]). This is most easily seen in a single shear geometry: under the application of an external single shear, the deformation in the system does not need to be uniformly distributed. Actually, it can be localized in the
form of a slip in a very narrow region of the system. Under some circumstances (requiring for instance some kind of aging of the material, see [36]), the position at which deformation occurs can be persistent in time upon further application of the external stress, and a shear band in the system can be formed. However in the present case successive external deformation can be accommodated in the system in the form of slip between adjacent planes at different spatial locations [42]. If these locations are uncorrelated in time, it can be expected that the strain increase in a given position of the system has the characteristics of a stochastic Poisson process. This analysis is also valid for the case in which the external deformation is a deviatoric stress, as in the present simulations, the only difference is that now deformation accumulates in a system of two different perpendicular slip directions (the $\pm 45^\circ$ directions in Fig. 1 when deformation is of the $e_2$ type).

In Fig. 8 we observe the evolution of the variance $\Sigma^2$ of the strain in the system as a function of the average strain itself. We see in fact how this quantity does not saturate but increases rather linearly with the applied total deformation. Note that the increase is more rapid when the value of $\dot{\gamma}$ is reduced. However, the results point clearly to an asymptotic maximum increase rate as $\dot{\gamma} \to 0$, indicating the existence of a quasi-static limit in which the external applied deformation is accommodated in an uncorrelated way in the system, leading to a typical diffusive increase of the strain fluctuation.

$\Sigma^2 = e_2^2 - \overline{e_2^2}$ as a function of the average strain $\overline{e_2} = \dot{\gamma}t$. Different curves were obtained for different values of $\dot{\gamma}$, as indicated. System size is $64 \times 64$.

**IV. SCALAR DESCRIPTION, AND MEAN FIELD ANALYSIS**

The finding of different critical exponents depending on details of the disorder potential is an unexpected result that deserves further analysis. The difference is definitely more clear in the case of the flow exponent $\beta$, where the numerical uncertainty of the results is smaller, and we concentrate on this in the following discussion.

We have been able to obtain an alternative, scalar description of the model that clarifies the origin of two different flow exponents for the two kinds of disorder potentials considered. In order to derive this alternative description we reproduce here the basic equations of the model for clarity:

\[
F = \int d^2r (Be_1^2 + 2\mu e_3^2 + V(e_2))
\]

\[
\dot{e}_i = -\varepsilon_i \frac{\delta F}{\delta e_i} + \Lambda_i
\]

\[
(\partial_x^2 + \partial_y^2)e_1 - (\partial_x^2 - \partial_y^2)e_2 - 2\partial_x\partial_ye_3 = 0
\]

(note that the damping coefficient $\varepsilon$ has been allowed to depend on the mode being considered). An equivalent scalar description can be obtained by integrating out the harmonic degrees of freedom $e_1$ and $e_3$ in the previous equations. This can be easily done in the case in which the variables $e_1$ and $e_3$ equilibrate very rapidly compared to $e_2$ (i.e., $e_1, e_3 \gg e_2$), and this is the case that will be addressed here. This allows to search for the values of $e_1$ and $e_3$ that minimize the free energy, under the constraint given by Eq. (9). A simple calculation in
Fourier space shows that in this situation

$$B|e_{1q}|^2 + 2\mu|e_{3q}|^2 = \frac{\mu B(q^2 - q_0^2)^2}{\mu q^4 + 2Bq^2q_0^2} |e_{2q}|^2$$  \hspace{1cm} (10)

for any \( q \neq 0 \). Now the model can be written as a single, unconstrained equation for \( e_2 \), which in Fourier space reads (\( q \neq 0 \))

$$\dot{e}_{2q} = -\varepsilon_2 \left. \frac{dV}{de_2} \right|_q - \varepsilon_2 G(q)e_{2q}$$  \hspace{1cm} (11)

with

$$G(q) = \frac{2\mu B(q_0^2 - q^2)^2}{\mu q^4 + 2Bq_0^2q^2}$$  \hspace{1cm} (12)

In order to write the model equation in real space, it is convenient to separate the average value of \( G \) from its angular oscillating part. This leads to (we set \( \varepsilon_2 = 1 \))

$$\dot{e}_{2r} = f_r(e_{2r}) + \sigma + k(\dot{\gamma} t - e_{2r}) + \sum_{r'} \tilde{G}(r-r')e_{2r'}$$  \hspace{1cm} (13)

\((f_r(e_{2r}) = -dV_r/de_{2r})\), where

$$k = \frac{1}{2\pi} \int_0^{2\pi} \frac{2\mu B(\cos^2(\theta) - \sin^2(\theta))^2}{\mu + 2B\cos^2(\theta)\sin^2(\theta)} d\theta$$  \hspace{1cm} (14)

$$\tilde{G}(r) = G(r) - k$$  \hspace{1cm} (15)

and the value of \( \sigma \) is chosen as

$$\sigma = -f_r(e_{2r}) + \dot{\gamma}$$  \hspace{1cm} (16)

in order to satisfy the global constraint \( \sum \dot{e}_2 = \dot{\gamma} t \).

The kernel \( \tilde{G}(r) \) has a \( r^{-2} \) decay with distance, and a quadrupolar angular symmetry. It is noting but the Eshelby elastic propagator [12] producing a long range effective interaction in the \( e_2 \) field, mediated by \( e_1 \) and \( e_3 \). We emphasize however the appearance of the “mean field like” term \( k \) which couples all sites to the mean value of the strain in the system. Note that same mean field like coupling has been obtained in the case of plasticity already in [40], and also in other cases in which \( e_2 \) and \( e_3 \) are eliminated in favor of \( e_1 \) [43, 44].

Eq. (13) is very suggestive. In the absence of the last term, \( e_{2r} \) is driven on top of the potential \( V_r(e_{2r}) \) by a spring of constant \( k \). This is just the Prandtl-Tomlinson (PT) model used to qualitatively describe the origin of a friction force between sliding solid bodies [30, 31]. The main results that are obtained from the PT model in the absence of thermal fluctuations is the existence of a critical stress \( \sigma_c \) for \( \dot{\gamma} \rightarrow 0 \) (as long as there are points at which \( d^2V(e_{2r})/de_{2r}^2 > k \)), and a power law increase of \( \sigma \) for finite \( \dot{\gamma} \), i.e. \( \dot{\gamma} \sim (\sigma - \sigma_c)^{\beta} \). The value of \( \beta \) turns out to be dependent of the kind of potential that is used. [50]

For smooth potentials \( \beta = 3/2 \), whereas for parabolic potentials (with points at which the first derivative has jumps) the value \( \beta = 1 \) is obtained.

In the presence of the last term, Eq. (13) defines a set of coupled PT models, in which the variable \( e_{2r} \) is driven by the external driving and by the effect of all the \( e_{2r'} \) through the coupling term \( \tilde{G}(r-r') \). We are currently conducting simulations of Eq. (13) in order to re-obtain within this framework the kind of results presented in Section III. For the time being, in order to provide a mean-field-like approach to Eq. (13) (see also [47, 48]), we will replace the distance-dependent coupling \( \tilde{G}(r-r') \) by a term that is only dependent on \( r' \), i.e., the fluctuating term is supposed to be unique for all sites in the system. Then we write the mean field equations in the form (we drop the subindex 2, for simplicity)

$$\dot{e}_{\alpha} = f_{\alpha}(e_{\alpha}) + \sigma + k(\dot{\gamma} t - e_{\alpha}) + w(t)$$  \hspace{1cm} (17)

$$w(t) = \sum_{\alpha} \lambda_{\alpha} e_{\alpha}$$  \hspace{1cm} (18)

where \( \alpha = 1, ..., N \) labels the \( N \) sites in the system, and the variables \( \lambda_{\alpha} \) (with \( \sum_{\alpha} \lambda_{\alpha} = 0 \)) define how the self consistent driving term \( w(t) \) is constructed in a unique way for the whole system [45]. In the limit of \( N \rightarrow \infty \), the precise distribution of \( \lambda_{\alpha} \) values in Eq. (18) becomes irrelevant, and the values of \( \lambda_{\alpha} \) can be taken from a normal distribution [46]. To ensure a correct thermodynamic limit we must choose \( \langle \lambda_{\alpha}^2 \rangle \sim 1/N \).

Before analyzing this mean field model form for particular distributions of the variables \( \lambda_{\alpha} \), we want to consider a simplified version of it for which we have found analytical expressions for the flow exponent \( \beta \). This version is obtained by breaking the self-consistency condition, and taking the value of \( w(t) \) in Eq. (18) to be externally prescribed. In order to define the statistical properties of \( w(t) \) in this case, we remind that each \( e_{\alpha} \) must increase in time following the applied strain \( \dot{\gamma} t \), with jumps when passing from one potential well to the next. We will consider that each \( e_{\alpha} \) is thus a cumulative Poisson process, and that \( w(t) \) is a sum with variable signs of many of these processes, so \( w(t) \) turns out to be a random walk process. Concerning the amplitude of the process \( w(t) \), we notice that as this process is originated in the values of \( \varepsilon \) in different parts of the sample, the time scale must also be related to the average strain \( \dot{\gamma} t \). This can be incorporated as a proportionality of the amplitude of \( w(t) \) with \( \sqrt{\gamma} \). Summarizing, breaking the self-consistency condition, the mean field equation leads to the truly one particle model (now we also drop the \( \alpha \) label, the equations apply to a generic site)

$$\dot{e} = f(e) + \sigma + k(\dot{\gamma} t - e) + w(t)$$  \hspace{1cm} (19)

$$w = \nu \sqrt{\gamma} \eta(t)$$  \hspace{1cm} (20)

where \( \eta(t) \) is an unitary variance delta correlated white noise.
We show the values of $\beta$ for smooth potentials (see Table 1). From them, a stochastic driving term is calculated as

$$w^{(1)}(t) = \sum_\alpha \lambda_\alpha e^{(1)}_{\alpha}(t)$$  \hspace{1cm} (21)$$

Then a fresh set of sites $e_\alpha$ are evolved under the driving $e_0(t) + w^{(1)}(t)$, obtaining new values $e^{(2)}_{\alpha}(t)$, and the process is repeated.

We implemented a successive approximation scheme to solve (17) and (18) in order to investigate the values of $\beta$ they provide.

We will now analyze the self consistently driven case and see that it generates intermediate values of $\beta$. Unfortunately we have not been able to find an analytical solution for the self-consistently driven PT model, and had to rely on numerical simulations of Eqs. (17) and (18) in order to investigate the values of $\beta$ they provide.

FIG. 9. Flow curves for the iterative implementation of the self-consistently driven PT model, for parabolic and smooth potentials. The first iteration gives the results of the standard PT model, and the second one corresponds to the stochastically driven PT model. After a few iterations the flow curves converge to a limiting curve with an intermediate value of the $\beta$ exponent.

FIG. 10. The data from the previous figure corresponding to the first and second iteration, and the average from iterations ten to twenty, plotted as a power law around $\sigma = \sigma_c$. Dotted lines are guides to the eye, drawn with the indicated slope.

From them, a stochastic driving term is calculated as

$$w^{(1)}(t) = \sum_\alpha \lambda_\alpha e^{(1)}_{\alpha}(t)$$  \hspace{1cm} (21)$$

Then a fresh set of sites $e_\alpha$ are evolved under the driving $e_0(t) + w^{(1)}(t)$, obtaining new values $e^{(2)}_{\alpha}(t)$, and the process is repeated.

We present results of this iterative scheme for a system of $N = 1000$ sites, with $k = .5$ (parabolic) and $k = .1$ (smooth), and values of $\lambda_\alpha$ taken from a normal distribution of zero mean and variance $1/N$ (parabolic) and $0.2/N$ (smooth). In Fig. 9 we show the values of $\sigma$ as a function of $\dot{\gamma}$ at the successive steps of the iteration procedure. The first step reproduces the behavior of the pure PT model. The second step corresponds to the stochastically driven case (see Appendix) as the driving comes from the composition of the driving of the uncorrelated PT particles of the first step. Successive steps converge rapidly towards a flow curve with an intermediate value of the $\beta$ exponent.
of the $\beta$ exponent.

In order to provide a numerical estimation of the self-consistent $\beta$ value, we average the results from steps (10) to (20) for which the data show already a good convergence, and fit them with expressions of the form $\dot{\gamma} \sim (\sigma - \sigma_{c})^{\beta}$. The results are presented in Fig. 10.

The obtained values of the exponent $\beta$ are clearly in between those of the normal PT model and those of the PT model with stochastic driving, indicating first of all that the self consistent driving is a non-trivial ingredient that affects the behavior of the system. The numerical values are estimated as $\beta = 1.5 \pm 0.2$ in the parabolic case, and $\beta = 2.0 \pm 0.2$ in the smooth case. These values, obtained in a mean-field-model, and taking into account the numerical uncertainties, strongly suggest the possibility that the exact values are $3/2$, and $2$. Unfortunately, at present we have no proof of this conjecture. Moreover, we also note that the values found with the self-consistent PT model are compatible with those obtained in the simulation of the full model (Fig. 3, and Table I). The question then remains if this indicates just a proximity of the values, or if the values of $\beta$ in the full and mean field models are exactly the same.

Beyond the dependence of the $\beta$ values on the particular approximation scheme used, the results in Table I strongly support the existence of systematic differences between the values obtained using smooth or parabolic potentials. We argue on the reason of this difference in the next Section.

### V. COMPARISON WITH THE DEPINNING CASE

Depinning models with local elastic interactions are typically described by equations like

$$\frac{dx_i}{dt} = f_i(x_i) + k \left( n^{-1} \sum_{j=1}^{n} x_j - x_i \right) + \sigma$$  \hspace{1cm} (22)

where $x_i$ are the elastic deformations, the sum runs over the $n$ neighbors to site $i$, and $f_i$ is the local pinning force. The “fully connected” version of this model (in which any site interacts equally with any other of the $N$ sites in the system) leads to the “mean-field-like” equation

$$\frac{dx_i}{dt} = f(x_i) + k(\bar{\Pi} - x_i) + \sigma$$  \hspace{1cm} (23)

where $\bar{\Pi} = \sum x_i/N$. This equation has the form of a PT model, and so it provides different values of $\beta$ for parabolic and smooth pinning potentials (namely $\beta = 1$ and $3/2$, respectively). This was already pointed out by Fisher in his seminal studies of depinning of charge density waves [49, 50]. Yet, for depinning with short range elastic interactions (Eq. (22)) the value of $\beta$ is known to be independent of the kind of potential used. In particular, $\beta = 1$ represents the correct mean field exponent, for both kinds of potentials. The reason is very subtle, and it has to do with the analysis of the model upon renormalization. It is demonstrated using functional renormalization group theory [51–53] that even if local smooth potentials are used, the effective pinning potential becomes singularly correlated upon renormalization, and the renormalized potential develops cusps that make the result independent of the detailed form of the starting potential.

On the contrary, for the case of yielding the results of the present numerical simulations show persisting differences between the two kinds of potentials used, in particular the values of $\beta$ differ for smooth and parabolic potentials. Our interpretation of this behavior is related to the existence in the effective scalar equation of the model (Eq. (13)) of the infinite range term proportional to $k$. Note that this term appears as a consequence of the elasticity of the system, and is not originated in any kind of mean field approximation. This kind of terms have been obtained in other contexts, for instance in [40, 43, 44]. The dependence of the value of $\beta$ on the smooth/parabolic form of the potential in Eq. (13), is exactly the same dependence that Eq. (23) displays, with the additional ingredient given by the Eshelby elastic interaction in Eq. (13). This term, having also a long range effect ($\sim r^{-2}$) seems to be capable of modifying the values of $\beta$ that would appear if it was absent. Yet, it does not erase the differences between the two kinds of potentials.

### VI. CONCLUSIONS

In this work we have studied a mesoscopic model for the yielding transition of a two-dimensional amorphous material under an externally applied deviatoric deformation. The model incorporates in a realistic way the elastic deformations of the material, and in particular the way in which these deformations at some part of the sample affect other regions of the material. Plastic deformation is accounted for by introducing local disordered “plastic potentials” for the deformation, allowing for each piece of the system to jump among different minima of these...
potentials, representing different structural configuration with different strain.

We have observed that this model displays a well defined yielding point, i.e., a minimum shear stress \( \sigma_c \) has to be applied in order for the system to deform at a constant strain rate \( \dot{\gamma} \), no matter how small. Around the yielding point, the strain rate and the stress are power law related: \( \dot{\gamma} \sim (\sigma - \sigma_c)^\beta \). The main result we have obtained is that the value of \( \beta \) depends on the form of the plastic potential that is used. For smooth potentials we find \( \beta \simeq 2.0 \), whereas for potentials formed by a concatenation of parabolic pieces, a value \( \beta \simeq 1.5 \) is obtained. These results indicate that there is more than one universality class associated to yielding, contrary to the well established result of a single universality class for the related problem of elastic depinning in low dimensions.

In addition, we have derived a simplified scalar version of the model that has the form of a set of Prandtl-Tomlinson particles, coupled by a quadrupolar Eshelby interaction. We have done a mean field approximation on the quadrupolar term, finding values of \( \beta \) compatible with those of the full simulation, and in particular a persistent difference between the values for smooth and parabolic potentials. We interpret this persistent difference as originated in the global coupling of the Prandtl-Tomlinson particles to the mean global coordinate. This interaction is a direct consequence of the material elasticity and does not emerge from any kind of approximation.

Although we have obtained differences in other exponents for the smooth and parabolic cases, the numerical quality of those results is not satisfactory at present. Further studies are thus necessary to elucidate if this problem can in fact be consistently described as possessing two different universality classes with two different sets of critical exponents.
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Appendix A: Details on the form of the plastic potentials

Here we provide details on the way in which the plastic potentials (sketched in Fig. 2) are actually constructed. For each site \( i \) in the system a potential \( V(x_i) \) is constructed, that has a stochastic ingredient. For different sites, the stochastic component is chosen in an uncorrelated way. A generic potential \( V(x) \) is constructed piecewise, by dividing the \( x \) axis in segments through a set of values \( a_n \) (see Fig. 11). In each interval \( a_n-a_{n+1} \) (defining \( \pi \equiv (a_{n+1} + a_n)/2 \), and \( \Delta \equiv a_{n+1} - a_n \)) the potential is defined as

\[
V(x) = \frac{1}{2} [(x-\pi)^2 - \Delta^2]
\]

in the parabolic case, and

\[
V(x) = -\left(\frac{\Delta}{2\pi}\right)^2 \left[1 + \cos \left(\frac{2\pi(x-\pi)}{\Delta}\right)\right]
\]

in the smooth case. Note that even in the smooth case the potential is not analytic, but it has a continuous second derivative, which is enough for our purposes. Also, the curvature of the potential in all minima is the same, and this is chosen to have an isotropic elastic medium in the harmonic approximation. The separation \( \Delta \) between \( a_n \) and \( a_{n+1} \) is stochastically chosen from a flat distribution between \( \Delta_{\text{min}} = 2 \) and \( \Delta_{\text{max}} = 4 \).

Appendix B: The stochastically driven Prandtl-Tomlinson model

In this appendix we make a dimensional analysis of a generalized PT model, in which in addition to the deterministic driving at a constant velocity, there is also a stochastic term with the characteristics of a random walk, as represented by Eqs. (19),(20). For the present purposes, these equations can be conveniently written as
\[ \dot{e} = f(e) + k(w(t) - e) \quad (B1) \]
\[ \dot{w} = \dot{\gamma} + \nu \sqrt{\gamma} \eta(t) \quad (B2) \]

Note that the deterministic part of the driving was included in the equation for \( \dot{w} \).

In the case \( \nu = 0 \) the problem reduces to the usual PT model. This model displays a non-zero critical force \( \sigma_c \) (at vanishingly small \( \dot{\gamma} \)) when the pinning force \( f(x) \) is sufficiently strong. For finite \( \dot{\gamma} \) the friction force increases according to \( \sigma - \sigma_c \sim \dot{\gamma}^{1/\beta} \). We recall the arguments leading to the determination of the value of \( \beta \), taking advantage of a dimensional analysis. The time scale of the dynamics at very small \( \dot{\gamma} \) is dominated by the surpassing of the energy barriers of the pinning energy, namely by the maxima of \( f(e) \). Around one of these maxima (assumed to occur at \( e = 0 \)) we can write \( f(e) \approx D|e|^\alpha \). For smooth pinning potentials \( \alpha = 2 \), whereas for a concatenation of parabolas \( \alpha = 1 \). We keep a general exponent \( \alpha \) for the analysis.

For a narrow interval of the variable \( e \) around zero the last term in Eq. B1 can be neglected, and equation of motion for \( e \) can be written as

\[ \dot{e} = D|e|^\alpha + kw(t) = D|e|^\alpha + k\dot{\gamma}t \quad (B3) \]

where time is set as zero at the moment in which the driving is able to overcome the energy barrier. For \( \dot{\gamma} \to 0 \), \( e \) reaches the top of the barrier (i.e., \( e = 0 \)) at \( t = 0 \). For finite \( \dot{\gamma} \) there will be a delay in reaching the \( e = 0 \) point. This delay is the main responsible of the increase of the friction force with \( \dot{\gamma} \). In order to obtain the dependence of the delay with \( \dot{\gamma} \) we can rescale Eq. B3 in order to eliminate \( \dot{\gamma} \). Defining

\[ \dot{\dot{e}} = \left(k\dot{\gamma}\right)^{-\frac{1}{\alpha-1}} D^{\frac{3}{\alpha-1}} e \quad (B4) \]
\[ \dot{t} = \left(k\dot{\gamma}\right)^{-\frac{1}{\alpha-1}} D^{\frac{1}{\alpha-1}} t \quad (B5) \]

Eq. B3 can be written as

\[ \dot{\dot{e}} = |\dot{e}|^\alpha + \dot{t} \quad (B6) \]

In this form it is clear that there will be a single solution \( \tilde{e}(\tilde{t}) \) for all values of \( \dot{\gamma} \). The time at which \( e \) reaches the instability value 0 will correspond to a single value \( \tilde{\tau} \) of \( \tilde{t} \). In the original units this will give the time values as \( \tau(\dot{\gamma}) \sim \dot{\gamma}^{\frac{1}{\alpha-1}} \). By this time, the value of the driving \( w(t) \) has reached a value \( w(\tau) = \dot{\gamma}\tau(\dot{\gamma}) \sim \dot{\gamma}^{\frac{1}{\alpha-1}} \), and this represents an increase of the friction force compared to the \( \dot{\gamma} = 0 \) case of \( \sigma - \sigma_c \sim \dot{\gamma}^{\frac{1}{\alpha-1}} \), i.e., \( \beta = 2 - 1/\alpha \). We get \( \beta = 3/2 \) for \( \alpha = 2 \) (the standard case of smooth potentials) and \( \beta = 1 \) for \( \alpha = 1 \) (for a potential that is constructed as a concatenation of parabolas). Both these values of \( \beta \) are well known in the context of the PT model.

Now in the presence of a stochastic component of the driving, the equivalent to Eq. B3 reads

\[ \dot{e} = D|e|^\alpha + kw(t) \quad (B7) \]

with

\[ \dot{w}(t) = \dot{\gamma} + \nu \sqrt{\gamma} \eta(t) \quad (B8) \]

where \( \eta(t) \) is an uncorrelated noise, i.e., \( \langle \eta(t) \rangle = 0 \), \( \langle \eta(t)\eta(t') \rangle = \delta(t-t') \). The dominant contribution to calculate the flow exponent \( \beta \) comes in this case from the fluctuating term in the driving, and searching for this contribution we can neglect for the moment the linear part of the driving. In this way, we can analyze the case in which

\[ \dot{w}(t) = \nu \sqrt{\gamma} \eta(t) \quad (B9) \]

Proceeding as before, we rescale \( e \) and \( t \) in order to eliminate \( \dot{\gamma} \) from B7-B9. Defining

\[ \dot{\tilde{e}} = (k^2\nu^2\dot{\gamma})^{-\frac{1}{\alpha-1}} D^{\frac{3}{\alpha-1}} e \quad (B10) \]
\[ \tilde{t} = (k^2\nu^2\dot{\gamma})^{-\frac{1}{\alpha-1}} D^{\frac{1}{\alpha-1}} t \]

Eqs. B7-B9 read

\[ \dot{\tilde{e}} = |\tilde{e}|^\alpha + \tilde{w}(\tilde{t}) \quad (B12) \]
\[ \dot{\tilde{w}}(\tilde{t}) = \nu \sqrt{\gamma} \eta(\tilde{t}) \quad (B13) \]

and this shows there will be a single value \( \tilde{\tau} \) of the delay time for any \( \dot{\gamma} \). In the original variables we obtain the dependence of the delay time with \( \dot{\gamma} \) as \( \tau(\dot{\gamma}) \sim \dot{\gamma}^{\frac{1}{\alpha-1}} \). By this time, the stochastic driving attains a value \( \nu \sqrt{\gamma} \eta(\tilde{\tau}) \sim \dot{\gamma}^{\frac{1}{\alpha-1}} \), from which we obtain in this case \( \beta = 3 - 1/\alpha \), which is 2 for parabolic potentials, and 5/2 for smooth potentials.

To our knowledge, the PT model in the presence of this kind of stochastic driving has not been analyzed before. It seems thus appropriate to present results of direct numerical simulations in order to verify the previous analytical estimations and to see how the full curve \( \sigma(\dot{\gamma}) \) looks like. We simulate Eqs. B1 and B2, with the particular choice \( f(e) = \sin(2\pi e) \) for the smooth potential case, and \( f(e) = -(2e - [2e])/2 \) (where \( [x] \) is the nearest integer to \( x \)) for the parabolic potential case. Simulations are straightforward, and are done with a first order Euler method, with time step \( 10^{-3} \) and \( k = 1 \). Results are contained in Fig. 12. They show that the presence of the stochastic term reduces the value of \( \sigma_c \), and-most importantly- changes the value of \( \beta \). The values \( \beta = 2 \), and \( \beta = 5/2 \) for parabolic and smooth potentials respectively are accurately obtained in the simulations in the limit of very small \( \dot{\gamma} \).
FIG. 12. Results for the standard ($\nu = 0$) and stochastically driven ($\nu = 1$) PT model (Eqs. B1 and B2), for the case of parabolic and smooth potentials. Panel (a) and (b) are the results in linear scale, whereas (c) and (d) are in logarithmic scale, with $\sigma$ shifted in each case by the numerically determined $\sigma_c$. The asymptotic forms (dotted lines) display the exponents predicted by the analytical treatment. The numerical data tend to match the analytical behavior in the small $\dot{\gamma}$ limit.

[1] A. S. Argon, *Plastic deformation in metallic glasses*, Acta Metallurgica, 27, 47 (1979).
[2] M. L. Falk and J. S. Langer, *Dynamics of viscoplastic deformation in amorphous solids*, Phys. Rev. E 57, 7192 (1998).
[3] R. Hohler and S. Cohen-Addad, *Rheology of liquid foam*, J. of Phys: Condensed Matter, 17, R1041 (2005).
[4] G. P. Roberts and H. A. Barnes, *New measurements of the flow-curves for carbopol dispersions without slip artefacts*, Rheologica Acta, 40, 499 (2001).
[5] M. Clotre, R. Borrega, F. Monti, and L. Leibler, *Glassy dynamics and flow properties of soft colloidal pastes*, Phys. Rev. Lett. 90, 068303 (2003).
[6] M. E. Möbius, G. Katgert, and M. van Hecke, *Relaxation and flow in linearly sheared two-dimensional foams*, Europhys. Lett. 90, 44003 (2010).
[7] L. Bécu, S. Manneville, and A. Colin, *Yielding and flow in adhesive and nonadhesive concentrated emulsions*, Phys. Rev. Lett. 96, 138302 (2006).
[8] This does not apply in the presence of internal relaxation effect in the material that may act in the time scale of the external shear. These effects lead to persistent strain localization (see [36]) and to an effective first order (i.e., discontinuous) flow curve.
[9] D. S. Fisher, *Collective transport in random media: from superconductors to earthquakes*, Phys. Rep. 301, 113 (1998).
[10] M. Kardar, *Nonequilibrium dynamics of interfaces and lines*, Phys. Rep. 301, 85 (1998).
[11] E. E. Ferrero, S. Bustingorry, and A. B. Kolton, *Non-steady relaxation and critical exponents at the depinning transition*, Phys. Rev. E 87, 032122 (2013).
[12] J. D. Eshelby, Proc. Roy. Soc. A, 241, 376 (1957).
[13] J. Lin, E. Lerner, A. Rosso, and M. Wyart, *Scaling description of the yielding transition in soft amorphous solids at zero temperature*, Proc. Nat. Acad. Sci. 111, 14382 (2014).
[14] C. E. Maloney and M. O. Robbins, *Anisotropic Power Law Strain Correlations in Sheared Amorphous 2D Solids*, Phys. Rev. Lett. 102, 225502 (2009).
[15] A. Lemaitre and C. Caroli, *Rate-Dependent Avalanche Size in Athermally Sheared Amorphous Solids*, Phys. Rev. Lett. 103, 065501 (2009).
[16] S. Karmakar, E. Lerner, I. Procaccia, and J. Zylberg, *Statistical physics of elastoplastic steady states in amorphous solids: Finite temperatures and strain rates*, Phys. Rev. E 82, 031301 (2010).
[17] K. M. Sakerno, C. E. Maloney, and M. O. Robbins, *Avalanches in strained amorphous solids: Does inertia destroy critical behavior?*, Phys. Rev. Lett., 109, 105703 (2012).
[18] C. E. Maloney and A. Lemaitre, *Subextensive scaling in the athermal, quasistatic limit of amorphous matter in plastic shear flow*, Phys. Rev. Lett. 93, 016001, 2004.
[19] P. Sollich, *Rheological constitutive equation for a model of soft glassy materials*, Phys. Rev. E, 58 738 (1998).

[20] P. Sollich, F. Lequeux, P. Hébraud, and M. E. Cates, *Rheology of Soft Glassy Materials*, Phys. Rev. Lett. 78, 2020 (1997).

[21] M. Talamali, V. Petäjä, D. Vandembroucq, and S. Roux, *Avalanches, precursors, and finite-size fluctuations in a mesoscopic model of amorphous plasticity*, Phys. Rev. E, 84, 016115 (2011).

[22] J. C. Baret, D. Vandembroucq, and S. Roux, *Extremal model for amorphous media plasticity*, Phys. Rev. Lett., 89, 195506 (2002).

[23] O. U. Salman and L. Truskinovsky, *Minimal integer automaton behind crystal plasticity*, Phys. Rev. Lett. 106, 175503 (2011).

[24] K. Martens, L. Bocquet, and J. L. Barrat, *Connecting diffusion and dynamical heterogeneities in actively deformed amorphous systems*, Phys. Rev. Lett., 106, 156001 (2011).

[25] G. Picard, A. Ajdari, F. Lequeux, and L. Bocquet, *Slow flows of yield stress fluids: Complex spatiotemporal behavior within a simple elastic-plastic model*, Phys. Rev. E, 71, 010501 (2005).

[26] J. Lin, A. Saade, E. Lerner, A. Rosso, and M. Wyart, *On the density of shear transformations in amorphous solids*, Europhys. Lett. 105, 26003 (2014).

[27] C. Liu, E. E. Ferrero, F. Pusio, J. L. Barrat, and K. Martens *Driving Rate Dependence of Avalanche Statistics and Shapes at the Yielding Transition*, Phys. Rev. Lett. 116, 065501 (2016).

[28] B. Tyukodi, S. Patinet, S. Roux, and D. Vandembroucq, *From depinning transition to plastic yielding of amorphous media: A soft-modes perspective*, Phys. Rev. E 93, 063005 (2016).

[29] M. Zaiser and P. Moretti, *Fluctuation phenomena in crystal plasticity - a continuum model*, J. Stat. Mech. P08004 (2005).

[30] L. Prandtl, *Ein Gedankenmodell zur kinetischen Theorie der festen Körper*, Z. Angew. Math. Mech. 8, 85 (1928), an English translation is contained in: Popov, V.L., Gray, J.A.T., Prandtl-Tomlinson model: History and applications in friction, plasticity, and nanotechnologies, ZAMM. Z. Angew. Math. Mech. 92, 683 (2012).

[31] G. A. Tomlinson, *A molecular theory of friction*, Philos. Mag, 7, 905 (1929).

[32] V. V. Bulatov and A. S. Argon, Modell. Simul. Mater. Sci. Eng, 2, 167 (1994).

[33] T. Lookman, S. R. Shenoy, K. O. Rasmussen, A. Saxena, and A. R. Bishop, *Ferroelastic dynamics and strain compatibility*, Phys. Rev. B 67, 024114 (2003); S. Kartha, J. A. Krumhansl, J. P. Sethna, and L. K. Wickham, *Disorder-driven pretransitional tweed pattern in martensitic transformations*, ibid. 52, 803 (1995).

[34] V. I. Marconii E. A. Jagla, *Diffuse interface approach to brittle fracture*, Phys. Rev. E 71, 036110 (2005).

[35] E. A. Jagla, *Morphologies of expansion ridges of elastic thin films onto a substrate*, Phys. Rev. E 74, 036207 (2006).

[36] E. A. Jagla, *Strain localization driven by structural relaxation in sheared amorphous solids*, Phys. Rev. E 76, 046119 (2007).

[37] D. Chandrasekharan and L. Deb Nath, *Continuum Mechanics*, Academic Press, San Diego, 1994.

[38] The choice between applying the external driving on $e_2$ or $e_3$ (and the corresponding plastic response) is irrelevant in the ideal case of continuous, infinite systems since the two choices are related by the rotation of 45 degrees of an isotropic system. However, when putting the model on a finite square mesh, we should be careful about locking effects since the easy slip directions in this case do not align (actually, they are at 45 degrees) with the coordinate axis. Additional runs using $e_3$ as the driving show in particular that the peculiarities we find about the values of $\beta$ persist, i.e., they are not an artifact originated in the numerical mesh. The values of the yield stress do change however.

[39] K. M Salerno and M. O. Robbins, *Effect of inertia on sheared disordered solids: Critical scaling of avalanches in two and three dimensions*, Phys. Rev. E, 88 062206 (2013).

[40] M. Zaiser and N. Nikitas, *Slip avalanches in crystal plasticity: scaling of the avalanche cut-off*, J. Stat. Mech, P04013 (2007).

[41] A. Nicolas, K. Martens, L. Bocquet, and J. L. Barrat, *Universal and non-universal features in coarse-grained models of flow in disordered solids*, Soft Matter 10, 4648 (2014).

[42] The physical possibility of slips with zero energy cost in the system is mathematically encoded in the compatibility condition (Eq. (1)). In Fourier space, and for a continuous system this condition reads $(q_x^2 + q_y^2)q_{2q} = (q_x^2 - q_y^2)q_{2q} = 2q_x q_y q_{3q} = 0$. In a $N \times N$ square numerical mesh, our implementation uses $q_x^2 - q_y^2 \sim 2 \cos(2\pi n_x / N) - 2 \cos(2\pi n_y / N)$ and $q_x q_y \sim \sin(2\pi n_x / N) \sin(2\pi n_y / N)$. Thus we see that modes in which $q_{1q} = q_{3q} = 0$ and $q_{2q}$ non-zero only for $q_x = \pm q_y$ satisfy automatically the compatibility condition. In real space these modes represent arbitrary shears in the system along the ±45 degree directions. The compatibility condition admits also the zero modes given by $q_{1q} = q_{2q} = 0$, and $q_{3q}$ different from zero only if $q_x = 0$, or $q_y = 0$, which are shears along the $x$ or $y$ directions.

[43] T. Chou, and D. R. Nelson *Dislocation-mediated melting near isostructural critical points*, Phys. Rev. E 53, 2560 (1996).

[44] S. Bustingsorry, E. A. Jagla, and J. Lorenzana *Thermodynamics of volume collapse transitions in cerium and related compounds*, Acta Materialia 53, 5183 (2005).

[45] The values of $\lambda_x$ are quenched, namely chosen once and valid for all times. In this respect this approach is well different from the Hébraud-Lequeux model [P. Hébraud and F. Lequeux, *Mode-Coupling Theory for the Pasty Rheology of Soft Glassy Materials*, Phys. Rev. Lett. 81, 2934 (1998)], usually considered to be the mean field description of the yielding transition, and providing a value of $\beta = 2$.

[46] This can be understood in the following way. For sufficiently large $N$, there will always be sites that are almost equivalent to each other (in the sense that the have almost the same plastic potential). In Eq. (18) all that matters is thus the sum of the $\lambda_x$ of all these equivalent sites. This sum will have the form of a normal variable in the $N \to \infty$ limit.

[47] J. Lin and M. Wyart, *Mean-Field Description of Plastic Flow in Amorphous Solids*, Phys. Rev. X 6, 011005 (2016).
[48] A. Lemaitre and C. Caroli, *Plastic Response of a 2D Amorphous Solid to Quasi-Static Shear: II - Dynamical Noise and Avalanches in a Mean Field Model*, arXiv:0705.3122.

[49] D. S. Fisher, Phys Rev B 31, 1396 (1985).

[50] O. Narayan and D. S. Fisher, Phys. Rev B 46, 11520 (1992).

[51] P. Le Doussal, K. J. Wiese, and P. Chauve, *Functional Renormalization Group and the Field Theory of Disordered Elastic Systems*, Phys. Rev. E 69 026112 (2004).

[52] G. Schehr and P. Le Doussal, *Functional Renormalization for pinned elastic systems away from their steady states*, Europhys. Lett., 71, 290 (2005).

[53] P. Le Doussal, *Exact results and open questions in first principle functional RG* Ann. of Phys. 325, 49 (2010).