AHD ConvNet for Speech Emotion Classification
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Abstract
Accomplishments in the field of artificial intelligence are utilized in the advancement of computing and making of intelligent machines for facilitating mankind and improving user experience. Emotions are rudimentary for people, affecting thinking and ordinary exercises like correspondence, learning and direction. Speech emotion recognition is domain of interest in this regard and in this work, we propose a novel mel spectrogram learning approach in which our model uses the datapoints to learn emotions from the given waveform voice notes in the popular CREMA-D dataset. Our model uses log mel-spectrogram as feature with number of mels = 64. It took less training time compared to other approaches used to address the problem of emotion speech recognition.

1. Problem statement
The problem we have worked upon is speech emotion classification and this study drives an increasing attention towards recognition of emotions spontaneously from speech. This is an attempt to improve the validation accuracy of the recently released SepTr + LeRaC model increasing it from 70.95 to 71+.

2. Introduction
Speech emotion recognition is the act of recognizing the emotional state of the speaker and it is a new area of research. To make interaction between machines and humans more fluent and natural it is quite necessary that machines have an idea of the emotions in a given speech. The main objective of employing speech emotion recognition is to adapt system response upon detecting a change in the speaker’s voice.

For example, emotional speech recognition could be useful in a self-driving car where the emotions in the speech of the driver could help in determining the mental state of the driver and hence help the automated system to initiate the safety of the driver in case of an emergency.

The motivation behind doing research on emotional speech recognition was because of a wide variety of its applications including diagnostic tool for therapists, automatic translation systems in which the emotional state of the speaker plays an important role in communication between parties, call center applications and mobile communication.

3. Related work
Emotion speech recognition is still a progressive research area but some approaches have brought significant results. Among them is a system for learning audio portrayals directed by the visual methodology with regards to audiovisual speech. [16] utilized a generative audio to-video training plan in which a still picture relating to a given snippet was animated which enhanced the created video to be pretty much as close as conceivable to the genuine video of the speech segment. Through this cycle, the audio encoder network learned helpful speech portrayals that were assessed on feeling acknowledgment and speech recognition. [16] accomplished cutting-edge results for feeling acknowledgment and serious outcomes for speech recognition. This shows the capability of visual oversight for learning audio portrayals as a clever way for self-managed realizing which has not been investigated before.

The proposed unaided audio elements can use an essentially limitless measure of training information of unlabeled varying media audiovisual speech and have countless possibly encouraging applications. Another approach [16] is curriculum learning which requires to sort data samples by difficulty. Then an approach of [16] learning rate curriculum LeRaC is used which allows the use of different learning rate for every layer of neural network to make data free curriculum while the initial training epochs. In [16] it assigns higher learning rate to neural layer which is near and close to input. Then it decreases the learning rate as layers are placed further apart. Learning rate increase at different paces while the first training iterations until all the values become equal. After this neural model is trained normally. This approach was proposed in 2022 and it brought a validation accuracy of 70.95.

In [10] combining multiple machine learning models into an ensemble is known to provide superior performance levels because models can help each other in taking better decisions. Instead of just combining the models, they used a self-paced ensemble learning technique in which models learn from each other. During the self-paced learning process which is based upon pseudo labeling our ensemble also gains knowledge about the target domain. To check ensemble learning (SPEL) scheme. Experiment is done on three audio tasks. The results show that SPEL significantly outperforms the baseline ensemble models.

4. AHD ConvNet
We use log Mel spectrogram with number of mels = 64 for our features. For normalization, we subtracted the mean. We also tried standardization but it performed worse than subtracting the mean.

4.1 Approach: Speaker-invariant Embeddings
We wanted to incorporate speaker invariance in our approach so that the model can generalize its emotion recognition while only training on a few speaker samples. We tried a contrastive representation learning approach in which we trained embeddings for both speaker discrimination as well as emotion discrimination. The
motive was to get a higher resemblance between embeddings of the same emotion whereas get a lower resemblance between embeddings of the same speaker. In this way, the embeddings would only represent the information regarding emotions and would not contain any information regarding speakers. For the loss we used lifted structured loss [37] and soft nearest neighbor loss [20]. Lifted structured loss is similar to triplet loss but uses all possible triplets in the batch. It ended up being too computationally expensive for us as training was too slow. When using soft nearest neighbor loss, our embeddings didn’t train but more epochs may be required.

4.2 Approach: Activation Regularization
In this approach, we used 2 models with the same architecture that are trained in parallel. One model is trained on speaker discrimination and the other model is trained on emotion discrimination. The goal is to regularize the activations of the first layers of both the models so that they pick up different features from the input. It is desired that the regularization will result in the emotion discrimination model only picking up features relevant to the emotion of the audio and disregarding the features relevant to the speaker of the audio. Equivalently, the speaker discrimination model would only pick up features relevant to the speaker of the audio and disregard the features relevant to the emotion of the audio. The loss function we used for the regularization term were Euclidean distance between the activations, cosine distance between the activations, and l2 norm of the difference between the activations. This approach only resulted in worse accuracy compared to training a simple classifier. This may be due to there being a base shared representation that must be picked up by both the models.

4.3 Approach: Classification
Finally, we tried straight-forward classification with cross-entropy loss. We used both log mel spectrogram with 64 mels and raw audio as features. Raw audio has been used successfully in [21] but it did not perform well for us. More data may be required for training on raw audio. We tried various architectures on log mel spectrogram features. Our final architecture has 5 convolutional layers, 2 max pooling layers, and a fully connected layer. We used Relu activation function. This resulted in our highest accuracy of 60.38.

5. Evaluation and Experiments
5.1 Dataset
CREMA-D is a data set of 7,442 original clips from 91 actors. These clips were from 48 male and 43 female actors between the ages of 20 and 74 coming from a variety of races and ethnicities. Actors spoke from a selection of 12 sentences and these sentences were presented using one of six different emotions (Anger, Disgust, Fear, Happy, Neutral, and Sad) and four different emotion levels (Low, Medium, High, and Unspecified). We used the Librosa library in python for analysis of the dataset and made different graphical representations of a sound wave vibration overtime for different emotions. This is a more difficult dataset for emotion speech recognition compared to other datasets. The same sentence is spoken in different emotions which helps in text context invariance. It can be seen that there is a significant difference between wave forms for both emotions but not for the same sentence. Hence, it is not a head to head comparison but it still gives us a good overview.

Figure 1. SOUND WAVE for a happy emotion track

Figure 2. SOUND WAVE for a fear emotion track

5.2 Architectural Changes
We used different architectures including conv, lstm, conv-lstm, transformer, and conv-transformer. The Transformer failed to train when we did layernorm after self-attention and feed-forward but it did train when layernorm was done before self-attention and feed-forward. Accuracy was about 20 percent less when we didn’t provide the positional embedding to the transformer as it acted as a bag of words approach without positional embeddings. We changed the architecture of the model several times to improve the accuracy of the model. The convolutional model worked best. Inserting dropout layers in between convolutional layers even decreased the validation accuracy further. ReLu gave better results compared to Soft-Max activation function. The batch size was 125.

5.3 Evaluation
We evaluated all models in terms of the validation accuracy. We repeated the training process for 100 epochs and reported the maximum accuracy which was 60.38.

Figure 3. Loss Graph

Figure 4. Train Graph
6. Conclusion

In this paper we used a mel spectrogram based convolutional neural network to classify emotions. We carried out different experiments including LSTM and transformer-based approaches but the convolutional network gave better validation accuracy results compared to other approaches. Models training time was also less compared to other approaches. We will keep improving on the given approach and make updates to the open source code available.
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