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Understanding centennial scale climate variability requires datasets that are accurate, long, continuous, and of broad spatial coverage. Since instrumental measurements are generally only available after 1850, temperature fields must be reconstructed using paleoclimate archives, known as proxies. Various climate field reconstructions (CFR) methods have been proposed to relate past temperature to such proxy networks. In this work, we propose a new CFR method, called GraphEM, based on Gaussian Markov random fields embedded within an EM algorithm. Gaussian Markov random fields provide a natural and flexible framework for modeling the inherent spatial heterogeneities of high-dimensional spatial fields, which would in general be more difficult with standard parametric covariance models. At the same time, they provide the parameter reduction necessary for obtaining precise and well-conditioned estimates of the covariance structure of the field, a critical ingredient in all CFRs. Well-conditioned estimates can also be obtained even when the sample size is much smaller than the number of variables, as is typically the case in paleoclimate applications. We demonstrate how the graphical structure of the field can be estimated from the data via $\ell_1$-penalization methods, and how the GraphEM algorithm can be used to reconstruct past climate variations. The performance of GraphEM is then compared to the widely used CFR method RegEM with regularization via truncated total least squares, using synthetic data. Our results show that GraphEM can yield significant improvements, with uniform gains over space, and far better risk properties. We demonstrate that the increase in performance is directly related to recovering the underlying sparsity in the covariance of the spatial field, thus affirming the usefulness of $\ell_1$ model selection in this context. In particular, we show that spatial points with fewer neighbors in the recovered graph tend to be the ones where there are higher improvements in the reconstructions. The work demonstrates how significant improvements can be made in climate reconstruction methods by leveraging advances in high-dimensional statistics.

1. Introduction and preliminaries.

1.1. Introduction. Fundamental to an informed quantification of recent climate change is an accurate depiction of past climate variability (Jansen et al., 2007). Since widespread surface temperature instrumental measurements are only available after the mid-nineteenth century, climate scientists rely on proxy data (e.g. tree rings, ice cores, sediment cores, corals) to infer past temperatures via statistical modeling (National Research Council, 2006; Jones et al., 2009) – a task known as “paleoclimate reconstruction” in the climate literature. Given an instrumental temperature dataset (see e.g. Brohan et al., 2006) and a global network of climate proxies (Mann et al., 2008, Fig 2), the temperature back in time can be estimated as a function of proxies (or vice-versa).
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Various CFR methods have been proposed to infer past climate (see Tingley et al., 2012). Here we adopt an approach based on multivariate linear regression as in the regularized EM algorithm (Schneider, 2001). In that setting, the CFR problem is formalized as a missing data problem, which we now describe.

Consider a spatial grid and let \( p \) denote the number of temperature and proxy points. Let \( n = n_a + n_m \) denote the sum of the number of years of available instrumental data, \( n_a \), and missing data, \( n_m \). In practice, \( p \approx 3000, n \approx 2000 \) and \( n_a \approx 150 \) (instrumental period). We model the temperature and proxy points as a multivariate random vector \((X_1, \ldots, X_p) \sim N_p(\mu, \Sigma)\) with missing values, where \( \mu = (\mu_1, \ldots, \mu_p) \) is the mean vector and \( \Sigma = (\sigma_{ij})_{p \times p} \) is the covariance matrix of the model. We denote by \( X \) the (incomplete) \( n \times p \) data matrix where each row represents a year of observations containing \( r \) instrumental temperature observations and \( s \) proxy measurements. Hence the rows represent time order and the columns represent different spatial locations of both instrumental temperature and proxy data (see Figure 1).

Figure 2 shows that the availability of the proxy data from the network of Mann et al. (2008) (hereafter Mann08) decreases rapidly in time, and missing values constitute as much as 80% of the entries in the matrix. Reconstructing the pre-instrumental temperature field may be cast as a missing data problem, for which several strategies exist (Little and Rubin, 2002). However, the high dimensionality of the problem ("large \( p \), small \( n \)"") makes it extremely challenging to apply standard methods. For instance, it is well-known that the sample covariance matrix is a poor estimator of \( \Sigma \) in that setting (Stein, 1975, 1986; Lin and Perlman, 1985; Paul, 2007). In this paper, we explore the use of Gaussian Markov random fields (a.k.a. Gaussian graphical models) for estimating \( \Sigma \). This approach provides flexibility in terms of modeling the inherent spatial heterogeneities of the field, but at the same time reduces the number of parameters that need to be estimated, thereby leading to improved reconstructions of past temperature. We start by recounting existing reconstruction strategies, before introducing our new approach.

1.2. The EM algorithm. A popular method for the imputation of missing values is the EM algorithm (Dempster, Laird and Rubin (1977); Little and Rubin (2002). In the multivariate normal setting, given an estimate of \( \mu \) and \( \Sigma \), the EM algorithm reduces to regressing the missing values on the available ones, and thereafter updating the estimates of \( \mu \) and \( \Sigma \) by computing the sample mean and sample covariance matrix of the completed dataset. This procedure is iterated until convergence.
More precisely, let \( x \) denote the \( k \)-th row of \( X \), and let \( x_a \) and \( x_m \) denote the parts of \( x \) where data are available and missing, respectively. Let \( \mu^{(0)} \) and \( \Sigma^{(0)} \) be initial estimates of \( \mu \) and \( \Sigma \). For example, \( \mu^{(0)} \) and \( \Sigma^{(0)} \) could be the sample mean and sample covariance of the dataset completed by replacing every missing value by the mean of the available values in the corresponding columns of \( X \) (Schneider, 2001). The EM algorithm iteratively constructs a sequence \( \mu^{(l)} \) and \( \Sigma^{(l)} \) of estimates of \( \mu \) and \( \Sigma \). For every \( l \geq 0 \), the E-step consists of a linear regression

\[
(x_m - \mu_m^{(l)})^\top = B^{(l)}(x_a - \mu_a^{(l)})^\top,
\]

where

\[
B^{(l)} = \Sigma_{ma}^{-1}(\Sigma_{aa})^{-1}, \quad \Sigma^{(l)} = \begin{pmatrix} \Sigma_{aa} & \Sigma_{am} \\ \Sigma_{ma} & \Sigma_{mm} \end{pmatrix} \quad \text{and} \quad \mu^{(l)} = (\mu_a^{(l)}, \mu_m^{(l)}),
\]

are the regression coefficients and the decompositions of \( \Sigma^{(l)} \) and \( \mu^{(l)} \) associated with the decomposition of \( x \) among its available and missing parts. Denote by \( X^{(l+1)} \) the completed estimate of \( X \), obtained after the regression (1.1) has been performed in order to impute the missing values in each row of \( X \).

In the M-step of the algorithm, the estimates of \( \mu \) and \( \Sigma \) are updated by:

\[
\mu_i^{(l+1)} = \frac{1}{n} \sum_{k=1}^{n} X_{ki}^{(l+1)}, \quad \Sigma_{ij}^{(l+1)} = \frac{1}{n} \sum_{k=1}^{n} \left[ (X_{ki}^{(l+1)} - \mu_i^{(l+1)})(X_{kj}^{(l+1)} - \mu_j^{(l+1)}) \right] + C_{ij}^{(l+1)},
\]

where \( C_{ij}^{(l+1)} \) is the covariance of the residuals. Using the same block decomposition as in (1.2), we have:

\[
C^{(l+1)} = \begin{pmatrix} 0 & 0 \\ 0 & \Sigma_{mm} - \Sigma_{ma}(\Sigma_{aa})^{-1}\Sigma_{am} \end{pmatrix}
\]
The reader is referred to Little and Rubin (2002) and McLachlan and Krishnan (2008) for more details about the EM algorithm.

1.3. The regularized EM algorithm. Obtaining a precise estimate of \( \Sigma \) is a crucial step of the EM algorithm. In paleoclimate problems, the number of variables, \( p \), is generally much larger than the number of observations \( n \), and thus estimating \( \Sigma \) can be a challenging task. In particular, the sample covariance matrix is not invertible and can be a very poor estimator of \( \Sigma \). This can be a serious problem since parts of \( \Sigma \) need to be inverted to compute the regression coefficients \( B \). Different \( \ell_2 \)-type methods to regularize the problem have been proposed in the literature. Amongst them are ridge regression (a.k.a. Tikhonov regularization, Hoerl and Kennard, 1970a,b; Tikhonov and Arsenin, 1977; Hanke and Hansen, 1993; Hastie, Tibshirani and Friedman, 2008) and truncated total least squares (TTLS, Fierro et al., 1997; Van Huffel and Vandewalle, 1991; Golub and Van Loan, 1980) regression. These methods can be used to replace the regression matrix \( B^{(l)} \) in equation (1.1) by a regularized estimate, and have been implemented within the EM algorithm. The resulting algorithm is known as RegEM (Schneider, 2001), and has been widely used in paleoclimate studies (Mann et al., 2005; Rutherford et al., 2005; Mann et al., 2007a; Riedwyl et al., 2008; Mann et al., 2008, 2009; Emile-Geay et al., 2013a,b). To date, all direct regression methods have resulted in reconstructions that underestimate the amplitude of past climate variations to some extent. (e.g. von Storch et al., 2004; Smerdon et al., 2010, 2011). This “regression dilution (Frost and Thompson, 2000) is a direct consequence of modeling the temperature conditional on (noisy) proxy values (von Storch et al., 2004; Christiansen, 2010; Tingley and Li, 2012; Christiansen, 2013). Regularization may compound this problem, as with ridge regression the smoothness of the filter factors has been shown to leak energy from the leading SVD modes, resulting in overly damped estimates of past temperature (Smerdon and Kaplan, 2007). This problem may be mitigated via TTLS (Mann et al., 2007b) as it attempts to correct for regression dilution by steepening the regression slope; however, the solution is no longer guaranteed to be optimal even under broad assumptions (Carroll and Ruppert, 1996). Furthermore, a major shortcoming of TTLS as currently used in climate applications is that the truncation parameter must be specified a priori, rather than being estimated adaptively. Given the applicability of the RegEM algorithm for missing data problems in the paleoclimate context (e.g., surface temperature reconstructions for the past 2000 years), we seek to develop an imputation method that rests on a more accurate and data-adaptive estimate of \( \Sigma \) itself.

In this paper, we show how Gaussian Markov random fields (GMRFs) can be used to improve the estimate of \( \Sigma \), with important consequences for paleoclimate applications. We begin with general notions regarding GMRFs, before providing details as to how they may be used in practice.

1.4. Gaussian Markov random fields. A GMRF is a multivariate normal model which encodes conditional independence structure between variables (see Whittaker (1990); Lauritzen (1996)). More precisely, let \((X_1, \ldots, X_p)\) be a multivariate random vector with inverse covariance matrix (or precision matrix) \( \Omega = (\omega_{ij}) = \Sigma^{-1} \). The partial correlation coefficient between \( X_i \) and \( X_j \) given the rest of the variables, denoted by \( \rho_{ij|\text{rest}} \), can be obtained from the inverse covariance matrix (see Whittaker (1990) Corollary 5.8.2, Lauritzen (1996)), and is given as follows:

\[
\rho_{ij|\text{rest}} = \frac{-\omega_{ij}}{\sqrt{\omega_{ii} \omega_{jj}}}.
\]

In the case of multivariate normal data, one can show that \( \rho_{ij|\text{rest}} = 0 \) if and only if \( X_i \) is independent of \( X_j \) given the rest of the variables (Whittaker (1990) Corollary 6.3.4). The zeros in the precision matrix therefore indicate conditional independence between the corresponding variables.

The conditional independence relations in a distribution can be conveniently encoded using a graph. Recall that a graph \( G = (V, E) \) is a pair of sets \( V \) and \( E \subset V \times V \), where each element of \( V \) represents a vertex of the graph, and each point of \( E \) is a pair of elements of \( V \). We encode the conditional
independence relations by adding an edge between \( i \) and \( j \) if and only if \( X_i \) is not conditionally independent of \( X_j \) given the rest of the variables. The random vector \((X_1, \ldots, X_p)\) is then said to satisfy the pairwise Markov property with respect to the graph \( G \). We refer the reader to Whittaker (1990); Lauritzen (1996) for details on the pairwise, local and global Markov properties and other common notions in graphical models.

Once the conditional independence structure (or graphical structure) of a Gaussian random vector is known, this information can be used for estimating its covariance matrix \( \Sigma \). More specifically, given an i.i.d. sample \( x_1, \ldots, x_n \) of \((X_1, \ldots, X_p)\), and a graph \( G \), the graphical maximum likelihood estimator of \( \Sigma \) can be computed by solving

\[
\hat{\Sigma}_G = \text{argmax}_{\Sigma = \Omega^{-1} > 0} \log \det \Omega - \text{tr}(S\Omega),
\]

where \( S \) is the sample covariance matrix of \( x_1, \ldots, x_n \) given by

\[
S = \frac{1}{n} \sum_{i=1}^{n} x_i x_i^\top,
\]

and \( \log \det \Omega - \text{tr}(S\Omega) \) is (up to a constant) the multivariate normal log-likelihood function. The problem (1.6) can be solved efficiently for up to a few thousand variables using, for example, regression-based algorithms (see Hastie, Tibshirani and Friedman (2008), Algorithm 17.1). The resulting matrix \( \hat{\Sigma}_G \) is generally a better estimate than the widely used sample covariance matrix, especially when the number of observations \( n \) is smaller than the number of variables \( p \).

In this paper, we combine graphical models with the EM algorithm in order to reconstruct past temperature fields. In our approach, we first model the conditional independence structure of the target field using data from the instrumental period. A sparse estimate of \( \Sigma \) is then obtained in accordance with this graphical structure at every step of the EM algorithm. This approach greatly reduces the number of parameters to estimate, leads to better conditioned and more precise estimates of \( \Sigma \), and also exploits the natural conditional independence structure of the spatial field. The regression step (1.1) can then be performed using any regularization method (or even no regularization at all). We call the resulting algorithm GraphEM. The exact algorithm is given in Section 2 together with a method to estimate the graphical structure of field. We then test the performance of GraphEM in a realistic geophysical context (Sections 3 and 4), and demonstrate that GraphEM can lead to important gains in accuracy and precision in comparison with previous methods. The characteristics of the estimated conditional independence structures are then studied in Section 5. In particular, we find a Markov random field structure in the spatial random field, thus leading to sparse graphs and a parsimonious representation of the covariance parameter. We demonstrate that the improvement in reconstruction can be attributed to this sparse estimation, and that this approach yields a more stable paleoclimate reconstruction. We conclude with a discussion section.

2. Methodology.

2.1. The GraphEM algorithm. We now describe the GraphEM algorithm. The first step of the algorithm is to obtain an estimate of the conditional independence structure of the field. Once this is done, the missing values in the field are reconstructed using the EM algorithm, where the covariance matrix is estimated by (1.6) at every iteration (see Algorithm 2 in Appendix A for a detailed description of the algorithm). The E-step and M-step of the algorithm correspond to the E and M step of the EM algorithm for a multivariate normal model with a Markov random field structure encoded by a graph \( G = (V, E) \) (see Appendix B for more details). In the case where \( G \) is a complete graph (i.e., a graph where every pair of vertices is connected), the GraphEM algorithm reduces to the classical
EM algorithm for a Gaussian model. A crucial step in GraphEM is the estimation of the graphical structure of the field, which we now describe.

2.2. Graph estimation. Different methods have been proposed in the literature to discover the conditional independence relations (or graphical structure) of a dataset, in either the Bayesian or frequentist framework (see for e.g. Banerjee, El Ghaoui and d’Aspremont (2008); Friedman, Hastie and Tibshirani (2008); Dawid and Lauritzen (1993); Letac and Massam (2007); Rajaratnam, Massam and Carvalho (2008)). In this work, we explore two different approaches: neighborhood graphs and $\ell_1$-penalized maximum likelihood (Banerjee, El Ghaoui and d’Aspremont (2008); Friedman, Hastie and Tibshirani (2008); Guillot et al. (2012); jui Hsieh et al. (2011)).

2.2.1. Neighborhood graphs. Since temperature variations at a given point are to a large extent explained by temperature of surrounding points, it is natural to use a neighborhood graph to approximate the true graphical structure of the field (i.e., a graph where two vertices are connected if and only if they are within a specified radius $R$). The choice of the radius can be either specified, or chosen from the data. As we illustrate in Figure 3, the choice of an optimal radius can be made by performing cross-validation over the instrumental period, and choosing the radius that minimizes the MSE of the reconstructed values.

Besides this natural and meaningful Markov random field structure in spatial temperature fields, a neighborhood graph approach has the distinct advantage that the underlying graph does not have to be estimated from sample-deficient high dimensional data. Dimensionality reduction is achieved with great ease and at the same time has an intuitive geophysical interpretation; sparsity is entirely governed by the neighborhood radius $R$. On the other hand, neighborhood graphs are less flexible and cannot model in an adaptive way (1) conditional independence relations resulting from anisotropic structures present in the data (such as land/ocean boundaries, mountain ranges, atmospheric flow patterns, etc.), and (2) long range dependences that arise due to teleconnections. As an illustration, Fig. 4 displays the neighborhood graphs with radius 2000 km for 6 locations on the globe.

![Fig 3: Cross-validation scores for choosing a neighborhood graph (5-fold cross-validation)](image-url)
2.2.2. $\ell_1$-penalized maximum likelihood. Another approach for obtaining a sparse estimate of the precision matrix $\Omega$ is to maximize the normal likelihood subject to an $\ell_1$ penalty on its norm. More specifically, let $S$ denote the sample covariance matrix of the data matrix $X$:

$$S = \frac{1}{n}X^\top X.$$  

The $\ell_1$-penalized maximum likelihood problem consists of solving

$$\max_{\Omega > 0} l(\Omega) - \rho \|\Omega\|_1,$$

where $\Omega = \Sigma^{-1}$ denotes the precision matrix of the data, $l(\Omega)$ is the normal log-likelihood of $\Omega$, and $\|\Omega\|_1$ is the 1-norm of $\Omega$:

$$\|\Omega\|_1 = \sum_{i=1}^{p} \sum_{j=1}^{p} |\Omega_{ij}|,$$

and $\rho > 0$ is a regularization parameter. The use of an $\ell_1$ penalty, as first introduced in the context of the LASSO regression (Tibshirani, 1996), favors the introduction of zero elements and thus leads to sparse solutions (see Hastie, Tibshirani and Friedman (2008), Section 3.4.3). At the same time, using an $\ell_1$ penalty leads to a convex problem that can be solved efficiently using modern methods of convex optimization. Once an estimate of $\Omega$ is known, the associated graph can be inferred from the pattern of zeros in $\Omega$. In this work, we employ the *graphical lasso* (glasso) algorithm of Friedman, Hastie and Tibshirani (2008) to obtain a sparse estimate of $\Omega$ by solving an $\ell_1$-penalized likelihood problem. Problem (2.2) can thus be replaced by

$$\max_{\Omega > 0} l(\Omega) - \rho_{TT}\|\Omega_{TT}\|_1 - 2\rho_{TP}\|\Omega_{TP}\|_1 - \rho_{PP}\|\Omega_{PP}\|_1,$$

where $\Omega_{TT}, \Omega_{TP}$ and $\Omega_{PP}$ are block matrices corresponding to the temperature/temperature, temperature/proxy, and proxy/proxy parts of the matrix. Since the signal contained in proxies is generally weaker than the temperature signal, it may be sensible to use different penalty parameters for different parts of the matrix when solving the $\ell_1$-penalized maximum likelihood problem. Problem (2.2) can thus be replaced by

$$\max_{\Omega > 0} l(\Omega) - \rho_{TT}\|\Omega_{TT}\|_1 - 2\rho_{TP}\|\Omega_{TP}\|_1 - \rho_{PP}\|\Omega_{PP}\|_1,$$

and $\rho > 0$ is a regularization parameter. The use of an $\ell_1$ penalty, as first introduced in the context of the LASSO regression (Tibshirani, 1996), favors the introduction of zero elements and thus leads to sparse solutions (see Hastie, Tibshirani and Friedman (2008), Section 3.4.3). At the same time, using an $\ell_1$ penalty leads to a convex problem that can be solved efficiently using modern methods of convex optimization. Once an estimate of $\Omega$ is known, the associated graph can be inferred from the pattern of zeros in $\Omega$. In this work, we employ the *graphical lasso* (glasso) algorithm of Friedman, Hastie and Tibshirani (2008) to obtain a sparse estimate of $\Omega$ by solving an $\ell_1$-penalized likelihood problem. As $\rho$ varies, the matrix $\hat{\Omega}$ displays different sparsity patterns. When $\rho = 0$ and $n \geq p$, there is no penalty and $\hat{\Omega}$ is equal to the maximum likelihood estimate $S^{-1}$ of $\Omega$. The estimate $\hat{\Omega}$ tends to a diagonal matrix as the regularization parameter $\rho$ is increased. Fig. 5 displays the neighborhood of a few locations for a graph estimated on a real temperature dataset (Brohan et al., 2006).

We note that problem 2.2 can also be easily modified to use a different penalty for different parts of the matrices. Consider, for example, the precision matrix of a temperature/proxies field. The matrix can be organized in block form

$$\Omega = \begin{pmatrix} \Omega_{TT} & \Omega_{TP} \\ \Omega_{PT} & \Omega_{PP} \end{pmatrix},$$

where $\Omega_{TT}, \Omega_{TP}$ and $\Omega_{PP}$ are block matrices corresponding to the temperature/temperature, temperature/proxy, and proxy/proxy parts of the matrix. Since the signal contained in proxies is generally weaker than the temperature signal, it may be sensible to use different penalty parameters for different parts of the matrix when solving the $\ell_1$-penalized maximum likelihood problem. Problem (2.2) can thus be replaced by

$$\max_{\Omega > 0} l(\Omega) - \rho_{TT}\|\Omega_{TT}\|_1 - 2\rho_{TP}\|\Omega_{TP}\|_1 - \rho_{PP}\|\Omega_{PP}\|_1,$$

and $\rho > 0$ is a regularization parameter. The use of an $\ell_1$ penalty, as first introduced in the context of the LASSO regression (Tibshirani, 1996), favors the introduction of zero elements and thus leads to sparse solutions (see Hastie, Tibshirani and Friedman (2008), Section 3.4.3). At the same time, using an $\ell_1$ penalty leads to a convex problem that can be solved efficiently using modern methods of convex optimization. Once an estimate of $\Omega$ is known, the associated graph can be inferred from the pattern of zeros in $\Omega$. In this work, we employ the *graphical lasso* (glasso) algorithm of Friedman, Hastie and Tibshirani (2008) to obtain a sparse estimate of $\Omega$ by solving an $\ell_1$-penalized likelihood problem. As $\rho$ varies, the matrix $\hat{\Omega}$ displays different sparsity patterns. When $\rho = 0$ and $n \geq p$, there is no penalty and $\hat{\Omega}$ is equal to the maximum likelihood estimate $S^{-1}$ of $\Omega$. The estimate $\hat{\Omega}$ tends to a diagonal matrix as the regularization parameter $\rho$ is increased. Fig. 5 displays the neighborhood of a few locations for a graph estimated on a real temperature dataset (Brohan et al., 2006).

We note that problem 2.2 can also be easily modified to use a different penalty for different parts of the matrices. Consider, for example, the precision matrix of a temperature/proxies field. The matrix can be organized in block form

$$\Omega = \begin{pmatrix} \Omega_{TT} & \Omega_{TP} \\ \Omega_{PT} & \Omega_{PP} \end{pmatrix},$$

where $\Omega_{TT}, \Omega_{TP}$ and $\Omega_{PP}$ are block matrices corresponding to the temperature/temperature, temperature/proxy, and proxy/proxy parts of the matrix. Since the signal contained in proxies is generally weaker than the temperature signal, it may be sensible to use different penalty parameters for different parts of the matrix when solving the $\ell_1$-penalized maximum likelihood problem. Problem (2.2) can thus be replaced by

$$\max_{\Omega > 0} l(\Omega) - \rho_{TT}\|\Omega_{TT}\|_1 - 2\rho_{TP}\|\Omega_{TP}\|_1 - \rho_{PP}\|\Omega_{PP}\|_1,$$
Fig 5: Estimated graphical structure of a temperature field (HadCRUT3v) for different regularization parameters.

where $\rho_{TT}, \rho_{TP}, \rho_{PP} > 0$ are regularization parameters. This problem can also be solved efficiently by using a modified graphical lasso algorithm (see Friedman, Hastie and Tibshirani (2008), equation (15)).

2.2.3. Choice of regularization parameter. We now turn to the problem of choosing a suitable penalty parameter $\rho$ in optimization problem (2.2). A high penalty forces many zero entries in the precision matrix, while a low penalty adds some edges that make little geophysical sense to the graph. An optimal choice should find a balance between those extremes.

If $\rho > \rho_{\text{max}} := \max_{i \neq j} |S_{ij}|$, it can be shown (see e.g. (Witten, Friedman and Simon, 2011, Theorem 2)) that the resulting glasso estimate of $\Sigma$ is a diagonal matrix. A relevant finite number of regularization parameter values can therefore be obtained by dividing the interval between some small value $\rho_{\text{min}}$ and the biggest relevant value $\rho_{\text{max}}$. In our numerical work, we have chosen $\rho_{\text{min}} = 0.1 \cdot \rho_{\text{max}}$, and have divided the interval $[\rho_{\text{min}}, \rho_{\text{max}}]$ into 10 values. Problem (2.2) can then be solved for each of these penalty parameters to obtain estimates $\hat{\Omega}$ of the precision matrix $\Omega$. To each estimate corresponds a graph based on the structure of zeros in $\hat{\Omega}$. When the dimension of the problem to solve is small
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(e.g. in regional reconstructions) or a single penalty parameter is used for the whole precision matrix (as in Equation (2.2)) an optimal parameter can be chosen using k-fold cross-validation. However, when a different penalty parameter is used for each part of the precision matrix (see Problem (2.5)), performing cross-validation for an array of regularization parameters (for e.g. a $10 \times 10 \times 10$ grid of penalty parameters) incurs a prohibitive computational cost. We propose a different method based on the sparsity (% of possible edges) of the resulting graph in that case, which we now describe.

The ultimate benefit of using a Markov random field is the important dimensionality reduction obtained by modeling the spatial structure of the field. Hence a solution consists of searching for a graph that is a) dense enough to capture the salient spatial dependences, and b) sparse enough to make the reconstruction possible and stable (by reducing the dimension of the problem to a size comparable to the sample size). This technique is implemented in our proposed version of GraphEM, and is our current method of choice for identifying the graphical structure of climate fields. The main advantage of this method is that it is much less computationally intensive than performing k-fold cross-validation to select an optimal penalty parameter. Choosing the graph based on its sparsity level makes explicit the tradeoff between working with a complex model, and a model that is sparse enough to achieve this dimension reduction.

To avoid these problems, one may use the sparsity level approach and select a triple $(\rho_{TT}, \rho_{TP}, \rho_{PP})$ of regularization parameters with a greedy search algorithm. The algorithm starts with large values of the three penalty parameters, and progressively reduces the value of each penalty parameter until a given target sparsity is obtained for each part of the precision matrix. At each step of the algorithm the value of the three penalty parameters are chosen in order to become close to the target sparsity level, i.e., the penalty parameters are reduced if the corresponding part of the graph is too sparse and increased if it is too dense. This technique requires computing the solution of Problem (2.5) at only a few points of the grid, and generally leads to graphs with good properties. In this paper, we have chosen fixed sparsity levels when performing large reconstruction ensembles, after verifying via targeted experiments that the specified sparsity levels were close to those deemed optimal by 5-fold cross-validation.

3. Validation via pseudoproxy experiments.

3.1. Background. In the climate literature, pseudoproxy experiments have become the method of choice to objectively evaluate the performance of CFR techniques against a geophysically-relevant target (see Smerdon, 2011, for a recent review). This target temperature field is often the output of coupled general circulation model (GCM) simulations for the past 1000 years or so, sampled at a fixed spatiotemporal resolution. Although GCM-simulated temperature fields do not exactly match the characteristics of observed temperature fields, they are generated in accordance with physical laws embedded in such models, and thus provide a controlled, realistic framework to test reconstruction methods.

In practice, a pseudoproxy is obtained by adding noise to a GCM-simulated temperature field at locations where proxy observations are available in the real world. Because such observations are sparse, the pseudoproxy network therefore comprises a small collection of time series. Given only knowledge of the temperature field over a 150-year calibration interval, the CFR method is then used to backcast a thousand-year long temperature field based on this relatively small sample of noisy temperature time series. Given a simulated temperature field $T(l, t)$ at location $l$ and time $t$ (standardized to have mean 0 and variance 1 over time) from a GCM model, the pseudoproxies $P(l, t)$ are constructed as follows:

$$P(l, t) = T(l, t) + \frac{1}{\text{SNR}} \cdot \xi(l, t)$$

where $\xi(l, t)$ are independent realizations of a Gaussian white noise process, and the (scalar) signal-to-noise ratio SNR controls the amount of noise in the pseudoproxy (see Christiansen (2010); Christiansen
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Fig 6: Geographic location of the pseudoproxies in the MBH98 database

and Ljungqvist (2011) for other possible modeling approaches). Although pseudoproxies constitute an oversimplification of reality, they have been used extensively in the climate literature (Bradley, 1996; Mann and Rutherford, 2002; Christiansen, Schmith and Thejll, 2009; Tingley and Huybers, 2010a; Smerdon et al., 2011; Smerdon, 2011; Li and Smerdon, 2012; Annan and Hargreaves, 2012) to provide a realistic numerical laboratory to test the performance of CFR methods.

In our simulations, we used the NCAR CSM 1.4 model experiment (Ammann et al., 2007), which simulates the climate of the last millennium (850-1980 AD). As per previous work (Mann et al., 2007a; Li, Nychka and Ammann, 2010; Smerdon et al., 2011; Wang et al., 2014), the location of the pseudoproxies were chosen in accordance with the Mann, Bradley and Hughes (1998) database (MBH98, Fig. 6) and the value of SNR has been fixed to 0.5. Other SNR values have also been investigated but, for the sake of brevity, are not presented here. The last 150 years of data have been used as a calibration period, and the remaining 981 years of temperature data have been reconstructed using GraphEM. As a benchmark, we follow recent work (Tingley and Huybers, 2010a; Steiger et al., 2013) and use RegEM-TTLS, which was widely used in high-profile climate reconstructions (Mann et al., 2008, 2009). In RegEM-TTLS, the linear regressions in the EM algorithm are replaced by truncated total least squares (TTLS) regressions. The TTLS solution of a linear system \( Ax = b \) is obtained by expressing the total least squares solution of the linear system as a function of the SVD of the matrix \( A \), and then truncate all but a given number of eigenvalues. The number of retained eigenvalues corresponds to the truncation parameter of RegEM-TTLS (see Fierro et al. (1997) for more details).

3.2. Performance metrics. Various metrics have been used in the literature to measure the quality of CFR methods and reconstructed temperature fields (Cook et al. (1999), Bürger (2007)). Let \( T(l, t) \) denote the temperature at a location \( l \) and at time \( t \), and denote by \( \hat{T}(l, t) \), a reconstruction of \( T(l, t) \). The mean squared error (MSE) measures the mean difference between the two fields at a given location \( l \):

\[
\text{MSE}(\hat{T})(l) = \frac{1}{N} \sum_{t} (T(l, t) - \hat{T}(l, t))^2,
\]

where \( N \) is the number of time points. To measure the improvement made by our proposed graphical method, we define relative MSE difference at a location \( l \) by:

\[
\text{relative MSE difference}(l) = \frac{\text{MSE}_{\text{TTLS}}(l) - \text{MSE}_{\text{GraphEM}}(l)}{\text{MSE}_{\text{TTLS}}(l)}.
\]

Although a small MSE indicates a good reconstruction, it is not immediately clear how small the MSE has to be for the reconstruction to be considered a “good reconstruction”. A useful approach is to
compare the MSE of a given reconstruction to that of a reconstruction that is equal to a constant value over time (“constant reconstruction”). The reduction of error (RE) compares the MSE of a given reconstruction to a constant reconstruction, where the specified constant is defined to be the mean of the field over the calibration period:

\[
RE(l) = 1 - \frac{\text{MSE}(\hat{T}(l))}{\text{MSE}(\overline{T}_c(l))}
\]

where \(\overline{T}_c(l)\) is the mean value of \(T(l, t)\) over the calibration period:

\[
\overline{T}_c(l) = \frac{1}{N_c} \sum_{t' \in \text{calibration}} T(l, t'),
\]

and \(N_c\) is the number of time points in the calibration period. Other metrics have also been used in the literature. The coefficient of efficiency (CE) compares the MSE of the reconstruction to a constant reconstruction equal to the mean of the field over the verification interval:

\[
CE(l) = 1 - \frac{\text{MSE}(\hat{T}(l))}{\text{MSE}(\overline{T}_v(l))},
\]

where

\[
\overline{T}_v(l) = \frac{1}{N_v} \sum_{t' \in \text{verification}} T(l, t'),
\]

and \(N_v\) is the number of time points in the verification period. In our numerical work (Section 4), the latest 150 years of the GCM simulation (1831-1980) have been used as the calibration period, and the rest of the simulation (850-1830) as the verification period.

Finally, the bias at point \(l\) is the difference between \(\hat{T}(l, \cdot)\) and \(T(l, \cdot)\) averaged over time. A perfect reconstruction would have a MSE of 0, a CE and a RE of 1 and a bias of 0. The closer to those values, the better the reconstruction.

3.3. Design of pseudoproxy experiments. In order to test the performance and the sensitivity of GraphEM to reconstruct temperature over the whole globe, we performed 50 reconstructions, each corresponding to a different noise realization \(\xi(l, t)\). The performance of GraphEM is then compared to the performance of RegEM-TTLS. Though several other methods have been proposed within RegEM, we focus on TTLS as it is currently widely used in paleoclimate applications (see e.g Mann et al., 2008, 2009; Emile-Geay et al., 2013a,b). The truncation parameter was set to 5, but the results show little sensitivity to this choice.

4. Results. In order to study the performance of GraphEM, reconstructions were performed using both the \(\ell_1\) method and the neighborhood graph method (Section 2.2). For illustration purposes, in Sections 4.1 and 4.2, we present detailed results for the neighborhood graph method with a cutoff radius of 800 km, as suggested by cross-validation (see Figure 3). Verification statistics for other cutoff radii and for the \(\ell_1\) method are also provided in Tables 1 and 2.

4.1. Spatial reconstructions. We begin by studying the performance of GraphEM in space. Figure 7a displays the average relative MSE improvement for the 50 reconstructions, and shows that the improvement can be substantial when using GraphEM. Figure 7a also shows that this improvement is positive in almost every region, and is particularly significant over the Central and Northern Pacific ocean. Since no proxies are available in these regions, the reconstruction seems to strongly benefit from
the dimension reduction brought about by graphical modeling. Figure 7b displays the distribution of the percentage improvement in MSE. Again, we see that the improvement is positive for almost every locations with an average relative MSE improvement of about 43%, whereas improvements as large as 80% are recorded in certain regions.

Fig 7: Relative MSE improvement and relative MSE improvement distribution for SNR = 0.5.

Figures 8a and 8b display the CE statistics (averaged over the 50 noise realizations) for TTLS and GraphEM respectively. Again, in many regions, GraphEM leads to substantial improvements, particularly where the skill was very poor with TTLS. In particular, we note that the improvement in CE are most notable for land masses where there is more data. The different precision metrics averaged over space (for the unsmoothed reconstruction) are presented in Table 1 along with their standard deviation computed using the 50 reconstructions. This table confirms once more that GraphEM performs better spatially and is more stable than RegEM-TTLS.

| Method                        | MSE   | RE      | CE      | Bias   |
|-------------------------------|-------|---------|---------|--------|
| GraphEM (0.5% target sparsity) | 0.42  | 0.36    | 0.15    | 0.11   |
| GraphEM (0.7% target sparsity)| 0.41  | 0.36    | 0.16    | 0.11   |
| GraphEM (800 km radius)       | 0.39  | 0.39    | 0.19    | 0.09   |
| GraphEM (1000 km radius)      | 0.40  | 0.38    | 0.18    | 0.09   |
| GraphEM (1200 km radius)      | 0.41  | 0.36    | 0.16    | 0.09   |
| RegEM-TTLS                    | 0.84  | -0.24   | -0.61   | 0.03   |

Table 1: Mean (and standard deviation) of the precision metrics averaged over space for the global reconstructions

Finally, we note that although the results presented in Table 1 are quite similar for the different methods, the neighborhood graphs seem to perform slightly better than the $\ell_1$ method. They could therefore potentially be very useful when working with noisy data for which discovering the structure of the field from the data could be very difficult.

4.2. Global mean reconstructions. The spatial reconstructions given by TTLS and GraphEM can also be averaged over space to obtain (area-weighted) global mean reconstructions. Figure 9 displays a 95% deviation band (constructed using the 50 reconstructions) for the global mean temperature series reconstructed with RegEM-TTLS and GraphEM. A 20 year low-pass filter has been applied to the time series for illustration and interpretation purposes. The mean width of the deviation interval for GraphEM and RegEM-TTLS are 0.25 and 0.66 respectively.
4.3. Uncertainty quantification. Section 4.1 demonstrates the ability of GraphEM to reduce the uncertainties in paleoclimate reconstructions. The stability of both methods was studied via an ensemble of pseudoproxies differing only in their noise realizations. This technique provides a useful way to test the robustness of the reconstructions. However, in practice, it is necessary to obtain an estimate of the uncertainties internally (see e.g. Li, Nychka and Ammann (2010)). We therefore produce prediction intervals for both RegEM and GraphEM using a non-parametric block bootstrap method (Liu,
1988). The technique is described in Algorithm 1 below, and is illustrated for the global reconstruction of Section 4.1. Using the reconstruction \( \hat{X}_1, \ldots, \hat{X}_N \) provided by the non-parametric bootstrap, we estimate a 95% prediction interval for each reconstructed mean by computing the 2.5th and 97.5th percentiles of the empirical distribution. From the simulation, we observed that the bootstrap tends to give slightly smaller coverage than in Figure 9. Two natural ways to address this discrepancy are 1) to modify the band width to obtain the right coverage, or 2) to inflate the variance of the reconstructed values in the bootstrap (see Li, Nychka and Ammann (2010); Janson and Rajaratnam (2014) for details). Figure 10 displays the average global mean reconstruction for RegEM-TTLS and GraphEM where the band width has been adjusted by computing the mean ratio of the band width obtained in the experiment performed in Section 4.2, and the band width obtained from the bootstrap. The uncertainties have been estimated with a blocksize of 2 (other values for the blocksize were also tried, but did not produce significantly different results). Once again, the estimated uncertainties for GraphEM are significantly smaller than those of RegEM-TTLS.

5. Characteristics of paleoclimate Markov random fields. Our results demonstrate that the GraphEM approach produces substantial improvements in comparison to RegEM-TTLS almost
uniformly over space. This section takes an in-depth look at characteristics of the resulting paleo-climatic Markov random fields with the goal of understanding a) whether the GraphEM approach is indeed achieving its original aim of parameter reduction and b) whether the parameter reduction provably leads to better statistical reconstructions.

We first illustrate the achieved parameter reduction when the graph is estimated from the data. Figure 5 shows that a point is generally only connected to a few immediate neighbors, although the graph can display some far away connections (which may or may not represent geophysical relations). The main message is that the number of neighbors is relatively few compared to one that would be present if a full precision matrix were to be used. Figure 11a displays the number of temperature neighbors of each temperature point (SNR = 0.5). Since there are in total 1732 grid points, the connectivity of each point is very small compared to a full graph. Figure 11b provides the distribution of the number of temperature neighbors of each temperature point (also referred to as degree distribution). It demonstrates that the connectivity percentage (defined as # of neighbors / # of gridpoints) is on average only 3% (as compared to being fully connected to all temperature points in the case when a complete graph is used).

The same analysis can be repeated in order to understand the number of proxies each temperature point is connected to (Fig. 12). Again, it is evident that the GraphEM approach yields a parsimonious graph structure in the cross correlation matrix between temperature points and the proxies.

Figure 13 displays the distribution of the number of proxy neighbors when no noise has been added to the temperature time series when generating pseudoproxies (SNR = \( \infty \)), as compared to the
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Fig 13: Distribution of the number of proxy neighbors of each temperature point.

typical noise case that has been studied thus far (SNR = 0.5). This comparison shows an increase in neighbors/degree when noise is added (see also Table 3). Many proxy neighbors in the SNR = 0.5 case have thus been added to the graph only because of random noise, instead of the presence of a real temperature/proxy relationship. The potential for glasso to detect spurious relations in the presence of noise is to be expected (Banerjee, El Ghaoui and d’Aspremont (2008)). This problem may be mitigated by adding further constraints on the estimated graph and will be explored in future work. If locality is a prime concern, neighborhood graphs offer a natural solution.

| SNR | Mean | Median | Std |
|-----|------|--------|-----|
| ∞   | 3.10 | 3.00   | 2.13|
| 0.5 | 9.67 | 9.00   | 4.49|

Table 3

Mean, median and standard deviation of the number of proxy neighbors

On to question b): does the sparsity translate to improvements in paleoclimate reconstructions? Fig. 14 displays the improvements given by GraphEM (as compared to RegEM-TTLS) at different temperature points vs. their connectivity (number of neighbors) in the corresponding graph. The figure indicates that percentage improvement increases as the number of neighbors decreases. To formally test if this relationship is significant, as a first step, both the standard Pearson’s product moment and Spearman’s rank correlation coefficients (and their respective p-values) between % improvement and number of neighbors have been calculated (see Table 4) (quadratic and higher terms were also computed, but were not found to be significant). The results confirm that there are substantial gains in percentage improvement over RegEM-TTLS for points which have fewer neighbors, thus confirming that a sparse graphical structure in the covariance matrix leads to more accurate estimates of the field. Note that this is to be expected as fewer connections avoids over-fitting and leads to an improvement in out-of-sample MSE.

| Type  | Correlation | p-value       |
|-------|-------------|---------------|
| Spearman | -0.39       | $< 10^{-14}$  |
| Pearson | -0.36       | $< 10^{-14}$  |

Table 4

Correlation and p-values between the improvement and the sparsity of the graph

The small p-values displayed in Table 4 suggest a clear and highly significant relationship between the relative MSE improvement and the sparsity of the graph. Nevertheless, care must be taken when computing p-values due to inherent spatial correlations. In order to obtain an estimate of the distribu-
tion of the correlation coefficient, while taking into account the spatial correlation, a block bootstrap technique Efron and Tibshirani (1993); Lahiri (2003); Léger, Romano and Politis (1992); Wilks (1997) was employed. More specifically, bootstrap samples were constructed from the data displayed in Figure 14, where resampling units are made up of geographically contiguous blocks based on a regular $30^\circ \times 30^\circ$ grid.

Figure 15 displays the density given by the block bootstrap approach for the Pearson product moment correlation coefficient. A highly statistically significant relationship between the relative MSE improvement and number of neighbors is retained, even when spatial correlation is taken into account (a 95% confidence interval is given by $[-0.43, -0.28]$).

The analysis above establishes that the percentage improvement over RegEM-TTLS is greater for points which have lower connectivity (i.e., sparse in terms of degree/connectivity). A related question is to determine whether the above relationship is uniform over space, i.e., are there regions where the improvement over RegEM-TTLS is even greater than what one would expect when a linear relationship between sparsity and percentage improvement is already accounted for. An equivalent way to frame this question is to determine if percentage improvement over RegEM-TTLS is related to space, even after controlling for sparsity. In order to establish this we looked at the difference between the observed percentage improvement and the expected one when a linear relationship is fitted. Figure 16 illustrates
that in certain regions the improvements are even higher than those suggested by a simple linear relationship with sparsity - thus indicating that the main message from our investigation is not as simple. Sparsity alone does not seem to explain improvements in the reconstruction. Local spatial characteristics also seem to have an effect.

Fig 16: Difference between the observed and expected percentage relative MSE improvement, after accounting for a linear relationship between % relative MSE improvement and number of temperature neighbors.

A follow up question on the analysis above is to determine if percentage improvement over RegEM-TTLS at a spatial point is related to data availability at that particular point. A closer examination of Figure 7a provides some compelling evidence that the magnitude of the percentage improvement appears to be even greater at certain spatial points that are in the open ocean, and also at points which are farther away from proxy data. In particular, vast swaths of the entire central and northern Pacific stretching from East Asia to North and central America display significantly higher improvements in MSE. The same appears to be true for parts of the southern Atlantic. Improvements over the Indian ocean however tend to be modest. Thus there appears to be evidence that the GraphEM approach may be taking advantage of teleconnections (see e.g. Liu and Alexander (2007)), and could be potentially very useful for paleo reconstructions over the oceans, where relatively few observations are available.

6. Concluding remarks. The main objective of the paper was to explore the efficacy of recent advances in the theory of graphical models and high-dimensional inference for statistical paleoclimate reconstructions. Markov random fields provide a sparse representation of the precision matrix of spatial fields, and thus achieve the dimension reduction that is often necessary in high-dimensional settings. At the same time, they can readily represent the spatial heterogeneities of geophysical fields (e.g. land/ocean contrasts, topographical boundaries, teleconnection patterns), which would in general be difficult with parametric (e.g. Matérn family) covariance functions. This combination of flexibility and parsimony presents a major advantage over previous approaches. The approach was also subsequently tested on simulated data within a geophysically-realistic context. We also proposed a block bootstrap method to internally estimate the uncertainties in the reconstructions performed using GraphEM and RegEM-TTLS.

Our experiments show that the GraphEM approach gives consistently better reconstructions than the frequently used RegEM-TTLS (see e.g Mann et al., 2008, 2009) almost uniformly over space. We show that Gaussian Markov random fields yield demonstrably improved estimates of the underlying spatio-temporal process, which we tied to the sparsity of the estimated covariance model. In particular, the improvement brought about by GMRFs tends to be more pronounced at those grid points which are modeled in a sparse way (in terms of the connectivity/degree of graph). These spatial points also tend to be located far away from proxy sites, thus underscoring the need for, and benefit of using $\ell_1$ based sparse covariance modeling in such problems. Improvements are particularly notable in sparsely-
sampled ocean regions – a very useful feature since the high cost of data collection in such regions leaves little hope of covering these gaps in the immediate future.

Although sparsity and distance to proxy data are the source of significant improvements, they are not the whole story: the pattern of teleconnections present in the climate model clearly led to some idiosyncrasies in the pattern of MSE reduction, which we do not expect to carry over in other temperature fields. Further work using different numerical experiments will be necessary to establish to full generality of these results.

A caveat of the graphical lasso is the tendency to sometimes detect spurious edges in the graph; that is, to detect relationships that arise from the presence of noise, instead of physical links between the temperature field and the proxies (or pseudoproxies) that derive from it. This is to be expected due to the signal to noise relationship in the data, and is inherent in all statistical and signal processing recovery techniques. Several approaches are currently under way to further remedy this problem, and to ensure that the graphs selected by the graphical lasso retain a high degree of locality, even in the presence of noisy climate proxies. An alternative method consists of using a neighborhood graph, i.e., a graph where geographically close neighbors are connected. As we demonstrate in our simulations, neighborhood graphs perform well and can be used in situations where there is less hope of discovering the graphical structure of the field from the data.

Finally, and although we were primarily motivated by paleoclimate applications and the use of the EM algorithm in this context, it is worth pointing out that graphical models also applicable within Bayesian CFR methods (e.g. Tingley and Huybers, 2010b,a) and beyond the confines of climate science. GraphEM as described here provides a useful addition to the RegEM framework, one that will be applicable to any high-dimensional imputation problem, and one that can be used in tandem with other $\ell_2$ regularization approaches, especially data-adaptive ones. Future work will extend the use of Gaussian Markov random fields as process models for geophysical fields, in tandem with hierarchical models.
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APPENDIX A: DESCRIPTION OF THE GRAPHEM ALGORITHM

Algorithm 2 The graphical EM algorithm (GraphEM)

**Input**: Incomplete $n \times p$ matrix $X$, graph $G$

1: Initialize $X^{(0)}$ by replacing the missing values in $X$ by the sample mean of each variable over the instrumental period;

2: Compute initial estimates $\mu^{(0)}$ and $\Sigma^{(0)}$ of $\mu$ and $\Sigma$ by computing the sample mean and sample covariance of $X^{(0)}$;

3: Initialize $i \leftarrow 0$;

4: Initialize $\Sigma^{G(0)} = \Sigma^{(0)}$;

5: repeat

6: Compute $X^{(i+1)}$ by performing a linear regression of the missing values on the available ones for each row of $X$, using the current estimate $\mu^{(i)}$ of $\mu$ and the current graphical estimate $\Sigma^{G(i)}$ of $\Sigma$ (see 1.1);

7: Compute $\mu^{(i+1)}$ by computing the sample mean of $X^{(i+1)}$;

8: Compute $\Sigma^{(i+1)}$ as in (1.3);

9: Compute the new graphical estimate $\Sigma^{G(i+1)}$ by solving (1.6) with $S = \Sigma^{(i+1)}$, i.e.,

$$(A.1) \quad \Sigma^{G(i+1)} = \arg\max_{\Sigma = \Omega^{-1} > 0} \log \det \Omega - \text{tr}(\Sigma^{(i+1)} \Omega);$$

10: $i \leftarrow i + 1$;

11: until convergence

**Output**: Completed matrix $\hat{X}$, estimate $\hat{\mu}$ of $\mu$, estimate $\hat{\Sigma}$ of $\Sigma$

APPENDIX B: DERIVATION OF THE GRAPH-EM ALGORITHM

We follow the notation in Little and Rubin Little and Rubin (2002). The complete data belongs to a regular exponential family given by a Gaussian Markov random field with graph $G = (V, E)$ (as compared to a complete model in the classical EM algorithm). The sufficient statistics are given by:

$$S = \left( \sum_{i=1}^{n} y_{ij}, j = 1, \ldots, k; \sum_{i=1}^{n} y_{ij}y_{ik} \quad \text{with} \quad (j,k) \in E \right).$$

Let $\theta^{(t)} = (\mu^{(t)}, \Sigma^{(t)})$ denote the current estimate of the parameters. The E-step is given as follows:

$$(B.2) \quad E \left[ y_{ij} \mid Y_{\text{obs}}, \theta^{(t)} \right] = \sum_{i=1}^{n} y_{ij}^{(t)} \quad j = 1, \ldots, k$$

and

$$(B.3) \quad E \left[ y_{ij}y_{ik} \mid Y_{\text{obs}}, \theta^{(t)} \right] = \sum_{i=1}^{n} (y_{ij}^{(t)}y_{ik}^{(t)} + c_{jki}^{(t)}) \quad (j,k) \in E$$

with

$$(B.4) \quad y_{ij}^{(t)} = \begin{cases} y_{ij} & \text{when } y_{ij} \text{ is observed} \\ E \left[ y_{ij} \mid y_{\text{obs},i}, \theta^{(t)} \right] & \text{when } y_{ij} \text{ is missing} \end{cases}$$
and

\begin{equation}
\begin{cases}
0 & \text{if at least one of the } y_{ij} \text{ or } y_{ik} \text{ is observed} \\
0 & \text{if } j \perp_G k|\text{obs},i \\
\text{Cov}\left[y_{ij}, y_{ik}\mid y_{\text{obs},i}, \theta^{(t)}\right] & \text{if both } y_{ij} \text{ and } y_{ik} \text{ are missing and } j \not\perp_G k|\text{obs},i,
\end{cases}
\end{equation}

where \( j \perp_G k \) means that \( j \) and \( k \) are separated in the graph \( G \) (see e.g. (Lauritzen, 1996, Example 3.2)). At a first glance, it would appear as if there is little difference between the treatment in the graphical vs. the complete case. A closer look reveals that there are some notable differences, the first being in the calculation of the sufficient statistics. Second, note that the definition of \( y_{ij}^{(t)} \) and \( c_{jki}^{(t)} \) below are different: \( y_{ij}^{(t)} \) when \( y_{ij} \) is missing is given as follows:

\begin{equation}
E\left[y_{ij}\mid y_{\text{obs},i}, \theta^{(t)}\right] = \mu_{ij}^{(t)} + \left(\Sigma_{\text{obs},i}^{G}\right)^{(t)} \left(\Sigma_{\text{obs},\text{obs}}^{G}\right)^{(t)} \left(y_{\text{obs},i} - \mu_{\text{obs}}^{(t)}\right),
\end{equation}

where \( \left(\Sigma^{G}\right)^{(t)} \) corresponds to a graphical covariance matrix \( \Sigma \). When both \( y_{ij} \) and \( y_{ik} \) are missing and \( (j,k) \in E \),

\begin{equation}
\text{Cov}\left[y_{ij}y_{ik}\mid y_{\text{obs},i}, \theta^{(t)}\right] = \left(\Sigma_{jk}^{G}\right)^{(t)} - \left(\Sigma_{\{j,k\},\text{obs}}^{G}\right)^{(t)} \left(\Sigma_{\text{obs},\text{obs}}^{G}\right)^{(t)} \left(\Sigma_{\text{obs},\{j,k\}}^{G}\right)^{(t)}.
\end{equation}

Note however that \( \text{Cov}\left[y_{ij}y_{ik}\mid y_{\text{obs},i}, \theta^{(t)}\right] = \Sigma_{jk|\text{obs},i}^{(t)} \). Thus,

\begin{equation}
c_{jki}^{(t)} = \Sigma_{jk|\text{obs},i}^{(t)} = 0 \quad \text{if } j \perp_G k|\text{obs},i.
\end{equation}

The M-step in the GraphEM algorithm therefore consists of using the sufficient statistics for the complete data derived in (B.2) and (B.3) to determine the graphical mle. In particular, the estimate of the mean parameter is given by the sample mean and estimate of the graphical covariance is given in equation (A.1).