Signature PSO: A novel inertia weight adjustment using fuzzy signature for LQR tuning
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ABSTRACT

Particle swarm optimization (PSO) is an optimization algorithm that is simple and reliable to complete optimization. The balance between exploration and exploitation of PSO searching characteristics is maintained by inertia weight. Since this parameter has been introduced, there have been several different strategies to determine the inertia weight during a train of the run. This paper describes the method of adjusting the inertia weights using fuzzy signatures called signature PSO. Some parameters were used as a fuzzy signature variable to represent the particle situation in a run. The implementation to solve the tuning problem of linear quadratic regulator (LQR) control parameters is also presented in this paper. Another weight adjustment strategy is also used as a comparison in performance evaluation using an integral time absolute error (ITAE). Experimental results show that signature PSO was able to give a good approximation to the optimum control parameters of LQR in this case.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

Linear state feedback is the simplest way of control scheme to control the multi-output system, including single-input multi-output (SIMO) and multi-input multi-output (MIMO). In a modern optimal control, linear quadratic regulator (LQR) is a state feedback control scheme that finds its applications in engineering due to its inherent stability and robustness. A gain margin at least (−6, 0) dB and minimum phase margin (−60⁰, 60⁰) provided by LQR to enable the multi-output system to reach a satisfactory response even in small perturbations [1, 2]. Generally, the state feedback gains in the LQR method are gained by minimized the quadratic cost function via Algebraic Riccati Equation solution, which consists of weighting metrics, namely Q and R metrics. The performance of LQR is highly dependent on the element Q and R metrics; this is one main issue of LQR in real-time applications. Conventionally, the element of Q and R metrics have been tuned either based on designer experience or via trial and error. However, this approach is not only tedious but time-consuming. Hence, in another method, the LQR design is formulated into an optimization problem and solved either using the evolutionary or swarm intelligence optimization algorithm such as a particle swarm optimization (PSO) [3-5].

Inspired by natural phenomena, PSO has been widely used to solve optimization problems. PSO was introduced by Kennedy and Eberhart [6] in 1995, which was motivated by the social behavior of individuals.
such as a group of birds and fish hordes. In solving optimization problems, potential solutions developed in the search space through several iterations. The advantages of the PSO algorithm are its simplicity, and it has several set parameters. The algorithm starts with the random initialization of a population of potential solutions, which are also called particles. Particle populations are also known as swarms, which move through the D-dimensional search space. Several trajectories change the position of a particle with a certain speed based on the experience of the particle and the group. Representation of the position and velocity of each particle is explained in (1).

\[ x_i = [x_{i1}, x_{i2}, x_{i3}, \ldots, x_{id}] \text{ dan } v_i = [v_{i1}, v_{i2}, v_{i3}, \ldots, v_{id}] \]  

(1)

where \( x_{id} \in [lb, ub] \) is particle position, \( v_i \) is particle velocity, \( d \in D \), \( lb \) is the lower boundary of search with the D-dimension, and \( ub \) is the upper limit of search with the D-dimension. In the PSO, the particle position moves with speed according to the mechanism in (2).

\[ v_{id}(t+1) = v_{id}(t) + c_1 \times rand_1 \times (p_{id}(t) - x_{id}(t)) + c_2 \times rand_2 \times (g_d(t) - x_{id}(t)) \]  

(2)

\[ x_{id}(t+1) = x_{id}(t) + v_{id}(t+1) \]

where \( c_1 \) and \( c_2 \) are acceleration constants, \( rand_1 \) and \( rand_2 \) are random numbers in \([0,1]\), \( p_{id} \) is personal best that is the experience of individual particles and \( g_d \) is global best that is the experience of particle groups.

Balance in local and global search on optimization algorithms through learning in each iteration is essential. Nearly every optimization algorithm has a mechanism to achieve this goal, like mutations and crossing over the genetic algorithm (GA) [7, 8], or the temperature parameters in the simulated annealing (SA) algorithm. As explained in [3], the mechanism of change in particle velocity adds a parameter called inertia \( w \) so that the particle velocity change is shown in (3).

\[ v_{id}(t+1) = w \times v_{id}(t) + c_1 \times rand_1 \times (p_{id}(t) - x_{id}(t)) + c_2 \times rand_2 \times (g_d(t) - x_{id}(t)) \]  

(3)

At first, \( w \) is a parameter with a constant value. However, the increase in PSO search performance is less than optimal. As it develops, there are mechanisms for changing the settings of inertia depending on varying conditions that occur in swarm learning. The weight change mechanism aims to regulate the distribution and search capabilities of the PSO algorithm. In [9], they propose the linear decreasing function to changes the parameter. However, better distribution and search are maintained by changing the weights adaptively, as shown in a study carried out by [10].

In some weight changes, as in [11, 12], they use one variable to measure the conditions in the swarm utilized to change the weight of inertia. In [13], it is using a variable in adjusting the inertia weight of PSO that called success count, to measure the successful particle in every iteration. Another approach is described in [14], diversity or dispersion is defined as the distribution of particles when moving in the search space to update the inertia weight in each iteration. However, the use of one variable to describe the swarm condition as the inertia weight update factor is not enough. Thus, in [10, 15-17] using fuzzy logic to combine more than one variable as a mechanism to update the PSO parameter. However, using the conventional fuzzy as the algorithm to determine the inertia weight is complicated when the feedback parameter is multi-dimensional. The complexity of the algorithm increased as more variables are used.

Meanwhile, [18] proposed a fuzzy signature to simplify the fuzzy algorithm by making the fuzzy inversion into an aggregation equation. The implementation of the fuzzy signature is also have been tested to simplify the robotic control problem in [19, 20]. Hence, this paper used another simple fuzzy approach, which is the fuzzy signature, as the algorithm to adjust the inertia weight its called signature PSO. The testing was done by implementing the proposed PSO algorithm to LQR parameter tuning problem.

2. LINEAR QUADRATIC REGULATOR

LQR is a control strategy that operates the system with the minimum cost when the dynamic of the system is described in linear form. The control performance or the performance index is measured using a quadratic cost function, which consists of the state and control input of the system. After the performance index is expressed, the optimal state feedback control gain is obtained by solving the state-dependent
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algebraic riccati equation (ARE). The LQR control strategy has been successfully implemented in a complex system such as tracking control of 2 DoF laboratory helicopter [1], double inverted pendulum [4, 21], and also for tracking control of quadrotor [22]. The main reason the LQR is successfully implemented is the inherent robustness and stability properties, such as a gain margin of at least \((-6, \infty)\) and a phase margin of \((-60^\circ, 60^\circ)\) degree. Consider a LTI multivariable to be described in the following (4):

\[
\dot{x}(t) = Ax(t) + Bu(t)
\]
\[
y(t) = Cx(t) + Du(t)
\]

where \(A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n},\) and \(D \in \mathbb{R}^{p \times m}\) are the system matrices. Then \(X\) is the state vector, \(Y\) is the output state vector, and \(u\) is the input vector. The conventional LQR is determined the optimal control signal \(u^*\) which minimizes this following performance index:

\[
J = \int_0^\infty (x^T(t)Qx(t) + u^T(t)Ru(t))
\]

where \(Q = Q^T\) is a semidefinite matrix that penalizes the state and \(R = R^T\) is also a definite semidefinite matrix that penalizes the control input. In optimal control theory, the optimal control input is obtained as the following state feedback control law:

\[
u(t) = -Kx(t)
\]

where the optimal control gain \(K\) is described in (8).

\[
K = R^{-1}B^TP
\]

The optimal control gain depends on \(P\) matrix which can be obtained by solving this following Algebraic Riccati Equation

\[
A^TP + PA + Q - PBR^{-1}B^TP = 0
\]

where \(P \in \mathbb{R}^{n \times n}\) is the solution of ARE. The element numbers of weighting matrix \(Q\) and \(R\) are respectively dependent on the number of state-variable and control input. The composition of the element in this weighting matrix has a significant influence to obtain the optimal performance of LQR [23]. Several works [1, 4, 21, 22] have been selected for the diagonal form of weighting matrices, which make the performance index only as a weighted integral square error of the state and the control input. Conventionally, the weighted matrices of LQR tuned manually [4, 21]; thus, it does not have the optimal performance. Therefore, to overcome the weighting matrices selection of LQR, the proposed PSO algorithm was developed to optimally tuned the weighting matrices \(Q\) and \(R\).

3. PROPOSED INERTIA WEIGHT ADAPTATION

3.1. Fuzzy signature weight adaptation

Fuzzy signature is a simple multidimensional fuzzy which is introduced by Koczy [18]. Fuzzy signature has been implemented in the various decision problems, such as controlling mobile robot [19], robot cooperation [20], and data mining [24]. A fuzzy signature is a generalized form of vector fuzzy. The fuzzy signature can be represented as the vector in (10) or a tree structure such as Figure 1.

\[
x = [x_{11} \ x_{12} \\
x_{21} \\
x_{221} \\
x_{222} \\
x_{223} \\
x_{23} \\
x_{31} \\
x_{32}]
\]

In (10), \([x_{11} \ x_{12}]\) is a sub-group from a higher-level structure which is \(x_1\). The \([x_{221} \ x_{222} \ x_{223}]\) was combined into \(x_{22}\). The sub-group or branch was connected until the higher level which is \(x = [x_1 \ x_2 \ x_3]\). The combination of the sub-group was done using some aggregation functions such as
max, min, and mean functions. Consider that $a_1$ is the aggregation function that was resulting $x_1$; hence, $x_3 = x_1 a_1 x_{12}$. In the sub-group, aggregation function could be identical or different from one another. As described in the implementation of a fuzzy signature in [19], the simple aggregation function that often used is the $min$, $max$, and $mean$ function.

Inspired with the multidimensional and straightforward fuzzy signature, the parameter feedback success count in [13], diversity [14] and current best performance evaluation (CBPE) [10] were combined using a fuzzy signature as a measurement of the condition of swarm and performance evaluation of the most recent PSO algorithm. The structure of the fuzzy signature inertia adaptation function in the PSO algorithm or signature PSO is described in Figure 2 and was obtained using (11).

$$w = \begin{bmatrix} w_{max} \\ w_{min} \\ PS \text{ (diversity)} \\ div_{max} \\ NCBPE \end{bmatrix}$$

(11)

In (11), the successful count of particles is obtained in the following function [13]:

$$SC_i(t) = \begin{cases} 1, & f(x_{id}(t)) < f(P_{id}(t)) \\ 0, & \text{else} \end{cases}$$

(12)

where $SC_i$ is the count of particle which has the best position to minimize the objective function. Hence, the percentage of success ($PS$) is calculated using (13).

$$PS(t) = \frac{1}{N} \sum_{i=1}^{N} SC_i(t)$$

(13)
The diversity variable is described as the distribution of particles when moving in the search space, as shown in (14) [14]:

\[
diversity = \frac{1}{N} \sum_{i=1}^{N} \sqrt{\sum_{d=1}^{D}(x_{id} - g_d)^2}
\]  

(14)

The last variable used in signature PSO to update the inertia weight is CBPE that measures the best fitness value by the most recent best candidate solution. As parameter feedback, CBPE is normalized to the following (16).

\[
NCBPE = \frac{CBPE-CBPE_{\text{min}}}{CBPE_{\text{max}}-CBPE_{\text{min}}}
\]

(15)

The example of the aggregating process in the structure of Figure 2 or (11) is described as the following example with initial variable value and using \(\min\) aggregation function, as shown in (16).

\[
w = \begin{bmatrix} 1 \\ 0.4 \\ 0.4 \\ 0.5 \\ 1 \\ 0.3 \end{bmatrix}
\]

(16)

The lower level aggregation function was obtained between \(\text{diversity}\) and \(\text{div}_{\text{max}}\) using \(\text{mean}\) function as shown in (17).

\[
w = \begin{bmatrix} 1 \\ 0.4 \\ 0.4 \\ 0.5 \\ 0.45 \end{bmatrix} \rightarrow \begin{bmatrix} 1 \\ 0.4 \end{bmatrix}
\]

(17)

In the higher level, aggregation was obtained using the \(\text{max}\) and \(\text{min}\) function as the following equation

\[
w = \begin{bmatrix} 1 \\ 0.4 \\ 0.45 \end{bmatrix} \rightarrow \begin{bmatrix} 1 \\ 0.45 \end{bmatrix} = 0.45
\]

(18)

Thus, the inertia weight \(w\) from the initial condition of (16) was 0.45.

3.2. The implementation of signature PSO for LQR tuning

The objective of signature PSO implementation is to determine the element of state weighting \(Q\) on LQR, which is a \(R^{n\times n}\) positive semidefinite matrix and the input weighting matrix \(R\), which the size of it depends on the number of input variables. To simplify the implementation of optimization problem the weighting matrices of \(Q\) and \(R\) are chosen as diagonal matrices that can be described in equation below

\[
Q = I_{n\times n}[q_1, q_2, \ldots, q_n]^T \quad \text{and} \quad R = I_{s\times s}[r_1, r_2, \ldots, r_s]^T
\]

(19)

where \(n\) and \(s\) is the number of the state variable and input variable based on the LTI system in (4). Therefore, to determine of element \([q_1, q_2, \ldots, q_n]^T\) and \([r_1, r_2, \ldots, r_s]^T\) the particle form in (1) become the following (20).

\[
x_i = [x_{i1}, x_{i2}, x_{i3}, \ldots, x_{id}] = [q_{i1}, q_{i2}, \ldots, q_{in}, r_{i1}, r_{i2}, \ldots, r_{is}]
\]

(20)

With those initial values of the particles, signature PSO computes the corresponding global best of the particles, which is obtained by minimizing the fitness function. The fitness function characterizes the convergence of the optimization algorithms towards the comprehensive solution. Some of the commonly used fitness functions in the state feedback controller design are integral of the absolute error (IAE), integral of the square error (ISE), and integral of the time-weighted absolute error (ITAE). In the present study, the following ITAE is chosen as the fitness evaluation function:

\[
f(x_{id}) = \int_0^\infty t|e(t)|
\]

(21)

where \(e(t) = x_r - x\) with \(x_r\) is the state reference of the state variable. Thus, the completely LQR tuning using the signature PSO algorithm is described with pseudo-code in the following Figure 3.
Start
Initialize $c_1, c_2$, and lower and upper bound of search space;
Initialize $w_{\text{max}}, w_{\text{min}}$, $dt$, $v_{\text{max}}$, and $w = 1$;
For $i = 1$ to number of particles
Initialize particle as equation (20); $P_i = x_i$;
End
While (termination condition is false)
$SC = 0$; $diversity = 0$; $NCBPE = 0$;
For $i = 1$ to number of particle
For $d = 1$ to $D$
Update velocity and position of particle using equation (2);
End
Evaluate particle with objective function using equation (21);
End
Update $P_{\text{best}}$ and $G_{\text{best}}$;
Compute $PS, diversity, and NCBPE$ using (13)-(14) and (15);
Aggregate $diversity$ and $v_{\text{max}}$ using min function resulting $a_1$;
Aggregate $PS, NCBPE, and a_1$ using mean function resulting $a_2$;
Aggregate $a_2$ and $w_{\text{min}}$ using max function;
Update Inertia parameter using min function aggregation;
End
Optimal solution = $G_{\text{best}}$;
End

Figure 3. Pseudocode of signature PSO for LQR tuning

4. RESULTS AND DISCUSSION

In this section, the proposed algorithm was tested by comparing the PSO signature with Adaptive Inertia Weight or AIW PSO [13], which is the optimal PSO development in solving optimization problems. Moreover, it was also compared to PSO with constant inertia parameters or PSO standards [11]. The LTI system parameter in (4) that used to test the algorithm is the double inverted pendulum system [4], which has six variable states and one input variable that described below.

$$A = \begin{bmatrix} 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 7.11 & 0.77 & 0 & 0 & 0 \\ 0 & 36.20 & -15.70 & 0 & 0 & 0 \\ 0 & -29.08 & 24.92 & 0 & 0 & 0 \end{bmatrix} \quad B = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0.45 \\ -0.56 \\ 0.11 \end{bmatrix}$$

(22)

$$C = I_{6 \times 6}; D = 0$$

(23)

As the number of the optimized variable is seven parameters, which six state and one input variable in LQR design, so seven dimensions of the particle are chosen. The test was carried out with the same parameters in all algorithm which the number particle is 20 and the $c_1$ and $c_2$ is set into 2. In the conventional or standard PSO, the inertia weight is set as 0.8 constant value, whereas in AIW and signature PSO, the inertia weight is modified adaptively with different strategies. The inertia weight adaptation strategies of signature PSO is adjusted according to (11) with some aggregation function that described in pseudocode in Figure 3.

The test was carried out ten times, with 100 iterations at one run to find the solution parameters. Experiments were carried out with the same plant conditions using a computer with i5 processor and 4 Gb ram, where the results are displayed in Table 1 with I is the identity matrix with a size of $6 \times 6$. The test results show that although the maximum ITAE value of AIW PSO was smaller than the signature PSO, in the ten tests, the average run of ITAE of the signature PSO was 7% lower than other PSOs. An exciting factor which can be noted from Table 1, which gives the statistical parameters of both signature and AIW PSO algorithms, is that both the standard deviation and minimum value of fitness function optimized using signature PSO are less than that of the AIW and conventional PSO, which proves that the signature PSO can result in better consistent performance. In addition, the average ITAE minimum value obtained by the PSO signature was also smaller even though the significant level of change was only 0.01%. However, in terms of robustness in the signature, the PSO algorithm was better than others as indicated by a 30% smaller standard deviation.
Table 1. Results of ten algorithm tests

|                | PSO signature | PSO AIW | PSO Standard (Constant Inertia) |
|----------------|---------------|---------|---------------------------------|
| Max Solution   |               |         |                                 |
| ITAE           | 115.237667128983 | 114.4096521684920 | 114.4795653046360 |
| Mean Solution  |               |         |                                 |
| ITAE           | 112.4207734642174 | 113.2260563066412 | 113.6314747140301 |
| Min Solution   |               |         |                                 |
| ITAE           | 111.1641977917066 | 111.1642385127179 | 114.4795653046360 |

Based on the ITAE fitness function, the optimization algorithms are executed for the specified number of iterations, and the global best of the particles, which are the weights of LQR, are obtained. The Fitness evaluation value in every iteration of signature, AIW, and standard PSO is depicted in Figure 4. It can be noted that the fitness function of signature and AIW PSO converges faster than that of the conventional PSO. However, signature PSO slightly faster ten iterations than AIW PSO, which can found a solution in just 28 iterations. These data substantiate that the introduction of a fuzzy signature as inertia weight update strategies in the velocity update equation of PSO significantly improves the convergence speed and accuracy of the algorithm.

![Figure 4. Fitness evaluation value in every iteration of signature, AIW, and standard PSO](image-url)
In these tests, the initial condition of the third state of the system which is the upper pendulum angle was set into 0.08 radians with another state 0, so the state was $x = [0 \ 0 \ 0.08 \ 0 \ 0 \ 0]$. In the optimum results, each algorithm is shown in Figure 5, Figure 6, and Figure 7. Figure 5 illustrated the train position, which is the first state variable of the system. Despite having a higher peak first seconds of simulation, the results obtained by Signature PSO can return to settle conditions with a faster time at 2.2 seconds or 0.5 seconds faster than the results of AIW PSO solution other optimizations algorithms.

In the lower pendulum angle, despite has the same settling time and peak amplitude, which is 2.5 seconds and 0.2 radians with other PSO algorithms, the excellent tuned solution from signature PSO can reduce the oscillation in 0.5 seconds, which depicted in Figure 6. Figure 7 illustrated the third state variable of the pendulum system, which is the upper pendulum angle. It has the same settling time with other algorithms; the signature PSO tuned the LQR weight that can reduce the overshoot of the upper pendulum angle.

Figure 5. Comparison of train position responses results

Figure 6. Comparison of the lower pendulum angle response results
5. CONCLUSION

In this paper, we proposed the algorithm that changes the inertia weights on PSO using fuzzy signatures. Using a fuzzy signature, it can accommodate many parameters that describe the swarm conditions in PSO. In this paper, the parameters proposed were PS, diversity, $\text{div}_{\text{max}}$ and $w_{\text{min}}$. By using a fuzzy signature, although it had many parameters for weight changes, it had a simpler algorithm compared to fuzzy in general. Based on the proposed algorithm and testing that had been done on the optimization problem of LQR control, the signature PSO algorithm has a faster, optimal, and robust performance.
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