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ABSTRACT. The cone volume measure of a convex body $K$ is the measure $c_K$ on the sphere given by
$$c_K(\Omega) = \frac{1}{n} \int_{S^{n-1}} h_K(u) ds_K(u),$$
where $s_K$ is the surface area measure of $K$ and $h_K$ is the support function. Lutwak asked [31] if the cone volume measure determines a convex body uniquely; the answer is known to be affirmative in some partial cases. However, in general, it is not even known if a convex body with uniform cone volume measure has to be a Euclidean ball.

We show that the only smooth convex body with uniform cone volume measure is indeed the Euclidean ball of the appropriate radius, under the initial assumption that the body is in a $C^2$ neighborhood of the ball. The size of the neighborhood depends only on the dimension.

1. INTRODUCTION

We shall work in the Euclidean $n$-dimensional space $\mathbb{R}^n$. The unit ball shall be denoted by $B^n_2$ and the unit sphere by $S^{n-1}$. The Lebesgue volume of a measurable set $A \subset \mathbb{R}^n$ is denoted by $|A|$.

Let $s_K$ be the curvature measure of a convex set $K$ in $\mathbb{R}^n$. That is, $s_K$ is the push forward of the Hausdorff $(n-1)$-dimensional measure on $\partial K$ to the unit sphere under the Gauss map. The cone volume measure of a convex set $K$ is the measure on the sphere, defined as
$$c_K(\Omega) = \frac{1}{n} \int_{\Omega} h_K(u) ds_K(u),$$
where $h_K$ is the support function of $K$, that is
$$h_K(u) = \max_{x \in K} \langle x, u \rangle.$$

The name “cone volume measure” comes from the fact that
$$|K| = \int_{S^{n-1}} dc_K(u)$$
where $| \cdot |$ denotes the volume, i.e. the Lebesgue measure. One can check the validity of this equation in the case of polytopes, and the general case follows by approximation.

The following conjecture is due to Lutwak [31].

Conjecture 1.1. [Lutwak] If $K$ and $L$ are symmetric smooth strictly convex sets with $dc_K(u) = dc_L(u)$, then $K = L$.

In this manuscript, we verify this conjecture locally, in a $C^2$ neighborhood of Euclidean balls, in the case when the cone volume measure is uniform.
Theorem 1.2. Let \( n \geq 2 \) and let \( R > 0 \) be a constant. There exists \( \epsilon = \epsilon(n) > 0 \), which depends only on the dimension, such that, given a symmetric \( C^2 \)-smooth convex body \( K \) satisfying \( \| R - h_K \|_{C^2(S^{n-1})} \leq \epsilon(n)R \) and \( dc_K(u) = R^n du \), one has that \( K \) coincides with the Euclidean ball of radius \( R \).

Uniqueness questions such as Conjecture 1.1 are often related to Brunn-Minkowski type inequalities, and the equality cases in those inequalities. The classical Brunn-Minkowski inequality (in its multiplicative form) states that for every pair of Borel-measurable sets \( K \) and \( L \), and for a scalar \( \lambda \in [0, 1] \), one has

\[
|\lambda K + (1 - \lambda)L| \geq |K|^{\lambda}|L|^{1-\lambda}
\]

(in fact, we need to assume that \( \lambda K + (1 - \lambda)L \) is measurable as well). See, e.g., the extensive survey by Gardner [17] on the subject. Define the geometric average of convex bodies:

\[
\lambda K +_0 (1 - \lambda)L = \{ x \in \mathbb{R}^n : \langle x, u \rangle \leq h_K^\lambda(u)h_L^{1-\lambda}(u), \forall u \in S^{n-1} \}.
\]

The log-Brunn-Minkowski conjecture (see Boroczky, Lutwak, Yang, Zhang [7]) states that

\[
|\lambda K +_0 (1 - \lambda)L| \geq |K|^{\lambda}|L|^{1-\lambda}
\]

for every pair of symmetric convex sets \( K \) and \( L \). Important applications and motivations for this conjecture can be found in [8], [9]. In particular, it is equivalent to the famous B-conjecture (see [16]).

It is not difficult to see that the condition of symmetry in (2) is necessary. Böröczky, Lutwak, Yang and Zhang [7] showed that this conjecture holds for \( n = 2 \). Saroglou [46] and Cordero-Erasquin, Fradelizi, Maurey [16] proved that the conjecture is true when the sets \( K \) and \( L \) are unconditional (i.e. they are symmetric with respect to every coordinate hyperplane). Rotem [45] showed that log-Brunn-Minkowski conjecture holds for complex convex bodies. Note that the straightforward inclusion

\[
\lambda K +_0 (1 - \lambda)L \subseteq \lambda K + (1 - \lambda)L
\]

tells us that (2) is stronger than the classical Brunn-Minkowski inequality (1).

The structure of this paper is as follows: in Section 2 we discuss some preliminaries, in Section 3 we establish the stability of the log-Brunn-Minkowski inequality in the \( C^2 \) neighborhood of a ball, and in Section 4 we prove the Theorem 1.2.
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2. Preliminaries

We say that a convex body \( K \) is of class \( C^{2,+} \) if \( \partial K \) is of class \( C^2 \) and the Gauss curvature is strictly positive at every \( x \in \partial K \). In particular, if \( K \) is \( C^{2,+} \) then it admits unique outer unit normal \( \nu_K(x) \) at every boundary point \( x \). Recall that the Gauss map \( \nu_K : \partial K \to S^{n-1} \) is the map assigning the collection of unit normals to each point of \( \partial K \).

We recall that an orthonormal frame on the sphere is a map which associates a collection of \( n - 1 \) orthonormal vectors to every point of \( S^{n-1} \). Let \( \psi \in C^2(S^{n-1}) \); we denote by \( \psi_i(u) \) and \( \psi_{ij}(u) \), \( i, j \in \{1, \ldots, n - 1 \} \), the first and second covariant derivatives of \( \psi \) at
\( u \in S^{n-1} \), with respect to a fixed local orthonormal frame on an open subset of \( S^{n-1} \). We define the matrix

\[
Q(\psi; u) = (q_{ij})_{i,j=1,\ldots,n-1} = (\psi_{ij}(u) + \psi(u)\delta_{ij})_{i,j=1,\ldots,n-1},
\]

where the \( \delta_{ij} \)'s are the usual Kronecker symbols. On an occasion, instead of \( Q(\psi; u) \) we write \( Q(\psi) \). Note that \( Q(\psi; u) \) is symmetric by standard properties of covariant derivatives.

In what follows we shall often consider \( \psi \) to be a support function of a convex body \( K \). In this case \( Q(\psi) \) is called the curvature matrix of \( K \); this name comes from the fact that \( \det(Q(\psi)) \) is the density of the curvature measure \( s_K \), and therefore,

\[
|K| = \frac{1}{n} \int_{S^{n-1}} h_K(u) \det Q(h_K, u) du.
\]

(See, for instance, Koldobsky [22] for the proof.) We recall here a fact that will be frequently used in the paper (a proof can be deduced, for instance, from [48, Section 2.5]).

**Proposition 2.1.** Let \( K \in K^n \) and let \( h \) be its support function. Then \( K \) is of class \( C^{2,+} \) if and only if \( h \in C^{2}(S^{n-1}) \) and

\[
Q(h; u) > 0, \quad \forall u \in S^{n-1}.
\]

For \( g \in C^{2}(S^{n-1}) \), we set

\[
\|g\|_{C^{2}(S^{n-1})} = \|g\|_{L^\infty(S^{n-1})} + \|\nabla_s g\|_{L^\infty(S^{n-1})} + \sum_{i,j} \|g_{ij}\|_{L^\infty(S^{n-1})},
\]

where \( \nabla_s g \) denotes the spherical gradient of \( g \) (i.e. the vector having first covariant derivatives as components). We also set

\[
\|g\|_{L^2(S^{n-1})}^2 = \int_{S^{n-1}} g^2(u) du, \quad \|\nabla_s u\|_{L^2(S^{n-1})}^2 = \int_{S^{n-1}} \|\nabla_s(u)\|^2 du.
\]

### 2.1. Co-factor matrices

For a natural number \( N \), denote by \( \text{Sym}(N) \) the space of \( N \times N \) symmetric matrices. Given \( A \in \text{Sym}(N) \) we denote by \( a_{jk} \) its \( jk \)-th entry and write \( A = (a_{jk}) \). For \( j, k = 1, \ldots, N \) we set

\[
c_{jk}(A) = \frac{\partial \det}{\partial a_{jk}}(A).
\]

The matrix \( (c_{jk}(A)) \) is called the co-factor matrix of \( A \). We also set, for \( j, k, r, s = 1, \ldots, N \),

\[
c_{jk,rs}(A) = \frac{\partial^2 \det}{\partial a_{jk} \partial a_{rs}}(A).
\]

Recall that

\[
\det(A) = \frac{1}{N!} \sum \delta\left(\begin{array}{c} j_1, \ldots, j_N \\ k_1, \ldots, k_N \end{array}\right) a_{j_1k_1} \cdots a_{j_Nk_N},
\]

where the sum is taken over all possible indices \( j_s, k_s \in \{1, \ldots, N\} \) (for \( s = 1, \ldots, N \)) and the Kronecker symbol

\[
\delta\left(\begin{array}{c} j_1, \ldots, j_N \\ k_1, \ldots, k_N \end{array}\right).
\]
and (5), we derive for every \( j, k, r, s \):

\[
c_{jk}(A) = \frac{1}{(N-1)!} \sum \delta(j, j_1, \ldots, j_{N-1}) a_{jk} a_{j_{N-1}k_{N-1}},
\]

(7) \[
c_{jk,rs}(A) = \frac{1}{(N-2)!} \sum \delta(r, j, j_1, \ldots, j_{N-2}) a_{jk} a_{j_{N-2}k_{N-2}}.
\]

Remark 2.2. If \( A \in \text{Sym}(N) \) is invertible, then, by (7),

\[
(c_{jk}(A)) = \det(A) A^{-1}.
\]

In particular, if \( A = I_N \) (the identity matrix of order \( N \)), then \( (c_{jk}(I_N)) = I_N \).

Remark 2.3. Observe that, by (7), for every \( A = (a_{jk}) \in \text{Sym}(N) \),

\[
\sum_{j,k=1}^{N} c_{jk}(A) a_{jk} = N \det(A).
\]

Remark 2.4. Let \( A = (a_{ij}) \in \text{Sym}(N) \) and let \( M > 0 \) be such that

\[
|a_{jk}| \leq C, \quad \forall j, k = 1 \ldots, M.
\]

Then there exists some constant \( c = c(N) \) (i.e. depending only on \( N \)) such that, for every \( j, k, r, s = 1, \ldots, N \),

\[
|c_{jk}(A)| \leq c(N) M^{N-1}, \quad |c_{jk,rs}(A)| \leq c(N) M^{N-2}.
\]

Note that if \( g \equiv c \) on \( S^{n-1} \) then \( Q(g; u) = cI_{n-1} \) for every \( u \in S^{n-1} \).

2.2. The Cheng-Yau lemma and an extension. Let \( h \in C^{2,+}(S^{n-1}) \), and assume additionally that \( h \in C^3(S^{n-1}) \). Consider the co-factor matrix \( y \to C[Q(h; y)] \). This is a matrix of functions on \( S^{n-1} \). The lemma of Cheng and Yau (10) asserts that each column of this matrix is divergence-free.

Lemma 2.5 (Cheng-Yau.). Let \( h \in C^{2,+}(S^{n-1}) \cap C^3(S^{n-1}) \). Then, for every index \( j \in \{1, \ldots, n-1\} \) and for every \( y \in S^{n-1} \),

\[
\sum_{i=1}^{n-1} (c_{ij}[Q(h; y)])_i = 0,
\]

where the sub-script \( i \) denotes the derivative with respect to the \( i \)-th element of an orthonormal frame on \( S^{n-1} \).

For simplicity of notation we shall often write \( C(h), c_{ij}(h) \) and \( c_{ij,kl}(h) \) in place of \( C[Q(h)], c_{ij}[Q(h)] \) and \( c_{ij,kl}[Q(h)] \) respectively.

As a corollary of the previous result we have the following integration by parts formula. If \( h \in C^{2,+}(S^{n-1}) \cap C^3(S^{n-1}) \) and \( \psi, \phi \in C^2(S^{n-1}) \), then

(8) \[
\int_{S^{n-1}} \phi c_{ij}(h)(\psi_{ij} + \psi \delta_{ij})dy = \int_{S^{n-1}} \psi c_{ij}(h)(\phi_{ij} + \phi \delta_{ij})dy.
\]

The Lemma of Cheng and Yau admits the following extension (see Lemma 2.3 in the paper by the first-named author, Hug and Saorín-Gómez [14]). Note that we adopt the summation convention over repeated indices.
Lemma 2.6. Let $\psi \in C^2(S^{n-1})$ and $h \in C^2_+ (S^{n-1}) \cap C^3(S^{n-1})$. Then, for every $k \in \{1, \ldots, n-1\}$ and for every $y \in S^{n-1}$

$$
\sum_{l=1}^{n-1} (c_{ij,kl}(Q(h;y))(\psi_{ij} + \psi \delta_{ij}))_l = 0.
$$

Correspondingly we have, for every $h \in C^2_+ (S^{n-1}) \cap C^3(S^{n-1}), \psi, \varphi, \phi \in C^2(S^{n-1})$,

$$
\int_{S^{n-1}} \psi c_{ij,kl}(h)(\varphi_{ij} + \varphi \delta_{ij})(\phi_{kl} + \phi \delta_{kl})dy
$$

$$
= \int_{S^{n-1}} \phi c_{ij,kl}(h)(\varphi_{ij} + \varphi \delta_{ij})(\psi_{kl} + \psi \delta_{kl})dy.
$$

(9)

2.3. A Poincaré inequality for even functions on the sphere. Here we use some basic facts from the theory of spherical harmonics, which can be found, for instance in [48, Appendix]. We denote by $\Delta_\sigma$ the spherical Laplace operator (or Laplace-Beltrami operator), on $S^{n-1}$. The first eigenvalue of $\Delta_\sigma$ is 0, and the corresponding eigenspace is formed by constant functions. The second eigenvalue of $\Delta_\sigma$ is $n-1$, and the corresponding eigenspace is formed by the restrictions of linear functions of $\mathbb{R}^n$ to $S^{n-1}$. The third eigenvalue is $2n$, which implies, in particular, that for any even function $\psi \in C^2(S^{n-1})$ such that

$$
\int_{S^{n-1}} \psi du = 0,
$$

one has

(10)

$$
\int_{S^{n-1}} \psi^2 du \leq \frac{1}{2n} \int_{S^{n-1}} |\nabla_s \psi|^2 du.
$$

3. Computations of derivatives

Let $\psi \in C^2(S^{n-1})$, and let $s > 0$. We consider the function $h_s(u) = e^{s\psi(u)}$. We will denote derivatives with respect to the parameter $s$ by a dot, e.g.:

$$
\dot{h}_s(u) = \frac{d}{ds} h(u), \quad \ddot{h}_s(u) = \frac{d^2}{ds^2} h(u), \ldots
$$

Note that

(11)

$$
\dot{h}_s = \psi \dot{h}_s, \quad \ddot{h}_s = \psi^2 \dot{h}_s, \quad \dddot{h}_s = \psi^3 \dot{h}_s.
$$

Remark 3.1. As we may interchange the order of derivatives, for every $j, k = 1, \ldots, n-1$ we have

$$
q_{jk}(h) = \dot{q}_{jk}(h),
$$

and thus

$$
\dot{Q}(h) = Q(h).
$$

Similar equalities hold for successive derivatives in $s$.

Consider the volume function

(12)

$$
f(s) = \frac{1}{n} \int_{S^{n-1}} h_s(u) \det(Q(h_s; u))du.
$$

If $h_s$ is the support function of a convex body $K_s$ (as it will be in the sequel), $f$ represents the volume of $K_s$. 
Remark 3.2. The entries of $Q(h_s)$ are continuous functions of the second derivatives of $h_s$ and $Q(h_0) > 0$. Hence there exists $\eta_0 > 0$ such that if $\psi \in C^2(S^{n-1})$ is such that $\|\psi\|_{C^2(S^{n-1})} \leq \eta_0$, then

\begin{equation}
Q(e^{s\psi}; u) > 0 \quad \forall \ u \in S^{n-1}, \forall \ s \in [-2, 2].
\end{equation}

We shall use notation

\begin{equation}
\mathcal{U} = \{\psi \in C^2(S^{n-1}); \|\psi\|_{C^2(S^{n-1})} \leq \eta_0\}.
\end{equation}

Note that if $\psi \in \mathcal{U}$ then $f > 0$ in $[-2, 2]$. Moreover, in the case $h_0 \equiv 1$ we have $Q(h_0) = I_{n-1}$, and

\begin{equation}
f(0) = \frac{1}{n} |S^{n-1}|.
\end{equation}

Lemma 3.3. In the notations introduced above, we have, for every $s$:

\begin{equation}
f'(s) = \int_{S^{n-1}} \psi h_s \det(Q(h_s)) du;
\end{equation}

\begin{equation}
f''(s) = \int_{S^{n-1}} \left[\psi^2 h_s \det(Q(h_s)) + \psi h_s c_{jk}(h_s) q_{jk}(\psi h_s)\right] du;
\end{equation}

\begin{equation}
f'''(s) = \int_{S^{n-1}} h_s \left[\psi^3 \det(Q(h_s)) + 2\psi^2 c_{jk}(h_s) q_{jk}(\psi h_s)\right] du + \int_{S^{n-1}} h_s \left[\psi c_{jk,rs}(h_s) q_{jk}(\psi h_s) q_{rs}(\psi h_s) + c_{jk}(h_s) q_{jk}(\psi^2 h_s)\right] du.
\end{equation}

Proof. For brevity, we set

\[ c_{jk}(h) = c_{jk}(Q(h)). \]

We differentiate the function $f$ in $s$, and we adopt the summation convention over repeated indices.

\begin{align*}
f'(s) &= \frac{1}{n} \int_{S^{n-1}} \left[\dot{h} \det(Q(h)) + \dot{h} c_{jk}(h) \dot{q}_{jk}(h)\right] dy \\
&= \frac{1}{n} \int_{S^{n-1}} \left[\dot{h} \det(Q(h)) + \dot{h} c_{jk}(h) q_{jk}(\dot{h})\right] dy \\
&= \frac{1}{n} \int_{S^{n-1}} \left[\dot{h} \det(Q(h)) + \dot{h} c_{jk}(h) q_{jk}(h)\right] dy \\
&= \int_{S^{n-1}} \dot{h} \det(Q(h)) dy.
\end{align*}

Above we have used Remark 3.1 and the integration by parts formula (8).

Passing to the second derivative, we get:

\begin{align*}
f''(s) &= \int_{S^{n-1}} \left[\ddot{h} \det(Q(h)) + \ddot{h} c_{jk}(h) \dot{q}_{jk}(h)\right] du \\
&= \int_{S^{n-1}} \left[\ddot{h} \det(Q(h)) + \ddot{h} c_{jk}(h) q_{jk}(\dot{h})\right] du.
\end{align*}

Finally

\begin{align*}
f'''(s) &= \int_{S^{n-1}} \left[\dddot{h} \det(Q(h)) + 2\dddot{h} c_{jk}(h) q_{jk}(\dot{h})\right] du + \int_{S^{n-1}} \left\{\dddot{h} \left[c_{jk,rs}(h) q_{jk}(\dot{h}) q_{rs}(\dot{h}) + c_{jk} q_{jk}(\ddot{h})\right]\right\} du.
\end{align*}
Equalities (15), (16) and (17) follow from (11).

The next Corollary has appeared in [15].

Corollary 3.4. In the notations introduced before we have:

\[(18) \quad f'(0) = \int_{S^{n-1}} \psi du;\]
\[(19) \quad f''(0) = \int_{S^{n-1}} [n\psi^2 - |\nabla_s \psi|^2] du.\]

Proof. Equality (18) follows immediately from (15). Moreover, plugging \(s = 0\) in (16), and using the facts
\[c_{jk}(h_0) = \delta_{jk} \quad \text{and} \quad q_{jk}(\psi) = (\psi_{jk} + \psi \delta_{kj})\]
for every \(j, k = 1, \ldots, n - 1\), we get
\[f''(0) = \int_{S^{n-1}} [n\psi^2 + \psi \Delta_s \psi] du.\]

By the divergence theorem on \(S^{n-1}\) we deduce (19).

Lemma 3.5. For every \(\rho > 0\) there exists \(\eta > 0\), such that if \(\psi \in \mathcal{U}\) is an even function and it verifies:

- \(\int_{S^{n-1}} \psi du = 0;\)
- \(\|\psi\|_{C^2(S^{n-1})} \leq \eta;\)

then
\[|(\log f)'''(s)| \leq \rho \|\nabla_s \psi\|_{L^2(S^{n-1})}^2, \quad \forall \ s \in [-2, 2],\]
where \(f\) is defined as in (12) and \(h_s = e^{s\psi}\).

Proof. We have
\[(\log f)'''(s) = \frac{f'''(s)}{f(s)} - 3 \frac{f'(s)f''(s)}{f^2(s)} + 2 \frac{(f')^3(s)}{f^3(s)};\]
we first fix \(\eta_1 > 0\) such that \(\|\psi\|_{C^2(S^{n-1})} \leq \eta_1\) implies
\[f(s) \geq \frac{1}{4n}|S^{n-1}| = \frac{1}{4}f(0), \quad \forall \ s \in [-2, 2].\]
Hence
\[|(\log f)'''(s)| \leq C_0(|f'''(s)| + |f'(s)f''(s)| + |(f')^3(s)|) = C_0(T_1 + T_2 + T_3),\]
for some constant \(C_0 = C_0(n) = \frac{|S^{n-1}|}{n}\). Throughout this proof, we will denote by \(C\) a generic positive constant dependent on the dimension \(n\) and \(\eta_1\).

Bound of the term \(T_3\). There exists \(C\) such that
\[\|h_s\|_{C^2(S^{n-1})} = \|e^{s\psi}\|_{C^2(S^{n-1})} \leq C,\]
for every \(s \in [-2, 2]\) and every \(\psi \in \mathcal{U}\). Therefore
\[h_s(u) \det(Q(h_s; u)) \leq C, \quad \forall \ \psi \in \mathcal{U}.\]
Consequently, by Lemma 3.3 we may write two types of estimates
\[|f'(s)| \leq C\|\psi\|_{C^2(S^{n-1})}, \quad |f''(s)| \leq C\|\psi\|_{L^2(S^{n-1})}.\]
By (10), there exists \( \eta' > 0 \) such that

\[
|f''(s)| \leq C \| \psi \|^2_{L^2(\mathbb{R}^n)} + \int_{\mathbb{R}^n} \psi h_s c_{jk}(h_s)(\psi h_s \delta_{jk} + (\psi h_s)_{jk}) du
\]

if \( \psi \) verifies \( \| \psi \|^2_{C^2(\mathbb{R}^n)} \leq \eta' \).

**Bound of the term** \( T_2 \). By Lemma 3.3 (10) and the integration by parts formula (8), we have

\[
|f''(s)| \leq C \| \psi \|^2_{L^2(\mathbb{R}^n)} + \int_{\mathbb{R}^n} \psi h_s c_{jk}(h_s)(\psi h_s \delta_{jk} + (\psi h_s)_{jk}) du
\]

\[
\leq C \| \psi \|^2_{L^2(\mathbb{R}^n)} + \int_{\mathbb{R}^n} c_{jk}(h_s)(\psi h_s)_j(\psi h_s)_k du
\]

\[
\leq C \| \psi \|^2_{L^2(\mathbb{R}^n)} + C \| \nabla_s \psi \|^2_{L^2(\mathbb{R}^n)}
\]

(note that the first term was bounded using the argument as for the previous part of this proof). Hence we have the bound (20) for \( T_2 \) as well.

**Bound of the term** \( T_1 \). Equality (17) provides an expression of \( f'''(s) \) as the sum of four terms. Each of them can be treated as in the previous two cases, with the exception of \( \int_{\mathbb{R}^n} \psi h_s c_{jk,rs}(h_s) q_{rs}(\psi h_s) q_{jk}(\psi h_s) du \). We estimate it as follows:

\[
\left| \int_{\mathbb{R}^n} \psi h_s c_{jk,rs}(h_s) q_{rs}(\psi h_s) q_{jk}(\psi h_s) du \right|
\]

\[
\leq \int_{\mathbb{R}^n} \psi^2 h_s^2 c_{jk,rs}(h_s) q_{rs}(\psi h_s) \delta_{jk} du + \int_{\mathbb{R}^n} \psi h_s c_{jk,rs}(h_s) q_{rs}(\psi h_s)(\psi h_s)_{jk} du
\]

\[
\leq C \| \psi \|_{C^2(\mathbb{R}^n)} \| \psi \|^2_{L^2(\mathbb{R}^n)} + \int_{\mathbb{R}^n} c_{jk,rs}(h_s) q_{rs}(\psi h_s)(\psi h_s)_j(\psi h_s)_k du
\]

\[
\leq C \| \psi \|_{C^2(\mathbb{R}^n)} \| \psi \|^2_{L^2(\mathbb{R}^n)} + C \| \psi \|_{C^2(\mathbb{R}^n)} \| \nabla_s \psi \|^2_{L^2(\mathbb{R}^n)}
\]

We deduce that the upper bound (20) can be established for \( T_1 \). This concludes the proof. \( \square \)

**Lemma 3.6.** Let \( f \) be defined by (12). There exists \( \eta > 0 \) such that for every even \( \psi \in \mathcal{U} \) so that \( \| \psi \|_{C^2(\mathbb{R}^n)} \leq \eta \), the function \( \log(f(s)) \), is concave in \([-2, 2]\). Moreover it is strictly concave in this interval unless \( \psi \) is constant.

**Proof.** We first assume that

\[
(\log f)'''(s) = (\log f)'''(0) + s(\log f)''(0) = \frac{f(0)f''(0) - f'(0)^2}{f(0)^2} + s(\log f)''(0).
\]

It is shown in Lemma 3.3 that, for an arbitrary \( \rho > 0 \) there exists \( \eta > 0 \) such that if \( \| \psi \|_{C^2(\mathbb{R}^n)} \leq \eta \) then

\[
(\log f)'''(s) \leq \rho \| \nabla_s \psi \|^2_{L^2(\mathbb{R}^n)}, \quad \forall s \in [-2, 2].
\]
Using the last inequality along with Lemma 3.4 and (21) we have
\[(\log f)''(s) \leq \frac{1}{|S^{n-1}|} \int_{S^{n-1}} (n\psi^2(u) - |\nabla_s\psi(u)||^2)du + \rho||\nabla_s\psi||^2_{L^2}.
\]
By (10) we deduce
\[(\log f)''(s) \leq ||\nabla_s\psi||^2_{L^2(S^{n-1})} \left(2\rho - \frac{1}{2|S^{n-1}|}\right),
\]
which is negative as long as
\[\rho < \frac{1}{4|S^{n-1}|},
\]
and, with this choice, strictly negative unless \(\psi\) is a constant function.

Next we drop the assumption (21). For \(\psi \in C^2(S^{n-1})\), let
\[m_\psi = \frac{1}{|S^{n-1}|} \int_{S^{n-1}} \psi du, \quad \text{and} \quad \tilde{\psi} = \psi - m_\psi.
\]
Clearly \(\tilde{\psi} \in C^2(S^{n-1})\) and \(\tilde{\psi}\) verifies condition (21). Moreover,
\[||\tilde{\psi}||_{C^2(S^{n-1})} \leq ||\psi||_{C^2(S^{n-1})} + |m_\psi| \leq 2||\psi||_{C^2(S^{n-1})}.
\]
Consequently, \(\tilde{\psi} \in \mathcal{U}\) if \(||\psi||_{C^2(S^{n-1})} \leq \eta_0/2\). We also have:
\[\tilde{h}_s := e^{s\tilde{\psi}} = e^{s(\psi - m_\psi)} = e^{-sm_\psi} h_s.
\]
Hence
\[Q(\tilde{h}_s) = e^{-sm_\psi} Q(h_s).
\]
Consider
\[\tilde{f}(s) := \frac{1}{n} \int_{S^{n-1}} \tilde{h}_s \det(Q(\tilde{h}_s))du = e^{-nsm_\psi} f(s).
\]
We observe that \(\log(\tilde{f})\) and \(\log(f)\) differ by a linear term and convexity (resp. strict convexity) of \(f\) is equivalent to convexity (resp. strict convexity) of \(\tilde{f}\). On the other hand, by the first part of this proof \(\log(\tilde{f})\) is concave as long as \(||\tilde{\psi}||_{C^2(S^{n-1})}\) is sufficiently small, and this condition is verified when, in turn, \(||\psi||_{C^2(S^{n-1})}\) is sufficiently small. The proof is concluded.

\[\square\]

4. PROOF OF THE THEOREM.

We denote by \(B^n_2\) the unit ball in \(\mathbb{R}^n\), centered at the origin. The next Lemma significantly strengthens Theorem 1.4 from [15] in the case of Lebesgue measure, since we establish the existence of the neighborhood whose radius depends on dimension only. We remark, that it follows from a very recent Theorem 1.2 by Kolesnikov and Milman [25], which was unknown to us as of this writing.

**Lemma 4.1.** Let \(R > 0\) and \(n \geq 2\). There exists \(\varepsilon(n)\) such that for every symmetric convex \(C^2\)-smooth body \(K\) in \(\mathbb{R}^n\) such that \(\|h - R\|_{C^2(S^{n-1})} \leq \varepsilon(n)R\), where \(h\) is the support function of \(K\), we have
\[|\lambda K +_0 (1 - \lambda)(RB^n_2)| \geq |K|^\lambda |RB^n_2|^{1-\lambda} \quad \forall \lambda \in [0, 1].
\]
Moreover, equality holds if and only if \(K\) is a ball centered at the origin.
Proof. We assume $R = 1$; the general case can be deduced by a scaling argument.

We first suppose that $\|h - 1\|_{C^2(S^{n-1})} \leq 1/4$. This implies that $h > 0$ on $S^{n-1}$ and therefore we may write $h$ in the form $h = e^{\psi}$, where $\psi = \log(h) \in C^2(S^{n-1})$.

We select $\varepsilon_0 > 0$ such that $\|h - 1\|_{C^2(S^{n-1})} \leq \varepsilon_0$ implies $\|\psi\|_{C^2(S^{n-1})} \leq \eta_0$, i.e. $\psi \in U$ (see Remark 3.2). As a consequence of Proposition 2.1, $h_s = e^{s\psi}$ is the support function of a $C^{2,\beta}$ convex body, for every $s \in [-2, 2]$. In particular, for every $\lambda \in [0, 1]$, the function $e^{\lambda\psi}$ is the support function of $K^\lambda(B^n_2)^{1-\lambda}$.

There exists $\varepsilon > 0$ such that $\|h - 1\|_{C^2(S^{n-1})} \leq \varepsilon$ implies $\|\psi\|_{C^2(S^{n-1})} \leq \eta$, where $\eta > 0$ is the quantity indicated in Lemma 3.6. By the conclusion of Lemma 3.6 the function $f(\lambda) = |K^\lambda(B^n_2)|^{1-\lambda}$ is log-concave, and hence (22) follows. The equality case follows from the fact that the log-concavity of $f$ is strict unless $\psi$ is a constant function, which corresponds to the case when $K$ is a ball.

Lemma 4.1 implies:

**Lemma 4.2.** Let $R > 0$. Let $K$ be a symmetric strictly convex smooth body in $\mathbb{R}^n$, such that $\|h - R\|_{C^2(S^{n-1})} \leq \varepsilon(n)R$, where $h$ is the support function of $K$, and $\varepsilon(n)$ refers to Lemma 4.1. Then

\[
\int_{S^{n-1}} \log \frac{R}{h_K} dK(u) \geq |K| \log \frac{|K|}{|RB^n_2|},
\]

and

\[
\int_{S^{n-1}} \log \frac{h_K}{R} dRB^n_2(u) \geq |RB^n_2| \log \frac{|RB^n_2|}{|K|}.
\]

Moreover, the inequality in both inequalities holds if and only if $K$ is a Euclidean ball.

The implication Lemma 4.1 $\Rightarrow$ Lemma 4.2 follows from the fact that for every fixed pair of convex bodies $K$ and $L$, the validity of (22) implies the validity of (23) and (24), together with their equality cases, as was proved in [7]. We remark that for the reverse implication one requires the validity of log-Minkowski inequality for a larger class of sets, but that is not the direction we require.

**Remark 4.3.** Inequality (24), in fact, holds for symmetric convex sets $K$ not necessarily in a neighborhood of a ball; this is a simple consequence of Blaschke-Santaló inequality, and was proved by Guan and Ni in [20].

4.1. **Proof of the Theorem 1.2** Firstly, by integrating the condition $dK(u) = R^n du$ over the sphere, we get $|K| = |RB^n_2|$. Therefore, by (23)

\[
\int_{S^{n-1}} \log \frac{R}{h_K} dK(u) \geq 0,
\]

or, equivalently,

\[
\int_{S^{n-1}} \log RdK(u) \geq \int_{S^{n-1}} \log h_K dK(u).
\]

Using the fact that $dK(u) = R^n du$ once again, and then applying (24) we see that the right hand side of the above is equal to

\[
\int_{S^{n-1}} \log h_K dRB^n_2(u) \geq \int_{S^{n-1}} \log RD^n_2(u).
\]
Using the condition of the theorem once more, we see that the above is equal to
\[
\int_{S^{n-1}} \log Rdc_K(u).
\]
We have obtained a chain of inequalities starting and ending with the same expression, and hence equality must hold in all the inequalities. By Lemma 4.2 we conclude that \( K \) is a Euclidean ball. Since, in addition, \( |K| = |RB^n_2| \), we see that \( K = RB^n_2 \), which finishes the proof of the theorem. \( \square \)
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