Statistical criterion for comparison of binary classifier accuracy
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Abstract. An ABC-method (Accuracy Binary Classifier) for a more accurate assessment of the binary classifier's quality compared to the ROC-method (Receiver Operating Characteristic) is proposed. The ABC-method is suitable for quantitative and qualitative measures in independent and dependent small samples and it is not limited by the laws of distribution of objects in a sample. The ABC-method is effective for classification issues in different scientific and applied fields: IT, physical, technical, medical.

1. Introduction

The effectiveness of computer decision support systems is determined by the quality of diagnostic algorithms, based on which decisions about the current state of the object are made. Binary classifiers (hereinafter referred to as BC), which classifies the object under study as a class with a positive or negative property, are used in many application fields, such as physical and technical problems [1], medical diagnostics [2, 3], machine learning [4–6].

A popular tool for analyzing of diagnostic systems is the method of Receiver Operating Characteristic (ROC). The ROC analysis principle is the comparison of the sensitivity and specificity of the test in the form of the ROC curve, and the area under this curve (AUC) is used to characterize the binary classifier's quality [7–10]. For analyzing a BC's quality, measures of two BCs are compared, for example, on training and test datasets. Series of tests are usually performed, and the mean values of their AUCs are compared with each other, for example, using the Student t-test [10] to compare two binary classifiers by means of the ROC method. Therefore, the AUC value is a generalized measure of the BC quality.

The binary classifier's accuracy evaluates based on the priority classes are important for the applied fields. In this paper, the Accuracy Binary Classifier (ABC) method is proposed for the analysis of the binary classifier's accuracy with different options of class priority.

2. Analysis of binary classifiers accuracy by ABC-method

A binary classifier refers the object to a class with a positive (P) or a negative (N) property, but a misclassification is possible.

The binary classifier is characterized by the main indicators (classes):
– TP (True Positives) - correctly classified positive cases;
– FN (False Negatives) - positive cases classified as negative (type I error);
– TN (True Negatives) - correctly classified negative cases;
– FP (False Positives) - negative cases classified as positive (type II error).

Let us consider the problem of comparing of BC1 and BC2 binary classifiers' indicators, for which \( k_i \) and \( m_i \) of cases for the main classes are given in Table 1.

| Classifier | TP | FN | TN | FP |
|------------|----|----|----|----|
| BC1        | \( k_1 \) | \( k_2 \) | \( k_3 \) | \( k_4 \) |
| BC2        | \( m_1 \) | \( m_2 \) | \( m_3 \) | \( m_4 \) |

Relative measures for BC’s are as follows:
– sensitivity is the percentage of correctly classified positive cases
  \[ Se = \frac{100 \cdot TP}{TP + FN} \text{ (\%)}. \]
– specificity is the percentage of correctly classified negative cases
  \[ Sp = \frac{100 \cdot TN}{TP + FP} \text{ (\%)}. \]

Often, some classes have a higher priority, for example, in such fields as diagnosis the presence of the disease, establishing a critical level in the regulation of physical and technological processes, etc. In these cases, the classifier's accuracy assessments based on the priority classes have great importance. The ABC method principle consists in the analysis of significance of differences between two binary classifiers' measures using the statistic test for different options of class priority.

Let us consider the application of the ABC method to different options for selecting priority classes: 1) TP and FN; 2) TN and FP; 3) TP and TN.

Let the ratio between BC1 and BC2 for option 1 is given in table 2 with the following measures:
– percentage of correctly classified positive cases by BC1
  \[ P_1 = \frac{100 \cdot TP}{TP + FN} = \frac{100 \cdot k_1}{k_1 + k_2} \text{ (\%)}. \]
– percentage of correctly classified positive cases by BC2
  \[ P_2 = \frac{100 \cdot TP}{TP + FP} = \frac{100 \cdot m_1}{m_1 + m_2} \text{ (\%)}. \]

In Table 2, for Option 1, "Yes" means correct classification and "No" means misclassification of positive cases.

| Classifier | Yes | No |
|------------|-----|----|
| BC1        | \( P_1 \) | \( 100 - P_1 \) |
| BC2        | \( P_2 \) | \( 100 - P_2 \) |

To identify the significance of the difference between the percentages \( P_1 \) and \( P_2 \), let us consider the algorithm of the statistical (angular) \( F \)-ratio test [11].

Step 1. The largest percentage is chosen from the percentages \( P_1 \) and \( P_2 \), for example, it is \( P_1 \). The principal hypothesis \( H_0 = \{ P_1 \leq P_2 \} \) and alternative hypothesis \( H_1 = \{ P_1 > P_2 \} \) are formulated.

Step 2. The angles for \( P_1 \) and \( P_2 \) (in radians) are calculated by equations
  \[ \varphi_1 = 2 \arcsin \left( \frac{P_1}{100} \right)^{1/2}, \quad \varphi_2 = 2 \arcsin \left( \frac{P_2}{100} \right)^{1/2}, \quad (1) \]
and the empirical value $\varphi$ of the test is calculated by the equation

$$\varphi = (\varphi_1 - \varphi_2) \cdot \left(\frac{nm}{n+m}\right)^{1/2},$$  \hspace{1cm} (2)$$

where $n = k_1 + k_2, m = m_1 + m_2$.

**Step 3.** The critical value is chosen from the corresponding table [11] in accordance with the significance level $q$, for example,

$$\varphi_{cr} = \begin{cases} 1.64, & \text{if } q \leq 0.05, \\ 2.28, & \text{if } q \leq 0.01. \end{cases}$$

If $\varphi \geq \varphi_{cr}$, the $H_0$ hypothesis is rejected and, therefore, the inequality $P_1 > P_2$ is true at the significance level $q$.

In case of Option 2 with the priority classes $TN$ and $FP$, for negative cases according to table 1, the corresponding percentages are as follows

$$P_1 = \frac{100 \cdot TN}{TN + FP} = \frac{100 \cdot k_3}{k_3 + k_4} \%,$$

$$P_2 = \frac{100 \cdot TN}{TN + FP} = \frac{100 \cdot m_3}{m_3 + m_4} \%,$$

and in the equation (2) $n = k_3 + k_4, m = m_3 + m_4$.

In case of Option 3 with the priority classes $TP$ and $TN$, for the classification accuracy evaluated sample as a whole set, the corresponding percentages according to Table 1 are equal to

$$P_1 = \frac{(k_1 + k_3) \cdot 100}{n} \%,$$

$$P_2 = \frac{(m_1 + m_3) \cdot 100}{m} \%.$$  

Here and in equation (2) $n = k_1 + k_2 + k_3 + k_4, m = m_1 + m_2 + m_3 + m_4$.

The used statistical criterion is universal with simple limitations in its application [11]:

1) the measurement can be carried out in both quantitative and qualitative scale;
2) the sample characteristics can be both dependent and independent without limitation by the laws of their distributions;
3) the lower limit for the parameters $n$ and $m$ should be at least 5 objects without constraints to upper limit.

**Remark.** Statistical tests for comparing frequencies based on binomial distributions suggest an equal possibility of the studied property in the classification objects [12], which is not always feasible. For example, in medical diagnosis, the probability of diseases depends on the patients' sex and age.

The ABC method allows us a more accurate comparison of the measures of two binary classifiers with different options of class priority. In case of option 1, the BC accuracy is assessed relative to the classification of positive cases. In case of option 2, the BC accuracy is assessed relative to the classification of negative cases. In case of option 3, the correct BC classification accuracy is assessed relative to type I and II errors. The ABC method application for three options provides a system analysis of the BC's accuracy.

Contrary to ABC method, AUC is a generalized characteristic of the BC's quality in the ROC method. For estimating the AUC, it is necessary using a quadrature with a small number of nodes, which leads to errors [13]. Besides, for comparing the quality of two binary classifiers by the ROC method, a series of tests are usually performed, and then the mean values of their AUCs are compared with each other, for example, using the Student $t$-test [10]. It is necessary to take into account the conditions of the applicability of the comparison criteria for the mean values. For example, the Student $t$-test is applicable only for two independent samples with a general characteristic, obeying the normal
law with the same variances [14]. Similar requirements to homogeneity criteria limit the application of the ROC-method for comparing the quality of binary classifiers.

3. Conclusions

The advantage of the proposed ABC method is the possibility of obtaining an estimate of the accuracy of binary classifiers in different priority classes. This allows us to perform a system analysis of the binary classifier's quality.

Contrary to the ROC method, the ABC method is universal due to following specifics:
1) a more accurate analysis of the binary classifier quality for quantitative and qualitative measures is allowed, while the ROC method is applicable for quantitative characteristics only [15-17];
2) it is visual and does not require users to have additional knowledge of analytical statistics and computational mathematics;
3) it has no limits in distribution law of sample objects in contrast to binomial statistical criteria.
4) it is suitable for both independent and dependent small samples.

The binary classifier's accuracy assessments based on the priority classes are currently important for the applied issues. The ABC method is effective in designing and different training options for binary classifiers due to its advantages [10].

The ABC method universality is extended possibilities of the binary classifier's quality analysis in important scientific and applied fields, for example, information technology [4-6], physical, engineering and medical issues [1-3].
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