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How to select proper relay nodes to ensure the successful delivery of messages is still a hot topic in delay tolerant networks (DTN). In this paper, we propose a probabilistic Spray-and-Wait routing algorithm based on node interest preference (called NIP-PSW). Firstly, considering the influence of the social attributes of nodes, we define a metric called node interest preference (NIP) to measure the probability of nodes becoming friends. Secondly, in view of the influence of node quality and connection time between nodes on message forwarding, we define the delivery probability (DP). Finally, according to the historical information of nodes, the node interest similarity (NIS) is proposed. In spray phase, NIP and DP are used to select the relay node and allocate the number of message copies adaptively. In wait phase, it is judged whether to forward the message to the encountering nodes again according to the NIS and the DP. In addition, the concept of message storage value (MSV) and the acknowledgment (ACK) mechanism are introduced to manage the buffer of nodes. The simulation results show that the NIP-PSW not only can significantly improve the delivery rate and reduce the average delay but also shows good performance in network overhead and average number of hops.

1. Introduction

The delay/disruption tolerant network (DTN) generally refers to a kind of network in which nodes are connected intermittently or even interrupted for a long time due to environmental and resource problems, resulting in high latency [1, 2]. Different from the traditional network, the DTN shows the characteristics of frequent splitting of the connection state between nodes, the network topology changes randomly, no stable end-to-end transmission path, and the energy resources of the nodes are limited. So, the transmission protocol of the traditional network cannot be applied to DTN. Therefore, DTN uses the LTP transmission protocol [3] and the “Store-Carry-Forward” mechanism to forward messages [4].

In recent years, many DTN routing algorithms have been proposed. Classical algorithms include Epidemic [5] algorithm based on flooding strategy, Prophet [6] algorithm based on probability, and Spray-and-Wait [7] algorithm to limit the number of message copies. With the development of wireless communication technology and the popularization of communication equipment, the network communication environment has shown regular social attributes due to the social laws of humans. The communication between nodes no longer simply relies on random encounter opportunities to complete message forwarding but presents a stable social attribute. For example, two men who frequently visit the same place indicate that they may have common interests and hobbies, and the probability of encountering between them will be higher. In addition, the more friends in common, the higher the probability of them being friends. Therefore, in DTN, considering the social relationship of nodes, applying it to the routing strategy will greatly improve the efficiency of the routing algorithm. For example, Bubble Rapp [8] algorithm divides each
node into a community, then sorts the rank of each node in the community and forwards messages to a higher rank node. SimBet [9] algorithm calculates the utility function through the intermediate degree and similarity in the community.

However, the classic algorithms mentioned above exist many problems. For example, the Spray-and-Wait algorithm does not consider the performance of the relay node when forwarding messages, only uses a relatively single stop and wait protocol in the wait phase, and does not fully consider the opportunities of encountering other nodes. The Prophet algorithm only considers the historical encounter records between nodes, ignoring the influence of the connection time between nodes and the resource status of the nodes on message forwarding. In response to these problems, many studies have made improvements. In [10], considering the influence of connection time on message delivery, when calculating the delivery probability, the connection time between nodes is introduced. In [11], the number of message copies is dynamically allocated according to nodes' delivery probability. NPSW [12], introducing the activity of node, forwards messages to a node with higher activity. However, the above routing algorithms do not consider that the ability of nodes to deliver messages will change with network conditions. When calculating the delivery probability, each node updates the probability on the basis of the same default probability, which ignores the difference of nodes.

Furthermore, the performance of the routing algorithm will be greatly improved when the social attributes between nodes are considered. In [13], the social circle of nodes is divided according to the historical encounter records of the nodes. The node in the same social circle as the destination node is preferentially selected as a relay node to increase the delivery rate. The paper [14] considers that in society, human life is regular, they often appear in certain places at a certain time. So temporal and spatial attributes of nodes are introduced into the routing algorithm. In [15], it presents a comprehensive research of human mobility issues in three aspects: human mobility characteristics, mobility traces, and mobility prediction. It shows that nodes with higher social similarity are more likely to be divided into the same community, the more opportunities they have to meet, and the more likely they are to forward messages. These studies show that each node possesses many social attributes due to the social connections of the people carrying these devices in social networks. So, reasonable use of these attributes will improve the efficiency of our algorithm to a certain extent.

However, the biggest difficulty is which social attributes to use and how to quantify these attributes. The paper [14] only considers historical encounter nodes to divide social circles. The article [16] introduces a variety of social attributes, but when considering the mobile similarity, differences in nodes’ interest in different areas are ignored. The access frequency of nodes to different areas is different. The more visits to an area, the higher the node’s interest in this area. In addition, most of these algorithms ignore a problem. Although these nodes with high social similarity may have a greater chance of encountering, it does not mean that they can successfully deliver messages between them. Therefore, whether they can successfully forward message is also a problem that needs to be considered.

Based on this background, this paper proposes a probabilistic Spray-and-Wait routing algorithm based on node interest preference (called NIP-PSW). First, we not only record the area that the node has visited but also record the number of visits to the area, so as to distinguish the degree of interest of nodes in different areas. Second, we call the encounter nodes of a node as friend nodes and then use the number of encounters to measure the friendliness between nodes. We quantify the two aspects of data with two vectors to abstract the social attribute of nodes into multidimension. Finally, we estimate the similarity of node interests through cosine similarity. Furthermore, in addition to considering the node interest, we introduce delivery probability to measure the node’s ability to deliver messages. The delivery probability of a node is not only affected by the state of the network but also related to the state of the node. Therefore, when calculating the delivery probability, we not only pay attention to the influence of the network state but also consider the differences between nodes. And we introduce the node quality and probability impact factor to calculate the node delivery probability. The main contributions are summarized as follows.

(i) We propose a new metric called node interest preference (NIP) based on the social attributes of nodes. The NIP, considering both the historical encounter records of nodes and the geographical areas the nodes passed by, is used to determine the possibility of becoming friends between the nodes and predict the possibility of the relay node encountering the destination node.

(ii) We present a metric called quality of node (QoN) to reflect the ability of the node to process messages. Then, the probability impact factor (PIF) is proposed to measure the condition of the network and the strength of connections. Based on QoN and PIF, we define an adaptive delivery probability. We use this delivery probability and NIP to improve the spray phase of Spray-and-Wait Algorithm. In addition, the delivery probability is used to adjust the distribution of message copies.

(iii) We propose a concept called node interest similarity (NIS) to measure the relationship of nodes’ interests. In wait phase, the messages will be forwarded to a node with higher NIS and delivery probability to the destination node.

(iv) Finally, we define a concept called message storage value (MSV) to manage nodes’ buffer. When nodes’ buffer is insufficient to receive new messages, the message with the smallest MSV value will be deleted.

The rest of this paper is organized as follows. We discuss the related work in Section 2. In Section 3, the main designs of our algorithm are introduced. Section 4 presents the
details of NIP-PSW. The simulation setup and results are discussed in Section 5. In Section 6, some conclusions are provided and the future work is also pointed out.

2. Related Work

Designing an efficient and low-consumption routing algorithm is the key to solving the problems in the delay tolerant network. Since the development of the delay tolerant network, many algorithms have been proposed. Epidemic [5] algorithm is a routing algorithm based on the flooding strategy. It draws on the idea of infectious diseases in biology. Each node carrying a message will replicate the message to the encountering node like an infectious disease, to maximize the message delivery rate. At the same time, the Epidemic algorithm caused more waste of resources and redundant copies of messages. Prophet [6] is also one of the classic algorithms. Relying on the historical information of the nodes, it believes that two nodes that were often encountered in the past are likely to encounter again in the future. Based on this, it introduces the concept of delivery probability to limit the flooding between messages and selects nodes with a higher delivery probability to carry messages. However, the overhead of the Prophet is still very high, and it does not consider the current connection status between nodes. Spray-and-Wait [7] reduces the overhead of network resources by limiting the number of message copies. The source node of a message primitives carries a fixed number of copies and, after encountering other nodes, allocates one copy of the message to the encountering node. When the number of message copies held by a node is 1, the node will enter the wait phase, and the message will not be forwarded until the destination node is encountered. However, the Spray-and-Wait algorithm does not screen the relay nodes in the spray phase, but blindly forwards the message directly, and when assigning copies, it does not fully consider the situation of the nodes and allocates the message copies unreasonably. In addition, the wait phase does not make full use of the opportunity to encounter other nodes, resulting in a high delay.

Many existing studies have also made improvements to the problems of these classic algorithms. Wang et al. [10] considered that the connection time has an important influence on the successful forwarding of messages and proposed a probabilistic routing algorithm based on the connection time. This algorithm introduces the connection time on the basis of the Prophet algorithm, which can screen out better relay nodes and improve the message delivery rate effectively. Kim et al. [11] proposed a probability-based spray and wait protocol in delay tolerant networks, which allocates message copies according to the ratio of the probability of nodes. Dai et al. [12] analyzed that the node in the wait phase did not take advantage of the opportunity to encounter other nodes and just waited for the encounter with the destination node, which brings about the high delay and low delivery rate, so they proposed the NPSW algorithm. This algorithm forwards message to the node with a higher delivery rate in the wait phase. Wu et al. [17] considered that the higher the activity of a node, the more opportunities for the node to exchange information with other nodes, so they proposed a Spray-and-Wait routing algorithm based on node activity, which chose to distribute messages to nodes with higher activity, and the higher the activity, the more copies are allocated. Wu et al. [13] introduced the influence of the social and geographic attributes of the node on routing algorithm and the dead-end problem (A node has a high delivery rate but it will not encounter the destination node and will not forward the message, causing the message to be stored in its buffer until the message is discarded) in the wait phase, so they proposed the SCAW algorithm. This algorithm divides social circle based on the historical encounter records of nodes. Based on the social circle, geographical routing and probabilistic routing are used to select relay nodes, then the method of respraying is used in the wait phase to add message copies and increases the message delivery rate. Cui et al. [18] proposed the concept of quality of node and use the quality of node to dynamically allocate the number of message copies. Jia et al. [14] believed that some nodes that often appear at the same time and in the same place are easier to exchange information, so they proposed the GTSP algorithm, which improves the message delivery rate to a certain extent. Wei et al. [19] also considered the influence of node connection on message forwarding and proposed node connection strength to redefine the delivery probability. They use this probability to select relay nodes and allocate message copies adaptively. Hu et al. [20] considering the problems of the Spray-and-Wait algorithm defined a metric to select the encountered nodes according to the movement state in the spray phase. And the number of message copies is distributed adaptively by the metric. In the wait phase, the message is forwarded to the node with higher activity.

Although these algorithms have made improvements to many problems existing in classic algorithms, many algorithms are not comprehensive enough to solve the problems. Some only consider the influence of connection time on message forwarding; the influence of the current node’s or the relay node’s condition was ignored. Some algorithms ignore the impact of copy allocation on the algorithm. Although some do consider it, they do not consider whether the current node is capable of receiving messages. Other algorithms use the attributes of time and space in social networks as an important metric to select relay nodes, but they only make simple records and do not make full use of these attributes to make decisions.

To address the issues mentioned above, this paper proposes an algorithm based on node interest preference. Because of the social attributes showed by nodes, it is believed that nodes with more mutual friends are more likely to exchange information when they often appear in the same area. So, we propose a new metric for selecting relay nodes, which is defined as node interest preference. At the same time, to ensure that the delivery probability is adjusted adaptively according to the network condition and the node’s condition, the concept of quality of node is introduced. In addition, the connection time and the buffer size of the
encountered nodes are also considered to calculate the delivery probability. In spray phase, we select the appropriate relay node according to NIP and delivery probability and then dynamically adjust the number of message copies according to the proportion of delivery probability. It is also reasonable to use the delivery probability to adjust the message copy because the distribution of the message copy by the delivery probability not only considers the relationship between the source node and the relay node but also considers the buffer size of both nodes. In wait phase, the node interest similarity is introduced as a metric to judge the interest relationship between the relay node and the destination node. If the value is large and the delivery probability is also high, it is considered that the relay node has the same interest as the destination node, and there is a high probability of encountering the destination node, so a copy of the message is replicated to the node. Finally, to reduce the impact of the insufficient buffer of nodes on the entire routing algorithm, the concept of message storage value is introduced, and preferentially discard messages with lower storage value. In addition, we also introduce the ACK mechanism to delete messages that have been successfully forwarded in the node and delete redundant message copies in time.

3. System Design

3.1. Network Model. In real society, people who often go to the same place usually indicate that they have common interests and hobbies, the more likely they are to be friends. Based on the stable social attributes that exist between nodes, it is found that nodes often appear in the same area are more likely to have the opportunity to forward messages. Therefore, we divide the whole area into many subareas and use \( R_i = \{ r_k | 1 \leq k \leq m \} \) to record the subareas passed by node \( v_i \), where \( r_k \) denotes the \( k \)th sub-area and \( m \) is the total number of subareas. We use the vector \( W_{R_i} = \langle w_k | 1 \leq k \leq m \rangle \) to record the number of times that node \( v_i \) passes through each subarea in \( R_i \), where \( w_k \) is the number of times that \( v_i \) passed the subarea \( r_k \). In addition, \( V_i^E = \{ v_j | 1 \leq j \leq n \} \) is used to record the nodes that \( v_i \) encountered, where \( n \) is the total number of nodes. And \( WV_i^E = \langle w_j | 1 \leq j \leq n \rangle \) is used to record the times of \( v_i \) encountering the nodes in \( V_i^E \), where \( w_j \) is the times that \( v_i \) encounters \( v_j \). The summary of important used variables in the paper is listed in Table 1.

We take Figure 1 as an example to illustrate how node \( v_1 \) records the data mentioned above from time \( t_0 \) to \( t_3 \). In the figure, each big circle represents a subarea, and each subarea has its own area identifier. At time \( t_0 \), \( v_1 \) is in area \( r_1 \), and no other nodes are encountered. So, \( R_1 = \{ r_1 \}, W_{R_1}(1), V_i^E = \{ \}, WV_i^E = \{ \} \), and \( WV_{V_i} = \{ \} \). At time \( t_1 \), \( v_1 \) is in area \( r_2 \) and encounters \( v_2 \). And update the data, \( R_1 = \{ r_1, r_2 \}, W_{R_1}(1, 1), V_i^E = \{ v_2 \}, WV_i^E = \{ v_2 \} \). At time \( t_2 \), \( v_1 \) is in area \( r_3 \) and encounters \( v_3, v_6 \) and \( v_5 \) again, so update the data to \( R_1 = \{ r_1, r_2, r_3 \}, W_{R_1}(1, 1, 1), V_i^E = \{ v_2, v_3, v_6 \}, WV_i^E = \{ v_2, v_3, v_6 \} \), and \( WV_{V_i} = \{ v_2, v_3, v_6 \} \). At time \( t_3 \), \( v_1 \) returns to area \( r_1 \) and encounters \( v_5 \), so update the data, \( R_1 = \{ r_1, r_2, r_3 \}, W_{R_1}(2, 1, 1), V_i^E = \{ v_2, v_5, v_6 \}, WV_i^E = \{ v_2, v_5, v_6 \} \), and \( WV_{V_i} = \{ v_2, v_5, v_6 \} \).

We take Figure 1 as an example to illustrate how node \( v_1 \) records the data mentioned above from time \( t_0 \) to \( t_3 \). In the figure, each big circle represents a subarea, and each subarea has its area identifier. At time \( t_0 \), \( v_1 \) is in area \( r_1 \), and no other nodes are encountered. So, \( R_1 = \{ r_1 \}, W_{R_1}(1), V_i^E = \{ \}, WV_i^E = \{ \} \). At time \( t_1 \), \( v_1 \) is in area \( r_2 \) and encounters \( v_2 \). And update the data, \( R_1 = \{ r_1, r_2 \}, W_{R_1}(1, 1), V_i^E = \{ v_2 \}, WV_i^E = \{ v_2 \} \). At time \( t_2 \), \( v_1 \) is in area \( r_3 \) and encounters \( v_3 \) again, so update the data to \( R_1 = \{ r_1, r_2, r_3 \}, W_{R_1}(1, 1, 1), V_i^E = \{ v_2, v_3 \}, WV_i^E = \{ v_2, v_3 \} \), and \( WV_{V_i} = \{ v_2, v_3 \} \).

3.2. Node Interest Preference. In many application scenarios of DTN, the movement of nodes is not completely random. In fact, the nodes usually show stable social laws. In addition, finding a suitable relay node to ensure the successful forwarding of messages is the key to improving the performance of the DTN routing algorithm. For the above reasons, the node interest preference is introduced to evaluate nodes’ interests. And it both considers the influence of geographical factor and social factor on nodes’ interest. It is used as a metric to measure the possibility of interaction between nodes. In order to quantify the geographic relationship of nodes, make full use of the impact of geographic relationships on routing, we define a metric called regional similarity.

**Definition 1.** Regional similarity (RS). The similarity of the passed areas between \( v_i \) and \( v_j \) is said RS\(_{ij}\). The calculation of the RS\(_{ij}\) is shown in formula (1):

\[
RS_{ij} = \cos \left( W_{R_i}, W_{R_j} \right),
\]

where \( W_{R_i} \) is active area information vector of node \( v_i \) and \( W_{R_j} \) is active area information vector of node \( v_j \).

However, vector \( W_{R_i} \) and vector \( W_{R_j} \) usually have different dimensions. Therefore, the two vectors’ dimensions must be unified before calculating RS\(_{ij}\). To unify the vector dimension, first, find the union of two nodes’ active area set, and then, modify the dimension of the vector according to the union.

We use the data in Figure 1 to illustrate the calculation of RS\(_{12}\). Table 2 records the data we collected from Figure 1. The calculation process of RS\(_{12}\) is as follows:

1. Calculate the union of \( R_1 \) and \( R_2 \):

\[
R_1 \cup R_2 = \{ r_1, r_2, r_4 \}.
\]

2. Modify the dimension of \( WR_1 \) and \( WR_2 \) according to the union of \( R_1 \) and \( R_2 \):

\[
(2)
\]
Table 1: List of notations.

| Notation          | Explanation                                           |
|-------------------|-------------------------------------------------------|
| $V$               | Set of nodes in the network                          |
| $R_i = \{ r_k | 1 \leq k \leq m \}$ | Active area set of node $v_i$                       |
| $WR_i = \{ w_k | 1 \leq k \leq m \}$ | Active area information vector of node $v_i$         |
| $V'_i = \{ v_j | 1 \leq j \leq n \}$ | Friends set of node $v_i$                           |
| $WV'_i = \{ w_j | 1 \leq j \leq n \}$ | Friends information vector of node $v_i$            |
| $RS_{ij}$         | Regional similarity of node $v_i$ and node $v_j$     |
| $FS_{ij}$         | Friends similarity of node $v_i$ and node $v_j$      |
| $NIP_{ij}$        | Node interest preference of node $v_i$ to node $v_j$|
| $QoN_{ij}$        | Quality of node of node $v_i$                        |
| $DP_{ij}$         | Probability of node $v_i$ successfully forwarding message to node $v_j$ |
| $PIF_{ij}$        | Probability impact factor of the probability of node $v_i$ successfully forwarding message to node $v_j$ |
| $NIS_{ij}$        | Node interest similarity of node $v_i$ and node $v_j$|
| $MSV_{m_i}$       | Storage value of message $m_i$                       |
| $SV_i$            | Set of messages carried by $v_i$                     |
| $MSD_i$           | ACK message list of node $v_i$                       |
| $L_i(m_k)$        | Number of copies of message $m_k$ carried by node $v_i$ |
| $forwardList$     | Set of messages that node $v_i$ need to forward to node $v_j$ |
| $\theta_i$        | Threshold of node interest preference                |
| $\delta_i$        | Threshold of node interest similarity                |
| $Con(i)$          | Number of connections of $v_i$                       |

Figure 1: Node movement example.
\[ WR_1 = 2, 1, 1, \quad WR_2 = 0, 2, 1. \]  

(3) Calculate the \( RS(1, 2) \) of the two nodes according to formula (1):

\[ RS_{12} = \cos (WR_1, WR_2) = 0.64. \]  

As we all know, if two people have more mutual friends, the more likely they are to become friends and people are always willing to communicate with their friends. Based on the stable social relationship between nodes, we define a metric called friends similarity (we call historical encounter nodes as friends) to quantify this relationship and measure the similarity of friends between nodes.

**Definition 2.** Friends similarity (FS). The similarity of friends between \( v_i \) and \( v_j \), say \( FS_{ij} \), is the similarity of historical encounter nodes between \( v_i \) and \( v_j \). The calculation of the \( FS_{ij} \) is shown in formula (2):

\[ FS_{ij} = \cos \left( WV_i^E, WV_j^E \right), \]  

where \( WV_i^E \) is friends information vector of node \( v_i \) and \( WV_j^E \) is friends information vector of node \( v_j \).

The vector \( WV_i^E \) and vector \( WV_j^E \) may have different dimensions too. So, we also need to modify the two vectors’ dimension. The method is same as before. First, we find the union of two nodes’ friends set, and then, modify the dimension of vector according to the union. The calculation process of \( FS_{ij} \) is the same as that of \( RS_{ij} \).

Based on Definitions 1 and 2, to introduce geographic and social relationships into routing decisions, we define a metric called node interest preference to evaluate the interest of two nodes in each other.

**Definition 3.** Node interest preference (NIP). The NIP of \( v_i \) and \( v_j \), say \( NIP_{ij} \), is a weighted sum of \( RS_{ij} \) and \( FS_{ij} \). The calculation of the \( NIP_{ij} \) is shown in formula (3):

\[ NIP_{ij} = \alpha \cdot RS_{ij} + (1 - \alpha) \cdot FS_{ij}, \]  

where \( \alpha \in [0, 1] \) is a smoothing parameter, which is used to adjust the proportion of \( RS_{ij} \) and \( FS_{ij} \). NIP can be used as a metric to measure whether two nodes can become friends. The higher the value of NIP, the easier it is for two nodes to become friends. Therefore, when selecting a relay node, if the message is forwarded to a node with a greater NIP value of the destination node, it is easier to forward the message successfully.

3.3. Calculation and Update of the Adaptive Delivery Probability. In Prophet, if two nodes frequently encounter, the delivery probability will be high. However, if the two nodes do not establish a connection or the connection time is short, the buffer size of the encountered node is not enough to accept new messages, the delivery probability should be small. In addition, when Prophet calculates the delivery probability, each node is given the same initial value, and the calculation and update of the delivery probability are based on this initial value. It does not fully consider each node’s situation and the difference between nodes. Therefore, on the basis of Prophet’s delivery probability, we proposed a delivery probability that adaptively changes according to the network status and the node’s situation.

The ability of a node to handle messages is inseparable from the node’s buffer and message size. So, we define a metric called quality of node based on nodes’ buffer and the message size stored in the buffer. The quality of node is used to replace the fixed initial value when calculating the delivery probability in Prophet, which makes the calculation of delivery probability considering the differences of nodes and update adaptively by the node’s condition.

**Definition 4.** Quality of node (QoN). The QoN of node \( v_i \), say \( QoN_i \), calculated by the tanh function, is a normalized value of the ratio of buffer and message size, which can represent a node’s ability to handle messages. The calculation of \( QoN_i \) is shown in formula (4):

\[ QoN_i = \frac{2}{1 + e^{-2 \cdot FS \cdot avgM_i}} - 1, \]  

where \( FS \) represents the remaining buffer size of \( v_i \) and \( avgM_i \) represents the average size of all messages stored in \( v_i \).
The QoNi is calculated and normalized by the tanh function (a commonly used normalization formula). The ratio of buffer to message size is used as the independent variable of the tanh function.

Whether the message can be successfully delivered between nodes is inseparable from the connection time between nodes. In addition, not only the buffer of the source node must be considered but also the buffer of the relay node. Therefore, we define a metric called probability impact factor as a factor for calculating the delivery probability, which both considers the connection time between nodes and the buffer of the relay nodes.

**Definition 5.** Probability impact factor (PIF). The PIF of vi and vj, say PIFij, is a weighted sum of the connection time of vi and vj and the ratio of the remaining buffer size and total buffer size of vj. PIFij can be calculated by formula (5):

\[
PIF_{ij} = (1 - \sigma) \cdot C + \sigma \cdot \frac{FS_j}{S_j},
\]

where

\[
C = \text{sigmoid}(2 \cdot \lambda_{ij}) = \frac{1}{1 + e^{-2\lambda_{ij}}},
\]

\[
\lambda_{ij} = \frac{n \cdot \sum_{k}^{m} T_{ij}(k)}{\sum_{k}^{n} [\sum_{k}^{m} T_{j}(k)]},
\]

Suppose vi is the source node, and vj is the encountering node. In formula (9), \(\lambda_{ij}\) is the ratio of the total connection time of vi and vj to the connection time of all the nodes that vi encountered. It is a metric to measure the strength of this connection. We use a sigmoid function to normalize it. The sigmoid function image is shown in Figure 2. As is shown in the picture, the slope of sigmoid(2x) is larger, and the change of function value is also more obvious. Therefore, we multiply by 2 before \(\lambda_{ij}\), which can highlight the difference in connection time between nodes.

\[\sum_{k}^{m} T_{ij}(k)\] is the total connection time of m times of connections between vi and vj, n is the number of nodes connected to vj, \(\sum_{k}^{n} [\sum_{k}^{m} T_{j}(k)]\) is the total connection time between node vj and other n nodes. \(FS_j\) is the remaining buffer size of vj, and \(S_j\) is the initial buffer size of vj. \(\sigma \in [0, 1]\) is a variable parameter that used to adjust the relative influence of the connection time and the buffer size of the encountering node on the PIF.

Based on Definition 4 and Definition 5, we have improved the delivery probability of Prophet, so that the delivery probability can be updated adaptively according to the state of node and network.

**Definition 6.** Delivery probability (DP). The DP of vi to vj, say DPij, is the probability of vi delivering messages to vj successfully.

According to Prophet’s ideas, we also divide the calculation of DP into three phases: update, aging, and transitive update.

Update: when vi and vj encounter, calculate the delivery probability of vi to vj through the QoNi and PIFij. The update formula is shown in formula (8):

\[
DP_{ij}^{\text{new}} = DP_{ij}^{\text{old}} + \left(1 - DP_{ij}^{\text{old}}\right) \cdot QoNi \cdot PIF_{ij},
\]

In the formula, \(DP_{ij}^{\text{new}}\) represents the probability that vi successfully delivers message to vj now, and \(DP_{ij}^{\text{old}}\) represents the delivery probability of vi to vj before this encounter.

Aging: if vi and vj do not encounter in a while, the delivery probability of vi to vj decays according to

\[
DP_{ij}^{\text{new}} = DP_{ij}^{\text{old}} \cdot e^{-\tau},
\]

where \(\tau\) is the aging parameter; the number of time units that have elapsed from the last time they encountered to the current time they encountered is denoted as \(t\). In addition, the use of exponential aging can quickly lower the delivery probability between nodes that have not connected for some time, making the delivery probability between nodes have obvious differences, and can also reduce the possibility of source nodes choosing failed paths to forward messages.

Transitive update: if vi can transmit the message to vj, and vj can transmit the message to vr, then vi can transmit the message to vr through node vj. The calculation is shown in formula (10):

\[
DP_{ij}^{\text{new}} = DP_{ij}^{\text{old}} + \left(1 - DP_{ij}^{\text{old}}\right) \cdot DP_{ij} \cdot DP_{jr} \cdot \gamma,
\]

where \(\gamma\) is the transmission influence factor, which represents the proportion of the influence of transitivity on DP.

3.4. Calculation of Node Interest Similarity. When measuring the interest of nodes, in addition to introducing node interest preference, we also define a metric called node interest similarity. It is used to measure whether the node with higher NIS still needs to forward the message to prevent the dead-end problem.

**Definition 7.** Node interest similarity (NIS). The NIS of vi and vj, say NISij, is a metric to measure the interest relationship of vi and vj. The NISij can be calculated according to formula (11):

\[
NIS_{ij} = \mu \frac{|V^f_i \cap V^f_j|}{\min \left(|V^f_i|, |V^f_j|\right)} + (1 - \mu) \frac{|R_i \cap R_j|}{\min \left(|R_i|, |R_j|\right)},
\]

where \(\mu \in [0, 1]\) is a variable parameter, which is used to adjust the proportion of the historical encounter nodes and
the passed areas. So, if the \( NIS_{ij} \) is larger, it is proved that the interests of \( v_i \) and \( v_j \) are more similar.

3.5. Buffer Management. The delivery rate of messages and network performance will be severely affected because of the congestion of nodes. Therefore, an effective buffer management strategy can alleviate the congestion of nodes, lower network overhead, increase message delivery rate, and improve network performance. So, the ACK mechanism and message storage value are proposed to manage nodes’ buffer.

3.5.1. Acknowledgment (ACK) Mechanism. To delete redundant copies that have been successfully delivered to the destination, the ACK mechanism was introduced. For a message that has been successfully forwarded, it will not only occupy the node’s buffer but also affect the node’s ability to receive and forward other messages when the node’s buffer is insufficient and ultimately affect the entire network. Therefore, we let each node maintain a list \( MSD \) to record the ID of the message that has been successfully forwarded. Whenever two nodes establish a connection, before exchanging information, they will exchange their \( MSD \) list, add message ID which is not in their own \( MSD \) but in the encountered node’s \( MSD \) to their own \( MSD \), and delete these messages stored in nodes’ buffer.

3.5.2. Message Storage Value. When the node’s buffer is not enough to receive new messages, deleting the messages in the buffer reasonably and ensuring the node has sufficient buffer to receive new messages can improve the overall performance of the network.

The more times a message is forwarded, the wider the spread of the message in the network. If a node gives priority to discarding the message with more relay times when the buffer is insufficient, it will not have much impact on the delivery of the message to the entire network. Based on this, we define a metric called message storage value to evaluate the importance of storing a message.

**Definition 8.** Message storage value (MSV). The MSV of message \( m_i \), say \( MSV_{m_i} \), is a metric to measure the importance of the message stored in nodes, and the specific calculation formula is shown in

\[
MSV_{m_i} = \frac{TTL \cdot e^{-RT}}{S_{m_i}}.
\]

In the formula, TTL is the time to live of the message \( m_i \), RT is the number of times the message \( m_i \) forwarded in the entire network, and \( S_{m_i} \) is the size of the message \( m_i \). When a node does not have enough buffer to receive new messages, the message with the smallest MSV in the buffer is deleted first. The specific algorithm process is shown in Algorithm 1. First, the messages in the queue need to be sorted. The time complexity of the sorting algorithm is \( O(n\log n) \). Then, it is necessary to traverse the messages in the queue and forward the messages to the nodes, so the time complexity \( O(n) \).

Therefore, the time complexity of the whole algorithm is \( O(n\log n) \).

4. NIP-PSW

An probabilistic Spray-and-Wait routing algorithm based on node interest preference is divided into spray and wait phases.

4.1. Spray Phase. The traditional Spray-and-Wait algorithm only allocates one replica of the message to the relay node, whether the relay node can successfully forward the message to the destination node is not considered. The binary Spray-and-Wait algorithm forward half of the message copies to the relay nodes, which can make the message quickly spread and improve the performance of the algorithm to a certain extent. However, the transmission capacity of each node and the buffer of the node are not considered in the two algorithms. In the spray phase, the NIP-PSW uses \( NIP \) and \( DP \) as metrics to select relay nodes, because selecting nodes that are easy to become friends with the destination node to carry messages can increase delivery rate. At the same time, considering the difference in nodes’ buffer and message handling capabilities, the number of copies of messages are adaptively allocated according to the node’s delivery probability, which ensures that the node can receive the allocated message. When two nodes encounter, the number of message copies is allocated according to

\[
L_{i}^{\text{new}}(m_d) = \frac{DP_{id}}{DP_{id} + DP_{jd}} \cdot L_{i}^{\text{old}}(m_d),
\]

\[
L_{j}^{\text{new}}(m_d) = L_{i}^{\text{old}}(m_d) - L_{i}^{\text{new}}(m_d),
\]

where \( L_{i}^{\text{old}}(m_d) \) represents the number of copies of \( m_d \) carried by \( v_i \) before it encounters \( v_j \), \( L_{i}^{\text{new}}(m_d) \) represents the number of message copies of \( m_d \) that the \( v_j \) should be allocated, and \( L_{i}^{\text{new}}(m_d) \) represents the number of copies of \( m_d \) remaining after \( v_j \) allocates message copies to \( v_j \). The specific algorithm process is shown in Algorithm 2.

If source node \( v_i \) encounters \( v_j \), first update their delivery probability \( DP_{ij} \) and \( MSD \) list, calculate the messages carried by \( v_j \) but not carried by \( v_i \) through \( SV_i \cap SV_j \), and store them in \( SV \). \( v_i \) and \( v_j \) delete the message recorded in the \( MSD \) list. If \( v_i \) only set a connection with a node, it indicates that the nodes near \( v_i \) are relatively sparse, and the chance of encountering other nodes is very slim. To ensure the successful delivery of the message, the message is directly forwarded to \( v_j \). Otherwise, all messages in \( SV \) are traversed, denoted by \( m_k \). If \( v_j \) is the destination node of \( m_k \), the message is directly forwarded to \( v_j \). Take out messages with more than 1 copy, and calculate \( NIP_{id} \) and \( NIP_{jd} \) according to formula (6). If both \( NIP_{id} \) and \( NIP_{jd} \) are larger than the NIP’s threshold \( \theta_i \) or \( NIP_{jd} \) and \( NIP_{id} \) are both less than \( \theta_j \), then use \( DP \) to determine whether to forward messages. If \( DP_{jd} \) is greater than the \( DP_{id} \), calculate the distribution of message copies according to formula (16) and formula
Input:

- $v_i$, the node that is ready to receive the message
- $L_i(m_k)$, number of copies of $m_k$ that need to forward to $v_i$
- $forwardList$, set of messages need to forward to $v_i$

1: if $forwardList! = Null$ then
2: $forwardList.sort(ascending, TTL)$
3: for each message in $forwardList$ do
4: if $v_i$'s remaining buffer < $L_i(m_k) \times size(m_k)$ then
5: delete the messages with smallest $MSV$ in $v_j$ until has enough buffer size to receive $m_k$
6: end if
7: forward $m_k$ to $v_i$
8: end for
9: end if

Algorithm 1: Pseudocode for buffer management.

Input:

- $V = \{v_i | 1 \leq i \leq n\}$, set of nodes in the network
- $\Theta_{threshold}$, the threshold of node interest preference ($NIP$)
- $Con(i)$, the number of connections of $v_i$
- $SV_i$, set of messages carried by $v_i$
- $SV_j$, set of messages carried by $v_j$

1: if $v_i$ encounters $v_j$ then
2: $SV = SV_i \cap SV_j$, update $DP(i, j)$ and $MSD$
3: delete messages in $v_i$ and $v_j$ according to their own $MSD$
4: if $Con(i) = 1$ then
5: for each message in $SV$ do
6: $v_i$ directly forwards $m_k$ to $v_j$
7: end for
8: end if
9: for each message in $SV$ do
10: if $NIP_{id} > \Theta_i \& \& NIP_{jd} > \Theta_j \& \& DP_{id} > DP_{jd}$ then
11: calculate $L^\text{new}_{ij}(m_k)$ according to formulas (16) and (17)
12: forward $L^\text{new}_{ij}(m_k)$ copies of $m_k$ to $forwardList$
13: end if
14: else if $NIP_{id} < \Theta_i \& \& NIP_{jd} > \Theta_j$ then
15: calculate $L^\text{new}_{ij}(m_k)$ according to formulas (16) and (17)
16: forward $L^\text{new}_{ij}(m_k)$ copies of $m_k$ to $forwardList$
17: end if
18: else if $NIP_{id} < \Theta_i \& \& NIP_{jd} < \Theta_j \& \& DP_{id} > DP_{jd}$ then
19: calculate $L^\text{new}_{ij}(m_k)$ according to formulas (16) and (17)
20: forward $L^\text{new}_{ij}(m_k)$ copies of $m_k$ to $forwardList$
21: end else
22: end for
23: end if

Algorithm 2: Pseudocode for NIP-PSW’s Spray phase.
In the whole algorithm, when calculating \( SV_j \), it is necessary to traverse the messages carried by the nodes, so the time complexity is \( O(n) \). Then, each message in the \( SV_i \) needs to be traversed, so the time complexity is \( O(n) \). In addition, the calculation of \( NIP, DP \), and the number of message copies in the algorithm are all constant levels, so the time complexity of the whole algorithm is \( O(n) \).

### 4.2. Wait Phase

In Spray-and-Wait algorithm, when the number of message copies is 1, the node enters the wait phase. Only when the destination node is encountered, the message will be forwarded to the destination node. In this process, a high delay is caused, and the chances of encountering other nodes are not fully utilized. Therefore, to reduce network delay and increase the delivery rate, this paper uses the \( NIS \) and \( DP \) to improve the wait phase. The specific algorithm is shown in Algorithm 3.

In the wait phase, when two nodes encounter, first update their \( DP \) and the \( MSD \) list, and use \( SV_i \cap SV_j \) to calculate the messages carried by \( v_i \) but not carried by \( v_j \) and store them in \( SV \). \( v_i \) and \( v_j \) delete the messages recorded in the \( MSD \). Then, traverse all the messages in \( SV \), denoted by \( m_k \). If \( v_j \) is the destination node \( v_d \) of \( m_k \), the messages are directly forwarded to \( v_j \). Take out the messages with only 1 copy. If the \( NIS \) between \( v_i \) and \( v_d \) is greater than the threshold and the \( DP_{vd} \) is greater than the \( DP_{id} \), then the message will be stored in the forwarding queue \( forwardList \) and wait for the forwarding of the message. During the message forwarding process, if the buffer size of the node \( v_i \) is not enough to receive the message \( m_k \) in the \( forwardList \), the message with the smallest \( MSV \) in the buffer of the \( v_i \) will be deleted, until there is enough buffer to receive the message \( m_k \). When calculating \( SV_j \), the messages carried by the nodes will be traversed, so the time complexity is \( O(n) \). Then, the messages in the \( SV_j \) will be traversed, so the time complexity is \( O(n) \). In addition, when calculating \( NIS \) and \( DP \), the time complexity is \( O(1) \), so the time complexity of the whole algorithm is \( O(n) \).

### 5. Simulation

In this paper, the ONE [21] is used to create the scenario and simulate the NIP-PSW algorithm. We take Helsinki Map [22] as the simulation area and divide it into 5 * 6 small areas on average. We evaluate the algorithms from four metrics: delivery rate, average delay, average hop count, and overhead. And we use three algorithms: Spray-and-Wait, Prophet, MASS [20], SCSS [14], and DPN-ASW [19] to
Figure 3: Continued.
compare with NIP-PSW. The main parameters of the simulation are listed in Table 3.

5.1. Impact of Simulation Time. Figure 3 shows the performance of NIP-PSW, MASS, Spray-and-Wait, and Prophet algorithms at different simulation times. Figure 3(a) shows the impact of simulation time on the delivery rate. From the figure, we can see that the delivery rate of each algorithm increases significantly as the simulation time increases. Among them, NIP-PSW has the highest delivery probability, up to 90%. NIP-PSW, respectively, outperforms Spray-and-Wait, MASS, Prophet, SCSS, and DPN-ASW by 10.45%, 9.2%, 39.9%, 8%, and 21.6% on average. This is because NIP-PSW forwards the message to a node that is closer to the destination node’s interest and has a larger delivery probability. Then, considering the node’s ability, NIP-PSW allocates the number of message copies dynamically, which ensures the node can deliver the message to the destination node. In addition, in the wait phase, opportunities for encountering other nodes are also taken into consideration. When encountering a node with a higher interest similarity and delivery probability to the destination node, the message is forwarded again. The delivery rate of the Prophet is relatively low because there is no restriction on message copy.
Figure 4: Continued.
In the process of replicating and forwarding messages, nodes will quickly fall into a congested state, causing many messages to be discarded.

From Figure 3(b), we can see that the average delay of NIP-PSW is the lowest. This is because NIP-PSW selects nodes that are easier to become friends with the destination node to carry messages. The closer the interest is, the easier it is to encounter, which speeds up the encounter between the relay node and destination node and reduces the network delay. From Figure 3(c), we can see that the overhead of NIP-PSW is also relatively low, and the average overhead value remains at 14, which is basically the same as MASS. Spray-and-Wait and SCSS have the lowest overhead. In Spray-and-Wait algorithm, the number of message copies is limited, and then, in the spray phase, only one copy of the message is forwarded to the relay node, and the relay node will enter wait phase and will not forward messages to other nodes until it encounters the destination node. However, NIP-PSW will also forward messages in wait phase, so the overhead will be slightly higher. In Figure 3(d), the average hop count of NIP-PSW, MASS, Prophet, Spray-and-Wait, SCSS, and DPN-ASW are 2.5, 2.8, 2.3, 1.8, 2.4, and 2.5, respectively. The hop count of NIP-PSW is not high. The reason for the low hop count of Spray-and-Wait is that all relay nodes will enter the waiting phase after receiving the message from the source node and only wait for the encounter with the destination node, so the hop count will remain within two hops.

5.2. Impact of Buffer Size. Figure 4 shows four algorithms under different buffer sizes. As shown in Figure 4(a), as the buffer size increases, the delivery rate gradually increases. This is because, as the node buffer size increases, more messages are stored, the probability of discarding messages decreases, and the node’s ability to handle messages increases. NIP-PSW has an excellent delivery rate, always staying above 80%, which is 13.8%, 14.3%, 45.5%, 12.3%, and 23.5% higher than Spray-and-Wait, MASS, Prophet, SCSS, and DPN-ASW on average. This is due to the fact that NIP-PSW preferentially selects nodes with similar interests to the destination node.

Figure 4(b) shows the average latency of these four algorithms under different buffer sizes. From the figure, we can see that the average delay of NIP-PSW becomes lower and lower as the buffer size increases. At first, when the buffer size is small, the delay of NIP-PSW is higher than Spray-and-Wait and MASS. This is because when NIP-PSW selects a relay node, it needs to calculate the node interest preference, interest similarity, and delivery probability from the node’s historical information. The storage and calculation of this information will take up the node’s buffer and consume time. So, when the buffer size is small, the latency is slightly higher than these two algorithms. However, when the buffer size gradually increases, the delay is also decreased, and after 16 M, the NIP-PSW’s delay is the lowest.

Figure 4(c) shows the changes in the overhead of the four algorithms when the buffer size changes. The overhead of NIP-PSW is also low, with an average value of about 15, which is nearly the same as the MASS algorithm. The overhead of the Spray-and-Wait and SCSS is still the lowest. This is because they only forward messages to destination nodes in wait phase.

Figure 4(d) shows the change of the hop count of the four algorithms. The average hop count of NIP-PSW is about 2.5 hops, which is slightly higher than the SCSS algorithm. The hop count of Spray-and-Wait algorithm is maintained within two hops. This is because the source node only
allocates a copy of the message to the relay node. After receiving the message, the relay node enters the wait phase and waits to encounter the destination node. In this process, the message only passes two hops. NIP-PSW also forwards messages in the wait phase, so the hop count will increase slightly, which is reasonable.

5.3. Impact of TTL. Figure 5 shows the performance of the four algorithms under different TTL. Figure 5(a) shows the effect of TTL on the delivery rate. From the figure, we can see that the delivery rates of NIP-PSW, MASS, and Spray-and-Wait all increase with the increase of TTL, only the delivery rate of Prophet increases first and then decreases. This reason is that Prophet does not limit the number of message copies. In the beginning, as the TTL increases, the message can live to get the chance of being forwarded, so the delivery rate is improved. As the TTL becomes larger and larger, the live time of messages in the node is longer and longer. In addition, due to the replication strategy, more and more copies of messages are stored in the node, causing congestion, so the delivery rate will decrease. The delivery rate of NIP-PSW is also the highest, 12.2%, 10%, 33.5%, 9%, and 21.6% higher than Spray-and-Wait, MASS, Prophet, SCSS, and DPN-ASW on average.

As shown in Figure 5(b), with the increase of TTL, the average delay of each algorithm is increasing. Where the average delay of NIP-PSW is the lowest. This is because with the increase of TTL, messages that had no chance to be
forwarded because of the short TTL before have the opportunity to be forwarded. The reason for the lower latency of NIP-PSW is that it forwards the message to a relay node with similar interests to the destination node, so the probability of encountering the destination node will be high, and it will take less time to forward messages. In addition, messages will be forwarded in the wait phase, so the latency is low.

In Figure 5(c), with the change of TTL, the overhead of the other three algorithms has not changed much except for the Prophet’s. This is caused by network congestion in Prophet. The overhead of NIP-PSW is not high; the average value is about 15.

As shown in Figure 5(d), the average hop count of the four algorithms is relatively stable. The hop count of NIP-PSW is maintained within 2.5 hops.

6. Conclusion

In this paper, we propose a method for calculating node interest preference (NIP) based on the historical encounter nodes and the geographical areas the nodes passed by. Then, according to the source node’s situation and the buffer state of the relay node, as well as the connection time between the two, the adaptive delivery probability (DP) is defined. We combine the DP with NIP as a metric for selecting the relay node. To allocate message copy according to the node’s own capabilities and ensure that each node can handle these messages, the message copy is allocated dynamically by the DP. In the wait phase, the concept of node interest similarity (NIS) is presented. The node forwards the message to the node with the larger NIS of the destination node. In addition, we also introduce the acknowledgment (ACK) mechanism and message storage value (MSV) to manage the buffer of nodes and alleviate the impact of network congestion on the algorithm to a certain extent. The simulation results show that NIP-PSW is superior in delivery rate and delay, while the overhead and average hop count are not high, and the overall performance of the algorithm is also better.

In future work, we plan to divide the area more finely by analyzing the historical data information of the nodes. In addition, more efficient methods can be used to calculate the interest preferences of the nodes to ensure a high probability of encounter between the selected relay node and the destination node. At the same time, an improved buffer management strategy can be used to further increase the delivery rate and reduce network overhead.
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