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Abstract

We show global wellposedness for the defocusing cubic nonlinear Schrödinger equation (NLS) in $H^1(\mathbb{R}) + H^{3/2+}(\mathbb{T})$, and for the defocusing NLS with polynomial nonlinearities in $H^1(\mathbb{R}) + H^{5/2+}(\mathbb{T})$. This complements local results for the cubic NLS [6] and global results for the quadratic NLS [8] in this hybrid setting.

1 Introduction

We consider the wellposedness question for the nonlinear Schrödinger equation

$$iu_t + u_{xx} = |u|^{p-1}u,$$
$$u(0) = u_0 \in H^s(\mathbb{R}) + H^{s_2}(\mathbb{T})$$

(1.1)

with non-decaying initial data. This problem has been an area of active research for many years now. One of its motivations is the propagation of signals in glass-fiber cables, where the cubic NLS is used as an approximate model equation [15]. In this model, the roles of space and time are reversed and the initial value $u_0$ describes the signal seen at a fixed point of the cable. Hence, periodic initial data can be understood as encoding, e.g., an infinite string of ones. Such a signal carries no information, and we want to consider signals where some of the ones have been overwritten by a zero. Following [6] this is done by adding a nonperiodic part $v_0 \in H^s(\mathbb{R})$ to the initial data $u_0 \in H^s(\mathbb{T})$. Global existence then translates to having no bound on the length of the cable.

From a mathematical point of view, there is a huge number of directions by which NLS with non-decaying initial data has been approached, and we will only name some of them. The most classical one of them is purely periodic initial data, both in the general case [3] and even earlier in the integrable case $p = 3$ under assumptions on the spectral properties of the corresponding Lax operator [17]. A natural generalisation is to consider quasi-periodic, almost periodic and limit periodic initial data [13, 4, 18]. NLS with prescribed boundary value
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\( \lim_{x \to \pm \infty} |u(x)| = 1 \) is known as the Gross-Pitaevskii equation and describes Bose gases at zero temperature \[14\]. For these mentioned types of initial data, global results exist. Additionally, there are local results in the case of initial data lying in the modulation spaces \( M^s_{\infty, 2}(\mathbb{R}) \) \[2, 7\] and the case of analytic initial data \[10\].

Our approach is to consider initial data which are the sum of a periodic and a decaying signal, i.e. \( u_0 \in H^s(\mathbb{R}) + H^s(\mathbb{T}) \). We note that this type of data is more general than the periodic case, and also includes the emergence of dark solitons as in the Gross-Pitaevskii case, but is less general than for example \( u_0 \in M^s_{\infty, 2}(\mathbb{R}) \). Local wellposedness results for this problem have been covered in \[6, 8\], and our main interest is to extend them to global solutions. These local solutions are constructed as follows: By writing \( u = v + w \in H^s(\mathbb{R}) + H^s(\mathbb{T}) \) and using the fact that \( u \) satisfies (1.1), \( w \) is seen to also satisfy (1.1) but on the torus,

\[
iw_t + w_{xx} = |w|^{p-1}w, \quad w(0) = w_0 \in H^s(\mathbb{T}),
\]

(1.2)

at least if \( u, v, w \) have suitable regularity in space and time. Hence \( v \) has to be the solution of the perturbed problem

\[
iq_t + q_{xx} = |v + w|^{p-1}(v + w) - |w|^{p-1}w, \quad q(0) = q_0 \in H^s(\mathbb{R}),
\]

(1.3)

where \( w \in C([0, \infty), H^s(\mathbb{T})) \) is the solution of (1.2). Equation (1.3) is a perturbation of NLS on the real line, and classical methods like Strichartz estimates can be used to establish local wellposedness \[8\].

In order to extend local to global solutions, we only need to consider (1.3), because (1.2) is known to exhibit global solutions. The main problem here is that the conservation laws that exist both in the periodic and non-periodic case give rise to a conservation law for (1.3) with an \( L^1 \) part in it, for example we have formal conservation of

\[
\int_\mathbb{R} |u|^2 - |w|^2 \, dx = \int_\mathbb{R} |v|^2 + 2 \Re(v\bar{w}) \, dx,
\]

but not of \( \int |v|^2 \, dx \). As a consequence, these exact conservation laws are not applicable in the \( L^2 \)-based setting. Instead, we want to make use of quantities for which we can control the growth rate. In this setting, the power of the nonlinearity plays a crucial role. Indeed, for the quadratic nonlinearity \( p = 2 \) \[8\] showed global wellposedness in low regularity by a Gronwall argument for \( \int |v|^2 \, dx \). Such a straightforward calculation does not work anymore if \( p > 2 \).

To overcome this problem, we will work with higher regularity and assume \( v_0 \in H^1(\mathbb{R}) \). Note that the time-dependent Hamiltonian

\[
H(q, r) = \int_\mathbb{R} q_x r_x + (q + w)^2 (r + \bar{w})^2 - |w|^4 - 2(q\bar{w} + rw)|w|^2 \, dx,
\]

(1.4)
gives rise to (1.3) as the Hamiltonian equation

\[ i\dot{q}_t = \frac{\delta}{\delta r} H(q, r) \bigg|_{(q, r) = (v, \bar{v})}. \]

Our main idea is to make use of the formula

\[ \frac{d}{dt} F(t, v(t)) = \{ F, H \}(t, v(t)) + (\partial_t F)(t, v(t)), \quad (1.5) \]

which holds for Hamiltonian equations with Poisson bracket \( \{ \cdot, \cdot \} \), and choosing \( F \) to be the Hamiltonian of the equation (1.3) itself. From (1.5) it follows that the time derivative of \( H \) with respect to the flow induced by itself is non-zero, but only contains time derivatives that fall on \( w \), because this is the only explicitly time-dependent part of (1.4). We want to mention that these calculations were inspired by calculations performed in [11] and the described Hamiltonian formalism makes also transparent why they work there.

While the Hamiltonian structure lies implicit in all arguments used below, we choose not to use the Hamiltonian language in what follows. The reason for this is that the main difficulty in the calculation is not to calculate the formal time derivative, but rather to make sure that taking time derivatives is allowed. Still it may help the reader in understanding why the calculations work as they stand, as it helped the authors in doing so.

The paper is organized as follows: in Section 2 we give a proof that global solutions on the torus exist, in Section 3 we prove that local solutions on the line exist, and in Section 4 we show that the local solutions on the line are global. For the presentation we give simple and self-contained proofs.
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2 Global periodic solutions

The wellposedness theory of NLS with periodic data is a classical problem. When \( 2 \leq p < 5 \), Lebowitz, Rose and Speer [16] (refering to [14] for a proof) and later Bourgain [3] in lower regularity showed existence of local solutions. These solutions are global due to conservation of the \( L^2(T) \)-norm and the dependence of the guaranteed time of existence on \( \|w_0\|_{L^2(T)} \).

**Theorem 2.1** ([3]). If \( 2 \leq p < 5 \), the Cauchy problem (1.2) is locally wellposed in \( L^4([-T, T] \times T) \) for any \( w_0 \in L^2(T) \).

The guaranteed time of existence \( T \) depends only on \( \|w_0\|_{L^2(T)} \).

Similar wellposedness results in \( L^2 \) for \( 2 \leq p < 5 \) can be obtained with the help of \( X^{s,b} \) spaces, see for example [12] Section 3. Using these techniques, the
second author with Chaichenets, Hundertmark and Pattakos investigated the local wellposedness theory for $1 \leq p \leq 2$. Wellposedness in the mass-critical case $p = 5$ is an open problem [12, p. 93]. In general, there is wellposedness in $H^s(\mathbb{T})$, $s \geq 0$ if $2 \leq p < 1 + \frac{4}{1-2s}$. We only need well-posedness in spaces $H^s(\mathbb{T})$, $s \geq 1$, which are far away from being critical for any $p$. To prove global existence in $H^s(\mathbb{T})$, $s > 1$, we first prove a local result in $H^1(\mathbb{T})$ which due to conservation of energy becomes immediately global, and then argue by persistence of regularity.

**Theorem 2.2** (Local wellposedness for $w$). Given $p \geq 2$, the Cauchy problem (1.2) is locally wellposed in $C^0([−T,T], H^1(\mathbb{T}))$ for any $w_0 \in H^1(\mathbb{T})$.

The guaranteed time of existence $T^*$ satisfies $T^* \gtrsim \|w_0\|_{H^1(\mathbb{T})}^{1-p}$.

**Proof.** Let $S(t) = e^{it\partial^2_x}$. The integral formulation of (1.2) is

$$w(t) = S(t)w_0 + i \int_0^t S(t-s)(|w|^{p-1}w)(s)ds.$$  (2.1)

We will show that the right-hand side is a contraction on

$$X_{R,T} = \{ v \in C([0,T], H^1(\mathbb{T})) : \|v\|_{C([0,T], H^1(\mathbb{T}))} \leq R \}$$

where $R, T$ will be chosen later. Note that

$$\partial_x(|f|^{p-1}f) = (p-1)|f|^{p-3} \text{Re}(\bar{f}f_x)f + |f|^{p-1}f_x$$

Thus when $p \geq 1$, we find by Sobolev’s embedding $H^1(\mathbb{T}) \subset L^\infty(\mathbb{T})$ that given $f \in H^1(\mathbb{T})$, $|f|^{p-1}f \in H^1(\mathbb{T})$ with $\| |f|^{p-1}f \|_{H^1(\mathbb{T})} \lesssim \|f\|_{H^1(\mathbb{T})}^p$. Together with the fact that $S(t)$ is an isometry on $H^s(\mathbb{T})$ we can bound the $C([0,T], H^1(\mathbb{T}))$-norm of the right-hand side of (2.1) by

$$\|w_0\|_{H^1(\mathbb{T})} + cTR^p$$

for some constant $c > 0$ if $w \in X_{R,T}$. Choosing $R = 2\|w_0\|_{H^1(\mathbb{T})}$ deals with the first summand. For the second summand, we choose $T = (2c)^{-1}R^{1-p}$. This guarantees that the right-hand side defines a mapping on $X_{R,T}$. The contractive property is proven similarly: We have to estimate

$$\int_0^t S(t-s)(|w_1|^{p-1}w_1 - |w_2|^{p-1}w_2)ds$$  (2.2)

uniformly in $H^1(\mathbb{T})$. To this end, we bound

$$\|w_1|^{p-1}w_1 - |w_2|^{p-1}w_2\| \leq c|w_1 - w_2|(|w_1|^{p-1} + |w_2|^{p-2})$$

and by adding a zero (see also Lemma 3.2 for a more general estimate)

$$|\partial_x(|w_1|^{p-1}w_1 - |w_2|^{p-1}w_2)| \leq c(|w_1|^{p-1}|w_{1,x} - w_{2,x}| + (|w_1|^{p-2} + |w_2|^{p-2})|w_1 - w_2|_{w_{2,x}}).$$
This shows that we can estimate (2.2) in $C([0, T], H^1(\mathbb{R}))$ by
\[cTR^{p-1}\|w_1 - w_2\|_{H^1(T)}.
\]

Hence the contractive property can be achieved by possibly making $T \sim R^{1-p}$ a bit smaller.

Together with the conservation of the energy
\[E(w) = \int_T^T \frac{1}{2}|w_x|^2 + \frac{1}{p+1}|w|^{p+1} \, dx
\]
we obtain global wellposedness in $H^1(T)$. Indeed,
\[\|w_x(t)\|^2_{L^2} - \|w_x(0)\|^2_{L^2} = \frac{2}{p+1}(\|w(0)\|_{L^{p+1}}^{p+1} - \|w(t)\|_{L^{p+1}}^{p+1}) \leq \|w(0)\|_{L^{p+1}}^{p+1} \|w_x(0)\|_{L^2}^{p+1} \leq \|w_0\|_{H^1}^{p+1}.
\]

Here, we are able to argue without any smallness condition on the $L^2$ norm, because we are considering the defocusing equation. This shows
\[\|w(t)\|_{H^1} \lesssim \|w_0\|_{H^1} + \|w_0\|_{H^1}^{\frac{p+1}{p+1}}.
\]

We turn to higher regularity and will prove that the constructed solutions are in $C([-T, T], H^s(\mathbb{T}))$ if the initial data is in $H^s(\mathbb{T})$. As a byproduct, we obtain an exponential bound for these norms.

We need a small technical result which is a standard result when $s$ is an integer and which was already used in the previous proof for $s = 1$. We take the proof of [19, Lemma A.9] and follow the explicit control on the constant in the estimate.

We introduce the notation $[p] = \sup\{k \in \mathbb{Z}, k \leq p\}$.

**Lemma 2.3.** Let $0 \leq s \leq [p]$. If $f \in H^s(\mathbb{T}) \cap L^\infty(\mathbb{T})$, then also $|f|^{p-1}f \in H^s(\mathbb{T})$ with bound
\[\|f|^{p-1}f\|_{H^s(\mathbb{T})} \lesssim \|f\|_{L^\infty(\mathbb{T})}^{p-1}\|f\|_{H^s(\mathbb{T})}.
\]
If $p$ is an odd integer, the same holds for all $0 \leq s < \infty$.

**Proof.** The case of $p$ being an odd integer follows from the classical estimate
\[\|uv\|_{H^s(\mathbb{T})} \lesssim \|u\|_{L^\infty(\mathbb{T})}\|v\|_{H^s(\mathbb{T})} + \|u\|_{H^s(\mathbb{T})}\|v\|_{L^\infty(\mathbb{T})}.
\]

Moreover, we may assume $0 < s < [p]$ because in the case $s = [p]$ the norm can be easily estimated by calculating the weak derivatives directly. We denote by $P_N$ the usual Littlewood-Paley projection onto frequencies around the dyadic number $N$, which in the torus case is a projection onto a finite number of frequencies. Similarly, we define $P_{\geq N}$ and $P_{< N}$.

First of all we note that
\[\|P_{\leq 1}|f|^{p-1}f\|_{L^2} \leq \|f\|_{L^\infty} \|f\|_{L^2},
\]
meaning that we can restrict to frequencies $N > 1$ in the sum
\[ \| f \|^{p-1} f \|_{H^s(T)}^2 \sim \| P_{\leq 1} f \|^{p-1} f \|_{L^2(T)}^2 + \sum_{N > 1} N^{2s} \| P_N f \|^{p-1} f \|_{L^2}^2. \]

We write $f = P_{<N} f + P_{\geq N} f$ and observe that
\[ \| f \|^{p-1} f - \| P_{<N} f \|^{p-1} P_{<N} f \|_{L^2} \leq p \| P_{\geq N} f \|_{L^2} \| f \|_{L^2}^{p-1} \]
since $(|x|^{-1} |x|^p)' = p |x|^{p-1}$ and by the fundamental theorem of calculus. The high-frequency contribution can now be estimated since
\[ \sum_{N > 1} N^{2s} \| P_{N} f \|_{L^2} \leq \sum_{N' > 1} N'^s (N')^s \| P_{N'} f \|_{L^2}^2 \lesssim \sum_{N' > 1} (N')^{2s} \| P_{N'} f \|_{L^2}^2. \]

We turn to the low-frequency contribution and write for $k = [p],$
\[ \| P_N (|P_{<N} f|^{p-1} P_{<N} f) \|_{L^2} \lesssim N^{-2k} \| \partial^k (|P_{<N} f|^{p-1} P_{<N} f) \|_{L^2}. \]
From $|\partial^l (|x|^{-1} |x|^p)| \lesssim_l |x|^{p-1}$ for $l \leq k$ and repeatedly using the chain rule, we see that
\[ |\partial^k (|P_{<N} f|^{p-1} P_{<N} f)| \lesssim_p \| f \|_{L^\infty} \sum_{r_1 + \ldots + r_k = k} |\partial^{r_1} P_{<N} f| \ldots |\partial^{r_k} P_{<N} f|. \]

We can square this bound and estimate the squared sum on the right-hand side by the sum of the squares, losing a $p$-dependent factor. Because the number of such tuples depends only on $p$, we show the estimate for fixed $r_1, \ldots, r_k$. By performing a Littlewood-Paley decomposition in each factor and giving up another combinatorial factor by ordering the frequencies, we see
\[ \| \partial^k (|P_{<N} f|^{p-1} P_{<N} f) \|_{L^2}^2 \leq \| f \|_{L^\infty}^{2p-2k} \sum_{N_1 \leq \ldots \leq N_k < N} \| \partial^{r_1} P_{N_1} f \|_{L^\infty}^2 \ldots \| \partial^{r_{k-1}} P_{N_{k-1}} f \|_{L^\infty}^2 \| \partial^{r_k} P_{N_k} f \|_{L^2}^2 \]
\[ \lesssim \| f \|_{L^\infty}^{2p-2k} \sum_{N_1 \leq \ldots \leq N_k < N} N_1^{2r_1} \ldots N_k^{2r_k} \| P_{N_1} f \|_{L^\infty}^2 \ldots \| P_{N_{k-1}} f \|_{L^\infty}^2 \| P_{N_k} f \|_{L^2}^2 \]
\[ \lesssim \| f \|_{L^\infty}^{2p-2} \sum_{N < N'} (N')^{2k} \| P_{N'} f \|_{L^2}^2, \]
where from the third to the last line we estimated $\| P_{N_i} f \|_{L^\infty} \lesssim \| f \|_{L^\infty}$ to then do the summation first in $N_1$, then in $N_2$ and lastly in $N_{k-1}$, and rename $N_k = N'$. We conclude that
\[ \sum_{N} N^{2s} \| P_{N} (|P_{<N} f|^{p-1} P_{<N} f) \|_{L^2}^2 \]
\[ \lesssim \| f \|_{L^\infty}^{2(p-1)} \sum_{N} \sum_{N' < N} N^s 2^{2k} (N')^{2k} \| P_{N'} f \|_{L^2}^2 \]
\[ \lesssim \sum_{N'} (N')^{2s} \| P_{N'} f \|_{L^2}^2 \]
by summing over $N$ first. \qed
Theorem 2.4 (Global wellposedness for $w \in H^s(\mathbb{T})$). Let $p \geq 2$ and $w_0 \in H^s(\mathbb{T})$ for $1 \leq s \leq [p]$. Then the global solution of Theorem 2.2 is an $H^s(\mathbb{T})$-solution and satisfies
\[
\|w(t)\|_{H^s} \leq e^{c\|w_0\|_{H^1(\mathbb{T})}t}\|w_0\|_{H^s(\mathbb{T})},
\]  
for some constant $c(\|w_0\|_{H^1(\mathbb{T})})$. If $p$ is an odd integer, the same holds for $1 \leq s < \infty$.

Proof. Let $w$ satisfy the integral equation (2.1) on some time interval $[0, T]$. We take the $H^s(\mathbb{T})$ norm on both sides and estimate with the help of Lemma 2.3
\[
\|w(t)\|_{H^s} \leq \|w_0\|_{H^s(\mathbb{T})} + \int_0^t \|w|^{p-1}w\|_{H^s(\mathbb{T})} dt' \leq \|w_0\|_{H^s(\mathbb{T})} + c\|w\|_{L^\infty([0, T] \times \mathbb{T})}^{p-1} \int_0^t \|w\|_{H^s(\mathbb{T})} dt'.
\]
(2.6) now follows from Gronwall's lemma, where we get by Sobolev's inequality and the bound from energy conservation (2.4),
\[
\|w(t)\|_{L^\infty}^{p-1} \lesssim \|w(t)\|_{H^1}^{p-1} \lesssim \|w_0\|_{H^1(\mathbb{T})}^{p-1} + \|w_0\|_{H^2(\mathbb{T})}^{p-1} \sim c(\|w_0\|_{H^1(\mathbb{T})})
\]
for the constant in the exponential.

We end this section by noting that the bound on the $H^s(\mathbb{T})$ norm in Theorem 2.4 is not optimal, but sufficient in our case to prevent blow-up. For example in the integrable case $p = 3$, there are infinitely many Hamiltonians which give immediate control over the $H^N$ norms for integer $N$.

3 Local solutions on the line

To show wellposedness of NLS-type equations on the line in $L^2(\mathbb{R})$, one usually makes use of Strichartz estimates. Indeed, the following result (both for the focusing and defocusing NLS) holds [8, Theorem 2]:

Theorem 3.1 ([8]). If $1 \leq p < 5$, the Cauchy problem (1.3) is locally wellposed in $C([0, T], L^2(\mathbb{R})) \cap L^4([0, T], L^{4(p+1)})$ for any $v_0 \in L^2(\mathbb{R})$, $w_0 \in H^1(\mathbb{T})$.

In the case $1 \leq p < 5$, the guaranteed time of existence $T$ depends only on $\|v_0\|_{L^2(\mathbb{R})}$ and $\|w_0\|_{H^1(\mathbb{T})}$, whereas for $p = 5$ it depends on the profile of $v_0$ and $\|w_0\|_{H^1(\mathbb{T})}$.

The restriction $p \leq 5$ comes from the fact that the problem is mass-supercritical when $p > 5$. On the other hand, we want to consider solutions in the energy space $H^1(\mathbb{R})$, and so we do not run into a supercritical range when making $p$ large. Moreover, the wellposedness issue in $H^1(\mathbb{R})$ is particularly easy because this space is a Banach algebra.
Our goal is to show wellposedness for the perturbed NLS on the line. Both in [6] and [8], local wellposedness was shown under the assumption of $w_0$ being more regular than $v_0$. This was due to the fact that the bound

$$\|v w\|_{H^s(\mathbb{R})} \lesssim \|v\|_{H^s(\mathbb{R})} \|w\|_{H^{s+1}(\mathbb{T})}$$

was used (see for example [6] Lemma 11). A close inspection of the argument shows that a bound against $\|w\|_{H^{s+1/2^+}(\mathbb{T})}$ would also work. On the other hand, the case $s = 1$ suggests that by localizing in space and using periodicity, one can also estimate with the same regularity $s$, because for example

$$\|v w'||_{L^2(\mathbb{R})}^2 = \sum_{k \in \mathbb{Z}} \int_{k}^{k+1} |v|^2 |w'||^2 dx \leq \|w'||_{L^2(\mathbb{T})}^2 \sum_{k \in \mathbb{Z}} \|v\|_{H^s(\mathbb{T})}^2 \lesssim \|w\|_{H^s(\mathbb{T})} \sum_{k} \|v\|_{H^{s+1}(\mathbb{T})}^2 = \|w\|_{H^s(\mathbb{T})} \|v\|_{H^{s+1}(\mathbb{T})}.$$  

This gives a strictly better bound than putting $w'$ into $L^\infty(\mathbb{T}) = L^\infty(\mathbb{R})$ in the first place. With this remark at hand, and using the arguments from [6] and [8], we will obtain the local wellposedness results with initial data in $H^1(\mathbb{R}) + H^1(\mathbb{T})$.

We need estimates on difference terms. This is done in the next lemma.

**Lemma 3.2.** Let $p \geq 2$ and

$$G(v_1, v_2, w) = |v_1 + w|^{p-1}(v_1 + w) - |v_2 + w|^{p-1}(v_2 + w).$$

There exists a constant $c > 0$ such that the following estimates hold true:

$$|G(v_1, v_2, w)| \leq c|v_1 - v_2|(v_1, v_2, w)^{p-1}, \quad (3.1)$$

$$|G(v_1, v_2, w)| \leq c|v_{1,x} - v_{2,x}||v_1, v_2, w|^{p-1} + c|v_1 - v_2||(v_1, v_2, w)|\|v_1, v_2, w\|^{p-2}. \quad (3.2)$$

The same holds true if we replace the function $|x|^{p-1}x$ by $|x|^p$ in all of the arguments.

**Proof.** Note that $\partial_s |f(s)|^p = p|f(s)|^{p-2} \text{Re}(\bar{f} \partial_s f)$. By the fundamental theorem of calculus we can write with $v(s) = v_2 + s(v_1 - v_2) + w$

$$G(v_1, v_2, w) = (v_1 - v_2) \int_{0}^{1} |v(s)|^{p-1} ds$$

$$+ (p - 1) \int_{0}^{1} |v(s)|^{p-3} \text{Re}(v(s)(v_1 - v_2)) ds$$

Since $|v_2 + s(v_1 - v_2) + w|^{p-1} \lesssim |v_1|^{p-1} + |v_2|^{p-1} + |w|^{p-1}$, this shows the first estimate. For the second estimate, the first summand takes care of when the derivative falls on $(v_1 - v_2)$. Moreover,

$$|\partial_s |v(s)|^{p-1}| \lesssim (|v_{1,x} + |v_{2,x}| + |w_x|)(|v_1|^{p-2} + |v_2|^{p-2} + |w|^{p-2})$$
which produces the second summand in the estimate coming from the derivative falling on the integrand. The case of \( |x|^p \) instead of \( |x|^{p-1} \) is proven analogously.

\[ \textbf{Theorem 3.3.} \text{ Let } p \geq 2. \text{ The Cauchy problem } (1.3) \text{ is locally wellposed in } C([0,T], H^1(\mathbb{R})) \text{ for any } v_0 \in H^1(\mathbb{R}), w_0 \in H^s(\mathbb{T}), s \geq 1. \]

The guaranteed time of existence \( T^* \) depends only on the \( H^1 \) norms \( \|v_0\|_{H^1(\mathbb{R})} \) and \( \|w_0\|_{H^1(\mathbb{T})} \). More precisely,

\[ T^* \gtrsim \min \left( \|v_0\|_{H^1(\mathbb{R})}^{1-p}, \|w_0\|_{H^1(\mathbb{T})}^{1-p}, \|w_0\|_{H^1(\mathbb{T})}^{\frac{2}{p-1}} \right). \]

\[ \text{Proof.} \] The proof is a standard Banach fixed point argument. If we let \( S(t) = e^{it \partial_x^2} \), then the integral formulation of (1.3) is

\[ v(t) = S(t)v_0 + i \int_0^t S(t-t')(v + w)|^{p-1}(v + w) - |w|^{p-1}w \, dt'. \tag{3.3} \]

We will show that the right-hand side is a contraction on

\[ X_{R,T} = \{ v \in C([0,T], H^1(\mathbb{R})) : \|v\|_{C([0,T], H^1(\mathbb{R}))} \leq R \} \]

where \( R, T \) will be chosen later. We claim that

\[ \|v + w|^{p-1}(v + w) - |w|^{p-1}w\|_{H^1(\mathbb{R})} \lesssim \|v\|_{H^1(\mathbb{T})}(\|v\|_{H^1(\mathbb{T})}^{p-1} + \|v\|_{H^1(\mathbb{T})}^{p-1}) \tag{3.4} \]

Indeed by Lemma 3.2 with \( v_2 = 0 \),

\[ \|v + w|^{p-1}(v + w) - |w|^{p-1}w\| \lesssim \|v\|(|v|^{p-1} + |w|^{p-1}), \]

and

\[ \partial(|v + w|^{p-1}(v + w) - |w|^{p-1}w) \]

\[ \lesssim |v_x|(|v|^{p-1} + |w|^{p-1}) + |v||w_x|(|v|^{p-2} + |w|^{p-2}). \]

The \( L^2(\mathbb{R}) \) norm of the first term and the first summand of the second term are seen to be bounded by the right-hand side of (3.3) simply by putting \( w \in L^\infty(\mathbb{R}) \) and Hölder. For the second summand, we localize in space and use Sobolev’s inequality on the interval \([k,k+1]\) to find

\[ \int_{\mathbb{R}} |v|^2 |w_x|^2 (|v|^{p-2} + |w|^{p-2})^2 \, dx \]

\[ \leq \|w_x\|_{L^4(\mathbb{T})}^2 (\|v\|_{L^\infty(\mathbb{R})}^{p-2} + \|v\|_{L^\infty(\mathbb{R})}^{p-2})^2 \sum_k \|v\|_{L^\infty((k,k+1))}^2 \]

\[ \lesssim \|w\|_{H^1(\mathbb{T})}^2 \|v\|_{H^1(\mathbb{R})}^2 (\|v\|_{H^1(\mathbb{R})}^{p-2} + \|w\|_{H^1(\mathbb{T})}^{p-2})^2. \]

This proves (3.3).
For the $H^1(T)$ norm of $w$ we have the energy bound \[ \|v_0\|_{H^1(R)} + cTR\left(\|w_0\|_{H^1(T)}^{p+1} + \|w_0\|_{H^{\frac{2}{p-1}}(T)}^2 + R^{p-1}\right) \]
if $v \in X_{R,T}$. Choosing $R = 2\|v_0\|_{H^1(R)}$ deals with the first summand, and for the second summand, we let
\[ T \lesssim \min \left(\|w_0\|_{H^1(T)}^{-p}, \|w_0\|_{H^{\frac{2}{p-1}}(T)}^{-\frac{2}{p-1}}, R^{1-p}\right) \]
be small enough. This guarantees that the right-hand side of (3.3) defines a mapping on $X_{R,T}$. The contractive property is proven similarly: If we keep the notation from Lemma 3.2 and use it, then
\[ |G(v_1, v_2, w)| \lesssim |v_1 - v_2|(|v_1|^{p-1} + |v_2|^{p-1} + |w|^{p-1}), \]
and
\[ |G(v_1, v_2, w)_x| \lesssim |v_1,x - v_2,x|(|v_1|^{p-1} + |v_2|^{p-1} + |w|^{p-1}) + |v_1 - v_2|(|v_1,x| + |v_2,x| + |w_x|)(|v_1|^{p-2} + |v_2|^{p-2} + |w|^{p-2}) \]
When there is no derivative term falling on $w$, the $L^2(R)$ norm of $G$ respectively $G_x$ can be estimated by putting $w$ in $L^\infty$. The worst term is
\[ \int |v_1 - v_2|^2|w_x|^2(|v_1|^{p-2} + |v_2|^{p-2} + |w|^{p-2})^2 \, dx \]
\[ \lesssim (\|v_1\|_{L^\infty}^{p-2} + \|v_2\|_{L^\infty}^{p-2} + \|w\|_{L^\infty}^{p-2})^2 \sum_k \|v_1 - v_2\|_{L^\infty([k,k+1])}^2 \|w_x\|^2_{L^2(T)}, \]
and we can estimate as before by Sobolev’s embedding. Hence we find
\[ \left\| \int_0^t S(t-t')G(v_1, v_2, w) \, dt' \right\|_{H^1(R)} \]
\[ \lesssim \|v_1 - v_2\|_{L^\infty([0,T],H^1(R))} T(R^{p-1} + \|w\|_{L^\infty([0,T],H^{\frac{2}{p-1}}(T))}^{p-1}) \]
\[ \lesssim \|v_1 - v_2\|_{L^\infty([0,T],H^1(R))} T(R^{p-1} + \|w_0\|_{H^{\frac{2}{p-1}}(T)}^{p-1} + \|w_0\|_{H^1(T)}^{2-p}) \]
In particular with the same relative smallness condition as before, we obtain a contraction on $X_{R,T}$. \[ \square \]
As a byproduct of Theorem 3.3 we obtain a blow-up alternative for the solution $v$ to (1.3): Denote by $T^*$ the maximal time of existence. Then either $T^* < \infty$ and
\[ \limsup_{t \to T^*} \|v(t)\|_{H^1(R)} = \infty, \quad (3.5) \]
or $T^* = \infty$.
Indeed, we see that if we had a maximal solution of (1.3) with the property
\[ \limsup_{t \to T^*} \|v(t)\|_{H^1(R)} < \infty, \]
we could continue it to some time $T^* + \delta$ by Theorem 3.3 yielding a contradiction to its definition as a maximal solution.
4 Global solutions on the line

In this section, we will prove our main theorem. To this end, we define momentum $M$, energy $E$ and Hamiltonian $H$ as

$$M(v) = \int \frac{1}{2} |v|^2 \, dx, \quad E(v) = \int \frac{1}{2} |v_x|^2 + \frac{1}{p+1} |v|^{p+1}.\tag{1.3}$$

and

$$H(v) = \int \frac{1}{2} |v_x|^2 + \frac{1}{p+1} \left( |v + w|^{p+1} - |w|^{p+1} - (p+1)|w|^{p-1} \text{Re}(vw) \right) \, dx.$$

Moreover, we introduce the notation $(f,g) = \text{Re} \int f(x) \overline{g(x)} \, dx$.

**Theorem 4.1.** Let $v \in C^0([0,T), H^1(\mathbb{R}))$ be a solution of (1.3). Let $p \geq 3$ and $w_0 \in H^s(T)$ with

- $3/2 < s < \infty$, if $p = 3$,
- $5/2 < s < \infty$, if $p \geq 5$ is an odd integer and
- $5/2 < s \leq [p]$, else.

Then there is a constant $C = C(T, \|v_0\|_{H^1}, \|w_0\|_{H^s}) > 0$ such that

$$\sup_{t \in [0,T]} M(v(t)) + E(v(t)) \leq C \tag{4.1}$$

In particular, (1.3) is globally wellposed.

The idea of the proof is that by (1.5), we know that there are no derivatives falling on $v$, and we essentially just have to count factors of $v$ in the time derivative of $H$. Factors that depend on the $L^\infty$ norm of $w$ and its derivatives are allowed since by Theorem 2.4 it is bounded locally in time.

We will see that there are always more than two, but never too many factors of $v$. If there are too many factors of $v$, we are not able to estimate by $M^{\alpha}E^{1-\alpha}$ anymore, leading to a break down in the Gronwall argument. This is also the reason of the higher regularity assumption $w_0 \in H^{5/2+}(\mathbb{T})$ in the case $p > 3$, because the estimate

$$\int |v_x||v|^{p-1} \, dx \lesssim \|v_x\|_{L^2} \|v\|^{((1-\alpha)(p+1))}_{L^{p+1}}$$

only works for $p \leq 3$.

Before proving Theorem 4.1, we need additional estimates in the spirit of Lemma 3.2.

**Lemma 4.2.** Let $p \geq 3$. There exists a constant $c = c(p) > 0$ such that the following estimates hold true:

$$||v + w|^{p-1} - |w|^{p-1} - (p-1)\text{Re}(w\overline{v})|w|^{p-3}| \leq c|v|^2(|w|^{p-3} + |v|^{p-3}). \tag{4.2}$$
\[ \|v + w\|^{p+1} - |w|^{p+1} - (p + 1) \Re(w\bar{v})|w|^{p-1} - |v|^{p+1} \leq c|v|^2|w|(|w|^{p-2} + |v|^{p-2}), \]  

(4.3)

\[ \|v + w\|^{p-1}(v + w) - |w|^{p-1}w - ((p - 1) \Re(w\bar{v})|w|^{p-3}w + v|w|^{p-1}) \leq c|v|^2(|w|^{p-2} + |v|^{p-2}). \]  

(4.4)

In particular, there exists a constant \( c = c(p, \|w\|_{L^\infty(\mathcal{T})}) > 0 \) such that

\[ H \leq cM + E, \quad E \leq cM + H. \]  

(4.5)

Proof. We define \( f(s, t) = |sv + tw|^q \). Note first that

\[ \partial_s f(s, t) = q|sv + tw|^{q-2} \Re((sv + tw)\bar{v}), \]

\[ \partial_t f(s, t) = q|sv + tw|^{q-2} \Re((sv + tw)\bar{v}), \]

\[ \partial^2_s f(s, t) = q|sv + tw|^{q-2} v^2 + q(q - 2)|sv + tw|^{q-4} \Re((sv + tw)\bar{v})^2, \]

\[ \partial_s \partial_t f(s, t) = q|sv + tw|^{q-2} \Re(v\bar{w}) \]

\[ + q(q - 2)|sv + tw|^{q-4} \Re((sv + tw)\bar{v}) \Re((sv + tw)\bar{w}), \]

\[ \partial^2_s \partial f(s, t) = q(q - 2)|sv + tw|^{q-4} \Re((sv + tw)\bar{v}) \Re(v\bar{w}) \]

\[ + q(q - 2)|sv + tw|^{q-4} \Re((sv + tw)\bar{v}) \Re(v\bar{w}), \]

\[ + q(q - 2)(q - 4)|sv + tw|^{q-6} \Re((sv + tw)\bar{v})^2 \Re((sv + tw)\bar{w}). \]

In particular, we see that for \( 0 \leq s, t \leq 1 \),

\[ |\partial^2_s f(s, t)| \lesssim |v|^2(|v|^{q-2} + |w|^{q-2}), \]

\[ |\partial^2_s \partial_t f(s, t)| \lesssim |v|^2|w|(|v|^{q-3} + |w|^{q-3}). \]

Now the left-hand side of the first estimate is \( f(1, 1) - f(0, 1) - \partial_s f(0, 1) \) with \( q = p - 1 \), and so the first estimate follows from the fundamental theorem of calculus,

\[ |f(1, 1) - f(0, 1) - \partial_s f(0, 1)| = \left| \int_0^1 \partial_s f(s, 1) - \partial_s f(0, 1) \, ds \right| \]

\[ = \left| \int_0^1 \int_0^s \partial^2_s f(s', 1) \, ds' \, ds \right| \lesssim |v|^2(|v|^{q-2} + |w|^{q-2}). \]

For the second estimate we note that \( f(0, 0) = \partial_s f(0, 0) = 0 \) and use the fundamental theorem of calculus three times to see

\[ |f(1, 1) - f(0, 1) - f(1, 0) - \partial_s f(0, 1)| = \left| \int_0^1 \int_0^1 \int_0^s \partial^2_s \partial_t f(s', t) \, ds' \, ds \, dt \right| \]

\[ \lesssim |v|^2|w|(|v|^{q-3} + |w|^{q-3}). \]

The third estimate follows similarly by arguing with \( g(s, t) = |sv + tw|^{p-1}(sv + tw) \). With these estimates, we use Hölder \( \|v\|_{L^p}^p \leq \|v\|_{L^{p/2}}^{2(p-1)} \|v\|_{L^{p+1}}^{p(p-2)/(p-1)} \)
and Young to see

\[ |H(v) - E(v)| \lesssim \int |v|^2 |w|(|w|^{p-2} + |v|^{p-2}) \, dx \]

\[ \lesssim \|w\|_{L^{\infty}(\mathbb{T})}^{p-1} M(v) + \|w\|_{L^{\infty}(\mathbb{T})} M(v) \|v\|_{L^p(\mathbb{R})}^p \]

\[ \lesssim \|w\|_{L^{\infty}(\mathbb{T})}^{p-1} M(v) + \|w\|_{L^{\infty}(\mathbb{T})} M(v) \frac{1}{t} E(v)^{\frac{p-2}{2}} \]

\[ \lesssim \varepsilon E(v) + C(\varepsilon) M(v). \]

Choosing \( \varepsilon \) small enough, we arrive at (1.5).

In order to prove Theorem 4.1, we want to take time derivatives of \( E \) and \( M \) and hence of \( v \). If \( v_0 \in H^1(\mathbb{R}) \), then \( v(t) \in H^1(\mathbb{R}) \) and hence from (1.3) we see that \( v_t \in H^{-1}(\mathbb{R}) \) for all times. This is enough to rigorously calculate \( \partial_t M = (v, v_t) \), by interpreting the involved integral as a dual pairing between \( H^1 \) and \( H^{-1} \). For the bilinear part of the energy, \( -(v_{xx}, v_t) \), this does not suffice any more. Our solution is to employ a twisting trick (see for example [11] and [19]) and to work in the interaction picture, that is with the function \( \psi(t) = e^{-it\partial_x^2} v(t) \).

**Proof of Theorem 4.1.** Fix \( T > 0 \). We use Gronwall’s lemma to obtain an exponential bound on \( M + H \). By (1.3), this is enough to bound \( M + E \) and hence the \( H^1 \) norm.

First of all, note that for any \( 2 \leq q \leq p + 1 \), we have by Hölder and Young

\[ \|v\|_{L^q}^q \leq \|v\|_{L^2}^{2q/(2q-1)} \|v\|_{L^{p+1}}^{(p+1)/(2q-1)} \leq M(v)^{\frac{q}{2q-1}} E(v)^{\frac{1}{2q-1}} \leq M(v)^{\frac{q}{p+1}} E(v)^{\frac{1}{p+1}} \]

This shows that powers of \( v \) ranging from two to \( p + 1 \) are allowed.

We begin with \( M \) and see, interpreting the integrals in the first line as a dual pairing between \( H^1 \) and \( H^{-1} \),

\[ \partial_t M(v) = (v, v_t) = (iv, -v_{xx} + |v + w|^{p-1}(v + w) - |w|^{p-1}w) \]

\[ = (iv, |v + w|^{p-1}(v + w) - |w|^{p-1}w) \]

\[ \lesssim E(v) + M(v) \lesssim H(v) + M(v). \]

Here, the summand \((iv, -v_{xx})\) vanishes by partially integrating once and we used Lemma 3.2 in the last line. To calculate the time derivative of \( H \), we start with a formal calculation for the bilinear part,

\[ \partial_t \frac{1}{2} \int |v_x|^2 \, dx = (v_t, -v_{xx}) = -|v_t| + |v + w|^{p-1}(v + w) - |w|^{p-1}w, \]

using (1.3) to rewrite \(-v_{xx}\) and \((v_t, iv_t) = 0\). As \( v_t \in H^{-1} \) and \( v_{xx} \in H^{-1} \), their product is not well defined and the middle step in the above calculation needs to be justified. To make it rigorous, we define \( \psi(t) = e^{-it\partial_x^2} v(t) = S(-t)v(t) \).

Recall that \( v(t) \) satisfies (1.3), and hence \( \psi(t) \) satisfies

\[ \psi(t) = v_0 + \int_0^t S(-t') (|v + w|^{p-1}(v + w) - |w|^{p-1}w) \, dt'. \]
In particular, we see that
\[ i \partial_t \psi = S(-t)(|v + w|^{p-1}(v + w) - |w|^{p-1}w)(t), \]
which shows \( \psi \in C^1((0,T), H^1(\mathbb{R})) \). Since \( S(-t) \) is an isometry on \( L^2 \) and commutes with derivatives, we calculate
\[
\partial_t \frac{1}{2} \int |v_x|^2 = -(\psi_{xx}, \psi_t)
\]
\[
= -(i\psi_{xx}, S(-t)(|v + w|^{p-1}(v + w) - |w|^{p-1}w))
\]
\[
= -(i\psi_{xx}, |v + w|^{p-1}(v + w) - |w|^{p-1}w)
\]
\[
= -(v_t + i(|v + w|^{p-1}(v + w) - |w|^{p-1}w), |v + w|^{p-1}(v + w) - |w|^{p-1}w)
\]
which is well-defined as a dual pairing, because \( |v + w|^{p-1}(v + w) - |w|^{p-1}w \in H^1(\mathbb{R}) \) by Lemma 3.2.

For the nonlinear term of the Hamiltonian, we calculate
\[
\partial_t \frac{1}{p+1} \int |v + w|^{(p+1)} - |w|^{p+1} - (p + 1) \Re(w\bar{v})|w|^{p-1} dx
\]
\[
= \Re \int (|v + w|^{p-1}(v_t + w_t)(\bar{v} + \bar{w}) - |w|^{p-1}(w_t \bar{w}))
\]
\[
= \Re \int (|v + w|^{p-1}(\bar{v} + \bar{w})v_t - |w|^{p-1}\bar{w}v_t) + \int R,
\]
where the remainder \( R \) only carries time derivatives on \( w \),
\[
R = \Re ((v + w|^{p-1}(\bar{v} + \bar{w})w_t - |w|^{p-1}(\bar{v} + \bar{w})w_t) - (p - 1)|w|^{p-3} \Re(w_t \bar{w}) \Re(w\bar{v}).
\]
Since the first summand cancels with the time derivative of the bilinear part, we arrive at \( \partial_t H = \int R \) as predicted by (1.5). We conclude
\[
\partial_t H = (w_t, |v + w|^{p-1}(v + w) - |w|^{p-1}(v + w) - (p - 1) \Re(w\bar{v})|w|^{p-3}w)
\]
\[
= (w_t, v(|v + w|^{p-1} - |w|^{p-1}))
\]
\[
+ (w_t, w(|v + w|^{p-1} - |w|^{p-1} - (p - 1) \Re(w\bar{v})|w|^{p-3})).
\]
We first argue how to handle this term in the case \( p > 3 \). In this case, we assumed \( w_0 \in H^s(\mathbb{T}) \), \( s > 5/2 + \) with corresponding upper bound depending on whether \( p \) is an odd integer or not. This means by Theorem 2.4 that we have local in time boundedness in \( L^\infty \) of \( w_{xx} \), hence of \( w_t \). Now using Lemma 4.2 this implies
\[
|\partial_t H| \lesssim ||w_t||_{L^\infty} \int |v|^2(|v|^{p-2} + |w|^{p-2}) dx
\]
\[
+ ||w_t||_{L^\infty} ||w||_{L^\infty} \int |v|^2(|v|^{p-3} + |w|^{p-3}) dx
\]
\[
\lesssim E(v) + M(v) \lesssim H(v) + M(v),
\]
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with a bound depending on $p, w_0, T$. Gronwall gives

$$H(v(t)) + M(v(t)) \lesssim (H(v_0) + M(v_0))e^{Ct},$$

and proves the theorem for this case.

We turn to $p = 3$. By plugging in the equation (1.2) for $w_t$, we obtain two terms for each summand in $\partial_t H$, one with $|w|^2 w$ and one with $w_{xx}$. For the term with $|w|^2 w$, we estimate $w$ in $L^\infty$ and argue as above. The other two terms are

$$(iw_{xx}, v(|v + w|^2 - |w|^2)) + (iw_{xx}, w(|v + w|^2 - |w|^2 - 2 \text{Re}(w\bar{\nu})))$$

$$= (iw_{xx}, |v|^2 v + 2v \text{Re}(v\bar{\nu}) + |v|^2 w).$$

We integrate by parts once. This produces terms where the derivative falls on a copy of $w$, and terms where the derivative falls on a copy of $v$. The former case is handled just as above because $\|w_x\|_{L^\infty}$ is bounded locally in time by $w_0 \in H^{3/2+}$. In the latter case, we put $v_x$ in $L^2$ and estimate

$$\left| (iw_x, (|v|^2 v)_x + 2v_x \text{Re}(v\bar{\nu}) + 2v \text{Re}(v_x\bar{\nu}) + (|v|^2)_x w) \right|$$

$$\lesssim \|w_x\|_{L^\infty} \left( \|v_x\|_{L^2}^2 + \|w\|_{L^\infty} \|v_x\|_{L^2} \|v\|_{L^2} \right)$$

$$\lesssim E(v) + E(v)^{\frac{1}{2}} M(v)^{\frac{1}{2}}$$

which can be estimated by $E(v) + M(v)$ by Young. As before we conclude via Gronwall and finish the proof. □
References

[1] Ioannis Anapolitanos, Michael Hott, and Dirk Hundertmark. Derivation of the Hartree equation for compound Bose gases in the mean field limit. Rev. Math. Phys., 29(7):1750022, 28, 2017.

[2] Árpád Bényi and Kasso A. Okoudjou. Local well-posedness of nonlinear dispersive equations on modulation spaces. Bull. Lond. Math. Soc., 41(3):549–558, 2009.

[3] Jean Bourgain. Fourier transform restriction phenomena for certain lattice subsets and applications to nonlinear evolution equations. I. Schrödinger equations. Geom. Funct. Anal., 3(2):107–156, 1993.

[4] Anne Boutet de Monvel and Ira Egorova. On solutions of nonlinear Schrödinger equations with Cantor-type spectrum. J. Anal. Math., 72:1–20, 1997.

[5] Leonid Chaichenets. Modulation spaces and nonlinear Schrödinger equations. PhD thesis, Karlsruhe Institute of Technology (KIT), Sep 2018.

[6] Leonid Chaichenets, Dirk Hundertmark, Peer Kunstmann, and Nikolaos Pattakos. Knocking out teeth in one-dimensional periodic nonlinear Schrödinger equation. SIAM J. Math. Anal., 51(5):3714–3749, 2019.

[7] Leonid Chaichenets, Dirk Hundertmark, Peer Kunstmann, and Nikolaos Pattakos. Local well-posedness for the nonlinear Schrödinger equation in the intersection of modulation spaces $M^p_{\infty, q}(\mathbb{R}^d) \cap M_{\infty, 1}(\mathbb{R}^d)$. In Mathematics of Wave Phenomena, pages 89–107, Cham, 2020. Springer International Publishing.

[8] Leonid Chaichenets, Dirk Hundertmark, Peer Kunstmann, and Nikolaos Pattakos. On the global well-posedness of the quadratic NLS on $H^1(\mathbb{T}) + L^2(\mathbb{R})$. NoDEA Nonlinear Differential Equations Appl., 28(2):Paper No. 11, 28, 2021.

[9] Mi-Ran Choi, Dirk Hundertmark, and Young-Ran Lee. Well-posedness of dispersion managed nonlinear Schrödinger equations. arXiv:2003.09076, 2020.

[10] Benjamin Dodson, Avraham Soffer, and Thomas Spencer. The nonlinear Schrödinger equation on Z and R with bounded initial data: examples and conjectures. J. Stat. Phys., 180(1-6):910–934, 2020.

[11] Benjamin Dodson, Avraham Soffer, and Thomas Spencer. Global well-posedness for the cubic nonlinear Schrödinger equation with initial data lying in $L^p$-based Sobolev spaces. J. Math. Phys., 62(7):071507, 13, 2021.

[12] M. Burak Erdoğan and Nikolaos Tzirakis. Dispersive partial differential equations, volume 86 of London Mathematical Society Student Texts. Cambridge University Press, Cambridge, 2016. Wellposedness and applications.
[13] Ludwig D. Faddeev and Leon A. Takhtajan. *Hamiltonian methods in the theory of solitons*. Classics in Mathematics. Springer, Berlin, english edition, 2007. Translated from the 1986 Russian original by Alexey G. Reyman.

[14] Jean Ginibre and Giorgio Velo. On a class of nonlinear Schrödinger equations. III. Special theories in dimensions 1, 2 and 3. *Ann. Inst. H. Poincaré Sect. A (N.S.),* 28(3):287–316, 1978.

[15] Yuri S. Kivshar and Barry Luther-Davies. Dark optical solitons: physics and applications. *Physics Reports,* 298(2):81–197, 1998.

[16] Joel L. Lebowitz, Harvey A. Rose, and Eugene R. Speer. Statistical mechanics of the nonlinear Schrödinger equation. *J. Statist. Phys.,* 50(3-4):657–687, 1988.

[17] Yan Chow Ma and Mark J. Ablowitz. The periodic cubic Schrödinger equation. *Stud. Appl. Math.,* 65(2):113–158, 1981.

[18] Tadahiro Oh. Global existence for the defocusing nonlinear Schrödinger equations with limit periodic initial data. *Commun. Pure Appl. Anal.,* 14(4):1563–1580, 2015.

[19] Terence Tao. *Nonlinear dispersive equations*, volume 106 of *CBMS Regional Conference Series in Mathematics*. Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 2006. Local and global analysis.