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Abstract

We introduce a Bayesian framework for inference with a supervised version of the Gaussian process latent variable model. The framework overcomes the high correlations between latent variables and hyperparameters by using an unbiased pseudo estimate for the marginal likelihood that approximately integrates over the latent variables. This is used to construct a Markov Chain to explore the posterior of the hyperparameters. We demonstrate the procedure on simulated and real examples, showing its ability to capture uncertainty and multimodality of the hyperparameters and improved uncertainty quantification in predictions when compared with variational inference.

1. Introduction

Statistical Bayesian approaches to regression such as Gaussian process (GP) modelling can be used to learn probabilistic mappings between inputs and outputs from laboratory or computer experiments based on training samples consisting of inputs \( \{ x_n \}_{n=1}^N \subset \mathbb{R}^k \) and corresponding outputs \( \{ y_n \}_{n=1}^N \subset \mathbb{R}^h \). A GP model can be used to infer a non-linear or latent function by treating the function as a realisation of a (Gaussian) stochastic process. A GP is an infinite collection of random variables such that any finite number have a Gaussian distribution with consistent parameters, and it is fully specified by a mean function and a symmetric positive definite covariance function. In the case of regression, correlations between outputs corresponding to different inputs are specified through the covariance (kernel) function, which, together with a mean function, encapsulates (in a non-parametric manner) any a-priori knowledge and/or assumptions in relation to the target function, permitting a degree of flexibility in the assumed complexity and smoothness of the function.

The Gaussian process latent variable model (GPLVM) extends the application of GPs to unsupervised learning tasks for nonlinear dimension reduction. In this case, the inputs are unobserved and treated as latent variables. In Lawrence (2005), the latent variables are optimized to the maximum aposteriori solution. To capture uncertainty in the latent variables, Titsias & Lawrence (2010) developed a variational method for GPLVMs. Variational inference in this setting is challenging as the latent variables appear nonlinearily in the inverse of the kernel, making marginalization over these points analytically intractable. This is overcome by assuming a factorized Gaussian variational distribution for the latent variables and through the use of variationally sparse GPs with the augmentation of inducing points. This method yields a tractable lower bound for the log likelihood.

We focus on a supervised version of the GPLVM, which additionally includes a GP prior over latent variables indexed by known and observable inputs. This model was studied in a dynamic setting by Damianou et al. (2011). It can further be viewed as a deep GP model (Damianou & Lawrence, 2013) with a single hidden layer and observed inputs.

Model hyperparameters defining the covariance function have important implications for smoothness, complexity, and relevance of the inputs. It is common to optimize these parameters based on the approximate marginal likelihood, known as type II maximum likelihood (ML), using gradient-based optimization. However, the likelihood as a function of these parameters is non-convex, and consequently practitioners often find that the optimization is highly dependent on initialisation, with no guarantee of a satisfactory local optimum (Bitzer & Williams, 2010). This is particularly profound when the data set has a low signal-to-noise ratio, which is often the case for medical data. Additionally, while variational methods can substantially reduce computational time, this comes at the cost of strong assumptions and considerable bias. For example, there are often assumptions of independence, on the forms of distributions, and, dependent upon the choice of divergence, variational methods...
underestimate or overestimate the variance of these distributions (Blei et al., 2017).

Our contribution in this paper is to use this model with a more robust, fully Bayesian inference procedure. This allows us to overcome issues with optimization of the hyperparameters and avoids the distributional and independence assumptions of variational methods. Moreover, we gain an understanding of uncertainty in the hyperparameters and achieve sound quantification of uncertainty in predictions of the response by integrating over the hyperparameters. The natural choice is to explore the posterior distribution of the hyperparameters and latent variables with Markov Chain Monte Carlo (MCMC), but strong correlations between the hyperparameters and latent variables lead to low efficiency and poor mixing (Betancourt & Girolami, 2015). We require a method that can break these correlations, which we achieve by using a pseudo-marginal scheme that approximately integrates out the latent variables.

The rest of this paper is structured as follows. In Section 2 we introduce the model before discussing the state-of-the-art variational inference for the model in Section 3. A pseudo-marginal Monte Carlo scheme for fully Bayesian inference is then proposed in Section 4. In Section 4.2, we describe state-of-the-art inference for GPLVMs is based on a variational Bayes method (Titsias & Lawrence, 2010), which assumes a factorized Gaussian variational posterior for the hyperparameters and kernel hyperparameters and latent variables lead to low efficiency and poor mixing (Betancourt & Girolami, 2015). We require a method that can break these correlations, which we achieve by using a pseudo-marginal scheme that approximately integrates out the latent variables.

2. Model

We consider a set of $n$ inputs $X := [x_1 \ldots x_N]^T \in \mathbb{R}^{N \times k_x}$ and corresponding known outputs $Y := [y_1 \ldots y_N]^T \in \mathbb{R}^{N \times k_y}$. This compact matrix notation is used throughout. Additionally, we introduce a set of unknown latent variable representations $Z := [z_1 \ldots z_N]^T \in \mathbb{R}^{N \times k_z}$ of the outputs, with $k_z \ll k_y$. The $i$-th coordinate (feature) of output $y_n$ is denoted $y_{n,i}$, where $n$ indexes the data point, and the assumed model is $y_{n,i} = f_i(z_n) + \epsilon_{n,i}$, in which the noise $\epsilon_{n,i}$ are independent and normally distributed with mean 0 and precision $\beta$, i.e. $\epsilon_{n,i} \sim \mathcal{N}(0, \beta^{-1})$. Independent GP priors (indexed by $z$), namely $f_i(z) \sim \mathcal{GP}(0, k_f(z, z'; \theta))$, where $k_f(z, z'; \theta)$ is the (common) covariance/kernel function with hyperparameters $\theta$. The notation $\mathcal{GP}(\cdot, \cdot)$ in which the first argument is the mean function and the second is the covariance function is used throughout.

Using the notation $f_{n,i} = f_i(z_n)$ we can define a matrix $F \in \mathbb{R}^{N \times k_y}$ with columns $f_{n,i} = (f_1, \ldots, f_{N,i})^T$. A similar notation is used for other matrices, e.g., $y_{:,i}$ denotes the $i$-th column of $Y$, i.e., it is the vector with components given by the $i$-th feature across all $N$ samples. By the independence assumption

$$p(F|Z, \theta) = \prod_{i=1}^{k_y} p(f_{i,i}|Z, \theta),$$

and by the properties of GPs, we have $p(f_{i,i}|Z, \theta) = \mathcal{N}(f_{i,i}|0, K_f)$, in which $K_f$ is the $N$ by $N$ kernel (covariance) matrix with $n, n'$-th entry $k_f(z_n, z_{n'}; \theta)$. Thus,

$$p(Y|Z, \theta, \beta) = \int \prod_{i=1}^{k_y} \prod_{n=1}^{N} p(y_{n,i}|f_{n,i}, \beta)p(f_{i,i}|Z, \theta)dF = \prod_{i=1}^{k_y} \mathcal{N}(y_{:,i}|0, K_f + \beta^{-1}I_N),$$

in which $p(y_{:,i}|f_{:,i}, \beta) = \mathcal{N}(y_{:,i}|f_{:,i}, \beta^{-1}I_N)$ by virtue of the noise model. The model for the latent points comes in the form of independent GP priors $z_j(x) \sim \mathcal{GP}(0, k_z(x, x'; \sigma))$, $j = 1, \ldots, k_z$. Thus,

$$p(Z|X, \sigma) = \prod_{j=1}^{k_z} p(z_{j,:}|X, \sigma) = \prod_{j=1}^{k_z} \mathcal{N}(z_{,j}|0, K_z),$$

where $K_z$ is the $N$ by $N$ kernel matrix, with $n, n'$-th entry equal to $k_z(x_n, x_{n'}; \sigma)$. The joint density for the observed data and latent variables is:

$$p(Y, Z|X, \theta, \sigma, \beta) = p(Y|Z, \theta, \beta)p(Z|X, \sigma).$$

The Bayesian model is completed with a prior on the precision $\beta$ and kernel hyperparameters $\theta$ and $\sigma$, which we assume factorizes as

$$p(\beta, \theta, \sigma) = p(\beta)p(\theta)p(\sigma).$$

3. Variational Bayes

State-of-the-art inference for GPLVMs is based on a variational Bayes method (Titsias & Lawrence, 2010), which assumes a factorized Gaussian variational posterior for the latent variables. Ideas from variationally sparse GPs with auxiliary inducing variables are utilized to derive a tractable lower bound to marginal likelihood, which can then be optimized with respect to hyperparameters and variational parameters. We briefly describe an application of this variational method for the supervised GPLVM presented in the previous section, which is similar to the variational approach of Damianou et al. (2011) but extended for multivariate inputs and the variational approach of Damianou (2015) but for a single hidden layer and observed inputs.
A variational distribution \( q(\mathbf{Z}) \) for the latent variables (approximating the true posterior \( p(\mathbf{Z}|\mathbf{X}, \mathbf{Y}, \theta, \sigma, \beta) \)) is taken to have the factorized Gaussian form:

\[
q(\mathbf{Z}) = \prod_{j=1}^{k_y} \mathcal{N}(\mathbf{z}_{:,j} | \mathbf{u}_j, \mathbf{S}_j),
\]

where \( \mathbf{S}_j \) is a full \( N \) by \( N \) covariance matrix. Using Jensen’s inequality, we can derive the evidence lower bound:

\[
\log p(\mathbf{Y}|\mathbf{X}, \theta, \sigma, \beta) \geq \int q(\mathbf{Z}) \log \left[ \frac{p(\mathbf{Y}|\mathbf{Z}, \theta, \beta)p(\mathbf{Z}|\mathbf{X}, \sigma)}{q(\mathbf{Z})} \right] d\mathbf{Z} = \mathcal{F}(q(\mathbf{Z}), \theta, \beta) - \text{KL}(q(\mathbf{Z})||p(\mathbf{Z}|\mathbf{X}, \sigma)). \tag{3}
\]

The second term is the negative KL divergence between \( q(\mathbf{Z}) \) and \( p(\mathbf{Z}|\mathbf{X}, \sigma) \), which can be analytically computed since both are Gaussians. Given that the data \( \{\mathbf{y}_n\}_{n=1}^N \) is conditionally independent across features, we can express the first term \( \mathcal{F}(q(\mathbf{Z}), \theta, \beta) \) in (3) as:

\[
\mathcal{F}(q(\mathbf{Z}), \theta, \beta) = \sum_{i=1}^{k_y} \int q(\mathbf{Z}) \log p(\mathbf{y}_{:,i}|\mathbf{Z}, \theta, \beta) d\mathbf{Z} := \mathcal{F}_i(q(\mathbf{Z}), \theta, \beta). \tag{4}
\]

In the current form for \( \mathcal{F}(q(\mathbf{Z}), \theta, \beta) \) in Eq. (4), \( \mathbf{Z} \) remains inside the inverse of the kernel, making evaluations under distributions of \( \mathbf{Z} \) difficult to compute. In order to formulate a tractable problem, we employ the variational sparse GP approach of Titsias (2009). For each vector of latent function values \( \mathbf{f}_{:,i} \), \( i = 1, \ldots, k_y \), we introduce a separate set of \( M \) auxiliary inducing function values \( \mathbf{u}_{:,i} \in \mathbb{R}^M \), evaluated at a set of \( M \) inducing point locations given by the matrix \( \mathbf{Z}_u \in \mathbb{R}^{M \times k_y} \). The augmented probability model is:

\[
p(\mathbf{y}_{:,i}, \mathbf{f}_{:,i}, \mathbf{u}_{:,i}|\mathbf{Z}, \theta, \beta, \mathbf{Z}_u) = p(\mathbf{y}_{:,i}|\mathbf{f}_{:,i}, \beta)p(\mathbf{f}_{:,i}|\mathbf{Z}, \theta, \mathbf{u}_{:,i}, \mathbf{Z}_u)p(\mathbf{u}_{:,i}|\mathbf{Z}_u, \theta),
\]

and from the joint GP prior over \( (\mathbf{f}_{:,i}, \mathbf{u}_{:,i}) \),

\[
p(\mathbf{f}_{:,i}|\mathbf{Z}, \theta, \mathbf{u}_{:,i}, \mathbf{Z}_u) = \mathcal{N}(\mathbf{f}_{:,i}|\mathbf{a}_i, \mathbf{K}_f - \mathbf{K}_{fu}\mathbf{K}^{-1}_{uf}),
\]

and \( p(\mathbf{u}_{:,i}|\mathbf{Z}_u, \theta) = \mathcal{N}(\mathbf{u}_{:,i}|\mathbf{0}, \mathbf{K}_u) \), in which \( \mathbf{K}_u = \mathbf{K}_{uf}^T \) is the cross-covariance matrix corresponding to the inducing points, \( \mathbf{K}_{fu} = \mathbf{K}_{uf}^T \) is the inner product of the data and latent points and \( \mathbf{a}_i := \mathbf{K}_{fu}\mathbf{K}^{-1}_{uf}\mathbf{u}_{:,i} \). Then we use a variational approach again to approximate the true posterior of \( (\mathbf{f}_{:,i}, \mathbf{u}_{:,i}) \) with the variational distribution:

\[
q(\mathbf{f}_{:,i}, \mathbf{u}_{:,i}) = p(\mathbf{f}_{:,i}|\mathbf{Z}, \theta, \mathbf{u}_{:,i}, \mathbf{Z}_u)\phi(\mathbf{u}_{:,i}).
\]

Lower bounds on the log likelihood term in the integrand of \( \mathcal{F}_i \) in Eq. (4) are given by:

\[
\log p(\mathbf{y}_{:,i}|\mathbf{Z}, \theta, \beta) \geq \int \phi(\mathbf{u}_{:,i}) \log \left( \frac{p(\mathbf{u}_{:,i}|\mathbf{Z}_u, \theta)N(\mathbf{y}_{:,i}|\mathbf{a}_i, \beta^{-1}\mathbf{I}_N)}{\phi(\mathbf{u}_{:,i})} \right) d\mathbf{u}_{:,i} - \frac{\beta}{2} \text{Tr}((\mathbf{K}_f - \mathbf{K}_{fu}\mathbf{K}^{-1}_{uf})) \tag{5}
\]

Combining Eq. (4) with Eq. (5) and interchanging the order of integration (under the assumption that \( \phi(\mathbf{u}_{:,i}) \) does not depend on \( \mathbf{Z} \), we have

\[
\mathcal{F}_i(q(\mathbf{Z}), \theta, \beta, \mathbf{Z}_u) \geq \int \phi(\mathbf{u}_{:,i}) \log \left( \frac{\int p(\mathbf{u}_{:,i}|\mathbf{Z}_u, \theta)N(\mathbf{y}_{:,i}|\mathbf{a}_i, \beta^{-1}\mathbf{I}_N) d\mathbf{u}_{:,i}}{\phi(\mathbf{u}_{:,i})} \right) d\mathbf{u}_{:,i} + \frac{\beta}{2} \text{Tr}((\mathbf{K}_f)^q) + \frac{\beta}{2} \text{Tr}((\mathbf{K}_{uf}\mathbf{K}_u^{-1})(\mathbf{K}_{uf}\mathbf{K}_u^{-1}))q.
\]

In which \( \langle \rho \rangle_q \) denotes the expected value of a quantity \( \rho \) under the distribution \( q(\mathbf{Z}) \). The optimal setting of \( \phi(\mathbf{u}_{:,i}) \) by maximizing the lower bound is

\[
\phi(\mathbf{u}_{:,i}) \propto \exp \left( \langle \log N(\mathbf{y}_{:,i}|\mathbf{a}_i, \beta^{-1}\mathbf{I}_N) \rangle_q \right) p(\mathbf{u}_{:,i}|\mathbf{Z}_u, \theta),
\]

and the lower bound that incorporates such an optimal setting is obtained as follows:

\[
\mathcal{F}_i(q(\mathbf{Z}), \theta, \beta, \mathbf{Z}_u) \geq \log \left( \langle e^{\log N(\mathbf{y}_{:,i}|\mathbf{a}_i, \beta^{-1}\mathbf{I}_N)} \rangle_q \right) p(\mathbf{u}_{:,i}|\mathbf{Z}_u, \theta)d\mathbf{u}_{:,i} - \frac{\beta}{2} \text{Tr}((\mathbf{K}_f)^q) + \frac{\beta}{2} \text{Tr}((\mathbf{K}_{uf}\mathbf{K}_u^{-1})(\mathbf{K}_{uf}\mathbf{K}_u^{-1}))q.
\]

For a number of kernels this lower bound can be computed in closed form. In the case of a squared exponential kernel with automatic relevance determination, this amounts to computing the statistics (Titsias & Lawrence, 2010):

\[
\psi_0 = \langle \text{Tr}((\mathbf{K}_f)^q) \rangle_q, \quad \psi_1 = \langle (\mathbf{K}_{uf})_q \rangle_q, \quad \psi_2 = \langle (\mathbf{K}_{uf}\mathbf{K}_u^{-1})(\mathbf{K}_{uf}\mathbf{K}_u^{-1}) \rangle_q.
\]

We can now optimize the tractable variational lower bound of the supervised GPLVM with respect to the variational parameters \( (\{\mathbf{u}_j, \mathbf{S}_j\}_{j=1}^{k_y}, \mathbf{Z}_u) \) and hyperparameters \( (\theta, \sigma, \beta) \). We note that when the hyperparameters are fixed (as is the case in following section), the variational parameters are optimized by using scaled conjugate gradients (SCG) with the gradient derivations detailed in Damianou (2015). The training procedure with fixed hyperparameters is given in Algorithm 1.
4. Bayesian inference

4.1. Collapsed Gibbs through the pseudo-marginal

In our fully Bayesian setting, we aim to infer the posterior distribution for all hyperparameters and latent variables and integrate with respect to their posterior distributions when making predictions to achieve sound uncertainty quantification. As opposed to the variational method described in the previous section, this overcomes issues associated with optimization of the hyperparameters and avoids the distributional and independence assumptions, in addition to improving uncertainty quantification in prediction.

In the supervised GPLVM model, the latent parameters and hyperparameters are strongly coupled, leading to sharp peaks in their posterior when latent variables are fixed. In a Gibbs sampling algorithm which alternates between sampling and fixing the latent variables and hyperparameters, this leads to poor MCMC mixing and slow convergence rates (Filippone & Girolami, 2014). Although analytical integration of the latent variables \( \mathbf{Z} \) is intractable since they appear nonlinearly in the inverse kernel matrix \( \mathbf{K}_f \), we can break the correlation between the latent variables and hyperparameters by approximately integrating over the latent variables through a pseudo-marginal Monte Carlo scheme. The results of Andrieu & Roberts (2009) and Beaumont (2003) reveal that we can use an unbiased estimate of the marginal likelihood to sample from the correct hyperparameter posterior distribution.

Specifically, we use importance sampling to obtain an unbiased approximation to the marginal likelihood based on an approximate distribution \( q(\mathbf{Z}) \approx p(\mathbf{Z}|\mathbf{D}, \boldsymbol{\theta}, \boldsymbol{\beta}) \). Drawing \( Q \) importance samples, the unbiased estimate of the marginal is:

\[
\tilde{p}(\mathbf{Y}|\mathbf{X}, \boldsymbol{\theta}, \boldsymbol{\beta}) \approx \frac{1}{Q} \sum_{q=1}^{Q} p(\mathbf{Y}|\mathbf{Z}^{(q)}, \boldsymbol{\theta}, \boldsymbol{\beta}) q(\mathbf{Z}^{(q)}),
\]

where \( \mathbf{Z}^{(q)} \sim q(\mathbf{Z}) \), and \( p(\mathbf{Y}|\mathbf{Z}^{(q)}, \boldsymbol{\theta}, \boldsymbol{\beta}) \) and \( p(\mathbf{Z}^{(q)}|\mathbf{X}, \boldsymbol{\sigma}) \) are the GP models given by Eqs. (1) and (2) respectively. We select \( q(\mathbf{Z}) \) to be the approximate variational posterior. This pseudo-marginal can be used to sample from the posterior of the hyperparameters in a Metropolis-Hastings algorithm.

To improve mixing, we split our set of hyperparameters \( \mathbf{\xi} = (\boldsymbol{\sigma}, \boldsymbol{\beta}) \) into \( R \) adjacent subsets, and update each block, denoted by \( \mathbf{\xi}_r \), \( r = 1, \ldots, R \), in a Metropolis-Hastings algorithm. Each block \( \mathbf{\xi}_r \) is updated with a random walk based on a transformation \( \mathbf{\eta}_r = t_r(\mathbf{\xi}_r) \) to ensure full support on the real space of appropriate dimension. We use a multivariate normal proposal distribution for the transformed parameter: \( \pi(\mathbf{\eta}_r|\mathbf{\xi}_r) \sim N(0, \mathbf{\Sigma}_r) \), which gives the proposal distribution \( \pi(\mathbf{\xi}_r) = |\partial t_r/\partial \mathbf{\xi}_r| \pi(\mathbf{\eta}_r) \) in the original parameter space. The acceptance probability for a move from \( \mathbf{\xi}_r \) to \( \mathbf{\xi}_r' \) is therefore:

\[
\alpha(\mathbf{\xi}_r, \mathbf{\xi}_r') = \min \left[ 1, \frac{\tilde{p}(\mathbf{Y}|\mathbf{X}, \mathbf{\xi}_r') p(\mathbf{\xi}_r') |\partial t_r/\partial \mathbf{\xi}_r(\mathbf{\xi}_r)|}{\tilde{p}(\mathbf{Y}|\mathbf{X}, \mathbf{\xi}_r) p(\mathbf{\xi}_r) |\partial t_r/\partial \mathbf{\xi}_r(\mathbf{\xi}_r)|} \right],
\]

We now employ a variant of the adaptive Metropolis-Hastings algorithm in Haario et al. (2001), which adapts the proposal covariance matrix \( \mathbf{\Sigma}_r \) to approximate the target distribution’s covariance matrix multiplied by a constant \( s_d \). Following Haario et al. (2001), we choose \( s_d = 2.38^2/d \) where \( d \) is the dimension of the block. We begin by choosing an initial proposal covariance matrix for each block, and after \( g_0 \) iterations, we adaptively update the covariance matrix using the sample covariance, with a small positive constant on the diagonal. The full procedure is outlined in Algorithm 2.
We use the elliptical slice sampling algorithm of Murray
et al. (2010) adaptively chooses this tuning parameter using slice sampling. The procedure for computing predictions in Section 5. The target distribution for the sampler is the full conditional of the latent variables:

The second term inside the integral of Eq. (7) is the predictive density of the latent variable \( z_\ast \) given the latent variables, hyperparameters, and data, which is given by the GP predictive density:

\[
p(Z|Y, X, \xi) \propto p(Y|Z, \theta, \beta) p(Z|\sigma, X)
\]

\[
\propto \prod_{i=1}^{k_y} \mathcal{N}(y_{i,:}|0, K_f (Z, Z; \theta) + \beta^{-1} I_N) \times \prod_{j=1}^{k_z} \mathcal{N}(z_{,:}|0, K_z (X; \sigma)).
\]

\[
p(y_*|z_\ast, Z, Y, \theta, \beta) = \prod_{i=1}^{k_y} \mathcal{N}(y_{i,:}|Ay_{i,:}, S + \beta^{-1}),
\]

We use the elliptical slice sampling algorithm of Murray et al. (2010), in which a new state \( Z' \) is proposed by

\[
Z' = \nu \sin \alpha + Z \cos \alpha, \quad \nu_{i,:} \overset{iid}{\sim} \mathcal{N}(0, K_z).
\]

\[
\nu \sim \text{Uniform} [0, 1], \quad \log h \sim \log p(Y|Z, \theta, \beta) + \log u.
\]

\[
\alpha \sim \text{Uniform} [0, 2\pi], \quad [\alpha_{\text{min}}, \alpha_{\text{max}}] \leftarrow [\alpha - 2\pi, \alpha].
\]

5. Predictions using Monte Carlo

The marginalised predictive density for a test point \( x_\ast \) is:

\[
p(y_*|x_\ast, Y, X) = \int p(y_*|z_\ast, Z, Y, \theta, \beta) \times p(z_\ast|x_\ast, X, Z, \sigma) p(Z, \xi|Y, X) \, dz_\ast \, dZ \, d\xi.
\]

\[
p(z_\ast|x_\ast, X, Z, \sigma) \propto \mathcal{N}(z_\ast|0, K_z^{-1} K_f x_\ast).
\]

where \( A = K_f^T (K_f + \beta^{-1} I_N) \) and \( S = K_f f_* - K_f^T (K_f + \beta^{-1} I_N)^{-1} K_f f_* \). Here \( K_f f_* \) corresponds to the cross-covariance at \( z_\ast \) and \( K_f f_* \) corresponds to cross-covariance at \( Z \) and \( z_\ast \).

Our MCMC samples can be used to obtain an approximation to the marginalised predictive density in Eq. (7).
However, the latent variable \( z \), cannot be marginalized analytically. Thus, given each sample of the chain \((\xi^{(g)}, Z^{(g)})\), we sample the latent variable \( z^{(g)} \) based on its predictive distribution in Eq. (8). The predictive density estimate is

\[
p(\mathbf{y}_*|\mathbf{x}_*, \mathbf{Y}, \mathbf{X}) \approx \frac{1}{G} \sum_{g=1}^{G} p(\mathbf{y}_*|z^{(g)}, Z^{(g)}, \mathbf{Y}, \theta^{(g)}, \beta^{(g)}).
\]

Similarly, we can estimate the posterior mean function with

\[
E[\mathbf{y}_*|\mathbf{x}_*, \mathbf{Y}, \mathbf{X}] \approx \frac{1}{G} \sum_{g=1}^{G} K^{(g)}_{\mathbf{f}^*} (K^{(g)}_{\mathbf{f}} + \beta^{(g)-1}I_N)^{-1} \mathbf{Y}.
\]

### 6. Examples

#### 6.1. Simulated: sinusoidal data

We generate a supervised training set using known functions with artificially added noise. We choose a set of \( N = 30 \) input points \( x_n \in \mathbb{R} \), linearly spaced between 0 and \( 4\pi \), and use the data generating function:

\[
f_{\mathbf{n},i} = \begin{cases} 
\zeta_i \cos(F_i x_n) & \text{if } i = 1, 2, 3 \\
\zeta_i \sin(F_i x_n) & \text{if } i = 4, 5, 6
\end{cases}
\]

with the coefficients sampled as \( \zeta_i \sim \mathcal{U}(0, 1) \). We then obtain noise corrupted responses \( y_{\mathbf{n},i} = f_{\mathbf{n},i} + \epsilon_{\mathbf{n},i} \), where \( \epsilon_{\mathbf{n},i} \overset{iid}{\sim} \mathcal{N}(0, 0.05^2) \).

We choose to use squared exponential kernels to measure correlations in the input and latent spaces, with the addition of white noise (for numerical stability) on the preceding:

\[
k_z(\mathbf{x}, \mathbf{x'}; \boldsymbol{\sigma}) = \exp\left(-\frac{1}{2} \sum_{l=1}^{k_\sigma} \sigma_l (x_l - x'_l)^2 \right) + \epsilon \delta(\mathbf{x}, \mathbf{x'}),
\]

\[
k_f(\mathbf{z}, \mathbf{z'}; \boldsymbol{\theta}) = \theta_\sigma \exp\left(-\frac{1}{2} \sum_{j=1}^{k_\theta} \theta_j (z_j - z'_j)^2 \right).
\]

For identifiability, we fix the magnitude of kernel on the input space to one. Throughout we set the latent dimension \( k_z = 2 \) for each trigonometric function in Eq. (9). We learn these functions under multiple parameterisations:

1. **Case 1** - A well-specified example where \( F_i = 1 \) for all \( i \).
2. **Case 2** - A poorly-specified example where \( F_i \sim \mathcal{U}(0.8, 1.2) \) for all \( i \).
3. **Case 3** - A poorly-specified example where \( F_i \sim \mathcal{U}(0.7, 1.3) \) for all \( i \).

In the first case, we keep \( F_i \) constant, showing the improvements in predictions of the fully Bayesian inference scheme that marginalises over the hyperparameters, even in this well-specified example where the variational scheme with maximum likelihood estimates of the hyperparameters should be able to make adequate predictions. We then show two cases where \( F_i \) is sampled from increasing uniform intervals where we expect point estimates of the hyperparameters to give an inadequate predictive distribution. This demonstrates the ability to capture multi-modal posteriors with the proposed inference scheme, whilst also demonstrating the improved uncertainty quantification in predictions with marginalisation using our methodology over maximum likelihood. In all cases we used a Gamma prior on all hyperparameters, with a suitably large support, and a log transformation in the random walk proposals. We repeated the experiment for a number of prior parameterisations and found prediction accuracy was not sensitive to prior choice.

We choose \( g_0 = 200, u_0 = 500 \) and run four chains in parallel for 1000 iterations each, discarding the first 250 as a burn-in. We start each chain at the ML parameters with noise, and explore the posterior distribution using two Gibbs blocks, \( \xi_1 = (\sigma_1, \theta_1, \ldots, \theta_{k_\sigma})^T \) and \( \xi_2 = (\theta_\sigma, \beta) \), using Algorithm 2. Rather than re-optimize the variational distribution once per cycle, we re-optimize after each full conditional sample. Trace and autocorrelation plots (not shown) demonstrated good mixing. If necessary, mixing could be further improved by splitting the hyperparameters into smaller blocks. However, this comes at the price of an increased computational cost.

The joint posterior distribution for different pairs of hyper-parameters is depicted in Fig. 1, where the rows correspond to the three cases. Specifically, the pairs include the input lengthscale and model noise \( \sigma_1, \beta^{-1} \); latent lengthscales \( \theta_1, \theta_2 \); and the signal variance and model noise \( \theta_\sigma, \beta^{-1} \).

When the maximum likelihood value lies in the scale, we mark it with a cross. Notice the multi-modal posteriors for the poorly-specified cases.

The marginalized predictive densities are obtained from the methodology detailed in Section 5. Fig. 2 displays a heat map of the true predictive density for the first feature along with the estimated predictive density through marginalisation and with maximum likelihood estimates for the third case; the variational approach with maximum likelihood estimates clearly overestimates the uncertainty. In general, we note a marked increase in accuracy of the predictive density with marginalisation across all features and particularly for the poorly specified examples, which is summarised in Table 6.2, where we use the normalised mean squared error across each binned density. The table elements give a pair of percentage errors, where the first pertains to our inference scheme whilst the second to a maximum likelihood predic-
We note this optimisation is non-convex and may not reflect a global optimum despite multiple initialisations, but argue that this further necessitates posterior sampling.

6.2. Case study: biomarkers of depression during pregnancy

Depressive symptoms during pregnancy and postpartum are routinely investigated by the Edinburgh Postnatal Depression Scale (EPDS), a 10 item questionnaire. The American Academy of Pediatrics recommends an EPDS score of 10 or above as a cut-off value to identify a positive screen of perinatal depression. The reported performance characteristics at this cut-off point are: sensitivity of 0.81 and specificity of 0.86 for detection of both major and minor depression and a sensitivity of 0.917 and specificity of 0.77 for major depression only (Cox et al., 1987). There is an urgent need for better characterization of the disease process and development of novel biomarkers for use in routine diagnostics suitable for early identification of patients.

A preliminary dataset of 77 pregnant women was collected containing antenatal EPDS scores (obtained at 24-28 weeks of pregnancy) and a set of circulating hormonal signals of pathogenic processes associated with depression as well as genetic variants exhibiting single nucleotide polymorphisms (SNPs) of genes previously associated with depression. The aim is to identify relevant biomarkers and SNPs associated to perinatal depression to be collected in larger future studies. Specifically, the response of interest is the antenatal EPDS score, and biomarkers include: IL-6 (pg/ml), allopregnanalone (ng/ml) and its precursor progesterone.
(ng/ml), leptin (ng/ml) and brain derived neurotrophic factor (BDNF) (pg/ml), while SNPs include: corticotropin releasing hormone receptor type 1 (CRH-R1) rs242924 (G>T) and rs173365 (A>G); serotonin transporter (SLC6A4) rs6354 (G>T), rs2020936 (G>A), 5-HTTLPR (serotonin-transporter-linked polymorphic region) S-allele; glucocorticoid receptor (NR3C1) bcl1 (rs41423247, C>G). We set SNPs to binary values for wild type and non wild type genetic variations. For this preliminary study, we anonymize these covariates, referring to them by their associated, unlabelled length scales \( \sigma_i \). Data is normalised to the unit interval to ensure inputs are comparable.

We first motivate the use of the supervised GPLVM by benchmarking against other standard methods. The mean square errors in the EPDS scores averaged over 500 cross validation random subsets consisting of 5 test points were: 37.3251 for a GP with ML estimates; 31.9501 for a random tree; and 30.0016 for a supervised GPLVM with ML estimates.

The same kernels are used in this example, and we use Gamma priors, specifically \( \text{Ga}(2,10) \) for all length scales; \( \text{Ga}(2,0.33) \) for \( \theta_2 \); and \( \text{Ga}(3,0.02) \) for \( \beta \). We ran four chains for 3000 iterations each. Selected summary statistics for the hyperparameter posterior distributions are given in Table 2. Based on the ML estimates, one would conclude that \( \sigma_3 \) is a significant predictor for antenatal depression, while the other inputs show low relevance. However, the posterior analysis reveals that there is significant uncertainty in every length scale, and contrary to ML analysis, we cannot identify a significant subset of inputs due to the large uncertainty. In addition, we also observed similar uncertainties using empirical priors, where the prior mean was chosen to be equal to the ML estimates for a random choice of seed.

### Table 1. Summary statistics of the posterior distributions with ML estimates for comparison.

| \( \hat{\theta}_i \) | \( \hat{\theta}_j \) | 95% credible interval |
|-----------------|-----------------|-----------------------|
| \( \hat{\theta}_1 \) | 1.391 | (3.241, 57.797) |
| \( \hat{\theta}_2 \) | 0.1907 | (2.350, 54.803) |
| \( \hat{\theta}_3 \) | 22.2445 | (3.488, 54.395) |
| \( \hat{\theta}_4 \) | 0.0117 | (3.759, 56.413) |
| \( \hat{\theta}_5 \) | 0.0051 | (3.876, 58.183) |
| \( \hat{\theta}_6 \) | 0.0015 | (3.060, 54.754) |
| \( \hat{\theta}_7 \) | 0.0014 | (1.597, 51.817) |
| \( \hat{\theta}_8 \) | 0.0011 | (2.990, 51.713) |
| \( \hat{\theta}_9 \) | 0.0030 | (2.880, 56.888) |
| \( \hat{\theta}_{10} \) | 0.0624 | (2.623, 53.283) |
| \( \hat{\theta}_{11} \) | 0.0020 | (3.162, 61.481) |
| \( \hat{\theta}_{12} \) | 1.2858 | (1.832, 55.323) |
| \( \hat{\theta}_{13} \) | 0.2173 | (0.079, 1.624) |
| \( \hat{\theta}_{14} \) | 0.0062 | (0.043, 0.080) |

### 7. Discussion and concluding remarks

In models with strong correlations between parameters, Gibbs sampling is known to perform poorly (Lawrence et al., 2009). Strong correlations between variables can result in inefficient mixing and slow convergence, and dependence in hierarchical models can lead to local behaviour of the tuning parameters, which cannot be adapted without breaking detailed balance. Through the use of a pseudo-marginal scheme, the high correlations between latent variables and hyperparameters are broken.

In recent years, deep learning has become a popular area of research. Many deep learning models, such as deep Gaussian processes, rely on variational approximations, both for scaling to large data sets and for analytic tractability. Although the methodology proposed here should readily extend to many such models, when the parameter space is of high dimension, we would suggest the use of a pseudo Hamiltonian Monte Carlo scheme (Lindsten & Doucet, 2016).

By employing the KL divergence in the variational approximation, we underestimate the latent variable posterior variance. This does not affect the pseudo-marginal algorithm, which has MC convergence guarantees. Of course, the
closer the approximation is to the marginal, the faster the chain converges. Similarly our predictions are unaffected as, after taking advantage of pseudo-marginalisation to collapse our Gibbs sampler, we sample the latent variables using elliptical slice sampling.

Our scheme comes at the cost of an additional computational burden, increasing computational time from an order of minutes to hours. The cost of our variational approximation can be reduced by using stochastic gradients, fewer VB optimisation iterations, or performing the variational approximation less frequently. Whilst these changes will slow the convergence of our Markov Chain, we had no problems in our examples. Additionally, we can easily parallelise our MCMC scheme, leading to a significant decrease in computational time.

We presented simulated examples which demonstrate the significant improvements which can be obtained through our scheme, particularly in the poorly-specified examples when point estimates of hyperparameters are insufficient. Additionally, we presented a case study for predicting Edinburgh Postnatal Depression Scale (EPDS) scores given a set of circulating hormonal signals of the pathogenic processes and genetic variants exhibiting single nucleotide polymorphisms. We found that whilst ML estimates strongly suggested a significant input, our scheme demonstrated that the uncertainty in these estimates is too great to reach this conclusion.
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