Qwind3: UV line-driven accretion disc wind models for AGN feedback
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ABSTRACT

The ultraviolet (UV) bright accretion disc in active galactic nuclei (AGN) should give rise to line driving, producing a powerful wind which may play an important role in AGN feedback as well as in producing structures like the broad line region. However, coupled radiation-hydrodynamics codes are complex and expensive, so we calculate the winds instead using a non-hydrodynamical approach (the Qwind framework). The original Qwind model assumed the initial conditions in the wind, and had only simple radiation transport. Here, we present an improved version which derives the wind initial conditions and has significantly improved ray-tracing to calculate the wind absorption self consistently given the extended nature of the UV emission. We also correct the radiation flux for relativistic effects, and assess the impact of this on the wind velocity. These changes mean the model is more physical, so its predictions are more robust. We find that, even when accounting for relativistic effects, winds can regularly achieve velocities $\approx (0.1 \sim 0.5) \times c$, and carry mass loss rates which can be up to 30% of the accreted mass for black hole masses of $10^7$-$10^9 M_\odot$, and mass accretion rates of 50% of the Eddington rate. Overall, the wind power scales as a power law with the black hole mass accretion rate, unlike the weaker scaling generally assumed in current cosmological simulations that include AGN feedback. The updated code, Qwind3, is publicly available in GitHub.
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1 INTRODUCTION

AGN feedback is a very important process in shaping the growth of galaxies, but the prescriptions for it that are included in current cosmological simulations are generally highly simplified and not based on any deeper understanding of the physical processes involved. Jets from AGN are poorly understood, but some types of AGN winds can be calculated ab initio from the fundamental parameters of black hole mass, mass accretion rate and spin. Observations show the existence of ultra-fast outflows (UFOs) in AGN, likely originating from the accretion disc close to the central supermassive black hole (BH). These outflows can reach velocities of $v \sim (0.03 \sim 0.3) \times c$ (Weymann et al. 1991; Pounds et al. 2003b,a; Reeves et al. 2009; Crenshaw & Kraemer 2012; Tombesi et al. 2010; Fiore et al. 2017). UV line driving is a mechanism which is especially likely to be present in luminous AGN, with their accretion disc spectrum peaking in the UV, where there are multiple strong atomic transitions in low ionisation material. These transitions absorb the photon momentum, producing the strong winds seen from similar temperature material in O star photospheres (Howarth & Prinja 1989), which were first extensively studied by Castor et al. (1975) (hereafter CAK) and Abbott (1980). In the context of AGN, the study of UV line-driven winds started with analytical studies (Murray et al. 1995), and continued with the use of radiation-hydrodynamic simulations (Proga et al. 1998; Nomura et al. 2016). However, the computational complexity of the radiation-hydrodynamics codes prevents us from efficiently exploring the input parameter space. Even more importantly, the complexity of these codes can obscure the effect of some of the underlying assumptions, e.g. the lack of scattered emission, on setting the radiation environment (Higginbottom et al. 2014), or the effect of wind mass loss on the net accretion rate and hence the disc emission (Nomura et al. 2020).

To circumvent this, we build on the pioneering approach of Qwind (Risaliti & Elvis 2010) in developing a non-hydrodynamic
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code. This calculates ballistic trajectories, ignoring pressure forces (which should be negligible in a supersonic flow) but including gravity and radiation forces, to obtain the streamlines, making the computer code much faster, and simpler, so that it can be used to explore the parameter space much more fully. In Quera-Bofarull et al. (2020) (hereafter Q20) we released a modern version of this code (Qwind2), but this was still based on some underlying, arbitrary parameter choices, including for the launching of the wind from the accretion disk, and used simplified radiation transport. Here, we aim to significantly improve the predictive power of the Qwind code. We present a model to derive the initial conditions of the wind,aradiativetransferalgorithmthattakesintoaccountthewindgeometryanddensitystructure, and we include special relativistic corrections to our calculations of the radiation force on the wind. We then use this new model, which we refer as Qwind3, to study the dependence of the mass loss rate and kinetic power of the wind on the BH mass and mass accretion rate. These results can form the basis for a physical prescription for AGN feedback that can be used in cosmological simulations to explore the coeval growth of galaxies and their central black holes across cosmic time.

2 REVIEW OF QWIND

The Qwind code of Q20 is based on the approach of Risaliti & Elvis (2010), which calculates ballistic trajectories of gas blobs launched from the accretion disc. These blobs are subject to two forces: the gravitational pull of the BH, and the outwards pushing radiation force, which can be decomposed into an X-ray and a UV component, with the later being dominant. On the one hand, the X-ray photons couple to the accretion disc material via bound-free transitions with outer electrons, ionising the gas. On the other hand, the UV opacity is greatly enhanced when the material is not over- ionised, since the UV photons can then excite electrons to higher transitionswithouterelectrons,ionisingthegas.Ontheotherhand,impliedthat

\[ a_{rad} = (1 + M) a_{rad}^{es}. \]

where \( a_{rad} \) is the electron scattering cross section \( \sigma_T \) through

\[ \kappa_e = \frac{\sigma_T e}{m_p \mu_e}., \]  

where \( m_p \) is the proton mass, and \( \mu_e \) is the mean molecular weight per electron. We set \( \mu_e = 1.17 \) corresponding to a fully ionised gas with solar chemical abundance (Asplund et al. 2009).

The emitted UV radiated power per unit area by a disc patch located at \((R_d, \phi_d, 0)\) is given by (Shakura & Sunyaev 1973)

\[ f_{UV} = 3(GM_{BH}M)^{1/4} f_{UV}(R_d) f_{NT} (R_d, R_{ISCO}), \]

where \( f_{NT} \) are the Novikov-Thorne relativistic factors (Novikov & Thorne 1973), and \( f_{UV} \) is the fraction of power in the UV band, which we consider to be (200–3200) Å. (The total power radiated per unit area \( f \) is given by setting \( f_{UV} = 1 \) in the above equation.) The force per unit mass exerted on a gas blob at a position \((R, 0, z)\) due to electron scattering is (see Q20)

\[ a_{rad}^{es}(R, z) = C z \int \int f_{UV} f_{NT} e^{-\tau_{UV} (R - R_d \cos \phi_d - R_d \sin \phi_d)} dR_d d\phi_d. \]

where

\[ C = \frac{3GM_{BH}M \kappa_e}{8\pi^2 c}, \]

\[ \Delta^2 = R^2 + z^2 - 2R \cos \phi_d, \] 

\( \tau_{UV} \) is the UV optical depth measured from the disc patch to the gas blob. We note that it is enough to consider the case \( \phi = 0 \) due to the axisymmetry of the system, and, furthermore, the \( \phi \) component of the force vanishes upon integration. The total radiation force can be greatly amplified by the contribution from the line opacity, which we parameterise as \( \kappa_{line} = M \kappa_e \), such that the total radiation opacity is \((1 + M) \kappa_e \), implying that

\[ a_{rad} = (1 + M) a_{rad}^{es}. \]

The parameter \( M \) is known as the force multiplier, and we use the same parametrisation as Q20 (Stevens & Kallman 1990) (hereafter SK90). A limitation of our assumed parametrisation is that we do not take into account the dependence of the force multiplier on the particular spectral energy distribution (SED) of the accretion disc (Dannen et al. 2019). Furthermore, the force multiplier is also expected to depend on the metallicity of the gas (Nomura et al. 2021). A self consistent treatment of the force multiplier with relation to the accretion disc and its chemical composition is left to future work.

It is useful to consider that, close to the disc’s surface, the radiation force is well approximated by considering the radiation force produced by an infinite plane at a temperature equal to the local disc temperature,

\[ a_{rad,0}^{es}(R) = \frac{3GM_{BH}M \kappa_e}{8\pi^2 R^3 c} f_{UV} f_{NT} e^{-\tau_{UV} z}, \]

where \( \tau_{UV} \) is calculated along a vertical path. The radiation force is then vertical and almost constant at small heights, \( z \leq 0.1 R_g \). To speed up calculations and minimise numerical errors, we use this expression when \( z < 0.01 R_g \).
2.2 Equations of motion

The equations of motion of the gas blob trajectories are
\[
\begin{align*}
\frac{dR}{dt} &= v_R, \\
\frac{dz}{dt} &= v_z, \\
\frac{dv_R}{dt} &= a_{grav} - a_{rad} + \frac{\ell^2}{R^3}, \\
\frac{dv_z}{dt} &= a_{grav} + a_{rad},
\end{align*}
\]
where \( \ell \) is the specific angular momentum (assumed constant for a given blob), and \( a_{grav} \) is the gravitational acceleration,
\[
a_{grav}(R, z) = -\frac{GM_{\text{BH}}}{r^2} \left( \frac{R/r}{z/r} \right).
\]

We assume that initially the gas blobs are in circular orbits around the BH, so that \( \ell = \sqrt{GM_{\text{BH}}R_0} \), where \( R_0 \) is the launch radius, and thus the azimuthal velocity component at any point is \( v_\phi = \ell/r \).

As in Q20, we ignore contributions from gas pressure (except when calculating the launch velocity and density) as these are negligible compared to the radiation force, especially since we focus our study on the supersonic region of the wind. We assume that the distance between two nearby trajectories at any point, \( \Delta r \), is proportional to the distance to the centre \( \Delta r \propto r \), so that the surface mass loss rate along a particular streamline is \( \dot{M} = M_{\text{streamline}}/(2\pi \Delta r \Delta t_0) \). This both captures the fact that streamlines are mostly vertical close to the disc, and diverge in a cone-like shape at large distances. The gas blob satisfies the approximate mass conservation equation along its trajectory (Q20),
\[
M_{\text{streamline}} = 2\pi \Delta r \rho v,
\]
where \( \rho \) is the density of the wind, related to the number density \( n \) through \( \rho = \mu m_p n \), and \( \Delta r = (r/r_0)\Delta t_0 \). We set the mean molecular weight \( \mu \) to \( \mu = 0.61 \), corresponding to a fully ionised gas with solar abundance (Asplund et al. 2009). We use Equation 11 to determine the gas density at each point along a trajectory.

3 RADIAL DEPENDENCE OF \( f_{UV} \)

We first address the validity of assuming a constant emitted UV fraction with radius. We can calculate its radial dependence using
\[
f_{UV}(R_d) = \frac{\int_E^{E_u} B(E, T(R_d)) \, dE}{\int_0^{E_u} B(E, T(R_u)) \, dE}, \tag{12}
\]
where \( B(E, T) \) is the blackbody spectral radiance, \( E_1 = 0.0038 \) keV and \( E_2 = 0.06 \) keV (the standard definition of the UV transition band: (3200–200) Å), and \( T^u(R_d) = T/R(R_d) \) (where \( T \) is defined in Equation 4). In Figure 1, we plot the UV fraction as a function of radius for different \( M_{\text{BH}} \) and \( \dot{m} \). The disc temperature is related to the total flux (given by setting \( f_{uv} = 1 \) in Equation 4) so \( T^u \propto (M M_{\text{BH}}/R^3) \propto \dot{m}/M(R/R_d)^3 \). Thus the disc temperature increases with decreasing \( R/R_d \), and for the fiducial case of \( M_{\text{BH}} = 10^5 M_\odot \) this leads to the majority of the disc emission in the UV coming from \( R/R_d \leq 100 \) (left panel of Figure 1: orange line). However, the increase in disc temperature at a given \( R/R_d \) for decreasing mass means that the same \( \dot{m} \) for \( M_{\text{BH}} = 10^5 M_\odot \) gives a UV flux which peaks at \( R/R_d > 100 \), as the inner regions are too hot to emit within the defined UV bandpass (left panel of Figure 1: blue line). Conversely, for the highest BH masses of \( M_{\text{BH}} = 10^4 M_\odot \) the disc is so cool that it emits UV only very close to the innermost stable circular orbit (left panel of Figure 1: purple line). The universal upturn at \( R = 10 R_d \) is caused by the the temperature sharply decreasing at the inner edge of the accretion disc due to the viscous torque dropping to zero there.

Similarly, the right panel of Figure 1 shows the impact of changing \( \dot{m} \) for the fiducial mass of \( 10^5 M_\odot \). The dashed orange line shows the case \( \dot{m} = 0.5 \), as before, and the disc temperature decreases with decreasing \( \dot{m} \) to 0.1 (dashed green line) and 0.05 (dashed blue line), reducing the radial extent of the UV-emitting region.

We note that the assumption used in Q20 (and many other UV line driven disc wind codes) of \( f_{uv} \) being a constant value is poor overall, highlighting the importance of including the radial dependence of the UV flux.

4 INITIAL CONDITIONS

As initial conditions, we determine the density and velocity at the base of the wind following the CAK formalism. Let us consider a wind originating from the top of an accretion disc. At low heights, a gas blob is mostly irradiated by the local region of the disc that is just below it. Since this local disc area can be considered to be at a uniform temperature, the direction of the radiation force is mostly upwards, and thus the wind flows initially vertically and can be...
considered a 1D wind. The corresponding equation describing the vertical motion is
\[
\frac{d\rho}{dt} = \rho (a_{grav} + a_{rad}) - \frac{\partial P}{\partial z},
\]
(13)

Even though the Qwind model does not include hydrodynamic forces when solving the 2D trajectories of gas parcels, we do include the force term due to gas pressure here, since it is necessary for deriving critical point like solutions (see Appendix A).

The study of 1D line-driven winds was pioneered by CAK, who defined a framework to find steady state solutions of the 1D wind equation. Their methodology can be extended to any particular geometry of the gravitational and radiation fields, in particular, Pereyra et al. (2006) (hereafter PE06) apply the CAK formalism to the study of cataclysmic variables (CVs). We here aim to further extend this approach to our case, by using the CAK formalism to calculate the properties of the 1D wind solutions from an accretion disk as initial conditions for the global 2D wind solution.

The core result of the CAK approach is that if a steady state solution of the 1D wind equation satisfies the following conditions:

- the velocity increases monotonically with height,
- the wind starts subsonic,
- the wind extends towards arbitrarily large heights,
- the wind becomes supersonic at some height,
- the velocity gradient is a continuous function of position,

then the wind must pass through a special point called the critical point \( z_c \), which can be derived without solving the wind differential equation, and thus the global properties of the wind such as its mass loss rate can be determined without resolving the full wind trajectory. To keep the main text concise, we refer the reader to Appendix A for a detailed derivation.

The previously specified conditions for the existence of a critical point solution may not be satisfied for all of the wind trajectories that we aim to simulate. For instance, a wind trajectory that starts in an upward direction and falls back to the disc because it failed to achieve the escape velocity does not have a velocity that increases monotonically with height. Furthermore, eventually the wind trajectory is no longer vertical, and the 1D approach breaks down. Having considered these possibilities, and only for the purpose of deriving the initial conditions of the wind, we assume that these conditions hold, so that we can derive the wind mass loss rate at the critical point, which we in turn use to determine the initial conditions of the wind. The full 2D solution of the wind may then not satisfy these conditions.

The location of the critical point as a function of radius is plotted in Figure 2, where we also plot the height of the disc,

\[
z_h(R) = \frac{\kappa \mu e F(R) R^3}{G M_{BH} c},
\]
(14)
defined as the point of equality between the vertical gravitational and radiation force. Overall, we notice that the critical point height increases slowly with radius, except for a bump at \( R \sim 20 R_g \) which is caused by the UV fraction dependence with radius (see Figure 1). For radii \( R \lesssim 50 R_g \) the critical point height is comparable to the disc radius, so our approximation that streamlines are vertical at that point may not be applicable. We assess the validity of this assumption in subsection A.2.

We assume that the wind originates from the disc surface with an initial velocity \( v_0 \) equal to the thermal velocity (or isothermal sound speed) at the local disc temperature,

\[
v_{th}(R) = \sqrt{\frac{k T(R)}{\mu m_p}}.
\]
(15)

Given that the critical point is close to the disc surface, and that the wind is supersonic at the critical point (see Appendix A), this is a good starting point. Since mass conservation holds, the initial number density of the wind can then be calculated as

\[
n_0(R) = \frac{\Sigma(R)}{v_{th}(T(R)) \mu m_p},
\]
(16)

where \( \Sigma(R) \) is the mass loss rate per unit area at the critical point. In Figure 3, we plot the initial number density and velocity for \( M_{BH} = 10^8 M_\odot, \ m = 0.5 \). We note that the initial velocity stays relatively constant, only varying by a factor of \( \sim 3 \) across the radius range. However, the initial number density varies by more than 5 orders of magnitude, showing that the assumption of a constant density at the base of the wind used in the previous versions of the model was poor.
Figure 3. Initial conditions at the base of the wind as a function of radius. The original Qwind code assumed constant initial density and velocity across the disk, and these were free parameters. We now calculate these from first principles. The left panel shows that the initial density changes by a factor of 10^6, very different to the original assumption, while the right panel (note change in y axis scale) shows that the initial velocity changes by less than a factor 10.

4.1 Comparison to other models

As a partial test of this new section of the code, we can compare our findings with Nomura et al. (2013) (hereafter N13), in which the authors also use the sonic velocity as the initial velocity of the wind, and derive the initial density profile by assuming the same functional form for the mass loss rate as in CAK, but using the AGN $M_{BH}$ and $\dot{m}$ instead. We note that the use of the CAFK formula directly for accretion discs may not be appropriate because the geometry of the system is very different from stellar winds. Additionally, in N13 the dependence of $f_{CV}$ on the disc radius is not considered. Hence we first hardwire $f_{CV}$ for the comparison. This comparison is shown in the upper panels of Figure 4 for different $M_{BH}$ (left, all at $\dot{m} = 0.5$), and (right) for $M_{BH}$ fixed at $10^6 M_\odot$ with different $\dot{m}$. It is clear that the initial density now derived in Qwind3 (dashed lines) has a steeper decrease with radius than in N13. This is probably due to their use of the direct CAK formula, which assumes a spherical geometry rather than an accretion disc. However, the inferred densities are within an order of magnitude of each other, and both approaches give a linear scaling of the initial number density profile with $M_{BH}$, but Qwind3 gives an almost quadratic scaling with $\dot{m}$, compared to a linear one for N13 (see subsection A1).

The lower panels of Figure 4 show instead the comparison of the Qwind models using the self consistent $f_{CV}$ with its radial dependence (solid lines) instead of assuming $f_{CV} = 1$ (dashed lines). There is a very strong drop in the initial density at radii where $f_{CV}$ drops (see Fig. 1). This shows the importance of including the self-consistent calculation of $f_{CV}$ in Qwind3.

Figure 4. Initial density as a function of radius. In the top panels we compare with the results of N13 (solid lines), the only other diskwind code which used UV line driving to calculate the initial density. That code assumes constant $f_{CV}$, so we fix $f_{CV} = 1$ in Qwind to compare results (dashed lines). In the bottom panels we compare the Qwind results with $f_{CV} = 1$ (dashed lines) with the full Qwind results for $f_{CV}(R_d)$. Left and right panels show results for fixed $\dot{m} = 0.5$, and vary $M_{BH} \in [10^7, 10^8, 10^9] M_\odot$. Right panels: We fix $M_{BH} = 10^8 M_\odot$ and vary $\dot{m} \in (0.05, 0.1, 0.5)$.

5 UPDATES TO THE RADIATION TRANSPORT

In Q20, the radiation transfer is treated in a very simple way. The disc atmosphere (i.e. the wind) is assumed to have constant density, and so the line of sight absorption does not take into consideration the full geometry and density structure of the wind (see section 2 of Q20). Furthermore, the UV optical depth is measured from the centre of the disc, and assumed to be the same for radiation from all disc patches, regardless of the position and angle relative to the gas parcel. In this section, we improve Qwind’s radiative transfer model, by reconstructing the wind density from the gas blob trajectories, thus accounting fully for the wind geometry. The disc is assumed to be flat and thin, with constant height $z_0 = 0$, thus we do not model the effect of the disc itself on the radiation transfer. To illustrate the improvements, we consider our fiducial model with $M_{BH} = 10^8 M_\odot$, and $\dot{m} = 0.5$, and present the ray tracing engine of the code in an arbitrary wind solution. We discuss particular physical implications and results in section 9.

5.1 Constructing the density interpolation grid

Given a collection of trajectories, we aim to obtain the wind density field at every point in space. The first step is to delimit where the wind is spatially located by computing the concave hull that contains all the points of all wind trajectories. We use the algorithm described in Moreira & Santos (2007) and implemented in Stagner (2021). The resulting concave set is illustrated in Figure 6. Outside the concave hull, the density is set to the vacuum density which is defined to be $n_{vac} = 10^2$ cm$^{-3}$. Since the density varies by orders of magnitude within the wind, we compute the density at a...
5.2 Ray tracing

To compute the optical depth along different lines of sight, we need to calculate an integral along a straight path starting at a disc point \((R_g, \phi_d, 0)\) to a point \((R, \phi, z)\). Due to the axisymmetry of the system, the radiation acceleration is independent of \(\phi\) so we can set \(\phi = 0\). We can parametrise the curve in the Cartesian coordinate system with a single parameter \(t \in [0, 1]\), (see Figure 5),

\[
\begin{align*}
x(t) &= R_g \cos \phi_d (1 - t) + t R, \\
y(t) &= R_g \sin \phi_d (1 - t), \quad (17) \\
z(t) &= t z
\end{align*}
\]

so that the cylindrical radius varies along the path as

\[
R^2_s(t) = R^2_g (1 - t)^2 + t^2 R^2 + 2 R_g R \cos \phi_d t (1 - t), \quad (18)
\]

and \(\phi(t) = \arctan(y(t)/x(t))\). In this parametrisation, \(t = 0\) points to the disc plane point, and \(t = 1\) to the illuminated wind element. The integral to compute is thus

\[
\tau = \Delta \int_0^1 \sigma(t) n(t) \, dt, \quad (19)
\]

where \(\Delta\) is the total path length defined earlier. Given a rectilinear density grid in the \(R-z\) plane, we compute the intersections of the light ray with the grid lines, \((R_i, z_i)\), such that we can discretise the integral as,

\[
\tau \approx \sum_i \sigma(R_i, z_i) n(R_i, z_i) \Delta d_i, \quad (20)
\]

where \(\Delta d_i\) is the 3D distance between the \(i\)-th intersection point and the \((i - 1)\)-th,

\[
\Delta d_i = \sqrt{R^2_i + R^2_{i-1} + (z_i - z_{i-1})^2} - 2 R_i R_{i-1} \cos(\phi_i - \phi_{i-1}), \quad (21)
\]

To find the intersections, we need to calculate whether the light ray crosses an \(R_i\) grid line or a \(z_i\) grid line. We start at the initial point \((R_0, \phi_0, 0)\) and compute the path parameter \(R_{g0}\) to hit the next \(R\) grid line \(R_i\) by solving the second degree equation \(R(t_{g0}) = R_i\), and similarly for the next \(z_i\) line, \(t_{z0} = z_i/z\). The next intersection is thus given by the values of \(R(t_{m})\) and \(z(t_{m})\) where \(t_{m} = \min(t_{g0}, t_{z0})\).

Geometrically, the projection of the straight path onto the \((R-z)\) grid is in general a parabola as we can see in Figure 8.

5.3 X-ray optical depth

The X-ray opacity depends on the ionisation level of the gas and is assumed to have the same functional form as \(Q20\),

\[
\sigma_x(\xi) = \begin{cases} \sigma_\tau & \text{if } \xi > 10^4 \text{ erg cm s}^{-1} \\ 1000 \sigma_\tau & \text{if } \xi \leq 10^4 \text{ erg cm s}^{-1} \end{cases} \quad (22)
\]

where \(\sigma_\tau\) is the Thomson scattering cross section, \(\xi\) is the ionisation parameter,

\[
\xi = \frac{4 \pi F_x}{n}, \quad (23)
\]

and \(F_x\) is the X-ray radiation flux, \(F_x = L_x \exp(-\tau_x)/(4 \pi r^2)\). We notice that to compute the value of \(\tau_x\) we need to solve an implicit equation, since the optical depth depends on the ionisation state of the gas which in turn depends on the optical depth. One thus needs to compute the distance \(d_x\) at which the ionisation parameter drops below \(\xi_0 = 10^3\) erg cm s\(^{-1}\),

\[
\xi_0 = \frac{L_x}{n d_x^2} \exp(-\tau_x) = 0, \quad (24)
\]
This equation needs to be tested for each grid cell along the line of sight as it depends on the local density value \( n \). Therefore for a cell at a distance \( d_0 \) from the centre, density \( n_i \), and intersection length \( \Delta d_i \) with the light ray (see Figure 8), the contribution \( \Delta \tau_R \) to the optical depth is

\[
\Delta \tau_R = \sigma R n_i \left[ \max(0, d_x - d_0) + 100 \cdot \max(0, \Delta d_i - (d_x - d_0)) \right],
\]

(25)

where \( d_x \) is calculated from

\[
\xi_0 - \frac{L_x}{n_i d_x^2} \exp (\tau_0 - \sigma R n_i \cdot (d_x - d_0)) = 0,
\]

(26)

where \( \tau_0 \) is the accumulated optical depth from the centre to the current position. We solve the equation numerically using the bisection method. Figure 9 we plot the X-ray optical depth grid for our example wind. We observe that there is a region where \( \tau_x \gg 1 \) at very low heights. This shadow is caused by the shielding from the inner wind, which makes the ionisation parameter drop below \( \xi_0 \), substantially increasing the X-ray opacity. As we will later discuss in the results section, the shadow defines the acceleration region of the wind, where the force multiplier is very high.

5.4 UV optical depth

The UV opacity calculation is significantly simpler than that for the X-rays, since we assume that the line shift due to the Doppler effect in an accelerating wind is sufficient to always reveal fresh, unabsorbed continuum, so that the opacity is constant at the Thomson (electron scattering) value, \( \sigma(R, z) = \sigma_R \). In Figure 10, we plot the UV optical depth as a function of \( R \) and \( z \) for light rays originating at the disc position \( R_d = 500, \phi_d = 0 \). Nevertheless, there are many more sight-lines to consider as the UV emission is distributed over the disc, making this ray tracing calculation the highest contributor to the computational cost of the model. The total UV flux and its resultant direction at any given position in the wind have to be calculated as the sum over each disc element (see Equation 4) where now \( \tau_{uv} = \tau_{uv}(R_d, \phi_d, R, z) \).

As already noted in Q20, the integral in Equation 5 is challenging to calculate numerically, and in this case the computational cost is further increased by the refined UV ray tracing. In spite of that, by using the adaptive integration scheme presented in Berntsen et al. (1991) and implemented in Johnson (2021), the integration typically converges after \( \mathcal{O}(10^5) \) integrand evaluations, which results in a computation time of a few milliseconds, keeping the simulation tractable. At low heights, \( z \ll 1 \), the trajectory solver requires several evaluations of the radiation force to correctly compute the adaptive time-step, which makes the computation particularly slow. Fortunately, the approximation in Equation 8 comes in very handy at reducing the overall computational cost at low heights.

6 SPECIAL RELATIVITY EFFECTS

When the gas trajectory approaches the speed of light, one should consider special relativistic effects such as relativistic beaming and Doppler shifting (see e.g. Rybicki & Lightman 1986, chapter 4).
importance of taking these effects into account is highlighted in Luminari et al. (2020). We include a correction to the radiation flux seen by the gas (Equation 4),
\[
dF_{\text{relative}} = \Psi(R_d, \phi_d, R, z, v_R, v_z) \, dF,
\]
where \(v_R\) and \(v_z\) are the radial and vertical velocity components of the gas at the position \((R, 0, z)\). We ignore the contribution from the angular velocity component, \(v_\phi\) for simplicity, as its inclusion would break our assumption that angular momentum is conserved along a gas blob trajectory. The correction \(\Psi\) is given by (Luminari et al. 2021),
\[
\Psi = \frac{1}{\gamma^4 (1 + \beta \cos \theta)^4},
\]
where \(\gamma\) is the Lorentz factor, \(\beta = \sqrt{\gamma^2 - 1}/c\), and \(\theta\) is the angle between the incoming light ray and the gas trajectory,
\[
\cos \theta = \frac{(R - R_0 \cos \phi_0) v_R + z v_z}{\beta \Delta},
\]
Intuitively, when the incoming light ray is parallel to the gas trajectory, \(\cos \theta = 1\), so the correction reduces to \(\Psi = \left(1 - \frac{\beta}{\gamma^2}\right)^2\), which is 0 when \(\beta = 1\) and 1 when \(\beta = 0\), as expected.

It is worth noting that this is a local correction which needs to be integrated along all the UV sight-lines (see Equation 5). Nonetheless, the computational cost of calculating the radiation force is heavily dominated by ray tracing and the corresponding UV optical depth calculation, so this relativistic correction does not significantly increase the computation time.

The X-ray flux, which determines the ionisation state of the gas, is also likewise corrected for these special relativistic effects, but there is only one such sight-line to integrate along for any position in the wind, as the X-ray source is assumed to be point-like.

7 CALCULATING THE GAS TRAJECTORIES

7.1 Initial radii of gas trajectories

The first thing to consider when calculating the gas trajectories is the initial location of the gas blobs. The innermost initial position of the trajectories is taken as a free parameter \(R_{\text{in}}\), and the outermost initial position, \(R_{\text{out}}\), is assumed to be the self-gravity radius of the disc, where the disc is expected to end (Laor & Netzer 1989), which for our reference BH corresponds to 1580 \(R_g\). We initialise the first trajectory at \(R_{\text{in}}\), the next trajectory starts at \(R = R_{\text{in}} + \Delta R\), where \(\Delta R\) is the distance between adjacent trajectories. We determine \(\Delta R\) by considering two quantities: (i) the change in optical depth between two adjacent trajectories along the base of the wind and (ii) the mass loss rate along a trajectory starting at \(R\) and at a distance \(\Delta R\) to the next one. Regarding (i), the change in optical depth \(\Delta \tau\) between two trajectories initially separated by \(\Delta R\) is given by
\[
\Delta \tau = \int_{R}^{R + \Delta R} n(R') \sigma_t \, dR'.
\]
We consider
\[
\Delta \tau = \begin{cases} 
0.05 & \text{if } \tau(R) < 5, \\
0.5 & \text{if } \tau(R) < 10, \\
5 & \text{if } \tau(R) < 100, \\
20 & \text{if } \tau(R) > 100,
\end{cases}
\]
where \(\tau(R) = \sum \Delta \tau_i\). This guarantees that the spacing between trajectories resolves the transition from optically thin to optically thick for both the UV and X-ray radiation. The quantity (ii) is given by
\[
\Delta M_{\text{wind}} = \int_{R}^{R + \Delta R} 2\pi R' \rho(R') v(R') \, dR',
\]
where we consider \(\Delta M_{\text{wind}} = 0.01 M\), so that no streamline represents more than 1% of the accreted mass rate. The \(\Delta R\) step is thus given by
\[
\Delta R = \min(\Delta R_1, \Delta R_2)
\]
and we repeat this process until \(R = R_{\text{out}}\).

7.2 Solving the equation of motion

The equation of motion of the wind trajectories is the same as in Q20, and we solve it analogously by using the Sundials IDA integrator (Hindmarsh et al. 2005). The wind trajectories are calculated until they either exceed a distance from the centre of \(10^3 R_g\), fall back to the disc, or self-intersect. To detect when a trajectory self-intersects we use the algorithm detailed in Appendix B.

By considering the full wind structure for the radiation ray tracing, we run into an added difficulty: the interdependence of the equation of motion with the density field of the wind. To circumvent this, we adopt an iterative procedure in which the density field of the previous iteration is used to compute the optical depth factors for the current iteration. We first start assuming that the disc’s atmosphere is void, with a vacuum density of \(n_{\text{vac}} = 10^2 \text{ cm}^{-3}\). Under no shielding of the X-ray radiation, all the trajectories fall back to the disc in a parabolic motion. After this first iteration, we calculate the density field of the resulting failed wind and use it to calculate the wind trajectories again, only that this time the disc atmosphere is not void. We keep iterating until the mass loss rate and kinetic luminosity do not significantly change between iterations. It is convenient to average the density field in logarithmic space between iterations, that is, the density field considered for iteration \(k\), \(n_k\), is given by
\[
\log_{10}(n_k(R, z)) = \frac{1}{2} \left( \log_{10}(n_{k-1}(R, z)) + \log_{10}(n_{k-2}(R, z)) \right).
\]
We do not take the average for the first two iterations. The number of iterations required depends on the initial radius of the wind, but we typically find convergence after ~ 20 iterations, although we run several more to ensure that the standard deviation of the density field between iterations is small. The normalised mass loss rate and kinetic luminosity for our fiducial model at each iteration are shown in Figure 11.

For a given iteration, solving the equation of motion for the different gas trajectories is an embarrassingly parallel problem, and so our code’s performance scales very well upon using multiple CPUs, allowing us to quickly run multiple iterations, and scan the relevant parameter spaces. The computational cost of running one iteration is ~ 5 CPU hours, so one is able to obtain a fully defined wind simulation after ~ 100 CPU hours.

8 EFFECTS OF THE CODE IMPROVEMENTS ON THE WIND

In this section, we evaluate the effect on the wind of the three improvements that we presented to the treatment of the radiation field: (i) radial dependence of \(f_{\text{UV}}\), (ii) improved radiation transport,
9.1 The fiducial case

To gain some intuition about the structure of the wind trajectories solutions, we first have a close look at our fiducial simulation with $M_{\text{BH}} = 10^5 M_\odot$, $m = 0.5$, and $R_{\text{in}} = 50 R_\odot$. We run the simulation iterating 50 times through the density field, to make sure that our density grid has converged (see subsection 5.1).

In Figure 13, we plot the wind streamline shapes, zooming in on the innermost region where we also show the ionisation state of the gas. Figure 3 shows that the initial density should be $\sim 3 \times 10^{12} \text{ cm}^{-3}$. Hence the initial ionisation parameter at $R_{\text{in}}$ is $\xi = f_\alpha \frac{0.5 L_{\text{Edd}}(n_{\text{in}} R_{\odot}^2)}{800}$ so the base of the wind is already in the regime where the X-ray opacity is high. The wind starts, but the drop in density as the material accelerates means it reaches a high ionisation parameter where the force multiplier is low before it reaches escape velocity. Hence the material falls back to the disc as a failed wind region.

The failed wind region has a size characterised by $r_\times \leq 5$, acting as a shield to the outer wind from the central X-ray source. The X-ray obscuration is especially large in the failed wind shadow, due to the jump in X-ray opacity at $\xi_0 = 10^5 \text{ erg cm}^{-2}$ (see contour shown by turquoise line in the left panel of Figure 13), but its opening angle may be small (Figure 9). The shadow region defines the acceleration region of the wind, where the force multiplier is greatly enhanced and the wind gets almost all of its acceleration. Eventually this acceleration is enough that the material reaches the escape velocity before it emerges from the shadow, and is ionised by the X-ray radiation. The left panel of Fig. 13 shows these first escaping streamlines (blue) which are close to $R_{\text{in}}$.

Figure 14 shows the resulting wind parameters at a distance $r = 5000 R_\odot$. We plot the wind column density, and density-weighted mean velocity and ionisation parameter as a function of the polar angle $\theta = \arctan(R/z)$. The column is almost constant at $N_H \sim 2 \times 10^{23} \text{ cm}^{-2}$ (optical depth of $\sim 0.1$ to electron scattering) across the range $25^\circ < \theta < 85^\circ$. For $\theta > 85^\circ$, the sight-line intercepts the inner failed wind and the column density increases to $N_H \sim 10^{24} \text{ cm}^{-2}$. The typical wind velocity at this point is $\sim (0.1-0.4) c$ but it is always very ionised ($\xi > 10^3 \text{ erg cm s}^{-1}$) at these large distances. This is too ionised to allow even H- and He-like iron to give visible atomic features in this high velocity gas, although these species may exist at smaller radii where the material is denser.

We will explore the observational impact of this in a future work, specifically assessing whether UV line-driving can be the origin of the ultra-fast outflows seen in some AGN (see also Mizumoto et al. 2021).

The escaping wind carries a mass loss rate of $M_{\text{wind}} \approx 0.26 M_\odot/\text{yr}$, corresponding to $M_{\text{wind}}/M \approx 11\%$ of the mass accretion rate, and a kinetic luminosity of $L_{\text{kin}} \approx 7 \times 10^{44} \text{ erg }/\text{s}$, which is equal to 10\% of the bolometric luminosity. As the two bottom panels of Figure 14 show, most of the energy and momentum of the wind is located at small polar angles ($\sim 20^\circ$), which is consistent with the initial density profile since the innermost streamlines carry the largest amount of mass.
Figure 12. Effects of our improvements to the treatment of the radiation field on the trajectories of gas blobs. All simulations have been done with $M_{\text{BH}} = 10^6 M_\odot$, $\dot{m} = 0.5$, and $R_{\text{in}} = 50 R_g$.

Figure 13. Simulated wind trajectories for our fiducial system ($M_{\text{BH}} = 10^6 M_\odot$, $\dot{m} = 0.5$, and $R_{\text{in}} = 50 R_g$) zooming in on the failed wind region, where we also colour-plot the ionisation parameter $\xi$, showing the contour at $\xi = 10^5$ erg cm s$^{-1}$ as the light turquoise line. We plot the failed trajectories in green and the escaping trajectories in blue.

### 9.2 Dependence on the initial radius $R_{\text{in}}$

As we already mentioned in section 7, the initial radius of the innermost trajectory ($R_{\text{in}}$) is left as a free parameter to explore. This parameter is likely dependent on the structure of the accretion flow, which we do not aim to model here. As we increase $R_{\text{in}}$, the amount of mass that can potentially be lifted from the disc decreases, both because of the reduction in the extent of the launching region and the decrease in initial density with radius (Figure 3). Furthermore, increasing $R_{\text{in}}$ also narrows the failed wind shadow, since it reduces its subtended angle, thus reducing the accelerating region of the wind. We therefore expect the wind to flow at higher polar angles and smaller velocities when increasing $R_{\text{in}}$. In Figure 15, we plot the predicted normalised mass loss rate, kinetic luminosity, momentum loss rate, and average velocity of the wind as a function of $R_{\text{in}}$. As we expected, both the mass loss rate and the kinetic luminosity decrease with $R_{\text{in}}$, with the latter decreasing much faster. This difference in scaling is not surprising, since the fastest part of the wind originates from the innermost part of the disc, where most of the UV radiation is emitted. To further illustrate this, we plot the average velocity of the wind for each simulation in the rightmost panel of Figure 15, observing that the maximum velocity decreases with initial radius. We note that the wind successfully escapes for $R_{\text{in}} \geq 175 R_g$, which is a consequence of the initial number density profile (Figure 3) sharply declining after $R \geq 100 R_g$. There is a physically interesting situation happening at $R_{\text{in}} \sim 12 R_g$, where the average velocity of the wind drops. This is due to the failed wind being located where most of the UV emission is, thus making the wind optically thick to UV radiation (with respect to electron scattering opacity). Lastly, we note that the wind consistently reaches velocities $\geq 0.3c$ for $R_{\text{in}} \leq 50 R_g$.

### 9.3 Dependence on BH mass and mass accretion rate

We now investigate the dependence of the wind mass loss rate, kinetic luminosity, momentum loss rate, and average velocity on $M_{\text{BH}}$, $\dot{m}$, and $R_{\text{in}}$. We scan the BH parameter range for $M_{\text{BH}} \in (10^5 - 10^{10})$, $\dot{m} \in (0.01 - 0.5)$, and $R_{\text{in}} = (10, 25, 50) R_g$. We fix $f_X = 0.15$ and recognise that keeping it constant throughout the parameter scan is a limitation, since in reality it depends on $M_{\text{BH}}$ and $\dot{m}$. The results are shown in Figure 16, where all of the quantities have been normalised to their characteristic scales. The red dashed line denotes the limit when quantities become unphysical since the wind is carrying more mass, energy, or momentum than the disc can provide. The first thing to note is that we do not obtain any wind for $\dot{m} \leq 0.06$, regardless of $M_{\text{BH}}$. This is initially surprising, as the force multiplier is of order 1000 for cool material, apparently allowing a wind to escape for $\dot{m} > 0.001$. However, the initial density drops as $\dot{m}^{1/4}$ (see subsection A1) so the X-ray shielding drops dramatically, strongly suppressing the wind. Overall, the weakest winds are seen from the highest ($M_{\text{BH}} = 10^{10} M_\odot$) and lowest ($M_{\text{BH}} = 10^6 M_\odot$) black hole masses. This can be explained by the behaviour of the UV fraction (Figure 1). For the $M_{\text{BH}} = 10^6 M_\odot$ case, the UV bright disc annuli are located at large radii, where the disc luminosity is lower;
for the $M = 10^{10}M_{\odot}$ case, $f_{\text{UV}}$ is only high at very small radii, and overall small in the wind launching region. Furthermore, the high disc temperatures expected for the lowest mass systems ($M_{\text{BH}} = 10^6 M_{\odot}$), especially at high $n_0$, mean that the disc contributes to the ionising X-ray flux. This effect is not considered in our work here, but makes it likely that even our rather weak UV line-driven wind is an overestimate for these systems.

For the values of $M_{\text{BH}}$ where the wind is robustly generated across the rest of the parameter space, $M_{\text{BH}} \in (10^7, 10^8, 10^9)M_{\odot}$, we find a weak dependence of the normalised wind properties on $M_{\text{BH}}$. This is expected, since the initial density profile scales with $M_{\text{BH}}$ and $n_0$ as (subsection A1)

$$n_0 \propto \frac{\dot{m}^{1/2}}{M_{\text{BH}}}.$$  \hfill (35)

where we ignore the dependence of $f_{\text{UV}}$ on $M_{\text{BH}}$. The initial wind velocity $v_0 = v_{\text{th}} \propto T^{1/2}$, hence

$$v_0 \propto \left(\frac{\dot{m}}{M_{\text{BH}}^2}\right)^{1/8}$$  \hfill (36)

(see Equation 4.) This then implies

$$M_{\text{wind}} \propto n_0 \left\langle \frac{\dot{m}_r}{M_{\text{BH}}} \right\rangle R^2 \propto \left(\frac{\dot{m}_r}{M_{\text{BH}}}\right)^{1/8} \left(\frac{M_{\text{BH}}^2}{M_{\text{BH}}^2}\right)^{1/8},$$  \hfill (37)

Since scaling due to the dependence on $v_0$ is particularly weak (it depends on the $1/8$-th power), we choose to ignore it so that we can write

$$\frac{M_{\text{wind}}}{M_{\text{acc}}} \propto \frac{\dot{m}_r}{\dot{m}M_{\text{BH}}} \propto \dot{m}^{1/2},$$  \hfill (38)

where we have used the fact that $M_{\text{acc}} = \dot{m}M_{\text{Edd}} \propto \dot{m}M_{\text{BH}}$. Similarly,

$$\frac{L_{\text{kin}}}{L_{\text{bol}}} \propto \frac{M_{\text{wind}}^{1/2}}{M_{\text{acc}}} = \dot{m}^{1/4},$$  \hfill (39)

where $v_f$ is the final wind velocity and we have assumed $v_f \propto \dot{m}$. This last assumption is verified (for $0.1 < \dot{m} < 0.5$) in the rightmost panel of Figure 16. Consequently, ignoring the scaling of $f_{\text{UV}}$, both the normalised mass loss rate and normalised kinetic luminosity are independent of $M_{\text{BH}}$. For our value of $\alpha = 0.6$, we find $L_{\text{kin}} \propto \dot{m}^{2.7}L_{\text{bol}}$. This scaling is significantly different from the one often assumed in models of AGN feedback used in cosmological simulations of galaxy formation, where the energy injection rate is assumed to be proportional to the mass accretion rate and hence to the bolometric luminosity (Schaye et al. 2015; Weinberger et al. 2017; Davé et al. 2019). However, it is consistent with the results found in the hydrodynamical simulations of Nomura & Ohsuga (2017) and with current observational constraints (Gofford et al. 2015; Chartas et al. 2021).

For the $R_{\text{in}} = 10R_g$ case, many parameter configurations of $M_{\text{BH}}$ and $\dot{m}$ give rise to winds that are unphysical, since they carry more momentum than the radiation field. This is caused by us not considering the impact that the wind mass loss would have on the disc SED, and an underestimation of the UV opacity in our ray tracing calculation of the UV radiation field, in which we only consider the impact that the wind mass loss would have on the disc SED, and an underestimation of the UV opacity in our ray tracing calculation of the UV radiation field, in which we only include the Thomson opacity. We also observe that for the lower and upper ends of our $M_{\text{BH}}$ range the existence of a wind for different $\dot{m}$ values depends on the value of $R_{\text{in}}$. This is a consequence of a complex dependence of the failed wind shadow on the initial density and $R_{\text{in}}$.

We now investigate the geometry of the wind: where it originates and at which angles it flows outwards. Despite the strong dependence of the kinetic luminosity on $\dot{m}$, the wind launching region does not vary significantly with $\dot{m}$, as is shown in Figure 17, where we plot the average launch radius, weighted by mass loss rate or kinetic luminosity. The exception is the case $R_{\text{in}} = 10R_g$, where the lower inner density at $R_{\text{in}} = 10R_g$ (see Figure 3), and its decrease with $\dot{m}$ produce a larger failed wind region for $\dot{m} < 0.15$. The dependence of the mass weighted average radius with $M_{\text{BH}}$ is a consequence of the dependence of $f_{\text{UV}}$ on $M_{\text{BH}}$. Larger $M_{\text{BH}}$ black holes have the $f_{\text{UV}}$ peak closer in, so the wind carries more mass at smaller radii.

Finally, we plot the wind opening angle for the scanned parameter space in Figure 18. We again find a small dependence on $M_{\text{BH}}$, except for near the boundaries of our $M_{\text{BH}}$ range, where the angle is quite sensitive to $\dot{m}$. The wind flows closer to the equator.
Figure 15. Mass loss rate (first panel), kinetic luminosity (second panel), momentum loss rate (third panel) and average velocity (fourth panel) for different values of $R_{in}$, at a fixed $M_{BH} = 10^8 M_\odot$ and $\eta = 0.5$. The mass loss rate is normalised to the system’s mass accretion rate, while we normalise the luminosity to the bolometric luminosity. The average velocity is taken as $v_r = \sqrt{2L_{kin}/M_{wind}}$.

Figure 16. Wind mass loss rate normalised by the mass accretion rate (first panel column), kinetic luminosity normalised by bolometric luminosity (second panel column), momentum loss rate normalised by $L_{bol}/c$ (third panel column), and average velocity (fourth panel column) as functions of the Eddington fraction $\eta$ for different $M_{BH}$. The average velocity is taken as $v_r = \sqrt{2L_{kin}/M_{wind}}$.

as we decrease $\eta$, hence whether the wind is more polar or equatorial depends on the mass accretion rate of the system. This can be explained by considering that lower disc luminosities do not push the wind as strongly from below, and thus the wind escapes flowing closer to the equator.

9.4 Can UV line-driven winds be UFOs?

In Q20, wind trajectories could achieve arbitrarily large velocities, often surpassing the speed of light, due to the neglect of relativistic effects. With the introduction of relativistic corrections (section 6), the wind is always sub-luminal, as we show in Figure 15 and Figure 16. Nonetheless, throughout the simulated parameter
**Figure 19.** Velocity as a function of $z$ for a trajectory starting at $R = 100R_g$ for our fiducial model. Different colours correspond to different initial velocities.

space, outflows consistently achieve speeds of $(0.1 - 0.8) c$, scaling approximately as $\dot{m}$ with little dependence on $M_{BH}$. If we limit ourselves to the simulations that conserve the overall momentum and energy of the system, then the simulated wind still achieve speeds in the range $(0.1 - 0.4)c$. This implies that UV line-driving is a feasible mechanism to produce UFOs even when relativistic corrections are included. The final velocity of the wind depends on how much a gas blob can be accelerated while it is shadowed from the X-ray radiation. In Figure 19, we plot the velocity profile for a trajectory starting at $R = 100R_g$ in our fiducial simulation density grid for different values of the initial velocity. We find that the final velocity of the trajectory is independent of the initial velocity and that the wind is able to drastically accelerate (up to 6 orders of magnitude in velocity) over a very small distance ($\lesssim 1R_g$), which suggests that line-driving can be very effective even when the X-ray shadowed region is very small.

We thus find that UV line-driving is sufficient to reproduce the range of observed UFO velocities, as opposed to the findings of Luminari et al. (2021). We note that their code assumes an initial density (similar to Q20) rather than calculating it from first principles, and does not include the full ray tracing of both UV and X-rays that are considered here. On the other hand, our treatment of the force multiplier is simplified compared to their calculation, where they use the radiative transfer code XSTAR (Kallman & Bautista 2001) to compute the radiation flux absorbed by the wind. Nonetheless, our results show that a small shaded region can produce a very fast wind (see Figure 19), and the range of $R_{in}$ that gives rise to velocities $\gtrsim 0.3c$ is quite wide (see Figure 17). It then seems quite likely that UV line-driven winds can indeed reach these velocities and hence be the origin of the majority of UFOs seen. There are even higher velocities claimed for a few absorption features in the literature, but these are generally low signal-to-noise detections.

**10 CONCLUSIONS AND FUTURE WORK**

In this paper, we have presented Qwind, a model that builds upon the non-hydrodynamical code Qwind first introduced in Risaliti & Elvis (2010) to model UV line-driven winds in the context of AGNs. In this new version, we generalise the CAK formalism for stellar winds to AGNs, which we use to calculate the initial density and velocity with which the wind is launched at the surface of the accretion disc. We have highlighted the importance of correctly ac-
counting for the fraction of luminosity emitted in the UV by each disc annulus, which in other numerical codes is assumed to be a constant over the whole disk. We have also introduced an algorithm to do ray-tracing calculations throughout the wind, allowing us to compute the radiation transfer of the system taking into account the full geometry of the wind and the spatial distribution of the X-ray and UV radiation sources. Furthermore, we have also included special relativistic corrections to the calculation of the radiation flux, which are important for ensuring that the wind does not achieve superluminal speeds. We note two important assumptions that still remain: the simplified dependence of the X-ray opacity on the ionisation parameter and the X-ray luminosity fraction, which we here assume is constant at $f_X = 0.15$, independent of black hole mass and accretion rate. We will address these issues in the next Qwind release.

We have used the new code to explore under what conditions UV line-driven winds are successfully launched from accretion discs, studying how the normalised mass loss rate, kinetic luminosity, momentum outflow rate, and final velocity change as a function of black hole mass, mass accretion rate, and initial wind launching radius. We find that winds can carry a mass loss rate up to 30% of the mass accretion rate, so this can have a moderate impact on the mass accretion rate at radii below the wind launching radius. The next Qwind release will address this by reducing the mass accretion rate through the disc, and hence reducing the UV flux produced at small radii, to make the model self-consistent (see also Nomura et al. 2020). The current code produces winds where the kinetic power and especially the momentum outflow rate can be comparable to that of the radiation power at high $\dot{m}$, and even exceed it which is unphysical. This shows that the effect of line blanketing must be important in reducing the UV flux driving the wind below that predicted by electron scattering opacity alone. We will address this in the next Qwind release, but overall, the wind clearly carries sufficient power to meet the criteria for an efficient feedback mechanism in galaxy formation (Hopkins et al. 2016).

Our results here show that the outflow velocity is mildly relativistic across a broad parameter space, with velocity $0.1 \sim 0.3c$ even excluding the unphysically efficient winds. Thus UV line-driven winds can reach UFO velocities even when special relativistic corrections (radiation drag) are included. This contrasts with Luminari et al. (2021), who conclude that UV line-driving is not capable of generating such high velocity winds. We caution that the two codes make different assumptions about the initial conditions and ray tracing (both of which Qwind does more accurately and self-consistently) as well as the opacity (which their code does better), so it is premature to rule out UV line-driving in favour of other mechanisms such as magnetic driving (Blandford & Payne 1982; Fukumura et al. 2017) as the origin of UFOs until these factors are all incorporated together. We will explore this more fully in the next Qwind release.

The normalised wind mass loss rate and normalised kinetic luminosity vary substantially as a function of black hole mass and accretion rate, the latter being the most significant factor. The ratio of wind kinetic power to mass accretion rate scales steeply with $\dot{m}$, in contrast to the constant ratio normally assumed in the AGN feedback models currently implemented in cosmological simulations of galaxy formation. Implementing this new more physically-based AGN feedback prescription in simulations will therefore change how galaxies are predicted to evolve across cosmic time.
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APPENDIX A: CRITICAL POINT DERIVATION

In this appendix we aim to give a detailed and self-contained derivation of the initial conditions for launching the wind from the surface of the accretion disk. Let us first start with the 1D wind equation (now including gas pressure forces),

\[ \frac{d\nu}{dt} = \rho \left( a_{\text{rad}}^2 - a_{\text{grav}}^2 \right) - \frac{\partial P}{\partial z}. \]  

(A1)

The left-hand side of the equation can be expanded to

\[ \frac{d\nu}{dt} = \rho \frac{d\nu}{dt} + \nu \frac{d^2\nu}{dz^2}. \]  

(A2)

where we note that \( \frac{d\nu}{dt} = 0 \), since we are only interested in steady solutions that do not depend explicitly on time. For simplicity, we drop the partial derivative notation going forward, since only derivatives along the \( z \) direction are involved. We assume that the wind is isothermal, with an equation of state given by

\[ P = c_s^2 \rho \]  

(A3)

where \( c_s \) is the isothermal sound speed, which is assumed constant throughout the wind. Using the mass conservation equation (Equation 11), \( M = A \rho v_z \), where \( A = 2\pi R\Delta \), we can write

\[ \frac{dP}{dz} = c_s^2 \frac{d\nu}{dz} = -\rho c_s^2 \left( \frac{dA/dz}{A} + \frac{d\nu_z/dz}{v_z} \right), \]  

(A4)

so we can rewrite Equation A1 as

\[ v_z \frac{d\nu}{dz} \left( 1 - \frac{c_s^2}{v_z^2} \right) = a_{\text{rad}}^2 - a_{\text{grav}}^2 + c_s^2 \frac{dA/dz}{A}. \]  

(A5)

We now focus on the radiation force term, which is the sum of the electron scattering and line-driving components,

\[ a_{\text{rad}}^2 = a_{\text{rad}}^{\text{es}} + M a_{\text{rad}}^{\text{line}}. \]  

(A6)

When the wind is rapidly accelerating, as it is the case at low heights, the force multiplier is well approximated by its simpler form (see section 2.2.3 of Q20),

\[ M(t) = k t^{-\alpha}, \]  

(A7)

where \( \alpha \) is fixed to 0.6, \( k \) depends on the ionisation level of the gas (the SK90 parameterisation), and \( t = \kappa_s \rho v_0 \left| \frac{dv}{dz} \right|^{-1} \). As discussed in section 3.1.3 of Q20, the thermal velocity, \( v_0 \) (Equation 15), is computed at a fixed temperature of \( T = 2.5 \times 10^4 \) K. Once again making use of the mass conservation equation we can write

\[ M = k t^{-\alpha} \left( \frac{k}{(\kappa_s \rho v_0)^\alpha} \left| \frac{dv}{dz} \right|^\alpha \right) \]  

(A8)

and so the full equation to solve with all derivatives explicit is

\[ v_z \frac{d\nu}{dz} \left( 1 - \frac{c_s^2}{v_z^2} \right) = a_{\text{rad}}^{\text{es}}(z) - a_{\text{grav}}^{\text{es}}(z) \]

\[ + a_{\text{rad}}^{\text{line}}(z) \left( k \frac{M}{\rho v_0} \left| \frac{dv}{dz} \right| \right)^\alpha \]  

(A9)

We assume that \( d\nu_z/dz > 0 \) always, so the absolute value can be dropped. It is convenient to introduce new variables to simplify this last equation. The first change we introduce is \( W = v_z^2/2 \), so that \( v_z \frac{d\nu_z}{dz} = dW/dz \). Next, we aim to make the equation dimensionless, so we consider \( R \) as the characteristic length, \( B_0 = GM_{\text{BH}}/R^2 \) as the characteristic gravitational acceleration value, \( W_0 = GM_{\text{BH}}/R = B_0 R \) as the characteristic W value, \( A_0 = 2\pi R\Delta \) as the characteristic A value, and finally we take the characteristic radiation force value to be

\[ \gamma_0 = \frac{m}{(\kappa_s \rho v_0)^\alpha} a_{\text{rad},0} \]  

(A10)

where \( a_{\text{rad},0} \) is Equation 8 without considering the \( \tau_n \) factor, since we do not include attenuation in this derivation. With all this taken into account, we can write

\[ B_0 \frac{dW}{dx} \left( 1 - \frac{x}{w} \right) = -a_{\text{grav}}^{\text{es}} + a_{\text{rad}}^{\text{es}} \left( 1 + \frac{k}{(\kappa_s \rho v_0)^\alpha} \left( A \left( \frac{B_0}{M} \right) \frac{dW}{dx} \right)^\alpha \right) \]  

(A11)
where we have defined \( x = z/R, w = W/W_0 \), and \( s = c_s^2/(2W_0) \). We also define \( A = \mathcal{A}_0 \), and \( \varepsilon = M/M_0 \) with
\[
M_0 = \alpha(1 - \alpha)^{(1-\alpha)/\alpha} \left( \frac{\mathcal{A}_0}{B_0} \right)^{(1-\alpha)/\alpha}.
\]
(A12)

This last definition may seem a bit arbitrary, but it is taken such that \( \varepsilon = 1 \) corresponds to the classical CAK \( \mathcal{M} \) value for O-stars. Equation A11 then becomes
\[
dw{dx} \left( 1 - \frac{x}{w} \right) = -\frac{2a_s}{a} \left( \frac{c_s}{\rho} \right)^2 + a \left( \frac{\alpha}{a} \right)(1-\alpha) \left( \frac{a_s}{a} \right)^2 \frac{\rho}{\langle \delta \rangle} \left( \frac{\alpha}{a} \right)^\alpha \left( \frac{a_s}{a} \right)^\alpha \left( \frac{\rho}{\langle \delta \rangle} \right)^\alpha
\]
where we have used
\[
a = \frac{A}{\mathcal{A}_0} = \frac{2\pi A r}{2\pi r_0 A_s} = \frac{r^2}{r_0^2}, \quad (A14)
\]
so that
\[
c_s^2 = \frac{dA}{dz} \frac{4\pi}{A} = \frac{4\pi}{A}.
\]
(A15)

We note that we have assumed that the area \( A \) changes with \( z \) like the 2D solution, despite the fact that we are considering here a 1D wind. This small correction guarantees that we find critical-point like solutions for all initial radii, since it guarantees that the CAK conditions for the existence of a critical point are satisfied. Finally, we define
\[
f = \frac{a}{a(1-\alpha)} \left( \frac{a_s}{a} \right)^\alpha \left( \frac{\rho}{\langle \delta \rangle} \right)^\alpha
\]
and
\[
h = \frac{\alpha}{a} \left( \frac{a_s}{a} \right)^\alpha \left( \frac{\rho}{\langle \delta \rangle} \right)^\alpha - 4\pi a,
\]
so that
\[
\frac{dx}{dw} \left( 1 - \frac{x}{w} \right) = -h(x) + f(x) \left( \frac{\alpha}{a} \right)^\alpha \left( \frac{\rho}{\langle \delta \rangle} \right)^\alpha
\]
which is the dimensionless wind equation. The choice of sign in \( h(x) \) is to make the further steps clearer. It is useful to interpret this equation as an algebraic equation for \( w = dw/dx \),
\[
N(x, w, w') = w' \left( 1 - \frac{x}{w} \right) + h(x) - f(x) \left( \frac{\alpha}{a} \right)^\alpha \left( \frac{\rho}{\langle \delta \rangle} \right)^\alpha = 0.
\]
(A19)

This has the same general form as Equation 26 in CAK, which applies to a spherical wind from a star, but the functions \( h(x) \) and \( f(x) \) are different. We note that \( f(x) > 0 \) and \( 0 < a < 1 \), but \( h(x) \) can have either sign. (Also note that we have chosen the opposite sign for \( h(x) \) to CAK, for later convenience.) Given values of \( x \) and \( e \), we can distinguish 5 different regions of solutions for \( w' \) (we follow the original enumeration of regions by CAK):

- **Subsonic stage \( (w < s) \):** We distinguish two cases
  - Region V: If \( h(x) < 0 \), then all the terms in Equation A19 are negative and there is no solution for \( w' \).
  - Region I: If \( h(x) > 0 \), then \( F(w') = 0 \) is positive and as \( w' \) increases, \( F \) goes to negative values crossing \( F = 0 \) once, so there is one solution for \( w' \).

- **Supersonic stage \( (w > s) \):** We have three regions
  - Region III: If \( h(x) < 0 \), \( F(w') = 0 \) is negative and as \( w' \) increases, \( F \) goes to positive values crossing \( F = 0 \) once, so there is one solution for \( w' \).
  - Region II: If \( h(x) > 0 \), then \( F(w') = 0 \) is positive, then \( F \) initially decreases until its minimum, \( w'_m \), and then increases again. If \( F(w'_m) > 0 \), we have no solution for \( w' \) and if \( F(w'_m) \leq 0 \) we have two solutions, which are the same if \( F(w'_m) = 0 \). The minimum can be found by solving
\[
\frac{dF}{dw'} = 0,
\]
(A20)
which gives
\[
w'_m = \left( 1 - \frac{x}{w} \right) \frac{\alpha}{a} \left( \frac{\rho}{\langle \delta \rangle} \right)^\alpha
\]
(A21)

so we have

- Region IV: If \( F(w'_m) > 0 \), there is no solution.
- Region II: If \( F(w'_m) \leq 0 \), there are two solutions, one with \( w' < w'_m \) and the other with \( w' > w'_m \).

We assume that the wind starts subsonic \( (w < s) \), so it has to start in Region I, since that is the only subsonic region with a solution. We note that \( h(x) - \infty < 0 \), since for large \( x \) both the gravitational and radiation force are small. Assuming that the wind ends as supersonic \( (w > s) \) and extends to \( x \to \infty \), this means that the wind must end at Region III. However, because \( h(x) > 0 \) in Region I and \( h(x) < 0 \) in Region III, these two regions must be connected by Region II in between. At the boundary between Regions I and II, \( w = s \) and \( h(x) > 0 \), while at the boundary between Regions II and III, \( w > s \) and \( h(x) = 0 \).

Considering first the boundary between Regions I and II, setting \( w = s \) in Equation A19 gives
\[
h - f \left( \frac{\alpha}{a} \right)^\alpha = 0,
\]
(A22)
with \( h > 0 \). Considering Equation A21 for \( w'_m \) as \( w \to s^* \), we find that the wind solution at this boundary must lie on the branch with \( w' < w'_m \).

Considering next the boundary between Regions II and III, setting \( h = 0 \) in Equation A19 (neglecting the \( w' = 0 \) solution) gives
\[
1 - \frac{x}{w} = -f \left( \frac{\alpha}{a} \right)^\alpha w'^{-1} = 0.
\]
(A23)

Again using Equation A21 and \( w > s \), we find that the wind solution at this boundary must lie on the branch with \( w' > w'_m \).

However, we assume that \( w' \) must be continuous throughout the wind, which would not be the case if the two branches of region II were not connected. Therefore, both branches of region II must coincide at some point, so the condition
\[
F(w'_m) = 0
\]
(A24)
must hold at that point, with \( w' = w'_m \) for both branches. This point is in fact the critical point of the solution, and \( \partial F/\partial w' = 0 \) there. Upon substitution of \( w'_m \), this condition is equivalent to
\[
\varepsilon \left( 1 - \frac{x}{w} \right) = \alpha (1 - \alpha) \frac{\rho}{\rho} \frac{f(1/\alpha a)}{h}.
\]
(A25)

The right-hand side of the equation is usually referred to as the Nozzle function \( \mathcal{N} \),
\[
\mathcal{N}(s) = \alpha (1 - \alpha) \frac{\rho}{\rho} \frac{f(1/\alpha a)}{h}.
\]
(A26)
We define $x = x_c$ to be the position of the critical point. We now assume that at the critical point the wind is highly supersonic ($w \gg s$). We verify this assumption in subsection A2. Then $1 - s/w \approx 1$, and so the normalised mass loss rate is given by

$$\varepsilon = N(x_c).$$  \hspace{1cm} (A27)

We now show that the location of the critical point $x_c$ is at the minimum of $N(x)$. Let us consider the total derivative of $F$ with respect to $x$ taken along a wind solution. Since $F = 0$ at all points along the solution,

$$\frac{dF}{dx} = \frac{\partial F}{\partial x} + \frac{\partial F}{\partial w} \frac{dw}{dx} = 0,$$  \hspace{1cm} (A28)

Because of our assumption $w \gg s$, we have $\frac{\partial F}{\partial w} = 0$, and, at the critical point, $\frac{\partial F}{\partial x} = 0$, so that

$$\frac{dF}{dx} \bigg|_{w_{\text{min}} = x_c} = \frac{\partial F}{\partial x} \bigg|_{w_{\text{min}} = x_c} = 0,$$  \hspace{1cm} (A29)

which gives (a prime denotes $d/dx$)

$$h' = \left( - \frac{w_{\text{min}}}{\varepsilon} \right)^{\alpha} \frac{d}{dx} (f a^\alpha) = 0.$$  \hspace{1cm} (A30)

Now using Equation A21 for $w_{\text{min}}$ along with Equation A27 and Equation A26, we obtain $w_{\text{min}} = \left( \frac{\alpha}{1 - \alpha} \right) h$. Substituting in Equation A30 and using Equation A27 and Equation A26 again, we obtain

$$(1 - \alpha) h' = \frac{1}{fa^\alpha} \frac{d}{dx} (f a^\alpha) = 0.$$  \hspace{1cm} (A31)

Comparing to Equation A26, we see that this is equivalent to the condition $dN/dx = 0$. Therefore the critical point happens at an extremum of $N(x)$, but since the nozzle function is not upper bounded, the extremum has to be a minimum. We have therefore shown that the critical point $x_c$ corresponds to the minimum of the nozzle function $N(x)$.

In Figure A1, we plot the nozzle function for $M_{\text{BH}} = 10^3M_\odot$, $m = 0.5$, $k = 0.03$, and $R = 20R_g$ and we highlight the position of the critical point. The value of the nozzle function at the critical point determines the mass-loss rate along the streamline, through $M = eM_\odot$, so that the surface mass loss rate is given by

$$\dot{\Sigma} = \frac{M}{A}.$$  \hspace{1cm} (A32)

It is interesting to point out that the position of the critical point and the value of $\varepsilon$ do not depend on the chosen value of $k$ in the force multiplier parameterisation (Equation A7), however, the mass loss rate does depend on $k$ through the value of $M_0$. In the SK90 parameterisation, $k$ is a function of the ionisation state of the gas, $k = k(\varepsilon)$, so the mass loss rate directly depends on the ionisation conditions at the critical point location. Since this would make our results dependent on the modelling of the vertical structure of the disc, which is out of scope for the purpose of this work, we assume that the gas is always ionised when it reaches the critical point, so we take $k = 0.03$, corresponding to the minimum value of $k$ in SK90. Similarly, we set the initial height of the wind to $z = 0$ to avoid dependencies on the disc vertical structure.

### A1 Scaling of the initial conditions with BH properties

Since we explore the BH parameter space in subsection 9.3, it is useful to assess how the initial number density and velocity of the wind scale with $M_{\text{BH}}$ and $\dot{m}$. To this end, we need to determine how the values of $\varepsilon$ and $\Sigma_0$ change with $M_{\text{BH}}$ and $\dot{m}$. For this analysis, we ignore the dependence of $f_{\text{sc}}(R)$ on $M$ and $\dot{m}$. We also have $\nu_{\text{in}}(R) \propto R^{1/2} \sim (M_{\text{BH}}M/R^3)^{1/2}$ (using Equation 8). Accounting for the fact that the disk size scales as $R \propto R_g \propto M_{\text{BH}}$, this gives $\nu_{\text{in}} \propto (\dot{m}/M_{\text{BH}})^{1/8}$, where $\nu_{\text{in}}$ is the initial velocity. This is a weak dependence, so we ignore it here. Looking at Equation A10, and using Equation 8, we get $\gamma_0 \propto M_{\text{BH}}M/R^3 \propto \dot{m}/M_{\text{BH}}$. Similarly, $B_0 \propto M_{\text{BH}}/R^2 \propto 1/M_{\text{BH}}$. Using Equation A12, we then have $\Sigma_0 \propto M_{\text{BH}}/\dot{m}_0 \propto \gamma_0^{1/2} R_0^{1/2} \propto \dot{m}^{1/8} / M_{\text{BH}}$. The scaling of $\varepsilon = N(x_c)$ is a bit more complicated, since it depends on the exact position of the critical point for each value of $M_{\text{BH}}$, $\dot{m}$, and $R$. In Figure A2, we plot the values of $\varepsilon$ as a function of radius for varying $M_{\text{BH}}$ (left panel) and $\dot{m}$ (right panel), ignoring the dependence of $f_{\text{sc}}$ with $M_{\text{BH}}$ and $\dot{m}$ (we set $f_{\text{sc}} = 1$). We note that $\varepsilon$ does not scale with $M_{\text{BH}}$, and changes very little with $\dot{m}$. Including the dependence of $f_{\text{sc}}$ with $M_{\text{BH}}$ and $\dot{m}$, effectively reduces the value of $\varepsilon$ at the radii where $f_{\text{sc}}$ is small, but it does not change substantially in the radii that we would expect to launch an escaping wind. We can then conclude that $\varepsilon$ has a very weak scaling with $M_{\text{BH}}$ and $\dot{m}$ so that

$$\dot{\Sigma} \propto \Sigma_0 \propto \dot{m}^{1/8}/M_{\text{BH}}.$$  \hspace{1cm} (A33)
which is the same result that Pereyra et al. (2006) found in applying the CAK formalism to cataclysmic variables.

A2 Verification of the critical point conditions

For our fiducial case (section 9), we plot the critical point location compared to the wind trajectories in Figure A3. All escaping trajectories are vertical at the critical point, so our treatment of the wind as a 1D flow for the initial conditions derivation is justified. Nonetheless, we emphasise again that this treatment does not hold for the inner failed wind. The wind is highly supersonic (\(10^3\) times the sound speed) at the critical point, as shown in the bottom panel of Figure A3, so our assumption \(\mathbf{w} \approx \mathbf{c}\) is validated.

APPENDIX B: INTERSECTION OF TRAJECTORIES

Once we have solved the equations of motion of the different gas blobs, it is common for the resulting trajectories to cross each other. Trajectories of gas elements computed using our ballistic model should not be confused with the streamlines of the actual wind fluid, since the latter cannot cross each other as it would imply the presence of singular points where the density and the velocity fields are not well defined.

Nonetheless, if we aim to construct a density and velocity field of the wind, we need to define the density and velocity at the crossing points. To circumvent this, once two trajectories intersect, we terminate the one that has the lowest momentum density at the intersection point.

To determine at which, if any, point two trajectories cross, we consider a trajectory as a collection of line segments \(\{s_i\}\). Two trajectories \(\{s_i\}\), and \(\{t_j\}\) cross each other if it exists \(i, j\) such that \(s_i \cap t_j \neq \emptyset\).

Suppose the line segment \(s_i\) is bounded by the points \(p_1\) and \(p_2\) such that \(p_2 = p_1 + \alpha'(p_2 - p_1)\) with \(\alpha' \in [0, 1]\). Similarly, \(t_j\) is limited by \(q_1\) and \(q_2\) such that \(q_2 = \beta'(q_2 - q_1)\) with \(\beta' \in [0, 1]\). The condition that \(s_i\) intersects \(t_j\) is equivalent to finding \(\alpha, \beta \in [0, 1] \times [0, 1]\) such that

\[
p_1 + \alpha'(p_2 - p_1) = q_1 + \beta'(q_2 - q_1),
\]

which corresponds to the linear system \(A\mathbf{x} = \mathbf{b}\) with

\[
A = (p_2 - p_1, q_1 - q_2),
\]

\[
\mathbf{x} = (\alpha', \beta')^T, \quad \text{and} \quad \mathbf{b} = q_1 - p_1.
\]

The segments intersect if this linear system is determined with solution inside the unit square.