Census Estimation using Histogram Representation of 3D Surfaces: A Case Study Focusing on the Karak Region
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Abstract—National and regional infrastructure planning is founded on the use of many factors, of which population size can be argued to be the most fundamental. Population size is typically acquired through a census. However, manual census collection is an expensive and resource intensive process; especially in regions that are poorly connected. Computer-aided population estimation, when done accurately, therefore offers significant benefit. This paper presents a comprehensive framework for estimating the population size of a region of interest by applying classification techniques to terrain data. Central to the proposed framework is a novel histogram representation technique designed to support the generation of appropriate and effective classifiers central to the operation of the framework. The presented work uses the Karak region, in Jordan, as a case study for population size estimation. The proposed framework and the representation technique have been evaluated using a variety of classification mechanisms and parameter settings. The reported evaluation of the proposed representation technique demonstrates that good results can be obtained with regard to estimate the population size.
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I. INTRODUCTION

Population size plays an essential role in a number of important governmental decision making strategies directed at the process of urban development. This is especially the case with respect to critical sectors, such as health, education, transport and urban services. Governments usually obtain population size data using a census [1]. This is typically collected in either a door-to-door manner or by requiring individuals to complete a form. Both entail considerable cost, particularly in areas which feature a poor communication infrastructure; form filling also assumes a high degree of literacy amongst the population of interest, not necessarily always the case. A solution is to adopt some form of population estimation mechanism. However, it is important that the estimation is as accurate as possible so as to best inform strategic planning and decision making activities.

In the past, population estimation was conducted using “Aerial Photography”; however in the modern day aerial photography has been replaced with satellite imagery. The advantages of using satellite imagery over methods involving aerial photography can be summarised as follows: (i) extensive and regular coverage, (ii) time and cost efficiency, and (iii) accessibility to regions which would otherwise be difficult to access [2]. Satellite images provide a rich data source accurately depicting terrain features such as mountains, hills, valleys, plateaus, plains, deserts and, importantly, population centres of all kinds. The key challenge is then how best to extract population estimations from such imagery? In times gone-by, using aerial photography, this was done by visual inspection; an undesirable approach because of the resource required and the subjectivity involved. Using satellite imagery the process can be automated; the challenge is how best to implement this automation. In both cases the approach is particularly effective in rural areas, areas where traditional census collection is the most resource intensive.

The proposed solution to the population estimation from satellite imagery problem, presented in this paper, considers the problem in terms of a 3-D surface where the $x$ and $y$ coordinates are the x-y coordinates of the centre point of each grid squares and the $z$ coordinate is the number of dwellings (households) within the grid square (the value we wish to predict); the value at each 3-D location is then a terrain type. The idea is to represent individual locations in terms of their terrain type and neighbouring terrain types. The intuition is that population size, in a given region, is defined by terrain type. The basic idea is to use a machine learning approach whereby large-scale terrain image is input to a population estimation system. In more detail the input image is divided into a set of grid squares; with each grid square assigned a terrain type. A prediction model is then applied to predict the number of households in each grid square from which a population estimation can be obtained by multiplying the predicted number of households by an average household size. The challenge is the nature of the prediction model to be adopted, and how this model is to be generated. Most prediction (and classification) models take a feature vector as input. It is easy to see how this would work given tabular data, but not as clear given image data. How the image data should be represented so that a good prediction model is generated is therefore an issue. The proposed solution is to adopt a histogram-based technique, an idea founded on the concept of local binary patterns [3].

To train the prediction model a dataset encompassing the Karak region of Jordan was used together with the known location of households within the test region. The Karak region
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was selected because it was considered to be a good exemplar region because of its geographical diversity.

The average household size data used in this case was obtained from a statistical study conducted by the Jordanian Department of Statistics [4], [5] and The United Nations [6]. The main contributions of the paper are:

1) A comprehensive framework to estimate (predict) population size (census) using terrain image data.
2) A novel technique to support the framework and represent the 3D surfaces depicted in 2D terrain image.

The rest of the paper is organised as follows. In Section II a brief overview of related work is presented. The characteristics of the selected dataset are described in Section III. In Section IV the proposed framework for census prediction is introduced followed by its usage in Section V. The evaluation of the proposed framework is reported in Section VI using a variety of parameters. Finally some conclusions are discussed in Section VII.

II. OVERVIEW OF RELATED WORK

Automatic census estimation has recently emerged as a novel research area to overcome the drawbacks of traditional census collection approaches; namely the expensive of collecting the data, in terms of time and cost, especially in rural areas where the transportation infrastructure is typically insufficient. Generally speaking, automatic census estimation is inappropriate for inner city areas or commercial areas as it is difficult to distinguish between residential buildings and other types of building, and residential building shared by multiple families (such as tower blocks) and buildings occupied by a single family. Automatic census estimation is therefore most effective in rural areas where the main residential units are detached houses and the population is sparsely distributed [7], [8]; these are also the areas where traditional census data requires the greatest resource. There are a number of reports of research directed at census estimation founded on geographical features and labelled example data to produce a model that can then be used for census estimation purposes. The main challenge that most of the proposed census estimation techniques seek to address is how best to represent data extracted from GIS images so that classification techniques can be applied effectively. The need for a convenient representation arises from the fact that the extracted image data tends to be too large to be used in its raw form; so a representation is required that encapsulates the data in a reduced form.

The different data representation techniques presented in the literature include: colour histograms [7]–[10], local binary patterns [8]–[10] and graph based structures [9]–[12]. Colour histograms are used to represent the colour distribution in the image set. The X-axis of the histogram records “bin” identifiers, each bin representing a colour range; while the Y-axis represents the number of pixels falling into each bin. This representation offers computational simplicity and tolerance against changes such as rotation and scaling. Local Binary Patterns (LBPs) are essentially a texture representation technique that can be used more generally. The main idea of LBPs is to divide the examined image into cells and then compare the pixel values in each cell to each of its eight neighbours; if the value is greater than neighbouring value a “0” is recorded, otherwise a “1” is recorded. The resulting eight binary digits are then formed into an eight-bit number representing the cell. This representation has been widely used as it is easy to generate and robust to illumination changes. Graph based techniques have been used to represent the structure images, a frequently used representation is the Quad-tree representation that has been frequently used in the context of census estimation applications. Given a collection of quad trees frequent sub-graph mining techniques have been applied to identify frequently occurring sub-graphs that can then be used subsequently to generate feature vectors.

In addition to satellite imagery, various other forms of image have been used for census estimation. These include various types of Geographic Information System (GIS) map [7]–[10], [12]–[15], 3D satellite images (which include a Z dimension with which to represent 3D surfaces) [11], Ikonos images (high-resolution satellite images) [16] and aerial images (images taken from aircraft or other forms of flying object) [17].

Given a suitable feature vector representation different classifiers can be applied so as to generate a census estimation model, these include: K-Nearest Neighbour, Decision Tree, Naive Bayes, Logistic Regression and Support Vector Machine. The k-Nearest Neighbor (k-NN) technique is a lazy classification model that classifies a previously unseen object according to the majority class associated with the k nearest neighbours to the object [18], a variety of similarity (distance) measures can be used such as: Euclidean distance, Manhattan distance and Mahalanob distance. A Decision Tree is a decision support structure based on a tree-like graph of decisions and their possible consequences. Each internal node represents a test on an attribute, each branch represents the output of the test and each leaf node represents a class label [18]. Naive Bayes is a simple probabilistic classifier that assumes that there are no dependencies amongst features [18]. Logistic Regression is a classification model where the dependent variable is categorical. It can be binomial, ordinal, or multinomial. The goal of this classifier is to find the best fitting model to describe the relationship between the dependent variable and the independent variables [19]. A Support Vector Machine (SVM) is a supervised, non-probabilistic, binary linear classifier. By representing the training data as points in a space the SVM operates by separating the points with a dimensional hyperplane that divides the two categories by a gap that is as wide as possible [19].

The presented previous work directed at automated census estimation has demonstrated that estimating census automatically has number of advantages, such as low cost and high speed of collection, compared to traditional census collection methods; although automatic estimation is less accurate than the real process of census collection. In the work presented by Reis et al. [13] a method for population estimation was developed based on demographic data extracted from satellite images where linear regression models were used to represent the extracted data. The developed method was evaluated using dataset representing districts of Belo Horizonte city in Brazil, the evaluation demonstrated that census results obtained using linear models were similar to those obtained using more complex models. Javed et al. [14] proposed a methodology for
population density estimation using texton-based classification. Satellite images were split up into blocks and then textons for each block were extracted using Leung Malik (LM) filter bank. Extracted textons (texture features) were then used as training features for a k-NN classifier. Different satellite images of cities in Pakistan were used to test the proposed methodology. In the work presented in [16] the authors proposed a methodology for population estimation using Ikonos images of a district in Khartoum city where two categories of population unit were considered: dwelling units and residential areas. The presented approach can be summarised as follows. Residential buildings were separated from non-residential building using a number of selected features such as shape, size, pattern and texture. After that, all residential buildings were represented as polygons, after which vector layers for the represented polygons were generated. Consequently, residential buildings were classified into one of the categories and areas belonging to the residential category identified. An estimated population for each residential category area was then derived and a total population estimation computed. Kurtz et al. [15] proposed a multi-resolution method to generate clusters for the purpose of mapping homogeneous patterns of urban elements. The proposed methodology worked by clustering two types of images representing the same scene, Medium Spatial Resolution (MSR) images and High Spatial Resolution (HSR) images, by combining a per-pixel-based analysis with region-based analysis. The use of HSR images, which have a finer resolution than a MSR images, enabled the detection of urban objects such as houses, gardens and roads and their construction material (for example houses with green roof tiles).

There have been a number reports where classification models have been used to label households according to family size so as to predict number of people living in a previously unseen household; the households are typically segmented individually and represented using some feature vector representation. For example Yu et al. [11] presented a technique for classifying households described in terms of 3D surface images using Vertex Unique Labelled Subgraphs (VULSs). A VULS is a sub graph within some larger graph that has a unique vertex labeling. A Backward Match Voting (BMV) algorithm was used for classifying the vertex labels. Several census estimation frameworks have been proposed by Dittakan et al., several that used a histogram representation [7], another that used a quad-tree representation [12] and a third that used LBPs [8]. Dittakan et al. produced a fourth framework that used a combination of representations colour histograms, LBPs and a graph-based representation [9].

It is worth mentioning that the histogram techniques proposed in the previous works were based on generating different “color histograms” -including red green blue, hue, saturation, value and gray scale- and Local Binary Patterns to represent segmented households to generate feature vectors that were used to build classification models. While in the presented work a terrain image is divided into grids; whereas for each grid a “histogram representation” of the terrain type associated with the neighbours of the grid is generated.

III. CENSUS DATASET

As noted in the introduction to this paper the Karak region was selected as the case-study region with which to generate the desired household prediction model. The Karak is rural region located at the southern part of Jordan (approximately 140 kilometres to the south of Amman) as shown in Fig. 1. The Karak governorate’s topography is characterised by a diverse terrain of desert (in the eastern part), mountains (the Mo‘ab heights in the western part) and agricultural areas (known as the Ghour and Semi-Ghour). The Karak governorate was selected with respect to the work presented in this paper because of the wide range of different types of geographical terrain that it covers, compared to other Jordanian governorates. It is also sparsely populated, it has lowest population density with respect to the other governorates in Jordan (90.6 inhabitants per square kilometer [20]) which means that it is particularly well suited to the application of population estimation using satellite imagery. This was also a region where the number of households was known; information required to for training the number of households prediction model and for evaluation purposes.

Fig. 1. The Karak Governorate in Jordan.

Fig. 2 shows a 2D satellite image of the Karak test region with a grid superimposed. The example satellite image was released in April 2015 during the dry season and obtained from the Royal Jordanian Geographic Center (RJGC). The satellite
image comprises 42,171,195 pixels (6,465 × 6,523). It covers a region bounded by the parallels of latitude 31°12'05″ N (31.201388 N) and 31°25'00″ N (31.416666 N) and the meridians of longitude 35°02'00″ E (36.034722 E) and 35°75'00″ E (36.250000 E). The figure also includes a detail with households marked with black dots. The household location data was also provided by the RJGC.

Fig. 3 shows a terrain map corresponding to the same area covered by the satellite image given in Fig. 2. The Terrain map highlights eight terrain types were considered: (i) desert, (ii) rocky land, (iii) orchards, (iv) green house areas, (v) bushes cover, (vi) cultivated area, (vii) uncrowded urban areas and (viii) crowded urban areas (a more detailed description of each is given in Section IV-A). Each terrain type is identified by a unique colour and a corresponding numeric code (\{1, 2, ..., 8\}). Both the terrain image and the corresponding satellite image of houses’ distribution are used as input to the proposed population estimation system.

IV. CENSUS ESTIMATION FRAMEWORK GENERATION

The generation of the proposed framework is presented in this section. The generation process comprises of the following phases (as shown in Fig. 4): (i) a Pre-processing, (ii) a Surface Representation, and (iii) a Classification. More detailed discussion concerning each phase in the following sections.

A. Pre-Processing Phase: Grid Dataset Generation

The inputs to the pre-processing phase are: (i) a terrain image, and (ii) a corresponding satellite image of houses’ distribution. Example satellite and terrain images of the Karak region were given in Fig. 2 and 3. The two images are divided into equally-sized grids and for each grid the dominant terrain type is extracted and then the grid is labelled with the number of houses located within it. In more detail:

1) Using the given house “coordinate” data each house location is marked on the satellite image.
2) The marked-up satellite image is then converted into binary image so that house locations appear as white dots while the rest of the image appears as a black region. Fig. 5 gives an example.
3) The terrain image and the corresponding marked-up binary satellite image are then divided into a set of equally-sized grids of size \(g\) pixels; for example if \(g = 50\) the grids will measure \(50 \times 50\) pixels. For the evaluation reported in Section VI a range of different values for \(g\) was experimented with. The generated grids are numbered sequentially row by row starting from the upper left corner and ending at the bottom right corner and thus the neighbours of each grid can be easily identified.
4) The grid squares in both images are then used to define a 3D surface where the z-dimension is the number of houses and the x and y dimensions are the x and y coordinates for the centre of each grid square. We can think of the surface as being a 3D lattice connecting grid square centres.
5) For each grid the dominant terrain type is extracted and then the grid is labelled with the number of houses located within it. The dominant geographic terrain type for each grid square is identified from the terrain image and is indicated by the dominant RGB colour in each grid. The number of houses in each grid is calculated by extracting the number of white dots for the grid in the associated binary image.
6) The number of surrounding neighbours of a given grid square is defined according to a neighbourhood distance parameter \(q\). The maximum number of neighbouring grids is defined by \((2q + 1)^2\). For
example $q = 1$ will define neighbourhood of 9 grid squares, a distance of $q = 2$ neighbourhood of 25 grid squares, and so on. Experiments were conducted using a range of values for the parameter $q$, the results of these experiments is reported on in Section VI. A number of example neighbourhoods for $q = \{1, 2, 3\}$ are given in Figure 6.

7) Collate the grids data into a single data file. A fragment of such a file, using $q = 1$ is given in Fig. 7. The fragment is taken from a set of 17,030 grid squares. The first and last records in the fragment are corner grid squares so only have three neighbours, the remaining records included in the fragment are grid squares running along the top and bottom of the region and thus all have five neighbours. Looking at the first record in more detail, the dominant terrain type is “rocky land” (terrain identifier 2) and the number of household included is 2; and so on. The same fragment of the grid square dataset is presented in Fig. 8 where the dominant geographic terrain type of each neighbour is shown in the last column.

**B. Surface Representation Phase: Histogram Representation Technique**

From the forgoing the generated grid data represents a 3D surface. However this does not readily lend itself the prediction model generation; prediction model generation is typically founded on a feature vector representation. The idea, for each grid square, is to generate a histogram of the terrain type associated with the grid square in question and its neighbours as defined by the distance parameter $q$. As noted earlier, eight terrain types were identified, which relate to eight bins (x-axis of the histogram). The y-axis of the histogram is then the number of occurrences of each terrain type in the current grid and its neighbours. Fig. 9 gives an example histogram where $q = 3$ and consequently the size of the neighbourhood equates to 49 ($(2q + 1)^2 = (6 + 1)^2 = 49$).

**C. Classification Phase**

Each histogram, describing a grid square (see above) can then be converted into a feature vector of the form $V = \{v_1, v_2, \ldots, v_8\}$. For the purpose of prediction model
generation a prediction value \( p \) needs to be added to the feature vector. The collection of feature vectors then forms the input data set \( D \) to the prediction model generation. Experiments were conducted, see Section VI, using five different prediction model learning techniques.

Normalisation and discretisation processes are two main preprocessing stages required to operate the functionality of the classification phase successfully and efficiently.

Normalisation is a preprocessing stage used to maintain all the attributes of different ranges (scales) in the dataset in the same range and to assure that all the attributes of the dataset are treated equally (in our case the attributes of the population size and the number of surrounding neighbours of each predefined geographical features are derived from different scales) [21], [22]. There are different techniques of Normalisation such as Min-Max Normalisation, Z-Score Normalisation and Decimal Point Normalisation. However, empirical results indicated that Min-Max Normalisation outperforms other normalisation techniques in terms of simplicity, computational time and accuracy. Thus, in this paper the reported experiments were conducted using Min-Max Normalisation technique.

Discretisation is the process of transforming the continuous attributes into nominal attributes in such a way that the real values are mapped into one of a predefined set of intervals [23]. Nominal data types are essential for some classification techniques to operate efficiently such as Decision Tree (C4.5) and Naive Bayes (NB) [24]. Equal Width Binning (EWB) and Equal Frequency Binning (EFB) are the most popular unsupervised techniques of discretisation. Equal Width Binning divides the continuous data into set of intervals of equal size while the Equal Frequency Binning divides the continuous data into set of intervals of equal number of values (further details about discretisation can be found in [25], [26]). However, earlier empirical experiments of the presented work indicated that there was no significant difference between using either of them, therefore EFB was adapted for the entire set of experiments in accordance with Min-Max Normalisation technique.

V. CENSUS ESTIMATION FRAMEWORK USAGE

The census generation framework presented in the foregoing section, once trained, can then be used to predict the number of households in a given area. By multiplying this by the average number of inhabitants for a household. This will vary between geographic regions but the average number inhabitants for a Jordanian household, obtained from the Romanian Department of Statistics (RDS), was 4.8 persons [4], [5]. Thus given a new region for which a population is to be estimated all that is required is a terrain map. This has to be segmented according to the same value of \( q \) used to train the system and feature vectors generated using the same value for \( q \) as originally used. Terrain maps are available for most geographic regions, the challenge will be converting these terrain maps so that they relate to the eight terrain types identified above. It may be possible to train a new model, using the process described in Section IV, but information concerning household locations would be required. An alternative is to automatically identify household locations. A mechanism for doing this was presented in [27], [28] with respect to a region of Ethiopia where the standard roofing material was corrugated iron which was relatively easy to detect in satellite imagery.

VI. EVALUATION

This section describes the results obtained from the evaluation of the proposed Census Estimation Framework. A sequence of experiments were conducted to evaluate the effectiveness of the Framework using the Karak region test data. Experiments were conduct using five different prediction model generation mechanism: (i) \( k \)-NN coupled with Dynamic Time Warping (DTW), (ii) Decision Tree (C4.5), (iii) Naive Bayes (NB), (iv) Logistic Regression and (v) Support Vector Machine (SVM). A range of values for \( g \) from 50 to 400 pixels increasing in steps of 50, and three of values for \( q \) from 1, 2 and 3, were used. The framework was implemented using MATLAB R2013a, the JAVA programming language and Waikato Environment for Knowledge Analysis (WEKA)\(^1\). The experiments were run using a 2.4 GHz Intel Core i5 PC with 4 GB RAM and 64-bit operating system, running Windows 7 (SP1). The reported experiments were all conducted using real data obtained from RJGC for the Karak region where the total number of households is 9081. Ten fold Cross-Validation (TCV) (90% training set and 10% testing set) [29] was used throughout. The reported results are presented in terms of accuracy, Area Under the ROC Curve (AUC) and run time (in seconds). AUC and accuracy were selected as these are the most popular mechanisms used to assess the effectiveness of classifiers in machine learning and data mining research.

The objectives of the evaluation were:

- To identify the most appropriate prediction model generation mechanism to support the proposed Census Estimation Framework.
- To identify the most appropriate grid size with respect to the proposed histogram representation technique.
- To identify the most appropriate level of neighbourhood to be used (including whether a neighbourhood should be considered at all).
- To analyse the run time requirements for the proposed framework.

The results are presented in graph form in Fig. 10 to 15. Fig. 10 to 12 give AUC values, and Fig. 13 to 15 accuracy values. Each of the above objectives is discussed further, with respect to the reported results, in the following four sub-sections, subsections VI-A to VI-D, respectively.

A. Prediction Model Generation Mechanism

From the results presented in Fig. 10 to 15 the following observations can be made with respect to the most appropriate prediction model generation mechanism. The \( k \)-NN technique achieved the “best” accuracy results among all classification techniques considered, on occasion reaching 1.00 (100%) regardless of the values of \( g \) and \( q \) used. However, accuracy does not take into account any “clas bias”, whereas the AUC metric does; the \( k \)-NN technique did not perform well in terms of the AUC metric. Note that an AUC value of 0.5

\(^1\)http://www.cs.waikato.ac.nz/ml/weka/
Fig. 10. The AUC Results $q = 1$.

Fig. 11. The AUC Results $q = 2$.

Fig. 12. The AUC Results $q = 3$.

Fig. 13. The Accuracy $q = 1$.

Fig. 14. The Accuracy Results $q = 2$.

Fig. 15. The Accuracy Results $q = 3$.

Fig. 16. The Average of the AUC Results of the NB Technique for the First, Second and Third Neighbourhood Levels using different Grid Sizes.

is equivalent to a guess while anything less than 0.5 is worse than a guess; hence both $k$-NN and C4.5 can be dismissed. Out of the remainder Naive Bayes produced the best overall performance in terms of the AUC metric; a best AUC value of 0.91. Although Logistic Regression also produced good results, again a best AUC value of 0.91, it was concluded that Naive Bayes was the most appropriate prediction model. A more detailed review of the results obtained using Naive Bayes is given in Fig. 16.

B. Grid Size

With reference to the results presented in Fig. 10 to 15 it can be seen that low grid sizes seem to be beneficial in the majority of cases; in the remainder of cases grid size
had little effect. In terms of the best performing prediction mechanism, Naive Bayes, grid size has a clear impact with best performance being recorded when \( g = 50 \). The likely reason for this is that larger grid sizes will cover a larger area of terrain which may not appropriate description with respect to the current grid square. Therefore it can be concluded that the grid size of \( g = 50 \) (50 × 50) was the most appropriate.

C. The Analysis of Neighbourhood Levels

There is a degree of inter-operation between \( g \) and \( q \), as \( g \) and \( q \) are increased the area “covered” will also increase. However, where \( g \) defines grid size \( q \) defines how many terrain descriptors are considered by the forecast model. Fig. 17 to Fig. 26 provide an alternative view of the results presented in Fig. 10 to 15 so as to highlight the effect of using different values for \( q \). Inspection of Fig. 17 to Fig. 26 indicates that there is no significant difference between the three different values for \( q \) considered (\( q = 1 \), \( q = 2 \) and \( q = 3 \)); although in terms of AUC and using the DT technique \( q = 1 \) produced the best performance. Using Naive Bayes, the best performing forecast model as established in Sub-Section VI-A, \( q = 3 \) produced best results but only in a very marginal manner. Therefore, it can be concluded that the first level of neighbourhood associated with smaller grid sizes is the “best” level of neighbourhood, it was conjectured that this was because the immediate neighbourhood of the current grid square gives a more accurate description of the nature of the current grid square.

An additional set of experiments was conducted with the neighbourhood distance set to zero, \( q = 0 \), using the Naive Bayes forecast model and \( g = 50 \) (because this pairing had been shown to produce best results), and comparing the AUC values obtained with the values obtained previously using \( q = 1 \), \( q = 2 \) and \( q = 3 \). The effect of using \( q = 0 \) is that the neighbourhood of a given grid square is not considered, on the the terrain value in the current grid square. The results are summarised in Fig. 27. Inspection of the figure clearly indicates that inclusion of a neighbourhood in the forecast model is beneficial.
Fig. 21. The AUC Results of the Linear Regression Technique using different Neighbourhood Distances ($q$) and Grid Sizes ($g$).

Fig. 22. The Accuracy Results of the Linear Regression Technique using different Neighbourhood Distances ($q$) and Grid Sizes ($g$).

Fig. 23. The AUC Results of the SVM Technique using different Neighbourhood Distances ($q$) and Grid Sizes ($g$).

Fig. 24. The Accuracy Results of the SVM Technique using Neighbourhood Distances ($q$) and Grid Sizes ($g$).

Fig. 25. The AUC Results of the $k$-NN Technique using different Neighbourhood Distances ($q$) and Grid Sizes ($g$).

Fig. 26. The Accuracy Results of the $k$-NN Technique using different Neighbourhood Distances ($q$) and Grid Sizes ($g$).
D. Run Time Analysis

Fig. 28 to 32 give the runtime recorded for each experiment. The run times are average runtime over ten folds of cross validation. As anticipated, as the value of \( g \) was increase the runtime decreased, this was because as \( g \) was increasing the number of grid squares in the test region decreased. This is illustrated in Table I. Further inspection of Fig. 28 to 32 indicates that the longest (worst) runtimes were recorded using Logistic Regression prediction models, and that the shortest (best) runtimes were recorded using Naive Bayes prediction models. The neighbourhood size tended to have little impact on the recorded runtime.

| \( g \) (grid size) | \( |D| \) in terms of number of records (number of grid squares) |
|---------------------|-------------------------------------------------------------|
| 50                  | 17030                                                        |
| 100                 | 4290                                                        |
| 150                 | 1936                                                        |
| 200                 | 1089                                                        |
| 250                 | 702                                                         |
| 300                 | 484                                                         |
| 350                 | 361                                                         |
| 400                 | 289                                                         |

VII. CONCLUSION

This paper has presented a comprehensive Census Estimation Framework based on a novel histogram representation technique. The histogram technique incorporate with the framework to predict the population size based on the geographical nature of a given satellite image using data mining techniques, and more specifically classification techniques. The novelty of the histogram technique is the ability to capture the geographical nature of the local neighbourhood zone associated with the 3D surfaces of interest. The ultimate
goal of the Census Estimation Framework is to generate an accurate population predictor (classifier).

The major strength of the described framework is the ability of the proposed histogram representation to effectively encapsulate the characteristics and the features of the 3D surfaces so that they can support the classification phase while constructing the desired classifiers. The evidence of the effectiveness of the proposed framework is demonstrated by: (i) the classification results obtained using a real dataset of Karak city in Jordan and (ii) the run time analysis of the framework using different classification techniques.

The significant contributions of the work presented in this paper are discussed with respect to the theoretical and practical contributions. The theoretical contributions offered by the presented work can be listed as follows: (i) a novel 3D surface representation technique is proposed to express the local features effectively to support the process of classifier generation and thus the application of census prediction, (ii) a comparative study of the performance of different classification technique with respect to the 3D representation technique, and finally (iii) a significant analysis of the Census Estimation Framework performance when the 3D surface representation technique (histogram representation) is employed. However, the practical contributions offered by the work presented in this paper may be clearly seen in the application of the proposed framework to generate census prediction classifier using satellite images, given a previously unseen region on the satellite image, where by the foreseen population that is likely to be in a certain location can be predicted correctly. Consequently, the population prediction would guide the decision-making process of policy makers to (i) plan the future development process effectively, and (ii) manage the development process carefully and this is of course with respect to the geographical distribution.

Some outstanding results were obtained as a consequence of a very comprehensive evaluation process (presented above) for employing the histogram representation in the framework. Naive Bayes technique along with the grid size of 50 × 50 and using the first level of neighborhood succeeded to achieve the best overall results. Furthermore, the remarkable results give an indication that the histogram representation technique enhances the operation of the proposed framework.

In the context of future work, further investigations for alternative representation mechanisms are needed. Moreover, additional experiments are required to determine the possibility to generating a generic classifier to predict the population using satellite images, not limited to the images obtained for regions in Jordan.
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