UNIVERSAL ESTIMATES AND LIOUVILLE THEOREMS FOR SUPERLINEAR PROBLEMS WITHOUT SCALE INVARIANCE

PHILIPPE SOUPLET

Abstract. We revisit rescaling methods for nonlinear elliptic and parabolic problems and show that, by suitable modifications, they may be used for nonlinearities that are not scale invariant even asymptotically and whose behavior can be quite far from power like.

In this enlarged framework, by adapting the doubling-rescaling method from [37, 38], we show that the equivalence found there between universal estimates and Liouville theorems remains valid. In the parabolic case we also prove a Liouville type theorem for a rather large class of non scale invariant nonlinearities. This leads to a number of new results for non scale invariant elliptic and parabolic problems, concerning space or space-time singularity estimates, initial and final blow-up rates, universal and a priori bounds for global solutions, and decay rates in space and/or time.

We illustrate our approach by a number of examples, which in turn give indication about the optimality of the estimates and of the assumptions.
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1. Introduction

We are concerned with Liouville type theorems for elliptic and parabolic problems and their applications. Throughout this paper, by a solution we will always mean a nonnegative solution. Also solutions will be assumed to be classical unless otherwise specified. We shall denote the Sobolev exponent by

\[ p_S = \begin{cases} 
\frac{n+2}{n-2}, & \text{if } n \geq 3 \\
\infty, & \text{if } n \leq 2.
\end{cases} \]
Let us first recall the celebrated Gidas-Spruck elliptic Liouville theorem \[20\] (see also \[4\] for a simplified proof).

**Theorem A.** Let \(1 < p < p_S\). Then the equation

\[- \Delta u = u^p\]  \hspace{1cm} (1.1)

has no nontrivial solution in \(\mathbb{R}^n\).

The exponent \(p_S\) is critical for nonexistence since, as is well known, there exist positive solutions of (1.1) in \(\mathbb{R}^n\) whenever \(n \geq 3\) and \(p \geq p_S\) (see \[44\] Section 9 and the references therein; the solution can even be taken bounded and radial). The question whether the parabolic analogue of Theorem A is still true remained open for a long time and was solved in the full subcritical range only recently in \[40\] (cf. also \[41\] and see \[3, 32, 36, 38, 44, 39\] for previous partial results). Namely:

**Theorem B.** Let \(1 < p < p_S\). Then the equation

\[u_t - \Delta u = u^p\]  \hspace{1cm} (1.2)

has no nontrivial solution in \(\mathbb{R}^n \times \mathbb{R}\).

Elliptic and parabolic Liouville theorems, in combination with rescaling techniques, have many applications. Theorem A (and its half-space analogue) was used in \[21\] to show a priori bounds and existence for elliptic Dirichlet problems. In \[22\], Theorem A was used in combination with energy arguments to prove a priori bounds for global solutions of the initial boundary value problem associated with (1.2), and next in \[23\], using also similarity variables, to prove blow-up rates for nonglobal solutions. Then, in \[37, 38\], by combining the rescaling method with a doubling argument, it was shown that the Liouville property in Theorem A (resp. Theorem B) leads to various universal estimates for elliptic (resp. parabolic) problems, namely: space or space-time singularity estimates, initial and final blow-up rates, universal and a priori bounds for global solutions, decay rates in space and/or time. For instance, in the parabolic case, the following was proved in \[38\]:

**Theorem C.** Let \(p \in (1, p_S)\) be such that (1.2) has no nontrivial bounded solution in \(\mathbb{R}^n \times \mathbb{R}\). Let \(f : [0, \infty) \to \mathbb{R}\) be a continuous function such that

\[
\lim_{s \to \infty} s^{-p} f(s) = \ell \in (0, \infty). \hspace{1cm} (1.3)
\]

(i) For any (possibly unbounded) domain \(\Omega \subset \mathbb{R}^n\), \(T > 0\) and any solution \(u\) of

\[u_t - \Delta u = f(u) \hspace{0.5cm} \text{in} \hspace{0.5cm} \Omega \times (0, T),\]  \hspace{1cm} (1.4)

we have the estimate\(^2\)

\[u(x,t) \leq C \left( \sigma + t^{-\frac{1}{p-1}} + (T-t)^{-\frac{1}{p-1}} + \text{dist}^{-\frac{1}{p-1}}(x, \partial \Omega) \right), \hspace{0.5cm} x \in \Omega, \hspace{0.5cm} 0 < t < T, \hspace{1cm} (1.5)\]

where \(C = C(n, f) > 0\), \(\sigma = 0\) if \(f(s) \equiv \ell s^p\) and \(\sigma = 1\) otherwise.

---

1This was later proved in \[41\] to be true for all \(p \in (1, p_S)\).

2For the cases \(T = \infty\) and \(\Omega = \mathbb{R}^n\), the last two terms in (1.5) are defined to be 0.
(ii) Let \( \Omega \) be a uniformly \( C^2 \) smooth (possibly unbounded) domain of \( \mathbb{R}^n \). For any solution \( u \) of
\[
\begin{cases}
  u_t - \Delta u = f(u) & \text{in } \Omega \times (0, T), \\
  u = 0 & \text{on } \partial \Omega \times (0, T),
\end{cases}
\]

we have the estimate
\[
u(x, t) \leq C \left( 1 + t^{-\frac{1}{p-1}} + (T-t)^{-\frac{1}{p-1}} \right), \quad x \in \Omega, \quad 0 < t < T,
\]
where \( C = C(n, f, \Omega) > 0 \).

Estimates (1.5), (1.6) are called universal, in the sense that the constants \( C \) do not depend on the solution. See [26, 3, 9, 15, 32, 44] for previous results related with Theorem C. Liouville type theorems and their applications have been extended in various directions, for instance systems or quasilinear problems (see, e.g., [45, 48, 50, 44, 34, 40] and the references therein). Concerning Liouville type theorems for semilinear equations with more general nonlinearities, let us mention the following important generalization of Theorem A, due to [31].

**Theorem D.** Assume that \( f \in C([0, \infty)) \), with \( f(s) > 0 \) for all \( s > 0 \), and
\[
s^{-ps} f(s) \text{ is nonincreasing and nonconstant.}
\]

Then the equation
\[
-\Delta u = f(u), \quad x \in \mathbb{R}^n
\]
has no nontrivial solution.

It is natural to conjecture that, assuming an additional superlinearity condition on \( f \) at \( \infty \), the parabolic analogue of Theorem D should be true. However this is still unknown. On the other hand it seems that, with the exception of [19], applications of Liouville type theorems to a priori or universal estimates of nonlinear elliptic and parabolic equations have up to now required the nonlinearity to satisfy the asymptotic power-like behavior (1.3). Also (1.5) with \( \sigma = 0 \) provides temporal decay rates for global solutions of the Cauchy problem (taking \( T = \infty \) and \( \Omega = \mathbb{R}^n \)), as well as space-time decay if \( \Omega \) is an exterior domain, but this is available only in the pure power case \( f(s) \equiv cs^p \). For instance, it seems unknown whether some universal estimates are true for solutions of the problems
\[
-\Delta u = u^p \log^q (2 + u) \quad \text{or} \quad u_t - \Delta u = u^p \log^q (2 + u) \quad (q \in \mathbb{R} \setminus \{0\}),
\]
or problems with more general factors such as iterated logarithms, etc.

The first goal of this paper is to show that, by suitable modifications of the rescaling and of the doubling-rescaling methods, the above applications to a priori estimates and universal singularity or decay estimates can be developed for elliptic and parabolic problems with much more general nonlinearities, whose behavior can be quite far from power-like.

A second goal of this paper is to prove some parabolic Liouville type theorems for more general nonlinearities, providing partial analogues of Theorem D.

---

Footnote: which provided part of the motivation of the present work; see the end of Remark 3.3
Additionally, we shall show that elliptic and parabolic Liouville properties and universal estimates possess a kind of stability with respect to the nonlinearity (and this in turn will give rise to further Liouville type theorems).

In a nutshell, our primary motivation is to find out how far one can go with rescaling methods and Liouville type theorems when dealing with nonlinearities that are not scale invariant (even asymptotically). Heuristic considerations relative to rescaling methods (see Section 7) lead to certain relevant classes of functions, that we will introduce in Section 2. Our results and applications are then presented in Sections 3–6. The proofs are given in Sections 7–10.

2. Notation and definitions

2.1. Operators. We adopt a unified framework which covers elliptic and parabolic problems at the same time. To this end, for arbitrary (possibly unbounded) given domain \( \Omega \subset \mathbb{R}^n \) and \( T > 0 \), we denote either

\[
\mathcal{L} = -\triangle, \quad Q = \mathbb{R}^n, \quad D = \Omega, \quad S = \partial \Omega, \quad X = x, \quad d = d_E
\]

or

\[
\mathcal{L} = \partial_t - \Delta, \quad Q = \mathbb{R}^n \times \mathbb{R}, \quad D = \Omega \times (0, T), \quad S = \partial \Omega \times (0, T), \quad X = (x, t), \quad d = d_P,
\]

where \( d_E, d_P \) respectively denote the elliptic and parabolic distances, namely

\[
d_E(x, y) = |x - y|, \quad d_P((x, t), (y, s)) = |x - y| + |t - s|^{1/2}, \quad x, y \in \mathbb{R}^n, \ t, s \in \mathbb{R}.
\]

On the other hand, we shall always assume

\[
f \in C([0, \infty)) \text{ with } f(s) > 0 \text{ for all } s > 0.
\]

By a strong solution of \( \mathcal{L}u = f(u) \), we mean a function \( u \) which belongs to \( W^{2,r}_{loc} \) for each finite \( r \) (or \( W^{2,1}_{loc} \) in the parabolic case) and satisfies the equation a.e. Moreover, when boundary conditions are imposed, a strong solution is assumed to be continuous up the boundary. Of course strong solutions are classical if \( f \) is locally Hölder continuous (which we do not assume in general).

2.2. Nonlinearities. We introduce two classes of functions. We say that:

- \( f \) has regular variation at \( \infty \) (resp., 0) with index \( m \in \mathbb{R} \) if

\[
L(s) := s^{-m}f(s) \text{ satisfies } \lim_{\lambda \to \infty \atop \lambda > 0} \frac{L(\lambda s)}{L(\lambda)} = 1 \text{ for each } s > 0.
\]

- \( f \) has controlled variation if

\[
\inf_{\lambda > 0 \atop s \in \mathcal{K}} \frac{f(\lambda s)}{f(\lambda)} > 0 \text{ for each compact } \mathcal{K} \subset (0, \infty).
\]

A positive function \( L \in C(0, \infty) \) with the property in (2.4) is called a function with slow variation at \( \infty \) (resp., at 0). Functions of regular and slow variation were introduced by
Karamata [28] and have been extensively studied. See [46] for a general reference and e.g., [6, 10] for applications in probability theory and PDE, respectively. Functions with controled variation (also called R-O varying functions), were introduced in [29]. See Section 2.3 for examples, and Section 8.1 for useful properties.

Also we will sometimes use the following properties. We say that:

- $f$ is superlinear if
  \[ \inf_{\lambda > 0} \frac{f(\lambda s)}{sf(\lambda)} \to \infty, \quad s \to \infty. \]  \hfill (2.6)

- $f$ is almost decreasing if
  \[ \inf_{\lambda > 0, s \in (0,1]} \frac{f(\lambda s)}{f(\lambda)} > 0. \]  \hfill (2.7)

### 2.3. Examples of functions with regular or controled variation.

If $L$ has regular variation at 0 and $\infty$, then it has controled variation. Functions with controled (resp., regular) variation are stable by multiplication, as well as by raising to any real power. Typical examples of functions $L$ with slow variation at 0 and $\infty$, and having singular or oscillating behaviors at $\infty$, are given by:

\[
\begin{cases}
  \log^a(K + s) \text{ for } K > 1 \text{ and } a \in \mathbb{R}, \\
  \text{the iterated logarithms } \log_m(K + s), \quad m \in \mathbb{N}^*, \\
  \exp(\log s / \log(K + |\log s|)) \text{ for } K > 1, \\
  \exp(|\log s|^\nu) \text{ with } \nu \in (0,1), \\
  \text{the strongly oscillating functions } \\
  \log(3 + s)\sin[\log \log(3 + s)] \quad \text{and} \quad \exp[|\log s|^\nu \cos(|\log s|^\nu)], \quad \nu \in (0,1/2), \\
  1 + a \sin(\log^\nu(2 + s)) \text{ with } \nu \in (0,1) \text{ and } |a| < 1.
\end{cases}
\]  \hfill (2.8)

Similar behaviors at 0 (or at both 0 and $\infty$) are obtained by replacing $s$ by $s^{-1}$ or by $s + s^{-1}$.

Any positive function that is bounded and bounded away from zero has controled variation. A typical example of strongly oscillating function with controled but not regular variation is given by

\[ f(s) = s^{\sin[\log \log(3 + s + s^{-1})]}. \]

### 3. Nonlinearities with regular variation at infinity: universal singularity estimates

Our first main result provides universal singularity estimates whenever $f$ has subcritical regular variation at infinity.
Theorem 1. Assume (2.1) or (2.2), and (2.3). Suppose that
\[ f \] has regular variation at \( \infty \) with index in \( (1, p_S) \). \hfill (3.1)

(i) There exists a constant \( C = C(n, f) > 0 \) such that, for any strong solution \( u \) of
\[ Lu = f(u) \quad \text{in } D, \] \hfill (3.2)
we have the estimate
\[ \frac{f(u(X))}{u(X)} \leq C(1 + d^{-2}(X, \partial D)), \quad \text{for all } X \in D_+ := D \cap \{ u \geq 1 \}. \] \hfill (3.3)

(ii) Let \( \Omega \subset \mathbb{R}^n \) be a uniformly \( C^2 \) domain and \( T > 0 \). There exists a constant \( C = C(n, f, \Omega) > 0 \) such that, for any strong solution \( u \) of (3.2) with \( u = 0 \) on \( S \), we have the estimate
\[ \begin{cases} u \leq C & \text{in } D, \text{ in case (2.1)} \\ \frac{f(u)}{u} \leq C(1 + t^{-1} + (T - t)^{-1}) & \text{in } D_+, \text{ in case (2.2)}. \end{cases} \] \hfill (3.4)

Remark 3.1. (i) We see that Theorem 1 applies to any (continuous) nonlinearity of the form
\[ f(s) = s^p L(s), \] where \( p \in (1, p_S) \) and \( L \) has slow variation at \( \infty \).
This in particular covers all the functions \( L \) in (2.8). Also, the nonnegativity of \( f \) could be assumed only for \( s \) large.

(ii) The form of estimate (3.3) is natural. It is reminiscent of the classical condition, of Hardy type, on the potential \( V \) for the problem
\[ -\Delta u = V(x)u, \] Of course, we may replace \( D_+ \) with \( D \) if the function \( f(s)/s \) is assumed to be bounded near \( s = 0 \).

(iii) The upper estimates in Theorem 1 can be seen to be sharp in a number of cases. For instance, in the parabolic case with \( \Omega = \mathbb{R}^n \), this gives the blow-up rate\(^6\)
\[ \frac{f(u)}{u} \leq C(T - t)^{-1} \] \hfill (3.5)
and, under the assumptions of Theorem 1 (or Theorem 2), this coincides, up to a multiplicative constant, with the exact rate of the special ODE solutions (see Proposition 10.6).

Remark 3.2. Known results on blow-up for non scale invariant parabolic problems.

(i) The logarithmic equation
\[ u_t - \Delta u = |u|^{p-1}u \log^q(2 + u^2), \quad x \in \mathbb{R}^n, \quad t > 0 \] \hfill (3.6)
was recently studied in [14, 25]. It is proved in [25] that, for \( p \in (1, p_S) \) and \( q \in \mathbb{R} \), any blowup solution of (3.6) with initial data in \( L^\infty(\mathbb{R}^n) \) satisfies \[ |\frac{f(u)}{u}| \leq C(T - t)^{-1} \] for some constant \( C \) depending on the solution. Note that, for nonnegative solutions, Theorem 1 contains this

\(^6\)assuming \( \limsup_{s \to 0} f(s)/s < \infty \) for simplicity
result as a special case and that, unlike in [25], the constant in (3.4) is universal. However our approach does not apply to sign changing solutions. The method in [25], completely different from ours, relies on an explicit similarity change of variables adapted to the special form of the nonlinearity, combined with suitable interpolation estimates. See also [14] where a class of solutions of (3.6) with prescribed single-point blow-up profile is constructed, and [24] for related results on the corresponding nonlinear wave equation.

(ii) For (1.4) in a bounded domain with rather general nonlinearities, but for the strongly restricted class of time increasing solutions, we note that estimate (3.5) follows from [16, Section 4] (based on maximum principle methods). On the other hand, under suitable assumptions on the non scale invariant nonlinearity \( f \), results on blow-up sets for equation (1.4) were obtained in [17] by means of an appropriate nonlinear change of variables (“quasi-scaling” transformation).

**Remark 3.3.** Known results on non scale invariant elliptic problems. We refer to [11, 10, 19, 12] for previous studies of nonlinear elliptic problems involving the class of regularly varying nonlinearities. The works [11, 10] are devoted to the classification of isolated singularities for problems with absorption terms (i.e., with \( \Delta \) instead of \( -\Delta \)), and are based on sub-/supersolution methods. In [12], existence results are proved for a bifurcation problem with source. The methods there are different and rely on variational arguments. Closer to our topic is the work [19], where a priori estimates are proved in the case of regularly varying, slightly superlinear nonlinearities with sign changing coefficients (typically of the form \( -\Delta u = a(x)u \log^q(1 + u) \) with \( q > 0 \)). The rescaling argument used in [19] provided us a clue to the more general arguments that we develop here.

### 4. Other results on universal estimates

#### 4.1. Nonlinearities with controled variation and decay estimates.

As an advantage, Theorem 1 has simple assumptions and covers the whole Sobolev subcritical range. As a drawback, it only allows slow (e.g., logarithmic) factors or oscillations around a given power. Moreover, it does not allow to measure the possible decay of solutions as \( |x| \) or \( |t| \to \infty \), since no assumptions have been made on the behavior of \( f \) at 0. These two limitations are partially relaxed in the next result, under different sets of assumptions on \( f \). To this end we introduce the exponents

\[
p_{sg} := \frac{n}{(n-2)_+} \leq p_S, \quad p_F := \frac{n+2}{n} < p_B := \frac{n(n+2)}{(n-1)^2},
\]

and set

\[
\begin{aligned}
& p_c = p_S, \quad p_* = p_{sg}, \quad n_* = 2 \quad \text{in case (2.1)}, \\
& p_c = p_B, \quad p_* = p_F, \quad n_* = 1 \quad \text{in case (2.2)}.
\end{aligned}
\]

**Theorem 2.** Assume (2.1) or (2.2), and (2.3). Suppose either

\[
\begin{cases}
  f(s) = s^p L^*\log(s) \text{ where } L \text{ has controled variation, } p \in (1, p_S), \\
  a > 0 \text{ is sufficiently small (depending on } n, p, L),
\end{cases}
\]
or
\[
\begin{align*}
&\left\{ \begin{array}{l}
n \leq n_* \quad \text{or} \quad f(s)/s^p \text{ nonincreasing for } s > 0 \text{ and some } p \in (1, p_*), \\
f \text{ has regular variation at } 0 \text{ and } \infty \text{ with indices in } (1, p_S),
\end{array} \right.
\end{align*}
\]  
(4.2)

or
\[
\begin{align*}
&\left\{ \begin{array}{l}
f(s)/s^p \text{ is almost decreasing for some } p \in (1, p_*], \\
f \text{ has controlled variation and is superlinear.}
\end{array} \right.
\end{align*}
\]  
(4.3)

Then, for any strong solution \( u \) of (3.2); we have the estimate
\[
\frac{f(u(X))}{u(X)} \leq \frac{C}{d^2(X, \partial D)}, \quad \text{for all } X \in D,
\]  
(4.4)

where \( C = C(n, f) > 0 \) in cases (4.2), (4.3) and \( C = C(n, p, L) > 0 \) in case (4.1).

We will see (cf. the examples in the next subsection) that conditions (4.1) and (4.3) allow nonlinearities that can be very far from any precise power behavior, with infinite oscillations between two different powers.

Remark 4.1. (i) Sharpness of the assumptions. Observe that the “homogeneous” estimate (4.4) implies\(^7\) the Liouville property in \( Q \). Consequently (4.4) in particular fails whenever (1.8) admits a positive solution. In this respect we have the following useful counter-example. Let
\[
f(s) = [A + B \min(s^{p-1}, 1)]s^p, \quad A, B > 0, \quad \text{with } n \geq 3 \text{ and } p > n/(n - 2).
\]

Direct computation shows that, for suitable \( A, B > 0 \), the function \( v(x) = (1 + |x|^2)^{-1/(p-1)} \) is a solution of (1.8).

It follows that the smallness assumption on \( a \) in (4.1) cannot be relaxed (noting that \( L(s) = A + B \min(s^{p-1}, 1) \) has limited variation). Likewise, for \( n \geq 3 \) and \( p > n/(n - 2) \), condition (4.3) is no longer sufficient. Also, the monotonicity condition in (4.2) is not technical. In the parabolic case, we refer to [54, 30] and [44, Proposition 21.14] for related counter-examples with \( p > p_F \).

(ii) Decay of bounded solutions. If one considers bounded solutions of (3.2) in an unbounded domain \( D \) and is only interested in the decay rates as \( |x| \) and/or \( |t| \to \infty \), then the assumptions on \( f \) for large \( s \) (namely \( s \geq M = \|u\|_\infty \)) are not needed, and estimate (4.4) remains true (with a constant \( C \) depending also on \( M \)).\(^8\)

We also have an analogue of Theorem 2 for boundary value problems, for which we define the additional exponent \( p_{**} = \frac{n+1}{n-1} \) in case (2.1) and \( p_{**} = 1 + \frac{2}{n+1} \) in case (2.2).

Theorem 3. Let \( \mathcal{L}, f \) be as in Theorem 2 under either assumption (1.1), or (4.3) with \( p_* \) replaced by \( p_{**} \). Let \( \Omega \subset \mathbb{R}^n \) be a uniformly \( C^2 \) domain and \( T > 0 \). There exists a constant \( C = C(n, f, \Omega) > 0 \) such that any strong solution \( u \) of (3.2) with \( u = 0 \) on \( S \) satisfies (3.4).
Remark 4.2. **Known results in the elliptic lower range.** In the lower range corresponding to assumption (4.3) in the elliptic case, some estimates are already known, sometimes under weaker assumptions or sharper form. However we have included this in Theorems 2-3 since the conclusion follows from our unified general approach and still seems new in some cases.

Namely, under assumption (4.3) (with $p^* = (n+1)/(n-1)$ instead of $p_c$), estimate (3.4) from Theorem 3 has been already known by other methods, except for the critical case $p = p^{**}$. More precisely for the elliptic Dirichlet problem in bounded domains, the a priori estimate $u \leq C$ holds for any continuous $f$ such that $\lim_{s \to \infty} f(s)/s = \infty$ and $\lim_{s \to \infty} f(s)/s^{p^**} = 0$. See [7], [4, 42] and [49], where the methods are respectively based on Hardy-Sobolev inequalities, on $L^p_\delta$ spaces, and on Harnack inequalities. These works also treat some other problems (gradient nonlinearities, systems, fully nonlinear equations, ...).

As for the case of isolated singularities (i.e., Theorem 2 with $\Omega = B_1 \setminus \{0\}$), it is shown in [52] that any solution of $0 \leq -\Delta u \leq u^{n/(n-2)}$ satisfies the less singular estimate $u \leq O(|x|^{-n})$ as $|x| \to 0$.

4.2. **Examples for Theorems 2 and 3.** The conclusions of Theorem 2 hold for the functions $f$ in the following examples (see Section 10 for details).

**Example 1.** $f(s) = s^{p} \log^{q}(K + s)$, where $p, q$ satisfy either

(i) $1 < p < p_s$, $q \in \mathbb{R}$ and $K > 1$, or

(ii) $p_s \leq p < p_c$ and either:

(ii1) $q < p_c - p$ and $K \geq 1$;

(ii2) $q = p_c - p$ and $K > 1$;

(ii3) $q > p_c - p$ and $K > p_c - p \exp \left(\frac{q}{p_c - p} - 1\right)$ ((${}\geq 1$)).

(iii) (in the parabolic case) $p_B \leq p < p_S$ and $|q|$ small.

Moreover, these conditions are not technical. Indeed, if $p, q, K$ satisfy either

$$1 < p < p_S, \quad q > p_S - p, \quad K = 1 \quad \text{or} \quad p \geq p_S, \quad q > 0, \quad K \geq 1, \quad (4.5)$$

then there exists a positive solution $v$ of $-\Delta v = v^{p} \log^{q}(K + v)$ in $\mathbb{R}^n$ (see Proposition 10.2) and consequently, estimate (4.4) fails in that case (cf. Remark 4.1(i)).

**Example 2.** Our “wildest” typical example in terms of oscillations (with optimal range of $p$) is given by:

$$f(s) = s^{p + a \sin[\log \log(3 + s + s^{-1})]} \quad (4.6)$$

with $p \in (1, p_S)$ and $a \in (0, p - 1)$ small (depending on $p, n$). This nonlinearity is very far from any precise power behavior, with infinite oscillations between the powers $p - a$ and $p + a$ both at $\infty$ and at 0. The only drawback is that the size of $a$ is not quantitatively estimated.

**Example 3.**

$$f(s) = s^{p} + s^q \quad \text{or} \quad f(s) = \begin{cases} s^{p}, & \text{if } s \in [0, 1] \\ s^q, & \text{if } s \geq 1, \end{cases} \quad \text{with } 1 < p, q < p_c.$$
This provides examples with different power rates for singularities and for decay in (4.4).

**Example 4.** Any \( f \) satisfying (2.3) and such that

\[
f(s)/s^{p^\ast} \text{ is nonincreasing and } f(s)/s^\ell \text{ is nondecreasing for some } \ell > 1
\]

(with \( p^\ast \) replaced by any finite \( p > 1 \) if \( p^\ast = \infty \)). As in the previous example, this allows nonlinearities that are strongly oscillatory. Namely, for any \( 1 < m < p < p^\ast \) there exist such nonlinearities which satisfy \( f(s_i) = s_i^p \) and \( f(t_i) = t_i^m \) for some sequences \( s_i, t_i \to \infty \) (see Lemma 10.4). Note that such \( f \) (as well as that in (4.6)) do not have regular variation. One can find similar examples concerning the behavior of \( f \) at 0 (or even at both 0 and \( \infty \)).

**Example 5.** Any \( f \in C([0, \infty)) \) such that

\[
c_1 s^p \leq f(s) \leq c_2 s^p, \quad \text{with } 1 < p \leq p^\ast \text{ and } c_1, c_2 > 0.
\]

We see from the counter-example in Remark 4.1(i) that condition (4.8) is no longer sufficient for \( n \geq 3 \) and \( p > n/(n - 2) \). We also note that for each \( p \in (1, p_S) \), (4.4) was known to be true if (4.8) is satisfied with \( c_2/c_1 \) close enough to 1. See [53] and [44, Remarks 8.5 and 8.8] for the elliptic case, and [44, Remark 26.11a] (in combination with Theorem B) for the parabolic case.

The conclusions of Theorem 3 also hold for \( f \) as in Example 2, or as in Examples 4-5 with \( p^\ast \) replaced by \( p^{**} \).

4.3. **From Liouville type theorems to universal estimates.** The following result shows that, under the regular variation assumptions, the Liouville property guarantees the validity of universal estimates. It will be used in the proof of Theorem 2 in case (4.2).

**Theorem 4.** Assume (2.1) or (2.2), and (2.3). Suppose that

\[
\mathcal{L} v = f(v) \text{ has no nontrivial bounded strong solution in } Q
\]

and

\[
f \text{ has regular variation at } 0 \text{ and } \infty \text{ with indices in } (1, p_S).
\]

There exists a constant \( C = C(n, f) > 0 \) such that, for any domain \( D \subset Q \) and any solution \( u \) of (3.2) we have the estimate (4.4).

**Remark 4.3.** Theorem 4 shows that, as already noted in [37, 38] for the special case \( f(s) = s^p \), the Liouville type property (4.9) is actually equivalent to the validity of universal estimates. Indeed estimate (4.4) implies that equation (3.2) with \( D = Q \) does not admit any nontrivial solution (cf. Remark 4.1(i)). Note that, through (4.4), property (4.9) in turn implies nonexistence of unbounded entire solutions.

By suitable modifications of the proofs (cf. [37, 38]), similar results could be extended to, e.g., systems or quasilinear problems. We leave this to the interested readers.


5. **Parabolic Liouville type theorems without scale invariance**

As mentioned above, it is unknown whether the parabolic analogue of Theorem D is true. The proof of Theorem D is based on moving planes arguments which do not seem to carry over to the parabolic case. As for the delicate proof [40] of Theorem B, it makes a crucial use of the similarity change of variables and seems to require the exact form of the pure power nonlinearity. We shall here give a partial positive answer, by adapting the proof in [3] which is a parabolic extension of the method in [20, 4], based on integral estimates combined with Bochner’s formula. Thus consider the equation

\[ \frac{u_t}{t} - \Delta u = f(u), \quad x \in \mathbb{R}^n, \quad t \in \mathbb{R}. \] (5.1)

As typical cases, we have the following result.

**Theorem 5.** Assume (2.3) and

\[ n = 1 \quad \text{or} \quad f(s)/s^p \text{ nonincreasing for } s > 0 \text{ and some } p \in (1, p_B). \] (5.2)

In addition, suppose that either

1. \( f \) has regular variation at 0 and \( \infty \) with indices > 1; or
2. \( f \) is nondecreasing near \( \infty \), \( f(s) \geq s^q \) at \( \infty \) and \( f(s)/s^\sigma \) is nondecreasing near 0,

for some \( q > 1, \sigma > 0 \). Then equation (5.1) has no nontrivial strong solution.

The result applies for instance to the case

\[ f(s) = s^p \log^q(K + s) \]

with \( 1 < p < p_B \) and \( q, K \) as in assumption (ii) of Example 1 in Section 4.2. Theorem 5 is a special case of the following more general result (but whose formulation is a bit less transparent). Denote \( \omega_1 = (0, 1], \omega_2 = (1, \infty) \) and set

\[ \tilde{f}(s) = \int_0^s z^{-1} f(z) \, dz \quad (\text{assuming } \int_0^1 z^{-1} f(z) \, ds < \infty). \] (5.5)

**Theorem 6.** Assume (2.3), (5.5) and

\[ n = 1 \quad \text{or} \quad f(s) \leq p \tilde{f}(s), \quad s > 0, \quad \text{for some } p \in (1, p_B). \] (5.6)

In addition, for some \( \frac{2}{3} < m_2 < m_1 < m^* := \frac{2(n+2)}{3n+2} \) and \( c > 0 \), we assume

\[ f(s) \geq cs^{m_i} \tilde{f}^{2m_i-1}(s), \quad s \in \omega_i, \quad i \in \{1, 2\}. \] (5.7)

Then equation (5.1) has no nontrivial strong solution.

**Remark 5.1.** (i) **One-dimensional case.** For \( n = 1 \), a related Liouville type theorem is proved in [35]. Namely, (5.1) has no bounded positive solutions, whenever \( f \) is locally Lipschitz continuous on \([0, \infty)\) and positive for \( s > 0 \). Theorem 5 for \( n = 1 \) shows that the boundedness and local Lipschitz assumptions can be removed if \( f \) instead satisfies assumption
(5.3) or (5.4). The superlinearity assumption at $\infty$ in (5.4) is more or less optimal since, as noted in [35], (unbounded) positive solutions do exist whenever $f$ is globally Lipschitz, given by solutions of the ODE $y'(t) = f(y(t))$ with $y(0) > 0$.

The proof in [35] is completely different, based on zero number (and the result remains true for sign-changing solutions such that the zero number of $u(\cdot, t)$ stays bounded).

(ii) The nonexistence of nontrivial solutions of (5.1) in the special case $f(s) = s^p + s^2$ with $1 < p < p_B$ and $n \leq 5$ has been proved in [27] (where a class of systems is actually studied), by using the approach from [3]. However, we note that the nonlinearity is asymptotic to a power.

Remark 5.2. (i) Assumption (5.7) is sharp. Indeed, for $f(s) = s$ (hence $\tilde{f}(s) = s$), (5.7) with $i = 2$ is satisfied only for $m_2 \leq 2/3$ and (5.1) does admit a nontrivial entire solution, given by $u(x, t) = e^t$. And for $f(s) = s^{ps}$ (hence $\tilde{f}(s) = cs^{ps}$), (5.7) with $i = 1$ is satisfied only for $m_2 \geq m^*$ and (5.1) admits a positive stationary solution. However, we do not know (nor expect) the condition $p < p_B$ in (5.6) to be sharp (see after Theorem D).

(ii) It should be possible to take $\sigma = 0$ in assumption (5.4), by suitable modifications of the proof of Theorem 6 (taking $q < 0$ small instead of $q = 0$ in [5.2] and redefining $\tilde{f}(s)$ accordingly by $\int_0^s z^{-1-q}f(z)\,dz$). We have refrained to develop this to avoid additional technical complication in the statement and proof of Theorem 6.

(iii) Note that the second part of (5.6) is equivalent to $\tilde{f}(s)/s^p$ being nonincreasing for $s > 0$. Here is an example of nonlinearity satisfying the assumptions of Theorem 6 but not assumption (5.2) of Theorem 5 for $n \geq 2$:

$$f(s) = \begin{cases} s^m + s^q, & \text{if } s \in [0, a] \\ (1 + a^{q-m})s^m, & \text{if } s \geq a, \end{cases} \quad (5.8)$$

with $1 < m < p_B < q$, for suitably chosen $a > 0$ (see Lemma 10.5).

6. Stability of Liouville properties and of universal estimates

It is known that the Liouville property may be rather sensitive to the nonlinearity. An assumption on the leading order at 0 and/or infinity is usually not sufficient (except in the lower range $p \leq p_\ast$, cf. Lemma 8.3) and oscillations in the nonlinearity may be responsible for the existence of entire solutions. See for instance the counter-example in Remark 4.1(i). In this section we shall nevertheless show that Liouville properties and universal estimates are stable with respect to the nonlinearity in a certain sense.

Consider a family $\mathcal{F} = \{f_\varepsilon, \varepsilon \in (0, \varepsilon_1)\}$ of continuous functions $f_\varepsilon : [0, \infty) \to [0, \infty)$, such that

$$f_\varepsilon(s) > 0, \quad s > 0. \quad (6.1)$$

We assume that the limits below exist and are finite:

$$g(s) := \lim_{\varepsilon \to 0} f_\varepsilon(s), \quad \text{uniformly for } s \text{ in compact subsets of } (0, \infty), \quad (6.2)$$

$$\phi(s) := \lim_{\varepsilon, \lambda \to 0} \frac{f_\varepsilon(\lambda s)}{f_\varepsilon(\lambda)}, \quad \text{uniformly for } s \text{ in compact subsets of } (0, \infty), \quad (6.3)$$
\[ \psi(s) := \lim_{\varepsilon \to 0, \lambda \to \infty} \frac{f_\varepsilon(\lambda s)}{f_\varepsilon(\lambda)}, \quad \text{uniformly for } s \text{ in compact subsets of } (0, \infty), \quad (6.4) \]

We also assume the uniform superlinearity condition:

\[ \inf_{\varepsilon \in (0, \varepsilon_1), \lambda > 0} \frac{f_\varepsilon(\lambda s)}{sf_\varepsilon(\lambda)} \to \infty, \quad s \to \infty. \quad (6.5) \]

We have the following result (which will imply Theorem 2 under assumption (4.1) as a special case).

**Theorem 7.** Assume (2.1) or (2.2), and let (6.1)-(6.5) be satisfied. Suppose in addition that the problem

\[ \mathcal{L}w = h(w), \quad x \in Q \]

with \( h \in \{g, \phi, \psi\} \) does not possess any nontrivial bounded solution. There exist positive constants \( \varepsilon_0 = \varepsilon_0(n, \mathcal{F}) \) and \( C = C(n, \mathcal{F}) \) such that, for any \( \varepsilon \in (0, \varepsilon_0) \) and any strong solution \( u \) of

\[ \mathcal{L}u = f_\varepsilon(u) \quad \text{in } D, \quad (6.6) \]

we have the estimate

\[ \frac{f_\varepsilon(u(X))}{u(X)} \leq \frac{C(n, \mathcal{F})}{\text{dist}^2(x, \partial D)}, \quad X \in D. \quad (6.7) \]

In particular, problem (6.6) with \( D = Q \) does not admit any nontrivial solution for \( \varepsilon \in (0, \varepsilon_0) \).

**Remark 6.1.** (i) It follows from (6.2)-(6.4) that, for each \( s > 0 \), \( \lim_{\lambda \to 0} \frac{g_\varepsilon(\lambda s)}{g_\varepsilon(\lambda)} = \phi(s) \) and \( \lim_{\lambda \to \infty} \frac{g_\varepsilon(\lambda s)}{g_\varepsilon(\lambda)} = \psi(s) \), i.e. \( g \) has regular variation at 0 and \( \infty \) and consequently (cf. after (7.3)), \( \phi, \psi \) must necessarily be power functions \( s^m \), with \( m > 1 \) in view of (6.5).

(ii) The proof shows that the conclusions of Theorem 7 remain valid for any strong solution of

\[ (1 - \eta)f_\varepsilon(u) \leq \mathcal{L}u \leq (1 + \eta)f_\varepsilon(u), \quad x \in D, \]

where \( \eta > 0 \) small depends only on \( n \) and \( \mathcal{F} \). See also [55, 18] and [44, p.174] for related results on stability for the Liouville property.

Finally, we have the following uniform version of Theorem 1 assuming regular variation of \( f_\varepsilon \) only at infinity.

**Theorem 8.** Assume (2.1) or (2.2). Let \( \mathcal{F} \) satisfy (6.1), and, for some \( m \in (1, p_S) \),

\[ \lim_{\varepsilon \to 0, \lambda \to \infty} \frac{f_\varepsilon(\lambda s)}{f_\varepsilon(\lambda)} = s^m, \quad \text{uniformly for } s \text{ in compact subsets of } (0, \infty). \quad (6.8) \]

In addition assume

\[ \sup_{\varepsilon \in (0, \varepsilon_1), s \in [0, A]} f_\varepsilon(s) < \infty \quad \text{for each } A > 0, \quad (6.9) \]

and the superlinearity condition

\[ \inf_{\varepsilon \in (0, \varepsilon_1), \lambda \geq 1} \frac{f_\varepsilon(\lambda s)}{sf_\varepsilon(\lambda)} \to \infty, \quad s \to \infty. \quad (6.10) \]
Then there exists a positive constant $\varepsilon_0 = \varepsilon_0(n, F)$ such that, for any $\varepsilon \in (0, \varepsilon_0)$, assertion (i) (resp., (ii)) of Theorem 1 remains valid with $f$ replaced by $f_\varepsilon$ and $C$ replaced by $C(n, F)$ (resp., $C(n, \Omega, F)$).

**Remark 6.2.** Known and new elliptic Liouville type theorems. We point out that weaker versions of Theorem D (with assumptions on $f$ stronger than (1.7)) were obtained prior to [31] in [20, 45]. On the other hand, Liouville type properties for (3.2) are known to be true under different assumptions that cannot be compared with (1.7). Namely, let $p > 1$ satisfy $p < p_S$ if $n \leq 4$ and $p < (n-1)/(n-3)$ ($< p_S$) if $n \geq 5$. Assume that

$$2nF(s) - (n-2)sf(s) \geq c_3s^{p+1}, \quad s > 0, \quad \text{where } F(s) = \int_0^s f(z)dz,$$

and that

$$c_1s^p \leq f(s) \leq c_2s^p, \quad s > 0,$$

for some $c_1, c_2, c_3 > 0$. Then, as a consequence of [51, Theorem 2], (3.2) does not admit any nontrivial bounded solution in $\mathbb{R}^n$ (or even exponentially bounded solutions).

As mentioned before, the proof of Theorem A ([20, 4]) is based on integral estimates and Bochner’s formula, whereas Theorem D (cf. [31] and see also [8, 45]) is proved by moving planes or moving spheres methods. As for the proof in [51] it is based on Pohozaev’s identity, functional inequalities on $\mathbb{S}^{n-1}$ and measure arguments.

On the other hand, Theorem 7 (or Theorem 2 under assumption (4.1)) produces new Liouville results for strongly oscillating nonlinearities, that do not follow from known ones. For instance, it applies for

$$f(s) = s^{p+a\sin[\log\log(3+s)]}e^{a\sin s} \quad \text{or} \quad f(s) = s^p \log^a(3+s+\sin(s^2))$$

with $p \in (1, p_S)$ and small $a \in \mathbb{R}$. Elementary calculations show that $sf'/f$ is unbounded, whatever the value of $a \neq 0$, so that in particular $s^{-p_S}f(s)$ is not nonincreasing and Theorem D does not apply (and (6.12) does not hold either).

**7. Ideas of proofs: Heuristics for generalized scaling arguments**

The following motivates our assumptions on $f$ and can also serve as a guideline to the proof. Let us consider the elliptic case for simplicity (the parabolic case is similar). The principle of Liouville theorems based scaling methods is to look for a rescaled solution of the form

$$v_k(y) = m_k^{-1}u_k(x_k + \alpha_k y),$$

where $x_k$ is a suitable point (where the sought-for bound is assumed to be violated for contradiction). Here $m_k$ and $\alpha_k$ are the rescaling parameters, and the function $v_k$ solves

$$-\Delta v_k(y) = g_k(v_k(y)) := \alpha_k^2 m_k^{-1}f(m_k v_k(y)).$$

When $f$ is a power (or asymptotically power-like) function, a natural relation between $m_k$ and $\alpha_k$ is immediately provided by the scale invariance. However for general $f$ this is no
longer the case and $m_k, \alpha_k$ a priori offer two degrees of freedom. To pass to the limit and end up with a Liouville theorem for a suitable equation, we need that:

- $v_k$ stays locally bounded (and does not vanish identically),
- $g_k(s)$ converges to some limit $g(s) > 0$ for each $s > 0$.

As usual, the nonvanishing constraint leads to the choice $m_k = u_k(x_k)$ (up to an unimportant multiplicative constant), and the doubling lemma \[37\] will then provide the local boundedness. Next, the second constraint requires $\alpha_k$ to be such that

$$g(s) := \lim_k \alpha_k^2 m_k^{-1} f(m_k s) \text{ exists for all } s > 0. \tag{7.1}$$

Since the case when $m_k$ stays bounded and bounded away from 0 is not expected to pose significant problems, we must essentially deal with the cases $m_k \to \infty$ or 0. Since (7.1) must hold in particular with $s = 1$, this imposes

$$\alpha_k \sim \left( \frac{m_k}{f(m_k)} \right)^{1/2} \tag{7.2}$$

(again up to a multiplicative constant). Returning to (7.1), it follows that the limit of $\frac{f(m_k s)}{f(m_k)}$ should exist for all $s > 0$ and, since the a priori unknown sequence $m_k \to 0$ or $\infty$ can be arbitrary, we thus need that

$$g_{\pm}(s) = \lim_{\lambda \to \infty} \left( \text{resp. } \lambda \to 0 \right) \frac{f(\lambda s)}{f(\lambda)} > 0 \text{ exists for all } s > 0. \tag{7.3}$$

But it is known (see, e.g., [46]) that functions $f$ with such property are exactly the functions with regular variation and that the limits must necessarily be power functions $s^q$.

Now, according to whether $m_k$ goes to 0 or $\infty$, or remains bounded (along a subsequence), and after passing to the limit by elliptic estimates, we end up with a nontrivial bounded entire solution $v$ of $-\Delta v = v^q$, or of $-\Delta v = f(v)$, and we reach a contradiction with the Liouville property either for $f$ or for a power. Note that in view of the choice (7.2) and of the superlinearity of $f$, the natural quantity to be estimated turns out to be $f(u)/u$ rather than $u$ in the usual case.

Alternatively, one can avoid assuming the existence of the limit in (7.1) if one can guarantee a precise lower bound on $g_k(v_k)$ (as well as some upper bound to ensure compactness), so as to end up with a Liouville theorem for supersolutions instead of solutions. This leads to functions with controled variation and also enjoying the almost decreasing property (cf. (4.3)).

As for power functions multiplied by a function with controled variation to a small exponent (cf. (11)), they arise when combining the above approach with a limiting argument.

8. Proof of Theorems 1-4 and 7-8

8.1. Preliminaries. We first recall the doubling lemma from [37].

**Lemma 8.1.** Let $(E,d)$ be a complete metric space and let $\emptyset \neq D \subset \Sigma \subset E$, with $\Sigma$ closed. Set $\Gamma = \Sigma \setminus D$. Let $M : D \to (0,\infty)$ be bounded on compact subsets of $D$ and fix a real $k > 0$. If $y \in D$ is such that

$$M(y) \text{ dist}(y, \Gamma) > 2k,$$
then there exists $x \in D$ such that

$$M(x) \text{ dist}(x, \Gamma) > 2k, \quad M(x) \geq M(y),$$

and

$$M(z) \leq 2M(x) \quad \text{for all } z \in D \cap \overline{B}(x, kM^{-1}(x)).$$

Next we collect some useful properties of functions with regular or controled variation. It is known (see [46, Section 1.2]) that a positive function $L \in C(0, \infty)$ has slow variation at $\infty$ (resp., 0) iff there exist continuous functions $\eta, \xi$ such that $\lim_{z \to \infty} (\eta(s) = \lim_{z \to \infty} \xi(s) = 0$ and

$$L(s) = \exp\left[\eta(s) + \int_1^s z^{-1}\xi(z) \, dz\right], \quad s > 0. \tag{8.1}$$

As a consequence of (8.1), we have

$$\log L(s) = o(|\log s|) \quad \text{as } s \to \infty \text{ (resp., 0).} \tag{8.2}$$

Also, $L$ has slow variation whenever it is $C^1$ near $\infty$ (or 0) and $\lim_{s \to \infty} (\eta(s) = \lim_{s \to \infty} \xi(s) = 0$.

On the other hand (see [46, Appendix]), $L \in C(0, \infty)$ has controled variation iff (8.1) holds for some continuous functions $\eta, \xi$ that are bounded on $(0, \infty)$. As a consequence, we have

$$\log L(s) = O(|\log s|) \quad \text{as } s \to \infty \text{ or 0.} \tag{8.3}$$

Also, $L$ has controled variation whenever it is $C^1$, positive on $(0, \infty)$ and $\frac{sL(s)}{L(s)}$ is bounded.

We shall also use the following technical lemma.

**Lemma 8.2.** Let $f$ satisfy (2.3).

(i) If $f$ has regular variation at $\infty$ with index $m > 1$, then there exist $q > 1$ and $c > 0$ such that

$$\inf_{\lambda \geq 1} \frac{f(s\lambda)}{f(\lambda)} \geq cs^q \quad \text{for all } s \geq 1.$$

(ii) Assume that $f$ has regular variation at 0 and $\infty$ with indices $m_1, m_2 > 1$. Then there exist $q > 1$ and $c > 0$ such that

$$\inf_{\lambda > 0} \frac{f(s\lambda)}{f(\lambda)} \geq cs^q \quad \text{for all } s \geq 1. \tag{8.4}$$

In particular, $f$ is superlinear (cf. (2.6)).

(iii) Let $L$ be a function with controled variation and $p > 1$. Then, for $a > 0$ sufficiently small, the function $f(s) = s^pL^a(s)$ satisfies (8.1) with some $q > 1$ and $c > 0$ independent of $a$.

(iv) If $f$ is superlinear, then there exist $q > 1$ and $C, c > 0$ such that

$$f(s) \leq Cs^q \text{ for all } s \in [0, 1] \quad \text{and} \quad f(s) \geq cs^q \text{ for all } s \geq 1.
Proof. (i) By (8.1) we have
\[ f(s) = \tau(s)s^m \exp \left[ \int_1^s z^{-1} \xi(z) \, dz \right], \quad s \geq 1, \]
where \( C_1 \leq \tau(s) \leq C_2 \) for some constants \( C_1, C_2 > 0 \) and \( \lim_{s \to \infty} \xi(s) = 0 \). Fix \( 0 < \eta < m-1 \) and pick \( s_0 > 1 \) such that \( |\xi(s)| \leq \eta \) for all \( s \geq s_0 \). For all \( \lambda, s > 1 \), we have
\[ \int_1^{s^\lambda} z^{-1}|\xi(z)| \, dz \leq \int_1^{s_{0}^\lambda} z^{-1}|\xi(z)| \, dz + \eta \int_{s_{0}^\lambda}^{s^\lambda} z^{-1} \, dz = C + \eta \log s \]

hence
\[ \frac{f(s^\lambda)}{f(\lambda)} \geq C_1 C_2^{-1} s^{m} \exp \left[ \int_1^{s^\lambda} z^{-1} \xi(z) \, dz \right] \geq C_1 C_2^{-1} e^{-C} s^{m-\eta}. \]

(ii) Denote \( \omega_1 = (0, 1] \), \( \omega_2 = (1, \infty) \). By (8.1) we have
\[ f(s) = \tau_i(s)s^{m_i} \exp \left[ \int_1^s z^{-1} \xi_i(z) \, dz \right], \quad s \in \omega_i, \ i \in \{1, 2\} \]
where \( C_1 \leq \tau_i(s) \leq C_2 \) for some constants \( C_1, C_2 > 0 \) and \( \lim_{s \to 0} \xi_1(s) = \lim_{s \to \infty} \xi_2(s) = 0 \). Set \( m = \min(m_1, m_2) \) and fix \( 0 < \eta < m - 1 \). Let \( \lambda > 0 \) and \( s > 1 \).

- First consider the case when \( \lambda, s\lambda \) are on the same side of 1, i.e. \( \lambda, s\lambda \in \omega_i \) for some \( i \in \{1, 2\} \). Then
\[
\frac{f(s^\lambda)}{f(\lambda)} = \frac{\tau_i(s^\lambda)}{\tau_i(\lambda)} \frac{(s^\lambda)^{m_i}}{\lambda^{m_i}} \exp \left[ \int_1^{s^\lambda} z^{-1} \xi_i(z) \, dz \right] \geq C_1 C_2^{-1} s^{m_i} \exp \left[ \int_1^{s^\lambda} z^{-1} \xi_i(z) \, dz \right].
\]

Pick \( 0 < s_1 < 1 < s_2 \) such that \( |\xi_1(z)| \leq \eta \) for all \( z \leq s_1 \) and \( |\xi_2(z)| \leq \eta \) for all \( z \geq s_2 \). Denote \( J = \int_{s_1}^{s_2} z^{-1} |\xi_i(z)| \, dz \), \( \tilde{\lambda} = \lambda \wedge (s^{-1}s_1) \) if \( i = 1 \), \( \tilde{\lambda} = \lambda \vee s_2 \) if \( i = 2 \). Therefore,
\[
\exp \left[ \int_1^{s^\lambda} z^{-1} \xi_i(z) \, dz \right] \geq \exp \left[ -J - \int_1^{s^\lambda} z^{-1} |\xi_i(z)| \, dz \right] \geq C \exp \left[ -\eta \int_1^{s^\lambda} z^{-1} \, dz \right] = Cs^{-\eta}
\]
(where \( C \) denotes a generic positive constant independent of \( \lambda, s \)), hence
\[
\frac{f(s^\lambda)}{f(\lambda)} \geq C_1 C_2^{-1} s^{m_i} C s^{-\eta} = C s^{m_i-\eta}. \tag{8.5}
\]

- Otherwise we have \( \lambda \leq 1 \leq s\lambda \). Thus \( f(s^\lambda) \geq C_2(s\lambda)^{m_2-\eta} \) and \( f(\lambda) \leq C_4 \lambda^{m_1-\eta} \) for some constants \( C_3, C_4 > 0 \), hence
\[
\frac{f(s^\lambda)}{f(\lambda)} \geq C_3 C_4^{-1} (s\lambda)^{m_2-\eta} \lambda^{m_1+\eta} = C s^{m_2-\eta} \lambda^{m_2-\eta} \geq C s^{m-\eta} \tag{8.6}
\]

(Indeed, if \( m_2 - m_1 \leq 0 \) then \( \lambda^{m_2-m_1} \geq 1 \), whereas if \( m_2 - m_1 \geq 0 \) then \( s^{m_2-\eta} \lambda^{m_2-m_1} = s^{m_1-\eta} \)).

The assertion follows from (8.5) and (8.6).
(iii) We know (cf. before (8.3)) that

\[ L(s) = \tau(s) \exp\left[ \int_1^s z^{-1} \xi(z) \, dz \right], \quad s > 0, \]

where \( C_1 \leq \tau(s) \leq C_2 \) and \( |\xi(s)| \leq k \) for some constants \( C_1, C_2, k > 0 \). Therefore, for \( a \in (0, 1) \),

\[ \frac{f(s\lambda)}{f(\lambda)} = s^a \left( \frac{L(\lambda s)}{L(\lambda)} \right)^a \geq [C_1/C_2]^a s^a \exp \left[ - \int_1^{s\lambda} akz^{-1} \, dz \right] \geq [C_1/C_2]^{s^{a-k}}. \]

The conclusion follows by taking \( a < \frac{p-1}{k} \wedge 1 \).

(iv) By assumption, there exists \( \sigma > 1 \) such that

\[ \inf_{\lambda > 0} \frac{f(\sigma\lambda)}{\sigma f(\lambda)} \geq 2. \]

Therefore, setting \( q = 1 + (\ln 2/\ln \sigma) \), we get \( f(\sigma^{-1}\lambda) \leq (2\sigma)^{-1} f(\lambda) = \sigma^{-q} f(\lambda) \) for all \( \lambda > 0 \). We deduce that, for any nonnegative integer \( j \),

\[ f(\sigma^{-j}\lambda) \leq C(\sigma^{-j})^q \] for all \( \lambda \in [\sigma^{-1}, 1] \) and \( f(\sigma^j\lambda) \geq c(\sigma^j)^q \) for all \( \lambda \in [1, \sigma] \).

Consequently, \( f(s) \leq C \sigma^q s^q \) for all \( s \in [\sigma^{-j-1}, \sigma^{-j}] \) and \( f(s) \geq c \sigma^{-q} s^q \) for all \( s \in [\sigma^j, \sigma^{j+1}] \). The conclusion follows. \( \Box \)

For the proof of Theorem 2 under assumption (4.3), we shall also use the following well-known nonexistence results for inequalities.

**Lemma 8.3.** Let \( c > 0 \).

(i) For \( p \in (1, p_g] \), the inequality \( -\Delta u \geq cu^p \) in \( \mathbb{R}^n \) admits no nontrivial (strong) solution.

(ii) For \( p \in (1, p_F] \), the inequality

\[ u_t - \Delta u \geq cu^p \] in \( \mathbb{R}^n \times (0, \infty) \) (8.7)

admits no nontrivial (strong) solution.

See, e.g., [33, Sections 2 and 26]; the results remain valid for suitable weak solutions. On the other hand, we note that the range of \( p \) cannot be enlarged for solutions of (8.7) in \( \mathbb{R}^n \times (-\infty, \infty) \) instead of \( \mathbb{R}^n \times (0, \infty) \), as shown by the counter-examples in [44, Proposition 21.14].

8.2. **Proof of Theorem 1(i), of Theorem 2 under assumption (4.3) and of Theorem 4.** First note that, under assumption (4.3) of Theorem 2 or (4.10) of Theorem 4, Lemma 8.2(ii)(iv) guarantees that

\[ g(s) := \frac{f(s)}{s} \] can be extended to a continuous function on \([0, \infty)\) (8.8)

with \( g(0) = 0 \).
Proof in the parabolic case. We set

\[ M(u) = \left[ \frac{f(u)}{\sigma + u} \right]^{1/2} \]

with \( \sigma = \begin{cases} 1 \text{ under the assumptions of Theorem II(i)}, \\ 0 \text{ otherwise.} \end{cases} \) (8.9)

The sought-for estimates (3.3) and (4.4) write equivalently as

\[ M(u(X)) \leq C(\sigma + d^{-1}(X, \partial D)), \quad X \in D \]

with \( C = C(n, f) > 0 \). Assume for contradiction that there exist sequences of domains \( \Omega_k \), times \( T_k > 0 \), solutions \( u_k \) of

\[ Lu_k = f(u_k), \quad X \in D_k := \Omega_k \times (0, T_k), \] (8.10)

and points \( Y_k \in D_k \) such that

\[ M_k(Y_k) > 2k(\sigma + d^{-1}(Y_k, \partial D_k)) \geq 2kd^{-1}(Y_k, \partial D_k) \]

where \( M_k = M(u_k) \). We note that that the function \( M_k \) is continuous (owing to (8.8) in the second case of (8.9)), hence locally bounded on \( D_k \).

We use Lemma 8.1 with \( E = \mathbb{R}^{n+1} \), equipped with the parabolic distance \( d = d_p \), \( \Sigma = \Sigma_k = \overline{D}_k \), \( D = D_k \), and \( \Gamma = \partial D_k \). Consequently, there exist points \( X_k \in D_k \) such that

\[ M_k(X_k) > 2kd^{-1}(X_k, \partial D_k), \quad M_k(X_k) \geq M_k(Y_k) > 2k\sigma \]

and

\[ M_k(X) \leq 2M_k(X_k) \quad \text{in } \hat{D}_k := \{ X; d(X, X_k) \leq kM_k^{-1}(X_k) \} \] (8.13)

(note that \( \hat{D}_k \subset D_k \) owing to the first part of (8.12)). Set

\[ m_k = u_k(X_k). \]

We also have

\[ m_k \to \infty \quad \text{under the assumptions of Theorem II(i)} \] (8.14)

(due to the continuity of \( f \) and the fact that \( f(m_k) \geq 4k^2 \) by (8.12)) and we may thus assume

\[ m_k \geq 1 \quad \text{under the assumptions of Theorem II(i)}. \] (8.15)

We now define the rescaled solutions. Setting

\[ \alpha_k = M_k^{-1}(X_k), \]

we let

\[ v_k(Y) = m_k^{-1}u_k(T_k(Y)) \quad \text{for } Y \in \hat{D}_k, \]

where \( \hat{D}_k = \{ Y = (y, \tau) \in \mathbb{R}^n \times \mathbb{R} : |y| < k/2, \ |\tau| < k^2/4 \} \)
and

\[ T_k(Y) = (x_k + \alpha_k y, t_k + \alpha_k^2 \tau), \quad \text{with } X_k = (x_k, t_k). \]

We claim that there exists \( A > 0 \) (independent of \( k \)) such that

\[ v_k(Y) \leq A \quad \text{in } \tilde{D}_k. \tag{8.16} \]

To see this, for \( Y \in \tilde{D}_k \), set

\[ X_k = T_k(Y) \in \hat{D}_k, \quad \lambda = m_k, \quad s = v_k(Y). \tag{8.17} \]

In the second case of (8.9), for any \( Y \) such that \( v_k(Y) > 0 \), we have

\[ f(\lambda s) f(\lambda) \leq f(u_k(T_k(Y))) f(m_k) (1 + \frac{m_k}{u_k(X)}) (1 + \frac{m_k}{u_k(X)}) = (1 + \frac{m_k}{u_k(X)}) \frac{M_k^2(X)}{M_k^2(X_k)}. \]

Consequently, using (8.15)–(8.19), we obtain

\[ 0 \leq \mathcal{L} v_k(Y) \leq 8(A+1), \quad Y \in \tilde{D}_k. \tag{8.21} \]

Moreover, we have \( v_k(0,0) = 1 \). By (8.10), (8.21) and parabolic estimates, it follows that, up to extracting a subsequence, \( v_k \) converges locally uniformly to a function \( w \in W^{2,1}_{\text{loc}}(\mathbb{R}^n \times \mathbb{R}) \), \( 1 < r < \infty \), which satisfies \( \mathcal{L} w \geq 0 \) and \( 0 \leq w \leq A \) in \( Q \), along with \( w(0,0) = 1 \). The strong maximum principle yields that, for some \( \tau_0 \in [-\infty, 0) \), we have

\[ w = 0 \text{ in } \mathbb{R}^n \times (-\infty, \tau_0] \text{ and } w > 0 \text{ in } \mathbb{R}^n \times (\tau_0, \infty). \tag{8.22} \]

We then argue separately according to our different assumptions:

- **Case of Theorem 2 under assumption (4.3).** Our assumption guarantees that

\[ \theta_A := \inf_{\lambda > 0} \frac{f(\lambda s)}{s^p f(\lambda)} > 0. \]
Applying this with \( \lambda = m_k \) and \( s = v_k(Y) \leq A \) (hence \( u_k(T_k(Y)) = \lambda s \)) guarantees
\[
\frac{f(u_k(T_k(Y)))}{v_k^p(y)f(m_k)} \geq c := \theta_A > 0
\]
hence \( \mathcal{L}v_k(Y) \geq cv_k^p(Y) \), for all \( Y \in \tilde{D}_k \), by \([8.20]\). It follows that \( w \) is a nontrivial bounded (strong) solution of
\[
\mathcal{L}w \geq cw^p \quad \text{in} \quad Q,
\]
which contradicts Lemma \([8.3\text{ ii}]\).

- **Case of Theorems \( \mathbf{1(i)} \) and \( \mathbf{4} \)** Let \( q_1 \) (resp. \( q_2 \)) \( \in (1, p_S) \) be the index of regular variation of \( f \) at \( \infty \) (resp., at 0, under the assumptions of Theorem \( \mathbf{4} \)). At least one the following cases must occur, for some subsequence:
  
  (i) \( m_k \to \infty \);
  
  (ii) \( m_k \to 0 \);
  
  (iii) \( m_k \to a \in (0, \infty) \).

  First consider case (i). It is known (see \([16, \text{ Theorem 1.1}]\)) that the convergence in \((2.4)\) is uniform for \( s \) in compact sets of \((0, \infty)\). It follows from \((8.22)\) that
\[
\lim_k \frac{f(m_kv_k(Y))}{f(m_k)} = w^q(Y), \quad \text{for each} \quad Y \in \mathbb{R}^n \times (\tau_0, \infty),
\]
with \( q = q_1 \). By \((8.20)\) (and using \((8.14)\) in case \( \sigma = 1 \)), we deduce that \( w \) is a bounded (strong hence) classical solution of
\[
\mathcal{L}w = w^q \quad \text{in} \quad \mathbb{R}^n \times (\tau_0, \infty).
\]
Moreover, we cannot have \( \tau_0 > -\infty \), since otherwise \( w(\cdot, \tau_0) \equiv 0 \) by \((8.22)\) and \( \mathcal{L}w \leq Cw \), hence \( w \equiv 0 \) by the maximum principle: a contradiction. Consequently, \( \tau_0 = -\infty \), which is a contradiction with Theorem B. Note that if \( \sigma = 1 \), i.e., under the assumptions of Theorem \( \mathbf{1(i)} \), only case (i) occurs, due to \((8.14)\). Therefore, Theorem \( \mathbf{1(i)} \) in the parabolic case is proved. In case (ii), exactly the same argument applies with \( q_2 \) instead of \( q_1 \), hence again a contradiction.

  Finally consider case (iii). For each \( Y \in Q \), owing to the continuity of \( f \), we have
\[
\lim_k \frac{f(m_kv_k(Y))}{f(m_k)} = \frac{f(aw(Y))}{f(a)}.
\]
Therefore, setting \( \mu = \sqrt{f(a)/a} \) and replacing \( w \) with \( \tilde{w}(y, s) = aw(\mu y, \mu^2 s) \), we get a bounded strong solution of
\[
\mathcal{L}w = f(w) \quad \text{in} \quad Q,
\]
which contradicts assumption \((4.9)\). Theorem \( \mathbf{4} \) in the parabolic case is proved.

**Remark 8.1.** We observe that, in the above proof, if the solutions \( u_k \) are assumed to be time independent, then so is the limiting function \( w \). Therefore, for a given \( f \), the universal estimate for time independent solutions holds whenever the corresponding elliptic Liouville properties are available.
Proof in the elliptic case. Note that any solution can be regarded as a solution of the corresponding parabolic problem at time \( t = 1 \) with, say, \( T = 2 \). In view of Remark 8.1 the desired conclusions follow from Lemma 8.3(i), or Theorem A and/or assumption (4.9). \( \square \)

8.3. Proof of Theorem \( \textbf{1(ii)} \), of Theorem \( \textbf{2} \) under assumptions \( \textbf{(1.1)}, \textbf{(4.2)} \) and of Theorems \( \textbf{3, 7, 8} \)

Proof of Theorem \( \textbf{1(ii)} \) and of Theorem \( \textbf{2} \) under assumption \( \textbf{(4.3)} \). (i) Parabolic case. The result easily follows by modifying the proof in subsection 8.2 with \( \sigma = 1 \) along the lines of [38, Theorem 4.1]. In addition to the Liouville properties in the whole space, used in subsection 8.2 the modified arguments require the following Liouville properties in the half-space \( H = \mathbb{R}^n_+ \times \mathbb{R} \) (where \( \mathbb{R}^n_+ = \{ (x_1, \ldots, x_n) \in \mathbb{R}^n; x_1 > 0 \} \)). Namely, for the case of Theorem \( \textbf{1(ii)} \), we use the fact that the problem

\[
\begin{aligned}
Lu &= u^q \quad \text{in } H, \\
u &= 0 \quad \text{on } \partial H
\end{aligned}
\]

with \( q \in (1, p_S) \) has no nontrivial bounded solution by [38, Theorem 2.1(i)]. For the case of Theorem \( \textbf{3} \) under assumption \( \textbf{(4.3)} \), we use the fact that, since \( p \leq p_{**} = 1 + 2/(n + 1) \), the inequality

\[
Lu \geq u^p \quad \text{in } H
\]

has no nontrivial strong solution (see [33, Section 32]).

(ii) Elliptic case. As before, any solution can be regarded as a solution of the parabolic problem at time \( t = 1 \) with \( T = 2 \). Also, by (2.6) with \( \lambda = 1 \) (which is true either by assumption \( \textbf{(1.3)} \) or by Lemma 8.2, it is sufficient to prove that \( f(u)/u \leq C \) instead of \( u \leq C \) in (3.4). In view of Remark 8.1, the desired conclusion follows provided the elliptic Liouville properties in the whole space and in the half-space are satisfied.

For the whole space, they are satisfied, respectively owing to Theorem A and Lemma 8.3(i) (noting that \( p_{**} \leq p_\ast \)). For the half space, the elliptic Liouville properties corresponding to (8.27)-(8.28) are also true, respectively owing to [21, Theorem 1.1] and [1]. \( \square \)

Remark 8.2. In the elliptic case, if we consider only the case \( \Omega \) bounded, then our modified rescaling procedure (based on \( f(u)/u \)) can be applied without using the doubling Lemma since, as in [21], it then suffices to work with points \( x_k \) where \( u_k \) achieves its maximum. However this argument is not sufficient for unbounded domains since a given solution to (3.2) with \( u = 0 \) on \( \Gamma \) might then a priori be unbounded.

Proof of Theorem \( \textbf{2} \) under assumption \( \textbf{(4.2)} \). This is a direct consequence of Theorem \( \textbf{1} \) provided property \( \textbf{(4.9)} \) is satisfied. In the elliptic case, this is true for \( n \geq 3 \) by Theorem D, whereas for \( n \leq 2 \) it follows from the nonexistence of nonconstant nonnegative entire superharmonic functions. In the parabolic case, property \( \textbf{(4.9)} \) is guaranteed by Theorem \( \textbf{5} \) (the latter will be independently proved in the next section). \( \square \)

Proof of Theorem \( \textbf{7} \). It follows from a simple modification of the proof of Theorem \( \textbf{4} \) Namely, assuming for contradiction that estimate (6.7) fails for some sequence \( \varepsilon_k \to 0 \), there exist

\[\text{[41].}\]
domains $\Omega_k$, times $T_k > 0$, points $Y_k \in D_k$ and solutions $u_k$ of (8.10) with $f = f_k := f_{\varepsilon_k}$ such that (8.11) holds (with $\sigma = 0$). Properties (8.8) and (8.16) remain valid owing to assumption (6.6) (using also Lemma 8.2 iv) for (8.8)). The rest of the proof is then unchanged, replacing $f$ by $f_k$, and making use of assumptions (6.4), (6.3), (6.2) to treat cases (i), (ii) and (iii), respectively (those cases refer to lines 5-7 after eqn. (8.23)).

Proof of Theorem 3. It follows from a simple modification of the proof of Theorem 4. In particular we note that assumption (6.9) guarantees that $m_k \to \infty$. Then assumption (6.10) implies (8.16) and (8.24) follows from (6.8). □

Proof of Theorems 2 and 3 under assumption (4.1). Theorem 2 under assumption (4.1) is a special case of Theorem 7. Indeed, since $L$ has controlled variation, one easily checks that, for any compact $\mathcal{K} \subset (0, \infty)$, there exist constants $C_1 > C_2 > 0$ such that $C_1 \leq \frac{L(\lambda)}{L(\lambda)} \leq C_2$ for all $s \in \mathcal{K}$ and all $\lambda > 0$. Then taking $f(\varepsilon) = s^p L(\varepsilon)$, we see that (6.2)-(6.4) are satisfied with $g(s) = \phi(s) = \psi(s) = s^k$, and that (6.5) holds for $\varepsilon_1 > 0$ small owing to Lemma 8.2 iii). Also the Liouville type assumption of Theorem 7 holds owing to Theorems A and B.

As for Theorem 3 under assumption (4.1), it is likewise a special case of Theorem 8 (noting in particular that $f(\varepsilon) = s^p L(\varepsilon)$ satisfies (6.9) owing to (8.3)). □

9. PROOF OF THEOREMS 5 AND 6

Throughout this section we shall denote $F(s) = \int_0^s f(z)dz$ and $\tilde{F}(s) = \int_0^s \tilde{f}(z)dz$ for $s \geq 0$. The proof of Theorem 6 uses the following key gradient estimate.

Lemma 9.1. Assume (2.3), (5.5) and (5.6). Let $\Omega$ be an arbitrary domain in $\mathbb{R}^n$, $T > 0$, and $0 \leq \varphi \in \mathcal{D}(\Omega \times (-T, T))$. Let $u \in W^{2,1}_{loc}(\Omega \times (-T, T))$ for all finite $r$, be a strong solution of $u_t - \Delta u = f(u)$ in $\Omega \times (-T, T)$. Fix $\varepsilon > 0$ and set

$$v = u + \varepsilon, \quad g_\varepsilon = f(u) - f(u + \varepsilon).$$

Denote

$$I = \int \int \varphi v^{-2} |\nabla v|^4, \quad L = \int \int \varphi f(v) \tilde{f}(v),$$

where, here and below, double integrals are over $\Omega \times (-T, T)$. Then there exists $C = C(n, f) > 0$ such that

$$I + L \leq C \int \int \varphi \left[ (v_t)^2 + |v_t| v^{-1} |\nabla v|^2 \right] + |\nabla v|^2 |\Delta \varphi| + C \int \int \left( \tilde{f}(v) + |v_t| v^{-1} |\nabla v|^2 + |g_\varepsilon| |\nabla v \cdot \nabla \varphi| + \tilde{F}(v) |\varphi_t| + F(v) |\Delta \varphi| \right) + C \int \int \varphi \left( v^{-1} |\nabla v|^2 + \tilde{f}(v) + |g_\varepsilon| \right) g_\varepsilon$$

$$\equiv T_1 + T_2 + T_3.$$
Remark 9.1. The use of \( u + \varepsilon \) in Lemma \[9.1\] instead of \( u \), will generate some technical complication (to handle the additional perturbation terms \( g_\varepsilon \)). However, in order to rule out the existence of nontrivial solutions of \( u_t - \Delta u = f(u) \) in \( Q = \mathbb{R}^n \times \mathbb{R} \), and not only of positive solutions, this procedure seems necessary here, unlike in the special case \( f(s) = s^p \).

Recall (cf. [44, Remarks 21.3 and 26.10(i)]) that in the case \( f(s) = s^p \): (a) nonexistence of positive solutions in \( Q \) yields nonexistence of nontrivial bounded solutions, since such solutions must be positive as a consequence of the maximum principle (see \( (8.22) \) and after \( (8.25) \)); (b) then, by rescaling-doubling arguments, this guarantees universal estimates of the form \( (4.4) \), and the latter imply the nonexistence of nontrivial solutions in \( Q \).

Such a procedure does not apply in general under the assumptions of Theorems 5 and 6, since step (a) requires \( f(s)/s \) to be bounded near \( s = 0 \) and step (b) requires additional assumptions to derive universal estimates (cf. Theorem [2]).

In view of the proof of Lemma \[9.1\], we recall the following lemma from [4] (see also [44, Lemma 8.9]), which provides a family of integral estimates relating any function with its gradient and its Laplacian (the result is given there for \( C^2 \) functions but it immediately extends by density).

**Lemma 9.2.** Let \( \Omega \) be an arbitrary domain in \( \mathbb{R}^n \), \( 0 \leq \varphi \in \mathcal{D}(\Omega) \), and let \( v \in W^{2,r}_{\text{loc}}(\Omega) \) for all finite \( r \), with \( v > 0 \). Fix \( q \in \mathbb{R} \) and denote

\[
I_q = \int \varphi v^{q-2} |\nabla v|^4, \quad J_q = \int \varphi v^{q-1} |\nabla v|^2 \Delta v, \quad K_q = \int \varphi v^q (\Delta v)^2, \quad (9.2)
\]

where \( \int = \int_{\Omega} \). Then, for any \( k \in \mathbb{R} \) with \( k \neq -1 \), there holds

\[
\alpha I_q + \beta J_q + \gamma K_q \leq \frac{1}{2} \int v^q |\nabla v|^2 \Delta \varphi + \int v^q [\Delta v + (q - k)v^{-1} |\nabla v|^2] \nabla v \cdot \nabla \varphi, \quad (9.3)
\]

where

\[
\alpha = -\frac{n - 1}{n} k^2 + (q - 1)k - \frac{q(q - 1)}{2}, \quad \beta = \frac{n + 2}{n} k - \frac{3q}{2}, \quad \gamma = -\frac{n - 1}{n}.
\]

**Proof of Lemma 9.1** We apply Lemma 9.2 with \( q = 0 \) to \( v = v(\cdot, t) \) and \( \varphi = \varphi(\cdot, t) \) for a.e. \( t \), and integrate the corresponding inequality \( (9.3) \) in time. Denoting \( J = \int_{-T}^T J_0, \quad K = \int_{-T}^T K_0 \), this gives us

\[
-\left(\frac{n - 1}{n} k + 1\right) k I + \frac{n + 2}{n} k J - \frac{n - 1}{n} K 
\leq \frac{1}{2} \int \int |\nabla v|^2 \Delta \varphi + \int \int [\Delta v - kv^{-1} |\nabla v|^2] \nabla v \cdot \nabla \varphi. \quad (9.4)
\]

Set \( L^* = \int \int \varphi f^2(v) \).

Using

\[
-\Delta v = f(v) + g_\varepsilon - v_t \quad (9.5)
\]
and integrating by parts in $t$ and/or in $x$, we obtain

$$K = \int \int \varphi (v_t)^2 + \int \int \varphi (f(v) + g_\varepsilon)^2 - 2 \int \int \varphi (f(v) + g_\varepsilon)v_t$$

$$= \int \int \varphi (v_t)^2 + L^* + 2 \int \int F(v)\varphi_t + \int \int \varphi (2f(v) + g_\varepsilon - 2v_t)g_\varepsilon$$

and

$$J = - \int \int \varphi |\nabla v|^2 \frac{f(v)}{v} + \int \int \varphi (v_t - g_\varepsilon) \frac{|\nabla v|^2}{v}$$

$$= - \int \int \varphi \nabla v \cdot \nabla (\tilde{f}(v)) + \int \int \varphi (v_t - g_\varepsilon) \frac{|\nabla v|^2}{v}$$

$$= \int \int \varphi (\Delta v) \tilde{f}(v) + \int \int (\nabla \varphi \cdot \nabla v) \tilde{f}(v) + \int \int \varphi (v_t - g_\varepsilon) \frac{|\nabla v|^2}{v}$$

$$= -L - \int \int \tilde{F}(v)\varphi_t + \int \int (\nabla \varphi \cdot \nabla v) \tilde{f}(v) + \int \int \varphi (v_t - g_\varepsilon) \frac{|\nabla v|^2}{v} - \int \int \varphi g_\varepsilon \tilde{f}(v).$$

Substituting the above expressions of $K, J$ in (9.4) and also replacing $\Delta v$ in (9.4) via (9.5), we obtain

$$- \left(\frac{n - 1}{n} k + 1\right) kI - \frac{n + 2}{n} kL - \frac{n - 1}{n} L^*$$

$$\leq \frac{1}{2} \int \int |\nabla v|^2 \Delta \varphi - \int \int f(v) \nabla v \cdot \nabla \varphi + \int \int [v_t - g_\varepsilon - k v^{-1} |\nabla v|^2] \nabla v \cdot \nabla \varphi$$

$$+ \frac{n + 2}{n} \left\{ \int \int \tilde{F}(v)\varphi_t - \int \int (\nabla \varphi \cdot \nabla v) \tilde{f}(v) - \int \int \varphi (v_t - g_\varepsilon) \frac{|\nabla v|^2}{v} + \int \int \varphi g_\varepsilon \tilde{f}(v) \right\}$$

$$+ \frac{n - 1}{n} \left\{ \int \int \varphi (v_t)^2 + 2 \int \int \tilde{F}(v)\varphi_t + \int \int \varphi (2f(v) + g_\varepsilon - 2v_t)g_\varepsilon \right\}.$$
Since $p < n(n + 2)/(n - 1)^2$, we may choose $k < 0$, $k \neq -1$, such that
\[
\frac{(n-1)p}{n+2} < -k < \frac{n}{n-1}
\]
and (9.1) follows.

We shall need the following technical lemma, which provides some useful growth properties of $f$.

**Lemma 9.3.** Let $i \in \{1, 2\}$. Under the assumptions of Theorem 6, there exists $c > 0$ such that
\[
f(s)^{\tilde{f}}(s) \geqs c s^{2n}, \quad s \in \omega_i, \quad \text{for some } 1 < \gamma_2 < \gamma_1 < p_S, \quad \text{with } n \geqs 2 \text{ if } i = 1, \quad (9.6)
\]
and
\[
f(s)^{\tilde{f}}(s) \geqs c (F(s) + \tilde{F}(s))^{d_i}, \quad s \in \omega_i, \quad \text{for some } 1 < d_2 < d_1 < (n + 2)/n. \quad (9.7)
\]

**Proof.** In the proof $c$ will denote a generic constant depending only on $f$. First note that, by assumption,
\[
\frac{2}{3} < m_2 < m_1 < m^* < d^* := \frac{n + 2}{n}, \quad (9.8)
\]
and $m^* \leqs 1$ if $n \geqs 2$. Also, in view of (5.7) and since $\tilde{f}$ is increasing, we may assume $m_2 < 1$ also when $n = 1$, without loss of generality.

To prove (9.6), let $i \in \{1, 2\}$, with $n \geqs 2$ if $i = 1$. By (5.7), we have $\tilde{f}'(s) = s^{-1} f(s) \geqs c s^{m_i-1} \tilde{f}^{2m_i-1}$ i.e., $[\tilde{f}^{2(1-m_i)}]'(s) \geqs c s^{m_i-1}$ for $s \in \omega_i$. Integrating (and using $\tilde{f}(s) \geqs \tilde{f}(1) > 0$ for $s \geqs 1$ in case $i = 2$), we get
\[
\tilde{f}(s) \geqs c s^{\frac{m_i}{2(1-m_i)}}, \quad s \in \omega_i, \quad (9.9)
\]
Applying (5.7) again, we obtain
\[
f(s)^{\tilde{f}}(s) \geqs c s^{m_i} \tilde{f}^{2m_i}(s) \geqs c s^{m_i(1+\frac{m_i}{1-m_i})} = c s^{\frac{m_i}{1-m_i}}, \quad s \in \omega_i.
\]
By (9.8), we have $m_i = \frac{m_i}{2(1-m_i)} < p_S$ and $\frac{m_i}{2(1-m_i)} > 1$. Choosing $\gamma_1 \in \{\max\{1, \frac{m_i}{2(1-m_i)}\}, p_S\}$ and then $\gamma_2 \in (1, \min\{\gamma_1, \frac{m_i}{2(1-m_i)}\})$ we obtain (9.6).

Next let $i \in \{1, 2\}$, $n \geqs 1$. Owing to (9.8), we may choose $d_1 \in (\max\{1, m_1\}, d^*)$ close to $d^*$ and then $d_2 \in (1, \min\{d_1, 4/3\})$ close to 1 such that
\[
\frac{2m_1 - d_1}{d_1 - m_1} < \frac{2(1-m_1)}{m_1} \quad \text{and} \quad \frac{m_2}{2(1-m_2)} > \frac{d_2 - m_2}{2m_2 - d_2}.
\]
It follows from (9.9) (using the boundedness of $\tilde{f}$ on $(0, 1)$) that
\[
\tilde{f}^{\frac{2m_1 - d_1}{d_1 - m_1}}(s) \geqs c \tilde{f}^{\frac{2(1-m_1)}{m_1}}(s) \geqs c s, \quad 0 < s < 1 \quad \text{and} \quad \tilde{f}(s) \geqs c s^{\frac{m_2}{2(1-m_2)}} \geqs c s^{\frac{d_2 - m_2}{2m_2 - d_2}}, \quad s \geqs 1.
\]
Using (5.7), we deduce
\[
f(s)^{\tilde{f}}(s) \geqs c s^{m_i} \tilde{f}^{2m_i}(s) \geqs c (s \tilde{f}(s))^{d_i}, \quad s \in \omega_i.
\]
Since $F(s) + F'(s) = \int_0^s (\tilde{f}(z) + \tilde{f}'(z))dz = \int_0^s (z \tilde{f})'dz = s \tilde{f}(s)$, property (9.7) follows.
Proof of Theorem. We split the proof into several steps.

**Step 1. Notation and choice of test-functions.** Let \( u \) be a strong solution of (6.1). Fix \( \varepsilon \in (0,1), \ R > 1 \) and set \( v = u + \varepsilon \). We also fix \( \eta \in (0,1) \). In what follows \( C_\eta \) denotes a generic positive constant depending on \( \eta \) but independent of \( \varepsilon, R \).

We shall estimate the terms on the RHS of (9.1). In the rest of the proof, \( \int \int \) will denote space-time integrals over \( Q_R := B_R \times (-R^2, R^2) \). We set
\[
Q_R^1 = \{(x, t) \in Q_R; \ v(x, t) \leq 1\}, \quad Q_R^2 = \{(x, t) \in Q_R; \ v(x, t) > 1\}.
\]

Let us prepare a suitable test-function. We take \( \xi \in D(B_1 \times (-1,1)) \), such that \( \xi = 1 \) in \( B_{1/2} \times (-1/2, 1/2) \) and \( 0 \leq \xi \leq 1 \). Due to \( m_i > 2/3 \), we may fix \( a \) such that
\[
\max \left\{ \frac{m_i + 2}{4m_i} \cdot \frac{1}{d_i} \cdot \frac{\gamma_i + 1}{2\gamma_i} \right\} < a < 1, \quad i \in \{1, 2\},
\]
with \( d_i, \gamma_i > 1 \) given by Lemma 9.3. By taking \( \varphi(x, t) = \varphi_R(x, t) = \xi^b(R^{-1}x, R^{-2}t) \) with \( b = b(a) > 2 \) sufficiently large, we have
\[
|\nabla \varphi_R| \leq CR^{-1} \varphi^a, \quad |\Delta \varphi_R| + \varphi_R^{-1} |\nabla \varphi_R|^2 + |\partial_t \varphi_R| \leq CR^{-2} \varphi^a \tag{9.10}
\]
(where \( \varphi_R^{-1} |\nabla \varphi_R|^2 \) is defined to be 0 whenever \( \varphi = 0 \)).

**Step 2. Energy estimate.** We shall control the local \( L^2 \) norm of the time derivative as follows:
\[
\int \int \varphi (v_t)^2 \leq \eta(I + L) + C_\eta R^{-\theta} + C \int \int |g_{\varepsilon}|^2 \varphi, \tag{9.11}
\]
for some \( \theta > 0 \) (depending only on \( n \) and \( f \)).

In view of the proof of (9.11), we first claim that
\[
\int \int |\nabla v|^2 (|\Delta \varphi| + \varphi^{-1} |\nabla \varphi|^2 + |\varphi_t|) \leq \eta(I + L) + C_\eta R^{-\theta_1}, \tag{9.12}
\]
where \( \theta_1 = 1 \) if \( n = 1 \) and \( \theta_1 = \frac{4\gamma_i}{\gamma_i - 1} - n - 2 > 0 \) owing to \( \gamma_1 < p_1 \) if \( n \geq 2 \). To this end, we first write
\[
|\nabla v|^2 (|\Delta \varphi| + \varphi^{-1} |\nabla \varphi|^2 + |\varphi_t|) \leq \eta \varphi v^{-2} |\nabla v|^4 + C_\eta \varphi^{-1} v^2 (|\Delta \varphi| + \varphi^{-1} |\nabla \varphi|^2 + |\varphi_t|)^2. \tag{9.13}
\]
Let \( i = 1 \) and \( n \geq 2 \), or \( i = 2 \). It follows from Young’s inequality and (9.10) that, for all \( (x, t) \in Q_R^2 \),
\[
|\nabla v|^2 (|\Delta \varphi| + \varphi^{-1} |\nabla \varphi|^2 + |\varphi_t|) \leq \eta \varphi v^{-2} |\nabla v|^4 + \eta \varphi v^{2\gamma_i} + C_\eta \left[ \varphi^{-(\gamma_i + 1)/\gamma_i} (|\Delta \varphi| + \varphi^{-1} |\nabla \varphi|^2 + |\varphi_t|)^2 \right]^{\gamma_i/(\gamma_i - 1)}
\]
\[
\leq \eta \varphi v^{-2} |\nabla v|^4 + \eta \varphi v^{2\gamma_i} + C_\eta R^{-4\gamma_i/(\gamma_i - 1)}
\]
hence, by (9.6),
\[
|\nabla v|^2 (|\Delta \varphi| + \varphi^{-1} |\nabla \varphi|^2 + |\varphi_t|) \leq \eta \varphi v^{-2} |\nabla v|^4 + \eta \varphi f(v) \tilde{f}(v) + C_\eta R^{-4\gamma_i/(\gamma_i - 1)}. \tag{9.14}
\]
Next, for all \((x,t) \in Q^1_R\), \((9.13)\) also yields
\[
|\nabla v|^2 (|\Delta \varphi| + \varphi^{-1}|\nabla \varphi|^2 + |\varphi_t|) \leq \eta \varphi^{-1} v^2 |\nabla v|^4 + C_\eta R^{-4}
\] (9.15)
(using \(a > 1/2\)). Inequality \((9.12)\) then follows from \((9.14)\) if \(n \geq 2\) and from \((9.15)\) and \((9.14)\) with \(i = 2\) if \(n = 1\) (recalling \(R > 1\)).

On the other hand, for \(i \in \{1, 2\}\) and all \((x,t) \in Q^i_R\), we have
\[
(F(v) + \tilde{F}(v))(|\varphi_t| + |\Delta \varphi|) = (F(v) + \tilde{F}(v)) \varphi^{1/d_i} \varphi^{-1/d_i} (|\varphi_t| + |\Delta \varphi|)
\leq \eta \varphi (F(v) + \tilde{F}(v))^{d_i} + C_\eta ((|\varphi_t| + |\Delta \varphi|) \varphi^{-1/d_i})^{d_i/(d_i-1)}
\]
hence, by \((9.7)\), \((9.10)\),
\[
\int \int (\tilde{F}(v) + F(v))(|\varphi_t| + |\Delta \varphi|) \leq \eta L + C_\eta R^{n+2-2d_i/(d_i-1)}.
\] (9.16)

Let us next prove \((9.11)\). We multiply equation \((9.5)\) by \(\varphi v_t\) and integrate by parts in \(x\) and \(t\). Using Young’s inequality and \((9.10)\), we get
\[
\int \int \varphi (v_t)^2 = \int \int \varphi \partial_t (F(v) - |\nabla v|^2/2) - (\nabla \varphi \cdot \nabla v) v_t + g_\varepsilon \varphi v_t
= \int \int \left( |\nabla v|^2/2 - F(v) \right) \varphi_t - (\nabla \varphi \cdot \nabla v) v_t + g_\varepsilon \varphi v_t
\leq \int \int |\nabla v|^2 \left( \frac{1}{2} |\varphi_t| + |\nabla \varphi|^2 \varphi^{-1} \right) + F(v) |\varphi_t| + |g_\varepsilon|^2 \varphi + \frac{1}{2} \int \int \varphi (v_t)^2,
\]
hence
\[
\int \int \varphi (v_t)^2 \leq \int \int |\nabla v|^2 \left( |\varphi_t| + 2 |\nabla \varphi|^2 \varphi^{-1} \right) + 2 F(v) |\varphi_t| + 2 |g_\varepsilon|^2 \varphi.
\] (9.17)
Letting \(\theta = \min \{\theta_1, \frac{2d_i}{d_i-1} - n - 2\} > 0\) owing to \(d_i < (n+2)/n\), we deduce \((9.11)\) from \((9.12)\), \((9.14)\) and \((9.17)\).

**Step 3.** Gradient estimate. Using Young’s inequality, \((5.7)\) and \((9.10)\), for \(i \in \{1, 2\}\) and \((x,t) \in Q^i_R\), we have
\[
\tilde{f}(v)|\nabla v \cdot \nabla \varphi| \leq \varphi^{1/4} v^{-1/2} |\nabla v| \varphi^{-1/4} v^{1/2} \tilde{f}(v) |\nabla \varphi|
\leq \eta \varphi v^{-2} |\nabla v|^4 + C_\eta \left[ v^{1/2} \tilde{f}(v) \varphi^{-1/4} |\nabla \varphi| \right]^{4/3}
\leq \eta \varphi v^{-2} |\nabla v|^4 + C_\eta \frac{2}{3(d_i-1)} \left( v^{1/2} \tilde{f}(v) \right)^{4/3} \left( \varphi^{-1/(d_i-2)} |\nabla \varphi| \right)^{4/3}
\leq \eta \varphi v^{-2} |\nabla v|^4 + \eta \varphi (v^{1/2} \tilde{f}(v))^{2m_i} + C_\eta \left( \varphi^{-1/(d_i-2)} |\nabla \varphi| \right)^{4m_i/(3m_i-2)}
\leq \eta C \varphi v^{-2} |\nabla v|^4 + \eta C \varphi \tilde{f}(v) \tilde{f}(v) + C_\eta R^{-4m_i/(3m_i-2)},
\]
hence
\[
\int \int \tilde{f}(v) |\nabla v \cdot \nabla \varphi| \leq \eta (I + L) + C_\eta R^{-\theta_2},
\] (9.18)
with $\theta_2 = \frac{4m_1}{3m_1 - 2} - n - 2 > 0$ by our assumption. Writing also
\[ v^{-1}|\nabla v|^2|\nabla v \cdot \nabla \varphi| \leq v^{-1}|\nabla v|^2(\eta v^{-1}|\nabla v|^2 + C_\eta v \varphi^{-1}|\nabla \varphi|^2) = \eta \varphi|\nabla v|^4 v^2 + C_\eta|\nabla v|^2|\nabla \varphi|^2 \]
and using (9.11), (9.12) (applied with $\tilde{\eta} = \eta/C_\eta$), we get
\[
\int \int \varphi |v_t| v^{-1}|\nabla v|^2 + (|v_t| + v^{-1}|\nabla v|^2 + |g_\varepsilon|)|\nabla v \cdot \nabla \varphi| \leq 2\eta I + C_\eta \int [\varphi(v_t)^2 + \varphi g_\varepsilon^2 + \varphi^{-1}|\nabla v|^2|\nabla \varphi|^2]
\leq 4\eta(I + L) + C_\eta \int \int \varphi g_\varepsilon^2 + C_\eta R^{-\theta}.
\]
Combining this with (9.11), (9.12), and with (9.16), (9.18), respectively, we obtain
\[
T_1 \leq \eta(I + L) + C_\eta \int \int \varphi g_\varepsilon^2 + C_\eta R^{-\theta_1},
(9.19)
\]
\[
T_2 \leq \eta(I + L) + C_\eta \int \int \varphi g_\varepsilon^2 + C_\eta R^{-\theta_2}
(9.20)
\]
(where the $T_i$ are defined in (9.1)). Moreover, we have
\[
T_3 \leq \eta I + C_\eta \int \int \varphi g_\varepsilon^2 + \varphi \tilde{f}(v)|g_\varepsilon|.
(9.21)
\]

**Step 4. Conclusion.** Now, combining (9.1) with (9.19)-(9.21) and taking $\eta$ sufficiently small, it follows that
\[
\int \int_{Q_{R/2}} f(u + \varepsilon) \tilde{f}(u + \varepsilon) \leq I + L \leq CR^{-\bar{\theta}} + C \int \int_{Q_R} g_\varepsilon^2 + \tilde{f}(v)|g_\varepsilon|
\]
(with $\bar{\theta} = \min(\theta, \theta_1, \theta_2) > 0$ and $C > 0$ independent of $\varepsilon \in (0, 1)$ and $R > 1$). For fixed $R > 1$, since $u$ is bounded on $Q_R$ and $f, \tilde{f}$ are continuous on $[0, \infty)$ (recalling (5.5)), we have $\sup_{Q_R}|g_\varepsilon| \to 0$ as $\varepsilon \to 0$ as well as $\sup_{\varepsilon \in (0,1), (x,t) \in Q_R} \tilde{f}(v) < \infty$. Letting $\varepsilon \to 0$, we deduce that
\[
\int \int_{Q_R} f(u) \tilde{f}(u) \leq CR^{-\bar{\theta}}.
\]
Letting $R \to \infty$, we conclude that $u \equiv 0$. \qed

**Proof of Theorem 2.** We shall check that the assumptions of Theorem 6 are satisfied.

We first note that (5.6) is a consequence of (5.2). Indeed, if $n \geq 2$, then for all $s > 0$,
\[
p \tilde{f}(s) = p \int_0^s z^{p-1} z^{-p} f(z) \, dz \geq s^{-p} f(s) \int_0^s p z^{p-1} \, dz = f(s).
\]
To check (5.7), we first consider the case of assumption (5.3). Since \( f \) is a regularly varying function at 0 with index \( b > 1 \), as a consequence of (8.2), for all \( \varepsilon > 0 \), we have

\[
c_{\varepsilon} s^{b+\varepsilon} \leq f(s) \leq C_{\varepsilon} s^{b-\varepsilon}, \quad s \in (0, 1],
\]

hence

\[
\tilde{c}_{\varepsilon} s^{b+\varepsilon} \leq \tilde{f}(s) \leq \tilde{C}_{\varepsilon} s^{b-\varepsilon}, \quad s \in (0, 1],
\]

for some constants \( c_{\varepsilon}, C_{\varepsilon}, \tilde{c}_{\varepsilon}, \tilde{C}_{\varepsilon} > 0 \). Moreover, (5.2) implies \( b < p_B < p_S \). Combining (9.22)-(9.23), we get

\[
f(s) \geq c_{\varepsilon} s^{b+\varepsilon} \geq c_{\varepsilon} s^{(2m-1)(b-\varepsilon)+m} \geq \tilde{c}_{\varepsilon} s^m \tilde{f}^{2m-1}(s), \quad s \in (0, 1]
\]

that is, (5.7) with \( i = 1 \), provided \( b + \varepsilon \leq (2m - 1)(b - \varepsilon) + m \), which is true for \( \varepsilon > 0 \) small whenever \( b < (2m - 1)b + m \), i.e. \( m > 2b/(2b+1) \). Since \( b < p_S \) implies \( 2b/(2b+1) < m^* = 2(n+2)/(3n+2) \), this is true for \( m < m^* \) close to \( m^* \). Similarly, since \( f \) is a regularly varying function at \( \infty \) with index \( \tilde{b} \in (1, p_c) \), we get (5.7) with \( i = 2 \) by taking \( \tilde{m} \in (2/3, m) \) close to \( 2/3 \).

Next consider the case of assumption (5.4). There exist \( s_2 \geq s_1 > 0 \) such that

\[
\tilde{f}(s) = \int_0^s z^{\sigma-1} z^{-\sigma} f(z) \, dz \leq s^{-\sigma} f(s) \int_0^s z^{\sigma-1} \, dz = \sigma^{-1} f(s), \quad s \in (0, s_1),
\]

and

\[
\tilde{f}(s) = \int_0^{s_2} z^{-1} f(z) \, dz + \int_{s_2}^s z^{-1} f(z) \, dz
\]

\[
\leq C + f(s) \int_{s_2}^s z^{-1} \, dz = C + f(s) \log s \leq C f(s) \log s, \quad s \geq s_2.
\]

To show (5.7), it thus suffices to check that

\[
f^{1-m_1}(s) \geq c s^{m_1/2} \quad \text{for all } s \in (0, s_1),
\]

and

\[
f^{1-m_2}(s) \geq c s^{m_2/2} (\log s)^{m_2 - \frac{1}{2}} \quad \text{for all } s \geq s_2,
\]

with some \( \frac{2}{3} < m_2 < m_1 < m^* \). Taking \( m_2 \in (2/3, 1) \) close to \( 2/3 \), inequality (9.25) follows from assumption (5.4). For \( n = 1 \), we may take \( m_1 = 1 \), hence (9.24) is true. Finally let \( n \geq 2 \). By (5.2), we then have \( f(s) \geq c s^p \) for all \( s \in \omega_1 \), where \( p < p_B < p_S \). This guarantees (9.24) for \( m_1 < m^* \leq 1 \) close to \( m^* \).

10. Technical lemmas

In this section we gather a number of technical results that are required for the sake of the examples or counter-examples.

We start with Example 1 of Section 4.2. In cases (i) (resp., (iii)) it is not difficult to check that \( f \) satisfies assumption (4.3) (resp., (4.1)). In case (ii), the second part of assumption (4.2) is easy to check, and the first part follows from the next lemma.
Lemma 10.1. Let \( p \in (1, p_c) \). Under assumptions (ii) of Example 1, the function \( s^{-m} f(s) \) is nonincreasing on \((0, \infty)\) for \( m < p_c \) close to \( p_c \).

Proof. Let \( g(s) = s^{-m} f(s) = s^{p-m} \log^q(K + s) \). It suffices to show that \( g'(s) \leq 0 \) on \((0, \infty)\) for some \( m \in (p, p_c) \). We compute

\[
g'(s) = (p - m)s^{p-m-1} \log^q(K + s) + qs^{p-m}(K + s)^{-1} \log^{q-1}(K + s),
\]

which has the sign of \( h(s) := (p - m)(K + s) \log(K + s) + qs \). Note that \( h(0) \leq 0 \). We have

\[
h'(s) = (p - m)[1 + \log(K + s)] + q \leq \delta := (p - m)(1 + \log K) + q.
\]

If \( \delta_0 := (p - p_c)(1 + \log K) + q < 0 \), then \( \delta \leq 0 \) for \( m < p_c \) close to \( p_c \), hence \( g' \leq 0 \) on \((0, \infty)\). This is always true under assumption (ii1) or (ii2). Thus assume (ii3) and \( \delta_0 \geq 0 \), hence \( \delta > 0 \). The function \( h' \) has unique zero \( s_0 > 0 \), given by \( \log(K + s_0) = \frac{q}{m-p} - 1 \). Since \( h < 0 \) at 0 and \( \infty \), the global maximum of \( h \) is attained at \( s_0 \). We then compute

\[
h(s_0) = (p - m)(K + s_0) \log(K + s_0) + qs_0 = -(K + s_0)(q + p - m) + qs_0
\]

\[
= (K + s_0)(m - p) - qK = (m - p) \exp\left[\frac{q}{m-p} - 1\right] - qK < 0
\]

for \( m \) close to \( p_c \), hence again \( g' \leq 0 \) on \((0, \infty)\).

The last part of Example 1 is based on:

Proposition 10.2. Under assumption (4.3) there exists a radially symmetric decreasing, positive classical solution of \(- \Delta v = v^p \log^q(K + v) \) in \( \mathbb{R}^n \).

Proof. We modify an argument from [43] (see [43] Theorem 1.4]). Let \( F(s) = \int_0^s f(z)\,dz \), \( \phi(s) = sf(s) - (ps + 1)F(s) \) and note that \( \phi(0) = 0 \). We compute

\[
\phi'(s) = (p - p_S)s^p \log^q(K + s) + qs^{p+1}(K + s)^{-1} \log^{q-1}(K + s),
\]

which has the sign of \( h(s) := (p - p_S)(K + s) \log(K + s) + qs \). Therefore, \( \phi \geq 0 \) on \([0, \infty)\) when \( p \geq p_S \), \( q > 0 \) and \( K \geq 1 \). Next consider the case \( 1 < p < p_S \), \( q > p_S - p \) and \( K = 1 \). Then we have \( h(0) = 0 \) and \( h'(0) = p - p_S + q > 0 \), hence \( h' > 0 \) on \([0, s_0]\) for \( s_0 > 0 \) small. In all cases we thus have

\[
\phi(s) = sf(s) - (ps + 1)F(s) \geq 0 \quad \text{for all} \ s \in [0, s_0]. \tag{10.1}
\]

Now extend \( f \) by 0 for \( s < 0 \) and consider the initial value problem

\[-(r^{n-1} v'')' = r^{n-1} f(v), \quad r > 0, \quad v(0) = s_0, \quad v'(0) = 0.\]

Let \( R^* \) be its maximal existence time. Since \( f \geq 0 \), we have \( v' \leq 0 \) on \([0, R^*)\). Assume for contradiction that \( v \) has a (first) zero \( R \in (0, R^*) \). Then \( v \) is a classical solution of \(- \Delta v = f(v) \) on the ball \( B_R \) with Dirichlet boundary conditions and \( 0 \leq v \leq s_0 \). But in view of (10.1) and Pohozaev’s inequality (see, e.g., [44] Corollary 5.2]), this is a contradiction. We conclude that \( v > 0 \) on \((0, \infty)\), which proves the proposition.

In Example 2 of Section [4.2] we used the following:
Lemma 10.3. For \( p > 1 \) and \( a \in (0, p - 1) \), the function
\[
f(s) = s^{p+a} \sin[\log\log(3+s+s^{-1})]
\]
has controled variation.

Proof. It suffices to show the boundedness of \( \zeta = sf'/f \) on \((0, \infty)\) (cf. after (8.3)). Writing \( f(s) = e^\phi \) with \( \phi(s) = [p + a \sin(h(s))] \log s \) and \( h(s) = \log \log(3 + s + s^{-1}) \), we have
\[
\zeta = s\phi' = p + a \sin(h(s)) + ash'(s) \cos[h(s)] \log s
\]
and it thus suffices to verify the boundedness on \((0, \infty)\) of
\[
sh'(s) \log s = \frac{s\{\log(3 + s + s^{-1})\}' \log s}{\log(3 + s + s^{-1})} = \frac{(s - s^{-1}) \log s}{(3 + s + s^{-1}) \log(3 + s + s^{-1})},
\]
which is true. \( \square \)

In Example 4 of Section 4.2 we used the following:

Lemma 10.4. For any \( 1 < \ell < m < p < p_* \), there exist \( f \) satisfying (2.3), (4.7) and
\[
f(s_i) = s_i^p, \ f(t_i) = t_i^m \text{ for some sequences } s_i, t_i \to \infty.
\]

Proof. Fix \( \bar{m} \in (\ell, m) \), \( \bar{p} \in (p, p_*) \) and let
\[
f(s) = \chi_{[0, 2]} s^p + \sum_{i=1}^{\infty} \chi_{[s_{2i}, s_{2i+1}]} s_{2i}^{p-m} s_{2i+1}^{m} + \chi_{[s_{2i+1}, s_{2i+2}]} s_{2i+1}^{m-p} s_{2i+2}^{p}
\]
where \( s_2 = 2 \) and \( s_i \) is defined inductively by \( s_{2i+1} = s_{2i}^{(p-m)/(m-\bar{m})} \) and \( s_{2i+2} = s_{2i+1}^{(\bar{p}-m)/(\bar{p}-p)} \). We have \( f(s_{2i}^+) = f(s_{2i}) = s_{2i}^p \) and \( f(s_{2i+1}^-) = f(s_{2i+1}) = s_{2i+1}^m \). The choice of \( s_i \) guarantees \( f(s_{2i+1}^-) = s_{2i}^{p-m} s_{2i+1}^{m} = s_{2i+1}^{m} \) and \( f(s_{2i+2}) = s_{2i+1}^{m-p} s_{2i+2}^{\bar{p}} = s_{2i+2}^{\bar{p}} \), hence \( f \) is continuous. Moreover,
\[
sf'f^{-1} = \begin{cases} 
   p & \text{on } [0, s_2) \\
   \bar{m} & \text{on } (s_2, s_{2i+1}) \\
   \bar{p} & \text{on } (s_{2i+1}, s_{2i+2}].
\end{cases}
\]
It follows that \( s^{-\ell}f(s) \) is increasing and \( s^{-\bar{p}}f(s) \) is decreasing. \( \square \)

The counter-example in Remark 5.2(iii) is based on the following:

Lemma 10.5. Let \( f, \tilde{f} \) be defined in (5.3), (5.8), with \( 1 < m < p_B < q \) and \( a = \left[ \frac{pB-m}{q-p_B} \right] \). \( q^{-m} \).

(i) There exists \( p \in (1, p_B) \) such that \( s^{-p}\tilde{f}(s) \) is nonincreasing on \((0, \infty)\).

(ii) For any \( p \in (1, p_B) \), the function \( s^{-p}f(s) \) is not nonincreasing on \((0, \infty)\).
Proof. We compute
\[
\tilde{f}(s) = \begin{cases} 
\frac{1}{m}s^m + \frac{1}{q}s^q, & \text{if } s \in [0, a] \\
\frac{1}{m}(1 + a^{q-m})s^m + (\frac{1}{q} - \frac{1}{m})a^q, & \text{if } s > a,
\end{cases}
\]
and
\[
sf'(s) = \begin{cases} 
ms^m + qs^q, & \text{if } s \in [0, a] \\
(m(1 + a^{q-m})s^m, & \text{if } s > a,
\end{cases}
\]
\[
sf'(s) = \begin{cases} 
s^m + s^q, & \text{if } s \in [0, a) \\
(1 + a^{q-m})s^m, & \text{if } s > a.
\end{cases}
\]
For any \(p \in (1, p_B)\), setting \(s_p = \left[\frac{(p-m)}{q-p}\right]^{1/(q-m)} < a\), we have
\[
sf' - pf = ms^m + qs^q - p(s^m + s^q) = (m - p)s^m + (q - p)s^q > 0, \quad s \in (s_p, a),
\]
which proves assertion (ii). On the other hand, choose \(p \in (m, p_B)\) close to \(p_B\), so that
\[
s_p := \left[\frac{(p-m)}{m(q-p)}\right]^{1/(q-m)} > a.
\]
Then we have
\[
s\tilde{f}' - p\tilde{f} = s^m + s^q - p(\frac{1}{m}s^m + \frac{1}{q}s^q) = (1 - \frac{p}{m})s^m + (1 - \frac{p}{q})s^q \leq 0, \quad s \in (0, a),
\]
whereas
\[
s\tilde{f}' - p\tilde{f} = (1 - \frac{p}{m})(1 + a^{q-m})s^m + p(\frac{1}{m} - \frac{1}{q})a^q \leq (1 - \frac{p}{m})(a^m + a^q) + p(\frac{1}{m} - \frac{1}{q})a^q
\]
\[
= (1 - \frac{p}{m})a^m + (1 - \frac{p}{q})a^q \leq 0, \quad s > a.
\]
Assertion (i) follows.

Finally, we justify the assertion in Remark 3.1.

**Proposition 10.6.** Let \(f\) be as in Theorem 4 or 2. Then all solutions of the ODE \(y' = f(y)\) with \(y(0) > 0\) blow up in finite time \(T\) and satisfy
\[
\frac{f(y(t))}{y(t)} \geq \frac{c}{T - t}, \quad t \to T,
\]
for some constant \(c > 0\) depending only on \(f\).

**Proof.** Since \(f > 0\) on \((0, \infty)\), if \(y(0) > 0\) then \(y\) is increasing and cannot stay bounded. Also, by Lemma 8.2 there exist \(m > 1\) and \(c > 0\) such that \(f(s) \geq cs^m\) for all \(s > 1\). Consequently \(T\) is finite, with \(\lim_{t \to T} y(t) = \infty\), and \(y\) is given by \(H(y(t)) = T - t\), where \(H(s) = \int_s^\infty \frac{dz}{f(z)} < \infty\).

On the other hand, the assumptions of Theorem 4 or 2 imply that \(f\) has regular variation at \(\infty\) or controled variation. Therefore (see before (8.3)), there exist functions \(\tau, \xi\) and, and constants \(C_1, C_2 > 1\) such that
\[
f(s) = \tau(s)f_0(s) \quad \text{for all } s \geq 1, \quad \text{where } f_0(s) = \exp\left[\int_1^s z^{-1}\xi(z) \, dz\right],
\]
and $|\xi(s)| \leq C_2$, $C_1 \leq \tau(s) \leq C_2$ on $[1, \infty)$. Take $q > C_2 > 1$. We see that $s^{-q}f_0(s) = \exp \left[ \int_1^s z^{-1} [\xi(z) - q] \, dz \right]$ is decreasing for $s \geq 1$. Consequently, for $s \geq 1$, we have

$$H(s) \geq C_2^{-1} \frac{d}{dz} \left. \int_s^\infty \frac{dz}{f_0(z)} \right|_{s=1} = C_2^{-1} \int_s^\infty z^{-q} \frac{z^q}{f_0(z)} \, dz \geq C_2^{-1} \frac{s^q}{f_0(s)} \int_s^\infty z^{-q} \, dz = (C_2(q - 1))^{-1} \frac{s}{f_0(s)} \geq c \frac{s}{f(s)}$$

with $c = C_1(C_2(q - 1))^{-1}$. Since $y(t) > 1$ for $t$ close enough to $T$, property (10.2) follows.
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