Analysis of optimal preconditioners for CutFEM
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Abstract
In this article, we consider a class of unfitted finite element methods for scalar elliptic problems. These so-called CutFEM methods use standard finite element spaces on a fixed unfitted triangulation combined with the Nitsche technique and a ghost penalty stabilization. As a model problem we consider the application of such a method to the Poisson interface problem. We introduce and analyze a new class of preconditioners that is based on a subspace decomposition approach. The unfitted finite element space is split into two subspaces, where one subspace is the standard finite element space associated to the background mesh and the second subspace is spanned by all cut basis functions corresponding to nodes on the cut elements. We will show that this splitting is stable, uniformly in the discretization parameter and in the location of the interface in the triangulation. Based on this we introduce an efficient preconditioner that is uniformly spectrally equivalent to the stiffness matrix. Using a similar splitting, it is shown that the same preconditioning approach can also be applied to a fictitious domain CutFEM discretization of the Poisson equation. Results of numerical experiments are included that illustrate optimality of such preconditioners for the Poisson interface problem and the Poisson fictitious domain problem.
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1 | INTRODUCTION

In recent years many papers appeared in which the so-called CutFEM paradigm is developed and analyzed, compare the overview References 1 and 2. In this approach, for discretization of a partial differential equation a fixed unfitted mesh is used that is not aligned with a (moving) interface and/or a complex domain boundary. On this mesh standard finite element spaces are used. For treating the boundary and/or interface conditions, either a Lagrange multiplier technique or Nitsche’s method is applied. In the setting of the present paper we restrict to Nitsche’s method. Furthermore, to avoid extreme ill-conditioning of the resulting discrete systems (due to “small cuts”) a stabilization technique is used. The most often used approach is the ghost-penalty stabilization.3 In the literature the different components of this general CutFEM are studied, error analyzes are presented and different fields of applications are studied.1,2 Related unfitted finite element
methods are popular in fracture mechanics; in that community these are often called extended finite element methods (XFEM).

Almost all papers on CutFEM (or XFEM) either treat applications of this methodology or present discretization error analyzes. In relatively very few papers efficient solvers for the resulting discrete problems are studied. In References 5-7, for the resulting stiffness matrix condition number, bounds of the form $ch^{-2}$, with $h$ a mesh size parameter and $c$ a constant that is independent of how an interface or boundary intersects the triangulation, have been derived. In Reference 5, a fictitious domain variant of CutFEM is introduced and it is shown that discretization of a Poisson equation using this method yields a stiffness matrix with such a condition number bound. In Reference 6, a similar result is derived for CutFEM applied to a Poisson interface problem. In Reference 7, a condition number bound is derived for CutFEM applied to a Stokes interface problem. These papers do not treat efficient preconditioners for the stiffness matrix.

There are few papers in which (multigrid type) efficient preconditioners for CutFEM or closely related discretizations (e.g., XFEM) are treated, for example, References 8-14. In none of these papers a rigorous analysis of the spectral quality of the preconditioner is presented. The only paper that we know of that contains such a rigorous analysis is Reference 15. In that paper a CutFEM without stabilization is analyzed for a two-dimensional Poisson interface problem.

The main topic of the present paper is an analysis of a (new) subspace decomposition preconditioning technique for a CutFEM discretization of elliptic interface problems and for a CutFEM fictitious domain method. These discretization methods are known in the literature and are typical representatives of the CutFEM methodology. In Reference 5, fictitious domain discretization of a Poisson interface problem is treated, and it is shown that discretization of a Poisson equation using this method yields a stiffness matrix with such a condition number bound. In Reference 6, a similar result is derived for CutFEM applied to a Poisson interface problem. In Reference 7, a condition number bound is derived for CutFEM applied to a Stokes interface problem. These papers do not treat efficient preconditioners for the stiffness matrix.

In Reference 5, a fictitious domain variant of CutFEM is introduced and it is shown that discretization of a Poisson equation using this method yields a stiffness matrix with such a condition number bound. In Reference 6, a similar result is derived for CutFEM applied to a Poisson interface problem. In Reference 7, a condition number bound is derived for CutFEM applied to a Stokes interface problem. These papers do not treat efficient preconditioners for the stiffness matrix.

There are few papers in which (multigrid type) efficient preconditioners for CutFEM or closely related discretizations (e.g., XFEM) are treated, for example, References 8-14. In none of these papers a rigorous analysis of the spectral quality of the preconditioner is presented. The only paper that we know of that contains such a rigorous analysis is Reference 15. In that paper a CutFEM without stabilization is analyzed for a two-dimensional Poisson interface problem.

The main topic of the present paper is an analysis of a (new) subspace decomposition preconditioning technique for a CutFEM discretization of elliptic interface problems and for a CutFEM fictitious domain method. These discretization methods are known in the literature and are typical representatives of the CutFEM methodology. In Reference 5, fictitious domain discretization of a Poisson interface problem is treated, and it is shown that discretization of a Poisson equation using this method yields a stiffness matrix with such a condition number bound. In Reference 6, a similar result is derived for CutFEM applied to a Poisson interface problem. In Reference 7, a condition number bound is derived for CutFEM applied to a Stokes interface problem. These papers do not treat efficient preconditioners for the stiffness matrix.

In Reference 5, fictitious domain discretization of a Poisson interface problem is treated, and it is shown that discretization of a Poisson equation using this method yields a stiffness matrix with such a condition number bound. In Reference 6, a similar result is derived for CutFEM applied to a Poisson interface problem. In Reference 7, a condition number bound is derived for CutFEM applied to a Stokes interface problem. These papers do not treat efficient preconditioners for the stiffness matrix.

In this article, we consider the CutFEM with stabilization. It turns out that this allows an elegant, rather simple and much more general analysis. In particular, the analysis covers two- and three-dimensional problems, arbitrary polynomial degree finite elements and triangulations that are shape regular but not necessarily quasi-uniform. Furthermore, the analysis of this article can also be applied to related CutFEM discretizations such as, for example, the CutFEM fictitious domain method. A preliminary preprint version of this article, in which only the preconditioner for the CutFEM fictitious domain method is treated, is Reference 18.

The article is organized as follows. In Section 2, we describe a CutFEM discretization of elliptic interface problems known from the literature. In Section 3, two related matrix-vector representations of the discrete problem are introduced. In Section 4, several uniform norm equivalences are derived that are used in Section 5 to prove a stable splitting

...
property. Based on this stable splitting we propose (optimal) preconditioners in Section 6. In Section 7, results of numerical experiments with these preconditioners are presented.

2 | CUTFEM FOR INTERFACE PROBLEMS

We recall a class of CutFEM methods known from the literature. On a bounded connected polygonal domain \( \Omega \subset \mathbb{R}^d \), with \( d = 2, 3 \), we consider the following standard model problem for scalar elliptic interface problems:

\[
-\text{div}(\alpha \nabla u) = f \quad \text{in} \quad \Omega_i, \quad i = 1, 2,
\]

\[
\left[ -\alpha \nabla u \right] \cdot n_I = 0, \quad \left[ u \right] = 0 \quad \text{on} \quad \Gamma,
\]

\[
u = 0 \quad \text{on} \quad \partial \Omega.
\]

(1)

Here, \( f \in L^2(\Omega) \) is a given source term, \( \Omega_1 \cup \Omega_2 = \Omega \) a non-overlapping partitioning of the domain, \( \Gamma = \partial \Omega_1 \cap \partial \Omega_2 \) is the interface, \( \left[ \cdot \right] \) denotes the usual jump operator across \( \Gamma \) and \( n_I \) denotes the unit normal at \( \Gamma \) pointing from \( \Omega_1 \) into \( \Omega_2 \).

The weak formulation of the problem (1) is as follows: determine \( u \in H^1_0(\Omega) \) such that

\[
(a \nabla u, \nabla v)_\Omega = (f, v)_\Omega \quad \text{for all} \quad v \in H^1_0(\Omega).
\]

(2)

Here and in the remainder, \( (\cdot, \cdot)_\Omega \) denotes the \( L^2 \) scalar product on \( \Omega \). We assume that for discretization a family of shape regular simplicial triangulations \( \{ \mathcal{T}_h \}_{h>0} \) of \( \Omega \) is used which are not fitted to \( \Gamma \). Let \( \mathcal{T}_h \) denote a simplicial triangulation of \( \Omega \) and \( V_h \) the corresponding standard finite element space of continuous piecewise polynomials up to degree \( k \) that have zero values on \( \partial \Omega \). Note that in order to simplify the notation the polynomial degree \( k \) is not made explicit in the notation \( V_h \).

The set of all simplices that are cut by the interface \( \Gamma \) is denoted by \( \mathcal{T}_h^\Gamma \) and the domain formed by these simplices is denoted by \( \Omega_h^\Gamma \). The domain formed by all simplices with non-zero intersection with \( \Omega \) ("extended subdomain") is denoted by \( \Omega_h^{Gx} \), \( i = 1, 2 \). Note that \( \Omega_h^\Gamma \subset \Omega_h^{Gx} \) holds. In the CutFEM one uses pairs of finite element functions \( u_h := (u_{1,h}, u_{2,h}) \in V_{1,h} \times V_{2,h} \) with

\[
V_{1,h} := \{ (v_h)|_{\Omega_h^{Gx}} \mid v_h \in V_h \}.
\]

Based on this space we formulate a discretization of (1) using the Nitsche technique: determine \( u_h = (u_{1,h}, u_{2,h}) \in V_{1,h} \times V_{2,h} \) such that

\[
A_h(u_h, v_h) := a_h(u_h, v_h) + N_h(u_h, v_h) + G_h(u_h, v_h) = (f, v_h)_\Omega,
\]

(3)

for all \( v_h = (v_{1,h}, v_{2,h}) \in V_{1,h} \times V_{2,h} \), with the bilinear forms

\[
a_h(u_h, v_h) := \sum_{i=1}^{2} (a_i \nabla u_{i,h}, \nabla v_{i,h})_{\Omega_i},
\]

\[
N_h(u_h, v_h) := N^c_h(u_h, v_h) + N^G_h(u_h, v_h) + N^n_h(u_h, v_h),
\]

\[
N^c_h(u_h, v_h) := (\{ -\alpha \nabla v_h \}) \cdot n_I, \quad \left[ u_h \right]_I, \quad N^n_h(u_h, v_h) := \alpha \left[ h^{-1} u_h \right] \cdot n_I,
\]

\[
G_h(u_h, v_h) := \beta \sum_{i=1}^{2} \sum_{f \in \mathcal{T}_h^\Gamma} \sum_{k=1}^{2^{\ell-1}} \int_F h^{2^{\ell-1}} (\left[ \partial_{n} u_h \right] \cdot \left[ \partial_{n} v_h \right]),
\]

Here \( F_{i,j} \) is a suitable subset of faces in \( \Omega_h^{\Gamma} \). Furthermore, \( \alpha \) is a certain averaging of \( a_1 \) and \( a_2 \), depending on the choice of \( \{ \cdot \} \). The jump of the finite element function \( u_h \) across \( \Gamma \) is given by \( \left[ u_h \right] = (u_{1,h} - u_{2,h})_I \). For the averaging operator \( \{ \cdot \} \) there are different possibilities, compare References 19-21 or the overview in Reference 14. For the case of linear finite elements optimal discretization error bounds for this method are derived in Reference 19. For the higher order case, but without the ghost-penalty term \( G_h(\cdot, \cdot) \), optimal discretization error bounds are derived in References 21 and 22. These analyzes can be extended to the case with the ghost-penalty stabilization.
that the idea is the introduction of a (level set function based) parametric mapping. In that approach one assumes that the interface is represented as the zero level of a level set function. The fundamental transformation renders the finite element spaces into isoparametric finite element spaces. The mapping $\Theta_h$ and corresponding quadrature rules are implemented in the add-on library ngsxfem\textsuperscript{26} to Netgen/NGSolve.\textsuperscript{27} The isoparametric Nitsche unfitted FEM is a transformed version of the original Nitsche unfitted FE discretization\textsuperscript{19} with respect to the interface approximation $\Gamma_h = \Theta_h(\Gamma^{\text{lin}})$, where $\Gamma^{\text{lin}}$ is the zero level of a piecewise linear interpolation of a sufficiently accurate higher order finite element approximation of the level set function $\phi$. In the isoparametric approach one uses the spaces $V_{1,h} = \{ v_h \circ \Theta^{-1} \mid v_h \in V_{1,\text{lin}} \}$, $i = 1, 2$. For further explanation of this method and its discretization error analysis we refer to References \textsuperscript{21} and \textsuperscript{22}. We will not consider this “perturbation” due to the isoparametric transformation because it makes the presentation of the analysis below less transparent. We restrict to the method with exact geometry approximation as defined in (3) since this “geometric error” does not play an essential role with respect to the spectral accuracy of the preconditioner introduced in this article.

It turns out that the preconditioner that we treat in this article can easily be modified for application to a CutFEM applied in a fictitious domain approach. To explain this more precisely, we describe in the remark below a Nitsche fictitious domain discretization known from the literature. The corresponding preconditioner for this problem is discussed in Remark 8.

Remark 1. The cut simplices $T \cap \Omega_i$ and the interface segments $T \cap \Gamma$ can have fairly general geometric shapes. This makes it difficult to develop an efficient quadrature for the computation of integrals over $T \cap \Omega_i$ or $T \cap \Gamma$. For linear finite elements ($k = 1$) one usually replaces $\Gamma$ by a suitable piecewise linear approximation $\Gamma_h$, which then results in simple geometric shapes. For higher order finite elements the isoparametric approach introduced in Reference \textsuperscript{25} can be used. In that approach one assumes that the interface is represented as the zero level of a level set function. The fundamental idea is the introduction of a (level set function based) parametric mapping $\Theta_h$ of the underlying mesh from a geometrical reference configuration to a final configuration, compare Figure 1. We refer to Reference \textsuperscript{25} for the definition of $\Theta_h$. The discretization approach consists of two steps. First, a (higher order) finite element space is considered with respect to the reference configuration. Then the transformation $\Theta_h$ is applied to this space and to the geometries in the variational formulation, resulting in a new unfitted finite element discretization with an accurate treatment of the geometry. The mapping renders the finite element spaces into isoparametric finite element spaces. The mapping $\Theta_h$ and corresponding quadrature rules are implemented in the add-on library ngsxfem\textsuperscript{26} to Netgen/NGSolve.\textsuperscript{27} The isoparametric Nitsche unfitted FEM is a transformed version of the original Nitsche unfitted FE discretization\textsuperscript{19} with respect to the interface approximation $\Gamma_h = \Theta_h(\Gamma^{\text{lin}})$, where $\Gamma^{\text{lin}}$ is the zero level of a piecewise linear interpolation of a sufficiently accurate higher order finite element approximation of the level set function $\phi$. In the isoparametric approach one uses the spaces $V_{1,h} = \{ v_h \circ \Theta^{-1} \mid v_h \in V_{1,\text{lin}} \}$, $i = 1, 2$. For further explanation of this method and its discretization error analysis we refer to References \textsuperscript{21} and \textsuperscript{22}. We will not consider this “perturbation” due to the isoparametric transformation because it makes the presentation of the analysis below less transparent. We restrict to the method with exact geometry approximation as defined in (3) since this “geometric error” does not play an essential role with respect to the spectral accuracy of the preconditioner introduced in this article.

Remark 2. Instead of the interface problem (1) we consider the Poisson equation

\[ -\Delta u = f \quad \text{in } \Omega_1, \]
\[ u = g \quad \text{on } \Gamma = \partial \Omega_1. \]  \hspace{1cm} (4)

For discretization we apply a fictitious domain method known from the literature:\textsuperscript{5,17} determine $u_h \in V_{h}^{\text{FD}} := V_{1,h}$ such that

\[ A_h^{\text{FD}}(u_h, v_h) = (f, v_h)_\Omega - (g, \mathbf{n}_T \cdot \nabla v_h)_T + \gamma (h^{-1} g, v_h)_T \quad \text{for all } v_h \in V_{h}^{\text{FD}}, \]  \hspace{1cm} (5)

where the bilinear form is defined by

\begin{align*}
A_h^{\text{FD}}(u, v) := (\nabla u, \nabla v)_\Omega - (\mathbf{n}_T \cdot \nabla u, v)_T - (u, \mathbf{n}_T \cdot \nabla v)_T + \gamma (h^{-1} u, v)_T \\
+ \beta \sum_{F \in T} \sum_{F \in T} h_F^{2l-1} \left( \| \partial_{n_F}^l u \|_F, \| \partial_{n_F}^l v \|_F \right)_F.
\end{align*}

\hspace{1cm} (6)
Here the Nitsche method is used to satisfy (approximately) the boundary condition \( u = g \) on \( \Gamma \), whereas for the interface problem the Nitsche method is used to enforce the interface condition \( \|u\| = 0 \) on \( \Gamma \). The discretization of the interface problem can be seen as a fictitious domain discretization “from both sides” \( \Omega_i, i = 1, 2 \), with a coupling condition \( u_1|_\Gamma = u_2|_\Gamma \) on \( \Gamma \).

### 3 DISCRETE PROBLEMS IN MATRIX VECTOR FORMULATION

In this section, we introduce two matrix vector formulations of the discretization (3). The reason why we use two formulations is the following. The space \( V_{1,h} \times V_{2,h} \) used in (3) is a natural one from the point of view of discretization. This space, however, does not have an obvious splitting that is useful for the development of an efficient preconditioner. Below we introduce another space that is the product of the standard global space \( V_h \) and a “local” space that contains (possibly discontinuous) functions with supports only on \( \Omega_h^\Gamma \). As we will show, this other space has an obvious stable splitting which then implies an efficient preconditioner. These two spaces result in two different matrix-vector representations of the discretization. The relation between these two is discussed in Remark 3.

We introduce the (closed) subdomains formed by all simplices that are completely contained in \( \Omega_h \), that is, \( \Omega_{i,h}^\Gamma := \cup \{ T \in T_h \mid T \subset \Omega_h \} \). Note that \( \Omega_{i,h}^\Gamma \cap \text{int}(\Omega_{j,h}^\Gamma) = \emptyset \) and \( \Omega_{i,h}^\Gamma \cup \Omega_{j,h}^\Gamma = \Omega_h^\Gamma \). The finite element nodal basis functions of \( V_h \) are denoted by \( \phi_j, j \in I_h \), for a suitable index set \( I_h \). The finite element nodes that are in \( \Omega_{i,h}^\Gamma \) are labeled by \( j \in I_i \subset I_h, i = 1, 2 \). Let \( I^1 \subset I_h \) be the subset of labels corresponding to finite element nodes in \( \Omega_h^1 \) and \( I^1 := \{ j \in I^1 : \text{node } j \text{ is not in } \Omega_i \} \), \( i = 1, 2 \), compare Figure 2. To simplify the presentation, we assume that there are no nodes on \( \partial \Omega_h \). Note that \( I^1 = I^1 \cup I^2 \) and \( I_0 = (I_1 \setminus I^1) \cup (I_2 \setminus I^2) \) form disjoint partitions. For finite element nodes \( j \in I^1 \) we denote the cut basis functions by \( \phi^1_j := \phi_j|_{\Omega_h^1} \). Note that these cut basis functions may be discontinuous across element faces contained in \( \partial \Omega_h^1 \) but are smooth inside all elements. Hence, for \( k \geq 2 \) and interior nodes (i.e., nodes strictly inside an element \( T \)) we have \( \phi^1_j = \phi_j \). A natural basis of the finite element space \( V_{1,h} \times V_{2,h} \) is given by

\[
\left\{ \phi_j \right\}_{j \in I_0} \cup \left\{ \phi^1_j \right\}_{j \in I^1} \times \left\{ \phi_j \right\}_{j \in I_2}.
\]

Using this basis one obtains a matrix-vector representation of (3) that is denoted by \( Ax = b \). For preconditioning it is convenient to use another representation of the discrete solution, namely as a suitable global finite element function in the space \( V_h \) that is corrected using a finite element function with support only on \( \Omega_h^\Gamma \). This representation is more in the spirit of the extended finite element method.

More precisely, we introduce the local spaces \( V^i := \text{span} \left\{ \phi^i_j \right\}_{j \in I^i} \), \( i = 1, 2 \), and the product space \( V_h \times V_h^\Gamma \) with

\[
V_h := \text{span} \left\{ \phi_j \right\}_{j \in I_0}, \quad V_h^\Gamma := V_1 \oplus V_2 = \text{span} \left\{ \phi_j \right\}_{j \in I^1}.
\]

The bases used in (7) and (8) are the same, hence \( V_h \times V_h^\Gamma \simeq V_{1,h} \times V_{2,h} \) holds. We introduce the projections

\[
Q_i : V_h^\Gamma \to V_i^\Gamma, \quad \phi^i : = \sum_{j \in I^i} \beta_j \phi^i_j \implies Q_i \phi^i = \sum_{j \in I^i} \beta_j \phi^i_j, \quad i = 1, 2.
\]

With the compact notation \( u_h = (u_0, u^\Gamma)^T \in V_h \times V_h^\Gamma \), a useful isomorphism \( L : V_h \times V_h^\Gamma \to V_{1,h} \times V_{2,h} \) is given by

\[
L u_h = L \begin{pmatrix} u_0 \\ u^\Gamma \end{pmatrix} := \begin{pmatrix} u_0|_{\Omega_h^1} + Q_1 u^\Gamma \\ u_0|_{\Omega_h^2} + Q_2 u^\Gamma \end{pmatrix} := \begin{pmatrix} u_{1,h} \\ u_{2,h} \end{pmatrix},
\]

compare Figure 3, or in basis notation

\[
L \begin{pmatrix} \sum_{j \in I_0} \alpha_j \phi_j \\ \sum_{j \in I^1} \alpha_j \phi^1_j \end{pmatrix} = \begin{pmatrix} \sum_{j \in I_0 \setminus I_1} \alpha_j \phi_j + \sum_{j \in I^1} (\alpha_j + \beta_j) \phi^1_j \\ \sum_{j \in I_0 \setminus I_2} \alpha_j \phi_j + \sum_{j \in I^2} (\alpha_j + \beta_j) \phi^2_j \end{pmatrix}.
\]
FIGURE 2  Sketch of interface $\Gamma$ and (part of) triangulation $T_h$ of $\Omega_h$ with interface nodes $I^1_\Gamma$ (blue circles) and $I^2_\Gamma$ (red rectangles). All rectangular nodes form the set $I_1 \setminus I^1_\Gamma$, all circular nodes form the set $I_2 \setminus I^2_\Gamma$.

FIGURE 3  1D illustration of transformation $L(u_0, u^\Gamma) = (u_{1,h}, u_{2,h})^T$.

The discrete problem can be reformulated in the space $V_h \times V^\Gamma_h$ as follows: determine $\hat{u}_h \in V_h \times V^\Gamma_h$ such that

$$\hat{A}_h(\hat{u}_h, \hat{v}_h) := A_h(L\hat{u}_h, L\hat{v}_h) = f(L\hat{v}_h) \quad \forall \hat{v}_h = (v_0, v^\Gamma) \in V_h \times V^\Gamma_h. \quad (11)$$

The corresponding matrix vector problem is denoted by

$$\hat{A}\hat{x} = \hat{b}. \quad (12)$$

In the remainder we introduce and analyze a preconditioner for this discrete problem.

Remark 3. The matrix representation $L$ of the isomorphism (10) is simple, as for the part corresponding to $\phi_j, j \in I_0 \setminus I^\Gamma$ and $\phi^\Gamma_j, j \in I^\Gamma$ it is only a permutation matrix, and for the remaining part ($\phi_j, j \in I^\Gamma$) there are exactly two non-zero entries per column. To understand the latter, consider an index $j \in I^\Gamma_2$. Then also $j \in I_1 \setminus I^1_\Gamma$ and, hence, $L(\phi_j, 0)^T = (\phi_j, \phi^\Gamma_j)^T$. The matrices $A$ and $\hat{A}$ are related by $\hat{A} = L^T A L$. Based on the bilinear form in (3) the stiffness matrix $\hat{A}$ is easily determined based on the relation $\hat{A}_{m,l} = A_h(L\psi_m, L\psi_l), \psi_m, \psi_l \in \{\phi_j\}_{j \in I_0} \cup \{\phi^\Gamma_j\}_{j \in I^\Gamma}$. Solving the linear system (12) approximately
using a preconditioner for $\hat{A}$ results in (an approximation of) the discrete solution $\hat{u}_h$ of (11). We obtain the solution of (3) using $u_h = L\hat{u}_h$.

Remark 4. In case of the fictitious domain discretization (5) of the Poisson problem (4) on $\Omega$, an analogous splitting of the fictitious finite element space $V_{FD}^h$ is given by $V_{FD}^h = V_{h,1}^- \times V_{h,1}^+$ with $V_{1}^- : = \text{span}\{\phi_j\}_{j \in I_1}$. So for $\hat{u}_{1,h} : = (u_{1,h}^-, u_{1,h}^+) \in V_{1}^- \times V_{1}^+$ the corresponding isomorphism has the simple form

\[
L_1 \hat{u}_{1,h} = L_1 \left( \begin{array}{c} u_{1,h}^- \\ u_{1,h}^+ \end{array} \right) = u_{1,h}^- + u_{1,h}^+ =: u_{1,h} \in V_{FD}^h.
\]

(13)

\[
L_1 \left( \sum_{j \in I_1 \setminus I_T} a_j \phi_j \right) = \sum_{j \in I_1 \setminus I_T} a_j \phi_j + \sum_{j \in I_T} \beta_j \phi_j.
\]

(14)

Note that elements from the global space $V_{1}^-$ are zero on $\partial \Omega^{ex}_{1,h}$.

4  
**FUNDAMENTAL NORM EQUIVALENCES**

In this section, preliminary results are presented that are used to derive a new spectral equivalence result for the bilinear form $\hat{A}_h(\cdot, \cdot)$ in the main Theorem 1 below. In that theorem we essentially show that the splitting of the finite element space $V_h \times V_h^T$ into the subspaces $V_h \times \{0\}$ and $\{0\} \times V_h^T$ is stable. Applying standard subspace decomposition results, this means that the block diagonal parts of $\hat{A}$ corresponding to these two subspaces constitute a spectrally equivalent approximation of $\hat{A}$. This then leads to the optimal preconditioners introduced in Section 6. Note that elements from $V_h^T$ have support only on $\Omega_h^T$. Below we derive several norm equivalences on $\Omega_h^T$ needed for deriving the stable splitting property.

For the stability of the subspace splitting we have to analyze the angle in the $\hat{A}_h(\cdot, \cdot)$ scalar product between the two subspaces. It is convenient to replace this scalar product by one with a simpler structure. This can be done based on a norm equivalence result known from the literature.

We use the notation $\sim$ to denote estimates in both directions with constants that are independent of $h$ and of the location of the interface $\Gamma$ in the triangulation. We recall the notation introduced above: for $\hat{u}_h = (u_0, u^T) \in V_h \times V_T^T$ we define $(u_{1,h}, u_{2,h}) : = (u_{0|\Omega^T_{h}}, Q_1 u^T, u_{0|\Omega^T_{h}} + Q_2 u^T) \in V_{1,h} \times V_{2,h}$. From the literature on discretization error analyzes of CutFEM, for example, Reference 17, the following fundamental norm equivalence is known:

\[
\hat{A}_h(\hat{u}_h, \hat{u}_h) \sim \sum_{i=1}^{2} \|\nabla u_{i,h}\|_{\Omega_1}^2 + \|h^{-\frac{1}{2}}(u_{1,h} - u_{2,h})\|_{T}^2
\]

\[
= \sum_{i=1}^{2} \|\nabla (u_0 + Q_i u^T)\|_{\Omega_1}^2 + \|h^{-\frac{1}{2}}(Q_1 u^T - Q_2 u^T)\|_{T}^2,
\]

(15)

for all $\hat{u}_h = (u_0, u^T) \in V_h \times V_T^T$. For this uniform norm equivalence to hold it is essential that a ghost penalty type stabilization is added. We derive preliminaries in the following lemmas. We will use the trace inequality:19

\[
\|v\|_{T^{ext}} \lesssim \left( h^{-\frac{1}{2}}\|v\|_T + h^{-\frac{1}{2}}\|\nabla v\|_T \right), \quad v \in H^{1}(T).
\]

(16)

For a subdomain $\omega \subset \Omega$ we use the notation $V_h(\omega) : = \{v_h|_\omega \mid v_h \in V_h\}$. The result in the next lemma gives a useful uniform norm equivalence for finite element functions restricted to the local interface strip $\Omega^{\Gamma}_h$.

**Lemma 1.** The following uniform norm equivalence holds:

\[
\|h^{-1}v_h\|_{\Omega_1}^2 \sim \|h^{-\frac{1}{2}}v_h\|_{T}^2 + \|\nabla v_h\|_{\Omega_1}^2, \quad \text{for all } v_h \in V_h(\Omega^{\Gamma}_h).
\]

(17)

**Proof.** Using (16) we get

\[
\|h^{-\frac{1}{2}}v_h\|_{T}^2 = \sum_{T \subset \Omega^{\Gamma}_h} h^{-1}\|v_h\|_{T}^2 \lesssim \|h^{-1}v_h\|_{\Omega_1}^2 + \|\nabla v_h\|_{\Omega_1}^2.
\]
Combining this with a standard finite element inverse inequality yields

$$
\|H^{-1/2}v_h\|^2_1 + \|\nabla v_h\|^2_{\Omega_h} \lesssim \|h^{-1}v_h\|^2_{\Omega_h},
$$

that is, a uniform estimate in one direction in (17). We now derive the estimate in the other direction. We introduce, for \(T \in \mathcal{T}^h\), the subdomain consisting of all simplices in \(\mathcal{T}^h\) that have at least a common vertex with \(T\), that is, \(\omega_T := \{ \tilde{T} \in \mathcal{T}^h \mid \tilde{T} \cap T \neq \emptyset \}\). Note that due to shape regularity we have \(h_{\tilde{T}} \sim h_T\) for \(T \in \omega_T\) and \(\text{diam}(\omega_T) \sim h_T\).

Take \(T \in \mathcal{T}_h^\Gamma\), \(v_h \in V_h(\Omega_h^T)\). The area \(|T \cap \Gamma|\) can be arbitrary small (“small cuts”), but it follows from Reference 28 (Proposition 4.2) that there is an element \(\tilde{T} \in \omega_T\) such that \(|\tilde{T} \cap \Gamma| \geq c_0 h_{\tilde{T}}^{d-1}\), with a constant \(c_0 > 0\) that depends only on shape regularity of \(\mathcal{T}^h\) and on smoothness of \(\Gamma\). Take such a \(\tilde{T} \in \omega_T\). Take a fixed \(\xi \in \Gamma \cap \tilde{T}\) such that \(|v_h(\xi)| = \max_{x \in \tilde{T} \cap \Gamma} |v_h(x)| =: \|v_h\|_{\infty, \tilde{T} \cap \Gamma}\). Take \(x \in T\) and let \(S\) be a smooth shortest curve in \(\omega_T\) that connects \(x\) and \(\xi\). Due to shape regularity we have \(|S| \lesssim h_T\), independent of \(x\). This yields

$$
v_h(x) = v_h(\xi) + \int_S \frac{\partial v_h}{\partial s} \, ds,
$$

with \(s\) the arclength parametrization of \(S\). Hence,

$$
v_h(x)^2 \leq 2v_h(\xi)^2 + 2S^2 \|\nabla v_h\|^2_{\infty, \tilde{T} \cap \Gamma}.
$$

Using integration over \(T\), \(|T| \sim h_T^d\) and the standard FE norm estimate \(\|\nabla v_h\|^2_{\infty, \tilde{T} \cap \Gamma} \lesssim h_T^{-d} \|v_h\|^2_{\omega_T}\), we get

$$
h_T^{-2} \|v_h\|^2_\Gamma \lesssim h_T^{-d} \|v_h\|^2_{\omega_T} + \|\nabla v_h\|^2_{\infty, \tilde{T} \cap \Gamma}.
$$

Using \(|\tilde{T} \cap \Gamma| \geq c_0 h_{\tilde{T}}^{d-1}\) we get

$$
\|v_h\|^2_{\omega_T} \lesssim h_T^{-d} \|v_h\|^2_{\tilde{T} \cap \Gamma},
$$

and combining this with the result (18) and \(h_{\tilde{T}} \sim h_T\) yields

$$
h_T^{-2} \|v_h\|^2_\Gamma \lesssim h_T^{-d} \|v_h\|^2_{\tilde{T} \cap \Gamma} + \|\nabla v_h\|^2_{\infty, \tilde{T} \cap \Gamma}.
$$

Summing over \(T \in \mathcal{T}_h^\Gamma\) completes the proof.

**Remark 5.** Results similar to (17) are known in the literature. For example, in the papers,29,30 for the case of a quasi-uniform triangulation the following uniform estimate is derived:

$$
\|v_h\|^2_{\Omega_h^T} \lesssim h^\frac{1}{3} \|v_h\|_1 + h^n \|n \cdot \nabla v_h\|_{\Omega_h^T}.
$$

Note that due to the quasi-uniformity assumption we have a simpler scaling with the global mesh parameter \(h\) and that in (19) we have the normal derivative term \(\|n \cdot \nabla v_h\|_{\Omega_h^T}\), with \(n\) the normal on \(\Gamma\) (constantly extended in the neighborhood \(\Omega_h^T\)) instead of the full derivative term \(\|\nabla v_h\|_{\Omega_h^T}\). The proofs of (19) in References 29 and 30 are much more involved than the simple proof of Lemma 1 above. This is due to the fact that in the bound in (19) only the normal derivative occurs.

A second norm equivalence is derived in the following lemma. For this we note that \(\partial \Omega_h^T\) is the union of two disjoint parts, namely \(\partial \Omega_h^\Gamma \cap \Omega_h^\Gamma\) and \(\partial \Omega_h^\Gamma \cap \Omega_h^\Gamma\). We show that for finite element functions \(v_h\) that are zero on one of these two boundary parts the norms \(\|\nabla v_h\|_{\Omega_h^T}\) and \(\|h^{-1}v_h\|_{\Omega_h^T}\) are uniformly equivalent.

**Lemma 2.** The uniform norm equivalence

$$
\|h^{-1}v_h\|_{\Omega_h^T} \sim \|\nabla v_h\|_{\Omega_h^T},
$$

holds for all \(v_h \in V_h(\Omega_h^T)\) with \(v_h|_{\partial \Omega_h^\Gamma \cap \Omega_h^\Gamma} = 0\) or \(v_h|_{\partial \Omega_h^\Gamma \cap \Omega_h^\Gamma} = 0\).
Proof. Take \( v_h \in V_h(\Omega_h^T) \). The estimate in the one direction directly follows from a standard finite element inverse inequality. Assume that \( v_h|_{\Omega_h^T \cap \Omega_{1,h}^-} = 0 \) or \( v_h|_{\Omega_h^T \cap \Omega_{2,h}^-} = 0 \) and take \( T \in T_h^T \). By construction \( T \) has at least one vertex on \( \Omega_h^T \cap \Omega_{1,h}^- \) and at least one vertex on \( \partial \Omega_h^T \cap \Omega_{2,h}^- \). Hence, there is vertex of \( T \), denoted by \( x_1 \), at which \( v_h(x_1) = 0 \) holds. Let \( \hat{T} \) be the unit simplex and \( F : \hat{T} \rightarrow T \) the affine transformation with \( F(0) = x_1 \). Define \( Z := \{ p \in P_h \mid p(0) = 0 \} \) and note that \( p \rightarrow \|p\|_{\hat{T}} \) and \( p \rightarrow \|\nabla p\|_{\hat{T}} \) define equivalent norms on \( Z \). Due to \( \hat{v}_h := v_h \circ F \in Z \) and this norm equivalence we obtain

\[
\|v_h\|_{\Omega_h^T}^2 = |T|\|\hat{v}_h\|_{\hat{T}}^2 \lesssim |T|\|\nabla \hat{v}_h\|_{\hat{T}}^2 \lesssim h_T^2\|\nabla v_h\|_{\Omega_h^T}^2,
\]

and thus

\[
\|h^{-1}v_h\|_{\Omega_h^T}^2 = \sum_{T \in T_h^T} h_T^{-2}\|v_h\|_{\Omega_h^T}^2 \lesssim \sum_{T \in T_h^T} \|\nabla v_h\|_{\Omega_h^T}^2 = \|\nabla v_h\|_{\Omega_h^T}^2,
\]

which is this estimate in the other direction. \( \square \)

Note that for \( v_i^f \in V_i^f \) we have \( v_i^f|_{\Omega_h^T \cap \Omega_{1,h}^-} = 0 \). Thus we obtain the following corollary.

**Corollary 1.** The following uniform norm equivalence holds

\[
\|h^{-1}v_i^f\|_{\Omega_i^f} \sim \|\nabla v_i^f\|_{\Omega_i^f} \quad \text{for all } v_i^f \in V_i^f, \ i = 1, 2.
\]

Besides this norm equivalence result for finite element functions from the local correction spaces \( v_i^f \in V_i^f, \ i = 1, 2 \), there also holds a strengthened Cauchy–Schwarz inequality for the two spaces \( V_i^f, \ i = 1, 2 \). This is shown in Lemma 4. For the proof of that lemma it is convenient to use the following elementary estimate.

**Lemma 3.** Let \( M \in \mathbb{R}^{m \times m} \) be symmetric positive definite and \( \kappa(M) := ||M||_2||M^{-1}||_2 \) the spectral condition number. For all \( x, y \in \mathbb{R}^m \) with \( \langle x, y \rangle = x^T y = 0 \) the following holds:

\[
|\langle Mx, y \rangle| \leq \left( 1 - \frac{1}{\kappa(M)} \right) \langle Mx, x \rangle^{1/2} \langle My, y \rangle^{1/2}.
\]

**Proof.** Let \( MV = V \Lambda \), with \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m), 0 < \lambda_1 \leq \cdots \leq \lambda_m, V^TV = I \) be the orthogonal eigenvector decomposition of \( M \). Take \( x, y \in \mathbb{R}^m \) with \( \langle x, y \rangle = 0 \) and define \( \hat{x} := V^Tx, \hat{y} = V^Ty \). This yields \( \langle \hat{x}, \hat{y} \rangle = 0 \), that is, \( \hat{x}_i \hat{y}_i = -\sum_{i=2}^m \hat{x}_i \hat{y}_i \). Using this we obtain

\[
|\langle Mx, y \rangle| = |\langle \Lambda \hat{x}, \hat{y} \rangle| = \left| \sum_{i=1}^m \lambda_i \hat{x}_i \hat{y}_i \right| \leq \left| \sum_{i=2}^m \lambda_i \hat{x}_i \hat{y}_i \right| \leq \sum_{i=2}^m \lambda_i \langle \hat{x}_i \hat{x}_i \rangle^{1/2} \langle \hat{y}_i \hat{y}_i \rangle^{1/2} \leq \left( 1 - \frac{1}{\kappa(M)} \right) \langle Mx, x \rangle^{1/2} \langle My, y \rangle^{1/2},
\]

which proves the result. \( \square \)

Using this we obtain the following uniform strengthened Cauchy–Schwarz inequality and a corresponding norm equivalence.
Lemma 4. Let $\hat{M} \in \mathbb{R}^{m \times m}$, $m := \left(\frac{d + k}{k}\right)$, be the element mass matrix of $V_h$ on the reference unit simplex $\hat{T} \subset \mathbb{R}^d$. For $T \in T_h^\Gamma$ the estimate

$$ |(v_1^T, v_2^T)_T| \leq \left(1 - \frac{1}{\kappa(\hat{M})}\right) \|v_1^T\|_T \|v_2^T\|_T \quad \text{for all } v_i^T \in V_i^T, \quad i = 1, 2, \quad (22) $$

holds. Furthermore, the uniform norm equivalence

$$ \|h^{-1}(v_1^T + v_2^T)\|_{\Omega_h^\Gamma} \sim \|h^{-1}v_1^T\|_{\Omega_h^\Gamma} + \|h^{-1}v_2^T\|_{\Omega_h^\Gamma}, \quad v_i^T \in V_i^T, \quad i = 1, 2, \quad (23) $$

holds, with constants $1$ and $\kappa(\hat{M})^{-\frac{1}{2}}$ in $\sim$.

**Proof.** Take $T \in T_h^\Gamma$, $v_i^T \in V_i^T$, $i = 1, 2$. On $T$ we introduce a local numbering of the element nodal basis functions and choose an ordering such that

$$ (v_1^T)_T = \sum_{j=1}^{m_0} \beta_j \phi_j|_T, \quad (v_2^T)_T = \sum_{j=m_0+1}^{m} \gamma_j \phi_j|_T. $$

The corresponding coefficient vectors are

$$ \beta = (\beta_1, \ldots, \beta_{m_0}, 0, \ldots, 0)^T, \quad \gamma = (0, \ldots, 0, \gamma_{m_0+1}, \ldots, \gamma_m)^T. $$

Note that $\langle \beta, \gamma \rangle = 0$ holds. Let $M \in \mathbb{R}^{m \times m}$, $M_{ij} = \langle \phi_i, \phi_j\rangle_T$, be the element mass matrix. Note that $\kappa(M) = \kappa(\hat{M})$ holds. Thus we obtain, using Lemma 3:

$$ |(v_1^T, v_2^T)_T| = |\langle M\beta, \gamma \rangle| \leq \left(1 - \frac{1}{\kappa(M)}\right) \langle M\beta, \beta \rangle^\frac{1}{2} \langle M\gamma, \gamma \rangle^\frac{1}{2} $$

$$ = \left(1 - \frac{1}{\kappa(\hat{M})}\right) \|v_1^T\|_T \|v_2^T\|_T, $$

which yields the result (22). Multiplying by $h_T^{-2}$ and summing over $T \in T_h^\Gamma$ we get

$$ \|h^{-1}v_1^T\|_{\Omega_h^\Gamma} \sim \|h^{-1}v_2^T\|_{\Omega_h^\Gamma}. $$

This implies

$$ \|h^{-1}(v_1^T + v_2^T)\|^2_{\Omega_h^\Gamma} \geq \frac{1}{\kappa(\hat{M})} \left(\|h^{-1}v_1^T\|^2_{\Omega_h^\Gamma} + \|h^{-1}v_2^T\|^2_{\Omega_h^\Gamma}\right), $$

which yields the estimate (23) in one direction with constant $\kappa(\hat{M})^{-\frac{1}{2}}$. The estimate in the other direction follows from the triangle inequality.

5 | STABLE SUBSPACE SPLITTING

Based on results from the previous section we now derive a stable splitting result which essentially states that the angles (in the energy scalar product) between the subspaces $V_h$, $V^F$ in $V_h \times V^F$ are uniformly bounded away from zero. Based on classical theory compare References 31 and 32 this then immediately leads to optimal block-Jacobi type preconditioners. We recall three norm equivalences from the previous section that we need to derive the stable splitting property, namely the ones in (17), (21), and (23):

$$ \|h^{-1}v_h\|^2_{\Omega_h^\Gamma} \sim \|h^{-\frac{1}{2}}v_h\|^2_{1,T} + \|\nabla v_h\|^2_{\Omega_h^\Gamma} \quad \text{for all } v_h \in V_h(\Omega_h^\Gamma), \quad (24) $$

$$ \|h^{-1}v_i^T\|_{\Omega_h^\Gamma} \sim \|\nabla v_i^T\|_{\Omega_h^\Gamma} \quad \text{for all } v_i^T \in V_i^T, \quad i = 1, 2, \quad (25) $$

$$ \|h^{-1}(v_1^T + v_2^T)\|_{\Omega_h^\Gamma} \sim \|h^{-1}v_1^T\|_{\Omega_h^\Gamma} + \|h^{-1}v_2^T\|_{\Omega_h^\Gamma} \quad \text{for all } v_i^T \in V_i^T, \quad i = 1, 2. \quad (26) $$
On $V_h \times V^T$ we introduce the energy norms

$$\|u_h\|_b^2 := A_h(u_h, u_h),$$

$$\|u_h\|_b^2 := \sum_{i=1}^2 \|\nabla u_{i,h}\|_{T_i}^2 + \|h^{-\frac{1}{2}}(u_{1,h} - u_{2,h})\|_{\Gamma}^2$$

$$= \sum_{i=1}^2 \|\nabla(u_0 + Q_i u^G)\|_{T_i}^2 + \|h^{-\frac{1}{2}}(Q_i u^G - Q_2 u^G)\|_{\Gamma}^2.$$

with notation as in (9). For $\hat{u}_h = (u_0, u^R) \in V_h \times V^T$, projections $P_i$ on the two subspaces are defined by

$$P_0 \hat{u}_h := (u_0, 0), \quad P_1 \hat{u}_h := (0, u^R).$$

**Lemma 5.** The following uniform norm equivalence holds

$$\|(0, u^R)\|_{b} \sim h^{-1} \|u^R\|_{\Omega_h^\Gamma} \quad \text{for all } u^R \in V^T.$$  \hfill (27)

**Proof.** Note that for $u^R = Q_1 u^G + Q_1 u^F$ with $Q_i u^F \in V_i^T$ we have

$$\|(0, u^R)\|_{b}^2 = \sum_{i=1}^2 \|\nabla Q_i u^F\|_{T_i}^2 + \|h^{-\frac{1}{2}}(Q_1 u^G - Q_2 u^F)\|_{\Gamma}^2$$

$$= \frac{1}{2} \|\nabla(Q_1 u^G + Q_2 u^F)\|_{T_i}^2 + \frac{1}{2} \|\nabla(Q_1 u^G - Q_2 u^F)\|_{T_i}^2 + \|h^{-\frac{1}{2}}(Q_1 u^G - Q_2 u^F)\|_{\Gamma}^2$$

$$\sim \frac{1}{2} \|\nabla(Q_1 u^G + Q_2 u^F)\|_{T_i}^2 + \|h^{-\frac{1}{2}}(Q_1 u^G - Q_2 u^F)\|_{\Gamma}^2$$

$$\sim \|\nabla(Q_1 u^G + Q_2 u^F)\|_{T_i}^2 + \sum_{i=1}^2 \|\nabla Q_i u^F\|_{T_i}^2 \sim \sum_{i=1}^2 \|\nabla Q_i u^F\|_{T_i}^2.$$

Hence the result (27) holds. \hfill \blacksquare

**Theorem 1.** The following uniform norm equivalences hold:

$$\|u_h\|_b^2 \sim \|P_0 u_h\|_b^2 + \|P_1 u_h\|_b^2,$$  \hfill (28)

$$\|\hat{u}_h\|_b^2 \sim \|P_0 \hat{u}_h\|_b^2 + \|P_1 \hat{u}_h\|_b^2.$$  \hfill (29)

**Proof.** The result in (29) is a direct consequence of (28) and (15). We prove the result (28) as follows:

$$\|\hat{u}_h\|_b^2 = \sum_{i=1}^2 \|\nabla(u_0 + Q_i u^F)\|_{T_i}^2 + \|h^{-\frac{1}{2}}(Q_1 u^G - Q_2 u^F)\|_{\Gamma}^2$$

$$= \sum_{i=1}^2 \|\nabla u_0\|_{T_i}^2 + \frac{1}{2} \|\nabla(2u_0 + Q_1 u^G + Q_2 u^F)\|_{T_i}^2 + \frac{1}{2} \|\nabla(Q_1 u^G - Q_2 u^F)\|_{T_i}^2$$

$$\sim \sum_{i=1}^2 \|\nabla u_0\|_{T_i}^2 + \|\nabla(2u_0 + Q_1 u^G + Q_2 u^F)\|_{T_i}^2 + \|h^{-1}(Q_1 u^G - Q_2 u^F)\|_{\Gamma}^2$$

$$\sim \sum_{i=1}^2 \|\nabla u_0\|_{T_i}^2 + \|\nabla u_0 + \frac{1}{2} \nabla(Q_1 u^G + Q_2 u^F)\|_{T_i}^2 + \sum_{i=1}^2 \|\nabla Q_i u^F\|_{T_i}^2.$$
which yields the stable subspaces splitting result for the fictitious domain method. We define corresponding projections into the parts corresponding to $u$. This will be analyzed in future work.

Remark 6. With similar arguments as in the proof of Theorem 1 one can show that the norm equivalence

$$\|\tilde{u}_h\|_{a,\Omega_h}^2 \sim \|(u_0, 0)\|_{a}^2 + \|(0, Q_1 u^\Gamma)\|_{a}^2 + \|(0, Q_2 u^\Gamma)\|_{a}^2,$$

holds. Hence, also the splitting of $V_h \times V^\Gamma = V_h \times V_1^\Gamma \times V_2^\Gamma$ in the subspaces $V_1, V_1^\Gamma$ and $V_2^\Gamma$ is stable. However, concerning preconditioning this does not yield significant advantages compared to the stable splitting of $V_h \times V^\Gamma$ in the subspaces $V_h$ and $V^\Gamma$.

Remark 7. The constants in $\sim$ in (28)–(29) will depend on the jump in the diffusion coefficient $\alpha$ across the interface. Therefore, the preconditioners proposed in the next section are not expected to be robust with respect to large jumps in this coefficient. We expect that robustness can be obtained using suitable scalings in (28)–(29) that depend on the diffusion coefficient. This will be analyzed in future work.

A stable subspace splitting result similar to (28) also holds for the fictitious domain bilinear form with subspaces $V_1^\Gamma$ and $V_2^\Gamma$, compare Remarks 2 and 4. On $V_1^\Gamma \times V_1^\Gamma$ we define the energy norms

$$\|\tilde{u}_{1,h}\|_{a,\Omega_h}^2 := A_{h,\Omega_h}^F(L_{1,h}\tilde{u}_{1,h}, L_{1,h}\tilde{u}_{1,h}),$$

$$\|\tilde{u}_{1,h}\|_{b,\Omega_h}^2 := \|\nabla u_{1,h}\|_{\Omega_h}^2 + \gamma h^{-1} u_{1,h}\|_{\Gamma}^2$$

$$= \|\nabla(u_1^- + u_1^\Gamma)\|_{\Omega_h}^2 + \gamma h^{-1} (u_1^- + u_1^\Gamma)\|_{\Gamma}^2,$$

with notation as in (13). From the literature\(^5,17\) we have (for $\gamma$ sufficiently large) the uniform norm equivalence

$$A_{h,\Omega_h}^F(u_{1,h}, u_{1,h}) \sim \|\tilde{u}_{1,h}\|_{b,\Omega_h}^2 \quad \text{for all } u_{1,h} \in V_h^{\Gamma}.$$  \hspace{1cm} (30)

Along the same lines as in the proof of (28) with $u_0$ replaced by $u_1^\Gamma$, $Q_1 u^\Gamma$ replaced by $u_1^\Gamma$ and $u_{2,h} = Q_2 u^\Gamma = 0$ one obtains for $\tilde{u}_{1,h} = (u_1^-, u_1^\Gamma) \in V_1^- \times V_1^\Gamma$ the uniform norm equivalence $\|\tilde{u}_{1,h}\|_{b,\Omega_h}^2 \sim \|(u_1^-, 0)\|_{b,\Omega_h}^2 + \|(0, u_1^\Gamma)\|_{b,\Omega_h}^2$. Thus we get the uniform norm equivalence

$$\|\tilde{u}_{1,h}\|_{a,\Omega_h}^2 \sim \|(u_1^-, 0)\|_{a,\Omega_h}^2 + \|(0, u_1^\Gamma)\|_{a,\Omega_h}^2.$$ \hspace{1cm} (31)

which yields the stable subspace splitting result for the fictitious domain method.

6 \hspace{1cm} OPTIMAL PRECONDITIONERS

We return to the linear system $\hat{A}\mathbf{x} = \hat{b}$ in (12). We introduce some notation to represent the subspace splitting in matrix-vector format. The coefficient vector $\mathbf{x}$ that represents the unknown finite element function $\tilde{u}_h = (u_0, u^\Gamma)$ is split into the parts corresponding to $u_0$ and $u^\Gamma$, that is, $\mathbf{x} = (\mathbf{x}_0, \mathbf{x}_1)$ with

$$u_0 = \sum_{j \in I_0} x_{0,j} \phi_j, \quad u^\Gamma = \sum_{j \in I^\Gamma} x_{1,j} \phi_j^\Gamma.$$

We define corresponding projections $P_i$ by $P_0 \mathbf{x} = (\mathbf{x}_0, 0)$, $P_1 \mathbf{x} = (0, \mathbf{x}_1)$. The Galerkin projections on the subspaces are denoted by $\hat{A}_i$, that is, we have the relations

$$\mathbf{x}_i^T \hat{A}_i \mathbf{x}_i = \mathbf{x}_i^T P_i \hat{A} \mathbf{x}_i = \hat{A}_i (P_i \tilde{u}_h, P_i \tilde{u}_h) = \|P_i \tilde{u}_h\|_{a,\Omega}^2, \quad i = 0, 1.$$
Let \( D_A := \text{blockdiag}(\hat{A}_0, \hat{A}_1) \) be the blockdiagonal matrix corresponding to the Galerkin projections on the subspaces. The result (29) in matrix formulation yields that \( D_A \) is spectrally equivalent to \( \hat{A} \):

\[
x^T D_A x = \sum_{i=0}^1 x_i^T \hat{A}_i x_i = \sum_{i=0}^1 x_i^T P_i \hat{A} P_i x = \sum_{i=0}^1 \| P_i \hat{u}_h \|^2_a = \| \hat{u}_h \|^2_a = x^T \hat{A} x.
\]

Hence \( D_A \) is an optimal preconditioner for \( \hat{A} \) in the sense that the spectral condition number \( \lambda_{\text{max}}(D_A^{-1} \hat{A})/\lambda_{\text{min}}(D_A^{-1} \hat{A}) \) is uniformly bounded both with respect to the mesh size \( h \) and the location of \( \Gamma \) in the triangulation. Note that this condition number may depend on the size of the jumps in the diffusion coefficient \( a \), compare Remark 7.

Clearly the preconditioner \( D_A \), which we call the exact preconditioner, is not computationally efficient. We now explain how the diagonal blocks \( \hat{A}_i, i = 0, 1 \), can be replaced by computationally efficient spectrally equivalent approximations, which then yields a computationally efficient optimal preconditioner for \( \hat{A} \).

We first consider the block \( \hat{A}_0 \) that corresponds to the Galerkin projection onto the global \( H^1_0(\Omega) \) conforming finite element space \( V_h \). We have

\[
x_0^T \hat{A}_0 x_0 = \| P_0 \hat{u}_h \|^2_a = \| P_0 \hat{u}_h \|^2_b = \| (u_0, 0) \|^2_b = \sum_{i=1}^2 \| \nabla u_0 \|^2_{\Omega^3} = \| \nabla u_0 \|^2_{\Omega^3}.
\]

It is natural to consider a spectrally equivalent preconditioner, denoted by \( B_0 \), for the interface problem (2) discretized in the standard conforming finite element space \( V_h \), that is, \( B_0 \) satisfies \( x_0^T B_0 x_0 \sim (a \nabla u_0, \nabla u_0)_{\Omega} \), with \( u_0 = \sum_{j \in \mathcal{I}_0} x_0 \phi_j \). An option for such a \( B_0 \) is a multigrid preconditioner. From (32) it follows that \( B_0 \) is then also uniformly spectrally equivalent to \( \hat{A}_0 \), that is, \( B_0 \sim \hat{A}_0 \).

We finally consider computationally efficient optimal preconditioners for the block \( \hat{A}_1 \), which corresponds to the local correction space \( V^\Gamma \).

**Lemma 6.** For \( D_1 := \text{diag}(\hat{A}_1) \) the uniform spectral equivalence

\[ D_1 \sim \hat{A}_1, \]

holds.

**Proof.** From Lemma 5 it follows that \( \hat{A}_1 \) is spectrally equivalent to a mass matrix and it is well-known that the diagonally scaled mass matrix has a uniformly bounded spectral condition number. For completeness we give the details. Recall the relation between \( x_1 = (x_{1,j})_{j \in \mathcal{I}} \) and \( u^\Gamma \) that is given by \( u^\Gamma = \sum_{j \in \mathcal{I}} x_{1,j} \phi_j^\Gamma \). Using Lemma 5 we get

\[
x_1^T \hat{A}_1 x_1 = \| (0, u^\Gamma) \|^2_a \sim \| h^{-1} u^\Gamma \|^2_{\Omega^3}.
\]

For \( T \in \mathcal{T}_h \) we denote by \( N(T) \subset \mathcal{I} \) the subset of indices with corresponding nodes in \( T \). Standard arguments yield that \( \| u^\Gamma \|^2_{\Gamma} \sim |T| \sum_{j \in N(T)} x_{1,j}^2 \) holds. Using this we get

\[
x_1^T \hat{A}_1 x_1 \sim \sum_{T \in \mathcal{T}_h} h_{T}^{-2} |T| \sum_{j \in N(T)} x_{1,j}^2.
\]

For \( j \in \mathcal{I} \) define \( \hat{u}_j := (0, \phi_j^\Gamma) \). Hence, \( (D_1)_{jj} = (\hat{A}_1)_{jj} = \| P_1 \hat{u}_j \|^2_a \) and

\[
x_1^T D_1 x_1 = \sum_{j \in \mathcal{I}} (D_1)_{jj} x_{1,j}^2 = \sum_{j \in \mathcal{I}} \| P_1 \hat{u}_j \|^2_a x_{1,j}^2 \sim \sum_{j \in \mathcal{I}} \| (0, \phi_j^\Gamma) \|^2_{\Omega^3}.
\]

Using Lemma 5 we get \( \| (0, \phi_j^\Gamma) \|^2_{\Omega^3} \sim \| h^{-1} \phi_j^\Gamma \|^2_{\Omega^3} \sim \sum_{\tau \subset \text{supp}(\phi_j^\Gamma)} h_{T}^{-2} |T| \) and thus we get

\[
x_1^T D_1 x_1 \sim \sum_{j \in \mathcal{I}} \sum_{\tau \subset \text{supp}(\phi_j^\Gamma)} h_{T}^{-2} |T| \sim \sum_{\tau \subset \text{supp}(\phi_j^\Gamma)} h_{T}^{-2} |T| \sum_{j \in N(T)} x_{1,j}^2.
\]

Comparing (33) and (34) we obtain the spectral equivalence.
Corollary 2. With $D_1 = \text{diag}(\hat{A}_1)$, the matrix $D_1^{-\frac{1}{2}}\hat{A}_1 D_1^{-\frac{1}{2}}$ has a uniformly bounded spectral condition number. The scaling with $D_1^{-\frac{1}{2}}$ can be deleted if the triangulations $\{T_h^i\}_{h>0}$ are quasi-uniform.

Thus the solves $\hat{A}_1 x_1 = \hat{b}_1$ in the evaluation of the exact preconditioner $D_A$ can be replaced by inexact solves of the scaled system $D_1^{-\frac{1}{2}}\hat{A}_1 D_1^{-\frac{1}{2}}x_1 = D_1^{-\frac{1}{2}}\hat{b}_1$, $x_1 = D_1^{\frac{1}{2}}x_1$, using only a few iterations of a basic iterative method, for example, of a symmetric Gauss–Seidel method. Note that the dimension of the matrix $\hat{A}_1$ is much smaller than the dimension of $\hat{A}_0$. Hence, for optimal efficiency of the preconditioner for $\hat{A}$ one should solve the (scaled) block system $D_1^{-\frac{1}{2}}\hat{A}_1 D_1^{-\frac{1}{2}}x_1 = D_1^{-\frac{1}{2}}\hat{b}_1$, “sufficiently accurate,” in order to avoid that a too poor preconditioning of the $\hat{A}_1$-block becomes the bottleneck.

Remark 8. Based on the stable splitting result (31) the same approach can be applied to derive optimal block Jacobi preconditioners for the fictitious domain problem in 3D. All 2D numerical experiments in Section 7.1 have been performed with NGSolve using the ngxsfem addon.26,27 All 3D numerical experiments in Sections 7.2 and 7.3 have been performed with the DROPS package.35

In this section, we present results of numerical experiments for the Poisson interface problem in 2D and 3D and for the Poisson fictitious domain problem in 3D. All 2D numerical experiments in Section 7.1 have been performed with NGSolve using the ngxsfem addon.26,27 All 3D numerical experiments in Sections 7.2 and 7.3 have been performed with the DROPS package.35

The analysis above leads to the following preconditioners for the linear system in (12) (and its fictious domain analogon). Preconditioners of $\hat{A}$ are denoted by $B_i$, $i = 0, 1$. We define the block Jacobi preconditioners

$$ P_A := D_A = \begin{pmatrix} \hat{A}_0 & 0 \\ 0 & \hat{A}_1 \end{pmatrix}, \quad P_D := \begin{pmatrix} \hat{A}_0 & 0 \\ 0 & \hat{B}_1 \end{pmatrix}, \quad P_B := \begin{pmatrix} \hat{B}_0 & 0 \\ 0 & \hat{B}_1 \end{pmatrix}. $$

For $B_i^{-1}$ we use a multigrid solver applied to $\hat{A}_0$. A more precise specification of this solver is given in the subsections below. For $B_i^{-1}$ we use the symmetric Gauss–Seidel preconditioner (one iteration) applied to $\hat{A}_i$. In the following, we apply a preconditioned conjugate gradient (PCG) method to the linear system (12) and examine different choices of preconditioners $P$. Starting with $x^0 = 0$, the PCG iteration is stopped when the preconditioned residual is reduced by a factor $\text{tol} = 10^{-6}$, that is,

$$ \|P^{-1}(\hat{A}x^k - \hat{b})\|_2 \leq \text{tol} \|P^{-1}(\hat{A}x^0 - \hat{b})\|_2, $$

with $\| \cdot \|_2$ the Euclidean norm. In Section 7.1, we also consider another stopping criterion, namely the one in (37). The reason why we use this alternative is explained in that section.

7 | NUMERICAL EXPERIMENTS

7.1 | Poisson interface problem, 2D

For the subdomain $\Omega_1$ we take the unit circle w.r.t. $\| \cdot \|_4$, $\Omega_1 := \{ x \in \mathbb{R}^2 : \| x - x_0 \|_4 \leq 1 \}$ around midpoint $x_0 \in \mathbb{R}^2$ and the domain $\Omega := [-1.5, 1.5]^2 \supset \Omega_1$. For $x \in \mathbb{R}^3$ we define $\bar{x} := x - x_0$. If not stated differently, we use $x_0 = (0.001, 0.002, 0.003)^T$ in the remainder to avoid symmetry effects. We choose an $\alpha$-dependent function $u : \Omega \to \mathbb{R}$, $u(x)_{\Omega_1} := a_i^{-1} (3\bar{x}_1^2\bar{x}_2 - \bar{x}_1^3) \left( \exp \left( 1 - \|x\|_4^2 \right) - 1 \right)$, $i = 1, 2$, with $\alpha_1 = 1$, $\alpha_2 = 10$. The right-hand side $f$ and boundary data $g = u$ are chosen such that $u$ is the solution of (1) on $\Omega$. For the construction of a family of triangulations, an initial triangulation $\mathcal{T}_0$ of $\Omega$ with mesh size $h_0 = 3/8$ is constructed. Applying successive uniform refinement yields the grids $\mathcal{T}_r$ with refinement levels $r = 1, \ldots, 6$ and corresponding grid sizes $h_r = 2^{-r} \cdot \frac{3}{8}$.

We use linear and quadratic finite elements ($k = 1, 2$). For $k = 2$, in order to obtain a sufficiently accurate interface approximation, we apply a suitable isoparametric mapping to the triangles intersected by the interface; compare Reference...
TABLE 1 Dimensions $N_0, N_1$ for different refinement levels $\ell$ for the 2D Poisson interface problem, $k = 1$.

| $\ell$ | $N_0$ | $N_1$ |
|--------|-------|-------|
| 0      | 54    | 42    |
| 1      | 245   | 83    |
| 2      | 1041  | 161   |
| 3      | 4289  | 325   |
| 4      | 17,409| 657   |
| 5      | 70,145| 1311  |
| 6      | 281,601| 2627 |

TABLE 2 Dimensions $N_0, N_1$ for different refinement levels $\ell$ for the 2D Poisson interface problem, $k = 2$.

| $\ell$ | $N_0$ | $N_1$ |
|--------|-------|-------|
| 0      | 245   | 126   |
| 1      | 1041  | 249   |
| 2      | 4289  | 483   |
| 3      | 17,409| 975   |
| 4      | 70,145| 1971  |
| 5      | 281,601| 3933 |
| 6      | 1,128,449| 7881 |

TABLE 3 Discretization errors w.r.t. $L^2$ and $H^1$ norm for different refinement levels $\ell$ for the 2D Poisson interface problem, $k = 1$.

| $\ell$ | $\|u - u_h\|_0$ | Order | $\|u - u_h\|_1$ | Order |
|--------|----------------|-------|----------------|-------|
| 0      | 2.65E-01       | -     | 2.05E+00       | -     |
| 1      | 1.12E-01       | 1.24  | 1.36E+00       | 0.59  |
| 2      | 3.09E-02       | 1.86  | 6.96E-01       | 0.96  |
| 3      | 6.98E-03       | 2.14  | 3.43E-01       | 1.02  |
| 4      | 1.67E-03       | 2.06  | 1.70E-01       | 1.01  |
| 5      | 4.06E-04       | 2.04  | 8.49E-02       | 1.00  |
| 6      | 9.96E-05       | 2.03  | 4.24E-02       | 1.00  |

25 for more details. Corresponding finite element spaces $V_{h_\ell}$ are constructed on the respective grids $\mathcal{T}_\ell$, $\ell = 0, 1, \ldots, 6$. Tables 1 and 2 report for the different levels the dimensions of the global and local space, compare (8), $N_0 = \dim V_h$ and $N_1 = \dim V_{h_\ell}^\Gamma$, respectively. We observe that $N_0$ and $N_1$ grow with the expected factors of approximately 4 and 2, respectively.

For the ghost-penalty term we use a facet-based variant which is advantageous in the higher order case, compare Remark 6 in Reference 23. Choosing the Nitsche parameter $\gamma = 10$ and ghost penalty parameter $\beta = 0.1$, we obtain numerical solutions $u_{h_\ell} \in V_{h_\ell}$ of the discrete problem (3), with discretization errors w.r.t. the $L^2$ and $H^1$ norm as in Tables 3 and 4. We clearly observe optimal convergence rates in the $L^2$ and in the $H^1$ norm.

We present results for the symmetric Gauss–Seidel preconditioner $P_{SGS}$ and the block Jacobi preconditioners $P_A, P_D, P_B$ defined in (35). For $B_0^{-1}$ we choose one multigrid cycle with forward/backward Gauss–Seidel smoothing applied to $A_0$. The condition numbers $\kappa_2(\tilde{A}) = \|\tilde{A}\|_2\|\tilde{A}^{-1}\|_2$ and PCG iteration numbers for different refinement levels $\ell$ are reported in Tables 5 and 6.

We first discuss the case $k = 1$. For finer grid levels $\ell \geq 3$ the condition number $\kappa_2(\tilde{A})$ behaves like $\sim h^{-2}$ as for stiffness matrices of standard conforming finite element discretizations of a Poisson problem. For the symmetric Gauss–Seidel
TABLE 4 Discretization errors w.r.t. $L^2$ and $H^1$ norm for different refinement levels $\ell$ for the 2D Poisson interface problem, $k = 2$.

| $\ell$ | $\|u - u_h\|_0$ | Order | $\|u - u_h\|_1$ | Order |
|--------|-----------------|-------|-----------------|-------|
| 0      | 2.50E-02        | -     | 5.32E-01        | -     |
| 1      | 5.11E-03        | 2.18  | 2.02E-01        | 1.39  |
| 2      | 7.52E-04        | 2.87  | 5.00E-02        | 2.02  |
| 3      | 1.00E-04        | 2.91  | 1.26E-02        | 1.98  |
| 4      | 1.30E-05        | 2.95  | 3.18E-03        | 1.99  |
| 5      | 1.64E-06        | 2.98  | 7.96E-04        | 2.00  |
| 6      | 2.07E-07        | 2.99  | 1.99E-04        | 2.00  |

TABLE 5 Condition numbers and PCG iteration numbers for different preconditioners and varying grid refinement levels $\ell$ for the 2D Poisson interface problem, $k = 1$.

| $\ell$ | $\kappa_2(\mathring{A})$ | PCG iterations | $\kappa_2(\mathring{A})$ | PCG iterations | $\kappa_2(\mathring{A})$ | PCG iterations | $\kappa_2(\mathring{A})$ | PCG iterations |
|--------|---------------------------|----------------|---------------------------|----------------|---------------------------|----------------|---------------------------|----------------|
| 0      | 4.50E+03                  | $\text{P}_{SGS}$ 21 | $\text{P}_A$ 20 | $\text{P}_B$ 27 | $\text{P}_D$ 27 |
| 1      | 2.24E+04                  | $\text{P}_{SGS}$ 25 | $\text{P}_A$ 23 | $\text{P}_B$ 29 | $\text{P}_D$ 29 |
| 2      | 9.75E+03                  | $\text{P}_{SGS}$ 42 | $\text{P}_A$ 21 | $\text{P}_B$ 27 | $\text{P}_D$ 27 |
| 3      | 1.22E+04                  | $\text{P}_{SGS}$ 79 | $\text{P}_A$ 22 | $\text{P}_B$ 27 | $\text{P}_D$ 27 |
| 4      | 5.33E+04                  | $\text{P}_{SGS}$ 151 | $\text{P}_A$ 22 | $\text{P}_B$ 26 | $\text{P}_D$ 26 |
| 5      | 2.28E+05                  | $\text{P}_{SGS}$ 291 | $\text{P}_A$ 21 | $\text{P}_B$ 26 | $\text{P}_D$ 26 |
| 6      | 9.01E+05                  | $\text{P}_{SGS}$ 535 | $\text{P}_A$ 20 | $\text{P}_B$ 24 | $\text{P}_D$ 24 |

TABLE 6 Condition numbers and PCG iteration numbers for different preconditioners and varying grid refinement levels $\ell$ for the 2D Poisson interface problem, $k = 2$.

| $\ell$ | $\kappa_2(\mathring{A})$ | PCG iterations | $\kappa_2(\mathring{A})$ | PCG iterations | $\kappa_2(\mathring{A})$ | PCG iterations | $\kappa_2(\mathring{A})$ | PCG iterations |
|--------|---------------------------|----------------|---------------------------|----------------|---------------------------|----------------|---------------------------|----------------|
| 0      | 1.59E+05                  | $\text{P}_{SGS}$ 99 | $\text{P}_A$ 51 | $\text{P}_B$ 112 | $\text{P}_D$ 113 |
| 1      | 3.94E+06                  | $\text{P}_{SGS}$ 113 | $\text{P}_A$ 95 | $\text{P}_B$ 150 | $\text{P}_D$ 154 |
| 2      | 2.13E+06                  | $\text{P}_{SGS}$ 105 | $\text{P}_A$ 101 | $\text{P}_B$ 138 | $\text{P}_D$ 140 |
| 3      | 1.49E+06                  | $\text{P}_{SGS}$ 105 | $\text{P}_A$ 123 | $\text{P}_B$ 132 | $\text{P}_D$ 137 |
| 4      | 1.80E+06                  | $\text{P}_{SGS}$ 151 | $\text{P}_A$ 110 | $\text{P}_B$ 121 | $\text{P}_D$ 126 |
| 5      | 1.77E+06                  | $\text{P}_{SGS}$ 290 | $\text{P}_A$ 97 | $\text{P}_B$ 107 | $\text{P}_D$ 111 |
| 6      | 1.63E+06                  | $\text{P}_{SGS}$ 533 | $\text{P}_A$ 84 | $\text{P}_B$ 101 | $\text{P}_D$ 106 |

preconditioner $\text{P}_{SGS}$, on the finer grid levels the iteration numbers grow approximately like $h^{-1}$. For the block preconditioners $\text{P}_A, \text{P}_D, \text{P}_B$, we observe almost constant iteration numbers for increasing level $\ell$. For each grid level, the iteration numbers of the block preconditioners $\text{P}_D$ and $\text{P}_B$ are very similar. Note the very small increase in iteration numbers when we change from the exact block preconditioner $\text{P}_A$ to the inexact ones $\text{P}_D$ and $\text{P}_B$. The third preconditioner, $\text{P}_B$, is the only one with computational costs $\mathcal{O}(N)$, $N := N_0 + N_1$, with a constant independent of $\ell$.

For $k = 2$ the condition numbers are larger than for the linear case, but do not show a scaling with $h^{-2}$. For $\ell \geq 4$ the iteration numbers of the symmetric Gauss–Seidel preconditioner $\text{P}_{SGS}$ again grow like $h^{-1}$. Compared to $k = 1$, the iteration numbers of the block preconditioners show larger variations w.r.t. the grid refinement level $\ell$. On the finer levels $\ell \geq 4$, where the iteration number of the symmetric Gauss–Seidel preconditioner has the expected $\ell$-dependent strong increase, we observe (as for the case $k = 1$) a decrease of the iteration number for the block
FIGURE 4 Condition numbers with and without ghost penalty stabilization (blue and orange crosses, resp.) for varying midpoint $x_0 = (\delta, 2\delta, 3\delta)$ for the 2D Poisson interface problem on grid refinement level $\ell = 2, k = 2$.

TABLE 7 Condition numbers and PCG iteration numbers for different preconditioners and varying midpoint $x_0 = (\delta, 2\delta, 3\delta)$ for the 2D Poisson interface problem on grid refinement level $\ell = 4, k = 1$.

| $\delta$ | $\kappa_2(\hat{A})$ | PCG iterations | $P_{SGS}$ | $P_A$ | $P_D$ | $P_B$ |
|---------|-------------------|----------------|--------|------|------|------|
| 0       | 5.39E+04          | 151            | 22     | 26   | 27   |
| 0.02    | 5.57E+04          | 151            | 22     | 27   | 28   |
| 0.04    | 5.73E+04          | 152            | 22     | 27   | 28   |
| 0.06    | 5.26E+04          | 154            | 21     | 26   | 27   |
| 0.08    | 5.14E+04          | 156            | 19     | 27   | 28   |
| 0.10    | 5.54E+04          | 158            | 21     | 25   | 26   |

preconditioners $P_A$, $P_D$, $P_B$. As before, on not too coarse levels the iteration numbers of $P_D$ and $P_B$ are very similar on each level $\ell$.

We now fix the grid refinement level $\ell = 2$ and vary the midpoint $x_0 = (\delta, 2\delta, 3\delta)$ of the ball $\Omega_1$ with $\delta \in [0, 0.1]$, leading to different relative positions of $\Gamma$ within the background mesh $T_2$. Note that $h_2 = 3/32 < 0.1$, so the interface is moved in $x$-direction (slightly) more than the width of one grid cell. The condition numbers with and without ghost penalty stabilization as a function of $\delta$ are shown in Figure 4 for $k = 2$. While the condition numbers for $\beta = 0$ oscillate on a high level (due to “bad cut” situations encountered for the specific $\delta$), the condition numbers for $\beta > 0$ are much smaller around $10^6$ and have much less fluctuations. We repeated the experiments for $k = 1$ and $\ell = 4$. The condition numbers and PCG iteration numbers for different choices of $\delta$ are reported in Table 7. We observe that for varying $\delta$, due to the ghost penalty stabilization, the condition number $\kappa_2(\hat{A})$ has the same order of magnitude. The PCG iteration numbers for all considered preconditioners show only small fluctuations for varying $\delta$.

For our analysis to be applicable it is essential that we consider the Nitsche method with stabilization, that is, $\beta > 0$ in (6). As noted above, compare Figure 4, for $\beta = 0$ the condition numbers $\kappa_2(\hat{A})$ can be extremely large. However, results of numerical experiments (not presented here) indicate that for $k = 1$ this does not significantly affect the PCG iteration numbers, which show a similar behavior as for the case with $\beta > 0$. These results are consistent with the ones presented in Reference 15.
TABLE 8  Impact of missing ghost penalty stabilization on condition numbers and PCG iteration numbers w.r.t. (37) for different preconditioners and varying grid refinement levels $\ell$ for the 2D Poisson interface problem, $k = 2$.

| $\ell$ | $\kappa_2(\hat{A})$ | PCG iterations |  |  |  |  |  |  |
|--------|-----------------|----------------|---|---|---|---|---|
|        | PSGS | $P_A$ | $P_D$ | $P_B$ | $P_{SGS}$ | $P_A$ | $P_D$ | $P_B$ |
| 0      | 1.52E+11 | 281 | 82 | 328 | 327 | 0 | 137 | 66 | 163 | 164 |
| 1      | 1.13E+14 | DIV | 9652 | DIV | DIV | 1 | 189 | 149 | 235 | 240 |
| 2      | 8.31E+12 | 1025 | 527 | 1393 | 1395 | 2 | 187 | 175 | 243 | 247 |
| 3      | 4.40E+16 | DIV | DIV | DIV | DIV | 3 | 198 | 239 | 284 | 289 |
| 4      | 2.87E+15 | DIV | DIV | DIV | DIV | 4 | 226 | 254 | 280 | 287 |
| 5      | 1.72E+17 | DIV | DIV | DIV | DIV | 5 | 444 | 264 | 296 | 300 |
| 6      | 2.31E+18 | DIV | DIV | DIV | DIV | 6 | 924 | 284 | 308 | 314 |

Note: Left: $\beta = 0$ (no ghost penalty), right: $\beta = 0.1$.

TABLE 9  Dimensions $N_0, N_1$ for different refinement levels $\ell$ for the 3D Poisson interface problem, $k = 1$.

| $\ell$ | $N_0$ | $N_1$ |
|--------|------|------|
| 0      | 27   | 27   |
| 1      | 343  | 208  |
| 2      | 3375 | 844  |
| 3      | 29,791 | 3373 |
| 4      | 250,047 | 13,580 |
| 5      | 2,048,383 | 54,191 |
| 6      | 16,581,375 | 216,548 |

For higher order finite elements ($k \geq 2$) the situation is significantly different. First note that for $\beta = 0$ the condition numbers $\kappa_2(\hat{A})$ can be extremely large and we cannot show spectral equivalence of $\hat{A}$ and any of the block preconditioners $P_A, P_D, P_B$. Hence, there is no reason why the preconditioned residual should be a good error measure and thus the criterion (36) is not satisfactory. Therefore, for the case $k = 2$ and $\beta = 0$, we consider a different stopping criterion

$$
\|x^k - x^*\|_2 \leq \text{tol} \|x^0 - x^*\|_2,
$$

(37)

with $x^* = \hat{A}^{-1}b$ and $\text{tol} = 10^{-6}$. Note that this criterion requires the exact solution $x^*$ (which is not available in practical applications). This criterion is optimal in the sense that it yields control over the error norm $\|u_h^k - u_h\|_{L^2(\Omega)} = (M(x^k - x^*), x^k - x^*)^{1/2} \sim \|x^k - x^*\|_2$, with the mass matrix $M$ on $V_h \times V_h^\Gamma$, which has a uniform condition number bound $\kappa_2(M) \sim 1$. Here $u_h^k, u_h \in V_h \times V_h^\Gamma$ denote the finite element functions corresponding to the coefficient vectors $x^k, x$, respectively.

In Table 8 condition numbers are reported for $k = 2$ and $\beta = 0$, and PCG iterations for the stopping criterion (37) are shown for $\beta = 0$ and $\beta = 0.1$. Comparing with Table 6, we see that the condition numbers are dramatically increased for $\beta = 0$. We notice that for $\beta = 0$ the PCG solver does not converge within 10,000 iterations (marked by DIV) for grid refinement levels $\ell \geq 3$, while the iteration numbers for $\beta = 0.1$ show a similar behavior as the ones in Table 6, which are based on the stopping criterion (36). The smaller numbers in Table 6 compared to Table 8 can be explained by the different stopping criteria. As an example, the computed approximation $x^{107}$ with preconditioner $P_D$ on level $\ell = 5$ (i.e., 107 iterations in Table 6) has a relative error $\|x^{107} - x^*\|_2 / \|x^0 - x^*\|_2 = 1.65 \cdot 10^{-4}$. We conclude that for higher order elements the ghost penalty stabilization is essential for the efficiency of the preconditioned iterative solver studied in this article, not only in theory but also in practice.
TABLE 10 Discretization errors w.r.t. $L^2$ and $H^1$ norm for different refinement levels $\ell'$ for the 3D Poisson interface problem, $k = 1$.

| $\ell'$ | $\|u - u_h\|_0$ | Order | $\|u - u_h\|_1$ | Order |
|---------|-----------------|-------|-----------------|-------|
| 0       | 2.40E-01        | -     | 1.76E+00        | -     |
| 1       | 1.19E-01        | 1.01  | 1.13E+00        | 0.64  |
| 2       | 4.43E-02        | 1.43  | 6.41E-01        | 0.82  |
| 3       | 1.19E-02        | 1.90  | 3.30E-01        | 0.96  |
| 4       | 2.91E-03        | 2.03  | 1.67E-01        | 0.98  |
| 5       | 7.04E-04        | 2.05  | 8.42E-02        | 0.99  |
| 6       | 1.72E-04        | 2.03  | 4.22E-02        | 1.00  |

TABLE 11 Condition numbers and PCG iteration numbers for different preconditioners and varying grid refinement levels $\ell'$ for the 3D Poisson interface problem, $k = 1$.

| $\ell'$ | $\kappa_2(\hat{\Omega})$ | PCG iterations |
|---------|---------------------------|-----------------|
|         |                           | $P_{SGS}$ | $P_A$ | $P_D$ | $P_B$ |
| 0       | 8.77E+01                  | 12     | 14    | 17    | 17    |
| 1       | 9.79E+02                  | 18     | 22    | 24    | 24    |
| 2       | 1.28E+03                  | 21     | 23    | 26    | 26    |
| 3       | 2.33E+03                  | 34     | 25    | 26    | 26    |
| 4       | 9.13E+03                  | 63     | 23    | 26    | 26    |
| 5       | 3.69E+04                  | 109    | 22    | 25    | 25    |
| 6       | 1.50E+05                  | 207    | 21    | 23    | 23    |

7.2 Poisson interface problem, 3D

For the subdomain $\Omega_1$, we choose the unit ball $\Omega_1 := B_1(x_0) = \{x \in \mathbb{R}^3 : \|x - x_0\|_2 \leq 1\}$ around midpoint $x_0 \in \mathbb{R}^3$ and the domain $\Omega := [-1.5, 1.5]^3 \supset \Omega_1$. For $x \in \mathbb{R}^3$ we define $\hat{x} := x - x_0$ with $x_0 = (0.001, 0.002, 0.003)^T$ to avoid symmetry effects. We choose an $\alpha$-dependent function $u : \Omega \to \mathbb{R}, u(x)|_{\Omega_1} := \alpha_i^{-1} (3\hat{x}_i^2\hat{x}_2 - \hat{x}_3^2) \exp(1 - \|\hat{x}\|_2^2 - 1), i = 1, 2, \alpha_1 = 1, \alpha_2 = 10$. The right-hand side $f$ and boundary data $g = u$ are chosen such that $u$ is the solution of (1) on $\Omega$. For the construction of a family of tetrahedral triangulations, the domain $\Omega$ is partitioned into $4 \times 4 \times 4$ cubes, where each cube is further subdivided into 6 tetrahedra, forming an initial tetrahedral triangulation $T_0$ of $\Omega$. Applying successive uniform refinement yields the grids $T_\ell$ with refinement levels $\ell' = 1, \ldots, 6$ and corresponding grid sizes $h_\ell = 2^{-\ell'} \cdot \frac{3}{4}$.

We use linear finite elements ($k = 1$) and construct finite element spaces $V_{h_\ell}$ on the respective grids $T_\ell$, $\ell' = 0, 1, \ldots, 6$. Table 9 reports for the different levels the dimensions of the global and local space, compare (8). $N_0 = \dim V_{h_0}$ and $N_1 = \dim V_{h_1}$, respectively. We observe that $N_0$ and $N_1$ grow with the expected factors of approximately 8 and 4, respectively.

Choosing the Nitsche parameter $\gamma = 10$ and ghost penalty parameter $\beta = 0.1$, we obtain numerical solutions $u_{h_\ell} \in V_{h_\ell}$, the discrete problem (3), with discretization errors w.r.t. the $L^2$ and $H^1$ norm as in Table 10. We clearly observe optimal convergence rates in the $L^2$ and in the $H^1$ norm.

We present results for the symmetric Gauss–Seidel preconditioner $P_{SGS}$ and the block Jacobi preconditioners $P_A, P_D, P_B$ defined in (35). We choose for $B_0^{-1}$ 3 multigrid sweeps (V-cycle) with symmetric Gauss–Seidel smoothing applied to $\hat{A}_0$. We use the stopping criterion (36). The performance of the different preconditioners is very similar to that in the 2D case reported above, compare Table 5. The condition numbers $\kappa_2(\hat{\Omega}) = \|\hat{A}\|_2\|\hat{A}^{-1}\|_2$ and PCG iteration numbers for different refinement levels $\ell'$ are given in Table 11.

For finer grid levels $\ell' \geq 4$ the condition number $\kappa_2(\hat{\Omega})$ behaves like $\sim h^{-2}$ as for stiffness matrices of standard conforming finite element discretizations of a Poisson problem. For the symmetric Gauss–Seidel preconditioner $P_{SGS}$, on the finer grid levels the iteration numbers grow approximately like $h^{-1}$. For the block preconditioners $P_A, P_D, P_B$, we observe...
TABLE 12 Dimensions $N_0, N_1$, condition numbers and PCG iteration numbers for different preconditioners and varying grid refinement levels $\ell$ for the 3D Poisson interface problem on adaptively refined grids, $k = 1$.

| $\ell$ | $N_0$ | $N_1$ | $\kappa(\tilde{A})$ | PCG iterations |
|-------|-------|-------|----------------------|----------------|
|       |       |       |                      | $P_{MS}$ | $P_{A}$ | $P_{D}$ | $P_{B}$ |
| 0     | 27    | 27    | 8.77E+01             | 12      | 14      | 17      | 17      |
| 1     | 221   | 208   | 1.13E+03             | 18      | 23      | 25      | 25      |
| 2     | 1311  | 844   | 2.11E+03             | 19      | 25      | 26      | 26      |
| 3     | 6041  | 3373  | 5.33E+03             | 27      | 25      | 27      | 27      |
| 4     | 25,344| 13,580| 8.61E+03             | 40      | 24      | 26      | 26      |
| 5     | 103,337| 54,191| 1.61E+04             | 57      | 23      | 24      | 24      |
| 6     | 422,285| 216,548| 7.50E+04             | 75      | 21      | 23      | 23      |

TABLE 13 Dimensions $N_0, N_1$ for different refinement levels $\ell$ for the 3D fictitious domain problem, $k = 1$.

| $\ell$ | $N_0$ | $N_1$ |
|-------|-------|-------|
| 0     | 7     | 44    |
| 1     | 81    | 140   |
| 2     | 619   | 500   |
| 3     | 5070  | 1844  |
| 4     | 40,642| 7102  |
| 5     | 325,444| 27,714|
| 6     | 2,602,948| 109,510|

almost constant iteration numbers for increasing level $\ell$. For each grid level, the iteration numbers of the block preconditioners are very similar (and even the same for $P_D$ and $P_B$). Note the very small increase in iteration numbers when we change from the exact block preconditioner $P_A$ to the inexact ones $P_D$ and $P_B$.

In the analysis presented in this article we derived uniform spectral equivalence under the assumption that the family of simplicial triangulations is shape regular, but not necessarily quasi-uniform. This motivates the next experiment, in which for the same 3D interface problem as above we apply, starting from the initial triangulation $T_0$, a successive local refinement of the tetrahedra intersected by $\Gamma$ to obtain a hierarchy of refined grids $T_\ell$, $\ell = 0, 1, \ldots$. This refinement process leads to a family of tetrahedral triangulations that are shape regular, but not quasi-uniform. The dimensions of the linear finite element spaces $V_{h,\ell}$ on the respective grids $T_\ell$, $\ell = 0, 1, \ldots, 6$ are reported in Table 12. We observe that both $N_0$ and $N_1$ grow with a factor of 4, as only elements in the vicinity of the 2D interface $\Gamma$ are refined. As before, for the symmetric Gauss–Seidel preconditioner the number of PCG iterations grows with increasing grid refinement level $\ell$, but not as fast as for the case of uniform refinement, compare Table 11. For the block preconditioners we observe almost the same iteration numbers, regardless of local or uniform refinement.

### 7.3 Poisson fictitious domain problem, 3D

We now consider the Poisson fictitious domain problem in (5). Let $\Omega$ and $\Omega_1$ be defined as in Section 7.2. For the function $u : \Omega \to \mathbb{R}$, $u(x) := (3\tilde{x}_1^2\tilde{x}_2 - \tilde{x}_3^3) \exp(1 - ||\tilde{x}||^2_2)$, the right-hand side $f(x) = u(x)(-4||\tilde{x}||^2_2 + 18)$ and boundary data $g = u$ are chosen such that $u$ is the solution of (4) on $\Omega_1$. For discretization the same initial triangulation $T_0$ of $\Omega$ as in Section 7.2 is chosen. Applying an adaptive refinement algorithm, where all tetrahedra $T \in T_0$ with $\text{meas}(T \cap \Omega_1) > 0$ are marked for regular refinement, we obtain the refined grid $T_1$. Repeating this refinement process yields the grids $T_\ell$ with refinement levels $\ell = 2, \ldots, 6$ and corresponding grid sizes $h_\ell = 2^{-\ell} \cdot \frac{3}{4}$.

We use linear finite elements ($k = 1$) and construct finite element spaces $V_{h,\ell}$ on the respective grids $T_\ell$, $\ell = 0, 1, \ldots, 6$. Table 13 reports the numbers $N_0 = \dim V_{1}^-$ (the number of grid points inside the fictitious domain) and $N_1 = \dim V_{1}^T$ (the
TABLE 14 Discretization errors w.r.t. $L^2$ and $H^1$ norm for different refinement levels $\ell$ for the 3D fictitious domain problem, $k = 1$.

| $\ell$ | $\|u - u_h\|_0$ | Order | $\|u - u_h\|_1$ | Order |
|-------|-----------------|-------|-----------------|-------|
| 0     | 2.19E-01        | -     | 1.26E+00        | -     |
| 1     | 5.95E-02        | 1.88  | 6.17E-01        | 1.04  |
| 2     | 1.43E-02        | 2.05  | 3.12E-01        | 0.98  |
| 3     | 3.40E-03        | 2.08  | 1.56E-01        | 1.00  |
| 4     | 8.15E-04        | 2.06  | 7.81E-02        | 1.00  |
| 5     | 1.98E-04        | 2.04  | 3.91E-02        | 1.00  |
| 6     | 4.89E-05        | 2.02  | 1.96E-02        | 1.00  |

TABLE 15 Condition numbers and PCG iteration numbers for different preconditioners and varying grid refinement levels $\ell$ for the 3D fictitious domain problem, $k = 1$.

| $\ell$ | $\kappa_2(\hat{A})$ | PCG iterations | $\mathbf{P}_{\text{SGS}}$ | $\mathbf{P}_{\text{A}}$ | $\mathbf{P}_{\text{D}}$ | $\mathbf{P}_{\text{B}}$ |
|-------|---------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0     | 1.41E+02            | 8               | 9               | 9               | 9               |
| 1     | 1.03E+02            | 9               | 12              | 12              | 12              |
| 2     | 1.58E+02            | 13              | 11              | 12              | 12              |
| 3     | 2.97E+02            | 20              | 13              | 14              | 14              |
| 4     | 7.74E+02            | 34              | 13              | 14              | 14              |
| 5     | 3.11E+03            | 56              | 13              | 13              | 13              |
| 6     | 1.26E+04            | 107             | 16              | 17              | 18              |

Choosing $\gamma = 10$ and $\beta = 0.1$, we obtain numerical solutions $u_h \in V_h$ of the discrete problem (5), with discretization errors w.r.t. the $L^2$ and $H^1$ norm as in Table 14. Optimal convergence rates in the $L^2$ and in the $H^1$ norm are observed.

We present results for the symmetric Gauss–Seidel preconditioner $\mathbf{P}_{\text{SGS}}$ and the block Jacobi preconditioners defined in (35), where this time $\mathbf{B}_0^{-1}$ denotes one iteration of an algebraic multigrid solver (HYPRE BoomerAMG\textsuperscript{36,37}) applied to $\tilde{\mathbf{A}}_0$ and $\mathbf{B}_1^{-1}$ denotes three symmetric Gauss–Seidel iterations. The condition numbers $\kappa_2(\hat{A})$ and PCG iteration numbers (with stopping criterion (36)) for different refinement levels $\ell$ are reported in Table 15.

As seen for the interface Poisson problem before, for $\ell \geq 4$ the condition number $\kappa_2(\hat{A})$ behaves like $\sim h^{-2}$ and the iteration numbers for the symmetric Gauss–Seidel preconditioner $\mathbf{P}_{\text{SGS}}$ grow approximately like $h^{-1}$. For the block preconditioners $\mathbf{P}_{\text{A}}, \mathbf{P}_{\text{D}}, \mathbf{P}_{\text{B}}$, we observe almost constant iteration numbers for increasing level $\ell$. For all three block preconditioners the number of iterations roughly doubles when going from the coarsest level $\ell = 0$ to the finest one $\ell = 6$. The influence of the interface position on condition numbers and PCG iteration numbers shows a similar behavior as for the Poisson interface problem. We therefore do not report the numbers here.
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