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Anomaly cancelation has been shown to occur in time-reversal symmetry-broken Weyl metals, which explains the existence of a Fermi arc. We extend this result in the case of inversion symmetry-broken Weyl metals. Constructing a minimal model that takes a double pair of Weyl points, we demonstrate the anomaly cancelation explicitly. This demonstration explains why a chiral pair of Fermi arcs appear in inversion symmetry-broken Weyl metals. In particular, we find that this pair of Fermi arcs give rise to either “quantized” spin Hall or valley Hall effects, which corresponds to the “quantized” version of the charge Hall effect in time-reversal symmetry-broken Weyl metals.

I. INTRODUCTION

Anomaly cancelation is the mechanism to explain the existence of a gapless surface state, topologically protected [1]. For example, the existence of a chiral edge mode in the integer quantum Hall effect is understood as follows [2]. The chiral edge state suffers gauge anomaly, which means that the U(1) current is not conserved. On the other hand, the Chern-Simons term is not invariant under the gauge transformation in the presence of a boundary. It turns out that the gauge anomaly at the boundary is canceled exactly by the gauge non-invariant term of the Chern-Simons theory in the bulk. As a result, a topological term with a gapless boundary mode consists of a topological field theory consistently.

A Weyl metal state may be regarded as a three dimensional generalization of an integer quantum Hall phase [3-11]. The Chern-Simons term is replaced with a topological-in-origin $\theta \cdot B$ term. The “axion” $\theta$ field corresponding to the Hall conductance in the integer quantum Hall effect is proportional to the displacement from a reference point and its gradient is nothing but an applied magnetic field to describe the momentum-space distance between a pair of Weyl points in the case of time-reversal symmetry-breaking. A Fermi arc state corresponds to the chiral edge mode, responsible for the existence of an anomalous Hall effect. As the gauge anomaly from the edge state must be canceled by the gauge non-invariant term from the Chern-Simons term in the integer quantum Hall state, the gauge anomaly from the Fermi arc is also canceled by a gauge non-invariant contribution at the boundary from the inhomogeneous axion term. As a result, the topological-in-origin inhomogeneous $\theta$ term with the Fermi arc state gives a consistent “topological” field theory for the time-reversal symmetry-broken Weyl metal phase, where contributions from massless Weyl-fermion excitations should be taken into account, of course.

In this study we extend the anomaly cancelation of a time-reversal symmetry-broken Weyl metal phase into that of an inversion symmetry-broken Weyl metal phase. The minimal model of the time-reversal symmetry-broken Weyl metal state is given by a pair of Weyl points, where the momentum-space distance between the pair of Weyl points is the gradient $\theta$ proportional to the applied magnetic field. On the other hand, that of the inversion symmetry-broken Weyl metal phase is given by a double pair of Weyl points, where the momentum-space distance between each pair of Weyl points is determined by the strength of the inversion symmetry breaking. Based on this minimal model, we demonstrate the anomaly cancelation explicitly. This demonstration explains why a “chiral” pair of Fermi arcs instead of a Fermi arc with definite chirality appear in inversion symmetry-broken Weyl metals.

One may point out that the explicit demonstration for the anomaly cancelation in the inversion symmetry-broken Weyl metal phase does not give any novel conceptual aspect, compared with that in the time-reversal symmetry-broken Weyl metal state. However, we claim that there are no concrete calculations to show the anomaly cancelation in the inversion symmetry-broken Weyl metal state. In addition, we emphasize that there exists novel physics in the anomaly cancelation of the inversion symmetry-broken Weyl metal phase. Since time reversal symmetry is preserved, a “quantized” version of the anomalous Hall effect resulting from the Fermi arc cannot appear. Instead, we find that this pair of Fermi arcs give rise to either “quantized” spin Hall or valley Hall effects, which may be regarded to be a “generalized” version of the two dimensional quantum spin or valley Hall effect. In this respect we believe that our explicit demonstration serves as a meaningful reference in understanding the “chiral” pair of Fermi arc states in various inversion symmetry-breaking Weyl metals [12-15].
II. A REVIEW ON THE ANOMALY CANCELLATION IN THE TIME-REVERSAL SYMMETRY-BROKEN WEAYL METAL STATE

A. An effective minimal model for time-reversal symmetry-broken Weyl metals

A minimal model for time-reversal symmetry-broken Weyl metals is given by

$$S_{WM} = \int d^4x \Psi(x)(\gamma^0 \partial_0 + i \gamma^k \partial_k - \mu \gamma^0 - c_\mu \gamma^\mu \gamma^5)\Psi(x),$$  \hspace{1cm} (1)

where $$\gamma^0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$, $$\gamma^k = \begin{pmatrix} 0 & \sigma^k \\ -\sigma^k & 0 \end{pmatrix}$$, and $$\gamma^5 = i\gamma^0 \gamma^1 \gamma^2 \gamma^3$$. $$c_\mu$$ is the chiral chemical potential and $$c$$ is the momentum-space distance between a pair of Weyl points. $$\mu$$ is the chemical potential. Here, we focus on $$\mu = 0$$ and $$c = 0$$.

Introducing $$\gamma^3 = -i\gamma^0$$ into the above action, we have a simplified form

$$S_{WM} = \int d^4x \Psi(x)i\gamma^\mu(\partial_\mu + ic_\mu \gamma^5)\Psi(x).$$ \hspace{1cm} (2)

Here, we have $$\mu = 1, 2, 3, 4$$. $$\gamma^\mu$$ is anti-Hermitian, satisfying $$\{\gamma^\mu, \gamma^\nu\} = -2\delta^\mu\nu$$. We take into account the U(1) gauge field $$A_\mu$$.

B. An axion term

The Weyl-metal action Eq. (2) suffers chiral anomaly [21], given by

$$\partial_\mu \Psi(x)\gamma^\mu \gamma^5 \Psi(x) = \frac{1}{16\pi^2} \epsilon^{\mu\nu\alpha\beta} F_{\mu\nu} F_{\alpha\beta}. \hspace{1cm} (3)$$

Although it is straightforward to derive this anomaly equation based on the Fujikawa’s method [22, 23], we show our derivation explicitly in Appendix A in order to clarify the way of regularization. The resulting axionic action is

$$S_{ax} = -\frac{i}{16\pi^2} \int d^4x (\bar{\Psi} i\gamma^\mu x^\mu)\epsilon^{\mu\nu\alpha\beta} F_{\mu\nu} F_{\alpha\beta}. \hspace{1cm} (4)$$

C. Surface states

Following Goswami and Tewari [24], we obtain a gapless surface state, referred to as a Fermi arc state. Detailed calculations are shown in Appendix B. The resulting localized wave function at one surface of the Weyl metal phase is given by

$$\psi_{k_y, k_z}(x, y, z) = Ae^{ik_y y + ik_z z} \begin{pmatrix} 1 \\ \frac{c}{ \sqrt{m^2 + k_y^2 - k_z^2}} \end{pmatrix} e^{-\frac{i}{2}\sqrt{m^2 + k_y^2 - k_z^2} y + \sqrt{k_y^2 + m^2} z}. \hspace{1cm} (5)$$

where $$A = \left(\frac{\sqrt{k_y^2 + m^2 - k_z^2} \sqrt{k_y^2 + m^2 - (c - k_y^2 - m^2)}}{2c(k_y^2 + m^2 - k_z^2 \sqrt{k_y^2 + m^2})}\right)^{1/2}$$ is a normalization constant and $$E_{k_y} = k_y$$ is an eigen value of this surface state. $$y$$ and $$z$$ define the surface coordinate and $$x$$ describe the coordinate along the bulk direction. The chiral gauge field is given along the $$z$$ direction. For a state localized near the surface to exist, $$k_z$$ should satisfy the following condition of $$-\sqrt{c^2 - m^2} < k_z < \sqrt{c^2 - m^2}$$. If $$m^2 > c^2$$ is fulfilled, there are no surface states. It is important to realize that this surface state has definite chirality, given by $$\gamma \psi_{k_y, k_z} = -\psi_{k_y, k_z}$$ with the chirality operator $$\gamma = \gamma^0 \gamma^2$$ (Appendix B).

D. An effective Hamiltonian for the Fermi arc

Let us now establish an effective Hamiltonian for the Fermi arc state. We introduce a surface project operator as follows

$$P_{edge} = \sum_{k_y} \sum_{-\sqrt{c^2 - m^2} < k_z < \sqrt{c^2 - m^2}} \langle \psi_{k_y, k_z} | \psi_{k_y, k_z} \rangle$$ \hspace{1cm} (6)

where we have $$\langle x, y, z | \psi_{k_y, k_z} \rangle = \psi_{k_y, k_z}(x, y, z)$$. Then, we construct an effective surface Hamiltonian in the following way
\[ H_{\text{eff}} = P_{\text{edge}} H_{\text{edge}} = \sum_{k_y} \sum_{k_z} |\psi_{k_y, k_z}| \langle k_x | \psi_{k_y, k_z} | \]
\[ = \int dx' \int dy' \int dx \int dy \sum_{k_y} \sum_{k_z} |x, y \rangle \langle x, y | \psi_{k_y, k_z} | k_y \langle \psi_{k_y, k_z} | x', y' \rangle \langle x', y' | \]
\[ \approx \int dx' \int dy' \int dx \int dy \sum_{k_y} \sum_{k_z} |x, y, k_z \rangle (-i) \partial_y e^{ik_y(y-y')} \delta(x) \delta(x') \langle x', y', k_z | \]
\[ = \int dy \sum_{k_z} |x = 0, y, k_z \rangle (-i) \partial_y \psi_{x = 0, y, k_z}, \quad (7) \]

where \( \bar{k}_z \) means \( k_z \) to satisfy \(- \sqrt{c^2 - m^2} < k_z < \sqrt{c^2 - m^2} \). For simplicity, we assumed that the surface wave function is localized perfectly at the surface, i.e., \( \langle x, y | \psi_{k_y, k_z} \rangle \sim \delta(x) \). This expression can be translated into

\[ H_{\text{eff}} = \sum_{-\sqrt{c^2 - m^2} < k_z < \sqrt{c^2 - m^2}} \int dy \psi_{k_z}^\dagger(y)(-i) \partial_y \psi_{k_z}(y) \]
\[ \text{(8)} \]
in the second quantization language.

**E. Gauge anomaly in the Fermi arc state**

\((1 + 1)\) dimensional Dirac theory is given by

\[ S = \int d^2x \bar{\Psi}(x)(\gamma_0 \partial_0 + i \gamma^1 \partial_1) \Psi(x) \]
\[ \text{(9)} \]
in the Euclidean signature. Here, we have \( \gamma^0 = \sigma^1 \) and \( \gamma^1 = i \sigma^2 \). If we set \( \gamma^2 = -i \gamma^0 \), we obtain

\[ S = \int d^2x \bar{\Psi}(x)i \gamma^\mu \partial_\mu \Psi(x) \]
\[ \text{(10)} \]
with \( \mu = 1, 2 \). Here, we have \( \gamma^{\mu \nu} = -\delta^{\mu \nu} \).

Let us gauge the above theory in the chiral gauge. Then, we obtain

\[ S = \int d^2x \bar{\Psi}(x)i \gamma^\mu (\partial_\mu + ieA_\mu \partial_\mu \mathcal{P}_-) \Psi(x), \]
\[ \text{(11)} \]
where \( \mathcal{P}_- = \frac{1}{2}(1 - \gamma) \) is a projection operator to select the chirality and \( \gamma = \gamma^0 \gamma^1 = i \gamma^2 \gamma^1 = -\sigma^4 \) is the chirality matrix. Notice that we couple the U(1) gauge field only to the negative chirality sector. Recall that the edge mode in the above section has the negative chirality, i.e., \( \gamma \phi_{k_y, k_z} = -\phi_{k_y, k_z} \). This effective action is invariant under the particular or “partial” gauge transformation:

\[ A_\mu(x) \to A_\mu + \partial_\mu \theta \]
\[ \Psi \to e^{i\theta} \mathcal{P}_- \Psi(x), \quad \bar{\Psi}(x) \to \bar{\Psi}(x)e^{-i\theta} \mathcal{P}_+. \]
\[ \text{(12)} \]

The U(1) gauge current, which is a Noether current resulting from the above partial gauge symmetry, is given by

\[ j^\mu = \bar{\Psi}(x)\gamma^\mu P_- \Psi(x). \]
\[ \text{(13)} \]

Classically, i.e., in the action level this gauge current is conserved. However, it turns out that this conservation law breaks down in the partition function level because of a quantum correction, referred to as gauge anomaly. This anomaly can be understood perturbatively in the one-loop quantum correction for the gauge-field propagator. See Appendix C for more details. The result is well known \[22\], given by

\[ \partial_\mu j^\mu(x) = \frac{i}{4\pi} \epsilon^{\mu \nu} \partial_\mu A_\nu(x) = \frac{i}{8\pi} \epsilon^{\mu \nu} F_{\mu \nu}. \]
\[ \text{(14)} \]

One can express the gauge anomaly in terms of an effective action of the U(1) gauge field as follows

\[ \frac{\delta W[A]}{\delta A_\mu} = -\langle \bar{\Psi}(x)\gamma^\mu \mathcal{P}_- \Psi(x) \rangle = -\langle j^\mu \rangle, \]
\[ \text{(15)} \]
where the generating function is defined by \( Z = \int \mathcal{D}\Psi \mathcal{D}\bar{\Psi} e^{-S[\Psi, \bar{\Psi}, A]} \equiv e^{-W[A]} \). Under the gauge transformation \( A_\mu \to A_\mu + \partial_\mu \eta(x) \), the generating function changes in the following way

\[ \delta_\eta W[A] \equiv W[A + d\eta] - W[A] \]
\[ = \int d^2x \partial_\mu \eta(x) \frac{\delta W[A]}{\delta A_\mu} \]
\[ = - \int d^2x \partial_\mu \eta(x) \langle j^\mu \rangle \]
\[ = \int d^2x \eta(x) \frac{i}{8\pi} \epsilon^{\mu \nu} F_{\mu \nu}, \]
\[ \text{(16)} \]
where the gauge anomaly equation has been used.

Since \( W[A] \) is an effective action of only one \( k_z \) sector, we should include all \( k_z \) sectors in order to get the effective surface action of the Weyl metal phase

\[ W^{\text{edge}}_{WM}[A] = \sum_{-c < k_z < c} W[A] = 2cW[A]. \]
\[ \text{(17)} \]
Here, we set $m = 0$ for simplicity. As a result, we find the
gauge anomaly of the Fermi arc state in the time-reversal
symmetry-broken Weyl metal phase
\begin{equation}
\delta_{\eta} W^{edge}_{WM}[A] = \frac{i c}{4 \pi} \int dt d\delta \eta(x) l e^{i \epsilon} F_{\mu \nu} \\
= \frac{i c}{2 \pi} \int dt d\delta \eta(x) F_{zt}.
\end{equation}
Here, we did not take into account the role of disorder
scattering for this gauge anomaly contribution. It would be
quite an interesting study to investigate the role of
disorder scattering for the Fermi arc state.

**F. Anomaly cancelation: Callan-Harvey mechanism**

Breakdown of the gauge invariance in the effective chiral
surface state can be cured by anomaly inflow from the
bulk effective action of the Weyl metal phase. This mecha-
nism of anomaly cancelation is known as Callan-Harvey
mechanism \[1\]. The Callan-Harvey mechanism has been
already discussed in the time-reversal symmetry-broken
Weyl metal phase \[24\]. However, we found a subtle issue for
the derivation of the anomaly cancelation. Here, we
provide a rigorous derivation for the anomaly cancelation
based on the original paper \[1\].

First, let us point out the subtle problem. One may start from an effective axionic action Eq. (1) with setting
the chiral gauge field as $c = e^{i \Theta(x_1)} \hat{\varepsilon}$. Here, $\Theta(x_1)$ is the step function. The axion term is
\begin{align}
S_{ax}[A] &= \frac{i}{16 \pi^2} \int d^4 x e \cdot [e^{i x \mu \nu} F_{\mu \nu} F_{\alpha \beta}] \\
&= \frac{i}{16 \pi^2} \int d^4 \epsilon x \Theta(x_1) e^{i x \mu \nu} F_{\mu \nu} F_{\alpha \beta} \\
&= - \frac{i}{8 \pi^2} \int d^4 x e^{i x \mu \nu} [x_3 A_\mu F_{\alpha \beta} \delta(x_1) \delta_{1 \mu} \\
&+ \Theta(x_1) \delta_{\eta \mu} A_\mu F_{\alpha \beta}],
\end{align}
where $\partial_x \Theta(x) = \delta(x)$ has been used. Under the gauge transformation $A_\mu \to A_\mu + \partial_\mu \eta(x)$, the variation of the effective action $(\delta_{\eta} S_{ax} \equiv S_{ax}[A_\mu + \partial_\mu \eta] - S_{ax}[A_\mu])$ is given by
\begin{align}
\delta_{\eta} S_{ax} &= \frac{- i e}{8 \pi^2} \int d^4 x \left[ e^{i x \mu \nu} x_3 F_{\alpha \beta} \delta(x_1) \\
&+ e^{i x \mu \nu} \Theta(x_1) F_{\alpha \beta} \right] \delta_\eta \\
&= \frac{i e}{8 \pi^2} \int d^4 x \left[ e^{i x \mu \nu} F_{\alpha \beta} \left( \delta_\eta \delta(x_1) + x_3 \partial_\mu \delta(x_1) \delta_{1 \mu} \\
&- e^{i x \mu \nu} \delta(x_1) \right) \right] \eta \\
&= 0.
\end{align}

There does not exist the anomaly inflow to cancel the
gauge anomaly of the Fermi arc state in this derivation.

In order to resolve this subtle point, we consider a ge-
ometry of the Weyl metal sample as shown in Fig. 1. We
use the differential form since it is independent of the co-
dordinate system and it is easier to calculate the anomaly
inflow. The axion term is represented in the following way
\begin{align}
W^{bulk}_{WM}[A, F] &= - \int_M \frac{id\theta}{4 \pi^2} F \wedge F \\
&= - \int_M \frac{i}{4 \pi^2} \left[ d(\theta A \wedge F) - d\theta \wedge A \wedge F \right] \\
&= \frac{i}{4 \pi^2} \int_M d\theta \wedge A \wedge F,
\end{align}
where $\theta \propto c_\mu x^\mu$ is an “axion” field, $A = A_\mu dx^\mu$, and $F = \frac{1}{2} F_{\mu \nu} dx^\mu \wedge dx^\nu$. $M$ denotes an infinite space, where
the Weyl metal sample is embedded. The boundary of the Weyl metal sample is defined by the function $\theta(x)$.

Under the gauge transformation $A \to A + d\eta$, the varia-
tion of the effective bulk action is given by
\begin{align}
\delta_{\eta} W^{bulk}_{WM}[A, F] &= \frac{i}{4 \pi^2} \int_M d\theta \wedge d\eta \wedge F \\
&= \left[ - d(\eta d\theta \wedge F) + \eta d^2 \theta \wedge F \right] \\
&= \frac{i}{4 \pi^2} \int_M \eta d^2 \theta \wedge F
\end{align}

In the cylindrical coordinate $(\rho, \phi, z)$, we can set $\theta(x) = -c_\phi(\rho - \rho_0)$, where $\rho = \rho_0$ represents the boundary of the Weyl-metal sample (Fig. 1). We emphasize that $\theta(x)$ is not a single-valued function. As a result, $d^2 \theta \neq 0$. When $\rho > \rho_0$, $\nabla \theta(x) = - \frac{1}{\rho} c_\phi$. Therefore, we have
\begin{align}
\oint_{C(\rho > \rho_0)} \nabla \theta(x) \cdot dl = - 2 \pi c_\phi. \text{ However, if } \rho < \rho_0, \text{ we have } \oint_{C(\rho < \rho_0)} \nabla \theta(x) \cdot dl = 0. \text{ These equations are translated into } \nabla \times \nabla \theta(x) = - \frac{1}{\rho} c_\phi \frac{\delta(\rho - \rho_0)}{\rho}. \text{ Inserting this equation into the above, we find the anomaly inflow from the bulk state}
\end{align}
\begin{align}
\int_M \eta d^2 \theta \wedge F &= \int_M \frac{\eta}{2} (\partial_\eta \partial_\theta) F_{\alpha \beta} dx^\mu \wedge dx^\nu \wedge dx^\beta \\
&= \int_M d^4 x \eta \frac{1}{4} e^{i x \mu \nu} (\partial_\beta \partial_\nu - \partial_\nu \partial_\beta) \theta F_{\alpha \beta} \\
&= \int_M d^4 x \eta (\partial_\beta \partial_\nu - \partial_\nu \partial_\beta) \theta F_{zt} \\
&= - 2 \pi c \int dt dz F_{zt}.
\end{align}
The variation of the effective action under the gauge transformation is
\[ \delta_{\eta} W_{\text{Bulk}}^{W M}[A, F] = -\frac{ic}{2\pi} \int dt dz \eta(x) F_{zt}. \] (24)

Comparing Eq. (18) with Eq. (24), we confirm the anomaly cancelation
\[ \delta_{\eta} W_{\text{edge}} + \delta_{\eta} W_{\text{Bulk}}^{W M} = 0. \] (25)

III. INVERSION SYMMETRY-BROKEN WEYL METALS

Since time reversal symmetry is preserved, the net Berry flux should vanish. See Appendix D for the proof of this statement. This implies that there should be an even number of pairs of Weyl points in the inversion symmetry-broken Weyl metal state. Here, we apply the Callan-Harvey mechanism to the inversion symmetry-broken Weyl metal state. We find that a pair of Fermi arcs appear to give rise to a “quantized” version of either spin or valley Hall effects.

A. An effective minimal model for inversion symmetry-broken Weyl metals

Following Ref. [25], we start from
\[ H = \sigma^x s^2 k_x - \sigma^y k_y + (-m_1 + m_2 k_z^2)\sigma^+ + \alpha \sigma^z. \] (26)

One can show that the parity and time-reversal transformation operators are given by \( P = \sigma^x \) and \( T = is^yK \), respectively, where \( K \) perform the operation of complex conjugation. Then, it is straightforward to see the time reversal symmetry of this effective Hamiltonian. On the other hand, the last term with the coefficient \( \alpha \) breaks inversion symmetry. One can find that there are more terms which give rise to breaking the inversion symmetry while preserving the time reversal symmetry: \( \sigma^y s^2, \sigma^y s^y, \) and \( \sigma^y s^z \). The first and the second terms result in two nodal rings in momentum space. The third term makes a Weyl point along the \( k_y \) direction while the \( \alpha \) term causes the Weyl point along the \( k_x \) direction.

We start to consider the inversion symmetric case with \( \alpha = 0 \). Since both the time reversal and the inversion symmetry are preserved, two bands must be degenerate. Eigen values are given by
\[ E_{\pm} = \pm \sqrt{k_x^2 + k_y^2 + (m_2 k_z^2 - m_1)^2}. \] (27)

There are two Dirac points at \( (0, 0, \pm \sqrt{m_1/m_2}) \).

Turning on \( \alpha \), the band structure evolves into
\[ E_{1,\pm} = \pm \sqrt{(k_x - \alpha)^2 + k_y^2 + (m_2 k_z^2 - m_1)^2}, \] (28)
\[ E_{2,\pm} = \pm \sqrt{(k_x + \alpha)^2 + k_y^2 + (m_2 k_z^2 - m_1)^2}. \] (29)

B. Low-energy effective Hamiltonian with inversion symmetry breaking

In order to discuss anomaly cancelation, we write down a low-energy effective Hamiltonian near the double pair of Weyl points shown in Fig. 2. Expanding the momentum near the two Dirac points at \((0, 0, \pm \sqrt{m_1/m_2}) \equiv (0, \pm k_0) \equiv \pm k_0 \), we obtain
\[ H^+(k) = H(k_0 + \delta k) \approx H(k_0) + \delta k \cdot \nabla_{k} H(k_0) |_{k_0} \]
\[ = \sigma^x s^2 k_x - \sigma^y k_y + \alpha \sigma^z + \sigma^z (k_z - k_0), \] (30)
\[ H^-(k) = H(-k_0 + \delta k) \approx H(-k_0) + \delta k \cdot \nabla_{k} H(k_0) |_{-k_0} \]
\[ = \sigma^x s^2 k_x - \sigma^y k_y + \alpha \sigma^- - \sigma^z (k_z + k_0), \] (31)
where we set \( 2\sqrt{m_1/m_2} = 1 \) for simplicity. Then, the original Hamiltonian can be approximated in the low-energy limit as follows
\[ H(k) \approx H^+(k)f(\mid k - k_0 \mid) + H^-(k)f(\mid k + k_0 \mid). \] (32)

Here, the function \( f(x) \) is introduced to play the role of a UV cutoff for this low-energy effective Hamiltonian. Accordingly, the Bloch state is represented as
\[ \{|k, \sigma, s\} \approx \left\{ \begin{array}{ll} |k, \sigma, s^+\rangle & (k \sim k_0) \\ |k, \sigma, s^-\rangle & (k \sim -k_0) \end{array} \right. \] (33)

Now, we rewrite this low-energy effective Hamiltonian as one reducible representation in the following way
\[ \tilde{H}(k) \approx \begin{pmatrix} H^+(k) & 0 \\ 0 & H^-(k) \end{pmatrix} \]
\[ = (\sigma^x s^2 k_x - \sigma^y k_y + \alpha \sigma^z - \sigma^z k_0) \otimes \tau^0 \]
\[ + \sigma^z \otimes \tau^\pm k_z. \] (34)
Accordingly, we have \( |\mathbf{k}, \sigma, s\rangle \rightarrow |\mathbf{k}, \sigma, s, \tau\rangle \), where an additional quantum number is identified with a valley index. \( \tilde{H}(\mathbf{k}) \) is an eight-band Hamiltonian which occurs from the four-band one Eq. (26) in the low-energy limit.

The inversion and time-reversal transformation operators are redefined consistently as follows
\[
\tilde{P} = \sigma^z \otimes \tau^x, \quad \tilde{T} = is^y \otimes \tau^z K.
\]
See Appendix C for the derivation. It is easy to check that the time reversal symmetry is preserved for this low-energy effective Hamiltonian, i.e., \( \tilde{T}\tilde{H}(\mathbf{k})\tilde{T}^{-1} = \tilde{H}(-\mathbf{k}) \) while the inversion symmetry is not respected due to the \( \alpha \) term, i.e., \( \tilde{P}\tilde{H}(\mathbf{k})\tilde{P}^{-1} \neq \tilde{H}(-\mathbf{k}) \).

### C. Gamma matrix description

It is straightforward to write down the low-energy effective Hamiltonian with Gamma matrices. Taking into account the eight-component spinor
\[
\Psi = \begin{pmatrix} \phi_{1,1,1}, \phi_{1,1,-1}, \phi_{1,-1,1}, \phi_{1,-1,-1}, \phi_{-1,1,1}, \phi_{-1,1,-1}, \phi_{-1,-1,1}, \phi_{-1,-1,-1} \end{pmatrix}^T,
\]
where \( \phi_{a,b,c} = \phi_{\tau^x s^x, \sigma^z} \), we obtain the low-energy effective Hamiltonian
\[
\mathcal{H} = \sum_{\mathbf{k}} \Psi^\dagger(\mathbf{k})(\sigma^x s^x k_x - \sigma^y k_y + \alpha \sigma^z + \sigma^z \tau^z k_z - \tau^z k_0)\Psi(\mathbf{k})
\]
\[
= \int d^3y \Psi^\dagger(\mathbf{r})(\sigma^x s^x i\partial_y - \sigma^y i\partial_y + \sigma^z \tau^z i\partial_z + \sigma^z \alpha - \sigma^z k_0)\Psi(\mathbf{r}).
\]
This gives rise to the following effective action
\[
S = \int d^4x \Psi^\dagger(\mathbf{x})(\partial_0 + \sigma^x s^x i\partial_y - \sigma^y i\partial_y + \sigma^z \tau^z i\partial_z + \sigma^z \alpha - \sigma^z k_0)\Psi(\mathbf{x})
\]
\[
= \int d^4x \Psi^\dagger(\mathbf{x})[\Gamma^0 \partial_0 + i\Gamma^1 \partial_y + i\Gamma^2 \partial_y + i\Gamma^3 \partial_z - \alpha \Gamma^1 \Gamma^5 \tau^z + k_0 \Gamma^3 \Gamma^5 \tau^z]\Psi(\mathbf{x}),
\]
where \( \tilde{\Psi}(x) = \Psi^\dagger(x)\Gamma^0 \) and Gamma matrices are given by
\[
\Gamma^0 \Gamma^1 = \sigma^x s^x, \quad \Gamma^0 \Gamma^2 = -\sigma^y, \quad \Gamma^0 \Gamma^3 = \sigma^z \tau^z
\]
\[
\Rightarrow \Gamma^5 = i\Gamma^0 \Gamma^1 \Gamma^2 \Gamma^3 = -s^z \tau^z,
\]
satisfying \( \{\Gamma^\mu, \Gamma^\nu\} = 2g^{\mu\nu}1_{8 \times 8} \) with \( g^{\mu\nu} = (1, -1, -1, -1)\delta^{\mu\nu} \). We observe that there are two different representations of \( \Gamma^\mu \) satisfying Eq. (39) with \( \{\Gamma^\mu, \Gamma^\nu\} = 2g^{\mu\nu}1_{8 \times 8} \) and \( \{\Gamma^\mu, \Gamma^5\} = 0 \).

1. \( \{\tau^x, \Gamma^\mu\} = 0 \) and \( \{s^x, \Gamma^\mu\} = 0 \)

The first representation for \( \Gamma^\mu \) is
\[
\Gamma^0 = s^x \sigma^x, \quad \Gamma^1 = -is^y \sigma^y, \quad \Gamma^2 = -is^x \sigma^z, \quad \Gamma^3 = -is^y \sigma^x \tau^z.
\]
These eight by eight gamma matrices can be rewritten as a product of four by four gamma matrices and two by two Pauli matrices as follows
\[
\Gamma^0 = \gamma^0_{\nu} \gamma^0_{\nu}, \quad \Gamma^1 = -\gamma^1_{\nu} \gamma^1_{0}, \quad \Gamma^2 = \gamma^2_{\nu} \gamma^2_{0},
\]
\[
\Gamma^3 = \gamma^3_{\nu} \gamma^3_{0}, \quad \Gamma^5 = \gamma^5_{\nu} \gamma^5_{0},
\]
where
\[
\gamma^0_{\nu} = s^x \sigma^x, \quad \gamma^1_{\nu} = -is^y \sigma^0 \gamma^1_{0}, \quad \gamma^2_{\nu} = -is^x \sigma^z,
\]
\[
\gamma^3_{\nu} = -is^x \sigma^y, \quad \gamma^5_{\nu} = i\gamma^0_{\nu} \gamma^1_{\nu} \gamma^2_{\nu} \gamma^3_{\nu} = -s^z \sigma^0.
\]
\( \gamma^\nu \) matrices are four by four matrix, which consist of \( \sigma^\nu \) and \( s^\nu \), satisfying \( \{\gamma^\nu_0, \gamma^\nu_1\} = 2g^{\mu\nu}1_{4 \times 4} \).

2. \( \{\tau^x, \Gamma^\mu\} = 0 \) and \( \{s^x, \Gamma^\mu\} = 0 \)

The other representation for \( \Gamma^\mu \) is
\[
\Gamma^0 = \sigma^x \tau^x, \quad \Gamma^1 = is^y s^x \tau^x, \quad \Gamma^2 = is^x \tau^x, \quad \Gamma^3 = -i \tau^y
\]
These eight by eight gamma matrices can be also rewritten as a product of four by four gamma matrices and two by two Pauli matrices as follows
\[
\Gamma^0 = \gamma_0^{\nu} \gamma_0^0, \quad \Gamma^1 = -\gamma_1^{\nu} \gamma_1^0, \quad \Gamma^2 = \gamma_2^{\nu} \gamma_2^0,
\]
\[
\Gamma^3 = \gamma_3^{\nu} \gamma_3^0, \quad \Gamma^5 = \gamma_5^{\nu} \gamma_5^0,
\]
by two Pauli matrices as follows
\[ \Gamma^0 = \gamma^0_s s^0, \quad \Gamma^1 = \gamma^1_s s^z, \quad \Gamma^2 = \gamma^2_s s^0, \quad \Gamma^3 = \gamma^3_s s^0, \quad \Gamma^5 = \gamma^5_s s^z, \]
where
\[ \gamma^0_s = \sigma^x \tau^x, \quad \gamma^1_s = i \sigma^y \tau^x, \quad \gamma^2_s = i \sigma^x \tau^x, \]
\[ \gamma^3_s = -i \sigma^0 \tau^y, \quad \gamma^4_s = i \gamma^0_s \gamma^3_s, \quad \gamma^5_s = -\sigma^0 \tau^z. \]

As a result, we have two types of low-energy effective Hamiltonians:
\[
S_{1st} = \int d^4x \bar{\Psi}(x) \left[i \gamma^0_\nu \partial_\nu + i \gamma^1_\nu s^x \partial_\nu + i \gamma^2_\nu s^y \partial_\nu + i \gamma^3_\nu s^z \partial_\nu - \alpha \gamma^1_\nu \gamma^5_\nu s^z - k_0 \gamma^3_\nu \gamma^5_\nu \right] \Psi(x), \tag{53}
\]
\[
S_{2nd} = \int d^4x \bar{\Psi}(x) \left[i \gamma^0_\nu \partial_\nu + i \gamma^1_\nu s^x \partial_\nu + i \gamma^2_\nu s^y \partial_\nu + i \gamma^3_\nu s^z \partial_\nu + \alpha \gamma^1_\nu + k_0 \gamma^3_\nu \gamma^5_\nu \right] \Psi(x). \tag{54}
\]

It is not possible to find the representation satisfying both \([\tau^z, \Gamma^0] = 0\) and \([s^z, \Gamma^5] = 0\). If \(\Gamma^\mu\) fulfills both conditions, \([\Gamma^\mu, \Gamma^5] = 0\) must be satisfied because of \(\Gamma^5 = -\tau^z s^z\). This is contradictory to the condition of \([\Gamma^\mu, \Gamma^5] = 0\). It turns out that this property of \(\Gamma^\mu\) is related to the Fujikawa’s uncertainty principle \[26\], which plays an important role in the following discussion.

D. An effective axionic action for inversion symmetry-broken Weyl metals

Since the total Berry flux is zero for inversion symmetry-broken Weyl metals, the Hall conductivity must vanish. As a result, the conventional effective axionic action does not exist for this Weyl metal state. However, we find other types of effective axionic actions, introducing two kinds of fictitious gauge fields into the effective action: One is a spin gauge field \(S_\mu\) and the other is a valley gauge field \(V_\mu\), which are coupled with a spin current \(j_\mu^s = \Psi^\dagger \sigma^\mu s^z \Psi\) and a valley current \(j_\mu^v = \Psi^\dagger \gamma^\mu \tau^z \Psi\), respectively. Both spin and valley currents are Noether currents, involved with the symmetry under \(\Psi \rightarrow e^{i s^x \theta} \Psi\) and \(\Psi \rightarrow e^{i \tau^y \theta} \Psi\), respectively.

We start from the low-energy effective action with both spin and valley gauge fields
\[
S = \int d^4x \bar{\Psi}(x) \left[i \Gamma^\mu (\partial_\mu + i A_\mu + i s^x S_\mu + i \tau^2 V_\mu) - \alpha \Gamma^1 \Gamma^5 \tau^z + k_0 \Gamma^3 \Gamma^5 s^z \right] \Psi(x), \tag{55}
\]
where \(\mu = 1, 2, 3, 4\) and \(\Gamma^4 = -i \Gamma^0\). It turns out that both spin and valley currents can not be conserved simultaneously when quantum corrections are taken into account. In other words, one of both symmetries related to either spin or valley current should be anomalous in the quantum level. The problem on which symmetry becomes anomalous should be determined by the UV condition. The UV condition fixes the possible representation for the low-energy effective field theory. Physically, this determines the formation of a pair of Fermi arcs.

\[ \gamma^\mu_s \] matrices are four by four matrix, which consist of \(\sigma^\mu\) and \(\tau^\mu\), satisfying \(\{\gamma^\mu_s, \gamma^\nu_s\} = 2 g^{\mu \nu} \mathbf{1}_{4 \times 4}\) .

1. \([\tau^z, \Gamma^\mu] = 0\) and \([s^z, \Gamma^\mu] = 0\)

Action in the 1st representation Eq.(53) is symmetric under the following three kinds of transformations
\[
\Psi \rightarrow e^{i \alpha(x)} \Psi, \quad \bar{\Psi} \rightarrow \bar{\Psi} e^{-i \alpha(x)}, \tag{56}
\]
\[
\Psi \rightarrow e^{i \tau^y \beta(x)} \Psi, \quad \bar{\Psi} \rightarrow \bar{\Psi} e^{-i \tau^y \beta(x)}, \tag{57}
\]
\[
\Psi \rightarrow e^{i s^x \eta(x)} \Psi, \quad \bar{\Psi} \rightarrow \bar{\Psi} e^{i s^x \eta(x)} \left(\gamma^0 s^z = -\gamma^5\right). \tag{58}
\]

The first, second, and third transformations are related to the charge, valley, and spin current, respectively. We note that the third transformation related to the spin
current is the chiral transformation in terms of the $\gamma_e$ matrix. Therefore, this low-energy effective action is not invariant under the third transformation when quantum corrections are included. In mathematical terms, the integral measure of the partition function is not invariant under the third transformation. As a result, the spin current is not a conserved current. Resorting to the Fujikawa’s method, one can obtain an effective axion term as we did in the case of time-reversal symmetry-broken Weyl metals. Detailed calculations are shown in Appendix [F] Here, we quote the result only

$$S_{eff}^{1st} \equiv S_{eff}^c = -\frac{i}{2\pi^2} \int d^4x \alpha_1^x \tau_{\mu\nu} \beta F_{\mu\nu} F_{\alpha\beta} \tag{59}$$

where $F_{\mu\nu} = \partial_{\mu} V_{\nu} - \partial_{\nu} V_{\mu}$ is the field strength tensor, given by the valley gauge field $V_{\mu}$. We point out that the coefficient of this effective action is four times larger than that of the time-reversal symmetry-broken Weyl metal. It turns out that this enhancement plays an essential role in the anomaly cancelation.

Following the same method as the case of time-reversal symmetry-broken Weyl metals, it is straightforward to find the valley Hall current from this axion term. Performing the integration by part as follows

$$S_{eff}^c = -\int d^4x \frac{\alpha_1^x}{2\pi^2} \epsilon^{\mu\nu\alpha\beta} \partial_{\mu} V_{\nu} F_{\alpha\beta} \equiv \int_M \frac{i}{3} \theta_0(x_1^1) F_{\alpha\beta} \wedge F$$

$$= \int \frac{i}{3} \frac{1}{\pi^2} \int d\theta_0 \wedge V \wedge F$$

$$= -\frac{i}{2\pi^2} \int d^4x \epsilon^{\alpha\beta\mu\nu} \partial_{\mu} \theta_0 V_{\beta} F_{\mu\nu}, \tag{60}$$

we obtain

$$j_\mu^c = \frac{\delta S_{eff}^c}{\delta V_\mu} = \frac{i}{2\pi^2} \epsilon^{\mu\nu\alpha\beta} (\partial_\mu \theta_0) F_{\alpha\beta}$$

$$= -\frac{i}{2\pi^2} \epsilon^\alpha \gamma_0 \hat{\epsilon}_\alpha F_{\hat{\epsilon}}. \tag{61}$$

Since this current is evaluated in the Euclidean signature, we have to change it into the Lorentzian signature; $(v_1^L, v_2^L, v_3^L, v_4^L) = (v_1^L, v_2^L, v_3^L, iv_4^L)$. Then, we have

$$j_{L,s}^0 = \frac{\alpha}{\pi^2} F_{23}, \tag{62}$$

$$j_{L,s}^k = \frac{\alpha}{2\pi^2} \epsilon^{k\alpha\beta} F_{\beta\hat{\epsilon}}. \tag{63}$$

This valley Hall current may be regarded as an anomaly inflow from the bulk to the pair of Fermi arcs. Performing essentially the same task as the case of the time-reversal symmetry-broken Weyl metal, we find that the pair of Fermi arcs is given in Fig. 5c.

2. $\{\tau^z, \Gamma^\mu\} = 0$ and $\{s^z, \Gamma^\mu\} = 0$

The low-energy effective action Eq.(51) is symmetric under the following three types of transformations as the case of the 1st representation

$$\Psi \to e^{i\alpha(z)} \Psi, \; \bar{\Psi} \to \bar{\Psi} e^{-i\alpha(z)}, \tag{64}$$

$$\Psi \to e^{i\tau^z \beta(z)} \Psi, \; \bar{\Psi} \to \bar{\Psi} e^{i\tau^z \beta(z)} \tag{65}$$

$$\Psi \to e^{i\tau^z \eta(z)} \Psi, \; \bar{\Psi} \to \bar{\Psi} e^{i\tau^z \eta(z)}. \tag{66}$$

In this representation the second transformation related to the valley current is the chiral transformation in terms of the $\gamma_5$ matrix. Therefore, the valley current is not conserved because of the chiral anomaly. The corresponding axionic effective action derived from the chiral rotation is given by

$$S_{eff}^{2nd} \equiv S_{eff}^s = \frac{i}{4\pi^2} \int d^4x k_{03} \epsilon^{\mu\nu\alpha\beta} F_{s,\mu\nu} F_{\alpha\beta} \tag{67}$$

where $F_{s,\mu\nu} = \partial_\mu S_{\nu} - \partial_\nu S_{\mu}$ is the field strength of the spin gauge field $S_{\mu}$. We refer all details to Appendix [F]

It is straightforward to find the spin Hall current from this effective action, taking into account the integration by part

$$j_\mu^s = \frac{\delta S_{eff}^s}{\delta S_\mu} = \frac{i}{2\pi^2} \epsilon^{\mu\nu\alpha\beta} (\partial_\mu \theta_s) F_{\alpha\beta}$$

$$= \int \frac{i}{\pi^2} \int d\theta_s \wedge S \wedge F$$

$$= -\frac{i}{2\pi^2} \int d^4x \epsilon^{\alpha\beta\mu\nu} \partial_\mu \theta_s S_{\beta} F_{\mu\nu}, \tag{68}$$

and resulting in

$$j_\mu^s = \frac{\delta S_{eff}^s}{\delta S_\mu} = \frac{i}{2\pi^2} \epsilon^{\mu\nu\alpha\beta} (\partial_\mu \theta_s) F_{\alpha\beta}$$

$$= \frac{i}{2\pi^2} \epsilon^{k\alpha\beta} k_{0} F_{\beta\hat{\epsilon}}. \tag{69}$$

In the Lorentzian signature we have

$$j_{L,s}^0 = -\frac{k_0}{\pi^2} F_{12}, \tag{70}$$

$$j_{L,s}^k = -\frac{k_0}{\pi^2} \epsilon^{k\alpha\beta} F_{\beta\hat{\epsilon}}. \tag{71}$$
This spin Hall current may be also regarded as an anomaly inflow from the bulk to the pair of Fermi arcs. Performing essentially the same task as the case of the time-reversal symmetry-broken Weyl metal, we find that the pair of Fermi arcs is given in Fig. 4.

FIG. 4: A pair of Fermi arcs (red lines) for the case of \( \{ \tau^z, \Gamma^u \} = 0 \) and \( \{ s^z, \Gamma^u \} = 0 \)

Additionally, effective axionic actions of \( S_{\text{eff}}^V[A, V] \) and \( S_{\text{eff}}^S[A, S] \) have anomaly with respect to the valley gauge transformation of \( V_\mu \to V_\mu + \partial_\mu \eta \) and the spin gauge transformation of \( S_\mu \to S_\mu + \partial_\mu \eta \), respectively.

We find

\[
\delta_\eta S_{\text{eff}}^V[A, V] = \frac{2i\alpha}{\pi} \int d\tau dy F_{xt} \tag{72}
\]

\[
\delta_\eta S_{\text{eff}}^S[A, S] = -\frac{2ik^3}{\pi} \int d\tau dy F_{zt} \tag{73}
\]

Of course, this anomaly inflow should be canceled by the anomaly of a pair of Fermi arcs, which is nothing but the Callan-Harvey mechanism.

E. Callan-Harvey mechanism in inversion symmetry-broken Weyl metals

1. Valley Hall current

Following the case of time-reversal symmetry-broken Weyl metals and setting \( \alpha \to \alpha \theta(z) \), one can find the edge state localized near the boundary from the low-energy effective Hamiltonian. We show all detailed calculations in Appendix C.

An effective surface Hamiltonian in the \( \{ \tau^z, k_x, k_y \} \) basis is given by

\[
H = \sum_{k_z} \sum_{k_y} \Psi_k^\dagger(k_x, k_y) \begin{pmatrix} k_y & 0 \\ 0 & -k_y \end{pmatrix} \Psi(k_x, k_y)
\]

\[
= \sum_{k_z} \int dy \Psi_{k_z}(y) \begin{pmatrix} -i\partial_y & 0 \\ 0 & i\partial_y \end{pmatrix} \Psi_{k_z}(y)
\]

\[
= \sum_{k_z} \int dy \Psi_{k_z}^\dagger(y)(-i\partial_\tau \gamma^3) \Psi_{k_z}(y), \tag{74}
\]

where \( k_z \to -\sqrt{\alpha^2 - m^2} < k_z < \sqrt{\alpha^2 - m^2} \). Then, the corresponding effective surface action is

\[
S = \sum_{k_z} \int d\tau \int dy \Psi_{k_z}^\dagger(y) \left( \partial_\tau - i\tau^3 \partial_y \right) \Psi_{k_z}(y)
\]

\[
= \sum_{k_z} \int d\tau \int dy \Psi_{k_z}(y) \left( \gamma^0 \partial_\tau + i\gamma^1 \partial_y \right) \Psi_{k_z}(y), \tag{75}
\]

where \( \gamma^0 = \tau^1, \gamma^1 = i\tau^2, \) and \( \bar{\gamma} = \gamma^0 \gamma^1 = -\tau^3 \). Setting \( \gamma^2 = -i\gamma^0 \), we have

\[
S = \sum_{-\sqrt{\alpha^2 - m^2} < k_z < \sqrt{\alpha^2 - m^2}} \int d^2 x \Psi_{k_z}(y)i\gamma^\mu \partial_\mu \Psi_{k_z}(y), \tag{76}
\]

where \( \mu = 1, 2, \partial_0 = \partial_\tau \), and \( \{ \gamma^\mu, \gamma^\nu \} = -\delta^{\mu\nu} \).

In order to show the anomaly cancelation, we introduce both charge and valley gauge fields to the above boundary action.
The surface valley current is given by
\[
J^\mu_\text{valley} = \frac{\delta W[A,V]}{\delta V_\mu} = -\sum_{-\sqrt{\alpha^2-m^2}<k_x<\sqrt{\alpha^2-m^2}} \langle \Psi_{k_x} \gamma^\mu \bar{\gamma} \Psi_{k_x} \rangle,
\]
where \( W[A,V] \) is an effective free energy defined by \( Z = e^{-W[A,V]} = \int D\Psi D\bar{\Psi} e^{-S[\Psi,\bar{\Psi},A,V]} \).

This boundary effective action is invariant under the following valley gauge transformation
\[
\Psi_{k_x} \rightarrow e^{i\gamma^\theta_\mu A_\mu} \Psi_{k_x}, \quad V_\mu \rightarrow V_\mu + \partial_\mu \theta.
\]
However, we find that the expectation value for the valley current \( J^\mu_\text{valley} \) becomes anomalous in the one-loop order. All details are shown in Appendix [H]. Here, we quote the result only
\[
\partial_\mu (iJ^\mu_\text{reg}(x)) = \frac{2i\alpha}{\pi} \epsilon_{\mu\nu} \partial_\nu A_\nu(x) = \frac{2i}{\pi} \epsilon_{\mu\nu} F_{\mu\nu}(x).
\]
This anomaly equation implies
\[
\delta_{\eta} W_\text{edge}^{W_M,\text{valley}} = -\frac{i\alpha}{\pi} \int d^2 x \eta(x) \epsilon_{\mu\nu} F_{\mu\nu}(x).
\]
\( \delta_{\eta} W_\text{edge}^{W_M,\text{valley}} \) is canceled exactly by \( \delta_{\eta} S_\text{eff}^v \), which is nothing but the Callan-Harvey mechanism.

2. **Spin Hall current**

All processes are completely the same as those of the case of the valley Hall current. See Appendix [C] and Appendix [H] for more details. The variation of the effective surface action with respect to the change of the spin gauge field is
\[
\delta_{\eta} W_\text{edge}^{W_M,\text{spin}} = \frac{i2\alpha}{\pi} \int d^2 x \eta(x) \epsilon_{\mu\nu} F_{\mu\nu}(x).
\]
\( \delta_{\eta} W_\text{edge}^{W_M,\text{spin}} \) is also canceled perfectly by \( \delta_{\eta} S_\text{eff}^s \).

IV. **CONCLUSION**

In conclusion, we applied the Callan-Harvey mechanism to the case of inversion symmetry-broken Weyl metals, and found either the spin Hall effect or the valley Hall effect, depending on the UV condition. Turning on charge, spin, and valley U(1) gauge fields, we derived two types of axion terms from two kinds of low-energy effective actions, based on the Fujikawa’s method. This explicit demonstration clarifies the anomaly inflow in either spin or valley currents from the Weyl metal bulk to the surface state. Solving Weyl metal equations with a surface boundary condition, we found normalizable surface zero modes, which consist of a chiral pair of Fermi arcs.

We believe that our explicit demonstration casts various interesting questions, involved with generalizations of the present ideal case. As far as we know, the role of disorder scattering has never been discussed clearly, particularly, in the view of anomaly cancelation. Disorder scattering gives rise to mixing between each Fermi point in the Fermi arc state, expected to spoil the present simple calculation at least when disorder strength exceeds a critical value. The role of electron correlations in the anomaly cancelation would be more important and difficult. Recently, a topological Fermi-liquid theory has been proposed to describe anomalous transport phenomena in time-reversal symmetry-broken Weyl metals, where the concept of Landau’s Fermi-liquid theory is generalized to incorporate both the Berry curvature and the chiral anomaly [27, 28]. However, the issue on anomaly cancelation has not been discussed within such a topological Fermi-liquid theory. When inversion symmetry is broken instead of time reversal symmetry, the situation would be much more complicated. Not only the spin current but also the valley current should be taken into account. This is somewhat analogous to the relationship between the integer quantum Hall phase and the quantum spin-Hall state in two dimensions.
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Appendix A: Derivation of an axionic action for time-reversal symmetry-broken Weyl metals

1. Chiral transformation

We introduce the chiral rotation as follows

$$\Psi(x) \rightarrow e^{i\alpha(x)\gamma^5} \Psi(x), \quad \Psi(x) \rightarrow \Psi(x)e^{i\alpha(x)\gamma^5}. \quad \text{(A1)}$$

Under this chiral transformation, the effective action Eq. (2) for a Weyl metal state changes as

$$S_{WM} \rightarrow \int d^4x \bar{\Psi}(x)i\gamma^\mu[\partial_\mu + iA_\mu + i(c_\mu + ds_\mu \theta(x))\gamma^5]\Psi(x). \quad \text{(A2)}$$

Here, we set $\alpha(x) = ds\theta(x)$. Multiple steps of chiral rotations result in

$$S_{WM} \rightarrow \int d^4x \bar{\Psi}(x)i\gamma^\mu[\partial_\mu + iA_\mu + i(c_\mu + s\partial_\mu \theta(x))\gamma^5]\Psi(x) \equiv \int d^4x \bar{\Psi}(x)i\mathcal{D}^{(s)}\Psi(x), \quad \text{(A3)}$$

where

$$\mathcal{D}^{(s)} = \gamma^\mu(\partial_\mu + iA_\mu + i(c_\mu + s\partial_\mu \theta(x))\gamma^5), \quad \mathcal{D}^{(s)\dagger} = \gamma^\mu(\partial_\mu + iA_\mu - i(c_\mu + s\partial_\mu \theta(x))\gamma^5). \quad \text{(A4, A5)}$$

Since $\mathcal{D}^{(s)}$ is not Hermitian because of the chiral gauge field, we choose a basis which differs from the conventional case of the chiral anomaly [22]

$$\Psi(x) = \sum_n a_n \phi_n^{(s)}(x), \quad \bar{\Psi}(x) = \sum_n \phi_n^{(s)\dagger}(x)b_n, \quad \text{(A6)}$$

where the eigen vectors $\phi_n^{(s)}(x)$ and $\phi_n^{(s)\dagger}(x)$ are determined by

$$\mathcal{D}^{(s)}\phi_n^{(s)}(x) = \lambda_n \phi_n^{(s)}(x), \quad \mathcal{D}^{(s)\dagger}\phi_n^{(s)\dagger}(x) = \lambda_n^2 \phi_n^{(s)}(x), \quad \text{(A7)}$$

$$\mathcal{D}^{(s)}\phi_n^{(s)}(x) = \lambda_n \phi_n^{(s)}(x), \quad \mathcal{D}^{(s)\dagger}\phi_n^{(s)\dagger}(x) = \lambda_n \phi_n^{(s)}(x). \quad \text{(A8)}$$

where $\lambda_n$ is an eigen value. Then, the path-integral measure is

$$\mathcal{D}\Psi(x)\mathcal{D}\bar{\Psi}(x) = [\det U]^{-1} \prod_n db_n da_n, \quad \text{(A9)}$$

where $[U^{-1}]_{nm} = \phi_n^{(s)\dagger}(x)\phi_m^{(s)}(x)$.

Now, we can see how the integral measure changes under the chiral transformation. Since the wave function changes in the following way

$$\Psi'(x) = e^{i\theta(x)\gamma^5} \Psi(x), \quad \bar{\Psi}'(x) = \bar{\Psi}(x)e^{i\theta(x)\gamma^5}$$

$$\Rightarrow \{ \sum_n a_n' \phi_n^{(s)}(x) = \sum_n e^{i\theta(x)\gamma^5}a_n \phi_n^{(s)}(x), \quad \sum_n \phi_n^{(s)\dagger}'(x)b_n = \sum_n \phi_n^{(s)\dagger}(x)b_n e^{i\theta(x)\gamma^5} \} \quad \text{(A10)}$$

we obtain

$$a_n' = \sum_m C_{nm} a_m, \quad b_n' = \sum_m D_{nm} b_m, \quad \text{(A11)}$$

$$C_{nm} = \int d^4x \bar{\phi}_m^{(s)\dagger}(x)e^{i\theta(x)\gamma^5}\phi_n^{(s)}(x), \quad \text{(A12)}$$

$$D_{nm} = \int d^4x \phi_n^{(s)\dagger}(x)e^{i\theta(x)\gamma^5}\phi_m^{(s)}(x). \quad \text{(A13)}$$
As a result, the integral measure is given by
\[
\mathcal{D}\Psi'(x)\mathcal{D}\Psi(x) = [det U]^{-1} \prod_n db'_n da'_n = [det U]^{-1}[det C]^{-1}[det D]^{-1} \prod_n db_n da_n = [det C]^{-1}[det D]^{-1}\mathcal{D}\Psi(x)\mathcal{D}\Psi(x)
\] (A14)
under the chiral transformation, where
\[
[det C]^{-1} = \exp \left[ -ids \int d^2x \theta(x) \sum_n \varphi_n^{(s)\dagger}(x)\gamma^5 \varphi_n^{(s)}(x) \right],
\]
\[
[det D]^{-1} = \exp \left[ -ids \int d^2x \theta(x) \sum_n \phi_n^{(s)\dagger}(x)\gamma^5 \phi_n^{(s)}(x) \right].
\] (A15)

Finally, the partition function changes as follows
\[
Z = \int \mathcal{D}\Psi(x)\mathcal{D}\Psi(x)e^{-S_{WM}}
\]
\[
\rightarrow \int \mathcal{D}\Psi(x)\mathcal{D}\Psi(x) \exp \left[ -\int d^4x \left\{ \Psi(x)i\bar{\partial}(\Theta)\Psi(x) + \int_0^s ds \theta(s)i\left( \sum_n \varphi_n^{(s)\dagger}(x)\gamma^5 \varphi_n^{(s)}(x) + \sum_n \phi_n^{(s)\dagger}(x)\gamma^5 \phi_n^{(s)}(x) \right) \right\} \right]
\equiv \int \mathcal{D}\Psi(x)\mathcal{D}\Psi(x) \exp \left[ -S_{WM}^{(s)} \right].
\] (A16)

2. Regularization

In order to calculate the part which changes under the chiral transformation, we follow the standard way of regularization \[22\], given by
\[
\sum_n [\varphi_n^{(s)\dagger}(x)\gamma^5 \varphi_n^{(s)} + \phi_n^{(s)\dagger} \gamma^5 \phi_n^{(s)}] = \lim_{M \to \infty} \sum_n [\varphi_n^{(s)\dagger} \gamma^5 \varphi_n^{(s)} + \phi_n^{(s)\dagger} \gamma^5 \phi_n^{(s)}] e^{-\frac{\gamma^5}{M^2}}
\]
\[
= \lim_{M \to \infty} \sum_n [\varphi_n^{(s)\dagger} \gamma^5 e^{-\frac{\gamma^5}{M^2}} \varphi_n^{(s)} + \phi_n^{(s)\dagger} \gamma^5 e^{-\frac{\gamma^5}{M^2}} \phi_n^{(s)}].
\] (A17)

One can show
\[
\sum_n \phi_n^{(s)\dagger}(x)\gamma^5 e^{-\frac{\gamma^5}{M^2}} \phi_n^{(s)}(x) = \int \frac{d^4k}{(2\pi)^4} e^{-ikx} tr \left[ \gamma^5 e^{-\frac{\gamma^5}{M^2}} \right] e^{ikx}.
\] (A18)

As a result, we obtain
\[
\sum_n [\varphi_n^{(s)\dagger}(x)\gamma^5 \varphi_n^{(s)}(x) + \phi_n^{(s)\dagger} \gamma^5 \phi_n^{(s)}(x)] = \lim_{M \to \infty} \int \frac{d^4k}{(2\pi)^4} e^{-ikx} tr \left[ \gamma^5 \left( e^{-\frac{\gamma^5}{M^2}} + e^{-\frac{2\gamma^5}{M^2}} \right) \right] e^{ikx}.
\] (A19)

3. Chirality Splitting

In order to perform the momentum integration in the above expression, we consider chirality splitting given by
\[
\bar{\partial}^{(s)} = (\bar{\partial} + i\hat{A}_{(s)}^+) P_+ + (\bar{\partial} + i\hat{A}_{(s)}^-) P_- \equiv \bar{\partial}^{(s)}_{+} P_+ + \bar{\partial}^{(s)}_{-} P_-,
\] (A20)
\[
\bar{\partial}^{(s)\dagger} = \bar{\partial}^{(s)}_{+} P_- + \bar{\partial}^{(s)}_{-} P_+,
\] (A21)
where
\[
A_{\mu}^{(s)} \equiv A_{\mu} + c_{\mu} + s\partial_{\mu} \theta(x),
\] (A22)
\[
A^{(s)}_{\mu-} \equiv A_{\mu} - (c_{\mu} + s\partial_{\mu} \theta(x)),
\] (A23)
\[
P_{\pm} = \frac{1}{2} (1 \pm \gamma^5),
\] (A24)
\[
\bar{\partial}^{(s)}_{\pm} \equiv \bar{\partial} + i\hat{A}_{\pm}^{(s)}.
\] (A25)
Then, we obtain

\[
\mathcal{D}^{(s)}(x)\mathcal{D}^{(s)\dagger} = (\mathcal{D}^{(s)}_+)^2 P_+ + (\mathcal{D}^{(s)}_-)^2 P_-, \quad \mathcal{D}^{(s)\dagger} \mathcal{D}^{(s)} = (\mathcal{D}^{(s)}_+)^2 P_+ + (\mathcal{D}^{(s)}_-)^2 P_-, \tag{A26}
\]
giving rise to

\[
e^{-\frac{\theta^{(s)}\theta^{(s)}}{2M}} = P_+ e^{-\frac{(\theta^{(s)})^2}{2M}} + P_- e^{-\frac{\theta^{(s)\dagger}\theta^{(s)}}{2M}}, \tag{A27}
\]
\[
e^{-\frac{\theta^{(s)}\theta^{(s)}\dagger}} = P_- e^{-\frac{\theta^{(s)\dagger}\theta^{(s)}}{2M}} + P_+ e^{-\frac{\theta^{(s)\dagger}\theta^{(s)}}{2M}}. \tag{A28}
\]

Now, it is straightforward to perform the momentum integration in the following way

\[
\sum_n [\varphi^{(s)}_n(x)^\gamma_5 \varphi^{(s)}_n(x) + \phi^{(s)}_n^\dagger \gamma_5 \phi^{(s)}_n(x)] = \lim_{M \to \infty} \int \frac{d^4k}{(2\pi)^4} e^{-ikx} \text{tr} \left[ \gamma_5 \left( e^{-\frac{(\theta^{(s)})^2}{2M}} + e^{-\frac{\theta^{(s)\dagger}\theta^{(s)}}{2M}} \right) \right] e^{ikx}
\]
\[
= \lim_{M \to \infty} \int \frac{d^4k}{(2\pi)^4} M^4 e^{-k^2} \text{tr} \left[ \gamma_5 \left( -\frac{1}{8M^2} \gamma_\mu \gamma_\nu \gamma_\alpha \gamma_\beta F^{(s)}_{+\mu \nu} F^{(s)}_{+\alpha \beta} - \frac{1}{8M^2} \gamma_\mu \gamma_\nu \gamma_\alpha \gamma_\beta F^{(s)}_{-\mu \nu} F^{(s)}_{-\alpha \beta} \right) \right]
\]
\[
= \int \frac{d^4k}{(2\pi)^4} e^{-k^2} \frac{1}{2} \epsilon^{\mu \nu \alpha \beta} \left[ F^{(s)}_{+\mu \nu} F^{(s)}_{+\alpha \beta} + F^{(s)}_{-\alpha \beta} F^{(s)}_{-\mu \nu} \right] = \frac{1}{32\pi^2} \epsilon^{\mu \nu \alpha \beta} \left[ F^{(s)}_{+\mu \nu} F^{(s)}_{+\alpha \beta} + F^{(s)}_{+\alpha \beta} F^{(s)}_{-\mu \nu} \right], \tag{A29}
\]

where

\[
\text{tr}[\gamma_5] = \text{tr}[\gamma_5 \gamma_\mu \gamma_\nu] = 0, \quad \text{tr}[\gamma_5 \gamma_\mu \gamma_\nu \gamma_\alpha \gamma_\beta] = -4\epsilon^{\mu \nu \alpha \beta}
\]

have been used.

Setting \(\theta(x) = -c_\mu x^\mu\), we have

\[
A^{(s)}_x = A_\mu + c_\mu (1 - s), \quad A^{(s)}_x = A_\mu - c_\mu (1 - s), \tag{A31}
\]
\[
F^{(s)}_{+\mu \nu} = F^{(s)}_{+\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu = F_{\mu \nu}. \tag{A32}
\]

Then, we obtain

\[
\sum_n [\varphi^{(s)}_n^\dagger(x) \gamma_5 \varphi^{(s)}_n(x) + \phi^{(s)}_n^\dagger \gamma_5 \phi^{(s)}_n(x)] = \frac{1}{16\pi^2} \epsilon^{\mu \nu \alpha \beta} F_{\mu \nu} F_{\alpha \beta}. \tag{A33}
\]

Finally, the effective action changes as

\[
S_{WM} \to S^{(s)}_{WM} = \int d^4x \left[ \bar{\Psi}(x)i\mathcal{D}^{(s)}_x\Psi(x) - \int_0^s ds c_\mu x^\mu \frac{i}{16\pi^2} \epsilon^{\mu \nu \alpha \beta} F_{\mu \nu} F_{\alpha \beta} \right] \tag{A34}
\]

under the chiral transformation, where \(\mathcal{D}^{(s)}_x = \gamma_\mu (\partial_\mu + ic_\mu (1 - s)\gamma^5)\). Setting \(s = 1\), we obtain

\[
S^{(0)}_{WM} = \int d^4x \left[ \bar{\Psi}(x)i\gamma_\mu (\partial_\mu + ic_\mu)\Psi(x) \right] \tag{A35}
\]
\[
\Rightarrow S^{(1)}_{WM} = \int d^4x \left[ \bar{\Psi}(x)i\gamma_\mu (\partial_\mu + ic_\mu)\Psi(x) - \frac{ic_\mu x^\mu}{16\pi^2} \epsilon^{\mu \nu \alpha \beta} F_{\mu \nu} F_{\alpha \beta} \right]. \tag{A36}
\]

Appendix B: Derivation of a Fermi arc surface state in the time-reversal symmetry-broken Weyl metal phase

1. Zero mass

Following Ref. [24], we derive a Fermi arc state. The reason why we show this procedure in this appendix is that this part is also applied to the case of inversion symmetry-broken Weyl metals.
We consider
\[ H_{WM} = \int d^3x \Psi(x) \{ i \gamma^k \partial_k - c \gamma^0 \gamma^5 \} \Psi(x), \]
\[ = \int d^3x \Psi^1(x) \begin{pmatrix} -i \bar{v} \cdot \nabla + \bar{c} \cdot v & 0 \\ i \bar{v} \cdot \nabla + \bar{c} \cdot v & 0 \end{pmatrix} \Psi(x). \]  
(B1)

Setting \( v = c \theta(x) \bar{z} \), where the \( x = 0 \) plane is a boundary, we have
\[ \begin{pmatrix} -i \bar{v} \cdot \nabla + \bar{c} \cdot v \\ 0 \end{pmatrix} \psi(x, y, z) = E \psi(x, y, z). \]  
(B2)

Considering the translational symmetry in both directions of \( y \) and \( z \), we take \( \psi(x, y, z) = e^{ik_y y + ik_z z} \phi_{k_y, k_z}(x) \). Then, we obtain
\[ \begin{pmatrix} -i \sigma_1 \partial_x + \sigma_2 k_y + \sigma_3 k_z + \sigma_3 \theta(x) \\ 0 \end{pmatrix} \phi_{k_y, k_z}(x) = E \phi_{k_y, k_z}(x). \]  
(B3)

Inserting \( \phi_{k_y, k_z}(x) = \begin{pmatrix} u_{k_y, k_z}(x) \\ v_{k_y, k_z}(x) \end{pmatrix} \) into the above equation, we obtain
\[ \begin{align*}
-\{ -i \sigma_1 \partial_x + \sigma_2 k_y + \sigma_3 k_z + \sigma_3 \theta(x) - E \} u_{k_y, k_z}(x) &= 0, \\
\{ i \sigma_1 \partial_x - \sigma_2 k_y - \sigma_3 k_z + \sigma_3 \theta(x) - E \} v_{k_y, k_z}(x) &= 0. 
\end{align*} \]  
(B4) \hspace{1cm} (B5)

Taking into account
\[ \begin{align*}
u_{k_y, k_z}(x) &= u_{k_y, k_z}(x) \begin{pmatrix} 1 \\ 0 \end{pmatrix} + u_{k_y, k_z}(x) \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \\
v_{k_y, k_z}(x) &= v_{k_y, k_z}(x) \begin{pmatrix} 1 \\ 0 \end{pmatrix} + v_{k_y, k_z}(x) \begin{pmatrix} 0 \\ 1 \end{pmatrix}, 
\end{align*} \]  
(B6) \hspace{1cm} (B7)

we have
\[ \begin{align*}
i(\partial_x - k_y)u^1 + (E + k_z + c \theta(x))u^2 &= 0, \\
i(\partial_x + k_y)u^2 + (E - k_z - c \theta(x))u^1 &= 0, \\
i(\partial_x - k_y)v^1 - (E - k_z + c \theta(x))v^2 &= 0, \\
i(\partial_x + k_y)v^2 - (E + k_z - c \theta(x))v^1 &= 0. 
\end{align*} \]  
(B8) \hspace{1cm} (B9)

Solving these equations of motion, we find
\[ u^i(x) = \begin{cases} A^1 e^{\sqrt{k^2 + k_y^2 - E^2} x}, & x < 0 \\
A^1 e^{-\sqrt{(k_z + c e)^2 + k_y^2 - E^2} x}, & x > 0 \end{cases}, \quad v^i(x) = \begin{cases} B^1 e^{\sqrt{k_z^2 + k_y^2 - E^2} x}, & x < 0 \\
B^1 e^{-\sqrt{(k_z - c e)^2 + k_y^2 - E^2} x}, & x > 0 \end{cases}. \]  
(B10)

Unknown coefficients are determined by the following boundary conditions
\[ \lim_{e \to 0^+} u^i(e) = \lim_{e \to 0^-} u^i(e), \quad \lim_{e \to 0^+} v^i(e) = \lim_{e \to 0^-} v^i(e), \]  
(B11)

\[ \lim_{e \to 0^+} u^1(e) - \lim_{e \to 0^-} u^1(e) - icu^2(0) = 0, \]  
(B12)
\[ \lim_{e \to 0^+} u^2(e) - \lim_{e \to 0^-} u^2(e) + icu^1(0) = 0, \]  
(B13)
\[ \lim_{e \to 0^+} v^1(e) - \lim_{e \to 0^-} v^1(e) + icv^2(0) = 0, \]  
(B14)
\[ \lim_{e \to 0^+} v^2(e) - \lim_{e \to 0^-} v^2(e) - icv^1(0) = 0, \]  
(B15)

resulting in
\[ \begin{align*}
\begin{cases} A^1 \left( \sqrt{(k_z + c)^2 + k_y^2 - E^2} + \sqrt{k_z^2 + k_y^2 - E^2} - icA^2 \right) = 0, \\
A^2 \left( \sqrt{(k_z - c)^2 + k_y^2 - E^2} + \sqrt{k_z^2 + k_y^2 - E^2} - icA^1 \right) = 0, \\
B^1 \left( \sqrt{(k_z - c)^2 + k_y^2 - E^2} + \sqrt{k_z^2 + k_y^2 - E^2} - icB^2 \right) = 0, \\
B^2 \left( \sqrt{(k_z - c)^2 + k_y^2 - E^2} + \sqrt{k_z^2 + k_y^2 - E^2} + icA^1 \right) = 0. 
\end{cases} \end{align*} \]  
(B16) \hspace{1cm} (B17)
A little algebra gives rise to
\[ A^1 = \sqrt{\frac{k_z(c + k_z)}{c}}, \quad B^1 = \sqrt{\frac{k_z(c - k_z)}{c}}, \]  
where the normalization of \( \int_{-\infty}^{\infty} |u_{k_y,k_z}(x)|^2 \) or \( |v_{k_y,k_z}(x)|^2 \) \( dx \) = 1 has been used. As a result, we find a Fermi-arc state given by

(i) \(-c < k_z < 0\)

\[ \psi_{k_y,k_z}(x, y, z) = e^{ik_yy + ik_zz} \sqrt{\frac{-k_z(k_z + c)}{c}} \left( \begin{array}{c} 1 \\ i \\ 0 \end{array} \right) \left[ e^{-k_zx(1 - \theta(x))} + e^{-(k_z+c)x\theta(x)} \right] \]

\[ E = k_y \]  

(ii) \(0 < k_z < c\)

\[ \psi_{k_y,k_z}(x, y, z) = e^{ik_yy + ik_zz} \sqrt{\frac{k_z(c - k_z)}{c}} \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right) \left[ e^{k_zx(1 - \theta(x))} + e^{-(c-k_z)x\theta(x)} \right] \]

\[ E = k_y \]  

2. Nonzero mass

It is not difficult to generalize the above calculation in the presence of a mass term which preserves both time reversal and inversion symmetries. Since we do not find any concrete calculations in the presence of a mass term, we also show explicit procedures. We consider the following equation of motion for surface states

\[ H_{surf} \psi(x, y, z) = \left( -i\sigma \cdot \nabla + \sigma_3 c\theta(x) \quad m i\sigma \cdot \nabla + \sigma_3 c\theta(x) \right) \psi(x, y, z) = E \psi(x, y, z), \]

where \( PH(k)P = H(-k) \) with \( P = \tau_1 \otimes 1 \) can be checked easily. Introducing \( \psi(x, y, z) = e^{ik_yy + ik_zz} \phi_{k_y,k_z}(x) \) into the above, we obtain

\[ \left( -i\sigma_1 \partial_x + \sigma_2 k_y + \sigma_3 k_z + \sigma_3 c\theta(x) \quad m i\sigma_1 \partial_x - \sigma_2 k_y - \sigma_3 k_z + \sigma_3 c\theta(x) \right) \phi_{k_y,k_z}(x) = E \phi_{k_y,k_z}(x). \]  

Following the previous section, we obtain

\[ i(\partial_x - k_y)u^1 + (E + k_z + c\theta(x))u^2 - mu^2 = 0 \]  
\[ i(\partial_x + k_y)u^2 + (E - k_z - c\theta(x))u^1 - mu^1 = 0 \]  
\[ i(\partial_x - k_y)v^1 - (E - k_z + c\theta(x))v^2 + mu^2 = 0 \]  
\[ i(\partial_x + k_y)v^2 - (E + k_z - c\theta(x))v^1 + mu^1 = 0. \]

Introducing \( D \equiv i(\partial_x - k_y) \) and \( D^\dagger \equiv i(\partial_x + k_y) \) into the above equations and performing a little algebra, we obtain

\[ [D^\dagger D - E^2 + (k_z + c\theta(x))^2 + m^2]u^1 + 2mc\theta(x)v^1 + i\delta(x)u^2 = 0 \]  
\[ [D^\dagger D - E^2 + (k_z - c\theta(x))^2 + m^2]v^1 + 2mc\theta(x)u^1 - i\delta(x)v^2 = 0 \]  
\[ [DD^\dagger - E^2 + (k_z + c\theta(x))^2 + m^2]u^2 - 2mc\theta(x)v^2 - i\delta(x)u^1 = 0 \]  
\[ [DD^\dagger - E^2 + (k_z - c\theta(x))^2 + m^2]v^2 - 2mc\theta(x)u^2 + i\delta(x)v^1 = 0. \]

Boundary conditions are the same as those of the zero-mass case. As a result, we find
(i) \( x < 0 \)

\[
[\partial_x^2 + E^2 - k_y^2 - k_z^2 - m^2] u^{1/2}/v^{1/2} = 0
\]

\[
u^{1/2} = A^{1/2} e^{\sqrt{k_z^2 + k_y^2 + m^2 - E^2} x}, \quad v^{1/2} = \bar{A}^{1/2} e^{\sqrt{k_z^2 + k_y^2 + m^2 - E^2} x}
\]

\[
E^2 < k_z^2 + k_y^2 + m^2
\]

(B33)

(B34)

(B35)

(ii) \( x > 0 \)

\[
[\partial_x^2 + E^2 - k_y^2 - k_z^2 - m^2 - c^2 - 2c\sqrt{k_z^2 + m^2}]
\]

\[
\times [\partial_x^2 + E^2 - k_y^2 - k_z^2 - m^2 - c^2 + 2c\sqrt{k_z^2 + m^2}] u^{1/2}/v^{1/2} = 0
\]

\[
u^{1/2} = B^{1/2} e^{-\sqrt{(k_z^2 + m^2 + c^2)^2 + k_y^2} - E^2 x} + C^{1/2} e^{-\sqrt{(k_z^2 + m^2 - c^2 + k_y^2} - E^2 x},
\]

\[
v^{1/2} = \bar{B}^{1/2} e^{-\sqrt{(k_z^2 + m^2 + c^2)^2 + k_y^2} - E^2 x} + \bar{C}^{1/2} e^{-\sqrt{(k_z^2 + m^2 - c^2 + k_y^2} - E^2 x}
\]

(B36)

(B37)

(B38)

Applying the boundary conditions Eqs. \([B11] \sim [B15]\) into the above formal solutions, we obtain

\[
A^{1/2} = B^{1/2} + C^{1/2}, \quad \bar{A}^{1/2} = \bar{B}^{1/2} + \bar{C}^{1/2}
\]

\[
B^1 \sqrt{(K_z + c)^2 + k_y^2 - E^2} + C^1 \sqrt{(K_z - c)^2 + k_y^2 - E^2} + A^1 \sqrt{k_z^2 + k_y^2 + m^2 - E^2} + i c A^2 = 0
\]

\[
B^2 \sqrt{(K_z + c)^2 + k_y^2 - E^2} + C^2 \sqrt{(K_z - c)^2 + k_y^2 - E^2} + A^2 \sqrt{k_z^2 + k_y^2 + m^2 - E^2} - i c A^1 = 0
\]

\[
\bar{B}^1 \sqrt{(K_z + c)^2 + k_y^2 - E^2} + \bar{C}^1 \sqrt{(K_z - c)^2 + k_y^2 - E^2} + \bar{A}^1 \sqrt{k_z^2 + k_y^2 + m^2 - E^2} - i c \bar{A}^2 = 0
\]

\[
\bar{B}^2 \sqrt{(K_z + c)^2 + k_y^2 - E^2} + \bar{C}^2 \sqrt{(K_z - c)^2 + k_y^2 - E^2} + \bar{A}^2 \sqrt{k_z^2 + k_y^2 + m^2 - E^2} + i c \bar{A}^1 = 0,
\]

where \( K_z = \sqrt{k_z^2 + m^2} \). Although it is a little bit complex to solve these equations, we find

\[
\begin{align*}
B^+ &= B^- = C^+ = B^- = \bar{C}^- = 0 \\
A^+ &= \bar{A}^- = 0, \quad A^- = C^-, \quad \bar{A}^+ = C^+ \\
\Rightarrow B^1 &= B^2 = \bar{B}^1 = \bar{B}^2 = 0 \\
A^2 &= i A^1, \quad \bar{A}^2 = -i \bar{A}^1, \quad C^2 = i C^1, \quad \bar{C}^2 = -i \bar{C}^1, \quad A^1 = C^1, \quad \bar{A}^1 = \bar{C}^1
\end{align*}
\]

\[
\bar{A}^1 = -\frac{m}{\sqrt{k_z^2 + m^2 - k_z}} A^1
\]

\[
\begin{cases} 
A^2 = i A^1, \quad \bar{A}^2 = -i \bar{A}^1 \\
C^1 = A^1, \quad \bar{C}^1 = \bar{A}^1 \\
C^2 = i A^1, \quad \bar{C}^2 = -i \bar{A}^1 
\end{cases}
\]

(B44)

(B45)

(B46)

(B47)

(B48)

(B49)

Finally, we obtain a Fermi-arc state given by

(i) \( x < 0 \)

\[
-\sqrt{c^2 - m^2} < k_z < \sqrt{c^2 - m^2}
\]

\[
\left\{ 
\begin{align*}
\nu^1 &= A^1 e^{\sqrt{k_z^2 + m^2} x}, \\
\nu^2 &= i A^1 e^{\sqrt{k_z^2 + m^2} x}
\end{align*}
\right.
\]

(B50)

(B51)

(ii) \( x > 0 \)

\[
-\sqrt{c^2 - m^2} < k_z < \sqrt{c^2 - m^2}
\]

\[
\left\{ 
\begin{align*}
\nu^1 &= A^1 e^{-\sqrt{k_z^2 + m^2} x}, \\
\nu^2 &= i A^1 e^{-\sqrt{k_z^2 + m^2} x}
\end{align*}
\right.
\]

(B52)

(B53)
where the energy eigen value is \( E = k_y \).

In summary, the Fermi-arc state is given by

\[
-\sqrt{c^2 - m^2} < k_z < \sqrt{c^2 - m^2}, \quad E = k_y
\]

\[
\psi(x, y, z)_{k_y, k_z} = A^1 e^{i k_y y + i k_z z} \begin{pmatrix} 1 \\ \frac{i m}{\sqrt{k_x^2 + m^2 - k_z}} \\ \frac{i k_x}{\sqrt{k_x^2 + m^2 + k_z}} \end{pmatrix} e^{-\theta(x) + \sqrt{k_x^2 + m^2} x}, \tag{B54}
\]

where \( A^1 = \left( \frac{(\sqrt{k_x^2 + m^2 - k_z})^2 \sqrt{k_x^2 + m^2} (c - \sqrt{k_x^2 + m^2})}{2c(k_x^2 + m^2 - k_z) \sqrt{k_x^2 + m^2}} \right)^{1/2} \) determined by the normalization condition.

### 3. Chirality of the surface state

One can define the chirality operator for a surface state: \( \bar{\gamma} = \sigma^0 \gamma^2 = \begin{pmatrix} -\sigma_2 & 0 \\ 0 & \sigma_2 \end{pmatrix} \). Since boundary excitations are propagating only along the \( y \)-direction, \( \sigma_2 \) appears. Application of the chirality operator to the surface state gives rise to

\[
\bar{\gamma} \phi_{k_y, k_z} = -\phi_{k_y, k_z}. \tag{B56}
\]

Boundary excitations have definite chirality.

### Appendix C: Gauge anomaly of the U(1) surface current in time-reversal symmetry-broken Weyl metals

We introduce a bosonic “spinor” \( \phi(x) \) into an effective action of the surface Fermi-arc state as follows

\[
S = \int d^2 x \left[ \bar{\Psi}(x) i \gamma^\mu (\partial_\mu + ieA_\mu \mathcal{P}_-) \Psi(x) + \bar{\phi}(x)i\gamma^\mu (\partial_\mu + ieA_\mu \mathcal{P}_-) \phi(x) + \bar{\phi}(x)M \phi(x) \right], \tag{C1}
\]

where \( M \) is the mass of the bosonic spinor field. Recall that \( \mathcal{P}_- \) is the chirality projection operator. This is referred to as the Pauli-Villars regularization \cite{22}. If we consider the chiral gauge transformation for \( \phi(x) \) and \( \bar{\phi}(x) \), they transform as \( \bar{\Psi}(x) \) and \( \Psi(x) \) and the mass term breaks the chiral gauge symmetry explicitly.

Performing the Fourier transformation, we obtain

\[
S = \int \frac{d^2 k}{(2\pi)^2} \left[ \bar{\Psi}(k) \bar{k} \Psi(k) + \bar{\phi}(k)(\bar{k} + M) \phi(k) - \int \frac{d^2 q}{(2\pi)^2} \left( \bar{\Psi}(k + q) \bar{\mathcal{A}}(q) \mathcal{P}_- \Psi(k) + \bar{\phi}(k + q) \bar{\mathcal{A}}(q) \mathcal{P}_- \phi(k) \right) \right], \tag{C2}
\]

where

\[
\Psi(x) = \int \frac{d^2 k}{(2\pi)^2} e^{-i k \cdot x} \Psi(k), \quad \bar{\Psi}(x) = \int \frac{d^2 k}{(2\pi)^2} e^{i k \cdot x} \bar{\Psi}(k), \tag{C3}
\]

\[
\phi(x) = \int \frac{d^2 k}{(2\pi)^2} e^{-i k \cdot x} \phi(k), \quad \bar{\phi}(x) = \int \frac{d^2 k}{(2\pi)^2} e^{i k \cdot x} \bar{\phi}(k), \tag{C4}
\]

\[
A_\mu(q) = \int d^2 x e^{iq \cdot x} A_\mu(x). \tag{C5}
\]

Accordingly, Green functions are given by

\[
G(k) = \langle \Psi(k) \bar{\Psi}(k) \rangle = \frac{k}{k^2}, \quad \bar{G}(k) = \langle \phi(k) \bar{\phi}(k) \rangle = \frac{k - M}{k^2 - M^2}. \tag{C6}
\]

The current operator is

\[
j^\mu(q) = \int d^2 x e^{-iq \cdot x} j^\mu(x) = \int d^2 x e^{-iq \cdot x} \gamma^\mu \mathcal{P}_- \Psi(x) = \int \frac{d^2 k}{(2\pi)^2} \bar{\Psi}(k + q) \gamma^\mu \mathcal{P}_- \Psi(k). \tag{C7}
\]
under the Fourier transformation. Applying the Pauli-Villars regularization into the above expression, we obtain

\[ j^\mu_{\text{reg}}(q) = \int \frac{d^2k}{(2\pi)^2} \left[ \bar{\Psi}(k+q)\gamma^\mu \mathcal{P}_-\Psi(k) + \phi(k+q)\gamma^\mu \mathcal{P}_-\phi(k) \right]. \]  

(C8)

Up to the one-loop order, we find

\[ \langle j^\mu_{\text{reg}}(q) \rangle = \lim_{M^2 \to \infty} \frac{d^2k}{(2\pi)^2} \left[ -tr(G(k)\gamma^\mu \mathcal{P}_-G(k+q)\gamma^\mu \mathcal{P}_-) + tr(\bar{G}(k)\gamma^\mu \mathcal{P}_-\bar{G}(k+q)\gamma^\mu \mathcal{P}_-) \right] A_\nu(-q) \]

\[ = - \left[ \frac{2(2q^\mu q^\nu - g^\mu\nu q^2)}{4\pi q^2} + i\epsilon^{\mu\nu\alpha\beta} (q^\alpha q^\beta - q^2) + 2i \sum_\alpha \delta_{\mu\nu}\epsilon_{\alpha\beta} q_\beta q_\alpha \right] \frac{A_\nu(-q)}{4\pi q^2}. \]  

(C9)

The difference in the sign comes from the fact whether the particle is a fermion or a boson. Here, we have used the following properties of \( \gamma^\mu \) and the integral identity:

\[ tr(\gamma^\mu) = tr(\gamma^\mu) = 0, \quad tr(\gamma^\mu \gamma^\nu) = 4g^{\mu\nu} \]  

(C10)

\[ tr(\gamma^\mu \gamma^\nu \gamma^\rho) = 0, \quad tr(\gamma^\mu \gamma^\nu \gamma^\rho \gamma^\sigma) = \epsilon^{\mu\nu\alpha\beta} g^{\alpha\beta} \]  

(C11)

\[ tr(\gamma^\mu \gamma^\nu \gamma^\rho \gamma^\sigma) = 4(\delta^{\alpha\beta}_\eta g^{\mu\nu} - \delta^{\alpha\beta}_\eta g^{\nu\mu} + g^{\alpha\nu}g^{\beta\mu}) \]  

(C12)

\[ tr(\gamma^\mu \gamma^\nu) = tr(\gamma^\mu \gamma^\nu) = 0 \]  

(C13)

\[ \int \frac{d^2k}{(2\pi)^2} \frac{1}{(k^2 - \Delta)^n} = \frac{1}{4\pi n - 1} \Delta^{n-1} \quad (n > 1). \]  

(C15)

As a result, we find that the surface U(1) current given by the Fermi-arc state is not conserved

\[ q \cdot \langle j_{\text{reg}}(q) \rangle = \frac{i\epsilon^{\mu\nu} q_\mu A_\nu(-q)}{4\pi} \Rightarrow \partial_\mu J^\mu(x) = \frac{i}{8\pi} \epsilon^{\mu\nu} F^\mu\nu. \]  

(C16)

**Appendix D: The total Berry flux density should vanish in the time reversal symmetric system**

Suppose a two-band system which consists of two eigenstates, \( |n_I(k)\rangle \) and \( |n_{II}(k)\rangle \). These eigenstates are related with time reversal symmetry; \( T|n_I(k)\rangle = |n_{II}(-k)\rangle \) and \( T|n_{II}(k)\rangle = (T^2)|n_I(-k)\rangle \).

Taking into account the Berry connection for each band and the following consideration

\[ A_I(k) = i\langle n_I(k)|\nabla_k|n_I(k)\rangle \]  

(D1)

\[ A_{II}(k) = i\langle n_{II}(k)|\nabla_k|n_{II}(k)\rangle = i\langle Tn_I(-k)|\nabla_k|Tn_I(-k)\rangle \]

\[ = i\langle Tn_I(-k)|\nabla_k|n_{II}(-k)\rangle = i\langle \nabla_k n_{II}(-k)|n_I(-k)\rangle \quad (\because \nabla_k T = -T \nabla_k) \]

\[ = -i\langle n_I(-k)|\nabla_k|n_{II}(-k)\rangle = i\langle n_I(-k)|\nabla_{-k}|n_I(-k)\rangle = A_I(-k) \]  

(D2)

\[ B_I(k) = \nabla_k \times A_I(k) \]  

(D3)

\[ B_{II}(k) = \nabla_k \times A_{II}(k) = -\nabla_{-k} \times A_I(-k) = -B_I(-k), \]  

(D4)

we confirm \( \int_{S} (B_I + B_{II}) \cdot dS = 0 \).

**Appendix E: Inversion and Time-reversal transformation operators for the low-energy effective Hamiltonian**

We point out that the inversion transformation operator is represented in the original-basis state \( |k, \sigma, s\rangle \) as follows

\[ \mathcal{P}\mathcal{H}\mathcal{P}^{-1} = \sum_{k} \sum_{i,j} \mathcal{P}|k, i\rangle H_{ij}(k)|k, j\rangle \mathcal{P}^{-1} = \sum_{k} \sum_{i,j} | -k, i\rangle H_{ij}(-k)|-k, j\rangle = \mathcal{H} \]

⇒ \( \mathcal{P}_{ij} = \langle -k, i|\mathcal{P}_j\rangle, \quad \mathcal{P}_{ia} H_{aj}(k) \mathcal{P}_{bi}^{-1} = H_{ij}(-k) \)  

(E1)

⇒ \( \mathcal{P} = \sigma_z \left( \begin{array}{cc} \mathcal{P}|k, \sigma = +, s\rangle = | -k, \sigma = +, s\rangle & \mathcal{P}|k, \sigma = +, s\rangle = | -k, \sigma = -, s\rangle \\ \mathcal{P}|k, \sigma = -, s\rangle = | -k, \sigma = +, s\rangle & \mathcal{P}|k, \sigma = -, s\rangle = | -k, \sigma = -, s\rangle \end{array} \right) \).  

(E2)
Note that the operator $P$ relates $|k, i\rangle$ with $|-k, i\rangle$. Here, we find the representation for $P$ in the enlarged Hilbert space $|k, \sigma, s, \tau\rangle$.

Considering

$$P|k, \sigma, s\rangle \approx P|k, \sigma, s, +\rangle \propto |-k, \sigma, s\rangle \approx |-k, \sigma, s, -\rangle,$$

we obtain the representation of $P$ in the enlarged Hilbert space, given by

$$P \begin{pmatrix} k, \sigma = +, s, \tau = + \\ k, \sigma = -, s, \tau = + \\ k, \sigma = +, s, \tau = - \\ k, \sigma = -, s, \tau = - \end{pmatrix} = \begin{pmatrix} |-k, \sigma = +, s, \tau = - \\ |-k, \sigma = -, s, \tau = - \\ |-k, \sigma = +, s, \tau = + \\ |-k, \sigma = -, s, \tau = + \end{pmatrix} \Rightarrow \tilde{P} = \sigma^z \otimes \tau^z. \quad (E3)$$

In the same way we find the representation for the time-reversal transformation as well

$$\tilde{T} = is^y \otimes \tau^z K. \quad (E5)$$

**Appendix F: Derivation of an effective axionic action for inversion symmetry-broken Weyl metals**

1. $[\tau^z, \Gamma^n] = 0$ and $\{s^z, \Gamma^n\} = 0$

The procedure is quite similar to the case of time-reversal symmetry-broken Weyl metals. Since any explicit calculations have not been shown for inversion symmetry-broken Weyl metals as far as we know, we report all detailed steps in this appendix. Taking into account the chiral gauge transformation in this case [Eq. (E5)], we obtain

$$\Psi \rightarrow e^{i\Gamma^5 \tau^z \beta(x)}, \quad \Psi \rightarrow \Psi e^{i\Gamma^5 \tau^z \beta(x)} \{ \cdot | [\tau^z, \Gamma^n] = 0 \} \quad (F1)$$

$$S \rightarrow S - \int d^3x \Psi(x) \Gamma^n \tau^z \partial_\mu \beta(x) \Psi(x) \quad (F2)$$

$$\Rightarrow S' = \int d^3x \Psi(x) [i\Gamma^n \partial_\mu - (\alpha + \partial_1 \beta) \Gamma^1 \Gamma^5 \tau^z + k_0 \Gamma^3 \Gamma^5 s^z] \Psi(x), \quad (F3)$$

where we set $\partial_\mu \beta = \delta^{n1} \partial_1 \beta$. Considering $\beta(x) = ds \theta_v(x)$ and performing multiple steps of chiral rotations as discussed in the previous section, we obtain

$$S^{(s)} = \int d^3x \Psi(x) [i\Gamma^n \partial_\mu - (\alpha + s \partial_1 \theta_v) \Gamma^1 \Gamma^5 \tau^z + k_0 \Gamma^3 \Gamma^5 s^z] \Psi(x) \equiv \int d^4x \Psi(x) i\vec{B}^{(s)} \Psi(x) \quad (F4)$$

$$\vec{B}^{(s)} = \Gamma^n \partial_\mu + i(\alpha + s \partial_1 \theta_v) \Gamma^1 \Gamma^5 \tau^z - ik_0 \Gamma^3 \Gamma^5 s^z. \quad (F5)$$

In order to find an effective action involved with the $\alpha$ term, we introduce two types of gauge fields in addition to the conventional U(1) gauge field $A_\mu$: the spin gauge field $S_\mu$ and the valley gauge field $V_\mu$ as follows

$$\vec{B}^{(s)} = \Gamma^n (\partial_\mu + iA_\mu + is^z S_\mu + i\tau^z V_\mu) + i(\alpha + s \partial_1 \theta_v) \Gamma^1 \Gamma^5 \tau^z - ik_0 \Gamma^3 \Gamma^5 s^z. \quad (F6)$$

Following the previous section, we calculate the change of the integral measure under this chiral rotation and obtain an effective action

$$S^{(s)}_{eff} = S^{(s)} + \int d^4x \int_0^8 ds \theta_v(x) \sum_n (\lambda^2_n \varphi^{(s)}_n (x) + \phi^{(s)}_n) \equiv \int d^4x \Psi(x) i\vec{B}^{(s)} \Psi(x) \quad (F7)$$

where

$$\vec{B}^{(s)} = \frac{d}{dx} \varphi^{(s)}_n (x) = \lambda^2_n \varphi^{(s)}_n (x), \quad \vec{B}^{(s)} \phi^{(s)}_n (x) = \lambda^2_n \phi^{(s)}_n (x) \quad (F8)$$

$$\vec{B}^{(s)} \varphi^{(s)}_n (x) = \lambda_n \varphi^{(s)}_n (x), \quad \vec{B}^{(s)} \phi^{(s)}_n (x) = \lambda_n \phi^{(s)}_n (x). \quad (F9)$$
The change of the integral measure can be evaluated in the following way

\[
\sum_n |\varphi_n^{(s)}(x)\varphi_n^{(s)}(x) + \phi_n^{(s)}\gamma_0\phi_n^{(s)}(x)| = \lim_{M \to \infty} \int \frac{d^4k}{(2\pi)^4} e^{-ikx}\left[\gamma_0^2 \left(e^{-\frac{(\theta^0)^2}{M^2}} + e^{-\frac{(\theta^0)^2}{M^2}}\right)ight]e^{ikx}
\]

where both charge and valley gauge fields are involved. Note that the coefficient of the effective action is four times \(\theta\).

If we set \(\mu\) used the representation of \(\Gamma\) calculations. We also used \(\mu\nu\) is the field strength tensor of the U(1) gauge field and \(e\).

Finally, we reach the following expression after the chiral transformation

\[
S_{\text{eff}}^{(s)} = \int d^4x \Psi(x)[i\Gamma^\mu \partial_\mu - (\alpha + s\partial_1 \theta_v)\Gamma^1 \Gamma^5 \tau^3 + k_0 \Gamma^3 \Gamma^s \tau^s] \Psi(x)
\]

\[
+ \frac{i}{4\pi^2} \int d^4x \int_0^\infty ds \frac{\theta_v}{4\pi^2} \epsilon^{\mu\nu\alpha\beta} F_{\nu\mu\beta} F_{\alpha\beta}.
\]

If we set \(\theta_v = -\alpha x^1\) with \(s = 1\), we obtain

\[
S_{\text{eff}}^{(1)} = \int d^4x \Psi(x)[i\Gamma^\mu \partial_\mu + k_0 \Gamma^3 \Gamma^5 \tau^3] \Psi(x) - \frac{i}{4\pi^2} \int d^4x \frac{\alpha x^1}{4\pi^2} \epsilon^{\mu\nu\alpha\beta} F_{\nu\mu\beta} F_{\alpha\beta}.
\]

In other words, we find

\[
S_{\text{eff}}^{(s)} \equiv - \int d^4x \frac{i\alpha x^1}{4\pi^2} \epsilon^{\mu\nu\alpha\beta} F_{\nu\mu\beta} F_{\alpha\beta},
\]

where both charge and valley gauge fields are involved. Note that the coefficient of the effective action is four times larger than that of the time-reversal symmetry-broken Weyl metal. This point turns out to be essential in the anomaly cancelation.

2. \(\{\tau^+, \Gamma^\mu\} = 0\) and \(\{s^+, \Gamma^\mu\} = 0\)

Now, we consider the other chiral rotation and obtain

\[
\Psi \rightarrow e^{i\Gamma^5 s^+ \beta(x)}, \quad \bar{\Psi} \rightarrow \bar{\Psi} e^{i\Gamma^5 s^+ \beta(x)} (\because [\tau^+, \Gamma^\mu] = 0)
\]

\[
S \rightarrow S - \int d^4x \Psi(x) \Gamma^\mu \Gamma^5 \tau^3 \partial_\mu \beta(x) \Psi(x)
\]

\[
\Rightarrow S' = \int d^4x \Psi(x)[i\Gamma^\mu \partial_\mu - \alpha \Gamma^1 \Gamma^5 \tau^3 + (k_0 - \partial_1 \beta) \Gamma^3 \Gamma^5 \tau^s] \Psi(x),
\]
where we set $\partial_\mu \beta = \delta^{\mu\nu} \partial_\nu \beta$. Taking $\beta(x) = ds \theta_s(x)$ and performing essentially the same steps of chiral rotations before, we obtain

$$S^{(s)} = \int d^4x \hat{\Psi}(x)[i\Gamma^\mu \partial_\mu - \alpha \Gamma^4 \Gamma^5 \tau^z + (k_0 - s \partial_\theta \beta_s) \Gamma^3 \Gamma^5 s^z] \Psi(x) \equiv \int d^4x \hat{\Psi}(x)i\mathcal{D}^{(s)} \Psi(x)$$

$$\mathcal{D}^{(s)} = \Gamma^\mu \partial_\mu + i\alpha \Gamma^4 \Gamma^5 \tau^z - i(k_0 - s \partial_\theta \beta_s) \Gamma^3 \Gamma^5 s^z.$$  \hspace{1cm} (F25)

We also introduce the whole set of U(1) gauge fields, given by

$$\mathcal{D}^{(s)} = \Gamma^\mu (\partial_\mu + i A_\mu + i \delta^\mu S_\mu) + i \alpha \Gamma^4 \Gamma^5 \tau^z - i(k_0 - s \partial_\theta \beta_s) \Gamma^3 \Gamma^5 s^z.$$  \hspace{1cm} (F27)

Considering the change of the integral measure under this chiral rotation, we find the following effective action

$$\mathcal{S}^{(s)}_{\text{eff}} = \mathcal{S}^{(s)} + \int d^4x \int_0^s ds \theta_s(x) \sum_n \left[ (\varphi_n^{(s)} \Gamma^4 \Gamma^5 s^z \varphi_n^{(s)} + \phi_n^{(s)} \Gamma^4 \Gamma^5 s^z \phi_n^{(s)}) \right],$$

where

$$\mathcal{D}^{(s)} \varphi_n^{(s)}(x) = \lambda_n \varphi_n^{(s)}(x), \quad \mathcal{D}^{(s)} \phi_n^{(s)}(x) = \lambda_n \phi_n^{(s)}(x).$$

It is essentially the same procedure to evaluate the change of the integral measure as follows

$$\sum_n [\varphi_n^{(s)}(x) \varphi_n^{(s)}(x) + \phi_n^{(s)}(x) \phi_n^{(s)}(x)] = \lim_{M \to \infty} \int \frac{d^4k}{(2\pi)^4} e^{-ik \cdot x} \left[ \gamma_5 \left( e^{-\frac{(\varphi_n^{(s)})^2}{M^2}} + e^{-\frac{(\phi_n^{(s)})^2}{M^2}} \right) \right] e^{ik \cdot x}$$

$$= \lim_{M \to \infty} \int \frac{d^4k}{(2\pi)^4} e^{-k^2 \frac{x}{M^2} [1 + \frac{1}{16} \lambda_5 \left( (\varphi_n^{(s)} \Gamma^4 \Gamma^5 \varphi_n^{(s)} + s^z F_{s,\mu\nu}) \right)^2]}$$

$$= \frac{1}{4} \left[ (\varphi_n^{(s)} \Gamma^4 \Gamma^5 \varphi_n^{(s)} + s^z F_{s,\mu\nu}) (\phi_n^{(s)} \Gamma^4 \Gamma^5 \phi_n^{(s)} + s^z F_{s,\mu\nu}) \right]$$

where

$$\mathcal{D}^{(s)} = \mathcal{D}^{(s)}_{\tau^z} + \lambda \mathcal{D}^{(s)}_{\delta^4}$$

$$\mathcal{D}^{(s)}_{\tau^z} = \Gamma^\mu (\partial_\mu + i A_\mu)$$

$$\mathcal{D}^{(s)}_{\delta^4} = A^{(s)}_{\pm,\mu} - \partial_\mu A^{(s)}_{\pm} = F_{\pm,\mu\nu} \mp F_{\nu,\mu\nu}$$

$$P_{s,\pm} = \frac{1}{2} \gamma_5 \delta^{\mu\nu}.$$  \hspace{1cm} (F32)

Here, $F_{s,\mu\nu}$ is the field strength tensor of the spin gauge field.

As a result, we find

$$\mathcal{S}^{(s)}_{\text{eff}} = \int d^4x \hat{\Psi}(x)[i\Gamma^\mu \partial_\mu - \alpha \Gamma^4 \Gamma^5 \tau^z + (k_0 - s \partial_\theta \beta_s) \Gamma^3 \Gamma^5 s^z] \Psi(x)$$

$$+ i \int d^4x \int_0^s ds \frac{\theta_s}{4\pi^2} e^{\mu\nu\alpha\beta} F_{s,\mu\nu} F_{\alpha\beta}.$$  \hspace{1cm} (F33)

Setting $\theta_s = k_0 x^3$ and $s = 1$, we obtain

$$\mathcal{S}^{(1)}_{\text{eff}} = \int d^4x \hat{\Psi}(x)[i\Gamma^\mu \partial_\mu - \alpha \Gamma^4 \Gamma^5 \tau^z] \Psi(x) + i \int d^4x \int_0^s ds \frac{k_0 x^3}{4\pi^2} e^{\mu\nu\alpha\beta} F_{s,\mu\nu} F_{\alpha\beta},$$  \hspace{1cm} (F35)

where the topological-in-origin $\theta$-term is given by

$$\mathcal{S}^{(s)}_{\text{eff}} \equiv \int d^4x \frac{ik_0 x^3}{4\pi^2} e^{\mu\nu\alpha\beta} F_{s,\mu\nu} F_{\alpha\beta}.$$  \hspace{1cm} (F36)
Appendix G: Derivation of a pair of Fermi-arc surface states for inversion symmetry-breaking Weyl metals

1. Valley Hall current

If we express the Hamiltonian in terms of $\gamma^\mu$ matrices, we have

$$
H_{WM} = \int d^3x \Psi^\dagger(x) \left[ i \gamma^0 \partial_1 + i \gamma^2 \partial_2 + i \gamma^3 \tau^z \partial_3 - \alpha \gamma^0 \gamma^1 \gamma^5 - k_0 \gamma^3 + m \tau^z \right] \Psi(x)
$$

$$
= \int d^3x \Psi^\dagger(x) \left[ i \gamma^0 \gamma^1 \partial_1 + i \gamma^0 \gamma^2 \partial_2 + i \gamma^0 \gamma^3 \tau^z \partial_3 - \alpha \gamma^0 \gamma^1 \gamma^5 - k_0 \gamma^0 \gamma^3 + m \tau^z \right] \Psi(x),
$$

where

$$
\gamma^0_v = s^z \sigma^y, \quad \gamma^1_v = -is^y, \quad \gamma^2_v = -is^x \sigma^y, \quad \gamma^3_v = -is^x \sigma^y, \quad \gamma^5_v = -s^z.
$$

Here, we introduced a term $m \tau^z \gamma^0 \Psi^\dagger \Psi$ that gives a mass to each valley. Since this mass term preserves the time reversal symmetry, it is allowed.

The above Hamiltonian looks quite similar to the Hamiltonian of the time-reversal symmetry-broken Weyl metal except for the representation of gamma matrices. In this respect we may use the boundary solution of the time-reversal symmetry-broken Weyl metal in order to find that of the inversion symmetry-broken Weyl metal. Unfortunately, it is not straightforward to apply the case of the time-reversal symmetry-breaking to that of the inversion symmetry-breaking directly since the representations of gamma matrices are different from each other. Therefore, we perform the canonical transformation to change the representation into Weyl one. Since the canonical transformation in the particle-number conserving system is nothing but the unitary transformation, we have

$$
\mathcal{H} = \Psi^\dagger H \Psi = \Psi^\dagger U H U^\dagger \Psi \equiv \Psi^\dagger H' \Psi'
$$

$$
\Psi' = U \Psi, \quad H' = U H U^\dagger.
$$

Here, unitary matrix $U$ should satisfy the following relations

$$
U \gamma^0_v \gamma^1_v U^\dagger = \gamma^0 \gamma^1, \quad U \gamma^0_v \gamma^2_v U^\dagger = \gamma^0 \gamma^2,
$$

$$
U \gamma^0_v \gamma^3_v U^\dagger = \gamma^0 \gamma^3, \quad U \gamma^0_v \gamma^5_v U^\dagger = \gamma^0 \gamma^5,
$$

where $\gamma^0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, $\gamma^k = \begin{pmatrix} 0 & \sigma^k \\ -\sigma^k & 0 \end{pmatrix}$ and $\gamma^5 = i \gamma^0 \gamma^1 \gamma^2 \gamma^3$. Then, the resulting unitary matrix $U$ is given by

$$
U = \eta \sigma^2 \otimes \frac{1 + s^z}{2} + \xi \sigma^3 \otimes \frac{1 - s^z}{2} = \begin{pmatrix} \eta \sigma^2 & 0 \\ 0 & \xi \sigma^3 \end{pmatrix}, \quad \eta^* \eta = 1, \quad \xi^* \xi = 1,
$$

where $\eta \xi = i$ ans $U \gamma^i_v U^\dagger = \gamma^i$ are satisfied.

Under this canonical transformation, we note that both time reversal symmetry and inversion symmetry operators are changed as well

$$
\tilde{P} = \sigma^z \otimes \tau^z \rightarrow \tilde{P} = U \sigma^z \otimes \tau^z U^\dagger = -\sigma^z \otimes s^z \otimes \tau^z
$$

$$
\tilde{T} = i \sigma^y \otimes \tau^x K \rightarrow \tilde{T} = U \sigma^y \otimes \tau^x K U^\dagger = -\eta \xi \sigma^y \otimes s^y \otimes \tau^x K.
$$

Rewriting the Hamiltonian in terms of this Weyl representation of gamma matrices, we obtain

$$
H_{WM} = \int d^3x \Psi^\dagger(x) \left[ i \gamma^0 \gamma^1 \partial_1 + i \gamma^0 \gamma^2 \partial_2 + i \gamma^0 \gamma^3 \tau^z \partial_3 - \alpha \gamma^0 \gamma^1 \gamma^5 - k_0 \gamma^0 \gamma^3 + m \gamma^0 \tau^z \right] \Psi(x),
$$

where $\Psi'(x) = U \Psi(x)$. Since we do not take into account any scattering terms between different valleys ($\tau^z = 1$ and $\tau^z = -1$), $\tau^z$ must be a good quantum number. As a result, we can divide the above Hamiltonian into two sectors of $\tau^z = 1$ and $\tau^z = -1$, given by

$$
H_{WM} = H_{WM, \tau^z = 1} + H_{WM, \tau^z = -1}
$$

$$
H_{WM, \tau^z = \pm 1} = \int d^3x \Psi^\dagger \left[ i \gamma^0 \gamma^1 \partial_1 + i \gamma^0 \gamma^2 \partial_2 + i \gamma^0 \gamma^3 \partial_3 - \alpha \theta(z) \gamma^0 \gamma^1 \gamma^5 - k_0 \gamma^0 \gamma^3 + m \gamma^0 \right] \Psi'_{\pm}
$$

$$
\Psi'_{\pm} = \Psi_{\tau^z = \pm 1}, \quad \Psi' = \begin{pmatrix} \Psi'_{\tau^z = +1} \\ \Psi'_{\tau^z = -1} \end{pmatrix}.
$$
In the above we set $\alpha = \alpha \theta(z)$ to get a boundary solution at the $z = 0$ plane. Then, the Dirac equation is also separated and given by

$$H_{\text{surf}} \psi(x, y, z) = E \psi(x, y, z), \quad H_{\text{surf}} = H_{\text{surf}, \tau^z = 1} \oplus H_{\text{surf}, \tau^z = -1}$$

$$\Rightarrow \psi(x, y, z) = \begin{cases} \psi_{\tau^z = 1} \quad \{ H_{\text{surf}, \tau^z = 1} \psi_{\tau^z = 1} = E_+ \psi_{\tau^z = 1}, \} \\ \psi_{\tau^z = -1} \quad \{ H_{\text{surf}, \tau^z = -1} \psi_{\tau^z = -1} = E_- \psi_{\tau^z = -1}. \} \end{cases}$$

First, we consider

(i) $\tau^z = 1$

$$H_{\text{surf}, \tau^z = 1} \psi_{\tau^z = 1} = E_+ \psi_{\tau^z = 1}$$

$$\left(-i \sigma \cdot \nabla - \alpha \theta(z) \sigma^1 + k_0 \sigma^3 \right) \frac{m}{i} \psi_{\tau^z = 1}(x, y, z) = E_+ \psi_{\tau^z = 1}(x, y, z).$$

Since there are translational symmetries along the $x$- and $y$-axis, we set $\psi_{\tau^z = 1}(x, y, z) = e^{ik_x x + ik_y y} \phi_{\tau^z = 1, k_x, k_y}(z)$ and obtain

$$\left( \sigma^1(k_x - \alpha \theta(z)) + \sigma^2 k_y + \sigma^3(-i \partial_z + k_0) \right) \frac{m}{i} \phi_{\tau^z = 1, k_x, k_y}(z) = E_+ \phi_{\tau^z = 1, k_x, k_y}(z).$$

In order to solve this equation, we use the following ansatz

$$\phi_{+ k_x, k_y}(z) = u_+(z) \begin{pmatrix} 1 \\ i \\ 0 \\ 0 \end{pmatrix} + v_+(z) \begin{pmatrix} 0 \\ 0 \\ 1 \\ -i \end{pmatrix}.$$

We note that both eigenstates have the eigenvalue $-1$ for $\gamma^0 \gamma^2$. Then, we obtain

$$\left(ik_x - (i\alpha \theta(z) + i \partial_z - k_0)\right)u_+(z) + mv_+(z) = 0$$

$$mu_+(z) + (ik_x + (i\alpha \theta(z) + i \partial_z - k_0))v_+(z) = 0$$

$$E_+ = k_y$$

$$\Rightarrow \begin{cases} (i(k_x - \partial_z)u_+(z) + m v_+(z) = 0 & u_+(z) = e^{-ik_0 z - \alpha \theta(z) z} \tilde{u}_+(z) \\ v_+(z) = e^{-ik_0 z - \alpha \theta(z) z} \tilde{v}_+(z) \end{cases}$$

$$\Rightarrow (\partial_z^2 - (k_x^2 + m^2)) \tilde{u}_+(z)/\tilde{v}_+(z) = 0$$

$$\Rightarrow \begin{cases} \tilde{u}_+(z) = A_{+}^1 e^{-\sqrt{k_x^2 + m^2} z} + A_{+}^2 e^{\sqrt{k_x^2 + m^2} z} \\ \tilde{v}_+(z) = B_{+}^1 e^{-\sqrt{k_x^2 + m^2} z} + B_{+}^2 e^{\sqrt{k_x^2 + m^2} z} \end{cases}$$

Considering the boundary conditions and normalizability of the wave functions as discussed in the case of time-reversal symmetry-breaking, we find

$$-\sqrt{\alpha^2 - m^2} < k_x < \sqrt{\alpha^2 - m^2}$$

$$\phi_{+ k_x, k_y}(z) = A_{+}^1 e^{-ik_0 z - \alpha \theta(z) z} e^{\sqrt{k_x^2 + m^2} z} \begin{pmatrix} 1 \\ i \\ m \sqrt{k_x^2 + m^2 + k_y} \\ \frac{i}{\sqrt{k_x^2 + m^2 + k_y}} \end{pmatrix}$$

$$|A_{+}^2|^2 = \frac{m^2}{m^2 + (\sqrt{k_x^2 + m^2 - k_x})^2} \frac{\sqrt{k_x^2 + m^2} (\alpha - \sqrt{k_x^2 + m^2})}{\alpha}$$

$$E_+ = k_y.$$
Now, we consider the ansatz of

\[ \psi_{\tau^* = -1}(x, y, z) = e^{ik_x x + ik_y y} \phi_{\tau^* = -1, k_x, k_y}(z), \]

where both eigenstates have the eigenvalue 1 for \( \gamma^0 \gamma^2 \). Then, we obtain

\[
\begin{pmatrix}
\sigma^1 (k_x - \alpha \theta(z)) + \sigma^2 k_y + \sigma^3 (i \partial_z + k_0) & -m \\
-m & -\sigma^1 (k_x + \alpha \theta(z)) - \sigma^2 k_y + \sigma^3 (-i \partial_z - k_0)
\end{pmatrix} \times \phi_{\tau^* = -1, k_x, k_y}(z) = E_- \phi_{\tau^* = -1, k_x, k_y}(z).
\]

Now, we consider the ansatz of

\[
\phi_{\tau^* = -1, k_x, k_y}(z) = u_-(z) \begin{pmatrix} 1 \\ -i \\ 0 \\ 0 \end{pmatrix} + v_-(z) \begin{pmatrix} 0 \\ 0 \\ 1 \\ i \end{pmatrix},
\]

where both eigenstates have the eigenvalue 1 for \( \gamma^0 \gamma^2 \). Then, we obtain

\[
\begin{align*}
(i \partial_z + k_0 + i \alpha \theta(z) - ik_x) u_-(z) - mv_-(z) &= 0, \\
m u_-(z) + (i \partial_z + k_0 + i \alpha \theta(z) + ik_x) v_-(z) &= 0,
\end{align*}
\]

\[ E_- = -k_y. \]

\[
\begin{align*}
\{i(\partial_z - k_x) u_-(z) - m v_-(z) &= 0, \\
m u_-(z) + i(\partial_z + k_x) v_-(z) &= 0, \\
E_- &= -k_y
\}
\Rightarrow \{ u_-(z) = e^{ik_x z - \alpha \theta(z) z} u_-(z), \\
v_-(z) = e^{ik_x z + \alpha \theta(z) z} v_-(z)
\}
\Rightarrow \{ \tilde{u}_-(z) = A^1_1 e^{-\sqrt{k_x^2 + m^2} z} + A^1_2 e^{\sqrt{k_x^2 + m^2} z}, \\
\tilde{v}_-(z) = B^1_1 e^{-\sqrt{k_x^2 + m^2} z} + B^1_2 e^{\sqrt{k_x^2 + m^2} z}.
\]

Considering the boundary conditions and normalizability of the wave functions, we obtain

\[ -\sqrt{\alpha^2 - m^2} < k_x < \sqrt{\alpha^2 - m^2} \]

\[
\phi_{-k_x, k_y}(z) = A^2_1 e^{ik_x z} e^{-\alpha \theta(z) z} e^{\sqrt{k_x^2 + m^2} z} \begin{pmatrix} 1 \\ i \\ -m \\ \sqrt{k_x^2 + m^2 + k_x} \end{pmatrix}
\]

\[
|A^2|^2 = \frac{m^2}{m^2 + (\sqrt{k_x^2 + m^2} - k_x)^2} \frac{\sqrt{k_x^2 + m^2} (\alpha - \sqrt{k_x^2 + m^2})}{\alpha},
\]

\[ E_- = -k_y. \]
In summary, we find a pair of Fermi-arc surface states
\[ -\sqrt{\alpha^2 - m^2} < k_x < \sqrt{\alpha^2 - m^2} \]  
\[ \psi_{\tau z=1,k_x,k_y} = A(k_x) e^{i k_x x} e^{i k_y y} e^{-i k_0 z} e^{i \theta(z)} e^{\sqrt{\frac{k^2}{2} + m^2}} \left( \begin{array}{c} 1 \\ \frac{\theta}{\sqrt{k^2 + m^2}} \end{array} \right), \quad E_+ = k_y \]  
\[ \psi_{\tau z=-1,k_x,k_y} = A(k_x) e^{i k_x x} e^{i k_y y} e^{-i k_0 z} e^{i \theta(z)} e^{\sqrt{\frac{k^2}{2} + m^2}} \left( \begin{array}{c} -i \\ \frac{-\theta}{\sqrt{k^2 + m^2}} \end{array} \right), \quad E_- = -k_y \]  
\[ |A(k_x)|^2 = \frac{m^2}{m^2 + \sqrt{k^2 + m^2} - k_x} \frac{\sqrt{k^2 + m^2} (\alpha - \sqrt{k^2 + m^2})}{\alpha} \]  
\[ C(k_x) = i \frac{m}{\sqrt{k^2 + m^2} - k_x}, \]  
where they are characterized by opposite chirality quantum numbers given by
\[ \gamma^0 \gamma^2 \psi_{\tau z=1,k_x,k_y} = -\psi_{\tau z=1,k_x,k_y}, \quad \gamma^0 \gamma^2 \psi_{\tau z=-1,k_x,k_y} = +\psi_{\tau z=-1,k_x,k_y}. \]  

2. Spin Hall current

The effective Hamiltonian in the $\gamma^i_s$ representation is
\[ H_{WM} = \int d^3 x \Psi^\dagger(x) \left[ i \gamma^0_s \gamma^1_s \sigma^z \partial_x + i \gamma^0_s \gamma^2_s \partial_y + i \gamma^0_s \gamma^3_s \partial_z + \alpha \gamma^0_s \gamma^1_s + k_0 \gamma^0_s \gamma^3_s \gamma^5 + m \gamma^0_s \right] \Psi(x), \]  
\[ \Psi(x) = U \Psi'(x) \]  
where
\[ \gamma^0_s = \sigma^z \tau^x, \quad \gamma^1_s = i \sigma^y \tau^x, \quad \gamma^2_s = i \sigma^x \tau^x, \quad \gamma^3_s = -i \tau^y, \quad \gamma^5_s = -\tau^z. \]  
Here, we also introduced a term $m \gamma^0_s \Psi^\dagger \Psi$ that gives a mass to each spin sector. This mass term also respects the time reversal symmetry.

Following the previous section, we find the canonical transformation
\[ U = \eta \sigma^2 \otimes \frac{1 + \tau^3}{2} + \xi \sigma^1 \otimes \frac{1 - \tau^3}{2} = \begin{pmatrix} \eta \sigma^2 & 0 \\ 0 & \xi \sigma^1 \end{pmatrix}, \quad \eta \eta^* = \xi \xi^* = 1, \]  
where $\eta^* \xi = i$ and $U \gamma^i_s U^\dagger = \gamma^i_s$ are satisfied.

Under this canonical transformation, both the time reversal symmetry and inversion symmetry operators are also changed as follows
\[ \tilde{P} = \sigma^z \otimes \tau^x \rightarrow \tilde{P} = U \sigma^z \otimes \tau^x U^\dagger = \tau^x \]  
\[ \tilde{T} = i s^y \otimes \tau^2 K \rightarrow \tilde{T} = U s^y \otimes \tau^2 K U^\dagger = \eta s^y \otimes \sigma^z \otimes \tau^2 K. \]  

Now, we start from
\[ H_{WM} = \int d^3 x \Psi^\dagger(x) \left[ i \gamma^0 \gamma^1 \sigma^z \partial_x + i \gamma^0 \gamma^2 \partial_y + i \gamma^0 \gamma^3 \partial_z + \alpha \gamma^0 \gamma^1 + k_0 \gamma^0 \gamma^3 \gamma^5 + m \gamma^0 \right] \Psi'(x), \]  
where $\Psi'(x) = U \Psi(x)$. Since we do not consider any scattering terms between different spin sections ($s^z = 1$ and $s^z = -1$), $s^z$ is a good quantum number. As a result, the above Hamiltonian is separated into two spin sectors with $s^z = 1$ and $s^z = -1$
\[ H_{WM} = H_{WM,s^z=1} + H_{WM,s^z=-1} \]  
\[ H_{WM,s^z=\pm 1} = \int d^3 x \Psi^\dagger_{\pm} \left[ \pm i \gamma^0 \gamma^1 \partial_x + i \gamma^0 \gamma^2 \partial_y + i \gamma^0 \gamma^3 \partial_z + \alpha \gamma^0 \gamma^1 + k_0 \theta(x) \gamma^0 \gamma^3 \gamma^5 + m \gamma^0 \right] \Psi_{\pm} \]  
\[ \Psi_{\pm} = \Psi'_{s^z=\pm 1}, \quad \Psi' = \begin{pmatrix} \Psi'_{s^z=+1} \\ \Psi'_{s^z=-1} \end{pmatrix}. \]
Here, we set $k_0 = k_0 \theta(x)$ to get a boundary solution at the $x = 0$ plane. Accordingly, the Dirac equation is

\begin{equation}
H_{\text{surf}} \psi(x, y, z) = E \psi(x, y, z), \quad H_{\text{surf}} = H_{\text{surf}, z^+} \oplus H_{\text{surf}, z^-}
\end{equation}

\begin{equation}
\Rightarrow \psi(x, y, z) = \begin{pmatrix} \psi_{z^+} \\ \psi_{z^-} \end{pmatrix}.
\end{equation}

First, we consider

(i) $s^z = 1$

\begin{equation}
H_{\text{surf}, z^+} \psi_{z^+} = E_+ \psi_{z^+}
\end{equation}

\begin{equation}
\left( -i \vec{\sigma} \cdot \nabla - \alpha \sigma^1 + k_0 \theta(x) \sigma^3 \right) \frac{m}{i \vec{\sigma} \cdot \nabla + \alpha \sigma^1 + k_0 \theta(x) \sigma^3} \psi_{z^+} = E_+ \psi_{z^+} = E_+ \psi_{z^+}(x, y, z).
\end{equation}

Since there are translational symmetries along the $y$- and $z$-axes, we set $\psi_{z^+}(x, y, z) = e^{ik_y y + ik_z z} \phi_{z^+}(x, k_y, k_z)$ and obtain

\begin{equation}
\left( \sigma^1(-i \vec{\partial}_x - \alpha) + \sigma^2 k_y + \sigma^3 (k_z + k_0 \theta(x)) \right) \frac{m}{\sigma^1(i \vec{\partial}_x + \alpha) - \sigma^2 k_y - \sigma^3 (k_z - k_0 \theta(x))} \times \phi_{z^+} = E_+ \phi_{z^+} = E_+ \phi_{z^+}(x, k_y, k_z).
\end{equation}

Following the previous section, we use the ansatz of

\begin{equation}
\phi_{+, k_y, k_z}(x) = u_+(x) \begin{pmatrix} 1 \\ i \\ 0 \\ 0 \end{pmatrix} + v_+(x) \begin{pmatrix} 0 \\ 0 \\ 1 \\ -i \end{pmatrix}.
\end{equation}

Here, both eigenstates have the eigenvalue $\gamma^0 \gamma^2 = -1$. Then, we obtain

\begin{equation}
(\partial_x - i \alpha + k_0 \theta(x) + k_z) u_+(x) + m v_+(x) = 0
\end{equation}

\begin{equation}
m u_+(x) + (\partial_x - i \alpha + k_0 \theta(x) - k_z) v_+(x) = 0
\end{equation}

\begin{equation}E_+ = k_y\end{equation}

\begin{equation}E_+ = k_y\end{equation}

\begin{equation}\Rightarrow \begin{cases} (\partial_x + k_z) \tilde{u}_+(x) + m \tilde{v}_+(x) = 0 \\ m \tilde{u}_+(x) + (\partial_x - k_z) \tilde{v}_+(x) = 0 \end{cases}
\end{equation}

\begin{equation}\Rightarrow \begin{cases} (\partial_x - (k_z^2 + m^2)) \tilde{u}_+(x) = 0 \\ \tilde{u}_+(x) = A_{+} e^{i \alpha x - k_0 \theta(x) z} e^{\sqrt{k_z^2 + m^2} x} \\ \tilde{v}_+(x) = B_{+} e^{-i \alpha x - k_0 \theta(x) z} e^{\sqrt{k_z^2 + m^2} x} \end{cases}
\end{equation}

Considering the boundary conditions and normalizability of the wave functions as discussed in the previous section, we find

\begin{equation}-\sqrt{k_0^2 - m^2} < k_z < \sqrt{k_0^2 - m^2}
\end{equation}

\begin{equation}
\phi_{+, k_y, k_z} = A_{+} e^{i \alpha x - k_0 \theta(x) z} e^{\sqrt{k_z^2 + m^2} x} \begin{pmatrix} 1 \\ i \\ 0 \\ m \end{pmatrix}
\end{equation}

\begin{equation}
E_+ = k_y.
\end{equation}

Here, $A_{+}^2$ is the same as that of the previous section.

Next, we consider
(ii) \( s^z = -1 \)

\[
H_{\text{surf}, s^z = -1} \psi_{s^z = -1} = E_- \psi_{s^z = -1} \tag{G74}
\]

\[
\left( i \sigma^1 \partial_x + i \sigma^2 \nabla_z - \alpha \sigma^3 + k_0 \theta(x) \sigma^3 \frac{m}{m} \right) \psi_{s^z = -1}(x, y, z) = E_- \psi_{s^z = -1}(x, y, z). \tag{G75}
\]

Taking \( \psi_{s^z = -1}(x, y, z) = e^{ik_y y + ik_z z} \phi_{s^z = -1, k_y, k_z} \), we have

\[
\left( \sigma^1 (i \partial_x - \alpha) + \sigma^2 k_y + \sigma^3 (k_z + k_0 \theta(x)) \right) \psi_{s^z = -1, k_y, k_z} = E_- \phi_{s^z = -1, k_y, k_z}(x).
\]

Now, the ansatz is

\[
\phi_{s^z = -1, k_y, k_z}(x) = u_-(x) \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} + v_-(x) \begin{pmatrix} 0 \\ 1 \\ i \end{pmatrix}, \tag{G77}
\]

where both eigenstates have the eigenvalue \( \gamma^0 \gamma^2 = 1 \). As a result, we obtain

\[
(\partial_x + i \alpha + k_0 \theta(x) + k_z) u_-(x) + m v_-(x) = 0 \tag{G78}
\]

\[
mu_-(x) + (\partial_x + i \alpha + k_0 \theta(x) - k_z) = 0 \tag{G79}
\]

\[
E_- = -k_y \tag{G80}
\]

\[
\begin{cases}
(\partial_x + k_z) \tilde{u}_-(x) + m \tilde{v}_-(x) = 0 & \text{if } u_-(x) = e^{-i \alpha x - k_0 \theta(x)} x \tilde{u}_-(x) \\
m \tilde{u}_-(x) + (\partial_x - k_z) \tilde{v}_-(x) = 0 & \text{if } v_-(x) = e^{-i \alpha x - k_0 \theta(x)} x \tilde{v}_-(x)
\end{cases} \tag{G81}
\]

\[
\begin{cases}
(\partial_x^2 - (k_z^2 + m^2)) \tilde{u}_-(x)/\tilde{v}_-(x) = 0
\end{cases} \tag{G82}
\]

\[
\tilde{u}_-(x) = A_1 e^{-\sqrt{k_z^2 + m^2} x} + A_2 e^{\sqrt{k_z^2 + m^2} x}, \quad \tilde{v}_-(x) = B_1 e^{-\sqrt{k_z^2 + m^2} x} + B_2 e^{\sqrt{k_z^2 + m^2} x}. \tag{G83}
\]

Considering the boundary conditions and normalizability of the wave functions as discussed in the previous section, we find

\[
\phi_{-k_y, k_z} = A_2 e^{i \alpha x} e^{-k_0 \theta(x) x} e^{\sqrt{k_z^2 + m^2} x} \begin{pmatrix} -i \\ \frac{1}{\sqrt{k_z^2 + m^2 - k_z}} \end{pmatrix}, \tag{G84}
\]

\[
\phi_{-k_y, k_z} = A^2 e^{i \alpha x} e^{-k_0 \theta(x) x} e^{\sqrt{k_z^2 + m^2} x} \begin{pmatrix} -i \\ \frac{1}{\sqrt{k_z^2 + m^2 - k_z}} \end{pmatrix}. \tag{G85}
\]

Here, \( A^2 \) is the same as that of the previous section.

In summary, we find a pair of Fermi-arc surface states

\[
-\sqrt{k_0^2 - m^2} < k_z < \sqrt{k_0^2 - m^2} \tag{G86}
\]

\[
\psi_{s^z = 1, k_y, k_z} = A(k_z) e^{ik_y y + ik_z z} e^{i \alpha x} e^{-k_0 \theta(x) x} e^{\sqrt{k_z^2 + m^2} x} \begin{pmatrix} 1 \\ i C(k_z) \\ -i C(k_z) \end{pmatrix}, \quad E_+ = k_y \tag{G87}
\]

\[
\psi_{s^z = -1, k_y, k_z} = A(k_z) e^{ik_y y + ik_z z} e^{i \alpha x} e^{-k_0 \theta(x) x} e^{\sqrt{k_z^2 + m^2} x} \begin{pmatrix} 1 \\ -i C(k_z) \\ -i C(k_z) \end{pmatrix}, \quad E_- = -k_y \tag{G88}
\]

\[
C(k_z) = \frac{m}{\sqrt{k_z^2 + m^2 - k_z}} \tag{G89}
\]

where they are characterized by opposite chirality quantum numbers given by

\[
\gamma^0 \gamma^2 \psi_{s^z = 1, k_y, k_z} = -\psi_{s^z = 1, k_y, k_z}, \quad \gamma^0 \gamma^2 \psi_{s^z = -1, k_y, k_z} = +\psi_{s^z = -1, k_y, k_z}. \tag{G90}
\]
Appendix H: Calculation of the one-loop quantum correction to the U(1) surface current in the case of inversion symmetry-breaking Weyl metals

1. Valley Hall current

Since we do not take into account any interactions between fields with different \( k \) momentum, we will not include the summation over \( k \) from now on. Introducing the Pauli-Villars regularization field into the effective action, we start from the following surface action

\[
S = \int d^2 x \left[ \bar{\Psi}(x)i\gamma^\mu(\partial_\mu + iA_\mu + iV_\mu \tilde{\gamma})\Psi(x) + \bar{\phi}(x)i\gamma^\mu(\partial_\mu + iA_\mu + iV_\mu \tilde{\gamma})\phi(x) + \bar{\phi}(x)M\phi(x) \right].
\] (H1)

If we consider the valley gauge transformation of \( \bar{\phi}(x) \) and \( \phi(x) \) like that of \( \bar{\Psi}(x) \) and \( \Psi(x) \), the mass term breaks the valley gauge symmetry explicitly.

Under the Fourier transformations

\[
\Psi(x) = \int \frac{d^2 k}{(2\pi)^2} e^{-ikx} \Psi(k), \quad \bar{\Psi}(x) = \int \frac{d^2 k}{(2\pi)^2} e^{ikx} \bar{\Psi}(k),
\] (H2)

\[
\phi(x) = \int \frac{d^2 k}{(2\pi)^2} e^{-ikx} \phi(k), \quad \bar{\phi}(x) = \int \frac{d^2 k}{(2\pi)^2} e^{ikx} \bar{\phi}(k),
\] (H3)

\[
A_\mu(q) = \int d^2 x e^{iqx} A_\mu(x), \quad V_\mu(q) = \int d^2 x e^{iqx} V_\mu(x),
\] (H4)

we obtain

\[
S = \int \frac{d^2 k}{(2\pi)^2} \left[ \bar{\Psi}(k)\tilde{\gamma}\Psi(k) + \bar{\phi}(k)(\tilde{k} + M)\phi(k) \right.
\]

\[
- \int \frac{d^2 q}{(2\pi)^2} \left( \bar{\Psi}(k + q)A(q)\mathcal{P}_+\Psi(k) + \bar{\phi}(k + q)A(q)\mathcal{P}_+\phi(k) \right)
\]

\[
- \left. \int \frac{d^2 q}{(2\pi)^2} \left( \bar{\Psi}(k + q)V(q)\tilde{\gamma}\Psi(k) + \bar{\phi}(k + q)V(q)\tilde{\gamma}\phi(k) \right) \right],
\] (H5)

where both Green’s functions are

\[
G(k) = \langle \bar{\Psi}(k)\Psi(k) \rangle = \frac{\tilde{k}}{k^2}, \quad \tilde{G}(k) = \langle \phi(k)\bar{\phi}(k) \rangle = \frac{\tilde{k} - M}{k^2 - M^2}.
\] (H6)

The valley current of

\[
j_\nu^\mu(q) = \int d^2 x e^{-iqx} j_\nu^\mu(x) = \int d^2 x e^{-iqx} \bar{\gamma}\gamma^\mu\gamma^\nu\Psi(x) = \int \frac{d^2 k}{(2\pi)^2} \bar{\Psi}(k + q)\gamma^\mu\gamma^\nu\Psi(k)
\] (H7)

is regularized as

\[
j_{\nu reg}^\mu(q) = \int \frac{d^2 k}{(2\pi)^2} \left[ \bar{\Psi}(k + q)\gamma^\mu\gamma^\nu\Psi(k) + \bar{\phi}(k + q)\gamma^\mu\gamma^\nu\phi(k) \right].
\] (H8)

Up to the one-loop order, there are two contributions from \( A_\mu \) and \( V_\mu \), respectively, in the following way

\[
\langle j_{\nu reg}^\mu(q) \rangle = \int \frac{d^2 k}{(2\pi)^2} \left[ -\text{tr} \left( G(k)\gamma^\mu\gamma^\nu G(k + q)\gamma^\nu \right) + \text{tr} \left( \tilde{G}(k)\gamma^\mu\gamma^\nu \tilde{G}(k + q)\gamma^\nu \right) \right] A_{\nu}(-q)
\]

\[
+ \int \frac{d^2 k}{(2\pi)^2} \left[ \text{tr} \left( G(k)\gamma^\mu\gamma^\nu G(k + q)\gamma^\nu \right) - \text{tr} \left( \tilde{G}(k)\gamma^\mu\gamma^\nu \tilde{G}(k + q)\gamma^\nu \right) \right] V_{\nu}(-q).
\] (H9)
As a result, we find
\[ \langle j^\mu_{\text{reg}}(q) \rangle = \sum_\nu \left[ \frac{i}{2\pi} \left( \frac{\epsilon_{\mu\nu}(q^2_\mu - q^2_\nu) + 2\delta_{\mu\nu} \sum_\alpha \epsilon_{\alpha\mu} q_\mu q_\alpha}{2\pi q^2} \right) - \frac{i}{2\pi} \epsilon_{\mu\nu} q_\nu \right] A_\nu(-q) \]
\[ + \sum_\nu \frac{2q^\mu q^\nu}{\pi q^2} V_\nu(-q) \]  
\[ \Rightarrow q_\mu \langle j^\mu_{\text{reg}}(q) \rangle = \sum_{\mu,\nu} \left[ \frac{i}{2\pi q^2} \left( \epsilon_{\mu\nu} q_\mu (q^2_\mu - q^2_\nu) + 2q_\mu \delta_{\mu\nu} \sum_\alpha \epsilon_{\alpha\mu} q_\mu q_\alpha \right) - \frac{i}{2\pi} \epsilon_{\mu\nu} q_\nu \right] A_\nu(-q) \]
\[ + \sum_\nu \frac{2}{\pi} q^\nu V_\nu(-q) \]
\[ = \frac{i}{2\pi} \sum_{\mu,\nu} \left[ \epsilon_{\mu\nu} q_\mu (q^2_\mu - q^2_\nu)/q^2 - \epsilon_{\mu\nu} q_\nu \right] A_\nu(-q) + \sum_\nu \frac{2}{\pi} q^\nu V_\nu(-q) \]
\[ \Rightarrow \partial_\mu \langle j^\mu_{\text{reg}}(x) \rangle = -\frac{i}{\pi} \epsilon^{\mu\nu} \partial_\mu A_\nu(x) = -\frac{i}{2\pi} \epsilon^{\mu\nu} F_{\mu\nu}(x). \]  

If we ignore the contribution from the \( V_\nu \) field considering that it is a fictitious gauge field, we obtain the anomaly
\[ q_\mu \langle j^\mu_{\text{reg}}(q) \rangle = -\frac{i}{\pi} \sum_{\mu,\nu} \epsilon^{\mu\nu} q_\mu A_\nu(-q) \]
\[ \Rightarrow \partial_\mu \langle j^\mu_{\text{reg}}(x) \rangle = -\frac{i}{\pi} \epsilon^{\mu\nu} \partial_\mu A_\nu(x) = -\frac{i}{2\pi} \epsilon^{\mu\nu} F_{\mu\nu}(x). \]  

One can show that this anomaly is canceled by the anomaly inflow of the bulk, considering
\[ \delta_\eta W[V, A] \equiv W[V + d\eta, A] - W[V, A] = \int d^2x \partial_\mu \eta(x) \frac{\delta W}{\delta V_\mu} \]
\[ = \int d^2x \partial_\mu \eta(x) j^\mu_\text{reg}(x) = -\int d^2x \partial_\mu (\epsilon^{\mu\nu} j^\nu_\text{reg}(x)) \]
\[ = \frac{i}{2\pi} \int d^2x \eta(x) \epsilon^{\mu\nu} F_{\mu\nu}(x). \]  

2. Spin Hall current

The surface Hamiltonian in terms of the \( |s^2, k_y, k_z \rangle \) basis is given by
\[ H = \sum_{-\sqrt{k_0^2 - m^2 < k_z < \sqrt{\alpha^2 - m^2}}} \sum_{k_y} \Psi^\dagger(k_y, k_z) \left( \begin{array}{cc} k_y & 0 \\ 0 & -k_y \end{array} \right) \Psi(k_y, k_z) \]
\[ = \sum_{-\sqrt{k_0^2 - m^2 < k_z < \sqrt{\alpha^2 - m^2}}} \int dy \Psi^\dagger_{k_z}(y) \left( \begin{array}{cc} -i\partial_y & 0 \\ 0 & i\partial_y \end{array} \right) \Psi_{k_z}(y) \]
\[ = \sum_{-\sqrt{k_0^2 - m^2 < k_z < \sqrt{\alpha^2 - m^2}}} \int dy \Psi^\dagger_{k_z}(y)(-is^3 \partial_y) \Psi_{k_z}(y). \]  

Then, we have the following effective action
\[ S = \sum_{-\sqrt{k_0^2 - m^2 < k_z < \sqrt{k_0^2 - m^2}}} \int d\tau \int dy \Psi^\dagger_{k_z}(y) \left( \partial_\tau - is^3 \partial_y \right) \Psi_{k_z}(y) \]
\[ = \sum_{-\sqrt{k_0^2 - m^2 < k_z < \sqrt{k_0^2 - m^2}}} \int d\tau \int dy \Psi_{k_z}(y)(\gamma^0 \partial_\tau + i\gamma^1 \partial_y) \Psi_{k_z}(y), \]  

(H10) (H11) (H12) (H13) (H14) (H15) (H16)
where $\gamma^0 = s^1$, $\gamma^1 = is^2$ and $\gamma^3 = s^3$. If we set $\gamma^2 = -i\gamma^0$, we have

$$S = -\sum_{\sqrt{k_0^2 - m^2} < k_3 < \sqrt{k_0^2 - m^2}} d^2x \bar{\Psi}_{k_3}(y)i\gamma^\mu \partial_\mu \Psi_{k_3}(y), \tag{H17}$$

where $\mu = 1, 2$, $\partial_0 = \partial_3$ and $\{\gamma^\mu, \gamma^\nu\} = -\delta^\mu\nu$.

In order to find the anomaly, we couple both the charge gauge field and the spin gauge field to the above action

$$S = -\sum_{\sqrt{k_0^2 - m^2} < k_3 < \sqrt{k_0^2 - m^2}} d^2x \bar{\Psi}_{k_3}(y)i\gamma^\mu (\partial_\mu + iA_\mu - iS_\mu \tilde{\gamma}) \Psi_{k_3}(y). \tag{H18}$$

This action is invariant in the classical level under the following spin gauge transformation

$$\Psi_{k_3} \rightarrow e^{i\gamma^\theta} \Psi_{k_3}, \quad \bar{\Psi}_{k_3} \rightarrow \bar{\Psi}_{k_3} e^{i\gamma^\theta}, S_\mu \rightarrow S_\mu + \partial_\mu \theta. \tag{H19}$$

Now, the spin current is given by

$$\begin{align*}
Z &= e^{-W[A,S]} = \int D\Psi D\bar{\Psi} e^{-S[\Psi,\bar{\Psi},A,S]} \\
J_\mu^I &= \frac{\delta W[A,S]}{\delta S_\mu} = -\frac{1}{Z} \frac{\delta Z}{\delta S_\mu} = \sum_{\sqrt{k_0^2 - m^2} < k_3 < \sqrt{k_0^2 - m^2}} (\bar{\Psi}_{k_3} \gamma^\mu \gamma^\gamma \Psi_{k_3}). \tag{H21}
\end{align*}$$

The calculation is completely the same as that of the valley Hall current, showing the anomaly and canceled by the anomaly inflow of the bulk.

**Appendix I: Generalization for the existence of two different regularization schemes in inversion symmetry-broken Weyl metals**

Consider the Hamiltonian which have four Weyl points, shown in Fig. 5 for example. In the diagonalized basis we obtain

$$\begin{align*}
\mathcal{H} &= \sum_k \Psi^\dagger(k) \text{diag}(-E_{k_0, k_0}, E_{k_0, k_0}, -E_{-k_0, k_0}, E_{-k_0, k_0}) \Psi(k) \\
&= \sum_k \Psi^\dagger(k) H(k) \Psi(k),
\end{align*}$$

where $E_{k_0, k_0} = \sqrt{(k_x + k_0)^2 + (k_y + k_0)^2 + k_z^2}$. This diagonalized Hamiltonian commutes with two matrices; $\mathcal{O}_{s_z}$ and $\mathcal{O}_{\tau_z}$ given by

$$\begin{align*}
\mathcal{O}_{s_z} &= \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1
\end{pmatrix},
\mathcal{O}_{\tau_z} &= \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1
\end{pmatrix}.
\end{align*}$$

Here, $\tau$ and $s$ do not mean the valley and spin necessarily but denote two different quantum numbers.

One can find that these different two observables turn out to commute with the Hamiltonian for any inversion symmetry-broken Weyl metals. If we classify the energy bands according to the eigenvalues of $\mathcal{O}_{\tau_z}$ and $\mathcal{O}_{s_z}$, we find

$$\begin{align*}
\begin{cases}
\begin{align*}
s_z &= 1: \\
s_z &= -1:
\end{align*}
\end{cases}
\begin{align*}
&\text{diag}(-E_{k_0, k_0}, E_{k_0, k_0}, -E_{-k_0, k_0}, E_{-k_0, k_0}) \\
&\text{diag}(-E_{k_0, -k_0}, E_{k_0, -k_0}, -E_{-k_0, -k_0}, E_{-k_0, -k_0})
\end{align*},
\begin{cases}
\begin{align*}
\tau_z &= 1: \\
\tau_z &= -1:
\end{align*}
\end{cases}
\begin{align*}
&\text{diag}(-E_{k_0, k_0}, E_{k_0, k_0}, -E_{-k_0, k_0}, E_{-k_0, k_0}) \\
&\text{diag}(-E_{k_0, -k_0}, E_{k_0, -k_0}, -E_{-k_0, -k_0}, E_{-k_0, -k_0}).
\end{align*}
\end{align*}$$

\(\text{Eq. 32}\)
where $\gamma$ be verified easily. An important point is that $\tilde{\gamma}$ one denote another representation of gamma matrices as $\bar{\gamma}$ signature. One can always find the unitary transformation.

$$O$$ representations. One may consider additional unitary transformations such as $\tilde{\gamma}$ which should be anomalous. In our specific model for inversion symmetry-broken Weyl metals, $\tau$ and $s$ correspond to valley and spin, respectively.

$$\text{FIG. 5: Four Weyl points}$$

Each sector is composed of two Weyl points.

For one $s_z$ sector, one can apply the unitary transformation to the Hamiltonian which gives the following transformed one

$$\tilde{H}(k) = \left( \begin{array}{cc} \tilde{H}_{s_z=1}(k) & 0 \\ 0 & \tilde{H}_{s_z=-1} \end{array} \right) = U_{s_z}(k)H(k)U_{s_z}^\dagger(k),\ U_{s_z} = \left( \begin{array}{cc} U_{s_z=1} & 0 \\ 0 & U_{s_z=-1} \end{array} \right)$$

where $\gamma^0 = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right), \gamma^i = i\left( \begin{array}{cc} 0 & -\sigma^i \\ \sigma^i & 0 \end{array} \right)$ with $i = 1, 2, 3$ which satisfy $\{\gamma^\mu, \gamma^\nu\} = 2\delta^{\mu\nu}1_{4\times 4}$ and $\tilde{\gamma}^5 = -\gamma^0\gamma^1\gamma^2\gamma^3 = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right)$. Here, $\sigma^i$ represent Pauli matrices. The representation of gamma matrices is the Weyl one in the Euclidean signature. One can always find the unitary transformation $U_{s_z}$ which gives gamma matrices in this Weyl representation. Since we changed the basis by the unitary transformation, we need to change the representation of $O_{s_z}$ and $O_{\tau_z}$ coherently; $\tilde{O}_s = U_{s_z}O_{s_z}U_{s_z}^\dagger$. Recall that $O_{s_z}$ commutes with $U_{s_z}$, and thus the representation of $O_{s_z}$ is not changed; $\tilde{O}_s = O_{s_z}$. How about the representation of $O_{\tau_z}$? Interestingly, $\tilde{O}_{\tau_z}$ is also the same as $O_{\tau_z}$, $\tilde{O}_{\tau_z} = O_{\tau_z}$. This can be verified easily. An important point is that $\tilde{O}_{\tau_z} = \left( \begin{array}{cc} \gamma^5 & 0 \\ 0 & \gamma^5 \end{array} \right) = \gamma^5 \otimes 1_\tau$. As a result, the transformation $e^{iO_{\tau_z}\theta}$ becomes anomalous in this representation (chiral anomaly).

There can exist other representations of gamma matrices even though the Hamiltonian $\tilde{H}(k)$ is the same. If we denote another representation of gamma matrices as $\tilde{\gamma}^\mu$, it should satisfy the following properties:

$$\gamma^0\gamma^i = \tilde{\gamma}^0\tilde{\gamma}^i (i = 1, 2, 3), \ \{\tilde{\gamma}^\mu, \tilde{\gamma}^\nu\} = 2\delta^{\mu\nu}1_{4\times 4}$$

$$\tilde{\gamma}^5 = -\tilde{\gamma}^0\tilde{\gamma}^1\tilde{\gamma}^2\tilde{\gamma}^3.$$  \hspace{1cm} (17)

From the properties of $\gamma^0\gamma^i = \tilde{\gamma}^0\tilde{\gamma}^i$ and $\{\tilde{\gamma}^\mu, \tilde{\gamma}^\nu\} = 2\delta^{\mu\nu}1_{4\times 4}$, one can find the following identity; $\tilde{\gamma}^5 = \gamma^5$. Therefore, we obtain $\tilde{O}_{\tau_z} = \gamma^5 \otimes 1_\tau = \tilde{\gamma}^5 \otimes 1_\tau$. As a result, any $\tilde{O}_{\tau_z}$ related transformation is still anomalous in any other representations. One may consider additional unitary transformations such as $\tilde{U}_{s_z}(k); \tilde{H}(k) = \tilde{U}_{s_z}(k)\tilde{H}(k)\tilde{U}_{s_z}(k)$. Even in this case, $\tilde{O}_{\tau_z}$ is still anomalous since anti-unitary relation is preserved under the unitary transformation. Therefore, we conclude that if we choose gamma matrices which commute with $O_{s_z}, O_{\tau_z}$ should be proportional to $\gamma^5$. This is also true for the opposite case: if we choose $\gamma$ matrices commuting with $O_{\tau_z}$, then $O_{s_z}$ is proportional to $\gamma^5$, which should be anomalous. In our specific model for inversion symmetry-broken Weyl metals, $\tau$ and $s$ correspond to valley and spin, respectively.
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