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Abstract

Understanding the dynamics of argumentation systems is a crucial component in the development of computational models of argument that are used as representations of belief. To that end, in this article, we introduce a model of Argument Revision, presented in terms of the contraction and revision of a system of structured argumentation. Argument Revision is influenced by the AGM model of belief revision, but with certain key differences. First, Argument Revision involves modifying the underlying model (system of argumentation) from which beliefs are derived, allowing for a finer-grained approach to modifying beliefs. Secondly, the richer structure provided by a system of argumentation permits a determination of minimal change based on quantifiable effects on the system as opposed to qualitative criteria such as entrenchment orderings. Argument Revision does, however, retain a close link to the AGM approach to belief revision. A basic set of postulates for rational revisions and contractions in Argument Revision is proposed; these postulates are influenced by, and capture the spirit of, those found in AGM belief revision. After specifying a determination of minimal change, based on measurable effects on the system, we conclude the article by going on to show how Argument Revision can be used as a strategic tool by a participant in a multi-agent dialogue, assisting with commitment retraction and dishonesty. In systems of argumentation that contain even small knowledge bases, it is difficult for a dialogue participant to fully assess the impact of seemingly trivial changes to that knowledge base, or other parts of the system; we demonstrate, by means of an example, that Argument Revision solves this problem through a determination of minimal change that is justifiable and intuitive.
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1 Introduction

Connections between argumentation and belief revision have recently found new momentum [23, 24, 26] with the emergence of two broad approaches—the use of argumentation to support belief revision (e.g. [25, 31]) and the use of belief revision operators to model change in argumentation systems (e.g. [4, 14, 39]).

The dynamic argumentation framework defined in Argument Theory Change (ATC) [35, 39] is based on Dung-style abstract frameworks [22] but incorporates a model of dynamics. The exploration of change in abstract argumentation in [14] assesses the impact of change by using existing properties of Dung’s work without defining a new version of it. Similarly, the work of [4] explores the dynamics of an argument-based decision system based on the addition of a new argument. Decision systems use arguments to support and decide between different options, with the aim of the work in [4] being to investigate the impact that a new argument has on the ordering of the options, again without defining a new version of the system. Both approaches have their advantages: defining a new argumentation framework that incorporates a model of dynamics results in a means of assessing the effects of a change being more readily available. Additionally, through the use of a sub-argument relation, the framework defined in ATC is also structured, providing a better model of dynamics and a clear link to natural arguments, which are inherently structured. On the other hand, developing a model of dynamics for an existing framework decouples the model from the framework. Such a decoupling has the advantage of being able to assess the dynamics of an existing framework, with established properties, without needing to extend the framework and hence prove its properties still hold. Furthermore, both ATC and the works of [4, 14] consider only the addition and, in the case
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of ATC, removal of arguments (and associated interactions). Neither consider the effects of, for instance, making an argument unacceptable (w.r.t. some Dung-style\cite{dung1995framework} semantics). Both models are based on Dung’s abstract approach, and thus incorporate a mechanism for determining argument acceptability. Our approach is to combine the advantages of these foundations in developing a new model of Argument Revision.

Our new model is influenced by the AGM model of belief revision. We propose sets of postulates (Section 6) that describe rational revisions and contractions of a system of argumentation in a similar vein to the AGM postulates that describe rational revisions and contractions of belief sets. Furthermore, and again similar to belief revision, we incorporate into Argument Revision a determination of minimal change. This determination is quantitative, based on measurable effects that a change has on the system.

In classic belief revision, modifications are carried out on flat belief sets or (logically closed) belief bases. In Argument Revision, we modify the underlying representation from which belief is derived, specifically the ASPIC+ system of argumentation. This system provides rich structure and incorporates Dung’s theory of abstraction argumentation\cite{dung1995framework}. This allows revisions to be performed by either modifying arguments themselves or merely their acceptability. In both cases, the effect on the derived beliefs can be the same (e.g. no longer believing a certain statement) but the actual modifications in the underlying representation are significantly different.

Argumentation and belief revision are both used for managing inconsistency. The aim of Argument Revision is to intersect the two fields, providing a mechanism that allows the dynamics of a system of structured argumentation to be modelled. This mechanism finds a use in two specific scenarios in multi-agent dialogue—commitment retraction and dishonesty. Both scenarios can require a dialogue participant to choose between several different actions. Techniques specified by Argument Revision assist them in making their choice.

The work in this article is built on our previous work in\cite{42,43} in four ways: (i) by extending Argument Revision to allow rules, preferences and contraries to be revised as well as the knowledge base. This is achieved through a specification of modular argumentation theories; (ii) refining the types of Argument Revision into those that more closely reflect those found in AGM belief revision—revision and contraction; (iii) proposing a set of postulates for rational revisions and contractions in Argument Revision; and (iv) showing how dishonesty can be used as an alternative to retracting existing commitments in dialogue.

The article proceeds as follows: in Section 2 we provide a brief introduction to related work upon which this paper builds; in Section 3 we define a modular Argumentation Theory in the ASPIC+ framework, which assists in simplifying the Argument Revision process; in Sections 4 and 5 we specify a model for Argument Revision, describing the process and properties; in Section 6 we propose a set of basic postulates for rational revisions and contractions in Argument Revision; in Section 7 measures of minimal change in Argument Revision are defined; in Section 8 we show how Argument Revision can be used in a dialogical context both for commitment retraction and dishonesty. Finally, in Section 10 we conclude the article and outline directions for future work.

2 Background

2.1 Argumentation

One of the main bodies of work in computational argumentation is abstract argumentation, building on the influential work of Dung\cite{dung1995framework} in which arguments are reduced to purely abstract entities, over which an attack relation can be defined. The main concept is that of an argumentation framework.
An argumentation system is a tuple $\mathcal{AS} = (\mathcal{A}, \mathcal{A}ts)$ where $\mathcal{A}$ is a set of arguments and $\mathcal{A}ts \subseteq \mathcal{A} \times \mathcal{A}$, a binary attack relation.

In this article we will use the ASPIC+ framework [38], a structured instantiation of Dung’s work. We choose ASPIC+ because its combination of structure and acceptability provides a rich model for specifying revision operators. Furthermore, it has an established connection to the Argument Interchange Format (AIF) [8, 15] which underpins the Argument Web [7], allowing the present work to be applied, in principle, to natural language arguments and real online debates.

The ASPIC+ framework builds on the work of [3]. ASPIC+ instantiates Dung’s abstract approach by combining the work of [37] on defeasible reasoning with the work of [44] on the structure of arguments. Definitions 2.2 through 2.8 in the remainder of this subsection characterize the basic principles of ASPIC+.

The fundamental notions of ASPIC+ are argumentation systems and a knowledge base:

Definition 2.1 (Argumentation Framework)

An argumentation framework is a pair $\mathcal{AF} = (\mathcal{A}rgs, \mathcal{Atts})$ where $\mathcal{A}rgs$ is a set of arguments and $\mathcal{Atts} \subseteq \mathcal{A}rgs \times \mathcal{A}rgs$, a binary attack relation.

Definition 2.2 (Argumentation System)

An argumentation system is a tuple $\mathcal{AS} = (\mathcal{L}, \mathcal{cf}, \mathcal{R}, \leq)$ where $\mathcal{L}$ is a logical language; $\mathcal{cf}$ is a contrariness function from $\mathcal{L}$ to $2^\mathcal{L}$; $\mathcal{R} = \mathcal{R}_s \cup \mathcal{R}_d$ is a set of strict ($\mathcal{R}_s$) and defeasible ($\mathcal{R}_d$) inference rules such that $\mathcal{R}_s \cap \mathcal{R}_d = \emptyset$; and $\leq$ is a partial pre-order on $\mathcal{R}_d$.

Remark 2.3

Defeasible rules take the form $\varphi_1, \ldots, \varphi_n \Rightarrow \varphi$ while strict rules take the form $\varphi_1, \ldots, \varphi_n \Rightarrow \varphi$. In some cases, we label rules using a subscript on the consequent operator, thus: $\Rightarrow r_1$ or $\Rightarrow r_2$ (for some defeasible rule $r_1$ and some strict rule $r_2$).

As in [38], we do not specify the nature of the logical language because one of the cornerstones of the ASPIC+ framework is that it can, in principle, use any logical language. We do, however, place a single constraint on the language, specifically that it contains modular representations of components of an argumentation system. This is explained in more detail in Section 3.

For some $\varphi_1 \in \mathcal{L}$, the notation $\overline{\varphi_1}$ is the set of all contraries of $\varphi_1$ (i.e. $\mathcal{cf}(\varphi_1) = \overline{\varphi_1}$). Given some other formula $\varphi_2 \in \mathcal{L}$, $\varphi_1 \in \overline{\varphi_2}$ means, informally, that $\varphi_1$ is a contrary of $\varphi_2$.

Definition 2.4 (Knowledge base)

A knowledge base in an argumentation system $(\mathcal{L}, \mathcal{cf}, \mathcal{R}, \leq)$ is a pair $(\mathcal{K}, \leq')$ where $\mathcal{K} \subseteq \mathcal{L}$ and $\mathcal{K} = \mathcal{K}_n \cup \mathcal{K}_p \cup \mathcal{K}_a$, with $\mathcal{K}_n \cap \mathcal{K}_p \cap \mathcal{K}_a = \emptyset$ and:

- $\mathcal{K}_n$ being a set of (necessary) axioms. Arguments cannot be attacked on their axiom premises;
- $\mathcal{K}_p$ being a set of (ordinary) premises. Arguments can be attacked on their ordinary premises, with the success of the attack depending on preferences between the arguments;
- $\mathcal{K}_a$ being a set of assumptions. Arguments can be attacked on their assumption premises, with the attack always succeeding.

$\leq'$ is a partial pre-order on $\mathcal{K} \setminus \mathcal{K}_n$.

In Section 5, we make use of the distinction between ordinary premises and assumptions in specifying the process of Argument Revision.

From the knowledge base $(\mathcal{K})$ and rules $(\mathcal{R})$ of an argumentation system, arguments are constructed. For an argument $\mathcal{A}$, $\text{Prem}(\mathcal{A})$ is a function that returns all the premises in $\mathcal{A}$; $\text{Conc}(\mathcal{A})$ is a function that returns the conclusion of $\mathcal{A}$; $\text{Sub}(\mathcal{A})$ is a function that returns all the sub-arguments of $\mathcal{A}$; $\text{DefRules}(\mathcal{A})$ is a function that returns all defeasible rules in $\mathcal{A}$; and $\text{TopRule}(\mathcal{A})$ is a function that returns the last inference rule used in $\mathcal{A}$.
4 Argument Revision

We also overload two of these functions for sets of arguments. Given a set of arguments $S$, $\text{Prem}(S) = \bigcup_{A \in S} \text{Prem}(A)$ and $\text{Sub}(S) = \bigcup_{A \in S} \text{Sub}(A)$.

On the basis of these functions, $\mathcal{A}$ is:

(1) $p$ if $p \in \mathcal{K}$ with: $\text{Prem}(A) = \{p\}$; $\text{Conc}(A) = p$; $\text{Sub}(A) = p$; $\text{DefRules}(A) = \emptyset$; $\text{TopRule}(A) = \text{undefined}$.

(2) $A_1, \ldots, A_n \Rightarrow \psi$ if $A_1, \ldots, A_n$ are arguments such that there exists a strict rule $\text{Conc}(A_1), \ldots, \text{Conc}(A_n) \Rightarrow \psi$ in $\mathcal{R}_s$ with: $\text{Prem}(A) = \text{Prem}(A_1) \cup \ldots \cup \text{Prem}(A_2)$; $\text{Conc}(A) = \psi$; $\text{Sub}(A) = \text{Sub}(A_1) \cup \ldots \cup \text{Sub}(A_n) \cup \{A\}$; $\text{DefRules}(A) = \text{DefRules}(A_1) \cup \ldots \cup \text{DefRules}(A_n)$; $\text{TopRule}(A) = \text{Conc}(A_1), \ldots, \text{Conc}(A_n) \Rightarrow \psi$.

(3) $A_1, \ldots, A_n \Rightarrow \psi$ if $A_1, \ldots, A_n$ are arguments such that there exists a defeasible rule $\text{Conc}(A_1), \ldots, \text{Conc}(A_n) \Rightarrow \psi$ in $\mathcal{R}_d$ with: $\text{Prem}(A) = \text{Prem}(A_1) \cup \ldots \cup \text{Prem}(A_2)$; $\text{Conc}(A) = \psi$; $\text{Sub}(A) = \text{Sub}(A_1) \cup \ldots \cup \text{Sub}(A_n) \cup \{A\}$; $\text{DefRules}(A) = \text{DefRules}(A_1) \cup \ldots \cup \text{DefRules}(A_n)$; $\text{TopRule}(A) = \text{Conc}(A_1), \ldots, \text{Conc}(A_n) \Rightarrow \psi$.

An argument can be attacked in three ways: on a (non-axiom) premise (undermine), on a defeasible inference rule (undercut) or on a conclusion (rebut). Formally, undermining and rebutting are defined thus:

**Definition 2.5 (Undermining)**
An argument $A$ undermines an argument $B$ if $\exists \phi \in \text{Prem}(B)$ s.t. $\text{Conc}(A) \in \overline{\phi}$

**Definition 2.6 (Rebutting)**
An argument $A$ rebuts an argument $B$ (on $B'$) if $\exists B' \in \text{Sub}(B)$ s.t. $\text{Conc}(A) \in \overline{B'}$

A definition of undercutting is provided in Section 3.1 (Definition 3.3), since it relies on aspects of the model we introduce later in the article.

Given an argumentation system $\mathcal{AS}$ and a knowledge base $\mathcal{KB}$, an Argumentation Theory is defined:

**Definition 2.7 (Argumentation Theories)**
An Argumentation Theory is a triple $\mathcal{AT} = (\mathcal{AS}, \mathcal{KB}, \preceq)$ where $\preceq$ is an argument ordering on the set of all arguments that can be constructed from $\mathcal{KB}$ in $\mathcal{AS}$.

The argument ordering in an Argumentation Theory is arrived at by considering the orderings on rules and knowledge base premises. Two such orderings are specified in [38], last-link and weakest-link. Formal definitions of these orderings are provided in [38], but rely on additional formalisms that are not required by the present work. Informally, the definitions are as follows:

‘The last-link principle prefers an argument $A$ over another argument $B$ if the last defeasible rules used in $B$ are less preferred than the last defeasible rules in $A$ or, in case both arguments are strict, if the premises of $B$ are less preferred than the premises of $A$.’

‘The weakest-link principle considers not the last but all uncertain elements in an argument. It prefers an argument $A$ over an argument $B$ if $A$ is preferred to $B$ on both their premises and their defeasible rules.’
To ensure that Argumentation Theories respect the intended use of contrariness and subsequently satisfy certain rationality postulates, a well-formedness condition is imposed.

**Definition 2.8 (Well-formedness)**

An Argumentation Theory is well-formed iff, if \( \phi \in \psi \):

- \( \psi \notin K_n \); and
- \( \exists r \in R_s \) s.t. \( \text{Cons}(r) = \psi \)

Informally, Definition 2.8 stipulates that neither axioms nor consequents of strict rules can be contradicted. The second condition is required for ASPIC+ argumentation theories to satisfy Caminada and Amgoud’s ‘indirect consistency’ rationality postulate \([13]\). This rationality postulate requires that the closure of the set of conclusions of all arguments in an extension under strict-rule application is consistent. Permitting contraries to the consequents of strict rules risks violating this condition; consider in the simplest case the arguments \( A_1: p, A_2: A_1 \rightarrow q \) and \( A_3: r \), and that \( r \in \overline{q} \). The set of acceptable conclusions is \( \{p, r\} \); the closure of this set under strict rule application is \( \{p, q, r\} \), which is inconsistent.

Given an Argumentation Theory \( \mathcal{AT} = \langle \text{AS}, \text{KB}, \preceq \rangle \), in this article: \( \mathcal{K}(\mathcal{AT}) \) is the knowledge base in \( \text{AS}; \mathcal{R}(\mathcal{AT}) \) is the rule set in \( \text{AS}; \) and \( \text{Args}(\mathcal{AT}) \) is the set of all arguments in \( \mathcal{AT} \) (on the basis of \( \mathcal{K}(\mathcal{AT}) \) and \( \mathcal{R}(\mathcal{AT}) \)). Henceforth, unless otherwise stated, if any examples do not refer to any of these sets, they are assumed to be empty. Similarly, where no preference information is given in an example, none exists.

The abstract framework derived from \( \mathcal{AT} \) will be denoted as \( \mathcal{AF}_{\mathcal{AT}} \). When considering the acceptability of arguments we will, unless otherwise stated, use the grounded semantics, with \( E(\mathcal{AT}) \) denoting the grounded extension.

We will also use two functions over rules. For a rule \( r \in \mathcal{R}(\mathcal{AT}) \), \( \text{Ant}(r) \) returns the antecedents of the rule and \( \text{Cons}(r) \) returns the consequent. We also assume that a rule’s antecedents and consequent are expressed in conjunctive normal form.

### 2.2 Belief revision

Belief revision is the study of how a knowledge base can accommodate new or conflicting information. The field has been shaped by \([1]\) in which postulates are proposed for three types of change that can be made to a knowledge base \( K \):

- **Expansion**, denoted \( K + \Phi \), where a new sentence \( \Phi \) is added to \( K \), together with its logical consequences;
- **Revision**, denoted \( K + \Phi \), where a new sentence that is inconsistent with \( K \) is added, but consistency is maintained by removing some sentences from \( K \); and
- **Contraction**, denoted \( K - \Psi \), where a sentence \( \Phi \) in \( K \) is retracted without adding any new sentences. To maintain closure under logical consequences, some other sentences may need to be given up.

There are eight postulates each for revision and contraction, with the first six known as the **basic postulates** \([28]\), and the seventh and eighth describing composite operations. Our focus in this article will be on the six basic postulate, which are summarized in Tables 1 and 2 respectively. The notation \( K_\bot \), used in \( K + 5 \), represents an inconsistent belief set.
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A main concern of the AGM theory is deciding exactly how a belief set should be revised or contracted. Several different principles have been proposed, some based on measurable effects and others using qualitative criteria.

The principle of economy seeks to keep loss to a minimum, where the loss to be minimized needs to be specified [5]. One such specification, using measurable effects, is in terms of set-theoretic inclusion, proposed in the seminal AGM paper [1]: given a belief set \( K \) and a choice of possible revisions, the revision that leaves the largest subset of \( K \) should be chosen. This is known as the principle of conservatism [29]. This specification, however, has a significant drawback in that it can lead to undesirable results [2,41]. Nevertheless, it forms the basis of partial-meet contractions, which select the ‘best’ elements in the set of all maximal subsets of \( K \) that do not imply the belief(s) to be contracted [1].

Principles based on qualitative criteria include the principle of entrenchment, where an entrenchment ordering is placed over beliefs: given a belief set \( K \) and two formulae \( \phi, \psi \in K \), \( \phi \prec \psi \) means ‘\( \phi \) is less entrenched than \( \psi \)’ and thus, given a choice, \( \phi \) is more likely to be given up [27].

The principle of entrenchment is similar to the principles of indifference, strict preference and weak indifference proposed in [41]. In the principle of indifference objects held in equal regard should be treated equally; in the principle of strict preference objects held in higher regard should be afforded a more favourable treatment. Together, these lead to the principle of weak indifference, where if an object \( \Phi \) is held in equal or higher regard than another object \( \Psi \), \( \Phi \) should be treated no worse than \( \Psi \).

Finally, inspired by the idea of minimizing the loss of informational value, the principle of cognitive economy combines the quantitative principle of economy with the qualitative principle of entrenchment [5]. This is guided by the principle of weak monotony: let \( V \) be an index on theories; if \( X \subseteq Y \), \( V(X) \leq V(Y) \). In other words, \( Y \) might carry more information than \( X \), but the overall value of that information may be the same.

\(^{1}\)No such consideration is required for expansion, because an expansion does not consider the logical consequences of adding a new belief.
These various principles share a common goal—that any losses (or gains) in a belief set should in some way be minimized, either through measurable effects or through the use of an entrenchment (preference) ordering over beliefs.

Another consideration in classic theories of belief revision, and specifically belief contraction, is how to frame the problem: if the intention is to contract some formula $\phi$ from a belief set $K$, should this be framed as ‘what should be retained in $K$ to ensure $K \nvDash \phi$?’ or ‘what should be removed from $K$ to ensure $K \nvDash \phi$?’. The former case (what should be retained) is partial-meet contraction; the latter (what should be given up) is safe contraction [40]. Both approaches differ in other respects as well, with a full list of these differences provided in [40].

2.3 Belief revision and argumentation

Having described our chosen system of structured argumentation (ASPIC$^+$) and briefly reviewed various approaches and techniques to Belief Revision, we now outline how we intend to combine the two in the remainder of the article.

ASPIC$^+$ provides a preference ordering over arguments and the components from which they are comprised (premises and rules), which suggests a connection to qualitative, entrenchment-based approaches to minimal change. Using ASPIC$^+$’s preference ordering in this way is, however, too simplistic because it is designed as a mechanism for determining defeat; it is not necessarily an indicator of informational value. The importance of information in a system of argumentation lies in the role that information plays in the structure of arguments and the interactions (attacks) between them. Removing a single premise or attack can have a considerable effect on the remaining arguments, both in terms of structure and acceptability. As such, in this article we will focus on a specification of minimal change in structured argumentation that is influenced by the principle of conservatism. This is described in more detail in Section 7.

In framing the problem of contraction (safe contraction vs. partial-meet contraction; what to give up vs. what to retain), we find that both belief revision approaches are insufficient for argument contraction, which is defined in terms of the acceptability of arguments. This means arguments can be contracted by adding new, defeating arguments, something that neither safe nor partial-meet contraction accounts for.

While in principle both approaches could be extended to account for additions (i.e. ‘what to give up or add’ and ‘what to retain or add’ respectively), this is still insufficient. For safe-contraction, an ordering over elements is required to determine what should be given up but. A simple relation over formulae would not work, however, for we would also need to express a preference between addition and removal—consider, for instance, giving up some formula $\phi$ vs. adding another formula $\psi$.

Partial-meet contraction cannot be extended to account for additions because taking the intersection of all theories would ignore anything that was added to any theories; in other words, the final contracted theory will only ever contain elements present in the original theory.

Our operator for argument contraction is therefore instantiated using a new approach. In Section 5, we define a structure called a change graph that models all possible ways in which an Argumentation Theory can be revised or contracted with respect to a set of input arguments. A path cost function based on four measures of change (defined in Section 7) is then used to select the ‘best’ (i.e. lowest cost) contraction. Our operator for argument revision is also instantiated using change graphs, meaning they also offer a unified solution to both types of change in to Argumentation Theory.
Finally, while classic belief revision is carried out on belief sets (a set of sentences closed under logical consequence) or belief bases (which are not necessarily closed), Argument Revision is carried out with respect to the arguments in a system of argumentation. While this might involve modifying the system’s knowledge base, the effects of the revision and its success are examined in terms of the arguments and/or their acceptability. Arguments are constructed by closing a knowledge base with respect to the strict and defeasible rules in the system, and so our approach to argument revision bears similarities to the revision of belief sets.

3 Modular Argumentation Theories

In this section, we specify a modularity constraint for ASPIC+ Argumentation Theories which requires that rules, preferences and contraries have explicit representations in the object language, and that the Argumentation Theory contains arguments whose conclusions are those representations. This provides two key advantages for Argument Revision; first, every component of an argumentation system has an argument supporting it. This allows for a single method of revising arguments to be specified, which can then be applied to the arguments for components (i.e. rules, preferences and contraries) thus providing new ways of revising arguments (e.g. by removing a rule).

Secondly, it allows for a principled characterization of the distinction between strict and defeasible rules. A rule is defeasible iff there exists some exceptional circumstance(s) in which it cannot be applied; otherwise, it is strict. Note that it does not need to be the case that the source of the exception is currently true (or, in the context of an Argumentation Theory, be supported by an acceptable argument)—all that needs to exist is the declaration that if the exceptional formula is true, then the rule does not apply. We define this formally by stipulating that a rule is strict iff the formula that represents it has no contraries; otherwise, it is defeasible. In a broader context, this characterization of strict and defeasible rules allows for a more precise definition of undercutting than is provide in [38]. We introduce this definition (Definition 3.3) following the formal specification of modular argumentation theories.

To show the difference between a component (rule, preference and contrary) and the formulae representing it, we use the notation $\lceil \cdot \rceil$. For instance, if $r$ is a rule, $\lceil r \rceil$ is the formula representing $r$. This representation can also be nested; for instance, $\lceil x \in \lceil r \rceil \rceil$ is the formula representing that $x$ is a contrary of $\lceil r \rceil$, and thus that $r$ is defeasible with a potential exception $x$ (see Subsection 3.1 below).

Definition 3.1 (Modular Argumentation Theory)

An Argumentation Theory $\mathcal{AT} = \langle \mathcal{AS}, KB, \preceq \rangle$, where $\mathcal{AS} = \langle \mathcal{L}, cf, R, \leq \rangle$ is modular iff:

- $r \in R(\mathcal{AT}) \Rightarrow \exists A \in \text{Args}(\mathcal{AT}) \text{ s.t. } \text{Conc}(A) = \lceil r \rceil$
- $\phi \in \overline{\psi} \Rightarrow \exists A \in \text{Args}(\mathcal{AT}) \text{ s.t. } \text{Conc}(A) = \lceil \phi \not\in \psi \rceil$
- $\phi \preceq \psi \Rightarrow \exists A \in \text{Args}(\mathcal{AT}) \text{ s.t. } \text{Conc}(A) = \lceil \phi \preceq \psi \rceil$
- $r_1 \leq r_2 \Rightarrow \exists A \in \text{Args}(\mathcal{AT}) \text{ s.t. } \text{Conc}(A) = \lceil r_1 \leq r_2 \rceil$

In broad terms, given a component (rule, preference or contrary) $\Phi$ in a modular Argumentation Theory, there is an argument (that is possibly atomic, i.e. having no supporting premises) for $\lceil \Phi \rceil$ in the Argumentation Theory; conversely, if there is an argument with conclusion $\lceil \Psi \rceil$ in an Argumentation Theory $\mathcal{AT}$, $\Psi$ is a component (of whichever type) in the argumentation system in $\mathcal{AT}$.

Note that modularity does not extend ASPIC+ but instead simply puts a constraint on the object language (it must contain representations of rules, preferences and contraries) and the construction of the theory (it must contain arguments that conclude the representations of all rules, preferences and contraries).
A modular Argumentation Theory allows arguments about the components of arguments to be constructed. This is similar to meta-argumentation, in particular the characterization in [46]. The difference, however, is that the meta-Argumentation Theory defined in [46] only requires that rules, preferences and contraries be represented in a meta-language with no guarantee that arguments for them exists. While in principle it would be possible to impose such a constraint, this introduces extra complexity not required for Argument Revision.

It is also possible to model preferences as contraries of existing attacks in a modular Argumentation Theory. Formally, this is specified as: if \( \exists A_1, A_2 \in \text{Args} \text{s.t. } \text{Conc}(A_1) \in \overline{\text{Conc}(A_2)} \text{ and } A_1 \leq A_2, \) then \( \lceil A_1 \leq A_2 \rceil \in \lceil \text{Conc}(A_1) \in \overline{\text{Conc}(A_2)} \rceil. \) In other words, \( A_2 \) being preferred to \( A_1 \) is an attack on \( A_1 \) attacking \( A_2. \) This characterization proves advantageous when deriving an extended argumentation framework (EAF) from a modular Argumentation Theory (see Section 3.2).

To illustrate our specification of modular argumentation theories we use the familiar example from Pollock [37]:

*The object appears red therefore the object is red.*

Assuming no other information, this can be encoded in ASPIC\(^+\) with the following strict rule:

\[
\mathcal{R}(AT) = \{ \text{object appears red} \rightarrow \text{object is red} \}
\]

For the Argumentation Theory containing \( \mathcal{A}S \) to be modular, a corresponding argument for \( \lceil r_1 \rceil \) is required. This can be achieved by a premise in the knowledge base:

\[
\mathcal{K}(AT) = \{ \lceil \text{object appears red} \rightarrow r_1 \text{ object is red} \rceil \}
\]

If \( \mathcal{K}(AT) \) also contained \( \text{object appears red}, \) we could strictly infer that \( \text{object is red}. \) The inference is strict because the Argumentation Theory does not contain any information to suggest otherwise. This, however, ignores the point made by Pollock in [37]—an object may appear red if it is not, if it is being illuminated by a red light; in other words, \( r_1 \) should be a defeasible inference rule, not strict. This will be addressed in the next sub-section.

### 3.1 Strict and defeasible inference rules

Modular argumentation theories allow for a principled characterisation of strict and defeasible rules:

#### Definition 3.2 (Strict and defeasible rules)

\[
\begin{align*}
    r &\in \mathcal{R}_s(AT) \iff \overline{\lceil r \rceil} = \emptyset \\
    r &\in \mathcal{R}_d(AT) \iff \overline{\lceil r \rceil} \neq \emptyset
\end{align*}
\]

In Argument Revision, this characterization allows strict rules to be revised into defeasible rules by introducing a potential contrary with respect to the rule (again, without necessarily introducing the formula that is the contrary). Conversely, a defeasible rule can be revised into a strict rule by removing its contraries.

Returning to our example, we provide some new information:

*The object appears red therefore the object is red unless the object is illuminated by a red light.*
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This new information refines the ASPIC$^+$ representation by introducing the following contrary:

\[
\text{illum\_by\_red\_light} \in [\text{object\_appears\_red} \Rightarrow r_1 \text{object\_is\_red}]
\]

This leads to the following knowledge base and rule set:

\[
\mathcal{K}(AT) = \left\{ \begin{array}{l}
\text{[object\_appears\_red} \Rightarrow r_1 \text{object\_is\_red]}, \\
\text{illum\_by\_red\_light} \in [\text{object\_appears\_red} \Rightarrow r_1 \text{object\_is\_red}] \end{array} \right\}
\]

\[
\mathcal{R}(AT) = \{\text{object\_appears\_red} \Rightarrow r_1 \text{object\_is\_red}\}
\]

Notice that \( r_1 \) is now defeasible because the formula that represents it has an identified contrary. The contrary itself (\text{illum\_by\_red\_light}) cannot be inferred but this is not required. Simply identifying that there could be a contrary argument is sufficient to make a rule defeasible.

Where a rule’s contrary can be inferred, the exception is activated and the rule is undercut. In [38], there is an assumption that rules can be represented in the object language of an argumentation system in order to represent undercutting. Using modular argumentation, we provide a more precise definition of undercutting that uses the formulae representing rules as opposed to the rules themselves. For a rule to be defeasible, the formula representing it will have at least one potential contrary (per Definition 3.2). If there then exists an argument for a contrary in the ground system, the rule is undercut by that argument. This is formally defined thus:

**Definition 3.3 (Undercutting)**

An argument \( A \in \text{Args}(AT) \) undercuts an argument \( B \in \text{Args}(AT) \) (on \( B' \in \text{Sub}(B) \)) iff \( \text{Conc}(A) \in cf((\text{TopRule}(B'))). \)

In other words, an argument \( A \) undercuts an argument \( B \) (on a sub-argument \( B' \)) if and only if the conclusion of \( A \) is defined as being contrary to the formula representing the topmost rule in \( B' \).

To complete the example, we expand the knowledge base:

\[
\mathcal{K}(AT) = \left\{ \begin{array}{l}
\text{object\_appears\_red}, \\
\text{illum\_by\_red\_light} \\
\text{[object\_appears\_red} \Rightarrow r_1 \text{object\_is\_red]}, \\
\text{illum\_by\_red\_light} \in [\text{object\_appears\_red} \Rightarrow r_1 \text{object\_is\_red}] \end{array} \right\}
\]

\[
\mathcal{R}(AT) = \{\text{object\_appears\_red} \Rightarrow r_1 \text{object\_is\_red}\}
\]

The leads to the arguments:

\( A_1: \text{object\_appears\_red} \)

\( A_2: \text{illum\_by\_red\_light} \)

\( A_3: [\text{object\_appears\_red} \Rightarrow r_1 \text{object\_is\_red}] \)

\( A_4: [\text{illum\_by\_red\_light} \in [\text{object\_appears\_red} \Rightarrow r_1 \text{object\_is\_red}]] \)

\( A_5: \frac{A_1(\text{object\_appears\_red})}{\text{object\_is\_red}} \)

\( A_2 \) is an argument for a contrary to \( r_1 \); thus \( A_2 \) undercuts \( A_5 \) on \( r_1 \).
Henceforth, unless made otherwise explicit, the phrase ‘Argumentation Theory’ and the notation \( \mathcal{AT} \) will refer to modular Argumentation Theory. The symbol \( \Pi_L \) will be used to represent the set of all possible argumentation theories based on the language \( L \), while \( \text{Args}(\Pi_L) = \bigcup_{\mathcal{AT} \in \Pi_L} \text{Args}(\mathcal{AT}) \) is the set of all possible arguments in all possible theories based on \( L \).

### 3.2 Extended Argumentation Frameworks

A core feature of ASPIC\(^+\) is the ability to derive a Dung-style abstract framework from an Argumentation Theory. This allows structured arguments and the relations between them to be evaluated using established acceptability semantics for abstract argumentation. An abstract framework derived from an Argumentation Theory uses the arguments in the theory as the set of arguments, and successful attacks (defeat) in place of the attack relation.

When using modular argumentation theories, an ordinary Dung-style framework cannot be derived because of the extra levels of attack afforded—for instance, attacks on attacks (through an attack on a preference or contrariness relation). Attacks on attacks in abstract argumentation are introduced in [33] through the use of Extended Argumentation Frameworks (EAFs); this, however, is still insufficient for our purposes because EAFs allow only attacks between arguments, and attacks on attacks between arguments. In modular argumentation theories, there is no limit on the depth to which attacks can go (e.g. given four arguments \( A_1, \ldots, A_4, A_1 \) attacks that \( A_2 \) attacks that \( A_3 \) attacks \( A_4 \)).

We therefore modify the definition of an EAF to allow for, in principle, unlimited depth of nesting of attack. With this modification, we also fold together the set of ordinary attacks (i.e. attacks between arguments) into the set of extended attacks (i.e. attacks on attacks).

**Definition 3.4 (Extended Argumentation Framework)**

An Extended Argumentation Framework (EAF) is a tuple \( \langle \text{Args}, \mathcal{D} \rangle \) such that \( \text{Args} \) is a set of arguments, and:

- \( \mathcal{D} = \mathcal{D}_0 \cup \mathcal{D}_1 \cup \ldots \cup \mathcal{D}_n \) with:
  - \( \mathcal{D}_0 \subseteq \text{Args} \times \text{Args} \)
  - for \( 0 \leq i < n \), \( \mathcal{D}_i \subseteq \text{Args} \times \mathcal{D}_{i-1} \)
- if \( (X, (Y, Z)), (X', (Z, Y)) \in \mathcal{D}_1 \) then \( (X, X'), (X', X) \in \mathcal{D} \)

Using this modified definition of EAFs, we now show how a structured EAF [34] is obtainable from a modular Argumentation Theory. Again, we require an updated definition to account for the extra levels of attack afforded in our modular argumentation theories.

Notice that preferences are not explicitly mentioned in the definition; this is because modular argumentation allows preferences to be expressed in terms of contraries (Section 3) and are thus accounted for within the attack definitions.

**Definition 3.5 (Structured EAF)**

\( \text{EAF} = \langle \text{Args}, \mathcal{D} \rangle \) is a structured EAF, where \( \text{Args} = \text{Args}(\mathcal{AT}) \) and:

- If \( \exists A_1, A_2 \in \text{Args} \) s.t. \( \text{Conc}(A_1) \in \text{cf}(\text{Conc}(A_2)) \), \( (A_1, A_2) \in \mathcal{D}_0 \) (rebutting and undermining)
- If \( \exists A_1, A_2 \in \text{Args} \) s.t \( \text{Conc}(A_2) = [\varphi_1, \ldots, \varphi_n \Rightarrow r, \varphi] \) and \( \text{Conc}(A_1) \in \text{cf}(\text{Conc}(A_2)) \), then \( (A_1, A_2) \in \mathcal{D}_0 \) and \( \forall A_3 \in \text{Args} \) s.t. \( r \in \text{DefRules}(A_3) \), \( (A_1, A_3) \in \mathcal{D}_0 \) (undercutting)
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- \( \forall (A_1, A_2) \in D_0, \forall A_3 \in \text{Args} \text{ s.t. } A_2 \in \text{Sub}(A_3), (A_1, A_3) \in D_0 \) (sub-argument rebutting)
- \( \forall A_1, A_2, A_3 \in \text{Args}, \text{ if } \text{Conc}(A_1) \in [\text{Conc}(A_2) \in \text{Conc}(A_3)] \), then given the function \( f \):

\[
    f(W, X) = \begin{cases} 
        (W, f(Y, Z)) & \text{if } \text{Conc}(X) = [\text{Conc}(Y) \in \text{Conc}(Z)] \\
        (W, X) & \text{otherwise}
    \end{cases}
\]

- \( (A_1, f(A_2, A_3)) \in D \)
- \( \text{if } \text{Conc}(A_3) = [\varphi_1, \ldots, \varphi_n \Rightarrow \psi] \), then \( \forall A_3 \in \text{Args} \text{ s.t. } r \in \text{DefRules}(A_5), (A_1, f(A_2, A_5)) \in D \)
- \( \forall A_4 \in \text{Args} \text{ s.t. } A_3 \in \text{Sub}(A_4), (A_1, f(A_2, A_4)) \in D \)

(Attacks on attacks)

It should be noted that when obtaining an Extended Argumentation Framework from a modular Argumentation Theory, then for every attack on an attack in \( D_i \), \( i > 0 \), there is a corresponding attack on an argument in \( D_0 \). This is because the modularity constraints require that every attack be represented by an argument. For instance, if there exist three arguments \( A, B, C, X \in \text{Args} \) such that \( \text{Conc}(A) \in \text{Conc}(X) \) and \( \text{Conc}(A) = [\text{Conc}(B) \in \text{Conc}(C)] \), then, from Definition 3.5, \( (A, (B, C)) \in D_1 \) and \( (A, A) \in D_0 \).

In the ASPIC\(^+\) framework, when an abstract framework is derived, it uses the notion of defeat in place of attack (with a defeat being an attack which is successful w.r.t. preferences). However, when using modular argumentation, preferences and attacks become arguments which can themselves be attacked. Our extension to EAFs, permitting attacks on attacks to any level, requires revised definitions of defeat and acceptability to that provided in [34]. We still use the notion of defeat being parameterized, but as in Definition 3.5 we need to account for the multiple layers of attack now afforded.

**Definition 3.6 (Defeat in EAFs)**

An argument \( X \) defeats an argument \( Y \) with respect to a set of arguments \( S \), expressed \( X \rightarrow^S Y \), iff, if \( \text{Att} = (X, Y) \):

- \( \text{Att} \in D_0 \), and
- \( Z \in S \text{ s.t. } g(Z, \text{Att}) \neq \text{null}, \) where \( g \) is defined as:

\[
g(Z, \text{Att}) = \begin{cases} 
    (Z, \text{Att}) & \text{if } (Z, \text{Att}) \in D \\
    (Z, (V, g(W, \text{Att}))) & \text{if } \exists V, W \in \text{Args} \text{ s.t. } g(W, \text{Att}) \neq \text{null} \\
    \text{null} & \text{otherwise}
\end{cases}
\]

The function \( g \) in Definition 3.6 determines whether or not the argument \( Z \) indirectly attacks the attack \( (X, Y) \). For example, in the attack relation \( (A, (B, (C, (D, E)))) \), \( A \) indirectly attacks \( (D, E) \) because it attacks \( (B, (C, (D, E))) \). This is illustrated in Figure 1, where a double-headed arrow is used to distinguish an attack on an attack from an attack on an argument, a dashed arrow represents an unsuccessful (i.e. defeated) attack, and a solid arrow represents a successful (i.e. undefeated) attack.

Acceptability in EAFs differs from that found in a standard Dung AF. This definition is also adapted from [34] but again accounts for multiple layers of attack by using the function \( g \) to determine indirect attacks on attacks.
**Figure 1.** EAF showing an indirect attack by \( A \) on the attack \((\mathcal{D}, \mathcal{E})\).

**Definition 3.7 (EAF acceptability)**
Given an Extended Argumentation Framework \( \text{EAF} = (A, C, \mathcal{D}) \), let \( S \subseteq A \). Let \( \mathcal{N}_S = \{X_1 \rightarrow^S Y_1, \ldots, X_n \rightarrow^S Y_n\} \) where for \( i = 1 \ldots n \), \( X_i \in S \). Then \( \mathcal{N}_S \) is a reinstatement set for \( A \rightarrow^S \mathcal{B} \) iff \( A \rightarrow^S \mathcal{B} \in \mathcal{N}_S \), and \( \forall X \rightarrow^S Y \in \mathcal{N}_S, \forall Y' \text{ s.t. } g(Y', (X, Y)) \in \mathcal{D}, \exists X' \rightarrow^S Y' \in \mathcal{N}_S \).

\( X \) is acceptable w.r.t. \( S \subseteq A \) iff \( \forall Y \text{ s.t. } Y \rightarrow^S X \), there is a reinstatement set for some \( Z \rightarrow^S Y \).

Given definition 3.7, extensions are defined in the same way as for a standard Dung AF [22] (except, as noted in [34], ‘\( X \rightarrow^S Y \)’ replaces \((X, Y) \in \mathcal{D}_0\) in the definition of stable extensions).

Henceforth, when using the notation \( \text{AF}_{\text{AT}} \), we refer to an Extended Argumentation Framework derived from an Argumentation Theory \( \text{AT} \).

As well as updating the definitions of extended argumentation frameworks to account for modularity in Argumentation Theories, we also need to redefine what constitutes a conflict-free set of arguments.

**Definition 3.8 (Conflict-free set)**
A set of arguments \( S \) is conflict-free iff \( \exists A, B, C \in S \text{ s.t. } \text{Conc}(A) = [\text{Conc}(B) \in \text{Conc}(C)] \).

Definition 3.8 updates Dung’s original definition in [22] such that a set of arguments is not conflict-free if the conclusion of any argument in the set introduces conflict between two other arguments in the set. Specifying this condition on a single level of attack is sufficient because all attacks are represented as arguments and so attacks on attacks (on attacks etc.) eventually take the form \( \text{Conc}(A) \in \text{Conc}(B) \), where potentially \( \text{Conc}(B) = [\text{Conc}(C) \in \text{Conc}(D)] \), and potentially \( \text{Conc}(D) = [\text{Conc}(E) \in \text{Conc}(F)] \) and so on.

### 4 A model for argument revision

#### 4.1 Principles of Argument Revision

To translate AGM belief revision operators (contraction, expansion and revision) into ones suitable for Argument Revision, we need to consider the basic differences between the two representation formats to which the operators are applied (belief sets vs. a system of structured argumentation, ASPIC\(^+\)).

First, it is necessary to establish what constitutes belief in the ASPIC\(^+\) framework. In [19], the arguments in the grounded extension of a Dung-style framework are used as the basis of agent beliefs.
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In the present article, we extend this idea to structured arguments. Agent beliefs are the conclusions of all arguments in the grounded extension of the framework derived from an ASPIC+ Argumentation Theory. Thus, in order to revise beliefs, it is possible to modify only the acceptability of arguments, without necessarily adding or removing the arguments themselves. Note that this does not preclude the addition or removal of arguments, but it does provide an additional method of revision, which may result in fewer changes (see Section 7 for further exploration of minimal change).

Secondly, consistency in the ASPIC+ framework is different from that found in the belief sets used in the AGM theory. ASPIC+ satisfies the rationality postulates of [12], provided certain conditions are met. It is through two of these rationality postulates that consistency is specified:

- **Direct consistency**—the set of conclusions of all arguments in an extension is consistent; and
- **Indirect consistency**—the closure of the set of conclusions of all arguments in an extension under strict-rule application is consistent

The conditions required for these postulates to hold are that (i) the preference ordering over arguments is reasonable [38, p. 15]; and (ii) that the Argumentation Theory is well-formed (Section 2, Definition 2.8).

Well-formedness, however, depends entirely on the composition of the Argumentation Theory and does not have a pre-defined algorithm that guarantees it for all theories. During an Argument Revision process, it is possible that a theory which is not well-formed is yielded—consider in the simplest case adding to the knowledge base a formulae that is a contrary of the consequent of a strict rule. Thus, a second overall principle in Argument Revision is that the resultant Argumentation Theory be well-formed. This ensures that the set of conclusions in an extension remains consistent, and thus that the agent’s beliefs do likewise.

4.2 Argument contraction and revision

Argument Revision is sub-divided into to main processes—argument contraction and argument revision. The aim of argument contraction is to ensure certain arguments are no longer acceptable (possibly through their removal). Similarly, the aim of argument revision is to ensure that certain arguments are acceptable (by first introducing them, if required).

Our aim in this article is to show how the AGM theory of belief revision can be adapted and applied to a system of structured argumentation when that system is being used as the basis for beliefs. To maintain this close connection to the AGM theory, we restrict our definitions such that acceptability is a binary distinction—an argument is acceptable or it is not (a formula is believed or it is not). In other words, we do not consider credulous vs. sceptical acceptability, nor do we apply labelings in the style of [11]. The operators we define can in principle, however, be applied to any set of arguments deemed to be ‘acceptable’ under some unspecified definition (e.g. taking one of the extensions, or the intersection of all extensions in a multi-extension semantics). For simplicity in presentation, we use ‘extension’ to refer to these sets of arguments, regardless if they are actually extensions, or instead some derivations thereof. In our examples, we assume that beliefs are derived from the acceptable arguments yielded by a single-extension semantics; henceforth the notation $A \in E(\mathcal{AT})$ means there is an acceptable argument in the abstract framework derived from the Argumentation Theory $\mathcal{AT}$ under some unspecified, unique-extension semantics, subsumed by complete semantics.

---

2In the present work, we will always use either the last-link or weakest-link principles for establishing a preference ordering, both of which [38] proves to be reasonable, and thus that condition will always be satisfied.
As is the case with belief revision, we assume it is not possible to uniquely specify Argument Revision functions, because there may be multiple possible methods of achieving the goal [27]. This will be further explained in the definitions of the operators.

4.2.1 Argument contraction

*Argument contraction* is the process of modifying an Argumentation Theory to yield a new, well-formed and modular Argumentation Theory such that certain arguments that were acceptable in the original theory are not acceptable in the new theory.

**Definition 4.1 (Argument contraction)**

Given an Argumentation Theory $\mathcal{A}$ and a set of arguments $\mathcal{S}$, $\mathcal{A}^{-}$ is a contraction of $\mathcal{A}$ by $\mathcal{S}$ iff:

- $\mathcal{A}^{-}$ is well-formed and modular
- $\forall A \in \mathcal{S}, A \notin E(\mathcal{A}^{-})$

Multiple methods of performing a contraction may exist, each yielding a different Argumentation Theory that satisfies the properties of the contraction. To capture all these theories, we define the argument contraction set:

**Definition 4.2 (Argument contraction set)**

Given an Argumentation Theory $\mathcal{A}$ and a set of arguments $\mathcal{S}$, $\mathcal{A}^{-} \mathcal{S}$ is an argument contraction set, a maximal (w.r.t. set inclusion) set of argumentation theories where $\forall \mathcal{A}^{-} \in \mathcal{A}^{-} \mathcal{S}, \mathcal{A}^{-}$ is a contraction of $\mathcal{A}$ by $\mathcal{S}$ (per Definition 4.1).

Per Definition 4.1, argument contraction does not preclude the complete removal from $\mathcal{A}$ of any $A \in \mathcal{S}$ but it does not require it. In some situations, however, we do want to require the complete removal of arguments. For this, we define *simple argument contraction*, so-called because it is simpler to completely remove arguments (through removing premises and/or rules) than examining all possible ways of making them unacceptable.

**Definition 4.3 (Simple argument contraction)**

Given an Argumentation Theory $\mathcal{A}$ and a set of arguments $\mathcal{S}$, $\mathcal{A}^{-}$ is a simple contraction of $\mathcal{A}$ by $\mathcal{S}$ iff:

- $\mathcal{A}^{-}$ is well-formed and modular
- $\forall A \in \mathcal{S}$:
  - if $A \in E(\mathcal{A})$, $A \notin \text{Args}(\mathcal{A}^{-})$; or
  - if $A \notin E(\mathcal{A})$ and $A \in \text{Args}(\mathcal{A})$, $A \in \text{Args}(\mathcal{A}^{-})$

The purpose of simple argument contraction is to completely remove acceptable arguments from the theory. Arguments that are already unacceptable should remain in the new theory.

It can be seen from Definitions 4.1 and 4.3 that simple argument contraction satisfies the definition of argument contraction in general, because if a set of arguments is not present in the theory, they also cannot be present in the extension; formally, if $\mathcal{S} \cap \text{Args}(\mathcal{A}) = \emptyset$ then $\mathcal{S} \cap E(\mathcal{A}) = \emptyset$. 
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As with argument contraction, multiple methods of performing a simple argument contraction may exist. We therefore define the \textit{simple argument contraction set}:

\begin{definition}[Simple argument contraction set]
Given an Argumentation Theory $\mathcal{AT}$ and a set of arguments $\mathcal{S}$, $\mathcal{AT} - \mathcal{S}$ is a \textbf{simple argument contraction set}, a maximal (w.r.t. set inclusion) set of argumentation theories where $\forall \mathcal{AT}^- \in \mathcal{AT}^- \mathcal{S}$, $\mathcal{AT}^-$ is a simple contraction of $\mathcal{AT}$ by $\mathcal{S}$ (per Definition 4.3).
\end{definition}

The argumentation theories in an argument contraction set and simple argument contraction set satisfy the goal of the contraction.

Each argumentation theory in an argument contraction set satisfies the goal of the contraction, i.e. the input arguments to the contraction function are not acceptable; similarly, each argumentation theory in a simple argument contraction set satisfies the goal of the simple contraction, i.e. acceptable input arguments to the simple contraction are not present. Both of these types of contraction have similarities to partial-meet contraction in belief revision, where the aim is to select sentences to be retained \cite{40}. The difference, however, is that in partial-meet contraction, a new belief set is obtained by taking the intersection of all contracted sets. The theories in our argument contraction sets remain distinct, with one ultimately being chosen based on measures of minimal change (Section 7).

Different methods will be used to reach each Argumentation Theory in $\mathcal{AT}^- \mathcal{S}$; these possible methods will be described in further detail in Section 5.

4.2.2 Argument revision

\textit{Argument revision} is the process of modifying an Argumentation Theory into a new, well formed and modular Argumentation Theory, such that a given set of arguments are both present and acceptable in the new theory.

\begin{definition}[Argument revision]
Given an Argumentation Theory $\mathcal{AT}$ and a set of arguments $\mathcal{S}$, $\mathcal{AT}^+$ is a \textbf{revision} of $\mathcal{AT}$ by $\mathcal{S}$ iff:
\begin{itemize}
  \item $\mathcal{AT}^+$ is well-formed and modular
  \item $\forall A \in \mathcal{S}, A \in E(\mathcal{AT}^+)$
\end{itemize}

As with argument contraction, multiple methods of performing a revision may exist, each yielding a different Argumentation Theory that satisfies the properties of revision (i.e. the specified arguments are present and acceptable in it). To capture all these theories, we define an \textbf{argument revision set}.

\begin{definition}[Argument revision set]
Given an Argumentation Theory $\mathcal{AT}$ and a set of arguments $\mathcal{S}$, $\mathcal{AT}^+ \mathcal{S}$ is an \textbf{argument revision set}, a maximal (w.r.t. set inclusion) set of argumentation theories where $\forall \mathcal{AT}^+ \in \mathcal{AT}^+ \mathcal{S}$, $\mathcal{AT}^+$ is a revision of $\mathcal{AT}$ by $\mathcal{S}$ (per Definition 4.5).
\end{definition}

For the sake of completeness, we provide also a definition of \textit{argument expansion}, where the goal is to add arguments to a theory with no consideration for acceptability, with an associated \textbf{argument expansion set}.

\begin{definition}[Argument expansion]
Given an Argumentation Theory $\mathcal{AT}$ and a set of arguments $\mathcal{S}$, $\mathcal{AT}^+$ is an \textbf{expansion} of $\mathcal{AT}$ by $\mathcal{S}$ iff:
\begin{itemize}
  \item $\mathcal{AT}^+$ is well-formed and modular
\end{itemize}
\* ∀ \( A \in S, A \in \text{Args}(\mathcal{AT}^+) \)

**Definition 4.8 (Argument expansion set)**

Given an Argumentation Theory \( \mathcal{AT} \) and a set of arguments \( S \), \( \mathcal{AT} + S \) is an **argument expansion set**, a maximal (w.r.t. set inclusion) set of argumentation theories where \( \forall \mathcal{AT}' \in \mathcal{AT} + S, \mathcal{AT}'^+ \) is an expansion of \( \mathcal{AT} \) by \( S \) (per Definition 4.7).

### 5 Process and properties of argument revision

At the simplest level, revising an Argumentation Theory, whether it be through expansion, revision or contraction, involves making a change to that theory which in turn results in arguments being added or removed, or having their acceptability altered. For example, a contraction with respect to a set of arguments \( S \) may be carried out by adding new arguments that render all arguments in \( S \) unacceptable; similarly, a revision with respect to a set of arguments \( S \) may be carried out by removing arguments that defeat arguments in \( S \).

Recall from Section 2 that every argument in an ASPIC\(^+\) Argumentation Theory is built on premises from the theory’s knowledge base, and that those premises are themselves arguments. Recall also that our specification of modular argumentation (Section 3) requires that every component (rule, preference and contrary) in a modular argumentation theory be represented by an argument. Thus, every part of an argumentation theory rests upon premises taken from the knowledge base.

This allows us to express the process of argument revision as knowledge base modifications, achieved through expansion and simple contraction with respect to atomic arguments. This applies whether we are attempting to add new arguments, completely remove existing arguments, or change existing arguments’ acceptability.

As an example, consider the following knowledge base and rules in an argumentation theory:

\[ \mathcal{K} (\mathcal{AT}) = \{ a, b, [a, b \Rightarrow r_1 c], [d \Rightarrow r_2 e], [e \in \mathcal{C}] \} \]

\[ \mathcal{R} (\mathcal{AT}) = \{ a, b \Rightarrow r_1 c, d \Rightarrow r_2 e \} \]

The arguments in \( \mathcal{AT} \) are:

- \( A_1: a \)
- \( A_2: b \)
- \( A_3: [a, b \Rightarrow r_1 c] \)
- \( A_4: [d \Rightarrow r_2 e] \)
- \( A_5: [e \in \mathcal{C}] \)
- \( A_6: \frac{A_1(a), A_2(b)}{c} \)

In the contraction \( \mathcal{AT} \setminus \{ A_6 \} \), we can either remove \( A_6 \) completely, or render it unacceptable. For it to be removed completely, at least one of its premises and/or rules must no longer be in the theory. Performing one of the following simple contractions achieves this:

- \( \mathcal{AT} \setminus \{ A_1 \} \) (removes the premise \( a \) from the theory)
- \( \mathcal{AT} \setminus \{ A_2 \} \) (removes the premise \( b \) from the theory)
- \( \mathcal{AT} \setminus \{ A_3 \} \) (removes the premise \([a, b \Rightarrow r_1 c]\) and the rule \( a, b \Rightarrow r_1 c \) from the theory)

To change the acceptability of \( A_6 \), we require an acceptable argument that successfully attacks it. Since \( e \) is a contrary of \( c \), introducing an argument for \( e \) would achieve this change in acceptability. By introducing the premise \( d \), an argument for \( e \) would be constructed using the rule \( r_2 \). Assume, therefore, there exists an atomic argument \( A_7: d \); we then perform the expansion:
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• $\mathcal{AT} + \{A\}$ (adds the premise $d$ to the theory)

When performing an expansion or simple contraction with respect to an atomic argument, the result is a single theory whose knowledge base reflects the required change, along with associated effects required to maintain modularity. With this in mind, we simplify the notation when referring to such expansions and simple contractions. Given an atomic argument $A$ with $\text{Conc}(A) = \phi$, then $\mathcal{AT} + \{\phi\}$ and $\mathcal{AT} - \{\phi\}$ are single Argumentation Theories such that $\mathcal{AT} + \{A\} = \{\mathcal{AT} + \{\phi\}\}$ and $\mathcal{AT} - \{A\} = \{\mathcal{AT} - \{\phi\}\}$.

When modifying the knowledge base through expansions and simple contractions, more than one modification might be required to achieve the goal of the change process as a whole, with each stage presenting a choice of possible modifications. To model these choices, we define a structure called a change graph.

5.1 Change graphs

When revising or contracting an Argumentation Theory, there may be multiple ways in which the goal can be achieved (i.e., arriving at an Argumentation Theory that satisfies the definition of revision or contraction). Furthermore, some ways of achieving the goal may have more than one step—for instance, if adding a formula brings about an Argumentation Theory that is not well-formed, further modifications will be required to restore well-formedness. There might then be a choice of modifications, each of which result in Argumentation Theories that require further modification, and so on.

This raises first the question of how to identify all possible ways of revising or contracting an Argumentation Theory; then, there is the question of which way should be chosen in a given case. In this section, the issue of identifying the possible ways will be addressed; choosing between them is then addressed in Section 7.

Recall that the revision or contraction of an Argumentation Theory is performed through modifying the knowledge bases in the argumentation systems within the theory by expanding and/or contracting with respect to atomic arguments for knowledge base formulae. Modifications then continue to take place until the properties of the chosen change (i.e. revision or contraction) are satisfied. One such sequence of modifications can be seen as a route, or path, from the original Argumentation Theory to an Argumentation Theory that has been revised or contracted with respect to the input arguments.

To model the possible ways in which an Argumentation Theory can be either revised or contracted (with respect to a set of input arguments), we define a structure called a change graph. A change graph can be used for either revision or contraction. For convenience, we use the notation $\mathcal{AT}^\pm$ to refer to an Argumentation Theory that has been either revised or contracted, and $\Theta$ to represent a set of argumentation theories $\{\mathcal{AT}_1^\pm, \ldots, \mathcal{AT}_n^\pm\}$ that are modified versions of $\mathcal{AT}$, but do not necessarily satisfy the criteria of well-formedness and modularity for a specific revision or contraction.

**Definition 5.1**

A change graph $CG(\mathcal{AT}, \Theta)$ for the modification of $\mathcal{AT}$ to a set of argumentation theories $\Theta = \{\mathcal{AT}_1^\pm, \ldots, \mathcal{AT}_n^\pm\}$ is a directed acyclic graph $\langle \Upsilon, \Omega \rangle$ where:

1. $\Upsilon \subseteq \Pi_L$ (for $\Pi_L$, the set of all possible Argumentation Theories);
2. $\Theta \subseteq \Upsilon$ is minimal (w.r.t. set inclusion) in that $\forall \mathcal{AT}' \in \Theta, \neg \exists \mathcal{AT}'' \in \Theta', \mathcal{K}(\mathcal{AT}) \cap \mathcal{K}(\mathcal{AT}') \subset \mathcal{K}(\mathcal{AT}) \cup \mathcal{K}(\mathcal{AT}')$;
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(3) **(Atomic change)** \( \Omega \subseteq \Upsilon \times \Upsilon \) where \( \forall \omega \in \Omega \) such that \( \omega = (AT', AT'') \), we have that \(| K(AT') \ominus K(AT'')| = 1 \)

where \( \ominus \) represents symmetric difference.3

The minimality constraint on \( \Theta \) in Definition 5.1(2) is a pruning exercise that discards any argumentation theories arrived at by making unnecessary changes by considering the set of net changes between \( AT \) and some \( AT' \in \Theta \): there can exist no Argumentation Theory \( AT'' \in \Theta \) where the set of net changes in \( AT'' \) is a proper subset of the set of net changes in \( AT' \). The atomic change condition mandates that on each edge of a change graph, we expand or simple-contract with respect to only a single atomic argument.

If any \( AT' \in \Theta \) satisfies the definition of \( AT \vdash S \), then \( AT' \) is a contraction of \( AT \) by \( S \) and hence \( AT'' \in AT \vdash S \). Similarly, if any \( AT' \in \Theta \) satisfies the definition of \( AT \vdash +S \) then \( AT'' \) is a revision of \( AT \) by \( S \) and hence \( AT'' \in AT \vdash +S \).

5.2 Constructing change graphs

A change graph is constructed recursively. From the original theory and set of arguments, a new set of theories is arrived at which are expansions or simple contractions of the original theory. Each of these new theories is then expanded or simple-contracted, each yielding a new set of theories, and so on until each sub-graph arrives at a set of theories that satisfy the original revision or contraction.

The goal of a contraction is achieved by either completely removing the input arguments or making them unacceptable (or a combination thereof). To make them unacceptable, it is necessary to introduce or make acceptable defeaters of those arguments. Similarly, to achieve the goal of a revision all the input arguments must be acceptable, which means all defeaters of those arguments must be removed or made unacceptable.

To make an argument unacceptable we need to introduce at least one source of conflict with that argument. Multiple sources of conflict may exist (i.e. an argument may have more than one defeater) but only one is required. Conversely, to make an argument acceptable we need to remove all sources of conflict with that argument. We do not, however, need to remove all aspects of the conflict (i.e. we remove only an argument or an attack but not both).

To illustrate, consider the top argumentation framework in Figure 2 (where, for simplicity, attacks have been labelled in lieu of explicitly showing the arguments that represent them). The argument \( A_3 \) is currently unacceptable because it is defeated by \( A_1 \) (via \( Att_1 \)) and \( A_2 \) (via \( Att_2 \)). If we were to remove either \( A_1 \) or \( Att_1 \), \( A_3 \) would still be defeated by \( A_2 \) (via \( Att_2 \))—in other words, a single source of conflict renders it unacceptable. This is shown to the bottom-left of Figure 2, where \( Att_1 \) has been removed. If we were to then remove either \( A_2 \) or \( Att_2 \), \( A_3 \) would be acceptable—in other words, removing all sources of conflict renders it acceptable. This is shown to the bottom-right of Figure 2 where \( Att_2 \) has been removed as well as \( Att_1 \).

To make a set of arguments unacceptable, we need introduce one source of conflict for every argument; where multiple sources of conflict exist for each arguments, we need to account for every possible combination. To do this, we define the contraction disruption sets. A contraction disruption set for a set of arguments \( S \) is a set of arguments \( S' \) such that if all arguments in \( S' \) are acceptable, no arguments in \( S \) are acceptable.

---

3Given two sets, symmetric difference is the set of elements that are in either set, but not in both; formally, \( S_1 \ominus S_2 = (S_1 \cup S_2) \setminus (S_1 \cap S_2) \).
Argument Revision

**Definition 5.2 (Contraction Disruption Sets)**
For a set of arguments \( S \), \( DS_\Delta^- (S) \) are the contraction disruption sets for \( S \). If \( \exists AT \ s.t. \text{Arg}(AT) = S \cup S', E(AT) = S' \) and \( \not\exists S'' \subset S' \ s.t. S'' \in DS_\Delta^- (S) \), then \( S' \in DS_\Delta^- (S) \).

The third constraint in Definition 5.2 ensures that every element of a contraction disruption set is relevant in causing the disruption.

Note that because \( AT \) is modular, the contraction disruption sets must explicitly contain representations of the attacks that cause the disruption. For instance, given a set of arguments \( S = \{A, B\} \), the set \( \{C, [\text{Conc}(C) \in \text{Conc}(A)], D, [\text{Conc}(D) \in \text{Conc}(B)]\} \) is a contraction disruption set for \( S \), but \( \{C, D\} \) is not.

To make a set of arguments acceptable, we need to eliminate all sources of conflict with all arguments in the set. Similar to contraction, when each argument in the set has multiple ways of removing the sources of conflict we need to account for every possible combination.

Removals for a revision can be identified using the contraction disruption sets; for a single argument \( A \), removing one element from every set in \( DS_\Delta^- (\{A\}) \) will render \( A \) acceptable. Consider again the example in Figure 2; the contraction disruption sets for \( A_3 \) are \( DS_\Delta^- (\{A_3\}) = \{\{A_1, Att_1\}, \{A_2, Att_3\}\} \). Removing \( A_1 \) and \( A_2 \); \( A_1 \) and \( Att_2 \); \( Att_1 \) and \( A_2 \) or \( Att_1 \) and \( Att_2 \) (i.e. each pair with one element from each contraction disruption set) will render \( A_3 \) acceptable.

To capture this formally, we define the revision disruption sets. Revision disruption sets are defined in two parts, first for a single argument then for a set of arguments. A revision disruption set for a single argument \( A \) contains one and only one argument from each contraction disruption set for \( \{A\} \). A revision disruption set for a set of arguments \( S \) is a superset of one disruption set for each argument in \( S \).

![Figure 2. Example frameworks to illustrate making \( A_3 \) acceptable.](image)
Definition 5.3 (Revision Disruption Sets)

(1) For an argument \( A \) \( DS^+(\mathcal{A}) \) are the revision disruption sets for \( A \).

Let \( DS^-(\{A\}) = \{\pi_1,\ldots,\pi_n\} \) and \( \pi = \bigcup_{i=1}^{n} \pi_i \).

\[
DS^+(A) = \{P : P \subseteq \pi_i, |P \cap \pi_i| = 1 \text{ for } 1 \leq i \leq n\}
\]

(2) For a set of arguments \( S = \{A_1,\ldots,A_n\} \), \( DS^+(S) \) are the revision disruption sets for \( S \).

\[
DS^+(S) = \bigcup_{i=1}^{n} \{(\pi_1,\ldots,\pi_i) \in DS^+(A_1) \times \cdots \times DS^+(A_n)\}
\]

Using the contraction and revision disruption sets, we determine the vertices in a change graph using slightly different functions for contraction and revision. For a contraction \( AT - S \), the function \( F^- \) is:

\[
F^-(AT, S) = \begin{cases} 
\emptyset & \text{if } S \not\subseteq E(AT) \\
\bigcup_{\varphi \in \text{Prem}(S)} F^-(AT - \{\varphi\}, S \cup \text{Arg}(AT - \{\varphi\})) \cup \bigcup_{S' \in DS^-(S)} F^+(AT, S') & \text{otherwise}
\end{cases}
\]

The first part of \( F^- \) takes each premise \( \varphi \) from \( S \) and simple-contracts with respect to that premise \( (AT - \{\varphi\}) \). The resultant theory is then used in a recursive call to \( F^- \) to simple-contract with respect to the premises of arguments in \( S \) that remain in the theory. When this recursion terminates, we arrive at all theories that are simple-contractions of \( AT \) by \( S \). The second part of the function takes into account the revision of \( AT \) by every contraction disruption set for \( S \). This step arrives at all theories that are non-simple contractions of \( AT \) by \( S \) (i.e. theories in which some arguments in \( S \) remain but are unacceptable).

The vertices in a change graph for a contraction \( AT - S \) are \( \Upsilon = F^- (AT, S) \cup \{AT\} \).

For a revision, the function \( F^+ \) is:

\[
F^+(AT, S) = \begin{cases} 
\emptyset & \text{if } S \subseteq E(AT) \\
\bigcup_{\varphi \in \text{Prem}(S)} F^+(AT + \{\varphi\}, S \setminus \text{Arg}(AT + \{\varphi\})) \cup \bigcup_{S' \in DS^+(S)} F^-(AT, S') & \text{otherwise}
\end{cases}
\]

The first part of \( F^+ \) takes each premise \( \varphi \) from \( S \) and expands with respect to that premise \( (AT + \{\varphi\}) \). The resultant theory is then used in a recursive call to \( F^+ \) to expand with respect to the premises of arguments in \( S \) that have not yet been added to the theory. When this recursion terminates, we arrive at all theories that are expansions of \( AT \) by \( S \). The second part of the function attempts to make the arguments in \( S \) acceptable by contracting with respect to each revision disruption set for \( S \). This step arrives at all theories that are revisions of \( AT \) by \( S \).

The vertices in a change graph for a revision \( AT + S \) are \( \Upsilon = F^+(AT, S) \cup \{AT\} \).

Each edge in a change graph connects an Argumentation Theory to a new theory that is an expansion or simple contraction of that theory with respect to a single atomic argument. This allows
us to easily determine the edges (Ω) based on the vertices, thus:

∀AT′ ∈ ϒ, if (AT′ ± {φ}) ∈ Ω (for any φ ∈ L), then (AT′, AT′ ± {φ}) ∈ Ω1

where ± denotes either simple contraction or expansion.

To illustrate the how the functions \( F^- \) and \( F^+ \) construct change graphs, we provide the following example. Consider the arguments in an Argumentation Theory \( AT \):

\[
\begin{align*}
A_1: & \quad a \\
A_2: & \quad b \\
A_3: & \quad [a, b \Rightarrow r_1 c] \\
A_4: \quad & \quad \frac{A_1(a), A_2(b)}{c} \\
A_5: & \quad [d \in \tau] \\
A_6: & \quad d
\end{align*}
\]

And that there exists an argument \( A_6 \) not in \( AT \):

The change graph for the contraction \( AT^- \{A_4\} \) is constructed as follows:

\[
\begin{align*}
F^- (AT, \{A_4\}) &= F^- (AT - \{a\}, \emptyset) \cup F^- (AT - \{b\}, \emptyset) \cup F^- (AT - \{[a \Rightarrow r_1 b]\}, \emptyset) \\
&\quad \cup F^+ (AT, \{A_6\}) \\
&= \{AT - \{a\}\} \cup \{AT - \{b\}\} \cup \{AT - \{[a \Rightarrow r_1 b]\}\} \\
&\quad \cup \{AT + \{d\}\} \\
&= \{AT - \{a\}, AT - \{b\}, AT - \{[a \Rightarrow r_1 b]\}, AT + \{d\}\}
\end{align*}
\]

The change graph is therefore \( CG(AT, \Theta) = (\Upsilon, \Omega) \) where:

\[
\begin{align*}
\Theta &= \{AT - \{a\}, AT - \{b\}, AT - \{[a \Rightarrow r_1 b]\}, AT + \{d\}\} \\
\Upsilon &= \{AT, AT - \{a\}, AT - \{b\}, AT - \{[a \Rightarrow r_1 b]\}, AT + \{d\}\} \\
\Omega &= \{(AT, AT - \{a\}), (AT, AT - \{b\}), (AT, AT - \{[a \Rightarrow r_1 b]\}), (AT, AT + \{d\})\}
\end{align*}
\]

This change graph is rendered visually in Figure 3.
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Table 3. Basic AGM postulates for revision

| Postulate | Description |
|-----------|-------------|
| (K⁺1)     | The outputs of the revision function are belief sets. |
| (K⁺2)     | The input sentence Φ is accepted in K⁺Φ. |
| (K⁺3)     | Defined together and K⁺Φ ⊆ K⁺Φ. |
| (K⁺4)     | Cover the case ¬Φ ∈ K. |
| (K⁺5)     | K⁺Φ is consistent. |
| (K⁺6)     | Revisions are based on the knowledge level and not the analytic. |

Table 4. Basic AGM postulates for contraction

| Postulate | Description |
|-----------|-------------|
| (K⁻1)     | The outputs of the revision function are belief sets. |
| (K⁻2)     | No new beliefs occur in K⁻Φ. |
| (K⁻3)     | When Φ /∈ K, nothing is retracted. |
| (K⁻4)     | The belief set K⁻Φ does not entail Φ, unless Φ is logically valid. |
| (K⁻5)     | The recovery postulate; contractions can be ‘undone’. |
| (K⁻6)     | Contractions are based on the knowledge level and not the analytic. |

6 Postulates for Argument Revision

Central to the AGM theory of belief revision is a set of postulates for rational revision and expansion functions defined over belief sets. The primary motivation behind the AGM postulates is that when changing beliefs, we want to retain as much information as possible from our old beliefs, i.e. a minimal change should be made [28].

In this section, we first summarize the AGM postulates then for five of the six basic postulates for each belief revision operation, go on to propose similar postulates for Argument Revision. We do not examine the sixth postulate because specifying a bijection between arguments that defines equivalence without equality requires a level of analysis beyond the scope of the present work. We also propose additional postulates for rational argument revisions and contractions that account for new phenomena intrinsic to Argument Revision.

There are several key differences between the AGM belief revision operators and our Argument Revision operators. The first is the underlying representation to which the operators are applied: in belief revision, it is flat (closed) belief sets; in Argument Revision, it is a system of structured argumentation. Second, the belief revision operators yield a single revised belief set that satisfies the goal; in Argument Revision, the operators yield multiple revised Argumentation Theories that each satisfy the goal. Nevertheless, it is possible to capture the spirit of most of the AGM postulates for Belief Revision in analogous versions for Argument Revision.

6.1 AGM postulates for belief revision

There are six basic postulates each for revision and contraction. These were provided in Section 2.2, and are rehearsed in Tables 3 and 4 respectively:

6.2 Postulates for Argument Revision

6.2.1 K⁺

In the AGM model of belief revision, this postulate states that the output of the revision function is a belief set. This is easily adapted for Argument Revision: every member of the set yielded from a
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revision is an Argumentation Theory:

\[(\mathcal{AT}^+) \quad \forall \mathcal{AT}^+ \in (\mathcal{AT}^+ \cup S), \mathcal{AT}^+ \text{ is an Argumentation Theory.} \]

6.2.2 \(K^+2\)

This AGM postulate guarantees that the input sentence is accepted in the revised belief set. In argument revision, we guarantee that the input arguments are acceptable:

\[(\mathcal{AT}^+2) \quad \forall \mathcal{AT}^+ \in (\mathcal{AT}^+ \cup S), S \subseteq E(\mathcal{AT}^+) \]

Since for any Argumentation Theory \(\mathcal{AT}\), \(E(\mathcal{AT}) \subseteq \text{Args}(\mathcal{AT})\), it follows that:

\[\forall \mathcal{AT}^+ \in (\mathcal{AT}^+ \cup S), S \subseteq \text{Args}(\mathcal{AT}^+) \quad (1)\]

6.2.3 \(K^+3\) \(\setminus\) 4

In Belief Revision, the third and fourth postulates are used to describe the case \(K + \Phi\) when \(\neg \Phi \notin K\).

The third postulate states that a revision of \(K\) by \(\Phi\) is a subset of the corresponding expansion. No analogue exists for Argument Revision because it is possible that a revision can be performed by introducing new arguments that defend the arguments to be revised.

The fourth postulate states that an expansion of \(K\) by \(\Phi\) is a subset of the corresponding revision when \(\neg \Phi \notin K\). When combined with the third postulate, this leads to mutual subset and thus equality.

In Argument Revision, we capture the spirit of these two postulates in a single postulate expressed solely in terms of equality. If the union of the extension in \(\mathcal{AT}\) with all sub-arguments in \(S\) is conflict-free, then the result of a revision with respect to \(S\) is identical to the result of an expansion with respect to \(S\):

\[(\mathcal{AT}^+3\setminus4) \quad \text{If } E(\mathcal{AT}) \cup \text{Sub}(S) \text{ is conflict-free, then } (\mathcal{AT}^+ \cup S) = (\mathcal{AT}^+ S)\]

6.2.4 \(K^+5\)

The fifth postulate for revision in the AGM model of belief revision handles consistency. In a system of argumentation such as ASPIC\(^+\), consistency is handled by the internal argument machinery. Nevertheless, we specify an analogous postulate in terms of well-formedness; an Argumentation Theory that is well-formed satisfies the rationality postulates of [13] which, among other things (see Section 2), ensures the set of conclusions in an extension is consistent (both directly, and when closed under strict rule application). To ensure that revised theories can themselves be revised, we also require that they be modular.

\[(\mathcal{AT}^+5) \quad \forall \mathcal{AT}^+ \in (\mathcal{AT}^+ \cup S), \mathcal{AT}^+ \text{ is well-formed and modular} \]

6.3 Postulates for argument contraction

6.3.1 \(K^-1\)

Similar to the first postulate for revision in the AGM model, the first postulate for expansion states that the output of a contraction is a belief set. We adapt this postulate in a similar way as for
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6.3.2 \( \mathcal{K} \rightarrow 2 \)

The second postulate for Contraction in the AGM model stipulates that, because a contracted belief set is formed by giving up some beliefs, no new beliefs should occur in that contracted belief set. It is not possible to specify an analogous postulate for argument contraction because an argument can be contracted by making it unacceptable, which in turn can be achieved by adding new arguments to the theory.

We can, however, specify the equivalent postulate for simple argument contraction, where the goal is to completely remove arguments from the theory:

\[ (\mathcal{A}\mathcal{T}^{-}) \quad \forall \mathcal{A}\mathcal{T}^{-} \in (\mathcal{A}\mathcal{T}^{-} \mathcal{S}), \mathcal{A}\mathcal{T}^{-} \text{ is an Argumentation Theory} \]

\[ \mathcal{K} \rightarrow 3 \]

The third postulate for contraction in the AGM model requires that nothing be retracted from \( \mathcal{K} \) when the input formula is not present (i.e. \( \mathcal{K} \mathcal{\Phi} \mathcal{=} \mathcal{K} \)). This is easily repurposed for Argument Contraction:

\[ (\mathcal{A}\mathcal{T}^{-}) \quad \text{If} \ S \cap \text{E}(\mathcal{A}\mathcal{T}) = \emptyset, \ (\mathcal{A}\mathcal{T}^{-} \mathcal{S}) = \{ \mathcal{A}\mathcal{T} \} \]

From \( (\mathcal{A}\mathcal{T}^{-}) \) it follows that:

\[ \forall \mathcal{A}\mathcal{T}^{+} \in (\mathcal{A}\mathcal{T}^{-} \mathcal{S}), \ E(\mathcal{A}\mathcal{T}^{-}) \subseteq E(\mathcal{A}\mathcal{T}) \] (2)

Note that although (2) is specified in terms of the extension, it is a consequence of simple contraction and therefore does not apply to contraction in general.

6.3.4 \( \mathcal{K} \rightarrow 4 \)

The fourth postulate for contraction in the AGM model ensures that the sentence to be contracted is not a logical consequence of the beliefs retained in the contracted belief set. This too is easily adapted for argument contraction:

\[ (\mathcal{A}\mathcal{T}^{-}) \quad \forall \mathcal{A}\mathcal{T}^{-} \in (\mathcal{A}\mathcal{T}^{-} \mathcal{S}), \ S \cap \text{E}(\mathcal{A}\mathcal{T}^{+}) = \emptyset \]
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From $(\text{AT}^- 4)$ it follows that:

$$\forall \text{AT}^- \in (\text{AT}^- \cdot \mathcal{S}), \ S \cap E(\text{AT}^+) = \emptyset$$ (4)

6.3.5 $K \overset{5}{\rightarrow}$

The fifth postulate for contraction in the AGM model allows contractions to be ‘undone’ (also called the ‘recovery postulate’). In specifying analogous postulates for Argument Revision, we weaken the constraint slightly such that if a contracted Argumentation Theory is subsequently expanded by the same set of arguments, the original theory is one of the results of that expansion:

$$(\text{AT}^- 5) \quad \forall \text{AT}^- \in (\text{AT}^- \cdot \mathcal{S}), \ \text{AT} \in (\text{AT}^- \cdot \mathcal{S})$$

Note that $\text{AT}$ is not the only potential theory, but could be one of many. This is thanks in part to the modularity of the Argumentation Theories, whereby an argument could be reintroduced by using a different argument for one of its rules.

6.4 The Levi Identity

In the AGM model of belief revision, the Levi Identity (termed (Def $\rightarrow$) in [28]) expresses revision in terms of contraction and expansion, thus: $K \overset{+}{\rightarrow} \Phi = (K \overset{-}{\rightarrow} \neg \Phi) \overset{+}{\rightarrow} \Phi$. In other words, a revision of $K$ by $\Phi$ can be achieved first by contracting $K$ with respect to $\neg \Phi$, then expanding the resulting belief set by $\Phi$.

We formulate a similar identity in terms of argument revision, with some technical adjustments to account for (i) our revision and contraction operators yielding sets of theories; and (ii) structured argumentation’s increased sophistication over belief sets.

**Theorem 6.1**

(Def $\rightarrow$)

$$\text{AT} \overset{+}{\rightarrow} \mathcal{S} = \bigcup_{S' \in DS^+(\mathcal{S})} \bigcup_{\text{AT}^- \in (\text{AT}^- \cdot \mathcal{S}')} (\text{AT}^- \cdot \mathcal{S})$$

We take each revision disruption set $S'$ for $\mathcal{S}$ and make the arguments in $S'$ unacceptable by contracting $\text{AT}$. For each contraction, we then expand with respect to $\mathcal{S}$.

6.5 The Harper Identity

In the AGM model of belief revision, the Harper Identity (termed (Def $\leftarrow$) in [28]) expresses contraction in terms of revision, thus $K \overset{-}{\rightarrow} \Phi = K \cap K \overset{+}{\rightarrow} \neg \Phi$. In other words, the contraction of $K$ by $\Phi$ is the same as the intersection of $K$ with a revision of $K$ by $\neg \Phi$. This identity holds because in revising $K$ by $\neg \Phi$, $\Phi$ (and any beliefs from which it is a logical consequence) are removed (i.e. contracted) in order to maintain consistency. The intersect with $K$ is required to satisfy the postulate $(K \overset{-}{\rightarrow} 2)$ (that no new beliefs occur in a contracted belief set—i.e. we need to ignore $\neg \Phi$).

Formulating a directly analogous identity for argument contraction (in terms of argument revision) is more complicated than for the Levi identity. First, a contraction can be achieved by either making arguments unacceptable or completely removing them from the theory. This means that, unlike in the AGM model of belief revision, we can have new beliefs (arguments) following a contraction.
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in order to bring about acceptability change. Second, it is possible to use both strategies in a single contraction—consider, for instance, the contraction $AT^\sim\{A,B\}$. Completely removing $A$ and making $B$ unacceptable (or vice versa) satisfies the contraction.

**Theorem 6.2**

(Def $\sim$)

$AT^\sim S = \bigcup_{S^\prime \in 2^S} \bigcup_{D\in DS^\sim(S^\prime)} (AT^+\cap S^\prime) \cup (AT^+\cap S_D)$

We take each subset $S^\prime$ of $S$ and attempt to make each argument in $S^\prime$ unacceptable by revising $AT$ with respect to a disruption set. Each theory resulting from that revision is then simple-contracted by $S$ to completely remove the remaining arguments in $S$ (i.e. $S\setminus S^\prime$). The Definition of simple contraction (Definition 4.3) means that any arguments in $S^\prime$ already rendered unacceptable (in the revision with respect to a disruption set) will not be removed.

Using subsets of $S$ means that all combinations of (defeat-based) contraction and simple contraction are accounted for. This includes all arguments being simple-contracted, because $\emptyset \in 2^S$, $DS^\sim(\emptyset) = \{\emptyset\}$ and $AT^+\emptyset = \{AT\}$. We are therefore left with with the simple contraction $AT^\sim S$.

While (Def $\sim$) has little notational similarity to the Harper Identity, it expresses the same concept and complements our analogue for the Levi Identity (Def $+$). Where (Def $+$) expresses revision in terms of contraction and expansion, (Def $\sim$) expresses contraction in terms of revision and simple contraction. This is possible because the distinction between completely removing arguments and rendering them unacceptable means that simple contraction is defined in Argument Revision but not belief revision.

7 Measuring minimal change

One of the foundational principles in the AGM theory of belief revision is that of **minimal change**. When beliefs are changed, the process is carried out with as little impact as possible on the beliefs that remain. Several different criteria are used to determine minimality, summarized in Section 2.2.

In determining minimal change in Argument Revision, we select a method that is influenced by the principle of conservatism, which although defined in terms of (belief) contraction is easily extended to account for both argument contraction and revision. When contracting or revising an Argumentation Theory, select the specific contraction or revision that has the fewest measurable effects on the theory. We choose the principle of conservatism as our influence because ASPIC$^+$ provides a rich structure where even a seemingly small change (e.g. adding or removing a single knowledge base premise) can have a significant and disproportionate impact on the rest of the theory; similarly, a seemingly big change (e.g. adding or removing multiple knowledge base premises) can have a lesser impact on the rest of the theory while still achieving the same contraction or revision. Measuring this impact allows for the selection of a specific contraction or revision that keeps to a minimum the number of overall changes to the theory.

In this section, four measurable effects of a contraction or revision on an ASPIC$^+$ argumentation theory are provided. We do not necessarily regard this as an exhaustive list, but do consider it to be fundamental: these four effects should always be taken into account when determining the minimal way of revising or contracting an Argumentation Theory.

First, the structure of arguments themselves must be considered: an Argumentation Theory is revised through modifying its knowledge base in order to add or remove arguments. Any element in a knowledge base may be a premise (or represent a rule) in more than one arguments resulting in not
only an input argument being eliminated from the system and the theory, but also other arguments that are completely unrelated. Consider the following knowledge base and rules in an Argumentation Theory $AT$:

$$K_p = \{a, [a \Rightarrow r_1 b], [a \Rightarrow r_2 c]\} \quad R_d = \{a \Rightarrow r_1 b, a \Rightarrow r_2 c\}$$

The following arguments can be constructed from $AT$:

$$A_1: a \quad A_2: [a \Rightarrow r_1 b] \quad A_3: [a \Rightarrow r_2 c]$$

Assume that we have no further information (i.e. relating to contrariness, preferences, etc.) and wish to contract $AT$ with respect to $A_4$; i.e. $AT \hat{-}\{A_4\}$. The only possible methods are either to simple-contract with respect to $A_1 (a)$ or $A_2 (a \Rightarrow b)$. The former would result in not only $A_1$ being removed from the theory, but also $A_5$; the latter a lesser effect, because it impacts on fewer arguments overall than $a$ being removed from the theory.

A further consideration is the acceptability of arguments. If a previously acceptable argument becomes unacceptable or completely removed following a revision process, any arguments of which it was the sole defeater would become acceptable; conversely, an unacceptable argument that becomes acceptable would render unacceptable any arguments of which it is a defeater.

Consider the following knowledge base, rule set and contrariness relations:

$$K_p = \{a, c, d, f\} \quad R_d = \{a \Rightarrow r_1 b, d \Rightarrow r_2 e\} \quad b \in \overline{d}, d \in \overline{f}, c \in \overline{b \in \overline{d}}$$

This yields the arguments:

$$A_1: a \quad A_2: c \quad A_3: d$$

$$A_4: f \quad A_5: [a \Rightarrow r_1 b] \quad A_6: [d \Rightarrow r_2 e]$$

$$A_7: [b \in \overline{d}] \quad A_8: [d \in \overline{f}] \quad A_9: [c \in \overline{b \in \overline{d}}]$$

$$A_{10}: \frac{A_1}{b} \quad A_{11}: \frac{A_4}{e} \quad A_{12}: \frac{A_1}{b} \quad A_{13}: \frac{A_4}{e}$$

The labelled extended abstract framework derived from $AT$, evaluated under grounded semantics, is shown on the left-hand side of Figure 4. A solid border means the argument is ‘in’ and a dotted border means the argument is ‘out’; similarly, a solid attack means the attack succeeds and a dotted attack means it does not. A double-headed arrow is used to distinguish attacks on attacks from attacks on arguments. For clarity, arguments that neither attack nor are attacked (commonly referred to as ‘islands’) are omitted.

If we were to contract $AT$ with respect to $A_2$ the framework would change such that the attacks $(A_{10}, A_3)$ and $(A_{10}, A_{11})$ would succeed. As a consequence, $A_3$ and $A_{11}$ become unacceptable and $A_4$ becomes acceptable. This is shown in the right-hand side of Figure 4.

This provides us with four measurable effects of a revision process on an Argumentation Theory:
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Figure 4. EAFs comparing the statuses of $A_3$, $A_4$ and $A_{11}$.

- Argument loss—during a simple contraction, the arguments subject to the contraction will be lost from the theory. If those arguments are then sub-arguments in other arguments, those other arguments will also be lost.
- Acceptability loss—during a contraction or revision, previously acceptable arguments may become unacceptable. If those arguments defend (i.e. attack attackers of) other arguments, those other arguments may also become unacceptable and so on.
- Argument gain—during a revision or expansion, new arguments are added to the theory. These arguments may also be sub-arguments of other arguments that are also added to the theory.
- Acceptability gain—during a contraction or revision, previously unacceptable arguments may become acceptable. If those arguments defend other arguments, those arguments may also become acceptable and so on.

To capture these four effects, each is defined in terms of a function that examines the difference between two argumentation theories. The definition of each function takes two argumentation theories and outputs a set of arguments that satisfy the specified property (i.e. argument loss or gain, or acceptability loss or gain). Recall that $\Pi_L$ represents the set of all argumentation theories based on the language $L$, and $\text{Args}(\Pi_L)$ is the set of all arguments in $\Pi_L$. We use the superscript $\pm$ to denote an argumentation theory that has been changed in some way, but does not necessarily satisfy the properties of a specific contraction or revision.

To capture these four effects, each is defined in terms of a function related to expansions and simple contractions. The definition of each function involves an argumentation system $AS$ in an Argumentation Theory $AT$, and a formula $\phi$ in the knowledge base in $AS$. $\Upsilon$ is used to represent the set of all argumentation theories in a change graph. Where the type of change is required to be explicit, we append to $AT$ a superscript $\pm$ (for expansion) or $-$ (for simple contraction). Where it is necessary to represent a change that can be of either type, we append $\pm$.

In Section 5, we already defined two functions that encapsulate argument drop and argument gain. We will revisit these definitions here as part of the determination of minimal change.

Definition 7.1
The argument drop function $\Delta_A$:

$\Delta_A: \Pi_L \times \Pi_L \rightarrow 2^{\text{Args}(AT)}$

$\Delta_A(\Pi_L, \Pi_L^\pm) = \{A | A \in \text{Args}(AT), A \notin \text{Args}(AT^\pm)\}$
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When expanding, arguments are simply added to the theory without consideration of acceptability. Therefore no arguments are dropped by an expansion.

**Proposition 7.2**
For any \( \{ \phi_1, \ldots, \phi_n \} \subseteq L \) with \( AT^\pm = AT + \{ \phi_1 \} + \ldots + \{ \phi_n \} \) then \( \Delta_A(AT, AT^\pm) = \emptyset \)

The second function, the *acceptability drop function*, identifies those arguments that lose acceptability when removing or adding a formula.

**Definition 7.3**
The acceptability drop function \( \Delta_S \) for an extension \( E \) in an Argumentation Theory \( AT \):
\[
\Delta_S: \Pi_L \times \Pi_L \rightarrow 2^{Args(AT)}
\]
\[
\Delta_S(AT, AT^\pm) = \{ A | A \in E(AT), A \in Args(AT^\pm), A \notin E(AT^\pm) \}
\]

An expansion or simple-contraction with respect to an atomic argument always drops a conflict-free set.

**Proposition 7.4**
For any \( \{ \phi_1, \ldots, \phi_n \} \subseteq L \), \( \Delta_S(AT, AT \pm \{ \phi \}) \) is conflict-free in \( AF_{AT} \)

The third function, the *argument gain function*, identifies those arguments that the system gains when removing or adding a formula.

**Definition 7.5**
The argument gain function \( \Gamma_A \):
\[
\Gamma_A: \Pi_L \times \Pi_L \rightarrow 2^{Args(AT^\pm)}
\]
\[
\Gamma_A(AT, AT^\pm) = \{ A | A \notin Args(AT), A \in Args(AT^\pm) \}
\]

An important property of simple contraction is that no arguments are gained following the operation.

**Proposition 7.6**
For any \( \{ \phi_1, \ldots, \phi_n \} \subseteq L \), \( \Gamma_A(AT \pm \{ \phi \}) = \emptyset \)

The final function, the *acceptability gain function*, identifies those arguments that were acceptable in the input argumentation system and have remained in the output system, but have lost acceptability.

**Definition 7.7**
The acceptability gain function \( \Gamma_S \) for an extension \( E \) in an Argumentation Theory \( AT \):
\[
\Gamma_S: \Pi_L \times \Pi_L \rightarrow 2^{Args(AT^\pm)}
\]
\[
\Gamma_S(AT, AT^\pm) = \{ A | A \notin E(AT), A \in E(AT^\pm) \}
\]

The drop and gain functions for each type of change (i.e. argument and acceptability) are linked to each other, in that, for a given change, no arguments that are dropped are also gained, and vice versa, and no arguments that gain acceptability also lose it, and vice versa.

**Proposition 7.8**
For \( X \in \{ A, S \} \), \( \Delta_X(AT, AT^\pm) \cap \Gamma_X(AT, AT^\pm) = \emptyset \)

Given these properties, it can be proven that any Argumentation Theory can always be contracted by any subset of the arguments in the theory.

**Proposition 7.9**
For any \( S \subseteq Args(AT) \), \( AT^\pm \cap S \) is always defined.
The same does not hold unconditionally for revision, however. Recall that a revision must (i) have all input arguments acceptable in the derived framework and (ii) lead to a well-formed Argumentation Theory. A simple example, however, can show how these principles are violated.

Consider arguments $A_1: p$ and $A_2: \neg p$. It is not possible for both $A_1$ and $A_2$ to be acceptable under a unique extension semantics in an Argumentation Theory containing the arguments, and thus $\mathcal{AT} \vdash \{A_1, A_2\}$ is undefined. For $\mathcal{AT} \vdash S$ to be defined, therefore, $S$ must be conflict-free.

Recall that when an Argumentation Theory is revised, existing arguments may need to be contracted to ensure the input arguments are all acceptable. This allows us to take advantage of proposition 7.9 in proving that, provided $S$ is conflict-free, $\mathcal{AT} \vdash S$ is always defined.

**Proposition 7.10**
For any conflict-free set of arguments $S$ (based on $\mathcal{L}$), $\mathcal{AT} \vdash S$ is always defined.

In practice, we use these four measures towards the determination of path costs in a change graph for each path from $\mathcal{AT}$ to every Argumentation Theory in $\Theta$. In the present work, we assume that all four functions for measuring minimal change have equal weighting.

**Definition 7.11**
Given a change graph $CG(\mathcal{AT}, \Theta) = \langle \Upsilon, \Omega \rangle$, the path cost from $\mathcal{AT}$ to $\mathcal{AT}' \in \Theta$ is $V(\mathcal{AT}, \mathcal{AT}') = | \Delta_A(\mathcal{AT}, \mathcal{AT}') \cup \Delta_S(\mathcal{AT}, \mathcal{AT}') \cup \Gamma_A(\mathcal{AT}, \mathcal{AT}') \cup \Gamma_S(\mathcal{AT}, \mathcal{AT}') |$

Comparing the output of $V$ for the paths from $\mathcal{AT}$ to each Argumentation Theory in $\Theta$ allows the minimal change(s) to be identified. The next section puts this approach to minimal change in Argument Revision to work in two scenarios.

8 Argument Revision in dialogue

In this section, we show how Argument Revision can assist a dialogue participant in selecting their next move. We will not use a specific dialogue framework to illustrate, but instead assume it is a game in the style of McBurney & Parsons [32] with the following properties:

1. The dialogue has a set of participants $P$, where $|P| \geq 2$.
2. Each participant $p \in P$ has a commitment store $C_{tp}$ that contains all publicly-shared beliefs after the move at turn $(t \in \mathbb{N})$ in the dialogue.
3. $C_{tp}$ is closed under strict and defeasible rule application, with the closure operator $Cl$ defined thus:
   - $C_{tp}^l \subseteq Cl(C_{tp}^l)$
   - if $\{\varphi_1, \ldots, \varphi_n, [\varphi_1, \ldots, \varphi_n \Rightarrow \psi]\} \subseteq Cl(C_{tp}^l)$, then $\psi \in Cl(C_{tp}^l)$
   
   where $\Rightarrow$ represents a consequence operator of unspecified type (strict or defeasible).
4. $Cl(C_{tp}^l)$ must be consistent.
5. The communication language of the framework contains a locution $claim(\Phi \subseteq \mathcal{L})$ (or similar) such that when performed as move $t$ $Cl(C_{tp}^l) = Cl(C_{tp}^{l-1} \cup \Phi)$.
6. The communication language of the framework contains a locution $retract(\Phi \subseteq \mathcal{L})$ (or similar) such that when performed as move $t$ $\forall \phi \in \Phi, \phi \notin C_{tp}^l$. Note that $\phi \notin C_{tp}^l$ does not guarantee $\phi \notin Cl(C_{tp}^l)$ (see Section 8.1 below).
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8.1 Commitment retraction

In certain dialogue frameworks, when a participant cannot defend a statement, $S$, against a counter-argument from their opponent, they ordinarily should retract $S$. However, retracting $S$ alone is sometimes insufficient, because they may still hold commitment to other statements which $S$ is a consequence of and thus their commitment store is inconsistent under closure. Consider, for instance, the following commitment store of player $\alpha$ (after some move $t$) from which $\psi$ is to be retracted:

$$C^t_\alpha = \{\phi, \psi, [\phi \Rightarrow \psi]\}$$

Retracting $\psi$ leaves $C^t_\alpha = \{\phi, [\phi \Rightarrow \psi]\}$; however $Cl(C^t_\alpha) = \{\phi, \psi, [\phi \Rightarrow \psi]\}$. It is therefore necessary to make further retractions to ensure $\psi$ can no longer be inferred.

In dialogue protocols such as PPD, the goal of ensuring that a retracted statement can no longer be inferred in a commitment store is called stability, with the process used to reach it termed a stability adjustment [45]. Stability is achieved through retracting other statements so as to eliminate the possibility of inferring the originally retracted statement, with [45] using the diagram to the left in Figure 5 to illustrate such an adjustment following the retraction of a statement $P$ (where filled circles are statements, circled statements are those to be retracted and the arrows indicate inference).

A limitation of [45]'s specification of stability adjustments is that they do not explain exactly which statements should be selected. Consider the structure on the right in Figure 5. This shows the same inference tree for $P$, but with a different stability adjustment with respect to $P$. The same number of retractions has taken place, which raises the question of how an agent should choose which adjustment to make.

Argument revision, and its determination of minimal change, offers a solution to this problem. By considering the retraction of commitments as an Argument Revision process, a participant can determine which, if any, methods are minimal, in the senses of minimal change specified in Section 7.
Such a process would not, however, be carried out with respect to only existing commitments. It is also important to consider what the participant might potentially become committed to at a future point in the dialogue. Consider again the sample commitment store provided above. It might be that, with respect to commitments, retracting \( \phi \) is minimal (compared to retracting \( [\phi \Rightarrow \psi] \)); but if \( \phi \) is a premise in several as-yet unstated arguments in the Argumentation Theory from which the participant derives their beliefs, those arguments would be rendered incommunicable in the remainder of the dialogue (unless the course of the dialogue changed such that a future move returned \( \phi \) to the commitment store).

Consider a dialogue participant \( \alpha \) whose knowledge is derived from the Argumentation Theory \( AT_\alpha \) with the following knowledge base and rules:

\[
K(AT_\alpha) = \begin{cases} 
    a, & b, \\
    d, & e, \\
    f, & [a \Rightarrow r_1 g], \\
    [e \in \overline{f}], & [d \in [e \in \overline{f}]], \\
    [j \in [h \Rightarrow r_6 i]], & [d \Rightarrow r_4 [a \Rightarrow r_1 c]], \\
    [d \Rightarrow r_5 [b \Rightarrow r_2 c]] 
\end{cases}
\]

\[
R(AT_\alpha) = \begin{cases} 
    (a \Rightarrow r_1 c), & (b \Rightarrow r_2 c), \\
    (a \Rightarrow r_5 g), & (d \Rightarrow r_4 [a \Rightarrow r_1 c]), \\
    (d \Rightarrow r_5 [b \Rightarrow r_2 c]) 
\end{cases}
\]

The arguments in \( AT_\alpha \) are as follows:

\( A_1: \ a \)
\( A_2: \ b \)
\( A_3: \ d \)
\( A_4: \ e \)
\( A_5: \ f \)
\( A_6: \ [a \Rightarrow r_5 g] \)
\( A_7: \ [e \in \overline{f}] \)
\( A_8: \ [d \in [e \in \overline{f}]] \)
\( A_9: \ [j \in [h \Rightarrow r_6 i]] \)
\( A_{10}: \ [d \Rightarrow r_4 [a \Rightarrow r_1 c]] \)
\( A_{11}: \ [d \Rightarrow r_5 [b \Rightarrow r_2 c]] \)
\( A_{12}: \ [a \Rightarrow r_1 c] \)
\( A_{13}: \ \frac{A_3(d)}{b \Rightarrow r_3 c} \)
\( A_{14}: \ \frac{A_1(a)}{c \Rightarrow r_1} \)
\( A_{15}: \ \frac{A_2(b)}{c \Rightarrow r_2} \)
\( A_{16}: \ \frac{A_4(a)}{8 r_3} \)

Assume that at a given time \( t \),
\( C'_\alpha = [a, b, c, d, [a \Rightarrow r_1 c], [b \Rightarrow r_2 c], [d \Rightarrow r_4 [a \Rightarrow r_1 c]], [d \Rightarrow r_5 [b \Rightarrow r_2 c]]] \) (\( Cl(C'_\alpha) = C_\alpha \)) but \( \alpha \) is now required to retract \( c \). Retracting \( c \) on its own is insufficient to achieve stability, because:

\( Cl(C'_\alpha \setminus \{c\}) = [a, b, c, d, [a \Rightarrow r_1 c], [b \Rightarrow r_2 c], [d \Rightarrow r_4 [a \Rightarrow r_1 c]], [d \Rightarrow r_5 [b \Rightarrow r_2 c]]] \)
It is therefore necessary to make further retractions. c is the conclusion of two arguments, A_{14} and A_{15}, thus with respect to α’s beliefs this retraction is characterizable as the simple contraction AT_α − \{A_{14}, A_{15}\}. Table 8.1 shows the outputs of the acceptability drop and gain functions, and the total cost (\Sigma = |\Delta_A \cup \Delta_S \cup \Gamma_A \cup \Gamma_S|) of each simple contraction performed in achieving AT_α − \{A_{14}, A_{15}\}. Figure 6 shows the change graph for the contraction.

Given the outputs of the four functions at each edge on the change graph, α computes the overall costs of each path from AT_α to the set of argumentation theories AT_α − \{A_{14}, A_{15}\}:

\[ V(\text{AT}_α, \text{AT}_α − \{d\}) = 6 \]
\[ V(\text{AT}_α, \text{AT}_α − \{a\} − \{b\}) = 3 + 2 = 5 \]
\[ V(\text{AT}_α, \text{AT}_α − \{d ⇒ r_a [a ⇒ r_1 c]\}) − \{\{d ⇒ r_5 [a ⇒ r_2 c]\}\} = 2 + 2 = 4 \]

Thus it can be seen that when α wishes to retract c, the minimal way of doing so is to retract the premises a and b.

This example has illustrated two important principles. The first is that considering argument acceptability is important when determining minimal change in a system of argumentation based on [22]’s abstract theory. Had acceptability not been considered, retracting d would have had a cost of 5, the same as retracting a and b. Second, the example also shows that a revision with the fewest steps is not always minimal. The identified minimal revision involves two steps—the removal of a, then the removal of b, reaching the goal with 5 changes overall. Removing only d would also have reached the goal of the contraction, but would have done so with a total of 6 changes.

8.2 Dishonesty

In this section, we build on our previous work in [43] in which we characterize dishonesty in dialogue as a form of internal argument revision. Dishonesty is a common human behaviour, with types of
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dishonesty ranging from innocent and trivial ‘white lies’, to those with more serious consequences. In either case, it is necessary for the speaker of the lie to maintain it, or face negative consequences (an upset child, or charges of corruption).

8.2.1 Why be dishonest?

In [43] we offer two possible reasons as to why a dialogue participant would be dishonest—1) where a participant wishes to keep certain beliefs and arguments private;\(^4\) and 2) where it is less costly (w.r.t. minimal change) to be dishonest than retract an existing commitment (and associated arguments).

To briefly illustrate a situation where a dialogue participant may want to keep certain arguments private, we provide the following example from [43]. Consider the following knowledge base and rules in an argumentation system, where a government minister is attempting to convince a political opponent that they should not spend money on welfare. The real reason is that the government thinks a war is about to happen that will need to be paid for, but they do not want to share this. Instead, the position to not spend money on welfare is justified by saying money needs spent on education, despite the education department spending being under-budget.

\[ K_p = \{ \text{have}_\text{money}, \text{education}_\text{under}_\text{budget}, \text{war} \} \]

\[ R_d = \begin{cases} \text{war, have}_\text{money} & \Rightarrow r_1 \text{pay}_\text{for}_\text{war} \\ \text{have}_\text{money} & \Rightarrow r_2 \text{pay}_\text{for}_\text{education} \\ \text{have}_\text{money} & \Rightarrow r_3 \text{pay}_\text{for}_\text{welfare} \\ \text{education}_\text{under}_\text{budget} & \Rightarrow r_4 \neg \text{pay}_\text{for}_\text{education} \end{cases} \]

\[ P_L = \{ \text{war} \} \quad (\text{private formulae}) \]

And with:

\[ r_2 < r_1, r_3 < r_1, r_2 < r_4, r_3 < r_2 \]

\[ \text{pay}_\text{for}_\text{war} = \{ \text{pay}_\text{for}_\text{education}, \text{pay}_\text{for}_\text{welfare} \} \]

\[ \text{pay}_\text{for}_\text{education} = \{ \text{pay}_\text{for}_\text{war}, \text{pay}_\text{for}_\text{welfare} \} \]

\[ \text{pay}_\text{for}_\text{welfare} = \{ \text{pay}_\text{for}_\text{war}, \text{pay}_\text{for}_\text{education} \} \]

The arguments in the theory are as follows:

\[ A_1: \text{have}_\text{money} \]

\[ A_2: \text{education}_\text{under}_\text{budget} \]

\[ A_3: \text{war} \]

\[ A_4: \frac{A_3(\text{war}), A_1(\text{have}_\text{money})}{\text{pay}_\text{for}_\text{war}} \]

\[ A_5: \frac{A_1(\text{have}_\text{money})}{\text{pay}_\text{for}_\text{education}} \]

\[ A_6: \frac{A_1(\text{have}_\text{money})}{\text{pay}_\text{for}_\text{welfare}} \]

\[ A_7: \frac{A_2(\text{education}_\text{under}_\text{budget})}{\neg \text{pay}_\text{for}_\text{education}} \]

The set of private arguments (based on the set of private formulae) is

\[ P_{\text{Args}} = \{ A_3, A_4 \} \].

\(^4\)Other scenarios exist where a participant may wish to keep beliefs private (e.g. in a medical context) but our intention here is to show that dishonesty is characterizable as a form of belief and, by extension, Argument Revision.
The resultant framework, evaluated under grounded semantics, is shown in Figure 7, with islands (those arguments with no attack interactions) being omitted for clarity. Acceptable arguments have a solid border, unacceptable arguments have a dashed border and private arguments are surrounded by a dashed box.

The politician needs to defeat the argument $A_6$. Since $A_1$ is a private argument, the only remaining defeater of $A_6$ is $A_5$; however, $A_5$ is not acceptable because it is defeated by $A_2$. Thus, no honest defeater of $A_6$ can be offered, without sharing a private argument. In terms of argument revision, to be dishonest with respect to $A_5$ is characterised as the revision $AT_\dot{+}\{A_5\}$. In this case, that revision would be carried out by contracting $A_3\ A_7$.

8.2.2 Dishonesty in dialogue

To illustrate why a participant would be dishonest instead of retracting during a dialogue, we return to the example presented in Section 8.1. Let us again assume that $\alpha$ is in a position where, ordinarily, they must retract $c$ from the commitment store:

$$C'_\alpha = \{a, b, c, d, [a \Rightarrow r_1 c], [b \Rightarrow r_2 c], [d \Rightarrow r_4 [a \Rightarrow r_1 c]], [d \Rightarrow r_5 [b \Rightarrow r_2 c]]\}$$

Let us further assume that the reason for the retraction is that $\alpha$’s opponent has advanced the following arguments:

$$B_1: h, \quad B_2: [h \Rightarrow r_6 i], \quad B_3: [i \in \exists c], \quad B_4: \frac{B_1(h)}{i \Rightarrow r_6}$$
Table 6. Outputs of the functions for measuring minimal change

| ±(φ) | ΔA | ΔS | ΓA | ΓS | Σ |
|------|----|----|----|----|---|
| +(j) | ∅  | ∅  | {A17} | ∅  | 1 |

That is, an argument for \(i\) and another for \(i\) being an asymmetric contrary of (and thus defeats arguments for) \(c\). \(\alpha\) has no arguments that defeat \(i\) which leads to the retraction of \(c\). Recall, however, that \([j \in [h \Rightarrow r_{\alpha}, i]] \in K(\mathcal{A}\mathcal{T}_\alpha)\). If \(\alpha\) had an argument for \(j\), they could undercut the rule \(h \Rightarrow i\) and restore the acceptability of the arguments for \(c\). \(\alpha\) can thus be dishonest by claiming an argument for \(j\) in the dialogue. In order to do this, \(\alpha\) must assess the impact of \(j\) on their existing Argumentation Theory and, by extension, beliefs.

The easiest method of introducing an argument for \(j\) is to revise \(\mathcal{A}\mathcal{T}_\alpha\) with respect to the atomic argument \(A_{17}: j\), i.e. \(\mathcal{A}\mathcal{T}_\alpha + \{j\}\). The change graph for \(\mathcal{A}\mathcal{T}_\alpha + \{A_{17}\}\) is shown in Figure 8 alongside the subgraph for \(\mathcal{A}\mathcal{T}_\alpha - \{A_{14}, A_{15}\}\) that represents the minimal path. The the outputs of the functions for measuring minimal change are shown in Table 6.

The path cost from \(\mathcal{A}\mathcal{T}\) to the single theory in \(\mathcal{A}\mathcal{T}_\alpha + \{j\}\) is:

\[
V(\mathcal{A}\mathcal{T}_\alpha, \mathcal{A}\mathcal{T}_\alpha + \{j\}) = 1
\]

Recall that the lowest cost retractions (removal of \(a\) and \(b\)) resulted in 5 changes to \(\mathcal{A}\mathcal{T}_\alpha\). We thus observe that in this situation, it is better (with respect to minimal change) for \(\alpha\) to be dishonest by claiming an argument for \(j\) to defend \(c\), instead of retracting their arguments for \(c\).

This example has demonstrated two uses of Argument Revision in a dialogical context. An honest agent can use Argument Revision to determine the best way of retracting a statement; a dishonest agent can extend this by determining whether or not being dishonest is better than any possible retractions.
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9 Related work

Adapting AGM-style belief revision operators and postulates to account for the dynamics of argumentation is, in general, not new, however these are usually restricted to Dung-style abstract argumentation frameworks. For instance, several works have incorporated dynamics into abstract argumentation by considering the outcome of an abstract argumentation framework [10, 17, 21]. Briefly, the outcome of a framework is a description of which arguments should be accepted and those which should now (under some semantics). The models proposed in [10, 21] permit only expansions of (or additions to) a framework and do not include contractions. Postulates for the revision of an argumentation system are presented in [17], but these conflate revision and contraction; an outcome can describe arguments to be both accepted and not accepted. In the present work, separation between revision and contraction is maintained, as in the original AGM theory. Nevertheless, revision and contraction in our model can, at the abstract level, be seen as special cases of [17]'s model: in a revision, all arguments in the required outcome are accepted; conversely, in a contraction all arguments in the required outcome are not accepted.

Several models of dynamics in abstract argumentation incorporate postulates based on those proposed by Katsuno and Mendelzon [30]. These include the enforcement-based approaches of [9, 18], the translation-based approach of [16] and the extension-based approach of [20]. Katsuno and Mendelzon’s postulates are based on the AGM postulates, but instead focus on belief update—where revision deals with changes to knowledge of the world, update deals with changes to the world itself. Our present work has focused specifically on adapting the AGM postulates directly to a system of argumentation, however examining the applicability of Katsuno and Mendelzon’s postulates to our proposed model is a direction for future work.

AGM-style postulates for the revision of abstract argumentation frameworks are proposed by Baumann and Brewka [6]. These postulates are similar to those we propose in section 6 insofar as they are faithful to the original AGM postulates. There are, however, key differences. First, Baumann and Brewka’s are specified in terms of a new Dung-logic, which used k-models instead of extensions for determining revisions. This new logic also incorporates a definition of strong equivalence, permitting an analogue of the sixth AGM revision postulate. Our model of Argument Revision is based upon an ASPIC+ system of argumentation in which the notion of strong equivalence is at present unclear. Nevertheless, should such a definition be forthcoming in the future it would be a relatively trivial step to define an analogous sixth postulate. Baumann and Brewka also provide analogues of the seventh and eighth AGM postulates (composite revisions); our aim in this article was to focus on the basic AGM postulates, and leave for future work the examination of composite revisions in our model.

Another significant difference between our postulates and those proposed by Baumann and Brewka is that they have maintained separation between postulates 3 and 4, whereas we conflated them into a single postulate. This arises from our differing approaches; by defining a new Dung logic that encodes the information contained within an argumentation framework, Baumann and Brewka are able to maintain the subset relation between revision and expansion. We on the other hand have chosen to specify postulates in terms of the argumentation frameworks themselves (via ASPIC+ structure), which breaks this relation, because the goal of a revision may be achieved through adding new arguments.

Finally, we have also provided postulates for contraction, which in turn permitted analogues for the Levi and Harper identities; Baumann and Brewka focus only on expansion and revision.

Postulates for dynamics in structured argumentation are proposed in [36], which is based on Argument Theory Change (ATC) [35, 39]. As we noted in Section 2, ATC defines a new model (based on Dung’s abstract frameworks) that incorporates a model of dynamics; in the present work, we have
applied a model of dynamics to an existing model of argumentation. The postulates defined in [36] adapt the argumentation postulates of success, consistency, inclusion, vacuity, core-retainment and uniformity. These have certain similarities and differences to our proposed postulates for Argument Revision: success is analogous to (AT+2) (all input arguments are acceptable); consistency is analogous to (AT+5) (all revised theories are well-formed, which ensures consistency in extensions); vacuity is analogous to (AT+3\(\frac{3}{4}\)) (if the union of the extension with all sub-arguments of the input arguments is conflict-free, then simply add the input arguments). Inclusion, core-retainment and uniformity, on the other hand, do not have analogous postulates in our model; for inclusion, this is because we assume that an argumentation theory may be revised by means other than adding only the required new information to the knowledge base (e.g. adding some other information may bring about a change of acceptability). For core-retainment, although there is no analogous postulate, its spirit is captured via change graphs, which impose a minimality constraint on changes to an argumentation theory. Finally, although the AGM model includes a postulate that is analogous to uniformity we chose not to include such a postulate because, as noted in section 6, defining strict equivalence between arguments in ASPIC\(^+\) requires a level of analysis beyond the scope of this article.

10 Conclusions

In this article, we have presented Argument Revision, a model of dynamics for a system of structured argumentation (ASPIC\(^+\)). The model is influenced by the AGM theory of belief revision but with certain differences to account for the richer structure provided by ASPIC\(^+\). Two types of argument change were specified—argument revision, where the goal is to ensure certain arguments are acceptable in the system, and argument contraction, where the goal is to ensure certain arguments are not acceptable in the system. These argument change processes are similar to their belief revision counterparts but with two key differences. First, the Argument Revision operators each return a set of potential theories that satisfy the goal (revision or contraction). Second, because consistency is handled by argument evaluation, we do not impose this on the resultant theories; instead, we require that they be well-formed and modular.

Postulates for argument revision and contraction were specified, which reflect the spirit of the first five basic AGM postulates for each process. We then demonstrated that argument revision can be expressed in terms of argument contraction and vice versa, identities that are similar the Levi and Harper identities (respectively) in belief revision.

We demonstrated that an Argumentation Theory can be revised and contracted by modifying the knowledge base in its argumentation system to add or remove premises. This is achieved through the simplest application of the specified revision and contraction operators, revising and contracting with respect to the atomic arguments that the premises create. A structure called a change graph was defined to model the series of steps required to secure a specific revision or contraction. A given series of steps can be assessed in terms of four measurable effects on the arguments in an Argumentation Theory: argument drop, argument gain, acceptability drop and acceptability gain. Using these measures, a path cost function identifies the minimal change(s) in a change graph.

To illustrate the use of Argument Revision in dialogue, two examples were presented to demonstrate that a participant in a dialogue can apply Argument Revision to determine whether or not they should concede an opinion to an opponent (and if so, exactly what form that concession should take), or instead be dishonest; a decision made on the basis of minimal change with respect to beliefs.
Argument Revision

Understanding the dynamics of argumentation systems is a crucial component in the development of computational models of argument, with applications in areas as diverse as inter-agent communication and decision support. In Argument Revision, we have presented here a mechanism for managing change in argumentation systems which draws upon the AGM approach but which offers significantly more flexibility for open, real-world systems and lays a foundation for exploring a wide range of techniques for argument-based negotiation, persuasion and dialogue in general.
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A A Proofs

Theorem A.1 (Def+)
\[ \mathcal{A}T^\dagger S = \bigcup_{S' \in DS^{+}(S)} (AT^- + S') \]

Proof. From Definition 5.3, every revision disruption set for \( S \) contains at least one element from every disruption set for \( S \), thus:
\[ \forall S_1 \in DS^{-}(S), \forall S' \in DS^{+}(S), |S_1 \cap S'| \geq 1. \]
Therefore, contracting \( \mathcal{A}T \) with respect to a revision disruption set for \( S \) means there are no disruption sets for \( S \) acceptable in the contracted theory, thus:
\[ \forall S' \in DS^{+}(S), \forall AT^- \in (AT^- + S'), \nexists S_1 \in DS^{-}(S) \text{ s.t. } S_1 \subseteq E(AT^-). \]
It follows, from Definition 5.2, that \( E(\mathcal{A}T^-) \cup \text{Sub}(S) \) is conflict-free and thus from postulate \( \mathcal{A}T^\dagger 3\):\[ \forall AT^+ \in (AT^- + S), S \subseteq E(AT^+). \]
From Definition 4.5, if all arguments in \( S \) are acceptable in a theory, that theory is in \( \mathcal{A}T^\dagger S \):
\[ \nexists AT' \in \Pi_L \text{ s.t. } S \subseteq E(AT') \text{ and } AT' \notin (AT^\dagger S). \]
Therefore, every theory that is contracted by a revision disruption set for \( S \) and then subsequently expanded with respect to \( S \) is a revision of \( AT \) by \( S \):
\[ \bigcup_{S' \in DS^{+}(S)} (AT^- + S') \subseteq (AT^\dagger S) \]
From Definition 4.5, all arguments in \( S \) are acceptable in all revisions of some theory \( \mathcal{A}T \) by \( S \). Therefore, from Definition 5.3, for every revision disruption set \( S' \) for \( S \) there exists a theory in \( \mathcal{A}T^\dagger S \) where no arguments in \( S' \) are acceptable:
\[ \forall S' \in DS^{+}(S), \exists AT^+ \in (AT^\dagger S) \text{ s.t. } S' \cap E(AT^+) = \emptyset \]
From Definition 4.3, if no arguments in \( S' \) are acceptable in a theory, that theory is in \( \mathcal{A}T^\dagger S' \):
\[ \nexists AT' \in \Pi_L \text{ s.t. } S' \cap E(AT') = \emptyset \text{ and } AT' \notin (AT^\dagger S') \]
Therefore, \( \mathcal{A}T^\dagger S' \) contains all theories in which no arguments in \( S' \) are acceptable. When \( S' \in DS^{+}(S) \) then \( \forall AT^- \in AT^\dagger S', E(AT^-) \cup \text{Sub}(S) \) is conflict-free; therefore, \( AT^- \) is a revision of \( \mathcal{A}T \) by \( S \).
Argument Revision

Since $\overline{\mathcal{A} \mathcal{T}^{-} S}$ contains all theories in which no arguments in $S'$ are acceptable, and $DS^{\neg \neg}(S)$ contains all sets of arguments that make $S$ unacceptable, it follows that:

$$\forall AT \in \Pi_{L} \text{ s.t. } S \subseteq E(AT), AT \in \bigcup_{S' \in DS^{\neg}(S)} (AT^{-} + S)$$

It therefore follows that:

$$(AT^{-} + S) \subseteq \bigcup_{S' \in DS^{\neg}(S)} (AT^{-} + S)$$

And therefore:

$$AT^{-} + S = \bigcup_{S' \in DS^{\neg}(S)} (AT^{-} + S)$$

\textbf{Theorem A.2}

(Def $\neg \neg$)

$$AT^{\neg \neg} S = \bigcup_{S' \in DS^{\neg}(S)} \bigcup_{AT^{\neg \neg} S} (AT^{\neg \neg} - S)$$

\textbf{Proof.} Throughout, let $S' \in 2^S$.

From Definition 4.3, $\forall AT^{-} \in (AT^{-} S')$, either $S' \cap \text{Args}(AT^{-}) = \emptyset$ or $\exists S'' \in DS^{-}(S')$ s.t. $S'' \subseteq E(AT^{-})$ (all subsets of $S$ are either defeated or nonexistent in a theory contracted with respect to $S$).

From Definition 5.2, no arguments in $S'$ are acceptable in a theory that is revised with respect to any contraction disruption set for $S'$, thus:

$$\forall S_{D} \in DS^{-}(S'), \forall AT^{+} \in (AT^{+} S_{D}), S' \cap E(AT^{+}) = \emptyset.$$

From Definition 4.5, $(AT^{+} S'')$ contains all theories in which all arguments in $S''$ are acceptable:

$$\exists AT' \in \Pi_{L} \text{ s.t. } S'' \subseteq E(AT') \text{ and } AT' \notin (AT^{+} S'')$$

It therefore follows that the set

$$\bigcup_{S'' \in DS^{-}(S')} (AT^{+} S'')$$

contains all theories in which all arguments in $S'$ are defeated. Thus, the set

$$\bigcup_{S_{D} \in DS^{-}(S')} \bigcup_{AT^{+} \in (AT^{+} S)} (AT^{+} - S)$$

contains all theories in which all arguments in $S'$ are defeated and all arguments in $S \setminus S'$ are completely removed (simple-contracted).
Therefore, the set
\[
\bigcup_{S' \in 2^S} \bigcup_{S_D \in D_S(S')} (AT^+ - S)
\]
contains all theories in which all arguments in \( S \) are either unacceptable or completely removed and thus:
\[
AT \vdash S = \bigcup_{S' \in 2^S} \bigcup_{S_D \in D_S(S')} (AT^+ - S)
\]

**Proposition A.3**

7.2 For any \( \{ \phi_1, \ldots, \phi_n \} \subseteq \mathcal{L} \) with \( AT^\pm = AT + \{ \phi_1 \} + \cdots + \{ \phi_n \} \) then \( \Delta_A(AT, AT^\pm) = \emptyset \)

**Proof.** Consider the opposite: \( \Delta_A(AT, AT^\pm) \neq \emptyset \). Thus, \( \forall A \in \Delta_A(AT, AT^\pm), A \in \text{Args}(AT) \) and \( A \notin \text{Args}(AT^\pm) \), and hence \( \text{Prem}(A) \subseteq K(AT) \) and \( \text{Prem}(A) \nsubseteq K(AT^\pm) \). However, \( K(AT) \subseteq K(AT + \{ \phi \}) \) and hence \( K(AT) \subseteq K(AT + \{ \phi_1 \} + \cdots + \{ \phi_n \}) \). Contradiction!

**Proposition A.4**

7.4 For any \( \{ \phi_1, \ldots, \phi_n \} \subseteq \mathcal{L} \), \( \Delta_S(AT, AT \pm \{ \phi \}) \) is conflict-free in \( A \mathcal{F} AT \)

**Proof.** Consider an extension \( E \) under some single-extension semantics subsumed by complete semantics. From Definition 7.3. \( A \in \Delta_S(AT, AT \pm \{ \phi \}) \) iff \( A \in E(AT) \) and \( A \notin E(AT \pm \{ \phi \}) \). Thus \( \Delta_S(AT, AT \pm \{ \phi \}) \subseteq E(AT) \). Since \( E(AT) \) is conflict-free [22], all subsets of \( E(AT) \) are also conflict-free.

**Proposition A.5**

7.6 For any \( \{ \phi_1, \ldots, \phi_n \} \subseteq \mathcal{L} \) with \( AT^\pm = AT - \{ \phi_1 \} - \cdots - \{ \phi_n \} \) then \( \Delta_A(AT, AT^\pm) = \emptyset \)

**Proof.** Consider the opposite: \( A \notin \text{Args}(AT) \), \( A \notin \text{Args}(AT^\pm) \). Thus, \( \text{Prem}(A) \nsubseteq K(AT) \) and \( \text{Prem}(A) \subseteq K(AT^\pm) \). However, \( K(AT^\pm) = K(AT) \setminus \{ \phi_1, \ldots, \phi_n \} \), hence \( \text{Prem}(A) \subseteq K(AT) \) and \( A \notin \text{Args}(AT) \). Contradiction.

**Proposition A.6**

7.8 For \( X \in \{ A, S \} \), \( \Delta_X(AT, AT^\pm) \cap \Gamma_X(AT, AT^\pm) = \emptyset \)

**Proof.** Consider the opposite in terms of argument drop and gain: \( A \in \Delta_A(AT, AT^\pm) \), \( A \in \Gamma_A(AT, AT^\pm) \). From definitions 7.1 and 7.5, \( A \notin \text{Args}(AT^\pm) \) and \( A \notin \text{Args}(AT^\pm) \) respectively. Contradiction!

Consider the opposite in terms of acceptability drop and gain: \( A \in \Delta_S(AT, AT^\pm) \), \( A \in \Gamma_S(AT, AT^\pm) \). From definitions 7.3 and 7.7, \( A \notin E(AT^\pm) \), \( A \notin E(AT^\pm) \). Contradiction.

**Proposition A.7**

7.9 For any \( S \subseteq \text{Args}(AT) \), \( AT \vdash S \) is always defined.

**Proof.** \( \forall A \in \text{Args}(AT) \), for any \( \phi \in \text{Prem}(A) \), \( A \in \Delta_A(AT, AT - \{ \phi \}) \). Thus, in the extreme case, \( \bigcup A \in S \text{Prem}(A) = \{ \phi_1, \ldots, \phi_n \}, S \subseteq \Delta_A(AT, AT - \{ \phi_1, \ldots, \phi_n \}) \).

**Proposition A.8**

7.10 For any conflict-free set of arguments \( S \), \( AT \vdash S \) is always defined.
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Proof. Since for any $S' \subseteq \text{Args}(AT)$, $AT^\cdot S'$ is always defined (Proposition 7.9), it follows that $\forall AT^- \in (AT - \text{Args}(AT)), \text{Args}(AT^-) = \emptyset$ and by extension $E(AT^-) = \emptyset$. Thus $E(AT^-) \cup Sub(S)$ is conflict-free; therefore $AT^- + S$ is defined and by extension $AT + S$ is defined. ■