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Abstract

A sharp quantitative version of the $L_p$–mixed volume inequality is established. This is achieved by exploiting an improved Jensen inequality. This inequality is a generalization of Pinsker-Csiszár-Kullback inequality for the Tsallis entropy. Finally, a sharp quantitative version of the $L_p$–Brunn-Minkowski inequality is also proved as a corollary.

1 Introduction

Throughout this paper, a convex body is a compact convex subset with nonempty interior in $\mathbb{R}^n$. It is well known that a convex body $K$ is uniquely determined by its support function defined by

$$h(K, x) = \max \{ \langle x, y \rangle : y \in K \},$$

where $\langle \cdot, \cdot \rangle$ is the Euclidean scalar product in $\mathbb{R}^n$.

Let $\mathcal{K}_0^n$ denote the set of convex bodies containing the origin in its interior. For each $p \geq 1$, convex bodies $K, L \in \mathcal{K}_0^n$ and $\epsilon > 0$, the Minkowski-Firey $L_p$–combination $K + \epsilon L$ which was firstly introduced and studied by Firey [15] is the convex body whose support function is given by

$$h(K + \epsilon L, x) = (h(K, x)^p + \epsilon h(L, x)^p)^{\frac{1}{p}}, \quad x \in \mathbb{R}^n.$$
For $K, L \in \mathcal{K}_n^0$, their $L_p$–mixed volume $V_p(K, L)$ is defined by

$$V_p(K, L) = \frac{p}{n} \lim_{\epsilon \to 0} \frac{V(K + \epsilon \cdot L) - V(K)}{\epsilon},$$

where $V(K)$ stands for the volume of $K$. It was shown by Lutwak (see [18]) that this limit exists and has the following integral representation

$$V_p(K, L) = \frac{1}{n} \int_{S^{n-1}} \left( \frac{h(L, u)}{h(K, u)} \right)^p h(K, u) dS(K, u), \quad (1.1)$$

where $S(K, \cdot)$ denotes surface area measure of $K$. It is obvious that $V_p(K, K) = V(K)$ for any $K \in \mathcal{K}_n^0$.

The $L_p$–mixed volume satisfies the following inequality (see [18, Theorem 1.2])

$$V_p(K, L) \geq V(K)^{1-\frac{p}{n}} V(L)^{\frac{p}{n}}, \quad \forall K, L \in \mathcal{K}_n^0, \quad (1.2)$$

with equality holds if and only if $K, L$ are dilates. It is also proved in [18] that

$$V(K + p L)^{\frac{p}{n}} \geq V(K)^{\frac{p}{n}} + V(L)^{\frac{p}{n}}, \quad \forall K, L \in \mathcal{K}_n^0, \quad (1.3)$$

with the same equality condition as above. The inequality (1.3) is Firey’s extension of the famous Brunn-Minkowski inequality corresponding to $p = 1$.

The motivation of this paper is to study the quantitative improvement version of the inequalities (1.2) and (1.3). We mention here that studying the improvement versions (or stability estimates) of inequalities in analysis and geometric recently have attracted lots of attentions by many mathematicians and becomes an interesting field in mathematical research, for examples see [1, 2, 4, 11, 12, 13, 16] and references therein. For our purpose, it is convenient to introduce the $L_p$–mixed volume deficit, $L_p$–Firey-Brunn-Minkowski deficit and the relative side factor of $K, L \in \mathcal{K}_n^0$, respectively, by

$$\delta_p(K, L) = \frac{V_p(K, L)}{V(K)^{1-\frac{p}{n}} V(L)^{\frac{p}{n}}} - 1, \quad \beta_p(K, L) = \frac{V(K + p L)^{\frac{p}{n}}}{V(K)^{\frac{p}{n}} + V(L)^{\frac{p}{n}}} - 1,$$

and

$$\sigma(K, L) = \max \left\{ \frac{V(K)}{V(L)}, \frac{V(L)}{V(K)} \right\}.$$

The first main result of this paper is a bound from below of $\delta_p(K, L)$ in terms of the relative asymmetry index of $K$ and $L$, defined as

$$A(K, L) = \frac{V(K \Delta \lambda L)}{V(K)} \quad \text{with} \quad \lambda = \left( \frac{V(K)}{V(L)} \right)^{\frac{1}{n}},$$

where $\Delta$ denotes the symmetric difference of two subsets of $\mathbb{R}^n$. More precisely, we have the following theorem.
Theorem 1.1. Let $p > 1$ be a real number. Then for any convex bodies $K, L \in \mathcal{K}_0^n$, it holds
\[ \delta_p(K, L) \geq \frac{p - 1}{128n^2} A(K, L)^2. \] (1.4)

From Theorem 1.1, we derive the following improvement of (1.3).

Theorem 1.2. Let $p > 1$ be a real number. Then for any convex bodies $K, L \in \mathcal{K}_0^n$, it holds
\[ \beta_p(K, L) \geq \frac{p - 1}{512n^2} \sigma(K, L) \frac{1}{p} A(K, L)^2. \] (1.5)

Theorem 1.1 and Theorem 1.2 do not give any information about the below bounds of $\delta_p(K, L)$ and $\beta_p(K, L)$ when $p = 1$. In fact, finding the stability version for the $L_1$–mixed volume inequality (in other word, the anisotropic isoperimetric inequality) and Brunn-Minkowski inequality are extreme difficult problems which are recently proved in [12, 16] and in [14], respectively. It is worth pointing out that the order of $A(K, L)$ in Theorem 1.1 and Theorem 1.2 is sharp. An example is given at the end of section §3 to show this optimality.

We conclude this section by introducing a stability version for Jensen inequality. Let $(\Omega, \mu)$ be an arbitrary probability measure space and let $p$ be a positive number, $p \neq 1$. Jensen inequality asserts that for any nonnegative function $f \in L^p(\mu)$, it holds
\[ \frac{1}{p - 1} \left( \int_{\Omega} f^p \, d\mu - \left( \int_{\Omega} f \, d\mu \right)^p \right) \geq 0. \] (1.6)

The next theorem shows that we can strengthen the inequality (1.6) by adding a remainder term which measures the deviation between $\frac{1}{p} \int_{\Omega} f \, d\mu$ and 1. More precisely, we have the following theorem.

Theorem 1.3. Given $p > 0$, let us denote
\[ c_p = \begin{cases} \frac{1}{2} & \text{if } p \geq 1 \\ \frac{(p+1)^{p+1}}{8p^{p+1}} & \text{if } 0 < p < 1. \end{cases} \]

Then for any nonnegative function $f \in L^p(\mu) \cap L^1(\mu)$, we have
\[ \frac{1}{p - 1} \left( \frac{\int_{\Omega} f^p \, d\mu}{\left( \int_{\Omega} f \, d\mu \right)^p} - 1 \right) \geq c_p \left( \int_{\Omega} \left| \frac{f}{\int_{\Omega} f \, d\mu} - 1 \right| \, d\mu \right)^2. \] (1.7)

When $p = 1$, the left hand side of (1.7) should be understood as $\int_{\Omega} f \ln(f / \int_{\Omega} f \, d\mu) \, d\mu$ which is Shannon entropy of $f$.

Theorem 1.3 is an important ingredient in the proof of Theorem 1.1 as shown below. The interest of this theorem is that it recovers, in the case $p = 1$, the famous Pinsker-Csiszár-Kullback inequality for Shannon entropy which has many applications in Information theory (see [3, 5, 17, 19]). For $0 < p \neq 1$ and any nonnegative function $f \in L^p(\mu)$,
such that \( \int_{\Omega} f \, d\mu = 1 \), let us introduce the \( p \)-Tsallis entropy of \( f \) by

\[
S_p(f) = \frac{1}{p-1} \left( \int_{\Omega} f^p \, d\mu - 1 \right).
\]

Note that \( \lim_{p \rightarrow 1} S_p(f) = \int_{\Omega} f \ln f \, d\mu \) which is Shannon entropy of \( f \). Theorem 1.3 hence can be seen as a generalization of Pinsker-Csiszár-Kullback inequality for Tsallis entropy. We should emphasize here that there are many improvements of Jensen inequality in literature (e.g., see [6, 7, 8, 9, 10]), but they are very different with the one in Theorem 1.3. Theorem 1.3 seems to be new, and maybe is of independent interest.

The rest of this paper is organized as follows. In section \( \S 2 \), we give the proof of the improvement of Jensen inequality (Theorem 1.3). In section \( \S 3 \), we use Theorem 1.3 to prove Theorem 1.1 and then derive Theorem 1.2.

## 2 Proof of Theorem 1.3

In this section, we give the proof of Theorem 1.3. The proof of Pinsker-Csiszár-Kullback inequality inequality (case \( p = 1 \)) can be found in [3]. Hence, from now on, we only consider the case \( p > 0 \) and \( p \neq 1 \).

By the density argument and the homogeneity, we can assume, without loss of generality, that \( f > 0 \) on \( \Omega \) and \( \int_{\Omega} f \, d\mu = 1 \). Let us denote \( A = \{ x : 0 < f(x) \leq 1 \} \), \( t = \mu(A) \) and \( a = \int_A f \, d\mu \), then \( a \leq t \leq 1 \).

Let us first prove that \( a > 0 \). Indeed, if \( a = 0 \), then we must have \( \mu(A^c) = 1 \), or equivalently \( \mu(A^c) = 1 \). Since \( f > 1 \) on \( A^c \), hence it holds

\[
1 = \int_{\Omega} f \, d\mu = \int_{A^c} f \, d\mu > \mu(A^c) = 1.
\]

This contradiction shows that \( a > 0 \).

If \( t = 1 \) then \( a = 1 \). This implies that \( f = 1 \) almost everywhere on \( \Omega \) hence the inequality (1.7) is trivial in this case.

It remains to consider the case \( a, t \in (0, 1) \). If \( p > 1 \), it follows from Hölder inequality that

\[
a^p = \left( \int_A f \, d\mu \right)^p \leq \mu(A)^{p-1} \int_A f^p \, d\mu,
\]

or equivalently,

\[
\int_A f^p \, d\mu \geq t^{1-p} a^p. \tag{2.1}
\]

The similar argument shows that

\[
\int_{A^c} f^p \, d\mu \geq (1-t)^{1-p} (1-a)^p. \tag{2.2}
\]
If \( p \in (0, 1) \), the inequalities (2.1) and (2.2) change the direction by reverse Hölder inequality. Consequently, we get

\[
\frac{1}{p - 1} \left( \frac{\int_{\Omega} f^p d\mu}{(\int_{\Omega} f d\mu)^p} - 1 \right) \geq \frac{t^{1-p}a^p + (1-t)^{1-p}(1-a)^p - 1}{p - 1}.
\]

In the other hand,

\[
\int |f - 1| d\mu = 2 \int_A (1 - f) d\mu = 2(t - a).
\]

Hence, it is enough to prove that

\[
\frac{t^{1-p}a^p + (1-t)^{1-p}(1-a)^p - 1}{p - 1} - 4c_p(t-a)^2 \geq 0, \quad \forall t \in [a, 1].
\]

Let \( \psi_a(t) \) denote the left hand side of (2.3). By a direct computation, we have

\[
\psi_a'(t) = (1 - t)^{-p}(1 - a)^p - t^{-p}a^p - 8c_p(t-a).
\]

An application of the fundamental theorem of calculus yields

\[
(1 - t)^{-p}(1 - a)^p - t^{-p}a^p = p \int_t^{1-a} \frac{1}{s^{p-1}} ds = p \frac{t - a}{t(1-t)} \int_0^1 \left( \frac{1-s}{t} + \frac{1-a}{1-t} \right)^{p-1} ds.
\]

We devide the proof of (2.3) into two cases according to \( p > 1 \) or \( p \in (0, 1) \).

(i) We first consider the case \( p \in (0, 1) \). Since \( a/t \leq (1-a)/(1-t) \) then

\[
(1 - t)^{-p}(1 - a)^p - t^{-p}a^p \geq \frac{(1-a)^{p-1}(t-a)}{t(1-t)^p} \geq p \frac{t - a}{t(1-t)^p}.
\]

The function \( t(1-t)^p \) attains its maximum at \( t = 1/(p+1) \) on \( [0, 1] \), hence

\[
(1 - t)^{-p}(1 - a)^p - t^{-p}a^p \geq \frac{(p+1)^{p+1}}{pp^{p-1}}(t - a) = 8c_p(t-a).
\]

Consequently, we have

\[
\psi_a'(t) \geq 0, \quad \forall t \geq a,
\]

and then \( \psi_a(t) \geq \psi_a(a) = 0 \) for any \( t \geq a \).

(ii) Let us consider the case \( p > 1 \). Since \( 1 - a \geq 1 - t > 0 \) then

\[
(1 - t)^{-p}(1 - a)^p - t^{-p}a^p \geq \frac{(t-a)}{t(1-t)} \int_0^1 ps^{p-1} ds = \frac{(t-a)}{t(1-t)} \geq 4(t-a),
\]

for any \( t \geq a \). Consequently, we have

\[
\psi_a'(t) \geq 0, \quad \forall t \geq a,
\]

and then \( \psi_a(t) \geq \psi_a(a) = 0 \) for any \( t \geq a \).
We conclude that (2.3) holds. The proof of Theorem 1.3 is complete.

An immediate consequence of Theorem 1.3 is an improvement of Jensen inequality for concave function $\phi(t) = \ln t$ as follows,

$$\ln \left( \int_{\Omega} f \, d\mu \right) - \int_{\Omega} \ln f \, d\mu \geq \frac{1}{8} \left( \int_{\Omega} \left| \frac{f}{\int_{\Omega} f \, d\mu} - 1 \right| \, d\mu \right)^2.$$ 

Indeed, This inequality follows by dividing both sides of (1.7) by $p$, and then letting $p$ tend to 0.

## 3 Proof of Theorem 1.1 and Theorem 1.2

We start this section by giving a proof of Theorem 1.1. The proof is an application of Theorem 1.3 to the integral representation (1.1) for the $L_p$-mixed volume. Let us go into details.

**Proof of Theorem 1.1:** By homogeneity, we can assume, without loss of generality, that $V(K) = V(L) = 1$. Under these assumptions, the $L_p$-mixed volume deficit $\delta_p(K, L)$ has form

$$\delta_p(K, L) = V_p(K, L) - 1 = \frac{1}{n} \int_{S_n-1} \left( \frac{h(L, u)}{h(K, u)} \right)^p h_K(u) dS(K, u) - 1.$$ 

By the integral representation (1.1), we have

$$\frac{1}{n} \int h(L, u)dS(K, u) = V_1(K, L).$$

The $L_1$-mixed volume inequality (1.2) implies $V_1(K, L) \geq 1$. Let us denote $\gamma = \frac{1}{V_1(K, L)} \leq 1$ for convenient. Theorem 1.3 leads to

$$\delta_p(K, L) \geq \frac{p-1}{2} V_1(K, L)^p \left( \frac{1}{n} \int_{S_n-1} \left| \frac{h(\gamma L, u)}{h(K, u)} - 1 \right| h(K, u) dS(K, u) \right)^2 + V_1(K, L)^p - 1$$

$$\geq \frac{p-1}{2} \left( \frac{1}{n} \int_{S_n-1} |h(\gamma L, u) - h(K, u)| dS(K, u) \right)^2 + p(V_1(K, L) - 1).$$

(3.1)

In particular, (3.1) yields

$$V_1(K, L) \leq 1 + \frac{\delta_p(K, L)}{p},$$

or equivalently, $\gamma \geq \frac{p}{p+\delta_p(K, L)}$. Denote by $K_1$ the convex hull of $K \cup \gamma L$ and $K_2 = K \cap \gamma L$. We then easily check that

$$h(K_1, \cdot) = \max\{h(K, \cdot), h(\gamma L, \cdot)\}, \quad h(K_2, \cdot) = \min\{h(K, \cdot), h(\gamma L, \cdot)\}.$$
From the integral representation (1.1), we have
\[
\frac{1}{n} \int_{S^{n-1}} |h(\gamma L, u) - h(K, u)| dS(K, u) = \frac{1}{2} \left( \frac{1}{n} \int_{S^{n-1}} h(K_1, u)dS(K, u) - \frac{1}{n} \int_{S^{n-1}} h(K_2, u)dS(K, u) \right) = \frac{V_1(K, K_1) - V(K, K_2)}{2} \geq \frac{V_1(K, K_1) - V(K)}{2},
\]
(3.2)
where the inequality comes from the fact \( V_1(K, K_2) \leq V_1(K, K) = V(K) \) since \( K_2 \subset K \).

The \( L_1 \)-mixed volume inequality implies
\[
V_1(K, K_1) - V(K) \geq V(K_1) - V(K) \geq V(K_1) - V(K) \geq \frac{V(K_1) - V(K)}{nV(K_1)^{\frac{n}{n-1}}},
\]
(3.3)
Combining (3.1), (3.2) and (3.3) shows that
\[
\delta_p(K, L) \geq \frac{p - 1}{8} (V(K_1))^{\frac{1}{n}} - 1)^2,
\]
or equivalently,
\[
V(K_1) \leq \left( 1 + 2 \sqrt{\frac{2\delta_p(K, L)}{p - 1}} \right)^n = \gamma_p(K, L)^n.
\]
(3.4)
Combining (3.3) and (3.4) leads to
\[
V_1(K, K_1) - V(K) \geq \frac{V(K_1) - V(K)}{n\gamma_p(K, L)^{n-1}}.
\]
(3.5)
Since \( K \cup (\gamma L \setminus K) = K \cup (\gamma L) \subset K_1 \), hence
\[
V(K_1) - V(K) \geq V(\gamma L \setminus K) = V(L \setminus K) - V((L \setminus \gamma L) \setminus K).
\]
(3.6)
Plugging (3.6), (3.5), (3.2) and the fact \( \gamma \leq 1 \) into (3.1), we obtain
\[
\delta_p(K, L) \geq \frac{p - 1}{2} \left( \frac{V(L \setminus K) - V((L \setminus \gamma L) \setminus K)}{n\gamma_p(K, L)^{n-1}} \right)^2 + p(1 - \gamma).
\]
Using the simple inequalities \( V(L \setminus K) \leq 1 \) and
\[
V((L \setminus \gamma L) \setminus K) \leq V(L \setminus \gamma L) = 1 - \gamma^n,
\]
we can readily prove that
\[
\delta_p(K, L) \geq \frac{p - 1}{2n^2 \gamma_p(K, L)^{2(n-1)}} V(L \setminus K)^2 - \frac{p - 1}{n\gamma_p(K, L)^{n-1}} (1 - \gamma^n) + p(1 - \gamma).
\]
Since \( \gamma_p(K, L) \geq 1 \) and \( 1 - \gamma^n \leq n(1 - \gamma) \), hence we have

\[
\delta_p(K, L) \geq \frac{p - 1}{2n^2 \gamma_p(K, L)^{2(n - 1)}} V(L \setminus K)^2 = \frac{p - 1}{8n^2 \gamma_p(K, L)^{2(n - 1)}} V(K \Delta L)^2. \quad (3.7)
\]

If \( n = 1 \), then (1.4) is a trivial consequence of (3.7). Let us consider the case \( n \geq 2 \). It is clear that \( \gamma_2(K \Delta L) \leq 2 \). If \( \delta_p(K, L) \geq \frac{p - 1}{32(n - 1)} \), then

\[
\delta_p(K, L) \geq \frac{p - 1}{128(n - 1)^2} V(K \Delta L)^2 \geq \frac{p - 1}{128n^2} V(K \Delta L)^2.
\]

If \( \delta_p(K, L) \leq \frac{p - 1}{32(n - 1)^2} \) then \( \gamma_p(K, L) \leq 1 + \frac{1}{2(n - 1)} \) by (3.4), hence (3.7) yields

\[
\delta_p(K, L) \geq \frac{p - 1}{8n^2 \left(1 + \frac{1}{2(n - 1)}\right)^{2(n - 1)}} V(K \Delta L)^2 \geq \frac{p - 1}{24n^2} V(K \Delta L)^2 \geq \frac{p - 1}{128n^2} V(K \Delta L)^2.
\]

Theorem 1.1 therefore is completely proved.

We next show how to derive Theorem 1.2 from Theorem 1.1. The idea goes back [12] where the authors obtain a stability estimate for Brunn-Minkowski inequality on convex bodies from the quantitative anisotropic isoperimetric inequality. We will need the following fact

\[
A(K, L) \leq A(K, M) + A(M, L), \quad \forall K, L, M \in \mathcal{K}_n^0. \quad (3.8)
\]

which is a simple consequence of the inclusion

\[
K \Delta L \subset (K \Delta M) \cup (M \Delta L).
\]

Proof of Theorem 1.2: Using the identity \( V_p(K, K) = V(K) \) for any convex body \( K \) and the linearity of \( V_p(K, L) \) in \( L \) with respect to the Minkowski-Firey \( L_p \)-combination, we have

\[
V(K +_p L) = V_p(K +_p L, K +_p L) = V_p(K +_p L, K) + V_p(K +_p L, L).
\]

Theorem 1.1 yields

\[
V_p(K +_p L, K) \geq V(K +_p L)^{1 - \frac{p}{n}} V(K)^{\frac{p}{n}} \left(1 + \frac{p - 1}{128n^2} A(K +_p L, K)^2\right),
\]

and

\[
V_p(K +_p L, L) \geq V(K +_p L)^{1 - \frac{p}{n}} V(L)^{\frac{p}{n}} \left(1 + \frac{p - 1}{128n^2} A(K +_p L, L)^2\right).
\]
Summing these two inequalities and then dividing both sides of the obtained inequality by $V(K)^\frac{p}{n} + V(L)^\frac{p}{n}$, we obtain

$$
\beta_p(K, L) \geq \frac{V(K)^\frac{p}{n}}{V(K)^\frac{p}{n} + V(L)^\frac{p}{n}} \frac{p - 1}{128n^2} A(K + p, L, K)^2 + \frac{V(L)^\frac{p}{n}}{V(K)^\frac{p}{n} + V(L)^\frac{p}{n}} \frac{p - 1}{128n^2} A(K + p, L, L)^2
\geq \frac{p - 1}{256n^2\sigma(K, L)^\frac{p}{n}} (A(K + p, L, K)^2 + A(K + p, L, L)^2)
\geq \frac{p - 1}{512n^2\sigma(K, L)^\frac{p}{n}} (A(K + p, L, K) + A(K + p, L, L))^2
\geq \frac{p - 1}{512n^2\sigma(K, L)^\frac{p}{n}} A(K, L)^2,
$$

where the last inequality comes from (3.8). This finishes the proof of Theorem 1.2.

We conclude this paper by proving the optimality of the order of $A(K, L)$ in (1.4) and (1.5). Take $K = B_2^n$ the Euclidean unit ball and $L = \varepsilon x_0 + K$ with $\varepsilon \in (0, 1)$ and $x_0 \in S^{n-1}$. Then, $h(K, u) = 1$ and $h(L, u) = 1 + \varepsilon \langle x_0, u \rangle$ for any $u \in S^{n-1}$. It is easy to verify that

$$
A(K, L)^2 \sim \varepsilon^2,
$$

and

$$
V_p(K, L) - V(K) = \frac{1}{n} \int_{S^{n-1}} (1 + \varepsilon \langle x_0, u \rangle)^p dS(K, u) - V(K) \sim \varepsilon^2,
$$

for $\varepsilon > 0$ small enough. Hence the order of $A(K, L)$ in (1.4) is sharp.

For inequality (1.5), we remark that the support function of $K + p L$ is given by

$$
h(K + p L, u) = (1 + (1 + \varepsilon \langle x_0, u \rangle)^p)^\frac{1}{p}, \quad u \in S^{n-1}.
$$

By Taylor’s expansion, there exist positive constants $C, c$ such that

$$
ct^2 \leq (1 + (1 + t)^p)^\frac{1}{p} - 2\frac{1}{p} - 2\frac{1}{p-1} t \leq C|t|,
$$

when $t \sim 0$. Consequently, for $\varepsilon > 0$ small enough, we have

$$
2\frac{1}{p} + 2\frac{1}{p-1} \varepsilon \langle x_0, u \rangle + c\varepsilon^2 |\langle x_0, u \rangle|^2 \leq h(K + p L, u) \leq 2\frac{1}{p} + 2\frac{1}{p-1} \varepsilon \langle x_0, u \rangle + C\varepsilon^2 |\langle x_0, u \rangle|.
$$

Denote $L_1 = \{ x : |\langle x, u \rangle| \leq |\langle x_0, u \rangle|^2, \forall u \in S^{n-1} \}$ and $L_2$ the segment $[ -x_0, x_0 ] \subset \mathbb{R}^n$, then

$$
2\frac{1}{p-1} \varepsilon x_0 + 2\frac{1}{p} B_2^n + c\varepsilon^2 L_1 \subset K + p L \subset 2\frac{1}{p-1} \varepsilon x_0 + 2\frac{1}{p} B_2^n + C\varepsilon^2 L_2.
$$

These inclusions yield the existence of $C_1, c_1 > 0$ such that

$$
c_1\varepsilon^2 \leq V(K + p L)^\frac{p}{n} - 2V(B_2^n)^\frac{p}{n} \leq C_1\varepsilon^2,
$$

for $\varepsilon > 0$ small enough. Hence the order of $A(K, L)$ in (1.5) is sharp.
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