Modeling of Water Distribution System Based on Ten-Minute Accuracy Remote Smart Demand Meters
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Abstract: In the process of water distribution system modeling, nodal demands have been deemed to be the most significant input parameters causing uncertainties. Conventionally, users of the same type are assigned the same demand pattern, which does not reflect the variability in demand patterns. In Hefei City, a lot of remote smart demand meters were installed in recent years, providing real-time water consumption data for different water user sites. In this study, the water consumption data based on 10 min accuracy were collected and used in the established EPANET model of the study area. A 48 h simulation, including workdays and weekends, was carried out, and each node’s base demand and demand pattern were accurately calculated according to the remote data. The results show that the accuracy of the model has met the modeling criteria (less than 2 m for all pressure monitoring points), and there is no need to calibrate the nodal demand. The established offline hydraulic model can better reflect the water consumption characteristics of each type of user and has revealed the significant influence of secondary water supply systems.
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1. Introduction

Hydraulic models of water distribution systems (WDSs) have been increasingly applied by water utilities and researchers for various purposes, such as planning and management of systems [1] and leakage detection and location [2–4]. The main factors affecting the accuracy of a WDS hydraulic model are divided into two categories: deterministic parameters and uncertain parameters [5]. The deterministic parameters are the basic data of the WDS (the elevation of nodes; the material, length and diameter of pipes), whereas the uncertainty parameters mainly include the nodal demands and pipe roughness coefficients [6]. The deterministic parameters can be modified accurately according to the measured data, but the uncertainty parameters are the most uncertain input variables in a simulation model because they are not directly measurable [7–9]. Therefore, how to determine the nodal demands and pipe roughness coefficients more accurately, so as to improve the modeling accuracy to the greatest extent, is an urgent problem to be solved.

In the past few decades, numerous methods have been developed for the calibration of pipe roughness coefficients, such as trial-and-error or empirical methods [10,11], explicit or hydraulic simulation methods [12,13] and implicit or optimization methods [14–18]. At present, robust algorithms have been developed for the automatic calibration of pipe roughness coefficients and compiled in commercial software, such as WaterGEMS [19]. However, for nodal demands, because of a lack of remote demand meters in the pipe network in the past [20], the traditional two-step method is used in most cases to build an offline hydraulic model, i.e., the base demand at each node is firstly calculated based on the population served, the consumption records or engineering experience [21,22]. Then,
to reduce the number of unknowns and make the problem solvable, nodes with the same type of users (residential, commercial, industrial) are grouped and assumed to have the same demand pattern in a day [23]. Although some researchers have proposed various calibration methods for the nodal demand to improve the accuracy of the offline hydraulic model, nodal demands are still deemed to be the most significant input parameters causing uncertainties [24].

In recent years, with the rapid development of the Internet of Things and 5G, a large number of smart demand meters have been used in WDSs in some cities worldwide [25]. Smart demand meters provide consumption data with high spatial and temporal resolution for all types of users [26] and enable a much better understanding of the users’ diurnal demand patterns [27]. Therefore, some scholars have explored establishing a real-time hydraulic WDS model. Machell et al. [28] established an online model using Aquis software and a SCADA system. Shafiee et al. [29] modified the core EPANET engine and combined the demand meter readings of all nodes with a WDS model to establish a dynamic real-time hydraulic model. However, compared to the offline model, the accuracy of a real-time model is affected by more factors, which will produce large errors [30]. In addition, the complex algorithms and high cost of building a real-time hydraulic model limit its applicability in cities, and many water utilities still prefer a high-accuracy offline hydraulic model.

In this study, a high-precision offline hydraulic modeling process based on 10 min accuracy remote smart demand meters is presented. The base demand and demand pattern of each node were accurately calculated. Uncertainties caused by nodal demands were effectively resolved. Comparisons between simulated results and measured results verified that the established model meets pressure criteria. Some new findings based on the model are presented and analyzed.

2. Methodology

2.1. Study Area

The modeling area of this study is Binhu District, Hefei City, Anhui Province, located in the middle of China. The geographical extent of the study area varies from 31.73° N, 117.24° E to 31.69° N, 117.33° E. The total modeling area is about 21.5 square kilometers. The ground elevation ranges from 9.76 m to 28.56 m. This area has a complete GIS of the WDS (see Figure 1a), which provides a basic database for the construction of the hydraulic model. Binhu District is supplied by a water plant located in the east of the area. The water plant is installed with a pressure logger and a flow meter. In addition, a large number of remote smart demand meters were installed in the area in 2018, and the time precision of measurements is 10 min, with 6 data points per hour. In Figure 1a, the green dots represent the meters for measuring the residential areas (99 m in total), and the red dots represent the meters for measuring non-resident users, including industrial users (64 m in total) and commercial users (110 m in total). In addition, three pressure loggers (with full scale of 0~1 MPa and accuracy of 1%, yellow stars in Figure 1a) were installed in the WDS to monitor the whole system, and real-time data from these three points were used for model calibration. In this study, one year of data were collected from November 2019 to November 2020.

EPANET 2.0 [31] was used for constructing the hydraulic model in this study. According to the information in the GIS, deterministic parameters of each node and each pipe were input in the model. The Hazen–William formula was chosen for calculating the frictional loss. For the initial values of the pipe roughness coefficients, the pipes with similar age, material, diameter and relative locations were assigned the same value [32,33] according to the experience value table in EPANET User’s Manual [31] (Table 1). As shown in Figure 1b, it includes a reservoir, a pump, 625 nodes and 753 pipes. Among them, 273 nodes are water consumption points, and the rest are pipeline connection points with no demands. The total length of all pipes is 118.0 km. Most pipes are made of ductile iron (91.92%), and a small part is steel (8.08%). Pipe diameters range from 200 mm to 1400 mm, and pipes with a diameter of 300 mm account for the largest proportion (73.01%). Three pressure monitoring
points are numbered as Node 217, Node 506 and Node 544. The pressure logger in the water plant is numbered as Node 619.
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Figure 1. Study area: (a) GIS map; (b) the established EPANET model.

Table 1. Initial values of the pipe roughness coefficient [30].

| Condition          | Node Number | Diameter (mm) |
|--------------------|-------------|---------------|
|                    |             | 200–300  | 300–600 | 600–1000 | >1000 |
| Ductile iron pipe  | New pipe    | 140       |         |          |       |
|                    | Five years  | 125       | 130     | 135      | 135   |
|                    | Ten years   | 115       | 120     | 130      | 130   |
|                    | Twenty years| 105       | 110     | 120      | 120   |
Table 1. Cont.

| Condition | Node Number          | Diameter (mm) |
|-----------|----------------------|---------------|
| Steel pipe| New pipe             | 120           |
|           | Five years           | 115           |
|           | Ten years            | 110           |
|           | Twenty years         | 105           |

2.2. Ten-Minute Accuracy Water Consumption Data for Different Types of Users

In order to better show the ten-minute accuracy water consumption data and water consumption characteristics of users, three nearby nodes within a district of the study area representing different types of users, a commercial user, a residential user and an industrial user, were selected for detailed analysis. Figure 2 shows the ten-minute accuracy water consumption curves for three types of users. Firstly, it can be seen that different types of users show very different diurnal patterns. Both the commercial and residential users have two peak times, whereas the industrial user has a relatively steady water consumption during the daytime (between 7:00 a.m. and 17:00 p.m.). Secondly, the morning peak time of the residential user happens at 7:00 a.m., while it is delayed three hours (at 10:00 a.m.) for the commercial user. To better compare the diurnal pattern of the three users, their water consumption data in one week are plotted separately in Figure 3. From Figure 3, it is firstly noticeable that the industrial user has very different diurnal patterns in one week. On workdays, from Monday to Friday, only one peak time happens, at 12:00 a.m., and the maximum flow is 35 m$^3$/h. However, on Saturday and Sunday, no obvious peak time exists, and the total water consumption on the weekend is obviously less than on a workday. Actually, differences in the daily water consumption between workdays and weekends also exist for the commercial and residential users. To better show this phenomenon, daily water consumption in one month (October 2020) is plotted in Figure 4 for the three types of users. In Figure 4, black curves show workdays’ consumption in the month, while yellow curves represent the weekends’ data. Two different water demand patterns for workdays and weekends can be clearly distinguished for all three users in the figure. Therefore, to improve the accuracy of the model, it is necessary to calculate the base demand and demand pattern for both workdays and weekends. Actually, these daily, weekly and monthly water consumption patterns are closely related to local working and living characteristics. In addition, it is also easy to understand that water consumption differs greatly in different months (complete monthly data are from December 2019 to October 2020), as shown in Figure 5. For the residential user, the minimum water consumption happens in February, and the maximum consumption happens in August. The ratio of the maximum value to the minimum value is 1.56. For the industrial user, the minimum water consumption happens in February, and the maximum consumption happens in December. The ratio of the maximum value to the minimum value is 2.19. However, for the commercial user, the total water consumption in August reaches as much as 15.94 times the value for February. Considering that the base demand of each user varies from month to month, to improve the accuracy of the model, the base demand and demand pattern of each node should be updated every month.

Based on the ten-minute accuracy data, the base demand and demand pattern of each node for every day, week and year can be calculated. However, from the above analysis, it is found that the daily water consumption pattern only differs greatly between workdays and weekends and among months. To reduce the data processing and modeling time, it is reasonable to calculate the monthly averaged base demand and demand pattern for workdays and weekends for each node and input the results into the EPANET hydraulic model of the study area. To achieve this, the calculation method of the monthly averaged base demand and demand pattern is explained in the next section.
time, it is reasonable to calculate the monthly averaged base demand and demand pattern for workdays and weekends for each node and input the results into the EPANET hydraulic model of the study area. To achieve this, the calculation method of the monthly averaged base demand and demand pattern is explained in the next section.

Figure 2. Ten-minute accuracy water consumption curves for three types of users.
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Figure 3. Cont.
Figure 3. Ten-minute accuracy of water consumption curves of three users in a week: (a) a commercial user; (b) a residential user; (c) an industrial user.

Figure 4. Water consumption curves in a month: (a) a commercial user; (b) a residential user; (c) an industrial user.
2.3. Calculation Method of Monthly Averaged Base Demand and Demand Pattern

According to the data of the remote smart demand meter corresponding to each node, the monthly averaged base demand and demand pattern at each node were calculated by the water consumption curve method. The basic steps are given below:

1. Hourly average water consumption in a month: according to the remote flow data of node $i$, the water consumption in each hour $t$ in the 24 h period in each day in a month was summed up and then divided by the total number of days in the month (workdays and weekends are calculated, respectively):

$$q_{i,t} = \frac{\sum_{j=1}^{N} D_{i,t}^j}{N}$$  \hspace{1cm} (1)

where $q_{i,t}$ is the hourly average water consumption (m$^3$/h) of node $i$ in $t$th hour of a day, $t = 1, 2, 3 \ldots 24$; $D_{i,t}^j$ is the water consumption (m$^3$/h) in $j$th day in $t$th hour of the node $i$; and $N$ represents total days in a month.

2. Base demand at each node: The hourly average water consumption at each hour was added up and then divided by 24:

$$q_i = \frac{\sum_{t=1}^{24} q_{i,t}}{24}$$  \hspace{1cm} (2)

where $q_i$ is the base demand of node $i$ (m$^3$/h).

3. Hourly variation coefficients: The ratio of hourly average water consumption in $t$th hour to the base demand is the hourly variation coefficient:

$$X_{i,t} = \frac{q_{i,t}}{q_i}$$  \hspace{1cm} (3)

where $X_{i,t}$ is the hourly variation coefficient of node $i$ in $t$th hour, and it is a fixed value in each hour.

4. Demand pattern input: Taking time as abscissa and $X_{i,t}$ as ordinate, then the demand pattern at node $i$ can be input. A 48 h simulation (a 24 h simulation for the workday and a 24 h simulation for the weekend) was proposed and conducted.
3. Results and Discussions
3.1. Comparison between Simulation and Measured Pressures

There are four pressure monitoring points in the WDS (Node 217, Node 506, Node 544 and Node 619, as shown in Figure 1b), and comparisons between simulated pressures and the actual pressures at these points are shown in Figure 6. It can be seen that the simulated results and the measured results show very good agreement, with the absolute errors (AEs) being less than 2 m for all nodes. Actually, in most instances, the AEs are within 1 m, with the largest value being 1.64 m (at Node 544 at 23:00). Node 506 obtains the best simulation results, with the AEs being less than 1 m for every hour (the largest value is 0.83 m happening at 23:00). Node 619 shows relatively worse results, with the AEs at 12 h being greater than 1 m. This is because Node 619 is located in the water plant, and its operating pressure is greater than the other three nodes. The model has already met the modeling criteria (±2 m for all monitoring points) specified by the Water Research Centre [34], so there is no need to calibrate the nodal demands. In order to further improve the accuracy of the model, only the pipe roughness coefficients need to be calibrated, which reduces the time and complexity of the calibration.
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Figure 6. Comparisons of actual pressures and simulated pressures at four points: (a) Node 217; (b) Node 506; (c) Node 544; (d) Node 619.

The Darwin calibrator in WaterGEMS software is selected to calibrate the pipe roughness coefficients, which uses a genetic algorithm (GA) as the optimization tool. The objective function is defined as the minimization of squared differences between actual and simulated values of pressure at monitoring points in WDS by adjusting the pipe roughness coefficients. It can be written as Equation (4):

\[
\text{min} F = \sum_{i=1}^{N_H} \sum_{t=1}^{T} |H_{i,t}^A - H_{i,t}^S|^2
\]  

where \( F \) is the objective function to be minimized; \( H_{i,t}^A \) and \( H_{i,t}^S \) are the actual and simulated pressure at node \( i \) in \( t \)th time period, respectively; \( N_H \) is the number of pressure loggers installed in the network; \( T \) is the simulation time periods of calibration. For the accuracy of the model, the pressure observations of 48 h (including a workday and a weekend day) are all used for the simultaneous calibration of pipe roughness coefficients.

To ensure the calibrated values are practically meaningful, it is necessary to ensure the values of pipe roughness coefficients are within the specified ranges, as shown in Equation (5):

\[
c_{\text{min}} \cdot c_{j,\text{initial}} \leq C \leq c_{\text{max}} \cdot c_{j,\text{initial}}
\]  

where \( c_{j,\text{initial}} \) is the initial value of roughness at pipe \( j \); \( c_{\text{min}} \) and \( c_{\text{max}} \) are the minimum and maximum adjustment coefficients of pipe roughness coefficients, respectively. In the paper, the adjustment coefficients are given as \( c_{\text{min}} = 0.85 \) and \( c_{\text{max}} = 1.15 \).

Before and after calibration, the number of time periods (48 in total) in each AE section is shown in Table 2. First of all, it can be seen that because Node 619 is the outlet node of the water plant, it will not be affected when the pipe roughness coefficients are changed. For the other three nodes, it can be clearly seen that after calibration, the AEs of all time periods are less than 1.5 m. There are only three time periods in which the AEs are greater than 1 m. After calibration, the maximum AEs of the three nodes (Node 217, Node 506 and Node 544) are 1.44 m, 0.85 m and 1.36 m, respectively. The accuracy of the model is further improved by the calibration of pipe roughness coefficients, which can better reflect the actual operation and hydraulic characteristics of the pipe network.
### Table 2. The number of time periods in each AEs section before and after calibration.

| Condition          | Node Number | The Range of AEs (m) | Maximum (mH2O) |
|--------------------|-------------|----------------------|----------------|
|                    |             | 0–0.5    | 0.5–1    | 1–1.5    | 1.5–2    | >2   |
| Before calibration | Node 217    | 25        | 16       | 6        | 1        | 0    | 1.53 |
|                    | Node 506    | 38        | 10       | 0        | 0        | 0    | 0.83 |
|                    | Node 544    | 35        | 12       | 0        | 1        | 0    | 1.64 |
|                    | Node 619    | 25        | 11       | 10       | 2        | 0    | 1.61 |
| After calibration  | Node 217    | 35        | 11       | 2        | 0        | 0    | 1.44 |
|                    | Node 506    | 34        | 14       | 0        | 0        | 0    | 0.85 |
|                    | Node 544    | 34        | 13       | 1        | 0        | 0    | 1.36 |
|                    | Node 619    | 25        | 11       | 9        | 3        | 0    | 1.61 |

#### 3.2. Advantages of the Established High-Accuracy Offline Hydraulic Model

Through the analysis in Section 3.1, it can be seen that the model established based on smart demand meters has high accuracy, and the calibration method is simple. It is believed that the more reasonable and more accurate nodal demand input parameters have significantly reduced model uncertainties. In the traditional two-step method for building the offline hydraulic model, users with the same type are usually grouped and assigned the same base demand and demand pattern. Although this has inevitably caused great errors in the model, it has been balanced by continually calibrating the pipes’ roughness coefficients. The established hydraulic model based on the ten-minute accuracy data from the smart meters allows us to conduct detailed error analysis on demand patterns of users of the same type. Figure 7 shows the 48 h demand pattern curves of the three types of users. For the two commercial users in Figure 7a, although the 48 h variation coefficient curves generally show similarity, the peak demand times have obvious differences both during the workday and on the weekend. This situation also applies to the two industrial users in Figure 7c. However, in Figure 7b, it is surprising to see totally different water demand patterns for the two residential users. The peak demand time for residential user A happens at 7:00 in the morning and at 21:00 in the night, which is consistent with normal residential users’ demand patterns. However, for residential user B, the peak time happens at 4:00 in the morning and at around 16:00 in the afternoon. Communication with the municipal manager revealed that a secondary water supply system is used at the location of residential user B. The second water supply tank takes and stores water from the network during off-peak periods, while it supplies water to the network to balance peak hours’ demands. This explains the nearly reversed demand pattern curves between the two users. Furthermore, it was later found that a lot of secondary water supply systems are in use in the network to better balance the water demand and pressure in the whole network [35]. Based on the established hydraulic model, the significant influences of secondary water supply systems on the demand patterns of residential users have been revealed, which has never been reported in previous studies.
Figure 7. Demand patterns of users of the same type: (a) two commercial users; (b) two residential users; (c) two industrial users.
4. Conclusions

In this paper, an applicable method for how to reduce uncertainties in a WDS model caused by the nodal demands was proposed. A high-accuracy offline hydraulic model of WDS in Binhu District of Hefei City in Anhui Province was established by using EPANET 2.0 based on data collected from 10 min accuracy remote smart demand meters. Firstly, the base demands and demand patterns of all nodes were accurately calculated, using monthly average data, by the water consumption curve method. Then, a total of 48 h of simulation were conducted, including workdays and the weekend. Compared to the measured pressures, the AEs at all pressure monitoring points were less than 2 m during simulation time, and there is no need to calibrate the nodal demand. The Darwin calibrator in WaterGEMS software was used to calibrate the pipe roughness coefficients and has further improved the model’s accuracy. Based on the model, the significant influences of secondary water supply systems on the network have been noticed and revealed for the first time. In addition, more pressure monitoring points are currently being installed in the network, and more data will be collected for comparison and calibration in the future.
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