A FPGA-based end-to-end acceleration framework for fast deployment of Convolutional Neural Networks
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Abstract. Nowadays, CNNs has delivered the state-of-the-art performance in the field of computer vision, image classification, etc. As CNNs going deeper, it becomes more difficult to implement CNNs applications based on general-purpose computing platforms. Recently, many FPGA-based CNNs accelerators have been proposed, these accelerators achieved high performance on specific CNNs models, however they are somewhat lack of reconfigurability to fit different applications. To deal with this problem, an end-to-end acceleration framework was proposed in this paper, which consists of a parameterized hardware accelerator and a fully automatic software framework. Parallel computation and pipeline optimization are deployed in the hardware design to achieve high performance. Simultaneously, runtime reconfigurability is implemented by using a global register list. By encapsulating the underlying driver, a three-layer software framework is provided for users to deploy their pre-trained models. A typical CNNs model used for handwritten digital recognition was selected to test and verify the accelerator. The experimental result shows that the accelerator can reach a recognition speed of 22.65FPS under the clock frequency of 100MHz, comparing with ARM Cortex-A9 working at 650MHz, it can achieve 25.9 times of acceleration effect, with only 1.59W power consumption.

1. Introduction

By reconstructing optic nerve's behavior, Convolutional Neural Networks(CNNs) have achieved great success in object detection\(^{1}\), image classification\(^{2}\)[3], video surveillance\(^{4}\), etc. As CNNs models going deeper\(^{5}\)[6], their computation-intensive and storage-intensive features become increasingly prominent, which makes it difficult to deploy CNNs applications on general-purpose computing platforms. Central Processing Unit(CPU) is designed for general-purpose computing and its sequential execution feature prevents it from implementing complex CNNs algorithms. Graphics Processing Unit(GPU) achieved good results in accelerating training and inference of CNNs\(^{3}\)[5][7]. However, the power consumption of GPU is too high. Field Programmable Gate Array(FPGA) seems to be a good choice for accelerating CNNs applications due to its excellent parallel computing ability, runtime reconfigurability, short development round and high power efficiency. Recently, a great deal of FPGA-based CNNs accelerators have been proposed\(^{8}\)[9][10][11].

CNNs acceleration mainly focuses on following aspects. Chen Zhang proposed a Roof-line model to fully explore the design space and finally achieved a balance between computation throughput and communication bandwidth\(^{12}\). By using a 11-bit fixed-point data format for MAC calculation and caching all weight parameters and intermediate results in on-chip buffers, Zhou Yongmei implemented a complete network of Lenet-5 on FPGA using Vivado HLS\(^{13}\). Y Huang proposed to
accelerate CNNs on FPGA using the Winograd algorithm, which reduces the number of multiplications but increases the number of additions[14]. The above solutions paid more attention to the improvement of computing performance or communication bandwidth, while neglects the runtime reconfigurability for different applications. In order to rapidly deploy CNNs applications on FPGAs, this paper proposes an end-to-end framework for CNNs acceleration which shows high computing performance and runtime reconfigurability. The main contributions of our work are as follows.

(1) A hardware accelerator for CNNs inference was proposed, which is parameterized and highly reconfigurable. Parallel computation and pipeline optimization have been deployed to achieve high performance. Simultaneously, runtime reconfigurability is implemented to fit varies applications.

(2) An automatic software framework was designed to rapidly mapping the pre-trained CNNs models into FPGA hardware accelerator.

(3) A model for handwritten digit recognition was selected to validate the framework on Pynq-Z1, which achieved a recognition speed of 22.65FPS on MNIST dataset, the average power is only 1.59W.

2. Background
As shown in figure 1, a typical CNNs model consists of three types of layers, including convolutional layers, pooling layers, and full-connected layers. All layers are connected to each other to form a whole neuron network. Figure 2(a) shows the structure of convolutional layer. Convolution layers are usually used for feature extraction by performing 3-dimensional multiply and accumulate operations between the convolution kernel and the input feature maps. Pooling layers are usually located behind convolutional layers to perform down-sampling of the extracted features, which improves the tolerance of CNNs to the distortion of input images. As shown in figure 2(b), the pooling layers first divides the input feature map into multiple non overlapping rectangular regions, then maximum or an average operation is performed on the pixels in each sub-region. Pooling layer is used to effectively reduces the size of a CNNs model. Full connected layers using a 2-dimensional matrix multiplication to perform full connect mapping from $D_i$ input neurons to $D_o$ output neurons.

![Figure 1. Structure of CNNs.](image)

(a) Convolutional layer structure  (b) Pooling layer structure

![Figure 2. Structure of different layers.](image)

3. Design methods
3.1. Implementation overview
Figure 3 shows an overview of the end to end acceleration framework in this paper. The system can be divided into two parts: Programmable Logic(PL) and Processing System(PS). The PL side consists of a parameterized hardware accelerator designed with HLS and a Direct Memory Access(DMA) controller responsible for transferring data between external memory and on chip buffers. The hardware accelerator consists of Convolutional Engine, Pooling Engine, Full Connect Engine and Control Logic, it is named as Compute Engine. The PS side is mainly composed of an ARM cortex-A9, running an Ubuntu operating system. A shared SDRAM is used to data communication between
PS and PL. Besides, a three-layer software framework is designed to interact with the underlying hardware logic and also provide a convenient user interface for fast deployment of CNNs applications.

3.2. Compute engine
The computation process of convolutional layers has been described in section 2, there are four types of parallel computing that can be utilized to accelerate the operation, which are parallelism of MAC operations inside the filter, parallelism across all input channels, parallelism inside the output feature map and parallelism across all output channels. In order to reduce the size of on-chip memory, we choose to unroll the loops between the input channel dimension and output channel dimension in the computation process. Figure 4(a) shows the structure of the convolution acceleration module.

![Figure 4. Acceleration module of different layers.](image)

Convolution Engine consists of four parts: Multiply Add Accumulator(MAC) array, Arithmetic Logic Unit(ALU) array, activation array and output ping-pong, which are fully pipe-lined between each other. The MAC array comprises 8 MAC units, each MAC is composed of 10 multipliers and 10 adders. By performing full parallelism of each MAC unit, MAC array can perform up to 80 MAC operations per clock cycle. ALU array contains 8 accumulators, which is responsible for accumulating the output of MAC unit. The iteration number of the accumulating units is generated by Control Logic and depends on the filter size K together with the number of input channels D. If \( D \leq 10 \), all the input channels can be fully expanded on a MAC unit, so the iteration number should be \( K \times K \). If \( D > 10 \) and \( D/10 = P \) is an integer, MAC operations of all input channels should be calculated in batches, then the iteration number should be \( K \times K \times P \). If \( D \leq 10 \) and \( D/10 = P \) is not an integer, then the iteration number should be \( K \times K \times \lceil P \rceil \), where \( \lceil P \rceil \) represents the smallest integer not less than \( P \). Activation array is a hardware implementation of the RELU function. It consists of 8 RELU activation units, each of which is simply implemented by a comparator. As some convolutional layers do not use an activation function, the activation unit may be skipped under the influence of Control Logic in that case.

Pooling Engine has the same computational structure as the convolutional engine, we choose to unroll the loop between the input channel dimension to accelerate the pooling computation. As a result, the structure of the pooling engine is similarly to convolutional engine, which is shown in figure 4(b).

The computation of full-connected layers includes two kinds of parallelism, which are parallelism of input neurons and output neurons. The computation of full-connected layers involves a large number of MAC operations. The loop between the input and output dimension is unrolled to accelerate
the computation. The structure of Full Connect Engine is the same as that of Convolution Engine. The difference is that the number of iterations for accumulating unit depends only on the number of input neurons $D$. If $D \leq 10$, all the input neurons can be fully expanded on the 10 MAC units, so the iteration number equals to 1. If $D > 10$ and $D/10 = P$ is an integer, MAC operations across all input neurons should be calculated in batches, and the iteration number should be $P$. If $D > 10$ and $D/10 = P$ is not an integer, the iteration number should be $\lceil P \rceil$, where $\lceil P \rceil$ represents the smallest integer not less than $P$.

### 3.3. On-chip memory system

Parameters and pixels need to be acquired by the accelerator at the same time when it is running at full speed. According to the system structure of the accelerator, the accelerator has only one input data port, which allows a maximum bandwidth of one word per cycle. It is hard to meet the data requirements of the acceleration modules by purely using external memory interface to feed the compute engine with data. To solve this problem, an on-chip memory system is designed to transfer all the parameters and pixels into the accelerator through AXI4 stream bus in burst mode, which shows in figure 5.

![Figure 5. On-chip memory system.](image)

### 3.4. Runtime reconfigurability

Some configuration parameters must be transferred into a global register list to realize runtime reconfigurability. Transmission of parameters usually has two options: dedicated control bus or data advanced-agreed format via data bus. In this paper, the latter method is selected because no additional hardware resources are required and it’s easier to control. The data format of the input stream is shown as figure 6. The accelerator buffers the first 16 words in burst mode. The first word is regarded as an engine-select parameter, which indicates the type of the current computation. Then corresponding acceleration engine will be started by the control logic. Then the started acceleration engine continues to decode the rest parameters and generate control signals for the whole accelerator.

![Figure 6. Format of input data stream.](image)

### 3.5. Software framework

For fast deployment of CNN models on our accelerating platform, a 3-layer software framework is designed based on PYNQ open source framework. The CNNs mapping flow based on our framework is shown in figure 7. Driver layer is used to manage the hardware accelerator and programme bitstream file into FPGA. API layer provides a friendly interface by encapsulating the classes of the driver layer, users can call API to quickly deploy a CNN model into FPGA. The application layer contains a parser for extracting the structure parameters and weight parameters of the given Caffe model, and a model constructor which call the API to build a FPGA-based CNN model automatically.

![Figure 7. Software framework and mapping flow.](image)
4. Experiment and results

In reality, the structure and scale of CNN models vary according to different application scenarios. The benchmark CNNs model we choose to evaluate our design is a typical model for MNIST handwritten digit recognition. Figure 8 shows the structure of the network, the network is input with a 28x28 grayscale image and contains two convolutional layers, two pooling layers and two full connect layers. The output of two pooling layer is activated by RELU function. A Caffe model is pre-trained on host using MNIST handwritten digital data set to validate the FPGA-based end-to-end acceleration framework above. The accelerator is finally validated on Pynq-Z1 evaluation board. This board features a Xilinx XC7Z020-clg400 chip that integrates an ARM cortex-A9 dual-core CPU working at a clock frequency of 650MHz with an Artix-7 FPGA working at 100MHz. An ubuntu operating system is running on the ARM CPU which can be accessed via the ethernet interface.

![Figure 8. Configuration a typical CNN model.](image)

Table 1 shows the resource utilization. Since our design fully explores the parallelism of CNNs and 32-bit float point data format is used for calculation, 195 DSP48Es are used. And up to 156 BRAMs are used due to the ARRAY_PARTION optimization applied to the on-chip memory system. However, it can be seen from table 1 that the on-chip resources of the FPGA are not fully utilized, that provides further space of acceleration for future works. According to the power analysis reported by Vivado IDE, the average power consumption of the accelerator is 1.59W, in which the ARM CPU occupies 88% of the total dynamic power consumption due to its higher working frequency. And the dynamic power consumption of FPGA side is only 0.179W, which is relatively low.

| Resource          | BRAM 18K | DSP48E | FF   | LUT   |
|-------------------|----------|--------|------|-------|
| Total             | 156      | 195    | 40945| 31201 |
| Available         | 280      | 220    | 106400| 53200 |
| Utilization(%)    | 56       | 89     | 38   | 59    |

To evaluate the performance of the accelerator, we compared our work with reference[15] and pure software implementation based on ARM CPU. Table 2 shows the comparison results of different works. For the same MNIST handwritten digit recognition task, our accelerator achieves 25.9x speed up compared to ARM CPU, and 1.15x speed up compared to the design in reference [15]. Our work suffers an accuracy loss of 0.54% compared to reference[15], mainly because the model structure used for testing is slightly different with ours. Due to the use of 32-bit float point data for calculation in our design, the accelerator achieves the same accuracy with ARM CPU-based implementation.

| Comparison      | CPU          | [15]'s Work | Our Work |
|-----------------|--------------|-------------|----------|
| Platform        | ARM Cortex-A9| XC7Z020     | XC7Z020  |
| Data Type       | float32      | float10     | float32  |
| Performance     | 0.82         | 19.7        | 22.65    |
| Recognition     | 98.08%       | 98.62%      | 98.08%   |

5. Conclusion

In this paper, a FPGA-based end-to-end CNN acceleration framework is proposed for fast deploying CNN models. By fully exploring the parallelism of CNNs' layers, parallel computation and pipeline optimization were used to achieve high performance. Global register list is designed to realize runtime reconfigurability. A framework based on PYNQ was designed to extract pre-trained CNNs models.
into FPGA to realize different applications. Bseides, MNIST handwritten digital recognition was selected to validate our work. Experimental result shows that our accelerator can reach a recognition speed of 22.65FPS under the clock frequency of 100MHz, 25.9 times faster compared with ARM cortex-A9 CPU working at 650MHz, and the average power is only 1.59W.

In summary, our acceleration framework is runtime reconfigurability, high performance and low power, which can be used to quickly deploy lightweight CNNs applications in embedded systems. In the future, a FPGA evaluation board with more dsp48es can be used, so as to make more effective use of other resources inside of FPGA, which is believed to obtain better performance.
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