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Abstract

Neural networks are getting better accuracy with higher energy and computational cost. After quantization, the cost can be greatly saved, and the quantized models are more hardware friendly with acceptable accuracy loss. On the other hand, recent research has found that neural networks are vulnerable to adversarial attacks, and the robustness of a neural network model can only be improved with defense methods, such as adversarial training. In this work, we find that adversarially-trained neural networks are more vulnerable to quantization loss than plain models. To minimize both the adversarial and the quantization losses simultaneously and to make the quantized model robust, we propose a layer-wise adversarial-aware quantization method, using the Lipschitz constant to choose the best quantization parameter settings for a neural network. We theoretically derive the losses and prove the consistency of our metric selection. The experiment results show that our method can effectively and efficiently improve the robustness of quantized adversarially-trained neural networks.

1 Introduction

Neural networks have achieved rapid development with a variety of applications \([17]\). With more complex structures, neural network models demonstrate near or even beyond human-level accuracy in classification problems \([9]\). Neural networks have not only become the main trend in image recognition, object detection, speech recognition, and natural language processing tasks, but also have been widely adopted by the security industry \([36]\), including use in surveillance, authentication, facial recognition, and crowd behavior analysis.

With the assistance of rapid development of hardware platforms, neural network architecture has evolved dramatically, handling more complicated datasets and achieving better performance. From initially shallow structures like LeNet \([16]\) and AlexNet \([14]\), to deeper and wider designs such as GoogLeNet (a.k.a Inception) \([35]\), VGG \([30]\) and ResNet \([11]\), the parameters of neural network models have grown exponentially from 60 thousand to over 100 million, and the total multiply-accumulate operations (MACs) has increased from 341 thousand to 15 billion. Such explosions in model sizes and MACs require large computation resources and memory storage and result in high power consumption. This makes...
the deployment of neural networks very challenging, especially on low-power mobile devices, such as autonomous vehicle systems [23] and real-time robot navigation systems [29]. In order to fit neural networks into such resource-constrained hardware platforms, model compression methods such as quantization [13], sparsification [20, 38], and pruning [10] have been extensively studied to save memory and computation costs and improve execution speed while maintaining performance. For example, high cost high performance neural networks such as DNNs have been optimized using quantization techniques that both improve accuracy and cost efficiency [3]. These techniques are highly valuable, as they can then be applied to high level processing that is used in a variety of real world applications.

In addition to execution efficiency, the deep learning research community pays close attention to security and privacy problems, particularly. Recent research shows that neural network models are vulnerable to certain attacks, especially the so-called adversarial attacks [34]. Adversarial attacks can easily fool models and lead to misclassifications by elaborately generating imperceptible perturbations added to inputs (a.k.a. adversarial examples). As the research on machine learning and neural networks goes deeper, different types of adversarial attacks are proposed. However, most defenses are effective at mitigating only one specific attack, rendering them ineffective as more attacks are created. For example, Athalye et al. claim that the attacks based on the obfuscated gradients they proposed could circumvent 7 out of 9 noncertified white-box-secure defenses that were accepted by the ICLR 2018 [1]. To better address the universality issue and to fully analyze adversarial attacks, some researchers focus on model robustness rather than solely relying on accuracy of certain attacks. Many researchers adversarially train neural networks to increase their models’ robustness [1]. However, the use of this defense mechanism also increases the loss when quantizing such adversarially trained networks. Therefore, a need exists for a quantization method that does not compromise the accuracy of adversarially trained neural networks.

In this work, we aim to improve the robustness of weight-quantized neural networks. Compared to existing works on defending adversarial attacks and improving neural network robustness, our major contributions include: (1) We find that with careful quantization setting selection, the robustness of quantized adversarially-trained models can be recovered back to the same level as their full-precision counterparts. (2) We propose a layer-wise adversarial-aware quantization method to minimize the robustness loss introduced by adversarial attacks and quantization. (3) We theoretically prove the effectiveness of the layer-wise adversarial-aware quantization method and derive the metrics for error sensitivity. (4) Experimental results show that the robustness of quantized adversarially-trained models can be restored by using the layer-wise adversarial-aware quantization method.

2 Background

2.1 Adversarial Attacks and Robustness

Adversarial attacks generate adversarial examples to fool models. An adversarial example \( \tilde{X} \) is generated by injecting adversarial perturbation \( \varepsilon \) (a.k.a. adversarial strength) to a clean sample \( X \): \( \tilde{X} = X + \varepsilon \). Usually, adversarial perturbations are so tiny that they are even imperceptible to human eyes. However, carefully designed adversarial perturbations can cause a neural network to misclassify adversarial examples with high confidence levels [3]. There are multiple methods to generate \( \varepsilon \), such as FGSM [8], CW [8], and PGD [22].

According to the attackers’ knowledge, adversarial attacks can be classified as black-
box, gray-box, or white-box attacks. The attackers in black-box settings can access only the inputs and outputs of the target model and they do not know the target model’s structure and parameters. In gray-box attacks, the attackers only know the target model’s structure, while in white-box attacks they have a full access to the target model. A given model usually has worse performance against white-box attacks than gray- and black-box attacks (with the same attack strengths), as the attacker has more knowledge about the model in white-box scenarios [26]. Other key adversarial definitions include targeted/non-targeted attacks, iterative/non-iterative attacks [30]. In this paper, we mainly focus on non-targeted attacks and we will give equal consideration to gray- and white-box, iterative and non-iterative attacks.

Robustness indicates how well models can tolerate different types of perturbations and retain proper function. Before adversarial attacks were discovered, robustness was discussed mainly in random noise scenarios [37]. Adversarial perturbations $\epsilon$ can be regarded as the worst-case noise which result in large classification errors with minimum effort. In this work, we consider the overall test accuracy of multiple types of adversarial examples as a robustness indicator: If a model can achieve an overall high accuracy against multiple types of attacks [1], the model is robust. So far, adversarial training is taken as the most effective and efficient way to mitigate the damage of adversarial attacks and to improve model robustness. This training method includes adversarial examples in the training set to enhance the models’ resilience to adversarial attacks. The main idea of adversarial training is similar to data augmentation: to facilitate training by providing more information on data distribution. The effectiveness of adversarial training has been demonstrated and explained by [8]. Some other popular methods that have been studied to improve the robustness of neural networks are gradient masking [27] and defensive distillation [31].

2.2 Quantization

The recent performance enhancement of neural networks mainly benefits from more parameters and operations. Such costs are not tolerable for limited-power or real-time applications. Neural network quantization [6] helps save computation and memory costs and therefore improves power efficiency. Quantization has also been shown to improve accuracy in some cases, and in almost all cases retains the accuracy of the original network. Moreover, quantization enables the deployment of neural networks on limited-precision hardware. Many hardware systems have physical constraints and do not allow full-precision models to directly map to them. For example, GPUs support half precision floating point arithmetic (FP16); ReRAM (a.k.a memristor) [33] only allows limited precision because of process variations [33, 12]. Quantization levels can be linear or logarithmic [24], and quantization can be applied to weight parameters as well as activations. It has been observed that activations are more sensitive to quantization than weights [31]. Some works quantize activations to a higher precision than weights, some only quantize weights and keep activation at full-precision, and only a few studies explore both [39]. We consider the weight-quantization only as we agree that quantization does more harm to activations than to weights.

Recent works related with robustness and quantization mainly focus on two different directions: using quantization as a defense method or improving adversarial robustness in quantization scenarios. For defending adversarial attacks using quantization, one recent work [7] shows that quantization can defend adversarial attacks through gradient masking, though the effectiveness is limited. In another work [28], the authors use quantized activation functions to defend adversarial attacks. For improving adversarial robustness in quantized neural networks, in one of the related works called QUANOS [25], the authors perform
layer-specific hybrid quantization on a neural network while optimally trading off between energy-accuracy-and-robustness. To be specific, the authors use a metric called Adversarial Noise Sensitivity (ANS) to measure each layer’s sensitivity to adversarial noise, and then quantize each layer in proportion to its ANS value. However, the authors only use white-box FGSM attack to calculate the ANS metric, and use white-box FGSM and PGD attacks to verify the robustness of QUANOS, which are not enough. What is more, the authors fail to consider the quantization loss of QUANOS. Therefore there exists a need for a method of determining optimal quantization parameters that is effective against both white-box and gray-box attacks, and minimizes both quantization and adversarial losses.

3 Motivation

3.1 Adversarial and Quantization Losses

For a single fully-connected layer, suppose $W$ is the weight matrix, $W + \Delta W$ is the weight after quantization, $x$ is the original input, and $x + \Delta x$ is the adversarial input. The difference in the output of this layer ($\delta$) can be represented as follow:

$$\delta = (W + \Delta W) \cdot (x + \Delta x) - Wx = W\Delta x + \Delta Wx + \Delta W\Delta x. \quad (1)$$

The first term on the right hand side of Eq. (1) is the adversarial loss introduced by adversarial examples, the second term is the quantization loss introduced by weight quantization, and the third term is the loss introduced by adversarial examples and quantization together. Since the third term is much smaller than the first two, we can omit it for simplicity.

The adversarial loss can be easily measured by the accuracy drop of a model under adversarial attacks. For quantization loss, the accuracy drop could reflect the change in weights, but not directly. The difference in outputs between a full-precision model and its quantized counterpart reflect the effect of quantization, but it also depends on the input. Thus, an input-independent criterion is essentially necessary to evaluate the quantization process.

3.2 The Error Amplification Effect and the Lipschitz Constant

The error amplification effect was initially introduced in Liao et al. [18]. It indicates the situation that small residual perturbation is amplified to a large magnitude in top layers of a model and finally leads to a wrong prediction. This effect mainly focuses on the input-level perturbation, especially adversarial perturbations. In this work, we focus more on the weight-level error. Similar to its original definition, the quantization error amplification effect means that each layer will inject a quantization loss. The error introduced by quantization can be amplified layer by layer and eventually results in misclassification in the output.

To measure the influence of quantization loss, we propose to use the Lipschitz constant as a quantization error amplification indicator. Based on Cisse et al. [4], the Lipschitz constant of the weight loss ($\Delta W$) introduced by quantization can be defined as:

$$\|\Delta W\|_p = \sup_{z: \|z\|_p = 1} \|\Delta Wz\|_p, \quad (2)$$

where, $z$ is an arbitrary normalized input. Eq. (2) shows that the quantization loss can be upper-bounded by the Lipschitz constant of $\Delta W$. A Lipschitz constant greater than 1 indicates that the weight undergoes a large quantization loss; a Lipschitz constant less than
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Figure 1: Clean Accuracy vs. Quantization Levels. Orig.: a vanilla model, Adv.: an adversarially-trained model, F.L.: a model trained with feedback learning [32].

1 means the weight has a small loss after quantization. \( \| \Delta W \|_2 \) when \( p = 2 \) is called the spectral norm of \( \Delta W \), which is the maximum singular value of \( \Delta W \). \( \| \Delta W \|_\infty \) when \( p = +\infty \) is the maximum 1-norm of the rows of \( \Delta W \). The Lipschitz constant additionally provides an input-independent criterion that will allow us to evaluate quantization loss and determine the effectiveness of our quantization process, given that it is based on weights rather than inputs.

All the layers aforementioned are fully-connected layers, which perform basic matrix-vector or matrix-matrix multiplications. For more complicated layer structures, such as convolutional layers, Cisse et al. [4] has already given detailed explanations on how to represent convolution operations as basic matrix multiplications and we have verified the correctness of their derivations.

3.3 Adversarial Training and Quantization

As discovered in Lin et al. [19], quantized models are more vulnerable to adversarial attacks than their original full-precision models. We reproduced their experiments and obtained similar results. Furthermore, we find that adversarially-trained models experience greater loss from quantization than other models. As shown in Figure 1 (refer to Section 6 for the setup details), the accuracy gap between full-precision adversarially-trained models and quantized counterparts is larger than other models. Here, Orig. is a vanilla model with standard training methods, Adv. is adversarially-trained by Madry et al. [22], F.L. is retrained from the original model using feedback learning, as proposed in Song et al. [32]. Although methods like feedback learning can minimize the quantization loss, the most effective and efficient way to improve adversarial robustness is still adversarial training. So quantizing adversarially-trained models with careful parameter selection is necessary to minimize both adversarial and quantization loss.

Figure 1 shows that as the weight quantization level decreases, the accuracy of adversarially-trained models drops more quickly than that of other models. For both MNIST and CIFAR-10 datasets, the F.L. model has the best resistance to the weight quantization. The adversarial model is vulnerable to quantization loss, which has an even lower accuracy than the original model, especially when the precision level is low. For the MNIST dataset, the accuracy gap between the adversarial model and the other two models enlarges as the quantization level drops, which indicates again that adversarial training is highly vulnerable to quantization loss. In contrast, for the CIFAR-10 dataset, all three models depreciate at 1-bit and 2-bit quantization. The different performance of two datasets implies that complicated datasets and models need higher precision than simpler datasets and models.

The robustness evaluation results on MNIST and CIFAR-10 datasets are given in Table 1 and Table 2, respectively. Here in both tables, “Q” means uniformly using 3-bit quantization.
for all layers, “LQ” means using a layer-wise quantization which gives selected layers additional quantization bits. We find that with careful quantization selection, the robustness of quantized adversarially-trained model can be greatly regained.

4 Theoretical Derivation and Proof

4.1 Adversarial and Quantization Loss Derivation

Recall the loss derivation in Eq. (1): the total loss is the sum of adversarial loss, quantization loss, and $\Delta W \Delta x$. Here we will further derive the loss in consideration of activation functions to validate the metrics we will use for our layer-wise quantization optimization.

Let us assume that for a neural network which has a total of $L$ layers, the input vector and the input perturbation introduced by the adversarial noise of layer $l$ are $x^l$ and $\Delta x^l$, respectively (both are column vectors with $n$ elements). The full-precision weight matrix and the quantized weight matrix of layer $l$ are $W^l$ and $W^l + \Delta W^l$, respectively (both are $m \times n$ matrices). Here $\Delta W^l$ is the error introduced by quantization in layer $l$. Then the output of layer $l$ is:

$$x^{l+1}_{a,q} = a^l[(W^l + \Delta W^l)(x^l + \Delta x^l)], \quad (3)$$

where $a^l(\cdot)$ is the element-wise activation function of layer $l$: The $i$-th element of $x^{l+1}_{a,q}$ is $a^l[\sum_{j=1}^n (W^l_{ij} + \Delta W^l_{ij})(x^l_j + \Delta x^l_j)]$. The loss introduced by adversarial and quantization loss in the output of layer $l$ is:

$$\Delta x^{l+1}_{a,q} = x^{l+1}_{a,q} - x^{l+1} = a^l[(W^l + \Delta W^l)(x^l + \Delta x^l)] - a^l(W^l x^l). \quad (4)$$

The $i$-th element of $\Delta x^{l+1}_{a,q}$ is $a^l[\sum_{j=1}^n (W^l_{ij} + \Delta W^l_{ij})(x^l_j + \Delta x^l_j)] - a^l(\sum_{j=1}^n W^l_{ij} x^l_j)$. To get rid of the activation function, let us consider the overall error before activation:

$$(W^l + \Delta W^l)(x^l + \Delta x^l) - W^l x^l = W^l \Delta x^l + \Delta W^l x^l + \Delta W^l \Delta x^l. \quad (5)$$

Its $i$-th element can be written as $\sum_{j=1}^n (W^l_{ij} + \Delta W^l_{ij})(x^l_j + \Delta x^l_j)$. Commonly-used activation functions, such as ReLU, sigmoid, tanh, etc., are monotonically non-decreasing functions. Thus, the outputs of activation functions are proportional to their input values:

$$a^l[\sum_{j=1}^n (W^l_{ij} + \Delta W^l_{ij})(x^l_j + \Delta x^l_j)] - a^l(\sum_{j=1}^n W^l_{ij} x^l_j) \propto \sum_{j=1}^n (W^l_{ij} \Delta x^l_j + \Delta W^l_{ij} x^l_j + \Delta W^l_{ij} \Delta x^l_j). \quad (6)$$
To derive the bound of the aforementioned errors, we introduce the matrix norm as a metric:

$$\Delta x_{a,q}^{l+1} \propto W^l \Delta x^l + \Delta W^l x^l + \Delta W^l \Delta x^l.$$

(7)

Here, we define the adversarial loss $\Delta x_{a,q}^{l+1} = W^l \Delta x^l$, the quantization loss $\Delta q_{q}^{l+1} = \Delta W^l x^l$, and the mutual loss is $\Delta W^l \Delta x^l$. For the adversarial loss $\Delta x_{a,q}^{l+1}$, if we treat $\Delta x^l$ as the input error and $\Delta x_{a,q}^{l+1}$ as the output error, $W^l$ will be the amplification factor that enlarges the error. An effective and efficient way to measure the adversarial loss amplification effect is the Lipschitz constant of $W^l$. For the quantization loss $\Delta q_{q}^{l+1}$, we cannot guarantee the input $x^l$ is bounded, but if we consider it as a constant value matrix or vector, then bounding the quantization loss is equivalent to bounding $\Delta W^l$. For the mutual loss, we will use the induced $p$-norm to bound the error. As all induced norms are consistent, with $||\Delta x^l||_p \leq \epsilon^l$ (when $l = 1$, $\epsilon^1$ is the adversarial strength of an adversarial example):

$$\left|\left|\Delta W^l \Delta x^l\right|\right|_p \leq \left|\left|\Delta W^l\right|\right|_p \left|\left|\Delta x^l\right|\right|_p \leq \left|\left|\Delta W^l\right|\right|_p \epsilon^l.$$

(8)

As we have already bounded $\Delta W^l$ for the quantization loss, $\epsilon^l$ is also bounded as $\epsilon^l$ has negligible strength compared to $||x^1||_p$. Thus, minimizing the mutual loss has the same goal as minimizing the quantization loss with lower significance. For simplicity, we will only consider the quantization and the adversarial losses in the following discussion and experiment.

### 4.2 The Lipschitz Constant and Matrix Norm

To derive the bound of the aforementioned errors, we introduce the matrix norm as a metric:

$$\|A\|_p = \sup_{x: \|x\|_p = 1} \|Ax\|_p = \sup_{x \neq 0} \frac{\|Ax\|_p}{\|x\|_p}.$$

(9)

Please note that Eq. (9) has the same form as Eq. (2), which means the matrix norm of any matrix $A$ is also the Lipschitz constant of $A$. We use the Lipschitz constant (the matrix norm) as a metric for quantization optimization based on the following two reasons: (1) According to the definition, the Lipschitz constant is the upper bound of the matrix-vector multiplication. This can be used to upper-bound the errors and give us theoretical guarantee of our method’s effectiveness. (2) Compared to testing all types of adversarial examples to fully evaluate models’ robustness, using the Lipschitz constant consumes less computation and time and is also input-independent. Faster evaluation could let us find the optimal quantization parameters with affordable overhead.

If we change the quantization bitwidth or switch the quantization method in layer $l$, different quantization settings will result in different $\Delta W^l$. Let us assume the two quantization settings are $q_1$ and $q_2$, respectively. Then the quantization error difference between $q_1$ and $q_2$ in the output of layer $l$ is: $(\Delta W_{q_1}^l - \Delta W_{q_2}^l)x^l$. We may further define $L_1 = \|\Delta W_{q_1}^l\|_p$, $L_2 = \|\Delta W_{q_2}^l\|_p$, $\Delta L = \|\Delta W_{q_1}^l - \Delta W_{q_2}^l\|_p$. According to the triangle inequality:

$$\Delta L \geq |L_1 - L_2|.$$

(10)

Eq. (10) indicates that instead of computing $\Delta L$, we can use the difference between the Lipschitz constants of the quantization weight errors to estimate the quantization error tolerance difference when we change any quantization parameters.
Algorithm 1: The Layer-wise Adversarial-aware Quantization Algorithm.

1. Adversarial Training: model.adv_train(samples,labels)

2. Metrics Evaluation: // L: The model’s total layer number.
for i in L do
  \( q[0][i] = q[1][i] = 1; \) // 0: Linear quant., 1: Log quant.
  Method = [“linear”, “log”]; \( W[i] = model.layer(i); \)
  for j in 2 do
    \( W_q[i] = quant(W[i], quant_method = Method[j], quant_bit = q[j][i]) \)
    while \( Norm(W_q[i]) > threshold_{q,i} || Norm(W[i] - W_q[i]) > threshold_{\Delta,q} \) do
      \( q[j][i] = +1; W_q[i] = quant(W[i], quant_method = Method[j], quant_bit = q[j][i]); \)
    \( W_q[i] = W_q[i]; \) // Record the result.

3. Quantization Setting Selection:
for i in L do
  if \( Norm.eval(W[i], W_{q,0}[i]) < Norm.eval(W[i], W_{q,1}[i]) \) then
    model.layer(i) = W_q,0 [i]
  else
    model.layer(i) = W_q,1 [i] // Choose log quant.

4. Test the Quantized Model: model.test(test_samples, test_labels)

5 Methodology

In this work, we will minimize both adversarial and quantization loss simultaneously. We give the pseudo code of the layer-wise adversarial-aware quantization method in Algorithm 1. After we adversarially train a model, we attempt to quantize the model layer by layer, starting from an extremely low quantization bit first (e.g., binary quantization). We continue increasing quantization bit-width until both the following criteria are met: (1) The Lipschitz constant of the quantized weight \( W_q[i] \) is below \( threshold_{q,i} \), and (2) The Lipschitz constant of the quantization error in weight \( W[i] - W_q[i] \) is below \( threshold_{\Delta,i} \). We try both linear and logarithmic quantization in each layer, and record the best quantization bit and the corresponding quantized weight in both settings, respectively. In Step 3, we compare the best results for each layer and decide which quantization method to be used and the quantization bit-width can also be determined. In the final step, we test the robustness of our quantized model against various adversarial attacks.

In summary, our layer-wise adversarial-aware quantization method introduces acceptable overhead, and it is highly extensible, as additional quantization options (such as new quantization bits and new quantization methods) can be easily added to the algorithm without changing its structure. By using this algorithm, we can theoretically determine an optimal level of our quantization method before testing and save time.

5.1 Threshold and Evaluation Criteria Selection

In Algorithm 1, the two thresholds \( threshold_{q,i} \) and \( threshold_{\Delta,i} \) and the evaluation criterion \( Norm.eval(\cdot) \) are manually selected before running the algorithm. For the threshold selection, based on the definition of the Lipschitz constant and the error amplification effect [13], we know that if the Lipschitz constant of \( W^i \) or \( \Delta W^i \) is greater than 1, the output error of layer \( i \) may be greater than its input error. On the other hand, restraining all the Lipschitz constants of \( W^i \) or \( \Delta W^i \) to be less than or equal to 1 may be impossible or will result in high quantization bit-width. During our experiments, we find that:

\[
threshold_{q,i} = 110% \times L_w^i, \quad (11a)
\]

\[
threshold_{\Delta,i} = \begin{cases} 
0.3, & \text{if } L_w^i < 3.0, \\
1.5, & \text{if } L_w^i \geq 3.0, \quad (i = 1, 2, ..., L),
\end{cases} \quad (11b)
\]
Table 3: The accuracy (%) under gray- and white-box attacks on the Adv. MNIST models.

| Models  | Clean | CW-L2 | FGSM (w) | FGSM (s) | PGD | BIM | MIM | Gaussian | Random |
|---------|-------|-------|----------|----------|-----|-----|-----|----------|--------|
| Adv.    | 98.4  | 96.5/94.0 | 98.0/98.0 | 96.3/96.2 | 96.7/94.4 | 96.3/93.6 | 96.0/93.5 | 77.2     | 98.4   |
| Adv. ($Q_1$) | 42.7  | 36.4/42.3 | 43.5/41.3 | 39.9/36.4 | 42.4/40.2 | 42.0/38.4 | 41.3/37.6 | 17.6     | 43.0   |
| Adv. ($Q_2$) | 93.5  | 84.3/92.1 | 92.2/91.3 | 84.8/84.5 | 86.0/81.6 | 84.5/80.7 | 83.3/79.0 | 61.9     | 93.1   |
| Adv. (LQ)  | 94.3  | 89.6/93.0 | 93.3/92.5 | 85.9/86.2 | 86.0/82.4 | 84.9/81.7 | 84.0/79.2 | 75.4     | 94.0   |

Table 4: The accuracy (%) under gray- and white-box attacks on the Adv. CIFAR-10 models.

| Models  | Clean | CW-L2 | FGSM (w) | FGSM (s) | PGD | BIM | MIM | Gaussian | Random |
|---------|-------|-------|----------|----------|-----|-----|-----|----------|--------|
| Adv.    | 87.3  | 86.3/54.2 | 86.2/74.7 | 68.6/36.8 | 80.6/46.8 | 82.1/45.0 | 76.7/48.6 | 70.3     | 84.9   |
| Adv. ($Q_1$) | 19.8  | 20.0/19.3 | 19.4/18.7 | 16.2/16.1 | 16.5/17.7 | 17.0/17.6 | 16.7/18.1 | 15.6     | 17.8   |
| Adv. ($Q_2$) | 33.9  | 33.7/31.6 | 33.1/31.3 | 23.9/21.1 | 27.1/28.5 | 30.0/28.4 | 25.1/28.7 | 23.0     | 30.2   |
| Adv. (LQ)  | 81.8  | 81.6/60.1 | 80.9/69.2 | 68.2/34.7 | 75.7/48.6 | 77.4/48.5 | 70.8/50.3 | 70.8     | 79.4   |

gives good results. For the evaluation criteria, the algorithm will choose the quantization setting which has lower $L_{AW}$. Please note that these criteria are selected empirically and we will not prove the rationality of how we choose these criteria in this work.

6 Experimental Results

We implement our method with two neural network structures on two datasets: a four-layer CNN on MNIST and a wide ResNet-32 on CIFAR-10. We conduct both gray- and white-box attacks, with larger gray-box iterative adversarial strength than white-box iterative adversarial strength, as white-box attacks are stronger than gray-box attacks.

6.1 Robustness Evaluation

We show the accuracy under various gray- and white-box attacks on adversarial MNIST and CIFAR-10 models in Table 3 and Table 4, respectively. Here, FGSM (w/s) represents FGSM with weak or strong strengths, and the accuracy pairs are in the form of “gray-/white-box accuracy”. For different models, “$Q_1$” is 3-bit linear quantization, “$Q_2$” is 3-bit logarithmic quantization, and “LQ” uses the layer-wise adversarial-aware quantization method.

We check the final quantization settings decided by the layer-wise adversarial-aware quantization method. For MNIST dataset, the LQ model is different with the $Q_2$ model only in the first layer (linear quantization vs. logarithmic quantization) and the third layer (4-bit vs. 3-bit). For CIFAR-10 dataset, all layers of the LQ model use logarithmic quantization, while its layers $7^{th}$–$11^{th}$, $17^{th}$, and $19^{th}$–$21^{st}$ use 2-bit quantization, layers $1^{st}$, $2^{nd}$, and $32^{nd}$ use 4-bit quantization, and the other layers use 3-bit quantization.

For MNIST results (Table 3), the LQ model and the $Q_2$ model have similar performance. This is because their quantization settings are similar. For CIFAR-10 results (Table 4), we find that the LQ model outperforms the $Q_1$ and $Q_2$ model by a large margin, and even outperforms the full-precision model under white-box iterative attacks. These results show that the layer-wise adversarial-aware quantization method can effectively minimize both the adversarial and the quantization losses. Calculating the Lipschitz constant of quantized weights

---

1We consider Carlini & Wagner (CW-L2) [2], fast gradient sign method (FGSM) [8], projected gradient descent (PGD) [10], basic iterative method (BIM) [15], momentum iterative method (MIM) [5], Gaussian noise, and random noise (with a uniform distribution). The Adv. model is the same as in Figure 1.
and quantized weight errors as metrics can successfully guide the selection of quantization parameter settings, which gives better robustness performance. Overall, the LQ models always have the best robustness among all considered models, and they have acceptable accuracy drop compared with the full-precision adversarial models.

### 6.2 Further Validation with the Lipschitz Constant

To further evaluate our method, we also check the Lipschitz constant of quantized weights and quantized weight errors in every layer. According to Table 5, the Lipschitz constant (p=2) of our method has a lower mean value and smaller standard deviation compared with the second-best model Q_2. Please note that the results shown in Table 5 are calculated based on layers with different quantization settings (which means layers with 3-bit logarithmic quantization for both the LQ and Q_2 models are ignored). This is consistent with our theoretical derivation in Section 4 and also proves the effectiveness of our method: a lower Lipschitz constant indicates better robustness, while optimizing layers with large Lipschitz constants improves robustness more.

### 7 Conclusions

In this work, we discover that with careful quantization setting selection, the robustness of quantized adversarial models can be regained. Then we theoretically derive the adversarial and the quantization losses, and choose the Lipschitz constant as the error sensitivity metric. We also propose a layer-wise adversarial-aware quantization method to minimize both the adversarial and quantization loss in quantization scenarios. Our experimental results show that the robustness of quantized adversarially-trained models can be restored to the same level as their full-precision counterparts, and the Lipschitz constant also proves the effectiveness of our method. These findings may provide helpful guidance to future research on quantized neural network robustness and neuromorphic computing applications.
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