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ABSTRACT

Millions of RFID tags are pervasively used all around the globe to inexpensively identify a wide variety of everyday-use objects. One of the key issues of RFID is that tags cannot use energy-hungry cryptography, and thus can be easily cloned. For this reason, radio fingerprinting (RFP) is a compelling approach that leverages the unique imperfections in the tag’s wireless circuitry to achieve large-scale RFID clone detection. Recent work, however, has unveiled that time-varying channel conditions can significantly decrease the accuracy of the RFP process. Prior art in RFID identification does not consider this critical aspect, and instead focuses on custom-tailored feature extraction techniques and data collection with static channel conditions. For this reason, we propose the first large-scale investigation into RFP of RFID tags with dynamic channel conditions. Specifically, we perform a massive data collection campaign on a testbed composed by 200 off-the-shelf identical RFID tags and a software-defined radio (SDR) tag reader. We collect data with different tag-reader distances in an over-the-air configuration. To emulate implanted RFID tags, we also collect data with two different kinds of porcine meat inserted between the tag and the reader. We use this rich dataset to train and test several convolutional neural network (CNN)-based classifiers in a variety of channel conditions. Our investigation reveals that training and testing on different channel conditions drastically degrades the classifier’s accuracy. For this reason, we propose a novel training framework based on federated learning (FML) and data augmentation (DAG) to boost the accuracy. Extensive experimental results indicate that (i) our FML approach improves accuracy by up to 48%; (ii) our DAG approach improves the FML performance by up to 19% and the single-dataset performance by 31%. To the best of our knowledge, this is the first paper experimentally demonstrating the efficacy of FML and DAG on a large device population. To allow full replicability, we are sharing with the research community our fully-labeled 200-GB RFID waveform dataset, as well as the entirety of our code and trained models, concurrently with our submission.

1 INTRODUCTION

The cost-effectiveness of Radio Frequency Identification (RFID) tags is becoming a fundamental driver for their significant expansion into the Internet of Things (IoT) ecosystem [1, 2]. In short, an RFID tag consists of a tiny radio transceiver, usually consisting of a few thousands logic gates [3], with a total cost reaching as low as few cents [4]. When triggered by an electromagnetic interrogation pulse from a nearby RFID reader, the tag transmits digital data back to the reader. Nowadays, RFID chips are so pervasive that it is hard to realize they are around us. Among others, applications include object monitoring [5–8], mobile payments [9], and continuous health monitoring through intrabody implantation [10]. Attesting to their ever-increasing popularity, a recent study indicates that the RFID market will reach $16.23B by 2029, a 34% increase in 10 years [11].

Since RFID can be attached to cash and other valuable objects, and also implanted into animals and people, their widespread usage has raised serious security and privacy concerns [12–14]. Critically, low-cost RFID tags cannot support complex cryptography beyond hash functions [15], and lightweight cryptographic techniques have been proven as insecure [16–18]. For this reason, RFID tags can be easily tampered with and their functionality compromised [19, 20]. In this paper, we consider the cloning security vulnerability, where tag data is eavesdropped during the reading process by an adversary and then replayed by a rogue device, for example, a software-defined radio (SDR) [21]. It is intuitive that the resilience of RFID tags to cloning attacks is strongly correlated to their applicability in critical applications. For example, if thousands of cloned tags are injected into the supply chain, companies would lose track of their assets and thus sustain severe financial loss [22]. Perhaps even more worrisome, tags cloning could have serious consequences to the well-being of individuals, as they are extensively used in credit cards, passports, badges, and health care, among others [23].
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**Fig. 1:** Radio fingerprinting leverages unique circuitry imperfections that are hardly replicable by an adversary to identify cloned RFID tags.

**Approach.** To address the tag cloning issue without relying on cryptography, some prior work has proposed approaches based on radio fingerprinting (RFP) [24–32]. Figure 1 summarizes the RFID tag cloning issue and how RFP addresses the issue. In short, RFP leverages small-scale hardware-level imperfections typically found in off-the-shelf RFID front-end circuitry, such as frequency and sampling offset, I/Q imbalance, phase noise, and harmonic distortions [33]. By estimating the impairments on the received waveform and associating them to a given device, a unique identification of the device can be obtained [34]. Prior work – discussed in details in Section 2 – relies on protocol-specific feature-extraction techniques such as dynamic wavelet fingerprint [29] or minimum power response at multiple frequencies [26] to extract hardware impairments, which can only be applied to a given family of RFID tags. In stark contrast, in this paper we leverage machine learning (ML)-based techniques – specifically, convolutional neural networks (CNNs) – to create feature-agnostic, general-purpose, and optimizable RFP classifiers [35]. The key advantages of CNNs with respect
to traditional ML are that (i) CNNs employ a very high number of parameters and thus can distinguish very high population of devices; and (ii) by learning filters operating over unprocessed I/Q samples, they avoid application-specific computational-expensive feature extraction/selection algorithms [36, 37].

Existing Issues. Prior research has hinted that dynamic propagation environments may cause the CNN’s accuracy to plummet significantly [38]. To validate the severity of the problem, we experimentally show in Section 5.2 that training and testing on different datasets reduce accuracy by 90% on the average. This is not without a reason. Indeed, one of key assumptions of CNNs, is that training and testing datasets are independent and identically distributed (i.i.d.). On the other hand, this is hardly the case in the wireless domain, where (i) time-varying oscillations in temperature and voltage may cause the hardware impairments to change over time; and (ii) interference and noise levels can modify waveforms in dynamic and unpredictable manner. Existing strategies leverage the computation of finite input response (FIR) filters applied at the transmitter’s side to partially compensate the channel action [39]. However, this strategy cannot be used for RFID, since tags are not software-defined and cannot modify their physical-layer waveforms in any circumstance. Also, these strategies maximize the fingerprinting accuracy for a given wireless node only, while we want to improve the performance of the whole population of RFID tags.

For this reason, we need to find alternative strategies. This critical issue is further complicated by the current lack of rich, large-scale datasets for RFP of RFID tags, which makes the replication of existing research impossible. It is easy to observe that without a common benchmark, all the innovation in the field will be stymied, since every paper can claim to be “better than the previous one”. This calls for the generation of public-domain datasets that can be used by the research community at large.

Technical Contributions. We summarize the novel contributions to the state of the art provided by this paper:

- We perform a massive data collection campaign on a testbed composed by 200 off-the-shelf identical EPC RFID tags [40] and a USRP2 SDR tag reader. We collect data with different tag-reader distances (20cm, 50cm and 100cm) in an over-the-air configuration.
- To obtain even more challenging propagation scenarios and emulate implanted RFID tags, we also collect data with two different kinds of porcine meat (i.e., with different texture and thickness) inserted between the tag and the reader, and two reader distances (20cm and 50cm). This dataset is used to train and test several CNN-based classifiers based on classic cross-entropy minimization.
- Our experimental results on the collected 7 datasets reveals that training and testing on different channel conditions decreases the RFP performance by up to 90%;
- We propose a federated data-augmented training framework for RFID fingerprinting to address the lack of generalization of standard techniques. Our framework is based on federated machine learning (FML), which has recently emerged as a powerful tool at the intersection of artificial intelligence and edge computing [41]. In short, FML allows the periodical fusion of locally-trained models by averaging the parameters over a number of training epochs, thus eliminating the need to stream waveforms captured by the tag readers to a centralized server. To the best of our knowledge, no prior work has ever explored the usage of FML for RFP improvement. Our framework also leverages the concept of data augmentation (DAG) to improve the robustness of the original models [42–44]. In short, the key rationale of DAG is that by inserting into the dataset “noisy” inputs obtained by modified original inputs, the classifier will be stronger to changing spectrum environments;
- We perform an exhaustive training and testing campaign where our two training strategies are extensively evaluated and compared with baselines. Experiments results indicate that (i) our FML-based training improves accuracy by up to 48% with respect to the single-dataset scenario; and (ii) our DAG-based training improves the FML performance by up to 19% and the global performance by 31%. To the best of our knowledge, this is the first paper demonstrating the efficacy on such rich datasets and large population of devices.

2 BACKGROUND AND RELATED WORK

Passive RFID tags are divided into three categories, depending on the frequency of operation: 125–134 KHz, also known as Low Frequency (LF), 13.56 MHz, also known as High Frequency (HF), and 865–928 MHz, also known as Ultra High Frequency (UHF). The functionality of RFID is simple in nature; when a tag is scanned by a reader, the reader transmits energy to the tag which powers it enough for the chip and antenna to relay information back to the reader. UHF frequencies typically offer much better read range – between 1 and 12 meters, according to the setup – and can transfer data faster. Thus, UHF-based tags are among the most popular type of RFID technology [45], and are thus the focus of our investigation.

Differently from active and semi passive devices, these are equipped with no battery, and are strongly power constrained. In order to work these tags need to be powered by a reader, which allows the tags to get the required energy to produce simple elaborations and to communicate through backscattering.

Radio fingerprinting (RFP) has been extensively used on the WiFi [38, 39, 46, 47] and ZigBee standards [48]. RFID anti-cloning through RFP has also been investigated over the last years [24–32]. For an excellent and exhaustive survey on the topic, the reader is referred to [23]. The seminal work [24] applies RFP to 50 HF tags, achieving 2.43% error rate. Among others, the features used are based on the Hilbert transform. Romero et al [25] analyze how electromagnetic signatures can help detect counterfeit HF tags. However, their analysis leverages an oscilloscope with a sampling rate of 20 GHz, which is beyond the capability of off-the-shelf readers. Periaswamy et al [26] leverage the minimum power response at multiple frequencies (MPRFx) to distinguish RFID tags, achieving an accuracy of 90.5% with a population of 100 tags. Zanetti et al [27] use time- and spectrum-level domain to fingerprint 70 UHF tags, achieving 71% accuracy. Bertocnini et al [29] consider 146 tags belonging to 3 different manufacturers, with a sampling rate of 1.5MS/s. Protocol-specific techniques such as wavelet packet decomposition and higher order statistics are leveraged to transform the signal into an image which is then processed by a support vector machine (SVM). Conversely from us, they leverage the full EPC transmission, while we focus on the RN16 portion to avoid...
learning protocol-dependent features. More recently, Han et al. [31] proposed a study where tag-reader distance and orientation are considered in evaluating the robustness of the RFP process. However, these experiments were conducted with a low population of 30 devices, while we consider 200 tags in this paper. Chen et al. proposed a large-scale study by considering tags using C1G2 standard [32]. Unfortunately, we cannot compare our learning-based approach with [31, 32] and the rest of previous work since the datasets were not shared with the community.

Convolutional neural networks (CNNs) have been recently used for a number of different wireless applications [36, 49, 50]. Although some work has explored the usage of CNNs for RFP purposes [38, 39, 51, 52], to the best of our knowledge no prior work has explored the usage of CNNs for RFP of RFID tags. Moreover, as far as we know, no work has proposed the usage of federated machine learning (FML) to improve the performance of CNN-based RFP. Although this problem is extremely relevant, only recently it has received attention from the community [39, 53, 54]. Although very similar in target, the solution proposed in [39] assumes that the transmitter is able to somehow modify the transmitted waveform, which is not the case for RFID tags since they are passive devices. Most importantly, the approach in [39] optimizes the accuracy for a single device at a time. In this paper, we propose techniques that improve the model accuracy for all the devices in the dataset. Closer to our paper, Xie et al. [53] and Soltani et al. [54] presented DAG schemes for RFP. The latter introduced a scheme that involves DAG at the transmitter’s side, which is not applicable to RFID tags. Moreover, the schemes in [53, 54] are validated on simulated datasets with a population of only 10 devices. Neither of the datasets are shared, including the large-scale dataset in [54], which makes the results not replicable.

To the best of our knowledge, ours is the first paper proposing training techniques for RFP models based on FML and DAG that are validated with a large-scale experimental dataset of 200 devices. Departing from prior work in the field, we are the first to share all the datasets, the code and trained models for complete replicability and results verification concurrently with the submission of the paper.

3 PROPOSED TRAINING FRAMEWORK

We now present our framework for federated data-augmented radio fingerprinting. We first describe the considered neural network in Section 3.1, then we introduce federated RFP and data-augmented RFP in Section 3.2 and 3.3, respectively.

3.1 Neural Network Description

In line with recent existing work on WiFi RFP [39, 51, 55], we leverage a convolutional neural network (CNN) to extract and classify the unique imperfections of RFID tags. Specifically, a convolutional layer (CVL) drastically reduces the number of trainable parameters in dense networks by computing filters that “move” across an input tensor and “react” to a given pattern in the input [56]. More formally, by defining $d$ and $w$ as depth and width, a convolutional layer consists of a set of $F$ filters $Q_f \in \mathbb{R}^{d \times w}$, $1 \leq f \leq F$, where $F$ is also called the layer depth. Each filter generates a feature map $Y^f \in \mathbb{R}^{n' \times m'}$ from an input matrix $X \in \mathbb{R}^{n \times m}$ according to the following:

$$Y^f_{i,j} = \sum_{k=0}^{h-1} \sum_{\ell=0}^{w-1} Q^f_{k-w,\ell} \cdot X_{i+s \cdot (i-1) + k, j + s \cdot (j-1) - \ell}$$

where $1 \leq i \leq n'$ and $1 \leq j \leq m'$. For simplicity, Equation (1) assumes input and filter dimension equal to 2. This formula can be generalized for tensors having dimension greater than 2. The $s \geq 1$ is called stride, $n' = 1 + [n + d - 2]$ and $m' = 1 + [m + w - 2]$. The matrix $X$ is assumed to be padded with zeros, i.e., $X_{i,j} = 0 \forall i \notin [1, n], j \notin [1, m]$. For more details on CNNs, the reader may refer to [57].

![Fig. 2: Our CNN model for RFID RFP.](image)

Figure 2 depicts the structure of the CNN we utilize. Our proposed CNN has been implemented in Pytorch and is available at [58]. Our network takes as input a tensor of $N \times L$ size, where $L$ is the number of baseband I/Q samples in each slice, $N$ is the number of available signal slices. To adapt the CNN concept to our problem, as well as reducing computational burden and number of parameters, we will use a series of convolutional (CONV) layers, each composed by a Conv1D layer, a leaky rectified linear unit (LeakyReLU) as activation function, i.e., $\sigma(x) = 0.1 \cdot x$ if $x < 0$ and $x$ otherwise, and a max pooling layer (MaxPool), which computes the maximum value out of $1 \times 2$ regions of the output (and thus, cuts the output in half). The input of the network is thus convolved by a series of $M$ CONV layers. Conv1D layers are composed by 25 filters with kernel size 3.

The last MaxPool is connected to a dense layer which has as input the dimension of the last MaxPool and as output the size of the population of RFID tags. We also add a flattening layer, which converts the data into a 1-dimensional vector. This vector is finally fed to the fully-connected dense layer, which is connected to a softmax layer. The loss value of each iteration is calculated with the Cross Entropy Loss, which represents a combination of a softmax and a negative log likelihood, and can be formalized as

$$\mathcal{L} = -\mathbb{E}\left\{\log \sum_{i=0}^{W} e^{\Psi[i]}\right\}$$

with $\Psi$ as the array of the scores of each class, and $\tau$ as the index of the correct class. This means that effectively, in the released implementation, the softmax layer is not included in the network definition, but is executed at the loss calculation. We train our network using an Adam optimizer [59] with a learning rate of 0.001. The network has been trained for up to 100 epochs.
3.2 Federated Radio Fingerprinting

To boost the accuracy of locally-trained CNN models, we propose a training framework based on the concept of federated machine learning (FML). Specifically, FML attempts to address distributed learning problems where the data is non identical and independently distributed (i.i.d.). Our key intuition is to leverage this capability to address the channel problem in RFP, since any particular tag reader’s local dataset cannot capture all the possible channel distributions. Finally, FML is perfect in scenarios where tag readers are handled by different entities, which may not want to share their local dataset for privacy reasons.

Another key reason is that training the model locally and sending only the parameters reduces drastically the bandwidth utilization, which can be a critical parameter in an edge-based environment. To give an example, in this paper we sample the RFID signal at 5 mega samples per second (MS/s) and produce for each sample a complex number representing the I/Q value, which occupies 4 bytes. This yields a throughput of 20 MB/s. Such a throughput would severely congestion the network, especially in an IoT scenario. The weights of our models occupy up to 2.48 MB, and are only exchanged periodically as explained below.

![Image of Federated Radio Fingerprinting framework.](image)

Figure 3 summarizes our federated RFP approach. We consider a scenario where \( R \) tag readers (i.e., clients) collect I/Q samples from a tag, train a local model \( M_r \) and adopt the following synchronous update schema. Intuitively, at each round all the readers perform a training of the local model \( M_r \) with the locally available data. Each reader then sends the weights of \( M_r \) to a central server. The weights received from all the readers are averaged by the server and then sent back to the tag readers, which update the local models with these weights.

More formally, for the training we assume that each reader \( r \in R \) has a set of inputs \( X_r \) and the corresponding set of labels \( Y_r \), and that \( X = \bigcup_{r \in R} X_r \), \( Y = \bigcup_{r \in R} Y_r \). The target of the server is to minimize a global loss function \( f(w) = \text{loss}(X, Y, w) \), where loss refers to the prediction done on \((X, Y)\) with weights \( w \). Without RFP, we could describe the global loss function with the next two equations:

\[
\min_{w \in \mathbb{R}^d} f(X, Y, w) \quad \text{and} \quad f(X, Y, w) = \frac{1}{|X|} \sum_{(x, y) \in (X, Y)} f(x, y, w)
\]

Introducing the RFP, we can reformulate formula 3 as follows:

\[
f(w) = \sum_{r \in R} \frac{|X_r|}{|X|} f_r(X_r, Y_r, w) \quad \text{with} \quad (4)
\]

\[
F_l(X_r, Y_r, w) = \frac{1}{|X_r|} \sum_{(x, y) \in (X_r, Y_r)} f(x, y, w)
\]

In our implementation of the federated averaging we expect the whole set of readers to be always active, as differently from other federated scenario they are not power constrained. For each tag reader we defined a fixed learning rate \( \eta = 0.001 \). Each tag reader then computes \( f_p_r = \nabla F_r(w_t) \), as the gradient obtained with the weight \( w_t \) at time \( t \). The central server aggregates these weights producing

\[
w_{t+1} = \frac{1}{R} \sum_{r \in R} F_r(w_t).
\]

This means that for each round of the federated learning all the readers run an epoch of the model training, and then share the resulting weights with the central server. This approach however produces high instability through the first epochs, with the local accuracy which is drastically reduced at every federated average. In order to early stabilize the model, we let a single reader produce an initial model training for up to 10 epochs. This model is then shared with the other readers, and used as initialization for the training, letting local models start from this early trained model, and not from an empty one. Starting local models from a random state seems to produce local models that have a very weak result when federated. This bootstrap produced an improvement in the number of epochs required to make the accuracy converge, with a reduction of up to 20 epochs. We also evaluated a trade off between data segregation and sharing, sharing a subset of all the data and centrally training a model, which is then used as starting point for the local model training. While this change produces an increased initial improvement on the accuracy, it does not produce an effective advantage, as both the models with data shared and without converge to a comparable accuracy.

We show in Section 5.3 that our federated RFP improves accuracy by up to 48% with respect to a local-only learning scenario.

3.3 Data-Augmented Radio Fingerprinting

The federated learning approach introduced in Section 3.2 is able to improve the robustness of a model merging data coming from multiple sources. To further improve the robustness of local models and learn channel- and interference-independent features, we leverage federated data augmentation (DAG). We will show in Section 5.4 that through our approach, we are able to make our model more robust, and to dramatically improve the performance of the federated approach up to 19%.

DAG is a machine learning technique that produces a slightly modified version of a dataset to increase its size and improve robustness [42–44]. To the best of our knowledge, this is the first time that this technique is applied to RFID tag fingerprinting and with a population of 200 devices. To perform RFP, it is possible to exploit DAG on both the devices involved in a communication, i.e. tag and reader [54]. However, to apply data augmentation on the tag side
we would have to modify it, reducing the real applicability of this work.

![Diagram](image)

**Fig. 4: Data-augmented Radio Fingerprinting.**

Figure 4 shows our data-augmented RFP approach. As we do not want to modify commercial RFID tags, we can apply data augmentation only at the tag reader’s side, and we did it through Additive White Gaussian Noise (AWGN). Specifically, for each tag \( t \) and for each scenario we collected around 2000 communications. Each communication, \( C_t \), is composed by 3400 I/Q sampled at 5 MS/s. We defined an array of perturbation coefficients \( \Phi = \{0.20, 0.10, 0.05, 0.01\} \). To transform the signal in a machine learning readable input, we take a communication \( C \), composed by \( s \) complex numbers, and decompose the real and the imaginary components in a matrix of shape \((s,2)\). Depending on the \( L \) window size, we slice these matrices in contiguous sub-matrices of length \( L \). Each of these matrices represents a tensor that will be feed to the machine learning model. Thus, considering \( X \) as the model input:

\[
X_{\text{aug}} = \bigcup_{\phi \in \Phi} \{ A(x, \phi) | x \in X \} \tag{6}
\]

\[
A(x, \phi) = \begin{cases} 
  x^r = x^r + N(\mu = 0, \sigma = \phi \cdot \text{avg}(x^r)) \\
  x^i = x^i + N(\mu = 0, \sigma = \phi \cdot \text{avg}(x^i)) 
\end{cases} \tag{7}
\]

with \( x^r \) and \( x^i \) representing the real and imaginary parts of the sampled inputs, relatively the first and the second columns of the matrices in \( X \), and \( \text{norm} \) the normal distribution drawn with \( \mu = 0 \) and \( \sigma = \phi \cdot \text{avg}(x) \), with \( \text{avg}(x) \) as the mean of \( x \). The final input for the machine learning model is composed by the union of the sampled signal and the augmented one, \( X = X \cup X_{\text{aug}} \).

### 4 DATA COLLECTION CAMPAIGN

We first introduce some background information on the EPC-Gen2 standard in Section 4.1, then we introduce our experimental setup and dataset structure in Section 4.2.

#### 4.1 Background on EPC-Gen2

On the software side, almost all the UHF RFID tags communicate through the EPC-Gen2 standard [40]. In short, the reader delivers power to the tags by emitting a Continuous Wave (CW) and begins all reader-to-tags signaling with either a preamble or a frame synchronization. The preamble precedes a Query command and denotes the start of an inventory round, specifying the number of slots that will be issued in the frame. Each slot is signaled by the reader with a frame-sync message. Each tag randomly selects one slot and replies by sending a 16-bit random or pseudo-random number (RN16) when such slot occurs. If no tags reply, the slot is idle, the reader truncates it and signals the next slot. If one or more tags reply, the reader sends back the received RN16 that can be single (if only one tag transmitted) or colliding (if multiple tags transmitted concurrently). In case of single transmission, the transmitting tag recognizes its RN16 and sends back its unique EPC ID. The slot then terminates with the reader acknowledging the received ID. If instead multiple tags replies together, the reader sends back a RN16 that is the sum of the different tags sequences. As no tag recognizes its RN16, the slot terminates without the transmission of any EPC ID. Each message includes a cyclic redundancy checks (CRC) code to enable error detection. Specifically, the RN16 includes a 5-bit CRC, while the EPC ID includes a 16-bit CRC.

![Diagram](image)

**Fig. 5: Reader-tag communication during the sampling process.**

**In this work, we exploit the randomness of RN16 to sample each tag over multiple different transmitted messages.** Figure 5 shows the structure of a communication between our reader and a EPC-Gen2 tag during the sampling process. The interaction begins with the reader emitting a CW to energize the tag and allow it to receive and act on reader commands. After receiving this message, the tag takes time \( T_1 \) to react and reply by sending a RN16. The reader after receiving the response needs a reaction time \( T_2 \) before being able to acknowledge the tag by issuing an ACK. The interaction repeats multiple times — depending on the number of samplings per tags — with the reader energizing again the tag and issuing a new query. Reaction time depends on device characteristics and measures the reaction time from the end of a message reception to the start of a message transmission. On the tag side, it is estimated as \( T_1 = 10/R \), while on the reader side it is estimated as \( T_2 = 1/R \), where \( R \) is the datarate (according to EPC specifications, see [40], p. 43)). The sampling process relies only on RN16 collection. This is not without a reason. Sampling a tag over a sequence that changes at each transmission allows the model to effectively learn hardware specific features. Instead, sampling a tag that transmitted always the same sequence (i.e., EPC ID) would make the model learn features related to a software defined ID.

#### 4.2 The RFID16-2021 Dataset

We performed a massive waveform collection campaign with an experimental setup composed by an Ettus USRP 4 and two Flex 900 daughterboards, as depicted in figure 6. We used 200 AZ 9662 Alien H3 73.5x21.2mm UHF tags [60], depicted in figure 6. These tags are produced by YaronTech, widely adopted and easily purchasable.
The RFID16-2021 dataset contains RN16 exchange signals collected in 7 different scenarios. Each scenario, encoded as SCEN-dist-obst, is defined by 2 features: (i) the tag-reader distance (encoded by dist) and (ii) the eventual obstacle present between a tag and the reader (encoded by obst). We performed data collection at three distances, 20cm, 50cm and 100cm, relatively encoded as 020, 050, 100. We defined three different scenario: Over-The-Air (OTA), which represents a data collection without obstacles between the reader and a tag, Porcine Meat 0(PM0) which represents a data collection with a fat porcine meat 0.5cm thick obstacle between the reader and the tag, as depicted in figure 7, and PM1 in which we use a low-fat meat of 3cm thick as obstacle. As an example, SCEN-050-PM1 represents a data collection at a distance of 50 centimeters between the reader and the tag an a low fat porcine meat as obstacle. The PM0 and PM1 subdatasets have 20 tags only, while OTA subdatasets have up to 200 tags each.

We used porcine meat as propagation media because it has similar properties to human muscular tissues, so as to simulate the presence of an under skin sensor (PM0) and a more deeply implanted one (PM1), as the PM1 porcine meat of 3 cm of thick simulates the presence of a muscle. The tags are the same throughout the whole data collection, meaning that the tag with label 0 is the same hardware in all the subsets. We split every subset in the ratio 0.8/0.1/0.1 for train, validation, and test. The data collection process has been performed over a 2-week periods for the subsets OTA20, OTA50, OTA100, where the first 100 tags have been collected through the first week and the other 100 during the successive one. The data collection process have been done in a normal office, and data are thus affected by uncontrolled and real interference. The RFID16-2021 dataset is publicly available[58].

5 EXPERIMENTAL RESULTS

In this section, we present extensive experimental results obtained from the RFID16-2021 dataset. To the best of our knowledge, this is the first publicly available dataset for RFP with RFID samples. This makes these experimental results completely reproducible, and a benchmark which today is not available. We recall that the RFID16-2021 is composed by 7 subdatasets, OTA20, OTA50, OTA100, PM0–20, PM0–50, PM1–20, PM1–50, as described in Section 4.2, and that the tags are the same through the whole data collection, meaning that the tag with label 0 is the same hardware in all the subsets. We split each subdataset following the 0.8/0.1/0.1 ratio for training, validation and testing, respectively. In the following, we will refer to the term “accuracy” to indicate the accuracy computed on the test set.

5.1 Hyperparameter Evaluation

We first investigate the impact of the number of CONV layers in the CNN described in Section 3.1 on the accuracy. Figure 8 shows the accuracy by changing the number of convolutional boxes with different scenarios. We made a test choosing the first twenty tags form OTA20. The model with 1 convolution has a lower accuracy with respect to the other two, but with an accuracy drop of less then 2%, making the results of the three models comparable. We tried again with twenty tags but with porcine meat as obstacle, using the set PM1 at 20 centimeters of distance between the tag and the reader, and still the results of the three model are comparable, even if with a general accuracy drop of few points with respect to the first test we presented.

With 200 tags and OTA20, we notice a general drop of few points which is interestingly more accentuated in the model with 1 convolution. Models with 2 and 3 convolutions are instead comparable.
The most complex case for the neural network is instead represented by the scenario with porcine meat at 50 cm, PM1-50, where the accuracy of the 1 convolution model keep dropping. The accuracy of the models with 2 and 3 CONV layers is instead stable an comparable, and we thus decided to utilize the 2-CONV model.

5.2 Impact of the Wireless Channel

Our next investigation is aimed at understanding the impact of the wireless channel on the classifier’s performance. Therefore, we trained the neural network described in Section 3.1 on all the 7 sub-datasets, and tested it only on the test part of the same subset $S$, e.g. we trained the model on the train part of OTA20 and tested it on the test part of OTA20. As shown in Figure 9a, the neural network reaches an accuracy of up to 96% in free air communication with 200 tags and 98% in porcine meat with 20 tags. Interestingly, the neural network does not seem to be affected by the presence of obstacles like the porcine meat. The test on PM1-50 reports an accuracy of 98%, higher than the one achieved performing the same test with the tags and reader closer and without the porcine meat obstacle. Increasing the number of tags (200) the accuracy lowers (95%) with respect to the other scenarios.

These results confirm findings in prior literature, where the radio fingerprinting is performed without specifying the channel condition. However, a simple cross-test shown in Figure 9b enlightens the limits of previous approaches, as a model trained on a sub-dataset $X$ is not able to generalize and recognize the same tag with a model trained on another sub-dataset. Indeed, Figure 9b shows that whenever training and testing are performed over different sets - which is the case of every element that is not on the diagonal - the accuracy is very low (color intensity in the confusion matrix shows accuracy), down to 0% in some cases. These results conclude that an RFID tag can be classified correctly if both the train and test data have been collected with the same channel conditions. When instead a model is trained on a channel condition and tested, with the same tag, in another channel condition, we have a complete disruption of the results.

5.3 Federated RFP Evaluation

The key aspect of FML is that a set of clients, with different data, can work together to train a shared model, without sharing the data directly. We made experiments without and with obstacles. In the first case we defined three clients, each one representing a different reader, which communicate with the same tag but at different distances. We created this scenario assigning the subset OTA20 to the first client, OTA50 to the second and OTA100 to the third. Each client trains a local model and, every epoch, sends the model weights to the central server, as shown in figure 3. This central server produces a federated average of the weights it receives, and shares back the federated weights with the clients. For the federated learning we adopted the same neural network described in the precedent section 3.1.

To evaluate the accuracy of the federated model we defined both an optimum scenario and a lower bound. In the optimum scenario, which we call Union, we have a unique client which can access all the three dataset, making training and testing on the union of the datasets. For the lower bound, which we call Baseline, we have $n$ clients, each one with a model $m_n$ and a dataset $d_n$. The Baseline is equal to the average of the accuracy of all the $m_n$ models tested on all the $d_n$ datasets.

Figure 10 and 11 depict the performance of federated RFP with a portion (10%) and the total (100%) of the dataset. This was done to evaluate its performance with fewer data available. As depicted in Figure 10, Union is able to generalize and recognize the tags at different distances, with an accuracy that is always at least two times better than the lower bound. This demonstrate how sharing the entire dataset produces a benefit on the accuracy. The results show that the federated RFP approach, with only the 10% of the data available, improves more than 10 times with respect to the Baseline. With 20 tags, federated RFP is less then 10% from Union. This distance however increases with the number of tags. However, the increase on the number of tags produces a drop of the accuracy even on the optimum, which highlights a limit on the data available more than on the federated approach.

For this reason, we also investigated the size of the learning windows, increasing it from 1024 to 3072 samples. With this change, the model is able to find more impariments per input, and thus we obtain advantages mainly in the scenarios with more nodes and more
data. This suggests that more I/Q samples are needed to distinguish signals when the population is higher, which is consistent with prior art. In scenarios with less tags, like depicted in fig.10, is instead easier to find unique tags features and the window size increase does not produce benefits. However, this approach still seems to be not really robust, as with 200 tags and 100% data it reaches up to 40% of accuracy. This drop may still be related to the model learning channel features and interference. It is thus clear that the federated RFP approach, with only the 10% of the data available, produces a huge improvements on results, obtaining an accuracy more than 10 times higher with respect to the Baseline. On the other hand, this approach does not appear to be robust to nodes population.

5.4 Data Augmentation

We now evaluate the data-augmented RFP technique described in Section 3.3. Figure 12 shows the results with 10% of the data obtained on the OTA subdatasets. As done earlier, we report the results obtained with Union and the Baseline. We can see the advantages of this approach, especially when the population size increases. These results show that with only 10% of the dataset, the accuracy of federated RFP is increased by an impressive 20% with 200 tags, becoming comparable with the accuracy in the Union dataset. This improvement makes the accuracy obtained by a federated model comparable with the accuracy of the optimum model, confirming the capabilities of the federated approach to deal with noisy and variable channel environments. This impressive effectiveness of data augmentation is also confirmed with the optimum model. Applying data augmentation on that model guarantees an improvement in the accuracy of up to 10%, as shown with 50 tags. This improvement pattern may be related to the extensive number of different channels recorded with many tags. We recall that the tags collection has been performed over 2 weeks, and that the first tags may have a completely different set of interference as the data collection has been performed in a normal office. Thus, data augmentation seems to be particularly efficient in realistic scenarios, as it is able to deal with temporary and different interference.

![Fig. 11: Accuracy of Federated RFP with 100 percent of data.](image1)

![Fig. 12: Accuracy of Data-Augmented RFP with 10 percent of data.](image2)

![Fig. 13: Accuracy of Data-Augmented RFP with 100 percent of data.](image3)

![Fig. 14: Bottom 20 devices of the OTA20, OTA50 and OTA100 union with 200 tags and 100% of data](image4)
particularly observed as the population size increases, where the accuracy drops by 20% in the case of 200-tag when going from 10% to 100% of the data. While this result may seem counter intuitive and in contrast with prior art on ML, it is rooted in the principle that more data does not necessarily mean a better model, if it causes more confusion in the classifier. Indeed, we see that also in the Union dataset, the learning curves show erratic trends, especially in the 100- and 200-tag datasets. This tells us that by adding more data, we are introducing more confusion into the models, which try to “overfit the different channels” without improving the generalization power. This effect is felt stronger in federated RFP, which trains on local datasets only and therefore it takes much more time to converge than with less data. Nevertheless, we notice that DAG on the Union dataset returns impressive results, with an accuracy improvement that increases with the population size, and reaching a 38% improvement in the case of 200 tags. This is also represented in Figure 14, where we depict a subportion of the 200-device confusion matrix for the bottom (i.e., lowest accuracy) 20 devices in the dataset, with and without data augmentation.

Finally, in Figure 15a we report the results obtained by applying DAG on the PM0 and PM1 datasets. With PM0,1 we mean a federated environment where one client uses PM0,1-20 as dataset and the other one uses PM0,1-50. Even in this case, we verify that federated RFP is able to generalize by reaching an accuracy of 83% in the PM0 datasets, within 10% of the Union accuracy. While with PM0 the federated approach obtains acceptable results with a smaller input size of 1024 I/Q samples, PM1 needs to increase the window size to 3072 to obtain results close to Union. The reason is that the PM1 were collected with much thicker porcine meat, which appears to introduce more distortion to the received waveform and thus partially hide the impairments, thus requiring more I/Q samples to achieve an accuracy similar to PM0. Figure 16 provides a visual indication of how impactful DAG is on the PM1 dataset. Finally, in line with the OTA results, we observe that DAG does not benefit federated RFP when the population size is low (PM0 and PM1 have only 20 tags). Consistently with the OTA case, these results confirm that DAG achieves better performance in more complex scenarios such as PM1, where the Union accuracy goes from 87% to 97%.

6 CONCLUSIONS

In this paper we propose the first large-scale investigation into RFP of RFID tags with dynamic channel conditions. This investigation is composed by three main contributions: first, a massive data collection campaign on a testbed composed by 200 off-the-shelf identical RFID tags and a SDR tag reader, even with porcine meat as communication obstacle to emulate an implanted RFID. Second, the definition and the relative evaluation on the dataset of several CNN-based classifiers in a variety of channel conditions. Our investigation reveals that training and testing on different channel conditions drastically degrades the classifier’s accuracy. Third, a novel training framework based on FML and DAG to boost the accuracy. Extensive experimental results indicate that (i) our FML approach improves accuracy by up to 48% with respect to the single-dataset scenario; and (ii) our DAG approach improves the accuracy by up to 31%. Results also highlight how FML and DAG should be applied to tackle different problems, and have different results depending on the scenario and the number of tags. To the best of our knowledge, this is the first paper demonstrating the efficacy of FML and data augmentation on such rich datasets and large population. Conversely from existing work, in this work we describe and share with the research community our fully-labeled 200-GB RFID waveform dataset, as well as our code and trained models to allow complete replicability and verification of results.
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