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ABSTRACT

Many different studies have suggested that episodic memory is a generative process, but most computational models adopt a storage view. In this work, we propose a computational model for generative episodic memory. It is based on the central hypothesis that the hippocampus stores and retrieves selected aspects of an episode as a memory trace, which is necessarily incomplete. At recall, the neocortex reasonably fills in the missing information based on general semantic information in a process we call semantic completion.

As episodes we use images of digits (MNIST) augmented by different backgrounds representing context. Our model is based on a VQ-VAE which generates a compressed latent representation in form of an index matrix, which still has some spatial resolution. We assume that attention selects some part of the index matrix while others are discarded, this then represents the gist of the episode and is stored as a memory trace. At recall the missing parts are filled in by a PixelCNN, modeling semantic completion, and the completed index matrix is then decoded into a full image by the VQ-VAE.

The model is able to complete missing parts of a memory trace in a semantically plausible way up to the point where it can generate plausible images from scratch. Due to the combinatorics in the index matrix, the model generalizes well to images not trained on. Compression as well as semantic completion contribute to a strong reduction in memory requirements and robustness to noise. Finally we also model an episodic memory experiment and can reproduce that semantically congruent contexts are always recalled better than incongruent ones, high attention levels improve memory accuracy in both cases, and contexts that are not remembered correctly are more often remembered semantically congruently than completely wrong.
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Introduction

Episodic memory is hippocampus dependent and enables us to remember personally experienced events [1], semantic information on the other hand is represented in higher cortical areas and captures general facts and regularities of the world around us [2]. Early concepts of episodic memory were based on the storage model, according to which the content of the memory more or less faithfully reflects the content of the experience [3]. This view is oversimplified since it reduces episodic recall to a mere readout process of stored complete information. However, overwhelming empirical evidence suggests that the recalled memories can be influenced both by past and future information as well as the context of encoding and recalling. Pioneering studies have suggested that semantic interpretations, rather than sensory inputs, are stored in memory [4, 5] and that memories are reconstructed during recall [4]. In word list studies using the Deese–Roediger–McDermott (DRM) paradigm [6, 7] participants “remember” semantically related words that were not on the study list when asked to retrieve the words studied earlier. There is also evidence that semantic and episodic memories interact and complement each other during retrieval [8]. For instance, Devitt et al. [9] have found in a meta-analysis of eight studies based on autobiographical interviews that when subjects report an episode, their usage of “internal” (episodic) details and “external” (semantic) details are negatively correlated. The subjects use semantic
information to compensate for insufficient episodic detail in their memory. Other examples are experiments by Barlett [4], where subjects of non-matching cultural background recalled folk tales. The recalled stories were distorted to match the subjects’ cultural background (semantic information). Finally, there are also paradigmatic examples of memory adjustment due to social context [10, 11], self-model [12], stress [13], and many other factors [14, 15].

Few contemporary researchers would oppose the idea that episodic memory is – at least to a certain degree – generative in nature [8]. Nonetheless, most of the existing computational models (including some of our own [16, 17, 18]) adopt the storage view, where memories are preserved and later retrieved faithfully [19, 20, 21]. Such models are usually tested with either random patterns or abstract spatial representations [19, 20, 21, 17, 18] but not with realistic sensory input. With such artificial input patterns, it is rather suggestive to think in terms of mere storage (VAE) as a model for memory [25]. A VAE is an autoencoder architecture that maps input images to a plain Gaussian (ii) to discard some of the input patterns during storage to model the inevitable loss of information in the brain due to the attentional bottleneck, and (iii) to include a generative element in the model that is able to reasonably fill in the missing information. Discarding some of the input patterns can be done in at least two ways, by lossy compression and by selection (either before or after compression). The former refers to a process like mp3 encoding, a compression that tries to discard only the information that is irrelevant or recoverable from what is being stored. The latter refers to a process where some part is selected for storage and another one is discarded altogether, e.g. from a picture of a water mill at a creek the mill could be attended to and stored while the creek could be ignored. When recalling the mill, our semantic system probably complements it by a creek, but the creek might look very different from the original one, and we are probably not even aware of this, a process we refer to as scenario construction [22]. When recalling the mp3 encoded song, on the other hand, there might be some noise due to the strong compression, but all in all the song is faithfully reconstructed. We refer to the representation reduced by compression and selection as the gist that is stored in a memory trace and from which the original episode can be reconstructed, either quite faithfully if only compression is involved or at least plausibly if also selection is involved.

In order to model the generative process of episodic memory recall we believe it is important (i) to use (real-world) input patterns as stimuli with enough structure that can be exploited by a semantic system for a generative process, (ii) to discard some of the input patterns during storage to model the inevitable loss of information in the brain due to the attentional bottleneck, and (iii) to include a generative element in the model that is able to reasonably fill in the missing information. Discarding some of the input patterns can be done in at least two ways, by lossy compression and by selection (either before or after compression). The former refers to a process like mp3 encoding, a compression that tries to discard only the information that is irrelevant or recoverable from what is being stored. The latter refers to a process where some part is selected for storage and another one is discarded altogether, e.g. from a picture of a water mill at a creek the mill could be attended to and stored while the creek could be ignored. When recalling the mill, our semantic system probably complements it by a creek, but the creek might look very different from the original one, and we are probably not even aware of this, a process we refer to as scenario construction [22]. When recalling the mp3 encoded song, on the other hand, there might be some noise due to the strong compression, but all in all the song is faithfully reconstructed. We refer to the representation reduced by compression and selection as the gist that is stored in a memory trace and from which the original episode can be reconstructed, either quite faithfully if only compression is involved or at least plausibly if also selection is involved.

Following the lossy compression approach from a perspective of rate-distortion theory (RDT) and efficient coding, Bates and Jacobs [23] as well as Nagy et al. [24] have modeled perception and episodic memory as a generative process. Bates and Jacobs have argued that a capacity-limited perceptual system like the brain should use prior knowledge and take into account task dependencies to compress the input into an optimal representation. Nagy et al. have demonstrated that systematic distortions in memory are similar to the distortions that are characteristic of a capacity limited generative model adapted to an environment for compression. They use a Variational AutoEncoder (VAE) as a model for memory [25]. A VAE is an autoencoder architecture that maps input images to a plain Gaussian model distribution and back again to images. Episodic memory can then be modeled by storing the location in the Gaussian as a memory trace, which is a low-dimensional feature vector. From such a memory trace the full image can be reconstructed. The lossy compression from input to Gaussian is so extreme in this case that memory recall is largely generative. It is even possible to generate new images without any input or memory trace by sampling from the Gaussian and then decoding this vector. Any such image looks similar to the images seen during training, in fact the system can only represent such seen images or interpolations thereof. These models are already generative but with a focus on optimal compression while our focus is semantic completion.

The model we propose here is built on a Vector-Quantized Variational AutoEncoder (VQ-VAE) [26], which, despite the similarity of the names, works quite differently from a VAE. It transforms input images into an array of low-dimensional feature vectors (rather than just one) and thereby maintains some spatial resolution. This has two great advantages: (i) We cannot only model compression but also spatial selection by attention. We do that by discarding some fraction of the feature vectors in the array and keeping the rest. (ii) The model can also store and recall input patterns that are quite different from those seen during training because the known feature vectors can be combined in many different new spatial constellations. For instance, a VQ-VAE trained on digits 0 to 4 can also represent digits 5 to 9, a VAE cannot do that. We see another advantage of the VQ-VAE for our purposes in that the feature vectors are quantized, which is in analogy to semantic categorization in the brain.

However, the VQ-VAE is not generative. Thus, we add a Pixel Convolutional Neural Network (PixelCNN), which is able to fill in missing feature vectors in the array of vectors, up to the point that it creates entirely new arrays from scratch. Conceptually this model is able to fill in a creek to complement the mill, but we use much simpler stimuli (namely handwritten digits from the MNIST database) for our simulations for computational efficiency.

The VAE, the VQ-VAE, and the PixelCNN in the models above are trained on large sets of images and thereby capture the statistical regularities in them, which we consider to be semantic information. The VAE and VQ-VAE
capture the semantic information needed to do and undo the compression; the PixelCNN captures the semantic
information required to fill in neglected parts. The term semantic might seem overly ambitious here, but we believe that
the semantic information these generative models capture shares essential characteristics with what we would normally
refer to as semantic, namely general regularities of the world that hold beyond and are represented independently of
particular episodes. Furthermore, in the VQ-VAE the semantic information is quantized, i.e., discrete in nature, which
resembles categorization.

One might think that a storage memory would be advantageous over a generative one because of its faithfulness.
However, scenario construction during recall is essential to the etiological function of episodic memory, because it
provides far more flexibility to deal with missing data and to adjust to variable demands and constraints than a faithful
reproduction of past experiences could. Moreover, the already acquired semantic knowledge can help to improve the
storage efficiency of the memory. Put simply, generativity is a useful feature in episodic memory, not an aberration[27].

**Computational model of generative episodic memory**

Based on a biologically-motivated conceptual framework and using methods from machine learning, we have
developed a computational model that allows us to investigate semantic completion in a generative episodic memory on
real world images on a fairly abstract level but still in analogy to concrete brain structures, so that predictions on a
behavioral level but also about neural processes are possible.

**Conceptual framework**

We hypothesize that generative episodic memory works as follows:

1. Sensory input patterns that make up the episode are perceived by a hierarchically organized network and
   transformed into a hierarchical perceptual-semantic representation in cortical areas, such as the visual system.
2. Some elements of this representation are selected for storage in episodic memory. We call this the episodic
gist.
3. The episodic gist is stored in hippocampal memory as pointers to the corresponding perceptual-semantic
elements in cortical areas. We call this the memory trace.
4. Triggered by some external or internal cue, or even spontaneously, the memory trace can be reactivated.
5. The pointers in the memory trace reactivate corresponding perceptual-semantic elements in cortical areas.
6. Semantic information in the cortical areas complement the reactivated elements by means of a recurrent
dynamics to construct a plausible full representation from the incomplete gist stored in the memory trace.

Several of these steps and concepts deserve closer consideration.

- We speak of a perceptual-semantic representation, because (i) we consider the transformation from the raw
  input to a high-level semantic representation a gradual process, as is well known for deep neural networks, and
  (ii) we believe that we can actually remember also quite low level aspects of an episode, such as the exact
  color and shape of an object. So, we believe that there is no clear cut distinction between perceptual and
  semantic representations.
- The concept of gist is well known [28, 29, 5]. The episodic gist [16] contains essentials about the episode that
  are selected dynamically depending on attention and the context [30]. They may be detailed in some cases and
general and vague in others.
- Episodic memory traces are pointers to perceptual-semantic elements of the sensory input rather than the
  representations of the input itself [31].
- Semantic information is usually extracted from multiple experiences, is mostly categorical, and refers to the
  prototypical properties of objects or people and their relationships [3, 32]. Evidence from patients with
  semantic dementia suggests that semantic information is vital for episodic memory recall [33].
- Because of its generativ nature, we call the retrieval process scenario construction.

Our computational model does not yet capture all aspects of this conceptual framework, but we believe it is a good first
step in the right direction.
Network architecture

Our computational model consists of two networks known from the field of machine learning, a Vector-Quantized Variational AutoEncoder (VQ-VAE) [26] and a Pixel Convolutional Neural Network (PixelCNN) [34], see Figure 1.

![Network architecture diagram](image)

**Fig 1. Network architecture.** The encoder, which consists of several convolutional layers, compresses the input image into an array $z_e$ of $w \times h \times d$-dimensional feature vectors. Each feature vector is then assigned to the closest codebook vector $e_l$ to create the index matrix $z_x$ containing the indices $l$ and an array $z_q$ of $w \times h$ corresponding $d$-dimensional codebook vectors $e_l$. The decoder then reconstructs the original input based on the quantized array $z_q$. Attention is modeled by discarding consecutive entries in the lower part of the index matrix. The missing part can be filled in by the PixelCNN in a recurrent process that performs semantic completion. The completed index matrix is then passed to the decoder for reconstruction.

A VQ-VAE consists of an encoder, a decoder, and a latent representation between these two. To quantize the latent representation there is also a set of codebook vectors, which are optimized by vector quantization but otherwise fixed. The VQ-VAE processes an input image in the following steps, cf. Figure 2:

1. The VQ-VAE first compresses the image of size $28 \times 28$ (or $32 \times 32$ for images with context) with a convolutional neural network (the encoder) down to an array of $w \times h \times d$-dimensional feature vectors ($w = h = 7$ for the original images and $w = h = 8$ for images with context, $d$ is set to 64). The positions within the array correspond to a grid of subsampled locations in the image. Thus, this array still has a coarse spatial resolution, and the feature vectors are a description of the image around these locations.

2. This array is then converted to an array of $w \times h$ indices (called index matrix for short), each index indicating the $d$-dimensional codebook vector most similar to the feature vector at that position. This can be viewed as a quantization step that makes the representation more categorical, i.e. more semantic. Up to this point the network has compressed the image into a more abstract and semantic representation.

3. In order to recover an image back from this highly compressed latent representation, the array of indices is converted to an array of the corresponding codebook vectors, which should be similar to the array of feature vectors of Step 1.

4. The array of codebook vectors is then decompressed by a deconvolution neural network (the decoder mirroring the encoder) to produce an image of original size.

A VQ-VAE alone can convert an image into a more abstract and semantic representation and back again, but it is not generative in the sense that it could produce new reasonable images from scratch or complement incomplete images.
This is fine as long as the full index matrix is available. However, we also want to model attentional selection, so that only part of the index matrix can be recalled from memory. In such cases we need a generative component that is able to fill in the missing indices. For that we use a PixelCNN.

A PixelCNN is a probabilistic autoregressive generative model that is able to continue sequences of numbers. It can fill in missing pixel RGB-values in an image in a fixed sequence, for instance row-wise from top left to bottom right. If the first lines of an image are given, the PixelCNN can continue the sequence of pixel RGB-values and fill in the rest of the image reasonably well. Since the PixelCNN is designed to continue sequences and not to fill in missing pixels, it can only work in the one order it has been trained for, here from top left to bottom right. It cannot take advantage of known pixel values in the bottom right corner for other pixels in the image. Completing an image with a PixelCNN is a very time consuming process. We apply the PixelCNN not to the image but to the latent index matrix, which is much faster, to train the network and to apply the trained network. Since a PixelCNN only works in one particular order, we can model attentional selection only in a primitive form by keeping the upper rows and neglecting the lower rows of the index matrix. The level of attention determines how many rows to keep.

The VQ-VAE as well as the PixelCNN are both trained on a large set of training images. First the VQ-VAE is trained to reconstruct the input images as well as possible, despite the strong compression in the latent representation. The weights of the encoder and decoder are optimized as well as the codebook vectors. Once the VQ-VAE is trained, the PixelCNN can be trained on the index matrices generated by the trained VQ-VAE from the training image. See the Methods section for further details on the VQ-VAE and the PixelCNN.

Our model is designed to reflect our hypothesis on generative episodic memory. That is, the stored gist has far less information content than the input images; nonetheless, the input can be reconstructed from it. The model captures complex statistics from the input and also reflects the constructive nature of episodic memory that has been observed in many studies. When the attention is low (only a small part of the index matrix is stored), the recalled memories are not necessarily faithful. Still, they are valid and likely reconstructions of the original data. The model is also capable of dreaming, i.e., generating unseen but valid episodes.
Analogy to the brain

Even though VQ-VAE and PixelCNN originate from the field of machine learning, we believe they capture essential aspects of neural processing in the brain, and they are an appropriate level of description for our purposes here.

The encoder network of the VQ-VAE corresponds to the feedforward processing in the visual system, which results in abstract object representations in the inferior temporal (IT) cortex. Many studies have discussed a correspondence between the hierarchy of the human visual areas and layers of CNNs [35, 36, 37]. The decoder has a structure symmetrical to the encoder and is similar to the feedback connections from higher levels of the visual system to lower ones. It has been shown that during retrieval, a cortical representation of the memory is formed in the lower levels of the visual pathway through the feedback connections [38, 39]. Some studies have actually used an autoencoder structure to model the feedback connections in the visual pathway [40]. In our model, the decoder generates a cortical representation of the memory in its layers down to image level, which we take as a readout of the cortical representation of the memory during retrieval. A body of research also indicates that there is semantic learning at the level of the visual system, reflected in our model by the whole VQ-VAE network[41].

The PixelCNN learns statistical relationships between the elements of the latent representation of the VQ-VAE by repeated exposure, i.e. it learns semantic information from episodes akin to how it is hypothesized also for the brain [42]. It is then able to fill in missing elements in the semantic representation of an image. We hypothesize that this is akin to a recurrent dynamics in the higher cortical areas that can fill in missing information in a semantically consistent and expected way [43, 44].

We do not model storage in and retrieval from the hippocampus explicitly, we simply store and recall a perfect copy of the selected parts of the index matrix, which represents the episodic gist. Storing just the indices of the codebook vectors, and not the vectors themselves, is consistent with the indexing theory of hippocampal memory[45], although we would argue that our indices are also represented in the cortex, so that semantic completion can take place there.

Results

Our model is able to process real-world images and we believe that sufficiently rich statistical structure in the input patterns is essential for a meaningful simulation of episodic memory. However, large images require large data sets and are computationally expensive to process. As a compromise we use the well known MNIST data set of hand written digits [46], which is real-world, has a clear structure of ten digit classes 0 to 9, and is of moderate size, so that simulations can be conducted efficiently. The images show white digits on black background with gray values normalized between 0 and 1 and $28 \times 28$ pixels. First we illustrate the behavior of the system and then model a concrete memory task and compare it with experimental results [47].

Scenario construction by semantic completion

At the core of our model is the concept of an episodic gist, which is incomplete but can be complemented by semantic information to reconstruct a full scenario from a partial memory trace. What is being stored in the memory trace, i.e. what makes up the episodic gist, is largely determined by attention. In our model, attentional control is somewhat constrained and only determines how many consecutive indices of codebook vectors are stored row-wise starting in the upper left corner. For low attention only the upper two out of eight rows might be stored; for high attention the upper six rows might be stored. The remaining part, if needed, has to be constructed based on semantic information. It is important to note that attentional selection does not apply to the images but to the latent representation in form of the index matrix.

To illustrate the effect of semantic completion we have compared recalled images from memory traces at several different attention levels, see Figure 3. The first line is the reconstruction without semantic completion and the next lines are three different reconstructions with semantic completion. At high attention, the reconstruction is faithful; at low attention, the reconstruction is not necessarily faithful but it is plausible given the attended parts.

Improved memory efficiency by semantic completion

As mentioned earlier, the memory efficiency in our model is due to two factors: (i) the compression by the encoder network of the VQ-VAE and (ii) the semantic completion by the PixelCNN. The former reduces the storage requirement in our model already by a factor of 30 with little loss of image information, cf.[48]. Here we want to address the latter factor. To do so, we have to measure recall performance. Even though the mean squared distance between original image and recalled image is an obvious and frequently used measure, it is not very useful as a measure of perceptual similarity[49]. We have therefore trained a classification network (see the Methods section) to recognize
Fig 3. Semantic completion. Incomplete latent representations in the form of the index matrix are completed by the PixelCNN through a process we call semantic completion. The index matrix is already 30 times smaller than the image and only part of that representation is selected by attention. The attention level is defined as the percentage of the index matrix that is stored in the memory trace. The partial patterns in the first row visualize the episodic memory traces. The next three rows visualize three instances of the semantic completion based on the incomplete memory traces.

Fig 4. Semantic memory helps to increase the classification accuracy and capacity efficiency. Left: A classifier trained on MNIST is used to evaluate the classification accuracy on recalled patterns of different attention levels. The stronger the PixelCNN with its semantic information the better the accuracy for any given attention level. Right: For any expected classification accuracy the stronger PixelCNN requires less attention.

the ten digits and evaluate the quality of recall by the classification accuracy, i.e. the percentage of correctly recognized recalled patterns.

Figure 4 shows how semantic completion can improve memory efficiency. We have run simulations with semantic completion by a fully trained PixelCNN, by a partially trained PixelCNN, and without semantic completion at all, which we refer to as strong, weak, and none (semantic completion), respectively. The strong network was trained for 40 epochs and had a loss of 0.65 (categorical cross entropy), the weak network was trained for 3 epochs and had a loss of 0.75, and for the none case the not attended parts were just filled black. The left panel shows the improvement of the classification accuracy by semantic completion for fixed attention levels; the right panel shows the saving in attention level by semantic completion for fixed classification accuracy levels. We see that semantic completion can significantly contribute to recall quality (left panel) or capacity (right panel) although the memory saving is not nearly as large as for the compression by the encoder, maybe a factor of two.

Semantic learning at the level of the VQ-VAE

Semantic learning within the VQ-VAE has two aspects: the semantic learning within the neural representations of the encoder and decoder used for efficient compression and the categorization of the feature vectors by vector quantization.

Figure 5 shows how the semantic learning contributes to robustness to noise. Classification performance is compromised by pixel noise. The compression-decompression performed by just the autoencoder part of the VQ-VAE,
i.e. without the quantization, already reduces noise and improves performance; quantization improves performance even further.

The noise reducing effect of autoencoders is well known[50]. The quantization process in addition drags the internal representations towards what is know, what it has seen before, and this helps it in becoming more robust to noise, because noise moves the latent representation away from the normal distribution, while quantization drags it back, imposing a denoising effect.

![Fig 5. Effect of autoencoding and quantization on noise reduction and classification performance.](image)

Test images with different noise levels (left column) are processed by a VQ-VAE without (middle column) and with (right column) vector quantization. An MNIST classifier is then used to determine the classification accuracy of the reconstructed images. The right panel shows the classification accuracy for the three settings against input noise ratio. The VQ-VAE network achieves highest classification accuracy for its reconstructed noisy inputs.

The latent representation in a VQ-VAE still has some spatial resolution and can take advantage of the combinatorics in the index matrix to generalize to images from a different distribution than the one trained on. We have trained a VQ-VAE on MNIST digits 0 to 4 and then tested it on digits 5 to 9 as well as on the Fashion MNIST dataset. Figure 6 shows that the VQ-VAE generalizes almost perfectly from the low digits to the high ones, and it also generalizes to the quite different fashion images of clothes to some degree. A VAE, for instance, would not be able to that. Furthermore, Figure 7 shows that also the positive effect of the VQ-VAE for robustness to noise illustrated in Figure 5 generalizes to the Fashion MNIST data base.

**Modeling an episodic memory task**

An important goal of our modeling effort is to reproduce experimental results from episodic memory research and eventually make suggestions and predictions for new experiments. Here we relate to a recent experiment by Zöllner et al [47]. The experiment takes place in three days. At day one, participants are asked to move around an apartment in a virtual environment. The apartment has three main rooms: bedroom, kitchen, and bathroom. Half of the objects in the apartment are placed in a room where one would expect such an object, like a microwave in the kitchen, this is referred to as *congruent context*. Half of them are placed in a different room, like a toaster in a bathroom, referred to as *incongruent context*. Participants should first familiarize themselves with the apartment and are then instructed to do some tasks and interact with some of both congruent and incongruent objects, for example to make a sandwich with the toaster. This provides some control over the level of attention with which the different objects are perceived.
Fig 6. Generalization of the VQ-VAE to other data sets. A VQ-VAE network trained on half of the MNIST dataset digits (digits 0 to 4) is applied to three types of samples: MNIST images of digits 0 to 4 (in sample), MNIST images of digits 5 to 9 (out of sample but share the same input distribution), and images from the Fashion MNIST dataset (out of sample and different than input distribution). The reconstructed images of these three types of inputs are then tested for recognition accuracy using an MNIST classifier for digits 0 to 9 and a Fashion MNIST classifier images of clothes.

Fig 7. Semantics learned by the VQ-VAE improves classification accuracy for out of distribution samples. The VQ-VAE has been trained on the MNIST data set, digits 0 to 9, and achieves an improvement in classification accuracy on noisy images also for the quite different stimuli of the Fashion MNIST data set.

Participants are then tested on the next day on two tasks. In the recognition task, participants rank how confident they are that they have seen a specific household object and, if they think they have seen it, decide which room it was in. In the spatial recall task, participants drag a household object into a map of the apartment and drop it at the specific location where they think they have seen it. Both tasks are repeated several times with different objects. The same tasks are performed after seven days to check how memory changes over time. Since the results show no significant difference between day two and day eight and we are not modeling memory accuracy over time we pool the data from both days.

To reproduce this experiment with our model we pad the images to size $32 \times 32$ and augment them by three different backgrounds in the bottom half: A background with triangles for digits 0 to 3, squares for digits 4 to 6, and circles for digits 7 to 9. The backgrounds provide a context for the digits that can be congruent, e.g. a 3 in front of
The algorithm is trained on the congruent data and learns the relationship between digits and the background in an unsupervised manner. Then it is tested on both the congruent and incongruent data.

triangles, or incongruent, e.g. a 5 in front of circles, see Figure 8. We use only the bottom half, so that it is possible to show the model only the object without background, i.e. only the upper half. With a more flexible attention mechanism we could also use backgrounds across the whole image. The model implicitly learns the association between a digit and its congruent context by repeated exposure, e.g. 2 is always in the room with triangles. The model is trained only on congruent data and then tested on congruent as well as incongruent data. The different levels of attention are modeled by selecting various fractions of index matrix, the latent representation.

The model simulation then goes as follows: First the VQ-VAE and the PixelCNN are trained on the congruent data set. Then a number of congruent and incongruent images are shown to the system and stored in memory traces with varying levels of attention, i.e. with 5% (low attention), 52% (medium attention), or 63% (high attention) of the index matrix stored. The stored memory traces are then recalled by the network with semantic completion by the PixelCNN. A trained classifier for digits and another one for backgrounds are used to model the responses of the humans. If the digit classifier recognizes the digit from the recalled image correctly, this counts as if the subject remembers having seen the object. Only then is the background classifier applied to determine the type of background.

Since the PixelCNN has been trained only on congruent examples, it has a tendency to fill in the congruent background in the bottom half of the image if it has stored a particular number at attention level 52%, i.e. only the top half. However, if attention level is higher, say 63%, the PixelCNN might infer an incongruent background from the bits that are preserved about it in the memory trace and complete it. That means, for low attention levels, one would expect that the model always recalls the congruent background, while for high attention levels, it either recalls the episodically correct background or, if it fails to do so, it recalls the congruent background. Thus, the results should be trivial for congruent images, because always the congruent background is recalled, but interesting for incongruent images, because, depending on the attention level, the model either correctly recalls the incongruent background or plausibly recalls the congruent background. It should usually not recall an incorrect and incongruent background.

Experimental as well as simulation result are shown in Figure 9 in a direct comparison. The left panel shows the fraction of correctly recalled contexts for congruent and incongruent cases depending on the attention level. In both, experiments and model simulations, we see the trivial behavior of high correct recall for the congruent cases and a strong dependence on attention level for the incongruent cases. But congruent cases are always recalled better than incongruent ones, even for high attention levels. The right panel shows more detailed result for the incongruent cases. The blue sections indicate the correct recalls, called episodic because they need to be explicitly remembered; the orange sections indicate the incorrect but congruent recalls, called semantic because they can be semantically inferred from the object or digit; the gray sections indicate the completely wrong recall, neither correct not congruent. The simulation results match the experimental results quite well. To obtain a good fit, we tuned the three attention levels in the model, which are not well constrained by the experimentally determined attention levels in the subjects. However, the appearance of wrong recalls and their ratio to the semantic and episodic recalls emerge from the model.

The results in the experiments as well as the model simulations can be summarizes as follows:

- Congruent contexts are recalled better than incongruent ones, as there is no conflict between episodic memory and semantic information.
Fig 9. The effect of context and attention in the model and experiment. In the experiment, subjects explored an apartment in a virtual reality environment. Half of the household objects in the apartment were placed in an incongruent room. Later they were asked how sure they are if they have seen the incongruent objects and in which room they saw it. It is assumed that the objects that were reported to be seen with higher confidence had been seen with higher attention during the task. Episodic means remembered correctly, semantic means remembered in the semantically congruent room even though it was in an incongruent room and wrong means remembered in an incongruent third room. The model matches the trend in the experimental data. Objects are remembered better in congruent context and attention improves the memory accuracy. Also in the incongruent case the items that were not remembered correctly, were more often remembered semantically than wrong.

- Interaction with objects (i.e. paying attention) increases memory accuracy in both congruent and incongruent cases.
- Contexts that are not remembered episodically correctly are more often remembered semantically congruently than completely wrong.

Conclusion

Here, we present a model of generative episodic memory on a rather abstract level with a network architecture combining known methods from machine learning, namely VQ-VAE and PixelCNN. It can process real images, includes the potential for spatial attentional selection (although still in a very primitive form), can represent images quite different from those trained on, and models extraction of semantic information by compression, which relates to abstraction, and quantization, which relates to categorization. The two models most closely related to ours [23, 25] are based on a VQA, which lacks some of the advantages of a VQ-VAE and can therefore neither represent quite different images nor model spatial attentional selection in any way, nor does it include categorization of input features.

It is debatable whether machine learning methods are a good language to model the brain like we do here. However, convolutional neural networks as well as recurrent neural networks, on which our model is based, were inspired by the brain and are remarkably successful also in computational neuroscience [35, 36, 37, 51, 52]. Furthermore, they offer the advantage of efficiency, so that real world images can be processed. This is an important factor, since the frequently used artificial random stimuli in earlier modeling studies lack the statistical structure and regularities that are essential in studying the interaction between episodic memory and semantic information. Without statistical regularities that can be exploited, episodic memory can by design not be generative.

Our model shows that and how generative episodic memory can work in principle. It supports our conceptual framework for human episodic memory: (i) Sensory input (an image in our case) is processed by a multi-layer perceptual-semantic network, e.g. the visual system, to generate a hierarchical more abstract representation. (ii) Some aspects of this representation, the episodic gist, are selected, presumably by attention and depending on many factors. (iii) The selected parts are then stored in form of a memory trace in hippocampus. The trace contains pointers to the selected semantic elements in the hierarchical representation. (iv) During recall, a memory trace is reactivated in hippocampus. (v) The pointers in the memory trace in turn reactivate the semantic elements. (vi) Semantic information is finally used to fill in missing parts in a dynamic process. The latter step makes episodic memory generative, and we call the recall process scenario construction.

In our model, Step (i) is realized by the encoder of the VQ-VAE plus the quantization of the feature vectors, Step (ii) by selecting some fraction of the index matrix, Step (iii) by storing the partial index matrix, Steps (iv) and (v) by retrieving the partial index matrix, and Step (vi) by the PixelCNN and the decoder of the VQ-VAE.
The model shows good semantic completion capabilities. It is remarkable how well the PixelCNN generates plausible complete images even from small fragments, where faithful reconstructions are not possible, see Figure 4. The system is even able to generate plausible images from nothing (not shown).

Two factors in the model contribute to its capacity efficiency, compression and decompression in the VQ-VAE as well as the semantic completion in the PixelCNN. We have estimated that compression contributes a factor of about 30 while one can infer from Figure 4 that the semantic completion only contributes a factor of up to 2 to the overall compression of input images into the memory traces. This is in line with our hypothesis that semantic completion does not primarily contribute to the capacity efficiency but serves other purposes. Firstly, it is plausible to assume that encoding and storage of an episode is limited by the attentional bottleneck during the experience of the episode. Semantic completion can help to fill in those missing parts that we were just not able to attend to in the episodic situation. Secondly, semantic completion can help to generalize better. It has been hypothesized that the main purpose of episodic memory is not to remember the past but to help us make decisions for the future [53, 54, 55]. Thus, if our knowledge about the world changes, maybe also our memories of the past should change to be maximally useful to deal with the future. Semantic completion can do exactly that.

We have successfully modeled the episodic memory experiment by Zöllner et al. [47]. Both, experiments and simulations, show that congruent contexts are recalled better than incongruent ones and that incorrectly recalled contexts in incongruent cases are more often remembered semantically correct than completely wrong. By designing the stimuli appropriately and tuning the selection percentages for the index matrix for the three attention levels we were able to achieve a very good fit to the experimental data. Due to the available degrees of freedom to match the experimental results, our model does not yet have strong explanatory power. However, it is not obvious and not a result of tuning that wrong recalls emerge in the incongruent cases and that the ratio to the semantically correct recalls match so well. These are emergent properties of the model.

Overall, we feel this model advances our understanding and sharpens our concepts of generative episodic memory. However, there are many ways in which the model can and should be developed further. (i) The attentional selection is rather limited. As one of the next steps we plan to make it more flexible. (ii) Even though the encoder is hierarchical, consistent with our conceptual framework, the index matrix, on which the selection and semantic completion are done, is not. We plan to adopt a hierarchical version of the VQ-VAE [56] to be able to apply semantic completion to a truly hierarchical representation. (iii) The storage process in the hippocampus is not modeled at all. We plan to address this by adding a model for one-shot storage of pattern sequences in hippocamal memory [57]. This would also allow us to investigate storage of sequential episodes, not just snapshots. Sequentiality has been claimed to be one essential characteristics of episodic memory [16, 58]. (iv) Besides developing the model further, we will also continue to focus on modeling experiments on human episodic memory to constrain the model better and contribute to the design of new experiments.

Acknowledgements

We are grateful for very fruitful discussions with the group by Oliver Wolf and their permission to work with their data. This work was supported by a grant from the German Research Foundation (DFG), project number 419039588 - FOR 2812, P5 (L.W.).

Methods

Vector-Quantized Variational AutoEncoders (VQ-VAE) are autoencoders with a discrete latent representation that process input in three steps. (i) The encoder, which is a Convolutional Neural Network (CNN), compresses the input $x$ to generate the encoding $z_e$, which is an array of $w \times h \times d$-dimensional feature vectors. (ii) These feature vectors are then quantized with the help of $k$ codebook vectors $e_l \in \mathbb{R}^d$ according to the Vector Quantization (VQ) framework in equation (1), i.e. each one is mapped to the closest codebook vector $e_l$, and index matrix $z_x$ contains the corresponding indices.

$$z_x^{(i,j)} = \arg\min_l \| z_e^{(i,j)} - e_l \|_2$$

$$z_q^{(i,j)} = e_{z_x^{(i,j)}}$$

with $i \in \{1, \ldots, w\}$, $j \in \{1, \ldots, h\}$, $l \in \{1, \ldots, k\}$
The codebook vectors are initialized randomly, but they get optimized during training together with the encoder and decoder. The quantized version of \( z_e \) is denoted \( z_q \) and is a \( w \times h \) array of codebook vectors. (iii) The decoder, which is a deconvolutional neural network, then generates a reconstruction \( y \) of the input \( x \) based on the given \( z_q \).

A VQ-VAE can be trained end to end based on the loss function

\[
L = \log p(y = x \mid z_q(x)) + \| \text{sg}(z_e(x)) - e \|^2_2 + \beta \| z_e(x) - \text{sg}(e) \|^2_2
\]

The first term is the reconstruction loss, which is the negative log-likelihood of the decoder output \( y \) being equal to the input \( x \), given the quantized latent representation \( z_q \); this term optimizes the decoder and the encoder. The second term is the VQ objective, which optimizes the codebook vectors. This term uses the \( l_2 \) norm to push the codebook vectors towards \( z_e \) and minimize the quantization error. Since the codebook vectors \( e \) may not train as fast as the encoder, it might happen that the encoder outputs grow arbitrarily large. To make sure that the encoder commits to the codebook vector the third term is added. Essentially it pushes the encoder outputs toward the codebook vectors. This third term is called the commitment loss and constrains the size of the encoder outputs [26].

Since the quantization is a discrete operation, it is not possible to calculate its gradient for back propagation. Therefore, the stop gradient (sg) operator is introduced here. During the forward pass it works like an identity operator. During the backward pass (backpropagation), the gradient \( \nabla z L \) is passed directly from \( z_q \) to \( z_e \). The second and the third term have identical values, the second one updates the codebook \( e \) via quantization (i.e. due to non-zero \( \nabla z L \)), while the third one only affects the encoder.

A VQ-VAE by itself is not a generative model. However, it’s quantized index matrix \( (z_q) \) makes it possible to sample new data with the help of a PixelCNN [34]. A PixelCNN is a well known autoregressive model, which is mainly used to generate new images given the training data distribution. The basic principle of this model is that each pixel in an image has a probability distribution that depends on all the pixels that came before it:

\[
p(x) = \prod_{i=1}^{D} p(x_i \mid x_{<i}) \text{ where } x_{<i} = [x_1, \ldots, x_{i-1}]
\]

PixelCNNs generate images pixel by pixel and in a sequence (from top left to bottom right) conditioned on all previously sampled pixels. This process is slow for large images, however in our case we use the PixelCNN only on the index matrix \( z_e \), which is much smaller. After training, the model can either complete a partial index matrix or even generate a new one from scratch based on the semantic information learned from the training data. This is then converted to an array \( z_q \) of codebook vectors and passed to the decoder to generate the output.

In this work we use a gated PixelCNN [34] with the activation function

\[
y = \tanh(W_{k,f} * x) \odot \sigma(W_{k,g} * x)
\]

instead of the more common rectified linear activation function. \( \sigma \) is the sigmoid function, \( k \) is the number of the layer, \( \odot \) is the element-wise product and \( * \) represents the convolution operator. These multiplicative units help the network to model more complex functions [34].

The digit classifier network used in this paper is a basic CNN with three convolutional layers, which was trained on digits in both congruent and incongruent context. This network has an accuracy of 99.1% on test data. The context classifier is a simple pattern matching algorithm that assigns the pattern class based on mean square error.
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