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Abstract—This survey reviews some of the most recent achievements in the saga of the axiomatisation of parallel composition, along with some classic results. We focus on the recursion, relabelling and restriction free fragment of CCS and we discuss the solutions to three problems that were open for many years. The first problem concerns the status of Bergstra and Klop’s auxiliary operators left merge and communication merge in the finite axiomatisation of parallel composition modulo bisimilarity: We argue that, under some natural assumptions, the addition of a single auxiliary binary operator to CCS does not yield a finite axiomatisation of bisimilarity. Then we delineate the boundary between finite and non-finite axiomatisability of the congruences in van Glabbeek’s linear time-branching time spectrum over CCS. Finally, we present a novel result to the effect that rooted weak bisimilarity has no finite complete axiomatisation over CCS.
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I. INTRODUCTION

Process algebras [1], [2] are prototype specification languages for the description and analysis of concurrent and distributed systems, or simply processes. These languages offer a variety of operators to specify composite processes from components one has already built. Notably, in order to model the concurrent interaction between processes, the majority of process algebras include some form of parallel composition operator, also known as merge.

Equational axioms can be used to express elegantly whether two syntactically different expressions in a language describe the same behaviour. Given the relevance of the parallel composition operator in concurrency theory, it is thus not surprising that the literature on process algebras offers a wealth of studies on the equational characterisation of this operator.

In this survey we review some classic results, and we briefly report on some of the most recent achievements on the axiomatisation of parallel composition.

A. Motivation

The expected semantic properties of processes can be defined, implicitly, by a set of equational axioms, i.e., equalities between terms in the considered language. Informally, if a term \( t \) is proved equal to a term \( u \) by means of the axioms, then we can say that \( t \) and \( u \) describe the same behaviour.

Behavioural equivalences have been introduced as simple and elegant tools for an explicit comparison of the semantics of processes. These are equivalence relations allowing one to establish whether two processes have the same observable behaviour: different notions of observability correspond to different levels of abstraction from the information on process execution, which can either be considered irrelevant in an application context, or be unavailable to an external observer. When an equivalence is compositional with respect to the operators in the considered language, it is called a congruence.

Obtaining an axiomatisation of a behavioural congruence is then a classic, key problem in concurrency theory, as an equational axiomatisation characterises the semantics of a process algebra in a purely syntactic fashion. Hence, this characterisation becomes independent of the details of the definition of the process semantics of interest. At the same time, an axiomatisation also underlines the differences between the various semantics via a collection of revealing axioms, and, due to its syntactic nature, it can be applied in verification tools based on theorem proving of rewriting.

The studies on the axiomatisability of behavioural congruences find their roots in the attempt to provide an answer to the following two key questions:

- Is a collection of axioms complete?
  This means that we are interested in verifying whether all the equations that hold modulo the chosen notion of behavioural congruence can be derived from the set of axioms using the rules of equational logic.
- Does the process algebra modulo the chosen behavioural congruence afford a finite equational axiomatisation?
  This means that we are interested in verifying whether
there is a finite collection of axioms for the algebra that is sound and complete.

In this paper we focus on the parallel composition operator and present some of the most recent results on its equational characterisations modulo various behavioural congruences. In order to put these new achievements into context, we present them alongside a brief recap of the saga of the axiomatisation of parallel composition, as without the work carried out in the last 40 years our new contributions would not have been possible.

B. Standing on the shoulders of giants

In the late 1970s, Milner developed the Calculus of Communicating Systems (CCS) [3], a formal language based on a message-passing paradigm and aimed at describing communicating processes from an operational point of view. In detail, a labelled transition system (LTS) [4] was used to equip language expressions with an operational semantics [5] and was defined using a collection of syntax-driven rules. The analysis of process behaviour was carried out via an observational bisimulation-based theory [6] that defines when two states in an LTS describe the same behaviour. In particular, CCS included a parallel composition operator \( \parallel \) to model the interactions among processes. Such an operator, also known as merge [7], [8], allows one both to interleave the behaviours of its argument processes (modelling concurrent computations) and to enable some form of synchronisation between them (modelling interactions). Later on, in collaboration with Hennessy, Milner studied the equational theory of (recursion free) CCS and proposed a ground-complete axiomatisation for it modulo bisimilarity [9], [10]. More precisely, Hennessy and Milner presented a set \( \mathcal{E} \) of equational axioms from which all equations over closed CCS terms (namely those with no occurrences of variables) that are valid modulo bisimilarity can be derived using the rules of equational logic [11]. Notably, the set \( \mathcal{E} \) included infinitely many axioms, which were instances of the expansion law that was used to 'simulate equationally' the operational semantics of the parallel composition operator.

The ground-completeness result by Hennessy and Milner started the quest for a finite axiomatisation of CCS’s parallel composition operator modulo bisimilarity. Bergstra and Klop showed in [7] that a finite ground-complete axiomatisation modulo bisimilarity can be obtained by enriching CCS with two auxiliary operators, namely the left merge \( \| \) and the communication merge \( | \), expressing the one step in the asymmetric pure interleaving and the synchronous behaviour of \( \| \), respectively. Their result was then strengthened by Aceto et al. in [12], where it is proved that, over the fragment of CCS without recursion, restriction and relabelling, the auxiliary operators \( \| \) and \( | \) allow for finitely axiomatising modulo bisimilarity also when CCS terms with variables are considered. Moreover, in [13] that result is extended to the fragment of CCS with relabelling and restriction, but without communication. From those studies, we can infer that the left merge and communication merge operators are sufficient to finitely axiomatise parallel composition modulo bisimilarity. But is the addition of auxiliary operators necessary to obtain a finite equational axiomatisation, or can the use of the expansion law in the original axiomatisation of bisimilarity be replaced by a finite set of sound CCS equations?

To address that question, in [14], [15] Moller considered a minimal fragment of CCS, including only action prefixing, nondeterministic choice and interleaving, and proved that, even in the presence of a single action, bisimilarity does not afford a finite ground-complete axiomatisation over the closed terms in that language. This showed that auxiliary operators are indeed necessary to obtain a finite equational axiomatisation of bisimilarity. Adapting Moller’s proof technique, Aceto et al. proved, in [16], that if we replace \( \| \) and \( | \) with the so called Hennessy’s merge \( \triangledown \) [17], which denotes an asymmetric interleaving with communication, then the collection of equations that hold modulo bisimilarity over the recursion, restriction and relabelling free fragment of CCS enriched with \( \triangledown \) is not finitely based. (Henceforth, whenever we refer to CCS, we mean the recursion, restriction and relabelling free fragment of CCS.) A natural question that arises from those negative results is the following:

\[
\text{Can we obtain a finite axiomatisation of parallel composition in bisimulation semantics by adding (Q1) only one binary operator to the signature of CCS?}
\]

Recently, in [18], we provided a partial answer to that question: under three reasonable assumptions, a binary auxiliary operator alone does not allow us to obtain a finite, ground-complete axiomatisation modulo bisimilarity. The results of [18] are discussed in Section IV.

So far, we have considered equational characterisations of parallel composition modulo bisimilarity. In [19], van Glabbeek presented the linear time-branching time spectrum, i.e., a taxonomy of behavioural equivalences based on their distinguishing power. He carried out his study in the setting of the process algebra BCCSP, which consists of the basic operators from CCS and CSP [20], and he proposed ground-complete axiomatisations for most of the congruences in the spectrum over this language. Those axiomatisations are finite if so is the set of actions. For the ready simulation, ready trace and failure trace equivalences, the axiomatisation in [19] made use of conditional equations; Blom, Fokkink and Nain gave purely equational, finite axiomatisations in [21]. Then, the works in [22], on nested semantics, and in [23], on impossible futures semantics, completed the studies of the axiomatisability of behavioural congruences over BCCSP by providing negative results: neither impossible futures nor any of the nested semantics have a finite, ground-complete axiomatisation over BCCSP. Since the algebra BCCSP does not include any operator for the parallel composition of processes, it is natural to ask:

\[
\text{Can we obtain a finite axiomatisation of parallel composition, over CCS, modulo congruences other (Q2) than bisimilarity?}
\]
In Section V we report our results from [24], where we delineated the boundary between finite and non-finite axiomatisability of the parallel composition operator modulo all the congruences in the spectrum.

As briefly outlined above, sometimes the information carried by the LTS can either be considered irrelevant or be unavailable to an external observer. Weak behavioural semantics have been introduced to study the effects of these unobservable (or silent) actions on the observable behaviour of processes, each semantics considering a different level of abstraction. A taxonomy of weak semantics is given in [25], and studies on the equational theories of various of these semantics have been carried out over the algebra BCCSP (see, among others, [10], [26]–[29]). A finite, ground-complete axiomatisation of parallel composition modulo rooted weak bisimilarity (also known as observational congruence) is provided by Bergstra and Klop in [8] over the algebra ACP that, however, includes the auxiliary operators [I] and [L]. To the best of our knowledge, it is unknown whether the use of auxiliary operators is necessary to guarantee the finiteness of such an axiomatisation. Hence, the following question naturally arises:

Can we obtain a finite axiomatisation of parallel composition modulo rooted weak bisimilarity over (Q3) CCS?

In Section VI we provide a negative answer to this question, by exploiting the results by Moller on strong semantics. Actually, we obtain a stronger result: our proof technique applies to all congruences that coincide with strong bisimilarity on the range over actions in A∪A σ. Henceforth, we let µ, ν,… range over actions in A σ, and α, β,… range over actions in A∪A σ.

C. Organisation of contents

We start by reviewing some preliminary notions on process algebras and equational logic in Section II. We discuss some technical details in the proofs of classic results from in [7], [10], [14] in Section III, since they are useful to appreciate our novel contributions. Then, our answers to questions (Q1), (Q2) and (Q3) are presented in Section IV, Section V, and Section VI, respectively. We conclude our survey by discussing related and future work in Section VII.

II. BACKGROUND

Labelled Transition Systems

As semantic model we consider classic labelled transition systems [4]. We assume a set of action names A, and we let A denote the set of action co-names, i.e., A = {π | a ∈ A}. As usual, we postulate that π = a and a ≠ π for all a ∈ A. Then, let A σ = A∪A ∪{τ}. Henceforth, we let µ, ν,… range over actions in A σ, and α, β,… range over actions in A∪A σ.

We assume a set of action names A, and we let A denote the set of action co-names, i.e., A = {π | a ∈ A}. As usual, we postulate that π = a and a ≠ π for all a ∈ A. Then, let A σ = A∪A ∪{τ}. Henceforth, we let µ, ν,… range over actions in A σ, and α, β,… range over actions in A∪A σ.

\[
\begin{align*}
\mu.x & \xrightarrow{\mu} x \\
\tau & \xrightarrow{\tau} x' \\
y & \xrightarrow{\tau} y' \\
x & \xrightarrow{\tau} x' \\
\alpha & \xrightarrow{\alpha} x' \\
y & \xrightarrow{\tau} y' \\
x & \xrightarrow{\tau} x' \\
y & \xrightarrow{\tau} y'
\end{align*}
\]

TABLE I

The SOS rules for CCS operators (µ ∈ A r, α ∈ A∪A σ).

Definition 1 (Labelled Transition System). A labelled transition system (LTS) is a triple (P,A r,A→), where P is a set of processes (or states), A r is a set of actions, and A→ ⊆ P×A r ×P is a (labelled) transition relation.

As usual, we use p µ → p’ in lieu of (p,µ,p’) ∈ A→. For each p ∈ P and µ ∈ A r, we write p µ → if p µ → holds for some p’, and p µ → otherwise. The initials of p are the actions that label the outgoing transitions of p, that is, init(p) = {µ | p µ →}. For a sequence of actions ϕ = µ1,…,µk (k ≥ 0), and processes p, p’, we write p ϕ → p’ if and only if there exists a sequence of transitions p = p0 µ0 → p1 µ2 →,…, µk p k = p’. If p ϕ → p’ holds for some process p’, then ϕ is a trace of p.

The Language CCS

The language we consider in this paper is the recursion, restriction and relabelling free fragment of Milner’s CCS [31], given by the following grammar:

\[t ::= 0 \mid x \mid t \mu t \mid t + t \mid t \parallel t\]

where x is a variable drawn from a countably infinite set V, and µ ∈ A r. Following [31], the action symbol τ will result from the synchronised occurrence of two complementary actions, like a and π. The SOS rules [5] for the CCS operators given above are reported in Table I.

We shall use the meta-variables t, u, v, w to range over process terms. The size of a term t, denoted by size(t), is the number of operator symbols in t. A term is closed if it does not contain any variables. Closed terms, or processes, will be denoted by p, q, r. Moreover, we omit trailing 0’s from terms.

A (closed) substitution is a mapping from process variables to (closed) CCS terms. Substitutions are extended from variables to terms, transitions, and rules in the usual way. Note that σ(t) is closed, if so is σ. We let σ[x → p] denote the substitution that maps the variable x into process p and behaves like σ on all other variables.

The inference rules in Table I allow us to derive valid transitions between closed terms. The operational semantics for our language (and for all its extensions we shall introduce in the remainder of the paper) is then modelled by the LTS whose processes are the closed terms, and whose labelled transitions are those that are provable from the SOS rules.

In the remainder of this paper, we exploit the associativity and commutativity of + modulo bisimilarity and we consider process terms modulo them, namely we do not distinguish t + u and u + t, nor (t + u) + v and t + (u + v). In what follows, the symbol = will denote equality modulo the above
identifications. We use a summation \( \sum_{i \in \{1, \ldots, k\}} t_i \) to denote the term \( t = t_1 + \cdots + t_k \), where the empty sum represents 0. We can also assume that the terms \( t_i \), for \( i \in \{1, \ldots, k\} \), do not have + as head operator, and refer to them as the summands of \( t \).

Henceforth, for each action \( \mu \) and \( m \geq 0 \), we let \( \mu^0 \) denote 0 and \( \mu^{m+1} \) denote \( \mu(\mu^m) \).

Behavioral equivalences

Behavioral equivalences have been introduced as a tool to establish whether the behaviours of two processes are indistinguishable for their observers. Roughly, they allow us to check whether the observable semantics of two processes is the same. In the literature we can find several notions of behavioural equivalence based on the observations that an external observer can make on the process. In his seminal article [19], van Glabbeek gave a taxonomy of the behavioural equivalences discussed in the literature on concurrency theory, which is now called the linear time-branching time spectrum (see Figure 1).

One of the main concerns in the development of a meta-theory of process languages is to guarantee their compositionality, i.e., that the replacement of a component of a system with a \( \sim \)-equivalent one, for a chosen behavioural equivalence \( \sim \), does not affect the behaviour of that system. In algebraic terms, this is known as the congruence property of \( \sim \) with respect to all language operators, and consists in verifying whether, for all \( n \)-ary operators \( f \)

\[ t_i \sim t_i' \quad \forall i = 1, \ldots, n \implies f(t_1, \ldots, t_n) \sim f(t_1', \ldots, t_n'). \]

Since all the operators considered in this paper are defined by inference rules in the de Simone format [32], by [33, Theorem 4] we have that all the equivalences in the spectrum in Figure 1 are congruences with respect to them.

In particular, we shall consider the states in a LTS modulo the equivalence relation known as bisimilarity [6], [31].

**Definition 2** (Bisimilarity). Let \( (P, A, \rightarrow) \) be a LTS. Bisimilarity, denoted by \( \sim_b \), is the largest binary symmetric relation over \( P \) such that whenever \( p \sim_b q \) and \( p \xrightarrow{a} p' \), there is then a transition \( q \xrightarrow{a'} q' \) with \( p' \sim_b q' \). If \( p \sim_b q \), then we say that \( p \) and \( q \) are bisimilar.

**Equational Logic**

An axiom system \( \mathcal{E} \) is a collection of (process) equations \( t \approx u \) over CCS. An equation \( t \approx u \) is derivable from an axiom system \( \mathcal{E} \), notation \( \mathcal{E} \vdash t \approx u \), if there is an equational proof for it from \( \mathcal{E} \), namely if \( t \approx u \) can be inferred from the axioms in \( \mathcal{E} \) using the rules of equational logic. The rules over CCS are reported in Table II. Without loss of generality one may assume that substitutions happen first in equational proofs, i.e., that rule \((e_4)\) may only be used when \( (t \approx u) \in \mathcal{E} \).

In this case \( \sigma(t) \approx \sigma(u) \) is called a substitution instance of an axiom in \( \mathcal{E} \).

We are interested in equations that are valid modulo some congruence relation \( \sim \) over closed terms. The equation \( t \approx u \)

\begin{align*}
(e_1) & \quad t \approx t \\
(e_2) & \quad t \approx u, u \approx t \\
(e_3) & \quad t \approx u, u \approx v, t \approx v \\
(e_4) & \quad t \approx u, \sigma(t) \approx \sigma(u) \\
(e_5) & \quad t \approx \mu.t \approx \mu.u \\
(e_6) & \quad t \approx u, t' \approx u', t + t' \approx u + u' \\
(e_7) & \quad t \approx u, t' \approx u', t \parallel t' \approx u \parallel u'.
\end{align*}

**TABLE II**

The rules of equational logic

\begin{align*}
(A_0) & \quad x + 0 \approx x & (P_0) & \quad x \parallel 0 \approx x \\
(A_1) & \quad x + y \approx y + x & (P_1) & \quad y \parallel y \parallel x \\
(A_2) & \quad (x + y) + z \approx x + (y + z) \\
(A_3) & \quad x + x \approx x \\
\end{align*}

**TABLE III**

Basic axioms for CCS. We define \( \mathcal{E}_0 = \{A_0, A_1, A_2, A_3\} \) and \( \mathcal{E}_1 = \mathcal{E}_0 \cup \{P_0, P_1\} \).

**III. Classic results**

In this section we give a bird’s eye view on the classic results on the axiomatisability of the parallel composition operator that we surveyed in the Introduction, in order to underline some technical features that will be useful in the remainder of the paper.

The first study on the equational characterisation of parallel composition was carried out by Hennessy and Milner, in their seminal paper [9] (preliminary version of [10]). There, they provided a ground-complete axiomatisation of CCS modulo bisimilarity. This axiomatisation consisted of the axiom system \( \mathcal{E}_0 = \{A_0, A_1, A_2, A_3\} \) given in Table III, which is a ground-complete axiomatisation of BCCSP modulo bisimilarity (a proof can be found, e.g., in [19]), enriched with the axiom schema EL in Table IV, known as the expansion law.

The expansion law was used to deal with parallel composition: it states that whenever the initial behaviour of a term of the form \( \mu \rightarrow \sigma \) is said to be sound modulo \( \sim \) if \( \sigma(t) \sim \sigma(u) \) for all closed substitutions \( \sigma \). For simplicity, if \( t \approx u \) is sound, then we write \( t \approx u \). An axiom system is sound modulo \( \sim \) if, and only if, all of its equations are sound modulo \( \sim \). Conversely, we say that \( \mathcal{E} \) is complete modulo \( \sim \) if \( t \approx u \) implies \( \mathcal{E} \vdash t \approx u \) for all terms \( t, u \). If we restrict ourselves to consider only equations in which there are no occurrences of variables, then \( \mathcal{E} \) is said to be ground-complete modulo \( \sim \). We say that \( \sim \) has a finite, (ground) complete, axiomatisation, if there is a finite axiom system \( \mathcal{E} \) that is sound and (ground) complete for \( \sim \).
and \(y\) of \(A\) to eliminate \(|\rangle\). Hence, we can use these two auxiliary operators to express the synchronous behaviour of \(|\rangle\), while the communication merge operator captures the asynchronous behaviour of \(|\rangle\).

The left merge operator expresses the one step asymmetric pure interleaving behaviour of \(|\rangle\), but the communication merge operator captures the synchronous behaviour of \(|\rangle\). Hence, we can use these two auxiliary operators to express equationally the behaviour of parallel composition as follows:

\[
\begin{align*}
  x \| y &\Rightarrow x' \| y' \\
  x \| y &\Rightarrow x' \| y' \\
  x \| y &\Rightarrow x + x | y
\end{align*}
\]

Table IV

The SOS rules for \(|\rangle\) and \(|\rangle\) (\(\mu \in A\), \(\alpha \in A \cup A\)).

Completeness of \(E_0\) over BCCSP to conclude that \(E_0 \cup \{EL\}\) is ground-complete over CCS modulo bisimilarity.

**Theorem 1** (Hennessy and Milner [9], [10]). The axiom system \(E_0 \cup \{EL\}\), including all possible instances of \(EL\), is a ground-complete axiomatisation of \(CCS\) modulo bisimilarity.

However, the axiomatisation proposed by Hennessy and Milner was not finite. In fact, the axiom schema \(EL\) generates infinitely many axioms, even if the set of actions over which CCS terms are built is finite.

The first finite ground-complete axiomatisation of parallel composition was proposed by Bergstra and Klop in [7]. It was obtained by introducing two auxiliary operators to the syntax of CCS, the left merge (\(|\rangle\)) and the communication merge (\(\|\)) operators, whose operational semantics is given in Table V. The left merge operator expresses the one step asymmetric pure interleaving behaviour of \(|\rangle\), while the communication merge operator captures the synchronous behaviour of \(|\rangle\). Hence, we can use these two auxiliary operators to express equationally the behaviour of parallel composition as follows:

\[
(x + y) \| \sum_{i=1}^{n} \sum_{j=1}^{n} (x \| z_i + y \| z_i) \approx \\
x \| \sum_{i=1}^{n} z_i + y \| \sum_{i=1}^{n} z_i + \sum_{i=1}^{n} (x + y) \| z_i)
\]

and he argued that all these equations should be sound modulo any behavioural congruence that is reasonable, including bisimilarity. Roughly speaking, for each \(n \geq 1\), the terms in the two sides of \(M_n\) can match exactly their single step behaviour and, at the same time, the equation does not introduce any causal dependency between the behaviour of the single components of each term. Moller then considered a particular family of instantiations \(I_n\) of \(M_n\) consisting only of closed terms:

\[
(a + aa) \| \sum_{i=1}^{n} a^i + \sum_{i=1}^{n} (a \| a^i + aa \| a^i) \approx \\
a \| \sum_{i=1}^{n} a^i + aa \| \sum_{i=1}^{n} a^i + \sum_{i=1}^{n} (a + aa) \| a^i)
\]

and he argued that no finite set of equations, that are sound modulo bisimilarity, can derive \(I_n\) for each \(n \geq 1\).

To prove this result, in [30], Moller considered the following family of equations \(\{M_n\}_{n \geq 1}\):

\[
(x + y) \| \sum_{i=1}^{n} \sum_{j=1}^{n} (x \| z_i + y \| z_i) \approx \\
x \| \sum_{i=1}^{n} z_i + y \| \sum_{i=1}^{n} z_i + \sum_{i=1}^{n} (x + y) \| z_i)
\]

and he argued that all these equations should be sound modulo any behavioural congruence that is reasonable, including bisimilarity. Roughly speaking, for each \(n \geq 1\), the terms in the two sides of \(M_n\) can match exactly their single step behaviour and, at the same time, the equation does not introduce any causal dependency between the behaviour of the single components of each term. Moller then considered a particular family of instantiations \(I_n\) of \(M_n\), consisting only of closed terms:

\[
(a + aa) \| \sum_{i=1}^{n} a^i + \sum_{i=1}^{n} (a \| a^i + aa \| a^i) \approx \\
a \| \sum_{i=1}^{n} a^i + aa \| \sum_{i=1}^{n} a^i + \sum_{i=1}^{n} (a + aa) \| a^i)
\]

and he argued that no finite set of equations, that are sound modulo bisimilarity, can derive \(I_n\) for each \(n \geq 1\).

To prove this result, in [30], Moller considered the following family of equations \(\{M_n\}_{n \geq 1}\):

\[
(x + y) \| \sum_{i=1}^{n} \sum_{j=1}^{n} (x \| z_i + y \| z_i) \approx \\
x \| \sum_{i=1}^{n} z_i + y \| \sum_{i=1}^{n} z_i + \sum_{i=1}^{n} (x + y) \| z_i)
\]

and he argued that all these equations should be sound modulo any behavioural congruence that is reasonable, including bisimilarity. Roughly speaking, for each \(n \geq 1\), the terms in the two sides of \(M_n\) can match exactly their single step behaviour and, at the same time, the equation does not introduce any causal dependency between the behaviour of the single components of each term. Moller then considered a particular family of instantiations \(I_n\) of \(M_n\), consisting only of closed terms:

\[
(a + aa) \| \sum_{i=1}^{n} a^i + \sum_{i=1}^{n} (a \| a^i + aa \| a^i) \approx \\

(a + aa) \| \sum_{i=1}^{n} a^i + aa \| \sum_{i=1}^{n} a^i + \sum_{i=1}^{n} (a + aa) \| a^i)
\]
then either both \( p \) and \( q \) satisfy \( P_n \), or none of them does. Then, we exhibit an infinite family of sound equations in which \( P_n \) is not preserved, namely it is satisfied only by one side of each equation.

Using this method, Moller proved that whenever \( n \) is larger than the size of any term occurring in the equations in a finite, sound, axiom system \( E \), then the instance \( I_n \) cannot be derived from \( E \). (In this case, the property \( P_n \) was to have a summand bisimilar to \((a + aa) \parallel \sum_{i=1}^{n} a_i\).)

All negative results that will be discussed in this paper have been obtained by applying the proof-theoretic approach. Others examples of an application can be found in, e.g., [16], [34], [35]. We refer the interested reader to the survey paper [36] for a presentation of other existing techniques for proving negative (as well as positive) results in equational logic.

**IV. ARE TWO BINARY AUXILIARY OPERATORS NECESSARY?**

The aforementioned positive results by Bergstra and Klop, and Moller’s negative result, raise the following question:

*Can we obtain a finite axiomatisation of parallel composition in bisimulation semantics by adding only one binary operator \( f \) to the signature of CCS?* (Q1)

The interest in (Q1) is threefold, as an answer to it would:

1) provide the first study on the finite axiomatisability of operators whose operational semantics is not predetermined,

2) clarify the status of the auxiliary operators left merge and communication merge, proposed in [7], in the finite axiomatisation of parallel composition, and

3) give further insight into properties that auxiliary operators used in the finite equational characterisation of parallel composition ought to afford.

In [18] we prove that, under some reasonable simplifying assumptions, there is no auxiliary binary operator that can be added to CCS to yield a finite equational axiomatisation of bisimilarity. To the best of our knowledge, [18] proposes the first non-finite axiomatisability result for a process algebra in which one of the operators, namely the auxiliary operator \( f \), does not have a fixed semantics, and it is thus a substantial generalisation of previous non-finite axiomatisability theorems by Moller [14], [15] and Aceto et al. [16].

**A. The simplifying assumptions**

In [18] we analyse the axiomatisability of parallel composition over the language \( \mathsf{CCSf} \), i.e., CCS enriched with a binary operator \( f \) that we use to express \( \parallel \) as a derived operator:

\[
 t ::= 0 \mid x \mid a.t \mid \bar{a}.t \mid \tau.t \mid t + t \mid t \parallel t \mid f(t_1, t_2)
\]

where the set of actions is \( A = \{a, \bar{a}, \tau\} \).

We prove that an auxiliary operator \( f \) alone does not allow us to obtain a finite ground-complete axiomatisation of \( \mathsf{CCSf} \) modulo bisimilarity. However, for our technical developments, it has been necessary to restrict the search space for \( f \) to a set of *meaningful* operators, by means of the aforementioned simplifying assumptions. Clearly, \( f \) can be considered meaningful for a solution of (Q1) only if it is an operator that preserves bisimilarity. Hence, the first assumption we make on the auxiliary operator \( f \) guarantees that it meets such requirement.

One way to guarantee that \( f \) preserves bisimilarity is to postulate that the behaviour of \( f \) is described using Plotkin-style rules that fit a rule format that is known to preserve bisimilarity, see, e.g., [37] for a survey of such rule formats. The simplest format satisfying this criterion is the format proposed by de Simone [32]. Hence, we make the following

**Simplifying Assumption 1.** The behaviour of \( f \) is described by rules in de Simone format.

Notice that being formally defined by rules in de Simone format is the only knowledge we assume on the operational semantics of \( f \).

Our second simplifying assumption concerns how the operator \( f \) can be used to axiomatise parallel composition. We postulate that the behaviour of the parallel composition operator is expressed equationally by a law that is akin to the one used by Bergstra and Klop to define \( \parallel \) in terms of \( \| \) and \( | \). Formally, we express this postulate as the following

**Simplifying Assumption 2.** The equation

\[
 x \parallel y \approx f(x, y) + f(y, x)
\]

is sound modulo bisimilarity.

We then proceed by a case analysis over the possible sets of de Simone rules defining the behaviour of \( f \), in such a way that the validity of Equation (PF) modulo bisimilarity is guaranteed. To fully characterise the sets of rules that may define \( f \), we introduce a third simplifying assumption:

**Simplifying Assumption 3.** The target of each rule for \( f \) is either a variable or a term obtained by applying a single \( \mathsf{CCSf} \) operator to the variables of the rule, according to the constraints of the de Simone format.

Then, for each of the resulting cases, we show the desired negative result using the proof-theoretic technique described in Section III.

To our mind, those three assumptions are ‘reasonable’ because they allow us to simplify the combinatorial complexity of our analysis without excessively narrowing down the set of operators captured by our approach. In particular, there are three main reasons behind the assumption on the rules for \( f \) being in de Simone format:

- The de Simone format is the simplest congruence format for bisimilarity. Hence we must be able to deal with this case before proceeding to any generalisation.
- The specification of parallel composition, left merge and communication merge operators (and of the vast majority of process algebraic operators) is in de Simone format. Hence, that format was a natural choice also for \( f \).
- The simplicity of the de Simone rules allows us to reduce considerably the complexity of our case analysis over the
sets of available rules for \( f \). However, as witnessed by the developments in [18], even with this simplification, the proof of the desired negative result requires a large amount of delicate, technical work.

The other two assumptions still allow us to obtain a significant generalisation of related works, such as [16], as they are an attempt to identify the requirements needed to apply Moller’s proof technique to Hennessy’s-merge-like operators.

Theorem 4. Suppose that our three assumptions are met. Let \( E \) be a finite axiom system over CCS\(_f\) that is sound modulo bisimilarity. Then there is an infinite family \( \{ \epsilon_n \}_{n \geq 0} \) of sound equations such that \( E \) does not prove equation \( \epsilon_n \) for each \( n \) larger than the size of each term in the equations in \( E \).

The proof of the above result presented in [18] is built on four steps, that we proceed to sketch in the remainder of this section.

As a first step, we use the simplifying assumptions to map out the universe of meaningful operators \( f \). In particular, by means of the following proposition we can characterise the operational semantics of each meaningful operator \( f \).

Proposition 1. If an operator \( f \) meets our three simplifying assumptions, then \( f \) must have a rule of the form

\[
\begin{align*}
x \xrightarrow{\alpha} x' & \quad y \xrightarrow{\tau} y' \\
f(x, y) \xrightarrow{\sigma} t_1(x', y')
\end{align*}
\]

for at least one \( \alpha \in \{ a, \bar{a} \} \), and at least one rule of the form

\[
\begin{align*}
x' \xrightarrow{\mu} x & \quad \text{or} \quad y' \xrightarrow{\mu} y \\
f(x, y) \xrightarrow{\mu} t_2(x', y') & \quad \text{or} \quad f(x, y) \xrightarrow{\mu} t_3(x, y')
\end{align*}
\]

for each \( \mu \in A_{r} \), where \( t_1, t_2, t_3 \) are such that \( t_i(x, y) \sim_{B} x \parallel y \) for each \( i \in \{ 1, 2, 3 \} \).

Notice that when the set of actions has \( 2n + 1 \) elements, there are \( 3^{2n+1} \) possible operators meeting those constraints.

In the second step, we show that no meaningful operator \( f \) distributes over + in both arguments. We then split the family of meaningful operators into two sub-families: one consisting of operators that distribute over + in one argument, and the other containing those that do not distribute over +. The reason behind this splitting is purely technical: although the general strategy we use to obtain the negative result for the two sub-families is the same, the are some preliminary technical results that hold for only one of the two families, thus forcing us to treat the two cases separately. (All the details can be found in the technical report version [38] of [18].)

Then, as third step, we prove the negative result for all meaningful operators \( f \) that distribute over + in one argument.

Example 1. Assume that the set of SOS rules for \( f \) is the following:

\[
\begin{align*}
x \xrightarrow{\mu} x' & \quad f(x, y) \xrightarrow{\mu} x' \parallel y \quad \forall \mu \in A \\
x \xrightarrow{\alpha} x' & \quad y \xrightarrow{\bar{\alpha}} y' \\
\end{align*}
\]

According to the proof-theoretic approach sketched in Section III, we now introduce a particular family of equations on which we will build our negative result. For each action \( \mu \in A_{r} \) and a non-negative integer \( i \), we let \( \mu^{\leq i} = \mu + \mu^2 + \cdots + \mu^i \).

Then we define

\[
\epsilon_n : \quad f(\alpha, \mu_n) \approx \alpha \mu_n + \sum_{i=0}^{n} \tau \mu^{\leq i} \quad (n \geq 0)
\]

As formalised in the following theorem, having a summand bisimilar to \( f(\alpha, \mu_n) \), for ‘large enough \( n \)’, is a specific property of terms that is satisfied by all instatiations of axioms in \( E \) and it is preserved by the rules of equational logic.

Theorem 5. Assume an operator \( f \) defined by the inference rules in Equation (1). Let \( E \) be a finite axiom system over CCS\(_f\) that is sound modulo \( \sim_{B} \), \( n \) be larger than the size of each term in the equations in \( E \), and \( p, q \) be closed terms such that \( p, q \sim_{B} f(\alpha, \mu_n) \). If \( E \vdash p \approx q \) and \( p \) has a summand bisimilar to \( f(\alpha, \mu_n) \), then does \( q \).

Then, since the left-hand side of equation \( \epsilon_n \), viz. the term \( f(\alpha, \mu_n) \), has a summand bisimilar to \( f(\alpha, \mu_n) \), whilst the right-hand side, viz. the term \( \alpha \mu_n + \sum_{i=0}^{n} \tau \mu^{\leq i} \), does not, we can conclude that the infinite collection of equations \( \{ \epsilon_n \}_{n \geq 0} \) is the desired witness family. Theorem 4 is then proved for the class of auxiliary binary operators defined by the inference rules given above.

The fourth, and final, step consists in proving the negative result for all meaningful operators \( f \) that do not distribute over +.

Example 2. We choose \( \alpha \in \{ a, \bar{a} \} \) and we assume that the set of rules for \( f \) includes

\[
\begin{align*}
x \xrightarrow{\alpha} x' & \quad f(x, y) \xrightarrow{\alpha} x' \parallel y \\
y \xrightarrow{\bar{\alpha}} y' & \quad f(x, y) \xrightarrow{\alpha} x \parallel y'
\end{align*}
\]

We now introduce the infinite family of valid equations, modulo bisimilarity, that will allow us to obtain the negative result in the case at hand. We define

\[
\epsilon_n : \quad f(\alpha, \mu_n) \approx \alpha \mu_n + \sum_{i=0}^{n} \alpha \mu^{\leq i} \quad (n \geq 0)
\]

Following the proof-theoretic approach, we aim to show that, when \( n \) is large enough, the term specific property of having a summand bisimilar to \( f(\alpha, \mu_n) \) is preserved by derivations from a finite, sound axiom system \( E \), as stated in the following theorem:

Theorem 6. Assume an operator \( f \) defined by the inference rules in Equation (2). Let \( E \) be a finite axiom system over CCS\(_f\) that is sound modulo \( \sim_{B} \), \( n \) be larger than the size of each term in the equations in \( E \), and \( p, q \) be closed terms such
that $p,q \sim_B f(\alpha,q_n)$. If $E \vdash p \approx q$ and $p$ has a summand bisimilar to $f(\alpha,q_n)$, then so does $q$.

Then, we can conclude that the infinite collection of equations $\{\varepsilon_n\}_{n \geq 0}$ is the desired family showing the negative result: The left-hand side of equation $\varepsilon_n$, viz. the term $f(\alpha,q_n)$, has a summand bisimilar to $f(\alpha,q_n)$, whilst the right-hand side, viz. the term $\alpha q_n + \sum_{i=0}^{n} \alpha (\alpha \parallel \alpha^{\leq i})$, does not.

V. BEYOND BISIMILARITY: A JOURNEY IN THE SPECTRUM

So far we have discussed the axiomatisability of the parallel composition operator modulo bisimilarity. In the light of the plethora of other semantics in the spectrum, it is natural to address the following question:

Can we obtain a finite axiomatisation of parallel composition, over CCS, modulo congruences other than bisimilarity?

In our recent work [24] we successfully delineated the boundary between finite and non-finite axiomatisability of the congruences in the spectrum over the language CCS, as shown in Figure 1. (We remark that [24] deals with the pure interleaving parallel composition operator. The results we are going to discuss on the full merge operator can be found in [40].)

A. The positive part of the spectrum

We start by briefly discussing the finite, ground-complete axiomatisation for ready simulation semantics [41] obtained in [24], [40].

Definition 3 (Ready simulation equivalence). Let $(P, A_T, \rightarrow)$ be a LTS. A simulation is a binary relation $R \subseteq P \times P$ such that, whenever $p \mathbin{R} q$ and $p \overset{a}{\rightarrow} p'$, then there is some $q'$ such that $q \overset{a}{\rightarrow} q'$ and $p' \mathbin{R} q'$. A ready simulation is a simulation $R$ such that, whenever $p \mathbin{R} q$ then $\text{init}(p) = \text{init}(q)$. We write $p \sim_{CS} q$ if there is a ready simulation $R$ such that $p \mathbin{R} q$. We say that $p$ is ready simulation equivalent to $q$, notation $p \sim_{RS} q$, if $p \sim_{CS} q$ and $q \sim_{CS} p$.

In [19] it was proved that the axiom system consisting of $\mathcal{E}_0$ (Table III) together with axiom RS in Table VI is a ground-complete axiomatisation of BCCSP, i.e., the language that is obtained from CCS if $\parallel$ is omitted, modulo $\sim_{RS}$. Hence, to obtain a finite, ground-complete axiomatisation of CCS modulo $\sim_{RS}$ it suffices to enrich the axiom system $\mathcal{E}_1 \cup \{$RS$\}$ with finitely many axioms allowing one to eliminate all occurrences of $\parallel$ from closed CCS terms, that is to prove that for every closed CCS term $p$ there is a closed BCCSP term $q$ such that $\mathcal{E}_{RS} \vdash p \approx q$. Then, the completeness of the proposed axiom system over CCS is a direct consequence of that over BCCSP proved in [19].

Clearly, EL would allow us to obtain the desired elimination, but, as previously mentioned, it is a schema that finitely presents an infinite collection of equations, and thus an axiom system including it is infinite. However, thanks to the schemata RSP1 and RSP2 that characterise the distributivity of $\parallel$ over $+$ modulo $\sim_{RS}$ (see Table VI), we can include EL2 instead, which is a variant of EL that generates only finitely many axioms (see Table IV).

Since the axioms for the elimination of parallel composition modulo ready simulation equivalence are, of course, sound with respect to equivalences that are coarser than ready simulation equivalence, the ‘reduction to ground-completeness over BCCSP’ works for all behavioural equivalences in the spectrum below ready simulation equivalence. Nevertheless, for those equivalences, we offer more elegant axioms to equationally eliminate parallel composition from closed terms, as reported in Table VII. We also observe a sort of parallelism between the axiomatisations for the notions of simulation and the corresponding decorated trace semantics: the axioms used to equationally express the interplay between the interleaving operator and the other operators of BCCSP in a decorated trace semantics can be seen as the linear counterpart of those used in the corresponding notion of simulation semantics. For instance, while the axioms for ready simulation impose constraints on the form of both arguments of the interleaving operator to facilitate equational reductions, those for ready trace equivalence impose similar constraints but only on one argument.

Our results can be then summarised as follows:

Theorem 7. Let $X \in \{RS, CS, S, RT, FT, R, F, CT, T\}$. The axiom system $\mathcal{E}_X$ is sound and ground-complete modulo $\sim_X$ over CCS.

B. The negative part of the spectrum

We complete our journey in the spectrum by showing that nested simulation and nested trace semantics do not have a finite axiomatisation over CCS. To this end, we adapt Moller’s arguments to the effect that bisimilarity is not finitely based over CCS to obtain the negative result for possible futures equivalence [42], also known as 2-nested trace equivalence.

Definition 4 (Possible futures equivalence). A possible future of a process $p$ is a pair $(\varphi,X)$ where $\varphi \in A_T$ and $X \subseteq A_T$ such that $\varphi \overset{a}{\rightarrow} p'$ for some $p'$ and $X$ is the set of traces of $p'$. We write $\text{PF}(p)$ for the set of possible futures of $p$. Two processes $p$ and $q$ are said to be possible futures equivalent, denoted $p \sim_{PF} q$, if $\text{PF}(p) = \text{PF}(q)$.

Consider the infinite family of equations $\{\varepsilon_N\}_{N \geq 1}$ given, for $a \neq b$, by:

$$p_N = \sum_{i=1}^{N} b^i a \quad (N \geq 1)$$

$$e_N : a \parallel p_N \approx ap_N + \sum_{i=1}^{N} b(a \parallel b^{i-1}a) \quad (N \geq 1) .$$

Notice that the equations $e_N$ are sound modulo possible futures equivalence for all $N \geq 1$.

We also notice that none of the summands in the right-hand side of equation $e_N$ is, alone, possible futures equivalent to $a \parallel p_N$. However, we now proceed to show that, when $N$ is large enough, having a summand possible futures equivalent to $a \parallel p_N$ is an invariant under provability from finite sound
axiom systems. Hence, the negative result for possible futures equivalence is a consequence of the following theorem:

**Theorem 8.** Let $E$ be a finite axiom system over CCS that is sound modulo $\sim_{PF}$. Let $N$ be larger than the size of each term in the equations in $E$. Assume that processes $p$ and $q$ are such that $p, q \sim_{PF} a \parallel p_N$. If $E \vdash p \approx q$ and $p$ has a summand possible futures equivalent to $a \parallel p_N$, then so does $q$.

Then, we exploit the soundness modulo bisimilarity of the equations in the family $\{e_N\}_{N \geq 1}$ to extend the negative result to all the congruences that are finer than possible futures and coarser than bisimilarity, thus including all nested trace and nested simulation semantics.

**Theorem 9.** Assume that $|A| \geq 2$. Let $n \geq 2$. Then, $n$-nested trace equivalence and $n$-nested simulation equivalence admit no finite, ground-complete, equational axiomatisation over the language CCS.

**VI. INTRODUCING SILENT STEPS**

In the previous sections we have considered the $\tau$ action as an observable move by a process. We now switch from strong to weak semantics: in this new setting, a $\tau$-move corresponds to a silent (or hidden, invisible) step in the behaviour of a process. In detail, we are interested in studying an equational characterisation of the parallel composition operator modulo rooted weak bisimilarity.

Let $\overset{e}{\rightarrow}$ denote the reflexive and transitive closure of the transition $\rightarrow$. Then, let $p \overset{\mu}{\rightarrow} q$ be a shorthand for $p \overset{e}{\rightarrow} (\overset{\mu}{\rightarrow}) q$, if $\mu \neq \tau$, or $p \overset{\tau}{\rightarrow} q$ if $\mu = \tau$. Finally, let $p \overset{\mu}{\rightarrow} q$ be a shorthand for $p \overset{e}{\rightarrow} (\overset{\mu}{\rightarrow}) q$, for all $\mu \in A_\tau$ (notice that $\overset{\mu}{\rightarrow}$ differs from $\overset{\mu}{\rightarrow}$ only when $\mu = \tau$).

**Definition 5** (Rooted weak bisimilarity). Let $(P, A_\tau, \rightarrow)$ be a LTS. Weak bisimilarity, denoted by $\sim_{WB}$, is the largest binary symmetric relation over $P$ such that whenever $p \sim_{WB} q$ and $p \overset{\mu}{\rightarrow} p'$, then either

- $\mu = \tau$ and $p' R q$, or
- there is a processes $q'$ such that $q \overset{\mu}{\rightarrow} q'$ and $p' R q'$.

Then, rooted weak bisimilarity, denoted by $\sim_{RWB}$, is the binary symmetric relation over $P$ such that whenever $p \sim_{RWB} q$ and
informally, the core of our proof consists in showing that 

$$p \xRightarrow{\mu} p',$$

then there is a process $q'$ such that $q \xRightarrow{\mu} q'$ and $p' \sim_{WB} q'$.

It is well known that rooted weak bisimilarity is an equivalence relation, and that the root condition is necessary to guarantee the compositionality with respect to the nondeterministic choice operator (as well as the left merge), see, e.g., [8], [29], and thus that $\sim_{WB}$ is a congruence over CCS.

In this section we present the original contribution of our survey, namely a negative answer to the following problem:

Can we obtain a finite axiomatisation of parallel composition modulo rooted weak bisimilarity over CCS?

Our aim is to prove the following theorem:

**Theorem 10.** Rooted weak bisimilarity has no finite, complete axiomatisation over CCS.

To this end, we exploit the family of equations $\{M_n\}_{n \geq 1}$, from [30], introduced in Section III. First of all, notice that the equations $M_n$ are all sound modulo rooted weak bisimilarity, as bisimilarity is included in rooted weak bisimilarity, i.e. $t \sim_B u$ implies $t \sim_{WB} u$ for all CCS terms $t, u$. Then, we remark that in [30] Moller obtained his result over a fragment of the language CCS that have considered in the paper. In particular, he considered the purely interleaving parallel composition operator, i.e., parallel composition without communication. Notice that if we restrict the set of actions from $\mathcal{A}_r$ to $\mathcal{A}$, then there is no difference between full parallel composition and interleaving, since the lack of actions co-names prevents any form of synchronisation between CCS terms. This means that the CCS terms considered by Moller were built over the set of actions $\mathcal{A}$, in place of $\mathcal{A}_r$. Let us denote by $\text{CCS}_A$ the fragment of CCS considered by Moller in [30].

Informally, the core of our proof consists in showing that
any equation over CCS that is sound modulo \( \sim_{\text{RWB}} \) and that does not contain any occurrence of the prefixing operator, is also sound modulo \( \sim \) over CCS. Then we show that, since all the terms occurring in the family \( \{ M_n \}_{n \geq 0} \) do not contain any occurrence of prefixing, any proof of an equation \( M_n \) from an axiom system sound modulo \( \sim_{\text{RWB}} \), uses only equations over terms that do not contain any occurrence of prefixing. Consequently, any finite axiom system that is sound modulo \( \sim_{\text{RWB}} \) over CCS, and can prove all the equations in the family \( \{ M_n \}_{n \geq 1} \), would also be sound modulo \( \sim \) over CCS. As this contradicts the negative result obtained by Moller in [30], we can conclude that rooted weak bisimilarity has no finite, complete axiomatisation over CCS.

We devote the remainder of this section to a formalisation of the intuitions given above. We remark that, although we formally discuss only the case of \( \sim_{\text{RWB}} \), our negative result can be extended to any weak congruence \( \sim \) such that: \( M_n \) is sound modulo \( \sim \) over CCS, and can prove all the equations in the family \( \{ M_n \}_{n \geq 1} \), would also be sound modulo \( \sim \) over CCS. As this contradicts the negative result obtained by Moller in [30], we can conclude that rooted weak bisimilarity has no finite, complete axiomatisation over CCS.

Firstly, we introduce the notion of action-free terms, i.e., CCS terms that do not contain any occurrence of prefixing.

**Definition 6** (Action-free term). Let \( t \) be a CCS term. We say that \( t \) is action-free if \( t \not\to \mu \phi \) for all \( \mu \in A_\tau \).

An equation \( t \approx u \) is action-free if \( t \) and \( u \) are action-free.

A fundamental property of action-free equations is that their soundness modulo rooted weak bisimilarity over CCS implies soundness modulo bisimilarity over CCS.

**Proposition 2.** Let \( t, u \) be action-free CCS terms. If \( t \approx u \) is sound modulo \( \sim_{\text{RWB}} \) over CCS, then it is also sound modulo \( \sim_{\text{B}} \) over CCS.

**Proof.** Assume that \( t \approx u \) is action-free and sound modulo \( \sim_{\text{RWB}} \). Let \( \sigma \) be any closed substitution mapping variables to a CCS processes. We remark that processes in CCS do not contain any occurrence of action \( \tau \). By the soundness of \( t \approx u \), we have that \( \sigma(t) \sim_{\text{RWB}} \sigma(u) \). Since \( \sim_{\text{B}} \) coincides with \( \sim_{\text{RWB}} \) over \( \tau \)-free processes, we obtain that \( \sigma(t) \sim_{\text{B}} \sigma(u) \). Hence, by the arbitrariness of \( \sigma \), we can conclude that \( \sigma_A(t) \sim_{\text{B}} \sigma_A(u) \) for all closed substitutions \( \sigma_A \) over CCS, thus giving that \( t \sim_{\text{B}} u \) over CCS.

We identify a particular substitution, denoted by \( \sigma_0 \), that maps each variable to the null process. Formally, the substitution \( \sigma_0 \) is defined as \( \sigma_0(x) = 0 \), for all \( x \in V \).

**Lemma 1.** Let \( t \) be a CCS term.

1) If \( t \) is action-free, then \( \sigma_0(t) \sim_{\text{B}} 0 \).
2) If \( t \) is not action-free, then there exists an action \( \mu \in A_\tau \) such that \( \sigma(t) \not\to \mu \), for any substitution \( \sigma \).

**Proof.** In both cases, the proof follows by induction over the structure of the term \( t \).

We now proceed to show that proofs of action-free equations, from an axiom system that is sound modulo rooted weak bisimilarity, use only action-free equations.

**Proposition 3.** Let \( \mathcal{E} \) be an axiom system sound modulo \( \sim_{\text{RWB}} \).

1) If \( t \approx u \) is sound modulo \( \sim_{\text{RWB}} \) and \( t \) is action-free, then also \( u \) is action-free.
2) If \( \mathcal{E} \vdash t \approx u \) and \( t \) is action-free, then a proof of \( t \approx u \) from \( \mathcal{E} \) uses only action-free equations.

**Proof.** We start from the first item. As \( t \approx u \) is sound modulo \( \sim_{\text{RWB}} \), we get that \( \sigma_0(t) \sim_{\text{RWB}} \sigma_0(u) \). Moreover, as \( t \) is action-free, by Lemma 1.1 we have that \( \sigma_0(t) \) cannot perform any action. Hence, \( \sigma_0(u) \) cannot perform any action either since, by the root condition, any possible initial \( \tau \)-transition from \( \sigma_0(u) \) would have to be matched by a \( \tau \)-transition from \( \sigma_0(t) \).

By Lemma 1.2, we can then conclude that \( u \) is action free.

Let us now deal with the second item. First of all, we notice that since \( t \approx u \) is provable from \( \mathcal{E} \), then it is sound modulo \( \sim_{\text{RWB}} \). Hence, as \( t \) is action-free, we can apply Proposition 3.1 and obtain that \( u \) is action-free as well. The proof then proceeds by induction on the length of the proof of \( t \approx u \) from \( \mathcal{E} \), where the inductive step is carried out by a case analysis on the last rule of equational logic that is used in the proof.

Theorem 10 can then be obtained as a direct consequence of the following result:

**Theorem 11.** Assume that \( \mathcal{E} \) is a finite axiom system over CCS that is sound modulo \( \sim_{\text{RWB}} \). Then there exists some \( n \geq 1 \) such that \( \mathcal{E} \not\vdash M_n \), where \( M_n \) is the \( n \)-th member of the family \( \{ M_n \}_{n \geq 1} \) introduced in Section III.

**Proof.** Assume, towards a contradiction, that \( \mathcal{E} \vdash M_n \) for all \( n \geq 1 \). Since \( M_n \) is an action-free equation for each \( n \geq 1 \), by Proposition 3.2 we have that all the equations that are used in the proof from \( \mathcal{E} \) of \( M_n \) are action-free as well. Moreover, for each \( n \geq 1 \), \( M_n \) can be proved by using finitely many action-free equations, as \( \mathcal{E} \) is finite by the proviso of the theorem. By Proposition 2 we have that all these equations are also sound modulo \( \sim_{\text{B}} \) over CCS. Therefore, we can conclude that the finite axiom set \( \mathcal{E} \) allows us to prove \( M_n \), for all \( n \geq 1 \), over CCS. This contradicts the negative result obtained by Moller in [30], and we can therefore conclude that there is at least one \( n \geq 1 \) such that \( M_n \) is not provable from \( \mathcal{E} \).
VII. Back to the Future: Related and Future Work

Due to the central role played by the parallel composition operator in concurrency, it is not surprising that the literature abounds with studies on the equational characterisation of (various versions) of this operator, to the point that any possible list of related works we shall make will be far from exhaustive. Hence, we decided to focus on works that are close to the three new achievements we have presented in this paper and to our plans for future work. We refer the interested reader to the textbooks [2], [43], [44] and the survey papers [36], [45] for a discussion of general (and missing) references.

In Section IV we have presented the results from [18], that constitute a first step towards a definitive justification of the canonical standing of the left and communication merge operators by Bergstra and Klop. A natural direction for future work is then the following:

Can we obtain a full answer to problem (Q1)?  (FW1)

We envisage the following ways in which we might generalise our contribution in [18]. Firstly, we will try to get rid of Assumptions 2 and 3. Next, it is natural to relax Assumption 1 by considering the GSOS format [41] in place of the de Simone format. However, we believe that this generalisation cannot be obtained in a straightforward manner and that it will require the introduction of new techniques. It would also be very interesting to explore whether some version of problem (Q1) can be solved using existing results from equational logic and universal algebra [46], [47].

Remaining in the context of finite axiomatisations of bisimilarity over CCS, an interesting research question, that is still in need of an answer, is the following:

Is there a finite, complete axiomatisation of bisimilarity over full recursion-free CCS? (FW2)

A finite, complete equational axiomatisation of bisimilarity over the recursion, restriction and relabelling free fragment of CCS, extended with the left and communication merge operators is given in [12]. Later on, in [13], finite, complete equational axiomatisations for fragments of CCS with restriction and relabelling were studied, but considering only pure interleaving parallel composition, thus requiring only the addition of the left merge operator to the syntax of CCS. However, from our preliminary studies, it seems that the result of [13] no longer holds when we consider the fragment of CCS with restriction and the full parallel composition operator, i.e., by allowing also the synchronisation of parallel components.

In [48] and [36] finite bases for bisimilarity with respect to PA and BCCSP with parallel composition, extended with the auxiliary operators left merge and communication merge were presented. Furthermore, in [49] an overview was given of which behavioural equivalences in the linear time-branching time spectrum are finitely based with respect to BCCSP.

In the literature, we can find some studies on the axiomatisability of behavioural congruences that are not included in the spectrum of [19]. For instance, in [50] it is shown that split-2 bisimilarity [51], a bisimulation like relation on algebras in which the execution of each action is split into an observable beginning and ending, affords a finite equational axiomatisation over CCS enriched with Hennessy’s merge. The papers [23], [52] deal with the equational axiomatisation of impossible futures [53], [54] over BCCSP. They show that while the impossible futures preorder affords a finite equational axiomatisation, there is no finite, complete axiomatisation of impossible futures equivalence over BCCS even if the set of action is a singleton. Despite all our efforts, we have not managed to lift the results of [23], [52] over CCS yet. A natural question that arises from this problem is the following:

Are there general techniques for lifting negative results across process algebras? (FW3)

Understanding whether it is possible to lift non-finite axiomatisability results among different algebras, and under which constraints this can be done, is an interesting research avenue and we aim to investigate it in future work. A methodology for transferring non-finite-axiomatisability results across languages was presented in [55], where a reduction-based approach was proposed. However, that method has some limitations and thus further studies are needed.

In a similar fashion, the original contribution presented in this paper, i.e., the non-finitely axiomatisability result for rooted weak bisimilarity over CCS, paves the way to the following research question:

Are there general techniques for lifting negative results from strong to weak congruences? (FW4)

An answer to this question will allow us to solve many problems that have been already solved for strong semantics, but that are still open for weak semantics.

The lifting techniques possibly found from the research questions (FW3) and (FW4) could also help us to develop a third lifting technique, in order to solve the following problem:

Are there general techniques for lifting (negative) results to probabilistic languages? (FW5)

The ever increasing interest in probabilistic systems has in fact inspired a number of studies on the axiomatisation of probabilistic congruences. The substantial differences in the considered probabilistic models (see [56] for a survey) prevent us from discussing these results in detail. Yet, we remark that we can find studies on strong probabilistic semantics [57]–[64], weak probabilistic semantics [65]–[67], as well as on metric semantics [68]. Further studies in this direction are encouraged by recent achievements on probabilistic branching semantics [69], [70] and behavioural metrics [71], [72].
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