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Abstract—This paper considers the problem of frequency estimation for a multi-sinusoidal signal consisting of \( n \) sinuses in finite-time. The parameterization approach based on applying delay operators to a measurable signal is used. The result is the \( n \)th order linear regression model with \( n \) parameters, which depends on the signals frequencies. We propose to use Dynamic Regressor Extension and Mixing method to replace \( n \)th order regression model with \( n \) first-order regression models. Then the standard gradient descent method is used to estimate separately for each the regression model parameter. On the next step using algebraic equations finite-time frequency estimate is found. The described method does not require measuring or calculating derivatives of the input signal, and uses only the signal measurement. The efficiency of the proposed approach is demonstrated through the set of numerical simulations.
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I. INTRODUCTION

Online frequency estimation for a signal composed of a single or multiple sinusoids is a fundamental theoretical problem. It is widely presented in many practical applications, for example, in vibration control and disturbance rejection systems [1], in precise positioning systems for nanotechnology [2], in dynamic positioning systems for vessels under external disturbances such as waves, winds and currents [3]. In power systems frequency estimation is used for load balancing, fault detection, enhancing power quality [4]–[6]. The sensorless speed estimation approach based on online frequency estimation is proposed in [7].

For known frequencies, estimation of a bias, amplitudes, and phases is a simple linear regression problem. Frequencies appear nonlinearly, and their estimation is much more complicated. This paper focuses on this part. Using estimated frequency values, one can estimate other parameters in a cascaded manner.

The problem is intensively studied in signal processing, instrumentation and measurements, and adaptive control. However, these studies mainly consider different aspects of the problem [8]. Online estimation adds adaptive properties to the control. Global convergence of the estimates to the true values helps to guarantee the stability of the closed-loop system.

There are relevant results in discrete-time, but the global convergence problem in discrete-time is meaningless due to the critical dependence of the estimate on the sampling time [9]. For example, in [10] the authors are assuming that the frequencies are not close to 0 or \( \pi \).

In power systems, phase-locked-loop (PLL) algorithms are typically used for frequency estimation, and an extension of the PLL technique is described in [11], [12]. However, as it is mentioned in [13], only local convergence can be proved for these methods.

The advanced results for multi-sinusoidal signals in continuous-time provide global exponential convergence [14], [15] and finite-time convergence [16]. Another interesting observer-based method is described in [17], where the number of sinusoids in the measurable signal is supposed to be time-varying.

In this paper, the previously proposed sinusoidal signal frequency estimation method [18] is extended to unbiased multi-sinusoidal signals. A solution is based on parameterization with delay operators, which also was used to estimate frequencies of non-stationary sinusoidal signals [19]. After parameterization linear regression model is obtained. Using Dynamic Regressor Extension and Mixing method (DREM) [20], we split this model into scalar regressions. This step improves transition behavior and allows to obtain estimates at a predefined finite time using a scheme described in [21].

The paper is organized as follows. Section II formulates the problem. Section III presents the parameterization to obtain a linear regression model for a single sinusoid and for a multi-sinusoidal signal. Transformation from the \( n \)th-order regression to \( n \) first-order regression models using DREM is described in Section IV. Section V introduces finite-time estimation schemes for each parameter. In Section VI simulation results are presented illustrating the approach efficiency.

II. PROBLEM STATEMENT

Consider a measurable multi-sinusoidal signal:

\[ y(t) = \sum_{i=1}^{n} A_i \sin(\omega_i t + \phi_i), \]  

where \( \omega_i \in \mathbb{R}_+ \) are frequencies \( \omega_i \neq \omega_j, i, j = 1, n, \phi_i \) are phases, \( A_i \in \mathbb{R}_+ \) are amplitudes, \( n \) is the number of harmonics in the signal \( y(t) \). The parameters \( \omega_i, \phi_i, A_i \) are unknown.

The objective is to find the estimates \( \hat{\omega}_i(t) \) of the frequencies \( \omega_i \) that provide convergence of the errors \( \hat{\omega}_i(t) = \]
\[ \omega - \hat{\omega}(t) \] to zero at the predefined finite time \( t_{f_i} > 0, \) i.e.
\[ |\hat{\omega}(t)| = 0, \quad \text{for } t \geq t_{f_i}. \] (2)

Our basic assumption is the following.

**Assumption A1.** The lower and upper bounds on the signal frequencies \( \omega \) are known and equal to \( \omega \) and \( \bar{\omega} \), where \( \omega > 0 \).

### III. Parameterization

In this section we aim to find a linear regression model with measurable variables and a constant vector depending on the signal frequencies.

We introduce an \( h \)-second delay operator:
\[ [Z(\cdot)](t) = \begin{cases} 0, & t < h, \\ (\cdot)(t - h), & t \geq h, \end{cases} \] (3)

where \( h \in \mathbb{R}_+ \) is a chosen delay value.

Signals with multiple delays can be represented using this delay operator, as \( y(t - kh) = Z^k y(t) \), \( k = 1, 2n \).

**Remark 1:** The delay \( h \) is chosen such that
\[ h < \frac{\pi}{2\bar{\omega}}. \] (4)

Let us find an expression, where the signal \( y(t) \) with \( n \) harmonics is expressed via \( 2n \) delayed signals \( y(t - h), \ldots, y(t - 2nh) \).

#### A. The case of a single harmonic

Consider a measurable signal for the case with \( n = 1 \):
\[ y(t) = A_1 \sin (\omega_1 t + \phi_1). \] (5)

It is well known [22] that the signal (5) can be represented as a linear regression model:
\[ y(t - 2h) + y(t) - 2c_1 y(t - h) = 0, \] (6)

or with the delay operator (3):
\[ [Z^2 + 1 - 2c_1 Z] y(t) = 0, \] (7)

where \( c_1 := \cos \omega_1 h \) and \( t \geq 2h \).

Then, the regression model can be written as follows
\[ \psi(t) = \varphi(t) \theta, \] (8)

where \( \psi(t) \in \mathbb{R} \) is a regressand, \( \varphi(t) \in \mathbb{R} \) is a regressor, \( \theta \in \mathbb{R} \) is an unknown parameter:
\[ \psi(t) = -y(t - 2h) - y(t), \] (9)
\[ \varphi(t) = 2y(t - h), \] (10)
\[ \theta = -c_1. \] (11)

#### B. The general case

Here we construct a regression model for general case (1) with \( n \) sinusoids.

**Proposition 1:** For any \( n \in \mathbb{N} \) the following relation holds
\[ [Z^2 + 1 - 2Zc_1] \cdots [Z^2 + 1 - 2Zc_n] y^{(\theta)}(t) = 0, \] (12)

where \( c_i := \cos \omega_i t \) are constants, \( i = 1, n, Z \) is the delay operator (3), the upper index in the brackets \( (n) \) denotes the number of harmonics in the signal (1).

**Proof:** We give a proof by induction on \( n \).

**Base case:** The proposition is true for \( n = 1 \) according to (7).

**Inductive step:** Show that for any \( k > 1 \), if the equation (12) for \( y^{(\theta)}(t) \) holds, then for \( y^{(k+1)}(t) \) also holds. This can be done as follows.

Assume the induction hypothesis that the equation (12) for \( y^{(k)}(t) \) holds. It must then be shown that the equation (12) for \( y^{(k+1)}(t) \) holds. Let us express \( y^{(k+1)}(t) \) with \( y^{(k)}(t) \):
\[ y^{(k+1)}(t) = \sum_{i=1}^{k+1} A_i \sin (\omega_i t + \phi_i) \]
\[ = \sum_{i=1}^{k} A_i \sin (\omega_i t + \phi_i) + A_{k+1} \sin (\omega_{k+1} t + \phi_{k+1}) \]
\[ = y^{(k)}(t) + A_{k+1} \sin (\omega_{k+1} t + \phi_{k+1}). \] (13)

Using the induction hypothesis, the operator
\[ Z^{(k)}(\cdot) = \begin{cases} 0, & t < 2kh, \\ [Z^2 + 1 - 2Zc_1] \cdots [Z^2 + 1 - 2Zc_k] (\cdot), & t \geq 2kh, \end{cases} \] can be applied to the equation (13):
\[ [Z^2 + 1 - 2Zc_1] \cdots [Z^2 + 1 - 2Zc_k] y^{(k)}(t) \]
\[ = [Z^2 + 1 - 2Zc_1] \cdots [Z^2 + 1 - 2Zc_k] y^{(\theta)}(t) \]
\[ + [Z^2 + 1 - 2Zc_1] \cdots [Z^2 + 1 - 2Zc_k] a_{k+1}(t), \] (14)

where \( a_{k+1}(t) := A_{k+1} \sin (\omega_{k+1} t + \phi_{k+1}), t \geq 2kh. \)

Note, the function \( a_{k+1}(t) \) is the signal \( y^{(\theta)}(t) \) with parameter indexes equal \( k+1 \). From the base case we obtain
\[ [Z^2 + 1 - 2Zc_{k+1}] a_{k+1}(t) = 0, \quad t \geq 2h. \] (15)

Applying the operator \( [Z^2 + 1 - 2Zc_{k+1}] (\cdot) \) to (14) yields:
\[ [Z^2 + 1 - 2Zc_1] \cdots [Z^2 + 1 - 2Zc_{k+1}] y^{(k+1)}(t) \]
\[ = [Z^2 + 1 - 2Zc_1] \cdots [Z^2 + 1 - 2Zc_{k+1}] a_{k+1}(t), \]
\[ [Z^2 + 1 - 2Zc_1] \cdots [Z^2 + 1 - 2Zc_{k+1}] y^{(k+1)}(t) = 0, \] (16)

which shows that the proposition is true for \( y^{(k+1)}(t) \).

Since both the base case and the inductive step have been performed, by mathematical induction the statement holds for all natural numbers \( n \). This completes the proof. ■
We are now in a position to construct from (12) the regression model for the general case as
\[ \varphi(t) = \varphi^\top(t) \theta, \]  
where
\[ \theta^\top = [\theta_1 \ \theta_2 \ \ldots \ \theta_n], \]
\[ \varphi^\top(t) = [\varphi_1(t) \ \varphi_2(t) \ \ldots \ \varphi_n(t)], \]
\[ [Z^2 + 1]^n y(t) = \theta_1 \varphi_1(t) + \theta_2 \varphi_2(t) + \ldots + \theta_n \varphi_n(t). \]  
The regressand \( \varphi(t) \) is found using Newton’s binomial:
\[ \begin{align*}
\varphi(t) &= [Z^2 + 1]^n y(t) = \sum_{i=0}^{n} C^i_n Z^{2(n-i)} y(t) \\
&= \sum_{i=0}^{n} C^i_n y(t - 2h(n-i)),
\end{align*} \]
where \( C^i_n = \frac{n!}{i!(n-i)!} \).

Components of the vector of unknown parameters \( \theta \) are related to \( c_i \) via Vieta’s formulas:
\[ \begin{align*}
\theta_1 &= -c_1 - c_2 - \ldots - c_n, \\
\theta_2 &= c_1 c_2 + c_1 c_3 + \ldots + c_{n-1} c_n, \\
&\quad \ldots \\
\theta_n &= (-1)^n c_1 c_2 \ldots c_n.
\end{align*} \]

Components of the regressor \( \varphi(t) \) are the following:
\[ \begin{align*}
\varphi_1(t) &= 2Z [Z^2 + 1]^{n-1} y(t) = 2Z \sum_{i=0}^{n-1} C^i_{n-1} Z^{2(n-i)} y(t) \\
&= 2 \sum_{i=0}^{n-1} C^i_{n-1} (t - h(2(n-i) - 1)), \\
\varphi_2(t) &= 2^2 Z^2 [Z^2 + 1]^{n-2} y(t) = 2^2 Z^2 \sum_{i=0}^{n-2} C^i_{n-2} Z^{2(n-i)} y(t) \\
&= 2^2 \sum_{i=0}^{n-2} C^i_{n-2} y(t - 2h(n-i - 1)), \\
&\quad \ldots \\
\varphi_n(t) &= 2^n Z^n y(t) = 2^n y(t - nh).
\end{align*} \]

Proposition 2: The regressor components \( \varphi_1(t), \ldots, \varphi_n(t) \) from (25)-(27) are linearly independent functions at \( t \geq (2n-1)h \).

Proof: The signal (1) consist \( n \) harmonics and can be represented as a linear combination of \( 2n \) signals \( y(t - mh) \), where \( m = 1, 2n \), how it follows from the proposition [1].

We use proof by contradiction to show that signals \( y(t - mh) \) at \( m = 1, 2n \) are linearly independent. Suppose to the contrary, then the coefficients \( a_m \in \mathbb{R}, m = 1, 2n \) are not equal to zero at one time, i.e. \( a_1^2 + \ldots + a_{2n}^2 \neq 0 \) such that the linear combination of signals \( y(t - h), \ldots, y(t - 2nh) \) is equal to zero at \( \forall t \geq 2nh \):
\[ \begin{align*}
\sum_{m=1}^{2n} a_m y(t - mh) &= 0, \\
\sum_{m=1}^{2n} a_m \sum_{i=1}^{n} A_i \sin(\omega_i (t - mh) + \phi_i) &= 0, \\
\sum_{m=1}^{2n} a_m \sum_{i=1}^{n} A_i \sin(\omega_i t + \phi_i) \cos(mh\omega_i) - \\
- \sum_{m=1}^{2n} a_m \sum_{i=1}^{n} A_i \cos(\omega_i t + \phi_i) \sin(mh\omega_i) &= 0. \tag{28}
\end{align*} \]

The equation (28) must be true for any values of \( A_i, \omega_i \) and \( \phi_i \), therefore the following equalities for \( i = 1, n \) must be satisfied:
\[ \begin{align*}
\sum_{m=1}^{2n} a_m \cos(mh\omega_i) &= 0, \tag{29} \\
\sum_{m=1}^{2n} a_m \sin(mh\omega_i) &= 0, \tag{30}
\end{align*} \]

or in a matrix form:
\[ \begin{bmatrix}
\cos(h\omega_1) & \ldots & \cos(2n h\omega_1) \\
\vdots & \ddots & \vdots \\
\cos(h\omega_n) & \ldots & \cos(2n h\omega_n) \\
\sin(h\omega_1) & \ldots & \sin(2n h\omega_1) \\
\vdots & \ddots & \vdots \\
\sin(h\omega_n) & \ldots & \sin(2n h\omega_n)
\end{bmatrix}
A = \begin{bmatrix}
a_1 \\
\vdots \\
a_{2n}
\end{bmatrix} = \begin{bmatrix}
0 \\
\vdots \\
0
\end{bmatrix}. \tag{31}
\]

The columns of the matrix \( A \) are linearly independent and rank\( A \) = \( 2n \), from constraint [4]. Consequently, the homogeneous system of linear equations (31) has a single zero solution \( a_m = 0 \), at \( m = 1, 2n \), which contradicts the assumption that signals \( y(t - mh) \) are linearly dependent at \( m = 1, 2n \).

Note that the regressor components \( \varphi_i(t), i = 1, n \) are represented as linear combinations of signals \( y(t - mh) \), \( m = 1, 2n - 1 \):
\[ \begin{bmatrix}
\varphi_1(t) \\
\varphi_2(t) \\
\vdots \\
\varphi_n(t)
\end{bmatrix} = B \begin{bmatrix}
y(t - h) \\
y(t - 2h) \\
\vdots \\
y(t - (2n - 1)h)
\end{bmatrix}, \]
where \( B \) — trapezoidal matrix \( n \times 2n - 1 \), rank\( B \) = \( n \):
\[ B = \begin{bmatrix}
1 & 0 & C^1_{n-1} & 0 \\
0 & 1 & C^2_{n-2} & 0 \\
0 & 0 & 1 & C^3_{n-3} \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]

Consequently, the regressor components are linearly independent functions at \( t \geq (2n-1)h \).
IV. Regression model decomposition

In the previous section, regression model (17) is constructed. In this section DREM method [20] is used to obtain \( n \) separate first order linear regression models.

Following DREM procedure we introduce new delay operator similarly to (3):

\[
[H_d(t)](t) = \begin{cases} 
0, & t < d, \\
(\cdot)(t-d), & t \geq d,
\end{cases}
\]

where \( d \in \mathbb{R}_+ \) is the delay.

Let's apply delay operators to linear regression model (17):

\[
H^i(\psi(t)) = H^i(\varphi(t))^T \theta, \quad i = 1, n,
\]

where \( H^i{\cdot} = H[H[\ldots[H{\cdot}]] \ldots] \).

Next, let us introduce a few variables: \( \psi_i(t) := H^i(\psi(t)), \Phi_i(t) := H^i(\varphi(t)) \) and write the extended system from the expressions (17) in a matrix form:

\[
e^\Psi(t) = e^{\Phi}(t)\theta,
\]

\[
\Psi_f(t) = \begin{bmatrix} \psi_1(t) \\
\psi_2(t) \\
\vdots \\
\psi_n(t) \end{bmatrix} \in \mathbb{R}^n, \quad \Phi_f(t) = \begin{bmatrix} \Phi_1(t) \\
\Phi_2(t) \\
\vdots \\
\Phi_n(t) \end{bmatrix} \in \mathbb{R}^{n \times n},
\]

where \( e \in \mathbb{R}_+ \) is normalization gain.

At the mixing step of DREM procedure the regression model (34) multiply to the adjugate matrix \( \text{adj}\{\Phi_f(t)\} \) and we get

\[
\Psi(t) = \Delta(t)\theta,
\]

\[
\Psi(t) := \text{adj}\{e^{\Phi}(t)\}e^{\Psi}(t) = \begin{bmatrix} \Psi_1(t) \\
\Psi_2(t) \\
\vdots \\
\Psi_n(t) \end{bmatrix},
\]

\[
\Delta(t) := \text{det}\{e^{\Phi}(t)\},
\]

where \( \text{adj}\{\cdot\} \) is the adjugate matrix, \( \text{det}\{\cdot\} \) is the determinant.

Let's rewrite the equation (36) in a component way:

\[
\Psi_i(t) = \Delta(t)\theta_i, \quad i = 1, n.
\]

where \( \Delta(t) \in \mathbb{R}, \Psi(t) \in \mathbb{R} \).

Now we can estimate parameters \( \theta_i \) from (39) separately.

V. Finite-time parameter estimation

Parameters estimations of the first order regression model (39) can be obtained using the standard gradient method [23]:

\[
\hat{\theta}_i(t) = \gamma_i \Delta(t) \left( \Psi_i(t) - \Delta(t) \hat{\theta}_i(t) \right),
\]

where \( \hat{\theta}_i \in \mathbb{R} \) is estimate of \( \theta_i \), \( \gamma_i \in \mathbb{R}_+ \) is a tuning gain.

Now we can apply the modification for the scalar standard gradient method, which is proposed in [21].

The error model for \( \tilde{\theta}_i(t) = \theta_i - \hat{\theta}_i(t) \) is expressed as

\[
\tilde{\theta}_i(t) = -\gamma_i \Delta^2(t) \tilde{\theta}_i(t).
\]

One can easily find the solution for (41):

\[
\tilde{\theta}_i(t) = \tilde{\theta}_i(0)e^{-\gamma_i \Delta^2(t)}dr.
\]

Proposition 3: The algorithm (40) provides an exponential convergence of the estimation error \( \tilde{\theta}_i(t) \) to zero according to [23].

The function \( \Delta(t) \) is the determinant of the extended regressor matrix (35) and each it element is represented as a linear combination of continuous and limited harmonic functions (25)–(27). Consequently, \( \Delta(t) \) is a bounded function.

Let's show that the \( \Delta(t) \) is persistently exciting, i.e. there exist the positive constants \( T, t_0, a \in \mathbb{R}_+ \) such that

\[
\int_{t_0}^{t + T} \Delta^2(r)dr \geq a, \quad \forall t > t_0.
\]

Now let's write the function \( \Delta(t) \) using equations (38), (35)–(27):

\[
\Delta(t) := \text{det}\{e^{\Phi}(t)\} = e^{\gamma_n} \begin{vmatrix} H(\varphi_1(t)) & H(\varphi_2(t)) & \cdots & H(\varphi_n(t)) \\
H^2(\varphi_1(t)) & H^2(\varphi_2(t)) & \cdots & H^2(\varphi_n(t)) \\
\vdots & \vdots & \cdots & \vdots \\
H^n(\varphi_1(t)) & H^n(\varphi_2(t)) & \cdots & H^n(\varphi_n(t)) \end{vmatrix}
\]

The functions \( \varphi_1(t), \ldots, \varphi_n(t) \) are linear independent, according the proposition [2]. Then the functions \( H(\varphi_1(t)), \ldots, H^2(\varphi_n(t)) \) are also linearly independent due to the replacement of \( t_i := t - ih \). Thus the columns of the matrix \( C \) are linearly independent.

Note that the components of the matrix \( C \) are periodic functions, then the determinant \( \Delta(t) \) is also a periodic function with the period \( T_0 \).

Due to the continuity of \( \Delta(t) \) and \( \text{rang} C = n \) for \( \forall t > n(h+d) \), for some \( t_1 > n(h+d) \) there is \( \hat{a} \in \mathbb{R}_+ \) that following inequality is true:

\[
\int_{t_1}^{t_1 + T_0} \Delta^2(t)dr \geq \hat{a}.
\]

Then, the condition (43) is satisfied for \( \forall t > n(h+d) \) and \( a := \hat{a}, \quad T := T_0 \) due to the periodicity of the subintegral function.

Replacing \( \tilde{\theta}_i(t) \) with \( \theta_i - \hat{\theta}_i(t) \) gives the following relation

\[
\theta_i - \hat{\theta}_i(t) = \theta_i W(t) - \hat{\theta}_i(0) W(t),
\]

where \( W(t) := e^{-\gamma_i \Delta^2(t)}dr \).

Now from (46) parameter \( \theta_i \) can be explicitly found

\[
\theta_i - \hat{\theta}_i(t) W(t) = \tilde{\theta}_i(t) - \hat{\theta}_i(0) W(t),
\]

\[
\theta_i (1 - W(t)) = \tilde{\theta}_i(t) - \hat{\theta}_i(0) W(t),
\]
and for some $t_{fi} > n(h + d)$:

$$\hat{\theta}_i^f(t) = \frac{1}{1 - W(t)} \left( \hat{\theta}_i(t) - \hat{\theta}_i(0) W(t) \right), \quad t \geq t_{fi},$$

(49)

where $\hat{\theta}_i^f(t)$ is the finite-time estimation of the parameter $\theta_i$, $i = 1, \ldots, n$.

Using parameter estimates (49), we can reconstruct $c_i = \cos(\omega_i t)$ using Vieta’s formulas (22):

$$\hat{c}_i^f(t) = -\hat{c}_1^f(t) - \hat{c}_2^f(t) - \ldots - \hat{c}_n^f(t), \quad (50)$$

$$\hat{\omega}_i(t) = \frac{-\hat{c}_1^f(t) \hat{c}_2^f(t) \hat{c}_3^f(t) + \ldots + \hat{c}_{n-1}^f(t) \hat{c}_n^f(t)}{\hat{c}_1^f(t) \hat{c}_2^f(t) \hat{c}_3^f(t) + \ldots + \hat{c}_{n-1}^f(t) \hat{c}_n^f(t)}, \quad (51)$$

$$\hat{\omega}_i(t) = (-1)^{\hat{c}_1^f(t)} \hat{c}_2^f(t) \ldots \hat{c}_n^f(t). \quad (52)$$

Finally, using identity $c_i = \cos \omega_i t$, we obtain the desired frequency estimates (2) as

$$\hat{\omega}_i^f(t) = \frac{1}{\hat{h}} \arccos(\hat{c}_i^f(t)), \quad i = 1, \ldots, n, \quad (53)$$

at the predefined time $t_{fi}$.

An alternative method of building frequency estimates $\hat{\omega}_i^f(t)$ using $\hat{c}_i^f(t)$ without the inverse trigonometric function $\arccos(\cdot)$ is described in the paper [24].

The estimation algorithm (49) guarantees the convergence of frequency estimates $\hat{\omega}_i^f(t)$ to the true values $\omega_i$, $i = 1, \ldots, n$ for the finite time $t_{fi}$.

Remark 2: From expressions (40), (50)–(52), (53) can be obtained the estimates $\hat{\omega}_i^{\text{grad}}(t)$, which provides exponential convergence of the estimation errors to zero [24].

VI. SIMULATION RESULTS

In this section, we present simulation results that illustrate the efficiency of the proposed estimation algorithm. All simulations have been performed in MATLAB Simulink.

We compare four frequency estimation algorithms:

- the proposed finite time algorithm and denote the frequency estimates obtained by this method as $\hat{\omega}_i^f(t)$;
- the gradient method with DREM referred to the remarks [15] (which denote the frequency estimates as $\hat{\omega}_i^{\text{grad}}(t)$);
- an adaptive observer approach [25] with frequency estimates $\hat{\omega}_i^{\text{obs}}(t)$;
- a filtering approach [15] and denote the frequency estimates obtained by this method as $\hat{\omega}_i^{\text{filt}}(t)$.

A. The case of a two harmonics in noiseless scenario

In this example, the input signal is composed by two sinusoids:

$$y(t) = \sin 2t + \cos 3t.$$

All the methods are initialized with the same initial condition $\hat{\omega}(0) = [2 \ 5]^T$ and are tuned to ensure similar convergence speed in the absence of disturbance. More specifically, the parameters of the proposed estimator and the gradient method with DREM are chosen as: $h = 0.1$, $d = 0.13$, $\varepsilon = 100$, $\gamma_1 = \gamma_2 = 0.005$. The method in [25] is tuned with: $\tilde{\varepsilon} = 4$, $r = 1.2$, $\mu = 10$, $\Lambda = [1 \ 5]$. The tuning parameters of the method in [15] are set as $\lambda = 5$, $\omega_0 = 0.5$, $k_1 = 1$, $k_2 = 5$. The behavior of the estimators is shown in Fig. 1. As it can be seen, all the methods succeed in detecting the frequencies with similar transient time.

B. The case of a two harmonics in noisy scenario

In this example, the four algorithms are compared in presence of a disturbance $d(t)$, which is added to the measurement: $\tilde{y}(t) = \sin 2t + \sin 3t + d(t)$.

Let’s consider the influence of harmonic disturbance $d(t) = 0.25 \sin 15t$ on the obtained frequency estimates. The parameters of the estimation methods are the following:

- $\hat{\omega}_i^f(t)$, $\hat{\omega}_i^{\text{grad}}(t)$: $h = 1$, $d = 0.37$, $\varepsilon = 0.1$, $\gamma_1 = \gamma_2 = 1$;
- $\hat{\omega}_i^{\text{obs}}(t)$: $\tilde{\varepsilon} = 4$, $r = 1.2$, $\mu = 2$, $\Lambda = [1 \ 5]$;
- $\hat{\omega}_i^{\text{filt}}(t)$: $\lambda = 0.7$, $\omega_0 = 0.5$, $k_1 = 20$, $k_2 = 75$.

The behavior of the estimators is shown in Fig. 2. As another type of external perturbation, let us consider the random noise. Additive noise $d(t)$ is simulated as a
uniformly distributed process ranging within \([-0.2, 0.2]\) and sample time 0.001 s. The parameters of the estimation methods in this case are the following:

- \(\hat{\omega}^{fi}(t), \hat{\omega}^{grad}(t): h = 0.6, d = 0.4, \varepsilon = 0.1, \gamma_1 = \gamma_2 = 1;\)
- \(\hat{\omega}^{obs}(t): \bar{g} = 4, r = 1.2, \mu = 3, \Lambda = [1 4];\)
- \(\hat{\omega}^{filt}(t): \lambda = 2, \omega_0 = 0.2, k_1 = 0.2, k_2 = 0.5.\)

The behavior of the estimators is shown in Fig. 3.

As it can be noticed from Fig. 2-3, all the methods are capable to track both the frequencies in noisy scenario. However, the proposed finite time algorithm is more susceptible to high frequency and random disturbances than the other three methods. The proposed algorithm still provides a finite-time estimate in the presence of additive disturbance.

\[ y(t) = \sin \omega_1(t) + \cos \omega_2(t), \]
\[ \omega_1(t) = \begin{cases} 1.8, & t < 30 \text{ s}, \\ 2, & t \geq 30 \text{ s}, \end{cases} \quad \omega_2(t) = \begin{cases} 3.2, & t < 30 \text{ s}, \\ 3, & t \geq 30 \text{ s}. \end{cases} \]

The parameters are the following:

- \(\hat{\omega}^{fi}(t), \hat{\omega}^{grad}(t): h = 0.7, d = 0.4, \varepsilon = 0.1, \gamma_1 = \gamma_2 = 1;\)
- \(\hat{\omega}^{obs}(t): \bar{g} = 4, r = 1.2, \mu = 10, \Lambda = [1 4];\)
- \(\hat{\omega}^{filt}(t): \lambda = 2, \omega_0 = 0.5, k_1 = 1, k_2 = 5.\)

The results are reported in Fig. 4. As it can be noticed, all four methods favorably deal with the frequency change and lead to comparable stationary behavior. However, after the change of frequencies of the measured signal the proposed
method can not produce frequencies estimates at the finite time. The estimation plots of \( \hat{\omega}_1(t) \) and \( \hat{\omega}_2(t) \) match and there is an exponential convergence. This aspect results from using \( \theta(0) \) in the expression (49).

 VII. CONCLUSIONS

The finite-time frequency estimation problem for an unbiased multi-sinusoidal signal is considered. The presented result extends the previously proposed estimator for a pure sinusoidal signal [18]. The \( n \)-th order linear regression model, where unknown parameters depend on signal frequencies, is constructed using transport delay operators.

Applying DREM, we split the model into scalar regressions. Unknown parameters are estimated by standard gradient method. Using obtained estimates, which converge exponentially to the true values, we calculate at a predefined finite time another estimate using scheme proposed in [21].

The relation between estimated parameters and frequencies is quite complicated. The estimated parameters are \( n \)-th order polynomial coefficients. Using these values, we find polynomial roots, which requires numerical solver for \( n \geq 5 \). Using arccos function and dividing by the delay, we reconstruct the frequencies.

The method provides estimates at a predefined time, so it is independent of frequency values and the tuning gain of the internally used gradient descent method. In the noise scenario, it allows increasing estimation quality without trade-off between noise sensitivity and estimation duration. Decreasing tuning gain in the gradient descent method, we decrease sensitivity to the measurement noise. Without the finite-time estimation scheme, it dramatically increases estimation duration.
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