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Abstract. A finite element analysis of a Dirichlet boundary control problem governed by the linear parabolic equation is presented in this article. The Dirichlet control is considered in a closed and convex subset of the energy space $H^1(\Omega \times (0, T))$. We prove well-posedness and discuss some regularity results for the control problem. We derive the optimality system for the optimal control problem. The first order necessary optimality condition results in a simplified Signorini type problem for control variable. The space discretization of the state variable is done using conforming finite elements, whereas the time discretization is based on discontinuous Galerkin methods. To discretize the control we use the conforming prismatic Lagrange finite elements. We derive an optimal order of convergence of error in control, state and adjoint state. The theoretical results are corroborated by some numerical tests.

1. Introduction

The study of optimal control problem governed by partial differential equations (PDEs) is a significant area of research in applied mathematics. The optimal control problem consists of finding a control variable that minimizes a cost functional subject to a PDE. Due to the importance in applications, several numerical methods have been proposed to approximate the solutions. The finite element approximation of the optimal control problem started with the work of Falk [19] and Geveci [20]. A control can act in the interior of a domain, in this case, we call distributed, or on the boundary of a domain, we call boundary (Neumann or Dirichlet) control problem. We refer to [12, 15, 22, 28] for distributed control related problem, to [7, 8, 12, 15] for the Neumann boundary control problem, and to [23] for a variational discretization approach. The Dirichlet boundary control problem has been studied in [9, 10].

The Dirichlet boundary control problems are essential in the application areas, and various approaches are proposed in the literature for the same. One such is to seek control from $L^2(\Gamma)$-space (see [10]). In this case the state equation has to be understood in a ultra weak sense, since the Dirichlet boundary data is only in $L^2(\Gamma)$. This ultra-weak formulation is easy to implement and typically yields optimal controls with low regularity. Especially, when the problem is posed on a polygonal domain, the control exhibits layer behaviour at the corner points. This is because it is determined by the normal derivative of the adjoint state. Another approach is to choose the control from the the energy space $H^{1/2}(\Gamma)$ (see [30]). With the help of a harmonic extension of the given boundary data, the Steklov-Poincaré operator was employed in [30] to determine the cost functional. By employing harmonic extension of the Dirichlet data, the Steklov-Poincaré operator turns Dirichlet data into Neumann data; nevertheless, numerical implementation of this sort of abstract operator might be challenging. In paper [9], Dirichlet control problem is transformed into a Robin boundary control problem through penalization. In [13], the authors consider unconstrained Dirichlet boundary control where the control in $H^{1/2}(\Gamma)$ is realized by a harmonic extension in $H^1(\Omega)$ which enables to consider cost functional in energy form. In this approach the authors choose the control from the energy space $H^1(\Omega)$ so that they do not need Steklov-Poincaré operator and hence this method is computationally very efficient. We refer [21] for an improved analysis of constrained Dirichlet boundary control.
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In [24], a semi-smooth Newton method has been used to solve Dirichlet boundary control problem for parabolic PDE. The article [1, 5] investigates the Robin-type boundary conditions for parabolic Dirichlet boundary control problems using Robin penalization method. In this paper, we consider the following parabolic Dirichlet boundary control problem of tracking type, which may be regarded as prototype problem (based on energy approach) to study Dirichlet boundary control for time-dependent PDEs.

$$\min J(u, q) = \frac{1}{2} \| u - u_d \|_{L^2(I;L^2(\Omega))}^2 + \frac{\lambda}{2} | q |_{L^1(\Omega \times (0,T))}^2,$$

subject to PDE,

$$\partial_t u - \Delta u = f \quad \text{in } \Omega \times (0,T),$$

$$u = q \quad \text{on } \partial \Omega \times (0,T),$$

$$u(x,0) = u_0(x) \quad \text{in } \Omega,$$

with the control constraints

$$q_a \leq q(x,t) \leq q_b \quad \text{on } \partial \Omega \times (0,T).$$

The detailed description of the above problem will be discussed in the Section 2. To the authors’ knowledge, this is the first work to address the energy approach for solving the Dirichlet boundary control problem governed by linear parabolic equation. We prove existence and uniqueness of the solution of the problem (1), and discuss about the regularity of the optimal control, which is of particular interest. Also, one of the goal of this article is to consider the discretization of the optimality system based on a finite element approximation of the state, adjoint state and the control variable. To discretize the state and adjoint state equation, we use discontinuous finite elements for time discretization, and $H^1$-conforming finite elements for spatial discretization. In [3] this type of discretization is shown to allow for a natural translation of the optimality conditions from the continuous to the discrete level. This gives rise to exact computation of the derivatives required in the optimization algorithms on the discrete level. Since, we sought control from a closed convex subset of $H^1(\Omega \times (0,T))$, the optimal control satisfies a simplified Signorini problem in three dimensional domain $\Omega \times (0,T)$. To discretize the control we use the conforming prismatic Lagrange finite elements on three dimensional domain. For a period of fifteen years, the lack of order of convergence for the Signorini solution had been a common difficulty. Hild [16], derive the optimal order of convergence under minimal assumptions. Using the ideas from [16], we derive the optimal order convergence for the error in control.

The following is a breakdown of the rest of the article. The investigated Dirichlet boundary control problem, the primal boundary value problem, the reduced cost functional, and the related adjoint boundary value problem are all described in Section 2. The minimizer of the reduced cost functional is characterized as the unique solution of a variational inequality of the first kind. Section 3 discusses the finite element discretization of the variational inequality, as well as finite element approximations of both the primal and adjoint boundary value problems, and related error estimates. Some numerical results are finally given in Section 4.

2. Continuous Control Problem

In this section, we first introduce some notations and then discuss the mathematical formulation of the optimal control problem. Furthermore, we prove theoretical results on existence and uniqueness.

2.1. Notations and Preliminary. Let $\Omega$ be a bounded convex polygonal domain in $\mathbb{R}^2$. The inner-product in $L^2(\Omega)$ space is denoted by $(u,v) := \int_{\Omega} uv$ with the norm $\|v\|_{0,\Omega} := (v,v)^{1/2}$. Also, we denote the norm in the $H^k(\Omega)$ space by $\|v\|_{k,\Omega}$ for $k \geq 1$. Let $I := (0,T)$ be a time interval. We consider the Sobolev space
For a given control \( q \), the fractional Sobolev space involving time is defined by
\[
H^s(\Omega) := \{ u \in L^2(\Omega) | \int_{\Omega} \int_{\Omega} \frac{(u(x) - u(y))^2}{(x-y)^{2s+2}} \, dx \, dy < \infty \},
\]
equipped with the norm
\[
\|u\|_{s,\Omega} := \left( \|u\|^2_{0,\Omega} + \int_{\Omega} \int_{\Omega} \frac{(u(x) - u(y))^2}{(x-y)^{2s+2}} \, dx \, dy \right)^{\frac{1}{2}}.
\]
The fractional Sobolev space involving time is defined by
\[
L^2(I; H^s(\Omega)) := \{ u : I \rightarrow H^s(\Omega) \text{ measurable} | \int_I \|u(t)\|^2_{s,\Omega} \, dt < \infty \}.
\]

Prior to discussing the optimal control problem, we describe the problem setup for the linear parabolic problem defined in (2) as follows:
\[
\begin{align*}
\partial_t u - \Delta u &= f \quad \text{in } \Omega \times (0,T), \quad (3a) \\
u &= q \quad \text{on } \partial \Omega \times (0,T), \quad (3b) \\
u(x,0) &= u_0(x) \quad \text{in } \Omega, \quad (3c)
\end{align*}
\]
where \( \Omega \subset \mathbb{R}^2 \), be a bounded polygonal domain and \((0,T)\) be a time interval. Denote \( \Gamma_D := \Omega \times \{0,T\} \) and \( \Gamma_C := \partial \Omega \times (0,T) \). We take the interior force \( f \in L^2(I; L^2(\Omega)) \) and the initial data \( u_0 \in H^1(\Omega) \). The Dirichlet data function \( q \) is the control variable and it is chosen from the following admissible space:
\[
Q = \{ q \in H^1(\Omega \times I) | q(x,t) = 0 \text{ on } \Gamma_D \}.
\] (4)

For the time interval \( I \), define the test and trial space
\[
X := \{ w | w \in L^2(I; H^1_0(\Omega)) \text{ and } \partial_t w \in L^2(I; H^{-1}(\Omega)) \}.
\]
For a given control \( q \in Q \), the weak formulation of (3) is to find \( w(q) \in X \), with \( u(x,0) = u_0(x) \), such that
\[
(\partial_t w(q), v)_I + (\nabla w(q), \nabla v)_I = (f, v)_I - (\nabla q, \nabla v)_I - (\partial_t q, v)_I \quad \forall v \in X,
\] (5)
and set \( u(q) := w(q) + q \in X + Q \) to be the weak solution of (3).

We recall the following result on existence, uniqueness (see [25, 36]) and regularity (see [18, 25]) for the state equation.

**Proposition 2.1.** For a given control \( q \in Q \), \( f \in L^2(I; L^2(\Omega)) \) and \( u_0 \in H^1(\Omega) \), there exists a unique weak solution \( u(q) := w(q) + q \in X + Q \) of the problem (3). Moreover, the solution exhibits the improved regularity \( u(q) \in Z + Q \) and satisfies the stability estimate
\[
\|\partial_t u(q)\|_I + \|\nabla u(q)\|_I \leq \|f\|_I + \|\partial_t q\|_I + \|\nabla q\|_I + \|u_0\|_{1,\Omega},
\] (6)
where the space \( Z \) is defined by
\[
Z := \{ w | w \in L^2(I; H^1_0(\Omega)) \text{ and } \partial_t w \in L^2(I; L^2(\Omega)) \}.
\]
2.2. The Dirichlet Control Problem. Consider the cost functional $J$ defined in (1). The model control problem consists of finding $(\bar{u}(\bar{q}), \bar{q}) \in (X + Q) \times Q_{ad}$, such that

$$J(\bar{u}(\bar{q}), \bar{q}) = \min_{(u(q), q) \in (X + Q) \times Q_{ad}} J(u(q), q),$$

(7)

subject to $u(q) = w(q) + q$ satisfying (5). The admissible constrained set of control reads

$$Q_{ad} = \{ q \in Q \mid q_a \leq q(x, t) \leq q_b \text{ on } \Gamma_C \},$$

(8)

where $q_a, q_b \in \mathbb{R}$ and for consistency assume $q_a \leq 0$ and $q_b \geq 0$, so that the admissible set $Q_{ad}$ is nonempty.

Theorem 2.2 (Existence and uniqueness of control). There exists a unique solution of the control problem (7).

Proof. The cost functional $J$ is non-negative. Set

$$\alpha = \inf_{(u(q), q) \in (X + Q) \times Q_{ad}} J(u(q), q).$$

Then there exists a minimizing sequence $(u_n(q_n), q_n)$ such that, $J(u_n(q_n), q_n)$ converges to $\alpha$. For the notational simplicity we denote $u_n(q_n)$ by $u_n$. Since the sequence $J(u_n, q_n)$ is convergent, the components $\|u_n - u_d\|_I$ and $|q_n|_{1,\Omega \times I}$ are bounded. As $q_n \in Q_{ad}$, using the Poincaré inequality we conclude that the sequence $q_n$ is bounded in $Q$. Then there exists a subsequence of $q_n$, still indexed by $n$ to simplify the notation, and a function $\bar{q}$, such that $q_n$ converges to $\bar{q}$ weakly in $Q$. It is clear that the set $Q_{ad}$ is closed and convex, the function $\bar{q} \in Q_{ad}$. An $a$ priori estimate of the problem (5) yields

$$\|\partial_t w_n\|_I + \|\nabla w_n\|_I \leq C(\|f\|_I + |q_n|_{1,\Omega \times I} + \|u_0\|_{0,\Omega}),$$

(9)

where $u_n = w_n + q_n$. Using this $a$ priori estimate and the boundedness of the sequence $q_n$ we conclude that the sequence $w_n$ is bounded in $H^1_0(\Omega \times I)$. We extract a subsequence, name it $w_n$ and it converges weakly to $\bar{w}$ in $H^1_0(\Omega \times I)$. Now we show that $\bar{w}$ is the corresponding candidate for the control $\bar{q}$. From (5), we have

$$(\partial_t w_n, v)_I + (\nabla w_n, \nabla v)_I = (f, v)_I - (\nabla q_n, \nabla v)_I - (\partial_t q_n, v)_I \quad \forall v \in L^2(I; H^1_0(\Omega)).$$

(10)

Using the above weak convergences in (10), we obtain

$$(\partial_t \bar{w}, v)_I + (\nabla \bar{w}, \nabla v)_I = (f, v)_I - (\nabla \bar{q}, \nabla v)_I - (\partial_t \bar{q}, v)_I \quad \forall v \in L^2(I; H^1_0(\Omega)).$$

Hence, $\bar{w} = \bar{w} + \bar{q}$ is the corresponding state for the control $\bar{q}$. The sequence $q_n$ converges to $\bar{q}$ weakly in $Q$. Therefore, it converges strongly in $L^2(\Omega \times I)$. Now, $w_n$ converges to $\bar{w}$ weakly in $H^1_0(\Omega \times I)$. Thus, it converges strongly in $L^2(\Omega \times I)$. So, $w_n + q_n = u_n$ converges strongly to $\bar{w} + \bar{q} = \bar{u}$ in $L^2(\Omega \times I)$. Using the weak lower semi-continuity of the norm, we obtain $|\bar{q}|_{1,\Omega \times I} \leq \liminf_{n \to \infty} |q_n|_{1,\Omega \times I}$. Hence, we have

$$J(\bar{u}, \bar{q}) \leq \lim_{n \to \infty} \frac{1}{2} \|u_n - u_d\|^2 + \frac{\lambda}{2} \liminf_{n \to \infty} |q_n|^2_{1,\Omega \times I} \leq \alpha.$$ 

This proves the existence of a control $\bar{q}$ such that $J(\bar{u}, \bar{q}) = \alpha$. The uniqueness of the solution follows from the strict convexity of the cost functional. \hfill \Box

Proposition 2.3 (Continuous Optimality System). The state, adjoint state, and control $(\bar{u}(\bar{q}), \bar{\phi}(\bar{q}), \bar{q}) \in (X + Q) \times X \times Q_{ad}$ satisfy the optimality system

\begin{align*}
\bar{u}(\bar{q}) &= \bar{w}(\bar{q}) + \bar{q}, \quad \bar{w}(\bar{q}) \in X, \quad \tag{11a} \\
(\partial_t \bar{w}(\bar{q}), v)_I + (\nabla \bar{w}(\bar{q}), \nabla v)_I &= (f, v)_I - (\nabla \bar{q}, \nabla v)_I - (\partial_t \bar{q}, v)_I \quad \forall v \in X, \quad \tag{11b} \\
- (\partial_t \bar{\phi}(\bar{q}), v)_I + (\nabla \bar{\phi}(\bar{q}), \nabla v)_I &= (\bar{u}(\bar{q}) - u_d, v)_I \quad \forall v \in L^2(I; H^1_0(\Omega)), \quad \tag{11c} \\
\lambda(\partial_t \bar{q}, \partial_t (p - \bar{q}))_I + \lambda(\nabla \bar{q}, \nabla (p - \bar{q}))_I &\geq (\bar{\phi}(\bar{q}), \partial_t (p - \bar{q}))_I + (\nabla \bar{\phi}(\bar{q}), \nabla (p - \bar{q}))_I \quad \forall p \in Q_{ad}, \quad \tag{11d}
\end{align*}

with $\bar{u}(x, 0) = u_0(x)$ and $\bar{\phi}(\bar{q})(x, T) = 0$. 

Proof. Consider the Lagrangian function
\[
L(w, \phi, q) = \frac{1}{2} \| w + q - u_d \|^2_I + \frac{\lambda}{2} \| \nabla q \|^2_I + \frac{\lambda}{2} \| \partial_t q \|^2_I - \int_I \partial_t w \phi
\]
- \int_I \nabla w \cdot \nabla \phi + \int_I f \phi - \int_I \partial_t q \phi - \int_I \nabla(p - q) \cdot \nabla \phi.
(12)

Differentiating \( L \) with respect to \( \phi \) and \( w \) at \((\bar{w}(\bar{q}), \bar{\phi}(\bar{q}), \bar{q})\) and equating to 0, we obtain state (11b) and adjoint state (11c) respectively. Now, differentiating \( L \) with respect to \( q \) at \((\bar{w}(\bar{q}), \bar{\phi}(\bar{q}), \bar{q})\) in the direction \((p - \bar{q})\), we get the following:
\[
D_qL(\bar{w}(\bar{q}), \bar{\phi}(\bar{q}), \bar{q})(p - \bar{q}) = \int_I (\bar{w}(\bar{q}) + \bar{q} - u_d)(p - \bar{q}) + \lambda \int_I \nabla \bar{q} \nabla (p - \bar{q})
+ \lambda \int_I \partial_t \bar{q} \partial_t (p - \bar{q}) - \int_I \partial_t (p - \bar{q}) \bar{\phi}(\bar{q}) - \int_I \nabla(p - \bar{q}) \nabla \bar{\phi}(\bar{q}).
(13)

The first order necessary optimality condition \( D_qL(\bar{w}(\bar{q}), \bar{\phi}(\bar{q}), \bar{q})(p - \bar{q}) \geq 0 \) for all \( p \in Q_{ad} \) yields the inequality (11d).

It is easy to prove from (11d) that the optimal control \( \bar{q} \) solves the following Signorini problem:
\[
-\lambda(\partial_t + \Delta)\bar{q} = 0 \quad \text{in} \quad \Omega \times (0, T),
\]
\[
q_a \leq \bar{q} \leq q_b \quad \text{on} \quad \Gamma_C,
\]
\[
\bar{q} = 0 \quad \text{in} \quad \Gamma_D,
(14a,b,c)
\]
and further the following holds for almost every \((x, t) \in \Gamma_C:\)
\[
\text{if } q_a < \bar{q}(x, t) < q_b \quad \text{then} \quad \left( \lambda \frac{\partial \bar{q}}{\partial n} - \frac{\partial \bar{\phi}(\bar{q})}{\partial n} \right)(x, t) = 0,
(14d)
\]
\[
\text{if } q_a \leq \bar{q}(x, t) < q_b \quad \text{then} \quad \left( \lambda \frac{\partial \bar{q}}{\partial n} - \frac{\partial \bar{\phi}(\bar{q})}{\partial n} \right)(x, t) \geq 0,
(14e)
\]
\[
\text{if } q_a < \bar{q}(x, t) \leq q_b \quad \text{then} \quad \left( \lambda \frac{\partial \bar{q}}{\partial n} - \frac{\partial \bar{\phi}(\bar{q})}{\partial n} \right)(x, t) \leq 0.
(14f)
\]

Remark 2.4 (Regularity of Signorini problem). The numerical analysis of any finite element method applied to the Signorini problem (14) requires the knowledge of the regularity of the solution \( \bar{q} \). The Signorini condition may generate some singular behavior at the neighborhood of \( \Gamma_C \), see [29]. There are many factors that affect the regularity of the solution to the Signorini problem. Some of those factors are the regularity of the data, the mixed boundary conditions (e.g., Neumann-Dirichlet transitions), the corners in polygonal domains and the Signorini condition which generates singularities at contact-noncontact transition points.

Let \( p \) be a contact-noncontact transition point in the interior of \( \Gamma_C \), then the solution of Signorini problem (14) \( \bar{q} \in H^\tau(V_p) \) with \( \tau < \frac{3}{2} \) and \( V_p \) be an open neighborhood of \( p \) (see [2, subsection 2.3], [4, section 2] and [29]). Let \( p \in \Gamma_C \cap \Gamma_D \) and \( V_p \) be a neighborhood of \( p \) in \( \Omega \) such that \( \bar{q} \) vanishes on \( V_p \cap \Gamma_C \) then the elliptic regularity theory on convex domain yields \( \bar{q} \in H^2(V_p) \) (see [2, subsection 2.3] and [31]). Now if \( \bar{q} \) does not vanish on \( V_p \cap \Gamma_C \), then \( p \) be a contact-noncontact type transition point and hence \( \bar{q} \in H^\tau(V_p) \) with \( \tau < 5/2 \) (see [2, subsection 2.3] and [31]). The best we can expect is to obtain \( \bar{q} \in H^\tau(V_{\Gamma_C}) \) with \( \tau \leq 2 \) and \( V_{\Gamma_C} \) is an open neighbourhood of \( \Gamma_C \) (see [2, 29]).

3. Discretization and error analysis

In this section, we consider finite element discretization of the optimal control problem (7). Also for the error analysis we assume that the solutions \( \bar{w}(\bar{q}), \bar{\phi}(\bar{q}) \in H^1(I, H^1_0(\Omega)) \cap L^2(I, H^\tau(\Omega)) \) and \( \bar{q} \in H^\tau_D(\Omega \times I) := \{ p \in H^\tau(\Omega \times I) : p = 0 \text{ on } \Gamma_D \} \) with \( 3/2 < \tau \leq 2 \).
3.1. Discretization in time and space. In this subsection, we first discretize the time and then discretize the space.

Semi-discretization in time. Let \( \bar{I} = \{0\} \cup I_1 \cup I_2 \cup \ldots \cup I_M \) be a partition of \( \bar{I} = [0, T] \) with subintervals \( I_m = (t_{m-1}, t_m] \) of length \( k_m := t_m - t_{m-1} \) and time points \( 0 = t_0 < t_1 < \ldots < t_{M-1} < t_M = T \).

The time discretization parameter is defined by \( k = \max_{1 \leq m \leq M} k_m \). The semidiscrete test and trial space is defined by

\[
X_k^0 := \{ v_k \in L^2(I, H^1_v(\Omega)) \mid v_k|_{I_m} \in \mathcal{P}_0(I_m, H^1_v(\Omega)) \text{ for } m = 1, 2, 3, \ldots, M \},
\]

where \( \mathcal{P}_0(I_m, H^1_v(\Omega)) \) denotes the space of constant polynomials defined on \( I_m \) with values in \( H^1_v(\Omega) \). For \( u, v \in X_k^0 \), we use the notation

\[
(u, v)_{I_m} = (u, v)_{L^2(I_m, L^2(\Omega))} \quad \text{and} \quad \|u\|_{I_m} = \|u\|_{L^2(I_m, L^2(\Omega))}.
\]

For \( v_k \in X_k^0 \), we define the following notations:

\[
v_{k,m}^+ := \lim_{t \to 0^+} v_k(t_m + t), \quad v_{k,m}^- := \lim_{t \to 0^+} v_k(t_m - t) = v_k(t_m), \quad [v_k]_m := v_{k,m}^+ - v_{k,m}^-.
\]

Define the bilinear form \( B : X_k^0 \times X_k^0 \to \mathbb{R} \),

\[
B(w_k, v_k) := \sum_{m=1}^{M} (\partial_t w_k, v_k)_{I_m} + (\nabla w_k, \nabla v_k)_{I_m} + \sum_{m=1}^{M-1} ([w_k]_m, [v_k]_m) + (w_k^+, v_k^+),
\]

for \( w_k, v_k \in X_k^0 \). The semi-discrete weak formulation of the state equation (5) reads: given \( q \in Q_{ad} \), find \( w_k(q) \in X_k^0 \) such that

\[
B(w_k(q), v_k) = (f, v_k)_{I_m} + (u_0, v_k^+) - B(q, v_k) \quad \forall v_k \in X_k^0,
\]

and set \( u_k(q) = w_k(q) + q \in X_k^0 + Q \) to be the semi-discrete solution of (5).

Remark 3.1. It is clear that the exact solution \( w(q) \in X \) of (5) satisfies

\[
B(w(q), v_k) = (f, v_k)_{I_m} + (u_0, v_k^+) - B(q, v_k) \quad \forall v_k \in X_k^0.
\]

This leads to the Galerkin orthogonality \( B(w(q) - w_k(q), v_k) = 0 \) for all \( v_k \in X_k^0 \) and hence \( B(u(q) - u_k(q), v_k) = 0 \) for all \( v_k \in X_k^0 \).

A use of integration by parts in time in the bilinear form \( B(\cdot, \cdot) \) defined in (16) yields the equivalent form

\[
B(w_k, v_k) = - \sum_{m=1}^{M} (w_k, \partial_t v_k)_{I_m} + (\nabla w_k, \nabla v_k)_{I_m} - \sum_{m=1}^{M-1} (w_{k,m}^- [v_k]_m) + (w_k^-, v_k^-).
\]

Discretization in space. Let \( \mathcal{T}_h \) be a shape-regular triangulation of \( \Omega \). Let \( h_K \) denote the diameter of the triangle \( K \in \mathcal{T}_h \) and define the space discretization parameter \( h = \max_{K \in \mathcal{T}_h} h_K \). We consider the conforming finite element space:

\[
V_h := \{ v_h \in H^1_v(\Omega) \mid v_h|_K \in \mathcal{P}_1(K) \text{ for } K \in \mathcal{T}_h \}.
\]

Moreover, we consider the fully discrete space-time finite element space

\[
X_{k,h}^{0,1} = \{ v_{kh} \in L^2(I, V_h) \mid v_{kh}|_{I_m} \in \mathcal{P}_0(I_m, V_h) \} \subseteq X_k^0.
\]

The fully discrete (space-time discretized) state equation for given control \( q \in Q_{ad} \) has the following form: Find \( w_{kh}(q) \in X_{k,h}^{0,1} \) such that

\[
B(w_{kh}(q), v_{kh}) = (f, v_{kh})_{I_m} + (u_0, v_{kh}^+) - B(q, v_{kh}) \quad \forall v_{kh} \in X_{k,h}^{0,1},
\]
and set $u_{kh}(q) := w_{kh}(q) + q$. Furthermore, the fully discrete adjoint state equation for given control $q ∈ Q_{ad}$ has the following form: Find $φ_{kh}(q) ∈ X^{0,1}_{k,h}$ such that

$$
B(v_{kh}, φ_{kh}(q)) = (u_{kh}(q) − u_d, v_{kh}) \quad ∀v_{kh} ∈ X^{0,1}_{k,h}.
$$

We state below the stability result for the fully discretized solutions of the state and adjoint state equations (see [26, Theorem 4.6 and Corollary 4.7]) as:

**Lemma 3.2.** For $q ∈ Q$, let the solutions $w_{kh}(q)$ and $φ_{kh}(q)$ be given by the discrete state equation (20) and adjoint equation (21), respectively. Then it holds that

$$
\|w_{kh}(q)\|_I + \|\nabla w_{kh}(q)\|_I ≤ C(\|f\|_I + \|q\|_{1,Ω} × I + \|Π_h u_0\|_{0,Ω} + \|\nabla Π_h u_0\|_{0,Ω}),
$$

$$
\|φ_{kh}(q)\|_I + \|\nabla φ_{kh}(q)\|_I ≤ C\|u_{kh}(q) − u_d\|_I,
$$

where $Π_h : H^1_0(Ω) → V_h$ denotes the spatial $L^2$ projection.

### 3.2. Error estimates of uncontrolled state and adjoint state variables.

This section is devoted to the derivation of a priori error estimations for the discrete solutions of the uncontrolled state and adjoint state equation. We introduce some auxiliary equations which are used to simplify our error analysis. For given control $q ∈ Q$, let $w_{kh}(q) ∈ X^{0,1}_{k,h}$ be the fully discrete solution of the following auxiliary state equation:

$$
B(w_{kh}(q), v_{kh}) = (f, v_{kh})_I + (u_0, v_{kh})_0 − B(q, v_{kh}) \quad ∀v_{kh} ∈ X^{0,1}_{k,h},
$$

and set $u_{kh}(q) := w_{kh}(q) + q$. Furthermore, for given $\bar{u}(q) ∈ L^2(I, L^2(Ω))$, let $φ_{kh}(q) ∈ X^{0,1}_{k,h}$ be the fully discrete solution of the following auxiliary adjoint state equation:

$$
B(φ_{kh}, φ_{kh}(q)) = (\bar{u}(q) − u_d, v_{kh})_I \quad ∀v_{kh} ∈ X^{0,1}_{k,h}.
$$

#### 3.2.1. Error estimates of uncontrolled state.

For given fixed control $\bar{q}$ we derive the error between $\bar{u}(q)$ and $u_{kh}(q)$, where $\bar{u}(q)$ be the solution of the state equation (11a)-(11b) and $u_{kh}(q)$ be the solution of the fully discrete auxiliary state equation (24). Let $u_k(q)$ be the solution of semi-discrete state equation (17) for the given control $q$. Since, $\bar{u}(q)$ and $u_{kh}(q)$ are state and auxiliary discrete state solution, by the splittings we have $\bar{u}(q) = \bar{w}(q) + q$ and $u_{kh}(q) = w_{kh}(q) + q$. Now, we can write the total error:

$$
\bar{u}(q) - u_{kh}(q) = \bar{w}(q) - w_{kh}(q).
$$

The influences of the space and time discretization is separated by the temporal part $e_k := \bar{w}(q) - w_k(q)$ and the spatial part $e_h := w_k(q) - w_{kh}(q)$, i.e.,

$$
\bar{w}(q) - w_{kh}(q) = e_k + e_h.
$$

Our aim is to find the following energy error estimate of the state:

$$
\|\nabla(\bar{u}(q) - u_{kh}(q))\|_I = \|\nabla(\bar{w}(q) - w_{kh}(q))\|_I ≤ \|\nabla e_k\|_I + \|\nabla e_h\|_I.
$$

**Theorem 3.3.** There holds,

$$
\|\nabla e_h\|_I ≤ Ck \|\bar{w}(q)\|_{H^1(I; H^1_0(Ω))},
$$

where $C$ is a positive constant independent of the time step $k$.

The proof follows from the following lemmas. Define the semi-discrete projection [26]

$$
I_k : C(I, H^1_0(Ω)) → X^0_k
$$

by $I_k u|_{I_m} ∈ P_0(I_m, H^1_0(Ω))$ and $I_k u(t_m^-) = u(t_m^-)$ for $m = 1, 2, 3, ..., M$. Introducing the projection we get,

$$
e_k = \bar{w}(q) - w_k(q) = (\bar{w}(q) - I_k\bar{w}(q)) + (I_k\bar{w}(q) - w_k(q)) = η_k + ζ_k,
$$

where $η_k := \bar{w}(q) - I_k\bar{w}(q)$ and $ζ_k := I_k\bar{w}(q) - w_k(q)$. Now, we need to prove the following results:
Lemma 3.4. The projection error $\eta_k = \bar{w}(\bar{q}) - I_k \bar{w}(\bar{q})$, satisfies
$$B(\eta_k, \psi) = (\nabla \eta_k, \nabla \psi)_I \quad \forall \psi \in X_k^0.$$ 

Proof. By means of (19), we have
$$B(\eta_k, \psi) = -\sum_{m=1}^{M} (\eta_k(\partial \psi)_I)_m + (\nabla \eta_k, \nabla \psi)_I - \sum_{m=1}^{M-1} (\eta_{k,m}[\psi]_m) + (\eta_{k,M}, \psi_{k,M}).$$

The term $\eta_{k,m}$ and $\eta_{k,M}$ vanishes, because of the definition of interpolation $I_k$. Since $\psi$ lies in the semi-discrete space $X_k^0$, the first term vanishes. The only remaining term is the second one. This completes the proof. □

Lemma 3.5. The temporal error $e_k$ is estimated by the projection error $\eta_k$ as
$$\|\nabla e_k\|_I \leq C \|\nabla \eta_k\|_I.$$ 

Proof. Let $\hat{w}_k \in X_k^0$ be the solution of
$$B(v, \hat{w}_k) = (\nabla v, \nabla \hat{w}_k)_I \quad \forall v \in X_k^0,$$ 
with the stability estimate $\|\nabla \hat{w}_k\|_I \leq C \|\nabla e_k\|_I$. By the Galerkin orthogonality, we have
$$B(\bar{w}(\hat{q}) - w_k(\hat{q}), z_k) = 0 \quad z_k \in X_k^0,$$
$$B(\hat{\zeta} + \eta_k, z_k) = 0 \quad z_k \in X_k^0.$$ 

Using above the stability estimate, Galerkin orthogonality (30), Lemma 3.4 and (29), we obtain the following estimate:
$$\|\nabla e_k\|_I^2 = (\nabla \eta_k, \nabla e_k)_I + (\nabla \hat{\zeta}, \nabla \hat{w}_k)_I$$
$$= (\nabla \eta_k, \nabla e_k)_I + B(\hat{\zeta}, \hat{w}_k) = (\nabla \eta_k, \nabla e_k)_I - B(\eta_k, \hat{w}_k)$$
$$= (\nabla \eta_k, \nabla e_k)_I - (\nabla \eta_k, \nabla \hat{w}_k)_I$$
$$\leq \|\nabla \eta_k\|_I \|\nabla e_k\|_I + C \|\nabla \eta_k\|_I \|\nabla e_k\|_I.$$ 

Hence, $\|\nabla e_k\|_I \leq C \|\nabla \eta_k\|_I$. □

The next lemma on interpolation estimation follows from [34].

Lemma 3.6. The projection error $\eta_k = \bar{w}(\bar{q}) - I_k \bar{w}(\bar{q})$ has the following estimate:
$$\|\nabla \eta_k\|_I = \|\nabla (\bar{w}(\bar{q}) - I_k \bar{w}(\bar{q}))\|_I \leq k \|\bar{w}(\bar{q})\|_{H^1(I; H^1(\Omega))}.$$ 

Proof of Theorem 3.3: Using Lemma 3.5 and Lemma 3.6, the proof follows. □

Theorem 3.7. Let $w_k(\bar{q})$ be the semidiscretized solution of (17) and $w_{kh}(\bar{q})$ be the fully discretized solution of (20). Then the error $e_h = w_k(\bar{q}) - w_{kh}(\bar{q})$ has the estimate
$$\|\nabla e_h\|_I \leq C h^{-1} \|w_k\|_{L^2(I; H^1(\Omega))},$$
where the constant $C$ is independent of the mesh size $h$ and the size of the time steps $k$.

The proof is divided into several steps which are collected in the following lemmas. Define the projection
$$\pi_h : X_k^0 \rightarrow X_{k,h}^0$$ 
by means of the spatial $L^2$-projection $\Pi_h : H^1_0(\Omega) \rightarrow V_h$ point-wise in time as $(\pi_h w_k)(t) = \Pi_h w_k(t)$. Introducing the projection $\pi_h$ we get,
$$e_k = (w_k(\bar{q}) - \pi_h w_k(\bar{q})) + (\pi_h w_k(\bar{q}) - w_{kh}(\bar{q})) = \eta_k + \zeta_k,$$
where $\eta_k := w_k(\bar{q}) - \pi_h w_k(\bar{q})$ and $\zeta_k := \pi_h w_k(\bar{q}) - w_{kh}(\bar{q})$. 
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Lemma 3.8. The projection error $\eta_h$ satisfies the following relation

$$B(\eta_h, \psi) = (\nabla \eta_h, \nabla \psi)_I \quad \forall \psi \in X_{k,h}^0.$$  

Proof. The proof follows by similar arguments of Lemma 3.4. 

Lemma 3.9. The following boundedness property of the error $\zeta_h$ holds

$$\|\nabla \zeta_h\|_I \leq C \|\nabla \eta_h\|_I.$$  

Proof. For $v \in X_k^0$, the definition of $B$ in (16) reads

$$B(v, v) = \sum_{m=1}^{M} (\partial_t v, v)_m + (\nabla v, \nabla v)_I + \sum_{m=1}^{M-1} (w_m, v_m^+) + (v_0^+, v_0^-),$$  

and in (19) as

$$B(v, v) = -\sum_{m=1}^{M} (v, \partial_t v)_m + (\nabla v, \nabla v)_I - \sum_{m=1}^{M-1} (v_m^-, w_m) + (v_m^-, v_M^-).$$  

Adding the above two equations (32) and (33), we get

$$B(v, v) \geq (\nabla v, \nabla v)_I \quad \text{for all} \quad v \in X_k^0.$$  

Choosing $v = \zeta_h$ in (34) and utilizing the Galerkin orthogonality of the space discretization, we obtain

$$\|\nabla \zeta_h\|_I^2 \leq B(\zeta_h, \zeta_h) = -B(\eta_h, \zeta_h) = -\|\nabla \eta_h\|_I \|\nabla \zeta_h\|_I.$$  

This establishes the desired result $\|\nabla \zeta_h\|_I \leq \|\nabla \eta_h\|_I$. 

We state below the well-known estimate for the spatial projection $\pi_h$ (see [26, subsection 5.2]) as:

Lemma 3.10. The projection error $\eta_h = w_k(\bar{q}) - \pi_h w_k(\bar{q})$ has the following estimate:

$$\|\nabla (w_k(\bar{q}) - \pi_h w_k(\bar{q}))\|_I \leq C h^{-1} \|w_k\|_{L^2(I;H^r(\Omega))}.$$  

Proof of Theorem 3.7: The splitting $e_h = \eta_h + \zeta_h$ yields $\|\nabla e_h\|_I \leq \|\nabla \eta_h\|_I + \|\nabla \zeta_h\|_I$. Using Lemma 3.9, we obtain $\|\nabla e_h\|_I \leq C \|\nabla \eta_h\|_I$. Finally, using Lemma 3.10, we get the desired result

$$\|\nabla e_h\|_I \leq C h^{-1} \|w_k\|_{L^2(I;H^r(\Omega))}.$$  

The next theorem follows from Theorem 3.3 and 3.7.

Theorem 3.11. The error estimation for the uncontrolled state variable is given by

$$\|\nabla (\bar{u}(\bar{q}) - w_k(\bar{q}))\|_I = \|\nabla (\bar{w}(\bar{q}) - w_k(\bar{q}))\|_I \leq C(k + h^{-1}).$$  

Now, we derive the error estimate of the uncontrolled adjoint state i.e., for a given fixed control $\tilde{q}$ we derive the error between $\phi(\bar{q})$ and $\phi_kh(\tilde{q})$, where $\phi(\bar{q})$ be the solution of (11c) and $\phi_kh(\tilde{q})$ be the solution of (21) for $q = \tilde{q}$.

Theorem 3.12. There holds,

$$\|\nabla (\phi(\bar{q}) - \phi_kh(\tilde{q}))\|_I \leq C(k + h^{-1}).$$
The fully discrete optimal control problem is given as follows:

Define a conforming different mesh for control variable than the mesh corresponding to state and adjoint variables, see [3]. Using the stability result (37), Poincaré inequality, and Theorem 3.11 we obtain

Putting the estimates (37) and (38) in (36), we get the required result

\[ \|\nabla (\bar{\phi}_k (\bar{q}) - \phi_{kh} (\bar{q}))\|_I \leq C h^{-1}. \]  

3.3. Discretization of the control variable. In this subsection, we describe the discretization of the control variable. Let \( Q_\sigma \) be an admissible discrete subspace of the control space \( Q \). One can consider different mesh for control variable than the mesh corresponding to state and adjoint variables, see [3]. However, for simplicity of notation we will use the same time-partitioning (15) and the same spatial mesh \( T_h \) defined in subsection 3.1.

Let \( T_\sigma \) be a regular mesh of the domain \( \Omega \times (0, T) \), consists of prism see [14, 17]. A typical prism is denoted by \( K \times I_m \), where \( K \in T_h \) and \( I_m \) is a subinterval of \( I \) such that \( c_1 h_K \leq |I_m| \leq c_2 h_K \) for some fixed positive constants \( c_1 \) and \( c_2 \). Using a spatial mesh \( T_h \) we consider the following finite element space:

\[ Q_h = \{ q_h \in C(\bar{\Omega}) \mid q_h |_K \in P_1(K) \text{ for } K \in T_h \}. \]

Define a conforming \( P_1 \)-subspace \( Q_\sigma \) of \( Q \) by,

\[ Q_\sigma = \{ q_\sigma \in C(\bar{\Omega}) \mid q_\sigma |_{K \times I_m} \in P_1(K) \otimes P_1(I_m), \ q_\sigma (x, 0) = q_\sigma (x, T) = 0, \ x \in \Omega \}. \]

Another equivalent representation of \( Q_\sigma \) is the following:

\[ Q_\sigma = \{ q_\sigma \in C(\bar{\Omega} \times I) \mid q_\sigma |_{I_m} \in P_1(I_m, Q_h), \ q_\sigma (x, 0) = q_\sigma (x, T) = 0, \ x \in \Omega \}. \]

The discrete admissible control set,

\[ Q_{\sigma_d} = \{ q_\sigma \in Q_\sigma \mid q_h \leq q_\sigma (p_\sigma) \leq q_b \text{ for all nodes } p_\sigma \text{ on } \partial \Omega \times (0, T) \}. \]

The fully discrete optimal control problem is given as follows:

Minimize \( J(u_{kh}(q_\sigma), q_\sigma) \) subject to (20) and \( (u_{kh}(q_\sigma), q_\sigma) \in \{ X_{k,h}^{0,1} + Q_\sigma \} \times Q_{\sigma_d}. \)

Here, the parameter \( \sigma \) collects the discretization parameters \( k \) and \( h \) i.e., \( \sigma = \sigma(k, h) \). The standard theory of optimal control problem [32, 35] can be employed to deduce the existence and uniqueness of the solution of the following discrete optimality system:

**Proposition 3.13 (Fully discrete optimality system).** There exists a unique solution \( (\bar{u}_{kh}(\bar{q}_\sigma), \bar{q}_\sigma) \in \{ X_{k,h}^{0,1} + Q_\sigma \} \times Q_{\sigma_d} \) for the Dirichlet control problem (42). Further, there exists a unique adjoint state \( \bar{\phi}_{kh}(\bar{q}_\sigma) \in X_{k,h}^{0,1} \) satisfies the following:

\[ \bar{u}_{kh}(\bar{q}_\sigma) = \bar{w}_{kh}(\bar{q}_\sigma) + \bar{q}_\sigma, \ \bar{w}_{kh}(\bar{q}_\sigma) \in X_{k,h}^{0,1}. \]

\[ B(\bar{w}_{kh}(\bar{q}_\sigma), v_{kh}) = (f, v_{kh})_I + (u_0, v_{kh,0}) - B(\bar{q}_\sigma, v_{kh}) \forall v_{kh} \in X_{k,h}^{0,1}. \]

\[ B(u_{kh}, \bar{\phi}_{kh}(\bar{q}_\sigma), v_{kh}) = (\bar{u}_{kh}(\bar{q}_\sigma) - u_0, v_{kh})_I \forall v_{kh} \in X_{k,h}^{0,1}. \]

\[ \lambda (\partial_t \bar{q}_\sigma, \partial_t (p_{\sigma} - \bar{q}_\sigma))_I + \lambda (\nabla \bar{q}_\sigma, \nabla (p_{\sigma} - \bar{q}_\sigma))_I \geq (\bar{q}_\sigma (p_{\sigma} - \bar{q}_\sigma), \bar{\phi}_{kh}(\bar{q}_\sigma))_I. \]
Proof. A subtraction of (43b) from (24) yields,
\[ B(w_{kh}(\bar{q}) - \bar{w}_{kh}(\bar{q}), v_{kh}) = B(\bar{q} - \bar{q} , v_{kh}) \quad \forall v_{kh} \in X_{k,h}^0. \]  
(46)

Also, subtracting (25) from (43c) we get,
\[ B(v_{kh}, \bar{\phi}_{kh}(\bar{q}) - \bar{\phi}_{kh}(\bar{q})) = (\bar{u}_{kh}(\bar{q}) - \bar{u}(\bar{q}), v_{kh})_I \quad \forall v_{kh} \in X_{k,h}^0. \]  
(47)

Choose, \( v_{kh} = \bar{\phi}_{kh}(\bar{q}) - \bar{\phi}_{kh}(\bar{q}) \) in (46) we get,
\[ B(w_{kh}(\bar{q}) - \bar{w}_{kh}(\bar{q}), \bar{\phi}_{kh}(\bar{q}) - \bar{\phi}_{kh}(\bar{q})) = B(\bar{q} - \bar{q}, \bar{\phi}_{kh}(\bar{q}) - \bar{\phi}_{kh}(\bar{q})). \]  
(48)

Choose, \( v_{kh} = w_{kh}(\bar{q}) - \bar{w}_{kh}(\bar{q}) \) in (47), we obtain
\[ B(w_{kh}(\bar{q}) - \bar{w}_{kh}(\bar{q}), \bar{\phi}_{kh}(\bar{q}) - \bar{\phi}_{kh}(\bar{q})) = (\bar{u}_{kh}(\bar{q}) - \bar{u}(\bar{q}), w_{kh}(\bar{q}) - \bar{w}_{kh}(\bar{q}))_I. \]  
(49)

Now, equating (48) and (49), we have
\[ B(\bar{q} - \bar{q}, \bar{\phi}_{kh}(\bar{q}) - \bar{\phi}_{kh}(\bar{q})) = (\bar{u}_{kh}(\bar{q}) - \bar{u}(\bar{q}), w_{kh}(\bar{q}) - \bar{w}_{kh}(\bar{q}))_I. \]  
(50)

Computing \( B(\bar{q} - \bar{q}, \bar{\phi}_{kh}(\bar{q}) - \bar{\phi}_{kh}(\bar{q})) \), we have
\[ (\partial_l(\bar{q} - \bar{q}), \bar{\phi}_{kh}(\bar{q}) - \bar{\phi}_{kh}(\bar{q}))_I + (\nabla(\bar{q} - \bar{q}), \nabla(\bar{\phi}_{kh}(\bar{q}) - \bar{\phi}_{kh}(\bar{q}))_I \]  
\[ = (\bar{u}_{kh}(\bar{q}) - \bar{u}(\bar{q}), w_{kh}(\bar{q}) - \bar{w}_{kh}(\bar{q}))_I. \]  
(51)

Theorem 3.15 (Error estimation for control). There holds,
\[ \lambda\|\bar{q} - q\|_{1,\Omega}^2 + \|\bar{u}(\bar{q}) - \bar{u}_{kh}(\bar{q})\|_I^2 \leq \lambda(\partial_l q, \partial_l (\bar{q} - q))_I + \lambda(\nabla q, \nabla (p - q))_I \]  
\[ - (\partial_l (p - q), \partial_l \bar{q})_I - (\nabla (p - q), \nabla \bar{\phi}(\bar{q}))_I + (\bar{u}(\bar{q}) - u_d, p - q)_I \]  
\[ + \|\bar{q} - p\|_{1,\Omega}^2 + \|\nabla \bar{\phi}(\bar{q}) - \phi_{kh}(\bar{q})\|_I^2 + \|\bar{u}(\bar{q}) - w_{kh}(\bar{q})\|_I^2 \]  
(52)

for all \( p \in Q_{ad}^\sigma \).

Proof. Choose, \( p = \bar{q} \) in (114), we get
\[ \lambda(\partial_l \bar{q}, \partial_l (\bar{q} - \bar{q}))_I + \lambda(\nabla \bar{q}, \nabla (\bar{q} - \bar{q}))_I \geq - (\bar{\phi}(\bar{q}), \partial_l (\bar{q} - \bar{q}))_I \]  
\[ + (\nabla \bar{\phi}(\bar{q}), \nabla (\bar{q} - \bar{q}))_I - (\bar{u}(\bar{q}) - u_d, \bar{q} - \bar{q})_I. \]  
(53)
for all $p_\sigma \in Q^*_{ad}$. Adding (52) and (53), we get
\[
-\lambda \|\partial_t (\bar{q} - \bar{q}_\sigma)\|^2 + \lambda \|\nabla (\bar{q} - \bar{q}_\sigma)\|^2 \geq \lambda (\partial_t \bar{q}_\sigma, \partial_t (\bar{q} - p_\sigma))_I + \lambda (\nabla \bar{q}_\sigma, \nabla (\bar{q} - p_\sigma))_I
+ (\partial_t (p_\sigma - \bar{q}), \phi_{kh}(\bar{q}_\sigma))_I + (\partial_t (\bar{q} - q_\sigma), \bar{q}_\sigma)_I
+ (\nabla (p_\sigma - \bar{q}), \nabla \bar{q})_I + (\nabla (\bar{q} - q_\sigma), \nabla \phi_{kh}(\bar{q}_\sigma))_I
- (\bar{u}_{kh}(\bar{q}_\sigma) - u_d, p_\sigma - \bar{q})_I - (\bar{u}_{kh}(q_\sigma) - u_d, \bar{q} - q_\sigma)_I
\geq [\lambda (\partial_t q_\sigma, \partial_t (q - p_\sigma))_I + \lambda (\nabla q_\sigma, \nabla (q - p_\sigma))_I
+ (\partial_t (p_\sigma - \bar{q}), \bar{q})_I + (\partial_t (p_\sigma - \bar{q}), \bar{q})_I
- (\bar{u}(q) - u_d, p_\sigma - \bar{q})_I + \lambda (\partial_t (q_\sigma - \bar{q}), \partial_t (q - p_\sigma))_I
+ (\nabla (q_\sigma - \bar{q}), \nabla (q - p_\sigma))_I + (\partial_t (q_\sigma - \bar{q}), \phi_{kh}(q_\sigma) - \bar{q}_\sigma)_I
+ (\nabla (q - q_\sigma), \nabla (\phi_{kh}(q_\sigma) - \bar{q}_\sigma))_I - (\bar{u}_{kh}(q_\sigma) - \bar{u}(q), q - q_\sigma)_I
+ (\partial_t (q - q_\sigma), \phi_{kh}(q_\sigma) - \phi_{kh}(q))_I + (\lambda (\bar{u}(q) - u_d, p_\sigma - \bar{q})_I + \lambda (\partial_t (q_\sigma - \bar{q}), \partial_t (q - p_\sigma))_I
+ (\nabla (q_\sigma - \bar{q}), \nabla (q - p_\sigma))_I + (\partial_t (q_\sigma - \bar{q}), \phi_{kh}(q_\sigma) - \bar{q}_\sigma)_I
+ (\nabla (q - q_\sigma), \nabla (\phi_{kh}(q_\sigma) - \bar{q}_\sigma))_I - (\bar{u}_{kh}(q_\sigma) - \bar{u}(q), q - q_\sigma)_I
+ (\partial_t (q - q_\sigma), \phi_{kh}(q_\sigma) - \phi_{kh}(q))_I + (\lambda (\bar{u}(q) - u_d, p_\sigma - \bar{q})_I + \lambda (\partial_t (q_\sigma - \bar{q}), \partial_t (q - p_\sigma))_I
+ (\nabla (q_\sigma - \bar{q}), \nabla (q - p_\sigma))_I + (\partial_t (q_\sigma - \bar{q}), \phi_{kh}(q_\sigma) - \bar{q}_\sigma)_I
+ (\nabla (q - q_\sigma), \nabla (\phi_{kh}(q_\sigma) - \bar{q}_\sigma))_I - (\bar{u}_{kh}(q_\sigma) - \bar{u}(q), q - q_\sigma)_I
+ (\partial_t (q - q_\sigma), \phi_{kh}(q_\sigma) - \phi_{kh}(q))_I + (\lambda (\bar{u}(q) - u_d, p_\sigma - \bar{q})_I + \lambda (\partial_t (q_\sigma - \bar{q}), \partial_t (q - p_\sigma))_I
+ (\nabla (q_\sigma - \bar{q}), \nabla (q - p_\sigma))_I + (\partial_t (q_\sigma - \bar{q}), \phi_{kh}(q_\sigma) - \bar{q}_\sigma)_I
+ (\nabla (q - q_\sigma), \nabla (\phi_{kh}(q_\sigma) - \bar{q}_\sigma))_I - (\bar{u}_{kh}(q_\sigma) - \bar{u}(q), q - q_\sigma)_I
+ (\partial_t (q - q_\sigma), \phi_{kh}(q_\sigma) - \phi_{kh}(q))_I + (\lambda (\bar{u}(q) - u_d, p_\sigma - \bar{q})_I + \lambda (\partial_t (q_\sigma - \bar{q}), \partial_t (q - p_\sigma))_I
+ (\nabla (q_\sigma - \bar{q}), \nabla (q - p_\sigma))_I + (\partial_t (q_\sigma - \bar{q}), \phi_{kh}(q_\sigma) - \bar{q}_\sigma)_I
+ (\nabla (q - q_\sigma), \nabla (\phi_{kh}(q_\sigma) - \bar{q}_\sigma))_I - (\bar{u}_{kh}(q_\sigma) - \bar{u}(q), q - q_\sigma)_I
+ (\partial_t (q - q_\sigma), \phi_{kh}(q_\sigma) - \phi_{kh}(q))_I + (\lambda (\bar{u}(q) - u_d, p_\sigma - \bar{q})_I + \lambda (\partial_t (q_\sigma - \bar{q}), \partial_t (q - p_\sigma))_I
+ (\nabla (q_\sigma - \bar{q}), \nabla (q - p_\sigma))_I + (\partial_t (q_\sigma - \bar{q}), \phi_{kh}(q_\sigma) - \bar{q}_\sigma)_I
+ (\nabla (q - q_\sigma), \nabla (\phi_{kh}(q_\sigma) - \bar{q}_\sigma))_I - (\bar{u}_{kh}(q_\sigma) - \bar{u}(q), q - q_\sigma)_I
+ (\partial_t (q - q_\sigma), \phi_{kh}(q_\sigma) - \phi_{kh}(q))_I + (\lambda (\bar{u}(q) - u_d, p_\sigma - \bar{q})_I + \lambda (\partial_t (q_\sigma - \bar{q}), \partial_t (q - p_\sigma))_I
+ (\nabla (q_\sigma - \bar{q}), \nabla (q - p_\sigma))_I + (\partial_t (q_\sigma - \bar{q}), \phi_{kh}(q_\sigma) - \bar{q}_\sigma)_I
+ (\nabla (q - q_\sigma), \nabla (\phi_{kh}(q_\sigma) - \bar{q}_\sigma))_I - (\bar{u}_{kh}(q_\sigma) - \bar{u}(q), q - q_\sigma)_I
+ (\partial_t (q - q_\sigma), \phi_{kh}(q_\sigma) - \phi_{kh}(q))_I + (\lambda (\bar{u}(q) - u_d, p_\sigma - \bar{q})_I + \lambda (\partial_t (q_\sigma - \bar{q}), \partial_t (q - p_\sigma))_I
+ (\nabla (q_\sigma - \bar{q}), \nabla (q - p_\sigma))_I + (\partial_t (q_\sigma - \bar{q}), \phi_{kh}(q_\sigma) - \bar{q}_\sigma)_I
+ (\nabla (q - q_\sigma), \nabla (\phi_{kh}(q_\sigma) - \bar{q}_\sigma))_I - (\bar{u}_{kh}(q_\sigma) - \bar{u}(q), q - q_\sigma)_I
+ (\partial_t (q - q_\sigma), \phi_{kh}(q_\sigma) - \phi_{kh}(q))_I.
\]
Using the stability estimate of the adjoint state equation, we get
\[
\|\nabla (\bar{\phi}_{kh}(\bar{q}_t) - \bar{\phi}(\bar{q}))\|_I \leq \|\nabla (\bar{\phi}_{kh}(\bar{q}_t) - \phi_{kh}(\bar{q}))\|_I + \|\nabla (\phi_{kh}(\bar{q}) - \bar{\phi}(\bar{q}))\|_I,
\]
Applying the Cauchy–Schwarz inequality and putting (59) in the above equation (58) we obtain the desired estimate.

Now we derive the convergence rates for the terms on the right-hand side of (51). We construct a suitable approximation \( p_{\sigma} \) for \( \bar{q} \) through some interpolations which are described below. Let \( \mathcal{I}_{\sigma} \) be the Lagrange interpolation operator on the three dimensional prismatic elements. On a prismatic element \( K_{\sigma} := K \times I_m \) with \( I_m = (t_{m-1}, t_m) \) define the local Lagrange interpolation operator \( \mathcal{I}_{K_{\sigma}} \) by the following:
\[
\mathcal{I}_{K_{\sigma}} \bar{q}(x, t) = \sum_{i=1}^{3} \left( \sum_{j=1}^{2} \bar{q}(x_i, t_j) \chi_j(t) \right) \phi_i(x)
\]
for \((x, t) \in K_{\sigma}, \) and \{\chi_1(t) = (t - m - t_{m-1}) / (t_m - t_{m-1})\}, \{\chi_2(t) = (t - m - t_{m-1}) / (t_m - t_{m-1})\}\} temporal basis and \{\phi_i\}_{i=1}^3\} spatial nodal basis. Let \( M_{\sigma} \) be the trace of the discrete control space \( Q_{\sigma} \) (see (39)) on \( \Gamma_C \), and the discrete extension operator \( R_{\sigma} \) be a map from \( M_{\sigma} \) to \( Q_{\sigma} \). In [6, 33], the discrete extension operator is obtained by combining a standard continuous extension operator with a local regularization operator. Now we define a quasi-interpolation operator \( \mathcal{J}_{\sigma} : W^{1,1}(\Gamma_C) \to M_{\sigma} \) as follows. Let \( v \in W^{1,1}(\Gamma_C) \). For interior nodes \( p \) in \( \Gamma_C \), we choose the Chen–Nochetto operator (see [11]) which preserves local affine functions and positivity:
\[
\mathcal{J}_{\sigma} v(p) = \frac{1}{\text{meas}(B)} \int_B v,
\]
where \( B \) is the largest open ball centered at \( p \) such that it is contained in the union of the elements containing \( p \). For the boundary nodes \( p \) on \( \Gamma_C \cap \Gamma_D \), we set \( \mathcal{J}_{\sigma} v(p) = 0 \). For the other boundary nodes \( p \) on \( \Gamma_C \) we set
\[
\mathcal{J}_{\sigma} v(p) = \frac{1}{\text{meas}(L)} \int_L v,
\]
where \( L \) is a small line segment symmetrically placed around \( p \), and included in \( \Gamma_C \). This definition preserves both sign and affine functions. Also, we have the following estimate (see [37, Corollary 4.2.3] and [16]):
\[
\|v - \mathcal{J}_{\sigma} v\|_{0,K_{\sigma} \cap \Gamma_C} \leq C \|\nabla v\|_{L^1(K_{\sigma} \cap \Gamma_C)}.
\]
Note that the estimate of the above type (61) can not be obtained for the Lagrange interpolation operator \( \mathcal{I}_{\sigma} \). Moreover, \( \mathcal{J}_{\sigma} \) obeys the same approximation properties as of the Lagrange interpolation. Now we choose the approximation \( p_{\sigma} \) for the control \( \bar{q} \) as:
\[
p_{\sigma} = \mathcal{I}_{\sigma} \bar{q} + R_{\sigma} (\mathcal{J}_{\sigma}(\bar{q}|_{\Gamma_C}) - \mathcal{I}_{\sigma}(\bar{q}|_{\Gamma_C})) \in Q_{\text{ad}}^v.
\]
To estimate the best approximation term in the bracket of (51), we introduce the following notations. Let \( K_{\sigma} \) be a prism which shares a face with \( \Gamma_C \). Define
\[
S_{NC} = \{(x, t) \in K_{\sigma} \cap \Gamma_C : q_a < \bar{q}(x, t) < q_b\},
\]
and
\[
S_C = \{(x, t) \in K_{\sigma} \cap \Gamma_C : \bar{q}(x, t) = q_a\} \cup \{(x, t) \in K_{\sigma} \cap \Gamma_C : \bar{q}(x, t) = q_b\}.
\]
The sets \( S_C \) and \( S_{NC} \) are measurable since \( q \) is continuous on \( \Gamma_C \). We denote \( |S_C| \) and \( |S_{NC}| \) are their measures. We state the following lemma, which will be useful in the error analysis. The proof of the following lemma follows from [16, Lemma 6].

\[
\begin{aligned}
\mathcal{J}_{\sigma} v(p) = \frac{1}{\text{meas}(B)} \int_B v,
\end{aligned}
\]
Lemma 3.16. Let $\sigma_e$ be the diameter of the two dimensional trace element $K_\sigma \cap \Gamma_C$, and $|S_C| > 0$ and $|S_{NC}| > 0$. Then the following estimations hold for $\mu_n$ and $\nabla \bar{q}$:

\[
\|\mu_n\|_{L^1(K_\sigma \cap \Gamma_C)} \leq \frac{1}{|S_{NC}|^{1/2}} \sigma_e^{\tau - \frac{1}{2}} |\mu_n|_{\tau - \frac{3}{4}, K_\sigma \cap \Gamma_C},
\]
\[
|\mu_n|_{L^1(K_\sigma \cap \Gamma_C)} \leq \frac{|S_C|^{1/2}}{|S_{NC}|^{1/2}} \sigma_e^{\tau - \frac{1}{2}} |\mu_n|_{\tau - \frac{3}{4}, K_\sigma \cap \Gamma_C},
\]
\[
\|\nabla \bar{q}\|_{L^1(K_\sigma \cap \Gamma_C)} \leq \frac{1}{|S_{NC}|^{1/2}} \sigma_e^{\tau - \frac{1}{2}} |\nabla \bar{q}|_{\tau - \frac{3}{4}, K_\sigma \cap \Gamma_C},
\]
\[
\|\nabla \bar{q}\|_{0,K_\sigma \cap \Gamma_C} \leq \frac{|S_C|^{1/2}}{|S_{NC}|^{1/2}} \sigma_e^{\tau - \frac{1}{2}} |\nabla \bar{q}|_{\tau - \frac{3}{4}, K_\sigma \cap \Gamma_C},
\]

where $\mu_n := \lambda \frac{\partial \bar{q}}{\partial n} - \frac{\delta \bar{q}}{\partial n}$ and $3/2 < \tau \leq 2$.

Theorem 3.17. For $\bar{q} \in H^r(\Omega \times I)$ with $3/2 < \tau \leq 2$, it holds

\[
|\lambda(\bar{q}, p_\sigma - \bar{q})| + \lambda(\nabla \bar{q}, \nabla (p_\sigma - \bar{q})) - (\partial_t(p_\sigma - \bar{q}), \bar{q}(\bar{q})) I
\]
\[
- (\nabla (p_\sigma - \bar{q}), \nabla \bar{q} - u_{\sigma}) + (u(\bar{q}) - u_{\bar{q}}, p_\sigma - \bar{q}) I \leq C \sigma_e^{2(\tau - 1)}.
\]

Proof. Integration by parts yields

\[
\lambda(\partial_t \bar{q}, \partial_t (p_\sigma - \bar{q})) I + \lambda(\nabla \bar{q}, \nabla (p_\sigma - \bar{q})) I - (\partial_t (p_\sigma - \bar{q}), \bar{q}(\bar{q})) I
\]
\[
- (\nabla (p_\sigma - \bar{q}), \nabla \bar{q} - u_{\sigma}) I + (u(\bar{q}) - u_{\bar{q}}, p_\sigma - \bar{q}) I = \int_{\Gamma_C} \mu_n (p_\sigma - \bar{q}),
\]

where $\mu_n := \rho \frac{\partial \bar{q}}{\partial n} - \frac{\delta \bar{q}}{\partial n}$. Now putting $p_\sigma = I_\sigma \bar{q} + R_\sigma (J_\sigma (\bar{q}|_{\Gamma_C}) - I_\sigma (\bar{q}|_{\Gamma_C}))$ in (67) and using the property of $R_\sigma$, we obtain

\[
\int_{\Gamma_C} \mu_n (p_\sigma - \bar{q}) = \int_{\Gamma_C} \mu_n (J_\sigma \bar{q} - \bar{q}) = \sum_{K_\sigma \in T_\sigma} \int_{K_\sigma \cap \Gamma_C} \mu_n (J_\sigma \bar{q} - \bar{q}) ds.
\]

Therefore it remains to estimate the following:

\[
\int_{K_\sigma \cap \Gamma_C} \mu_n (J_\sigma \bar{q} - \bar{q}) ds \quad \forall K_\sigma \in T_\sigma.
\]

Let $K_\sigma$ be a fixed prism sharing a face with the boundary $\Gamma_C$ and $\sigma_e$ be the diameter of the face $K_\sigma \cap \Gamma_C$ and obviously $|S_C| + |S_{NC}| = ma_e^2$, where $m$ is a fixed positive constant. Then, two cases can arise:

(a) either $|S_C|$ or $|S_{NC}|$ equals zero,
(b) both $|S_C|$ and $|S_{NC}|$ are positive.

It can be observed that the integral term in (69) vanishes for the first case (a). For the second case (b), we derive two estimations for the same error term (69).

The estimation of (69) related to $S_{NC}$: A use of Cauchy–Schwarz inequality, estimation for (63) in Lemma 3.16, and standard estimation for the interpolation $J_\sigma$ lead to

\[
\int_{K_\sigma \cap \Gamma_C} \mu_n (J_\sigma \bar{q} - \bar{q}) ds \leq \|\mu_n\|_{L^1(K_\sigma \cap \Gamma_C)} \|J_\sigma \bar{q} - \bar{q}\|_{L^1(K_\sigma \cap \Gamma_C)}
\]
\[
\leq C \frac{1}{|S_{NC}|^{1/2}} \sigma_e^{\tau - \frac{1}{2}} |\mu_n|_{\tau - \frac{3}{4}, K_\sigma \cap \Gamma_C} \sigma_e^{\tau - \frac{1}{2}} |\nabla \bar{q}|_{\tau - \frac{3}{4}, K_\sigma \cap \Gamma_C}
\]
\[
= C \frac{1}{|S_{NC}|^{1/2}} \sigma_e^{2(\tau - \frac{1}{2})} (|\mu_n|_{\tau - \frac{3}{4}, K_\sigma \cap \Gamma_C}^2 + |\nabla \bar{q}|_{\tau - \frac{3}{4}, K_\sigma \cap \Gamma_C}^2).
\]
Estimation for (69) related to $S_C$: Using the estimation for $\mathcal{J}_\sigma$ in (61) and estimations (63) and (66), we obtain
\[
\int_{K_\sigma \cap \Gamma_C} \mu_n(\mathcal{J}_\sigma \tilde{q} - \tilde{q}) \, ds \leq \left\| \mu_n \right\|_{0,K_\sigma \cap \Gamma_C} \left\| \mathcal{J}_\sigma \tilde{q} - \tilde{q} \right\|_{0,K_\sigma \cap \Gamma_C}
\leq C \frac{1}{|S_{NC}|} \| \sigma_e \|_{T - \frac{1}{2},K_\sigma \cap \Gamma_C} \left\| \nabla \tilde{q} \right\|_{L^1(K_\sigma \cap \Gamma_C)}
\leq C \frac{1}{|S_{NC}|} \| \sigma_e \|_{T - \frac{1}{2},K_\sigma \cap \Gamma_C} \left\| \frac{|S_{NC}|}{|S_C|} \right\|_{1/2} \| \sigma_e \|_{T - \frac{1}{2},K_\sigma \cap \Gamma_C}
\leq C \frac{1}{|S_C|^2} \| \sigma_e \|_{2(T - \frac{1}{2},K_\sigma \cap \Gamma_C)} \left\{ \left( \| \mu_n \|_{T - \frac{1}{2},K_\sigma \cap \Gamma_C} \right)^2 + \left( \| \nabla \tilde{q} \|_{T - \frac{1}{2},K_\sigma \cap \Gamma_C} \right)^2 \right\}
\] (71)

It is easy to observe that either $|S_{NC}|$ or $|S_C|$ is greater than or equal to $m \sigma_e^2 / 2$. Then, choosing the appropriate estimation (70) or (71), we obtain
\[
\int_{K_\sigma \cap \Gamma_C} \mu_n(\mathcal{J}_\sigma \tilde{q} - \tilde{q}) \, ds \leq C \sigma_e^{2(\tau - 1)} \left( \| \mu_n \|_{T - \frac{1}{2},K_\sigma \cap \Gamma_C} \right)^2 + \left( \| \nabla \tilde{q} \|_{T - \frac{1}{2},K_\sigma \cap \Gamma_C} \right)^2
\]
Summing over all $K_\sigma$ sharing a face with $\Gamma_C$ and applying the trace theorem, we get
\[
\int_{\Gamma_C} \mu_n(\mathcal{J}_\sigma \tilde{q} - \tilde{q}) \, ds \leq C \sigma_e^{2(\tau - 1)} \left( \| \mu_n \|_{T - \frac{1}{2},\Gamma_C} \right)^2 + \left( \| \nabla \tilde{q} \|_{T - \frac{1}{2},\Gamma_C} \right)^2 \leq \sigma_e^{2(\tau - 1)} \left\| \tilde{q} \right\|_{T,\Omega \times I}^2
\]

This completes the proof. $\square$

In the following theorem, we derive the energy error estimate for the control and $L^2$-error estimate of the state variable.

**Theorem 3.18** (Error estimate of control variable). There holds
\[
\lambda \tilde{q} - \tilde{q}_\sigma \in \Omega_{\lambda \times I}^1 + \left\| \tilde{u}(q) - \tilde{u}_{kh}(\tilde{q}_\sigma) \right\|_I \leq C(\sigma_e^{\tau - 1} + h^{\tau - 1} + k).
\]

**Proof.** Recall the result of Lemma 3.15:
\[
\lambda \tilde{q} - \tilde{q}_\sigma \in \Omega_{\lambda \times I}^1 + \left\| \tilde{u}(q) - \tilde{u}_{kh}(\tilde{q}_\sigma) \right\|_I \leq \left[ \lambda(\partial_t \tilde{q}, \partial_t (p_\sigma - \tilde{q}))_I + \lambda(\nabla \tilde{q}, \nabla (p_\sigma - \tilde{q}))_I
\right.
\]
\[
- (\partial_t (p_\sigma - \tilde{q}), \tilde{\phi}(q))_I - (\nabla (p_\sigma - \tilde{q}), \nabla \tilde{\phi}(q))_I + (\tilde{u}(q) - u_{\tilde{q}})_I \right]
\]
\[
+ \| \tilde{q} - \tilde{q}_\sigma \|^2_{1,\Omega \times I} + \left\| \nabla (\partial_t \tilde{q}, \tilde{\phi}(q))_I + (\tilde{u}(q) - u_{\tilde{q}})_I \right\|_I^2
\]
\[
(72)
\]
for all $p_\sigma \in Q^\sigma_{ad}$. From Theorem 3.17, we obtain an estimation for the first term of the above equation (72) as
\[
|\lambda(\partial_t \tilde{q}, \partial_t (p_\sigma - \tilde{q}))_I + \lambda(\nabla \tilde{q}, \nabla (p_\sigma - \tilde{q}))_I
\]
\[
- (\partial_t (p_\sigma - \tilde{q}), \tilde{\phi}(q))_I - (\nabla (p_\sigma - \tilde{q}), \nabla \tilde{\phi}(q))_I + (\tilde{u}(q) - u_{\tilde{q}})_I | \leq C \sigma_e^{2(\tau - 1)}
\]
(73)

For the second term in the right hand side of (72), we take $p_\sigma = I_q \tilde{q} + R_\sigma (\mathcal{J}_\sigma (\tilde{q}) \mid \Gamma_C) - I_\sigma (\tilde{q} \mid \Gamma_C))$. The continuity of the extension operator $R_\sigma$ and an inverse inequality yield
\[
\| \tilde{q} - p_\sigma \|^2_{1,\Omega \times I} \leq \| \tilde{q} - I_q \tilde{q} \|^2_{1,\Omega \times I} + \| R_\sigma (\mathcal{J}_\sigma (\tilde{q}) \mid \Gamma_C) - I_\sigma (\tilde{q} \mid \Gamma_C) \|^2_{1,\Omega \times I}
\]
\[
\leq C \sigma_e^{\tau - 1} \| \tilde{q} \|^2_{\tau,\Omega \times I} + C \| \mathcal{J}_\sigma (\tilde{q} \mid \Gamma_C) - I_\sigma (\tilde{q} \mid \Gamma_C) \|^2_{0,\Gamma_C}
\]
\[
\leq C \sigma_e^{\tau - 1} \| \tilde{q} \|^2_{\tau,\Omega \times I} + C \sigma_e^{-\frac{3}{2}} \| \mathcal{J}_\sigma (\tilde{q} \mid \Gamma_C) - I_\sigma (\tilde{q} \mid \Gamma_C) \|^2_{0,\Gamma_C}
\]
\[
+ C \sigma_e^{-\frac{3}{2}} \| \tilde{q} \|^2_{\Gamma_C} - I_\sigma (\tilde{q} \mid \Gamma_C) \|^2_{0,\Gamma_C}
\]
\[ \leq C \sigma_e^{-1} \| \bar{q} \|_{\Omega \times I}. \] (74)

The above estimations (73), (74) and Theorems 3.12 & 3.11 lead to the required result. □

**Theorem 3.19** (Error estimate of state variable). There holds,
\[ \| \nabla (\bar{u}(\bar{q}) - \bar{u}_{kh}(\bar{q}_\sigma)) \|_I \leq C(\sigma_e^{-1} + h^{\tau-1} + k). \]

**Proof.** The triangle inequality gives
\[ \| \nabla (\bar{u}(\bar{q}) - \bar{u}_{kh}(\bar{q}_\sigma)) \|_I \leq \| \nabla (\bar{u}(\bar{q}) - u_{kh}(\bar{q})) \|_I + \| \nabla (u_{kh}(\bar{q}) - \bar{u}_{kh}(\bar{q}_\sigma)) \|_I. \] (75)

For the first term of (75), we use the splitting \( \bar{u}(\bar{q}) = \bar{w}(\bar{q}) + \bar{q} \) from the equation (11a) and \( u_{kh}(\bar{q}) = w_{kh}(\bar{q}) + \bar{q} \) from the equation (20) to obtain
\[ \| \nabla (\bar{u}(\bar{q}) - u_{kh}(\bar{q})) \|_I = \| \nabla (\bar{w}(\bar{q}) - w_{kh}(\bar{q})) \|_I. \] (76)

For the second term of (75), we use the splitting \( u_{kh}(\bar{q}) = w_{kh}(\bar{q}) + \bar{q}_\sigma \) from the equation (20) and \( \bar{u}_{kh}(\bar{q}_\sigma) = \bar{w}_{kh}(\bar{q}_\sigma) + \bar{q}_\sigma \) from the equation (43b). Hence, we have
\[ u_{kh}(\bar{q}) - \bar{u}_{kh}(\bar{q}_\sigma) = w_{kh}(\bar{q}) - \bar{w}_{kh}(\bar{q}_\sigma) + \bar{q} - \bar{q}_\sigma. \]

Using the stability estimate (22) of the fully discrete state equation, we obtain
\[ \| \nabla (u_{kh}(\bar{q}) - \bar{u}_{kh}(\bar{q}_\sigma)) \|_I \leq \| \nabla (w_{kh}(\bar{q}) - \bar{w}_{kh}(\bar{q}_\sigma)) \|_I + \| \nabla (\bar{q} - \bar{q}_\sigma) \|_I \]
\[ \leq C|\bar{q} - \bar{q}_\sigma|_{1,\Omega \times I}. \] (77)

Putting (76) and (77) in (75), we get
\[ \| \nabla (\bar{u}(\bar{q}) - \bar{u}_{kh}(\bar{q}_\sigma)) \|_I \leq \| \nabla (\bar{w}(\bar{q}) - w_{kh}(\bar{q})) \|_I + |\bar{q} - \bar{q}_\sigma|_{1,\Omega \times I}. \] (78)

The estimations for Theorem 3.11 and Theorem 3.18 lead to the required result. □

**Theorem 3.20** (Error estimate of adjoint state). Let \( \tilde{\phi}(\bar{q}) \) be the solution of (11c) and \( \tilde{\phi}_{kh}(\bar{q}_\sigma) \) be the solution of (43c). Then there holds,
\[ \| \nabla (\tilde{\phi}(\bar{q}) - \tilde{\phi}_{kh}(\bar{q}_\sigma)) \|_I \leq C(k + h^{\tau-1} + \sigma_e^{-1}). \]

**Proof.** Introducing the auxiliary solution \( \phi_{kh}(\bar{q}) \) satisfying (25), we obtain
\[ \| \nabla (\tilde{\phi}(\bar{q}) - \tilde{\phi}_{kh}(\bar{q}_\sigma)) \|_I \leq \| \nabla (\phi(\bar{q}) - \phi_{kh}(\bar{q})) \|_I + \| \nabla (\phi_{kh}(\bar{q}) - \tilde{\phi}_{kh}(\bar{q}_\sigma)) \|_I. \] (79)

For the second term of (79), we use the stability estimate of the discrete adjoint solution (23) to obtain
\[ \| \nabla (\phi_{kh}(\bar{q}) - \tilde{\phi}_{kh}(\bar{q}_\sigma)) \|_I \leq C \| \bar{u}(\bar{q}) - \bar{u}_{kh}(\bar{q}_\sigma) \|_I. \] (80)

The estimations for Theorem 3.12 and Theorem 3.18 lead to the required result. □

**Remark 3.21.** Note that the optimal control \( \bar{q} \) satisfies a simplified Signorini problem. The regularity of the solution of Signorini problem gets impaired due to many reasons, for example regularity of the data, the mixed boundary conditions (e.g., Neumann-Dirichlet transitions), the corners in polygonal domains and the Signorini condition which generates singularities at contact-noncontact transition points which we have discussed in the Remark 2.4. So, there is a possibility that the solution could be less regular i.e., \( \bar{q} \in H^\tau(\Omega \times I) \), where \( 1 < \tau \leq 3/2 \). Then all the above a priori estimates hold true except the Theorem 3.17. It is clear that if the solutions have the above regularity then (67) is not true because the right hand side of (67) does not make sense. So, to estimate the term
\[ \lambda(\partial_t \bar{q}, \partial_t (p_\sigma - \bar{q})) + \lambda(\nabla \bar{q}, \nabla (p_\sigma - \bar{q})) - (\partial_t (p_\sigma - \bar{q}), \tilde{\phi}(\bar{q}))_I - (\nabla (p_\sigma - \bar{q}), \nabla \tilde{\phi}(\bar{q}))_I + (\bar{u}(\bar{q}) - u_d, p_\sigma - \bar{q})_I, \] (81)
we use the following idea:
\[ \lambda(\partial_t \bar{q}, \partial_t (p_\sigma - \bar{q})) + \lambda(\nabla \bar{q}, \nabla (p_\sigma - \bar{q})) - (\partial_t (p_\sigma - \bar{q}), \tilde{\phi}(\bar{q}))_I. \]
Thus, we have an optimal order (up to the regularity) of convergence of the term
for some given function $q$
the solutions).

estimations (control, state and adjoint state) show the optimal order of convergence (up to the regularity of
variables numerically. We use primal-dual active set strategy (see [67]),

Let the computational domain be $\Omega$ and set the data as

Thus, we have an optimal order (up to the regularity) of convergence of the term (67). Hence, all the error estimations (control, state and adjoint state) show the optimal order of convergence (up to the regularity of the solutions).

So, it is clear from the Remark 3.21 that our error analysis also works for the solutions with low regularity.

4. Numerical Experiments

In this section, we validate the a priori error estimates for the error in state, adjoint state and control variables numerically. We use primal-dual active set strategy (see [35]) in combination with conjugate gradient method (see, [26, 27]) to solve the optimal control problem. For the computations we construct a model problem with known solutions. In order to accomplish this, we consider the following cost functional $J$ defined by

$$J(u, q) := \frac{1}{2} \|u - u_d\|_I^2 + \frac{\lambda}{2} \|q - q_d\|_{\Omega \times I}^2, \quad w \in Q, \ p \in Q_{ad},$$

for some given function $q_d$. Then the minimization problem reads: Find $(u, q) \in Q \times Q_{ad}$ such that

$$\tilde{J}(\tilde{u}(q), \tilde{q}) = \min_{(u, q) \in Q \times Q_{ad}} J(u, q)$$

subject to the condition that $(u, q) \in (X + Q) \times Q_{ad}$ satisfies the state equation (5). Then the discrete optimality system finds $(\tilde{u}_{kh}(q_e), \tilde{\phi}_{kh}(q_e), \tilde{q}_{e}) \in (X_{k,h}^{0,1} + Q_{ad}) \times X_{k,h}^{0,1} \times Q_{ad}^{0,1}$ such that

$$\tilde{u}_{kh}(\tilde{q}_{e}) = \tilde{w}_{kh}(\tilde{q}_{e}) + \tilde{q}_{e}, \quad \tilde{w}_{kh}(\tilde{q}_{e}) \in X_{k,h}^{0,1}$$

(84a)

$$B(\tilde{u}_{kh}(\tilde{q}_{e}), v_{kh}) = (f, v_{kh})_I + (u_0, v_{kh,0}) - B(\tilde{q}_{e}, v_{kh}) \quad \forall v_{kh} \in X_{k,h}^{0,1}$$

(84b)

$$B(\tilde{v}_{kh}, \tilde{\phi}_{kh}(\tilde{q}_{e})) = (\bar{u}_{kh}(\tilde{q}_{e}) - u_d, v_{kh}) \quad \forall v_{kh} \in X_{k,h}^{0,1}$$

(84c)

$$\lambda (\bar{q}_{e}, \tilde{\phi}_{kh}(\tilde{q}_{e})) + \lambda (\nabla \tilde{\phi}_{kh}(q_e), \nabla (p_{e} - \tilde{q}_{e})) \geq (\bar{q}_{e}, \tilde{\phi}_{kh}(\tilde{q}_{e})) + (\nabla \tilde{\phi}_{kh}(\tilde{q}_{e}), \nabla (p_{e} - \tilde{q}_{e})), \quad \forall \tilde{\phi}_{kh} \in X_{k,h}^{0,1}$$

(84d)

for all $p_{e} \in Q_{ad}^{0,1}$

Example 4.1. Let the computational domain be $\Omega \times I := (0,1)^2 \times (0,1)$, $\Gamma_C := \gamma_C \times (0,1)$, and $\Gamma_D := \partial(\Omega \times I) \setminus \Gamma_C$ where $\gamma_C := (0,1) \times \{0\}$. We choose the exact solutions as follows:

$$u(x, y) = x \exp(y)(1-x)(1-y)t(1-t),$$

$$\phi(x, y) = (x^2 - x^3)(y^2 - y^3)t(1-t),$$

$$q(x, y) = x \exp(y)(1-x)(1-y)t(1-t),$$

and set the data as

$$f = \partial_t u - \Delta u,$$
\[ u_d = u + \partial_t \phi + \Delta \phi, \]
\[ q_d = q, \]
\[ \lambda = 10^{-3}, q_a = 0, q_b = 0.8. \]

In this numerical experiments, we consider a sequence of uniformly refined meshes. The spatial domain \( \Omega \) is subdivided by regular triangular elements and the time interval is partitioned by equally spaced time steps. To discretize the state and adjoint state we use piecewise linear and continuous finite elements for spatial discretization and piecewise constant elements for temporal discretization. For the discretization of control we use linear prismatic Lagrange finite elements. We compute the errors in state, adjoint state, and control on the above mentioned uniformly refined meshes. The empirical convergence rate is defined by

\[ \text{rate}(\ell) := \log(e_{\ell}/e_{\ell-1})/\log(\mu_{\ell}/\mu_{\ell-1}), \quad \text{for } \ell = 1, 2, 3, \ldots \]

where \( e_{\ell} \) and \( \mu_{\ell} \) denote respectively the error and the discretization parameter at \( \ell \)-th level. Let \( N \) denote the number of sub-intervals for the time interval \( \bar{I} \). In Table 1, we have shown the rate of convergence of state and adjoint state in the energy norm with respect to the space parameter \( h \). Table 2 shows the rate of convergence of state and adjoint state in the \( L^2 \)-norm with respect to the time parameter \( k \). In Table 3, we have shown rate of convergence of the control variable in the energy norm with respect to the control discretization parameter \( \sigma := \sqrt{h^2 + k^2} \).

| \( N \) | \( h \) | \( \| \nabla (\bar{u}(\bar{q}) - \bar{u}_{k,h}(\bar{q})) \|_{\bar{I}} \) | rate | \( \| \nabla (\phi(\bar{q}) - \phi_{k,h}(\bar{q})) \|_{\bar{I}} \) | rate |
|-----|-----|-----------------|-----|-----------------|-----|
| 4   | 0.2500 | 0.02610199 | ——– | 0.00690363 | —— |
| 6   | 0.1250 | 0.01401513 | 0.8971 | 0.00341977 | 1.0134 |
| 12  | 0.0625 | 0.00707057 | 0.9870 | 0.00165730 | 1.0450 |
| 23  | 0.0312 | 0.003557310 | 0.9846 | 0.00081186 | 1.0295 |
| 46  | 0.0156 | 0.00178706 | 0.9995 | 0.00040030 | 1.0291 |

Table 2. Errors and rates of convergence of state and adjoint state w.r.t. time parameter \( k \) for Example 4.1.

| \( N \) | \( h \) | \( \| \nabla (\bar{u}(\bar{q}) - \bar{u}_{k,h}(\bar{q})) \|_{\bar{I}} \) | rate | \( \| \nabla (\phi(\bar{q}) - \phi_{k,h}(\bar{q})) \|_{\bar{I}} \) | rate |
|-----|-----|-----------------|-----|-----------------|-----|
| 4   | 0.2500 | 0.02610199 | ——– | 0.00690363 | —— |
| 6   | 0.1250 | 0.01401513 | 1.5337 | 0.00341977 | 1.7325 |
| 12  | 0.0625 | 0.00707057 | 0.9870 | 0.00165730 | 1.0450 |
| 23  | 0.0312 | 0.003557310 | 0.9870 | 0.00081186 | 1.0968 |
| 46  | 0.0156 | 0.00178706 | 0.9995 | 0.00040030 | 1.0968 |

Table 3. Errors and rates of convergence of control variable for Example 4.1.

| \( N \) | \( \sigma \) | \( |q - \bar{q}|_{\Omega \times I} \) | rate |
|-----|-----|-----------------|-----|
| 4   | 0.3355 | 0.09476646 | ——– |
| 6   | 0.2083 | 0.05263751 | 1.1117 |
| 12  | 0.1041 | 0.02631136 | 1.0004 |
| 23  | 0.0535 | 0.01342729 | 1.0004 |
| 46  | 0.0267 | 0.00671436 | 0.9998 |
Conclusions

We address the energy approach to solve the Dirichlet boundary control problem governed by the linear parabolic equation. Since we have chosen the control from a closed convex subset of $H^1(\Omega \times (0, T))$, the optimal control satisfies a simplified Signorini problem in three dimensional domain $\Omega \times (0, T)$. For the discretization, we use conforming prismatic Lagrange finite elements for the control. We derive the optimal order of convergence for the error in control, state, and adjoint state. Our numerical experiments confirm the theoretical results.
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