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ABSTRACT. We consider solutions to the 2d Navier-Stokes equations on $T \times \mathbb{R}$ close to the Poiseuille flow, with small viscosity $\nu > 0$. Our first result concerns a semigroup estimate for the linearized problem. Here we show that the $x$-dependent modes of linear solutions decay on a time-scale proportional to $\nu^{-1/2} |\log \nu|$. This effect is often referred to as enhanced dissipation or metastability since it gives a much faster decay than the regular dissipative time-scale $\nu^{-1}$ (this is also the time-scale on which the $x$-independent mode naturally decays). We achieve this using an adaptation of the method of hypocoercivity.

Our second result concerns the full nonlinear equations. We show that when the perturbation from the Poiseuille flow is initially of size at most $\nu^{3/4+}$, then it remains so for all time. Moreover, the enhanced dissipation also persists in this scenario, so that the $x$-dependent modes of the solution are dissipated on a time scale of order $\nu^{-1/2} |\log \nu|$. This transition threshold is established by a bootstrap argument using the semigroup estimate and a careful analysis of the nonlinear term in order to deal with the unboundedness of the domain and the Poiseuille flow itself.

1. Introduction

In this paper we consider the two-dimensional Navier-Stokes equations

\[
\begin{aligned}
\partial_t U + (U \cdot \nabla) U + \nabla P - \nu \Delta U &= 0, \\
\nabla \cdot U &= 0,
\end{aligned}
\]

posed on the boundary-less domain $T \times \mathbb{R}$, where $T = [0, 2\pi)$ is a periodic interval. Here, $U = (U^1, U^2)$ is the velocity vector field and $P$ is the scalar pressure of an incompressible fluid of uniform density, and the kinematic viscosity $\nu > 0$ is proportional to the inverse of the Reynolds number. Setting $\nabla \perp = (-\partial_y, \partial_x)$ the rotation of the gradient vector, the vorticity $\Omega := \nabla \perp \cdot U = -\partial_y U^1 + \partial_x U^2$ satisfies the active scalar equation

\[
\begin{aligned}
\partial_t \Omega + U \cdot \nabla \Omega - \nu \Delta \Omega &= 0, \\
U &= \nabla \perp \Psi, \quad \Delta \Psi = \Omega,
\end{aligned}
\]

where $\Psi$ is the corresponding stream-function.

A widely studied stationary solution to (1.1) is the so-called Poiseuille flow, given by $U^S(x, y) = (y^2, 0)$ and $P^S(x, y) = 2\nu x$. There are several reasons for which this flow is of basic importance: On the one hand,
it is the two-dimensional version of the three-dimensional pipe flow studied by Reynolds in his famous experiments [25], the subtleties of which are yet to be understood [31]. It is also the prototypical example of a strictly convex shear flow, whose stability properties have been widely studied in the physics literature since Rayleigh [14, 24]. Moreover, it is the simplest non-trivial example of a shear flow on $T \times \mathbb{R}$ besides the Couette flow $(y, 0)$.

The main goal of this article is to prove quantitative stability results for the Poiseuille flow. By writing $U = (y^2, 0) + u$, with corresponding $\Omega = -2y + \omega$, we can rewrite (1.2) as

$$\begin{align*}
\partial_t \omega + y^2 \partial_x \omega - 2\partial_x \psi - \nu \Delta \omega &= -u \cdot \nabla \omega, \\
u = \nabla \perp \psi, \\
\Delta \psi &= \omega.
\end{align*}$$

(1.3)

Here $u : \mathbb{R} \times T \times \mathbb{R} \to T \times \mathbb{R}$ and $\omega, \psi : \mathbb{R} \times T \times \mathbb{R} \to \mathbb{R}$ are thought of as perturbations of the velocity, vorticity and stream-function around the Poiseuille flow.

This way the question of stability of the Poiseuille flow can be rephrased in terms of the behavior of (small data) solutions to (1.3). Our analysis is divided into two parts: Firstly, in Section 2 we investigate the decay properties of the linear part of (1.3). Here we will see that solutions decay at a faster than dissipative time scale – an effect referred to as enhanced dissipation. Secondly, Section 3 shows that there is a threshold for the size of the initial data in a suitable norm, below which this fast decay also persists in the nonlinear case. Here the size of the threshold is given in terms of the viscosity. In the remainder of this introduction we discuss our results in more detail, and give an overview of the paper.

1.1. Linear enhanced dissipation. In our first main result, we study the decay properties of the semigroup generated by the linear operator

$$L = -y^2 \partial_x + 2\partial_x \Delta^{-1} + \nu \Delta,$$

in the weighted $L^2$ space $X$ normed by

$$\|f\|_X^2 := \|f\|_{L^2}^2 + \|yf\|_{L^2}^2.$$

(1.4)

We will prove the following theorem.

**Theorem 1.1.** Let $\nu < 1$ and let $P_k$ denote the projection to the sum of the $\pm k$-th Fourier modes in $x$, $k \in \mathbb{N}$. Then there exist $\varepsilon_0 \geq \frac{1}{20}$ and $C_0 \in (1, 10)$ such that for every $k \neq 0$ there holds the semigroup estimate

$$\|e^{Lt} P_k\|_{X \to X} \leq C_0 e^{-\varepsilon_0 \lambda_{\nu,k} t}, \quad \forall t \geq 0,$$

where

$$\lambda_{\nu,k} = \frac{\nu^{1/2} |k|^{1/2}}{1 + |\log \nu| + \log |k|}.$$

The constants $\varepsilon_0$ and $C_0$ can be explicitly computed.

By summing over all $k \in \mathbb{N}$, we can re-state the above result in the following unified way. Here, we need to require that the zeroth $x$-frequency (i.e. the $x$-average of the solution) vanishes. Since the projections $P_k$ and $L$ commute, this property is preserved by the flow generated by the semigroup.

**Corollary 1.2.** Let $\nu < 1$ and $\omega^{in} \in X$, and assume that for almost every $y \in \mathbb{R}$ we have

$$\int_T \omega^{in}(x, y) dx = 0. \quad (1.5)$$

Then

$$\|e^{Lt} \omega^{in}\|_X \leq C_0 e^{-\varepsilon_0 \lambda_{\nu} t} \|\omega^{in}\|_X, \quad \forall t \geq 0,$$

where

$$\lambda_{\nu} = \frac{\nu^{1/2}}{1 + |\log \nu|}. \quad (1.7)$$
Estimate (1.6) is a quantitative account of linear enhanced dissipation: initial data in \(X\) satisfying (1.5) decay exponentially at a rate proportional to \(\nu^{1/2}\) (up to a logarithmic correction), which is much faster than the heat equation rate proportional to \(\nu\). This is a manifestation of metastability: the nonzero \(x\)-frequencies decay at the fast time-scale \(O(\lambda_{\nu}^{-1})\), while the \(x\)-independent modes have a much longer relaxation time proportional to \(O(\nu^{-1})\).

The phenomenon of enhanced dissipation has been widely studied in the physics literature \([10, 19, 23, 26]\), and has recently received a lot of attention from the mathematical community: from the seminal article \([12]\), quantitative questions have been addressed in the context of passive scalars \([1, 4, 5, 13, 30]\) and Navier-Stokes equations near the Couette flow \([8, 16, 28]\), as well as Lamb-Oseen vortices \([15, 20]\). However, the only other quantitative result on the Navier-Stokes equations near a shear flow (analogous to Theorem 1.1) has been obtained in \([17, 29]\) for the Kolmogorov flow \((\sin y, 0)\). In these works, the analysis required a careful and complicated study of the spectral properties of the linear operator \(L\) and its resolvent.

Our result is the first of its kind for the Navier-Stokes equations on \(\mathbb{T} \times \mathbb{R}\) (excluding the explicitly solvable Couette flow, already analyzed by Lord Kelvin in 1887 \([18]\)). In stark contrast to the aforementioned case of the Kolmogorov flow, our result is proved via a simple energy method based on a modification of the so-called hypocoercivity framework \([27]\). The pertinent ideas are discussed in detail in Section 2: We present first our claim in terms of a hypocoercivity functional (Theorem 2.1 in Section 2.1), then give an overview of the energy estimates that enter into it (Section 2.2). Subsequently, Section 2.3 establishes its proof. To conclude, in Section 2.4 we deduce Corollary 2.2, which implies Theorem 1.1. We remark that in all of these considerations one can treat the \(x\) frequencies separately, since they are naturally decoupled in the linear equations.

**1.2. Nonlinear transition stability threshold.** Our second result is concerned with the nonlinear asymptotic stability of the Poiseuille flow. This question is also related to what is known as subcritical transition: for the present scenario, it was conjectured by Lord Kelvin \([18]\) that indeed the flow is stable, but that the stability threshold decreases as \(\nu \to 0\). For any real system this then entails transition at a finite Reynolds number. Our result confirms this behavior rigorously for the Poiseuille flow. We give an explicit size in terms of powers of the viscosity \(\nu\), such that initial data below this threshold (in a suitable norm) yield global solutions that exhibit enhanced dissipation. More precisely, our result is as follows.

**THEOREM 1.3.** For every \(\mu, C_1 > 0\), there exists \(\nu_0 > 0\) such that if \(0 < \nu \leq \nu_0\) and

\[
\|\omega^{in}\|_X + \|\mathbb{P}_0 u^{1,in}\|_{L^2} \leq C_1 \nu^{3/4 + 2\mu},
\]

then there exists a unique global solution \(\omega\) to the initial value problem for (1.3) with \(\omega(0) = \omega^{in}\). Moreover, the modes with \(k \neq 0\) exhibit an enhanced dissipation rate as in the linear case, namely

\[
\|\mathbb{P}_{\neq} \omega(t)\|_X \leq 2C_0 e^{-\frac{\lambda_{\nu} t}{1 + 10 \log \frac{\lambda_{\nu} t}{1 + 10} \lambda_{\nu} t}} \|\mathbb{P}_{\neq} \omega^{in}\|_X, \quad \forall t \geq 0,
\]

where \(\mathbb{P}_{\neq} = 1 - \mathbb{P}_0\), while the \(k = 0\) mode remains bounded, i.e. for a universal constant \(C_2 > 0\) we have

\[
\|\mathbb{P}_0 \omega(t)\|_X \leq C_2 \|\omega^{in}\|_X, \quad \forall t \geq 0.
\]

The basic setting for the proof of this theorem is a perturbative analysis based on the properties of the linear flow as studied in Section 2. At its heart is the idea to bootstrap global control over the \(X\) norm, which we used in order to obtain the linear enhanced dissipation. We thus start by discussing basic properties and well-posedness of the full, nonlinear equation in the \(X\) norm (see Section 3.1). Since the arguments for the bootstrap itself vitally require a fine understanding of the nonlinear structure of the equations, we then give an account of the relevant details (Section 3.2). Subsequently, Section 3.3 illustrates how control of the \(X\) norm yields some crucial energy estimates that will be used later. Finally, the proof of the claim via bootstrap is carried out in Section 3.4.

The above Theorem 1.3 is the first such result for the Poiseuille flow, and it is worth highlighting again its relatively straightforward proof. To the best of our knowledge, outside the realm of monotone shear flows there is only one similar result: the article \([29]\) establishes an analogous claim for the Kolmogorov flow (see...
also [21] for results in three-dimensions). As in our paper, the nonlinear result therein is obtained by means of a perturbative analysis. This relies on the linear estimates established via spectral methods, which are significantly more complicated than our energy estimates, as mentioned above. In addition, the nonlinear analysis makes crucial use of an additional effect called inviscid damping. While this is in principle also present in our case, it plays no role in our analysis. This is a clear advantage, since at present it seems that inviscid damping for the Poiseuille flow is still not well understood in the unbounded domain $\mathbb{T} \times \mathbb{R}$. In contrast to [29], one additional difficulty that we face in our analysis is the presence of the weight in the norm $X$, since our domain and the gradient of the Poiseuille flow are unbounded as $|y| \to \infty$: this requires a finer analysis of the nonlinear terms in order to close the desired energy estimate.

In the case of monotone shear flows, lately the Couette flow has attracted a lot of attention. We mention [2,3,6,9,11,22] and the recent survey [7] for a variety of results with data in Sobolev and Gevrey spaces in both two and three space dimensions.

Remark 1.4. It is not clear if the decay rate $\lambda_\nu$ in (1.7) is sharp, although it coincides with the passive scalar rate in [4]. The logarithmic correction is likely a technical matter. Similarly, the exponent $3/4$ in the transition threshold (1.8) is also unclear to be sharp; in fact, it may depend on the choice of the norm, for which there is no clear physical justification. Our norm $X$ arises as a natural energy of the system.

2. Linear enhanced dissipation

This section is devoted to the proof of Theorem 1.1. Setting $\omega(t) = e^{\mathcal{L}_t} \omega_{in}$, we have that

$$
\begin{align*}
\frac{\partial}{\partial t} \omega + y^2 \partial_y \omega &= \nu \Delta \omega, \\
\Delta \psi &= \omega,
\end{align*}
$$

(2.1)

with initial datum $\omega(0) = \omega_{in}$. Via an expansion of $\omega$ (and $\psi$) as a Fourier series in the $x$ variable, namely

$$
\omega(t, x, y) = \sum_{k \in \mathbb{Z}} a_k(t, y) e^{ikx}, \quad a_k(t, y) = \frac{1}{2\pi} \int_{\mathbb{T}} \omega(t, x, y) e^{-ikx} dx,
$$

for $k \in \mathbb{N}_0$ we set

$$
\omega_k(t, x, y) := \sum_{|l| = k} a_l(t, y) e^{ilx}.
$$

This way we may express $\omega = \sum_{k \in \mathbb{N}_0} \omega_k(t, x, y)$ as a sum of real-valued functions $\omega_k$ that are localized in $x$-frequency on a single band $\pm k$, $k \in \mathbb{N}_0$. We thus see that (2.1) decouples in $k$ and becomes an infinite system of one-dimensional equations.

Notation conventions for Section 2. In what follows, we will use $\| \cdot \|$ and $\langle \cdot , \cdot \rangle$ for the standard real $L^2$ norm and scalar product, respectively. We will not distinguish between one and two dimensional $L^2$ spaces, as no dimensional property will be used.

2.1. The main result. The main result of this section is a decay estimate on $\omega_k$ for $k \in \mathbb{N}$.

Theorem 2.1. Let $\nu > 0$ and $k \in \mathbb{N}$. Then there exists $\varepsilon_0 \geq \frac{1}{20}$ such that the following holds true: there exist constants $\alpha_0, \beta_0, \gamma_0 > 0$ only depending on $\varepsilon_0$ such that the energy functional

$$
\Phi_k := \frac{1}{2} \left[ \|\omega_k\|^2 + \frac{\alpha_0 \nu^{1/2}}{|k|^{1/2}} \|\nabla \omega_k\|^2 + \frac{4\beta_0}{|k|} \langle y \partial_x \omega_k, \partial_y \omega_k \rangle + \frac{\gamma_0 \nu^{1/2}}{|k|^{3/2}} \left( \|y \partial_x \omega_k\|^2 + 2 \|\nabla \psi \omega_k\|^2 \right) \right]
$$

(2.2)

satisfies the differential inequality

$$
\frac{d}{dt} \Phi_k + 2 \varepsilon_0 \nu^{1/2} |k|^{1/2} \Phi_k + \frac{\alpha_0 \nu^{3/2}}{2 |k|^{1/2}} \|\Delta \omega_k\|^2 + \frac{\gamma_0 \nu^{1/2}}{|k|^{3/2}} \left[ \frac{7}{8} \|y \partial_x \nabla \omega_k\|^2 + \|\partial_x \omega_k\|^2 \right] \leq 0
$$

(2.3)
for all \( t \geq 0 \). In particular, assuming that \( \nabla \omega^k, y \partial_x \omega^k \in L^2 \) we have

\[
\Phi_k(t) \leq e^{-2\varepsilon_0 k^{1/2}} |k|^{1/2} \Phi_k(0), \quad t \geq 0.
\]

The above decay estimate is obtained via a hypocoercivity argument that requires a weighted \( H^1 \)-norm of the initial data to be finite. However, as a direct consequence we obtain the following result.

**Corollary 2.2.** With the same notation as in Theorem 2.1, let \( C_0 := (3e(1 + 2\alpha_0 \varepsilon_0))^{1/2} \), and assume that \( 0 < \nu \leq 1 \). Then

\[
Q_k(t) := \frac{1}{2} \| \omega_k(t) \|^2 + \frac{\gamma_0}{4} \left[ \| y \omega_k(t) \|^2 + 2 \| \nabla \psi_k(t) \|^2 \right]
\]

decays at the fast rate

\[
Q_k(t) \leq C_0^2 Q_k(0) e^{-2\varepsilon_0 \lambda_{\nu,k} t}, \quad t \geq 0,
\]

where

\[
\lambda_{\nu,k} = \frac{\nu^{1/2}|k|^{1/2}}{1 + |\log \nu| + |k|}.
\]

Since \( \| \nabla \psi_k(t) \| \leq \| \omega_k(t) \| \) for any \( k \neq 0 \), Corollary 2.2 implies Theorem 1.1. Its proof is given in Section 2.4.

**Remark 2.3.** Theorem 2.1 has a corresponding version in case of partial dissipation \( \nu \partial_y \omega \) (rather than the full Laplacian \( \nu \Delta \omega \)) on the right hand side of (2.1). However, this does not translate to faster decay in \( L^2 \) as in Corollary 2.2. Indeed, a key ingredient for its proof in the case of full Laplacian dissipation is the monotonicity of \( \| y \partial_x \psi \|^2 + 2 \| \nabla \partial_x \psi \|^2 \), see also Remark 2.5. This, however, is no longer true for partial dissipation.

### 2.2. Preliminary energy estimates

We start the discussion with some energy estimates that will be used to build the functionals \( \Phi_k \).

**Lemma 2.4.** Let \( \omega \) solve (2.1). Then we have the following balances:

\[
\frac{1}{2} \frac{d}{dt} \| \omega \|^2 + \nu \| \nabla \omega \|^2 = 0,
\]

(2.4)

\[
\frac{1}{2} \frac{d}{dt} \| \nabla \omega \|^2 + \nu \| \Delta \omega \|^2 + 2 \langle y \partial_x \omega, \partial_y \omega \rangle = 0,
\]

(2.5)

\[
\frac{d}{dt} \left( y \partial_x \omega, \partial_y \omega \right) + 2 \| y \partial_x \omega \|^2 + 4 \| \partial_{xy} \psi \|^2 = -2 \nu \langle \Delta \omega, y \partial_{xy} \omega \rangle,
\]

(2.6)

\[
\frac{1}{2} \frac{d}{dt} \| y \partial_x \omega \|^2 + \nu \| y \partial_x \nabla \omega \|^2 = \nu \| \partial_x \omega \|^2 - 2 \langle y \partial_{xy} \psi, \partial_{xx} \psi \rangle,
\]

(2.7)

\[
\frac{1}{2} \frac{d}{dt} \| \nabla \partial_x \psi \|^2 + \nu \| \partial_x \omega \|^2 = 2 \langle y \partial_{xy} \psi, \partial_{xx} \psi \rangle.
\]

(2.8)

**Remark 2.5.** In particular, combining (2.7) and (2.8) we have the useful identity

\[
\frac{1}{2} \frac{d}{dt} \left[ \| y \partial_x \omega \|^2 + 2 \| \nabla \partial_x \psi \|^2 \right] = -\nu \| \partial_x \omega \|^2 - \nu \| y \partial_{xy} \nabla \omega \|^2.
\]

(2.9)

This will be used in the proof of Corollary 2.2 and also motivates the structure of the \( \gamma \) term in our definition of \( \Phi_k \). The cancellation obtained in this linear combination is in fact a crucial point in our argument.

**Proof.** All estimates follow by direct computation, using integration by parts and the antisymmetry property \( \langle y^n \partial_x f, f \rangle = 0 \), for \( n \in \mathbb{N}_0 \). The \( L^2 \) balance (2.4) follows directly by testing (2.1) with \( \omega \):

\[
\frac{1}{2} \frac{d}{dt} \| \omega \|^2 + \nu \| \nabla \omega \|^2 = 0.
\]
Testing (2.1) with $\Delta \omega$ we also obtain (2.5) by a simple integration by parts as
\[
\frac{1}{2} \frac{d}{dt} \| \nabla \omega \|^2 + \nu \| \Delta \omega \|^2 = -2 \langle y \partial_x \omega, \partial_y \omega \rangle.
\]

Turning to (2.6), we use (2.1) to compute
\[
\frac{d}{dt} \langle y \partial_x \omega, \partial_y \omega \rangle = \nu \left[ \langle y \partial_x \Delta \omega, \partial_y \omega \rangle + \langle y \partial_y \omega, \partial_y \Delta \omega \rangle \right] - \nu \left[ \langle y^2 \partial_x^2 \omega, \partial_y \omega \rangle + \langle y \partial_x \omega, \partial_y (y^2 \partial_x \omega) \rangle \right] + 2 \left[ \langle y \partial_x \psi, \partial_y \omega \rangle + \langle y \partial_x \omega, \partial_x \psi \rangle \right].
\]

We treat the $\nu$ term integrating by parts as
\[
\langle y \partial_x \Delta \omega, \partial_y \omega \rangle + \langle y \partial_x \omega, \partial_y \Delta \omega \rangle = -2 \langle \Delta \omega, y \partial_x \psi \rangle,
\]
while for the second term we compute
\[
\langle y^3 \partial_x^3 \omega, \partial_y \omega \rangle + \langle y \partial_x \omega, \partial_y (y^2 \partial_x \omega) \rangle = 2 \| y \partial_x \omega \|^2.
\]

Lastly, the third term yields
\[
\langle y \partial_x \psi, \partial_y \Delta \psi \rangle + \langle y \partial_x \Delta \psi, \partial_x \psi \rangle = -\langle \Delta (y \partial_x \psi), \partial_x \psi \rangle + \langle y \partial_x \Delta \psi, \partial_x \psi \rangle = -2 \| \partial_x \psi \|^2,
\]
and (2.6) follows. For (2.7), we have
\[
\frac{1}{2} \frac{d}{dt} \| y \partial_x \omega \|^2 = \nu \langle y \partial_x \omega, y \partial_x (\nu \Delta \omega - y^2 \partial_x \psi + 2 \partial_x \psi) \rangle
\]
\[
= \nu \langle y \partial_x \omega, y \partial_x \Delta \omega \rangle + 2 \langle y \partial_x \Delta \psi, y \partial_x \psi \rangle
\]
\[
= \nu \| y \partial_x \omega \|^2 - \nu \| y \partial_x \nabla \omega \|^2 - 4 \langle y \partial_x \psi, \partial_x \psi \rangle,
\]
(2.10)

while for (2.8) we multiply (2.1) by $\partial_x \psi$ and obtain
\[
\langle \partial_x \omega, \partial_x \psi \rangle + \langle y^2 \partial_x \omega, \partial_x \psi \rangle - 2 \langle \partial_x \psi, \partial_x \psi \rangle = \nu \langle \Delta \omega, \partial_x \psi \rangle.
\]

Hence
\[
\frac{1}{2} \frac{d}{dt} \| \nabla \partial_x \psi \|^2 + \langle y^2 \partial_x \Delta \psi, \partial_x \psi \rangle = -\nu \| \partial_x \omega \|^2,
\]
and the conclusion follows from
\[
\langle y^2 \partial_x \Delta \psi, \partial_x \psi \rangle = -2 \langle y \partial_x \psi, \partial_x \psi \rangle - \langle y^2 \partial_x \nabla \psi, \nabla \partial_x \psi \rangle = -2 \langle y \partial_x \psi, \partial_x \psi \rangle.
\]
The proof is over. \qed

2.3. The hypocoercivity setting. In order to simplify notation, we will consider the solution $\omega$ to (2.1) as concentrated on a single $x$-frequency band $\pm k (k \in \mathbb{N})$. We will therefore omit the subscript $k$ in all the quantities, and we will only keep the dependence on $k$ of the various constants. The first step is to define the functional in (2.2). For $\alpha, \beta, \gamma > 0$ to be determined, we let
\[
\Phi = \frac{1}{2} \left[ \| \omega \|^2 \right. \right]
\]
\[
+ \alpha \| \nabla \omega \|^2 + 4 \beta \| y \partial_x \omega, \partial_y \omega \| + \gamma \| y \partial_x \omega \|^2 + 2 \gamma \| \nabla \partial_x \psi \|^2 \right].
\]
Notice that, up to rescaling of the various coefficients, $\Phi$ has exactly the form (2.2), as long as we assume that $\omega$ is concentrated in one single frequency band $\pm k$. We will now derive various properties of $\Phi$ and prove (2.3).

Proof of Theorem 2.1. The proof proceeds through a series of constraints on $\alpha, \beta, \gamma$ that will be stated and verified at the end of the proof. We first observe that we can guarantee that $\Phi \geq 0$. Clearly,
\[
4 \beta \| y \partial_x \omega, \partial_y \omega \| \leq 4 \beta \| y \partial_x \omega \| \| \partial_x \omega \| \leq \frac{\alpha}{2} \| \nabla \omega \|^2 + \frac{8 \beta^2}{\alpha} \| y \partial_x \omega \|^2
\]
so that if we assume that
\[
\frac{\beta^2}{\alpha \gamma} \leq \frac{1}{16}
\]
(2.11)
we obtain the upper and lower bounds
\[
\frac{1}{4} \left[2\|\omega\|^2 + \alpha \|\nabla \omega\|^2 + \gamma \|y \partial_x \omega\|^2 + 4\gamma \|\nabla \partial_x \psi\|^2\right] \leq \Phi, \\
\Phi \leq \frac{1}{4} \left[2\|\omega\|^2 + 3\alpha \|\nabla \omega\|^2 + 3\gamma \|y \partial_x \omega\|^2 + 4\gamma \|\nabla \partial_x \psi\|^2\right].
\]
(2.12)

By virtue of the energy estimates from Lemma 2.4, \( \Phi \) satisfies
\[
\frac{d}{dt} \Phi + \nu \|\nabla \omega\|^2 + \alpha \nu \|\Delta \omega\|^2 + 4\beta \|y \partial_x \omega\|^2 + 8\beta \|\partial_{xy} \psi\|^2 + \gamma \nu \|y \partial_x \nabla \omega\|^2 + \gamma \nu \|\partial_x \omega\|^2
\]
\[
= -4\beta \nu \langle \Delta \omega, y \partial_{xy} \omega \rangle - 2\alpha \langle y \partial_x \omega, \partial_y \omega \rangle.
\]
(2.13)

Now, to absorb the first term on the right hand side we make use of (2.11) and note that
\[
-4\beta \nu \langle \Delta \omega, y \partial_{xy} \omega \rangle \leq 4\beta \nu \|\Delta \omega\| \|y \partial_{xy} \omega\| \leq \frac{\alpha \nu}{2} \|\Delta \omega\|^2 + 2\frac{\beta^2 \nu}{\alpha} \|y \partial_{xy} \omega\|^2
\]
\[
\leq \frac{\alpha \nu}{2} \|\Delta \omega\|^2 + \frac{\gamma \nu}{8} \|y \partial_x \nabla \omega\|^2,
\]
while the second term can be estimated as
\[
-2\alpha \langle y \partial_x \omega, \partial_y \omega \rangle \leq \frac{\nu}{4} \|\nabla \omega\|^2 + \frac{\alpha^2}{\nu} \|y \partial_x \omega\|^2.
\]

In view of our aim to reconstruct the functional \( \Phi \) on the left hand side of (2.13), we observe that the missing term \( \|\partial_{xx} \psi\|^2 \) may be bounded from above as follows: since
\[
\langle \partial_{yx} \psi, y \partial_x \omega \rangle = \langle \partial_{yx} \psi, y \partial_{yx} \psi \rangle + \langle \partial_{yx} \psi, y \partial_{xx} \psi \rangle = -\frac{1}{2} \|\partial_{yx} \psi\|^2 + \frac{1}{2} \|\partial_{xx} \psi\|^2
\]
it follows that
\[
\|\partial_{xx} \psi\|^2 - \|\partial_{xy} \psi\|^2 = 2 \langle \partial_{xy} \psi, y \partial_x \omega \rangle \leq \|\partial_{xy} \psi\|^2 + \|y \partial_x \omega\|^2,
\]

implying
\[
\|\partial_{xx} \psi\|^2 \leq \|y \partial_x \omega\|^2 + 2 \|\partial_{xy} \psi\|^2.
\]

Altogether, this means that we can reduce (2.13) to
\[
\frac{d}{dt} \Phi + \frac{3\nu}{4} \|\nabla \omega\|^2 + \frac{\alpha \nu}{2} \|\Delta \omega\|^2 + \left(2\beta - \frac{4\alpha^2}{\nu}\right) \|y \partial_x \omega\|^2
\]
\[
+ 2\gamma \|\nabla \partial_x \psi\|^2 + \frac{7}{8} \gamma \nu \|y \partial_x \nabla \omega\|^2 + \gamma \nu \|\partial_x \omega\|^2 \leq 0.
\]
(2.14)

We now specialize the discussion to \( \omega \) that is localized on a fixed \( x \)-frequency band \( \pm k \), for some \( k \in \mathbb{N} \). Then \( \|\partial_x \omega\| = |k| \|\omega\| \). We will next choose parameters \( \alpha, \beta, \gamma \) in dependence of \( \nu \) and \( k \) in such a way that a suitable differential inequality will hold. The details are as follows.

We fix the scales of the parameters \( \alpha, \beta, \gamma \) with respect to \( \nu \) and \( k \) to be
\[
\alpha = \frac{\nu^{1/2}}{|k|^{1/2}} \alpha_0, \quad \beta = \frac{1}{|k|} \beta_0, \quad \gamma = \frac{1}{\nu^{1/2} |k|^{3/2}} \gamma_0,
\]
(2.15)

with \( \alpha_0, \beta_0, \gamma_0 > 0 \) independent of \( \nu \) and \( k \) such that
\[
\frac{\beta_0^2}{\alpha_0 \gamma_0} \leq \frac{1}{16},
\]
(2.16)

so that (2.16) is satisfied. In order to reconstruct the \( L^2 \) norm of \( \omega \) on the left hand side of (2.14), we preliminarily note that an integration by parts yields
\[
\langle y \omega, \partial_y \omega \rangle = -\frac{1}{2} \|\omega\|^2.
\]
(2.17)
As a consequence, for every $\sigma > 0$ it holds that
\[
\|\omega\|^2 \leq 2\|\partial_y \omega\| \cdot y \omega \| \leq \sigma \|\partial_y \omega\|^2 + \frac{1}{\sigma} \|y \omega\|^2.
\] (2.18)

Taking $\sigma = \frac{1}{2\delta_0^{1/2}}$, we conclude that
\[
\frac{\beta_0^{1/2}}{2} \nu^{1/2} |k|^{1/2} \|\omega\|^2 \leq \frac{\nu}{4} \|\partial_y \omega\|^2 + \beta \|y \partial_x \omega\|^2.
\]

Upon substituting the relations (2.15) and assuming the further constraint
\[
\beta_0 \geq 4\alpha_0^2,
\] (2.19)
we thus obtain from (2.14) the inequality
\[
dt \Phi + \nu^{1/2} |k|^{1/2} \left[ \frac{\beta_0^{1/2}}{2} \|\omega\|^2 + \frac{1}{2} \frac{\nu^{1/2}}{\beta_0^{1/2}} \|\nabla \omega\|^2 + \frac{\beta_0 - 4\alpha_0^2}{\nu^{1/2} k^{3/2}} \left( \|y \partial_x \omega\|^2 + 2 \|\nabla \psi\|^2 \right) \right]
+ \frac{\alpha \nu}{2} \|\Delta \omega\|^2 + \frac{7}{8} \gamma \nu \|y \partial_x \nabla \omega\|^2 + \gamma \nu \|\partial_x \omega\|^2 \leq 0.
\]

Now it remains to choose $\alpha_0, \beta_0, \gamma_0 > 0$ satisfying the constraints (2.16) and (2.19) and such that the above term in square brackets bounds a multiple of $\Phi$. Factoring out $\beta_0^{1/2}/4$,
\[
dt \Phi + \frac{\beta_0^{1/2}}{4} \nu^{1/2} |k|^{1/2} \left[ 2 \|\omega\|^2 + \frac{2}{\beta_0^{1/2}} \|\nabla \omega\|^2 + \frac{\beta_0 - 4\alpha_0^2}{\beta_0^{1/2} \nu^{1/2} k^{3/2}} \left( 3 \|y \partial_x \omega\|^2 + 4 \|\nabla \psi\|^2 \right) \right]
+ \frac{\alpha \nu}{2} \|\Delta \omega\|^2 + \frac{7}{8} \gamma \nu \|y \partial_x \nabla \omega\|^2 + \gamma \nu \|\partial_x \omega\|^2 \leq 0,
\] (2.20)
and invoking (2.12), the additional conditions for this read
\[
\frac{2}{\beta_0^{1/2}} \geq 3\alpha_0, \quad \frac{\beta_0 - 4\alpha_0^2}{\beta_0^{1/2}} \geq \gamma_0.
\] (2.21)

It is not hard to check that the choice
\[
\delta_0^4 = \frac{1}{512}, \quad \alpha_0 = 4\delta_0^3, \quad \beta_0 = \frac{\delta_0^2}{4}, \quad \gamma_0 = \frac{\delta_0}{4},
\]
satisfies (2.16) with an equality and (2.21), and hence also (2.19) automatically. With (2.20) this yields
\[
dt \Phi + 2\varepsilon_0 \nu^{1/2} |k|^{1/2} \Phi + \frac{\alpha \nu}{2} \|\Delta \omega\|^2 + \frac{7}{8} \gamma \nu \|y \partial_x \nabla \omega\|^2 + \gamma \nu \|\partial_x \omega\|^2 \leq 0,
\]
where $\varepsilon_0 = \frac{\delta_0}{4} \geq \frac{1}{20}$. This concludes the proof of Theorem 2.1. \qed

### 2.4. Semigroup estimates and the proof of Theorem 1.1

As mentioned above, Theorem 1.1 is a direct consequence of Corollary 2.2. We therefore prove the latter here below.

**Proof of Corollary 2.2.** We use the notation from Theorem 2.1. We begin by recalling that per (2.12), for $\omega$ localized to $x$-frequency $\pm k$, the quantity
\[
\frac{1}{2} \|\omega\|^2 + \frac{\alpha_0 \nu^{1/2}}{4} \|\nabla \omega\|^2 + \frac{70}{4} \frac{|k|^{1/2}}{\nu^{1/2}} \left[ \|y \omega\|^2 + 4 \|\nabla \psi\|^2 \right]
\]
is comparable to $\Phi$. In particular, since $|k| \geq 1$ and also $0 < \nu < 1$, we have
\[
Q(t) := \frac{1}{2} \|\omega(t)\|^2 + \frac{70}{4} \left[ \|y \omega(t)\|^2 + 2 \|\nabla \psi(t)\|^2 \right] \leq \Phi(t).
\]
On the one hand we note that by monotonicity of $\|ω\|^2$ and of $\|y\partial_x ω\|^2 + 2\|∇∂_x ψ\|^2$ (see (2.4) and (2.9)) in Remark 2.5 we get

$$Q(t) \leq Q(0).$$

In particular, this suffices to show the claim for $t < T_{ν,k} := \frac{1 + |logν| + |log|k|}{2e0ν^{1/2}|k|^{1/2}}$. On the other hand, for $t \geq T_{ν,k}$ we argue as follows: from the energy equality (2.4) we have

$$t^* \in \left(0, \frac{1}{2ε0ν^{1/2}|k|^{1/2}}\right)$$

such that

$$\frac{ν^{1/2}}{|k|^{1/2}}\|∇ω(t^*)\|^2 \leq ε0\|ω^{in}\|^2.$$

By (2.12) this implies

$$Φ(t^*) \leq \frac{1}{2}\|ω(t^*)\|^2 + 3α0ε0\|ω^{in}\|^2 + \frac{70|k|^{1/2}}{4ν^{1/2}}[3\|yω(t^*)\|^2 + 4\|∇ψ(t^*)\|^2].$$

Invoking again the aforementioned monotonicity yields

$$Φ(t^*) \leq (3 + 6α0ε0)\frac{|k|^{1/2}}{ν^{1/2}}Q(0).$$

From the differential inequality (2.3) for $Φ$ and the fact that $0 < t^* < T_{ν,k}$ it then follows that for $t \geq T_{ν,k}$ we have

$$Q(t) \leq Φ(t) \leq e^{-2ε0ν^{1/2}|k|^{1/2}(t-t^*)}Φ(t^*) \leq (3 + 6α0ε0)e^{2ε0ν^{1/2}|k|^{1/2}\frac{|k|^{1/2}}{ν^{1/2}}}e^{-2ε0ν^{1/2}|k|^{1/2}\frac{|k|^{1/2}}{ν^{1/2}}}Q(0)$$

$$\leq e^{(3 + 6α0ε0)}e^{-2ε0\frac{ν^{1/2}|k|^{1/2}}{1+|logε|+|log|k|}}Q(0),$$

where we used in the last inequality that $0 < t^* < \frac{1}{2ε0ν^{1/2}|k|^{1/2}}$ and that

$$\frac{|k|^{1/2}}{ν^{1/2}}e^{-2ε0ν^{1/2}|k|^{1/2}\frac{|k|^{1/2}}{ν^{1/2}}}t \leq e^{-2ε0\frac{ν^{1/2}|k|^{1/2}}{1+|logε|+|log|k|}}t, \quad t \geq T_{ν,k}.$$

This concludes the proof.  

\section{Nonlinear transition stability threshold}

Let us now return to the study of the full, nonlinear equation (1.3), rewritten here for convenience:

$$∂_t ω = Lω - u \cdot ∇ω, \quad u = ∇⊥Δ^{-1}ω. \quad (3.1)$$

In this section we will see that there is a threshold for the Reynolds number, above which the nonlinear flow globally exhibits the enhanced dissipation demonstrated for the linear flow in Section 2. Here the modes $k = 0$ and $k ≠ 0$ play different roles, so to give the precise result we introduce the notation $P_0$ for the projection onto the $x$-frequency $k = 0$, i.e.

$$P_0 f(x,y) = P_0 f(y) = \int_T f(x,y)dx.$$

We will furthermore denote the shear part of a function by $f_s(y) := P_0f(y)$ and $f(x,y) := P_⊥f(x,y)$.

When we apply $P_0$ to the velocity $u$, then $u_s$ will only denote the scalar $P_0u^1$, since by periodicity for the second component we have $P_0u^2 = 0$. We also remind the reader of the notation (1.4) for the norm $X$:

$$\|f\|_X^2 = \|f\|_{L^2}^2 + \|yf\|_{L^2}^2.$$  

\footnote{Note also that since $x \in T$ we have $\|f_s\|_{L^2} = \sqrt{2π} \|f_s\|_{L^2}$.}
The main goal of the section is to prove the following theorem, which is nothing but a restatement of Theorem 1.3. We remind the reader that $C_0, \varepsilon_0$ are the constants of the semigroup estimate in Corollary 1.2.

**Theorem 3.1.** For every $\mu, C_1 > 0$, there exists $\nu_0 > 0$ such that if $0 < \nu \leq \nu_0$ and
\[
\|\omega^{in}\|_X + \|y\tilde{P}_0u^{1, in}\|_{L^2} \leq C_1\nu^{3/4 + 2\mu},
\]
then there exists a unique global solution $\omega$ to the initial value problem for (3.1) with $\omega(0) = \omega^{in}$. Moreover, the modes with $k \neq 0$ exhibit an enhanced dissipation rate as in the linear case, namely
\[
\|\tilde{P} \omega(t)\|_X \leq 2C_0 e^{-\frac{\nu}{1+\log \nu} - \lambda \nu t} \|\tilde{P} \omega^{in}\|_X, \quad \forall t \geq 0,
\]
where $\tilde{P} = 1 - P_0$, while the $k = 0$ mode remains bounded, i.e. for a universal constant $C_2 > 0$ we have
\[
\|P_0 \omega(t)\|_X \leq C_2 \|\omega^{in}\|_X, \quad \forall t \geq 0.
\]

The proof proceeds via a bootstrap argument, and relies on the decay properties of the semigroup $e^{t\mathcal{L}}$. This is what motivates our use of the $X$ norm. We thus begin in Section 3.1 by discussing its fundamental properties as relevant to our setting: the enhanced dissipation estimate and the local-wellposedness of (3.1) in this norm. In order to globally propagate control of the $X$ norm, a finer understanding of the structure of the equations is crucial. This is achieved in Section 3.2. It is followed in Section 3.3 by a discussion of preliminaries for the proof of the theorem. We show how bounds for the $X$ norm will give us control over the evolution of some quantities that will be essential later on. Finally, Section 3.4 gives the details for the bootstrap argument that proves Theorem 3.1.

**Notation conventions for Section 3.** Unlike the case of Section 2, here we will not be working exclusively with $L^2$ norms, so we shall always specify them. The parameters $\varepsilon_0$ and $C_0$ being initially fixed in size, we will generically denote by $C$ a positive constant that may depend on them. Note that the value of $C$ may change from line to line. In contrast, for further small parameters $0 < \delta, \theta, \varepsilon_0 \ll 1$ to be chosen later, we shall track their influence by denoting by $C_a$ a constant of the form $C_a = a^{-1} C$, with $a \in \{\delta, \theta\}$.

### 3.1. Basic setup.

In view of the properties of the linear equation $\partial_t \tilde{f} = \mathcal{L} \tilde{f}$ we introduce the following definition.

**Definition 3.2.** For fixed $\varepsilon_0 \geq \frac{1}{100}$ and $\lambda_\nu = \frac{\nu^{1/2}}{1+|\log \nu|}$ as in Corollary 1.2, we write
\[
\|\tilde{f}\|_{X_t} := e^{\varepsilon_0 \lambda_\nu t} \|\tilde{f}\|_X, \quad \|\tilde{f}\|_{X[0,T]} := \sup_{t \in [0,T]} \|\tilde{f}\|_{X_t}, \quad t, T > 0.
\]

This way the enhanced dissipation of Corollary 1.2 can be restated as the following bound for the semigroup $e^{t\mathcal{L}}$:
\[
\|e^{t\mathcal{L}} \tilde{f}\|_{X_t} \leq C_0 \|\tilde{f}\|_X.
\]

Moreover, the equation (3.1) is locally well-posed in this functional framework.

**Lemma 3.3.** The Poiseuille equation (3.1) is locally (in time) well-posed in $C_t X$. In particular, the mapping $t \mapsto \|\tilde{\omega}(t)\|_X$ is continuous for a suitably small range of $0 \leq t \leq T$ (depending only on $\|\omega^{in}\|_X$ and $\nu$).

We remark that clearly this also implies the continuity of $t \mapsto \|\tilde{\omega}(t)\|_{X_t}$ wherever it is defined.

**Proof.** We content ourselves with giving the relevant a priori estimates for $\|\omega\|_{L^2}$ and $\|y \omega\|_{L^2}$, which can be rigorously justified within a proper approximation scheme. For $\omega$ these are just the energy estimates
\[
\frac{1}{2} \frac{d}{dt} \|\omega\|_{L^2}^2 + \nu \|\nabla \omega\|_{L^2}^2 = 0,
\]
whereas for \( y \omega \) we take the inner product of (3.1) with \( y^2 \omega \) and compute that (compare also (2.10))

\[
\frac{1}{2} \frac{d}{dt} \| y \omega \|^2 = \langle y \omega, y(\nu \Delta \omega - y^2 \partial_x \omega + 2 \partial_x \psi - u \cdot \nabla \omega) \rangle \\
= \nu \| \omega \|^2 - \nu \| y \nabla \omega \|^2 + 2 \langle y \omega, y \partial_x \Delta^{-1} \omega \rangle - \langle y^2 \omega, u \cdot \nabla \omega \rangle.
\]

First of all, notice that

\[ \Delta(y \Delta^{-1} \omega) = 2 \Delta^{-1} \partial_y \omega + y \omega. \]

Thus

\[ y \Delta^{-1} \omega = 2 \Delta^{-2} \partial_y \omega + \Delta^{-1}(y \omega), \]

implying the commutator relation

\[ [y, \Delta^{-1} \omega] := y \Delta^{-1} \omega - \Delta^{-1}(y \omega) = 2 \Delta^{-2} \partial_y \omega. \tag{3.2} \]

Now

\[
2 \langle y \omega, y \partial_x \Delta^{-1} \omega \rangle = 2 \langle y \bar{\omega}, y \partial_x \Delta^{-1} \bar{\omega} \rangle = 2 \langle \bar{y} \bar{\omega}, [y, \Delta^{-1}] \partial_x \bar{\omega} \rangle + 2 \langle y \bar{\omega}, \partial_x \Delta^{-1} y \bar{\omega} \rangle \\
= 4 \langle \bar{y} \bar{\omega}, \Delta^{-2} \partial_y \partial_x \bar{\omega} \rangle = -4 \langle \Delta^{-1} \partial_y (y \bar{\omega}), \partial_x \Delta^{-1} \bar{\omega} \rangle,
\]

and thus

\[ 2 \| \langle y \omega, y \partial_x \Delta^{-1} \omega \rangle \| = 4 \| \Delta^{-1} \partial_y (y \bar{\omega}), \Delta^{-1} \partial_x \bar{\omega} \| \leq 4 \| y \omega \|_{L^2} \| \omega \|_{L^2}. \]

We now proceed to bound \( u \) in \( L^\infty \). For this we need the one-dimensional Gagliardo-Nirenberg-Sobolev inequality

\[ \| u_s \|_{L^\infty} \leq c_1 \| u_s \|_{L^2}^{1/2} \| u_s \|_{H^1}^{1/2}, \tag{3.3} \]

for some \( c_1 > 0 \), and the following standard interpolation result

\[ \| \tilde{u} \|_{L^\infty} \leq \frac{c_2}{\delta} \| \tilde{u} \|_{L^2}^{1-\delta} \| \nabla \tilde{u} \|_{L^2}^{\delta} \leq \frac{c_2}{\delta} \| \tilde{u} \|_{L^2}^{1-\delta} \| \nabla \tilde{u} \|_{L^2}^{\delta}, \tag{3.4} \]

holding for some \( c_2 > 0 \) and all \( 0 < \delta \ll 1 \). Arguing as in (2.17), we easily deduce that

\[ \| u_s \|_{L^2} \leq 2 \| y \partial_y u_s \|_{L^2} = 2 \| y \omega_s \|_{L^2}, \]

and therefore

\[ \| u \|_{L^\infty} \leq C \| \omega \|_{L^2}^{1/2} \left( \| y \omega \|_{L^2}^{1/2} + \| \nabla \omega \|_{L^2}^{1/2} \right). \]

We can conclude that (below \( u^2 \) stands for the second component of the vector \( u \))

\[
\| \langle u \cdot \nabla \omega, y^2 \omega \rangle \| = \| \langle u^2 \omega, y \omega \rangle \| \leq C \left( \| y \omega \|_{L^2}^{1/2} + \| \nabla \omega \|_{L^2}^{1/2} \right) \| \omega \|_{L^2}^{3/2} \| y \omega \|_{L^2} \\\n\leq \frac{\nu}{2} \| \nabla \omega \|_{L^2}^2 + \frac{C}{\nu^{1/3}} \| \omega \|_{L^2}^2 \| y \omega \|_{L^2}^{4/3} + C \| \omega \|_{L^2}^{3/2} \| y \omega \|_{L^2}^{3/2}.
\]

Thus

\[
\frac{1}{2} \frac{d}{dt} \| y \omega \|_{L^2}^2 + \nu \| y \nabla \omega \|_{L^2}^2 \leq \frac{\nu}{2} \| \nabla \omega \|_{L^2}^2 + C \left[ \nu \| \omega \|_{L^2}^2 + \| y \omega \|_{L^2} \| \omega \|_{L^2} \right. \\
\left. + \frac{1}{\nu^{1/3}} \| \omega \|_{L^2}^2 \| y \omega \|_{L^2}^{4/3} + \| \omega \|_{L^2}^{3/2} \| y \omega \|_{L^2}^{3/2} \right],
\]

and therefore

\[ \frac{d}{dt} \left( \| \omega \|_{L^2}^2 + \| y \omega \|_{L^2}^2 \right) \leq C \| \omega \|_{L^2}^2 + \| y \omega \|_{L^2} \| \omega \|_{L^2} + \frac{C}{\nu^{1/3}} \| \omega \|_{L^2}^2 \| y \omega \|_{L^2}^{4/3} + C \| \omega \|_{L^2}^{3/2} \| y \omega \|_{L^2}^{3/2}. \]

This provides the key local-in-time a priori estimate on \( \| \omega \|_{X} \), and allows us to conclude the proof. \( \Box \)
3.2. Structure of the equations and energy estimates. Equation (3.1) satisfies the following energy estimates for $\omega$ and $u$:

\[
\frac{1}{2} \frac{d}{dt} \|u\|_{L^2}^2 + \nu \|\nabla u\|_{L^2}^2 = 0, \quad (3.5)
\]

\[
\frac{1}{2} \frac{d}{dt} \|\omega\|_{L^2}^2 + \nu \|\nabla \omega\|_{L^2}^2 = 0.
\]

To go further we will investigate the structure of the equations for the modes $k = 0$ and $k \neq 0$.

3.2.1. $k = 0$ mode. One computes directly from the structure of the Biot-Savart law that $u_s \partial_y \omega_s = 0$, so that we have $P_0(u \cdot \nabla \omega) = P_0(\tilde{u} \cdot \nabla \tilde{\omega}) + P_0(\tilde{u}^2 \partial_y \omega_s) + P_0(u_s \partial_x \tilde{\omega}) = P_0(\tilde{u} \cdot \nabla \tilde{\omega})$, i.e. there are no self-interactions of the $k = 0$ mode. For $\omega_s$ we thus simply have the equation

\[
\partial_t \omega_s + P_0(\tilde{u} \cdot \nabla \tilde{\omega}) = \nu \partial_{yy} \omega_s.
\]

In addition, we observe the following structure of the nonlinearity in this case:

\[
P_0(\tilde{u} \cdot \nabla \tilde{\omega}) = P_0(\nabla \cdot (\tilde{u} \tilde{\omega})) = \int_T \nabla \cdot (\tilde{u} \tilde{\omega}) d\tau = \partial_y \int_T \tilde{u}^2 \tilde{\omega} d\tau = \partial_y P_0(\tilde{u}^2 \tilde{\omega})
\]

\[
= \partial_y \int_T (\tilde{x} \tilde{\psi} \partial_{yy} \tilde{\psi}) d\tau = \partial_{yy} \int_T (\tilde{x} \tilde{\psi} \partial_{yy} \tilde{\psi}) d\tau = -\partial_{yy} P_0(\tilde{u} \tilde{u}^2),
\]

where we used that $\tilde{\omega} = \partial_x \tilde{\psi} + \partial_{yy} \tilde{\psi}$. The equations for $u_s$ and $\psi_s$ thus read

\[
\partial_t u_s + P_0(\tilde{u}^2 \tilde{\omega}) = \nu \partial_{yy} u_s,
\]

\[
\partial_t \psi_s - P_0(\tilde{u} \tilde{u}^2) = \nu \partial_{yy} \psi_s.
\]

With this we easily obtain additional energy estimates: For weights in $y$ this yields

\[
\frac{1}{2} \frac{d}{dt} \|y \omega_s\|_{L^2}^2 = \nu \|\omega_s\|_{L^2}^2 - \nu \|\partial_y \omega_s\|_{L^2}^2 - \langle P_0(\tilde{u} \cdot \nabla \tilde{\omega}), y^2 \omega_s \rangle
\]

and

\[
\frac{1}{2} \frac{d}{dt} \|y u_s\|_{L^2}^2 = \nu \|u_s\|_{L^2}^2 - \nu \|\partial_y u_s\|_{L^2}^2 - \langle P_0(\tilde{u}^2 \tilde{\omega}), y^2 u_s \rangle. \quad (3.7)
\]

To control the term with the positive sign on the right hand side of (3.6) we will use (3.5), whereas for that in (3.7) we compute the $H^1_y$ norm of $u_s$ as follows:

\[
\frac{1}{2} \frac{d}{dt} \|\psi_s\|_{L^2}^2 = -\nu \|u_s\|_{L^2}^2 + \langle P_0(\tilde{u} \tilde{u}^2), \psi_s \rangle. \quad (3.8)
\]

3.2.2. $k \neq 0$ modes. A useful consequence in our setup is that

\[
\|\tilde{u}\|_{L^2} \leq C \|\tilde{\omega}\|_{X},
\]

which can be seen as follows: since $\|\tilde{u}\|_{L^2} \leq \sqrt{2} \|y \tilde{u}\|_{L^2}^{1/2} \|\partial_y \tilde{u}\|_{L^2}^{1/2}$ (see also (2.18)) it will suffice to bound $\|\partial_y \tilde{u}\|_{L^2} \leq \|\tilde{\omega}\|_{L^2}$, and by commuting $y$ with the Biot-Savart law we get $\|y \tilde{u}\|_{L^2} \leq 3 \|\tilde{\omega}\|_{L^2} + \|y \tilde{\omega}\|_{L^2}$. Moreover, we have the following energy estimates on $\tilde{\omega}$.

**Lemma 3.4.** There exists $C > 0$ such that for $\delta > 0$ there holds

\[
\int_0^t \|\nabla \tilde{\omega}\|_{L^2}^2 \leq C \frac{\nu}{\delta} (\nu^{-1} \|\omega^m\|_{L^2}^{2} + \nu^{-1} \|\omega^m\|_{L^2}^{2}), \quad 0 \leq t \leq T.
\]

**Proof.** We have

\[
\frac{1}{2} \frac{d}{dt} \|\tilde{\omega}\|_{L^2}^2 = -\nu \|\nabla \tilde{\omega}\|_{L^2}^2 - \langle u \cdot \nabla \tilde{\omega}, \tilde{\omega} \rangle.
\]

To bound the nonlinearity we notice that by the divergence structure and since $u_s \cdot \nabla \omega_s = 0$ there holds

\[
\langle u \cdot \nabla \omega_s, \tilde{\omega} \rangle = \langle u \cdot \nabla \omega_s, \tilde{\omega} \rangle = -\langle u \omega_s, \nabla \tilde{\omega} \rangle = -\langle \tilde{u} \omega_s, \nabla \tilde{\omega} \rangle.
\]
so that for $\delta > 0$ we obtain the bound
\[
|\langle u \cdot \nabla \omega, \tilde{\omega} \rangle| \leq \|\tilde{u}\|_{L^\infty} \|\omega_s\|_{L^2} \|\nabla \tilde{\omega}\|_{L^2} \leq \frac{C}{\delta} (\nu^{-1-\delta} \|\omega^{in}\|_{L^2}^{2})^{1-\delta} \|\tilde{\omega}\|_{L^2}^{2} + \nu \|\nabla \tilde{\omega}\|_{L^2}^{2}.
\]

3.2.3. Second order derivatives. For future use we state the following

**Lemma 3.5.** Assume $\omega$ solves (3.1). Then
\[
\int_0^t \|D^2 \omega\|_{L^2}^2 \leq 16 \nu^{-2} \int_0^t \|y \tilde{\omega}\|_{L^2}^2 + 4C \nu^{-3} \|\omega^{in}\|_{L^2}^4 + \nu^{-1} \|\nabla \omega^{in}\|_{L^2}^2.
\]

**Proof.** We recall that $\|D^2 \omega\|_{L^2} = \|\Delta \omega\|_{L^2}$. Testing the equation $\partial_t \omega + u \cdot \nabla \omega = \mathcal{L} \omega$ with $\Delta \omega$ then yields
\[
\nu \int_0^t \|\Delta \omega\|_{L^2}^2 = - \|\nabla (\omega(t))\|_{L^2}^2 + \|\nabla \omega^{in}\|_{L^2}^2 + \int_0^t \langle y^2 \partial_x \omega - 2 \partial_x \Delta^{-1} \omega, \Delta \omega \rangle + \langle u \cdot \nabla \omega, \Delta \omega \rangle.
\]
By antisymmetry and since $\partial_x \omega = \partial_x \tilde{\omega}$ we deduce that
\[
\langle y^2 \partial_x \omega - 2 \partial_x \Delta^{-1} \omega, \Delta \omega \rangle = \langle y^2 \partial_x \tilde{\omega}, \partial_{y \nu} \omega \rangle = 2 \langle y \tilde{\omega}, \partial_{xy} \omega \rangle,
\]
so we can bound
\[
\int_0^t \|\nabla \omega^{in}\|_{L^2}^2 \leq 2 \int_0^t \|y \tilde{\omega}\|_{L^2} \|\Delta \omega\|_{L^2} \leq \frac{8}{\nu} \int_0^t \|y \tilde{\omega}\|_{L^2}^2 + \nu \int_0^t \|\Delta \omega\|_{L^2}^2.
\]

For the nonlinear term we notice that by the divergence structure we have
\[
\langle u \cdot \nabla \omega, \Delta \omega \rangle = - \sum_{i,j} (\partial_j u \partial_i \omega, \partial_j \omega),
\]
and thus
\[
\int_0^t \|\nabla \omega\|_{L^2} \|\Delta \omega\|_{L^2} \leq \frac{4C \|\omega\|_{L^\infty}^2 \|\omega\|_{L^2}}{\nu} \int_0^t \|\nabla \omega\|_{L^2}^2 + \frac{\nu}{4} \int_0^t \|\Delta \omega\|_{L^2}^2.
\]

Since $\|\omega\|_{L^\infty} \leq \|\omega^{in}\|_{L^2}$ by (3.5), this yields the claim. \hfill \Box

3.3. Preliminaries of the proof of Theorem 3.1. As announced, here we will see how control of $\|\tilde{\omega}\|_X$ gives bounds for the $k = 0$ mode and second order derivatives, as well as an energy estimate for $\tilde{\omega}$ (Proposition 3.6). We emphasize that the estimates here are global in nature, i.e. hold as long as one has suitable bounds on $\tilde{\omega}$ and do not need to be proved by iteration – this is in contrast to the bootstrap for $\omega$.

**Proposition 3.6.** Let $\omega$ solve (3.1), and let $T > 0$. Assume that $\|\tilde{\omega}\|_{X[0,T]} \leq C \|\omega^{in}\|_X$ for some $C > 0$. Then for $0 \leq t \leq T$ we have:

1. (Energy estimates for $\tilde{\omega}$:)
\[
\int_0^t \|\nabla \tilde{\omega}\|_{L^2}^2 \leq C \nu^{-1} (\nu^{-1-\delta} \|\omega^{in}\|_{L^2}^{2})^{1-\delta} \|\tilde{\omega}\|_{L^2}^2 + \nu^{-1} \|\omega^{in}\|_{L^2}^2,
\]

2. (Control of second order derivatives of $\omega$):
\[
\int_0^t \|D^2 \omega\|_{L^2}^2 \leq C \nu^{-1} \|\omega^{in}\|_{L^2}^2 + 4C \nu^{-3} \|\omega^{in}\|_{L^2}^4 + \nu^{-1} \|\nabla \omega^{in}\|_{L^2}^2.
\]

3. (Lower order (and weighted) energy estimates for $u_s$):
\[
\|y u_s(t)\|_{L^2} + \|\psi_s(t)\|_{L^2} \leq \|y u^{in}_s\|_{L^2} + \|\psi^{in}_s\|_{L^2} + C \nu^{-1/4} \nu^{-3/4} \|\omega^{in}\|_{X}^2.
\]
(4) **Weighted estimates for $y\omega_s$:**

\[
\|y\omega_s(t)\|_{L^2} + \|u(t)\|_{L^2} \leq \|y\omega_s^0\|_{L^2} + \|u^0\|_{L^2} + C \lambda_{\vartheta}^{-1/2} \|\omega^0\|_X \left( \int_0^t \|\nabla\tilde{\omega}\|_{L^2}^2 \right)^{1/2} + C_0^2 \left[ \lambda_{\vartheta}^{-1/2} \mathcal{L}(-1+\theta)/2 \right] \left( \int_0^t \|D^2\tilde{\omega}\|_{L^2}^2 \right)^{\theta/2}, \quad 0 < \theta \ll 1.
\]

**Remark 3.7 (Bounds in the setting of Theorem 3.1).** The assumptions of Theorem 3.1 imply that

\[
\|u_s^0\|_{L^2} + \|\psi_s^0\|_{L^2} \leq C \nu^{3/4+2\mu},
\]

and hence also $\|u^0\|_{L^2} \leq C \nu^{3/4+2\mu}$. Furthermore, as a consequence of the energy inequality (3.5) for $\omega$ we may suppose without loss of generality that $\|\nabla\omega^0\|_{L^2}^2 \leq C \nu^2$. Under the additional assumptions of smallness of the additional data as in Theorem 3.1, this yields the bounds

\[
\begin{align*}
\int_0^t \|D^2\tilde{\omega}\|_{L^2}^2 &\leq C \nu^{-1+2\mu}, \\
\int_0^t \|\nabla\tilde{\omega}\|_{L^2}^2 &\leq C \nu^{-1} \|\omega^0\|_X^2, \\
\|y u_s(t)\|_{L^2} + \|\psi_s(t)\|_{L^2} + \|y\omega_s(t)\|_{L^2} + \|u(t)\|_{L^2} &\leq C \nu^{3/4+2\mu}.
\end{align*}
\]

**Proof of Proposition 3.6.** Items (1) and (2) follow directly by inserting the assumption into Lemmas 3.4 and 3.5, respectively. For (3), we compute from the above energy estimates (3.7) and (3.8) that

\[
\frac{1}{2} \frac{d}{dt} \left( \|y u_s\|_{L^2}^2 + \|\psi_s\|_{L^2}^2 \right) = -\nu \|y \partial_y u_s\|_{L^2}^2 - \langle \mathbb{P}_0(\tilde{u}^2 \tilde{\omega}), y^2 u_s \rangle - \langle \mathbb{P}_0(\bar{u}^1 \bar{u}^2), \psi_s \rangle.
\]

This implies the bound

\[
\frac{1}{2} \frac{d}{dt} \left( \|y u_s\|_{L^2}^2 + \|\psi_s\|_{L^2}^2 \right) \leq -\nu \|y \partial_y u_s\|_{L^2}^2 + \|\bar{u}\|_{L^2}^2 \|y \omega\|_{L^2} \|y u_s\|_{L^2} + \|\bar{u}\|_{L^2} \|\psi\|_{L^2},
\]

and thus

\[
\|y u_s(t)\|_{L^2} + \|\psi_s(t)\|_{L^2} \leq \|y u_s^0\|_{L^2} + \|\psi_s^0\|_{L^2} + \int_0^t \|\bar{u}\|_{L^\infty} \|y \omega\|_{L^2} + \|\bar{u}\|_{L^2}.
\]

Next we use the interpolation inequality $\|\bar{u}\|_{L^\infty} \leq C \|\bar{u}\|_{L^2}^{1/2} \|\nabla\tilde{\omega}\|_{L^2}^{1/2}$ to conclude that

\[
\int_0^t \|\bar{u}\|_{L^\infty} \|y \omega\|_{L^2} + \|\bar{u}\|_{L^2} \leq C \int_0^t \|\nabla\tilde{\omega}\|_{L^2}^{1/2} \|\omega\|_{X^\theta}^{3/2} \, d\tau
\]

\[
\leq C \left( \int_0^t \|\nabla\omega\|_{L^2}^2 \right)^{1/4} \left( \int_0^t \|\tilde{\omega}\|_{X^\theta}^2 \, d\tau \right)^{3/4} \leq C \nu^{-1/4} \lambda_{\vartheta}^{-3/4} \|\omega^0\|_{L^2} \|\omega^0\|_{X^\theta},
\]

since $\|\bar{u}\|_{L^2} \leq \|\tilde{\omega}\|_{X^\theta} \leq e^{-\epsilon_0 \lambda \nu t} \|\tilde{\omega}\|_{X^\theta}$. This gives the claim.

For (4), we compute from the above energy estimates (3.6) and (3.5) that

\[
\frac{1}{2} \frac{d}{dt} \left( \|y\omega_s\|_{L^2}^2 + \|u\|_{L^2}^2 \right) \leq -\nu \|y \partial_y \omega_s\|_{L^2}^2 - \langle \mathbb{P}_0(\tilde{u} \cdot \nabla\tilde{\omega}), y^2 \omega_s \rangle.
\]

Here we will bound

\[
\|\langle \mathbb{P}_0(\tilde{u} \cdot \nabla\tilde{\omega}), y^2 \omega_s \rangle\| \leq \|y \tilde{u} \cdot \nabla\tilde{\omega}\|_{L^2} \|y \omega_s\|_{L^2},
\]

so that

\[
\|y\omega_s(t)\|_{L^2} + \|u(t)\|_{L^2} \leq \|y\omega_s^0\|_{L^2} + \|u^0\|_{L^2} + \int_0^t \|y \tilde{u} \cdot \nabla\tilde{\omega}\|_{L^2}.
\]

To bound the nonlinearity in $L^2$ we proceed as follows. We begin by invoking (3.2) and noting that

\[
y(u \cdot \nabla\omega) = y(\nabla^\perp \Delta^{-1} \omega \cdot \nabla\omega) = \nabla^\perp \Delta^{-1} (y\omega) \cdot \nabla\omega + 2\nabla^\perp \partial_y \Delta^{-2} \omega \cdot \nabla\omega + \Delta^{-1} \omega \partial_x \omega.
\]

(3.10)
This is particularly useful in the case of \( \tilde{u} \) rather than \( u \), since in two-dimensions we have the Agmon inequality \( \|f\|_{L_\infty} \leq C \|f\|_{L^2}^{1/2} \|f\|_{H^2}^{1/2} \), and thus the commutator terms are easily controlled. By boundedness of the Riesz transform we obtain
\[
\left\| \nabla \frac{1}{2} \partial_y \Delta^{-2} \tilde{\omega} \right\|_{L_\infty} + \left\| \Delta^{-1} \tilde{\omega} \right\|_{L_\infty} \leq C \|\tilde{\omega}\|_{L^2}.
\]  
(3.11)

We can thus bound the corresponding terms as above. On the other hand, the term \( \nabla \frac{1}{2} \Delta^{-1}(y\tilde{\omega}) \cdot \nabla \tilde{\omega} \) will be treated slightly differently. By standard interpolation in 2d we have
\[
\left\| \nabla \frac{1}{2} \Delta^{-1} f \right\|_{L^2} \leq C_\theta \left\| \nabla \frac{1}{2} \Delta^{-1} f \right\|_{L^1}^{1-\theta} \|f\|_{H^1}, \quad 0 < \theta \ll 1,
\]
and thus
\[
\left\| \nabla \frac{1}{2} \Delta^{-1} (y\tilde{\omega}) \cdot \nabla \tilde{\omega} \right\|_{L^2} \leq C_\theta \left\| \nabla \frac{1}{2} \Delta^{-1} y\tilde{\omega} \right\|_{L^2} \left\| \nabla \tilde{\omega} \right\|_{L^2} \leq C_\theta \left\| y\tilde{\omega} \right\|_{L^2} \left\| \nabla \tilde{\omega} \right\|_{L^2}^{1/(1-\theta)}.
\]

Similarly we have
\[
\left\| \nabla \tilde{\omega} \right\|_{L^2(1-\theta)} \leq C_\theta \left\| \nabla \tilde{\omega} \right\|_{L^2}^{1-\theta} \|D^2 \tilde{\omega}\|_{L^2}^\theta.
\]

It thus follows
\[
\left\| y\tilde{u} \cdot \nabla \tilde{\omega} \right\|_{L^2} \leq C_\theta^2 \left\| y\tilde{\omega} \right\|_{L^2} \left\| \nabla \tilde{\omega} \right\|_{L^2}^{1-\theta} \|D^2 \tilde{\omega}\|_{L^2}^\theta + 3 \left\| \tilde{\omega} \right\|_{L^2} \left\| \nabla \tilde{\omega} \right\|_{L^2}.
\]  
(3.12)

3.4. Proof of Theorem 3.1 via Bootstrapping. We will prove the theorem by a continuation argument, the key step of which is the following:

**Bootstrap Step.** Let \( \kappa_0 := \varepsilon_0 (1 + \log 2C_0)^{-1} \). If \( \nu > 0 \) is small enough, then for \( 0 < T \leq \kappa_0^{-1} \lambda_\nu^{-1} \), the bootstrap assumption
\[
\left\| \tilde{\omega} \right\|_{X[0,T]} \leq 4C_0 \left\| \tilde{\omega}^{in} \right\|_{X}\]
implies the stronger bound
\[
\left\| \tilde{\omega} \right\|_{X[0,T]} \leq 2C_0 \left\| \tilde{\omega}^{in} \right\|_{X}.
\]  
(3.13)

**Proof of Theorem 3.1.** From this the proof of the theorem follows: \( \kappa_0 = \varepsilon_0 (1 + \log 2C_0)^{-1} \) is chosen in order to ensure that \( 2C_0 e^{-\varepsilon_0 \kappa_0^{-1}} \leq e^{-1} \), and thus
\[
\left\| \tilde{\omega}(\kappa_0^{-1} \lambda_\nu^{-1}) \right\|_{X} \leq e^{-1} \left\| \tilde{\omega}^{in} \right\|_{X}.
\]

Then thanks to the local well-posedness in Lemma 3.3 we can iterate with time intervals of size \( \kappa_0^{-1} \lambda_\nu^{-1} \): indeed, we highlight again that the estimates for the \( k = 0 \) mode and the second order derivatives in
Proposition 3.6 will continue to hold whenever the (bootstrap) assumption is valid. We thereby obtain a global solution. Its decay rate can directly be seen to be
\[ \|\tilde{\omega}(t)\|_X \leq e^{-\kappa_0 \lambda_\nu t} \|\tilde{\omega}^{in}\|_X \]
for all \( t \geq 0 \). The bound on the \( k = 0 \) mode follows from (3.9), thereby concluding the proof.

It thus remains to prove the validity of the above implication (3.13) \( \Rightarrow \) (3.14) in the setting of Theorem 3.1, which in particular assumes that
\[ \|\omega^{in}\|_X + \|yu_s^{in}\|_{L^2} \leq C_1 \nu^{3/4 + 2\mu}. \]  
(3.15)

**Proof of the Bootstrap Step.** By Duhamel’s formula we have
\[ \tilde{\omega}(t) = e^{t\mathcal{L}}\tilde{\omega}^{in} - e^{t\mathcal{L}}\int_0^t e^{-\tau\mathcal{L}}\mathcal{P}_{\neq}(u \cdot \nabla \omega)(\tau)\,d\tau, \]
and hence
\[ \|\tilde{\omega}(t)\|_X \leq C_0 \|\omega^{in}\|_X + C_0 \int_0^t e^{\varepsilon_0 \lambda_\nu \tau} \|\mathcal{P}_{\neq}(u \cdot \nabla \omega)(\tau)\|_X \,d\tau. \]

To conclude the proof it thus suffices to show that for \( T_\nu := \kappa_0^{-1}\lambda_\nu^{-1} \) we have
\[ \left\| \int_0^{T_\nu} e^{\varepsilon_0 \lambda_\nu \tau} \|\mathcal{P}_{\neq}(u \cdot \nabla \omega)(\tau)\|_X \,d\tau \right\| \leq \|\tilde{\omega}^{in}\|_X. \]
In fact, we will prove the stronger bound
\[ \left\| \int_0^{T_\nu} e^{\varepsilon_0 \lambda_\nu \tau} \|\mathcal{P}_{\neq}(u \cdot \nabla \omega)(\tau)\|_X \,d\tau \right\| \leq C \nu^{\mu} \|\tilde{\omega}^{in}\|_X, \]  
(3.16)
where \( \mu > 0 \) and \( C > 0 \) is a constant independent of \( \nu \) (but depending on \( \varepsilon_0, \mu \) and other small, but fixed parameters \( 0 < \delta, \theta \ll 1 \)). Since we have the freedom to choose \( \nu \) small enough this gives the claim.

Towards this end, we note the crude estimate
\[ \|y^a \mathcal{P}_{\neq}(u \cdot \nabla \omega)\|_{L^2} \leq \|y^a \mathcal{P}_{\neq}(u \cdot \nabla \omega)\|_{L^2} + \|y^a \tilde{u} \cdot \nabla \omega\|_{L^2}, \quad a \in \{0, 1\}. \]
In the remainder of this proof we give the relevant estimates term by term, making frequent use of the bounds stated in (3.9).

**\( L^2 \) estimates.** Recall from the interpolation inequality (3.4) that there exists \( C_\delta > 0 \) such that for \( 0 < \delta \ll 1 \) we have
\[ \|\tilde{u}\|_{L^\infty} \leq C_\delta \|\tilde{\omega}\|_{L^2}^{1-\delta} \|\nabla \tilde{\omega}\|_{L^2}^\delta. \]
We then use Hölder inequality with \( p := \frac{2}{1-\delta} \), (3.5), (3.9) and (3.13), to conclude
\[ \int_0^{T_\nu} e^{\varepsilon_0 \lambda_\nu \tau} \|\tilde{u} \cdot \nabla \omega\|_{L^2} \,d\tau \leq C_\delta \int_0^{T_\nu} e^{\varepsilon_0 \lambda_\nu \tau} \|\tilde{\omega}\|_{L^2}^{1-\delta} \|\nabla \tilde{\omega}\|_{L^2}^\delta \|\nabla \omega\|_{L^2} \,d\tau \]
\[ \leq C_\delta \left( \int_0^{T_\nu} e^{\varepsilon_0 \lambda_\nu \tau} \|\tilde{\omega}\|_{L^2}^2 \,d\tau \right)^{1/p} \left( \int_0^{T_\nu} \|\nabla \omega\|_{L^2}^2 \,d\tau \right)^{2/p} \left( \int_0^{T_\nu} \|\tilde{\omega}\|_{L^2} \,d\tau \right)^{2/p} \]
\[ \leq C_\delta \nu^{-\frac{(1+\delta)/2}{p}} \|\tilde{\omega}^{in}\|_X \|\omega^{in}\|_{L^2} \left( \int_0^{T_\nu} e^{\varepsilon_0 (p-2) \lambda_\nu \tau} \,d\tau \right)^{1/p} \]
\[ \leq C_\delta^{3/2} \nu^{-\frac{(1+\delta)/2}{p}} \|\tilde{\omega}^{in}\|_X \|\omega^{in}\|_{L^2} \lambda_\nu^{-\frac{(1-\delta)/2}{p}} \]
\[ = C_\delta^{3/2} \nu^{-\frac{(3+\delta)/4}{p}} \|\tilde{\omega}^{in}\|_X. \]  
(3.17)
Hence it suffices to choose \( \delta = \mu \) and use (3.15) to obtain the desired estimate
\[
\int_0^{T_\nu} e^{\varepsilon_0 \lambda \tau} \| \tilde{u} \cdot \nabla \omega \|_{L^2} \, d\tau \leq C \nu^\mu \| \tilde{\omega}^{in} \|_X. \tag{3.18}
\]
On the other hand, for the second bilinear term we notice that by the interpolation inequality (3.3) we have
\[
\| u_s \|_{L^\infty} = \| u_s \|_{L^\infty_0} = \| \partial_y \|^{-2} \| \omega_s \|_{L^\infty_0} \leq C \| \omega_s \|^{1/2}_{H^{-1}_y} \| \omega_s \|^{1/2}_{L^2_y},
\]
so that
\[
\int_0^{T_\nu} e^{\varepsilon_0 \lambda \tau} \| u_s \partial_y \tilde{\omega} \|_{L^2} \, d\tau \leq \int_0^{T_\nu} e^{\varepsilon_0 \lambda \tau} \| u_s \|_{L^\infty} \| \nabla \tilde{\omega} \|_{L^2} \, d\tau \leq C \sup_{0 \leq \tau \leq T_\nu} \left( \| \omega_s \|^{1/2}_{H^{-1}_y} \| \omega_s \|^{1/2}_{L^2_y} \right) \left( \int_0^{T_\nu} e^{2\varepsilon_0 \lambda \tau} \, d\tau \right)^{1/2} \nu^{-1/2} \| \tilde{\omega}^{in} \|_{L^2} \tag{3.19}
\]
\[
\leq C \nu^{-1/2} \lambda^{-1/2} \| u_s \|^{1/2}_{L^\infty} \| \omega^{in} \|^{1/2}_{L^2} \| \tilde{\omega}^{in} \|_{L^2} \leq C \nu^{-3/4} \left( 1 + |\log \nu| \right)^{1/2} \| u_s \|^{1/2}_{L^\infty} \| \omega^{in} \|^{1/2}_{L^2} \| \tilde{\omega}^{in} \|_{L^2}.
\]
Appealing to (3.9) and (3.15), we obtain the desired estimate
\[
\int_0^{T_\nu} e^{\varepsilon_0 \lambda \tau} \| u_s \partial_y \tilde{\omega} \|_{L^2} \, d\tau \leq C \nu^\mu \| \tilde{\omega}^{in} \|_X, \tag{3.20}
\]
completing the first part of the argument.

**Weight \( y \) in \( L^2 \).** As above in (3.17) and (3.19), we prove separately the bounds involving \( \tilde{u} \) and \( u_s \). We make again use of (3.10) and (3.11), and arrive at the analogous of (3.12), namely
\[
\| y \tilde{u} \cdot \nabla \omega \|_{L^2} \leq C_{\theta}^2 \| \tilde{y} \omega \|_{L^2} \| \nabla \omega \|^{1-\theta}_{L^2} \| D^2 \omega \|^{\theta}_{L^2} + 3 \| \tilde{\omega} \|_{L^2} \| \nabla \omega \|_{L^2}.
\]
It follows that
\[
\int_0^{T_\nu} e^{\varepsilon_0 \lambda \tau} \| y \tilde{u} \cdot \nabla \omega \|_{L^2} \, d\tau \leq C_{\theta}^2 \int_0^{T_\nu} e^{\varepsilon_0 \lambda \tau} \left( \| \tilde{y} \omega \|_{L^2} \| \nabla \omega \|^{1-\theta}_{L^2} \| D^2 \omega \|^{\theta}_{L^2} + \| \tilde{\omega} \|_{L^2} \| \nabla \omega \|_{L^2} \right) \, d\tau.
\]
Now, the second term can be estimated as in (3.17), obtaining
\[
\int_0^{T_\nu} e^{\varepsilon_0 \lambda \tau} \| \tilde{\omega} \|_{L^2} \| \nabla \omega \|_{L^2} \, d\tau \leq C \left( \int_0^{T_\nu} e^{2\varepsilon_0 \lambda \tau} \| \tilde{\omega} \|^{2}_{L^2} \, d\tau \right)^{1/2} \left( \int_0^{T_\nu} \| \nabla \omega \|^{2}_{L^2} \, d\tau \right)^{1/2}
\]
\[
\leq C \left( \int_0^{T_\nu} \| \tilde{\omega} \|^{2}_{X_x} \, d\tau \right)^{1/2} \left( \nu^{-1} \| \omega^{in} \|^{2}_{L^2} \right)^{1/2}
\]
\[
\leq C \nu^{-3/4} \left( 1 + |\log \nu| \right)^{1/2} \| \tilde{\omega}^{in} \|_{X} \| \omega^{in} \|_{L^2}.
\]
while the first term is handled as
\[
\int_0^{T_\nu} e^{\varepsilon_0 \lambda \tau} \| y \tilde{\omega} \|_{L^2} \| \nabla \omega \|^{1-\theta}_{L^2} \| D^2 \omega \|^{\theta}_{L^2} \, d\tau
\]
\[
\leq C_{\theta}^2 \left( \int_0^{T_\nu} e^{2\varepsilon_0 \lambda \tau} \| y \tilde{\omega} \|^{2}_{L^2} \, d\tau \right)^{\frac{1}{2}} \left( \int_0^{T_\nu} \| \nabla \omega \|^{2}_{L^2} \, d\tau \right)^{1-\theta} \left( \int_0^{T_\nu} \| D^2 \omega \|^{2}_{L^2} \, d\tau \right)^{\theta}
\]
\[
\leq C_{\theta}^2 \nu^{-3/4+\mu}(1 + |\log \nu|)^{1/2} \| \omega^{in} \|^{1-\theta}_{L^2} \| \tilde{\omega}^{in} \|_{X},
\]
where in the last step we used the energy estimates (3.5) and the bound (3.9) for second order derivatives. Choosing \( \theta = \frac{4\mu}{4\mu + 3} \), using (3.15), and adding the above two estimates implies that
\[
\int_0^{T_\nu} e^{\varepsilon_0 \lambda \tau} \| y \tilde{u} \cdot \nabla \omega \|_{L^2} \, d\tau \leq C \nu^\mu \| \tilde{\omega}^{in} \|_X. \tag{3.21}
\]
Finally, for the term with $y(y_s \partial_x \tilde{\omega})$ we proceed as follows: By (3.9), under our assumption on the initial data (3.15) we have the bound

$$\|y u_s\|_{L^\infty} \leq C \|y u_s\|_{L^2_y}^{1/2} \|y u_s\|_{H^1_y}^{1/2} \leq C \left( \|y u_s\|_{L^2_y}^{1/2} \left( \|y \omega_s\|_{L^2_y}^{1/2} + \|u_s\|_{L^2_y}^{1/2} \right) \right) \leq C \nu^{3/4 + 2\mu}.$$

Hence

$$\int_0^{T_\nu} e^{\delta_0 \lambda \nu^{-1}} \|y u_s \partial_x \tilde{\omega}\|_{L^2} \, d\tau \leq \int_0^{T_\nu} e^{\delta_0 \lambda \nu^{-1}} \|y u_s\|_{L^\infty} \|\nabla \tilde{\omega}\|_{L^2} \, d\tau \leq C \nu^{3/4 + 2\mu} \left( \int_0^{T_\nu} e^{2\delta_0 \lambda \nu^{-1}} \, d\tau \right)^{1/2} \nu^{-1/2} \left\| \tilde{\omega}^{in} \right\|_{L^2} \leq C \nu^{1/4 + 2\mu} \lambda^{-1/2} \left\| \tilde{\omega}^{in} \right\|_{L^2} = C \nu^{2\mu} (1 + |\log \nu|)^{1/2} \left\| \tilde{\omega}^{in} \right\|_{L^2}.$$

Collecting (3.18), (3.20), (3.21) and (3.22), we deduce (3.16), therefore concluding the proof.

\[\Box\]
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