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Abstract. Machine translation is an important field in machine learning. In recent years, the way to improve the effect of machine translation through attention mechanism has been well introduced and developed, and has become an important research part in machine translation. However, how to use the attention mechanism to ensure the translation speed and accuracy at the same time has also become an important problem for researchers to solve. In this article, we will introduce the development process of attention mechanism in the field of machine translation, and introduce in detail the algorithm changes of four papers on the development of Attention in Machine translation. Through the analysis of their experimental data, the development level of attention mechanism in the field of machine translation is shown.

1. Introduction

In recent years, machine translation has developed rapidly and has been widely used. For example, Yelp uses machine translation to translate comments into languages that can be understood by readers[1], and many online translation sites such as Google[2] and Microsoft Bing[3] use machine translation for faster translation.

Traditional statistical machine translation divides long sentences into small blocks[4], which leads to its higher inaccuracy. To solve such problem, neural machine translation was introduced [5] and widely adopted [2][3]. Due to the strong modeling ability of neural networks, neural machine translation has achieved some better performance than traditional machine translation algorithms[6][7][8]. However, conventional NMT based on encoder-decoder models encodes sentences into fixed vectors [9], which limited the ability of translation of long sentences[10]. Therefore, attention mechanism was introduced into neural machine translation.

Bahdanau el al. [11] firstly introduced the concept of attention into machine translation for the first time. They added a layer of attention mechanism to the existing encoder-decoder model, while learning joint alignment and translation, so that part of the input related to the original sentence is automatically selected during prediction.

Luong and Pham studied the NMT architecture based on attention mechanism, and proposed global attention and local attention to further expand the calculation[12].

Lacking of parallelization is a significant disadvantage of RNN structures. Researchers made series of studies of the combination of attention mechanism and CNN [13]. Yin el al. for instance, proposed three ways to use the attention mechanism in CNN, and realized parallel computing. And Bradbury[14] and Kalchbrenner [15] also combine attention mechanism with CNN in there application. However, none of these attempts proved to be improvements to the existing technology on the basis of large benchmark data sets [16].
Facebook proposed a fully convoluted model combined with attention mechanism for sequence learning [16] and verified their model on large datasets. Experiments show that their algorithm performs better than attention mechanisms with RNN. Moreover, their model is easier to find the composition of sequences and is easier to optimize and accelerate.

CNN has a high computational complexity in building long-range dependencies. Google proposed an algorithm which only makes use of the attention mechanism[17]. Their model not only achieved higher BLEU[18], but also accelerated and simplified parallel training.

In this paper, we summarize a series of classical methods which improved the joint probability of attention mechanism in machine translation, analyze their advantages and disadvantages respectively, and show their performance by comparing their experimental results respectively.

2. Improvement of Attention Mechanism

In this section, we will discuss the improvement of the calculation of the attention mechanism, which makes the attention mechanism improve the joint probability in the neural machine translation model:

$$p(y_1, ..., y_T'|x_1, ..., x_T) = \prod_{t=1}^{T'} p(y_t|y_1, ..., y_{t-1})$$

Where $x_1, ..., x_T$ are input sequences, $y_1, ..., y_T'$ are corresponding output sequences.[19]

These changes in machine translation mainly go through the process of initial introduction, algorithm expansion, combination with CNN, independent use, etc. We will introduce them below.

2.1. Learning to Align and Translate

When attention was introduced, Dzmitry Bahdanau and Kyung Hyun CHO defined each conditional probability in RNN as a different context vector $c_i$ for each target word $y_i$ based on the structure of [10][20]. The $c_i$ is calculated as a weighted sum of the annotation sequences $h_i$ to which the encoder maps the input sentence

$$c_i = \sum_{j=1}^{T_X} \alpha_{ij} h_j$$

$$\alpha_{ij} = \frac{\exp(e_{ij})}{\sum_{k=1}^{T_X} \exp(e_{ik})}$$

Where $e_{ij} = a^T (s_i, h_j)$ is an alignment model linking each word in the target language and the source language.

This new context vector $c_i$, unlike the fixed context vector in the ordinary seq2seq, only needs to consider the more important part of the current decoding. This improvement makes the model not only not need to encode the sentence into a fixed-length sentence, but also focus on the information related to the next target word, thus greatly improving the processing ability of the model for long sentences.

2.2. Local attention and Globe attention

Minh - Thang Luong et al have proposed two models of NMT architecture based on attention mechanism. Their main difference lies in the range of positions contained in the context vector $c_i$.

The approach in Globe is the same as the idea of Attention proposed in the previous paper, which deals with all words in the source language. But when calculating the value of Attention matrix, they propose several simple extended calculations.

In Local model, the author first predicts the position $PT$ of the source language end to be aligned at the current decoding according to a prediction function.

$$p_t = t$$

$$p_t = S \cdot \text{sigmoid}(v_j^T \tanh(W_p h_t))$$

Then, only the words in the window $[p_t-D, p_t+D]$ are considered.
When calculating the weight, the author multiplies a Gaussian distribution to reduce the influence of the distant position.

$$\alpha_t = \text{align}(h_t, \bar{h}_s) \exp\left(-\frac{(s - p_t)^2}{2\sigma^2}\right)$$

(6)

The paper provides different attention calculations for different situations and improves the effect of attention application.

2.3. ConvS2S

Wen Peng Yin, Hin Rich Schutze and others proposed three methods of using attentiveness in CNN, respectively trying to add attentiveness mechanism to the two methods of pre-convolution, pooling and merging. They provide us with the idea of applying the Attention mechanism to CNN.

Facebook proposes a fully convoluted sequence-to-sequence model. At each layer of the decoder, attention mechanism is used and the result is input to the next convolution layer. The principle is similar to that of the traditional attention, the attention weight is determined by the output part before the current output of the decoder, the output of the encoder is weighted by the weight, and the obtained $c_i$ and $h_i$ are added to form a new $h_i$.

The success of this application proves the effect of Attention on CNN and shows the development potential of the combination of Attention and CNN.

2.4. Transformer model

The transformer model proposed by Noam Sha Zeer and Niki Parmar et al. has the following structure:

Figure 1. The Transformer-model architecture
They proposed and used multi-head attention:

$$\text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h)W^o$$  \hspace{1cm} (7)

where $\text{head}_i = \text{Attention}(QW^Q_i, KW^K_i, VW^V_i)$  \hspace{1cm} (8)

and apply a multi-head attention model of self-interest between that beginning of the encode and each layer of the decoder. The model utilizes the sequence order by position coding.

This model presents the first completely attention-based sequence transformation model, showing the feasibility of attention mechanism in the future.

3. Experimental results

In this section, we compared these different experimental results and analyzed the reasons of them.

3.1. BLEU and Perplexity

In these experiments, we choose the evaluation results of BLEU and Perplexity (PPL) as the comparison index to analyze the above algorithm results.

BLEU is an efficient, low-cost and language-independent translation evaluation method proposed by Kishore Papineni et al [21]. It has a great correlation with the human evaluation, which makes bleu more meaningful for reference. PPL is an index derived from information theory and used to evaluate the quality of a probability distribution prediction result. It can be used to evaluate language probability model in machine translation [22].

3.2. Evaluation results

Table 1. Performances of different algorithms on WMT 2014, in terms of BLEU and PPL

| MODEL | BLEU | PPL |
|-------|------|-----|
| LEARNING TO ALIGN AND TRANSLATE | | |
| RNNencdec-30 | 24.19 | EN-FR |
| RNNsearch-30 | 31.44 | EN-GE |
| RNNencdec-50 | 26.71 | |
| RNNsearch-50 | 34.16 | |
| LOCAL ATTENTION | | |
| Base+reverse+dropout | 14.0 | 8.1 |
| Base+reverse+dropout +local | 19.0 | 5.9 |
| Base+reverse+dropout+local+feed | 20.9 | |
| GLOBE ATTENTION | | |
| Base+reverse+dropout+globe | 16.8 | 7.3 |
| Base+reverse+dropout+globe+feed | 18.1 | 6.4 |
| CONVS2S | | |
| (base model) | 38.1 | 27.3 |
| (big model) | 41.0 | 28.4 |

Table 2. Performances of different algorithms on the WMT 15 and WMT 16, in terms of BLEU and PPL

| MODEL | ON THE WMT 15 | ON THE WMT 16 |
|-------|---------------|---------------|
| | BLEU | PPL | BLEU | PPL |
| | EN-FR | GE-EN | EN-RO |
| GLOBE ATTENTION | | | |
| Base (reverse) | 16.9 | 14.3 | |
| +global (location) | 19.1 | 12.7 | |
| +global (location)+feed | 20.1 | 10.9 | |
| +global (dot)+drop+feed | 22.8 | 9.7 | |
| +global (dot)+drop+feed +unk | 24.9 | | |
| CONVS2S | | | Words 80K |
| BPE 40K | 29.45 | | 30.02 |
In the table 1 and 2, RNNencdec is RNN Encoder-Decoder[20], and RNNsearch is a model proposed by Bahdanau et al. Where 30 and 50 are the largest numbers of words in the translated sentence. Table 1 shows that RNNsearch has a higher BLEU score, especially in dealing with long sentences. Because it is no longer limited by fixed vectors, its translation results are smoother and more accurate.

In the table 1 for local and global attention, Base+reverse+dropout refers to the basic model added by the two attention mechanisms, where Base refers to a vanilla Sequence to Sequence Learning without an attention mechanism. Feed is an inputfeeding approach to take the past alignment information into account. Although these two methods are not significantly improved in bleu and ppl compared with other attention mechanisms, we think they still have great significance because they tell us how to expand the calculation method of attention and the local attention method.

ConvS2S has a significantly higher bleu score than RNN. This is because the multi-hop attention it uses has an attention mechanism for each convolution layer, so that when the model gets the next attention, it can also take into account the words that have already been noticed before. It is the key to improve the effect of the model.

For Transformer Model, we have chosen two models. Big model is obtained by base model by changing the number of decoder layers, dimension and drop speed. From the indicator display, the translation effect of Transformer Model is almost as good as or even better than convolution architecture. This confirms the broader potential of the attention mechanism.

3.3. Sample translations

In this section, we have selected two sample translations from two papers. Through this intuitive way, we showed the attention mechanism to improve the accuracy and smoothness of machine translation, as well as its advantages in long sentence translation.

In Table 3, best model refers to the model in [12] that performs best among various global attention and local attention, and base refers to the basic model without Attention mechanism.

Table 3. English-French[11] form Learning to Align and Translate model

| SOURCE | In a press conference on Thursday, Mr Blair stated that there was nothing in this video that might constitute a "reasonable motive" that could lead to criminal charges being brought against the mayor. |
| REFERENCE | En conférence de presse, jeudi, M.Blair a affirmé qu’il n’y avait rien dans cette vidéo qui puisse constituer des” motifs raisonnables” pouvant mener au dépôt d’une accusation criminelle contre le maire. |
| RNNENC-50 | Lors de la conférence de presse de jeudi, M. Blair a dit qu’il n’y avait rien dans cette vidéo qui pourrait constituer une “motivation raisonnable” pouvant entraîner des accusations criminelles portées contre le maire. |
| RNNSEARCH-50 | Lors d’une conférence de presse jeudi, M.Blair a déclaré qu’il n’y avait rien dans cette vidéo qui pourrait constituer un "motif raisonnable” qui pourrait conduire à des accusations criminelles contre le maire. |

Table 4. English-German [12] the best and base model from globe attention

| SOURCE | “We’re pleased the FAA recognizes that an enjoyable passenger experience is not incompatible with safety and security”, said Roger Dow, CEO of the U.S. Travel Association. |
| REFERENCE | “Wir freuen uns, dass die FAA erkennt, dass ein angenehmes Passagiererlebnis nicht im Widerspruch zur Sicherheit steht”, sagte Roger Dow, CEO der U.S. Travel Association. |
| BEST MODEL | “Wir freuen uns, dass die FAA anerkennt, dass ein angenehmes ist nicht mit Sicherheit und Sicherheit unvereinbar ist”, sagte Roger Dow, CEO der US - die. |
| BASE | “Wir freuen uns über die <unk>, dass ein <unk> <unk> mit Sicherheit nicht vereinbar ist mit Sicherheit und Sicherheit”, sagte Roger Cameron, CEO der US - <unk>. |
4. Conclusion
Nowadays, in an era when artificial intelligence is more and more powerful, machine translation is one of the important sub-fields. How to improve the translation speed while keeping the accuracy of translation is the basic problem that the researchers of machine translation mainly consider.

In this paper, we introduce the development process of attention mechanism in the field of machine translation, and introduce four kinds of research in detail, and compare their experimental results to show the development trend of attention mechanism in the field of machine translation. In addition, reasonably expanding the -machine translation and how to optimize the calculation method of the weight in the attention mechanism have become an important direction to tap the potential of the attention mechanism.
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