Fundamental limits to helical edge conductivity due to spin-phonon scattering
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We study the effect of electron-phonon interactions on the electrical conductance of a helical edge state of a two-dimensional topological insulator. We show that the edge deformation caused by bulk acoustic phonons modifies the spin texture of the edge state, and that the resulting spin-phonon coupling leads to inelastic backscattering which makes the transport diffusive. Using a semiclassical Boltzmann equation we compute the electrical conductivity and show that it exhibits a metallic Bloch-Grüneisen law. At temperatures on the order of the Debye temperature of the host material, spin-phonon scattering thus lowers the conductivity of the edge state drastically. Transport remains ballistic only for short enough edges, and in this case the correction to the quantized conductance vanishes as \( \delta G \propto T^2 \) at low temperatures. Relying only on parallel transport of the helical spin texture along the deformed edge, the coupling strength is determined by the host material’s density and sound velocity. Our results impose fundamental limits for the finite-temperature conductivity of a helical edge channel.

The one-dimensional edge channels of two-dimensional topological insulators (2D TIs) have been studied in detail both theoretically and experimentally \([1, 2]\) ever since their experimental discovery ten years ago \([3]\). If the system is time-reversal invariant, electronic transport in these edge channels differs markedly from transport in conventional one-dimensional quantum systems \([4]\). The reason is Kramers theorem, which prohibits elastic backscattering between counterpropagating spin-1/2 electrons in 2D TIs. As a consequence, the zero-bias conductance at zero temperature remains quantized even if the system is subject to disorder or interactions. To a certain extent, this has been confirmed by experiments, which have measured a conductance close to the predicted value of \( G_0 = e^2/h \) in short edge channels \([5–8]\).

Nevertheless, Kramers theorem does not impede transitions between counterpropagating electrons with different energies, i.e., inelastic backscattering. The latter always requires interactions, such as for instance electron-electron \([9–16]\), or electron-phonon interactions \([17, 18]\). Over the past years, various scattering mechanisms have been proposed and each has been shown to cause a temperature-dependent correction to the edge conductance at finite temperature \( T \) or finite voltages \( V \), such that in general the conductance of a single edge is reduced to \( G(T, V) = G_0 - \delta G(T, V) \).

Nevertheless, even at finite energies it remains true that the backscattering mechanisms which are most detrimental for the conductance of conventional 1D systems have a weaker effect in topological insulator edge channels. The reason is that, in addition to interactions, inelastic backscattering in edge channels requires a way to flip an electron’s spin. There are various possibilities to flip spins even in a time-reversal invariant system, for instance Rashba spin-orbit coupling \([13, 19–23]\), which breaks the axial spin symmetry globally, or local spin-flipping perturbations such as Rashba scatterers \([14]\), Kondo impurities \([11, 12, 24]\), or charge puddles \([16]\).

In this paper, we will revisit the problem of electron-phonon scattering in a helical system and we will argue that electron-phonon coupling is a more important scattering mechanism than previously thought. This has two reasons: first, we will show that the lattice deformations caused by phonons, in tandem with the helical spin texture of the electrons, give rise to “spin-phonon” coupling. This coupling between the electrons’ spins and the phonons alone can lead to backscattering, even without additional spin-flipping mechanisms such as impurities or Rashba spin-orbit coupling.

Moreover, we show that the coupling to transverse phonons is essential. Whereas the electrons propagate in one-dimensional edge channels, the phonons exist in a three-dimensional crystal. Scattering with longitudinal phonons is kinematically suppressed because of the large difference between the sound velocity of acoustic phonons and the Fermi velocity of electrons. This problem is avoided for transverse phonons because the lattice vibrations perpendicular to the edge also carry elastic energy.

The structure of this paper is as follows. After motivating the existence of a spin-phonon coupling term from symmetry considerations, we will derive this term by using parallel transport of the electronic Dirac spectrum along a one-dimensional edge deformed by a phonon. For a short edge, we find a correction to the quantized conductance \( \delta G(T) \) which exceeds previously known corrections originating from the interplay of Rashba impurities and scattering with longitudinal phonons \([17]\). We will then move on to study the limit of long edges, where transport becomes diffusive due to spin-phonon coupling. We will calculate the resistivity of the edge state as a function of temperature using the Boltzmann equation and find that its temperature-dependence is given by a Bloch-Grüneisen law.

We would like to point out that spin-phonon coupling...
FIG. 1. (a) A two-dimensional topological insulator in a semi-conductor heterostructure, where we assume the spin quantization axis to be along the growth direction (z direction). The electrons form a helical channel along the y axis, where opposite spins propagate in opposite directions. (b) Due to spin momentum locking, small deformations of the edge lead to a position-dependent spin texture.

makes the edge transport diffusive even in an “ideal” helical edge state which is free of impurities, Rashba spin-orbit coupling and electron-electron interactions. Since all these effects would only increase backscattering, our results provide a minimum resistivity for a helical edge channel at finite temperatures. Moreover, being independent of microscopic details, they are valid for all realizations of two-dimensional topological insulators. In particular, we expect this type of scattering to be a hindrance for potential low-dissipation electronic applications of 2D TIs. The required room-temperature 2D TIs have been proposed in several materials [25–28], and have come a step closer with recent experiments on bismuthene [8].

To illustrate the main concepts, we begin by constructing a spin-phonon coupling Hamiltonian based solely on symmetry arguments. Consider the following toy Hamiltonian which couples the spins of the electrons to phonons,

\[ H_1 = \sum_{k,q} q \left[ c_{k+q,\uparrow}^\dagger c_{k,\uparrow} (a_{q,\uparrow} - a_{q}) + \text{h.c.} \right] , \]

where \( q \) and \( k \) denote electron and phonon momenta. We define the anti-unitary time-reversal operator \( \Theta \) to have the usual effect on the fermionic annihilation operators, \( \Theta c_{k,\sigma} \Theta^{-1} = c_{-k,\bar{\sigma}} \) and \( \Theta a_{k,\sigma} \Theta^{-1} = -a_{-k,\sigma} \). The minus sign in the last equation ensures that \( \Theta^2 = -1 \) when acting on a state with an odd number of fermions. For the phonons time-reversal merely flips the momentum, \( \Theta a_{q} \Theta^{-1} = a_{-q} \). Hamiltonian (1) is time reversal invariant, \( [H_1, \Theta] = 0 \), and it can cause inelastic backscattering between edge electrons. In a system with cylindrical symmetry, it can be regarded as a process in which electrons change their momentum and flip their spin by absorbing or emitting a phonon with angular momentum \( \pm \hbar \) and linear momentum \( q \) [29, 30].

To see how an electron-phonon coupling term with the structure (1) can emerge in a topological insulator edge state, we consider a 3D heterostructure grown along the z direction as shown in Fig. 1. Its surface hosts a translationally invariant clean 1D helical edge channel in the y direction. Moreover, we assume that the spin quantization axis is along the growth direction. Hence, we consider mainly systems where the axial spin symmetry is not broken, but below we also comment briefly on the case when it is broken due to, e.g., bulk inversion asymmetry. The edge channel resides between the bulk of the 2D TI material \( (x < 0) \) and vacuum \( (x > 0) \). The kinetic energy of the helical edge electrons is given by the following Hamiltonian: [4]

\[ H_{el} = v_F \int dy \, \Psi^\dagger(y) \sigma_z \hat{p}_y \Psi(y) . \]

Here, \( \hat{p}_y = -i\hbar \partial_y \) denotes the momentum operator along the y direction, \( v_F \) is the Fermi velocity, and \( \sigma_z \) is a Pauli matrix in spin space. Moreover, \( \Psi = (\psi_\uparrow, \psi_\downarrow)^T \) are spinors where \( \psi_{\uparrow(\downarrow)} \) annihilates a right (left) moving spin-up (spin-down) electron.

Next, we consider a static deformation of the edge channel due to a displacement of the crystal ions from their equilibrium positions as shown in Fig. 1. For small long-wavelength distortions, spin-momentum locking imposes that the spins will remain perpendicular to the local propagation direction of the electrons. In Fig. 1, the spin will thus acquire a component along the y direction. To model this process mathematically, we consider first the effect of a rotation by an angle \( \phi_x \) about the x axis on the edge electrons. For the spin, this corresponds to the unitary transformation \( U(\phi_x) = \exp(i\phi_x \sigma_x/2) \), which for an infinitesimal rotation yields then \( \sigma'_z = U(\phi_x) \sigma_z U(\phi_x) \approx \sigma_z - \phi_x \sigma_y \). The momentum operator transforms as \( \hat{p}'_y \approx \hat{p}_y - \phi_x \hat{p}_z \). If we allow for a slow position dependence of the rotation angle \( \phi_x(y) \), we thus find,

\[ \sigma_z \hat{p}_y \rightarrow \sigma_z \hat{p}_y - \phi_x(y) \sigma_y \hat{p}_y - \phi_x(y) \sigma_z \hat{p}_z . \]

The second term represents the position-dependent tilting of the spin quantization axis and contains \( \sigma_y \), which is off-diagonal in spin space and causes spin flips. The third term represents the transformation of the momentum operator and is proportional to \( \hat{p}_z \). Since this term is diagonal in spin space, it does not contribute significantly to backscattering effects and will from now on be discarded.

In order to make the static rotational deformation field \( \phi_x(y) \) dynamical, we quantize it in terms of phonons. The ionic displacement field \( u(r) \) is related to the rotational field (also known as vorticity field) by \( \phi = \frac{1}{2} (\nabla \times u) \) [29, 31]. By taking the curl of the quantized displacement field \( u(r) \) we thus end up with the following quantized rotational deformation field,

\[ \phi(r) = \frac{i}{\sqrt{\Omega}} \sum_{q,\lambda} \sqrt{\frac{\hbar}{8\rho \omega(q)}} (q \times \xi_{q,\lambda}) c_{q,\lambda} a_{q,\lambda} + a_{q,\lambda}^\dagger , \]

where \( \rho \) is the mass density of the crystal, and \( \xi_{q,\lambda} \) is the transverse polarization vector of a phonon of momentum
q and polarization \( \lambda \in \{1, 2\} \), which satisfies \( \xi^\lambda_\varphi \cdot q = 0 \). Without loss of generality, we assume the polarization vectors to be real, so \( \xi^\lambda_\varphi = \xi^\lambda_{-\varphi} \). Finally, \( \Omega \) is the volume of the topological insulator. The phonon Hamiltonian is

\[
H_{\text{ph}} = \sum_{q,\lambda} \hbar \omega(q) a^\dagger_{q,\lambda} a_{q,\lambda}.
\]

We consider only acoustic phonons with linear dispersion \( \omega(q) = c_s |q| \) determined by the sound velocity \( c_s \).

As a consequence of edge deformation, the Hamiltonian of the helical edge states thus changes as \( H_{\text{el}} \rightarrow H_{\text{el}} + H_{\text{sp-ph}} \), where the additional term is the following spin-phonon Hamiltonian,

\[
H_{\text{sp-ph}} = -\frac{v_F}{2} \int dy \phi_x(y) \Psi^\dagger(y) \Psi(y) + \text{h.c.} \quad (5)
\]

where we used \( \phi_x(y) \equiv \phi_x(x = 0, y) \) because the phonon wavelength is large compared to the penetration depth of the electronic surface states into the bulk. The Hamiltonian \( (5) \) describes spin flips of the electrons caused by inelastic scattering with transversal phonons. Since the rotational deformation field is time reversal invariant, the inelastic scattering with transversal phonons. Since the rotational deformation field is time reversal invariant, the same holds true for the spin-phonon Hamiltonian. In Fourier space, Eq. (5) writes as:

\[
H_{\text{sp-ph}} = -\frac{v_F}{\sqrt{15}} \sum_{k, q, \lambda} V^\lambda_q (2k + q_y) \times (c^\dagger_{k+q_1,\sigma} c_{k,\sigma} - c^\dagger_{k+q_1,\sigma} c_{k,\sigma}) (a_{q,\lambda} + a^\dagger_{-q,\lambda}).
\]

where \( c_{k,\sigma} = L^{-1/2} \sum_{q} e^{-i k q} \psi_{\sigma}(y) \) and \( L \) is the edge length. Here, \( q = (q_x, q_y) \) denotes the phonon momentum and \( k \) is the edge electron momentum along the \( y \) direction. The scattering potential \( V^\lambda_q(k) = [2\hbar^{-1} \mu \omega(q)]^{-1/2} \sum_{q} (q \cdot \xi^\lambda_q \cdot e_{z}) \) depends only on material parameters like the mass density and the sound velocity. It can be shown that \( H_{\text{sp-ph}} \) is time-reversal invariant.

We would like to stress that this spin-phonon coupling mechanism is generic in the sense that it emerges as a consequence of spin-momentum locking in a deformed edge state. Such deformations are generated by phonons and will thus always be present at finite temperatures, even in clean samples. Moreover, the spin flips are brought about by the deformation of the edge itself.

If axial spin symmetry is broken, e.g., due to bulk or structural inversion asymmetry, the spin will generally not point along the growth direction as shown in Fig. 1 [1, 4, 13, 22, 23, 32]. However, even in this case, the interplay of the helical spin texture with deformations due to phonons will give rise to the same spin-phonon coupling mechanism albeit with different phonon boundary conditions. Finally, let us point out that a similar spin-phonon scattering mechanism due to flexural phonons is known in graphene quantum dots [33–36].

In the following, we will investigate how \( H_{\text{sp-ph}} \) affects the zero-bias conductance of the edge at finite temperatures. The full system Hamiltonian for small deformations reads

\[
H = H_{\text{el}} + H_{\text{ph}} + H_{\text{sp-ph}}, \quad (6)
\]

where \( H_{\text{sp-ph}} \) will be treated as the perturbation using the Kubo formula for short edges and the Boltzmann equation for long edges.

**Conductance of short edges:** We start by considering a short helical edge channel connected to two electron reservoirs with equal temperature \( T \) but different chemical potentials \( \mu_R = \mu - e V/2 \) and \( \mu_L = \mu + e V/2 \) respectively. In the absence of backscattering, the right-moving (left-moving) helical electrons remain in equilibrium with the left (right) reservoir throughout the entire sample. If backscattering is weak and the edge is short (ballistic regime), their distribution function is only slightly changed compared to the noninteracting limit [37–41]. If we consider the linear-response regime in the voltage, we can compute the backscattering conductance using the Kubo formula for conductance.

In the presence of electron-phonon scattering, the conductance is modified to \( \langle \delta I \rangle \approx G_0 V + \langle \delta I \rangle \). In the case of conserved total number of particles, we can define the backscattering current operator using the Heisenberg equation of motion as \( \delta I = e(\hat{n}_\uparrow - \hat{n}_\downarrow) = 2e [\hat{n}_\uparrow, H_{\text{sp-ph}}]/i\hbar \), where we defined the number operator \( n_\sigma = \sum_k c^\dagger_k \sigma c_k \sigma \). The average current can be expressed as follows using the Kubo formula:

\[
\langle \delta I(t) \rangle = \frac{1}{i\hbar} \int_{-\infty}^{t} dt' \langle [\delta I(t), H_{\text{sp-ph}}(t')] \rangle_0, \quad (7)
\]

where \( \langle \cdots \rangle_0 \) denotes the expectation value with respect to the unperturbed ground state and the time dependence of the operators in the interaction picture is determined by the unperturbed Hamiltonian \( H_{\text{el}} + H_{\text{ph}} \). For our Hamiltonian, \( \langle \delta I(t) \rangle \) is time-independent, and a straightforward calculation yields the backscattering co-

---

**FIG. 2.** The function \( f(\gamma, \mu/T) \) for various values of \( \gamma = v_F/c_s \).
the energy window where this process is allowed. In the linear-response limit $eV \ll T$, the temperature defines the energy difference between right-moving initial state and left-moving final state becomes large. Therefore, the Fermi distribution function they originated from, and are driven by the electric field $E = V/L$ along the edge channel created by the bias difference [38–40]. For long wires, electron transport becomes thus diffusive and the conductivity is given by Ohm’s law as $\sigma = I/E$.

We will use a semi-classical Boltzmann equation to compute the conductivity. First we expand the distribution functions of the right- and left-movers with momentum $k$ to first order in the electric field as follows:

$$n_\sigma(k) = n_{\sigma}^{(0)}(k) + \delta n_\sigma(k),$$

$$n_{\sigma}^{(0)}(k) = \left( e^{\frac{\epsilon_{\sigma}(k)}{T}} + 1 \right)^{-1},$$

where $\sigma = \uparrow, \downarrow = +, -$ labels the electron species, and $n_{\sigma}^{(0)}(k)$ denotes the equilibrium Fermi distribution at chemical potential $\mu = \hbar v_F k_F$. The helical edge dispersion relation reads $\epsilon_\sigma(k) = \hbar v_F (\sigma k - k_F)$. The correction $\delta n_\sigma(k)$ reflects the response of the electron distribution to the electric field. The edge current can be expressed in terms of these corrections,

$$I = -e v_F \sum_\sigma \int_0^\infty \frac{dk}{2\pi} \delta n_\sigma(k),$$

as the corresponding contribution to the current due to the equilibrium distributions $n^{(0)}_{\sigma}(k)$ vanishes.

The distribution functions can be determined from the linearised Boltzmann equation [42],

$$- \frac{eE}{\hbar} \partial_k n_{\sigma}^{(0)}(k) = \mathcal{I}[n_{\sigma}(k)],$$

$$\mathcal{I}[n_{\sigma}(k)] = \sum_{\lambda, \tilde{q}} \left\{ \Gamma_{\sigma \rightarrow \sigma}^{+} n_{\sigma}[1 - n_{\sigma}] - \Gamma_{\sigma \rightarrow \sigma}^{-} n_{\sigma}[1 - n_{\sigma}] + \Gamma_{\sigma \rightarrow \sigma}^{\tilde{q}} n_{\sigma}[1 - n_{\sigma}] - \Gamma_{\sigma \rightarrow \sigma}^{\tilde{q}} n_{\sigma}[1 - n_{\sigma}] \right\},$$

where $\mathcal{I}[n_{\sigma}(k)]$ is the collision integral. We defined $\tilde{\sigma} = -\sigma$ and used $n_\sigma := n_\sigma(k + q||)$. Moreover, $\Gamma_{\sigma \rightarrow \sigma}^{\tilde{q}}$ denotes the backscattering rate for electrons from spin $\sigma$ to spin $\tilde{\sigma}$ via emission (absorption) of a phonon. The transition rates are given by Fermi’s golden rule and have the usual form $\Gamma = \frac{\hbar}{k} | \langle f | H_{\sigma \rightarrow \sigma - ph} | i \rangle |^2 \delta(E_f - E_i)$. For example, for the phonon emission process $\Gamma_{\sigma \rightarrow \sigma}^{\tilde{q}}$, the initial state $|i\rangle = c_{k + q||, \sigma}^\dagger |FS; N_{q, \lambda}\rangle$ contains one electron on top of the Fermi sea and a thermal number of photons $N_{q, \lambda}$ with momentum $q$ and polarization $\lambda$. This state has an energy $E_i = \epsilon_{\sigma}(k + q||) + N_{q, \lambda} \hbar \omega(q)$. The final state $|f\rangle = c_{-k, \sigma}^\dagger |FS, N_{q, \lambda} + 1\rangle$ has the energy $E_f = \epsilon_{\sigma}(k) + (N_{q, \lambda} + 1) \hbar \omega(q)$, and contains an electron with opposite spin and the emitted photon. The other processes are defined analogously.

Assuming that the collision integral depends only weakly on energy allows us to express it in terms of a
relaxation time, $\mathcal{I}[n_\sigma(k)] = -\delta n_\sigma(k)/\tau_\sigma(k)$. Then, the Boltzmann equation (11) can be solved for the distribution functions $\delta n_\sigma(k)$, and we find the conductivity

$$\hat{\sigma}(T) = -2\frac{e^2}{h} v_F \int \frac{dk}{2\pi} \delta k f_+(0)(k) \tau_+(k).$$

Here, we defined

$$\tau_+(k) = \frac{v_F \rho}{\pi \hbar c_s \{ \Delta_5(T) + k^2 \Delta_3(T) \}},$$

$$\Delta_\alpha(T) = \left( \frac{T}{\hbar c_s} \right)^n J_\alpha(\Theta_D/T),$$

$$J_n(y) = \int_0^y dx \frac{x^n e^{-x}}{(e^x-1)^2},$$

where $\Theta_D = \hbar c_s \sqrt{6\pi^2 \rho}$ is the Debye temperature for a 3D solid [42]. The appearance of the Boson-Grüneisen functions $J_n(y)$ [42] can be traced back to the bosonic occupation numbers in the scattering integral. The result for the resistivity $\hat{\rho} = 1/\hat{\sigma}$ can easily be determined by numerically calculating the integral in Eq. (13). In the following, we discuss the relevant limiting cases. In the limit $T \ll \Theta_D$ the Boson-Grüneisen integrals $J_{3,5}$ become constants. For $\mu \gg T$, we find,

$$\hat{\rho}(T \ll \mu, \Theta_D) \approx \frac{3\zeta(3)}{16} \frac{\mu^2 c_s}{e^2 v_F \rho} \left( \frac{T}{\hbar c_s} \right)^3.$$

where $\zeta(x)$ denotes the Riemann zeta function. On the other hand, for $\mu \ll T$ the result reads

$$\hat{\rho}(\mu \ll T \ll \Theta_D) \approx \frac{64\zeta(5)}{15} \frac{\hbar^2 c_s}{e^2 v_F \rho} \left( \frac{T}{\hbar c_s} \right)^5.$$

In contrast, for $T \gg \Theta_D$, the result will depend on the Debye temperature. In the range where $\mu \ll \Theta_D \ll T$ one has,

$$\hat{\rho}(\mu \ll \Theta_D \ll T) \approx \frac{1}{512} \frac{\hbar^2 c_s}{e^2 v_F \rho} \left( \frac{\Theta_D}{\hbar c_s} \right)^5 \left( \frac{T}{\Theta_D} \right)^T.$$

Interestingly, this means that for small $\mu$, our model predicts a metallic Bloch-Grüneisen behavior for helical edge states. Indeed, it is known that for 3D metals, the phonon contribution to the resistivity scales as $T^5$ below the Debye temperature and linear in $T$ above the Debye temperature [42].

**Estimates for the parameters:** Typical parameters of helical edge states realized in semiconductor structures [3, 5–7] are $c_s \approx 3 \times 10^3$ m/s, $\rho \approx 7 \times 10^3$ kg/m$^3$, $v_F \approx 10^5$ m/s, $\Theta_D \approx 250$ K [43]. Since we are interested in wide band gap 2DTI materials with possible room temperature application [8, 25–28], we take $T = 295$ K. For these parameters Eq. (8) predicts a critical length for ballistic transport of $l_e \approx 1$ μm. For longer edges, transport becomes diffusive and Eq. (17) predicts a resistivity $\hat{\rho} \approx 7 \times 10^8$ Ω/m. This resistivity is comparable to that of a copper nanowire with a diameter of 15 nm, $\hat{\rho}_{NW} \approx 4 \times 10^6$ Ω/m at room temperature [44], which implies that 2DTI edge states are not necessarily suitable for room-temperature nanoelectronics applications. However, our results provide guidance on how to minimize this dissipation, e.g., by choosing materials with large densities or sound velocities.

To summarize, we have proposed a mechanism by which edge deformations caused by phonons can lead to inelastic backscattering of helical electrons in the edge states of a two-dimensional topological insulator. We derived the effective coupling Hamiltonian by using parallel transport of the electronic spin texture along a distorted edge. Due to this geometric origin, the coupling strength is determined solely by the sound velocity and the mass density of the topological insulator material. We investigated the resulting correction to the conductance for short and long edges, and discussed its temperature dependence. We would like to point out that the proposed spin-phonon coupling occurs even in clean edge states. Therefore, the resistivity we calculated can be interpreted as the fundamental minimum resistivity of an ideal edge state.
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