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ABSTRACT
This technical report describes Chung-Ang University and Korea University (CAU_KU) team’s model participating in the Audio Deep Synthesis Detection (ADD) 2022 Challenge, track 1: Low-quality fake audio detection. For track 1, we propose a frequency feature masking (FFM) augmentation technique to deal with a low-quality audio environment. We applied FFM and mixup augmentation on five spectrogram-based deep neural network architectures that performed well for spoofing detection using mel-spectrogram and constant Q transform (CQT) features. Our best submission achieved 23.8% of EER ranked 3rd on track 1.

Index Terms— Audio deep synthesis, low-quality audio, deep learning, frequency feature masking, audio data augmentation

1. INTRODUCTION
This technical paper describes Chung-Ang University and Korea University (CAU_KU) team’s participation in the Audio Deep Synthesis Detection (ADD) 2022 Challenge, track 1 on Low-quality fake audio detection. The dataset for track 1 comprises bonafide and fake utterances. The utterance samples are generated using text-to-speech and voice conversion algorithms with various real-world noises such as background music effects. The goal of track 1 is to derive a model that classifies bonafide and fake utterances. For the system development, organizers provided adaptation set of bonafide and fake utterances in a noisy environment.

For track 1, we propose a frequency feature masking (FFM) augmentation for robust training in a noisy environment. FFM is similar to the SpecAugment [1] in that the augmentation policy comprises wrapping the features, masking blocks of frequency channels or time steps. FFM is designed to focus more on voice spoofing problems in a noisy environment. We applied FFM and mixup [2] augmentation on five spectrogram-based deep neural network architectures that performed well for spoofing detection using mel-spectrogram and constant Q transform (CQT) features. Five systems are 1) ResMax [3] with CQT feature, 2) Light CNN (LCNN) [4, 5] with CQT feature, 3) BC-ResMax (a variant of BC-ResNet [6]) with mel-spectrogram feature, 4) Double Depthwise Separable net (DDWSnet) with mel-spectrogram feature, and 5) Overlapped Frequency-distributed (OFD) model with CQT feature. We slightly modified the existing models [3, 5] for systems 1) and 2). The 3), 4), and 5) systems are our manually built versions and are defined in the methods section. We ensembled those five systems for the final submission.

2. METHODS

2.1. Feature engineering
We utilized CQT and mel-spectrogram feature extracted using the librosa software [7]. For the CQT feature extraction, we set the minimum frequency as 5, the number of frequency bins as 100, and the filter scale factor as 1. For the mel-spectrogram feature extraction, we used two different options. The first one is 100 frequency bins with 1024 window lengths and 512 hop sizes. The second one is 120 frequency bins with 2048 window lengths and 1024 hop sizes.

2.2. Mixup augmentation
Mixup is a widely used data augmentation in voice classifications as well as image classifications [2]. We mixed different samples of the training set according to a parameter $\lambda$ which is sampled from the $\text{beta}(\alpha, \alpha)$ distribution with a parameter $\alpha$. In our modeling, we set $\alpha$ from 0.4-0.9. The method is as follows:

$$X = \lambda X_i + (1 - \lambda) X_j,$$

$$y = \lambda y_i + (1 - \lambda) y_j,$$

where $X_i$ and $X_j$ are different spectrogram images with their corresponding labels, $y_i$ and $y_j$, respectively.
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2.3. Frequency feature masking (FFM) augmentation

Figure [1]a) and (b) show a genuine voice sample in a normal environment from training data and in a noisy environment from adaptation data, respectively. From Figure [1]b), we can find long horizontal lines in 4096 Hz regions. The utterance sample had a fixed high-frequency noise signal when we heard the utterance sample. We can think of the following scenarios:

1. High-frequency areas may have more noise. Let the model focus more on other frequency areas by masking high-frequency areas.

2. Low-frequency areas may have more noise. Let the model focus more on other frequency areas by masking low-frequency areas.

3. If the model is trained to focus on specific frequency bands, performance will decrease when there is a noise signal in the specific frequency band. We can utilize random frequency band masking for the balanced model training.

(a) Normal environment  (b) Noisy environment

To address the three scenarios, we considered three types of masking, ‘Low-frequency masking’, ‘High-frequency masking’, and ‘Random frequency band masking’ (shown in Figure [2]).

In every training epochs, for a given training spectrogram sample, Low-frequency masking is applied with probability \( p_l \) as described in Figure [2]a). The Low-frequency area is randomly selected (ex. from 0 to 14 range in 100 mel bins), and all values in the corresponding spectrogram values are set to 0.

High-frequency masking described in Figure [2]b) is similar to Low-frequency masking. Only differences are the masking probability \( p_h \) and selected frequency area (ex. from 85 to 100 range in 100 mel bins).

Random frequency band masking is described in Figure [2]c). In this case, Random frequency band masking is applied with probability \( p_r \), and the number of frequency bands to be masked out, band sizes, and locations are also randomly selected. Then, the values in the selected frequency bands are set to 0. In Figure [2]c), two frequency bands are masked out.

2.4. Models

In order to use the previously proposed FFM augmentation, five spectrogram-based models were considered.

2.4.1. LCNN model

The LCNN model has proven useful in ASVspoof 2017, 2019, and 2021 competitions [8, 9, 10, 11, 12]. We used a deeper LCNN model by adding a few more layers to the Light CNN-9 model [4]. Light CNN-9 model repeats five convolution layers and four network-in-network (NIN) layers [4]. We proposed a model which iterates six convolution layers and 5 NIN layers using 32, 48, 64, 32, 32, and 32 convolution filters and 32, 48, 64, 64, and 32 NIN filters. As in the previous model, the kernel size of the first convolution layer is set to 5, and the remaining convolution layers are set to 3. Except for the first and third convolution layers, batch normalizations are followed. All NIN layers are followed by batch normalization layer. Instead of using a fully connected layer defined in the Light CNN-9 model [4], we used the global average pooling layer, batch normalization, and Dropout layer with a probability of 0.5.

2.4.2. ResMax model

We previously proposed the ResMax model and confirmed that it showed excellent performance in the ASVspoof 2019 competition data [3]. We used the same model.
2.4.3. Double Depthwise Separable (DDWS) model

The \((k_1, k_2)\) filter is used as the depthwise convolution filter in the original depthwise separable convolution [13, 14]. We propose to apply the existing depthwise separable convolution as two depthwise convolutions with filter size \((k_1, 1)\) and \((1, k_2)\) to consider frequency information and temporal information separately. Precisely, we define DDWS block as shown in Figure 3(a). We define \(f_1\) to be depthwise convolutions with \((1, k_2)\) filter followed by Subspectral Normalization (SSN) [15] and Swish activation [16]. We define \(f_2\) to be depthwise convolutions with \((k_1, 1)\) filter followed by SSN and ReLU activation. Lastly, define \(g\) as a composite of pointwise convolution, ReLU activation, and spatial dropout. A block design without dotted marks on the top is a normal block, and a design with dotted marks is a transition block. The full model architecture is described in Figure 4(a).

![DDWS block](image)

2.4.4. BC-ResMax model

We revised BC-ResNet [17, 6] by integrating max feature map (MFM) activation from LCNN. Our proposed BC-ResMax block is described in Figure 3(b). We define \(f_2\) to be depthwise convolutions with \((1, k_2)\) filter followed by MFM and SSN. A block design without dotted marks on the top is a normal block, and a design with dotted marks is a transition block. The full model architecture is described in Figure 4(a).

2.4.5. Overlapped Frequency-Distributed (OFD) model

We introduce a model called the ‘Overlapped Frequency-Distributed (OFD) model.’ The model consists of 6 OFD blocks, each of which has two streams, described in Figure 3(c). The first stream is inspired by the FreqCNN model [18] and the second stream is inspired by BC-ResNet model [17, 6].

The first stream is to learn frequency-related features. Let \(X = (x_{ij}) \in \mathbb{R}^{H \times W}\) be an input of the block, where \(H\) and \(W\) correspond to the frequency and temporal dimensions, respectively, and the channel dimension is omitted. Let \(n\) be the number split along the frequency axis. If necessary, \(X\) is zero-padded along the frequency axis so that \(H\) is divisible by \(2n\). Then, we split \(X\) into \(n\) disjoint parts \(\{X^{(k)}\}_{k=1}^{n}\) and \(n - 1\) overlapped parts \(\{Y^{(k)}\}_{k=1}^{n-1}\), which are as follows:

\[
X^{(k)} = (x_{ij}) \in \mathbb{R}^{2s \times W}, \quad 1 + 2(k - 1)s \leq i \leq 2ks
\]

\[
Y^{(k)} = (x_{ij}) \in \mathbb{R}^{2s \times W}, \quad 1 + (2k - 1)s \leq i \leq (2k + 1)s
\]

where \(s = \frac{H}{2n}\). Note that the lower half part of \(X^{(k)}\) and the upper half part of \(Y^{(k)}\) coincide, and the upper half part of \(X^{(k+1)}\) and lower half part of \(Y^{(k)}\) coincide, which is why we call \(Y^{(k)}\)’s overlapped parts. Define a function \(f\) which is a composite of \(k_1 \times 1\) convolution, batch normalization, ReLU, \(k_1 \times 1\) convolution, and batch normalization. Note that no activation is used in the second convolution, and zero-padding is required in each convolution to keep the size the same. Next, \(f(X^{(k)})\)'s and \(f(Y^{(k)})\)'s should be joined to reconstruct the

![OFD model](image)
full 2D image of the size $H \times W$. Each of them is divided into 2 parts, which are upper and lower half parts, resulting in $f(X^{(k)})_1$, $f(X^{(k)})_2$, $f(Y^{(k)})_1$, and $f(Y^{(k)})_2$. Then, we define $Z^{(2k-1)} = \max \{ f(X^{(k)})_2, f(Y^{(k)})_1 \}$ and $Z^{(2k)} = \max \{ f(X^{(k+1)})_1, f(Y^{(k)})_2 \}$ where max is an element-wise maximum operation. Note that the maximum operation acts like an MFM activation, which justifies no activation in the last convolution in the function $f$. Finally, we have a set of sub-images,

$$\left\{ f(X^{(1)})_1, Z^{(1)}, \ldots, Z^{(2n-2)}, f(X^{(n)})_2 \right\},$$

each of which is of the size $s \times W$. Then, the final output of the stream is obtained by concatenating these $2n$ sub-images along the frequency axis.

The second stream is to learn temporal features. First, the input $X$ is averaged out along the frequency axis so that we get a feature map of size $R^{1 \times W}$. Next, we define a function $h$ which is a composite of $1 \times k_2$ depthwise convolution with dilation of $4$, batch normalization, swish activation, $1 \times 1$ pointwise convolution with ReLU activation, and spatial dropout. Note that we use zero padding to keep the temporal dimension the same. Lastly, we expand the feature map along the frequency axis using broadcasting operations.

The same number $m$ of filters are used in convolutions for both streams, and the dropout rate is fixed to 0.5. Each OFD block is represented as OFD Block($n, k_1, k_2, m$) in the figure. The overall architecture of the OFD model is illustrated in Figure 2(b). In the model, we have set $k_1 = k_2 = 1$ in the 5th and 6th blocks to control the receptive field in the network [19].

### 3. EXPERIMENTS

#### 3.1. Experiments on data augmentation

We experimented with our proposed models and augmentation techniques on the adaptation set which includes real-world noises and background music. Table 1 describes EER on the adaptation set for each model with different augmentation methods applied. LF is Low-frequency masking, HF is High-frequency masking, and RF is Random frequency band masking. There is a larger difference in the applications of the augmentation techniques rather than the differences among the models. Without any data augmentations, BC-ResMax, DDWS, ResMax, and OFD models have EER of 22.53%, 23.29%, 21.40%, and 22.66%. Mixup augmentation decreased those EERs to 18.85%, 19.62%, 16.91%, and 18.29%. Additional FFM augmentation remarkably decreased EER of BC-ResMax, DDWS, and ResMax models to 11.89%, 11.99%, and 14.02%. These results show that the proposed FFM augmentation is effective considering the noisy environment. OFD model didn’t use FFM augmentation technique since the model separately finds features from different frequency ranges.

#### 3.2. Submitted ensemble system

Table 2 describes five top-performing single systems, data augmentation methods applied, their EER on final evaluation data, weights for the final ensemble model, and the EER of our ensemble system. Applying all LF, HF, and RF augmentation in the final evaluation data does not always produce the best result. Thus, we have tested various combinations. The final models were selected to have as few correlations as possible, and ensemble weights were calculated based on EER.

### 4. CONCLUSION

This paper proposed FFM augmentation and three new models, DDWS, BC-ResMax, and OFD. Especially, FFM is beneficial in overcoming noisy environments. DDWS, BC-ResMax, and OFD showed similar performance to the existing spoofing detection models, LCNN and ResMax. Our final ensemble model comprising LCNN, ResMax, DDWS, BC-ResMax, and OFD achieved 23.8% of EER, placing 3rd in the ADD competition, track 1.
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