GLOBAL BIFURCATION INDEX OF CRITICAL ORBIT OF STRONGLY INDEFINITE FUNCTIONAL
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ABSTRACT. In this paper we study an index of a critical orbit, defined in terms of the degree for invariant strongly indefinite functionals. We establish a relationship of this index with the index of a critical point of the mapping restricted to the space normal to the orbit. The second aim of the article is to use the index of a critical orbit to prove the bifurcation of nontrivial solutions of nonlinear elliptic systems with Neumann boundary conditions. We consider also the existence of unbounded sets of solutions of such systems.

1. INTRODUCTION

The aim of this paper is to investigate an index of a critical orbit of a strongly indefinite functional. The problem of studying critical orbits and, in general, critical points, arises in the variational method for differential equations. With such an equation one can associate a functional defined on a suitable Hilbert space. Solutions of the equation are in one to one correspondence with critical points of the functional. That is why studying the existence of critical points and the structure of the set of such points is very important. Such problems have been widely investigated.

To detect critical points one can define an index of a point, for example in terms of the Conley index or of the degree. Nontriviality of the index implies the existence of the solutions. However, this index is usually considered with the assumption that the critical points are isolated.

On the other hand, a differential equation, and therefore also the associated functional, possesses often some additional symmetries, given for example by the symmetry of the domain or of the potential. In such a case, the assumption that critical points are isolated, does not have to be satisfied. More precisely, one should investigate a critical orbit instead of a critical point.

The index of a critical orbit, given in terms of the Conley index, has been recently defined in [18]. This index can be used to prove the existence of critical orbits as well as the bifurcation of orbits of nontrivial solutions from the set of trivial ones. Moreover, using the relationship between the Conley index and the degree for strongly indefinite functionals given in [13] one can prove, under additional assumptions, the existence of connected sets of orbits of nontrivial solutions bifurcating from the set of trivial ones.

However, in the general case, the Conley index cannot be used to describe the structure of connected sets of critical points. To study such sets, one can use for example the degree
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theory and investigate the phenomenon of a global bifurcation and a version of the famous Rabinowitz alternative. In particular, one can prove the existence of unbounded sets of solutions.

Therefore, the first aim of our paper is to define the index of an orbit as a degree on a neighbourhood of this orbit. A sufficiently small neighbourhood can be described with the use of twisted spaces. The theory of such spaces plays an important role in the proofs of the properties of the mapping defined on this neighbourhood. In particular, it allows to describe the isotropy groups of elements of the critical orbit. As a consequence of these properties, we obtain the formula for the degree, see Theorem 3.11. In some cases, namely for the so called admissible pairs of group, this result allows to reduce comparing the degrees of critical orbits to comparing the degrees of isolated critical points. We prove this in the finite dimensional case in Corollary 3.15 and in the infinite dimensional one in Theorem 3.16. Next we apply these results to study the phenomenon of global bifurcation from a critical orbit. In particular we formulate a symmetric version of the Rabinowitz alternative, see Theorem 3.19.

The second aim of our paper is the application of abstract results to the systems of differential equations. Namely, we consider

\[
\begin{align*}
A \Delta u &= \nabla u F(u, \lambda) \quad \text{in} \quad \mathcal{U} \\
\frac{\partial u}{\partial \nu} &= 0 \quad \text{on} \quad \partial \mathcal{U},
\end{align*}
\]

for \( \mathcal{U} \) being an open, bounded and \( SO(N) \)-invariant set, \( A = \text{diag} (\pm 1, \ldots, \pm 1) \) and \( F \) satisfying some additional assumptions. Primarily, we consider the problem with \( \Gamma \)-symmetric potential \( F \) for \( \Gamma \) being a compact Lie group. For this system we prove the global bifurcation of nontrivial solutions from the set of trivial ones, see Theorem 4.9. Since the problem is symmetric, the trivial solutions do not have to be isolated. That is why we consider bifurcations from an orbit.

In the paper [11] we have considered the system \( (1.1) \) with \( \nabla u f(u, \lambda) = \lambda \nabla F(u) \), \( \Omega = B^N \) and \( a_i = 1 \). We have obtained global bifurcations of nontrivial solutions from an orbit of trivial ones. To this end we have examined the change of the Conley index and applied its relationship with the degree theory. It is worth pointing out that using this method we are able to find connected sets of solutions, but in this way we cannot study the structure of such sets, in particular we cannot prove the existence of unbounded sets of solutions. Such information can be obtained via the degree theory.

Our last aim is to discuss the existence of unbounded continua of solutions, see Theorem 4.17. To this end we study when the latter possibility in the Rabinowitz alternative can be excluded.

A similar method has been used by the second author in the papers [23] and [24]. In these papers some elliptic systems on spheres and on geodesic balls have been studied. Excluding one of the possibilities in the Rabinowitz alternative, it has been shown that in these systems all the continua of nontrivial solutions, bifurcating from the set of trivial ones, are unbounded. We refer to these papers for further references and discussion of other results concerning unbounded continua of solutions. In [10] the first author has studied the existence of such sets with the use of the bifurcation index at the infinity, being an element of the Euler ring. Nontriviality of this index implies the existence of such continua. We
emphasise that all these results have been obtained under the assumption that the set of trivial solutions is of the form \( \{0\} \times \mathbb{R} \).

2. Preliminaries

2.1. The Euler ring. Let \( U(G) \) be the Euler ring of the group \( G \). The definition and the properties of this ring can be found in [25], [26]. Below we recall only some facts which are useful in the rest of the paper.

Denote by \( \chi_G(X) = U(G) \) the \( G \)-equivariant Euler characteristic of a pointed finite \( G \)-CW-complex \( X \). Recall that the actions in \( U(G) \) are defined by

\[
\begin{align*}
\chi_G(X) + \chi_G(Y) &= \chi_G(X \vee Y), \\
\chi_G(X) \star \chi_G(Y) &= \chi_G(X \wedge Y),
\end{align*}
\]

(2.1)

where \( X \vee Y \) is the wedge sum and \( X \wedge Y \) is the smash product of pointed finite \( G \)-CW-complexes \( X, Y \).

If \( X \) is a \( G \)-CW-complex without a base point, then by \( X^+ \) we denote a pointed \( G \)-CW-complex \( X \cup \{\ast\} \).

**Lemma 2.1.** \((U(G), +, \star)\), with the actions given by (2.1), is a commutative ring with unit \( I = \chi_G(G/G^+) \).

Denote by \( \text{sub}[G] \) the set of conjugacy classes \((H)_G\) of closed subgroups of the group \( G \).

**Lemma 2.2.** \((U(G), +)\) is a free abelian group with the basis \( \chi_G(G/H^+)\), \((H)_G \in \text{sub}[G] \).

**Remark 2.3.** From the above lemma it follows that one can identify the Euler ring \( U(G) \) with the \( \mathbb{Z} \)-module generated by the conjugacy classes of the closed subgroups of \( G \), i.e. with \( \bigoplus_{(H)_G \in \text{sub}[G]} \mathbb{Z} \), see Corollary IV.1.9. of [26]. Therefore we can index the coordinates of elements of \( U(G) \) by the classes \((H)_G \in \text{sub}[G] \).

2.2. \( G \)-Morse functions. In this subsection we recall the notion of invariant Morse functions, which has been introduced by Mayer in [16]. Let \( \mathbb{V} \) be a finite dimensional, orthogonal representation of the group \( G \) and \( \Omega \subset \mathbb{V} \) an open, bounded, \( G \)-invariant subset.

Fix a \( G \)-invariant map \( \varphi \in C^2(\mathbb{V}, \mathbb{R}) \) and \( v_0 \in (\nabla \varphi)^{-1}(0) \). Denote by \( T_{v_0}G(v_0) \) the tangent space to the orbit \( G(v_0) \) at \( v_0 \) and let \( \mathbb{W} = (T_{v_0}G(v_0))^\perp \). Put \( H = G_{v_0} \) and let \( \mathbb{W}^H \) denote the set of fixed points of the action of \( H \) on \( \mathbb{W} \).

**Lemma 2.4.** Under the above notation,

\[
\nabla^2 \varphi(v_0) : \mathbb{W}^H \oplus (\mathbb{W}^H)^\perp \rightarrow \mathbb{W}^H \oplus (\mathbb{W}^H)^\perp
\]
has the following form
\[ \nabla^2 \varphi(v_0) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & B(v_0) & 0 \\ 0 & 0 & C(v_0) \end{bmatrix}. \]

The proof of this lemma can be found in [8].

A \( G \)-invariant function \( \varphi \in C^1(\mathbb{V}, \mathbb{R}) \) is called \( \Omega \)-admissible if \( (\nabla \varphi)^{-1}(0) \cap \partial \Omega = \emptyset \). A \( G \)-invariant map \( h \in C^1(\mathbb{V} \times [0, 1], \mathbb{R}) \) is an \( \Omega \)-admissible homotopy if \( (\nabla_v h)^{-1}(0) \cap (\partial \Omega \times [0, 1]) = \emptyset \).

We say that \( \Omega \)-admissible \( G \)-invariant functions \( \varphi_1, \varphi_2 \in C^1(\mathbb{V}, \mathbb{R}) \) are \( \Omega \)-homotopic if there exists an \( \Omega \)-admissible homotopy \( h \in C^1(\mathbb{V} \times [0, 1], \mathbb{R}) \) such that \( \nabla_v h(\cdot, 0) = \nabla \varphi_1 \) and \( \nabla_v h(\cdot, 1) = \nabla \varphi_2 \).

We call an \( \Omega \)-admissible \( G \)-invariant function \( \varphi \in C^2(\mathbb{V}, \mathbb{R}) \) a \( \Omega \)-invariant \( \Omega \)-Morse function if for every \( v_i \in (\nabla \varphi)^{-1}(0) \cap \Omega \) the orbit \( G(v_i) \) is a non-degenerate critical orbit, i.e. \( \dim \ker \nabla \varphi(v_i) = \dim G(v_i) \).

Let \( \varphi \in C^2(\mathbb{V}, \mathbb{R}) \) be a \( G \)-invariant \( \Omega \)-Morse function. We say that \( \varphi \) is a special \( G \)-invariant \( \Omega \)-Morse function if for every \( v_i \in (\nabla \varphi)^{-1}(0) \cap \Omega \) the orbit \( G(v_i) \) is a special non-degenerate critical orbit, i.e. \( m^-(\nabla^2 \varphi(v_i)) = m^-(B(v_i)) \), where \( m^-(\cdot) \) is the Morse index and \( B(v_i) \) is defined in Lemma 2.4.

**Lemma 2.5.** Let \( \phi \in C^2(\mathbb{V}, \mathbb{R}) \) be a \( G \)-invariant \( \Omega \)-Morse function. Then there exists an open, bounded, \( G \)-invariant subset \( \Omega_0 \subset \text{cl}(\Omega_0) \subset \Omega \) such that \( (\nabla \phi)^{-1}(0) \cap \Omega \subset \Omega_0 \) and a special \( G \)-invariant \( \Omega \)-Morse function \( \tilde{\phi} : \mathbb{V} \to \mathbb{R} \) such that

1. \( (\nabla \phi)^{-1}(0) \cap \Omega \subset \Omega_0 \),
2. \( \phi = \phi \) on \( \mathbb{V} \setminus \Omega_0 \),
3. \( (\nabla \phi)^{-1}(0) \subset (\nabla \tilde{\phi})^{-1}(0) \).

For the proof of the above lemma we refer to [16].

**Remark 2.6.** We say that a special \( G \)-invariant \( \Omega \)-Morse function \( \tilde{\phi} \) satisfying conditions (1)–(3) of Lemma 2.5 is associated with \( \phi \). Note that the condition (2) implies that any two functions \( \tilde{\phi}_1, \tilde{\phi}_2 \) associated with \( \phi \) are \( \Omega \)-homotopic.

### 2.3 Twisted spaces.

For a closed subgroup \( H \) of \( G \) and a given \( H \)-space \( X \) one can construct a \( G \)-space associated with \( X \). Consider the product \( G \times X \) with an \( H \)-action given by \( (h, (g, x)) \mapsto (gh^{-1}, hx) \). Denote by \( G \times_H X \) the space of orbits of this action and note that \( G \times_H X \) is a \( G \)-space with the \( G \)-action given by \( (g', [g, x]) \mapsto [g'g, x] \) for \( g' \in G \) and \( [g, x] \in G \times_H X \). We call this space the twisted product over \( H \). The properties of the twisted product can be found for example in [15], [26].

Let \( \mathbb{V} \) be a finite dimensional, orthogonal representation of \( G \). Fix \( v_0 \in \mathbb{V} \), put \( H = G_{v_0} \) and as previously put \( \mathbb{W} = (T_{v_0} G(v_0))^+ \). It is easy to prove that \( \mathbb{W} \) is an \( H \)-space. Denote by \( B_\epsilon(v_0, \mathbb{W}) \) the open ball of radius \( \epsilon \) centred at \( v_0 \).

For the proofs of the next two theorems see for example [3], [6], [16].

**Theorem 2.7 (Slice theorem).** There exists \( \epsilon > 0 \) such that the mapping \( G \times_H \mathbb{W} \to \mathbb{V} \) defined by \( [g, w] \mapsto gw \) induces a \( G \)-equivariant diffeomorphism \( \theta \) from \( G \times_H B_\epsilon(v_0, \mathbb{W}) \)
to an open $G$-invariant neighbourhood $G \cdot B_r(v_0, W) = \{ gw : g \in G, w \in B_r(v_0, W) \}$ of the orbit $G(v_0)$.

**Theorem 2.8.** If the $\epsilon$ is given by Theorem 2.7 and $g \cdot B_r(v_0, W) \cap B_r(v_0, W) \neq \emptyset$, then $g \in G_{v_0}$.

3. Degree of a critical orbit

In this section we recall some facts concerning the degree for equivariant gradient maps and the degree for invariant strongly indefinite functionals. Next we prove the results allowing to simplify the computation of the degree at some neighbourhood of a critical orbit.

3.1. **The definition of the degree.** Let $G$ be a compact Lie group and $\mathcal{V}$ be a finite dimensional orthogonal $G$-representation. For a $G$-invariant function $\varphi \in C^1(\mathcal{V}, \mathbb{R})$ and an open, bounded, $G$-invariant set $\Omega \subset \mathcal{V}$ such that $\partial \Omega \cap (\nabla \varphi)^{-1}(0) = \emptyset$, Gęba has defined in [8] the degree $\nabla_{G \cdot} - \text{deg}(\nabla \varphi, \Omega)$, being an element of the Euler ring $U(G)$. In this subsection we recall some elements of this definition. Namely, since in our paper we use only $G$-invariant $\Omega$-Morse functions, we recall the definition of the degree for such mappings.

We start with the definition of the degree for a special $G$-invariant $\Omega$-Morse function $\varphi \in C^2(\mathcal{V}, \mathbb{R})$. In this case $(\nabla \varphi)^{-1}(0) \cap \text{cl}(\Omega) = G(v_1) \cup \ldots \cup G(v_k)$ and $G(v_i) \cap G(v_j) = \emptyset$ for $i \neq j$. Let $\mathcal{V} = \{v_1, \ldots, v_k\}$. For $(K)_G \in \text{sub}(G)$ put

$$\nabla_{G \cdot} \text{-deg}_{(K)}(\nabla \varphi, \Omega) = \sum_{v \in \mathcal{V}; (Gv)_G = (K)_G} (-1)^m(\nabla^2 \varphi(v)) \in \mathbb{Z}$$

(3.1)

and define the degree $\nabla_{G \cdot} \text{-deg}(\nabla \varphi, \Omega) \in U(G)$ by the formula

$$\nabla_{G \cdot} \text{-deg}(\nabla \varphi, \Omega) = \sum_{(K)_G \in \text{sub}(G)} \nabla_{G \cdot} \text{-deg}_{(K)}(\nabla \varphi, \Omega) \cdot \chi_G(G/K^+) .$$

**Theorem 3.1.** Let $\varphi_1, \varphi_2 : \mathcal{V} \to \mathbb{R}$ be special $G$-invariant $\Omega$-Morse functions. If $\varphi_1, \varphi_2$ are $\Omega$-homotopic then $\nabla_{G \cdot} \text{-deg}(\nabla \varphi_1, \Omega) = \nabla_{G \cdot} \text{-deg}(\nabla \varphi_2, \Omega)$.

Let $\phi \in C^2(\mathcal{V}, \mathbb{R})$ be a $G$-invariant $\Omega$-Morse function and $\tilde{\phi} \in C^2(\mathcal{V}, \mathbb{R})$ a special $G$-invariant $\Omega$-Morse function associated with $\phi$. Define

$$\nabla_{G \cdot} \text{-deg}(\nabla \phi, \Omega) = \nabla_{G \cdot} \text{-deg}(\nabla \tilde{\phi}, \Omega) .$$

Let $\tilde{\phi}_1, \tilde{\phi}_2$ be special invariant Morse functions associated with $\phi$. By Remark 2.6 we obtain that $\tilde{\phi}_1$ and $\tilde{\phi}_2$ are $\Omega$-homotopic. Therefore Theorem 3.1 implies that the degree $\nabla_{G \cdot} \text{-deg}(\nabla \phi, \Omega)$ is well-defined.

**Remark 3.2.** The degree for $G$-equivariant gradient maps has the properties of excision, additivity, linearisation and homotopy invariance, see [8], [22]. Moreover, there holds the product formula, see [13]. For more details concerning the theory of equivariant degree, we refer the reader to [1], [2].

As a corollary of Lemma 3.4 of [7], we obtain:
Fact 3.3. Let $\mathcal{V}, \mathcal{V}'$ be real, orthogonal $G$-representations and $\nabla_G$-$\deg(-Id, B(\mathcal{V})) = \nabla_G$-$\deg(-Id, B(\mathcal{V}'))$. Then for some $m, n \in \mathbb{N} \cup \{0\}$ the representation $\mathcal{V} \oplus \mathbb{R}^{2m}$ is $G$-equivalent to $\mathcal{V}' \oplus \mathbb{R}^{2n}$.

From the definition of the degree it easily follows:

Fact 3.4. If $\mathcal{V}$ is a trivial $G$-representation then $\nabla_G$-$\deg(-Id, B(\mathcal{V})) = (-1)^{\dim \mathcal{V}} \cdot \mathbb{I}$.

Now we turn to the definition of the degree for invariant strongly indefinite functionals. Let $\mathbb{H}$ be an infinite dimensional Hilbert space, which is an orthogonal $G$-representation.

Moreover, assume that there exists a $G$-equivariant approximation scheme on $\mathbb{H}$, i.e. a sequence of $G$-equivariant projections $\{\pi_n: \mathbb{H} \to \mathbb{H}, n \in \mathbb{N} \cup \{0\}\}$ such that the sequence $\mathbb{H}^n = \pi_n(\mathbb{H})$ of finite dimensional subrepresentations of $\mathbb{H}$ satisfies $\mathbb{H}^{n+1} = \mathbb{H}^n \oplus \mathbb{H}_{n+1}$ for some subrepresentation $\mathbb{H}_{n+1} \perp \mathbb{H}^n$ and $\mathbb{H} = cl(\bigoplus_{n=1}^{\infty} \mathbb{H}_n)$. Consider the additional assumptions:

(d1) $\Omega \subset \mathbb{H}$ is an open, bounded, $G$-invariant set,
(d2) $\Phi \in C^1(\mathbb{H}, \mathbb{R})$ is $G$-invariant and $\Phi(u) = \frac{1}{2} \langle L u, u \rangle - \eta(u)$, where

(1) $L: \mathbb{H} \to \mathbb{H}$ is a linear, bounded, self-adjoint, $G$-equivariant Fredholm operator of index 0, such that $\mathbb{H}^0 = ker L$ and $\pi_n \circ L = L \circ \pi_n$ for all $n \in \mathbb{N} \cup \{0\}$,

(2) $\nabla \eta: \mathbb{H} \to \mathbb{H}$ is a $G$-equivariant completely continuous operator,

(d3) $(\nabla \Phi)^{-1}(0) \cap \partial \Omega = \emptyset$.

Under the above assumptions, we can define the degree for $G$-invariant strongly indefinite functionals using the degree for equivariant gradient maps. Namely, we put:

$$\nabla_G$-$\deg(\nabla \Phi, \Omega) = \nabla_G$-$\deg(L, B(\mathbb{H}^n \ominus \mathbb{H}^0))^{-1} \ast \nabla_G$-$\deg(L - \pi_n \circ \nabla \eta, \Omega \cap \mathbb{H}^n) \quad (3.2)$$

for $n$ sufficiently large, see [12] for details. By $\mathbb{H}^n \ominus \mathbb{H}^0$ we denote the space $\{u \in \mathbb{H}^n: \langle u, v \rangle_{\mathbb{H}^n} = 0 \text{ for all } v \in \mathbb{H}^0\}$. Note that we use the same symbol $\nabla_G$-$\deg(\cdot, \cdot)$ for the degree for equivariant gradient maps and the degree for invariant strongly indefinite functionals.

Remark 3.5. The definition given in [12] is slightly different. Namely, in (d2) there is assumed that $\Phi \in C^1(cl(\Omega), \mathbb{R})$. As a consequence, the latter factor in formula (3.2) is the degree defined on some restricted set. It is easy to see that using the excision property of the degree for equivariant maps, for $\Phi \in C^1(\mathbb{H}, \mathbb{R})$, one can define the degree by (3.2).

Remark 3.6. The degree defined by (3.2) has the properties described in Remark 3.2, i.e. the same as the degree for equivariant gradient maps.

3.2. Index of a critical orbit. In this subsection we compute the index of a critical orbit, i.e. the degree at some neighbourhood of this orbit. We consider the finite dimensional case, using the degree for equivariant gradient maps, and the infinite dimensional case with the use of the degree for invariant strongly indefinite functionals.

We start with the finite dimensional case. Let $\mathcal{V}$ denote a finite dimensional orthogonal $G$-representation and $\phi \in C^2(\mathcal{V}, \mathbb{R})$ be a $G$-invariant function. Moreover assume that $G(v_0) \subset (\nabla \phi)^{-1}(0)$ is a non-degenerate critical orbit. By the equivariant Morse lemma, see [27], since $G(v_0)$ is non-degenerate, we can choose a $G$-invariant open set $\Omega \subset \mathcal{V}$ such that $\nabla \phi)^{-1}(0) \cap cl(\Omega) = G(v_0)$. Under such assumptions $\phi$ is an $\Omega$-Morse function.
Put $\mathbb{W} = (T_{v_0}G(v_0))^\perp$ and $H = G_{v_0}$ and recall that $\mathbb{W}$ is an orthogonal representation of $H$. Without loss of generality, we can assume that $\Omega = G \cdot B_\epsilon(v_0, \mathbb{W})$, where $\epsilon$ is as in Theorem 2.7. Define $\psi: B_\epsilon(v_0, \mathbb{W}) \to \mathbb{R}$ by $\psi = \phi|_{B_\epsilon(v_0, \mathbb{W})}$.

Note that from the definitions of $\epsilon$ and $\psi$ we have $(\nabla \psi)^{-1}(0) = H(v_0) = \{v_0\}$. From Lemma 2.5 there exists $\Omega_0 \subset B_\epsilon(v_0, \mathbb{W})$ and a special $H$-invariant $B_\epsilon(v_0, \mathbb{W})$-Morse function $\tilde{\psi}: B_\epsilon(v_0, \mathbb{W}) \to \mathbb{R}$ associated with $\psi$. Without loss of generality we can assume that $\Omega_0 = B_\delta(v_0, \mathbb{W})$ for some $\delta < \epsilon$.

Since $(\nabla \psi)^{-1}(0) \subset (\nabla \tilde{\psi})^{-1}(0)$ and $\tilde{\psi}$ is an $H$-invariant special $B_\epsilon(v_0, \mathbb{W})$-Morse function, we obtain by the equivariant Morse lemma, see [27], that there exists a finite set $\{v_1, \ldots, v_l\} \subset \mathbb{W}$ such that

$$(\nabla \tilde{\psi})^{-1}(0) \cap B_\epsilon(v_0, \mathbb{W}) = \{v_0\} \cup H(v_1) \cup \ldots \cup H(v_l). \quad (3.3)$$

From Lemma 2.4 we have that

$$\nabla^2 \tilde{\psi}(v_0): \mathbb{W}^H \quad \nabla^2 \tilde{\psi}(v_0): \mathbb{W}^H \quad \mathbb{W}^H \quad \mathbb{W}^H \quad \mathbb{W}^H \quad \mathbb{W}^H$$

has the following form

$$\nabla^2 \tilde{\psi}(v_0) = \begin{bmatrix} B(v_0) & 0 \\ 0 & C(v_0) \end{bmatrix}, \quad (3.4)$$

where $m^-(C(v_0)) = 0$, since $\tilde{\psi}$ is a special $B_\epsilon(v_0, \mathbb{W})$-Morse function.

For $i = 1, \ldots, l$ put $K_i = H(v_i)$ and $U_i = (T_{v_i}H(v_i))^\perp \subset \mathbb{W}$. Using again Lemma 2.4 we obtain that

$$\nabla^2 \tilde{\psi}(v_i): \mathbb{U}^K \quad \nabla^2 \tilde{\psi}(v_i): \mathbb{U}^K \quad \mathbb{U}^K \quad \mathbb{U}^K \quad \mathbb{U}^K \quad \mathbb{U}^K$$

has the following form

$$\nabla^2 \tilde{\psi}(v_i) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & B(v_i) & 0 \\ 0 & 0 & C(v_i) \end{bmatrix}, \quad (3.5)$$

where $m^-(C(v_i)) = 0$, again because $\tilde{\psi}$ is a special $B_\epsilon(v_0, \mathbb{W})$-Morse function.

Define $\phi: G \cdot B_\epsilon(v_0, \mathbb{W}) \to \mathbb{R}$ by

$$\phi(gw) = \tilde{\psi}(w). \quad (3.6)$$

Note that this function is well-defined. Indeed, if $g_1w_1 = g_2w_2$, then $w_2 = g_2^{-1}g_1w_1$ and therefore $g_2^{-1}g_1 \in H$ by Theorem 2.8 and hence, by the $H$-invariance of $\tilde{\psi}$,

$$\phi(g_1w_1) = \tilde{\psi}(w_1) = \tilde{\psi}(g_2^{-1}g_1w_1) = \tilde{\psi}(w_2) = \phi(g_2w_2).$$

It is easy to see that $\nabla \phi(gw) = g\nabla \tilde{\psi}(w)$.

Recall that $(\nabla \tilde{\psi})^{-1}(0) \cap B_\epsilon(v_0, \mathbb{W}) = \{v_0\} \cup H(v_1) \cup \ldots \cup H(v_l)$. 

Lemma 3.7. The only critical orbits of \( \tilde{\phi} \) on \( \Omega \) are \( G(v_0), G(v_1), \ldots, G(v_l) \). Moreover, \( G(v_i) \subset G \cdot B_\delta(v_0, \mathbb{W}) \) for every \( i = 0, 1, \ldots, l \).

Proof. It is easy to see that \( G(v_i) \subset (\nabla \tilde{\phi})^{-1}(0) \cap \Omega \) for \( i = 0, 1, \ldots, l \).

On the other hand, if \( v \in (\nabla \tilde{\phi})^{-1}(0) \cap \Omega \), then, by the definition of \( \Omega \), there exist \( g \in G \) and \( w \in B_\epsilon(v_0, \mathbb{W}) \) such that \( v = gw \). Therefore

\[
0 = \nabla \tilde{\phi}(v) = \nabla \tilde{\phi}(gw) = g \nabla \psi(w)
\]

and hence \( w \in (\nabla \psi)^{-1}(0) \cap B_\epsilon(v_0, \mathbb{W}) = \{v_0\} \cup H(v_1) \cup \ldots \cup H(v_l) \). Consequently \( v \in G(v_i) \) for some \( i = 0, 1, \ldots, l \).

To prove that \( (\nabla \tilde{\phi})^{-1}(0) \cap \Omega \subset G \cdot B_\delta(v_0, \mathbb{W}) \) fix \( v = gw \in (\nabla \tilde{\phi})^{-1}(0) \cap \Omega, w \in B_\epsilon(v_0, \mathbb{W}), g \in G \), and note that, by Lemma 3.9, \( w \in B_\delta(v_0, \mathbb{W}) \), i.e. \( \|w - v_0\| < \delta \). Therefore \( \|gw - gv_0\| = \|w - v_0\| < \delta \), since \( \mathbb{V} \) is an orthogonal representation of \( G \).

Recall that by \( K_i \) we denote the isotropy group \( H_{v_i} \).

Lemma 3.8. The isotropy group of any element of the critical orbit \( G(v_i) \) is conjugated in \( G \) to the group \( K_i \) for \( i = 0, 1, \ldots, l \).

Proof. To prove the lemma it is enough to show that the orbit \( G(v_i) \) is \( G \)-homeomorphic with \( G/K_i \), for \( i = 1, \ldots, l \). This will imply that \( G(v_i) = (K_i)G \) for all \( v \in G(v_i) \), see Lemma 1.62 of [15].

It is easy to see that \( G(v_i) = \theta(G \times_H H(v_i)) \), where \( \theta \) is the \( G \)-diffeomorphism given in Theorem 2.7. Since \( H(v_i) \) and \( H/K_i \) are \( H \)-homeomorphic (see for example Proposition 1.53 of [15]), we obtain that \( G \times_H (H/K_i) \) is \( G \)-homeomorphic with \( G \times_H H(v_i) \). To finish the proof note that from Proposition 1.89 of [15] we obtain that \( G \times_H (H/K_i) \) is \( G \)-homeomorphic with \( G/K_i \).

Consider the extension of \( \tilde{\phi} \) to the space \( \mathbb{V} \) given by \( \tilde{\phi}(v) = \phi(v) \) on \( \mathbb{V} \setminus \Omega \).

Lemma 3.9. The function \( \tilde{\phi} \) is a special \( G \)-invariant \( \Omega \)-Morse function associated with \( \phi \). Moreover, \( m^-(\nabla^2 \tilde{\phi}(v_i)) = m^-(\nabla^2 \psi(v_i)) \) for \( i = 0, 1, \ldots, l \).

Proof. From Lemma 3.7 it follows that \( (\nabla \tilde{\phi})^{-1}(0) \cap \Omega = G(v_0) \cup G(v_1) \cup \ldots \cup G(v_l) \). Note that for \( i = 0, 1, \ldots, l \) we have \( \mathbb{V} = T_{v_i} G(v_0) \oplus \mathbb{W} = T_{v_i} G(v_0) \oplus T_{v_i} H(v_i) \oplus U_i \), where \( U_i = (T_{v_i} H(v_i))^\perp \subset \mathbb{W} \). Moreover \( T_{v_i} G(v_0) \oplus T_{v_i} H(v_i) = T_{v_i} G(v_i) \). Hence, using the formulae (3.4), (3.5), we obtain that, for \( i = 0, 1, \ldots, l \),

\[
\begin{align*}
\nabla^2 \tilde{\phi}(v_i) : \quad U_i^{K_i} \oplus (U_i^{K_i})^\perp &\quad \rightarrow \quad U_i^{K_i} \oplus (U_i^{K_i})^\perp,
\end{align*}
\]

has the following form

\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & B(v_i) & 0 \\
0 & 0 & C(v_i)
\end{bmatrix},
\]

(3.7)
where \( m^-(C(v_i)) = 0 \). This proves that \( \tilde{\phi} \) is a special \( G \)-invariant \( \Omega \)-Morse function.

To prove that \( \tilde{\phi} \) is associated with \( \phi \) we need to show that the conditions (1)–(3) of Lemma 2.5 are satisfied. Note that in Lemma 3.7 we have obtained that \( (\nabla \tilde{\phi})^{-1}(0) \cap \Omega \subset \Omega_0 \), i.e. we have shown (1). To prove that \( \tilde{\phi} = \phi \) on \( V \setminus \Omega_0 \) we first observe that from the definition of \( \tilde{\phi} \) it follows that \( \tilde{\phi} = \phi \) on \( V \setminus \Omega_0 \). Moreover, by the definition of \( \tilde{\psi} \), we obtain that \( \tilde{\psi} = \psi \) on \( B_N(v_0, \mathbb{W}) \setminus B_{B_N}(v_0, \mathbb{W}) \) and therefore, for \( gw \in \Omega \setminus \Omega_0 \),

\[
\tilde{\phi}(gw) = \tilde{\psi}(w) = \psi(w) = \phi(w) = \phi(gw).
\]

This proves (2). Using again the above equality and Lemma 3.7 we obtain (3).

To finish the proof note that since \( \tilde{\phi} \) is a special \( H \)-invariant \( B_N(v_0, \mathbb{W}) \)-Morse function, from the formulae (3.4), (3.5) it follows that \( m^-(\nabla^2 \tilde{\phi}(v_i)) = m^-(B(v_i)) \) for \( i = 0, 1, \ldots, l \). On the other hand, since \( \phi \) is a special \( G \)-invariant \( \Omega \)-Morse function, we obtain from the formula (3.7) that \( m^-(\nabla^2 \tilde{\phi}(v_i)) = m^-(B(v_i)) \). Hence \( m^-(\nabla^2 (\tilde{\phi}^2(v_i))) = m^-(\nabla^2 \phi(v_i)) \).

In the above lemmas we have shown that \( \tilde{\phi} \) is a special \( G \)-invariant \( \Omega \)-Morse function associated with \( \phi \). This allows us to compute the degree \( \nabla_{G^-}(\nabla \phi, \Omega) \). Namely, we have the following:

**Corollary 3.10.** From the definition of the degree for \( G \)-invariant \( \Omega \)-Morse functions and Lemma 2.9 we obtain:

\[
\nabla_{G^-}(\nabla \phi, \Omega) = \nabla_{G^-}(\nabla \tilde{\phi}, \Omega).
\]

Using Lemmas 3.7, 3.9 and Corollary 3.10 we can obtain formulae for the coordinates of the degree \( \nabla_{G^-}(\nabla \phi, \Omega) \). We determine them with the use of the restriction \( \psi \) of \( \phi \) to the space normal to the orbit.

**Theorem 3.11.** Assume as before that \( (\nabla \tilde{\psi})^{-1}(0) \cap B_N(v_0, \mathbb{W}) = \{v_0\} \cup H(v_1) \cup \ldots \cup H(v_l) \). Fix \( (K)_G \in \text{sub}[G] \) and let \( B(v_i) \) be given by (3.4) and (3.5) for \( i = 0, 1, \ldots, l \). Then

\[
\nabla_{G^-}(K)_G(\nabla \phi, \Omega) = \sum_{(H_i)_G = (K)_G} (-1)^{m^-(B(v_i))} \in \mathbb{Z}.
\]

**Proof.** From Corollary 3.10 it follows that we can compute \( \nabla_{G^-}(K)_G(\nabla \tilde{\phi}, \Omega) \) instead of \( \nabla_{G^-}(K)_G(\nabla \phi, \Omega) \). From the formula (3.1) and Lemma 3.7 we obtain

\[
\nabla_{G^-}(K)_G(\nabla \tilde{\phi}, \Omega) = \sum_{(G_i)_G = (K)_G} (-1)^{m^-(\nabla^2 \tilde{\phi}(v_i))} \in \mathbb{Z}.
\]

From Lemma 3.8 we have \( (G_i)_G = (K_i)_G = (H_i)_G \). Moreover, Lemma 3.9 and the formula (3.7) imply that \( m^-(\nabla^2 \tilde{\phi}(v_i)) = m^-(B(v_i)) \). Thus

\[
\nabla_{G^-}(K)_G(\nabla \tilde{\phi}, \Omega) = \sum_{(H_i)_G = (K)_G} (-1)^{m^-(B(v_i))} \in \mathbb{Z}.
\]

This completes the proof. □
Now we are going to analyse when the formula for $\nabla_{G}\deg(\nabla \phi, \Omega)$ can be obtained from the formula for $\nabla_{H}\deg(\nabla \psi, B_{c}(v_{0}, W))$. In general, the coordinates of the $G$-degree of $\phi$ do not have to be in one-to-one correspondence with the coordinates of the $H$-degree of its restriction. We are going to study when there is such a correspondence. To do this we consider the so called admissible pairs of groups, introduced in [18]. Below we recall the notion of such pairs.

**Definition 3.12.** Let $H$ be a closed subgroup of $G$. A pair $(G, H)$ is called admissible, if for any closed subgroups $H_{1}, H_{2} \subset H$ the following implication is satisfied: if $(H_{1})_{H} \neq (H_{2})_{H}$, then $(H_{1})_{G} \neq (H_{2})_{G}$.

The following lemma has been proved in [11] (Lemma 2.8):

**Lemma 3.13.** The pair $(\Gamma \times SO(N), \{e\} \times SO(N))$ is admissible.

Denote by $(K_{i_{0}})_{H}, (K_{i_{1}})_{H}, \ldots,(K_{i_{s}})_{H}$ all the possible conjugacy classes of the groups $K_{0}, K_{1}, \ldots, K_{l}$ and put

$$
m_{j} = \nabla_{H}^{-\deg}(\nabla \psi, B_{c}(v_{0}, W)) = \sum_{(K_{i})_{H} = (K_{i_{j}})_{H}} (-1)^{m_{-}(\nabla^{2}\psi)(v_{i})} \in \mathbb{Z}
$$

for $j = 0, 1, \ldots, s$. Then, from the definition of the degree,

$$\nabla_{H}^{-\deg}(\nabla \psi, B_{c}(v_{0}, W)) = \sum_{j=0}^{s} m_{j} \cdot \chi_{H}(H/K_{i_{j}}^{+}) \in U(H).$$

**Theorem 3.14.** Under the above notations and assumptions, if the pair $(G, H)$ is admissible, then

$$\nabla_{G}^{-\deg}(\nabla \phi, \Omega) = \sum_{j=0}^{s} m_{j} \cdot \chi_{G}(G/K_{i_{j}}^{+}) \in U(G).$$

**Proof.** From Lemma 3.11 it follows that $(\nabla^{2}\phi)^{-1}(0) \cap \Omega = G(v_{0}) \cup G(v_{1}) \cup \ldots \cup G(v_{l})$. From Lemma 3.8 we obtain that $(G_{v_{i}})_{G} = (K_{i})_{G}$ for $i = 0, 1, \ldots, l$. Since $(K_{i_{0}})_{H}, (K_{i_{1}})_{H}, \ldots,(K_{i_{s}})_{H}$ are all the possible conjugacy classes of $K_{0}, K_{1}, \ldots, K_{l}$ in $H$, $\nabla_{G}^{-\deg}(\nabla \phi, \Omega) = 0$ for $(K)_{G} \notin \{(K_{i_{0}})_{G}, (K_{i_{1}})_{G}, \ldots, (K_{i_{s}})_{G}\}$. Therefore, since $\tilde{\phi}$ is a special $G$-invariant $\Omega$-Morse function associated with $\phi$,

$$\nabla_{G}^{-\deg}(\nabla \phi, \Omega) = \sum_{j=0}^{s} \nabla_{G}^{-\deg}(\nabla \phi, \Omega) \cdot \chi_{G}(G/K_{i_{j}}^{+}) \in U(G),$$

where

$$\nabla_{G}^{-\deg}(\nabla \phi, \Omega) = \sum_{(G_{v_{i}})_{G} = (K_{i})_{G}} (-1)^{m_{-}(\nabla^{2}\phi)(v_{i})} \in \mathbb{Z}.$$

Moreover, Lemma 3.9 implies that $m_{-}(\nabla^{2}\phi)(v_{i}) = m_{-}(\nabla^{2}\psi)(v_{i})$. Hence

$$\nabla_{G}^{-\deg}(\nabla \phi, \Omega) = \sum_{(K_{i})_{G} = (K_{i_{j}})_{G}} (-1)^{m_{-}(\nabla^{2}\phi)(v_{i})}.$$

To finish the proof note that, by the admissibility of the pair $(G, H)$, we have $(K_{i})_{H} = (K_{i_{j}})_{H}$ if and only if $(K_{i})_{G} = (K_{i_{j}})_{G}$. \hfill \Box
The above theorem allows to reduce comparing the degrees of critical orbits to comparing the degrees of critical points from the spaces normal to these orbits. More precisely, we have the following:

**Corollary 3.15.** Consider $G$-invariant functions $\phi_i \in C^2(V, \mathbb{R})$ with non-degenerate critical orbits $G(v_i) \subset (\nabla \phi_i)^{-1}(0)$ for $i = 1, 2$. Suppose that $G(v_1) = G(v_2) = H$ and put $\mathcal{W}_i = (T_{v_i}G(v_i))^\perp$. Fix $\Omega_i = G \cdot B_i(v_i, \mathcal{W}_i)$ such that $(\nabla \phi_i)^{-1}(0) \cap \Omega_i = G(v_i)$ and $\epsilon$ satisfies Theorem 2.7. Define $\psi_i : B_\epsilon(v_i, \mathcal{W}_i) \to \mathbb{R}$ by $\psi_i = \phi_i|_{B_\epsilon(v_i, \mathcal{W}_i)}$. If $(G, H)$ is an admissible pair and

$$\nabla_H^{-}\text{deg}(\psi_1, B_\epsilon(v_1, \mathcal{W}_1)) \neq \nabla_H^{-}\text{deg}(\psi_2, B_\epsilon(v_2, \mathcal{W}_2)),$$

then

$$\nabla_G^{-}\text{deg}(\psi_1, \Omega_1) \neq \nabla_G^{-}\text{deg}(\psi_2, \Omega_2).$$

Now are going to prove an analogue of Corollary 3.15 in the case of the degree for $G$-invariant strongly indefinite functionals. Fix an infinite dimensional Hilbert space $\mathbb{H}$, which is an orthogonal $G$-representation. Suppose that there exists a $G$-equivariant approximation scheme \( \{\pi_n : \mathbb{H} \to \mathbb{H} : n \in \mathbb{N} \cup \{0\}\} \) with $\mathbb{H}^n = \pi_n(\mathbb{H})$.

Let $\Phi \in C^2(\mathbb{H}, \mathbb{R})$ be a $G$-invariant functional and $G(v_0) \subset (\nabla \Phi)^{-1}(0)$ a non-degenerate critical orbit. Fix a $G$-invariant open set $\Omega \subset \mathbb{H}$ such that $(\nabla \Phi)^{-1}(0) \cap \Omega = G(v_0)$. Put $\mathcal{W} = (T_{v_0}G(v_0))^\perp$, $H = G(v_0)$ and $\Psi = \Phi|_{\mathcal{W}}$. Note that the sequence \( \{\tilde{\pi}_n : \mathcal{W} \to \mathcal{W} : n \in \mathbb{N} \cup \{0\}\} \) of $G$-equivariant orthogonal projections, satisfying $\tilde{\pi}_n(\mathcal{W}) = \mathbb{H}^n \cap \mathcal{W}$, is an $H$-equivariant approximation scheme on $\mathcal{W}$. Therefore the degree $\nabla_H^{-}\text{deg}(\Psi, \Omega \cap \mathcal{W})$ is well-defined.

Consider $G$-invariant functionals $\Phi_i \in C^2(\mathbb{H}, \mathbb{R})$ with non-degenerate critical orbits $G(v_i) \subset (\nabla \Phi_i)^{-1}(0)$ for $i = 1, 2$. Let $\Phi_i(u) = \frac{1}{2} \langle Lu, u \rangle - \eta_i(u)$, where $L : \mathbb{H} \to \mathbb{H}$ satisfies condition (d2)(1) of Subsection 3.1 and $\nabla \eta_i : \mathbb{H} \to \mathbb{H}$ are completely continuous $G$-equivariant operators. Suppose that $G(v_1) = G(v_2) = H$ and put $\mathcal{W}_i = (T_{v_i}G(v_i))^\perp$. Define $\Psi_i : \mathcal{W}_i \to \mathbb{R}$ by $\Psi_i = \Phi_i|_{\mathcal{W}_i}$ and fix $\Omega_i = G \cdot B_\epsilon(v_i, \mathcal{W}_i)$ such that $(\nabla \Phi_i)^{-1}(0) \cap \Omega_i = G(v_i)$, where $\epsilon$ is sufficiently small.

**Theorem 3.16.** If $(G, H)$ is an admissible pair and

$$\nabla_H^{-}\text{deg}(\psi_1, \Omega_1 \cap \mathcal{W}_1) \neq \nabla_H^{-}\text{deg}(\psi_2, \Omega_2 \cap \mathcal{W}_2),$$

then

$$\nabla_G^{-}\text{deg}(\psi_1, \Omega_1) \neq \nabla_G^{-}\text{deg}(\psi_2, \Omega_2).$$

**Proof.** For $i = 1, 2$, from the definition of the degree for strongly indefinite functionals we have

$$\nabla_G^{-}\text{deg}(\Phi_1, \Omega_i) = \nabla_G^{-}\text{deg}(L, B(\mathbb{H}^n \ominus \mathbb{H}^0))^{-1} \circ \nabla_H^{-}\text{deg}(L \circ \pi_n \circ \nabla \eta_i, \Omega_i \cap \mathbb{H}^n)$$

for $n$ sufficiently large. Suppose that

$$\nabla_G^{-}\text{deg}(\Phi_1, \Omega_1) = \nabla_G^{-}\text{deg}(\Phi_2, \Omega_2).$$

Since $\nabla_G^{-}\text{deg}(L, B(\mathbb{H}^n \ominus \mathbb{H}^0))^{-1}$ is invertible in $U(G)$, we obtain

$$\nabla_G^{-}\text{deg}(L \circ \pi_n \circ \nabla \eta_1, \Omega_1 \cap \mathbb{H}^n) = \nabla_G^{-}\text{deg}(L \circ \pi_n \circ \nabla \eta_2, \Omega_2 \cap \mathbb{H}^n).$$
Put \( \nabla \psi^n_u = (L - \pi_n \circ \nabla \eta)_{|_{B_u(v_1, W \cap \mathbb{H}^n)}} \). Without loss of generality we can assume that \( \varepsilon \) is sufficiently small to satisfy Corollary 3.15. From this corollary and the above equality we get

\[
\nabla H^{-\deg}(\nabla \psi^n_u, B_u(v_1, W \cap \mathbb{H}^n)) = \nabla H^{-\deg}(\nabla \psi^n_u, B_u(v_2, \mathbb{W} \cap \mathbb{H}^n)).
\]

Multiplying this equality by \( \nabla G^{-\deg}(L, B((\mathbb{H}^n \ominus \mathbb{H}^0) \cap \mathbb{W}))^{-1} \), we obtain

\[
\nabla H^{-\deg}(\nabla \psi_1, \Omega_1 \cap \mathbb{W}_1) = \nabla H^{-\deg}(\nabla \psi_2, \Omega_2 \cap \mathbb{W}_2),
\]

which completes the proof. \( \square \)

### 3.3. Global bifurcations from the orbit.

In this subsection we describe the application of the degree to studying the phenomenon of bifurcation from a critical orbit. Let \( \mathbb{H} \) be an infinite dimensional Hilbert space, which is an orthogonal \( G \)-representation, with a \( G \)-equivariant approximation scheme \( \{\pi_n: \mathbb{H} \to \mathbb{H}: n \in \mathbb{N} \cup \{0\}\} \). Moreover let \( \Phi \in C^2(\mathbb{H} \times \mathbb{R}, \mathbb{R}) \) be a \( G \)-invariant functional such that \( \nabla u \Phi(u, \lambda) = Lu - \nabla u \eta(u, \lambda) \), where \( L: \mathbb{H} \to \mathbb{H} \) satisfies condition (d2)(1) of Subsection 3.1 and \( \nabla u \eta: \mathbb{H} \times \mathbb{R} \to \mathbb{H} \) is a \( G \)-equivariant, completely continuous operator.

Assume that there exists \( u_0 \in \mathbb{H} \) such that \( \nabla u \Phi(u_0, \lambda) = 0 \) for all \( \lambda \in \mathbb{R} \). Since \( \nabla u \Phi \) is \( G \)-equivariant, we obtain the critical orbit \( G(u_0) \) of \( \Phi \) for all \( \lambda \in \mathbb{R} \). Hence we can consider the family \( \mathcal{T} = G(u_0) \times \mathbb{R} \) of solutions of the equation \( \nabla u \Phi(u, \lambda) = 0 \). We call the elements of \( \mathcal{T} \) the trivial solutions of \( \nabla u \Phi(u, \lambda) = 0 \).

In this subsection we are going to study the existence of nontrivial solutions of this equation, namely the global bifurcation problem. Since we are interested in the case when critical points are not isolated, we consider \( G(u_0) \neq \{u_0\} \). The case \( G(u_0) = \{u_0\} \) has been investigated for example in [12].

Put \( \mathcal{N} = \{(u, \lambda) \in \mathbb{H} \times \mathbb{R}: \nabla u \Phi(u, \lambda) = 0, (u, \lambda) \in \mathcal{T} \} \).

**Definition 3.17.** A global bifurcation from the orbit \( G(u_0) \times \{\lambda_0\} \subset \mathcal{T} \) of solutions of \( \nabla u \Phi(u, \lambda) = 0 \) occurs if there is a connected component \( \mathcal{C}(\lambda_0) \) of \( cl(\mathcal{N}) \), containing \( G(u_0) \times \{\lambda_0\} \) and such that either \( \mathcal{C}(\lambda_0) \cap (\mathcal{T} \setminus (G(u_0) \times \{\lambda_0\})) \neq \emptyset \) or \( \mathcal{C}(\lambda_0) \) is unbounded. We call \( \lambda_0 \) a parameter of a global bifurcation from \( \mathcal{T} \) and denote by \( GLOB \) the set of all such parameters.

In the following we give the necessary condition for a global bifurcation.

**Fact 3.18.** If \( \lambda_0 \in GLOB \) then \( \dim \ker \nabla^2_u \Phi(u_0, \lambda_0) > \dim(G(u_0) \times \{\lambda_0\}) \).

The proof of this fact is similar to the proof of Lemma 3.1 of [11] and uses the equivariant version of the implicit function theorem of Dancer, see [5].

Denote by \( \Lambda \) the set of \( \lambda_0 \in \mathbb{R} \) such that \( \dim \ker \nabla^2_u \Phi(u_0, \lambda_0) > \dim(G(u_0) \times \{\lambda_0\}) \). Fix \( \lambda_0 \in \Lambda \) and suppose that there exists \( \varepsilon > 0 \) such that \( \Lambda \cap [\lambda_0 - \varepsilon, \lambda_0 + \varepsilon] = \{\lambda_0\} \).

Since \( \lambda_0 \pm \varepsilon \notin \Lambda \), by the standard argument we conclude that \( G(u_0) \subset \mathbb{H} \) is an isolated critical orbit of \( \Phi(\cdot, \lambda_0 \pm \varepsilon) \). Therefore we can choose a \( G \)-invariant open set \( \Omega \subset \mathbb{H} \) such that \( (\nabla u \Phi(\cdot, \lambda_0 \pm \varepsilon))^{-1}(0) \cap \Omega = G(u_0) \). Note that for \( \Omega \) and \( \nabla u \Phi(\cdot, \lambda_0 \pm \varepsilon) \) defined as above, the assumptions (d1)–(d3) of Subsection 3.1 are satisfied and therefore the degree \( \nabla G^{-\deg}((\nabla u \Phi(\cdot, \lambda_0 \pm \varepsilon))^{-1}(0) \cap \Omega) \) is well-defined. We define the bifurcation index \( BI \mathcal{F}_G(\lambda_0) \in U(G) \) in the following way:

\[
BI \mathcal{F}_G(\lambda_0) = \nabla G^{-\deg}((\nabla u \Phi(\cdot, \lambda_0 + \varepsilon))^{-1}(0) \cap \Omega) - \nabla G^{-\deg}((\nabla u \Phi(\cdot, \lambda_0 - \varepsilon))^{-1}(0) \cap \Omega).
\]
The nontriviality of the bifurcation index implies the existence of a global bifurcation. Moreover it allows to describe the behaviour of the continuum of solutions, containing $G(u_0) \times \{\lambda_0\}$. More precisely, there holds the following version of the Rabinowitz alternative:

**Theorem 3.19.** Fix $\lambda_0 \in \Lambda$. If $\mathcal{BIF}_G(\lambda_0) \neq \Theta \in U(G)$ then $\lambda_0 \in GLOB$. Moreover, either $\mathcal{C}(\lambda_0)$ is unbounded in $\mathbb{H} \times \mathbb{R}$ or

1. $\mathcal{C}(\lambda_0)$ is bounded in $\mathbb{H} \times \mathbb{R}$,
2. $\mathcal{C}(\lambda_0) \cap T = G(u_0) \times \{\lambda_{i_1}, \ldots, \lambda_{i_s}\}$,
3. $\mathcal{BIF}_G(\lambda_{i_1}) + \ldots + \mathcal{BIF}_G(\lambda_{i_s}) = \Theta \in U(G)$.

The proof of this theorem is standard in the degree theory, see for instance [14], [17], [19] [20]. In the case of the Leray-Schauder degree it can be found for example in [4]. This proof relies on the properties of the degree, namely the homotopy invariance property and the excision property. Moreover, it uses the fact, that the set $(\nabla \Phi)^{-1}(0) \cap \Omega$ is compact.

Since in the case of the degree for invariant strongly indefinite functionals such properties remain valid (see [12]), the above version of the Rabinowitz theorem is true also in this situation.

The bifurcation index is defined in terms of the degree in a neighbourhood of the orbit. Therefore, to consider this index we are going to use results of Subsection 3.2. As in this subsection, we put $\mathbb{W} = (T_{u_0}G(u_0))^\perp$, $H = G_{u_0}$ and $\Psi = \Phi_{\mathbb{W}}$. Define

$$\mathcal{BIF}_H(\lambda_0) = \nabla_H^{-\text{deg}}(\nabla_u \Psi(\cdot, \lambda_0 + \varepsilon), \Omega \cap \mathbb{W}) - \nabla_H^{-\text{deg}}(\nabla_u \Psi(\cdot, \lambda_0 - \varepsilon), \Omega \cap \mathbb{W}).$$

It occurs that in some cases instead of verifying the nontriviality of the index $\mathcal{BIF}_G(\lambda_0) \in U(G)$, we can verify the nontriviality of $\mathcal{BIF}_H(\lambda_0) \in U(H)$. More precisely, from Theorems 3.16 and 3.19 we have the following:

**Theorem 3.20.** Fix $\lambda_0 \in \Lambda$. If the pair $(G, H)$ is admissible and $\mathcal{BIF}_H(\lambda_0) \neq \Theta \in U(H)$ then $\mathcal{BIF}_G(\lambda_0) \neq \Theta \in U(G)$ and consequently the assertion of Theorem 3.19 is satisfied.

**Remark 3.21.** Using the same reasoning as in the proof of Theorem 3.19, it is easy to prove that if the pair $(G, H)$ is admissible and

$$\mathcal{BIF}_G(\lambda_{i_1}) + \ldots + \mathcal{BIF}_G(\lambda_{i_s}) = \Theta \in U(G)$$

then

$$\mathcal{BIF}_H(\lambda_{i_1}) + \ldots + \mathcal{BIF}_H(\lambda_{i_s}) = \Theta \in U(H).$$

**Remark 3.22.** Results concerning the global bifurcation can be obtained also via the Conley index theory. More precisely, using the relationship between the degree and the Conley index (see [8], [13]), one can formulate a global bifurcation theorem in terms of the Conley index, see [11].

Note that the Conley index of a critical orbit can be computed with the use of the index of the critical point of the restricted map. Such a formula has been recently proved in [18].

Although the existence of a global bifurcation of solutions can be in some cases proved by the Conley index theory, using the degree theory approach one can study also the structure of continua of solutions. In particular one can formulate a version of the Rabinowitz alternative, see Theorem 3.19.
4. Elliptic systems

Consider the system
\[
\begin{align*}
A \Delta u &= \nabla u F(u, \lambda) \quad \text{in } \mathcal{U} \\
\frac{\partial u}{\partial \nu} &= 0 \quad \text{on } \partial \mathcal{U},
\end{align*}
\]
where \( A = \text{diag} \{a_1, a_2, \ldots, a_p\}, \) i.e. the system
\[
\begin{align*}
a_1 \Delta u_1 &= \nabla u_1 F(u, \lambda) \quad \text{in } \mathcal{U} \\
a_2 \Delta u_2 &= \nabla u_2 F(u, \lambda) \quad \text{in } \mathcal{U} \\
&\quad \vdots \\
a_p \Delta u_p &= \nabla u_p F(u, \lambda) \quad \text{in } \mathcal{U}
\end{align*}
\]
(4.1)
where \( \mathcal{U} \subset \mathbb{R}^N \) is an open, bounded and \( SO(N) \)-invariant subset. We assume that

(a1) \( F \in C^2(\mathbb{R}^p \times \mathbb{R}, \mathbb{R}), \)

(a2) \( u_0 \) is a critical point of \( F \) for all \( \lambda \in \mathbb{R} \) and there exists a symmetric matrix \( B \) such that \( \nabla^2 u F(u_0, \lambda) = \lambda B. \)

(a3) there exist \( C > 0 \) and \( 1 \leq s < (N + 2)(N - 2)^{-1} \) such that \( |\nabla^2 u F(u, \lambda)| \leq C(1 + |u|^{s-1}) \) (if \( N = 2 \), we assume that \( s \in [1, +\infty) \)),

(a4) there exists \( 0 \leq p_1 \leq p \) such that \( a_1 = a_2 = \ldots = a_{p_1} = -1, a_{p_1+1} = \ldots = a_p = 1, \)
i.e. \( A = \text{diag} \{-1, \ldots, -1, 1, 1, \ldots, 1\} \), where \( p_2 = p - p_1. \)

(a5) \( B = \begin{bmatrix} B_1 & \mathbb{0} \\ \mathbb{0} & B_2 \end{bmatrix} \), where \( B_1 \) and \( B_2 \) are real symmetric matrices of dimensions \( p_1 \times p_1 \) and \( p_2 \times p_2 \) (respectively) and \( \mathbb{0} \) is the zero matrix of the appropriate dimension,

(a6) \( \mathbb{R}^{p_1} \) and \( \mathbb{R}^{p_2} \) are orthogonal \( \Gamma \)-representations and \( F \) is \( \Gamma \)-invariant, i.e. \( F(\gamma u, \lambda) = F(u, \lambda) \) for every \( \gamma \in \Gamma, u \in \mathbb{R}^p, \lambda \in \mathbb{R}, \) for \( \Gamma \) being a compact Lie group.

From (a2) and (a6) it follows that \( \nabla u F(\gamma u_0, \lambda) = 0 \) for every \( \gamma \in \Gamma, \lambda \in \mathbb{R}, \) i.e. \( \Gamma(u_0) \subset (\nabla u F(\cdot, \lambda))^{-1}(0) \) for every \( \lambda \in \mathbb{R}. \) We additionally assume:

(a7) the orbit \( \Gamma(\mathcal{U}) \) is non-degenerate for every \( \lambda \in \mathbb{R}, \) i.e. \( \dim \ker \nabla^2 F(u_0, \lambda) = \dim \Gamma(u_0) \).

Recall that if \( p_1 \cdot p_2 > 0 \), the system is called non-cooperative. We will be mainly interested in such systems.

4.1. Functional associated with the system. Let \( H^1(\mathcal{U}) \) denote the standard Sobolev space with the inner product
\[
\langle \eta, \xi \rangle_{H^1(\mathcal{U})} = \int_{\mathcal{U}} \left( \nabla \eta(x), \nabla \xi(x) \right) + \eta(x) \cdot \xi(x) \, dx.
\]
Consider the space \( \mathbb{H} = \bigoplus_{i=1}^{p} H^1(\mathcal{U}) \) with the inner product given by
\[
\langle u, v \rangle_{\mathbb{H}} = \sum_{i=1}^{p} \langle u_i, v_i \rangle_{H^1(\mathcal{U})}.
\]
(4.2)
lemma 4.2. under the assumptions (a1)–(a4):

\[ \Phi(u, \lambda) = \frac{1}{2} \int_{\mathcal{U}} \sum_{i=1}^{p} (-a_i |\nabla u_i(x)|^2) \, dx - \int_{\mathcal{U}} F(u(x), \lambda) \, dx. \]  

(4.3)

remark 4.1. from the assumption (a2) it follows that there exists \( g \in C^2(\mathbb{R}^p \times \mathbb{R}, \mathbb{R}) \) such that \( F(u, \lambda) = \frac{\lambda}{2}(Bu, u) - \lambda(Bu_0, u) + g(u - u_0, \lambda) \) and for every \( \lambda \in \mathbb{R} \) there hold \( \nabla_u g(0, \lambda) = 0 \) and \( \nabla_u^2 g(0, \lambda) = 0 \).

denote by \( \bar{u}_0 \in \mathbb{H} \) the constant function \( \bar{u}_0 \equiv u_0 \).

lemma 4.2. under the assumptions (a1)–(a4):

\[ \nabla_u \Phi(u, \lambda) = L(u - \bar{u}_0) + L_{AB}(u - \bar{u}_0) - \nabla_u \eta_0(u - \bar{u}_0, \lambda), \]

where

(1) \( L : \mathbb{H} \to \mathbb{H} \) is given by \( L(u_1, \ldots, u_p) = (-a_1 u_1, \ldots, -a_p u_p) \),

(2) \( L_{AB} : \mathbb{H} \to \mathbb{H} \) is given by

\[ \langle L_{AB} u, v \rangle_{\mathbb{H}} = \int_{\mathcal{U}} (Au(x) - \lambda Bu(x), v(x)) \, dx \]

for all \( v \in \mathbb{H} \),

(3) \( \eta_0 : \mathbb{H} \times \mathbb{R} \to \mathbb{R} \) is defined by \( \eta_0(u, \lambda) = \int_{\mathcal{U}} g(u(x), \lambda) \, dx \).

proof. note that

\[ \Phi(u, \lambda) = \frac{1}{2} \int_{\mathcal{U}} \sum_{i=1}^{p} (-a_i |\nabla u_i(x)|^2) \, dx - \int_{\mathcal{U}} F(u(x), \lambda) \, dx = \frac{1}{2} \sum_{i=1}^{p} (-a_i \|u_i\|_{L^2(\mathcal{U})}^2) + \int_{\mathcal{U}} \left( \frac{1}{2} \sum_{i=1}^{p} a_i |u_i(x)|^2 - \frac{\lambda}{2}(Bu(x), u(x)) + \lambda(Bu_0, u(x)) \right) \, dx - \int_{\mathcal{U}} g(u(x) - u_0, \lambda) \, dx = \]

\[ \frac{1}{2} \langle Lu, u \rangle_{\mathbb{H}} - \langle L\bar{u}_0, u \rangle_{\mathbb{H}} + \int_{\mathcal{U}} \left( \frac{1}{2}(Au(x), u(x)) - (Au_0, u(x)) - \frac{\lambda}{2}(Bu(x), u(x)) + \lambda(Bu_0, u(x)) \right) \, dx - \eta_0(u - \bar{u}_0, \lambda). \]

hence, for \( v \in \mathbb{H} \),

\[ \langle \nabla_u \Phi(u, \lambda), v \rangle_{\mathbb{H}} = \langle L(u - \bar{u}_0), v \rangle_{\mathbb{H}} + \int_{\mathcal{U}} (A(u(x) - u_0) - \lambda B(u(x) - u_0), v(x)) \, dx - \langle \nabla \eta_0(u - \bar{u}_0, \lambda), v \rangle_{\mathbb{H}}. \]

this completes the proof. \( \square \)

below we collect some properties of \( \nabla_u \Phi \).

lemma 4.3. from the assumptions (a1)–(a4) we obtain:

(1) \( L \) is a self-adjoint, bounded Fredholm operator of index 0,

(2) \( L_{AB} \) is a self-adjoint, bounded, completely continuous operator,
(3) $\nabla_u \eta_0 : \mathbb{H} \times \mathbb{R} \to \mathbb{H}$ is a completely continuous operator such that $\nabla_u \eta_0(0, \lambda) = 0$, $\nabla_u^2 \eta_0(0, \lambda) = 0$ for every $\lambda \in \mathbb{R}$.

The above properties follow from the definition of the operators $L$ and $L_{AB}$. To prove that the operators are completely continuous one can use the standard argument, see [21].

Put $\mathcal{H}_{p_1} = \bigoplus_{i=1}^{p_1} H^1(\mathcal{U})$, $\mathcal{H}_{p_2} = \bigoplus_{i=1}^{p_2} H^1(\mathcal{U})$ and note that for $u = (u_1, u_2) \in \mathcal{H}_{p_1} \oplus \mathcal{H}_{p_2}$ we have $L_{AB}u = (L_{AB_1}u_1, L_{AB_2}u_2)$, where $L_{AB_i} : \mathcal{H}_{p_i} \to \mathcal{H}_{p_i}$, $i = 1, 2$, and

$$\langle L_{AB_1}u_1, v \rangle_{\mathcal{H}_{p_1}} = \int_\mathcal{U} (-u_1(x) - \lambda B_1 u_1(x), v(x)) \, dx$$

for all $v \in \mathcal{H}_{p_1}$ and

$$\langle L_{AB_2}u_2, v \rangle_{\mathcal{H}_{p_2}} = \int_\mathcal{U} (u_2(x) - \lambda B_2 u_2(x), v(x)) \, dx$$

for all $v \in \mathcal{H}_{p_2}$.

Let us denote by $\sigma(-\Delta; \mathcal{U}) = \{0 = \alpha_1 < \alpha_2 < \ldots < \alpha_k < \ldots\}$ the set of distinct eigenvalues of the Laplace operator (with Neumann boundary conditions) on $\mathcal{U}$. Write $\mathbb{V}_{-\Delta}(\alpha_k)$ for the eigenspace of $-\Delta$ corresponding to $\alpha_k \in \sigma(-\Delta; \mathcal{U})$. By the spectral properties of self-adjoint, completely continuous operators, it follows that $H^1(\mathcal{U}) = \text{cl}(\bigoplus_{k=1}^\infty \mathbb{V}_{-\Delta}(\alpha_k))$.

Let us denote by $\mathbb{H}_k$ the space $\bigoplus_{i=1}^p \mathbb{V}_{-\Delta}(\alpha_k)$. In particular, for every $u \in \mathbb{H}$ there exists a unique sequence $\{u^k\}$ such that $u^k \in \mathbb{H}_k$ and $u = \sum_{k=1}^\infty u^k$.

Let $b_1, \ldots, b_{p_1}$ and $b_{p_1+1}, \ldots, b_p$ denote the eigenvalues (not necessarily distinct) of $B_1$ and $B_2$ respectively, with corresponding eigenvectors $f_1, \ldots, f_p$ which form an orthonormal basis of $\mathbb{R}^p$.

Let $\tau_j : \mathbb{H} \to H^1(\mathcal{U})$ be a projection such that $\tau_j(u)(x) = (u(x), f_j)$, $j = 1, \ldots, p$. Clearly, if $u^k \in \mathbb{H}_k$, then $\tau_j(u^k) \in \mathbb{V}_{-\Delta}(\alpha_k)$ for $j = 1, \ldots, p$.

In the lemma below we characterise the operator $L_{AB}$.

**Lemma 4.4.** For every $u \in \mathbb{H}$

$$L_{AB}u = \sum_{k=1}^\infty \sum_{j=1}^p \frac{a_j - \lambda b_j}{1 + \alpha_k} \tau_j(u^k) \cdot f_j,$$

where $u = \sum_{k=1}^\infty u^k$.

The proof of this lemma is analogous to the proof of Lemma 3.2 of [10] and it uses the assumption (a5).

In the next sections we will consider eigenspaces of the Laplace operator as $SO(N)$-representations with the action given by $\alpha u(x) = u(\alpha x)$ for $\alpha \in SO(N)$, $u \in \mathbb{V}_{-\Delta}(\alpha_k)$, $x \in \mathcal{U}$. In computations we will use the following remark:

**Remark 4.5.** It is easy to prove that the eigenspace $\mathbb{V}_{-\Delta}(0)$ consists only of the constant functions and therefore it is a trivial $SO(N)$-representation, which can be identified with $\mathbb{R}$. For simplicity, we will write $\mathbb{V}_{-\Delta}(0) = \mathbb{R}$.

Denote by $\mathcal{G}$ the group $\Gamma \times SO(N)$, where $SO(N)$ is the special orthogonal group in dimension $N$. Note that the space $\mathbb{H}$ with the scalar product given by (4.2) is an orthogonal
$\mathcal{G}$-representation with the $\mathcal{G}$-action given by

$$(\gamma, \alpha)(u)(x) = \gamma u(\alpha^{-1}x) \quad \text{for} \quad (\gamma, \alpha) \in \mathcal{G}, u \in \mathbb{H}, x \in \mathcal{U}. \quad (4.4)$$

As a consequence of (a4)–(a6) we obtain that $L$ is $\mathcal{G}$-equivariant and $\Phi$ is $\mathcal{G}$-invariant. Define a $\mathcal{G}$-equivariant approximation scheme $\{\pi_n: \mathbb{H} \to \mathbb{H}: n \in \mathbb{N} \cup \{0\}\}$ on $\mathbb{H}$ by

(b1) $\mathbb{H}^0 = \{0\},$
(b2) $\mathbb{H}^n = \bigoplus_{k=1}^n \bigoplus_{j=1}^p \mathcal{V}_-\Delta(\alpha_k),$
(b3) $\pi_n: \mathbb{H} \to \mathbb{H}$ is a natural $\mathcal{G}$-equivariant projection such that $\pi_n(\mathbb{H}) = \mathbb{H}^n$ for $n \in \mathbb{N} \cup \{0\}.$

Note that from the definitions of $L$ and $\pi_n$ we have $L \circ \pi_n = \pi_n \circ L$ for all $n \in \mathbb{N} \cup \{0\}$ and $\ker L = \mathbb{H}^0.$

Summing up, the results of this section show that for an open, bounded, $\mathcal{G}$-invariant set $\Omega \subset \mathbb{H}$ such that $(\nabla\Phi)^{-1}(0) \cap \partial\Omega = \emptyset,$ the conditions (d1)–(d3) of Subsection 3.1 are satisfied.

**Corollary 4.6.** For an open, bounded, $\mathcal{G}$-invariant set $\Omega \subset \mathbb{H}$ such that $(\nabla\Phi)^{-1}(0) \cap \partial\Omega = \emptyset,$ the degree $\nabla_g\deg(\nabla\Phi, \Omega)$ is well-defined.

### 4.2. Global bifurcations from the orbit.
Recall that by $\tilde{u}_0$ we denote the constant function $\tilde{u}_0 \equiv u_0.$ From Lemma 4.2 it follows that $\tilde{u}_0$ is a critical point of $\Phi$ for every $\lambda \in \mathbb{R}.$ From the $\mathcal{G}$-invariance of $\Phi,$ we obtain that $g\tilde{u}_0$ is also a critical point of this functional for all $g \in \mathcal{G}.$ Consequently we have a critical orbit $\mathcal{G}(\tilde{u}_0) \subset (\nabla_\Phi(\cdot, \lambda))^{-1}(0)$ for every $\lambda \in \mathbb{R}.$ We are going to study a phenomenon of global bifurcation from the set $\mathcal{T} = \mathcal{G}(\tilde{u}_0) \times \mathbb{R}.$ We call the elements of $\mathcal{T}$ the trivial solutions of (4.1). We start with the necessary condition of the bifurcation.

From Fact 3.18 we obtain that the global bifurcation can occur only for $\lambda$ such that the orbit $\mathcal{G}(\tilde{u}_0) \times \{\lambda\}$ is degenerate, i.e. $\dim \ker \nabla_\Phi(\tilde{u}_0, \lambda) > \dim(\mathcal{G}(\tilde{u}_0) \times \{\lambda\}).$ Denote by $\Lambda$ the set of all such $\lambda.$

**Lemma 4.7.** The set $\Lambda$ is given by

$$\Lambda = \bigcup_{b_j \in \sigma(B_1) \setminus \{0\}} \bigcup_{\alpha_k \in \sigma(-\Delta \mathbb{U})} \left\{ \frac{\alpha_k}{b_j} \right\} \cup \bigcup_{b_j \in \sigma(B_2) \setminus \{0\}} \bigcup_{\alpha_k \in \sigma(-\Delta \mathbb{U})} \left\{ -\frac{\alpha_k}{b_j} \right\}.$$ 

The proof of this lemma is analogous to the one of Lemma 3.1 of [11].

The consideration of the sufficient condition in general is a difficult problem. To formulate this condition, we consider the additional assumption:

(a8) $\Gamma_{\tilde{u}_0} = \{e\}.$

Note that this assumption and formula (4.4) imply that $\mathcal{G}_{\tilde{u}_0} = \{e\} \times SO(N).$ From the Lemma 3.13 it follows that the pair $(\mathcal{G}, \mathcal{G}_{\tilde{u}_0})$ is admissible and therefore we can use the results of Subsection 3.3.

Let $\mathbb{W} \subset \mathbb{H}$ denote the space normal to the orbit $\mathcal{G}(\tilde{u}_0)$ at $\tilde{u}_0.$ Recall that $\mathbb{W}$ is a $\mathcal{G}_{\tilde{u}_0}$-representation (and therefore also an $SO(N)$-representation).
For \( \lambda \in \Lambda \) define:

\[
\mathbb{V}_1(\lambda) = \bigoplus_{(\alpha_k, b_j) \in \sigma(-\Delta) \times \sigma(B_1) \setminus \{0\}} \mathbb{V}_{-\Delta}(\alpha_k)^{\mu_b(b_j)}, \\
\mathbb{V}_2(\lambda) = \bigoplus_{(\alpha_k, b_j) \in \sigma(-\Delta) \times \sigma(B_2) \setminus \{0\}} \mathbb{V}_{-\Delta}(\alpha_k)^{\mu_b(b_j)},
\]

(4.5)

where \( \mu_B(b) \) denotes the multiplicity of \( b \) as an eigenvalue of the matrix \( B \). Note that we formally understand \( \mathbb{V}_{-\Delta}(\alpha_k)^{\mu_B(b)} \) as \( \text{span}\{h \cdot f : h \in \mathbb{V}_{-\Delta}(\alpha_k), f \in \mathbb{V}_B(b)\} \), see also [11]. However, this space is isomorphic with the direct sum of \( \mu_B(b) \) copies of \( \mathbb{V}_{-\Delta}(\alpha_k) \). Since in our computations the important thing is the dimension of the spaces, we identify these spaces with such direct sums.

**Remark 4.8.** From the above definition we can observe that

\[
\ker \nabla_u^2 \Phi(\tilde{u}_0, \lambda) \cap \overline{\mathbb{W}} = \mathbb{V}_1(\lambda) \oplus \mathbb{V}_2(\lambda).
\]

**Theorem 4.9.** Consider the system (4.11) with the potential \( F \) and \( u_0 \) satisfying the assumptions (a1)-(a8). Fix \( \lambda_0 \in \Lambda \setminus \{0\} \) and assume that \( \mathbb{V}_1(\lambda_0) \oplus \mathbb{R}^{2m} \) is not \( SO(N) \)-equivalent to \( \mathbb{V}_2(\lambda_0) \oplus \mathbb{R}^{2n} \) for any \( m, n \in \mathbb{N} \cup \{0\} \), where \( \mathbb{R}^{2m} \), \( \mathbb{R}^{2n} \) are trivial \( SO(N) \)-representations. Then a global bifurcation of solutions of (4.11) occurs from the orbit \( G(\tilde{u}_0) \times \{\lambda_0\} \).

**Proof.** Choose \( \varepsilon > 0 \) such that \( \Lambda \cap [\lambda_0 - \varepsilon, \lambda_0 + \varepsilon] = \{\lambda_0\} \). From Lemma 4.7 it follows that such a choice is always possible. Let \( \Omega \subset \mathbb{H} \) be an open, bounded and \( G \)-invariant subset such that \( \nabla_u \Phi(\cdot, \lambda_0 \pm \varepsilon)^{-1}(0) \cap \overline{\Omega} = G(\tilde{u}_0) \). Without loss of generality, we assume that \( \Omega = G \cdot B_\delta(\tilde{u}_0, \mathbb{W}) \), where \( \delta \) is sufficiently small. Then the index \( BIF_G(\lambda_0) \) given by (3.8) is well-defined. We are going to prove its nontriviality.

Since the pair \( (G, G_{\tilde{u}_0}) \) is admissible, from Theorem 3.20 it follows that to prove the assertion we have to prove that \( BIF_{G_{\tilde{u}_0}}(\lambda_0) \neq \emptyset \in U(G_{\tilde{u}_0}) \). It is easy to see that this condition is equivalent with \( BIF_{SO(N)}(\lambda_0) \neq \emptyset \in U(SO(N)) \), where \( BIF_{SO(N)}(\lambda_0) \) is defined by:

\[
BIF_{SO(N)}(\lambda_0) = \\
\nabla_{SO(N)}^2\text{-deg}(\nabla_u \Psi(\cdot, \lambda_0 \pm \varepsilon), B_\delta(\tilde{u}_0, \mathbb{W})) - \nabla_{SO(N)}^2\text{-deg}(\nabla_u \Psi(\cdot, \lambda_0 - \varepsilon), B_\delta(\tilde{u}_0, \mathbb{W}))
\]

(4.6)

where \( \Psi = \Phi|_{\mathbb{W}} \).

Therefore we are going to concentrate on computing \( \nabla_{SO(N)}^2\text{-deg}(\nabla_u \Psi(\cdot, \lambda), B_\delta(\tilde{u}_0, \mathbb{W})) \) for \( \hat{\lambda} = \lambda_0 \pm \varepsilon \). Since \( \nabla_u^2 \Psi(\tilde{u}_0, \hat{\lambda}) \) is an \( SO(N) \)-equivariant isomorphism, we can apply the linearisation property of the degree. Therefore

\[
\nabla_{SO(N)}^2\text{-deg}(\nabla_u \Psi(\cdot, \lambda), B_\delta(\tilde{u}_0, \mathbb{W})) = \nabla_{SO(N)}^2\text{-deg}(\nabla_u^2 \Psi(\tilde{u}_0, \hat{\lambda}), B(\mathbb{W})).
\]

From the definition of the degree for invariant strongly indefinite functionals, since \( \mathbb{H}^0 = \{0\} \), we have:

\[
\nabla_{SO(N)}(\nabla_u^2 \Psi(\tilde{u}_0, \hat{\lambda}), B(\mathbb{W})) = \\
\nabla_{SO(N)}\text{-deg}(L, B(\mathbb{H}^n \cap \mathbb{W}))^{-1} \ast \nabla_{SO(N)}\text{-deg}(L - L_{\hat{\lambda} B}, B(\mathbb{H}^n \cap \mathbb{W}))
\]

(4.7)
where \( n \) is sufficiently large.

Now we are going to concentrate on computing the latter factor of (4.7). Denote by \( \mathcal{W}(\lambda, n) \) the direct sum of the eigenspaces of \((L - \lambda B_{\hat{L}})\vert_{\mathbb{H}^n} \cap \mathbb{W}\) corresponding to the negative eigenvalues. Since there is no negative eigenvalues of \( L - \lambda B_{\hat{L}} \) on \( \mathbb{H}^n \oplus \mathbb{W} \), we can consider \((L - \lambda B_{\hat{L}})\vert_{\mathbb{H}^n}\) instead of \((L - \lambda B_{\hat{L}})\vert_{\mathbb{H}^n} \cap \mathbb{W}\). From Lemma 4.4 we have

\[
\sigma(L - \lambda B_{\hat{L}_1}) = \left\{ \frac{\alpha_k - \lambda b_j}{1 + \alpha_k} : b_j \in \sigma(B_1), \alpha_k \in \sigma(-\Delta; \mathcal{U}) \right\},
\]

\[
\sigma(L - \lambda B_{\hat{L}_2}) = \left\{ \frac{-\alpha_k - \lambda b_j}{1 + \alpha_k} : b_j \in \sigma(B_2), \alpha_k \in \sigma(-\Delta; \mathcal{U}) \right\}
\]

for \( \lambda \in \mathbb{R} \). Therefore we obtain:

\[
\mathcal{W}(\lambda, n) = \mathbb{H}_{\lambda, n, B_1, +} \oplus \mathbb{H}_{\lambda, n, B_2, -},
\]

where, for \( \lambda \in \mathbb{R} \),

\[
\mathbb{H}_{\lambda, n, B_1, +} = \bigoplus_{k=1}^{n} \bigoplus_{(\alpha_k, b_j) \in \sigma(-\Delta; \mathcal{U}) \cap \sigma(B_1)} \mathbb{V}_{-\Delta}(\alpha_k)^{\mu_{B_2}(b_j)},
\]

\[
\mathbb{H}_{\lambda, n, B_2, -} = \bigoplus_{k=1}^{n} \bigoplus_{(\alpha_k, b_j) \in \sigma(-\Delta; \mathcal{U}) \cap \sigma(B_2)} \mathbb{V}_{-\Delta}(\alpha_k)^{\mu_{B_2}(b_j)}.
\] (4.8)

From the homotopy invariance and the product formula of the degree, we obtain:

\[
\nabla_{SO(N)} \deg(L - \lambda B_{\hat{L}}, B(\mathbb{W} \cap \mathbb{H}^n)) = \nabla_{SO(N)} \deg(-Id, B(\mathbb{H}_{\lambda, n, B_1, +})) \ast \nabla_{SO(N)} \deg(-Id, B(\mathbb{H}_{\lambda, n, B_2, -})),
\] (4.9)

where in the case when \( X \) is empty, we put \( \nabla_{SO(N)} \deg(-Id, B(X)) = 1 \). Summing up, we have:

\[
\mathcal{BIF}_{SO(N)}(\lambda_0) = \nabla_{SO(N)} \deg(L, B(\mathbb{H}^n \cap \mathbb{W}))/(-1) \ast \left( \nabla_{SO(N)} \deg(-Id, B(\mathbb{H}_{\lambda_0 + \varepsilon, n, B_1, +})) \ast \nabla_{SO(N)} \deg(-Id, B(\mathbb{H}_{\lambda_0 - \varepsilon, n, B_2, -})) \right)
\] (4.10)

Let us first consider the case \( \lambda_0 > 0 \). Since \( \lambda_0 \in \Lambda \), we have \( \lambda_0 = \frac{\alpha_k}{b_j} \) for \( b_j \in \sigma(B_1) \setminus \{0\} \), \( \alpha_k \in \sigma(-\Delta; \mathcal{U}) \) or \( \lambda_0 = -\frac{\alpha_k}{b_j} \) for \( b_j \in \sigma(B_2) \setminus \{0\} \), \( \alpha_k \in \sigma(-\Delta; \mathcal{U}) \). Therefore for \( b_j \in \sigma(B_1) \) we have \( b_j > 0 \) and from the choice of \( \varepsilon \) it follows that \( (\lambda_0 + \varepsilon)b_j > \alpha_k \) iff \( \lambda_0 b_j > \alpha_k \) iff \( \alpha_k b_j > \alpha_k \). Hence:

\[
\mathbb{H}_{\lambda_0 + \varepsilon, n, B_1, +} = \mathbb{H}_{\lambda_0, n, B_1, +} \oplus \mathbb{V}_1(\lambda_0),
\]

\[
\mathbb{H}_{\lambda_0 - \varepsilon, n, B_1, +} = \mathbb{H}_{\lambda_0, n, B_1, +}.
\]

In the similar way we obtain

\[
\mathbb{H}_{\lambda_0 + \varepsilon, n, B_2, -} = \mathbb{H}_{\lambda_0, n, B_2, -},
\]

\[
\mathbb{H}_{\lambda_0 - \varepsilon, n, B_2, -} = \mathbb{H}_{\lambda_0, n, B_2, -} \oplus \mathbb{V}_2(\lambda_0).
\]
Therefore
\[
\mathcal{BIF}_{SO(N)}(\lambda_0) = \nabla_{SO(N)} \text{-deg}(L, B(\mathbb{H}^n \cap \mathbb{W}))^{-1} \\
\ast \nabla_{SO(N)} \text{-deg}(-Id, B(\mathbb{H}_{(\lambda_0,n,B_1,+)}) \ast \nabla_{SO(N)} \text{-deg}(-Id, B(\mathbb{H}_{(\lambda_0,n,B_2,-)})) \ast \\
\ast (\nabla_{SO(N)} \text{-deg}(-Id, B(\mathbb{V}_1(\lambda_0))) - \nabla_{SO(N)} \text{-deg}(-Id, B(\mathbb{V}_2(\lambda_0)))).
\]

(4.11)

Analogously, for \( \lambda_0 < 0 \) we have
\[
\mathcal{BIF}_{SO(N)}(\lambda_0) = \nabla_{SO(N)} \text{-deg}(L, B(\mathbb{H}^n \cap \mathbb{W}))^{-1} \\
\ast \nabla_{SO(N)} \text{-deg}(-Id, B(\mathbb{H}_{(\lambda_0,n,B_1,+)}) \ast \nabla_{SO(N)} \text{-deg}(-Id, B(\mathbb{H}_{(\lambda_0,n,B_2,-)})) \ast \\
\ast (\nabla_{SO(N)} \text{-deg}(-Id, B(\mathbb{V}_1(\lambda_0))) - \nabla_{SO(N)} \text{-deg}(-Id, B(\mathbb{V}_2(\lambda_0)))).
\]

(4.12)

Therefore, since the degrees of \( L \) and of \(-Id\) are invertible (see [12]), the condition \( \mathcal{BIF}_{SO(N)}(\lambda_0) \neq \Theta \) is satisfied if
\[
\nabla_{SO(N)} \text{-deg}(-Id, B(\mathbb{V}_1(\lambda_0))) \neq \nabla_{SO(N)} \text{-deg}(-Id, B(\mathbb{V}_2(\lambda_0))).
\]

Using Fact 3.3, we obtain the assertion.

\[
\square
\]

In the following theorem we consider the case \( \lambda_0 = 0 \). Denote by \( m^+(B) \) the positive Morse index, i.e. the sum of the multiplicities of the positive eigenvalues of \( B \).

**Theorem 4.10.** Consider the system (4.1) with the potential \( F \) and \( u_0 \) satisfying the assumptions (a1)-(a8). Let \( \lambda_0 = 0 \) and assume that \((-1)^{m^+(B)} \neq (-1)^{m^-(B)}\). Then a global bifurcation of solutions of (4.1) occurs from the orbit \( \mathcal{G}(\tilde{u}_0) \times \{\lambda_0\} \).

**Proof.** Let \( \varepsilon > 0 \) be such that \( \Lambda \cap [-\varepsilon, \varepsilon] = \{\lambda_0\} \). As in the proof of the previous theorem, one can show that the assertion follows from the condition \( \mathcal{BIF}_{SO(N)}(0) \neq \Theta \in U(SO(N)) \). Moreover, the formula (4.10) remains valid in this case. In the following we describe spaces \( \mathbb{H}_{(\varepsilon,n,B_1,+)}, \mathbb{H}_{(\varepsilon,n,B_2,-)} \).

Considering the condition \( \varepsilon b_j > \alpha_k \) we obtain \( b_j > 0 \) and hence \( \varepsilon > \frac{\alpha_k}{b_j} \), which, from the choice of \( \varepsilon \), is satisfied only for \( \alpha_k = 0 \). Analogously, considering \( \varepsilon b_j < -\alpha_k \) we obtain the following cases:

1. for \( b_j > 0 \) this inequality is satisfied for all \( \alpha_k \in \sigma(-\Delta; U) \),
2. for \( b_j = 0 \) it is satisfied for all \( \alpha_k \in \sigma(-\Delta; U) \setminus \{0\} \),
3. for \( b_j < 0 \) this inequality is equivalent to \( -\varepsilon > \frac{\alpha_k}{b_j} \), which again is satisfied for \( \alpha_k \in \sigma(-\Delta; U) \setminus \{0\} \). Summing up, we have:

\[
\mathbb{H}_{(\varepsilon,n,B_1,+) = \bigoplus_{b_j \in \sigma(B_1), b_j > 0} \nabla_{-\Delta}(0)_{\mu b_1(b_j)} = \nabla_{-\Delta}(0)^{m^+(B_1)},
\]

\[
\mathbb{H}_{(\varepsilon,n,B_2,-) = \bigoplus_{k=1}^n \bigoplus_{b_j \in \sigma(B_2), b_j > 0} \nabla_{-\Delta}(\alpha_k)^{\mu b_2(b_j)} \bigoplus \bigoplus_{k=2}^n \bigoplus_{b_j \in \sigma(B_2), b_j \leq 0} \nabla_{-\Delta}(\alpha_k)^{\mu b_2(b_j)} = \nabla(n)^{m^+(B_2)} \oplus (\nabla(n) \ominus \nabla(1))^{m^-(B_2) + \mu B_2(0)},
\]
where $V(n) = \bigoplus_{k=1}^{n} V_{-\Delta}(\alpha_k)$. In the similar way, for $-\varepsilon$ we obtain:

$$H(-\varepsilon, B_1, +) = \bigoplus_{b_j \in \sigma(B_1), b_j < 0} V_{-\Delta}(0)^{\mu_{B_1}(b_j)} = V_{-\Delta}(0)^{m_{+(B_1)}},$$

$$H(-\varepsilon, B_2, -) = \bigoplus_{b_j \in \sigma(B_2), b_j < 0} V_{-\Delta}(\alpha_k)^{\mu_{B_2}(b_j)} \bigoplus \bigoplus_{b_j \in \sigma(B_2), b_j > 0} V_{-\Delta}(\alpha_k)^{\mu_{B_2}(b_j)} = V(n)^{m_{-(B_2)}(B_2)} \otimes (V(n) \oplus V(1))^{m_{+(B_2)} + \mu_{B_2}(0)}.$$

Hence, since $m^{+}(B_1) + m^{+}(B_2) = m^{+}(B)$, using Remark 3.3 and Fact 3.4 we get

$$\mathcal{BIF}_{SO(N)}(0) = \nabla_{SO(N)} \text{deg}(L, B(\mathbb{H}^n \cap \mathbb{W}))^{-1} \nabla_{SO(N)} \text{deg}(-Id, B(V(n) \oplus V(1)))^{p_{2, \star}}$$

$$\star (\nabla_{SO(N)} \text{deg}(-Id, B(V_{-\Delta}(0)))^{m^{+}(B)} - (\nabla_{SO(N)} \text{deg}(-Id, B(V_{-\Delta}(0)))^{m^{+}(B)})$$

$$= \nabla_{SO(N)} \text{deg}(L, B(\mathbb{H}^n \cap \mathbb{W}))^{-1} \nabla_{SO(N)} \text{deg}(-Id, B(V(n) \oplus V(1)))^{p_{2, \star}}$$

$$\star \left((-1)^{m^{+}(B)} - (-1)^{m^{+}(B)}\right),$$

which is not equal to $\Theta \in U(SO(N))$ if $(-1)^{m^{+}(B)} \neq (-1)^{m^{+}(B)}$. \qed

**Example 4.11.** Consider the system (4.11) for $U$ being the 2-dimensional unit ball $B^2$. Assume that the conditions (a1)-(a8) are satisfied and

$$\sigma(B_1) \cap \sigma(-B_2) = \emptyset. \quad (4.13)$$

Let $\lambda_0 \in \mathbb{R} \setminus \{0\}$ be such that

$$(\sigma(\lambda_0 B_1) \cap (\sigma(-\Delta; B^2) \setminus \{0\}) \cup (\sigma(\lambda_0 B_2) \cap (\sigma(\Delta; B^2) \setminus \{0\})) = \{\alpha\}, \quad (4.14)$$

where $\sqrt{\alpha}$ is not a solution of $J_0'(x) = 0$, for $J_0$ being the Bessel function of order 0.

Under such assumptions, $\lambda_0 = \frac{\alpha}{\mu}$ for $\alpha \in (\sigma(-\Delta; B^2) \cup \sigma(\Delta; B^2)) \setminus \{0\}$ and some $b \in \sigma(B) \setminus \{0\}$. The conditions (4.13) and (4.14) imply that

$$\{(\alpha_k, b_j) \in (\sigma(-\Delta; B^2) \setminus \{0\}) \times \sigma(B_1) : \lambda_0 b_j = \alpha_k\} \cup$$

$$\cup \{(\alpha_k, b_j) \in (\sigma(\Delta; B^2) \setminus \{0\}) \times \sigma(B_2) : \lambda_0 b_j = -\alpha_k\} = \{(\alpha, b)\}.$$

Therefore one of the spaces $V_1(\lambda_0), V_2(\lambda_0)$ is empty and the other one is the direct sum of some number of copies of $V_{-\Delta}(\alpha)$. From the description of the eigenspaces of the Laplace operator (with Neumann boundary conditions) on the ball $B^2$ (see for example Corollary 5.14 of [11]), we obtain that $V_{-\Delta}(\alpha)$ is a nontrivial $SO(2)$-representation. Therefore the assumptions of Theorem 4.9 are satisfied, hence a global bifurcation of solutions of the system occurs from the orbit $\mathcal{G}(\tilde{u}_0) \times \{\lambda_0\}$.

Note that to obtain the nontriviality of $V_{-\Delta}(\alpha)$ as an $SO(2)$-representation it is enough to verify that $\sqrt{\alpha}$ is a solution of $J_l'(x) = 0$ for some $l > 0$ and $J_l$ being the Bessel function of order $l$, see Corollary 5.14 of [11].

**Example 4.12.** Replace in the above example $B^2$ by the $N$-dimensional unit ball $B^N$ and suppose that the conditions (4.13) and (4.14) are satisfied. Then if $\sqrt{\alpha}$ is not a root of $J_{N-\frac{1}{2}}'(x) - \frac{N-2}{2x} J_{N-\frac{3}{2}}(x) = 0$, for $J_{N-\frac{1}{2}}$ being the Bessel function of order $N\frac{3}{2}$, then,
arguing as in the above example and applying Corollary 5.12 of [11], we again obtain a
global bifurcation of solutions of the system from the orbit $G(\tilde{u}_0) \times \{\lambda_0\}$.

4.3. Unbounded sets of solutions. In this subsection we are going to study the struc-
ture of sets of solutions of the system (4.1), bifurcating from the orbit. To this end we apply
the results from Subsection 3.3. We assume that the conditions (a1)–(a8) are satisfied.
Moreover, to avoid technicalities, we put an additional assumption, namely

(a9) $B_1 = \text{diag} \{0, \ldots, 0, 1, \ldots, 1\}$, $B_2 = \text{Id}$, in particular $\mu_B(0) = \mu_B(0) = \dim \Gamma(u_0)$.

Obviously, if $p_1 - \mu_B(0) > 0$ then $\sigma(B_1) = \{0, 1\}$ and if $p_2 > 0$ then $\sigma(B_2) = \{1\}$. From
this and Lemma 4.7 it immediately follows:

**Lemma 4.13.** Under the above assumptions,

$$\Lambda = \begin{cases} 
\sigma(-\Delta; U) \cup \sigma(\Delta; U), & \text{when } p_1 - \mu_B(0) > 0, p_2 > 0, \\
\sigma(-\Delta; U), & \text{when } p_1 - \mu_B(0) > 0, p_2 = 0, \\
\sigma(\Delta; U), & \text{when } p_1 - \mu_B(0) = 0, p_2 > 0.
\end{cases}$$

Recall that by $C(\lambda_0)$ we denote the connected component of the closure of $\mathcal{N} = \{(u, \lambda) \in \mathbb{H} \times \mathbb{R} : \nabla_u \Phi(u, \lambda) = 0, (u, \lambda) \notin G(\tilde{u}_0) \times \mathbb{R}\}$ containing $G(\tilde{u}_0) \times \{\lambda_0\}$.

**Proposition 4.14.** Consider the system (4.1) with the potential $F$ and $u_0$ satisfying the
assumptions (a1)–(a9). Fix $\alpha_{k_0} \in \sigma(-\Delta; U) \setminus \{0\}$ such that $\nabla \Delta(\alpha_{k_0})$ is a nontrivial
$SO(N)$-representation. If $p_1 - \mu_B(0) > 0$ then $C(\alpha_{k_0}) \neq 0$.

Moreover, if $p_1 - \mu_B(0) > 0$ is even and the continuum $C(\alpha_{k_0})$ is bounded then the
following assertions hold:

(i) $p_2 > 0$,

(ii) $p_2$ is odd,

(iii) $\mathcal{C}(\alpha_{k_0}) \cap (G(\tilde{u}_0) \times (\sigma(\Delta; U) \setminus \{0\})) \neq \emptyset$.

Throughout the proof we keep the notation from the one of Theorem 4.9. Let us start
with the following auxiliary lemma. We keep the notation $\nabla(n) = \bigoplus_{k=1}^n \nabla \Delta(\alpha_k)$.

**Lemma 4.15.** Fix $\lambda_0 \in \Lambda$.

(i) If $\lambda_0 > 0$ then $\lambda_0 = \alpha_{k_0}$ for some $\alpha_{k_0} \in \sigma(-\Delta; U) \setminus \{0\}$ and

$$\text{BIF}_{SO(N)}(\lambda_0) = \nabla_{SO(N)} \cdot \text{deg}(-\text{Id}, B(\nabla(k_0 - 1)))^{-p_1 - \mu_B(0)*} \cdot \nabla_{SO(N)} \cdot \text{deg}(-\text{Id}, B(\nabla \Delta(\alpha_{k_0})))^{-p_1 - \mu_B(0)} - \mathbb{I}. \quad (4.15)$$

(ii) If $\lambda_0 < 0$ then $\lambda_0 = -\alpha_{k_0}$ for some $\alpha_{k_0} \in \sigma(-\Delta; U) \setminus \{0\}$ and

$$\text{BIF}_{SO(N)}(\lambda_0) = \nabla_{SO(N)} \cdot \text{deg}(-\text{Id}, B(\nabla(k_0)))^{-p_2*} \cdot \nabla_{SO(N)} \cdot \text{deg}(-\text{Id}, B(\nabla \Delta(\alpha_{k_0})))^{-p_2} - \mathbb{I}. \quad (4.16)$$

(iii) If $\lambda_0 = 0$ then

$$\text{BIF}_{SO(N)}(\lambda_0) = ((-1)^{p_1 - \mu_B(0)} - (-1)^{-p_2}) \cdot \mathbb{I}. \quad (4.17)$$
Proof. First, recall that from (4.11) and (4.12), we have
\[
\text{BIF}_\text{SO}(N)(\lambda_0) = \text{sign}(\lambda_0) \cdot \nabla \text{SO}(N)\text{-deg}(L, B(\mathbb{H}_p \cap \mathbb{W}))^{-1} \star \\
\nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{H}(\lambda_0, n, B_2, +))) \star \nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{H}(\lambda_0, n, B_2, -))) \star \\
\left( \nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}_1(\lambda_0))) - \nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}_2(\lambda_0))) \right)
\]
for \(\lambda_0 \neq 0\) and \(n\) sufficiently large.

Since \(\mu_B(0) = \mu_{B_1}(0)\) and the orbit \(\Gamma(u_0)\) is non-degenerate, \(T_u \Gamma(u_0) \subset \mathbb{R}^p\). Therefore, using the fact that \(\mathbb{H}^1 = \mathbb{V}_{-\Delta}(0)^p = \mathbb{R}^{p_1} \oplus \mathbb{R}^{p_2}\), we obtain \(\mathbb{H}^1 \cap \mathbb{W} = (\mathbb{R}^{p_1} \oplus T_u \Gamma(u_0)) \oplus \mathbb{R}^{p_2}\). Consequently
\[
\mathbb{H}^n \cap \mathbb{W} = \left( \mathbb{R}^{p_1} \oplus T_u \Gamma(u_0) \right) \oplus \bigoplus_{k=2}^{n} \bigoplus_{j=1}^{p_1} \mathbb{V}_{-\Delta}(\alpha_k) \oplus \bigoplus_{k=1}^{n} \bigoplus_{j=1}^{p_2} \mathbb{V}_{-\Delta}(\alpha_k)
\]
and \(L|_{\mathbb{H}^n \cap \mathbb{W}}\) is of the form \((\text{Id}, -\text{Id})\) on this decomposition. Hence
\[
\nabla \text{SO}(N)\text{-deg}(L, B(\mathbb{H}_p \cap \mathbb{W}))^{-1} = \nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}(n)))^{-p_2}.
\] (4.18)

Consider \(\lambda_0 > 0\). It follows immediately from Lemma 4.13 that \(\lambda_0 = \alpha_{k_0}\) for some \(\alpha_{k_0} \in \sigma(-\Delta; \mathcal{U}) \setminus \{0\}\) and \(p_1 - \mu_B(0) > 0\). We will show (4.15).

From the formulae (4.15), (4.18), we obtain:
\[
\mathbb{H}_{(\lambda_0, n, B_1, +)} = \bigoplus_{k=1}^{n} \bigoplus_{\alpha_k < \alpha_{k_0}} \mathbb{V}_{-\Delta}(\alpha_k)^{p_1 - \mu_B(0)} \quad \text{and} \quad \mathbb{H}_{(\lambda_0, n, B_2, -)} = \bigoplus_{k=1}^{n} \bigoplus_{-\alpha_k < \alpha_{k_0}} \mathbb{V}_{-\Delta}(\alpha_k)^{p_2}.
\]
Without loss of generality we can assume that \(n > k_0\). Summing up,
\[
\mathbb{H}_{(\lambda_0, n, B_1, +)} = \mathbb{V}(k_0 - 1)^{p_1 - \mu_B(0)} \quad \text{and} \quad \mathbb{H}_{(\lambda_0, n, B_2, -)} = \mathbb{V}(n)^{p_2}.
\]
Consequently,
\[
\text{BIF}_\text{SO}(N)(\lambda_0) = \nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}(n)))^{-p_2} \star \nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}(k_0 - 1)))^{p_1 - \mu_B(0)} \star \\
\nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}(n)))^{p_2} \star \left( \nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}_{-\Delta}(\alpha_{k_0})))^{p_1 - \mu_B(0)} - \mathbb{I} \right) = \\
\nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}(k_0 - 1)))^{p_1 - \mu_B(0)} \star \left( \nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}_{-\Delta}(\alpha_{k_0})))^{p_1 - \mu_B(0)} - \mathbb{I} \right),
\]
which completes the proof of (4.15).

If \(\lambda_0 < 0\) then clearly \(\lambda_0 = -\alpha_{k_0}\) for some \(\alpha_{k_0} \in \sigma(-\Delta; \mathcal{U}) \setminus \{0\}\) and \(p_2 > 0\). Note that
\[
\mathbb{H}_{(\lambda_0, n, B_1, +)} = \emptyset, \quad \mathbb{H}_{(\lambda_0, n, B_2, -)} = \bigoplus_{k=1}^{n} \bigoplus_{\alpha_k > \alpha_{k_0}} \mathbb{V}_{-\Delta}(\alpha_k)^{p_2} = (\mathbb{V}(n) \ominus \mathbb{V}(k_0))^{p_2}
\]
and
\[
\mathbb{V}_1(\lambda_0) = \emptyset, \quad \mathbb{V}_2(\lambda_0) = \mathbb{V}_{-\Delta}(\alpha_{k_0})^{p_2}.
\]
Therefore
\[
\text{BIF}_\text{SO}(N)(\lambda_0) = -\nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}(n)))^{-p_2} \star \mathbb{I} \star \\
\nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}(n)) \ominus \mathbb{V}(k_0))^{p_2} \star \left( \mathbb{I} - \nabla \text{SO}(N)\text{-deg}(-\text{Id}, B(\mathbb{V}_{-\Delta}(\alpha_{k_0})))^{p_2} \right) =
\]
\[ \nabla_{SO(N)}\text{-deg}(-Id, B(\nabla(k_0)))^{p_2} \ast \left( \nabla_{SO(N)}\text{-deg}(-Id, B(\nabla_\Delta(\alpha_{k_0})))^{p_2} - I \right) \]

and this proves (4.16)

Finally, if \( \lambda_0 = 0 \) then the formula (4.18) remains valid. Hence, by the proof of Theorem 4.10

\[ BIF_{SO(N)}(0) = \nabla_{SO(N)}\text{-deg}(-Id, B(\nabla(n)))^{p_2} \ast \nabla_{SO(N)}\text{-deg}(-Id, B(\nabla(n) \ominus \nabla(1)))^{p_2} \ast \left( (-1)^{p_1+p_2-\mu_B(0)} - 1 \right) \]

Therefore, since \( \nabla_\Delta(0) = \mathbb{R} \) is a trivial \( SO(N) \)-representation, we obtain, from Fact 3.4, that

\[ BIF_{SO(N)}(0) = \left( (-1)^{p_1-\mu_B(0)} - (-1)^{p_2} \right) \cdot I. \]

This completes the proof. \( \square \)

**Proof of Proposition 4.14** From (4.5) we have

\[ \nabla_1(\alpha_{k_0}) = \nabla_\Delta(\alpha_{k_0})^{p_1-\mu_B(0)}, \quad \nabla_2(\alpha_{k_0}) = \emptyset. \]

and therefore from Theorem 4.9 we conclude that if \( p_1 - \mu_B(0) > 0 \) then, since \( \nabla_\Delta(\alpha_{k_0}) \) is a nontrivial \( SO(N) \)-representation, \( C(\alpha_{k_0}) \neq \emptyset. \)

Suppose that \( p_1 - \mu_B(0) > 0 \) is even and \( C(\alpha_{k_0}) \) is bounded. By the proof of Theorem 4.3 \( BIF_G(C(\alpha_{k_0})) \neq \emptyset \in U(G) \) and therefore, by Theorem 3.19

\[ C(\alpha_{k_0}) \cap (G(\tilde{u}_0) \times \mathbb{R}) = G(\tilde{u}_0) \times \{ \lambda_1, \ldots, \lambda_s \} \]

for some \( \lambda_1, \ldots, \lambda_s \in \Lambda \). Moreover \( \alpha_{k_0} = \{ \lambda_1, \ldots, \lambda_s \} \) and

\[ BIF_G(\lambda_i_1) + \ldots + BIF_G(\lambda_i_s) = \emptyset \in U(G). \]

From the assumption (a8) we have \( G_{\tilde{u}_0} = \{ e \} \times SO(N) \). Therefore from Lemma 3.13 it follows that the pair \( (G, G_{\tilde{u}_0}) \) is admissible. Hence, from Remark 3.21 we get

\[ BIF_{SO(N)}(\lambda_i_1) + \ldots + BIF_{SO(N)}(\lambda_i_s) = \emptyset \in U(SO(N)). \] (4.19)

Consider the ring homomorphism \( i^* : U(SO(N)) \rightarrow U(SO(2)) \) induced by the natural inclusion \( i : SO(2) \rightarrow SO(N) \), see [23]. From the properties of \( i^* \) it follows that

\[ i^*(BIF_{SO(2)}(\lambda_i)) = BIF_{SO(2)}(\lambda_i), \]

where \( BIF_{SO(2)}(\lambda_i) \) is defined analogously as in (4.6). Then, from (4.19),

\[ BIF_{SO(2)}(\lambda_i_1) + \ldots + BIF_{SO(2)}(\lambda_i_s) = \emptyset \in U(SO(2)). \] (4.20)

For \( \lambda_i > 0 \), we have \( \lambda_i \in \sigma(-\Delta; U) \). Using formula (4.15) and applying the homomorphism \( i^* \), we obtain the formula analogous to (4.15) for \( BIF_{SO(2)}(\alpha_{k_0}) \). Considering its first factor, using the formula for \( \nabla_{SO(2)}\text{-deg}(-Id, B(\chi)) \) (see for example Theorem 2.3 of [9]), we obtain that for even \( p_1 - \dim \Gamma(\tilde{u}_0) \) the coefficient of \( \chi_{SO(2)}(SO(2)/SO(2)^{\perp}) \) equals one. In the similar way such coefficient in the latter factor equals zero. Therefore, from the properties of the multiplication in the Euler ring \( U(SO(2)) \), we obtain that

\[ BIF_{SO(2)}(\lambda_i) = \nabla_{SO(2)}\text{-deg}(-Id, B(\nabla_\Delta(\lambda_i)))^{p_1-\mu_B(0)} - I. \] (4.21)

Moreover, again from the formula for \( \nabla_{SO(2)}\text{-deg}(-Id, B(\chi)) \), we obtain that all coefficients in the above degree are non-positive.
Following the reasoning from the proof of Lemma 4.3 of [12] we get
\[ \mathcal{BIF}_{SO(2)}(\alpha_{k_0}) \neq \Theta \in U(SO(2)), \]
which contradicts (4.20). Hence \( \lambda \). Hence \( \lambda \).

Now we will prove the condition (i) of the assertion. Suppose that \( p_2 = 0 \). Then, from Lemma 4.13, \( \lambda_j \geq 0 \) for every \( j = 1, \ldots, s \). From (4.17) we obtain \( \mathcal{BIF}_{SO(N)}(0) = \Theta \in U(SO(N)) \) and consequently \( \mathcal{BIF}_{SO(2)}(0) = \Theta \in U(SO(2)) \). Combining it with (4.21) and (4.22) we conclude that
\[ \mathcal{BIF}_{SO(2)}(\lambda_{i_1}) + \ldots + \mathcal{BIF}_{SO(2)}(\lambda_{i_s}) \neq \Theta \in U(SO(2)), \]
which contradicts (4.20). Hence \( p_2 > 0 \).

We turn to the condition (ii) of the assertion. Suppose that \( p_2 \) is even. Note that from Lemma 4.15(ii), if \( \lambda_{i_j} < 0 \) then \( \lambda_{i_j} \in \sigma(\Delta, U) \) and, as before,
\[ \mathcal{BIF}_{SO(2)}(\lambda_{i_j}) = \nabla_{SO(2)} - \deg(-Id, B(\nabla_{-\Delta}(\lambda_{i_j})))^{p_2} - I. \]
As previously, we obtain that all coefficients in the above degree are non-positive.

Moreover, \( \mathcal{BIF}_{SO(2)}(0) = \Theta \in U(SO(2)) \) by (4.17). Combining it with (4.21) and (4.22) we conclude that
\[ \mathcal{BIF}_{SO(2)}(\lambda_{i_1}) + \ldots + \mathcal{BIF}_{SO(2)}(\lambda_{i_s}) \neq \Theta \in U(SO(2)), \]
which contradicts (4.20). Hence \( p_2 \) is odd.

To finish the proof note that if
\[ \mathcal{C}(\alpha_{k_0}) \cap (\mathcal{G}(\tilde{u}_0) \times (\sigma(\Delta, U) \setminus \{0\})) = \emptyset, \]
then
\[ \mathcal{C}(\alpha_{k_0}) \cap (\mathcal{G}(\tilde{u}_0) \times \mathbb{R}) \subset \mathcal{C}(\alpha_{k_0}) \cap (\mathcal{G}(\tilde{u}_0) \times \sigma(-\Delta; U)) \]
and therefore applying once again (4.17), (4.20)–(4.22) we obtain a contradiction.

Reasoning similarly as in the above proof we obtain:

**Proposition 4.16.** Consider the system (4.1) with the potential \( F \) and \( u_0 \) satisfying the assumptions (a1)–(a9). Fix \( \alpha_{k_0} \in \sigma(-\Delta; U) \setminus \{0\} \) such that \( \nabla_{-\Delta}(\alpha_{k_0}) \) is a nontrivial \( SO(N) \)-representation. If \( p_2 > 0 \) then \( \mathcal{C}(\alpha_{k_0}) \neq \emptyset \).

Moreover, if \( p_2 > 0 \) is even and the continuum \( \mathcal{C}(-\alpha_{k_0}) \) is bounded then the following assertions hold:

(i) \( p_1 - \mu_B(0) > 0 \),

(ii) \( p_1 - \mu_B(0) \) is odd,

(iii) \( \mathcal{C}(-\alpha_{k_0}) \cap (\mathcal{G}(\tilde{u}_0) \times (\sigma(-\Delta; U) \setminus \{0\})) \neq \emptyset. \)

As an immediate corollary from Propositions 4.14 and 4.16 we obtain:

**Theorem 4.17.** Consider the system (4.1) with the potential \( F \) and \( u_0 \) satisfying the assumptions (a1)–(a9). Fix \( \alpha_{k_0} \in \sigma(-\Delta; U) \) such that \( \nabla_{-\Delta}(\alpha_{k_0}) \) is a nontrivial \( SO(N) \)-representation. Then

(1) if \( p_1 - \mu_B(0) > 0 \) and \( p_2 \geq 0 \) are even then the continuum \( \mathcal{C}(\alpha_{k_0}) \) is unbounded,

(2) if \( p_1 - \mu_B(0) \geq 0 \) and \( p_2 > 0 \) are even then the continuum \( \mathcal{C}(-\alpha_{k_0}) \) is unbounded.
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