Image captioning with weakly-supervised attention penalty
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Abstract

Stories are essential for genealogy research since they can help build emotional connections with people. A lot of family stories are reserved in historical photos and albums. Recent development on image captioning models makes it feasible to “tell stories” for photos automatically. The attention mechanism has been widely adopted in many state-of-the-art encoder-decoder based image captioning models, since it can bridge the gap between the visual part and the language part. Most existing captioning models implicitly trained attention modules with word-likelihood loss. Meanwhile, lots of studies have investigated intrinsic attentions for visual models using gradient-based approaches. Ideally, attention maps predicted by captioning models should be consistent with intrinsic attentions from visual models for any given visual concept. However, no work has been done to align implicitly learned attention maps with intrinsic visual attentions. In this paper, we proposed a novel model that measured consistency between captioning predicted attentions and intrinsic visual attentions. This alignment loss allows explicit attention correction without using any expensive bounding box annotations. We developed and evaluated our model on COCO dataset as well as a genealogical dataset from Ancestry.com Operations Inc., which contains billions of historical photos. The proposed model achieved better performances on all commonly used language evaluation metrics for both datasets.

1. Introduction

Family historical photo understanding is an open research topic in the genealogical industry and academic community. In order to discover family history, genealogists start by viewing historical photos to obtain hints and information about family members for constructing pedigrees. After building the family tree, eventually, genealogists will be able to write down narratives about ancestors. The entire process is complex and requires lots of human efforts. In this paper, we proposed a novel model, which can not only generate labels but also descriptions (e.g., captions) for family historical photos. Image captions can help genealogists efficiently obtain relevant information from photos. Moreover, image labels obtained from captions can potentially be incorporated into search engines or recommender systems to facilitate capability of genealogy services. The motivation of this paper is to bridge the gap between genealogy industry and cutting-edge machine learning algorithms, and bring the power of image captioning to the genealogy.

Automatic image caption generation requires both fully understanding of image contents and the sophisticated generation of natural sentences. One of the most common
Attention Matters. These encoder-decoder based models achieved promising performances and gained a lot of popularity [11, 33, 44, 45]. However, they didn’t take into account of the fact that the network may attend to different parts of images changing when generating different words. Attention plays an important role in human visual system, since it enables brain to focus the most important information when dealing with the complex signals in nature [37, 10]. Similarly, instead of processing information from the entire input, the attention mechanism allows deep neural networks to pay attention to parts that are most relevant for solving the current problem, and it has been shown to be one of key components for achieving state-of-the-art performances in many machine learning tasks [2, 4, 7, 29, 30, 31, 42, 46]. Besides improving predictions of neural networks, the attention approach can also provide visual explanations for network decisions by highlighting important regions corresponding to any decision of interest [39, 49].

Attention Mechanisms in Image Captioning. Recently, attention modules have been embedded in many encoder-decoder-based captioning models in order to selectively incorporate visual context [2, 19, 30, 31, 29, 38, 48, 46]. For example, Xu et al. [46] proposed two different attention approaches: the stochastic “hard” attention and the deterministic “soft” attention to encourage the captioning model to pay more attention to image parts, which are relevant to each generated word. In the adaptive attention model [30], a
“visual sentinel” was utilized to decide whether the decoder should more rely on visual information or textual context when predicting the next word. Attention modules were further improved by using a top-down and bottom-up approach [2]. Attention mechanisms bridge the gap between the visual world (CNN features) and the language world (LSTM predictions) [29]. Despite many previous works have explored how the attention mechanism can help networks make better predictions, as well as how it can visualize the “thinking process” of neural networks, few work has been done to quantitatively evaluate attention maps predicted by models. Liu et al. [29] investigated correctness of attention maps predicted by LSTM-CNN models and incorporated additional supervision by aligning predicted attentions with human annotations. However, this approach requires bounding boxes annotations. To the best of our knowledge there is no work on utilizing gradients-based attention maps as weak supervision and measuring the consistency between intrinsic CNN attentions and LSTM predicted attentions. In this paper, we proposed a weakly-supervised attention alignment model that penalized discrepancies between the attention map predicted by the captioning model and the one generated by gradients from the CNN model. This is also the first captioning model that has been developed and applied on the historical dataset. The proposed attention alignment model provided additional supervision for attention modules in LSTM and showed improvements in commonly used language evaluation metrics.

3. Method

Most state-of-the-art image captioning models contain both a language model (e.g., LSTM) and a visual model (e.g., CNN), and follow the “encoder-decoder” architecture. Instead of encoding the entire image into one static representation, the attention mechanism, which is shown to be very effective in captioning models, allows the network to “look at” different parts of the image when generating different words. Most previous works utilized image features from a pre-trained CNN (e.g. ResNet [16], VGG [40]) and hidden state of the LSTM $h_t$ to predict which region to be focused on at each step $t$. If we denote parameters in the captioning model as $\theta$ and words generated in the previous $t-1$ steps as $y_{1:t-1}$, the overall objective of most captioning models can be defined in Eq (1). However, attention maps of these methods were only implicitly trained with negative log likelihood loss from words as defined in Eq (1). More importantly, they didn’t take into account of intrinsic saliency maps from the visual model.

$$\theta^* = \arg\min_{\theta} \sum_t \log(p(y_t|y_{1:t-1}; \theta))$$  \hspace{1cm} (1)

Different from existing works, our proposed model incorporates gradient-based attention information from the visual model by aligning the intrinsic attention with the predicted attention. In section 3.1, we will describe general attention approaches in most image captioning models, then we will discuss how to utilize state-of-the-art visualization techniques of CNN models to produce weakly-supervised attention maps in section 3.2. In section 3.3, we will demonstrate how our weakly-supervised attention correction model utilizes both types of attention maps.

3.1. Attention Mechanism in Captioning Models

State-of-the-art CNN models (e.g., ResNet 101 [16]) are embedded in most image captioning models to extract visual representations for a given image $I$. Visual features of $k$ image regions from the last convolutional layer before the fully connected layer can be flattened and represented as a set of feature vectors $V \in \mathbb{R}^{k \times d}$ as defined in Eq (2), each of which is a $d$ dimensional feature vector $v_i \in \mathbb{R}^d$ corresponding to one region of the image. For example, we assume the size of feature maps from the last convolutional layer is $512 \times 7 \times 7$. 512 is the number of filters. Then these feature maps can be flattened into $512 \times 49$ features, which corresponds to $d = 512$ dimensional feature vectors from $k = 49$ image regions.

$$V := \{v_i\}_{i=1}^k, \text{where } v_i \in \mathbb{R}^d \hspace{1cm} (2)$$

If we denote hidden states of LSTM as $h \in \mathbb{R}^m$, the attention map $\hat{\alpha}_t$ at each time step $t$ can be determined by different types of attention models $f_{att}(v, h)$. $f(\cdot)$ can be multi-layer-perceptron (MLP) [29, 30, 46] or LSTM [2, 31]. Concretely, in MLP-based attention models, spatial image features combined with hidden states of LSTM at previous time step $h_{t-1}$ [46] or the current step $h_t$ [30] are fed into a fully connected layer followed by a softmax layer to generate attention distributions over $k$ regions. For example, the attention module conditioned on the previous time step $h_{t-1}$ can be defined in Eq (3).

$$\hat{\alpha}_t = \text{softmax}[\omega_c^T \tanh(W_v V + W_h h_{t-1} 1^T)] \hspace{1cm} (3)$$

where $W_v \in \mathbb{R}^{k \times d}$, $W_h \in \mathbb{R}^{k \times n}$ and $\omega_c \in \mathbb{R}^k$ are trainable parameters in MLP. $1 \in \mathbb{R}^k$ is a vector with all elements that equal to 1. Attention modules can also be modeled with a LSTM [2, 31], which takes previous hidden states $h_{t-1}$, the embedding of previous generated word $W_v X$, and the average pooled visual features $\bar{v} = \frac{1}{k} \sum_i v_i$ as inputs. Outputs from the attention LSTM, $h_{att}$ are fed into a fully connected layer and a softmax layer to predict attention weights, as defined in Eq (4).

$$h_{att} = \text{LSTM}(h_{t-1}, \bar{v}, W_c^T X_{t-1})$$

$$\hat{\alpha}_t = \text{softmax}[\omega_c^T \tanh(W_v V + W_h h_{att} 1^T)] \hspace{1cm} (4)$$

where $X \in \mathbb{R}^{m \times m}$ is the one-hot representation for the vocabulary of size $m$. $W_c \in \mathbb{R}^{m \times e}$ is parameters for $e$ dimensional word embedding. This approach combines both
bottom-up and top-down features and has been shown to be very effective [2]. In this paper, we adopt the similar attention architecture as [2, 31] shown in Figure 2. Since our approach doesn’t require fine-grained labels, bottom-up features are obtained from grid-based image regions instead of object regions defined by bounding-box annotations.

3.2. Gradient-based Attention Method

In section 3.1, we briefly describe most commonly used attention methods in image captioning models. In this section 3.2, we will present how to generate “visual attentions” from the CNN, which will be incorporated in the attention penalty. The CNN model, known as the encoder in image captioning models, can not only provide rich visual representations, but also generate weakly-supervised localization of discriminative image regions for a given target concept. Grad-CAM [39], for instance, can be utilized to produce “visual explanation maps”, which may help understand the decision making process of deep neural networks. Given a trained CNN model and a target class $c$, in order to visualize discriminative regions, we can first compute network outputs $o$ before the softmax layer for class $c$. Then gradients of $o_c$ w.r.t. activations $A^l$ of $l$-th feature map in the convolutional layer will be obtained through backpropagation. Global average pooling over $k$ regions can be used to generate weights that represent the importance of $w \times h$ feature maps. Weighted combination of $d$ dimensional feature maps will then determine the attention distribution of $k$ regions[39] for predicting the target class $c$ as defined in Eq (5).

$$
\theta^c_j = \frac{1}{Z} \sum_{i \in w} \sum_{j \in h} \frac{\partial o^c}{\partial A^l_{i,j}}
$$

$$
\alpha^c = \text{ReLU}(\sum_{l=1}^d \theta^c_l A^l)
$$

where $Z = w \times h$ is the normalization constant. The Grad-CAM produces a coarse heatmap of $c$-th class, $\alpha^c$, which has the same spatial size as feature maps of the convolutional layer $i$ (e.g., if $i$ is the last convolutional layer of the ResNet[16], the size of $\alpha^c$ will be $7 \times 7$). The ReLU function removes the effect of pixels with negative weights, since they don’t have positive influence in predicting current class.

Grad-CAM is able to highlight saliency image parts for various types of neural networks, such as image captioning models. Concretely, attention maps for a given caption were generated by computing gradients of its’ log likelihood w.r.t. the last convolutional layer of the encoder [39]. However, these attention maps are static at different time steps. If the caption contains multiple visual concepts, the model will identify discriminative regions for all targets at once. For example, given the caption that “A man grins as he takes a doughnut from a plate” as shown in Figure 3, backpropogating its’ log likelihood will produce an attention map highlighting “man” “doughnut” and “plate”.

In order to generate attention maps dynamically with Grad-CAM, we first parse the caption using Stanford CoreNLP toolkit [32] to get words that may be related to visual concepts (e.g., “Nouns”). A word to object categories mapping dictionary, which maps specific visual words to general object concepts (e.g., map word “kitten” to “cat” category), can either be manually built [31] or automatically constructed by measuring cosine similarity between the word and the object category in the word embedding space [29]. Then the image will have one or multiple labels according to object categories mentioned in captions. After that, the CNN model pre-trained on ImageNet will be fine-tuned using the multi-label multi-class classification objective. Instead of computing gradients of negative log probability of a caption, now we can calculate gradients of class scores for a given visual word. Hence, different attention maps can be generated for different visual concepts in the caption as shown in Figure 3. Note that “man” “doughnut” and “plate” are highlighted individually in different attention maps.

3.3. Weakly-supervised Attention Alignment

The captioning-based attention maps as discussed in section 3.1 are usually only trained with negative log likelihood loss of generated word sequences, and there is no explicit loss for attention maps. Previous work [29] has shown that
Figure 3. Attention maps generated for each word (bold and annotated with colors) in the caption. The pre-trained CNN is fine-tuned with labels generated by parsing captions and mapping visual concepts to object categories. For each visual word, the attention map is produced by computing gradients of CNN outputs w.r.t. the last convolutional layer.

adding supervised additional penalty in the loss function can improve quality of both generated attention maps and captions. The supervised attention penalty provides a way to quantize the consistency between the predicted attention and bounding boxes annotations of Noun entities.

However, it can be very expensive and time-consuming to get a large amount of bounding box annotations for a new dataset. The proposed weakly-supervised attention alignment model computes the differences between predicted and gradient-based saliency maps without requiring for any manually fine-grained labels. The attention module uses visual features from the CNN model and outputs from the LSTM to predict the captioning model should “pay attention to” which part of the image to when generating the current word $X_t$. Ideally, for any given visual concept, the predicted attention distribution should align with the gradient-based CNN attention map.

During training, in order to predict the current word the captioning model uses the textual context from the word embedding of the previous word and previous LSTM hidden states, as well as visual context from weighted image features. These weights $\hat{\alpha}$ that obtained from the attention module $f_{att}$ essentially approximate the importance of image parts when generating the current word. Meanwhile, the gradient-based attention distribution $\alpha$ from Grad-CAM highlights the relevant regions given the ground truth of the current word $X_t$. Following [29], We can consider $\hat{\alpha} \in \mathbb{R}^k$ and $\alpha \in \mathbb{R}^k$ as two probability distributions, and use cross entropy loss to measure discrepancies between two distributions. If the current word is not Noun or not included in the object category dictionary, the attention penalty is set to be 0, since the loss can be ambiguous to define. The training objective of our model is summarized in Eq (6) and Eq (7). Figure 4 shows an overview of our model architecture.

$$L_t = \sum_{t}^{T} L_t^{Cap} + \lambda \sum_{t}^{T} L_t^{Att}$$

$$L_t^{Cap} = -\log[p(y_t|y_{1:t-1}; \theta)]$$

4. Experiments

In section 4.1, we will introduce evaluation metrics and two datasets that have been used for our model development and evaluation. We provide more details about model implementation in section 4.2. Results on COCO dataset and Ancestry.com Operations Inc. dataset are presented in section 4.3 and section 4.4, respectively.

4.1. Experiment Settings

We experimented with two different datasets: COCO dataset and Ancestry.com Operations Inc. dataset containing historical photos.

COCO is a large-scale dataset for image captioning, segmentation, classification and object detection, containing 82,783 images for training, 40,504 for validation and 40,775 for testing [28]. Each image is annotated by 5 crowdsourced captions. We used the same train/val splits as in [19, 30, 31, 29] containing 5000 images for validation and 5000 for testing. We utilized the Stanford CoreNLP [32] to parse captions into tokens, and built a vocabulary by using words that appeared more than 5 times in the dataset. The maximum length of captions was set to be 20.

Ancestry.com Operations Inc. dataset is one of the largest genealogy dataset that contains around billions of digitized historical photos uploaded by users. We collected 2 crowdsourced captions per image for around 10,000 images. Human annotators were trained to follow the similar annotation protocol as in [28], and the annotation was performed using the in-house labeling tool. The distinction between this dataset and the open source dataset in terms of image quality, data domain, and etc., makes it challenging to directly apply off-the-shelf captioning model developed on modern datasets. For instance, historical images may contain objects that are less common in modern datasets (e.g., horse-drawn carriages are quite common in historical photos but not in modern pictures). We used the same preprocessing pipeline as on COCO dataset to build the vocabulary for Ancestry.com Operations Inc. dataset. Since the size of this dataset is relatively small, we transferred the model trained on COCO dataset and fine-tuned it on Ancestry.com Operations Inc. dataset.

Evaluation. We utilized the publicly available COCO-captioning evaluation toolkit [28], which computed widely used automatic language evaluation metrics: BLEU [36], METEOR [9], CIDEr [43], ROUGE-L [27], and SPICE [1]. We reported model performances on test splits of COCO dataset and Ancestry.com Operations Inc. dataset.

$$L_t^{Att} = \begin{cases} -\sum_{i=1}^{K} \alpha_{t_i} \log \hat{\alpha}_{t_i}, & \text{if } \alpha_{t_i} \text{ exists for } x_t \\ 0, & \text{otherwise} \end{cases}$$
Figure 4. Overview of the proposed attention alignment model. The model can be roughly divided into three parts: a visual part (CNN), an attention module (Attend) and a language part (LSTM). The CNN model will encode the image into $d \times w \times h$ feature maps, which can be flatten into $k$ feature vectors corresponding to $k$ regions. The attention module uses bottom-up top-down features and embeddings of previously generated word to predict relevant areas for generating current word. The LSTM takes weighted feature maps, previous hidden states as inputs and predict current word. In additional to the loss from captioning model, we compute the cross entropy loss between predicted and intrinsic gradient-based attention maps.

4.2. Implementation Details

Multi-label Classification Model. We used a manually built word to object mapping as developed by [31], which has mappings between 413 fine-grained classes and 80 object categories. We adopted the ResNet-101 [16] that has been pre-trained on ImageNet [24] as the feature extractor in the captioning model. To fine-tune the model on COCO dataset [28], as described in section 3.2, instead of relying on bounding boxes, visual concepts generated from image captions were used as labels for classification models. The fully connected layer with 1000 output neurons was replaced by the one with 80 outputs corresponding to 80 object categories in COCO dataset. The fully connected layer was trained with an initial learning rate at 0.0001 for 50 epochs. Since shallow layers in CNN models tend to learn more general representations, we fine-tuned the whole model except the first two convolutional blocks for ResNet-101 model with an initial learning rate at 0.00001. Adam [21] was used for model optimization.

Image caption model with attention penalty. The attention penalty was computed by aligning the LSTM predicted attention with CNN-based saliency maps for every visual concept in captions. Specifically, the category of each visual word was backpropagated to the last convolutional layer of the trained feature extractor (ResNet-101 [16]) to generate class specific attention maps [39]. We used the word embedding size of 512. The hidden size of attention LSTM and language LSTM was set at 1024. To incorporate attention alignment penalty into the final loss function, we experimented with both adaptive and constant $\lambda$, and the constant $\lambda$ at 100 gave the best performance. We used the Adam optimizer and an initial learning rate starts at 0.0005 for captioning model optimization. The scheduled sampling was used to reduce differences between sentence generation during training and inference [5]. Beam size was set at 3 for model evaluation.

4.3. Results: COCO

We compared our method with captioning models that don’t rely one bounding box annotations: Google NIC [44], Soft Attention [46] and Hard Attention [46]. We also compared with [29], which utilized bounding box annotations as the additional attention supervision. Table 1 summarized model performances. To evaluate the effect of the attention penalty, we used the same pre-trained CNN model and the LSTM architecture for the ablated model. As shown in Ta-
Table 1. Model performances on the test split of COCO dataset

| Methods                        | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR  | CIDEr  | SPICE  | ROUGE-L |
|--------------------------------|--------|--------|--------|--------|---------|--------|--------|---------|
| Top-down and Bottom-up [2]     | 77.2   | -      | -      | 36.2   | 27.0    | 113.5  | 20.3   | 56.4    |
| Neural Baby Talk [31]          | 75.5   | -      | -      | 34.7   | 27.1    | 107.2  | 20.1   | -       |
| Google NIC [44]                | 66.6   | 46.1   | 32.9   | 24.6   | -       | -      | -      | -       |
| Soft Attention [46]            | 70.7   | 49.2   | 34.4   | 24.3   | 23.9    | -      | -      | -       |
| Hard Attention [46]            | 71.8   | 50.4   | 35.7   | 25.0   | 23.0    | -      | -      | -       |
| Attention Correctness [29]     | -      | -      | 37.2   | 27.6   | 24.8    | -      | -      | -       |
| Ours ablated                   | 71.8   | 54.9   | 41.4   | 31.3   | 24.6    | 95.1   | 17.6   | 52.8    |
| Ours w attention               | 72.0   | 55.1   | 41.5   | 31.4   | 24.7    | 95.6   | 17.7   | 53.0    |

Figure 5. Sample results on COCO dataset for both proposed model (w attention) and the ablated one (wo attention).

Figure 5 shows some sample results on the COCO dataset. We can see that if the predicted attention maps become less meaningful, the captioning model may produce sentences that are less grounded in the image. For example, the left side of the second row in Figure 5 shows a motorcycle. However, the attention map generated by the ablated model failed to highlight relevant regions, and generated words such as “man” and “helmet” were not grounded in the image. The additional attention alignment loss can help the captioning model to focus on relevant regions during the sentence generation.

4.4. Results: Historical Photo

Since Ancestry.com Operations Inc. dataset is relatively small compared with COCO dataset, we didn’t train the captioning model from the scratch. Instead, layers in the LSTM and attention modules of pre-trained models were fine-tuned on Ancestry.com Operations Inc. dataset. We reported the same evaluation metrics. As shown in Table 2,
the proposed attention alignment model achieved much better performances on all evaluation metrics compared with the ablated version.

5. Discussion and Future Work

In this paper, we investigated the consistency between gradient-based saliency maps from the CNN model and the predicted attention maps from attention modules in most encoder-decoder based captioning models. We proposed a novel approach that could guide implicitly learned attention maps without relying on fine-grained annotations. The proposed model were evaluated on two distinct datasets and demonstrated better performances across all commonly used evaluation metrics.

However, the improvement is relatively small on COCO dataset, but large on Ancestry.com Operations Inc. historical dataset. This could be caused by the fact that both attention maps haven’t been trained with strong supervision, thus may not be perfect. Most historical photos in Ancestry.com Operations Inc. dataset were taken with the purpose of recording the important events or moments, so relevant contents (e.g. people) may usually be large and centered, which makes it easier for Grad-CAM to localize. In contrast, COCO dataset contains images that describe sophisticated scenes, which can be challenging for Grad-CAM to identify all relevant regions. We would argue that the performance gain for the attention alignment model will increase by replacing Grad-CAM with better visualization algorithms. Also visual concepts from captions were generated using a small manually built word to category mapping. It’s possible that some visual words haven’t been identified and didn’t contribution to the attention penalty.

In the future work, we will investigate alternative optimization methods, which can update gradient-based attention maps and train LSTM in an alternating way. Instead of relying on the manually built word to categories mapping, we will explore different methods to generate it automatically, such as measuring the distance between word and categories in the word embedding space. Moreover, in this work we only utilized the bottom-up and top-down attention module, and we are going to apply and evaluate other commonly used attention mechanisms.

References

[1] P. Anderson, B. Fernando, M. Johnson, and S. Gould. Spice: Semantic propositional image caption evaluation. In European Conference on Computer Vision, pages 382–398. Springer, 2016.
[2] P. Anderson, X. He, C. Buehler, D. Teney, M. Johnson, S. Gould, and L. Zhang. Bottom-up and top-down attention for image captioning and visual question answering. In CVPR, volume 3, page 6, 2018.
[3] S. Andrews, T. Hofmann, and I. Tschantzaridis. Multiple instance learning with generalized support vector machines. In AAAI/IAAI, pages 943–944, 2002.
[4] D. Bahdanau, K. Cho, and Y. Bengio. Neural machine translation by jointly learning to align and translate. arXiv preprint arXiv:1409.0473, 2014.
[5] S. Bengio, O. Vinyals, N. Jaitly, and N. Shazeer. Scheduled sampling for sequence prediction with recurrent neural networks. In Advances in Neural Information Processing Systems, pages 1171–1179, 2015.
[6] R. Bernardi, R. Cakici, D. Elliott, A. Erdem, E. Erdem, N. Ikizler-Cinbis, F. Keller, A. Muscat, and B. Plank. Automatic description generation from images: A survey of models, datasets, and evaluation measures. Journal of Artificial Intelligence Research, 55:409–442, 2016.
[7] L.-C. Chen, Y. Yang, J. Wang, W. Xu, and A. L. Yuille. Attention to scale: Scale-aware semantic image segmentation. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 3640–3649, 2016.
[8] K. Cho, B. Van Merriënboer, C. Gulcehre, D. Bahdanau, F. Bougares, H. Schwenk, and Y. Bengio. Learning phrase representations using rnn encoder-decoder for statistical machine translation. arXiv preprint arXiv:1406.1078, 2014.
[9] M. Denkowski and A. Lavie. Meteor universal: Language specific translation evaluation for any target language. In Proceedings of the ninth workshop on statistical machine translation, pages 376–380, 2014.
[10] R. Desimone and J. Duncan. Neural mechanisms of selective visual attention. Annual review of neuroscience, 18(1):193–222, 1995.
[11] J. Donahue, L. Anne Hendricks, S. Guadarrama, M. Rohrbach, S. Venugopalan, K. Saenko, and T. Darrell. Long-term recurrent convolutional networks for visual recognition and description. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 2625–2634, 2015.
[12] D. Elliott and F. Keller. Image description using visual dependency representations. In Proceedings of the 2013 Conference on Empirical Methods in Natural Language Processing, pages 1292–1302, 2013.

Table 2. Model performances on the test split of Ancestry.com Operations Inc. dataset

| Methods       | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR | CIDEr | SPICE | ROUGE-L |
|---------------|--------|--------|--------|--------|--------|-------|-------|---------|
| Ours ablated  | 70.6   | 61.9   | 55.0   | 48.8   | 32.5   | 187.4 | 39.1  | 66.8    |
| Ours w attention | 72.3 | 64.6   | 58.4   | 52.8   | 35.6   | 233.8 | 44.1  | 68.6    |
[13] A. Farhadi, M. Hejrati, M. A. Sadeghi, P. Young, C. Rashtchian, J. Hockenmaier, and D. Forsyth. Every picture tells a story: Generating sentences from images. *In European conference on computer vision*, pages 15–29. Springer, 2010. 2

[14] Y. Gong, L. Wang, M. Hodosh, J. Hockenmaier, and S. Lazebnik. Improving image-sentence embeddings using large weakly annotated photo collections. *In European Conference on Computer Vision*, pages 529–545. Springer, 2014. 2

[15] A. Gupta, Y. Verma, C. Jawahar, et al. Choosing linguistics over vision to describe images. In *AAAI*, page 1, 2012. 2

[16] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. *In Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 770–778, 2016. 3, 4, 6

[17] M. Hodosh, P. Young, and J. Hockenmaier. Framing image description as a ranking task: Data, models and evaluation metrics. *Journal of Artificial Intelligence Research*, 47:853–899, 2013. 2

[18] N. Kalchbrenner and P. Blunsom. Recurrent continuous translation models. *In Proceedings of the 2013 Conference on Empirical Methods in Natural Language Processing*, pages 1700–1709, 2013. 2

[19] D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*, 2014. 6

[20] R. Kiros, R. Salakhutdinov, and R. Zemel. Multimodal neural language models. *In International Conference on Machine Learning*, pages 595–603, 2014. 2

[21] D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*, 2014. 6

[22] R. Kiros, R. Salakhutdinov, and R. Zemel. Multimodal neural language models. *In International Conference on Machine Learning*, pages 595–603, 2014. 2

[23] R. Kiros, R. Salakhutdinov, and R. S. Zemel. Unifying visual-semantic embeddings with multimodal neural language models. *arXiv preprint arXiv:1411.2339*, 2014. 2

[24] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet classification with deep convolutional neural networks. *In Advances in neural information processing systems*, pages 1097–1105, 2012. 6

[25] G. Kulkarni, V. Premraj, S. Dhar, S. Li, Y. Choi, A. C. Berg, and T. L. Berg. Babytalk: Understanding and generating simple image descriptions. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 35(12):2891–2903, 2013. 2

[26] S. Li, G. Kulkarni, T. L. Berg, A. C. Berg, and Y. Choi. Composing simple image descriptions using web-scale n-grams. *In Proceedings of the Fifteenth Conference on Computational Natural Language Learning*, pages 220–228. Association for Computational Linguistics, 2011. 2

[27] C.-Y. Lin. Rouge: A package for automatic evaluation of summaries. *Text Summarization Branches Out*, 2004. 5

[28] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, P. Dollár, and C. L. Zitnick. Microsoft coco: Common objects in context. *In European conference on computer vision*, pages 740–755. Springer, 2014. 5, 6

[29] C. Liu, J. Mao, F. Sha, and A. L. Yuille. Attention correctness in neural image captioning. In *AAAI*, pages 4176–4182, 2017. 2, 3, 4, 5, 6, 7

[30] J. Lu, C. Xiong, D. Parikh, and R. Socher. Knowing when to look: Adaptive attention via a visual sentinel for image captioning. *In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, volume 6, page 2, 2017. 2, 3, 5

[31] J. Lu, J. Yang, D. Batra, and D. Parikh. Neural baby talk. *In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 7219–7228, 2018. 2, 3, 4, 5, 6, 7

[32] C. Manning, M. Surdeanu, J. Bauer, J. Finkel, S. Bethard, and D. McClosky. The stanford corenlp natural language processing toolkit. In *Proceedings of 52nd annual meeting of the association for computational linguistics: system demonstrations*, pages 55–60, 2014. 4, 5

[33] J. Mao, W. Xu, Y. Yang, J. Wang, Z. Huang, and A. Yuille. Deep captioning with multimodal recurrent neural networks (m-rnn). *arXiv preprint arXiv:1412.6632*, 2014. 2

[34] M. Mitchell, X. Han, J. Dodge, A. Mensch, A. Goyal, A. Berg, K. Yamaguchi, T. Berg, K. Stratos, and H. Daumé III. Midge: Generating image descriptions from computer vision detections. *In Proceedings of the 13th Conference of the European Chapter of the Association for Computational Linguistics*, pages 747–756. Association for Computational Linguistics, 2012. 2

[35] V. Ordonez, G. Kulkarni, and T. L. Berg. Im2text: Describing images using 1 million captioned photographs. In *Advances in neural information processing systems*, pages 1143–1151, 2011. 2

[36] C. Manning, M. Surdeanu, J. Bauer, J. Finkel, S. Bethard, and D. McClosky. The stanford corenlp natural language processing toolkit. In *Proceedings of 52nd annual meeting of the association for computational linguistics: system demonstrations*, pages 55–60, 2014. 4, 5

[37] B. Rasolzadeh, A. T. Targhi, and J.-O. Eklundh. An attempt to look: Adaptive attention via a visual sentinel for image captioning. *In Proceedings of the IEEE conference on computer vision and pattern recognition*, volume 6, page 2, 2017. 2, 3, 4

[38] K. Papineni, S. Roukos, T. Ward, and W.-J. Zhu. Bleu: a method for automatic evaluation of machine translation. *In Proceedings of the 40th annual meeting on association for computational linguistics*, pages 311–318. Association for Computational Linguistics, 2002. 5

[39] J. Lu, C. Xiong, D. Parikh, and R. Socher. Knowing when to look: Adaptive attention via a visual sentinel for image captioning. *In Proceedings of the IEEE conference on computer vision and pattern recognition*, volume 6, page 2, 2017. 2, 3, 5

[40] C. Manning, M. Surdeanu, J. Bauer, J. Finkel, S. Bethard, and D. McClosky. The stanford corenlp natural language processing toolkit. In *Proceedings of 52nd annual meeting of the association for computational linguistics: system demonstrations*, pages 55–60, 2014. 4, 5

[41] I. Sutskever, O. Vinyals, and Q. V. Le. Sequence to sequence learning with neural networks. In *Advances in neural information processing systems*, pages 3104–3112, 2014. 2
[42] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, L. Kaiser, and I. Polosukhin. Attention is all you need. In Advances in Neural Information Processing Systems, pages 5998–6008, 2017. 2

[43] R. Vedantam, C. Lawrence Zitnick, and D. Parikh. CIDER: Consensus-based image description evaluation. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 4566–4575, 2015. 5

[44] O. Vinyals, A. Toshev, S. Bengio, and D. Erhan. Show and tell: A neural image caption generator. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 3156–3164, 2015. 2, 6, 7

[45] O. Vinyals, A. Toshev, S. Bengio, and D. Erhan. Show and tell: Lessons learned from the 2015 mscoco image captioning challenge. IEEE transactions on pattern analysis and machine intelligence, 39(4):652–663, 2017. 2

[46] K. Xu, J. Ba, R. Kiros, K. Cho, A. Courville, R. Salakhudinov, R. Zemel, and Y. Bengio. Show, attend and tell: Neural image caption generation with visual attention. In International conference on machine learning, pages 2048–2057, 2015. 2, 3, 6, 7

[47] Y. Yang, C. L. Teo, H. Daumé III, and Y. Aloimonos. Corpus-guided sentence generation of natural images. In Proceedings of the Conference on Empirical Methods in Natural Language Processing, pages 444–454. Association for Computational Linguistics, 2011. 2

[48] Z. Yang, Y. Yuan, Y. Wu, R. Salakhutdinov, and W. W. Cohen. Encode, review, and decode: Reviewer module for caption generation. arXiv preprint arXiv:1605.07912, 2016. 2

[49] B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba. Learning deep features for discriminative localization. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 2921–2929, 2016. 2