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Topological phases of matter are defined by their nontrivial patterns of ground-state quantum entanglement, which is irremovable so long as the excitation gap and the protecting symmetries, if any, are maintained. Recent studies on noninteracting electrons in crystals have unveiled a peculiar variety of topological phases, which harbors nontrivial entanglement that can be dissolved simply by the addition of entanglement-free, but charged, degrees of freedom. Such topological phases have a weaker sense of robustness than their conventional counterparts, and are therefore dubbed “fragile topological phases.” In this work, we show that fragile topology is a general concept prevailing beyond systems of noninteracting electrons. Fragile topological phases can generally occur when a system has a $U(1)$ charge conservation symmetry, such that only particles with one sign of the charge are physically allowed (e.g. electrons but not positrons). We demonstrate that fragile topological phases exist in interacting systems of both fermions and of bosons.

I. INTRODUCTION

A fundamental problem in condensed matter physics is to identify and classify non-trivial topological phases of matter [1–31], including in the presence of symmetries. But what, precisely, do we mean by “non-trivial”? In this paper, we will revisit this question, and discuss phases of matter whose characterization as “trivial” or “non-trivial” depends rather sensitively on the precise definitions used.

Traditionally, we say that a system with a gapped local Hamiltonian $H$ is in a non-trivial topological phase if there is no smooth deformation of local Hamiltonians, preserving the gap and all relevant symmetries, that relates $H$ to a different Hamiltonian $H'$ for which the ground state is simply a product state. But we still have to specify the space of Hamiltonians which this deformation is allowed to pass through. Specifically, we have to specify whether the Hamiltonians must act only on the degrees of freedom of the original Hamiltonian $H$, or whether, along the path, we are allowed to introduce additional degrees of freedom, initially in a product state with each other and with the original degrees of freedom. We will refer to such additional degrees of freedom as “ancillas.” In the context of tight-binding models of fermions, introducing ancillas is equivalent to introducing additional ions and/or additional orbitals into the tight-binding description.

Can the non-triviality of a phase depend on whether or not ancillas are permitted? For phases with purely internal symmetries, there is an argument that it cannot, because even if ancillas are not explicitly permitted, one can build effective ancillas from the unused degrees of freedom after coarse-graining [8]. This argument fails, however, for systems with crystalline symmetries, which cannot be coarse-grained while preserving the symmetries. This raises the possibility of phases of “intermediate” stability that are non-trivial in the absence of ancillas, but become trivial in their presence.

In this paper, we will focus on systems composed of particles carrying a conserved $U(1)$ charge, such that the charges of all the particles are all of the same sign. A canonical example of this setting is an electronic problem with charge conservation. We will also always assume lattice translation symmetries, such that the filling $\nu$, defined as the average charge per unit cell, is a well-defined conserved quantity.

We will discuss two kinds of phases of intermediate stability in this setting. The first we refer to as a fragile topological phase [32–35]. A fragile topological phase remains non-trivial even in the presence of ancillas as long as the filling $\nu$ is kept unchanged. However, if we introduce charged ancillas which increase the total filling, then the resulting state can be trivialized. In the language of electronic tight-binding models, the state is trivialized if we add occupied orbitals, i.e. we add valence electrons, where the electrons added are initially in a trivial insulating state. The second, which is more trivial by comparison, we refer to as an obstructed trivial phase [30, 36]. Similar to topological phases, obstructed trivial phases showcase symmetry-protected quantum entanglement. However, such entanglement is protected only when one stays strictly with the original degrees of freedom, and so state can be trivialized as soon as we incorporate uncharged ancillas. In the language of tight-binding models, these uncharged ancillas can come from unoccupied orbitals, which are always present when one recalls the fact that the electrons live in the continuum.

Fragile topological phases [32–35] and obstructed trivial phases [30, 36] have previously been discussed in the context of free-fermion systems. In this paper, we will show that these notions are more general and also apply in the presence of strong interactions. For example, we will show that some fragile topological phases identified in free-electron systems are robust to interactions. An important step in our argument is the introduction of charge carriers with the opposite sign, which we dub “positrons” by analogy. Introducing positrons violates the “single-sign” assumption we imposed on the charge carriers, and we will show that a fragile topological phase can generically be trivialized upon the lifting of this assumption. Moreover, we will sketch a construction
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of an \textit{intrinsically interacting} fragile topological phase in a bosonic system. Our arguments are based on recent results on the classification of topological phases with spatial symmetries \cite{25, 27, 31, 37}, which in the cases discussed here reduces to “lattice homotopy” \cite{1, 30, 38}.

This paper is organized as follows. In Sec. II, we present the precise definition of fragile topological phases and obstructed trivial phases. We then present in Sec. IV a general argument on the stability of certain fermionic fragile topological phases and obstructed trivial phases against the introduction of interactions, through a detailed example of spinless electrons defined on an inversion-symmetric square lattice. The discussion is extended to spinful electrons (Sec. V) and hard-core bosons (Sec. VI) on the honeycomb lattice. We discuss the particle-hole duality between the obstructed trivial phase and the fragile topological phase in Sec. VII and then conclude in Sec. VIII.

## II. DEFINITIONS OF PHASES OF INTERMEDIATE STABILITY

As we have alluded to, in the presence of spatial symmetries the apparent dichotomy between trivial and topological phases is more subtle than it may appear, due to the existence of “phases of intermediate stability” whose stability is dependent on the admittance of ancillas. To understand the properties of fragile topological phases, it will be beneficial to first provide precise definitions for the various phases involved, which we summarize in Table I. We will always assume that the full symmetry group $G$ includes U(1) symmetry and the $d$-dimensional lattice translation symmetry.

### A. Setups and Rules

As a preparation, let us first clarify the setup.

#### 1. Local Hilbert space

Suppose that the model of our interest is defined on a lattice $\Lambda \subset \mathbb{R}^d$ symmetric under $G$. For each $x \in \Lambda$, let $G_x$ be the subgroup of $G$ that leaves $x$ unmoved. States in the local Hilbert space $\mathcal{H}_x$ can be classified accordingly by the irreducible representations of $G_x$. In particular, $G_x$ includes the U(1) symmetry $e^{i\theta \hat{Q}_x}$ that defines the local U(1) charge.

The entire Hilbert space $\mathcal{H}_\Lambda$ is given by the tensor product $\bigotimes_{x \in \Lambda} \mathcal{H}_x$.

We demand that the charge operator $\hat{Q}_x$ satisfies the positive-semidefinite condition $\hat{Q}_x \geq 0$ on $\mathcal{H}_x$. Namely, any eigenstate of $\hat{Q}_x$ in the local Hilbert space has a nonnegative eigenvalue of $\hat{Q}_x$. In electronic systems, this condition is violated when positronic states are allowed. (Here, and throughout this paper, we define electrons to have positive charge and positrons to have negative charge.)

We also assume that the local Fock vacuum $|0\rangle_x$ is the only charge-0 state in the local Hilbert space $\mathcal{H}_x$ and that $|0\rangle_x$ has the trivial representation $U_x(g) = 1$ for all elements $g \in G_x$.

#### 2. Ancillas

In our definition of equivalence of topological phases, we will allow ourselves to add ancillas. To define this operation properly, let $y_0 \in \mathbb{R}^d$ be a point that may not belong to $\Lambda$. The orbit $\{g(y_0) \mid g \in G\}$ defines a $G$-symmetric lattice $\Lambda' \subset \mathbb{R}^d$.

We introduce a new local Hilbert space $\mathcal{H}_y$ to each $y \in \Lambda'$. We assume the same conditions on $\mathcal{H}_y$ as mentioned for $\mathcal{H}_x$ in the previous section.

Let us choose $|\phi\rangle_{y_0} \in \mathcal{H}_{y_0}$, that obeys a one-dimensional representation of $G_{y_0}$ (as is necessary if we want to avoid introducing ground state degeneracy when introducing the ancilla). We assume that the symmetry image $\tilde{g}(\langle \phi \rangle_{y_0})$ belongs to $\mathcal{H}_{g(y_0)}$. Then one can construct a $G$-symmetric product state $|\phi\rangle_{\Lambda'}$ by

$$|\phi\rangle_{\Lambda'} = \bigotimes_{g \in G/G_{y_0}} \tilde{g}(\langle \phi \rangle_{y_0}),$$

which belongs to $\mathcal{H}_{\Lambda'} = \bigotimes_{y \in \Lambda'} \mathcal{H}_y$.

What we mean by introducing ancillas is the following. Let $|\Psi\rangle_\Lambda \in \mathcal{H}_\Lambda$ be the ground state with a finite excitation gap. Then after introducing ancillas, the total Hilbert space is enlarged to $\mathcal{H}_\Lambda \otimes \mathcal{H}_{\Lambda'}$ and the ground state becomes $|\Psi\rangle_\Lambda \otimes |\phi\rangle_{\Lambda'} \in \mathcal{H}_\Lambda \otimes \mathcal{H}_{\Lambda'}$.

In this paper, we will consider different kinds of ancillas, which will lead to different notions of phases. Firstly, we can distinguish between \textit{electronic} ancillas and \textit{general} ancillas. An electronic ancilla is one in which the Hilbert space $\mathcal{H}_{y_0}$ satisfies the same conditions (i.e. all states are charge positivse-semidefinite, and the vacuum state is unique and carries trivial representation of the on-site symmetry) as we imposed on the Hilbert space $\mathcal{H}_x$ of the original lattice degrees of freedom in the previous section. A non-electronic ancilla, meanwhile, violates these conditions. Non-electronic ancillas

| Class | Trivial | Obstructed trivial | Fragile topological | Stably topological |
|-------|---------|-------------------|--------------------|-------------------|
| Nontriviality | Trivial | – | charged ancillas | Topological |
| Trivialized by (interpretation) | – | uncharged ancillas | – |
| Examples | Product States | Secs. IV–VI | Secs. IV–VI | Chern, $\mathbb{Z}_2$ TI |

### Table I. Summary of phases of intermediate stability
seemingly have little physical relevance for condensed matter systems, but we will employ them as a theoretical device.

Secondly, we distinguish between charged and uncharged ancillas, depending on the properties of the state $|\phi\rangle_{y_0}$ in which the ancilla is in when it is added. We say the ancilla is uncharged if $|\phi\rangle_{y_0}$ carries trivial representation of the on-site symmetry group, $U_{y_0}(g)|\phi\rangle_{y_0} = 1$. In particular, this implies that the $U(1)$ charge must be zero. For electronic ancillas, the latter is also a sufficient condition for the ancilla to be uncharged, since it implies that $|\phi\rangle_{y_0}$ must be the Fock vacuum $|0\rangle_{y_0}$.

Now to define fragile topological phases, we allow only ancillas that are electronic and uncharged; in particular, such ancillas do not change the filling $\nu$. Although such ancillas are always initially in the Fock vacuum state, they can still help in trivializing the ground state, since once the ancillas are introduced the ground state is allowed to explore the enlarged Hilbert space $\mathcal{H}_\Lambda \otimes \mathcal{H}_{\Lambda'}$ and states other than $|0\rangle_{y_0}$ in $\mathcal{H}_{y_0}$ may be utilized upon smooth deformation.

One might ask what is the physical reason for considering such ancillas. Let us focus on the case of tight-binding models of electrons. The point is that tight-binding models are based on choosing a finite number of orbitals centered at each lattice site (thus giving a finite-dimensional site Hilbert space). Thus, one can think of the formal device of an “ancilla” simply as a way to bring in additional orbitals that were originally left out of the tight-binding approximation. This makes it clear why we want the ancillas to be uncharged: the process of bringing in an ancilla, though it seems abrupt in terms of the finite-dimensional site Hilbert space, is really a change in our description of the system rather than the underlying system itself; this could never be true for a process that introduces extra charges.

However, there is still a physical interpretation for the process of adding a charged electronic ancilla. Usually in solid state physics, we divide electrons into core electrons which are tightly bound to their respective nuclei, and the valence electrons which determine the low-energy properties of the solid. However, in the course of a deformation it is possible that these wavefunctions of the core electrons could become less localized, to the point where we have to start treating them as valence electrons. These core electrons, and the orbitals they occupy, then effectively “enter the scene” for our description of the material. This corresponds to adding a charged ancilla. To the extent that we classify phases with the restriction of uncharged ancillas, we are restricting ourself to the regime where the core electrons, if they exist, always remain tightly bound.

### B. Definitions of phases

Now we are ready to state the definitions of phases in Table I one by one.

1. **Trivial phases**

The ground state $|\Psi\rangle_{\Lambda}$ is trivial when it is smoothly deformable to a product state in $\mathcal{H}_\Lambda$, i.e., without introducing any ancillas.

2. **Obstructed trivial phases**

The gapped ground state $|\Psi\rangle_{\Lambda}$ is in an obstructed trivial phase if it is not trivial without ancillas, but becomes trivial when uncharged electronic ancillas are introduced. Examples are discussed in Secs. IV–VI. As we will later see, their existence is closely related to the observation that point-group symmetries can lead to mutual distinction between trivial phases [1, 22, 26, 29, 30].

3. **Fragile topological phases**

The ground state $|\Psi\rangle_{\Lambda}$ is in a fragile topological phase if (i) it cannot be trivialized by introducing any uncharged electronic ancillas, but (ii) can be trivialized by adding charged electronic ancillas. This definition generalizes noninteracting “fragile topological insulators” (FTIs) [32–35]. Examples are discussed in Secs. IV–VI.

4. **Stably topological phases**

The ground state $|\Psi\rangle_{\Lambda}$ is in a stably topological phase if it cannot be trivialized by adding any electronic ancillas, even if they are charged. (Note that one can easily convince oneself that allowing also non-electronic ancillas would not make any difference to this definition.)

5. **Comparison with previous definitions**

It is useful to compare the above definitions with previous works on the classification of interacting topological phases with spatial symmetries [25, 27, 31, 37]. In such works, phases are classified with respect to deformations that can include ancillas that need not be electronic, but must be uncharged. (In general, there can be more than one “trivial” phase under such an equivalence relation). Such an equivalence relation is not very physically relevant, as we have argued. Nevertheless, these results will still form the starting point for our analysis of the more physically motivated definitions given above.

Lastly, we comment that, in the context of free-fermion problems, the notion of fragile topological phases is related to the idea of stable equivalence in the theory of vector bundles (most notably, in K-theory) [3, 13, 32, 39, 40]. Consider a set of energy bands which is isolated from above and below by a continuous energy gap everywhere in the Brillouin zone. We say this set of band is trivial if one can find a full
set of symmetric, localized Wannier functions. The classification of phases in this context then boils down to the study of equivalence of vector bundles under smooth deformation, which we will denote by the symbol “∼” in this subsection. For instance, consider two systems with respective valence-band vector bundles \( V_1 \) and \( V_2 \). We say they are in the same phase if \( V_1 \sim V_2 \).

However, in a K-theory-based classification a weaker sense of equivalence, termed “stable equivalence,” is required: even if \( V_1 \not\sim V_2 \), we say the two systems are stably equivalent so long as one can find a trivial bundle \( A \) such that \( V_1 \oplus A \sim V_2 \oplus A \). By our definitions, if a set of filled bands \( T \) is topological, one cannot find any trivial \( A \) for which \( T \sim A \). Yet, in the spirit of stable equivalence, one should further examine the stability of the topological obstruction upon the addition of additional filled bands. We say \( T \) is fragile topological if one can find a pair of trivial bands \( B \) and \( C \) such that \( T \oplus B \sim C \); if no such pair can be found, we say \( T \) is stably topological.

We emphasize therefore, that, for example, the Hopf insulator [41] is not an example of a fragile topological phase. The filled bands for this model correspond to a completely trivial vector bundle, and therefore it can be trivialized simply by adding unfilled bands. We believe that spatial symmetries are essential to obtain fragile topological phases.

III. THE GENERAL APPROACH FOR ESTABLISHING FRAGILE TOPOLOGY

In this section we briefly describe the general idea for how to establish that a ground state is in an interacting fragile topological phase. The specifics will be given in great detail for a specific example in Section IV. The components of the argument can be summarized in Figure 1.

The idea is that we want to exploit the known classifications of crystalline SPT phases from Refs. 25, 27, 31, and 37. As mentioned above, these classifications are based on an unphysical equivalence relation where non-electronic ancillas are allowed. By contrast, what we want to prove is that a state can never be deformed into a purely electronic insulator.

IV. DECORATED SQUARE LATTICE MODEL

In this section, we will first analyze in detail a fermionic model defined on a decorated square lattice, and from this present a general argument concerning the stability of certain fragile topological phases against interactions.

A. Tight-binding model

We begin by considering a model for a fractional topological phase in a free-fermion system, i.e. a fragile topological insulator (FTI). We start from the tight-binding model illustrated in Fig. 2(a). The model has three \( s \)-orbitals per unit cell, labeled by \( i \) = 1, 2, 3 in Fig. 2(a), and is inversion symmetric. This lattice can actually be viewed as the kagome lattice. The kagome lattice model has been studied in detail in Refs. 40, 42 and we will use the results. However, the minimum symmetry setting for our discussion requires only the inversion and the lattice translation, and here we regard the lattice as a decorated square lattice. We set the lattice constant to be 1.

The tight-binding Hamiltonian in the Fourier space reads

\[
\hat{H}^{(1)}_k = t(1 + e^{-ik_x})\hat{c}_{1,\bar{k}}^\dagger \hat{c}_{1,\bar{k}} + t(1 + e^{-ik_x})\hat{c}_{3,\bar{k}}^\dagger \hat{c}_{2,\bar{k}} + t(1 + e^{-ik_x})\hat{c}_{3,\bar{k}}^\dagger \hat{c}_{3,\bar{k}} + \text{h.c.}.
\]

(2)

Here, \( \hat{c}_{i,\bar{k}}^\dagger \) is the creation operator of a spinless electron on the site \( i \) belonging to the unit cell \( \bar{k} \in \mathbb{Z}^2 \) and \( \hat{c}_{i,\bar{k}} \) is its Fourier transformation. The inversion symmetry \( \hat{I} \) is implemented as \( \hat{I}\hat{c}_{i,\bar{k}} \hat{I}^\dagger = \rho_{i,\bar{k}} \hat{c}_{i,-\bar{k}} \) with \( \rho_{1,\bar{k}} = 1, \rho_{2,\bar{k}} = e^{-ik_x}, \) and \( \rho_{3,\bar{k}} = e^{-ik_y} \) so that \( \hat{I}\hat{H}^{(1)}_k \hat{I}^\dagger = \hat{H}^{(1)}_k \). We diagonalize \( \hat{H}^{(1)}_k \) and write

\[
\hat{H}^{(1)}_k = \sum_{n=0,\pm 1} \epsilon_{n,\bar{k}} \hat{c}_{n,\bar{k}}^\dagger \hat{c}_{n,\bar{k}}.
\]

(3)
using the creation operator \( \hat{c}_{n,\vec{k}}^\dagger = \sum_{i=1}^3 (\hat{u}_{n,\vec{k}})_{i,n,\vec{k}} \) of the Bloch state. The dispersion relation \( E = \langle \epsilon_{n,\vec{k}} \rangle \) for \( t = \frac{3}{4} \) is plotted in Fig. 2(b). The hopping parameter is chosen in such a way that \( \langle \epsilon_{n,\vec{k}} \rangle \) \( < 1 \) and that the magnitude of the band gap is \( \sim 0.5 \). The band index \( n = 0, \pm 1 \) coincides with the Chern number of each band, i.e., \( C_n = \int \frac{d^2k}{(2\pi)^2} \hat{h}_y \hat{u}_{n,\vec{k}} \cdot \partial_{k_x} \hat{u}_{n,\vec{k}} + \text{c.c.} = n \) [42].

The flat band \( (n = 0) \) has a zero Chern number and thus admits a full set of symmetric, exponentially localized Wannier orbital by itself [40]. Using the explicit form of the Bloch function

\[
\hat{u}_{0,\vec{k}} = \begin{pmatrix} 1 + e^{ik_x - ik_y} & 1 - e^{ik_x + ik_y} \\ 1 - e^{-ik_x - ik_y} & 1 + e^{-ik_x + ik_y} \end{pmatrix}^T \mathcal{N}_{0,\vec{k}},
\]

\[
\mathcal{N}_{0,\vec{k}} = e^{-ik_z \ell/2} \sqrt{\frac{1 + \cos k_z}{3 + \cos k_x \cos k_y + \cos(k_x - k_y)}},
\]

we can readily construct the Wannier function by the Fourier transformation, \( w_{i}(\vec{R}) = \int \frac{d^2k}{(2\pi)^2} e^{i\vec{k} \cdot \vec{R}} \hat{u}_{i,\vec{k}} \). As shown in Fig. 2(c), the Wannier center coincides with the plaquette center \( \vec{x} = (1/2, 1/2) \) and \( |w_{i}(\vec{R})|^2 \) decays exponentially with the distance \( r \) from the Wannier center as demonstrated in Fig. 2(d). This band gives rise to an obstructed phase as we discuss in Sec. IV E.

\[
\hat{H}_k^{(2)} = -3 \sum_{i=1}^3 \hat{c}_{1,i,k}^\dagger \hat{c}_{1,i,k} + 2 \gamma_{0,k}^+ \hat{c}_{0,k}^\dagger \hat{c}_{0,k} + \text{h.c.}
\]

to \( \hat{H}_k^{(1)} \), so that the \( n = \pm 1 \) bands sit below \( E = 0 \) and the \( n = 0 \) band is above \( E = 0 \) [see Fig. 3(a)]. The first term of \( \hat{H}_k^{(2)} \) is just the on-site potential, and the second term can also be realized by exponentially-decaying hopping since the Bloch function \( \hat{u}_{0,k} \) in Eq. (4) is analytic in \( k \). If desired, one can truncate the hopping at some finite range so that \( \hat{H}_k^{(2)} \) becomes strictly local.

Let \( |\Psi\rangle \) be the state obtained by occupying the two bands below the chemical potential \( \mu = 0 \). This is the unique gapped ground state of \( \int \frac{d^2k}{(2\pi)^2} (\hat{H}_k^{(1)} + \hat{H}_k^{(2)}) \) and it has the filling \( \nu = 2 \). The net Chern number is canceled out and a priori it could be smoothly deformable to a product state. However, the combination of inversion parities forms the obstruction to such a deformation within the single-particle problem of electrons. In Fig. 3(a), we show the inversion parity of each band at the four time-reversal invariant momenta (TRIMs). The two occupied bands have in total two odd parities at \( \vec{k} = (\pi, \pi) \) and two even parities at other three TRIMs. This combination of the inversion eigenvalue cannot be realized as a stacking of atomic insulators and thus cannot be topologically trivial. In fact, this parity combination implies a nontrivial flow of the Wilson loop eigenvalues [43] and \( |\Psi\rangle \) was identified as a noninteracting FTI in Ref. [40].

In contrast, if an additional site is added at the plaquette center (which we call \( i = 4 \) from now) for every unit cell,
the $n = 0$ band can be smoothly deformed into the product state illustrated in Fig. 3(b), as we explicitly demonstrate in Sec. IV E. This, in turn, implies that the insulator $|\Psi\rangle$ can be intuitively depicted as Fig. 3(c), in which the unfilled atomic limit in Fig. 3(b) is formally subtracted from the product state of electrons occupying all three sites $i = 1, 2, 3$. In other words, the insulator $|\Psi\rangle$ can be trivialized by adding to it a product state (ancillas with $\nu = 1$) in Fig. 3(d). This type of ‘fragile’ topology was first proposed in Ref. 32. However, this requires changing the filling from $\nu = 2$ to $\nu = 3$. Adding an unfilled band of electrons does not change the filling but cannot trivialize the fragile topology since, by definition, it does not change the representation of occupied bands.

C. Trivializing FTI by positrons

So far, as in past works, the “subtraction” shown in Fig. 3(c) has been treated as a purely formal one. However, we now take a step towards interpreting it more concretely: “minus an electron” is heuristically the same as a positron, i.e. a particle carrying charge $-e$. In this section, we propose to take this picture seriously, and use it to understand properties of the FTI. In particular, we will explicitly demonstrate that, by adding extra degrees of freedom such that the Hilbert space also contains positronic states (in the language of Section II A 2, adding a non-electronic ancilla), the FTI $|\Psi\rangle$ in Fig. 4(a) can be smoothly deformed into a product state of electrons and positron as illustrated in Fig. 4(e), where red and blue circles respectively represent electrons and positrons in an $s$-orbital. This deformation can take place purely in the space of free-fermion Hamiltonians.

Let us make an immediate remark. By adding positronic degrees of freedom we are violating the condition on the deformations that we imposed in defining fragile topology summarized in Sec. II. So the existence of the deformation we are constructing does not contradict with our earlier statements on fragile topology. Thinking about it in a different way, since we will initially be adding an empty band of positrons (which does not change the filling), this example also serves to illustrate the necessity of forbidding the presence of oppositely signed charge states in the Hilbert space when defining fragile topology, which might not have been immediately obvious.

To this end, let $\hat{p}_{\vec{R}}$ be the creation operator of a positron at the plaquette center (the site $i = 4$) of the unit cell $\vec{R}$. We introduce an empty band of positrons by adding a positive on-site potential term $+ \sum_{\vec{R}} \hat{p}_{\vec{R}}^{\dagger} \hat{p}_{\vec{R}}$. In terms of the hole operator of positron $\hat{h}_{\vec{R}} \equiv \hat{p}_{\vec{R}}^{\dagger}$, this corresponds to the term

$$\hat{H}_{\vec{k}}^{(3)} = -\hat{h}_{\vec{k}}^{\dagger} \hat{h}_{\vec{k}}$$

in the momentum space, giving rise to a flat band at $E = -1$ [the red dashed line in Fig. 4(b)]. The U(1) charge operator $\hat{Q}$ is now given by $\hat{Q} = \sum_{\vec{R}} \left( \sum_{i=1}^{3} \hat{c}_{i,\vec{R}}^{\dagger} \hat{c}_{i,\vec{R}} + \hat{h}_{\vec{R}}^{\dagger} \hat{h}_{\vec{R}} - 1 \right)$ and the inversion $\hat{I}$ acts on $\hat{h}_{\vec{R}}$ as $\hat{I} \hat{h}_{\vec{R}} \hat{I}^{\dagger} = e^{-i(k_{x}+k_{y})} \hat{h}_{-\vec{R}}$. We also include the mixing term of the $n = 0$ band and the positron hole band:

$$\hat{H}_{\vec{k}}^{(4)}(\tau) = (1 - \cos \tau \pi)(\hat{h}_{\vec{k}}^{\dagger} \hat{h}_{\vec{k}} - \hat{\gamma}_{0,\vec{k}} \hat{\gamma}_{0,\vec{k}}^{\dagger}) + \sin \tau \pi (\hat{\gamma}_{0,\vec{k}}^{\dagger} \hat{h}_{\vec{k}} + \hat{h}_{\vec{k}}^{\dagger} \hat{\gamma}_{0,\vec{k}}),$$

and the total Hamiltonian reads

$$\hat{H}_{\vec{k}}(\tau) = \sum_{\ell=1}^{3} \hat{H}_{\vec{k}}^{(\ell)} + \hat{H}_{\vec{k}}^{(4)}(\tau).$$

When $\tau = 0$, the mixing term $\hat{H}_{\vec{k}}^{(4)}(0)$ vanishes and the positron hole band locates at $E = -1$ (i.e., the positron states are not occupied) while the unoccupied $n = 0$ electron band is at $E = +1$ [Fig. 4(a,b)]. The two flat bands interchange as $\tau$ increases without closing the band gap. Namely, the wavefunction of the two flat bands mixes and the weight changes but the energy levels stay unchanged. When $\tau$ reaches 1, the $n = 0$ electron band has $E = -1$ and the positron hole band has $E = +1$, meaning that the added positron state as well as the $n = 0$ electron band are fully occupied [Fig. 4(c,d)]. The Hamiltonian at $\tau = 1$ has the simple form

$$\hat{H}_{\vec{k}}(\tau = 1) = \hat{H}_{\vec{k}}^{(1)} + \hat{h}_{\vec{k}}^{\dagger} \hat{h}_{\vec{k}} - \sum_{i=1}^{3} \hat{c}_{i,\vec{k}}^{\dagger} \hat{c}_{i,\vec{k}}.$$
symmetric on-site states $|\phi_\theta\rangle = \cos \theta |s, s\rangle + \sin \theta |p, p\rangle$, $\theta \in [0, \pi/2]$.

When the translation symmetry is included, there are four inversion symmetric sites ($i = 1, \ldots, 4$) in a unit cell. A process of symmetric deformation of product states is summarized in the panel (h): a pair of inversion-related charges can be smoothly moved to the inversion center and then they split into an $s$ and a $p$ orbital. Now, recall that the classification about a single inversion center is given by $\mathbb{Z} \times \mathbb{Z}_2$, where the $\mathbb{Z}$ factor indicates the charge localized at the point, and $\mathbb{Z}_2 = \{-1, +1\}$ encodes the parity of the state. Under the deformation described above, the state is modified by the filling of an additional pair of orbitals of the $s$ and $p$ characters, respectively. This increases the charge by 2, and at the same time flips the parity of the state. In more mathematical terms, by identifying configurations which are identical under atomic-insulator homotopy, the classification is reduced to $\mathbb{Z} \times \mathbb{Z}_2/\langle (2, -1) \rangle \simeq \mathbb{Z}_4$.

While this discussion is applicable to any of the four inversion centers in the unit cell, the total charge in a unit cell is also conserved in the presence of translation symmetry. Furthermore, one can define a “total parity” that is also invariant under atomic-insulator homotopy: suppose we first deform the ground state to a strictly localized limit $|\otimes_c|\rangle$, where $c$ runs over all the inversion centers in the system. Let $P_c$ be the parity operator about $c$, and we define the local parity $\xi_c$ as the eigenvalue $P_c|\xi_c\rangle = \xi_c|\xi_c\rangle$. While the sign of a single $\xi_c$ is ambiguous, the product

$$\xi \equiv \prod_{c \text{ in a unit cell}} \xi_c$$

is an unambiguous invariant, as the symmetric deformation requires the sending of pairs of charges from one inversion center $c_0$ to an inequivalent one $c_1$ in the unit cell, thereby keeping the product $\xi_{c_0}\xi_{c_1}$ unchanged.

If we fix the total charge and total parity in the unit cell, then knowing the $\mathbb{Z}_4$ invariant associated with three of the inversion symmetric points is enough to know it at the fourth point. Therefore, we obtain a $\mathbb{Z} \times \mathbb{Z}_2 \times (\mathbb{Z}_4)^3$ classification of atomic insulators, where the $\mathbb{Z}$ factor represents the filling $\nu$, the $\mathbb{Z}_2$-factor corresponds to the mentioned total parity, and the remaining $\mathbb{Z}_4$ factors correspond to the three independent $\mathbb{Z}_4$ invariants associated with the inversion symmetric points. More explicitly, the three $\mathbb{Z}_4$ factors can be generated by the neutral configuration with one electron at the origin ($i = 1$) and one positron at one of the other three symmetric sites $i \neq 1$. [44]

The product state in Fig. 5(a) can be adiabatically deformed into, for example, the one in (d) through the process of dragging a pair of negative charges in (e). However, it cannot be deformed into a product state of only electrons. To see the obstruction, note that the total $U(1)$ charge in each inversion center must be preserved modulo two in any symmetric deformation process. At filling $\nu = 2$, a product state of electrons must contain at least two vacant inversion centers (i.e., even $U(1)$ charge) as shown in (b) and (c). Therefore, the product state in the panel (a), where every inversion center has an odd $U(1)$ charge, cannot be smoothly deformed into such states.
Now we must ask whether two states can be related by a local unitary even if they are not related by a lattice homotopy. An argument that they cannot relies on the “block state” picture of crystalline topological phases introduced in Refs. 25 and 31. This framework can also be derived [37] from the general approach of Ref. 27. In the framework of Refs. 25, 31, and 37, an atomic insulator is called a block state of block dimension 0. Moreover, the space of local relating two block states is captured by homotopies of block states of dimension 0, 1, ..., d − 1, where d is the space dimension. We have already considered homotopies of block states of dimension 0 (atomic insulator homotopies). Moreover, in the present context d = 2, and there are no block states of dimension 1 because for any non-trivial 1-dimensional submanifold of space, the effective symmetry group (the subgroup of the full symmetry group that leaves the submanifold invariant) is U(1), and there are no non-trivial 1-dimensional fermionic symmetry-protected topological (SPT) phases with symmetry U(1).

These considerations, however, are rather abstract and depend on the validity of the classification of Ref. 27, which has not been proven rigorously. In fact, in the present context we can give a more straightforward and rigorous argument. The important point is that we did not really need to use translation symmetry in the above argument. To show that the state shown in Fig. 5(a) is distinct from any atomic insulator of electrons, it is sufficient to show if two atomic insulators are related by a local unitary that is symmetric with respect to U(1) and inversion symmetry about one particular point, then they are related by a lattice homotopy with respect to those same symmetries. This can be shown using coarse-graining, as shown in Appendix A. To see why this is sufficient, note the argument that Fig. 5(a) cannot be deformed to an electronic atomic insulator only relied on the fact that the charge at the inversion center is invariant modulo 2 (which follows just from inversion symmetry) and the invariance of the filling.

Having completed the program laid out in Section III, we conclude that the decorated square lattice model is indeed in a fragile topological phase that is stable to interactions.

E. Obstructed topological phase

We have shown that the band insulator that fills the n = ±1 bands is in a fragile topological phase. Here we discuss that its particle-hole conjugate that occupies only the n = 0 band is obstructed.

To this end, let us consider the inverted single-particle Hamiltonian − ̂H(1) k − ̂H(2) k. Let |Ψ⟩ be the filling ν = 1 band insulator that fully occupies the n = 0 band. |Ψ⟩ is obstructed because the n = 0 band has a symmetric localized Wannier orbital centered at ⃗x = ( 1 2, 0 2) as shown in Sec. IV A, but there is no atomic site at the Wannier center in this model. Moreover, it is obstructed within the electronic problem, because one cannot move any sites in the original tight-binding model unless positrons are allowed.

Now we demonstrate that, once a new electronic site at the plaquette center is introduced, |Ψ⟩ is smoothly deformed to a product state. In fact, we can reuse the same interpolating Hamiltonian as above with only an additional minus sign:

$$- ̂H_k^\tau = - \sum_{\ell=1}^3 ̂H^{(\ell)}_k - ̂H^{(4)}_k(\tau).$$

This time, one should interpret ̂h_ξ in ̂H^{(3)}_k and ̂H^{(4)}_k(τ) as the annihilation operator of an electron (not a hole of positron) associated with the site i = 4. Hence, the U(1) charge operator is given by ̂Q = \sum_{i=1}^3 \sum_{ξ=1}^3 ̂c_i^\dagger R ̂c_{i, ξ}^\dagger + ̂h_ξ^\dagger ̂h_ξ.

At τ = 0, the n = 0 band has E = −1, while the flat band of the added product state has E = +1 and is unoccupied [Fig. 6(a)]. As τ increases, they mix and interchange without closing the band gap, as shown in the panel (b). At τ = 1, the occupied band below E = 0 is precisely the product state of localized s-orbital at the i = 4 site, illustrated in Fig. 3(b).

One can readily prove the stability of the obstructed atomic insulator using this product state limit. There are only 3 possible product states at filling ν = 1, obtained by localizing the charge in s-orbital to one of the sites i = 1, 2, 3, in the original tight-binding model − ̂H^{(1)}_k − ̂H^{(2)}_k. Clearly, the product state in Fig. 3(b) cannot be adiabatically deformed to any one of these candidate product states, since such a deformation would violate the conservation of U(1) charge modulo 2 at the plaquette center.

F. Breakdown of noninteracting fragile/obstructed phases

It has been shown in Ref. 43 that the band insulator composed of N-copies (N = 2, 3, 4, ...) of the above FTI, which has 2N odd parities at \( \vec{k} = (\pi, \pi) \) and 2N even parities
at other TRIMs, is still topological within the single-particle problem. Here we discuss the stability of such states against many-body interactions.

Once positrons are introduced, the \( N \)-copies of the FTI can be smoothly deformed to the \( N \)-copies of the product state of positrons and electrons in Fig. 5(a). For example, the leftmost panel in Fig. 5(i) is the case of \( N = 3 \). When \( N = 2 \), it can be readily seen that positrons in the product state cannot be eliminated in any deformation process. [45]

However, three copies of the FTI can be adiabatically deformed into a product state of electrons only, as illustrated in Fig. 5(i), through the symmetric deformation path discussed in Sec. IV D. This suggests that some fragile non-interacting topological phases may become trivial in the presence of interactions. Note that the deformation process in (i) cannot be taken as a proof of this claim, since one must find a path to an electron product state without introducing positrons in any intermediate step.

Similarly, the obstruction in the three copies of the obstructed atomic insulator can be resolved by smooth deformation of the tight-binding orbitals as illustrated in Fig. 6(c). This process does not involve any positrons but assume strong interactions among electrons. Thus, the three copies of the obstructed atomic insulator can be smoothly trivialized.

\[ \text{FIG. 7. (a) Intuitive illustration of the honeycomb FTI. (b) The product state limit of (a), which requires both electrons and positrons. (c) The product state of only electrons at the filling as (b).} \]

V. MODEL WITH SPINFUL ELECTRONS AND TIME-REVERSAL

Having established the interaction stability of the fragile topology for the model of spinless fermions in Sec. IV, it is of physical interest to ask if the same stability is found for models of spinful electrons with time-reversal \( T \) symmetries, as this symmetry setting is naturally realized in crystalline materials with strong spin-orbit coupling and no magnetic ordering.

In fact, the fragile model first described in Ref. 32 concerns exactly with \( T \)-invariant spinful electrons. In this subsection, we will show that this noninteracting FTI is also stable against the introduction of interaction. To establish this, we first note that we will only need to use the charge quantum number in our argument; while the other point-group symmetries could in general lead to additional quantum numbers in the interacting setting [46], these additional quantum numbers can be ignored for the following analysis [47]. Furthermore, due to Kramers degeneracy, the total charge localized to any site is quantized to \( qn \) with \( n \in \mathbb{Z} \) and \( q \equiv 2e \) is twice the charge of the spinful electron.

Let us study the stability of the model in Ref. 32. The model there is defined on the honeycomb lattice, and the spatial symmetries are described by the wallpaper group 17 (\( \text{p6mm} \)) [48], generated by the two lattice translations along \( \vec{a}_{1,2} \), a six-fold rotation \( C_6 \) about the point-group origin (a plaquette center of the honeycomb lattice) in the 2D plane, and a mirror along (say) \( \vec{a}_1 \). Now, observe that the honeycomb FTI state is constructed by filling two bands, whose complement corresponds to an atomic insulator with a Kramers pair of electron localized to the plaquette center [Fig. 7(a)], which is in an obstructed atomic limit [30] unless new sites at the plaquette center is introduced. Using the same construction as in Sec. IV, by admitting positrons into the system one can deform the FTI into the product state shown in Fig. 7(b), where charge \( -q \) is pinned to the origin, and charge \( q \) is pinned to each of the honeycomb sites [49]. Importantly, as the honeycomb site is invariant under a \( C_3 \) rotation, the local charge there must be conserved modulo \( 3q \) under homotopy. Similarly, the local charge at the origin is conserved modulo \( 6q \). We thus conclude the point charges in Fig. 7 are all immobile, implying the impossibility to eliminate the positrons and obtaining a purely electronic product state. This establishes the interaction stability of the FTI in Ref. 32.

VI. BOSONIC MODEL

The basic philosophy of how to establish fragile protection of interacting topological phases, discussed above for fermions, works equally well for bosons. (To avoid confusion, in this section we will use the terminology "sign-restricted ancilla" to refer to what we previously called an "electronic ancilla", though the definition of the latter in Section II A 2 did not actually depend on the particles being fermionic.) Consider a bosonic system with U(1) symmetry. Then, for example, any ground state built from only positive charges, but which, by adding non-sign-restricted ancillas, can be smoothly deformed to the state shown in Fig. 7(b) without breaking charge conservation or the symmetries of the honeycomb lattice, must be fragile protected (in the presence of U(1) and the lattice symmetries), by similar arguments to those discussed above.

The only outstanding question is whether such a bosonic state exists. Here we will show that this is equivalent to a different question which has already been considered in the literature: the existence of a featureless Mott insulator on the honeycomb lattice with hard-core bosons hopping on the vertices, and site filling 1/2 (that is, average charge 1 per two-vertex unit cell). Here, “featureless” means that no symmetries are spontaneously broken and there is no fractionalization. Numerical evidence for existence of such a state has been presented in Refs. 50 and 51. We refer to the state constructed in Refs. 50 and 51 as the honeycomb Mott state \( |\Psi_{\text{HM}}\rangle \).

First of all, we note that the state \( |\Psi_{\text{HM}}\rangle \) as constructed in Ref. 50 is explicitly time-reversal invariant, but we consider phases not requiring time-reversal for protection; that is, we allow the time-reversal symmetry to be explicitly lifted. We
will also assume that the honeycomb Mott state is not protected by U(1) alone; this should be clear, because non-trivial U(1) SPTs are characterized by their Hall conductance, and the state $|\Psi_{HM}\rangle$ was explicitly constructed to be time-reversal invariant. (The fact that we then allowed time-reversal to be lifted does not matter, because even a time-reversal breaking perturbation cannot change the Hall conductance without a phase transition).

Now we can apply the general framework of Refs. 25, 31, and 37 (see the discussion of this framework in Sec. IV D), which shows that the state $|\Psi_{HM}\rangle$ should be symmetrically deformable (in the presence of uncharged, non-sign-restricted ancillas) to a “block state”, as defined there. Given the assumptions above, this block state cannot carry non-trivial SPTs on surfaces [on which the effective internal group is just U(1)], nor on mirror lines [because the effective internal group is $Z_2 \times U(1)$, and $\mathcal{H}^2(Z_2 \times U(1), U(1)) = 0$]. That is, the block state must be built of zero-dimensional blocks (points). Each such zero-dimensional block carries some integer charge under U(1). There are only two such charge distributions consistent with overall 1/2 site filling: they are shown in Fig. 7(b) and (c). Note that the states shown in (b) and (c) are in different phases with respect to the symmetries of the honeycomb lattice, because if we only keep the $C_6$ rotation symmetry about a given plaquette center, then (b) is deformable to a state with only U(1) charge $-1$ at the plaquette center, and the arguments of Appendix A show that such a state cannot be deformed to a state with only charge $+1$ at the inversion center, because $-1 \neq 1 \mod 6$.

We might guess that the one into which $|\Psi_{HM}\rangle$ is deformable is the one shown in (c), because this roughly corresponds to the intuition used in the construction of Ref. 50: inserting a boson in a superposition over the vertices of each plaquette. To see this is indeed the case, note that the invariant that distinguishes (b) and (c) – the U(1) charge at the plaquette center, mod 6 – can be detected as the total charge of a finite (but large) system with boundary that is symmetric with respect to $C_6$ rotation about a plaquette center. The construction of Ref. 50 can be applied in such a system with boundary, and produces a state with charge 1 mod 6; hence, we conclude that the state $|\Psi_{HM}\rangle$ is deformable into the configuration shown in (c) once proper ancillas are introduced at the plaquette center. Hence, the honeycomb Mott state $|\Psi_{HM}\rangle$ by itself is in an obstructed topological phase.

Now let us consider the particle-hole conjugate of $|\Psi_{HM}\rangle$, which we call $|\Psi'_{HM}\rangle$. This is constructed from $|\Psi_{HM}\rangle$ by applying the charge-conjugation operator $|0\rangle \langle 1| + |1\rangle \langle 0|$ at each vertex (where $|0\rangle$ and $|1\rangle$ denote the unoccupied and singly-occupied states respectively). Note that this state is still U(1) symmetric, and has the same filling. By similar arguments to the above, we conclude that it must be deformable into either Fig. 7(b) or Fig. 7(c). Moreover, by considering the charge on a system with $C_6$-symmetric boundary, we see that it must be (b). Therefore, we conclude that the state $|\Psi_{HM}\rangle$ is a fragile topological phase.

VII. DUALITY BETWEEN FRAGILE TOPOLOGICAL PHASES AND OBSTRUCTED PHASES

The examples discussed in the previous sections have revealed an intriguing connection between fragile topological phases and obstructed trivial phases: they frequently seem to be related by particle-hole conjugation. In this section, we will show that indeed there is a general connection. First, however, we will need to isolate exactly what kinds of obstructed trivial phases this duality should hold for. For example, the particle-hole conjugate of the Su-Shrieber-Heeger (SSH) chain [52] discussed in Appendix C is another SSH chain and does not have fragile topology. In this section, we introduce a distinction between mildly and strongly obstructed trivial phases, and show that the particle-hole conjugate of a strongly obstructed trivial phases are always fragile topological. We will phrase the argument for interacting systems, but similar arguments can be applied to non-interacting fermions, so this duality also applies at the level of the non-interacting classification.

For the purpose of this section, we define a deformation between states to be acting with symmetric local unitaries and adding uncharged ancillas (we do not require electronic ancillas). We write $|\Psi\rangle \sim |\Phi\rangle$ to show that the states $|\Psi\rangle$ and $|\Phi\rangle$ can be deformed into each other. A state $|\Psi\rangle$ is fragile* topological if there exists no deformation to an electronic atomic insulator (that is, a nuclear insulator where the Hilbert space of each site contains only electronic states, as defined in Section II A 1). We will use a subscript + to refer to electronic insulators, e.g. “$|\phi_+\rangle$”. Note that fragile* topological implies fragile topological in the sense defined earlier, but the converse is not clear; for example, as discussed in Sec. IV F, three copies of the inversion-protected FTI on the square lattice is not fragile* topological, but we do not know if it is fragile topological.

Now we introduce our notions of obstructed. First of all, we note that the notion of “obstructed” depends on specifying a set of “allowed” orbitals at “allowed” locations in space. Let $|\mathcal{I}\rangle$ be the state that completely fills all the allowed orbitals (which is a particular case of an electronic atomic insulator). A state $|\Psi\rangle$ is (mildly) obstructed trivial if it can be deformed to an electronic atomic insulator, but cannot be deformed to an electronic atomic insulator $|\phi_+\rangle$ which doesn’t occupy orbitals that are not in the set of allowed orbitals. However, we say $|\Psi\rangle$ is strongly obstructed trivial if it satisfies a stronger condition: $|\Psi\rangle$ is strongly obstructed if it is mildly obstructed with respect to any set of orbitals which is deformable to the original set, in the sense that the fully filled state $|\mathcal{I}'\rangle$ is deformable into $|\mathcal{I}\rangle$. An example of a mildly obstructed phase that is not strongly obstructed is the SSH chain, which is no longer mildly obstructed when we symmetrically move the positions of the ions (which corresponds to a deformation of $|\mathcal{I}\rangle$), as shown in Appendix C.

Let us give an alternative characterization of strongly obstructed trivial: a state $|\Psi\rangle$, which is deformable to an electronic atomic insulator, is strongly obstructed trivial if there is no electronic atomic insulator $|\psi_+\rangle$ such that $|\Psi\rangle \otimes |\psi_+\rangle \sim |\mathcal{I}\rangle$. Indeed, if there were such an atomic insulator, then given
that we know that $|\Psi\rangle \sim |\phi_+\rangle$ for some electronic atomic insulator $|\phi_+\rangle$, we can define $|\mathcal{I}'\rangle := |\phi_+\rangle \otimes |\psi_+\rangle$, and clearly $|\Psi\rangle$ is not mildly obstructed with respect to $|\mathcal{I}'\rangle \sim |\mathcal{I}\rangle$. On the other hand, if $|\Psi\rangle$ is not strongly obstructed, then there exists $|\mathcal{I}'\rangle \sim |\mathcal{I}\rangle$ such that $|\Psi\rangle$ is not mildly obstructed with respect to $|\mathcal{I}'\rangle$, which means that $|\Psi\rangle$ is deformable to an electronic atomic insulator $|\phi_+\rangle$ such that $|\phi_+\rangle \otimes |\psi_+\rangle \sim |\mathcal{I}'\rangle \sim |\mathcal{I}\rangle$.

Now, the particle-hole conjugate is also defined with respect to the “allowed orbitals”; in particular, at least in the case of states that are not stably topological, one can show that $|\Psi\rangle \otimes |\Psi\rangle \sim |\mathcal{I}\rangle$, where $|\Psi\rangle$ is the particle-hole conjugate of $|\Psi\rangle$.

Now we can show that if $|\Psi\rangle$ is strongly obstructed, then $|\Psi\rangle$ is fragile* topological. To see this, suppose that there were an electronic atomic insulator $|\phi_+\rangle$ such that $|\Psi\rangle \sim |\phi_+\rangle$. Then we find that $|\phi_+\rangle \otimes |\Psi\rangle \sim |\mathcal{I}\rangle$. But this exactly contradicts our assumption that $|\Psi\rangle$ was strongly obstructed.

We can also answer the question, if $|\Psi\rangle$ is fragile* topological (but not stably topological), then what is the nature of its particle-hole conjugate $|\overline{\Psi}\rangle$? It turns out that $|\overline{\Psi}\rangle$ must either be strongly obstructed trivial or fragile* topological. Indeed, observe that if $|\Psi\rangle$ is not stably topological, then clearly neither is $|\overline{\Psi}\rangle$, so we write $|\overline{\Psi}\rangle \sim |\overline{\psi}\rangle$ for some atomic insulator $|\overline{\psi}\rangle$ (possibly involving positrons). Suppose that $|\overline{\Psi}\rangle$ is not fragile* topological nor strongly obstructed trivial, then there exists an electronic atomic insulator $|\phi_+\rangle$ such that $|\overline{\Psi}\rangle \otimes |\phi_+\rangle \sim |\mathcal{I}\rangle$. We then find that $|\phi_+\rangle \otimes |\Psi\rangle \sim |\mathcal{I}\rangle \otimes |\phi_+\rangle$, and clearly $|\phi_+\rangle \otimes |\overline{\phi}_+\rangle \sim |\phi_+\rangle \otimes |\phi_+\rangle$, which contradicts our assumption that $|\Psi\rangle$ was fragile* topological.

VIII. CONCLUSIONS

In this work, we prove that certain fermionic fragile topological phases are stable against the introduction of interactions. The gist of the arguments relies on the introduction of fictitious “positrons”—particles with the opposite charge compared with the physical ones—and by showing that an entanglement-free ground state is possible if and only if positrons are admitted. Our argument extends to problems of interacting bosons, and we construct an example of fragile topological phases for hardcore bosons living on the honeycomb lattice.

Our results clarify that fragile topological phases can exist in a much more general setting than systems of noninteracting electrons. Their necessary ingredients appear to be spatial symmetries which are rich enough to protect distinct product states [1, 22, 26, 29, 30], together with particles carrying a charge which is unbounded and single-signed. Provided oppositely charged particles are physically prohibited, fragile topological phases showcase protected ground-state entanglement much like their conventional counterparts. It remains an interesting open question whether or not such entanglement can lead to nontrivial physical properties. Conversely, when only quantum entanglement is available as a diagnostic on the nontriviality of a state, our discussion implies one should carefully study the stability of such entanglement signatures in the presence of ancillas in order to fully understand the topological nature of the state.

Note added: In finalizing this manuscript, we received a related manuscript (Ref. [53]), which discussed how unconventional physical responses can arise in a system with only fragile, instead of stable, topology. They also discussed the classification of atomic insulators in the presence of interactions. In places where our discussions overlap, the results are apparently consistent.
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Appenndix A: Equivalence relations beyond homotopy

In this section, we will show that the homotopy classification of atomic insulators in two spatial dimensions with re-
spect to inversion symmetry about one point (and no translation symmetry) is correct, in the sense that it generates the same equivalence relation as deformations by local unitaries. In two dimensions, inversion is the same as a \( C_2 \) rotation symmetry; similar arguments will apply to the case of a \( C_{2v} \) rotation symmetry, and in fact to any point group in two dimensions, i.e. a group of spatial symmetries that leaves one particular point in space invariant. As an example of what we want to show, with a \( C_2 \) symmetry the \( U(1) \) charge pinned to the rotation center is invariant modulo 2 in atomic insulator homotopies; we want to show that in fact, this charge cannot be changed modulo 2 by any local unitary respecting \( U(1) \) and \( C_2 \) symmetry.

Indeed, consider two atomic insulator states \( |\psi\rangle \) and \( |\phi\rangle \) with charges \( q \) and \( q' \) at the origin respectively. Suppose there exists a symmetric local unitary \( U \) that relates \( |\psi\rangle \) to \( |\phi\rangle \). By definition, this means there exists a path of local symmetry-respecting Hamiltonians \( H(s), 0 \leq s \leq 1 \), such that

\[
U = T \exp \left(-i \int_0^1 H(s) \right).
\]

(A1)

Now consider a large compact \( C_2 \)-symmetric region \( R \). We can define [54] a symmetric restriction \( U_R \) of \( U \) to the region \( R \), which acts like \( U \) in the interior of \( R \) and like the identity outside of \( R \). To define \( U_R \), we just keep all the terms in the Hamiltonian \( H(s) \) which don’t act outside of \( R \) and throw out the rest. On the region \( R \), we can talk about the *global* \( U(1) \) charge of any state. For atomic insulators in particular, we can also talk about the charge at the origin. Moreover, for atomic insulators, since they are product states we can define restrictions \( |\psi_R\rangle \) and \( |\phi_R\rangle \).

Now consider the effect of acting with \( U_R \) on the state \( |\psi_R\rangle \). Obviously, \( U_R |\psi_R\rangle \) must look like \( |\phi\rangle \), and hence \( |\phi_R\rangle \), on the interior of \( R \). However, \( U_R |\psi_R\rangle \) could still carry an entangled one-dimensional state along the boundary of \( R \). But now, following Ref. 25, we consider two non-overlapping regions \( Q_{1,2} \) along the boundary of \( R \), separated by a distance large compared to the correlation length and related by \( C_2 \) symmetry. Within \( Q_1 \), there must be a \( U(1) \)-symmetric local unitary \( V_1 \) which turns \( U_R |\psi_R\rangle \) to a product state (atomic insulator) within the region [because there are no non-trivial bosonic or fermionic \( U(1) \) SPT phases in (1+1)-D]. By applying the \( C_2 \)-related local unitary to \( U_R |\psi_R\rangle \) in \( Q_2 \), we now obtain a \( C_2 \) symmetric atomic insulator. This state has global charge \( q \), but the charge at the origin is \( q' \). Any charges away from the origin must come in \( C_2 \)-related pairs, so it follows that \( q = q' \mod 2 \). Finally, let us note that the above arguments are unchanged apply if we allow ancillas, provided that they are brought in in states carrying no charge.

The generalization to other point groups, and to, for example, the inversion eigenvalue at the origin, should be clear. The main point is that if atomic insulators \( |\psi\rangle \) and \( |\phi\rangle \) are symmetrically deformable into each other, then we can symmetrically deform \( |\phi_R\rangle \) into an atomic insulator on \( R \) that carries the same charge and inversion eigenvalue at the origin as \( |\phi\rangle \), but the same global charge and inversion eigenvalue as \( |\psi\rangle \). The difference must come from the charges away from the origin, and their contribution is precisely captured by the considerations in Appendix B.

### Appendix B: Fermions vs. Bosons

#### 1. Fermions

Here we provide more details on the deformation process discussed in Sec. IV D. Let us consider an inversion symmetric two-fermion state:

\[
|\vec{x}, -\vec{x}\rangle_F = \hat{f}_{+x}^\dagger \hat{f}_{-x}^\dagger |0\rangle,
\]

(B1)

where we assume \( \hat{f}_{+x}^\dagger = \hat{f}_{-x}^\dagger \hat{f}_1 \) is the inversion image of \( \hat{f}_{+x} \) (this amounts to assuming that the inversion symmetry satisfies \( \hat{I}^2 = 1 \); if \( \hat{I}^2 = (-1)^F \) then operators must pick up some extra signs under \( \hat{I} \) and the below discussion must be modified.) Due to the fermionic statistics, the inversion eigenvalue of \( |\vec{x}, -\vec{x}\rangle \) is \(-1\):

\[
\hat{I} |\vec{x}, -\vec{x}\rangle_F = -\hat{f}_{+x}^\dagger \hat{f}_{-x}^\dagger |0\rangle = \hat{f}_{-x}^\dagger \hat{f}_{+x}^\dagger |0\rangle = -|\vec{x}, -\vec{x}\rangle_F.
\]

(B2)

We can rewrite the state \( |\vec{x}, -\vec{x}\rangle_F \) as

\[
|\vec{x}, -\vec{x}\rangle_F = \hat{p}_x^\dagger \hat{s}_x |0\rangle
\]

(B3)

\[
\hat{s}_x \equiv \frac{1}{\sqrt{2}}(\hat{f}_{+x} + \hat{f}_{-x}),
\]

(B4)

\[
\hat{p}_x \equiv \frac{1}{\sqrt{2}}(\hat{f}_{+x} - \hat{f}_{-x}).
\]

(B5)

This is precisely what Fig. 5(h) means. Namely, a pair of fermions at \( \pm \vec{x} \) can be understood as the combination of one electron in the \( s \)-orbital and the other in the \( p \)-orbital.

#### 2. Bosons

Similarly, for bosons,

\[
|\vec{x}, -\vec{x}\rangle_B = \hat{b}_{+x}^\dagger \hat{b}_{-x}^\dagger |0\rangle,
\]

(B6)

where \( \hat{b}_{\pm x}^\dagger = \hat{b}_{\pm x}^\dagger \hat{f}_1 \). This time, because of the bosonic statistics, we have

\[
\hat{I} |\vec{x}, -\vec{x}\rangle_B = \hat{b}_{+x}^\dagger \hat{b}_{-x}^\dagger |0\rangle = \hat{b}_{-x}^\dagger \hat{b}_{+x}^\dagger |0\rangle = |\vec{x}, -\vec{x}\rangle_B.
\]

(B7)

In terms of \( s \) and \( p \) orbitals, we have

\[
|\vec{x}, -\vec{x}\rangle_B = \frac{1}{2}[(\hat{s}_x^2) - (\hat{p}_x^2)] |0\rangle,
\]

(B8)

\[
\hat{s}_x \equiv \frac{1}{\sqrt{2}}(\hat{b}_{+x} + \hat{b}_{-x}),
\]

(B9)

\[
\hat{p}_x \equiv \frac{1}{\sqrt{2}}(\hat{b}_{+x} - \hat{b}_{-x}).
\]

(B10)

Therefore, unlike Fig. 5(h) for fermions, an inversion pair of bosons reduces to the superposition of two \( s \)-orbitals and two \( p \)-orbitals.

This difference in the deformation rule results in the difference of the classification of product states in two dimensions symmetric under the inversion and the translation. For bosons, we get \( Z \times (Z_2)^3 \times (Z_2)^4 \), where \( Z \) is the total filling, \( (Z_2)^3 \) is the \( U(1) \) charge mod 2 at sites \( i = 2, 3, 4 \), and \( (Z_2)^4 \) is the parity eigenvalue of the sites \( i = 1, \ldots, 4 \).
3. Multi-dimensional irrep of a site symmetry

In Sec. II A, we constructed $G$-symmetric product states using one-dimensional representations of site symmetry $G_v$. Here, we discuss how one can get a one-dimensional representation starting from a multi-dimensional single-particle representation.

Suppose that $u(g)$ is a $D$-dimensional irrep ($D \geq 2$) of a site symmetry. Let $\{ f_j^i \}_{i=1}^D$ be a fermionic multiplet satisfying

$$\hat{g} f_j^i \hat{g}^\dagger = f_j^{i'} U(g)_{j i'}.$$  \hfill (B11)

Since these $D$ single-particle modes transform into one another under the symmetries, a way to construct a symmetric state is to fill all of them. As such, one finds that the $D$-particle state $|D\rangle = f_1^1 f_2^1 \ldots f_D^1 |0\rangle$ obeys the one-dimensional representation

$$\hat{g}|D\rangle = \det[U(g)]|D\rangle.$$ \hfill (B12)

Note, however, that this is not the only way to construct a one-dimensional representation for fermions. While the state $|D\rangle$ above is still a Slater determinant, in general one can construct inherently interacting states through the linear superpositions of Slater determinants. Such states could furnish symmetry representations that are not realizable within the free-fermion states [46].

Appendix C: The SSH model

As the canonical example of mildly obstructed trivial phases introduced in Sec. VII, let us discuss the SSH chain [52]. The symmetry group $G$ is generated by the $U(1)$ symmetry, the lattice translation symmetry, and the inversion symmetry. In each unit cell $R \in \mathbb{Z}$, we assume one site at $x = R + \xi$ and the other at $x = R - \xi$ ($0 < \xi < 0.5$). The model is thus defined on a lattice $\Lambda = \{ R \pm \xi | R \in \mathbb{Z} \}$. The tight-binding model in the Fourier space reads $H_k = (t + t' \cos k)\sigma_1 + t' \sin k\sigma_2$, where $t$ and $t'$ are the intra-cell and the inter-cell hopping. The inversion symmetry is represented by $\sigma_1$.

When $t \neq t'$, there exists a nonzero band gap. Let $|\Psi\rangle_{\Lambda}$ be the insulating ground state that fully occupies the lower band. Suppose that the Wannier center of the lower band locates at $x = R \in \mathbb{Z}$ (it may as well be $x = R + \frac{1}{2}$ and the same argument applies to this case). Then, $|\Psi\rangle_{\Lambda}$ would be deformable to a product state in which charges are strictly localized at every $x \in \mathbb{Z}$, but such a state does not belong to our original Hilbert space $\mathcal{H}_\Lambda$. However, this obstruction can be resolved by smoothly changing the value of $\xi$ to 0. Importantly, no ancillas are required in performing this deformation.
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