Emulating Quantum Dynamics with Neural Networks via Knowledge Distillation
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High-fidelity quantum dynamics emulators can be used to predict the time evolution of complex physical systems. Here, we introduce an efficient training framework for constructing machine learning-based emulators. Our approach is based on the idea of knowledge distillation and uses elements of curriculum learning. It works by constructing a set of simple, but rich-in-physics training examples (a curriculum). These examples are used by the emulator to learn the general rules describing the time evolution of a quantum system (knowledge distillation). The goal is not only to obtain high-quality predictions, but also to examine the process of how the emulator learns the physics of the underlying problem. This allows us to discover new facts about the physical system, detect symmetries, and measure relative importance of the contributing physical processes. We illustrate this approach by training an artificial neural network to predict the time evolution of quantum wave packages propagating through a potential landscape. We focus on the question of how the emulator learns the rules of quantum dynamics from the curriculum of simple training examples and to which extent it can generalize the acquired knowledge to solve more challenging cases.

Neural Networks can be viewed as sophisticated pattern recognition methods, capable of constructing non-linear mappings between a specified set of input data and a set of target outputs1. Their strength comes from the fact, that even with just one hidden layer they can be trained to approximate any finite, Borel-measurable function2. However, with increasing complexity of the target function, the number of required neurons in the hidden layer becomes prohibitively large3. Therefore, it is practical to train multi-layer networks that are much more efficient in that regard4. Lower layers of such deep architectures can learn efficient representation of the input data5, whereas the upper layers model higher-level concepts and solve the final classification or regression task6.

Neural networks, with their variety of architectures7, have already been shown to be effective tools in medical8 and business9 and scientific applications, including physics in general10, as well as material11 and quantum science12 in particular. Many standard applications of machine learning methods can be reduced to either classification or regression tasks13. In the latter case, they can serve as powerful interpolation tools14,15. However, out-of-domain predictions, are typically challenging16,17. While in many applications machine learning models come as theory-agnostic tools16,18, there also exist families of physics-informed models19 that implicitly incorporate domain knowledge about the studied system, e.g., by imposing a set of constraints that preserve conservation laws or symmetries. In the scientific context, machine learning can be also used to enable concept discoveries. This can be accomplished by either directly constructing a machine learning system capable of answering scientific questions20 or indirectly, e.g., by interpreting already trained models21,22.

In this work, we focus on the application of machine learning to the emulation of quantum dynamics. The goal is to examine the following idea: Can we train a neural network using some easily generated – but rich in physics – examples, and than apply the extracted knowledge to solve some more complex cases, not represented explicitly during the training?

Through the paper, our central focus will be on the following three aspects: knowledge extraction, generalization capability, and model interpretability. To extract knowledge, we use the concept of curriculum learning23. Namely, we construct a training set that allows a neural network to effectively learn the basic rules governing the physics of the quantum system. This procedure can also be viewed as knowledge distillation24 from a physically-informed simulator, responsible for constructing the training examples, to an auxiliary network that learns from the prepared curriculum. This idea is rooted in the concept of teacher-network frameworks25, whereby a smaller (and simpler) machine learning model is trained to approximate a larger, more complex system. However, whereas in the original formulation, this technique was primarily used to reduce the final model complexity26, i.e., in order to decrease the inference time and to reduce the overall computational and storage requirements, here we have another motivation. We want to promote the ability of the machine learning model to generalize (to make out-of-domain predictions). In other words, the goal here is to train on examples that are easy to con-
struct, and then make predictions for cases that could potentially be difficult to simulate in a direct way. Finally, we want to observe how our machine learning-based emulator learns the essential physics from the physically-informed simulator. As we will show, by doing this, we can get additional insights about the nature of the underlying problem, discover symmetries, and measure the relative importance of the contributing features.

In this work, as a prove of concept, we focus on the quantum dynamics of one-dimensional systems. While the problem is fairly easy to simulate in a traditional way, it also exhibits several non-trivial properties, such as wave function inference, scattering, and tunnelling. Additionally, the emulator must learn to preserve the wave function normalization and must correctly interpret the real and imaginary part of the input. Another practical advantage of this problem formulation is that we can easily scale the difficulty of the task by analyzing potential landscapes of various complexity.

The underlying motivation for focusing on quantum dynamics emulation tools is their use in simulating quantum systems and role in the design process of quantum devices, such as qubits and sensors. Specifically, modeling devices that are embedded in an environment requires challenging predictions of open quantum system dynamics. Such simulations are inherently difficult on classical computers. The reason is that direct calculations can only be performed for fairly small systems, as the limiting factor are the exponential dimensions of their Hilbert spaces. Consequently, new tools that offer efficient and high-fidelity approximation of quantum dynamics can help the science community to model larger and more complex systems.

In terms of related work, machine learning methods have recently been successfully used to solve many-electron Schrödinger equations. However, in contrast to our work, their focus was not on the quantum dynamics, but on finding equilibrium quantum states in electronic and molecular systems. Machine learning methods can be also used to solve partial differential equations (PDEs). In that context, some recent studies have been based on finite-dimensional approaches, neural finite element, and Fourier neural operator methods. However, in most of these approaches, the trained emulators can only generalize to a specific distribution of initial conditions. Consequently, they do not generalize in the space of the PDE parameters, and therefore they need to be re-trained for each new scenario. Machine learning was also used to emulate classical fluid dynamics. However, in those cases the focus was placed on accelerating large-scale, classical simulations. In contrast, here we focus on quantum systems. Additionally, our training framework differs from a typical supervised setting that is often primarily concerned with in-domain predictions. We aim to extract knowledge from a curriculum of simple examples, and then generalize to more complex scenarios. Therefore our focus will be on training methods that facilitate generalization to (near) out-of-domain cases.

**Results**

**The Training Framework.** In Figure 1, we show our proposed training framework for preparing machine learning-based quantum dynamics emulators. The main idea is based on the concepts of knowledge distillation and curriculum learning. However, instead of extracting information from a larger machine learning model, our target is a simple, physically informed simulator. In detail, the framework consists of the following steps. First, the simulator samples the initial conditions and generates time-trajectories describing an evolution of the physical system of interest (cf. Fig. 1a). Next, we construct training examples from these recorded simulations (cf. Fig. 1b). We select a diverse set of the training examples, making sure that all important phenomena of interest are represented (cf. Fig. 1c). This balanced curriculum of examples is consequently used as the input for the machine learning model. We train the model, and then we validate it using some novel examples. When testing the model, we include cases that were not directly represented during the training, to measure whether the model can combine and generalize the acquired knowledge (cf. Fig. 1d).

**Training and Testing Procedure.** We illustrate our approach by training a neural network based emulator to predict the quantum dynamics of a one-dimensional system. To demonstrate that the emulator can extract knowledge from simple examples and generalize it in a non-trivial way, we restrict the physical simulator to cases with only a single rectangular potential barrier. The emulator need to learn from these simple examples the basic properties of the wave function propagation, namely dispersion, scattering, tunneling, and quantum wave interference. Next, we test whether the emulator can predict the time-evolution of wave packages in a more general case: e.g., for packages of different shapes propagating through an arbitrarily complex potential landscape.

In detail, a single training simulation depicts a propagation of a Gaussian modulated wave packet. The initial conditions consists of: the center-of-mass position \(X_0\), the spread \(S_0\), and the energy \(E_0\) of the packet. Due to the translational symmetry of the problem, we can assume that the rectangular barrier is located at the center of the system, without any loss of generality. Consequently, the environment is fully described by two numbers: the height \(H_b\), and the width \(W_b\) of the rectangular barrier (cf. Fig. 1a, again; see also more details in the Supplementary Information).

**The Architecture of the Quantum Dynamics Emulator.** The architecture of our machine learning emulator is depicted in Figure 2a. We start by stacking four time steps of the original simulation data. To make the input independent of the size of the emulated system, we use windows of fixed width (represented by red rectangles in Fig. 2b). Each windowed chunk of data contains local information about the real and the imaginary part of the
FIG. 1. Framework for Training a Machine Learning-Based Quantum Dynamics Emulator. Illustration of how a machine learning-based emulator extracts knowledge from a physically informed simulator. a, First, we sample initial conditions, according to which we generate a set of physical simulations. In this case, it is a set of time steps depicting Gaussian modulated quantum wave packets propagating through a system with a single rectangular potential barrier. b, Next, by selecting small space and time slices (illustrated by the sliding red window), we construct individual training examples. c, We sample from the space of all possible training examples to create a training curriculum. The idea is to select a diverse set of examples that illustrate all significant physical processes. In our case, these are quantum wave dispersion, tunnelling, scattering, and interference. d, Finally, the machine learning-based emulator learns from the prepared curriculum of training examples. We test the emulator by selecting novel cases and by recursively forecasting the next time steps of the system evolution.

wave function as well as the local information about the potential landscape. Altogether, the data can be represented in the form of three channels (similar to the RGB channels when representing visual data), as depicted in on the left side of Fig. 2a. Next, we feed the input data to our neural network. The first few layers transform each time step into a hidden vector (represented graphically in our diagram by the red array). The role of the dense layer in our architecture is to allow the network to mix the information between different spatial points (non-local operation) and between channels (both local and non-local operations). In the next step, the hidden vectors pass through a set of gated recurrent units (GRU)\(^44\). These units are responsible for extracting time-dependent information from the data. In the last step we reconstruct the wave function (the real and the imaginary part, represented by two channels, as depicted on the right side of Fig. 2a).

The Training Procedure. We generated a training data set with combinations of 189 different sets of initial Gaussian wave packets and 14 different rectangular potential barriers (in total, 2646 configurations). We kept the widths of the barrier fixed at \(W_b = 7\) a.u. (71 pixels), the size of the environment at \(N_x = 1024\) pixels (with periodic boundary conditions enabled), and the window width at \(W = 23\) pixels.

We trained the emulator for five epochs using the AdamW\(^45\) optimizer with the MSE loss functions as the training objective. For more details regarding the architecture of our neural network-based emulator, the training procedure, and the composition of our training sets, see the Methods section.

Quantum Dynamics Emulation with Neural Networks. We present the results of the emulation and the comparison with the ground truth in Figs. 2d–g. To show, that the emulator can generalize to out-of-domain situations, we have chosen two challenging shapes for the potential barrier: a step pyramid and a smooth half-circle. Since the emulator was trained only on a single rectangular barrier of a fixed width (much wider than the width of the step in the pyramid), those testing cases can not be reduced to any examples that were seen during the training. Instead, to make valid predictions, the neural networks must recombine the acquired knowledge in a non-trivial way.

As we can see in Figs. 2d–g, in both cases the predictions of our emulator match well the ground truth. It is worth of noticing, that the emulator makes its predictions in a recurrent manner (by using the predictions of the previous steps as input of the next step). Therefore, it is expected that predicting the evolution over hundreds of steps will cause some error accumulation. The fact that even after 350 steps the error is negligible, speaks about the quality of the individual (step by step) predictions. This result indicates also, that long-term predictions of the dynamics are possible in our framework.
FIG. 2. Machine Learning-Based Neural Network Emulator. a, Proposed neural network emulator architecture, along with the corresponding input and output. The rectangle boxes illustrate different types of neural network layers, and the red arrays represent the hidden states (hidden vectors). b, Data representation of an exemplary raw input. The red rectangles represent spatial slices of the data (called windows through the text). c, Data representation of an exemplary output of the neural network emulator. d, Ground truth and the predicted value of $\Re[\psi(x,t)]$ for an initial Gaussian wave packet and for a pyramid shaped potential barrier. f, Comparisons of the predicted evolution and the ground truth for three temporal snapshots, $t \in \{50, 200, 350\}$, depicted by the white horizontal lines in panel d. e, g, A similar comparison, but for a half-circle shaped potential barrier instead.

As a conclusion, the proposed neural network emulator successfully learns the classical aspects of the wave dynamics, such as dispersion and interference. It also captures the more complex quantum phenomena, such as quantum tunneling. To further show that the emulator can generalize the acquired knowledge to make both in- and out-of-distribution predictions, we hand-designed a test data set with 12 freely dispersing cases, 11 rectan-
regular barriers (with randomly chosen width and height), as well as 14 more challenging test cases depicting both multiple and irregularly shaped barriers (in total, 37 test instances). In all cases, the results were satisfactory, confirming the ability of the emulator to generalize to novel (and notably, more challenging) situations (see the detailed results in Figs. S3 and S4 in the Supplementary Information).

**Architecture Justification.** In this section, we aim to provide some justification for the specific architecture of the emulator, that we introduced in the previous sections. In order to verify, whether all the introduced complexity is necessary, we ask a question whether there exists a simpler machine learning model capable of learning quantum dynamics with a similar accuracy. Consequently, we compare our recurrent-network based approach with other popular network architectures. For consistency, in each case we use the same window-based scheme (to keep the input constant), while emulating the wave packet propagation for 400 time steps. When comparing with the ground truth, we measured the average mean absolute error (MAE) and the average normalized correlation $\mathcal{C}$.

The results are presented in Table I, where the values represent the average performance over all our 37 test cases. For the comparison, we used three other models: a linear model, a densely connected feedforward model, and a convolutional model (for a detailed description of each test case and each network architecture, see the Method section). As evident in our results, the proposed architecture (utilizing the gated recurrent units, GRU) outperforms all other, simpler architectures by a large margin.

We present a details comparison for one of our test set in Figure 3. It is evident that the recurrent architecture provides the best results, whereas the simpler architectures fail to capture the complex long-time evolution of the wave packets. Notably, a failure of each simpler model can be used to justify different aspect of our final design. For example, the failure of the linear model might indicate the importance of the nonlinear activation functions included in our final model. The convolutional architecture captures quantum wave dispersion, but does not capture correctly the interaction between waves and the potential barrier. It might suggest, that to correctly capture the tunneling and scattering phenomena, we must mix the information not only between different spatial points but also between different channels. The dense architecture is able to capture both the reflection and the tunneling phenomena, but yields significant errors comparing to the recurrent-based model. This indicates, how important the temporal dimension is – something what recurrent architectures are designed to explore, as they are capable of (selectively) storing the memory of the previous steps in their internal states – and retrieving them when needed.

**Generalization Capability.** The usefulness of a neural network is mainly determined by its generalization capability. In this section, we provide a systematic analysis of both the in-domain and the out-of-domain predictive performance of our emulator.

In the training process, the raw emulation data is broken up into small windows, and those windows are resampled to build the curriculum. One of the reason for doing so, was to balance cases featuring different distinct phenomena, e.g., free propagation vs. tunneling through the potential barrier. During the training, we artificially restricted our training instances only to those featuring Gaussian packets and single rectangular potential barriers. This allows us later to test the out-of-distribution generalizability potential – namely, whether our emulator can correctly handle packets of different modulation or barriers of complex shape.

The barrier used in our training instances had a variable height, but a fixed width of 7 $\text{a.u.}$ Notably, the width of the window, that we used to cut chunks of the input data for our neural network, was 2.25 $\text{a.u.}$ – i.e., it was smaller than the width of the potential barrier itself. As a result, the network was exposed during the training to three distinct situations: (1) freely dispersing quantum waves in zero potential; (2) quantum wave propagation with non-zero constant potential; (3) quantum wave propagation with a potential step from zero to a constant value of the potential (or vice versa). While it is obvious that our emulator should handle rectangular potential barriers wider than the width of the window, since such situations are analogous to those already encountered in the training process, it is not all so obvious that the same should happen with barriers of a smaller width, yet alone with barriers of different shapes than rectangular. However, as it was already presented in Fig. 2, those cases do not present a challenge for our emulator. In Figure 4, we present a more systematic study of that phenomena. We have evaluated how the accuracy of the emulation is affected when changing the following parameters: (a) the initial wave packet spread, (b) the initial wave packet energy, (c) the rectangular barrier width, and (d) the rectangular barrier height. In the experiments, we alter one of the parameters, while holding all other parameters at a constant value. We report the average correlation calculated across all the spatial grid points and all the emulated time steps. As we can

| Model   | Parameters | $\langle \epsilon \rangle$ | $\langle \mathcal{C} \rangle$ |
|---------|------------|-----------------|-----------------|
| Linear  | 3,220      | 0.0366          | 0.1597          |
| Dense   | 27,163     | 0.0411          | 0.5729          |
| Conv    | 28,889     | 0.1467          | 0.3667          |
| GRU     | 40,204     | 0.0051          | 0.9953          |
see, the performance of the emulator remains effectively unchanged for all the tested values of the initial wave spread and the rectangular barrier width. This demonstrates that the network generalizes well with respect to those parameters. Remarkably, the performance does not deteriorate even when the barrier width becomes smaller than the size of the window, i.e., 2.5 a.u. This explains why our emulator was able to correctly emulate the evolution with presence of continuously-shaped barriers (that, due to the discrete nature of our input, can be seen as a collection of adjacent 1-pixel-wide rectangular barriers).

With respect to the value of the initial wave packet energy, the correlation curve has a "∩" shape, indicating that the accuracy deteriorates as we leave the energy-region sampled during the training stage. However, this is as much a failure to generalize as the limitation of the way how we represent the data and the environment. Lower energy of the packet means that the evolution of the quantum wave is slower – and we have to predict more steps of the simulation to cover the same spatial distance as for wave packets with a higher energy. Due to the recurrent process of our emulation, this means larger error accumulation. On the other end, when the energy is high, the wave functions change rapidly within each discretized time unit. This means a larger potential for error each time we predict the next time step. Similar situation also happens when the barrier height increases. A steeper barrier means a more dramatic changes to the values of the wave function happening between two consequent time steps. Those both effects can be mitigated by increasing either the spatial or temporal resolution of our emulation.

**Model Interpretability Through Input Feature Attribution.** In this section, to get some insight into how our emulator makes the prediction, we measure the feature attribution (the contribution of each data input to the final prediction). We employ the direct gradient method. Namely, for a given target pixel in the output
FIG. 4. Generalization of Simulation Parameters. Average normalized correlations, denoted by \( \langle C \rangle \), as functions of four simulation parameters. 

- **a.** The initial wave packet spread.
- **b.** The initial wave packet energy.
- **c.** The rectangular barrier width.
- **d.** The rectangular barrier height.

We repeated each experiment using five different random seeds. The bold blue line in each panel shows the average normalized correlation, and the blue shades indicate the span between the minimum and maximum values recorded in those five trials. The red vertical lines denote the training values for each emulation parameter.

window, we calculate its gradients with respect to every input value. We follow the intuition that larger gradient is associated with higher importance of measured input\(^{47}\). Since all the target values are complex numbers, this method gives us two sets of values, one for the real and one for the imaginary value of the target pixel,

\[
\frac{\partial \Re(\psi_{\text{target}})}{\partial \{\ldots\}} \quad \text{and} \quad \frac{\partial \Im(\psi_{\text{target}})}{\partial \{\ldots\}}. \tag{1}
\]

In Figure 5, we show a sample of the results. Namely, we selected one test example, and as the target we took the central pixel of the predicted frame. Next, we calculated the gradient with respect to each input value. In this concrete example, we can see that the importance of the input pixels increases with each consecutive time step. However, how much exactly the early steps matter depends on the region where the predictions are made. Far from the potential barrier (cf. Fig. 5a), the gradient measured with respect to the pixels of the first two steps (no. 176 and 177) is close to zero, indicating that those steps carry relative little importance. However, when predicting the evolution of the wave function in the vicinity of the potential barrier (cf. Fig. 5c), the importance of the third-from-the last step (no. 177) increases noticeable. This indicates, that when predicting free propagation, the network simply performs a linear extrapolation based on the latest two time-steps. However, when predicting tunneling and scattering, the emulator reaches beyond the last two time-steps for additional information, likely due to the non-linear character of those predictions.

**Discussion**

Interpreting neural networks creates interesting possibilities. Namely, by analysing how machine learning models make their predictions, we can learn new facts about the underlying physical problem. As an example, using the direct gradient descend method, despite its simplicity and known limitations\(^{48}\), we can discover interesting relations between the input parameters. By analyzing several examples like those depicted in Fig. 5, we can observe a strong relationship between the averaged direct gradients of \( \Re(\psi_{\text{target}}) \) and \( \Im(\psi_{\text{target}}) \), namely,

\[
\frac{\partial \Re(\psi_{\text{target}})}{\partial \Re(\psi_{\text{input}})} = \frac{\partial \Im(\psi_{\text{target}})}{\partial \Im(\psi_{\text{input}})} \quad \text{and} \tag{2}
\]

\[
\frac{\partial \Re(\psi_{\text{target}})}{\partial \Im(\psi_{\text{input}})} = -\frac{\partial \Im(\psi_{\text{target}})}{\partial \Re(\psi_{\text{input}})} \quad \text{.} \tag{3}
\]

This result can be used to (re)discover the existence of Cauchy-Riemann relations\(^{49}\). Notable, this happens, despite the fact that we have not imposed any prior knowledge of wave dynamics or complex analysis during the training procedure. Our model was able to learn the correct relation directly from the presented training examples.
FIG. 5. Model Interpretability. a, Direct gradients calculated for a freely dispersing quantum wave (far from any potential barrier). To present the results, we overlaid the values of the gradient with the input pixels, with red circles denoting positive direct-gradient values, and with blue circles denoting negative values. b, Two wave functions: one far from any potential barrier (left); second interacting with a step pyramid-shaped potential barrier (right). c, Direct gradients calculated for a quantum wave interacting with a potential barrier.

This trend, of looking at machine learning algorithms as something more than just black-box systems capable of extracting patterns from the data or solving given classification and regression problems, opens new possibilities. As it is evident in our example, we can use machine learning to get a better insight into the studied problem. There is an increasing number of papers, exploring this direction. For example, V. Bapst et al., in their article, demonstrated how to train a graph neural network to predict the time-evolution of a glass system. By measuring the contributions to the prediction from particles located on subsequent "shells" around the target particle, they were able to estimate the effective correlation length of the interactions. They were also able to qualitatively show, that when system approaches the glass transition, the effective cut-off distance for the particle-particle interactions increases rapidly, a phenomena that is experimentally observed in glass systems. As an another example, Lee et al., in their work, trained support vector machines to predict the preferred phase type for the multi-principal element alloys. Next, by interpreting the trained models, they were able to discover phase-specific relations between the chemical composition of the alloys and their experimentally observed phases. Knowing what influence the phase formation, can be important both in the scientific context, as it increases our understanding, and can help us to refine our theoretical models, as well as from the manufacturing perspective, as it enables synthesis of materials with desired mechanical properties.

Another topic discussed in our paper is the ability of machine learning models to generalize to out-of-distribution examples. For the completeness, it is important to discuss what we mean by this term. We train our model on some simple examples, generated by an emulator restricted to a specific region of the parameter space.
Next, we wanted to generalize in that parameter space. Namely, our goal is to predict the time-evolution of the system for parameters that are outside of the scope used during the training. This is in contrast to the typical understanding of generalization, as the ability of handling a novel (unseen during the training) data-input instances, that nevertheless come from the same distribution as the training examples. While our parameter space is relatively low-dimensional (we have just a couple of variables describing the initial conditions of the system), it is not the case for the ambient space of the inputs (each input instance is a tensor of $4 \times 23 \times 3$, this is 276 dimensions). This high-dimensionality of the ambient space has profound implications. Balestriero, Pesenti and LeCun, in their work\textsuperscript{34}, have shown that in highly dimensional space all predictions are effectively extrapolations, not interpolations. The logic is, that the number of training examples required for a prediction to be seen as interpolation, grows at least as fast as exponentially with the increasing dimension of the input. Effectively, for any dimensions above a few dozens, the training points become very sparse. Therefore, any point during the testing phase is likely to be far (at least along some dimensions) from any other point observed during the training. This makes that almost every testing point is located outside of the convex hull defined by the training examples – thus predictions of those points is nothing else than an extrapolation. In our case, however, we are interested in the ability to extrapolate in the space of the original parameter space, that control our physic-informed emulator, not in the ambient space of the neural network input. Since our parameters space has much lower dimension – just below 10 – thus, we can distinguish cases that require interpolation and extrapolation. As an example, if our model was trained by showing propagation of wave packages with the energy spread $S_0 \in \{1, 1.5, 2, 2.5, 3, 3.5, 4\}$, then to predict an evolution for a package that has spread 2.7 would be an interpolation, and to predict the evolution for the spread 5 would be an extrapolation. In Fig. 4, we have shown the performance of our emulator both in the interpolation and the extrapolation regime. We have also discussed, that the emulator can generalize outside the explored region of the parameter space, at lest along some dimensions.

There are other works discussing generalization to out-of-domain cases\textsuperscript{55,56}. However, in those works the question of generalizability was asked mostly in the context of out-of-distribution detection, and used mostly in the context of fraud detection\textsuperscript{57}, general novelty detection\textsuperscript{58} or as a means for increasing trustworthiness of machine learning systems\textsuperscript{59}. In this paper, we explored this concepts in the context of obtaining robust emulators of physical systems.

Conclusions

We have designed a training framework that allows us to extract knowledge from a restricted physically informed simulator. Furthermore, we have demonstrated how the interpretation of machine learning models can lead to scientific concept discovery. We also showed that it is possible for the network to train on simple examples and generalize to more general cases.

In future work we will optimize training schemes that maximize the generalization capability. Moreover, we will apply this methodology to physically challenging systems, e.g., including interactions. Furthermore, we will implement more sophisticated interpretability techniques and increase the robustness of the emulator by utilizing known symmetries, e.g., by constructing physically informed neural networks. Finally, we would like to pursue an iterative framework, whereby any time a new symmetry is discovered, it is implemented as a system constraint, repeating this procedure for a full characterization of the underlying physical system.
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Methods

Problem Formulation. We consider the one-dimensional time-dependent Schrödinger equation in atomic units,

\[ i \frac{\partial}{\partial t} \psi(x, t) = \mathcal{H}(x, t), \tag{4} \]

where \( x \in [0, L_x), t \in [0, T) \), and the Hamiltonian operator \( \mathcal{H} \) is defined as

\[ \mathcal{H} = T + V = -\frac{1}{2} \frac{\partial^2}{\partial x^2} + V(x), \tag{5} \]

with \( T \) and \( V \) being the kinetic and potential energy operators, respectively.

We represent the quantum waves as complex-valued functions, \( \psi(x, t) \in \mathbb{C} \), on a \( N_x \times N_t \) mesh grid, and we impose periodic boundary conditions: \( \psi(x + L_x, t) = \psi(x, t) \), where \( L_x \) is the size of our 1-dimensional environment.

We use an equal mesh spacing. With \( \Delta x = L_x/N_x \) and \( \Delta t = T/N_t \), the spatial and temporal coordinates become \( x_i = i \Delta x \) and \( t_j = j \Delta t \), with \( i \in \{0, 1, \ldots, N_x - 1\} \) and \( j \in \{0, 1, \ldots, N_t - 1\} \), respectively. For brevity, we denote the discrete wave function values as \( \psi^j_i = \psi(x_i, t_j) \), and the discrete potential steps as \( v_i = V(x_i) \).

Given the discretizations described above, we consider the neural network-based emulator as a parameterized map from an input, constructed from the \( H \) consecutive time steps, \( \{t_j, t_{j+1}, \ldots, t_{j+H-1}\} \), to the output that relates to the next time step, \( t_{j+H} \). To make the input and the output of the neural network independent from the size of the system, we construct a slice (we call them windows through the text) of a fixed width \( W \). Namely, a portion of the input representing the values of the quantum wave at the time step \( t_j \), can be written as

\[ \omega^j_i = (\psi^j_{i-[W/2]}, \psi^j_{i-[W/2]+1}, \ldots, \psi^j_i, \ldots, \psi^j_{i+(W-1)/2}-1, \psi^j_{i+(W-1)/2}). \tag{6} \]

Similarly, a portion of the input representing the potential landscape at the same time step, can be written as

\[ \nu^j_i = (v_{i-[W/2]}, v_{i-[W/2]+1}, \ldots, v_i, \ldots, v_{i+(W-1)/2}-1, v_{i+(W-1)/2}). \tag{7} \]

As shown in Fig. 2, the input of raw simulation data can be decomposed into a series of windows. The proposed neural network-based emulator maps each input data window to an output data window, that can be subsequently re-combined to form a complete time step. More specifically, we look for a network to learn the mapping

\[ f_{\Theta} : \{\omega^j_i, \omega^{j+1}_i, \ldots, \omega^{j+H-1}_i, \nu^j_i\} \rightarrow \{\hat{\omega}^{j+H}_i\}. \tag{8} \]

During the training, we try to find parameters \( \Theta \) of the map \( f_{\Theta} \), that minimize the training objective function (a loss function \( \mathcal{L} \)) on each window output, defined as

\[ \mathcal{L} = \text{MSE}_i = \frac{1}{W} \left\| \hat{\omega}^{j+H}_i - \omega^{j+H}_i \right\|^2, \tag{9} \]

where \( \hat{\omega}^{j+H}_i \) denotes the predicted values of the quantum wave at the time step \( t_j \) in the considered window, and \( \omega^{j+H}_i \) denotes the ground truth values.

Prediction using the window based scheme. To make the emulator independent of the environment size, we predict only the local evolution of the wave packet \( \omega^j_i \) within a given window (cf. Eq. 6). However, to recreate the entire wave function \( \psi(x, t_j) \) for a given time step \( j \), we need to assemble the individual predictions from different, overlapping windows. Let us denote the \( \psi^j_m \) evaluated from window \( \omega^{j+k}_{m+k} \) as \( \psi^j_m(\omega^{j+k}_{m+k}) \). We average those predictions by giving a larger weight to those predictions for which the grid-point \( x_m \) is located closer to the center of the window. For the weight, we use the Gaussian modulation,

\[ \langle \psi^j_m \rangle = \frac{[W/2]}{\sum_{k=-[(W-1)/2]}^{[(W-1)/2]} A \exp \left( -\frac{k^2}{2\delta^2} \right) \psi^j_k(\omega^j_{m+k})}, \tag{10} \]

where \( A = 1/\sum_{k=-[(W-1)/2]}^{[(W-1)/2]} \exp(-k^2/2\delta^2) \) is the normalization constant, and \( \delta \) denote the Gaussian averaging spread.

A complete prediction of the next time-step is a collection of all predicted points \( \{\psi^j_0, \psi^j_1, \ldots, \psi^j_{N_t}\} \). Fortunately, all the intermediate predictions \( \psi^j_m(\omega^j_{m+k}) \) can be obtained independently, therefore the entire algorithm is easily parallelizable (e.g., by performing a batch inference on a modern GPU).

Predicting multiple steps of evolution. We predict the next time-step of the system evolution in a recurrent manner, i.e., the predictions of the previous time steps are used to form the input of the current time-step. By iteratively predicting next time-steps, we can obtain a sequence of snapshots, portraying the wave function evolution, of an arbitrary length.

As an initial condition, the trained models are fed in with first four time steps of the system evolution.

Data generation and processing. Our data generation implements a two-step procedure. First, we generate
Raw simulation. We generate raw simulation data of wave propagation discretized on a regular mesh of size $\Delta x$ using a space splitting method. We simulate the wave propagation over a rectangular potential barrier centered at $t = 0$. We set $L_x = 100$ a.u., $N_y = 1024$, and $W_y = 7.0$ a.u. In $t = 0$, the wave packet has a Gaussian modulation,

$$
\psi_{t=0}(x) = C \exp \left( -\frac{(x - x_0)^2}{4S_0^2} \right) \exp (i\sqrt{2E_0}x). \quad (11)
$$

The simulations are running with an internal-time step of $\Delta t_{int} = 0.0005$ a.u. We run the simulation for 100,000 steps, while saving snapshots of the simulation by every 200 steps (thus $\Delta t = 0.1$ a.u.). As a result, we get $(N_t = 500) \times (N_y = 1024)$ records of the wave function evolution. In case of a free propagation, each pixel is represented by two values, the real and the imaginary part of the wave function. In the simulations including a potential barrier, we add a third channel to each pixel, to encode values of the potential at each point.

Data windowing. To make the input of the neural network independent of the environment size, we slice the recorded raw simulation data into windows of size $(H + 1) \times W \times C$. Specifically, $W = 23$ represents the spatial window size, $C = 2$ or 3 denotes the number of information channels, $H + 1 = 5$ stands for the number of consequent time steps. The first $H$ time steps are used to construct the training data set. The last time step in each simulation is used to construct the training target.

Data processing. We adopted a few techniques to efficiently process the training data.

1. To reduce the correlations between training samples, we apply spatial and temporal sampling to intentionally skip some windows. We set the spatial sampling ratio to 0.1 and the temporal ratio to 0.9.

2. We assign a higher possibility to data windows overlapped with the central potential barrier. This helps us balance the “hard” and “easy” cases in the training set.

3. We apply the periodic boundary condition.

4. We renormalize the values in the channels. Specifically, the potential values are rescaled to $[0, 1]$ to improve the training stability (e.g., to avoid the exploding gradient problem).

Description of the neural network architectures.

The input of the neural network has dimension $4 \times 23 \times 3$ (four time steps, window size 23, three channels). First the input tensor is reshaped into a $4 \times 69$ tensor, and then connected to a time-distributed dense layer (a dense layer that is applied independently to each time step) with the ReLU activation functions. We treat the size of the dense layer, $K$, as a tunable hyper-parameter. We pass the resulting $4 \times K$ tensor to a gated recurrent unit, GRU, with the ReLU activation as well. The output of that step is a single tensor of size $K$. We connect it to the output layer of size 46, with a linear activation (see again the schematic representation of the network in Fig. 2a).

In addition to the architecture described above, we used the following three benchmark network architectures:

1. **Linear model.** For this model, we used a simplified input. Instead of four time-steps, the linear model takes a single time-step (thus, the input tensor shape is $1 \times 23 \times 3$). We connect the input directly to the output layer of size 46. There is no hidden layers. All activations are linear.

2. **Fully dense model.** For the input we take the standard four time-steps (represented by a $4 \times 23 \times 3$ tensor). First, the input is reshaped into a $4 \times 69$ tensor. Next, each time step of the input goes through a time-distributed dense layer of size $K$ with the ReLU activation. The output of the time-distributed layer is subsequently flattened and connected to a regular dense layers of size $K$, also with the ReLU activation. The resulting tensor is finally connected to the output layer of size 46 with a linear activation.

3. **Convolutional model.** We use the same input as above, four time-steps represented as $4 \times 23 \times 3$ tensors. We apply 1-dimensional convolution with a filter size of 4 and with the ReLU activation. The purpose of that layer is to mix the original channels (encoding the real and imaginary part of the wave packet as well as the values of the potential) from different temporal points. The resulting tensor has shape $1 \times 23 \times F$, where $F$ is the number of the convolution filters. We took $F = [K/4]$. The resulting tensor is subsequently flattened and connected to a hidden layer with $K$ neurons, and with the ReLU activation. The last layer is the output of size 46 with a linear activation.

The outputs of all the models have sizes of 46. In the last step, the outputs are reshaped to form $23 \times 2$ tensors, with the second dimension encoding the real and imaginary part of the wave function.

Training details. We have trained the neural networks using AdamW optimizer with the mean squared error (MSE) loss function. We used a linearly-decayed learning rate with a warm-up. We included more information regarding the training procedure in the Supplementary Information.

Model evaluation. To evaluate the model’s performance, we compare the predicted evolution of the system with the ground truth, using the following two metrics:
TABLE II. Raw Simulation Parameters. Parameters describing the spatial and temporal discretization of the wave function evolution ($N_x, \Delta t$), the environment together with a centrally-located rectangular potential barrier ($L_x, H_b, W_b$), and the initial state of the wave packet in the time $t_0$ ($X_0, S_0, E_0$).

| Parameter | Description |
|-----------|-------------|
| $N_x, L_x$ | The wave function is discretized on a regular mesh of size $\Delta x = L_x/N_x$ where $N_x$ is the number of mesh points and $L_x$ is the length of the simulation box. |
| $\Delta t$ | Time discretization unit. The time between each discrete time-step. |
| $X_0, S_0, E_0$ | Center-of-mass, spread and energy of initial Gaussian-modulated wave packet, respectively. |
| $H_b, W_b$ | Rectangular barrier height and width centered at the simulation box, respectively. |

1. Mean absolute error (MAE), calculated per each time step,

$$|\bar{e}| = \frac{1}{N_x} \sum_{i=1}^{N_x} |\hat{\psi}_i - \psi_i|,$$

where $N_x$ is the number of spatial points, while $\psi_i$ and $\hat{\psi}_i$ are the ground truth and the predicted wave function value, respectively, evaluated in the i-th discrete position, $x_i$. MAE remains at low values for a good model. However, a consistent low MAE is not sufficient to determine a good model, as a model that constantly outputs zero or near-zero values might result in a relatively low MAE in some cases (e.g., when the ground truth is a wave packet concentrated only in a small volume of a larger space). This limitation of MAE, leads us to introduce another metric, namely, the normalized correlation.

2. Normalized correlation per time step:

$$\mathcal{C} = \frac{\sum_{i=1}^{N_x} \hat{\psi}_i^* \psi_i}{|\hat{\psi}| |\psi|},$$

where, $N_x$, $\hat{\psi}_i$ and $\psi_i$ are defined in the same way as above. The symbol $^*$ represents the complex conjugate. Normalized correlation treats the predicted and true wave functions as two vectors, i.e. $\hat{\psi}$ and $\psi$. To this end, normalized correlation can be understood as the angular similarity between two wave function vectors.

For an overall performance evaluation, we calculate the average over a number of consecutive time steps, denoted by $\langle |\bar{e}| \rangle$ and $\langle \mathcal{C} \rangle$ respectively.
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Supplementary Information

Choice of Examples

One of the goals of our work was to demonstrate the following possibility: *it is feasible to emulate certain physical processes using machine learning models, that had been trained solely on some restricted, simple examples.* In other words, our aim was to address the particular challenge of training machine learning models in the reality, where generating training examples is difficult or expensive with exception of some specific discrete cases. To deliver a clear proof of concept, we have deliberately chosen a simple and well known problem: *one-dimensional quantum dynamics.*

To train the model, we have used only examples concerning a single, rectangular potential barrier and a single wave packet with Gaussian modulation. To quantify the extend to which the model generalize, we have designed a number of test cases consist of various potential barrier shapes and compositions.

To that extend, we have demonstrated that it is possible to emulate the dynamics of quantum mechanical systems, without explicit knowledge of the Schrödinger equation or any physical laws in general. In contrast to previous studies, we focused on eliciting what neural networks need for rendering faithful emulations and what the neural network learns during the training.

Details on the Training Data Set

We generated training examples by evolving a single Gaussian-modulated wave packet. The wave packet can be described with three parameters $X_0$, $S_0$, and $E_0$, which denote the center-of-mass position, the spread, and the energy, respectively.

During our training, we have considered two training regimes. The first one includes examples of free propagation (no potential barrier), while the second is concerned with propagation through an environment with a single rectangular barrier. If present, we constrain the barrier to be located at the center of the simulation box. Thus, the potential can be defined by two quantities, $W_b$ and $H_b$, which are the height and width of the barrier, respectively.

Below, we show the values of parameters used when generating the training examples.

*Emulation of freely dispersing wave packets:*

\[
X_0 = 10.0, 40.0, 70.0 \text{ a.u.}
\]
\[
S_0 = 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0 \text{ a.u.}
\]
\[
E_0 = 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0 \text{ a.u.}
\]

*Quantum wave emulations with potential barrier being present:*

\[
X_0 = 10.0, 40.0, 70.0 \text{ a.u.}
\]
\[
S_0 = 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0 \text{ a.u.}
\]
\[
E_0 = 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0 \text{ a.u.}
\]
\[
H_b = 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0, 10.0, 11.0, 12.0, 13.0, 14.0 \text{ a.u.}
\]
\[
W_b = 7.0 \text{ a.u.}
\]

In Figure S1, we show in detail the input structure used for training the neural network-based emulator. The red rectangular indicates the cutting window, that produces slices of data from the recorded simulations. Those slices are then reassembled into a time series, that consist of the input of a neural network.

In Figure S2, we present the purpose of the input sampling. We assign a higher possibility to data windows that overlaps with the central potential barrier. The motivation is, that these cases are inherently harder to learn than examples depicting a free propagation. By tuning the sampling probability, we can easily control the ratio between the “no-potential” and “with-potential” windows, which helps to balance the training data set.

Hand-Designed Test Data Sets

*Freely Dispersing Test Cases.* To test the performance of our emulator in the freely dispersing regime, we have generated 12 random test cases. The parameters were randomly selected from $X_0 \in (10.0, 90.0)$, $S_0 \in (0.5, 9.0)$, and $E_0 \in (0.0, 9.0)$. The particular test cases used in this study are depicted in Fig. S3.

*Test Cases with Potential Barriers.* To test the performance in the more general case, we hand-designed a test data set, that includes: 11 random single-rectangular barriers, 2 double-rectangular barriers, 1 triple-rectangular barrier, 7 irregular barriers, 2 quadratic potentials, and 2 rectangular wells. All the test cases are depicted in Fig. S4.
FIG. S1. **Structure of the input.** **a,** The data input consists of a time series of one-dimensional plots, depicting the real and the imaginary part of the wave function as well as the values of the potential barrier. **b,** All input information can be represented as a tensor, with three channels (similar to RGB channels when representing visual data). By selecting windows of a fixed width, we can work with the data input of arbitrary length. Note, that the target has just two channels (not three), since we do not have to predict the potential landscape, only the wave function.

FIG. S2. **Input Sampling.** By sampling from all possible inputs, we create a training curriculum. We focus on balancing examples that illustrate different physical phenomena. In this case, we put an extra focus on the wave propagation near the rectangular potential barrier.
FIG. S3. Freely Dispersing Test Cases. Fully hand-designed test data set for freely dispersing wave packets along with the performance metrics of our proposed machine learning-based emulator.
FIG. S4. Real Potential Test Cases. Full hand-designed test data set for wave packet evolution, when a real potential landscape is concerned, along with the performance metrics of our proposed machine learning-based emulator.
TABLE III. Benchmark using Freely Dispersing Quantum Wave Packets. Performance comparison for different architectures of our machine learning-based emulator in case of a freely dispersing quantum wave packets. As a metric, we used the mean absolute error $|\epsilon|$ (less is better) and a normalized correlation $C$ (closer to 1 is better), both averaged over all spatial grid points, all time step, and all available test cases.

| Model | Parameters | $\langle |\epsilon| \rangle$ | $\langle C \rangle$ |
|-------|------------|-----------------|-----------------|
| Linear | 2,162      | 0.0031          | 0.9827          |
| Dense  | 12,834     | 0.0019          | 0.9952          |
| Conv   | 19,280     | 0.0030          | 0.9966          |
| GRU    | 19,412     | **0.0014**      | **0.9984**      |

Non-Gaussian Wave Packets

In Figure S5, we show that the emulator can handle not only different potential landscapes, it can also generalize to different modulations of the emulated wave packet. We can see, that the performance for the triangle-shaped packet is in pair with the Gaussian-modulated packet. The performance for the square-shaped packet is noticeable worse. This can be easily understood when comparing Fourier analysis of differently shaped signals. To accurately reproduce a square signal, we need to include a number or higher harmonics. We know (cf. Fig. 4 in the main text), that when energy is too high, the performance of the emulator deteriorate. In comparison, the higher harmonics (that correspond to higher energies of plain waves) are less crucial when reproducing a triangle signal with the same average accuracy as in the case of a rectangular-shaped signal. This might explains the observed differences in Fig. S5.

Freely Dispersing Wave Packets Case

In this sections, we present the performance benchmark for our neural network emulator in the case of freely dispersing quantum wave packets. As there is no potential, the input data window only contains two channels, representing the real and imaginary parts of the wave function. For the freely-dispersing-wave-packet example, we use a training data set generated by evolving 189 different Gaussian wave packets, each with a different values of $X_0$, $S_0$ and $E_0$. The machine learning models was trained for three epochs using the AdamW optimizer, and with MSE loss functions.

Figure S6a shows results of the emulation for all four tested architectures. All four models, shown in the top row, successfully reproduce the simulation results, with only minor errors. We find that the emulation errors are adding up as time evolves. Such error accumulation is inevitable given the recurrent nature of the predictions. The errors from the convolutional model are the most significant, however still within the limits of acceptable performance.

Figure S6b and S6c shows, that all tested architectures maintain low MAEs and high correlations, even after 400 time steps, indicating that they achieve accurate and stable performance. We report the MAE and normalized correlations, averaged over all time steps and test samples in Table III.

It is noteworthy that the baseline linear model achieves nearly perfect predictive powers – as long as the potential barriers are not considered (this would be not the case if the potential barrier was present, see the results in the main text, e.g., the performance comparison presented in Fig. 3). The reason is that the time evolution of the wave function in a small interval $\Delta t$, can be expressed as $\psi(t + \Delta t) = \exp (-iT_x\Delta t) \psi(t) + O ([\Delta t]^3)$, where the kinetic operator $T_x$ is represented by a tridiagonal matrix. Therefore, with respect to the leading terms, two consecutive time steps of the wave function evolution are linearly connected, and hence, a simple linear architecture can be trained to reproduce the simulations, given a sufficiently small time-step $\Delta t$. 


FIG. S5. **Non-Gaussian Wave Packages Test.** Time-step-by-time-step error propagation for quantum wave packets with different initial modulations. Note, that the machine learning-emulator was trained only on examples depicting Gaussian wave packet evolution. To calculate the normalized correlation $C$ (closer to 1 is better), we averaged the partial results over all spatial grid points, and all our test cases including potential barriers.

FIG. S6. **Freely Dispersing Quantum Wave Packet in a System with Periodic Boundary Conditions.** a, Ground truth and the predicted solution of $\Re[\psi(x, t)]$ for emulations of the freely dispersing quantum wave packet. b, Errors between predicted solutions and ground truth (note the scale of error is $1/10$ of the scale used to represent the wave functions in panel a). c, Time-step-by-time-step error propagation in terms of the mean absolute error $|\epsilon|$, and the normalized correlations $C$. 
TABLE IV. Values of training parameters and hyper-parameters.

|                                | Without potential | With potential |
|--------------------------------|-------------------|---------------|
| Number of raw simulations      | 189               | 2646          |
| Input time steps (H)           | 4                 | 4             |
| Data window size (W)           | 23                | 23            |
| Hidden size (K)                | 46                | 69            |
| Training epochs                | 3                 | 5             |
| Optimizer                      | AdamW             | AdamW         |
| Learning rate scheduler        | $0 \rightarrow 10^{-3}$ (warm-up) | $0 \rightarrow 10^{-3}$ (warm-up) |
|                                | $10^{-3} \rightarrow 10^{-6}$ (linear decay) | $10^{-3} \rightarrow 10^{-6}$ (linear decay) |
| Weight decay rate              | 1                 | 1             |
| Gradient clipping$^{62}$       | 1.0               | 1.0           |

Training details and hyper-parameters tuning

All models were trained using AdamW$^{45}$ optimizer with the mean squared error (MSE) loss function. We selected the initial learning rate of $10^{-3}$, with the first and second momentum $\beta_1 = 0.9$ and $\beta_2 = 0.99$, respectively. We applied a learning rate scheduler. Namely, one percent of total training steps was used as warm-up steps with a linearly increasing learning rate. Afterward, the learning rate decays linearly to $10^{-6}$. We provide the detailed values of the training parameters and the models hyper-parameters in Tab. IV.

To determine the optimal value of the hyper-parameter, we performed a search over the input time steps, the window size, and the hidden-layer size. We present the results in Fig. S7.

Figure S7a shows that the optimal depth for the history is just two time steps, what is consistent with the analysis of the results presented in Fig. 5, in the main text. Noticeable, even with just one time step, our model is still able to achieve a relatively good, average performance. However, this high average score is deceiving, as it is inflated by the fact, that a single time-step is enough to predict the evolution far from the potential barrier (cf. results presented in Fig. S6). However, to properly account for the scattering and tunnelling, a longer history than one time-step is needed (as evident in results presented in Fig. 3, in the main text).

In Figure S7b, we observe window size 23 gives the best results. We want to remark that this parameter is highly relevant to the sampling strategy employed during the data generation process.

In Figure S7c, our model shows the lowest error with hidden states 69 and 92. The error slightly increases after hidden size 115. We expect models with a larger hidden size should in principle better approximate the target function, however, they might also be more prone to overfitting, and therefore they might require more precise optimization of the training parameters to fully leverage their potential.

Average Direct Gradients

In Figure 5, in the main text, we presented an exemplary results of the direct gradients measurements. Interestingly, when repeating the calculations for other positions of the input-window, we have consistently gotten similar values of the direct gradient. To analyze this phenomenon, we measured the average value of the direct gradients for 200 randomly sampled data windows. The results are depicted in Fig. S8. There is a clearly visible pattern, that might indicate a steady and almost linear relationship between the input wave functions and the predicted value. As presented in the previous section, with the absence of any potential barrier, the target values are linearly related to the input from the previous step. Apparently, introducing a potential does not change this linear mapping by much (compare the relatively small values of the standard deviation to the size of the bars). The situation is different when we consider the sensitivity to the values of the potential, instead. We find that the direct gradients vary greatly over different window positions, compared to the average values. This might be an indicator, that the mapping from potential values to the target wave functions is a more complex, non-linear function – which is also consistent with the interpretation of the results presented in Figs. 3 and S6, as it was already discussed above.
FIG. S7. **Hyper Parameter Tuning.** Calculated mean absolute error, $\langle |\epsilon| \rangle$, and normalized correlation, $\langle C \rangle$, averaged over test data set. **a,** Number of input time steps. **b,** Window size and **c,** Hidden states. For each parameter, we evaluate the model with five different random seeds. The averaged results are shown in blue. The best result among five seeds is shown in red.
FIG. S8. **Average direct gradients.**

**a.** The averaged direct gradients of the real part of the center pixel of the output window. **b.** The averaged direct gradients of the imaginary part of the center pixel of the output window. To generate those results, we sampled 200 different data windows at different positions and time steps. The bars represent the average value, and the black line the standard deviation.