Constitutive Modeling of the Flow Stress Behavior for the Hot Deformation of Cu-15Ni-8Sn Alloys
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Three constitutive models, strain-compensated Arrhenius model, modified Johnson–Cook (JC) model, and modified Zerilli–Armstrong (ZA) model, were established for the hot-deformed Cu-15Ni-8Sn alloy based on hot compression tests. By introducing average absolute relative error (AARE), correlation coefficient (R), and relative error, the prediction accuracy of these three models was assessed. The results indicate that strain-compensated Arrhenius model has the highest accuracy at describing the flow stress behavior of the studied alloy, followed by modified JC model and modified ZA model. Moreover, the strain-compensated Arrhenius model established in this work has a great practicability in the hot-extrusion simulation of Cu-15Ni-8Sn alloys. This article provides a theoretical basis for optimizing hot deformation parameters in industrial production of the Cu-15Ni-8Sn alloys.
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INTRODUCTION

As an attractive substitute for Cu-Be alloys, Cu-15Ni-8Sn alloys have drawn more and more attention owing to their high mechanical strength, excellent wear resistance, and corrosion resistance (Zhang et al., 2017b; Jiang et al., 2019; Cheng et al., 2020; Singh et al., 2007). They are expected to be widely used in aerospace, mechanical systems, and electronic industry (Li et al., 2017; Wang et al., 2019). Along with the research progress on Cu-15Ni-8Sn alloys, the industrialized production of these alloys has been given more and more attention. Most metallic materials underwent at least one of the deformation processes, such as rolling, forging, and extrusion. These processes not only decide materials’ final or near-net shapes, but also effectively reduce cast defects, such as porosities and slag inclusions (Cribb et al., 2013; Luo et al., 2019). Moreover, as-cast Cu-15Ni-8Sn alloy ingots usually need a long time homogenization treatment due to inevitably inverse segregation of Sn, where the large-sized grains will be obtained. Therefore, hot deformation process was usually used to refine the grain size and eliminate cast defects, which plays an important role in improving the mechanical properties of these alloys. Many previous researches have shown that the hot deformation parameters have a significant impact on alloy’s microstructure and properties. Zhao et al. (2017; 2020) reported that increasing extrusion ratio of Cu-15Ni-8Sn alloys can refine grains and increase recrystallization percentage, which effectively improves the elongation and strength. Thus, it has great significance in optimizing these parameters for achieving optimized properties in industrial productions. The constitutive models have been widely used to predict flow stress, which have high prediction accuracy, and hence they are essential for optimizing the hot deformation parameters of Cu-15Ni-8Sn alloy.
Nowadays, many constitutive models have been proposed and modified to describe the hot deformation behavior of metallic materials under given loading conditions (He et al., 2008; Lin et al., 2009). Among these models, modified Johnson–Cook (JC) model (Umbrello et al., 2007; Grujicic et al., 2012), strain-compensated Arrhenius model (Kumar et al., 2018), and modified Zerilli–Armstrong (ZA) model (Zerilli and Armstrong, 1987) have been widely used. However, for different materials, the most suitable model is usually different. Rudra et al. (2019) compared the three models' accuracy for Al-10%SiCp composite and concluded that modified ZA model is the most suitable compared to the other two models. Yang et al. (2020) investigated the constitutive model of TC17 alloys and found that strain-compensated Arrhenius model has a good agreement with the experimental results. Even for the same Cu-based alloys, different alloy elements can lead to different suitable constitutive models. Zhang et al. (2017a) studied the hot deformation behavior of Cu-Cr-Nb alloys and established a strain-compensated Arrhenius model with high accuracy. But that is m-JC model for Cu-Zn-Si alloys (Wang et al., 2003). Nowadays, there is no work reporting the suitable accuracy. But that is m-JC model for Cu-Zn-Si alloys (Wang et al., 2003). Among these models, modiﬁed JC model, and modiﬁed ZA model are the most suitable compared to the other models. Yang et al. (2020) investigated the constitutive model of TC17 alloys and found that strain-compensated Arrhenius model has a good agreement with the experimental results. Even for the same Cu-based alloys, different alloy elements can lead to different suitable constitutive models. Zhang et al. (2017a) studied the hot deformation behavior of Cu-Cr-Nb alloys and established a strain-compensated Arrhenius model with high accuracy. But that is m-JC model for Cu-Zn-Si alloys (Wang et al., 2003). Nowadays, there is no work reporting the suitable constitutive model for Cu-15Ni-8Sn alloy which is crucial for prediction and tuning their microstructure and mechanical properties during industrialization. The previous constitutive models for other Cu alloys might shed light on the hot deformation of Cu-15Ni-8Sn alloys. However, a full and precise answer is needed since Cu-15Ni-8Sn alloys show much different microstructure, phase stability, and recrystallization behavior with other Cu alloys such as Cu-Cr-Nb alloys. It is useful for finding the appropriate hot deformation process.

In this work, the constitutive models for the hot-deformed Cu-15Ni-8Sn alloy were used in strain-compensated Arrhenius model, modified JC model, and modified ZA model. The accuracy of these models was assessed by average absolute relative errors (AARE), correlation coefficient (R), and relative error. Furthermore, the model’s practicability in hot-extrusion simulation of Cu-15Ni-8Sn alloys has been evaluated.

### MATERIALS AND EXPERIMENTAL DETAILS

The ingots with a designed composition of Cu-15Ni-8Sn-0.3Si-0.1Ti (wt%) were prepared using high purity Cu, Ni, Sn, Si, and Ti in intermediate frequency induction furnace. Minor addition of Si and Ti is usually used in these alloys to refine grains and improve mechanical properties. The actual chemical components of the ingot are listed in **Table 1**. The ingots underwent homogenization treatment at 1,113 K for 8 h. Subsequently, a number of ingots were machined into the cylindrical specimens with a size of φ50 mm × 50 mm for compression tests, and the remaining ingots were machined to cylindrical specimens with a size of φ50 mm × 50 mm for hot-extrusion experiments.

Compression tests were carried out on Gleeble-3500 thermal simulator under different temperatures (1,023, 1,073, 1,123, and 1,173 K) and different strain rates (0.001, 0.01, 0.1, 1, and 10 s⁻¹) with a total strain of 0.9. The detailed results of compression tests were shown in our previous works (Zhao et al., 2019). Based on the hot compression test, the flow stress data obtained in the strain range of 0.1–0.9 at intervals of 0.1 were used to calibrate constitutive models, and the compression stress data obtained in the strain range of 0.1–0.9 at intervals of 0.05 were used to validate the model.

Hot extrusion was carried out on a 2,000 KN vertical extruding machine, and then the samples were naturally cooled to room temperature in air. The detailed extrusion parameters are listed in **Table 2**. The OM images were obtained with a LEICA/DMI 5,000 M optical microscope. The grain size distribution map was drawn from more than 50 random areas based on the observation of OM images, and the average grain size was measured according to the linear-intercept method using an image analysis software installed on the Leica materials workstation.

### CONSTITUTIVE MODELING

#### Strain-Compensated Arrhenius Model (sc-Arrhenius Model)

The Arrhenius model is usually used to describe the material hot deformation behavior, which can be expressed as **Eqs. 1–3** (Kumar et al., 2018):

\[ \dot{\varepsilon} = A_1 + \sigma^n \exp \left( \frac{Q}{RT} \right), \quad a\sigma < 0.8, \tag{1} \]

\[ \dot{\varepsilon} = A_2 \exp \left( \frac{n_1\sigma}{RT} \right), \quad a\sigma > 1.2, \tag{2} \]

\[ \dot{\varepsilon} = A \left[ \sinh \left( a\sigma \right) \right]^n \exp \left( \frac{Q}{RT} \right), \quad \text{for all } a\sigma, \tag{3} \]

where \( \dot{\varepsilon} \) is the strain rate; \( \sigma \) is the flow stress; \( A_1, A_2, A, n_1, n_2, n \), and \( a \) are the material constants; \( Q \) is the activation energy in hot deformation process; and \( R \) is the universal gas constant (8.314 J/mol/K).

By taking natural logarithm form to **Eqs. 1–3**, the following equations can be obtained:

\[ \ln \dot{\varepsilon} = \ln A_1 + n_1 \ln \sigma - \frac{Q}{RT}, \tag{4} \]

\[ \ln \dot{\varepsilon} = \ln A_2 + n_2 \sigma - \frac{Q}{RT}, \tag{5} \]

\[ \ln \dot{\varepsilon} = \ln A + n \ln \left[ \sinh \left( a\sigma \right) \right] - \frac{Q}{RT}, \tag{6} \]

where \( n_1, n_2, n \) and \( n \) can be calculated from the slope of fitting curves \( \ln \dot{\varepsilon} - \ln \sigma, \ln \dot{\varepsilon} - \sigma, \) and \( \ln \dot{\varepsilon} - \ln \left[ \sinh \left( a\sigma \right) \right], \) respectively, and the value of \( a \) can be obtained, which is defined as \( n_2/n_1 \). From **Eq. 6**, the value of \( \ln A \) is equal to the intercept of fitting curve:

\[ \ln \left[ \sinh \left( a\sigma \right) \right] - \left( \ln \dot{\varepsilon} + \frac{Q}{RT} \right) \]
### TABLE 2 | The hot-extrusion parameters.

| Diameter of sample (mm) | Diameter of extrusion bar (mm) | Extrusion ratio | Extrusion temperature (K) | Extrusion speed (mm/s) |
|-------------------------|-------------------------------|-----------------|---------------------------|------------------------|
| 50                      | 12                            | 17              | 1,173                     | 3                      |

### TABLE 3 | Coefficient of polynomial for $a$, $lnA$, $n$, and $Q$.

| $a$     | $n$ | $Q$ (kJ/mol) | $lnA$ |
|---------|-----|--------------|-------|
| $B_0$   | $C_0$ | $D_0$ | $E_0$ |
| $B_1$   | $C_1$ | $D_1$ | $E_1$ |
| $B_2$   | $C_2$ | $D_2$ | $E_2$ |
| $B_3$   | $C_3$ | $D_3$ | $E_3$ |
| $B_4$   | $C_4$ | $D_4$ | $E_4$ |

### TABLE 4 | Values of the coefficients in modified JC model.

| $A_1$ | $B_1$ | $B_2$ | $C_1$ | $\lambda_1$ | $\lambda_2$ |
|-------|-------|-------|-------|-------------|-------------|
| 66.82711 | 9.13282 | -3.51248 | 0.3857 | -0.000786 | 0.000413 |

By regarding $\dot{\varepsilon}$ as a constant parameter, Eq. 7 can be obtained from Eq. 6 with respect to $1/T$. Hence, the value of $Q$ can be calculated by $n$, $R$, and $S$ (defined as the slope of fitting curve $1/T - ln[\sinh(\alpha\dot{\varepsilon})]$).

$$Q = R \times n \times \frac{d[\ln\sinh(\alpha\dot{\varepsilon})]}{d(1/T)} = RnS. \quad (7)$$

However, the strain, which has a significant effect on the flow stress, is not taken into account in Arrhenius model. Here, a strain compensation method, shown as Eqs. 8–11, was introduced in this work based on the study reported by Kumar et al. (2018). The different parameter values of $a$, $n$, $Q$, and $A$ at each strain can be calculated following the above-mentioned method. The fitting curve is drawn to obtain the coefficients in Eqs. 9–12, and the results are listed in Table 3.

$$\alpha = B_0 + B_1\dot{\varepsilon} + B_2\dot{\varepsilon}^2 + B_3\dot{\varepsilon}^3 + B_4\dot{\varepsilon}^4 + B_5\dot{\varepsilon}^5 + B_6\dot{\varepsilon}^6 + B_7\dot{\varepsilon}^7, \quad (8)$$

$$n = C_0 + C_1\dot{\varepsilon} + C_2\dot{\varepsilon}^2 + C_3\dot{\varepsilon}^3 + C_4\dot{\varepsilon}^4 + C_5\dot{\varepsilon}^5 + C_6\dot{\varepsilon}^6 + C_7\dot{\varepsilon}^7, \quad (9)$$

$$Q = D_0 + D_1\dot{\varepsilon} + D_2\dot{\varepsilon}^2 + D_3\dot{\varepsilon}^3 + D_4\dot{\varepsilon}^4 + D_5\dot{\varepsilon}^5 + D_6\dot{\varepsilon}^6 + D_7\dot{\varepsilon}^7, \quad (10)$$

$$lnA = E_0 + E_1\dot{\varepsilon} + E_2\dot{\varepsilon}^2 + E_3\dot{\varepsilon}^3 + E_4\dot{\varepsilon}^4 + E_5\dot{\varepsilon}^5 + E_6\dot{\varepsilon}^6 + E_7\dot{\varepsilon}^7. \quad (11)$$

### Modified Johnson–Cook Model

Modified JC model can be expressed as Eq. 12 (Grujicic et al., 2012):

$$\sigma = (A_1 + B_1\dot{\varepsilon} + B_2\dot{\varepsilon}^2) (1 + C_1\dot{\varepsilon})^{\exp[\left(\lambda_1 + \lambda_2\dot{\varepsilon}\right)(T - T_{ref})]}, \quad (12)$$

where $\sigma$ is flow stress; $\dot{\varepsilon}$ is true strain; $A_1$, $B_1$, $B_2$, $C_1$, $\lambda_1$, and $\lambda_2$ are material constants; $\dot{\varepsilon}$ is equal to $\dot{\varepsilon}_{0}$, where $\dot{\varepsilon}$ is strain rate and $\dot{\varepsilon}_{0}$ is reference strain rate; $T$ is current temperature; $T_{ref}$ is reference temperature. In this study, $\dot{\varepsilon}_{0}$ and $T_{ref}$ are considered to be 0.001 s$^{-1}$ and 1,023 K, respectively, which is the lowest strain rate and temperature in hot compression test.

a. At Reference Strain Rate and Reference Temperature

Equation 12 can be simplified to the following form:

$$\sigma = (A_1 + B_1\dot{\varepsilon} + B_2\dot{\varepsilon}^2), \quad (13)$$

where the values of $A_1$, $B_1$, and $B_2$ can be calculated from the fitting curve between $\dot{\varepsilon}$ and $\sigma$.

a. At Reference Temperature

Equation 12 can be simplified to the following form:

$$\sigma = (A_1 + B_1\dot{\varepsilon} + B_2\dot{\varepsilon}^2)(1 + C_1\dot{\varepsilon}), \quad (14)$$

Through drawing the fitting curve $\ln\dot{\varepsilon}^{\ast} - \sigma/(A_1 + B_1\dot{\varepsilon} + B_2\dot{\varepsilon}^2)$, the value of $C_1$ (equal to the average slope) can be calculated.

a. At Each Strain Rate

A new relationship $\lambda = (\lambda_1 + \lambda_2\dot{\varepsilon}_{0})$ is introduced to Eq. 12, followed by taking natural logarithm form to obtain the following equation:

$$\ln \left(\frac{\sigma}{(A_1 + B_1\dot{\varepsilon} + B_2\dot{\varepsilon}^2)(1 + C_1\dot{\varepsilon})}\right) = \lambda(T - T_{ref}), \quad (15)$$

where the values of $\lambda$ can be obtained from the fitting curve of $\ln \left(\frac{\sigma}{(A_1 + B_1\dot{\varepsilon} + B_2\dot{\varepsilon}^2)(1 + C_1\dot{\varepsilon})}\right)$ and $(T - T_{ref})$. Four different values of $\lambda$ correspond to four different strain rates. Subsequently, by the fitting curve $\ln\dot{\varepsilon}^{\ast} - \lambda$, $\lambda_1$ (the intercept) and $\lambda_2$ (the slope) can be calculated.

The calculated values of the coefficients are listed in Table 4.

### Modified Zerilli–Armstrong Model

Modified ZA model can be expressed as Eq. 16 (Samantaray et al., 2011):

$$\sigma = (C_1 + C_2\dot{\varepsilon}^4)\exp \left[-(C_3 + C_4\dot{\varepsilon} + C_5\dot{\varepsilon}^2)T^* + (C_6 + C_7\dot{\varepsilon}^2)\ln\dot{\varepsilon}^{\ast} \right], \quad (16)$$
where $C_p, C_s, C_p, C_s, C_e, C_p$ and $n$ are material constants; $T^*$ is equal to $(T - T_{ref})$, where $T_{ref}$ is the reference temperature; $\dot{\varepsilon}$ is equal to $\dot{\varepsilon}/\dot{\varepsilon}_0$, where $\dot{\varepsilon}_0$ is the reference strain rate. Similar to that, in modified JC model, the reference strain rate and temperature are also defined as $0.001 \text{ s}^{-1}$ and 1,023 K.

a. At Reference Strain Rate

The natural logarithm form is taken to both sides of the equation to obtain the following form. Here, $M$ and $N$ are introduced to the equation to make it clearer.

\[
\ln \sigma = M - NT^*,\quad (17)
\]
\[
M = \ln (C_1 + C_2 \dot{\varepsilon}),\quad (18)
\]
\[
N = C_3 + C_4 \dot{\varepsilon} + C_5 \dot{\varepsilon}^2.\tag{19}
\]

By drawing fitting curve $T^* - \ln \sigma$, the different values of $M$ and $N$ can be obtained under different strains. Subsequently, the fitting curve of $\varepsilon$-$M$ and $N$-$\dot{\varepsilon}$ can be drawn, from which the values of $n, C_3, C_4, C_5, C_6$ and $C_7$ can be obtained. Additionally, the value of $C_7$ is approximately the same as the yield stress at reference temperature and reference strain rate.

a. At Each Strain Rate

The natural logarithm of the modified ZA model is taken to generate the following equation:

\[
\ln \sigma = \ln (C_1 + C_2 \dot{\varepsilon}^n) - (C_3 + C_4 \dot{\varepsilon} + C_5 \dot{\varepsilon}^2) T^* + (C_6 + C_7 T^*) \ln \dot{\varepsilon},\tag{20}
\]

where four values of $(C_4 + C_7 T^*)$ are obtained for four different temperatures from the fitting curve between $\ln \dot{\varepsilon}$ and $\ln \sigma$. After linear fitting of these four sets of data, the values of $C_4$ and $C_7$ can be obtained.

The calculated values of the coefficients are listed in Table 5.

### Comparison of the Constitutive Models

The predictability of the flow stress-strain relationship by the constitutive models is assessed by graphical comparison between the calculated values and the experimental data at varied experimental conditions, as shown in Figures 1-3. As shown in Figure 1, the flow stress-strain curve, calculated by the sc-Arrhenius model, fits well with the experimental data except the conditions at high temperature of 1,173 K and high strain rate of 10 s$^{-1}$. Under this condition, the calculated values are higher than the experimental data after the strain of 0.2. Under this condition, an unsteady deformation zone, cracks appear in the specimen, leading to a rapid reduction in flow stress with the strain increasing [19]. Because sc-Arrhenius model is failed to predict the reduction in flow stress caused by the crack formation, the calculated results are higher than the experimental data at high strain rates.

Figure 2 shows the comparison results of the m-JC model, which indicates that it can only maintain a high predictability at low strain rates. With increasing strain rate (above 0.1 s$^{-1}$), the predicted results gradually deviate from the experimental data. Additionally, the calculated values of m-JC model are higher than the experimental data after the strain of 0.6, which indicates that m-JC model has low ability to predict the reduction trend in flow stress caused by dynamic recrystallization.

Figure 3 shows the comparison between the experimental and predicted flow stress values obtained by m-ZA model. The m-ZA model’s calculation results show a large deviation from experimental data at strain rate above 0.01 s$^{-1}$, where the predicted values are initially much lower than the experimental data. Moreover, the predicted values constantly increase with increasing strain, which disagrees with the reduction trend of experimental data.

The accuracy of the three models is further verified via employing average absolute relative error (AARE), correlation coefficient (R), and relative error. The R exhibits the linear relationship between experimental and calculated values; the relative error describes the prediction accuracy of a model; and AARE is obtained by term-by-term calculation of relative error. Their expressions are shown as follows (Rudra et al., 2019):

\[
\text{AARE} = \frac{\sum_{i=1}^{N} |E_i - P_i|}{N},\tag{21}
\]

\[
\text{Relative error} = \frac{(E_i - P_i)/\bar{E} \times 100\%},\tag{22}
\]

\[
R = \frac{\sum_{i=1}^{N} (E_i - \bar{E})(P_i - \bar{P})}{\sqrt{\sum_{i=1}^{N} (E_i - \bar{E})^2} \sum_{i=1}^{N} (P_i - \bar{P})^2},\tag{23}
\]

where $E_i$ is the experimental value, $P_i$ is the calculated value; $\bar{E}$ and $\bar{P}$ are the mean values of $E_i$ and $P_i$, respectively; $N$ is the total number of data involved in the calculation.

Figure 4 shows the plots of average absolute relative error, correlation coefficient, and relative error between the calculated values using Eqs. 20–22 and the experimental data. It can be seen that the sc-Arrhenius model has the highest correlation coefficient of 0.997, followed by m-JC model (0.989) and m-ZA model (0.941), indicating that the calculated values of sc-Arrhenius model have the strongest linearity with experimental data. Figure 5 shows the distribution of relative errors obtained from the three models. It is found that sc-Arrhenius model shows the highest accuracy with relative error range from $-19.932$ to $12.541\%$. Moreover, the relative error values of more than 95% of samples calculated by sc-Arrhenius model are within $\pm 10\%$. Table 6 shows the results of AARE calculated by the three models. The sc-Arrhenius model has the lowest value of 0.034, followed by m-JC model (0.075) and m-ZA model (0.098). The results of AARE are in agreement with the results of relative errors. In conclusion, the sc-Arrhenius model possesses the highest prediction accuracy, which shows the highest value of R, lowest value of relative error, and lowest value of AARE.

---

**TABLE 5 | Values of the parameters in modified ZA model.**

| $C_1$ | $C_2$ | $n$ | $C_3$ | $C_4$ | $C_5$ | $C_6$ | $C_7$ |
|-------|-------|-----|-------|-------|-------|-------|-------|
| 69.323 | 7.56677 | 0.85838 | 0.00698 | 0.000676 | -0.00201 | 0.1639 | 0.000311 |
FIGURE 1 | Comparison between experimental data and values calculated by sc-Arhenius model.

FIGURE 2 | Comparison between experimental data and values calculated by m-JC model.
FIGURE 3 | Comparison between experimental data and values calculated by m-ZA model.

FIGURE 4 | Correlation between experimental and predicted flow stress calculated by (A) sc-Arrhenius model; (B) m-JC model; (C) m-ZA model.
The highest prediction accuracy of sc-Arrhenius model could be due to the comprehensive consideration of the strain, strain rate, and temperature. Lennon and Ramesh (2004) pointed out that the effects of temperature, strain, and strain rate are coupled together in FCC metals, and thus considering each term independently is unreasonable. Strain-compensated Arrhenius model takes the coupled effect of strain rate and temperature into consideration by using Z parameter, which is equal to \( \varepsilon \cdot \exp\left[\frac{Q}{RT}\right] \). A strain compensation method is introduced to estimate the effect of the strain.

As for m-JC model and m-ZA model, the prediction accuracy deteriorates as the strain rate increases. Under the condition of low strain rate (below 0.1 s\(^{-1}\)), the prediction results arise from their method of evaluating the effects of temperature, strain, and strain rate. M-JC model only considers the coupled effect of the strain rate and temperature, while the effect of the strain is considered independently. This method fails to describe the weakening of strain hardening caused by restoration process. Thus, the reduction trend in flow stress cannot be described accurately (e.g., at the condition of 1,023 K and 0.1 s\(^{-1}\)). Although m-ZA model considers the coupled effect of strain rate and temperature by parameter \( C_2 \) and the coupled effect of strain and temperature by parameter \( C_4 \) (Samantaray et al., 2009), the predicted flow stress at higher strain rate is still little lower than experimental data. This phenomenon results from the fact that parameters \( C_2 \) and \( n \), which relate to strain hardening, are calculated only using the data at reference strain rate. Thus, it fails to predict the strain hardening behavior at higher strain rate. The same phenomenon is also observed in Samantaray et al.’s work (Samantaray et al., 2009; Samantaray et al., 2011). Additionally, under the condition of high strain rate (above 0.1 s\(^{-1}\)), the prediction inaccuracy of m-JC model and m-ZA model attributes to the fact that these deformation conditions are located in the unsteady zone of the studied alloys. Our previous study on processing map has pointed out that the unsteady zone is in the range of 1,023–1,198 K and strain rate is greater than 0.6 s\(^{-1}\) at a true strain of 0.9 (Zhao et al., 2019). Many cracks were observed in the hot compression specimens tested under these conditions, which are responsible for the decrease of flow stress at high strain rate. However, constitutive models fail to take material instability into account, and the calculated results still increase with the strain because of strain hardening. Owing to this reason, the opposite trend between the predicted and experimental results is observed at high strain rate (above 0.1 s\(^{-1}\)).

**Practicability of sc-Arrhenius Model**

The above results indicate that the constitutive model of sc-Arrhenius model shows the best accuracy for prediction of the
flow stress-strain relationship of the hot-deformed Cu-15Ni-8Sn alloy. Here, we further verify the practicability of sc-Arrhenius model in simulation of the hot-extruded Cu-15Ni-8Sn alloy. Usually, for evaluating the practicability of a model, comparing the stress between simulation and experiment is considered as the best method. Given the fact that real-time stress data during the actual extrusion cannot be measured, an indirect method is necessary to be employed to evaluate the practicability. Here, we used finite element analysis (FEA), where the prediction accuracy of temperature, strain, and grain size is all based on the accurate prediction of stress. The accurate simulation of FEA on the basis of Arrhenius model can be considered indirect proof of the practicability of Arrhenius model.

Hot-extrusion experimental methods were described in detail in the above section. Hot-extrusion simulation was performed by using MARC finite element simulation software. Relevant formation parameters are similar to those shown in Table 2. The geometric model was established based on experimental methods. The flow stress database, describing the plasticity, was calculated by the sc-Arrhenius model and linked to simulation software. According to the fact that grain size change during hot-extrusion deformation mainly results from dynamic recrystallization (DRX) (Li et al., 2010; Zhao et al., 2017), DRX is taken into account in the simulation. The final result of simulation was obtained using the data at die outlet, after which no DRX exists. As a comparison, the microstructure of extrusion bar around die outlet was studied.

Figure 6A shows the simulated result of the grain size contour. By analyzing simulation data at the position of die outlet, the grain size distribution map is drawn as shown in Figure 6B. The predicted average grain size is ~16.7 μm. Figure 7A shows a representative OM image obtained from the extrusion bar around die outlet. Figure 7B shows the grain size distribution map based on more than 50 random OM images. The average grain size is measured as ~15.5 μm. Comparing the results of simulation and experiment, it can be concluded that sc-Arrhenius model has a great practicability in finite element analysis for hot-deformed Cu-15Ni-8Sn alloys.
CONCLUSION

In this article, the hot compression tests of Cu-15Ni-8Sn alloys at different temperatures from 1,023 to 1,173 K and strain rates from 0.001 to 10 s⁻¹ were carried out. Three kinds of constitutive models (sc-Arrhenius model, m-JC model, and m-ZA model) were established and compared with each other. The following conclusions can be drawn:

The strain-compensated Arrhenius model, modified JC model, and modified ZA model of Cu-15Ni-8Sn alloys were established based on hot compression tests, where the sc-Arrhenius model has the highest predictability among the three models. For sc-Arrhenius model, m-JC model, and m-ZA model, the AARE is 0.034, 0.075, and 0.098, respectively, the correlation coefficients are 0.997, 0.989, and 0.941, respectively, and the proportion of samples with relative errors within ±10% is 95, 70, and 51%, respectively.

The practicability of sc-Arrhenius model of the hot-extruded Cu-15Ni-8Sn alloy was verified by performing both simulation and experiment. The simulation and experimental results show similar grain size of 16.7 and 15.5 μm, respectively, indicating that sc-Arrhenius model can accurately predict the flow stress behavior of the hot deformation process of Cu-15Ni-8Sn alloy.
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