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Abstract

AI-aided drug discovery (AIDD) is gaining popularity due to its potential to make the search for new pharmaceuticals faster, less expensive, and more effective. Despite its extensive use in numerous fields (e.g., ADMET prediction, virtual screening), little research has been conducted on the out-of-distribution (OOD) learning problem with noise. We present DrugOOD, a systematic OOD dataset curator and benchmark for AIDD. Particularly, we focus on the drug-target binding affinity prediction problem, which involves both macromolecule (protein target) and small-molecule (drug compound). DrugOOD offers an automated dataset curator with user-friendly customization scripts, rich domain annotations aligned with bio-chemistry knowledge, realistic noise level annotations, and rigorous benchmarking of SOTA OOD algorithms, as opposed to only providing fixed datasets. Since the molecular data is often modeled as irregular graphs using graph neural network (GNN) backbones, DrugOOD also serves as a valuable testbed for graph OOD learning problems. Extensive empirical studies have revealed a significant performance gap between in-distribution and out-of-distribution experiments, emphasizing the need for the development of more effective schemes that permit OOD generalization under noise for AIDD.

Introduction

Traditional drug discovery procedures are lengthy and expensive. To accelerate the drug development process, drugmakers and investors are turning to artificial intelligence techniques (Muratov et al. 2020) for drug discovery (e.g., ADMET prediction (Rong et al. 2020), target identification, protein structure prediction(Shen et al. 2021)), which aim to rapidly identify new compounds and model complex mechanisms to automate previously manual processes (Schneider 2018). In this paper, we focus on one of the most challenging applications, called drug-target binding affinity prediction, which aims to identify a subset of compounds with high binding affinity for a given protein target among many candidate compounds.

Distribution shift is a ubiquitous problem in the field of AIDD, where the training distribution differs from the test distribution. Typically, the prediction model is trained on known target proteins when conducting virtual screening for hit findings. A “black swan” event, such as COVID-19, may nevertheless occur, resulting in a new target with unseen data distributions. Hence, the performance of the unseen target will decline drastically. To address the performance degradation (Koh et al. 2021) caused by distribution shift, it is necessary to develop robust and generalizable algorithms for this challenging issue in AIDD. Despite its importance in real-world problems, the community still lacks curated OOD datasets and benchmarks for inspiring relevant research. Besides, label noise is another critical issue. Generally, AI models are trained using publicly deposited datasets, such as ChEMBL, whereas the bioassay data are typically noisy (Kramer et al. 2012; Cortés-Ciriano and Bender 2016). For instance, the activity data from ChEMBL is manually extracted from the full texts of seven Medicinal Chemistry journals (Mendez et al. 2019). Various factors, including but not limited to different confidence levels for activities measured through experiments, unit-translation errors, repeated citations of single measurements, and different “cut-off” noise.
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can cause noise in these data. Figure 2 shows examples with different noisy levels. Meanwhile, real-world data with noise level annotations is lacking for learning tasks under noise labels (Angluin and Laird 1988; Han et al. 2020).

To help accelerate research by focusing community attention and simplifying systematic comparisons between data collection and implementation method, we present DrugOOD, a systematic OOD dataset curator and benchmark for AI-assisted drug discovery that includes an open-source Python package which fully automates the data curation and OOD benchmarking processes. We focus on the most challenging OOD setting: domain generalization (Zhou et al. 2021) problem in AI-aided drug discovery, though DrugOOD can be easily adapted to other OOD settings, such as subpopulation shift (Koh et al. 2021) and domain adaptation (Zhuang et al. 2021) problem in AI-aided drug discovery, though DrugOOD can be easily adapted to other OOD settings, such as subpopulation shift (Koh et al. 2021) and domain adaptation (Zhuang et al. 2021). Our dataset is also the first AIDD dataset curator with realistic noise level annotations that can serve as an important testbed for the setting of learning under noise.

In contrast to only providing fixed datasets, we present an automated dataset curator based on the large-scale bioassay deposition website ChEMBL (Mendez et al. 2019). Figure 3 provides a summary of the automated dataset curator. Using this dataset curator, researchers/practitioners can generate new OOD datasets based on their needs by simply modifying the configuration files in the Python package. Specifically, we also realize this dataset curator by generating 45 OOD data collection and implementation method, we present measurements to get active/inactive pairs for all domain supervision labels.

To help accelerate research by focusing community attention and simplifying systematic comparisons between data collection and implementation method, we present DrugOOD, a systematic OOD dataset curator and benchmark for AI-assisted drug discovery that includes an open-source Python package which fully automates the data curation and OOD benchmarking processes. We focus on the most challenging OOD setting: domain generalization (Zhou et al. 2021) problem in AI-aided drug discovery, though DrugOOD can be easily adapted to other OOD settings, such as subpopulation shift (Koh et al. 2021) and domain adaptation (Zhuang et al. 2021). Our dataset is also the first AIDD dataset curator with realistic noise level annotations that can serve as an important testbed for the setting of learning under noise.

In contrast to only providing fixed datasets, we present an automated dataset curator based on the large-scale bioassay deposition website ChEMBL (Mendez et al. 2019). Figure 3 provides a summary of the automated dataset curator. Using this dataset curator, researchers/practitioners can generate new OOD datasets based on their needs by simply modifying the configuration files in the Python package. Specifically, we also realize this dataset curator by generating 45 OOD data collection and implementation method, we present measurements to get active/inactive pairs for all domain supervision labels.

**Automated dataset curator:** We provide a fully customizable pipeline for curating OOD datasets for AI-aided drug discovery from the large-scale bioassay deposition website ChEMBL.

**Rich domain annotations:** We present various approaches to generate specific domains that are aligned with the domain knowledge of biochemistry.

**Realistic noise level annotations:** We aggregate real-world noise according to the measurement confidence score, “cut-off” noise, etc., offering a valuable testbed for learning under real-world noise.

**Rigorous OOD benchmarking:** We benchmark six SOTA OOD algorithms with various backbones for the 45 realized dataset instances and gain insight into OOD learning under noise for AI-aided drug discovery.

### Related Work

In this section, we review related literature from the perspectives of binding affinity prediction, out-of-distribution generalization, and commonly used drug discovery benchmarks. We refer the readers to Appendix A for more detailed discussions.

**Binding Affinity Prediction.**

The aim of virtual screening is to identify the most promising molecules based upon both target-independent and target-dependent properties. The former evaluates the likelihood that one molecule itself qualifies as a drug candidate (e.g., toxicity and hydrophobicity), while the latter characterizes the tendency of its potential interaction with the target (and other unrelated proteins), which often heavily depends on the joint formulation of the candidate molecule and target (Hu, Chan, and You 2016; Karimi et al. 2019; Lim et al. 2019). In this paper, we focus on the binding affinity between the molecule and target protein, which falls into the domain of predicting target-dependent properties. In this circumstance, the out-of-distribution issue may result in severe performance degradation (e.g., when the distribution

![Figure 2: Exemplar curated datasets spanning different domain shifts from DrugOOD. Each data sample \((x, y, d)\) in dataset is associated with a domain annotation \(d\), which corresponds to a distribution \(P\) over data points which are similar in some way, e.g., molecules with the same scaffold. Specifically, DrugOOD focuses on the problem of domain generalization, in which we train (seen domain) and test (unseen domain) the model on disjoint domains, e.g., molecules with a new scaffold. Additionally, DrugOOD identifies and annotates three noise levels (core, refined, general), whose level increases with data volume and noise sources.](image-url)
of target proteins dramatically differs between model training and inference), leading to this work’s major motivation.

**Drug Discovery Benchmarks.** There is a myriad of databases with biomedical and chemical information. ChEMBL (Mendez et al. 2019) is a large-scale, open-access drug discovery database that aims to capture medicinal chemistry data and knowledge across the pharmaceutical R&D process. BindingDB (Gilson et al. 2016) provides binding affinity data from scientific articles and US patents primarily; PDBbind (Liu et al. 2014) collects biomolecular complexes from the PDB database (Burley et al. 2020), along with experimental binding affinity data. Recently, several benchmarks for AIDD’s development have been established. MoleculeNet (Wu et al. 2018) provides a collection of molecular property prediction tasks on which various featurization and models are benchmarked. TDC (Huang et al. 2021) provides 66 datasets across 22 tasks, covering the full pipeline of drug discovery. Recently, FS-Mol (Stanley et al. 2021) proposed a comprehensive benchmark for few-shot molecular learning. Nonetheless, most databases and benchmarks do not draw special attention to the challenge of out-of-distribution generalization. The training and evaluation subsets are often randomly partitioned, which could lead to an over-optimistic model evaluation. In contrast, DrugOOD covers comprehensive sources of out-of-distribution in structure-based affinity prediction and provides a dataset curator for highly customizable generation of OOD datasets. Additionally, noise level annotations are aggregated and considered so that algorithms can be evaluated in a more realistic setting, which further bridges the gap between research and pharmaceutical applications.

**Out-of-Distribution Generalization.** Some work focuses on aligning feature representations across different domains to improve the generalization ability over out-of-distribution test samples. The minimization of feature discrepancy can be conducted over various distance metrics, including second-order statistics (Sun and Saenko 2016a), the maximum mean discrepancy (Tzeng et al. 2014), Wasserstein distance (Zhou et al. 2021), or measured by adversarial networks (Ganin et al. 2016a). Others apply data augmentation to generate new samples or domains to promote the consistency of feature representations, such as Mixup across existing domains (Xu et al. 2020; Yan et al. 2020), or in an adversarial manner (Zhao et al. 2020; Qiao, Zhao, and Peng 2020). With the label distribution further taken into consideration, recent work aims at enhancing the correlation between domain-invariant representations and labels. Invariant risk minimization (Arjovsky et al. 2019) seeks a data representation on which the optimal classifier is trained to match all training distributions. Additional regularization terms are proposed to align gradients across domains (Koyama and Yamaguchi 2021), reduce the variance of risks of all domains (Krueger et al. 2021), or smooth inter-domain interpolation paths (Chuang and Mroueh 2021). In DrugOOD, we provide rigorous benchmark tests over state-of-the-art OOD algorithms with a unified standard and offer performance analysis as well as suggestions for future research.

**DrugOOD**

In this work, we present an automated dataset curator and benchmark, named DrugOOD, based on the large-scale bioassay deposition website ChEMBL (Mendez et al. 2019), to facilitate OOD research for AI-aided drug discovery.

**Automated Data Curator**

**Overview.** We curate all datasets on the basis of the large-scale, open-access bioactivity website: ChEMBL\(^2\), and consider the settings of OOD and of different noise levels. Specifically, we focus on one of the most critical AIDD tasks (Slivowski et al. 2013): structure-based affinity prediction (SBAP), which involve both the target and compound information for predicting binding activity. The dataset curation pipeline is illustrated in Figure 3. It consists of three steps: 1) noise level aggregation with different filters; 2) processing uncertainty, averaging multi-measurements, and generating binary classification tasks with an adaptive threshold; and 3) splitting the domains by assays, scaffolds, sizes, proteins, or protein families. We provide 45 built-in configuration files to generate exemplar datasets by the configuration of three noise

\(^2\)We use its latest release (released on Feb. 2022): ChEMBL30, downloaded from http://ftp.ebi.ac.uk/pub/databases/chembl/ChEMBLdb/releases/chembl_30/chembl_30_sqlite.tar.gz
levels, three measurement types (Ki, IC50, EC50) and five domains. Besides, with our DrugOOD dataset curator, practitioners can easily generate their desired datasets through customizing the configuration files. This is especially useful when they want to use a new biochemistry setup.

Noise Level Aggregation. There are numerous heterogeneous noise sources in bioactivity data, such as the target type, value relation, confidence score, assay quality etc. In order to facilitate development of learning under noise, inspired by the practice of PDBbind (Gilson et al. 2016) which considers noise levels of protein-ligand complex data, we summarize the various types of noise and delineate different subsets based on noise severity. In particular, we aggregated chaotic data with three noise levels (core, refined, general) through the proposed various filter configurations. We refer the readers for more details in Appendix C.1.

Processing Uncertainty and Multiple Measurements. As mentioned above, many of the activity values recorded by ChEMBL are inherently uncertain. And the reported activity values may be higher or lower than the highest or lowest concentration tested. Here, we follow the practice in pQSAR 2.0 (Martin et al. 2017) to offset the activity values by 10-fold. Meanwhile, the protein-ligand pair reported in multiple sources may result in multiple assays, resulting in the “multiple measurements” problem. Following the common practice (Hu et al. 2020), we average the activity values of the same protein-ligand pair, which has been shown to be effective in previous work (Kalliokoski et al. 2013) and does not introduce excessive data bias.

Binary Classification Task. While ChEMBL records raw activity values as floating-point numbers, it is difficult to benchmark OOD tasks as regression tasks due to various noises, uncertainty measurements, and that low/high values are often only recorded as a boundary constant. In this work, we benchmark OOD tasks as a binary classification problem. In practice, however, the threshold for binary classification is contingent on the particulars of the drug development project. Here, we employ an adaptive thresholding method that is capable of adapting to a wider variety of situations. Details are deferred to Appendix C.2.

Domain Definition and Split. As previously stated, the distributional shift is a common occurrence in the drug development process. When predicting the bioactivities of paired protein-compound in the deployment scenario, the molecular scaffolds (Koh et al. 2021), sizes, the protein, protein family, etc. may differ significantly from the training data. To meet this purpose of covering a wide range of shifts that naturally occur in the area of AIDD, we cautiously consider five domains, including assay, molecular size, molecular scaffold, protein, and protein family.

- Molecular Scaffold: Molecular scaffold plays a critical role in driving molecules to show different properties. Following the strategies in (Koh et al. 2021; Hu et al. 2020), the molecules with the same molecular scaffold are grouped into the same domain, and the model needs to be able to generalize to unseen domains with novel scaffolds.

- Molecular Size: Similarly, the size of the molecule is often related to the biomedical properties (Bevilacqua, Zhou, and Ribeiro 2021; Yehudai et al. 2021). Thus, the molecules with same size (i.e., the number of atoms) are categorized into one domain, and models need to infer on unseen domains with varied molecular sizes.

- Protein: In this case, paired protein-compound data with the same target protein are grouped into the same domain. Model performance is estimated on data samples with a never-seen-before protein target.

- Protein Family: In a similar vein, data with targets from the same protein family are categorized as one domain. Compared with protein domains, there are much fewer domains albeit with greater differences from each other.

- Assay: The data samples generated from the same binding assay are classified into one domain. Due to the differences in different binding assay environments, the activity values measured by different assays will naturally have a distribution shift. Under this setting, the model needs to test on data of unseen bioassay environments.

For the next step, we need to split the data with domain annotations into training, OOD validation, and OOD testing sets and ensure sufficient domain shifts amongst them. This raises the question of how domain differences can be measured and sorted into subsets. Here, we design a general pipeline, that is, firstly generate domain descriptor for each domain, and then sort the domains with descriptors. Then the sorted domains are sequentially divided into the training set, OOD validation, and testing set (Figure 6 (a) in Appendix). Meanwhile, the number of domains in different splits is controlled by the number of total samples in each splits, and the proportion of sample numbers is kept at 6:2:2 for training, validation, and testing. For additional details on domain descriptor and data split scheme, please refer to Appendix C.3.

Statistics of Exemplar Curated Datasets. In order to realize the above curation process, DrugOOD provides a total of 45 built-in datasets, with different noise levels, different domain definitions, as well as three affinity measurements (i.e., IC50, EC50, Ki). The statistics of resulting domains and samples are partially displayed in Table 1. It can be seen that there are numerous heterogeneous noise sources in bioactivity data, such as the target type, value relation, confidence score, assay quality etc. In order to facilitate development of learning under noise, inspired by the practice of PDBbind (Gilson et al. 2016) which considers noise levels of protein-ligand complex data, we summarize the various types of noise and delineate different subsets based on noise severity. In particular, we aggregated chaotic data with three noise levels (core, refined, general) through the proposed various filter configurations. We refer the readers for more details in Appendix C.1.

| Data subset                  | Domain | Sample |
|------------------------------|--------|--------|
| sbap-core-ic50-assay         | 1,503  | 123,028|
| sbap-refined-ic50-assay      | 6,635  | 348,248|
| sbap-general-ic50-assay      | 22,376 | 552,347|
| sbap-core-ic50-protein       | 693    | 123,028|
| sbap-refined-ic50-protein    | 1,515  | 348,248|
| sbap-general-ic50-protein    | 2,608  | 552,347|
| sbap-core-ic50-protein-family| 15     | 123,028|
| sbap-refined-ic50-protein-family| 15    | 348,248|
| sbap-general-ic50-protein-family| 15  | 552,347|

Table 1: Statistical information of some realized datasets. Domain and #Sample represents the number of domains and data points respectively.

- Molecular Size: Similarly, the size of the molecule is often related to the biomedical properties (Bevilacqua, Zhou, and Ribeiro 2021; Yehudai et al. 2021). Thus, the molecules with same size (i.e., the number of atoms) are categorized into one domain, and models need to infer on unseen domains with varied molecular sizes.

- Protein: In this case, paired protein-compound data with the same target protein are grouped into the same domain. Model performance is estimated on data samples with a never-seen-before protein target.

- Protein Family: In a similar vein, data with targets from the same protein family are categorized as one domain. Compared with protein domains, there are much fewer domains albeit with greater differences from each other.

- Assay: The data samples generated from the same binding assay are classified into one domain. Due to the differences in different binding assay environments, the activity values measured by different assays will naturally have a distribution shift. Under this setting, the model needs to test on data of unseen bioassay environments.

For the next step, we need to split the data with domain annotations into training, OOD validation, and OOD testing sets and ensure sufficient domain shifts amongst them. This raises the question of how domain differences can be measured and sorted into subsets. Here, we design a general pipeline, that is, firstly generate domain descriptor for each domain, and then sort the domains with descriptors. Then the sorted domains are sequentially divided into the training set, OOD validation, and testing set (Figure 6 (a) in Appendix). Meanwhile, the number of domains in different splits is controlled by the number of total samples in each splits, and the proportion of sample numbers is kept at 6:2:2 for training, validation, and testing. For additional details on domain descriptor and data split scheme, please refer to Appendix C.3.

Statistics of Exemplar Curated Datasets. In order to realize the above curation process, DrugOOD provides a total of 45 built-in datasets, with different noise levels, different domain definitions, as well as three affinity measurements (i.e., IC50, EC50, Ki). The statistics of resulting domains and samples are partially displayed in Table 1. It can be seen that there are numerous heterogeneous noise sources in bioactivity data, such as the target type, value relation, confidence score, assay quality etc. In order to facilitate development of learning under noise, inspired by the practice of PDBbind (Gilson et al. 2016) which considers noise levels of protein-ligand complex data, we summarize the various types of noise and delineate different subsets based on noise severity. In particular, we aggregated chaotic data with three noise levels (core, refined, general) through the proposed various filter configurations. We refer the readers for more details in Appendix C.1.
Table 2: Results of ERM on datasets with different domain shift under the core noise level: sbap-core-ic50-assay, sbap-core-ic50-scaffold, sbap-core-ic50-size, sbap-core-ic50-protein, and sbap-core-ic50-protein-family. Parentheses show standard deviation across 3 replicates.

| Domain          | Val (ID) | Val (OOD) | Test (ID) | Test (OOD) |
|-----------------|----------|-----------|-----------|------------|
|                 | ACC      | AUC       | ACC       | AUC        |
| Assay           | 87.90 (0.48) | 89.93 (2.49) | 91.31 (0.38) | 68.60 (0.20) |
| Molecular Scaffold | 94.56 (0.26) | 92.20 (1.13) | 85.44 (0.08) | 78.80 (1.20) |
| Molecular Size  | 93.10 (0.05) | 92.33 (0.11) | 84.09 (0.06) | 81.90 (0.50) |
| Protein         | 88.92 (0.24) | 89.62 (1.49) | 85.74 (0.24) | 72.26 (0.85) |
| Protein-family  | 88.30 (0.38) | 86.97 (2.56) | 92.25 (0.13) | 66.38 (0.60) |

seen that as the number of samples increases, the noise level also increases. Meanwhile, for the same noise level, there are huge differences in the number of domains generated by different domain split methods, which will challenge the applicability of OOD algorithms for different domain numbers. In order to show the comparison of data volume under different measurement types, we count the samples of different measurement types under different noise levels, as shown in Figure 7 of the appendix. As we can see, the number of samples varies greatly under different measurement types in ChEMBL. Meanwhile, different measurement types may also bring different noise levels. Besides, our curation process can generate specific measurement types of datasets according to the needs of specific drug development scenarios. More statistical information on the DrugOOD datasets under different settings are summarized in Table 7 of the Appendix.

**Extension to LBAP Task.** We have also extended DrugOOD for the LBAP (ligand based affinity prediction) task, which aims to predict affinity for a molecular input. Further details are in the full version on the project page.

**Benchmarking State-of-the-art OOD Algorithms**

To comprehensively evaluate different learning algorithms on the proposed DrugOOD datasets, we implement and evaluate algorithms that aim to address the distribution shift problem from two perspectives, i.e., architecture design and domain generalization algorithms. To our best knowledge, this is the first work to evaluate a large set of approaches in different settings of the Drug OOD problem.

**Architecture Design.** It is well known that the power of a model depends significantly on its network architecture. Popular research topics of OOD data problems include how to design network architecture for improved ability to fit the target function and noise resilience. Based on the DGL-LifeSci package (Li et al. 2021), we benchmark and evaluate nine graph-based and two transformer-based backbones, including GIN (Xu et al. 2018), GAT (Kipf and Welling 2016), GCN (Kipf and Welling 2016), Weave (Kearnes et al. 2016), MGCN (Lu et al. 2019), ATi-FPGNN (Xiong et al. 2019), NF (Duvenaud et al. 2015), GTransformer (Rong et al. 2020), Bert (Devlin et al. 2018) and ProteinBert (Kipf and Welling 2016) for molecular graphs and Bert (Devlin et al. 2018) for protein amino acid sequences, a readout function, and an MLP layer is further extended for the classification task.

**Domain Generalization Algorithms.** In the traditional machine learning area, models are usually optimized by the empirical risk minimization (ERM) algorithm, which trains the model to minimize the average training loss across all the training domains. Since ERM is proposed assuming that the training and testing data share the same distribution, it can be sensitive to the distribution shift between training and test data and may not handle such a situation well. To address such a problem, many methods try to improve the model’s robustness from various perspectives. In this work, in addition to the ERM baseline, we implement and evaluate several representative OOD methods, including IRM (Arjovsky et al. 2019), DeepCoral (Sun and Saenko 2016b), DANN (Ganin et al. 2016b), Mixup (Zhang et al. 2017), and GroupDro (Sagawa et al. 2019). Detailed information about them is deferred to Appendix D.2.

**Empirical Studies**

In this section, we perform experimental validation on the realized datasets for the SBAP task to investigate the rationality of DrugOOD. Further details on the LBAP (ligand-based affinity prediction) tasks can be found at the project homepage (https://drugood.github.io). First, we introduce the experimental settings, including the problem definition and implementation details. Then, experiments are carefully designed to report the performance and findings from multiple perspectives.

**Implementations**

**SBAP Problem Definition.** Precisely predicting the affinity of paired protein-compound will greatly boost the process of drug discovery by reducing the need for costly laboratory experiments. In this paper, we study a domain generalization problem where the model needs to be generalized to the paired protein-compound from different domain splits. As an illustration, we treat the SBAP problem as a binary classification problem, where the input $x$ is the paired input of a small molecule and target protein, label $y$ is the ground truth (active or inactive) of binary affinity classification, and the $d$ represents domain identifier for one specific domain splits.

**Data Info.** As mentioned before, we run the designed data curator and generate 45 exemplar datasets with varying noise levels, measurements types, and domain definitions. Each
While the protein is represented as amino acid sequences, where the nodes are atoms and edges are chemical bonds.

which indicates the ability of a classifier to distinguish between classes (e.g., inactive or active). The higher the AUC, the area under the receiver operating characteristic (AUROC), the better the performance of the model at distinguishing between the positive and negative classes. Meanwhile, we also provide the results of accuracy metric.

**Experimental Results**

**ERM Results and Performance Drops.** As shown in Table 2, model performance dropped significantly going from the in-distribution (ID) setting to the official out-of-distribution (OOD) setting. For the assay domain, ERM achieves an average AUC score of 87.90% on the ID validation set and 87.67% on the ID test set, but only 68.60% on the OOD validation set, 70.86% on the OOD test set. Similarly, for the scaffold and size domain, ERM obtains 84.24%, 92.75% AUC score on the ID test set but 68.74%, 66.37% on the OOD test set, respectively. The test performance of ERM drops by 18.87%, 15.50%, 26.38%, 21.7%, 14.95% points AUC score when the assay, scaffold, size, protein, and protein family split are used, respectively, suggesting that these splits are indeed harder than conventional random split, and can be used to estimate the realistic ID-OOD gap in the task of structure based affinity prediction.

**Results of Other Baselines.** Table 3 shows the performance of other representative domain generalization (DG) algorithms. For a fair comparison, all algorithms adopt the same backbone network. Besides, we also make additional grid searches on algorithms’ specific hyper-parameters separately: IRM’s penalty weight in \( \{1, 10, 100, 1000\} \) and penalty anneal iteration in \( \{100, 500, 1000\} \). DeepCoral’s penalty weight in \( \{0.1, 1, 10\} \), GroupDro’s step size in \( \{0.001, 0.01, 0.1\} \), DANN’s inverse factor between \( \{0.0001, 1\} \) and Mixup’s probability and interpolate strength between \( \{0.0001, 1\} \). As shown in Table 3, ERM almost always performs better than DeepCoral, IRM, and GroupDRO for the five domain splits, indicating these existing domain generalization methods can not well solve the defined OOD problems. Moreover, similar to the findings of the WILDS benchmark, current DG methods render the model hard to fit the training data. For instance, under the size domain split, DeepCoral, IRM achieves 80.21%, 83.87% AUC score in the ID test set, respectively, while the AUC score of ERM baseline is 92.75%. Also, these methods are primarily designed for the case when each group contains a decent number of samples, which is not the common case for the drug development scenario. Finally, the SOTA OOD algorithms do not work well in the DrugOOD setting, suggesting that better methods need to be developed to solve the OOD problem for graph data.

**Performance Drops of Different Domains** Figure 4 shows the performance degradation for different domain partitions, the gap values are computed on the test set and averaged over all measurement types. From the results, we can conclude the following. 1) Among the domain splits, the size domain often brings the largest performance degradation, which is consistent with daily experimental findings.
where molecules of different sizes often have very different properties. 2) As the noise level of the data set increases, the performance degradation of different domains is somewhat mitigated, and the increased data to some extent increase the generalization ability of the model. In addition, the degradation of the model performance is not further mitigated as the data continues to increase, indicating that the increase in the amount of data brings limited improvement and that a truly effective method needs to be developed to address the noise issue.

Performance Drops of Different Noise Levels. We also investigated the ID and OOD performance at different noise levels. As shown in Table 4, we summarize the ERM baseline’s ID and OOD performance under three noise levels. Limited by the page left, the reader can refer to Table 6 of the Appendix for other algorithms’ detailed results. One can observe that: 1) In the presence of more noise, the introduced noise produces pollution, which progressively affects the model’s performance. 2) By increasing the noise level, more data is collected, providing more information about the dataset. There is a narrowing of the gap between ID and OOD performance from core to refined levels. There is, however, no significant improvement from the refined level to the general level as the improvement reaches a bottleneck. 3) By combining the above two points, we can see that the introduction of large amounts of data with noise affects the learning of the model to a certain degree. However, the noisy data, in turn, provides additional information that can be used to improve the generalization capability of the model.

Studies for Different Measurement Types. The automated dataset curator supports variant measurement types, e.g., EC50 and IC50. As different measurement types will generate datasets with different distributions and noise, we analyze the performance of different measurement types by varying the noise levels and algorithms. As shown in Figure 9 of the appendix, one can see that: 1) For different measurement types, ID and OOD performance can differ. This might be because of varying amounts of data, and data collection procedures of different measurement types. 2) For almost all types of measurements, the benchmarked algorithms have acceptable accuracy.

Discussions and Future Work

In this work, we have presented an automated dataset curator and benchmark based on the large-scale bioassay deposition website ChEMBL, in order to facilitate OOD research for AIDD. It is very worthwhile to explore more in the following respects. As observed in current benchmark results, existing general OOD methods do not significantly outperform the baseline ERM method. Most of these OOD methods are designed and validated with visual and/or textual data, which may fail in capturing critical information for the affinity prediction problem. This implies that to further improve the performance under various OOD scenarios, it is essential to develop more advanced OOD methods, particularly with drug-related domain knowledge integrated. Another key characteristic of DrugOOD database is that the majority of data falls into the highest noise level (“general”). Simply discarding such noisy labels and only referring to high-quality ones may severely limit the model performance due to insufficient training data. It would be worthwhile investigating whether large-scale unsupervised pre-training methods can be utilized to construct better representations for molecules and target proteins, which are critical to accurate affinity predictions. Additionally, learning with noisy labels has been extensively studied in the general context, but it may be crucial to take the generation process of noisy affinity annotations into consideration. This includes different experimental precision, measurement types, activity relation annotation types, etc. It is possible that data quality can be further improved with carefully-designed denoising techniques, so that more accurate affinity prediction models can be trained. For societal impact, we foresee the following positive impacts: a potentially positive impact on the ability to withstand unexpected epidemic diseases, a potentially positive impact on reducing the time and cost required to bring drugs to market, and the potential to leverage large-scale computation-based, data-driven approaches to develop more effective, targeted therapies.
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