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We use the functional renormalization approach for quantum spin systems developed by Krieg and Kopietz [Phys. Rev. B 99, 060403(R) (2019)] to calculate the spin-spin correlation function $G(k,\omega)$ of quantum Heisenberg magnets at infinite temperature. For small wavevectors $k$ and frequencies $\omega$ we find that $G(k,\omega)$ assumes in dimensions $d > 2$ the diffusive form predicted by hydrodynamics. In three dimensions our result for the spin-diffusion coefficient $D$ is somewhat smaller than previous theoretical predictions based on the extrapolation of the short-time expansion, but is still about 30% larger than the measured high-temperature value of $D$ in the Heisenberg ferromagnet Rb$_2$CuBr$_4$· 2H$_2$O. In reduced dimensions $d \leq 2$ we find superdiffusion characterized by a frequency-dependent complex spin-diffusion coefficient $D(\omega)$ which diverges logarithmically in $d = 2$, and as a power-law $D(\omega) \propto \omega^{-1/3}$ in $d = 1$. Our result in one dimension implies scaling with dynamical exponent $z = 3/2$, in agreement with recent calculations for integrable spin chains. Our approach is not restricted to the hydrodynamic regime and allows us to calculate the dynamic structure factor $S(k,\omega)$ for all wavevectors. We show how the short-wavelength behavior of $S(k,\omega)$ at high temperatures reflects the relative sign and strength of competing exchange interactions.
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I. INTRODUCTION

Calculating the dynamic spin-spin correlation function of quantum Heisenberg models in the paramagnetic regime is a challenging problem which requires advanced many-body techniques or large-scale numerical simulations. Even in the limit of infinite temperature the spin dynamics remains non-trivial. Hydrodynamic arguments suggest that for sufficiently small wavevectors $k$ and frequencies $\omega$ the Fourier transform $G(k,\omega)$ of the retarded spin-spin correlation function of spin-rotationally invariant Heisenberg magnets has the diffusive form

$$G(k,\omega) = G(k) \frac{Dk^2}{Dk^2 - i\omega},$$

where $G(k) \equiv G(k, 0)$ is the static (i.e., zero-frequency) limit of the spin-spin correlation function, and $D$ is the spin-diffusion coefficient. In the regime where the temperature $T$ is large compared with the exchange energy,
the static correlation function $G(k)$ can be approximated by the susceptibility of an isolated spin $S$,

$$G(k) \approx \frac{S(S+1)}{3T}, \quad (1.2)$$

where the spin operator is normalized such that $S^2 = S(S+1)$. On the other hand, the calculation of the spin-diffusion coefficient $D$ remains highly non-trivial even in the limit $T \rightarrow \infty$. For three-dimensional Heisenberg magnets with nearest-neighbor exchange $J$ the spin-diffusion coefficient is expected to approach a constant of order $|J|$ at high temperatures. Note that at infinite temperature $D$ is independent of the sign of $J$, indicating that a simple expansion in powers of $J$ is not possible. In the 1960s and 1970s several approximate calculations of the numerical value of $D$ at high temperatures have been published [8,14]. Thereafter the interest in this problem has waned (see, however, Ref. [12] and [13]), although a convergence of the results for $D$ has not been achieved. Surprisingly, an experiment [14] measuring $D$ in the three-dimensional Heisenberg ferromagnet Rb$_2$CuBr$_4 \cdot$ 2H$_2$O at high temperatures produced a result which was consistently smaller (by a factor ranging between 0.5 and 0.7) than theoretical predictions [11,6,8]. As far as we know, this discrepancy between theory and experiment has never been resolved. The authors of Ref. [14] speculated that methods based on the extrapolation of the short-time expansion of the spin-spin correlation function to long times [3–5,7,10–13] tend to overestimate the magnitude of the spin-diffusion coefficient. A numerical simulation [15] for classical Heisenberg models at infinite temperatures revealed long-time tails in dimensions $d = 1, 2, 3$ which are incompatible with a frequency-independent spin-diffusion coefficient assumed by hydrodynamics. It is not clear, however, whether in $d = 3$ the simulated systems are large enough to eliminate finite-size effects.

In $d = 1$ the problem of infinite-temperature spin transport has recently been studied by several authors [16–24] using insights from the Bethe ansatz for integrable chains and state-of-the-art numerical methods. Most authors found that for $T = \infty$ the spin transport in isotropic spin chains is superdiffusive and can be described by a frequency-dependent diffusion coefficient $D(\omega) \propto \omega^{-1/3}$. However, contrary to that, recent numerical simulations [22] based on tensor network methods predict at $T = \infty$ normal diffusion for non-integrable spin chains with $S > 1/2$. At this point the conditions for the persistence of superdiffusive spin dynamics in non-integrable spin chains are not completely understood [23,24].

In this work we use recent advances in the application of functional renormalization group (FRG) methods to quantum spin systems [25,28] to calculate the dynamic spin-spin correlation function of Heisenberg magnets in the high-temperature limit. By integrating the truncated FRG flow equation for the suitably defined irreducible part of the spin-spin correlation function $G(k,\omega)$ we derive an integral equation in momentum space which determines $G(k,\omega)$ in the entire paramagnetic phase of a Heisenberg magnet on a $d$-dimensional Bravais lattice with arbitrary exchange interaction. We explicitly solve this equation in the limit of infinite temperature in dimensions $d = 1, 2, 3$. In three dimensions we find normal diffusion and explicitly calculate the numerical value of the spin-diffusion coefficient $D$ for Heisenberg magnets with nearest- and next-nearest-neighbor coupling on a simple cubic lattice. We also calculate $D$ for a body-centered cubic lattice describing the material Rb$_2$CuBr$_4 \cdot$ 2H$_2$O where experimental high-temperature data for $D$ are available [14]. It turns out that our result for $D$ is somewhat closer to the experimental value than previous theoretical predictions based on the extrapolation of the short-time expansion, although the measured value of $D$ is still smaller than predicted by theory. In two dimensions we find anomalous diffusion in the sense that the hydrodynamic form [11] should be generalized by replacing $D$ with a frequency-dependent function $D(\omega)$ which diverges logarithmically for $\omega \rightarrow 0$. In $d = 1$ we find that the singularity is even stronger, $D(\omega) \propto \omega^{-1/3}$; the usual dynamic scaling $D(\omega) k^z \propto \omega \propto k^z$ then implies the dynamical exponent $z = 3/2$, in agreement with the established result for integrable spin chains [16–24].

The spin functional renormalization group (SFRG) approach developed in this work also allows us to calculate $G(k,\omega)$ for all wavevectors $k$, including the short-wavelength regime which cannot be described by hydrodynamics. Therefore we parametrize the retarded spin-spin correlation function in the form

$$G(k,\omega) = G(k) \frac{\Delta(k,\omega)}{\Delta(k,\omega) - \frac{i\omega}{2}}, \quad (1.3)$$

and explicitly calculate the dissipation energy $\Delta(k,\omega)$ at infinite temperature for all wavevectors $k$ in the first Brillouin zone. For a three-dimensional nearest-neighbor Heisenberg model on a cubic lattice we find that $\Delta(k,0)$ assumes a global maximum at the corners of the Brillouin zone. For Heisenberg magnets with interactions beyond nearest neighbors the momentum dependence of $\Delta(k,\omega)$ in the first Brillouin zone leads to characteristic features in the dynamic structure factor which put constraints on the relative sign and strength of competing exchange interactions.

The rest of this article is organized as follows: In Sec. II we present a specific variant of the SFRG approach [23] which enables us to calculate the dynamic spin-spin correlation function in the paramagnetic regime of quantum Heisenberg models. We also write down exact flow equations for the suitably defined irreducible static self-energy $\Sigma(k)$ and the irreducible dynamic susceptibility $\Pi(k,\omega)$ which is inversely proportional to the dissipation energy $\Delta(k,\omega)$ defined via Eq. [1.3]. In Sec. III we use constraints on the irreducible three-point and four-point vertices imposed by Ward identities and a continuity condition due to ergodicity to derive a truncated flow equation for $\Pi(k,\omega)$. We then integrate this flow
equation to obtain an integral equation for the dissipation energy $\Delta(k, \omega)$ which depends on the static spin-spin correlation function $G(k)$. Using the fact that in the high-temperature limit $G(k)$ can be obtained from a controlled expansion in powers of $1/T$, in Sec. IV we explicitly solve the integral equation for $\Delta(k, \omega)$ in the limit of infinite temperature and calculate the resulting dynamic spin-spin correlation function $G(k, \omega)$ in different dimensions. In Sec. VI we discuss the behavior of the dissipation energy $\Delta(k, \omega)$ defined via Eq. (1.3) and the corresponding dynamic structure factor as a function of $k$ in the first Brillouin zone. In the concluding Sec. VII we summarize our results and give an outlook on future applications of our method. Finally, in two appendices we present technical details of the solution of the integral equation for $\Delta(k, \omega)$ on different lattices.

II. SFRG WITH CLASSICAL-QUANTUM DECOMPOSITION

In this section we shall develop a variant of the SFRG approach proposed in Ref. [25] which is specially tailored to the problem of calculating the dynamic spin-spin correlation function in the paramagnetic phase of spin-rotationally invariant quantum Heisenberg models with Hamiltonian

$$H = \frac{1}{2} \sum_{ij} J_{ij} S_i \cdot S_j. \tag{2.1}$$

Here $S_i$ are spin-$S$ operators localized at the sites $R_i$ of a $d$-dimensional Bravais lattice with lattice spacing $a$, where the index $i = 1, \ldots, N$ labels the lattice sites. The exchange couplings $J_{ij}$ are assumed to depend only on the difference $R_i - R_j$ so that they can be expanded in a Fourier series,

$$J_{ij} = \frac{1}{N} \sum_{k} e^{ik(R_i-R_j)} J(k), \tag{2.2}$$

where the $k$-sum is over the first Brillouin zone.

A. Subtracted exchange interaction and irreducible dynamic susceptibility

The basic idea of Ref. [25] is to replace the exchange couplings $J_{ij}$ in the original Heisenberg model (2.1) by some continuous deformation $J_{ij}^\Lambda$ and to derive a formally exact flow equation describing the evolution of the imaginary-time ordered connected spin correlation functions under changes of the deformation parameter $\Lambda$. For classical spin models this strategy has been implemented previously by Machado and Dupuis [29]. A related strategy has also been adopted for bosonic quantum lattice models [30–34]. Starting point is the deformed generating functional of the imaginary-time ordered connected spin correlation functions of our deformed quantum spin model,

$$G_\Lambda[h] = \ln \text{Tr} \left[ T e^{\int_0^\beta d\tau [\sum_i h_i(\tau) \cdot S_i(\tau) - \frac{1}{2} \sum_{ij} J_{ij}^\Lambda S_i(\tau) \cdot S_j(\tau)]} \right], \tag{2.3}$$

where $\beta = 1/T$ denotes the inverse temperature, $h_i(\tau)$ is fluctuating source magnetic field, $T$ denotes time-ordering in imaginary time, and the imaginary-time label $\tau$ of the spin operators $S_i(\tau)$ keeps track of the time-ordering. By simply differentiating both sides of Eq. (2.3) with respect to the deformation parameter $\Lambda$ we obtain the exact flow equation [25],

$$\partial_\Lambda G_\Lambda[h] = -\frac{1}{2} \int_0^\beta d\tau \sum_{ij,\alpha} \left( \frac{\delta^2 G_\Lambda[h]}{\delta h_i^\alpha(\tau) \delta h_j^\alpha(\tau)} - \frac{\delta G_\Lambda[h]}{\delta h_i^\alpha(\tau)} \frac{\delta G_\Lambda[h]}{\delta h_j^\alpha(\tau)} \right), \tag{2.4}$$

where $\alpha = x, y, z$ labels the three Cartesian components of $h_i(\tau)$. In principle, we can now introduce the (subtracted) Legendre transform of $G_\Lambda[h]$ in the usual way [35–39] and derive the corresponding Wetterich equation [40]. The problem with this procedure is that in a deformation scheme where at the initial value $\Lambda = 0$ of the deformation parameter the deformed exchange interaction vanishes the Legendre transform of $G_\Lambda[h] = 0$ does not exist [27, 34] because for vanishing exchange couplings the spins do not have any dynamics. As already noticed in Refs. [25] and [28], this problem can be avoided by introducing a hybrid functional which generates amputated correlation functions where the external interaction lines are removed. In this work we further develop this idea by noting that in the classical approximation where the time-dependence of all operators is simply neglected the Legendre transform of $G_\Lambda[h]$ does exist. It is therefore useful to decompose the source field $h_i(\tau)$ into classical and quantum components. Technically, this can be achieved by expanding $h_i(\tau)$ in frequency space and identifying the zero-frequency component with the classical source $h_i^c$,

$$h_i(\tau) = T \sum_{\omega} e^{-i \omega \tau} h_i^{\omega} = h_i^c + h_i^q(\tau), \tag{2.5}$$

where

$$h_i^c = T h_i^{\omega=0}, \tag{2.6a}$$

$$h_i^q(\tau) = T \sum_{\omega \neq 0} e^{-i \omega \tau} h_i^{\omega}. \tag{2.6b}$$

In frequency space this decomposition is equivalent with

$$h_i^{\omega} = \beta \delta_{\omega,0} h_i^c + (1 - \delta_{\omega,0}) h_i^q(\tau). \tag{2.7}$$

Since in the classical sector the Legendre transform of $G_\Lambda[h^c]$ is well defined even for vanishing exchange coupling, it is convenient to introduce a hybrid functional
\[ \Gamma_\Lambda[\mathbf{m}^c, \eta^q] \text{ which for vanishing quantum source } \eta^q = 0 \text{ reduces to the Legendre transform of the generating functional } G_\Lambda[h^c] \text{ with classical sources. To construct such a functional, recall that in the paramagnetic phase the imaginary-frequency spin-spin correlation function can be written as} \]

\[ G(k, i\omega) = \frac{\Pi(k, i\omega)}{1 + J(k)\Pi(k, i\omega)}, \quad (2.8) \]

where \( \Pi(k, i\omega) \) is the interaction-irreducible part of \( G(k, i\omega) \). We shall refer to \( \Pi(k, i\omega) \) as the irreducible dynamic susceptibility. In the spin-diagram technique developed by Vaks, Larkin, and Pikin \[42\] (see also the textbook by Izyumov and Skryabin \[43\]) the function \( \Pi(k, i\omega) \) is the sum of all diagrams contributing to \( G(k, i\omega) \) which cannot be separated into two parts by cutting a single interaction line representing \( J(k) \). For our purpose, it is more convenient to parametrize the spin-spin correlation function in a slightly different way,

\[ G(k, i\omega) = \frac{\tilde{\Pi}(k, i\omega)}{1 + \tilde{J}(k)\tilde{\Pi}(k, i\omega)}, \quad (2.9) \]

where the subtracted exchange interaction is defined by

\[ \tilde{J}(k) \equiv J(k) + \Pi^{-1}(k, 0). \quad (2.10) \]

Combining this with the definition of \( G(k, 0) \equiv G(k) \) in Eq. \( (2.8) \) we find

\[ \frac{1}{J(k)} = \frac{1}{\tilde{J}(k) + \Pi^{-1}(k, 0)} = \frac{\Pi(k, 0)}{1 + J(k)\Pi(k, 0)} = G(k), \quad (2.11) \]

i.e., our subtracted exchange interaction \( \tilde{J}(k) \) is the inverse of the static spin-spin correlation function \( G(k) \). Using the definitions \( (2.8) \)–\( (2.10) \), we conclude that for finite frequency the irreducible susceptibility \( \Pi(k, i\omega) \) and its subtracted counterpart are related as follows

\[ \tilde{\Pi}^{-1}(k, i\omega) \equiv \Pi^{-1}(k, i\omega) - \Pi^{-1}(k, 0). \quad (2.12) \]

For vanishing exchange interaction the imaginary frequency spin-spin correlation function has a non-analytic frequency dependence,

\[ G_0(k, i\omega) = \Pi_0(k, i\omega) = \delta_{\omega,0} \frac{b^*_0}{T}, \quad (2.13) \]

where

\[ b^*_0 = \frac{S(S + 1)}{3} \]

is the first order coefficient in the Taylor expansion of the spin-\( S \) Brillouin function

\[ b(y) = \left( S + \frac{1}{2} \right) \coth \left[ \left( S + \frac{1}{2} \right) y \right] - \frac{1}{2} \coth \left[ \frac{y}{2} \right] \]

\[ = b^*_0 y + O(y^3). \quad (2.15) \]

Whether or not such a non-analytic contribution proportional to \( \delta_{\omega,0} \) survives for finite exchange coupling is closely related to the ergodicity of the system and the distinction between the isolated (Kubo) susceptibility and the isothermal susceptibility \[45]–\[49\]. Note that for \( k = 0 \) the zero-frequency limit of the finite-frequency thermal spin-spin correlation function \( G(k = 0, i\omega) \) gives the isolated (Kubo) susceptibility, which in general does not agree with the isothermal susceptibility defined via the derivative of the magnetization with respect to an external magnetic field at constant temperature \[45]–\[49\]. However, as recently shown by Chiba et al. \[49\], under conditions similar to the eigenstate thermalization hypothesis \[20\], at finite momentum \( k \neq 0 \) all static susceptibilities agree. This rules out a non-analytic contribution to the thermal spin-spin correlation function \( G(k, i\omega) \) similar to Eq. \( (2.13) \) for finite exchange coupling and finite \( k \). Consequently, in this case the irreducible susceptibility \( \Pi(k, i\omega) \) is expected to be a continuous function of \( \omega \), so that for finite exchange coupling and finite momentum we conclude from Eq. \( (2.12) \) that in the zero-frequency limit the inverse of the irreducible subtracted susceptibility defined via Eqs. \( (2.9) \) and \( (2.10) \) vanishes,

\[ \tilde{\Pi}^{-1}(k \neq 0, 0) \equiv \lim_{\omega \rightarrow 0} \tilde{\Pi}^{-1}(k \neq 0, i\omega) = 0. \quad (2.16) \]

We shall refer to Eq. \( (2.16) \) as the continuity condition.

### B. Hybrid functional and generalized Wetterich equation

Let us write the deformed exchange interaction in momentum space in the form

\[ J_\Lambda(k) = J(k) + R_\Lambda(k), \quad (2.17) \]

where \( R_\Lambda(k) \) is some momentum dependent regulator which vanishes at \( \Lambda = 1 \) where we recover our original model. The deformed spin-spin correlation function can then be written in two equivalent ways,

\[ G_\Lambda(k, i\omega) = \frac{\Pi_\Lambda(k, i\omega)}{1 + J_\Lambda(k)\Pi_\Lambda(k, i\omega)} \]

\[ = \frac{\Pi_\Lambda(k, i\omega)}{1 + \tilde{J}_\Lambda(k)\tilde{\Pi}_\Lambda(k, i\omega)}, \quad (2.18a) \]

where the deformed subtracted exchange interaction is defined analogously to \( \tilde{J}(k) \) in Eq. \( (2.10) \),

\[ \tilde{J}_\Lambda(k) = J_\Lambda(k) + \Pi_\Lambda^{-1}(k, 0) = G_\Lambda^{-1}(k, 0) \equiv G_\Lambda^{-1}(k) \].

The subtracted irreducible susceptibility therefore satisfies by construction the continuity condition

\[ \tilde{\Pi}_\Lambda^{-1}(k \neq 0, 0) = 0, \quad (2.20) \]

which generalizes the condition \( (2.16) \) for all values of the deformation parameter \( \Lambda \).
Our aim is to derive exact FRG flow equations for the static self-energy
\[ \Sigma_A(k) = \Pi_A^{-1}(k, 0) \] (2.21)
and for the subtracted irreducible dynamic susceptibility \( \Pi_A(k, i\omega) \) defined via Eq. (2.18b). To construct the corresponding generating functional, we first introduce the auxiliary functional
\[ \mathcal{F}_A[h^c, s^q] = G_A[h^c - \tilde{J}_A s^q] - \frac{1}{2} (s^q, \tilde{J}_A s^q), \] (2.22)
which depends on the classical component \( h^c \) of the source field \( h_i(\tau) \) defined in Eq. (2.6a) and on a quantum field \( s_i^q(\tau) \) which is introduced via the following substitution of the quantum component \( h^q_i(\tau) \) of the source field defined in Eq. (2.6b),
\[ h^q_i(\tau) = -[\tilde{J}_A s^q]_{ir} = -\sum_j J^A_{ij} s^q_j(\tau). \] (2.23)
In Eq. (2.22) the symbol \( \tilde{J}_A \) represents an infinite matrix in the site label \( i \) and imaginary time \( \tau \),
\[ [\tilde{J}_A]_{ir,jr'} = \delta(\tau - \tau'), \] (2.24)
and the last term in Eq. (2.22) is a short notation for
\[ (s^q, \tilde{J}_A s^q) = \int_0^\beta d\tau \sum_{ij} J^A_{ij} s^q_i(\tau) \cdot s^q_j(\tau). \] (2.25)
Differentiation of the auxiliary functional \( \mathcal{F}_A[h^c, s^q] \) defined in Eq. (2.22) with respect to the source fields generates connected correlation functions which are partially amputated in the quantum sector. The corresponding two-point function at finite frequencies can then be interpreted as an effective, subtracted exchange interaction, while higher order correlation functions can be obtained from their connected counterparts by multiplying the quantum legs by factors of \( -\tilde{J}_A \). A related auxiliary functional has been introduced in Ref. [27]. Our hybrid functional with the desired properties is now given by the subtracted Legendre transform of the above auxiliary functional \( \mathcal{F}_A[h^c, s^q] \),
\[ \Gamma_A[m^c, \eta^q] = \langle m^c, h^c \rangle + \langle \eta^q, s^q \rangle - \mathcal{F}_A[h^c, s^q] - \frac{1}{2} \left( m^c, R^c_A m^c \right) - \frac{1}{2} \left( \eta^q, R^q_A \eta^q \right), \] (2.26)
where on the right-hand side we should substitute \( h^c = h^c[m^c, \eta^q] \) and \( s^q = s^q[m^c, \eta^q] \) as functionals of \( m^c \) and \( \eta^q \) by inverting the relations
\[ m^c = \frac{\delta \mathcal{F}_A[h^c, s^q]}{\delta h^c}, \] (2.27)
\[ \eta^q = \frac{\delta \mathcal{F}_A[h^c, s^q]}{\delta s^q}. \] (2.28)
The regulator matrices in Eq. (2.26) are in the momentum-time domain given by
\[ [R^c_A]_{k\tau,k'\tau'} = \delta(\tau - \tau') \delta(k + k'), \] (2.29)
with
\[ R^c_A(k) = J_A(k) - J(k) = R_A(k), \] (2.30a)
\[ R^q_A(k) = -\frac{1}{J_A(k)} + \frac{1}{J(k)}. \] (2.30b)
Here the \( \delta \)-symbol in wavevector space is defined by \( \delta(k) = N\delta_{k,0} \).

After some standard manipulations similar to those outlined in Ref. [27] we find that the hybrid functional \( \Gamma_A[m^c, \eta^q] \) defined in Eq. (2.26) satisfies the generalized Wetterich equation
\[ \partial_A \Gamma_A[m^c, \eta^q] = \frac{1}{2} \text{Tr} \left\{ \left[ (\Gamma_A''[m^c, \eta^q] + R_A)^{-1} + J_A^2 \right] \tilde{R}_A \right\} \]
\[ - \frac{1}{2} \sum_{ij} \left( \partial_A \Sigma_{ij} \right) \int_0^\beta d\tau d\tau' \delta^q(\tau - \tau') \left( \frac{\delta \Gamma_A}{\delta \eta^q_j} \right) \left( \tilde{J}^{-1} \right)_{jr'} \right\} \]
\[ \left( \frac{\delta \Gamma_A}{\delta \eta^q_j} \right) \left( \tilde{J}^{-1} \right)_{jr'} \right\}, \] (2.31)
where
\[ \Sigma_{ij}^A = \frac{1}{N} \sum_k e^{i k \cdot (R_i - R_j)} \Sigma_A(k) \] (2.32)
is the real-space Fourier transform of the flowing static self-energy, the finite-frequency part of the periodic imaginary-time \( \delta \)-function \( \delta(\tau) = T \sum_\omega e^{i \omega \tau} \) is denoted
\[ \delta(\tau) = T \sum_\omega e^{i \omega \tau} = \delta(\tau) - T, \] (2.33)
Here we have combined the components of \( \mathbf{m}^c \) and \( \eta^q \) into a six-component field

\[
\begin{pmatrix}
\Phi^{ms}(\tau) \\
\Phi^{s}(\tau) \\
\Phi^{mc}(\tau) \\
\Phi^{c}(\tau) \\
\Phi^{mi}(\tau) \\
\Phi^{i}(\tau)
\end{pmatrix} = \begin{pmatrix}
m^c_{x,i} \\
\eta^q_{x,i} \\
m^c_{y,i} \\
\eta^q_{y,i} \\
m^c_{z,i} \\
\eta^q_{z,i}
\end{pmatrix}, \quad (2.35)
\]

The regulator matrix \( \mathbf{R}_A \) and the matrix \( \mathbf{J} \) in the generalized Wetterich equation \( (2.31) \) have the following block structure in the space of field components,

\[
\mathbf{R}_A = \begin{pmatrix}
\mathbf{R}^s_A & 0 \\
0 & \mathbf{R}^c_A
\end{pmatrix}, \quad \mathbf{J} = \begin{pmatrix}
0 & 0 \\
0 & 0
\end{pmatrix}, \quad (2.36)
\]

and the matrix \( \dot{\mathbf{R}}_A \) is defined by

\[
\dot{\mathbf{R}}_A \equiv \begin{pmatrix}
\partial_\Lambda \mathbf{J} & 0 \\
0 & \mathbf{J}^{-1}_A \partial_\Lambda \mathbf{J} \mathbf{J}^{-1}_A
\end{pmatrix}, \quad (2.37)
\]

where the deformed exchange interaction matrix

\[
[J]_{ir,\tau} = \delta(\tau - \tau')J^A_{ij} \quad (2.38)
\]

is defined analogously to its subtracted counterpart in Eq. \( (2.24) \). Note that \( \dot{\mathbf{R}}_A \neq \partial_\Lambda \mathbf{R}_A \), because by taking the \( \Lambda \)-derivative of \( \Gamma^A_\Lambda[m^c, \eta^q] \) in Eq. \( (2.26) \) we generate only terms involving derivatives \( \partial_\Lambda \mathbf{J} \) of the deformed bare coupling; due to the \( \Lambda \)-dependent subtraction \( \Pi^{-1}_A(k,0) \) in the definition \( (2.19) \) of \( \tilde{J}_A(k) \), the quantum sector of the matrix \( \dot{\mathbf{R}}_A \) is therefore in general different from \( \partial_\Lambda \mathbf{R}_A \). Diagrammatically, the vertices generated by \( \Gamma_\Lambda[m^c, \eta^q] \) are classical propagator irreducible, i.e. the diagrams contributing to the vertices cannot be separated into two parts by cutting a single classical propagator line representing \( G_\Lambda(k,0) \). Moreover, for finite frequencies the vertices generated by \( \Gamma^A_\Lambda[m^c, \eta^q] \) are also interaction-irreducible, which means that diagrammatically the vertices generated by expanding \( \Gamma_\Lambda[m^c, \eta^q] \) in powers of \( \eta^q \) cannot be separated into two parts by cutting a single effective interaction line representing \( J_\Lambda(k) \). Note that the last term on the right-hand side of Eq. \( (2.31) \), which is absent in the usual Wetterich equation \( (10) \), is generated by the scale-dependent subtraction \( \Pi^{-1}_A(k,0) = \Sigma_A(k) \) in the definition \( (2.19) \) of \( \tilde{J}_A(k) \). This term gives rise to local tree contributions to the flow equations for the vertex functions which do not contribute to the flow of \( \Sigma_A(k) \) or any other static irreducible vertices, due to the subtraction of the time-independent contribution in the second line of Eq. \( (2.31) \).

### C. Vertex expansion

The generalized Wetterich equation \( (2.31) \) implies an infinite hierarchy of exact FRG flow equations for the irreducible vertices which can be obtained by expanding the functional \( \Gamma_\Lambda[m^c, \eta^q] \) in powers of the fields. Let us first consider the vertex expansion in the classical sector, which is obtained by setting \( \eta^q = 0 \). To simplify our notation, let us rename \( m^c \rightarrow \mathbf{m} \). In the paramagnetic regime the classical magnetization field \( \mathbf{m} \) vanishes for vanishing external magnetic fields, so that the first few terms of the vertex expansion in the classical sector are

\[
\Gamma[\mathbf{m},0] = \Gamma[0,0] + \frac{\beta}{2!} \int_k [J(k) + \Sigma(k)] \mathbf{m}_{-k} \cdot \mathbf{m}_k \\
+ \beta \int_{k_1} \int_{k_2} \int_{k_3} \int_{k_4} \delta(k_1 + k_2 + k_3 + k_4) \left\{ \frac{1}{(2!)^2} \Gamma^{zzzz}_{\Lambda} + \frac{1}{4!} \Gamma^{zzzzzz}_{\Lambda} \right\} + \ldots , \quad (2.39)
\]

where \( \int_k = \frac{1}{N} \sum_k \), the interaction vertices are given in the spherical basis with \( m^c_k = (m^c_k \pm \imath m^q_k)/\sqrt{2} \), and we have omitted vertices with five and more external legs. Note that by adding to the coefficient of the quadratic term in Eq. \( (2.39) \) the regulator \( R_\Lambda(k) \) we obtain

\[
J(k) + \Sigma(k) + R_\Lambda(k) = J_\Lambda(k) + \Sigma_\Lambda(k) = J_\Lambda(k) + \Pi^{-1}_\Lambda(k,0) = G^{-1}_\Lambda(k,0) \equiv G^{-1}_\Lambda(k), \quad (2.40)
\]

which can be identified with the inverse of the deformed static spin-spin correlation function defined via Eq. \( (2.18) \). In a cutoff scheme where for \( \Lambda = 0 \) the deformed exchange coupling vanishes, \( J_\Lambda=0(k) = 0 \), we see from Eq. \( (2.13) \) that the classical self-energy \( \Sigma_\Lambda(k) \) satisfies the initial condition

\[
\Sigma_0(k) = T/b'_0, \quad (2.41)
\]

with \( b'_0 = S(S + 1)/3 \), see Eq. \( (2.14) \). To determine the initial values for the classical four-point vertices in Eq. \( (2.39) \) in a cutoff scheme with initially vanishing exchange interaction, we use the tree expansion \( (37) \) to relate these vertices to the corresponding four-spin corre-
The initial values of the classical four-point vertices in Eq. (2.39) in a cutoff scheme where for $\Lambda = 0$ the exchange interaction is completely switched off are therefore

$$
\Gamma_0^{++}(k_1, k_2, k_3, k_4) = -\frac{2T}{3} b_0'', \quad \Gamma_0^{+zz}(k_1, k_2, k_3, k_4) = -\frac{T}{3} b_0''', \quad \Gamma_0^{zzz}(k_1, k_2, k_3, k_4) = -T b_0'''.
$$

In order to calculate correlation functions at finite frequencies, we have to include also the quantum vertices in the expansion of our generating functional $\Gamma_\Lambda[m, \eta]$, where for notational simplicity we have renamed the quantum field $\eta'' \rightarrow \eta$. Apart from pure quantum vertices involving only the $\eta$-field, the vertex expansion contains also various types of mixed vertices.
D. Exact flow equations for the two-point vertices

Substituting the vertex expansions (2.39) and (2.47) into the generalized Wetterich equation (2.31) we obtain FRG flow equations for the vertices. In particular, the classical self-energy $\Sigma_A(k)$ appearing in the quadratic part of Eq. (2.39) satisfies the exact flow equation

$$\partial_A \Sigma_A(k) = T \int_q \hat{G}_A(q) \left[ \Gamma^{--}(k, -q, q, k) + \frac{1}{2!} \Gamma^{zz}(k, k, -q, q) \right]$$

$$\quad + T \sum_{\omega \neq 0} \int_q \hat{G}_A^n(q) \left[ \Gamma^{m}m^{+\eta \eta^+}(-k, k, -Q, Q) + \frac{1}{2!} \Gamma^{m}m^{+\eta \eta^+}(-k, k, -Q, Q) \right]$$

$$\quad - T \sum_{\omega \neq 0} \int_q [G_A^n(q)G_A^n(q + k)] \cdot \Gamma^{m}m^{+\eta \eta^+}(k, Q, -Q, k), \quad (2.50)$$

while the interaction-irreducible subtracted dynamic susceptibility $\tilde{\Pi}_A(k)$ in the quadratic part of Eq. (2.47) satisfies

$$-\partial_A \tilde{\Pi}_A(k) = T \sum_{\omega \neq 0} \int_q \hat{G}_A^0(q) \left[ \Gamma^{m}m^{+\eta \eta^+}(-k, -Q, K, Q) + \frac{1}{2!} \Gamma^{m}m^{+\eta \eta^+}(-k, -Q, K, Q) \right]$$

$$\quad + T \int_q \hat{G}_A^0(q) \left[ \Gamma^{m}m^{+\eta \eta^+}(-q, q, -K, K) + \frac{1}{2!} \Gamma^{m}m^{+\eta \eta^+}(-q, q, -K, K) \right]$$

$$\quad - T \int_q \left[ (G_A^0(q)G_A^0(q + K)) \cdot \Gamma^{m}m^{+\eta \eta^+}(-q, -Q, K, Q) \right] + (K \to -K) \right\}$$

$$\quad - T \sum_{\omega \neq 0} \int_q [G_A^0(q)G_A^0(q + K)] \cdot \Gamma^{m}m^{+\eta \eta^+}(-K, Q, -Q, K)$$

$$\quad - \tilde{\Pi}_A^0(k) \partial_A \Sigma_A(k). \quad (2.51)$$

III. TRUNCATED FLOW EQUATIONS AND INTEGRAL EQUATION FOR THE IRREDUCIBLE DYNAMIC SUSCEPTIBILITY

We now specify our cutoff scheme. For our purpose, it is sufficient to work with an interaction cutoff $\Lambda$ where the exchange interaction is initially switched off at $\Lambda = 0$ and assumes the physical value $J(k)$ at the final value $\Lambda = 1$ of the deformation parameter. Formally, this scheme can be implemented via the regulator

$$R_A(k) = (\Lambda - 1)J(k), \quad \Lambda \in [0, 1], \quad (3.1)$$

so that the deformed exchange interaction is

$$J_A(k) = \Lambda J(k), \quad \Lambda \in [0, 1]. \quad (3.2)$$

A. Truncation with bare interaction vertices

In the simplest truncation, we neglect the flow of the three-point and four-point vertices in Eqs. (2.50) and (2.51). This amounts to neglecting the effect of the exchange interaction on the higher-order spin correlations, which are then determined by the on-site SU(2)-algebra of a single non-interacting spin. Although this truncation is too simple to give physically correct results for the low-energy spin dynamics, it is instructive to work out
the explicit form the three-point and four-point vertices because it gives us a hint for more accurate truncations.

Using the initial values of the classical four-point vertices given in Eq. (2.46), we obtain for the relevant combination in Eq. (2.50) at $\Lambda = 0$,

$$\Gamma_0^{-++}(-k, -q, k) + \frac{1}{2} \Gamma_0^{-+zz}(-k, k, -q, q) = \frac{T}{(b_0')^3} \left( b_0' + \frac{1}{6} \right).$$ (3.3)

Next, consider the initial conditions for the three-point vertices for vanishing exchange couplings. In this limit the pure quantum vertices in the last line of Eq. (2.51) vanish, while the mixed three-legged vertices with one classical leg are related to the corresponding Fourier transform of the imaginary-time ordered three-spin correlation function via the tree expansion [27, 37]

$$\tilde{J}_\Lambda(k_2)\tilde{J}_\Lambda(k_3)G_\Lambda^{r-}-z(-k_1, -K_2, -K_3) =$$  
$$-G_\Lambda(k_1)G_\Lambda^n(k_2)G_\Lambda^n(k_3)\Gamma_\Lambda^{m-\eta^{-}\eta^{+}}(k_1, K_2, K_3),$$ (3.4a)

$$\tilde{J}_\Lambda(k_2)\tilde{J}_\Lambda(k_3)G_L^{r-}-z(-K_2, -k_1, -K_3) =$$  
$$-G_\Lambda(k_1)G_\Lambda^n(k_2)G_\Lambda^n(k_3)\Gamma_\Lambda^{m-\eta^{-}\eta^{+}}(k_1, K_2, K_3),$$ (3.4b)

$$\tilde{J}_\Lambda(k_2)\tilde{J}_\Lambda(k_3)G_L^{r-}-z(-K_2, -K_3, -k_1) =$$  
$$-G_\Lambda(k_1)G_\Lambda^n(k_2)G_\Lambda^n(k_3)\Gamma_\Lambda^{m-\eta^{-}\eta^{+}}(k_1, K_2, K_3).$$ (3.4c)

In the limit $\Lambda \to 0$ where $G_\Lambda^n(K) \to 0$ and $G_\Lambda(k) \to b_0$ these equations imply the initial conditions

$$\Gamma_0^{m-\eta^{-}\eta^{+}}(k_1, K_2, K_3) = -\frac{1}{b_0'}G_0^{r-}-z(0, -\omega_2, \omega_2),$$ (3.5a)

$$\Gamma_0^{m-\eta^{-}\eta^{+}}(k_1, K_2, K_3) = -\frac{1}{b_0'}G_0^{r-}-z(-\omega_2, 0, \omega_2),$$ (3.5b)

$$\Gamma_0^{m-\eta^{-}\eta^{+}}(k_1, K_2, K_3) = -\frac{1}{b_0'}G_0^{r-}-z(-\omega_2, \omega_2, 0).$$ (3.5c)

Explicit expressions for the imaginary-time ordered connected spin correlation functions in frequency space have first been derived by VLP [41, 42], see also Refs. [26, 27] and [33]. In the zero-field limit of the mixed three-spin correlation function is [26]

$$G_0^{r-}-z(\omega_1, \omega_2, \omega_3) = b_0'(1 - \delta_{\omega_1, 0}\delta_{\omega_2, 0}\delta_{\omega_3, 0})$$  
$$\times \left[ \frac{\delta_{\omega_1, 0}}{i\omega_2} + \frac{\delta_{\omega_2, 0}}{i\omega_3} + \frac{\delta_{\omega_3, 0}}{i\omega_1} \right].$$ (3.6)

We conclude that

$$\Gamma_0^{m-\eta^{-}\eta^{+}}(k_1, K_2, K_3) = -\Gamma_0^{m-\eta^{-}\eta^{+}}(k_1, K_2, K_3)$$  
$$= \Gamma_0^{m-\eta^{-}\eta^{+}}(k_1, K_2, K_3) = \frac{1}{i\omega_2},$$ (3.7)

so that for the relevant momentum-frequency labels in the flow equation (2.50) we obtain

$$\Gamma_0^{m-\eta^{-}\eta^{+}}(-k, -Q, Q + k)$$  
$$= \Gamma_0^{m-\eta^{-}\eta^{+}}(k, Q, -Q - k) = \frac{1}{-i\omega},$$ (3.8)

and in the flow equation (2.51) for the irreducible dynamic susceptibility the relevant initial vertices are

$$\Gamma_0^{m-\eta^{-}\eta^{+}}(-q, -K, q + K)$$  
$$= \Gamma_0^{m-\eta^{-}\eta^{+}}(q, -q - K, K) = \frac{1}{-i\omega}.$$ (3.9)

Let us now consider the quantum four-point vertices in the first line of Eq. (2.51) which are irreducible with respect to cutting a single interaction line. These vertices are related to the connected four-spin correlation function via the tree expansions [27].
\[
\prod_{i=1}^{4} \tilde{J}_A(k_i) G_A^{++--}(-K_1, -K_2, -K_3, -K_4) = - \prod_{i=1}^{4} G_A^n(K_i) \left\{ \Gamma_A^{\eta^- \eta^- \eta^+}(K_1, K_2, K_3, K_4) \right. \\
- \Gamma_A^{\eta^- \eta^- \eta^+}(-k_1 - k_3, K_1, K_3) \delta_{\omega_1, \omega_3, 0} G_A(-k_1 - k_3) \Gamma_A^{\eta^- \eta^- \eta^+}(-k_2 - k_4, K_2, K_4) + (K_3 \leftrightarrow K_4) \\
- \left. \Gamma_A^{\eta^- \eta^+ \eta^+}(K_1, K_3, -K_1 - K_3) G_A^n(-K_1 - K_3) \Gamma_A^{\eta^- \eta^- \eta^+}(K_2, K_4, -K_2 - K_4) + (K_3 \leftrightarrow K_4) \right\}, (3.10)
\]

and
\[
\prod_{i=1}^{4} \tilde{J}_A(k_i) G_A^{+-+-}(-K_1, -K_2, -K_3, -K_4) = - \prod_{i=1}^{4} G_A^n(K_i) \left\{ \Gamma_A^{\eta^- \eta^+ \eta^-}(K_1, K_2, K_3, K_4) \right. \\
- \Gamma_A^{\eta^- \eta^- \eta^+}(-k_1 - k_3, K_1, K_3) \delta_{\omega_1, \omega_3, 0} G_A(-k_1 - k_3) \Gamma_A^{\eta^- \eta^- \eta^+}(-k_2 - k_4, K_2, K_4) + (K_3 \leftrightarrow K_4) \\
- \left. \Gamma_A^{\eta^- \eta^+ \eta^+}(K_1, -K_1 - K_3, K_3) G_A^n(-K_1 - K_3) \Gamma_A^{\eta^- \eta^- \eta^+}(-K_2 - K_4, K_2, K_4) + (K_3 \leftrightarrow K_4) \right\}.
\] (3.11)

Taking the limit $\Lambda \to \infty$ in Eqs. (3.10) and (3.11) we obtain the initial conditions
\[
\Gamma_0^{\eta^- \eta^- \eta^+}(K_1, K_2, K_3, K_4) = -G_0^{++--}(-\omega_1, -\omega_2, -\omega_3, -\omega_4) \\
+ \Gamma_0^{\eta^- \eta^- \eta^+}(-k_1 - k_3, K_1, K_3) \delta_{\omega_1, \omega_3, 0} \beta b_0 \Gamma_0^{\eta^- \eta^- \eta^+}(-k_2 - k_4, K_2, K_4) + (K_3 \leftrightarrow K_4) \\
= -G_0^{++--}(-\omega_1, -\omega_2, -\omega_3, -\omega_4) + \frac{1}{\beta b_0} (\delta_{\omega_1, \omega_3, 0} + \delta_{\omega_1, \omega_4, 0}) G_0^{+-+-}(-\omega_1, \omega_1, 0) G_0^{+-+-}(-\omega_2, 0) \\
= -G_0^{++--}(-\omega_1, -\omega_2, -\omega_3, -\omega_4) - \frac{\beta b_0}{\omega_1 \omega_2} (\delta_{\omega_1, \omega_3, 0} + \delta_{\omega_1, \omega_4, 0}), (3.12)
\]
and
\[
\Gamma_0^{\eta^- \eta^+ \eta^-}(K_1, K_2, K_3, K_4) = -G_0^{+-+-}(-\omega_1, -\omega_2, -\omega_3, -\omega_4) \\
+ \Gamma_0^{\eta^- \eta^- \eta^+}(-k_1 - k_3, K_1, K_3) \delta_{\omega_1, \omega_3, 0} \beta b_0 \Gamma_0^{\eta^- \eta^- \eta^+}(-k_2 - k_4, K_2, K_4) + (K_3 \leftrightarrow K_4) \\
= -G_0^{+-+-}(-\omega_1, -\omega_2, -\omega_3, -\omega_4) + \frac{1}{\beta b_0} (\delta_{\omega_1, \omega_3, 0} + \delta_{\omega_1, \omega_4, 0}) G_0^{+-+-}(0, -\omega_1, \omega_1) G_0^{+-+-}(-\omega_2, 0) \\
= -G_0^{+-+-}(-\omega_1, -\omega_2, -\omega_3, -\omega_4) + \frac{\beta b_0}{\omega_1 \omega_2} (\delta_{\omega_1, \omega_3, 0} + \delta_{\omega_1, \omega_4, 0}). (3.13)
\]

For the frequency combinations needed in the first line of Eq. (2.51) we obtain
\[
G_0^{++--}(\omega, \omega', -\omega', -\omega) = \begin{cases} 
\frac{2}{3} \beta b_0''' & \text{if } \omega = \omega' = 0, \\
\beta b_0' & \text{if } \omega = 0 \text{ and } \omega' \neq 0, \\
\frac{\beta b_0'}{\omega^2} & \text{if } \omega \neq 0 \text{ and } \omega' = 0, \\
-2 \frac{\beta b_0'}{\omega^2} & \text{if } \omega = \omega' \neq 0, \\
\frac{\beta b_0'}{\omega^2} & \text{if } \omega = -\omega' \neq 0, \\
0 & \text{else},
\end{cases} \quad (3.14)
\]
and
\[
G_0^{+-+-}(\omega, -\omega, \omega', -\omega') = \begin{cases} 
\frac{1}{3} \beta b_0''' & \text{if } \omega = \omega' = 0, \\
2 \frac{\beta b_0'}{\omega^2} & \text{if } \omega = 0 \text{ and } \omega' \neq 0, \\
\frac{2 \beta b_0'}{\omega^2} & \text{if } \omega \neq 0 \text{ and } \omega' = 0, \\
- \frac{\beta b_0'}{\omega^2} & \text{if } |\omega| = |\omega'| \neq 0, \\
0 & \text{else}.
\end{cases} \quad (3.15)
\]
Keeping in mind that both Matsubara frequencies in the first line of Eq. (2.51) are non-zero, the initial condition
of the relevant linear combination is
\[
\Gamma_0^m \eta^\gamma \eta^{+\gamma} (-K, -Q, Q, K) + \frac{1}{2!} \Gamma_0^m \eta^\gamma \eta^{+\gamma} (-K, K, -Q, Q)
\]
\[
= \frac{\beta b'_0}{\omega^2} \left[ 5 \frac{\delta_{\omega, \omega'} - 1}{21} \delta_{\omega, -\omega'} \right] \\
- \frac{\beta b'_0}{\omega^2} (\delta_{\omega, \omega'} + 1) - \frac{\beta b'_0}{\omega^2} \left( \frac{1}{21} (\delta_{\omega, \omega'} + \delta_{\omega, -\omega'}) \right)
\]
\[
= \frac{\beta b'_0}{\omega^2} (\delta_{\omega, \omega'} - \delta_{\omega, -\omega'}) - \frac{\beta b'_0}{\omega^2} (\delta_{\omega, \omega'} + \delta_{\omega, -\omega'}) - 1).
\]
(3.16)

Noting that this is an odd function of \(\omega'\) while in the paramagnetic phase the single-scale propagator \(G^0_k(q, i\omega')\) in the first line of the flow equation (2.51) as an even function of \(\omega'\), we conclude that the contribution from the quantum vertices in the first line of Eq. (2.51) vanishes if we approximate the vertices by their initial values.

Next, consider the four-point vertices with two classical and two quantum fields in Eqs. (2.50) and (2.51). The relevant tree expansions are

\[
\tilde{J}_A(k_3) \tilde{J}_A(k_4) G^{++--}_{A}(k_3, -k_2, -k_2, -k_4) = -G_A(k_1) G_A(k_2) G_A(k_3) G_A(k_4) \left\{ \Gamma_0^m \eta^\gamma \eta^{+\gamma} (k_1, k_2, K_3, K_4) \right\},
\]
(3.17a)

\[
- \left[ \Gamma_0^m \eta^\gamma \eta^{+\gamma} (-k_1, -k_2, -k_3, -k_4) \right] = -G_A(k_1) G_A(k_2) G_A(k_3) G_A(k_4) \left\{ \Gamma_0^m \eta^\gamma \eta^{+\gamma} (k_2, k_3, -k_2, -k_3) + (K_3 \leftrightarrow K_4) \right\},
\]
(3.17b)

\[
\tilde{J}_A(k_3) \tilde{J}_A(k_4) G^{++zi}_{A}(K_3, -k_2, K_4, -k_2) = -G_A(k_1) G_A(k_2) G_A(k_3) G_A(k_4) \left\{ \Gamma_0^m \eta^\gamma \eta^{+\gamma} (k_2, -k_2, -k_4, K_4) \right\}.
\]
(3.17c)

Using the initial conditions (3.7) for the three-point vertices and the fact that for vanishing exchange coupling \(G^0_k(K) = -\tilde{J}_0(k) = -1/(\beta b'_0)\) we obtain from Eq. (3.17) for \(\Lambda \to 0\),

\[
\Gamma_0^m \eta^\gamma \eta^{+\gamma} (k_1, k_2, K_3, K_4)
\]
\[
= -\frac{1}{(\beta b'_0)^2} G^{++--}_{0}(0, -\omega_3, 0, \omega_3) - \frac{1}{\beta b'_0} \Gamma_0^m \eta^\gamma \eta^{+\gamma} (K_4, -k_1 - K_4) \Gamma_0^m \eta^\gamma \eta^{+\gamma} (k_2, K_3, -k_2 - K_3)
\]
\[
= -\frac{1}{(\beta b'_0)^2} \frac{1}{\omega^2} + \frac{1}{\beta b'_0 \omega^2} = 0.
\]
(3.18a)

\[
\Gamma_0^m \eta^\gamma \eta^{+\gamma} (k_1, k_2, K_3, K_4)
\]
\[
= \frac{1}{(\beta b'_0)^2} G^{--zi}_{0}(0, 0, -\omega_3, \omega_3) - \frac{1}{\beta b'_0} \left[ \Gamma_0^m \eta^\gamma \eta^{+\gamma} (k_1, -k_1 - K_3, K_3) \Gamma_0^m \eta^\gamma \eta^{+\gamma} (k_2, -k_2 - K_4, K_4) + (K_3 \leftrightarrow K_4) \right]
\]
\[
= -\frac{2}{\beta b'_0 \omega^2} + \frac{2}{\beta b'_0 \omega^2} = 0.
\]
(3.18b)

\[
\Gamma_0^m \eta^\gamma \eta^{+\gamma} (k_1, k_2, K_3, K_4)
\]
\[
= \frac{1}{(\beta b'_0)^2} G^{-zi}_{0}(\omega_3, 0, 0, -\omega_3) - \frac{1}{\beta b'_0} \left[ \Gamma_0^m \eta^\gamma \eta^{+\gamma} (k_1, 0, -k_3 - K_3) \Gamma_0^m \eta^\gamma \eta^{+\gamma} (k_2, -k_2, -k_4, K_4) + (k_1 \leftrightarrow k_2) \right]
\]
\[
= -\frac{2}{\beta b'_0 \omega^2} + \frac{2}{\beta b'_0 \omega^2} = 0.
\]
(3.18c)

In summary, if we approximate the three-point and four-point vertices in the exact flow equations (2.50) and
by their initial values for vanishing exchange couplings, we obtain the following truncated system of flow equations,

\[ \partial_t \Sigma_A(k) = \frac{T^2}{(\partial_0^2)^2} \left( b_0 + \frac{1}{6} \right) \int_q \tilde{G}_A(q) + T \sum_{\omega \neq 0} \frac{1}{\omega^2} \int_q [F_\Lambda(q, i\omega)F_\Lambda(q + k, i\omega)]^*, \]

(3.19)

\[ \partial_t \Pi_A(k, i\omega) = \frac{T}{\omega^2} \int_q \left\{ [F_\Lambda(q, i\omega)G_A(q + k)]^* + (k \rightarrow -k) \right\} + \tilde{\Pi}_A^z(k, i\omega)\partial_t \Sigma_A(k), \]

(3.20)

where the effective dynamical interaction \( F(q, i\omega) = -G^\eta(q, i\omega) \) is the negative of the \( \eta \)-propagator defined in Eq. (2.54a), and we have introduced the notation

\[ [F_\Lambda(q, i\omega)G_A(q + k)]^* = \tilde{F}_\Lambda(q, i\omega)G_A(q + k) + F_\Lambda(q, i\omega)\tilde{G}_A(q + k). \]

(3.21)

Unfortunately, the truncated flow equation (3.20) violates the Ward identity \( \Pi_A(k = 0, i\omega \neq 0) = 0 \) due to the conservation of the total spin, see Eq. (3.24) below. Moreover, the last term \( \tilde{\Pi}_A^z(k, i\omega)\partial_t \Sigma_A(k) \) leads to a violation of the continuity condition (2.20), which is obvious by writing the corresponding contribution to the flow equation as \( \partial_t \tilde{\Pi}_A^z(k, i\omega) = -\partial_t \Sigma_A(k) + \ldots \). Given the fact that the constraints imposed by Ward identities are expected to be essential for a correct description of the spin dynamics, we conclude that the truncation in this subsection with bare three-point and four-point vertices is not sufficient to obtain reliable results for the spin dynamics.

### B. Vertex corrections

In principle, we could now write down flow equations for the three-point and four-point vertices in Eqs. (2.50) and (2.51) which depend in turn on various types of higher-order vertices. We thus obtain an infinite hierarchy of the flow equations for the vertices generated by \( \Gamma_\Lambda[m^c, h^q] \). The construction of sensible approximation schemes for this infinite hierarchy is one of the main technical challenges of our SFRG approach. A powerful strategy to construct truncation strategies for FRG flow equations is based on the use of Ward identities providing exact relations between vertices of different order. This strategy has been adopted previously in different contexts in Refs. [51, 52] and we will use it again in this work to express the four-point vertices in the FRG flow equations for the irreducible spin susceptibility in terms of two-point vertices.

#### 1. Equations of motion

Ward identities for imaginary-time ordered spin correlation functions of different order can be derived using the Heisenberg equations of motion of the spin operators and the resulting equations of motion for the correlation functions, as described in Ref. [27]. After transforming the equations of motion to momentum-frequency space, we find that the two-spin correlation function \( G(K) = G(k, i\omega) \) is related to the mixed three-spin correlation function \( G^{+\eta\eta}(Q + K, -Q, -K) \) via the integral equation

\[ i\omega G(K) = \int_Q [J(q) - J(q + k)]G^{+\eta\eta}(Q + K, -Q, -K), \]

(3.22)

where we assume that the spin-rotational invariance is not spontaneously broken. Setting \( k = 0 \) for finite frequency \( \omega \neq 0 \) we obtain

\[ G(k = 0, i\omega \neq 0) = \frac{\tilde{\Pi}(0, i\omega)}{1 + J(0)\tilde{\Pi}(0, i\omega)} = 0, \]

(3.23)

and hence

\[ \tilde{\Pi}(k = 0, i\omega \neq 0) = 0. \]

(3.24)

Similarly, we can derive the following equation of motion for the mixed three-spin correlation function,

\[ i\omega G^{+\eta\eta}(Q + K, -Q, -K) = G(Q) - G(Q + K) + [J(q) - J(q + k)]G(Q)G(Q + K) - \int_{Q'} [J(q') - J(q' + k)] \times G^{++\eta}(Q + K, -Q' - K, Q', -Q), \]

(3.25)

which depends on the connected four-spin correlation function \( G^{++\eta\eta}(Q + K, -Q' - K, Q', -Q) \).

#### 2. Fixing four-point vertices via Ward identity and continuity condition

By approximating the three-point and four-point vertices in Eq. (2.51) by their non-interacting limits we have neglected the contribution from the finite-frequency (quantum) four-point vertex

\[ \Gamma^{\eta\eta\eta\eta}_\Lambda(-K, K, -Q, Q) = \Gamma^{\eta\eta\eta\eta}_\Lambda(-K, -Q, Q) \]

\[ + \frac{1}{2!} \Gamma^{\eta\eta\eta\eta}_\Lambda(-K, K, -Q, Q), \]

(3.26)
as well as the contribution from the mixed classical-quantum four-point vertex

$$\Gamma_{\Lambda}^{\text{m-m}}(-q,q,-K,K) = \frac{1}{2!} \Gamma_{\Lambda}^{m-m}(-q,q,-K,K).$$

(3.27)

Although for $\Lambda = 0$ these vertices do not contribute to the flow of the irreducible susceptibility, for finite $\Lambda$ this is not true any more, which is the reason for the violation of the Ward identity (3.24) within a truncation where all higher-order vertices are approximated by their initial values. To restore the Ward identity, we should therefore take the flow of at least one of the above vertices into account. For simplicity let us still approximate the quantum four-point vertex $\Gamma^{\text{mm-qq}}(-K,K,-Q,Q)$ by its initial value given in Eq. (3.16),

$$\Gamma_{\Lambda}^{\text{mm-qq}}(-K,K,-Q,Q) \approx \frac{\beta h^4}{\omega^2} (\delta_{\omega,\omega'} + \delta_{\omega,-\omega'} - 1),$$

(3.28)

so that this vertex does not contribute to the flow of $\Pi_{\Lambda}(K)$. This leaves us with the mixed classical-quantum vertex $\Gamma_{\Lambda}^{\text{m-mn}}(-q,q,-K,K)$ to restore the Ward identity (3.24). To simplify the algebra, let us also neglect the dependence of this vertex on the momentum $q$ of the classical field,

$$\Gamma_{\Lambda}^{\text{mm-nn}}(-q,q,-K,K) \approx \Gamma_{\Lambda}^{\text{mm-nn}}(0,0,-K,K).$$

(3.29)

With these approximations, the exact flow equation (2.51) for the subtracted irreducible susceptibility reduces to

$$\partial_{\Lambda} \Pi_{\Lambda}(k,\omega) = \Pi_{\Lambda}^2(k,\omega) \partial_{\Lambda} \Sigma_{\Lambda}(k)$$

$$- T \int_q \hat{G}_{\Lambda}(q) \Gamma_{\Lambda}^{\text{mm-nn}}(0,0,-K,K)$$

$$+ \frac{T}{\omega^2} \int_q \left\{ [F_{\Lambda}(q,\omega) G_{\Lambda}(q + k)]^* + (k \rightarrow -k) \right\},$$

(3.30)

which replaces Eq. (3.20). Instead of writing down an additional flow equation for $\Gamma_{\Lambda}^{\text{m-mn}}(0,0,-K,K)$, we now fix this vertex by demanding that the solution of the flow equation (3.30) satisfies the Ward identity (3.24) as well as the continuity condition (2.20) for all values of the deformation parameter $\Lambda$, i.e.,

$$\Pi_{\Lambda}(0, \omega, k \neq 0) = 0,$$

(3.31)

$$\Pi_{\Lambda}^{-1}(k \neq 0, 0) = 0.$$  

(3.32)

The simplest way to satisfy these constraints which is compatible with the initial conditions at $\Lambda = 0$ is to choose the scale-dependent mixed four-point vertex as follows,

$$\Gamma_{\Lambda}^{\text{m-mn}}(0,0,-K,K) = \frac{1}{\omega^2} \left[ W_{\Lambda}(i\omega) + C_{\Lambda}(k, i\omega) \right].$$

(3.33)

where the Ward identity (3.31) is enforced by the contribution

$$W_{\Lambda}(i\omega) = 2 \int_q \hat{F}_{\Lambda}(q, i\omega) G_{\Lambda}(q) G_{\Lambda}^*(q + k) = \frac{2}{\omega^2} \int_q \hat{G}_{\Lambda}(q).$$

(3.34)

while the continuity condition (3.32) is enforced by

$$C_{\Lambda}(k, i\omega) = \frac{1}{\omega^2} \hat{G}_{\Lambda}^2(k, i\omega) \partial_{\Lambda} \Sigma_{\Lambda}(k).$$

(3.35)

Note that $C_{\Lambda}(k, i\omega)$ cancels the term $\hat{G}_{\Lambda}(k, i\omega) \partial_{\Lambda} \Sigma_{\Lambda}(k)$ on the right-hand side of Eq. (3.30) which would otherwise violate the continuity condition (3.32). It is important to note that our choice (3.33) of the mixed four-point vertex is consistent with the initial condition (3.18) at $\Lambda = 0$ where the deformed exchange coupling $J_{\Lambda=0}(k)$ vanishes. This follows from the fact that for small $J_{\Lambda}$ the expressions in the numerator of Eqs. (3.34) and (3.35) vanish as $J_{\Lambda}^2$ while the integral $\int_q \hat{G}_{\Lambda}(q)$ in the denominator vanishes as $J_{\Lambda}$, implying $W_{\Lambda=0}(i\omega) = C_{\Lambda=0}(k, i\omega) = 0$. Substituting Eqs. (3.33), (3.34), and (3.35) into the flow equation (3.30) we obtain the following flow equation for the dynamic irreducible susceptibility,

$$\partial_{\Lambda} \Pi_{\Lambda}(k, i\omega) = \frac{T}{\omega^2} \int_q \left\{ F_{\Lambda}(q, i\omega) G_{\Lambda}(q + k) + G_{\Lambda}(q + k) - G_{\Lambda}(q) \right\}^* - J_{\Lambda} G_{\Lambda}(q + k).$$

(3.36)

The vanishing of the integrand on the right-hand side for $k = 0$ guarantees that the solution of Eq. (3.36) satisfies the Ward identity (3.31). The fact that the solution of Eq. (3.36) satisfies also the continuity condition (3.32) is guaranteed by the prefactor of $1/\omega^2$ which implies that the inverse of $\Pi_{\Lambda}(k \neq 0, i\omega)$ vanishes for $\omega \to 0$.

3. Renormalized three-point vertex

It turns out that the flow equation (3.36) still does not include all vertex corrections which are necessary to calculate the dynamic spin susceptibility for finite momentum $k$. To see this, consider the equation of motion (3.25) for the mixed three-spin correlation function. The approximations (3.28) and (3.29) are consistent with neglecting the momentum dependence of the four-point correlation function $G^{++-}(Q+K,-Q'-K,Q',Q)$ in the last line of Eq. (3.25). By shifting the loop momentum $q' \rightarrow q' + k$ it is then easy to see that this term does not contribute to the equation of motion, which therefore reduces to

$$\omega G^{++-}(Q+K,-Q,-K) = \frac{1}{2} \left[ J(q) - J(q+K) \right] G(Q+K)$$

$$\times \left[ 1 + \frac{1}{2} \frac{J(q+K) - J(q)}{G(Q+K)} \right] G(Q) + \left[ 1 + \frac{1}{2} \frac{J(q) - J(q+K)}{G(Q)} \right] G(Q+K).$$

(3.37)
Taking the limit $J \to 0$ and assuming $\omega \neq 0$ this reduces to

$$G_0^{\pm z}(Q + K, -Q, -K) = \frac{\beta b'_0}{i\omega} [\delta_{\omega',0} - \delta_{\omega'+\omega,0}], \quad (3.38)$$

where again $K = (k, i\omega)$ and $Q = (q, i\omega')$. Eq. (3.38) is equivalent with the zeroth-order approximation (3.7) for the mixed three-point vertices which we have used to derive Eqs. (3.20) and (3.36). To construct an approximation consistent with the equation of motion (3.37) for finite $J$, we retain the terms in the square braces in the last two lines of Eq. (3.37) neglecting the frequency dependence of the propagators. Then Eq. (3.38) should be replaced by

$$G_0^{-z}(Q + K, -Q, -K) = \frac{\beta b'_0}{i\omega} \left[ \delta_{\omega',0} Y_\lambda(q, q + k) - \delta_{\omega'+\omega,0} Y_\lambda(q + k, q) \right], \quad (3.39)$$

with scale-dependent vertex correction factor

$$Y_\lambda(q + k, q) \equiv 1 + \frac{J_\lambda(q + k) - J_\lambda(q)}{2} G_\lambda(q). \quad (3.40)$$

Using the tree expansion (3.17a) to calculate the corresponding irreducible three-point vertices and defining

$$Z_\lambda(q, k) \equiv Y_\lambda^2(q + k, q), \quad (3.41)$$

we obtain instead of Eq. (3.36) for the flow of the irreducible dynamic susceptibility,

$$\partial_\Lambda \Pi_\Lambda(k, i\omega) = \frac{T}{\omega^2} \int_q \left[ \left\{ F_\lambda(q, i\omega) G_\lambda(q + k) \right\}^* Z_\lambda(q, k) + \left\{ F_\lambda(q, i\omega) G_\lambda(q - k) \right\}^* Z_\lambda(q, -k) - 2 \left\{ F_\lambda(q, i\omega) G_\lambda(q) \right\}^* \right]. \quad (3.42)$$

Moreover, taking into account the flow of the purely classical four-point vertex

$$\Gamma_\Lambda^{(4)}(-k, k, -q, q) = \Gamma_\Lambda^{-zz}(-k, -q, k, -q) + \frac{1}{2!} \Gamma_\Lambda^{-zz}(-k, -q, k, -q), \quad (3.43)$$

as well as all vertex corrections discussed above we obtain instead of Eq. (3.19) for the flow equation of the static self-energy,

$$\partial_\Lambda \Sigma_\Lambda(k) = T \int_q \dot{G}_\lambda(q) \Gamma_\Lambda^{(4)}(-k, k, -q, q) + T \sum_{\omega \neq 0} \int_q \frac{\dot{F}_\lambda(q, i\omega)}{\omega^2} \left[ -W_\Lambda(i\omega) - C_\Lambda(q, i\omega) \right. \left. + F_\lambda(q + k, i\omega) Z_\Lambda(k, q) + F_\lambda(q - k, i\omega) Z_\Lambda(-k, q) \right]. \quad (3.44)$$

Here the energies $W_\Lambda(i\omega)$ and $C_\Lambda(q, i\omega)$ are defined in Eqs. (3.34) and (3.35); these terms are due to the mixed classical-quantum four-point vertices in the second line of the exact flow equation (2.50) which we approximate again by Eq. (3.33).

We conclude this subsection with three remarks:

1. To obtain a closed system of flow equation, we should add a flow equation for the classical four-point vertex $\Gamma_\Lambda^{(4)}(-k, k, -q, q)$ which contributes to the flow of the static self-energy in Eq. (3.44). In the simplest approximation we can replace this vertex by its initial value given in Eq. (3.3).

2. Keeping in mind that $Z_\Lambda(q, 0) = 1$, we note that the solution of the flow equation (3.42) satisfies the Ward identity $\Pi_\Lambda(0, i\omega \neq 0) = 0$ for all values of the deformation parameter $\Lambda$.

3. Within our truncation the flow equation (3.42) for the irreducible dynamic susceptibility does not involve any frequency summations. The Matsubara frequency $i\omega$ therefore plays the role of an external parameter so that the analytic continuation to real frequencies can be trivially performed. Obviously, within our truncation only elastic scattering processes are taken into account for the calculation of $\Pi(k, i\omega)$. On the other hand, our flow equation (3.44) for the static self-energy $\Sigma(k)$ involves a frequency summation, so that it takes also inelastic scattering processes into account.

C. Integral equation for the irreducible dynamic susceptibility

Although Eqs. (3.42) and (3.44) can be used to calculate the static self-energy $\Sigma(k)$ and thus detect possible magnetic instabilities, in this work we will focus
on the finite-frequency spin dynamics in the paramagnetic phase at high temperatures. To this end, it is sufficient to simplify the above system of flow equations by ignoring the flow equation \( \{3.44\} \) for the static self-energy, assuming that the static two-spin correlation function \( G(k) = G_{A=1}(k) \) can be determined by some other method. In fact, at high temperatures, we can simply calculate \( G(k) \) via an expansion in powers of \( J/T \), as will be discussed in Sec. [IV]. The vertex correction factor

\[
Z(q,k) = Y^2(q+k,q) = \left[ 1 + \frac{J(q+k) - J(q)}{2} G(q,k) \right]^2
\]

(3.45)

is then independent of the deformation parameter \( \Lambda \) so that our flow equation \( \{3.42\} \) for the dynamic susceptibility reduces to

\[
\partial_\Lambda \Pi_A(k,i\omega) = \frac{T}{\omega^2} \int_q \hat{F}_A(q,i\omega) \left[ G(q+k)Z(q,k) + G(q-k)Z(q,-k) - 2G(q) \right].
\]

(3.46)

To convert this integro-differential equation into an integral equation we use the Katanin substitution [53], which amounts to replacing the single-scale propagator \( \hat{F}_A(q,i\omega) \) by a total scale-derivative \( \partial_\Lambda \hat{F}_A(q,i\omega) \). The right-hand side of Eq. \( \{3.46\} \) is then a total \( \Lambda \)-derivative so that by integrating both sides over \( \Lambda \) we obtain an integral equation for the irreducible dynamic susceptibility \( \Pi(k,i\omega) = \Pi_{A=1}(k,i\omega) \). The lower limit \( \Lambda = 0 \) does not contribute because for finite \( \omega \) the function \( \Pi_{A=0}(k,i\omega) \) vanishes. Then Eq. \( \{3.46\} \) reduces to the following integral equation for the subtracted irreducible dynamic susceptibility,

\[
\dot{\Pi}(k,i\omega) = \frac{1}{\omega^2} \int_q \frac{\hat{V}(q,k)}{G(q) + \dot{\Pi}(q,i\omega)}.
\]

(3.47)

where the dimensionless kernel \( \hat{V}(q,k) \) is defined by

\[
\hat{V}(k,q) \equiv T \left[ G(q+k)Z(q,k) + G(q-k)Z(q,-k) - 2G(q) \right].
\]

(3.48)

It is convenient to parametrize the subtracted irreducible dynamic susceptibility in terms of an energy \( \Delta(k,i\omega) \) as follows

\[
\dot{\Pi}(k,i\omega) = G(k) \frac{\Delta(k,i\omega)}{\omega}.
\]

(3.49)

Substituting this definition into Eq. \( \{2.9\} \) relating \( \dot{\Pi}(k,i\omega) \) to the dynamic spin-spin correlation function \( G(k,i\omega) \) and using the fact that by construction \( \dot{J}(k) = G^{-1}(k) \), we obtain

\[
G(k,i\omega) = G(k) \frac{\Delta(k,i\omega)}{\Delta(k,i\omega) + |\omega|}.
\]

(3.50)

After analytic continuation to real frequencies \( i\omega \to \omega + i0^+ \) this reduces to Eq. \( \{1.3\} \). We call \( \Delta(k,\omega) \) the dissipation energy, because a purely real value of this energy implies a pole of the retarded spin-spin correlation function \( G(k,\omega) \) on the imaginary axis in the complex frequency plane. The energy \( \Delta(k,\omega) \) can then be identified with the energy scale associated with the dissipative decay of spin fluctuations with wavevector \( k \). Substituting the definition \( \{3.49\} \) into the integral equation \( \{3.47\} \) we find that within our truncation of the FRG flow equations the dissipation energy \( \Delta(k,i\omega) \) satisfies the integral equation

\[
\Delta(k,i\omega) = \int_q \frac{V(k,q)}{\Delta(q,i\omega) + |\omega|},
\]

(3.51)

where the kernel

\[
V(k,q) = G^{-1}(k)G^{-1}(q)\hat{V}(k,q) = TG^{-1}(k)G^{-1}(q) \times \left[ G(q+k)Z(q,k) + G(q-k)Z(q,-k) - 2G(q) \right]
\]

(3.52)

has units of energy squared. Here the vertex renormalization factor \( Z(q,k) \) is defined in Eq. \( \{3.45\} \). Assuming that for small wavevectors the dissipation energy \( \Delta(k,i\omega) \) can be expanded as

\[
\Delta(k,i\omega) = D(i\omega)k^2 + O(k^4)
\]

(3.53)

we conclude that if the dynamics is indeed diffusive, then the spin-diffusion coefficient is given by

\[
D = D(0) = \lim_{k\to 0} \frac{\Delta(k,0)}{k^2}.
\]

(3.54)

The non-linear integral equation \( \{3.51\} \) can be solved for the dissipation energy \( \Delta(k,i\omega) \) if the static spin-spin correlation function \( G(k) \) has been determined by some other method. We could now go back to the system of flow equations \( \{3.42\} \) and \( \{3.44\} \) to determine both the dynamic susceptibility \( \dot{\Pi}(k,i\omega) \) and the static self-energy \( \Sigma_A(k) \). However, the explicit solution of this system of equations requires extensive numerical calculations which are beyond the scope of this work. In the rest of this work we will focus on the dissipative dynamics at high temperatures where the static spin-spin correlations can be obtained by means of an expansion in powers of \( J/T \) which can then be used to determine the kernel \( V(k,q) \) in the integral equation \( \{3.51\} \).

To conclude this section, let us point out that within the framework of the so-called mode-coupling theory [54] (see Refs. [55 and 56] for reviews) a similar parametrization of the retarded spin-spin correlation function is used. Typically, in mode-coupling theory one starts from a generalized Langevin equation for the Kubo relaxation function [57], where the memory kernel, involving higher order correlations, is closely related to the dissipation energy \( \Delta(k,\omega) \) used by us. After applying several approximations to the kernel, one arrives at a closed integro-differential equation for the relaxation function, which has been extensively studied in the literature [9] [54-58]. However, in contrast to our integral equation
dynamic structure factor can then be obtained with analytic continuation to real frequencies, obtaining the retarded spin-spin correlation function by approximating the temperature range in the vicinity of the critical value. This leads to sensible results in the entire paramagnetic regime, including finite temperature. We have preliminary evidence that our approach gives work we focus on the limit of infinite temperature, we have shown that by solving the integral equation (3.51) we obtain the correlation function has not been found. We now show that the underlying Bravais lattice which generates a diffusive pole in the spin-spin correlation function of Heisenberg magnets is non-trivial, even at high temperatures. Even at infinite temperature, the problem of calculating the dynamic spin-spin correlation function is non-local in frequency-space.

IV. DISSIPATIVE SPIN DYNAMICS AT INFINITE TEMPERATURE

The problem of spin diffusion in quantum Heisenberg magnets at infinite temperature has been discussed by many authors. Older works focused on three-dimensional systems [3][12], while recently the high-temperature spin dynamics in one-dimensional Heisenberg magnets has attracted considerable attention [16][22][23]. Essentially, up until now, a resummation scheme based on the diagrammatic approach to quantalization schemes. In fact, up until now, a resummation scheme based on the diagrammatic approach to quantum spin systems developed by Vaks, Larkin and Pikin [3][12] which generates a diffusive pole in the spin-spin correlation function has not been found. We now show that the approach gives sensible results in the entire paramagnetic regime, including the temperature range in the vicinity of the critical point.

Once we have calculated the dissipation energy $\Delta(k,\omega)$ by solving the integral equation (3.51), we can obtain the retarded spin-spin correlation function by analytic continuation to real frequencies, $i\omega \rightarrow \omega + i0$, which amounts to the replacement $|\omega| \rightarrow -i\omega$. From Eq. (3.50), we then obtain the retarded spin-spin correlation function in the form (4.1), where the retardation and imaginary part, the dynamic structure factor can then be obtained with the help of the fluctuation-dissipation theorem,

$$S(k,\omega) = \frac{1}{\pi} \frac{\Delta_R(k,\omega)}{\omega - \Delta_I(k,\omega)}.$$

The dynamic structure factor can then be obtained with the help of the fluctuation-dissipation theorem,

$$\Sigma(k,\omega) = \frac{T}{b_0} + \frac{\Sigma_2(k)}{T} + \mathcal{O}\left(\frac{J^3}{T^2}\right),$$

where

$$\Sigma_2(k) = \frac{1}{12} \int_q J(q)J(q+k) + \left(b'_0 + \frac{1}{6}\right) \int_q J^2(q).$$

The kernel $V(k, q)$ defined in Eq. (3.52) then reduces to

$$V(k, q) = \frac{b'_0}{4} \left[\int J(q)J(q+k) + \int J(q)J(q-k)\right]$$

$$+ 2\Sigma_2(q) - \Sigma_2(q+k) - \Sigma_2(q-k) + \mathcal{O}\left(\frac{J^3}{T}\right).$$

Note that at high temperatures $V(k, q)$ is a non-trivial function of order $J^2$ satisfying $V(0, q) = 0$. To explicitly solve the integral equation (3.51) for the dissipation energy $\Delta(k, i\omega)$, we note that for exchange couplings $J_{ij}$ with finite range the kernel $V(k, q)$ can be expanded as

$$V(k, q) = \sum_{n=1}^{N} e^{i k R_n} V_n(q),$$

where $R_1, R_2, \ldots, R_N$ is a finite set of vectors of the underlying Bravais lattice which depends on the precise form of $J(k)$ and on the geometry and dimensionality of the lattice. The solution of Eq. (3.51) is then of the form

$$\Delta(k, i\omega) = \sum_{n=1}^{N} e^{i k R_n} \Delta_n(i\omega),$$

where the $n$ coefficients $\Delta_1(i\omega), \ldots, \Delta_n(i\omega)$ satisfy the following system of non-linear equations,

$$\Delta_n(i\omega) = \int_q \frac{V_n(q)}{|\omega + \sum_{\alpha=1}^{n} e^{i q R_{\alpha}}\Delta_{\alpha}(i\omega)|}, \quad \alpha = 1, \ldots, n.$$  

To obtain an explicit solution of these equations, let us assume here for simplicity that the spins are located on a $d$-dimensional hypercubic lattice with spacing $a$ and that the exchange couplings $J_{ij}$ connect only pairs of nearest neighbors. In Sec. IV C and in Appendix B we will discuss more general models including next-nearest-neighbor exchange. Denoting by $J$ the strength of the nearest-neighbor coupling, the Fourier transform of the exchange couplings on a $d$-dimensional hypercubic lattice is

$$J(k) = J \sum_{\delta} e^{i k \cdot \delta} = 2dJ_{\gamma k},$$

where the sum is over the $2d$ vectors $\delta$ with length $|\delta| = a$ connecting a given site to its nearest neighbors. For later convenience we have introduced the normalized nearest-neighbor hypercubic form factor

$$\gamma_k = \frac{1}{2d} \sum_{\delta} e^{i k \cdot \delta} = \frac{1}{d} \sum_{\mu=1}^{d} \cos(k_\mu a).$$
Using
\[ \int_q \gamma_q \gamma_{q+k} = \frac{\gamma_k}{2d}, \]  
(4.12)

the integral \( \Sigma_2(k) \) defined in Eq. (4.5) is easily evaluated,
\[ \Sigma_2(k) = 2dJ^2 \left[ \frac{\gamma_k}{12} + b_0' + \frac{1}{6} \right]. \]  
(4.13)

We conclude that for nearest-neighbor exchange on a hypercubic lattice
\[ 2\Sigma_2(q) = \Sigma_2(q+k) - \Sigma_2(q-k) = \frac{dJ^2}{6} \left[ 2\gamma_q - \gamma_{q+k} - \gamma_{q-k} \right]. \]  
(4.14)

At this point it is convenient to measure all energies in units of \(|J|/\sqrt{b_0}\), defining the dimensionless quantities
\[ \tilde{\Delta}(k, \omega) = \frac{\Delta(k, \omega)}{|J|/\sqrt{b_0}}, \quad \tilde{\omega} = \frac{\omega}{|J|/\sqrt{b_0}}. \]  
(4.15)

### B. Spin-diffusion coefficient in \( d \geq 2 \)

The cubic symmetry and the condition \( \Delta(k=0, \omega) = 0 \) imply that for nearest-neighbor coupling the expansion (4.8) can be expressed in terms of only three independent form factors. In dimensionless form the expansion is therefore
\[ \tilde{\Delta}(k, \omega) = (1 - \gamma_k)\tilde{\Delta}_1(\omega) + (1 - \gamma_{2k})\tilde{\Delta}_2(\omega) + (1 - \gamma_{3k})\tilde{\Delta}_3(\omega), \]  
(4.16)

where we have introduced the off-diagonal next-nearest-neighbor form factor
\[ \gamma_k = \frac{2}{d(d-1)} \sum_{1 \leq \mu < \nu \leq d} \cos(k_{\mu}a) \cos(k_{\nu}a). \]  
(4.17)

In \( d \) dimensions we find from Eq. (4.16) that the three amplitudes in Eq. (4.19) satisfy the following system of equations,
\[ \tilde{\Delta}_1(\omega) = 2d \int_q \frac{1}{|\tilde{\omega}| + \Delta(q, \omega)} + \frac{d}{3b_0'} \int_q \frac{\gamma_q}{|\tilde{\omega}| + \Delta(q, \omega)}, \]  
\[ -2\tilde{\Delta}_2^\perp(\omega) - 2\tilde{\Delta}_2^\parallel(\omega), \]  
(4.18a)
\[ \tilde{\Delta}_2^\parallel(\omega) = -d \int_q \frac{\gamma_{2q}}{|\tilde{\omega}| + \Delta(q, \omega)}, \]  
(4.18b)
\[ \tilde{\Delta}_2^\perp(\omega) = -2d(d-1) \int_q \frac{\gamma_q}{|\tilde{\omega}| + \Delta(q, \omega)}. \]  
(4.18c)

It turns out that for \( d > 2 \) the self-consistent solution of these equations have a finite limit for \( \omega \to 0 \), implying that the static dissipation energy \( \Delta(k, \omega = 0) \) is finite. According to Eq. (3.54) the spin-diffusion coefficient \( D \) can then be obtained from the quadratic term in the expansion of \( \Delta(k, 0) \) for small \( k \). From Eqs. (4.15) and (4.16) we obtain
\[ D = \frac{|J|\sqrt{b_0}a^2}{2d} \left[ \tilde{\Delta}_1(0) + 4\tilde{\Delta}_2^\parallel(0) + 2\tilde{\Delta}_2^\perp(0) \right]. \]  
(4.19)

In the limit of high dimensions the solution of Eqs. (4.18) simplifies because to leading order in \( 1/d \) the first term on the right-hand side of Eq. (4.18a) without form factor dominates. In this limit we obtain \( \tilde{\Delta}_1(0) = \sqrt{2d} \) and \( \tilde{\Delta}_2^\perp(0) = \tilde{\Delta}_2^\parallel(0) = 0 \), implying \( D = |J|a^2/\sqrt{b_0}/2d \). In the physically relevant case of three dimensions we have to solve Eqs. (4.18) numerically to obtain the value of \( D \). In Table I we present our numerical results for \( D \) in three dimensions for different spin quantum numbers \( S \). In the special case of \( S = 1/2 \) our result \( D \approx 0.217|J/a^2| \) is roughly 30% smaller than theoretical results obtained by extrapolating the short-time expansion of suitable correlation functions to long times [3–8, 10–13]. Surprisingly, controlled numerical results for the spin-diffusion coefficient of the three-dimensional Heisenberg model at infinite temperature are not available. Note, however, that there is experimental evidence [14] that extrapolations based on the short-time expansion tend to overestimate the numerical value of \( D \). In the following subsection we will use our method to calculate the high-temperature value of \( D \) for a Heisenberg model on a body-centered cubic lattice relevant to the experiment of Ref. [14].

### C. Spin diffusion on a body-centered cubic lattice including next-nearest-neighbor exchange

The measurement of the spin-diffusion coefficient \( D \) in the ferromagnetic insulator \( \text{Rb}_2\text{CuBr}_4 \cdot 2\text{H}_2\text{O} \) by Labrujère et al. [14] seems to be the only published experimental determination of \( D \) in a three-dimensional Heisenberg magnet at high temperatures. The magnetic properties of the copper ions in this material can be described by a ferromagnetic spin \( S = 1/2 \) Heisenberg model on a body-centered cubic (bcc) lattice with nearest-neighbor exchange [14] \( |J_1|/2 \approx 0.49 \text{ K} \) and next-nearest-neighbor exchange \( |J_2|/2 \approx 0.29 \text{ K} \), as illustrated in Fig. 2. The spin-diffusion coefficient was measured at

| \( S \) | \( \frac{1}{2} \) | 1 | \( \frac{3}{2} \) | 2 | \( \infty \) |
|---|---|---|---|---|---|
| \( D/S^2\sqrt{b_0} \) | 0.217 | 0.189 | 0.179 | 0.175 | 0.167 |

TABLE I. Spin-diffusion coefficient \( D \) of the nearest-neighbor spin-\( S \) Heisenberg model on a cubic lattice with lattice spacing \( a \) at infinite temperature obtained from Eq. (4.19). Note that for \( S = 1/2 \) the normalization factor \( \sqrt{b_0} = \sqrt{4S(S + 1)/3} \) is unity. The quantum term proportional to \( d/(3b_0) \) in Eq. (4.18a) gives rise to some additional spin-dependence which vanishes for \( S \to \infty \). For large \( S \) we obtain \( D = 0.193 S|J/a^2| \) to leading order.
by setting

d

are given in Appendix A. In the simplified case of only nearest-neighbor exchange we obtain

\[ \Delta(k) = J_1(k) + J_2(k), \]

\[ J_1(k) = 8J_1 \gamma_k^{\text{bcc}}, \]

\[ J_2(k) = 6J_2 \gamma_k. \]

Here the normalized bcc form factor is

\[ \gamma_k^{\text{bcc}} = \cos \left( \frac{k_x a}{2} \right) \cos \left( \frac{k_y a}{2} \right) \cos \left( \frac{k_z a}{2} \right). \]

and the normalized cubic form factor \( \gamma_k \) can be obtained by setting \( d = 3 \) in Eq. (4.11), i.e.,

\[ \gamma_k = \frac{1}{3} \left[ \cos(k_x a) + \cos(k_y a) + \cos(k_z a) \right]. \]

As in the calculation of the dissipation energy \( \Delta(k, 0) \) for the cubic lattice described in Sec. IV B we decompose \( \Delta(k, i\omega) \) into a finite number of form factors and solve the resulting non-linear equations for the amplitudes at \( \omega = 0 \) numerically. For a bcc lattice with nearest-neighbor and next-nearest-neighbor exchange six independent form factors are necessary to obtain a closed system of equations. Technical details of the calculation are given in Appendix A. In the simplified case of only nearest-neighbor exchange we obtain \( D_{\text{bcc}}^{J_2} \approx 0.18|J_1|^2 \) for \( S = 1/2 \), which is roughly a factor of 5/6 smaller than our result on a cubic lattice for the same value of \( J_1 \). Our result for the ratio \( D_{\text{bcc}}/D_{\text{cubic}} \) agrees with the corresponding ratio obtained by Morita [10, 11] using a different method. According to Ref. [14], in the experimentally studied material Rb\(_2\)CuBr\(_4\)·2H\(_2\)O the ratio of exchange couplings is \( J_2/J_1 \approx 0.6 \); with this value we obtain on a bcc lattice

\[ D_{\text{bcc}}^{J_2/J_1=0.6} \approx 0.23|J_1|a^2 = 0.46|J_1'|a^2, \]  

where we have set \( |J_1'| = |J_1|/2 \) to facilitate the comparison [60] with Ref. [14], where the experimental result

\[ D_{\exp} \approx (0.31 \pm 0.03)|J_1'|a^2 \]  

is presented in terms of \( J_1' \). Our theoretical prediction (4.23) for the high-temperature spin-diffusion coefficient in Rb\(_2\)CuBr\(_4\)·2H\(_2\)O is about 30% larger than the corresponding experimental result in Eq. (4.24). With the exception of the method developed by Bennett and Martin [6] (which gives a prefactor 0.40 instead of our 0.46 in Eq. (4.23)) other theoretical approaches [14, 61] predict even larger values for \( D_{\text{bcc}} \). We conclude that at high temperatures the measured value of the spin-diffusion coefficient in the ferromagnetic insulator Rb\(_2\)CuBr\(_4\)·2H\(_2\)O is significantly smaller than all available theoretical predictions.

A possible explanation for this discrepancy is that at high temperatures the relevant value of the next-nearest-neighbor coupling \( J_2 \) is not given by \( J_2/J_1 = 0.6 \) but has a value somewhere in the range \( -0.4 \leq J_2/J_1 \leq 0 \). As shown in Fig. 3, \( J_2/J_1 \) is reasonably close to the experimental value. Although this agreement might be accidental, a possible reason for the deviation of \( J_2/J_1 \) from the value 0.6 used in Ref. [14] could be a significant temperature-dependence of \( J_2 \) in the high-temperature regime probed in the experiment. This hypothesis is supported by the fact that in the related compound K\(_2\)CuCl\(_4\)·2H\(_2\)O a strong temperature-dependence of the nearest-neighbor exchange interaction has been observed [61], which decreases by a factor of five when raising \( T \) from 77 K to 300 K. As a possible reason the authors of [61] identified a low-lying optical phonon.

D. Anomalous spin diffusion in reduced dimensions

We now come back to the nearest-neighbor spin-\( S \) Heisenberg model on a hypercubic lattice and consider the case \( d \leq 2 \). Then it is not allowed to approximate \( \tilde{\Delta}(q, i\omega) \approx \tilde{\Delta}(q, 0) \) in Eq. (4.18) because the frequency-dependence of \( \Delta(q, i\omega) \) is essential to cut the infrared divergence of the integrals. For small frequencies \( |\omega| \ll |J|/4 \) the leading behavior of the relevant integrals can be obtained by expanding the integrands to leading order in \( q \),

\[ \tilde{\Delta}(q, i\omega) = \tilde{D}(i\omega)q^2 + \ldots, \]  

FIG. 2. Conventional unit cell of the body-centered cubic lattice with lattice spacing \( a \). The black dots represent the magnetic copper ions in Rb\(_2\)CuBr\(_4\)·2H\(_2\)O which are coupled by nearest-neighbor exchange \( J_1 \) (red lines) and next-nearest-neighbor exchange \( J_2 \) (blue lines). The non-magnetic atoms of Rb\(_2\)CuBr\(_4\)·2H\(_2\)O are omitted.
by the self-energy contribution $2\Sigma$ of the spin-diffusion coefficient is completely determined from Eq. (4.16) we find that the coefficient of order $f$ can then be obtained by approximating, The leading singular part of the integrals in Eq. (4.18) can then be obtained by approximating,

$$
\int_{q} \frac{f(q)}{i\omega + \Delta(k, i\omega)} \approx f(0) \int_{q} \frac{1}{i\omega + \bar{D}(i\omega)q^2},
$$

where $f(q)$ is any of the enumerators in Eq. (4.18). Note that from Eq. (4.16) we find that the coefficient of order $k^2$ in the expansion of $\Delta(k, i\omega)$ satisfies

$$
\tilde{D}(i\omega) = \frac{a^2}{6b_0} \int_{q} \frac{\gamma q}{i\omega + \Delta(q, i\omega)} + a^2 \int_{q} \frac{1 - \gamma q}{i\omega + \Delta(q, i\omega)}.
$$

From this expression we conclude that the singular part of the spin-diffusion coefficient is completely determined by the self-energy contribution $2\Sigma_{12}(q) - \Sigma_{22}(q + k) - \Sigma_{22}(q - k) \propto 1/b_0$ to the high-temperature expansion of the kernel $V(k, q)$ of the integral equation (4.31). In dimensions $d \leq 2$ the leading singular part of the generalized diffusion coefficient can therefore be obtained from the solution of

$$
\tilde{D}(i\omega) = \frac{a^2}{6b_0} \int_{q} \frac{1}{i\omega + \bar{D}(i\omega)q^2}.
$$

In terms of dimensionful quantities this can also be written as

$$
\bar{D}(i\omega) = \frac{J^2a^2}{6} \int_{q} \frac{1}{i\omega + \bar{D}(i\omega)q^2}.
$$

Consider first the case of one dimension, where the solution of Eq. (4.30) yields for the singular part of the generalized diffusion coefficient

$$
\bar{D}(i\omega) = \left( \frac{|J|}{144|\omega|} \right)^{1/3} |J|a^2, \quad d = 1.
$$

To obtain the retarded spin-spin correlation function and the dynamic structure factor, we should analytically continue $\bar{D}(i\omega)$ to real frequencies, $i\omega \rightarrow \omega + i0$, which amounts to replacing $|\omega| \rightarrow -i\omega$. The correct branch of the multi-valued function $(-i\omega)^{-1/3}$ is determined by the condition that the real part of $\bar{D}(\omega)$ must be positive to guarantee the positivity of the dynamic structure factor in Eq. (4.3). This implies a complex anomalous diffusion coefficient,

$$
\bar{D}(\omega) = \left( \frac{|J|}{144|\omega|} \right)^{1/3} |J|a^2 \left( \frac{\sqrt{3}}{2} + i\frac{2}{3} \text{sgn} \omega \right),
$$

where the real part $\text{Re}\bar{D}(\omega) = \sqrt{3}|\bar{D}(\omega)| \text{sgn} \omega$ has the same order of magnitude as the imaginary part. The corresponding dynamic structure factor $S(k_x, \omega)$ defined via Eq. (4.3) has, as a function of $k_x$, a broad maximum at $k_x = k_*$ determined by the condition

$$
|\bar{D}(\omega)|k_*^2 = \omega,
$$

implying

$$
k_* \propto \omega^{2/3}.\)

In Fig. 3 we show the momentum dependence of the dynamic structure factor $S(k_x, \omega)$ for small momenta and three different frequencies. The dynamic exponent $z = 3/2$ implied by Eq. (4.34) and the superdiffusive singularity $\bar{D}(\omega) \propto |\omega|^{-1/3}$ are in agreement with recent calculations for integrable isotropic Heisenberg chains with nearest-neighbor coupling [18][24]. On the other hand, for non-integrable chains with larger spin $S > 1/2$ the situation is less clear [24]: some authors obtained normal diffusion [22], recognizing broken integrability as its cause, while others found that superdiffusion persists even for non-integrable chains [19]. The fact that for non-integrable chains our approach yields the same superdiffusive high-temperature spin dynamics as for integrable chains might be related to the fact our integral equation (3.51) takes only elastic scattering into account, as pointed out at the end of Sec. III.3. While for integrable chains this approximation seems to be justified, in the case of non-integrable chains it might break down at very low energies.

Let us now consider the marginal case of $d = 2$ where the integral in Eq. (4.30) has a logarithmic singularity.
Heisenberg magnets with exchange interactions beyond nearest neighbors because in this case $\Delta(k, i\omega)$ and the corresponding dynamic structure factor $S(k, \omega)$ defined via Eq. (4.12) can have characteristic features in the first Brillouin zone which can be used derive constraints on competing exchange interactions. As far as we know, this effect has not been noticed before. In order to illustrate this effect, we have solved the integral equation (3.51) for $\Delta(k, i\omega)$ in the low-frequency limit $|\omega| \ll |J_1|$ for a Heisenberg model with nearest-neighbor exchange $J_1$ and next-nearest neighbor exchange $J_2$ on cubic lattices in dimensions $d = 1, 2, 3$. Technical details of the calculation are given in Appendix B. For convenience we measure energies in units of $|J_1|\sqrt{b_0}$, defining

$$\tilde{\Delta}(k, \omega) \equiv \frac{\Delta(k, \omega)}{|J_1|\sqrt{b_0}}, \quad \tilde{\omega} \equiv \frac{\omega}{|J_1|\sqrt{b_0}},$$

(5.1a)

$$\tilde{S}(k, \omega) \equiv S(k, \omega)|J_1|\sqrt{b_0}.$$  

(5.1c)

For a discussion of the dynamic structure factor $S(k, \omega)$ as a function of the wavevector $k$ in the first Brillouin zone, we note that for small frequencies and for $ka = O(1)$ we may approximate

$$\tilde{S}(k, \omega) \approx \frac{b_0}{\pi} \frac{\tilde{\Delta}(k, \omega)}{|\Delta(k, \omega)|^2},$$

(5.2)

which allows us to deduce the qualitative behavior of $S(k, \omega)$ from $\Delta(k, \omega)$ and vice versa. In particular, we see that minima of $\Delta(k, \omega)$ correspond to maxima of $S(k, \omega)$, while maxima of $\Delta(k, \omega)$ correspond to minima of $S(k, \omega)$.

A. One dimension

Let us first consider the case $d = 1$, where according to Eq. (3.33) the dimensionless dissipation energy can be written as

$$\tilde{\Delta}(k_x, i\omega) = \sum_{j=1}^{4} [1 - \cos(jk_xa)]\tilde{\Delta}_j(\omega).$$

(5.3)

The dimensionless amplitudes $\tilde{\Delta}_j(\omega)$ at $T = \infty$ can be obtained analytically in the low-frequency limit by applying the approximation (4.27) to the integrals in the self-consistency equations (3.41). In Fig. 5 we show the momentum-dependent part

$$\tilde{\Delta}(k_x) \equiv \frac{2}{\sqrt{3}}|\omega|^{\frac{3}{2}}\text{Re}\tilde{\Delta}(k_x, \omega + i0),$$

(5.4)

of the dimensionless dissipation energy of a $J_1$-$J_2$ chain with spin 1/2 as a function of $J_2/J_1$. In a range of negative coupling ratios starting at $J_2/J_1 = \mu_2 \approx -0.67$ and extending beyond $J_2/J_1 = -1$, the function $\tilde{\Delta}(k_x)$ exhibits a two-peak structure, with one maximum located

FIG. 4. Momentum dependence of the dimensionless dynamic structure factor $\tilde{S}(k_x, \omega) = S(k_x, \omega)|J_1|\sqrt{b_0}$ for small momenta $|k_x| \ll \pi/a$ and frequencies $\omega = \omega/(|J_1|\sqrt{b_0}) = 10^{-3}$ (violet curve), $2 \times 10^{-3}$ (green curve) and $5 \times 10^{-3}$ (blue curve) of a spin 1/2 Heisenberg chain with nearest-neighbor exchange $J$ at infinite temperature.
at \( k_x a = \pi \), a second maximum at \( k_x a \lesssim \pi/2 \), and a minimum somewhere in the interval \([\pi/2, \pi]\). If the coupling ratio \( \mu = J_2/J_1 \) is smaller than a certain value \( \mu_* < -1 \) (not shown in Fig. 5), the second maximum at \( k_x a \lesssim \pi/2 \) becomes the global maximum. On the other hand, for positive coupling ratio \( J_2/J_1 > 0 \) such a structure cannot be observed. For values of \( J_2/J_1 \) larger than the threshold \( \mu_* \approx 0.28 \) the peak at \( k_x a = \pi \) evolves into the global maximum in the interval \([\pi/2, \pi]\) and a local minimum at \( k_x a = \pi \). This non-trivial momentum dependence gives rise to a two-peak structure in the dynamic structure factor, which according to Eqs. (5.1c), (5.2) and (5.4) can for small frequencies \( |\omega| \ll |J_1| \) and large wavevectors \( |k_x a| = O(1) \) be written as

\[
\tilde{S}(k_x, \omega) = \frac{\sqrt{3b_0 |\omega|^2}}{2\pi \Delta(k_x)}.
\] (5.5)

The momentum dependence of the dynamic structure factor in this regime is therefore given by the inverse of the function \( \tilde{\Delta}(k_x) \) defined in Eq. (5.4), which we plot in Fig. 6 for three different values of \( J_2/J_1 \), chosen as \(-1, 0, 1\) in order to display all qualitative features. Note that in Fig. 6 we draw a different momentum range than in Fig. 5 so that the dominant peak for small wavevectors is not visible. The lineshape in Fig. 6 exhibits a second peak at short wavelengths, which moves from \( k_x a = \pi \) for \( J_2/J_1 = 1 \) to a value in the interval \( k_x a \in [\pi/2, \pi] \) for \( J_2/J_1 = -1 \). In the latter case the peak is surrounded by two local minima which is a direct consequence of the two maxima of \( \tilde{\Delta}(k_x) \) which emerge for \( J_2/J_1 < \mu_* \approx -0.67 \).

### B. Two dimensions

Next, consider the case of two dimensions, where the dissipation energy \( \Delta(k, \omega) \) exhibits a logarithmic dependence on the frequency \( \omega \), which in the long-wavelength limit can be expressed in terms of the anomalous diffusion coefficient \( D(i\omega) \) defined in Eq. (4.35). The asymptotic limit \( \omega \to 0 \) of \( \Delta(k, \omega) \) can be calculated analytically from the self-consistency equations (B14) for the amplitudes of its Fourier expansion (B11), using again the approximation (4.27). Since the logarithmic frequency-dependence survives also at short wavelengths, it is convenient to scale out the frequency-dependence by defining the momentum dependent dimensionless dissipation energy

\[
\tilde{\Delta}(k) = \frac{\text{Re} \tilde{\Delta}(k, \omega + i0)}{\sqrt{\ln \left( \frac{\sqrt{J_1^2 + 2J_2^2}}{\sqrt{24\pi |\omega|}} \right)}}.
\] (5.6)

Our results for \( \tilde{\Delta}(k) \) in the first quadrant of the Brillouin zone for different values of \( J_2/J_1 \) are shown in Fig. 7. For sufficiently large negative values of \( J_2/J_1 \) starting at \( J_2/J_1 = \mu_2 \approx -0.52 \) and extending again beyond \( J_2/J_1 = -1 \), the function \( \Delta(k) \) then exhibits two peaks at \( k a = (0, \pi) \) and \( k a = (\pi, \pi) \). Similar to the case of one dimension, for negative \( J_2/J_1 \) the global maximum is located at the corner \( k a = (\pi, \pi) \) of the Brillouin zone for much larger values of \( |J_2| \) than for positive \( J_2/J_1 \). On the other hand, for \( J_2/J_1 > 0 \) the function \( \Delta(k) \) is more sensitive to the presence of \( J_2 \); at \( J_2/J_1 = \mu_+ \approx 0.52 \) the wavevector where \( \tilde{\Delta}(k) \) exhibits a maximum shifts from \( k a = (\pi, \pi) \) to \( k a = (0, \pi) \). For \( \omega \to 0 \) and large wavevectors \( |k a| = O(1) \) the dynamic structure factor can be obtained from

\[
\tilde{S}(k, \omega) = \frac{\ln \left( \frac{\sqrt{J_1^2 + 2J_2^2}}{\sqrt{24\pi |\omega|}} \right) b_0^\prime}{\pi \Delta(k)}.
\] (5.7)
As in one dimension, the momentum dependence of $\tilde{S}(k, \omega)$ is proportional to the inverse of $\tilde{\Delta}(k)$ which is plotted in Fig. 8 along the path $ka = (0, \pi) \to (\pi, \pi)$ for $J_2/J_1 = -1, 0, 1$. One sees that for $J_2/J_1 = 1$ the short-wavelength peak is located at $ka = (\pi, \pi)$, while for $J_2/J_1 = -1$ the dynamic structure factor exhibits a maximum on the path connecting the two local minima at $ka = (0, \pi)$ and $(\pi, \pi)$.

C. Three dimensions

In $d = 3$ the dimensionless dissipation energy $\tilde{\Delta}(k, \omega)$ has a finite limit $\tilde{\Delta}(k, 0)$ for $\omega \to 0$, which can be obtained by numerically solving the system (B20) of equations for the amplitudes introduced in Eq. (B18). Our results for $\tilde{\Delta}(k, 0)$ are shown in Fig. 9 as a function of $k_x, k_y \geq 0$ in the plane $k_z = \pi/a$ for different values of $J_2/J_1$. The main qualitative features of the momentum dependence are similar to the behavior in reduced dimensions discussed above. For $J_2/J_1 < 0$ the maximum of $\tilde{\Delta}(k, 0)$ at the corner $R = \frac{\pi}{a}(1, 1, 1)$ of the Brillouin zone is more stable than for $J_2/J_1 > 0$. Furthermore, a two-peak structure emerges at $R$ and $X = \frac{\pi}{a}(0, 0, 1)$ with $M = \frac{\pi}{a}(0, 1, 1)$ remaining a saddle point. The degeneracy point where the peaks at $X$ and $R$ have equal height is $J_2/J_1 = \mu_\pm \approx -0.97$, in contrast to low dimensions where $\mu_- < -1$. For positive $J_2/J_1$ a simple crossover from $R$ to $M$ takes place at $J_2/J_1 = \mu_+ \approx 0.32$. Using Eq. (5.2) the low-frequency limit $\tilde{S}(k, 0)$ of the dynamic structure factor becomes

$$\tilde{S}(k, 0) = \frac{b_0}{\pi \tilde{\Delta}(k, 0)},$$

which is shown in Fig. 10 for $J_2/J_1 = -1, 0, 1$ along the closed path $X - M - R - X$. For $J_2/J_1 = 1$ we obtain a second peak at $R$. On the other hand, for $J_2/J_1 = -1$ the dynamic structure factor exhibits local minima at $R$ and $X$ while assuming intermediate maxima on the paths $X - R$ and $M - R$.

D. Common features in all dimensions

To conclude this section, let us summarize the robust features of the dissipation energy $\Delta(k, \omega)$ and the resulting dynamic structure factor $S(k, \omega)$ at infinite temperature which are independent of the dimensionality of the system. For negative $J_2/J_1$, these quantities are less sensitive to the next-nearest neighbor coupling $J_2$ than for positive $J_2/J_1$. In particular, for $J_2/J_1 < 0$ the cor-
FIG. 9. Dimensionless dissipation energy $\tilde{\Delta}(k, \omega = 0)$ in the plane $k_z = \pi/a$ of the spin-1/2 $J_1$-$J_2$ Heisenberg model on a simple cubic lattice at infinite temperature. The contour plots are for $J_2/J_1 = -1, 0, 1$ in steps of 0.25 (counterclockwise, starting from top left).

ner of the Brillouin zone $R = (\pi/a, \ldots, \pi/a)$ remains a maximum of $\Delta(k, \omega)$ – and hence a minimum of $S(k, \omega)$ – in a larger range of $|J_2/J_1|$ than for $J_2/J_1 > 0$. For sufficiently large negative $J_2/J_1 < \mu_2(d) \leq 0$ the function $\Delta(k, \omega)$ develops a second local maximum at a wavevector $Q$ distinct from $R$. The corresponding dynamic structure factor $S(k, \omega)$ then exhibits a local maximum some-
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where on a path connecting $R$ to $Q$. This structure also persists for $J_2/J_1 < -1$. In the case of $J_2/J_1 > 0$ the position of the global maximum of $\Delta(k, \omega)$ changes at $J_2/J_1 = \mu_+(d)$, which leads for $J_2/J_1 > \mu_+$ to a short-wavelength peak of $S(k, \omega)$ at $R = (\pi/a, \ldots, \pi/a)$. We conclude that for positive $J_2/J_1 > \mu_+(d)$ the dynamic structure factor exhibits in all dimensions a second peak at the corner $R$ of the first Brillouin zone. This peak is absent for negative $J_2/J_1$, where in the regime $J_2/J_1 < \mu_2(d) < 0$ the dynamic structure factor exhibits local maxima along lines connecting local minima.

VI. SUMMARY AND CONCLUSIONS

In this work we have studied the spin dynamics of quantum Heisenberg models with arbitrary spin-rotationally invariant exchange couplings by means of a new variant of the functional renormalization group approach to quantum spin systems proposed in Ref. [25] and further developed in Refs. [26–28]. In our quest to establish the SFRG as a useful tool for calculating the spin dynamics of Heisenberg magnets without long-range magnetic order we have encountered a number of challenging technical problems which required non-trivial modifications of the established FRG formalism [35–39]:

1. First of all, we have avoided the problem of the non-existence of the Legendre transform of the generating functional of the connected correlation functions of an isolated spin by introducing a hybrid functional $\Gamma_\Lambda[m^c, \eta]$ [see Eq. (2.26)] where the static (classical) fluctuations associated with the magnetization field $m^c$ are treated differently.
from the dynamic (quantum) fluctuations associated with the exchange field $\eta^\dagger$. Our construction is motivated by the fact that in the classical sector the Legendre transform of the generating functional of static spin correlation functions is well-defined even for vanishing exchange couplings. Moreover, we know from previous calculations [25] that a Legendre transform to classical propagator-irreducible vertices yields better results for thermodynamic quantities than a formulation in terms of interaction-irreducible vertices [41,43].

2. Another technical subtlety of our approach is that at finite frequencies we define the notion of irreducibility with respect to the flowing inverse static propagator $J_N(q) = G^{-1}_N(q)$ instead of the deformed bare exchange coupling. This results in a convenient parametrization of $G(k, i\omega)$ which is crucial for implementing the restoration of ergodicity for any finite value of the exchange couplings.

3. To obtain a closed system of FRG flow equations for the static self-energy and the irreducible dynamic susceptibility which is compatible with the Ward identities due to spin-rotational invariance and the ergodicity for finite exchange couplings, we had to take the flow of the three-spin and four-spin vertices into account. We have done this with the help of the Ward identity $G_N(k = 0, i\omega \neq 0) = 0$ and the continuity condition $G_N(k \neq 0, i\omega \to 0) = G_N(k, 0)$ due to ergodicity.

4. By assuming that the static spin correlations can be determined by some other method (such as a controlled high-temperature expansion) we have been able to transform the flow equation (3.42) for the irreducible dynamic susceptibility into a closed integral equation (3.51) for the dissipation energy $\Delta(k, i\omega)$ which determines the dynamic spin-spin correlation function via Eq. (1.3).

Although we have preliminary evidence [44] that our integral equation (3.51) can be used to calculate the low-frequency spin dynamics in the entire paramagnetic regime, in this work we have focused on the high-temperature regime $T \gg |J|$ where the static spin-spin correlation function $G(k)$ can be obtained via a controlled expansion in powers of $J/T$. We use the resulting $G(k)$ as an input for our integral equation (3.51) for the dissipation energy $\Delta(k, i\omega)$. We emphasize that our approach does not make any a priori assumptions regarding the existence of normal spin diffusion, nor does it rely on an extrapolation of a high-frequency (short-time) expansion.

We have used our approach to calculate the spin-diffusion coefficient $D$ in three-dimensional Heisenberg magnets with nearest-neighbor and next-nearest-neighbor exchange on simple cubic and body centered cubic lattices. Our numerical results for $D$ are by a factor of up to two smaller than older predictions based on the extrapolation of the short-time expansion [3–5, 10–13], although the experimental result for $D$ reported in Ref. [14] is still somewhat smaller than our prediction. Furthermore, contrary to these older approaches [3–5, 10–13], our method predicts anomalous diffusion in reduced dimensions $d \leq 2$. In particular, in $d = 1$ our result $D(\omega) \propto |\omega|^{-1/3}$ for the frequency-dependence of the generalized diffusion coefficient agrees with recent investigations of spin chains [16–24], at least in cases where convergence of different numerical and analytic approaches has been achieved. Finally, we have also used our approach to calculate the full $k$-dependence of the dynamic structure factor $S(k, \omega)$ at high temperatures, which allows us to relate the short-distance behavior of $S(k, \omega)$ to the nature of competing exchange interactions.

The methods developed in this work can be extended in many directions. Although here we have focused on the solution of the integral equation (3.51) for the dissipation energy $\Delta(k, i\omega)$ at high temperatures, we have preliminary evidence [44] that Eq. (3.51) gives sensible results in the entire paramagnetic regime. In particular, by solving this integral equation for temperatures slightly above the critical temperature we can investigate the critical spin dynamics of Heisenberg magnets. Our method can also be used as an unbiased approach to frustrated quantum spin systems where even the calculation of thermodynamics like the phase diagram poses a serious challenge. In this context FRG approaches employing representations of the spin operators in terms of Abrikosov pseudo-fermions [63–68] have been successfully used to calculate static ground state properties of quantum spin systems. On the other hand, dynamic properties such as the dynamic structure factor have so far not been calculated within the pseudofermion FRG; in fact, at this point it is not clear whether the corresponding technical problems will be solved in the near future. Moreover, at finite temperatures the pseudofermion FRG becomes inaccurate because it introduces unphysical Hilbert space sectors. Although this problem can be elegantly avoided using an SO(3)-symmetric representation of the spin operators in terms of Majorana fermions [69], this pseudo-Majorana FRG exhibits an unphysical divergence in the limit of vanishing temperature. In contrast, our SFRG approach allows us to calculate the spin-spin correlation function $G(k, \omega)$ for vanishing and finite frequencies at all temperatures where the spin-rotational invariance is not spontaneously broken. In fact, by numerically solving the flow equations (3.42) and (3.44) we can in principle obtain both the static spin self-energy $\Sigma(k)$ and the dynamic dissipation energy $\Delta(k, i\omega)$. Although the direct numerical solution of the flow equations (3.42) and (3.44) is beyond the scope of this work, we believe that the numerical solution of these equations will be very rewarding because it will allow us to obtain the dynamic structure factor $S(k, \omega)$ of frustrated spin systems at low temperatures $T \ll |J|$, a quantity which is not accessible with pseudofermion FRG methods [63–69].

For completeness it should be mentioned that the idea
of working directly with physical spin correlation functions is also central to the equation of motion approach for quantum spin systems pioneered by Bogolyubov, Tyablikov, and others [70,72]. In this approach the infinite hierarchy of equations of motion for the spin correlation functions is closed by some decoupling procedure for correlation functions involving more than two spins, resulting in a closed self-consistency equation for the spin-spin correlation function. A notable example is given by the Tyablikov-decoupling [70,72] which for $S = 1/2$ Heisenberg ferromagnets amounts to approximating a mixed three-spin correlation function by a product of a transverse two-spin correlation function and the magnetization. While in the ordered phase this seems to be a reasonable approximation, it is only of limited use in the paramagnetic zero-field limit, especially when we are interested in the dynamics. An important difference between our SFRG approach and methods based on the decoupling of equations of motion for spin correlation functions is that SFRG is formulated in terms of irreducible vertices, which provide a more compact parametrization of higher order spin correlations and allow for sophisticated truncation strategies compatible with the constraints imposed by the Ward identities and the ergodicity of the system.

Experimentally, the dynamic structure factor can be measured via inelastic neutron scattering. Moreover, the nuclear spin-lattice relaxation rate in magnetic insulators measured in nuclear magnetic resonance (NMR) experiments is proportional to a weighted Brillouin zone average of $S(k, \omega_N)$, where the NMR frequency $\omega_N$ is usually much smaller than the exchange couplings $J_{ij}$. Our results for $S(k, \omega)$ presented in Sec. 5 can therefore be used to calculate the high-temperature behavior of the NMR relaxation rate in Heisenberg magnets.
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APPENDIX A: HIGH-TEMPERATURE SPIN DIFFUSION ON A BCC LATTICE

In this appendix we give some technical details of the solution of the integral equation (3.51) for the dissipation energy $\Delta(k, i\omega)$ on a body-centered cubic lattice at $T = \infty$ including next-nearest-neighbor exchange. The geometry is shown in Fig. 2. The self-energy contribution to the relevant high-temperature limit of the kernel $V(k, q)$ in Eq. (4.6) can then be written as

\[
2\Sigma_2(q) - \Sigma_2(q + k) - \Sigma_2(q - k) = \frac{2J^2}{3} \left[ \gamma_{b, b} - \gamma_{q+k} - \gamma_{q-k} \right] + \frac{J^2}{2} \left[ 2\gamma_q - \gamma_{q+k} - \gamma_{q-k} \right],
\]

(A1)

where the form factors $\gamma_{b, b}$ and $\gamma_k$ are defined in Eqs. (4.21) and (4.22). Analogously to Eq. (4.15), it is convenient to introduce again the dimensionless quantities $\tilde{\Delta}(k, i\omega) = \Delta(k, i\omega)/(|J_1|/\sqrt{b_0})$ and $\tilde{\omega} = \omega/(|J_1|/\sqrt{b_0})$. The solution of our integral equation (3.51) can then be expressed in terms of six independent form factors,

\[
\begin{align*}
\tilde{\Delta}_1^b(i\omega) &= (1 - \gamma_{b, b}) \tilde{\Delta}_1^b(i\omega) + (1 - \gamma_k) \tilde{\Delta}_1^s(i\omega) \\
&\quad + (1 - \gamma_{2b}) \tilde{\Delta}_2^b(i\omega) + (1 - \gamma_{k, s}) \tilde{\Delta}_2^s(i\omega) \\
&\quad + (1 - \gamma_{b, s}) \tilde{\Delta}_2^b(i\omega) + (1 - \gamma_{2b}) \tilde{\Delta}_2^s(i\omega),
\end{align*}
\]

(A2)

where the off-diagonal form factor $\gamma_k$ can be obtained by setting $d = 3$ in the general definition (4.17),

\[
\gamma_k = \frac{1}{3} \left[ \cos(k_x a) \cos(k_y a) + \cos(k_y a) \cos(k_z a) + \cos(k_z a) \cos(k_x a) \right],
\]

(A3)

and the mixed form factor $\gamma_{b, b, s}$ is given by

\[
\gamma_{b, b, s} = \frac{1}{3} \left[ \cos \left( \frac{3k_x a}{2} \right) \cos \left( \frac{k_y a}{2} \right) \cos \left( \frac{k_z a}{2} \right) \right] + (x \leftrightarrow z) + (x \leftrightarrow y).
\]

(A4)

Introducing a short notation for the ratio of exchange couplings,

\[
\mu = J_2/J_1,
\]

the system (4.9) of self-consistency equations then reduces to the following six coupled equations,

\[
\begin{align*}
\tilde{\Delta}_1^b(i\omega) &= \frac{4}{3b_0^2} \int_q \tilde{\omega} + \tilde{\Delta}(q, i\omega) + 8 \int_q \frac{1 + 3\gamma_q + 3\gamma_k}{|\tilde{\omega}| + \tilde{\Delta}(q, i\omega)} - \tilde{\Delta}_2^b(i\omega) - 2\tilde{\Delta}_2^s(i\omega), \\
\tilde{\Delta}_2^b(i\omega) &= -4 \int_q \tilde{\omega} + \tilde{\Delta}(q, i\omega) + 8 \int_q 1 + 3\gamma_q + 3\gamma_k, \\
\tilde{\Delta}_2^s(i\omega) &= -24 \mu \int_q \tilde{\omega} + \tilde{\Delta}(q, i\omega) + 8 \int_q 1 + 3\gamma_q + 3\gamma_k,
\end{align*}
\]

(A6a) - (A6c)

\[
\begin{align*}
\tilde{\Delta}_1^s(i\omega) &= -12 \int_q \tilde{\omega} + \tilde{\Delta}(q, i\omega) + 8 \int_q 1 + 3\gamma_q + 3\gamma_k, \\
&\quad + 24 \mu \int_q \tilde{\omega} + \tilde{\Delta}(q, i\omega) + 8 \int_q 1 + 3\gamma_q + 3\gamma_k, \\
&\quad + \mu^2 \int_q \tilde{\omega} + \tilde{\Delta}(q, i\omega) + 8 \int_q 1 + 3\gamma_q + 3\gamma_k,
\end{align*}
\]

(A6d)
\[ \Delta_2^{sc,\perp}(i\omega) = -12(1 + \mu^2) \int_q \frac{1}{|q|} \sum_\mathcal{q} \gamma_{q,i\omega} \Delta(q,i\omega). \] (A6c)

\[ \Delta_2^{sc,\parallel}(i\omega) = -3\mu^2 \int_q \frac{\gamma_{2q}}{|q|} \Delta(q,i\omega). \] (A6f)

According to Eq. (3.54), the spin-diffusion coefficient \( D \) can then be obtained from the term of order \( k^2 \) in the expansion of \( \Delta(k,0) = |J_1|\sqrt{b_0} \Delta(k,0) \) in powers of the momentum, so that we finally arrive at the following expression for the spin-diffusion coefficient in the limit of infinite temperature,

\[
D = \frac{|J_1|\sqrt{b_0} a^2}{6} \left[ \frac{3}{4} \Delta_1^{bcc}(0) + 3 \Delta_2^{bcc,\parallel}(0) + \frac{11}{4} \Delta_2^{bcc,\perp}(0) + \Delta_2^{sc,\parallel}(0) + 4 \Delta_2^{sc,\perp}(0) + 2 \Delta_2^{sc,\perp}(0) \right].
\] (A7)

**APPENDIX B: HIGH-TEMPERATURE SPIN DIFFUSION ON HYPERCUBIC LATTICES**

Here we give some technical details of the solution of the integral equation (3.51) on hypercubic lattice in dimensions \( d = 1, 2, 3 \) for a Heisenberg model with nearest-neighbor exchange \( J_1 \) and next-nearest-neighbor exchange \( J_2 \).

1. **One dimension**

Setting again \( \mu = J_2/J_1 \), the Fourier transform of the exchange interaction in \( d = 1 \) is

\[ J(k) = 2J_1 \cos(kx) + \mu \cos(2kx). \] (B1)

At high temperatures the self-energy contribution to the kernel \( V(k,q) \) in Eq. (4.6) can then be written as

\[
2\Sigma_2(q) - \Sigma_2(q + k) - \Sigma_2(q - k) = \frac{J_2^2}{2} \left[ 2 \cos(qx) - \cos((qx + kx) - \cos((qx - kx) - \mu^2 \left[ 2 \cos(2qx) - \cos(2qx + kx) - \cos(2qx - kx) - \cos(2qx - kx) \right] \right].
\] (B2)

The solution of the integral equation (3.51) in \( d = 1 \) can then be written as \( \Delta(k,x) = |J_1|b_0\Delta(k_x,i\omega) \), where the dimensionless function \( \Delta(k_x,i\omega) \) can be expressed in terms of four different form factors,

\[ \Delta(k_x,i\omega) = \sum_{j=1}^4 \sqrt{1 - \cos(jk_x)} \Delta_j(i\omega). \] (B3)

With the abbreviations \( \int_q = a^2 \int_{-\pi/a}^{\pi/a} \frac{dq}{2\pi} \) and \( \tilde{\omega} = \omega/(|J_1|b_0) \) the self-consistency equations (4.9) for the amplitudes reduce to

\[
\Delta_1(i\omega) = \frac{1}{3b_0} \int_{q_x} \frac{\cos(q_x)}{|q| + \Delta(q_x,i\omega)} + 2 \int_{q_x} \frac{1 + \cos(2q_x)}{|q| + \Delta(q_x,i\omega)} - \Delta_3(i\omega),
\] (B4a)

\[
\Delta_2(i\omega) = \frac{\mu^2}{3b_0} - 1 \int_{q_x} \frac{\cos(2q_x)}{|q| + \Delta(q_x,i\omega)} + 2 \mu \int_{q_x} \frac{\cos(q_x) + \mu}{|q| + \Delta(q_x,i\omega)} - \Delta_3(i\omega) - 2\Delta_4(i\omega),
\] (B4b)

\[
\Delta_3(i\omega) = -2\mu \int_{q_x} \frac{\cos(3q_x)}{|q| + \Delta(q_x,i\omega)},
\] (B4c)

\[
\Delta_4(i\omega) = -\mu^2 \int_{q_x} \frac{\cos(4q_x)}{|q| + \Delta(q_x,i\omega)}. \] (B4d)

For small frequencies \( |\tilde{\omega}| \ll 1 \) we obtain for the amplitudes to leading order

\[
\Delta_1(i\omega) = \left( 4 + \frac{1}{3b_0} + 2\mu \right) \left[ \frac{3b_0'}{2(1 + 4\mu^2)|\tilde{\omega}|} \right]^{1/3},
\] (B5a)

\[
\Delta_2(i\omega) = \left( \frac{\mu^2}{3b_0} - 1 + 4\mu^2 + 4\mu \right) \left[ \frac{3b_0'}{2(1 + 4\mu^2)|\tilde{\omega}|} \right]^{1/3},
\] (B5b)

\[
\Delta_3(i\omega) = -2\mu \left[ \frac{3b_0'}{2(1 + 4\mu^2)|\tilde{\omega}|} \right]^{1/3},
\] (B5c)

\[
\Delta_4(i\omega) = -\mu^2 \left[ \frac{3b_0'}{2(1 + 4\mu^2)|\tilde{\omega}|} \right]^{1/3}. \] (B5d)

Substituting these expressions into Eq. (B3) and expanding to second order in \( k_x \) we obtain the anomalous spin-diffusion coefficient in \( d = 1 \),

\[
D(i\omega) = \frac{|J_1|\sqrt{b_0} a^2}{2} \left[ \Delta_1(i\omega) + 4\Delta_2(i\omega) + 9\Delta_3(i\omega) + 16\Delta_4(i\omega) \right]
\]

\[
\left[ |J_1|(1 + 4\mu^2)^2 \right]^{1/3} \left[ \frac{144|\tilde{\omega}|}{144|\tilde{\omega}|} \right] ^{1/3} \sqrt{J_1^2 + 4J_2^2a^2}. \] (B6)

2. **Square lattice**

On a square lattice the Fourier transform of the exchange couplings with nearest-neighbor exchange \( J_1 \) and next-nearest-neighbor exchange \( J_2 = \mu J_1 \) is

\[ J(k) = 4J_1 [\gamma_k + \mu \gamma_k]. \] (B7)
where now

$$
\gamma_k = \frac{1}{2} [\cos(k_x a) + \cos(k_y a)], \quad (B8)
$$

$$
\gamma_k^+ = \cos(k_x a) \cos(k_y a). \quad (B9)
$$

The self-energy contribution to the high temperature kernel $V(k, q)$ defined in Eq. (4.10) can then be written as

$$
2\Sigma_2(q) - \Sigma_2(q + k) - \Sigma_2(q - k) = \frac{J_0^2}{3} \left[ 2\gamma_q - \gamma_{q+k} - \gamma_{q-k} + \mu^2 \left( \gamma_{q}^+ - \gamma_{q+k}^+ - \gamma_{q-k}^+ \right) \right]. \quad (B10)
$$

The solution of the integral equation (3.51) can be expressed in terms of five different form factors,

$$
\tilde{\Delta}(k, i\omega) = (1 - \gamma_k)\tilde{\Delta}_1(i\omega) + (1 - \gamma_k)\Delta_2^\parallel(i\omega)
+ (1 - \gamma_k^+)\Delta_2^\perp(i\omega) + (1 - \gamma_k^{(2,1)})\tilde{\Delta}_{2,1}(i\omega), \quad (B11)
$$

where we have introduced the mixed form factor

$$
\gamma_k^{(2,1)} = \frac{1}{2} \left[ \cos(2k_x a) \cos(k_y a) + \cos(k_x a) \cos(2k_y a) \right]. \quad (B12)
$$

The self-consistency equations (4.9) for the amplitudes can then be written in the following form

$$
\tilde{\Delta}_1(i\omega) = \frac{2}{3b_0} \int q \frac{\gamma_q}{|\omega| + \Delta(q, i\omega)} + 4 \int q \frac{1 + \gamma_{2q} + 2\gamma_{q}^+}{|\omega| + \Delta(q, i\omega)} - \tilde{\Delta}_{2,1}(i\omega), \quad (B13a)
$$

$$
\tilde{\Delta}_2^\parallel(i\omega) = -2(1 + 2\mu^2) \int q \frac{\gamma_{2q}}{|\omega| + \Delta(q, i\omega)}, \quad (B13b)
$$

$$
\tilde{\Delta}_2^\perp(i\omega) = \left( \frac{2\mu^2}{3b_0} - 4 \right) \int q \frac{\gamma_{q}^+}{|\omega| + \Delta(q, i\omega)}
+ 8\mu \int q \frac{\gamma_{q}^-}{|\omega| + \Delta(q, i\omega)} + 4\mu^2 \int q \frac{1}{|\omega| + \Delta(q, i\omega)}
+ 8\mu^2 \int q \frac{\gamma_{2q}^-}{|\omega| + \Delta(q, i\omega)} - \tilde{\Delta}_{2,1}(i\omega) - 2\tilde{\Delta}_{2,2}(i\omega), \quad (B13c)
$$

$$
\tilde{\Delta}_{2,2}(i\omega) = -2\mu^2 \int q \frac{\gamma_{2q}^-}{|\omega| + \Delta(q, i\omega)} \quad (B13d)
$$

$$
\tilde{\Delta}_{2,1}(i\omega) = -8\mu \int q \frac{\gamma_{q}^{(2,1)}}{|\omega| + \Delta(q, i\omega)} \quad (B13e)
$$

For small frequencies $|\omega| \ll |J_1|$ the solution of the above equations is to leading logarithmic order given by

$$
\tilde{\Delta}_1(i\omega) = 2 \left( \frac{1}{3b_0^2} + 8 + 4\mu \right) \sqrt{\frac{b_0 \ln \left( \frac{|J_1| \sqrt{1 + 2\mu^2}}{\sqrt{2\pi |\omega|}} \right)}{2\pi (1 + 2\mu^2)}}, \quad (B14a)
$$

$$
\tilde{\Delta}_2^\parallel(i\omega) = -2(1 + 2\mu^2) \sqrt{\frac{b_0 \ln \left( \frac{|J_1| \sqrt{1 + 2\mu^2}}{\sqrt{2\pi |\omega|}} \right)}{2\pi (1 + 2\mu^2)}}, \quad (B14b)
$$

$$
\tilde{\Delta}_2^\perp(i\omega) = 2 \left( 8\mu^2 + 8\mu + \frac{\mu^2}{3b_0^2} - 2 \right) \times \sqrt{\frac{b_0 \ln \left( \frac{|J_1| \sqrt{1 + 2\mu^2}}{\sqrt{2\pi |\omega|}} \right)}{2\pi (1 + 2\mu^2)}}, \quad (B14c)
$$

$$
\tilde{\Delta}_{2,2}(i\omega) = -2\mu^2 \sqrt{\frac{b_0 \ln \left( \frac{|J_1| \sqrt{1 + 2\mu^2}}{\sqrt{2\pi |\omega|}} \right)}{2\pi (1 + 2\mu^2)}}, \quad (B14d)
$$

$$
\tilde{\Delta}_{2,1}(i\omega) = -8\mu \sqrt{\frac{b_0 \ln \left( \frac{|J_1| \sqrt{1 + 2\mu^2}}{\sqrt{2\pi |\omega|}} \right)}{2\pi (1 + 2\mu^2)}}. \quad (B14e)
$$

The resulting anomalous diffusion coefficient on a square lattice is

$$
D(i\omega) = \frac{|J_1| \sqrt{b_0^2 a^2}}{4} \left[ \tilde{\Delta}_1(i\omega) + 4\tilde{\Delta}_2^\parallel(i\omega) + 2\tilde{\Delta}_2^\perp(i\omega)
+ 8\tilde{\Delta}_{2,2}(i\omega) + 5\tilde{\Delta}_{2,1}(i\omega) \right]
\times \sqrt{\frac{\ln \left( \frac{|J_1| \sqrt{1 + 2\mu^2}}{\sqrt{2\pi |\omega|}} \right)}{24\pi}} |J_1| \sqrt{1 + 2\mu^2} a^2. \quad (B15)
$$

Keeping in mind that $|J_1| \sqrt{1 + 2\mu^2} = \sqrt{J_0^2 + J_2^2}$, we see that in the expansion of $\Delta(k, i\omega)$ to order $k^2$ the next-nearest-neighbor interaction $J_2$ can be taken into account via the following replacement of the nearest-neighbor interaction, $|J_1| \to \sqrt{J_0^2 + (a'/a)^2 J_2^2}$, where $a'$ is the distance between next-nearest neighbors. From Eq. (3.10), it is clear that this is also true in one dimension. Effects depending on the sign of $J_2/J_1$ can only be seen by expanding $\Delta(k, i\omega)$ beyond the leading order, implying that these effects are only visible for momenta $ka = O(1)$.

### 3. Simple cubic lattice

For a simple cubic lattice with nearest-neighbor exchange $J_1$ and next-nearest-neighbor exchange $J_2 = \mu J_1$ the Fourier transform of the exchange interaction is

$$
J(k) = 6J_1 \gamma_k + 2\mu \gamma_k^+. \quad (B16)
$$

where the form factors $\gamma_k$ and $\gamma_k^+$ are defined in Eqs. (4.22) and (A3), respectively. The self-energy contribution to the high temperature kernel $V(k, q)$ defined
in Eq. (4.6) is then
\[
2\Sigma_2(q) - \Sigma_2(q + k) - \Sigma_2(q - k) = \frac{J^2}{2} \left[ 2\gamma - \gamma_{q+k} - \gamma_{q-k} + 2\mu^2 (2\gamma - \gamma_{q+k} + \gamma_{q-k}) \right].
\]  
\[\text{(B17)}\]

At high temperatures, the solution \(\Delta(k, \omega)\) of the integral equation (3.51) can be expressed in terms of seven different form factors. Hence, the dimensionless dissipation energy \(\Delta(k, \omega) = \Delta(k, \omega)/(|J_1|\sqrt{B_0})\) can be written in the following form,
\[
\Delta(k, \omega) = (1 - \gamma_k)\Delta_1(i\omega) + (1 - \gamma_{2k})\Delta_{2}(i\omega)
+ (1 - \gamma_{2k})\Delta_{2}(i\omega) + (1 - \gamma_{k})\Delta_{21,0}(i\omega)
+ (1 - \gamma_{k})\Delta_{21,1}(i\omega),
\]  
\[\text{(B18)}\]

where we have introduced three additional form factors
\[
\gamma_{k}^{(2,1,0)} = \frac{1}{6} \left[ \cos(2k_x a) \cos(k_y a) + \cos(k_x a) \cos(2k_y a) \right] + (x \leftrightarrow z) + (y \leftrightarrow z),
\]  
\[\text{(B19a)}\]
\[
\gamma_{k}^{(2,1,1)} = \frac{1}{3} \left[ \cos(2k_x a) \cos(k_y a) \cos(k_z a) + \cos(k_x a) \cos(k_y a) \cos(k_z a) \right] + (x \leftrightarrow z) + (y \leftrightarrow z),
\]  
\[\text{(B19b)}\]
\[
\gamma_{k}^{(1,1,1)} = \cos(k_x a) \cos(k_y a) \cos(k_z a).
\]  
\[\text{(B19c)}\]

The self-consistency equations (4.9) for the amplitudes are
\[
\tilde{\Delta}_1(i\omega) = \frac{1}{b_0} \int_q \frac{\gamma q}{|\omega| + \Delta(q, i\omega)} + 6 \int_q \frac{1 + \gamma_2q + 4\gamma_{q}^2}{|\omega| + \Delta(q, i\omega)}
- \tilde{\Delta}_{2,1,0}(i\omega) - \tilde{\Delta}_{1,1,1}(i\omega),
\]  
\[\text{(B20a)}\]
\[
\tilde{\Delta}_2(i\omega) = -3(1 + 4\mu^2) \int_q \frac{\gamma q}{|\omega| + \Delta(q, i\omega)},
\]  
\[\text{(B20b)}\]
\[
\tilde{\Delta}_2^\perp(i\omega) = \left( \frac{2\mu^2}{b_0} + 24\mu^2 - 12 \right) \int_q \frac{\gamma q}{|\omega| + \Delta(q, i\omega)}
+ 24\mu \int_q \frac{\gamma q}{|\omega| + \Delta(q, i\omega)} + 12\mu^2 \int_q \frac{1 + 2\gamma_{2q}}{|\omega| + \Delta(q, i\omega)}
- \tilde{\Delta}_{2,1,0}(i\omega) - \tilde{\Delta}_{1,1,1}(i\omega) - 2\tilde{\Delta}_{2,1,0}(i\omega) - 2\tilde{\Delta}_{2,1,1}(i\omega),
\]  
\[\text{(B20c)}\]
\[
\tilde{\Delta}_{2,1,2}(i\omega) = -6\mu^2 \int_q \frac{\gamma q}{|\omega| + \Delta(q, i\omega)},
\]  
\[\text{(B20d)}\]
\[
\tilde{\Delta}_{2,1,0}(i\omega) = -24\mu \int_q \frac{\gamma q}{|\omega| + \Delta(q, i\omega)},
\]  
\[\text{(B20e)}\]
\[
\tilde{\Delta}_{2,1,1}(i\omega) = -24\mu^2 \int_q \frac{\gamma q}{|\omega| + \Delta(q, i\omega)},
\]  
\[\text{(B20f)}\]
\[
\tilde{\Delta}_{1,1,1}(i\omega) = -24\mu \int_q \frac{\gamma q}{|\omega| + \Delta(q, i\omega)},
\]  
\[\text{(B20g)}\]

The spin-diffusion coefficient at infinite temperature is then given by
\[
\mathcal{D} = \frac{|J_1|}{6} \sqrt{B_0} \mu^2 \left[ \tilde{\Delta}_1(0) + 4\tilde{\Delta}_2^\perp(0) + 2\tilde{\Delta}_2^\parallel(0) + 28\tilde{\Delta}_2(0) + 5\tilde{\Delta}_{2,1,0}(0) + 6\tilde{\Delta}_{2,1,1}(0) + 3\tilde{\Delta}_{1,1,1}(0) \right].
\]  
\[\text{(B21)}\]

In Fig. 11 we show a graph of \(\mathcal{D}\) for spin \(S = 1/2\) as a function of \(\mu = J_2/J_1\). The asymmetry with respect to \(\mu \rightarrow -\mu\) has also been found on a bcc lattice in Fig. 3. In contrast, in reduced dimensions the anomalous spin-diffusion coefficient \(\mathcal{D}(\omega)\) in Eqs. (B16) and (B15) is symmetric with respect to \(\mu \rightarrow -\mu\).
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