ANOMALOUS BEHAVIOUR IN LOSS-GRADIENT BASED INTERPRETABILITY METHODS
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ABSTRACT

Loss-gradients are used to interpret the decision making process of deep learning models. In this work, we evaluate loss-gradient based attribution methods by occluding parts of the input and comparing the performance of the occluded input to the original input. We observe that the occluded input has better performance than the original across the test dataset under certain conditions. Similar behaviour is observed in sound and image recognition tasks. We explore different loss-gradient attribution methods, occlusion levels and replacement values to explain the phenomenon of performance improvement under occlusion.

1 INTRODUCTION

Quantitative evaluation of interpretability methods usually involves the ranking of input features using an interpretability algorithm, occluding parts of the input based on the ranking and measuring the change in the output as a result. Different techniques can be found in Samek et al. (2017); Fong & Vedaldi (2017); Petsiuk et al. (2018); Kindermans et al.; Feng et al. (2018); Carter et al. (2021). Hooker et al. (2019) suggests that re-training a model from random initialization is required to have a more accurate evaluation of interpretability methods because the training and test data need to have similar distributions.

Most research focuses on the highest ranked input features and the effects of occluding them. If the interpretability algorithm is good at identifying important features for the deep learning model then occluding the highest ranked features should cause a larger decrease in performance compared to an inferior interpretability algorithm. Hooker et al. (2019) show that removing the lowest ranked features for saliency map based attribution methods causes the perform to degrade slower. Kim et al. (2019) perform experiments with the lowest ranked features of loss-gradient based methods but they do not report any results about performance improvements. Ancona et al. show an example where occluding the lowest ranked features increases the pre-softmax activation, however they do not investigate it further.

Our work evaluates loss-gradient based attribution methods, focusing on how different occlusion levels and replacement values impact the test accuracy for a given model and attribution method. We focus on the highest and lowest ranked features. Our code can be found at[1] and the results can be summarised as follows:

1. Removing the lowest ranked inputs can cause the performance to improve over the unchanged input;
2. The sign of the gradients is important to the ranking process which seems counter-intuitive to the idea that the sign of the gradient just indicates the direction, not the importance of the input;

[1]https://github.com/VinodS7/investigate-gradients
3. Replacing the input with different values changes the performance and appears related to the sign of the gradients.

2 LOSS-GRADIENT ATTRIBUTION METHODS

Kim et al. (2019) show that loss-gradients are perpendicular to the decision boundary. Additionally, in adversarial attack literature the input is perturbed in the direction of the loss gradient in order to change the prediction (Szegedy et al.; Goodfellow et al., 2014). Given that our eventual goal is to bridge the gap between adversarial robustness and interpretability we decided to use loss-gradient based methods over saliency based methods.

The loss-gradient is the gradient of the loss with respect to the input to the model. For a model $D$ which has input $x \in \mathbb{R}^{m \times n}$ with ground truth label $t$ and loss function $L$, the loss-gradient $g \in \mathbb{R}^{m \times n}$ can be computed as:

$$ g = \frac{dL(D(x), t)}{dx} $$

(1)

Based on the loss-gradient computation we use three attribution methods and we compare them to random removal of inputs. The first method is the unprocessed loss-gradients (grad$\_\text{orig}$) calculated in equation 1. The second method is the absolute value of the gradients (abs$\_\text{grad}$) motivated by Hooker et al. (2019) who observed slight performance improvements with the absolute value of the gradients over the raw values. The third method is multiplying the gradient with the input (grad$\_\text{inp}$) motivated by Shrikumar et al. (2017). The equations for the last two methods are:

$$ \text{Absolute gradient (abs$\_\text{grad}$)} = \left| \frac{dL(D(x), t)}{dx} \right| $$

$$ \text{Gradient } \times \text{ input (grad$\_\text{inp}$)} = \frac{dL(D(x), t)}{dx} \times x $$

Once the attributes are obtained they need to be ranked in order to determine what input features to occlude. We want the highest ranked attributes to correspond to the most important input features and the lowest ranked attributes to correspond to the least important input features. For the absolute gradient method the attributes are arranged in descending order so the highest valued attribute corresponds to the highest ranked attribute. The other two methods contain positive and negative valued attributes and depending on how the loss function is implemented the signs could be inverted. We use the loss functions implemented in pytorch and our experiments show that the negative gradients rank highest and the positive gradients rank lowest.

3 EXPERIMENTAL SETUP

We conduct experiments on two tasks, singing voice detection (Humphrey et al., 2019) as the audio recognition task and image recognition on MNIST dataset (LeCun et al., 2010). We use the model from Schluter & Grill (2015) for singing voice detection, the output of this model has a single head and is passed through a sigmoid function. If the output is closer to 1 then the audio contains singing voice and if the output is closer to 0 then the audio does not contain singing voice. We use the Area Under the Receiver Operating Characteristic curve (AUROC) to evaluate the model as it bypasses the need to set a threshold for classification. We train 4 versions of this model and the average AUROC across the models is 0.961. The loss function for this model is the binary cross entropy.

We simplify MNIST to a binary class problem between the "0" and "1" digits to keep it comparable to the singing voice detection task and to simplify the analysis. So all digits except the "0" and "1" digits are removed from the training and testing dataset. We use the example models from pytorch for the experiments. The output of the model has two heads that are passed through logsoftmax.

The performance is evaluated using test accuracy. We train 5 versions of this model and the average accuracy is 99.99%. The loss function used is the negative log likelihood.

2 pytorch.org
3 https://github.com/pytorch/examples/tree/master/mnist
4 Experiments and Results

4.1 Evaluating different attribution methods

We evaluate the model at 6 different occlusion levels, 10%, 30%, 50%, 70%, 90% and a special case, for MNIST this is at 99.71% which corresponds to 782 out of 784 pixels and for singing voice it is 98.91% which corresponds to 9100 out of 9200 bins. The results are reported for the case of removing the highest ranked input features and the lowest ranked input features and the values are averaged across 5 models trained for each task. Figure 1 shows the results of this experiment.

The behavior of the model after absolute gradient occlusion is as expected. Removing the highest ranked gradients causes the performance to degrade. Removing the lowest ranked features causes negligible performance change in the MNIST dataset until 99.71% pixels are occluded, for singing voice detection the performance improves over normal evaluation for certain occlusion levels when removing the least important gradients. Finally, the grad inp degrades the performance more than the grad orig while removing the highest ranked features. For grad orig and grad inp the performance is worse than random chance while removing the highest ranked features which suggests that the occluded input consistently fools the classifier into predicting the wrong label, the increase in AUROC for singing voice detection indicates that the model is moving closer to a random classifier because informative features are occluded.

We visualize the scenario where 99.71% of the lowest ranked features of the input is occluded on the MNIST dataset in Figure 2. We observe a clear pattern where the central white pixels remain for the number 1 and the off centre white pixels remain for the number 0. Irrespective of the attribution method the two pixels remaining are the same. These examples suggest that there is an over emphasis on a small cluster of pixels to make a prediction.

4.2 Evaluating different replacement values

In the previous experiment the occluded features in the input were replaced by the average value of the dataset. In this experiment we change the values that we are occluding the input with. We evaluate the performance at different occlusion levels for the grad orig method by replacing the features with the input minimum, input maximum and dataset mean. The results are shown in figure 4. Replacing the occluded parts with the input minimum and mean has roughly similar behaviour for both tasks. Replacing by the input maximum inverts the behaviour of the model towards occluding by the highest and lowest ranked features.
In the two pixel scenario for MNIST we observe that replacing by the input minimum instead of the mean the accuracy drops from 99.5% to 78.7% which suggests that the replacement values are important. In figure 5 we compare the behaviour of replacing the highest ranked and lowest ranked features with the input maximum and the mean. In image 5a the lowest ranked features are replaced by the mean the output is predicted correctly as "1", we could infer that those central white pixels are important for prediction. Replacing by the input maximum in image 5c changes the prediction to "0" even though the same central white pixels are present. In image 5d we replace the highest ranked pixels with the mean and the prediction is "0" however replacing with the input maximum in image 5e is correctly predicted as "1". The similarity between image 5b and 5e is that the edge between the white and dark pixels is preserved.

Figure 5: Replacing with mean and input maximum (max) of 90% of lowest ranked (low) and highest ranked (high) features

5 Conclusion

In this work we evaluate loss-gradient based attribution methods. We observe that the sign of the attribution method is important in the ranking process and the replacement value determines how the removed input features affect model placement. Our results suggest that the most important factor is the preservation of edges of the object. Future work will continue to explore the relationship of the replacement values with the occluded input features and also try to explain why the gradient x input method outperforms the raw gradients as an attribution method.
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A Appendix

A.1 MNIST sigmoid model and normal MNIST

To bridge the gap between the logsoftmax MNIST model and the sigmoid singing voice detection model we create a sigmoid MNIST model with a single output where the output 1 is assigned to the label "1" and the output 0 is assigned to the label "0". We set a threshold of 0.5 for classification. We also redo the experiments for the 10-class MNIST dataset to show that this is not a phenomenon that is unique to binary classification problem. The average accuracy of the 10 class logsoftmax model is 99.03%, of the 2 class logsoftmax model is 99.95% and of the sigmoid model is 99.95%. The results are shown in table 1 in all these results the occluded inputs are replaced with the dataset mean.

Table 1: Performance for different occlusion levels. For the last 3 columns, the value on the left corresponds to the accuracy when removing the lowest ranked features and the value on the right is the accuracy when removing highest ranked features

(a) MNIST LogSoftmax model

| Occlusion % | random   | abs_grad | grad_orig | grad_inp |
|-------------|----------|----------|-----------|----------|
| 10          | 0.999    | 0.999 / 0.959 | 1.0 / 0.741 | 1.0 / 0.566 |
| 30          | 0.999    | 0.999 / 0.671 | 1.0 / 0.435 | 1.0 / 0.220 |
| 50          | 0.998    | 0.999 / 0.553 | 1.0 / 0.430 | 1.0 / 0.219 |
| 70          | 0.998    | 0.999 / 0.539 | 1.0 / 0.411 | 1.0 / 0.213 |
| 90          | 0.946    | 0.999 / 0.537 | 1.0 / 0.348 | 1.0 / 0.204 |
| 99.71       | 0.550    | 0.975 / 0.537 | 0.995 / 0.531 | 0.999 / 0.441 |

(b) MNIST sigmoid model

| Occlusion % | random   | abs_grad | grad_orig | grad_inp |
|-------------|----------|----------|-----------|----------|
| 10          | 0.999    | 0.999 / 0.959 | 1.0 / 0.741 | 1.0 / 0.567 |
| 30          | 0.999    | 0.999 / 0.665 | 1.0 / 0.393 | 1.0 / 0.276 |
| 50          | 0.999    | 0.999 / 0.556 | 1.0 / 0.390 | 1.0 / 0.274 |
| 70          | 0.998    | 0.999 / 0.539 | 1.0 / 0.384 | 1.0 / 0.275 |
| 90          | 0.970    | 0.999 / 0.537 | 0.999 / 0.350 | 0.999 / 0.277 |
| 99.71       | 0.571    | 0.982 / 0.537 | 0.999 / 0.517 | 1.0 / 0.397 |

(c) MNIST LogSoftmax 10

| Occlusion % | random   | abs_grad | grad_orig | grad_inp |
|-------------|----------|----------|-----------|----------|
| 10          | 0.984    | 0.990 / 0.693 | 0.996 / 0.585 | 0.995 / 0.567 |
| 30          | 0.928    | 0.987 / 0.368 | 0.985 / 0.459 | 0.994 / 0.276 |
| 50          | 0.730    | 0.979 / 0.252 | 0.978 / 0.416 | 0.994 / 0.274 |
| 70          | 0.427    | 0.952 / 0.188 | 0.965 / 0.362 | 0.993 / 0.275 |
| 90          | 0.205    | 0.772 / 0.140 | 0.892 / 0.224 | 0.984 / 0.277 |
| 99.71       | 0.119    | 0.150 / 0.115 | 0.220 / 0.114 | 0.265 / 0.397 |