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ABSTRACT

One of the most demanding tasks in astronomical image processing—in terms of precision—is the centroiding of stars. Upcoming large surveys are going to take images of billions of point sources, including many faint stars, with short exposure times. Real-time estimation of the centroids of stars is crucial for real-time PSF estimation, and maximal precision is required for measurements of proper motion.

The fundamental Cramér-Rao lower bound sets a limit on the root-mean-squared-error achievable by optimal estimators. In this work, we aim to compare the performance of various centroiding methods, in terms of saturating the bound, when they are applied to relatively low signal-to-noise ratio unsaturated stars assuming zero-mean constant Gaussian noise. In order to make this comparison, we present the ratio of the root-mean-squared-errors of these estimators to their corresponding Cramér-Rao bound as a function of the signal-to-noise ratio and the full-width at half-maximum of faint stars.

We discuss two general circumstances in centroiding of faint stars: (i) when we have a good estimate of the PSF, (ii) when we do not know the PSF. In the case that we know the PSF, we show that a fast polynomial centroiding after smoothing the image by the PSF can be as efficient as the maximum-likelihood estimator at saturating the bound. In the case that we do not know the PSF, we demonstrate that although polynomial centroiding is not as optimal as PSF profile fitting, it comes very close to saturating the Cramér-Rao lower bound in a wide range of conditions. We also show that the moment-based method of center-of-light never comes close to saturating the bound, and thus it does not deliver reliable estimates of centroids.
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1. Introduction

Accurate estimates of the centers of point sources, which are convolved with telescope point spread function (PSF), and atmospheric PSF in case of ground based telescopes, and the pixel response function, are crucial to further steps of astronomical image processing. For instance, proper measurement of the shapes of galaxies requires interpolation of the PSF estimates from the positions of stars across the image to the positions of galaxies. At the position of each star, the PSF is estimated by sub-pixel shifting of the star so that the PSF is centered on its centroid. If the sub-pixel shifts are wrong, then the PSF estimates will be biased. Moreover, measurements of the parallaxes and the proper motions of stars depend on how well we can measure their centroids.

Ideally, we want a centroiding procedure that provides measurements as precise as possible without putting a huge computational burden on the photometric pipeline. Reducing the computational cost becomes even more important in large surveys, where we want to estimate the centroids of thousands of point sources detected on the telescope’s focal plane, for various real-time applications.

The Cramér-Rao lower bound (CRLB) sets a lower limit on the root-mean-squared error of estimators. When the root-mean-squared error arising from an estimator approaches the bound, the bound is saturated by that estimator. In this paper, we study the optimality of various techniques for centroiding faint, unsaturated stars. Our requirement for optimality is saturation of the theoretically-set lower bound, known as the Cramér-Rao lower bound, by the centroiding methods considered in this study.

We apply a number of centroiding methods to a large number of simulated faint stars, assuming uncorrelated Gaussian noise, with different signal-to-noise ratio and size realizations. The Cramér-Rao lower bound has an inverse relation with the signal-to-noise-ratio of stars. In the context of astrometry, the Cramér-Rao lower bound saturation for least-squares estimators has been tested in specific limits in which the centroiding bias is negligible (Lobos et al. 2015).

Saturating the Cramér-Rao lower bound in estimating the centroids of stars however, is limited by the lack of knowledge about the exact shape of the PSF and presence of noise. There are many sources of noise such as the CCD readout noise, sky noise, errors resulting from incorrect flatfield corrections, and photon noise from the astronomical object itself. In
this study, we limit our investigation to the simulated images that contain non-overlapping faint sources that are sky-limited.

We focus the scope of this investigation to sky-limited images for which the sky level has been subtracted. Furthermore, we assume that any instrument gain has been calibrated out and that the simulated images are free of any contamination by cosmic rays, stray light from neighboring fields, or any other type of defect in real images. We expect these defects to move the centroiding errors further from the fundamental bound. We intend to investigate whether fast centroiding estimates can saturate the bound in a realistic range of low signal-to-noise ratio images that are sky-limited.

Given an analytic expression for the PSF model adopted in this study, we derive an expression for the fundamental lower bound on the centroiding error as a function of the parameters of the PSF model (e.g. PSF size), and signal-to-noise-ratio of stars. We create two sets of simulations for which we can compute the CRLB, one with variable signal-to-noise ratio and constant full width at half maximum (FWHM), and one with variable FWHM and constant signal-to-noise ratio. After applying different centroiding methods to the simulations, we investigate how close these methods can get to saturating the CRLB for various ranges of background Gaussian noise level and PSF FWHM.

In this work, we focus on four centroiding methods. The first method is the maximum-likelihood estimator which involves fitting a PSF profile, assuming that we have a good PSF estimate, to the star. The second method estimates the centroid of a star by fitting a 2d second-order polynomial to the 3×3 patch around the brightest pixel of the image after convolution with the PSF. The third method centroids stars by smoothing the image of stars by a Gaussian kernel of a fixed size, and then applying the same 3×3 polynomial trick to the smooth image. This method is fast and does not require any knowledge of the PSF. The last method we consider, is a center-of-light centroiding (measurement of a first moment), applied to the 7×7 patch around the brightest pixel of the image.

This paper is structured as follows. In Section 2, we discuss the Cramér-Rao lower bound and derive an analytic expression for the lower bound on the centroiding error of the simulated data. In Section 3 we give a brief overview of centroiding methods used in our investigation. In Section 4 we discuss the Cramér-Rao lower bound saturation tests and their corresponding simulated data. In Section 5, we compare the performances of the methods discussed in Section 3 with the CRLB derived in Section 2. Finally, we discuss and conclude in Section 6.
2. The Cramér-Rao lower bound

The Cramér-Rao lower bound sets a limit, in some sense, on how well a measurement can be made in noisy data. The bound can only be computed in the context of a generative model, or a probabilistic forward model of the data. That is, we can only compute the CRLB in the context of assumptions about the properties of the data. However, it makes sense for us to use centroiding methods that saturate the CRLB under some reasonable assumptions, even if we find that those assumptions are not strictly correct in real situations.

The closer an estimator is to saturating the CRLB, the more information about the quantity that we need to estimate is preserved. The closer the root-mean-squared-error (RMSE) of a given estimator is to the bound, the more optimal—in terms of preserving the information—the estimator is.

The Cramér-Rao inequality (Doob 1946) sets a lower bound on the root-mean-squared error of unbiased estimators. The CRLB is given by the square-root of the inverse of the Fisher information matrix $\mathcal{F}$. Thus, in order to find the CRLB, it is sufficient to compute the Fisher matrix. This computation relies on a set of assumptions:

- Known PSF model. In this work the presumed model is the Moffat PSF profile.
- Known, stationary noise process. In the context of centroiding stars, this is equivalent to having background limited noise from sky background and CCD readout noise.
- Images are calibrated correctly. Flat-field is correctly calibrated.
- Uncorrelated Gaussian noise with no outliers.

Note that in this study, we explicitly focus on sky-limited images. In the sky-limited images, the contribution to the Poisson pixel noise is largely dominated by the sky rather than the objects. In sky-limited images, when the number of photons per pixel is large, the Poisson noise can be approximated by a Gaussian distribution. Therefore, the Gaussian noise assumption is only an approximation to the Poisson noise. This is a good approximation for a large set of astronomical images.

A number of factors can produce correlation between pixels. These include detector imperfection, saturation, and post-processing of images such as smoothing, rotating, and shifting the images. In raw unsaturated images, pixel noise is close to uncorrelated. Instrument gain can introduce heteroscedasticity. In that case, the noise variance varies between pixels. In an upcoming publication on the inference of the HST WFC3-IR channel PSF
(Vakili et al., in preparation), we discuss proper treatment of centroiding in the presence of gain. For simplicity, we assume that per-pixel uncertainty remains constant across all pixels.

Let us assume that there are $M$ observables $\mathbf{f} = (f_1, ..., f_M)$, each related to $B$ model parameters $\mathbf{\theta} = (\theta_1, ..., \theta_B)$

$$f_m = f_m(\theta_1, ..., \theta_B).$$

Assuming uncorrelated Gaussian error with variance $\sigma^2_m$ for each observable $f_m$, elements of the $B \times B$ Fisher matrix $\mathbf{F}_{ij}$ are given by

$$\mathbf{F}_{ij} = \sum_{m=1}^{M} \frac{1}{\sigma^2_m} \frac{\partial f_m}{\partial \theta_i} \frac{\partial f_m}{\partial \theta_j}.$$ (2)

Let us assume that we have computed the root-mean-squared error on the parameter $\theta_i$ arising from applying an estimator to a large number of data. The Cramér-Rao inequality states that this root-mean-squared error is greater than or equal to the $i$-th diagonal element of the inverse of the Fisher information matrix:

$$\text{RMSE} \geq \sqrt{[\mathbf{F}^{-1}]}_{ii},$$ (3)

where the left hand side of the inequality is called the Cramér-Rao bound on the root-mean-squared error of estimating the parameter $\theta_i$. Note that the bound is computed assuming that the model (equation 1) generating the data is known, and that uncertainties are given by additive uncorrelated Gaussian noise.

Based on Cramér-Rao inequality (3), Doob (1946) defines efficiency of optimal estimators as the ratio of the CRLB and the root-mean-squared-error such that the maximum efficiency achievable by an estimator is unity. The closer the RMSE to the CRLB, the more information about the parameter of interest is preserved, and thus the more efficient the estimator is.

Let us consider the case of a maximum likelihood estimate $\mathbf{\theta}_{\text{ML}}$, where the likelihood function corresponds to the same generative assumptions that we used to compute the CRLB.

$$\mathbf{\theta}_{\text{ML}} = \arg \max \mathcal{L},$$ (4)

$$-2 \ln \mathcal{L} = \sum_{m} \frac{1}{\sigma^2_m} (y_m - f_m(\mathbf{\theta}))^2,$$ (5)

where $y_m$ is the $m$th component of the observed data $\mathbf{y}$

$$\mathbf{y} = \mathbf{f}(\mathbf{\theta}_{\text{true}}) + \mathbf{n}.$$ (7)
Maximum likelihood estimators can achieve maximum efficiency. That is, when a maximum likelihood estimator is applied to a large number of data and RMSE is computed, the RMSE approaches the CRLB (see Doob 1946; Le Cam 1953 for proof) in which case the CRLB is saturated. Therefore, we want to investigate the conditions under which the RMSE arising from a given fast centroiding method is close to the CRLB, or whether it can saturate the CRLB.

In this investigation, the model observables for the noisy data are the pixel-convolved PSF (PSF profile evaluated at different pixel locations), and the model parameters under consideration are the centroid coordinates. Therefore, $F$ is a $2 \times 2$ matrix whose elements are given by

$$F_{ij} = \sum_m \frac{1}{\sigma^2} \frac{\partial f_m}{\partial \theta_i} \frac{\partial f_m}{\partial \theta_j},$$

where the summation is over pixels, $f_m$ is the value of the PSF at pixel location $m$, $\theta = \{x_c, y_c\}$, and $\sigma^2$ is variance of the uncorrelated Gaussian noise map $n(x_m)$

$$E[n(x_m)] = 0,$$

$$E[n(x_m)n(x_{m'})] = \sigma^2 \delta_{m,m'}.$$

Derivation of an explicit expression for the Fisher matrix $F$ requires specifying a presumed correct PSF model. We use the Moffat profile (Trujillo et al. 2001) for our PSF simulations. The Moffat profile is an analytic model for stellar PSFs. It has broader wings than a simple Gaussian profile. The surface brightness of the Moffat profile is given by

$$I(r) = \frac{F(\beta - 1)}{\pi \alpha^2} [1 + (r/\alpha)^2]^{-\beta},$$

where $F$ is the total flux, $\beta$ is a dimensionless parameter, and $\alpha$ is the scale radius of the Moffat profile, with FWHM (hereafter denoted by $\gamma$) being $2\alpha \sqrt{2^{1/\beta} - 1}$. The Moffat PSF profile has been used in the PSF modeling required for weak lensing galaxy shape measurements (see Zuntz et al. 2013, 2014). It has also been used as one of the methods for generation of the PSF in simulation of images needed for weak lensing systematic studies (Rowe et al. 2015). At a fixed $\gamma$, Moffat profiles with lower values of $\beta$ have broader tails. It is also important to note that for sufficiently large values of the parameter $\beta$, the Moffat PSF becomes arbitrarily close to a simple Gaussian PSF.

Note that in our data generation, we simulate images (in the pixel space) that are Nyquist-sampled or close to Nyquist-sampled. All pixels in the images are identical, and the stars are simulated by sampling from the pixel-convolved PSF. In well-sampled images, the center of the pixel-convolved PSF must be very close to the center of the optical PSF.
In order to investigate the performance of centroiding methods for different background noise levels and different values of the parameter $\gamma$, simulation of a large number of images of stars—for which the exact positions of centroids and their corresponding lower bounds are known—is required.

Given the PSF model (11), an expression for the CRLB as a function of the size, and SNR of stars can be derived. For further simplicity, the flux of all stars in our simulations are set to unity and per-pixel uncertainties are assumed to be uncorrelated Gaussian.

Moreover, it is more convenient to work with the signal-to-noise ratio (SNR) instead of the variance of the Gaussian noise. We use the definition of SNR according to which SNR is given by the ratio of the mean and variance of the distribution which the flux estimator is drawn from. Assuming that the total flux from the point source is $F$, and that the sub-pixel shifted PSF at the $i$-th pixel is given by $P_i$. Therefore the brightness of the $i$-th pixel $y_i$ is drawn from a Gaussian distribution

$$ p(y_i) = \mathcal{N}(FP_i, \sigma^2). \tag{12} $$

The optimal estimator of flux is the matched-filter flux estimator $\hat{F} = \sum_i y_i P_i$. It can be shown that

$$ p(\hat{F}) = \mathcal{N}(F, \frac{\sigma^2}{\sum_i P_i^2}), \tag{13} $$

which leads us to

$$ \text{SNR} = \frac{F}{\sigma} \sqrt{\sum_i P_i^2}. \tag{14} $$

In the case of Moffat profiles (11) with total flux of stars set to unity, the SNR given in (14) can be analytically expressed in terms of the per pixel uncertainty $\sigma$, FWHM $\gamma$, and also $\beta$, the dimensionless parameter of (11)

$$ \text{SNR} = \frac{2(\beta - 1)(2^{1/\beta} - 1)^{1/2}}{\pi^{1/2}(2\beta - 1)^{1/2}} \frac{1}{\sigma \gamma}. \tag{15} $$

Equation (15) implies that at a fixed $\gamma$ and background Gaussian noise with variance $\sigma^2$, stars with broader tails (lower $\beta$) have a lower SNR. On the other hand, stars with higher $\beta$ have higher SNR. For sufficiently large $\beta$—where the PSF can be approximated by Gaussian profile—SNR is approximately given by $0.664/(\sigma \gamma)$. Furthermore, at a fixed $\beta$ and variance of the background noise $\sigma^2$, observed stars with higher $\gamma$ have lower SNR.

Throughout this investigation, $\beta$ is held fixed at the fiducial value of $\beta = 2.5$, where SNR is given by the following expression

$$ \text{SNR} \approx \frac{0.478}{\sigma \gamma} \text{ for } \beta = 2.5. \tag{16} $$
Given the analytic expression for the Moffat PSF model (11), and choice of $\beta = 2.5$, the inverse of the Fisher matrix is given by

$$F^{-1} \simeq \left( \frac{0.685 \gamma}{\text{SNR}} \right)^2 \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.$$  \hfill (17)

Equation (17) implies that at given SNR and $\gamma$, CRLB for each component of centroid is approximately given by $0.685\gamma/\text{SNR}$, and that a good centroiding technique delivers centroids with root-mean-squared-error close to this.

It is worth noting that for any PSF model whose radial light profile is some function of $r/\gamma$, CRLB has the same functional form, in that it is proportional to the ratio between $\gamma$ and the SNR. For PSF profiles with shorter tails (e.g., Gaussian), the prefactor of 0.685 in (17) becomes smaller. In the particular case of Gaussian PSF, the prefactor is approximately 0.6.

3. Centroiding methods

In this section, we briefly discuss the approximate and the non-approximate centroiding methods considered in this study. The first two methods require knowledge of the PSF at the position of star. That is, the shape and the size of the PSF is known and the only unknown variables are the coordinates of the centroids of stars. Note that in practice however, size and shape of the PSF are also estimated along with the centroid. In the following, we assume that the size and shape of the PSF are known. For the last two methods, we do not use any information about the PSF.

3.1. Centroiding by fitting a correct PSF profile

We examine fitting an exact PSF profile to the stars. That is, in our Cramér-Rao bound saturation tests, we find the best estimates of flux and centroid by maximizing the likelihood using the correct PSF model. In the model, the size of the Moffat PSF is assumed to be correct. We expect this method to perform best in determining the centroids of stars, and deliver RMSE equal to Cramér-Rao bound.
3.2. Matched-filter polynomial centroiding

Let us consider the case in which we have a good estimate of the pixel-convolved PSF at the position of the faint star under consideration. We can smooth the image of the star, by correlating it with the full PSF \( P \) at the position of the star.

\[
Y^{(s)} = Y \star P ,
\]

\[
Y_{[i,j]}^{(s)} = \sum_{k,l} Y_{[i-k,j-l]} P_{[k,l]},
\]

where \( Y \) is the image of the star, and \( Y^{(s)} \) is sometimes called a matched filter. A matched filter is a method in which the data \( Y \) is correlated (convolved in the case of symmetrical PSF) with the PSF \( P \). It is equivalent to optimizing the likelihood and therefore provides an optimal map where the peak of the map is the likely position of the point source (Lang et al., in preparation).

Then, we fit a simple 2d second-order polynomial \( P(x, y) = a + bx + cy + dx^2 + exy + fy^2 \) to the \( 3 \times 3 \) patch centered on the brightest pixel of the matched-filter image \( Y^s \). Upon constructing a universal \( 9 \times 6 \) design matrix

\[
A = \begin{bmatrix}
1 & x_1 & y_1 & x_1^2 & x_1y_1 & y_1^2 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & x_9 & y_9 & x_9^2 & x_9y_9 & y_9^2
\end{bmatrix},
\]

the free parameters \( \{a, b, c, d, e, f\} \) (hereafter compactly denoted by \( X \)) can be determined by

\[
X = (A^T A)^{-1} A^T Z,
\]

where \( Z \) is given by \( (z_1, ..., z_9)^T \), with \( z_i \), being the brightness of the \( i \)-th pixel of the \( 3 \times 3 \) patch centered on the brightest pixel of \( Y^s \). Afterwards, the best fit parameters can be used to compute the centroid coordinate

\[
\begin{bmatrix}
x_c \\
y_c
\end{bmatrix} = \begin{bmatrix}
2d & e \\
e & 2f
\end{bmatrix}^{-1} \begin{bmatrix}
-b \\
-c
\end{bmatrix}.
\]

It is important to note that the algebraic operation in (22) involves inverting a \( 2 \times 2 \) curvature matrix

\[
D = \begin{bmatrix}
2d & e \\
e & 2f
\end{bmatrix}.
\]
When the curvature matrix $D$ has a zero (or very close to zero) determinant, centroid estimates obtained from equation (22) can become arbitrarily large, which leads to catastrophic outliers. In order to tackle this issue, we add a soft regularization term proportional to $\sigma$ to the diagonals of $D$ prior to inversion.

The procedure of convolving the image of star with the PSF results in a smoother image. Therefore, a simple second-order polynomial will provide a better fit since convolution with the PSF makes the variation of the brightness of the image across the $3 \times 3$ patch very smooth.

### 3.3. Fixed-Gaussian polynomial centroiding

In the case that we do not know the PSF at the position of star, we change the smoothing step in the following way. Instead of smoothing the image by convolving it with the PSF, smoothing is done by convolving the image with a fixed Gaussian kernel with a fixed size

$$k(x) = \frac{1}{2\pi w^2} \exp\left(-\frac{x^2}{2w^2}\right),$$  \hspace{1cm} (24)

where throughout this study, the full-width at half-maximum of the Gaussian kernel is held at a fixed value of 2.8 pixels (corresponding to $w \simeq 1.2$ pixels). The smoothing step is done as follows

$$Y^{(s)} = Y * K,$$  \hspace{1cm} (25)

$$Y^{(s)}_{[i,j]} = \sum_{k,l} Y_{[i-k,j-l]} K_{[k,l]},$$  \hspace{1cm} (26)

where $Y$ is the image of the star, $Y^{(s)}$ is the smooth image, and $K$ is an array whose elements are given by the Gaussian kernel

$$K_{[k,l]} = k(x_k, y_l).$$  \hspace{1cm} (27)

Note that the size of the kernel $K$ is equal to the size of the kernel $P$ used in the matched-filter polynomial centroiding. Then we apply the same 2d second-order polynomial method (see (21), (22)) to the $3 \times 3$ patch centered on the brightest pixel of the smooth image $Y^{(s)}$. Therefore, for a given star and a smoothing kernel, the outcome of equation (21) can be plugged into equation (22) to find the centroid estimate of the star. This is inspired by the $3 \times 3$ quartic approximation used in the Sloan Digital Sky Surveys photometric pipeline (Lupton et al. 2001).
3.4. Center-of-light centroiding

In addition to the fitting methods mentioned so far, we examine centroiding stars by computing their first moments in a $7 \times 7$ patch around the brightest pixel of the image.

\begin{align}
    x_c &= \frac{\sum m x_m Y_m}{\sum m Y_m}, \\
    y_c &= \frac{\sum m y_m Y_m}{\sum m Y_m},
\end{align}

where the summation is done over all the pixels of the $7 \times 7$ patch, and $x_m$, $y_m$, and $Y_m$, are the $x$ coordinate, $y$ coordinate, and the brightness of pixel $m$ respectively.

In terms of saturating the Cramér-Rao lower bound, we expect this simple center-of-light centroiding to perform worse than all other methods mentioned in this section. Hereafter, we call this method $7 \times 7$ moment centroiding.

4. Tests

We perform two sets of simulations. In the first set, we choose four values of 2, 2.8, 4, and 5.6 pixels for $\gamma$. For each $\gamma$, we generate 100,000 $17 \times 17$ postage-stamps of Moffat profiles with centroids randomly drawn within the central pixel of the $17 \times 17$ postage-stamps. Moreover, zero-mean uncorrelated Gaussian noise is added to each postage-stamp such that the simulated stars are uniformly distributed in log-SNR between SNR = 5 to SNR = 100.

In the second set, we generate 100,000 $17 \times 17$ postage-stamps of Moffat profile, with values of $\gamma$ uniformly distributed between 2 and 6 pixels, and with centroids drawn randomly within the central pixel. We choose four values for SNR: 5, 10, 20, and 40. For each SNR, and for each postage-stamp with a given $\gamma$, zero-mean uncorrelated Gaussian noise, with standard deviation corresponding to SNR and $\gamma$ through equation (15), is added to each postage-stamp.

In the first experiment, we study how the centroiding error behaves with changing SNR, while $\gamma$ is held constant. In the second experiment, we study how the centroiding error behaves with changing $\gamma$ while SNR is held constant.
5. Results

5.1. Experiment 1: variable SNR; constant $\gamma$

In this experiment, after finding the centroiding errors for each method, we compute the RMSE in bins of SNR in order to compare it to the CRLB. Results of the first experiment are shown in Figures 1, 2, 3, 4. Note that the centroid errors, the CRLB, and the RMSE values shown in these figures are computed for only one component. As we expected, the RMSE from centroiding by fitting the exact PSF model (Figure 1) lies on the CRLB.

Figure 2 demonstrates that even the matched filter polynomial centroiding is able deliver centroiding estimates as efficient as the PSF fitting method in terms of saturating the bound for the simulated stars with $\gamma = 2, 4, 5.6$ pixels. For stars with $\gamma = 2$ pixels, although this method gets very close to saturating the CRLB, the RMSE arising from this method shows slight deviations from the CRLB since the images of stars are not sufficiently smooth even after correlation of these images with the PSF. For simulated images with higher $\gamma$, convolving the data with the PSF results in images that are smooth around the brightest pixel. This enables the polynomial centroiding to deliver estimates that can saturate the CRLB.

The RMSE from the fixed-Gaussian polynomial centroiding (Figure 3), is very close to the CRLB. As we increase $\gamma$ from 2 pixels to 2.8 pixels, RMSE approaches the CRLB. For stars with $\gamma = 2$ pixels, the rate at which the RMSE from this method drops eventually becomes smaller than the constant rate at which the CRLB decreases with increasing SNR. The reason for this is that even after smoothing the data with a Gaussian kernel, the images are not smooth enough for a second-order polynomial fitting to deliver estimates with RMSE close to the bound. For stars with $\gamma = 2.8$ pixels, a significant fraction of information is in the 3×3 patch of the smooth image and this method is able to saturate the bound. When we increase $\gamma$ to 4 and 5.6 pixels, the mismatch between the width of the Gaussian kernel and the PSF increases and the RMSE deviates from the CRLB. The deviation is largest for the simulated stars with $\gamma = 5.6$ pixels.

On the other hand, Figure 4 shows that in case of 7×7 moment method, the RMSE becomes quite large as we move toward fainter stars in our simulation. For stars with larger $\gamma$, centroid estimates from the naive center-of-light centroiding do not even come close to saturating the CRLB. As $\gamma$ increases, the RMSE deviates further from the CRLB.
5.2. Experiment 2: constant SNR; variable $\gamma$

In this experiment, after finding the centroiding errors for each method, we compute the RMSE in bins of $\gamma$ in order to compare it to the CRLB. Behavior of error as a function of $\gamma$ for different values of SNR, is shown in Figures 5, 6, 7, and 8. Note that the centroid errors, the CRLB, and the RMSE values shown in these figures are computed for only one component.

Once again, the RMSE from centroiding by fitting the exact PSF model as a function of FWHM lies on the CRLB (see Figure 5). Thus, centroid estimates from fitting the exact PSF model always saturate the CRLB. Once again, we observe that the centroid estimates found by the matched filter polynomial centroiding saturate the CRLB with the exception of simulated stars with $\gamma$ very close to 2 pixels (see Figure 6).

Figure 7 illustrates that the fixed-Gaussian polynomial method results in RMSE very close to the CRLB. For all four values of SNR, as we increase $\gamma$ from 2 pixels to 3 pixels, the RMSE gets closer to the CRLB since the method starts to perform slightly better as we move away from undersampled stars and as the FWHM of the smoothing kernel gets closer to that of the simulated images. After approximately 3 pixels, increasing $\gamma$ results in deviation of the RMSE of the method from the CRLB. This is a characteristic of the fixed-Gaussian polynomial method as we apply it to a smooth image in which some fraction of the available information is lost in the $3 \times 3$ patch around the brightest pixel. Furthermore, increasing the SNR from 5 to 40 makes the RMSE (as a function of $\gamma$) closer to the CRLB. In the case of extremely faint stars (SNR = 5), the fixed-Gaussian polynomial centroiding fails to saturate the bound.

The centroid estimates obtained from the naive $7 \times 7$ moment method (see Figure 8) result in RMSE much larger than the CRLB in all ranges of FWHM and for all four values of SNR in this experiment.

6. Discussion

An efficient stellar centroiding algorithm must saturate—or come close to saturating—the fundamental Cramér-Rao lower bound. That is, in all ranges of background noise level, size, radial light profile, and shape, it must preserve information about the centroids of stars. In practice however, this is only achievable when we have a reasonably good estimate of the PSF. Since we do not always know the exact PSF profile, we must make use of approximate centroiding algorithms. In this work, we studied how close we get to saturating the CRLB with approximate methods acting on relatively low signal-to-noise ratio unsaturated stars.
We focused on examples from two classes of centroiding algorithms. The first class contains fast and approximate methods that do not require any knowledge of the PSF at the positions of stars. Of methods that belong to this class, we consider centroiding stars based on fitting a second-order polynomial to a 3×3 patch of star images smoothed by a Gaussian kernel of fixed width, and finding the center of light of a 7×7 patch around the brightest pixel of the star.

The second class of centroiding algorithms make use of the PSF (or some good estimate of the PSF) at the positions of stars. In our investigation, it is assumed that the size and the shape of the PSF are known prior to applying these algorithms to the images of stars. We considered two examples from this class. The first example is the matched filter polynomial centroiding, and the second example is the PSF fitting. In the PSF fitting method, we find the maximum likelihood estimates of the flux and centroids of stars by fitting a PSF model that has the correct shape and size.

In terms of saturating the Cramér-Rao bound, we compared the performances of these methods against each other. Our results suggest that in all ranges of FWHM and SNR, the PSF fitting method returns centroid estimates that saturate the CRLB. This confirms our expectation that maximum-likelihood estimators saturate the Cramér-Rao lower bound.

We note that the estimates found by the 7×7 moment method, except in the case of very high SNR values and small values of $\gamma$, do not come close to saturating the CRLB. In a considerable range of PSF sizes and background noise levels, this method fails to deliver any centroiding estimate close to saturating the bound. When applied to stars with $\gamma = 2.8$, 4 pixels, we find deviation of RMSE from the CRLB as large as $600\%-800\%$ below signal-to-noise ratio of 10. For the simulated stars with $\gamma = 5.6$ pixels, we find deviations as large as $500\%$ for SNR below 10 and as large as $200\%$ for SNR $\sim 100$. It can be noted in Figure 8 that in the simulations with the lowest SNR (SNR $\sim 5$), the errors arising from the 7×7 moment method are suppressed by the fact that 17×17 postage-stamps are used to simulate images. Therefore in the case of SNR $\sim 5$, we expect the deviation of the RMSE from the CRLB to be larger for this method.

On the other hand, the RMSE of centroid estimates of the fixed-Gaussian polynomial centroiding are much closer to saturating the CRLB in all ranges of signal-to-noise ratio even though this method does not require knowledge of the PSF at the positions of stars. We note that when the FWHM of the stars are close to 2.8 pixels (the FWHM of the Gaussian kernel), the fixed-Gaussian polynomial method saturates the CRLB. Deviation of the RMSE of this method from the CRLB is larger for the simulated stars with larger values of FWHM ($\gamma \simeq 5$ pixels). Presence of noise is another limiting factor. Although this method is able to get very close to saturating the bound in a wide range of signal-to-noise ratios, it is not
reliable in the case of centroiding extremely faint stars ($5 < S/N < 10$).

In matched filter polynomial centroiding, the fixed-Gaussian polynomial method is modified by convolving the image with the correct PSF. Our results on the simulated stars show that the matched filter estimator saturates the CRLB for all PSF sizes and noise levels. This is due to the fact that once the images of stars are convolved with the correct PSF, they become smooth that fitting a second-order polynomial to the $3 \times 3$ patch centered on the brightest pixel of the smooth image is sufficient for us to obtain results as accurate as those from fitting a PSF profile.

The Gaussian kernel (see equation 24) in the fixed-Gaussian polynomial centroiding is separable, and correlation of the kernel with an image of star can be performed exactly in no time. Therefore in terms of computational cost, this method is more efficient than the matched filter method in which the image of star is correlated with a PSF of arbitrary shape.

In the case that we have a good estimate of the PSF, the matched filter polynomial method can be faster than PSF fitting method for centroiding purposes. Additionally, this method is able to saturate the CRLB in a wide range of conditions. It is however important to note that in many cases, reliable estimation of the flux requires a technique as accurate as PSF-fitting. However, in cases in which an investigator only needs an empirical estimates of the centroid offsets, fixed-Gaussian polynomial or matched filter polynomial centroiding methods can be employed with negligible loss of information. For instance in modeling the stellar light curves in the K2 mission, Foreman-Mackey et al. (2015) uses a simple polynomial centroiding to marginalize out the systematic trends caused by centroid offsets.

Moreover, we note that the PSF fitting method can be made faster by only keeping the term proportional to the dot product of the PSF model and the image in $\chi^2$:

$$
\chi^2 = \left( y \cdot y - 2F y \cdot m + F^2 m \cdot m \right) / \sigma^2,
$$

(30)

where $F$ is the flux, $\sigma$ is the per-pixel uncertainty, the dot product between two vectors is denoted by $(\cdot)$, and the image of star and the normalized shifted PSF model are denoted by $y$ and $m$ respectively. Upon varying only the centroid, the terms $y \cdot y$ and $m \cdot m$ remain approximately constant. However, this only allows us to vary the position of centroid, and not the flux, while fitting the PSF model to the star.

Finding a centroid coordinate that maximizes the dot product of the PSF and the star image is equivalent to finding the peak of the correlation of the PSF and the image. Therefore optimizing the modified $\chi^2$ is equivalent to finding the location of the peak of the matched filter.

In the initial smoothing step of the fixed-Gaussian polynomial method, the image of
the star is correlated with an approximate Gaussian PSF. When there is mismatch between the widths of the smoothing kernel and the that of the PSF, we loose some information by employing a 3×3 polynomial fitting. When we have the advantage of knowing the PSF, this issue can be resolved by employing the matched filter polynomial method.

In this investigation we showed that PSF fitting always performs better—in terms of saturating the CRLB—at centroiding stars. Having a reasonable PSF model always helps us obtain more reliable centroid estimates, but over a certain range of low signal-to-noise ratios and PSF sizes, one can achieve sensibly accurate results by employing a simple 3×3 method after smoothing the image with a Gaussian kernel of a fixed width, and without making any assumption about the PSF model at the positions of stars.

In this investigation we narrowed our focus on a set of data simulated from a particular PSF profile. Although there are various cases where Moffat profiles provide reasonable representations of the point spread function, these profiles are not generic enough to let us reach a more general conclusion.
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Fig. 1.— Scatter plots showing the relation between the ratio of error (in x-axis of the centroid positions) to the CRLB and the signal-to-noise ratio of stars. Errors are found from fitting the exact PSF model to the stars, with FWHM of: 2 (upper left), 2.8 (upper right), 4 (lower left), and 5.6 (lower right) pixels. In each scatter plot, the blue solid line represents the ratio of the root-mean-squared-error to the CRLB, and the red line represents the ratio achievable by an optimal estimator.
Fig. 2.— Scatter plots showing the relation between the ratio of error (in x-axis of the centroid positions) to the CRLB and the signal-to-noise ratio of stars. Errors are found from applying the matched filter polynomial centroiding to the stars, with FWHM of: 2 (upper left), 2.8 (upper right), 4 (lower left), and 5.6 (lower right) pixels. In each scatter plot, the blue solid line represents the ratio of the root-mean-squared-error to the CRLB, and the red line represents the ratio achievable by an optimal estimator.
Fig. 3.— Scatter plots showing the relation between the ratio of error (in x-axis of the centroid positions) to the CRLB and the signal-to-noise ratio of stars. Errors are found from applying the fixed-Gaussian polynomial centroiding to the stars, with FWHM of: 2 (upper left), 2.8 (upper right), 4 (lower left), and 5.6 (lower right) pixels. In each scatter plot, the blue solid line represents the ratio of the root-mean-squared-error to the CRLB, and the red line represents the ratio achievable by an optimal estimator.
Fig. 4.— Scatter plots showing the relation between the ratio of error (in x-axis of the centroid position) to the CRLB and the signal-to-noise ratio of stars. Errors are found from applying the 7×7 moment method to the stars, with FWHM of: 2 (upper left), 2.8 (upper right), 4 (lower left), and 5.6 (lower right) pixels. In each scatter plot, the blue solid line represents the ratio of the root-mean-squared-error to the CRLB, and the red line represents the ratio achievable by an optimal estimator.
Fig. 5.— Scatter plots showing the relation between the ratio of error (in x-axis of the centroid positions) to the CRLB and the FWHM of stars. Errors are found from fitting the exact PSF model to the stars, with SNR of: 5 (upper left), 10 (upper right), 20 (lower left), and 40 (lower right). In each scatter plot, the blue solid line represents the ratio of the root-mean-squared-error to the CRLB, and the red line represents the ratio achievable by an optimal estimator.
Fig. 6.— Scatter plots showing the relation between the ratio of error (in x-axis of the centroid positions) to the CRLB and the FWHM of stars. Errors are found from applying the matched filter polynomial centroiding to the stars, with SNR of: 5 (upper left), 10 (upper right), 20 (lower left), and 40 (lower right). In each scatter plot, the blue solid line represents the ratio of the root-mean-squared-error to the CRLB, and the red line represents the ratio achievable by an optimal estimator.
Fig. 7.— Scatter plots showing the relation between the ratio of error (in x-axis of the centroid positions) to the CRLB and the FWHM of stars. Errors are found from applying the fixed-Gaussian polynomial centroiding to the stars, with SNR of: 5 (upper left), 10 (upper right), 20 (lower left), and 40 (lower right). In each scatter plot, the blue solid line represents the ratio of the root-mean-squared-error to the CRLB, and the red line represents the ratio achievable by an optimal estimator.
Fig. 8.— Scatter plots showing the relation between the ratio of error (in x-axis of the centroid positions) to the CRLB and the FWHM of stars. Errors are found from applying the $7 \times 7$ moment method to the stars, with SNR of: 5 (upper left), 10 (upper right), 20 (lower left), and 40 (lower right). In each scatter plot, the blue solid line represents the ratio of the root-mean-squared-error to the CRLB, and the red line represents the ratio achievable by an optimal estimator.