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Abstract

Objectives: To analyze the relation of the ridge and raise factors with the squared coefficient of correlation and present, from this relation, a methodology to select the adequate value of the ridge and raise factors. Methods/Statistical Analysis: Two independent variables have been simulated with a given coefficient of correlation between 0.95 and 0.999 and a gap of 0.001 to obtain a dependent variable. Then, it has been selected the value of the ridge and raise factor that leads to values of VIF lesser than 10 for every value of the given coefficient of correlation. Findings: Apart to propose a way to select the raise and ridge factor, it is concluded that the relation between the ridge factor and the squared coefficient of correlation is linear while the relation of the raise factor with the squared coefficient of correlation is potential. Application/Improvements: The procedure presented in this paper allows adequately selecting the value of the ridge and raise factor that mitigates the collinearity. This contribution can be applied in many different fields where collinearity is present.
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1. Introduction

Given the following standardized linear model

\[ y = X\beta + u \]

\[ y = \beta_1 x_1 + \beta_2 x_2 + u \]

(1)

with \( n \) observations and two exogenous variables, the relation between the exogenous variables can lead to near collinearity. Although the estimators will still be lineal, unbiased and optimal, the estimation will be unstable. A measure widely applied to diagnose the existence of collinearity is the Variance Inflator Factor (VIF) whose definition is given by the following expression:

\[ VIF_i = \frac{1}{1 - R_i^2} \]

(2)

where \( R_i^2 \) is the coefficient of determination of the regression between \( x_i \) on the rest of exogenous variables. In the case of two exogenous variables, \( R_i^2 \) coincides with the squared coefficient of correlation, \( \rho^2 \). Traditionally it is considered\(^4\) that there is an important problem of collinearity when the VIF is higher than 10, implying that \( \rho \geq 0.9 \) taking into account expression (2).

The ridge estimator is the most applied methodology to estimate models with collinearity\(^3\). The basis of ridge regression is to introduce a parameter \( k \geq 0 \), known as ridge parameter, in the diagonal of the matrix \( X'X \) trying to avoid the singularity of this matrix.

The raise estimation was presented\(^10\) as an alternative methodology to estimate models with collinearity. This method treats the collinearity from a geometrical point of view introducing the raise parameter \( (\lambda \geq 0) \) that allows to separate the angle between the vectors associated to the related exogenous variables. Note that the ridge and the raise estimators introduce a constant, \( k \) and \( \lambda \) respectively, opening a not trivial question about the selection of these parameters.

It was proposed a procedure\(^10\) to estimate \( k \) beginning with a small value and increasing it to get stability in the estimations. Ever since have been many attempts to obtain a good estimator of \( k \). There is a review of different methods to estimate \( k \) collecting 28 different methods and proposing five new methods\(^15\). They also compared the behavior of these values of \( k \) in relation to the vari-
 ance and the Mean Squared Error (MSE). Regarding raise regression, two criteria have been proposed\textsuperscript{14}, by following the methodology proposed to the ridge parameter, to select the value of \( k \) that leads to the lowest MSE.

From another point of view, it has been related the value of \( k \) in a model with two exogenous variables to the grade of correlation between them\textsuperscript{12}. These authors proposed to select for each value of the coefficient of correlation between the independent variables, the value of \( k \) that leads to stable estimations for the parameters. However, in the application of this methodology, it was obtained values of the VIF lesser than one which is not compatible with the theoretical concept of VIF given by expression (2).

There are more examples in the scientific literature where the VIF expression is erroneously extended from OLS to the ridge regression leading to values lesser than 1\textsuperscript{16,24}. It has been developed an extension\textsuperscript{22} of the VIF which always leads to values of VIF equal or higher than 1, verifying also the conditions of being decreasing in \( k \) and continuous (i.e. when \( k = 0 \), the results coincide to OLS results). This expression will be applied in this paper to analyze the relation between the squared coefficient of correlation (\( \rho^2 \)) and the ridge parameter (\( k \)). Thus, by using a simulation for each value of the squared coefficient of correlation (\( \rho^2 \)) is selected the value of \( k \) that makes the VIF lesser than 10. Analogously, the procedure is repeated to analyze the relation between the squared coefficient of correlation (\( \rho^2 \)) and the raise parameter (\( \lambda \)).

Before presenting the contribution of this paper, we proceed to review the main characteristics of the ridge and raise estimators, taking special interest in the expression of the VIF.

### 1.1 The Ridge Estimator and the VIF

The ridge estimator, proposed\textsuperscript{3,4} to mitigate the collinearity, is given by:

\[
\hat{\beta}_k(k) = (X'X + kI)^{-1}X'Y
\]

where \( k \geq 0 \). In a standardized model with two exogenous variables it is verified\textsuperscript{14,22} that:

\[
X'X = \begin{pmatrix}
1 & \rho_{12} \\
\rho_{12} & 1
\end{pmatrix}, \quad (X'X)^{-1} = \frac{1}{1 - \rho_{12}^2} \begin{pmatrix}
1 & -\rho_{12} \\
-\rho_{12} & 1
\end{pmatrix}
\]

where \( \rho_{12} \) is the coefficient of correlation between the exogenous variables. These expressions allowed Marquard\textsuperscript{23} to state that the elements of the main diagonal of \( (X'X)^{-1} \) are the variance inflation factors associated to exogenous variables. This idea was extended directly to ridge regression\textsuperscript{22}:

\[
\text{“The parameter variance inflation factors for the ridge estimator are the diagonal elements of } [X'X + kI^{-1}][X'X][X'X + kI^{-1}] \text{ where } (X'X) \text{ is in correlation form”}
\]

From this statement, the following expression was proposed\textsuperscript{22} to obtain the VIF in ridge regression:

\[
VIF = \frac{(1+k)^2 - 2(1+k)r_{12}^2 + r_{12}^4}{(1+k)^2 - r_{12}^4} \quad (5)
\]

This extension of the VIF traditionally applied in OLS to the ridge estimator, although widely applied in scientific literature, is not correct. In fact, this widely applied expression does not verify a behavior coherent with the concept of VIF due to the following reasons\textsuperscript{22}:

- The relation between VIF and \( r_{12} \) is not strictly increasing\textsuperscript{22}.
- The expression (5) can lead to values of VIF lesser than one which is incompatible with the theoretical definition of VIF given by expression (2).
- The expression (5) is not decreasing in \( k \).

It seems that\textsuperscript{22} applied expression (5) for the calculations in the simulations and this could be the reason why they obtain values of VIF lesser than one.

To avoid this problem, it is suggested to part from the augmented model\textsuperscript{22,23}. Thus, the expression of the ridge estimator (3), can be rewritten as:

\[
\hat{\beta}_k(k) = (X_A'X_A)^{-1}X_A'Y_A = (X'X + kI)^{-1}X'Y
\]

being \( X_A = \begin{pmatrix} X \\ \sqrt{k}I \end{pmatrix} \) and \( Y_A = \begin{pmatrix} Y \\ 0 \end{pmatrix} \), where \( I \) is the identity matrix and is the null matrix with order \( p=2 \). Thus, the following expression of the VIF associated to the ridge estimator for the case of two exogenous variables was presented\textsuperscript{22}:

\[
VIF(k) = \frac{\sqrt{n+2}(1+k) - k}{(n+2)^2(1+k)^2 - 2(n+2)(1+k)(1-k)} \quad (7)
\]

This expression verifies all the conditions desirables for a coherent VIF\textsuperscript{22} and it will be the one applied in this paper.

### 1.2 The Raise Estimator and the VIF

The raise estimator was presented\textsuperscript{14} as an alternative procedure to estimate a model with collinearity. This method
parts from the idea that if vectors $x_1$ and $x_2$ are very close, it is possible to diminish the correlation between them increasing the angle between both vectors. Thus, the VIF will be diminished and consequently, the collinearity.

By raising the vector $x_1$, the model to estimate is given by:

$$y = \beta_1 \tilde{x}_1 + \beta_2 x_2 + u$$

where $\tilde{x}_1 = x_1 + \lambda e_1$, $e_1 = x_1 - \rho x_2$ and $e_1 \perp x_2$, being $e_1$ the residual obtained from $x_1 = \hat{a}x_2 + \hat{a}$ shown in Figure 1.

The expression of the VIF associated to the raised estimator is given by the following expression:

$$VIF(\lambda) = \frac{(1 + \lambda)^2 (1 - \rho^2) + \rho^2}{(1 + \lambda)^2 (1 - \rho^2)}$$

(9)

From (7) and (9) it is possible to conclude that VIF(K) and VIF(\lambda) are always equal or higher than one, decreasing in $k$ and $\lambda$, respectively, and continuous for $k = 0$ and $\lambda = 0$. Then, both expressions verify the desirable properties of a Variance Inflator Factor\textsuperscript{22,25,26}.

Once reviewed the main characteristics of the ridge and raise estimator, the paper presents in Section 2 a Montecarlo simulation to analyze the relation between the ridge and raise factors with the squared coefficient of correlation and some empirical applications in Section 3. To finish, Section 4 summarizes the main conclusions of this paper.

![Figure 1. Representation of raise regression.](image)

2. Monte Carlo Simulation

This section presents a Monte Carlo simulation to analyze the relation between the ridge and raise factors with the coefficient of correlation. The simulation, previously applied in the scientific literature\textsuperscript{7,27-29}, parts from the generating of the following independent variables:

$$x_1 = \sqrt{1 - \gamma^2} z_1 + \gamma z_2$$

$$x_2 = \sqrt{1 - \gamma^2} z_2 + \gamma z_2$$

(10)

where $z_1$ and $z_2$ are independent random numbers distributed by a normal distribution $N(0,100)$ and $\gamma$ is the coefficient of correlation between $x_1$ and $x_2$. The dependent variable $y$ is generated from the following relation:

$$y = x_1 + x_2 + u$$

(11)

being $u$ random numbers distributed by a normal distribution $N(0,1)$.

The size sample is considered to be 30 and 60. Thus, for each simple size two independent variables have been generated from expression (10) requiring a coefficient of correlation varying between 0.950 and 0.999 with a gap of 0.001. The dependent variable has been obtained from expression (11). Note that after the simulation, the coefficient of correlation estimated for the sample ($\hat{\rho}$) will slightly vary from the established as population coefficient of correlation.

In contrast to the paper presented by\textsuperscript{17}, this paper only takes into account values of the coefficient of correlation higher than 0.95. The justification is based on expression (2) where is possible to observe that values of the coefficient of correlation lesser than 0.95 lead to values of VIF lesser than 10 and, in this case, the high collinearity will not be present.

Once the independent and dependent variables have been simulated, the first value of $k$ and $\lambda$ that lead to a value of the VIF lesser than 10 has been selected. Next, it is analyzed the relation between the coefficient of correlation and the selected value of $k$ and $\lambda$. The following subsections present the regressions that will allow to select the value of $k$ and $\lambda$, respectively, for a given coefficient of correlation.

2.1 Relation of the Ridge Estimator and the Squared Coefficient of Correlation

From the simulation procedure previously presented, it has been selected the first value of $k$ that leads to a value of VIF lesser than 10 for every value of the coefficient of correlation. These values are displayed in Table 1. Figure 2 shows the scatter plot between the squared coefficient of correlation and the values of $k$ for $n$ equal to 30 and 60. Note that both functions are clearly linear and almost coincide.
Table 2 and Table 3 displays the model regression that explains the value of $k$ from the squared coefficient of correlation for $n$ equal to 30 and 60, respectively. Note that in both cases the coefficient of determination is approximately one, the coefficient are individually significant and the model is globally significant. Indeed, the estimators of the parameters are very similar as expected from Figure 2.

**Table 1.** (First part) Relation between the squared coefficient of correlation obtained from the simulation and the corresponding value of $k$ which leads to VIF<10 for $n$ equal to 30 and 60

| $\rho$ | $\rho^2$ | $k$ | $\rho^2$ | $k$ |
|---|---|---|---|---|
| 0.950 | 0.901070 | 0.000599 | 0.903645 | 0.002027 |
| 0.951 | 0.905488 | 0.003044 | 0.905126 | 0.002847 |
| 0.952 | 0.906191 | 0.003434 | 0.906884 | 0.003820 |
| 0.953 | 0.908317 | 0.004608 | 0.909395 | 0.005207 |
| 0.954 | 0.910431 | 0.005774 | 0.910577 | 0.005859 |
| 0.955 | 0.913036 | 0.007209 | 0.911845 | 0.006559 |
| 0.956 | 0.914137 | 0.007815 | 0.921418 | 0.011824 |
| 0.957 | 0.950673 | 0.027725 | 0.916331 | 0.009030 |
| 0.958 | 0.918804 | 0.010381 | 0.918518 | 0.010232 |
| 0.959 | 0.920304 | 0.011204 | 0.920227 | 0.011171 |
| 0.960 | 0.922984 | 0.012673 | 0.922915 | 0.012645 |
| 0.961 | 0.924470 | 0.013486 | 0.924298 | 0.013403 |
| 0.962 | 0.926034 | 0.014342 | 0.926174 | 0.014430 |
| 0.963 | 0.927588 | 0.015191 | 0.928287 | 0.015585 |
| 0.964 | 0.930574 | 0.016821 | 0.929389 | 0.016187 |
| 0.965 | 0.932295 | 0.017759 | 0.931428 | 0.017301 |
| 0.966 | 0.933288 | 0.018300 | 0.934218 | 0.018822 |
| 0.967 | 0.936118 | 0.019840 | 0.935245 | 0.019382 |
| 0.968 | 0.937140 | 0.020396 | 0.938022 | 0.020892 |
| 0.969 | 0.939163 | 0.021495 | 0.939461 | 0.021675 |
| 0.970 | 0.941677 | 0.022859 | 0.941740 | 0.022912 |
| 0.971 | 0.943845 | 0.024034 | 0.943593 | 0.023917 |
| 0.972 | 0.945019 | 0.024670 | 0.945265 | 0.024823 |
| 0.973 | 0.947551 | 0.026039 | 0.947420 | 0.025989 |
| 0.974 | 0.949526 | 0.027106 | 0.949515 | 0.027122 |

**2.2 Relation of the Raise Estimator and the Squared Coefficient of Correlation**

From the simulation procedure previously presented, it has been selected the first value of $\lambda$ that leads to a value of VIF lesser than 10 for every value of the coefficient of correlation. These values are displayed in Table 4. Figure 3 shows the scatter plot between the squared coefficient of correlation and the values of $\lambda$ for $n$ equal to 30 and 60. Note that the relation is potential of type $\lambda = \alpha (\rho')^\beta$. Then, the regression model will be estimated as $\log \lambda = \log \alpha + \beta \log \rho^2 + u$, coinciding $\beta$ of the potential model with the regression coefficient of transformed data and obtaining $\alpha$ as the antilog($\alpha$).

**Table 2.** (Second part) Relation between the squared coefficient of correlation obtained from the simulation and the corresponding value of $k$ which leads to VIF<10 for $n$ equal to 30 and 60

| $\rho$ | $\hat{\rho}^2$ | $k$ | $\hat{\rho}^2$ | $k$ |
|---|---|---|---|---|
| 0.975 | 0.950960 | 0.027880 | 0.951674 | 0.028288 |
| 0.976 | 0.952981 | 0.028970 | 0.954229 | 0.029667 |
| 0.977 | 0.954912 | 0.030010 | 0.955795 | 0.030510 |
| 0.978 | 0.956502 | 0.030866 | 0.957844 | 0.031613 |
| 0.979 | 0.959051 | 0.032236 | 0.959888 | 0.032712 |
| 0.980 | 0.961947 | 0.033791 | 0.960923 | 0.033269 |
| 0.981 | 0.963326 | 0.034530 | 0.962504 | 0.034118 |
| 0.982 | 0.965461 | 0.035674 | 0.964921 | 0.035414 |
| 0.983 | 0.966274 | 0.036109 | 0.967430 | 0.036758 |
| 0.984 | 0.968436 | 0.037266 | 0.969322 | 0.037770 |
| 0.985 | 0.971711 | 0.038727 | 0.970325 | 0.038307 |
| 0.986 | 0.972391 | 0.039379 | 0.972710 | 0.039581 |
| 0.987 | 0.974299 | 0.040396 | 0.975289 | 0.040957 |
| 0.988 | 0.976304 | 0.041464 | 0.977697 | 0.042241 |
| 0.989 | 0.977790 | 0.042256 | 0.978812 | 0.042834 |
| 0.990 | 0.981105 | 0.044018 | 0.981157 | 0.044081 |
| 0.991 | 0.982176 | 0.044587 | 0.983593 | 0.045376 |
| 0.992 | 0.984338 | 0.045734 | 0.984825 | 0.046029 |
| 0.993 | 0.987196 | 0.047249 | 0.986825 | 0.047090 |
| 0.994 | 0.989093 | 0.048253 | 0.988284 | 0.047864 |
| 0.995 | 0.991003 | 0.049263 | 0.990277 | 0.048918 |
| 0.996 | 0.992742 | 0.050181 | 0.993608 | 0.050680 |
| 0.997 | 0.995062 | 0.051406 | 0.994012 | 0.050894 |
| 0.998 | 0.996048 | 0.051925 | 0.996683 | 0.052303 |
| 0.999 | 0.998847 | 0.053400 | 0.998847 | 0.052979 |

Tables 5 and 6 show the regression of the value of $\lambda$ depending of the squared coefficient of correlation for $n$
equal to 30 and 60, respectively. Note that in both cases the coefficient of determination is approximately one, the coefficient are individually significant and the model is globally significant.

Figure 2. Scatter plot between \( k \) and \( \rho^2 \) for \( n \) equal to 30 and 60.

### Table 3. Regression of \( k \) in function of squared coefficient of correlation for \( n \) equal to 30

| \( n=30 \) | Coefficient | Standard error | T-statistic | P-value |
|-----------|-------------|----------------|-------------|---------|
| Constant  | -0.4854904  | 0.00051066     | -950.708684 | 2.898E-104 |
| \( \rho^2 \) | 0.53972914  | 0.00053669     | 1005.66914  | 1.952E-105 |
| R\(^2\)=0.99995254 | F=1011370.42 | p-value=1.952E-105 |

### Table 4. Regression of \( k \) in function of squared coefficient of correlation for \( n \) equal to 60

| \( n=60 \) | Coefficient | Standard error | T-statistic | P-value |
|-----------|-------------|----------------|-------------|---------|
| Constant  | -0.48577367 | 0.00049611     | -979.166291 | 7.034E-105 |
| \( \rho^2 \) | 0.54004815  | 0.00052158     | 1035.40551  | 4.82E-106 |
| R\(^2\)=0.99995523 | F=1072064.56 | p-value= 4.82E-1 |

### Table 5 (First part). Relation between the squared coefficient of correlation obtained from the simulation and the corresponding value of \( \lambda \) which leads to VIF<10 for \( n \) equal to 30 and 60

| \( \rho \)   | \( \rho^2 \) | \( \lambda \) | \( \lambda \) |
|-------------|-------------|-------------|-------------|
| 0.950       | 0.901070    | 9.999007    | 0.020856    |
| 0.951       | 0.905488    | 9.998996    | 0.029638    |
| 0.952       | 0.906191    | 9.999008    | 0.040322    |
| 0.953       | 0.908317    | 9.999006    | 0.056095    |
| 0.954       | 0.910431    | 9.999000    | 0.063743    |
| 0.955       | 0.913036    | 9.998996    | 0.072109    |

### Table 6 (Second part). Relation between the squared coefficient of correlation obtained from the simulation and the corresponding value of \( \lambda \) which leads to VIF<10 for \( n \) equal to 30 and 60

| \( \rho \)   | \( \rho^2 \) | \( \lambda \) | \( \lambda \) |
|-------------|-------------|-------------|-------------|
| 0.956       | 0.914137    | 9.998999    | 0.959905    | 0.141484 |
| 0.957       | 0.950673    | 9.998996    | 0.957252    | 0.103183 |
| 0.958       | 0.918804    | 9.999003    | 0.958394    | 0.119225 |
| 0.959       | 0.920304    | 0.132793    | 0.959285    | 0.132196 |
| 0.960       | 0.922984    | 0.154009    | 0.960685    | 0.153449 |
| 0.961       | 0.924470    | 0.166242    | 0.961404    | 0.164814 |
| 0.962       | 0.926034    | 0.179506    | 0.962379    | 0.180711 |
| 0.963       | 0.927588    | 0.193092    | 0.963476    | 0.199344 |
| 0.964       | 0.930574    | 0.220438    | 0.964048    | 0.209383 |
| 0.965       | 0.932295    | 0.237001    | 0.965105    | 0.228582 |
| 0.966       | 0.933288    | 0.246830    | 0.966550    | 0.256244 |
| 0.967       | 0.936118    | 0.276081    | 0.967081    | 0.26866 |
| 0.968       | 0.937140    | 0.287114    | 0.968515    | 0.296853 |
| 0.969       | 0.939163    | 0.309753    | 0.969258    | 0.313187 |
| 0.970       | 0.941677    | 0.339472    | 0.970433    | 0.340244 |
| 0.971       | 0.943845    | 0.366656    | 0.971387    | 0.363413 |
| 0.972       | 0.945019    | 0.382031    | 0.972248    | 0.385316 |
| 0.973       | 0.947551    | 0.416882    | 0.973355    | 0.415023 |
| 0.974       | 0.949526    | 0.445855    | 0.974431    | 0.445678 |
On the Selection of the Ridge and Raise Factors

The selection of the ridge and raise factors, for 60 cities where $\rho = 0.984$, $\gamma_1 = -0.077$ and $\gamma_2 = -0.177$. The original model estimated by OLS is given by:

$$\hat{y} = 3.0609879x_1 - 3.1890121x_2$$

The model is globally significant ($F_{\text{exp}} = 28.4071$) and the estimated parameters of the two exogenous variables are also individually significant, $t_{\text{exp}}(\hat{\beta}_1) = 5.0695$ and $t_{\text{exp}}(\hat{\beta}_2) = -5.3269$. The coefficient of determination is equal to 0.32875 and the VIF is equal to 31.502 denoting severe collinearity. In order to estimate this model by using ridge or raise regressions is essential to select and appropriate value for the ridge and raise factors, respectively.

From the regressions presented in Section 3 is possible to relate the ridge and raise factors with the squared coefficient of correlation. Thus, by using the regression shown in Table 3, it is obtained a value of $k = 0.0372$ which leads to a value of VIF equal to 9.9999. The model estimated by ridge regression for $k = 0.0372$ will be expressed as:

$$\hat{y} = 0.87701566x_1 - 1.002683587701566x_2$$

This model is not globally significant and this fact is based on the property of the coefficient of determination of the ridge regression that is decreasing in function of $k$. For this reason the $F_{\text{exp}}$ of the global significance test is also decreasing and the model will not be globally significant.

On the other hand, using the regression shown in Table 6, it is obtained a value of $\lambda = 0.9756981$ leading to a value of VIF equal to 31.502. The model estimated by raise regression for $\lambda = 0.9756981$ will be expressed as:

$$\hat{y} = 1.54931965x_1 - 1.70153054x_2$$

This model maintains constant the value of the coefficient of determination for all values of $\lambda$. Consequently, the model remains being globally significant and the estimated parameters will be individually significant.

Note that the methodology proposed allows to select an adequate value of $k$ and $\lambda$ that in both cases lead to a value of VIF lesser than 10 concluding that the collinearity has been mitigated.

Figure 3. Scatter plot between $\lambda$ and $\rho^2$ for n equal to 30 and 60.

3. Empirical Application

To illustrate the contribution of this paper, the following empirical application is presented by using an example previously applied in the scientific literature. In this example, the mortality rate $y$, is related to the nitrogen oxide pollution potential, $x_1$ and the hydrocarbon pollution potential, $x_2$, for 60 cities where $\rho = 0.984$, $\gamma_1 = -0.077$ and $\gamma_2 = -0.177$. The original model estimated by OLS is given by:

$$\hat{y} = 3.0609879x_1 - 3.1890121x_2$$

The model is globally significant ($F_{\text{exp}} = 28.4071$) and the estimated parameters of the two exogenous variables are also individually significant, $t_{\text{exp}}(\hat{\beta}_1) = 5.0695$ and $t_{\text{exp}}(\hat{\beta}_2) = -5.3269$. The coefficient of determination is equal to 0.32875 and the VIF is equal to 31.502 denoting severe collinearity. In order to estimate this model by using ridge or raise regressions is essential to select and appropriate value for the ridge and raise factors, respectively.

From the regressions presented in Section 3 is possible to relate the ridge and raise factors with the squared coefficient of correlation. Thus, by using the regression shown in Table 3, it is obtained a value of $k = 0.0372$ which leads to a value of VIF equal to 9.9999. The model estimated by ridge regression for $k = 0.0372$ will be expressed as:

$$\hat{y} = 0.87701566x_1 - 1.002683587701566x_2$$

This model is not globally significant and this fact is based on the property of the coefficient of determination of the ridge regression that is decreasing in function of $k$. For this reason the $F_{\text{exp}}$ of the global significance test is also decreasing and the model will not be globally significant.

On the other hand, using the regression shown in Table 6, it is obtained a value of $\lambda = 0.9756981$ leading to a value of VIF equal to 31.502. The model estimated by raise regression for $\lambda = 0.9756981$ will be expressed as:

$$\hat{y} = 1.54931965x_1 - 1.70153054x_2$$

This model maintains constant the value of the coefficient of determination for all values of $\lambda$. Consequently, the model remains being globally significant and the estimated parameters will be individually significant.

Note that the methodology proposed allows to select an adequate value of $k$ and $\lambda$ that in both cases lead to a value of VIF lesser than 10 concluding that the collinearity has been mitigated.
4. Conclusions

When a model presents collinearity it is appropriate to use, alternatively to OLS estimator, the ridge or raise estimations. In both cases, it is necessary to select an appropriate value for the ridge and raise factors, respectively. This paper analyzes the relation of the ridge and raise factors with the squared coefficient of correlation. Firstly, two independent variables were simulated with a given coefficient of correlation between 0.95 and 0.999 with a gap of 0.001. A dependent variable has been obtained from them. Then, it is proposed to select the value of the ridge and raise factor that leads to values of VIF lesser than 10 for every value of the given coefficient of correlation. The expression of the VIF used in this procedure verifies the properties of being continuous, decreasing in $k$ and $\lambda$ and being always higher than or equal to 1. It is concluded that the relation between the ridge factor and the squared coefficient of correlation is linear while the relation of the raise factor with the squared coefficient of correlation is potential. The contribution of this paper is illustrated with an empirical example showing that the procedure presented in this paper allows to adequately select the value of the ridge and raise factor that mitigate the collinearity. This contribution can be applied in many different fields where collinearity is present. As future research line, it is pretended to extend this analysis to models with $p \geq 2$ exogenous variables.
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