Abstract. In clinical research, one of the key problems is to estimate the effect of the best treatment among the given \( k \) treatments in two-stage adaptive design. Suppose the effects of two treatments have normal distributions with means \( \theta_1 \) and \( \theta_2 \), respectively, and common known variance \( \sigma^2 \). In the first stage, random samples of size \( n_1 \) with means \( \bar{X}_1 \) and \( \bar{X}_2 \) are chosen from the two populations. Then the population with the larger (or smaller) sample mean \( X_M \) is selected, and a random sample of size \( n_2 \) with mean \( Y_M \) is chosen from this population in the second stage of design. Our aim is to estimate the mean \( \theta_m \) (or \( \theta_J \)) of the selected population based on \( \bar{X}_M \) and \( \bar{Y}_M \) in two-stage adaptive design under the reflected normal loss function. We obtain minimax estimators of \( \theta_m \) and \( \theta_J \), and then provide some sufficient conditions for the inadmissibility of estimators of \( \theta_m \) and \( \theta_J \). Theoretical results are augmented with a simulation study as well as a real data application.
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1. INTRODUCTION

Estimating the parameters of a selected population in two-stage adaptive design is one of the practical problems in the medical, economics and agriculture fields. In these designs, at first independent samples \( X_{i1}, X_{i2}, \ldots, X_{in_i} \) \( (i = 1, 2, \ldots, k) \) have been drawn from target populations \( \Pi_1, \Pi_2, \ldots, \Pi_k \) and then, based on a specific rule, the \( M \)-th population is selected and a second random sample of size \( n_2 \) is drawn from it. These two samples can be used for estimation of the parameters of the selected population. For example, in the medical research, there are several treatments that scientists are interested in studying them. But, due to various limitations, such as time, the availability of patients, cost, etc., only one or two treatments that have the best response to the observations can be selected.
for further investigation in large-scale medical trials. In general, the best response for continuous and binary cases are defined as the largest mean and the highest proportion, respectively (Lu et al. [11]). In the end, the inference focuses on the selected treatment using both stages’ data.

The problem of estimating parameters of a selected population in single-stage design was introduced by Rubinstein [20], [21] and was considered by many researchers. See, for example, Gibbons et al. [6], Vellaisamy [32], [43], Vellaisamy and Punnen [34], Misra et al. [13], [14], Nematollahi and Motamed-Shariati [17], [18], Kumar et al. [8], Arshad and Misra [1] and Nematollahi [16].

Sarkadi [24] introduced the problem of estimating parameters of the normal population in single-stage design based on the natural selection rule, and following that Daihya [5], Hsieh [7], Cohen and Sackrowitz [4], Venter [35] and Parsian and Sanjari Farsipour [19] developed some results about estimating parameters of the selected normal population. Misra and Meulen [12] obtained some admissibility results under the reflected normal loss function and Naghizadeh Qomi et al. [15] considered this problem under the reflected normal loss function.

The corresponding two-stage adaptive design, which was introduced by Thall et al. [29], [30], has been discussed extensively by Schaid et al. [25], Sampson and Sill [23], Stallard and Friede [28] and Wu et al. [56]. Lu et al. [11] considered estimating the mean of the selected normal population in two-stage designs under the LINEX loss function and obtained the class of admissible and minimax estimators.

In the literature on the estimation of the parameters of the selected population, most of the considered loss functions are convex and not bounded. However, in some estimation problems, the loss function should be bounded and concave for large values (Tribus and Szonyi [31], León and Wu [10]). For example, in estimating the mean time of treatment \( \theta \) of a given illness, the amount of the loss for estimating \( \theta \) by an estimator \( \delta \) is essentially bounded. Hence, in this paper, we consider the problem of estimating the location parameter of the selected normal population in two-stage adaptive design under the reflected normal loss (RNL) function. The reflected normal loss function was, for the first time, introduced by Spiring [26] and Spiring and Yeung [27]. The general form of this loss function is given by

\[
L(\theta, \delta) = b[1 - e^{-\Delta^2/(2\gamma^2)}],
\]

where \( \Delta = \delta - \theta \), \( b \) is the maximum loss and \( \gamma \) is a scale parameter. The RNL function is symmetric and bounded and it is useful for the purpose that the amount of loss has a maximum limit. Clearly, the value of \( b > 0 \) does not have any influence on our results, therefore, without loss of generality, we shall take \( b = 1 \) in the rest of the paper.

Let \( \Pi_i \ (i = 1, 2) \) be two normal populations with probability density functions (pdf)

\[
f(x \mid \theta_i, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}}e^{-\frac{1}{2\sigma^2}(x-\theta_i)^2}, \quad \theta_i \in \mathbb{R}, \sigma > 0, \ i = 1, 2,
\]
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where location parameters $\theta_1$ and $\theta_2$ are unknown and $\sigma^2$ is the common known variance. Based on two-stage adaptive design, in the first stage we draw a random sample $X_{i1}, X_{i2}, \ldots, X_{in_i}$ of size $n_i$, $i = 1, 2$. For selecting the best population with the larger (or smaller) mean, we use the natural selection rule and select the population corresponding to the larger (or smaller) sample mean. In the second stage, we draw a random sample $Y_1, Y_2, \ldots, Y_{n_2}$ of size $n_2$ from the selected population which is independent of the first stage sample. Let $\bar{X}_1$ and $\bar{X}_2$ be the sample mean of the first stage sample and $\bar{X}_{(1)} \leq \bar{X}_{(2)}$ denote the ordered values of $\bar{X}_1$ and $\bar{X}_2$. For selecting the best population we select the population corresponding to the $\bar{X}_{(2)}$ ($\bar{X}_{(1)}$). Therefore, the location parameters corresponding to the larger and smaller selected populations are defined by

$$
\theta_M = \begin{cases} 
\theta_1, & \bar{X}_1 \geq \bar{X}_2, \\
\theta_2, & \bar{X}_1 < \bar{X}_2,
\end{cases} \quad \theta_J = \begin{cases} 
\theta_2, & \bar{X}_1 \geq \bar{X}_2, \\
\theta_1, & \bar{X}_1 < \bar{X}_2,
\end{cases}
$$

respectively. We consider the class of estimators of the parameter $\theta_M$ as the convex combination of the sample mean of the selected population ($\bar{X}_M$) and the sample mean ($\bar{Y}_M$) of the second stage sample. Therefore, the general form of the estimators is as follows:

$$
\delta_w(X, Y) = w\bar{X}_M + (1 - w)\bar{Y}_M = \begin{cases} 
w\bar{X}_1 + (1 - w)\bar{Y}_1, & \bar{X}_1 \geq \bar{X}_2, \\
w\bar{X}_2 + (1 - w)\bar{Y}_2, & \bar{X}_1 < \bar{X}_2,
\end{cases}
$$

where $0 \leq w \leq 1$. Similar estimators of $\theta_J$ can be defined as the convex combination of the sample means of the first and second stages.

In this paper, we want to estimate the parameters $\theta_M$ and $\theta_J$ of the selected normal population in two-stage adaptive design under the reflected normal loss function. Since the RNL function is bounded, by a result of Basu [2] there exists no uniformly minimum risk unbiased estimator of the unknown parameters. So, we consider minimax and admissible estimation of $\theta_M$ and $\theta_J$.

To the best of our knowledge, in the literature only Lu et al. [11] have considered admissibility of linear estimators of the form $\delta_w(X, Y) + c$ of the selected normal population in two-stage adaptive design under the LINEX loss function and showed that $\delta_w(X, Y)$ is not minimax for $\theta_M$. In this paper we find minimax estimators of $\theta_M$ and $\theta_J$ and find sufficient conditions of admissibility of estimators of $\theta_M$ and $\theta_J$ of the selected normal population in two-stage adaptive design and under the bounded RNL function.

The organization of the paper is as follows. In Section 2, we obtain minimax estimators of $\theta_M$ and $\theta_J$. In Section 3, we employ the technique of Brewster and Zidek [5] to provide some sufficient conditions for the inadmissibility of estimators of location parameters. In Section 4, we discuss minimaxity and admissibility of estimators of $\theta_J$. In Section 5, we compare the risk of the obtained estimators by a simulation study. Also, an application to real data is given in Section 6. Finally, a discussion is given in Section 7.
2. MINIMAX ESTIMATION

Suppose random samples of size $n_1$ are drawn from two normal populations with pdf (1.2) in the first stage. Then a random sample of size $n_2$ is drawn from the selected population in the second stage of two-stage adaptive design. In this section, we want to show that the convex combination estimator $\delta_w(X, Y)$ given in (2.3) with $w = \frac{n_1}{n_1 + n_2}$ is a minimax estimator of $\theta_M$ under the RNL function (1.2). Before obtaining the minimax estimator, we need the following lemma which will be proved in the Appendix.

**Lemma 2.1.** Suppose $X_{i1}, X_{i2}, \ldots, X_{in_1}, i = 1, 2,$ is a random sample of size $n_1$ from the normal population with pdf (1.2), and $X_{(1)} \leq X_{(2)}$ denote the order statistics of the sample means $X_1$ and $X_2$ of these two samples. Select the population corresponding to the largest sample mean $\bar{X}_M = \bar{X}_{(2)}$ and draw a random sample $Y_1, Y_2, \ldots, Y_{n_2}$ of size $n_2$ from this population, which is independent of the first sample. Let $Y_M$ be the sample mean of the second stage sample, $\mu = \max(\theta_1, \theta_2) - \min(\theta_1, \theta_2) \geq 0,$ and

$$\sigma_*^2 = \left(\frac{w^2}{n_1} + \frac{(1 - w)^2}{n_2}\right) \sigma^2, \quad \rho = \frac{(1 - w)^2/n_2}{w^2/n_1 + (1 - w)^2/n_2}.$$

(i) If $S = w\bar{X}_M + (1 - w)\bar{Y}_M - \theta_M$, then the pdf of $S$ is given by

$$f_S(s) = \Phi\left(\frac{(1 - \rho)s + w\mu}{\sigma_* \sqrt{1 - \rho^2}}\right) + \Phi\left(\frac{(1 - \rho)s - w\mu}{\sigma_* \sqrt{1 - \rho^2}}\right) \frac{1}{\sigma_*} \varphi\left(\frac{s}{\sigma_*}\right),$$

where $\varphi(\cdot)$ and $\Phi(\cdot)$ denote the normal probability density function and cumulative normal distribution function, respectively.

(ii) Assume that $R(\theta_M, \delta_c)$ denotes the risk function of $\delta_c = \delta_w + c = w\bar{X}_M + (1 - w)\bar{Y}_M + c$ in estimating $\theta_M$ under the RNL function (1.2). Then

$$R(\theta_M, \delta_c) = 1 - I_w(c^2)\{\Phi(dw\mu - ec) + \Phi(-dw\mu - ec)\},$$

where

$$d = \frac{1}{\sqrt{1 - \rho}} \frac{\sqrt{\gamma^2 + \sigma_*^2}}{\sigma_* \sqrt{2\gamma^2 + \sigma_*^2(1 + \rho)}}, \quad e = \frac{\sigma_*^2(1 - \rho)d}{\gamma^2 + \sigma_*^2},$$

$$I_w(c^2) = \frac{\gamma}{\sqrt{\gamma^2 + \sigma_*^2}} e^{-c^2/(2(\gamma^2 + \sigma_*^2))}.$$

(iii) $R(\theta_M, \delta_c)$ is a strictly increasing function of $c$ for $c > 0$.

Now, to obtain a minimax estimator of $\theta_M$, we use the results of Sackrowitz and Samuel-Cahn [22]. First, we obtain the minimax estimator in the component
problem for \( \theta_i, \ i = 1, 2 \). Let \( \bar{X}_i, \bar{Y}_i \) be the means of the first and second stage samples from the \( i \)-th population, \( i = 1, 2 \). Then \( \bar{X}_i \sim N(\theta_i, \frac{\sigma^2}{m_i}) \) and \( \bar{Y}_i \sim N(\theta_i, \frac{\sigma^2}{n_i}) \) and \( \bar{X}_i, \bar{Y}_i, i = 1, 2 \), are independent. Assume that \( \theta_i, i = 1, 2 \), have the following normal prior distributions:

\[
\pi_{im}(\theta_i) = \frac{1}{\sqrt{2\pi m}} e^{-\frac{1}{2m}(\theta_i-\eta)^2}, \quad \eta \in \mathbb{R}, \ m > 0, \ i = 1, 2.
\]

Then the posterior distribution of \( \theta_i \) given \((\bar{X}_i, \bar{Y}_i) = (\bar{x}_i, \bar{y}_i) \) is \( N(\mu', \tau_m) \) with

\[
\mu' = \frac{m_1\bar{x}_i + n_2\bar{y}_i + \sigma^2\eta}{m_2(n_1 + n_2) + \sigma^2} \quad \text{and} \quad \tau_m = \frac{1}{(n_1 + n_2)/\sigma^2 + 1/m^2}.
\]

The posterior risk of an estimator \( \delta_i(\bar{X}_i, \bar{Y}_i) \) under the loss function \((1.1)\) is given by the formula

\[
r(\bar{x}_i, \bar{y}_i, \delta(\bar{x}_i, \bar{y}_i)) = 1 - E\left\{ \exp\left\{ -\frac{1}{2\gamma^2} \left( \delta_i(\bar{x}_i, \bar{y}_i) - \theta_i \right)^2 \right\} | \bar{x}_i, \bar{y}_i \right\}
\]

\[
= 1 - \frac{\gamma}{\sqrt{\gamma^2 + \tau_m}} \exp\left\{ -\frac{1}{2(\tau_m + \gamma^2)} \left( \delta_i(\bar{x}_i, \bar{y}_i) - \mu' \right)^2 \right\}.
\]

Hence, the posterior risk as a function of \( \delta_i(\bar{x}_i, \bar{y}_i) \) is minimized when \( \delta_i(\bar{x}_i, \bar{y}_i) = E(\theta_i | \bar{x}_i, \bar{y}_i) = \mu' \), which is the same as the Bayes estimate of \( \theta_i \) under the squared error loss (SEL) function. So, the Bayes estimator of \( \theta_i \) under the RNL function is

\[
\delta_{\pi,m}(\bar{X}_i, \bar{Y}_i) = \mu' = E(\theta_i | \bar{X}_i, \bar{Y}_i)
\]

\[
= \frac{m_1\bar{X}_i + n_2\bar{Y}_i + \sigma^2\eta}{m_2(n_1 + n_2) + \sigma^2}, \quad i = 1, 2.
\]

The posterior risk of \( \delta_{\pi,m}(\bar{X}_i, \bar{Y}_i) \) is given by

\[
r_{\pi,m}(\bar{x}_i, \bar{y}_i, \delta_{\pi,m}(\bar{x}_i, \bar{y}_i)) = 1 - \frac{\gamma}{\sqrt{\gamma^2 + \tau_m}}.
\]

Since the posterior risk does not depend on \((\bar{x}_i, \bar{y}_i)\), the Bayes risk of \( \delta_{\pi,m}(\bar{X}_i, \bar{Y}_i) \) is equal to the posterior risk, that is,

\[
r^*(\pi,m, \delta_{\pi,m}) = 1 - \frac{\gamma}{\sqrt{\gamma^2 + \tau_m}}, \quad i = 1, 2.
\]

Finally, to obtain the Bayes estimator of \( \theta_M \) under the RNL function and normal prior \( \pi_m, i = 1, 2 \), assume that \( \theta_1 \) and \( \theta_2 \) have independent and identical normal
prior distribution with pdf given in (2.4). Using Lemma 3.2 of [22], we obtain the unique Bayes estimator of \(\theta_M\) as
\[
\delta_{\pi_m}(X, Y) = \frac{m^2(n_1 \bar{X}_M + n_2 \bar{Y}_M) + \sigma^2 \eta}{m^2(n_1 + n_2) + \sigma^2},
\]
where \(\pi_m = (\pi_{1 m}, \pi_{2 m})\). Note that the posterior risk (2.7) for the component problem is independent of \((\bar{x}_i, \bar{y}_i), i = 1, 2\). Therefore, from Theorem 3.1 of [22] we conclude that the Bayes risk \(r^* = r^*(\pi_m, \delta_{\pi_m})\) of \(\delta_{\pi_m}(X, Y)\) is
\[
r^*(\pi_m, \delta_{\pi_m}) = r^*(\pi_{1 m}, \delta_{\pi_{1 m}}) = 1 - \frac{\gamma}{\sqrt{\gamma^2 + \sigma^2}}, \quad i = 1, 2.
\]
Thus,
\[
\lim_{m \to \infty} r^*(\pi_m, \delta_{\pi_m}) = 1 - \frac{\gamma}{\sqrt{\gamma^2 + \frac{\sigma^2}{n_1 + n_2}}}, \quad m \to \infty.
\]
Now, to prove that an estimator \(\delta_m(X, Y)\) is a minimax estimator of \(\theta_M\), by Theorem 3.2 of [22], it suffices to show that for every \(\theta = (\theta_1, \theta_2)\) we have
\[
R(\theta_M, \delta_{\pi_m}) \leq \lim_{m \to \infty} r^*(\pi_m, \delta_{\pi_m}) = 1 - \frac{\gamma}{\sqrt{\gamma^2 + \frac{\sigma^2}{n_1 + n_2}}},
\]
where \(R(\theta_M, \delta_{\pi_m})\) is the risk function of \(\delta_m\) under the RNL function.

In the following theorem, according to (2.2) and (2.11), we show that \(\delta_{\pi_m} = w^* \bar{X}_M + (1 - w^*) \bar{Y}_M\) with \(w^* = \frac{n_1}{n_1 + n_2}\) is a minimax estimator of \(\theta_M\).

**Theorem 2.1.** Under the assumptions of Lemma 2.1, the estimator \(\delta_{\pi_m} = w^* \bar{X}_M + (1 - w^*) \bar{Y}_M\) with \(w^* = \frac{n_1}{n_1 + n_2}\) is a minimax estimator of \(\theta_M\) under the RNL function.

**Proof.** From equation (2.2) with \(c = 0\) and \(w = w^*\) it follows that the risk function \(R(\theta_M, \delta_{w^*})\) is of the form
\[
R(\theta_M, \delta_{w^*}) = 1 - I_{\delta_{w^*}}(0) \{\Phi(dw^* \mu) + \Phi(-dw^* \mu)\} = 1 - I_{\delta_{w^*}}(0) = 1 - \frac{\gamma}{\sqrt{\gamma^2 + \frac{\sigma^2}{n_1 + n_2}}} = \lim_{m \to \infty} r^*(\pi_m, \delta_{\pi_m}).
\]
Now, by (2.11), the proof is completed. ■

**Remark 2.1.** The risk of \(\delta_w = w \bar{X}_M + (1 - w) \bar{Y}_M\) for \(0 \leq w \leq 1\) minimizes when \(w = w^* = \frac{n_1}{n_1 + n_2}\). So, the minimax estimator \(\delta_{w^*}\) of \(\theta_M\) in two-stage adaptive design dominates the estimators \(\delta_w\) for \(0 \leq w \leq 1\). Also, by [15], the estimator \(\delta_1 = \bar{X}_M = \bar{X}_{(2)}\) (\(\delta_w\) with \(w = 1\)) is a minimax estimator of \(\theta_M\) in single-stage design. Therefore, the minimax estimator under two-stage adaptive design dominates the minimax estimator of single-stage design.
3. SUFFICIENT CONDITIONS FOR INADMISSIBILITY OF ESTIMATORS

Let $\Pi_1$ and $\Pi_2$ be two normal populations with associated pdf given by (1.2), and $X_1, X_2$ be the first stage sample means of two independent random samples of size $n_1$ from these populations. Also, let $Y_M$ be the mean of the second stage sample of size $n_2$ from the selected population. In this section, we want to find dominating estimators of $\theta_M$ under the loss function (1.1) which are invariant under the location and permutation groups of transformations $(X_1, X_2), (Y_1, Y_2) \to (X_2 + a, X_1 + a), (Y_2 + a, Y_1 + a)$. To this end, we consider the following class of invariant estimators of $\theta_M$:

$$D_U = \{\delta_\psi = w \bar{X}_M + (1 - w) \bar{Y}_M + \psi(K)\},$$

where $K = \bar{X}_{(1)} - \bar{X}_{(2)}$ and $\psi$ is a real-valued function defined on the interval $(-\infty, 0]$. In this section, by employing the technique of Brewster and Zidek [3], we obtain some sufficient conditions for inadmissibility of invariant estimators of $\theta_M$ in the class of estimators $D_U$. The following lemma is useful in derivation of a dominating estimator in estimation of $\theta_M$.

**Lemma 3.1.** Under the assumptions of Lemma 2.1, let $K = \bar{X}_{(1)} - \bar{X}_{(2)}$ and $\psi$ be a real-valued function defined on the interval $(-\infty, 0]$. Also, let

$$\sigma^2_{s *} = \left(\frac{w^2}{n_1} + \frac{2(1-w)^2}{n_2}\right)\sigma^2, \quad \sigma^2_{1} = \frac{\sigma^2}{n_1},$$

and

$$\psi^*(k) = \frac{\sigma^2 + \gamma^2}{w\sigma^2_{1}} k, \quad \psi^*(k) = \frac{\gamma^2 w k + \sigma^2_{s*} \psi(k)}{\sigma^2_{s*} + 2\gamma^2},$$

and

$$\eta_k(\mu) = \psi^*(k) - \frac{\gamma^2 w \mu}{\sigma^2_{s*} + 2\gamma^2} \left(1 - \frac{1}{1 + \exp\left\{2\mu \frac{\psi^*(k) - \psi(k)}{\sigma^2_{s*} + 2\gamma^2}\right\}}\right),$$

where $\psi^*(k) < k < 0$.

(i) For any $k \leq 0$, the conditional pdf of $S = w \bar{X}_M + (1 - w) \bar{Y}_M - \theta_M$ given $K = k$ is

$$f_{S|K}(s|k) = \frac{\psi^*}{\sigma^2_{s*}} \varphi\left(\frac{w \mu}{\sqrt{\sigma^2_{s*}}}, \frac{\sqrt{2} \psi^*}{\sigma_{s*}} (s + w \frac{\mu}{\sqrt{\sigma^2_{s*}}})\right) + \varphi\left(\frac{w \mu}{\sqrt{\sigma^2_{s*}}}, \frac{\sqrt{2} \psi^*}{\sigma_{s*}} (s + w \frac{\mu}{\sqrt{\sigma^2_{s*}}})\right) - \varphi\left(\frac{w \mu}{\sqrt{\sigma^2_{s*}}}, \frac{\sqrt{2} \psi^*}{\sigma_{s*}} (s + w \frac{\mu}{\sqrt{\sigma^2_{s*}}})\right).$$

(ii) If $\psi(k) > \psi^*(k)$, then $\eta_k(\mu)$ is an increasing function of $\mu$ and

$$\inf_{\mu \geq 0} \eta_k(\mu) = \eta_k(0) = \psi^*(k), \quad \sup_{\mu \geq 0} \eta_k(\mu) = +\infty.$$
(iii) If \( \psi(k) \leq \psi^*(k) \), then \( \eta_k(\mu) \) is a decreasing function of \( \mu \) and
\[
\inf_{\mu \geq 0} \eta_k(\mu) = -\infty, \quad \sup_{\mu \geq 0} \eta_k(\mu) = \psi^*(k).
\]

**Proof.** (i) See the Appendix.

(ii) Let \( \eta_k(\mu) = \psi^*(k) - g^*(\mu)h^*_k(\mu) \), where
\[
g^*(\mu) = \frac{\gamma^2 w_1 \mu}{\sigma_w^2 + 2\gamma^2}, \quad h^*_k(\mu) = 1 - \frac{2}{1 + \exp\left\{ 2\mu w_1 \omega^{\psi^*(k)-\psi(k)}/\sigma_w^2 \right\}},
\]
and \( l_k(\mu) = g^*(\mu)h^*_k(\mu) \). The functions \( g^*(\mu) \) and \( g^*(\mu) \) are nonnegative functions of \( \mu \) for \( \mu \geq 0 \), and for \( \psi(k) > \psi^*(k) \), \( h^*(\mu) \) and \( h^*(\mu) \) are nonpositive functions of \( \mu \) for \( \mu \geq 0 \). So, we have \( l_k(\mu) = (g^*(\mu)h^*(\mu))^\top < 0 \). Therefore, \( \eta_k(\mu) \) is an increasing function of \( \mu \) and hence
\[
\inf_{\mu \geq 0} \eta_k(\mu) = \eta_k(0) = \psi^*(k), \quad \sup_{\mu \geq 0} \eta_k(\mu) = +\infty.
\]

(iii) The proof is similar to the proof of (ii). ■

In the following theorem, we give sufficient conditions for inadmissibility of invariant estimators \( \delta_\psi(X, Y) \in D_U \).

**Theorem 3.1.** Suppose \( \delta_\psi(X, Y) \in D_U \) is an invariant estimator of \( \theta_M \). If for every \( \theta = (\theta_1, \theta_2) \in \mathbb{R}^2 \)
\[
P_\theta(\psi^*(K) < \psi(K) < \psi^*(K)) = P_\theta\left( \frac{\sigma^2 + \gamma^2}{w_1^2} K < \psi(K) < \frac{wK}{2} \right) > 0,
\]
then under the RNL function the estimator \( \delta_\psi \) is inadmissible for estimating \( \theta_M \) and is dominated by \( \delta_{\psi_1}(X, Y) = wX_M + (1 - w)Y_M + \psi_1(K) \), where
\[
(3.4) \quad \psi_1(K) = \begin{cases} 
\psi^*(K), & \psi^*(K) < \psi(K) < \psi^*(K), \\
\psi(K), & \text{otherwise},
\end{cases}
\]
\[
= \begin{cases} 
\psi^*(K), & \frac{\sigma^2 + \gamma^2}{w_1^2} K < \psi(K) < \frac{wK}{2}, \\
\psi(K), & \text{otherwise}
\end{cases}
\]
with \( \psi^*(K) \) and \( \psi^*(K) \) defined in (3.2).

**Proof.** The difference between risks of \( \delta_\psi \) and \( \delta_{\psi_1} \) for \( \mu \geq 0 \) is given by
\[
\Delta(\mu) = R(\theta_M, \delta_\psi) - R(\theta_M, \delta_{\psi_1})
= E\left[ 1 - e^{-\frac{1}{2\gamma^2} (S + \psi(K))^2} \right] - E\left[ 1 - e^{-\frac{1}{2\gamma^2} (S + \psi_1(K))^2} \right]
= E\left[ e^{-\frac{1}{2\gamma^2} (S + \psi_1(K))^2} - e^{-\frac{1}{2\gamma^2} (S + \psi(K))^2} \right] = E(D_\theta(K)).
\]
For every $k \leq 0$, 
\[
D_\theta(k) = E_\theta[e^{-\frac{1}{2\gamma^2}(S+\psi_1(k))^2} - e^{-\frac{1}{2\gamma^2}(S+\psi(k))^2} | K = k].
\]

Now, using the inequality
\[
e^a - e^b \geq (a - b)e^b, \quad \forall a, b \in \mathbb{R},
\]
we have
\[(3.5)\]
\[
D_\theta(k) \geq \frac{1}{2\gamma^2} E_\theta \left\{ \left[ (S + \psi(k))^2 - (S + \psi_1(k))^2 \right] e^{-\frac{1}{2\gamma^2}(S+\psi(k))^2} | K = k \right\} \\
= \frac{1}{2\gamma^2} \left( \psi(k) - \psi_1(k) \right) \left\{ \left( \psi(k) + \psi_1(k) \right) E_\theta \left[ e^{-\frac{1}{2\gamma^2}(S+\psi(k))^2} | K = k \right] \\
+ 2E_\theta \left[ Se^{-\frac{1}{2\gamma^2}(S+\psi(k))^2} | K = k \right] \right\} \\
= \frac{1}{2\gamma^2} \left( \psi(k) - \psi_1(k) \right) T(k, \mu) \left\{ \psi(k) + \psi_1(k) - 2\eta_k^2(\mu) \right\},
\]
where
\[
T(k, \mu) = E_\theta \left[ e^{-\frac{1}{2\gamma^2}(S+\psi(k))^2} | K = k \right],
\]
and
\[
\eta_k^2(\mu) = -\frac{E_\theta \left[ Se^{-\frac{1}{2\gamma^2}(S+\psi(k))^2} | K = k \right]}{E_\theta \left[ e^{-\frac{1}{2\gamma^2}(S+\psi(k))^2} | K = k \right]}. 
\]
By using the conditional pdf of $S | K = k$ given in Lemma 3.1, we find the value of $T(k, \mu)$ as follows:
\[
T(k, \mu) = E_\theta \left[ e^{-\frac{1}{2\gamma^2}(S+\psi(k))^2} | K = k \right] = J_k^1(\mu) + J_k^1(-\mu),
\]
where
\[
J_k^1(\mu) = \frac{\sqrt{2}\gamma}{\sqrt{\sigma^2_{**} + 2\gamma^2}} \frac{e^{-\psi(2k)/(2\gamma^2)}}{1 + e^{k\mu/\sigma^2_{**}}}
\times \exp \left\{ -\frac{w^2(k + \mu)^2}{4\sigma^2_{**}} + \frac{\gamma^2w(k + \mu) + \sigma^2_{**}\psi(k)^2}{2\sigma^2_{**}\gamma^2(\sigma^2_{**} + 2\gamma^2)} \right\}.
\]
Similarly, it is easy to verify that
\[
E_\theta \left[ Se^{-\frac{1}{2\gamma^2}(S+\psi(k))^2} | K = k \right] = w_k^1(\mu)J_k^1(\mu) + w_k^1(-\mu)J_k^1(-\mu),
\]
where

\[ w_k^1(\mu) = -\frac{\sigma_{xx}^2 \psi(k) + \gamma^2 w(k + \mu)}{\sigma_{xx}^2 + 2\gamma^2}. \]

With some simple calculations, we have

\[ \eta_k^*(\mu) = \frac{w_k^1(\mu) J_k^1(\mu) + w_k^1(-\mu) J_k^1(-\mu)}{J_k^1(\mu) + J_k^1(-\mu)} \]
\[ = \frac{\gamma^2 w_k + \sigma_{xx}^2 \psi(k)}{\sigma_{xx}^2 + 2\gamma^2} \frac{J_k^1(\mu) + J_k^1(-\mu)}{J_k^1(\mu) + J_k^1(-\mu)} \]
\[ = \frac{\gamma^2 w_k + \sigma_{xx}^2 \psi(k)}{\sigma_{xx}^2 + 2\gamma^2} \cdot \gamma^2 w_k \]
\[ = \psi^*(k) - \frac{\gamma^2 w_k + \sigma_{xx}^2 \psi(k)}{\sigma_{xx}^2 + 2\gamma^2} \frac{2J_k^1(\mu)}{J_k^1(\mu) + J_k^1(-\mu)} = \eta_k^*(\mu). \]

Now, by (3.4) and (3.5), if \( \psi(K) > \psi^*(K) \) or \( \psi(K) < \psi^*(K) \), then \( D_\theta(K) \geq 0 \).

Also, for \( \psi^*(K) < \psi(K) < \psi^*(K) \), from (3.5), (3.6) and Lemma 3.1, we have

\[ D_\theta(k) \geq \frac{1}{2\gamma^2} \left( \psi(k) - \psi^*(k) \right) T(k, \mu) \{ \psi(k) + \psi^*(k) - 2\eta_k^*(\mu) \} \]
\[ \geq \frac{1}{2\gamma^2} \left( \psi(k) - \psi^*(k) \right) T(k, \mu) \{ \psi(k) - \psi^*(k) \} > 0. \]

Since \( P[\psi^*(K) < \psi(K) < \psi^*(K)] > 0 \) for every \( \theta \in \mathbb{R}^2 \), we have \( \Delta(\mu) > 0 \), which completes the proof.

**Remark 3.1.** Theorem 3.1 provides estimators that dominate linear estimators \( \delta_c(X, Y) = wX_M + (1 - w)Y_M + c \) for \( c < 0 \). If we put \( \psi(K) = c \) in (3.4), then the dominating estimators are given by

\[ \delta_c^*(X, Y) = \begin{cases} \gamma^2 w(X_{(1)} - X_{(2)}) + (\sigma_{xx}^2 + 2\gamma^2)[wX_M + (1 - w)Y_M] + c^2, \\ \sigma_{xx}^2 + 2\gamma^2, \quad 2c/w < K < w\sigma_{xx}^2/(\sigma_{xx}^2 + \gamma^2), \\ wX_M + (1 - w)Y_M + c, \quad \text{otherwise.} \end{cases} \]

Also, since the risk function \( R(\theta_M, \delta_w + c) \) is an increasing function for \( c > 0 \), part (ii) of Lemma 3.1 implies that \( R(\theta_M, \delta_w + c) > R(\theta_M, \delta_w) \). So, for \( c > 0 \) the estimator \( \delta_c(X, Y) \) is inadmissible and is dominated by \( \delta_w(X, Y) = wX_M + (1 - w)Y_M \). Therefore, the estimator \( \delta_c(X, Y) \) for \( c \neq 0 \) in estimating \( \theta_M \) under the RNL function is inadmissible.
Remark 3.2. Consider the linear combination estimators of the form
\[
\delta_\psi(X, Y) = \alpha(wX_1 + (1 - w)Y_M) + (1 - \alpha)(wX_M + (1 - w)Y_M)
\]
where \(\frac{1}{2} < \alpha < 1\) and
\[
\psi(K) = \alpha w(X_1 - X_M) = \begin{cases} 
\alpha w(X_2 - X_1), & X_1 > X_2, \\
\alpha w(X_1 - X_2), & X_1 < X_2,
\end{cases}
\]
This estimator is inadmissible for estimating \(\theta_M\). To obtain an estimator that dominates \(\delta_\psi\), it suffices to put \(\psi(k) = \alpha wK\) in Theorem \(\Box\). In this case, the dominating estimator is given by
\[
\delta^*_\psi(X, Y) = wX_M + (1 - w)Y_M + \psi^*(K)
\]
4. MINIMAX AND INADMISSIBLE ESTIMATORS OF \(\theta_J\)

In this section, we discuss the minimax and inadmissible estimation of \(\theta_J\). Using the transformation \(X_1 \rightarrow -X_1\) and \(X_2 \rightarrow -X_2\), and the obtained results of Section \(\Box\) for \(\theta_M\), we can easily derive the minimax and inadmissible estimators of \(\theta_J\). Let \(K = X_1(1) - X_2(2)\). Then it can be shown that
\[
R(\theta_J, U_J - \psi(K)) = R(\theta_M, U_M + \psi(K)),
\]
where \(U_i = wX_i + (1 - w)Y_i, i = J, M\), and \(\psi\) is a real-valued function defined on \((-\infty, 0]\). So, from the results obtained in Sections \(\Box\) and \(\Box\), we have the following results:

(i) Under the reflected normal loss function the estimator \(\delta^*_w(X, Y)\) with \(w^* = \frac{n_1}{n_1 + n_2}\) is a minimax estimator of \(\theta_J\), where
\[
\delta^*_w(X, Y) = w^*X_J + (1 - w^*)Y_J = \begin{cases} 
w^*X_1 + (1 - w^*)Y_1, & X_1 < X_2, \\
w^*X_2 + (1 - w^*)Y_2, & X_1 \geq X_2,
\end{cases}
\]
(ii) Consider the following class of invariant estimators of \(\theta_J\):
\[
D_L = \{\delta_{\varphi}(\bar{X}, \bar{Y}) = w\bar{X}_J + (1 - w)Y_J + \varphi(-K)\},
\]
where \( \varphi \) is a real-valued function defined on the interval \([0, \infty)\). Let
\[
\varphi^{*}(-K) = \frac{\sigma_{**}^{2} \varphi(-K) - \gamma^{2} w K}{\sigma_{**}^{2} + 2 \gamma^{2}} \quad \text{and} \quad \varphi^{**}(-K) = -\frac{\sigma_{**}^{2} + \gamma^{2}}{w \sigma_{1}^{2}} K > -K \geq 0.
\]
Now, if for all \( \theta \in \mathbb{R}^2 \) we have
\[
P_{\theta}(\varphi^{*}(-K) < \varphi(-K) < \varphi^{**}(-K)) = P_{\theta}\left(\frac{-w K}{2} < \varphi(-K) < -\frac{\sigma_{**}^{2} + \gamma^{2}}{w \sigma_{1}^{2}} K\right) > 0,
\]
then under the RNL function, the invariant estimator \( \delta_{\varphi} \) is inadmissible for estimating \( \theta \), and is dominated by the estimator \( \delta_{\varphi_{1}} = w \bar{X}_{J} + (1 - w) \bar{Y}_{J} + \varphi_{1}(-K) \), where
\[
\varphi_{1}(-K) = \begin{cases} 
\varphi^{*}(-K), & \frac{-w K}{2} < \varphi(-K) < -\frac{\sigma_{**}^{2} + \gamma^{2}}{w \sigma_{1}^{2}} K, \\
\varphi(-K), & \text{otherwise.}
\end{cases}
\]

(iii) From (ii) we conclude that the estimators \( \delta_{2e} = w \bar{X}_{J} + (1 - w) \bar{Y}_{J} + c \) in estimating \( \theta \), for every \( c \neq 0 \), are inadmissible. Also, the convex linear combination estimators of the form \( \delta_{c}(\mathbf{X}, \mathbf{Y}) = (1 - \alpha)U_{J} + \alpha \left(w \bar{X}_{(2)} + (1 - w) \bar{Y}_{J}\right) = U_{J} - \alpha w K \) for \( \frac{1}{2} < \alpha \leq 1 \) are inadmissible and are dominated by
\[
\delta_{\varphi}^{*}(\mathbf{X}, \mathbf{Y}) = w \bar{X}_{J} + (1 - w) \bar{Y}_{J} - \frac{\alpha \sigma_{**}^{2} + \gamma^{2}}{\sigma_{**}^{2} + 2 \gamma^{2}} w(\bar{X}_{(1)} - \bar{X}_{(2)}).
\]

**Remark 4.1.** Following the results of Lehmann [3], under the general loss function \( L(\gamma(\theta), \delta(\mathbf{X})) \), an estimator \( \delta(\mathbf{X}) \) is a risk unbiased estimator of \( \gamma(\theta) \) if it satisfies
\[
E_{\theta}\left[L(\gamma(\theta), \delta(\mathbf{X}))\right] \leq E_{\theta}\left[L(\gamma'(\theta), \delta(\mathbf{X}))\right], \quad \forall \gamma(\theta) \neq \gamma'(\theta).
\]
Under the SEL function, the above condition of the risk unbiasedness reduces to the usual condition of unbiasedness, i.e., \( E(\delta(\mathbf{X})) = \gamma(\theta) \), and if an estimator \( \delta(\mathbf{X}) \) is not unbiased, then its bias is given by \( \text{Bias}(\delta(\mathbf{X})) = E(\delta(\mathbf{X})) - \gamma(\theta) \). So, the risk unbiased condition and the bias of an estimator depend on the loss function that we use. Under the RNL function, the risk unbiased condition \( (4.1) \) reduces to
\[
E\left(\frac{1}{\gamma^{2}} (\delta(\mathbf{X}) - \gamma(\theta)) e^{-\frac{1}{2\gamma^{2}} (\delta(\mathbf{X}) - \gamma(\theta))^{2}}\right) = 0.
\]
Therefore, we can define the risk bias of an estimator \( \delta(\mathbf{X}) \) of \( \gamma(\theta) \) under the RNL function as
\[
\text{Risk Bias}(\delta(\mathbf{X})) = E\left(\frac{1}{\gamma^{2}} (\delta(\mathbf{X}) - \gamma(\theta)) e^{-\frac{1}{2\gamma^{2}} (\delta(\mathbf{X}) - \gamma(\theta))^{2}}\right).
\]
In what follows, we use (4.2) to compute the risk bias of the given estimators in a simulation study.

5. SIMULATION STUDY

In this section, we perform a simulation study to compare the single-stage design and two-stage adaptive design estimators under the RNL function. First, we generate random samples of size $N = 1000$ from $\Pi_1 \sim N(\theta_1, \sigma^2)$ and $\Pi_2 \sim N(\theta_2, \sigma^2)$ with different values of $\theta_1, \theta_2$ and $\sigma = 1$. These random samples perform our populations. Now, we extract the samples of size $n_1 = 10, 20, 30$ from both populations and after selecting the target population based on the natural rule, we generate the second stage samples with size $n_2 = 5, 10, 15, 20, 25, 30, 50$, respectively. Then, we compute the estimators $\delta_1, \delta_w^*, \delta_w^* + c_i$ and $\delta^*_c$ given by equations (1.4) and (3.7) with $w = 1, w^* = \frac{n_1}{n_1 + n_2}$ and $c_i = -1, -2$. Also, we obtain the risk functions and risk bias of each of the estimators. To this end, we repeat the simulation study $B = 10^4$ times and calculate estimated risk function (ERF) and estimated absolute risk bias (EARB). Hence, the simulation study proceeds as follows:

1. For given $\theta_1$ and $\theta_2$, generate samples of size 1000 from two normal distributions $\Pi_1 \sim N(\theta_1, \sigma^2)$ and $\Pi_2 \sim N(\theta_2, \sigma^2)$ with $\sigma = 1$.
2. Use simulation data as two populations, extract first stage design samples of size $n_1 = 10, 20, 30$ from the two simulated populations.
3. Select the target population based on the natural rule.
4. Extract the second stage design samples from the selected population with sizes $n_2 = 5, 10, 15, 20, 25, 30, 50$, respectively.
5. Calculate the estimators for each sample as follows:

$$\delta_w^*(X, Y) + c_i = w^* \bar{X}_M + (1 - w^*) \bar{Y}_M + c_i \quad \text{with} \quad w^* = \frac{n_1}{n_1 + n_2},$$

$$c_i = 0, -1, -2,$$

$$\delta_1 = \bar{X}_M,$$

$$\delta^*_c(X, Y) = \begin{cases} 
\frac{\gamma^2 w^* (X_{(1)} - \bar{X}_{(2)}) + (\sigma^2_{x*} + 2\gamma^2)[w^* \bar{X}_M + (1 - w^*) \bar{Y}_M] + \sigma^2_{x*} c_i}{\sigma^2_{x*} + 2\gamma^2}, & 2c_i/w^* < K < w^* \sigma^2_{1} c_i/(\sigma^2_{x*} + \gamma^2), \\
2c_i/w^* < K < w^* \sigma^2_{1} c_i/(\sigma^2_{x*} + \gamma^2), & \text{otherwise}, \\
w^* \bar{X}_M + (1 - w^*) \bar{Y}_M + c_i, & c_i = -1, -2,
\end{cases}$$

where $\delta_w^*$ and $\delta_1$ are minimax estimators for two-stage adaptive design and single-stage design, respectively. Also, $\delta^*_c$ dominates the estimator $\delta_w^* + c_i, i = -1, -2.$
Table 1. Comparing the ERF values of six estimators based on risk criterion for various sample sizes.

| $\theta_1$ | $\theta_2$ | $n_1$ | $n_2$ | $\delta_w$ | $\delta_1$ | $\delta_{w*} + c_1$ | $\delta_{w*} + c_2$ |
|-----------|-----------|-------|-------|------------|------------|------------------|------------------|
| 1         | 1         | 10    | 5     | 0.061789   | 0.088678   | 0.535562         | 0.196823         |
| 1         | 1         | 10    | 10    | 0.047421   | 0.088678   | 0.560004         | 0.172692         |
| 1         | 1         | 10    | 20    | 0.032371   | 0.088678   | 0.585421         | 0.136117         |
| 1         | 1         | 20    | 15    | 0.027938   | 0.047421   | 0.577690         | 0.138094         |
| 1         | 1         | 20    | 20    | 0.024574   | 0.047421   | 0.585208         | 0.133402         |
| 1         | 1         | 20    | 30    | 0.019804   | 0.047421   | 0.595830         | 0.108028         |
| 1         | 1         | 30    | 25    | 0.018052   | 0.032371   | 0.592243         | 0.110224         |
| 1         | 1         | 30    | 30    | 0.016585   | 0.032371   | 0.596116         | 0.105392         |
| 1         | 1         | 30    | 50    | 0.012516   | 0.032371   | 0.606827         | 0.091998         |
| 1.5       | 1         | 10    | 5     | 0.061789   | 0.088678   | 0.574250         | 0.194251         |
| 1.5       | 1         | 10    | 10    | 0.047421   | 0.088678   | 0.589290         | 0.164323         |
| 1.5       | 1         | 10    | 20    | 0.032371   | 0.088678   | 0.605170         | 0.122109         |
| 1.5       | 1         | 20    | 15    | 0.027938   | 0.047421   | 0.614660         | 0.093410         |
| 1.5       | 1         | 20    | 20    | 0.024574   | 0.047421   | 0.617633         | 0.085080         |
| 1.5       | 1         | 20    | 30    | 0.019804   | 0.047421   | 0.621862         | 0.071445         |
| 1.5       | 1         | 30    | 25    | 0.018052   | 0.032371   | 0.626703         | 0.060006         |
| 1.5       | 1         | 30    | 30    | 0.016585   | 0.032371   | 0.627738         | 0.054803         |
| 1.5       | 1         | 30    | 50    | 0.012516   | 0.032371   | 0.630619         | 0.038917         |

6. Repeat steps 2–5 $B = 10^4$ times and calculate the ERF for the estimator $\delta_{c_i}$ and the EARB for all estimators using the following formulas:

\[
ERF = 1 - \frac{1}{B} \sum_{j=1}^{B} \exp\left\{-\frac{1}{2\gamma^2} (\delta_{c_i j} - \theta_M)^2\right\}, \quad c_i = -1, -2,
\]

and

\[
EARB = \left| \frac{1}{B} \sum_{j=1}^{B} \frac{1}{2\gamma^2} (\theta_M - \delta_{ij}(X)) \exp\left\{-\frac{1}{2\gamma^2} (\delta_{ij}(X) - \theta_M)^2\right\}\right|,
\]
where $\gamma = 0.7$ and $\delta_{ij}$ is one of the estimators $\delta_1$, $\delta_{w^*}$, $\delta_{w^*} + c_i$ and $\delta_{c_i}^*$ in the $j$-th iteration of sampling. Also, we use equation (2.2) for calculating the risk function of the other estimators.

7. Repeat steps 1–6 for different values of $\theta_1 = 1, 2$ and $\theta_2 = 1, 1.5, 2$.

Tables 1 and 2 show the ERF and EARB values of the given estimators. From these tables we observe that the minimax estimator $\delta_{w^*}$ is superior to the other estimators in terms of ERF and EARB. Also, for fixed $n_1, n_2, \theta_1$ and $\theta_2$, the estimators $\delta_{w^*}$, $\delta_1$, $\delta_{c_1}$, $\delta_{c_2}$, $\delta_{w^*} + c_1$ and $\delta_{w^*} + c_2$ have increasing order in terms of ERF, respectively. This shows that $\delta_{c_1}^*$ ($\delta_{c_2}^*$) dominates $\delta_{w^*} + c_1$ ($\delta_{w^*} + c_2$) (see Remark 3.1). Furthermore, for fixed $n_1, n_2, \theta_1$ and $\theta_2$, the estimators $\delta_{w^*}$, $\delta_1$, $\delta_{c_1}^*$,
and \( \delta_{c_2} \) have increasing order in terms of EARB, respectively, and the EARB values of these estimators are less than those of the estimators \( \delta_{w^*} + c_1 \) and \( \delta_{w^*} + c_2 \). From Table II we observe that the ERF values of \( \delta_{w^*} \) and \( \delta_1 \) do not depend on \( \mu = \max(\theta_1, \theta_2) - \min(\theta_1, \theta_2) \) (see (2.2)), while the ERF values of \( \delta_{w^*} + c_1 \) and \( \delta_{w^*} + c_2 \) are a nondecreasing function of \( \mu \).

To observe the behavior of the ERF and EARB of \( \delta_{w^*} + c \) with respect to \( c \) \((-2 < c < 0)\), the ERF and EARB of this estimator are plotted in Figure 1 for \( n_1 = 20, n_2 = 30, \gamma = 0.7, \theta_1 = 1 \) and \( \theta_2 = 1.5 \). From this figure we observe that the ERF of \( \delta_{w^*} + c \) is a decreasing function of \( c \) (see Table III) and the EARB first increases and then decreases.

Figure 1. Graph of (a) the ERF, and (b) the EARB of \( \delta_{w^*} + c \) for \(-2 < c < 0 \) and \( n_1 = 20, n_2 = 30, \gamma = 0.7, \theta_1 = 1, \theta_2 = 1.5 \).

6. APPLICATION

In this section, we compare the performance of the estimators introduced in Section 3 by using a real data. The data is the average weight loss in a finite population consisting of the measurements on the weight loss of 579 participants that were enrolled in a special diet program in a clinical study in Isfahan city of Iran in 2006. This data includes 100 men and 479 women. The weight loss is the difference of the weight of each person before starting the program and after finishing it. From the Kolmogorov–Smirnov test with a \( p \)-value of 0.731 for women and 0.980 for men we conclude that the underlying populations of men and women are approximately normal. The assumption of the equality of the population variances is also accepted with \( p \)-value 0.459 by Levene’s test. So, the data can be considered to be a realization of two normal populations \( \Pi_1 \sim N(\theta_1, \sigma^2) \) and \( \Pi_2 \sim N(\theta_2, \sigma^2) \) with \( (\hat{\theta}_1, \hat{\theta}_2) = (3.840949, 3.736119) \) and pooled sample variance \( \hat{\sigma}^2 = (2.5)^2 \).

To estimate the largest average weight loss of two groups (women and men), we extract a sample of size \( n_1 = 20 \) from each population (group), and then we
choose a sample of size $n_2 = 30$ from the selected population, i.e., select a population of women when $\bar{x}_1 > \bar{x}_2$ and a population of men when $\bar{x}_1 \leq \bar{x}_2$. Then we compute the estimators $\delta_w^*, \delta_1, \delta_{c_1}^*, \delta_{w^*} + c_1$ and $\delta_{w^*} + c_2$ for $c_1 = -1$ and $c_2 = -2$ using (1.4) and (3.7), respectively.

Table 3 summarizes some statistics with the values of the desired estimators based on this sample, where $\theta_M = 3.840949$, $\bar{x}_1 = 3.841797$, $\bar{x}_2 = 3.734493$, $n_1 = 20$ and $n_2 = 30$. This table shows that the two-stage adaptive estimates $\delta_{w^*}, \delta_{c_1}^*$ and $\delta_{c_2}^*$ are near the true value of the parameter of the selected population, i.e., $\theta_M = 3.840949$.

| $\delta_w^*$ | $\delta_1$ | $\delta_{w^*} + c_1$ | $\delta_{c_1}^*$ | $\delta_{w^*} + c_2$ | $\delta_{c_2}^*$ |
|--------------|------------|----------------------|------------------|----------------------|------------------|
| 3.911687     | 4.096379   | 2.911687             | 3.697551         | 1.911687             | 3.482655         |

To compare the performance of the above estimators, we approximate the risk and bias of the average weight loss of the selected population (women and men). To this end, we perform a simulation study by considering the weight loss data as two populations, and extracting samples of size $n_1$ and $n_2$ in the first and second stage of sampling, respectively, to compute estimators, risk and risk biases. We repeat this process 10,000 times and calculate the ERF and EARB given in (5.1) and (5.2), respectively, as a comparative tool. To do this, we use the same steps as in Section 5. The results are shown in Tables 4 and 5 where we observe that $\delta_{w^*}$ has the smallest ERF and EARB among the six estimators for any sample sizes.

**Table 4.** Comparison of six estimators of the average weight loss of the selected population based on ERF for various sample sizes.

| $n_1$ | $n_2$ | $\theta_1 = 3.7361$ | $\theta_2 = 3.8409$ |
|-------|-------|----------------------|----------------------|
| 10    | 5     | 0.061789             | 0.088678             |
| 10    | 10    | 0.047421             | 0.088678             |
| 10    | 20    | 0.032371             | 0.088678             |
| 20    | 15    | 0.027938             | 0.047421             |
| 20    | 20    | 0.024574             | 0.047421             |
| 20    | 30    | 0.019804             | 0.047421             |
| 30    | 25    | 0.018052             | 0.032371             |
| 30    | 30    | 0.016585             | 0.032371             |
| 30    | 50    | 0.012516             | 0.032371             |
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Table 5. Comparison of six estimators of the average weight loss of the selected population based on EARBF for various sample sizes.

| $n_1$ | $n_2$ | $\bar{\delta}_{w^*}$ | $\delta_1$ | $\bar{\delta}_{w^*} + c_1$ | $\delta_{z_1}$ | $\bar{\delta}_{w^*} + c_2$ | $\delta_{z_2}$ |
|-------|-------|---------------------|----------|-------------------|----------|-------------------|----------|
| 10    | 5     | 0.854266            | 0.963364 | 1.191024          | 1.495613 | 0.934086          |          |
| 10    | 10    | 0.774918            | 0.967146 | 1.254727          | 1.783478 | 0.875901          | 0.78510  |
| 10    | 20    | 0.650059            | 0.976764 | 1.353079          | 0.690716 | 1.518354          | 0.761512 |
| 20    | 15    | 0.596827            | 0.742356 | 1.357151          | 0.623927 | 1.550353          | 0.703943 |
| 20    | 20    | 0.564510            | 0.735805 | 1.394115          | 0.607414 | 1.505901          | 0.878510 |
| 20    | 30    | 0.506045            | 0.743844 | 1.439159          | 0.554637 | 1.518354          | 0.624928 |
| 30    | 25    | 0.481787            | 0.610765 | 1.439034          | 0.527669 | 1.549847          | 0.599254 |
| 30    | 30    | 0.457220            | 0.611865 | 1.457546          | 0.504251 | 1.547747          | 0.573381 |
| 30    | 50    | 0.386973            | 0.615708 | 1.502443          | 0.443104 | 1.539037          | 0.498359 |

7. DISCUSSION

In this paper, we have studied the estimation of the parameters $\theta_M$ and $\theta_J$ in $k = 2$ selected normal populations with two-stage adaptive design under the RNL function. In particular, we investigate the minimax estimators of $\theta_M$ and $\theta_J$ in two-stage adaptive design under the RNL function. We also obtain some sufficient conditions for the inadmissibility of estimators of the location parameters $\theta_M$ and $\theta_J$. Finally, we compared the performance of our proposed estimators using a simulation study as well as a real data set consisting of the weight loss measurements of two populations in a clinical study in Iran. We showed that the minimax estimator for two-stage adaptive design is better than the other estimators based on estimated risk and estimated risk bias, and also dominates the minimax estimator of the single-stage design.

The results of this paper are obtained for $k = 2$ populations. Based on the complexity of obtaining the pdf of $S = \bar{X}_M + (1 - w)\bar{Y}_M - \theta_M$ (i.e., $f_S(s)$) and the pdf $f_{S|K}(s | k)$, the extension of the results to the case $k > 2$ is very complicated, and further research is needed for this extension.

8. APPENDIX

Proof of Lemma 2.1 (i) For a proof, we use Lemma 2.1 in Naghizadeh Qomi et al. [13]. Let $\theta_1 < \theta_2$; then $\mu = \theta_2 - \theta_1$. The cumulative distribution function of $S = w\bar{X}_M + (1 - w)\bar{Y}_M - \theta_M$ is

$$F(s) = P(S \leq s) = P(w\bar{X}_M + (1 - w)\bar{Y}_M - \theta_M \leq s)$$

$$= P(\bar{X}_1 < \bar{X}_2, w\bar{X}_2 + (1 - w)\bar{Y}_2 - \theta_2 \leq s)$$

$$+ P(\bar{X}_1 > \bar{X}_2, w\bar{X}_1 + (1 - w)\bar{Y}_1 - \theta_1 \leq s)$$

$$= P(B_1 - w\mu < Z_2 \leq s) + P(B_2 + w\mu < Z_1 \leq s),$$
where \((Z_1, Z_2, B_1, B_2)^T\) is defined by

\[
\begin{bmatrix}
Z_1 \\
Z_2 \\
B_1 \\
B_2
\end{bmatrix} = \begin{bmatrix}
w & 1 - w & 0 & X_1 - \theta_1 \\
w & 0 & 1 - w & X_2 - \theta_2 \\
w & 0 & 0 & Y_1 - \theta_1 \\
w & 0 & 1 - w & Y_2 - \theta_2
\end{bmatrix}.
\]

Therefore, \((Z_1, Z_2, B_1, B_2)^T\) has the multivariate normal distribution

\[
\begin{bmatrix}
Z_1 \\
Z_2 \\
B_1 \\
B_2
\end{bmatrix} \sim \mathcal{N}_4\left(\begin{bmatrix}0 \\ 0 \\ 0 \\ 0\end{bmatrix}, \begin{bmatrix}
\sigma_1^2 & 0 & w^2 \sigma_1^2 & \rho \sigma_2^2 \\
0 & \sigma_1^2 & \rho \sigma_2^2 & w^2 \sigma_2^2 \\
w^2 \sigma_1^2 & \rho \sigma_2^2 & \sigma_2^2 & 0 \\
\rho \sigma_2^2 & w^2 \sigma_2^2 & 0 & \sigma_2^2
\end{bmatrix}\right),
\]

where \(\sigma_1^2 = \frac{\sigma^2}{n_1}\). So,

\[
F(s) = \int_{-\infty}^{s} \int_{-\infty}^{s} \frac{1}{2\pi \sigma_2^2 \sqrt{1 - \rho^2}} \exp\left\{-\frac{1}{2\sigma_2^2 (1 - \rho^2)} (B_1^2 + Z_2^2 - 2\rho Z_1 B_1)\right\} dB_1 dB_2
\]

\[
+ \int_{-\infty}^{s} \int_{-\infty}^{s} \frac{1}{2\pi \sigma_2^2 \sqrt{1 - \rho^2}} \exp\left\{-\frac{1}{2\sigma_2^2 (1 - \rho^2)} (B_2^2 + Z_1^2 - 2\rho Z_2 B_2)\right\} dB_2 dB_1
\]

\[
= \int_{-\infty}^{s/\sigma_*} \varphi(z) \Phi\left(\frac{1 - \rho}{\sqrt{1 - \rho^2}} z + \frac{w \mu}{\sigma_* \sqrt{1 - \rho^2}}\right) dz
\]

\[
+ \int_{-\infty}^{s/\sigma_*} \varphi(z) \Phi\left(\frac{1 - \rho}{\sqrt{1 - \rho^2}} z - \frac{w \mu}{\sigma_* \sqrt{1 - \rho^2}}\right) dz.
\]

Now, if we differentiate both sides with respect to \(s\), we get the probability density function of \(S\).

(ii) Using the probability density function \(f_S(s)\) (equation (2.11)), we have

\[
R(\theta_M, \delta_\epsilon) = 1 - E\left[\exp\left\{-\frac{1}{2\gamma^2} (w \bar{X}_M + (1 - w) \bar{Y}_M + c - \theta_M \gamma^2)\right\}\right]
\]

\[
= 1 - E\left[\exp\left\{-\frac{1}{2\gamma^2} (s + c)^2\right\}\right] = 1 - [I_1(c, \mu) + I_1(c, -\mu)],
\]

where

\[
I_1(c, \mu) = \int_{-\infty}^{\infty} \exp\left\{-\frac{(s + c)^2}{2\gamma^2}\right\} \Phi\left(\frac{(1 - p)s + w \mu}{\gamma \sigma_*}\right) \frac{1}{\gamma \sigma_*} \varphi\left(\frac{s}{\gamma \sigma_*}\right) ds
\]

\[
= \frac{1}{\gamma \sigma_*} \exp\left\{-\frac{-c^2}{2(\gamma^2 + \sigma^2_\epsilon)}\right\} \int_{-\infty}^{\infty} \Phi\left(\frac{(1 - p)s + w \mu}{\gamma \sigma_* \sqrt{1 - \rho^2}}\right) \varphi\left(\frac{\gamma^2 + \sigma^2_\epsilon}{\gamma \sigma_*} (s + \frac{c \sigma^2_\epsilon}{\gamma^2 + \sigma^2_\epsilon})\right) ds.
\]

Let

\[
t = \frac{\sqrt{\gamma^2 + \sigma^2_\epsilon}}{\gamma \sigma_*} \left(s + \frac{c \sigma^2_\epsilon}{\gamma^2 + \sigma^2_\epsilon}\right).
\]
Then, using the fact that
\[
\int_{-\infty}^{\infty} \Phi\left(\frac{y+a}{\sqrt{b}}\right) \varphi(y) \, dy = \Phi\left(\frac{a}{\sqrt{1+b}}\right),
\]
we have
\[
I_1(c,\mu) = I_w(c^2) \Phi\left(\frac{w\mu \sqrt{\gamma^2 + \sigma^2}}{\gamma \sqrt{\gamma^2 + \sigma^2}} \frac{\gamma + \sigma^2}{\gamma(1-p)}\right) = I_w(c^2) \Phi(wd\mu - ec).
\]
So, \(R(\theta, \delta, c) = 1 - I_w(c^2)\{\Phi(wd\mu - ec) + \Phi(-wd\mu - ec)\}\), which completes the proof.

(iii) Since \(\Phi(wd\mu - ec) + \Phi(-wd\mu - ec)\) and \(I_w(c^2)\) are positive and strictly decreasing functions of \(c (> 0)\), \(R(\theta, \delta, c)\) is also a strictly increasing function of \(c (> 0)\).

**Proof of Lemma 3.1.** To prove part (i) of Lemma 3.1, first note that the pdf of \(K\) is given by (see Lemma 3.1 of [12])
\[
f_K(k) = \frac{1}{\sqrt{2\sigma_1}} \left[ \varphi\left(\frac{k + \mu}{\sqrt{2\sigma_1}}\right) + \varphi\left(\frac{k - \mu}{\sqrt{2\sigma_1}}\right) \right].
\]
Now we obtain the conditional cumulative distribution function of \(S\) given \(K = k\) as follows:
\[
F_{S|K}(s|k) = P(S \leq s | K = k) = \frac{1}{f_K(k)} \lim_{h \to 0} \frac{N(h)}{h},
\]
where
\[
N(h) = P(S \leq s, k - h < K \leq k)
\]
\[
= P(w\bar{X}_2 + (1-w)\bar{Y}_2 - \theta_2 \leq s, k - h < \bar{X}_1 - \bar{X}_2 \leq k, \bar{X}_1 < \bar{X}_2)
\]
\[
+ P(w\bar{X}_1 + (1-w)\bar{Y}_1 - \theta_1 \leq s, k - h < \bar{X}_1 - \bar{X}_2 \leq k, \bar{X}_1 < \bar{X}_2)
\]
\[
= P(Z_2 \leq s, k - h + D_2 + \mu < D_1 < k + D_2 + \mu)
\]
\[
+ P(Z_1 \leq s, k - h + D_1 - \mu < D_2 < k + D_1 - \mu)
\]
\[
= \xi_k(\mu) + \xi_k(-\mu),
\]
with \(D_i = \bar{X}_i - \theta_i\). The joint probability density function of \(Z_2, D_1, D_2\) is given by
\[
\begin{bmatrix} Z_2 \\ D_1 \\ D_2 \end{bmatrix} \sim N_3 \begin{pmatrix} 0 \\ \sigma_2^2 \\ 0 \sigma_1^2 \end{pmatrix}, \begin{pmatrix} \sigma_2^2 \\ 0 & \sigma_1^2 \\ 0 \sigma_1^2 \end{pmatrix}. 
\]
Using definitions of $S$ and $K$, we can obtain $\xi^1_k(\mu)$ as follows:

$$\xi^1_k(\mu) = \int_{-\infty}^{s} \int_{-\infty}^{k+D_2+\mu} f(Z_2 \mid D_1, D_2) f(D_1) f(D_2) dD_1 dD_2 dZ_2$$

$$= \int_{-\infty}^{s} \int_{-\infty}^{k+D_2+\mu} \frac{1}{\sigma_z} \left( Z_2 - wD_2 \right) \frac{1}{\sigma_1^2} \varphi \left( \frac{D_1}{\sigma_1} \right) \varphi \left( \frac{D_2}{\sigma_1} \right) dD_1 dD_2 dZ_2$$

$$= \int_{-\infty}^{s} \int_{-\infty}^{k+D_2+\mu} \frac{1}{\sigma_z} \varphi \left( \frac{Z_2 - wD_2}{\sigma_z} \right) \frac{1}{\sigma_1} \varphi \left( \frac{D_2}{\sigma_1} \right)$$

$$\times \left[ \Phi \left( \frac{k + D_2 + \mu}{\sigma_1} \right) - \Phi \left( \frac{k - h + D_2 + \mu}{\sigma_1} \right) \right] dD_2 dZ_2,$$

where $\sigma^2 = \frac{(1-w)^2}{n_2}$. Now, the limit of $\frac{N(h)}{h}$ can be obtained after some algebraic simplification as follows:

$$\lim_{h \to 0} \frac{N(h)}{h} = \int_{-\infty}^{s} \frac{1}{\sigma_1 \sigma_{**}} \varphi \left( \frac{k + \mu}{\sqrt{2} \sigma_1} \right) \varphi \left( \frac{\sqrt{2} h - \mu}{\sqrt{2} \sigma_1} \right) \left( z_2 + \frac{k + \mu}{2} \right) dz_2$$

$$+ \int_{-\infty}^{s} \frac{1}{\sigma_1 \sigma_{**}} \varphi \left( \frac{k - \mu}{\sqrt{2} \sigma_1} \right) \varphi \left( \frac{\sqrt{2} h + \mu}{\sqrt{2} \sigma_1} \right) \left( z_1 + \frac{k - \mu}{2} \right) dz_1.$$

By differentiating both sides with respect to $s$ and dividing them by the pdf of $f_K(k)$, the results will follow.
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