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GLORYS12 is a global eddy-resolving physical ocean and sea ice reanalysis at 1/12° horizontal resolution covering the 1993-present altimetry period, designed and implemented in the framework of the Copernicus Marine Environment Monitoring Service (CMEMS). The model component is the NEMO platform driven at the surface by atmospheric conditions from the ECMWF ERA-Interim reanalysis. Ocean observations are assimilated by means of a reduced-order Kalman filter. Along track altimeter sea level anomaly, satellite sea surface temperature and sea ice concentration, as well as in situ temperature and salinity vertical profiles are jointly assimilated. A 3D-VAR scheme provides an additional correction for the slowly-evolving large-scale biases in temperature and salinity. The performance of the reanalysis shows a clear dependency on the time-dependent in situ observation system. The general assessment of GLORYS12 highlights a level of performance at the state-of-the-art and the capacity of the system to capture the main expected climatic interannual variability signals for ocean and sea ice, the general circulation and the inter-basins exchanges. In terms of trends, GLORYS12 shows a higher than observed warming trend together with a slightly lower than observed global mean sea level rise. Comparisons made with an experiment carried out on the same platform without assimilation show the benefit of data assimilation in controlling water mass properties and sea ice cover and their low frequency variability. Moreover, GLORYS12 represents particularly well the small-scale variability of surface dynamics and compares well with independent (non-assimilated) data. Comparisons made with a twin experiment carried out at 1/4° resolution allows characterizing and quantifying the strengthened contribution of the 1/12° resolution onto the downscaled dynamics. GLORYS12 provides a reliable physical ocean state for climate variability and supports applications such as seasonal forecasts. In addition, this reanalysis has strong assets to serve regional applications and provide relevant physical conditions for applications such as marine biogeochemistry. In the near future, GLORYS12 will be maintained to be as close as possible to real time and could therefore provide relevant and continuous reference past ocean states for many operational applications.
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INTRODUCTION

The Copernicus Marine Environment Monitoring Service (http://marine.copernicus.eu, hereafter referred to as Copernicus Marine Service or CMEMS) provides regular and systematic reference information on the physical state, variability and dynamics of the ocean, sea ice and marine ecosystems, for the global ocean and the European regional seas. This capacity encompasses the provision of consistent retrospective data records for recent years (reprocessing and reanalysis) (Le Traon et al., 2019). There is a growing need to assess the state and health of the ocean to support climate and marine environment policies. CMEMS Ocean State Reports and related Ocean Monitoring Indicators have been developed to answer these needs (von Schuckmann et al., 2020). They rely on continuous and high quality time series from reanalyses and reprocessed observations, which go up to real time. CMEMS users also regularly ask for long time series of data that can be used to provide a statistical and qualitative reference framework for their applications.

Ocean reanalyses aim at providing the most accurate past state of the ocean in its four dimensions. Several research fields are involved: processing of observations from satellites and in situ instruments, numerical modeling and data assimilation. Assimilating observations into an ocean model is not a recent issue. The use of historical data quickly found pragmatic solutions of good quality (Carton and Hackert, 1989). The models of the time were not very sophisticated, without ice and even without taking into account salinity or high latitudes. The first revolution came with the development of satellite altimetry, allowing observing the mesoscale globally. It already appeared that it would be necessary to have models with sufficient spatial resolution to resolve inter-basin exchanges; the problem of the altimetric reference height needed to assimilate the altimeter data was also raised (Greiner and Perigaud, 1994). The next revolution came more gradually with the rise in power of supercomputers. It became possible to have an ocean model resolution that solved the first Rossby radius, and to introduce more physics (Barnier et al., 2006). As atmospheric forcing progressed in parallel, the significant biases of the first models became less troublesome. The third revolution came with the deployment of the Argo global array of profiling floats and the capability to observe the three-dimensional ocean in near real time. This opened the door to the development of global operational oceanography (Dombrowsky et al., 2009; Le Traon, 2013).

In the meantime, climatic coupled simulations were produced to predict the evolution of the earth climate due to global warming. They had to be validated over the observed period (Coupled Model Intercomparison Project: Meehl et al., 2000). Ocean reanalyses thus came into play to provide a reliable reference state of the recent period characterized by a rapid sea level rise of about 3 mm/yr compared to the centennial trend of 1 mm/yr (Carton et al., 2005). As coupled ocean-atmosphere-ice simulations progressed, the capability to produce meaningful seasonal forecasts was demonstrated. It then became important to have a comprehensive global physical ocean state, including sea ice, to initialize seasonal forecasts (MacLachlan et al., 2015), to provide boundary conditions for regional models having higher resolution and smaller-scale physical processes (Tranchant et al., 2016), and to force biogeochemical models (Gutknecht et al., 2016).

While it was obvious that a minimum spatial resolution was essential to resolve inter-basin exchanges (Indonesian Throughflow, Gibraltar and Fram Straits), it was soon acknowledged that high horizontal resolution was necessary to properly represent western boundary currents (Hewitt et al., 2016) and intense jets such as the Gulf Stream (Chassignet and Xu, 2017). Resolution is also important for resolving fine structures at high latitudes and thus linking mid-latitudes to the polar oceans. Hewitt et al. (2020) show that the explicitly represented or parameterized ocean mesoscale affects not only the mean state of the ocean but also climate variability and future climate response, particularly in terms of the Atlantic Meridional Overturning Circulation. The study of the melting of the polar ice caps will undoubtedly benefit from the contribution of high resolution circulation. The resolution of mesoscale eddies and the western boundary currents has reduced sea surface temperature biases, improved ocean heat transport, created deeper and stronger overturning circulation and enhanced the Antarctic Circumpolar Current (Hewitt et al., 2016). Thoppil et al. (2011) also show that increased resolution reduces the deficit of turbulent kinetic energy in the upper and abyssal ocean relative to surface drifting buoys and deep current meters.

An increase in the resolution results in a corresponding increase in turbulence. This causes the appearance of small vortices or filaments that are observed but not necessarily well placed. This leads to uncertainty in the simulations and this is how the ensemble approach recently appears in the world of ocean reanalysis (Zuo et al., 2019). The ensemble does not help to correctly position the vortices but gives uncertainties on the positions and also on unobserved variables. A set of four global ocean reanalyses based on NEMO has first been used by Masina et al. (2017) to assess interannual variability and trends in surface temperature or sea level, as well as other variables that are difficult to observe directly (transport, kinetic energy). Since 2016, the Copernicus Marine Service has been producing and disseminating the ensemble mean and standard deviation of those four global ocean reanalysis produced at eddy-permitting resolution for the period from 1993 to present, called GREP (Global ocean Reanalysis Ensemble Product) (Storto et al., 2019a). This dataset offers the possibility to investigate the potential benefits of a multi-system approach and, in particular, the added value of the information on the ensemble spread, implicitly contained in the GREP ensemble, for temperature, salinity, and steric sea level studies. This approach is essential to identify robust features of reanalyses, but also the shortcomings of observation or assimilation systems (Balmaseda et al., 2015). Uncertainty information is crucial for ocean climate monitoring at both global and regional levels. For example, this uncertainty is important for downscaling or regional climate projection studies. Fortunately, Storto et al. (2019a) show that the error of GREP is consistent with that of high resolution products. In other words, a high-resolution reanalysis is well complemented by an uncertainty estimate obtained using a lower-resolution ensemble.
It is also becoming increasingly urgent to close the ocean’s mass and heat balances. But high resolution favors local assimilation methods, and this makes it difficult to impose global constraints (Storto et al., 2017). This is all the more difficult as the oceanic and atmospheric observation networks vary over time. When we start integrating the model, we may see waves being triggered or potential energy being converted into kinetic energy if we start from rest. Transient signals resulting from the imbalance between initial conditions, model dynamics and forcing may appear and last for several years. The reaction of the system when the first altimeter observations are assimilated (late 1992) is referred to as the altimeter shock. Hamon et al. (2019) show that a large part of this problem comes from errors in the reference height or mean dynamic topography (MDT) that must be added to the sea level anomalies in order to compare them with the absolute height simulated by the model. This introduces an error that is not compensated for by a large number of in situ observations. On the contrary, there is a regular decrease in the amount of XBT profiles which reaches a minimum around 1997. This favors the development of a bias over several years, initiated by the altimeter shock and superimposed to the bias of the model without assimilation. On the other hand, altimeter data assimilation can correct some T/S biases in regions where the MDT is unbiased (e.g., Antarctic Circumpolar Current). The development of the Argo network from 2003 onwards allows a significant improvement in the observation of the ocean above 2,000 m, which makes it possible to correct the biases that may exist in the system. But the onset of the Argo network can also introduce spurious variability or trends in the system, which need to be characterized and distinguished from real climate variability or trends.

In recent years, Mercator Ocean has steadily improved its physical reanalysis of the global ocean by refining the ocean model, the assimilation scheme and the assimilated data sets. The last upgrade concerned a 1/4° eddy-permitting reanalysis covering the altimetry era 1992 onwards (Garric et al., 2018) called GLORYS2V4 (hereafter, G2V4) and which is one member of GREP. In order to propose a global eddy-resolving physical reanalysis in the framework of CMEMS, activities have been carried out at Mercator Ocean to develop the GLORYS12 reanalysis, covering the same period and based on the current real-time global forecasting high-resolution CMEMS system. To keep a homogeneous quality over the entire period, GLORYS12 is restricted to the altimetry era since the observational network before the altimeters’ arrival is not informative on mesoscale. Several scientific studies have already investigated thoroughly local ocean processes by comparing the GLORYS12 reanalysis with independent observations campaigns (e.g., Artana et al., 2018; Artana et al., 2019a; Poli et al., 2020; Chenillat et al., 2021; Veneremskaya et al., 2021). The objective of this paper is to provide some insights about the global behavior of the reanalysis compared to assimilated or independent observations, with a review of the strengths and weaknesses. Based on comparisons with extra experiments (lower horizontal resolution, same horizontal resolution but without data assimilation) and sometimes with GREP, this work aims at informing on the scientific value of the global high-resolution ocean reanalysis GLORYS12.

The paper is organized as follows. The main characteristics of the GLORYS12 reanalysis are described in Description of GLORYS12. Results of the scientific and statistical evaluation, including comparisons with assimilated and independent observations, are given in General Assessment. The behavior of the reanalysis in terms of interannual variability and long-term trends is analyzed respectively in Eddy Kinetic Energy Time Evolution and Trends and Evolutions of Temperature, Salinity and Sea Level. Lastly, Summary and Conclusion contains a summary of the scientific assessment, as well as a discussion of the improvements planned for a future version of the global high-resolution Mercator Ocean reanalysis.

**DESCRIPTION OF GLORYS12**

The ingredients of the GLORYS12 reanalysis are largely those of the current real-time global CMEMS high-resolution forecasting system PSY4V3 (Lellouche et al., 2018). However, compared to the forecasting system, GLORYS12 starts in December 1991 (October 2006 for PSY4V3) using temperature and salinity fields from the EN4.2.0 monthly gridded climatology (Good et al., 2013), benefits from the use of reanalyzed atmospheric forcing instead of analyses and forecasts and higher-quality reprocessed observations, and includes refined data assimilation procedures (e.g., three-dimensional T/S in situ seasonal observations errors computed from PSY4V3).

The ocean and sea ice general circulation model is based on the NEMO platform (Madec and The NEMO Team, 2008). The horizontal grid is quasi-isotropic with a resolution of 1/12° (9.25 km at the equator and around 4.5 km at subpolar latitudes) and 50 vertical levels, with the spacing increasing with depth (22 levels are within the first 100 m leading to a vertical resolution of 1 m in the upper levels and 450 m at 5,000 m depth). The ocean model is driven at the surface by the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-Interim atmospheric reanalysis (Dee et al., 2011). A 3 h sampling of atmospheric quantities is used to reproduce the diurnal cycle. Momentum and heat turbulent surface fluxes are computed from the Large and Yeager (2009) bulk formulae. Moreover, due to large known biases in precipitations and radiative fluxes at the surface, a satellite-based large-scale correction is applied to the ERA-Interim precipitations and radiative fluxes. Corrections are made towards the Passive Microwave Water Cycle (PMWC) satellite product (Hilburn, 2009) for precipitations and towards the NASA/GEWEX Surface Radiation Budget 3.0/3.1 product (Stackhouse et al., 2011) for shortwave and longwave fluxes, except poleward of 65°N and 60°S due to the poor reliability of such satellite-based estimates at high latitudes.

As the Boussinesq approximation is applied to the model equations, conserving the ocean volume and varying its mass, the simulations do not properly directly represent the global mean steric effect on the sea level. For improved consistency with assimilated satellite observations of sea level anomalies, which are unfiltered from the global mean steric component, a globally diagnosed mean steric sea level trend is added at each time step to the modeled dynamic sea level. Lastly, in order to avoid mean sea-surface-height drift due to the large uncertainties in the water budget closure, the following two corrections to the freshwater forcing fields were applied: 1) the surface freshwater global budget...
was set to an imposed seasonal cycle (Chen et al., 2005), with only spatial departures from the mean global budget being kept from the forcing, and 2) a trend was imposed to the surface mass budget to represent the freshwater input into the ocean (from glaciers, land water storage changes, Greenland and Antarctica ice sheets mass loss). Note that two different values over two different time periods were used to estimate the acceleration of melting over the last two decades, 1.31 mm/yr for the period 1993–2001 and 2.2 mm/yr for the period 2002-present. These values were the latest estimates made available by the IPCC-AR13 (Church et al., 2013) at the time the reanalysis was set up. This term is implemented as a surface freshwater flux in the open ocean areas populated with observed icebergs.

Different types of observations are assimilated using a reduced-order Kalman filter derived from a singular evolutive extended Kalman (SEEK) filter (Brasseur and Verron, 2006) with a three-dimensional multivariate background error covariance matrix and a 7 day assimilation cycle (Lellouche et al., 2013). Reprocessed along-track satellite altimeter missions sea level anomalies (SLA) from CMEMS (Pujol et al., 2016), satellite AVHRR sea surface temperature (SST) from NOAA, Ifremer/ CERSAT sea ice concentration (Ezraty et al., 2007), and in situ temperature and salinity (T/S) vertical profiles from CMEMS quality controlled CORA database (Cabanes et al., 2013; Szekely et al., 2019) are jointly assimilated. In addition to the Argo data, the CORA database includes temperature and salinity vertical profiles from the sea mammal database (Roquet et al., 2011) which is a precious source of observations at high latitudes, where in situ observations are scarce. A “hybrid” MDT was also used as a reference for altimeter data assimilation. This hybrid MDT is based on the CNES-CLS13 MDT (Rio et al., 2014) with some adjustments (Hamon et al., 2019) made using high-resolution analyses, updates to the GOCE geoid made since the CNES-CLS13 MDT was produced, and an improved post-glacial rebound model (also called a glacial isostatic adjustment).

A separate monovariate-monodata SEEK analysis is carried out for the assimilation of the sea ice concentration, in parallel to the multivariate-multidata analysis for the ocean. The two analyses are completely independent. Sea ice concentration observation errors were imposed at 25% for concentrations close to zero and 5% for concentrations of the order of 100%. These errors associated with sea ice concentration retrievals follow the findings from Ivanova et al. (2015). For all values within this interval, the observation error is estimated using a simple linear interpolation between the two extreme values. For the update of sea ice thickness in the model, the proportional mean thickness analysis update from Tietsche et al. (2013) with a similar proportionality constant of 2 m is adopted in order to control somewhat the sea ice volume. In other words, for a sea ice concentration update (analysis increment) of 1%, the mean sea ice thickness is changed by 2 cm.

In addition to the multivariate reduced-order Kalman SEEK filter, GLORYS12 employs a 3D-VAR scheme, which takes into account cumulative three-dimensional T/S innovations over the last or the past few months in order to estimate large-scale T/S biases when enough T/S vertical profiles are available. The aim of the bias correction is to correct the large scale, slowly-evolving error of the model whereas the SEEK assimilation scheme is used to correct the smaller scales of the model forecast error. Temperature and salinity are treated separately because temperature and salinity biases are not necessarily correlated. The bias correction is fully effective under the thermocline, away from density gradients. Lastly, these bias corrections are applied as tendencies in the model prognostic equations, with a one-month or a few months timescale. From January 2004, as Argo observations become available, a steep increase of the number of T/S vertical profiles can be diagnosed. This is why the 3D-VAR bias correction is performed on a 3 month window until the end of 2003, and starting in 2004, it is reduced to a 1 month window with many more observations covering all oceans, giving access to reliable information on the monthly variability of the subsurface ocean.

From a technical point of view, GLORYS12 was run on 54 nodes (1,296 processors) of Meteo France BULL machine from December 1991 to December 2019. A 7 day simulation takes about 4 h of elapsed computer time, including SEEK and 3D-VAR analyses. Note that this requires 14 days of model run because of the additional model integration over the 7 day assimilation window due to the use of incremental analysis update to inject corrections into the model compared to a more “classical” model correction where increment would be applied on one time step (see Figure 4 in Lellouche et al., 2013). This means that a total of about 8 months of computer time was necessary to perform the GLORYS12 reanalysis simulation. This illustrates that the development of a global high-resolution ocean reanalysis in a timely manner is currently a challenge and remains dependent on computing resources.

Moreover, in the development phase of GLORYS12, two other twin numerical simulations were performed starting from the same initial condition as GLORYS12 and run until the end of 2016. The first one is a free simulation (without any data assimilation, hereafter F12) maintaining the same ocean model tunings, and the second one (hereafter G4) only differs from GLORYS12 by the spatial resolution (from 1/12° to 1/4°). Inter-comparisons between the three simulations were then carried out on the common period (1993–2016) in order to better analyze and try to quantify on the one hand, the impact of data assimilation, and on the other hand the added value of high resolution.

**GENERAL ASSESSMENT**

This section gives a quality assessment of the different simulations, including comparisons with the assimilated observations as well as with independent (i.e. not assimilated) observations. There, one can find some statistics using observation minus background model first trajectory (called “innovation”) and observation minus “best” second model trajectory or analysis (called “residual”).

**Comparison With Temperature and Salinity Vertical Profiles**

The existence of global biases or drifts in temperature and salinity is first checked using assimilation diagnostics (mean innovations
FIGURE 1 | Assimilation diagnostics with respect to the vertical temperature and salinity profiles over the 1993–2016 period. Mean misfits (observation minus background model first trajectory) for temperature (A,E) and for salinity (B,F) and RMS misfits for temperature (C,G) and for salinity (D,H). Left panels (respectively right panels) concern GLORYS12 (respectively F12). These scores are averaged overall seven days of the data assimilation window, with a mean lead time equal to 3.5 days. Units are °C for temperature and psu for salinity.
and root mean square (RMS) of innovations) as a function of time and depth (Figure 1). These departures from the assimilated observations are computed before the observations are assimilated, and thus before the SEEK correction is applied. They are shown here on global average, in order to assess the global behavior of the system. The comparison between the left (GLORYS12) and right (F12) panels highlights the beneficial impact of the data assimilation performed in GLORYS12. The biases (mean misfit) and the errors (RMS misfits) are considerably reduced for temperature and salinity from F12 to GLORYS12. The system F12 without data assimilation exhibits a warm bias in the first 200 m over the 1993–2016 period and a cold bias in the 300–1,000 m layer appearing from around 1998. For the salinity, a fresh bias is present at the surface which is stronger in the 1990s, while a very strong salty bias appears in the first 500 m and increases in time (Figures 1E,F). These biases are reduced in GLORYS12, but they slightly remain in the form of a seasonal bias in temperature, showing a potential error in the

FIGURE 2 | Time series over the 1993–2016 period of the 0–2,000 m RMS difference between the model analysis (best model trajectory) and the in situ T/S observations from the CORA database for GLORYS12 (in red), F12 (in orange), G4 (in blue) and Levitus WOA13 climatology (in black): (A) Temperature (units in °C), (B) salinity (units in psu). Time series of the number of available observations appear in grey.
stratification above 100 m (Figures 1A, C). The temporal evolution of the GLORYS12 salinity bias is given in Figure 1B and shows a clear dependency of the data assimilation system on the in situ observations availability, with a strong reduction of the error in the second half of the period, after 2004 and the onset of the Argo network.

From a more integrated point of view, Figure 2 shows the ability of the different systems GLORYS12, F12 and G4 in reproducing observed temperature and salinity in the 0–2,000 m layer. For that, we checked time series of the RMS difference between the model and the observations for temperature and salinity where observations are available in the water column. We compare also the observations to the Levitus WOA13 monthly temperature (Locarnini et al., 2013) and salinity (Zweng et al., 2013) climatology. We first note that the vertically integrated accuracy of GLORYS12 is very similar to that of G4, even if GLORYS12 slightly outperforms G4 throughout the 1993–2016 period. Between 1993 and 2002, departures from in situ observations are around 0.75°C for temperature and 0.2 psu for salinity. The average accuracy reaches 0.45°C in temperature and 0.1 psu in salinity during the Argo period, thanks to the increase of the number of observations assimilated in G4 and GLORYS12. For salinity, the statistics are very noisy before 2004 due to very sparse data that are not representative of the global state of the oceans. The departure between climatology and observations is an indicator of the minimum performance that

FIGURE 3 | Time evolution of SLA data assimilation statistics averaged over the whole domain: (A) data number, (B) mean innovations, (C) RMS of the SLA data (in black), RMS of residuals (in red), RMS of residuals divided by RMS of SLA observations (in light grey, with the scale on the right). The scores are averaged over all seven days of the data assimilation window, with a lead time equal to 3.5 days. Units are cm.
the system must achieve. G4 and GLORYS12 temperatures are both significantly more accurate than the climatological temperature throughout the period. For salinity, the reanalysis clearly outperforms the climatology only after 2013, when the number of observations has doubled since the beginning of the Argo era. The free simulation F12 nearly always exhibits far lower scores than the climatology. The only exception takes place when F12 captures the very strong El Niño-Southern Oscillation (ENSO) signal in temperature in 1997/1998, and thus F12 is closer to in situ observations than the climatology can be during these two years, even on global average. The F12 RMS differences reach in 2016, 1°C for temperature and 0.2 psu for salinity, twice the RMS departures obtained with GLORYS12. Worse, we can observe a tendency for these errors to increase between 2008 and 2016, showing the drift of the system without data assimilation.

**Comparison With Satellite Sea Level Anomaly**

The assimilation of sea level anomalies together with the MDT is crucial for the realism of the reanalysis’s ocean circulation. The statistics in Figure 3 use innovations and residuals coming from the sea level anomalies data assimilation. Residuals include the analysis correction injected into the model using incremental analysis update. The scores are averaged over all 7 days of the data assimilation window, which means the results are indicative of the average performance of GLORYS12 over the 7 days, with a mean lead time equal to 3.5 days.

The number of assimilated SLA observations (Figure 3A) varies with the number of altimeters in-flight throughout the period 1993–2016. This 24 year period involves eleven different altimeters. Following TOPEX-Poseidon in September 1992, the constellation has grown from one to six satellites flying simultaneously, even if we can notice a temporary decrease between 2005 and 2010.

The biases are weak in the 1990s, as the mean innovations vary around zero (Figure 3B). However, from 2004, a bias is diagnosed, which tends to increase and reaches 1 cm at the end of the period, with peaks varying from 1 cm or even 2 cm at times. This means that GLORYS12 tends to become too low in time. This means that GLORYS12 tends to become too low in

### Comparison With Satellite Sea Ice Observations: Mean State and Low Frequency Variability

This section focuses on the ability of GLORYS12 to reproduce the mean state, expressed in terms of the mean seasonal cycle, interannual variability and trends over the 1993–2016 period, of spatially integrated quantities such as sea ice extent and volume and amount of open waters within the sea ice pack. The sea ice extent is usually defined as the area of ocean with a sea ice concentration of 15% or more. Sea ice area is the total area covered only by sea ice and is always less than the extent. The difference gives the amount of open water in the ice pack. The latter quantity then represents both the presence of leads within the sea ice pack and the marginal ice zone (MIZ) close to the ice edge. This quantity is collectively referred to as “leads” in the subsequent text.

To assess the overall consistency with observations we compare modelled sea ice extent and leads to the observational product CERSAT assimilated in GLORYS12, and to the mean of the ensemble of three observational products (CERSAT, NOAA/NSIDC, and OSI-SAF) which provides an estimate of the observational error. The NOAA/NSIDC passive microwave sea ice concentration climate data record (CDR) is an estimate of sea ice concentration that is produced by combining concentration estimates from two algorithms developed at the NASA Goddard Space Flight Center: the NASA Team algorithm (Cavalieri et al., 1997) and the Bootstrap algorithm (Comiso, 2000). The final CDR value is the highest between concentrations estimated by Bootstrap and NASA Team. OSI-SAF (Ocean Sea Ice Satellite Application Facilities), produced by EUMETSAT and distributed by CMEMS, is currently assimilated by the Arctic and in the PSY4V3 monitoring and forecasting systems of CMEMS. These two latter observational products are the datasets most widely used by the sea ice community. Other sea ice concentration algorithms exist and the subsample of products used in this paper is not sufficient to fully assess the uncertainty of the observations (e.g., Ivanova et al., 2015).

### Arctic Ocean

In the Arctic Ocean, compared to the assimilated CERSAT data, GLORYS12 has a larger sea ice extent during winter time and a similar extent during summer time (Figure 4A). GLORYS12 sea ice extent largely remains in the spread of the observation based products, an ensemble in which CERSAT represents the member having the least sea ice extent. GLORYS12 constantly stays in the lower bound of the GREP product which shows a constant overestimation with a large spread during summer time. GLORYS12 favorably reduces the amplitude of the sea ice extent seasonal cycle simulated by F12. Similar conclusions are found with the sea ice concentration variable (not shown). The increase of resolution (GLORYS12 versus G4) has no visible
impact on the mean state (seasonal cycle), the interannual variability and the trend of sea ice extent, leads and volume (Figure 4).

The presence of open waters within the GLORYS12 sea ice pack is much larger than in the assimilated CERSAT data (Figure 4B). This is particularly true during the melting season (June-August), period of the maximum of the surface covered by the MIZ, where GLORYS12 shows an excess of half a million km$^2$ during July. However, the large spread of the observation based products all along the year indicates large uncertainties in sea ice concentration algorithms retrievals. This is particularly true during summertime where this spread represents nearly the same amount of MIZ estimated by CERSAT. CERSAT data represents the lower bound of the large spread of the observations and GLORYS12 matches particularly well the ensemble mean of the observations. The spread shown around the GREP mean ensemble (Figure 4B) highlights how different physical parameterizations and/or assimilation methods within the four members of GREP can impact the representation of open waters within the Arctic sea ice pack.

F12 simulates a larger surface covered by leads and MIZ all through the year compared to GLORYS12. The assimilation of sea ice concentration therefore tends to reduce the presence of open water within the sea ice pack. The methodology for the mean analysis update of sea ice thickness adopted in GLORYS12 results in a general thicker sea ice cover compared to F12. Comparisons with in situ data in the Western Basin (Figure 5B) and in the Central Basin (Figure 5C) confirm a general thicker ice in GLORYS12. The unrealistic piling up of sea ice thickness in the Beaufort Gyre present in all GLORYS reanalysis (Chevallier et al., 2017; Uotila et al., 2019) is also present in GLORYS12. Comparisons with Cryosat-2 in January 2014 (Figure 5A) show an overestimation of the order of almost 1 m in the area. This overestimation is confirmed by comparisons with in situ data from the BGEP campaign (Figure 5B). This ice build-up prevents efficient melting and ends up with generally thicker sea ice conditions in summertime. This phenomenon occurs as soon as the assimilation of sea ice concentration data is activated, e.g. during summer 1993. Comparisons with Cryosat-2 also show that this unrealistic ice accretion in the Western Basin is accompanied, however, by thinner sea ice conditions in Central and Eurasian basins (Figure 5A). Comparisons with in situ data from the NPEO campaign confirm the presence of thinner ice in GLORYS12 in the Central Arctic Basin (Figure 5C).
Nevertheless, GLORYS12 improves the too thin sea ice cover found in F12 in the Central Arctic Basin, e.g. in areas of multi-year ice types. The resulting total sea ice volume is improved compared to the previous Mercator Ocean reanalysis system G2V4 (Chevallier et al., 2017; Uotila et al., 2019) and compares better with PIOMAS data (Schweiger et al., 2011). Over the same period (1993–2016), the seasonal cycles of GLORYS12, F12, G2V4 and PIOMAS have respective minimums and maximums of 9.8 and 25 million km$^3$, 6.9 and 25.5 million km$^3$, 13.2 and 28.3 million km$^3$, and 9.4 and 25.7 million km$^3$.

The large spread in the sea ice volume present in the GREP multi-model product again reflects the impact of the disparity in assimilation methods and parameterizations applied in these reanalyses (Figure 4C).

CERSAT data show a significant (95%-level confidence) and negative trend in sea ice extent at a rate of $-79 \, 900 \text{ km}^2/\text{yr}$ and observation based products at a rate of $-77 \, 300 \text{ km}^2/\text{yr}$. The simulation without assimilation F12 already reproduces this negative linear trend with a somewhat overstated rate of $-86 \, 850 \text{ km}^2/\text{yr}$. Both reanalyses (GLORYS12 and G4) with respectively $-85 \, 320$ and $-84 \, 000 \text{ km}^2/\text{yr}$ trends, favorably reduce this strong loss of surface covered by sea ice in the Arctic Ocean. With $-89 \, 400 \text{ km}^2/\text{yr}$, the GREP ensemble mean has a stronger trend compared to GLORYS12. The spread among GREP members narrowed somewhat after 2010, a period marked by a succession of historic summer lows. These latter results are similar to those presented in the GREP-based Ocean Monitoring Indicators (OMI) sea ice extent (https://marine.copernicus.eu/access-data/ocean-monitoring-indicators/northern-hemisphere-sea-ice-extent-multi-model-ensembles). The weak interannual trends of the surface covered by leads and MIZ found either with the reanalysis or with the observations are not significant and are therefore not discussed.

The most important differences between GLORYS12 and F12 are in the reproduction of interannual variability and trend in sea ice volume. The strong accumulation of ice that became thick in the late 1990s and early 2000s shown in GLORYS12 is not in F12 (Figure 4E). The resulting trend is consecutively more pronounced in GLORYS12 than in F12, respectively $-465 \, 900$ and $-380 \, 800 \text{ km}^3/\text{yr}$. These trends can be compared with that of PIOMAS from about $-427 \, 100 \text{ km}^3/\text{yr}$ over the same period (1993–2016). Once again, the spread present in GREP product at this lower frequency variability highlights the large uncertainty in the representation of Arctic sea ice volume by the different reanalysis products (Chevallier et al., 2017).

**Antarctica**

As for the Arctic Ocean, GLORYS12 and G4 reanalyses have very similar results in Antarctica. F12 faces a consistent bias found in many models (Roach et al., 2018) and simulates a sea ice cover with too low sea ice concentrations throughout the year (not shown). As a result, and under unknown triggering effects, a first window through the sea ice occurred in winter of 1997 in eastern part of the Weddell Sea and started to transfer energy during winter between the ocean and the atmosphere. This energy exchange broke the stratification present at the surface, e.g. warm and salty waters overlaid by fresh surface waters, and started to homogenize the water column by vertical motions. The unusual presence of these relatively warmer waters on the surface prevented the formation and presence of ice locally. This phenomenon has persisted from one year to the next and spread to wider areas. The ice cover could never return to its normal extent, especially in winter (Figure 6A).

Thanks to the assimilation of sea ice concentration, GLORYS12 avoids this behavior and keeps a seasonal cycle very comparable to observations (Figure 6A). GLORYS12 exhibits a sea ice extent very close to the observations with, however, and as in the Arctic, a tendency to have a slightly higher extent, particularly in winter. Further, GLORYS12 sea ice extent is within the spread of the GREP ensemble.

As in the Arctic, the CERSAT data (extent and leads), are the lowest estimates of all observations. The lead observations spread...
is much larger than that of GREP and even reaches 2 million km² in the spring, the equivalent of the total lead area estimated by CERSAT. GLORYS12 sea ice extent and surface of leads are within the spread of the GREP ensemble. The Antarctic sea ice extent in spring 2016 attained a record minimum (Turner et al., 2017) for the 1993–2016 period, presenting an abrupt departure from the slowly but steadily expanding until several monthly record high in 2014. Combined with this high variability, the resulting weak positive trend found in all reanalyses and all observations is not significant (95%-level confidence). This non-significance is in agreement with the study of Yuan et al. (2017).

Large-Scale Dynamics

Meridional Heat Transport and Inter-Basin Volume Exchanges Transports

Large-scale ocean transports play a major role in the Earth Climate. Various estimates of global heat and mass transports at key sections have already been calculated from direct oceanographic sections (Talley et al., 2003), from the World Ocean Circulation Experiment based on the inversion of hydrographic data (e.g., Ganachaud and Wunsch, 2003; Lumpkin and Speer, 2007), and from ocean reanalyses (e.g., Stammer et al., 2004; Haines et al., 2012; Valdivieso et al., 2017). More recently, Bricaud et al. (2018) gave estimates of volume transports through key sections from GREP and of meridional heat transport (MHT) based on the 1/4° reanalysis G2V4 and its associated free run for the three major basins (global, Atlantic and Pacific+Indian). In this section, we provide estimations of GLORYS12, G4 and F12 MHT and volume transports through key sections and compare them to observation-based estimates and to GREP product.

Given large uncertainties linked with the oceanic observations sampling, Figure 7 shows a good agreement of transport estimates between volume transports through different sections from GREP product and from Lumpkin and Speer (2007) (Figure 7A) with a median value of the relative error of 30%, and the same diagnostics for GLORYS12, F12 and G4 (Figure 7B).

GLORYS12 reanalysis transport at Drake Passage has been particularly and extensively studied in Artana et al. (2019b). The authors show that GLORYS12 estimates are within recent observation-based estimates (8 Sv larger than Koenig et al. (2014) estimate and well below the estimate of 173.3 ± 10.7 Sv using measurements from the cDrake project (Donohue et al., 2016)) and especially emphasizes that accurately assessing the absolute transport through Drake Passage remains a challenge. However, with respectively 156.9 ± 4.5 and 154.6 ± 4.8 Sv, GLORYS12 and G4 transports at Drake Passage are very close to each other and considerably reduce the transport estimate compared with that from the simulation without assimilation F12. Artana et al. (2019b) have shown that the mean volume transport of GLORYS12 over 1993–2010 (157 ± 3 Sv) is similar to a nine-ensemble mean of 152 ± 19 Sv over the same period from lower resolution global reanalyses (resolution ranging from 1° to 1/4°, five are of European origin using varying versions of the NEMO ocean, three are American and one is Japanese) (Uotila et al., 2019). Antarctic Circumpolar Current (ACC) transports in both GLORYS12 and G4 are in the spread of the GREP NEMO-based ensemble but remain in the upper bound of this set of estimates. It is also larger than Lumpkin’s estimates.

Compared to the canonical climatological estimation of 0.8 Sv from Woodgate et al. (2006), the Bering Strait transport is larger in both GLORYS12 and G4 (1.3 Sv). Both GLORYS12 and G4 estimates are closer to the most recent estimates, which show that, over the last decade, volume transport in Bering Strait has been steadily increasing and is now well above 1 Sv (Woodgate, 2018). Both GLORYS12 and G4 estimates (1.3 Sv) favorably reduce the too strong F12 transport (1.43 Sv).

As the only deep water passage to the Arctic Ocean, transports through Fram Strait determine to a large extent the exchanges between the North Atlantic and the Arctic Ocean. With respectively, 1.9 ± 0.7, 2.4 ± 0.7, and 2.4 ± 0.7 Sv, GLORYS12, G4 and F12 are close to the canonical observation-based estimates of ~2 Sv from Fahrbach et al. (2001). At Fram Strait and at the
Greenland-Iceland-Scotland section, GLORYS12 transports are identical to GREP estimations.

Generally, GLORYS12, G4 and all reanalyses included in GREP provide transport estimates that are higher than values deduced from observations, whether at high latitudes, as just mentioned, or at tropical latitudes (Indonesian Throughflow and meridian sections at 30°N and 30°S, Figure 7A).

Meridional heat transports for the three major basins (Figure 8) are estimated using 5 day mean fields in order to avoid aliasing errors found with monthly mean sampling (Crosnier et al., 2001). MHTs in GLORYS12 and G4 are in general very close to each other. In Global and Pacific-Indian basins, GLORYS12 and G4 differ at the Equator where a strong gradient is present in their respective MHT. For the Global basin, the MHT peak at 5°N is 1.2 PW for GLORYS12 and 1.6 PW for G4. For the Pacific-Indian basin, the MHT peak at 5°N is 0.2 PW for GLORYS12 and 0.7 PW in G4. In the Atlantic basin, they differ at 40°N, where MHT is 1.2 PW for GLORYS12 and 1.4 PW in G4. Compared to G4, GLORYS12 then simulates higher MHT northward poleward transport in regions with strong gradients (equatorial dynamics and Gulf Stream current). Conversely, GLORYS12 displays lower values in the [40°S–60°S] latitude band of the Antarctic Circumpolar Current (ACC) fronts compared to G4 estimates.

GLORYS12 and G4 MHTs greatly differ from F12 in the Southern subtropical gyres with a significant stronger northward heat transport in the [40°S–20°N] latitude band. This results in a weaker poleward heat transport by Southern tropical gyres in reanalyses than in the simulation without assimilation. While this weakening is more consistent with the error bars in the Atlantic, it

FIGURE 7 | Mean volume transport and its variability for the 1993–2016 period from (A) Lumpkin (in black) and GREP 1/4° ensemble product (in grey) and from (B) GLORYS12 (in red), F12 (in orange) and G4 (in blue). Units are in Sv.
drives heat transport out of the error bars in the Indo-Pacific. However, the error bars proposed by Ganachaud and Wunsch (2003) or Lumpkin and Speer (2007) are very large, particularly in the tropical band of the Atlantic Basin.

In GLORYS12 and G4, the Global and the Pacific-Indian basins equatorial MHT gradient is stronger than in F12. The current interpretation is that those peaks are overestimated due to spurious velocities induced in particular by the assimilation of SLA (and MDT) in the equatorial region (Gasparin et al., 2021).

For the Global basin, F12 MHT is lower than GLORYS12 and G4 MHTs in the [40°S–0°] latitude band and close to lower values of the hydrographic estimates, whereas GLORYS12 and G4 MHTs are close to the upper values of the hydrographic estimates. For the Atlantic basin, F12 MHT is lower than GLORYS12 and G4 MHTs in the [30°S–20°N] latitude band and close to lower values of the hydrographic estimates, whereas GLORYS12 and G4 MHTs are close to the middle values of the hydrographic estimates. For the Pacific-Indian basin, F12 MHT is lower than GLORYS12 and G4 MHT in the [30°S–0°] latitude band and close to middle values of the hydrographic estimates, whereas GLORYS12 and G4 MHTs are close to the upper values of the hydrographic estimates.

Moreover, the time mean state and interannual-decadal variability of the North Atlantic ocean since 1993 have been assessed in Jackson et al. (2019). The authors show that GLORYS12 is able to reproduce the main aspects of the circulation including convection, AMOC and gyre strengths, and transports.

Velocity Validation Against Drifter’s Estimation

In this section, we use velocity observations from surface drifters (that are not assimilated) to assess the level of performance of GLORYS12 qualitatively. To avoid contamination by the windage due to a drogue loss (Grodsky et al., 2011), we use the drogued-only 15 m drifter dataset coming from the CMEMS in situ Thematic Assembly Centre (Rio and Etienne, 2019). Model counterparts of the drifter’s velocities are interpolated at the right time and averaged over the 2003–2016 period. Results at 15 m (Figures 9A,B) are very similar to those from the CMEMS real time system (Lellouche et al., 2018). The general circulation with major currents is well represented. The main shortcoming concerns the tropical Pacific South Equatorial Current which is too strong in GLORYS12. It has been shown that this was mainly due to a bias in the reference height for the altimetry (Hamon et al., 2019). It can also be noted that the ACC is slightly too strong near the surface. We now use estimated velocities at 900 m derived from Argo profiling floats when drifting at their parking depth (Lebedev et al., 2007). Comparisons in panels C and D of Figure 9 show a good general agreement between the observations and GLORYS12. The ACC has the right intensity at this depth. This is consistent with Thoppil et al. (2011) results which show that high-resolution model and data assimilation improve the representation of fine structures at depth at high latitude. The only notable differences concern the striations of the equatorial band (Cravatte et al., 2017) which are slightly underestimated and not reproduced at the right latitude by GLORYS12.

Ocean Variability
Eddy Kinetic Energy

In order to estimate the mesoscale activity present in GLORYS12, comparisons of geostrophic Eddy Kinetic Energy (EKE) deduced from GLORYS12 and from F12, G4 and the L4 CMEMS DUACS gridded product (Taburet et al., 2019) have been performed over the 2007–2016 period. These comparisons are made over the last 10 years of the 1993–2016 period to ensure that the simulations, in particular F12, have reached a state of equilibrium (see Eddy Kinetic Energy Time Evolution). Geostrophic EKEs of GLORYS12, F12, and G4 are deduced from daily sea surface height (SHH) from which geostrophic velocities are computed. Geostrophic EKE of the DUACS product is calculated directly from the daily geostrophic velocities included in the product.

Figure 10 shows the geostrophic EKE for GLORYS12 (panel A), and the differences against the three others estimates:

**FIGURE 8 |** Mean Meridional Heat Transport for the 1993–2016 period for Global Ocean (A), Atlantic Ocean (B) and Pacific + Indian Oceans (C). GLORYS12 is plotted in red, F12 in orange, G4 in blue, GREP ensemble product in grey and hydrographic estimates in black. Units are PW.
GLORYS12 minus DUACS (panel B), GLORYS12 minus F12 (panel C) and GLORYS12 minus G4 (panel D). We observe very realistic structures in GLORYS12. All the large dynamic systems are very well represented (Western Boundary Currents (WBCs), Agulhas recirculation, Leeuwin Current, ACC). Compared to DUACS, the differences in the major currents are small. However, we observe a higher level of EKE almost everywhere of 25–50 cm$^2$/s$^2$. DUACS shows stronger EKE levels at some specific locations, such as the equatorial band (10°S–10°N) and towards Madagascar. These departures from DUACS are consistent with that depicted by Chassignet and Xu (2017) for models at 1/25° and 1/50° resolution without data assimilation. The authors show that using proper temporal and spatial filtering, similar energy levels can be found between different databases. Still, the direct comparison with the EKE derived from the DUACS maps remains complex because DUACS maps do not include the smaller space and time scales that are filtered out through the mapping procedure. In particular, DUACS underestimates the EKE by more than 20% in the mid and high latitudes (Le Traon and Dibarboure, 2002).

Comparing GLORYS12 to F12, one can observe strong differences, especially in the WBCs where the incorrect positioning of the currents in the free simulation creates large dipoles on the difference map. These differences show that data assimilation helps positioning better the main observed currents in GLORYS12. Almost everywhere, except the ACC, the energy level in GLORYS12 is significantly higher than the energy level in F12, with differences varying from 50 to 150 cm$^2$/s$^2$. This means data assimilation potentially adds information everywhere in the model dynamics, with a strong signature in EKE. It is important to mention that the EKE level in F12 is of the same order of magnitude than that of other simulations with equivalent resolution and without data assimilation, as presented in Chassignet et al. (2020) (not shown). The increase of EKE in GLORYS12 does not correct a potential underestimation of the energy level by F12. GLORYS12 can add new information such as the breakdown of internal waves, but can also limit the attenuation of mesoscale activity in F12 via the assimilation of the SLA. Nevertheless, in the ACC, F12 is more energetic than GLORYS12. The reason of this difference is still not explained and requires further investigations. The comparison between GLORYS12 and G4 shows a general increase in the EKE level with increasing resolution. This overall increase is approximately 10%. The stronger EKE in GLORYS12 is an expected direct effect

**Figure 9** | Panels (A,B): mean zonal velocity at 15 m over the 2003–2016 period for GLORYS12 (A) and observations (B). Observations come from drogued-only subsurface drifters (Rio and Etienne, 2019). Panels (C,D): mean zonal velocity at 900 m over the 2003–2016 period for GLORYS12 (C) and observations (D). Observations come from estimated velocities derived from Argo profiling floats (Lebedev et al., 2007). Units are m/s.
of the increase of resolution, allowing the representation of small structures.

**Quantification of Energy Gain**

To go further in the understanding of the energy level in GLORYS12, a spectral analysis is performed in order to quantify the energy gain in GLORYS12 SST analyses (with respect to G4 and F12) at different spatial scales. A local spectral decomposition was made on SST from daily model outputs during the year 2013, which is a neutral year considering the North Atlantic Oscillation and ENSO indices. Moreover, working over a single year has the advantage of avoiding mixing structures placed differently according to climatic indices.

For each point of a regular subsampling of the GLORYS12 model grid (one point in ten), a mean power spectral density (PSD) is obtained by averaging the results over the four main directions S-N, W-E, SW-NE, and NW-SE. In practice, the decomposition is performed using the one-dimensional SST signal over the four 1,000 km synthetic continuous tracks centered on the regular subsampled grid points. In order to avoid sampling issues, G4 outputs have been first interpolated on the same grid as GLORYS12. This methodology is directly derived from that of Dufau et al. (2016), used for spectra calculation along altimetry tracks. As expected, the overall average results confirm that GLORYS12 contains more energy at finer scales (not shown). We also find that G4, F12, and GLORYS12 have roughly the same energy at large scales but the difference between GLORYS12 and the two other configurations tends to increase towards the smaller scales. The difference between GLORYS12 and G4 are less than 20% around 200 km. The difference between GLORYS12 and F12 is about 20% near 55 km.

Focusing on the typical length scale of the mesoscale activity (50–250 km range), Figure 11 shows that the power gain is evenly distributed over the entire ocean. Panels (A–C) show the local percentage of power in the mesoscale band normalized by the total power (in the 20–980 km band) for G4, GLORYS12 and F12 respectively. The comparison between the maps highlights the local change in the slope of the PSD (not shown). Except for the equatorial area, constrained mainly by large-scale atmospheric phenomena, it appears that the SST in GLORYS12 is the most energetic in the mesoscale part of the spectrum. Given the logarithmic behavior of the energy spectrum, the average difference of one percent between the power fraction of the mesoscale energy of GLORYS12 and G4 remains significant.

The data assimilation has also a small effect on the mesoscale power fraction. Thus, GLORYS12 is uniformly more energetic than F12 in the global ocean, except the Northern part of the Atlantic.
FIGURE 11 | Power fraction in the mesoscale (50–250 km) band normalized by the total power in the 20–980 km band for G4 (A), GLORYS12 (B) and F12 (C) SST in year 2013. Units are %.
EDDY KINETIC ENERGY TIME EVOLUTION

Three-dimensional average EKEs can also be assessed from GLORYS12, F12, and G4 daily velocity fields. Figure 12A shows the temporal evolution of the three-dimensional mean of monthly EKEs deduced from velocity. No observation comparison is available since a three-dimensional total EKE cannot be deduced from the observations. Consistently with the surface geostrophic component (Figure 10), GLORYS12 is more energetic compared to G4 and F12. The average value is equal to 14 cm$^2$/s$^2$ for GLORYS12, 10 cm$^2$/s$^2$ for F12 and 8.5 cm$^2$/s$^2$ for G4. Simulations start from rest and a first stabilization of the energy level occurs after 1 year for the simulations with data assimilation (GLORYS12 and G4) and after 3 years for F12, corresponding to the spin up time needed for model simulations to reach their energetic equilibrium. The seasonal cycle is well marked in all time series and after the first three years, important interannual variations are present, as in 1997–1998 with the strong ENSO event which induced a strong decrease of the global EKE.
However, time series exhibit two main discontinuities. The first one occurs in the three simulations at the beginning of 2002 with an increase of energy until 2007. The strongest signature is observable in F12 with a change of mean state from 7 to 10 cm$^2$/s$^2$. From 2002, an increase in the amplitude of the seasonal cycle is also observed in all simulations, where the intra-annual amplitudes change from 1 to 2 cm$^2$/s$^2$. As this change of the system mean state is observed in the simulation F12 without data assimilation, it can therefore only come from atmospheric forcing. A deeper study of ERAinterim is needed to understand the behavior of GLORYS12, F12, and G4. ERAinterim is an atmospheric reanalysis derived from an atmospheric general circulation model with data assimilation but having boundary conditions at the interfaces of the atmosphere. In particular, ERAinterim uses a SST estimated from observations. The spatial resolution of SST products used during the production of ERAinterim changed from 1° to 0.5° (Dee et al., 2011) and this change induces modification of atmospheric circulation (Parfitt et al., 2017). Figure 12B (blue curve) shows the evolution of the spatial RMS of SST (a monthly mean has been applied to the daily data). The change of SST resolution in January 2002 is well marked with the increase reflecting the increase in variability. This change in the boundary condition of the reanalysis induces a change in the atmospheric fields and a modification of the wind field. Different mechanisms for adjustments of atmosphere to the oceanic small scales are described in many studies (e.g., Lindzen and Nigam, 1987; Hayes et al., 1989; Chelton et al., 2001; Spall, 2007; Minobe et al., 2008; Small et al., 2008; Renault et al., 2017). These local circulations do not appear on large-scale wind fields. It is therefore necessary to consider local circulations. These latter can be obtained by different filtering methods, but energy scales will depend on the filtering. If the divergence or rotational wind is considered, the smallest spatial variations of wind will be highlighted. The black curve in Figure 12B shows the spatial variability of the ERAinterim wind divergence. In 2002, the variations of wind divergence exhibit an increase at the same time of RMS SST variation. This demonstrates the atmospheric response to the SST change. After 2014 there is a strong increase which seems related to the increase in global average SST (Figure 12B, red curve). The increase in SST leads to more instabilities of the atmospheric column and therefore more divergence. However, this does not entirely translate into the energy transmitted to the ocean model. In summary, the increase in SST resolution in January 2002 results in an increase in small-scale variability in the atmospheric reanalysis winds, and part of this wind variability increase is transmitted to GLORYS12, F12, and G4. The second discontinuity occurs in 2004 where a strong and rapid increase is present in GLORYS12 (2.5 cm$^2$/s$^2$ in 6 months) and one to a lesser extent in G4 (1 cm$^2$/s$^2$). No sudden increase at this date is observed in F12. This suggests that the source comes from data assimilation. In order to take into account the increase of the number of assimilated in situ T/S vertical profiles from January 2004 (see Figure 2), the time window in which the 3D-VAR bias correction is performed was reduced from 3 to 1 month in both G4 and GLORYS12. It would therefore seem that this reduction in the time window, combined with the increase in the number of assimilated in situ observations, creates an increase in energy and therefore changes the regime state of the system. This increase in energy is much more pronounced in GLORYS12 than in G4, due to the ability of GLORYS12 to create realistic mesoscale features.

TRENDS AND EVOLUTIONS OF TEMPERATURE, SALINITY AND SEA LEVEL

Time Evolution of Temperature and Salinity Anomalies

Figure 13 shows the time evolution of temperature and salinity anomalies over the whole domain for F12, GLORYS12, and G4. An anomaly for a specific date is defined as the difference between the value at this current date and the initial state of the simulation. Note that for this diagnostic, the interannual signal has been removed using a digital time filter. GLORYS12 and G4 reanalyses show a warming in the 0–1,000 m layer (Figures 13C,E). It is a little too strong according to the mean misfits shown on Figure 1A. The freshening in the first 1,500 m (which occurs notably in the ACC) before Argo is present in G4 and to a lesser extent in GLORYS12 (Figures 13D,F). From the beginning of the year 2004, this freshening is strongly reduced in G4 and turns into a salting in the first 200 m. This can be linked to the change in the time window to compute the T/S bias correction and by the increase in the number of assimilated profiles. Before the arrival of Argo floats in large quantity at the start of 2004, G4 and to a lesser extent GLORYS12 did not seem able to correct the salinity bias that had set in. GLORYS12 has a better behavior in salinity because the fronts are much better resolved in GLORYS12 than in G4, in particular the polar front which is poorly positioned in G4 (not shown). January 2002 seems to be a crucial date for F12 which presents a strong cooling in temperature in the 200–1,000 m layer, spreading at depth afterwards (Figure 13A). This behavior can be correlated to the change in the atmospheric fields discussed in Eddy Kinetic Energy Time Evolution. Moreover, the F12 simulation without data assimilation shows a strong salinity drift in the first 500 m (Figure 13B).

Sea Level Time Evolution

Of particular importance for sea level trends, along-track altimetric observations from various missions are assimilated in GLORYS12 and G4, together with in situ temperature and salinity profiles and other observations. Altimetric observations capture sea level trends due to land ice mass loss and land water storage changes, in addition to trends due to steric sea level changes (e.g., Gregory et al., 2019). As mentioned in the description of the ocean model in Description of GLORYS12, a global mean sea level (GMSL) trend is added at each time step to the modeled dynamic sea level. This added GMSL signal is composed of the diagnosed global mean steric sea level change and of a barystatic (land ice related, Gregory et al., 2019) sea level trend of 1.31 mm/yr over 1993–2001 and of 2.20 mm/yr over 2002–2016. The GMSL change is added to all simulations, prior to data assimilation for GLORYS12 and G4. In assimilated
FIGURE 13 | Time evolution of temperature (in °C, left panels) and salinity (in psu, right panels) anomalies over the whole domain for F12 (top panels A,B), for GLORYS12 (middle panels C,D) and for G4 (low panels E,F). An anomaly for a specific date is defined as the difference between the value at this current date and the value at the initial state. The interannual signal has been removed using a digital time filter.
altimetric sea level observations, no correction has been applied for the drift of T/P-A over 1993–1998 (e.g., Beckley et al., 2017; Legeais et al., 2019), but regional GIA-related trends have been subtracted from the altimetric observations before assimilation (based on Peltier, 2004).

In terms of GMSL rise, G4 and GLORYS12 are in close agreement with altimetry (Figure 14). Yet, after 2004, G4 tends to better represent the seasonal cycle of GMSL changes than GLORYS12. The GMSL rise trend is also in closer agreement with altimetric observation (3.00 mm/yr over 1993–2016) in G4 (2.90 mm/yr) than in GLORYS12 (2.77 mm/yr). Although the barystatic sea level trend is added to the modelled sea level in all simulations (see Description of GLORYS12), the correct partition between the steric and barystatic components of GMSL changes is not yet ensured in GLORYS12 and G4. According to Figure 1A, there is an excess of heat storage around 100 m. As a result, the barystatic sea level trend is not fully retained in the system. Assimilation of altimetric sea level therefore leads to a too large global mean steric sea level rise in both G4 and GLORYS12. In GLORYS12, the global mean thermosteric sea level trend over 2005–2016 is 2.43 mm/yr (averaged over areas sampled by altimetry, Figure 15A). Thus, thermal expansion explains 70% of the GMSL trend of 3.20 mm/yr over the same period in GLORYS12, while it should only account for around 40% of the GMSL trend (Oppenheimer et al., 2019). As a result, the actual barystatic sea level trend in GLORYS12 over 2005–2016 is 0.77 mm/yr, instead of the 2.20 mm/yr added to the modelled sea level over 2002–2016. The issue in the separation of the barystatic and steric components of GMSL can be illustrated with the drop of around 5 mm in the altimetry derived GMSL in 2011 (Figure 14). This observed drop in GMSL is related to the 2010/11 El Niño event that led to more precipitation over Australia, northern South America and Southeast Asia. The corresponding ocean to land mass transfer increased the land water storage and accordingly decreased GMSL for months as the corresponding water was retained in endorheic basins (e.g., Boening et al., 2012). GLORYS12 and G4 also show a drop in GMSL in 2011. As only a barystatic sea level trend was added to GLORYS12 and G4, assimilation of altimetric data translated this mass signal into a steric signal, with an overall ocean cooling and contraction.

Finally, the free simulation F12, where no GMSL correction is applied, exhibits a very low GMSL rise (0.75 mm/yr over 1993–2016, Figure 14), highlighting the benefits from data assimilation to represent GMSL changes. The steric part of GMSL rise in F12 is close to zero in the 1990s and then drops to negative values (cooling (see Time Evolution of Temperature and Salinity Anomalies and Figure 13A), especially in the Southern Ocean (not shown)), explaining the low GMSL trend in F12.

At regional scales, sea level trends over the 1993–2016 period in GLORYS12 are in close agreement with sea level trends inferred from the CMEMS reprocessed and gridded altimetry product (Figures 15A,B). The main patterns of sea level trends observed by altimetry (e.g., Forget and Ponte, 2015; Dangendorf et al., 2019) are captured in the reanalysis, with the largest trends in the western tropical Pacific, northwestern Pacific, northern Southern Ocean, and the lowest trends in the subpolar North Atlantic, off Alaska, in the eastern tropical Pacific and in the southern most parts of the Pacific sector of the Southern Ocean. Regional sea level trend differences between the GLORYS12 reanalysis and the reference altimetric datasets remain small as they do not exceed ±2 mm/yr in the majority of the ocean observed by altimetry (the average local uncertainty in sea level trends over 1993–2019 from altimetry is 0.83 mm/yr, Prandi et al., 2021). Over the global ocean (covered by altimetry), the trend differences between GLORYS12 and altimetry have a median value of −0.26 mm/yr and a standard deviation of 0.60 mm/yr. Two main regional patterns can be distinguished in the regional sea level trend differences in Figure 15C. The pattern around Australia could correspond to the rate of change of the geoid (Peltier, 2004) as no regional GIA correction has been applied to altimetric data, while a two-dimensional trend GIA correction has been added to the modelled sea level trend. The pattern in the eastern Pacific...
FIGURE 15 | Regional sea level trends over the 1993–2016 period (in mm/yr) for (A) the CMEMS gridded reprocessed altimetric dataset (007_048), (B) GLORYS12, (C) GLORYS12 minus altimetric dataset, (D) GLORYS12 minus F12, (E) GLORYS12 minus G4. The global mean sea level trend has not been removed. No GIA correction has been applied to altimetric trends in panel (A). Note the different ranges covered by the color bars in panels (C,E).
could be related to the Pacific Decadal Oscillation (e.g., Hamlington et al., 2014). In GLORYS12, the largest regional sea level trends are found in the Arctic Ocean, reaching locally more than 25 mm/yr (Figure 15B). Averaged over the entire Arctic Basin, excluding the Canadian Archipelago, the mean sea level trend is 3.2 mm/yr (higher than the global mean). However, observed sea level trends from altimetry are not available yet over the whole Arctic Ocean making it difficult to evaluate the GLORYS12 sea level trends in this region. Rose et al. (2019) estimates the sea level trend over the Arctic Ocean to 2.2 mm/yr over 1991–2018. However, their estimate covers the 65°N–81.5°N domain, excluding the northernmost area (with no continuous data) where GLORYS12 reaches the highest sea level trends. A comparison of regional steric sea level trends over the European seas from GLORYS12 and regional reanalyses produced and distributed by CMEMS is provided in Storto et al. (2019b). The comparison pinpoints that differences between GLORYS12 and regional reanalyses mostly stem from the freshwater budget representation.

Data assimilation clearly and strongly improves the representation of regional sea level trends. Differences in sea level trends between GLORYS12 and F12, highlighting the impact of data assimilation in the reanalysis, are shown in Figure 15D. Using altimetry as a reference dataset (Figure 15A), the spatial standard deviation of sea level trend differences in F12 is 6.9 mm/yr, while it is an order of magnitude lower, 0.6 mm/yr, in GLORYS12. The largest differences are found in the Southern Ocean, reaching more than 10 mm/yr, and in the North Atlantic, with a dipole across the Gulf Stream with differences reaching more than ±5 mm/yr. In the Southern Ocean, the negative sea level trends in F12 are related to the strong cooling and the unrealistic loss of sea ice cover of the region in the free simulation, as described in Time Evolution of Temperature and Salinity Anomalies. The significant biases in sea level trends in F12 in the Southern Ocean and in the North Atlantic Ocean have been broadly corrected through data assimilation in GLORYS12.

Increasing the ocean model resolution from 1/4° to 1/12° in the two assimilative systems does not strongly impact regional sea level trends. Differences between GLORYS12 and F4 are shown in Figure 15E. Using altimetry as a reference dataset (Figure 15A), the spatial standard deviation of sea level trend differences in F4 is 0.62 mm/yr, very close to the 0.60 mm/yr in GLORYS12. The main differences are located in the Arctic Ocean, in regions of high EKE (WBC, Southern Ocean) (Figure 15E). The comparison between Figure 15C and Figure 15E show a zonal band around 45°S of underestimated trends in the Southeastern Pacific in G4.

SUMMARY AND CONCLUSION

A detailed evaluation of the global Mercator Ocean reanalysis GLORYS12 at 1/12° is presented here over the 1993–2016 period, based on comparisons with observations as well as inter-comparisons with sister simulations. In general, GLORYS12 provided a realistic representation of key oceanic quantities such as sea level, water mass properties, mesoscale activity or sea ice extent. This high-resolution reanalysis allows us to document oceanic variability on a large range of scales going from meso to global and from daily to decadal scales over the altimetry period (1993–present). As the first European high-resolution global reanalysis, GLORYS12 outperforms its sister simulations at lower horizontal resolution (1/4°) or at the same resolution but without data assimilation, even though it slightly suffers from the irregular evolution of the in situ global ocean observing system despite adapting assimilation procedures. For instance, the representation of temperature and salinity is strongly impacted by the arrival of the global Argo array in 2004 reducing the departures from in situ observations by a factor of 2. Note that F12 presents some flaws and improving the configuration shared by the free and the assimilation run could improve the reanalysis.

Comparison with altimetry demonstrates that the SLA variability is well-represented by GLORYS12, with a residual error which is consistent with observation error. Mesoscale activity provided by altimetry is superimposed to the MDT, used as a reference level for altimetry assimilation. The major source of error in sea level comes from the uncertainty of the MDT (Hamon et al., 2019). This mean quantity is fundamental for reanalyses assimilating altimetry, because it constrains the mean circulation of the model. This is especially important to properly represent the mean paths of the Gulf Stream, of the Kuroshio, or of the North Atlantic Current which are mainly constrained by the fronts in the MDT. Uncertainty in the MDT can perturb energy balances (e.g., Vidard et al., 2009; Gasparin et al., 2021), and further investigations are fully required to improve the accuracy of the MDT and make the best use of altimetry data without generating collateral issues.

The energy level in GLORYS12 is broadly consistent with observations as seen in surface currents, although few zonal currents are too strong (ACC, western Pacific South Equatorial Current). A slightly higher magnitude of GLORYS12 compared to DUACS product or to its lower resolution sister simulation is likely due to the coarser horizontal resolution of these latter estimates, which cannot represent the full energy spectrum embedded in GLORYS12. Currents at 900 m depth are realistic except for tropical striations (Cravatte et al., 2017) which are sometimes misplaced. These positive results show that high horizontal resolution is determinant to resolve small-scale structures at high latitudes and thus linking mid-latitudes to the polar oceans (Hewitt et al., 2016). The increased resolution allows better representing finer SST features, especially in the mesoscale range (Thoppil et al., 2011). The assimilation brings energy in this particular range whereas the difference between GLORYS12 and F12 becomes negligible towards the diffusion scales of the model. Note that the energy gains from both the horizontal resolution and the data assimilation are fairly uniform across the global ocean, except in the equatorial area, potentially due to the predominance of the wind-driven dynamics. The time evolution of the monthly EKE clearly highlights two major discontinuities, which result from changes in the ERAInterim atmospheric forcing in 2002 and in the in situ observing system in 2004. The issue seen in 2002 should be resolved in the next reanalysis version using 1) the new atmospheric reanalysis ERA5,
which does not seem to include such variations, and 2) an atmospheric boundary layer model to force the oceanic model (Brivoal et al., 2020; Lemarié et al., 2021). However, further investigations are required to overcome the discontinuity in 2004, resulting from the modification of the 3D-VAR bias correction time window to take into account the increase in the number of in situ T/S vertical profiles due to the arrival of the Argo array.

As key aspects of the large-scale circulation, inter-basins exchanges of volume in GLORYS12 are larger compared to observation-based estimates and compared to others reanalyses. Note that the impact of the increased horizontal resolution is not dominant since G4 estimates are similar to GLORYS12. Data assimilation improves transports through sections, by favorably reducing excessive volume transports of the twin simulation F12. In terms of heat transport, GLORYS12 estimates compares better than G4 to observation-based estimates. Note that the large volume transport in GLORYS12 (as in G4) induces sharp and strong heat transports on the equatorial region and on the Gulf Stream, which are not seen in the F12 simulation without assimilation and in the GREP product.

Assessing the representation of the deep ocean is quite complex given that long-term and regional deep ocean observations are not available yet. Unexpected behavior in the Tropical Indian and North East Atlantic basins have been identified and might be due to errors and/or strong climatic signals (Southern Oscillation Index and North Atlantic Oscillation) during the first decade of the reanalysis. However, one should remain cautious about the validity of the low frequency of GLORYS12 in deep part of these two regions. There is an unrealistic cooling in F12 south of 60°S which occurs rapidly from 2001 in Weddell and Ross seas, and near Amery Ice Shelf. On the contrary, GLORYS12 presents an unbroken time series, made up of the usual climatic signals of the region (not shown).

GLORYS12 captures well the low frequency variability (interannual and long-term variability) of the sea ice extent both in the Arctic and Antarctic Oceans. The assimilation of sea ice concentration improves the seasonal cycle of the Arctic sea ice extent but, in the same time, weakens the presence of leads and creates thicker ice. The representation of the sea ice cover is also significantly improved in Antarctica, where the model alone has difficulties in stabilizing the coupling between the sea ice and the ocean underneath. Estimates of leads and MIZ are found larger in models than in observations, but note that MIZ remains a zone of larger error and uncertainty in both models and observations. The horizontal resolution has no impact on the mean state, interannual variability and trends of sea ice quantities such as extent and volume. Several improvements are expected in the future with a more advanced sea ice model towards the SI3/LIM platform with the possibility to represent the ice in different categories (Rouset et al., 2015), and the assimilation of sea ice thickness with the aim of improving and better controlling the sea ice volume.

The evolution of GMSL in GLORYS12 and G4 is in agreement with that from altimetric data. However, decomposing the steric and mass components of GMSL rise shows that the reanalyses have a too large steric component. The dominant source of error in sea level comes from the uncertainty in the MDT (Hamon et al., 2019). The issue of correctly adding and retaining the barystatic sea level rise in the reanalysis (Storto et al., 2017) with a correct mass/steric separation during data assimilation will be addressed in the next reanalysis to be produced by Mercator Ocean (with the inclusion of monthly corrections of GMSL instead of a trend). The reanalyses clearly outperform the free simulation which shows a modest sea level rise mostly due to a large cooling of the Southern Ocean. Regional sea level trends are correctly represented in GLORYS12 and G4. Data assimilation clearly and strongly improves the representation of regional sea level trends. This is especially true in the Southern Ocean, where the large negative sea level trends in F12 caused by a strong cooling and unrealistic loss of sea ice cover have been corrected through data assimilation in GLORYS12.

Several key developments on the reanalysis system should significantly improve the performance of the next version of GLORYS12. First, the latest versions of NEMO (Madec et al., 2019) will allow to have access to a more coherent Bulk formulation (Brodeau et al., 2017) compared to that used in atmospheric reanalyses, and to the latest wind-current coupling parameterization of Renault et al. (2020) and/or to a boundary layer model (Brivoal et al., 2020; Lemarié et al., 2021) dedicated to high resolution ocean coupling atmosphere. In addition, the use of a four-dimensional approach with the data assimilation scheme will also allow an improvement in the spatiotemporal continuity of mesoscale structures, particularly when assimilating SST swath data. This should also benefit to the Tropical Instability Waves in the tropics. Another interesting ingredient, which is currently being implemented in the Mercator Ocean assimilation scheme, is to perform the analysis in a smoothing mode (Cosme et al., 2010), allowing taking into account observations outside the time window of the current assimilation cycle. This can be applied for a reanalysis and could be efficient in reducing errors, especially in regions where the observations have very heterogeneous spatial coverage in time. Other evolutions are expected to benefit GLORYS12, such as the inclusion of waves (Law Chune and Aouf, 2018) improving surface currents with a change in vertical physics or a refined MDT allowing to better represent the equatorial dynamics (Gasparin et al., 2021). GLORYS12 was initialized only 1 year before the assimilation of the altimetry, which seems insufficient for the model to damp all the transients related to the initialization. To further reduce the shock of initialization and the propagation of artificial tropical waves, a 3 year spin-up before assimilating altimetry can be considered. Similar to the flux correction in Magnusson et al. (2013), a systematic correction of the seasonal cycle, estimated over the Argo period and applied for the full reanalysis period, will be introduced to overcome the discontinuity due to the arrival of the Argo array.

The GLORYS12 reanalysis is a complex system resulting from extensive efforts combining information and developments from observations, assimilation and modelling communities. Given the strengths and weaknesses of the reanalysis mentioned in the present work, it is essential to intensify GLORYS12 evaluation for several reasons:
(i) GLORYS12 benefits from the information of the integrated observing system, and its evolution will continue with the arrival of new datasets from satellites (e.g., Surface Water and Ocean Topography mission) and in situ observations (e.g., Deep Argo). Questions of how to mitigate discontinuities in the observation spectrum will be central to better integrate all the components of the observing system and make the best use of ocean observations.

(ii) The scientific value of GLORYS12 has been already demonstrated in regional and global studies but also to force regional physical and biogeochemical models. For that reason, any improvements in GLORYS12 should benefit the wider ocean community.

(iii) A key activity for global ocean reanalyses is their use by the climate community to estimate the past and present energy budgets. It is thus important to further investigate the ability of GLORYS12 to provide an accurate estimate of the sea level and heat budgets, through refined data assimilation techniques conserving essential energy balances.

(iv) GLORYS12 is now expected to inform on past and near-present oceanic conditions to supply ocean monitoring indicators, used to track the health signs of the ocean and changes in line with climate change. This information serving policy-makers to implement and adapt environmental strategies will be routinely available (monthly scale). Careful data analyses are needed to ensure that each element of the value chain will allow high quality information at such high frequency delivery.

We plan to continue developing modelling and assimilation techniques to provide the best estimate of global oceanic stratification and circulation at high resolution, to refine the description of key quantities, and to evaluate them by comparing with assimilated and independent datasets.
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