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Abstract

Imputation of missing data is a task that plays a vital role in
a number of engineering and science applications. Often such miss-
ing data arise in experimental observations from limitations of sen-
sors or post-processing transformation errors. Other times they arise
from numerical and algorithmic constraints in computer simulations.
One such instance and the application emphasis of this paper are nu-
merical simulations of storm surge. The simulation data corresponds
to time-series surge predictions over a number of save points within
the geographic domain of interest, creating a spatio-temporal impu-
tation problem where the surge points are heavily correlated spatially
and temporally, and the missing values regions are structurally dis-
tributed at random. Very recently, machine learning techniques such
as neural network methods have been developed and employed for
missing data imputation tasks. Generative Adversarial Nets (GANs)
and GAN-based techniques have particularly attracted attention as
unsupervised machine learning methods. These models are trained
to complete the missing data according to the underlying patterns.
In this study, the Generative Adversarial Imputation Nets (GAIN)
performance is improved by applying convolutional neural networks
instead of fully connected layers to better capture the correlation of
data and promote learning from the adjacent surge points. Another adjustment to the method needed specifically for the studied data is to consider the coordinates of the points as additional features to provide the model more information through the convolutional layers. We name our proposed method as Convolutional Generative Adversarial Imputation Nets (Conv-GAIN). The proposed method’s performance by considering the improvements and adaptations required for the storm surge data is assessed and compared to the original GAIN and a few other techniques. The results show that Conv-GAIN has better performance than the alternative methods on the studied data.

1 Introduction

Challenges associated with missing data are frequent in a number of engineering and sciences applications [1, 2, 3, 4, 5]. Frequently such instances of missing data occur in experimental or survey observations for a variety of reasons, such as sensor failure, post-processing transformation errors, or financial constraints and experimental limitations that do not allow complete set of the desired features to be collected. When such incomplete datasets need to be exploited through techniques that assume availability of a complete data set, a necessary first step is the imputation of the data, to fill in the missing values. Once the complete data set is prepared, further observations, training, and learning based on the entire data can be established with no limitations. Beyond experimental observations, missing data may arise in computer simulations from numerical or physical constraints. One such example, and the application emphasis of this paper is storm surge simulations.

Numerical estimation of storm surge has been receiving increased attention the past decades [6, 7], recognizing its potential contributions in improving resilience of coastal communities in a changing climate [8, 9]. The predictions are useful for both real-time forecasting during landfalling events as well as for regional long-term risk assessment and planning support. To facilitate high-accuracy surge predictions, high-fidelity numerical models are typically used in coastal studies [10, 11] to allow a detailed representation of the underlying storm hydrodynamic processes. Since such models have a substantial computational burden, surrogate modeling techniques are typically leveraged [12, 13] to accommodate their further use in real-time surge forecasting and regional planning [14, 15]. The development of surrogate models in this context requires an imputation of the numerical simulation data [16, 17, 18], the latter corresponding to peak-surge or surge time-
series for a number of nodes of interest in the examined geographical domain (frequently referenced as save-points). The imputation pertains specifically to near-shore nodes that have remained dry in some of the storm simulations, and provides the so-called pseudosurge that completes the original database and allows further manipulation using standard machine learning and surrogate modeling techniques. The standard approach to perform the imputation [16] is for each storm simulation, which leads to a spatial (for peak surge predictions) or spatio-temporal (for surge time-series predictions) imputation problem. So far, emphasis in the literature has been primarily given on imputation for peak-surge estimates [14] [15].

Examining, more broadly, data imputation techniques, initial attempts simply replaced missing data with global statistics [19] [20] [21], though recent efforts are exploring probabilistic and machine learning methods to learn from the existing observed patterns in the incomplete data. Examples include k-nearest neighbor (KNN) methods [24] [25], Support Vector Machine applications (SVN) [26], Matrix completion and factorization [27] [28] [29] and MissForest [30] [31] approaches, Principal component analysis (PCA) [38] [39] [40], Kriging-based [32] [33] [34] or Gaussian Process (GP) [41] [5] methods. The latter family (Kriging and GP) are particularly attractive for spatio-temporal problems, like the one considered here, though they might face few important challenges: a) to efficiently handle large datasets (many nodes and many time instances) some covariance approximation/simplification will be needed [35] [36] [37] that might reduce predictive accuracy; b) approach assumes correlation of surge between all nodes in close distance to one-another, which might not be the case for all near-shore coastal regions, since complex local geomorphologies (for example existence of barriers or riverine systems) might change the storm inundation characteristics even for nodes in geographic close proximity; c) missing data for storm surge imputation is not randomly distributed in space and time, rather it appears in structured format as will be shown later, with substantial part of nodes in the same geographical domain remaining dry for same time period, providing challenges in the calibration (proper selection of length and temporal correlation scales). Similar challenges exist for the other approaches referenced earlier that could be considered for data imputation in this setting.

An alternative formulation is examined here, based on Generative Adversarial Networks (GANs) [41] [50] [51] [52] [53] [54] [55] [56]. Approach relies on learning the data spatially and temporally by means of a GAN-based model in order to observe the existing patterns in the
corrupted dataset and therefore impute the missing components distributed structurally at random in the examined application as mentioned earlier. To overcome limitations for exploring the data correlations considering the studied data, we propose Conv-GAIN, a novel GAIN-based technique considering the spatial and temporal correlation of data, further taking advantage of node coordinates to enrich the provided information to the neural network model. To the best of our knowledge, our proposed Conv-GAIN is the first time that CNNs are coupled with the GAIN technique and applied for data imputation problems. Our proposed Conv-GAIN can capture both spatio-temporal features simultaneously. Though advances are examined within the specific storm surge imputation task that motivates this research, they have broader applicability for other problems that share the same underlying features, with correlation characteristics that can be learned by the neural network model to assist the process of imputation for different types of missing data distribution.

The remainder of the paper is organized as follows. Section 2 examines the problem set up for the specific application of interest, while Section 3 provides the methodological developments for the proposed neural network imputation. Section 4 presents the data used for validation of the method and provides results as well as comparisons to alternative formulations (mainly PCA) that could be applied to the given dataset and Section 5 summarizes the observations and conclusions of this study.

## 2 Storm Surge Imputation Problem Characteristics

Storm surge numerical simulations provide predictions for the storm surge \( v \) as a function of time \( t \in \mathbb{R} \) and space \( s \in \mathbb{R}^2 \) defined through latitude and longitude coordinates. Imputation is considered here separately for each storm, though evidently this needs to be repeated for each storm in the available dataset. For time-series predictions, data typically refers to specific save-points (SP) within the geographic domain of interest, corresponding to a subset of the computational grid utilized in the high-fidelity model. This leads to data for each storm that is discretized in time and space \( \mathbf{Y}_{ij}, i = 1, ..., n_t, j = 1, ..., n_s \), with \( n_t \) denoting the total number of time-instances and \( n_s \) the total number of nodes. The corresponding matrix of discretized values will be denoted herein as \( \mathbf{Y} \) with rows corresponding to the different SP
(nodes) and columns to the different times. Discretization in time typically corresponds to equally spaced intervals. On the other hand, the SPs correspond to an irregular grid with varying density within the geographic domain of interest. Figure 1 shows an example for SP distribution, using the database that will be later used in the illustrative case study.

Figure 1: Example of save point (SP) distribution from a typical coastal flood study. Red dots indicate save point (SP) locations.

This irregularity stems from the fact that the original numerical grid is itself irregular and the fact that higher density of SP is needed close to shore, where surge is expected to have greater variability (non-linear phenomena) [6]. Note that for describing the temporal variation of the storm surge, distance of eye of the storm from landfall can be used instead of time to landfall, but to maintain consistency in terminology with the broader literature on spatio-temporal imputation, variation will be described as referring to time ($t$) herein.

Missing data in this case corresponds to time instances for which SP are dry; these might pertain to onshore nodes that are originally dry and get inundated as the storm surge evolves, or to nodes that have been originally wet but become dry during some time period due to so-called negative surge effect when water mass drains from parts of the geographic domain and moves to others as the storm approaches landfall. Imputation is required to complete the predictions and estimate the pseudo-surge for such instances. The corresponding imputation problem has the following attributes. Values for $n_t$ and especially $n_s$ can be very large creating a potential computational complexity. Spatial ordering of the SPs (rows of matrix $\Upsilon$) is impractical since data corresponds to an irregular two-dimensional grid. Note
that the same does not apply to temporal data, which are ordered and regularly spaced. Missing data are not structurally distributed at random within matrix $\mathbf{Y}$ as many existing imputation methodologies assume $[32, 33, 5]$, rather they follow certain patterns, with SP remaining consecutively dry for multiple time instances and nodes in close-proximity frequently becoming dry simultaneously. Finally, due to complex local geomorphologies, such as existence of disjointed near-shore riverine systems or protective barriers, variation of surge can appear to be quite discontinuous in certain parts of the geographic domain (though in general a smooth variation is expected). Latter characteristic imposes problems for imputation techniques that rely exclusively on correlation of nodes based on distance. Though such correlation information can be useful, imputation using this information exclusively might provide erroneous information for any domains that fall in the aforementioned categories with complex local geomorphologies. To address these challenges a neural network approach is examined in the next section for spatio-temporal imputation.

3 Neural Network Imputation Methods

3.1 Generative Adversarial Networks

Generative Adversarial Networks (GANs) $[41]$ are a group of unsupervised machine learning techniques that leverages a game-theoretic framework to extract the implicit distribution of the input data. This is performed by adversarial networks where a discriminator network estimates the probability of a data instance being real or fake. The data instances are mapped from a latent variable $z$ by a generative model called generator which is trained to deceive the discriminator. The discriminator is therefore trained in a supervised way, where real and fake data are labeled as one and zero, respectively $[41, 42, 43, 44, 45]$.

GANs consist of two sub-models. The first model is the generative model that tries to learn from the dataset by capturing the data distribution to generate new plausible examples from the problem domain while training. The second model is the discriminator model that estimates the probability that a sample comes from the training data rather than the generator $[41, 43]$. In fact, it tries to categorize the examples into two groups: the real examples, which are from the domain, and the fake examples, which are in reality generated by
the generator model. These two models are trained simultaneously until the generator model generates plausible examples, and it happens when the discriminator model is fooled properly. In other words, the generator outputs a batch of samples and provides them to the discriminator along with real examples from the domain. The discriminator then tries to distinguish the real and fake examples, so it gets better at discriminating in the next round [41, 42].

The generator’s performance depends on how well the fake samples fooled the discriminator, while the generator learns how to create samples drawn from the same distribution as the training data. Strictly speaking, the training procedure for generators is to maximize the probability of the discriminator making a mistake [41, 42]. The zero-sum is here defined where the generator is penalized with significant updates to model parameters. At the same time, no change is needed for the discriminator when it successfully determines the fake and real samples [41, 46]. GANs can be used for a wide range of applications, most notably in image translations tasks [47]. Recently there has been significant attention toward the application of GANs because of their success in different areas. In the next section, we discuss several techniques based on modifications of GANs applied for the imputation of missing data.

3.2 GAN-based Imputation Techniques

Generalizing approach, let us assume $X \in \mathbb{R}^{n_t \times n_s}$ is a complete data matrix and $M$ is a binary mask where $M \in \{0, 1\}^{n_t \times n_s}$ determines which entries in $X$ to reveal $X \sim P_\theta(X)$ and $M \sim P_\phi(M|X)$. Here $\theta$ is the unknown parameters of the data distribution and $\phi$ represents the unknown parameters of the mask distribution [48, 49]. If we denote the observed and missing elements of the vector $X$ with $X_o$ and $X_m$ respectively, the missing data mechanism $P_\phi(M|X_o, X_m)$ can be categorized in terms of independence relations between the complete data $X$ and the masks $M$ in three different classes [48, 49] explained below.

The first class is when the data are missing completely at random (MCAR). In this case $P_\phi(M|X) = P_\phi(M)$ as the missingness occurs entirely at random. There is therefore no dependency of $P_\phi(M|X)$ on any of the variables. In the second class, the data is missing at random (MAR) and the missingness depends only on the observed variables. In this case, $P_\phi(M|X) = P_\phi(M|X_o)$. In the third class, the data is
missing not at random (NMAR) and the missingness is neither MCAR nor MAR. In this case, \( M \) depends on \( X_m \) and possibly also on \( X_m^{[48]} \). It should be pointed out that in the first and second categories the \( P(X_o, M) \) can be factorized into \( P_\theta(X_o)P_\phi(M|X_o) \) \[49\]. Accordingly, most work on the imputation of missing data for the sake of simplicity assumes that the corrupted data are either MAR or MCAR.

There are a limited number of research works where the missing data are imputed by applying GAN techniques. A generative adversarial network method to impute the missing data, which are entirely at random, is introduced by Yoon et al. \[50\]. They proposed a GAN-based method and investigated the efficiency of this method by comparing its performance with some other probabilistic and machine learning techniques for different sets of corrupted clinical data. Li et al. \[51\] has proposed using several discriminator and generator models in order to learn the patterns in the missing data and data distribution to complete the corrupted data. The performance of this work is later investigated and compared to a generative imputation technique in a research paper by Kachuee et al. \[52\] for picture datasets. They also applied and tested their proposed approach for different types of datasets. Kazemi et al. \[53\] has recently introduced an iterative generative adversarial network and applied it to experimental traffic data. Cai et al. \[54\], Shang et al. \[55\], and Luo et al. \[56\] have also introduced some GAN-based methods to impute the missing data for clinical applications and other applications and compared the performance of their approaches with some stochastic methods as well as the research studies and methods mentioned above.

In most of the discussed approaches above, the missing subregions in the corrupted data are distributed either randomly or entirely randomly. As discussed in Section 2, in the application examined here, the experimental corrupted data contain missing regions which are distributed not randomly but structurally at random. In other words, the missing areas are the mixtures of huge blocks distributed with no apparent patterns. To consider the information from the spatial and temporal correlation of data, and also to accommodate for the structurally distribution of missing data the technique introduced by Yoon et al. \[50\] is adopted and further advanced based on the concept of convolutional neural networks (CNNs) \[57\].
3.3 Convolutional Generative Adversarial Imputation Nets (Conv-GAINs)

Following 3.2, \( X_m \) denotes the matrix representing missing (unobserved) components. In the context of the surge imputation problem presented in Section 2, \( X_m \) corresponds to the missing values of \( \Upsilon \), with \( X_o \) corresponding to surge values for all time-instances each node has been inundated. The objective is to impute \( X_m \) by generating samples from the conditional distribution of \( X \) given \( X_m \), \( P(X|X_m) \), to complete the missing data components in our dataset.

The introduced Conv-GAIN is inspired by GAIN [50], so let us first revisit the fundamental of GAIN. The modifications and improvements for the proposed spatio-temporal Conv-GAIN are also noted in this section. In the original GAIN, the generator takes \( X_m, M, \) and \( Z \) where the latter is noise variables, independent of all other variables, and outputs \( V \) representing the imputation values. A generator imputer \( G(X, M, Z) = (U, V) \) is accordingly calculated as follows.

\[
U = X \circ M + Z \circ (1 - M) \quad (1a)
\]
\[
V = X \circ M + g(U) \circ (1 - M), \quad (1b)
\]

where Hadamard production [58] is denoted by \( \circ \), function \( g(.) \) is to be learned, \( U \) is the intermediate imputed values for all observed and unobserved components, and \( V \) corresponds to the final imputed components. Note that the observed components are in the final step replaced in \( V \), i.e. \( V = X_o \) for the similar components indexes. It should be pointed out that the generator structure in this neural network model is similar to the generator structure in any standard GANs [50].

The discriminator in the model determines which components in the imputed values provided by the generator are fake, which means they are imputed by the generator, or real, which means they are observed values [50]. In contrast to GAN, that the entire data values are identified as either fake or real, here this determination is for each single component [50] [41]. Therefore, the discriminator maximizes the probability of predicting mask \( M \) based on the imputed data by the generator \( V \). The hint mechanism in GAIN is also introduced to control the amount of information carries by the hint matrix \( H \) about the \( M \). Hint matrix \( H \) is obtained through the equation \( H = B \circ M + 0.5(1 - B) \), where \( B \) is a random variable matrix with similar shape with \( M \), which is defined by sampling \( k \) uniformly at random,
and then setting the components of $B$ equal to zero for the similar indices of samples and $B$ equal to one for the rest of the components. In case we do not provide enough information about $M$ through $H$, there could be several distributions that the generator could provide, and all of them would be optimal with respect to the discriminator [50]. A schematic representation of GAIN is shown in Figure 2 where the generator and discriminator are indicated by $G$ and $D$, respectively.

Introducing the output of the discriminator as $\hat{M}$ whose distance from $M$ is minimized, the cost function of the generator and discriminator are respectively defined as follows.

$$J^{(G)}(\theta^{(G)}, \theta^{(D)}) = -\mathbb{E}_{M, \hat{M}}[\sum_{i=1}^{n_s} \sum_{j=1}^{n_t} (1 - M_{ij}) \log(\hat{M}_{ij}) - \alpha L_2(V_{ij} - X_{ij})]$$

$$\text{(2)}$$

Figure 2: Conv-GAIN architecture
\[ J^{(D)}(\theta^{(G)}, \theta^{(D)}) = -\mathbb{E}_{\mathbf{M}, \mathbf{M}'} \left[ \sum_{i=1}^{n_t} \sum_{j=1}^{n_s} [M_{ij} \log(\hat{M}_{ij}) + (1 - M_{ij}) \log(1 - \hat{M}_{ij})] \right], \]  

(3)

where \( J \) and \( \mathbb{E} \) stand for the cost function and expectation respectively, \( \log \) is the element-wise logarithm, \( L_2 \)-norm is the distance of the imputed values of the observed components from the actual observed components, and \( \alpha \) is a hyper-parameter [50].

The goal is thus to maximize the probability of correctly predicting \( \mathbf{M} \) by training the discriminator. At the same time, while training the generator, we aim to minimize the probability of the discriminator predicting the \( \mathbf{M} \). The objective of GAIN is defined to be the min-max problem given by

\[
\min_{G} \max_{D} J^{(D)}(D, G),
\]  

(4)

which should be first optimized while the generator is fixed. Once the discriminator is optimized, the generator should be optimized. The generator imputes the entire data. We, therefore, should not only ensure that the imputed values for the missing components fool the discriminator through the min-max game but also the values outputted by the generator for the observed components are meaningfully close to the actual observed components [50]. These two are fulfilled through the first and second terms of the formulation in Eq. 2. The second term is, in fact, one more loss function which is therefore defined to minimize the distance of the components that are truly observed. Finally, the generator is optimized by minimizing the weighted sum of the two generator losses, Eq. 2 through the min-max problem below.

\[
\min_{G} \max_{D} J^{(G)}(D, G)
\]  

(5)

However, a drawback of the original GAIN approach [50] is its use of fully connected neural networks in both discriminators and generators, leaving the spatial and temporal correlation of data unexplored. Therefore, some discriminative information cannot be extracted to improve the imputation performance. As described earlier, this motivates the proposed improvements, presented in detail next.
To overcome the limitations, we propose and evaluate a set of convolutional neural network layers. The introduction of convolutional layers is aimed to capture the correlation of data temporally and spatially, so that the imputation of missing data can be conducted in a more informative manner. In addition, the convolutional layers enable the data imputation approach to learn from the adjacent nodes which is very appropriate for the studied datasets with structurally distributed missing data. Through this approach, as the series of data in the temporal dimension and the node order dimension are observed by filters in convolutional layers, the corresponding temporal/intra-node correlations with their adjacent time steps and nodes would be taken into account. We name this class of adversarial networks as Convolutional Generative Adversarial Imputation Nets (Conv-GAINs).

In addition, to increase the amount of information we can provide to the convolution layers, we incorporate the spatial coordinates of the nodes as additional features along with their surge values as the input to the convolutional neural networks. With such treatment, the convolution operations will be conducted both spatially and temporally, and enables the neural networks to learn the spatio-temporal correlation simultaneously. The benefit of this step will be further discussed in Section 4.3, where we will compare its imputation capability with another Conv-GAIN approach that does not use the spatial coordinates as additional features.

In the convolutional and dense layers of Conv-GAIN, ReLU [59] is used for the hidden layers except for the last layers as its performance is generally better than most of the other activation functions. For the last layers, sigmoid activation function is used that outputs between zero and one [59]. Furthermore, max-pooling layers [60] are applied to improve the performance of convolutional neural networks. Pooling layers by reducing the small translation of the features would decrease the total amount of parameters in convolution layer as it downsamples the volume of convolution neural network. Accordingly the computation cost of the network decreases. Adam optimizer is applied to optimize the minimization problems. Besides batch size, the other hyper-parameters like number of layers and hint rate are tuned through random search approach [61].

The order and type of the layers of GAIN and Conv-GAIN models designed and applied in this work are described in Table 1. The filter size for convolution and pooling layers are also denoted in this table where G and D stand for the generator and discriminator models.
Dense layers are the fully connected layers which are used in GAIN with the output size mentioned for each dense layer. In Conv-GAIN model, right after each convolution layer a pooling layer is used to reduce the dimension. The filter size, $3 \times 3$ and number of channel for each convolution layer is denoted in Table 1. The filter size $2 \times 2$ for the pooling layer is also described. After convolutional and pooling layers, number of outputs are decreased gradually through two dense layers in the end of the neural network models so the models do not experience a dramatic change of parameter size.

Table 1: Neural network model architectures, with filter size and number of channels for each convolutional and pooling layer reported

| Model    | Layer      | Filter          | Output          |
|----------|------------|-----------------|-----------------|
| GAIN     | Dense      | [125]           |                 |
|          | Dense      | [125]           |                 |
|          | Dense      | [125]           |                 |
|          | Dense      | [125]           |                 |
|          | D: Dense   | [125]           |                 |
|          | Dense      | [125]           |                 |
|          | Dense      | [125]           |                 |
| Conv-GAIN| G: Convolution [3, 3, 32] [6, 125, 32] |                 |                 |
|          | Pooling    [2, 2] [3, 63, 32] |                 |                 |
|          | Convolution [3, 3, 64] [3, 63, 64] |                 |                 |
|          | Pooling    [2, 2] [2, 32, 64] |                 |                 |
|          | Data flatten [4096] |                 |                 |
|          | Dense      [1024] |                 |                 |
|          | Dense      [375] |                 |                 |
| D:       | Convolution [3, 3, 32] [6, 125, 32] |                 |                 |
|          | Pooling    [2, 2] [3, 63, 32] |                 |                 |
|          | Convolution [3, 3, 64] [3, 63, 64] |                 |                 |
|          | Pooling    [2, 2] [2, 32, 64] |                 |                 |
|          | Data flatten [4096] |                 |                 |
|          | Dense      [1024] |                 |                 |
|          | Dense      [375] |                 |                 |

The layers of the applied Conv-GAIN are schematically indicated in Figure 3. In this figure, the output data and filter sizes are plotted by scaling their real size data dimensions.
In Figure 3, given the input data in part (a), part (b) shows the input data for the first convolutional layer where the coordinates of the nodes are also added as input features. Part (c) shows then the output data of the first convolution layer with a filter size $3 \times 3$ with 32 channels. A pooling layer follows this convolutional layer shown in part (d) with the filter size $2 \times 2$, which divides the data size by two in each dimension. Part (e) indicates the output data of the second convolutional layer with a similar filter size with the first convolutional layer and 64 channels. After the second convolutional layer, the second pooling layer with an identical filter size to the first pooling layer is used. The output data of the second pooling layer is indicated in part (f), where the size of data is again reduced. The data are then passed through two connected layers after they are flattened, and output data are shown in part (g). Finally, the imputed data, part (h), is derived from the last layer of the neural network model. Note that a similar set of layers is used for both the generative and discriminator models of the Conv-GAIN model.

The pseudo-code of the algorithm is also presented in Algorithm 1.
Algorithm 1 Pseudo-code of Conv-GAIN

while training loss has not converged do

Discriminator optimization
Draw $k_D$ samples from datasets $X$ and $M$
Draw $k_D$ i.i.d samples of $Z$ and $B$
for $k_D$ samples do
\[ U \leftarrow X \circ M + Z \circ (1 - M) \]
\[ V \leftarrow X \circ M + g(U) \circ (1 - M) \]
\[ H \leftarrow B \circ M + 0.5(1 - B) \]
end for
Update $D$ using stochastic gradient descent

Generator optimization
Draw $k_G$ samples from datasets $X$ and $M$
Draw $k_G$ i.i.d samples of $Z$ and $B$
for $k_G$ samples do
\[ H \leftarrow B \circ M + 0.5(1 - B) \]
end for
Update $G$ using stochastic gradient descent for fixed $D$
end while

4 Illustrative Application

This section looks at the results obtained by Conv-GAIN applied to a series of storm surge data. In the following sections, we first describe the desired data and discuss the results obtained by the mentioned methods.

4.1 Dataset Description

The dataset utilized for the illustrative application corresponds to time-series surge predictions for the coastal Texas geographic region. Data is provided through the Coastal Hazards System (CHS) of the Army Corps of Engineers [62]. A total of 30 different storms are examined here. To accommodate a test-sample validation, only save points with originally complete information are considered for each storm, and structured missing values are created by adjusting the node elevation of the save points through the following process. The node elevation is gradually increased across the geographic domain, and save points for which their adjusted node elevation is smaller than their recorded surge are classified to correspond to missing values. Different elevation adjustments are chosen so that storms with different rates
of missing data are obtained, corresponding to rates of 5%, 10%, 15%, 20%, 25% and 30%. These correspond to the rates of missing data for the actual, original database, and allow us to explore the imputation performance across storms with different missing data characteristics, and different associated challenges. Five storms are chosen in each of these six ranges, yielding the total of 30 storms considered. It is important to stress that the specific development of the test-sample facilitates the same structure for the missing data as in the original database. This is verified in Appendix A, showing surge heat-maps for the 30 storms. The structured pattern of the missing data is evident in the plots provided there.

4.2 Imputation Performance Evaluation

The performance of Conv-GAIN is assessed across the storms with different missing rates in comparison to another GAN-based approach, GAIN, and two popular imputation baseline methods, principal component analysis (PCA), and Mean Imputation (MI). The experiment is conducted five times for each dataset, and the average error is calculated. The root square mean error (RMSE) is utilized as validation metric, calculated by comparing imputed surge values to the original surge values (ground truth). The RMSE is reported in Table 2 and plotted in Figure 4 for the group of storms with the different percentages of missing data.

| Percentage | 5%  | 10%   | 15%   | 20%   | 25%   | 30%   |
|------------|-----|-------|-------|-------|-------|-------|
| MI         | 2.230e−1 | 2.089e−1 | 3.213e−1 | 3.734e−1 | 3.500e−1 | 6.191e−1 |
| PCA        | 9.178e−2 | 1.302e−1 | 1.562e−1 | 1.949e−1 | 2.292e−1 | 3.900e−1 |
| GAIN       | 6.888e−2 | 7.118e−2 | 8.814e−2 | 1.381e−1 | 1.702e−1 | 2.776e−1 |
| Conv-GAIN  | 5.494e−2 | 5.791e−2 | 7.026e−2 | 9.928e−2 | 1.214e−1 | 2.107e−1 |

Table 2: RMSE of missing data
As it is seen in Figure 4, for the very low missing rates, the performance of GAIN and Conv-GAIN are very similar. For such datasets we generally do not observe dense corrupted missing data subregions as the missing data (see Appendix A) is distributed more randomly and representing a less challenging task to conduct. PCA performance also performs relatively well for very low missing rate (e.g., 5%), but poorly for other datasets with higher missing rates. MI performance has also a meaningful gap with the other deployed approaches, something expected as it establishes a very simplistic imputation process.

As the rate of missing data in the datasets increases, the error of all approaches increases. The error of Conv-GAIN only gradually increases from $5.494 \times 10^{-2}$ to $2.107 \times 10^{-1}$ as the missing rate increases from 5% to 30%, making Conv-GAIN the best performer across all the missing rates. One possible explanation for the better performance of Conv-GAIN is that it can learn from the neighboring components by capturing the spatial and temporal correlation of data. Accordingly, for the datasets with multiple dense blocks of missing data and therefore higher missing rate, the imputation job can be carried better by Conv-GAIN than GAIN, since the latter cannot learn as efficiently from the adjacent regions to extract information. Both PCA and MI results also show that their performance are way worse on storm surge data with high missing rate than the two applied GAN-based methods.

To further examine the temporal consistency of the imputed data, we select four nodes from one examined storm dataset with a total missing rate of 30%, and present how the imputation evolves over time. The missing rates for each of these four nodes is 36%, 48%, 60%, and
72%, respectively. The performance of the applied methods is shown in Figure 5. Note that in this figure, the observed data represents the assumed available data for the imputation (i.e., elements that are not missing) while the reference values stand for the ground-truth values of the missing surge elements from the provided database.

Figure 5: Surge imputation for nodes (a), (b), (c), and (d) with missing rate 36%, 48%, 60%, and 72% respectively.

As it is seen in Figure 5, the Conv-GAIN imputes the missing elements very close to the reference values and further provided smoother predictions. Both these are strong indicators that method accommodates higher degrees of learning from the data spatially and temporally. The consequences of improvements and modifications that are applied to the initial GAIN can be clearly seen over the surge imputation for these nodes. The GAIN approach can partially predict the surge’s behavior, but it does not impute the missing data as effectively as Conv-GAIN. In particular, the GAIN imputation is mostly temporally inconsistent with frequent fluctuations, perhaps because GAIN does not learn from the correlation of the data. In comparison to the
GAN-based approaches (GAIN and Conv-GAIN), PCA offers always over-smoothed predictions that are frequently very far away from the ground truth. This is expected, as the simple form of PCA is not expressive enough to learn the imputation pattern in a satisfactory way. Performance of MI is even worse as expected and never provided relevant imputation for the missing values.

4.3 Effect of Structural Distribution of Missing Data and Spatial Features

As the superiority of Conv-GAIN over other baseline methods is confirmed in the previous section, here we aim to further study the behavior of Conv-GAIN. Specifically, we will investigate how the structural distribution of the missing values can affect the imputation capability of Conv-GAIN, and the benefits of including spatial coordinate features in the input.

As a first step to identify the structurally missing data patterns and the corresponding imputation capability of Conv-GAIN, we introduce a process to quantify the degree of structure of the missing data. To illustrate the process, we take two storms both with about thirty percent of total missing data as examples, as we observed that the structurally missing data occur more frequently among such datasets with high rate of missing data. These storms correspond to the ones have the best and worst structure within the missing data, quantified through the process detailed next, and will be denoted herein as Storm (a) and Storm (e).

The degree of structure for the missing patterns is quantified here by finding the areas of possible fitted rectangles in the missing subregions of the datasets. We then count the number of rectangles with possible different areas that can be fitted in the missing data regions. The area of the rectangle is defined as the product of consecutive missing values across the temporal and spatial dimensions. Furthermore, we set a cutoff threshold of five (across the temporal dimension) by forty (across the nodal dimension) as the minimal rectangle size to be identified, in order to avoid accounting for overly small missing subregions. In general, the number of identified rectangles decreases while the given area increases. In Figure 6, we present the characteristics of fitted rectangles given different levels of areas in the missing region for the two aforementioned storms.
Figure 6: Characteristics of fitted rectangles for the missing data

As it is seen in Figure 6, given the same missing area, storm (e) almost always has higher numbers of fitted rectangles than storm (a). This indicates that for this storm, we are mainly dealing with blocks, or structurally missing components, rather than uniformly (randomly) missing components. Looking into the imputation performance for both storms, the total RMSE of the storm (e) (3.933e − 1) is much higher than the RMSE of the storm (a) (3.450e − 2), suggesting that it is more challenging for Conv-GAIN to deal with storm datasets with structurally missing data.

To further confirm our observation, the same procedure is applied for all five storms corresponding to the 30% missing rate. Figure 7 similarly to Figure 6 shows the characteristics of fitted rectangles with different areas. For the sake of illustration clarity, we increase the cut-off of the minimal fitted rectangle when plotting for these five datasets to a total area of fitted rectangles 6000 squared units, as the larger blocks of missing components are the much harder regions to impute in comparison to small blocks of missing components. This allows us to focus to bigger size gaps for the missing data, compared to the earlier examination in Figure 6.
Furthermore in this comparison we consider one other variant of our proposed Conv-GAIN approach, to examine the benefit of considering the spatial node coordinates as additional input features. Specifically, we implement Conv-GAIN models while only considering the storm surge data as the input (thus ignore the spatial coordinates). We denote this approach as Conv-GAIN w/o coordinates. We also obtain the performance of the proposed Conv-GAIN and the baseline approach GAIN, and present the RMSEs of all approaches on the datasets (a) to (e) in Table 3.

| Dataset          | (a)      | (b)      | (c)      | (d)      | (e)      |
|------------------|----------|----------|----------|----------|----------|
| GAIN             | 2.026e−1 | 1.929e−1 | 1.688e−1 | 3.574e−1 | 4.665e−1 |
| Conv-GAIN        | 3.450e−2 | 1.309e−1 | 1.432e−1 | 3.518e−1 | 3.933e−1 |
| Conv-GAIN w/o    | 4.923e−2 | 1.603e−1 | 1.682e−1 | 3.561e−1 | 4.281e−1 |
| coordinates      |          |          |          |          |          |

Comparing the RMSEs in Table 3, it can be inferred that for both Conv-GAIN approaches, the RMSEs increase from dataset (a) to (e) as the datasets contain more structurally missing data (shown in Figure 7). This indicates that besides the total missing rate of data, the structure of missing data can also strongly impact the imputation performance of Conv-GAIN. Interestingly, looking at the first row, we do not observe strong dependency between the imputation errors with the degree of data being structurally missing for GAIN.
Moving to the comparison among different approaches, we observe that for all datasets, Conv-GAIN performed the best, followed by Conv-GAIN w/o coordinates and GAIN. These results show that considering the coordinates enriches the provided information to the model and results in a better imputation performance. Even the sole use of convolutional layers can bring considerable performance gain over the baseline imputation methods (compare Conv-GAIN w/o coordinates with GAIN).

Finally, it should be pointed out that the particular way the storm surge missing data are structurally distributed was the main reason for developing Conv-GAIN. As we observe from the experimental result, Conv-GAIN can urge the neural network model to learn from the neighboring regions of the unobserved blocks (structurally missing data), and extract meaningful information from the spatial and temporal correlation of data. In the comparisons examined in this subsection, we also showed that considering the coordinates of nodes as additional features could also improve the performance of Conv-GAIN. The results also further confirm that Conv-GAIN provides better informed imputation process than the original GAIN, especially for the type of corrupted datasets like the ones examined in the storm surge simulations examined here.

5 Conclusion

In this work, a new GAN-based method is introduced to impute the missing data. The developed method named Convolutional Generative Adversarial Imputation Net (Conv-GAIN) is a combination of Convolutional Neural Networks (CNN) and Generative Adversarial Imputation Nets (GAIN). The motivation of the method is to impute the spatio-temporal missing data existing in storm surge simulation datasets, though the established advances can be employed to other problems with similar missing data characteristics. Employing Conv-GAIN, we are able to learn the correlation of data spatially and temporally by learning from the adjacent elements of data. Furthermore, the coordinates of nodes as additional features are used to provide Conv-GAIN structure with more information. The performance of Conv-GAIN on the studied corrupted data shows that capturing the correlation through convolutional layers results in better imputation of missing data compared to the GAIN where fully connected layers are only used. This difference of Conv-GAIN and GAIN performances is more significant for data sets with higher total rates of missing data. The proposed method should be suggested for datasets with signifi-
cant underlying data correlation, especially for datasets for which the missing subregions are structurally distributed in blocks of different sized at random. It is important to acknowledge that for datasets with higher number of larger subregions of missing data the performance of Conv-GAIN deteriorates, as as correlation to neighbors without missing values decreases, making learning through convolutional layers harder.
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Appendices

Appendix A  Dataset Characteristics

The surge heat-map for the storms considered in the illustrative application is shown in Figure 8. Storms are grouped according to their missing rate, with missing components indicated in white color. It should be pointed out that each dataset has a different range of surge values, so the heat-map colors are not consistent across them. Since emphasis is on the structure or missing data, and not necessarily the surge values themselves, the colorbar ranges for each storm are not reported.
Heat-map of surge for storms corresponding to missing rate 5%

Heat-map of surge for storms corresponding to missing rate 10%

Heat-map of surge for storms corresponding to missing rate 15%
Heat-map of surge for storms corresponding to missing rate 20%

Heat-map of surge for storms corresponding to missing rate 25%
Figure 8: Heat-map of the storm surge for the datasets considered in the illustrative application. Note that the surge range for the heat map is different per storm, adjusted to the minimum and maximum observed values for that storm (so colors are not consistent across the storms).