A New Type of Step Sizes for Unconstrained Optimization
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Abstract. Step sizes is very important for a global convergence gradient method for solving the problems of unconstrained optimization. The new step sizes formulas techniques proposed, the key idea used in the construction of the algorithm is to approximate Hessian by a suitable diagonal matrix, which has been found to be the most efficient in this paper. Under weaker conditions, we define the convergences of the proposed methods. In addition, we will show that performance of proposed algorithm is better than of the gradient descent (GD) method.

1. INTRODUCTION

The methods of gradient method are useful in finding the optimum solution of smooth functions. The gradient method problems can be stated as follows:

\[ \text{Min } f(x), \ x \in \mathbb{R}^n \] (1)

where \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), whose gradient \( \nabla f(x) \), and the gradient of objective function is denoted by \( g(x) \). For more details see [1].

Widely that the steepest descent direction [2], which looks like this:

\[ d_k = - \nabla f(x_k) \] (2)

In order to solve gradient method problems (1), the following iterative is proved to be an effective approach:

\[ x_{k+1} = x_k - \alpha_k \nabla f(x_k) \] (3)

where \( x_k \) is the current iteration point, \( \alpha_k \) a step size in some line search. For more details see [3].

In the literature, much effort has been devoted to developments new step-sizes methods, due to its simplicity and computational efficiency. Let us elucidate some of the developments the step-sizes wellknown as follows.

For the step-length, Barzilai and Borwein [4] suggested interesting two options:

\[ \alpha_k^{BB 1} = \left\| s_k \right\| \left\| y_k \right\|, \quad \alpha_k^{BB 2} = \frac{y_k^T s_k}{\left\| y_k \right\|^2} \] (4)
where \( s_k = x_{k+1} - x_k \) and \( y_k = g_{k+1} - g_k \).

In 2002, Dai et al. [5] developed some new step-sizes for BB-like methods, given by:

\[
\alpha_k^{(1)} = \frac{s_k^T s_k}{2(\beta_k - s_k^T g_k)}, \quad \alpha_k^{(2)} = \frac{\alpha_k^{(1)} s_k}{6(\beta_k - s_k^T g_k) + 4g_k^T s_k + 2s_k^T s_k}
\]

Moreover, numerical results indicate that gradient methods are worthy and performs much better than the steepest descent method. See also [6,7,8,9,10,11] for more details.

Development some efficient approximate optimal step sizes to design more robust gradient methods and study their important properties.

2. DERIVATION OF THE NEW STEP SIZES

Can be used to improve the traditional gradient methods efficiently by using quadratic model. The details deriving are as follows. First, quadratic model for the objective function \( f(x) \) is as following:

\[
f_{k+1} = f_k + s_k^T g_k + \frac{1}{2} s_k^T Q(x_k) s_k
\]

We define that notation \( a \times I \) is an approximation of the matrix \( Q \) we get:

\[
f_{k+1} = f_k + s_k^T g_k + \frac{1}{2} a s_k^T s_k
\]

We know the minimum of \( s_k \) occurs at:

Let \( \nabla f_{k+1} = 0 \) then \( s_k = -\frac{g_k}{a} \)

Using this knowledge we solve for \( a \) we get:

\[
f_{k+1} = f_k - \frac{1}{a} g_k g_k + \frac{1}{2a^2} a g_k^T g_k
\]

\[
= f_k - \frac{2}{2a} g_k^T g_k + \frac{1}{2a} g_k^T g_k
\]

Thus, we have:

\[
f_{k+1} - f_k = -\frac{1}{2a} g_k^T g_k \quad \text{and} \quad f_{k+1} - f = -\frac{1}{a} g_k^T g_k - \frac{1}{2} g_k^T s_k
\]

resulting in:

\[
a = -\frac{g_k^T g_k}{2(f_{k+1} - f_k)} \quad \text{and} \quad a = -\frac{g_k^T g_k}{1/2 g_k^T s_k + (f_{k+1} - f_k)}
\]

By substituting (11) back into (8), we know use this to solve for \( s_k \) to obtain:

\[
s_k = 2 \frac{(f_{k+1} - f_k)}{g_k^T g_k} g_k \quad \text{and} \quad s_k = \frac{1/2 g_k^T s_k + (f_{k+1} - f_k)}{g_k^T g_k} g_k
\]

It follows from the meaning of \( s_k = \alpha_k d_k \), we get:

\[
\alpha_k d_k = 2 \frac{(f_{k+1} - f_k)}{g_k^T g_k} g_k \quad \text{and} \quad \alpha_k d_k = \frac{1/2 g_k^T s_k + (f_{k+1} - f_k)}{g_k^T g_k} g_k
\]

Multiplying equations (13) by \( g_k^T \), we obtained:

\[
\alpha_k g_k^T d_k = 2 (f_{k+1} - f_k) \quad \text{and} \quad \alpha_k g_k^T d_k = 1/2 g_k^T s_k + (f_{k+1} - f_k)
\]

Yielding:

\[
\alpha_k = \frac{2(f_{k+1} - f_k)}{g_k^T d_k} \quad \text{and} \quad \alpha_k = \frac{1/2 g_k^T s_k + (f_{k+1} - f_k)}{g_k^T d_k}
\]

The new step sizes formulas, called BKA1 and BKA2, respectively.

As a outcome, we take on a new algorithm and called Algorithms BKA.
New Algorithm (Algorithm BKA)

Stage 1. Select \( x_0 \in R^n \) and compute \( d_0 = -g_0 \). Set \( k = 0 \).

Stage 2. If convergence criterion is satisfied, then stop.

Stage 3. Compute the scalars \( \alpha_k \) as in (15), using these scalars.

Stage 4. Update the variables: \( x_{k+1} = x_k - \alpha_k g_k \), set and go to step 2.

3. GLOBAL CONVERGENCE

In order for our new algorithm to achieve global convergence, we must also make the following assumptions:

Let \( f \) is strongly convex function and let the level set \( \mathcal{E} = \{ x \in R^n : f(x) \leq f(x_0) \} \) is closed.

Strong convexity of \( f \) on \( \mathcal{E} \) involves the existence of the constant \( m \) and \( M \) such that:

\[
m I \leq \nabla^2 f(x) \leq M I
\]

for all \( x \in \mathcal{E} \). A consequence of strong convexity of \( f \) on \( \mathcal{E} \) is that we can bound \( f' \) as:

\[
f(x) - \frac{1}{2m} \left\| \nabla^2 f(x) \right\|_2^2 \leq f(x') \leq f(x) - \frac{1}{2M} \left\| \nabla^2 f(x) \right\|_2^2
\]

More details can be found in [6].

Theorem 1.

The New Algorithm with backtracking is linearly convergent and

\[
f(x_k) - f^* \leq \left( \prod_{i=0}^{k-1} c_i \right) (f(x_0) - f^*)
\]

where \( c_i = 1 - \min \{ m, m s^p_i \} \) \( a \) \( p \) is an integer, \( ( p_k = 1, 2, 3, \ldots ) \) given by the backtracking procedure.

Proof:

Using (14), we write:

\[
f(x_{k+1}) = f(x_k) + 1/2 (g_k^T s_k)
\]

Since \( x_{k+1} = x_k - \alpha_k g_k \) we obtain:

\[
f(x_{k+1}) = f(x_k) - 1/2 (\alpha_k \left\| g_k \right\|_2^2)
\]

Using backtracking procedure terminates either with \( \alpha_k = 1 \) or with \( \alpha_k = s^p \) where \( p_k \) is an integer. Therefore:

\[
f(x_{k+1}) = f(x_k) - \min \left\{ \frac{1}{2}, \frac{1}{2} s^p \right\} \left\| g_k \right\|_2^2
\]

Having in view that for strongly convex functions \( \left\| g_k \right\|_2^2 \geq 2m (f(x_k) - f^*) \) it follows that:

\[
f(x_{k+1}) - f^* \leq c_k (f(x_k) - f^*)
\]

On the other hand, again from (14), we get:

\[
\alpha_k g_k^T d_k = 1/2 g_k^T s_k + f(x_{k+1}) - f(x_k)
\]

Again using \( x_{k+1} = x_k - \alpha_k g_k \) and \( d_k = -g_k \) we obtain:

\[
-\alpha_k g_k^T g_k = -1/2 \alpha_k g_k^T g_k + f(x_{k+1}) = f(x_k)
\]

From (24) we get:

\[
f(x_k) - f(x_{k+1}) = 1/2 \alpha_k \left\| g_k \right\|_2^2
\]

Implies:

\[
f(x_{k+1}) = f(x_k) - 1/2 \alpha_k \left\| g_k \right\|_2^2
\]

Similarly in case above, we obtain:
\[ f(x_{k+1}) - f^* \leq c_i (f(x_k) - f^*) \]
where \( c_i = \min \{ m, m s^n \} \). Since \( c_i < 1 \) the sequence \( \{ f(x_k) \} \) is linearly convergent, as a geometric series, to \( f^* \).

3. NUMERICAL RESORTS

We implemented the new and gradient descent algorithm (GD) methods the unconstrained problems, which are often from [12], to check the numerical performance. Some different test functions are given [13,14].

If the inequality is observed, the iteration is terminated \( \| \nabla f(x) \| \leq 10^{-6} \) or \( \alpha_i |g_r^T d_i| \leq 10^{-20} |f_i| \) is satisfied. For new and gradient descent (GD) algorithms, the following parameters were chosen: \( \alpha = 0.0001 \) and \( s = 0.8 \), then the number of iterations (NI) and the number of function evaluations (NF) corresponding to the new and gradient descent (GD) algorithms are given in Table 1. Dolan and Moré [15] presented an appropriate technique to demonstrate the performance of the profiles, which is a statistical process. Other idea have been used for improved gradient methods in various researches such as [16-26].

We can see from Figure 1 and 2 show that BKA1 and BKA2 methods successfully reach the solution points and have performed very good.

![Figure 1: Performance profiles with respect to the number of iterations](image1)

![Figure 2: Performance profiles with respect to the number of function evaluations](image2)
4. CONCLUSIONS

In this paper, we derive a new step size whose idea is based on the quadratic model. As well as the global convergence of the method is analyzed. Numerical outcomes by employing a set of large-scale test problems indicated that BKA 1 and 2 are highly efficient compared to the gradient descent (GD) method.
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