Engineering the Success of Quantum Walk Search Using Weighted Graphs
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Continuous-time quantum walks are natural tools for spatial search, where one searches for a marked vertex in a graph. Sometimes, the structure of the graph causes the walker to get trapped, such that the probability of finding the marked vertex is limited. We give an example with two linked cliques, proving that the captive probability can be liberated by increasing the weights of the links. This allows the search to succeed with probability 1 without increasing the energy scaling of the algorithm. Further increasing the weights, however, slows the runtime, so the optimal search requires weights that are neither too weak nor too strong.
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I. INTRODUCTION

Continuous-time quantum walks [1] are the quantum analogues of continuous-time classical random walks, or Markov chains, and they are the basis for a variety quantum algorithms. For example, they provide polynomial speedups over classical algorithms for solving the NAND tree problem [2], search [3], and element distinctness [4, 5]. An exponential separation in black-box query complexity is even obtainable [6].

In each of these algorithms, the edges of the graphs are unweighted (or equivalently, they all have weight 1). In physical systems, however, this may not be the case. For example, continuous-time quantum walks underpin how photosynthetic systems transfer energy excitations in protein complexes [7], and the couplings in these structures may not all be equal. That is, nature seems to fine-tune the weights in the proteins to improve excitonic transport.

As such, it is of significant interest to investigate how quantum particles walk on weighted graphs, and whether the weights can be engineered to achieve desired goals. Some work on this has been done in the context of universal mixing [8] and quantum state transfer [9]. More recently, it was shown that by breaking time-reversal symmetry by manipulating the phases of the edges of a graph, one can achieve faster or more reliable transport [10, 11].

In this paper, we show that weighted edges can be engineered to improve the success probability of an algorithm. In particular, we improve a quantum walk’s ability to solve spatial search [3], where a quantum particle queries a Hamiltonian oracle [12] to find a “marked” vertex. If the graph is the complete graph, then it is equivalent to Grover’s algorithm [3, 12–15]. For incomplete graphs, however, it is an open problem as to which graphs support fast quantum search in Grover’s $O(\sqrt{N})$ time. Some graphs that have been analyzed include complete bipartite graphs [16, 17], hypercubes [8], arbitrary dimensional square lattices [3], balanced trees [18], and Erdős-Rényi random graphs [19].

We focus on a new graph, which we construct from two complete graphs, each of $M$ vertices and fully connected within themselves with typical edges of weight 1. Then we link these complete graphs together, pairing vertices between the cliques with edges of weight $w$. An example is illustrated in Fig. 1. Thus the total number of vertices is $N = 2M$, the number of edges of weight 1 is $M(M - 1)$ and the number of edges of weight $w$ is $M$.

This graph bears some resemblance to two previously studied (unweighted) graphs from [20], the first of which has low connectivity but supports fast search, and the second of which has high connectivity but yields slow search. The first is also constructed from two complete graphs $K_M$, but rather than linking all vertices, only two vertices are joined together by a single edge. The second is constructed from $M + 1$ complete graphs $K_M$, with each complete graph connected to the others through a single edge. This second graph is often called the “simplex of complete graphs,” and besides showing that high
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FIG. 1. Two linked complete graphs, each of $M = 4$ vertices. Solid edges have weight 1, and dotted edges have weight $w$. A vertex is marked, as indicated by a double circle. Identically evolving vertices are identically colored and labeled.
connectivity does not necessitate fast search \cite{21}, it also shows a change in jumping rate depending on the arrangement of marked vertices \cite{24}, and it demonstrates a faster continuous-time quantum walk search algorithm than the “typical” discrete-time one \cite{25}.

Importantly for this work, the edges of the simplex of complete graphs can be weighted in such a way as to reduce the runtime of the quantum walk search from $O(N^{3/4})$ to nearly $\Theta(\sqrt{N})$ \cite{26}. This seems to be the only prior work improving quantum walk search by engineering the weights of the graph. (There does exist a null result, however, where breaking time-reversal symmetry on the complete graph only changes the energy levels of the evolution without changing the runtime or success probability \cite{27}.) In that work \cite{28}, the success probability reached 1 whether or not the graph was weighted. On the contrary, in the present work, the success probability is boosted from 1/2 to 1 using weighted edges.

In the next section, we formalize the problem of spatial search on the linked complete graphs. We show that the behavior of the algorithm depends on five different scalings for the weight $w$. In subsequent sections, we prove the behavior of the algorithm for the various weights, showing that as the weight increases, the success probability goes from 1/2 to 1. Further increasing the weights causes the runtime to worsen, however, while maintaining a success probability of 1 through an inference. This eliminates the overall improvement from the probability boost. Thus there is a “Goldilocks” zone for the weights where the success probability is boosted to 1, yet an overall runtime speedup is achieved.

II. QUANTUM WALK SEARCH

The $N = 2M$ vertices of the linked complete graphs label computational basis states \{|1⟩, |2⟩, ..., |N⟩\}. The system \(|ψ⟩\) begins in an equal superposition \(|s⟩\) over all the vertices:

$$|s⟩ = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} |i⟩.$$  

The system evolves in continuous-time by Schrödinger’s equation with Hamiltonian \cite{29}

$$H = -γL - |a⟩⟨a|,$$

where $γ$ is a real parameter corresponding to the jumping rate (amplitude per time) of the walk, and $L$ is the graph Laplacian corresponding to the kinetic energy of a particle that is confined to discrete spatial locations. Together, $-γL$ affects the quantum walk. In particular, $L = A - D$, where $A$ is the adjacency matrix of the graph ($A_{ij} = 1$ if vertices $i$ and $j$ are adjacent, and 0 otherwise) and $D$ is the diagonal degree matrix ($D_{ii} = \text{deg}(i)$). The second term in the Hamiltonian $-|a⟩⟨a|$ is the oracle, marking the vertex to search for. The goal is to find $|a⟩$ in as little time as possible.

From the symmetry of this initial state and Hamiltonian, the system evolves such that there are only four types of vertices, as indicated in Fig. 1. Then the system evolves in a 4D subspace is spanned by

$$|a⟩ = |\text{red}⟩,$$

$$|b⟩ = \frac{1}{\sqrt{M-1}} \sum_{i \in \text{blue}} |i⟩,$$

$$|c⟩ = |\text{yellow}⟩,$$

$$|d⟩ = \frac{1}{\sqrt{M-1}} \sum_{i \in \text{magenta}} |i⟩.$$  

In this \{|a⟩, |b⟩, |c⟩, |d⟩\} basis, the initial equal superposition state is

$$|s⟩ = \frac{1}{\sqrt{2M}} \begin{pmatrix} 1 \\ \sqrt{M-1} \end{pmatrix}.$$

The adjacency matrix is

$$A = \begin{pmatrix} 0 & \sqrt{M-1} & w & 0 \\ \sqrt{M-1} & M-2 & 0 & w \\ w & 0 & 0 & \sqrt{M-1} \\ 0 & w & \sqrt{M-1} & M-2 \end{pmatrix},$$

and the degree matrix is $D = (M + w - 1)I$. Since adding a multiple of the identity matrix to the Hamiltonian only constitutes a rezeroing of energy or multiplying by a global, unobservable phase \cite{30, 17}, we can drop $D$ without changing the dynamics of the system. Then the search Hamiltonian is $H = -γA - |a⟩⟨a|$, which in the 4D basis is

$$H = -γ \begin{pmatrix} \frac{1}{7} & \sqrt{M-1} & w & 0 \\ \sqrt{M-1} & M-2 & 0 & w \\ w & 0 & 0 & \sqrt{M-1} \\ 0 & w & \sqrt{M-1} & M-2 \end{pmatrix}. \quad (1)$$

Apart from the overall factor of $-γ$, this Hamiltonian has terms of various asymptotic scalings: constants, $\sqrt{M}$, and $M$. Then how the weight $w$ affects the evolution depends on its relation to these terms. In particular, there are five possible scalings, each with different dynamics, which we will work out shortly:

1. $w = o(\sqrt{M})$, or “small” weights.
2. $w = Θ(\sqrt{M})$, or “medium” weights.
3. $w = ω(\sqrt{M})$ and $w = O(M)$, or “large” weights.
4. $w = Θ(M)$, or “extra large (XL)” weights.
5. $w = ω(M)$, or “extra extra large (XXL)” weights.

For example, when $w$ scales less than $\sqrt{M}$ (i.e., small weights), then we can drop it along with the constants
because the most important terms are those that scale at least as big as $\sqrt{M}$ (this will be explicitly proven in the next section). For larger $w$, different terms contribute to the asymptotic evolution.

To get a sense for the evolution, we plot the success probability $|\langle a|e^{-iHt}\rangle|^2$ as the system evolves with time in Fig. 2. When $w = 1$, the graph is unweighted, and the success probability reaches $1/2$ at time $\pi \sqrt{M}/2 = \pi \sqrt{1000}/2 \approx 49.673$. As we will prove, the links are insignificant, so probability does not flow between the complete graphs. Thus the evolution is reduced to a single complete graph $K_M$ with total probability $1/2$. Note this behavior is identical to the complete graphs joined by a single edge in Fig. 1, where half the probability is trapped in the unmarked clique.

Now as $w$ increases, Fig. 2 shows that the success probability increases, nearing $1$ at some point. So by manipulating the weights, we can engineer greater success of the search, liberating the trapped probability. If the weights are further increased, however, the success probability decreases back to $1/2$, and the time at which this maximum success probability is reached is twice that of the unweighted case. This is decrease is deceptive, however. With strong weights, the algorithm evolves to a superposition of $|a\rangle$ and $|c\rangle$. If one measures this superposition and gets vertex $|c\rangle$, then vertex $|a\rangle$ is immediately inferred as its neighbor in the other clique (see Fig. 1). With this inference, the true success probability actually remains at $1$. On the other hand, the slowdown is still genuine, enough so to eliminate the gains from the increased probability.

Thus there is an intermediate range of weights for which the search is improved, beyond which the increased success probability is offset by the slowdown. As we will show, this optimal weight corresponds to the large case, where $w$ scales greater than $\sqrt{M}$ but less than $M$.

In the next section, we work through the small weight case, showing that the weights are asymptotically negligible. This proof uses degenerate perturbation theory 24. Afterward, we analyze the medium weight case, for which degenerate perturbation theory yields a transcendental equation for the runtime and success probability. Then we find the behavior of the large, extra large, and extra extra large weight cases, which can all be analyzed together, again using degenerate perturbation theory. All five cases are summarized in Table 1. Again, the large weight case is optimal, boosting the success probability to $1$ with minimal slowdown. Finally, we remark on the energy usage of the algorithm, that the overall scaling is unchanged with the large weights, so the improved probability by engineering the weights is energetically favorable.

### III. SMALL WEIGHTS

In this section, we consider the case of small weights, where $w$ scales less than $\sqrt{M}$. That is, $w = o(\sqrt{M})$. 

![Figure 2](image.png) Success probability as a function of time for search on the linked complete graphs with $M = 1000$ and $\gamma = (M + w)/(M + 2w)$. (a) The solid black, dashed red, dotted green, dot-dashed blue, and dot-dot-dashed orange curves correspond to $w = 1, 10, 20, 30, \text{and } 40, \text{respectively}$. (b) The solid black, dashed red, dotted green, dot-dashed blue, and dot-dot-dashed orange curves correspond to $w = 100, 500, 1000, 3000, \text{and } 20000, \text{respectively}$. 

![Figure 3](image.png) Apart from a factor of $-\gamma$, (a) the leading-order Hamiltonian with small weights, and (b) with a perturbation.
To find the evolution of the system, we want to find the eigenvectors and eigenvalues of the search Hamiltonian \( \mathcal{H} \). Unfortunately, directly finding the eigensystem of \( \mathcal{H} \) is arduous. So we instead approximate it for large \( M \), so we already see that the success probability is raised to 1.

This is diagrammatically represented in Fig. 3a. So the perturbed Hamiltonian is

\[
\mathcal{H}^{(0)} = -\gamma \begin{pmatrix}
\frac{1}{2} & 0 & 0 & 0 \\
0 & M & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & M
\end{pmatrix}.
\]

This is diagrammatically represented in Fig. 3a. So the eigenvectors of \( \mathcal{H}^{(0)} \) are \( |a\rangle \), \( |b\rangle \), \( |c\rangle \), and \( |d\rangle \) with corresponding eigenvalues \(-\gamma M\) and \(-\gamma M\). Note that \( |b\rangle \) and \( |d\rangle \) are degenerate, and the initial state \( |s\rangle \) is approximately \((|b\rangle + |d\rangle)/\sqrt{2}\). Then for the system to evolve to \( |a\rangle \), we want \( |a\rangle \) to also be degenerate with \( |b\rangle \) and \( |d\rangle \). This requires setting \( \gamma \) equal to its “critical value” of

\[
\gamma_c = \frac{1}{M}.
\]

If \( \gamma \) is chosen away from \( \gamma_c \), then the initial state of the system is an asymptotic eigenvector of \( \mathcal{H} \), and the system only evolves by a trivial global phase [3, 25]. The perturbation \( \mathcal{H}^{(1)} \) restores terms that scale as \( \sqrt{M} \), so the perturbed Hamiltonian is

\[
\mathcal{H}^{(0)} + \mathcal{H}^{(1)} = -\gamma \begin{pmatrix}
\frac{1}{2} & \sqrt{M} & 0 & 0 \\
\sqrt{M} & M & 0 & 0 \\
0 & 0 & 0 & \sqrt{M} \\
0 & 0 & \sqrt{M} & M
\end{pmatrix}.
\]

This is diagrammatically represented in Fig. 3b. and it indicates that probability may possibly flow from \( |b\rangle \) to \( |a\rangle \) and from \( |d\rangle \) to \( |c\rangle \). So we already see that the success probability can be at most \( 1/2 \). With the perturbation, linear combinations of \( |a\rangle \), \( |b\rangle \), and \( |d\rangle 

\[
\alpha_a |a\rangle + \alpha_b |b\rangle + \alpha_d |d\rangle
\]

become eigenvectors of the perturbed Hamiltonian, where the coefficients are found by solving

\[
\begin{pmatrix}
H_{aa} & H_{ab} & H_{ad} \\
H_{ba} & H_{bb} & H_{bd} \\
H_{da} & H_{db} & H_{dd}
\end{pmatrix}
\begin{pmatrix}
\alpha_a \\
\alpha_b \\
\alpha_d
\end{pmatrix} = E
\begin{pmatrix}
\alpha_a \\
\alpha_b \\
\alpha_d
\end{pmatrix},
\]

where \( H_{ab} = (a|H^{(0)} + H^{(1)}|b) \), etc. Note that \( |c\rangle \) remains an approximate eigenvector of the perturbed system, but it is not relevant for the evolution of the system. Evaluating these matrix components with \( \gamma = \gamma_c = 1/M \), we get

\[
\begin{pmatrix}
-1 & \frac{1}{\sqrt{M}} & 0 \\
\frac{1}{\sqrt{M}} & -1 & 0 \\
0 & 0 & -1
\end{pmatrix}
\begin{pmatrix}
\alpha_a \\
\alpha_b \\
\alpha_d
\end{pmatrix} = E
\begin{pmatrix}
\alpha_a \\
\alpha_b \\
\alpha_d
\end{pmatrix}.
\]

Solving this eigenvalue problem, the perturbed eigenvectors and eigenvalues are

\[
|\psi_-\rangle = \frac{1}{\sqrt{2}} (|b\rangle + |a\rangle), \quad E_- = -1 - \frac{1}{\sqrt{M}}
\]

\[
|\psi_+\rangle = \frac{1}{\sqrt{2}} (|b\rangle - |a\rangle), \quad E_+ = -1 + \frac{1}{\sqrt{M}}
\]

\[
|d\rangle, \quad E = -1.
\]

Recall that the initial equal superposition state \( |s\rangle \approx (|b\rangle + |d\rangle)/\sqrt{2} \), but the \( |d\rangle \) component does not appreciably evolve since it is an approximate eigenvector of \( \mathcal{H} \) (with eigenvalue \(-1\)). So we only care about how \( |b\rangle \) evolves. Since \((|b\rangle \pm |a\rangle)/\sqrt{2}\) are approximate eigenvectors of \( \mathcal{H} \), we get that \( |b\rangle \) evolves to \( |a\rangle \) (up to a phase) in time \( \pi/\Delta E \), where \( \Delta E \) is the energy gap between the two eigenvectors [3, 15]. Thus the system evolves from \( |s\rangle \approx (|b\rangle + |d\rangle)/\sqrt{2} \) to \((e^{\phi}|a\rangle + |d\rangle)/\sqrt{2}\), for some phase \( \phi \) and up to a global phase, which corresponds to a success probability of

\[
p_* = \frac{1}{2}
\]

at time

\[
t_* = \frac{\pi}{\Delta E} = \frac{\pi}{2\sqrt{M}}.
\]
This proves that the system asymptotically evolves as if the two cliques were disconnected. In the clique containing the marked vertex, the system roughly evolves from $|b\rangle$ to $|a\rangle$ in time $\pi \sqrt{M}/2$, which is the expected runtime for a complete graph of $M$ vertices [8][15]. The other clique, which is unmarked, roughly stays in $|d\rangle$ up to a global phase, since $|d\rangle$ approximates the uniform superposition over the vertices of the clique, which is an eigenvector of the quantum walk [23].

Since the success probability of a single run of the algorithm is 1/2, we expect to classically repeat the algorithm twice in order to find the marked vertex. Thus the expected runtime is twice that of a single runtime, i.e., $\pi \sqrt{M}$. This result is summarized in Table I.
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**Fig. 4.** Apart from a factor of $-\gamma$, (a) the leading-order Hamiltonian with medium weights, and (b) with a perturbation.

This proves that the system asymptotically evolves as if the two cliques were disconnected. In the clique containing the marked vertex, the system roughly evolves from $|b\rangle$ to $|a\rangle$ in time $\pi \sqrt{M}/2$, which is the expected runtime for a complete graph of $M$ vertices [8][15]. The other clique, which is unmarked, roughly stays in $|d\rangle$ up to a global phase, since $|d\rangle$ approximates the uniform superposition over the vertices of the clique, which is an eigenvector of the quantum walk [23].

Since the success probability of a single run of the algorithm is 1/2, we expect to classically repeat the algorithm twice in order to find the marked vertex. Thus the expected runtime is twice that of a single runtime, i.e., $\pi \sqrt{M}$. This result is summarized in Table I.

**IV. MEDIUM WEIGHTS**

Now we consider the medium weight case, where $w$ scales as $\sqrt{M}$. That is, $w = \Theta(\sqrt{M})$. If we naively employ degenerate perturbation theory [25], we might use the same leading-order search Hamiltonian as in the small weight case, which was visualized in Fig. 3a. Then it seems as though the critical value of $\gamma$ should be $1/M$ so that $|a\rangle$, $|b\rangle$, and $|d\rangle$ are degenerate to leading order.

This initial attempt, however, neglects some crucial edges [23]. Counting the number of each type of edge, shown in Table II, we see that $b \sim b$ and $d \sim d$ dominate for large $M$. But they are already included in $H^{(0)}$, manifesting themselves as the diagonal $M$ terms. The next most significant type of edge is $b \sim d$, so we add it to $H^{(0)}$, yielding

$$H^{(0)} = -\gamma \begin{pmatrix} \frac{1}{\gamma} & 0 & 0 & 0 \\ 0 & M & 0 & w \\ 0 & 0 & 0 & 0 \\ 0 & w & 0 & M \end{pmatrix}.$$  

This is depicted in Fig. 3a. Note that $a \sim b$ and $c \sim d$ are less significant than $b \sim d$, even though they have the same number of edges, because their weight of 1 is less than the weight $w = \Theta(\sqrt{M})$. The eigenvectors and eigenvalues of the adjusted leading-order Hamiltonian $H^{(0)}$ are

$$|a\rangle, -1$$

$$|\sigma\rangle = \frac{1}{\sqrt{2}} (|b\rangle + |d\rangle), \quad -\gamma(M + w)$$

$$|\delta\rangle = \frac{1}{\sqrt{2}} (|b\rangle - |d\rangle), \quad -\gamma(M - w)$$

$$|c\rangle, 0.$$  

Setting the first two eigenvalues equal to each other, we get the critical $\gamma$:

$$\gamma_c = \frac{1}{M + w}.$$  

Taylor expanding this, we get

$$1 \over M + w = 1 - w M + O(\frac{w^2}{M^3}),$$

so this corrects the naive critical value of $\gamma$ of $1/M$ by a term $-w/M^2$.

We now prove that this correction $-w/M^2$ is significant. Using the argument from Section VI of [23], say $\gamma = \gamma_c + \epsilon$. Then $\langle b|H^{(0)} + H^{(1)}|b\rangle$ contributes a term $\epsilon M$ to the perturbative calculation, and this is the leading-order term in $\epsilon$. We want it to scale less than the energy gap of $1/\sqrt{M}$ so that the runtime and success probability are asymptotically correct. That is, $\epsilon M = o(1/\sqrt{M})$, which implies that $\epsilon = o(1/M^{3/2})$. This specifies the precision to which $\gamma_c$ must be known. Since for medium weights $w = \Theta(\sqrt{M})$, the correction $-w/M^2 = \Theta(1/M^{3/2})$, which is significant enough to affect the algorithm, and so it must be included. This is confirmed in Fig. 3 where using $\gamma = 1/M$ yields a worse algorithm than $\gamma = 1/(M + w)$ or $\gamma = 1/M - w/M^2$.

Note that the significance of $-w/M^2$ depends on the weight $w$. For an unweighted graph (i.e., with $w = 1$), the correction would scale as $1/M^2$, as expected from Eq. (7) of [27]. With small weights $w = o(\sqrt{M})$, the correction $-w/M^2 = o(1/M^{3/2})$ is small enough to be dropped. It is only with medium or greater weights that the correction becomes important.

| Connection | Weight | Number of Edges |
|------------|--------|-----------------|
| $a \sim b$ | 1      | $M - 1$        |
| $a \sim c$ | $w$    | 1               |
| $b \sim b$ | 1      | $(M - 1)(M - 2)$ |
| $b \sim d$ | $w$    | $M - 1$        |
| $c \sim d$ | 1      | $(M - 1)(M - 2)$ |
| $d \sim d$ | 1      | $(M - 1)(M - 2)$ |

**TABLE II.** The types of edges in the linked complete graphs, with their respective weight and the number of them.
Returning to the perturbative calculation, with $\gamma_c = 1/(M+w)$, the leading-order eigenstate $|\delta\rangle = (\langle b | + \langle d |) / \sqrt{2}$ has eigenvalue

$$-\gamma(M - w) = -\frac{M - w}{M + w} = -1 + \frac{2w}{M - w}.$$ 

When $w = \Theta(\sqrt{M})$, the last term is $\Theta(1/\sqrt{M})$, which is significant enough to affect the perturbative calculation since it scales as the energy gap. So $|\delta\rangle$ is also approximately degenerate with $|\alpha\rangle$ and $|\sigma\rangle$.

With the perturbation $H^{(1)}$, which restores terms of $\Theta(\sqrt{M})$, we get

$$H^{(0)} + H^{(1)} = -\gamma \begin{pmatrix} \frac{1}{\sqrt{M}} & \sqrt{M} & w & 0 \\ w & 0 & 0 & w \\ 0 & w & \sqrt{M} & M \\ 0 & 0 & M & w \end{pmatrix},$$

as depicted in Fig. 4b. This causes linear combinations $\alpha_a |a\rangle + \alpha_\sigma |\sigma\rangle + \alpha_\delta |\delta\rangle$ to become eigenstates of the perturbed system, where

$$\begin{pmatrix} H_{aa} & H_{a\sigma} & H_{a\delta} \\ H_{\sigma a} & H_{\sigma\sigma} & H_{\sigma\delta} \\ H_{\delta a} & H_{\delta\sigma} & H_{\delta\delta} \end{pmatrix} \begin{pmatrix} \alpha_a \\ \alpha_\sigma \\ \alpha_\delta \end{pmatrix} = E \begin{pmatrix} \alpha_a \\ \alpha_\sigma \\ \alpha_\delta \end{pmatrix},$$

where $H_{aa} = \langle a |H^{(0)} + H^{(1)}| a\rangle$, etc. Evaluating these matrix components with $\gamma = \gamma_c = 1/(M+w)$, we get

$$\begin{pmatrix} -\frac{1}{\sqrt{M}} & \frac{\sqrt{M}}{\sqrt{2}(M+w)} & \frac{\sqrt{M}}{\sqrt{2}(M+w)} \\ -\frac{\sqrt{M}}{\sqrt{2}(M+w)} & -1 & \frac{\sqrt{M}}{\sqrt{2}(M+w)} \\ \frac{\sqrt{M}}{\sqrt{2}(M+w)} & \frac{\sqrt{M}}{\sqrt{2}(M+w)} & 0 \end{pmatrix} \begin{pmatrix} \alpha_a \\ \alpha_\sigma \\ \alpha_\delta \end{pmatrix} = E \begin{pmatrix} \alpha_a \\ \alpha_\sigma \\ \alpha_\delta \end{pmatrix}.$$ 

Solving this takes some work. Let us call the $3 \times 3$ matrix $H'$. Since adding a multiple of the identity matrix only constitutes a rezeroing of energy, or multiplying by a global phase, we drop the $-1$'s on the diagonal. Then factoring out $1/(M+w)$, we get

$$H' = \frac{1}{M+w} \begin{pmatrix} 0 & -\sqrt{M} & \sqrt{M} \\ -\sqrt{M} & 0 & 0 \\ \sqrt{M} & 0 & 2w \end{pmatrix}.$$ 

Now let $w = k\sqrt{M}$. Then factoring out $\sqrt{M/2}$, we get

$$H' = \frac{\sqrt{M}}{2(M+w)} \begin{pmatrix} 0 & -1 & 1 \\ -1 & 0 & 0 \\ 1 & 0 & 2\sqrt{2}k \end{pmatrix}.$$ 

We can find the eigenvalues and eigenvectors of $H''$, which only has a single variable $k$. Say $\vec{v}$ is an eigenvector of $H''$ with eigenvalue $\lambda$, i.e., $H''\vec{v} = \lambda\vec{v}$. Then it is also an eigenvector of $H'$ with eigenvalue $(M/2(M+w))\lambda$. Note that $H'$ and $H''$ are both in the $\{|a\rangle, |\sigma\rangle, |\delta\rangle\}$ basis.

The characteristic equation of $H''$ is

$$\lambda^3 - 2\sqrt{2}k\lambda^2 - 2\lambda + 2\sqrt{2}k = 0.$$ 

Solving this yields

$$\lambda_1 = \frac{2\sqrt{2}}{3} \left[ k + \sqrt{4k^2 + 3}\cos \left( \frac{\theta}{3} \right) \right]$$

$$\lambda_2 = \frac{2\sqrt{2}}{3} \cos \left( \frac{\theta}{3} \right) + \sqrt{3}\sin \left( \frac{\theta}{3} \right)$$

$$\lambda_3 = \frac{2\sqrt{2}}{3} \cos \left( \frac{\theta}{3} \right) - \sqrt{3}\sin \left( \frac{\theta}{3} \right),$$

where

$$\cos \theta = \frac{k(16k^2 - 9)}{2(4k^2 + 3)^{3/2}}, \quad \sin \theta = \frac{3\sqrt{3}\sqrt{2k^4 + 13k^2 + 4}}{2(4k^2 + 3)^{3/2}}.$$ 

Now let us find the corresponding eigenvectors $|\psi_i\rangle = (a \sigma \delta)^7$, which satisfy $H''|\psi_i\rangle = \lambda|\psi_i\rangle$:

$$\begin{pmatrix} 0 & -1 & 1 \\ -1 & 0 & 0 \\ 1 & 0 & 2\sqrt{2}k \end{pmatrix} \begin{pmatrix} a \\ \sigma \\ \delta \end{pmatrix} = \lambda \begin{pmatrix} a \\ \sigma \\ \delta \end{pmatrix}.$$ 

The second line yields

$$-a = \lambda \sigma \quad \Rightarrow \quad \sigma = -\frac{a}{\lambda},$$

and the first line, with substitution of the second line, yields

$$-\sigma + \delta = \lambda a \quad \Rightarrow \quad \delta = (\lambda - \frac{1}{\lambda}) a.$$
So the (unnormalized) eigenvectors of $H''$ are

$$|\psi_i\rangle = \begin{pmatrix} 1 \\ -\lambda_i^{-1} \\ -\lambda_i^{-1} \end{pmatrix}.$$

Since the system starts in $|s\rangle \approx |\sigma\rangle$, want to find the superposition of eigenvectors that equals $|\sigma\rangle$. That is, we want to find $\alpha_1$, $\alpha_2$, and $\alpha_3$ such that

$$|\sigma\rangle = \alpha_1|\psi_1\rangle + \alpha_2|\psi_2\rangle + \alpha_3|\psi_3\rangle.$$

In the $\{|a\rangle, |\sigma\rangle, |\delta\rangle\}$ basis, $|\sigma\rangle = \begin{pmatrix} 0 & 1 & 0 \end{pmatrix}^T$, so when plugging in for the eigenvectors $|\psi_i\rangle$, we get three equations

$$\frac{\alpha_1 + \alpha_2 + \alpha_3}{\lambda_1 - \lambda_2} = 0$$

$$\frac{-\alpha_1}{\lambda_1 - \lambda_3} + \frac{-\alpha_2}{\lambda_2 - \lambda_3} + \frac{-\alpha_3}{\lambda_3} = 1$$

$$\alpha_1 \left( \lambda_1 - \frac{1}{\lambda_1} \right) + \alpha_2 \left( \lambda_2 - \frac{1}{\lambda_2} \right) + \alpha_3 \left( \lambda_3 - \frac{1}{\lambda_3} \right) = 0.$$

Using the second equation, we can simplify the third equation to be

$$\alpha_1 \lambda_1 + \alpha_2 \lambda_2 + \alpha_3 \lambda_3 = -1.$$

Solving this system of three equations yields

$$\alpha_1 = -\frac{\lambda_1 \lambda_2 \lambda_3}{(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_3)}$$

$$\alpha_2 = \frac{\lambda_2 \lambda_1 \lambda_3}{(\lambda_1 - \lambda_2)(\lambda_2 - \lambda_3)}$$

$$\alpha_3 = -\frac{\lambda_3 \lambda_1 \lambda_2}{(\lambda_1 - \lambda_3)(\lambda_2 - \lambda_3)}.$$

Then the state of the system at time $t$ is

$$e^{-iHt}|\sigma\rangle = \alpha_1 e^{-i\lambda_1 t}|\psi_1\rangle + \alpha_2 e^{-i\lambda_2 t}|\psi_2\rangle + \alpha_3 e^{-i\lambda_3 t}|\psi_3\rangle.$$

Taking the inner product with $\langle a|$ and using $\langle a|\psi_i\rangle = 1$, the success amplitude is

$$\langle a|e^{-iHt}|\sigma\rangle = \alpha_1 e^{-i\lambda_1 t} + \alpha_2 e^{-i\lambda_2 t} + \alpha_3 e^{-i\lambda_3 t}.$$

Taking the norm square, the success probability is

$$p(t) = \alpha_1^2 + \alpha_2^2 + \alpha_3^2 + 2\alpha_1\alpha_2 \cos[(\lambda_1 - \lambda_2)t] + 2\alpha_1\alpha_3 \cos[(\lambda_1 - \lambda_3)t] + 2\alpha_2\alpha_3 \cos[(\lambda_2 - \lambda_3)t].$$ (2)

To find the runtime, we find the first maximum in success probability by solving $dp/dt = 0$. The derivative of the success probability $p(t)$ is

$$\frac{dp}{dt} = -2\alpha_1\alpha_2(\lambda_1 - \lambda_2) \sin[(\lambda_1 - \lambda_2)t] - 2\alpha_1\alpha_3(\lambda_1 - \lambda_3) \sin[(\lambda_1 - \lambda_3)t] - 2\alpha_2\alpha_3(\lambda_2 - \lambda_3) \sin[(\lambda_2 - \lambda_3)t].$$

FIG. 6. The left-hand side of the transcendental equation (3) with $M = 1000$ and $w = \sqrt{M}$ (i.e., $k = 1$).

Plugging in for $\alpha_1$, $\alpha_2$, and $\alpha_3$,

$$\frac{dp}{dt} = \frac{2(\lambda_1 + \lambda_1 \lambda_2 \lambda_3)(\lambda_2 + \lambda_1 \lambda_2 \lambda_3) \sin[(\lambda_1 - \lambda_2)t]}{(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_3)(\lambda_2 - \lambda_3)}$$

$$- \frac{2(\lambda_1 + \lambda_1 \lambda_2 \lambda_3)(\lambda_3 + \lambda_1 \lambda_2 \lambda_3) \sin[(\lambda_1 - \lambda_3)t]}{(\lambda_1 - \lambda_2)(\lambda_3 - \lambda_2)(\lambda_2 - \lambda_3)}$$

$$+ \frac{2(\lambda_2 + \lambda_1 \lambda_2 \lambda_3)(\lambda_3 + \lambda_1 \lambda_2 \lambda_3) \sin[(\lambda_2 - \lambda_3)t]}{(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_3)(\lambda_2 - \lambda_3)}.$$

Setting this equal to zero and simplifying,

$$(\lambda_1 + \lambda_1 \lambda_2 \lambda_3)(\lambda_2 + \lambda_1 \lambda_2 \lambda_3) \sin[(\lambda_1 - \lambda_2)t]$$

$$- (\lambda_1 + \lambda_1 \lambda_2 \lambda_3)(\lambda_3 + \lambda_1 \lambda_2 \lambda_3) \sin[(\lambda_1 - \lambda_3)t]$$

$$+ (\lambda_2 + \lambda_1 \lambda_2 \lambda_3)(\lambda_3 + \lambda_1 \lambda_2 \lambda_3) \sin[(\lambda_2 - \lambda_3)t] = 0.$$ (3)

We get a transcendental equation. For example, we plot the left-hand side of it in Fig. 6 with $M = 1000$ and $w = \sqrt{M}$ (i.e., $k = 1$). We are interested in the first nonzero root of this, which is around $t = 1.766$. But this time corresponds to $H''$, not $H'$. So to get the actual runtime $t_*$, we need to multiply it by a rescaling factor:

$$t_* = \frac{\sqrt{2}(M + w)}{\sqrt{M}} \cdot [\text{First nonzero root of (3)}].$$

Continuing with our example from Fig. 6, the runtime is

$$\sqrt{2}(1000 + \sqrt{1000})(1.766)/\sqrt{1000} \approx 81.45.$$ This has fair agreement with Fig. 3, it is slightly large, but as we will see, the discrepancy is negligible.

To get the success probability, we plug the first nonzero root of (3) (without rescaling it) into (2). Again with our example from Fig. 6, we plug $t = 1.766$ into (2) and get a success probability of $p_* = 0.82$, which has great agreement with Fig. 3.

Thus for the medium weight case, our perturbative approximation for the eigenvectors and eigenvalues of the search Hamiltonian yields transcendental equations for the runtime and success probability. This is summarized in Table I. Since medium weights are when the success
Fig. 7. (a) Success probability and (b) runtime of the search algorithm as a function of \( k \), with \( M = 1000 \), \( w = k\sqrt{M} \), and \( \gamma = (M + w)/M(M + 2w) \). The solid black curve comes from numerically evolving the system from \( |s\rangle \) using the exact search Hamiltonian (1), and the dashed red curve comes from transcendental equations (2) and (3).

Probability increases from \( 1/2 \) (for small weights) to 1 (for large weights, proved next), we plot this transition in Fig. 7a. We see that the transcendental equations are in fairly close agreement with the success probability obtained by numerically evolving the system from \( |s\rangle \) using the exact \( 4 \times 4 \) search Hamiltonian (1).

Similarly, we can plot the runtime that is acquired by numerically solving the transcendental equations, and compare it with the one obtained using the exact search Hamiltonian (1). This is shown in Fig. 7b and although there is a slight discrepancy of roughly 5 time units for some values of \( k \), this is too small to significantly affect the algorithm because the success probability has a rather wide peak.

Fig. 8. Apart from a factor of \(-\gamma\), (a) the leading-order Hamiltonian with large, extra large, or extra extra large weights, and (b) with a perturbation.

V. LARGE, XL, AND XXL WEIGHTS

In this section, we examine when \( w \) scales larger than \( \sqrt{M} \), which encompasses the remaining large, extra large, and extra extra large cases. That is, \( w = \omega(\sqrt{M}) \). We take the leading-order search Hamiltonian (1) to be

\[
H^{(0)} = -\gamma \begin{pmatrix}
\frac{1}{\gamma} & 0 & w & 0 \\
0 & M & 0 & w \\
w & 0 & 0 & 0 \\
0 & w & 0 & M
\end{pmatrix}.
\]

This is visualized in Fig. 8a. Its eigenvectors and corresponding eigenvalues are

\[
u = \frac{1 + \sqrt{1 + 4w^2\gamma^2}}{2w\gamma} |a\rangle + |c\rangle, \quad \frac{1 - \sqrt{1 + 4w^2\gamma^2}}{2w\gamma} |a\rangle + |c\rangle = \frac{-1}{2} \left( 1 + \sqrt{1 + 4w^2\gamma^2} \right)
\]

\[
v = \frac{1}{\sqrt{2}} (|b\rangle + |d\rangle), \quad -\gamma(M + w)
\]

\[
v = \frac{1}{\sqrt{2}} (-|b\rangle + |d\rangle), \quad -\gamma(M - w)
\]

Note that the first two eigenvectors are unnormalized. Setting the first and third eigenvalues equal to each other, we get the critical \( \gamma \):

\[
\gamma_c = \frac{M + w}{M(M + 2w)}.
\]

With this value of \( \gamma \), the first eigenvector \( u \) is exactly

\[
u = \left( \frac{M}{w} + 1 \right) |a\rangle + |c\rangle,
\]

and normalizing it yields

\[
|u\rangle = \frac{w}{\sqrt{(M + w)^2 + w^2}} \left( \frac{M + w}{w} |a\rangle + |c\rangle \right).
\]
Although we derived this $\gamma_c$ for the large, XL, and XXL weight cases, it also works for small and medium weights. Taylor expanding it for $w = o(M)$, we get

$$\frac{M + w}{M(M + 2w)} = \frac{1}{M} - \frac{w}{M^2} + 2\frac{w^2}{M^3} + O\left(\frac{w^3}{M^4}\right),$$

This successfully encompasses $1/M$ for small weights and the medium weight correction of $-w/M^2$, which it must for continuity of $\gamma_c$ as the weight changes. Thus $(M + w)/M(M + 2w)$ can be used as the critical $\gamma$ for all cases of weights, such as for computing Fig. 2.

With the perturbation $H^{(1)}$, which restores terms of $\Theta(\sqrt{M})$, the Hamiltonian becomes

$$H^{(0)} + H^{(1)} = -\gamma \begin{pmatrix} \frac{1}{2} & \sqrt{M} & w & 0 \\ \sqrt{M} & M & 0 & w \\ w & 0 & 0 & \sqrt{M} \\ 0 & w & \sqrt{M} & M \end{pmatrix}.$$}

This is visualized in Fig. 8b. From the restored edges, we see that probability can flow between all four types of vertices. So there is the possibility that the success probability can be greater than the unweighted (or small weight) value of 1/2. With the perturbation, two of the eigenvectors are $\alpha_u|u\rangle + \alpha_v|v\rangle$, where

$$\begin{pmatrix} H_{uu} \ H_{uv} \\ H_{vu} \ H_{vv} \end{pmatrix} \begin{pmatrix} \alpha_u \\ \alpha_v \end{pmatrix} = E \begin{pmatrix} \alpha_u \\ \alpha_v \end{pmatrix},$$

where $H_{uv} = \langle u|H^{(0)} + H^{(1)}|v\rangle$, etc. Evaluating these matrix components, we get

$$\begin{pmatrix} \frac{-(M + w)^2}{M(M + 2w)} & \frac{M + w}{\sqrt{2M}\sqrt{(M + w)^2 + w^2}} \\ \frac{M + w}{\sqrt{2M}\sqrt{(M + w)^2 + w^2}} & \frac{-(M + w)^2}{M(M + 2w)} \end{pmatrix} \begin{pmatrix} \alpha_u \\ \alpha_v \end{pmatrix} = E \begin{pmatrix} \alpha_u \\ \alpha_v \end{pmatrix}.$$}

Solving this, we get perturbed eigenstates

$$\frac{1}{\sqrt{2}} \left(|v\rangle \pm |u\rangle\right)$$

with corresponding eigenvalues

$$-1 - \frac{w}{2M} + \frac{w}{2(M + 2w)} = \frac{M + w}{\sqrt{2M}\sqrt{(M + w)^2 + w^2}}.$$}

Thus the system evolves from $|s\rangle \approx |v\rangle$ to $|u\rangle$ in time $\pi/\Delta E$ 3115, or

$$t_* = \frac{\pi}{\sqrt{2}} \frac{\sqrt{M}\sqrt{(M + w)^2 + w^2}}{M + w}.$$}

To find the success probability, we simply find how much of $|u\rangle$ comes from $|a\rangle$, i.e.,

$$p_* = \langle a|u\rangle^2 = \frac{(M + w)^2}{(M + w)^2 + w^2}.$$}

These results are consistent with Fig. 2b. For example, when $M = 1000$ and $w = 100$, our analytical formulas yield $t_* \approx 70.538$ and $p_* \approx 0.99$, which are consistent with the figure. Similarly, when $w = 3000$, our formulas yield $t_* \approx 87.810$ and $p_* = 0.64$, which are also consistent with the figure.

Note that the quantity $p_* = |\langle a|u\rangle|^2$ is only the probability of measuring the particle at the marked vertex $a$. As noted in Section II, however, the final state $|u\rangle$ is a linear combination of $|a\rangle$ and $|c\rangle$. So measuring the randomly walking quantum particle in this state, we find the particle at vertex $a$ with probability $p_*$ and at vertex $c$ with probability $1 - p_*$. Whether the particle is at $|a\rangle$ or $|c\rangle$ can be determined by a single oracle query, which is negligible compared to the $\Theta(\sqrt{M})$ queries of the algorithm. Then from Fig. 1b if the result is $c$, the marked vertex $a$ can be directly inferred as the neighbor of $c$ in the other clique. Thus the true success probability of the algorithm is 1, not $p_*$. So there is no need to repeat the algorithm, and the expected runtime is simply a single runtime.

With large or extra extra large weights, we can further simplify the runtime and probability $p_*$ for large $M$. With large weights, $w = o(M)$, so the runtime is asymptotically

$$t_* = \frac{\pi}{\sqrt{2}} \sqrt{M},$$

with corresponding asymptotic probability

$$p_* = 1.$$}

In other words, the system evolves from $|s\rangle$ to $|a\rangle$, so there is no need to infer $|a\rangle$ from $|c\rangle$.

With extra extra large weights, $w = \omega(M)$, so the runtime is asymptotically

$$t_* = \pi \sqrt{M},$$

and the success probability is asymptotically

$$p_* = \frac{1}{2}.$$}

So the final state $|u\rangle$ is half in $|a\rangle$ and half in $|c\rangle$. Again, vertex $a$ can be inferred from vertex $c$, so the true success probability is 1.

These results are also summarized in Table I, and they complete our analysis of all five cases of weights. Using the table, it is easy to identify the behavior of the algorithm as the weights increase: If the graph is unweighted (i.e., $w = 1$) or has small weights, the runtime of a single iteration of the algorithm is $\pi \sqrt{M}/2$ with a success probability is 1/2, which yields an expected runtime with classical repetitions of $\pi \sqrt{M}$. As the weights increase through the medium case to the large case, the success probability doubles to 1 and while the runtime increases by a factor of $\sqrt{2}$, so the expected runtime achieves an overall improvement by a factor of $\sqrt{2}$. If the weights
are further increased through the XL case to the XXL case, however, the success probability effectively remains at 1 while the runtime is lengthened by a factor of $\sqrt{2}$, eliminating the benefits of the probability boost and returning the expected runtime to $\pi \sqrt{M}$. Thus the weights can be engineered to improve the search, but they must be chosen judiciously to not be too weak nor too strong. In particular, the large weight case is optimal.

Note that a constant-factor improvement in the expected runtime, which we achieved, is the greatest that one can expect for our problem given the optimality of Grover’s algorithm—one cannot search faster than $O(\sqrt{M})$ [28].

VI. ENERGY

We end by commenting on the energy usage of the algorithm, which can be quantified by the operator norm of the search Hamiltonian [1]. Recall $H$ is composed of a quantum walk term $-\frac{\gamma A}{2}$ (since $D$ can be dropped) and an oracle term $|a\rangle\langle a|$. The adjacency matrix has operator norm $M + w - 1$. Multiplying by the critical $\gamma$, the quantum walk term has operator norm

$$\frac{M + w}{M(M + 2w)}(M + w - 1).$$

When $w = o(M)$, which includes the small, medium, and large weight cases, then this is asymptotically $\Theta(1)$. The oracle term also has operator norm 1, so for these weights, the search Hamiltonian has operator norm $\Theta(1)$. Since the large weight case is the one for which the algorithm is optimal, this improvement does not asymptotically require more energy.

This may be expected since the success probability is only improved by a constant factor. In previous work [23], however, a speedup in runtime scaling was also achieved without increasing the asymptotic energy usage of the algorithm. So one might expect that, for other problems, larger improvements in the success probability are possible within energy constraints.

VII. CONCLUSION

In physical systems, quantum walks may occur on weighted graphs. Some previous work has explored how to engineer the weights to improve state transfer, but here we showed that the success probability of an algorithm can also be improved by weighing edges correctly. For searching on the linked complete graphs, increasing the weights of the edges between the two complete graphs can boost the success probability from $1/2$ to 1. If one further increases the weights, however, the success probability stays at 1 while the runtime is worsened, eliminating the benefit of the probability doubling. So there is an intermediate zone where the algorithm is optimized. Thus improving the algorithm is not a trivial procedure of making weights as strong as possible—some engineering is involved.

Further research includes investigating other algorithms based on quantum walks to see if they can similarly be improved by weighing the edges.
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