POSITIVE SOLUTIONS FOR SEMILINEAR FRACTIONAL ELLIPTIC PROBLEMS INVOLVING AN INVERSE FRACTIONAL OPERATOR
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Abstract. This paper is devoted to the study of the existence of positive solutions for a problem related to a higher order fractional differential equation involving a nonlinear term depending on a fractional differential operator,

\[
\begin{aligned}
(\Delta)^\alpha u &= \lambda u + (\Delta)^\beta |u|^{p-1}u \quad \text{in } \Omega, \\
(\Delta)^\beta u &= 0 \quad \text{on } \partial\Omega, \text{ for } j \in \mathbb{Z}, 0 \leq j < [\alpha],
\end{aligned}
\]

where \(\Omega\) is a bounded domain in \(\mathbb{R}^N\), \(0 < \beta < 1\), \(\beta < \alpha < \beta + 1\) and \(\lambda > 0\). In particular, we study the fractional elliptic problem,

\[
\begin{aligned}
(\Delta)^{\alpha-\beta} u &= \lambda (\Delta)^{-\beta} u + |u|^{p-1}u \quad \text{in } \Omega, \\
\end{aligned}
\]

and we prove existence or nonexistence of positive solutions depending on the parameter \(\lambda > 0\), up to the critical value of the exponent \(p\), i.e., for \(1 < p \leq 2_\mu^* - 1\) where \(\mu := \alpha - \beta\) and \(2_\mu^* = \frac{2N}{N-2\mu}\) is the critical exponent of the Sobolev embedding.
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1. Introduction

Let \(\Omega\) be a smooth bounded domain of \(\mathbb{R}^N\) with \(N > 2\mu\) and

\[
\mu := \alpha - \beta \quad \text{with} \quad 0 < \beta < 1 \quad \text{and} \quad \beta < \alpha < \beta + 1.
\]

We analyze the existence of positive solutions for the following fractional elliptic problem,

\[
\begin{aligned}
(P_\gamma)
(\Delta)^{\alpha-\beta} u &= \gamma (\Delta)^{-\beta} u + |u|^{p-1}u \quad \text{in } \Omega, \\
\end{aligned}
\]

depending on the real parameter \(\gamma > 0\). To this end, we consider,

\[
1 < p \leq 2_\mu^* - 1 = \frac{N + 2\mu}{N - 2\mu}.
\]
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let us recall that the operators are well defined in the space of functions that vanish on the boundary,

$$H^\mu_0(\Omega) = \left\{ u = \sum_{j=1}^\infty a_j \varphi_j \in L^2(\Omega) : \|u\|_{H^\mu_0(\Omega)} = \left( \sum_{j=1}^\infty a_j^2 \lambda_j^\mu \right)^{\frac{1}{2}} < \infty \right\}.$$ 

As a result of this definition it follows that,

$$\|u\|_{H^\mu_0(\Omega)} = \|(-\Delta)^{\frac{\mu}{2}} u\|_{L^2(\Omega)}.$$ 

In particular,

$$(-\Delta)^{-\beta} u = \sum_{j=1}^\infty a_j \lambda_j^{-\beta} \varphi_j.$$ 

Since the above definition allows us to integrate by parts, we say that $u \in H^\mu_0(\Omega)$ is an energy or weak solution for problem $P_\gamma$ if,

$$\int_\Omega (-\Delta)^{\frac{\mu}{2}} u (-\Delta)^{\frac{\mu}{2}} \phi dx = \gamma \int_\Omega (-\Delta)^{\frac{\mu}{2}} u (-\Delta)^{-\frac{\mu}{2}} \phi dx + \int_\Omega |u|^{p-1} u \phi dx, \quad \forall \phi \in H^\mu_0(\Omega).$$ 

In other words, $u \in H^\mu_0(\Omega)$ is a critical point of the functional defined by (1.1). We also observe that the functional embedding features for the equation in $P_\gamma$ are governed by the Sobolev's embedding Theorem. Let us recall the compact inclusion,

$$H^\mu_0(\Omega) \hookrightarrow L^{p+1}(\Omega), \quad 2 \leq p + 1 < 2^\ast_\mu,$$

being a continuous inclusion up to the critical exponent $p = 2^\ast_\mu - 1$.

To define non-integer higher-order powers for the Laplace operator, let us recall that the homogeneous Navier boundary conditions are defined as

$$u = \Delta u = \Delta^2 u = \ldots = \Delta^{k-1} u = 0, \quad \text{on } \partial \Omega.$$ 

Given $\alpha > 1$, the $\alpha$-th power of the classical Dirichlet Laplacian in the sense of the spectral theory can be defined as the operator whose action on a smooth function $u$ satisfying the homogeneous Navier boundary conditions for $0 \leq k < \lfloor \alpha \rfloor$ (where $\lfloor \cdot \rfloor$ means the integer part), is given by

$$\langle (-\Delta)^\alpha u, u \rangle = \sum_{j \geq 1} \lambda_j^\alpha |\langle u_1, \varphi_j \rangle|^2.$$
We refer to [11, 12] for a study of this higher-order fractional Laplace operator, referred to as the Navier fractional Laplacian, as well as useful properties of the fractional Sobolev space $H^s_0(\Omega)$. On the other hand, we have a connection between problem $\left[ P_\gamma \right]$ and a fractional order elliptic system which turns out to be very useful in the sequel. In particular, taking $\psi := (-\Delta)^{-\beta}u$, problem $\left[ P_\gamma \right]$ provides us with the fractional elliptic cooperative system,

$$
\begin{align*}
\left\{ 
\begin{array}{ll}
(-\Delta)^{\mu} u &= \gamma \psi + |u|^{p-1}u, & \text{in } \Omega, \\
(-\Delta)^{\beta} \psi &= u, & \text{in } \Omega, \\
(u, \psi) &= (0,0) & \text{in } \partial \Omega.
\end{array}
\right.
\end{align*}
$$

Nevertheless, system $\left[ S_\gamma^\beta \right]$ is not a variational system. In order to obtain a variational system from problem $\left[ P_\gamma \right]$ we follow a similar idea to the one performed above, distinguishing whether $\alpha = 2\beta$ or $\alpha \neq 2\beta$. In the first case we take $v := \sqrt{\gamma} \psi$ and, recalling that $\mu := \alpha - \beta$, we obtain the following fractional elliptic cooperative system,

$$
\begin{align*}
\left\{ 
\begin{array}{ll}
(-\Delta)^{\beta} u &= \sqrt{\gamma} v + |u|^{p-1}u, & \text{in } \Omega, \\
(-\Delta)^{\beta} v &= \sqrt{\gamma} u, & \text{in } \Omega, \\
(u, v) &= (0,0) & \text{on } \partial \Omega,
\end{array}
\right.
\end{align*}
$$

whose associated energy functional is

$$
\mathcal{J}_\gamma^\beta (u, v) = \frac{1}{2} \int_\Omega |(-\Delta)^{\beta} u|^2 dx + \frac{1}{2} \int_\Omega |(-\Delta)^{\beta} v|^2 dx - \sqrt{\gamma} \int_\Omega uv dx - \frac{1}{p+1} \int_\Omega |u|^{p+1} dx.
$$

In the second case, $\alpha \neq 2\beta$, taking $v = \gamma^{\beta/\alpha} \psi$ we obtain the system,

$$
\begin{align*}
\left\{ 
\begin{array}{ll}
(-\Delta)^{\mu} u &= \gamma^{1-\beta/\alpha} v + |u|^{p-1}u, & \text{in } \Omega, \\
(-\Delta)^{\beta} v &= \sqrt{\gamma} u, & \text{in } \Omega, \\
(u, v) &= (0,0) & \text{on } \partial \Omega,
\end{array}
\right.
\end{align*}
$$

Since the former system is still not variational, we transform it into the following variational system,

$$
\begin{align*}
\left\{ 
\begin{array}{ll}
\frac{1}{\gamma^{1-\beta/\alpha}} (-\Delta)^{\mu} u &= v + \frac{1}{\gamma^{1-\beta/\alpha}} |u|^{p-1}u, & \text{in } \Omega, \\
\frac{1}{\gamma^{\beta/\alpha}} (-\Delta)^{\beta} v &= u, & \text{in } \Omega, \\
(u, v) &= (0,0) & \text{on } \partial \Omega,
\end{array}
\right.
\end{align*}
$$

whose associated functional is

$$
\begin{align*}
\mathcal{J}_\gamma^{\alpha, \beta} (u, v) &= \frac{1}{2\gamma^{1-\beta/\alpha}} \int_\Omega |(-\Delta)^{\mu} u|^2 dx + \frac{1}{2\gamma^{\beta/\alpha}} \int_\Omega |(-\Delta)^{\beta} v|^2 dx - \int_\Omega uv dx \\
&\qquad - \frac{1}{(p+1)\gamma^{1-\beta/\alpha}} \int_\Omega |u|^{p+1} dx.
\end{align*}
$$

We will use the equivalence between problem $\left[ P_\gamma \right]$ and systems $\left[ S_\gamma^\beta \right]$ and $\left[ S_\gamma^{\alpha, \beta} \right]$ to surpass the difficulties that arise while working with the inverse fractional Laplace operator $(-\Delta)^{-\beta}$. In particular, this approach will help us to avoid ascertaining explicit estimations for this inverse term. On the other hand, to overcome the usual difficulties that appear when dealing with fractional Laplace operators we will use the ideas of Caffarelli and Silvestre [7], together with those performed in [11], giving an equivalent definition of the fractional operator $(-\Delta)^{\mu}$ in a bounded domain $\Omega$ by means of an auxiliary problem that we will introduce below. Associated with the domain $\Omega$ let us consider the cylinder $C_\Omega = \Omega \times (0, \infty) \subset \mathbb{R}^N_{+1}$ called extension cylinder. Moreover, we denote by $(x, y)$ the points belonging to $C_\Omega$ and with $\partial_\Omega C_\Omega = \partial \Omega \times (0, \infty)$ the lateral boundary of the extension cylinder. Thus, given a function $u \in H^s_0(\Omega)$, define the $\mu$-harmonic
extension function $w$, denoted by $w := E_\mu[u]$, as the solution to problem,

$$
\begin{cases}
-\text{div}(y^{1-2\mu}\nabla w) = 0 & \text{in } C_\Omega, \\
w = 0 & \text{on } \partial_L C_\Omega, \\
w(x, 0) = u(x) & \text{in } \Omega \times \{y = 0\}.
\end{cases}
$$

This extension function $w$ belongs to the space

$$
\mathcal{X}_0^\mu(C_\Omega) = C_0^\infty(\Omega \times [0, \infty)) \| \| \mathcal{X}_0^\mu(C_\Omega), \text{ with } \|w\|_{\mathcal{X}_0^\mu(C_\Omega)}^2 = \kappa_\mu \int_{C_\Omega} y^{1-2\mu}\|\nabla w(x, y)\|^2 \, dxdy.
$$

With that constant $\kappa_\mu$, whose precise value can be seen in [4], the extension operator is an isometry, critical point $s$ of the functional and the extension function $w$ in the case $\Omega = \mathbb{R}$ belongs to the space $H_0^\mu(\Omega)$ and $\mathcal{X}_0^\mu(C_\Omega)$ in the sense

$$
\|E_\mu[\varphi]\|_{\mathcal{X}_0^\mu(C_\Omega)} = \|\varphi\|_{H_0^\mu(\Omega)}, \text{ for all } \varphi \in H_0^\mu(\Omega).
$$

The relevance of the extension function $w$ is that it is related to the fractional Laplacian of the original function through the formula

$$
\frac{\partial w}{\partial \mu} := -\kappa_\mu \lim_{y \to 0^+} y^{1-2\mu} \frac{\partial w}{\partial y} = (-\Delta)^\mu u(x).
$$

In the case $\Omega = \mathbb{R}^N$ this formulation provides us with explicit expressions for both the fractional Laplacian and the $\mu$-extension in terms of the Riesz and the Poisson kernels respectively. Precisely,

$$
(-\Delta)^\mu u(x) = d_{N,\mu} P.V. \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2\mu}} \, dy
$$

$$
w(x, y) = P_y^\mu * u(x) = c_{N,\mu} y^{2\mu} \int_{\mathbb{R}^N} \frac{u(z)}{|x - z|^2 + y^{2N+2\mu}} \, dz.
$$

For exact values of the constants $c_{N,\mu}$ and $d_{N,\mu}$ we refer to [4]. Thanks to the arguments shown above, we can reformulate problem $(\tilde{P}_\gamma)$ in terms of the extension problem as follows,

$$
(\tilde{P}_\gamma)
\begin{cases}
-\text{div}(y^{1-2\mu}\nabla w) = 0 & \text{in } C_\Omega, \\
w = 0 & \text{on } \partial_L C_\Omega, \\
\frac{\partial w}{\partial \mu} = \gamma (-\Delta)^{-\beta} w + |w|^{p-1} w & \text{in } \Omega \times \{y = 0\}.
\end{cases}
$$

Therefore, an energy or weak solution of this problem is a function $w \in \mathcal{X}_0^\mu(C_\Omega)$ satisfying

$$
\kappa_\mu \int_{C_\Omega} y^{1-2\mu} \langle \nabla w, \nabla \varphi \rangle \, dx \, dy = \int_{\Omega} \left( (\gamma (-\Delta)^{-\beta} w + |w|^{p-1} w) \varphi(x, 0) \right) \, dx, \quad \forall \varphi \in \mathcal{X}_0^\mu(C_\Omega).
$$

For any energy solution $w \in \mathcal{X}_0^\mu(C_\Omega)$ to problem $(\tilde{P}_\gamma)$, the corresponding trace function $u = Tr[w] = w(\cdot, 0)$ belongs to the space $H_0^\mu(\Omega)$ and is an energy solution for the problem $(P_\varphi)$ and vice versa. If $u \in H_0^\mu(\Omega)$ is an energy solution of $(P_\varphi)$, then $w := E_\mu[u] \in \mathcal{X}_0^\mu(C_\Omega)$ is an energy solution for $(P_\gamma)$ and, as a consequence, both formulations are equivalent. Finally, the energy functional associated with problem $(\tilde{P}_\gamma)$ is

$$
\tilde{\mathcal{F}}_\gamma(w) = \frac{\kappa_\mu}{2} \int_{C_\Omega} y^{1-2\mu} |\nabla w|^2 \, dx \, dy - \frac{\gamma}{2} \int_\Omega \left( (\gamma (-\Delta)^{-\beta} w + |w|^{p-1} w) \right) \, dx - \frac{1}{p+1} \int_\Omega |w|^{p+1} \, dx.
$$

Since the extension operator is an isometry, critical points of $\tilde{\mathcal{F}}_\gamma$ in $\mathcal{X}_0^\mu(C_\Omega)$ correspond to critical points of the functional $\mathcal{F}_\gamma$ in $H_0^\mu(\Omega)$. Indeed, arguing as in [3 Proposition 3.1], the minima of $\tilde{\mathcal{F}}_\gamma$ also correspond to the minima of the functional $\mathcal{F}_\gamma$. 

4
Another useful tool to be applied throughout this work will be the following trace inequality,

\[
\int_{C_\Omega} y^{1-2\mu} |\nabla \phi(x, y)|^2 dx dy \geq C \left( \int_{\Omega} |\phi(x, 0)|^r dx \right)^{\frac{2}{r}}, \quad \forall \phi \in \mathcal{X}_0^\mu(C_\Omega),
\]
with \(1 \leq r \leq \frac{2N}{N-2\mu}, \ N > 2\mu\). Let us notice that, since the extension operator is an isometry, inequality (1.6) is equivalent to the fractional Sobolev inequality,

\[
\int_{\Omega} |(-\Delta)^{\mu/2} \varphi|^2 dx \geq C \left( \int_{\Omega} |\varphi|^r dx \right)^{\frac{2}{r}}, \quad \forall \varphi \in H_0^\mu(\Omega),
\]
with \(1 \leq r \leq \frac{2N}{N-2\mu}, \ N > 2\mu\).

**Remark 1.1.** When \(r = 2^*_\mu\), the best constant in (1.6) will be denoted by \(S(\mu, N)\). This constant is explicit and independent of the domain \(\Omega\). Indeed, its exact value is given by the expression

\[
S(\mu, N) = \frac{2\pi^\mu \Gamma(1-\mu) \Gamma(\frac{N+2\mu}{2}) (\Gamma(\frac{N}{2}))^{\frac{2\mu}{N}}}{\Gamma(\mu) \Gamma(\frac{N-2\mu}{2}) (\Gamma(N))^\mu},
\]
and it is never achieved when \(\Omega\) is a bounded domain. Thus, we have,

\[
\int_{\mathbb{R}^{N+1}} y^{1-2\mu} |\nabla \phi(x, y)|^2 dx dy \geq S(\mu, N) \left( \int_{\mathbb{R}^N} |\phi(x, 0)|^{\frac{2N}{N-2\mu}} dx \right)^{\frac{N-2\mu}{N}} \forall \phi \in \mathcal{X}_0^\mu(\mathbb{R}^{N+1}).
\]

If \(\Omega = \mathbb{R}^N\), the constant \(S(\mu, N)\) is achieved for the family of extremal functions \(w_\varepsilon^\mu = E_\mu[v_\varepsilon^\mu]\) with

\[
v_\varepsilon^\mu(x) = \frac{\varepsilon^{-\frac{N-2\mu}{2}}}{(\varepsilon^2 + |x|^2)^{\frac{N-2\mu}{2}}},
\]
for arbitrary \(\varepsilon > 0\); see [1] for further details. Finally, combining the previous comments, the best constant in (1.7) with \(\Omega = \mathbb{R}^N\) is given then by \(\kappa_\mu S(\mu, N)\).

Although systems \((S_\gamma^{\alpha,\beta})\) and \((S_\gamma^{\alpha,\beta,\gamma})\) no longer contain an inverse term as \((-\Delta)^{-\beta}\) they still are non-local systems, with all the complications that this entails. However, we use the extension technique shown above to reformulate the non-local systems \((S_\gamma^{\alpha,\beta})\) and \((S_\gamma^{\alpha,\beta,\gamma})\) in terms of the following local systems. Taking \(w := E_\mu[u]\) and \(z := E_\beta[v]\), the extension system corresponding to \((S_\gamma^{\alpha,\beta})\) reads as

\[
\begin{cases}
-\text{div}(y^{1-2\beta} \nabla w) = 0 & \text{in } C_\Omega, \\
-\text{div}(y^{1-2\beta} \nabla z) = 0 & \text{in } C_\Omega, \\
\frac{\partial w}{\partial \nu^\beta} = \sqrt{\gamma} z + |w|^{p-1} w & \text{in } \Omega \times \{y = 0\}, \\
\frac{\partial z}{\partial \nu^\beta} = \sqrt{\gamma} w & \text{in } \Omega \times \{y = 0\}, \\
w = z = 0 & \text{on } \partial_E C_\Omega,
\end{cases}
\]

whose associated functional is

\[
\Phi_\gamma^{\beta}(w, z) = \frac{\kappa_\beta}{2} \int_{C_\Omega} y^{1-2\beta} |\nabla w|^2 dx dy + \frac{\kappa_\beta}{2} \int_{C_\Omega} y^{1-2\beta} |\nabla z|^2 dx dy - \sqrt{\gamma} \int_{\Omega} w(x, 0) z(x, 0) dx - \frac{1}{p+1} \int_{\Omega} |w(x, 0)|^{p+1} dx.
\]
Since the extension function is an isometry, critical points for the functional $\Phi_\gamma^{\alpha,\beta}$ in $X_0^\beta(\mathcal{C}_\Omega) \times X_0^\beta(\mathcal{C}_\Omega)$ correspond to critical points of $\mathcal{J}_\gamma^{\alpha,\beta}$ in $H_0^\beta(\Omega) \times H_0^\beta(\Omega)$. Moreover, arguing as in [3, Proposition 3.1], the minima of $\Phi_\gamma^{\alpha,\beta}$ also correspond to the minima of $\mathcal{J}_\gamma^{\alpha,\beta}$. Similarly, the extension system of system $(S_\gamma^{\alpha,\beta})$ reads as

$$(S_\gamma^{\alpha,\beta})$$

\[
\begin{cases}
-\text{div}(y^{1-2\beta}\nabla w) = 0 & \text{in } \mathcal{C}_\Omega, \\
-\text{div}(y^{1-2\beta}\nabla z) = 0 & \text{in } \mathcal{C}_\Omega, \\
\frac{1}{\gamma^{1-\beta/\alpha}} \frac{\partial w}{\partial \nu} = z + \frac{1}{\gamma^{1-\beta/\alpha}} |w|^{p-1}w & \text{in } \Omega \times \{y = 0\}, \\
\frac{1}{\gamma^{\beta/\alpha}} \frac{\partial z}{\partial \nu} = w & \text{in } \Omega \times \{y = 0\}, \\
w = z = 0 & \text{on } \partial \mathcal{C}_\Omega,
\end{cases}
\]

whose associated functional is

$$\Phi_\gamma^{\alpha,\beta}(w, z) = \frac{\kappa_\mu}{2\gamma^{1-\beta/\alpha}} \int_{\mathcal{C}_\Omega} y^{1-2\beta} |\nabla w|^2 \, dx \, dy + \frac{\kappa_\beta}{2\gamma^{\beta/\alpha}} \int_{\mathcal{C}_\Omega} y^{1-2\beta} |\nabla z|^2 \, dx \, dy - \int_{\Omega} w(x, 0)z(x, 0) \, dx$$

$$- \frac{1}{(p + 1)\gamma^{1-\beta/\alpha}} \int_{\Omega} w(x, 0)^{p+1} \, dx.$$

Once again, since the extension function is an isometry, critical points of $\Phi_\gamma^{\alpha,\beta}$ in $X_0^\mu(\mathcal{C}_\Omega) \times X_0^\beta(\mathcal{C}_\Omega)$ correspond to critical points of $\mathcal{J}_\gamma^{\alpha,\beta}$ in $H_0^\mu(\Omega) \times H_0^\beta(\Omega)$, and also, minima of $\Phi_\gamma^{\alpha,\beta}$ correspond to minima of $\mathcal{J}_\gamma^{\alpha,\beta}$.

Before finishing this introductory section, let us observe that problem $(P_\gamma)$ can be seen as a linear perturbation of the critical problem,

$$(1.9) \begin{cases}
(-\Delta)^\mu u = |u|^{2\mu-2}u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}$$

for which, after applying a Pohozaev-type result [4, Proposition 5.5], one can prove the non-existence of positive solutions under the star-shapeness assumption on the domain $\Omega$. Moreover, the limit case $\beta \to 0$ in problem $(P_\gamma)$ corresponds to

$$(1.10) \begin{cases}
(-\Delta)^\alpha u = \gamma u + |u|^{2\alpha-2}u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega, \quad \text{with } 0 < \alpha < 1,
\end{cases}$$

which was studied in [3], where the existence of positive solutions is proved for $N \geq 4\alpha$ if and only if $0 < \gamma < \lambda_1^\alpha$, with $\lambda_1^\alpha$ being first eigenvalue of the $(-\Delta)^\alpha$ operator under homogeneous Dirichlet boundary conditions. Note that in our situation the non-local term $\gamma(-\Delta)^{-\beta}u$ plays actually the role of $\gamma u$ in [3].

**Main results.** We ascertain the existence of positive solutions for the problem $(P_\gamma)$ depending on the positive real parameter $\gamma$. To do so, we will first show the interval of the parameter $\gamma$ for which there is the possibility of having positive solutions. Then, we use the equivalence between $(P_\gamma)$ and the systems $(S_\gamma)$ and $(S_\gamma^{\alpha,\beta})$ together with the extension technique to prove the main results of this work. Indeed, using the well-known Mountain Pass Theorem (MPT) [2], we will prove that there exists a positive solution for $(P_\gamma)$ for any $0 < \gamma < \lambda_1^\alpha$, with $\lambda_1^\alpha$ being the first eigenvalue of the $(-\Delta)^\alpha$ operator.
where \( \lambda_1^* \) is the first eigenvalue of the operator \((-\Delta)^\alpha\) under homogeneous Dirichlet boundary conditions. If \( 1 < p + 1 < 2_\mu^* \), one might apply the MPT directly since, as we will show, our problem possesses the mountain pass geometry and thanks to the compact embedding \((1.3)\) the Palais-Smale condition is satisfied for the functionals \( F_\gamma, J_\gamma^\beta \) and \( J_\gamma^{\alpha,\beta} \) (see details below in Section 2). However, at the critical exponent \( p = 2_\mu^* - 1 \), the compactness of the Sobolev embedding is lost and the problem becomes very delicate. To overcome this lack of compactness we apply a concentration-compactness argument relying on \([3, \text{Theorem 5.1}]\), which is an adaptation to the fractional setting of the classical result of P.-L. Lions \([10]\). Then we are capable of proving that, under certain conditions, the Palais-Smale condition is satisfied for the functionals \( \Phi_\gamma^\beta \) and \( \Phi_\gamma^{\alpha,\beta} \). Thus, by the arguments above, the result will also follow for the functionals \( F_\gamma, J_\gamma^\beta \) and \( J_\gamma^{\alpha,\beta} \). Consequently, we state now the main results of this paper.

**Theorem 1.1.** Assume \( 1 < p < 2_\mu^* - 1 \). Then, for every \( \gamma \in (0, \lambda_1^*) \), where \( \lambda_1^* \) is the first eigenvalue of \((-\Delta)^\alpha\) under homogeneous Dirichlet boundary conditions, there exists a positive solution for the problem \((P_\gamma)\).

**Theorem 1.2.** Assume \( p = 2_\mu^* - 1 \). Then, for every \( \gamma \in (0, \lambda_1^*) \), where \( \lambda_1^* \) is the first eigenvalue of \((-\Delta)^\alpha\) under homogeneous Dirichlet boundary conditions, there exists a positive solution for the problem \((P_\gamma)\) provided that \( N > 4\alpha - 2\beta \).

Let us observe that, even though problem \((P_\gamma)\) is a non-local but also a linear perturbation of the critical problem \((1.9)\), Theorem 1.2 addresses dimensions \( N > 4\alpha - 2\beta \), in contrast to the existence result \([3, \text{Theorem 1.2}]\) about the linear perturbation \((1.10)\), that covers the range \( N \geq 4\alpha \). In other words, the non-local term \((-\Delta)^{-\beta}u\), despite of being just a linear perturbation, has an important effect on the dimensions for which the classical Brezis–Nirenberg technique (see \([5]\)) based on the minimizers of the Sobolev constant still works. See details in Section 3.

2. Sub-critical case. Proof Theorem 1.1

In this section we carry out the proof of Theorem 1.1. This is done through the equivalence between problem \((P_\gamma)\) and systems \((S_\gamma^\beta)\) and \((S_\gamma^{\alpha,\beta})\). We note that the results proved in the sequel for the functionals \( F_\gamma, J_\gamma^\beta \) and \( J_\gamma^{\alpha,\beta} \) translate immediately in analogous results for the functionals \( \Phi_\gamma^\beta \) and \( \Phi_\gamma^{\alpha,\beta} \). First, we characterize the existence of positive solutions for problem \((P_\gamma)\) in terms of the parameter \( \gamma \). Moreover, for such characterization the following eigenvalue problem will be considered

\[
\begin{cases}
(\Delta)^\mu u = \lambda (\Delta)^{-\beta}u & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega.
\end{cases}
\]

Then, for the first eigenfunction \( \phi_1 \) of \((2.1)\), associated with the first eigenvalue \( \lambda_1^* \), we find

\[
\int_\Omega |(-\Delta)^{\frac{\mu}{2}} \phi_1|^2 dx = \lambda_1^* \int_\Omega |(-\Delta)^{\frac{-\beta}{2}} \phi_1|^2 dx,
\]

and, therefore,

\[
\lambda_1^* = \inf_{u \in H_0^\mu(\Omega)} \frac{\int_{\Omega} |(-\Delta)^{\frac{\mu}{2}} u|^2 dx}{\int_{\Omega} |(-\Delta)^{\frac{-\beta}{2}} u|^2 dx}.
\]
On the other hand, thanks to the definition of the fractional operator \((-\Delta)^\mu\), we have that 
\(\phi_1 \equiv \varphi_1\), with \(\varphi_1\) as the first eigenfunction of the Laplace operator under homogeneous Dirichlet boundary conditions. Then,

\[
(-\Delta)^\mu \phi_1 = (-\Delta)^\mu \varphi_1 = \lambda_1^\mu \varphi_1 \quad \text{and} \quad (-\Delta)^{-\beta} \phi_1 = (-\Delta)^{-\beta} \varphi_1 = \lambda_1^{-\beta} \varphi_1,
\]

with \(\lambda_1\) as the first eigenvalue of the Laplace operator under homogeneous Dirichlet boundary conditions. Hence, due to (2.1), we conclude that \(\lambda_1^\mu = \lambda_1^{\mu+\beta} = \lambda_1^\alpha\). Thus, \(\lambda_1^\mu\) coincides with the first eigenvalue of the operator \((-\Delta)^\alpha\) under homogeneous Dirichlet or Navier boundary conditions, depending on whether \(\alpha \leq 1\) or \(1 < \alpha < \beta + 1\) respectively. As a consequence, we have the following.

**Lemma 2.1.** Problem \((P_\gamma)\) does not possess a positive solution when

\[\gamma \geq \lambda_1^*\]

**Proof.** Assume that \(u\) is a positive solution of \((P_\gamma)\) and let \(\varphi_1\) be a positive first eigenfunction of the Laplace operator in \(\Omega\) under homogeneous Dirichlet boundary conditions. Taking \(\varphi_1\) as a test function for equation \((P_\gamma)\) we obtain

\[
\lambda_1^\mu \int_\Omega u \varphi_1 dx = \int_\Omega \varphi_1 (-\Delta)^\mu u dx = \gamma \int_\Omega \varphi_1 (-\Delta) \varphi_1 dx + \int_\Omega |u|^{p-1} u \varphi_1 dx \\
> \gamma \int_\Omega \varphi_1 (-\Delta)^{-\beta} \varphi_1 dx = \gamma \int_\Omega u (-\Delta)^{-\beta} \varphi_1 dx \\
= \frac{\gamma}{\lambda_1^{-\beta}} \int_\Omega u \varphi_1 dx.
\]

Hence, \(\lambda_1^\mu > \frac{\gamma}{\lambda_1^{\beta}}\), and we conclude that \(\gamma < \lambda_1^{\mu+\beta} = \lambda_1^\alpha = \lambda_1^*\), proving the lemma.

Next we check that \(F_\gamma\), as well as \(J_\gamma^\beta\) and \(J_\gamma^{\alpha,\beta}\) satisfy the MP geometry.

**Lemma 2.2.** The functionals \(F_\gamma, J_\gamma^\beta\) and \(J_\gamma^{\alpha,\beta}\) have the MP geometry.

**Proof.** For short, we prove the result for \(F_\gamma\), for the remaining functionals the result follows in a similar way. Without loss of generality, we consider a function \(g \in H_0^\mu(\Omega)\) such that \(\|g\|_{p+1} = 1\). Because of (2.2), the fractional Sobolev inequality (1.7) and (1.2), we find that for \(t > 0\),

\[
F_\gamma(tg) = \frac{t^2}{2} \int_\Omega |(-\Delta)^{\frac{\mu}{2}} g|^2 dx - \frac{\gamma t^2}{2} \int_\Omega |(-\Delta)^{-\beta} g|^2 dx - \frac{t^{p+1}}{p+1} \\
\geq \frac{t^2}{2} \int_\Omega |(-\Delta)^{\frac{\mu}{2}} g|^2 dx - \frac{\gamma t^2}{2\lambda_1^\mu} \int_\Omega |(-\Delta)^{\frac{\mu}{2}} g|^2 dx - \frac{t^{p+1}}{p+1} \\
\geq \frac{t^2}{2} \left(1 - \frac{\gamma}{\lambda_1^\mu}\right) \int_\Omega |(-\Delta)^{\frac{\mu}{2}} g|^2 dx - \frac{t^{p+1}}{C(p+1)} \int_\Omega |(-\Delta)^{\frac{\mu}{2}} g|^2 dx \\
= \|g\|_{H_0^\mu(\Omega)}^2 \left(\frac{1}{2} \left(1 - \frac{\gamma}{\lambda_1^\mu}\right) t^2 - \frac{1}{C(p+1)} \frac{t^{p+1}}{p+1}\right) > 0,
\]

for \(t > 0\) sufficiently small and \(C > 0\) is a constant coming from inequality (1.7), that is,

\[0 < t^{p-1} < \frac{C(p+1)}{2} \left(1 - \frac{\gamma}{\lambda_1^\mu}\right).
\]
Thus, the functional $F_\gamma$ has a local minimum at $u = 0$, i.e., $F_\gamma(tg) > F_\gamma(0) = 0$ for any $g \in H_0^\mu(\Omega)$ provided $t > 0$ is small enough. Furthermore, it is clear that $F_\gamma(tg) = t^2 \int_\Omega |(-\Delta)^{\frac{\mu}{2}} g|^2 dx - \frac{\gamma t^2}{2} \int_\Omega |(-\Delta)^{\frac{\mu}{2}} g|^2 dx - \frac{\gamma t^2}{p + 1}$.

Then, $F_\gamma(tg) \to -\infty$ as $t \to \infty$ and, thus, there exists $\hat{u} \in H_0^\mu(\Omega)$ such that $F_\gamma(\hat{u}) < 0$. Hence, the functional $F_\gamma$ has the mountain pass geometry.

Similarly we have the MP geometry for the extended functionals.

**Lemma 2.3.** The functionals $\Phi_\beta^\gamma$ and $\Phi_\alpha^\alpha, \beta$ have the MP geometry.

**Proof.** The proof is similar to the proof of Lemma 2.2, we only need to note that, thanks to the isometry (1.5) and the trace inequality (1.6), the extension function minimizes the norm $\| \cdot \|_{X_0^\mu(\mathcal{C}_\Omega)}$ among all the functions with the same trace on $\{y = 0\}$, i.e.,

$$
\| E_\mu[\varphi(\cdot, 0)] \|_{X_0^\mu(\mathcal{C}_\Omega)} \leq \| \varphi \|_{X_0^\mu(\mathcal{C}_\Omega)} \text{ for all } \varphi \in X_0^\mu(\mathcal{C}_\Omega).
$$

Therefore,

$$
(2.3) \quad \lambda_1^\mu = \inf_{u \in H_0^\mu(\Omega) \setminus \{0\}} \frac{\| u \|_{H_0^\mu(\Omega)}^2}{\| u \|_{L^2(\Omega)}^2} = \inf_{u \in X_0^\mu(\mathcal{C}_\Omega) \setminus \{0\}} \frac{\| u \|_{X_0^\mu(\mathcal{C}_\Omega)}^2}{\| u(\cdot, 0) \|_{L^2(\Omega)}^2}.
$$

Thus, following the arguments in the proof of Lemma 2.2, the result follows. \qed

**Definition 2.1.** Let $V$ be a Banach space. We say that $\{u_n\} \subset V$ is a Palais-Smale (PS) sequence for a functional $F$ if

$$
(2.4) \quad F(u_n) \text{ is bounded and } F'(u_n) \to 0 \text{ in } V' \text{ as } n \to \infty,
$$

where $V'$ is the dual space of $V$. Moreover, we say that $\{u_n\}$ satisfies a PS condition if

$$
(2.5) \quad \{u_n\} \text{ has a strongly convergent subsequence.}
$$

In particular, we say that the functional $F$ satisfies the PS condition at level $c$ if every PS sequence at level $c$ for $F$ satisfies the PS condition. In the subcritical range, $1 \leq p < 2^*_{\mu} - 1$, the PS condition is satisfied at any level $c$ due to the compact embedding (1.3). However, at the critical exponent $2^*_{\mu}$ the compactness in the Sobolev embedding is lost and, as we will see, the PS condition will be satisfied only for levels below certain critical level $c^*$. 

**Lemma 2.4.** Let $\{u_n\} \subset H_0^\mu(\Omega)$ be a PS sequence at level $c$ for the functional $F_\gamma$, i.e.

$$
F_\gamma(u_n) \to c, \quad F'_\gamma(u_n) \to 0, \text{ as } n \to \infty.
$$

Then, $\{u_n\}$ is bounded in $H_0^\mu(\Omega)$. 
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Proof. Since $\mathcal{F}_{\gamma}(u_n) \to 0$ in $(H_0^\mu(\Omega))'$ and $\mathcal{F}_{\gamma}(u_n) \to c$, we find that

$$\mathcal{F}_{\gamma}(u_n) - \frac{1}{p+1}(\mathcal{F}_{\gamma}(u_n)|u_n) = c + o(1) \cdot \|u_n\|_{H_0^\mu(\Omega)}.$$

That is,

$$\left(\frac{1}{2} - \frac{1}{p+1}\right) \int_{\Omega} |(-\Delta)^{\frac{\gamma}{2}} u_n|^2 \, dx - \left(\frac{1}{2} - \frac{1}{p+1}\right) \int_{\Omega} |(-\Delta)^{-\frac{\gamma}{2}} u_n|^2 \, dx = c + o(1) \cdot \|u_n\|_{H_0^\mu(\Omega)}.$$

Therefore, by (2.2), since $\gamma < \lambda_1^*$, using (1.2) we conclude that

$$0 < \left(\frac{1}{2} - \frac{1}{p+1}\right) \left(1 - \frac{\gamma}{\lambda_1^*}\right) \|u_n\|_{H_0^\mu(\Omega)}^2 \leq c + o(1) \cdot \|u_n\|_{H_0^\mu(\Omega)}.$$

Thus, the sequence $\{u_n\}$ is bounded in $H_0^\mu(\Omega)$. $\square$

Following similar ideas as in the above proof, we obtain the following two results.

**Lemma 2.5.** Let $\{(u_n, v_n)\}$ be a PS sequence at level $c$ for the functional $\mathcal{J}_\gamma^\beta$, i.e.

$$\mathcal{J}_\gamma^\beta(u_n, v_n) \to c, \quad (\mathcal{J}_\gamma^\beta)'(u_n, v_n) \to 0, \quad \text{as} \quad n \to \infty.$$

Then, $\{(u_n, v_n)\}$ is bounded in $H_0^\beta(\Omega) \times H_0^\beta(\Omega)$.

**Lemma 2.6.** Let $\{(w_n, z_n)\}$ be a PS sequence at level $c$ for the functional $\Phi_\gamma^\beta$ (resp. for the functional $\Phi_\gamma^\alpha$). Then, $\{(w_n, z_n)\}$ is bounded in $\mathcal{X}_0^\beta(\mathcal{C}_\Omega) \times \mathcal{X}_0^\beta(\mathcal{C}_\Omega)$ (resp. in $\mathcal{X}_0^\alpha(\mathcal{C}_\Omega) \times \mathcal{X}_0^\beta(\mathcal{C}_\Omega)$)

Now, we are able to prove one of the main results of this paper.

**Proof of Theorem 1.1.**

Since we are dealing with the subcritical case $1 < p < 2^* - 1$, given a PS sequence $\{u_n\} \subset H_0^\mu(\Omega)$ for the functional $\mathcal{F}_\gamma$, thanks to Lemma 2.4 and the compact inclusion (1.3), the PS condition is satisfied. Moreover, by Lemma 2.2, the functional $\mathcal{F}_\gamma$ satisfies the MP geometry. Then, due to the MPT [2] and the PS condition, the functional $\mathcal{F}_\gamma$ possesses a critical point $u \in H_0^\mu(\Omega)$. Moreover, if we define the set of paths between the origin and $\hat{u}$,

$$\Gamma := \{g \in C([0, 1], H_0^\mu(\Omega)); g(0) = 0, g(1) = \hat{u}\},$$

with $\hat{u}$ given as in Lemma 2.2 i.e. $\mathcal{F}_\gamma(\hat{u}) < 0$, then,

$$\mathcal{F}_\gamma(u) = \inf_{g \in \Gamma} \max_{\theta \in [0, 1]} \mathcal{F}_\gamma(g(\theta)) = c.$$

To show that $u > 0$, let us consider the functional,

$$\mathcal{F}_\gamma^+(u) = \mathcal{F}_\gamma(u^+),$$

where $u^+ = \max\{u, 0\}$. Repeating with minor changes the arguments carried out above, one readily shows that what was proved for the functional $\mathcal{F}_\gamma$ still holds for the functional $\mathcal{F}_\gamma^+$. Hence, it follows that $u \geq 0$ and by the Maximum Principle (see [3]), $u > 0$. $\square$

**Remark 2.1.** Once we have proved the existence of a positive solution to problem (P), due to the equivalence between (P), and systems (S_\gamma^\alpha) and (S_\gamma^\beta), we have the existence of a positive solution to both systems too.
3. Concentration-Compactness at the critical exponent.

In this subsection we focus on the critical exponent case, $p = 2\mu - 1$, proving Theorem 1.2. Our aim is to prove the PS condition for the functional $F_\gamma$ since the rest of the proof will be similar to what we performed in the previous section for the subcritical case.

First, by means of a concentration-compactness argument, we will prove that the PS condition is satisfied at levels below certain critical level $c^*$ (to be determined). Next, we construct an appropriate path whose energy is below that critical level $c^*$ and finally we will find a corresponding sequence satisfying the PS condition. Both steps are strongly based on the use of particular test functions. Hence, through this subsection we will focus on working with the extended functionals $\Phi_\gamma^{\beta}$ and $\Phi_\gamma^{\alpha,\beta}$. Once we have completed this task, since the $\beta$-harmonic extension is an isometry, given a PS sequence $\{(w_n, z_n)\} \subset X_0^\beta(\Omega) \times X_0^\beta(\Omega)$ at level $c$ for the functional $\Phi_\gamma^{\beta}$, satisfying the PS condition, it is clear that the trace sequence $\{(u_n, v_n)\} = \{Tr[w_n], Tr[z_n]\}$ belongs to $H_0^\beta(\Omega) \times H_0^\beta(\Omega)$ and is a PS sequence at the same level $c$ below certain $c^*$ for the functional $J_\gamma^{\beta}$, satisfying the PS condition. Thus, the functional $J_\gamma^{\alpha,\beta}$ satisfies the PS condition at every level $c$ below the critical level $c^*$. In a similar way we can infer that the functional $J_\gamma^{\alpha,\beta}$ satisfies the corresponding PS condition.

More specifically, by means of a concentration-compactness argument we first prove that the PS condition is satisfied for any level $c$ with

$$(c^*_\beta) \quad c < \left(\frac{1}{2} - \frac{1}{2\beta}\right) \left(\kappa_\beta S(\beta, N)\right)^{\frac{2\beta}{2\beta - 2}} = \frac{\beta}{N} \left(\kappa_\beta S(\beta, N)\right)^{\frac{N}{2\beta}} ,$$

when dealing with the functional $\Phi_\gamma^{\beta}$, and for any level

$$(c^*_\mu) \quad c < \frac{1}{\gamma^{1-\beta/\alpha}} \left(\frac{1}{2} - \frac{1}{2\mu}\right) \left(\kappa_\mu S(\mu, N)\right)^{\frac{2\mu}{2\mu - 2}} = \frac{1}{\gamma^{1-\beta/\alpha}} \frac{\mu}{N} \left(\kappa_\mu S(\mu, N)\right)^{\frac{N}{2\mu}} ,$$

when dealing with the functional $\Phi_\gamma^{\alpha,\beta}$. Next, using an appropriate cut-off version of the extremal functions (1.8) we will obtain a path below the critical levels $c^*_\beta$ and $c^*_\mu$.

3.1. PS condition under a critical level. To accomplish the first step, let us start recalling the following.

**Definition 3.1.** We say that a sequence $\{y^{1-2\mu} | \nabla w_n|^2\}_{n \in \mathbb{N}}$ is tight if for any $\eta > 0$ there exists $\rho_0 > 0$ such that

$$\int_{\{y > \rho_0\}} \int_{\Omega} y^{1-2\mu} |\nabla w_n|^2 dx dy \leq \eta, \quad \forall n \in \mathbb{N}.$$ 

In particular, since we are dealing with a system, we say that the sequence

$$\{(y^{1-2\mu} | \nabla w_n|^2, y^{1-2\beta} |\nabla z_n|^2)\}_{n \in \mathbb{N}} ,$$

is tight if for any $\eta > 0$ there exists $\rho_0 > 0$ such that

$$\int_{\{y > \rho_0\}} \int_{\Omega} y^{1-2\mu} |\nabla w_n|^2 dx dy + \int_{\{y > \rho_0\}} \int_{\Omega} y^{1-2\beta} |\nabla z_n|^2 dx dy \leq \eta, \quad \forall n \in \mathbb{N}.$$ 

Now we state the Concentration-Compactness Theorem [3, Theorem 5.1] that will be useful in the proof of the PS condition.
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Theorem 3.1. Let \( \{w_n\} \) be a weakly convergent sequence to \( w \) in \( \mathcal{X}_0^\alpha(\mathcal{C}_\Omega) \) such that the sequence \( \{y^{1-2\mu}|\nabla w_n|^2\}_{n \in \mathbb{N}} \) is tight. Let \( u_n = w_n(x,0) \) and \( u = w(x,0) \). Let \( \nu, \zeta \) be two nonnegative measures such that
\[
y^{1-2\mu}|\nabla w_n|^2 \to \zeta \quad \text{and} \quad |u_n|^{2\mu} \to \nu, \quad \text{as } n \to \infty
\]
in the sense of measures. Then there exists an index set \( I \), at most countable, points \( \{x_i\}_{i \in I} \subset \Omega \) and positive numbers \( \nu_i, \zeta_i, \) with \( i \in I \), such that,
\[
\begin{align*}
\nu &= |u|^2 \mu + \sum_{i \in I} \nu_i \delta_{x_i}, \quad \nu_i > 0, \\
\zeta &= y^{1-2\mu}|\nabla u|^2 + \sum_{i \in I} \zeta_i \delta_{x_i}, \quad \zeta_i > 0,
\end{align*}
\]
where \( \delta_{x_j} \) stands for the Dirac’s delta centered at \( x_j \) and satisfying the condition
\[
\zeta_i \geq S(\mu, N) \nu_i^{2/2\mu}.
\]

With respect to the PS condition we have the following.

Lemma 3.1. If \( p = 2_\beta^* - 1 \) the functional \( \Phi_\gamma^\beta \) satisfies the PS condition for any level \( c \) below the critical level defined by \( \left[c_\beta^*\right] \).

Proof. Let \( \{(w_n, z_n)\}_{n \in \mathbb{N}} \subset \mathcal{X}_0^\beta(\mathcal{C}_\Omega) \times \mathcal{X}_0^\beta(\mathcal{C}_\Omega) \) be a PS sequence at level \( c \) for the functional \( \Phi_\gamma^\beta \), i.e.
\[
\Phi_\gamma^\beta(w_n, z_n) \to c < c_\beta^* \quad \text{and} \quad \left(\Phi_\gamma^\beta\right)'(w_n, z_n) \to 0.
\]
From (3.1) and Lemma 2.6 we get that the sequence \( \{(w_n, z_n)\}_{n \in \mathbb{N}} \) is uniformly bounded in \( \mathcal{X}_0^\beta(\mathcal{C}_\Omega) \times \mathcal{X}_0^\beta(\mathcal{C}_\Omega) \), in other words, there exists a finite \( M > 0 \) such that
\[
||w_n||_{\mathcal{X}_0^\beta(\mathcal{C}_\Omega)} + ||z_n||_{\mathcal{X}_0^\beta(\mathcal{C}_\Omega)} \leq M,
\]
and, as a consequence, we can assume that, up to a subsequence,
\[
\begin{align*}
w_n &\rightharpoonup w \quad \text{weakly in } \mathcal{X}_0^\beta(\mathcal{C}_\Omega), \\
w_n(x,0) &\rightharpoonup w(x,0) \quad \text{strong in } L^r(\Omega), \quad 1 \leq r < 2_\beta^*, \\
w_n(x,0) &\to w(x,0) \quad \text{a.e. in } \Omega,
\end{align*}
\]
and
\[
\begin{align*}
z_n &\rightharpoonup z \quad \text{weakly in } \mathcal{X}_0^\beta(\mathcal{C}_\Omega), \\
z_n(x,0) &\rightharpoonup z(x,0) \quad \text{strong in } L^r(\Omega), \quad 1 \leq r < 2_\beta^*, \\
z_n(x,0) &\to z(x,0) \quad \text{a.e. in } \Omega.
\end{align*}
\]
Before applying Theorem 3.1 first we need to check that the PS sequence \( \{(w_n, z_n)\}_{n \in \mathbb{N}} \) is tight. To avoid any unnecessary technical details, and since the functional \( \Phi_\gamma^\beta \) is obtained as a particular case (up to a multiplication by \( \sqrt{7} \)) of the functional \( \Phi_\gamma^\alpha,\beta \) when \( \alpha = 2\beta \), we prove the following.

Lemma 3.2. A PS sequence \( \{(w_n, z_n)\}_{n \in \mathbb{N}} \subset \mathcal{X}_0^\mu(\mathcal{C}_\Omega) \times \mathcal{X}_0^\beta(\mathcal{C}_\Omega) \) at level \( c \) for the functional \( \Phi_\gamma^\alpha,\beta \) is tight.
Proof. The proof is similar to the proof of Lemma 3.6 in [3], which follows some arguments contained in [1], and we include it for the reader’s convenience. By contradiction, suppose that there exists \( \eta_0 > 0 \) and \( m_0 \in \mathbb{N} \) such that for any \( \rho > 0 \) we have, up to a subsequence,

\[
\int_{\{y > \rho\}} \int_{\Omega} y^{1-2\mu} |\nabla w_n|^2 \, dx \, dy + \int_{\{y > \rho\}} \int_{\Omega} y^{1-2\beta} |\nabla z_n|^2 \, dx \, dy > \eta_0, \quad \forall m \geq m_0.
\]

Let \( \varepsilon > 0 \) be fixed (to be determined later), and let \( \rho_0 > 0 \) such that

\[
\int_{\{y > \rho_0\}} \int_{\Omega} y^{1-2\mu} |\nabla w_n|^2 \, dx \, dy + \int_{\{y > \rho_0\}} \int_{\Omega} y^{1-2\beta} |\nabla z_n|^2 \, dx \, dy < \varepsilon.
\]

Let \( j = \lceil \frac{M}{\varepsilon \kappa} \rceil \) be the integer part, with \( \kappa = \min \left\{ \frac{\kappa_{\mu}}{\gamma^{1-2\beta/\alpha}}, \frac{\kappa_{\beta}}{\gamma^{1-2\beta/\alpha}} \right\} \) and \( I_k = \{ y \in \mathbb{R}^+ : \rho_0 + k \leq y \leq \rho_0 + k + 1 \}, \) \( k = 0, 1, \ldots, j. \) Then, using (3.2),

\[
\sum_{k=0}^{j} \int_{I_k} \int_{\Omega} y^{1-2\mu} |\nabla w_n|^2 \, dx \, dy + \int_{I_k} \int_{\Omega} y^{1-2\beta} |\nabla z_n|^2 \, dx \, dy \\
\leq \int_{C_\Omega} y^{1-2\mu} |\nabla w_n|^2 \, dx \, dy + \int_{C_\Omega} y^{1-2\beta} |\nabla z_n|^2 \, dx \, dy \\
\leq \frac{M}{\kappa} < \varepsilon (j + 1).
\]

Hence, there exists \( k_0 \in \{0, 1, \ldots, j\} \) such that

\[
\int_{I_{k_0}} \int_{\Omega} y^{1-2\mu} |\nabla w_n|^2 \, dx \, dy + \int_{I_{k_0}} \int_{\Omega} y^{1-2\beta} |\nabla z_n|^2 \, dx \, dy \leq \varepsilon.
\]

Take now a smooth cut-off function

\[
X(y) = \begin{cases} 
0 & \text{if } y \leq r + k_0, \\
1 & \text{if } y \geq r + k_0 + 1,
\end{cases}
\]

and define \((t_n, s_n) = (X(y)w_n, X(y)z_n)\). Then

\[
\left| \left( \Phi_{\beta, \gamma}^{\alpha, \theta} \right)'(w_n, z_n) - \left( \Phi_{\beta, \gamma}^{\alpha, \theta} \right)'(t_n, s_n) \right| \\
= \frac{\kappa_{\mu}}{\gamma^{1-2\beta/\alpha}} \int_{C_\Omega} y^{1-2\mu} (\nabla (w_n - t_n), \nabla t_n) \, dx \, dy + \frac{\kappa_{\beta}}{\gamma^{1-2\beta/\alpha}} \int_{C_\Omega} y^{1-2\beta} (\nabla (z_n - s_n), \nabla s_n) \, dx \, dy \\
= \frac{\kappa_{\mu}}{\gamma^{1-2\beta/\alpha}} \int_{I_{k_0}} \int_{\Omega} y^{1-2\mu} (\nabla (w_n - t_n), \nabla t_n) \, dx \, dy + \frac{\kappa_{\beta}}{\gamma^{1-2\beta/\alpha}} \int_{I_{k_0}} \int_{\Omega} y^{1-2\beta} (\nabla (z_n - s_n), \nabla s_n) \, dx \, dy.
\]

Now, because of the Cauchy-Schwarz inequality, inequality \([3.6]\) and the compact inclusion\(^1\),

\( H^1(I_{k_0} \times \Omega, y^{1-2\mu} \, dx \, dy) \times H^1(I_{k_0} \times \Omega, y^{1-2\beta} \, dx \, dy) \hookrightarrow L^2(I_{k_0} \times \Omega, y^{1-2\mu} \, dx \, dy) \times L^2(I_{k_0} \times \Omega, y^{1-2\beta} \, dx \, dy) \),

\( ^1\)Let us recall that \( \beta \in (0, 1) \) and \( \mu := \alpha - \beta \in (0, 1) \) thus, the weights \( w_1(x, y) = y^{1-2\mu} \) and \( w_2(x, y) = y^{1-2\beta} \) belongs to the Muckenhoupt class \( A_2 \). We refer to [3] for the precise definition as well as some useful properties of the weights belonging to the Muckenhoupt classes \( A_p \).
it follows that,
\[
\left| \left\langle \left( \Phi^{\alpha,\beta}_\gamma \right)'(w_n, z_n) - \left( \Phi^{\alpha,\beta}_\gamma \right)'(t_n, s_n) \right| (t_n, s_n) \right|
\]
\[
\leq \frac{\kappa_\mu}{\gamma^{1-\beta/\alpha}} \left( \int_{I_{k_0}} \int_\Omega y^{1-2\mu} |\nabla (w_n - t_n)|^2 dxdy \right)^{1/2} \left( \int_{I_{k_0}} \int_\Omega y^{1-2\mu} |\nabla t_n|^2 dxdy \right)^{1/2}
\]
\[
+ \frac{\kappa_\beta}{\gamma^{\beta/\alpha}} \left( \int_{I_{k_0}} \int_\Omega y^{1-2\beta} |\nabla (z_n - s_n)|^2 dxdy \right)^{1/2} \left( \int_{I_{k_0}} \int_\Omega y^{1-2\beta} |\nabla s_n|^2 dxdy \right)^{1/2}
\]
\[
\leq \max \left\{ \frac{\kappa_\mu}{\gamma^{1-\beta/\alpha}}, \frac{\kappa_\beta}{\gamma^{\beta/\alpha}} \right\} \varepsilon \leq C \varepsilon,
\]
where \( C := c \max \left\{ \frac{\kappa_\mu}{\gamma^{1-\beta/\alpha}}, \frac{\kappa_\beta}{\gamma^{\beta/\alpha}} \right\} > 0 \). On the other hand, by (3.1),
\[
\left| \left\langle \left( \Phi^{\alpha,\beta}_\gamma \right)'(t_n, s_n) \right| (t_n, s_n) \right| \leq c_1 \varepsilon + o(1),
\]
with \( c_1 \) a positive constant. Thus, we conclude
\[
\int_{\{y > r + k_0 + 1\}} \int_\Omega y^{1-2\mu} |\nabla w_n|^2 dxdy + \int_{\{y > r + k_0 + 1\}} \int_\Omega y^{1-2\beta} |\nabla z_n|^2 dxdy
\]
\[
\leq \int_{\mathcal{C}_\Omega} y^{1-2\mu} |\nabla t_n|^2 dxdy + \int_{\mathcal{C}_\Omega} y^{1-2\beta} |\nabla s_n|^2 dxdy
\]
\[
\leq \frac{1}{\kappa} \left( \left\langle \left( \Phi^{\alpha,\beta}_\gamma \right)'(t_n, s_n) \right| (t_n, s_n) \right) \leq C \varepsilon,
\]
in contradiction with (3.5). Hence, the sequence is tight. \( \square \)

**Continuation proof Lemma [3.1]** Once we have proved that the PS sequence
\[
\{(w_n, z_n)\}_{n \in \mathbb{N}} \subset X_0^\beta(\mathcal{C}_\Omega) \times X_0^\beta(\mathcal{C}_\Omega),
\]
is tight, we can apply Theorem 3.1. Consequently, up to a subsequence, there exists an at most countable set \( I \), a sequence of points \( \{x_i\}_{i \in I} \subset \Omega \) and non-negative real numbers \( \nu_i \) and \( \zeta_i \) such that
- \(|u_n|^{2\beta} \to \nu = |u|^{2\beta} + \sum_{i \in I} \nu_i \delta_{x_i} , \)
- \(y^{1-2\beta} |\nabla w_n|^2 \to \zeta = y^{1-2\beta} |\nabla w|^2 + \sum_{i \in I} \zeta_i \delta_{x_i} , \)
- \(y^{1-2\beta} |\nabla z_n|^2 \to \tilde{\zeta} = y^{1-2\beta} |\nabla z|^2 + \sum_{i \in I} \tilde{\zeta}_i \delta_{x_i} , \)

where \( \delta_{x_i} \) is the Dirac’s delta centered at \( x_i \) and satisfying
\[
\zeta_i \geq S(\mu, N) \nu_i^{2/2^*_\mu}.
\]
We fix \( j \in I \) and we let \( \phi \in C_0^\infty(\mathbb{R}^{N+1}_+) \) be a non-increasing smooth cut-off function verifying
\( \phi = 1 \) in \( B_1^+(x_j) \), \( \phi = 0 \) in \( B_2^{-}(x_j)^c \), with \( B_r^+(x_j) \subset \mathbb{R}^N \times \{ y \geq 0 \} \) the \((N+1)\)-dimensional semi-ball of radius \( r > 0 \) centered at \( x_j \). Let now \( \phi_\varepsilon(x, y) = \phi(x/\varepsilon, y/\varepsilon) \), such that \( |\nabla \phi_\varepsilon| \leq C \varepsilon \) and denote \( \Gamma_\varepsilon = B_2^{-}(x_j) \cap \{ y = 0 \} \). Therefore, since by (3.1)
\[
\left( \Phi^{\alpha,\beta}_\gamma \right)'(w_n, z_n) \to 0 \quad \text{in the dual space} \quad \left( X_0^\beta(\mathcal{C}_\Omega) \times X_0^\beta(\mathcal{C}_\Omega) \right)',
\]
\[
(3.7) \quad \zeta_i \geq S(\mu, N) \nu_i^{2/2^*_\mu}.
\]
taking the dual product in (3.8) with \((\phi, w_n, \phi z_n)\), we obtain
\[
\lim_{n \to \infty} \left( \kappa \beta \int_{C_N} y^{1-2\beta} \nabla w_n \nabla (\phi w_n) \, dx + \kappa \beta \int_{C_N} y^{1-2\beta} \nabla z_n \nabla (\phi z_n) \, dx \right) \\
- 2\sqrt{7} \int_{\Gamma_{2\varepsilon}} \phi w_n(x, 0) z_n(x, 0) \, dx - \int_{\Gamma_{2\varepsilon}} \phi z_n |w_n|^{2\beta}(x, 0) \, dx = 0.
\]
Hence,
\[
\lim_{n \to \infty} \left( \kappa \beta \int_{C_N} y^{1-2\beta} \nabla w_n \nabla (\phi w_n) \, dx + \kappa \beta \int_{C_N} y^{1-2\beta} \nabla z_n \nabla (\phi z_n) \, dx \right) \\
= \lim_{n \to \infty} \left( 2\sqrt{7} \int_{\Gamma_{2\varepsilon}} \phi w_n(x, 0) z_n(x, 0) \, dx + \int_{\Gamma_{2\varepsilon}} \phi z_n |w_n|^{2\beta}(x, 0) \, dx \right) \\
- \kappa \beta \int_{C_N} y^{1-2\beta} \phi |\nabla w_n|^{2} \, dx - \kappa \beta \int_{C_N} y^{1-2\beta} \phi |\nabla z_n|^{2} \, dx.
\]
Moreover, thanks to (3.3), (3.4) and Theorem 3.1, we find,
\[
\lim_{n \to \infty} \left( \kappa \beta \int_{C_N} y^{1-2\beta} \nabla w_n \nabla (\phi w_n) \, dx + \kappa \beta \int_{C_N} y^{1-2\beta} \nabla z_n \nabla (\phi z_n) \, dx \right) \\
= 2\sqrt{7} \int_{\Gamma_{2\varepsilon}} \phi w(x, 0) z(x, 0) \, dx + \int_{\Gamma_{2\varepsilon}} \phi z d\nu - \kappa \beta \int_{B^+_{2\varepsilon}(x_j)} \phi \, d\zeta - \kappa \beta \int_{B^+_{2\varepsilon}(x_j)} \phi \, d\tilde{\zeta}.
\]
Assume for the moment that the left hand side of (3.9) vanishes as \(\varepsilon \to 0\). Then, it follows that,
\[
0 = \lim_{\varepsilon \to 0} 2\sqrt{7} \int_{\Gamma_{2\varepsilon}} \phi w(x, 0) z(x, 0) \, dx + \int_{\Gamma_{2\varepsilon}} \phi z d\nu - \kappa \beta \int_{B^+_{2\varepsilon}(x_j)} \phi \, d\zeta - \kappa \beta \int_{B^+_{2\varepsilon}(x_j)} \phi \, d\tilde{\zeta}
= \nu_j - \kappa \beta \zeta_j - \kappa \beta \tilde{\zeta}_j,
\]
and we conclude,
\[
\nu_j = \kappa \beta \left( \zeta_j + \tilde{\zeta}_j \right).
\]
Finally, we have two options, either the compactness of the PS sequence or concentration around those points \(x_j\). In other words, either \(\nu_j = 0\), so that \(\zeta_j = \tilde{\zeta}_j = 0\) or, thanks to (3.10) and (3.7),
\(\nu_j \geq (\kappa \beta S(\beta, N))^{\frac{2\beta}{1-2\beta}}\). In case of having concentration, we find,
\[
c = \lim_{n \to \infty} \Phi^*_{\gamma} (w_n, z_n) = \lim_{n \to \infty} \Phi^*_{\gamma} (w_n, z_n) - \frac{1}{2} \left( \left( \Phi^*_{\gamma} \right)' (w_n, z_n) \right) (w_n, z_n)
= \left( \frac{1}{2} - \frac{1}{2\beta} \right) \int_{\Omega} |w(x, 0)|^{2\beta} \, dx + \left( \frac{1}{2} - \frac{1}{2\beta} \right) \nu_{k_0}
\geq \left( \frac{1}{2} - \frac{1}{2\beta} \right) (\kappa \beta S(\beta, N))^{\frac{2\beta}{1-2\beta}} = c^*_\beta,
\]
in contradiction with the hypotheses \(c < c^*_\beta\). It only remains to prove that the left hand side of (3.9) vanishes as \(\varepsilon \to 0\). Due to (3.1) and Lemma 2.6 the PS sequence \(\{ (w_n, z_n) \}_{n \in \mathbb{N}}\) is bounded.
Moreover, for $r < 2^* = \frac{2(N+1)}{N-1}$ we have the compact inclusion,
$$\mathcal{X}_0^\beta(C_\Omega) \times \mathcal{X}_0^\beta(C_\Omega) \hookrightarrow L'(C_\Omega, y^{1-2\beta} \, dx \, dy) \times L'(C_\Omega, y^{1-2\beta} \, dx \, dy).$$
Applying Hölder’s inequality with $p = \frac{N+1}{N-1}$ and $q = \frac{N+1}{2}$, we find,
$$\int_{B_\varepsilon^+(x_k)} \varepsilon^2 |\nabla \phi_\varepsilon|^2 |w_n|^2 \, dx \, dy$$
$$\leq \left( \int_{B_\varepsilon^+(x_k)} \varepsilon^2 |\nabla \phi_\varepsilon|^{N+1} \, dx \, dy \right)^{\frac{2}{N+1}} \left( \int_{B_\varepsilon^+(x_k)} \varepsilon^2 |w_n|^{\frac{N+1}{N-1}} \, dx \, dy \right)^{\frac{N-1}{N+1}}$$
$$\leq \frac{1}{\varepsilon^2} \left( \int_{B_\varepsilon^+(x_k)} \varepsilon^2 |\nabla \phi_\varepsilon|^{2N+2} \, dx \, dy \right)^{\frac{2}{N+1}} \left( \int_{B_\varepsilon^+(x_k)} \varepsilon^2 |w_n|^{\frac{2N+2}{N-1}} \, dx \, dy \right)^{\frac{N-1}{N+1}}$$
$$\leq c_0 \varepsilon^{2(2-2\beta)} \left( \int_{B_\varepsilon^+(x_k)} \varepsilon^2 |\nabla \phi_\varepsilon|^{2N+2} \, dx \, dy \right)^{\frac{2}{N+1}} \left( \int_{B_\varepsilon^+(x_k)} \varepsilon^2 |w_n|^{\frac{2N+2}{N-1}} \, dx \, dy \right)^{\frac{N-1}{N+1}}$$
$$\leq c_1 \varepsilon^{N-2\beta}.$$
for appropriate positive constants $c_0$ and $c_1$. In a similar way,
$$\int_{B_\varepsilon^+(x_k)} \varepsilon^2 |\nabla \phi_\varepsilon|^2 |z_n|^2 \, dx \, dy \leq c_2 \varepsilon^{N-2\beta}.$$
Thus, we find that,
$$0 \leq \lim_{n \to \infty} \left| \kappa_\beta \int_{C_\Omega} \varepsilon^2 (\nabla w_n, \nabla \phi_\varepsilon) \, dx \, dy + \kappa_\beta \int_{C_\Omega} \varepsilon^2 (\nabla z_n, \nabla \phi_\varepsilon) \, dx \, dy \right|$$
$$\leq \kappa_\beta \lim_{n \to \infty} \left( \int_{C_\Omega} \varepsilon^2 |\nabla w_n|^2 \, dx \, dy \right)^{1/2} \left( \int_{B_\varepsilon^+(x_k)} \varepsilon^2 |\nabla \phi_\varepsilon|^2 |w_n|^2 \, dx \, dy \right)^{1/2}$$
$$+ \kappa_\beta \lim_{n \to \infty} \left( \int_{C_\Omega} \varepsilon^2 |\nabla z_n|^2 \, dx \, dy \right)^{1/2} \left( \int_{B_\varepsilon^+(x_k)} \varepsilon^2 |\nabla \phi_\varepsilon|^2 |z_n|^2 \, dx \, dy \right)^{1/2}$$
$$\leq C \varepsilon^{\frac{N-2\beta}{2}} \to 0,$$
as $\varepsilon \to 0$ and the proof of the Lemma 3.3.1 is complete. \[ \Box \]

Next we show the corresponding result for the functional $\Phi_\gamma^\alpha \beta$. 

Lemma 3.3. If $p = 2^{*}_\mu - 1$ the functional $\Phi^{\alpha,\beta}_\gamma$ satisfies the PS condition for any level $c$ below the critical level defined by $(c^*_\mu)^\alpha$.

The proof of this result is similar to the one of Lemma 3.1 so we omit the details for short.

3.2. PS sequences under a critical level. At this point, it remains to show that we can obtain PS sequences for the functionals $\Phi_\gamma$ and $\Phi^{\alpha,\beta}_\gamma$ under the critical levels defined by $(c^*_\mu)^\alpha$ and $(c^*_\mu)^\beta$ respectively. To do so, we consider the extremal functions of the fractional Sobolev inequality (1.7), namely, given $\theta \in (0, 1)$, we set

$$u^\theta_\varepsilon(x) = \frac{\varepsilon^{N-2\theta}}{(\varepsilon^2 + |x|^2)^{\frac{N-2\theta}{2}}},$$

and $w^\theta_\varepsilon = E_\theta[u^\theta_\varepsilon]$ its $\theta$-harmonic extension. Then, since $w^\theta_\varepsilon$ is a minimizer of the Sobolev inequality, it holds

$$S(\theta, N) = \frac{\int_{\mathbb{R}^N} y^{1-2\theta} |\nabla w^\theta_\varepsilon|^2 dxdy}{\|w^\theta_\varepsilon\|_{L^{\theta^*_\gamma}(\mathbb{R}^N)}^2}.$$

We take a non-increasing smooth cut-off function $\phi_0(t) \in C^\infty_0(\mathbb{R}_+)$ such that

$$\phi_0(t) = 1 \quad \text{if} \quad 0 \leq t \leq 1/2 \quad \text{and} \quad \phi_0(t) = 0 \quad \text{if} \quad t \geq 1.$$

Assume without loss of generality that $0 \in \Omega$, $r > 0$ small enough such that $\overline{B}_r \subseteq \Omega$, and define the function $\phi_r(x, y) = \phi_0(\frac{r}{d(x, \Omega)})$ where $d(x, \Omega) = (|x|^2 + y^2)^{1/2}$. Note that $\phi_r w^\theta_\varepsilon \in X^\theta_\varepsilon(\Omega)$. We recall now the following lemma proved in [4].

Lemma 3.4. The family $\{\phi_r w^\theta_\varepsilon\}$ and its trace on $\{y = 0\}$, denoted by $\{\phi_r u^\theta_\varepsilon\}$, satisfy

$$\|\phi_r w^\theta_\varepsilon\|_{X^\theta_\varepsilon(\Omega)}^2 = \|w^\theta_\varepsilon\|_{X^\theta_0(\Omega)}^2 + O(\varepsilon^{N-2\theta})$$

and

$$\|\phi_r u^\theta_\varepsilon\|_{L^2(\Omega)}^2 = \begin{cases} C\varepsilon^{2\theta} + O(\varepsilon^{N-2\theta}) & \text{if } N > 4\theta, \\ C\varepsilon^{2\theta} |\log(\varepsilon)| & \text{if } N = 4\theta. \end{cases}$$

Remark 3.1. Since $\|u^\theta_\varepsilon\|_{L^{\theta^*_\gamma}(\mathbb{R}^N)} \sim C$ does not depend on $\varepsilon$ it follows that

$$\|\phi_r u^\theta_\varepsilon\|_{L^{\theta^*_\gamma}(\Omega)} = \|u^\theta_\varepsilon\|_{L^{\theta^*_\gamma}(\mathbb{R}^N)} + O(\varepsilon^N) = C + O(\varepsilon^N).$$

Next, we define the normalized functions,

$$\eta^\theta_\varepsilon = \frac{\phi_r w^\theta_\varepsilon}{\|\phi_r w^\theta_\varepsilon\|_{2^*_\gamma}} \quad \text{and} \quad \sigma^\theta_\varepsilon = \frac{\phi_r u^\theta_\varepsilon}{\|\phi_r u^\theta_\varepsilon\|_{2^*_\gamma}},$$

then, because of Lemma 3.4 the following estimates hold,

$$\|\eta^\theta_\varepsilon\|_{X^\theta_0(\Omega)}^2 = S(\theta, N) + O(\varepsilon^{N-2\theta}),$$

and

$$\|\sigma^\theta_\varepsilon\|_{L^2(\Omega)}^2 = \begin{cases} C\varepsilon^{2\theta} + O(\varepsilon^{N-2\theta}) & \text{if } N > 4\theta, \\ C\varepsilon^{2\theta} |\log(\varepsilon)| & \text{if } N = 4\theta. \end{cases}$$

$$\|\sigma^\theta_\varepsilon\|_{L^{\theta^*_\gamma}(\Omega)} = 1.$$
To continue, we consider

\[(3.12) \quad (\bar{w}_\varepsilon^\beta, \bar{z}_\varepsilon^\beta) = (M\eta_\varepsilon^\beta, M\rho_\varepsilon^\beta),\]

with \(\rho > 0\) to be determined and \(M \gg 1\) a constant such that \(\Phi^\beta(\bar{w}_\varepsilon^\beta, \bar{z}_\varepsilon^\beta) < 0\). Then, under this construction, we define the set of paths

\[\Gamma_\varepsilon := \{ g \in C([0, 1], X_0^\beta(C_\Omega) \times X_0^\beta(C_\Omega)) : g(0) = (0, 0), g(1) = (\bar{w}_\varepsilon^\beta, \bar{z}_\varepsilon^\beta)\},\]

and we consider the minimax values

\[c_\varepsilon = \inf_{g \in \Gamma_\varepsilon} \max_{t \in [0, 1]} \Phi^\beta_\gamma(g(t)).\]

Next we prove that, in fact, \(c_\varepsilon < c^*_\beta\) for \(\varepsilon\) small enough.

**Lemma 3.5.** Assume \(p = 2^*_\beta - 1\). Then, there exists \(\varepsilon > 0\) small enough such that,

\[(3.13) \quad \sup_{t \geq 0} \Phi^\beta_\gamma(t \bar{w}_\varepsilon^\beta, t \bar{z}_\varepsilon^\beta) < c^*_\beta,\]

provided that \(N > 6\beta\).

**Proof.** Because of \((3.11)\) with \(\theta = \beta\), it follows that

\[g(t) := \Phi^\beta_\gamma(t \bar{w}_\varepsilon^\beta, t \bar{z}_\varepsilon^\beta)\]

\[= \frac{M^2 t^2}{2} \left( \kappa_\beta \|\eta_\varepsilon^\beta\|_{L^2(\Omega)}^2 + \rho^2 \kappa_\beta \|\eta_\varepsilon^\beta\|_{L^2(\Omega)}^2 - 2\sqrt{\gamma} \|\sigma_\varepsilon^\beta\|_{L^2(\Omega)}^2 \right) - \frac{M^2 \beta t^{2\beta}}{2^*_\beta}.\]

It is clear that \(\lim_{t \to \infty} g(t) = -\infty\), therefore, the function \(g(t)\) possesses a maximum value at the point

\[t_{\gamma, \varepsilon} := \left( \frac{M^2 \left( [\kappa_\beta S(\beta, N) + O(\varepsilon^{N-2\beta})] + \rho^2 [\kappa_\beta S(\beta, N) + O(\varepsilon^{N-2\beta})] - 2\sqrt{\gamma} \|\sigma_\varepsilon^\beta\|_{L^2(\Omega)}^2 \right) }{M^{2\beta}} \right)^{\frac{1}{2^*_\beta-2}}.\]

Moreover, at this point \(t_{\gamma, \varepsilon}\),

\[g(t_{\gamma, \varepsilon}) = \left( \frac{1}{2} - \frac{1}{2^*_\beta} \right) \left( [\kappa_\beta S(\beta, N) + O(\varepsilon^{N-2\beta})] + \rho^2 [\kappa_\beta S(\beta, N) + O(\varepsilon^{N-2\beta})] - 2\sqrt{\gamma} \|\sigma_\varepsilon^\beta\|_{L^2(\Omega)}^2 \right)^{\frac{2^*_\beta}{2^*_\beta-2}}.\]

To finish it is enough to show that

\[(3.14) \quad g(t_{\gamma, \varepsilon}) < \left( \frac{1}{2} - \frac{1}{2^*_\beta} \right) (\kappa_\beta S(\beta, N))^\left[\frac{2^*_\beta}{2^*_\beta-2}\right] = c^*_\beta,\]
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holds true for $\varepsilon$ sufficiently small and making the appropriate choice of $\rho > 0$. Thus, simplifying (3.14), we are left to choose $\rho > 0$ such that

$$O(\varepsilon^{N-2\beta}) + \kappa_\beta S(\beta, N)\rho^2 + O(\varepsilon^{N-2\beta})\rho^2 < 2\sqrt{\gamma}\rho\|\sigma^\theta_\varepsilon\|_{L^2(\Omega)}^2,$$

holds true provided $\varepsilon$ is small enough. To this end, take $\rho = \varepsilon^\delta$ with $\delta > 0$ to be determined, then, since

$$O(\varepsilon^{N-2\beta}) + \kappa_\beta S(\beta, N)\varepsilon^{2\delta} + O(\varepsilon^{N-2\beta+2\delta}) = O(\varepsilon^\tau),$$

with $\tau = \min\{N - 2\beta, 2\delta, N - 2\beta + 2\delta\} = \min\{N - 2\beta, 2\delta\}$, the proof will be finished once $\delta > 0$ has been chosen such that the inequality

$$O(\varepsilon^{N-2\beta}) + \kappa_\beta S(\beta, N)\varepsilon^{2\delta} + O(\varepsilon^{N-2\beta+2\delta}) = O(\varepsilon^\tau),$$

holds true for $\varepsilon$ small enough. Now we use the estimates (3.11). Then, if $N = 4\beta$ inequality (3.15) reads

$$O(\varepsilon^\tau) < 2C\sqrt{\gamma}\varepsilon^{2\beta+\delta}|\log(\varepsilon)|.$$

Since $0 < \varepsilon \ll 1$, inequality (3.16) holds for $\tau = \min\{2\beta, 2\delta\} > 2\beta + \delta$, that is impossible and, thus, inequality (3.15) can not hold for $N = 4\beta$. On the other hand, if $N > 4\beta$ inequality (3.15) has the form,

$$O(\varepsilon^\tau) < 2C\sqrt{\gamma}\varepsilon^{2\beta+\delta}.$$

Since $\varepsilon \ll 1$, inequality (3.17) holds for $\tau = \min\{N - 2\beta, 2\delta\} > 2\beta + \delta$. Using the identity

$$\min\{a, b\} = \frac{1}{2}(a + b - |a - b|),$$

we arrive at the condition

$$N - 2\beta - |N - 2\beta - 2\delta| > 4\beta.$$

Finally, we have two options,

(1) $N - 2\beta > 2\delta$ combined with (3.18) provides us with the range,

$$N - 2\beta > 2\delta > 4\beta.$$

Then $N > 6\beta$ necessarily, so that we can choose a positive $\delta$ satisfying (3.19) and, hence, inequality (3.15) holds for $\varepsilon$ small enough.

(2) $N - 2\beta < 2\delta$ combined with (3.18) implies that $2(N - 2\beta) - 4\beta > 2\delta$, and hence,

$$2(N - 2\beta) - 4\beta > 2\delta > N - 2\beta,$$

Once again $N > 6\beta$ necessarily, so that we can choose a positive $\delta$ satisfying (3.20) and, hence, inequality (3.15) holds for $\varepsilon$ small enough.

Thus, if $N > 6\beta$ we can choose $\rho > 0$ and $\varepsilon > 0$ small enough such that (3.13) is achieved. $\square$

Now, we are in the position to conclude the proof of the second main result of the paper. First we will focus on the particular case when $\alpha = 2\beta$. Later on we will follow a similar argument to prove the results when $\alpha \neq 2\beta$. 19
Proof of Theorem 1.2. Case α = 2β.

By Lemma 2.3, the functional Φβγ satisfies the MP geometry. Because of MPT we have a PS sequence which by Lemma 3.5 satisfies that the corresponding energy level is below the critical one. Taking into account Lemma 3.1, this PS sequence satisfies the PS condition, hence we obtain a critical point (w, z) ∈ Xβ0(CΩ) × Xβ0(CΩ) for the functional Φβγ. The rest of the proof follows as in the subcritical case. □

Now, we focus on the functional Φα,βγ. For this case, we consider (3.21)

\[(\overline{w}_\varepsilon, \overline{z}_\varepsilon) = (M\eta_\mu\varepsilon, M\rho\eta_\beta\varepsilon),\]

with ρ > 0 to be determined and a constant M ≫ 1 such that Φα,βγ(\overline{w}_\varepsilon, \overline{z}_\varepsilon) < 0. Let us notice that, by definition, \[\sigma^\mu_\varepsilon\sigma^\beta_\varepsilon = \frac{\phi_\varepsilon u^\mu_\varepsilon \phi_\varepsilon u^\beta_\varepsilon}{\|\phi_\varepsilon u^\mu_\varepsilon\|_2^\mu \|\phi_\varepsilon u^\beta_\varepsilon\|_2^\beta},\]

and, since \(\mu := \alpha - \beta\), we find

\[u^\mu_\varepsilon u^\beta_\varepsilon = \frac{\varepsilon^{N-2\mu}}{(\varepsilon^2 + |x|^2)^{N-2\mu}} = \frac{\varepsilon^{N-\alpha}}{(\varepsilon^2 + |x|^2)^{N-\alpha}} = \left(\frac{\varepsilon^{N-2(\alpha/2)}}{\varepsilon^2 + |x|^2}\right)^2 = (u^{\alpha/2}_\varepsilon)^2.\]

Thus, applying (3.11) with \(\theta = \frac{\alpha}{2}\), we conclude

\[(3.22) \int_\Omega \sigma^\mu_\varepsilon \sigma^\beta_\varepsilon dx = C\|\sigma^\alpha_\varepsilon\|^2_{L^2(\Omega)} = \begin{cases} C\varepsilon^\alpha + O(\varepsilon^{N-\alpha}) & \text{if } N > 2\alpha, \\ C\varepsilon^\alpha |\log(\varepsilon)| & \text{if } N = 2\alpha. \end{cases}\]

Following the steps performed for the case α = 2β, we define the set of paths

\[\Gamma_\varepsilon := \{g \in C([0, 1], X^\mu_0(C\Omega) \times X^\beta_0(C\Omega)) : g(0) = (0, 0), g(1) = (M\eta_\mu, M\rho\eta_\beta)\},\]

and we consider the minimax values

\[c_\varepsilon = \inf_{g \in \Gamma_\varepsilon} \max_{t \in [0, 1]} \Phi^\alpha_\gamma(g(t)).\]

The final step of our scheme will be completed once we have shown that \(c_\varepsilon < c^*_\mu\) for \(\varepsilon\) small enough.

**Lemma 3.6.** Assume \(p = 2^*_\mu - 1\). Then, there exists \(\varepsilon > 0\) small enough such that,

\[(3.23) \sup_{t \geq 0} \Phi^\alpha_\gamma(t\overline{w}_\varepsilon, t\overline{z}_\varepsilon) < c^*_\mu,\]

provided that \(N > 4\alpha - 2\beta\).

The proof is similar to the one performed for Lemma 3.5, but we include it for the reader’s convenience.
Proof. Because of (3.11), it follows that
\[
g(t) := \Phi^\alpha_\tau(\mu, \gamma, \varepsilon) = \frac{M^2 t^2}{2} \left( \frac{\kappa_\mu}{\gamma^{1-\beta/\alpha}} ||\eta^\mu ||^2_{X_\tau^\alpha}(0) \right) + \frac{\rho^2 \kappa_\beta}{\gamma^{\beta/\alpha}} ||\eta^\beta ||^2_{X_\tau^\alpha}(0) - 2\|\sigma^\alpha/2\|^2_{L^2(\Omega)} - \frac{M^2 t^2}{2} \cdot \frac{\tau}{\gamma^{1-\beta/\alpha}}.
\]

It is clear that \( \lim_{t \to \infty} g(t) = -\infty \), therefore, the function \( g(t) \) possesses a maximum value at the point,
\[
t_{\gamma, \varepsilon} = \frac{(\gamma^{1-\beta/\alpha})}{M^2 t^2} \left[ \kappa_\mu S(\mu, N) + O(\varepsilon^{N-2\mu}) \right]
+ \frac{\rho^2 \kappa_\beta S(\beta, N) + O(\varepsilon^{N-2\beta})}{\gamma^{\beta/\alpha}} - 2\|\sigma^\alpha/2\|^2_{L^2(\Omega)} \right)^{\frac{1}{\gamma^{1-\beta/\alpha}}},
\]

Moreover, at this point \( t_{\gamma, \varepsilon} \),
\[
h(t_{\gamma, \varepsilon}) = \left( \frac{1}{2} - \frac{1}{\gamma^{1-\beta/\alpha}} \right)^{\frac{2}{\rho^2}} \left[ \kappa_\mu S(\mu, N) + O(\varepsilon^{N-2\mu}) \right]
+ \frac{\rho^2 \kappa_\beta S(\beta, N) + O(\varepsilon^{N-2\beta})}{\gamma^{\beta/\alpha}} - 2\|\sigma^\alpha/2\|^2_{L^2(\Omega)} \right)^{\frac{2}{\rho^2}}\gamma^{1-\beta/\alpha}.
\]

To complete the proof we must show that the inequality
\[
(3.24) \quad h(t_{\gamma, \varepsilon}) < c^\mu_{\gamma, \varepsilon} := \left( \frac{1}{2} - \frac{1}{2\gamma^{1-\beta/\alpha}} \right) (\kappa_\mu S(\mu, N))^\frac{2}{\rho^2}\gamma^{1-\beta/\alpha},
\]
holds true for \( \varepsilon \) small enough. Thus, simplifying (3.24), we are left to choose \( \rho > 0 \) such that inequality
\[
O(\varepsilon^{N-2\mu}) + \rho^2 \kappa_\beta S(\beta, N) + O(\varepsilon^{N-2\beta}) < 2\gamma^{\beta/\alpha} ||\sigma^\alpha/2||^2_{L^2(\Omega)}.
\]
holds true provided \( \varepsilon \) is small enough. To this end, take \( \rho = \varepsilon^\delta \) with \( \delta > 0 \) to be determined, therefore, since
\[
O(\varepsilon^{N-2\mu}) + \kappa_\beta S(\beta, N)\varepsilon^{2\delta} + O(\varepsilon^{N-2\beta+2\delta}) = O(\varepsilon^\tau),
\]
with \( \tau = \min\{N-2\mu, 2\delta, N-2\beta+2\delta\} = \min\{N-2\mu, 2\delta\} \), the proof will be completed once we choose \( \delta > 0 \) such that the inequality
\[
(3.25) \quad O(\varepsilon^\tau) < 2\gamma^{\beta/\alpha} ||\sigma^\alpha/2||^2_{L^2(\Omega)},
\]
holds true for \( \varepsilon \) small enough. We use once again the estimates (3.11). If \( N = 2\alpha \), because of (3.22), inequality (3.25) reads,
\[
(3.26) \quad O(\varepsilon^\tau) < 2\gamma^{\beta/\alpha} \varepsilon^{\alpha+\delta} |\log(\varepsilon)|.
\]
Since \( \varepsilon \ll 1 \), inequality (3.26) holds for \( \tau = \min\{2\alpha-2\mu, 2\delta\} = \min\{2\beta, 2\delta\} > \alpha + \delta \). Using the identity \( \min\{a, b\} = \frac{1}{2}(a + b - |a - b|) \), we find that \( \tau > \alpha + \delta \) implies \( \beta + \delta - |\beta - \delta| > \alpha + \delta \),
which is impossible because $\alpha > \beta$. Therefore, (3.25) can not hold if $N = 2\alpha$. On the other hand, if $N > 2\alpha$, inequality (3.25) has the form,

$$O(\varepsilon^\tau) < 2\gamma^{\beta/\alpha} \varepsilon^{\alpha+\delta}.$$ 

Since $\varepsilon \ll 1$, inequality (3.27) holds if and only if $\tau = \min\{N - 2\mu, 2\delta\} > \alpha + \delta$. Keeping in mind the identity $\min\{a, b\} = \frac{1}{2}(a + b - |a - b|)$, if $\tau > \alpha + \delta$ we arrive at the condition

$$N - 2\mu - |N - 2\mu - 2\delta| > 2\alpha.$$ 

Consequently, we have two options:

1) $N - 2\mu > 2\delta$ combined with (3.28) provides us with the range,

$$N - 2\mu > 2\delta > 2\alpha.$$ 

Then $N > 4\alpha - 2\beta$ necessarily, so that we can choose a positive $\delta$ satisfying (3.29) and, hence, inequality (3.25) holds for $\varepsilon$ small enough.

2) $N - 2\mu < 2\delta$ combined with (3.28) implies that $2(N - 2\mu) - 2\alpha > 2\delta$, and hence,

$$2(N - 2\mu) - 2\alpha > 2\delta > N - 2\mu.$$ 

Once again $N > 4\alpha - 2\beta$ necessarily, so that we can choose a positive $\delta$ satisfying (3.30) and, hence, inequality (3.25) holds for $\varepsilon$ small enough.

To conclude, we complete the proof of Theorem 1.2 by dealing with the remaining case $\alpha \neq 2\beta$.

**Proof of Theorem 1.2.** Case $\alpha \neq 2\beta$.

By Lemma 2.3, the functional $\Phi_{\gamma}^{\alpha,\beta}$ satisfies the MP geometry. Because of MPT we have a PS sequence which by Lemma 3.6, satisfies that the corresponding energy level is below the critical one. Taking into account Lemma 3.3, this PS sequence satisfies the PS condition, hence we obtain a critical point $(w, z) \in \mathcal{X}_0^{\mu}(C_\Omega) \times \mathcal{X}_0^{\beta}(C_\Omega)$ for the functional $\Phi_{\gamma}^{\alpha,\beta}$. The rest of the proof follows as in the subcritical case. 
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