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Abstract

Uplink power control has a strong impact on the performance of mobile communication networks. In this work, an automatic parameter planning algorithm for the standardized power control scheme in the physical uplink shared channel (PUSCH) of long term evolution LTE is proposed. The method is conceived for the network design stage, when network measurements are still not available. The proposed heuristic algorithm can handle irregular scenarios at a low computational complexity. For this purpose, the parameter planning problem in a cell is formulated analytically through the combination of multiple regular scenarios built on a per-adjacency basis. Method assessment is carried out over a static system-level simulator implementing a real scenario. Results show that the proposed method can improve average user throughput and cell-edge user throughput when compared to current vendor approaches, which provide network-wide uniform parameter settings.
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1 Introduction

Network planning plays a very important role in cellular communication networks. Before deployment, a thorough analysis must be done to achieve an adequate trade-off between capacity and coverage in the service area and predict future problems. A proper network planning avoids problems during the operational stage, minimizing (or, at least, delaying) subsequent capital investment.

Regardless of the radio access technology, cellular network planning is divided into core network planning and radio access network (RAN) planning. While the former is often only a dimensioning process, the latter entails the definition of RAN parameter settings that can be deployed in the roll-out stage. These parameters include not only physical parameters (e.g., site positions, antenna bearings, or power amplifier limits) but also logical parameters in radio resource management (RRM) algorithms. In the past, due to the complexity of finding optimal settings for each specific scenario, vendors have provided operators with safe recommended values that should work reasonably well in most cases. Thus, the flexibility given by network parameters has not been fully exploited. To solve this situation, an effort has been made in the 3rd Generation Partnership Project (3GPP) long term evolution (LTE) standard to define the requirements for automating and improving network planning. Likewise, automatic (or self-) planning has been identified by the industry as a key process in self-organizing networks (SON).

Uplink power control (ULPC) is an important RRM process in mobile networks, as it has a direct impact on received signal and interference levels, as well as on user battery consumption. This makes ULPC an ideal candidate for automated parameter planning. In practice, the variability of propagation, traffic and interference conditions make it very difficult for operators to find optimal settings for these parameters before operation. For this reason, operators usually set ULPC parameters to safe values, which are deployed network wide. As a result, sub-optimal network performance is obtained due to network irregularities. Even if this can be solved later during network operation, the provision of proper initial settings is greatly appreciated by operators.
In the literature, several power control schemes have been proposed. Fractional power control (FPC) has been selected for the physical uplink shared channel (PUSCH) in LTE [10,11]. A performance analysis of open-loop FPC is presented in [12,13]. Such an analysis is extended in [14-16] to closed-loop behavior. Later studies have evaluated more sophisticated power control schemes for LTE, which take into account interference and load conditions [17,18]. In [19], a parameter sensitivity analysis for the standardized FPC algorithm is carried out based on system-level simulations. As a result, a suboptimal parameter configuration is suggested for interference-limited and noise-limited macro-cellular scenarios. However, finding the best parameter configuration for every cell in the network is a more challenging task, since the underlying problem is a large-scale non-separable non-linear optimization problem. In [20], the adjustment of ULPC parameters in a single cell is formulated as a classical optimization problem with average throughput and cell throughput as alternative figures of merit. The latter analysis is extended to a multi-cell scenario in [21] by formulating ULPC as a non-cooperative game model. Then, a heuristic iterative optimization algorithm is proposed, where cells report UL power settings to the network management system and exchange power and interference information with their neighbor cells. In [22], a self-planning method is proposed for selecting the best parameter settings in FPC on a per-cell basis in an irregular LTE scenario. The proposal is based on an exhaustive search approach using Taguchi's method over a system-level simulator. A more computationally efficient planning method is presented in [23]. The core of the method is an analytical model that predicts the influence of the nominal power (a.k.a. power offset) and path-loss compensation factor on call acceptance probability for a given spatial user distribution. A suboptimal value of these parameters is computed on a per-cell basis by a randomized local greedy search algorithm. Alternatively, other studies consider tuning algorithms for the network operational stage. For instance, a self-tuning algorithm is proposed in [24] to dynamically adjust nominal power parameter based on overload indicator [25] so as to control the overall interference in the network. Similarly, in [26], a self-tuning algorithm for FPC is proposed based on fuzzy-reinforcement learning techniques. These self-tuning algorithms, conceived to be executed during network operation, can also be applied to network planning, provided that a system performance model is available. However, most self-tuning algorithms rely on iterations that require evaluating system performance for many different parameter settings. This iterative process is straight-forward for live networks due to the availability of performance measurements. However, this is not the case of network planning, where computations required to measure the quality of a new parameter plan at every iteration may jeopardize method scalability when large scenarios are considered. For this reason, most ULPC planning methods in the literature rely on simple analytical models for system performance assessment. To the authors' knowledge, few of them can handle irregular scenarios at a low computational cost and none of them considers closed-loop performance.

In this paper, a self-planning algorithm for ULPC parameters in the PUSCH of LTE is proposed. The self-planning algorithm determines the maximum uplink cell load, \( U_{UL} \), and the nominal PUSCH power parameter in FPC, \( P_0 \). Full path-loss compensation is assumed in this work (i.e., FPC parameter \( \alpha \) is fixed to 1), as implemented in most first vendor releases. To deal with network irregularities, the parameter tuning problem is solved on a cell-by-cell basis by aggregating the results from multiple regularized scenarios built on a per-adjacency basis. Such a regularization approach reduces the size of the solution space, thus reducing the time complexity of the method. Both open-loop and closed-loop power control performance are considered in the problem model. Method assessment is carried out over a static system-level simulator implementing a real network scenario. The main contributions of this work are as follows: a) a thorough parameter sensitivity analysis of ULPC closed-loop performance in a realistic simulated scenario and b) a self-planning method for ULPC parameters that can handle irregular scenarios at a low computational complexity and considers both open- and closed-loop ULPC performance. Similar to [23], the proposed heuristic algorithm can handle irregular scenarios while still using a semi-analytical approach. Unlike [23], the optimized parameters are the nominal power and the maximum cell load, instead of the path-loss compensation factor. More importantly, the method proposed here has better scalability and computationally efficiency due to the regularization approach. The rest of the paper is organized as follows. Section 2 outlines the LTE system model used in the planning process. Section 3 describes the design of the proposed planning algorithm. Section 4 presents simulation results obtained in a real network scenario. Finally, Section 5 presents the concluding remarks.

### 2 Uplink system model

LTE uplink comprises three physical channels: physical random access channel (PRACH), physical uplink shared channel (PUSCH), and physical uplink control channel (PUCCH) [27]. In particular, PUSCH is used to deliver user data and control information for active users in the uplink, which makes it an important component to be dimensioned and optimized. This section outlines how the main PUSCH features, namely the power control
algorithm and the physical resource block (PRB) allocation scheme, are modeled in this work.

2.1 Power control algorithm

The aim of power control is to adjust the transmit power of the user equipment (UE) to fulfill quality of service (QoS) requirements at the base station (i.e., eNodeB, eNB). The power control scheme for PUSCH combines an open-loop and a closed-loop algorithm. The former aims to compensate for slow channel variations, while the latter adapts to changes in the inter-cell interference conditions, or measurement and power amplifier errors. In the standardized algorithm [11], the UE transmit power (in dBm) is given by

\[
P_{TX} = \min \left\{ P_{\text{tx max}}, \frac{P_0 + \alpha \cdot PL}{\text{basic open-loop operating point}}, \Delta_{TF} + f(\Delta_{TPC}) + 10 \cdot \log_{10}(M_{\text{PUSCH}}) \right\},
\]

(1)

where \( P_{\text{tx max}} \) is the maximum UE transmit power, \( \alpha \) is the channel path-loss compensation factor (set to 1 in this work), \( PL \) are the propagation losses, \( M_{\text{PUSCH}} \) is the number of PRBs assigned to the UE, and \( \Delta_{TF} + f(\Delta_{TPC}) \) is a dynamic term that depends on the selected modulation scheme and power-control commands sent by the eNB. Equation 1 consists of three parts: a basic open-loop operating point, a dynamic offset controlled by closed-loop operation, and a bandwidth correction factor. The open-loop term consists of a semi-static level given by the parameter \( P_0 \) (known as nominal power), defining the average received signal level target for all UEs in a cell, and a path-loss compensation term, controlled by path-loss compensation factor, \( \alpha \). From (1), it follows that setting \( P_0 \) controls UE transmit power, thus determining the perceived signal-to-interference-plus-noise ratio (SINR) in the serving cell and the interference level in surrounding cells.

2.2 PRB allocation scheme

The PRB allocation scheme also has a strong impact on UL performance. PRB allocation is done by a scheduler in the eNB, which assigns PRBs to users so as to maximize average cell throughput while keeping cell-edge user throughput within reasonable limits. For mathematical tractability, a simplified scheduling algorithm consisting of two stages is used in this work. It is assumed that a) full spectral sharing is used (i.e., frequency reuse is 1), b) radio resources are independently allocated between cells (i.e., PRB allocation is done on a cell basis), c) users are uniformly distributed in a cell, but unevenly distributed among cells, and d) any user has infinite data to transmit (i.e., full buffer service model). In a first stage, referred to as naive scheme, a preliminary PRB assignment is made based on the open-loop power control algorithm. Thus, an estimate of the maximum number of PRBs assigned for each user is obtained, from which PRB usage and average interference levels can be predicted. Then, a second scheme, referred to as refined scheme, considers the closed-loop power control algorithm. With the latter scheme, the final PRB assignment guaranteeing a minimum SINR is computed based on interference estimates with the PRB assignment suggested by the first naive scheme. Both schemes are described next.

2.2.1 Naive scheme - interference estimation

A theoretical PRB allocation scheme is first computed based on open-loop power control. A grid of positions in a cell is defined, so that each position represents a potential user. The number of PRBs assigned to user \( k, M(k) \), is the maximum number of PRBs that can be assigned to the UE located at that point while still guaranteeing \( P_0 \) at the serving eNB, computed as

\[
M(k) = \max \left\{ \min_{M_{\text{min}}} \left( \frac{1}{\max_{\text{PUSCH}}} \cdot \frac{P_0(\text{UL}(k)) - P_0(S(k))}{\alpha} \right), \max_{\text{PUSCH}} \right\}
\]

(2)

where \( M_{\text{min}} \) and \( M_{\text{max}} \) are the minimum and maximum number of PRBs that can be assigned to the UE, defined as network wide settings, \( PL(k) \) are propagation losses (including antenna gains and path loss) for user \( k \), and \( P_0(S(k)) \) is the value of \( P_0 \) for the cell serving user \( k, S(k) \). In this work, \( M_{\text{min}}=2 \) and \( M_{\text{max}} \) ranges from 6 to 100 depending on system bandwidth [28]. The value of \( M(k) \) obtained by (2) is used to compute the transmit power for each user, \( P_{TX}(k) \), as in (1). Then, the UL interference level received at each eNB \( i, I_{UL}(i) \), is calculated as the sum of the interference from every neighbor cell \( j \) and thermal noise. The interference from each neighbor \( j \) is calculated as the average received signal level from UEs in that neighbor, weighted by the uplink cell load, \( U_{UL}(j) \). \( U_{UL}(j) \) is given by the PRB utilization ratio (i.e., the number of used PRBs divided by the number of available PRBs for a period of time). Thus,

\[
I_{UL}(i) = N_{TH} + \sum_{j \in N(i)} \left( U_{UL}(j) \cdot \frac{1}{N_u(j)} \cdot \sum_{k \in A(j)} \frac{P_{TX}(k)}{PL(k,j)} \right)
\]

(3)

where \( N_{TH} \) is the thermal noise (−119.4 dBm in this work), \( N(i) \) is the set of neighbors of cell \( i, A(j) \) is the set of users (i.e., points in the service area) of cell \( j \), \( N_u(j) \) is the number of users (locations) in the service area of \( j \), and \( P_{TX}(k) \) is the UE transmit power of user \( k \).
### 2.2.2 Refined scheme - SINR estimation

Based on estimated interference levels, a second and more accurate PRB allocation defines the maximum number of PRBs while still satisfying a minimum SINR threshold, computed as

\[
M(k) = \max \left\{ M_{\min}, \min \left( 10^{(P_{0\max} - P_{0}(k) - I_{UL}(S(k)) - \text{SINR}_{\text{th}})/10}, M_{\max} \right) \right\}
\]

(4)

where \(I_{UL}(S(k))\) is the UL interference level in cell \(S(k)\) and \(\text{SINR}_{\text{th}}\) is the minimum SINR value to be satisfied (\(-2.8\) dB in this work [28]). Equation 4 shows how the number of PRBs assigned to a user changes with radio link conditions (i.e., \(PL\) and \(I_{UL}\)). A user experiencing good radio conditions (i.e., low path-loss and low interference level) can be assigned all available PRBs, \(M_{\max}\). However, as path-loss and/or interference increases, the number of PRBs allocated to the user is reduced in (4). This PRB reduction allows a higher transmission power per PRB, and thus, the minimum SINR threshold is fulfilled.

### 2.3 Key performance indicators (KPI)

Several indicators are calculated to check user and network performance with different ULPC parameter settings. The maximum throughput per PRB achieved by a user is obtained from SINR values by the truncated Shannon bound formula [29] as

\[
TH_{\text{per PRB}}(k) = \begin{cases} 
0 & \text{SINR}(k) < \text{SINR}_{\text{th}} \backslash \text{SINR}_{\text{ini}} \cr 
\beta \cdot \log(1 + \text{SINR}(k)) & \text{SINR}_{\text{ini}} \leq \text{SINR}(k) \leq \text{SINR}_{\max}, 
\text{TH}_{\text{per PRB}}^\text{max} & \text{SINR}(k) > \text{SINR}_{\max} 
\end{cases}
\]

(5)

where \(TH_{\text{per PRB}}^\text{max}\) is the maximum throughput per PRB achievable by the codeset, \(\text{SINR}_{\text{max}}\) and \(\text{SINR}_{\text{min}}\) are SINR values where maximum and minimum throughputs are reached, and \(\beta\) is a constant. Then, the maximum achievable throughput is computed by multiplying throughput per PRB by the number of assigned PRBs obtained in (4). In this work, \(TH_{\text{per PRB}}^\text{max} = 514\) kbps, \(\text{SINR}_{\text{max}} = 14\) dB, \(\text{SINR}_{\text{min}} = -9\) dB and \(\beta = 0.6\).

Average user throughput, \(TH_{\text{avg}}\), is used as a measure of cell capacity, while cell-edge user throughput, \(TH_{\text{ce}}\), is used as a measure of cell coverage. Average user throughput is obtained as the average of individual user throughputs in the serving area of a cell, as

\[
TH_{\text{avg}}(i) = \frac{\sum_{k \in A(i)} M(k) \cdot TH_{\text{per PRB}}(k)}{N_u(i)} \cdot U_{\text{UL}}(i).
\]

(6)

A user location, \(k\), is assigned to cell \(i\) if the latter is the one providing the minimum propagation losses. Cell-edge user throughput, \(TH_{\text{ce}}(i)\), is defined as the fifth percentile of user throughput in the cell (i.e., the user throughput value exceeded by 95% of user locations in cell \(i\)).

### 3 Self-planning method

In this section, an algorithm for the automatic planning of the nominal power, \(P_0\), and maximum UL cell load, \(U_{\text{UL}}\), on a cell basis is presented. Firstly, a qualitative analysis of the influence of these parameters on network coverage and capacity is presented. Then, a preliminary parameter sensitivity analysis is performed in a regular scenario. From this quantitative analysis, the basic principles of the optimization algorithm are derived. The extension of the algorithm to deal with irregular scenarios is detailed later. With such an extension, ULPC settings can be adjusted on a per-cell basis to achieve better network performance.

#### 3.1 General considerations

In mobile communication systems, coverage and capacity cannot be optimized independently as one affects the other. Network performance is a trade-off between cell-edge users, defining system coverage, and cell-center users, which have a larger influence on system capacity. This trade-off is the subject of the coverage-capacity optimization (CCO) problem, which has been identified as a relevant SON use case by 3GPP [30].

CCO can be performed by tuning ULPC parameters. Setting the average received signal level at the eNB, \(P_0\), has a direct impact on the performance of both the adjusted cell and its surrounding cells. In the considered cell, a large value of \(P_0\) enforces high transmit power for all users. Thus, users closer to the eNB should experience higher SINR values and, consequently, better UL performance. This is translated into higher peak user throughput in the cell at the expense of more user battery consumption. In contrast, cell-edge users that are power-limited cannot increase their transmit power when increasing \(P_0\). At the same time, cell-edge users in surrounding cells experience low SINR due to increased interference level. Conversely, a low \(P_0\) value favors cell-edge users in surrounding cells at the expense of cell-center users in the adjusted cell. Alternatively, UL cell load, \(U_{\text{UL}}\), can be limited in a cell to avoid interference problems in surrounding cells. Control of \(U_{\text{UL}}\) can be implemented by traffic management procedures, such as call admission control or cell load sharing.

The optimal \(P_0\) and \(U_{\text{UL}}\) settings in a cell are highly influenced by the propagation scenario and traffic distribution in both the cell under study and its neighbors. Therefore, any CCO algorithm must consider scenario irregularities and deal with neighbor cell conditions. As a consequence, CCO becomes a large scale non-separable multivariate optimization problem, where all cells must be jointly optimized. The size of the solution space is \((N_{\text{cell}} \cdot N_{U_{\text{UL}}})^{N_C}\), where \(N_{\text{cell}}\) and \(N_{U_{\text{UL}}}\) are the number of possible values for \(P_0\) and \(U_{\text{UL}}\) parameters, and \(N_C\) is the number of cells to be planned. The large size of the solution space prevents the use of exact algorithms,
which are substituted by heuristic algorithms. To reduce the search space, some approaches only evaluate a limited set of representative parameter combinations, selected by, e.g., Taguchi’s method [22]. Other approaches build an initial solution by assuming that all cells have the same parameter settings, which is then refined by a randomized local search process, e.g., greedy search [23] or simulated annealing. Even the latter approach requires many iterations to obtain solutions of reasonable quality, since any parameter change in a cell affects the performance of surrounding cells, and each iteration requires evaluating the overall network performance in the whole scenario after every parameter change.

In this work, a different approach is followed to reduce the search space. The global multi-variate optimization problem is divided into \( N_c \) independent bi-variate optimization sub-problems (one per cell), each providing a sub-optimal solution for a cell \( i \), \( P_0(i) \) and \( U_{UL}(i) \). To decouple sub-problems, some approximation is taken to model the irregular local scenario in the cell under study by a regular one. The idea is to approximate one real and complex scenario by many simple and regular scenarios that can be solved easily and independently. Apart from reducing the solution space, regularizing the scenario has other important advantages from the computational perspective: a) the grid resolution needed to obtain accurate propagation predictions is lower for regular scenarios than for irregular ones, and b) interference calculations for neighbor cells can be replicated due to the symmetry in a regular scenario, whereas these have to be treated individually in an irregular scenario due to the lack of symmetry. The following subsections describe first the optimization process in a regular scenario and later explain the extension to irregular scenarios.

### 3.2 Regular scenario

A preliminary sensitivity analysis shows the impact of tuning \( P_0 \) and \( U_{UL} \) on network performance in a regular scenario. For this purpose, a static system-level simulator is used. The simulation scenario, shown in Figure 1, consists of one central tri-sectorized site surrounded by a first tier of tri-sectorized neighbor sites. Main simulation parameters are shown in Table 1. Performance statistics are collected only for the central cell \( i \).

Network performance is evaluated for uniform \( P_0 \) and \( U_{UL} \) settings in the scenario (i.e., all cells share the same parameter values). Figure 2 and Figure 3 show cell-edge and cell-average user throughput for cell \( i \), \( TH_{ce}(i) \) and \( TH_{avg}(i) \), with different \( P_0 \) and \( U_{UL} \) settings. Increasing \( P_0 \) leads to higher \( P_{TX}(k) \) for cell-center users, thus increasing average user throughput. This improvement is limited by the interference from users in other cells, also increasing their \( P_{TX}(k) \) in this regular scenario. Thus, \( TH_{avg}(i) \) reaches a maximum value, after which \( TH_{avg}(i) \) decreases. The largest value of \( TH_{avg}(i) \) is obtained for high values of \( P_0 \) (i.e., \(-102 \) dBm), where cell-center users can make the most of low propagation losses and received interference level is not much larger than the noise floor. In contrast, cell-edge performance quickly degrades as \( P_0 \) increases. This is due to the fact that cell-edge users reach their power limit, so that their transmit power does not change, but interference increases, as users in other cells increase their transmit power in the regular scenario. As a consequence, the maximum value for \( TH_{ce}(i) \) is reached for low values of \( P_0 \), when \( I_{UL}(i) \) is close to the noise floor.

![Figure 1 Regular scenario in the parameter sensitivity analysis.](image)

### Table 1 Simulation parameters

| Parameters                          | Settings                                      |
|------------------------------------|-----------------------------------------------|
| Spectrum allocation                | 10 MHz (50 PRBs)                              |
| Carrier frequency                  | 2 GHz                                         |
| Cell layout                        | 7 eNBs, 21 sectors, regular grid (200 m resolution). |
| Distance attenuation               | \( 133.9 + 35.2 \log_{10}(d), d \text{ in km} \) |
| Slow fading constant               | 8 dB                                          |
| Thermal noise density              | \(-174 \) dBm/Hz                               |
| Cell radius                        | 1.5 km (3 km inter-site distance)             |
| eNB antenna height                 | 30 m                                          |
| eNB antenna tilt                   | 5°                                            |
| eNB antenna pattern and gain       | 3GPP ideal [32]                               |
| Maximum UE transmit power          | 23 dBm                                       |
| Path-loss compensation factor, \( \alpha \) | 1 (full compensation)                        |
| Traffic model                      | Full buffer                                   |
Figure 2 Cell-edge throughput performance in regular scenarios with uniform $P_0$ and $U_{UL}$.

(i.e., $-119.4$ dBm). Note that small $P_0$ deviations from the optimal value cause large deviations in $TH_{ce}(i)$, but near-optimal performance in $TH_{avg}(i)$. This is evidence that the trade-off between coverage and capacity is more critical for cell-edge users.

Based on the behavior observed in Figure 2 and Figure 3, a self-planning algorithm for $P_0$ and $U_{UL}$ in a regular scenario is designed. The flow diagram of the proposed iterative algorithm is shown in Figure 4. $P_0^{(n)}$ and $U_{UL}^{(n)}$ denote parameter values in iteration $n$. The optimization engine is a simple gradient-based local optimization method, whose aim is to maximize the average user throughput, $TH_{avg}(i)$, while keeping cell-edge throughput over a minimum, $TH_{ce}(i) > TH_{ce,min}$. Such a formulation of the CCO problem can be found in the literature (e.g., [31]). For this purpose, $P_0$ and $U_{UL}$ are initially configured to arbitrarily high values (e.g., $-80$ dBm and 100%, respectively). Then, the algorithm iteratively decreases parameter values. In a first stage, when minimum cell-edge throughput is not fulfilled (i.e., $TH_{ce}(i) < TH_{ce,min}$) and maximum $TH_{ce}(i)$ value has not been reached, the optimization engine tries to increase $TH_{ce}(i)$ by decreasing $P_0$. Once coverage constraints are fulfilled (i.e., $TH_{ce}(i) \geq TH_{ce,min}$), the optimization engine keeps decreasing $P_0$ with the aim of maximizing $TH_{avg}$, until $TH_{avg}(i)$ starts to decrease (i.e., optimal $P_0$ in terms of $TH_{avg}(i)$ has been surpassed) or cell-edge throughput has become less than the minimum threshold. $U_{UL}$ is only decreased when minimum cell-edge throughput is not fulfilled. This is the case of interference-limited scenarios, consisting of very small

Figure 3 Average user throughput performance in regular scenarios with uniform $P_0$ and $U_{UL}$.
cells. Reducing $U_{UL}$ only when strictly needed is in line with operator policies, which only consider limiting the average PRB utilization in a cell under critical interference situations.

3.3 Irregular scenario

The above-described optimization algorithm is designed for a regular scenario, resulting in a solution where all cells have the same value of $P_0$ and $U_{UL}$. However, in live networks, propagation, traffic, and interference conditions greatly vary among cells. These irregularities translate into uneven parameter configuration for optimal network performance. The following paragraphs describe a method to deal with such irregularities. The method consists of four stages, namely global scenario construction, division into local regular scenarios, local problem solving, and aggregation of local solutions.

3.3.1 Global scenario construction - adjacency definition

The method starts by collecting network configuration data, consisting of site locations, antenna height, and antenna bearings (i.e., azimuth and tilt). This data is included in propagation models to define a list of relevant non co-sited neighbor cells for every cell in the scenario. Such a list is used later for regularization of local scenarios, as will be explained later.

Several options could be used to automatically define neighbors for every cell in the scenario. Relevant neighbors are usually identified by computing the contribution that every single user in each candidate neighbor cell has on the UL interference of the cell under study. In the absence of real measurements, this calculation requires computing a point-by-point path loss matrix, from which to identify cell dominance areas, which increases the computational load of the method.

For computational efficiency, a simple automatic neighbor definition algorithm is used here with planning purposes. The aim is to rank non co-sited neighbors by relevance assuming that the average path loss of all users in a neighbor cell is similar to that from neighbor eNB location. The number of neighbors must be kept within reasonable limits. An intuitive indicator for neighbor relevance in the UL, $NR_{UL}$, is defined as

$$NR_{UL}(i,j) = L(i,j) - A_H(i,j) - A_V(i,j),$$  \hspace{1cm} (7)
where $L(i,j)$ is the path loss between the cell under study $i$ and cell $j$ computed by some propagation model, and $A_H(i,j)$ and $A_v(i,j)$ are the horizontal and vertical gains for the antenna of cell $i$ to the location of eNB $j$. Roughly, the closest eNBs $j$ in terms of electrical distance tend to give the lowest $NR_{UL}(i,j)$ values and are labeled as relevant neighbors of cell $i$ (i.e., $j \in N_r(i)$, where $N_r(i)$ is the list of relevant non co-sited neighbors of cell $i$). To limit the number of relevant neighbors, neighbors $j$ having $NR_{UL}$ 10 dB larger than that of the most relevant neighbor are discarded. For the same reason, a maximum of 12 neighbors per cell is configured.

### 3.3.2 Division into local regular scenarios

Once neighbors have been defined for each cell, the optimization process can start. Global network optimization is broken down into $N_r$ local optimization sub-problems, which are solved independently. Every sub-problem is solved by the regularization of one or several local scenarios. Two alternatives are considered, depending on how the regular local scenario is built for a cell $i$:

- **Mean radius approximation (MRA):** A regular scenario, as that in Figure 1, is built for the cell under study $i$. Inter-site distance (ISD) in the regular scenario is taken from the global scenario by averaging ISDs between the site of cell $i$ and the site of its neighbors in the real irregular scenario, excluding co-sited cells. Thus, MRA assumes a single ‘average’ regular scenario per cell. Then, optimal $P_0(i)$ and $U_{UL}(i)$ values for cell $i$ are obtained by applying the optimization method described in Figure 4 to this equivalent regular scenario.

- **Adjacency-based approximation (AA):** The optimization problem for cell $i$ is broken down into $N_{neigh}(i)$ sub-problems, where $N_{neigh}(i)$ is the number of non co-sited neighbors of cell $i$ (i.e., the length of $N_r(i)$). For each pair of cells $(i,j)$, where $i$ is the optimized cell and $j$ is the selected neighbor, a regular scenario is built, as shown in Figure 5. ISD in the scenario is the one between cells $i$ and $j$ in the real network. In the figure, it is observed how the relative position (i.e., distance and antenna bearing angles) of cells in the real network is maintained. As a result of problem division, $N_{neigh}(i)$ regular scenarios are built and solved for each cell $i$.

Note that MRA needs a single optimization process per cell, whereas AA requires $N_{neigh}(i)$ optimization processes (one per neighbor). As a result, $N_{neigh}(i)$ pairs of sub-optimal $P_0$ and $U_{UL}$ values are obtained for each cell $i$, $(P_0(i,j), U_{UL}(i,j))$. Some aggregation process is then needed to obtain a single solution per cell, $(P_0(i), U_{UL}(i))$.

### 3.3.3 Aggregation of adjacency-level solutions in AA

A single value of $(P_0(i), U_{UL}(i))$ is computed from all sub-optimal solutions involving cell $i$, where cell $i$ is either source or target in the adjacency, i.e., $(P_0(i,j), U_{UL}(i,j))$ and $(P_0(i,l), U_{UL}(i,l))$. Four alternative aggregation criteria are defined, namely maximum, mean, minimum, and mixed. In each criterion, the final solution per cell is computed from adjacency-level solutions as follows:

- **Maximum method (MaM):**
  \[
  P_0(i) = \max \left\{ P_0(i,j) \middle| j \in N_r(i), l/l \in N_r(l) \right\}
  \]
  \[
  U_{UL}(i) = \max \left\{ U_{UL}(i,j) \middle| j \in N_r(i), l/l \in N_r(l) \right\}
  \]

- **Mean method (MeM):**
  \[
  P_0(i) = \frac{1}{|N_r(i)|} \sum_{j \in N_r(i)} P_0(i,j)
  \]
  \[
  U_{UL}(i) = \frac{1}{|N_r(i)|} \sum_{j \in N_r(i)} U_{UL}(i,j)
  \]

- **Minimum method (MiM):**
  \[
  P_0(i) = \min \left\{ P_0(i,j) \middle| j \in N_r(i), l/l \in N_r(l) \right\}
  \]
  \[
  U_{UL}(i) = \min \left\{ U_{UL}(i,j) \middle| j \in N_r(i), l/l \in N_r(l) \right\}
  \]

- **Mixed method (MxM).** This approach uses the maximum criterion for $P_0(i)$, defined in (8), and the minimum criterion for $U_{UL}$, defined in (13). The aim is to maximize SINR by selecting a large $P_0$ value, even if interference is thus increased. Then, the lowest $U_{UL}$ is selected to mitigate such an interference increase.

Figure 6 summarizes the whole optimization process for a cell $i$ in the AA method, including regularization on a per-adjacency basis, sub-problem solving and solution aggregation.

### 3.4 Computational complexity

The time complexity of the MRA self-planning algorithm is $O(N_r)$, since the number of sub-problems to be solved is the number of cells in the network. All of these sub-problems deal with a regular scenario, which can be solved by a simple gradient search method on a single variable.
The time complexity of the AA self-planning algorithm is also \( O(N_c) \), since the number of sub-problems grows linear with the total number of relevant non co-sited neighbors in the scenario, which is proportional to the number of cells in the network.

4 Performance analysis

The solutions of the different variants of the proposed algorithm are tested in a system-level simulator implementing a real irregular scenario. The simulator includes all UL functionalities described in Section 2. For clarity, the analysis set-up is described first and results are presented later.

4.1 Analysis setup

The considered scenario consists of 233 sites (699 cells) in a large metropolitan area. Location, azimuth, and antenna tilts are obtained from live network configuration data. ISDs range from 0.3 to 6 km. Other simulation parameters are shown in Table 1.

Five different self-planning approaches are tested. A first method uses MRA with neighbor cell selection as described in Section 3.3.1 (referred to as MRA). The other four methods use AA for dealing scenario irregularities, considering MaM, MeM, MiM, and MxM as solution aggregation criterion, respectively. To quantify the benefit of tuning ULPC parameters on a cell-by-cell basis, uniform settings (i.e., \( P_0(i) = P_0(j) \) and \( U_{UL}(i) = U_{UL}(j) \)) are also tested. In this case, a set of benchmarking solutions is constructed by selecting different combinations of \( P_0 \) and \( U_{UL} \).

To assess the value of a parameter plan, two performance indicators are used: a) as a measure of network capacity, overall average user throughput, \( TH_{avg}(i) \),...
computed by averaging $TH_{avg}(i)$ across cells in the scenario, and b) as a measure of coverage, the ratio of cells fulfilling $TH_{ce}(i) > TH_{ce,min}$ denoted as $R_{TH_{ce,min}}$. In this work, $TH_{ce,min} = 100$ kbps, based on typical operator demand.

4.2 Results
The analysis is first focused on network performance obtained with uniform parameter settings. Then, the analysis proceeds to cell-based solutions obtained by the proposed self-planning methods. Finally, execution time is analyzed.

4.2.1 Uniform parameter settings
Figure 7 shows the coverage-capacity trade-off achieved with uniform $P_0$ and $U_{UL}$ settings. Each point in the figure corresponds to a network parameter plan. Different curves correspond to different $U_{UL}$ values (i.e., 70%, 80%, 90%, and 100%) and points in the curve correspond to $P_0$ values ranging from $-125$ dBm (down and left in the figure) to $-90$ dBm (up and left). Note that network performance is better in the upper right area of the figure. Four regions are defined in every curve, corresponding to different network behaviors, denoted as zone 1 ($P_0 \geq -105$ dBm), zone 2 ($P_0 \in (-105, -115]$ dBm), zone 3 ($P_0 \in (-115, -119]$ dBm), and zone 4 ($P_0 < -119$ dBm).

When $P_0$ is extremely high (zone 1), both coverage and capacity indicators improve as $P_0$ decreases. In this situation, interference levels are well above the noise floor, so decreasing $P_0$ in a cell and its neighbors decreases interference by the same amount. As a consequence, cell-edge throughput improves, while throughput for cell-center users is maintained as both interference and desired signal level decreases. When $P_0$ is medium (zone 2), a trade-off between coverage and capacity exists. Cell-edge throughput improves as $P_0$ further decreases at the expense of degrading network average throughput. Lower values of $P_0$ (zone 3) cause interference levels fall below the noise level, so that there is no benefit on further decreasing interference. On the contrary, cell-edge throughput starts to degrade. Finally, a strong degradation in network performance occurs when $P_0$ becomes less than the noise floor, $-119.4$ dBm in this work (zone 4).

The influence of $U_{UL}$ can be seen by comparing curves in Figure 7. It is observed that curves are shifted up and left when $U_{UL}$ increases. When more UL radio resources are available, users can reach higher throughput (i.e.,
\(TH_{\text{avg}}(i)\) increases), but interference levels also increase, and hence \(R_{TH_{ce,min}}\) decreases.

4.2.2 Non-uniform parameter settings

Figure 8 compares the performance of the different self-planning proposals for cell-based ULPC parameter settings. For comparison purposes, results of uniform parameter plans are superimposed. Axis scales have been adjusted for optimal viewing in the figure. Note that MiM is not shown, since MiM experiences a very poor network performance (i.e., \(TH_{\text{avg}}(i) = 1,254\) kbps and \(R_{TH_{ce,min}} = 205/699 = 0.29\)). This is due to the fact that MiM sets \(P_0(i)\) to very low values, thus degrading SINR even for the best users. Other solutions (i.e., MaM, MeM, MxM, and MRA) perform similar to the best network performance with uniform settings (i.e., top-right in the figure). The best average throughput performance is achieved by MaM (i.e., \(TH_{\text{avg}}(i) = 5,113\) kbps), which outperforms MeM and MRA by 11.15% and 15.27%, respectively. MaM selects the maximum value of \(P_0\) and \(U_{UL}\) across adjacencies, thus achieving better overall throughput. As a drawback, interference problems are greater, as pointed out by the lower value of \(R_{TH_{ce,min}}\) compared to other methods. The best cell-edge throughput performance is achieved by MeM (i.e., \(R_{TH_{ce,min}} = 0.73\)), which outperforms MaM and MxM by 3.87% and 2.04%, respectively. Although MxM was designed as an intermediate solution between MaM and MiM, it is observed that limiting \(U_{UL}\) in MxM has a strong impact on average user throughput, which is 19.89% and 11.09% lower than those achieved by MaM and MeM, respectively. MeM outperforms all other methods, as it is the only solution achieving a coverage-capacity trade-off better than that obtained with any regular parameter setting.

4.2.3 Execution time

All methods were executed in an Intel® Xeon® computer with 3.47-GHz clock frequency and 12 GB of RAM. The time required to build the curve for uniform \(P_0\) and \(U_{UL}\) settings in the static system-level simulator was 2,500 s. In contrast, any of the self-planning methods proposed for constructing cell-based parameter plans took only 300 s in average (i.e., 0.43 s per cell).

It is also worth mentioning that, if a multi-variate exhaustive search approach is used, the addition of a new cell to an existing (i.e., already planned) scenario needs complete re-simulation of the whole scenario to build the new curve for uniform parameter settings. In
contrast, the self-planning method proposed in this work only needs solving $1 + N_{\text{neigh}}(i)$ sub-problems (i.e., the recomputation of the new cell and its relevant neighbors) with regular scenarios.

5 Conclusions
In this work, a novel self-planning algorithm for UL power control parameters in the PUSCH of LTE has been presented. In the algorithm, the global network parameter optimization problem is divided into multiple simple optimization problems, one per adjacency, where a regular scenario is assumed. In such regular scenarios, a simple gradient descent method is used to find the optimal parameter settings that maximize average user throughput while still ensuring a minimum cell-edge user throughput. Then, the best parameter settings for each cell are calculated by aggregating adjacency-level solutions. Thus, the proposed heuristic algorithm can deal with irregular scenarios at a low computational complexity, which is critical for planning large scenarios. Performance assessment has been carried out over a static system-level simulator implementing a real scenario. Results show that averaging solutions across adjacencies (i.e., MeM aggregation method) achieves the best trade-off between coverage and capacity, outperforming uniform network configurations for nominal power and UL cell load parameters.

The proposed self-planning algorithm can be implemented as part of a centralized SON system, which communicates with the network management system (NMS). For an initial operational network stage, self-configuration can be performed by automatically retrieving ULPC parameters from the NMS. Later, every time a new eNB is added, the network self-planning algorithm can be re-launched. For this purpose, the new eNB sends its location and antenna configuration parameters to the NMS, which updates network topology in the SON server. Then, the SON server computes the new ULPC parameter configuration, which is sent to NMS so that it can be retrieved by the new eNB.
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