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Abstract

In this work, we study the long time asymptotics of a coagulation model which describes the evolution of a system of particles characterized by their volume and surface area. The aggregation mechanism takes place in two stages: collision and fusion of particles. During the collision stage, the two particles merge at a contact point. The newly formed particle has volume and area equal to the sum of the respective quantities of the two colliding particles. After collision, the fusion phase begins and during it the geometry of the interacting particles is modified in such a way that the volume of the total system is preserved and the surface area is reduced. During their evolution, the particles must satisfy the isoperimetric inequality. Therefore, the distribution of particles in the volume and area space is supported in the region where \( \{ a \geq (36\pi)^{1/3}v^{2/3} \} \). We assume the coagulation kernel has a weak dependence on the area variable. We prove existence of self-similar profiles for some choices of the functions describing the fusion rate for which the particles have a shape that is close to spherical. On the other hand, for other fusion mechanisms and suitable choices of initial data, we show that the particle distribution describes a system of ramified-like particles.
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1 Introduction

Most of the works on coagulation equations assume that the particles are characterized by a single variable, usually the particle volume (or equivalent quantities like polymer length), see for instance [5, 25–27]. Nevertheless, other parameters that might provide insight about the geometry or other features of the particle are usually omitted. In this paper, we study the mathematical properties of a class of coagulation equations in which the aggregating particles are characterized by two degrees of freedom, namely the volume $v$ and the surface area $a$. This type of models was introduced in [14] (see also [13] for a detailed discussion about its properties). More precisely, the model that we consider in this paper is the following:

$$
\partial_t f(a, v, t) + \partial_a [r(a, v)(c_0 v^{\frac{3}{2}} - a) f(a, v, t)] = K[f](a, v, t), \quad c_0 := (36\pi)^{\frac{1}{3}},
$$

(1.1)

where

$$
K[f](a, v, t) := \frac{1}{2} \int_{(0, \infty) \times (0, v)} K(a - a', v - v', a', v') f(a', v', t) f(a - a', v - v', t) dv' da' - \int_{(0, \infty)^2} K(a, v, a', v') f(a, v, t) f(a', v', t) dv' da'.
$$

In this model, $f$ is the density of the particles in the space of area and volume for any given time $t \geq 0$. The coagulation operator $K[f]$ is the classical coagulation operator that was introduced by Smoluchowski (see [26]). However, a difference is the fact that this operator now describes the evolution of particles characterized by both volume and surface area. Notice that the coagulation operator gives the coagulation rate of particles which evolve according to the following mechanism:

$$
(a_1, v_1) + (a_2, v_2) \rightarrow (a_1 + a_2, v_1 + v_2).
$$

It is assumed that the particles attach to each other at their contact point and therefore in this way both the total area and volume of the particles involved in the process are preserved (see Figure 1).
The main difference between (1.1) and the standard one-dimensional coagulation model is the presence of the term \(\partial_a[r(a, v)(c_0v^{\frac{2}{3}} - a)f(a, v, t)]\). We call \(\partial_a[r(a, v)(c_0v^{\frac{2}{3}} - a)f(a, v, t)]\) the "fusion term". This describes an evolution of the particles towards a spherical shape (see Figure 1). The dynamics generated by this term preserves the total number and volume of the particles. The term \(c_0v^{\frac{2}{3}} - a\) indicates that the area of the particles tends to be reduced as long as it is larger than that of a sphere \(c_0v^{\frac{2}{3}}\). In particular, spherical particles remain spherical and they do not evolve at all due to the fusion term. This fusion mechanism holds, for example, for the merging of droplets consisting of highly viscous fluids (see [14]).

![Fig. 1](image1.png) Coagulation mechanism (left). Fusion mechanism (right)

Additionally, \(r(a, v)\) will indicate the fusion rate and describes how quickly the particles evolve towards the spherical shape and thus has units of the inverse of the fusion time. In the particular case when \(r \equiv 0\), fusion does not occur and particles attach at contact points forming a ramified-like system in time. On the contrary, if the fusion rate is much faster than the coagulation rate, the particles tend to become spherical immediately after colliding (see Figure 2). A distinction between these two cases is not possible in the standard one-dimensional model.

![Fig. 2](image2.png) Absence of fusion (left). Instantaneous fusion (right)

As stated in [14], in aerosols, changes of temperature or adding impurities to the system can lead to different fusion rates, showing that the non-spherical shape of the particles plays a significant role. The main goal of this paper is to see how much of the mathematical theory for the one-dimensional coagulation equation can be carried on to the two-dimensional case and to observe the new mathematical phenomena that this model leads us to.

We remark that the particles must satisfy the isoperimetric inequality, therefore the density \(f\) should be supported in the region where \(\{a \geq c_0v^{\frac{2}{3}}\}\). Moreover, the evolution generated by (1.1) has the property...
that it preserves the set of measures supported in this region. For simplicity, we define the set
\[
\tilde{S} := \{(a, v) \in (0, \infty)^2, a \geq c_0 v^{\frac{2}{3}}\}.
\]

To obtain a better understanding of how fusion affects interactions between particles, we can check that it gives a decrease in the total surface area. We multiply by \(a\) in (1.1) and integrate formally, obtaining
\[
\partial_t \int_{(0, \infty)^2} a f(a, v, t)da dv = \int_{(0, \infty)^2} r(a, v) [c_0 v^{\frac{2}{3}} - a] f(a, v, t)da dv \leq 0,
\]
since \(f\) is supported in the region where the isoperimetric inequality is satisfied.

We assume \(r(a, v)\) behaves like a power law of \(a\) and \(v\). This covers the case of coalescence of viscous liquid spheres (see [14]), where the fusion time depends on the diameter. For the coagulation kernel \(K\), we assume that it has a weak dependence on the surface area of the interacting particles, but it can have a power law behaviour in the volume of the coalescing particles.

It is well-known that the solutions of coagulation equations behave often as self-similar solutions. Using the fact that the solutions of (1.1) preserve the total volume of the particles, it is natural to look for solutions of (1.1) of the form:
\[
f(a, v, t) = \frac{1}{(1 + t)^{\frac{2}{3} \xi}} g \left( \frac{a}{(1 + t)^{\frac{2}{3} \xi}}, \frac{v}{(1 + t)^{\xi}} \right) \text{ for } \xi = \frac{1}{1 - \gamma}.
\]
Notice that the total surface area of solutions of the form (1.4) is not preserved, as it can be expected due to the presence of the fusion term in (1.1).

**Assumptions on the coagulation kernel**

The reason for the self-similar behavior in the case of the one-dimensional coagulation equation is that the coagulation rate scales like a power law of the particle size. In the case of particles characterized by volume and area, if the particle volume is scaled by a factor \(\lambda\) (without modifying the geometry), then the diameter is scaled with a factor \(\lambda^{\frac{1}{3}}\) and the area scales like \(\lambda^{\frac{2}{3}}\). This suggests the following assumptions for the coagulation kernel:
\[
K(\lambda^{\frac{2}{3}} a, \lambda v, \lambda^{\frac{2}{3}} a', \lambda v') = \lambda^\gamma K(a, v, a', v'),
\]
for all \((a, v, a', v') \in (0, \infty)^4, \lambda \in (0, \infty)\) and \(\gamma \in [0, 1)\). We assume \(\gamma < 1\) in order to avoid gelation and to obtain volume-conserving solutions. \(\gamma > 0\) means physically that the coagulation rate increases with the particle size.

Since collision does not change if we permute the colliding particles, i.e. \((a, v) \leftrightarrow (a', v')\), the coagulation kernel must satisfy the following symmetry property:
\[
K(a, v, a', v') = K(a', v', a, v),
\]
(1.6)
for all \((a, v, a', v') \in (0, \infty)^4\).

We work with non-negative continuous kernels on \((0, \infty)^4\) that, in addition to the properties already stated, i.e. (1.5) and (1.6), have the following bounds:

\[
K_1(v^{-\alpha}v^{\beta} + v'^{-\alpha}v'^{\beta}) \leq K(a, v, a', v') \leq K_0(v^{-\alpha}v^{\beta} + v'^{-\alpha}v'^{\beta}),
\]

for some \(K_1, K_0 > 0\), for all \(a, v, a', v'\) and for the following coefficients:

\[
\alpha > 0 \text{ and } \gamma = \beta - \alpha \in [0, 1) \text{ and } \beta \in (0, 1).
\]

Notice that condition (1.7) implies that the kernel has a weak dependence on the area variable, but \(K\) is not necessarily independent of the area variable.

Most of the results of the paper are obtained for coagulation kernels \(K\) with bounds (1.7) with \(\alpha > 0\). In that case, since the coagulation rate is very large for small particles, we can expect \(g\) (defined in (1.4)) to be bounded (and small) for small values of \(v\). In particular, for the self-similar profiles \(g\) obtained when \(\alpha > 0\), we have \(M_{0,d}(g) := \int_{(0, \infty)^2} v^d g(a, v) da dv < \infty\), for all \(d \in \mathbb{R}\). This is analogous to what happens in the one-dimensional case for the standard coagulation model, where it is known that there exists self-similar profiles for which all the moments with negative powers of \(v\) are bounded if \(\alpha > 0\). For details, see, for example [1, Chapter 10.2.4, Theorem 10.2.17] or [12]. On the contrary, for the one-dimensional coagulation equation, for coagulation kernels satisfying (1.7) with \(\alpha = 0\), the self-similar profiles can be singular for small values of \(v\) and we can expect to have boundedness only for the moments containing powers of the form \(v^d\), with \(d \geq \gamma\), cf. the previously stated result in [1]. An analogous situation takes place for the two-dimensional coagulation model considered in this paper. To illustrate this situation, we show some results concerning self-similar profiles of (1.1) for coagulation kernels \(K\) satisfying (1.7) with \(\alpha = 0\). Specifically, we restrict ourselves to the case when

\[
\alpha = 0 \text{ and } \gamma = \beta \in (0; \frac{2}{3}).
\]

The reason to restrict ourselves to the case when \(\gamma < \frac{2}{3}\) is because for this range of values it will be easier to obtain estimates for \(M_{1,0}(g) := \int_{(0, \infty)^2} a g(a, v) da dv\). Due to the isoperimetric inequality, this estimate implies an estimate for the moment \(M_{0,d^2}\). Since we expect to have estimates only for moments \(M_{0,d}\), with \(d \geq \gamma\), it is natural to assume \(\gamma < \frac{2}{3}\).

**Assumptions on the fusion kernel**

Concerning the fusion kernel \(r\), we assume that \(r \in C^{1}(\mathbb{R}^2_{>0})\) and that there exist constants \(R_0, R_1 > 0\) such that:

\[
R_0 d^\alpha v^\sigma \leq r(a, v) \leq R_1 d^\alpha v^\sigma.
\]
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for all \((a, v) \in (0, \infty)^2\) and some coefficients \(\mu, \sigma \in \mathbb{R}\).

In order to keep the self-similar structure, in other words, to have solutions of (1.1) with the particular form (1.4), we require in addition:

\[
\forall (a, v) \in (0, \infty)^2 \text{ and some coefficients } \mu, \sigma \in \mathbb{R},
\]

\[
 r(\lambda^\frac{2}{3} a, \lambda v) = \lambda^{\gamma-1} r(a, v),
\]

for all \(\lambda \in (0, \infty)\) and

\[
\frac{2}{3} \mu + \sigma = \gamma - 1.
\]

The condition (1.12) means that the fusion term and the coagulation term in (1.1) rescale in a similar manner as the particle sizes are rescaled (keeping the geometry property).

The following technical assumption on the kernel \(r\) is needed for the existence of self-similar profiles:

\[
\begin{cases}
    \partial_a r(a, v) - \mu a^{-1} r(a, v)(a - c_0 v^\frac{2}{3}) + r(a, v) \geq 0, \text{ and } \partial_a r(a, v) \leq B a^{-1} r(a, v), & \text{if } \mu > 0; \\
    \partial_a r(a, v)(a - c_0 v^\frac{2}{3}) + r(a, v) \geq 0, \text{ and } \partial_a r(a, v) \leq B a^{-1} r(a, v), & \text{if } \mu \leq 0,
\end{cases}
\]

for all \((a, v) \in (0, \infty)^2\), with \(a \geq c_0 v^\frac{2}{3}\) and for some constant \(B > 0\). A particular case used in applications that satisfies the above mentioned properties is when \(r(a, v) = a^\mu v^\sigma\), with \(\mu \geq -1\) and \(\sigma\) satisfying (1.12).

**Physical interpretation of the results**

The main result that we prove in this article is that depending on the choice of the exponents \(\mu\) and \(\sigma\), we can have different behaviors for the solutions of the described model.

For \(\mu > 0\), there exist volume-conserving self-similar solutions with the form (1.4). For these solutions, the fusion term is comparable to the coagulation term for particles of large sizes. On the other hand, we will obtain in the case when \(\mu < 0\) that we can have two different behaviors depending on the choice of initial data, see Figure 4. In particular, for some suitable initial data, the fusion term plays a negligible role compared to the coagulation operator \(K[f]\) in (1.1). We will term the long-time behavior of the particle distribution \(f\) in this case as ramification.

In order to explain why we use this terminology, it is convenient to introduce the following notation. Given \(H = H(a, v)\), we write

\[
\langle H \rangle(t) := \frac{\int_{(0, \infty)^2} H(a, v)f(a, v, t)dvda}{\int_{(0, \infty)^2} f(a, v, t)dvda}, \text{ for any time } t \geq 0.
\]

More precisely, for \(\mu < 0\) and keeping in mind that the fusion does not change the total volume, if we start with a distribution of particles for which

\[
\frac{\langle a \rangle(0)}{(\langle v \rangle(0))^\frac{2}{3}} \geq \lambda_0,
\]

then...
for $\lambda_0$ sufficiently large, then we obtain the following behavior
\[
\frac{\langle a \rangle(t)}{\langle v \rangle(t)^{\frac{2}{3}}} \to \infty \text{ as } t \to \infty.
\]

(1.14)

Notice that (1.14) implies that for most of the particles the surface area is much larger than the area of a sphere with the same volume. It is relevant to notice that in the case of self-similar solutions of (1.1) with the form (1.4), we have
\[
\frac{\langle a \rangle(t)}{\langle v \rangle(t)^{\frac{2}{3}}} \approx 1 \text{ as } t \to \infty.
\]

(1.15)

Actually, we will obtain a result stronger than (1.14). Namely, in the case $\mu < 0$, we obtain in addition
\[
\frac{c}{\langle v \rangle(0)} \leq \frac{\langle a \rangle(t)}{\langle v \rangle(t)} \leq \frac{\langle a \rangle(0)}{\langle v \rangle(0)},
\]

(1.15)

for some constant $c > 0$. Notice that (1.15) implies immediately (1.14) since, due to the coagulation of the particles, $\langle v \rangle(t) \to \infty$ as $t \to \infty$. We remark that (1.15) suggests that for most of the particles the surface area is comparable to the volume $a \approx v$, while (1.14) suggests that $a \gg v^\frac{2}{3}$ as $t \to \infty$. In particular, particles satisfying $a \gg v^\frac{2}{3}$ differ very much from spherical particles and they have a fractal-like, ramified aspect, see Figure 3.

![Fig. 3 Ramification](image)

However, if the fusion kernel $r$ is sufficiently large when $a$ and $v$ are of order one, we can obtain existence of self-similar profiles in the case $\mu < 0$. Actually, the proof covers in addition the case when $\mu = 0$, which corresponds to the case of fusion kernels considered in [14]. Thus, in the case $\mu < 0$ we find two possible scenarios, see Figure 4.

Multi-dimensional coagulation equations in the mathematical literature

One can imagine situations in which the collision kernel $K$ and the fusion kernel $r$ do not rescale in the same manner as the particle size. In such situations we can expect to have one of the terms (fusion or coagulation) to be dominant for small size particles, and the other term to be the dominant one for large
Fig. 4 Different scenarios in the case $\mu < 0$

particles. The analysis of such type of models is also interesting from the point of view of applications to material science, (see [13]).

If the fusion kernel $r$ is very large compared with the coagulation rate, we expect that the particles become spherical in very short times. Therefore, it is possible to approximate the solutions of (1.1) by means of solutions of a coagulation model depending only on the variable $v$, i.e. an one-dimensional coagulation equation. The rigorous proof of this result is presented in [4].

Coagulation equations for particle distributions characterized by a single variable have been extensively studied. In particular, the long-time behavior for coagulation equations for which solutions can be explicitly computed has been studied in detail in [21–23]. The existence of self-similar solutions for general classes of kernels has been obtained in [7, 12]. Coagulation models including drift terms have been studied in several contexts. One example is the classical Lifshitz-Slyozov-Wagner equation with encounters that was introduced in [19]. A rigorous analysis of the self-similar profiles for this model was studied in [16–18]. Models combining the effect of coagulation and particle growth have been studied extensively in the physical literature, cf. [13, Chapter 11] and [20]. Rigorous mathematical results for these models can be found in [15].

Multi-dimensional coagulation equations have not been as extensively studied in the mathematical literature as the one-dimensional coagulation model. Several discrete multi-component coagulation problems which are relevant in aerosol physics have been mentioned in [29]. A discrete version of the model in (1.1) has been studied in [30]. The model considered in there includes coagulation of particles and an effect similar to the fusion of particles in (1.1), which has been termed compaction. The diameter of the particles is restricted by the total number of monomers as well as by the isoperimetric inequality. The coagulation and the fusion rates are assumed to be constant. Due to this, the model considered in [30] is explicitly solvable using generating functions. The long-time behavior of the solutions which depends on the ratio between the fusion and coagulation kernels has been then analysed using the explicit formulas of the solutions.

In [8–10], the mathematical properties of some classes of coagulation equations describing clusters that are composed of several types of monomers with different chemical composition are analysed. More
recently, uniqueness of the solutions for the models of multi-component coagulation equations considered in [8–10] has been studied in [28].

The main differences between the models studied in these papers and our model are the following:

- The two variables used to describe the particles in this paper rescale in a different manner. Additionally, we consider coagulation kernels that do not have a strong dependence on the area variable. As a consequence, the variables describing the clusters appear in a less symmetric manner;

- The proof in [8–10] relies on the conservation of mass for each of the types of monomers. Due to the presence of the fusion term, the solutions of (1.1) do not have two conserved quantities, but only the volume is conserved.

1.1 Notations and plan of the paper

For $I \subset (0, \infty)^2$, we denote by $C_c(I)$ and $C_0(I)$ the space of continuous functions on $I$ with compact support and the space of continuous functions on $I$ which vanish at infinity, respectively, both endowed with the supremum norm. $\mathcal{M}_+(I)$ will denote the space of non-negative Radon measures, while $\mathcal{M}_{+, b}(I)$ will be the space of non-negative, bounded Radon measures, which we endow with the weak-$^*$ topology. We denote $\mathbb{R}^2 := (0, \infty)^2$.

We make in addition the following simplifications:

- We use the notation $\eta := (a, v)$. We will use interchangeably both notations for convenience.

- We keep the notation $f(a, v)dvda$ or $f(\eta)d\eta$ for Radon measures, independently of the fact the measure may not be absolutely continuous with respect to the Lebesgue measure.

- $M_{k,l}(f) := \int_{(0,\infty)^2} a^l v^k f(a, v)dvda$, for some $k, l \in \mathbb{R}$.

- For a suitably chosen $\varphi : \mathbb{R}^2_{>0} \to \mathbb{R}$ and for $(a, v, a', v') \in (0, \infty)^4$, we will denote:

$$\chi_\varphi(a, v, a', v') := \varphi(a + a', v + v') - \varphi(a, v) - \varphi(a', v');$$

$$\langle \mathbb{K}[\varphi], \varphi \rangle := \frac{1}{2} \int_{(0,\infty)^2} \int_{(0,\infty)^2} K(a, v, a', v') \chi_\varphi(a, v, a', v') f(a', v') f(a, v)dv'da'dvda.$$

- We use $C$ to denote a generic constant which may differ from line to line and depends only on the parameters characterizing the kernels $K$ and $r$.

- We use the symbols $\lesssim$ and $\gtrsim$ when the inequalities hold up to a constant, i.e. $f \lesssim g$ if and only if $f \leq Cg$. In addition, for some $N \in \mathbb{N}$, we use the notation $i = \overline{1,N}$ to mean $i \in \mathbb{N}$, $1 \leq i \leq N$. 
Structure of the paper

The structure of the paper is as follows. In Section 2, we establish the setting and state the main definitions and results.

In Section 3, we prove the existence of a self-similar solution when \( \mu > 0 \). To this end, we first need to prove well-posedness for the time-dependent problem with a truncated kernel. It turns out that it does not seem feasible to obtain uniform estimates for large values of \( a \) for the distribution \( f \) if we use approximations of solutions that are compactly supported. In order to avoid this difficulty, we work with a space where large values of the area \( a \) are controlled. Since in this space the fusion term will not be well defined, we work with a truncated version of the fusion term which increases linearly at infinity. In order to prove existence of a self-similar solution for the original problem, we need to obtain moment estimates that are uniform in the truncation parameters. The relevant moments to be estimated contain powers of \( v \) and \( a \). The moments containing only powers of \( v \) can be estimated following the ideas in [6, 7] due to the fact that the fusion term does not affect the volume of particles. Nevertheless, the adaptation of the estimates in these papers is possible in spite of the fact that we have a coagulation model with two variables due to the choice of the space of functions non-compactly supported in the variable \( a \) described before. The total area can be controlled making use of the contribution given by the fusion. This will prove to be enough to obtain existence of a self-similar profile. In Section 3, we derive in addition estimates for higher order moments using an iterative argument.

In Section 4, we show that we can have different behaviors for the solutions in the case when \( \mu < 0 \), namely the existence of self-similar profiles as well as ramification. Ramification will be obtained by deriving estimates for the moments of the solutions of the time-dependent problem. On the other hand, in order to prove the existence of self-similar profiles in this case we cannot use the methods described in Section 3. This is because of the fact that the estimates for large values of \( a \) for positive \( \mu \) are a consequence of the fast growth of the fusion ratio \( r(\eta) \), which does not take place now. We will be able in this case to replace the fast growth of \( r(\eta) \) with the presence of a sufficiently large constant in front of the fusion term.

2 Setting and main results

From the scaling (1.4), self-similar profiles with fusion satisfy formally the equation

\[
0 = \frac{8}{3} g(\eta) + \frac{2}{3} a \partial_a g(\eta) + v \partial_v g(\eta) + (1 - \gamma) \partial_a [r(\eta)(a - c_0 v^\frac{2}{3}) g(\eta)] + (1 - \gamma) \mathcal{E} [g](\eta). \tag{2.1}
\]

In particular, if \( g \) solves (2.1) and \( f \) satisfies (1.4), then \( f \) solves (1.1).

Since we work with physically relevant particles, i.e. the particles for which the isoperimetric inequality is satisfied, it is helpful to define the following space

\[
\mathcal{M}_4^1(\mathbb{R}_+^2) := \{ h \in \mathcal{M}_+(\mathbb{R}_+^2) : h(\{ a < c_0 v^\frac{2}{3} \}) = 0 \}. \tag{2.2}
\]
The superscript I stands for isoperimetric. We endow the newly-defined space with the weak-* topology on $\mathcal{M}_+(\mathbb{R}^2_{>0})$. Similarly, we denote
\begin{equation}
\mathcal{M}_+^I(\mathbb{R}^2_{>0}) := \{ h \in \mathcal{M}_+(\mathbb{R}^2_{>0}) \mid h((a < c_0 v^2)) = 0 \}. \tag{2.3}
\end{equation}
In order to study the long-time behavior for the equation (1.1), we analyse the time-dependent version of equation (2.1). We will use the following concept of weak solutions for the time-dependent problem.

**Definition 2.1.** Assume $\alpha > 0$. Let $g \in C([0, \infty); \mathcal{M}_+^I(\mathbb{R}^2_{>0}))$. We say that $g$ is a solution for the weak version of the time-dependent fusion problem in self-similar variables if, for every $T > 0$,
\[ \sup_{t \in [0, T]} \int_{(0, \infty)^2} (v^{-\alpha} + v^\beta)g(a, v, t)dvda < \infty \]
and, for all $\varphi \in C_c^1([0, \infty); \mathcal{M}_+^I(\mathbb{R}^2_{>0}))$ and $t \in [0, \infty)$
\begin{align*}
\int_0^t \int_{(0, \infty)^2} g(\eta, t)\varphi(\eta, t)d\eta - \int_0^t \int_{(0, \infty)^2} g(\eta, 0)\varphi(\eta, 0)d\eta - \int_0^t \int_{(0, \infty)^2} g(\eta, s)\partial_s \varphi(\eta, s)d\eta ds &= \\
\int_0^t \int_{(0, \infty)^2} g(\eta, s)\varphi(\eta, s)d\eta ds - \frac{2}{3} \int_0^t \int_{(0, \infty)^2} g(\eta, s)a\partial_\eta \varphi(\eta, s)d\eta ds - \int_0^t \int_{(0, \infty)^2} g(\eta, s)v\partial_v \varphi(\eta, s)d\eta ds &= \\
+(1 - \gamma) \int_0^t \langle \mathcal{K}g, \varphi \rangle ds + (1 - \gamma) \int_0^t \int_{(0, \infty)^2} r(\eta)(c_0 v^2 - a)g(\eta, s)\partial_\eta \varphi(\eta, s)d\eta ds.
\end{align*}

Well-posedness of solutions of the form (2.4) has been studied in [3]. In this paper, we focus on proving the existence of self-similar profiles and long-time behavior for solutions of equation (1.1). We now give a precise meaning for (2.1).

**Definition 2.2.** Assume $\alpha > 0$. We will say that a measure $g \in \mathcal{M}_+^I(\mathbb{R}^2_{>0})$ is a self-similar profile for the two-dimensional coagulation-equation if
\begin{equation}
\int_{(0, \infty)^2} (v^{-\alpha} + v^\beta)g(a, v)dvda < \infty \tag{2.5}
\end{equation}
and for every $\varphi \in C_c^1(\mathbb{R}^2_{>0})$ the following equality is satisfied:
\begin{align*}
\int_{(0, \infty)^2} g(\eta)\varphi(\eta)d\eta - \frac{2}{3} \int_{(0, \infty)^2} g(\eta)a\partial_\eta \varphi(\eta)d\eta - \int_{(0, \infty)^2} g(\eta)v\partial_v \varphi(\eta)d\eta &= \\
+(1 - \gamma)\langle \mathcal{K}g, \varphi \rangle + (1 - \gamma) \int_{(0, \infty)^2} r(\eta)(c_0 v^2 - a)g(\eta)\partial_\eta \varphi(\eta)d\eta &= 0. \tag{2.6}
\end{align*}

### 2.1 The case $\mu > 0$

The following result states the existence of self-similar profiles in the case when $\alpha > 0$. 

Theorem 2.3. Let $\mu, \alpha > 0$ and $v_0 > 0$. Assume $K$ is a continuous, non-negative kernel satisfying (1.5), (1.6), (1.7) and (1.8) and suppose that $r(a, v)$ satisfies (1.10), (1.11), (1.12) and (1.13). Then there exists a self-similar profile for the two-dimensional coagulation-equation in the sense of Definition 2.2 with $\int_{(0,\infty)^2} vg(a, v)dvda = v_0$. In addition, $g$ satisfies $M_{n,k}(g) < \infty$, for all $n, k \in \mathbb{R}$.

The existence of self-similar profiles in the case $\mu > 0$ can be explained since, in this regime, fusion over takes coagulation for large values of $a$. Therefore, the fusion term keeps the particles with a shape that does not differ too much from that of spheres, and thus we can expect $a$ not to be too far away from $c_0v^{3/2}$.

We will use the following definition for self-similar profiles for coagulation kernels satisfying (1.9)

Definition 2.4. Assume $\alpha = 0$. We will say that a measure $g \in \mathcal{M}_+(\mathbb{R}_{>0}^2)$ is a self-similar profile for the two-dimensional coagulation-equation if

$$\int_{(0,\infty)^2} (a + v^{\beta + 1} + v^\beta)g(a, v)dvda < \infty \quad (2.7)$$

and for every $\varphi \in C_c^{1}(\mathbb{R}_{>0}^2)$ the following equality is satisfied:

$$\frac{2}{3} \int_{(0,\infty)^2} g(\eta)av\partial_\eta \varphi(\eta)d\eta + \int_{(0,\infty)^2} g(\eta)v^2\partial_\eta \varphi(\eta)d\eta - (1 - \gamma) \int_{(0,\infty)^2} vr(\eta)(c_0v^{3/2} - a)g(\eta)\partial_\eta \varphi(\eta)d\eta = (1 - \gamma) \int_{(0,\infty)^2} \int_{(0,\infty)^2} K(\eta, \eta')g(\eta)g(\eta')v[\varphi(\eta + \eta') - \varphi(\eta)]d\eta'd\eta. \quad (2.8)$$

Notice that we obtain equation (2.8) by replacing in (2.6) the test function $\varphi$ with a test function of the form $v\varphi$. The new form of the equation is chosen since in the case $\alpha = 0$ we expect the self-similar profiles to be singular for values of $v$ near zero and for that reason not all the terms in Definition 2.2 are well-defined. This also justifies why we are assuming condition (2.7) instead of (2.5).

Theorem 2.5. Let $\alpha = 0$. Assume $K$ is a continuous, non-negative kernel satisfying (1.5), (1.6), (1.7) and (1.9). Suppose that $r(a, v)$ satisfies (1.10), (1.11), (1.12) and (1.13). If $\mu > 0$, there exists a self-similar profile for the two-dimensional coagulation-equation, in the sense of Definition 2.4, satisfying $M_{n,k}(g) < \infty$, for all $n \geq 0$ and $k \geq \gamma$.

Remark 2.6. We observe that the moment estimates obtained in Theorem 2.5 imply estimates for additional moments due to the fact that the self-similar profiles are supported in the isoperimetric region $\{a \geq c_0v^{3/2}\}$, namely $M_{-n,\gamma+3n}(g) \leq c_0^{-n}M_{0,\gamma}(g) < \infty$.

2.2 The case $\mu \leq 0$

When $\mu$ is negative, fusion takes place at a slower pace for particles with large area. We have two different behaviors depending on the fusion rate.

If we start with a sufficiently large fusion rate, a regime similar to the one where fusion over takes coagulation occurs and thus self-similar profiles exist in this case too.
We then analyse the moment $M_{2,0}$. To this end, we test (2.9) with $\varphi \equiv a^2$. Since $K \equiv 1$ and the fusion term is non-positive, we deduce

$$
\partial_t \int_{(0,\infty)^2} a^2 g(\eta, t) d\eta \leq -\frac{1}{3} \int_{(0,\infty)^2} a^2 g(\eta, t) d\eta + (1 - \gamma) \left( \int_{(0,\infty)^2} ag(\eta, t) d\eta \right)^2.
$$

(2.12)
Combining (2.11) and (2.12) and choosing \( \epsilon \) to be sufficiently small, it follows that
\[
\partial_t \left( A(t) + \int_{(0,\infty)^2} a^2 g(\eta, t) d\eta \right) \leq -\frac{1}{6} \int_{(0,\infty)^2} a^2 g(\eta, t) d\eta - A(t) + (1 - \gamma)(A(t))^2. \tag{2.13}
\]
In other words, using the notation \( D(t) := \int_{(0,\infty)^2} a^2 g(\eta, t) d\eta + A(t) \), we obtain
\[
\partial_t D(t) \leq -\frac{1}{6} D(t) + (1 - \gamma)(D(t))^2. \tag{2.14}
\]
If we take an initial condition \( g_0 \) such that \( D(0) \leq \frac{1}{12(1 - \gamma)} \), we will have by (2.14) that \( D(t) \leq \frac{1}{12(1 - \gamma)} \) is an invariant region in time. This enables us to use standard methods used in the study of coagulation equations to conclude that there exists a self-similar profile.

Notice that we use in the argument that \( R_0 \) is large enough.

In order to prove the ramification result, we first prove the existence of a weak solution for the time-dependent fusion problem in self-similar variables which satisfies some suitable moment estimates.

**Proposition 2.9.** Assume \( \alpha > 0 \) and \( \mu < 0 \). Assume \( K \) is a continuous, non-negative kernel satisfying (1.5), (1.6), (1.7) and (1.8). Suppose that \( r(a, v) \) satisfies (1.10), (1.11), (1.12) and (1.13). Assume \( g_{in} \in \mathcal{M}_+(\mathbb{R}_{\geq 0}^2) \) with \( \int_{(0,\infty)^2} v g_{in} dv da = v_0 \). There exists a constant \( C_1(v_0) > 0 \), depending on \( v_0, K_0, K_1, \) and \( \gamma \), cf. (1.5) and (1.7), such that, if
\[
\int_{(0,\infty)^2} v^{x_1} g_{in}(a, v) dv da \leq C_1(v_0), \tag{2.15}
\]
where \( x_1 \in \left\{ \frac{\alpha}{\mu}, \gamma - \frac{1}{2} \right\} \) and
\[
\int_{(0,\infty)^2} (a^\mu + a^2)(v^{-\alpha - 1} + v^{\max\{1 + \tilde{\epsilon}, \sigma + \frac{1}{2}\}}) g_{in}(a, v) dv da < \infty, \tag{2.16}
\]
for some \( \tilde{\epsilon} \in (0, 1) \), then there exists a weak solution of the time-dependent fusion problem \( g \) as in Definition 2.1 with \( g \in C([0, \infty); \mathcal{M}_+(\mathbb{R}_{\geq 0}^2)) \), which in addition satisfies the following moment estimates.
\[
\sup_{t \in [0, T]} \int_{(0,\infty)^2} v^{x_1} g(a, v, t) dv da \leq C_1(v_0) \tag{2.17}
\]
and, for every \( T > 0 \),
\[
\sup_{t \in [0, T]} \int_{(0,\infty)^2} (a^\mu + a^2)(v^{-\alpha - 1} + v^{\max\{1 + \tilde{\epsilon}, \sigma + \frac{1}{2}\}}) g(a, v, t) dv da < \infty. \tag{2.18}
\]

**Remark 2.10.** We have that \( C_1(v_0) = \overline{C}_1 v_0^{x_1 - \gamma} \), where \( \overline{C}_1 > 0 \) depends only on \( K_0, K_1, \) and \( \gamma \), cf. (1.5) and (1.7), and \( x \) is as in (1.4). For more details explaining the rescaling properties of \( g \), see Appendix A.

**Remark 2.11.** The moment estimates in (2.18) are needed in order to prove that we are able to test the equation (2.4) with \( \varphi \equiv a \). Actually, we do not need estimates for moments of the form \( M_{2,0} \) in order to prove this, but we keep the form (2.18) in order to emphasize that more general moment estimates can be obtained.
If $\mu < 0$ and we start with sufficiently large surface area, we can expect a fast growth in the area in self-similar variables since coagulation overtakes fusion for large particles. Notice that, in equation (1.1), if we ignore the fusion term, we obtain a particle distribution $f$ for which the area stays constant in time. The exponential growth stated in the next theorem is equivalent to a lower estimate for the total area associated to the distribution $f$, cf. (1.15).

**Theorem 2.12.** Assume $\alpha > 0$ and $\mu < 0$. Assume $K$ is a continuous, non-negative kernel satisfying (1.5), (1.6), (1.7) and (1.8). Suppose that $r(a,v)$ satisfies (1.10), (1.11), (1.12) and (1.13). Let $g \in C([0,\infty);M^+(\mathbb{R}^2_{>0}))$ be a solution of the time-dependent fusion problem as in Definition 2.1 with total volume of particles equal to $v_0$ and satisfying (2.17) and (2.18). Then the following holds: there exists a constant $C_2(v_0) > 0$, depending on $v_0$, $K_0$, $K_1$, $\gamma$, $\mu$ and $\sigma$, cf. (1.5), (1.7) and (1.10), such that, if

$$R_1 \leq v_0,$$

where $R_1$ is as in (1.10) and

$$\int_{(0,\infty)^2} ag_{\infty}(a,v)dvda \geq C_2(v_0),$$

then

$$\int_{(0,\infty)^2} g(a,v,t)dvda \geq C_\mu C_2(v_0)e^{\frac{1}{\mu}},$$

for some $C_\mu$ depending on $\mu$.

**Remark 2.13.** We have that $C_2(v_0) = \bar{C}_2 v_0^{\xi(\frac{2}{3}-\gamma)}$, for $\xi$ as in (1.4), where $\bar{C}_2 > 0$ depends only on $K_0$, $K_1$, $\gamma$, $\mu$ and $\sigma$, cf. (1.5), (1.7) and (1.10). For more details about the rescaling properties of $g$, see Appendix A.

Notice that Theorem 2.12 holds for any weak solution in the sense of Definition 2.1 that satisfies in addition (2.17), (2.18) and (2.20). On the other hand, combining Proposition 2.9 and Theorem 2.12, we obtain the following

**Corollary 2.14.** Suppose that $g_{\infty} \in M^+(\mathbb{R}^2_{>0})$ and satisfies (2.15), (2.16), (2.19) and (2.20), with $C_1(v_0)$ and $C_2(v_0)$ as in Proposition 2.9 and Theorem 2.12, respectively. Then there exists a weak solution for the time-dependent fusion problem in the sense of Definition 2.1 which satisfies (2.21).

Theorem 2.12 can be understood in the following manner. Identically as before, we can assume without loss of generality that $v_0 = 1$ by means of a rescaling argument (see Appendix A). With this rescaling, is we have $R_1 \leq 1$ and $\int_{(0,\infty)^2} ag_{\infty}(a,v)dvda \geq C$, for some sufficiently large constant $C > 0$, then ramification occurs.
We now provide some heuristic explanation in order to justify the validity of Theorem 2.12. We explain below the condition needed for Theorem 2.12, namely condition (2.20).

Assume for simplicity that \( r(a, v) = a^\mu \) and that \( \mu \leq -1 \). In other words, in order to be consistent with the condition (1.10), \( r(a, v) = a^{(\frac{3}{2}v^2 - 1)} \). The rigorous proof of Theorem 2.12 will be a generalization of the following idea.

Test formally in (2.4) with \( \varphi \equiv a \). We have \( \langle \mathbb{H}[g], \varphi \rangle = 0 \). Denote by \( A(t) = \int_{(0,\infty)} \eta^\frac{1}{3} g(\eta, t) d\eta \). Equation (2.4) becomes

\[
\partial_t A(t) = \frac{1}{3} A(t) + \int_{(0,\infty)^2} a^\mu (c_0 \eta^\frac{1}{2} - a) g(\eta, t) d\eta
\]

\[
\geq \frac{1}{3} A(t) - \int_{(0,\infty)^2} a^{\mu+1} g(\eta, t) d\eta
\]

\[
\geq \frac{1}{3} A(t) - c_0^{\mu+1} \int_{(0,\infty)^2} \eta^\frac{1}{3} g(\eta, t) d\eta.
\]

It turns out that we can prove

\[
\int_{(0,\infty)^2} \eta^\frac{1}{3} g(\eta, t) d\eta \leq \max\left\{ \int_{(0,\infty)} \eta^\frac{1}{3} g_{in}(\eta) d\eta, C \right\},
\]

for some fixed constant \( C > 0 \). The proof of this result is made in a similar manner as the proof of the analogous estimate for the one-dimensional coagulation equations. Thus, (2.22) becomes

\[
\partial_t A(t) \geq \frac{1}{3} A(t) - C,
\]

for some constant \( C > 0 \) depending only on \( g_{in} \).

From (2.24), we deduce that if \( A(0) \) is sufficiently large, then \( A(t) \) behaves like \( e^{\frac{1}{3}t} \). This is the content of the ramification result in Theorem 2.12.

3 Existence of self-similar solutions when \( \mu > 0 \)

The strategy for the proof of Theorem 2.3 (and Theorem 2.5) follows the approach of obtaining self-similar profiles as a fixed point of a truncated version of the time-dependent problem by showing invariance in time of a compact set. It is convenient to work with truncated versions of the coagulation kernel, as well as a modified fusion rate. This is done in order to avoid singular behavior and unbounded terms. Notice that, since \( g \) is supported in the region \( \{ a \geq c_0 \eta^\frac{1}{2} \} \), information about one of the variables implies some information over the other. Estimates for moments depending only on \( v \) follow then in the same manner as for the one-dimensional coagulation equation, due to the particular form of the coagulation kernel.

In order to define the truncated problem, we introduce the following functions. For \( \epsilon \in (0,1) \) and \( R > 1 \), we define a truncation \( K_{\epsilon,R} : (0,\infty)^4 \rightarrow [0,\infty) \) for the coagulation kernel to be a continuous
function such that:

\[ K_{\epsilon, R}(a, v, a’, v’) = \min\{K(a, v, a’, v’), 2^{1+\beta}K_0\epsilon^{-a}R^\beta\}, \tag{3.1} \]

where \( K \) satisfies (1.7) and take \( \xi_R : \mathbb{R}_{>0} \to [0, 1] \) to be continuous and defined in the following manner:

\[ \xi_R(v) = 0, \quad \text{when } v \geq 2R, \tag{3.2} \]

\[ \xi_R(v) = 1, \quad \text{on } (0, R]. \tag{3.3} \]

We first discuss on how the existence of strong solutions for the truncated version of (2.1) will be proven. We take a truncation for the linear transport terms, namely we take \( \Theta_\epsilon : (0, \infty) \to \mathbb{R} \) to be a smooth monotonically increasing function such that:

\[ \Theta_\epsilon(v) = \begin{cases} 1, & v > 2\epsilon, \\ 0, & v \leq \epsilon. \end{cases} \tag{3.4} \]

The main issue is to find a suitable subset of \( \mathcal{H}_1^1(\mathbb{R}_{>0}^2) \) in which we can obtain uniform estimates in time. Thus, we first take a cut-off near the origin and show that the support of \( g \) remains in this region. As mentioned before, information about the behavior of \( v \) near the origin is enough to control \( a \) near the origin. However, this is not the case for large values of \( a \) and thus we have to deal with the fusion rate.

We replace the fusion term by terms linearly increasing in the area variable in order to avoid the characteristics to arrive from infinity in finite time. The linear growth in \( a \) will enable us to test with functions that are not compactly supported in the area variable. So, for \( \varphi \in C_0^1(\mathbb{R}_{>0}^2) \), we analyse the following regularized version of (2.1):

\[
\int_{(0, \infty)^2} g(\eta, t)\Theta_\epsilon(v)\varphi(\eta)d\eta - \frac{2}{3} \int_{(0, \infty)^2} g(\eta, t)\Theta_\epsilon(v)a\partial_a\varphi(\eta)d\eta - \int_{(0, \infty)^2} g(\eta, t)\Theta_\epsilon(v)v\partial_v\varphi(\eta)d\eta \\
+ (1 - \gamma)\langle \mathcal{E}_{\epsilon, R}[g], \varphi \rangle + (1 - \gamma) \int_{(0, \infty)^2} r_\delta(\eta)(c_0v^3 - a)g(\eta, t)\partial_a\varphi(\eta)d\eta = \partial_t \int_{(0, \infty)^2} g(\eta, t)\varphi(\eta)d\eta, \tag{3.5} \]

where

\[
\langle \mathcal{E}_{\epsilon, R}[g], \varphi \rangle := \frac{1}{2} \int_{(0, \infty)^2} \int_{(0, \infty)^2} K_{\epsilon, R}(a, v, a’, v’)\xi_R(v + v’)\chi(\eta, \eta’)d\eta’d\eta. \tag{3.6} \]

We have replaced the fusion term \( r(a, v) \) by

\[
r_\delta(a, v) := \frac{r(\eta)\max[v^\sigma, L\delta]}{v^\sigma(1 + \delta a^\mu)}, \tag{3.7} \]

for \( \delta \in (0, 1) \) and where we denoted

\[
L := \frac{12}{R_0(1 - \gamma)}. \tag{3.8} \]
where $R_0$ is as in (1.10). Notice that $r_\delta(\eta) \to r(\eta)$ for fixed $\eta$ as $\delta \to 0$. $L$ was chosen in such a way to derive uniform estimates for the total area of solutions. This means it has to be sufficiently large in order to compensate for the linear transport term appearing due to the coagulation kernel.

For some $\tilde{g} \in G^1(\mathbb{R}_0^2)$ such that
\[ \int_{(0,\infty)^2} (1 + a)\tilde{g}(a,v)da < \infty, \] (3.9)
we define the space
\[ U_{\epsilon,R} := \{ \tilde{g} \in G^1(\mathbb{R}_0^2), \tilde{g}(\mathbb{R}_0^2 \setminus [c_0 e^\gamma, \infty) \times [\epsilon, 2R]) = 0, \tilde{g} \text{ satisfies (3.9)} \}. \] (3.10)

In this section we will prove the following technical results.

**Proposition 3.1.** Take $K_{\epsilon,R}$ as above, i.e. (3.1) holds, and assume it satisfies (1.6). Let $g_{m,R} \in G^1(\mathbb{R}_0^2) \cap U_{\epsilon,R}$. There exists a unique solution $g_{\epsilon,R,\delta} \in C^1([0,\infty); G^1(\mathbb{R}_0^2)), g_{\epsilon,R,\delta}(t) \in U_{\epsilon,R}$ that satisfies
\[ \sup_{t \in [0,T]} \int_{(0,\infty)^2} (1 + a)g_{\epsilon,R,\delta}(a,v,t)da < \infty, \]
for all times $T \in [0,\infty)$, for the weak formulation of the coagulation equation (3.5) with initial datum $g_{m,R}$.

The proof of this proposition will be the content of Subsection 3.1.

Let $K_{\epsilon,R}$ defined as in (3.1) and assume $K$ and $r$ satisfy the conditions stated in Theorem 2.3 or in Theorem 2.5. Let $T > 0$. We define the map $S(t) : U_{\epsilon,R} \to U_{\epsilon,R}$ in the following way:
\[ S(t)g_{m,R} = g_{\epsilon,R,\delta}(\cdot \cdot, t), \] (3.11)
for all $t \in [0, T]$, where $g_{\epsilon,R,\delta}$ is the unique solution of the weak formulation of the coagulation equation with coagulation kernel $K_{\epsilon,R}$ found Proposition 3.1.

In order to prove Theorem 2.3 (and Theorem 2.5), the next lemma will be useful:

**Proposition 3.2.** Let $\epsilon \in (0, 1), R > 1, \delta \in (0, 1)$. Let $K_{\epsilon,R}$ defined as in (3.1) and $r_\delta$ as in (3.7). Assume $K$ and $r$ satisfy the conditions stated in Theorem 2.3 or in Theorem 2.5. Let $T > 0$ and $S(t) : U_{\epsilon,R} \to U_{\epsilon,R}$ as in (3.11), for $t \in [0, T]$.

Let $\mu > 0$ in (1.10). Then there exist constants $c_{0, -a - \tilde{c}}, c_{0, \tilde{m}}, c_{1,0} > 0$, where $\tilde{c} \in (0, 1)$ and $\tilde{m} > \max\{1, \frac{\mu}{T}\}$, with the property that the set $\omega(\epsilon, R, \delta)$, defined as
\[ \omega(\epsilon, R, \delta) := \{ M_{0,1}(g_{\epsilon,R,\delta}) = 1; M_{0, -a - \tilde{c}}(g_{\epsilon,R,\delta}) \leq c_{0, -a - \tilde{c}}; M_{0,\tilde{m}}(g_{\epsilon,R,\delta}) \leq c_{0,\tilde{m}}; M_{1,0}(g_{\epsilon,R,\delta}) \leq c_{1,0} \} \] (3.12)
if $\alpha > 0$ and
\[ \omega(\epsilon, R, \delta) := \{ M_{0,1}(g_{\epsilon,R,\delta}) = 1; M_{0,\gamma}(g_{\epsilon,R,\delta}) \leq c_{0,\gamma}; M_{0,\tilde{m}}(g_{\epsilon,R,\delta}) \leq c_{0,\tilde{m}}; M_{1,0}(g_{\epsilon,R,\delta}) \leq c_{1,0} \} \] (3.13)
if $\alpha = 0$. 
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is preserved in time uniformly in $\epsilon, R, \delta$ under equation (3.5), i.e. $S(t)\omega(\epsilon, R, \delta) \subseteq \omega(\epsilon, R, \delta)$, for all $t \in [0, T]$.

The proof of this proposition will be given in Subsection 3.2.

To get volume-conserving solutions, we need to control the total area. In order to obtain this, we need to assume that an additional moment is bounded and this is why the moment $M_{0, \frac{|\mu|}{\mu}}$ appears in Proposition 3.2.

### 3.1 Existence of solutions for the truncated time-dependent problem

We define the functions $A, V : \mathbb{R}_{>0}^2 \times \mathbb{R}_{>0} \to \mathbb{R}$ in the following manner, by looking at the characteristic equations:

\[
\begin{align*}
\partial_t A(a_0, v_0, t) &= (1 - \gamma)r_\delta(A, V)(c_0 V^{\frac{2}{3}} - A) - \frac{2}{3} \Theta_\epsilon(V)A; \\
\partial_t V(a_0, v_0, t) &= -\Theta_\epsilon(V)V,
\end{align*}
\]

with initial conditions

\[
\begin{align*}
A(a_0, v_0, 0) &= a_0; \\
V(a_0, v_0, 0) &= v_0.
\end{align*}
\]

By (1.13), we have the following inequality, that we write for future reference

\[
\partial_A[r_\delta(A, V)(A - c_0 V^{\frac{2}{3}})] = \max[V^\sigma, L\delta] \frac{[\partial_A r(A, V) - \mu A^{\sigma-1} r(A, V)](A - c_0 V^{\frac{2}{3}}) + r(A, V)}{V^\sigma(1 + \delta A^{\rho})} \\
&\geq \max[V^\sigma, L\delta] \frac{[\partial_A r(A, V) - \mu A^{-1} r(A, V)](A - c_0 V^{\frac{2}{3}}) + r(A, V)}{V^\sigma(1 + \delta A^{\rho})} \geq 0.
\]

Fix $t \geq 0$. We denote the pair $(A(a_0, v_0, t), V(a_0, v_0, t)) =: \phi_t(a_0, v_0)$. Observe that, due to the form of the equations in (3.14), the function $V$ is independent of $a_0$. In particular, there exists a family of functions $\{y_t\}_{t \geq 0} : \mathbb{R}_{>0} \to \mathbb{R}_{>0}$ such that $y_t(v_0) := V(a_0, v_0, t)$. In the same manner, we fix $v_0$ and we define $x_{t, v_0} : \mathbb{R}_{>0} \to \mathbb{R}$ by $x_{t, v_0}(a_0) := A(a_0, v_0, t).

We gather in the following proposition a list of properties for the solutions of the system (3.14) that will be used throughout the paper.

**Proposition 3.3** (Properties of the characteristics). Let $A, V$ be as in (3.14) with initial conditions (3.15). Then

1. $V(a_0, v_0, t) \equiv v_0$, when $V \leq \epsilon$;
2. $V(a_0, v_0, t) = v_0 e^{-t}$, when $V > 2\epsilon$.

We have in addition that
3.1 Existence of solutions for the truncated time-dependent problem

(3) Let \( P(v_0, t) \), with \( (v_0, t) \in (0, \infty) \times [0, \infty) \) be a solution of \( \partial_t P = -\Theta_\epsilon(P)P \). Define then \( H = c_0 P^{\frac{3}{2}} \), for all \( t \geq 0 \) and all \( v_0 \in (0, \infty) \). Then \( H \) solves the first equation in (3.14). In particular, we have that, if \( (a_0, v_0) \in \tilde{S} \), then \( (A, V) \in \tilde{S} \), where \( \tilde{S} \) was defined in (1.2);

(4) The mapping \( \phi_t \) sends \( \tilde{S} \) to \( \tilde{S} \), i.e. \( \phi_t(\tilde{S}) \subseteq \tilde{S} \), where \( \tilde{S} \) was defined in (1.2);

(5) If \( (a_0, v_0) \in \tilde{S} \), we have that \( \partial_{a_0} x_{t,v_0} \geq 0 \) and \( \partial_{v_0} y_t \geq 0 \).

**Proof.** The fact that \( A(a_0, v_0, t) \) and \( V(a_0, v_0, t) \) are well-defined for \( (a_0, v_0) \in \tilde{S} \), with \( \tilde{S} \) as in (1.2), and for \( t \geq 0 \) follows from standard ODE theory, as well as the choice of truncation \( r_\delta \) in (3.7), which avoids blow-up in finite time. Statement (1) follows from the fact that \( \Theta_\epsilon(v) = 0 \), when \( v \leq 2\epsilon \). Statement (2) follows from the fact that \( \Theta_\epsilon(v) = 1 \), when \( v \geq 2\epsilon \).

In order to prove Statement (3), take \( H = c_0 P^{\frac{3}{2}} \). Notice on one hand that

\[
\partial_t H = \partial_t \left( c_0 P^{\frac{3}{2}} \right) = \frac{2c_0}{3} P^{-\frac{1}{2}} \partial_h P = -\frac{2c_0}{3} \Theta_\epsilon(P) P^{\frac{3}{2}}.
\]

On the other hand, it follows that

\[
(1 - \gamma)r_\delta(H, P)(c_0 P^{\frac{3}{2}} - H) - \frac{2}{3} \Theta_\epsilon(P) H = -\frac{2}{3} \Theta_\epsilon(P) H = -\frac{2c_0}{3} \Theta_\epsilon(P) P^{\frac{3}{2}}.
\]

Thus, \( H = c_0 P^{\frac{3}{2}} \) solves the first equation in (3.14). The statement then follows from the uniqueness theory of ODE’s.

Statement (4) is a consequence of Statement (3) and also of uniqueness theory of ODE’s.

Finally, for Statement (5), we will only prove that \( \partial_{v_0} y_t \geq 0 \) since the proof of the fact that \( \partial_{a_0} x_{t,v_0} \geq 0 \) follows using a similar argument. We have that

\[
\begin{align*}
\partial_t \partial_{a_0} V(a_0, v_0, t) &= -\partial_v (\Theta_\epsilon(V)V) \partial_{a_0} V; \\
\partial_t \partial_{v_0} V(a_0, v_0, t) &= 1.
\end{align*}
\]

Thus

\[
\partial_t \partial_{v_0} V(a_0, v_0, t) = e^{-\int_0^t \partial_t (\Theta_\epsilon(V(s)V(s))) ds} \geq 0.
\]

\[\square\]

**Definition 3.4.** We define the pair \((l_1, l_2) \in \tilde{S}\), with \( \tilde{S} \) defined in (1.2), to be the solution of

\[
\begin{align*}
y_t(l_2(v_0, v_0', t)) &= y_t(v_0) + y_t(v_0') = y_t(v_0) + y_t(v_0') = y_t(v_0) + y_t(v_0'), \\
x_t(l_2(v_0, v_0', t), l_1(a_0, a_0', l_2(v_0, v_0', t), t)) &= x_t(a_0) + x_t(a_0') = x_t(a_0) + x_t(a_0'),
\end{align*}
\]

where \( (a_0, v_0) \in \tilde{S}, (a_0', v_0') \in \tilde{S} \) and \( t \in [0, \infty) \).
We make the following notation: $\phi^{-1}_t(A, V) := (x^{-1}_t \circ y^{-1}_t(V))(A), y^{-1}_t(V))$.

For further use, we define

$$h_v(v_0, t) = \int_0^t \Theta_t(y_s(v_0))ds. \quad (3.17)$$

Most of the results in this subsection hold true if, instead of working with $K_{\varepsilon,R}$ defined in (3.1), we work with a function $K_R : (0, \infty)^4 \to [0, \infty)$, which is defined in the following manner:

$$K_R(a, v, a', v') = \min[K(a, v, a', v'), R], \quad (3.18)$$

where $K$ is as in (1.7). Thus, in order to simplify computations (and without loss of generality), we will interchange between $K_R$ and $K_{\varepsilon,R}$ throughout this subsection. We will also write $K_{\varepsilon,R}$ instead of $K_{\varepsilon,R}$ (which was defined in (3.6)) when we work with $K_R$. The same notation will be used in Subsection 3.3 and Appendix B. Notice that we will need to work with $K_{\varepsilon,R}$ in Subsection 3.2 in order to obtain suitable moment estimates.

We first start by proving there exists $G \in C([0, \infty); \mathcal{M}_+^1(\mathbb{R}^2_{>0}))$ which satisfies the following equation:

$$\begin{align*}
\partial_t \int_{\mathbb{R}^2_{>0}} G(A, V, t)\varphi(A, V)dVdA &= \frac{1 - \varphi}{2} \int_{\mathbb{R}^2_{>0}} \int_{\mathbb{R}^2_{>0}} K_R(\phi_t(A, V), \phi_t(A', V'))\xi_{t}(y_t(V) + y_t(V'))G(A', V', t) \\
G(A, V, t)(\varphi(\phi^{-1}_t(\phi_t(A, V) + \phi_t(A', V'))))\Phi(V, V', t) - \varphi(A, V)e^{h_v(V', t)} - \varphi(A', V')e^{h_v(V, t)}dV' dA'dV'dA,
\end{align*} \quad (3.19)$$

for every $\varphi \in C_c(\mathbb{R}^2_{>0})$ and

$$\Phi(V, V', t) := e^{-h_v(V', t) + h_v(V, t) + h_v(V', t)}.$$ 

Notice that the operator $K_R$ on the right-hand side of equation (3.19) encodes information about the fusion process and not only about coagulation through the function $\phi_t(A, V)$ and that (3.19) is a reformulation of (3.5) using characteristics.

Let $T > 0$. Take $M = 2 \int_{(0, \infty)^2} (1 + \alpha)g_{in,R}(a, v)dvd\alpha + 1$, for some $g_{in,R}$ as in Proposition 3.1. Choose $\tau < T$ such that

$$\begin{align*}
(M + 2(1 - \gamma)M + 1)\|K_R\|_{\infty}(e^{\tau} - 1) < \frac{1}{2}; \\
2(1 - \gamma)M^2\|K_R\|_{\infty}\tau < 1 \text{ and } \tau \leq \ln 2. \quad (3.20, 3.21)
\end{align*}$$

We will use the following auxiliary metric space

$$Y_{\varepsilon, \tau} = \{G \in C([0, \tau]; \mathcal{M}_+^1(\mathbb{R}^2_{>0})): \|G\| = \sup_{0 \leq t \leq \tau} \int_{(0, \infty)^2} e^{h_v(V, t)}(1 + x_v(A))G(A, V, t)dVdA \leq 2M; \\
G(\mathbb{R}^2_{>0} \setminus [\varepsilon \bar{e}, \infty) \times [\varepsilon, 2Re'), t) = 0, \text{ for every } t \in [0, \tau]\}. \quad (3.22)$$
3.1 Existence of solutions for the truncated time-dependent problem

Given \( G \in Y_{\epsilon, \tau} \), we define

\[
a[G](A, V, t) := \int_{[A' \geq V^2]} K_R(\phi(A, V), \phi(A', V'))\xi_R(y_t(V) + y_t(V'))G(A', V', t)e^{b_t(V')}dV'dA',
\]

which is well-defined since \( K_R \) is bounded. For \( g_{m, R} \) as in Proposition 3.1, we analyse the properties of the map \( J : Y_{\epsilon, \tau} \rightarrow C([0, \tau]; \mathcal{M}(\mathbb{R}^2_{>0})) \), defined by

\[
\int_{\mathbb{R}^2_{>0}} J[G](A, V, t)\varphi(A, V)dVdA = J_1(G, t) + J_2(G, t),
\]  

(3.23)

where:

\[
J_1(G, t) := \int_{\mathbb{R}^2_{>0}} g_{m, R}(A, V)e^{-\int_0^t a[G](A, V, \xi)d\xi}\varphi(A, V)dVdA
\]

and

\[
J_2(G, t) := \frac{1 - \gamma}{2} \int_0^t \int_{\mathbb{R}^2_{>0}} \int_{\mathbb{R}^2_{>0}} e^{-\int_0^t a[G](A, V, \xi)d\xi}K_R(\phi(A, V), \phi(A', V'))\xi_R(y_t(V) + y_t(V')) \times G(A, V, s)G(A', V', s)\varphi(\phi^{-1}_s(A, V) + \phi(A', V')))\Phi(V, V', s)dV'dA'dVdAds,
\]

for every \( \varphi \in C_c(\mathbb{R}^2_{>0}) \).

Since \( G \) is non-negative, then \( J[G] \in C([0, \tau]; \mathcal{M}(\mathbb{R}^2_{>0})) \). Our plan is to use Banach fixed-point theorem for the map \( J \). The reason is that, as explained below, a fixed point of the operator \( J \) will give the desired solution. In other words, we use a similar approach as the one used to prove well-posedness for pure coagulation equations with bounded kernels, which has been repeatedly used in literature (see, for example, [1]).

**Proposition 3.5.** Assume \( g_{m, R} \) is as in Proposition 3.1 and \( K_R \) as in (3.18). Assume \( G \in Y_{\epsilon, \tau} \). Then \( J[G] \) is supported in the same domain as the measures in \( Y_{\epsilon, \tau} \), namely \( J[G] \in C([0, \tau]; \mathcal{M}(\mathbb{R}^2_{>0})) \) and \( J[G](\mathbb{R}^2_{>0} \setminus [c_0\epsilon^2, \infty) \times [\epsilon, 2Rc^2], t) = 0 \), for every \( t \in [0, \tau] \).

**Proof.** Let \( \varphi \in C_0(\mathbb{R}^2_{>0}) \) such that \( \text{supp}\varphi \subseteq \{ A < c_0V^2 \} \). Since \( g_{m, R} \in Y_{\epsilon, \tau} \), then the term \( J_1(G, t) \) defined in (3.23) vanishes. Due to the support of \( G \), we have \( A \geq c_0V^2 \) and \( A' \geq c_0V'^2 \). By Proposition 3.3, Statement (4), \( x_{t, V}(A) \geq c_0y_t(V)^2 \) and \( x_{t, V}(A') \geq c_0y_t(V')^2 \). This implies:

\[
x_{t, V}(A) + x_{t, V}(A') \geq c_0y_t(V)^2 + c_0y_t(V')^2 \geq c_0(y_t(V) + y_t(V'))^2,
\]

which implies that \( I_1(A, A', l_2(V, V', t)) \geq c_0l_2(V, V', t)^2 \) by Proposition 3.3 and using the notation from Definition 3.4. Thus the term \( J_2(G, t) \) in (3.23) vanishes as the support of \( \varphi \) gives that we have to work in the set where \( I_1(A, A', l_2(V, V', t)) < c_0l_2(V, V', t)^2 \).

For the sets \( (0, \infty)^2 \setminus (0, \infty) \times (0, 2Rc^2) \) and \( (0, \infty)^2 \setminus [c_0\epsilon^2, \infty) \times [\epsilon, \infty) \), the proof is done in the same manner taking note of the fact that the kernel is chosen to vanish on these sets. For example, if \( l_2(V, V', t) > 2Rc^2 \), then \( y_t(V) + y_t(V') \geq 2R \) and \( \xi_R(y_t(V) + y_t(V')) \) vanishes on this set.
Let $G, V$ and $V'$ be such that $y_i(V) + y_i(V') < \epsilon$, meaning $V, V' < \epsilon$ and $G$ vanishes on these sets. Lastly, we deal with the set $(0, \infty)^2 \setminus [c_0 \epsilon^\frac{3}{2}, \infty) \times (0, \infty)$ by making use of the isoperimetric inequality $c_0 I_2(V, V', t)^{\frac{3}{2}} \leq x^{\frac{1}{2}}_i x^{\frac{1}{2}}_j (x_i V(A) + x_i V(A')) < c_0 \epsilon^{\frac{3}{2}}$. Thus, $I_2(V, V', t) < \epsilon$ and we proceed as before.

**Proposition 3.6.** Let $g_{in, R}$ as stated in Proposition 3.1 and $K_R$ as in (3.18). Assume $F, G \in \mathcal{Y}_{\epsilon, \tau}$ with $\tau$ as in (3.20) and (3.21). Then

1. $\|J[G]\| \leq 2M$;

2. The map $J$ is contractive, more explicitly, $\|J[F] - J[G]\| \leq \frac{1}{2} \|F - G\|$.

In particular, Proposition 3.5 and Proposition 3.6 imply that $J[G] \in \mathcal{Y}_{\epsilon, \tau}$.

The proof consists in a combination of standard methods used in the study of coagulation equations and some of the properties proven in Proposition 3.3. A detailed proof is given in Appendix B.

Later on, we will prove moment estimates for higher order powers of $a$. For this, it is useful to keep in mind that the above computations can be done in a more general case.

We now use Banach fixed point theorem to conclude that there exists a fixed point in the space $\mathcal{Y}_{\epsilon, \tau}$ for the map $J$, which we will denote by $G_{e, R, \delta}$. We will extend the solution to arbitrary times. To do so, we show that the previous computations can be done if we replace $g_{in, R}$ with $G_{e, R, \delta}(\cdot, \cdot, \tau)$ and then use induction.

**Proposition 3.7.** Let $G_{e, R, \delta}$ be the found fixed point for (3.23) up to time $\tau$ defined as in (3.20), (3.21) and with initial datum $g_{in, R}$ taken as in Proposition 3.1. For any $T > 0$, there exists a unique solution, for which we keep the notation $G_{e, R, \delta} \in C^1([0, T]; \mathcal{M}^I_{a, b}(\mathbb{R}^2_{> 0}))$ that satisfies (3.19).

As before, the proof consists in a combination of standard methods used in the study of coagulation equations and some of the properties proven in Proposition 3.3. A detailed proof of this proposition is given in Appendix B.

### 3.1.1 Passage to the initial equation and properties of the semigroup

**Definition 3.8.** Let $T > 0$. Let $G_{e, R, \delta}$ be as in Proposition 3.7, that is $G_{e, R, \delta} \in C^1([0, T]; \mathcal{M}^I_{a, b}(\mathbb{R}^2_{> 0}))$ with $G_{e, R, \delta}(\mathbb{R}^2_{> 0} \setminus [c_0 \epsilon^\frac{3}{2}, \infty) \times [e, 2Re^i], t) = 0$, for every $t \in [0, T]$. We define $g_{e, R, \delta} \in C^1([0, T]; \mathcal{M}^I_{a, b}(\mathbb{R}^2_{> 0}))$ in the following manner:

$$
\int_{(0, \infty)^2} g_{e, R, \delta}(a, v, t) \varphi(a, v) \, dv \, da = \int_{(0, \infty)^2} e^{\delta_v(V)} G_{e, R, \delta}(A, V, t) \varphi(\phi_t(A, V)) \, dV \, dA, \quad (3.24)
$$

for every $\varphi \in C_0(\mathbb{R}^2_{> 0})$ and every $t \in [0, T]$. 
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Proof of Proposition 3.1. Let \( g_{c,R,\delta} \) as in Definition 3.8. We will prove that \( g_{c,R,\delta} \in C^1([0, T]; \mathcal{M}_v^{\epsilon}([0, \infty) \times [\epsilon, 2R], t)) = 0 \), for every \( t \in [0, T] \).

Firstly, we prove that \( g_{c,R,\delta} \) has the stated support. Assume \( \varphi \in C_0([0, \infty) \times [\epsilon, 2R], t) \). The right-hand side of (3.24) implies \( \lambda_1 V(A) < c_0 V(A)^{\frac{3}{2}} \). By Proposition 3.3, we have \( A < c_0 V(A)^{\frac{3}{2}} \). Since \( G_{c,R,\delta}(t) \in \mathcal{M}_v^{\epsilon}([0, \infty) \times [\epsilon, 2R], t) \), then:

\[
\int_{(0,\infty)^2} g_{c,R,\delta}(a, v, t) \varphi(a, v) dvda = 0.
\]

A similar argument can be used to prove \( g_{c,R,\delta}(\mathbb{R}_+ \setminus [0,\infty) \times [\epsilon, 2R], t) = 0 \), for every \( t \in [0, T] \).

We now prove that \( g_{c,R,\delta} \) satisfies (3.5). We make use of (3.14) and (3.24).

\[
\begin{align*}
\frac{d}{dt} \int_{(0,\infty)^2} g_{c,R,\delta}(a, v, t) \varphi(a, v) dvda &= \frac{d}{dt} \int_{(0,\infty)^2} \int_{(0,\infty)^2} e^{h_r(V)} G_{c,R,\delta}(A, V, t) \varphi(\phi(A, V)) dVda \\
&= \int_{(0,\infty)^2} \frac{d}{dt} \left( e^{h_r(V)} \varphi(\phi(A, V)) \right) G_{c,R,\delta}(A, V, t) dVda + \int_{(0,\infty)^2} e^{h_r(V)} \varphi(\phi(A, V)) \frac{d}{dt} G_{c,R,\delta}(A, V, t) dVda.
\end{align*}
\]

The first term becomes:

\[
\begin{align*}
\int_{(0,\infty)^2} \frac{d}{dt} \left( e^{h_r(V)} \varphi(\phi(A, V)) \right) G_{c,R,\delta}(A, V, t) dVda &= \int_{(0,\infty)^2} \left( (1 - \gamma) \tilde{\omega}_h(\phi(A, V), (c_0 V)^{\frac{3}{2}} - \lambda_1 V(A)) \partial_1 \varphi(\phi(A, V)) \\
&\quad - \frac{2}{3} \Theta_\epsilon(\gamma(V)) \lambda_1(\lambda_1 V(A)) \partial_1 \varphi(\phi(A, V)) - \Theta_\epsilon(\gamma(V)) \lambda_2(\lambda_1 V(A)) \partial_2 \varphi(\phi(A, V)) \\
&\quad + \Theta_\epsilon(\gamma(V)) \varphi(\phi(A, V)) \right) e^{h_r(V)} G_{c,R,\delta}(A, V, t) dVda,
\end{align*}
\]

where we used (3.17). For the second term, we have:

\[
\begin{align*}
\int_{(0,\infty)^2} e^{h_r(V)} \varphi(\phi(A, V)) \frac{d}{dt} G_{c,R,\delta}(A, V, t) dVda &= \\
&= \frac{1 - \gamma}{2} \int_{(0,\infty)^2} \int_{(0,\infty)^2} K_R(\phi(A, V), \phi(A', V')) \xi_R(\lambda_2(\lambda_1 V(A)) \varphi(\phi(A, V)) - \varphi(\phi(A', V'))) \lambda_1(\lambda_1 V(A)) \partial_1 \varphi(\phi(A', V')) dV'dA' dVda.
\end{align*}
\]

Using now the definition in (3.24), we see that \( g_{c,R,\delta} \) satisfies (3.5). \( \square \)

We now focus on proving the continuity in the weak topology of the semigroup defined in (3.11). This will be useful in order to show that there exists a fixed point in time for equation (3.5). In order to prove Propositions 3.10 - 3.13, we need better regularity for the coagulation kernel. We solve the adjoint problem for a mollified version of the coagulation kernel. A similar approach can be found in [24]. We then show that the difference between the terms containing the two coagulation kernels can be made small due to the uniform estimates for the total surface area.
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We first define the rectangles

$$V_{e,R} := (c_0\left(\frac{\epsilon}{2}\right)^{\frac{3}{2}}, \infty) \times (\frac{\epsilon}{2}, 4R) \subset \mathbb{R}_{\geq 0}^2$$

and $$\tilde{V}_{e,R} := [c_0\left(\frac{\epsilon}{4}\right)^{\frac{3}{2}}, \infty) \times [\frac{\epsilon}{4}, 8R] \subset \mathbb{R}_{\geq 0}^2.$$ 

**Assumption 3.9.** Let then $$K^n_{e,R} \in C^1(V_{e,R} \times V_{e,R})$$ be a mollified version of $$K_{e,R} := V_{e,R} \times \tilde{V}_{e,R} (\eta, \eta')$$ chosen in such a way that

$$\sup_{(\eta, \eta') \in K}|K_{e,R}(\eta, \eta') - K^n_{e,R}(\eta, \eta')| \leq \frac{1}{n},$$

for some $$n \in \mathbb{N}$$ sufficiently large, to be fixed later, and some fixed compact set $$K \subset V_{e,R} \times V_{e,R}.$$

**Proposition 3.10.** Let $$K^n_{e,R}$$ be as in Assumption 3.9. Let $$g_1, g_2$$ be two solutions of (3.5) with initial values $$g_{m,1}, g_{m,2}$$, respectively. Assume both initial conditions satisfy the assumptions in Proposition 3.1. Let $$T > 0$$. We work with functions on the space

$$W_T := \{ \varphi \in C^1([0, T], C^1(\tilde{S})) \mid \varphi(\eta, t) = 0 \text{ if } \eta \notin \left[\frac{\epsilon}{2}, 4R\right], \text{ for every } t \leq T \},$$

where $$\tilde{S}$$ was defined in (1.2). Let $$\chi(\eta)$$ be an arbitrary function in $$C^1(\tilde{S})$$ that is zero when $$\eta \notin \left[\frac{\epsilon}{2}, 4R\right].$$ Then, for every $$T > 0$$, there exists a unique solution $$\varphi \in W_T$$, with $$\varphi(\cdot, T) = \chi(\cdot),$$ which solves the following equation:

$$\partial_t \varphi(\eta, t) + \Theta_e(\varphi)\left(\varphi(\eta, t) - \nabla \cdot \varphi(\eta, t) - \frac{a}{3} \partial_\omega \varphi(\eta, t) + (1 - \gamma) r_0(a, v)(c_0 v^{\frac{3}{2}} - a) \partial_\omega \varphi(\eta, t) + \mathbb{L}(\varphi)(\eta, t) = 0, \right.$$

where

$$\mathbb{L}(\varphi(\eta, t))(\eta, t) := \frac{1 - \gamma}{2} \int_{(0, \infty)^2} K^n_{e,R}(\eta, \eta') \xi_R(v + v') \chi(\eta, t')(g_1(\eta', t) + g_2(\eta', t))d\eta'.$$

**Proof.** Let us start by integrating along the characteristics. This means that it is enough to prove that there exists a function $$\tilde{\varphi}$$ that satisfies the equation:

$$\partial_t \tilde{\varphi}(\eta, t) + \Theta_e(y_1(v))\tilde{\varphi}(\eta, t) + \mathbb{L}(\tilde{\varphi}(\eta, t))(\phi(t)) = 0,$$

where $$\phi(t)$$ is defined as in (3.14).

We consider a modified version of the operator $$\mathbb{L}(\varphi),$$ which is possible due to the way the kernel was truncated, as well as the support of $$g_1, g_2.$$ Let $$\chi_{e,R}(v)$$ be a continuous function which is equal to zero when $$v \leq \frac{\epsilon}{2}$$ and when $$v \geq 4R$$ and is equal to 1, when $$v \in [\epsilon, 2R).$$ Instead of working with $$\mathbb{L}(\varphi),$$ we work with:

$$\mathbb{L}(\varphi(\eta, t))(\eta, t) := \chi_{e,R}(v)\mathbb{L}(\varphi(\eta, t))(\eta, t).$$

We observe that, if $$\varphi$$ is continuous and compactly supported in the $$v$$ variable, then $$\mathbb{L}(\varphi)(\eta, t)$$ is continuous and compactly supported in the $$v$$ variable. We emphasize the fact that, since $$g_1$$ and $$g_2$$ are supported
in the region where \( \{a \geq c_0v^\frac{2}{3}\} \), the space of functions in \( C([0,T], C^1_b(\tilde{S})) \) will be enough to prove continuity of the semigroup in the weak-* topology later on. We thus prove that there exists a \( \tilde{\varphi} \) that satisfies the equation

\[
\partial_t \tilde{\varphi}(\eta, t) + \Theta_e(y_1(v))\tilde{\varphi}(\eta, t) + \overline{\epsilon}(\tilde{\varphi}(\eta, t))(\phi_t(\eta), t) = 0. \tag{3.25}
\]

This will impose no problems when we prove the continuity in the weak-* topology of the semigroup, since \( g_1 \) and \( g_2 \) are supported outside the region where \( \overline{\epsilon}(\varphi) \neq \overline{\epsilon}(\varphi) \). We prove the existence of a \( \tilde{\varphi} \) that satisfies (3.25) via a fixed-point argument in the space

\[
\tilde{W}_T := \{ \tilde{\varphi} \in C^1([0,T], C^1_b(\tilde{S})) | \tilde{\varphi}(\eta, t) = 0 \text{ if } v \leq \frac{\epsilon}{2} \text{ or } v \geq 4Re \}, \text{ for every } t \leq T \}.
\]

We use the fact that the kernel is bounded and that

\[
\int_{(0,\infty)^2} [g_1(\eta', t) + g_2(\eta', t)] \, d\eta' \leq \int_{(0,\infty)^2} [g_{m,1}(\eta') + g_{m,2}(\eta')] \, d\eta'
\]

in order to prove contractivity. To prove that \( \varphi(\cdot, t) \in C^1_b(\tilde{S}) \), for \( t \in [0,T] \), we first prove that there exists a constant \( C(t) > 0 \) such that

\[
C(t) \leq \partial_{\varphi} x_{t,a}(a) \leq 1. \tag{3.26}
\]

This is since

\[
0 \leq \partial_{a}[r_\theta(a, v)(a - c_0v^\frac{2}{3})] = \partial_{a}r_\theta(a, v)(a - c_0v^\frac{2}{3}) + r_\theta(a, v). \tag{3.27}
\]

By (1.10) and (1.13), there exists a constant \( C_{e,R,\delta} > 0 \) such that

\[
\partial_{a}r_\theta(a, v)(a - c_0v^\frac{2}{3}) = \frac{\partial_{a}r(a, v)}{1 + \delta a^a} - r(a, v)\frac{\mu_{\delta a^{a-1}}}{1 + \delta a^a} \max[v^\tau, L\delta](a - c_0v^\frac{2}{3})
\]

\[
\leq \frac{\partial_{a}r(a, v)}{1 + \delta a^a} \max[v^\tau, L\delta](a - c_0v^\frac{2}{3})
\]

\[
\leq \frac{Ba^{-1}r(a, v)}{1 + \delta a^a} \max[v^\tau, L\delta](a - c_0v^\frac{2}{3})
\]

\[
\leq \frac{BR_1a^{-1}v^\tau}{1 + \delta a^a} \max[v^\tau, L\delta]
\]

\[
\leq \frac{BR_1v^\tau}{1 + \delta a^a} \max[v^\tau, L\delta] \leq \frac{BR_1}{\delta} \max[v^\tau, L\delta] \leq C_{e,R,\delta} \tag{3.28}
\]

and

\[
r_\theta(a, v) = \frac{r(a, v)}{1 + \delta a^a} \max[v^\tau, L\delta] \leq \frac{R_1a^{-1}v^\tau}{1 + \delta a^a} \max[v^\tau, L\delta] \leq C_{e,R,\delta}. \tag{3.29}
\]

Combining (3.27)-(3.29) and making use of (3.14), we obtain (3.26). Using (3.25) and (3.26), we prove the desired bound for the derivative of \( \varphi \). \qed
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Remark 3.11. Let \( g_1, g_2 \) be two solutions of (3.5) with initial values \( g_{m,1}, g_{m,2} \in U_{e,R} \), respectively. Let \( T > 0 \). Let \( \varphi \in C^1([0,T], C^1(\bar{S})) \) such that \( \varphi(\eta, T) = \chi(\eta) \) be the function found in Proposition 3.10. Assume, in addition, that \( \sup_{\eta \in S} |\chi(\eta)| \leq 1 \). Then there exists a constant \( C_{e,R}(T) \), which is independent of the choice of \( n \in \mathbb{N} \) in Assumption 3.9 and depends only on the norm of \( g_1 \) and \( g_2 \), \( T, \epsilon \) and \( R \), such that

\[
\sup_{\eta \in S} \sup_{\eta' \in S} |\varphi(\eta, s) - \varphi(\eta', s)| \leq C_{e,R}(T). \tag{3.30}
\]

We now prove that the solution \( \varphi \) that we have found in Proposition 3.10 is Lipschitz continuous. This will provide a suitable compactness property that will allow us to prove the desired weak continuity of the mapping \( S(t) : U_{e,R} \to U_{e,R} \) defined in (3.11).

Proposition 3.12. Let \( g_1, g_2 \) be two solutions of (3.5) with initial values \( g_{m,1}, g_{m,2} \in U_{e,R} \), respectively. Let \( T > 0 \). Let \( \varphi \in C^1([0,T], C^1(\bar{S})) \) such that \( \varphi(\eta, T) = \chi(\eta) \) be the function found in Proposition 3.10. Assume, in addition, that \( \sup_{\eta \in S} |\chi(\eta)| \leq 1 \) and that \( \chi(\eta) \) is Lipschitz. Then \( \varphi \) is Lipschitz continuous, in the sense that, for every \( t \in [0,T] \), there exists \( C(t) > 0 \) such that

\[
\sup_{s \in [0,t]} |\varphi(\eta, s) - \varphi(\eta', s)| \leq C(t)|\eta - \eta'|,
\]

for every \( \eta, \eta' \in \bar{S} \). Moreover, \( C(t) \) may depend on the norm of \( g_1 \) and \( g_2 \), but is otherwise independent of the choice of \( g_1 \) and \( g_2 \).

Proof. Notice first that, since \( \sup_{\eta \in S} |\chi(\eta)| \leq 1 \), then \( \sup_{s \in [0,t], \eta \in S} |\varphi(\eta, s)| \leq C_{e,R}(T) \) by (3.30). We use Grönwall in (3.25):

\[
|\tilde{\varphi}(\eta, t) - \tilde{\varphi}(\eta', t)| \leq |\chi(\eta) - \chi(\eta')| + \sup_{z \in [0,t], \eta \in S} |\tilde{\varphi}(\eta, z)| \int_t^T |\Theta_z(y_s(\tilde{\varphi}(\eta, z))) - \Theta_z(y_s(\tilde{\varphi}(\eta', z)))| \, ds \\
+ \int_t^T |\tilde{\varphi}(\eta, s) - \tilde{\varphi}(\eta', s)| \, ds + \int_t^T |\tilde{L}(\tilde{\varphi}(\eta, s) - \tilde{\varphi}(\eta', s))(\phi_s(\eta), s)| \, ds \\
+ \int_t^T |\tilde{L}(\tilde{\varphi}(\eta, s))(\phi_s(\eta) - \phi_s(\eta'), s)| \, ds.
\]

By the definition of \( K_{e,R}^n \) in Assumption 3.9, we have its first order derivatives are bounded from above. Moreover, \( \phi_s(\eta) \) is Lipschitz continuous. Thus, there exists a constant \( C > 0 \), which can depend on \( \epsilon, R, \delta \) and the norms of \( g_1 \) and \( g_2 \) such that

\[
|\tilde{\varphi}(\eta, t) - \tilde{\varphi}(\eta', t)| \leq C \int_t^T |\tilde{\varphi}(\eta, s) - \tilde{\varphi}(\eta', s)| + C|\eta - \eta'|.
\]

We use Grönwall and obtain \( |\tilde{\varphi}(\eta, t) - \tilde{\varphi}(\eta', t)| \leq C(t)|\eta - \eta'| \). Combining this with (3.26), we conclude that \( |\varphi(\eta, t) - \varphi(\eta', t)| \leq C(t)|\eta - \eta'| \). \( \square \)

This is enough to enable us to prove that the semigroup defined in (3.11) is continuous in the weak-* topology.
**Proposition 3.13.** Let $K^n_{\epsilon_R}$ be as in Assumption 3.9. Let $t \geq 0$ and $S(t) : U_{\epsilon,R} \to U_{\epsilon,R}$ be the mapping defined in (3.11). Then, we have that $S(t)$ is continuous in the weak* topology.

**Proof.** As before, assume that $g_1, g_2$ are two solutions of (3.5) with initial conditions $g_{i1}, g_{i2} \in U_{\epsilon,R}$, respectively. Assume furthermore that there exists a constant $C > 0$ such that

$$\int_{(0,\infty)^2} (1 + a)(g_{i1,1}(\eta) + g_{i1,2}(\eta))d\eta \leq C.$$ 

Let $\phi \in C^1_0(\mathbb{R}^2_{>0})$ with $\phi(\eta) = 0$ if $(a, v) \notin [c_0(\xi)^2, L] \times [\sqrt{2}, 4R]$, where $\epsilon, R$ are as in Proposition 3.1 and for some $L > 0$. Assume in addition that there exists a constant $C$ respectively. Assume furthermore that there exists a constant $L > 0$. Assume in addition that $||\phi||_{\text{sup}} \leq 1$. Let $\delta < 1$. Our goal is to prove that, if for every $\chi \in C_0(\mathbb{R}^2_{>0})$, with $||\chi||_{\text{sup}} \leq 1$,

$$\int_{(0,\infty)^2} [g_{i1,2}(\eta) - g_{i1,1}(\eta)]\chi(\eta)d\eta \text{ is sufficiently small},$$

then for every $\chi \in C_0(\mathbb{R}^2_{>0})$, with $||\chi||_{\text{sup}} \leq 1$,

$$\int_{(0,\infty)^2} [g_{2}(\eta, t) - g_{1}(\eta, t)]\chi(\eta)d\eta < \delta.$$ 

We make the following notation:

$$C_{\text{norm}} := \sup_{x \in [0,1]} \int_{(0,\infty)^2} (1 + a)(g_1(\eta, s) + g_2(\eta, s))d\eta < \infty.$$ 

Notice that $C_{\text{norm}}$ may depend on the time $t$, but is independent of the choice of $g_1(\eta, s), g_2(\eta, s)$, for $s \in [0, t]$. This is since we can bound

$$\sup_{x \in [0,1]} \int_{(0,\infty)^2} (1 + a)(g_1(\eta, s) + g_2(\eta, s))d\eta \leq C(t) \int_{(0,\infty)^2} (1 + a)(g_{i1,1}(\eta) + g_{i1,2}(\eta))d\eta$$

by using similar arguments to the ones used in Proposition 3.7.

We fix $n \in \mathbb{N}$ in Assumption 3.9 such that $\frac{3C_{R}(\eta)C_{\text{norm}}}{n} \leq \frac{\epsilon}{2}$, where $C_{\epsilon,R}(t)$ is defined as in (3.30).

Let $\varphi$ be the function found in Proposition 3.10 associated to the coagulation kernel $K^n_{\epsilon,R}$, for $n \in \mathbb{N}$ as above, and with $\varphi(\eta, t) = \phi(\eta)$. Since $\phi \in C^1_0(\mathbb{R}^2_{>0})$, then by Proposition 3.12 the function $\varphi$ is Lipschitz continuous. Then there exists $C(\epsilon, R, \delta, t, C_{\text{norm}}) > 0$ such that $|\varphi(\eta, s) - \varphi(\tilde{\eta}, s)| \leq C(\epsilon, R, \delta, t, C_{\text{norm}})|\eta - \tilde{\eta}|$, for every $\eta, \tilde{\eta} \in \tilde{S}$ and $s \in [0, t]$.

Assume $M > 1$ is a fixed constant whose value will be determined later. We take $\chi_M : \mathbb{R}_{>0} \to [0, 1]$, continuous, to be

$$\chi_M(a) = \begin{cases} 1, & \text{if } a \in [c_0(\xi)^2, M], \\ 0, & \text{if } a \notin [c_0(\xi)^2, 2M]. \end{cases}$$

Then there exists $C(\epsilon, R, \delta, t, C_{\text{norm}}) > 0$ such that $|\varphi(\eta, s)\chi_M(a) - \varphi(\tilde{\eta}, s)\chi_M(\tilde{a})| \leq C(\epsilon, R, \delta, t, C_{\text{norm}})|\eta - \tilde{\eta}|$, for every $\eta, \tilde{\eta} \in \tilde{S}$ and $s \in [0, t]$.
We look at the set

\[ K = \{ \tilde{\varphi} \in C(\hat{S}) | \tilde{\varphi}(\eta) = 0 \text{ if } \eta \notin \left[ c_0 \left( \frac{\epsilon}{2} \right)^2, 2M \right] \times \left[ \frac{\epsilon}{2}, 4R \right]; \ |\tilde{\varphi}(\eta) - \tilde{\varphi}(\eta')| \leq C(\epsilon, R, \delta, t, C_{\text{norm}}) |\eta - \eta'|, \] 

for all \( \eta, \eta' \in \hat{S} \).

As the set is totally bounded, there exist \( N \in \mathbb{N} \) and \( \psi_1, \ldots, \psi_N \in K \) with the property that \( K \subseteq \bigcup_{i=1}^N B(\psi_i, \frac{\delta}{4C_{\text{norm}}}) \). As \( \varphi(\cdot, 0) \chi_M \in K \), then \( \min_{i=1,2} \sup_{\eta \in S} |\varphi(\eta, 0) \chi_M(a) - \psi_i(\eta)| \leq \frac{\delta}{4C_{\text{norm}}} \). Assume that, for every \( \chi \in C_0(\mathbb{R}^2_+) \), with \( \|\chi\|_{\infty} \leq 1 \),

\[ \int_{(0,\infty)^2} |g_{in,2}(\eta) - g_{in,1}(\eta)| \chi(\eta) d\eta < \frac{\delta}{8N}. \]

We then have

\[ \int_{(0,\infty)^2} [g_2 - g_1](\eta, t) \phi(\eta) d\eta = \int_{(0,\infty)^2} [g_2 - g_1](\eta, t) \varphi(\eta, t) d\eta \]

\[ = \int_{(0,\infty)^2} [g_{2,\text{in}} - g_{1,\text{in}}](\eta) \varphi(\eta, 0) d\eta + \frac{1 - \gamma}{2} \int_0^t \int_{(0,\infty)^2} \left( K_{e,R}(\eta, \eta') - K_{e,R}^0(\eta, \eta') \right) \xi_{R}(v + v') \chi_{\varphi}(\eta, \eta', s)(g_1(\eta', s) + g_2(\eta', s))(g_1(\eta', s) - g_2(\eta', s)) d\eta' d\eta d\eta' d\eta \]

\[ \leq \int_{(0,\infty)^2} [g_{2,\text{in}} - g_{1,\text{in}}](\eta) \varphi(\eta, 0) d\eta + \int_0^t \int_{V_{e,M}} \int_{V_{e,M}} |(K_{e,R}(\eta, \eta') - K_{e,R}^0(\eta, \eta') \xi_{R}(v + v') \chi_{\varphi}(\eta, \eta', s)(g_1(\eta', s) + g_2(\eta', s)) d\eta' d\eta \]

\[ (g_1(\eta', s) - g_2(\eta', s)) d\eta' d\eta' d\eta' d\eta = I_1 + I_2 + I_3, \]  

(3.32)

where \( V_{e,M} := \left[ c_0 \left( \frac{\epsilon}{2} \right)^2, M \right] \times \left[ \epsilon, 2R \right] \), for some sufficiently large \( M \) as in (3.31).

We bound the term \( I_1 \) in (3.32) by:

\[ \int_{(0,\infty)^2} [g_{2,\text{in}} - g_{1,\text{in}}](\eta) \varphi(\eta, 0) d\eta \]

\[ = \int_{(0,\infty)^2} [g_{2,\text{in}} - g_{1,\text{in}}](\eta) \varphi(\eta, 0) \chi_M(a) d\eta + \int_{(0,\infty)^2} [g_{2,\text{in}} - g_{1,\text{in}}](\eta) \varphi(\eta, 0) [1 - \chi_M(a)] d\eta \]

\[ \leq \int_{(0,\infty)^2} [g_{2,\text{in}} - g_{1,\text{in}}](\eta) \varphi(\eta, 0) \chi_M(a) d\eta + 2\|\varphi(\eta, 0)\|_{\infty} \int_{\eta > M} [g_{2,\text{in}} + g_{1,\text{in}}](\eta) d\eta \]

\[ \leq \min_{i=1,2} \int_{(0,\infty)^2} \|g_{2,\text{in}} - g_{1,\text{in}}(\eta)\| \varphi(\eta, 0) \chi_M(a) - \psi_i(\eta) d\eta \]

\[ + \max_{i=1,2} \int_{(0,\infty)^2} [g_{2,\text{in}} - g_{1,\text{in}}](\eta) \psi_i(\eta) d\eta + 2M^{-1} C_{\text{norm}} \|\varphi(\eta, 0)\|_{\infty}. \]  

(3.33)

Notice that \( K \) was chosen independently of \( g_1, g_2 \) since it depends only on \( C(\epsilon, R, \delta, t, C_{\text{norm}}) \). Thus we can bound \( \max_{i=1,2} \int_{(0,\infty)^2} |g_{2,\text{in}} - g_{1,\text{in}}(\eta)\psi_i(\eta) d\eta \) in (3.33) by \( \frac{\delta}{8} \) independently of the choice of \( g_1, g_2 \),
as \( \psi_i \in K, i = 1, N. \) As \( \|\psi(\eta)\|_{\infty} \leq 1, \) then \( \sup_{t\in[0,1]} \|\psi(\cdot, t)\|_{\infty} \leq C_{\varepsilon,R}(t). \) We can then choose \( M > \frac{16C_{\text{norm}}C_{\text{est}}}{\delta} \) in order to bound \( 2M^{-1}C_{\text{norm}}\|\psi(0,0)\|_{\infty}. \) This means that

\[
\int_{(0,\infty)^2} [g_{2,\text{in}} - g_{1,\text{in}}](\eta)\psi(\eta,0)d\eta \leq \frac{\delta}{4C_{\text{norm}}} \int_{(0,\infty)^2} [g_{2,\text{in}} + g_{1,\text{in}}](\eta)d\eta + \frac{\delta}{4} \leq \frac{\delta}{2}. \tag{3.34}
\]

In order to bound \( I_2 \) in (3.32), we have that on \((\{c_0\varepsilon^2, M\} \times [\varepsilon, 2R])^2\)

\[
\sup_{(\eta,\eta') \in (\{c_0\varepsilon^2, M\} \times [\varepsilon, 2R])^2} |K_{\varepsilon,R}^n(\eta, \eta') - K_{\varepsilon,R}(\eta, \eta')| \leq \frac{1}{n}
\]

by Assumption 3.9. Thus \( I_2 \leq \frac{3\|\psi\|_{\text{norm}}^2}{n} \leq \frac{\delta}{4}. \)

For \( I_3 \) in (3.32), we take \( M \geq 6C_{\varepsilon,R}(t)C_{\text{norm}}\|K_{\varepsilon,R}\|_{\infty} \frac{4}{3}. \) This is because \( I_3 \) can be estimated from above by

\[
M^{-1}3C_{\varepsilon,R}(t)(\|K_{\varepsilon,R}^n\|_{\infty} + \|K_{\varepsilon,R}\|_{\infty}) \sup_{s \in [0,1]} \int_{[0,\infty]} a(g_1(\eta, s) + g_2(\eta, s))d\eta \int_{(0,\infty)^2} (g_1(\eta, s) + g_2(\eta, s))d\eta.
\]

We then combine this with (3.34) and our choice of \( n \in \mathbb{N} \) in (3.32) in order to conclude the argument.

To extend this argument to all functions \( \phi \in C_0(\mathbb{R}^2_+) \) we use again that \( (M_{0,1} + M_{0,0})(g_1(s) + g_2(s)) < \infty, \) for all \( s \in [0, t]. \)

For \( g \in U_{\varepsilon,R}, \) it is worthwhile to observe that the map \( S(\cdot)g : [0, T] \rightarrow U_{\varepsilon,R} \) defined in (3.11) is also continuous in time.

**Proposition 3.14.** Let \( g \in U_{\varepsilon,R}, \) with \( U_{\varepsilon,R} \) defined in (3.10) and \( T > 0. \) Let \( S(\cdot)g : [0, T] \rightarrow U_{\varepsilon,R} \) be as in (3.11). Then \( S(\cdot)g \) is continuous in time.

The proof consists of standard methods used in the study of coagulation equations. A proof of it can be found in Appendix C.

### 3.2 Existence of self-similar profiles

Assume \( \mu > 0. \) We focus on proving Proposition 3.2. The following moment estimates involving the \( v \) variable (Propositions 3.16-3.18) are an adaptation to the two-dimensional case of [6, Lemma 3.3, Lemma 3.4]. There was an additional need to control the escape to infinity of the area, which has been dealt with by choosing an appropriate norm in \( Y_{\varepsilon,R} \) defined in (3.22), as well as a specific truncation for the coagulation kernel and fusion term. We then continue with proving an additional uniform moment estimate involving the area which will be needed for removing the truncation in (3.5).

**Remark 3.15.** Assume \( K_{\varepsilon,R} \) satisfies (3.1). Then \( K_{\varepsilon,R}(a, v, a', v') \geq K_1(v^{\beta}v'^{-\alpha} + v^{-\alpha}v'^{\beta}) \) if \( v, v' > \varepsilon \) and \( v + v' < 2R, \) for all \( (a, a') \in (0, \infty)^2. \)
We first mention that due to the choice of \( Y_{\epsilon, \tau} \) and \( r_\delta \), we can test (3.5) with functions that do not necessarily have compact support. More precisely, we can test with functions of the form \( a^c v^d, \ d \in \mathbb{R} \), as long as \( c \leq 1 \).

As previously mentioned, the proof of Propositions 3.16-3.18 is an adaptation of methods used in [6] to our setting. We thus only state the estimates here and move their proof to Appendix C.

**Proposition 3.16.** Let \( g_{\in, \mathbb{R}} \in \mathcal{M}_+^1(\mathbb{R}_+^2) \cap \omega(\epsilon, R, \delta) \). Let \( g_{\epsilon, R, \delta} \) be the solution found in Proposition 3.1 with kernel \( K_{\epsilon, \mathbb{R}} \) as in (3.1). Then
\[
\sup_{t \geq 0} M_{0,1}(g_{\epsilon, R, \delta}(\cdot, \cdot, t)) = M_{0,1}(g_{\in, \mathbb{R}}). \tag{3.35}
\]
Moreover, there exists a constant \( C_{0, \gamma} > 0 \) such that:
\[
\sup_{t \geq 0} M_{0,\gamma}(g_{\epsilon, R, \delta}(\cdot, \cdot, t)) \leq \max\{M_{0,\gamma}(g_{\in, \mathbb{R}}); C_{0, \gamma}\}, \tag{3.36}
\]
uniformly in \( \epsilon, R \) and \( \delta \).

**Proposition 3.17.** Let \( g_{\in, \mathbb{R}} \) and \( g_{\epsilon, R, \delta} \) (which we will denote by \( g_{\in} \) and \( g \), respectively) be as in Proposition 3.16. Then, for any \( m > 1 \), there exists a constant \( C_{0, m} > 0 \), independent of \( \epsilon, R \) and \( \delta \), such that:
\[
\sup_{t \geq 0} M_{0, m}(g_{\epsilon, R, \delta}(\cdot, \cdot, t)) \leq \max\{M_{0, m}(g_{\in}), C_{0, m}\}. \tag{3.37}
\]
We can also obtain bounds independent of time for moments of the form \( M_{0,-l} \), with \( l > 0 \), if we require in addition that \( \alpha > 0 \).

**Proposition 3.18.** Let \( g_{\in, \mathbb{R}} \) and \( g_{\epsilon, R, \delta} \) (which we will denote by \( g_{\in} \) and \( g \), respectively) be as in Proposition 3.16. Assume \( \alpha > 0 \). Let \( l > 0 \). Then there exists a constant \( C_{0, -l} > 0 \) for which the following estimate holds:
\[
\sup_{t \geq 0} M_{0,-l}(g_{\epsilon, R, \delta}(t)) \leq \max\{M_{0,-l}(g_{\in}), C_{0, -l}\}, \tag{3.38}
\]
uniformly in \( \epsilon, R \) and \( \delta \).

We now find uniform estimates for the total surface area of \( g_{\epsilon, R, \delta} \). The uniform estimates for the surface area are a consequence of the fusion term overtaking the coagulation operator in the case \( \mu > 0 \). We prove a more general statement which will be needed later on for the improvement of moment estimates.

**Proposition 3.19.** Let \( g_{\in, \mathbb{R}} \) and \( g_{\epsilon, R, \delta} \) (which we will denote by \( g_{\in} \) and \( g \), respectively) be as in Proposition 3.16. Then
\[
\sup_{t \geq 0} M_{1,0}(g(\cdot, \cdot, t)) \leq \max\{M_{1,0}(g_{\in}), C_{1,0}\}. \tag{3.39}
\]
Moreover, if (1.8) holds and if $M_{1,-\alpha}(g_{\infty}) < \infty$, there exists $C_{1,-\alpha} > 0$ such that:

$$\sup_{t \geq 0} M_{1,-\alpha}(g(\cdot, t)) \leq \max[M_{1,-\alpha}(g_{\infty}), C_{1,-\alpha}].$$  \hspace{1cm} (3.40)

If (1.9) holds, there exists $\delta_1 > 0$, for which $\gamma \leq \frac{2}{3} - \delta_1$, and there exists $C_{1,-\delta_1} > 0$ such that:

$$\sup_{t \geq 0} M_{1,-\delta_1}(g(\cdot, t)) \leq \max[M_{1,-\delta_1}(g_{\infty}), C_{1,-\delta_1}].$$  \hspace{1cm} (3.41)

**Proof.** We test equation (3.5) with $\varphi(a, v) = av^l$, with $l \leq 0$. This is possible due to our choice of the space $Y_{\epsilon, \tau}$, which allows us to test with functions that do not have compact support if they are bounded from above by a function of the form $\alpha^c v^d$, with $c \leq 1$ and $d \in \mathbb{R}$. Since $l \leq 0$, we have:

$$K_{\epsilon, R}(a, v, a', v')[(a + a')(v + v')^l - av^l - a'v'^l] \leq 0.$$  

Equation (3.5) thus becomes:

$$\frac{d}{dt} M_{1,l}(g(t)) \leq \left(\frac{1}{3} + |l|\right) M_{1,l}(g(t)) + (1 - \gamma) R_0 \int_{(0, \infty)^2} \frac{\alpha^\mu \max\{v^\nu, L\}}{1 + \delta \alpha^\mu} (c_0 v^{\frac{2}{3}} - a) g(a, v, t) v^l dv da.$$  \hspace{1cm} (3.42)

We need some control over the drift term:

$$\int_{(\nu > c_0^{\frac{1}{3}})} \frac{\alpha^\mu \max\{v^\nu, L\}}{1 + \delta \alpha^\mu} (c_0 v^{\frac{2}{3}} - a) g(\eta, t) v^l d\eta \leq \int_{(\nu > c_0^{\frac{1}{3}})} \frac{\alpha^\mu \max\{v^\nu, L\}}{1 + \delta \alpha^\mu} (c_0 v^{\frac{2}{3}} - a) g(\eta, t) v^l d\eta \leq -\frac{1}{2} \int_{(\nu > c_0^{\frac{1}{3}})} \frac{\alpha^\mu \max\{v^\nu, L\}}{1 + \delta \alpha^\mu} av^{-|l|} g(\eta, t) d\eta.$$  \hspace{1cm} (3.43)

This integral can now be estimated as follows:

$$-\frac{1}{2} \int_{(\nu > c_0^{\frac{1}{3}}, \omega \geq \frac{1}{2})} \frac{\alpha^\mu \max\{v^\nu, L\}}{1 + \delta \alpha^\mu} av^{-|l|} g(\eta, t) d\eta \leq -\frac{1}{4 \delta} \int_{(\nu > c_0^{\frac{1}{3}}, \omega \geq \frac{1}{2})} \max\{v^\nu, L\} av^{-|l|} g(a, v, t) dv da - \frac{1}{4} \int_{(\nu > c_0^{\frac{1}{3}}, \omega \geq \frac{1}{2})} \frac{\alpha^{\mu+1} \nu^{-|l|}}{1 + \delta \alpha^{\mu+1}} g(a, v, t) dv da \leq -\frac{L}{4} \int_{(\nu > c_0^{\frac{1}{3}}, \omega \geq \frac{1}{2})} av^{-|l|} g(a, v, t) dv da - \frac{1}{4} \int_{(\nu > c_0^{\frac{1}{3}}, \omega < \frac{1}{2})} \alpha^{\mu+1} \nu^{-|l|} g(a, v, t) dv da.$$  \hspace{1cm} (3.44)

In order to estimate the second term on the right-hand side of (3.44), we apply Young’s inequality. This is possible since $\mu + 1 > 1$. Thus, we obtain:

$$av^l = av^{\frac{\alpha^\mu + \nu}{p} \left(\frac{\nu}{p} - \frac{|l|}{q}\right)} \leq \frac{\epsilon}{p} (av^{\frac{\alpha^\mu}{p}} v^{l - |l|})^{\nu+1} + \frac{\epsilon^{-\frac{p}{q}}}{q} v^{(l - |l|)q},$$

where $p = \mu + 1$ and $\frac{1}{p} = \frac{1}{q} = \frac{1}{2}$. Thus, there exists a constant $C_\epsilon > 0$ depending on $\epsilon$ for which $av^l \leq \epsilon a^{\mu+1} v^{\nu-|l|} + \epsilon C_\epsilon v^{l - \frac{q}{p}}$, or equivalently:

$$-\alpha^{\mu+1} \nu^{-|l|} \leq -\frac{1}{\epsilon} av^l + C_\epsilon v^{l - \frac{q}{p}}.$$  
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and this implies:

\[- \int_{|a| \geq 2c_0 \frac{3}{4}, \mu \geq \frac{1}{4}} da \int_{t} g(a, v, t) dv da \leq \frac{1}{\epsilon} \int_{|a| \geq 2c_0 \frac{3}{4}, \mu \geq \frac{1}{4}} av^\gamma g(a, v, t) dv da + C_\epsilon M_{0, \frac{2}{3} + \gamma} (g(t)). \quad (3.45)\]

From Propositions 3.16-3.18, we have that $M_{0, \frac{2}{3} + \gamma} (g(t))$ is uniformly bounded from above. We combine (3.43), (3.44) and (3.45) and then we choose $\epsilon$ sufficiently small in order to obtain that

\[
\int_{|a| \geq 2c_0 \frac{3}{4}} av^\gamma g(a, v, t) dv da = - \int_{|a| \geq 2c_0 \frac{3}{4}} av^\gamma g(a, v, t) dv da + \int_{c_0 \frac{3}{4} \leq |a| < 2c_0 \frac{3}{4}} av^\gamma g(a, v, t) dv da
\]

\[\leq - \int_{|a| \geq 2c_0 \frac{3}{4}} av^\gamma g(a, v, t) dv da + 2c_0 \int_{(0, \infty)^2} v^\gamma \frac{d}{dt} g(a, v, t) dv da. \quad (3.47)\]

Combining (3.42), (3.46) and (3.47), we deduce that

\[
\frac{d}{dt} M_{1, \gamma} (g(t)) \leq \left( \frac{1}{3} + |\gamma| \right) M_{1, \gamma} (g(t)) - (1 - \gamma) R_0 \frac{L}{4} M_{1, \gamma} (g(t)) + C_\epsilon. \quad (3.48)\]

Assume $\alpha > 0$. If $l = 0$ we conclude using a comparison argument since $(1 - \gamma) R_0 \frac{L}{4} = 3$ cf. (3.8). The proof remains valid if we choose $l = -\alpha$.

If (1.9) holds and we choose $l = -\delta_1$ to be such that $\frac{2}{3} - \delta_1 \geq \gamma$, we have that $M_{0, \frac{2}{3} + \gamma}$ and $M_{0, \frac{2}{3} + \gamma}$ are uniformly bounded from above and we can conclude in a similar manner. \hfill \Box

**Proof of Proposition 3.2.** Let $T > 0$. Let $S(t) : U_{e, R} \to U_{e, R}$, for $t \in [0, T]$, be as in (3.11). Proposition 3.1 guarantees that the semigroup is well-defined. Proposition 3.14 gives us continuity in time of the mapping $S(g) : [0, T] \to U_{e, R}$, for $g \in U_{e, R}$. Propositions 3.16 - 3.19 prove that $S(t) \omega (\epsilon, R, \delta) \subseteq \omega (\epsilon, R, \delta)$ if we choose the constants $c_0, -\alpha - \delta, \epsilon_0, \delta_0, \delta_1 > 0$ in Proposition 3.2 to correspond to the constants found in Propositions 3.16 - 3.19. \hfill \Box

We are now in a position to prove Theorem 2.3.

**Proof of Theorem 2.3, case $\alpha > 0$. Existence of self-similar profiles.** Assume first $\alpha > 0$. Let $T > 0$. Let $S(t) : U_{e, R} \to U_{e, R}$, for $t \in [0, T]$, be as in (3.11). For fixed $t \in [0, T]$, Proposition 3.13 assures that the mapping $S(t) : U_{e, R} \to U_{e, R}$ is continuous in the weak-* topology. Proposition 3.2 gives us that $S(t) \omega (\epsilon, R, \delta) \subseteq \omega (\epsilon, R, \delta)$.

Using a variant of Tykonov’s fixed point theorem (see, for instance, [7, Theorem 1.2]), we can find a stationary solution in time, which we denote by $\tilde{g}_{e, R, \delta}(\eta)$. As $\tilde{g}_{e, R, \delta} \in \omega (\epsilon, R, \delta)$, we can find a subsequence $(\tilde{g}_{e, R_{k, \delta}})_{k \geq 1}$ that converges to some $g$ in the weak-* topology as $k \to \infty$. This argument has been used
extensively to prove the existence of self-similar profiles for coagulation equations and therefore we do not give more details.

We need to prove that this \( g \) satisfies (2.6). Fix \( \varphi \in C^1_c(\mathbb{R}^2_+) \).

As \( \tilde{g}_{\epsilon,R,\delta_k} \to g \), as \( k \to \infty \), the linear terms containing \( \tilde{g}_{\epsilon,R,\delta_k} \) will converge to the linear terms in (2.6). We deal with the fusion term in the following manner:

\[
\int_{(0,\infty)^2} r_\delta(\eta)(c_0 v^2 - \alpha) \partial_\nu \varphi(\eta) \tilde{g}_{\epsilon,R,\delta_k}(d\eta) - \int_{(0,\infty)^2} r(\eta)(c_0 v^2 - \alpha) \partial_\nu \varphi(\eta) g(\eta)(d\eta) \leq C \int_{(0,\infty)^2} |r_\delta(\eta) - r(\eta)||\partial_\nu \varphi(\eta)| \tilde{g}_{\epsilon,R,\delta_k}(d\eta) + \int_{(0,\infty)^2} r(\eta)(c_0 v^2 - \alpha) \partial_\nu \varphi(\eta)[g - \tilde{g}_{\epsilon,R,\delta_k}](d\eta) \quad (3.49)
\]

As stated before, \( r_\delta(\eta) \to r(\eta) \) for fixed \( \eta \) as \( \delta \to 0 \). Due to the compact support of \( \varphi \) and since \( \tilde{g}_{\epsilon,R,\delta_k} \in \omega(\epsilon, R, \delta) \), the first term in (3.49) goes to zero as \( k \to \infty \). The second term in (3.49) goes to zero as \( k \to \infty \) since \( \tilde{g}_{\epsilon,R,\delta_k} \to g \) as \( k \to \infty \).

We now examine the coagulation term

\[
\int_{(0,\infty)^2} \int_{(0,\infty)^2} K_{\epsilon,R}(\eta, \eta')\tilde{g}_{\epsilon,R}(v + v')[(\varphi(\eta + \eta') - \varphi(\eta) - \varphi(\eta'))]\tilde{g}_{\epsilon,R,\delta_k}(\eta)\tilde{g}_{\epsilon,R,\delta_k}(\eta')d\eta'd\eta.
\]

Notice first that the support of \( \tilde{g}_{\epsilon,R,\delta_k} \) is contained in the strip \( \nu \in [\epsilon, 2R] \). We can then replace \( K_{\epsilon,R}(\eta, \eta') \) by \( K(\eta, \eta') \). On the other hand,

\[
\int_{(0,\infty)^2} \int_{(0,\infty)^2} K(\eta, \eta')\tilde{g}_{\epsilon,R}(v + v') \left( -1[(\varphi(\eta + \eta') - \varphi(\eta) - \varphi(\eta'))] \tilde{g}_{\epsilon,R,\delta_k}(\eta)\tilde{g}_{\epsilon,R,\delta_k}(\eta')d\eta'd\eta
\]

will go uniformly to zero as \( R \to \infty \) using only the uniform moment estimates in \( v \), namely \( M_{0,1} \) and \( M_{0,-\alpha} \). Take a continuous function \( p : \mathbb{R} \to [0, 1] \) such that \( p(x) = 1 \), when \( x \leq 1 \) and \( p(x) = 0 \), when \( x \geq 2 \). Define then \( p_M(a, v, a', v') = p(\frac{v}{M})p(\frac{v'}{M})p(\frac{a}{M})p(\frac{a'}{M})p(\frac{1}{M})p(\frac{1}{M})p(\frac{1}{M})p(\frac{1}{M})p(\frac{1}{M}) \), for \( M > 1 \) large enough. We have that

\[
\int_{(0,\infty)^2} \int_{(0,\infty)^2} K(\eta, \eta')[\varphi(\eta + \eta') - \varphi(\eta) - \varphi(\eta')]}p_M(\eta, \eta')\tilde{g}_{\epsilon,R,\delta_k}(\eta)\tilde{g}_{\epsilon,R,\delta_k}(\eta')d\eta'd\eta
\]

converges to

\[
\int_{(0,\infty)^2} \int_{(0,\infty)^2} K(\eta, \eta')[\varphi(\eta + \eta') - \varphi(\eta) - \varphi(\eta')]}p_M(\eta, \eta')g(\eta)g(\eta')d\eta'd\eta,
\]

as \( k \to \infty \) since the support of the integral is now on a compact set. An argument closely related can be found in [11, Proof of Theorem 2.3]. It remains to estimate the contribution outside the set \( [\frac{1}{M}, M]^4 \).

When \( v < \frac{1}{M} \) or \( v > M \), the estimates are similar to the one-dimensional case as the kernel is bounded by functions depending only on \( v \). We can prove that the integral converges to zero as \( M \to \infty \) in the region \( \{v < \frac{1}{M}\} \), using the uniform estimates for \( M_{0,-\alpha-\epsilon} \) and \( M_{0,\beta} \). When \( v > M \), we use that \( M_{0,-\alpha} \) and \( M_{0,1} \) are uniformly bounded to obtain the desired convergence. The regions where \( \{v' < M\} \) and \( \{v' > \frac{1}{M}\} \) are
treated in the same manner by symmetry. We can treat the region where \( \{v < \left(\frac{1}{c_0M}\right)^2\} \) due to the isoperimetric inequality \( a \geq c_0v^\frac{3}{2} \). For \( a > M \), the main point is to control

\[
\int_{(0,\infty)^2 \cap \{a > M\}} (v^{-\alpha} + v^\beta \tilde{g}_{e,R,\rho}(\eta)).
\]

We split the region into three parts and use the fact that for large and small values of \( v \), we can control this region using only moments in \( v \) as before. More precisely, let \( \mathcal{C} > 1 \) large, then

\[
\int_{(0,\infty)^2 \cap \{v < \frac{1}{\mathcal{C}}\}} (v^{-\alpha} + v^\beta \tilde{g}_{e,R,\rho}(\eta))d\eta \leq 2 \int_{(0,\infty)^2 \cap \{v < \frac{1}{\mathcal{C}}\}} v^{-\alpha} \tilde{g}_{e,R,\rho}(\eta)d\eta + \int_{\{a > M,v \in [\frac{1}{\mathcal{C}},\mathcal{C}]\}} (v^{-\alpha} + v^\beta \tilde{g}_{e,R,\rho}(\eta))d\eta
\]

\[
+ 2 \int_{(0,\infty)^2 \cap \{v > \mathcal{C}\}} v^\beta \tilde{g}_{e,R,\rho}(\eta)d\eta
\]

\[
\leq 2\mathcal{C}^{-\tilde{\epsilon}} \int_{(0,\infty)^2 \cap \{v < \frac{1}{\mathcal{C}}\}} v^{-\alpha-\tilde{\epsilon}} \tilde{g}_{e,R,\rho}(\eta)d\eta + 2\mathcal{C}M^{-\tilde{\epsilon}} \int_{\{a > M,v \in [\frac{1}{\mathcal{C}},\mathcal{C}]\}} a \tilde{g}_{e,R,\rho}(\eta)d\eta
\]

\[
+ 2\mathcal{C}^{\beta-1} \int_{(0,\infty)^2 \cap \{v > \mathcal{C}\}} v^\alpha \tilde{g}_{e,R,\rho}(\eta)d\eta
\]

\[
\leq 2\mathcal{C}^{-\tilde{\epsilon}} c_{0,\alpha-\tilde{\epsilon}} + 2\mathcal{C}M^{-\tilde{\epsilon}} c_{1,\beta} + 2\mathcal{C}^{\beta-1},
\]

where \( \tilde{\epsilon} \) is chosen as in Proposition 3.2 and \( c_{1,\beta},c_{0,\alpha-\tilde{\epsilon}} \) are the constants found in Proposition 3.2. For given \( \delta \in (0,1) \), we first take \( \mathcal{C} \) to be such that \( 2\mathcal{C}^{-\tilde{\epsilon}} c_{0,\alpha-\tilde{\epsilon}} + 2\mathcal{C}^{\beta-1} \leq \frac{\tilde{\delta}}{2} \) and then \( M \) such that \( 2\mathcal{C}M^{-\tilde{\epsilon}} c_{1,\beta} \leq \frac{\delta}{2} \). This proves our desired convergence of \( \int_{(0,\infty)^2 \cap \{a > M\}} (v^{-\alpha} + v^\beta \tilde{g}_{e,R,\rho}(\eta)) \to 0 \) as \( M \to \infty \), thus concluding our proof.

\[\square\]

**Proof of Theorem 2.5, case \( \alpha = 0 \). Existence of self-similar profiles.** We keep the notation used in the Proof of Theorem 2.3, case \( \alpha > 0 \). The proof is done in the same manner as in the case \( \alpha > 0 \). The difference is that we derived uniform bounds for moments of the form \( M_{0,c} \), with \( c \geq \gamma \) and for the moment \( M_{1,0} \), but we have no information about moments of the form \( M_{0,c} \), with \( c < \gamma \). This implies that we now have to control the contribution of the regions \( \{v \leq \frac{1}{M}\} \) and \( \{v' \leq \frac{1}{M}\} \), for a sufficiently large \( M \), in the term containing the coagulation kernel

\[
\int_{(0,\infty)^2} \int_{(0,\infty)} K_{e,R}(\eta,\eta') \tilde{c}_R(v + v')v[\varphi(\eta + \eta') - \varphi(\eta)] \tilde{g}_{e,R,\rho,\delta}(\eta) \tilde{g}_{e,R,\rho,\delta}(\eta')d\eta'd\eta.
\]

For the region \( \{v < \frac{1}{M}\} \), we have that:

\[
\left| \int_{\{v < \frac{1}{M}\}} \int_{(0,\infty)^2} K_{e,R}(\eta,\eta') \tilde{c}_R(v + v')v[\varphi(\eta + \eta') - \varphi(\eta)] \tilde{g}_{e,R,\rho,\delta}(\eta) \tilde{g}_{e,R,\rho,\delta}(\eta')d\eta'd\eta \right|
\]

\[
\leq \int_{\{v < \frac{1}{M}\}} \int_{(0,\infty)^2} (v^{\beta+1} + v^\beta) \varphi(\eta + \eta') - \varphi(\eta) \tilde{g}_{e,R,\rho,\delta}(\eta) \tilde{g}_{e,R,\rho,\delta}(\eta')d\eta'd\eta
\]

\[
\leq 2\|\varphi\|_\infty M^{\beta-1} \tilde{g}_{e,R,\rho,\delta}(\eta) \tilde{g}_{e,R,\rho,\delta}(\eta')d\eta'd\eta.
\]
3.3 Moment estimates for arbitrary powers of area and volume

Thus, in order to show that the term in (3.53) goes to zero as $M \to \infty$, it suffices to show that the integral above is bounded.

$$
\int_{\{v < \frac{1}{M}\}} \int (0, \infty)^2 v|\varphi(\eta + \eta') - \varphi(\eta)| \tilde{g}_{\xi, R, z_0}(\eta) \tilde{g}_{\xi, R, z_0}(\eta') d\eta' d\eta 
\leq \|\nabla \varphi\|_\infty M_{0,1}(\tilde{g}_{\xi, R, z_0}) \int (0, \infty)^2 |\eta'| \tilde{g}_{\xi, R, z_0}(\eta') d\eta' \leq C.
$$

We now deal with the region where $\{v' < \frac{1}{M}\}$:

$$
\left| \int (0, \infty)^2 \int \left( v + v' \right) |\varphi(\eta + \eta') - \varphi(\eta)| \tilde{g}_{\xi, R, z_0}(\eta) \tilde{g}_{\xi, R, z_0}(\eta') d\eta' d\eta \right|
\leq \int (0, \infty)^2 \int (v' < \frac{1}{M}) (v + v') \tilde{g}_{\xi, R, z_0}(\eta) \tilde{g}_{\xi, R, z_0}(\eta') d\eta' d\eta.
$$

(3.54)

For the first term in (3.54), we have:

$$
\int (0, \infty)^2 \int (v' < \frac{1}{M}) (v + v') \tilde{g}_{\xi, R, z_0}(\eta) \tilde{g}_{\xi, R, z_0}(\eta') d\eta' d\eta
\leq \|\nabla \varphi\|_\infty \int (0, \infty)^2 \int (v' < \frac{1}{M}) (v + v') \tilde{g}_{\xi, R, z_0}(\eta) \tilde{g}_{\xi, R, z_0}(\eta') d\eta' d\eta
\leq M^{\beta-1} \|\nabla \varphi\|_\infty M_{0,1}(\tilde{g}_{\xi, R, z_0}) M_{0,1}(\tilde{g}_{\xi, R, z_0}) + M^{-\delta} \|\nabla \varphi\|_\infty M_{0,1}(\tilde{g}_{\xi, R, z_0}) M_{1,0}(\tilde{g}_{\xi, R, z_0}).
$$

For the second term in (3.54), we have:

$$
\int (0, \infty)^2 \int (v' < \frac{1}{M}) (v + v') \tilde{g}_{\xi, R, z_0}(\eta) \tilde{g}_{\xi, R, z_0}(\eta') d\eta' d\eta
\leq M^{-\beta} \int (0, \infty)^2 \int (v' < \frac{1}{M}) (v + v') \tilde{g}_{\xi, R, z_0}(\eta) \tilde{g}_{\xi, R, z_0}(\eta') d\eta' d\eta
\leq M^{-\beta} \|\nabla \varphi\|_\infty \left[ M_{1,0}(\tilde{g}_{\xi, R, z_0}) + M_{0,1}(\tilde{g}_{\xi, R, z_0}) M_{1,0}(\tilde{g}_{\xi, R, z_0}) \right].
$$

We prove that the term in (3.52) converges to zero as $M \to \infty$ in the regions $\{v > M\}, \{v' > M\}, \{a < \frac{1}{M}\}$ and $\{a' < \frac{1}{M}\}$ in a similar manner. We deal with the regions where $\{a > M\}$ and $\{a' > M\}$ as in (3.51).

This concludes the proof.

3.3 Moment estimates for arbitrary powers of area and volume

We construct a self-similar profile $\tilde{g}$ which satisfies $M_{n,k}(\tilde{g}) < \infty$, for $n, k \in \mathbb{R}$, if (1.8) holds, and $M_{n,k}(\tilde{g}) < \infty$, for $n \in \mathbb{N}, k \geq \gamma$, if (1.9) holds. In order to do so, we apply the strategy used to find a self-similar profile in Theorem 2.3. In order to estimate the moments $M_{n,0}(\tilde{g}), n \in \mathbb{N}$, we notice that we can improve the estimates found in Proposition 3.19, while to derive bounds for $M_{-n,0}(\tilde{g}), n \in \mathbb{N}$, we use the fact that they can be estimated in terms of $M_{0,-\frac{1}{\gamma}}(\tilde{g})$. 
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Remark 3.20. Let $n > 0$ and $k \in \mathbb{R}$. In order to bound $M_{-n,k}(\tilde{g})$, it is enough to use $a \geq c_0 \sqrt{\gamma}$ to obtain
\[
\int_{|a| > c_0 \sqrt{\gamma}} a^{-n} \tilde{g}(a, v) \, dv \, da \leq c_0^n \int_{(0, \infty)} a^{-\frac{n}{2}} \tilde{g}(a, v) \, dv \, da \text{ if } M_{0-k, -\frac{n}{2}}(\tilde{g}) < \infty.
\]

In order to find uniform bounds for the moments $M_{n,0}(\tilde{g})$, we need to be able to test (3.5) with higher powers of $a$.

Let $N \in \mathbb{N}, N \geq 2$. For some $\tilde{g} \in \mathcal{M}_c^1(\mathbb{R}_{>0})$ such that
\[
\int_{(0, \infty)^2} (1 + a^N) \tilde{g}(a, v) \, dv \, da < \infty,
\]
we define the space
\[
U_{e,R,N} := \{ \tilde{g} \in \mathcal{M}_c^1(\mathbb{R}_{>0}), \tilde{g}(\mathbb{R}_{>0} \setminus [c_0 \sqrt{\gamma}, \infty) \times [\epsilon, 2R]) = 0, \tilde{g} \text{ satisfies } (3.55) \}.
\]

Proposition 3.21. Let $K_{e,R}$ be the kernel defined in (3.1). Let $N \in \mathbb{N}, N \geq 2$. Let $g_{\text{in}, R} \in \mathcal{M}_c^1(\mathbb{R}_{>0}) \cap U_{e,R,N}$. There exists a unique solution $g_{e,R,0} \in \mathcal{C}^1([0, \infty); \mathcal{M}_c^1(\mathbb{R}_{>0}))$, $g_{e,R,0}(t) \in U_{e,R,N}$, that satisfies
\[
\sup_{t \in [0, T]} \int_{(0, \infty)^2} (1 + a^N) g_{e,R,0}(a, v, t) \, dv \, da < \infty,
\]
for every $T > 0$, for the weak formulation of the coagulation equation (3.5) with initial datum $g_{\text{in}, R}$.

Proof. The proof is done via a standard fixed-point argument as in the proof of Proposition 3.1. The space $U_{e,R,N}$ was chosen since we would like to later test with higher powers of the area $a$ and we need to control the escape to infinity of $a$. We prove existence in the same manner as in Proposition 3.1 with the aid of Propositions 3.22 and 3.24, which will be stated below. \hfill \Box

Proposition 3.21 states that we can obtain better moment estimates if we assume moment estimates for higher order powers for the initial datum, namely with (3.55) instead of (3.9).

As before, we use $K_R$, see (3.18), and $K_{e,R}$, see (3.1), interchangeably.

We define the space
\[
Y_N = \{ G \in \mathcal{C}([0, \tau_N]; \mathcal{M}_c^1(\mathbb{R}_{>0})) : \| G \|_N = \sup_{0 \leq t \leq \tau_N} \left| \int_{(0, \infty)^2} e^{h(V_I(t))} (1 + x_{N,V}(A)) G(A, V, t) dV dA \right| \leq 2 M_N; \quad G(\mathbb{R}_{>0} \setminus [c_0 \sqrt{\gamma}, \infty) \times [\epsilon, 2R], t) = 0, \quad t \in [0, \tau_N] \}
\]
instead of $Y_{e,t}$ in (3.22), where $M_N = 2 \int_{(0, \infty)^2} (1 + a^N) g_{\text{in}, R}(a, v) \, dv \, da + 1$, $g_{\text{in}, R}$ is as in Proposition 3.21 and we fix a time $\tau_N$ instead of $\tau$ such that
\[
(2^N (1 - \gamma) M_N + M_N + 1) \| K_R \|_\infty (e^{\tau_N} - 1) < \frac{1}{2}; \quad 2^N (1 - \gamma) M_N^2 \| K_R \|_\infty \tau_N < 1 \text{ and } \tau_N \leq \ln 2.
\]

Proposition 3.22. Let $N \in \mathbb{N}, N \geq 2$. Let $K_{e,R}$ defined as in (3.1) and assume $K$ and $r$ satisfy the conditions stated in Theorem 2.3 or in Theorem 2.5. Let $g_{\text{in}, R}$ as stated in Proposition 3.21. Let $J$ be as in (3.23). Assume $F, G \in Y_N$ with $\tau_N$ as in (3.57) and (3.58). Then
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1. \[ \|J[G]\| \leq 2M_N; \]

2. The map \( J \) is contractive, more explicitly, \[ \|J[F] - J[G]\|_N \leq \frac{1}{2} \|F - G\|_N. \]

**Proof.** We follow the proof of Proposition 3.6, working with \( Y_N, M_N \) and \( \tau_N \) instead of \( Y_{\epsilon,\tau}, M \) and \( \tau \), respectively. We make use in addition of the inequality

\[ 1 + (x_{t,V}(A) + x_{t,V}(A'))^N \leq 2^{N-1}(1 + x_{t,V}(A))(1 + x_{t,V}(A')). \]

For more details, see Proof of Proposition 3.6 in Appendix B, where similar arguments were used. \( \square \)

We make use in addition of the following inequality provided in [2, Lemma 2].

**Lemma 3.23.** Assume that \( p > 1 \) and let \( k_p := \left\lfloor \frac{p+1}{2} \right\rfloor \). Then, for all \( x, y > 0 \), the following inequalities hold:

\[ \sum_{k=1}^{k_u-1} \binom{p}{k} (x^ky^{p-k} + x^{p-k}y^k) \leq (x + y)^p - x^p - y^p \leq \sum_{k=1}^{k_p} \binom{p}{k} (x^ky^{p-k} + x^{p-k}y^k). \]

**Proposition 3.24.** Let \( N \in \mathbb{N}, N \geq 2, N \) fixed. Let \( G_{e,R,\delta} \) be the found fixed point for (3.23) up to time \( \tau_N \) defined as in (3.57), (3.58) and with initial datum \( g_{in,R} \) taken as in Proposition 3.21. For any \( T > 0 \), there exists a unique solution, for which we keep the notation \( G_{e,R,\delta} \in C^1([0, T]; \mathcal{A}_{e,R}^1(\mathbb{R}^2_\epsilon)) \) that satisfies (3.19).

The proof of this proposition is based on an iterative argument and is given in Appendix B.

Let \( K_{e,R} \) defined as in (3.1) and assume \( K \) and \( r \) satisfy the conditions stated in Theorem 2.3 or in Theorem 2.5. Let \( T > 0 \). Define \( S(t) : U_{e,R,N} \rightarrow U_{e,R,N} \) in the following way:

\[ S(t)g_{in,R} = g_{e,R,\delta}(\cdot, t) \quad (3.59) \]

for all \( t \in [0, T] \), where \( g_{e,R,\delta} \) is the unique solution of the weak formulation of the coagulation equation with coagulation kernel \( K_{e,R} \) found Proposition 3.21.

**Proposition 3.25.** Assume \( g_{e,R,\delta} \) is the solution found in Proposition 3.21 for some \( N \in \mathbb{N}, N \geq 2 \), fixed, with kernel \( K_{e,R} \) taken as in (3.1). Let \( \mu > 0 \).

If we are in the case (1.8), for \( k \in \mathbb{R}, n \in [1, N] \), there exist constants \( c_{0,k}, c_{1,-\alpha}, c_{1,1}, c_{n,0} > 0 \) for which the set

\[ \omega = \{ M_{0,1}(g_{e,R,\delta}(t)) = 1, M_{0,k}(g_{e,R,\delta}(t)) \leq c_{0,k}, M_{1,-\alpha}(g_{e,R,\delta}(t)) \leq c_{1,-\alpha}, M_{1,1}(g_{e,R,\delta}(t)) \leq c_{1,1}, M_{n,0}(g_{e,R,\delta}(t)) \leq c_{n,0} \} \]

is preserved for all \( t \in [0, T] \), that means \( S(t)\omega \subseteq \omega \).
If we are in the case (1.9), for \( k \geq \gamma, n \in [1, N] \), there exist constants \( c_{0,k}, c_{1,1}, c_{n,0} > 0 \) for which the set

\[
\omega = \{ M_{0,1}(g_{e,R,\delta}(t)) = 1, M_{0,k}(g_{e,R,\delta}(t)) \leq c_{0,k}, M_{1,1}(g_{e,R,\delta}(t)) \leq c_{1,1}, M_{n,0}(g_{e,R,\delta}(t)) \leq c_{n,0} \}
\]

is preserved for all \( t \in [0, T] \), that means \( S(t) \omega \subseteq \omega \).

We prove this proposition after proving first some uniform moment estimates. To bound moments of the form \( M_{0,c}, c \in \mathbb{R} \) and \( M_{1,\alpha} \), we use the same method that we used in Section 3.2, namely Propositions 3.16 - 3.19. In the next propositions we prove uniform bounds for \( M_{1,1} \) and \( M_{n,0} \), for \( n \in [2, N] \).

We prove uniform bounds for \( M_{1,m}(g_{e,R,\delta}), m \geq 1 \), instead of only proving uniform bounds for the moment \( M_{1,1} \) as the proof is done in a similar manner.

**Proposition 3.26.** Let \( g_{in,R} \in \omega \) and \( g_{e,R,\delta} \) (which we will denote by \( g_{in} \) and \( g \), respectively) be as in Proposition 3.21. Let \( m \geq 1 \). Assume in addition that \( \int_{(0,\infty)^2} av^{m} g_{in,R}(a,v)dvda < \infty \). Then there exists \( C_{1,m} > 0 \), which does not depend on \( e, R, \delta \), such that:

\[
\sup_{t \geq 0} M_{1,m}(g(\cdot, \cdot, t)) \leq \max\{M_{1,m}(g_{in}), C_{1,m}\}. \tag{3.60}
\]

**Proof.** The proof relies on the fact that the coagulation operator does not contribute with too fast interactions, using in addition the uniform estimate for the total surface area, which we were able to derive making use of the fusion term.

We use

\[-\int_{(0,\infty)^2} av^{m} g(a,v,t)\Theta_{e}(v)dvda \leq -M_{1,m}(g(t)) + 2^{m} \int_{(0,\infty)^2} ag(a,v,t)dvda\]

and, as \( M_{1,0}(g) \) is uniformly bounded from above, equation (3.5) becomes:

\[
\frac{d}{dt} M_{1,m}(g(t)) \leq (1 - \frac{2}{3} - m)M_{1,m}(g(t)) + C + (1 - \gamma)R_{0} \int_{(0,\infty)^2} \frac{a^{\mu} \max[\nu, L\delta]}{1 + \delta a^{\mu}} (c_{0}v^{\frac{3}{2}} - a)g(a,v,t)v^{m}dvda
\]

\[+ \frac{1 - \gamma}{2} \int_{(0,\infty)^2} \int_{(0,\infty)^2} K(a,v,a',v')(a + a')(v + v')^{m} - av^{m} - a'v'^{m}]g(a,v,t)g(a',v',t)dv'da'dvda.
\]

The term with the fusion kernel is non-positive and can be omitted. For the term with the coagulation kernel, we combine

\[(a + a')(v + v')^{m} - av^{m} - a'v'^{m} = a[(v + v')^{m} - v^{m}] + a'[(v + v')^{m} - v'^{m}]\]

with the inequality:

\[(v + v')^{m} - v^{m} = m \int_{v}^{v + v'} s^{m-1}ds \leq m(v + v')^{m-1}v' \leq C_{m}(v^{m} + v^{m-1}v'),\]
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and obtain
\[ K(\eta, \eta')[(a + a')(v + v')^m - av^m - a'v'^m] \leq C_{m}K(a, v, a', v')(av^{m-1}v' + av^m + a'v'^{m-1}v + a'v^m) \]
\[ \leq C_0C_{m}(v^{-\alpha}v^\beta + v'^{-\alpha}v'^\beta)(av^{m-1}v' + av^m + a'v'^{m-1}v + a'v^m). \]

The moments \( M_{0,c}, c \geq \gamma \), are bounded from above. The term \( M_{1,-\alpha} \) is uniformly bounded from above. This was proven in Proposition 3.19. If \( m > 1 \), then \( m + \beta - 1, \beta, m - \alpha - 1 \in (-\alpha, m) \) and we use Hölder’s inequality and conclude using a comparison argument. If \( m = 1 \), we only have to bound \( av^\beta \).

As \( \beta \in (-\alpha, m) \), we conclude in the same manner as before. □

**Proposition 3.27.** Let \( g_{m,R} \in \omega \) and \( g_{e,R,\delta} \) (which we will denote by \( g_{\text{in}} \) and \( g \), respectively) be as in Proposition 3.21, for \( N \in \mathbb{N}, N \geq 2 \), fixed. Then, for any \( n \in \{2, N\} \), there exists \( C_{n,0} > 0 \), independent of \( \epsilon, R, \delta, N \), but dependent on \( n \), such that:

\[
\sup_{t \geq 0} M_{n,0}(g(\cdot, \cdot, t)) \leq \max\{M_{n,0}(g_{\text{in}}), C_{n,0}\}. \quad (3.61)
\]

**Proof.** This estimate follows from the fact that fusion overtakes coagulation in the case \( \mu > 0 \).

Notice first that due to the choice of the space \( Y_N \), we can test equation (3.5) with \( a^\rho \), for \( n \in \{2, N\} \). We have that there exists \( C_n > 0 \) such that:

\[ K_{e}(a, v, a', v')[(a + a')^n - a^n - a'^n] \leq K(a, v, a', v') \sum_{k=1}^{n} (a^k a^{n-k} + a^{n-k} a^k) \]
\[ \leq C_n(v^{-\alpha}v^\beta + v'^{-\alpha}v'^\beta)(a^{n-1}a' + aa'^{n-1}), \]

where \( k_n \) is taken as in Lemma 3.23. We have a uniform upper bound for \( \int_{(0,\infty)^2}(av^{-\alpha} + av^\beta)g(a, v, t)dvda \) due to Proposition 3.26.

If \( \alpha > 0 \), we use the fact that there exists \( C_{n,\epsilon_1} > 0 \) for which:

\[ \int_{(0,\infty)^2} a^{n-1}v^{-\alpha}g(a, v, t)dvda \leq \epsilon_1 \int_{(0,\infty)^2} a^\alpha g(a, v, t)dvda + C_{n,\epsilon_1} \int_{(0,\infty)^2} v^{-\alpha}g(a, v, t)dvda \]

and

\[ \int_{(0,\infty)^2} a^{n-1}v^\beta g(a, v, t)dvda \leq \epsilon_1 \int_{(0,\infty)^2} a^\alpha g(a, v, t)dvda + C_{n,\epsilon_1} \int_{(0,\infty)^2} v^\beta g(a, v, t)dvda. \]

If \( \alpha = 0 \) and \( n = 2 \), we use that \( M_{1,0} \) and \( M_{1,\beta} \) are uniformly bounded from above. If \( \alpha = 0 \) and \( n \geq 3 \), then

\[ \int_{(0,\infty)^2} a^{n-1}g(a, v, t)dvda \leq \epsilon_1 \int_{(0,\infty)^2} a^\alpha g(a, v, t)dvda + C_{n,\epsilon_1} \int_{(0,\infty)^2} ag(a, v, t)dvda. \]
As the linear term is non-positive, equation (3.5) becomes:
\[
\frac{d}{dt} M_{n,0}(g(t)) \leq (1 - \gamma) n R_0 \int_{(0, \infty)^2} a^\mu \max \{v^\rho, L \delta \} (c_0 v^{\frac{3}{2}} - a) g(\eta, t) a^{n-1} d\eta \\
\quad + C(-a, n, \beta) e_1 M_{n,0}(g(t)) + C(-a, n, \beta).
\]

We now use the same argument as in Proposition 3.19, modifying the Young’s inequality part. As \(\mu + n > n\), we can apply Young’s inequality to obtain:
\[
d^n = a^n v^{\frac{\mu}{\mu + n}} v^{-\frac{\mu}{\mu + n}} \leq \frac{\epsilon_2}{p} (a v^{\mu n})^{\mu + n} + \frac{\epsilon_3}{q} v^{-\frac{\mu}{\mu + n} q},
\]
where \(p = \frac{\mu + n}{n}\) and \(\frac{1}{p} + \frac{1}{q} = 1\). So there exists a constant \(C_{\epsilon_2} > 0\), depending on \(\epsilon_2\), for which:
\[
da^n \leq \epsilon_2 a^{\mu + n} v^\rho + C_{\epsilon_2} v^{-\frac{\mu}{\mu + n} q}
\]
and this implies:
\[- \int_{\{a \geq 2 c_0 v^{\frac{3}{2}}\}} a^{\mu + n} v^\rho g(a, v, t) dv da \leq - \int_{\{a \geq 2 c_0 v^{\frac{3}{2}}\}} a^n g(a, v, t) dv da + C_{\epsilon_2} \int_{(0, \infty)^2} v^{-\frac{\mu}{\mu + n} q} g(a, v, t) dv da.
\]
As moments of the form \(M_{0,c}\) are bounded from above, we choose \(\epsilon_2\) sufficiently small in order to be able to repeat the argument in (3.46) and then we recover the region where \(\{a \geq c_0 v^{\frac{3}{2}}\}\):
\[- \int_{\{a \geq 2 c_0 v^{\frac{3}{2}}\}} a^n g(a, v, t) dv da = - \int_{\{a \geq 2 c_0 v^{\frac{3}{2}}\}} a^n g(a, v, t) dv da + \int_{(c_0 v^{\frac{3}{2}} \leq a < 2 c_0 v^{\frac{3}{2}})} a^n g(a, v, t) dv da \leq - \int_{\{a \geq 2 c_0 v^{\frac{3}{2}}\}} a^n g(a, v, t) dv da + (2c_0)^n \int_{(0, \infty)^2} v^{\frac{3}{2} n} g(a, v, t) dv da.
\]
We can choose \(\epsilon_1 > 0\) sufficiently small so that equation (3.5) becomes:
\[
\frac{d}{dt} M_{n,0}(g(t)) \leq -n \frac{L(1 - \gamma)}{4} R_0 M_{n,0}(g(t)) + 3 M_{n,0}(g(t)) + C_{\epsilon_1, e_2, n} \leq -M_{n,0}(g(t)) + C_{\epsilon_1, e_2, n}
\]
and we conclude using a comparison argument.

**Proof of Proposition 3.25.** Let \(T > 0\). Let \(N \in \mathbb{N}, N \geq 2\), fixed. Let \(S(t) : U_{e,R,N} \to U_{e,R,N}\), for \(t \in [0, T]\), be as in (3.59). Proposition 3.21 guarantees that the semigroup is well-defined. Propositions 3.26 - 3.27 together with Propositions 3.16 - 3.19 prove that \(S(t) \omega \subseteq \omega\) if we choose the constants \(c_{0,k}, c_{1,-}, c_{1,1}, c_{n,0} > 0\) in Proposition 3.25 to correspond to the constants found in Propositions 3.26 - 3.27.

We now prove the stated moment bounds for the self-similar profiles found in Theorem 2.3 and Theorem 2.5.
Proof of Theorem 2.3 and Theorem 2.5. Moment bounds. The main point is to control positive powers of the area. Following the proof of Theorem 2.3 and with the help of Proposition 3.21 and Proposition 3.25, we can prove that there exists a self-similar profile \( g_N \) for the two-dimensional coagulation equation satisfying

\[
\int_{(0,\infty)^2} (1 + a^\gamma) g_N(a, v) dv da \leq c_{n,0},
\]

for every \( n \in [1, N] \). Moreover, if \( \alpha > 0 \), we have that \( \int_{(0,\infty)^2} (v^{-\alpha - \varepsilon} + v + a) g_N(a, v) dv da \) is bounded uniformly independently of \( N \), for \( \varepsilon \) as in Proposition 3.2. If \( \alpha = 0 \), we have that \( \int_{(0,\infty)^2} (v^\gamma + v^{\gamma+1} + a) g_N(a, v) dv da \) is bounded uniformly independently of \( N \). We can thus find a subsequence of \( \{g_N\}_{N \geq 2} \) that converges to some \( \tilde{g} \) in the weak-* topology and \( \tilde{g} \) is a self-similar profile for the two-dimensional coagulation equation. This is since these are the moment estimates needed to prove the existence of a self-similar profile.

As the constants \( c_{n,0} \) in (3.62) are independent of \( N \), for \( n \leq N \), we can conclude that there exist some constants \( c_d > 0 \) such that \( \int_{(0,\infty)^2} a^\gamma \tilde{g}(a, v) dv da < c_d \), for all \( d \in [1, \infty) \).

To control negative powers of \( a \), we use Remark 3.20. For combinations of positive powers of \( a \) and powers of \( v \), we use Young’s inequality. Take \( d > 0 \) and \( k \in \mathbb{R} \). Then:

\[
\int_{(0,\infty)^2} a^d v^k \tilde{g}(a, v) dv da \leq \frac{d}{d+1} \int_{(0,\infty)^2} a^{d+1} \tilde{g}(a, v) dv da + \frac{1}{d+1} \int_{(0,\infty)^2} v^{k(d+1)} \tilde{g}(a, v) dv da.
\]

\[\square\]

4 Different asymptotic behaviors for \( \mu < 0 \)

4.1 Ramification theory

First, we prove existence of a weak solution for the time-dependent fusion problem as in Definition 2.1 that satisfies the moment bounds (2.17) and (2.18) and with initial value \( g_{in} \in \mathcal{M}^1(\mathbb{R}^2_{>0}) \). We initially prove well-posedness for a truncated version of the time-dependent problem. Since \( \mu \) is negative, we can prove well-posedness using the truncation for the coagulation kernel, while the cut-off in the fusion rate is not needed. So we look at the equation:

\[
\int_{(0,\infty)^2} g(\eta, t) \Theta_e(v) \varphi(\eta) d\eta - \frac{2}{3} \int_{(0,\infty)^2} g(\eta, t) \Theta_e(v) a \varphi(\eta) d\eta - \int_{(0,\infty)^2} g(\eta, t) \Theta_e(v) v \varphi(\eta) d\eta + (1 - \gamma)(\mathbb{R}[g], \varphi) + (1 - \gamma) \int_{(0,\infty)^2} r(\eta)(c_0 v^\frac{\gamma}{2} - a) g(\eta, t) \varphi(\eta) d\eta = \partial_t \int_{(0,\infty)^2} g(\eta, t) \varphi(\eta) d\eta
\]

and assume the initial value is \( g_{in,R} = g_{in} \mathbb{1}_{\{v \leq c_0 v^\frac{\gamma}{2}, \varphi \geq \varepsilon(R)\}} \). For this form of the equation, we make use of Proposition 3.21 for the case \( N = 2 \) and obtain a sequence of solutions \( \{g_{\varepsilon,R}\}_{\varepsilon \in (0,1), R > 1} \). Denote by
\[ \alpha_1 = \min\{-\alpha - \epsilon, \gamma - \frac{1}{2}\} \] and let \( m \) as in Proposition 3.2. Using the same proof as for Proposition 3.2, we can prove that the set
\[
\omega = \omega(\epsilon, R) := \left\{ \frac{1}{2} \leq M_{0,1}(g_{\epsilon, R}) \leq 1; M_{0,\alpha_1}(g_{\epsilon, R}) \leq c_{0,\alpha_1}; M_{0,m}(g_{\epsilon, R}) \leq c_{0,m}; M_{0,\omega_2}(g_{\epsilon, R}) \leq c_{0,\omega_2} \right\}
\] (4.2)
stays preserved in time uniformly in \( \epsilon, R \).

In order to prove uniform moment bounds for negative powers of \( v \), i.e. in order to prove \( M_{0,\epsilon} \), with \( c \leq 0 \), we need a lower bound for the \( M_{0,1} \) moment. Thus, we need to prove that the lower bound on \( M_{0,1} \) is preserved in time, independently of \( \epsilon, R \) and of the initial condition \( g_{\text{in}, R} \).

To do this, we test equation (4.1) with \( \varphi(a, v) = v \) and make use of the following technical proposition.

**Proposition 4.1.** Let \( g_{\epsilon, R} \) be the solution of equation (4.1) with initial value \( g_{\text{in}, R} = g_{\text{in}} \mathbb{1}_{[0, \epsilon^2 \cdot \|g_{\text{in}}\|_{C^{0,0}}(\epsilon, \nu)^2)]} \) and assume in addition that \( g_{\text{in}, R} \in \omega \), where \( \omega \) is as in (4.2). Then there exists \( M > 0 \) such that:
\[
\frac{M_{0,1}(g_{\text{in}})}{2} \leq M_{0,1}(g_{\epsilon, R}(\cdot, \cdot, t)) \leq M_{0,1}(g_{\text{in}}),
\]
for every \( t \geq 0 \) and uniformly in \( \epsilon < \frac{1}{M}, R > M \).

**Proof.** Fix \( M > 0 \), sufficiently large, such that
\[
M^{r-1} \int_{(0,\infty)^2} v^r g_{\text{in}}(a, v) dvda + M^{1-m} \int_{(0,\infty)^2} v^m g_{\text{in}}(a, v) dvda + M^{-\frac{1}{2}} \int_{(0,\infty)^2} v^{\frac{1}{2}} g_{\text{in}}(a, v) dvda \leq \frac{M_{0,1}(g_{\text{in}})}{2},
\]
where \( m \) is as in Proposition 3.2 and \( \beta \) as in (1.7).

Testing in (4.1) with \( \varphi(a, v) = v \), we obtain that
\[
\int_{(0,\infty)^2} v g_{\epsilon, R}(a, v, t) dvda = \int_{(0,\infty)^2} v g_{\text{in}, R}(a, v) dvda.
\]
(4.4)
Take \( \epsilon < \frac{1}{M} \) and \( R > M \). Since \( a \geq c_0 v^{\frac{3}{2}} \), we have that
\[
\int_{(0,\infty)^2} v g_{\text{in}, R}(a, v) dvda \geq \int_{(c_0 M^{\frac{3}{2}} \cdot \|g_{\text{in}}\|_{C^0})} v g_{\text{in}}(a, v) dvda \geq M_{0,1}(g_{\text{in}}) - M^{r-1} \int_{(0,\infty)^2} v^r g_{\text{in}}(a, v) dvda - M^{1-m} \int_{(0,\infty)^2} v^m g_{\text{in}}(a, v) dvda - M^{-\frac{1}{2}} \int_{(0,\infty)^2} v^{\frac{1}{2}} g_{\text{in}}(a, v) dvda \geq \frac{M_{0,1}(g_{\text{in}})}{2}.
\]
(4.5)
We combine (4.4) and (4.5) in order to conclude our proof. \( \square \)

The estimates for the remaining moments follow as in the proof of Proposition 3.2. In particular, we obtain that there exists a function \( g \in C([0, \infty); \mathcal{M}_4(\mathbb{R}^2_+)) \cap \omega \) and a subsequence of \( \{g_{\epsilon, R}\} \) such that \( g_{\epsilon, R}(t) \) converges to \( g(t) \) in the weak-* topology, for every \( t \geq 0 \). We now want to prove that \( g \) satisfies equation (4.1). For this, we follow the steps used in the proof of Theorem 2.3. The difference is that now
we work with an equation that depends on time instead of trying to prove the existence of a self-similar profile. Therefore, unlike Theorem 2.3, we do not need to obtain an estimate for $M_{1,0}$ independent of time, but it is enough to derive an estimate of the form $M_{1,0}(t) \leq m(t)$, for $0 \leq t \leq T$, for some function $m : \mathbb{R}_+ \rightarrow \mathbb{R}_+$, increasing, but finite for any fixed time. Notice that we can expect to have $M_{1,0}$ growing as $t \rightarrow \infty$ since this is the predicted behavior for $M_{1,0}$ in Theorem 2.12.

**Proposition 4.2.** Let $\mu < 0$. There exists a solution for the weak version of the time-dependent fusion problem as in Definition 2.1.

**Proof.** We test equation (4.1) with $\varphi(\eta) = a$. The fusion term is non-positive due to the isoperimetric inequality and we have that $\langle K[R], a \rangle = 0$. Thus, we obtain:

$$
\int_{(0,\infty)^2} g_{\epsilon,R}(\eta,t) a d\eta \leq \int_{(0,\infty)^2} g_{\epsilon}(\eta) a d\eta + \frac{1}{3} \int_0^t \int_{(0,\infty)^2} g_{\epsilon,R}(\eta,s) a d\eta ds.
$$

By Grönwall’s inequality, this implies that $M_{1,0}(g_{\epsilon,R}(t))$ is bounded for every $t \geq 0$. Thus, we can redo the argument used in Theorem 2.3 to prove that $g$ satisfies equation (2.4). \qed

We now wish to prove that $g$ satisfies the estimates in (2.18) in order to prove Proposition 2.9.

**Proposition 4.3.** The solutions $g_{\epsilon,R}$ of the truncated version of the time-dependent fusion problem (4.1) satisfy (2.18) uniformly in $\epsilon, R$.

**Proof.** In order to prove the bounds in (2.18), we prove that the estimates hold uniformly in $\epsilon, R$ for $g_{\epsilon,R}$ and then pass to the limit. As the ideas for different moment estimates are similar, we focus on proving $M_{2,0}$ is uniformly bounded. Since it may not be possible to prove bounds for $M_{2,0}$ which are independent of time, we restrict ourselves to proving that, for some fixed $T > 0$, we have that $M_{2,0}(t)$ is bounded for all $t \leq T$.

Let $T > 0$, $t \leq T$. Due to Proposition 3.21 in the case $N = 2$, we are able to test (4.1) with $\varphi(a, v) = a^2$. Since the fusion term is non-positive due to the isoperimetric inequality, the equation becomes:

$$
\int_{(0,\infty)^2} g_{\epsilon,R}(\eta,t) a^2 d\eta \leq \int_{(0,\infty)^2} g_{\epsilon}(\eta) a^2 d\eta + \left(1 - \frac{4}{3}\right) \int_0^t \int_{(0,\infty)^2} 2 g_{\epsilon,R}(\eta,s) \Theta_\epsilon(v)a^2 d\eta ds \\
+ C \int_0^t \int_{(0,\infty)^2} av^{-a} g_{\epsilon,R}(\eta,s) d\eta \int_{(0,\infty)^2} a^{\nu^{\beta}} g_{\epsilon,R}(\eta',s) d\eta' ds \\
\leq \int_{(0,\infty)^2} g_{\epsilon}(\eta) a^2 d\eta + C \int_0^t \int_{(0,\infty)^2} av^{-a} g_{\epsilon,R}(\eta,s) d\eta \int_{(0,\infty)^2} a^{\nu^{\beta}} g_{\epsilon,R}(\eta',s) d\eta' ds
$$

Thus, if $M_{1,-a}$ and $M_{1,\beta}$ are bounded, we obtain that:

$$
\int_{(0,\infty)^2} g_{\epsilon,R}(\eta,t) a^2 d\eta \leq \int_{(0,\infty)^2} g_{\epsilon}(\eta) a^2 d\eta + C(t) \leq \int_{(0,\infty)^2} g_{\epsilon}(\eta) a^2 d\eta + C(T)
$$

and we can conclude using Grönwall’s inequality.
4.1 Ramification theory

$M_{1,-a}$ is bounded in the same manner as $M_{1,0}$ in Proposition 4.2.

We now estimate $M_{1,\beta}$. The contribution of the fusion term is non-positive. We estimate the term containing the coagulation kernel using:

$$
\int_{(0,\infty)^2} K_{e,R}(a, v, a', v')[\{(a + a')(v + v')^{\beta} - av^{\beta} - a'v'^{\beta}\}g_{e,R}(\eta, t)g_{e,R}(\eta', t')d\eta' d\eta
\leq \int_{(0,\infty)^2} K_{e,R}(a, v, a', v')[av^{\beta} + a'v'^{\beta}]g_{e,R}(\eta, t)g_{e,R}(\eta', t')d\eta' d\eta
\leq C \int_{(0,\infty)^2} av^{\beta} g(\eta, t)d\eta \int_{(0,\infty)^2} v'^{\beta} g(\eta', t')d\eta'.
$$

Since we can bound from above the moment estimates of the form $M_{0,d}$, with $d = 2\beta$ or $d = \beta - \alpha$, when testing (4.1) with $av^{\beta}$, the equation becomes

$$
\partial_t M_{1,\beta}(g_{e,R}(t)) \leq (1 - \frac{2}{3} - \beta) \int_{(0,\infty)^2} g_{e,R}(\eta, t)\Theta(v)av^{\beta}d\eta + C_1 M_{1,\beta}(g_{e,R}(t)) + C_2 M_{1,-a}(g_{e,R}(t))
\leq C_1 M_{1,\beta}(g_{e,R}(t)) + \overline{C_2}(t),
$$

for some constants $C_1, C_2, \overline{C_1}, \overline{C_2}(t) > 0$, where $\overline{C_2}$ is a function $\overline{C_2} : \mathbb{R}_+ \to \mathbb{R}_+$, increasing, but finite for any fixed time. Thus, for $t \in [0, T]$, we have

$$
\partial_t M_{1,\beta}(g_{e,R}(t)) \leq \overline{C_1} M_{1,\beta}(g_{e,R}(t)) + \overline{C_2}(T).
$$

We can conclude again using Grönwall’s inequality.

The rest of the moments in (2.18) are estimated using the same methods. The main idea is to use an iterative argument that allows to reduce the exponents of the powers of $a$ and $v$ to lower order terms, for which we already obtained uniform bounds.

For example, we analyse the moment $M_{2,m}$, when $m > 1$. The fusion term is non-positive and the linear terms in (4.1) satisfy $(1 - \frac{4}{3} - m) \int_{(0,\infty)^2} g_{e,R}(\eta, t)\Theta(v)a^2v^m d\eta \leq 0$. We thus obtain:

$$
\partial_t M_{2,m}(g_{e,R}(t)) \leq \int_{(0,\infty)^2} \int_{(0,\infty)^2} K_{e,R}(\eta, \eta')[\{(a + a')^2(v + v')^m - a^2v^m - a'^2v'^m\}g_{e,R}(\eta, t)g_{e,R}(\eta', t)d\eta' d\eta
\leq \int_{(0,\infty)^2} \int_{(0,\infty)^2} K(\eta, \eta')[\{(a + a')^2(v + v')^m - a^2v^m - a'^2v'^m\}g_{e,R}(\eta, t)g_{e,R}(\eta', t)d\eta' d\eta
$$

and use the fact that

$$
(a + a')^2(v + v')^m - a^2v^m - a'^2v'^m \leq [(a + a')^2 - a^2 - a'^2](v + v')^m + (a^2 + a'^2)(v + v')^m - a^2v^m - a'^2v'^m
\leq 2aa'(v + v')^m + [(a^2 + a'^2)(v + v')^m - v^m]
\leq 2aa'(v + v')^m + \sum_{k=1}^{m} m_k (a^2 + a'^2)(v^m v^{m-k} + v^{m-k} v^k)
$$

and

$$
\leq 2aa'(v + v')^m + a^2v^m + a'^2v'^m.
$$
The terms containing powers of \( a \) of lower order, such as \( av^k, k \in [0, m] \), are bounded iteratively. The rest of the terms are of the form \( a^2 v^b \), with \( b - \alpha, b + \beta \in (-\alpha, m) \) or with \( b - \alpha = -\alpha \). For \( b - \alpha, b + \beta \in (-\alpha, m) \), we can use Hölder’s inequality for the integral containing the coagulation kernel:

\[
\int_{(0, \infty)^2} g_{e,R}(\eta, t) a^2 v^{b+\beta} d\eta \leq \left( \int_{(0, \infty)^2} g_{e,R}(\eta, t) a^2 v^m d\eta \right)^\theta \left( \int_{(0, \infty)^2} g_{e,R}(\eta, t) a^2 v^{-\alpha} d\eta \right)^{1-\theta}, \tag{4.7}
\]

for some \( \theta \in (0, 1) \). We can estimate \( M_{2,-\alpha} \) in a completely analogous manner as \( M_{2,0} \). The moments containing only powers of \( v \) are bounded from above.

Thus, we combine (4.6) and (4.7) to deduce that

\[
\partial_t M_{2,m}(g_{e,R}(t)) \leq C_1(t) \left( \int_{(0, \infty)^2} g_{e,R}(\eta, t) a^2 v^m d\eta \right)^\theta + C_2(t)
\]

\[
\leq C_1(T) \left( \int_{(0, \infty)^2} g_{e,R}(\eta, t) a^2 v^m d\eta \right)^\theta + C_2(T),
\]

for some \( C_1, C_2 : \mathbb{R}_+ \to \mathbb{R}_+ \), increasing, but finite for any fixed time. We conclude using Grönwall’s inequality.\( \square \)

In Proposition 4.3, we derived uniform estimates in \( \epsilon, R \) for the moments in (2.18) of \( g_{e,R} \). This means that the limit \( g \) will satisfy the same moment estimates.

**Remark 4.4.** \( g \) satisfies the estimates in (2.18).

**Proof of Proposition 2.9.** Proposition 2.9 follows by combining Propositions 4.1-4.3 and Remark 4.4.\( \square \)

We now prove a technical proposition which shows that we can test (2.4) with \( \varphi \equiv a \).

**Proposition 4.5.** Let \( T > 0 \). Let \( \mu < 0 \). Then equation (2.4) holds for every \( \varphi \in C^1(\mathbb{R}^2_{>0}) \) with \( \sup_{\eta \in \mathbb{R}^2_{>0}} |\varphi(\eta) + a\partial_\eta \varphi(\eta)| \leq C a \) and \( \sup_{\eta \in \mathbb{R}^2_{>0}} |\partial_\eta \varphi(\eta, t)| \leq C \) if (2.18) holds.

**Proof.** Let \( T > 0 \), \( t \in [0, T] \). We construct a sequence of functions \( \{\zeta_\alpha\}_{\alpha \in \mathbb{N}} \subset C^1(\mathbb{R}^2_{>0}) \) such that \( \zeta_\alpha(\eta) = 1 \) when \( \eta \in \left[ \frac1n, n \right]^2 \) and \( \zeta_\alpha(\eta) = 0 \) when \( \eta \notin \left[ \frac1n, 2n \right]^2 \). The idea is to use Lebesgue’s dominated convergence theorem in (2.4) for the functions \( \varphi_\alpha = \zeta_\alpha \varphi \). We thus show below only the needed estimates for the proof. The term with the coagulation kernel in (2.4) can be bounded directly by

\[
|\mathcal{K}[g](t), \varphi_n| \leq C \sup_{s \in [0, T]} M_{1,-\alpha}(g(s)) \sup_{s \in [0, T]} M_{0,\beta}(g(s)) + C \sup_{s \in [0, T]} M_{0,\alpha}(g(s)) \sup_{s \in [0, T]} M_{1,\beta}(g(s)) \leq C(T).
\]

We now wish to control the fusion term in (2.4), namely

\[
\int_{(0, \infty)^2} |r(\eta)(c_0 v^{\frac32} - a)\partial_\eta \varphi_\alpha(\eta)| g(\eta, s) d\eta.
\]
4.1 Ramification theory

Notice that we can construct \( \zeta_n \) such that \( |a \partial_a \zeta_n(\eta)| \leq C \), for some constant independent of \( n \in \mathbb{N} \). Moreover, we know that the fusion kernel satisfies (1.10) and that \( a \geq c_0 v^\frac{\alpha}{3} \). Thus

\[
|r(a, v)(c_0 v^\frac{2}{3} - a)| \leq a^{\mu+1} v^{\sigma} + a^{\mu+1} v^{\sigma+\frac{\alpha}{3}} \leq 2a^{\mu+1} v^{\sigma} \leq 2c_0^\mu av^{\sigma-1}. \tag{4.8}
\]

Using the above inequality, we find that the following upper bound holds

\[
|r(\eta)(c_0 v^\frac{2}{3} - a)\partial_a \varphi_n(\eta)| \leq av^{\sigma-1}|\partial_a \varphi(\eta)| + av^{\sigma-1}|\varphi(\eta)\partial_a \zeta_n(\eta)|
\]

up to a multiplicative constant. We then use Young’s inequality to deduce that

\[
av^{\sigma-1}|\partial_a \varphi(\eta)| \leq av^{\beta} + av^{-\alpha-1}
\]

and

\[
av^{\sigma-1}|\varphi(\eta)\partial_a \zeta_n(\eta)| \leq C av^{\sigma-1} \leq av^{\beta} + av^{-\alpha-1}.
\]

Since we have that

\[
\int_{(0,\infty)^2} (a^{\beta} + av^{-\alpha-1}) g(\eta, s) d\eta \leq \sup_{s \in [0,T]} M_1^{\beta}(g(s)) + \sup_{s \in [0,T]} M_1^{\alpha-1}(g(s)) < \infty,
\]

the moment estimates in (2.18) suffice in order to conclude our proof. \( \square \)

We now have all the necessary parts in order to prove Theorem 2.12. We first prove that the total area goes to infinity as \( t \to \infty \). More precisely, we will obtain a lower bound for the total surface area that increases exponentially in time.

**Proof of Theorem 2.12.** From Proposition 4.5, we notice that the estimates (2.18) on \( g \) allow us to test with \( \varphi(a, v, t) = a \).

Since \( \langle K[g], a \rangle = 0 \) and using (1.10), equation (2.4) becomes

\[
\partial_t \int_{(0,\infty)^2} g(\eta, t) d\eta = \int_{(0,\infty)^2} g(\eta, t) d\eta - \frac{2}{3} \int_{(0,\infty)^2} g(\eta, t) d\eta + (1-\gamma) \int_{(0,\infty)^2} r(\eta)(c_0 v^\frac{2}{3} - a) g(\eta, t) d\eta
\]

\[
\geq \frac{1}{3} \int_{(0,\infty)^2} g(\eta, t) d\eta - (1-\gamma) R_1 \int_{(0,\infty)^2} a^{-\mu+1} v^{\sigma} g(\eta, t) d\eta.
\]

We distinguish now two cases:

- **Case 1:**

  If \( \mu \in (-1, 0) \), we can apply Young’s inequality to obtain:

  \[
a^{1+\mu} v^{\sigma} \leq \frac{\varepsilon}{p} a + \frac{\varepsilon^{-\frac{p}{q}}}{q} v^{\frac{\sigma}{q}}, \tag{4.9}
\]
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where \( p = \frac{1}{1-\mu} \) and \( q = \frac{1}{\mu^2} \). Thus, there exists a constant \( C_\epsilon > 0 \) for which:

\[
- \int_{(0,\infty)^2} a^{\mu+1} v^{\mu} g(a, v, t) dv da \geq -\frac{\epsilon}{p} \int_{(0,\infty)^2} a g(a, v, t) dv da - C_\epsilon \int_{(0,\infty)^2} v^{-\mu} g(a, v, t) dv da.
\]

Choose \( \epsilon(R_1) \) such that \((1 - \gamma)R_1 \frac{\epsilon(R_1)}{p} < \tilde{\delta} \), for some \( \tilde{\delta} \in (0, \frac{1}{4}) \). Then, condition (2.17) implies:

\[
\partial_t \int_{\mathbb{R}^2_{\geq 0}} g(\eta, t) a d\eta \geq \frac{1}{3} \int_{\mathbb{R}^2_{\geq 0}} g(\eta, t) a d\eta - C \int_{(0,\infty)^2} v^{-\mu} g(a, v, t) dv da.
\]

The moment \( M_{0,\gamma-\frac{1}{4}} \) is bounded from above, cf. (4.2), so we are in the same situation as in Case 1.

We define \( C(R_1) := \frac{(1 - \gamma)R_1 \frac{\epsilon(R_1)}{q}}{\frac{1}{4} - \tilde{\delta}} \sup_{t \geq 0} M_{0,\mu^2} (g(t)) \), where \( \tilde{\delta} \) is as in (4.10), when \( \mu \in (-1, 0) \) and \( C(R_1) := 3(1 - \gamma)R_1 c_0^{1+\mu} \sup_{t \geq 0} M_{0,\gamma-\frac{1}{4}} (g(t)) \), when \( \mu \leq -1 \).

We have that, if \( \mu \in (-1, 0) \),

\[
\partial_t \int_{\mathbb{R}^2_{\geq 0}} g(\eta, t) a d\eta \geq \frac{1}{3} \int_{\mathbb{R}^2_{\geq 0}} g(\eta, t) a d\eta - (\frac{1}{3} - \tilde{\delta}) C(R_1).
\]

If \( \mu \leq -1 \), we have

\[
\partial_t \int_{\mathbb{R}^2_{\geq 0}} g(\eta, t) a d\eta \geq \frac{1}{3} \int_{\mathbb{R}^2_{\geq 0}} g(\eta, t) a d\eta - \frac{1}{3} C(R_1).
\]

Thus, if we choose an initial condition such that

\[
\int_{(0,\infty)^2} a g_{in}(a, v) dv da \geq 2C(R_1)
\]

then

\[
\int_{(0,\infty)^2} a g(a, v, t) dv da \geq e^{\frac{t}{2} - \tilde{\delta}} C(R_1),
\]

(4.11) if \( \mu \in (-1, 0) \) and

\[
\int_{(0,\infty)^2} a g(a, v, t) dv da \geq e^{\frac{t}{4} - \tilde{\delta}} C(R_1),
\]

when \( \mu \leq -1 \).
We now prove that we can improve the lower bound found in (4.11) by removing the $\tilde{\delta}$ in the exponential. This will conclude the proof of Theorem 2.12.

In the following, we do not write explicitly the constants that are not necessarily relevant for the proof. We want to improve the lower bound in (4.9) in the case when $\mu \in (-1, 0)$. For $\mu \in (-1, 0)$, we let $\epsilon$ to decrease to 0 as $t \to \infty$ in (4.9).

More precisely, we take a function $\epsilon(t) := \epsilon_{1} e^{-\epsilon_{1} \frac{\mu}{\mu + 1} t} \in (0, \epsilon_{1}]$, for some constant

$$\epsilon_{1} \in (0, \frac{1}{12}).$$

(4.12)

This means that $\epsilon(t)^{-\frac{\mu}{\mu + 1}} = \epsilon_{1}^{-\frac{\mu}{\mu + 1}} e^{\epsilon_{1} t}$ in (4.9) and thus:

$$d^{1+\mu}e^{x} \leq \frac{e^{t}}{p} a + C_{\epsilon_{1}, \mu} \frac{e^{\epsilon_{1} t}}{q},$$

where $C_{\epsilon_{1}, \mu}$ is a constant depending on $\epsilon_{1}$ and $\mu$. We denote $A(t) := \int_{\mathbb{R}^{2}} g(\eta, t) d\eta$ and equation (2.4) then becomes:

$$\partial_{t} A(t) \leq \left(\frac{1}{3} - e(t)\right) A(t) - \tilde{C} e^{\epsilon_{1} t},$$

(4.13)

where $\tilde{C}$ is a constant depending on $\epsilon_{1}, \mu$ and $M_{0, \infty}(g(t))$. We note that $\int_{0}^{t} \epsilon(s) d\eta = \frac{1 - e^{-t}}{e^{\frac{\mu}{\mu + 1}}} \left(1 - e^{-t} e^{\frac{\mu}{\mu + 1}}\right)$.

Since $e(t) \leq \epsilon_{1}$, for every $t \geq 0$, we have that $\int_{0}^{t} \epsilon(s) d\eta \leq \epsilon_{1} t$. Multiplying (4.13) with $e^{-\frac{1}{4}t + \int_{0}^{t} \epsilon(s) d\eta}$, we obtain:

$$e^{-\frac{1}{4}t + \int_{0}^{t} \epsilon(s) d\eta} \left[\partial_{t} A(t) - \left(\frac{1}{3} - e(t)\right) A(t)\right] \geq -\tilde{C} e^{\epsilon_{1} t} e^{-\frac{1}{4}t + \int_{0}^{t} \epsilon(s) d\eta} \geq -\tilde{C} e^{2\epsilon_{1} t} e^{-\frac{1}{4}t} \geq -\tilde{C} e^{-\frac{3}{4}t},$$

(4.14)

since $\epsilon_{1}$ satisfies (4.12). Then we integrate in time from 0 to $t$:

$$e^{-\frac{1}{4}t + \int_{0}^{t} \epsilon(s) d\eta} A(t) - A(0) \geq 6\tilde{C} e^{-\frac{3}{4}t} - 6\tilde{C}$$

and thus

$$A(t) \geq A(0) e^{\frac{1}{4}t - \int_{0}^{t} \epsilon(s) d\eta} - 6\tilde{C} e^{\frac{1}{4}t - \int_{0}^{t} \epsilon(s) d\eta} + 6\tilde{C} e^{\frac{1}{4}t - \int_{0}^{t} \epsilon(s) d\eta} \geq A(0) e^{\frac{1}{4}t - \int_{0}^{t} \epsilon(s) d\eta} - 6\tilde{C} e^{\frac{1}{4}t - \int_{0}^{t} \epsilon(s) d\eta}.$$

Using the definition of $A(t)$, this can be written as

$$\int_{\mathbb{R}^{2}_{0}} g(\eta, t) d\eta \geq \left(\int_{\mathbb{R}^{2}_{0}} g(\eta, 0) d\eta - 6\tilde{C}\right) e^{\frac{1}{4}t - \int_{0}^{t} \epsilon(s) d\eta}.$$

This implies that, if we start with sufficiently large total surface area, $\int_{\mathbb{R}^{2}_{0}} g(\eta, 0) d\eta \geq 12\tilde{C}$, we have:

$$\int_{\mathbb{R}^{2}_{0}} g(\eta, t) d\eta \geq 6\tilde{C} e^{\frac{1}{4}t - \int_{0}^{t} \epsilon(s) d\eta} \geq C_{\epsilon_{1}} t,$$

where we used that $1 - e^{-\epsilon_{1} \frac{\mu}{\mu + 1} t} \in [0, 1]$ and thus $e^{-\epsilon_{1} \frac{\mu}{\mu + 1} t} \geq e^{-\frac{1}{4}t}$. This concludes the proof of Theorem 2.12. \(\square\)
4.2 Self-similarity in the case of fast fusion

In this subsection we prove Theorem 2.7.

We look at the following truncated version of equation (2.4):
\[
\int_{(0,\infty)^2} g(\eta,t)\Theta_\epsilon(v)\varphi(\eta)d\eta - \frac{2}{3} \int_{(0,\infty)^2} g(\eta,t)\Theta_\epsilon(a,v)a\partial_\eta^2\varphi(\eta)d\eta - \int_{(0,\infty)^2} g(\eta,t)\Theta_\epsilon(v)\partial_\eta\varphi(\eta)d\eta + (1-\gamma)\mathbb{K}_{\epsilon,R}[g,\varphi] + (1-\gamma) \int_{(0,\infty)^2} r(\eta)(c_0v^2 - a)g(\eta,t)\partial_\eta\varphi(\eta)d\eta = \partial_t \int_{(0,\infty)^2} g(\eta,t)\varphi(\eta)d\eta, \tag{4.15}
\]
where \(\mathbb{K}_{\epsilon,R}\) is the term in (3.6) with coagulation kernel \(K_{\epsilon,R}\) defined in (3.1), \(\Theta_\epsilon\) was defined in (3.4) and \(\varphi \in C^1_c(\mathbb{R}^2_+)\). We define a continuous function \(\tilde{\Theta}_\epsilon : \mathbb{R}^2_{>0} \to [0,1]\) such that:
\[
\tilde{\Theta}_\epsilon(a,v) = \begin{cases} 
0 & a \leq 1-\epsilon \text{ and } v \leq \epsilon; \\
\Theta_\epsilon(v) & a = c_0v^2; \\
1 & a > 1 \text{ or } v \geq 2\epsilon,
\end{cases} \tag{4.16}
\]
which satisfies \(\tilde{\Theta}_\epsilon(a,v) \geq \Theta_\epsilon(v)\). The choice in (4.16) was made in order for (4.15) to preserve the isoperimetric inequality in time. This means that if \(g\) solves (4.15) and \(g(0) \in \mathcal{M}_1^1(\mathbb{R}^2_{>0})\), then \(g(t) \in \mathcal{M}_1^1(\mathbb{R}^2_{>0})\), for any \(t \geq 0\). Additionally, \(\tilde{\Theta}_\epsilon\) does not vanish in the region \(\{a > 1\}\). This form will simplify the proof of the moment estimates.

Notice that, differently from Section 3, we do not truncate the fusion rate \(r(\eta)\) since \(r(\eta)(c_0v^2 - a)\) grows at most linearly.

The statement of Proposition 3.21 holds if we replace equation (3.5) with (4.15). This is obtained using the same proof and the growth rate of \(r(\eta)(c_0v^\frac{2}{3} - a)\) in (4.15). Thus, we prove the existence of solutions of (4.15) as in Proposition 3.21 with \(N = 2\), which we will denote by \(g_{\epsilon,R}\). The choice \(N = 2\) was made since we want to test equation (4.15) with \(a^2\) in order to obtain uniform moment bounds later in the proof.

To prove Theorem 2.7 we will follow the strategy of Theorem 2.3. The main point is to find an invariant set that allows us to pass to the limit as \(\epsilon \to 0\) and \(R \to \infty\) in the two-dimensional coagulation equation. In this case, it will be harder to estimate the moment \(M_{1,0}\) than in the case when \(\mu > 0\). This is because of the fact that, in the case of (3.5), the moment estimates are a consequence of the fast growth of the fusion ratio \(r(\eta)\). This fast growth does not take place in (4.15). We will be able to replace the fast growth of \(r(\eta)\) with the choice of a sufficiently large constant \(\lambda\).

We first prove some elementary inequalities that will be useful for the proof of Theorem 2.7.

**Proposition 4.6.** Let \(\mu \leq 0\). For \(\delta_1 \in (0,1)\), there exist \(\lambda\) sufficiently large (depending on \(\delta_1\)) and some
constants $m_1 = \alpha(\mu - 2) - \sigma$, $m_2 = \beta(2 - \mu) - \sigma$ such that:

\[
av^{-\alpha} \leq \frac{1 - \gamma}{6} \lambda a^{\mu + 1} v^{\sigma - \alpha} + \delta_1 a^2 + v^{m_1};
\]
\[
av^\beta \leq \frac{1 - \gamma}{2} \lambda a^{\mu + 1} v^{\sigma + \beta} + \delta_1 a^2 + v^{m_2},
\]

where $c_{0, \beta - \alpha}$ is a constant that will be fixed in Lemma 4.7 and $K_0$ is as in (1.7).

**Proof.** We prove (4.17) in detail. The strategy to prove (4.17) and (4.18) is the same. The proof is as follows.

For any $\delta_2, \delta_3 \in (0, 1)$, there exist $C_{\delta_2} > 0$ and $C_{\delta_3} > 0$ such that

\[
av^{-\alpha} \leq C_{\delta_2} a^{\mu_1} v^{-\alpha + \frac{\mu}{2}} + \delta_2 a^2
\]

and

\[
av^{-\alpha} \leq C_{\delta_3} a^{\mu_1} v^{-\alpha + \frac{\mu}{2}} + \delta_3 v^{m_1},
\]

with $m_1 = \alpha(\mu - 2) - \sigma$. Combining the two inequalities, we obtain

\[
av^{-\alpha} \leq C_{\delta_2} C_{\delta_3} a^{\mu_1} v^{-\alpha + \frac{\mu}{2}} + \delta_2 a^2 + \delta_3 v^{m_1}.
\]

To conclude the argument, we choose $\lambda$ sufficiently large such that $\frac{1 - \gamma}{6} \lambda \geq C_{\delta_2} C_{\delta_3}$ and choose $\delta_3$ such that $C_{\delta_2} C_{\delta_3} \leq 1$. \qed

We now make use of Proposition 4.6 to prove that we have uniform bounds in $\epsilon$ and $R$ for the solutions of equation (4.15).

**Lemma 4.7.** Let $K_{e,R}$ be as in (3.1) and assume $r$ satisfies the assumptions of Theorem 2.7. Let $T > 0$. We define a semigroup $S(t) : U_{e,R,2} \to U_{e,R,2}$ in the following way: $S(t)g_{\text{in},R} = g_{e,R}(\cdot, t)$, for all $t \in [0, T]$ and with $U_{e,R,2}$ defined as in (3.56) with $N = 2$. Take $\mu \leq 0$, fix $\tilde{\epsilon} \in (0, 1)$, let $m_i \in \mathbb{R}$, $i = \frac{1}{2}$, to be the coefficients found in Proposition 4.6 and denote $\tilde{\alpha} := \alpha + \tilde{\epsilon}$. Then there exist constants $c_{0, -\tilde{\alpha}, \epsilon, m_i, c_{2, \tilde{\epsilon}, c_{1, -\alpha, c_{1, \beta}} > 0, i \in \{1, 2\}}$, for which the set

\[
\tilde{\omega} := \{M_{0,1}(g_{e,R}) = 1; M_{0, -\tilde{\alpha}}(g_{e,R}) \leq c_{0, -\tilde{\alpha}}; M_{0,2}(g_{e,R}) \leq c_{0, 2}; M_{0,m_i}(g_{e,R}) \leq c_{0,m_i}; M_{2,0}(g_{e,R}) \leq c_{2,0}; M_{1, -\alpha}(g_{e,R}) \leq c_{1, -\alpha}; M_{1,\beta}(g_{e,R}) \leq c_{1,\beta}\},
\]

$i \in \{1, 2\}$, is preserved in time uniformly in $\epsilon, R$ under equation (4.15), or equivalently $S(t)\tilde{\omega} \subseteq \tilde{\omega}$, for all $t \in [0, T]$. 
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Notice that in (4.19) the truncation on the kernel does not create problems: for \(a \in \mathbb{R}^2\), whose growth in \(a\) is of order \(1 + a^2\) and with \(\partial_\nu \varphi(a, \nu) \geq 0\), we have that:

\[
\partial_t \int_{(0, \infty)^2} g(\eta, t) \varphi(\eta) d\eta \leq \int_{(0, \infty)^2} g(\eta, t) \Theta_v(v) \varphi(\eta) d\eta - \frac{2}{3} \int_{(0, \infty)^2} g(\eta, t) \Theta_v(a, \nu) a \partial_\nu \varphi(\eta) d\eta
\]

Thus we obtain:

\[
\partial_t M_{2,0}(g(t)) \leq \frac{1}{3} \int_{(0, \infty)^2} g(\eta, t) a^2 d\eta + \frac{4}{3} \int_{|a| \leq 1} g(\eta, t) a^2 d\eta
\]

\[
\partial_t M_{1,\alpha}(g(t)) \leq (\frac{1}{3} + \alpha) \int_{(0, \infty)^2} g(\eta, t) \Theta_v(v) a v^{-\alpha} d\eta + (1 - \gamma) \lambda \int_{(0, \infty)^2} a^{\mu} v^{\sigma - \alpha}(c_0 v^{\frac{3}{2}} - a) g(\eta, t) d\eta.
\]

\[
\partial_t M_{1,\beta}(g(t)) \leq (\frac{1}{3} - \beta) \int_{(0, \infty)^2} g(\eta, t) \Theta_v(v) a v^{\beta} d\eta + (1 - \gamma) \lambda \int_{(0, \infty)^2} a^{\mu} v^{\sigma + \beta}(c_0 v^{\frac{3}{2}} - a) g(\eta, t) d\eta
\]

\[
- \frac{2}{3} K_0(1 - \gamma) \int_{(0, \infty)^2} g(\eta, t) a v^{-\alpha} d\eta \int_{(0, \infty)^2} g(\eta', t) a v^{\beta} d\eta'.
\]

Notice that in (4.19) the truncation on the kernel does not create problems: for \(M_{1,\alpha}\) the term with the coagulation kernel is non-positive and for \(M_{2,0}, M_{1,\beta}\) we used \(K_{\nu, \rho} \leq K\).

Making use of (4.17) and (4.18), (4.19) becomes:

\[
\partial_t M_{2,0}(g(t)) \leq \frac{1}{3} M_{2,0}(g(t)) + \frac{4}{3} M_{0,0}(g(t)) + 2K_0(1 - \gamma) M_{1,\alpha}(g(t)) M_{1,\beta}(g(t)).
\]

\[
\partial_t M_{1,\alpha}(g(t)) \leq (\frac{1}{3} + \alpha) M_{1,\alpha}(g(t)) - \frac{(1 - \gamma) \lambda}{2} \int_{|a| \leq 2c_0 v^{\frac{3}{2}} \frac{1}{2}} a^{\mu+1} v^{\sigma - \alpha} g(\eta, t) d\eta
\]

\[
\leq -M_{1,\alpha}(g(t)) + 6c_0 M_{0,\frac{3}{2} - \alpha}(g(t))
\]

\[
+ 3 \int_{|a| \leq 2c_0 v^{\frac{3}{2}} \frac{1}{2}} a^{-\alpha} g(\eta, t) d\eta - \frac{(1 - \gamma) \lambda}{2} \int_{|a| \leq 2c_0 v^{\frac{3}{2}} \frac{1}{2}} a^{\mu+1} v^{\sigma - \alpha} g(\eta, t) d\eta
\]

\[
\leq -M_{1,\alpha}(g(t)) + 3 \delta_1 M_{2,0}(g(t)) + 3 M_{0,\alpha}(g(t)) + 6c_0 M_{0,\frac{3}{2} - \alpha}(g(t)).
\]
where we have used that \( \alpha < 1 \) (see (1.8)) and thus \( 2c_0(\alpha + \frac{4}{3}) \leq 6c_0 \) and \( \alpha + \frac{4}{3} \leq 3 \), and

\[
\partial_t M_{1,\delta}(g(t)) \leq -M_{1,\delta}(g(t)) + 2M_{1,\delta}(g(t)) - \frac{(1 - \gamma)\lambda}{2} \int_{[\alpha \geq 2c_0\alpha^{\frac{4}{3}}]} \alpha^{1+1}\nu^{\alpha+\beta}g(\eta,t)d\eta
\]

\[
+ K_0(1 - \gamma)c_{0,\alpha-\alpha} \int_{(0,\infty)^2} g(\eta,t)av^\beta d\eta + K_0(1 - \gamma)c_{0,\alpha-\alpha} \int_{(0,\infty)^2} g(\eta,t)av^{-\alpha} d\eta
\]

\[
\leq -M_{1,\delta}(g(t)) - \frac{(1 - \gamma)\lambda}{2} \int_{[\alpha \geq 2c_0\alpha^{\frac{4}{3}}]} \alpha^{1+1}\nu^{\alpha+\beta}g(\eta,t)d\eta + K_0c_{0,\alpha-\alpha}M_{1,\alpha}(g(t))
\]

\[
+ (K_0c_{0,\alpha-\alpha} + 2)M_{1,\delta}(g(t))
\]

\[
\leq -M_{1,\delta}(g(t)) + K_0c_{0,\alpha-\alpha}M_{1,\alpha}(g(t)) + 2C(c_{0,\alpha-\alpha})c_0M_{0,\alpha}(g(t)) + C(c_{0,\alpha-\alpha})\delta_1 M_{1,\delta}(g(t)) + C(c_{0,\alpha-\alpha})M_{0,m_0}(g(t)),
\]

(4.21)

where \( C(c_{0,\alpha-\alpha}) = K_0c_{0,\alpha-\alpha} + 2 \). As we have that \( M_{0,0}, M_{0,\alpha-\alpha}, M_{0,m_1}, M_{0,m_2}, M_{0,\alpha+\beta} \) are uniformly bounded from above, (4.20) and (4.21) become:

\[
\partial_t M_{1,\delta}(g(t)) \leq -\frac{1}{3} M_{2,0}(g(t)) + 2K_0(1 - \gamma)M_{1,\alpha}(g(t))M_{1,\delta}(g(t)) + C;
\]

\[
\partial_t M_{1,\alpha-\alpha}(g(t)) \leq -M_{1,\alpha-\alpha}(g(t)) + 3\delta_1 M_{2,0}(g(t)) + C;
\]

\[
\partial_t M_{1,\delta}(g(t)) \leq -M_{1,\delta}(g(t)) + K_0c_{0,\alpha-\alpha}M_{1,\alpha}(g(t)) + C(c_{0,\alpha-\alpha})\delta_1 M_{2,0}(g(t)) + C,
\]

(4.22)

where \( C > 0 \) is a constant depending only on \( \gamma, c_0 \) and the upper bound of some moments of the form \( M_{0,d}, \) with \( d \in \mathbb{R}. \) Using (4.22) we are able to find a region that stays invariant in time.

In order to give some insight about the proof, we consider first the case \( \delta_1 = 0 \), since the result for \( \delta_1 > 0 \), sufficiently small, follows by a perturbative argument. (4.22) becomes

\[
\partial_t M_{2,0}(g(t)) \leq -\frac{1}{3} M_{2,0}(g(t)) + 2K_0(1 - \gamma)M_{1,\alpha}(g(t))M_{1,\delta}(g(t)) + C;
\]

\[
\partial_t M_{1,\alpha-\alpha}(g(t)) \leq -M_{1,\alpha-\alpha}(g(t)) + C;
\]

\[
\partial_t M_{1,\delta}(g(t)) \leq -M_{1,\delta}(g(t)) + K_0c_{0,\alpha-\alpha}M_{1,\alpha}(g(t)) + C.
\]

(4.23)

Notice that from (4.23) we deduce that the set \( \{M_{1,\alpha-\alpha}(g) \leq C, M_{1,\delta}(g) \leq C(K_0c_{0,\alpha-\alpha} + 1), M_{2,0}(g) \leq 3[C + 2(1 - \gamma)K_0c_{0,\alpha-\alpha} + 1]) \} \) stays invariant in time.

Let \( \delta_1 > 0 \). We prove that the region defined by \( \{M_{1,\alpha-\alpha}(g) \leq 2C, M_{1,\delta}(g) \leq 2C(K_0c_{0,\alpha-\alpha} + 1), M_{2,0}(g) \leq 3[C + 32(1 - \gamma)K_0c_{0,\alpha-\alpha} + 1]) \} \) is invariant in time.

Assume that \( M_{1,\alpha-\alpha}(g(0)) \leq 2C, M_{1,\delta}(g(0)) \leq 2C(K_0c_{0,\alpha-\alpha} + 1) \) and \( M_{2,0}(g(0)) \leq 3[C + 32(1 - \gamma)K_0c_{0,\alpha-\alpha} + 1] \). By continuity in time, for all \( g \) sufficiently small, we obtain that \( M_{1,\alpha-\alpha}(g(s)) \leq 4C, M_{1,\delta}(g(s)) \leq 4C(K_0c_{0,\alpha-\alpha} + 1) \). Plugging this in (4.22), we obtain that

\[
\partial_t M_{2,0}(g(s)) \leq -\frac{1}{3} M_{2,0}(g(s)) + 32K_0(1 - \gamma)C^2(K_0c_{0,\alpha-\alpha} + 1) + C,
\]

(4.24)
for all times $s$ small enough. Thus, the region $M_{2,0}(g(s)) \leq 3[C + 32(1 - \gamma)K_0C^2(K_0c_{0,2\theta} + 1)]$ is invariant for small enough times. We now make use of (4.22) and the newly obtained bound for $M_{2,0}$, to deduce that

$$
\partial_t M_{1,\alpha}(g(s)) \leq -M_{1,\alpha}(g(s)) + 9\delta_1[C + 32(1 - \gamma)K_0C^2(K_0c_{0,2\theta} + 1)] + C;
$$

$$
\partial_t M_{1,\beta}(g(s)) \leq -M_{1,\beta}(g(s)) + K_0c_{0,2\theta}M_{1,\alpha}(g(s)) + 3C(c_{0,\beta-\alpha})\delta_1[C + 32(1 - \gamma)K_0C^2(K_0c_{0,2\theta} + 1)] + C,
$$

(4.25)

for sufficiently small times. Choosing $\delta_1$ sufficiently small so that $9\delta_1[C + 32(1 - \gamma)K_0C^2(K_0c_{0,2\theta} + 1)] \leq C$ and $3C(c_{0,\beta-\alpha})\delta_1[C + 32(1 - \gamma)K_0C^2(K_0c_{0,2\theta} + 1)] \leq C$, we obtain that the regions $M_{1,\alpha}(g(s)) \leq 2C$ and $M_{1,\beta}(g(s)) \leq 2C(K_0c_{0,2\theta} + 1)$ are invariant in time for all $s$ sufficiently small. We are now able to iterate the argument, extending it to all times. These bounds are independent of $\epsilon, R$.

We now have all the necessary parts to conclude the proof of Theorem 2.7.

**Proof of Theorem 2.7.** We can uniformly bound $M_{1,0}(g_{\epsilon, R}(t)) \leq M_{1,\alpha}(g_{\epsilon, R}(t)) + M_{1,\beta}(g_{\epsilon, R}(t))$, since $M_{1,\alpha}(g_{\epsilon, R}(t))$ and $M_{1,\beta}(g_{\epsilon, R}(t))$ are bounded. This is enough to enable us to follow the steps of the proof of Theorem 2.3 to conclude that there exists a self-similar profile for the two-dimensional coagulation equation in this case. This finishes the proof of Theorem 2.7.

## A Formal rescaling properties

It is worthwhile to mention that the equation (1.1) has some useful rescaling properties. More explicitly, if $f$ satisfies (1.1) and $\int_{(0,\infty)^2} v f(a, v, t) dvda = v_0$, then we can define a set of functions $\tilde{f}_k$

$$
f(a, v, t) = \frac{v_0}{k^\beta} \tilde{f}_k(\frac{a}{k^\beta}, \frac{v}{k}, k^{\gamma-1}v_0 t).
$$

(A.1)

The rescaling (A.1) can be used to remove the dependence on $v_0$, the problem being reduced to one where the total volume of particles is equal to 1. We have that $\tilde{f}_k$ solves (1.1) with the fusion kernel $r$ replaced by $\frac{r}{v_0}$ and

$$
\int_{(0,\infty)^2} v \tilde{f}_k(a, v, t) dvda = 1.
$$

Notice that, if $f$ satisfies (1.1) and $g$ is defined as

$$
f(a, v, t) = \frac{1}{t^{\frac{\alpha}{\xi}}} g(\frac{a}{t^{\frac{\alpha}{\xi}}} \frac{v}{t^{\frac{\gamma}{\xi}}}, \xi \log(t)),
$$

(A.2)

up to a translation in time, then $g$ satisfies (2.1). Combining (A.1) and (A.2), we obtain that $\tilde{g}_k$, which can be expressed in terms of $g$ in the following manner

$$
\tilde{g}_k(\tilde{A}, \tilde{V}, \tilde{\tau}) = \frac{v_0^{\frac{\gamma}{\xi} - 1}}{v_0^{\frac{\gamma}{\xi}}} g(v_0^{\frac{\gamma}{\xi}} \tilde{A}, v_0^{\frac{\gamma}{\xi}} \tilde{V}, \tau),
$$

(A.3)
where \( \tau = \xi \log(t) \) and \( \tilde{\tau} = \xi \log(k^{n-1}v_0t) \), satisfies (2.1) with total volume equal to 1. In particular, if we choose \( k = v_0^\xi \), we have \( \tilde{\tau} = \tau \).

We obtain the following rescaling property for \( \tilde{g}_k \) in terms of \( g \):

\[
M_{y_1,y_2}(\tilde{g}_k(\tilde{\tau})) = v_0^{\frac{y_1 - y_2}{1 + \gamma}} M_{y_1,y_2}(g(\tau)),
\]

for \( y_1, y_2 \in \mathbb{R} \), which we make use of in Proposition 2.9 and Theorem 2.12. Notice that in the relation between the moments of \( g \) and the moments of \( \tilde{g}_k \) the dependence on the variable \( k \) vanishes and the reason we choose to fix \( k = v_0^\xi \) is in order to avoid the time translation.

The existence of a function \( g_{in} \) which satisfies (2.15), (2.20) and has volume \( v_0 \) is equivalent by means of the scaling (A.3) to finding a function \( \tilde{g}_{in}(\tilde{A}, \tilde{V}) \) such that all these inequalities hold with \( v_0 = 1 \). The existence of such a function can be easily seen if we choose its support in an appropriate region contained in \( \tilde{V} \in \left[ \frac{1}{2}, 1 \right] \) and with \( \tilde{A} \) sufficiently large.

Thus, we can assume without loss of generality that the total volume of the particles is equal to 1, keeping in mind that the constants \( R_0 \) and \( R_1 \) in (1.10) change by a factor \( v_0 \).

**B Proof of some results used to obtain the existence of solutions for the truncated time-dependent problem**

*Proof of Proposition 3.6.* The following remark is used in order to prove the stated properties:

\[
\Phi(V, V', t) e^{h_t(I_2(V,V',t),J)} = e^{h_t(V,C)} e^{h_t(V',C)}, \tag{B.1}
\]

We make use of (3.20), (3.21), the kernel bound and the inequality \( |e^{-x_1} - e^{-x_2}| \leq |x_1 - x_2| \), for \( x_1, x_2 \geq 0 \).

We first prove that the map stays in the ball of radius \( 2M \). In order to bound \( J_1[G] \) in (3.23), we use that \( x_{t,V}(A) \leq A \), for every \( t \in [0, \tau] \) and the assumption \( \tau \leq \ln 2 \). For the term \( J_2[G] \), we notice that \( 1 + x_{t,V}(A) + x_{t,V}(A') \leq (1 + x_{t,V}(A))(1 + x_{t,V}(A')) \). Thus, for every \( \varphi \in C_c(\mathbb{R}^2_{>0}) \) with \( \|\varphi\|_\infty \leq 1 \), we have:

\[
\int_{(0,\infty)^2} e^{h_t(V,C)} (1 + x_{t,V}(A)) J[G](A, V, t) \varphi(A, V) dV dA \leq 2\|\varphi\|_\infty \int_{(0,\infty)^2} (1 + a) g_{in,R}(a, v) dv da \\
+ \frac{1 - \gamma}{2} \|K_R\|_\infty \|G\|_2 \|\varphi\|_\infty \tau \\
\leq M + (1 - \gamma)2M^2 \|K_R\|_\infty \tau \leq M + 1 \leq 2M.
\]
We now prove that the map \( J \), which was defined in \( (3.23) \), is contractive:

\[
\left| \int_{(0,\infty)^2} e^{h(V)}(1 + x_t, \varphi(A)) [J[F](A, V, t) - J[G](A, V, t)] \varphi(A, V) dV dA \right| \leq 2 \int_{(0,\infty)^2} (1 + a) g_{in,R}(a, v) dv da ||K_R||_{\infty} ||\varphi||_{\infty} ||F - G|| (e^r - 1) \\
+ \frac{1 - \gamma}{2} ||K_R||_{\infty} (||F|| + ||G||) ||\varphi||_{\infty} ||F - G|| \tau + \frac{1 - \gamma}{2} ||K_R||_{\infty} ||G||^2 ||\varphi||_{\infty} ||F - G|| \tau (e^r - 1) \\
\leq (M ||K_R||_{\infty} + 2M (1 - \gamma)) ||K_R||_{\infty} + ||K_R||_{\infty} (e^r - 1) ||F - G|| \leq \frac{1}{2} ||F - G||.
\]

\( \square \)

**Proof of Proposition 3.7.** By testing with \( e^{h(V)} x_t, \) for \( t \in [0, \tau] \), and using (B.1), we obtain that:

\[
\int_{\mathbb{R}^2_{>0}} G_{e,R,\delta}(t, \tau) e^{h(V)} x_t, \varphi(A) d\eta \leq 2 \int_{\mathbb{R}^2_{>0}} g_{in,R}(\eta) A d\eta + \frac{1 - \gamma}{2} \int_0^\tau \int_{\mathbb{R}^2_{>0}} \int_{\mathbb{R}^2_{>0}} K_R(\phi_s(\eta), \phi_s(\eta')) G_{e,R,\delta}(d\eta, s)
\]

\[
G_{e,R,\delta}(d\eta', s) e^{h(V,s) + h_t(V,t)} [(x_t, \varphi(A) + x_t, \varphi(A')) - x_t, \varphi(A) - x_t, \varphi(A')] ds.
\]

Thus:

\[
\int_{\mathbb{R}^2_{>0}} G_{e,R,\delta}(A, V, t) e^{h(V)} x_t, \varphi(A) dV dA \leq 2 \int_{\mathbb{R}^2_{>0}} g_{in,R}(A, V) A dV dA,
\]

which is bounded by assumption. Similarly, testing with \( e^{h(V)} \), we get:

\[
\int_{\mathbb{R}^2_{>0}} G_{e,R,\delta}(A, V, t) e^{h(V)} dV dA \leq 2 \int_{\mathbb{R}^2_{>0}} g_{in,R}(A, V) dV dA.
\]

The condition imposed on \( g_{in,R} \) in order to prove Proposition 3.6 was \( 2 \int_{(0,\infty)^2} (1 + a) g_{in,R}(a, v) dv da \leq M \). Thus, we can replace \( g_{in,R} \) by \( G_{e,R,\delta}(\cdot, \cdot, \tau) \) and then iterate the argument to extend the solution to all times.

\( \square \)

**Proof of Proposition 3.14.** Let \( s, t \in [0, T] \). We denote by \( g(\cdot, t) := S(t) g(\cdot) \). Let \( n \in \mathbb{N} \) be sufficiently large. Let \( \varphi \in C_c(\mathbb{R}^2_{>0}) \) and \( \varphi_n \in C_c(\mathbb{R}^2_{>0}) \) be such that \( sup_{(a,v) \in \mathbb{R}^2_{>0}} |\varphi_n(a,v) - \varphi(a,v)| \leq \frac{1}{n} \). Then

\[
\left| \int_{(0,\infty)^2} [S(t) g(\eta) - S(s) g(\eta)] \varphi(\eta) d\eta \right| \leq \\
\leq \left| \int_{(0,\infty)^2} [g(\eta, t) - g(\eta, s)] \varphi_n(\eta) d\eta \right| + \left| \int_{(0,\infty)^2} [g(\eta, t) - g(\eta, s)] [\varphi_n(\eta) - \varphi(\eta)] d\eta \right| \\
\leq \left| \int_{(0,\infty)^2} [g(\eta, t) - g(\eta, s)] \varphi_n(\eta) d\eta \right| + \frac{2}{n} \sup_{r \in [0, T]} \int_{(0,\infty)^2} g(\eta, r) d\eta \\
\leq \int_{(0,\infty)^2} [g(\eta, t) - g(\eta, s)] \varphi_n(\eta) d\eta + \frac{C}{n},
\]

(B.2)
where we used that we can bound $\sup_{r \in [0,T]} \int_{(0, \infty)^2} g(\eta, r) d\eta$ from above. On the other hand,

$$\left| \int_{(0, \infty)^2} [g(\eta, t) - g(\eta, s)] \varphi_n(\eta) d\eta \right| \leq \int_{s}^{t} \int_{(0, \infty)^2} |g(\eta, r)\varphi_n(\eta)| d\eta dr + \frac{2}{3} \int_{s}^{t} \int_{(0, \infty)^2} |g(\eta, r) a \partial_\eta \varphi_n(\eta)| d\eta dr$$

$$+ \int_{s}^{t} \int_{(0, \infty)^2} |g(\eta, r) v \partial_\eta \varphi_n(\eta)| d\eta dr + (1 - \gamma) \int_{s}^{t} \int_{(0, \infty)^2} |(\mathbb{K}_{e,R}(g)) (r), \varphi_n)| dr$$

$$+ (1 - \gamma) \int_{s}^{t} \int_{(0, \infty)^2} r_\delta(\eta) c_0 v^{\frac{3}{2}} - a|g(\eta, r) | \partial_\eta \varphi_n(\eta)| d\eta dr.$$

As $K_{e,R}$ is bounded and $g_{e,R,\delta}$ has compact support in the $v$ variable, we can find a constant $C(\epsilon, R, \delta)$, which depends on $\epsilon$, $R$, $\delta$ such that

$$\left| \int_{(0, \infty)^2} [g(\eta, t) - g(\eta, s)] \varphi_n(\eta) d\eta \right| \leq \frac{2}{3} \int_{s}^{t} \int_{(0, \infty)^2} |g(\eta, r) a \partial_\eta \varphi_n(\eta)| d\eta dr + C(\epsilon, R, \delta)|t - s|$$

$$+ \frac{1}{\delta} C(\epsilon, R, \delta) \int_{s}^{t} \int_{(0, \infty)^2} |1 + a|g(\eta, r) | \partial_\eta \varphi_n(\eta)| d\eta dr.$$

As $\sup_{r \in [0,T]} \int_{(0, \infty)^2} (1 + a) g_{e,R,\delta}(\eta, r) d\eta$ is bounded from above, we find that there exists $C(\epsilon, R, \delta)$ depending on the written parameters, such that

$$\left| \int_{(0, \infty)^2} [g(\eta, t) - g(\eta, s)] \varphi_n(\eta) d\eta \right| \leq C(\epsilon, R, \delta)|t - s|.$$  \tag{B.3}$$

Combining (B.3) with (B.2), we obtain the continuity in time of the map $t \rightarrow \int_{(0, \infty)^2} g(\eta, t) \varphi(\eta) d\eta$, if $\varphi \in C_c(\mathbb{R}_{\geq 0}^2)$. We now extend the argument to all functions $\varphi \in C_0(\mathbb{R}_{\geq 0}^2)$. Let $\varphi \in C_0(\mathbb{R}_{\geq 0}^2)$, with $\|\varphi\|_\infty \leq 1$. Due to the support of $g \in U_{e,R}$, it is enough to cut the function $\varphi$ for large values of $a$ in order to make it compactly supported. Let $\chi_M(a)$ be as in (3.31). Then

$$\left| \int_{(0, \infty)^2} [g(\eta, t) - g(\eta, s)] \varphi(\eta) d\eta \right| \leq$$

$$\leq \int_{(0, \infty)^2} [g(\eta, t) - g(\eta, s)] \varphi(\eta) \chi_M(a) d\eta + 2 \int_{(M, \infty) \times [e, 2R]} |g(\eta, t) - g(\eta, s)| \varphi(\eta) d\eta$$

$$\leq C|t - s| + 2 M^{-1} \int_{(M, \infty) \times [e, 2R]} a |g(\eta, t) + g(\eta, s)| d\eta$$

$$\leq C|t - s| + c(t) M^{-1}.$$

We conclude the argument by taking $M$ sufficiently large. \hfill $\square$
Proof of Proposition 3.24. Let $n \in \mathbb{N}$. By Lemma 3.23, we have that:

$$
\int_{\mathbb{R}^2} G_{e,R,\delta}(\eta,t) e^{h(\psi)} x_{\lambda,\psi}(A) d\eta \leq 
$$

$$
\leq 2 \int_{\mathbb{R}^2} g_{in,\delta}(\eta) A^n d\eta + \frac{1 - \gamma}{2} \int_{0}^{t} \int_{\mathbb{R}^2} K_{R}(\phi_{s}(A, V), \phi_{s}(A', V')) G_{e,R,\delta}(\eta', s) G_{e,R,\delta}(\eta, s) \nonumber
$$

$$
e^{h(\psi)} x_{\lambda,\psi}(A)^n - x_{\lambda,\psi}(A)^n - x_{\lambda,\psi}(A')^n d\eta' d\eta ds
$$

$$
\leq 2 \int_{\mathbb{R}^2} g_{in,\delta}(\eta) A^n d\eta + (1 - \gamma) ||K_{R}||_\infty \sum_{k=1}^{k_n} \left( \eta \right) \int_{0}^{t} \int_{\mathbb{R}^2} e^{h(\psi)} x_{\lambda,\psi}(A)^k G_{e,R,\delta}(\eta, s)d\eta
$$

$$
\int_{\mathbb{R}^2} e^{h(\psi)} x_{\lambda,\psi}(A)^{-k} G_{e,R,\delta}(\eta', s)d\eta' ds,
$$

where $k_n$ is taken as in Lemma 3.23. The above computations show that, in order to find an upper bound for $\int_{\mathbb{R}^2} G_{e,R,\delta}(\eta, t) e^{h(\psi)} x_{\lambda,\psi}(A) d\eta$, it is enough to estimate $\int_{\mathbb{R}^2} G_{e,R,\delta}(\eta, t) e^{h(\psi)} x_{\lambda,\psi}(A)^k d\eta$, where $k \in [1, n-1]$. As such, we can use an iteration argument for the exponents of $x_{\lambda,\psi}(A)$. We then use that

$$
\int_{(0,\infty)^2} G_{e,R,\delta}(A, V, t, \eta, t) e^{h(\psi)} x_{\lambda,\psi}(A) dV dA \leq 2 \int_{(0,\infty)^2} a g_{in}(\eta, v) dv da
$$

as in the proof of Proposition 3.7, which can be found in this appendix. In this manner, we derive suitable moment estimates which allow to extend the obtained solution to all times by iterating the argument. □

C Some technical results used to prove the existence of self-similar profiles

Remark C.1. In order to simplify the notation we will write $g$ and $g_{in}$ instead of $g_{e,R,\delta}$ and $g_{in,\delta}$, respectively, in the following computations. It is relevant to take into account that $g_{e,R,\delta} := g$ is supported in the region $(a, v) \in [c_0 \epsilon^{\frac{7}{2}}, \infty) \times (\epsilon, 2R)$.

Proof of Proposition 3.16. We obtain (3.35) by testing (3.5) with $\varphi(a, v) = v$. In order to derive (3.36), we test (3.5) with $\varphi(a, v) = v^\gamma$.

By Remark 3.15 and since $g$ is supported in the region $(a, v) \in [c_0 \epsilon^{\frac{7}{2}}, \infty) \times (\epsilon, 2R)$, we can ignore the dependence of $K_{e,\epsilon}$ on $R$:

$$
\frac{(1 - \gamma)}{2} \int_{(0,\infty)^2} \int_{(0,\infty)^2} G_{e,R}(a, v, a', v') \xi_{R}(v + v') g(a, v, t) g(a', v', t) [(v + v')^\gamma - v^\gamma - v'^\gamma] dv' da' dv da
$$

$$
\leq \frac{K_1 (1 - \gamma)}{2} \int_{(0,\infty)^2} \int_{(0,\infty)^2} (v^a v^b + v^\beta v^{-a}) \xi_{R}(v + v') g(a, v, t) g(a', v', t) [(v + v')^\gamma - v^\gamma - v'^\gamma] dv' da' dv da
$$

$$
\leq \frac{K_1 (1 - \gamma)}{2} \int_{(\frac{\epsilon}{2})}^{(\frac{\epsilon}{2})} \int_{(\frac{\epsilon}{2})}^{(\frac{\epsilon}{2})} (v^a v^b + v^\beta v^{-a}) g(a, v, t) g(a', v', t) [(v + v')^\gamma - v^\gamma - v'^\gamma] dv' da' dv da.
$$
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Suppose $v \geq v'$ and take $z := \frac{v}{v'} \in (0, 1]$. We have:

$$v^{-\alpha}v'^{\beta} + v^{\beta}v'^{-\alpha})(v + v')^{\gamma} - v'^{\gamma} \leq v^{\gamma}(\zeta^{\beta} + z^{-\alpha})v^{\gamma}((1 + z)^{\gamma} - 1 - z^{\gamma})$$

$$\leq -(1 - \gamma)v^{\gamma}z^{\gamma} = -(1 - \gamma)v^{\gamma}v'^{\gamma},$$

since $(1 + z)^{\gamma} - 1 - z^{\gamma} \leq 0$ and $z^{-\alpha} \geq 1$. We also used that:

$$(1 + z)^{\gamma} - 1 = \gamma \int_{1}^{1 + z} s^{\gamma - 1} ds \leq \gamma z \leq yz^{\gamma}.$$  

Equation (3.5) now becomes:

$$\frac{d}{dr} M_{0,\gamma}(g(t)) \leq (1 - \gamma) \int_{(0,\infty)^2} v^{\gamma} \Theta_\delta(v) g(a, v, t) dv da - \frac{(1 - \gamma)^2 K_1}{2} \left( \int_{v < \frac{R}{2}} v^{\gamma} g(a, v, t) dv da \right)^2$$

$$\leq (1 - \gamma) M_{0,\gamma}(g(t)) - \frac{(1 - \gamma)^2 K_1}{4} M_{0,\gamma}(g(t))^2 + \frac{(1 - \gamma)^2 K_1}{2} \left( \int_{v < \frac{R}{2}} v^{\gamma} g(a, v, t) dv da \right)^2.$$  

We can control the region where $v > \frac{R}{2}$ using (3.35), namely:

$$\int_{v > \frac{R}{2}} v^{\gamma} g(a, v, t) dv da \leq \left( \frac{R}{2} \right)^{\gamma - 1} \int_{(0,\infty)^2} v g(a, v, t) dv da \leq \left( \frac{R}{2} \right)^{\gamma - 1} M_{0,1}(g_{im}),$$

thus finding a constant $C > 0$, independent of $\epsilon \in (0, 1), R > 1$ and $\delta \in (0, 1)$, for which

$$\frac{d}{dr} M_{0,\gamma}(g(t)) \leq (1 - \gamma) M_{0,\gamma}(g(t)) - \frac{(1 - \gamma)^2 K_1}{4} M_{0,\gamma}(g(t))^2 + C.$$  

We then conclude that there exists a constant $C_{0,\gamma}$, independent of $\epsilon, R$ and $\delta$, for which the region $M_{0,\gamma}(g(t)) \leq C_{0,\gamma}$ is invariant in time. $\square$

**Proof of Proposition 3.17.** We want to bound

$$K(a, v, a', v')[(v + v')^{m} - v^{m} - v'^{m}].$$

Assume $v \geq v'$. Denote $z := \frac{v}{v'} \in (0, 1]$ and observe that:

$$K(a, v, a', v')[(v + v')^{m} - v^{m} - v'^{m}] \leq K(a, v, a', v')v^{m}[(1 + z)^{m} - 1 - z^{m}] \leq 2C_{m} K(a, v, a', v') v^{m} z$$

$$\leq 2C_{m} K_{0} v^{\gamma} (\zeta^{\beta} + z^{-\alpha})v^{m} z \leq 4C_{m} K_{0} v^{\gamma + m} z^{-\alpha + 1}$$

$$\leq 4C_{m} K_{0} (v^{\alpha}z^{\alpha - 1} + v^{\beta + m + 1} z^{\alpha - 1}),$$  

where we used that

$$(1 + z)^{m} - 1 = m \int_{1}^{1 + z} s^{m - 1} ds \leq m(1 + z)^{m - 1} \leq C_{m}(1 + z^{m - 1})z,$$

since $m > 1$ and $z \in (0, 1]$. By symmetry, (C.1) holds for all $(v, v') \in (0, \infty)^2$. 

Equation (3.5) becomes:
\[
\frac{d}{dt} M_{0,m}(g(t)) \leq -(m-1)M_{0,m}(g(t)) + (m-1) \int_{|r| \leq 2t} v^m g(\eta, t) d\eta + 2(1 - \gamma) C_m K_0 M_{0,\beta+m-1}(g) M_{0,-\alpha+1}(g) \\
\leq -(m-1)M_{0,m}(g(t)) + (m-1)2^{m-1} M_{0,1}(g_m) + CM_{0,\beta+m-1}(g(t)) M_{0,-\alpha+1}(g(t)).
\] (C.2)

By (3.35) and (3.36), we obtain that $M_{0,-\alpha+1}(g(t))$ is uniformly bounded as $-\alpha + 1 \in (\gamma, 1]$.

Additionally, we have that $m + \beta - 1 \in (\gamma, m)$. Let $C_{0,y}$ be the constant found in Proposition 3.16, then there exists $\theta \in (0, 1)$ such that:
\[
M_{0,m+\beta-1}(g(t)) \leq M_{0,y}(g(t))^{1-\theta} M_{0,m}(g(t))^{\theta} \leq C_{0,y}^{1-\theta} M_{0,y}(g(t))^{\theta}.
\] (C.3)

Hence, combining (C.2) and (C.3), we find an invariant region in time for the moment $M_{0,m}$.

**Proof of Proposition 3.18.** Let $C_{0,\tilde{m}}$ be the constant found in (3.37), with $\tilde{m} > 1$ as in Proposition 3.2, and let $\beta < 1$ as in (1.7). For all $t \geq 0$:
\[
1 = M_{0,1}(g(t)) \leq N^{1-\beta} \int_{(0,\infty) \times (0, N)} v^\beta g(a, v, t) dv da + N^{1-\tilde{m}} \int_{(0,\infty) \times (N, \infty)} v^{\tilde{m}} g(a, v, t) dv da \\
\leq N^{1-\beta} M_{0,\beta}(g(t)) + N^{1-\tilde{m}} \max\{M_{0,\tilde{m}}(g_{in}), C_{0,\tilde{m}}\}.
\] (C.4)

Thus, for $N > 0$ sufficiently large, we obtain
\[
M_{0,\beta}(g(t)) \geq \frac{1}{2N^{1-\beta}}.
\] (C.5)

We analyse the term
\[
\int_{(0,\infty)^2} \int_{(0,\infty)^2} K_{\epsilon,R}(a, v, a', v') \xi_{R}(v + v') g(a, v, t) g(a', v', t) [(v + v')^{-l} - v^{-l} - v'^{-l}] dv' da' dv da.
\]

We make use of Remark 3.15: From the definition of $K_{\epsilon,R}$ in (3.1) and the support of $g$, we have that $K_{\epsilon,R} = K$ when $v, v' \in [\epsilon, 2R]^2$. Since $(v + v')^{-l} - v^{-l} - v'^{-l} \leq 0$, we can use the lower bound for $K$ in (1.7). We obtain:
\[
\int_{(0,\infty)^2} \int_{(0,\infty)^2} K_{\epsilon,R}(a, v, a', v') \xi_{R}(v + v') g(a, v, t) g(a', v', t) [(v + v')^{-l} - v^{-l} - v'^{-l}] dv' da' dv da \\
\leq K_1 \int_{|v| < \frac{\epsilon}{2}} \int_{|v'| < \frac{\epsilon}{2}} (v^{-a} v^\beta + v^\beta v'^{-a}) g(a, v, t) g(a', v', t) [(v + v')^{-l} - v^{-l} - v'^{-l}] dv' da' dv da \\
\leq K_1 \int_{|v| < \frac{\epsilon}{2}} \int_{|v'| < \frac{\epsilon}{2}} (v^{-a+l} v^\beta - v'^{-a+l} v^\beta) g(a, v, t) g(a', v', t) dv' da' dv da
\]

and (3.5) thus becomes:
\[
\frac{d}{dt} M_{0,-l}(g(t)) \leq (1 + l) M_{0,-l}(g(t)) - (1 - \gamma) K_1 \int_{|v| < \frac{\epsilon}{2}} v^{-a+l} g(a, v, t) dv da \int_{|v'| < \frac{\epsilon}{2}} v^\beta g(a, v, t) dv da.
\] (C.6)
By (C.5)

\[
\int_{\{v < \frac{R}{2}\}} v^\beta g(a, v, t) dv da \geq \frac{1}{2N^{1-\beta}} - \left(\frac{R}{2}\right)^{\beta-1} \geq \frac{1}{4N^{1-\beta}},
\]

(C.7)

for all \(R > 1\) that are sufficiently large.

As \(-l \in (-\alpha - l, 1)\), there exists \(\theta \in (0, 1)\) for which \(M_{0,-l}(g(t)) \leq M_{0,1}(g(t))^{1-\theta} M_{0,-\alpha-l}(g(t))^\theta \leq M_{0,1}(g_m)^{1-\theta} M_{0,-\alpha-l}(g(t))^\theta\). Combining this with (C.6) and (C.7), there exists a constant \(C > 0\) such that:

\[
\frac{d}{dt} M_{0,-l}(g(t)) \leq (1 + l)M_{0,-l}(g(t)) - C \left( \int_{\{v < \frac{R}{2}\}} v^{-l} g(a, v, t) dv da \right)^{\frac{1}{\theta}}.
\]

We use \(x^\frac{1}{\theta} \geq 2^{1-\frac{1}{\theta}} (x + y)^{\frac{1}{\theta}} - y^\frac{1}{\theta}\) with \(x = \int_{\{v < \frac{R}{2}\}} v^{-l} g(a, v, t) dv da\) and \(y = \int_{\{v > \frac{R}{2}\}} v^{-l} g(a, v, t) dv da\). We can bound \(\int_{\{v > \frac{R}{2}\}} v^{-l} g(a, v, t) dv da\) from above because \(R > 1\) and \(M_{0,1}(g(t))\) is uniformly bounded. Thus

\[
\frac{d}{dt} M_{0,-l}(g(t)) \leq (1 + l)M_{0,-l}(g(t)) - C_1 M_{0,-l}(g(t))^\frac{1}{\theta} + 2^{\frac{1}{\theta} + 1} C M_{0,1}(g_m)
\]

and we conclude using the uniform bound on \(M_{0,1}\) and then a comparison argument. □
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