Measuring non-Markovianity via incoherent mixing with Markovian dynamics
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We introduce a measure of non-Markovianity based on the minimal amount of extra Markovian noise we have to add to the process via incoherent mixing, in order to make the resulting transformation Markovian too at all times. We show how to evaluate this measure by considering the set of depolarizing evolutions in arbitrary dimension and the set of dephasing evolutions for qubits.

I. INTRODUCTION

In open quantum system dynamics \cite{1} Markovian evolutions are characterized by the existence of a one-way flow of information from the system to its environment. While approximately valid in many contexts of physical relevance (in particular under system-environment weak-coupling conditions), in the vast majority of settings the Markovianity of the dynamical evolution is lost and one witnesses backflows of information from the environment to the system \cite{2–5}. The study of these non-Markovian effects is a central topic of quantum information theory both because they arise almost everywhere, but also because, when properly exploited, they may show advantages in different quantum information processing tasks, such as quantum metrology \cite{6}, quantum key distribution \cite{7}, quantum teleportation \cite{8}, entanglement generation \cite{9}, quantum communication \cite{10} and quantum thermodynamics \cite{11–14}.

The standard procedure to characterize and possibly measure the non-Markovianity of a given evolution is to target functionals that are guaranteed to be monotonic under arbitrary Markovian evolutions and to check for violations of such behaviour. Many quantities have been studied in this framework: the distance between pair of states \cite{15, 16}, channel capacities \cite{17}, the guessing probability of evolving ensembles of states \cite{18}, the volume of the accessible states \cite{19} and correlation measures \cite{19, 20}. In the present work we introduce a conceptually different approach to the problem which tries to quantify non-Markovian character of a dynamical evolution by computing the minimal amount of extra noise that one has to inject into the system dynamics in order to stop the information backflow at all times. Specifically we consider the minimum value of the probability needed to introduce Markovianity for the entire temporal evolution of the system by incoherently mixing it with an arbitrary extra process which is already Markovian. Our measure has a clear operational meaning due to the fact that creating stochastic convolutions of processes is a well defined physical procedure. We remark however that since neither the set of Markovian evolutions, nor its complementary counterpart, are convex \cite{21} the explicit evaluation of the proposed measure is typically hard to comply. At variance with the approaches presented in Refs. \cite{22, 23} which discuss similar ideas focusing on infinitesimal Markovian evolutions \cite{24–26}, the lack of convexity also prevents us from framing our proposal in the context of a conventional (convex) resource theory of evolutions where Markovian trajectories constitute the resource-free set \cite{27, 28}. After introducing the procedure in the general case of arbitrary open quantum evolutions we focus on the special subset of depolarizing transformations of arbitrary dimension and for qubit dephasing channels \cite{29–31} which, thanks to their highly symmetric character, allow for an explicit analytical treatment. Depolarizing channels represent an important error model in quantum information theory. Indeed by pre- and post- processing and classical communication via twirling \cite{32}, any other open quantum dynamics can be mapped into a depolarizing channel whose efficiency in protecting the information stored into the system is lower than or equal to the corresponding one of the original process. Accordingly the study of the non-Markovian character of this special set of open quantum evolutions is an important task in its own.

The manuscript is organized as follows. We start in Sec. II by defining Markovian and non-Markovian evolutions. In Sec. III we introduce the depolarizing evolutions set. In addition, we describe its Markovian and non-Markovian subsets (Sec. III A), we discuss some geometrical properties of these subsets (Sec. III B) and we characterize continuous depolarizing evolutions (Sec. III C). In Sec. IV we present the measure of non-Markovianity that we study throughout this work and we describe how to apply it to non-Markovian depolarizing evolutions (Sec. IV A). We follow in Sec. V by evaluating this measure of non-Markovianity for continuous depolarizing evolutions. Sec. VI is dedicated to show that, considering the task of making continuous depolarizing evolutions Markovian by mixing them with Markovian evolutions, non-continuous Markovian evolutions are less efficient than continuous Markovian evolutions. From Sec. VII we start to study non-continuous non-Markovian depolarizing evolutions. In particular, we show that in some particular cases the approaches considered for continuous non-Markovian evolutions are still valid to evaluate the degree of non-Markovianity of these evolutions. In Sec. VIII we consider our measure of non-Markovianity applied to generic non-continuous non-Markovian depolarizing evolutions. We start by noticing some features of these evolutions that imply an ambiguity for the identification of the optimal Markovian evolution that makes a generic non-Markovian depolarizing evolution Markovian...
(Sec. VIII A). Hence, in Sec. VIII B, we propose a strategy to calculate our measure of non-Markovianity for any non-continuous depolarizing evolutions. Finally, in Sec. IX we extend the analysis to the case of dephasing channels for qubits. The paper ends in Sec. X with the conclusions. Technical material is presented in the appendices.

II. MARKOVIAN AND NON-MARKOVIAN EVOLUTIONS

Let \( S(\mathcal{H}) \) be the set of density matrices on a \( d \)-dimensional Hilbert space \( \mathcal{H} \). Any time evolution on \( S(\mathcal{H}) \) is defined by a one-parameter family \( \Lambda = \{ \Lambda_t \}_{t \geq 0} \) of superoperators called dynamical maps. These are completely positive, trace preserving (CPTP) transformations which induce the evolution of a generic initial state \( \rho \) at time \( t \geq 0 \) via the relation \( \rho(t) = \Lambda_t(\rho) \) [29, 30, 33]. The CPTP requirement can be enforced via the Stinespring-Kraus representation theorem [36, 37], which allows us to describe the action of \( \Lambda_t \) in terms of a Hamiltonian interaction with an initially uncorrelated external environment \( E \) via the expression

\[
\Lambda_t(\rho) = \text{Tr}_E \left[ U_t(\rho \otimes \sigma_E) U_t^\dagger \right],
\]

with \( \sigma_E \in S(\mathcal{H}_E) \) the initial state of \( E \), \( U_t \), a unitary operator on the compound system, and \( \text{Tr}_E [\cdot] \) the partial trace over the environment.

In what follows we shall impose that for \( t = 0 \), \( \Lambda_t \) should correspond to the identity map, i.e.,

\[
\Lambda_0 = \text{id}(),
\]

and require the family \( \Lambda \) to be continuous and differentiable almost everywhere, allowing at most a countable set of discontinuity points. These assumptions are physically well motivated when considering that the partial trace in Eq. (1) is a continuous operation and that \( U_t \) should be the solution of a Schrödinger equation, hence continuous and differentiable in \( t \) apart from the presence of abrupt Hamiltonian quenches possibly induced by external controls. We hence define \( \mathcal{E} = \{ \Lambda \} \) to be the set of all the evolutions on \( S(\mathcal{H}) \) that obey the above constraints. One can easily verify that such set is closed under convex combination meaning that

\[
\rho \Lambda + (1 - \rho) \Omega \in \mathcal{E}, \quad \forall \rho, \Omega \in [0, 1], \forall \Lambda, \Omega \in \mathcal{E}.
\]

Following [21, 39–42] we now identify Markovian and non-Markovian evolutions of the system by linking it directly to the divisibility condition of the quantum trajectory, i.e.,

**Definition 1.** An evolution \( \Lambda = \{ \Lambda_t \}_{t \geq 0} \in \mathcal{E} \) is CP-divisible if and only if for any \( 0 \leq s \leq t \) there exists a linear CPTP super-operator \( V_{t,s} \) such that

\[
\Lambda_t(\cdot) = (V_{t,s} \circ \Lambda_s)(\cdot) \equiv V_{t,s}(\Lambda_s(\cdot)).
\]

We also call \( V_{t,s} \) the intermediate map of \( \Lambda \) between the times \( s \) and \( t \).

Accordingly we identify the Markovian subset \( \mathcal{E}^M \) of \( \mathcal{E} \) by the collection of all CP-divisible evolutions, i.e.,

\[
\mathcal{E}^M \equiv \{ \Lambda \in \mathcal{E} | \Lambda \text{ is CP-divisible} \},
\]

and define the complement to \( \mathcal{E} \) of \( \mathcal{E}^M \) as the set of non-Markovian evolutions of the system, i.e.,

\[
\mathcal{E}^{NM} \equiv \mathcal{E} \setminus \mathcal{E}^M.
\]

As already mentioned in the introduction neither \( \mathcal{E}^M \) nor \( \mathcal{E}^{NM} \) are closed under convex convolutions [21].

III. DEPOLARIZING EVOLUTIONS

Depolarizing evolutions \( \mathcal{D} \) form a closed convex subset of \( \mathcal{E} \) [29–31]. An evolution \( \mathcal{D} = \{ D_t \} \) belongs to \( \mathcal{D} \) if and only if at any time \( t \geq 0 \) the corresponding dynamical map \( D_t \) can be written as a linear combination of the identity transformation \( \text{id}() \) and the map that sends every inputs into the completely mixed state. Specifically we have

\[
D_t(\cdot) = f(t) \text{id}() + (1 - f(t)) \text{Tr}[\cdot] \frac{1}{d},
\]

with \( \text{id}() \) the identity operator on \( \mathcal{H} \) and \( f(t) \) a real quantity belonging to the interval

\[
I_D \equiv \left[ -\frac{1}{d^2 - 1}, 1 \right],
\]

this last property being necessary and sufficient to ensure \( D_t \) to be CPTP [31]. From Eq. (7) it is clear that we can use the function \( f(t) \) to uniquely characterize the elements of \( \mathcal{D} \). In order to comply with the structural requirements we imposed on \( \mathcal{E} \) in the previous section, we focus on the collection of functions \( f(t) : \mathbb{R}^+ \rightarrow I_D \) that

1. are continuous for almost-all \( t \);
2. admit right and left time derivatives \( (f(t^+) \equiv \lim_{\epsilon \rightarrow 0^+} \frac{f(t + \epsilon) - f(t)}{\epsilon}; f(t^-) \equiv \lim_{\epsilon \rightarrow 0^-} \frac{f(t + \epsilon) - f(t)}{\epsilon} \);
3. satisfy \( f(0) = 1 \);

the last property being introduced to enforce Eq. (2). We define \( \mathcal{F} \) to be the set of characteristic functions \( f(t) \) that satisfy the above conditions and use Eq. (7) to establishing a one-to-one relation between such set and \( \mathcal{D} \). We also introduce the special subset of continuous depolarizing evolutions \( \mathcal{D}_C \) as the collection of depolarizing evolutions (7) whose \( f(t) \) belong to the subset \( \mathcal{F}_C \subset \mathcal{F} \) formed by continuous characteristic functions.

To fix the notation, if \( [t_i] \) is the discrete collection of times when \( f(t) \) is discontinuous, we have that \( f(t^+_i) \equiv \lim_{\epsilon \rightarrow 0^+} f(t_i + \epsilon) \) is different from \( f(t^-_i) \equiv \lim_{\epsilon \rightarrow 0^-} f(t_i - \epsilon) \). To describe the discontinuous behavior of \( f(t) \) we hence introduce the quantity

\[
\xi(f(t)) \equiv \frac{f(t^+)}{f(t^-)},
\]
which assumes values in $[-\infty, +\infty]$, where we fix $\xi(f(t)) = \pm \infty$ when $\text{sign}(f(t^+)) = \pm 1$ and $f(t^-) = 0$. Moreover, when $f(t^+) = f(t^-) = 0$ we define $\xi(f(t)) = 1$. From Eq. (9) it follows that $f(t)$ is continuous at time $t$ if $\xi(f(t)) = 1$ and that $f(t) \in \tilde{\mathcal{F}}_M$ if and only if $\xi(f(t)) = 1$ for any $t \geq 0$. On the contrary from Eq. (9) it also follows that a discontinuity distance $f(t)$ from zero preserving its sign if $\xi(f(t)) > 1$, it makes $f(t)$ change its sign if $\xi(f(t)) < 0$, and finally that $\xi(f(t)) = 0$ if and only if $f(t^+) = 0$ and $f(t^-) \neq 0$.

A. Markovian and non-Markovian depolarizing evolutions

In view of the one-to-one correspondence between $\mathcal{D}$ and $\tilde{\mathcal{F}}_M$, we define the Markovian and non-Markovian depolarizing subsets $\mathcal{D}^M \equiv \mathcal{D} \cap \mathcal{E}^M$ and $\mathcal{D}^{NM} \equiv \mathcal{D} \cap \mathcal{E}^{NM} = \mathcal{D} \setminus \mathcal{D}^M$ by assigning the corresponding sets of the associated characteristic functions $\tilde{\mathcal{F}}^M$ and $\tilde{\mathcal{F}}^{NM}$.

We start by observing that if the characteristic function of an element $D$ of $\mathcal{D}$ assumes zero value at $s$ (namely $f(s) = 0$) then $D_s$ becomes the complete depolarizing channel $\text{Tr} [\cdot I_d)$, losing memory of the input state of the system. According the possibility we have to fulfill the constraint (4) needed for Markovianity is that $D_s$ correspond to $\text{Tr} [\cdot I_d)$ too, i.e.,

$$f(s) = 0 \implies f(t) = 0, \quad \forall t \geq s. \quad (10)$$

On the contrary if $f(s) \neq 0$, Eq. (4) can be enforced by observing that the intermediate map $V_{ts}$ assumes the same form as of Eq. (7), i.e.,

$$V_{ts}(\cdot) = \frac{f(t)}{f(s)} \text{id}(\cdot) + \left(1 - \frac{f(t)}{f(s)}\right) \text{Tr} [\cdot ] I_d$$

which is CPTP if and only if

$$\frac{f(t)}{f(s)} \in I_D, \quad (12)$$

with $I_D$ the interval defined in Eq. (8). This includes also the case (10) by noticing that only with $f(t) = 0$ we prevent $f(t)/f(s)$ from diverging when $f(s) = 0$. As shown in Appendix A, Eq. (12) can be conveniently casted in the following inequality that in some case is easier to handle, i.e.,

$$C(t,s) \equiv |(d^2 - 1)f(t) - (d^2 - 2)f(s)| - d^2|f(s)| \leq 0. \quad (13)$$

From Definition 1 we have hence that $D \in \mathcal{D}^M$ if and only if its characteristic function $f(t)$ is such that (12) (or equivalently (13)) holds true for any $t \geq s \geq 0$, i.e.,

$$\tilde{\mathcal{F}}^M \equiv \{f(t) \in \tilde{\mathcal{F}} | C(t,s) \leq 0, \forall t \geq s \geq 0\}. \quad (14)$$

Considering the property (10) and that for $f(t) \in \tilde{\mathcal{F}}$ we must have $f(0) = 1$, it is easy to verify that all continuous elements of $\tilde{\mathcal{F}}^M$ are non-negative and non-increasing (more on this in Sec. III C). Markovian characteristic functions can however change their sign through discontinuities. Indeed according to (12) a non continuous element $f(t)$ of $\tilde{\mathcal{F}}^M$ can jump either to a value $f(t^+)$ with the same sign and $|f(t^+)| < |f(t^-)|$, namely $\xi(f(t)) \in [0, 1)$, or to a value with opposite sign and $|f(t^-)| \leq f(t^-)/(d^2 - 1)$, namely $\xi(f(t)) \in [-1/(d^2 - 1), 0]$. These facts can be formalized by saying that a generic $f(t) \in \tilde{\mathcal{F}}$ exhibits a Markovian behaviour at time $t \geq 0$ if one of the two conditions applies

$$\begin{align*}
CM_1(t) & : \xi(f(t)) = 1 \quad \text{and} \quad \frac{d}{dt} \xi(f(t)) \leq 0; \\
CM_2(t) & : \xi(f(t)) \in I_D \setminus 1;
\end{align*} \quad (15)$$

where $CM_1(t)$ has to be replaced by $\frac{d}{dt} f(t^+) f(t^-) \leq 0$ when $f(t)$ is non-continuous, i.e., $f(t^-) \neq f(t^+)$. Notice that the conditions given in Eq. (15) do not explicitly exclude the cases for which $f(t) \neq 0$ and $f(t) = 0$. Nonetheless, the properties of $\tilde{\mathcal{F}}$ would imply that $\exists \delta > 0$ such that $f(t + \delta)f(t + \delta) > 0$, which would exclude $f(t)$ from $\tilde{\mathcal{F}}^M$. It is worth stressing that imposing (15) for all $t \geq 0$ is equivalent to enforce (12) (or (13)) for all couples $0 \leq s \leq t$. Hence, Eq. (14) can be casted in the form

$$\tilde{\mathcal{F}}^M \equiv \{f(t) \in \tilde{\mathcal{F}} | \text{CM}_1(t) \text{ or } \text{CM}_2(t) = \text{TRUE}, \forall t \geq 0\}, \quad (16)$$

which involves only local properties of $f(t)$. By construction any $f(t) \in \tilde{\mathcal{F}}$ that fails to fulfill both the constraints of Eq. (15) at least for one $t$, or the inequality (13) for some couple $s$ and $t$, defines an element of the non-Markovian characteristic function set $\tilde{\mathcal{F}}^{NM} \equiv \tilde{\mathcal{F}} \setminus \tilde{\mathcal{F}}^M$ which describes the non-Markovian depolarizing evolutions $\mathcal{D}^{NM}$. At variance with the elements of $\tilde{\mathcal{F}}^M$ a characteristic function $f(t)$ which is non-Markovian can show any increasing or decreasing continuous behaviour and discontinuities with $\xi(f(t)) \in [-\infty, +\infty]$. In Fig. 1 we show the typical behavior of characteristic functions in $\tilde{\mathcal{F}}^M$ and $\tilde{\mathcal{F}}^{NM}$.

We notice that any element of $\tilde{\mathcal{F}}^{NM}$ can still obey the constraints (15) on some part of the real axis. In particular we say that $f(t) \in \tilde{\mathcal{F}}^{NM}$ has a Markovian behaviour in $(t_1, t_2)$ if the function satisfies at least one of the conditions of Eq. (15) for any $\tau \in (t_1, t_2)$. Finally, we say that $\tau$ is a time if $f(t) \in \tilde{\mathcal{F}}$ shows a Markovian discontinuity if $\xi(f(t)) \in I_D \setminus 1$. Instead, if $\xi(f(t)) \notin I_D$, we say that $\tau$ is a time if $f(t)$ shows a non-Markovian discontinuity.

B. Border and geometry of the Markovian depolarizing set

It is possible to show that the following properties hold:

- $\mathcal{D}$ is convex,
- $\mathcal{D}^M$ is closed, non-convex, and $\text{border}(\mathcal{D}^M) = \mathcal{D}^M$,
- $\mathcal{D}^{NM}$ is open, non-convex, and dense.

The non convexity of $\mathcal{D}^M$ and $\mathcal{D}^{NM}$ (and hence $\tilde{\mathcal{F}}^M$ and $\tilde{\mathcal{F}}^{NM}$) can be easily proven by presenting some explicit counterexamples (see Appendix B). To show instead that $\mathcal{D}^M$ coincides with its border we can proceed as follows: given a generic Markovian depolarizing evolution $D^M \in \mathcal{D}^M$, consider a time $s > 0$ where the associated characteristic function $f^M(t)$ is continuous, namely $\xi(f^M(s)) = 1$ (of course such $s$ can always be found since the set of discontinuity points for a
and sign(\(f\)) of elements of \(F\) is generic element of \(\mathcal{F}\) is at most countable). Take then a non-Markovian depolarizing evolution \(D^{NM} \in D^{NM}\) with characteristic function \(f^{NM}(t)\) which instead has \(\xi(f^{NM}(s)) > 1\) and \(\text{sign}(f^{NM}(s^-)) = \text{sign}(f^{NM}(s^+))\) (such an element can always be identified). It is then straightforward to verify that the whole family of elements of \(D\) defined as \(D^{(p)} = (1 - p)D^{NM} + pD^M\) for \(p \in [0, 1]\) is non-Markovian: indeed for all such values, at \(t = s\) the characteristic function
\[
f^{(p)}(t) = (1 - p)f^{NM}(t) + pf^M(t),
\]
of \(D^{(p)}\) has a non-Markovian discontinuity (\(\xi(f^{(p)}(s)) > 1\)). Notice also that as \(p \to 1\), \(D^{(p)}\) gets arbitrarily close to \(D^M\) in any conceivable norm one can introduce on \(\mathcal{E}\) or \(\mathcal{D}\) (indeed \(\|D^{(p)} - D^M\| = (1 - p)\|D^{NM} - D^M\|\)). The above argument shows that any neighbour of a Markovian depolarizing trajectory contains non-Markovian processes, i.e., that \(D^M\) is a set of measure zero, or equivalently, that almost-all depolarizing evolutions are non-Markovian. On the contrary, for any non-Markovian depolarizing evolution \(D^{NM}\) one can show that there exists no Markovian \(D^M\) such that the convex combination \(D^{(p)} = (1 - p)D^{NM} + pD^M\) is Markovian for any \(p \in (0, 1]\). More precisely it is possible to identify a probability value \(p^*(D^{NM}) \in (0, 1]\) such that, irrespectively from the choice of \(D^M\), we have
\[
D^{(p)} \in D^{NM} \quad \forall p < p^*(D^{NM}).
\]
Indeed, since \(D^{NM}\) is explicitly non-Markovian, there must exist \(t \geq s \geq 0\) such that its the characteristic function violate the constraint (13) which we rewrite here as
\[
A^{NM}(t, s) \equiv [2(d^2 - 1)f^{NM}(t) - (d^2 - 2)f^{NM}(s)] > d^2[f^{NM}(s)].
\]
On the contrary, if \(D^{(p)}\) is Markovian, its characteristic function must fulfil (13), i.e.
\[
|2(d^2 - 1)f^{(p)}(t) - (d^2 - 2)f^{(p)}(s)| \leq d^2[f^{(p)}(s)].
\]
Using (17) we notice however that the left-hand-side of the above expression can be lower bounded as follows
\[
|2(d^2 - 1)f^{NM}(t) - (d^2 - 2)f^{NM}(s)|
\geq (1 - p)[2A^{NM}(t, s) - p|2(d^2 - 1)f^{NM}(t) - (d^2 - 2)f^{NM}(s)|
\geq (1 - p)A^{NM}(t, s) - p(3d^2 - 4),
\]
where in the last inequality we exploit the fact that all characteristic functions must have modulus smaller or equal to 1. Similarly the right-hand-side of (20) can be upper bounded as
\[
|f^{(p)}(s)| \leq (1 - p)|f^{NM}(s)| + p|f^M(s)| \leq (1 - p)p^{NM}(s) + p.
\]
Hence a necessary condition for (20) is to have
\[
4p(d^2 - 1) \geq (1 - p)C^{NM}(t, s),
\]
where \(C^{NM}(t, s) \equiv A^{NM}(t, s) - d^2[f^{NM}(s)]\). Due to the strict positivity of the rightmost term of Eq. (23) (see (19)), it cannot be fulfilled for all \(p \in (0, 1]\). Equation (18) finally follows from (23) e.g. by setting
\[
p^*(D^{NM}) = \frac{C^{NM}(t, s)}{C^{NM}(t, s) + 4(d^2 - 1)}.
\]
It is easy to show that this value of \(p^*(D^{NM})\) belongs to \((0, 1]\) if and only if \(C^{NM}(t, s)\) violates Eq. (13).

C. Markovian and non-Markovian continuous depolarizing evolutions

Important subsets of \(D^M\) and \(D^{NM}\) are obtained by considering their intersections with the continuous subset \(D_C\) of \(D\), i.e.,
\[
D_C^M \equiv D_C \cap D^M, \quad D_C^{NM} \equiv D_C \cap D^{NM}.
\]
By construction $\mathcal{D}_C^M$ and $\mathcal{D}_C^{NM}$ are composed by depolarizing process whose associated characteristic functions $f(t)$ belong respectively to the intersections $\tilde{\mathcal{C}}_C^M \equiv \tilde{\mathcal{C}}_C \cap \mathcal{C}_C^M$ and $\tilde{\mathcal{C}}_C^{NM} \equiv \tilde{\mathcal{C}}_C \cap \mathcal{C}_C^{NM}$. From Eq. (15) we deduce that the elements of $\tilde{\mathcal{C}}_C^M$ are monotonically non increasing, continuous functions $f_C^M(t) \in [0,1]$. In particular, since any convex combination of two continuous functions in $\tilde{\mathcal{C}}_C^M$ belongs to $\tilde{\mathcal{C}}_C^M$, we have

- $\mathcal{D}_C$ is convex,
- $\mathcal{D}_C^M$ is closed and convex,
- $\mathcal{D}_C^{NM}$ is open and non-convex.

Furthermore, if $f^M_C(t') = 0$ for some time $t'$, the time derivative of $f^M_C(t)$ cannot be different from zero for any $t > t'$ without violating the first condition of Eq. (15). Instead the elements of $\tilde{\mathcal{C}}_C^{NM}$ are continuous functions $f_C^{NM}(t)$ that can assume any value in $I_D$ such that $f_C^{NM}(0) = 1$. In Fig. 2 we show the typical behavior of continuous characteristic functions in $\tilde{\mathcal{C}}_C^M$ and $\tilde{\mathcal{C}}_C^{NM}$.

In Appendix C we introduce another convex subset of $\mathcal{D}$ given by the positive depolarizing evolutions, namely defined by, in general non-continuous, positive characteristic functions. The Markovian subset of these evolutions is convex and, as we show, it contains the set of continuous Markovian evolutions.

IV. A MEASURE OF NON-MARKOVIANITY BY NOISE ADDITION

In this section we introduce our measure of non-Markovianity. Given $\Lambda \in \mathcal{E}$ the quantum process we are interested in, consider the quantum trajectories $\Lambda^{(p)} \in \mathcal{E}$ defined by the convex sums

$$\Lambda^{(p)} = (1-p)\Lambda + p\Lambda^M, \quad p \in [0,1],$$

one get by incoherently mixing the original evolution with an element $\Lambda^M$ of the Markovian subset $\mathcal{E}_M$ with time-independent weights $1-p$ and $p$. It is worth stressing that the dynamical evolution (26) can be physically implemented, at least in principle, by a simple random event taking place at time $t = 0$ which decides wether to transform the state of the system under the action of $\Lambda$ or under the action of $\Lambda^M$. We introduce a measure of non-Markovianity $p(\Lambda)$ by considering the smallest $p$ that enables us to make $\Lambda^{(p)}$ Markovian for some $\Lambda^M$, i.e.

$$p(\Lambda) \equiv \min_p \{p \mid \exists \Lambda^M \in \mathcal{E}_M \text{ s.t. } \Lambda^{(p)} \in \mathcal{E}_M\},$$

and call optimal a Markovian evolution $\Lambda^M$ that allows us to attain such value. In other contexts, e.g. resource theories [34, 35], the measure of non-Markovianity $p(\Lambda)$ is often referred to as a robustness measure. $p(\Lambda)$ is always well defined since the set of $p$ entering the optimization contains at least the point 1. The rational of this choice is that, the greater is $p$, the stronger is the perturbation we add into the system by the mixing operation (26): indeed, for fixed $\Lambda^M$, the distance between $\Lambda^{(p)}$ and the original trajectory $\Lambda$ is always proportional to $p$. For instance, at any given time $t$ we can write $||\Lambda^{(p)}(t) - \Lambda(t)|| = p||\Lambda^M(t) - \Lambda(t)||$ where $|| \cdot ||$ stands for (say) the diamond norm for super-operators [43]. As a consequence, $p(\Lambda)$ is the minimum perturbation one needs to introduce via the mixing procedure (26) to enforce Markovianity into the system evolution. The maximum value of this quantity has a precise meaning: $p(\Lambda) = 1$ implies that $\Lambda$ cannot be made Markovian by any non-trivial mixture (26). On the contrary, since $p(\Lambda) = 0$ if and only if $\Lambda \in \mathcal{E}_M$, it is clear that (27) is a faithful measure of non-Markovianity.

We can consider the case where in Eq. (26) $\Lambda^{(p)}$ is asked to belong to a specific Markovian target subset $\mathcal{T}_M$ of $\mathcal{E}_M$, while at same time $\Lambda^M$ belongs to a particular set $\mathcal{A}_M$ of $\mathcal{T}_M$ (namely $\mathcal{A}_M \subseteq \mathcal{T}_M \subseteq \mathcal{E}_M$). This leads to the functional

$$p(\Lambda, \mathcal{A}_M, \mathcal{T}_M) \equiv \min_p \{p \mid \exists \Lambda^M \in \mathcal{A}_M \text{ s.t. } \Lambda^{(p)} \in \mathcal{T}_M\},$$

where $\mathcal{A}_M$ is a convex subset of $\mathcal{E}_M$ and $\mathcal{T}_M$ is a convex subset of $\mathcal{A}_M$. This is an example of a functional measure of non-Markovianity that is faithful for $\mathcal{A}_M$ and $\mathcal{T}_M$, and we can consider the case where $\mathcal{A}_M = \mathcal{T}_M = \mathcal{E}_M$. For this particular case, $\Lambda^{(p)}$ can be considered as a $p$-th order approximation of $\Lambda$, as discussed in Sec. IV A.

FIG. 2. Example of a continuous Markovian characteristic function (above) $f_C^M(t) \in \tilde{\mathcal{C}}_C^M$ and a continuous non-Markovian characteristic function (below) $f_C^{NM}(t) \in \tilde{\mathcal{C}}_C^{NM}$ for $d = 2$. Given Eq. (8), any characteristic function has to assume values in $I_D = [-1/3, 1]$. $f_C^M(t)$ is non-increasing and assumes values in $[0,1]$. $f_C^{NM}(t)$ assumes values in $I_D = [-1/3, 1]$ (horizontal lines) and violates the Markovian condition $\text{CM}_m(\tau)$ in the time intervals colored in purple, i.e., when it increases its distance from zero. Dashed lines underline the times when the respective time derivatives are non-continuous. The temporal parameter $t$ in the plots is expressed in arbitrary unit.
which by construction provides a bound for (27)
\[ p(\Lambda|A^M, T^M) \geq p(\Lambda|A^M, E^M) \geq p(\Lambda) , \]  
(29)

A typical situation where \( p(\Lambda|A^M, T^M) \) can be considered is given when \( A^M \) represents the accessible Markovian evolutions that we are able to reproduce in our laboratory and mix with \( \Lambda \), while \( T^M \) represents a particular subset of \( E^M \) for which Markovianity is easy to certify, or which possesses some additional features that we demand. From this perspective Eq. (29), besides being an upper bound for Eq. (27) can also be seen as a different approach to quantify the degree of non-Markovianity of the process \( \Lambda \). A case of special interest is provided by the scenario where the subsets \( A^M \) and \( T^M \) entering (28) coincide and correspond to the Markovian part of a convex subset of the system evolutions \( B \subset E \), i.e. \( A^M = T^M = B^M = B \cap E^M \). Under these conditions from (26) it follows that we can write

\[ p(\Lambda|B^M) = p(\Lambda|B^M, B^M) = p(\Lambda|B^M, E^M) , \quad \forall \Lambda \in B , \]  
(30)

showing that for the elements of \( B \), at least the first of the inequalities in (29) closes (of course this does not necessarily hold if \( B \) is not convex, as in this case there could be maps \( \Lambda(p) \in E^M \) which are not necessarily in \( B^M \)). Furthermore, while we have no explicit evidence in support of this claim, if \( B \) is a sufficiently "structured" set as in the case of the depolarizing evolutions addressed in the following subsection, it is also tempting to conjecture that the second gap in (29) should collapse too, implying that in this case \( p(\Lambda|B) \) should coincide with \( p(\Lambda) \) for all \( \Lambda \in B \), or equivalently that

\[ (CONJECT.) \quad p(\Lambda) = p(\Lambda|B^M) , \quad \forall \Lambda \in B . \]  
(31)

A. Measuring the non-Markovianity of depolarizing evolutions

To study the non-Markovian behaviour of depolarizing evolutions \( D \in \mathcal{D} \) we shall focus on the case where the set \( B \) entering in Eq. (30) corresponds to \( D \) itself, i.e., the quantity \( p(D|D^M) \). While for elements of the Markovian subset \( p(D|D^M) \) is clearly equal to 0, in the case \( D^{NM} \in D^{NM} \) we can invoke (18) to claim the following lower bound

\[ p(D^{NM}|D^M) \geq p^*(D^{NM}) , \]  
(32)

which is non trivial due to the fact that \( p^*(D^{NM}) \) is strictly larger than 0. Since \( D_C \) is a proper subset of \( \mathcal{D} \), it is also clear that in general the following ordering holds

\[ p(D|D^M_C, D^M) \geq p(D|D^M) , \quad \forall D \in \mathcal{D} . \]  
(33)

In particular if the channel we test is an element of the continuous subset of \( \mathcal{D} \), the inequality in Eq. (33) closes, leading to

\[ p(D_C|D^M_C) = p(D_C|D^M) , \quad \forall D_C \in \mathcal{D}_C . \]  
(34)

Notice that we used the fact that, due to the convexity of \( D_C \), one has that \( p(D_C|D^M_C, D^M) \) corresponds to \( p(D_C|D^M_C) = p(D_C|D^M_C, D^M) \) when evaluated on \( D_C \in \mathcal{D}_C \). The proof of Eq. (34) is rather cumbersome and we posticipate it to Sec. VI, focusing first on the explicit computation of \( p(D_C|D^M_C) \), which we present in Sec. V.

V. MEASURE OF NON-MARKOVIANITY FOR CONTINUOUS DEPOLARIZING EVOLUTIONS

In this section we evaluate our measure of non-Markovianity

\[ p(D_C|D^M_C) , \]  
(35)

for the cases where \( D_C \) is an arbitrary element of the continuous subset \( \mathcal{D}_C \) of the depolarizing evolutions, under the assumption that also the transformations \( D^M \) of (36) are elements of \( \mathcal{D}_C \). Before entering into the details of the analysis it is worth clarifying that in computing \( p(D_C|D^M_C) \) the map \( \Lambda(p) \) of Eq. (26) has the form

\[ D^C = (1-p)D_C + pD^M_C , \]  
(36)

where \( D^M_C \in D^M_C \) and \( D_C \in \mathcal{D}_C \). Thus, since \( \mathcal{D}_C \) is convex, for any \( p, D_C \) and \( D^M_C \), we have that \( f_C^p(t) \in \mathcal{C} \) given by the convex sum of the characteristic functions \( f_C(t) \) and \( f^M_C(t) \) associated with \( D_C \) and \( D^M_C \) respectively, i.e.

\[ f_C^p(t) = (1-p)f_C(t) + pf^M_C(t) . \]  
(37)

In order to evaluate \( p(D_C|D^M_C) \) our goal is hence to obtain the optimal choice of \( f_C^M(t) \in \mathcal{C} \) that allows the minimum value of \( p \) such that \( f_C^p(t) \in \mathcal{C} \).

As notice before, if \( D_C \) is an element of \( \mathcal{D}_C \) then we can simply take \( p = 0 \), i.e., \( p(D_C|D^M_C) = 0 \). For the depolarizing evolutions which instead have a continuous characteristic function \( f_C^NM(t) \) that possesses some degree of non-Markovianity, the computation of (35) requires instead some non trivial work. In this case Eq. (37) becomes

\[ f_C^p(t) = (1-p)f_C^NM(t) + pf^M_C(t) . \]  
(38)

While the continuity of \( f_C^p(t) \) is automatically ensured by construction, finding the minimum \( p \) that forces this function into \( \mathcal{C} \) (namely that allows it to be also positive and non-increasing) is not a simple task. In order to tackle this problem we start by first illustrating the relatively simple case of non-Markovian depolarizing evolutions with positive \( f_C^NM(t) \in \mathcal{C} \) (see Sec. V A). Next we discuss the slightly more complex scenario of \( f_C^NM(t) \in \mathcal{C} \) having a non definite sign, but which exhibit their non-Markovian character exclusively on the time intervals where they are negative (Section V B). Finally we conclude by addressing the general case of a non-Markovian continuous characteristic functions \( f_C^NM(t) \in \mathcal{C} \) in Sec. V C.
A. Positive non-Markovian continuous characteristic functions

In this section we consider depolorizing processes $D_{CM}^{NM}$ characterized by $f_C^{NM}(t) \in \mathcal{F}_C^{NM}$ which are positive and which have a number $L > 0$ of intervals $T_k^+ = (t_k^{(m)}, t_k^{(m)})$ of non-Markovianity where $f_C^{NM}(t^+) > 0$, i.e.,

\[
\begin{aligned}
    f_C^{NM}(t) &\geq 0, f_C^{NM}(t^+) \leq 0, \xi(f_C^{NM}(t)) = 1 \quad t \notin T^+, \\
    f_C^{NM}(t) &\geq 0, f_C^{NM}(t^+) > 0, \xi(f_C^{NM}(t)) = 1 \quad t \in T^+ ,
\end{aligned}
\]  

(39)

with $T^{NM} = \bigcup_{k=1}^{L} T_k^+$ being the collection of the intervals $T_k^+$. As we shall see, in this case the quantity (35) is a monotonically increasing function of the gaps

\[
\Delta^{NM} \equiv f_C^{NM}(t_k^{(m)}) - f_C^{NM}(t_k^{(m)}) > 0,
\]

(40)

which certify the non-Markovian character of $f_C^{NM}(t)$ on the intervals $T_k^+$. Specifically, given

\[
\Delta^{NM} \equiv \sum_{k=1}^{L} \Delta_k^{NM},
\]

(41)

we have

\[
p(D_{CM}^{NM} | D_C^M) = \frac{\Delta^{NM}}{1 + \Delta^{NM}},
\]

(42)

which saturates to its upper bound 1 in the case where $\Delta^{NM}$ diverges, e.g. when $f_C^{NM}(t)$ exhibit infinite, not properly damped, oscillations. In order to derive (42) we first address the simple case of a single non-Markovian interval ($L = 1$), and then generalize it to the case of arbitrary (possibly infinite) $L$.

1. One time interval of non-Markovianity for positive characteristic functions ($L = 1$)

Let $D_{CM}^{NM}$ be an element of $\mathcal{D}_{CM}^{NM}$ with characteristic function $f_C^{NM}(t) \in \mathcal{F}_C^{NM}$ that is always positive and which has positive derivative (hence non-Markovian character) in a single time interval $T_1^+ = (t_1^{(m)}, t_1^{(m)})$ ($t_1^{(m)}$ being possibly infinite), i.e.,

\[
\begin{aligned}
    f_C^{NM}(t) &\geq 0, f_C^{NM}(t^+) \leq 0, \xi(f_C^{NM}(t)) = 1 \quad t \notin T_1^+, \\
    f_C^{NM}(t) &\geq 0, f_C^{NM}(t^+) > 0, \xi(f_C^{NM}(t)) = 1 \quad t \in T_1^+ .
\end{aligned}
\]

(43)

Our goal is to determine the minimum value of $p$ which allows $f_C^{(p)}(t)$ of (38) to be an element of $\mathcal{F}_C^{M}$, i.e., to obey to the first of the constraints (15) – the function being already continuous by construction. Since both $f_C^{NM}(t)$ and $f_C^{NM}(t)$ are non-negative, this is equivalent to impose

\[
f_C^{(p)}(t^+) = (1 - p)f_C^{NM}(t^+) + pf_C^{NM}(t^+) \leq 0 ,
\]

(44)

which is automatically verified for $t \notin T_1^+$. A necessary condition for (44) can then be obtained by imposing that $f_C^{(p)}(t)$ experiences a negative gap at the extremal points of $T_1^+$, i.e.,

\[
\Delta_1^{(p)} \equiv f_C^{(p)}(t_1^{(m)}) - f_C^{(p)}(t_1^{(m)}) \leq 0 .
\]

(45)

From (38) we can cast this into the condition

\[
\Delta_1^{(p)} = (1 - p)\Delta_1^{NM} + p\Delta_1^{M} \leq 0 ,
\]

(46)

where $\Delta_1^{NM}$ is the positive gap defined as in Eq. (40) and

\[
\Delta_1^{M} \equiv f_C^{M}(t_1^{(m)}) - f_C^{M}(t_1^{(m)}) ,
\]

(47)

is the associated gap of $f_C^{M}(t)$. Notice that from the properties of $f_C^{M}(t)$ it follows that the latter quantity is non-negative and larger than $-1$ (which is the minimum allowed gap for an element of $\mathcal{F}_C^{M}$), i.e.

\[
\Delta_1^{M} \in [-1, 0] \quad \Rightarrow \quad |\Delta_1^{M}| \leq 1 .
\]

(48)

From Eq. (46) it follows that a necessary condition for $p$ is

\[
p \geq \frac{\Delta_1^{NM}}{\Delta_1^{NM} + \Delta_1^{M}} \geq \frac{\Delta_1^{NM}}{1 + \Delta_1^{NM}} \equiv p_1 ,
\]

(49)

where the last inequality follows from (48). To show that (49) is also a sufficient condition for (44), we provide a particular example of $f_C^{M}(t)$ such that $f_C^{(p)}(t) \leq 0$ for $p \geq p_1$. For this purpose consider $g_C^{(p)}(t) \in \mathcal{F}_C^{M}$ such that

\[
g_C^{(p)}(t) = \begin{cases} 
1 & t \leq t_1^{(m)}, \\
1 - (f_C^{NM}(t) - f_C^{NM}(t_1^{(m)}))/\Delta_1^{NM} & t \in T_1^+ , \\
0 & t \geq t_1^{(m)} .
\end{cases}
\]

(50)

This function, for $t \in T_1^+$, is a linear manipulation of $f_C^{NM}(t)$, where its slope is stretched and inverted. Moreover, in this case $\Delta_1^{M} = -1$ and $\Delta_1^{M} \leq 0$ for $p \geq p_1$. Finally, if we consider $g_C^{(p)}(t)$ in $f_C^{(p)}(t)$, for $p = p_1$, we obtain

\[
f_C^{(p)}(t) = \frac{f_C^{NM}(t_1^{(m)})}{1 + \Delta_1^{NM}} ,
\]

(51)

which is a constant. Hence, in this case $f_C^{(p)}(t) \leq 0$ for any $t \geq 0$. Putting all together we can hence claim that

\[
p(D_{CM}^{NM} | D_C^M) = p_1 = \frac{\Delta_1^{NM}}{1 + \Delta_1^{NM}} ,
\]

(52)

which proves the validity of (42) at least for the functions we are considering here, namely when $L = 1$.

2. Multiple time intervals of non-Markovianity for positive characteristic functions

Here we extend the previous construction to address the general case of functions of the form (43), i.e., which are positive and which have an arbitrary (possibly infinite) number $L > 0$ of intervals $T_k^+ = (t_k^{(m)}, t_k^{(m)})$ of non-Markovianity. As in the previous section for each of the intervals $T_k^+$ we introduce the gaps

\[
\Delta_k^{M} \equiv f_C^{M}(t_k^{(m)}) - f_C^{M}(t_k^{(m)}) ,
\]

(53)

\[
\Delta_k^{(p)} \equiv f_C^{(p)}(t_k^{(m)}) - f_C^{(p)}(t_k^{(m)}) = (1 - p)\Delta_k^{M} + p\Delta_k^{M} ,
\]

(54)
with $\Delta_{NM}^M$ the positive quantities defined in (40). Observe then due to the fact that $f_{CM}^M(t)$ is in $\Theta_{CM}^M$, the $\Delta_{CM}^M$ are all non-negative while their global sum is larger than $-1$, i.e.

$$\Delta_{CM}^M \in [-1,0] \ , \ \Delta^M \equiv \sum_{k=1}^L \Delta_{CM}^M \in [-1,0] \ . \quad (55)$$

This is just a consequence of the fact that the maximum gap of a continuous Markovian characteristic function is at most equal to $-1$. A necessary condition for the Markovianity of $f_{CM}^M(t)$ can then be obtained by imposing that $\Delta_{CM}^M \leq 0$ for all $k$, which in turn implies

$$0 \geq \sum_{k=1}^L \Delta_{CM}^M = (1-p)\Delta^M + p\Delta_{NM}^M \quad (56)$$

$$\implies p \geq \frac{\Delta_{NM}^M}{|\Delta^M| + \Delta_{NM}^M} \geq \frac{\Delta_{NM}^M}{1 + \Delta_{NM}^M} \equiv p_L \ , \quad (57)$$

where 57 we used (41) and (C2). Now we show that a $g_{CM}^M(t) \in \Theta_{CM}^M$ that makes $f_{CM}^M(t)$ Markovian for any $p \geq p_L$ exists. We consider the following monotonically decreasing function

$$g_{CM}^M(t) = \begin{cases} 
1 & t \leq \tilde{t}_{(in)}^M \\
1 - \left( f_{CM}^N(t) - f_{CM}^N(\tilde{t}_{(in)}^M) \right)/\Delta_{NM}^M & t \in T_{1}^+ \\
\vdots \\
-|f_{CM}^N(t)|/|\Delta_{NM}^M| & t \in T_{k}^+ \\
0 & \text{otherwise} \ . 
\end{cases} \quad (58)$$

that we define constant and equal to $g_{CM}^M(\tilde{t}_{(in)}^M)$ in the time intervals $[\tilde{t}_{(in)}^M, \tilde{t}_{(in)}^M]$, for $k = 1, \ldots, L$. Therefore, the temporal derivative of $g_{CM}^M(t)$ is particularly simple

$$g_{CM}^M(t^+) = \begin{cases} 
-|f_{CM}^N(t^+)|/|\Delta_{NM}^M| & t \in T_{k}^+ \\
0 & \text{otherwise} \ . 
\end{cases} \quad (59)$$

As a consequence, for $t \in T_{k}^+$, the function $g_{CM}^M(t)$ decreases by a factor proportional to the increase of $f_{CM}^N(t)$ in the same time interval, namely $\Delta_{CM}^M = -|\Delta_{NM}^M|/|\Delta_{NM}^M| < 0$. An intuitive explanation for the form of $g_{CM}^M(t)$ is the following. The “resource” of a continuous Markovian characteristic function to contrast the non-Markovianity of $f_{CM}^N(t)$ is its distance from zero. Once that $f_{CM}^N(t)$ decreases, it cannot increase again. Therefore, to efficiently use the maximum available gap allowed for Markovian characteristic functions, namely $\Delta_{CM}^M = -1$, $g_{CM}^M(t)$ is constant whenever $f_{CM}^N(t)$ behaves as a Markovian characteristic function. Instead, when this behavior is non-Markovian, $g_{CM}^N(t)$ decreases accordingly to the increase of $f_{CM}^N(t)$ in order to make their convex sum $f_{CM}^N(t) = (1-p)f_{CM}^N(t) + pg_{CM}^M(t)$ constant for the smallest value of $p$. This proves that, for the continuous depolarizing evolutions defined as in Eq. (43), $p(D_{CM}^N|D_{CM}^M) = p_L$. Therefore, the corresponding measure of non-Markovianity (35) is equal to

$$p(D_{CM}^N|D_{CM}^M) = p_L = \frac{\Delta_{NM}^M}{1 + \Delta_{NM}^M} \ , \quad (60)$$

which corresponds to Eq. (42).

### B. Characteristic functions with non definite sign that exhibit non-Markovianity only when negative

Here we consider elements of $D_{CM}^N$ with $f_{CM}^N(t)$ such that their non-Markovian nature is shown only in a number $m > 0$ of time intervals $T_j = (\tilde{t}_{(in)}^j, \tilde{t}_{(fin)}^j)$ where it assumes negative values while being strictly decreasing, namely violating $CM_1(t)$ while being negative, as notified by the following negative gaps

$$\Theta_{CM}^M \equiv f_{CM}^N(\tilde{t}_{(in)}^j) - f_{CM}^N(\tilde{t}_{(fin)}^j) < 0 \ . \quad (61)$$

It is worth observing that under the above assumption $f_{CM}^N(t)$ cannot be positive after that it becomes negative for the first time. Otherwise, for some time we would have $f_{CM}^N(t) \geq 0$ and $f_{CM}^N(t^+) > 0$, which contradicts our premise. Therefore, we have that

$$\Theta_{CM}^M \equiv f_{CM}^N(\tilde{t}_{(in)}^j) - f_{CM}^N(\tilde{t}_{(fin)}^j) < 0 \ , \quad (62)$$

We shall see that in this scenario the measure of non-Markovianity (35) reduces to

$$p(D_{CM}^N|D_{CM}^M) = \frac{\Theta_{CM}^M}{1 + |\Theta_{CM}^M|} \ , \quad (63)$$

with

$$\Theta_{CM}^M \equiv \sum_{j=1}^m \Theta_{CM}^j \ . \quad (64)$$

As in the previous section, to derive the above identity first we obtain a necessary condition for $f_{CM}^N(t)$ to belong to $\Theta_{CM}^M$ and then we provide an explicit example that saturates this value. In this case however we find it useful to treat separately the case of finite $m$ from those where $m$ is unbounded which introduce some technicalities which have to be dealt carefully.

#### 1. The $m$ finite case

If $m$ is finite the function $f_{CM}^N(t)$ cannot exhibit infinite oscillations. Therefore its $t \to \infty$ limit exists finite, i.e.

$$\lim_{t \to \infty} f_{CM}^N(t) = f_{CM}^N(\infty) \leq 0 \ . \quad (65)$$

Define now $\tilde{T}_j = (\tilde{t}_{(in)}^j, \tilde{t}_{(fin)}^j)$ to be the time intervals when $f_{CM}^N(t) \leq 0$ and $f_{CM}^N(t^+) \geq 0$, namely the times when the Markovian condition $CM_1(t)$ is satisfied while $f_{CM}^N(t)$ is negative. We notice that, since $f_{CM}^N(t)$ is continuous, for any $T_j$ there exists a $\tilde{T}_j$ such that $\tilde{t}_{(fin)}^j = \tilde{t}_{(fin)}^j$, the only case when it does not happen is for $\tilde{t}_{(fin)}^j = \infty$: accordingly the total number $\tilde{m}$ of the intervals $\tilde{T}_j$ is either equal to $m$ or to $m - 1$ and is hence also finite by assumption. We consider now the associated gaps of the functions $f_{CM}^N(t)$, $f_{CM}^M(t)$, and $f_{CM}^P(t)$, i.e., the quantities

$$\delta_{CM}^N \equiv f_{CM}^N(\tilde{t}_{(in)}^j) - f_{CM}^N(\tilde{t}_{(fin)}^j) \ , \quad (66)$$

$$\delta_{CM}^M \equiv f_{CM}^M(\tilde{t}_{(in)}^j) - f_{CM}^M(\tilde{t}_{(fin)}^j) \ , \quad (67)$$

$$\delta_{CM}^P \equiv f_{CM}^P(\tilde{t}_{(in)}^j) - f_{CM}^P(\tilde{t}_{(fin)}^j) = (1-p)\delta_{CM}^M + p\delta_{CM}^M \ . \quad (68)$$
By definition we have that the $\delta_j^{NM}$ must be non-negative, while the $\delta_j^M$ must be non-positive, i.e.,

$$\delta_j^{NM} \geq 0 \quad \text{and} \quad \delta_j^M \leq 0, \quad \forall j.$$  \hfill (69)

If $f_c^{(p)}(t)$ is Markovian it has to be positive and non-increasing. Therefore, we should also have

$$\delta_j^{(p)} \leq 0, \quad \forall j.$$  \hfill (70)

Therefore a necessary condition for the Markovianity of $f_c^{(p)}(t)$ is given by the following inequality

$$\delta(p) \equiv \sum_{j=1}^m \delta_j^{(p)} = (1-p)\delta^{NM} - p\delta^M \leq 0,$$  \hfill (71)

where $\delta^M \equiv \sum_{j=1}^m \delta_j^M \leq 0$ and $\delta^{NM} \equiv \sum_{j=1}^m \delta_j^{NM} \geq 0$. Observe also that since $f_c^M(t)$ and $f_c^{(p)}(t)$ are both elements of $\mathbb{R}_C^M$ their limiting values for $t \to \infty$ exist and fulfil the following constraints

$$f_c^M(t) \geq f_c^M(\infty) \geq 0, \quad f_c^{(p)}(t) \geq f_c^{(p)}(\infty) \geq 0,$$  \hfill (72)

for all $t \geq 0$. Notice finally that since $f_c^M(t)$ is non increasing and upper bounded by 1, its limiting value must fulfil the constraint

$$1 \geq f_c^M(\infty) + |\delta^M|.$$  \hfill (73)

Accordingly from (65) we can write

$$f_c^{(p)}(\infty) = (1-p)f_c^{NM}(\infty) + pf_c^M(\infty) \geq 0,$$  \hfill (74)

or equivalently

$$-(1-p)(\delta^{NM} + \Theta^{NM}) - p f_c^M(\infty) \leq 0,$$  \hfill (75)

where we used

$$f_c^{NM}(\infty) = \delta^M + \Theta^{NM},$$  \hfill (76)

with $\Theta^{NM}$ as in Eq. (64). Summing up (75) with (71) term by term, the following necessary constraint for $p$ can finally be obtained

$$-(1-p)\Theta^{NM} - p(f_c^M(\infty) + |\delta^M|) \leq 0,$$  \hfill (77)

which implies

$$p \geq \frac{|\Theta^{NM}|}{f_c^M(\infty) + |\delta^M| + |\Theta^{NM}|} \geq \frac{|\Theta^{NM}|}{1 + |\Theta^{NM}|} \equiv p_m.$$  \hfill (78)

where in the last passage we used the inequality (73). Accordingly we can conclude that the quantity $p_m$ is lower bound for the value $p(D_c^{NM}\mid D_c^M)$ associated with the evolutions $D_c^M$ we are considering here. In order to show that $p_m$ does indeed correspond to $p(D_c^{NM}\mid D_c^M)$ we now present a example of $f_c^M(t)$ which makes $f_c^{(p)}(t)$ an element of $\mathbb{R}_C^M$ for $p = p_m$. To do so we define $\mathbb{R}_C^M(t) \equiv \mathbb{R}_C^M(t)$ to be equal to

$$\mathbb{R}_C^M(t) = \begin{cases} 1 & t \leq t^{(f)}_1 \\ 1 - (f_c^{NM}(t) - f_c^{NM}(t^{(f)}_1)) / |\Theta^{NM}| & t \in [T_1, T_2) \\ 1 - \delta^{NM} / |\Theta^{NM}| - (f_c^{NM}(t) - f_c^{NM}(t^{(f)}_2)) / |\Theta^{NM}| & t \in [T_2, T_3) \\ \cdot \cdot \cdot & t \in [T_{j-1}, T_j) \\ 1 - \delta^{NM} / |\Theta^{NM}| & t \in [T_{j}, t_j) \\ \cdot \cdot \cdot & t \in [T_{j}, \infty) \end{cases}$$  \hfill (79)

The temporal derivative of $\mathbb{R}_C^M(t)$ assumes the simple form

$$\frac{\mathbb{R}_C^M(t)}{t} = \begin{cases} -f_c^{NM}(t) / |\Theta^{NM}| & t \in [T_j, \infty) \\ 0 & \text{otherwise} \end{cases}.$$  \hfill (80)

It is easy to show that $f_c^{(p)}(t) = (1-p)f_c^{NM}(t) + \mathbb{R}_C^M(t)$ Markovian for $p \geq p_m$. Therefore, for any $f_c^{NM}(t)$ that shows a non-Markovian behavior while being negative, we have that

$$p(D_c^{NM}\mid D_c^M) = p_m = \frac{|\Theta^{NM}|}{1 + |\Theta^{NM}|},$$  \hfill (81)

which proves (63).

2. Removing the finite $m$ constraint

In the previous paragraph we have assumed $m$ to be explicitly finite, a useful hypothesis which allowed us to assume the existence of (65) and to express its value as in (76). It turns out however that this assumption is not fundamental and that Eq. (63) holds true also if we drop it. In order to show this, instead of studying the Markovian character of $f_c^{(p)}(t)$ for all $t \geq 0$, we limit the analysis for just all $t \leq T$ with $T$ being finite quantity. Observe then that the number $m(T)$ of time intervals $T_j = (t^{(f)}_j, t^{(m)}_j)$ contained into domain $[0, T]$, where the characteristic function $f_c^{NM}(t)$ is negative and decreasing, is by construction finite. Some considerations holds for the total number $\bar{m}(T)$ of the time intervals $T_j = (\bar{t}^{(m)}_j, \bar{t}^{(f)}_j)$ when $f_c^{NM}(t) \leq 0$ and $\bar{f}_c^{NM}(t^{*}) \geq 0$ and which fit on $[0, T]$. Following the same reasoning we adopted in the previous section, the following relations can then be derived

$$f_c^{NM}(T) = \delta^{NM}(T) + \Theta^{NM}(T),$$  \hfill (82)

$$1 \geq f_c^M(T) + |\delta^M(T)|,$$  \hfill (83)

with

$$\delta^{NM}(T) \equiv \sum_{j=1}^{m(T)} \delta_j^{NM} \geq 0, \quad \delta^{NM}(T) \equiv \sum_{j=1}^{m(T)} \delta_j^{NM} \geq 0,$$  \hfill (84)

Furthermore Eqs. (71) and (75) get replaced by

$$\begin{aligned} (1-p)\delta^{NM}(T) - p|\delta^M(T)| & \leq 0, \quad (85) \\ -(1-p)(\delta^{NM}(T) + \Theta^{NM}(T)) - p f_c^M(T) & \leq 0, \quad (86) \end{aligned}$$
that summed up term by term lead to
\[ P \geq \frac{|\Theta^{NM}(T)|}{1 + |\Theta^{NM}(T)|}, \]  
(87)

which is a necessary condition to have \( f_c^{(p)}(t) \) Markovian at least on \([0, T]\). Following then a construction which is analogous to the one given in (79) we can also show that indeed the right-hand-side term of (87) is valid for \( p \) to ensure the Markovianity of \( f_c^{(p)}(t) \) on \([0, T]\). The final result thus can be derived by taking the limit \( T \to \infty \) which leads to (63) where now \( \Theta^{NM} \) is properly computed as \( \Theta^{NM} = \lim_{T \to \infty} \Theta^{NM}(T) \). Notice in particular that having extend (63) to the case of infinite \( m \) it is now possible that \( |\Theta^{NM}| \) will diverge (a case that for instance happen whenever \( f_c^{NM}(t) \) has infinitely many – not properly dumped – oscillations) leading to the maximum value for the measure of non-Markovianity, namely \( D_{NC}^{NM} = 1 \).

C. Multiple time intervals of non-Markovianity for continuous characteristic functions: the general case

Building up from the previous sections here we compute \( D_{NC}^{NM} \) for the general case of a non-Markovian depolarizing processes with continuous characteristic function \( f_c^{NM}(t) \). At variance with the examples discussed before, now \( f_c^{NM}(t) \) may possess both a collection of time intervals \( T_k = [t_{k}^{(in)}, t_{k}^{(fin)}] \) where it is positive and increasing, and also time intervals \( T_k = [t_{k}^{(in)}, t_{k}^{(fin)}] \) where it is negative and decreasing (namely it may exhibit all the non-Markovian features detailed separately in Sec. V A and Sec. V B).

In this case we can show that Eqs. (42) and (63) get replaced by the more general formula
\[ p(D_{NC}^{NM} | D_{NC}^{M}) = \frac{\Gamma^{NM}}{1 + \Gamma^{NM}}, \]  
(88)

with \( \Gamma^{NM} \) being given by the expression
\[ \Gamma^{NM} \equiv \Delta^{NM} + |\sigma^{NM}|, \]  
(89)

where \( \Delta^{NM} \) and \( \sigma^{NM} \), defined as in Eqs. (41) and (64), are the sums of the non-Markovian increments the function \( f_c^{NM}(t) \) experiences on the intervals \( T_k^+ \) and \( T_k^- \), respectively.

Since \( f_c^{NM}(t) \) may not admit a limiting value for \( t \to \infty \), to prove (88) we shall proceed as in Section V B, determining first the conditions under which the associated \( f_c^{NM}(t) \) is guaranteed to be Markovian at least on the time interval \([0, T] \) with \( T \) finite. Under this condition the numbers \( L(T) \) and \( m(T) \) of intervals \( T_k^+ \) and \( T_k^- \) of \( f_c^{NM}(t) \) that fit on the considered domain, are both finite. We introduce also the time intervals \( T_k = (t_{k}^{(in)}, t_{k}^{(fin)}) \) of \([0, T] \) where \( f_c^{NM}(t) \) is negative and non-decreasing (their number \( m(T) \) being finite too), and define the gaps \( \Delta_k^N(T), \Delta_k^M(T), \sigma_k^N(T), \sigma_k^M(T), \delta_j^N(T), \delta_j^M(T), \) and \( \delta_j(T) \) as in Eqs. (40), (53), (54), (61), (66), (67), and (68). By construction we have the following conditions
\[ \Delta_k^N(T) > 0, \quad \sigma_k^M(T) < 0, \quad \delta_j^N(T) \geq 0, \]  
(90)
\[ \Delta_k^M(T) \leq 0, \quad \delta_j^M(T) \leq 0, \]  
(91)
\[ \Delta_j^N(T) = (1 - p)\Delta_k^N(T) + p\delta_k^M(T), \]  
(92)
\[ \delta_j^N(T) = (1 - p)\delta_j^N(T) + p\delta_j^M(T). \]  
(93)

for all \( k \) and \( j \). A necessary condition for \( f_c^{NM}(t) \) being Markovian on the considered domain is that all its gaps \( \Delta_j^N(T) \) and \( \delta_j(T) \) are non-positive, i.e.,
\[ (1 - p)\Delta_j^N(T) + p\Delta_j^M(T) \leq 0, \]  
(94)
\[ (1 - p)\delta_j^N(T) + p\delta_j^M(T) \leq 0. \]  
(95)

By summing up term by term, all contributions from (92) and (93) we get
\[ (1 - p)(\Delta^{NM}(T) + \delta^{NM}(T)) - p(\Delta^M(T) + |\delta^M(T)|) \leq 0, \]  
(96)
where
\[ \Delta^{NM}(T) \equiv \sum_{k=1}^{L(T)} \Delta_k^N(T) > 0, \quad \Delta^M(T) \equiv \sum_{k=1}^{m(T)} \Delta_k^M(T) \leq 0, \]  
(97)
\[ \delta^{NM}(T) \equiv \sum_{k=1}^{m(T)} \Delta_k^N(T) > 0, \quad \delta^M(T) \equiv \sum_{k=1}^{m(T)} \Delta_k^M(T) \leq 0. \]  
(98)

Suppose now that \( f_c^{NM}(T) \) is a non-negative quantity, i.e., \( f_c^{NM}(T) \geq 0 \). Under this condition it is easy to verify that
the total gaps this function experiences on the interval where it is negative must nullify, i.e.,
\[ \delta^{NM}(T) = |\Theta^{NM}(T)|, \]
with
\[ \Theta^{NM}(T) \equiv \sum_{j=1}^{m(T)} \Theta_j^{NM}(T) < 0. \]
Replacing this into (94) we hence get the condition
\[ p \geq \frac{\Delta^{NM}(T) + |\Theta^{NM}(T)|}{|\Delta^{NM}(T)| + |\Theta^{NM}(T)| + |\Theta^{NM}(T)|} \]
\[ \geq \frac{\Delta^{NM}(T) + |\Theta^{NM}(T)|}{1 + \Delta^{NM}(T) + |\Theta^{NM}(T)|}, \]
where in the second line we used the fact that the sum over the gaps of a continuous Markovian function cannot be larger than 1, i.e., \(|\Delta^{NM}(T)| + |\Theta^{NM}(T)| \leq 1\). If \(f^{NM}_{C}(T)\) is negative, i.e., \(f^{NM}_{C}(T) < 0\), we can still show that (97) holds, but we need to change the derivation. In this case we observe that Eq. (95) is substituted by the constraint
\[ f^{NM}_{C}(T) = \delta^{NM}(T) + \Theta^{NM}(T), \]
which allows us to rewrite positivity of \(f^{NM}_{C}(t)\) for \(t = T\) (a necessary condition for \(f^{\psi}(t)\) to be Markovian on \([0, T]\)) as
\[ (1 - p)|\delta^{NM}(T) + \Theta^{NM}(T)| + p|f^{NM}_{C}(T)| \geq 0. \]
Together with (94) the above expression finally leads to
\[ (1 - p)(\Delta^{NM}(T) - |\Theta^{NM}(T)|) \leq p(\Delta^{NM}(T) + |\Theta^{NM}(T)| + f^{NM}_{C}(T)) \]
\[ \leq p, \]
where in the last passage we used the fact that continuous Markovian characteristic function cannot have drops larger than 1, i.e., \(|\Delta^{NM}(T)| + |\Theta^{NM}(T)| \leq 1\). Equation (100) coincides with (97) which hence holds true irrespectively from the sign of \(f^{NM}_{C}(T)\). Taking the limit \(T \to \infty\) we can finally conclude that a necessary condition for \(f^{\psi}(t)\) to be Markovian is
\[ p \geq \frac{\Gamma^{NM}}{1 + \Gamma^{NM}}, \]
with \(\Gamma^{NM}\) as in (89) with \(\Delta^{NM}\) and \(\Theta^{NM}\) formally given by
\[ \Delta^{NM} = \lim_{T \to \infty} \Delta^{NM}(T), \quad \Theta^{NM} = \lim_{T \to \infty} \Theta^{NM}(T). \]
To show that the inequality (101) is also a sufficient condition for the Markovianity of \(f^{\psi}(t)\) we now provide an explicit example that saturates it – in Appendix D we also prove that the solution we present here is also unique.

It is intuitive to understand that the function \(h^{NM}_{C}(t) \in \mathcal{M}_{C}\) that we are looking for must be a combination of \(g^{NM}_{C}(t)\) (see Eq. (58)) and \(g^{M}_{C}(t)\) (see Eq. (79)). In order to simplify its complicated formulation, we express \(h^{NM}_{C}(t)\) only through its temporal derivative
\[ h^{NM}_{C}(t^+) = \begin{cases} \frac{-f^{NM}_{C}(t^+)/\Gamma^{NM}}{1 - f^{NM}_{C}(t^+)/\Gamma^{NM}} & \text{if } t \in T^+, \\
0 & \text{otherwise}, \end{cases} \]
which can be rewritten in a particularly simple form
\[ h^{NM}_{C}(t^+) = \begin{cases} -f^{NM}_{C}(t^+)/\Gamma^{NM} & \text{if } f^{NM}_{C}(t) > 0, \\
0 & \text{otherwise}, \end{cases} \]
(see Figure 3 for an example). After a long but straightforward calculation, it is possible to show that \(f^{\psi}(t) = (1 - p)f^{NM}_{C}(t) + ph^{M}_{C}(t)\) belongs to the Markovian set for all \(p\) fulfilling (101). Therefore, this proves that
\[ p(D^{NM}_{C}(D^{M}_{C}) = \frac{\Gamma^{NM}}{1 + \Gamma^{NM}}, \]
and therefore (88).

**VI. OPTIMAL MARKOVIAN CHARACTERISTIC FUNCTIONS FOR CONTINUOUS NON-MARKOVIAN EVOLUTIONS ARE CONTINUOUS**

In this section we prove the identities (34) showing that in the case of continuous characteristic functions \(f_{C}(t)\), non-continuous Markovian characteristic functions \(f^{M}(t) \notin \mathcal{M}_{C}\) cannot make their convex combination \(f^{\psi}(t)\) Markovian for values of \(p\) smaller than \(p(D_{C}(D^{M}_{C})\). This is trivial if \(f_{C}(t)\) is already Markovian as in this case \(p(D_{C}(D^{M}_{C})\) saturates to the minimum allowed value 0. For characteristic functions which are explicitly non-Markovian in Sec. V A 1 we analyse the simple scenario of positive functions which exhibit non-Markovianity only in a single interval. Then in Sec. VIB we discuss the case of functions that have non-Markovian behaviour when negative, and conclude in Sec. VIC with the general case.

**A. Single time interval of non-Markovianity with \(f^{NM}_{C}(t) \geq 0\)**

We start by studying the cases discussed in Sec. V A 1, where \(f^{NM}_{C}(t)\) has a single time interval \((t_1, t_2)\) of non-Markovianity when \(f^{NM}_{C}(t) \geq 0\) and \(f^{NM}_{C}(t) > 0\). In this case the optimal continuous Markovian function \(g^{M}_{C}(t)\) which makes the corresponding \(f^{\psi}(t)\) Markovian for the smallest \(p\) is given in Eq. (50) and leads to
\[ p \geq p(D^{NM}_{C}(D^{M}_{C}) = \frac{\Delta^{NM}}{1 + \Delta^{NM}}, \]
where \(\Delta^{NM} = f^{NM}_{C}(t_2) - f^{NM}_{C}(t_1) > 0\). To show that Eq. (106) cannot be improved by allowing \(f^{M}(t)\) to be non continuous, we start noticing that in this scenario also \(f^{\psi}(t)\) will be non-continuous. We distinguish then six possible cases:

(i) \(f^{M}(t_1) > 0\) and \(f^{M}(t_2) \geq 0\) with a discontinuity at \(t \in (t_1, t_2)\);

(ii) \(f^{M}(t_1) \geq 0\) and \(f^{M}(t_2) < 0\) with a discontinuity at \(t \in (t_1, t_2)\);

(iii) \(f^{M}(t_1) < 0\) and \(f^{M}(t_2) \leq 0\) with \(f^{M}(t)\) continuous in \((t_1, t_2)\);
(iv) $f^M(t_1) < 0$ and $f^M(t_2) \leq 0$ with a discontinuity at $T \in (t_1, t_2)$;
(v) $f^M(t_1) < 0$ and $f^M(t_2) > 0$ with a discontinuity at $T \in (t_1, t_2)$;
(vi) $f^M(t_1) > 0$ and $f^M(t_2) \geq 0$ with $f^M(t)$ exhibiting discontinuities before $t_1$.

Notice that in the cases (iii) and (v) where $f^M(t_1) < 0$ implicitly imply a discontinuity $\xi(f^M(T_0)) \in \{ -1/(d^2 - 1), 0 \}$ at some $T_0 < t_1$.

In case (i) we have that at time $T \in (t_1, t_2)$ a discontinuity is shown such that $f^M(T^-) - f^M(T^+) = -\epsilon < 0$, where $\epsilon \in (0, 1)$. Notice that $\epsilon = 1$ implies that $f^M(T^-) = 1$ and $f^M(T^+) = 0$, and therefore this choice does not make sense if our purpose is to make $f^{(p)}(t)$ Markovian. Fixed this $\epsilon$-jump for $f^M(t)$, we build the optimal behavior that makes $f^{(p)}(t)$ Markovian for the smallest $p$ possible. Using the same technique used to obtain Eq. (104), we see that this function is characterized by $f^M(t_1) = 1$ and $f^M(t) = \frac{1}{\Delta^{NM}}(1 - \frac{1}{\Delta^{NM}}) = 0$ for $t \in (t_1, t_2)$ and the smallest value of $\Delta$ for which $f^M(t)$ is Markovian in $(t_1, t_2)$. Indeed, with this structure $f^{(p)}(t)$ is non-increasing for any $p \geq 1$ and $f^{(p)}(t) = 0$ for $t \in (t_1, t_2)$. By studying the condition of Markovianity $f^M(t_2) \geq 0$, we obtain

$$\bar{p} \geq \frac{\Delta^{NM}/(1 - \epsilon)}{1 + \Delta^{NM}/(1 - \epsilon)} > p(D_C^{M} D_C),$$

where the last inequality holds for any $\epsilon \in (0, 1)$, i.e., for any discontinuity of this type.

Cases (ii), (iii) and (iv) can be proven by being inefficient to make $f^{(p)}(t)$ Markovian thanks to the following argument. Since $f^{NM}(t) > 0$ for $t \in (t_1, t_2)$, in order to make $f^{(p)}(t)$ Markovian, we have to require that $f^{(p)}(t_2) \leq 0$, i.e., it has to assume the same sign of $f^M(t_2)$. It implies that

$$p \geq \frac{f^M(t_2)/f^M(t_2)}{\Delta^{NM}} \geq \frac{\Delta^{NM}/f^M(t_2)}{1 + \Delta^{NM}/f^M(t_2)} \geq \frac{(d^2 - 1)\Delta^{NM}}{1 + (d^2 - 1)\Delta^{NM}} > p(D_C^{M} D_C),$$

where we used $f^{NM}(t_2) \geq \Delta^{NM}$ and $f^M(t_2) \leq 1/(d^2 - 1)$.

For case (v) we start by noticing that the discontinuity at time $T$ may lead to a non-Markovian discontinuity for $f^{(p)}(t)$. Therefore, we parametrize the discontinuity of $f^M(t)$ as follows: $f^M(T^+) = [f^M(T^-)](1 - \lambda)/(d^2 - 1)$, where $\lambda \in [0, 1]$. Moreover, in order for $f^M(t)$ to make $f^{(p)}(t)$ Markovian, $f^{(p)}(t) < 0$. Hence, $f^{(p)}(t)$ shows a Markovian discontinuity at time $t = T$ if and only if $\xi(f^{(p)}(T)) \geq -1/(d^2 - 1)$. This condition can be written as

$$\lambda \leq 1 - \frac{1 - \bar{p}}{p} f^{NM}(T) \frac{1}{\Delta^{NM}(T^-)}.$$

If we consider this bound for $p = p(D_C^{NM} D_C^M)$, we have that the difference $h^M_C(T) - f^M(T^+)$ becomes

$$h^M_C(T) - f^M(T^+) \geq \frac{1}{\Delta^{NM}} \left( \frac{f^{NM}(T)}{d^2 - 1} + f^{NM}(t_1) \right) > 0,$$

where $h_C^M(T) = 1 - (f^{NM}(T) - f^{NM}(t_1))/\Delta^{NM}$ (see Eq. (50)) and we used that in the optimal case $f^M(T^-) = -1/(d^2 - 1)$. By considering the Markovianity of $f^{(p)}(t)$ in the time interval $(T, t_2)$, the optimal strategy imposes that $f^M(t) = -\frac{f^{NM}(t)}{1 - \bar{p}}$ for $t \in (T, t_2)$ and some $\bar{p} < 1$. In analogy to what we found in case (i), Eq. (109) implies that $f^M(t)$ cannot make $f^{(p)}(t)$ Markovian for $p = p(D_C^{NM} D_C)$. The last case we need to check is (vi), where $f^M(t)$ is continuous (hence non-increasing) in $(t_1, t_2)$ but exhibits some discontinuities before $t_1$. Since by construction $f^{(p)}(t)$ is continuous in $(t_1, t_2)$, it can be Markovian only if it is not increasing in this interval, which in particular implies

$$0 \geq f^{(p)}(t_2) - f^{(p)}(t_1) = (1 - p)(f^{NM}(t_2) - f^{NM}(t_1)) - p(f^M(t_1) - f^M(t_2)) = (1 - p)\Delta - p(f^M(t_1) - f^M(t_2)),$$

that leads to

$$p \geq \frac{\Delta^{NM}}{f^M(t_1) - f^M(t_2)} + \Delta^{NM} \geq p(D_C^{NM} D_C^M),$$

where in the last passage we used the fact that $f^M(t)$ is positive, continuous in $(t_1, t_2)$ and, since it shows discontinuities before $t_1$, $f^M(t_1) < 1$ and therefore $f^M(t_1) - f^M(t_2) \in [0, 1)$.

B. Single time interval of non-Markovianity with $f^{NM}(t) < 0$

Let consider a non-Markovian $f_C^{NM}(t)$ such that it has a single time interval of non-Markovianity $(t_1, t_2)$ when $f_C^{NM}(t) < 0$ and $f_C^{NM}(t) > 0$. An important difference from discontinuous non-Markovian characteristic functions is that $f_C^{NM}(t)$ can become negative if and only if it shows a time interval of non-Markovianity of this type. Indeed, $f_C^{NM}(t_1) = 0$. Notice that in the non-continuous case a characteristic function can change its sign without being non-Markovian.

The optimal continuous Markovian characteristic function $h^M_C(t)$ is constant and equal to 1 for any $t \in [0, t_2]$ and it decreases depending on the behavior of $f_C^{NM}(t)$ (see Eq. (79) or (104)) for $t \geq t_2$. It can make the corresponding $f^{(p)}(t)$ Markovian for $p \geq p(D_C^{NM} D_C^M) = |\Theta^{NM}|/|1 + |\Theta^{NM}||$, where

$$\Theta^{NM} = f_C^{NM}(t_2) - f_C^{NM}(t_1) < 0.$$

Now we consider non-continuous Markovian characteristic functions $f^M(t)$ and we study which scenarios could potentially make $f^{(p)}(t)$ Markovian for some $p < p(D_C^{NM} D_C^M)$. We have to study the following scenarios:

(i) $f^M(t_2) \in (0, 1)$;

(ii) $f^M(t)$ jumps at time $T \leq t_1$ to some negative value and $f^M(t_2) < 0$;

(iii) $f^M(t)$ jumps at time $T \in (t_1, t_2)$ to some negative value and $f^M(t_2) < 0$.

In case (i) we include all those situations where $f^M(t)$ shows discontinuities with or without changes of sign for one or more times prior to $t_2$ and such that $f^M(t_2) > 0$. A necessary
condition for $f^M(t)$ to make $f^{p(t)}(t)$ Markovian is $f^{p(t)}(t) \geq 0$. The non-negativity of $f^{p(t)}(t)$ holds if and only if
\[ p \geq \frac{|\Theta|}{1 + |\Theta|/f^{M}(t_2)}. \]
Since $f^{M}(t_2) = 1$ if and only if $f^{M}(t) = 1$ for any $t \in [0, t_2]$ we have that all the $f^{M}(t)$ with discontinuities of this type cannot perform better than $h^{NC}_C(t)$ in making $f^{p(t)}(t)$ Markovian.

Considering case (ii), we start by noticing that, if $f^{M}(t_1) < 0$ and $f^{M}(t)$ is continuous for any $t \in (t_1, t_2)$, the optimal $f^{M}(t)$ of this type can make $f^{p(t)}(t)$ Markovian for
\[ p \geq \frac{|\Theta|/f^{M}(t_1)}{1 + |\Theta|/f^{M}(t_1)} \geq \frac{(d^2 - 1)|\Theta|}{1 + (d^2 - 1)|\Theta|} > p(D_C^N|D_C^N), \]
where $p(D_C^N|D_C^N) = |\Theta|/(1 + |\Theta|)$. In the case of a discontinuity of $f^{M}(t)$ (without change of sign) during the time interval $(t_1, t_2)$, in analogy with case (i) of the previous section, we conclude that $f^{M}(t)$ cannot make $f^{p(t)}(t)$ Markovian for $p < p(D_C^N|D_C^N)$ also in this scenario.

In case (iii) $f^{M}(T^+) > 0$ and $f^{M}(T^-) < 0$ for some $T \in (t_1, t_2)$. We have to make $f^{p(t)}(t)$ Markovian in $(t_1, t_2)$ and in order to obtain this result we need that $f^{p(t)}(t)$ and $f^{M}(t)$ have the same sign. As a consequence, $f^{p(t)}(t)$ shows a discontinuity at time $T$ such that $f((p(t)) < 0$. If we study the condition of Markovianity $f((p(t)) \geq -1/(d^2 - 1)$, we obtain
\[ f((p(t)) = \frac{(1 - p)f^{NM}(T) + p f^{M}(T^+)}{(1 - p)f^{NM}(T) + p f^{M}(T^+)} \]
\[ = \frac{-(1 - p)f^{NM}(T) - p f^{M}(T)}{-(1 - p)f^{NM}(T) + p f^{M}(T)} \geq \frac{1}{d^2 - 1}. \]
where we used $f^{NM}(T) = -|f^{NM}(T)|$ and $|f^{M}(T^+)| = f^{M}(T^-) \lambda / (d^2 - 1)$, where $\lambda \in (0, 1)$. We can use Eq. (112) to find a p-dependent bound for the values of $\lambda$ that make $f((p(t)) \geq -1/(d^2 - 1)$. By doing so we obtain $\lambda \leq 1 - (1 - p)d^2|f^{NM}(T)|/(p f^{M}(T^+))$. Now we check if the $f^{M}(t)$ of this case can make $f^{p(t)}(t)$ Markovian for $p = p(D_C^N|D_C^N) = |\Theta|/(1 + |\Theta|)$. The optimal scenario is obtained when $f^{M}(T^-) = 1$ and therefore we get
\[ f^{M}(T^+) = \frac{-\lambda}{d^2 - 1} \geq \frac{d^2|f^{NM}(T)|}{(d^2 - 1)|\Theta|}, \]
where we used $(1 - p)f^{NM}(T))/(p f^{M}(T^-) = 1/|\Theta|$. The optimal behavior of $f^{p(t)}(t)$ that makes the derivative $f^{p(t)}(t) \geq 0$ for the smallest increase of $f^{M}(t)$ in $(T, t_2)$ is achieved by considering $f^{M}(t) = -f^{NM}(t)(1 - \bar{p})$, for the smallest $\bar{p}$ that allows a Markovian $f^{M}(t)$. Therefore, for $\bar{p} = p(D_C^N|D_C^N) = |\Theta|/(1 + |\Theta|)$, we get $f^{NC}(t) = -f^{NM}(t)/|\Theta|$. This implies that at time $t_2$ we have
\[ f^{M}(t_2) \geq \frac{(d^2|f^{NM}(T)| - 1)}{(d^2 - 1) |\Theta|} + \frac{|f^{NM}(t_2)| - |f^{NM}(T)|}{|\Theta|} \]
\[ = |f^{NM}(T)| \left( \frac{d^2}{(d^2 - 1) |\Theta|} - \frac{1}{|\Theta|} \right) + 1 - \frac{1}{d^2 - 1} > 0, \]
where we used $f^{NM}(t_2) = \Theta < 0$. In summary, we proved that a $f^{M}(t)$ that jumps at $T \in (t_1, t_2)$ to some negative value such that $f^{p(t)}(t)$ does not show a non-Markovian jump at time $t = T$, cannot make $f^{p(t)}(t)$ Markovian in the time interval $(T, t_2)$ for $p = p(D_C^N|D_C^N)$. Indeed, the Markovianity of $f^{p(t)}(t)$ in this time interval implies that $f^{M}(t_2) > 0$, i.e., $f^{M}(t)$ should change sign while being continuous (this behavior is not allowed for Markovian characteristic functions). We underline that Markovian functions of case (iii) can make $f^{p(t)}(t)$ Markovian but only for values of $p$ larger than $p(D_C^N|D_C^N)$, i.e., by imposing $f^{M}(t) = -f^{NM}(t)(1 - \bar{p})/\bar{p}$ in $(T, t_2)$ with some $\bar{p} > p(D_C^N|D_C^N)$ that allows $f^{M}(t_2) \leq 0$.

From the results obtained in this section it is clear that, if we add to cases (i), (ii) and (iii) any additional discontinuity in $(t_1, t_2)$, we cannot reduce the value of $p$ for which $f^{p(t)}(t)$ can be made Markovian with a discontinuous $f^{M}(t) \in \mathcal{F}^{NM}(t)$.

**C. General case**

In order to prove (34) for any $D_C \in \mathcal{F}^{NM}$ represented by a $f_C^{NM}(t) \in \mathcal{F}_D^{NM}$, we make the same technique that we used to derive the optimal continuous solution $h^{NC}_C(t)$ given in Eq. (104) can be generalized to the case where we fix the discontinuities that the Markovian characteristic function has to show. Indeed, the rules given in Eq. (104) can be generalized to the cases where $f^{(p(t)}(t)$ jumps with or without a change of sign and we obtain
\[ h^{NC}(t) = \begin{cases} f^{NC}(t)/\Gamma & \text{if } f^{NC}(t) > 0 \text{ and } h^{NC}(t) > 0, \\ 0 & \text{if } f^{NC}(t) \leq 0 \text{ and } h^{NC}(t) > 0, \\ -f^{NC}(t)/\Gamma & \text{if } f^{NC}(t) < 0 \text{ and } h^{NC}(t) < 0, \\ 0 & \text{if } f^{NC}(t) \geq 0 \text{ and } h^{NC}(t) < 0. \end{cases} \]

where the sign of $h^{NC}(t)$ depends on the discontinuities $\xi(h^{NC}(t)) \in I_D$ that we impose and $\Gamma > 0$ has to be chosen such that $h^{NC}(t)$ is Markovian and $f^{p(t)}(t)$ is made Markovian for the smallest possible $p$.

The main difference between $h^{NC}(t)$ and $h^{NC}(t)$ is that $f^{NM}$ is replaced by $\Gamma$, which in general depends on the particular jumps that $h^{NC}(t)$ has to show. Notice that in the previous two sections we used $\Gamma = \tilde{p}/(1 - \tilde{p})$. Our goal is to prove that in every scenario $\Gamma > \Gamma^{NM}$. Indeed, $h^{NC}(t)$ makes $f^{p(t)}(t)$ Markovian for $p \geq \Gamma^*/(1 + \Gamma^*) = \tilde{p}$ and $\Gamma^* > \Gamma^{NM}$ implies that $\tilde{p} > p(D_C^N|D_C^N) = \Gamma^{NM}/(1 + \Gamma^{NM})$.

We consider those cases where the discontinuities of $h^{NC}(t)$ do not take place during time intervals of non-Markovianity of $f^{NC}(t)$. We show that, even if we ignore non-Markovian discontinuities of $f^{p(t)}(t)$ caused by the discontinuities of $h^{NC}(t)$ (which may increase the minimum $p$ for which $f^{p(t)}(t)$ can be made Markovian by $h^{NC}(t)$), $\Gamma^* \geq \Gamma^{NM}$. We use the following notation for the intervals of non-Markovianity of $f^{NC}(t)$: the $i$-th interval $(i_{(j)}^{(j+i)})$ can either be a time interval where $f^{NC}(t)$ shows a non-Markovian behavior while being positive or negative. The $i$-th gap $\Gamma_{NC}^{NM} = |f^{NC}(i_{(j)}^{(j+i)}) - f^{NC}(i_{(j)}^{(j+i)})| > 0$ is therefore the non-Markovian gap shown in
the time interval \((t_{1}^{inh}, t_{1}^{fin})\). Notice that \(GM = \sum GM\) (see Eq. (89)). Let start with the case of a \(h_N(t)\) that shows a single discontinuity at time \(T_1 < t_{1}^{inh}\), where \(\xi_1 = \xi(h_N(T_1)) \in \{I_2 \setminus 1\}\). It is easy to prove that the minimum probability \(p\) for which \(h_N(t)\) can make \(f^0(t)\) Markovian satisfies the following lower bound \(p \geq (GM/|\xi_1|)/(1 + GM/|\xi_1|)\). Therefore, in these cases

\[
\Gamma = GM/|\xi_1| > GM. \tag{115}
\]

Now, suppose that a discontinuity characterized by \(\xi_1 = \xi(h_N(T_1)) \in \{I_2 \setminus 1\}\) is verified for \(t_{1}^{inh} \leq T_1 \leq t_{2}^{inh}\), i.e., between the \(k_1\)-th and the \(k_1 + 1\)-th non-Markovian time intervals. It is easy to show that in this case

\[
\Gamma = \sum_{i=1}^{k_1} GM + \frac{\sum_{i=k_1+1}^{N} GM}{|\xi_1|} > GM, \tag{116}
\]

where \(N\) (which may be infinite) is the number of non-Markovian intervals of \(f^0(t)\). In the case of an additional discontinuity \(\xi_2 = \xi(h_N(T_2)) \in \{I_2 \setminus 1\}\) that is shown at time \(t_{2}^{inh} \leq T_2 \leq t_{2}^{inh},\) we have

\[
\Gamma = \sum_{i=1}^{k_1} GM + \frac{\sum_{i=k_1+1}^{k_2} GM}{|\xi_1|} + \frac{\sum_{i=k_2+1}^{N} GM}{|\xi_1| |\xi_2|} > GM. \tag{117}
\]

We notice that, the presence of two Markovian discontinuities for \(h_N(t)\) provides a value of \(\Gamma\) that is strictly larger than the \(\Gamma\) obtained with only the first or the second discontinuity (see Eq. (116)). The generalization of Eq. (117) to any number of this type of discontinuities is trivial. We conclude that the \(h_N(t)\) obtained by any number of discontinuities \(\{\xi_1|\) of this type are always characterized by \(\Gamma > GM\).

In the previous sections we proved that the presence of any discontinuity that takes place during a single time interval of non-Markovianity \((t_1, t_2)\) does not allow to make \(f^0(t)\) Markovian for \(p \leq p(D^N(\mathcal{D}_C, \mathcal{D}_M))\). It is clear that Eq. (114) provides an optimal non-continuous Markovian solution for any set of discontinuities that takes place inside or outside the time intervals \((t_{1}^{fin}, t_{fin})\). Moreover, combining the previous results together we obtain that in every scenario \(\Gamma = p/(1-p)\) is larger than \(GM = p(D^N(\mathcal{D}_C, \mathcal{D}_M))/(1 + p(D^N(\mathcal{D}_C, \mathcal{D}_M)))\) hence proving Eq. (34).

VII. INTERLUDE: A REMARK ON A SPECIAL SUBSET OF NON-CONTINUOUS, NON-MARKOVIAN DEPOLARIZING EVOLUTIONS

As we shall see in details in the next section, computing our measure of non-Markovianity for depolarizing trajectories which are explicitly non continuous is rather demanding. For this reason we find it useful to remark that the construction presented in Sec. V can however be shown to generalize beyond the domain \(\mathcal{D}_C^N\) allowing us to compute \(p(D^N(\mathcal{D}_C, \mathcal{D}_M))\) for at least some non continuous elements \(\mathcal{D}_C^N\).

A. Non-Markovian characteristic functions with Markovian discontinuities

In particular, following the same approach we used in Sec. V A 1, the function \(g_C^M(t)\) of Eq. (50) can be shown to provide the optimal choice for the computation of \(p(D^N(\mathcal{D}_C, \mathcal{D}_M))\) for the whole set of non-Markovian evolutions \(\mathcal{D}_C^N \subseteq \mathcal{D}_C^N\). Therefore, we define

\[
\begin{align*}
 f^{N}(t) & \geq 0, f^{N}(t^+) \leq 0, \xi(f^{N}(t)) \in [0, 1] \quad t < t_{1}^{inh} \\
 f^{N}(t) & \geq 0, f^{N}(t^+) > 0, \xi(f^{N}(t)) = 1 \quad t \in T_{1}^{+} \\
 \text{“Markovian”} \quad t > t_{1}^{fin}. \tag{118}
\end{align*}
\]

Notice that differently from the case addressed in Eq. (43) this new set of functions \(i\) can show Markovian discontinuities without changing their sign for any \(t < t_{1}^{inh}\), and \(i\) can follow any behaviour allowed by the Markovian conditions (see Eq. (15)), even changing sign, for \(t > t_{1}^{fin}\).

Since \(\mathcal{D}_M^N\) is non-convex (see Section B 2), the mixture between \(f^{N}(t)\) and \(g_C^M(t)\) may in principle make \(f^0(t)\) non-Markovian for any or more times when \(f^{N}(t)\) behaves as a Markovian characteristic function. Nonetheless, this is not the case. Indeed, for \(t > t_{1}^{fin}\), we have \(g_C^M(t) = 0\) and therefore \(f^0(t) = (1-p)f^{N}(t)\) is always Markovian. Instead, for \(t < t_{1}^{fin}\), since \(g_C^M(t)\) and \(f^0(t)\) are positive, \(f^0(t)\) cannot behave as a non-Markovian characteristic function. As a result of this observation one has that for the functions of the form (118) we have

\[
p(D^N(\mathcal{D}_C, \mathcal{D}_M)) = \frac{\Delta^1}{1 + \Delta^1}, \tag{119}
\]

with \(\Delta^1\) being the gap associated with the non-Markovian character of the function on \(T_{1}^{+}\).

Analogously the function \(g_C^M(t)\) given in Eq. (58) can be shown to provide the value of \(p(D^N(\mathcal{D}_C, \mathcal{D}_M))\) also for the following class of not necessarily continuous, non-Markovian characteristic functions \(f^{N}(t)\) of the form

\[
\begin{align*}
 f^{N}(t) & \geq 0, f^{N}(t^+) \leq 0, \xi(f^{N}(t)) \in [0, 1] \quad t \notin T^N \\
 f^{N}(t) & \geq 0, f^{N}(t^+) > 0, \xi(f^{N}(t)) = 1 \quad t \in T^N \\
 \text{“Markovian”} \quad t > t_{1}^{fin}. \tag{120}
\end{align*}
\]

where, if \(t_{1}^{fin} < \tau\) for some \(\tau > 0\), the latter of Eq. (120) is the condition that we consider for \(t > t_{1}^{fin}\). Therefore, also for the depolarizing evolutions \(D^N\) defined by Eq. (120), we have

\[
p(D^N(\mathcal{D}_C, \mathcal{D}_M)) = \frac{\Delta^N}{1 + \Delta^N}. \tag{121}
\]

By the same token one can show that \(h_N(t)\) of Eq. (103) yields the measure of non-Markovianity \(p(D^N(\mathcal{D}_C, \mathcal{D}_M))\) also for
the class of characteristic functions of the form
\[
\begin{cases}
  f_{NM}(t) \geq 0, \xi(t) \leq 0, \xi(f_{NM}(t)) \in [0, 1] & t \notin T_{NM} \\
f_{NM}(t) \leq 0, \xi(t) \geq 0, \xi(f_{NM}(t)) = 1 & t \notin T_{NM} \\
f_{NM}(t) \geq 0, \xi(t) > 0, \xi(f_{NM}(t)) = 1 & t \in T_{NM} \\
f_{NM}(t) \leq 0, \xi(t) < 0, \xi(f_{NM}(t)) = 1 & t \in T_{NM}
\end{cases}
\]

where \( T_{NM} = (\cup k T^k) \cup (\cup j T^j) \) being the same intervals defined in Sec. V C and where, if there exits a time \( t^{(in)} \) such that \( f_{NM}(t) \) does not show any non-Markovian behavior for \( t \geq t^{(in)} \), the last condition replaces the first two for \( t \geq t^{(in)} \). In this case we get
\[
p(D_{NM}|D_M, D^M) = \frac{\Gamma_{NM}}{1 + \Gamma_{NM}},
\]
where again \( \Gamma_{NM} \) is defined as in (89).

VIII. NON-CONTINUOUS DEPOLARIZING EVOLUTIONS

Extending the results of the previous sections to the general case of non-Markovian depolarizing evolutions \( D_{NM} \) which are not necessarily continuous is rather complex. This has to due with the fact that in computing \( p(D_{NM}|D_M) \) we have to perform an optimization with respect to all the elements of \( D^M \), which as discussed in Sec. III B is not convex. As we shall see in Sec. VIII A this introduces an ambiguity in the definition of the optimal Markovian element which is hard to handle. Nonetheless in Sec. VIII B we propose a solution to the problem which, even though does not allow to derive a closed formula for \( p(D_{NM}|D_M) \) leads in principle to the exact results for any assigned element of \( D^M \).

Before entering into the details of the analysis we define two sets of times: \( W_{C} \) is the set of times when \( f_{NM}(t) \) is continuous, namely \( \xi(f_{NM}(t)) = 1 \) if and only if \( t \in W_C \) and \( W_{NC} \equiv [t_{NC}]_{\{i\}} \subseteq \mathbb{R}^+ \setminus W_C \) is the discrete set of times when \( f_{NM}(t) \) is discontinuous, namely \( \xi(f_{NM}(t)) \neq 1 \) if and only if \( t \in W_{NC} \). Moreover, we divide \( W_{NC} \) into \( W_{NC}^N \) and \( W_{NC}^C \), namely the times when \( f_{NM}(t) \) shows Markovian \( \xi(f_{NM}(t)) \in I_D \) and non-Markovian \( \xi(f_{NM}(t)) \notin I_D \) discontinuities, respectively.

A. Ambiguity for the choice of the optimal Markovian evolution

In Section V, while evaluating the measure of non-Markovianity \( p(D_{NM}|D_M) \) for continuous evolutions, we never assumed any particular shape for \( f_{NC}(t) \) and \( f_{CN}(t) \) in order to provide the the optimal \( f_M(t) \) needed to calculate this measure. In the following example, instead, we show that for non-continuous evolutions there is an ambiguity for the choice of the times when the optimal \( f_M(t) \) shows discontinuities. This ambiguity is solved only if we know exactly the shape of \( f_{NM}(t) \). Moreover, in these cases the value of the measure of non-Markovianity does not depend solely from \( \Gamma_{NM} \).

We consider the non-Markovian characteristic function for qubits \( f_{NM}(t) \in \mathbb{R}_{NM} \) with a single Markovian discontinuity at time \( t_{NC} \), i.e., \( W_{NC} = [t_{NC}] \), and a single time interval of non-Markovianity \( T^* = (t^{(in)}, t^{(om)}) \) when the characteristic function and its time derivative are negative. More in details

\[
\text{“Markovian”} \quad t > t^{(in)},
\]

with \( T_N = (\cup k T_k^k) \cup (\cup j T_j^j) \) being the same intervals defined in Sec. V C and where, if there exits a time \( t^{(in)} \) such that \( f_{NM}(t) \) does not show any non-Markovian behavior for \( t \geq t^{(in)} \), the last condition replaces the first two for \( t \geq t^{(in)} \). In this case we get

\[
p(D_{NM}|D_M, D^M) = \frac{\Gamma_{NM}}{1 + \Gamma_{NM}},
\]

where again \( \Gamma_{NM} \) is defined as in (89).

where \( \Theta \in (0, 1/3) \). It is clear that this function is characterized by a null positive non-Markovian gap \( \Delta_{NM} = 0 \) and a negative non-Markovian gap \( \Theta_{NM} = -\Theta \) that is shown in the time interval \( T^- = (t^{(in)}, t^{(om)}) \). This example can be easily generalized to the qubit case, if we have a different-dimensional system, we have to replace the following conditions \( \Theta_{NM}(t^{(in)}) = -1/(d^2 - 1) \), \( \Theta_{NM}(t^{(om)}) = -1/(d^2 - 1) \) for any \( t \geq t^{(in)}, f_{NM}(t) = \Theta - 1/(d^2 - 1) \) and \( \Theta \in (0, 1/(d^2 - 1)) \).

We can adopt two inequivalent \( f_{M1}(t) \) and \( f_{M2}(t) \) in order to make \( f^{(ip)}(t) = (1 - p)f_{M1}(t) + p f_{M2}(t) \) Markovian. We show that the form of the optimal Markovian characteristic function needed to evaluate \( p(D_{NM}|D^M) \) depends on the particular value of \( \Theta \). Indeed, consider

\[
f_{M1}(t) = \begin{cases}
  1 & t \in [0, t_{NC}] \\
  1 - 1/3 & t \in (t_{NC}, t^{(om)}], \end{cases}
\]

or

\[
f_{M2}(t) = \begin{cases}
  1 & t \in [0, t^{(in)}] \\
  1 - 1/3 & t \in (t^{(in)}, t^{(om)}], \end{cases}
\]

where, when the time derivative of the characteristic function is different from zero, we impose it to be equal to \(-f_{NM}(t)/\Delta_{eff} \) and \(-f_{NM}(t)/\Delta_{eff} \), respectively. In Fig. 4 and 5 we provide an example of this situation. We find that \( f^{(ip)}(t) \) can be made Markovian for

- \( p \geq \frac{396}{1 + 396} \) if we consider \( f_{M1}(t) \) with \( \Delta_{eff} = 3\Theta \);
- \( p \geq \frac{1/3 + \Theta}{3/3 + \Theta} \) if we consider \( f_{M2}(t) \) with \( \Delta_{eff} = \Theta + \frac{1}{3} \).

It follows that, depending on the value of \( \Theta \in (0, 1/3) \), the optimal Markovian characteristic function needed to evaluate the measure of non-Markovianity is different, namely it is \( f_{M1}(t) \), if \( \Theta \in (0, 1/6) \) and \( f_{M2}(t) \), if \( \Theta \in [1/6, 1/3] \). As a consequence

\[
p(D_{NM}|D) = \begin{cases}
  \frac{396}{1 + 396} & \Theta \in (0, \frac{1}{6}) \\
  \frac{1/3 + \Theta}{3/3 + \Theta} & \Theta \in [\frac{1}{6}, \frac{1}{3}] \end{cases}.
\]
We notice that, differently from the continuous case, given the signs of $f^{NM}(t)$ and $f^{NM}(t)$, it is not possible to know a priori which are the signs of the optimal $f^M(t)$ and $f^M(t)$ that make $f^M(t)$ Markovian for the smallest value of $p$. Indeed, we have to consider all the possible alternatives for the optimal $f^M(t)$ and evaluate the minimum $p$ for which each one make the corresponding $f^M(t)$ Markovian. This ambiguity is generated by the sign that we decide to assign to $f^M(t)$ during its evolution. Notice that in the continuous case $f^M(t)$ could not change its sign and we had no ambiguity in the definition of the optimal Markovian characteristic function. For instance, as we concluded studying $f^{NM}(t)$, the difference between $f^{M,1}(t)$ and $f^{M,2}(t)$ is obtained solely by the choice of making the characteristic function change its sign at time $t_N$ with a discontinuity or not. The remaining part of their definitions are analogous to the optimal solution obtained for continuous evolutions (see Eq. (114))

In the following, we describe how to evaluate the measure of non-Markovianity for generic non-Markovian depolarizing evolutions, where we pay particular attention to all the possible choices for the signs of the Markovian characteristic function during its evolution.

B. Measure of non-Markovianity for non-continuous depolarizing evolutions

In this section we propose a technique to evaluate the measure of non-Markovianity for any non-Markovian depolarizing channel. For this purpose, we collect the results of the previous sections in order to find a strategy that singles out the optimal $D^M$ needed to evaluate this measure.

Given the previous results, we consider two rules

- If $t' \in W_C$, the $f^M(t)$ that are discontinuous at $t = t'$ do not provide larger values of $p$ (if compared with the $f^M(t)$ that are continuous for $t = t'$);
- If $t' \in W_{NC}$, the $f^M(t)$ that are discontinuous at $t = t'$ may provide larger values of $p$.

Therefore, the optimal Markovian evolution that we need to evaluate $p(D^M|D^M)$ is continuous at least for any $t \in W_C$.

1. Vector of signs

We define $T_{C,i} = (t_{NC,i-1}, t_{NC,i})$ to be the time intervals defined between the times in $W_{NC} = \{t_{NC,j}\}_{j=1}^N$, where we fix $t_{NC,0} = 0$ and, if $N$ is finite, $t_{NC,N+1} = \infty$. With this procedure we define $N + 1$ time intervals such that $\bigcup_i T_{C,i} = W_C$.

We consider a dichotomic variable $\sigma_i \in \{-1, 1\}$ that we attach to each time interval $T_{C,i}$. Therefore, we obtain a vector $\sigma = (\sigma_1, \sigma_2, \ldots)$ of values equal to +1 or -1. We have a countable number of combinations for this vector. We label each combination $\sigma_a = (\sigma_{a,1}, \sigma_{a,2}, \ldots)$ with a different value of an integer number $a = 1, 2, \ldots$. We impose $\sigma_{a,0} = +1$ for each combination and we fix a labeling scheme, for instance

$\sigma_1 = (+1, +1, +1, +1, \ldots), \quad \sigma_5 = (+1, +1, +1, -1, \ldots),$

$\sigma_2 = (+1, -1, +1, +1, \ldots), \quad \sigma_6 = (+1, -1, +1, -1, \ldots),$

$\sigma_3 = (+1, +1, -1, +1, \ldots), \quad \sigma_7 = (+1, +1, -1, -1, \ldots),$

$\sigma_4 = (+1, -1, -1, +1, \ldots), \quad \sigma_8 = (+1, -1, -1, -1, \ldots), \ldots$

We call each $\sigma_a$ a vector of signs for the following reason. We call $f^M_a(t)$ the Markovian characteristic functions such that their sign is defined by $\sigma_a$ as follows

$$\text{sign}(f^M_a(t)) = \begin{cases} 
\sigma_{a,1} = +1 & t \in [0, t_{NC,1}] \\
\sigma_{a,2} = -1 & t \in (t_{NC,1}, t_{NC,2}) \\
\sigma_{a,3} = +1 & t \in (t_{NC,2}, t_{NC,3}) \\
\sigma_{a,4} = -1 & t \in (t_{NC,3}, t_{NC,4}) \\
\sigma_{a,5} = +1 & t \in (t_{NC,4}, t_{NC,5}) \\
\sigma_{a,6} = -1 & t \in (t_{NC,5}, t_{NC,6}) \\
\sigma_{a,7} = +1 & t \in (t_{NC,6}, t_{NC,7}) \\
\sigma_{a,8} = -1 & t \in (t_{NC,7}, t_{NC,8}) \\
\ldots & \ldots 
\end{cases}$$

We underline that, as noticed in Section III A, a Markovian characteristic function can change its sign only with discontinuities such that $\xi(f^M(t)) \in [-1/(d^2 - 1), 0)$. Indeed, we imposed that $f^M_a(t)$ is continuous at least for any $t \in W_C$. Indeed, $f^M_a(t)$ can show a discontinuity only when $f^M(t)$ shows a discontinuity. Therefore,
The Markovian characteristic functions with these features define the set $\mathfrak{D}_M$.

Consider the convex sum $f^{(p)}(t) = (1 - p)f^{NM}(t) + pf^M(t)$. First, it is continuous for any $t \in W_C$. Second, if it is Markovian for some $p$ and $f^M(t)$, it also has to belong to $\tilde{\mathfrak{D}}_M$ for some vector of signs $\sigma_p$, namely such that $\text{sign}(f^{(p)}(t)) = \sigma_{a,i}$ for any $t \in T_{C,i}$. Notice that $\sigma_a$ may be different from $\sigma_{a,i}$. Therefore, in order to obtain $p(D^{NM}(D^M))$ we proceed as follows. We fix a vector $\sigma_a$ for $f^M(t)$ and make $f^{(p)}(t) \in \tilde{\mathfrak{D}}_M$ for the smallest $p$

$$p_{a,b} \equiv \min[p \mid \exists f^M_a(t) \in \tilde{\mathfrak{D}}_M \text{ s.t. } f^{(p)}(t) \in \tilde{\mathfrak{D}}_M].$$

Therefore, we get

$$p(D^{NM}(D^M)) = \min_{a,b} p_{a,b}. \quad (130)$$

The procedure to evaluate $p_{a,b}$ is given in Section VIII B 2, while the evaluation of $p_{a,b}$ for $a \neq b$ is given in Appendix E. In both cases, we simplify the minimization over a functional space given in Eq. (129) with a minimization over a discrete set of real parameters.

2. Optimal Markovian function for a generic vector of signs

In this section we evaluate $p_{a,a}$. Therefore, we fix a generic vector of signs $\sigma_a$ that describes the signs of $f^M_a(t)$ and $f^{(p)}(t)$, namely $\text{sign}(f^M_a(t)) = \text{sign}(f^{(p)}(t)) = \sigma_{a,i}$ for any $t \in T_{C,i}$.

A generic $f^{NM}(t) \in \mathfrak{D}^{NM}$ is characterized by:

- Time intervals $T_{C,i} = (t_{NC,i-1}, t_{NC,i})$ when $f^{NM}(t)$ is continuous, namely $\cup T_{C,i} = W_C$.
- Discrete set of times $W^{NM}_C = \{t^{NM}_i\}$ when $f^{NM}(t)$ shows Markovian discontinuities $\xi(f^{NM}(t)) \in I_D$ for any $t \in W^{NM}_C$.
- We define $W^{NM}_C = W^{NM} \cup W_{NC}$.
- Discrete set of times $W^{NM}_C = \{t^{NM}_i\}$ when $f^{NM}(t)$ shows non-Markovian discontinuities $\xi(f^{NM}(t)) \notin I_D$ for any $t \in W^{NM}_C$.

Our goal is not only to make $f^{(p)}(t)$ Markovian during the times when $f^{NM}(t)$ behaves as a non-Markovian characteristic function, but we also have to take care of the possible non-Markovianity generated from the convex sum of two characteristic functions, namely $f^{NM}(t)$ and $f^M(t)$, that for some times behave as Markovian functions (see the example in Section B 2).

We adopt the following strategy. First, we generalize the technique introduced in Section V in order to make $f^{(p)}(t)$ behave as a Markovian characteristic function for any $t \in W_C$ (Section VIII B 2 a). Second, we make sure not to generate non-Markovianity for those times $t \in W^{NM}_C$ when $f^{NM}(t)$ shows Markovian discontinuities (Section VIII B 2 b). Finally, we study the cases of those times $t \in W^{NM}_C$ when $f^{NM}(t)$ shows non-Markovian discontinuities (Section VIII B 2 c).

| $t \in T_{C,i}$ | $t \in T^M$ | $t \in T^{NM}$ |
|------------------|--------------|---------------|
| $\text{sign}(f^{NM}(t)) = \sigma_{a,i}$ | $f^{(p)}(t) = 0$ | $f^{(p)}(t) = 0$ |
| $\text{sign}(f^{NM}(t)) = -\sigma_{a,i}$ | $f^{(p)}(t) = 0$ | $f^{(p)}(t) = 0$ |

TABLE I. The conditions for time derivative of the optimal $f^{(p)}(t)$ for $t \in T_{C,i}$ depends on $\sigma_{a,i}$, $f^{NM}(t)$ and $f^M(t)$. $T^M (T^{NM})$ is the set of times when $f^{NM}(t)$ behaves as a Markovian (non-Markovian) characteristic function.

- **Times of continuity:** Consider those times $t \in W_C$ when $f^{NM}(t)$ is continuous. Following what we saw in Section V C, it is straightforward to obtain the behavior of the optimal $f^M_a(t)$ that allows to obtain $p_{a,a}$. The definition of $f^M_a(t)$ has to change depending on (i) the Markovian/non-Markovian behavior of $f^{NM}(t)$ at time $t$, (ii) the sign of $f^{NM}(t)$ at time $t$ and (iii) the sign of $f^M_a(t)$ at time $t$. Therefore, we focus on a generic $T_{C,i} = (t_{NC,i-1}, t_{NC,i})$ when $\text{sign}(f^M_a(t)) = \sigma_{a,i}$. Then, the definition of the time derivative of $f^M_a(t)$ is given in Table I. The adopted strategy has the following purpose. We have $f^M_a(t) = 0$ for all those times when a non-zero derivative is not needed to make $f^{(p)}(t)$ Markovian. This strategy cannot be used when the sign of the time derivative of $f^{NM}(t)$ is such that $\text{sign}(f^{NM}(t))\text{sign}(f^{(p)}(t)) = +1$. Indeed, if $f^M_a(t) = 0$, $\text{sign}(f^{(p)}(t))\text{sign}(f^{(p)}(t)) = +1$ and $f^{(p)}(t)$ would not satisfy the first Markovian condition (15). The condition $f^{(p)}(t) = 0$ is given in analogy to the continuous case. In order to apply it, we introduce a parameter $\Delta > 0$ as follows: $f^M_a(t) = f^{NM}(t)/\Delta$ [44], which indeed makes $f^{(p)}(t)$ Markovian in these time intervals for $p \geq \Delta(1 + \Delta)$. We notice that not all values of $\Delta > 0$ are allowed. Indeed, if $\Delta$ is not large enough, $f^M_a(t)$ could violate the Markovian conditions of Eq. (15). The introduction of this parameter imposes to consider $f^M_a(t)$ as a function of $t$ and $\Delta$:

$$f^M_a(t) = f^M_a(t, \Delta) \quad (131)$$

If not necessary, we omit this dependence on $\Delta$.

- **Markovian discontinuities:** In this section we define the behavior of the optimal $f^M_a(t)$ for those times when $f^{NM}(t)$ shows Markovian discontinuities, namely we consider times $t_{NC,i} \in W^{NM}_C$ such that $\xi(f^{NM}(t)) \in I_D$. Having fixed $\sigma_a = (\sigma_{a,1}, \ldots, \sigma_{a,i}, \sigma_{a,i+1}, \ldots)$, we know the sign of $f^M_a(t)$ and $f^{(p)}(t)$ before and after $t_{NC,i}$. Moreover, we need to decide what value has to assume $f^M_a(t_{NC,i})$, while we consider $f^M_a(t_{NC,i})$ fixed by its behavior in the time interval $I_{NC,i}$.

If $\sigma_{a,i} = \sigma_{a,i+1}$, for $f^M_a(t)$ the time $t = t_{NC,i}$ can be either (i) a time of continuity $\xi(f^{NM}_a(t)) = 1$ or (ii) a time of discontinuity when it does not change its sign, namely $\xi(f^{NM}_a(t_{NC,i})) \in \{0, 1\}$ [45]. Instead, if $\sigma_{a,i} = -\sigma_{a,i+1}$, for $f^M_a(t)$ the time $t = t_{NC,i}$ is a time of (Markovian) discontinuity $\xi(f^{NM}(t)) \in [-1/(d^2 - 1), 0]$ when its sign changes.

Straightforward counts show that, if the starting sign of $f^{NM}(t)$ and $f^M(t)$ are the same and they are both showing a Markovian discontinuity, $f^{(p)}(t)$ shows a Markovian discontinuity independently from their final signs. In order to illustrate the discontinuities that $f^M_a(t)$ has to show for any combination of $\sigma_{a,i}$, $\sigma_{a,i+1}$, $\text{sign}(f^{NM}(t_{NC,i}))$ and $\text{sign}(f^{NM}(t_{NC,i}))$, ...
we follow the scheme of Table II.

(a) \( f_a^M(t) \) preserves its sign and, independently from the final value and sign of \( f_{NC}^M(t_{NC}) \), the time \( t_{NC} \) is not a non-Markovian discontinuity for \( f^M(t) \). Therefore, the best strategy is to consider \( f_a^M(t_{NC}) \) continuous: \( \xi(f_a^M(t_{NC})) = 1 \).

(b) Similarly to (a), \( t_{NC} \) is never a non-Markovian discontinuity for \( f^P(t) \). Since \( f_a^M(t) \) has to change sign, the best strategy is to maximize the final distance from zero. Therefore, we impose \( \xi(f_a^M(t_{NC})) = -1/(d^2 - 1) \).

(c) \( \xi(f_a^M(t_{NC})) = 1 \) implies a non-Markovian discontinuity for \( f^P(t_{NC}) \) for any \( p < 1 \). Since \( \xi(f_a^M(t_{NC})) < 1 \) makes \( f_a^M(t_{NC}) \) and \( f^P(t_{NC}) \) closer to zero, we need the minimal intervention to make \( f^P(t) \) Markovian and positive. Due to this ambiguity, we introduce the parameter \( \Xi_i = e^{\xi(f_a^M(t_{NC}))} \) \( \in [0, 1] \) [46].

(d) \( \xi(f_a^M(t)) = -1/(d^2 - 1) \) implies \( \xi(f^P(t_{NC})) < -1/(d^2 - 1) \) for any \( p < 1 \). In this case, we introduce the parameter \( \Xi_i = e^{\xi(f_a^M(t_{NC}))} \in (-1/(d^2 - 1), 0] \).

Therefore, these conditions fix the behavior of \( f_a^M(t) \) when \( f_{NC}^M(t) \) shows a Markovian discontinuity.

c. Non-Markovian discontinuities:-- In this section we define the behavior of the optimal \( f_a^M(t) \) for those times when \( f_{NC}^M(t) \) shows non-Markovian discontinuities, namely we consider times \( t_{NC} \in W_{NC}^M \) such that \( \xi(f_{NC}^M(t_{NC})) \not\in I_d \). Having fixed \( \sigma_a = (\sigma_{a,1}, \ldots, \sigma_{a,i}, \sigma_{a,i+1}, \ldots) \), we know the sign of \( f_a^M(t) \) and \( f^P(t) \) before and after \( t_{NC} \). Moreover, we need to decide what value has to assume \( f_a^M(t_{NC}) \).

In order to illustrate the discontinuities that \( f_a^M(t) \) has to show for any combination of \( \sigma_a, \sigma_{a,i+1}, \xi(f_{NC}^M(t_{NC})), \) and \( \xi(f_a^M(t_{NC})) \), we follow the scheme of Table III.

(e) Similarly to case (c), we introduce the parameter \( \Xi_i = e^{\xi(f_a^M(t_{NC}))} \in [0, 1] \).

| \( t \in W_{NC}^M \) | \( \sigma_{a,i} = +1 \) | \( \sigma_{a,i+1} = +1 \) | \( \sigma_{a,i+1} = -1 \) |
|------------------|-----------------|-----------------|-----------------|
| \( \xi(f_a^M(t_{NC})) = +1 \) | (a) | (b) | (c) |
| \( \xi(f_a^M(t_{NC})) = +1 \) | (a) | (b) | (c) |
| \( \xi(f_a^M(t_{NC})) = -1 \) | (c) | (d) | (c) |
| \( \xi(f_a^M(t_{NC})) = -1 \) | (c) | (d) | (c) |

TABLE III. Discontinuities of \( f_a^M(t) \) depending of \( \sigma_{a,i}, \sigma_{a,i+1}, \xi(f_{NC}^M(t_{NC})), \) and \( \xi(f_a^M(t_{NC})) \) in the case that \( t_{NC} \) is a non-Markovian discontinuity for \( f^M(t) \). The remaining combinations are obtained by flipping all the signs of this table, where the optimal strategies are the same.

(f) Calculations show that the optimal \( f_a^M(t) \) is obtained when \( f_a^M(t) \) is continuous at time \( t = t_{NC} \), namely by imposing \( \xi(f_a^M(t_{NC})) = 1 \).

(g) Calculations show that the optimal \( f_a^M(t) \) is obtained when \( \xi(f_a^M(t_{NC})) = -1/(d^2 - 1) \).

(h) Similarly to case (d), we introduce the parameter \( \Xi_i = e^{\xi(f_a^M(t_{NC}))} \in (-1/(d^2 - 1), 0] \).

Therefore, these conditions fix the behavior of \( f_a^M(t) \) when \( f_{NC}^M(t) \) shows a non-Markovian discontinuity.

d. Evaluation of \( p_{a,a} \):-- We show the procedure to define the optimal \( f_a^M(t) \) until \( t = t_{NC} \).

- First interval of continuity \([0, t_{NC}]\): we start by imposing the condition of physicality \( f_a^M(t_{NC}) = 1 \). We have \( \xi(f_a^M(t)) = \xi(f^P(t)) = +1 \). The evolution of \( f_a^M(t) \) for \( t = t_{NC} \) in \([0, t_{NC}]\) is given in Table I.

- First time of discontinuity \( t_{NC} \): the behavior of \( f_a^M(t) \) for \( t = t_{NC} \) is given by Table II if \( t_{NC} \) is a Markovian discontinuity for \( f^M(t) \) and by Table III if \( t_{NC} \) is a non-Markovian discontinuity for \( f^M(t) \).

- Second interval of continuity \([t_{NC}, t_{NC+1}]\): we have \( \xi(f_a^M(t_{NC})) = \xi(f^P(t)) = \sigma_{a,2} \). The evolution of \( f_a^M(t) \) is given in Table I.

The definition of this characteristic function for any \( t \geq t_{NC} \) is now obvious.

We saw that in order to define \( f_a^M(t) \) for \( t \in \{t_{NC+1}, t_{NC+2}\} \) it may be necessary to introduce a parameter \( \Delta > 0 \) that allows to make \( f^P(t) = 0 \) when the cross-diagonal conditions of Table I occur (see Eq. (131)). Moreover, for each time of discontinuity \( t_{NC} \in W_{NC} \) we have to define \( \xi(f_{NC}^M(t_{NC})) \). For each discontinuity of type (a) or (f), we impose \( \xi(f_{NC}^M(t_{NC})) = 1 \). For each discontinuity of type (b) or (g), we impose \( \xi(f_{NC}^M(t_{NC})) = -1/(d^2 - 1) \). For each discontinuity of type (e) or (c), we introduce a parameter \( \Xi_i \in [0, 1] \). For each discontinuity of type (d) or (h), we introduce a parameter
\[ \Xi = \xi(f^{M}_{a}(t_{NC}))) \in (-1/(d^{2}-1),0]. \] Therefore, in general, we introduce a set of parameters that defines \( f^{M}_{a}(t) \):

\[ f^{M}_{a}(t) = f^{M}_{a}(t, \Delta, (\Xi_{i})) \]  \hspace{1cm} (132)

We seek a combination of \( \Delta \) and \( (\Xi_{i}) \) that minimizes the value of \( p \) for which \( f^{\rho}(t) \in \mathcal{M}_{a}^{M} \). Eq. (129) becomes

\[ p_{a,b} = \min_{\Delta, (\Xi_{i})} \left\{ p \right\} f^{M}_{a}(t, \Delta, (\Xi_{i})) \] \hspace{1cm} (133)

Therefore, we obtained a drastic simplification of the minimization required in Eq. (129). Indeed, to calculate \( p_{a,b} \), we formally need to perform a minimization over the elements of \( \mathcal{M}_{a}^{M} \), which have infinite degrees of freedom. Instead, thanks to this procedure, we only need to perform a minimization over \( \Delta \) and \( (\Xi_{i}) \). Notice that, if the discontinuities of type (c), (d), (e) and (h) are finite, the total number of parameters over which we need to optimize \( p_{a,b} \) is finite.

### IX. DEPHASING EVOLUTIONS

In this section we show that the convex class of dephasing evolutions for qubits \( \mathcal{Z} \) requires a method to evaluate the corresponding measure of non-Markovianity \( p(Z^{NM}|Z^{M}) \) which is very similar to the depolarizing case. A dephasing evolution \( Z = \{Z_{t}\} \in \mathcal{Z} \) corresponds to a family of dynamical maps \( Z_{t} \) that at any time \( t \geq 0 \) assumes the form

\[ Z_{t}(\cdot) = \phi(t) \text{id}(\cdot) + (1 - \phi(t)) \sigma_{z} \cdot \sigma_{z} , \] \hspace{1cm} (134)

with \( \sigma_{z} = \text{diag}(1,-1) \) being the diagonal \( z \)-Pauli matrix. We have that \( \phi(t) \in [0,1] \) is a necessary and sufficient condition to ensure \( Z_{t} \) to be CPTP. We rewrite Eq. (134) making use of \( \phi(t) \equiv 2\phi(t) - 1 \), namely considering

\[ Z_{t}(\cdot) = \frac{1 + \phi(t)}{2} \text{id}(\cdot) + \frac{1 - \phi(t)}{2} \sigma_{z} \cdot \sigma_{z} , \] \hspace{1cm} (135)

where \( \phi(t) \) belonging to

\[ I_{Z} \equiv [-1,1] , \] \hspace{1cm} (136)

is the necessary and sufficient condition to ensure \( Z_{t} \) to be CPTP.

In order to characterize Markovian dephasing evolutions, similarly to the case of depolarizing channels, if \( \phi(s) = 0 \) for some \( s > 0 \), then the intermediate map \( Z_{s,t} \) from \( s \) to \( t \geq s \) of a dephasing channel can be CPTP if and only if \( \phi(t) = 0 \) for any \( t \geq s \), i.e., \( Z_{s,t}(\cdot) = \text{id}(\cdot) \) for any \( t \geq s \). In the case of a non-zero value of \( \phi(s) \), the parametrization given in Eq. (137) allows us to write the intermediate map \( Z_{s,t} \) for \( t \geq s \) in the following convenient form

\[ Z_{s,t}(\cdot) = \frac{1 + \phi(t)/\phi(s)}{2} \text{id}(\cdot) + \frac{1 - \phi(t)/\phi(s)}{2} \sigma_{z} \cdot \sigma_{z} , \] \hspace{1cm} (137)

which is a dephasing channel characterized by the value of \( \phi(t)/\phi(s) \). As a consequence, \( Z_{s,t} \) is CPTP if and only if \( \phi(t)/\phi(s) \in I_{Z} \).

From Eq. (137) it is clear that we can use \( \phi(t) \) to uniquely characterize \( Z \). We define the set of dephasing characteristics functions \( \mathcal{M} \) by requiring the same conditions of regularity considered in Sec. III for depolarizing evolutions. As a result, we have a one-to-one correspondence between dephasing evolutions \( Z \in \mathcal{Z} \) and “regular” (in general non-continuous) characteristic functions that take values in \( I_{Z} \), i.e., \( \phi(t) \in \Xi \).

In analogy to Eq. (9), the non-continuous behavior of \( \phi(t) \) can be studied by considering the quantity

\[ \xi(\phi(t)) = \frac{\phi(t)}{\phi(\tau)} . \] \hspace{1cm} (138)

Similarly to the depolarizing case, we have a Markovian discontinuity when \( \xi(\phi(t)) \in I_{Z} \setminus \{1\} \), a non-Markovian discontinuity when \( \xi(\phi(t)) \notin I_{Z} \) and a time of continuity when \( \xi(\phi(t)) = 1 \).

The similarities between the CPTP conditions for dephasing and depolarizing channels and the role of the corresponding characteristic functions allows to conclude that a dephasing evolution \( Z \) with characteristic function \( \phi(t) \) exhibits a Markovian behaviour at time \( t \geq 0 \) if one of the two conditions applies

\[ \text{CM}_{1}(t) : \quad \xi(\phi(t)) = 1 \quad \text{and} \quad \frac{d}{dt} ||\phi(t)|| \leq 0 ; \] \hspace{1cm} (139)

\[ \text{CM}_{2}(t) : \quad \xi(\phi(t)) \in I_{Z} \setminus \{1\} ; \]

where \( \text{CM}_{1}(t) \) has to be replaced by \( \phi(\tau^{*})\phi(t) \leq 0 \) when \( \phi(t) \) is non-continuous, i.e., \( \phi(t) \neq \phi(\tau^{*}) \). We define the set of Markovian dephasing characteristic functions as

\[ \mathcal{E}^{M} = \{ \phi(t) \in \Xi | \text{CM}_{1}(t) \text{ or CM}_{2}(t) = \text{TRUE}, \forall t \geq 0 \} , \] \hspace{1cm} (140)

which involves only local properties of \( \phi(t) \). Consequently, we can define \( \mathcal{E}^{NM} \equiv \Xi \setminus \mathcal{E}^{M} \), \( \mathcal{Z}^{M} \) and \( \mathcal{Z}^{NM} \).

We can summarize the behavior of Markovian dephasing functions as follows. \( \phi^{M}(t) \in \mathcal{E}^{M} \), when continuous \( (\xi(\phi(t)) = 1) \), does not increase its distance from zero, i.e., its modulus is non-increasing. Therefore, in the time intervals where it is positive (negative) and it is continuous, it is monotonically non-increasing (non-decreasing). As a consequence, \( \phi^{M}(t) \) cannot change sign while being continuous, i.e., if \( \phi^{M}(s) = 0 \) for some \( s \geq 0 \), then \( \phi^{M}(t) = 0 \) for any \( t \geq s \). Discontinuities of Markovian characteristic functions cannot make \( \phi^{M}(t) \) increase its modulus. Therefore, \( \phi^{M}(t) \) can change its sign at a generic time \( \tau \) (only) with a discontinuity, where \( |\phi^{M}(\tau^{-})| \leq |\phi^{M}(|\tau^{-})| \). Non-Markovian characteristic functions \( \phi^{NM}(t) \in \mathcal{E}^{NM} \), instead, can show any discontinuity and non-monotonic behavior, with the only constraint of assuming values in \( I_{Z} = [-1,1] \) at any time.

We notice that the characterizations of Markovian dephasing evolutions and depolarizing evolutions are analogous. Given the similarities between the Markovian conditions (15) and (139) and the dependence of the intermediate maps (11) and (138) from the respective characteristic functions \( f(t) \) and \( \phi(t) \), we obtain a very similar procedure needed to evaluate the measure of non-Markovianity \( p(Z^{NM}|Z^{M}) \). Indeed, in this case we need to find a \( Z^{M} \in \mathcal{Z}^{M} \) that allows to make \( Z^{(p)} = (1-p)Z^{NM} + pZ^{M} \) Markovian for the smallest value...
of $p \in [0, 1]$, where the Markovian condition for $Z^{(p)}$ can be studied by imposing $\rho^{(p)}(t) = (1 - p)\rho^{NM}(t) + p\rho^{M}(t)$ to satisfy the Markovian conditions (139). The main difference between the evaluations of $p(Z^{NM} | Z^{M})$ and $p(D^{NM} | D^{M})$ for generic $Z^{NM} \in Z^{NM}$ and $D^{NM} \in D^{NM}$ is given by the fact that $I_{D} \neq I_{Z}$, which in particular implies that Markovian and non-Markovian characteristic functions of dephasing and depolarizing evolutions have different freedoms to assume values and show discontinuities (compare Eqs. (8) and (136) for the values of physicality of characteristic functions and $C_{M}(\sigma)$ of Eqs. (15) and (139) for the definition of Markovian discontinuities). Nonetheless, the evaluation of $p(Z^{NM} | Z^{M})$ does not require any particular additional technique compared to the depolarizing case.

Generalizing this approach to convex set of dynamics of similar forms is straightforward. Some examples are (i) $X$ and $Y$ obtained by replacing in Eq. (134) $\sigma_n$ with the Pauli matrix, respectively, $\sigma_x$ and $\sigma_y$, and, more in general, (ii) $O$ obtained by replacing in Eq. (134) $\sigma_n$ with any $\sigma_n = n_x \sigma_x + n_y \sigma_y + n_z \sigma_z$ where $(n_x, n_y, n_z)$ is a unit real vector.

X. CONCLUSIONS

We introduced a measure of non-Markovianity inspired by the intuitive concept for which, in order to consider an evolution highly non-Markovian, it has to be difficult to make it Markovian via incoherent mixing with Markovian dynamics. We showed how to evaluate this measure in the case of depolarizing evolutions in arbitrary dimensions and we discussed the case of dephasing evolutions for qubits. Analytical results are derived for evolutions that satisfy precise continuity and regularity criteria, while we proposed a numerical approach for generic depolarizing evolutions. It would be interesting to generalize this analysis to other (even non-convex) classes of evolutions with particular symmetries, e.g. generalized amplitude damping channels and higher-dimensional pure dephasing evolutions. Moreover, conjecture (31) necessitates a valid proof to be enforced.

XI. ACKNOWLEDGMENTS

We thank Matteo Rosati for helpful feedbacks. D.D.S acknowledges support from the Spanish MINECO (QIBEQI FIS2016-80773-P and Severo Ochoa SEV-2015-0522), the Fundació Privada Cellex, the Generalitat de Catalunya (CERCA Program and SGR1381), the ICFOstepstone programme, funded by the Marie Skłodowska-Curie COFUND action (GA665884) and the European Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie grant agreement No 665884. VG acknowledges support by MIUR via PRIN 2017 (Progetto di Ricerca di Interesse Nazionale): project QUSHIP (2017SRNBRK).

[1] H.-P. Breuer and F. Petruccione, *The Theory of Open Quantum Systems* (Oxford University Press, Oxford, New York, 2002).
[2] H.-P. Breuer, J. Phys. B: At. Mol. Opt. Phys. 45, 154001 (2012).
[3] A. Rivas, S. F. Huelga, and M. B. Plenio, Rep. Prog. Phys. 77, 094001 (2014).
[4] H.-P. Breuer, E.-M. Laine, J. Piilo, and B. Vacchini, Rev. Mod. Phys. 88, 021002 (2016).
[5] C.-F. Li, G.-C. Guo, J. Piilo, EPL 127, 50001 (2019).
[6] A. W. Chin, S. F. Huelga, and M. B. Plenio, Phys. Rev. Lett. 109, 233601 (2012).
[7] R. Vasile, S. Olivares, M. G. A. Paris, and S. Maniscalco, Phys. Rev. A 83, 042321 (2011).
[8] E. Laine, H.-P. Breuer, and J. Piilo, Sci. Rep. 4, 4620 (2014).
[9] S. F. Huelga, A. Rivas, M. B. Plenio, Phys. Rev. Lett. 108, 160402 (2012).
[10] B. Bylicka, D. Chruściński, and S. Maniscalco, Sci. Rep. 4, 5720 (2014).
[11] H. Wilming, R. Gallego, and J. Eisert, Phys. Rev. E 93, 042126 (2016).
[12] J. Leksha, H. Wilming, J. Eisert, and R. Gallego, Phys. Rev. E 97, 022142 (2018).
[13] M. Perarnau-Llobet, H. Wilming, A. Riera, R. Gallego, and J. Eisert, Phys. Rev. Lett. 120, 120602 (2018).
[14] F. Abiuso and V. Giovannetti, Phys. Rev. A 99, 052106 (2019).
[15] H.-P. Breuer, E.-M. Laine, and J. Piilo, Phys. Rev. Lett. 103, 210401 (2010).
[16] E.-M. Laine, J. Piilo, and H.-P. Breuer, Phys. Rev. A 81, 062115 (2010).
[17] F. Buscemi and N. Datta, Phys. Rev. A 93, 012101 (2016).
[18] S. Lorenzo, F. Plastina, and M. Paternostro, Phys. Rev. A 88, 020102(R) (2013).
[19] S. Luo, S. Fu, and H. Song, Phys. Rev. A 86, 044101 (2012).
[20] D. De Santis, M. Johansson, B. Bylicka, N. K. Bernades, and A. Acín, Phys. Rev. A 99, 012303 (2019).
[21] M. M. Wolf, J. Eisert, T. S. Cubitt, and J. I. Cirac, Phys. Rev. Lett. 101, 150402 (2008).
[22] S. Bhattacharya, B. Bhattacharya, and A. S. Majumdar, arXiv:1803.06881 (2018).
[23] N. Anand and T. A. Brun, arXiv:1903.03880 (2019).
[24] A. Kossakowski, Rep. Math. Phys. 3, 247 (1972).
[25] G. Lindblad, Comm. Math. Phys. 48, 119 (1976).
[26] V. Gorini, A. Kossakowski, and E. C. G. Sudarshan, J. Math. Phys. 17, 821 (1976).
[27] B. Regula, K. Bu, R. Takagi, and Z.-W. Liu, arXiv:1909.11677 (2019).
[28] F. G. S. L. Brandão and G. Gour, Phys. Rev. Lett. 115, 070503 (2015).
[29] A. S. Holevo, *Quantum Systems, Channels, Information A Mathematical Introduction*, (De Gruyter, 2012).
[30] M. M. Wilde, *Quantum Information Theory* (Cambridge University Press, 2013).
[31] C. King, IEEE Trans. Inf. Theory 49, 221 (2003).
[32] M. Horodecki, P. Horodecki, and R. Horodecki, Phys. Rev. A 60, 1888 (1999).
[33] J. Watrous, *The Theory of Quantum Information* (Cambridge University Press, 2018).
[34] C. Napoli, T. R. Bromley, M. Cianciaruso, M. Piani, N. Johnston, and G. Adesso, Phys. Rev. Lett. 116, 150502 (2016).
For each value of $\Xi$, $W$. F. Stinespring, Proc. Am. Math. Soc. 6, 211 (1955).

[D. Chruściński, Á. Rivas, E. Størmer, Phys. Rev. Lett. 121, 080407 (2018).]

[A. Rivas, S. F. Huelga, and M. B. Plenio, Phys. Rev. Lett. 105, 050403 (2010).]

[S. C. Hou, X. X. Yi, S. X. Yu, and C. H. Oh, Phys. Rev. A 89, 042120 (2014).]

[M. J. Hall, W. J. D. Cresser, L. Li, and E. Andersson, Phys. Rev. A 89, 042120 (2014).]

[A.Y. Kitaev, A. Shen, and M. N. Vyalyi, Classical and Quantum Computation (American Mathematical Society, 2002).

We introduce this parameter in analogy with Eq. (103). If $f^{NM}(t)$ does not show any discontinuity, $\Delta = \Gamma^M$.

We remember that $\xi(t) = f^M(t, +\infty) = 0$ and $f^s(t, +\infty) = 0$ for any $t \geq t_{NC}$. Therefore, we can pick this value if and only if $f^s(t, +\infty)$ does not show any non-Markovian behavior for $t \geq t_{NC}$.

For each value of $\Xi$, we have a different interval of $p$ such that $f^{NM}(t)$ is Markovian and with the same sign of $f^{s}(t)$. If $\xi(t) > 0$, the choice $\Xi = \xi(t)$ allows the largest value of $p$ for which we can make $f^{NM}(t)$ Markovian and with the same sign of $f^{s}(t)$, but it implies that $f^{s}(t) = 0$ and it denies any further possibility to make $f^{NM}(t)$ Markovian for $t > t_{NC}$. Therefore, chosen a value of $\Xi$, we obtain some conditions $p \leq p(\Xi)$ for which $f^{NM}(t)$ is Markovian and with the same sign of $f^{s}(t)$.

This quantity can be equal to $\Xi$ if and only if $f^{s}(t)$ is constant for those times when $f^{NM}(t)$ behaves as a Markovian characteristic function.

We think that it is not necessary to prove that there are no $f^{NM}(t) \in \mathbb{R}^M$ that are able to make $f^{s}(t)$ Markovian for smaller values of $p$.

### Appendix A: Derivation of Eq. (13)

To cast inequality (12) into the equivalent form (13) let us first consider the case where $f(s) > 0$. Under this condition (12) forces $f(t)$ to belong to the interval $[-\frac{f(s)}{d^2}, f(s)]$ which is centred on the point

$$f_M = \frac{1}{2} \left( f(s) - \frac{f(s)}{d^2 - 1} \right) = \frac{d^2 - 2}{2(d^2 - 1)} f(s), \quad (A1)$$

and has width

$$W \equiv f(s) + \frac{f(s)}{d^2 - 1} = \frac{d^2}{d^2 - 1} f(s). \quad (A2)$$

Accordingly imposing $f(t) \in [-\frac{f(s)}{d^2}, f(s)]$ is equivalent to require

$$|f(t) - f_M| \leq W/2, \quad (A3)$$

that is

$$|2(d^2 - 1)f(t) - (d^2 - 2)f(s)| \leq d^2 f(s), \quad (A4)$$

which corresponds to (13). Similarly if $f(s) \leq 0$, Eq. (12) forces $f(t)$ to belong to the interval $[f(s), -\frac{f(s)}{d^2 - 1}]$ which can still be expressed as in (A3) by observing that $f_M$ is still as in (A1) while $W$ becomes

$$W \equiv \frac{-f(s)}{d^2 - 1} - f(s) = -\frac{d^2}{d^2 - 1} f(s). \quad (A5)$$

In this case hence we get

$$|2(d^2 - 1)f(t) - (d^2 - 2)f(s)| \leq d^2 f(s), \quad (A6)$$

which corresponds to (13) for nonpositive values of $f(s)$.

### Appendix B: Non convexity of the Markovian and non-Markovian subsets of depolarizing evolutions

From the results of Ref. [21] it follows that neither the Markovian subset $\mathcal{E}^M$ nor its complement $\mathcal{E}^{NM}$ are convex (or equivalently that $\mathcal{E}^M$ is neither convex nor concave). In Subsec. B1 and B2 we show that the same property holds also for the Markovian and non-Markovian parts of the depolarizing trajectories $\mathcal{D}$.

#### 1. Non-convexity of $\mathcal{D}^{NM}$

Consider the pair of non-Markovian depolarizing evolutions $D^{NM1}$ and $D^{NM2}$ with characteristic functions

$$f^{NM1}(t) \equiv \theta_H(t) + \theta_H(t-1) \cos^2(t-1), \quad (B1)$$

$$f^{NM2}(t) \equiv \theta_H(t) + \theta_H(t-1) \sin^2(t-1), \quad (B2)$$

where $\theta_H(t) = 1$ for $\tau \geq 0$ and $\theta_H(t) = 0$ for $\tau < 0$. The characteristic functions $f^{NM1}(t)$ and $f^{NM2}(t)$ belong to $\mathcal{R}^{NM}$ but fail to fulfill the conditions (15) for all $t$, hence they are elements of $\mathcal{R}^{NM}$.

Interestingly these two evolutions are maximally non-Markovian. Indeed, they show infinitely many non-Markovian gaps $\Delta_k = 1$ while being positive and continuous. $f^{NM1}(t)$ is continuous at any time and $f^{NM2}(t)$, even if it is not continuous at $t = 1$, belongs to the family described in Eq. (120). Hence, since for both of them we have $\Delta^{NM} = \sum_k \Delta_k = +\infty$, they assume the maximal value for the measure of non-Markovianity $p(D^{NM1}) = p(D^{NM2}) = 1$ (see Eq. (60)). Nonetheless, the convex combination $f^{(p)}(t) = (1-p)f^{NM1}(t) + pf^{NM2}(t)$ is Markovian for $p = 1/2$. Indeed, we have

$$f^{(1/2)}(t) = \theta_H(t) + \frac{\theta_H(t-1)}{2} = \begin{cases} 1 & t \in [0, 1], \\ \frac{1}{2} & t > 1, \end{cases} \quad (B3)$$

which is an element of $\mathcal{R}^{NM}$ with a Markovian discontinuity at $t = 1$ (indeed $\xi(f^{(1/2)}(t)) = 1/2 \in I_3$). Accordingly the process $(D^{NM1} + D^{NM2})/2$ is an element of $\mathcal{D}^{NM}$ proving that $\mathcal{D}^{NM}$ is not closed under convex combination.
2. Non-convexity of $D^M$

Focusing on the qubit case $d = 2$, we show an example where any non-trivial convex combination of two Markovian depolarizing evolutions provide a non-Markovian depolarizing evolution (generalization for $d > 2$ being trivial). Therefore, this proves that the Markovian set of depolarizing channels is non-convex and that the two Markovian evolutions used in this example belong to the border of the Markovian set $E^M$.

Consider two Markovian qubit evolutions $D^{M,1}$ and $D^{M,2}$ defined by the characteristic functions $f^{M,1}(t)$ and $f^{M,2}(t)$, respectively. First, we define $f^{M,1}(t) = 1$ for any $t$, noticing that $D^{M,1} = \text{id}()$ is the identical map for any $t \geq 0$. Secondly we take

$$f^{M,2}(t) = \begin{cases} 1 & t \leq t_{NC,1} \\ -1/3 & t \in (t_{NC,1}, t_{NC,2}] \\ 1/9 & t > t_{NC,2} \end{cases} \quad \text{(B4)}$$

which exhibits Markovian discontinuities

$$\xi(f^{M,2}(t_{NC,1})) = \xi(f^{M,2}(t_{NC,2})) = \frac{1}{d^2 - 1} = \frac{1}{3}.$$ (B5)

The convex combination $D^{(p)} = (1 - p)D^{M,1} + pD^{M,2}$ is characterized by $f^{(p)}(t) = (1 - p)f^{M,1}(t) + pf^{M,2}(t)$. While the discontinuity that $f^{(p)}(t)$ shows at $t = t_{NC,1}$ is always Markovian, at $t = t_{NC,2}$ we have

$$\xi(f^{(p)}(t_{NC,2})) = \frac{9 - 8p}{9 - 12p} \notin I_D, \forall p \in (0, 1).$$ (B6)

Indeed, $\xi(f^{(p)}(t_{NC,2})) > 1$ for any $p \in (0, 3/4)$, $\xi(f^{(p)}(t_{NC,2})) < -1/3$ for any $p \in (3/4, 1)$ and it diverges for $p = 3/4$, i.e., $\lim_{p \to 3/4} \xi(f^{(p)}(t_{NC,2})) = +\infty$ (see Fig. 6). Therefore, any depolarizing evolution $D^{(p)}$ obtained by the non-trivial convex combination of the Markovian depolarizing evolutions $D^{M,1}$ and $D^{M,2}$ is non-Markovian.

Appendix C: Markovian and non-Markovian positive depolarizing evolutions

We define $D_+ \subset D$ to be the class of positive depolarizing evolutions which is defined by non-negative characteristic functions, namely the set $\tilde{\mathcal{S}}_+ \subset \tilde{\mathcal{S}}$ made by the elements of $\tilde{\mathcal{S}}$ that are non-negative for any $t \geq 0$. Given the defining feature of the elements of the $\tilde{\mathcal{S}}_+$, it is clear that the positive depolarizing evolutions form a convex set. We define $D^M_+$ to be the Markovian subset of $D_+$ which is in one-to-one correspondence with the set of characteristic functions $\tilde{\mathcal{S}}^M_+ \subset \tilde{\mathcal{S}}^M$. Similary, we define $D^{NM}_+$ and $\tilde{\mathcal{S}}^{NM}_+$.

The characteristic functions of $\tilde{\mathcal{S}}_+$ are in general non-continuous. Indeed, we require that $\xi(f^{M}(t)) \in [0, 1]$ for any $f^{M}(t) \in \tilde{\mathcal{S}}^M$ and $t \geq 0$. Analogously, $\xi(f^{NM}(t)) \in [0, +\infty]$ for any $f^{NM}(t) \in \tilde{\mathcal{S}}^{NM}$ and $t \geq 0$. A negative value of $\xi(f(t))$ implies that $f(t)$ changes sign at time $t$ and this circumstance cannot occur for positive $f(t)$. A straightforward calculation shows that $f^{(p)}(t) = (1 - p)f^{M,1}(t) + pf^{M,2}(t)$ cannot show non-Markovian discontinuities and more in general cannot be non-Markovian. Hence,

- $D_+$ is convex,
- $D^M_+$ is closed and convex,
- $D^{NM}_+$ is open and non-convex.

We remember that the set of continuous depolarizing evolutions $D_C$ has a convex Markovian subset that we called $D^M_C$. The set of characteristic functions that corresponds to $D^M_C$ is $\tilde{\mathcal{S}}^M_C$, which is the collection of non-increasing continuous non-negative functions $f^{M}_C(t)$. Therefore, we can conclude that

$$D^M_C \subset D^M_+,$$ (C1)

where $D^M_+ \setminus D^M_C$ is given by those evolutions of $D^M_+$ that show at least one (Markovian) discontinuity. Moreover, since no $f^{NM}_C(t) \in \tilde{\mathcal{S}}^{NM}_C$ can assume negative values, it is easy to see that $D^{NM}_C \subset D^{NM}_+ \subset D^{NM}_-$ and $D^M_+ \cap D^{NM}_- \neq \emptyset$, namely the intersection is not empty.

1. Positive non-Markovian characteristic functions

We discuss the value of $p(D^{NM}_C|D^M_+)$ when $D^{NM}_C \in D^M_+$, namely a non-Markovian depolarizing evolution with a positive characteristic function $f^{NM}_C(t) \in \tilde{\mathcal{S}}^{NM}_+$. Therefore we have to consider the convex combination $f^{(p)}(t) = (1 - p)f^{NM}_C(t) + pf^{M}_C(t)$ and evaluate the smallest $p$ for which there exists a $f^{M}_C(t) \in \tilde{\mathcal{S}}^M_+$ that makes $f^{(p)}(t)$ Markovian, more precisely an element of $\tilde{\mathcal{S}}^M_+$.

Similarly to the previous sections, we define $T^{NM}_k$ and $\Delta^{NM}_k$ exactly as in the continuous case, i.e., the collection of the time intervals $T^{NM}_k = (t^{(i)}_k, t^{(f)}_k)$ where a non-Markovian gap
\[ \Delta_{NM}^M > 0 \] is shown while the non-negative \( f_{NM}^M(t) \) is continuous. Analogously to Sec. V A 2, we introduce

\[
\Delta_k^M \in [-1, 0], \quad \Delta^M = \sum_{k=1}^{L} \Delta_k^M \in [-1, 0], \tag{C2}
\]

where \( \Delta_k^M = f_k^M(t_{k}^{(in)}) - f_k^M(t_{k}^{(out)}) \leq 0 \) is the gap that \( f_k^M(t) \) describes when \( f_k^{NM}(t) \) is increasing.

Moreover, we introduce \( W_{NM} \equiv \{ \tau_i \} \), as the discrete set of times when \( f_{NM}^M(t) \) shows a non-Markovian discontinuity, namely such that \( \xi(f_{NM}^M(\tau_i)) \in (1, \infty) \) (remember that \( \xi(f_{NM}(t)) \) and \( f_{NM}(t) \) itself cannot be negative). Analogously to \( \Delta_{NM}^M \), we introduce the quantities

\[
\pi_i^{NM} = f_i^{NM}(\tau_i^+) - f_i^{NM}(\tau_i^-) > 0, \tag{C3}
\]

\[
\pi_i^M = f_i^M(\tau_i^+) - f_i^M(\tau_i^-) < 0, \tag{C4}
\]

respectively the non-Markovian gaps shown by \( f_k^{NM}(t) \) and the Markovian gaps shown by \( f_k^M(t) \) at the times when \( f_k^{NM}(t) \) shows non-Markovian discontinuities. Moreover,

\[
\pi^{NM} = \sum_i \pi_i^{NM} > 0, \tag{C5}
\]

\[
\pi^M = \sum_i \pi_i^M \in [-1, 0], \tag{C6}
\]

are respectively the sum of all the non-Markovian jumps shown by \( f_k^{NM}(t) \) and all the Markovian jumps shown by \( f_k^M(t) \). Notice that, since \( f_k^{NM}(t) \) is non-increasing, \( \Delta^M + \pi^M \in [-1, 0] \) [47]. Indeed, it is easy to show that, in order to calculate \( p(D_{NM}^M|\mathcal{D}_C^M) \), by considering \( f_k^M(t) \) with (Markovian) discontinuities for some \( t \notin W_{NM}^C \) we do not obtain an advantage. More precisely, we have to consider \( f_k^M(t) \) that show Markovian discontinuities if and only if \( t \in W_{NM}^C \).

A necessary condition to make \( f_k^{(p)}(t) \) Markovian is that \( p \geq p_* \equiv (\Delta^M + \pi^M)/(1 + \Delta^M + \pi^M) \). This relation is obtained as Eq. (57), where we also require that \( \pi_{NM}^{(p)} = (1 - p)\pi_i^{NM} + p\pi_i^M \leq 0 \), namely that the discontinuities of \( f_k^{(p)}(t) \) are Markovian.

In order to evaluate the measure of non-Markovianity of \( f_k^{NM}(t) \), we adapt the tools introduced in Sec. V A 2 (where we studied non-negative continuous non-Markovian characteristic functions) to implement the cases where \( f_k^{NM}(t) \) shows non-Markovian discontinuities. We define \( g_k^M(t) \) as the following function

\[
\begin{cases}
1 & t \leq t_1, \\
\ldots & \\
g_k^M(f_{k-1}^{NM}) - \left( f_k^{NM}(t) - f_k^{NM}(t_{k-1}^{(in)}) \right) / (\Delta^M + \pi^M) & t \in T_k, \\
\ldots & \\
g_k^M(\tau_i^+) - \pi_i^M / (\Delta^M + \pi^M) & t = \tau_i. 
\end{cases}
\tag{C7}
\]

where \( t_1 \equiv \min(\tau_1, t_{k-1}^{(in)}) \). It is easy to see that Eq. (C7) is obtained from Eq. (58) by replacing \( \Delta^M \) with \( \Delta^M + \pi^M \) and by implementing the Markovian gaps \( \pi_i^M \equiv -\pi_i^{NM} / (\Delta^M + \pi^M) \) that \( g_k^M(t) \) shows when \( f_k^{NM}(t) \) shows a non-Markovian discontinuity. Moreover, we notice that by considering \( g_k^M(t) \) we have \( \Delta^M + \pi^M = -1 \). The function \( f_k^{(p)}(t) = (1 - p)f_k^M(t) + pf_k^{NM}(t) \) belongs to \( \Delta_k^M \) for any \( p \geq p_* \), where \( f_k^{(p)}(t) \) is constant for any \( t \in T_k \) and continuous for any \( t \in W_k \). Finally, we can state that

\[
p(D_{NM}^M|\mathcal{D}_C^M) = \frac{\Delta^M + \pi^M}{1 + \Delta^M + \pi^M}, \tag{C8}
\]

and therefore this measure of non-Markovianity depends on the non-Markovian gaps shown by the non-Markovian characteristic function (in this case \( \Delta^M + \pi^M \)) as in the continuous case.

We notice that, while for continuous depolarizing evolutions we have \( p(D_{NM}^M|\mathcal{D}_C^M) = p(D_{NM}^M|\mathcal{D}_C^M) \) (see Sec. VI), in the case of positive depolarizing evolutions we have \( p(D_{NM}^M|\mathcal{D}_C^M) \leq p(D_{NM}^M|\mathcal{D}_C^M) \). We present a simple example that shows this feature. Consider \( f^{NM}(t) \) with (i) a single non-Markovian discontinuity \( W_{NM}^C = \{ \tau \} \) (ii) no non-Markovian intervals of non-Markovianity \( T_{NM} \) and (iii) such that \( f_{NM}^M(t) = 0 \) for any \( t \geq \tau \). In this case we have that \( g_k^M(t) = 1 \) for any \( t \leq \tau \) and \( g_k^M(t) = 0 \) for any \( t > \tau \). Therefore, we obtain \( p(D_{NM}^M|\mathcal{D}_C^M) = \pi^M / (1 + \pi^M) \), where \( \pi^M = f_k^M(\tau^+) - f_k^{NM}(\tau^-) \). By considering the non-positive Markovian characteristic function \( g^M(t) = 1 \) for \( t \leq \tau \) and \( g^M(t) = -1 / (d^2 - 1) \) for \( t \geq \tau \) we have [48]

\[
p(D_{NM}^M|\mathcal{D}_C^M) = \frac{\pi^M}{1 + d^2 - 1 + \pi^M} < p(D_{NM}^M|\mathcal{D}_C^M). \tag{C8}
\]

Appendix D: Uniqueness of the optimal continuous Markovian characteristic function

We consider the evaluation of \( p(D_{NM}^M|\mathcal{D}_C^M) \) when \( D_{NM}^M \in \mathcal{D}_{NM}^M \) and \( f_{NM}^M(t) \) is the corresponding continuous characteristic function. For the purpose of evaluating this quantity, in Sec. V C we saw that its value is given by \( \Gamma_{NM} / (1 + \Gamma_{NM}) \) and a continuous characteristic function that makes the corresponding \( f^{(p)}(t) \) Markovian for \( p = p(D_{NM}^M|\mathcal{D}_C^M) \) is \( h^M(t) \) (see Eq. (104)). In this section we show that \( h^M(t) \) is the only continuous Markovian characteristic function that makes \( f_{NM}^{(p)}(t) \) Markovian for any \( p \geq p(D_{NM}^M|\mathcal{D}_C^M) \).

Any continuous Markovian characteristic function \( f^M(t) \) assumes values in \([0, 1]\) and is non-increasing. Let start noticing that, if \( f_k^M(t) \) decreases while \( h^M(t) \) is constant, given what we discussed in Sec. V we conclude that the former has no chance to perform better than the latter. Therefore, consider a time interval \((t_1, t_2)\) of non-Markovianity where \( h_k^M(t_1) < 0 \) and \( f_k^{NM}(t_2) > 0 \). If for some \( t \in (t_1, t_2) \) we have \( h_k^M(t) < f_k^{NM}(t) \leq 0 \), the \( f^{(p)}(t) \) obtained with \( h_k^M(t) \) has a time derivative that can be made non-positive for larger values of \( p \) if compared with the \( f^{(p)}(t) \) obtained with \( h_k^M(t) \). Therefore, in this situation \( f_k^M(t) \) is less efficient than \( h_k^M(t) \) to make \( f^{(p)}(t) \) Markovian.

Consider a time interval of non-Markovianity \((t_{k-1}^{(in)}, t_k^{(in)})\) where \( f_k^C(t) < h_k^C(t) < 0 \) for some \( t \in (t_{k-1}^{(in)}, t_k^{(in)}) \) and \( f_k^C(t) \leq h_k^C(t) < 0 \) for every \( t \in (t_{k-1}^{(in)}, t_k^{(in)}) \). Assume that
\[ f^{NM}(t) \geq 0 \] and therefore \( \lim_{t \to a} H^M_C(t) = 0. \) Using the notation introduced in Eqs. (40), (53) and (54), we see that by using \( h^M_C(t) \) all the \( \Delta^p_x \) are non-positive for \( p \geq p(D^{NM}_C|D^M_C) \), while they are all positive for \( p < p(D^{NM}_C|D^M_C) \). In the case of the \( f^M(t) \) described above, we may have that some \( \Delta^p_x(t) \) can be made non-positive for some \( p < p(D^{NM}_C|D^M_C) \). Since \( \sum \Delta^p_x \in [-1, 0] \) and by considering that with \( h^M_C(t) \) we have \( \sum \Delta^p_x = -1 \), there must be a \( k \neq k \) such that the value of \( \Delta^p_x \) obtained with \( f^M(t) \) is smaller than the one obtained with \( h^M_C(t) \). Hence, while \( h^M_C(t) \) can make \( f^P(t) \) Markovian for \( p = p(D^{NM}_C|D^M_C) \), \( f^M(t) \) cannot do the same. A similar argument can be used for \( f^M(t) \) that assume positive and negative values.

Finally, since any \( f^M(t) \) that make \( f^P(t) \) Markovian for \( p = p(D^{NM}_C|D^M_C) \) cannot have a time derivative different from \( h^M_C(t) \), \( h^M_C(t) \) is the only continuous Markovian characteristic function that is optimal to make \( f^P(t) \) Markovian, i.e., \( f^P(t) \) can be made Markovian for \( p = p(D^{NM}_C|D^M_C) \) with a continuous characteristic function if and only if we consider \( h^M_C(t) \). In particular, given the results of Sec. VI, we can state that the optimal Markovian evolution needed to evaluate \( p(D^{NM}_C|D^M_C) \) is unique and defined by \( h^M_C(t) \).

### Appendix E: Different vectors of signs for \( f^M(t) \) and \( f^P(t) \)

We consider \( f^P(t) \in \bar{\Theta}^M_B \) for some \( \sigma_B \), where \( f^M(t) \in \bar{\Theta}^M_B \) for some \( \sigma_a \neq \sigma_B \). In the following, \( \sigma \) is always the index attached to \( f^P(t) \) and \( a \) is always the index attached to \( f^M(t) \).

First, we make the following consideration. In the case that \( f^{NM}(t) \) violates the conditions of Markovianity given in Eq. (15) in a time interval in \( T_{C,i} \), then we must consider \( \sigma_{a,i} = \sigma_{b,i} \). Indeed, if \( \text{sign}(f^M(t)) = -\text{sign}(f^{NM}(t)) \) and \( f^{NM}(t) \) shows a non-Markovian behavior while being continuous at time \( t \), \( f^P(t) \) can be made Markovian at time \( t \) if and only if \( \text{sign}(f^P(t)) = \text{sign}(f^{NM}(t)) \). Therefore:

(A) If \( T_{C,i} \) is a time interval when \( f^{NM}(t) \) behaves as a non-Markovian characteristic function, then \( \sigma_{a,i} = \sigma_{b,i} \).

Therefore, if \( \sigma_a \) and \( \sigma_b \) do not satisfy (A) for at least one time interval \( T_{C,i} \) we set \( p_{a,b} = 1 \) because \( f^M(t) \) cannot make \( f^P(t) \in \bar{\Theta}^M_B \).

### 1. Times of continuity

Let consider \( \sigma_a \) and \( \sigma_b \) that satisfy (A) for each \( T_{C,i} \) and define the optimal \( f^M(t) \) for a generic time interval \( T_{C,i} \) when \( \sigma_{a,i} \neq \sigma_{b,i} \). During this time interval \( f^{NM}(t) \) behaves as a continuous Markovian characteristic function and therefore cannot change its sign. As a consequence, we must be in a situation where \( \sigma_{a,i} = -\sigma_{b,i} \) while \( \text{sign}(f^M(t)) = \sigma_{a,i} \) and \( \text{sign}(f^{NM}(t)) = \text{sign}(f^P(t)) = \sigma_{b,i} \). Therefore, with opposite signs, \( f^M(t) \) and \( f^{NM}(t) \) are approaching continuously zero and we need to make their convex combination be of the same sign of \( f^{NM}(t) \).

We analyze the situation \( \sigma_{a,i} = +1 \) and \( \sigma_{b,i} = -1 \), where \( \text{sign}(f^M(t)) = +1 \) and \( \text{sign}(f^{NM}(t)) = \text{sign}(f^P(t)) = -1 \) for any \( t \in [T_{NC,i-1}, T_{NC,i}] \) (the same results can also be obtained for \( \text{sign}(f^M(t)) = -1 \) and \( \text{sign}(f^{NM}(t)) = \text{sign}(f^P(t)) = +1 \). We write \( f^M(t) |_{T_{NC,i-1}} = [f^M(t) |_{T_{NC,i}}] = |f^M(t) |_{T_{NC,i-1}} - \delta_{M,i} \) and \( f^{NM}(t) |_{T_{NC,i-1}} = -|f^{NM}(t) |_{T_{NC,i-1}} + \delta_{M,i} \), where \( \delta_{M,i} \) is defined by:

\[
\begin{align*}
\delta_{M,i} &= \frac{|f^{NM}(t) |_{T_{NC,i-1}} - |f^{NM}(t) |_{T_{NC,i}}|}{|f^{NM}(t) |_{T_{NC,i-1}} + |f^{NM}(t) |_{T_{NC,i}}} \\
&\leq 1,
\end{align*}
\]

which are upper bounds for \( p \). This is the first time that we obtain upper bounds on \( p \) rather than lower bounds. The reason of this new situation is given by the fact that we impose \( f^P(t) \) to have the same sign of \( f^{NM}(t) \) and the opposite sign of \( f^M(t) \). Hence, this condition cannot be satisfied if \( p \) is too large and it is surely verified when \( p \) is small enough. Notice that (E1) provides the largest interval of validity when \( \delta_{M,i} \) is as large as possible, i.e., \( |f^{NM}(t) |_{T_{NC,i-1}} - |f^{NM}(t) |_{T_{NC,i}} = 0 \), while for (E2) we have the opposite situation. Since they are both upper bounds, \( \delta_{M,i} = 0 \) may seem the best choice. Nonetheless, we have to consider that (E1) have to be consistent with the lower bounds on \( p \) that we obtain when we impose Markovianity for \( f^P(t) \) in the other time intervals and times of discontinuity. As a consequence, the choice of \( \delta_{M,i} \) is not obvious, and we have to implement a variable \( \delta_{M,i} \) that we fix when we calculate \( p_{a,b} \).

Therefore, for each time interval where \( \sigma_{a,i} \neq \sigma_{b,i} \) we introduce a parameter \( \delta_{M,i} \) and \( f^M(t) \) has to be parametrized by this set, namely \( f^M(t) = f^M(t, \delta_{M,i}) \).

Notice that, for the time intervals when instead we have \( \sigma_{a,i} = \sigma_{b,i} \), we use the conditions introduced in Table I. Therefore, we defined the behavior of \( f^M(t) \) for all the times \( t \in W_C \).

### 2. Discontinuities

Let consider those discontinuities that cannot be described by Tables II and III, namely those times \( T_{NC,i} \) such that:

\[
\begin{align*}
\sigma_{a,i-1} &= -\sigma_{b,i-1} \quad \text{and} \quad \sigma_{a,i} = \sigma_{b,i} \\
\sigma_{a,i-1} &= \sigma_{b,i-1} \quad \text{and} \quad \sigma_{a,i} = -\sigma_{b,i} \\
\sigma_{a,i-1} &= -\sigma_{b,i-1} \quad \text{and} \quad \sigma_{a,i} = -\sigma_{b,i} 
\end{align*}
\]

(E3)

These discontinuities, analogously to (E1) and (E2), often provide upper-bounds for \( p \). Consider that, if there is just one time interval where the cross-diagonal conditions of Table I occur, we obtain a lower-bound \( p_{a,b} = \Delta(t + 1) \). Moreover, lower-bound conditions are obtained when we consider
Tables II and III (while (E3) does not apply). Moreover we notice that we must have at least one lower-bound condition, otherwise \( p = 0 \) would be consistent with \( f^{(p)}(t) \) being Markovian, which is a contradiction. Therefore, we may be interested to maximize \( p_{\text{lim}} \) as a function of \( \xi(f^M(t)) \) in order to make it compatible with one or more lower-bound conditions. In several cases given by Eq. (E3) this result is obtained for \( \xi(f^M(t)) = 0 \). Therefore, there is a trade-off between \( p_{\text{lim}} \) and the ability of \( f^M(t) \) to make \( f^{(p)}(t) \) for later times. We conclude that, for each Markovian and non-Markovian discontinuity of type (E3), we introduce a parameter \( \Xi_i \) that defines the value of \( \xi(f^M(t_{NC,i})) \).

3. Evaluation of \( p_{ab} \)

Therefore, having \( \sigma_a \neq \sigma_b \) such that condition (A) is satisfied, in general we need to consider an \( f^M_a(t) \) that depends on the parameters \( \Delta \) (see Section VIII B 2 a), \( \{\Xi_i\}_i \) (see Sections VIII B 2 b and VIII B 2 c), \( \delta^M_i \) (see Section E 1) and \( \{\Xi_i\}_i \) (see Section E 2) and \( p_{ab} \) is obtained by the optimization

\[
p_{ab} = \min_{\Delta, \delta^M, \{\Xi_i\}_i, \{\Xi_i\}_i} \{p | f^M_a(\Delta, \{\delta^M_i\}_i, \{\Xi_i\}_i, \{\Xi_i\}_i) \in \Xi^M_a, f^{(p)}(t) \in \Xi^M_b \}.
\]

(E4)

It is plausible that, even if condition (A) holds, the maximization required for \( p_{ab} \) has no solution. Indeed, the upper-bound and lower-bound conditions discussed above may not be made compatible for any \( f^M_a(t) \in \Xi^M_a \).