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Abstract

Artificial Intelligence (AI) planning is a flourishing research and development discipline that provides powerful tools for searching a course of action that achieves some user goal. While these planning tools show excellent performance on benchmark planning problems, they represent challenging software systems when it comes to their use and integration in real-world applications. In fact, even in-depth understanding of their internal mechanisms does not guarantee that one can successfully set up, use and manipulate existing planning tools. We contribute toward alleviating this situation by proposing a service-oriented planning architecture to be at the core of the ability to design, develop and use next-generation AI planning systems. We collect and classify common planning capabilities to form the building blocks of the planning architecture. We incorporate software design principles and patterns into the architecture to allow for usability, interoperability and reusability of the planning capabilities. Our prototype planning system demonstrates the potential of our approach for rapid prototyping and flexibility of system composition. Finally, we provide insight into the qualitative advantages of our approach when compared to a typical planning tool.
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1. Introduction

Artificial Intelligence (AI) planning computationally solves the problem of finding a course of action that achieve some user goal. The planning problem is usually based on a model that describes the world in a given domain and how to change such a world. The course of action that solves the the problem is called a plan. Different planning techniques have been developed that produce solution plans. In addition to solving techniques, the AI planning community has invested a lot of effort on approaches for addressing other planning-related tasks, such as representation and compilation of domain knowledge, validation of plans, monitoring and execution of plans, and visualisation and explanation of plans and decisions made. We refer to capacities as these as planning capabilities.

AI planning research is at a stage where software tools, called planners, can produce plans consisting of hundreds of steps in basically no time. The planners are traditionally evaluated on benchmark domains the majority of which are synthetically created for the International Planning Competitions (IPCs), and only few seem to stem directly from the real world (e.g., power supply restoration [1]).

The excellence of planners is largely demonstrated within the scope of scientific applications. Outside of this scientific scope, there are several studies reporting on the use of planners for real-world domains, and on the integration of planning in actual applications and systems. Examples include Web service composition [2], games [3], space missions [4], and ubiquitous computing [5]. Except maybe for the domain of games, there is hardly any other evidence on the wide and continuous use of planning in real-world applications.

Given that AI planning has been recognised as capable of application to realistic domains, the question that arises is why AI planning has not been widely used in practice. It might be that real-world and modern applications require planning tools that are interoperable, modular, portable, maintainable, and reusable. Planning software compo-
ments need to be compatible with each other and other application components, thus designed for interoperability. Modularity requires from planning tools to have well-defined and independent functionality. The modularity together with evolvability should provide for high maintainability, i.e., easy fixing of issues or modifying some capability.

Software systems with such considerations are typically designed and developed following fundamental software design principles at both architectural and component level. Research in AI planning appears to alienate the planning tools from such considerations principally due to their orthogonality to knowledge representation and reasoning as primary concerns of the community. By examining existing planning tools, one can notice that software design decisions are neither known nor considered. For example, the influential Fast Forward (FF) planner is associated with an architecture that consists of two techniques rather than components or separate concerns [6], and another prominent planner, the Fast Downward (FD) planner, is associated with a diagram representing three phases that sort of give a coarse separation of concerns [7]. Similar observations can be made about planning tools for domain parsing [8], domain modelling [9], plan validation [10], and so on.

So, there are no specific engineering approaches that capture the peculiarities and design decisions of current planning tools. Also, apart from standard languages for modelling planning problems, there are no standards for planning capabilities. A designer or developer must get bogged down in theory and detail of source codes to use and integrate planning capabilities. This situation gets even worse when the developer would need to look at the scale and maintenance of planning capabilities.

Our aim is to address usability, interoperability and reusability by looking at a collection of planning capabilities through the prism of Service-Oriented Architecture (SOA) [11]. We summarise our contributions as follows.

- We reduce planning complexity by providing a set of flattening and sizing planning capabilities. This collection of capabilities is not only beneficial to our approach but it can also serve as a stepping stone for future software designs of AI planning systems.
- We propose a novel classification of planning capabilities from an operational and technical view. These classifications provide a new perspective over planning capabilities and new insights about their properties, commonalities and differences.
- We propose a new planning architecture in which planning capabilities are designed as loosely coupled services that communicate via messaging. This service-oriented architecture is the first one that considers software design principles and patterns for the purpose of providing usable, interoperable and reusable planning capabilities. Another important contribution of the planning architecture is that it separates technical issues from planning-related challenges.
- We implement a prototype planning system and demonstrate the potential of rapid prototyping, the flexibility of integrating different service implementations, and the possibility to compose the planning capabilities depending on the application needs.
- We assess the quality of our approach and show that our approach has the potential to improve usability, interoperability and reusability of planning capabilities in comparison to typical existing planning systems.

To the best of our knowledge, no approach exists that discerns a collection of planning capabilities from existing planning tools upon which service orientation together with software design principles and patterns are applied. Our work is the first significant step towards placing a planning architecture at the core of ability to design, develop and use next-generation AI planning system for real-world, modern and future applications.

The remainder of the article is organised as follows. Section 2 briefly introduces the field of AI planning and SOA. Section 3 provides a discussion on related work. Section 4 presents relevant AI planning capabilities and their classification. Section 5 introduces the proposed design of planning architecture. Section 6 gives insights into the prototype planning system. Section 7 presents a qualitative assessment of our proposal. Section 8 provides a discussion on our architecture, prototype and assessment. Section 9 finalises the article with concluding remarks.
2. Background

We introduce the field of AI planning, including the basic concepts related to modelling and solving planning problems, languages for specifying planning problems, and planners used to solve planning problems. After this introduction, we turn to describing service-oriented architectures with an emphasis on loose coupling and integration via messaging and patterns.

2.1. AI Planning

AI planning is a growing research and development discipline that originated around 1966 from the need to give autonomy to Shakey, the first general-purpose mobile robot [12]. Over time, many planning approaches have been proposed for addressing general and more specific problems and aspects. A planning problem, which consists of an initial state, a goal state and a set of actions, is solved by searching for actions that lead from the initial state to the goal state. The initial state describes how the world looks like at the moment the planning process starts. The goal state describes the goals of the user. Actions represent domain knowledge and describe the transitions from one state to another. An action consists of preconditions, which are conditions that must be satisfied in the current state so that the action can be applied, and effects, which are conditions that must hold in the state after the application of the action. A plan as a structure of actions is a solution to a planning problem if the preconditions of the plan’s first action are satisfied in the initial state and if the goal is satisfied after the execution of the plan.

Planning approaches often rely on several simplifying assumptions, such as completeness and full observability of the initial state, determinism of actions, modifiability of states only by planning actions, hard goals, sequentiality of plans, and no explicit use of time [13]. These assumptions are too restrictive for real-world domains, where completeness of information cannot be assured and plan execution cannot be guaranteed to succeed as expected during planning. In addition, for some domains, actions and goal states may not be sufficient or adequate to express complex or structured domain knowledge (e.g., as hierarchies). So, much work has focused on developing planning approaches that relax one or more of the assumptions (e.g., [14] [15] [16] [17]), and support specifying additional knowledge, such as Hierarchical Task Networks (HTN) planning [18].

AI planning approaches are typically implemented as software tools, called planners, with the purpose to demonstrate their performance in terms of speed and quality of plans. Planners are often only solvers of planning problems, and in some cases planners may include other functionality, such as modelling and plan execution. Among the most prominent ones are FF and FD due to their performance advantages. These planners represent the base implementation for many other planners (e.g., TFD [19], PROBE [20]). Among HTN planners, the Simple Hierarchical Ordered Planner (SHOP) [21] is the most well-known planner that has been extended with numerous additional functionality, such as partially ordered tasks in SHOP2 [22], preferences in HTNPlan-P [23], etc. Other hierarchical planners include SIADEX [24], SH [25], and PANDA [26].

Planning problems are typically specified in some syntax. The most common specification syntax is the Planning Domain Definition Language (PDDL). PDDL is a Lisp-based language developed for the needs of the first IPC in 1998 [27], and has become a defacto standard language for specifying planning problems also outside IPC. To support modelling more realistic planning problems, PDDL was later extended with additional constructs, such as numeric fluents, plan metrics and durative actions [28], preferences [29], probabilistic effects [30] and mixed discrete-continuous dynamics [31]. For modelling planning domains with HTNs, a few languages exist, such as SHOP2-based syntax, Hierarchical Planning Definition Language (HPDL), which is the first language for hierarchical planning built on the basis of PDDL [32], and Hierarchical Domain Definition Language (HDDL) [33], a merely slight modification of HPDL.

2.2. Service-Oriented Architecture

SOA defines a way to make software components interoperable and reusable. These can be accomplished by using common communication standards and design patterns in such a way that software components can be integrated in existing and new systems without the need of deep integration.

The basic building block of an SOA is a service, which encapsulates a capability that addresses a specific functional requirement, hiding away code and data integration details required for the service
execution. This definition entails service loose coupling, a key feature of SOA. Loose coupling ensures that services can be invoked with little or no knowledge of how the integration is achieved in the implementation. That is, loose coupling intentionally sacrifices interface optimisation to achieve flexible interoperability among systems that are disparate in technology, location, performance, and availability [34]. In other words, as services are typically distributed, the communication between them may be affected due to various reasons, such as network outage, failure of interacting services, speed of data processing or computation, and provisioning of resources. Therefore, a set of autonomies of loose coupling among services should be enabled, namely reference autonomy, time autonomy, format autonomy, and platform autonomy [35]. Reference autonomy indicates that interacting components do not know each other. Only the place where to read/write data is known. Time autonomy means the communication between interacting components is asynchronous. Components access channels at their own pace and the data exchanged is persistent. Format autonomy allows components to exchange data in different formats, and each component may not know the data format of the interacting component. Platform autonomy indicates that interacting components may not be implemented in the same programming language and run on the same environment.

Software components can work together and exchange information while maintaining loose coupling by using messaging. Under the messaging integration style, two components exchange a message via a message channel [36]. The sending component creates a messages, adds data to the message, and pushes the messages to a channel. The messaging system, or Message-Oriented Middleware (MOM) [37], makes the message available to an appropriate component. The receiving component consumes the message and extracts the data from the message.

2.3. Enterprise Integration Patterns

We use Enterprise Integration Patterns [36], or just patterns, as a way to solve recurring architectural problems in the messaging context. The patterns are formulated in an abstract way to provide technology-independent design solutions. Besides, the patterns provide a common vocabulary to make technical discussion and reasoning easier to follow.

3. Related Work

Several studies have focused on designing planning architectures, frameworks and service-oriented planning systems. Since these studies have appeared over a longer period (1997-2017), the range of architecture designs is also broad. A monolithic planning framework, called CPEF, is designed to offer several planning components [35]. Due to the tight coupling of the components, the framework has a lack of flexibility. Usability, interoperability and reusability seem to be not considered. An implementation of the framework seems to have existed at the time of the publication.

PELEA, a generic architecture for planning, execution, monitoring, replanning and learning, is presented in [39]. The architecture seems to be a monolithic design with some modular structure where the main focus is on the processing of permanently incoming data. For usability, a dashboard is offered. Apart from an interface for the execution module, no other interfaces are described. An implementation of the architecture existed that focused on sensing and actuating.

A set of planning services and a service-oriented architecture for the domain of space mission are discussed in [40]. The architecture does not focus on usability though some visualisation service are envisioned. To ensure interoperability, the standardisation of interfaces is discussed. The approach seems to offer a potential for rapid prototyping since many implementations already exist within the domain. The presented approach does not go beyond a theoretical discussion.

The RuG planner is a system designed on the basis of an SOA and event-driven approach [14]. Usability is not specifically investigated though it might have a potential for a high degree of user satisfaction due to the incorporating of industry needs. No particular interoperability considerations can be observed. The planner integrates an existing constraint-satisfaction solver, supporting reusability to some extent. Particular attention is paid to the scalability of the planner. The system is prototypically implemented and empirically evaluated to demonstrate its performance.

The SH planner is a system designed as a service-oriented architecture and offers a high degree of flexibility [41]. Usability is enabled by a Web interface for modelling planning domains and problems. The use of RESTful interface offers a certain level of interoperability. No reusability is considered. The
system is implemented as a prototype and used in the domains of ubiquitous computing [25] and cloud deployment [12].

Planning Domains is a convenient platform solution that does not require any setup [43]. The solution is primarily intended for scientific and educational purposes. It provides several RESTful services that offer only technical interoperability. On the other hand, plugins are offered, allowing new functions to be integrated. The solution integrates an existing framework to solve planning problems.

SOA-PE, a service-oriented architecture for sensing, planning, monitoring, execution, and actuation, is presented in [44]. It draws architectural ideas from PELEA but transforms them into an SOA. The architecture seems to offer usability by providing appropriate interfaces. The architecture components are designed to communicate via some middleware for cyber-physical systems. Except for component distribution, no particular software design approaches or standards are observable. The architecture seems to have been prototypically implemented.

In contrast to these existing studies, our approach provides a planning architecture with a large collection of common planning capabilities. The architecture design is based on software design principles and patterns which have not been considered in the existing studies. Our prototype implementation represents a modern planning system that demonstrates the possibility of rapid prototyping and flexibility of composing planning capabilities. We also qualitatively assess our approach with respect to usability, interoperability and reusability.

4. Planning Capabilities

Before presenting the planning architecture, we first need to identify and collect important AI planning capabilities that will form the basis for the design of the architecture. In addition, we propose classifications of the identified AI planning capabilities to provide a systematic overview of the different kinds of properties, features, commonalities and differences among AI planning capabilities.

4.1. Identification

We want to identify and collect common AI planning capabilities necessary to design and implement a wide range of planning-based systems. To do this, we search existing literature describing planners, planning architectures and planning frameworks. We refer to these as planning artefacts. In addition to those identified in related work, we select several prominent planners and systems, resulting in a total of 20 artefacts. We then employ content analysis and inductively identify planning functionality. The outcome is a collection of 18 AI planning capabilities. Table 1 shows an overview of the analysed planning artefacts and the capabilities identified per each artefact. Sometimes a planning capability service is described but not provided by the artefact itself, or it is not available in all versions of the artefact (indicated by “(X)”).

We determine three types of artefacts: planners, which are artefacts whose main capability is to solve planning problems (indicated by “P”); planning systems with an external planner, which are artefacts whose range of capabilities goes beyond the solving capability and integrate an external planner for the solving capability (indicated by “P−”); and planning systems with a dedicated planner (indicated by “P+”).

A Converting capability performs transformation of planning data from one format to another without much complexity. An Executing capability executes plan actions typically by using low-level commands or APIs. A Graph-handling capability provides certain graph utilities that often needed or prove useful to planning techniques. A Learning capability is commonly used for learning domain models or to aid the planning process. Managing and orchestrating capabilities are used as routers or system handlers. A Modeling capability represents an interface between users and planning systems. They are used to generate domains and problem instances. Monitoring capabilities observe the world and execution of plan actions, and look for potential execution contingencies. A Normalising capability is especially used in the context of heuristics. Also, some unifying steps can be added to this capability. A Parsing capability is necessary to create programming-level objects from models specified in the planning languages. Problem generating capabilities are used to automatically create planning problem instances from data representing the world, such as sensor data. A Reacting capability enables handling unexpected events. Typically, this requires replanning. Planners often use heuristics to find plans fast or of improved quality. The Relaxing capability supports the relaxation heuristics [6]. A Searching capability deals with search
algorithms used to explore the space of planning states. A Solving capability creates a plan and can utilise any number of supporting capabilities during the process. In order to reuse domain specifications or other elements, Storing capabilities are required. A Verifying and Validating capability is designed to detect possible errors at an early stage. When users or sensors are involved, it is necessary to filter incorrect inputs to reduce the system load. It is also used to validate the correctness of plans. A Visualising capability is a front-end functionality used to display charts, tables, and other statistics.

4.2. Classification

We classify the identified AI planning capabilities from two orthogonal views. The first view classifies the capabilities according to their operational competences, while the second view according to their technical properties.

4.2.1. Operational View

Our operational view for classification of AI planning capabilities is inspired by the following classes of capabilities defined in a business context for operational processes: core capabilities, enabling capabilities, and supplemental capabilities [55, 56]. Core capabilities are defined as capabilities that provide access to a wide variety of domains, make a significant contribution to the perceived benefits, and are challenging to imitate [56]. Enabling capabilities are defined as capabilities that do not provide a competitive advantage on their own but are necessary for other capabilities [56]. Supplemental capabilities are easily accessible and provide a competitive advantage for the user. This class of capabilities often requires Enabling capabilities to run.

By following these definitions, we classify planning capabilities as follows. The minimal set of Core planning capabilities consists of the Modeling, Solving and Executing capability. The set of Enabling planning capabilities consists of the Converting, Graph-handling, Managing, Normalising, Relaxing, Searching and Verifying & Validating capabilities. The set of Supplemental planning capabilities consists of the Explaining, Learning, Parsing, Reacting, Storing and Visualising capabilities.

4.2.2. Technical View

We now turn the view orthogonally to the technical perspective. It is known that patterns represent scientific and timeless approach to describe the behaviour and context of behaviour [57]. The enterprise integration patterns instantiate such an approach [36], which we apply on the AI planning capabilities to classify them into appropriate classes.

Before we map AI planning capabilities to patterns, we want to reduce the complexity of the planning process and its relevant aspects. To achieve this, we view the process as a black-box pipeline based on the Pipes and Filters pattern [36]. The main components of this pattern are filter nodes, source nodes, and sink nodes. Filter nodes are processing units of the pipeline. Source nodes provide input data to the pipeline, while sink nodes collect the outcome from the end of the pipeline. By using these types of nodes and analysing the AI planning capabilities, we observe that each capability can be reduced to one of the node types. The left-hand side of Table 2 gives an overview of the reduction of the planning capabilities to node types.

With this knowledge, we map the AI planning capabilities to appropriate patterns. The right-hand side of Table 2 gives an overview of the mapping. The resulting patterns can be grouped into four classes, namely Endpoint, Transforming, System Management and Routing. The Endpoint class includes patterns that enable software components connect to a messaging system for the purpose of sending and receiving messages. The Transforming class encompasses patterns that translate, enrich, normalise or perform any other form of transformation of messages. The System Management class contains patterns that monitor the flow and processing of messages and deal with exceptions and performance bottlenecks of the underlying system. The Routing class includes patterns that enable decoupling a component that sends a message from one that receives the message. As a consequence of this pattern grouping, AI planning capabilities can be also categorised in the four classes, providing the technical view of classification, as shown in Table 2.

The connections among the pattern classes and their relationship with the node types is shown in Figure 1. Endpoints represent either source nodes or sink nodes. Such endpoints can call each other or call filter nodes from the Routing or Transforming class. System Management also monitors routing and transforming capabilities.

5. Architecture Design

With the collection of planning capabilities and the classifications, we can design a fully operational
| Name               | Type | Parsing | Modelling | Solving | Visualising | Verifying & Validating | Executing | Monitoring | Managing | Reacting | Converting | Searching | Graph-Handling | Relaxing | Storing | Learning | Explaining | Normalising | Problem generating |
|--------------------|------|---------|-----------|---------|-------------|-------------------------|-----------|------------|----------|----------|------------|-----------|----------------|----------|---------|----------|------------|-------------|---------------------|
| CPEF [38]          | P+   | X       | X         | X       | X           | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| FAPE [40]          | P    | X       | X         | X       | X           | X                       | X         |          |          |          |            |           |                |          |         |          |            |             | X                   |
| Fast Downward [2]  | P    | X       | X         |         |             | X                       | X         | X          | X        | X        |            |           |                |          |         |          |            |             | X                   |
| Fast Forward [6]   | P    | X       | X         |         |             | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| GTOHP [40]         | P    | X       | X         |         |             | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| Marvin [47]        | P    | X       | X         |         |             |                         | X         | X          |          | X        |            |           |                |          |         |          |            |             | X                   |
| O-Plan2 [48]       | P+   | X       | X         | X       | X           | X                       | X         | X          | X        | X        |            |           |                |          |         |          |            |             | X                   |
| PANDA [49]         | P+   | X       | X         | X       | X           | X                       | X         | X          | X        | X        |            |           |                |          |         |          |            |             | X                   |
| PELEA [50]         | P+   | X       | X         |         |             | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| ROSPlanner [50]    | P−   | X       | (X)       |         |             | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| RuG Planner [14]   | P+   | X       | X         |         |             | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| SH Planner [41]    | P+   | X       | X         |         |             | X                       | X         | X          | X        | X        |            |           |                |          |         |          |            |             | X                   |
| SHOP [51]          | P    | X       | X         |         |             | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| SHOP2 [22]         | P    | X       | X         |         |             | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| SHOP3 [52]         | P    | X       | X         |         |             | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| SIADEX [43]        | P+   | X       | X         | X       | X           | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| SIPE-2 [53]        | P+   | X       | X         | X       | X           | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| SOA-PE [44]        | P+   | X       | X         |         |             | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| SMP System [40]    | P−   | X       | X         | (X)     | X           | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |
| UMCP [54]          | P    | X       | X         |         |             | X                       | X         | X          |          |          |            |           |                |          |         |          |            |             | X                   |

Table 1: An Overview of Planning Artifacts and Their Corresponding Capabilities. P indicates a planner, P− indicates a planning system with an external planner, and P+ indicates a planning system with a dedicated planner. “X” indicates a support for a planning capability, and “(X)” indicates that a planning capability is not implemented or not available in all versions of the artifact.
planning architecture. Next, we determine the requirements of interest and structure of the planning architecture, and then we provide some general and more specific consideration for the architecture design.

### 5.1. Capability Requirements

While current planning artefacts provide powerful means to search for and execute plans, they lack qualities as software systems. Planning artefacts are often functionally overloaded to meet the goals, which increases the complexity and reduces the level of usability, which is the first requirement of our interest.

Since real-world planning problems are too complex to be solved by a solving capability only, the problems are often decomposed into sub-problems that need to be handled by separate planning capabilities, such as modelling, execution and reaction. These capabilities in turn must communicate among each other and with external services, thus exchange messages. So, the second requirement of interest is interoperability.

Many planning artefacts require the same planning capabilities for full functionality. For instance, numerous planning artefacts require a PDDL parsing capability. Currently, the planning artefacts either implement their own version of a parsing capability or integrate full planners to use the planners’ parsing functionality. So, enabling reusability of planning capabilities is the third requirement we consider in the design of the planning architecture.

#### 5.1.1. Usability

Usability starts on the interaction side. Independent of the user’s skills, the user should be able to
use the planning capabilities. Thus, a certain level of "ease of use" is mandatory for planning capabilities to be usable. With good usability, it does not matter if a planning capability is a front-end or back-end service; the appropriate usability criteria are the same. According to the ISO 9241-11 standard [58], we need to maximise the effectiveness, efficiency and user satisfaction.

5.1.2. Interoperability

Interoperability is majorly achieved by using unified models on every endpoint. So, the concepts for loose coupling and messaging are mandatory. According to [59], four levels of interoperability should be considered for the design: organisational, semantic, syntactic and connectivity level. On the organisational level, we must ensure that each planning request follows a purpose. This level contains a strategy, choice of interacting component, and outsourcing parts of the functionality to other services. On the semantic level of interoperability, we have to ensure that both interacting services interpret a message or request in the same way. This means a domain of values, relevant rules, and/or choreography must be provided to ensure equivalent handling between interacting components. On the syntactic level, we need to focus on the notation (format) of a planning request. The message must follow the structure according to defined schematics. In most cases, RESTful Application Programming Interfaces (APIs) or messaging channels use JSON or XML as a message format. On the connectivity level, we need to deal with a protocol as an essential step for transferring a planning request. This level requires a selection of a message protocol and routing to the correct endpoint. Note that, to achieve the best possible interoperability, planning capabilities have to aim for the best interoperability on each of the levels.

5.1.3. Reusability

To mitigate or reduce the development effort for new AI planning capabilities, the reusability of existing planning concepts and services is indispensable. To allow reuse of planning capabilities, the number of dependencies has to be minimal. This requirement is also related to the loose coupling autonomies (see Section 2.2). To support the reusability of planning capabilities, we consider the following quality characteristics: portability, flexibility, and understandability. For details on these characteristics of reusability, we refer to [60].

5.2. Decentralised Approach

Our choice for the design of the planning architecture falls to a decentralised approach as it offers the best properties to achieve loose coupling. First, the communication between capabilities based on messaging in the publish-subscribe stack is most often characterised by good performance, which is especially useful in systems with a high load and several clients, such as in energy smart systems [24]. Second, decentralised planning systems may scale very well horizontally since each planning capability would have its own incoming and outgoing topic. Furthermore, the automatic configuration detection in MOM helps to add new planning capabilities during a system’s runtime. The most crucial point is that planning capabilities themselves can request other capabilities directly without another gateway, checking the availability first. Finally, since it is essential to increase reliability and not violate the principles of services, the planning capabilities must be designed and implemented to be stateless. Therefore, our choice for the design of the planning architecture falls to the decentralised approach.

5.3. Planning Architecture

We design the planning architecture considering general service requirements (see [61]). The architecture aims at defining a composition of planning capabilities and thereby facilitating their implementation as services. Our proposal for the design of the planning architecture is based on the Hub-and-Spoke pattern [36]. Usually, this kind of architecture pattern is not performing well when it comes to scaling. However, since MOM provides the hub, selecting the best-fitting technology for MOM can help overcome this issue. The usage of this design pattern also provides an easy solution to connect new planning capabilities with each other using the hub.

Figure 2 shows an abstract overview of the planning architecture. The architecture consists of a front-end service, MOM, and various back-end services. Due to the ease of implementation, we propose communication of the front-end capabilities based on RESTful Web services for synchronous calls and Web Sockets for asynchronous messaging. Using these standard Web communication concepts also enables the simple integration of security features (e.g., HTTPS and JWT on the header).

Figure 3 shows the complete architectural design. It can be observed that the architecture provides great opportunities since the operational and
technical classes also specify the context of use. The range of functionality can be extended significantly by implementing different capability service instances for the same capability class. Some capabilities require different interfaces to work in a sufficient way. For instance, the Executing capability requires interfaces for action invocations. Besides this, the Storing capability requires a database to do not violate the stateless principles of services. Since front-end capabilities require a bridging service to access the MOM data, a Managing capability is utilised. All other capabilities are connected using messaging on a publish-subscribe basis.

User interaction is also considered by accounting for appropriate graphical user interfaces through which information can be passed to the system. This information mainly refers to models of domains and problems, or configurations. Additionally, a Visualisation capability is envisioned to display relevant results (e.g., sequential plans) and to provide monitoring figures or statistics. The design does not put any restrictions on the use of third-party API.

5.3.1. Messaging

We propose the following template for naming MOM topics:

<ver>.<capability-class>.<capability-name>#<name>

The last part of the template (#<name>) defines the handling of instances of a capability. Note that a capability instance refers to an implementation instance rather than a service instance for high availability. This value should not be a unique instance ID since horizontal scalability is necessary. In case of multiple instances of the same planning service, a common name should be used to enable parallel execution of tasks. Therefore, the architecture does not define any implementation detail. Only the existence of an additional sub-topic or flag is important.

To avoid blocking, outgoing topics are not provided since this would encourage polling endpoints.

It is necessary to specify a response topic in a request message to route the message after its processing dynamically. The underlying pattern is Request-Reply with an extension of the Return Address pattern.

5.3.2. Statelessness

If a capability service needs to assign a sub-task of its planning task to another capability, the state of the process must be stored temporarily so that the capability service becomes stateless and non-blocking after the assignment (i.e., sending a message). To maintain the IDEAL properties of the future system (see [35, 62]), the use of an isolated state is necessary. Therefore, the planning capabilities that call other capabilities to place requests must store the state externally. To merge the results of sub-tasks in the corresponding capability service, a so-called correlation identifier is used to guarantee the correctness of the correlation.

5.3.3. Handling of Requests

We now describe the adopted integration patterns per technical class. These patterns can be applied to all capability services of the respective class.

Endpoint planning capabilities

Since Endpoint planning capabilities can occur in different variants, a general pattern is not applicable. Therefore, a distinction between front-end and back-end services is necessary.

Back-end capabilities. All planning capabilities within the Endpoint class that do not have to process direct user input can be considered back-end capabilities. Figure 4 shows an example for the processing of a planning request. The following steps are performed (also highlighted in Figure 4):

1. The back-end service has an established subscription to its incoming exchange topic and starts processing the message.
2. The request is received and placed in a queue. All the requests will be processed after each other (i.e., a first-in-first-out order). The results are pushed to the corresponding reply queue.
3. The response is taken from the reply queue and sent to the corresponding topic.
Figure 3: Overview of the Planning Architecture
Front-End capabilities. All planning capabilities within the Endpoint class that have to process direct user input can be considered front-end capabilities. Figure 5 shows an example for the processing of a user request. The following steps are performed (also highlighted in Figure 5):

1. The front-end capability service receives new information from user input. All information is placed at the request body of a RESTful POST message.
2. The front-end capability service calls the RESTful endpoint of a routing capability.
3. The Routing capability service processes the request and sends it to a Solving capability using MOM.
4. After the system processed the request, the response or error is passed back to the routing capability. A Web Socket is used to send the asynchronous response back to the front-end.
5. The front-end receives the response or a custom-error and processes it (e.g., visualises it).

Transforming capabilities

Since all planning capabilities in the Transforming class are identical from an architectural point of view, one pattern can be applied to all of them. Figure 6 shows a processing of a simple request by a transforming capability. The following steps are performed (also highlighted in Figure 6):

1. Service A creates a new request and pushes the message to the corresponding transforming topic in MOM.
2. The transforming service has an established subscription to its incoming topic, and the message is pushed to the queue of the transforming capability.
3. The transforming service processes the request and sends it to the given response topic.
4. The response is placed on service A’s capability topic in MOM.
5. Service A has an established subscription to its incoming topic and starts processing the message.

Since the architecture allows dynamic routing, the transforming capability is free to decide if any other transformation is necessary to reach the requested response format.

System Management Capabilities

System management and monitoring capabilities differ slightly at the architecture level. Only the origin of the information varies within MOM. An example of behavior of the system management capability includes a step in which the service establishes a subscription to at least one topic and another step to process a message.

Routing capabilities

Since there is only one capability classified as a routing capability yet, one architecture pattern can be applied. The basic functionality is similar to the one for the front-end endpoint capability. Here we focus on the global error handling that is done by the Routing capability. Figure 7 shows the architecture pattern and behavior for the Routing capability. The following steps are performed (also highlighted in Figure 7):

1. Service A throws a custom error on processing a request. The request is handled and sent to the routing capability topic.
2. The routing service consumes the message from the topic and pushes it to the correct queue.
3. Normally the request is pushed to the in-queue (step 3.1). In this example, the message is an error, so the error-queue is responsible (step 3.2). The response or error is processed depending on the specific implementation.

6. Implementation

As a proof of concept, we implemented a prototype planning system whose deployment diagram is shown in Figure 8. It consists of five planning services that provide a fully functioning planning system. Besides the general division into front-end and back-end services, the technologies used for the
Figure 5: Front-End Endpoint Capability

Figure 6: Transforming Capability

Figure 7: Routing Capability
realisation of each service are also shown. We implemented the modelling capability using Angular\(^1\) and Typescript\(^2\). For the back-end capabilities, we used Spring Boot\(^3\) and Kotlin\(^4\). As message-oriented middleware, we use RabbitMQ\(^5\).

We used reactive programming, among other things, to be able to handle asynchronous processes in a non-blocking manner. Special attention is paid to dynamic routing to avoid the classical ping-pong process and to increase reusability. We configured RabbitMQ to give each planning service its message queue for incoming tasks. As RabbitMQ provides built-in filtering of messages in a topic (the so-called routing key), we use this feature to not compromise the extensibility of the same capability classes (e.g., HDDL parsing capability). Each queue can be configured to accept only the tasks with the appropriate routing key from the topic. This enables creation of new planning services and their integration into the running system. Each service is able to create related topics and register new queues in the messaging system.

Each planning service can be delivered as a Docker\(^6\) image with a single command. The entire planning system can be deployed using Docker-Compose. By utilising runtime environment parameters, a predefined profile can be selected to allow the deployment of the system to different stages.

To use a minimal amount of process-relevant information in services, we use the Routing Slip pattern. This pattern allows dynamic routing of messages across multiple services. Implementing the process within a capability would cause reusability to suffer. The pattern is implemented using a call stack. After initially receiving a system request, the system’s expected endpoint (topic name and expected type) is first pushed followed by the initial service pushed by topic name and schema (or only a schema ID if a type registry exists). Typically, the Solving service is the initial capability. In it, a process is pushed into the stack in the form of sequential steps. Later, the invoked capabilities can extend the process arbitrarily by adding more process steps in the stack. Each capability removes its entry from the stack and sends the result to the next entry above in the stack.

In the following, we provide insights into the implementation of each prototype capability.

### 6.1. Managing Capability

We use the Managing capability to integrate the front-end and back-end. The capability is responsible for handling the user requests and delivering results to users. The Managing service also implements basic error-handling that uses the correlation identifier of each request. Due to the decentralisation of the message flow, we set up an error queue that transmits the corresponding status to the user when a certain planning capability step fails. Finally, the Management capability store interfaces of the available capabilities, which can be useful to other planning capabilities (see Solving capability). Currently, only an in-memory solution is integrated, which cannot be used by other capabilities. Note that a list of all available capabilities is already realised in the prototype by using the RabbitMQ API.

For communication with the Modelling capability, the Managing capability provides a RESTful interface. For connection to RabbitMQ, a corresponding exchange topic is created. To efficiently handle asynchronous system responses (i.e., results and errors), the Managing capability implements a Web Socket. Non-blocking asynchronous event streams are processed using Reactor\(^7\).

### 6.2. Parsing Capability

The Parsing capability converts planning problems specified in some syntax into programming-level objects. This service requires implementation of a ParsingRequest interface, which includes syntactic models of a planning domain and problem instance. To reduce the size of messages, the input should be given as base64 strings. The input is interpreted according to the stored information in the call stack. To manage multiple syntactic forms of inputs to this service (e.g., PDDL, HDDL, SHOP), we use the Strategy pattern, which allows encapsulating a set of interchangeable algorithms individually\(^6\). The basic approach towards the implementation of this service consists of converting internal data models into wrapped data models which are in turn serialised and provided as JSON
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messages. The conversion is accomplished by the Converting capability.

The service implementation parses PDDL planning problems. This is accomplished using the PDDL4J library [64]. For other alternatives, see Section 8.

6.3. Converting Capability

We use the converting capability to demonstrate the dynamic routing and independent insertion of intermediate steps, such as encoding of planning problems. The encoding step transforms a given planning problem into its final form. Such a transformation is typical for most PDDL-based planners [64].

The Converting service requires implementation of the EncodingRequest interface. Since our prototype completely supports planning problems specified in PDDL, we implemented the encoding of PDDL to a finite domain representation using the PDDL4J library. We created a PddlEncodedProblem class that follows the object structure of the library. We wrap the whole data structure by custom classes to avoid serialisation problems. This implementation choice preserves the representation of a given planning problem as a causal domain transition graph, which provides an efficient way to determine which propositions are accessible from the current state [64].

6.4. Solving Capability

The Solving capability requires implementation of a SolvingRequest interface with four arguments about the chosen planner, chosen planning language, domain, and problem instance. A user can select a planner and planning language. The service subsequently decides on its own authority which planning capabilities are to be used. That is, the solveProblem() method is called, which sends a request to the Parsing capability. This connection is currently preconfigured, but the ultimate objective is to search a repository for required interfaces and select an appropriate service interface. The cornerstone for this is already implemented in the Managing capability.

After receiving a reply from the Converting capability, the solving of the given planning problem begins. Since the data model may not contain a planner field for the response, the call-stack state is used at this point. Depending on the embedded planner, different types of plans can be produced (e.g., sequential plans or partially ordered plans). All results are forwarded according to the call stack.

In our case, the user can select planners with different search strategies and heuristics as implemented in the PDDL4J library. For other alternatives, see Section 8.
6.5. Modelling Capability

The Modelling capability provides a Web interface that enables a user to model planning problems, select a planner, send a solving request, and inspect a found plan. It also provides login, monitoring and administration functionality, such as overview of the system and states of capabilities. In case of errors, the Modelling capability provides the stack trace and a reference to the corresponding service. The modelling of planning problems is enabled by a WEB IDE implemented using ACE with syntax highlighting and folding provided by the WEB planner 8.

7. Qualitative Assessment

We now provide a qualitative assessment of our approach. We analyse the usability, interoperability, and reusability of the planning architecture/prototype in comparison with a typical AI planning artefact. To visualise the comparisons of the quality data, we use radar charts. Each quality attribute is divided into several indicators each of which gets a score assigned. The score describes the general suitability of the architecture/artefact with respect to the indicator. We use \(-, O, +\) as a score range, where each score is correlated with a value as follows: “−”≡ 0.0; “O”≡ 0.5; and “+”≡ 1.0.

7.1. Usability

Since we are not completely interested in user interfaces, we focus on usability from a developer’s point of view. We assess usability considering three indicators: effectiveness, efficiency and user satisfaction. Figure 9 shows the scores of these usability indicators. It can be observed that our approach scores equally or better than a typical planning artefact. We discuss each usability indicator next.

Effectiveness. We see the effectiveness as a composition of task effectiveness, task completion and error frequency 66. Since we only require existing planning artefacts to be distributed over corresponding planning capabilities, the operation and behaviour of such artefacts would not be affected. As a consequence, the task effectiveness and task completion of integrated planning artefacts are not compromised. If our planning services are distributed over a network, the probability to have a high error frequency may grow due to service unavailability. This would not be the case with typical planning artefacts. However, our planning architecture and prototype support resilience by allowing multiple service instances to run and using a messaging system. We can conclude that the general effectiveness of our approach is as high as a typical planning artefact without network dependencies. Thus, both score “+”.

Efficiency. We use two indicators for the efficiency. The first one is related to the first startup of a system. Since most planning artefacts have a large number of dependencies, the first startup is typically time-consuming. On the other hand, our approach is a platform solution that only requires a Web browser available in any standard computing device.

The second indicator is related to system runtime from the moment of submission of a planning request. Under the assumption of identical computing power, our approach might be slower that a typical planning artefact due to serialisation and messaging, which may require additional computing power. We should also consider that our architecture design offers the possibility of parallelisation. As a consequence, our approach and a typical planning artefact both score “+”.

User Satisfaction. We can assume a high degree of user satisfaction can be achieved by providing front-end capabilities. However, due to the ability to extend capabilities, our architecture offers a significant advantage over a typical planning artefact.

Figure 9: Radar Chart of Usability Indicators
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So, the probability of being able to deliver a desired function is correspondingly higher than with a typical planner. Since most existing planners only provide or require a command-line interface, the required knowledge and user involvement is high, and errors due to wrong interaction can occur more easily. Therefore, our approach scores “+”, while a typical planning artefact scores “O” for user satisfaction.

7.2. Interoperability

We assess interoperability using its four levels as indicators: organisational, semantic, syntactic and connectivity level. Figure 10 shows the scores of the interoperability indicators. We can observe that our approach has better scores than a typical planning artefact. We discuss each indicator next.

Organisational. Our approach achieves organisational interoperability guaranteed by the architectural design and the clarity of purpose of each capability. On the other hand, planning artefacts typically are not associated with architecture designs and the purpose of a certain artefact and its components should be deduced either from a relevant paper or code if available. As a consequence, our approach scores “+”, and a typical planning artefact scores “O”.

Semantic. Due to the distribution of capabilities in our service-oriented architecture, API documentation is necessary, which we accordingly provide. Our approach gives processing guarantees by specifying the expected return type, but no mandatory validation is performed. Thus, it is theoretically possible to misinterpret objects if they are misused. This can be further reduced if service interfaces are sufficiently documented. Therefore, we assign the “O” score to our approach. In a typical planning artefact, semantics are only provided in a corresponding scientific paper, while software documentations are rarely given if at all. As a consequence, the score for a typical planning artefact is “−”.

Syntactic. Since syntactic interoperability requires an SOA, this indicator is not applicable to a typical planning artefact. So, the score is “−”. On the other hand, our approach is based on SOA and uses a uniform communication format (i.e., JSON). Thus, the score is “+”.

Connectivity. Connectivity requires decentralisation, a property uncharacteristic for typical planning artefacts. We therefore assign the “−” score. On the other hand, our approach is decentralised and supported by commonly used standards and tools. For the front-end, RESTful is used, which is based on the HTTP protocol. The choice of MOM is RabbitMQ, which is based on the TCP protocol. Both protocols are supported in most programming languages. Finally, our approach does not restrict the choice of MOM. Thus, we award the “+” score.

7.3. Reusability

We assess reusability as a composition of the following indicators: portability, flexibility, and understandability [60]. Figure 11 shows the scores of the reusability indicators. It can be observed that our approach scores better in all indicators than a typical planning artefact. As before, we discuss each indicator next.

Portability. Portability can be determined by having as few dependencies as possible. Our planning architecture uses services that encapsulate their dependencies. Although the services may have many dependencies to external libraries, the dependencies are handled during compile-time. It is also possible to use dependency handlers (e.g., Gradle, Maven) to minimise repository dependency. During runtime, the planning services are entirely decoupled from the communication interface. Therefore, we assign the “+” score to the proposed approach.
Most of existing planning artefacts (e.g., PandaPiParser [26]) depend on operating system libraries, which may be due to the programming language used (e.g., C++) and the design of the artefact’s architecture. Rare are the planning artefacts that offer encapsulated solutions (e.g., virtual images). Even runnable artefacts are often challenging to find, so one has to handle all build dependencies. As a consequence, we assign “−” for the portability of a typical planning artefact.

**Flexibility.** Flexibility consists of two components, namely generality and modularity. Our approach offers a high degree of generality and modularity. This is mainly due to the encapsulation of planning capabilities, which can be also interpreted as individual modules. Generality is also achieved by using standard communication. Finally, planning capabilities are general enough to compose them in various ways. Therefore, we assign the “+” score.

When examining existing planning artefacts, one can notice that most of them do not use any other modular structures apart from the division into packages. Also, the generality of most of the planning artefacts as software systems is low. However, a set of utility functions is often provided, which can be used independently from the application context. This allows a minimal degree of flexibility, thus, we assign the “O” score.

**Understandability.** Understandability also consists of two components. The first one is documentation. Our approach may have detailed code documentation, however, there is no requirement that enforces such a description. Complexity is the second component. Our system’s total complexity is distributed over several services, which decreases the functional complexity of the individual services. This should be taken with a grain of salt due to the communication effort that may incur in a distributed system. Since the functional complexity outweighs the technical complexity in our context, we assign the “+” score.

For existing planning artefacts, the documentation is extremely rare. The behavior of the artefacts is typically presented in a scientific paper with no guarantee for consistency. Since typical planning artefacts bundle all their functionalities, their behavior is relatively complicated. Therefore, the comprehensibility of their individual components is impeded and worse than in a system with separate concerns. Therefore, we assign the “O” score.

8. Discussion

The collection of planning capabilities is a result of a qualitative analysis of a set of planning artefacts. This is performed in a rigorous and systematic way in which all steps and information are documented, guaranteeing its validity. While the set of analysed planning artefacts is not exhaustive, it represents a relevant sample of software tools, architectures and frameworks in which AI planning is the intervention. This ensures that the collection of planning capabilities can be generalisable to a wider population of planning artefacts. The validity and generalisability allow us to qualify our analysis and its results as trustworthy.

Instead of a decentralised approach for the design of our planning architecture, we can go for the option of a centralised approach that is realised through a central capability service for pure process control. Since the central capability service would need to be always adapted when changing a planning capability or the process itself, a centralised architecture would lack usability. In theory, such a service could be set up generically to be configured via its environment, but this would not be easy to maintain during production. Besides, scalability would be endangered.

Our planning architecture is designed around the concepts of loose coupling and messaging to allow for usability, interoperability and reusability of planning capabilities. This, however, does not entail specifications of standardised interfaces for the capabilities. The reason for this lies in the current state of AI planning and interest of the AI planning community. In particular, from a standardisation
point of view, the community has so far focused only on developing standard modelling languages (PDDL for classical planning and HPDL/HDDL for hierarchical planning). As a consequence, no standards are available for planning capabilities, making it extremely difficult to design standard interfaces for planning capabilities such that will support the available planning tools. These findings are reflected in the planning architecture by allowing multiple instances per planning capability. This circumvents the need to operate all planning tools for a single planning capability via one interface. In addition, it is a reasonable approach to create JSON-based interfaces for the modeling languages. This opportunity is only possible for the interfaces of the Parsing capability.

Our planning architecture and prototype are based on messaging, which involves forwarding of objects and requires their classes to be serialisable. This means that the capabilities of existing planning artefacts need to be decomposable into separate serialisable classes. Existing planning capabilities are tightly coupled software systems, making it extremely difficult, almost impossible, to extract their capabilities as separate classes. This is mainly due to fact that the AI planning community has neglected software-engineering principles and focused exclusively on the behaviour of the planning tools and algorithms. So, the lack of serialisable classes significantly complicates the integration task. It is therefore necessary to integrate every existing planning implementation into a service using a wrapper with a serialisable data structure. We tried to do this for PDDL4J, JSHOP2 [67], KPlanning [68] and PANDA, especially to extract the data structure for the Parsing capability. This proved also problematic. Many planners use grounding directly linked to the parsing process. In some cases, we even got in touch with the system developers to clarify the problem of data interpretation during parsing. In the end, we successfully integrated only the functionality of the PDDL4J library.

The Modelling service is implemented as a single front-end service. This makes the service complex and tightly coupled. A better approach would be to separate the front-end functionality into more discrete capabilities and decouple it from the functionality used to provide results, login and administration features.

The high scores of usability, interoperability and reusability can be justified by the fact that the planning architecture is the first planning artefact that incorporates software-engineering principles, design patterns and practices. There are also scores lower than the maximum possible. For usability, SOA may cause some disadvantages, especially in planning requests. At the same time, SOA offers many possibilities to improve usability by allowing implementation of multiple capabilities. For interoperability, our approach does not enforce equal semantic treatment of interacting capabilities. The high interoperability increases the need to have stable or standard interfaces. A correct connection to error management is necessary to be able to create meaningful error messages. For reusability, the currently used JavaDocs might not be sufficient as documentation for such a platform planning architecture. Detailed documentation of each planning capability and corresponding interfaces might be necessary.

In addition to usability, interoperability and reusability, our approach has the advantage of flexibility. The planning architecture can be easily extended with other planning capabilities and also it can support any data model provided its serialisability. So, the proposed approach can be seen as an ecosystem of existing planning capabilities and incubator of new planning services, having the potential to avoid many development and integration problems and to save time and effort. These advantages would become even more apparent when the system gets connected to a real-world application.

9. Conclusions

We put a software architecture at the core of the ability to build, sustain and foster the use of AI planning systems. We collected a set of planning capabilities that we classified from an operational and technical perspective. These two classifications provide initial support for designers and engineers of AI planning systems by allowing them to quickly understand the objectives, features and properties of the numerous planning capabilities. Upon these capabilities, we designed a service-oriented planning architecture that meets the requirements of usability, interoperability and reusability. The architecture design incorporates appropriate software-engineering principles and design patterns.

The developed system prototype is used to demonstrate the potential for rapid prototyping by
leveraging the flexibility of the planning architecture, but also the possibility to integrate existing planning tools when their complex internals allow for it. We showed that our proposed approach has qualitative attributes that go beyond those of typical AI planning artefacts. While our planning architecture represents an initial effort and the prototype offers only limited capabilities, we believe they make a significant step towards bringing closer software architecture and AI planning.
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