Empirical Modelling of Vegetation Abundance from Airborne Hyperspectral Data for Upland Peatland Restoration Monitoring
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Abstract: Peatlands are important terrestrial carbon stores. Restoration of degraded peatlands to restore ecosystem services is a major area of conservation effort. Monitoring is crucial to judge the success of this restoration. Remote sensing is a potential tool to provide landscape-scale information on the habitat condition. Using an empirical modelling approach, this paper aims to use airborne hyperspectral image data with ground vegetation survey data to model vegetation abundance for a degraded upland blanket bog in the United Kingdom (UK), which is undergoing restoration. A predictive model for vegetation abundance of Plant Functional Types (PFT) was produced using a Partial Least Squares Regression (PLSR) and applied to the whole restoration site. A sensitivity test on the relationships between spectral data and vegetation abundance at PFT and single species level confirmed that PFT was the correct scale for analysis. The PLSR modelling allows selection of variables based upon the weighted regression coefficient of the individual spectral bands, showing which bands have the most influence on the model. These results suggest that the SWIR has less value for monitoring peatland vegetation from hyperspectral images than initially predicted. RMSE values for the validation data range between 10% and 16% cover, indicating that the models can be used as an operational tool, considering the subjective nature of existing vegetation survey results. These predicted coverage images are the first quantitative landscape scale monitoring results to be produced.
for the site. High resolution hyperspectral mapping of PFTs has the potential to assess recovery of peatland systems at landscape scale for the first time.
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1. Introduction

Upland landscapes are an important environmental, conservation, social and economic resource on national and global levels [1]. They are often places of scenic natural beauty and biodiversity hotspots. The ecology of peatlands are unique and the biodiversity value is high due to the national and international importance of rare or threatened plant and animal species which they support [2,3]. As well as providing a habitat for important bird and insect species [4,5] and ecologically-important plants [6], uplands also have a rich cultural heritage, having been shaped by human activity over centuries [7]. The importance of peatland ecology is recognised under legislation. Blanket bogs are a UK Biodiversity Action Plan (BAP) priority habitat (UKBAP, 2008), and a priority for conservation under the EC habitats directive. The importance of peatlands has become widely recognised due to the diversity of ecosystem services they provide [8–10]. Examples include agricultural services, air and water regulation and carbon storage and sequestration. Peatlands are the single largest carbon reserve in the UK, storing around 3 billion tonnes of carbon [11].

All of these features and ecosystem services require peatlands to be in a favourable condition with vegetation cover. The potential to sequester carbon is greatly reduced and carbon stores are rapidly lost when peat becomes exposed [12]. A range of pressures including overgrazing, burning, pollution and climate change have led to large areas of degradation and exposed peat. Restoration projects aim to reduce peat erosion by restoring vegetation coverage and to return peatlands to functioning ecosystems. Monitoring is crucial, given the investment in restoration. Remote sensing of peatlands offers the potential to monitor restoration success by charting the succession of vegetation communities as an alternative to the time-consuming and expensive traditional field survey methods.

Vegetation is the most obvious physical representation of an ecosystem, so monitoring vegetation can be one of the most important tools for understanding ecosystem properties, functions and condition. Functional composition, therefore, can be an important indicator of underlying ecosystem properties and ecosystem health [13]. Functional classifications, although generally derived to describe static conditions of a landscape, have also been used to predict response to disturbance [14]. Plant species reflect habitat changes in a detailed way by their presence, disappearance or absence [15], so monitoring species composition can be used to assess change in the peatland environment.

The discipline of landscape ecology has benefitted from the partnership with remote sensing and the provision of high value spatially-explicit data [16–18]. The opportunities this presents for environmental monitoring have recently been recognised by national conservation bodies [19,20]. However, presently, peatland applications are concerned with the immediate priority of basic habitat inventories. Ecologically, peatlands are characterised by a wide diversity and complexity in their composition and interaction between different vegetation types [21]. Peatland restoration monitoring,
therefore, requires monitoring of vegetation composition on a fine spatial scale, to match the spatial scales of the processes under observation [22]. A pixel size of less than 3.45 m is recommended, in an intact upland peatland, to determine patch size in the vegetation [23]. Advances in the spatial and spectral resolutions of remote sensing data, and of modelling techniques using this data, have made the remote sensing of such ecological variables more feasible [18].

In this paper, we aim to establish the empirical relationship between hyperspectral remote sensing data and vegetation abundance, creating a model of the predictive coverage of PFTs and cover types across a landscape scale restoration site on upland blanket bog.

2. Method

2.1. Study Area

The study area is focused on the restoration work by Moors for the Future (MFF) on Bleaklow Plateau, an upland blanket peatland in the Peak District National Park (PDNP) in the southern Pennines in Northern England. The peatlands of the PDNP, are a fragile environment, subject to severe degradation, situated at the south-eastern extent of the upland peatlands in the UK, and also at the southern climatic border of blanket bog distribution [24] (Figure 1). The restoration work involves application and maintenance of a nurse crop of grasses, the application of lime to raise the pH, and fertiliser to ensure their survival. Geojute, a geotextile mesh, is used to stabilise the substrate, as well as cut heather brash which creates a microclimate and prevents loss of seeds and further surface erosion. Finally, structurally important species such as bilberry, cowberry and cotton grass are plug planted directly into the peat.

Figure 1. Location map showing area covered by the image, the different restoration blocks, and image subsets referred to in the paper.
The site includes peatland in various states of disturbance, from intact to degraded blanket bog and areas undergoing restoration. The age of the restoration areas covered by the airborne images spans four years, providing a temporal trajectory across a spatial area (Figure 1). However, the heterogeneous vegetation communities vary on a much smaller scale due to the complex interaction of influencing factors, such as patches of intact vegetation, local topography, and erosional processes. They are representative of the mire (bog) communities in the UK National Vegetation Classifications (NVC), with the addition of fine nurse grasses. Present are M19-Calluna vulgaris—Eriophorum vaginatum blanket mire, the slightly more impoverished M20-Eriophorum vaginatum blanket and raised mire—often associated with disturbances in the vegetation community—and the M3-Eriophorum angustifolium bog pool community, which is a typical of recent or disturbed bog pools, or often forms an early seral stage in the transition from exposed peat back to mire vegetation [25].

2.2. Data Acquisition

The airborne hyperspectral data was acquired using the SPECIM (Oulu, Finland) AISA Eagle and Hawk sensors. With the spatial binning settings and acquisition conditions, this resulted in an image with 482 bands with a spectral range of 400–2450 nm, after the data from both sensors was stacked. The spatial resolution was dictated by the integration time of the sensors, due to the topography of the terrain and flight restrictions. Following geocorrection, this resulted in a spatial resolution of square 0.7 m pixels, for both sensors. The rigorous pre-processing procedure included atmospheric correction using the Empirical Line Correction (ELC) method on a primary flight line, followed by radiometric normalisation using the orthogonal flight line approach (ORTHORADMO) [26] to correct between the 12 overlapping flight lines. The ELC was carried out using five Pseudo Invariant Features, three 6 × 6 m vicarious fabric targets in black, grey and white, and two natural vegetation targets, chosen as spectrally bright and dark natural targets. Radiometric correction resulted in an average RMSE of all the regressions for all the flight lines of 0.87% for the Eagle sensor and 1.00% for the Hawk sensor, tested using a validation set of pixels in the overlapping areas between flight lines. Geometric correction using a parametric approach with the aircraft navigational information along with a LiDAR DEM was verified with post processed DGPS to be accurate to 0.77 m, within 1.1 pixels.

Vegetation plots were surveyed in the 10 day window immediately after the flight, while vegetation composition was as similar as possible to conditions during the image acquisition. The 58 plots, each of size 2 by 2 m, were selected by systematic sampling of existing MFF monitoring plots, which had been previously laid out on a 100 m grid, to a 200 m spacing. This stratified approach allows characterisation of the different areas of the site and ages of restoration (Figure 1). The spectral data was extracted and averaged, from the four inner-most central pixels covering each vegetation plot. This was done to ensure the variation in vegetation composition across the plot was captured, which allowed direct comparison to the vegetation survey, and also so that any additional pixels overlapping the edge were not included in the analysis. Visual inspection of the selected pixels confirmed that edge effects were minimised. The image spectra from the plots were split into calibration and validation datasets in a 60:40 ratio, to allow validation of the regression models. They were selected by stratified random sampling, where the strata were vegetation community groups along a floristic trajectory of
restoration, as identified in a previous analysis. This ensured that calibration and validation sets contained plots from the different stages of restoration and therefore a mix of vegetation communities.

2.3. Sensitivity Analysis to Class Generalisation

The predictive performance of empirical regression models can depend upon the degree of class generalisation [27]. There are three main PFTs in peatlands; bryophytes, graminoids and shrubs. These represent groups of different structure and biochemistry, such as leaf structure, water and pigment content and architecture, resulting in different spectral characteristics at the leaf and canopy scale [28]. Senescent vegetation, has been shown to have a distinct effect on the spectral signal [29], so was considered here as a separate cover type, as was bare peat. Senescent vegetation was identified as above ground biomass which was not photosynthetically active during the vegetation survey. As species level data does not display such distinctive differences in biophysical characteristics and spectral response as PFTs [30], the percentage cover of species data was combined into generalised floristic variables representing these three PFTs (Table 1).

| Plant Functional Type | Key Species                      |
|-----------------------|----------------------------------|
| **Graminoids**        | Nurse (fine) grasses             |
|                       | *Eriophorum angustifolium*       |
|                       | *Eriophorum vaginatum*           |
| **Shrubs**            | *Calluna vulgaris*               |
|                       | *Vaccinium myrtillus*            |
| **Bryophytes**        | *Hypnum*                         |
|                       | *Campylopus*                     |

Whilst it is convenient to aggregate species into PFTs, the results of the vegetation survey in this study showed that the peatland vegetation communities are not made up of spatially contiguous clusters of functional types. Vegetation, in fact, grows in more mixed patterns, with individual species favouring slightly different conditions. The spatial pattern of the key species has also been influenced by the active restoration management. Therefore, sensitivity to class aggregation of the vegetation data into PFT was tested by examining relationships of spectral indices to single key species, as well as the PFT. This was done using scatterplots, histograms of the distribution and correlations between the species abundance data and the spectral indices. For both PFT and the key species, the lack of linear relationships was explained by the non-normal distribution of the vegetation variables. They are all skewed, with many zero values. This has been reported by other studies modelling vegetation coverage [31], but may be exaggerated by the degradation and subsequent restoration leading to an unusual distribution of species, including areas of vegetation with species missing that might otherwise be expected in an undisturbed ecosystem.

Species within a PTF have similar biophysical characteristics leading to similar spectral responses [28]. The cover values of single species are more variable than averaged values of entire stands [31], therefore, by aggregating species into PFTs, the influence of any anomalies in the individual species response are reduced, giving a stronger relationship. Another reason for generalising to the PFT level
is the heterogeneous nature of the peatland environment. Despite acquisition at a high spatial resolution, the Eagle and Hawk sensor still detected a mixture of species within a single 0.7 m pixel, making relationships with single species hard to define. Vegetation mapping of single species using PLSR had previously been found to be less successful than for functional groups measured with Ellenburg indicator values, and was ascribed to the zero values and low number of occurrences, causing weak models [31]. PFTs in a peatland have been successfully mapped using PLSR, but the relationship to composition of single species has proved unsuccessful [32].

2.4. Regression Modelling

Hyperspectral measurements using narrow bands contain useful information for quantifying biophysical characteristics of vegetation canopies, not available from multispectral scanners [33,34]. However, the data sets contain a large amount of redundant information [35]. The use of statistical models for the retrieval of vegetation characteristics requires that the strong collinearity in the spectral data is accounted for. Two approaches can be taken to this: either full spectrum methods using all the spectral bands simultaneously by employing data compression in the regression algorithm; or alternatively, the number of independent variables can be reduced before modelling. This is commonly done either by using spectral indicators, such as vegetation indices which exhibit a strong relationship to the main vegetation biophysical variables, or by selecting a few diagnostic spectral bands as regression factors that permit modelling of the target variable [36].

Narrow band spectral indices, namely Plant Senescing Reflection Index (PSRI), Photochemical Reflectance Index (PRI), Cellulose Absorption Index (CAI), Vogelmann Red Edge Index (VOG) and Red Edge Position (REP), were used as spectral indicators in order to reduce the number of independent variables in the calibration equation. A stepwise multiple linear regression approach was rejected; data exploration of the relationships between the vegetation abundance data and spectral indices revealed that statistical assumptions required for multiple regression modelling were not met, in particular, weak relationship between the variables, the non-normal distributions, and collinearity both between independent (spectral) variables and between floristic variables. The Spearman rank correlation coefficient, $r$, between spectral indices and cover type, demonstrate the lack of relationship (Table 2).

| Cover type          | REP  | VOG   | CAI | PRI   | PSRI  |
|---------------------|------|-------|-----|-------|-------|
| Graminoids          | −0.216 | −0.493 * | 0.113 | −0.112 | −0.315 |
| Shrubs              | −0.240 | −0.501 * | 0.044 | −0.459 * | −0.816 * |
| Bryophytes          | −0.346 | 0.418 * | 0.050 | −0.042 | 0.089 |
| Senescent vegetation| −0.293 | −0.220 | 0.183 | −0.064 | −0.056 |
| Bare peat           | 0.338 | 0.702 * | −0.170 | 0.397 * | 0.614 * |

* Significant at 0.01 level.

Instead, a PLSR, using SPSS software, was employed to gain maximum information from the spectral information from the hyperspectral data.
Published results using Partial Least Squares Regression (PLSR) for vegetation studies in comparison to other methods of statistical modelling show it to be a powerful technique [36,37]. Direct comparison to results obtained from indices also prove PLSR to be more accurate [36,38]. PLSR applies a data compression within the regression and, as such, is a promising technique for quantitatively assessing vegetation characteristics, efficiently using the full spectral information of hyperspectral data [34,39]. It has become an established technique in vegetation remote sensing, used extensively for biochemical and biophysical modelling [36,37,40]. Other applications include biomass estimation [38], and modelling soil properties [41,42]. Application of PLSR in modelling vegetation presence and composition has previously been applied by relating ordination axes to reflectance for mapping floristic gradients [30–32,43].

PLSR is a multivariate technique designed to analyse data with strongly collinear, noisy and numerous independent, or predictor, variables [44,45]. As such, it copes with the high dimensionality and collinearity of hyperspectral data. PLSR is well suited for calibration on a small number of samples; the method can be used if the number of wavelengths is greater than the number of observations [36]. Similar to Principal Component Regression (PCR), the information content of the intercorrelated bands is reduced to a few independent latent factors, or vectors. Most important, these latent vectors are not only generated to maximise information content in the spectral information as a PCA, but are also optimised for the response variable [39,43]. This may be expected to lead to better calibration in comparison to other linear empirical-statistical methods. All the vegetation variables are entered together, in this case per cent coverage of each species; the model takes into account relationships between the dependent (floristic) variables in the formation of the latent factors. This makes PLSR a suitable method for quantifying the abundance of each of the PFTs because of the strong relationships between the proportions of each type of vegetation.

An alternative data compression modelling technique, Principal Component Regression (PCR), has been criticised when applied to hyperspectral data. The criticisms are that the reflectance data is compressed based purely on the statistical properties, so the first few principal components (PCs), used as regression factors, do not retain the factors of variability required in the predictive equation. The benefits of the full spectral data can be lost, as the higher order PCs do not preserve the spectral information in the original feature space, oversimplifying the variance [36,46,47]. PLSR avoids this by taking into account variation in the response variable, which is why it was selected for analysis in this study. Other machine learning methods may be appropriate for different datasets.

In an ideal PLSR model, a few new latent factors will explain most of the variation in both the predictors and responses. Factors that explain response variation (variation in the vegetation data in this case) provide good predictive models for new responses. Factors that explain predictor variation (variation in the spectral reflectance) are well represented by the observed values of the predictor. The use of too many latent factors can cause over fitting [48], so the optimum number of latent factors for the model was found by visual inspection of three types of plot: cumulative proportion of variance accounted for; score-plots of the latent factors; and residual variance plots. This was assessed when applied to the validation dataset. A good PLSR model will have good correlations between the X-scores and the Y-scores for the first few latent factors, with the relationship decreasing in strength with each successive factor [49].
Variable selection can enhance PLSR results [31,48,50,51]. To remove unnecessary spectral information, a PLSR model with the less important predictors removed was tested. Prior to any analysis on the spectral data, the bands from 1,356–1,456 nm and 1,792–1,962 nm around the main water absorptions in the SWIR were removed, but subsequent selection was based upon the weighted regression coefficients along with a plot of the variables’ importance. Interactive variable selection reveals much about the relationship between the spectral data and the vegetation data, and the importance of different parts of the spectrum in predicting vegetation abundance. The regression coefficients are a function of the range of the original reflectance values, and so are highlighted areas with a large range in reflectance values, for example, the blue spectrum and the large peak at 1,450 nm which will be more volatile due to atmospheric scattering [34,52]. For this reason, the bands that were considered for removal from the PLSR were those that have relatively small coefficients and a small VIP value, below 0.8 [53]. Bands were only removed if they did not fall at wavelengths with known diagnostic absorbance features. For the PLSR with five latent factors, the bands removed were in the Hawk sensor between 1475 nm and 1791 nm, and for the analysis with 10 latent factors, Hawk bands from 1,166 nm–1,298 nm and 1,513 nm–1,784 nm.

The method for selecting the variables to remove may be an important factor for increased accuracy. The interactive method employed here, of interpreting the VIP and weighted regression coefficients together, has the benefit of ensuring that all the important parts of the spectrum are included; for example, the red edge known to represent chlorophyll concentration [54], and the absorption features in the SWIR related to plant cellulose [55]. Purely statistical methods of selection such as jack-knifing [51] do not always improve results, as keeping the selected bands well-spaced is important for maximising information content [31]. Only variables that form continuous and evidently unimportant regions should be eliminated, and this elimination should not be driven by the degree of fit and the prediction errors [50].

The PLSR models were validated against the test dataset of 22 independent samples, allowing an objective assessment of which model had the optimum parameters, number of latent factors and selection of variables, and therefore which model performed best. The best PLSR models were applied to the airborne images on a per pixel basis, resulting in a set of predictive images, one for each of the three PFTs or two cover types.

3. Results

3.1. Class Sensitivity

Testing how appropriate aggregating the data into cover types was revealed that the single species distributions were more strongly skewed. This is because the aggregation reduces the occurrences of zero and low percentages of cover in the vegetation data, having a strong effect on the distribution. The correlation coefficient ($r$) values from the Spearman rank correlation were generally lower for the key species than for the aggregated functional groups; there were fewer significant relationships between the key species variables and the spectral indices than for PFTs and cover types. Relationships between the spectral data are marginally stronger for PFTs than for species level.
3.2. Latent Factors of the PLSR

The optimum number of latent factors for the model to avoiding over fitting, was found using the plots for cumulative proportion of variance (Figure 2); scores of the latent factors (Figure 3); and residual variance (Figure 4).

**Figure 2.** Cumulative proportion of variance accounted for by increasing latent factors in Partial Least Squares Regression (PLSR) model.

![Figure 2](image)

Figure 2 shows the amount of variation explained by each additional latent factor; 85% of the predictor variation is explained by the first two factors, rising to 96% with three, and plateauing out at 99% by five latent factors. However, the response variation is less well explained by the first few factors; only 39% in the first two factors, rising to 62% by factor five and 85% by factor 10, suggesting that more latent factors are required to explain both sets of variance and predict the response of the vegetation data.

The correlations in the latent factors (Figure 3) followed the expected pattern of a strong relationship for the first few factors to an extent. The first latent factor showed one of the strongest relationships, which then drops until latent factor 4, when the $R^2$ values remained relatively constant between 0.39 and 0.54. The stable correlations for the X and Y scores, not dropping off after the first few latent factors, again suggest that a larger number of factors should be included. Above 15 the values rose again, suggesting that above this level the model would suffer from over fitting.

Residual plots, and plots of distance to response and predictor models, did not identify any outliers in the data, so all the vegetation plots were included in the model. The 10 latent factor model performed better on these two counts as well. All of the samples in the 10 latent factor model fitted closer to the model in both dimensions, but particularly in terms of the modelled predictors, so the residuals were reduced. There was an upward trend in the distribution of the residuals in the five latent factor model, underestimating the cover in plots with low percentages and over estimating those with high ones. This is symptomatic of data without a normal distribution. The effect was eliminated with 10 latent factors (Figure 4).
Figure 3. Plots of X-scores against Y-scores for each of the latent factors in the PLSR model. $R^2$ values shown in each one.
3.3. PLSR Variable Selection

Selection of variables to be removed was based on the weighted regression coefficients and the plot of variables importance (Figures 5 and 6). The regression coefficients take into account differences in the range of variation of the original values and are an expression of the relative importance of the predictors—in this case spectral bands—in predicting the response. The Variable Importance for Projection (VIP) statistic summarises the contribution of each predictor in fitting the PLSR model for both predictors and response [53].

**Figure 5.** Regression parameter profile and variable importance plots for the PLSR using five latent factors. (a) Variable importance plot for all bands; (b) Variable importance plot with spectral bands removed; (c) Regression parameter profile for all bands; (d) Regression parameter profile with spectral bands removed.
3.4. PLSR Validation

The PLSR models were validated against a test dataset. The accuracy of the PLSR was assessed in terms of absolute prediction accuracy (RMSE) and the amount of explained variance (coefficient of determination $R^2$). Table 3 shows the final results.

Reducing the number of variables reduced the RMSE on the validation dataset by 2%– 4.5%, with the largest improvement in the shrubs obtained using 10 latent factors. The validation results confirm that 20 latent factors do over fit the model. The lowest overall RMSE$_{\text{val}}$ for the complete model, 13.19 is the PLSR with five latent factors and a reduced number of spectral bands. This has to be considered the best overall model for predicting all the cover types in the same manner. The best model for each individual cover type or PFTs do favour the 10 latent factor models selected for
graminoids, bare peat and bryophytes, as indicated in Table 3, and Figure 7. The greater amount of variation in the vegetation classes explained by 10 factors should lead to greater improvements in the final results.

Table 3. Results for the PLSR models. $R^2_{\text{cal}} = R^2$ in calibration, $R^2_{\text{val}} = R^2$ between the predicted and the validation data, RMSE$_{\text{cal}}$ = RMSE in calibration, RMSE$_{\text{val}}$ = RMSE between the predicted and the validation data. LF = latent factors.

|                | Overall         | Graminoids | Shrubs | Bare Peat | Senescent Vegetation | Bryophytes |
|----------------|-----------------|------------|--------|-----------|----------------------|------------|
| 5 LF all variables | $R^2_{\text{cal}}$ | 0.62       | 0.64   | 0.64      | 0.84                 | 0.55       | 0.41       |
|                | $R^2_{\text{val}}$ | 0.33       | 0.62   | 0.76      | 0.56                 | 0.19       |           |
|                | RMSE$_{\text{cal}}$ | 20.09      | 18.41  | 27.68     | 22.75                | 14.89      | 13.14      |
|                | RMSE$_{\text{val}}$ | 16.73      | 16.20  | 16.80 *    | 16.81                | 10.02 *    | 21.73      |
| 5 LF reduced variables | $R^2_{\text{cal}}$ | 0.62       | 0.63   | 0.63      | 0.85                 | 0.55       | 0.41       |
|                | $R^2_{\text{val}}$ | 0.34       | 0.61   | 0.76      | 0.56                 | 0.18       |           |
|                | RMSE$_{\text{cal}}$ | 16.72      | 12.88  | 17.01     | 13.20                | 10.66      | 11.23      |
|                | RMSE$_{\text{val}}$ | 13.19      | 16.08  | 17.04     | 16.54                | 10.11      | 21.76      |
| 10 LF all variables | $R^2_{\text{cal}}$ | 0.85       | 0.85   | 0.94      | 0.93                 | 0.79       | 0.73       |
|                | $R^2_{\text{val}}$ | 0.44       | 0.55   | 0.88      | 0.32                 | 0.54       |           |
|                | RMSE$_{\text{cal}}$ | 7.74       | 8.15   | 6.70      | 8.74                 | 7.29       | 7.64       |
|                | RMSE$_{\text{val}}$ | 17.58      | 14.97 *| 24.24     | 13.62                | 13.13      | 19.36      |
| 10 LF reduced variables | $R^2_{\text{cal}}$ | 0.84       | 0.84   | 0.92      | 0.92                 | 0.76       | 0.74       |
|                | $R^2_{\text{val}}$ | 0.41       | 0.64   | 0.89      | 0.32                 | 0.56       |           |
|                | RMSE$_{\text{cal}}$ | 8.36       | 8.54   | 8.06      | 9.73                 | 7.76       | 7.52       |
|                | RMSE$_{\text{val}}$ | 15.46      | 15.93  | 19.78     | 10.96 *              | 13.03      | 16.11 *    |
| 20 LF all variables | $R^2_{\text{cal}}$ | 1.00       | 1.00   | 1.00      | 1.00                 | 1.00       | 0.99       |
|                | $R^2_{\text{val}}$ | 0.39       | 0.58   | 0.90      | 0.53                 | 0.53       | 0.44       |
|                | RMSE$_{\text{cal}}$ | 1.51       | 1.04   | 1.95      | 2.00                 | 1.10       | 1.11       |
|                | RMSE$_{\text{val}}$ | 23.66      | 30.66  | 24.00     | 21.55                | 13.54      | 25.19      |

* most successful model for each cover type.

Figure 7. Scatterplots of the PLSR predicted vs. observed values for the vegetation abundance in the validation dataset.
3.5. Application to the Image; Spatial Prediction

The predictive images produced by applying the PLSR show patterns of abundance that are in accordance with field observations and knowledge of the site. The success lies in the level of detail provided as a result in the high resolution data over a large area. Particular examples are picked out for illustrative purposes. From the predicted shrub image (Figure 8a) *Vaccinium myrtillus* can clearly be picked out in white. It is seen as a distinctive bright green colour in June on the tops of hags and along the tops of the gullies on the Eagle true colour composite (Figure 8b).

The success of the predicted bare peat image is demonstrated by the ability of the PLSR model to correctly identify the bare gully sides between the grass lined bottoms and the vegetated tops (Figure 9). These are narrow linear features, approximately 1–2 m wide.

The images have predicted values with a wider range than the predicted plots calculated in the model validation because the model was built on a sample, whereas the whole image has some pixels with a wider range of values. However, histograms of PLSR predicted cover show there is a normal
distribution, and the majority of the pixels predict a percentage coverage in the range expected from the RMSE of the model validation, as confirmed by the mean values (Table 4). There are only few very extreme pixels in this case at the tails of the histograms, and so the sample pixels in the calibration dataset are considered representative.

**Figure 8.** (a) Subset of the abundance of shrub image predicted from PLSR; (b) Eagle sensor true colour image (bands 640 nm, 550 nm and 460 nm), of the same area.

![Subset of the abundance of shrub image predicted from PLSR](image1.png)

![Eagle sensor true colour image](image2.png)

**Figure 9.** (a) Subset of the abundance of bare peat image predicted from PLSR; (b) Eagle sensor true colour image (bands 640 nm, 550 nm and 460 nm) of the same area.

![Subset of the abundance of bare peat image predicted from PLSR](image3.png)

![Eagle sensor true colour image](image4.png)

**Table 4.** Mean predicted abundance value from the whole PLSR images for each cover type.

| Cover Type              | Mean Predicted Abundance (%) from PLSR Image |
|-------------------------|----------------------------------------------|
| Graminoids              | 20.69                                        |
| Shrub                   | 25.52                                        |
| Bare Peat               | 12.95                                        |
| Senescent vegetation    | 15.96                                        |
| Bryophytes              | 10.87                                        |
Figure 10. False colour composite images, predicted abundance from PLSR for Graminoids (Red) Shrubs (Green) and Bryophytes (Blue). Subset areas marked on Figure 1.

False colour composites of combinations of the five modelled images are useful representations of the vegetation composition at a landscape scale. Figures 10 and 11 illustrate this, using some example subsets representing different areas and conditions on the site. Figure 10 is a composite of PLSR predicted abundance images for graminoid, shrub and bryophytes, the three main vegetation types on the site. The clear differences in colour demonstrate the heterogeneous nature of the vegetation communities and the small spatial scale on which they vary. The relative dominance of the three PFTs in each pixel dictates the colour representation, following the colour additive principle. Different topographical features, stages of restoration and resulting vegetation communities along the floristic trajectory of restoration can be identified (Figure 10). Figure 11 shows bare peat, bryophytes, and graminoids PLSR images, displayed as RGB respectively, and demonstrates the flexibility of using the various combinations of PLSR images to highlight different vegetation communities, elements of the ecosystem, and restoration processes.
Figure 11. False colour composite image, predicted abundance from PLSR for bare peat (Red) Bryophytes (Green) and Graminoids (Blue). Subset areas marked on Figure 1. Colours indicate relative predicted abundance of the three cover types.

Figure 11 is centred on the control area, where there has been no restoration, but it also includes some of the restored areas (Figure 1). The control area itself is dominated by exposed peat hags, which are easily identified as red tones in the image. The edges of the peat hags are being recolonized by two different PFT in two separate processes, which can also be identified on the FCC image (Figure 11). The pink tones are predominantly bare peat but with a proportion of graminoids. This re-colonisation of the hags with grasses is happening in the main control area, where grass seeds have washed into the gully bottoms from the surrounding restoration blocks. This is especially the case on the more sheltered south facing gully sides, but different illumination may be contributing here. The other
process is bryophyte establishment, predominately *Campylopus introflexus*, a pioneer species after disturbance and one of the first re-colonisers in the restoration process. In Figure 11, this process is identified by the graduation from orange to yellow tones. The orange tones are pixels with a high proportion of bare peat and a presence of bryophytes and, as the proportion of bryophytes increases, the colour shifts towards yellow. From the colour additive principle, yellow indicates areas with approximately equal predicted abundance of bare peat and bryophytes, with very low values for graminoids pixels, this is present on a few of the hags. This second process is occurring more predominantly on the western side of the control area which boarders one of the more established and oldest restoration blocks (Figure 1). The yellow tones graduate to greenish-blue colours as the proportion of bare peat is reduced and bryophytes and graminoids increase. The other main features in Figure 11 are the dark blue gullies with a high percentage of graminoids where the grass seed has been washed in and germinated. Away from the hag and gully topography, the paler blues represent areas of established graminoids with *Eriophorum* spp, such as the plateau area seen at the western side of Figure 11.

The application in the PLSR model to the whole image has provided a quantitative measure for the abundance of cover types across the whole restoration site. This landscape scale model is an invaluable tool for operational restoration monitoring. By calculating the mean of each cover type in the blocks of restoration seeded in each year between 2003 and 2006 (Figure 1) we can see some general trends in succession (Figure 12). There is a sharp decline in bare peat between the area that has had no restoration and those seeded most recently in 2006. In this four-year time period, the graminoids and bryophytes also increase. It takes a further year for the shrubs to start increasing coverage. This happens at the expense of bryophytes, which start to drop off as they become out-competed and the other species take hold.

**Figure 12.** Mean predicted coverage of the PFT in all the restoration blocks seeded between 2003 and 2006, from the PLSR images. The age of the restoration at time of imaging is given in brackets after the year.
4. Discussion

Initial investigation revealed a lack of clear linear relationships between the spectral indices and the PFT abundance data (Table 2), suggesting that PLSR using the full spectral information of the hyperspectral data was the more appropriate modelling approach. Investigation into the data revealed the primary problem in attempting to model abundance of species from spectral data as the non-normal distribution of the vegetation data, as seen in the histograms and scatterplots of relationships with spectral indices. The skewed distributions are a result of vegetation plot data matrices with zero or low values. Aggregation into PFT rather than single species reduced this effect. This same situation, of low numbers of occurrences causing weak models has been reported with the modelling of species abundance [31,32]. A sensitivity test on the relationships between the spectral data and the vegetation abundance data at PFT and single species level confirmed that aggregating the data to PFTs was the correct scale for analysis, and is supported by studies in the literature [31,32,56]. This test suggests that aggregating vegetation survey results into PFT would be sensible for operational monitoring. It would make the ground vegetation survey results more robust, as it is very unlikely that any misidentification of individual species would be severe enough to change result between PFT. Using PFT also conforms to the way that the restoration practitioners think and communicate about the plant communities.

The interactive method for selecting the variables for analysing the VIP statistic along with the weighted regression coefficients did make some improvements in the results. Schmidtlein and Sassin [31] found this method to be more effective by further reducing the number than in this study and ensuring the spacing between bands. Ensuring the full spectral data is represented and that known diagnostic features are represented in the PLSR avoids the pitfalls identified in the PCR method. The VIP statistic did select bands in parts of the spectrum known to be diagnostic of biophysical properties of the vegetation. Spectral bands from the Eagle sensor (VIS-NIR, 400–1,000 nm) were dominant, particularly the blue proportion of the visible spectrum (400–500 nm), showing the value of this region where all the vegetation pigments absorb. The chlorophyll absorption features were identified with the VIP statistics, with a second peak at the chlorophyll absorption maxima, 660 nm, (Figures 5 and 6). The rapid rise in vegetation reflectance between the low red chlorophyll reflectance to the high near infrared reflectance was identified in the PLSR as an important feature, marked by a peak in the significance of all of the bands around the red edge, between 670 and 780 nm. The subsequent peaks in the SWIR at 1,160 nm, 1,450 nm, and 1,960 nm, were all at wavelengths with water absorptions [52]. The peak in importance of bands at the longer wavelengths of 2,290 and 2,448 are a result of cellulose absorption features, with the shrubs showing the highest values in these peaks. The weighted regression coefficients of the individual spectral bands showed which bands are most important in the model. The bands in the SWIR, Hawk sensor, showed a considerably lower contribution (Figures 5 and 6). These results suggest that the SWIR has less influence in the landscape-scale monitoring of the vegetation on peatland from the hyperspectral image than initially predicted [57].

One possible reason for the high RMS error of the validation data is the effect of complex field conditions on the PLSR technique, which was originally designed for lab analysis where confounding variables can be controlled. Plant canopy reflectance is affected by either the observing conditions; variable viewing and illumination geometry; or variations in the target such as variable LAI or internal shade from the canopy structure. Feilhauer et al. [39] showed that a brightness-normalised modification...
to the PLSR significantly improved the prediction of leaf chemistry from normal PLSR, but made little improvement on the effects of variable LAI and variable viewing angle. A further refinement of the model in the future could be to test this adapted algorithm.

The models are weakest at predicting coverage in plots with zero or very small percentages of the particular type of vegetation, sometimes giving negative cover values in these cases (Figure 7). The negative cover values are within the RMSE margin of the model and so were considered to be unavoidable output from the statistical model.

Despite the PLSR validation errors being larger than reported in other studies [31,32,43], the model does manage to predict the abundance of the different cover types to a level that is useful in an operational context. The lowest RMSE values for each cover type range from 10%–16%, with senescent vegetation, bare peat, graminoids, bryophytes and then shrubs being predicted the most accurately. The ability to predict how much bare peat there is in an area of restoration with a 10% accuracy is extremely useful for restoration managers, as would being able to predict the proportion of shrubs to graminoids to within 16%. Traditional vegetation survey employs a visual assessment of the percentage cover of each species, which involves subjective decisions and therefore inherent error [58]. One of the main assumptions under which multivariate modelling is applied to remotely sensed data states that the modelled variables are measured accurately. Curran [52] suggests that violation of this assumption would cause the most difficulty, so it is the uncertainty of the vegetation abundance data that has the biggest impact upon the regression model. When viewed in this context, the RMSEval of the PLSR is reasonable. Furthermore, the percent abundance of the dominant species in each of the vegetation communities, along the trajectory of restoration, as defined in previous analyses of vegetation composition data, varies by a magnitude that is greater than the error in the PLSR prediction models, therefore making this an operationally useful tool.

The predictive images show patterns of abundance that are in accordance with field observations and knowledge of the site. Their success is demonstrated by the ability of the model to allow features at a single pixel level as a result of the high spatial resolution. The widespread pattern of a decrease in bare peat and bryophytes and an increase in graminoids and shrubs is evident in the mean coverage of each cover type in the restoration blocks (Figure 12), despite the more complex small scale processes and the extremely heterogeneous nature of existing vegetation and topological features within each block. This is why high spatial resolution is also a requirement in order to see these more complex variations.

5. Conclusions

The output from the PLSR model produced images of predicted coverage for each PFT or cover type. This is a validated quantitative measure of abundance of vegetation at a landscape scale. Monitoring of the restoration site has not been achieved on this scale with this accuracy before. It provides an invaluable operational tool for restoration managers. Complete coverage at a landscape scale is impractical by traditional surveying methods. The PLSR images allow operational decisions by restoration managers to be informed by the spatial patterns. Applications could include land management decisions on further treatment, such as patch reseeding, fertilizer application or plug planting, without the need for extensive ground-based survey. The PLSR predictive images will help
inform judgment about the effectiveness of the restoration, for example by identifying areas where reversion has occurred. The high spatial resolution data makes the images particularly effective, as the detail in the vegetation response has been captured and not averaged over areas larger than the actual scale of change. The PLSR used the majority of the spectral bands in the model; so it was equally the high spectral resolution of the data which contributed to the success of the vegetation cover predictions. These PLSR predicted images provide a monitoring tool that would not be achievable using lower spatial and spectral resolution remote sensing.
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