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Abstract—Neural architecture search (NAS) methods aim to automatically find the optimal deep neural network (DNN) architecture as measured by a given objective function, typically some combination of task accuracy and inference efficiency. For many areas, such as computer vision and natural language processing, this is a critical, yet still time-consuming process. New NAS methods have recently made progress in improving the efficiency of this process. We implement an extensible and modular framework for Differentiable Neural Architecture Search (DNAS) \(^1\) to help solve this problem. We include an overview of the major components of our codebase and how they interact, as well as a section on implementing extensions to it (including a sample), in order to help users adopt our framework for their applications across different categories of deep learning models. To assess the capabilities of our methodology and implementation, we apply DNAS to the problem of ads click-through rate (CTR) prediction, arguably the highest-value and most worked on AI problem at hyperscalers today. We develop and tailor novel search spaces to arguably the highest-value and most worked on AI problem at hyperscalers today. We develop and tailor novel search spaces to

I. INTRODUCTION

In recent years, deep learning based approaches have become the de-facto standard methods in a number of fields, such as computer vision (CV) \(^{13}\), automated speech recognition (ASR) \(^{16}\), and natural language processing (NLP) \(^{15}\). Building state-of-the-art deep neural networks (DNNs) often involves a significant experimentation process to find the best DNN architecture suited to a task, considering the varying accuracy requirements as well as inference time constraints involved. This has motivated the development of neural architecture search (NAS) techniques, which aim to automate the process of finding the optimal DNN architecture for a given task. NAS has been successfully applied to many DNN application areas, including CV \(^{18}\), \(^{19}\) and NLP \(^{34}\).

NAS techniques work by searching for the best architecture in a large search space. This is typically judged by comparing their search efficiency to other NAS methods and to random search \(^{24}\). A common metric used to measure this efficiency is “GPU-hours” of search time, which allows us to compare the machine times used by NAS algorithms to arrive at their results. Many NAS approaches are based on reinforcement learning (RL) \(^{14}\), \(^{18}\). They operate in an iterative fashion where an architecture is sampled, evaluated and the learning is fed back into the sampling process. However, RL-based approaches have a higher search cost, as measured by GPU-hours, than gradient-based NAS approaches which aim to perform the NAS process through the gradient-descent optimization of some parameterized computational graph. For example, \(^{24}\), a gradient-based approach, showed at least 400× speedup over an RL-based approach \(^{14}\) when optimizing architectures to run image classification on mobile devices.

We apply the DNAS framework designed in this work to the problem of ads click-through rate (CTR) prediction. CTR prediction is the task of estimating the probability that a given user will click on a given ad at a given time. We can then predict estimated CTRs over a subset of our ad inventory and show the ad which maximizes the predicted CTR (a more complex ranking function can also be used \(^{2}\)). Section VI-A defines the task of CTR prediction formally. Ads CTR prediction, and CTR prediction for arbitrary content more generally, is one of the backbone technologies for the large-scale Internet services, allowing for personalized user experiences. Given that the accuracy of CTR prediction is critical to the revenue of companies offering such services (e.g. a given percentage increase in the AUC of CTR prediction will result in 5x that percentage increase in CTR \(^{11}\)), there has justifiably been a large investment in both people and machines to improve the models which predict CTR \(^{12}\). At the same time, the large scale of these services, which reach billions of globally distributed users, means that the inference latency and efficiency of CTR prediction models is a non-trivial consideration. Hard SLAs \(^{30}\) also mean that the problem naturally becomes one of finding the architecture which maximizes accuracy subject to some latency constraint. A scalable NAS framework would improve the development velocity of of ranking engineers. All of this motivates the application of DNAS to the problem.

CTR prediction systems have, in the last decade, evolved from systems based on collaborative filtering or large-scale logistic regression \(^{10}\) to models incorporating techniques from DNNs such as neural-collaborative filtering (NCF) \(^{31}\), and more recently heavily deep-learning based models. These include the Deep & Cross Network \(^{22}\), Deep Interest Evolution Network (DIEN) \(^{21}\), Deep Learning Recommendation Model (DLRM) \(^{20}\), Time-Based Sequence Model (TBSM) \(^{25}\), and many others. Most of these systems share a few
components, including their input feature types and some common layers, which we outline in more detail in sections [II-A] and [VI-B].

The contributions of this work are as follows. The rest of the paper follows this general structure, with the exception of related work (section [II]) and the conclusion (section [X]).

1) Novel DLRM CTR prediction search spaces to apply
DNAS to CTR prediction. The problem statement and 
search spaces for our application of DNAS to CTR 
prediction is contained in section [VI]

2) Experimental results on a CTR prediction dataset
demonstrating the efficacy of our approach. These results
are presented in section [VII]. Our best result for embed-
ing cardinality search compresses the total size of
embedding tables 15.14 × with a relative 0.0012 increase
in loss, demonstrating the promise of our approach (see
sections [VI-C3] and [VIII-C]). Our approach discovered
recommendation models that beat the state-of-the-art in
terms of logloss with significantly fewer parameters
(0.4442 vs. 0.447 of [26]; see VIII-D). Moreover, our
approach discovered this model using 52 × less computa-
tional effort (see section VIII-D).

3) An efficient and extensible DNAS framework, im-
plemented and open-sourced in PyTorch. We implement
the DNAS algorithm as it is described in section [III]
and [17], [24] and in such a way that arbitrary supernets
for arbitrary application areas can be used. The framework
is described in detail in section [IV], and section [V] is
dedicated to helping others extend the framework to their
application areas.

II. RELATED WORK & BACKGROUND

A. CTR Prediction Systems

CTR prediction systems have historically evolved to lever-
age the technologies, computational power, and data available
at any given time. Early collaborative-filtering based methods
[32], as well as those based on factorization machines [33],
have evolved into more complex deep learning based methods
due to such methods’ ability to handle larger and more
complex datasets.

Most CTR prediction systems today rely on two kinds of
input features: dense and sparse (or categorical). The former
are simply real-valued inputs. The latter typically represents
a category instance (eg., the item being ranked, an attribute
of interaction). Such categorical features are passed through
an embedding table, which maps each category to a vector of
real values, with the resulting embedding vectors being passed
to the rest of the model. Note that such sparse features can
easily have millions or billions of categories.

The metrics used to make decisions concerning the imple-
mentations of CTR prediction systems are typically those
focused on service revenue and user experience, such as
revenue per impression and actual CTR [7]. For our purposes,
however, we consider the CTR prediction objective to be
logloss, or binary cross-entropy loss, which can be defined
for a vector of predictions \( p \in (0, 1)^n \) and a vector of binary
labels \( y \in \{0, 1\}^n \) as:

\[
\mathcal{L}(p, y) = \sum_{i=1}^{n} y_i \log p_i + (1 - y_i) \log(1 - p_i)
\]

(1)

It is important to note that, in contrast to other fields such
as computer vision where tradeoffs of many percentage points
of accuracy for efficiency gains can be leveraged [6], recom-
mender systems have the strictest accuracy requirements. A
logloss difference of just 0.001 is practically significant [22].
This has influenced the direction of research in the field, which
has focused on improving accuracy through new architectural
elements designed to leverage certain types of data.

We now examine some of the architectural innovations in
this area. The Deep & Cross Network [22] used a parallel
deep network (consisting of fully connected or FC layers) and
cross network (consisting of novel cross layers) to better model
feature interactions. After concatenating the dense features and
all embedding vectors into a single vector \( x \), we pass this
through both networks, concatenate their outputs, and pass
that to a fully-connected (FC) layer. A sigmoid function is
used to generate the final click probability. The cross layer,
as the name suggests, models cross features through use of
an outer product: \( \text{CrossLayer}(x) = xx^T w + b + x \) where
\( x, w, b \in \mathbb{R}^d \) and \( w \) and \( b \) are weight and bias parameters
for the layer respectively.

The Deep Learning Recommendation Model [20], which
will be covered in more detail in section [VI-B] directly lever-
egages pairwise dot products as in a factorization machine [33],
but then passes these through a multi-layer perceptron (MLP).
It uses a “bottom MLP” to directly process dense feature
inputs, and uses a “feature interactions layer” to take pairwise
products between embeddings. This is then concatenated with
the bottom MLP’s output and fed to a top MLP, which outputs
a click probability. Note that the DLRM can also use a
concatenation-based feature interactions layer.

The Multi-channel user Interest Memory Network
(MIMN) [23] focuses specifically on modeling user history
information to improve predictive performance. It focuses
on designing specific mechanisms to allow for the retention
of user history which can then be used to inform the “user
interest representation.” The authors also focus on the
inference time efficiency of their model for user history
sequences of up to a length of 150.

B. Neural Architecture Search (NAS)

We provide a brief introduction to NAS methods and their
application to a few different areas. This is not meant to be
a comprehensive summary. Rather, we select methods that we
hope will help readers get the most from our work.

In their work on NAS with reinforcement learning [18],
Zoph et al. propose a controller-trainer reinforcement learning
(RL) approach in which a controller samples architectures
to be trained and is then updated based the results that
these architectures achieve. The authors use a recurrent neural
network (RNN) as the controller, which generates the different
architectural parameters of the search candidates. As models
are trained, the controller is updated via the REINFORCE
algorithm. One major drawback of this approach is that
architectures have to be sampled in a sequential fashion, and that a large number of such candidates must be trained before we can sample high-performing architectures. This is the challenge that gradient-based NAS approaches attempt to remedy.

In contrast to an RL-based methodology, Wu et al. [17], [24] attempt to complete the entire search process with the training of one supernetwork (covered in much more detail in section III). Each layer of the supernetwork contains multiple candidate operators with the final output being a weighted average of the individual operators. The weights are defined as a Gumbel Softmax distribution over a vector of architecture parameters. The supernet then trains both the operator weights and the architecture parameters. Once this is complete, high-performing architectures can be generated by simply sampling operators from the Gumbel Softmax distribution. As we train the supernet, we anneal the “temperature” of the Gumbel Softmax operation such that it becomes closer to hard sampling over time. In this way, the search is completed in one training pass, after which architectures can be generated. ProxylessNAS follows a similar direction of using a supernetwork to essentially conduct the search process [19]. Both of these approaches allow for directly incorporating latency information in the loss function of the search process by differentiating the expected latency of the network to be sampled from the supernet.

NAS techniques can be applied to many different areas. AdaBERT [34] focuses on designing architectures specific to individual NLP tasks based on a general pre-trained BERT model. BERT [15] models are pre-trained on large datasets in a semi-supervised manner and fine-tuned on smaller datasets in a supervised manner; AdaBERT leverages this to design more efficient models during the fine-tuning process. In recommendation systems, AutoCTR [27] aims to search over the key “building blocks” of a set of DLRM-type recommendation models. This work does not use a supernetwork-based NAS approach, but rather samples architectures. It is able to maintain efficiency by conducting the search process over subsampled versions of the datasets. This approach of using a proxy task is common in NAS [19].

III. DNAS ALGORITHM

In this section, we introduce the DNAS algorithm in detail, in preparation for the following section IV which focuses on our implementation of DNAS through our framework. We begin by presenting the structure and usage of the DNAS supernet, the core of the algorithm, then we clarify some points regarding search spaces and sampling, and finally we present the end-to-end DNAS pipeline.

A. DNAS Supernet

The DNAS supernet is what allows the algorithm to arrive at an optimal architecture distribution during a single training process, instead of through sequential sampling and architecture training. An illustration of a supernet is shown in figure 1. Each layer of the supernet consists of a set of operators. The input to the layer is fed to each operator, and the outputs of the operators are combined to generate the input to the next layer of the supernet.

Formally, let us denote the \(i\)th operator at layer \(l\) of the supernet as \(f_{l,i}\). Then, we can express the output of layer \(l\) in terms of its input \(x\) as:

\[
\sum_{i=1}^{n} m_{l,i} f_{l,i}(x) \tag{2}
\]

where the weights \(m_{l,i}\) are themselves determined by a Gumbel Softmax over a vector of parameters \(\theta_l\).
In section IV, we discuss how our framework allows for embedding dimensions can be chosen for which categorical features.

By contrast, a search space group might be, for example, searching over embedding hyperparameters at each layer. We use the term "search space" it is designed to search over. In our case, the search space is a combination of the loss for the task on which the supernet is trained as well as the hardware cost loss. In our framework is a combination of the loss for the task on which the supernet is trained and the cost of an architecture 

\[ \text{Cost}(a) = \sum_l \sum_i m_{l,i} \text{Cost}(f_{l,i}) \]  

where \( \text{Cost}(f_{l,i}) \) is the measured (or calculated) hardware cost for the \( i \)th operator in supernet layer \( l \) [24].

The supernet itself is then trained with a loss function which is a combination of the loss for the task on which the supernet is trained as well as the hardware cost loss. In our framework we allow for this to be using either of the below forms:

\[ \text{TotalLoss} = \text{TaskLoss} \times \alpha \log(\text{Cost}(a)) \]  

\[ \text{TotalLoss} = \text{TaskLoss} + \alpha \log(\text{Cost}(a)) \]

It would be easy for any users of our DNAS framework to implement different TotalLoss formulations if needed.

B. Search spaces & Supernet Training

The construction of the supernet is based on the search space it is designed to search over. In our case, the search space is the set of operators which can be chosen from at each layer in the network. While we may not search at all over some layers, we could also have different numbers of possible operators at each layer. We use the term search space group when we search over a set of search spaces. A search space group might be, for example, searching over embedding dimensions for different features. By contrast, a search space for embedding dimensions should specify precisely which dimensions can be chosen for which categorical features. In section IV we discuss how our framework allows for searching over the search spaces within a search space group.

We also discuss the supernet training procedure before presenting the detailed DNAS pipeline in the following subsections. The DNAS supernet is actually never trained as a single unit. Instead, we alternatively train 1) the weights of all the different candidate operators \( w \), and 2) the architecture parameters \( \theta \). Consistent with this methodology, these two sets of parameters are trained on two distinct partitions of the original training dataset. This prevents us from over-fitting the architecture parameters to the training dataset [17], [24]. It also allows the DNAS algorithm to identify which architectures are prone to over-fitting and reduces the probability that they will be sampled, which is discussed further in section VIII-C in the context of our embedding cardinality search space group experiments.

C. DNAS Pipeline

Our DNAS pipeline illustrated in algorithm is identical to algorithm 3 of [8] except for slight modifications for clarity.

We note a few relevant points from the algorithm. The training dataset \( X_{\text{train}} \) is randomly split to generate \( X_{\text{sup}} \) and \( X_{\text{sup}} \) (see section IV-E). We typically evaluate sampled architectures on a separate validation dataset because many DNAS pipelines may be run for a given dataset, although the test dataset \( X_{\text{test}} \) is written in the algorithm. We avoid training the architectural parameters in the early warmup epochs \( (N_{\text{warmup}}) \) so that we do not train the architecture parameters before the weights are trained enough to produce reasonable outputs [24]. Otherwise, we might end up with architectures that perform well very early in training but perform poorly by the end of training.

D. DNA Usage Considerations

In this section we briefly highlight the importance of the various knobs which must be tuned in order for DNAS to achieve good results. These include traditional hyperparameters such as learning rate, weight decay, optimizer choice, etc.
It also includes DNAS-specific choices such as the split $\lambda_w$ and $\lambda_b$ of the dataset, the structure of the search space group, specific choice of search space, and the parameters to trade off between task loss and hardware latency. While DNAS itself is designed to be a one-pass algorithm in the sense that the search is completed in one single training procedure, different choices of hyperparameters can have a very significant impact on the results achieved. We discuss this further in the context of our ads CTR prediction results, along with other insights regarding developing successful search spaces, in section IX.

IV. DNAS Framework Implementation

In this section, we provide a detailed look at the implementation of the DNAS algorithm in our framework. The framework is designed to be usable for any application which can be implemented in PyTorch. It is designed to allow for a high degree of tuning and customization, as well as to efficiently run on multi-GPU machines. We structure this section as follows: first, we describe the functionality of the implementation; second, we summarize the major components and how they work together to achieve that functionality; and finally, we present each component of the implementation in detail. We extensively use code snippets from the implementation, which is open sourced and can be found at [1].

A. Implementation Functionality

Our framework is designed to allow for large-scale “push-button” experimentation and tuning. It natively launches multiple search space training jobs in parallel and multiple sampled architecture training jobs in parallel. That essentially allows the user to specify a search space group and particular search space configurations in addition to the supernet training hyperparameters and sampled architecture training hyperparameters. When the DNAS pipeline completes, the user is able to review all of the results using their own scripts if desired. This is all in pursuit of the goal of allowing both neural net designers and application experts to test new ideas without having to manually tune architectures and hyperparameters.

We illustrate the end-to-end DNAS pipeline as implemented by our framework in figure 2. This shows multiple DNAS supernets being trained in parallel after which multiple architectures are sampled from each one. Subsequently, each of those are trained with different hyperparameters and thus allowing us to find the trained architectures that yield the best tradeoff between accuracy and latency (or other hardware cost parameters, such as the total parameter storage of embedding tables).

We show an illustration of this multi-GPU DNAS training on an 8-GPU machine in figure 3. This figure illustrates the running of multiple supernet training jobs in parallel to tune the search process. A similar process occurs to train the 8 (in this case) sampled architectures.

B. Implementation Components

Below we summarize the major components of our implementation, noting the relevant files and classes, and briefly describing each one’s functionality. The below sections provide much more detail on each component: the search manager is described in section IV-C, the supernet in section IV-D, the training scripts in section IV-E, training manager in section IV-F, the DNAS pipeline manager in section IV-G and the utility scripts in section IV-H.

The search manager manages the entire DNAS search process for training a single supernet training from start to finish. This includes initializing the supernet, creating the optimizers for the weights and architecture parameters, alternatively training the weights and architecture parameters, and hard-sampling architectures from the supernet (at any time
Supernet search config: LR {1e-5, 2e-5, 3e-5, 4e-5} Layer options {
  \[16, 32, 64\], \[32, 64\], \[64, 128, 256\], \[256, 512\]\}

LR 4e-5, \[64, 128, 256\]
LR 4e-5, \[32, 64\]
LR 4e-5, \[16, 32, 64\]

\(4 \times 4 \times 4 = 64\) sampled archs.

The search manager is implemented in `nas_searchmanager.py` as a single `SearchManager` class.

The `supernet` is the construct which is trained during DNAS. As mentioned above, the training of the supernet is managed exclusively by the search manager and any code implemented by the user need not have any interaction with the supernet other than initializing it, passing it to the search manager, and reading the architectures sampled from it. We implement a base supernet class, `SuperNet` in `nas_supernet.py`, which provides the Gumbel Softmax sampling and weighted sum utilities needed for any supernet. The user then creates a supernet for their specific search space group (see section [V-D]) as a subclass of `SuperNet`. In our experiments we used many such supernets, including those implemented in `nas_mlp.py`, `nas_embedding_dim.py`, `dlrm_supernet.py`, and `nas_embedding_card.py`.

Training scripts are the front-end interface through which DNAS search jobs and sampled architecture training jobs are launched. The principal purpose of these is to take arguments from the user. For our specific application, we have one `train_dnas.py` script and one `train_sampled.py` script, whose functions are to take arguments for a single DNAS supernet training and a single sampled architecture training, respectively. The first script results in sampled architectures which are then trained using the second script.

The training manager handles the parallelization of multiple jobs on a multi-GPU machine and implements the functionality displayed in figure [3]. It is designed to be agnostic to the type of job that it is managing. We can use the same script to manage multiple supernet training jobs and multiple sampled architecture training jobs. We implement the training manager in a single `tuning.py` script.

Finally, the DNAS pipeline manager coordinates the entire process. This is mostly a convenience allowing the user to launch a single script and avoid manually launching the training manager first for the DNAS supernet training process and then to train sampled architectures. The pipeline manager takes all arguments related to the supernets, the sampled architectures and data preprocessing. It is implemented in `run_dnas_pipeline.py` script.

In addition to these core components, there will likely be additional utility scripts needed for an implementation. In our case, we implemented an additional script `dnas_data_utils.py` to perform data preprocessing and splitting operations. Depending on the user’s application, they may be able to use existing functions from PyTorch or other libraries and may not need such scripts.

C. Search Manager

The search manager class is designed with two goals in mind. First, that it should allow the user the maximum possible customizability of the search process, such that the same search manager can be used for any DNAS application with minimal changes. Second, that it should manage the search process end-to-end, requiring minimal user interaction.

To this end, we have implemented the `SearchManager` class such that there are only two user-facing methods. The first is the constructor, `SearchManager.__init__()` which allows for the customization. The second is the `SearchManager.train_dnas()` method which runs the DNAS process and terminates after all architectures have been sampled. We show an example in listing [1] of how `SearchManager` can be used (without complete arguments to `SearchManager.__init__()` as there are far too
many to include in the listing). Instead, we list and categorize these arguments in table I.

We split the remainder of this subsection into two pieces: first, we cover the architecture of the SearchManager class and how it works internally; and second, we describe some of the more important arguments to the SearchManager constructor.

1) Code architecture: SearchManager has two main functions: train_dnas() and sample_archs. The first manages the entire search process end-to-end and calls the second at the end of each epoch of training in order to sample any architectures that should be at that time. train_dnas itself relies heavily on run_one_dnas_step() which, as the name indicates, runs one DNAS supernet training step. The main purpose of this function is to simplify the structure of train_dnas(); it optimizes either the operator weights or the architecture parameters as needed and computes the combination of the task loss and the hardware cost.

The operation of train_dnas() is determined by several input arguments to SearchManager which are then fed to SearchManager.calc_epoch_training_params(). This function generates a series of configurations for each training epoch, including what should be trained (op. weights or arch. params), the Gumbel Softmax temperature to use during the epoch and how many architectures should be sampled when the epoch is complete. The SearchManager actually allows for fractional epochs so that we can alternate between training the weights and architecture parameters every 0.25 or 0.5 epochs instead of just every epoch. This is useful for our CTR prediction application because the number of epochs used is typically very low (e.g. 5).

2) Constructor arguments: While the usage of SearchManager is fairly simple, its usefulness lies in its customizability. To illustrate this, and also to provide some context for users of the code, we list the input arguments to the SearchManager constructor in table I. We organize these by their usage.

D. Supernet

There are two pieces to our implementation of the DNAS supernet in PyTorch (corresponding to the below two sections). The first is the supernet base class, SuperNet, which provides the basic functionality needed for any other supernet. The second is the supernet for a particular application, for example EmbeddingDimSuperNet in our case to search over embedding dimensions. These specific supernets can also be combined into "super-supernets” which can include multiple supernets combined together; in our case, we use this to search over MLP sizes for both the top and bottom MLPs in a DLRM. The same DLRM supernet can also support embedding search spaces, though currently not at the same time as MLP search.

1) Supernet base class: The goal of the base class is to provide the key functionality that any other supernet will need to use. The functions included in SuperNet are thus soft_sample(), hard_sample(), and calculate_weighted_sum().

The soft_sample() function soft-samples from the Gumbel Softmax distribution using some temperature temp creating random architecture weights for each element in the batch as the DNAS algorithm requires. hard_sample() is called when an architecture needs to be sampled from the supernet and it hard-samples from the Gumbel Softmax distribution to generate a one-hot set of architecture weights for each supernet layer. This operation fixes the operator of the sampled architecture at each layer.

The calculate_weighted_sum() function is critical to the operation of any supernet. This function implements the weighted sum of operator outputs from equation 2 which generates the output of each supernet layer. It takes the following as inputs: weights, which should be the output of soft_sample() for one layer; mats, a list of Pytorch tensors of which the weighted sum should be taken; and n_mats, which should be equal to len(mats). Note that every tensor in mats should be of exactly the same size.

2) Specific supernets & combinations: When creating a supernet for a specific application, one must first subclass SuperNet, and also set a few class variables in __init__: theta_parameters, mask_values, and num_mask_lists. We show an example of this with EmbeddingDimSuperNet which searches over the embedding dimensions (see listing 2). The forward() function of the supernet soft-samples with the specified temperature if the sampling type is soft sampling. We usually choose to store the hardware cost computed at each training iteration as curr_cost, as this allows for compatibility with ‘super-supernets’ which expect their sub-modules’ forward() functions to return only one tensor. We then later retrieve the curr_cost variables from each supernet to compute the overall cost.

E. Training scripts

There are two Python training scripts that we use in our implementation. The first one, train_dnas.py, takes in arguments via argparse and launches a single DNAS supernet training job by creating a SearchManager and calling train_dnas(). The second one, train_sampled.py, also similarly takes in arguments, but launches a single sampled architecture training job on its own (although it could use external objects or libraries if needed). Both scripts need to save a specific file when they have finished running, which may for example contain various information about the training job (e.g. training loss, validation loss, sampled architecture structure, sampled architecture latency). The training manager looks for this file and, if it is found for a particular job, concludes that the job has completed in which case it launches the next job in its queue.

These two scripts are the jobs that the training manager allocates to GPUs. Typically the user would never need to directly launch a train_dnas.py or train_sampled.py job. Instead, they provide two configuration files to the DNAS pipeline manager defining what jobs should be launched to tune the search space, supernet hyperparameters and the sampled architecture hyperparameters. The pipeline manager
Listing 1: Example usage of the `SearchManager` class.

```python
sm_args = {"super_net": model, ...}
search_manager = SearchManager(**sm_args)
search_manager.train_dnas()
```

---

### TABLE I: Arguments to `SearchManager`.

| Type                  | Name                                      | Description                                                                                                                                 |
|-----------------------|-------------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------|
| Supernet              | `super_net`                               | Supernet PyTorch nn.Module.                                                                                                                |
|                       | `num_warmup_epochs`                       | # warmup epochs, possible fractional.                                                                                                      |
|                       | `arch_sampling`                           | Dictionary mapping keys of # of arch. params. training epochs completed to # of archs to sample at that time.                                |
|                       | `n_total_s_net_training_epochs`           | Total # supernet training epochs.                                                                                                         |
|                       | `n_alt_train_amt`                         | Amount (possibly fractional) of training after which to switch from training op. weights to arch. params or vice versa.                   |
| Gumbel Softmax params.| `init_temp`                               | Initial temperature.                                                                                                                        |
|                       | `temp_decay`                              | Temperature exponential decay rate.                                                                                                        |
| Misc.                 | `host_device`                             | PyTorch host device (e.g. GPU).                                                                                                            |
|                       | `update_lrs_every_step`                   | If true, updates optim. LR's every training step instead of every (possibly fractional) epoch.                                             |
|                       | `experiment_id`                           | Name of search experiment.                                                                                                                 |
|                       | `logfile`                                 | Logfile name.                                                                                                                              |
|                       | `clip_grad_norm_value`                    | L2 norm after which gradients are clipped.                                                                                                 |
| Data                  | `w_dataloader`                            | PyTorch dataloader for training weights (op. params.).                                                                                      |
|                       | `m_dataloader`                            | PyTorch dataloader for training arch params. (or mask).                                                                                     |
| Weights Optimizer     | `w_optim_class`                           | PyTorch optimizer class e.g. `torch.optim.Adam` for weights training.                                                                       |
|                       | `w_optim_init_params`                     | Dictionary of parameters to initialize weights optimizer.                                                                                  |
|                       | `w_optim_params_func`                     | Function which takes supernet as input and returns weights params. to optimize.                                                           |
|                       | `weights_lr_lambdas`                      | A list of (typically lambda) functions, each one corresponding to one parameter group in the weights optimizer, taking the number of weight epochs completed as input and returning a multiplicative factor to be applied to the parameter group’s learning rate. |
|                       | `weights_initial_lrs`                     | List of initial learning rates for weights optim. param. groups.                                                                           |
| Arch. params. Optimizer| `m_optim_class`                           | Analogous to corresponding weights argument.                                                                                               |
|                       | `m_optim_init_params`                     | Analogous to corresponding weights argument.                                                                                               |
|                       | `m_optim_params_func`                     | Analogous to corresponding weights argument.                                                                                               |
|                       | `mask_lr_lambdas`                         | Analogous to corresponding weights argument.                                                                                               |
|                       | `mask_initial_lrs`                        | Analogous to corresponding weights argument.                                                                                               |
| Loss function         | `loss_function`                           | Task loss function assumed to take as input the model predictions and labels.                                                             |
|                       | `use_hw_cost`                             | If false, does not include hardware cost in loss function.                                                                                 |
|                       | `cost_exp`                                | Exponential parameter in exponential hardware cost function as in equation 5.                                                               |
|                       | `cost_coef`                               | Linear parameter in exponential cost (equation 5) if using exponential hardware cost loss, otherwise linear parameter in linear cost (equation 6). |
|                       | `exponential_cost`                        | If true, uses exponential hardware cost in equation 5; otherwise, uses linear hardware cost in equation 6. Note both losses take the log of the raw hardware cost before applying a linear or exponential function. |
|                       | `cost_multiplier`                         | Hardware cost is multiplied by this factor before fed to log function. Useful if hardware cost is, for example, measured in seconds and as such is extremely small; we can set the multiplier to 1000 to adjust it upward. |

launches the training manager for each step of the DNAS pipeline (supernet training and sampled architecture training) with the appropriate configuration file and the training manager will launch the actual jobs.

Below, we briefly cover some of the arguments to `train_dnas.py` and `train_sampled.py` as well as their structure.

1) **DNAS supernet training script**: The DNAS supernet training script needs to take in all the arguments necessary to launch a single supernet training job. These include arguments which specify the search space, the hyperparameters (learning rate, weight decay, etc.) for supernet training, data preprocessing methodology, and so forth. Note the distinction mentioned in section III-B between a search space and a search space group. A different search space group would require a separate training script, whereas many search spaces can be specified with arguments to a single script.

2) **Sampled arch. training script**: The sampled architecture training script needs to take in all the arguments necessary to launch a single sampled architecture training job. These include arguments which specify the hyperparameter (learning rate, weight decay, etc.) for the sampled architecture training, data preprocessing methodology (which may be materially different than the preprocessing methodology for the supernet training) and of course the architecture to be trained itself.
Listing 2: EmbeddingDimSuperNet subclasses SuperNet to search over embedding dimensions. Below is EmbeddingDimSuperNet.__init__.  

```python
class EmbeddingDimSuperNet(SuperNet):
    def __init__(self, cardinality, dim_options):
        """ Implements an embedding dimension search supernet. """
        # Superclass initialization.
        super(EmbeddingDimSuperNet, self).__init__()

        # Store for later.
        self.cardinality = cardinality
        self.dim_options = dim_options
        self.max_dim = max(dim_options)
        self.num_dim_options = len(self.dim_options)
        self.param_options = nn.Parameter(torch.Tensor([curr_dim * self.cardinality for curr_dim in self.dim_options]), requires_grad=False)

        # Create largest dim embedding matrix.
        self.largest_embedding = EmbeddingDLRM(self.cardinality, self.max_dim)

        # Create other parameters.
        self.theta_parameters = nn.ParameterList([nn.Parameter(torch.Tensor([0.00] * self.num_dim_options), requires_grad=True)])
        self.mask_values = [None] * len(self.theta_parameters)
        self.num_mask_lists = len(self.mask_values)

        # For compatibility with DLRM, store the current cost instead of returning it after each call to forward().
        self.curr_cost = None
```

F. Training manager

The training manager is in a script called tuning.py. It handles launching the jobs specified in a configuration file so as to keep all its assigned GPUs occupied. The inputs to the script are 1) the path to the configuration file itself and 2) an experiment ID which is used in all files related to the jobs that will be launched. It ensures that no files from prior experiments are overwritten. We provide an example configuration file in listing 3.

The first line of listing 3 just tells the training manager what script to run and the version of python to use (e.g. users could specify their own virtual environment of python with different packages). Note that this codebase is designed to work with and has been tested only with Python 3. The second line of the configuration file consists of the arguments to the script on the first line. Three parameters must be replaced with special tokens: EXPERIMENT_ID, HOST_GPU_ID, and SAVE_METRICS_PARAM. This is because these parameters are replaced with their actual values on-the-fly. For the experiment ID, this is provided when the DNAS pipeline is launched; for the latter two these values change as each job is launched on a different GPU and saves its metrics to a different path.

Finally, the parameters which we want to tune are specified by curly brackets as weights_lr. The values separated by commas inside these brackets represent the different jobs that will be launched. Note that the training manager does a direct string replace of the curly brackets expression with each entry of it. For example, if we want to tune over adding an option, that can be specified inside this option as {--option_to_add, }.

The next two lines are reasonable self-explanatory: they outline which GPUs the training manager owns and how many jobs per GPU to launch. The last line is needed for scripts
Listing 3: Example configuration file which can be input to `tuning.py` which will launch many `train_dnas.py` jobs; note that lines 2-9 would be on the same line of the file but are split here for readability. Also note that, for brevity, many arguments are skipped.

```python
python train_dnas.py
--search_space=emb_card
--embedding_dimension 32
--cardinality_options 1.0 0.1 0.01 0.001
--experiment_id=SAVE_METRICS_PARAM
--host_gpu_id=GPU_ID_PARAM
--weights_lr={0.25, 0.5, 1.0, 1.5, 2.0}
--save_metrics_param=SAVE_METRICS_PARAM
--memory_map
GPU_IDS:0,1,2,3,4
NUM_JOBS_PER_GPU:10
EPOCH_EVAL_FREQ:5,5
```

that save output in each epoch (e.g., `train_sampled.py`). It informs the training manager about the files to look for so that it can aggregate results after each epoch.

The training manager is implemented in a fairly straightforward manner. It first generates all possible jobs to be launched from the contents of the curly brackets expressions. It then puts all of these in a queue and starts launching them on the available GPUs. As soon as it detects the saved file from a particular job (indicating its completion), it launches the next job available in its queue. It can detect files indicating that a particular job has encountered a GPU out-of-memory (OOM) error and add the job to the back of the queue and relaunch it. This feature requires modifications to the script being run with tuning manager so that it catches the OOM exception (usually a `RuntimeError`) and saves the file indicating the error.

G. DNAS Pipeline Manager

The pipeline manager, `run_dnas_pipeline.py`, is a fairly simple script. It takes in all arguments for data preprocessing, as well as the training manager configuration files for supernet and sampled architecture training and manages the launching of the training manager (`tuning.py`) for both kinds of training. It also updates a logfile with the status (e.g. started supernet training, started sampled architecture training, finished sampled architecture training). In our case, we implement a further script called `run_kaggle_jobs.sh` which fills in many of the arguments to the DNAS pipeline manager which are the same across many of our experiments and only takes as arguments the paths to the configuration files, the search space group, and a few others. However, this additional script is not necessary for all implementations (see the sample extension described in section V).

H. Utility scripts

Utility scripts needed for a DNAS implementation are likely to be for data preprocessing. In our case, `dnas_data_utils.py` contains the function `get_dnas_dataloaders` which, given command line arguments, preprocesses data and returns Pytorch dataloaders for either DNAS supernet training or sampled architecture training. Note that the test dataloader is only used if specified in the arguments to `train_sampled.py`. Generally we would only set this `--check_test_set_performance` flag once when we test the best architecture from sampled architecture tuning (loading it from a checkpoint).

Other users may find that the built-in dataloaders from PyTorch work with few enough modifications that dedicated utility scripts are not needed. We recommend implementing at least basic utility scripts. For example, this could be to handle splitting the data into weights and architecture parameter training.

V. Extending DNAS

In this section we cover what it takes to extend the DNAS framework that we have open-sourced to different problems, which may be from any domain and using any backbone network, as long as the search space can be represented as a supernet of some type. This includes both a description of the required implementation components which have to be added for a new application, as well as a code sample which we provide to illustrate how this would actually be done.

A. Required Implementation

There are only a few implementation requirements which are needed to extend DNAS to another application problem. We enumerate and briefly explain these below.

1) **Supernet subclass** corresponding to the search space group. This would be the analog of the `EmbeddingDimSuperNet` example shown in listing 2. Note that our framework allows this to consist of any valid PyTorch operators. It could be MLP-based, as our supernets are, or convolution based, LSTM-based, etc.

2) **Sampled architecture module** which is the PyTorch `nn.Module` that will be used to create and train sample architectures. It should take arguments that are generated when an architecture is sampled from the supernet.

3) **DNAS training script** to take in arguments and pass them to the search manager. As mentioned in section IV-E1

[IV-E1]
the main purpose of this script is to make running jobs easier via Python’s argparse library.

4) **Sampled architecture training script** to take in arguments and train a sampled architecture based on them. This script will require a training loop for the given application, which may include any advanced components of the architecture training process that are not present during the search process itself (e.g. changing the batch size during the course of training).

5) **Configuration files**: one to search across different search spaces within a search space group and supernet training hyperparameters. Another file to search across sampled architecture training hyperparameters. Of course, multiple files are likely to be used as the search over the search space group is refined and better hyperparameters are found.

6) **Utility script(s)** these are needed for any custom dataloaders or dataset implementations which would be used in the DNAS or sampled architecture training scripts. We implemented this in dnas_data_utils.py as mentioned in section IV-H. While adding a data utility script may not be required for all applications, it is recommended to use one if only to keep the codebase organized given the need for separate weight and architecture parameter training datasets.

7) **Customizations to the SearchManager** for different types of data, number of inputs to the supernet, different loss functions, etc.

In addition to these minimum implementation components, one can make further changes to the framework to customize it for a particular application. One important area for tweaking is in the combination of the task loss and hardware cost into a single loss function, as different combination functions may suit different applications better.

### B. Code Sample

We provide a code sample in our repository (see folder sample_extension) which shows how our framework could be used to perform search over convolutional networks. In this example, we search over a 5-way classification dataset of random $3 \times 50 \times 50$ images. Note the following correspondence between the implementation requirements mentioned in the above section V-A and the custom files in the sample extension:

1) Supernet subclass: cnn_supernet.py.
2) Sampled CNN module: cnn_sampled.py
3) DNAS training script: train_dnas_cnn.py.
4) Sampled arch. training script: train_sampled_cnn.py.
5) Search space config. file: config_cnn_dnas_search; Sampled arch. config. file: config_cnn_sampled_search.
6) Data utility script: dnas_cnn_data_utils.py.
7) Customized search manager script: nas_searchmanager.py

There are other files in the sample extension that are copied from the main DNAS implementation as these are dependencies required for any implementation (e.g. nas_supernet.py). We also copied utils.py. However, we deleted some functions from it that are unnecessary in the sample extension (e.g. to calculate latency for an MLP search supernet).

### VI. DNAS for Ads CTR Prediction

In this section we present our methodology for applying the DNAS framework described in prior sections to the problem of ads click-through rate (CTR) prediction. We start by describing the motivation for and constraints of the problem, and then cover our backbone architecture and search spaces.

#### A. Problem Statement: Efficient CTR Prediction

As shown in figure 3, the process of determining the best ad to show to a user in a given context involves multiple machine learning or deep learning based models, with service level agreements (SLAs) enforced on the services that run these models. This forms the crux of the problem of efficient CTR prediction: recommending the best quality ads while still meeting SLA constraints. These constraints are required to maintain a proper experience both for users of the Internet service as well as for advertisers (i.e. customers) bidding for inventory. SLAs are typically tens to hundreds of milliseconds [30]. Some concrete examples of this range can be found in [29].

Given the complexities and constraints of CTR prediction at the scale that is required for major Internet services, it is important to recognize the opportunity for NAS to make material contributions. As noted previously, very small improvements in CTR prediction accuracy can translate to very significant revenue changes for Internet companies, and can equivalently significantly improve user and customer experience. The importance of recommender systems in Internet services, as well as the strict latency constraints they face, motivates the need for a NAS algorithm to make improvements in the pareto-optimal curve of accuracy vs. latency.

#### B. Backbone Architecture

Our backbone architecture, that is the architecture that we use as the starting point for all of our supernets, is the Deep Learning Recommendation Model (DLRM) [20]. We described this model briefly in section II-A concerning related work in recommender systems. We will provide more detail in this section. Figure 5 provides an overview of the model structure.

We provide further details on the main components of the model using the dimensions noted in figure 5. Their relevance to the search spaces that will be enumerated in section VI-C.

1) **Embedding tables**, which could be numerous, convert a multi-hot sparse feature vector (in our specific application one-hot) to a single dense vector of dimension $d$. Each embedding table has a certain number of rows and may be expressed as a matrix $E \in \mathbb{R}^{c[i] \times d}$. The
Fig. 4: A typical online advertising retrieval pipeline. The user requests content, for example by loading a page in which an ad needs to be placed. This request is transmitted over some network to a datacenter, where ad inventory and user data (which will be expressed as some dense and sparse features) are combined to first filter the ad inventory from thousands or more of candidates to a smaller set using light models, and then rank that set using more complex models [30]. The top few candidates are then fed to an ad auction which returns the winning ad to be displayed to the user.

embedding lookup for a given sparse feature vector \( x \) operation is a vector sum \( E^T x \). Typically, \( x \) will have a small fraction of 1s and almost all 0s, corresponding to certain categories. For example, the location of the 1 may indicate for which user ads are currently being ranked. In practise, due to the sparsity of the matrix-vector product, the operation is implemented as a memory lookup and vector sum.

2) The bottom MLP directly processes the dense feature inputs to the DLRM. These dense features are real-valued and can be represented by \( f_d \in \mathbb{R}^{n_d} \), where \( n_d \) is the number of dense feature inputs to the model. The bottom MLP consists of sequential fully connected layers and ReLU activation functions.

3) The feature interactions layer combines information from the bottom MLP output and the embedding lookups, all of the same dimension \( d \). This layer is designed to be general; however, we use the dot-product based layer in our application. Given \( n_e \) embedding tables (sparse features), the unbatched input to the feature interactions layer will be a matrix \( F \in \mathbb{R}^{(n_e+1) \times d} \). The layer output is the flattened (to a vector) upper triangular portion of \( F F^T \), possibly including the self-interactions (i.e., diagonal elements).

4) The top MLP takes as input the concatenation of the bottom MLP output and the feature interactions layer
output. Similar to the bottom MLP, it consists of sequential FC layers and activation functions. Different from the bottom MLP, the activation function for the last layer is a sigmoid, so that the output of that layer will be a click probability $p_i \in (0, 1)$.

C. Search spaces

In this section we discuss the search spaces that we use in this work. We focus on search spaces covering the main components of the DLRM model. We exclude interactions layers from the search space which is considered in more detail in [27]. [28]. Our MLP search space is designed to minimize the computational requirement (i.e. FLOPs and latency) needed to achieve a particular accuracy. Further, we believe that our search spaces which focus on embedding tables may be of particular interest for future work, as embedding tables specifically present significant storage and memory bandwidth constraints.

1) MLP Search: The particular challenge posed by MLP search is that differing channel dimensions for the outputs of differing operators makes the weighted-sum approach infeasible without changes. One solution is that adopted by FBNetv2 [2] through operator sharing, truncation, and zero-padding. We use a novel solution with a more expansive search space that we term FC-of-FC. This solution fully represents every combination of FC operators and thus every possible MLP from the search space directly.

As the name suggests, FC-of-FC consists of a fully-connected network of fully-connected layer operators, allowing for any combination of a fixed number of FC sizes across a fixed number of supernet layers to be sampled. Figure 6 illustrates how an FC-of-FC supernet is constructed using an example.

As shown in figure 6 every FC-of-FC supernet has a fixed input and output dimension. In between these two endpoints, we search for what sequence of FC sizes (and how many) would be optimal according to some combination of task loss and hardware or inference cost. The figure represents the supernet as a DAG, where nodes are tensors which are weighted sums of operator outputs and operators are represented by edges, which are labeled as input size $\rightarrow$ output size. For each possible output size, we have an operator corresponding to every possible input size. We also have special skip layer operators, denoted in black, which operate between nodes of the same size and skip application of the FC function. Then, the output of a given node is a Gumbel Softmax weighted sum over the outputs of the operators which point to that node.

When we wish to hard-sample networks from this supernet, the process is somewhat more complex than usual. We hard-sample an operator choice from each place where a weighted sum would be conducted, that is, the input to each node. However, this does not determine the network alone. Instead, we work backwards. So, the input to the node labeled 50 might be selected to be 16. Then, we select the edge which was hard-sampled as the input to this 16 node as the prior layer,
and proceed until we reach the first either 16 or 32 node, at
which point the prior node must be 10 and the edge must be
whichever connects 10 to the selected 16 or 32 node.
The latency (or any cost) calculation methodology for
this kind of FC-of-FC supernet is also different than would
usually be done. We cannot just take a weighted sum because,
unlike regular supernets, the operator selections at each layer
are not independent. So, we have to multiply the selection
probabilities starting from the output of the supernet and then
multiply those adjusted probabilities by the latencies of each
operator. This is very simple mathematically, but is a bit
messy to implement, especially because the Gumbel Softmax
operator. This is very simple mathematically, but is a bit
messy to implement, especially because the Gumbel Softmax
operation randomizes selection probabilities within a single
training batch. We implement this as a function in utils.py.

In our experiments the MLP supernet is never used on its
own, but rather as part of the DLRM. This is done by replacing
the fixed bottom and top MLPs with MLP supernets that find
the best configurations for these blocks.

2) Embedding dimension: Our embedding dimensions
search space is specifically designed to reduce the parameter
storage requirements for embedding tables. We do this by
searching over a set of possible embedding dimensions for
each table. Note that this would be infeasible with the DLRM
setup without changes due to the dot-product based feature
interactions layer. As shown in figure we use a zero-padding
approach similar to FBNets [2] for embedding dimension
search. This works by having a single embedding table of the
maximum dimension and replacing elements in an embedding
vector beyond each dimension in the search space with zeros.
The weighted sum with Gumbel Softmax derived weights is
taken over these vectors.

After we have selected the dimensions for a sampled
architecture, we maintain the same zero-padding up to the
largest dimension of any embedding table in that network.
While it would be possible to construct a supernet that
required all embedding dimensions to be equal, we believe
that setting dimensions specific to certain features allows for
more parameter savings. As the embedding dimension search space is a reasonably straightforward application of the DNAS
framework, we do not spend much more time on it. We do
note, however, that the cost function we use for the embedding
dimension search space is the number of parameters in all
embedding tables in the network.

3) Embedding cardinality: Our embedding cardinality
search space is designed to search over the hash size that is
used to reduce the cardinality of sparse features. For example,
for a hash size of $H = 100$, we would take $x \mod H$ before
looking up a given index $x$, which effectively reduces the
number of categories in the feature to at most $H$. This hash
size represents a tradeoff between the degree of personalization
an embedding table affords and the amount of storage that it
requires.

The design of the search space is fairly simple. We store
separate embedding tables (with the same dimension) for each
possible hash size. Then we look up the vectors at index $x \mod H_i$ for each possible hash size $H_i$ in the search space
and take a weighted sum over these vectors. Figure provides
an illustration of this. While it is possible to combine these
different candidate tables into a single table and look up the
different indices within that table, we felt that this would not
allow for an effective search. Further, the storage overhead at
search time is likely to be minimal because in our experiments
we typically search over hash sizes decreasing by factors of 10
from the original cardinality of each feature. This means that
the total storage requirement is less than or equal to $1 - 0.1 = 1.11 \times 1$ of the original feature.

VII. EXPERIMENTS

A. Dataset

In this subsection we introduce the dataset we use in this
work, Criteo Kaggle, as well as the preprocessing that we
perform on this dataset.

1) Criteo Kaggle: The Criteo Kaggle dataset was origi-
nally released by the advertising company Criteo as part of
a Kaggle challenge. Because the test set labels from this
challenge were never released to the public, the training set is
itself split and used in many works as a benchmark for CTR
prediction [20], [22], [27], [28]. We refer to this henceforth as
the dataset.

The dataset itself consists of 46M chronologically ordered
click records from a 7-day period. Each record consists of 13
dense features and 26 sparse or categorical features as well as
a binary click label, although some features may be missing

2http://labs.criteo.com/2014/02/kaggle-display-advertising-challenge-
dataset/
from any given record. The categorical features themselves have a wide range of cardinalities. The minimum cardinality is just 3, while the maximum is 10131227, and the total number of categories across all sparse features is 33762577. Depending on the embedding dimension used, the total sparse feature storage can easily be in the gigabytes or even tens of gigabytes (and note that this dataset is orders of magnitude smaller than industry-scale datasets). Approximately 74.4% of records in the dataset have a 0 (i.e., no-click) label and the remaining ones have a 1 (i.e., click) label.

In accordance with [22] and especially [20] as we directly leverage the DLRM Criteo Kaggle data processing code in our dnas_data_utils.py, we split the dataset as follows. The first 6/7 are used as training data and the last 1/7 is split randomly (i.e. not chronologically) into 50/50 validation and test dataset. Note that the chronological separation of the training from the validation and test dataset is important because CTR prediction models face the same issue in practice: changing data distributions over time. The validation and test datasets are drawn from the same day so that they are i.i.d.

2) Preprocessing: The preprocessing we perform is reasonably straightforward and contains no novelty. We briefly describe it below for completeness. We follow the preprocessing methodology used in [20] which in turn closely follows the preprocessing used in [22].

For dense features, missing features are replaced with -1, and the rest of the features are transformed by the function $f(x) = \ln(1 + x)$.

We do not perform any subsampling of the data, either to increase the proportion of click labels, or to decrease the total number of records used during training time. Doing the latter especially would reduce the search time, and this is used in [27]. That being said, our train_dnas.py and dnas_data_utils.py script support both subsampling methodologies and the DLRM data processing itself supports the first.

B. Model and Search Configuration

### TABLE II: Backbone search architectures. **TBS** = To Be Searched, as in [24]

| Search space | Bottom MLP | Top MLP | Embedding dimensions | Embedding cardinalities |
|--------------|------------|---------|----------------------|-------------------------|
| **MLP** | **TBS** | **TBS** | All 32 | All 20K |
| Emb. dim. | 13-1024-1024-1024-128 | 479-1024-1024-1024-1 | **TBS** | All 20K |
| Emb. card. | 13-1024-1024-1024-32 | 383-1024-1024-1024-1 | 32 | **TBS** |

This section presents the architectural parameters that we used for our experiments with all three search space groups mentioned in subsection VI-C. Table II presents the backbone architectures and the components that are part of the search process for each search space group. We now describe the precise search spaces, as well the tuning process that was used in conjunction with each. However, we do not cover all the parameters here. They may be found directly in the open-sourced code tuning configuration files or as default parameters specified in the code.

1) **MLP search configuration:** Both the bottom and top MLP layer size options were [128, 256, 512, 1024]. Both MLPs are limited to 5 layers in our search. This means, for example, that one possible bottom MLP configuration of the maximum length might be [13, 128, 128, 1024, 1024, 32]. Because the MLP search space group incorporates layer skipping, a possible bottom MLP configuration of the minimum length might be [13, 128, 32]. We tuned the temperature decay rate and weights LR arguments in train_dnas.py. The
former was one of [0.1, 0.2] and the latter was sampled from [1.0, 1.5, 2.0]. We tuned only the LR when training sampled architectures. It was allowed to be one of [0.25, 0.5, 1.0, 2.0].

2) Embedding dimension search configuration: The dimension options for each sparse feature were [8, 16, 32, 64, 128]. We tuned the same hyperparameters in the same manner as we did for the MLP search space, for both supernet training and sampled architecture training.

3) Embedding cardinality search configuration: The cardinality options were [1.0, 0.1, 0.01, 0.001], expressed as a factor of reduction from the original cardinality found in the dataset. This means that for a feature with an original cardinality of $10^4$, we would search over candidate cardinalities [10000, 1000, 100, 10]. We tuned the same hyperparameters in the same manner as we did for the MLP search space for both supernet training and sampled architecture training.

C. Results

We now present the results from the experiments described previously in the section. Most of our analysis uses validation logloss as our task performance metric, with various efficiency metrics used corresponding to the search spaces groups tested. We also conduct test-set evaluations on the most accurate (overall) as well as most efficient (selecting the tuning configuration which performs best on the validation set) architectures for each search space group. This is a total of 3 search space groups $\times$ 2 architectures each $= 6$ test set results. Note this is a very small fraction of the total sampled architecture results: in total we have 3 search space groups $\times$ 2 temperature decay options $\times$ 3 weights LR options $\times$ 4 sampled architectures $\times$ 4 sampled training LR options $= 288$ architectures, all of which have validation loss calculated at every one of 6 training epochs.

We first present statistics on the validation loss, calibration$^3$, and efficiency metrics for the three different search space groups. These are found in tables III, IV, and V for MLP search, embedding dimension search, and embedding cardinality search respectively. Note that these statistics are over each sampled architecture’s minimum validation loss epoch across the 6 epochs of training.

For the purposes of analyzing and attempting to interpret the actual DNAS search process, we also provide heatmaps representing the weights parameterizing the Gumbel Softmax operations in supernets for the best-performing architecture (by loss) in each search space. Please see these in figures 9 and 10 for the embedding dimension and cardinality search spaces respectively. Note that these heatmaps do not depict the MLP search space which is discussed more in subsection

$^3$Calibration for predictions $p$ and labels $y$ is defined as $\sum_{i=1}^{n} \frac{p}{y_i}$. Calibration is considered an indication of a model’s quality and keeping it close to 1.0 is critical to a model’s commercial potential[10].
TABLE III: Statistics for MLP search.

| Statistic | Validation logloss | Validation calibration dist. from 1.0 | Bottom and top MLP FLOPs |
|-----------|--------------------|----------------------------------------|--------------------------|
| Min       | 0.4467             | 0.0027                                 | 9.927 × 10^6            |
| Mean      | 0.4508             | 0.0143                                 | 1.879 × 10^6            |
| Median    | 0.4514             | 0.0138                                 | 1.806 × 10^6            |
| Max       | 0.4534             | 0.0294                                 | 5.276 × 10^6            |

TABLE IV: Statistics for embedding dimension search. Note that average dimension is a valid metric because all cardinalities are fixed at 20K. Average dimension is directly proportional to total embedding storage.

| Statistic | Validation logloss | Validation calibration dist. from 1.0 | Avg. emb. dim. |
|-----------|--------------------|----------------------------------------|----------------|
| Min       | 0.4470             | 0.0016                                 | 67.07          |
| Mean      | 0.4504             | 0.0145                                 | 79.44          |
| Median    | 0.4509             | 0.0145                                 | 81.08          |
| Max       | 0.4532             | 0.0299                                 | 89.54          |

VIII-A Finally, we report the test set results mentioned above in table in [VI] The discussion and analysis of the results is presented in the following section [VIII].

VIII. DISCUSSION OF RESULTS

A. MLP search

We first note that we did not provide a heatmap illustration of the architecture parameters for the MLP search space. This is because the architecture parameters for this search space, as is explained in section [VI-C], do not operate across an entire layer but rather weigh the inputs to an operator of a particular size. Thus, these architecture parameters are not directly interpretable. They also do not directly correspond to operator sampling probabilities due to the way in which FC-of-FC works (sampling probabilities are not independent across layers).

From the statistical results in table [III] we can see that the MLP search process has performed well, achieving a minimum validation log loss of 0.4467. We can also see a 3.3× range of FLOPs between the minimum and maximum, indicating that the search space itself would be useful in reducing actual computational requirements. Interestingly, the test set results show much less variation across FLOPs between the most accurate and most efficient model. In fact, the most accurate model uses close to the minimum number of FLOPs found in any of the MLP architectures. The architectures achieve very different logloss with the most accurate achieving 0.4457 and the most efficient achieving 0.4520.

Due to the minimal difference in FLOPs, we believe that this is due to a difference in hyperparameters between the models and not due to any effect of the lower representational capacity of the more efficient model. This may also point to a potential lack of sampling accuracy of FC operators, or insufficient training of the architecture parameters, thus leading to operators being sampled suboptimally.

B. Embedding dimension search

We start by examining the results from table [IV] We can see a significant variation in the validation logloss: a range of [0.4470, 0.4532]. The calibration values also follow the logloss numbers, with worse calibration (farther from 1.0) seen for architectures with higher logloss. We can also see a significant range of the average embedding dimension, from 67.07 to 89.54. Also, notably, the mean and median average dimensions are closer to the maximum dimensions than the minimum, suggesting that the optimization of dimensions is non-trivial. Interestingly, the average embedding dimension is higher for the architecture that achieves the logloss of 0.4532 than it is for the architecture that achieves the logloss of 0.4470. This suggests that rather than simple compression, what is required to both decrease loss and to decrease model size is compressing the correct features by the correct amount.

TABLE V: Statistics for embedding cardinality search.

| Statistic | Validation logloss | Validation calibration dist. from 1.0 | Total # categories |
|-----------|--------------------|----------------------------------------|-------------------|
| Min       | 0.4451             | 0.0013                                 | 1.24 × 10^6       |
| Mean      | 1.437              | 0.1717                                 | 1.294 × 10^6      |
| Median    | 0.4467             | 0.0206                                 | 1.304 × 10^6      |
| Max       | 20.55              | 2.9                                    | 2.368 × 10^7      |

TABLE VI: Test set results for selected architectures. Efficiency metric is total MLP FLOPs for MLP search, average dimension for embedding dimension search, and total # categories for embedding cardinality search. Note that for this table we put the actual calibration instead of its distance from 1, as there is no need to calculate statistics.

| Arch. | Test logloss | Test calibration | Efficiency metric |
|-------|-------------|------------------|-------------------|
| MLP   | 0.4457      | 0.9906           | 1.12 × 10^6 FLOPs |
| MLP   | 0.4520      | 0.9868           | 9.927 × 10^3 FLOPs|
| Emb. dim. lowest loss | 0.4460 | 0.9808 | Avg. dim. = 71.69 |
| Emb. dim. most efficient | 0.4463 | 0.9824 | Avg. dim. = 67.08 |
| Emb. card. lowest loss | 0.4442 | 0.9916 | 1.877 × 10^4 categories |
| Emb. card. most efficient | 0.4454 | 0.9875 | 1.24 × 10^6 categories |
On this point, we can look at the architecture parameters represented in figure 9. DNAS places an emphasis on using larger embedding dimensions for the features at indices 2, 11, 20, and to a lesser extent, 3, 6, 9, 10, 14, 23, and 25. The actual cardinalities of the features are [1460, 583, 10131227, 2202608, 305, 24, 12517, 633, 3, 93145, 5683, 8351593, 3194, 27, 14992, 5461306, 10, 5652, 2173, 4, 7046547, 18, 15, 286181, 105, 142572]. The average log base 10 cardinality of the features with indices listed above is 5.473, and the average for those not is 2.368 (the numbers are 6,925 and 3,124 respectively if we exclude the second set of indices). Needless to say, this difference of 100x clearly shows that DNAS has identified that high-cardinality features need a larger embedding dimension in order to result in embedding with the necessary representational ability.

Looking at the test set results, we can also see that it is proper optimization of the dimensions for specific features that makes models perform well on the CTR prediction task. The best-performing model achieves a 0.4460 test logloss, but is only 7% larger in parameter storage than the most efficient model, which actually achieves a very similar test logloss: 0.4463. Note that both of these logloss numbers are quite low themselves.
C. Embedding cardinality search

Again, we start by examining the results from table V. One immediate observation is that the maximum loss is 20.55, which is an absurd value that can only indicate complete learning failure or divergence during training. As a result of such outlier values, the mean logloss is a useless indicator, as is the mean calibration. Also important to note is the degree of variation in the embedding cardinality: we can see a $>20\times$ range in the number of categories, offering the largest opportunities for model compression of all of the search spaces groups used in this work. We also note that the minimum validation logloss is the best we have observed so far: 0.4451.

Now, looking at figure 10, we can see that there are certain features for which DNAS has found that the original cardinality should be maintained. These fall at the indices 5, 6, 10, 12, 13, 14, 16, 17, 18, 19, 21, 22, and also to a lesser extent 24. The features listed have an average log base 10 cardinality of 2.424, and those not listed have an average log base 10 cardinality of 4.702. Clearly, DNAS has realized that it makes sense not to try to reduce the storage used by low-cardinality features, both because this saves little storage space, but also because it is likely to significantly hurt task performance.

We now examine the test set results of this search space. The architecture that achieves the lowest loss achieves a test
set logloss of 0.4442, the lowest results achieved in all search spaces. It achieves a calibration of 0.9916, which is also the closest to 1 out of all search spaces. However, it contains 19M categories, resulting in a large model. What is even more impressive is that the architecture with the minimum number of categories is actually fairly close in logloss, with a test set result of 0.4454, which is the second best of all test set results across all search spaces. This architecture has 15.14× fewer categories (and thus uses the same factor less embedding table storage) than the architecture with the lowest loss, and yet it increases test loss by just 0.0012. While this would be significant in a commercial context \(^{22}\), this result shows that DNAS has great promise as a tool to help maximize the performance that can be achieved in a given storage budget for embedding tables.

We also note our belief that part of the value of the embedding cardinality search space is that it allows DNAS to, at some level, remove feature information which contributes primarily to overfitting. Because the weights and architecture parameters training datasets are separate, DNAS has the ability to recognize features which are not generalizing well and reduce the probability that they are sampled with the same cardinality. Reducing the cardinality will reduce the overfitting, providing both a storage reduction and a loss improvement. We believe that this may also be part of why the architecture with 15.14× fewer categories than the best-performing one does not perform too much worse; that is, much of the trimmed categories may have been contributing more to overfitting than generalized performance.

D. Comparisons to Prior Work

Our test set results of 0.4442 and 0.4454 for the lowest loss and most efficient embedding cardinality search architectures respectively are significantly in excess of the \(~0.447\) (estimated from graphs by counting pixels) reported in figure 5 of \(^{26}\) as their DLRM baseline. Our latter efficient result also uses \(~12\times\) fewer parameters than the \(5.4 \times 10^8\) reported for that baseline. As for search efficiency, we complete our DNAS search process in \(~0.28\) GPU-days, which compares favorably with the \(~0.75\) reported in \(^{27}\), and especially so when we consider that they search over a dataset sub-sampled to 2M samples, which is 19.64× smaller than our search dataset (the entire training dataset). Were we to run our search over the same sub-sampled dataset, we would be 52.6× more efficient, in GPU-days, than the result reported in \(^{27}\).

IX. LESSONS LEARNED & INSIGHTS

In this section, we discuss some lessons we learned through conducting our experiments, as well as through valuable advice provided by our colleagues. We hope this might be useful to those who use our DNAS framework for their own applications, as well as other NAS researchers.

A. Lessons learned

After experimenting with different search space groups and search spaces, we believe that the search spaces that likely demonstrate the most promise are those focused on the sparse features of the DLRM. Specifically, we believe the embedding cardinality search space may provide the best opportunities for finding excellent accuracy / model size tradeoffs, and, if properly tuned, improved, and extended, may even provide value in commercial deployments.

We also believe that much of the value of this DNAS (and tuning) framework may not be in the logloss gains, or model size reductions, but in the time it returns to industry practitioners and researchers, who can focus on model development, deployment, and so forth, instead of tuning the same model repeatedly. This improvement is impossible to quantify in a paper such as this, but we believe it is one of the key value propositions of the framework. For our own experiments, having the NAS and tuning infrastructure that we do now would have greatly accelerated our work, especially at the beginning of the project when we were less familiar with the specific architectural choices and hyperparameters that performed well for our dataset.

B. Insights

One of the most important pieces of advice that we would like to pass on to readers is to test search spaces (and search space groups) before running NAS or designing a NAS algorithm to search over them\(^4\). This is important because, ultimately, NAS is not magic; it can only find the best points within a search space. If the search space itself does not offer sufficient architectural variability or is not correlated with task performance or efficiency, DNAS cannot do anything to change that. For this reason, we recommend that a random search be run first, to assess the potential in any search space group.

Another piece of advice we have to offer is more of a practical recommendation when it comes to actually using DNAS, NAS, or any large-scale experimentation and tuning frameworks daily. That is to plan experiments ahead of time, review results in a timely manner, and prepare new configuration files (or however experiments are specified in a system) ahead of time. This will ensure that computational resources are fully utilized. If this is not done, it is very easy to fall behind in keeping track of experiments, resulting in unused machine time, as well as time inefficiently spent for people working on the project. This will also reduce the momentum of the project.

X. CONCLUSION

In this paper, we introduced an efficient and easily extensible Differentiable Neural Architecture Search (DNAS) framework, implemented in PyTorch and open-sourced. We described the design, structure, and functionality of this framework. This framework was then applied to one of the most commercially relevant applications of AI: ads click-through rate (CTR) prediction. Using the Deep Learning Recommendation Model (DLRM) \(^{20}\) as our backbone, we developed novel search spaces, and showed experimental results on the

\(^4\)Credits to Bichen Wu; see acknowledgements
Criteo Kaggle dataset. These results demonstrate the promise of both our search spaces, as well as the utility of our framework. In the future, we plan to extend this work to other deep recommender backbone architectures, resulting in new search spaces. We hope this work will spur further interest in the application of NAS to CTR prediction, and that the framework we have open-sourced will allow other researchers and industry practitioners to apply the DNAS algorithm to their AI problems.
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