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ABSTRACT. We prove a new fixed point theorem of Schauder-type which applies to discontinuous operators in non-compact domains. In order to do so, we present a modification of a recent Schauder-type theorem due to Pouso. We apply our result to second-order boundary value problems with discontinuous nonlinearities. We include an example to illustrate our theory.

1. INTRODUCTION

In the recent and interesting paper \cite{Pouso15}, Pouso proved a novel version of Schauder’s theorem for discontinuous operators in compact sets. Pouso used this tool to prove new results on the existence of solutions of a widely studied second order ordinary differential equation (ODE) subject to Dirichlet boundary conditions (BCs), namely

$$u'' = f(t, u), \quad u(0) = u(1) = 0,$$

where $f$ is a $L^1$-bounded nonlinearity. The approach in \cite{Pouso15} relies on a careful use of ideas of set-valued analysis and viability theory.

In this manuscript, we further develop the ideas of Pouso. Firstly we prove that a Schauder-type theorem for discontinuous operators can be formulated for arbitrary nonempty, closed and convex (not necessarily bounded) subsets of a Banach space. Secondly we apply our new result to prove the existence of solutions of a large class of discontinuous second order ODE subject to separated BCs, complementing the results of \cite{Pouso15} and improving them also in the special case of Dirichlet BCs.

2. SCHAUDER’S FIXED POINT THEOREm FOR DISCONTINUOuS OPERATORs

For the sake of completeness, we begin this Section by recalling the classical Schauder’s fixed point theorem.
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Theorem 2.1. [10, Theorem 2.A] Let $K$ be a nonempty, closed, bounded, convex subset of a Banach space $X$ and suppose that $T : K \rightarrow K$ is a compact operator (that is, $T$ is continuous and maps bounded sets into precompact ones). Then $T$ has a fixed point.

A well-known consequence of Theorem 2.1 is the following.

Corollary 2.2. [10, Corollary 2.13] Let $K$ be a nonempty, compact and convex subset of a Banach space $X$ and $T : K \rightarrow K$ a continuous operator. Then $T$ has a fixed point.

The main result in [9] is an improvement of Corollary 2.2, where the continuity of the operator $T$ is replaced by a weaker assumption. We briefly describe the main idea: given a compact subset $K$ of a Banach space $X$ and an operator $T : K \rightarrow K$ that can be discontinuous, it is possible to construct a multivalued mapping $T$ by ‘convexifying’ $T$ as follows:

\[
T u := \bigcap_{\varepsilon > 0} \overline{co} \left( T(B_{\varepsilon}(u) \cap K) \right) \quad \text{for every } u \in K,
\]

where $B_{\varepsilon}(u)$ denotes the closed ball centered in $u$ and radius $\varepsilon$, and $\overline{co}$ denotes the closed convex hull. The operator $T$ in (2.1) is an upper semi-continuous mapping with convex and compact values (see [2],[6]), and therefore Kakutani’s fixed point theorem guarantees that $T$ has a fixed point in $K$. If we impose an extra assumption that, roughly speaking, states that a fixed point of $T$ must be a fixed point of $T$, then we obtain the desired result.

The following characterisation sheds light on the definition of the multivalued operator $T$. It is formulated for compact subsets, but it works for arbitrary nonempty subsets of a Banach space (see also [9, Proposition 3.2]).

Proposition 2.3. Let $K$ be a compact subset of a Banach space $X$ and $T : K \rightarrow K$. Then the following statements are equivalent:

1. $y \in T u$, where $T$ is as in (2.1);
2. for every $\varepsilon > 0$ and every $\rho > 0$ there exists a finite family of vectors $u_i \in B_{\varepsilon}(u) \cap K$ and coefficients $\lambda_i \in [0,1]$ ($i = 1, \ldots, m$) such that $\sum \lambda_i = 1$ and

\[
\left\| y - \sum_{i=1}^{m} \lambda_i T u_i \right\| < \rho.
\]

The variant of Schauder’s theorem in compact subsets given by Pouso is the following.

Theorem 2.4. [9, Theorem 3.1] Let $K$ be a nonempty, compact and convex subset of a normed space $X$ and $T : K \rightarrow K$. Furthermore assume that

\[
\{ u \} \cap T u \subset \{ Tu \} \quad \text{for all } u \in K,
\]
where $T$ is as in (2.1). Then $T$ has a fixed point.

Theorem 2.4 is very interesting and powerful; however, when one wants to look for solutions for a certain boundary value problem (BVP), the fact of working in a compact domain could be quite restrictive. In order to overcome this difficulty, firstly we recall that Theorem 2.1 admits the following extension to unbounded domains.

**Theorem 2.5.** [8, Theorem 4.4.10] Let $M$ be nonempty, closed and convex subset of a Banach space $X$ and $T : M \rightarrow M$ a continuous operator. If $T(M)$ is precompact then $T$ has a fixed point.

Secondly, we recall the following result due to Bohnenlust-Karlin.

**Theorem 2.6.** [10, Corollary 9.8] Let $M$ be a nonempty, closed and convex subset of a Banach space $X$ and suppose that

(i) $T : M \rightarrow 2^M$ is upper semi-continuous;

(ii) $T(M)$ is relatively compact in $X$;

(iii) $T(u)$ is nonempty, closed and convex for all $u \in M$.

Then $T$ has a fixed point.

Now we introduce the main result in this Section, which is an extension of Theorem 2.5 to the case of discontinuous operators.

**Theorem 2.7.** Let $M$ be a nonempty, closed and convex subset of a Banach space $X$ and $T : M \rightarrow M$ a mapping satisfying

(i) $T(M)$ is relatively compact in $X$;

(ii) $\{u\} \cap Tu \subset \{Tu\}$ for all $u \in M$, where $T$ is as in (2.1).

Then $T$ has a fixed point in $M$.

**Proof.** The multivalued operator $T$ is upper semi-continuous with $Tu$ nonempty, convex and compact for each $u \in M$. Now we show that condition (i) implies that $T(M)$ is relatively compact on $X$. Indeed, for each $u \in M$ and all $\varepsilon > 0$ we have that $\overline{co} T(B_\varepsilon(u) \cap M) \subset \overline{co} T(M)$, and therefore $T(M)$ is a closed subset of the compact set $\overline{co} T(M)$ (note that the closed convex hull of a compact set in a Banach space is also compact, see for example [1, Theorem 5.35]).

Since $T(M)$ is relatively compact, we obtain by application of Theorem 2.6 that $T$ has a fixed point. Finally, the condition (ii) implies that the obtained fixed point of $T$ is a fixed point of $T$. \qed
In this Section we apply the previous abstract result on fixed points for discontinuous operators in order to look for \( W^{2,1} \)-solutions for the following singular second-order ODE with separated BCs:

\[
\begin{aligned}
& u''(t) + g(t)f(t,u(t)) = 0, \text{ for almost every (a.e.) } t \in I = [0, 1], \\
& \alpha u(0) - \beta u'(0) = 0, \\
& \gamma u(1) + \delta u'(1) = 0,
\end{aligned}
\]

where \( \alpha, \beta, \gamma, \delta \geq 0 \) and \( \Gamma = \gamma\beta + \alpha\gamma + \alpha\delta > 0 \).

This kind of second order BVPs have received a lot of attention in the literature. For example, in the monograph [5] the method of lower and upper solutions is used to look for \( C^2 \)-solutions in the case of continuous nonlinearities and \( W^{2,1} \)-solutions in the case of Carathéodory ones. This method is also applied in [4] to a continuous \( \varphi \)-Laplacian problem with separated BCs. On the other hand, a monotone method is applied in [3] in order to look for extremal solutions for a functional problem with derivative dependence in the nonlinearity. As a main novelty of the present work, we allow the nonlinearity \( f \) to have a countable number of discontinuities with respect to its spatial variable and we require no monotonicity conditions. Moreover, the linear part can be singular.

To apply our new fixed point theorem to the BVP (3.1), we recall that a function \( u \in W^{2,1}(I) \) is a solution of (3.1) if (and only if) \( u \) is a solution of the following Hammerstein integral equation:

\[
u(t) = \int_0^1 k(t,s)g(s)f(s,u(s)) \, ds,
\]

whenever the integral in (3.2) has sense and where \( k \) is the corresponding Green’s function, which is given by (see for example [7]):

\[
k(t,s) = \frac{1}{\Gamma} \begin{cases} 
(\gamma + \delta - \gamma t)(\beta + \alpha s), & \text{if } 0 \leq s \leq t \leq 1, \\
(\beta + \alpha t)(\gamma + \delta - \gamma s), & \text{if } 0 \leq t < s \leq 1.
\end{cases}
\]

It is known [7] that \( k \) is non-negative. Furthermore note that \( k \) is continuous (and therefore bounded) in the square \([0, 1] \times [0, 1]\) and that its partial derivatives \( \frac{\partial k}{\partial t} \) and \( \frac{\partial k}{\partial s} \) can be discontinuous in the diagonal \( t = s \). However, these partial derivatives are essentially bounded on the square.

In the sequel we consider the Banach space \( X = C^1(I) \) of continuously differentiable functions defined on \( I \), with the norm

\[
||u|| = \sup_{t \in I} |u(t)| + \sup_{t \in I} |u'(t)|.
\]
Lemma 3.1. Assume that:

$(H_1)$ $g \in L^1(I);$  
$(H_2)$ there exist $R > 0$ and $H_R \in L^\infty(I)$ such that for a.e. $t \in I$ and all $u \in [-R,R]$ we have $|f(t,u)| \leq H_R(t);$  
$(H_3)$ the following estimate holds,

$$||H_R||_{L^\infty(M_1 + M_2)} \leq R,$$

where

$$(3.4) \quad M_1 = \sup_{t \in I} \int_0^1 k(t,s)|g(s)| \, ds, \quad M_2 = \sup_{t \in I} \int_0^1 |\frac{\partial k}{\partial t}(t,s)||g(s)| \, ds;$$

$(H_4)$ for each $u \in \overline{B}_R = \{ u \in X : ||u|| \leq R \}$ the composition $t \in I \mapsto f(t,u(t))$ is a measurable function.

Then the operator $T : \overline{B}_R \longrightarrow X$ given by

$$Tu(t) = \int_0^1 k(t,s)g(s)f(s,u(s)) \, ds$$

is well-defined and maps $\overline{B}_R$ into itself.

Proof. Let $R > 0$ given by condition $(H_2)$. First, note that the kernel $k$ has the form $(3.3)$, therefore for each $t \in [0,1]$ $k(t,\cdot)$ is a continuous function and for $s \neq t$ function $s \in [0,1] \to \frac{\partial k}{\partial t}(t,s)$ is well defined and integrable. Then, the conditions $(H_1)$, $(H_2)$ and $(H_4)$ imply that for $u \in \overline{B}_R$ the function $Tu$ is well defined.

On the other hand, if $u \in \overline{B}_R$ we have

$$||Tu|| \leq \sup_{t \in I} \int_0^1 k(t,s)|g(s)||f(s,u(s))| \, ds + \sup_{t \in I} \int_0^1 |\frac{\partial k}{\partial t}(t,s)||g(s)||f(s,u(s))| \, ds \leq ||H_R||_{L^\infty(M_1 + M_2)},$$

and then condition $(H_3)$ implies that $||Tu|| \leq R.$ \qed

Lemma 3.2. Under the assumptions of Lemma 3.1, $T(\overline{B}_R)$ is relatively compact in $X$.

Proof. We have shown in Lemma 3.1 that $T(\overline{B}_R) \subset \overline{B}_R$, therefore the set $T(\overline{B}_R)$ is totally bounded in $X$. Now, to see that $T(\overline{B}_R)$ is equicontinuous we only have to notice that for a.e. $t \in I$ and every $u \in \overline{B}_R$ it is

$$|(Tu)^\prime\prime(t)| \leq |g(t)| H_R(t),$$
which implies that
\[ |(Tu)'(t) - (Tu)'(s)| \leq \int_t^s |(Tu)''(r)| \, dr \leq \int_t^s |g(r)|H_R(r) \, dr. \]

Then \( T(\overline{B}_R) \) is relatively compact in \( X \).

In a similar way as in Definition 4.1 of [9], we introduce the admissible discontinuities for our nonlinearities.

**Definition 3.3.** We say that \( \gamma : [a,b] \subset I \rightarrow \mathbb{R}, \gamma \in W^{2,1}([a,b]) \), is an admissible discontinuity curve for the differential equation \( u''(t) + g(t)f(t,u(t)) = 0 \) if one of the following conditions holds:

(i) \(-\gamma''(t) = g(t)f(t,\gamma(t))\) for a.e. \( t \in [a,b] \);

(ii) there exist \( \psi \in L^1([a,b],[0, +\infty)) \) and \( \varepsilon > 0 \) such that

\[
\begin{align*}
(3.5) & \quad \text{either } -\gamma''(t) + \psi(t) < g(t)f(t,y) \text{ for a.e. } t \in [a,b] \text{ and all } y \in [\gamma(t) - \varepsilon, \gamma(t) + \varepsilon], \\
(3.6) & \quad \text{or } -\gamma''(t) - \psi(t) > g(t)f(t,y) \text{ for a.e. } t \in [a,b] \text{ and all } y \in [\gamma(t) - \varepsilon, \gamma(t) + \varepsilon].
\end{align*}
\]

If (i) holds then we say that \( \gamma \) is viable for the differential equation; if (ii) holds we say that \( \gamma \) is inviable.

The previous definition says, roughly speaking, that a time-dependent discontinuity curve \( \gamma \) is admissible if one of the following holds: either \( \gamma \) solves the differential equation on its domain or, if it does not, the solutions are pushed ‘far away’ from \( \gamma \).

The following is the main result in this Section.

**Theorem 3.4.** Let \( f \) and \( g \) satisfy \((H_1) - (H_4)\) and the following:

\( (H_5) \) there exist admissible discontinuity curves \( \gamma_n : I_n = [a_n, b_n] \rightarrow \mathbb{R}, n \in \mathbb{N}, such that for a.e. t \in I \) the function \( f(t, \cdot) \) is continuous in \([-R, R] \setminus \bigcup_{n: t \in I_n} \{\gamma_n(t)\}\).

Then problem (3.1) has at least one solution in \( \overline{B}_R \).

**Proof.** We consider the multivalued operator \( \mathbb{T} \) associated to \( T \) as in (2.1). Therefore \( \mathbb{T} \) is upper semi-continuous with nonempty, convex and compact values and, as \( T \), maps \( \overline{B}_R \) into itself. Moreover, \( \mathbb{T}(\overline{B}_R) \) is relatively compact in \( X \) by Lemma 3.2. Therefore if we show that \( \{u\} \cap \mathbb{T}u \subset \{Tu\} \) then we obtain, by Theorem 2.7, that \( T \) has a fixed point in \( \overline{B}_R \), which corresponds to a solution of the BVP (3.1). This part of the proof now follows the line to the one of [9, Theorem 4.4], but we include it for the sake of completeness and for highlighting the main differences between the two results. Thus we fix \( u \in \overline{B}_R \) and consider three cases.
Case 1: \( m(\{ t \in I_n : u(t) = \gamma_n(t) \}) = 0 \) for all \( n \in \mathbb{N} \).
Then we have that \( f(t, \cdot) \) is continuous for a.e. \( t \in I \), and therefore if \( u_k \rightarrow u \) in \( \overline{B}_R \) we obtain \( f(t, x_k(t)) \rightarrow f(t, x(t)) \) for a.e. \( t \in I \). This, joint with \((H_2)\) and \((H_3)\), imply that \( Tu_k \) converges uniformly to \( Tu \) in \( X \). Then, \( T \) is continuous at \( u \) and therefore we obtain \( Tu = \{ Tu \} \).

Case 2: there exists \( n \in \mathbb{N} \) such that \( \gamma_n \) is inviable and \( m(\{ t \in I_n : u(t) = \gamma_n(t) \}) > 0 \).
Therefore, assume that \( \gamma_n \) satisfies \((3.6)\) (the other case is similar), let \( \psi \in L^1(I) \) and \( \varepsilon > 0 \) given by \((3.6)\) and set

\[ J = \{ t \in I_n : u(t) = \gamma_n(t) \}, \quad M(t) = g(t) H_R(t). \]

Then we repeat the proof done in [9, Theorem 4.4] by taking there \( M(t) = g(t) H_R(t) \) and it follows that \( u \notin Tu \).

Case 3: \( m(\{ t \in I_n : u(t) = \gamma_n(t) \}) > 0 \) only for some of those \( n \in \mathbb{N} \) such that \( \gamma_n \) is viable.
Again, it suffices to follow the referred proof by replacing \( f(t, x(t)) \) by \( g(t) f(t, u(t)) \) to obtain that, in this case, \( u \in Tu \) implies \( u = Tu \).

Then, we have that \( \{ u \} \cap Tu \subset \{ Tu \} \) for all \( u \in \overline{B}_R \). By application of Theorem 2.7 we obtain that \( T \) has at least one fixed point in \( \overline{B}_R \), which corresponds to a solution of the BVP \((3.1)\) in \( \overline{B}_R \).

Remark 3.5. Note that if \( f(t, 0) = 0 \), then 0 is a solution of the BVP \((3.1)\), therefore when \( f(t, 0) \neq 0 \) Theorem 3.4 provides the existence of a nontrivial solution. In addition, if \( g(t) f(t, u) \geq 0 \), then we obtain the existence of a non-negative solution with a non-trivial norm.

Remark 3.6. The improvement with the respect to Theorem 4.4 of [9] relies not only on the fact that we can deal with a more general set of BCs but also on the fact that we do not require global \( L^1 \) estimates on \( f \), allowing a more general class of nonlinearities.

Finally, we illustrate our results in an example.

Example 3.7. For \( n \in \mathbb{N} \) we denote by \( \phi(n) \) the function such that \( \phi(1) = 2 \) and for \( n \geq 2 \) \( \phi(n) \) counts the number of divisors of \( n \). Thus defined, \( \phi(n) \geq 2 \) for all \( n \in \mathbb{N} \), \( \phi \) is not bounded and, as there are infinite prime numbers, \( \liminf_{n \to \infty} \phi(n) = 2 \). Now we define the function

\[
(3.7) \quad (t, u) \in (0, 1] \times \mathbb{R} \mapsto \tilde{f}(t, u) = \phi^\lambda(n(t, u)), \quad \lambda \in (0, 1),
\]
where

\[
n(t,u) := \begin{cases} 
1, & \text{if } u \in (-\infty, -t), \\
n, & \text{if } -\frac{t}{n} \leq u < -\frac{t}{n+1} \text{ and } -t \leq u < 0, \\
n, & \text{if } (n-1)\sqrt{t} \leq u < n\sqrt{t} \text{ and } u \geq 0.
\end{cases}
\]

We are concerned with the following ODE

\[
(3.8) \quad u''(t) = \frac{\phi^\lambda(n(t,u))}{\sqrt{t}}, \quad \text{for a.e. } t \in I = [0, 1],
\]

coupled with separated BCs.

We claim that this problem has at least one solution. In order to show this, note that we can rewrite the ODE (3.8) in the form

\[
u''(t) + g(t)f(t,u(t)) = 0, \quad \text{where } g(t) = \frac{1}{\sqrt{t}} \text{ and } f = -\tilde{f}, \tilde{f} \text{ as in (3.7)}.
\]

We now show that the functions \( g \) and \( f \) satisfy conditions \((H_1)-(H_5)\).

First, it is clear that \( g \in L^1(I) \) and so \((H_1)\) holds. On the other hand, as \( \phi(n) \leq \max\{2, n\} \) for all \( n \in \mathbb{N} \), we obtain that for each \( n \in \mathbb{N} \) we have

\[
u \in [-n,n] \Rightarrow |f(t,u)| \leq \max\{2, n\}^\lambda.
\]

Then, if we take \( R \in \mathbb{N}, R \geq 2, \) large enough such that \( M_1 + M_2 \leq R^{1-\lambda} (M_1, M_2 \text{ as in (3.4)}) \) we can guarantee that \((H_2)\) and \((H_3)\) hold.

To check \((H_4)\), note that for every continuous function \( u \) we can write the composition \( t \in I \mapsto f(t,u(t)) \) as

\[
(3.9) \quad t \mapsto f(t,u(t)) = -\sum_{n=1}^{\infty} \phi^\lambda(n) (\chi_{I_n}(t) + \chi_{J_n}(t)) + \phi(1)\chi_K(t),
\]

where \( \chi \) denotes the characteristic function and \( I_n, J_n, K \) are the following measurable sets:

\[
\begin{align*}
I_n &= u^{-1}((n-1)\sqrt{t}, n\sqrt{t}) \cap [0, +\infty)), \quad n \in \mathbb{N}, \\
J_n &= u^{-1}\left(\left[\frac{-1}{n}t, \frac{-1}{n+1}t\right) \cap [-t, 0)\right), \quad n \in \mathbb{N}, \\
K &= u^{-1}((-\infty, -t)).
\end{align*}
\]

Then (3.9) is a measurable function and therefore condition \((H_4)\) is satisfied.

Finally we check the condition \((H_5)\). For a.a. \( t \in I \) function \( f(t, \cdot) \) has a countable number of discontinuities of the form \( \gamma_k(t) = k\sqrt{t} \), and \( \dot{\gamma}_k(t) = \frac{-1}{k+1}t, \quad k \in K \subset \mathbb{N} \), but all these discontinuity curves are inviable for the differential equation. Indeed, notice that for \( k \in K \)
and \( t \in I \) we have \(-\gamma''_k(t) = \frac{k}{4t^{3/2}} > 0, -\hat{\gamma}''_k(t) = 0 \) and
\[
\hat{g}(t)f(t, \gamma(t)) \leq -\frac{2\lambda}{\sqrt{t}} \leq -2\lambda,
\]
taking into account that \( \phi(n) \geq 2 \) for all \( n \in \mathbb{N} \). Then, condition \((H_5)\) holds.

We can conclude that the differential equation \((3.8)\) coupled with separated BCs has at least one solution in \( \overline{B}_R \) provided that \( M_1 + M_2 \leq R^{1-\lambda} \). Note that the solution is non-trivial since the zero function does not satisfy the ODE.

In the special case of \( \alpha = \beta = \gamma = \delta = 1, \lambda = 1/3 \) we obtain (rounded to the third decimal place) \( M_1 + M_2 = 2, 336 \) and \( R = 4 \).

**Acknowledgements**

The authors wish to thank Professor Rodrigo López Pouso for constructive comments. R. Figueroa was partially supported by Xunta de Galicia, Consellería de Cultura, Educación e Ordenación Universitaria, through the project EM2014/032 “Ecuaciones diferenciales no lineales”; and by by Ministerio de Economía y Competitividad of Spain under Grant MTM2010-15314, cofinanced by the European Community fund FEDER. G. Infante was partially supported by G.N.A.M.P.A. - INdAM (Italy). This paper was partially written during a visit of R. Figueroa to the Dipartimento di Matematica e Informatica, Università della Calabria. R. Figueroa wants to thank all the people of this Dipartimento for their kind and warm hospitality.

**References**

[1] C. D. Aliprantis and K. C. Border, *Infinite dimensional analysis. A hitchhiker’s guide (3rd edition)*, Springer-Verlag, Berlin, (2006).

[2] J. P. Aubin and A. Cellina, *Differential inclusions: set-valued maps and viability theory*, Springer-Verlag, Berlin, (1984).

[3] S. Carl and S. Heikkila, On the existence of minimal and maximal solutions of discontinuous functional Sturm–Liouville boundary value problems, *J. Inequal. Appl.* 4 (2005), 403–412.

[4] A. Cabada, D. O’Regan and R. L. Pouso, Second order problems with functional conditions including Sturm-Liouville and multipoint conditions, *Math. Nachr.* 281 (2008), 1254–1263.

[5] C. De Coster and P. Habets, *Two-point boundary value problems: lower and upper solutions*, Elsevier, Amsterdam, (2006).

[6] K. Deimling, *Multivalued differential equations*, Walter de Gruyter, New York, (1992).

[7] K. Q. Lan, Multiple positive solutions of semilinear differential equations with singularities, *J. London Math. Soc.* 63 (2001), 690–704.

[8] N. G. Lloyd, *Degree theory*, Cambridge University Press, London, (1978).
[9] R. López Pouso, Schauder’s fixed–point theorem: new applications and a new version for discontinuous operators, *Bound. Value Probl.* (2012) 2012:7.
[10] E. Zeidler, *Nonlinear functional analysis and its applications I*, Springer-Verlag, New York, (1986).

Rubén Figueroa, Departamento de Análise Matemática, Facultade de Matemáticas, Universidade de Santiago de Compostela, 15782 Santiago de Compostela, Spain

*E-mail address*: ruben.figueroa@usc.es

Gennaro Infante, Dipartimento di Matematica e Informatica, Università della Calabria, 87036 Arcavacata di Rende, Cosenza, Italy

*E-mail address*: gennaro.infante@unical.it