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Abstract

A static limit analysis approach is proposed for assessing the collapse capacity of axisymmetric masonry domes subject to horizontal forces. The problem formulation is based on the sound theoretical framework provided by the classical statics of shells. After introducing the shell stress tensors on the dome mid-surface, integral equilibrium equations are enforced for its typical part. Heyman’s assumptions of infinite compressive and vanishing tensile strengths are made, with cohesionless friction behavior governing the shear strength, to characterize the admissible stress states in the dome. An original computational strategy is developed to address the resulting static limit analysis problem, involving the introduction of a mesh on the dome mid-surface, the interpolation of the physical components of the shell stress tensors on the element boundaries, and the imposition of equilibrium and admissibility conditions respectively for the elements and at the nodes of the mesh. The descending discrete convex optimization problem is solved by standard and effective optimization tools, automatically providing collapse multiplier of horizontal forces, incipient collapse mechanism and expected crack pattern. Convergence analysis, validation with experimental results available in the literature, and parametric analyses with respect to geometric parameters and friction coefficient, are presented for spherical and ellipsoidal masonry domes, proving the reliability of the proposed approach for estimating the pseudo-static seismic resistance of masonry domes.
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1 Introduction

The significance under cultural and socioeconomic perspectives, in combination with the typical vulnerability under horizontal actions, makes the seismic assessment of historical masonry structures a pressing need for the cultural heritage preservation. Masonry domes are here addressed, as fascinating structural elements, broadly adopted in monumental buildings to cover large spans with surprisingly small thicknesses. Among different strategies, levels of complexity and scales of observation investigated in the literature, the attention is here focused on static limit analysis approaches.

According to the classical Heyman’s assumptions of infinite compressive strength, vanishing tensile strength, and no-sliding condition of masonry material (e.g., see [1, 2]), the static behavior of masonry domes results from the interplay between (i) the compressive-only behavior of masonry, and (ii) the shell behavior due to double-curved geometry. Nowadays, a deep insight has been achieved in the understanding of the structural behavior of domes subjected to their self-weight. For an intuition of
the descending static regime, two alternative standpoints can be adopted, prioritizing either of the two interplaying characters above.

A compressive-only stress state in the dome is naturally accomplished by a sliced equilibrium model, which regards the dome as a collection of independent lunar slices. In fact, the typical lunar slice is assimilated to an arch with variable width, and the transfer of the gravity loads to the supporting structures of the dome is visualized by the relevant arch-like thrust line. Despite its simplicity (the original version of the method is already adopted in 1748 by Poleni [3]), the sliced equilibrium model is not completely adequate to describe the statics of masonry domes, because it neglects the beneficial static effects due to the dome shell behavior. Those effects amount to the possible development of compressive hoop stresses in the upper part of the dome (or dome cap), by which adjacent lunar slices statically interact with each other, and thus contribute to the dome stability (e.g., see [4]).

The shell behavior of masonry domes is directly captured by an application of the classical membrane theory (historical contributions developing that idea can be e.g. found in [5–8]). Unfortunately, should the equilibrium of the dome be reduced to that of its mid-surface subjected to external loads and membrane stresses, i.e. meridional and hoop normal forces, tensile hoop normal forces would be in general predicted in the lower part of the dome. For circumventing the resulting violation of the compressive-only requirement, the membrane to whom the equilibrium of the dome is reduced is taken as a further unknown, referred to as thrust membrane. Indeed, that is statically equivalent to include meridional and hoop bending moments (about the dome mid-surface), alongside with meridional shear forces, in the stress state of the dome.

Correspondingly to those two standpoints on the statics of masonry domes under self-weight, progressively more refined computational analysis approaches have been developed in the last decades.

Research in lunar-slices formulations is mainly focused on the computation of suitable distributions of hoop stresses in the dome cap, to improve the arch-like thrust line predicted by the sliced equilibrium model (if the latter is not admissible). The compressive hoop stresses are treated as additional external loads on the typical lunar slice of the dome, whose distribution is at disposal of the analyst to potentially enlarge the class of equilibrated and admissible stress states. Among other strategies, it has been proposed to consider concentrated hoop forces acting on a ring at the bottom of the dome cap [9], graphically constructed distributions of hoop forces [10, 11], or distributions of hoop forces determined by a revisitation of the classical Durand-Claye method [12–14]. Recently, an automatic procedure has been presented in [15, 16], showing that a suitable formulation, accompanied by a discretization of the unknown hoop stresses along the typical lunar slice, makes possible to assess the stability of the dome and its minimum thrust state by the solution of a linear programming problem.

In turn, the computational translation of membrane formulations has been pursued along two different directions. A continuous description of the unknown thrust membrane (parameterized as the graph of a function by its elevation) and of the relevant membrane forces (generated by an Airy potential in Pucher’s form [17]) is adopted in the thrust surface analysis method [18–21]. Conversely, a discrete description of the unknown thrust membrane as a 3D network of truss elements, with the stress state being represented by normal forces in the truss elements, is the rationale for the thrust network analysis method (e.g., see [22–29]). As a matter of fact, in both thrust surface and thrust network methods, the solution of nonlinear equilibrium equations is required, thus making challenging the numerical formulations of the method.

Contrarily to that of masonry domes under their self-weight, the problem of masonry domes subjected to horizontal forces, such as those mimicking pseudo-static seismic loadings, has received less attention [30, 31].

In [31], experimental results on the collapse capacity of block masonry domes subject to horizontal forces proportional to their self-weight have been derived by testing small-scale models on a tilting table. Though lunar-slices formulations are mostly suited to the axially symmetric framework, a
simple formulation considering the equilibrium of the two opposite lunar slices of the dome in the tilting direction has been therein proposed for an interpretation of the experimental evidences. Concerning membrane formulations, the introduction of proportional horizontal forces in the thrust surface analysis method has been addressed in \[32\]. That is based on the observation that, while the external loads are no longer vertical, they can be modeled as a system of parallel forces. Accordingly, a suitably rotated configuration of the dome is considered, in which the verticality of external loads is recovered. A different strategy has been undertaken in \[33\] for an extension of the thrust network analysis method. At the kernel of the procedure there is the capability to compute, for prescribed horizontal forces, the “deepest” and “shallowest” configurations of the thrust network, intuitively related to the minimum and maximum thrust state of the dome, respectively. The structural collapse is assumed to be attained for horizontal forces such that the two configurations of the thrust network become indistinguishable. Hence, the collapse multiplier is computed by iteratively solving thrust network analysis optimizations with prescribed increasing horizontal forces, until convergence of the two configurations is achieved.

Enlarging the view to kinematic limit analysis approaches (also used for masonry domes under their self-weight, e.g., see \[34, 35\]), the strategy proposed in \[36\] is mentioned. Underlying assumption is that the failure of the dome results from the formation of a series of concentrated curved flexural hinges, which turn the dome into a mechanism of few rigid bodies. Accordingly, a mesh is initially considered, whose elements represent the rigid bodies involved in a potential collapse mechanism of the dome, and the actual collapse mechanism is sought for by adaptively adjusting the initial mesh. The attractiveness of such a method is especially related to the possibility to deal with coarse meshes. That comes at the expense of the solution of a nonlinear optimization problem, in practice having as unknown the geometry of floating cracks on the dome. To circumvent such a difficulty, meta-heuristic algorithms are resorted to for the solution of the nonlinear optimization problem, in combination with a NURBS discretization technique \[37\]. In the latter respect, a major difference can be highlighted compared to the so-called block-based methods, that have been broadly used for the limit analysis of both 2D and 3D masonry structures (e.g., see \[38–47\]). In fact, in block-based methods cracks can only open at the interfaces between the pre-determined blocks, whence a simpler optimization problem is formulated. An application of block-based methods to masonry domes under horizontal forces has been proposed in \[48\], based on a point contact model simplifying the failure conditions to be imposed at block interfaces.

The discussion on the limit analysis of masonry domes subject to horizontal forces might benefit from a unifying result, recently proven in \[16\]. It has been shown that the classical statics of shells, formulated in terms of shell stress resultants, provides a sound theoretical basis for the static limit analysis of masonry domes. The resulting framework is, at the same time, more simple and more general compared to competing approaches. On the one hand, it only comprises linear (differential) equilibrium equations, thanks to the non-customary choice to explicitly include the bending moments in the formulation. On the other hand, it allows to derive the aforementioned lunar-slices formulations, thrust surface analysis method, and thrust network analysis method as its special cases. Though that result has been proven for axisymmetric masonry domes under their self-weight, the novel theoretical basis \[16\] sheds light on the possibility to conceive a novel computational procedure able to straightforwardly account for horizontal forces.

The description of the stress state in the dome through the shell stress resultants comes with the need to define the strength domain of the latter. That can be accomplished in accordance with Heyman’s assumptions, resulting into suitable unilateral admissibility conditions (e.g., see \[49\]). However, special consideration might be required for the no-sliding hypothesis, which would prevail for an infinite shear capacity of masonry. As observed in \[50\], that assumption is usually justified for domes under self-weight, because the friction angle of even dry masonry is generally large enough to prevent sliding failures (the minimum thickness of domes under their self-weight in case of finite shear capacity is dis-
cussed in [51]). On the other hand, when in presence of horizontal actions, shear forces might decide-

tively contribute to the collapse capacity of the dome, to such an extent that the infinite shear capacity as-
sumption may not be adequate. In some recent contributions, it has also been observed that dropping

the infinite shear capacity assumption could be accompanied by recognizing that frictional resistance,
yet finite, in combination with masonry texture induces a non-vanishing tensile strength [52, 53].

In the present work, a computational static limit analysis approach is proposed for computing the

collapse capacity of axisymmetric masonry domes under horizontal forces proportional a given load

distribution, as e.g. needed in a pseudo-static seismic assessment. In view of the application of the

static limit analysis theorem, a description of equilibrated and admissible stress states in the dome is

sought for. To that aim, the classical statics of shells is resorted to. In that spirit, self-weight and

proportional horizontal forces are statically reduced to a surface distribution of forces and couples

applied to the dome mid-surface. In addition, the stress state in the dome is represented through the

shell stress tensors, i.e. normal-force and bending-moment tensors, and shear-force vector, defined on

the dome mid-surface. An integral equilibrium formulation is considered for the typical part of the

dome mid-surface, which is equivalent to a shell differential equilibrium formulation.

The present approach might be in principle adopted in conjunction with general strength domains

in the space of shell stress tensors, e.g. accounting for non-vanishing tensile strength and/or cohesive-

frictional shear resistance, to characterize the admissible stress states in the dome. As a particular

choice, Heyman’s assumptions of infinite compressive and vanishing tensile strengths are here retained,

resulting into unilateral admissibility conditions, whereas cohesionless frictional behavior is assumed

for determining the shear capacity. It is remarked that neglecting the cohesion and the non-vanishing

tensile strength due to friction and masonry texture may be advisable for a conservative pseudo-static

seismic assessment of the structural collapse capacity. Accordingly, the friction coefficient represen-
t the only constitutive parameter needed in the formulation.

An original computational strategy is developed to tackle the resulting static limit analysis problem,

having similarities with finite-volume discretization methods (e.g., see [54]). In particular, a mesh is

constructed on the dome mid-surface and a suitable interpolation of the unknown stress fields is

introduced. Because the integral equilibrium conditions are enforced for the elements of the mesh,

that interpolation is only needed on the element boundaries, whence a piecewise-linear Lagrangian

interpolation of the physical components of the shell stress tensors is adopted. On the other hand, the

admissibility conditions on the shell stress tensors are enforced at the nodes of the mesh. Consequently,
a discrete static limit analysis problem is arrived at, in the form of a second-order cone programming

problem, to be solved by standard and effective optimization tools. By exploiting the duality theory in

mathematical programming, the collapse mechanism of the dome and the corresponding crack pattern

are also automatically computed as a by-product of the solution of the static limit analysis problem.

Numerical simulations are addressed for assessing the computational performances of the proposed

methodology. The collapse capacity of spherical domes under horizontal forces proportional to their

self-weight is initially presented. In addition to a convergence analysis with respect to the mesh size and

the discretization of friction admissibility conditions, a validation with experimental results discussed

in [31] is carried out. Furthermore, parametric analyses on the collapse multiplier of horizontal forces

are conducted, with respect to the dome geometry and the friction coefficient. In order to test the

capability of the present formulation in the structural analysis of domes with arbitrary meridian curve,
similar results are presented for ellipsoidal domes with parameterized rise-to-midspan ratio. The
obtained results, which are to the best of the authors’ knowledge new to the literature, provide an
estimate of the pseudo-static seismic resistance of masonry domes. Such an estimate is remarked to be

on the safe side because of the underlying static limit analysis approach, the assumed strength domain,

and because neglecting the rocking dynamics that would originate from seismic accelerations.

The paper is organized as follows. Section 2 deals with problem formulation, with discussion
on dome geometry, external loads treatment, equilibrium formulation, and admissibility conditions on the shell stress tensors. In Section 3, the proposed computational strategy for the static limit analysis problem is discussed. Section 4 is devoted to numerical applications. Conclusions are outlined in Section 5. Finally, some supplementary details are discussed in the appendices, concerning the modeling assumption of symmetric bending-moment tensor (Appendix A), and the implementation of the proposed computational strategy (Appendix B).

2 Problem formulation

2.1 Geometry

A Cartesian reference frame \( \{O; x, y, z\} \) is introduced, with \( i, j, \) and \( k \) as the unit vectors respectively parallel to the coordinate axes. An axially symmetric masonry dome is considered, as depicted in Figure 1. The typical point \( x \) of the dome mid-surface \( \Sigma \) is parameterized by:

\[
x(t, \vartheta) = r(t) e_r(\vartheta) + z(t) k, \quad e_r(\vartheta) = \cos \vartheta i + \sin \vartheta j,
\]

where the parameter \( t \in [a, b] \) spans the meridian curves \( t \mapsto x(t, \cdot) \), the longitude \( \vartheta \in [0, 2\pi] \) spans the parallel curves \( \vartheta \mapsto x(\cdot, \vartheta) \), and the unit vector \( e_r \) is parallel to the radial direction (whence \( r \) denotes the distance of \( x \) from the revolution axis). The following physical basis vectors are introduced at any point \( x \) of \( \Sigma \):

\[
t = \frac{x/t}{\|x/t\|}, \quad e_\vartheta = \frac{x/\vartheta}{\|x/\vartheta\|} = -\sin \vartheta i + \cos \vartheta j, \quad n = t \times e_\vartheta,
\]

the slash symbol standing for differentiation with respect to the indicated variable, and \( \times \) denoting cross product. Specifically, the unit vectors \( t \) and \( e_\vartheta \), which are respectively tangent to the meridian
and parallel curves passing through $x$, generate the tangent plane $T$ to $\Sigma$ at $x$, whereas $n$ is the exterior normal unit vector to $\Sigma$ at $x$.

It is assumed that the dome is constituted by individual voussoirs with normal stereotomy, in a number large enough for the dome to be accurately described by a continuous model. Hence the typical point $p$ of the dome is parameterized by:

$$p = x + \zeta n,$$

where, for $h$ the thickness of the dome, $\zeta \in [-h/2, h/2]$ is the coordinate along the normal direction $n$. For future use, it is observed that the Jacobian of the map $p$ can be written in the form $\textbf{[16]}$:

$$J = J_0 J_n, \quad J_0 = r \|x_t\|, \quad J_n = \left(1 + \frac{\zeta}{\rho}\right) \left(1 + \frac{\zeta}{r} \sin \phi\right),$$

with a multiplicative decomposition in which $J_0$ is the Jacobian of the transformation mapping the parametric space onto the mid-surface, and $J_n$ is the Jacobian of the transformation mapping the mid-surface onto the surface at normal coordinate $\zeta$. In equation $\textbf{[16]}$, $\phi$ and $\rho$ are respectively defined as the tangential angle and the radius of curvature of the meridian curves of the dome (Figure $\textbf{1}$):

$$(t \cdot e_r) \tan \phi = - (t \cdot k), \quad \|x_t\| = \rho \phi_t,$$  

where $\cdot$ denotes scalar product.

### 2.2 External loads

It is assumed that the dome is subjected to its self-weight and to horizontal forces proportional to a given load distribution. As a particular choice, motivated by a pseudo-static seismic assessment of the dome, the horizontal forces are chosen to be proportional to the dome self-weight. That amounts to a distribution of body forces $b$ given by:

$$b = b^d + \lambda b^l, \quad b^d = -\gamma k, \quad b^l = \gamma \mathbf{i},$$

where, for $\gamma$ the specific weight of the constituting masonry material, $b^d$ is a dead load representing the dome self-weight, $b^l$ is the basic live load corresponding to the pseudo-static application of a unit ground acceleration along direction $\mathbf{i}$, and $\lambda$ is a scalar multiplier of the basic live load.

The body forces $b$ are statically equivalent to surface distributions of forces $q$ and couples $c$ applied to the mid-surface $\Sigma$ of the dome. Referring to $\textbf{[55, 56]}$ for a detailed derivation of the relevant reduction formulas, and observing that representation $\textbf{(6)}$ allows to decompose also the resulting surface distributions as the sum of dead and live contributions, it is obtained that:

$$q = q^d + \lambda q^l, \quad c = c^d + \lambda c^l,$$

$$q^\bullet = \int_{-h/2}^{h/2} b^\bullet J_n d\zeta, \quad c^\bullet = n \times \int_{-h/2}^{h/2} \zeta b^\bullet J_n d\zeta, \quad \bullet = \{d, l\}.$$  

Hence, recalling equation $\textbf{(6)}_3$, closed-form expressions are found for dead and live contributions to the surface distributions of forces and couples applied to the dome mid-surface:

$$q^d = -qk, \quad q^l = q\mathbf{i}, \quad c^d = c \sin \phi e_\phi, \quad c^l = c n \times \mathbf{i},$$

$$q = \left(1 + \frac{h^2 \sin \phi}{12 \rho} \right) \gamma h, \quad c = \left(\frac{1}{\rho} + \frac{\sin \phi}{r} \right) \frac{\gamma h^3}{12}. $$
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Figure 2: Stress state: internal forces and couples (per unit length) acting on the mid-surface of the dome. A typical part of the mid-surface is shown, bounded by two arcs of meridian curves and by two arcs of parallel curves. Internal forces and couples are represented through the physical components of normal-force tensor $N$, shear-force vector $Q$, and bending-moment tensor $M$.

On observing that the distributed couples $c$ are by construction a tangent vector field on the dome mid-surface, the following position is introduced for future convenience:

$$ c = Wm, \quad Wa = n \times a \text{ for any } a, $$

(9)

to be interpreted as the definition of the tangent vector field $m$. Analogous positions will be used, stemming from the dead and live contributions $c^d$ and $c^l$.

2.3 Equilibrium

2.3.1 Stress state

Resorting to the classical statics of shells (e.g., see [57, 58]), the stress state in the dome is described in terms of the normal-force tensor $N$, the shear-force vector $Q$, and the bending-moment tensor $M$, defined on the dome mid-surface $\Sigma$.

In fact, if a curve $\gamma$ is considered on $\Sigma$, at its typical point $x$ having unit tangent vector $\tau$, the internal forces and couples (per unit length) exchanged at point $x$ by the two portions of $\Sigma$ on the two sides of $\gamma$ respectively result to be:

$$ s_\nu = (N + n \otimes Q) \nu, \quad c_\nu = WM\nu, $$

(10)

in which $\nu = \tau \times n$ is the unit normal vector to $\gamma$ in the tangent plane $T$ to $\Sigma$, and $\otimes$ denotes tensor product.

Specifically, $N$, $Q$ and $M$ are assumed to be tangent fields on the dome mid-surface $\Sigma$. It is observed that normal-force and bending-moment tensors, $N$ and $M$ respectively, need not in general be symmetric. However, a consistent derivation of the stress resultants from a 3D stress state, i.e. via a thickness integration involving the Cauchy stress tensor, shows that the bending-moment tensor $M$ can be assumed as symmetric. Such a conclusion is e.g. arrived at in [59] in the context of Cosserat surfaces.
A simple and self-contained proof is here presented in Appendix A. Hence, as shown in Figure 2, the following representation of the shell stress tensors is obtained in the physical basis \((t,e_\vartheta,n)\):

\[
\begin{align*}
N &= N_t \, t \otimes t + N_\vartheta \, e_\vartheta \otimes t + N_t \vartheta \, t \otimes e_\vartheta + N_\vartheta \, e_\vartheta \otimes e_\vartheta, \\
Q &= Q_t \, t + Q_\vartheta \, e_\vartheta, \\
M &= M_t \, t \otimes t + M_t \vartheta \, (t \otimes e_\vartheta + e_\vartheta \otimes t) + M_\vartheta \, e_\vartheta \otimes e_\vartheta.
\end{align*}
\]

(11)

Following \(N, Q\), and \(M\) to be tangent fields, it is observed that no internal forces and couples emerge in the normal direction to the dome mid-surface, i.e. \(s_n = 0\) and \(c_n = 0\), and no internal couples about the normal direction to the dome mid-surface are accounted for, i.e. \(c_\nu \cdot n = 0\) for any unit vector \(\nu\) belonging to the tangent plane \(T\) to \(\Sigma\) at \(x\).

2.3.2 Equilibrium formulation

The equilibrium conditions of the dome are formulated as those of its mid-surface \(\Sigma\), under the reduced surface load distributions (7)–(9) and subject to the stress state (10)–(11). In particular, an integral formulation is resorted to.

To this aim, a part \(\mathcal{P}\) of \(\Sigma\) is considered. The relevant translational and rotational equilibrium equations result to be:

\[
\begin{align*}
0 &= \int_{\partial \mathcal{P}} (N + n \otimes Q) \, \nu \, dl + \int_{\mathcal{P}} q \, da, \\
0 &= \int_{\partial \mathcal{P}} [(x - O) \times (N + n \otimes Q) \, \nu + WM\nu] \, dl + \int_{\mathcal{P}} [(x - O) \times q + W m] \, da,
\end{align*}
\]

(12)

where \(\nu = \tau \times n\), for \(\tau\) the unit tangent vector to \(\partial \mathcal{P}\).

Boundary conditions can be possibly considered on the free part \(\partial \Sigma_f\) of the boundary \(\partial \Sigma\) of the mid-surface \(\Sigma\). In fact, they amount to prescribe the boundary integrals of internal forces and couples on the part \(\partial \mathcal{P} \cap \partial \Sigma_f\) of the boundary \(\partial \mathcal{P}\) of the typical part \(\mathcal{P}\).

Remark 1. By localization of the integral equilibrium equations (12), a differential equilibrium characterization is obtained, that is a specialization of that derived for arbitrary shells by Naghdi [59]. Specifically, the translational differential equilibrium equations within the tangent plane and along the normal direction read:

\[
^sI^s\text{div}N - ^sLQ + p = 0, \quad ^s\text{div}Q + ^sL \cdot N + q = 0,
\]

(13)

whereas the rotational differential equilibrium equations about the tangent plane and about the normal direction result to be:

\[
^sI^s\text{div}M - Q + m = 0, \quad W \cdot \text{skw} (N - M^t L) = 0.
\]

(14)

Here, the decomposition \(q = p + qn\) of the distribution of surface forces \(q\) has been introduced, whereas \(^sI\) and \(^sL\), respectively denoting the metric tensor and the Weingarten tensor of the mid-surface \(\Sigma\) of the dome, are given by:

\[
^sI = ^s\nabla x = t \otimes t + e_\vartheta \otimes e_\vartheta, \quad ^sL = -^s\nabla n = -\rho^{-1} t \otimes t - r^{-1} \sin \phi e_\vartheta \otimes e_\vartheta.
\]

(15)

In addition, \(^s\text{div}\) and \(^s\nabla\) denote the surface divergence and gradient operators [60], respectively, and \(\text{skw}\) denotes the skew-symmetric part operator.
The differential equilibrium equations (13)–(14) are finally complemented by the boundary conditions:
\[ N\nu = 0, \quad Q \cdot \nu = 0, \quad WM\nu = 0, \]  
(16)
to be enforced on the free part \( \partial \Sigma_f \) of the boundary \( \partial \Sigma \) of the mid-surface, e.g. assumed to be unloaded. For the sake of simplicity, it is here assumed that the supporting structures of the dome are sufficiently resistant to withstand the transmitted actions. Accordingly, no boundary conditions need to be enforced on the supported boundary of the dome.

2.4 Admissibility of stress resultants

Within the present formulation, general strength domains in the space of shell stress tensors might be prescribed to characterize the admissible stress states in the dome. As a particular choice, Heyman’s assumptions of infinite compressive and vanishing tensile strengths are here adopted for the constitutive description of masonry material [1], whereas cohesionless frictional behavior is considered for the shear strength (e.g., see [50]). In particular, cohesion and non-vanishing tensile strength due to friction and masonry texture (e.g., see [52, 53]) are neglected, because of their questionable reliability in presence of seismic loadings.

Infinite compressive and vanishing tensile strengths of masonry are translated by enforcing the following unilateral conditions (e.g., see [49]):
\[ N\nu \cdot \nu \leq 0, \quad (M - Nh/2) \nu \cdot \nu \geq 0, \quad (M + Nh/2) \nu \cdot \nu \leq 0, \]  
(17)
at any point \( x \) of the mid-surface \( \Sigma \), for any unit vector \( \nu \) belonging to the tangent plane \( T \) to \( \Sigma \) at \( x \). They imply the normal forces to be compressive and the center of pressure to lie inside the thickness of the dome for any unit vector \( \nu \). Indeed, the first of those conditions can be dropped off, because it is linearly dependent on the remaining two. In addition, the latter can be rephrased as:
\[ \text{sym} (M - Nh/2) \succeq 0, \quad \text{sym} (M + Nh/2) \preceq 0, \]  
(18)
where \( \text{sym} \) denotes the symmetric part operator and the notation \( S \succeq 0 \) [resp., \( S \preceq 0 \)] is adopted for the symmetric tensor \( S \) to be positive [resp., negative] semidefinite.

For \( \mu \) denoting the friction coefficient, cohesionless frictional behavior of masonry imply the following friction conditions (e.g., see [43, 50–52, 61]):
\[ \sqrt{(N\nu \cdot \tau)^2 + (Q \cdot \nu)^2} \leq -\mu N\nu \cdot \nu, \]  
(19)
to be imposed at any point \( x \) of the mid-surface \( \Sigma \), for any unit vector \( \nu \) belonging to the tangent plane \( T \) to \( \Sigma \) at \( x \), with \( \tau = n \times \nu \). In fact, they require the resultant of in-plane and out-of-plane shear stress resultants for any unit vector \( \nu \) to be contained within the Coulomb friction cone. It is remarked that the introduction of such friction model within the present lower-bound limit analysis approach carries an underlying assumption of associative friction flow law.

2.5 Lower-bound limit analysis

Recalling the decomposition (7) of the surface distributions of forces \( q \) and couples \( c \) applied to the mid-surface \( \Sigma \) of the dome, the collapse value of the load multiplier \( \lambda \) of the basic live loads is sought for. According to the static theorem of limit analysis, the dome is safe provided an equilibrated
and admissible stress state exists (e.g., see [1, 2]). Hence, the lower-bound limit analysis problem is formulated as:

$$\max_{\lambda, \mathbf{N}, \mathbf{Q}, \mathbf{M}} \lambda,$$

subject to

$$\text{equations (12) hold for any } \mathcal{P} \subseteq \Sigma, \text{ with B.C. on } \partial \Sigma_f,$$

$$\text{conditions (13) hold at any } x \in \Sigma,$$

$$\text{conditions (19) hold at any } x \in \Sigma, \text{ for any unit } \nu \in T(x), \tau = n \times \nu,$$

(20)

to be solved with respect to the collapse multiplier $\lambda$, the normal-force tensor $\mathbf{N}$, the shear-force vector $\mathbf{Q}$, and the bending-moment tensor $\mathbf{M}$. In the next section, a discretization approach will be discussed for achieving an efficient computational solution strategy of problem (20).

3 Problem discretization

In order to develop a computational solution strategy, a discretization of the lower-bound limit analysis problem (20) is undertaken. That is accomplished by a procedure resembling finite-volume discretizations (e.g., see [54]). In particular, the following three steps are involved:

(i) a mesh is considered on the mid-surface $\Sigma$ of the dome, which induces its decomposition into elements (or control volumes, as in the customary notation in finite-volume methods);

(ii) a suitable approximation of the shell stress tensors $\mathbf{N}$, $\mathbf{Q}$, and $\mathbf{M}$ is introduced by interpolation with nodal values;

(iii) the optimization constraints in problem (20) are relaxed by requiring the equilibrium equations (12) and the admissibility inequalities (18)–(19) respectively to hold for the elements and at the nodes of the mesh.

Concerning step (i), a mesh is constructed on the mid-surface $\Sigma$ of the dome as the image, through the map $x$, of a rectangular mesh in the parameter domain $\Omega$. Typical parameter and physical elements are highlighted.

Figure 3: Problem discretization: mesh on the mid-surface $\Sigma$ of the dome, constructed as the image, through the map $x$, of a rectangular mesh in the parameter domain $\Omega$. Typical parameter and physical elements are highlighted.
As preliminary to step (ii), the nodal values of the normal-force tensor \( \mathbf{N} \), of the shear-force vector \( \mathbf{Q} \), and of the bending-moment tensor \( \mathbf{M} \) at node \( V^i \) are introduced:

\[
\begin{align*}
\mathbf{N}^i &= \bar{\mathbf{N}}^i \mathbf{t}^i \otimes \mathbf{t}^i + \bar{\mathbf{N}}_{t\theta}^i \mathbf{e}_\theta \otimes \mathbf{e}_\theta + \bar{\mathbf{N}}_{t\varphi}^i \mathbf{e}_\varphi \otimes \mathbf{e}_\varphi + \bar{\mathbf{N}}_{\theta\varphi}^i \mathbf{e}_\theta \otimes \mathbf{e}_\varphi, \\
\mathbf{Q}^i &= \bar{\mathbf{Q}}^i \mathbf{t}^i + \bar{\mathbf{Q}}_{\theta}^i \mathbf{e}_\theta, \\
\mathbf{M}^i &= \bar{\mathbf{M}}^i \mathbf{t}^i \otimes \mathbf{t}^i + \bar{\mathbf{M}}_{t\theta}^i (\mathbf{t}^i \otimes \mathbf{e}_\theta + \mathbf{e}_\theta \otimes \mathbf{t}^i) + \bar{\mathbf{M}}_{\theta\varphi}^i \mathbf{e}_\theta \otimes \mathbf{e}_\varphi.
\end{align*}
\]

(21)

Here, \( \mathbf{t}^i \) and \( \mathbf{e}_\theta \) denote the physical basis vectors at \( V^i \), and the nodal values of the physical components of the shell stress tensors at \( V^i \) are involved. For convenience, the latter are collected in the following 9\( I \times 1 \) vector:

\[
\mathbf{X}^e = (\bar{\mathbf{X}}^1; \ldots; \bar{\mathbf{X}}^I),
\]

(22)

with semicolon denoting column-stacking.

The approximation of the shell stress tensors \( \mathbf{N}, \mathbf{Q}, \mathbf{M} \) is then discussed, adopting as unknowns the nodal values of the physical components of the shell stress tensors at the nodes of the mesh, as collected in the following 9\( I \times 1 \) vector:

\[
\mathbf{X} = (\bar{\mathbf{X}}^1; \ldots; \bar{\mathbf{X}}^I).
\]

(23)

It is worth to remark that, due to the integral formulation of the equilibrium equations (12), such an approximation is only needed on the element boundaries. A piecewise-linear Lagrangian interpolation of the physical components of the shell stress tensors is here adopted on the element boundaries. For formalizing such a discretization, let element \( \Sigma_e \) be considered, having nodes \( V^i_e, i = 1, \ldots, 4 \) (in local numbering with counter-clockwise ordering), as depicted in Figure 3. If \( \gamma^i_e, i = 1, \ldots, 4 \), is the element edge joining nodes \( V^i_e \) and \( V^j_e \), the typical physical stress component \( S \) is approximated on \( \gamma^i_e \) by:

\[
S|_{\gamma^i_e}(\sigma) \approx \bar{S}^i(\sigma) = L_1(\sigma) \bar{S}^i + L_2(\sigma) \bar{S}^j, \quad L_1(\sigma) = 1 - \frac{\sigma}{l_e}, \quad L_2(\sigma) = \frac{\sigma}{l_e},
\]

(24)

where \( l_e \) and \( \sigma \in [0, l_e] \) are the length of, and a curvilinear abscissa along, the element edge \( \gamma^i_e \), respectively, and \( L_1 \) and \( L_2 \) are the linear Lagrange functions on \([0, l_e]\). Thus, the following approximation is adopted for \( \mathbf{N}, \mathbf{Q}, \mathbf{M} \) on \( \gamma^i_e \):

\[
\begin{align*}
\mathbf{N}|_{\gamma^i_e}(\sigma) &\approx \bar{\mathbf{N}}^i \mathbf{t} \otimes \mathbf{t} + \bar{\mathbf{N}}_{t\theta}^i \mathbf{e}_\theta \otimes \mathbf{e}_\theta + \bar{\mathbf{N}}_{t\varphi}^i \mathbf{e}_\varphi \otimes \mathbf{e}_\varphi + \bar{\mathbf{N}}_{\theta\varphi}^i \mathbf{e}_\theta \otimes \mathbf{e}_\varphi, \\
\mathbf{Q}|_{\gamma^i_e}(\sigma) &\approx \bar{\mathbf{Q}}^i \mathbf{t} + \bar{\mathbf{Q}}_{\theta}^i \mathbf{e}_\theta, \\
\mathbf{M}|_{\gamma^i_e}(\sigma) &\approx \bar{\mathbf{M}}^i \mathbf{t} \otimes \mathbf{t} + \bar{\mathbf{M}}_{t\theta}^i (\mathbf{t} \otimes \mathbf{e}_\theta + \mathbf{e}_\theta \otimes \mathbf{t}) + \bar{\mathbf{M}}_{\theta\varphi}^i \mathbf{e}_\theta \otimes \mathbf{e}_\varphi.
\end{align*}
\]

(25)

In passing, it is noticed that the physical basis vectors involved in representations (25) are relevant to the current curvilinear abscissa on the edge \( \gamma^i_e \), whence the mid-surface geometry is exactly accounted for.

Finally, step (iii) is addressed. In fact, substituting the boundary interpolations (25) in the integral equilibrium equations (12) with \( \Sigma_e \) in place of \( \mathcal{P} \), and introducing the 36 \( I \) vector \( \dot{\mathbf{X}}_c \) which collects the element nodal unknowns, the equilibrium equations for the element \( \Sigma_e \) result to be:

\[
\begin{align*}
0 &= \mathbf{E}^c_\theta \dot{\mathbf{X}}_e + \mathbf{q}^c_\theta + \lambda \mathbf{q}^c_\varphi, \\
0 &= \mathbf{E}_e^c \dot{\mathbf{X}}_e + \mathbf{c}^c_\theta + \lambda \mathbf{c}^c_\varphi.
\end{align*}
\]

(26)
In particular, $E_e$ and $E_e^T$ respectively denote the $3 \times 36$ translational and rotational element equilibrium operators, whereas $\hat{q}^e$ and $\hat{c}^e$, with $\bullet = \{d,l\}$, respectively denote the $3 \times 1$ resultant force and resultant moment vectors of the external loads $q^e$ and $c^e$ over $\Sigma_e$. Details on the derivation of equations (26) are given in Appendix B. As the element nodal unknowns $\hat{X}^e$ are obtained by extraction from $\hat{X}$, the equilibrium equations can be compactly formulated at structural level as:

$$0 = E\hat{X} + \hat{f}^d + \lambda \hat{f}^l,$$

(27)

with $E$ as a $6E \times 9I$ equilibrium matrix and $\hat{f}^*$ as $6E \times 1$ load vectors. In practice, the structural equilibrium equations (27) are derived from the element counterparts (26) with a customary assembling procedure, similar to that used in finite-element implementations. Possible boundary conditions are included in the formulation in analogous fashion.

On the other hand, the unilateral admissibility conditions (18) on the stress state checked at the nodes $V^i$ of the mesh amount to the following requirements:

$$\text{sym}(\hat{M}^i - \hat{N}^i h/2) \succeq 0, \quad \text{sym}(\hat{M}^i + \hat{N}^i h/2) \preceq 0, \quad i = 1, \ldots, I.$$  

(28)

In Appendix B it is shown that, using equations (21) and (22), those unilateral admissibility conditions can be conveniently recast as two second-order cone constraints:

$$U^i_\pm \hat{X}^i \in K_r, \quad i = 1, \ldots, I,$$

(29)

in which $K_r$ is usually referred to as the rotated quadratic cone in $R^3$ [62], and $U^i_\pm$ are two $3 \times 9$ unilateral admissibility matrices. Also in this case, because the nodal unknowns $\hat{X}^i$ are obtained by extraction from $\hat{X}$, a customary assemblage procedure allows to formulate the nodal unilateral admissibility conditions at structural level as:

$$U^i_\pm \hat{X} \in K_r, \quad i = 1, \ldots, I,$$

(30)

where $U^i_\pm$ are two $3 \times 9I$ unilateral admissibility matrices.

The friction admissibility (19) on the stress resultants is checked at the nodes $V^i$ of the mesh for a discrete set of $C$ unit vectors $\hat{\nu}^i_c$, belonging to the tangent plane $T$ to $\Sigma$ at $V^i$. Those unit vectors, alongside with the corresponding $\hat{\tau}^i_c = n \times \hat{\nu}^i_c$, are represented by:

$$\hat{\nu}^i_c = \cos \hat{\alpha}^c t^i + \sin \hat{\alpha}^c e^i_\theta, \quad \hat{\tau}^i_c = -\sin \hat{\alpha}^c t^i + \cos \hat{\alpha}^c e^i_\theta,$$

(31)

where $\{\hat{\alpha}^1, \ldots, \hat{\alpha}^C\}$ are uniformly-spaced angles within the interval $[0, \pi]$. Hence, the following friction admissibility conditions are imposed at the nodes $V^i$ of the mesh for each check unit vector $\hat{\nu}^i_c$:

$$\sqrt{(\hat{N}^i_c \hat{\nu}^i_c \cdot \hat{\tau}^i_c)^2 + (\hat{Q}^i_c \cdot \hat{\nu}^i_c)^2} \leq -\mu \hat{N}^i_c \hat{\nu}^i_c \cdot \hat{\nu}^i_c, \quad c = 1, \ldots, C, \quad i = 1, \ldots, I.$$  

(32)

In Appendix B it is shown that, using equations (21) and (22), each of the friction admissibility conditions (32) can be regarded as a second-order cone constraint:

$$F^i_c \hat{X}^i \in K, \quad c = 1, \ldots, C, \quad i = 1, \ldots, I,$$

(33)

in which $K$ is usually referred to as the standard quadratic cone in $R^3$ [62], and $F^i_c$ is a $3 \times 9$ friction admissibility matrix. Then, by a customary assemblage procedure with respect to the nodal
unknowns $\hat{X}^i$, obtained by extraction from $\hat{X}$, the nodal friction admissibility conditions are written at structural level as:

$$\mathcal{F}_c^i \hat{X} \in \mathcal{K}, \quad c = 1, \ldots, C, \quad i = 1, \ldots, I,$$

(34)

where $\mathcal{F}_c^i$ is a $3 \times 9I$ friction admissibility matrix.

Finally, the discretized version of the lower-bound limit analysis problem \((20)\) results to be:

$$\max_{\lambda, \hat{X}} \quad \lambda,$$

s.t.  

$$E\hat{X} + \hat{f}^d + \lambda \hat{f}^l = 0,$$

$$\mathcal{U}^i_+ \hat{X} \in \mathcal{K}_r, \quad i = 1, \ldots, I,$$

$$\mathcal{F}_c^i \hat{X} \in \mathcal{K}, \quad c = 1, \ldots, C, \quad i = 1, \ldots, I,$$

(35)

representing a second-order cone programming problem, whose solution can be addressed by standard and effective optimization tools.

**Remark 2.** The dual version of problem \((35)\), consisting in the discrete upper-bound formulation of the limit analysis problem, results to be:

$$\min_{\eta^i, \hat{z}^i_\pm, \hat{w}^i_c} \quad -\eta^T \hat{f}^d,$$

s.t.  

$$E^T \eta + \sum_{i=1}^I (\mathcal{U}_\pm^i)^T \hat{z}^i_\pm + \sum_{i=1}^I \sum_{c=1}^C (\mathcal{F}_c^i)^T \hat{w}^i_c = 0,$$

$$1 - \eta^T \hat{f}^l = 0,$$

$$\hat{z}^i_\pm \in \mathcal{K}_r^*, \quad i = 1, \ldots, I,$$

$$\hat{w}^i_c \in \mathcal{K}^*, \quad c = 1, \ldots, C, \quad i = 1, \ldots, I.$$

(36)

Here $\eta^i$ is the $6E \times 1$ vector collecting the displacements/rotations dual to the element equilibrium equations \((27)\), and $\hat{z}^i_\pm$ [resp., $\hat{w}^i_c$] are the $3 \times 1$ vectors collecting the flow multipliers dual to the nodal unilateral [resp., friction] admissibility conditions \((30)\) [resp., \((34)\)\]. Those displacements/rotations and flow multipliers characterize a mechanism of the dome, determined by detachments or opening of hinges [resp., slidings] at the nodes of the mesh where the unilateral [resp., friction] admissibility constraints are activated. For the mechanism to be kinematically admissible, a compatibility equation and dual admissibility conditions on the flow multipliers need to be satisfied. In fact, $\mathcal{K}_r^*$ [resp., $\mathcal{K}^*$] is the dual cone of $\mathcal{K}_r$ [resp., $\mathcal{K}$]. Hence, problem \((36)\) consists in finding the mechanism that minimizes the resisting work of dead loads, $-\eta^T \hat{f}^d$, in the class of kinematically admissible mechanisms, satisfying the normalization condition $1 - \eta^T \hat{f}^l = 0$.

It is pointed out that, when tackling the lower-bound limit analysis problem \((35)\) by a standard optimization tool, in addition to the static unknowns $\hat{X}$, and at no further computational cost, the displacements/rotations $\eta^i$, the unilateral flow multipliers $\hat{z}^i_\pm$, and the friction flow multipliers $\hat{w}^i_c$, are supplied as well. Hence, exploiting their kinematic interpretation, the resulting collapse mechanism can be computed as a by-product of the lower-bound limit analysis, as shown in the following section, dedicated to numerical simulations.

4 **Numerical simulations**

In this section, numerical simulations are reported for exploring the capabilities of the proposed solution approach in tackling the assessment of masonry domes under horizontal forces proportional to their
self-weight. In Section 4.1, an investigation of spherical domes with parameterized geometry is carried out, including a validation with experimental results available in the literature. In Section 4.2, the influence of the dome geometry on resistance to horizontal forces is explored, by considering ellipsoidal domes. Unilateral and cohesionless-frictional behavior of masonry is assumed in numerical simulations, characterized by friction coefficient $\mu$ as single constitutive parameter.

All numerical analyses have been performed by means of an in-house MATLAB® code, and the computations have been done on a single machine with dual Intel® Xeon® CPU Gold 6226R @ 2.89 GHz and 256 GB RAM. The optimization problem (35) has been solved by Mosek® optimization software (version 9.2) [62].

4.1 Spherical domes

This section deals with the case of spherical domes, whose geometry is characterized by the normalized thickness $h/R$, with $R$ denoting the radius of the mid-surface, and by the half-embrace angle $\beta$, as shown in Figure 4(a). The natural parameterization $x$ in terms of the colatitude angle $\phi \in [0, \beta]$ and of the longitude angle $\vartheta \in [0, 2\pi]$ is adopted. Assuming the horizontal forces proportional to self weight to be applied along direction $\hat{i}$, the problem under investigation is symmetric with respect to the $xz$-plane. Accordingly, only half of the dome is modeled, with suitable boundary conditions imposed on the symmetry edges, as depicted in Figure 4(b).

4.1.1 Convergence analysis

Preliminarily to structural analyses, the convergence properties of the proposed computational strategy are investigated with respect to (i) the mesh size and (ii) the number $C$ of nodal discrete friction admissibility conditions on the stress resultants. Concerning point (i), a sequence of progressively finer meshes is analyzed. The typical mesh is generated by discretizing the colatitude [resp., longitude] domain into $m$ [resp., $2m$] intervals, thus achieving elements with an approximately unitary aspect ratio (Figure 4(b)). In particular, values $m = \{4, 8, 16, 32, 64\}$ are considered, the corresponding meshes being labeled as $m \times 2m$. As for point (ii), the friction admissibility conditions (32) are checked at any node of the mesh for a set of $C = \{2, 4, 8, 16, 32, 64\}$ unit vectors.

The static limit analysis problem is repeatedly solved, considering the Cartesian product of the values of the mesh parameter $m$ and of the number $C$ of nodal friction admissibility conditions. Relevant results are reported in Table 1 for a hemispherical dome (i.e. with half-embrace angle $\beta = 90^\circ$) with...
Table 1: Spherical domes: convergence analysis of the collapse load multiplier $\lambda$ of a hemispherical dome with normalized thickness $h/R = 0.1$, and friction coefficient $\mu = 0.7$, with respect to the mesh size and to the number $C$ of nodal discrete friction admissibility conditions on the stress resultants. Computation times range from 88 ms to 47 s for the meshes ranging from $4 \times 8$ to $64 \times 128$.

| mesh       | number of nodal friction admissibility conditions |
|------------|---------------------------------------------------|
|            | 2  | 4  | 8  | 16 | 32 | 64 |
| $4 \times 8$ | 0.269 | 0.213 | 0.189 | 0.183 | 0.181 | 0.181 |
| $8 \times 16$ | 0.240 | 0.190 | 0.171 | 0.166 | 0.164 | 0.164 |
| $16 \times 32$ | 0.246 | 0.194 | 0.180 | 0.174 | 0.172 | 0.172 |
| $32 \times 64$ | 0.249 | 0.197 | 0.184 | 0.178 | 0.176 | 0.176 |
| $64 \times 128$ | 0.250 | 0.198 | 0.185 | 0.179 | 0.177 | 0.176 |

normalized thickness $h/R = 0.1$, and friction coefficient $\mu = 0.7$. It is observed that, for fixed mesh size, the collapse multiplier is practically converged with respect to the number of nodal friction admissibility conditions for $C = 32$. Such a convergence is decreasing monotonic, for the class of equilibrated and statically admissible stress states being a decreasing sequence with respect to $C$. Importantly, it is noticed that such a convergence is uniform with respect to the mesh size, thus avoiding a double limit issue. On the other hand, for fixed number of nodal friction admissibility conditions, the convergence with respect to the mesh parameter $m$ is reached in engineering terms already adopting coarse meshes, whereas the $64 \times 128$ mesh may be required for achieving three decimal place accuracy. Remarkably, computation times range from 88 ms to 47 s for the meshes ranging from $4 \times 8$ to $64 \times 128$. It is observed that such a convergence is not increasing monotonic, as it might be expected for a formulation of the static theorem of limit analysis in a continuous framework. That is explained in light of the present discretization approach. In fact, though a stress state that is equilibrated and statically admissible with respect to a prescribed mesh is also statically admissible with respect to a refined one (because the admissibility constraints are convex and the stress interpolation is linear over element edge), it is not guaranteed that such a stress state is also equilibrated with respect to the refined mesh (because the equilibrium of sub-parts of the original elements is also required). Accordingly, even if the classes of equilibrated and statically admissible stress states are larger and larger with mesh refinement, they are not in general an increasing sequence with the mesh parameter $m$.

4.1.2 Experimental validation

Aiming to an experimental validation of the present computational approach, two hemispherical domes with normalized thicknesses $h/R = \{0.1, 0.2\}$ are then considered. For such case studies, experimental results have been presented in [31], obtained by testing small-scale dome models on a tilting table. The experimental friction coefficient is therein given as $\mu = 0.7$.

Results relevant to the reasonably fine $32 \times 64$ mesh and considering $C = 32$ nodal friction admissibility conditions are discussed in the following. The estimated collapse multipliers under proportional horizontal forces result to be $\lambda = 0.176$ for normalized thickness $h/R = 0.1$, and $\lambda = 0.405$ for normalized thickness $h/R = 0.2$. Those values are in good agreement with the experimental estimates of 0.18 and 0.46, respectively, reported in [31] on the basis of the experimental collapse tilting angle of the tested small-scale dome models.

In Figure 5, the incipient collapse mechanisms predicted by the present computational approach
### Figure 5: Spherical domes: incipient collapse mechanism under horizontal forces proportional to self weight for hemispherical domes with normalized thickness $h/R = \{0.1, 0.2\}$ and friction coefficient $\mu = 0.7$. Mesh $32 \times 64$ has been adopted in the computations.

| $h/R$ | collapse mechanism | $\lambda$ |
|-------|---------------------|-----------|
| 0.1   | perspective         | 0.176     |
|       | lateral             |           |
|       | superior            |           |
| 0.2   | perspective         | 0.405     |
|       | lateral             |           |
|       | superior            |           |

### Figure 6: Spherical domes: crack pattern under horizontal forces proportional to self weight for hemispherical domes with normalized thickness $h/R = \{0.1, 0.2\}$ and friction coefficient $\mu = 0.7$. Unilateral cracks are plotted in red, in-plane [resp., out-of-plane] shear cracks are plotted in cyan [resp., purple]. Mesh $32 \times 64$ has been adopted in the computations.

| $h/R$ | crack pattern | $\lambda$ |
|-------|---------------|-----------|
| 0.1   | inferior      | 0.176     |
|       | superior      |           |
|       | perspective   |           |
| 0.2   | inferior      | 0.405     |
|       | superior      |           |
|       | perspective   |           |
Figure 7: Spherical domes: experimental collapse mechanism of two small-scale hemispherical domes in tilting table tests, reproduced from [31]. The normalized thickness of the domes is (a) $h/R = 0.1$ and (b) $h/R = 0.2$. The friction coefficient is experimentally estimated as $\mu = 0.7$, and the experimentally measured collapse multiplier is (a) $\lambda = 0.18$ and (b) $\lambda = 0.46$ [31].

for the two domes under investigation are shown. In the case of normalized thickness $h/R = 0.1$, the incipient collapse mechanism involves both the formation of unilateral and sliding cracks. Specifically, three concentrated curved flexural hinges open along three parallel curves and pronouncedly develop in the half of the dome in the positive direction of the horizontal forces. Two curved flexural hinges are located at the extrados of the dome, in the vicinity of its apex and at its base, whereas the remaining one is located at the intrados of the dome, in the haunch region. Accordingly, the half of the dome in the positive direction of the horizontal forces tends to overturn, with also detachments occurring in the hoop direction. In-plane sliding failures can be observed in the two lateral portions of the dome, consistently with the elevated in-plane shear forces which arise in those regions and significantly contribute to the dome collapse capacity.

By contrast, the predicted incipient collapse mechanism for the dome with normalized thickness $h/R = 0.2$ is mainly characterized by the onset of sliding cracks. They occur at the base of the dome in the positive direction of the horizontal forces, due to the presence of significant out-of-plane shear forces. Hence, a consistent portion of the dome tends to slide, and concentrated sliding cracks at $45^\circ$ in the two lateral portions of the dome take place, consistently with the high regime of in-plane shear forces in those regions. Only negligible unilateral effects are observed in the incipient collapse mechanism. It is also noticed that dilatancy comes alongside with sliding, because of the associative friction flow law underlying the present computational approach.

A further insight on the computed incipient collapse mechanisms is provided by inspecting the corresponding crack patterns. In Figure 6 unilateral cracks are plotted in red, both in inferior and superior views, whereas in-plane [resp., out-of-plane] shear cracks are plotted in cyan [resp., purple] in perspective view. For normalized thickness $h/R = 0.1$, the formation of intrados [resp., extrados] hinges implying the opening of extrados [resp., intrados] cracks can be clearly recognized. In addition, diffused in-plane shear cracks are observed in the lateral regions of the dome. Contrarily, for normalized thickness $h/R = 0.2$, unilateral cracks are negligible. Instead, out-of-plane and in-plane shear cracks are respectively evident at the base of the dome in the positive direction of the horizontal forces and in its lateral regions.

In Figure 7 the experimental collapse mechanisms obtained in [31] are shown, with panels (a) and (b) respectively referring to small-scale domes with normalized thicknesses $h/R = 0.1$ and $h/R = 0.2$. A general qualitative agreement can be observed between computational and experimental collapse
mechanisms, with intrinsic differences due to the continuous vs. discrete nature of computational and experimental dome models. In passing, it is noticed that, for normalized thickness $h/R = 0.2$, experimental evidences show sliding occurring between the first and second rows of blocks, instead that at the base of the dome [31]. That might be depending on the friction coefficient at the interface between the blocks and the supporting table to be larger than the masonry friction coefficient. In such a case, that might also explain the slight difference between computational and experimental collapse multipliers.

4.1.3 Parametric analyses

The influence that the geometry of a spherical dome has on its collapse capacity is illustrated in Figure 8, where the collapse multiplier $\lambda$ is plotted versus the normalized thickness $h/R$, for the values $\beta = \{60^\circ, 70^\circ, 80^\circ, 90^\circ, 100^\circ\}$ of the half-embrace angle. Different values of the friction coefficient are also investigated, namely $\mu = \{0.7, 1, 1.5, \infty\}$. In addition, experimental evidences obtained in [31] are reported.

As expected, the collapse multiplier $\lambda$ increases with the normalized thickness $h/R$ and decreases with the half-embrace angle $\beta$. It is observed that, for friction coefficient $\mu = 0.7$, the curves of $\lambda$ vs. $h/R$ are characterized by two branches. The transition from one branch to the other corresponds to a shift from an incipient collapse mechanism with both unilateral and sliding cracks (e.g., $h/R = 0.1$ in Figures 5 and 6) to an incipient collapse mechanism with only sliding cracks (e.g., $h/R = 0.2$ in Figures 5 and 6). For larger values of the friction coefficient, only the first branch of the curves of $\lambda$ vs. $h/R$ is observed, for the other requiring very large normalized thickness $h/R$, with limited practical interest.

It is worth to mention that, for prescribed half-embrace angle $\beta$, the minimum normalized thickness of the dome necessary for being stable under self-weight is identified as the normalized thickness corresponding to a vanishing collapse multiplier. The predicted normalized minimum thickness results to be a decreasing function of the friction coefficient $\mu$. As expected, in the limit of infinite shear capacity, i.e. infinite friction coefficient, the classical estimates computed under Heyman’s no sliding
A sensitivity analysis of the collapse multiplier $\lambda$ with respect to the friction coefficient $\mu$ is then conducted. Results are shown in Figure 9 for hemispherical domes with normalized thicknesses $h/R = \{0.1, 0.15, 0.2\}$.

Solid curves are first discussed, labelled as “Coulomb”. They are obtained enforcing the friction admissibility conditions (32). It is pointed out that a minimum friction coefficient exists, whose value decreases with the normalized thickness, below which the dome cannot stand. The collapse multiplier $\lambda$ is then increasing with the friction coefficient $\mu$, and asymptotically approaches a limit value, to be interpreted as the collapse capacity of the dome in case of infinite shear capacity. Such asymptotical capacity can be computed by solving the static limit analysis problem (35) without enforcing the friction admissibility conditions (32). Relevant results, shown as dotted curves and labelled as “not enforced”, are obviously independent of the friction coefficient $\mu$.

It is remarked that, in the range of friction coefficients and of normalized thicknesses of technical interest, taking into account the finite shear capacity of masonry material (and hence potential sliding failures) is essential for a safe and accurate prediction of the collapse capacity of masonry domes subject to horizontal forces. For a better understanding of the relative importance that in-plane/out-of-plane shear forces exert in the friction admissibility conditions (32), results labelled as “in-plane shear only” (dashed curves) [resp., “out-of-plane shear only” (dash-dotted curves)] are also plotted, obtained by accounting for in-plane [resp., out-of-plane] shear forces only in those conditions. It emerges that checking in-plane shear forces is even more important than out-of-plane ones, the latter becoming influential only for very small friction coefficients $\mu$ or for large normalized thicknesses $h/R$.

Finally, the results here presented prove that spherical masonry domes, especially if characterized by large enough geometric safety factors and with reasonable frictional material properties, also in spite of neglecting cohesion and tensile strength, are capable to withstand moderate horizontal forces proportional to their self-weight.
4.2 Ellipsoidal domes

In order to investigate the applicability of the present formulation to axisymmetric masonry domes with arbitrary meridional curve, and to explore the influence that the dome geometry exerts on its resistance with respect to horizontal loads, ellipsoidal domes are addressed.

The generatrix curve of the mid-surface is chosen as an ellipse with semi-diameters $R$ and $f$, respectively having the meaning of mid-surface midspan and rise. It is assumed that the dome is characterized by uniform thickness $h$, measured along the normal direction. For illustrative purposes, a meridian section of the dome is shown in Figure 10(a). Horizontal forces proportional to the dome self-weight are applied along direction $i$, whence the problem symmetry with respect to the $xz$-plane is exploited. Accordingly, only half of the dome is modeled, with suitable boundary conditions imposed on the symmetry edges. On the basis of a convergence analysis analogous to that carried out for spherical domes, a $32 \times 64$ mesh on the dome mid-surface is considered (the typical analyzed mesh is depicted in Figure 10(b)), and the number of nodal friction admissibility conditions is set to $C = 32$.

In Figure 11, the collapse multiplier $\lambda$ of ellipsoidal domes under proportional horizontal forces is plotted as a function of the rise-to-midspan ratio $f/R$, for selected values of the normalized thickness $h/R$.

In Figure 11(a), results relevant to a friction coefficient $\mu = 0.7$ are shown. It is observed that, for any normalized thickness $h/R$, there exists a range of admissible rise-to-midspan ratios $f/R$, outside of which the dome is not capable to withstand its self-weight because of the attainment of the frictional shear capacity. In particular, the larger is the normalized thickness $h/R$ of the dome, the more extended turns out to be the admissible range of rise-to-midspan ratios. Within such a range, two branches of the curves of $\lambda$ vs. $f/R$ are recognized. In the first branch, corresponding to depressed ellipsoidal domes, a rapidly increasing collapse capacity with respect to the rise-to-midspan ratio is observed. Relevant domes are characterized by a shear failure, with an incipient collapse mechanism conceptually similar to that shown in Figure 5(bottom row). Conversely, slender ellipsoidal domes exhibit a decreasing collapse capacity with respect to the rise-to-midspan ratio. That is associated to an incipient collapse mechanism driven by the onset of both unilateral and sliding cracks, generally resembling the one in Figure 5(top row). It is remarked that, on increasing the normalized thickness $h/R$ of the dome, its collapse multiplier $\lambda$ increases, such as the optimal rise-to-midspan ratios $f/R$.

In Figure 11(b), results relevant to a friction coefficient $\mu = 1.5$ are reported. The overall trends discussed above are substantially confirmed, up to a significant widening of the range of admissible
rise-to-midspan ratios $f/R$, and a likewise pronounced increment in the dome collapse multiplier $\lambda$ (the different scales adopted in the ordinate axes of the two panels of Figure 11 are explicitly noticed).

In closing, the proposed formulation is proven to be a powerful and versatile tool for the assessment of axisymmetric masonry domes with arbitrary meridional curve under horizontal forces proportional to their self-weight. Though ellipsoidal domes with extreme rise-to-midspan ratios have poor structural performances already under their self-weight, when considering reasonable geometries they are proven to be capable to resist moderate horizontal forces.

5 Conclusions

A computational static limit analysis approach has been proposed for computing the collapse capacity of masonry domes subject to horizontal forces. The problem formulation is based on an original theoretical framework, conjugating the static theorem of limit analysis with the classical statics of shells. In fact, a description of the equilibrated stress states in the dome has been favored by the introduction of the shell stress tensors on the dome mid-surface: namely, normal-force and bending-moment tensors, and shear-force vector. Accordingly, provided self-weight and proportional horizontal forces have been statically reduced to a surface distribution of forces and couples applied to the dome mid-surface, an integral equilibrium formulation has been resorted to, as the counterpart of the shell differential equilibrium equations. Though general strength domains in the space of shell stress tensors could be considered to characterize the admissible stress states in the dome, Heyman’s assumptions of infinite compressive and vanishing tensile strengths have been adopted, with cohesionless frictional shear strength. An original computational strategy has been conceived for addressing the so-formulated static limit analysis problem, resembling finite-volume discretization methods. That requires (i) to construct a mesh on the dome mid-surface, (ii) to introduce a numerical discretization of the unknown shell stress tensors, and (iii) to enforce the equilibrium and the admissibility conditions respectively to hold for the elements and at the nodes of the mesh. Specifically, a piecewise-linear Lagrangian
interpolation of the physical components of the shell stress tensors has been adopted on the element boundaries. As a consequence, a discrete version of the static limit analysis problem has been derived, to be solved as a second-order cone programming problem by standard and effective optimization tools. Numerical results have been presented, addressing convergence analysis, validation with experimental results available in the literature, and parametric analysis for spherical and ellipsoidal domes under horizontal forces proportional to their self-weight. In particular, the influential role played by the finite frictional shear strength in the structural collapse capacity has been highlighted. Those results, that seem to be unprecedented in the literature, prove the potentialities of the proposed strategy for an accurate and efficient pseudo-static seismic assessment of masonry domes, including the prediction of collapse multiplier, incipient collapse mechanism and expected crack pattern.
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Appendix A On the symmetry of the bending-moment tensor

In direct approaches to the statics of shells, assuming an intrinsically bi-dimensional description of stress resultants, non-symmetric normal-force and bending-moment tensors are naturally considered, for no equilibrium argument requires otherwise. By contrast, in a derivation of the statics of shells from the three-dimensional theory of continuum mechanics, stress resultants arise through a thickness integration involving the Cauchy stress tensor. As a matter of fact, in the framework of the present formulation, it is the symmetry of the latter to imply the bending-moment tensor to be symmetric as well. Such a conclusion is e.g. drawn in [59] with reference to Cosserat surfaces. Here a simple and self-contained proof is presented.

The present argument is based on the definition of normal-force and bending-moment tensors descending by thickness integration from the three-dimensional theory of continuum mechanics (e.g., see [60]):

\[
N = \int_{-h/2}^{h/2} \sigma \Lambda^{-1} \det \Lambda \, d\zeta, \quad M = \int_{-h/2}^{h/2} \zeta \sigma \Lambda^{-1} \det \Lambda \, d\zeta.
\]  

(A.1)

Here, \( \zeta \) denotes the thickness variable and the following positions hold:

\[
\sigma^* = \sigma^T, \quad \Lambda = I - \zeta L,
\]

(A.2)

with \( \sigma \) and \( \sigma^* \) respectively as the Cauchy stress tensor and its projection on the tangent plane to the dome mid-surface, \( I \) and \( L \) respectively as the metric and Weingarten operators of the dome mid-surface, and \( I \) as the identity matrix. It is noticed that, despite both \( \sigma^* \) and \( \Lambda^{-1} \) are symmetric tensors, their product might not be. Accordingly, both \( N \) and \( M \) are apparently non-symmetric tensors.

However, let the following generalized shell stress tensors be introduced:

\[
M_k = \int_{-h/2}^{h/2} \zeta^k \sigma \Lambda^{-1} \det \Lambda \, d\zeta, \quad k = 0, 1, \ldots
\]

(A.3)

It is observed that \( M_0 = N \) and \( M_1 = M \). As for \( M_k \) with \( k \geq 2 \), they can be interpreted as higher-order moment tensors, which are not accounted for in the present model, and are hence assumed to be vanishing.
Exploiting the definition of the operator $\Lambda$ in equation (A.2), a direct computation shows that the following relationships are identically satisfied:

$$\text{skw} \left( M_k - M_{k+1}^{\mathcal{L}} \right) = 0, \quad k = 0, 1, \ldots,$$

(A.4)

with $\text{skw}$ denoting the skew-symmetric part operator. In detail, for $k = 0$, that condition is automatically satisfied, because it coincides with the *sixth* equilibrium equation, i.e. with the rotational equilibrium equation about the normal direction to the dome mid-surface, equation (14). Analogously, that condition is automatically satisfied for any $k \geq 2$, because involving only higher-order moment tensors. On the other hand, for $k = 1$, that condition implies:

$$\text{skw} M = 0,$$

(A.5)

which precisely prescribes the symmetry of the bending-moment tensor.

**Appendix B Implementation details**

This section is devoted to some implementation details on the computational solution strategy proposed for the discrete lower-bound limit analysis problem (35). In particular, the derivation of the discrete element equilibrium equations (26) is discussed in B.1, whereas the derivation of the discrete nodal unilateral and friction admissibility conditions (29) and (33) is discussed in B.2.

**B.1 Element equilibrium equations**

The equilibrium equations (26) for the typical element $\Sigma_e$ of the mesh are obtained from the integral equilibrium equations (12), with $\Sigma_e$ in place of $\mathcal{P}$, by exploiting the element boundary interpolations (25) of the shell stress tensors. In particular, that requires to compute the boundary integrals of the internal forces and couples emerging on the element boundary, and the surface integrals of the external forces and couples applied to the element. In this section, whenever no confusion may arise, the subscript $e$ is dropped off for avoiding a cumbersome notation.

As shown in Figure 3, it is recalled that nodes and edges of the typical element $\Sigma$ are denoted by $V^i$ and $\gamma^i$, respectively, with $i = 1, \ldots, 4$ (in local numbering, with counter-clockwise ordering). Let edge $\gamma^i$ join nodes $V^i$ and $V^j$. By construction, element $\Sigma$ is the image through the map $x$ of a rectangular element in the parameter domain $\Omega = [t_1, t_2] \times [\theta_1, \theta_2]$, henceforth referred to as parameter element. Nodes and edges of the parameter element are denoted as $P^i$ and $\omega^i$, respectively, in such a way that $V^i = x(P^i)$ and $\gamma^i = x(\omega^i)$. For convenience, the four-node square parent element $\Omega_\square = [-1, 1] \times [-1, 1]$ is also introduced, such that $\Omega = r(\Omega_\square)$ with $r$ as the classical bilinear reference map.

Exploiting the previous arguments, the following parameterization descends for the element edges in parameter and physical space:

$$\omega^i(u) = \frac{1}{2} (1 - u) \hat{\omega}^i + \frac{1}{2} (1 + u) \hat{\omega}^j, \quad \gamma^i(u) = x(\omega^i(u)), \quad u \in [-1, 1],$$

(B.1)

where $\hat{\omega}^i$ are the coordinates of node $P^i$ of the parameter element, and $\omega^i$ [resp., $\gamma^i$] are the coordinates of the typical point of edge $\omega^i$ [resp., $\gamma^i$] of the parent [resp., physical] element. In particular, with the notation $e_1 = t$, $e_2 = e_\theta$, the tangent vector to the physical edge $\gamma^i$ is:

$$\gamma^i_u(u) = \left[ e_1(u) \mid e_2(u) \right], \quad \omega^i_u = \frac{1}{2} (\hat{\omega}^i - \hat{\omega}^j),$$

(B.2)
in which the symbol \( | \) denotes row concatenation, whence a curvilinear abscissa \( \sigma^i \) can be introduced along \( \gamma^i \) as:

\[
\sigma^i(v) = \int_{-1}^{v} ||\gamma^i_u(u)|| \, du. \quad (B.3)
\]

In passing, it is observed that, because of the form of the rectangular element in the parameter domain, having its edges parallel to the parameter coordinate axes, the tangent vector \( \gamma^i_u \) results to be parallel either to \( e_1 \) or to \( e_2 \).

In order to compute the integrals of internal forces and couples on the edge \( \gamma^i \) of element \( \Sigma \), equation (12), the following positions are then introduced:

\[
L^i_{ar} = \int_{-1}^{1} L_r(\sigma^i(u)) e_\alpha (\omega^i(u)) ||\gamma^i_u(u)|| \, du,
\]

\[
L^i_{nr} = \int_{-1}^{1} L_r(\sigma^i(u)) n(\omega^i(u)) ||\gamma^i_u(u)|| \, du,
\]

\[
\Lambda^i_{ar} = \int_{-1}^{1} L_r(\sigma^i(u)) (\gamma^i(u) - O) \times e_\alpha (\omega^i(u)) ||\gamma^i_u(u)|| \, du,
\]

\[
\Lambda^i_{nr} = \int_{-1}^{1} L_r(\sigma^i(u)) (\gamma^i(u) - O) \times n(\omega^i(u)) ||\gamma^i_u(u)|| \, du.
\]

In fact, the \( 3 \times 1 \) vectors \( L^i_{ar} \) and \( L^i_{nr} \) represent the integral on \( \gamma^i \) of the linear Lagrange functions \( L_r \), with \( r = 1, 2 \), times the physical basis vectors \( e_\alpha \), with \( \alpha = 1, 2 \), or \( n \), respectively. Analogous interpretation can be given for the \( 3 \times 1 \) vectors \( \Lambda^i_{ar} \) and \( \Lambda^i_{nr} \), where the cross product between \( \gamma^i - O \) and the physical basis vectors is involved. It is a simple matter to check that, through the interpolation (24), those vectors represent the coefficients multiplying the nodal values of the physical components of the shell stress tensors. Hence, the \( 3 \times 36 \) translational equilibrium operator \( ^tE \) in equation (26) results to be:

\[
^tE = \left[ \begin{array}{cccc|cccc|cccc|cccc}
-L_{12}^4 & -L_{22}^4 & -L_{11}^1 & -L_{12}^1 & -L_{n2}^4 & -L_{n1}^1 & 0_{3 \times 3} \\
L_{11}^2 & L_{21}^2 & -L_{12}^1 & -L_{22}^1 & L_{n1}^2 & -L_{n2}^1 & 0_{3 \times 3} \\
L_{12}^2 & L_{22}^2 & L_{11}^1 & L_{21}^1 & L_{n2}^2 & L_{n1}^1 & 0_{3 \times 3} \\
-L_{11}^4 & -L_{21}^4 & L_{12}^3 & L_{22}^3 & L_{n2}^3 & L_{n1}^3 & 0_{3 \times 3} \\
\end{array} \right],
\]  

(B.5)

in which \( 0_{3 \times 3} \) denotes a zero matrix of the indicated size, whereas the \( 3 \times 36 \) rotational equilibrium operator \( ^tE \) in equation (26) is given by:

\[
^tE = \left[ \begin{array}{cccc|cccc|cccc|cccc}
-\Lambda_{12}^4 & -\Lambda_{22}^4 & -\Lambda_{11}^1 & -\Lambda_{12}^1 & -\Lambda_{n2}^4 & -\Lambda_{n1}^1 & -L_{22}^4 & -L_{21}^4 & L_{12}^4 & L_{11}^1 \\
\Lambda_{11}^2 & \Lambda_{21}^2 & -\Lambda_{12}^1 & -\Lambda_{22}^1 & \Lambda_{n1}^2 & -\Lambda_{n2}^1 & -L_{22}^2 & -L_{21}^1 & L_{12}^1 & L_{11}^1 \\
\Lambda_{12}^2 & \Lambda_{22}^2 & \Lambda_{11}^1 & \Lambda_{21}^1 & \Lambda_{n2}^3 & \Lambda_{n1}^1 & -L_{22}^2 & -L_{21}^1 & L_{12}^1 & L_{11}^1 \\
-\Lambda_{11}^4 & -\Lambda_{21}^4 & \Lambda_{12}^3 & \Lambda_{22}^3 & \Lambda_{n2}^3 & \Lambda_{n1}^3 & -L_{22}^4 & -L_{21}^4 & L_{12}^4 & L_{11}^1 \\
\end{array} \right].
\]  

(B.6)

Finally, concerning the computation of the resultant force and resultant moment vectors of the external loads \( q^* \) and \( c^* \) over the element \( \Sigma \), with \( \bullet = \{d, l\} \), as involved in equations (26), it is obtained that:

\[
q^* = \int_{\Omega_\Sigma} q^* J_\Omega J_r d\xi, \quad c^* = \int_{\Omega_\Sigma} [(x - O) \times q^* + c^*] J_\Omega J_r d\xi,
\]  

(B.7)

where \( J_r \) stands for the Jacobian of the bilinear reference map.
Nodal admissibility conditions

The discrete nodal unilateral admissibility conditions are obtained by checking the unilateral admissibility conditions (18) at the nodes \( V^i \) of the mesh. Specifically, they require the symmetric part of the tensors \( \pm \hat{M}^i - \hat{N}^i h/2 \) to be positive semidefinite, equation (28). It is here shown that those constraints can be expressed as second-order cone constraints, equations (29).

In fact, let a typical tangent symmetric tensor \( S \) on the mid-surface \( \Sigma \) of the dome be considered, fulfilling the following representation in the physical vector basis \((t, e_\phi, n)\):

\[
S = S_t t \otimes t + S_{t\phi} (e_\phi \otimes t + t \otimes e_\phi) + S_\phi e_\phi \otimes e_\phi. \tag{B.8}
\]

The conditions to be satisfied by the physical components \( S_t, S_\phi, \) and \( S_{t\phi} \) for \( S \) to be positive semidefinite are:

\[
S_t \geq 0, \quad S_\phi \geq 0, \quad S_t S_\phi - S_{t\phi}^2 \geq 0, \tag{B.9}
\]

which can be equivalently formulated as:

\[
(S_t; S_\phi; \sqrt{2} S_{t\phi}) \in K_r, \quad K_r = \left\{ (\xi_1; \xi_2, \xi_3) \in \mathbb{R}^3 : 2\xi_1 \xi_2 \geq \xi_3^2, \xi_1 \geq 0, \xi_2 \geq 0 \right\}, \tag{B.10}
\]

where \( K_r \) is a second-order cone usually referred to as the rotated quadratic cone in \( \mathbb{R}^3 \) [62].

Consequently, it is a simple matter to check that, if the following 3 \( \times \) 9 unilateral admissibility matrices \( U^i_\pm \) are introduced:

\[
U^i_\pm = \begin{bmatrix}
-h/2 & 0 & 0 & 0 & 0 & 0 & \pm 1 & 0 & 0 \\
0 & 0 & 0 & -h/2 & 0 & 0 & 0 & \pm 1 & 0 \\
0 & -\sqrt{2}h/4 & -\sqrt{2}h/4 & 0 & 0 & 0 & \pm \sqrt{2} & 0 \\
\end{bmatrix}, \tag{B.11}
\]

the nodal unilateral admissibility conditions (28) boil down to conditions (29).

As for the discrete friction admissibility conditions, they are obtained by checking the friction admissibility conditions (19) at the nodes \( V^i \) of the mesh, for a set of \( C \) unit vectors \( \hat{\nu}^i_c \) belonging to the tangent plane \( T \) to \( \Sigma \) at \( V^i \). Each of the resulting conditions (32) can be expressed as a second-order cone constraint, equation (33), provided the so-called standard quadratic cone in \( \mathbb{R}^3 \) is introduced [62]:

\[
K = \left\{ (\xi_1; \xi_2, \xi_3) \in \mathbb{R}^3 : \xi_1 \geq \sqrt{\xi_2^2 + \xi_3^2} \right\}, \tag{B.12}
\]

and the following definition hold for the 3 \( \times \) 9 friction admissibility matrix \( F^i_c \):

\[
F^i_c = \begin{bmatrix}
-\mu \cos^2 \hat{\alpha}_c & -\mu \sin \hat{\alpha}_c \cos \hat{\alpha}_c & -\mu \sin \hat{\alpha}_c \cos \hat{\alpha}_c & -\mu \sin^2 \hat{\alpha}_c & 0 & 0 & 0 & 0 \\
-\sin \hat{\alpha}_c \cos \hat{\alpha}_c & \cos^2 \hat{\alpha}_c & -\sin^2 \hat{\alpha}_c & \sin \hat{\alpha}_c \cos \hat{\alpha}_c & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \cos \hat{\alpha}_c & \sin \hat{\alpha}_c & 0 & 0 & 0 \\
\end{bmatrix}, \tag{B.13}
\]

with \( \hat{\alpha}_c \) as being introduced in equation (31). In passing, it is noticed that \( F^i_c \) is independent of the node of the mesh.
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