The self-consistent field iteration for $p$-spectral clustering
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Abstract. The self-consistent field (SCF) iteration, combined with its variants, is one of the most widely used algorithms in quantum chemistry. We propose a procedure to adapt the SCF iteration for the $p$-Laplacian eigenproblem, which is an important problem in the field of unsupervised learning. We formulate the $p$-Laplacian eigenproblem as a type of nonlinear eigenproblem with one eigenvector nonlinearity, which then allows us to adapt the SCF iteration for its solution after the application of suitable regularization techniques. The results of our numerical experiments confirm the viability of our approach.

1. Introduction. In data science and machine learning, clustering refers to the problem of dividing a given unlabelled dataset into relevant groups or clusters, guided by suitable metrics that quantify the pairwise similarity of the points in the dataset as well as the overall quality of the cluster assignment. Being one of the major approaches in unsupervised learning, it has a diverse range of applications, for example in the analysis of social networks [24], grouping a large number of correlated outputs from search queries [43], medical imaging [33], image segmentation [34] and biological sequence clustering [29], to name a few. Clustering techniques can differ widely based on the features of the dataset that are considered to be relevant, the metric that is chosen to measure the pairwise similarities and the criterion that is optimized to eventually find the clusters. A comprehensive review of the many different clustering techniques can be found in [41].

The term “spectral clustering” refers to the family of clustering methods which are based on the spectrum of an operator defined on a graph whose edges model data similarities. With generic point cloud data, edges are typically based on $k$-nearest-neighbors or $\varepsilon$-neighbors, but spectral clustering approaches are also often used directly on relational data coming from, e.g., social networks or web graphs [12, 23, 26]. The different types of spectral clustering algorithms differ mainly in the choice of the graph operator. Typical examples are the Laplacian $L = D - W$ and its normalized version $L_n = I - D^{-\frac{1}{2}}WD^{-\frac{1}{2}}$, where $D$ and $W$ are the degree and adjacency matrices of the graph, respectively. Other choices include the modularity matrix [11, 25], the Bethe Hessian [21] and the heat kernel Laplacian [20], for example. While being widely explored in various areas, it is known that clustering methods based on linear graph operators may perform poorly on real-world data. To overcome this issue, nonlinear graph operators have been introduced in recent years as a generalization of more standard linear graph mappings [4, 6, 37]. Among them, the $p$-Laplacian received considerable attention due to its simple definition, its connection with Cheeger (isoperimetric) constants and nodal domains on graphs and manifolds, as well as its remarkable clustering performance [6, 19, 35, 36].

From a graph-theoretic point of view, the Cheeger inequality connects the spectrum of graph Laplacians and $p$-Laplacians to the problem of minimizing balanced graph cuts and
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provides one of the main justifications for the use these operators for spectral clustering. For example, the second smallest eigenvalue of the unnormalized Laplacian $L$ sets a lower bound for the ratio cut \cite{13} of a graph $G = (V, E)$, which, for a partition of the node set $V$ into two clusters $C$ and its complement $C^c := V \setminus C$, is defined as

$$
\text{RCut}(C, C^c) = \left( \frac{1}{|C|} + \frac{1}{|C^c|} \right) \text{Cut}(C, C^c) = \left( \frac{1}{|C|} + \frac{1}{|C^c|} \right) \sum_{i \in C, j \in C^c} w_{ij},
$$

where $\text{Cut}(C, C^c)$ is the graph cut denoting the sum of all the weights of the edges that connect a node in $C$ with one in $C^c$. Similarly, the smallest eigenvalue of the normalized graph Laplacian $L_n$ sets a lower bound for the normalized cut \cite{34}, defined as

$$
\text{NCut}(C, C^c) = \left( \frac{1}{\text{vol}(C)} + \frac{1}{\text{vol}(C^c)} \right) \text{Cut}(C, C^c) = \left( \frac{1}{\text{vol}(C)} + \frac{1}{\text{vol}(C^c)} \right) \sum_{i \in C, j \in C^c} w_{ij},
$$

where

$$\text{vol}(C) = \sum_{i \in C} d_i$$

denotes the volume of the set $C$ obtained by summing the degrees of all the nodes in $C$. Minimizing the ratio or normalized cuts entails finding clusters of relatively balanced size, where the size of a cluster $C$ refers to the number of nodes in $C$ or to its volume, respectively. A different balancing function is imposed if we minimize the ratio Cheeger cut (RCC) or the normalized Cheeger cut (NCC), which are defined as

$$
\text{RCC}(C, C^c) = \frac{\text{Cut}(C, C^c)}{\min\{|C|, |C^c|\}}, \quad \text{NCC}(C, C^c) = \frac{\text{Cut}(C, C^c)}{\min\{\text{vol}(C), \text{vol}(C^c)\}}.
$$

In \cite{1} and \cite{6}, the authors prove inequalities that provide sharp bounds relating the second eigenvalue of the nonlinear $p$-Laplacean and optimal values of Cheeger cuts. If $\lambda_p^{(2)}$ and $\lambda_{p,n}^{(2)}$ are the second smallest eigenvalues of the unnormalized and normalized $p$-Laplacian respectively, then Amghibech shows in \cite{1} that

$$
2^{p-1} \left( \frac{h_{\text{NCC}}}{p} \right)^{p-1} \leq \lambda_p^{(2)} \leq 2^{p-1} h_{\text{NCC}},
$$

and Bühler and Hein show in \cite{6} that

$$
\left( \frac{2}{d_{\text{max}}} \right)^{p-1} \left( \frac{h_{\text{RCC}}}{p} \right)^{p} \leq \lambda_{p,n}^{(2)} \leq 2^{p-1} h_{\text{RCC}},
$$

where $h_{\text{NCC}}$ and $h_{\text{RCC}}$ are the optimal values of the normalized Cheeger cut and the ratio Cheeger cut and $d_{\text{max}}$ is the maximum degree of all the nodes in the graph. In the limit $p \to 1$, these eigenvalues converge to the exact optimal value of the respective Cheeger cut, showing that the spectrum of the $p$-Laplacian for $p \approx 1$ has superior clustering performance than its linear counter part.
While being theoretically better suited for clustering purposes, computing the spectrum of the $p$-Laplacian for $p \neq 2$ is, in general, severely more challenging than the linear case $p = 2$. This has motivated several authors to focus on algorithms to compute eigenpairs of the $p$-Laplacian for general $p \geq 1$. An inverse power method for the 1-Laplacian was proposed in [14], later extended into the RatioDCA algorithm and its generalizations [15, 18, 37]. A modified gradient descent method is used to find eigenvectors that satisfy an orthogonality condition in [22]. In [27], the authors modify the orthogonality condition and propose a Riemannian optimization algorithm on the Grassmanian associated with the orthogonality condition. A common theme in all these approaches is that they formulate the $p$-Laplacian eigenproblem as a non-convex optimization problem.

In this work, we look at the $p$-Laplacian eigenproblem from the perspective of numerical linear algebra and formulate it as what is known in the literature as a nonlinear eigenproblem with eigenvector nonlinearity (NEPv) [7]. The NEPv is ubiquitous in the field of quantum chemistry, arising from numerical discretizations and approximations of the Schrödinger equation that lead to a nonlinear problem [30]. In general, the nonlinear terms in the quantum chemistry problems depend on the matrix of eigenvectors as a whole, where each eigenvector corresponds to a possible state the quantum system can occupy. However, there are certain applications like solving the Gross-Pitaevskii equation [3] where one is interested in computing just the ground state. In such cases, the nonlinear terms are functions of a single vector and we call them nonlinear eigenproblems with one eigenvector nonlinearity (NEPv1). The NEPv1 is hence a specific type of NEPv, and the $p$-Laplacian eigenproblem can be formulated as a NEPv1, as we show in Section 2.2.

A widely used approach to solve the NEPv1 in quantum chemistry is the self-consistent field iteration (SCF), combined with its variants [30]. The SCF iteration is a fixed point iteration that starts with an initial guess for the eigenvector and in each step solves a linear eigenvalue problem constructed using the iterate from the previous step. It has been studied extensively in the past few decades resulting in several convergence characterizations [38, 2, 8], schemes to accelerate its convergence [40, 28] and make it more robust [31, 44]. This makes it a natural candidate to be used as an algorithm to compute eigenpairs of the $p$-Laplacian.

In this paper, we present two contributions to the field of numerical algorithms for the $p$-Laplacian:

(i) Two different ways to formulate the $p$-Laplacian eigenproblem as a NEPv1.

(ii) An adaptation of the SCF iteration to compute the eigenpair corresponding to the second smallest eigenvalue of the $p$-Laplacian, that is the eigenpair corresponding to the optimal Cheeger cuts.

Contribution (ii) consists of appropriately handling singularities of the problem. The situation $p \to 1$ is of main interest since we then have an accurate approximation of the discrete optimization problem. However, as $p \to 1$ the nonlinear operator applied to a vector in general has elements of very large or very small magnitude. This is handled by replacing certain terms in the definition with smooth counterparts.

The rest of the paper is organized into four sections. In Section 2, we provide a formal introduction to the $p$-Laplacian eigenproblem and show how it can be formulated in two different ways as a NEPv1. Section 3 introduces our numerical approach which is based on adapting the SCF iteration to a regularized form of a NEPv1-formulation of Section 2.
Section 4 contains the results of numerical experiments done by applying the techniques introduced in Section 3 to some standard test problems in machine learning. We end with some concluding remarks in Section 5.

2. Problem formulation. We assume that the dataset we wish to apply the clustering algorithm to is a collection of \( n \) data points which can be denoted with indices in \( \mathcal{I}_n = \{1, 2, \ldots, n\} \). Additionally, we also assume that there is a notion of similarity \( s : \mathcal{I}_n \times \mathcal{I}_n \to \mathbb{R}_+ \), such that a higher value of \( s(i, j) \) implies more similarity between the items \( i \) and \( j \). The existence of such a function \( s \) allows us to construct an undirected weighted graph where the data points are the nodes. The weight of an edge connecting \( i \) and \( j \) depends on \( s(i, j) \) but is not necessarily equal to it. A common choice for \( s \) is the Gaussian kernel given by

\[
s(i, j) = e^{-\|x_i - x_j\|^2/\sigma^2},
\]

where \( x_i \) and \( x_j \) denote the coordinates of nodes \( i \) and \( j \), and \( \sigma \) controls the width of the kernel.

Hence, we consider an undirected weighted graph \( G : (V, E) \) with \( n \) nodes in \( V = \mathcal{I}_n \) and \( m \) edges in \( E \). The symmetric adjacency matrix is denoted by \( W \), such that \( w_{ij} \geq 0 \) is the weight of an edge connecting node \( i \) with node \( j \).

We denote the degree matrix with \( D \), which is a diagonal matrix such that \( d_{i,i} \) contains the degree of node \( i \), that is

\[
d_{i,i} = \sum_{j=1}^{n} w_{ij}.
\]

We assume the lexical order of the nodes is based on their indices in \( V \). Using this lexical order of the nodes, we can assign a lexical order to the edges in \( E \). We assign an edge \( (i, j) \) a lower index than an edge \( (k, l) \) if one of the following two conditions is true:

1. \( \min(i, j) < \min(k, l) \).
2. \( \min(i, j) = \min(k, l) \) and \( \max(i, j) < \max(k, l) \).

Based on this lexical order of the edges, we can associate each unordered pair in \( E \) with an index in \( \mathcal{I}_m \). For each edge \( k \), we denote the index of the lesser (based on the order of the nodes) of the two nodes connected by the edge as \( k_1 \), and the other (the node with greater index) \( k_2 \). This lexical relationship between the edges and the corresponding nodes can be encoded in the graph incidence matrix \( B \in \mathbb{R}^{m \times n} \), defined as

\[
B_{ki} = \begin{cases} 
-1, & \text{if } i = k_1, \\
1, & \text{if } i = k_2, \\
0, & \text{otherwise}. 
\end{cases}
\]

Each row in \( B \) corresponds to an edge and contains zeros everywhere, except for the indices which correspond to nodes connected by the edge. We define \( D^w \in \mathbb{R}^{m\times m} \) as a diagonal matrix with the \( k \)th diagonal entry denoting the weight of edge \( k \), that is

\[
D^w_{k,k} = w_{k_1,k_2}.
\]

We define \( \text{sgn} : \mathbb{R}^l \to \{-1, 0, 1\}^l \) to be the sign function, which applies elementwise to a vector. For any vector \( y \in \mathbb{R}^l \), \( |y| \) denotes the vector containing absolute values of the elements in \( y \).
2.1. The $p$-Laplacian eigenproblem. The unnormalized graph Laplacian $L$ is defined as the difference of the degree and adjacency matrices, that is

\[(2.4) \quad L = D - W.\]

Note that $L$ is a symmetric positive definite linear operator which, for any $x \in \mathbb{R}^n$ with each entry corresponding to a node, induces an inner product given by

\[(2.5) \quad x^T L x = x^T D x - x^T W x = \sum_{i,j \in V} w_{ij} (x_i - x_j)^2.\]

This is a quadratic function of the differences of elements in $x$ corresponding to the nodes that are connected by the respective edges. If we consider an inner product that is a function of these differences raised to $p$-th powers instead, the corresponding operator turns out to be a nonlinear generalization of $L$. This is how the $p$-Laplacian is defined implicitly.

Definition 2.1 ($p$-Laplacian defined implicitly). The unnormalized $p$-Laplacian is the operator $\Delta_p : \mathbb{R}^n \to \mathbb{R}^n$ which induces the inner product

\[(2.6) \quad x^T \Delta_p(x) = \sum_{i,j \in V} w_{ij} |x_i - x_j|^p.\]

Hence, we can refer to $L$ as the unnormalized 2-Laplacian. For the rest of the paper, whenever we refer to the $p$-Laplacian, we will mean the unnormalized $p$-Laplacian, unless specified otherwise.

In [1], it is shown that the explicit action of the $p$-Laplacian on $x$ produces a vector whose elements are given by

\[(2.7) \quad (\Delta_p(x))_i = \sum_{j \in V} w_{ij} |x_i - x_j|^{p-1} \text{sgn}(x_i - x_j), \quad i \in \mathbb{I}_n\]

We define $\Phi_p : \mathbb{R}^l \to \mathbb{R}^l$, where $l$ can be different from $n$.

\[(2.8) \quad (\Phi_p(x))_i = |x_i|^{p-1} \text{sgn}(x_i), \quad i = 1, \ldots, l.\]

The action of the $p$-Laplacian can then be written in terms of $\Phi_p$ as

\[(2.9) \quad (\Delta_p(x))_i = \sum_{j \in V} w_{ij} \phi_p(x_i - x_j), \quad i \in \mathbb{I}_n\]

Note that $\Phi_2$ is simply the identity function and for $p = 2$, (2.9) gives

\[(2.10) \quad (\Delta_2(x))_i = \sum_{j \in V} w_{ij} (x_i - x_j) = (Lx)_i, \quad i \in \mathbb{I}_n.\]

We are now equipped with the necessary notation to define the $p$-Laplacian eigenproblem, which is the focus of the paper.
Definition 2.2 ($p$-Laplacian eigenproblem). Find $(\lambda, x)$ in $\mathbb{R} \times \mathbb{R}^n$ with $x \neq 0$ such that

\begin{equation}
(\Delta_p(x))_i = \lambda \phi_p(x)_i, \quad i \in I_n.
\end{equation}

The motivation for the definition of the eigenproblem as it is presented in Definition 2.2 can be found in Theorem 3.1 in [6], which states that $x_*$ is a critical point of the functional

\begin{equation}
Q_p(x) = \frac{x^T \Delta_p(x)}{||x||_p^p}
\end{equation}

if and only if $x_*$ is a solution to (2.11) with eigenvalue $\lambda_* = Q_p(x_*)$. For $p = 2$, (2.11) reduces to the linear eigenvalue problem for $L$.

2.2. NEPv1 formulation. We now proceed to elaborate on the first of the two main ideas of the paper, which is to reformulate the $p$-Laplacian eigenproblem as a specific type of a problem that is known in the numerical linear algebra literature as the nonlinear eigenproblem with eigenvector nonlinearity (NEPv). In the most general setting, a NEPv can be considered as a generalization of the invariant subspace problem for linear operators.

Definition 2.3 (NEPv). Given $M : \mathbb{R}^{n \times r} \rightarrow \mathbb{R}^{n \times n}$, find $(\Lambda, X) \in \mathbb{R}^{r \times r} \times \mathbb{R}^{n \times r}$ where $\Lambda$ is a diagonal matrix and

\begin{equation}
M(X)X = X\Lambda,
\end{equation}

\begin{equation}
X^T X = I_p,
\end{equation}

where $M(XQ) = M(X)$ for any unitary $Q$.

The columns of $X$ are called the eigenvectors of $M$ and the diagonal entries of $\Lambda$ are called the eigenvalues. Note that the first subequation in (2.13) can be separated into $r$ different equations.

\begin{equation}
M(X)x_i = \lambda_i x_i, \quad i = 1, \ldots, r.
\end{equation}

where $\lambda_i$ is the $i$th diagonal element of $\Lambda$.

In the context of the $p$-Laplacian eigenproblem, a special case of the problem in Definition 2.3, with $r = 1$ is relevant. We call it a nonlinear eigenproblem with one eigenvector nonlinearity, or NEPv1.

Definition 2.4 (NEPv1). Find $(\lambda, x)$ in $\mathbb{R} \times \mathbb{R}^n$ with $x \neq 0$ such that

\begin{equation}
M(x)x = \lambda x,
\end{equation}

where $M(\alpha x) = M(x)$ for any $\alpha \in \mathbb{R}$.

We turn our attention back to the $p$-Laplacian eigenproblem and show how it can be reformulated in the form of a NEPv1. Consider $f : \mathbb{R}^n \rightarrow \mathbb{R}^m$ that maps a vector defined over the set of nodes to one that is defined over the edges, such that

\begin{equation}
f(x) = D^w \Phi_p(Bx).
\end{equation}
Hence, \((f(x))_k = w_{ij} \Phi_p(x_i - x_j)\) where \(w_{ij}\) is the weight of edge \(k\) with \(k_1 = j\) and \(k_2 = i\). In other words, for \(x\) defined on the nodes, \((f(x))_k\) contains for edge \(k\) its weight times \(\Phi_p\) applied to the difference of \(x_{k_2}\) and \(x_{k_1}\). Left-multiplying \(f(x)\) by \(B^T\), we have

\[(2.17) \quad (B^T D^w \Phi_p(Bx))_i = \sum_{j \in V} w_{ij} \Phi_p(x_i - x_j), \quad i = 1, \ldots, n\]

Comparing (2.9) and (2.17), we have

\[(2.18) \quad \Delta_p(x) = B^T D^w \Phi_p(Bx)\]

and the \(p\)-Laplacian eigenproblem as specified by (2.11) can be written as

\[(2.19) \quad B^T D^w \Phi_p(Bx) = \lambda \Phi_p(x).\]

We note that for any \(y \in \mathbb{R}^l\) such that \(y_i \neq 0\) for all \(i \in \{1, \ldots, l\}\), we have

\[(2.20) \quad \Phi_p(y) = \text{diag}(|y|)^{p-1} \text{sgn}(y) = \text{diag}(|y|)^{p-2} y,\]

where \(\text{diag}(|y|)\) denotes the diagonal matrix containing absolute values of the elements in \(y\) as the diagonal entries.

Using (2.20) with \(y = Bx\) in the left hand side of (2.19) and \(y = x\) in the right hand side of (2.19) gives us

\[(2.21a) \quad B^T D^w \text{diag}(|Bx|)^{p-2} Bx = \lambda \text{diag}(|x|)^{p-2} x,\]
\[(2.21b) \quad (Bx)_i \neq 0, \quad i = 1, \ldots, m\]
\[(2.21c) \quad x_i \neq 0, \quad i = 1, \ldots, n\]

To ease notation, we define the operator \(D : \mathbb{R}^l \rightarrow \mathbb{R}^{l \times l}\) that takes as input a vector of arbitrary length and outputs the action of \(\text{diag}\) on the vector.

\[(2.22) \quad D(y) = \text{diag}(y).\]

The first subequation (2.21a) is in the form of a what we call a generalized NEPv1.

**Definition 2.5 (Generalized NEPv1).** Find \((\lambda, x) \in \mathbb{R} \times \mathbb{R}^n\) with \(x \neq 0\) such that

\[(2.23) \quad N(x)x = \lambda R(x)x,\]

where there exists \(g : \mathbb{R} \setminus \{0\} \rightarrow \mathbb{R} \setminus \{0\}\) such that

\[(2.24) \quad N(\alpha x) = g(\alpha)N(x), \quad R(\alpha x) = g(\alpha)R(x)\]

for any \(\alpha \neq 0\).

For (2.21), we have

\[(2.25a) \quad N(x) = B^T D^w D(|Bx|)^{p-2} B,\]
\[(2.25b) \quad R(x) = D(|x|)^{p-2} D.\]
The identity \((P)\) follows. This would also hold for some alternate definitions of \(P\). We would like to introduce another approach to formulate the \(p\)-Laplacian eigenproblem as a generalized NEPv1.

We first notice that for any \(y \in \mathbb{R}, z \in \mathbb{R}\),

\[
\text{sgn}(y - z) = \begin{cases} 
0 & \text{if } y = z, \\
\text{sgn}(y) \text{ or } -\text{sgn}(z) & \text{if } y = -z, \\
\text{sgn}(y), & \text{if } |y| > |z|, \\
-\text{sgn}(z), & \text{if } |y| < |z|.
\end{cases}
\]

We define a function \(P : \mathbb{R}^n \rightarrow \mathbb{R}^{m \times n}\) as follows.

\[
P(x)_k = \begin{cases} 
B_k, & \text{if } x_{k_1} = x_{k_2} \\
\epsilon_{k_2}^T, & \text{if } x_{k_1} = -x_{k_2} \\
\epsilon_{k_1}^T, & \text{if } |x_{k_1}| < |x_{k_2}| \\
-e_{k_1}^T, & \text{if } |x_{k_1}| > |x_{k_2}|
\end{cases}
\]

For any \(x\) defined over the nodes, \(P(x)\) is of the same size as \(B\) and depends on the relationship between the absolute values of elements in \(x\). The \(k\)th row of \(P(x)\) depends only on \(x_{k_1}\) and \(x_{k_2}\). The way \(P(x)\) has been defined in \((2.29)\) leads to a useful identity for all \(x \in \mathbb{R}^n\), given by

\[
\text{sgn}(Bx) = P(x) \text{sgn}(x).
\]

This would also hold for some alternate definitions of \(P(x)\). For example, we could define \(P\) as follows.

\[
P(x)_k = \begin{cases} 
0, & \text{if } x_{k_1} = x_{k_2} \\
\epsilon_{k_2}^T, & \text{if } x_{k_1} = -x_{k_2} \\
\epsilon_{k_1}^T, & \text{if } |x_{k_1}| < |x_{k_2}| \\
-e_{k_1}^T, & \text{if } |x_{k_1}| > |x_{k_2}|
\end{cases}
\]

The identity \((2.30)\) is useful as it allows us to formulate \((2.19)\) as

\[
B^T D^w D (|Bx|)^{p-1} P(x) \text{sgn}(x) = \lambda D (|x|)^{p-1} \text{sgn}(x).
\]
This can be used to characterize a necessary condition for the existence of solutions to the $p$-Laplacian eigenproblem in terms of existence of signed eigenvectors (eigenvectors whose elements can only be $-1, 1$ or $0$) to a generalized eigenvalue problem.

**Theorem 2.6 (Necessary condition for solutions to (2.11)).** If the $p$-Laplacian eigenproblem defined by (2.11) has a solution $(\lambda_*, x_*)$, then the generalized eigenvalue problem defined as

$$(2.33) \quad N'y = \lambda R'y$$

with

$$(2.34) \quad N' = B^T D^w D (|Bx_*|)^{p-1} P(x_*), \quad R' = D (|x_*|)^{p-1}$$

must have a signed eigenvector $y_*$ with eigenvalue $\lambda_*$. Moreover, $y_* = \text{sgn}(x_*)$.

This motivates a theoretical investigation into the following question: Under what conditions on $N'$ and $R'$ does the generalized eigenvalue problem in (2.33) have signed eigenvectors? If such conditions can be identified and we find that (2.34) does not satisfy those conditions, then (2.11) will not have a solution.

We note that (2.32) is not yet in the form of a generalized NEPv1. For $x$ with nonzero elements, it can be rewritten as

$$(2.35a) \quad B^T D^w D (|Bx|)^{p-1} P(x) D (|x|)^{-1} x = \lambda D (|x|)^{p-2} x, \quad x_i \neq 0, \quad i = 1, \ldots, n,$$

which is a generalized NEPv1 of the type (2.23) with an additional constraint (2.35b) and $N$ and $R$ as defined by

$$(2.36a) \quad N(x) = B^T D^w D (|Bx|)^{p-1} P(x) D (|x|)^{-1},$$

$$(2.36b) \quad R(x) = D (|x|)^{p-2}.$$

and

$$(2.37) \quad g(\alpha) = |\alpha|^{p-1}.$$
Algorithm 1: The self-consistent field (SCF) iteration for a NEPv1

| Data: Initial guess: \(v_0 \in \mathbb{R}^n\) |
| Result: \((\lambda_*, v_*) \in \mathbb{R} \times \mathbb{R}^n\) |
| 1 for \(k = 0, 1, \ldots\) until convergence do |
| 2 Select appropriate \((\lambda_{k+1}, v_{k+1})\) such that |
| \[ M(v_k)v_{k+1} = \lambda_{k+1}v_{k+1} \] |
| 3 end |
| 4 \(\lambda_* = \lambda_k\) |
| 5 \(v_* = v_k\) |

eigenvectors computed from the previous step. We illustrate the algorithm for a NEPv1 as defined in (2.15) in Algorithm 1.

Note that in each step \(k\) inside the for loop in Algorithm 1, we have to select only one among the many eigenpairs of \(M(v_k)\). The selection strategy usually depends on the context provided by the application. For example, for the solution of the Gross-Pitaevskii equation in quantum physics [17], we would select the eigenpair corresponding to the smallest eigenvalue because we are interested in computing the ground state of bosons. For this paper, we will focus on applications that require computing the eigenpair corresponding to the second smallest eigenvalue, that is, a partition into two clusters. In practical applications, this approach is particularly useful if the dataset is expected to have a recursive structure [43]. Then we can use a hierarchical clustering technique where in each level or generation, the new clusters are obtained by splitting the clusters from the previous generation into two.

For applications in spectral clustering, we are exclusively interested in computing the real eigenpairs of the \(p\)-Laplacian operator. This means that in each step of the SCF iteration, we want \((\lambda_{k+1}, v_{k+1})\) to be real, which is guaranteed if \(M(v_k)\) in Algorithm 1 is symmetric. Moreover, there are several convergence results for the SCF iteration [38, 8, 2] that characterize its behaviour and conditions for convergence in the case of symmetric (Hermitian for the complex case) \(M\). Similar results are not available for the non-symmetric case. Hence, in order to apply the SCF iteration to solve the generalized NEPv1 formulations derived in the previous section, we cast them in a symmetric NEPv1 form.

For Form 1, with the assumption that the constraint (2.21c) is satisfied by \(x\), we do this by rewriting (2.23) as

\[
R(x)^{-1/2}N(x)R(x)^{-1/2}y(x) = \lambda y(x),
\]
where
\begin{equation}
 y(x) = R(x)^{1/2} x.
\end{equation}

We note that $R(x)$ is a diagonal matrix and $N(x) = B^T D^w D(|Bx|)^{p-2} B$ is symmetric, which means $R(x)^{-1/2}N(x)R(x)^{-1/2}$ is symmetric. We use (3.1) to adapt the SCF iteration to solve Form 1, and present this adaptation of Algorithm 1 as Algorithm 2.

**Algorithm 2:** The SCF iteration for Form 1 with $N, R$ given by (2.25) and the assumption that the constraints (2.21b) and (2.21c) is satisfied by the iterates $v_k$.

| Data: Initial guess: $v_0 \in \mathbb{R}^n$ |
|-----------------------------------------------|
| Result: $(\lambda_*, v_*) \in \mathbb{R} \times \mathbb{R}^n$ |
| for $k = 0, 1, \ldots$ until convergence do |
| Select appropriate $(\lambda_{k+1}, y_{k+1})$ such that $R(v_k)^{-1/2}N(v_k)R(v_k)^{-1/2}y_{k+1} = \lambda_{k+1} y_{k+1}$ |
| Transform $y_{k+1}$ to $v_{k+1}$ by $v_{k+1} = R(v_k)^{-1/2} y_{k+1}$ |
| end |
| $\lambda_* = \lambda_k$ |
| $v_* = v_k$ |

In the case of Form 2, $N$ is not symmetric and hence, it is not obvious how to obtain a symmetric reformulation like in (3.1). Moreover, computing $N(x)$ involves computing $P(x)$, which requires $O(m)$ operations in each step and can be prohibitively expensive to compute in each step of the SCF iteration. Also, by definition, $P$ is not a continuous function of $x$. Hence, although Form 2 contains fewer constraints than Form 1 and provides a tool for further theoretical investigation, it is not suited for applying the SCF iteration, the successful convergence of which depends on the symmetry and smoothness of $N$ [38].

**3.1. Regularization by smooth approximation of the absolute value function.** We have adapted the SCF iteration for solving the $p$-Laplacian eigenproblem using Form 1 in Algorithm 2. However, we have assumed in the algorithm that the constraints of Form 1, namely (2.21b) and (2.21c) are always satisfied by the iterates $v_k$. This need not be the case, particularly when $v_k$ is close to the target eigenvector $v_*$, which in our case is the second eigenvector, meaning the one corresponding to the second smallest eigenvalue.

The second eigenvector $v_*$ of the $p$-Laplacian is known to contain elements which are close at indices corresponding to the nodes which may belong in the same cluster. This becomes even more noticeable the closer we get to the limit $p \to 1^+$ and leads to a natural technique to recover the two clusters from the second eigenvector by applying a suitable threshold that separates the entries into their respective clusters [6]. However, this also implies that when $v_k$ is close to convergence towards $v_*$, the entries of $v_k$ will display similar behaviour meaning
that for some edges $j$, $(Bv_k)_j$ will be close to zero. These leads to numerical issues with ill-conditioned matrices because some entries in $N(v_k) = B^T D^w D(|Bx|)^{p-2} B$ become quite large as $v_k \to v_*$. 

To alleviate such issues, we modify Form 1 by approximating the absolute value function with another one that behaves similar to it for nonzero inputs, but is differentiable and positive at zero. There are several papers in the optimization and machine learning literature for accurate and smooth approximations of the absolute value function \cite{39,32,5}. We expand $|x|$ as

\begin{equation}
|x| = \max(x, 0) + \max(-x, 0)
\end{equation}

and then apply the approximation used in \cite{9} for the max function, which can be obtained by integrating the the sigmoid function given by $\text{sigmoid}(x) = 1/(1 + e^{-ax})$. This approach gives the approximation

\begin{equation}
\max(x, 0) \approx x + \frac{\log(1 + e^{-ax})}{a},
\end{equation}

where $a$ is a parameter that can be used to control the smoothness and accuracy of the approximation. Combining (3.4) and (3.3), we have an approximation for the absolute value function given by

\begin{equation}
|x| \approx \frac{\log(1 + e^{-ax}) + \log(1 + e^{-ax})}{a} := \text{sf}_a(x),
\end{equation}

which we refer to as the softabs function, similar in name to the softmax \cite{5} and softplus \cite{10} functions, which are ubiquitous in machine learning. We generalize the softabs function to act elementwise on vector-valued inputs $y \in \mathbb{R}^l$ as

\begin{equation}
\text{sf}_a(y)_i = \frac{\log(1 + e^{-ay_i}) + \log(1 + e^{-ay_i})}{a}, \quad i = 1, \ldots, n.
\end{equation}

Note that $\text{sf}_a(x) \to |x|$ pointwise as $a \to \infty$. In particular, for any $x \in \mathbb{R}$, we have

\begin{equation}
|\text{sf}_a(x) - |x|| \leq \text{sf}_a(0) = O(1/a).
\end{equation}

We now consider the regularized Form 1 with $N$ and $R$ modified to $\tilde{N}_a$ and $\tilde{R}_a$ obtained by applying the softabs approximation (3.5).

\begin{align}
\tilde{N}_a(x) &= B^T D^w D (\text{sf}_a(Bx))^{p-2} B, \\
\tilde{R}_a(x) &= D (\text{sf}_a(x))^{p-2},
\end{align}

Let $(\lambda_*, x_*)$ be an eigenpair of the modified problem, such that

\begin{equation}
\tilde{N}_a(x_*) x_* = \lambda_* \tilde{R}_a(x_*) x_*,
\end{equation}

holds. Now, for Form 1 with $N$ and $R$ as defined by (2.25), $\Delta N(x_*) = N(x_*) - \tilde{N}_a(x_*)$ and $\Delta R(x_*) = R(x_*) - \tilde{R}_a(x_*)$, we have

\begin{align}
\|\Delta N(x_*)\| &= \|B^T D^w (D(|Bx|)^{p-2} - D(\text{sf}_a(Bx))^{p-2}) B\| \leq O(1/a), \\
\|\Delta R(x_*)\| &= \|D(|x|)^{p-2} - D(\text{sf}_a(x))^{p-2}\| \leq O(1/a).
\end{align}
Using (3.10), we have
\[
\| (N(x) - \lambda R(x)) x \| \leq \| (\tilde{N}_a(x) - \lambda \tilde{R}_a(x)) x + (\Delta N(x) - \lambda \Delta R(x)) x \|
\]
\[
\leq (\| \Delta N(x) \| + \lambda \| \Delta R(x) \|) \| x \|
\leq O(1/a),
\]
which implies that any eigenpair of the regularized Form 1 is an approximate eigenpair of Form 1 with $N$ and $R$ defined by (2.25) with residual norm bounded by $O(1/a)$.

In applications in data science and machine learning, one is often not interested in computing solutions to an accuracy of machine precision. In our context, using $a$ of the order of $10^5$ and computing the second eigenvector up to around five digits of accuracy is often enough. This is because the elements of the eigenvector corresponding to different clusters reveal themselves by a clear separation in their values and the clusters can be obtained by applying a simple threshold, as discussed before. Computing the eigenvector more accurately beyond this point does not necessarily provide better clustering.

**3.2. Initial guess and a $p$-iterated scheme.** Our experiments revealed that the selection of an appropriate initial guess for the eigenvector is important for the successful convergence of the SCF iteration applied to the regularized version of Form 1. The simplest candidate for an initial guess is the second eigenvector of the 2-Laplacian, which is relatively easier to obtain computationally because it involves solving a linear eigenvalue problem for a matrix that is sparse and semi-definite.

However, if we wish to compute eigenpairs of the $p_{\text{target}}$-Laplacian where $p_{\text{target}}$ is close to one, then, the second eigenvector of the 2-Laplacian can still be far from the target eigenvector. Hence, we use a scheme where we successively solve the regularized Form 1 for different values of $p$ using the SCF iteration, starting with $p = 2$ and in each step reduce $p$ by a suitable amount $\Delta p$ until we reach $p = p_{\text{target}}$. This $p$-iterated adaptation of the SCF iteration to solve the regularized Form 1 is presented in Algorithm 3.
4. Numerical examples.

4.1. Stochastic block model. We consider a randomly generated graph containing \( n \) nodes partitioned into two disjoint sets with \( n_1 \) and \( n_2 \) nodes respectively. The edges are generated such that there is a higher probability of having an edge between two randomly picked nodes if they belong to the same set compared to if they come from two different sets. Technically, this is called a stochastic block model (SBM)\[16\] with two communities, which we call \( C_1 \) and \( C_2 \). The adjacency matrix of the graph has a \( 2 \times 2 \) block structure given by

\[
A = \begin{pmatrix} A_{11} & A_{12} \\ A_{12}^T & A_{22} \end{pmatrix},
\]

where \( A_{11} \in \mathbb{R}^{n_1 \times n_1} \) and \( A_{22} \in \mathbb{R}^{n_2 \times n_2} \) are symmetric and can be seen as the adjacency matrices of the subgraphs obtained from \( C_1 \) and \( C_2 \) taken separately, respectively. The edges between the nodes in the two subgraphs are given in \( A_{12} \in \mathbb{R}^{n_1 \times n_2} \). The sparsity of these submatrices is encoded by a symmetric \( 2 \times 2 \) matrix

\[
Q = \begin{pmatrix} q_{\text{in},1} & q_{\text{out}} \\ q_{\text{out}} & q_{\text{in},2} \end{pmatrix}
\]

where the \( q_{\text{in},i} \) denotes the probability of two nodes being connected by an edge when both belong to \( C_i \), for \( i = 1, 2 \). The variable \( q_{\text{out}} \) denotes the probability of an edge connecting a
node in $C_1$ to a node in $C_2$. Hence, if $q_{in,1}$ and $q_{in,2}$ are relatively much larger than $q_{out}$, then the clusters $C_1$ and $C_2$ are well-separated.

For our experiments with the SBM, we let $n_1 = n_2 = n_c$, that is we generate a graph with $n = 2n_c$ nodes in total. The weights of the edges are all ones and $q_{in,1} = q_{in,2} = q_{in}$.

Figure 2 shows convergence plots obtained by applying Algorithm 3 with $p_{\text{target}} = 1.2$, $a = 10^{10}$, $\Delta p = 0.1$, to the problem generated by our SBM model with a total of two hundred nodes with $q_{in} = 0.8$, $q_{out} = 0.3$. The vertical axis in Figure 2a shows the error of the SCF iteration, which at step $k$ measured by $\|v_{k+1} - v_k\|$, the norm of the difference between the current and the future normalized eigenvector iterate. Figure 2b shows a plot of the relative residual of the $p$-Laplacian eigenproblem (2.11) at step $k$, measured using (2.19) as $\|B^T D w \Phi_{\text{target}}(Bv_k) - \lambda_k \Phi_{\text{target}}(v_k)\| / \|B^T D w \Phi_{\text{target}}(Bv_k)\|$, along with the relative residual of regularized Form 1, that is $\|\tilde{N}_a(v_k)v_k - \lambda_k \tilde{R}_a(v_k)\| / \|\tilde{N}_a(v_k)v_k\|$.

In Figure 2a, we see successive SCF iterations converging one after another for each intermediate value of $p_i$ in Algorithm 3, until we reach $p_{\text{target}}$. The spikes are seen because the value of $p_i$ and the definition of $\tilde{N}_a$ and $\tilde{R}_a$ are updated upon convergence and the eigenvector that the iteration converged to becomes an initial guess for the new updated problem. Similar spikes are not observed in Figure 2b because the residual is always measured for the problem corresponding to $p = p_{\text{target}}$.

4.1.1. Gaps between eigenvalues and convergence. As we see in Figure 2, the convergence of the SCF iteration is linear for each $p_i$ and the number of iterations required for convergence increases we reduce $p_i$. It is well known from the literature on its convergence
Table 2: The gap $\delta$ for the regularized Form 1 specified by (3.8) corresponding to different $p_i$

| $p_i$ | 1.2 | 1.3 | 1.4 | 1.5 | 1.6 | 1.7 | 1.8 | 1.9 |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| $\delta$ | 0.000002 | 0.0001 | 0.0007 | 0.0014 | 0.0044 | 0.0067 | 0.0080 | 0.0063 |

analysis [8, 2, 38, 42] that the SCF iteration converges linearly, when it does converge. These results also bound the convergence factor $c_{scf}$ from above in terms of the gaps between the eigenvalues of the NEPv or NEPv1.

Although tight upper bounds have been derived in some papers [2, 38], the slowing down of the convergence with increasing $p_i$ in Figure 2a can be explained using a simple conservative upper bound from [42] which bounds the convergence factor by an expression that is inversely proportional to the smallest gap $\delta$ between the so-called occupied (the ones we are required want to compute) and unoccupied (the ones that we do not require to compute) sets of eigenvalues, given by

\[
(4.3) \quad c_{scf} \leq \frac{\|K\|}{\delta},
\]

where $K$ is a matrix depending on $\tilde{N}_a$ and $\tilde{R}_a$. In our case, the occupied set is a singleton set containing the second smallest eigenvalue, that is $\{\lambda_2\}$ and the unoccupied set contains all the other eigenvalues, that is $\{\lambda_1, \lambda_3, \ldots, \lambda_n\}$. Hence, we have

\[
(4.4) \quad \delta = \min(|\lambda_2 - \lambda_1|, |\lambda_2 - \lambda_3|).
\]

We measure $\delta$ as given by (4.4) for each $p_i$ upon convergence and present the results in Table 2. From $p_i = 1.8$ onwards, $\delta$ goes down steadily, which increases the upper bound in (4.3) and hence, we expect the rate of convergence to steadily become slower as $p_i \to 1^+$.  

4.2. Two moons. The two moons dataset is created by generating points in two dimensions along two semicircles that are close to each other, and then adding a high dimensional noise to those points, as seen in Figure 3. An ideal clustering of this dataset will have two clusters with each cluster corresponding to one of the semicircles. The addition of noise to the dataset corrupts the ideal structure of the dataset, and hence it serves as a good test for clustering algorithms. We consider a total of $n = 2n_c = 800$ nodes and set up the experiment in a similar manner as in [6], by considering a Gaussian similarity function between the points where

\[
(4.5) \quad s(i, j) = \max(e^{-2||x_i - x_j||^2/\sigma_i^2}, e^{-2||x_i - x_j||^2/\sigma_j^2}),
\]

where $\sigma_i$ is the euclidean distance between node $i$ and its nearest neighbour. We use (4.5) to build a symmetric $k$-nearest neighbours graph with $k = 10$. The two semicircles are chosen to be centred at $(0, 0)$ and $(1, 0.5)$ with radius $r = 1$. We add a $d$-dimensional Gaussian noise $\mathcal{N}(0, \sigma^2 I_d)$ with $d = 10$ and $\sigma^2 = 0.02$. The clusters are obtained from the second eigenvector by sorting the entries of the eigenvector, sweeping through all the different possible separation of entries by applying different thresholds and picking the threshold that minimizes RCC, as
given by (1.3). This is done for every $p_i$ in Algorithm 3, and the resulting clusters are shown in Figure 4. As we see from Figure 4, the clusters obtained for higher values of $p > 1.5$ appear to be of a lower quality compared those obtained for $p \leq 1.5$. This is expected theoretically since the optimal values of RCC are obtained as $p \to 1$. This theoretical expectation is further confirmed by the data in Table 3, where we see that both the ratio cut and the ratio Cheeger cut decrease as we decrease $p$.

### 5. Conclusions and possible improvements

We have adapted the SCF iteration and shown that it can be used successfully to solve the $p$-Laplacian eigenproblem, as illustrated by the numerical experiments in the previous section. This provide a new bridge between the fields of quantum chemistry and data science. The formulation as a NEPv1 and the application of the SCF iteration to this problem was previously unexplored, and our results point towards several promising directions.

Our experiments haven been able to provide good results for upto $p = 1.2$, but we are limited by the ill-conditioning of the matrices in Form 1 when $p$ is very close to one. This problem arises because entries in the eigenvector corresponding to nodes belonging to the same cluster become almost equal as $p \to 1$. A possible solution is to use intermediate agglomeration step whenever such a situation arises during the SCF iteration, that is to combine such nodes.
Figure 4: Clusters obtained in the two moons dataset by thresholding the second eigenvector of the $p$-Laplacian, for different $p$. 
into a bigger supernode and modify the adjacency and incidence matrices accordingly. After the agglomeration step, we can continue the SCF iteration for the modified $p$-Laplacian of the smaller graph. The assumption contained in this approach is that nodes combined into a bigger supernode belong to the same cluster.

Although we focus only on computing the second eigenpair of the $p$-Laplacian, our approach can possibly be extended to compute several eigenpairs as well. In that case, the problem will not be a NEPv1, but a NEPv of the type defined in (2.13). One challenge in this direction is that the eigenvectors of the $p$-Laplacian are not orthogonal in general, but (2.13) contains an orthogonality condition.
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