Introduction – Bistability and multistability are nonlinear phenomena observed in many physical systems such as magnetic systems [1, 2], semiconductors [3, 4], atomic condensates [5], and nonlinear optical systems [6, 7]. In a bistable or multistable nonlinear system, the solution space for a given set of parameters contains more than one stable state. For its potential use in all-optical switches, all-optical logic elements, optical transistors, and optical memory elements, optical bistability has been widely studied in a number of different system, including optical fibers [8, 9], photonic crystals [10, 11], and microcavities [3, 4].

In the past decade, nonlinear optical physics with exciton polaritons in quantum well (QW) semiconductor microcavities have attracted a lot of attention. The fundamental optical excitations in this system are composed of QW excitons and cavity photons [cf. Fig. 1(a)]. Thanks to their photonic part, polaritons can be optically excited and probed, their matter part leads to pronounced optical nonlinearities. Making use of their condensed matter environment, coherent polariton ensembles can be efficiently created, studied, and manipulated using solely optical means. For non-resonant excitation with a ring-shaped pump a stable vortex can be formed, leading to bistability with left- and right-handed vorticity. In the present work we report on a much richer vortex multistability, with optically addressable vortices with topological charges \( m = \pm 1, \pm 2, \) and \( \pm 3, \) all stable for the same system and excitation parameters. This unusual multistable behavior is rooted in the inherent nonlinear feedback between reservoir excitations and condensate in the microcavity. For larger radius of the ring shaped pump we also find a Bessel vortex with its characteristic spiralling phase in the high density region and pronounced self-stabilization ability. Our theoretical results open up exciting possibilities for optical manipulation of vortex multiplets in a compact semiconductor system.

Vortices are topological objects formed in coherent nonlinear systems. As such they are studied in a wide number of physical systems such as magnetic systems [1, 2], semiconductors [3, 4], atomic condensates [5], and nonlinear optical systems [6, 7]. Vortices with their characteristic topological phase distribution can be created in a controlled manner in polariton systems using broad optical pumps [33, 34], optically-induced two-dimensional parabolic potentials [35, 36], chiral polaritonic lenses [37], or ring-shaped intensity profiles [38]. A vortex with a given winding number has two possible topological charges, corresponding to clockwise or counter-clockwise rotation, which can be regarded as a type of bistability. However, this kind of bistability is trivial as the two vortex states have the same profile, the same existence and stability regions, and the same winding number; only the topological charges are opposite.

In this Letter, we report on a nontrivial vortex multistability in a polariton condensate. For nonresonant excitation with a continuous-wave (CW) ring-shaped pump [cf. Fig. 1(b)], pump-induced excitations act as an incoherent source for the condensate, and at the same time provide an external potential [39] trapping the coherent condensate in the center of the ring. Due to the stimulated scattering of excitations from the reservoir into the condensate, there is a pronounced feedback between con-
densate and reservoir. Even once a stationary solution is reached, the spatial shape of the reservoir is modified. We demonstrate that this feedback mechanism reshaping the reservoir, allows stabilization of vortices with different winding numbers for the same pump. We also demonstrate that switching between different vortex states can be achieved with an additional coherent light pulse carrying the same orbital angular momentum (OAM) as the target vortex state. For ring-shaped pumps with larger diameter we find the formation of vortices with a spiralling phase in the high-density region of the vortex. After switching off the pump source, as the density decays a Bessel vortex (nonradiation $J_1$ Bessel mode) is formed showing significant self-localization and reduced dispersion even at reduced densities \cite{40,41}.

Model – The dynamics of the polariton condensate formed at the bottom of the lower-polariton branch \cite{42} is described by a mean-field driven-dissipative Gross-Pitaevskii (GP) model, coupled to the density of an incoherent reservoir \cite{43}.

\begin{equation}
\partial_t \Psi(r,t) = \left[-\frac{\hbar^2}{2m_{\text{eff}}} \nabla^2 - i \hbar \frac{\gamma_r}{2} + g_c |\Psi(r,t)|^2 \right. \\
\left. + \left(g_r + i\hbar \frac{R}{2}\right) n(r,t) \right] \Psi(r,t) + E(r,t),
\end{equation}

\begin{equation}
\frac{\partial n(r,t)}{\partial t} = [-\gamma_r - R|\Psi(r,t)|^2] n(r,t) + P(r,t).
\end{equation}

Here $\Psi(r,t)$ is the coherent polariton field and $n(r,t)$ is the reservoir density. $m_{\text{eff}} = 10^{-4} m_e$ is the effective mass of polaritons at the bottom of the lower branch ($m_e$ is the free electron mass). Due to the finite lifetime of cavity polaritons, the condensate has a decay rate $\gamma_r = 0.08 \text{ps}^{-1}$, and the reservoir decays with $\gamma_r = 1.5 \gamma_r$. \cite{44}

The polariton condensate is replenished by the coupling to the reservoir density $n(r,t)$ with $R = 0.01 \text{ps}^{-1} \text{um}^{-2}$, while the reservoir is excited by the incoherent pump $P(r,t)$. The condensate can directly be excited with a coherent light field $E(r,t)$. The interaction strength between polaritons is given by $g_c = 3 \times 10^{-3} \text{meV} \text{um}^{-2}$ and between polaritons and reservoir by $g_r = 2 g_c$. We note that we chose parameters for typical GaAs based microcavity systems. Even in this material system polariton lifetimes can range from a few picoseconds \cite{44,45} to several hundreds of picoseconds \cite{46,47}. In other materials also interaction strengths and consequently nonlinearities can be significantly different, with typical interaction strengths of 1-10 $\mu\text{eV} \text{um}^{-2}$ \cite{48,49,50} in inorganic materials and on the order of $10^{-3} \mu\text{eV} \text{um}^{-2}$ \cite{51,52} in some organic materials.

To create a vortex, a ring-shaped CW pump with $P(r) = P_0 \frac{r^2}{w^2} e^{-r^2/w^2}$ is used with the radius of the ring, $w$. The spatial profile of the pump is transferred to the excitation reservoir $n(r,t)$.

\begin{figure}
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\caption{(Color online) Multistability of vortices. (a) Spectra of multistable vortices with topological charges $|m| = 1, 2$, and 3. Solid curves represent a cross section of the reservoir-induced potentials, given by $g_r n$, for the different topological charges. The dashed line represents the reservoir-induced potential with the condensation process switched off, i.e., $R = 0$ in Eq. (2). (b)-(d) Distributions of densities and phases of vortices with topological charges (b) $m = 1$, (c) $m = 2$, and (d) $m = 3$ for a pump with $P_0 = 10 \text{ps}^{-1} \text{um}^{-2}$ and $w = 15 \text{um}$.}
\end{figure}

Multistability – In previous study it was shown that a pump with a fixed ring shape supports one vortex state with a certain winding number \cite{34}. However, here we find that the same pump can support vortices with different winding numbers \cite{25} for a case with three different solutions. Which stationary state the system assumes depends on initial conditions. The spectra included in Fig. 2(a) show that all condensates are squeezed to the higher energy states, instead of being trapped in the potential \cite{35}, because of the strong feedback from the condensate. We note that in the numerical simulations this type of vortex multistability is generally more easily observed when the loss $\gamma_r$ of the reservoir is smaller than the condensation term $R|\Psi|^2$ depleting the reservoir. In this case for different condensate solutions, the reservoir experiences significantly different reshaping. Figure 2(a) (dashed line) shows the unmodified external potential seen by the condensate for condensation rate $R = 0$:

\begin{equation}
\omega(r) = \frac{g_r}{\hbar} n(r) = \frac{g_r}{\hbar} \frac{P(r)}{\gamma_r}.
\end{equation}

The other lines show the external potential seen by the condensate once the vortices have formed. In these cases the external potential trap is significantly modified by the presence of the vortex. For different winding num-
FIG. 3. (Color online) Stability and instability regions of vortices with (a) $m = \pm 1$, (b) $m = \pm 2$, and (c) $m = \pm 3$, depending on the intensity and the radius of the pump. (d)-(f) Dependence of vortex frequency on the pump intensity (red lines) and pump radius (blue lines). Red lines in (d)-(f) correspond to the red dashed lines in (a)-(c) for a constant pump radius $w = 15\, \mu m$, while blue lines correspond to the blue dashed lines for a constant pump intensity $P_0 = 10\, \text{ps}^{-1} \mu m^{-2}$.

FIG. 4. (Color online) Illustration of the dynamical switching from any topological state to a desired vortex state. The phase profiles of the target vortex states are shown in the larger panels. The switching between different states is achieved with coherent pulses carrying the orbital angular momentum of the corresponding target state. Phase profiles of the switching pulses are shown in the smaller panels.

The numerical stability region of each vortex is shown in Figs. 3(a)-3(c). The stability depends not only on the pump intensity, but also on the pump radius. For vortices with winding number $|m| = 1$, unstable solutions appear when the pump radius is too large or the pump intensity is too small [Fig. 3(a)]. When the pump radius is larger, vortices with larger winding number dominate, which is shown in Figs. 3(b) and 3(c). While for larger pump intensity the vortex with $|m| = 1$ is stabilized because of the stronger confinement potential, vortices with $|m| = 2$ and $|m| = 3$ become unstable at smaller $w$ when the vortex radius is larger than the pump ring radius. For the same pump radius, the vortices with $|m| = 2$ and $|m| = 3$ become more robust at larger pump intensity, where the confinement potential is stronger. Vortices with higher topological charges, $|m| > 3$, can also be stable at even larger pump radius. In general, the instability region shifts to larger pump radius as the winding number increases.

Figures 3(d)-3(f) show that the vortex frequency increases (blue shifts) monotonously with the pump intensity for fixed pump radius as a result of the repulsive nonlinearity [Figs. 3(d)-3(f)]. However, for fixed pump intensity, as the pump radius increases, the frequency decreases (red shifts), even though also in this case the peak density increases as shown below in Fig. 3(a). This is because the vortex tail becomes more pronounced as the pump radius increases, strongly depleting the confinement potential, leading to a red shift of the frequency. As the pump radius increases further, the frequency converges to a certain value where the peak density of the vortices becomes radius-independent and the influence of the tail can be almost neglected.

Now we demonstrate how to address the different vortex solutions individually. Two possible methods come to mind. One includes gradual changes of the pump intensity to approach a bifurcation in a controlled manner. However, in our work there is no obvious pump-intensity dependent bifurcation and hysteresis loop. A pump-radius dependent hysteresis loop does exist around $P_0 = 8\, \text{ps}^{-1} \mu m^{-2}$ as is visible in Figs. 3(a) and 3(b), however, in an experimental setup it would be difficult to precisely control the pump radius during the excitation. In our system a different approach appears more feasible to switch between different stationary states. This can be achieved by application of additional coherent light pulses as illustrated in Fig. 4. The light pulses carry the same OAM as the target vortex. Ring-shaped pulses are used here,

$$E(r, t) = E_0 r^2 e^{-r^2/w_p^2} e^{-t^2/w_t^2} e^{im\theta} e^{-i\omega_p t}, \quad (4)$$

with phase profiles shown in Fig. 4. We note that the switching is not very sensitive to the precise choice of pulse amplitude $E_0$, duration $w_t$, radial width $w_p$, and frequency $\omega_p$. To achieve compatibility with the desired
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### Figure 5 (Color online) 1D profiles of vortices with (a) \( |m| = 1 \) for different pump radii at \( P_0 = 15 \text{ ps}^{-1}\mu m^{-2} \) and (b) different topological charges under the same pump with \( w = 70 \mu m \) and \( P_0 = 15 \text{ ps}^{-1}\mu m^{-2} \).

- **target states**, here we chose \( \mu_0 = 0.1, \omega_t = 6 \text{ ps}, \omega_p = 10 \mu m, \) and \( \omega_p = 0.2 \text{ THz} \). With these pulses we are able to switch from any vortex state to any desired target state. The pulse profile to be used is determined solely by the final state, the initial state only influences the transient dynamics how the system approaches the new stationary state. For example, an incoherent pulse with \( m_p = +1 \) leads to a final state with a vortex carrying the topological charge \( m = +1 \). The initial state can be \( m = \pm 2, m = \pm 3, \) or \( m = -1 \). Dynamical details of the topological charge transformation are given in Fig. S1 of the Supplemental Material (SM).

#### Bessel Vortex
- The phase of a vortex in a driven-dissipative system has a helical profile \([54, 55]\), which is different from that of a vortex in a conservative system \([4]\). In the high-density region of the vortex, however, their phase distributions are similar. Comparing the phases of the different vortex states in Fig. 2 for the \( m = +1 \) state the phase appears to have a more pronounced radial dependence (it appears to spiral around the center even in the high density region of the vortex). Figure 5(a) shows the density cross sections of vortices with \( |m| = 1 \) for different pump radii. When the pump radius is larger, \( w = 30 \mu m \) for instance, a broader peak with a longer tail is found. When the pump radius becomes even larger, the broad peak moves far away from the vortex center. Simultaneously, its peak density increases, approaching the peak density of the main peak at small radius. In addition, several additional small peaks appear between the main peak and the broad peak. The corresponding two-dimensional profiles are shown in Figs S2(a)-S2(f) of the SM. While the amplitude of the main peaks is squeezed as the pump radius increases, the radial position of this peak stays almost fixed for the same topological charge [Fig. 5(a)]. As shown in Figs. 5(b), for different topological charges for the same pump, the ra-
dial position of the main peak increases with the topological charge, while the tails of the density almost exactly coincide at larger radii.

For the vortices with twisted phase profile, we now study the decay dynamics after suddenly switching off the pump. For an only slightly twisted vortex excited by a spatially narrow pump with \( w = 5 \mu m \), after switching off the pump, the vortex radius increases quickly, approaching the double of the original radius as illustrated in Figs. 6(d) (Details are given in Figs. S3(a)-S3(e) of the SM). Here, we define \( r' \) as the vortex radius when the peak density reduces to one tenth.

For a vortex with strongly twisted phase, however, the decay dynamics is quite different. Figure 6 shows results for \( w = 70 \mu m \). The density decreases to one tenth about 60 ps after switching off the pump [Fig. 6(a)]. Remarkably, during this initial decay the radius of the main peak increases only to 1.13 times the original radius as shown in Figs. 6(d)-6(g). The density of the broad peak at larger radius decays much faster than that of the main peak as shown in Fig. 6(b). As the broad peak decreases over time, the smaller peaks at intermediate radii change to independent features, forming multiple rings outside the main peak when the system approaches the linear regime. The concentric rings are similar to the \( J_1 \) Bessel mode.

The comparison of the profiles of the decayed vortex at \( t = 670 \) ps in the almost linear regime, where the peak density has reduced to \( 10^{-4} \) of the original peak density and the \( J_1 \) Bessel mode is shown in Fig. 6(c). The four main peaks at small radii fit very well, while the differ-
ence becomes more evident from the fifth peak onwards. However, in a good approximation, after the initial decay, the vortex formed can be identified as a Bessel vortex. During the decay from the nonlinear to linear regime, the strongly twisted phase evolves from a spiralling smooth curve [Fig. 6(e)] to a distribution with π phase jumps [Fig. 6(i)]. We note that the Bessel vortex shows remarkable self-stabilization ability even at strongly reduced densities. Its radius increases much more slowly [Figs. 6(h) and 6(i)] than for the normal vortex at \( \mu = 5 \mu \) in Fig. 6(d) [cf. Figs. S3(f)-S3(h)]. This finding is in agreement with recent experiments comparing diffraction of Gaussian vortex beams and Bessel vortex beams in optical fibers [56]. Figure 6(d) shows that the ratio converges to 1 for increasing pump radius. Obviously, the strongly twisted vortex contains more concentric rings, which is closer to a Bessel mode comparing to the slightly twisted vortex containing only one ring. Further information on the decay dynamics of vortices with higher winding number is given in Fig. S4 of the SM.

**Conclusion** – We report on the existence of a vortex multistability in a polariton condensate where the same incoherent pump can support several stable vortex states. This peculiar behaviour of the driven-dissipative nonlinear system studied is rooted in the intrinsic feedback of the condensate and the excitation reservoir. We demonstrate that coherent light pulses with different OAM can be used to switch between different vortex states. For larger radius of the ring-shaped pump beam, we also find the existence of a Bessel vortex mode, which shows a remarkable persistence even without the pump source.
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