The clustering of the SDSS-IV extended Baryon Oscillation Spectroscopic Survey quasar sample: Testing observational systematics on the Baryon Acoustic Oscillation measurement
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ABSTRACT

Baryon Acoustic Oscillations are considered to be a very robust standard ruler against various systematics. This premise has been tested against observational systematics, but not to the level required for the next generation of galaxy surveys such as the Dark Energy Spectroscopic Instrument (DESI) and Euclid. In this paper, we investigate the effect of observational systematics on the BAO measurement of the final sample of quasars from the extended Baryon Oscillation Spectroscopic Survey Data Release 16 in order to prepare and hone a similar analysis for upcoming surveys. We employ catalogues with various treatments of imaging systematic effects using linear and neural network-based nonlinear approaches and consider how the BAO measurement changes. We also test how the variation to the BAO fitting model respond to the observational systematics. As expected, we confirm that the BAO measurements obtained from the DR16 quasar sample are robust against imaging systematics well within the statistical error, while reporting slightly modified constraints that shift the line-of-sight BAO signal by less than 1.1%. We use realistic simulations with similar redshift and angular distributions as the DR16 sample to conduct statistical tests for validating the pipeline, quantifying the significance of differences, and estimating the expected bias on the BAO scale in future high-precision data sets. Although we find a marginal impact for the eBOSS QSO data, the work presented here is of vital importance for constraining the nature of dark energy with the BAO feature in the new era of big data cosmology with DESI and Euclid.

Key words: keyword1 – keyword2 – keyword3
1 Introduction

Today, dark energy, a mysterious component behind the accelerating cosmic expansion is one of the leading focuses of cosmology research (Weinberg et al. 2013). The Baryon Acoustic Oscillations (BAO) feature in the large-scale clustering of luminous matter measured by galaxy surveys (e.g., Eisenstein et al. 2005; Ata et al. 2018) is one of the most robust probes of the expansion rate/history of the Universe and thus the nature of dark energy. To date, the BAO signal has been studied by measuring the spatial clustering of several different tracers of dark matter in various phases of the Sloan Digital Sky Survey (SDSS, York et al. 2000), e.g. SDSS-II, the Baryon Oscillation Spectroscopic Survey (BOSS; Dawson et al. 2016), and extended BOSS (eBOSS; Dawson et al. 2016), a part of SDSS-IV (Blanton et al. 2017). Measurements have reached out to redshifts of $z = 2.2$. The most accurate BAO measurements of any redshift survey thus far are presented in eBOSS Collaboration et al. (2020).

The two primary categories of systematic error in the BAO analysis are theoretical and observational systematics. Theoretical systematics are caused by our incomplete understanding of the mechanisms behind structure growth, peculiar velocity and galaxy formation, while observational systematics are primarily associated with varying imaging properties, inaccurate photometric calibration and redshift measurements. Observational realities, in particular imaging properties such as Galactic extinction, stellar contamination, seeing, survey depths, etc., are known to introduce spurious density fluctuations in the galaxy and quasar or quasi-stellar object (QSO) sample on large scales in the spectroscopic target selection stage (e.g., Thomas et al. 2011). Such clustering contamination tends to be increasingly severe as we focus on a larger scale and indeed it is a primary limitation in cosmology analyses of primordial non-Gaussianity (e.g., Pullen & Hirata 2013; Ross et al. 2013) or tests of the relativistic effect (e.g., Wang et al. 2020). The scale-dependent feature in the clustering signal that is inherent to these phenomena is degenerate with the contamination due to observational systematic effects. In this respect, mock challenges designed to validate data analysis pipelines and assess the impact of systematics in massive data sets such as the ones developed for the final eBOSS Data Release 16 (DR16) analyses (i.e., Rossi et al. 2020; Smith et al. 2020; Alam et al. 2020) are crucial assets for large-volume surveys.

The effect of observational systematics is generally mitigated by a regression analysis of the correlation between the observed galaxy density and a set of templates that describe imaging properties due to observation (e.g., Bautista et al. 2018). The end product is often a selection mask that can maximally remove the correlation by appropriately weighting galaxies or by removing the power spectrum modes that are mostly affected by the unwanted feature (e.g., Kalas et al. 2019). It is rather ambiguous how to judge how much of the systematics have been removed after this mitigation step without making certain assumptions on the expected cosmological signal. One could estimate the residual based on the remaining dependence of the mitigated density fluctuation on various imaging systematics or by investigating the effect on the 2-point clustering before and after mitigation, i.e., by observing the convergence behaviour.

Despite their detrimental effect on, e.g. primordial non-Gaussianity, for observational systematics to cause a disruption in the BAO signal, they must peak closely at the scale of the BAO. The finding so far has been that such spurious observational effects become negligible for the typical scale and shape of Baryon Acoustic Oscillations after a reasonable mitigation treatment, or even without any mitigation treatment. Rossi et al. (2017) conducted a careful analysis of the observational systematic effect on the BAO measurement of the BOSS DR12 massive galaxies between $0.2 < z < 0.75$. They identified a dependence of galaxy fluctuation on stellar density and seeing, conducted a linear regression, and constructed a selection function. The effect on the BAO fit before and after the mitigation was less than 10-15% of the quoted statistical precision of 1.3% and 2.4%. Neveux et al. (2020) conducted the BAO analysis using the final sample of quasars (Lyke et al. 2020; Ross et al. 2020) from the eBOSS DR16 (Ahumada et al. 2020). For these data, the selection function was derived using a multivariate linear regression of the quasar density against four imaging attributes including Galactic extinction, seeing in i-band, sky brightness in i-band, and survey depth in g-band. The change in the BAO measurement before and after the mitigation is about 30% of the statistical precision, which is still reasonable when accounting for the statistical scatter due to a stronger observational systematic effects of this sample compared to that of the BOSS data.

Meanwhile, this default treatment still leaves a spurious signal on very large scales ($k < 0.01 h^{-1}$Mpc) in the power spectrum of the eBOSS DR16 QSO sample, which could imply a larger amount of residual systematic effect or a substantial amount of primordial non-Gaussianity (see, e.g., Mueller et al. 2021, for a discussion). Our companion paper, Rezaie et al. (2021) developed a neural network (NN)-based method for this sample to account for nonlinear imaging systematics, and tested the density fluctuations against 17 different and highly correlated imaging properties. In the process, we found that the stellar density is one of the primary sources of systematics error, and it is critical to include a stellar density template constructed from the Gaia spacecraft data (Gaia Collaboration et al. 2018). The paper shows that with the default mitigation and Poisson statistics to account for the sparsity of the QSO sample, the residual $\chi^2$ of density fluctuation against 17 imaging attributes in fact was still too high compared to what is expected for purely cosmological fluctuations of the benchmark model and that the NN-based method can substantially reduce the $\chi^2$ into a reasonable range and subsequently reduce the spurious power on very large scales.

Figure 1 shows a comparison of the NGC power spectrum of the DR16 QSO sample when treated with linear or NN mitigations. While it is qualitatively clear that the excess clustering becomes more prominent at $k < 0.01 h$/Mpc and the new method/weights being necessary for an accurate cosmology measurement at least on very large scales, it is important to test and confirm that these weights

Figure 1. A comparison of the power spectrum of the DR16 QSO sample in the NGC region when treated with default (linear) systematic mitigation vs a NN mitigation (data points). Also shown is a black line indicating the mean of EZmocks with a 1σ band of one mock.
Observational systematics on the BAO

2 DATA

This paper uses the large-scale clustering catalogues for the eBOSS DR16 QSO sample (Lyke et al. 2020), which are presented in Ross et al. (2020) and further enhanced in our companion paper (Rezaie et al. 2021). The targeting of eBOSS QSOs is described in Myers et al. (2015), and utilized optical and infrared imaging, respectively, from SDSS (York et al. 2000; Eisenstein et al. 2011) and WISE (Wide-Field Infrared Survey Explorer; Wright et al. 2010). Using the BOSS double-armed spectrographs (Smee et al. 2013), spectroscopic data was taken from fibers on the plates of the 2.5-meter Sloan Telescope (Gunn et al. 2006) at Apache Point Observatory in New Mexico. The DR16 sample takes advantage of Legacy objects that were collected using the original Sloan hardware. The redsvblum\(^1\) principal component analysis algorithm (Lyke et al. 2020) is applied to the spectroscopic data to estimate redshifts. The eBOSS catalogues are split into the North Galactic Cap (NGC) and the South Galactic Cap (SGC), since each cap has a different targeting efficiency. The main sample spans the redshift range of 0.8 < \(z\) < 2.2, and contains 218209 QSOs in the NGC covering 2860 deg\(^2\) and 125499 QSOs in the SGC covering 1839 deg\(^2\). The eBOSS program also observed 72667 Ly-\(\alpha\) QSOs over 2.2 < \(z\) < 3.5. The catalogue data includes the angular position in the sky (RA, DEC) as well as the redshift \(Z\) for each galaxy. Each data point is paired with a set of weights to account for survey completeness, fiber collision pairs, and imaging systematics,

\[
W_{\text{tot}} = W_{\text{sys/}\alpha} \times W_{\text{noz}} \times w_{\text{CFP}} \times w_{\text{FKP}},
\]

where \(w_{\text{sys/}\alpha}\) represents imaging systematic weight, \(w_{\text{noz}}\) is redshift completeness weight, \(w_{\text{CFP}}\) is close pair weight, and \(w_{\text{FKP}}\) is the FKP weight (Feldman et al. 1994) defined as,

\[
w_{\text{FKP}} = \frac{1}{1 + n_q(z)P_0},
\]

with \(n_q(z)\) being the redshift distribution of quasars and the amplitude of the power spectrum set to \(P_0 = 6000 \ h^{-3} \text{Mpc}^3\). The prime superscript (') denotes the application of a completeness weight and the q subscript indicates the number density of the quasar data catalogs, rather than randoms. The leftmost panels in Figure 2 show the projected number density of QSOs in the NGC and SGC after undergoing this standard treatment. In addition to the data catalogue, a randoms catalogue is paired that matches the footprint geometry of the data. Randoms are generated from randomly sampling the survey following the same selection criteria as the data, but with no inherent clustering signal. The randoms catalogue contains 50 times the number of objects as the data catalogue.

2.1 Systematic Error Mitigation

As described in Eq. 1, each QSO and random object is weighted by the systematic weight \(w_{\text{sys/}\alpha}\) to account for observational effects such as those caused by Galactic extinction, survey depth, and seeing. The default systematic weight \(w_{\text{sys/}\alpha}\) is derived from a linear regression analysis minimizing the fluctuations in the mean projected number density of QSOs against a set of imaging templates (Ross et al. 2020). These templates estimate observing conditions such as:

- PSF: The point spread function in the i-band
- Sky: The sky magnitude in the i-band
- EBV: Galactic extinction (reddening due to dust)
- depth: The image depth in the g-band

However, it has been shown in our companion paper (Rezaie et al. 2021) that linear regression is not able to adequately clean the data, clearly requiring nonlinear regression. Also, an additional template for local stellar density (NStar) constructed from the Gaia spacecraft (Gaia Collaboration et al. 2018) is required to reduce systematic uncertainties under a threshold set by systematic-free simulations. Rezaie et al. (2021) develop a neural network-based approach to derive a new set of \(w_{\text{sys/}\alpha}\), which accounts for nonlinear systematic effects.

Various NN setups are investigated to find the optimal set of

---

\(^1\) https://github.com/londumas/redsvblue
imaging templates and HEALPix resolution. For details on the NN setups, see Rezaie et al. (2021), but a summary is provided here. Networks are divided into those which calculate weights using imaging templates in HEALPix with either $n_{side}=512$ or 256. Additionally, the training of neural networks are performed with various combinations of templates for Galactic foregrounds and SDSS imaging properties. The first set includes Galactic extinction (Schlegel et al. 1998), neutral hydrogen column density (HI4PI Collaboration et al. 2016), and stellar density from the Gaia spacecraft (Gaia Collaboration et al. 2018). The SDSS-specific templates are seeing, sky brightness, and survey depth in four bands ($g, r, i, z$; Fukugita et al. 1996). The remaining two maps are run and airmass. To test for any redshift dependence, the neural network treatment is applied either to the entire sample covering $0.8 < z < 2.2$ as a whole or two redshift bins. In the second scenario, we split the main sample into $0.8 < z < 1.5$ and $1.5 < z < 2.2$, and perform the neural network training on each subsample separately. All treatments are conducted to each Galactic cap separately due to different targetting efficiencies. Table 1 lists the labels used throughout this paper, and their corresponding NN setup.

The projection maps of the systematic-corrected QSO density using the default $w_{\text{sys}}$ weight and using the known-1z-H512 weight are shown in the left two columns of Figure 2. The third column shows the difference of the two treatments. Also shown as an example in the far right is a map of the E(B-V) imaging feature (extinction due to dust) from Schlegel et al. (1998). Even though the default treatment removes the most of the systematic effect, one can still identify the visual correlation between the difference map and the map of the E(B-V) imaging feature. Rezaie et al. (2021) shows that correcting for this residual may have a large difference for removing a spurious signal in the measured power spectrum at very low $k$, and therefore neural network-based systematic weights enable the robust measurement of the primordial non-Gaussianity. In this paper, we are testing if this residual has an impact on the BAO measurement of eBOSS QSOs.

### 3 METHODS

#### 3.1 Calculating the Power Spectrum

To measure the BAO feature, statistical properties of the galaxy density field are employed. The correlation function $\xi(r)$ is a measure of the likelihood of a galaxy being found at a distance $r$ from another galaxy.

$$\xi(r) = \langle \delta(x) \delta(x + r) \rangle.$$  (3)

Table 1. Labelling conventions and the corresponding NN setup. The default label indicates the linear regression used in Ross et al. (2020). The bolded label indicates our benchmark NN setup.

| label | input templates | zsplit | HEALPix nside |
|-------|-----------------|--------|---------------|
| default | PSF, Sky, EBV, depth, NStar | 1 | 512 |
| known-1z-H512 | PSF, Sky, EBV, depth, NStar | 2 | 512 |
| all-1z-H512 | PSF, Sky, EBV, depth, NStar + 12 maps | 1 | 512 |
| all-2z-H512 | PSF, Sky, EBV, depth, NStar + 12 maps | 2 | 512 |
| known-1z-H256 | PSF, Sky, EBV, depth, NStar | 1 | 256 |
| known-2z-H256 | PSF, Sky, EBV, depth, NStar + 12 maps | 2 | 256 |
| all-1z-H256 | PSF, Sky, EBV, depth, NStar + 12 maps | 1 | 256 |
| all-2z-H256 | PSF, Sky, EBV, depth, NStar + 12 maps | 2 | 256 |

with $\delta(r)$ as an overdensity

$$\delta(r) = \frac{n(r)}{\bar{n}(r)} - 1,$$  (4)

where $n$ is the number density of galaxies and $\bar{n}$ is the average number density of the sample.

The correlation function can be thought of as the variance of the overdensity field. The power spectrum $P(k)$ is the Fourier transform of the correlation function $\xi(r)$ and is a function of wavenumbers $k = 2\pi/l$ instead of spatial distance $r$.

In practice, the power spectrum is calculated with the Yamamoto estimator (Yamamoto et al. 2006) using fast Fourier transforms as in Bianchi et al. (2015). We utilize these techniques with the method from Hand et al. (2017) and the package nbodykit$^2$, an open-source python package that utilizes parallel computing (Hand et al. 2018). The multipole of the power spectra are estimated as

$$P_l(k) = \frac{2l + 1}{A} \int \frac{1}{4\pi} F_0(\ell) F_\ell(k^\ell) d\Omega_k,$$  (5)

with

$$F_\ell(k) = \frac{4\pi}{2\ell + 1} \sum_{m=-\ell}^{\ell} Y_{\ell m}(\hat{k}) \int F(r) Y_{\ell m}^*(\hat{r}) e^{ik \cdot r}.$$  (6)

$F(r)$ is the weighted density field, given as

$$F(r) = w_{\text{FKP}}(r) [n'_{\ell}(r) - a' n'^{\prime\prime}_{\ell}(r)]$$  (7)

and

$$A = \int dr [n'_{\ell}(r) w_{\text{FKP}}(r)]^2.$$  (8)

The number density of quasars $n'_{\ell}$ and randoms $n'^{\prime\prime}_{\ell}$ include completeness weights. The ratio between the two is given by $a'$. A fiducial cosmology is used to convert the catalogue coordinates of angles and redshifts to distances. We use the same cosmological parameters used in the previous analysis of the QSO sample (Neveux et al. 2020).

$$h = 0.676, \quad \Omega_m = 0.31, \quad \Omega_{\Lambda} = 0.69, \quad \Omega_h h^2 = 0.022, \quad \sigma_8 = 0.8$$  (9)

This is also used to create a template power spectrum which is used in constructing the model.

Since the overdensities must be calculated at discrete points, the algorithm must construct a mesh over the catalogue volume. The power spectrum is calculated on a $512^3$ mesh with a TSC mesh interpolation window. Interlacing is used to counter the effect of aliasing (Sefusatti et al. 2016). The maximum $k$ value, known as the Nyquist frequency, is then

$$k_n = \pi N_{\text{mesh}}/L_{\text{box}}.$$  (10)

where $L_{\text{box}}$ is the length of the box that encloses the catalogue volume in $h^{-1}\text{Mpc}$. The $k$ range for the BAO fit is well within the Nyquist frequency. The NGC and SGC QSO power spectra with the default $w_{\text{sys}}$ weighting is shown in Figure 3, as well as the mean of the eBOSS EZmock power spectra that are used to calculate the covariance matrix for fitting.
The parameter $B$ is used to marginalize over the power spectrum amplitude, and $(1 + \beta \mu^2)$ accounts for RSD Kaiser effects. In this expression, $\beta$ is defined as $f/B$, where $f$ is linear growth factor. $P_{\text{sm,lin}}(k)$ is found from fitting the BAO-absent or no-wiggle $P_{\text{nw}}(k)$ model of Eisenstein and Hu (1998) with the linear power spectrum template $P_{\text{lin}}(k)$. $F_{\text{fog}}$ is a term for the non-linear Finger-of-God effect, and damps the BAO wiggles

$$F_{\text{fog}}(k, \mu, \Sigma_{\ell}) = \frac{1}{(1 + k^2 \mu^2 \Sigma_{\ell}^2/2)^2}.$$  \hspace{1cm} (12)

with $\Sigma_{\ell}$ as a damping term due to velocities at small (nonlinear) scales. The anisotropic power spectrum with the BAO feature is then

$$P(k, \mu) = P_{\text{sm}}(k, \mu, \Sigma_{\ell}) = P_{\text{sm,lin}}(k) \times \left[ 1 + (O_{\text{lin}}(k) - 1) e^{-k^2 \mu^2 \Sigma_{\ell}^2 + k^2 (1 - \mu^2) \Sigma_{\ell}^2} \right],$$  \hspace{1cm} (13)

where $\Sigma_{\ell}$ is the ith order Legendre polynomial.

$O_{\text{lin}}(k)$ isolates the oscillations of the BAO signal from the fiducial linear power spectrum and is defined as

$$O_{\text{lin}}(k) = \frac{P_{\text{lin}}(k)}{P_{\text{sm,lin}}(k)}.$$  \hspace{1cm} (14)

$P(k, \mu)$ is then projected along Legendre spherical harmonics. The monopole ($\ell = 0$), quadrupole ($\ell = 2$), and hexadecapole ($\ell = 4$) are

$$P_0(k) = \frac{1}{2} \int_{-1}^{1} P(k, \mu) d\mu,$$  \hspace{1cm} (15)

$$P_2(k) = \frac{5}{2} \int_{-1}^{1} P(k, \mu) L_2(\mu) d\mu,$$  \hspace{1cm} (16)

$$P_4(k) = \frac{9}{2} \int_{-1}^{1} P(k, \mu) L_4(\mu) d\mu,$$  \hspace{1cm} (17)

where $L_i(\mu)$ is the ith order Legendre polynomial.

3.2 Power Spectrum Fitting

The power spectrum data needs to be compared to a model in order to extract cosmological information. The power spectrum model used here is taken from Beutler et al. (2016) and we are following Neveux et al. (2020) for all fiducial conventions. For the BAO fitting model, the strategy is to single out the BAO feature from the power spectrum by marginalizing over all non-BAO features by introducing many free parameters. It first builds a power spectrum with damped BAO wiggles from a smooth model without the BAO signal. The smooth anisotropic power spectrum is given as

$$P_{\text{sm}}(k, \mu) = B^2 (1 + \beta \mu^2)^2 P_{\text{sm,lin}}(k) F_{\text{fog}}(k, \mu, \Sigma_{\ell}).$$  \hspace{1cm} (11)

Figure 3. The monopole (blue) quadrupole (red) and hexadecapole (green) of the DR16 QSO clustering data using the default linear weight. The NGC is shown in the top panel and the SGC in the bottom. Error bars are derived from the covariance matrix of EZmocks. The dashed line is the mean of the mocks.
To each multipole, three polynomial terms in $k$ are added to marginalize over the overall shape of the power spectrum

$$A_{\ell} = \frac{a_{\ell,0}}{k} + a_{\ell,1} + a_{\ell,2}k.$$  \hspace{1cm} (18)

These polynomial terms are linear and as such are solved at each point in parameter space using a linear least-squares method.

The model assumes a fiducial location of the BAO wiggles in the power spectrum, and to account for differences between the data and the model, the true wave-numbers and angles $k'$ and $\mu'$ are related to the observed $k$ and $\mu$.

$$k' = \frac{k}{a_{\ell}} \left[ 1 + \mu' \left( \frac{1}{F_2} - 1 \right) \right]^{1/2},$$  \hspace{1cm} (19)

$$\mu' = \frac{\mu}{a_{\ell}} \left[ 1 + \mu'^2 \left( \frac{1}{F_2} - 1 \right) \right]^{-1/2}.$$  \hspace{1cm} (20)

The so-called Alcock-Paczynski (AP) parameters $a_{\ell}$ and $\mu_{\ell}$ describe the shift in the power spectrum perpendicular to and along the line-of-sight (Alcock & Paczynski 1979). $F$ is $\alpha_{\ell}/a_{\ell}$ (Ballinger et al. 1996). The AP parameters do not shift $P_{\text{smooth}}(k)$ in Eq. 11, which is different from Beutler et al. (2016). Our model then has 22 free parameters: 18 polynomial coefficients (3 for each multipole in each cap) and 4 additional parameters [$B_{\text{NGC}}, \alpha_{\ell,1}, \alpha_{\ell,2}, B_{\text{SGC}}$]. The final power spectra multipoles are given as

$$P_{\ell}(k) = \frac{2\ell+1}{2\pi^2 a_{\ell}} \int_{-1}^{1} P[k'(k, \mu), \mu'(\mu)] L_{\ell}(\mu) d\mu + A_{\ell}(k).$$  \hspace{1cm} (21)

We must also take into account the geometry of the survey, i.e. the survey window function. We convolve the power spectrum multipoles with the survey window using matrices produced using the formalism described in Beutler et al. (2019). We obtain

$$P_{\ell}(k) = WP_{\ell}(k)$$  \hspace{1cm} (22)

where $W$ is the window function matrix from Beutler et al. in preparation (2021).

The $\alpha$ values are the key parameters that describe the location of the BAO in the power spectrum. They invoke the power of the BAO as a standard ruler. The parameter $\alpha_{||}$ gives line-of-sight information, which is related to the Hubble distance $D_H = c/H(z)$ (see Anderson et al. (2014)) by

$$\alpha_{||} = \frac{D_H(z)/r_{\text{drag}}}{D_H(z)/r_{\text{drag}}}.$$  \hspace{1cm} (23)

where the /drag superscript indicates values calculated using a fiducial model. Similarly, $\alpha_{\perp}$ is related to the angular diameter distance $D_M$ by

$$\alpha_{\perp} = \frac{D_M(z)/r_{\text{drag}}}{D_M(z)/r_{\text{drag}}}.$$  \hspace{1cm} (24)

Here $r_{\text{drag}}$ is the sound horizon scale at the drag epoch.

All the other parameters are free parameters to remove non-BAO features. Additionally, $\alpha_{\perp}$ and $\alpha_{||}$ can be combined as

$$\alpha_{\text{iso}} = \alpha_{\perp}^{1/3} \alpha_{||}^{2/3}.$$  \hspace{1cm} (25)

into one $\alpha$ parameter which gives information related to the volume-averaged distance $D_v(z)$.

For the default analysis, we utilize a covariance matrix derived from 1000 synthetic catalogs (Zhao et al. 2021). These mocks are generated using the effective Zel’dovich approximation (Zel’Dovich 1970) and the algorithm is able to reproduce the clustering statistics to within 1% of N-body simulations on scales that encompass the BAO signal (Chuang et al. 2015). The creation of the mocks is described in detail in Zhao et al. (2021). In order to account for systematics, these effective Zel’dovich (EZ) mocks undergo a systematic treatment and correction with the standard linear regression. This set of contaminated and corrected mocks (and the covariance and weights derived from them) will be referred to with the label ‘default’. Uncontaminated mocks will be referred to as ‘null’ mocks. We also calculate the covariance matrix after applying NN weights to contaminated mocks instead of default weights and compare the results of fitting with the different covariance matrices in Section 4.3. In order to account for a limited number of mocks, we correct the covariance with the factor described in Hartlap et al. (2007) such that the new corrected covariance matrix is

$$C^{-1} = \frac{N - n}{N - 1} C^{-1}$$  \hspace{1cm} (26)

where $N$ in the number of mocks and $n$ is the number of data points. We also apply a correction factor to parameter uncertainties as following Percival et al. (2014). This is

$$M_1 = \frac{1 + B(n_b - n_p)}{1 + A + B(n_p + 1)}$$  \hspace{1cm} (27)

where $A = 2/[\{n_b - n_p - 1\}(n_b - n_p - 4)], B = (n_b - n_p - 2)/[\{n_b - n_p - 1\}(n_b - n_p - 4)].$ The parameter $n_b$ is the number of mocks used to make the covariance and $n_p$ is the number of data points. To obtain best-fit parameters, we maximize the likelihood function

$$L \propto e^{-\nu (C^{-1} \nu)/2}$$  \hspace{1cm} (28)

where $\nu = P_{\text{data}} - P_{\text{model}}$. We use the python package emcee (Foreman-Mackey et al. 2013) to explore the parameter space with Monte Carlo Markov Chains and marginalize over parameters that are not important to the BAO signal.

4 RESULTS

4.1 Effect on the power spectrum

Figure 4 shows the effect of the NN weights in the power spectrum as a function of various setups of the NN method (Table 1), in comparison to the default linear regression weight (blue). We are showing only the cases with the HEALPix resolution of 512 as an example. In the figure, the BAO feature is isolated by subtracting a smooth fit power spectrum from the best-fit spectrum and the error bars are taken from the covariance matrix of EZ mocks treated with the default linear regression weight. Overall, we see a small difference; a few points are shifted by about half $\sigma$ at for various multipoles, and there is one point in the NGC hexadecapole that is shifted by about 1$\sigma$. The weights derived using the 256 HEALPix show a similar trend (included in Appendix A). In order to have a more quantitative measure of the effect on the BAO constraint, we propagate this difference in the power spectrum to the BAO measurement in the next section. Then, in § 4.3 we include the effect of the NN weight on the covariance matrix.

4.2 The BAO constraint

Figure 5 compares the best-fit 1$\sigma$ constraints on the BAO derived from the different weights. We use the default covariance matrix derived using the default weight for all cases, in order to separate the effect on the covariance matrix from the effect on the power
Table 2. The BAO constraints from the eBOSS QSO catalog using different mitigation methods. ‘Default’ here presents our reproduction of the Neveux et al. (2020) using exactly the same setup. Posterior values are taken as the mean and standard deviation of the MCMC chains. Shifts $\Delta \alpha$ are compared to the default fit. Catalogs are grouped by the HEALPix resolution used to determine NN weights. Values in parentheses are derived from chi-square minimization rather than the posterior mean.

| Method          | $\alpha_1$ | $\Delta \alpha_1$ | $\alpha_2$ | $\Delta \alpha_2$ | $r_{gg}$ | $\sigma_1 \sigma_2$ | $\Delta \sigma_1 \sigma_2$ | $\chi^2$ |
|-----------------|------------|------------------|------------|------------------|--------|-----------------|--------------------------|--------|
| Neveux 2020     | 1.035 ± 0.045 | 1.017 ± 0.029 | —          | —                | —      | —               | —                       | —      |
| Default         | 1.038 (1.034) ± 0.0528 | 1.0149 (1.0141) ± 0.0328 | —          | —                | —      | —               | —                       | 87.63 / 104 |
| no wws          | 1.032 (1.030) ± 0.0524 | 1.0062 (1.0058) | 1.0165 (1.0151) | 0.0343 | —      | 0.0004 ± (0.0009) | 0.0328 | 1.032 (1.0188) ± 0.0224 | —      |
| $H_512$         |             |                  |            |                  |        |                 |                           |        |
| known-1z        | 1.0307 (1.0273) ± 0.0500 | -0.0079 (0.0098) | 1.0139 (1.0116) | 0.0348 | -0.0030 (0.0030) | 0.0390 | 1.0139 (1.0164) ± 0.0228 | —      |
| known-1z$^i$    | 1.0292 (1.0255) ± 0.0532 | -0.0095 (0.0107) | 1.0166 (1.0139) | 0.0342 | -0.0001 (0.0002) | 0.0377 | 1.0202 (1.0177) ± 0.0222 | —      |
| known-2z        | 1.0322 (1.0284) ± 0.0545 | -0.0064 (0.0077) | 1.0130 (1.0102) | 0.0348 | -0.0039 (0.0039) | 0.0371 | 1.0138 (1.0162) ± 0.0230 | —      |
| all-1z          | 1.0221 (1.0283) ± 0.0538 | -0.0066 (0.0078) | 1.0125 (1.0113) | 0.0342 | -0.0044 (0.0027) | 0.0357 | 1.0184 (1.0169) ± 0.0230 | —      |
| all-2z          | 1.0361 (1.0323) ± 0.0544 | -0.0025 (0.0036) | 1.0108 (1.0083) | 0.0339 | -0.0061 (0.0057) | 0.0485 | 1.0186 (1.0163) ± 0.0220 | —      |
| $H_526$         |             |                  |            |                  |        |                 |                           |        |
| known-1z        | 1.0318 (1.0282) ± 0.0560 | -0.0068 (0.0079) | 1.0144 (1.0108) | 0.0343 | -0.0025 (0.0033) | 0.0385 | 1.0196 (1.0165) ± 0.0229 | —      |
| known-2z        | 1.0310 (1.0281) ± 0.0539 | -0.0076 (0.0088) | 1.0138 (1.0103) | 0.0345 | -0.0031 (0.0036) | 0.0408 | 1.0139 (1.0162) ± 0.0223 | —      |
| all-1z          | 1.0341 (1.0302) ± 0.0540 | -0.0045 (0.0059) | 1.0133 (1.0109) | 0.0343 | -0.0036 (0.0032) | 0.0367 | 1.0196 (1.0173) ± 0.0239 | —      |
| all-2z          | 1.0349 (1.0304) ± 0.0537 | -0.0038 (0.0057) | 1.0113 (1.0095) | 0.0347 | -0.0055 (0.0045) | 0.0384 | 1.0186 (1.0164) ± 0.0226 | —      |

1 Error is derived from the $\Delta \chi^2 = 1$ absissa
2 Fit performed using a covariance matrix derived from mocks with the same NN mitigation

Observational systematics on the BAO

Table 2 shows the corresponding values of the BAO constraint for each case of Figure 5, as well as the result from Neveux et al. (2020). The ‘default’ here is our reproduction of Neveux et al. (2020). Our error is 10-18% bigger as we are deriving errors based on the standard deviation from the MCMC chains while the reported constraint in Neveux et al. (2020) is based on $\Delta \chi^2 = 1$ absissa. Throughout this paper, we consistently use the standard deviation of the MCMC chain as our error estimates. Except for ‘known-1z$^i$’, all cases use the default covariance matrix.

We find that the offset due to the mitigation method is small, less than 0.6% for $\alpha_2$ and less than 1% for $\alpha_1$. This is at most 0.2$\sigma$ in terms of the final statistical precision reported; therefore, we consider the bias due to observational systematics fairly insignificant. While the offsets are consistent within the statistical error, we can make a few statements about the behavior of the BAO signal when different systematics mitigations are used. There are consistently negative, meaning that the best fit BAO scales shift toward to a smaller scale with a more efficient mitigation. We find that the shift in the isotropic scale $\sigma_{100}$, which is calculated from $\{\alpha_1^2, \alpha_2^2\}^{1/3}$ shows more consistent deviation of 0.4-0.5% from the default mitigation, compared to the anisotropic $\alpha_1$ and $\alpha_2$ measurements. In terms of the cross-correlation coefficients, we are recovering values of around $-0.4$ which is expected for a BAO only analysis (Seo & Eisenstein 2007), except for ‘all-1z’. We do not see a clear indication of the goodness of the fit ($\chi^2$ divided by the degrees of freedom) depending on the mitigation schemes. Also, redshift-dependent mitigation (i.e., ‘2z’) does not show an advantage. The 2D distributions of the MCMC chains corresponding to fits with different weights are shown in Figure 6, with 68% and 95% confidence intervals. All NN weights are closely clustered with respect to the default (blue) and more consistent along the diagonal line between opposite corners, i.e., a more consistent $\sigma_{100}$.

To test the level of noise in the chains, we compare the difference due to the mitigation methods with a typical fluctuation due to the convergence of the chains. We randomly split the chains into two subsets and find that the average difference in the mean $\alpha$s between the two splits is at the level of 30% of the difference we observe between the default and our error-propagated fit (‘known-1z$^i$’ in Section 4.3 and Table 2). I.e. the noise due to convergence is smaller than the difference we report here.

4.3 Error propagation

We inspect the effect of propagating errors/covariance structure that may have been changed in the process of NN-based mitigation. We derive a self-consistent covariance matrix for ‘known-1z-H512’, which is our benchmark NN mitigation, by applying the given method on the 1000 contaminated EZ mocks, calculating power spectra, and obtaining the covariance matrices. We then repeat the fitting process.

Figure 7 shows the effect on BAO constraints as we change the choice of the covariance matrix when the data vector is fixed to be the “known-1z-H512” catalogue. “Sys_tot/contam” is the label for using the aforementioned default eBOSS QSO DR16 covariance matrix, as in Fig 5. “Sys_tot/null” is our designation for using the covariance matrix with no systematic effects, “known/null” is for using the covariance derived by applying the known-1z-H512 mitigation on the null mocks (i.e., with no systematics) and finally, “known/contaminated” is for using a self-consistent covariance matrix, i.e., after applying known-1z-H512 mitigation on the contaminated mocks.

When we compare “null” cases with “contaminated cases”, we find that the covariance after contamination tends to increase the error on the measurement, which makes sense as the contamination process introduces additional fluctuations. When we compare “Sys_tot/contam” and “known/contam”, we find that using a self-consistent covariance matrix tends to slightly decrease the error and bring $r_{off}$ closer to $-0.4$. This self-consistent “known/contam” is shown as “known-1z$^i$” in Table 2 and is our benchmark measurement in this paper.

Therefore, in comparison to the measurement with the default eBOSS QSO catalog, which gives $\sigma_{11} = 1.036 \pm 0.053$, $\sigma_{12} = 1.014 \pm 0.033$ with a detection level of 5.29$\sigma$, after more accurate systematic mitigation, we derive

\[
\sigma_{11} = 1.036 \pm 0.053, \quad \sigma_{12} = 1.014 \pm 0.033
\]
Table 3. The BAO constraints from the eBOSS QSO catalog using the default and the NN mitigation methods when the BAO fitting parameters are varied. As in Table 2, ‘default’ presents our reproduction of the Neveux et al. (2020) using exactly the same setup. Listed are fits of the default catalog with default covariance, and the known-512-1z catalog with covariance derived from the same NN setup. Shifts $\Delta x$ in the default rows are compared to the default fit with the standard model. $\Delta x$ in the ‘known’ rows are compared to the default fit with the same model. We compare a model with $f$ as a free parameter and a model with an additional $k^{-2}$ polynomial.

|          | $\alpha_{\parallel}$ | $\Delta x$ | $\Delta x_{\parallel}$ | $r_{\text{eff}}$ | $\sigma_{\text{iso}}$ | $\Delta \sigma_{\text{iso}}$ | $\chi^2$/dof |
|----------|-----------------------|-------------|------------------------|------------------|------------------------|-----------------------------|--------------|
| Neveux 2020 | (1.035) ± 0.045 | (1.017) ± 0.029 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 87.63/104 |
| default | 1.0385 (1.0361) ± 0.0528 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 88.910/104 |
| default (free f) | 1.0465 (1.0493) ± 0.0500 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 87.266/103 |
| default ($k^{-2}$) | 1.0320 (1.0295) ± 0.0458 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 80.815/98 |
| default (no $f = 1$) | 1.0487 (1.0415) ± 0.0545 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 87.346/168 |
| known | 1.0292 (1.0255) ± 0.0532 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 82.042/98 |
| known (free f) | 1.0408 (1.0377) ± 0.0494 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 89.572/103 |
| known ($k^{-2}$) | 1.0284 (1.0180) ± 0.0436 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 82.042/98 |
| known (no $f=4$) | 1.0321 (1.0272) ± 0.0567 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 56.351/68 |

$\alpha_{\parallel} = 1.026 \pm 0.053$, $\alpha_{\perp} = 1.014 \pm 0.034$

with a detection level of 5.28$\sigma$ using the new default catalogue based on Rezaie et al. (2021). As is the trend, the difference is very small and is 1.1% in $\alpha_{\parallel}$. Given the much more thorough mitigation scheme does not change the constraints much, we conclude that the BAO measurement from Neveux et al. (2020) is robust.

4.4 Varying the BAO fitting model

In this section, we test if the dependence on the mitigation method is contingent on the freedom in the BAO fitting models. In Table 3 we list the BAO constraints obtained from fitting slightly different models to the catalogues for the default eBOSS DR16 mitigation method and the benchmark ‘known-1z-H512’. The three alterations we make are: freeing the growth parameter $f$, adding an extra broadband term $\alpha_3k^2$ to each multipole, and removing the hexadecapole from the fits. We find that for the default catalog, freeing $f$ causes the largest shift in both $\alpha_{\parallel}$ (around 0.5 – 1% in $\alpha$). This is comparable to the largest shift introduced from the NN methods, although in this case $\alpha_{\parallel}$ is increased. In terms of error, the greatest error reduction comes from adding the extra broadband term 1/k^2 to each multipole, which reduces the error by about 13% for both $\alpha$.

We perform a similar test on our benchmark NN catalog, fitted with a self-consistent covariance matrix. Adding the extra 1/k^2 term causes the largest shift in $\alpha_{\parallel}$ and freeing $f$ causes the largest shift in $\alpha_{\perp}$. As with the default fits, adding the extra 1/k^2 term reduces the error the most: 18% for $\alpha_{\parallel}$ and 16% for $\alpha_{\perp}$. The reduced $\chi^2$ is slightly better than the default case and the correlation between $\alpha_{\parallel}$ and $\alpha_{\perp}$ is still reasonably close to -0.4. Again, the best fit posterior $\sigma_{\text{fiso}}$ is more stable against all changes.

To summarize, we find that introducing one more degree of freedom per multipole for the broadband marginalization appears to improve the BAO fit. On the other hand, we do not see that the performance of our benchmark mitigation method is sensitive to an extra degree of freedom in the BAO fitting model.

4.5 Mock test

In the previous sections, we have seen that the best-fit BAO scales change only at the level of 0.2$\sigma$ by applying the NN method, which we argue is statistically insignificant despite little sample variance expected between the two cases. In this section, we conduct an equivalent analysis on the EZmock catalogues in order to, first, explicitly test the significance of the offset we observed from the data, and second, to predict if the method of mitigation, i.e., the residual observational systematics, would make more difference if the statistical precision of the data were much higher. Another facet of this test is to check if the NN method, which was shown to be much more efficient for recovering an uncontaminated clustering at very low $k$ (Rezaie et al. 2019; Rezaie et al. 2021), does not in fact degrade the BAO feature and therefore we can use the catalogue with the NN weight for measuring both primordial non-Gaussianity and the BAO feature self-consistently.

For the test, each set of 1000 mocks is fitted with a self-consistent covariance derived from that set. Since EZmocks are not full N-body simulations and do not account for the accurate non-linear structure growth, we are only interested in the difference in the best fits between different scenarios. As a caveat, in generating the contaminated mocks, the contamination was applied deterministically using the default linear regression best fit to the observed imaging systematics. The default weight $w_{\text{sys tot}}$ for the EZ mocks is also derived using the exactly the same form. That is, $w_{\text{sys tot}}$ is a weight we could derive if we already understand the true contamination and therefore we expect this model to produce a result closest to the truth by construction.

Figure 8 shows the scatter diagrams of the best fits when applying different mitigation, in comparison to the best fits using the ground truth power spectrum (i.e., no systematic effects and no mitigation). The plot shows that the scatter introduced in the process of contamination (i.e., the left column and the right column) is much more than the scatter introduced in the process of mitigation (i.e., the middle column), despite that the contamination is applied deterministically without adding statistical noise. The scatter plot shows many outliers near $\sim 1.2$ and 0.8, which are our prior limits; we consider these outliers have failed to detect the correct BAO feature and only retain fits within 0.82 $< \alpha_{\parallel}, \alpha_{\perp} < 1.18$. Even after removing these, the width of the distribution is largely affected by the remaining outliers. Therefore, when we calculate the difference in $\alpha$, we quote a median of the difference instead of an average and quote the range of 68% of $\Delta x$ around the median in Table 4 and Figure 9.

In Figure 9 we look at the distribution of the difference in the best fit $\alpha_{\parallel}$ derived from the default mocks and from contaminated mocks mitigated with the NN weights. The distribution is tighter than the statistical error of the individual mock, because the sample variance cancels out to some extent. The width and the mean of this distribution depends on how conservatively we remove the outliers. Nevertheless, it is obvious that the offset we observed in the data between the default and known-1z-H512 (the red dashed vertical lines) falls well within the typical distribution of the mocks. Therefore, assuming this mock represents the systematic effects in the data, the offset in the best fit $\alpha_{\parallel}$ we observed in the data (Table 2) is statistically insignificant. As a caveat, Rezaie et al. (2021) demon-
Figure 4. The effect of the NN weights in the power spectrum in comparison to the default weight (blue), as a function of various setups of the NN method (Table 1). We show the isolated BAO wiggles in the power spectra of the H512 catalogues. The first set of panels shows the BAO signal in the NGC and the second set shows the SGC. Points are the data with error bars derived from the covariance matrix and the solid lines are the best-fit models. The wiggles are isolated by subtracting the power spectra by a smoothed spectra, which is produced from fitting the default catalogue to a smoothed model. Data points are shifted horizontally to prevent overlap, but best-fits are not shifted. Colors correspond to the catalogues with different systematic weights: red green, purple and grey representing known-1z, known-2z, all-1z, and all-2z, respectively.

Figure 5. The best-fit BAO constraints derived from the different weights of the eBOSS QSO catalogue. We use the default covariance matrix derived using the default weight for all cases. Fits were done to the NGC and SGC simultaneously. The points and are taken from the posterior MCMC distribution, and the blue shaded represents the error of the default fit derived from the posterior. In the upper panels, the gray bar centered on the default fit corresponds to a precision of 0.2%, which is approximately an aggregate precision of the DESI (Font-Ribera et al. 2014; DESI Collaboration et al. 2016). Red points are for H512 catalogues and blue for H256 catalogues.

strates that the data appears to have substantially more nonlinear systematics contribution than simulated in the simulations.

The second question is if the difference due to mitigation would become significant if the statistical precision of the data improves in the future surveys. Table 4 shows that, after mitigation, the bias on the BAO scale (i.e., difference between the null and the known-contaminated) is $\sim 0.15\%$ for $\alpha_1$ and $\sim 0.2\%$ for $\alpha_2$. The compar-
Figure 6. 1 and 2σ error ellipses of the simultaneous NGC+SGC fits, corresponding Fig. 5. The top panel is for catalogues that use a 512 HEALPix resolution and the bottom for those with a 256 resolution. The colors are blue (default), red (known-1z), green (known-2z), violet (all-1z) and gold (all-2z).

Comparison between ‘known-null’, i.e., the null catalogue mitigated with the NN method, and the ground truth shows that, if there was no systematic in the catalog, attempting to correct for the systematics may introduce a bias of 0.15% in $\alpha_\perp$ perhaps due to overfitting (see Rezaie et al. (2021) for more discussion of the overfitting issue). The legends of Figure 9 shows the median and the $1\sigma$ range. The median values are well within the error of the median (i.e., the $1\sigma$ range divided by the number of mocks). Therefore we expect no mitigation-dependent bias on the BAO scale at the level of 0.1%, again assuming the property and the level of the systematics embedded in the eBOSS EZ mocks.

Figure 7. Differences in best-fit $\alpha$ values fitted to the data with different covariance matrices. Points are the fitted values taken from MCMC posterior distributions. All fits are done on the “known-1z-H512” catalogue. Fits vary by using different covariances derived from null or contaminated mocks with NN of default weights. “Sys_tot/null” signifies a fit using a covariance derived from null mocks with no weight (i.e. ground truth mocks). The “sys_tot/contam” fit uses a covariance derived from contaminated mocks treated with the default (linear regression) weight. The “known/null” mocks are null mocks treated with the known NN weight and the “known/contam” mocks are contaminated mocks that have been mitigated with the known NN weight. The bottom panel displays the errors on $\sigma$ and the cross-correlation coefficient of each fit.
Figure 8. Spread in the best-fit values of EZmocks when applying different weights to the mocks. A covariance is derived for each case from the mocks. The y axis compares to the fits on the default EZmocks (with default co-variance). The left panels show fits done on null mocks with the NN weight (known-1z-H512). The middle panel shows fits one contaminated mocks variance). The left panels show fits done on null mocks with the NN weight. Acovariance is derived foreachcasefromthemocks.

Figure 9. The distribution of alpha(default mocks) - alpha(NN mocks). The blue values indicate the median and the upper and lower error derived from the excluding the outer 32% of the distribution. Fits from the corresponding data catalogues are shown in red.

Table 4. Median shifts and the error on the median (i.e., 68% ranges around the median in the difference in $\alpha$ divided by the number of mocks) when fitting to contaminated/null and NN/sys_tot weighted EZ mocks. The baseline reference is taken to be null mocks with without systematic mitigation, i.e ground truth mocks.

| baseline: null | $<\Delta \alpha_\parallel>$ (%$\Delta \alpha_{\perp}$, (%) $\sigma_{\text{ref}}(\alpha_\parallel)$ $\sigma_{\text{ref}}(\alpha_{\perp}$) |
|----------------|---------------------------------|-----------------|-----------------|-----------------|
| sys_tot contam | $-0.15^{+0.21}_{-0.12}$ $0.049^{+0.18}_{-0.13}$ 0.759 0.647 |
| known null     | $-0.049^{+0.109}_{-0.088}$ 0.155$^{+0.073}_{-0.080}$ 0.883 0.871 |
| known contam   | $0.070^{+0.226}_{-0.198}$ 0.115$^{+0.157}_{-0.157}$ 0.678 0.770 |
| noweight contam| $0.051^{+0.217}_{-0.196}$ $-0.093^{+0.158}_{-0.151}$ 0.506 0.653 |

To summarize, assuming that the contamination introduced in the EZ mocks closely represent the systematics of the eBOSS DR16 QSO sample, we conclude that the 0.2$\sigma$ of the BAO scale shift due to the NN mitigation we detected from the data is insignificant. Also, the result implies that a bias on the BAO scale is within 0.1–0.2% and we can use a unified catalogue for both the measurement of the primordial non-Gaussianity and the BAO scale. We emphasize that this does not imply that the same minimal level of systematics will influence the BAO scales in future surveys. One should repeat the test of observational systematics on the BAO scale given the survey-dependent target selection and systematics.

5 CONCLUSION

The BAO signal is a very powerful cosmological probe in investigating the large scale structure of the universe. As upcoming next-generation surveys will probe deeper into the cosmos, they will allow for the most precise measurements of the BAO through the galaxy clustering data. However, the observed galaxy clustering is affected by the experimental setups, such as obscuring dust in the galactic plane and stars in the foreground of distant galaxies. Previous surveys often used linear regression models to calculate systematic weights to mitigate this effect, and it is believed that the BAO measurement is in general fairly robust against observational systematics in the clustering data. While this may be the case, new methods based on neural networks are being developed to deal with observational systematics, especially on large scales. These methods can account for nonlinearities in the data and are in general more flexible. It is important to confirm that new mitigation schemes will not bias the clustering on scales relevant to the BAO. Such a neural network is developed in Nevaux et al. (2019) and utilized in this paper, where we employ several different setups of hyperparameters and test the effect on the BAO signal in the eBOSS DR16 QSO clustering data. We summarize our findings here.

In general, the systematic weights derived from NN mitigation did not significantly alter the BAO shape or location compared to the linear regression method, evidenced by the fact that the $\alpha$ parameters did not differ significantly across the fits. Changes in best-fit $\alpha_\parallel$ and $\alpha_{\perp}$ were well within the error from the posterior, at most 0.2$\sigma$. This result supports the robustness of the eBOSS BAO result reported in Neveux et al. (2020) against observational systematics.

In detail, all fits to NN weighted catalogues have a slightly larger error and $\chi^2$ and produce a smaller $\alpha_\parallel$ and $\alpha_{\perp}$. The isotropic $\alpha$ appear to be more stable across different fits. There is no clear trend in the $\alpha$ cross-correlation coefficients with the varying NN setups.

We then examine the propagation of errors through the covari-
ance matrix used in the fitting process. We derive a covariance matrix from 1000 EZ mocks that have been treated with our benchmark NN mitigation, and perform a fit on the data that has undergone the same mitigation. We find that the best fit $\alpha_\perp$ is decreased by 1.3%, and $\alpha_\parallel$ remains unchanged. From this test, we conclude that the previous BAO measurement from Neveux et al. (2020) is robust.

We also tested if the dependence on the mitigation method is contingent on the freedom in the BAO fitting models. We find that introducing one more degree of freedom per multipole for the broadband marginalization appears to improve the BAO fit by around 15-18%. On the other hand, we do not see that the performance of our benchmark mitigation method is sensitive to an extra degree of freedom in the BAO fitting model.

We conduct a mock test to quantify the significance of the difference in $\alpha$ we observed from the data. Assuming that the contamination introduced in the EZ mocks closely represent the systematics of the eBOSS DR16 QSO sample, we conclude that the 0.2$\sigma$ of the BAO scale shift due to the NN mitigation we detected from the data is insignificant. Our mock result also implies that a bias on the BAO scale would be within 0.1 – 0.2%, i.e., negligible if we had a much more precise data and also we can use a unified catalogue for both the measurement of the primordial non-Gaussianity and the BAO scale. A similar test of observational systematics on the BAO scale should be conducted for future surveys given the survey-dependent target selection and systematics.

Additionally, a fitting attempt was made on the high-$z$ sample of data (see Appendix B), which covered QSOs out to redshift 3.5. This a less dense sample, as fainter galaxies are harder to detect. As such, the data is a lot noisier. Given that there are no EZ mocks that cover this redshift range, we rely on analytical approximations of the covariance matrix derived from the standard sample EZ mocks. A fit was not able to produce physically meaningful values; in particular $\alpha_\perp$ was driven to small values at the edge of the prior range. With more data and a higher signal-to-noise ratio, a better fit might be possible at higher $z$.

The era of big data in astronomy is here. New surveys will peer into the universe as never before and produce massive amounts of data that will help cosmologists uncover the secrets of dark energy. In order for the most accurate measurements to be made, experiments must be aware of systematic errors caused by outside factors and a thorough test of systematics such as this work should be conducted. While the BAO is believed to be robust and this work indeed confirms it within the eBOSS precision, it will be important to carefully consider how to produce systematic weights for future projects.
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APPENDIX A: H256 POWER SPECTRA

We include here Figure A1, illustrating the effect of different NN weights in the power spectrum of the QSO catalogue. The colors correspond to the same weights as in Figure 4. We see a general trend of points not being shifted more than 0.5σ, with one point shifted by a full σ.

Figure A1. The effect of the NN weights in the power spectrum in comparison to the default weight (blue), as a function of various setups of the NN method (Table 2). We show the isolated BAO wiggles in the power spectra of the H256 catalogues. The top set of panels shows the BAO signal in the NGC and the bottom set shows the SGC. Points are the data with error bars derived from the covariance matrix and the solid lines are the best-fit models. The wiggles are isolated by subtracting the power spectra by a smoothed spectra, which is produced from fitting the default catalogue to a smoothed model. Data points are shifted horizontally to prevent overlap, but best-fits lines are not shifted. Colors correspond to the catalogues with different systematic weights: red, green, purple and grey representing known-1z, known-2z, all-1z, and all-2-z, respectively.
Table B1. Results of fitting with the highz sample. We examine the case of catalogs treated with the known-1z-H512 mitigation and calculate spectra for the standard sample and the standard+highz sample for each galactic cap.

|           | $\alpha_{\parallel}$ | $\alpha_{\perp}$ | $\chi^2 / \text{dof}$ |
|-----------|----------------------|-------------------|----------------------|
| NGC       | 1.016 $\pm$ 0.0788   | 1.009 $\pm$ 0.0367 | 41.14 / 50           |
| main      | 0.9976 $\pm$ 0.0712  | 1.019 $\pm$ 0.0370 | 46.13 / 50           |
| combined  |                      |                   |                      |
| SGC       | 1.054 $\pm$ 0.0606   | 1.017 $\pm$ 0.0909 | 45.24 / 50           |
| main      | 1.040 $\pm$ 0.0539   | 1.000 $\pm$ 0.0719 | 46.10 / 50           |
| combined  |                      |                   |                      |
| NGC+SGC   | 1.030 $\pm$ 0.0552   | 1.014 $\pm$ 0.0336 | 90.80 / 102          |
| main      | 1.012 $\pm$ 0.050    | 1.018 $\pm$ 0.0299 | 94.91 / 102          |
| combined  |                      |                   |                      |

APPENDIX B: HIGH-Z SAMPLE

The QSO catalogues released in SDSS-IV DR16 includes the sample over $0.8 < z < 3.5$. The main QSO sample that Neveux et al. (2020) and this paper analyzed covers objects in the redshift range $0.8 < z < 2.2$, with an effective redshift of $z = 1.48$. However, the deeper portions of the sample have not been examined closely to date. There is a potential to extract cosmological information from these high-z QSOs despite the poor signal-to-noise ratio of this sample. Here we present the BAO analysis of the high-z sample using the NN weights for this sample from Rezaie et al. (2021).

A particular challenge with this sample is the lack of mocks to supplement the data, as the EZmocks we used in the analysis of the standard sample do not cover the higher redshifts of this high-z sample. Therefore we rely on a simple Gaussian approximations for the covariance matrix. Our goal is to assess the impact of including the high-z sample in extracting the BAO signal. While in principle we could extract a BAO signal from the high-z sample alone, the signal-to-noise proves to be too poor to give a meaningful BAO result. In particular, the quadrupole of the power spectrum is extremely noisy.

To construct the covariance matrix for the high-z sample, we calculate a Gaussian covariance for the standard sample and compare the BAO fit using this covariance with the fit using the covariance derived from the mocks. After finding a reasonable agreement between the two, we rescale the Gaussian covariance matrix of the main sample with the ratio of the shot noises between the two samples, as the shot noise is the main source of statistical error in the QSO sample. Figure B1 shows the result of fitting the NGC of the different redshift samples: standard ($0.8 < z < 2.2$) with the mock covariance matrix, high-z ($2.2 < z < 3.5$) with the Gaussian covariance matrix, and when combined ($0.8 < z < 3.5$).

In Table B1 we show the AP parameters obtained from the fits. The growth parameter $f$ is freed for all fits. We do not include the window function in the fits of the combined sample, but note that the window function was found to shift the best-fit $\alpha_\parallel$ by 0.1-0.2% in Neveux et al. (2020). As the table indicates, the high-z sample on its own does not constrain the BAO signal. With the combined sample, we find around a 10% reduction in the error on $\alpha_\parallel$ and $\alpha_{\perp}$.