Abstract—Amodal perception terms the ability of humans to imagine the entire shapes of occluded objects. This gives humans an advantage to keep track of everything that is going on, especially in crowded situations. Typical perception functions, however, lack amodal perception abilities and are therefore at a disadvantage in situations with occlusions. Complex urban driving scenarios often experience many different types of occlusions and, therefore, amodal perception for automated vehicles is an important task to investigate. In this paper, we consider the task of amodal semantic segmentation and propose a generic way to generate datasets to train amodal semantic segmentation methods. We use this approach to generate an amodal Cityscapes dataset. Moreover, we propose and evaluate a method as baseline on Amodal Cityscapes, showing its applicability for amodal semantic segmentation in automotive environment perception. We provide the means to re-generate this dataset on github.

I. INTRODUCTION

Visual perception is a crucial task for automated driving and its reliability is necessary for the development and distribution of intelligent vehicles. Visual perception itself comprises different tasks such as, e.g., object detection, instance and semantic segmentation. However, for reliable perception in traffic situations, a detection of corner cases is necessary. Corner cases have been defined as unpredictable events or appearances of relevant objects in locations relevant for the driving task [1]. This definition has been refined into a systematization of corner cases in camera data [2], and all available sensors in automated vehicles [3]. This refinement allows for specific development of methods treating certain corner case types, e.g., detecting an anomalous amount of objects in a scene [4], or unknown objects [5], [6].

In this work, we consider the segmentation of occluded areas. On the one hand, occlusions are corner cases on their own since occluded objects are typically hard to detect [7], [8], on the other hand, occlusions can result in new corner cases because perception methods oftentimes have no awareness of what is happening behind the occlusions. Bogdoll et al. [9] provide an exemplary description of such a corner case. Most existing visual perception methods focus on detecting or segmenting the visible objects and areas in camera data, however, humans are able to conjecture the invisible components of a scene as well. For example, in Figure 1 in an example from the Amodal Cityscapes dataset, most visual perception methods would ideally recognize the visible parts of the persons (red, occludees) as a person, without taking into account that considerable portions of the persons are occluded behind the car (blue, occluder) in the foreground. Amodal perception recognizes the (partly) occluded persons, while anticipating their entire shape, not just the visible parts. This yields essential visual cues for scene understanding, and thus forms a significant part of environment perception. One could argue that amodal perception should be performed after fusion in the occupancy grid/vector space [10], [11], [12], or in some latent space non-interpretable to humans [13], [14]. This work on amodal perception of simple camera data, however, comes with the clear advantage of (a) being human-readable, and (b) that already during multisensor fusion, the redundancy of multiple estimates of occluded objects may yield powerful confidence information.

When it comes to training data for amodal perception, there exist many large-scale automotive datasets, but we seldom come across amodal labels providing occlusion information. However, for semantic segmentation, we require not only occlusion information on object or scene level, but pixel-wise amodal labels. Considering the high costs and time required for labeling the visible parts of scenes, amodal labeling would be extremely challenging for large-scale datasets. Thus, typically, artificially augmented training data by inserting objects into the images to create amodal labeling is used to develop amodal visual perception methods [15], [16]. Purkait et al. [15] augment their training data with completely randomly inserted instances for amodal semantic segmentation, which results in inserted objects in unusual situations not frequently occurring in real-world traffic. This approach does not scale well for real-world segmentation tasks, as it is not possible to consider the already existing environment perception methods, e.g., instance segmentation, that are based on the visible parts of the objects,

Fig. 1: Example of a scene from the Amodal Cityscapes dataset with pedestrians (red) partially occluded by a car (blue). Amodal perception is the ability to conjecture the full shape of partially occluded objects as visualized in this image and provided as labels in the new dataset.
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image locations. Ke et al. [16] train an amodal instance segmentation on datasets with general objects and amodal instance labels [17]. Qi et al. [7] provide the KINS dataset with amodal instance labels on a subset of the KITTI dataset, however, without labels for the remaining (static) object classes required for semantic segmentation that describe a street scene in its entirety. Both [17], [7] use their datasets to train amodal instance segmentations. However, for training of amodal semantic segmentation of automotive scenes, so far no dataset exists that provides both amodal semantic segmentation labels and plausible occlusion locations.

Our contributions in this work are as follows: First, we describe a way to synthetically generate an amodal dataset on the basis of existing automotive datasets. Particularly, we provide code\footnote{https://github.com/ifnspaml/AmodalCityscapes} for automatic dataset generation to facilitate further research on amodal segmentation in automotive perception tasks. For this paper, we apply this approach to generate the Amodal Cityscapes dataset based on the Cityscapes dataset [18], which we characterize in detail. Second, we propose and evaluate a method which shall serve as baseline on our dataset, inviting others to take the challenge and to propose an improved method.

II. RELATED WORK

A. Datasets for Amodal Perception

Amodal perception is of interest in many application fields of computer vision. Hence, datasets for amodal perception can be found in different fields, e.g., instance [17] and video instance segmentation [19], [20], human recognition and de-occlusion [21]. The OVIS dataset [19] provides instance masks for videos while additionally labeling the occlusion level of each instance. SAIL-VOS [20] is a synthetic video instance segmentation dataset with amodal instance segmentation masks. The amodal human perception (AHP) dataset [21] is a large-scale video dataset which provides both modal and amodal masks focusing on humans. COCOA [17] contains both modal and amodal masks and is derived from the COCO dataset [22].

In the automotive setting, few datasets exist that provide amodal information. A common practice for pedestrian detection datasets is to provide both a visible and a full (possibly partly occluded) bounding box per object. This can be found in the CalTech Pedestrian [23], CityPersons [24], and KITTI [25] dataset. This KINS dataset [7] extends this approach from KITTI to instance segmentation and provides amodal instance masks for selected scenes from the KITTI dataset. In this sense, it is to our knowledge the only automotive dataset providing pixelwise amodal labeling, but it is lacking semantic segmentation labels by focusing on instance segmentation, and thus labels for the remaining static classes relevant for environment perception of the underlying street scene are missing. The EuroCity Persons dataset [26] provides annotated levels of occlusion per bounding box. However, to train methods for amodal semantic segmentation, we require pixel-wise occlusion information. Thus, we aim to provide a method to automatically generate a dataset where pixel-wise amodal semantic segmentation labels can be obtained from the original data. This can be adapted to many datasets to simulate amodal labeling. Such a synthetic amodal dataset can be obtained via copy-paste of instances into the target images. This has previously been identified as strong data augmentation for visual perception method training [27], [28], [29], [30], and also in amodal segmentation tasks [15], [16]. In Section III we create such an amodal dataset from the Cityscapes dataset while maintaining plausible context for instances pasted into the target images.

B. Amodal Semantic Segmentation

The task of amodal segmentation has been defined by Zhu et al. [17] together with two baseline methods. The first directly predicts amodal masks from images, while the other expands upon a given visible segmentation mask [17]. Purkait et al. [15] introduce an amodal semantic segmentation method, which extends the typical softmax layer to a groupwise softmax layer that is able to predict both visible and occluded semantic groups in images.

The closely related task of amodal instance segmentation was first defined by Li and Malik [8] where they train a neural network to predict an amodal mask given the image and the corresponding visible mask. AmodalMask [17] is trained in a supervised manner and directly predicts the amodal mask. Other approaches add a branch for occluded masks to the standard Mask R-CNN [31], or combining the amodal and visible mask branches via multi-level coding [7].

III. AMODAL CITYSCAPES DATASET GENERATION

Dataset splits. In the following, we describe the generic way, in which we propose to generate a synthetic dataset for amodal semantic segmentation. In this paper, we take the Cityscapes dataset [18] and generate an amodal Cityscapes dataset. The Cityscapes dataset consists of 5000 images of urban traffic scenes. The training set contains 2975 images, the validation set contains 500 images, and the test set contains 1525 images. For both training and validation sets, ground truth labels in the form of semantic and instance segmentation masks are available. We use these two subsets to generate our amodal dataset. In the following, we use the notion target image for the image into which we paste the occluders, i.e., occluding instances, and the notion source images for the original images of those occluders.

|                  | D_{train} | D_{val} | D_{test} |
|------------------|-----------|---------|----------|
| #images          | 2900      | 75      | 500      |
| #ground truth masks | 2900   | 75      | 500      |
| #target images   | 2900      | 75      | 500      |
| #source images   | 2900 − 1  | 75 − 1  | 500 − 1  |
| #occluders available for pasting | 36303−N | 832 − N | 6438 − N |

TABLE I: Splits of the Amodal Cityscapes dataset $D_{amCS}$. 
Our resulting dataset consists of a training, validation and test split. As shown in Table I for the training split $D_{\text{train}}^{\text{amCS}}$, we select 2900 images from the original Cityscapes training set as target images. The same 2900 images serve as source images to extract the occluders. However, per target image, we select only occluders from other images, resulting in a total of 2900 − 1 = 2899 source images with 36303 − $N$ occluders available for pasting into this target image. Here, 36303 is the total number of instances from all the source images, and $N$ denotes the number of instances of the current target image. For the validation split $D_{\text{valid}}^{\text{amCS}}$, we take the remaining 75 images from the original Cityscapes training set as target images. Again, the same images serve as source images for the occluders, resulting in 75 − 1 = 74 source images with 832 − $N$ occluders per target image. For the test split $D_{\text{test}}^{\text{amCS}}$, we follow common practice and use the validation set of the Cityscapes dataset. Thus, we have 500 target images, with up to 500 − 1 source images and 6438 − $N$ occluders available for pasting into this target image.

**Dataset generation.** In a first step, we use the ground truth instance segmentation masks, to extract the available instances from the source images $\hat{x} \in \mathbb{I}^{H \times W \times C}$, with $\mathbb{I} = [0, 1]$, and height $H$, width $W$, and number of channels $C = 3$, respectively. We extract the annotated instances, $a_n = (a_{n,i}) \in \{0, 1\}^{H \times W}$, $n \in \mathcal{N} = \{1, \ldots, N\}$, and $i \in \mathcal{I} = \{1, \ldots, H \cdot W\}$. Here, $N$ denotes the number of instances in $\hat{x}$, with $s_n \in \mathcal{S} = \{1, \ldots, S\}$ being the respective semantic class of instance $n$, saving both the RGB instance image and the corresponding binary mask $a_n$, along with its class $s_n$. We filter out too small or too occluded instances by choosing a minimum size of 10 × 20 pixels.

Then, we use the extracted instance masks to generate our copy-paste amodal dataset. For each target image $\hat{x}$ of the respective dataset split, we select a number of instances to be pasted into the image as occluder and, for each instance, we carefully decide on a location in the image to paste the instance. Both occluders and occludees are chosen from the Cityscapes dataset, hence they can be partially occluded. By fixing a minimum occluder size, we filter out heavy partial occlusions. However, from our experiments we find that the intrinsic partial occlusions do not hinder the method in performing amodal semantic segmentation.

The number of occluders $\hat{N}$ for a target image is selected to fit a randomly chosen occlusion ratio $P_o \in [0, 0.1]$, determining the percentage of occluded pixels in the resulting image. The occlusion ratio is reached, once the insertion of an object just exceeds the drawn ratio for that target image. The location for pasting an occluder is chosen according to its original location in the source image. A location per instance is prescribed by the lower left corner of its bounding box, i.e., a pixel location $(h, w)$ with $h$ the vertical, and $w$ the horizontal index. Alternatively, pixel index $i \in \mathcal{I}$ could be chosen. While we allow $w$ to be chosen randomly over the entire image width as in [15], the vertical indices $h$ of the occluder remain fixed (different to [15]). This ensures object location plausibility in the resulting images. Figure 3 shows the effect of this method: While randomly chosen locations result in, e.g., cars occluding parts of the sky and less reasonable instance sizes, the strategy based on the original vertical position results in more plausibly placed and sized occluders. While more complex placement methods for the source instances are possible, the simple heuristic of fixing the vertical position delivers valid results. While we can still observe some less plausible placements, these are due to actual instance positions in the original dataset. For example, a person instance placed adjacent to the sky results from source images, e.g., with a high street horizon due to tilts of the ego-vehicle, or bridges. Hence, more complex placement methods restricting the positioning of pedestrians to, e.g., the sidewalk, do not necessarily depict reality better, but instead might make the perception method more vulnerable to corner cases.

We overwrite the RGB image with the new instance while in the semantic segmentation mask we keep both the new visible labels and the previous, now occluded, labels. To ensure that the amodal semantic segmentation method does not learn to detect sharp edges, we use a Gaussian filter of size $5 \times 5$ to blend the edges of the inserted occluders with the target image as is done in [30]. Each resulting data split can be formally described as
images \( x_i^T = \{ x_i \}, \) with \( T = \{ 2900, 75, 500 \} \). An example image can be seen in Figure 2(a). For each image, there is a corresponding amodal ground truth semantic segmentation mask \( \mathbf{m}_i = (\mathbf{m}_{t,i}) = (\mathbf{m}_{t,i,f}) \in \mathcal{S}^{H \times W \times F}, \) with \( \mathcal{S} \) being the set of semantic classes \( \mathcal{S} = \{ 1, \ldots, S \} \), and \( S = 19 \) for Cityscapes. We use the channel size \( F = 2 \) in this case to encode the visible (\( f = 1 \)) and occluded (\( f = 2 \)) pixels in the image, i.e., \( \mathbf{m}_{t,i,1} = s_1 \in \mathcal{S}, \) see Figure 2(b) and \( \mathbf{m}_{t,i,2} = s_2 \in \mathcal{S}, \) see Figure 2(c) meaning that in pixel position \( i \) class \( s_1 \) is visible and class \( s_2 \) is occluded. For this work, we chose \( F = 2 \), since most amodal segmentation methods only aim at two layers, foreground and background. To ensure \( F = 2 \), we took care that occluders are not occluding each other.

**Dataset statistics.** Finally, we compare the Cityscapes dataset (\( \mathcal{D}_{\text{CS}} \)) with the Amodal Cityscapes (\( \mathcal{D}_{\text{amCS}} \)) dataset. Most importantly, to keep plausibility, we show that the distribution of dynamic objects, i.e., all instances listed in Table II does not change. Figure 4 shows the location priors for the class person on the training splits of both datasets. We observe no significant distribution changes.

Since per definition of Amodal Cityscapes \( \mathcal{D}_{\text{amCS}} \), we insert dynamic objects, clearly the total number of dynamic objects and the number of dynamic objects per image increase, see Table II for the training dataset splits. However, while the total number of all dynamic instances increases due to the insertions, Table II shows that the percentage of an instance class from the total number of instances in this case for the training dataset splits does not change extremely, e.g., in Cityscapes \( \mathcal{D}_{\text{CS}} \), person instances contribute 34.4\% to the total instances, while in Amodal Cityscapes \( \mathcal{D}_{\text{amCS}} \), they are 46.5\% of the total instances, which is the largest discrepancy for the instance classes. In Figure 5, we see that the relative ordering of the visible semantic classes in terms of their appearance frequency remains very similar. Figure 5 shows additionally for each semantic class the percentage of occluded pixels that belong to that class. Compared to the visible areas, we see that the distribution of occluded pixels to each class is very similar to the general distribution of visible pixels on the Cityscapes dataset.

### IV. New Amodal Semantic Segmentation Baseline Method

We base our amodal semantic segmentation method that we propose as dataset (or challenge) baseline on the ERFNet [32], and follow the proposed approach of Purkait et al. [15] for amodal semantic segmentation. They employ an adaptation of the standard softmax layer to predict also invisible objects. Additionally, per group, also the absence of the group is encoded, resulting in \( g_k + 1 \) options per group, for details see Table III.

While we follow the grouping from Purkait et al. [15]
TABLE III: Grouping of the semantic classes in the amodal Cityscapes dataset with \( K = 4 \).

| Group name   | \( k \)  | \( y_k + 1 \) | Semantic classes                        |
|--------------|---------|---------------|-----------------------------------------|
| Static       | 0       | 8 + 1         | road, sidewalk, building, wall, sky, terrain, fence, vegetation, absence |
| Traffic      | 1       | 3 + 1         | traffic signs, traffic light, pole, absence |
| Person-like  | 2       | 2 + 1         | person, rider, absence                  |
| Vehicle-like | 3       | 6 + 1         | car, truck, bus, train, bicycle, motorcycle, absence |

Fig. 6: Example encoding of the amodal ground truth in a pixel with visible rider and occluded terrain for amodal segmentation. Only one group can be visible. Here, \( K = 4 \), meaning that including the static group, up to three objects from the invisible three groups can in principle be encoded.

For the definition of the static \( (G_0) \) and traffic object \( (G_1) \) group, we split the remaining semantic classes in the person-like \( (G_2) \) and the vehicle-like group \( (G_3) \), since occluded pedestrians are of special interest for safe automated driving. This setting is denoted as \( K = 4 \) groups, while for \( K = 3 \), the setting proposed in [15], the person-like and vehicle-like group are fused. In this setting for amodal semantic segmentation, semantic classes belonging to the same group cannot occlude each other. In semantic segmentation we do not distinguish, e.g., between two different persons, hence one person occluding the other is incoherent with that definition, and irrelevant to the driving task. Thus, this restriction is a valid approach for amodal semantic segmentation.

This grouping requires us to also encode the ground truth mask \( \mathbf{m}_i \in S^{H \times W \times F} \) in this groupwise setting: The first channel, i.e., \( \mathbf{m}_{i,f=1} \), provides the visible semantic class \( s_1 \in S \), and hence group \( k_1 \in K \) for each pixel, the second, amodal channel \( \mathbf{m}_{i,f=2} \) provides the occluded semantic class \( s_2 \in S \) and corresponding group \( k_2 \in K \). This encoding can be performed as groupwise one-hot encoding: Figure 6 shows the encoding \( \mathbf{y}_i \) for a pixel \( i \) with visible class rider and occluded class terrain based on the \( K = 4 \) grouping as provided in Table III. More formally, for \( K \) groups the ground truth mask \( \mathbf{m}_i \) is encoded as

\[
\mathbf{y}_i = (\mathbf{y}_{i,k}) \in \{0, 1\}^{H \times W \times (K + \sum_{k \in K} (y_k + 1))},
\]

which is a vector of length \( (K + \sum_{k \in K} (y_k + 1)) \) per pixel, whereby the first \( K \) elements encode the visible group (green rectangle in Figure 6). The blue rectangles in Figure 6 highlight the parts of the vector corresponding to the \( K \) groups and encode the particular class within each group, and also the presence of the group as a whole.

In general, in amodal semantic segmentation, the network takes as input a (normalized) image \( x_i \in \mathbb{R}^{H \times W \times C} \). In the standard softmax layer, one obtains per input image \( x_i \) an output \( y_i = (y_{i,k}) \in \{0, 1\}^{H \times W \times S} \). We replace the softmax layer of the ERFNet with the groupwise softmax final layer proposed in [15], which yields now an output tensor

\[
y_t = (y_{t,k}) \in \{0, 1\}^{H \times W \times (K + \sum_{k \in K} (y_k + 1))},
\]

with the group index of the visible group \( k' = \text{argmax}(p) \).

In Figure 6 we would obtain \( m_{t,i,f=1} = 12 \) (class rider in Cityscapes), and \( k' = 2 \) as the visible group index. The group index \( k'' \) corresponding to the second largest value of \( p \) gives the occluded semantic class per pixel as

\[
m_{t,i,f=2} = f_{k''} (\text{argmax}(q_{k''})) \in S.
\]

In Figure 6 we would obtain \( m_{t,i,f=2} = 9 \) (class terrain in Cityscapes), and \( k'' = 0 \) as the occluded group index for a not one-hot network output \( y_{t,i} \). It is important to note that in the configuration of Figure 3 and Figure 4, only one group may contain a visible object and a different group may contain an occluded object while the remaining two groups are always absent. With this choice, we follow [15]. Instead, according to Figure 5 the network always delivers a visible group with a respective visible class, and for \( K = 4 \) three invisible groups with a most likely occluded class in each group. While Amodal Cityscapes allows objects from the same class to occlude each other, the method does not treat those occlusions since in the setting of semantic segmentation the presence of a certain semantic class in each pixel provides sufficient knowledge for the driving task as we do not distinguish between different instances. Instead, during inference, the method directly predicts another group with an occluded class in the amodal semantic segmentation \( m_{t,i,f=2} \) that is considered to be behind the semantic classes from the visible group.

Next to the amodal mask prediction, the method allows to obtain the groups and corresponding semantic classes present in each pixel, due to the separate treatment of the \( K \) groups in the encoding [9]. Hence, we predict per pixel position \( i \) whether a group is absent in this position, or, if not, which semantic class \( s_k \in S_k \) of the group \( G_k \), \( k \in K \) is present in this pixel. We denote as \( S_k \subset S \) the set of semantic classes contained in group \( G_k \), and as \( q_k(s_k) \) the entry of
q_k = (q_k(s_k)) corresponding to semantic class s_k. Thus, we additionally obtain a mask of present semantic classes per pixel position \(i\) for each group \(q_k\), \(k \in K\) by

\[
\argmax(q_k) := \argmax(q_k(s_k)). \quad (5)
\]

Examples are shown in Figure 7(f)-(i). Purkait et al. [15] propose in their work a loss to take both visible and amodal predictions into account. It combines the cross-entropy loss on the visible groups with weighted cross-entropy losses for each group for visible and occluded pixels as well as the possibility that a class and group is absent in a pixel position. The details can be found in [15]. We employ this loss to train the amodal semantic segmentation method. We term this network amERFNet denoting the extension of the standard ERFNet to amodal semantic segmentation with \(K\) groups.

V. EXPERIMENTAL EVALUATION AND DISCUSSION

In this section, we specify the metrics needed to evaluate amodal semantic segmentation, and define the corresponding Amodal Cityscapes task (or: challenge). Then, we give the training details of the baseline method and evaluate it according to the defined challenge task.

A. Metrics

For evaluation of amodal semantic segmentation on the generated dataset, we propose the following setup with evaluation metrics based on the mean intersection over union (mIoU), which is typically used in semantic segmentation. In the case of our baseline method, we additionally report the mIoU for the underlying ERFNet without the amodal modifications. To evaluate amodal semantic segmentation methods, we first report the mIoU = mIoU\(^{inv}\) which is calculated on the visible parts of the images. Additionally, we report two metrics which reflect the quality of the amodal segmentation. The first metric is the invisible mIoU:

\[
mIoU^{inv} = \frac{1}{S} \sum_{s \in S} \frac{\text{TP}^{inv}_s}{\text{TP}^{inv}_s + \text{FP}^{inv}_s + \text{FN}^{inv}_s}. \quad (6)
\]

This metric can only be calculated on the areas of the image, where an occluding instance was pasted, since there we know about the occluded objects (\(f = 2\)). Hence, true positives (\(\text{TP}^{inv}_s\)) per class \(s \in S\) are defined by images with index \(t\) and pixel positions \(i\), where \(\overline{m}_{t,i,2} = m_{t,i,2} = s\) holds, wherein the latter denotes the network prediction. False positives (\(\text{FP}^{inv}_s\)) are defined by \(\overline{m}_{t,i,1,2} \neq s = m_{t,i,1,2}\), and false negatives (\(\text{FN}^{inv}_s\)) by \(\overline{m}_{t,i,2} = s \neq m_{t,i,2}\). In all cases, the pixel position \(i\) is restricted to the areas where ground truth knowledge about occluded objects is available: \(i \in \{ j | a_{n,j} = 1, n \in N \}\). Additionally, a total quality measure is necessary to report the overall quality of amodal semantic segmentation on both the visible and occluded areas. The total mIoU according to [15] is defined as

\[
mIoU^{total} = \frac{1}{S} \sum_{s \in S} \frac{\text{TP}^{total}_s}{\text{TP}^{total}_s + \text{FP}^{total}_s + \text{FN}^{total}_s}. \quad (7)
\]

### TABLE IV: Performance of ERFNet vs. amERFNet (Amodal Cityscapes Challenge baseline) on the original and the Amodal Cityscapes dataset. Fields marked with * cannot be calculated due to missing amodal ground truths.

| Method      | K | Dataset     | mIoU | mIoU\(^{inv}\) | mIoU\(^{total}\) |
|-------------|---|-------------|------|----------------|------------------|
| ERFNet      |   | D\(^{test}\)\_amCS | 62.99% | 5.00%          | 55.82%           |
| amERFNet    | 3 | D\(^{test}\)\_amCS | 61.93% | 18.52%         | 58.03%           |
| amERFNet    | 4 | D\(^{test}\)\_amCS | 62.76% | 23.60%         | 59.12%           |
| ERFNet      |   | D\(^{val}\)\_CS  | 67.97% | *              | *                |
| amERFNet    | 3 | D\(^{val}\)\_CS  | 66.71% | *              | *                |
| amERFNet    | 4 | D\(^{val}\)\_CS  | 68.53% | *              | *                |

We consider a \(\text{TP}^{total}_s\) if class \(s\) is present (visible or occluded) in a pixel position \(i\) both in the ground truth and in the prediction, i.e., if \((\overline{m}_{t,i,1} = s = m_{t,i,1})\lor (\overline{m}_{t,i,2} = s = m_{t,i,2})\). For an \(\text{FP}^{total}_s\), we have \((\overline{m}_{t,i,1} \neq s = m_{t,i,1})\lor (\overline{m}_{t,i,2} \neq s = m_{t,i,2})\), while for an \(\text{FN}^{total}_s\), \((\overline{m}_{t,i,1} = s \neq m_{t,i,1})\lor (\overline{m}_{t,i,2} = s \neq m_{t,i,2})\).

B. Implementation and Training Details

The network is trained on the Amodal Cityscapes training set D\(^{train}\)\_amCS. We monitor the training using the validation split D\(^{val}\)\_amCS. The exact split can be found on github. We use the Adam optimizer with an initial learning rate of 0.01 and exponential decay to train the amodal semantic segmentation for 120 epochs. We select the best performing model on the validation set for evaluation on the test set.

C. Segmentation Results and Discussion

We show the results of our proposed new Amodal Cityscapes baseline method in Table IV. The first three rows report the results of the standard semantic segmentation and the amodal ERFNet on the Amodal Cityscapes test set D\(^{test}\)\_amCS. We see that all three methods achieve similar mIoU values, with the ERFNet performing only slightly better (62.99%) than the amodal methods (61.93%/62.76%). Accordingly, our results show that the mIoU does not suffer considerably from learning to additionally predict the amodal labels. The ERFNet on the other hand, is not at all able to predict amodal labels. The corresponding poor mIoU\(^{inv}\) = 5.00% is not equal to zero due to predicted labels that by chance coincide with the amodal ground truth. This leads then to an mIoU\(^{total}\) of 55.82%. Our method \((K = 3)\) provides a clearly better-than-chance mIoU\(^{inv}\) of 18.52%, which significantly increases further for \(K = 4\) (23.60%). The mIoU\(^{total}\) of the ERFNet is outperformed by our amodal semantic segmentation methods by more than 2% absolute, which can be dedicated to the increased mIoU\(^{inv}\) for both amERFNet methods. Note that the large total amount of visible scenes compared to the small amount of occluded areas with available ground truth compensates the low mIoU\(^{inv}\) in the mIoU\(^{total}\), hence the mIoU\(^{total}\) discrepancy between the amodal and standard semantic segmentation does not mirror the drastic improvements in mIoU\(^{inv}\).

For the method with the highest mIoU\(^{total}\) (amERFNet with \(K = 4\)), we visualize an example result in Figure 7.
Here, we see the input image, the corresponding ground truth and predicted segmentation masks. Additionally, we show the predicted labels in each group in the bottom row. We observe that especially the static classes of $G_0$ can be recovered well, and the predicted amodal semantic segmentation mask $m_{t,f=2}$ in Figure 7(e) provides a clearly better-than-chance prediction of the occluded areas.

The last three rows of Table IV report the results of the ERFNet and the amERFNet on the Cityscapes validation set $D_{CS}^{CS}$. As no amodal labels are available for $D_{CS}^{CS}$, we are unable to report on mIoU$_{inv}$ and mIoU$_{total}$.

The semantic segmentation of the ERFNet and the amERFNet with $K = 4$ achieve similar (visible) mIoU values (67.97%/68.53%) on $D_{CS}^{CS}$. The amERFNet with $K = 3$ lacks a bit behind (66.71%). Although no amodal ground truth is available on $D_{CS}^{CS}$, in Figure 8 we show exemplary visible (Figure 8(b)) and amodal segmentations (Figure 8(c)) using the amERFNet with $K = 4$ of two images of $D_{CS}^{val}$. In both cases we see a plausible hallucination mostly of static classes (group $G_0$) in the amodal semantic segmentation masks $m_{t,f=2}$ in Figure 8(c). The still visible object contours are likely due to label ambiguity and the blurring of instance contours in the training data. A possible remedy could be image processing algorithms such as erosion and dilation. Considering the left image in Figure 8(a) and the corresponding predicted masks in Figures 8(b) and 8(c) on the right side of the left image in Figure 8(a) persons are partially occluded by the light brown objects visualized in the semantic segmentation (left mask of Figure 8(b)). The occluded shape of those persons is anticipated (in red) in the left mask of Figure 8(c). The upper bodies are visible, and thus shown in red in the semantic segmentation (Figure 8(b) right side of the left mask). One person close to the door of the building in the left image of Figure 8(a) is not detected in the visible mask (Figure 8(b)), but its entire shape is hallucinated in the invisible mask (left mask of Figure 8(c)).

VI. CONCLUSIONS

In this paper, we consider the task of amodal semantic segmentation of single images. As amodal perception is a critical ability of intelligent vehicles, reliably seeing behind occlusions is important. To facilitate training of amodal semantic segmentation methods, we propose a generic way to create copy-paste amodal datasets with plausible occluder locations and sizes and, exemplary, create an amodal Cityscapes dataset. Additionally, we evaluate a baseline for amodal semantic segmentation on the generated dataset.
Both the dataset and the baseline shall serve as a challenge to develop and evaluate methods for amodal semantic segmentation to improve perception of intelligent vehicles. Our aim is to provide a playground to advance amodal semantic segmentation on automotive tasks. To this end, the amodal Cityscapes dataset forms a data basis to develop and train methods, as well as to evaluate them. To ensure comparability between methods, we publish the file lists to allow to re-create our version of the amodal Cityscapes dataset. Also the scripts for dataset re-generation and for the proposed Amodal Cityscapes Challenge baseline method will be made available on github. Amodal semantic segmentation methods can then be evaluated on the Amodal Cityscapes test dataset as was done for the challenge baseline method. While the amodal ERFNet improves upon the standard ERFNet by providing a better-than-chance invisible mIoU (mIoU\textsuperscript{inv}), and hence an improved total mIoU (mIoU\textsuperscript{total}), there is still plenty of room for advances towards high-performing amodal semantic segmentation methods. With an evaluation that focuses not only on correctly predicting behind occlusions, but also the mIoU\textsuperscript{total}, we ensure that performance on the standard visible dataset does not degrade.
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