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Abstract

Search trees on trees (STTs) generalize the fundamental binary search tree (BST) data structure: in STTs the underlying search space is an arbitrary tree, whereas in BSTs it is a path. An optimal BST of size $n$ can be computed for a given distribution of queries in $O(n^2)$ time [Knuth, Acta Inf. 1971] and centroid BSTs provide a nearly-optimal alternative, computable in $O(n)$ time [Mehlhorn, SICOMP 1977].

By contrast, optimal STTs are not known to be computable in polynomial time, and the fastest constant-approximation algorithm runs in $O(n^3)$ time [Berendsohn, Kozma, SODA 2022]. Centroid trees can be defined for STTs analogously to BSTs, and they have been used in a wide range of algorithmic applications. In the unweighted case (i.e., for a uniform distribution of queries), the centroid tree can be computed in $O(n)$ time [Brodal, Fagerberg, Pedersen, Östlin, ICALP 2001; Della Giustina, Prezza, Venturini, SPIRE 2019]. These algorithms, however, do not readily extend to the weighted case. Moreover, no approximation guarantees were previously known for centroid trees in either the unweighted or weighted cases.

In this paper we revisit centroid trees in a general, weighted setting, and we settle both the algorithmic complexity of constructing them, and the quality of their approximation. For constructing a weighted centroid tree, we give an output-sensitive $O(n \log h) \subseteq O(n \log \log n)$ time algorithm, where $h$ is the height of the resulting centroid tree. If the weights are of polynomial complexity, the running time is $O(n \log \log n)$. We show these bounds to be optimal, in a general decision tree model of computation. For approximation, we prove that the cost of a centroid tree is at most twice the optimum, and this guarantee is best possible, both in the weighted and unweighted cases. We also give tight, fine-grained bounds on the approximation-ratio for bounded-degree trees and on the approximation-ratio of more general $\alpha$-centroid trees.
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1 Introduction

Search trees on trees (STTs) are a far-reaching generalization of binary search trees (BSTs), modeling the exploration of tree-shaped search spaces. Given an undirected tree $T$, an STT on $T$ is a tree rooted at an arbitrary vertex $r$ of $T$, with subtrees built recursively on the components resulting after removing $r$ from $T$, see Figure 1 for an example. BSTs correspond to the special case where the underlying tree $T$ is a path.

STTs and, more generally, search trees on graphs arise in several different contexts and have been studied under different names: 
	- *tubings* [14],
	- *vertex rankings* [20, 8, 23],
	- *ordered colorings* [35],
	- *elimination trees* [43, 49, 2, 9].

STTs have been crucial in many algorithmic applications, e.g., in pattern matching and counting [24, 37, 27], cache-oblivious data structures [4, 25], tree clustering [26], geometric visibility [30], planar point location [29], distance oracles [16]. They arise in matrix factorization (e.g., see [22, §12]), and have also been related to the competitive ratio in certain online hitting set problems [23].

Similarly to the setting of BSTs, a natural goal is to find an STT in which the expected depth of a vertex is as small as possible; we refer to such a tree as an optimal tree, noting that it is not necessarily unique. This optimization task can be studied both for the uniform probability distribution over the vertices, and for the more general case of an arbitrary distribution given as input. We refer to the first as the unweighted and the second as the weighted problem.

For BSTs, both the unweighted and the weighted problems are well-understood. In the unweighted case, a simple balanced binary tree achieves the optimum. In the weighted case, an optimal tree on $n$ vertices can be found in time $O(n^2)$ by Knuth's algorithm [36], a textbook example of dynamic programming. No faster algorithm is known in general, although Larmore’s algorithm [40] achieves better bounds under certain regularity assumptions on the weights; for example, if the probability assigned to each vertex is $\Omega(1/n)$, then the optimum can be found in time $O(n^{1.591})$.

By contrast, the complexity of computing an optimal STT is far less understood. Even in the unweighted case, no polynomial-time algorithm is known, and the problem is not known to be NP-hard even with arbitrary weights. Recently, a PTAS was given for the weighted problem [7], but its running time for obtaining a $(1 + \varepsilon)$-approximation of the optimal STT is $O(n^{1+2/\varepsilon})$, which is prohibitive for reasonably small values of $\varepsilon$. Note that the apparently easier problem of minimizing the maximum depth of a vertex, i.e., computing the treedepth of a tree, can be solved in linear time by Schäffer’s algorithm [50], and treedepth itself has many algorithmic applications, e.g., see [47, §6,7].

**Centroid trees.** Given the relatively high cost of computing optimal binary search trees, research has turned already half a century ago to efficient approximations. Mehlhorn has shown [44, 45] that a simple BST that can be computed in $O(n)$ time closely approximates the optimum. More precisely, both the optimum cost and the cost of the obtained tree are in $[H/\log(3), H + 1]$, where $H$ is the binary entropy of the input distribution.\(^1\) Alternatively, the cost can be upper bounded by $\text{OPT} + \log(\text{OPT}) + \log e$, where $\text{OPT}$ is the cost of the optimal tree. Observe that this means that the approximation ratio gets arbitrarily close to 1 as $\text{OPT}$ goes to infinity.\(^2\)

---

\(^1\) All logarithms in this paper are base 2.

\(^2\) Results for BSTs are sometimes presented in a more general form, where the input distribution also accounts for unsuccessful searches, i.e., it may assign non-zero probabilities to the gaps between neighboring vertices and outside the two extremes. Extending such a model to STTs is straightforward, but perhaps less natural in the case of general trees, we therefore omit it for the sake of simplicity, and consider only successful searches.
Figure 1. (Left.) Tree $T$. (Middle.) Centroid tree of $T$. (Right.) A different STT on $T$. Colors indicate weights (probabilities), $w(e) = w(h) = w(i) = 0.15$, $w(d) = w(j) = w(k) = 0.10$, and all other vertices have weight 0.05. Observe that the centroid tree is (in this example) unique.

The BST that achieves the above guarantees is built by recursively picking roots such as to make the weights of the left and right subtrees “as equal as possible”. This is a special case of a centroid tree, defined as follows. Given a tree $T$, a centroid of $T$ is a vertex whose removal from $T$ results in components with weight at most half of the total weight of $T$. A centroid tree is built by iteratively finding a centroid and recursing on the components resulting after its removal. See Figure 1 for an example.

The fact that an (unweighted) centroid always exists was already shown in the 19-th century by C. Jordan [34]. We sketch the easy, constructive argument that also shows the existence of a weighted centroid: start at an arbitrary vertex of $T$ and, as long as the current vertex is not a centroid, move one edge in the direction of the component with largest weight. It is not hard to see that the procedure succeeds, visiting each vertex at most once.

A straightforward implementation of the above procedure finds an unweighted centroid tree in $O(n \log n)$ time. This running time has been improved to $O(n)$ by carefully using data structures [11, 28]. The run-time guarantees however, do not readily generalize from the unweighted to the weighted setting. Intuitively, the difficulty lies in the fact that in the weighted case, the removal of a centroid vertex may split the tree in a very unbalanced way, leaving up to $n - 1$ vertices in one component. Thus, a naive recursive approach will take $\Theta(n^2)$ time in the worst case.

Most algorithmic applications of STTs, including those mentioned before, rely on centroid trees. It is therefore surprising that nothing appears to be known about how well the centroid tree approximates the optimal STT in either the unweighted or weighted cases. In this paper we prove that the centroid tree is a 2-approximation of the optimal STT, and that the factor 2 is, in general, best possible, both in the unweighted and weighted settings. As our main result, we also show a more precise bound on the approximation ratio of centroid trees, in terms of the maximum degree of the underlying tree $T$.

Before stating our results, we need a few definitions. Consider an undirected, unrooted tree $T$ given as input, together with a weight function $w : V(T) \rightarrow \mathbb{R}_{\geq 0}$. For convenience, for any subgraph $H$ of $T$, we denote $w(H) = \sum_{x \in V(H)} w(x)$. (To interpret the weights as probabilities, we need the condition $w(T) = 1$. It is, however, often convenient to relax this requirement and allow arbitrary non-negative weights, which is the approach we will take.)

3 In their recent paper on dynamic STTs, Bose, Cardinal, Iacono, Koumoutsos, and Langerman [10] remark that the ratio between the costs of the centroid- and optimal trees may be unbounded. In light of our results, this observation is erroneous. It is true, however, that a centroid tree built using the uniform distribution may be far from the optimum w.r.t. a different distribution.
A search tree on $T$ is a rooted tree $T$ with vertex set $V(T)$ whose root is an arbitrary vertex $r \in V(T)$. The children of $r$ in $T$ are the roots of search trees built on the connected components of the forest $T - r$. A tree consisting of a single vertex admits only itself as a search tree. It follows from the definition that for all $x$, the subtree $T_x$ of $T$ rooted at $x$ induces a connected subgraph $T[V(T_x)]$ of $T$, and moreover, $T_x$ is a search tree on $T[V(T_x)]$.

The cost of a search tree $T$ on $T$ is $\text{cost}_w(T) = \sum_{x \in V(T)} w(x) \cdot \text{depth}_T(x)$, where the depth of the root is taken to be 1. The optimum cost $\text{OPT}(T, w)$ is the minimum of $\text{cost}_w(T)$ over all search trees $T$ of $T$.

A vertex $v \in V(T)$ is a centroid if for all components $H$ of $T - v$, we have $w(H) \leq w(T)/2$.

A search tree $T$ of $T$ is a centroid tree if vertex $x$ is a centroid of $T[V(T_x)]$ for all $x \in V(T)$. In general, the centroid tree is not unique, and centroid trees of the same tree can have different costs. We denote by $\text{cent}(T, w)$ the maximum cost of a centroid tree of $(T, w)$, with weight function $w$.

We can now state our approximation guarantee for centroid trees.

**Theorem 1.** Let $T$ be a tree, $w : V(T) \to \mathbb{R}_{\geq 0}$, and $m = w(T)$. Then

$$\text{cent}(T, w) \leq 2 \cdot \text{OPT}(T, w) - m.$$  

We show that this result is optimal, including in the additive term. Moreover, the constant factor 2 cannot be improved even for unweighted instances.

**Theorem 2.**

(i) For every $\varepsilon > 0$ there is a sequence of instances $(T_n, w_n)$ with $w_n(T_n) = 1$, and for every centroid tree $C_n$ of $(T_n, w_n)$

$$\text{cost}_{w_n}(C_n) \geq 2 \cdot \text{OPT}(T_n, w_n) - 1 - \varepsilon.$$  

(ii) There is a sequence of instances $(T_n, w_n)$, where $w_n$ is the uniform distribution on $V(T_n)$, and for every centroid tree $C_n$ of $(T_n, w_n)$

$$\lim_{n \to \infty} \frac{\text{cost}_{w_n}(C_n)}{\text{OPT}(T_n, w_n)} = 2.$$  

In both cases $\lim_{n \to \infty} \text{OPT}(T_n, w_n) = \infty$.

Note that the fact that $\lim_{n \to \infty} \text{OPT}(T_n, w_n) = \infty$ in Theorem 2 establishes that the asymptotic approximation ratio is 2. By this we mean that every bound of the form $\text{cent} \leq c \cdot \text{OPT} + o(\text{OPT})$ must have $c \geq 2$.

We next show a stronger guarantee when the underlying tree has bounded degree.

**Theorem 3.** Let $T$ be a tree, $w : V(T) \to \mathbb{R}_{\geq 0}$, and let $\Delta$ be the maximum degree of $T$. Then

$$\text{cent}(T, w) \leq \left(2 - \frac{1}{2\Delta}\right) \cdot \text{OPT}(T, w).$$  

We complement this result by two lower bounds. The first establishes the tightness of the approximation ratio. The second shows a (slightly smaller) lower bound on the approximation ratio for instances where $\text{OPT}$ is unbounded.

---

4 Consider, for instance the two different centroid trees of a path on four vertices, with weights $(0.2, 0.3, 0.2, 0.3)$. 

Theorem 4. Let $\Delta \geq 3$ be integer.

(i) There is a sequence of instances $(\mathcal{T}_n, w_n)$ such that $\mathcal{T}_n$ has maximum degree at most $\Delta$, and for every centroid tree $C_n$ of $(\mathcal{T}_n, w_n)$

$$\lim_{n \to \infty} \frac{\text{cost}_{w_n}(C_n)}{\text{OPT}(\mathcal{T}_n, w_n)} = 2 - \frac{1}{2^\Delta}.$$

(ii) There is a sequence of instances $(\mathcal{T}_n, w_n)$ such that $\mathcal{T}_n$ has maximum degree at most $\Delta$, $\lim_{n \to \infty} \text{OPT}(\mathcal{T}_n, w_n) = \infty$, $w_n(\mathcal{T}_n) = 1$, and for every centroid tree $C_n$ of $(\mathcal{T}_n, w_n)$

$$\text{cost}_{w_n}(C_n) \geq \left(2 - \frac{4}{2^\Delta}\right) \cdot \text{OPT}(\mathcal{T}_n, w_n) - 1.$$

We remark that Theorem 4(i) does not exclude the possibility of a bound of the form $\text{cent} \leq c \cdot \text{OPT} + o(\text{OPT})$, where $c < 2 - \frac{1}{2^\Delta}$, as here $\text{OPT}(\mathcal{T}_n, w_n)$ is bounded. Part (ii), however, establishes that a bound of the form $\text{cent} \leq c \cdot \text{OPT} + o(\text{OPT})$ must have $c \geq 2 - \frac{1}{2^\Delta}$. We leave open the problem of closing the gap in the asymptotic approximation ratio in terms of $\Delta$.

Computing centroid trees. On the algorithmic side, we show that the weighted centroid tree can be computed in $O(n \log n)$ time. Previously, the fastest known constant-approximation algorithm [7] took $O(n^3)$ time (similarly achieving an approximation ratio of 2). The main step of our algorithm, finding the weighted centroid of a tree, is achievable in $O(\log n)$ time, assuming that the underlying tree is stored in a top tree data structure [1]. Iterating this procedure in combination with known algorithms for constructing and splitting top trees yields the algorithm that runs in $O(n \log n)$ time. As our main algorithmic result, we also develop an improved, output-sensitive algorithm, with running time $O(n \log \log n)$, where $h$ is the height of the resulting centroid tree, yielding a running time $O(n \log \log n)$ in the typical case when the height is $O(\log n)$.

Theorem 5. Let $\mathcal{T}$ be a tree on $n$ vertices and $w$ be a weight function. We can compute a centroid tree of $(\mathcal{T}, w)$ in time $O(n \log h)$, where $h$ is the height of the computed centroid tree.

One may ask whether the weighted centroid tree can be computed in linear time, similarly to the unweighted centroid tree, or to the weighted centroid BST. We show that, assuming a general decision tree model of computation, this is not possible, and the algorithm of Theorem 5 is optimal for all $n$ and $h$ (up to a constant factor). Our lower bound on the running time applies, informally, to any deterministic algorithm in which the input weights affect program flow in the form of binary decisions, involving arbitrary computable functions.

More precisely, consider a tree $\mathcal{T}$ on $n$ vertices. We say that a binary decision tree $D_{\mathcal{T}}$ solves $\mathcal{T}$ for a class of weight functions $\mathcal{W}$ mapping $V(\mathcal{T})$ to $\mathbb{R}_{\geq 0}$, if the leaves of $D_{\mathcal{T}}$ are search trees on $\mathcal{T}$, every branching of $D_{\mathcal{T}}$ is of the form “$f(w) > 0$?” for some computable function $f : \mathcal{W} \to \{-1, +1\}$, and for every weight function $w \in \mathcal{W}$, starting from the root of $D_{\mathcal{T}}$ and following branchings down the tree, we reach a leaf $T$ of $D_{\mathcal{T}}$ that is a valid centroid tree for $(\mathcal{T}, w)$. The height of $D_{\mathcal{T}}$ is then a lower bound on the worst-case running time.

Theorem 6. Let $h \geq 3$ and $n \geq h + 1$ be integers. Then there is a tree $\mathcal{T}$ on at most $n$ vertices and a class $\mathcal{W}$ of weight functions on $V(\mathcal{T})$ such that for every $w \in \mathcal{W}$, every centroid tree of $(\mathcal{T}, w)$ has height $h$, and every binary decision tree that solves $\mathcal{T}$ for $\mathcal{W}$ has height $\Omega(n \log h)$. 
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We can nonetheless improve the running time, when the weights are restricted in certain (natural) ways. We define the spread $\sigma$ of a weight function $w$ as the ratio between the total weight $w(T)$, and the smallest non-zero weight of a vertex. As we show, $O(n \log h) \subseteq O(n \log (\sigma + n))$ and therefore, when $\sigma \in n^{O(1)}$ (for instance, if the weights are integers stored in RAM words), we obtain a running time of $O(n \log log n)$.

When many vertices have zero weight, we obtain further improvements, e.g., if only $O(n/\log n)$ of the weights are non-zero, we can compute a centroid tree in $O(n)$ time, even if the height $h$ is large. The precise statement of these refined bounds and the discussion of their optimality are available in the full version of this paper [6].

**Approximate centroid trees.** Finally, we consider the approximation guarantees of a generalized form of centroid trees. Let us call a vertex $v$ of a tree $T$ an $\alpha$-centroid, for $0 \leq \alpha \leq 1$, if $w(H) \leq \alpha \cdot w(T)$, for all components $H$ of $T - v$. An $\alpha$-centroid tree is an STT in which every vertex $x$ is an $\alpha$-centroid of its subtree $T[V(T_x)]$.

Observe that the standard centroid tree is a $\frac{1}{2}$-centroid tree, and all STTs are 1-centroid trees. Also note that an $\alpha$-centroid is a $\beta$-centroid for all $\beta \geq \alpha$ and that the existence of an $\alpha$-centroid is not guaranteed for $\alpha < \frac{1}{2}$ (consider a single edge with the two endpoints having the same weight). On the other hand, an $\alpha$-centroid for $\alpha < \frac{1}{2}$, if it exists, is unique, and therefore the $\alpha$-centroid tree is also unique. To see this, consider an $\alpha$-centroid $c$ that splits $T$ into components $T_1, \ldots, T_k$. If an alternative $\alpha$-centroid $c'$ were in component $T_i$, then its removal would yield a component containing all vertices in $T - V(T_i)$, of weight at least $(1 - \alpha) \cdot w(T) > \alpha \cdot w(T)$.

Denote by $\text{cent}^\alpha(T, w)$ the maximum cost of an $\alpha$-centroid tree of $(T, w)$, or 0 if no $\alpha$-centroid tree exists. We refine our guarantee from Theorem 1 to approximate centroid trees:

1. **Theorem 7.** Let $T$ be a tree, $w : V(T) \rightarrow \mathbb{R}_{\geq 0}$, $m = w(T)$. We have

   $\text{cent}^\alpha(T, w) \leq \frac{1}{1 - \alpha} \cdot \text{OPT}(T, w) - \frac{\alpha}{1 - \alpha}m$, for $\alpha \in (0, 1)$,

   $\text{cent}^\alpha(T, w) \leq \frac{1}{2 - 3\alpha} \cdot \text{OPT}(T, w) - \frac{3\alpha - 1}{2 - 3\alpha}m$, for $\alpha \in \left[\frac{1}{3}, \frac{1}{2}\right]$.

Note that the second bound is a strengthening of the first when $\alpha < \frac{1}{2}$. In particular, for $\alpha \leq \frac{1}{3}$, it implies that an $\alpha$-centroid tree is optimal, if it exists.

We show that the result is tight when $\alpha \geq \frac{1}{2}$ by proving a matching lower bound.

2. **Theorem 8.** For every $\alpha \in \left[\frac{1}{2}, 1\right]$ there is a sequence of instances $(T_n, w_n)$ with

   $\lim_{n \rightarrow \infty} \text{OPT}(T_n, w_n) = \infty$, $w_n(T_n) = 1$ and

   $\text{cent}^\alpha(T_n, w_n) \geq \frac{1}{1 - \alpha} \cdot \text{OPT}(T_n, w_n) - \frac{\alpha}{1 - \alpha}$.

Note that if $\alpha > \frac{1}{2}$, we cannot prove such a lower bound for all $\alpha$-centroid trees of $(T_n, w_n)$ (as in Theorem 2), since a $\frac{1}{2}$-centroid tree exists and has stronger approximation guarantees according to Theorem 1.

Finally, we argue that every optimal STT is a $\frac{1}{2}$-centroid tree. A special case of this result (for BSTs) was shown by Hirschberg, Larmore, and Molodowitch [32], who also showed that the ratio $\frac{3}{7}$ is tight (in the special case of BSTs, and thus, also for STTs).

3. **Theorem 9.** Let $T$ be an optimal STT of $(T, w)$. Then, $T$ is a $\frac{1}{2}$-centroid tree of $(T, w)$. 

Structure of the paper. In this extended abstract we omit some of the proofs, discussions, and technical details which are included in the full paper [6]. In Section 2 we state a number of results needed in the proofs. The general upper and lower bounds on the approximation ratio of centroid trees (Theorems 1 and 2) are proved in Section 3. These results can be seen as a warm-up towards the fine-grained bounds on the approximation ratio of centroid trees (Theorems 3 and 4), which we prove in Section 4. The algorithmic results (Theorem 5) are discussed in Section 5, with the details of the output-sensitive algorithm, the lower bounds (Theorem 6), and further extensions available in the full paper. Results on α-centroids (Theorems 7, 8, and 9) are proved in the full paper. In Section 6 we conclude with open questions.

Related work. Different models of searching in trees have also been considered, e.g., the one where we query edges instead of vertices [3, 39, 46, 48], with connections to searching in posets [42, 31]. In the edge-query setting, Cicalese, Jacobs, Laber and Molinaro [17, 18] study the problem of minimizing the average search time of a vertex, and show this to be an NP-hard problem [17]. They also show that an “edge-centroid” tree (in their terminology, a greedy algorithm) gives a \( \frac{1}{1.62} \)-approximation of the optimum [18].

STTs generalize BSTs, therefore it is natural to ask to what extent the theory developed for BSTs can be extended to STTs. Defining a natural rotation operation on STTs, Bose, Cardinal, Iacono, Koumoutsos, and Langerman [10] develop an \( O(\log \log n) \) competitive dynamic STT, analogously to Tango BSTs [19]. In a similar spirit, Berendsohn and Kozma [7] generalize Splay trees [51] to STTs. The rotation operation on STTs naturally leads to the definition of tree associahedra, a combinatorial structure that extends the classical associahedron defined over BSTs or other Catalan-structures. Properties of tree- and more general graph associahedra have been studied in [14, 21, 15, 12, 13, 5].

Searching in trees and graphs has also been motivated with applications, including file system synchronisation [3, 46], software testing [3, 46], asymmetric communication protocols [38], VLSI layout [41], and assembly planning [33].

2 Preliminaries

Given a graph \( G \), we denote by \( V(G) \) its set of vertices, by \( E(G) \) its set of edges, and by \( \mathbb{C}(G) \) its set of connected components. If \( v \in V(G) \), denote by \( N_G(v) \) the set of neighbors of \( v \) in \( G \), and \( \deg_G(v) = |N_G(v)| \). For \( S \subseteq V(G) \), denote by \( G[S] \) the subgraph of \( G \) induced by \( S \), and for brevity, \( G - v = G[V(G) - \{v\}] \), and \( G - S = G[V(G) - S] \).

The following observation is straightforward.

\[ \text{Observation 10. Let } T \text{ be a search tree on } T, \text{ w: } V(T) \to \mathbb{R}_{\geq 0}, m = w(T) \text{ and } r = \text{root}(T). \text{ For each component } H \in \mathbb{C}(T-r), \text{ denote by } T_H \text{ the subtree of } T \text{ rooted at the unique child of } r \text{ in } H. \text{ Then } \]

\[ \text{cost}_w(T) = m + \sum_{H \in \mathbb{C}(T-r)} \text{cost}_w(T_H) \geq m + \sum_{H \in \mathbb{C}(T-r)} \text{OPT}(H, w). \]

Projection of a search tree. For a rooted tree \( T \) and a vertex \( v \in V(T) \), we denote by \( \text{Path}_r(v) \) the set of vertices on the path in \( T \) from \( \text{root}(T) \) to \( v \), including both endpoints. Our upper bounds require the following notion of projection of a search tree.
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\begin{itemize}
  \item \textbf{Theorem 11.} Let $T$ be a search tree on $\mathcal{T}$ and $\mathcal{H}$ a connected subgraph of $\mathcal{T}$. There is a unique search tree $T|\mathcal{H}$ on $\mathcal{H}$ such that for every $v \in V(\mathcal{H})$, 
  \[ \text{Path}_{T|\mathcal{H}}(v) = \text{Path}_T(v) \cap V(\mathcal{H}). \]

  \item \textbf{Definition 12 (Projection).} Let $T$ be a search tree on $\mathcal{T}$ and $\mathcal{H}$ a connected subgraph of $\mathcal{T}$. We call $T|\mathcal{H}$, whose existence is established by Theorem 11, the projection of $T$ to $\mathcal{H}$.

  \item \textbf{Tie-breaking.} Our lower bounds require the following tie-breaking procedure.
  \begin{itemize}
    \item \textbf{Lemma 13.} Let $T$ be a tree, $w : V(T) \to \mathbb{R}_{\geq 0}$ a weight function and let $C$ be a centroid tree of $(T, w)$. For every $\varepsilon > 0$ there exists a weight function $w' : V(T) \to \mathbb{R}_{\geq 0}$ such that $C$ is the unique centroid tree of $(T, w')$ and $\|w' - w\|_\infty < \varepsilon$.
  \end{itemize}

  \item \textbf{Centroid and median.} A certain concept of a median vertex of a tree has been used previously in the literature. If $T$ is a tree with positive vertex weights and positive edge weights, then the median of $T$ is the vertex $v$ minimizing the quantity $\sum_{u \neq v} w(u) \cdot d(u, v)$. Here $w(u)$ is the weight of the vertex $u$, and $d(u, v)$ is the distance from $u$ to $v$, i.e., the sum of the edge weights on the path from $u$ to $v$. We show that if all edge-weights are 1, then medians are precisely centroids.
  \begin{itemize}
    \item \textbf{Lemma 14.} Let $T$ be a graph and $w$ be a weight function on $V(T)$. For each $u \in V(T)$, define $W(u) = \sum_{v \in V(T)} d_T(u, v) \cdot w(v)$, where $d_T(u, v)$ denotes the number of edges on the path from $u$ to $v$ in $T$. Then $c \in V(T)$ is a centroid of $(T, w)$ if and only if $W(c)$ is minimal.
  \end{itemize}

  Proofs to Theorem 11 and Lemmas 13 and 14 are available in the full paper [6].

\end{itemize}

\section{Approximation guarantees for general trees}

In this section we prove the general upper bound and lower bounds the approximation quality of centroid trees. We start with the upper bound.

\begin{itemize}
  \item \textbf{Theorem 1.} Let $T$ be a tree, $w : V(T) \to \mathbb{R}_{\geq 0}$, and $m = w(T)$. Then
  \[ \text{cent}(T, w) \leq 2 \cdot \text{OPT}(T, w) - m. \]

  We prove the following lemma.
  \begin{itemize}
    \item \textbf{Lemma 15.} Let $c$ be a centroid of $(T, w)$ and $m = w(T)$. Then
    \[ \text{OPT}(T, w) \geq \frac{m}{2} + \frac{w(c)}{2} + \sum_{\mathcal{H} \in \mathcal{C}(T - c)} \text{OPT}(%H, w). \] \hfill (1)
  \end{itemize}

  \textbf{Proof.} Let $T$ be an arbitrary search tree on $\mathcal{T}$. We will show that $\text{cost}_w(T)$ is at least the right hand side of Equation (1).

  Denote $r = \text{root}(T)$. If $r = c$, using Observation 10, we have
  \[ \text{cost}_w(T) \geq m + \sum_{\mathcal{H} \in \mathcal{C}(T - c)} \text{OPT}(\mathcal{H}, w), \]

  which implies the claim. Assume therefore that $r \neq c$. Denote by $\mathcal{H}^*$ the connected component of $T - c$ where $r$ is. The contribution of vertices of $\mathcal{H}^*$ to $\text{cost}_w(T)$ is at least $\text{cost}_w(T|_{\mathcal{H}^*})$. For $\mathcal{H} \in \mathcal{C}(T - c)$, $\mathcal{H} \neq \mathcal{H}^*$ and $v \in V(\mathcal{H})$, we have $\text{Path}_T(v) \supseteq \{r\} \cup \text{Path}_{T|_{\mathcal{H}}}(v)$, therefore
the contribution of vertices of every \( \mathcal{H} \neq \mathcal{H}^* \) is at least \( w(\mathcal{H}) + \text{cost}_w(T|\mathcal{H}) \). Finally, the contribution of \( c \) is at least \( 2w(c) \), since both \( c, r \in \text{Path}_T(c) \). Summing the contributions of all the vertices, we get

\[
\text{cost}_w(T) \geq 2w(c) + \text{cost}_w(T|\mathcal{H}^*) + \sum_{\mathcal{H} \neq \mathcal{H}^*} (w(\mathcal{H}) + \text{cost}_w(T|\mathcal{H})) \\
\geq m - w(\mathcal{H}^*) + w(c) + \sum_{\mathcal{H}} \text{OPT}(\mathcal{H}, w) \\
\geq \frac{m}{2} + w(c) + \sum_{\mathcal{H}} \text{OPT}(\mathcal{H}, w),
\]

where the last inequality follows from \( c \) being a centroid.

\[\Box\]

**Proof of Theorem 1.** The proof is by induction on the number of vertices. When \( |V(T)| = 1 \) we have

\[
2 \cdot \text{OPT}(T, w) - m = 2m - m = m = \text{cent}(T, w), \quad \text{as required.}
\]

Assume \( |V(T)| > 1 \). Let \( C \) be a centroid tree on \( T \) and \( c = \text{root}(C) \). Using Observation 10 and the induction hypothesis we have:

\[
\text{cost}_w(C) \leq m + \sum_{\mathcal{H} \in C(T - c)} \text{cent}(\mathcal{H}, w) \\
\leq m + \sum_{\mathcal{H} \in C(T - c)} (2 \cdot \text{OPT}(\mathcal{H}, w) - w(\mathcal{H})) \\
= w(c) + 2 \cdot \sum_{\mathcal{H} \in C(T - c)} \text{OPT}(\mathcal{H}, w),
\]

therefore it is enough to show that

\[
w(c) + 2 \cdot \sum_{\mathcal{H} \in C(T - c)} \text{OPT}(\mathcal{H}, w) \leq 2 \cdot \text{OPT}(T, w) - m,
\]

which is just a re-arrangement of Lemma 15. This concludes the proof.

\[\Box\]

Next, we prove the lower bounds on the approximation quality of centroid trees, showing the tightness of Theorem 1. We note that in the *edge-query model* of search trees a 2-approximation was shown in [18] using techniques similar to those in the proof of Theorem 1. In contrast to that result, however, our approximation guarantee is best possible.

**Theorem 2.**

(i) For every \( \varepsilon > 0 \) there is a sequence of instances \( (T_n, w_n) \) with \( w_n(T_n) = 1 \), and for every centroid tree \( C_n \) of \( (T_n, w_n) \)

\[
\text{cost}_{w_n}(C_n) \geq 2 \cdot \text{OPT}(T_n, w_n) - 1 - \varepsilon.
\]

(ii) There is a sequence of instances \( (T_n, w_n) \), where \( w_n \) is the uniform distribution on \( V(T_n) \), and for every centroid tree \( C_n \) of \( (T_n, w_n) \)

\[
\lim_{n \to \infty} \frac{\text{cost}_{w_n}(C_n)}{\text{OPT}(T_n, w_n)} = 2.
\]

In both cases \( \lim_{n \to \infty} \text{OPT}(T_n, w_n) = \infty \).
As the proofs of both parts of Theorem 2 use the same construction with only slightly different analyses, we prove here only part (i). The proof of part (ii) appears in the full paper [6].

We proceed by constructing a sequence \((T_n, w_n)\) such that for some centroid tree \(C_n\),

\[
\text{cost}_{w_n}(C_n) \geq 2 \cdot \text{OPT}(T_n, w_n) - 1.
\]

Using Lemma 13, we can then add an arbitrarily small perturbation to \(w_n\) to make \(C_n\) the unique centroid tree. (Observe that for every search tree \(T\), \(\text{cost}_w(T)\) is continuous in \(w\), therefore so is \(\text{OPT}(T, w)\).)

The sequence \((T_n, w_n)\) is constructed recursively as follows. For the sake of the construction we view \(T_n\) as a rooted tree. The base case \(T_0\) is a tree with a single vertex \(v\) and \(w_0(v) = 1\). For \(n > 0\), take two copies \((A, w_A)\) and \((B, w_B)\) of \((T_{n-1}, w_{n-1})\). Connect the roots of \(A\) and \(B\) to a new vertex \(c\). Finally, set \(\text{root}(T_n) = \text{root}(A)\) (see Figure 2). We define \(w_n\) as follows. (observe that \(w_n(T_n) = 1\), by induction on \(n\))

\[
w_n(v) = \begin{cases} 
0, & v = c \\
\frac{1}{2} w_A(v), & v \in V(A) \\
\frac{1}{2} w_B(v), & v \in V(B). 
\end{cases}
\]

Let \(C_n\) denote the search tree on \(T_n\) obtained by setting \(c\) as the root and recursing. Observe that \(C_n\) is a centroid tree of \((T_n, w_n)\).

\textbf{Lemma 16.} The following hold

(a) \(\text{cost}_{w_n}(C_n) = n + 1\),
(b) \(\lim_{n \to \infty} \text{OPT}(T_n, w_n) = \infty\).

\textbf{Proof.} Let \(c_n = \text{cost}_{w_n}(C_n)\). Clearly, \(c_0 = 1\). Assume \(n > 0\). Let \(C_A\) and \(C_B\) be search trees on \(A\) and \(B\) respectively, each a copy of \(C_{n-1}\). By construction of \(C_n\) we have

\[
c_n = 1 + \frac{1}{2} \text{cost}_{w_A}(C_A) + \frac{1}{2} \text{cost}_{w_B}(C_B) = 1 + c_{n-1},
\]

and (a) follows by induction.

Using (a) and Theorem 1, part (b) follows:

\[
\text{OPT}(T_n, w_n) \geq \frac{c_n + 1}{2} = \frac{n + 1}{2} \to \infty.
\]

\textbf{Figure 2} Illustration of the proof of Theorem 2(i). Vertex \(r\) is the root of \(T_n\). (\textit{Left}) The underlying tree \(T_n\). (\textit{Middle}) The centroid tree \(C_n\) of \(T_n\). (\textit{Right}) The search tree \(T'_n\).
Lemma 17. \( \text{cost}_{w_n}(T_n) = \frac{n}{2} + 1. \)

Proof. Denote \( t_n = \text{cost}_{w_n}(T_n). \) Clearly \( t_0 = 1. \) Assume \( n > 0. \) The contribution of vertices of \( A \) to \( t_n \) is exactly \( \frac{1}{2} \text{cost}_{w_A}(T_A) = \frac{t_{n-1}}{2}. \) Since \( r \) is an ancestor of all vertices in \( B, \) the contribution of these vertices to \( t_n \) is exactly \( \frac{1}{2} (1 + \text{cost}_{w_B}(T_B)) = \frac{1 + t_{n-1}}{2}. \) Summing the contribution of all vertices, we get \( t_n = t_{n-1} + \frac{1}{2} \) and the claim follows.

Proof of Theorem 2(i). By Lemma 17, \( \text{OPT}(T_n, w_n) \leq \frac{n}{2} + 1. \) Together with Lemma 16, the claim follows.

4 Approximation guarantees for trees with bounded degrees

In this section we show the upper and lower bounds on the approximation quality of centroid trees when the underlying tree \( T \) has bounded degree. We start with the upper bound.

Theorem 3. Let \( T \) be a tree, \( w : V(T) \to \mathbb{R}_{\geq 0}, \) and let \( \Delta \) be the maximum degree of \( T. \) Then

\[
\text{cent}(T, w) \leq \left( 2 - \frac{1}{2\Delta} \right) \cdot \text{OPT}(T, w).
\]

For simplicity, in what follows we omit the weight function \( w \) from notations.

Lemma 18. Let \( C \) be a centroid tree of \( T \) such that \( \text{cost}(C) = \text{cent}(T). \) Let \( P = (v_0, v_1, \ldots, v_p) \) be any path in \( C. \) Then

\[
\text{cent}(T) \leq \left( 2 - \frac{1}{2p} \right) m + \sum_{H \in C(T - P)} \text{cent}(H).
\]

Proof. By induction on \( p. \) For \( p = 0 \) we have

\[
\text{cent}(T) = m + \sum_{H \in C(T - v_0)} \text{cent}(H), \quad \text{as required.}
\]

Assume now \( p > 0. \) Denote by \( \tilde{T} \) the connected component of \( T - v_0 \) where \( v_1 \) is. Denote \( \tilde{P} = (v_1, \ldots, v_p), \) and \( \tilde{m} = w(\tilde{T}). \) Observe that \( \tilde{m} \leq m/2 \) and that \( C(T - P) = C(\tilde{T} - \tilde{P}) \cup (C(T - v_0) - \{\tilde{T}\}). \) By the induction hypothesis we have

\[
\text{cent}(\tilde{T}) \leq \left( 2 - \frac{1}{2p-1} \right) \tilde{m} + \sum_{H \in C(\tilde{T} - \tilde{P})} \text{cent}(H), \quad \text{therefore}
\]

\[
\text{cent}(T) = m + \text{cent}(\tilde{T}) + \sum_{H \in C(T - v_0)} \text{cent}(H) \\
\leq m + \left( 2 - \frac{1}{2p-1} \right) \tilde{m} + \sum_{H \in C(T - P)} \text{cent}(H) + \sum_{H \in C(T - v_0) \setminus C(T - P)} \text{cent}(H) \\
\leq m + \left( 2 - \frac{1}{2p-1} \right) \frac{m}{2} + \sum_{H \in C(T - P)} \text{cent}(H) \\
= \left( 2 - \frac{1}{2p} \right) m + \sum_{H \in C(T - P)} \text{cent}(H), \quad \text{as required.}
\]
Proof of Theorem 3. The proof is by induction on $|V(T)|$. Let $T$ be any search tree on $T$. We will show that $\text{cent}(T) \leq (2 - \frac{1}{2\Delta}) \text{cost}(T)$.

Denote $r = \text{root}(T)$. Let $C$ be a centroid tree on $T$ with $\text{cost}(C) = \text{cent}(T)$. Denote by $v_0, v_1, \ldots, v_d = r$ the vertices along the path to $r$ in $C$. Denote $T_i = T[V(C_{v_i})]$. Observe that $r \in V(T_d) \subseteq \cdots \subseteq V(T_0) = V(T)$. For $i < d$, denote by $K_i$ the connected component of $T - r$ where $v_i$ is. Denote by $s_i$ the unique child of $r$ in $T$ such that $s_i \in V(K_i)$, i.e., $V(T_{s_i}) = V(K_i)$. Finally, denote by $p$ the minimal $i$ for which one of the following holds:

1. $v_i = r$, i.e., $i = d$,
2. $s_i \in V(T_{i+1})$, or
3. there exists $j < i$ such that $K_j = K_i$, i.e., $s_j = s_i$.

Note that from the third condition above it follows that $p \leq \Delta$. Denote $P = (v_0, \ldots, v_p)$.

Proof of Claim 19. The proof breaks into cases according to the defining condition of $p$.

**Case 1.** Assume $v_p = r$. For every $H \in C(T - P)$ and $v \in V(H)$ we have $\text{Path}_T(v) \supseteq \{r\} \cup \text{Path}_{T|_H}(v)$. The contribution of such $v$ to $\text{cost}(T)$ is therefore at least $w(v)(1 + |\text{Path}_{T|_H}(v)|)$. The contribution of each $v_i$ to $\text{cost}(T)$ is at least $w(v_i)$. Summing the contribution of all vertices yields the required result. See Figure 3.

![Figure 3](image-url) Figure 3 Illustration of the proof of Claim 19. Connected components of $T - P$ are represented by light gray circles. (Left.) Case 1. (Right.) Case 2. Vertices in $T - T_p$ have $r$ as ancestor. Vertices in $T_p - T_{p+1}$ have both $r$ and $s_p$ as ancestors.
Case 2. Assume \( s_p \in V(T_{p+1}) \). Denote by \( C_1 \) the set of connected components of \( T - P \) that are not contained in \( T_p \). Denote \( C_2 = C(T - P) - C_1 \) (see Figure 3). For every \( H \in C_1 \), if \( v \in V(H) \), then \( \text{Path}_T(v) \supseteq \{ r \} \cup \text{Path}_{T|_H}(v) \). Therefore, the contribution of vertices in \( V(T_p - T_{p+1}) \) to \( \text{cost}(T) \) is at least
\[
m - w(T_p) + \sum_{H \in C_1} \text{cost}(T|_H). \tag{2}
\]
For vertices \( v \in V(T_p - T_{p+1}) \) we have \( \{ r, s_p \} \subseteq \text{Path}_T(v) \). Therefore, using the fact that \( w(T_p - T_{p+1}) \geq \frac{w(T_p)}{2} \), the contribution of vertices in \( V(T_p) \) to \( \text{cost}(T) \) is at least
\[
2 \cdot w(T_p - T_{p+1}) + \sum_{H \in C_2} \text{cost}(T|_H) \geq w(T_p) + \sum_{H \in C_2} \text{cost}(T|_H). \tag{3}
\]
Summing Equation (2) and Equation (3) yields the required result.

Case 3. Assume that there is a \( j < p \) such that \( \mathcal{K}_p = \mathcal{K}_j \). Since \( p \) is minimal, we further assume that Case 2 did not occur for indices smaller that \( p \). In particular, \( s_p = s_j \notin V(T_p) \).

As in Case 2, the contribution of vertices in \( T - T_p \) to \( \text{cost}(T) \) is at least as in Equation (2). We have \( r \notin V(T_p - T_{p+1}) \) and \( v_p \in V(T_p - T_{p+1}) \cap V(\mathcal{K}_p) \neq \emptyset \), therefore, since \( T_p - T_{p+1} \) is connected, \( V(T_p - T_{p+1}) \subseteq V(\mathcal{K}_p) \) (see Figure 4). It follows that vertices in \( T_p - T_{p+1} \) have both \( r \) and \( s_p \) as ancestors. Since \( w(T_p - T_{p+1}) \geq \frac{w(T_p)}{2} \), the contribution of vertices in \( T_p \) is at least as in Equation (3). As in Case 2, the result follows by summing Equation (2) and Equation (3). 

We now proceed to the lower bounds.

**Theorem 4.** Let \( \Delta \geq 3 \) be integer.

(i) There is a sequence of instances \( (T_n, w_n) \) such that \( T_n \) has maximum degree at most \( \Delta \), and for every centroid tree \( C_n \) of \( (T_n, w_n) \)
\[
\lim_{n \to \infty} \frac{\text{cost}_{w_n}(C_n)}{\text{OPT}(T_n, w_n)} = 2 - \frac{1}{2^{\Delta}}.
\]

(ii) There is a sequence of instances \( (T_n, w_n) \) such that \( T_n \) has maximum degree at most \( \Delta \),
\[
\lim_{n \to \infty} \text{OPT}(T_n, w_n) = \infty, w_n(T_n) = 1, \text{ and for every centroid tree } C_n \text{ of } (T_n, w_n)
\[
\text{cost}_{w_n}(C_n) \geq 2 - \frac{4}{2^{\Delta}} \cdot \text{OPT}(T_n, w_n) - 1.
\]
Part (i). As in the proof of Theorem 2, it will suffice to prove Theorem 4(i) for some centroid tree $C_n$. Using Lemma 13, we can then add arbitrarily small perturbation to $w_n$, making $C_n$ the unique centroid tree.

The sequence $(T_n, w_n)$ of Theorem 4(i) is constructed recursively as follows. For the sake of the construction we regard $T_n$ as a rooted tree. $T_0$ is simply a single vertex $v$ (which is the root) and $w_0(v) = 1$. For $n > 0$, $T_n$ is constructed from $\Delta$ copies of $T_{n-1}$ and $\Delta + 1$ additional vertices, $v_1, \ldots, v_{\Delta+1}$, as shown in Figure 5 (left). The $i$'th copy of $T_{n-1}$ gets the weight function $w_n - 1/2^i$. We set $w_n(v_i) = 0$ for $1 \leq i \leq \Delta$ and $w_n(v_{\Delta+1}) = 1/2^\Delta$. Finally, we set root($T_n$) = $v_1$. By induction, $T_n$ has maximal degree $\Delta$ and $w_n$ is a distribution on $V(T_n)$.

Let $C_n$ be a search tree on $T_n$ defined recursively as follows. Connect the vertices $v_1, \ldots, v_{\Delta+1}$ to form a path and set $v_1$ as the root of $C_n$. Continue recursively on each connected component of $T \setminus \{v_1, \ldots, v_{\Delta+1}\}$. (See Figure 5 (middle).) Observe that $C_n$ is a centroid tree of $(T_n, w_n)$.

Lemma 20. For all $n$,

$$\text{cost}_{w_n}(C_n) = 2^{\Delta+1} - 1 - (2^{\Delta+1} - 2) \left(1 - \frac{1}{2^\Delta}\right)^n. \quad (4)$$

Proof. Denote $c_n = \text{cost}_{w_n}(C_n)$. Clearly $c_0 = 1$ as required. Let $n > 0$. For each $i$, the subtree of all the descendants of $v_i$ in $C_n$ has weight $1/2^{i-1}$. Therefore

$$c_n = \sum_{i=1}^{\Delta+1} \frac{1}{2^{i-1}} + \sum_{i=1}^{\Delta} \frac{1}{2^i} c_{n-1} = 2 - \frac{1}{2^\Delta} + \left(1 - \frac{1}{2^\Delta}\right) c_{n-1}.$$ 

It is straightforward to verify that the right hand side of Equation (4) is the solution to the recursive formula above.

In order to upper bound $\text{OPT}(T_n, w_n)$ we construct recursively a search tree $T_n$ on $T_n$. For $n > 0$, $T_n$ is constructed by setting $v_{\Delta+1}$ as root and attaching to it $\Delta$ copies of $T_{n-1}$. The vertices $v_1, \ldots, v_{\Delta}$ are finally attached as leaves of $T_n$, each at its unique valid place. See Figure 5 (right).

Lemma 21. For all $n$,

$$\text{cost}_{w_n}(T_n) = 2^\Delta - 2^\Delta \left(1 - \frac{1}{2^\Delta}\right)^{n+1}. \quad (5)$$
Proof. Denote $t_n = \text{cost}_{w_n}(T_n)$. We have $t_0 = 1$. For $n > 0$, $t_n$ obeys the recursive relation

$$t_n = 1 + \Delta \sum_{i=1}^{\Delta-1} \frac{1}{2^i} t_{n-1} = 1 + \left(1 - \frac{1}{2^\Delta}\right) t_{n-1},$$

of which the right hand side of Equation (5) is the solution. ◀

Proof of Theorem 4(i). Using Lemma 20 and Lemma 21,

$$\frac{\text{cost}_{w_n}(C_n)}{\text{OPT}(T_n, w_n)} \geq \frac{\text{cost}_{w_n}(C_n)}{\text{cost}_{w_n}(T_n)} \rightarrow 2 - \frac{1}{2^\Delta}.$$ ◀

Observe that, as discussed in Section 1, $\text{OPT}(T_n, w_n)/w_n(T_n)$ is bounded.

Part (ii). To prove Theorem 4(ii), we repeat the recursive construction of Theorem 4(i) with a slight modification. As before, $T_0$ is a tree with a single vertex. For $n > 0$, $(T_n, w_n)$ is constructed from $\Delta$ weighted copies of $(T_{n-1}, w_{n-1})$ and $\Delta - 1$ additional vertices, $v_1, \ldots, v_{\Delta-1}$, each with weight 0, as shown in Figure 6 (left). We set $\text{root}(T_n) = v_1$.

As before, the search tree $C_n$ is defined by connecting the vertices $v_1, \ldots, v_{\Delta-1}$ to a path, setting $v_1$ as root and recursing on the remaining connected component. Observe that $C_n$ is a centroid tree of $(T_n, u_n)$. (See Figure 6 (middle).) The search tree $T_n$ is defined by setting $v_{\Delta-1}$ as root, attaching to it $\Delta$ copies of $T_{n-1}$, then adding the vertices $v_1, \ldots, v_{\Delta-2}$ as leaves, each at its unique valid place. See Figure 6 (right).

Lemma 22. For all $n$,

(a) $\text{cost}_{w_n}(C_n) = \left(2 - \frac{4}{2^\Delta}\right) \cdot n + 1$,

(b) $\text{cost}_{w_n}(T_n) = n + 1$.

The proof follows an analysis similar to that of Lemma 20 and Lemma 21.

Proof. Denote $c_n = \text{cost}_{w_n}(C_n)$ and $t_n = \text{cost}_{w_n}(T_n)$. Clearly $c_0 = t_0 = 1$. For $n > 0$ we have

$$c_n = \sum_{i=1}^{\Delta-1} \frac{1}{2^i} c_{n-1} + \sum_{i=1}^{\Delta-2} \frac{1}{2^i} c_{n-1} + 2 \cdot \frac{1}{2^{2\Delta-1}} c_{n-1} = 2 - \frac{4}{2^\Delta} + c_{n-1},$$

and

$$t_n = \sum_{i=1}^{\Delta-2} \frac{1}{2^i} (t_{n-1} + 1) + 2 \cdot \frac{1}{2^{2\Delta-1}} (t_{n-1} + 1) = 1 + t_{n-1},$$

and the lemma follows by induction. ◀
**Proof of Theorem 4(ii).** The fact that $\lim_{n \to \infty} \text{OPT}(T_n, w_n) = \infty$ follows from Lemma 22 and Theorem 3 (or Theorem 1). Using Lemma 22 again, we have

$$\text{cost}_{w_n}(C_n) \geq \left(2 - \frac{4}{2\Delta}\right) \text{OPT}(T_n, w_n) - 1 + \frac{4}{2\Delta}.$$

Using Lemma 13, for each $n$ we can add small enough perturbation to $w_n$ such that $C_n$ is the unique centroid tree and the claimed bound holds.

## 5 Computing centroid trees

In this section, we show how to compute centroid trees using the top tree framework of Alstrup, Holm, de Lichtenberg, and Thorup [1]. Top trees are a data structure used to maintain dynamic forests under insertion and deletion of edges. Most importantly, they expose a simple interface that allows the user to maintain information in the trees of the forest. For this, the user only needs to implement a small number of internal operations. Alstrup et al. in particular show how to maintain the median of trees in $O(\log n)$ per operation, see Section 2 for the definition of the median. As mentioned before, if all edge-weights are 1, then medians are precisely centroids (see Lemma 14).

**Theorem 23** ([1, Theorem 3.6]). We can maintain a forest with positive vertex weights on $n$ vertices under the following operations:

- Add an edge between two given vertices $u, v$ that are not in the same connected component;
- Remove an existing edge;
- Change the weight of a vertex;
- Retrieve a pointer to the tree containing a given vertex;
- Find the centroid of a given tree in the forest.

Each operation requires $O(\log n)$ time. A forest without edges and with $n$ arbitrarily weighted vertices can be initialized in $O(n)$ time.

Note that Theorem 23 only admits positive vertex weights, whereas we allowed zero-weight vertices. We show how to handle this problem in the full paper [6].

We now show how to use Theorem 23 to construct a centroid tree in $O(n \log n)$ time.

**Theorem 24.** Given a tree $T$ on $n$ vertices and a positive weight function $w$, we can compute a centroid tree of $(T, w)$ in $O(n \log n)$ time.

**Proof.** First build a top tree on $T$ by adding the edges one-by-one, in $O(n \log n)$ time. Then, find the centroid $c$, and remove each incident edge. Then, recurse on each newly created tree (except for the one containing only $c$). The algorithm finds each vertex precisely once and removes each edge precisely once, for a total running time of $O(n \log n)$.

**Output-sensitive algorithm.** We improve the algorithm given above to run in time $O(n \log h)$, where $n$ is the number of vertices in $T$ and $h$ is the height of the computed centroid tree.

The main idea of the algorithm is inspired by the linear-time algorithm for unweighted centroids by Della Giustina, Prezza, and Venturini [28], with a number of further technical challenges. Instead of building a top tree on the whole tree $T$, we first split $T$ into connected subgraphs of size roughly $h$, and build a top tree on each component. Contracting each component into a single vertex yields super-vertices in a super-tree. Each search for a centroid consists of a global search and a local search: We first find the super-vertex containing the
centroid, then we find the centroid within that super-vertex. After finding the centroid, we remove it, which may split up the super-vertex into multiple super-vertices with a top tree each, and also may split the super-tree into a super-forest. Finally, we recurse on each component of the super-forest.

It can be seen that the total number of top tree operations needed is $O(n)$. Since the top trees each contain only $h$ vertices, a top tree operation takes $O(\log h)$ time, for a total of $O(n \log h)$. Detailed description and analysis of the algorithm, as well as the matching lower bound, appear in the full paper [6].

6 Conclusions

We showed that the average search time in a centroid tree is larger by at most a factor of 2 than the smallest possible average search time in an STT and that this bound is tight. We also showed that centroid trees can be computed in $O(n \log h)$ time where $h$ is the height of the centroid tree. Perhaps the most intriguing question is to determine whether the problem of computing an optimal STT is in P. A secondary goal would be to achieve an approximation ratio better than 2 in near linear time. (The running time of the STT’s of Berendsohn and Kozma [7] degrade as $O(n^{2k+1})$ for a $(1 + \frac{1}{k})$-approximation.) As for centroid trees, a remaining question is whether they can be computed in $O(n)$ time whenever the spread of the weight function is $\sigma \in O(n)$.

A special case in which high quality approximation can be efficiently found is when an $\alpha$-centroid tree exists for $\alpha < \frac{1}{2}$. This case can be recognized and handled in near linear time using our algorithm. (Observe that an $\alpha$-centroid tree for $\alpha < \frac{1}{2}$ is also the unique $\frac{1}{2}$-centroid tree.) Theorem 7(ii) gives strong approximation guarantees for this case, yielding the optimum when $\alpha \leq \frac{1}{3}$. It is an interesting question whether the bounds can be improved for $\alpha$ in the range $(\frac{1}{3}, \frac{1}{2})$, i.e., whether Theorem 7(ii) is tight.

A small gap remains in the exact approximation ratio of centroid trees when $T$ has maximum degree $\Delta$ and OPT is unbounded, i.e., between the upper bound $(2 - \frac{1}{2\Delta})$ of Theorem 3 and the lower bound $(2 - \frac{1}{\Delta^2})$ of Theorem 4(ii).
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