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Abstract

The representation of small scale barriers, such as sea-walls, in coastal flooding simulations is a common computational constraint that can be difficult to overcome due to the combination of the need for resolution and the CFL constraining time stepping involved in solving the underlying PDE. This article proposes an approach that uses the state redistribution method (SRD) on shallow water equations to alleviate these problems while remaining conservative and geometrically easy to implement. We will demonstrate the method versus two other comparable approaches along with convergence results. In particular, we save computational time by reducing time steps fivefold when compared to simulation with same resolution using adaptive refinement at the barrier.
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1 Introduction

The threat of coastal flooding to global coastlines is of growing concern. Protecting those coastlines is increasingly important and simulating protective barriers at the coastlines at scale is becoming more critical. The aim of this article is to provide improved computational methods for evaluating the effectiveness of these structures such as in [1, 2]. These structures tend to be narrow in one direction but long in another (e.g. the Maeslant barrier). The difficulty then comes down to how to deal with them computationally. One approach is to use an unstructured grid with lot of refinement near the barrier. This poses two issues: first, the complexity of fitting a grid to various barrier shapes; second, the high computational cost spent resolving the thin barrier. Instead we propose a method that can accommodate a relatively unconstrained barrier across a quadrilateral grid while maintaining conservation properties and not being constrained by time stepping constraints that otherwise would be enforced by the CFL condition when resolving the barrier.

The shallow water equations in 2D are commonly used to model coastal flooding scenarios such as storm surge and tsunamis [3, 4]. In this paper, instead of resolving a physical barrier, the surge barrier is modeled as a zero-width embedded boundary element that acts as a flux interface (line in Fig. 1), similar to that done in [5]. The interface mimics a solid barrier that either completely blocks off incoming waves or admits some waves over the barrier while reflecting others depending on its height. Our results show that this approximation are virtually the same as resolving the barrier, with added computational benefits.

Since we will be simulating our barriers within a Cartesian coordinate framework, the main problem that arises from this approximation is the...
small or cut cell problem, introduced by the barrier that cuts through arbitrary grid cells (Fig. 1), which can get arbitrarily small. This causes strict time step restriction via CFL condition. This stiffness problem can be solved by using a family of methods called cut cell methods [6–8]. The idea is to apply special treatment to cut cells and their neighboring cells to lift the CFL restriction. With cut cell methods, there is no need to generate complex meshes that fit the barrier and allows for overall easier adaptation to different types of barriers [9, 10]. Cut cell methods therefore do not suffer from the CFL restriction that unstructured grids can have.

![Fig. 1: Some cut cells with two states (red and blue) generated by a linear barrier element.](image)

Here we present a simple finite volume method that uses the state redistribution cut cell method [11] and tackles piecewise linear barriers. Results show that even with considerably small cells, we can take full time steps. We treat two barrier problems: an angled barrier and a V-shaped barrier that has an obtuse angle at the corner. In Section 2 we describe the model equation and problem. In Section 3, we explain the numerical method used to solve the problem in regular (uncut) cells and in Section 4, the state redistribution method (SRD) used in cut cells. In Section 5 we present numerical examples and analysis of (1) a 20° angled barrier and (2) a V-shaped barrier with an angle of 117°. Finally we present the computational efficiency that we achieve using our proposed method compared to the common method of refining the barrier in Section 5.2.2.3.

2 Model equation and problem setup

2.1 2D shallow water equations

Shallow water equations (SWE) are a system of hyperbolic partial differential equations modeling horizontal, surface water motion. There are source terms to construct a geophysical version of SWE [12], but for simplicity we only consider bathymetric source terms. SWE can be written as a set of conservation equations [13]:

\[ h_t + (hu)_x + (hv)_y = 0 \]  
\[ (hu)_t + \left( \frac{1}{2}gh^2 + hu^2 \right)_x + (huv)_y = -ghb_x \]  
\[ (hv)_t + (huv)_x + \left( \frac{1}{2}gh^2 + hv^2 \right)_y = -ghb_y, \]

for \((x, y) \in \Omega \subset \mathbb{R}^2\), where \( h \) represents the height of water, \( u \) and \( v \) the \( x \)-velocity and \( y \)-velocity, \( g \) the gravitational constant, and \( b = b(x, y) \) the bathymetry. In the first equation, we have conservation of mass \( h \) and in the second and third equations, if \( \nabla b \equiv 0 \), conservation of momentum. In the presence of bathymetric variation there is loss of conservation of momentum.

We can thus represent the SWE in the following form Eq. (4) as derived in [14]. If:

\[ q = [h, hu, hv], \quad f(q) = [q_2, \frac{1}{2}gq_1^2 + \frac{q_2}{q_1}, \frac{q_2}{q_1}], \]
\[ g(q) = [q_3, \frac{q_2q_3}{q_1}, \frac{1}{2}gq_1^2 + \frac{q_2}{q_1}], \quad \text{and} \quad \Psi(q, b) = [0, -gq_1b_x, -gq_1b_y], \]

then we have for our SWE:

\[ q_t + f(q)_x + g(q)_y = \Psi(q, b). \]  

2.2 Barrier representation on Cartesian grid

We now present the two model problems by showing their grid setup in Fig. 2. Each grid cell has four volume averages: \( H, HU, HV \) and \( B \). We set a uniform bathymetry level \( B = -2 \) throughout the grid.

In red we have our zero width barriers. Note that the cut produces two states on either side of the line in the same cell position. This has both research and coding implications. It has research implications as this is the only instance known by the authors where there are state cells on both sides of a cut cell in 2D. In all cases that deal
with cut cells [15–17], only one side contains the state values. This also has coding implications as we must keep two arrays to track the upper lower state values in the same grid cell position.

2.2.1 Computational aspects

There are several input parameters for our model problem. First, we have the vertices of the barriers 1, 2, and 3 (Fig. 2) which determine the location and geometry of the linear and $V$-shaped barrier. Then we have the barrier height parameter $\beta$, which is the uniform height measured from the bathymetry level. For our model problems, we set vertex $1 = (0, 0.3)$ and vertex $2 = (0, 0.653)$ for the linear barrier case ($20^\circ$) and vertex $1 = (0, 0.72)$, vertex $2 = (0.5, 0.412)$ and vertex $3 = (1, 0.72)$ for the $V$ barrier case ($117^\circ$).

The barriers produce arbitrarily small cut cells on the order of $10^{-5}\Delta x\Delta y$. We compute the locations of cut cells by using the vertices $A$, $B$, and $C$ of the barrier segments and the grid mesh size to identify intersections between the barrier and the grid. We compute the area of a cut cell $\mathcal{A}$ by then identifying its vertices $\{x_i, y_i\}_{i=1}^n$ and using the Shoelace formula. We pre-compute and save these for use in simulation runtime.

3 Numerical method on uncut cells: wave propagation

We employ a finite volume method to solve SWE. The usual finite volume method is to divide the domain into grid cells, compute fluxes on each edge of the grid cell, and update the state via those fluxes.

Let $Q_{i,j}$ denote the state variable $[H_{i,j}, (HU)_{i,j}, (HV)_{i,j}]$, $F_{i\pm1/2,j}$ denote the flux at the left/right edge of the cell, and $G_{i,j\pm1/2}$ denote the flux at the bottom/upper edge (Fig. 3a). Then we have for a simple Godunov update:

$$Q_{i,j}^{n+1} = Q_{i,j}^n - \frac{\Delta t}{\Delta x} \left( F_{i+1/2,j}^n - F_{i-1/2,j}^n \right) - \frac{\Delta t}{\Delta y} \left( G_{i,j+1/2}^n - G_{i,j-1/2}^n \right).$$

(5)

However, there is another method called wave propagation, or flux-based wave decomposition [18], which instead of using fluxes at the edges of
a cell, linearly decomposes the difference of flux vectors from either side of each edge (Fig. 3b). The matrices used for the linear decomposition are given by

$$A = \begin{bmatrix} 1 & 0 & 1 \\ U^* - \sqrt{gH^*} & U^* + \sqrt{gH^*} \\ V^* & 1 & V^* \end{bmatrix},$$

$$B = \begin{bmatrix} 1 & 0 & 1 \\ U^* & 1 & U^* \\ V^* - \sqrt{gH^*} & 0 & V^* + \sqrt{gH^*} \end{bmatrix},$$

where matrix $A$ is used to decompose difference of the flux vectors $f(q)$, and $B$ is used for $g(q)$, and $H^*, U^*, V^*$ represent special averages between $Q_{i,j}$ and neighbors, such as Roe or Einfeldt average [19, 20]. Then the decomposition equations for the right and top edge become

$$f(Q_{i+1,j}) - f(Q_{i,j}) = A\gamma,$$

$$g(Q_{i,j+1}) - g(Q_{i,j}) = B\delta,$$

where $\gamma, \delta \in \mathbb{R}^3$. The reason for using the wave propagation method is that it is a versatile method that can also be applied to nonconservative hyperbolic equations [14] and also an easily implemented method as long as the decomposing matrices are known and well-behaved. The columns of $A$ and $B$ Eq. (6) are the eigenvectors of the Jacobians $f'(q)$ and $g'(q)$, respectively. The eigenvalues corresponding to the $p$th column vector of $A$ are $\{(\sigma_A)_p\}_{p=1}^3 = \{U^* - \sqrt{gH^*}, U^*, U^* + \sqrt{gH^*}\}$, and those corresponding to the $p$th column vector of $B$ are $\{(\sigma_B)_p\}_{p=1}^3 = \{V^* - \sqrt{gH^*}, V^*, V^* + \sqrt{gH^*}\}$.

### 3.1 Update formula using wave propagation

Let $\{(\sigma_A)_p, A(\sigma_A)_p\}$ and $\{(\sigma_B)_p, B(\sigma_B)_p\}$ represent the $p$th eigenvalue-eigenvector pair of the Jacobians $f'(q)$ and $g'(q)$. Then we have the $A$-left and $A$-right fluctuation waves defined by

$$A^-\Delta Q_{i+1/2,j} = \sum_{p:(\sigma_A)_p<0} \gamma_p(\sigma_A)_p A(\sigma_A)_p,$$

$$A^+\Delta Q_{i-1/2,j} = \sum_{p:(\sigma_A)_p>0} \gamma_p(\sigma_A)_p A(\sigma_A)_p,$$

where $\gamma$ is the difference coefficient vector in Eq. (7).

The $B$-up and $B$-down fluctuation waves are given by:

$$B^-\Delta Q_{i+1/2,j} = \sum_{p:(\sigma_B)_p<0} \delta_p(\sigma_B)_p B(\sigma_B)_p,$$

$$B^+\Delta Q_{i+1/2,j} = \sum_{p:(\sigma_B)_p>0} \delta_p(\sigma_B)_p B(\sigma_B)_p,$$

where $\delta$ is the difference coefficient vector in Eq. (8). Then the state update formula via the wave propagation method becomes:

$$Q_{i,j}^{n+1} = Q_{i,j}^n - \frac{\Delta t}{\Delta x} (A^-\Delta Q_{i+1/2,j} + A^+\Delta Q_{i-1/2,j}) - \frac{\Delta t}{\Delta y} (B^-\Delta Q_{i+1/2,j} + B^+\Delta Q_{i,j-1/2}).$$

### 4 Numerical method on cut cells

#### 4.1 Attempt with $h$-boxes: Motivation for Using State Redistribution (SRD)

The authors of this paper have attempted to solve this model problem using $h$-box type methods, with parallel, and diagonal barriers to deal with the small cell problem. The difficulties of the $h$-box method applied to our model problem are (1) cumbersome geometrical calculations, (2) complicated update formulas, and (3) ambiguity in more complex cases. The biggest challenge of the $h$-box method is finding fluxes at the non-barrier edges of the cut cells (Fig. 4). This is because $h$-box extensions off those edges will necessarily cross over the barrier, making it difficult to calculate their average. We will show how SRD overcomes all these challenges and can simulate arbitrary angled barrier and the $V$-shaped barrier.

![Fig. 4: Ambiguous case of $h$-box averaging, required for edge in red.](image-url)
4.2 State Redistribution (SRD)

The equation Eq. (13) shown in the previous section does not work on cut cells because of the geometry of the cut cells. We have different kinds of cut cells as shown in Fig. 5.

Instead of Eq. (13), we apply the state redistribution method. The main idea of the method is to first do a conservative but unstable update on all cut cells and correct for the instability by doing a stable redistribution of those updates.

4.3 1D SRD

The main components of the method are best explained in 1D. In Fig. 6 we have an irregular grid with two small cells, $Q_1$ and $Q_3$, with areas $\alpha \Delta x$ ($\alpha < 0.5$) [22], where a normal update cannot be taken due to the CFL condition. Every other grid cell has length $\Delta x$. This is the same grid setup as in the example in [11], but we provide a slightly different method which will also apply to our 2D model problems.

Before applying the state redistribution, each cell, including the small cells, is given a regular update with the $\Delta t$ prescribed by CFL condition with a regular $\Delta x$, regardless of cell size:

$$Q_i^{n+1} = Q_i^n - \frac{\Delta t}{\alpha_i \Delta x} (A^+ \Delta Q_{i-1/2} + A^- \Delta Q_{i+1/2}),$$

where $\alpha_i = \alpha$ when $i = 1, 3$ and $\alpha_i = 1$ when $i \neq 1, 3$. This will be an unstable yet conservative update for the small cells.

Then we define neighborhoods for each cell, $\{N_i\}$, which are collection of cells to achieve a collective area greater than $0.5 \Delta x$. This means that for cells with $\alpha \geq 0.5$, they are their own neighborhood, e.g. $N_{-1} = Q_{-1}$ (blue in Fig. 6). For the small cells, we can select the regular sized cell immediately to their right and this achieves a collective area larger than $0.5 \Delta x$. The two red boxes in Fig. 6 are such neighborhoods for $Q_1$ and $Q_3$. This is different from the example shown in [11] where neighboring cells are taken from both sides. However, as we shall see, forming this one sided neighborhood is conservative and will be needed in our model problem due to the presence of the zero width barrier.

The neighborhoods also have a special average. The average of a neighborhood is calculated by using its comprising cells’ averages, areas, and their overlap counts, which is the total number of neighborhoods lying over them. For instance, cells $Q_2$ and $Q_4$ both have overlap count of 2 ($N_1, N_2$ and $N_3, N_4$ in Fig. 6). This gives the following neighborhood averages:

$$N_1 = \frac{1}{\alpha + \frac{1}{2}} (\alpha Q_1^{n+1} + \frac{1}{2} Q_2^{n+1}),$$

$$N_3 = \frac{1}{\alpha + \frac{1}{2}} (\alpha Q_3^{n+1} + \frac{1}{2} Q_4^{n+1}),$$

$$N_i = Q_i^{n+1} \text{ for } i \neq 1, 3.$$ 

Note that $\Delta x$ factors out and weights for $Q_2, Q_4$ have overlap count 2 in the denominator. Discounting by overlap count gives the effective volume and is used for conservation purposes as can be seen by checking the mass from before to after SRD stabilization:

$$Q_0 + \alpha Q_1 + Q_2 + \alpha Q_3 + Q_4 + Q_5 \rightarrow Q_0 + \alpha N_1 + \frac{1}{2} (N_1 + N_2) + \alpha N_3 + \frac{1}{2} (N_3 + N_4) + Q_5 + Q_5$$

$$= Q_0 + \alpha Q_1 + Q_2 + (\alpha Q_3 + \frac{1}{2} Q_4) + (\frac{1}{2} Q_4 + \frac{1}{2} Q_5).$$
Finally, stabilized updates of the cells are found by using the neighborhood average values lying over the cells and averaging them if there are multiple neighborhoods:

\[ Q_2^{n+1} = \frac{1}{2}(N_1 + N_2) \quad (17) \]
\[ Q_4^{n+1} = \frac{1}{2}(N_3 + N_4) \quad (18) \]
\[ Q_i^{n+1} = N_i \text{ for } i \neq 2, 4. \quad (19) \]

### 4.4 The original 2D SRD method

In this section we describe an adapted version of original 2D SRD method applicable for impermeable solid boundaries. The method here will apply to our case with the permeable barrier interface, with the exception of the barrier edge handling.

The added complexity is now finding the conservative but unstable updates of the geometrically specific cut cells during the first step of SRD method. There are 8 total types of cut cells (4 if we disregard the sign of the cut slope) as seen in Fig. 5. This means that we must update the cut cells in at most 4 different ways depending on their shapes.

#### 4.4.1 Conservative but unstable update

The way we compute the conservative but unstable updates is by first identifying the cut cell edge lengths. Using the side lengths, we weight the waves arising from those edges as seen in Fig. 7. The waves from the vertical/horizontal edges are computed by using wave propagation with the two adjacent cell values.

At the barrier edge, the original SRD method computes fluctuation waves by first creating normal “h-boxes” [6] extending towards both sides of the barrier edge as in Fig. 7b. The states of these h-boxes are computed by volume weighting the averages of the covered cells and by rotating their momentum with respect to the barrier direction, denoted by \( \tilde{Q} \) in Fig. 7b. The average of the h-box intruding into the solid region is computed by simply negating the velocity in the normal direction to the barrier (Fig. 7b). Since SWE is rotationally invariant, the waves at the barrier edge are calculated using method described in Section 3 with these two h-box averages.

(a) The weighted waves used to update the cut cell \((i, j)\). The wave from the left edge is weighted by \( l_1 \) and the wave from the top edge is weighted by \( l_2 \).

(b) The normal averages used to produce waves at the barrier edge to update the cut cell \((i, j)\). The wave from the barrier edge is weighted by \( l_3 \).

**Fig. 7:** Ratio of edge lengths to mesh size as weights on waves from edges of a cut cell.

Once the cut cells are updated conservatively using the weighted waves at each edge, neighborhoods are found for each cell and compute the neighborhood averages for the SRD updates. The use of overlap counts and small cell criteria \( \mathcal{A} < 0.5 \Delta x \Delta y \) are all the same, so we only show how neighborhoods are formed in the 2D case in Section 4.4.2.

#### 4.4.2 Finding neighborhoods

The two possible types of neighborhood are the normal and the grid neighborhood. As can be seen in left subfigure of Fig. 8, a normal neighborhood of cell \((i, j)\) only uses the cell directly below the cut cell. Note that the neighboring cell could also be a cut cell. As long as the total area of the neighborhood exceeds \(0.5 \Delta x \Delta y\), it is a valid neighborhood.
There are cases when just including the direct neighboring cell does not result in a neighborhood of size bigger than $0.5\Delta x \Delta y$, as in the right sub-figure in Fig. 8. In this case, the neighborhood of cell $(i, j)$ needs not only cell $(i, j - 1)$ but also the cells $(i - 1, j - 1)$ and $(i - 1, j)$ to be included in their neighborhood. This type of neighborhood is used for cut cells that are especially constricted as in the figure and we will not use this type as our V barrier is obtuse, which makes physical sense.

4.5 SRD applied to model problem

In our model problem the main adjustment we need to make to the original SRD method is handling the presence of the additional state on the other side of the barrier. We denote the upper cut cell by the superscript $Q^{U}_{i,j}$ and the lower cut cell by the superscript $Q^{L}_{i,j}$. As shown in Fig. 9a, we remark that aside from the barrier edge, the weighted wave propagation method as illustrated in Fig. 7a applies to both the upper cut cell and the lower cut cell at each edge.

We now need to allow communication between the two sides of the cut through the barrier edge. Consequently, the key differences from the original SRD method are (1) the states used for the Riemann problem at the barrier edge and (2) calculation of fluctuation at the barrier edge, called wave redistribution. Wave redistribution was first developed in [23], but we develop it for the first time in 2D.

(a) The weighted waves used to update both cut cells $Q^{U}_{i,j}$ and $Q^{L}_{i,j}$ at the non-barrier edges. Weights $l_{i}$ are lengths of the cut cell edges.

(b) The rotated averages $\tilde{Q}^{U/L}_{i,j}$ of both cut cells are used to produce waves at the barrier edge to update the cut cells $Q^{U/L}_{i,j}$. The wave is computed using wave redistribution and weighted by barrier edge length $l_{5}$.

Fig. 8: Two types of neighborhoods in 2D SRD. The solid region is made opaque for clarity in identifying the indices.

Fig. 9: Weighted waves with edge lengths of a cut cell for both upper and lower cut cells.

4.5.1 Wave redistribution at barrier edge

For the Riemann problem at the barrier edge, we cannot simply negate the normal momentum. We must define a new Riemann problem to enable overtopping. First, we do not need to use the normal $h$-boxes to compute the fluctuation. Instead
we can simply use the rotated state variables \( \tilde{Q}^L_{i,j}, \tilde{Q}^U_{i,j} \) on either side of the barrier cut:

\[
\tilde{Q}^h_{i,j} = R_{i,j} Q^h_{i,j},
\]

where \( h = L \) or \( U \), and

\[
R_{i,j} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \hat{n}_1 & \hat{n}_2 \\ 0 & \hat{t}_1 & \hat{t}_2 \end{bmatrix},
\]

where rotation vectors \( \hat{n}, \hat{t} \) are simply orthonormal with respect to the barrier. This simple usage of state variables avoids any complicated geometrical computation at the V-tip.

Once we have rotated the states, these two states become the left and right states of two ghost problems, which are needed here just as in any boundary condition. The wave redistribution then redistributes waves from the two ghost Riemann problems. The ghost cell \( Q^* \) introduced in between the two rotated states is a cell with \( B^* = \beta \), the barrier height, and \( Q^* = 0 \) if \( \beta = \min(H^U_{i,j}, H^L_{i,j}) \), to mimic a dry state on top of the barrier. Otherwise, we let the ghost height \( H^* = \min(H^U_{i,j} - \beta, H^L_{i,j} - \beta) \) (minimum overtopping amount) and \( HU^*, HV^* = \min(HU^U_{i,j}, HV^U_{i,j}), \min(HV^L_{i,j}, HV^L_{i,j}) \).

With the ghost cell, we have the following decompositions to perform:

\[
f(\tilde{Q}^L_{i,j}) - f(Q^*) - \Psi_L = A_L \gamma 
\]

\[
f(Q^*) - f(\tilde{Q}^U_{i,j}) - \Psi_U = A_U \delta,
\]

where \( A_L \) is the matrix similar to Eq. (6) for the Riemann problem between \( \tilde{Q}^L_{i,j} \) and \( Q^* \) with associated eigenvalues and eigenvectors \( \{\sigma^L_{i,j}, r^L_{i,j}\} \) and \( A_U \) is that for the Riemann problem between \( \tilde{Q}^U_{i,j} \) and \( Q^* \) with eigenvalues and eigenvectors \( \{\sigma^U_{i,j}, r^U_{i,j}\} \). The terms \( \Psi_L \) and \( \Psi_U \) are given by

\[
\Psi_L = [0, g\Pi_L(B_L - B^*), 0] \quad \text{and} \quad \Psi_U = [0, g\Pi_U(B^* - B_U), 0],
\]

where \( \Pi_{L,U} \) is \( 0.5(H_{L,U} + H^*) \). This simple subtraction of source term from the flux differences is one of the key merits of the wave decomposition method [18].

Then wave redistribution sets a new set of eigenvalues and eigenvectors \( \{\omega_i, \rho_i\} \) as follows:

\[
\omega_i = \frac{1}{2}(\sigma^L_i + \sigma^U_i)
\]

\[
\rho_i = [1, \omega_i, \frac{1}{2} (\tilde{V}^L + \tilde{V}^U)] \quad \text{for} \ i = 1, 3
\]

\[
\rho_2 = [0, 0, 1],
\]

where \( \tilde{V}^L/U \) is the rotated transverse velocity of \( \tilde{Q}^L/U_{i,j} \).

Finally, wave redistribution solves

\[
[A_L\|A_U](\gamma : \delta) = P \epsilon,
\]

where \( [A_L\|A_U] \) is the augmented matrix of two matrices \( A_L \) and \( A_U \), \( \gamma : \delta \) is the augmented vector of coefficient vectors \( \gamma \) and \( \delta \), along the same column axis, and \( P \) is the matrix \( [\rho_1, \rho_2, \rho_3] \). After solving for \( \epsilon \), we have our redistributed fluctuation waves,

\[
A^+ \Delta \tilde{Q}_{i,j} = \sum_{\rho_p > 0} \epsilon_p \omega_p \rho_p
\]

\[
A^- \Delta \tilde{Q}_{i,j} = \sum_{\rho_p < 0} \epsilon_p \omega_p \rho_p.
\]

Then we follow the algorithm in [12] and rotate them back:

\[
A^+ \Delta Q_{i,j} = R^T_{i,j} A^\pm \Delta \tilde{Q}_{i,j}.
\]

These waves are then weighted by the length of the barrier cut edge, as shown in Fig. 9b. This is then used to update the cut cells in a conservative but possibly unstable way,

\[
Q^{L,n+1}_{i,j} = Q^{L,n}_{i,j} - \frac{\Delta t}{\alpha^L_{i,j}} (l_{i,j} A^+ \Delta Q_{i,j}) + l^L_{i-1/2,j} A^+ \Delta Q_{i-1/2,j} + l^L_{i+1/2,j} A^- \Delta Q_{i+1/2,j} + l^L_{i,j+1/2} B^- \Delta Q_{i,j+1/2} + l^L_{i,j-1/2} B^+ \Delta Q_{i,j-1/2},
\]

\[
Q^{U,n+1}_{i,j} = Q^{U,n}_{i,j} - \frac{\Delta t}{\alpha^U_{i,j}} (l_{i,j} A^- \Delta Q_{i,j}) + l^U_{i-1/2,j} A^- \Delta Q_{i-1/2,j} + l^U_{i+1/2,j} A^+ \Delta Q_{i+1/2,j} + l^U_{i,j+1/2} B^- \Delta Q_{i,j+1/2} + l^U_{i,j-1/2} B^+ \Delta Q_{i,j-1/2},
\]

where \( \alpha^U_{i,j} \) is the area of cut cell, \( l_{i,j} \) the length of the barrier edge, and \( l^L_{i+1/2,j} \) and \( l^U_{i,j+1/2} \) represent the lengths of the vertical and horizontal edges of
the cut cell, respectively. Note that there are five terms as the maximum number of cut cell edges is five, but some of them will drop depending on the shape of the cut cell (i.e. some $l$’s will be 0).

### 4.5.2 Neighborhood and overlap count

Once we have updated each cut cell as described above, we then find the neighborhoods for each cut cell. In our model problems, finding the neighborhood for the cut cells is an easier task, as we can use normal neighborhoods for all of them.

![Fig. 10: Normal neighborhoods sufficient for model problems. On the top, we show upper neighborhood (in red) for cell ($i,j$) and lower neighborhood (in blue) for cell ($i,j+1$) and on the bottom, we show upper neighborhoods (red) for cells ($i−1,j$) and ($i,j$) and lower neighborhoods (blue) for cells ($i−1,j+1$) and ($i,j+1$).](image)

As shown in Fig. 10, for each small cell, we choose the cell directly above or below as this will suffice to produce a neighborhood whose area is greater than $0.5\Delta x\Delta y$. For every cut cell produced by either the linear or V-barrier, there will always be a cell above (for upper cut cell) or below (for lower cut cell) whose $\alpha \geq 0.5$. This ensures using normal neighborhood for both the upper and lower half of the cut to be valid. Note that the obtuse angle of incidence for the V-barrier enables us to use normal neighborhoods extensively. Finding the neighborhood for the V-barrier essentially becomes a double copy of the linear problem. Note also that we must only take one sided neighborhoods to avoid mixing states across barrier.

The overlap count also becomes simplified in both model problems when we use the normal neighborhoods. For small cut cells on either side, we have an overlap count of 1, as no other cut cell uses them for neighborhood formation. For the normal neighboring cells above or below small cut cells, we have an overlap count of 2, as they have $\alpha \geq 0.5$ and are their own neighborhoods, in addition to being a neighbor to the small cut cells. If a cut cell has $\alpha \geq 0.5$, then it will automatically be its own neighborhood and have overlap count of 1. Thus the overlap counts alternate between 1 and 2, depending on whether the cell is a small cut cell, non-small cut cell, or a neighbor of a small cut cell.

These overlap counts and the areas of the neighborhood cells then form neighborhood averages:

$$N_{i,j}^{U/L} = \frac{1}{\alpha_{i,j}} \left( \alpha_{i,j}^{U/L} Q_{i,j}^{U/L} + \frac{\alpha_{i,j}^{U/L}}{2\Delta x\Delta y} Q_{i,j}^{U/L} \right),$$

for small cut cells ($i,j$), where $Q_{i,j}^{U/L}$ represent the unstable but conservative update (the superscript $n+1$ is omitted for clarity and reserved for final update). For all other cells, we have $N_{i,j}^{U/L} = Q_{i,j}^{U/L}$.

All in all, we have for our update formula for all small cut cells ($i,j$):

$$Q_{i,j}^{n+1,U/L} = \begin{cases} N_{i,j}^{U/L} & \text{if overlap count } = 1 \\ \frac{1}{2} (N_{i,j}^{U/L} + N_{i,j}^{U/L}) & \text{if overlap count } = 2 \end{cases}$$

### 5 Numerical examples

All the numerical examples presented below have steady water height of $h = 1.2$ and a dam jump of $\Delta h = 0.8$ or 1.5, giving the overall height of the dam break to be $h_d = 2.0$ or 2.7. The barrier heights $\beta$ are chosen to be either $\beta = 1.5$ or $\beta = 5.0$. These are chosen to test both (1) complete reflection of incoming wave by the barrier ($\Delta h = 1.5, \beta = 5.0$) and (2) overtopping of wave over the barrier ($\Delta h = 0.8, \beta = 1.5$). The boundary
conditions for the problems are wall boundaries everywhere except for extrapolation condition on the overtopped side in the overtopping examples.

For comparison, we run two simulations. First is with the same initial condition in GeoClaw, a highly accurate geophysical fluid simulator [3], except with the barriers being single cell wide bathymetric jumps. We note that GeoClaw results are compared to ensure physical reliability of our results and that only similarity in quality of the numerical solution is sought after. Our problem is the numerical limit that the barrier thickness approaches zero, but it is difficult to attain reliable numerical solution using GeoClaw by thinning out the bathymetric jump. Therefore, we compare our simulations against the second, true numerical solutions performed in the mapped grid examples, where we use grid transformations and the wave redistribution method on a computational grid edge mapped to the barrier on the physical grid. We compare the 2D contour plots of water height at specific times from both the SRD cut cell method and GeoClaw/mapped examples and the gauge data, which are height measurements at a specified location in the domain (asterisked), in order to perform convergence analysis.

5.1 The 20° angled barrier

Here we present the first numerical example with a positively sloped 20° barrier. We first show a sufficiently high barrier example that prohibits overtopping of an incoming wave and then a lower barrier that permits overtopping (Fig. 11). In the reflection example, we place our gauge at (0.5, 0.39) just off the barrier, to capture the reflection close to the wall. In the overtopping example, we place two gauges, one at (0.5, 0.39) as before and another at (0.5, 0.8) to both capture the reflection and also the overtopped wave further away from the barrier.

5.1.1 Case of Reflection Only

We test a dam break problem to simulate the incidence of oblique waves upon the barrier.

In order to highlight the wave reflections we amplify the dam break size as well to 1.5. We observe very good comparison at both time snapshots (Fig. 12 and Fig. 13).

At time $t = 0.3$, the incoming wave is gliding up along the barrier while being reflected
back in direction normal to the barrier. One can observe how the wave front on the right has not yet reached the barrier. By time $t = 0.7$, the reflected wave has bounced off the wall boundary condition on the bottom and reflected back onto the barrier, repeating the gliding motion as seen on the lower left region of the barrier. We can see that the gauge heights for all time are also in good agreement between the two methods (Fig. 14).

### 5.1.2 Case of Overtopping

Next we test overtopping using the same slanted barrier. This time we take $\Delta h = 0.8$ and allow the the top edge of the domain to have extrapolation boundary.

We observe from both SRD results and GeoClaw results that the wave is abated from the barrier and proceeds in the same direction after overtopping (Fig. 15). The reflection shown at time $t = 0.7$ on the lower side of the barrier is similar to the reflective behavior observed already in the complete blockage example (Fig. 16). An interesting observation to be made is at $t = 1.4$, the gliding waves ‘pinch up’ to achieve overtopping momentum on the right, whereas it does not overtop on the left part of the barrier.

The similarity in behavior (Fig. 15-Fig. 17) and also magnitude of waves as seen in Fig. 18 assure us of the physicality of the SRD results. We note that there is characteristic difference in the overtopped wave profile Fig. 18a. The GeoClaw example has a lower dip at the end of the first wave than the SRD. We attribute this to the presence of the bathymetric cell jump in the GeoClaw example causing a rarefaction at the “behind”
interface of the jump (i.e. on the side of the overtopping) due to the large disparity in the heights of the water levels across the barrier.

Fig. 16: Comparison with GeoClaw at $t = 0.7$.

Fig. 17: Comparison with GeoClaw at $t = 1.4$.

Fig. 18: Gauge profiles compared with GeoClaw results.

[24]. Also the peaks are slightly off-centered due to the nonzero thickness of barrier causing earlier overtopping for GeoClaw. The reflected wave shown in Fig. 18b, however, is virtually identical.

5.1.3 Comparison to mapped grid

We validate the SRD results against a mapped grid example. We transform the computational uniform grid $(x, y)$ into a skewed grid $f_L(x, y)$ (Fig. 19):

$$f_L(x, y) = (x, \mu_L(y)), \quad \mu_L(y) = \begin{cases} L(x), & \text{if } y \in [0, y^*] \\ \frac{L(x)y}{y^*-y}(y-1)+1, & \text{if } y \in [y^*, 1] \end{cases},$$

where $L(x)$ is the barrier line equation and $y^*$ is the computational $y$-edge mapped to the barrier edge (lime green in Fig. 19), with $y^* = \frac{y_1+y_2}{2}$ (Fig. 2a). At $y = y^*$ wave redistribution is applied.

In Figs. 20 and 21, we observe the gauge results and contours plot at $t = 1.4$ between the SRD and
Fig. 19: Mapped grid for the 20° barrier. Coarsened to 30 × 30 to highlight mapping.

(a) Time profile of Gauge 1 (0.5, 0.8).

(b) Time profile of Gauge 2 (0.5, 0.39).

Fig. 20: Gauge comparisons between SRD and mapped grid. Both on 900 × 900 grid.

Fig. 21: Comparison between SRD (900 × 900) and mapped grid (900 × 900) at t = 1.4.

Table 1: $L_1$ errors computed at gauge point 1 (0.5, 0.8) and 2 (0.5, 0.39).

5.1.4 Convergence

For convergence studies we observe the results at gauge point against the mapped grid (900 × 900) result, as would be of interest in storm simulations. Also we only study the convergence of the overtopped examples, for similar reasons as above mentioned, namely, that in realistic scenarios the barriers will be overtopped by incoming waves.

The convergence is shown in both Table 1 and Fig. 22a. We observe a convergence order of approximately 1.7 for both gauge points. We note that gauge 2 is closer to the barrier and yet the order of convergence is very similar to that for gauge 1, which is further away from the barrier. This order of convergence is surprising, given that we are not doing any gradient reconstruction at
the cut cells but only using piecewise constant values [25]. This is most likely due to use of transverse solvers away from the barrier [14].

![Convergence plots with mapped grid (left) and GeoClaw results (right) for 20° problem.](image1)

(a) Against mapped grid: order around 1.7.

(b) Against GeoClaw: order around 1.2-1.3.

**Fig. 22**: Convergence plots with mapped grid (left) and GeoClaw results (right) for 20° problem.

We also do convergence studies with the GeoClaw example by comparing our SRD results against GeoClaw example on 1200 × 1200 grid and the solution converges with greater than one order of convergence as seen in **Fig. 22b**.

### 5.2 117° angled V-barrier

#### 5.2.1 Case of Reflection Only

**Fig. 23** to **Fig. 24** show an example with 150 × 150 grid in a domain of [0, 1] × [0, 1] for both SRD and GeoClaw and show a nice containment of the water behind the barrier. At **Fig. 23**, we can see the linear wave gliding across each side of the V-barrier towards the center. At **Fig. 24**, the gliding waves have crossed each other and are spreading radially outward away from the center of the barrier, leaving a dip (in blue). In **Fig. 25**, we show the wave profile at gauge point 1. We observe two waves: first initial wave that is reflected at the center and second wave reflected from the side boundary conditions. The second wave is lower in amplitude as it has lost some of its momentum.

![Surface height with barrier height 5.0 at time t = 0.2](image2)

(a) SRD: t = 0.2

![Surface height at time t = 0.2](image3)

(b) GeoClaw: t = 0.2

**Fig. 23**: Because the barrier does not allow overtopping, the two problems are numerical the same.

#### 5.2.2 Case of Overtopping

We increase the resolution to 300 for clearer results and first do a comparison against GeoClaw results to show physicality of our results. From **Fig. 26** to **Fig. 28**, we can see the qualitative similarities of the two 2D plots. At time $t = 0.3$, we see the overtopping wave’s “wing”-like structure just below the V-barrier where the amplitude is highest. In **Fig. 27**, we see the overtopping wave moving radially outward from the center, more captured in the SRD results than GeoClaw. Finally in **Fig. 28** we see the small island of wave amplitude at the bottom center of the plot in both results.
Fig. 24: The gliding reflected waves have crossed each other in opposite directions.

Fig. 25: Time profile at Gauge 1 (0.5,0.5).

We place our gauges at either side of the V-barrier (0.25,0.3), (0.75,0.3), (0.25,0.6), (0.75,0.6) in order to test for symmetry in the results. Indeed we do find symmetry as can be seen in the identical plots of the gauge results in Fig. 29. We observe the major peaks lining up between the two results. Again we see slightly earlier peak and deeper dip in the overtopped waves, due to the presence of physical barrier.

5.2.3 Computational Superiority to Refinement using GeoClaw

To highlight the superiority of using the SRD method on the zero width barrier, we do a V-barrier simulation on GeoClaw using same resolution as SRD but adaptive (double) refinement at the barrier. In reality the refinement level required at barriers will be greater than 2 as barriers are much skinnier than surrounding bathymetric surfaces. The barrier in these GeoClaw runs is two cells wide, to get down to single cell width in the adaptive mesh refinement.

We show results from using two resolutions $\Delta x = 1/300, 1/450$. These already show the computational benefit we derive from our proposed method. We compare the $\Delta t$’s and number of steps taken from both SRD and GeoClaw simulations. For $\Delta x = 1/300$ we observe that we get tenfold increase in the minimum $\Delta t$ (from 8.6e-06 to 9.6e-05) and 320 % increase in the average $\Delta t$ and about fivelfold decrease in the number of steps taken (from 0.00028 to 0.0012 and 9958 steps to 1850 steps). For $\Delta x = 1/450$ we observe about 70fold increase in the minimum $\Delta t$ (from 2.9e-06 to
SRD Barrier Simulations

(a) SRD: $t = 0.7$

(b) GeoClaw: $t = 0.7$

Fig. 27: Note the radially outward moving wave from the center of the V-barrier.

$2.2 \times 10^{-4}$ and 340 % increase in average $\Delta t$ and 5.5 times reduction in number of steps taken (from $1.7 \times 10^{-4}$ to $7.7 \times 10^{-4}$ and 15861 to 2843 steps).

5.3 Comparison to mapped grid

The mapped grid is shown in Fig. 30. Here we transform the computational uniform grid into a physical V shaped grid akin to what is done in [6], with the following mapping $f$:

$$ f_V(x, y) = (x, \mu_V(y)),$$

$$ \mu_V(y) = \begin{cases} \frac{L_1(x)}{1-y} y, & (x, y) \in [0, 0.5] \times [y^*, 1] \\ \frac{L_2(x)}{1-y} (y - 1) + 1, & (0.5, 1] \times [y^*, 1] \end{cases} $$

(36)

where $y^*$ is the computational barrier edge taken to be $y^* = 0.5(y_1 + y_2)$ (Fig. 2b), and $L_1(x)$ is the barrier line from coordinate 1 to 2 and $L_2(x)$ that from coordinate 2 to 3. We apply wave redistribution (Section 4.5.1) at $y^*$.

5.3.1 Convergence

In Fig. 31 we plot the gauge results of $1250 \times 1250$ mapped grid V-barrier example and $1050 \times 1050$ SRD example. We do see that the SRD results contain more fine movements of the wave and that the mapped grid example produces more smooth wave patterns. Overall, however, we see convergence as shown in Table 2 and Fig. 33a (for gauge points 1 through 4). The order of convergence are somewhere around 1.6 for both gauge points (Fig. 33a). Again we observe greater-than-one order of convergence despite using piecewise constant approximations.

Finally, in Fig. 32 we show two 2D plots comparing the SRD results on $1050 \times 1050$ grid and mapped grid results on $1250 \times 1250$ grid at $t=1.4$. We see that SRD is less diffusive even on a slightly lower resolution that the mapped grid example. This can be seen in the finer details in both the reflected side (where the reflected waves cross in the center) and also the overtopped side, in the appearance of more residual overtopped waves.

We also compare our V-barrier SRD results with the finite width thin barrier simulation on
SRD Barrier Simulations

(a) Time profile of Gauge 1,2 \((0.25(0.75), 0.6)\).

(b) Time profile of Gauge 3,4 \((0.25(0.75), 0.3)\).

Fig. 29: Gauge profiles compared with GeoClaw results: \(300 \times 300\) grid.

(a) Time profile of Gauge 1,2 \((0.25(0.75), 0.6)\).

(b) Time profile of Gauge 3,4 \((0.25(0.75), 0.3)\).

Fig. 31: Gauge profiles compared with mapped grid results: \(1050 \times 1050\) for SRD and \(1250 \times 1250\) for mapped grid.

GeoClaw, refined to \(1200 \times 1200\) grid, i.e. \(\Delta x \approx 0.0009\) thick barrier and observe a convergence order of 1.3 as shown in Fig. 33b.

6 Conclusion

We have developed an SRD method applicable for storm barrier modeling. Two model barriers have been given, one being a linear segment and the other being a double linear segment forming a V-shape. We observe both qualitative and quantitative similarities in the results of three methods: GeoClaw (using single cell wide barriers), mapped grid, and the SRD. Most importantly, in SRD we significantly increase the average \(\Delta t\) and also the min \(\Delta t\) of the barrier simulations due to both the

| \(\Delta x\) | \(N_x, N_y\) | \(L_1\) Error Gauge 1.2 | \(L_1\) Error Gauge 3.4 |
|------|------------|-----------------|-----------------|
| 4.e-2 | 25         | 4.72e-2         | 1.26e-2         |
| 2.e-2 | 50         | 1.53e-2         | 3.75e-3         |
| 1.e-2 | 100        | 5.52e-3         | 1.14e-3         |
| .666e-2 | 150     | 3.00e-3         | 5.34e-4         |
| .333e-2 | 300     | 9.04e-4         | 1.63e-4         |
| .222e-2 | 450     | 4.44e-4         | 1.05e-4         |
| .1333-2 | 750     | 2.80e-4         | 1.10e-4         |
| .1111-2 | 1050    | 1.87e-4         | 9.16e-5         |

Table 2: \(L_1\) errors computed as difference between mapped and SRD at gauge points 1,2 located at \((0.25,0.6)\) and \((0.75,0.6)\) and points 3,4 located at \((0.25,0.3)\) and \((0.75,0.3)\).
Fig. 32: Comparison between SRD (1050 × 1050) and mapped grid (1250 × 1250) results.

Fig. 33: Convergence plots with mapped grid (left) and GeoClaw results (right)
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