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Abstract
In this work, we investigate the universal representation capacity of the Matrix Product States (MPS) from the perspective of boolean functions and continuous functions. We show that MPS can accurately realize arbitrary boolean functions by providing a construction method of the corresponding MPS structure for an arbitrarily given boolean gate. Moreover, we prove that the function space of MPS with the scale-invariant sigmoidal activation is dense in the space of continuous functions defined on a compact subspace of the $n$-dimensional real coordinate space $\mathbb{R}^n$. We study the relation between MPS and neural networks and show that the MPS with a scale-invariant sigmoidal function is equivalent to a one-hidden-layer neural network equipped with a kernel function. We construct the equivalent neural networks for several specific MPS models and show that non-linear kernels such as the polynomial kernel which introduces the couplings between different components of the input into the model appear naturally in the equivalent neural networks. At last, we discuss the realization of the Gaussian Process (GP) with infinitely wide MPS by studying their equivalent neural networks.

1 Introduction

1.1 Background
The framework of Tensor Networks is a powerful diagrammatic language used to represent the many-body quantum systems. In this graphical language, tensor nodes with $k$ left edges and $l$ right edges represent the $(k,l)$ order tensors living in the product space $\mathcal{H}^\otimes k \otimes \mathcal{H}^*\otimes l$, where $\mathcal{H}$ stands for the Hilbert space and $\mathcal{H}^*$ stands for the dual space. The connecting edges between two tensor nodes represent the contraction of duplicated indices in two tensor nodes. With these simple rules, a notation system of computation by quantum states is developed (Penrose, 1971) and this tool box of tensor computation with graphical symbols is generally called 'Tensor Networks'.

People from different communities: Quantum Information, Condensed-Matter Physics, Applied Mathematics, Computer Science, etc., find Tensor Networks is really useful and study it from different perspectives. In Quantum Information area, people suggest to use the the evolution of the quantum objects to perform quantum computation. More precisely, the input and output of the computation machine are the quantum states and the quantum gates are the S matrices which describe the evolution of the quantum systems (Feynman, 1986; Deutsch, 1989). Since all the components of this 'computation instrument' are actually different order tensors which are defined on the tensor products of countable Hilbert spaces and the dual spaces, this computation process can be represent by a tensor networks diagram called 'Quantum circuits'. To study the
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many-body system, people use the tensor networks to approximate the many-body wave functions. The idea is to use the Schmidt Decomposition (SD) to decompose the n-qubit quantum state $|\psi\rangle$ as the product of the lower quantum states $|\psi_A\rangle$ and $|\psi_B\rangle$ living in the partition $\{A,B\}$ of the original space (Vidal, 2003; Verstraete et al., 2004). By iterating this step, the original n-qubit quantum state can be written as the product of $n$ tensors and $n-1$ vectors. Actually this is closely related to the idea of Density Matrix Renormalization Group (DMRG) which is widely used in the numerical simulation of the quantum many-body systems (White, 1992). To extend this idea to higher dimensions, Projected Entangled-Pair State (PEPS) and the higher dimensional version of one dimensional method: such as Tree Tensor Networks (TTN) and Multi-scale Entanglement Renormalization Ansatz (MERA) are proposed (Vidal, 2007; Cirac and Verstraete, 2009; Orús, 2014a; Evenbly and Vidal, 2011; Cichocki et al., 2016). Please see (Biamonte, 2019; Biamonte and Bergholm, 2017; Orús, 2014b) to get more knowledge on the tensor networks.

Recently, tensor networks method also got attention of people in the machine learning community and several interesting statistical learning models based on tensor networks are proposed in regression, classification and density estimation problems (Stoudenmire and Schwab, 2016; Novikov et al., 2016; Han et al., 2018; Glasser et al., 2018; Gallego and Orus, 2017). A natural question gets people's interest is why the Tensor Networks work so well? To make the question more precise, we can ask what is the representation capacity of the Tensor Networks as an algebraic machinery. A lot of progress has been made in this topic. In (Perez-Garcia et al., 2006), the properties of the Matrix Product States (MPS), one dimensional tensor networks are carefully studied. It is shown that arbitrary quantum states can be represented by MPS with open boundary condition in canonical form. Actually from quantum theory, we know that arbitrary quantum states can be represented by the product of a series of three order tensors and vectors (Vidal, 2007). In (Biamonte et al., 2011), the authors proposed a general method to factorize the quantum state into tensor networks blocks by category theory. Moreover, they also study the boolean quantum states, namely all the coefficients of the states is binary values under local basis.

1.2 Our Contributions

In our work, we focus on the representation power of MPS. Although MPS is inspired by the study of quantum many-body physics and has interesting physical properties, we only treat the MPS as a algebraic machinery which receives the data $X$ and outputs the response $\Psi(x)$ \(^1\). As is known, when $\{\Phi^s_i\}_{i=1}^d$ form a complete basis of the product Hilbert space. However, this is not practical in the application case since the complete basis are usually infinite dimensional which can not be implemented in the real case.

So we want to ask how large is the function space 'spanned' by the MPS without assuming the kernel function to be complete if mild assumptions such as measurable, continuous activation are assumed? To answer this question, we firstly prove that arbitrary boolean functions can be represented by the MPS. We provide a constructive proof in which a general method to construct the MPS for an arbitrarily given boolean function is proposed. Moreover, we show that the function space 'spanned' by the mildly modified MPS is dense in the space of continuous functions on the unit cube, with respect to the supremum norm. In our proof, we use the similar idea in (Cybenko, 1989; Hornik, 1991; Stinchcombe and White, 1990) where the universality of the one-hidden-layer

\(^1\)In a specific problem, the response can be a distribution or a discriminant function according to the modeling method used.
neural networks with sigmoidal activation is proved. To be precise, in these two works, the authors show the existence of a specific one-hidden layer neural network profile which is arbitrarily near to the given continuous function on the unit cube in the sense of the supremum norm. In our work, the key steps are showing the discriminatory property of the scale-invariant sigmoidal function and the linearity of our mildly modified MPS. In the next section, we will introduce our mildly modified MPS and also discuss its properties.

1.3 Set-up of the MPS Model

In supervised learning task (Stoudenmire and Schwab, 2016), the response variable of the MPS model is originally defined as

\[ \Psi_l(x|w, B) = \sum_{\{a, s\}} A_{a_1 a_2}^{s_1} \cdots A_{a_{i-1}a_i}^{s_i} \cdots A_{a_n a_1}^{s_n} \Phi_{s_1 \cdots s_n}(x), \tag{1.1} \]

where \( \Phi(x) \) is called kernel function defined as the tensor product of a series of map \( \phi_{s_i}(x_i) \) of each component of the input \( x_i \), namely

\[ \Phi_{s_1 \cdots s_n}(x) = \phi_{s_1}(x_1) \otimes \cdots \phi_{s_i}(x_i) \cdots \otimes \phi_{s_n}(x_n), \tag{1.2} \]

\[ \phi_{s_i}(x_i) : x_i \to \mathbb{R}^d. \tag{1.3} \]

It is obvious that \( \Psi_l(x) \) is linear with respect to \( \Phi_{s_1 \cdots s_n}(x) \), and also linear with respect to \( \phi_{s_i}(x_i) \). If \( \phi_{s_i}(x_i) \) itself is also linear respect to \( x_i \), then only the linear functions can be parameterized by MPS. To introduce nonlinearity into the model, one idea is to use the nonlinear kernel function \( \phi_{s_i}(x_i)^2 \), another idea is to use the nonlinear activation function \( \sigma(\cdot) \) to make a nonlinear transformation of the respond \( \Psi_l(x|w, B) \) to get an appropriate decision function (Efthymiou et al., 2019). For the first idea, since the kernel functions are usually fixed, the 'nonlinearity' injected by the kernel function cannot be adapted according to the observations which reduced the flexibility of the model. For the second idea, the ranges of the frequently used activation functions cannot cover \( \mathbb{R} (\mathbb{R}^k) \), the activated MPS cannot be a good candidate for the universal approximators.

In our discussions, we propose the following modified MPS structure,

\[ \Psi(x|w, B) = \sum_l \sigma \left( \sum_{\{a, s\}} A_{a_1 a_2}^{s_1} \cdots A_{a_{i-1}a_i}^{s_i} \cdots A_{a_n a_1}^{s_n} \Phi_{s_1 \cdots s_n}(x) \right), \tag{1.4} \]

as the universal approximator of the continuous functions on \( \mathbb{R} \). Here \( \sigma(\cdot) \) represents the scale-invariant sigmoidal function defined as

\[ \sigma(x) \rightarrow \begin{cases} 0 & x \rightarrow -\infty \\ C & x \rightarrow +\infty \end{cases}, \tag{1.5} \]

where \( C \) can be arbitrary real number in \( \mathbb{R} \). Another requirement of the \( \sigma(\cdot) \) is scaling invariance: scaling \( \sigma(\cdot) \) with an arbitrary real number will not change its function form. The reason for this point is that with rescalable activation function \( \sigma(\cdot)^3 \), MPS (1.4) is 'linear', or more strictly, the

\footnote{For example, a frequently used kernel \( \phi_{s_i}(x^i) = [\sin(x_i), \cos(x_i)] \), see (Stoudenmire and Schwab, 2016)}

\footnote{Two examples scale-invariant sigmoidal function are \( \sigma(\cdot) = \frac{1}{2} \tanh(\cdot) \) or \( \frac{1}{2} \tanh(\cdot) \).}
function space of MPS itself is a vector subspace of the continuous functions on \( n \) dimensional unit cube denoted as \( C^0[\mathbb{I}^n] \). We will show this in section 3.2.

As we show that arbitrary boolean functions can be accurately implemented by the normal MPS (1.1) and any continuous functions can be approximated to arbitrarily well by activated MPS (1.4), a natural question interests us is among the kernel dimension \(|s_i|\), the bond dimension \(|\alpha_i|\) and the number of tensor nodes \(n\), which one is the most important structure in MPS? It is well-known that for neural networks, the hidden layers are the key structure and the idea of deep learning is to increase the number of hidden layers of the neural networks model to extract high level ‘features’ of the data LeCun et al. (2015). For MPS, however, we argue that the kernel function \( \Phi^{s_1\cdots s_n} \) which determines the exponentially large ‘feature’ space are essential. Thanks for the mapping from raw \( n \) dimensional data space \( \mathbf{x} \) to the \( d^n \) dimensional features space introduced by the kernel function, MPS (1.1) can represent any boolean functions however at least one hidden layer is needed if neural networks are used. Actually in section 3.4 we will show that MPS with activation function (1.4) is equivalent to one hidden layer neural networks equipped by a kernel function defined by \( \Phi^{s_1\cdots s_n}(\cdot) \).

2 Representation of Arbitrary Boolean Functions

Boolean functions play a central role in propositional logic, complexity theory, computation theory, etc. In Biamonte et al. (2011), the authors propose to represent the boolean gates by encoding the truth table of a given boolean gate into the quantum states. For an arbitrary boolean function \( f \),

\[
f : \{0,1\}^n \to \{0,1\}, \quad n \in \mathbb{Z}
\]

the quantum state \( |f\rangle \) encoding this boolean gate \( f \) is

\[
|f\rangle := \sum_{\{X_i\}} |X_1\rangle \otimes \cdots \otimes |X_n\rangle \otimes |f(X_1,\cdots ,X_n)\rangle.
\]

Different from the idea in (2.2), we use the MPS, namely the contraction of a series of low rank tensors to represent arbitrary boolean gate. Moreover, a specific basis is chosen in our method and then a quantum state \( |\Psi\rangle \) is noting more than a vector and the quantum gate is just a matrix or a higher order tensor. We note here that in our case we do not distinguish the upper or lower indices since the vector space is defined on the real field and also it is isomorphic to its dual.

In following sections, we will firstly show that how to represent the basic boolean gate: \( \text{And} \), \( \text{Or} \) and \( \text{Not} \) in 2.1. Then we will show how to use the MPS to implement \textit{universal And} gate. Since the truth table of a given boolean gate can be encoded into the \textit{universal And} gate, an arbitrary boolean function can be realized by the \textit{universal And} gate and then represented by MPS in 2.2. With the same idea, we discuss the implementation more general \( n \)-input boolean gate such as parity function and threshold function in 2.3.

2.1 Basic Boolean Functions

We will show that the MPS can represent the basic logic operations and the secondary logic operations.
**Theorem 2.1.** MPS can represent AND gate. More specifically. For \( X_1, X_2 \in \{0, 1\} \), there exists a MPS \( \Psi (1.1) \) such that
\[
\Psi (X_1, X_2) = X_1 \land X_2.
\] (2.3)

**Proof.** We can set the kernel function \( \Phi (X_1, X_2) \) to be,
\[
\Phi (X_1, X_2) = \phi_1 (X_1) \otimes \phi_2 (X_2),
\] (2.4)
\[
\phi_i (X_i) = [X_i, 1 - X_i].
\] (2.5)

To represent the And gate, each tensor node \( A^{s_i}_{\alpha_i \alpha_{i+1}} \) with bond dimension \(|\alpha| = 1\) is enough,
\[
A^{s_i}_{\alpha_i \alpha_{i+1}} = A^{s_i} = [1, 0]
\] (2.6)
Above MPS can implement the And gate. \( \square \)

**Theorem 2.2.** MPS can represent OR gate. More specifically. For \( X_1, X_2 \in \{0, 1\} \), there exists a MPS \( \Psi (1.1) \) such that
\[
\Psi (X_1, X_2) = X_1 \lor X_2.
\] (2.7)

**Proof.** We can set the kernel function \( \Phi (X_1, X_2) \) to be,
\[
\Phi (X_1, X_2) = \phi_1 (X_1) \otimes \phi_2 (X_2),
\] (2.8)
\[
\phi_i (X_i) = [X_i, 1 - X_i].
\] (2.9)

To represent the OR gate, we should set the bond dimension \(|\alpha|\) of each tensor node \( A^{s_i}_{\alpha_i \alpha_{i+1}} \) to be 3,
\[
A^{s_i}_{\alpha_1 \alpha_2} = \begin{bmatrix} [1, 0, 1], [0, 1, 0] \end{bmatrix},
\] (2.10)
\[
A^{s_i}_{\alpha_2 \alpha_1} = \begin{bmatrix} [0, 1, 1], [1, 0, 0] \end{bmatrix}.
\] (2.11)
Above MPS can implement the OR gate. \( \square \)

**Theorem 2.3.** MPS can represent Not gate. More specifically. For \( X_1 \in \{0, 1\} \), there exists a MPS \( \Psi (1.1) \) such that
\[
\Psi (X_1) = \neg X_1.
\] (2.12)

**Proof.** We can set the kernel function \( \Phi (X_1) \) to be,
\[
\Phi (X_1) = \phi_1 (X_1),
\] (2.13)
\[
\phi_1 (X_1) = 1 - X_1,
\] (2.14)
in which \(|s_i| = 1\). To represent the Not gate, each tensor node \( A^{s_i}_{\alpha_i \alpha_{i+1}} \) with bond dimension \(|\alpha| = 1\) is enough,
\[
A^{s_i}_{\alpha_1 \alpha_2} = A^{s_i} = 1
\] (2.15)
Above MPS can implement the Not gate. \( \square \)
2.2 Universal *And/Or* Gate and Arbitrary Boolean Functions

In this section we will construct the MPS for the *Universal And* gate as follows. With the *Universal And* gate, we can use the MPS to represent arbitrary boolean functions.

**Theorem 2.4.** MPS can represent universal *AND* gate. More specifically. For $X_1, X_2, \cdots, X_n \in \{0, 1\}$, there exists a MPS $\Psi$ (1.1) such that

$$\Psi(X_1, \cdots, X_n) = (\land_{i=1}^l X_i) \land (\lor_{j=l+1}^n \bar{X}_j).$$  \hspace{1cm} (2.16)

**Proof.** We can set the kernel function $\Phi(X_1, \cdots, X_n)$ to be,

$$\Phi(X_1, \cdots, X_n) = \phi_i(X_i) \otimes \cdots \otimes \phi_n(X_n),$$ \hspace{1cm} (2.17)

$$\phi_i(X_i) = [X_i, 1 - X_i].$$ \hspace{1cm} (2.18)

To represent the And gate, each tensor node $A_{s_i}^i$ with bond dimension $|\alpha| = 1$ is enough,

$$A_{s_i}^{i+1} = A_{s_i}^i = \begin{cases} [1, 0] & \text{if } X_i \\ [0, 1] & \text{if } \bar{X}_i \end{cases}.$$ \hspace{1cm} (2.19)

So for any And gate, we can construct a MPS to implement it. \hfill \square

**Theorem 2.5.** An arbitrary boolean function $f$ (2.1) can be exactly represented by MPS.

**Proof.** The kernel function used here is the same as (2.17). For arbitrary boolean gates, we can write down the corresponding boolean expression as the summation of several universal And gates (2.25) by the truth table, namely

$$f(X_1, \cdots, X_n) = \sum_{\{X_1, \cdots, X_n\}} \bar{X}_1 \land \cdots \land X_n.$$ \hspace{1cm} (2.20)

We will set the bond dimension $|\alpha|$ to be the number of the terms in (2.20) which is denoted by $m$, and all the components of $A_{s_i}^{i, \alpha}$ are filled with 0 or 1 according the following rules.

For the boundary tensors, we impose the open-boundary condition and the two boundary tensors are $|\alpha|$ dimensional vectors as follows,

$$A_{s_1}^{1, \alpha_1} = \left[ X_1^{(1)}, \cdots, X_1^{(m)} \right], \left[ \bar{X}_1^{(1)}, \cdots, \bar{X}_1^{(m)} \right],$$ \hspace{1cm} (2.21)

$$A_{s_1}^{n, \alpha_1} = \left[ X_n^{(1)}, \cdots, X_n^{(m)} \right], \left[ \bar{X}_n^{(1)}, \cdots, \bar{X}_n^{(m)} \right].$$ \hspace{1cm} (2.22)

For the other three-order tensors, we set the tensors $A_{s_i}^{i, \alpha\alpha_j}$ to be the form as

$$A_{s_i}^{i, \alpha\alpha_j} = [\oplus_{j=1}^m X_j^{(j)}, \oplus_{j=1}^m \bar{X}_j^{(j)}].$$ \hspace{1cm} (2.23)

In above formula, the dimension of kernel $|s_i|$ is 2. Each component of dimension $s_i$ is a $m$ dimensional diagonal matrix.

More specifically, if $j$'th boolean variable in the $i$'th term of expression (2.20) is $X_j$, then we set the $A_{s_i}^{i, \alpha\alpha_j}$ component of $j$'th tensor to be 1. Otherwise if it is $\bar{X}_j$, then we set $A_{s_i}^{i, \alpha\alpha_j}$ to be 1. We iterate above process for all $m$ terms. With above rules, we know that only one component of $s_i$ for fixed $\alpha_i$ of $A_{s_i}^{i, \alpha\alpha_j}$ is set to be 1. The MPS we get is just the representation of the boolean gate given in (2.20). \hfill \square
Corollary 2.6. MPS can represent universal OR gate. More specifically. For $X_1, X_2, \cdots, X_n \in \{0,1\}$, there exists a MPS $\Psi(i)$ such that

$$\Psi(X_1, \cdots, X_n) = (\vee_{i=1}^t X_i) \vee (\vee_{j=t+1}^n \bar{X}_j). \quad (2.24)$$

In following example, we will demonstrate the MPS for a 3-Input OR boolean gate.

**Example 2.7 (3-Input OR gate).** We consider the 3-Input OR gate: $f(X_1, X_2, X_3) = X_1 \lor X_2 \lor X_3$ with truth table as 1. We write down the summation form of the above boolean table as

$$f(X_1, X_2, X_3) = X_1 \land \bar{X}_2 \land \bar{X}_3 + \bar{X}_1 \land X_2 \land \bar{X}_3 + \bar{X}_1 \land \bar{X}_2 \land X_3 + \bar{X}_1 \land X_2 \land X_3. \quad (2.25)$$

Following the 'construction rule' introduced in the proof of Theorem 2.5, we can get the MPS of above expression (2.25) as

$$A^S_{\alpha_1 \alpha_2} = \begin{bmatrix} 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 \end{bmatrix}, \quad (2.27)$$

$$A^S_{\alpha_2 \alpha_3} = \begin{bmatrix} 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 \end{bmatrix}, \quad (2.28)$$

$$A^S_{\alpha_3 \alpha_1} = \begin{bmatrix} 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 \end{bmatrix}. \quad (2.29)$$

| Input  | Output |
|--------|--------|
| $X_1$  | $f(X_1, X_2, X_3)$ |
| 0 0 0 | 0 |
| 1 0 0 | 1 |
| 0 1 0 | 1 |
| 0 0 1 | 1 |
| 0 1 1 | 1 |
| 1 0 1 | 1 |
| 1 1 0 | 1 |
| 1 1 1 | 1 |

Table 1: The truth table of the OR gate: $X_1 \lor X_2 \lor X_3$.

### 2.3 n-Input Boolean Gates

In boolean algebra, the parity function is a boolean function whose value is 1 if and only if the input vector $[X_1, \cdots, X_n]$ contains an odd number of ones:\n
$$f(X_1, \cdots, X_n) = \begin{cases} 1 & \text{if number of 1 is odd} \\ 0 & \text{if number of 1 is even} \end{cases}. \quad (2.30)$$

---

*The 2-Input Parity gate is the XOR gate.*
Corollary 2.8. MPS can represent universal Parity gate (2.30).

**Example 2.9** (3-Input Parity Function). We consider the 3-Input Parity gate with the truth table as 2. The boolean expression is as

\[ f(X_1, X_2, X_3) = X_1 \land \bar{X}_2 \land \bar{X}_3 + \bar{X}_1 \land X_2 \land \bar{X}_3 + \bar{X}_1 \land X_2 \land X_3 + X_1 \land X_2 \land X_3. \]  

(2.31)

Then we can write down the MPS for the 3-input Parity function as

\[ A_{s_1}^{a_1 a_2} = [[1, 0, 0, 1], [0, 1, 1, 0]], \]  

(2.32)

\[ A_{s_2}^{a_2 a_3} = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}, \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}, \]  

(2.33)

\[ A_{s_3}^{a_3 a_1} = [[0, 0, 1, 1], [1, 1, 0, 0]]. \]  

(2.34)

| Input  | Output |
|--------|--------|
| \(X_1\) | \(X_2\) | \(X_3\) | \(f(X_1, X_2, X_3)\) |
| 0 0 0  | 0 0 0  | 0 0 0  | 0  |
| 1 0 0  | 1 0 0  | 1 0 0  | 1  |
| 0 1 0  | 0 1 0  | 0 1 0  | 1  |
| 0 0 1  | 0 0 1  | 0 0 1  | 1  |
| 0 1 1  | 0 1 1  | 0 1 1  | 0  |
| 1 0 1  | 1 0 1  | 1 0 1  | 0  |
| 1 1 0  | 1 1 0  | 1 1 0  | 0  |
| 1 1 1  | 1 1 1  | 1 1 1  | 1  |

Table 2: The truth table of 3-Input Parity Gate (2.31)

A \(n\)-Input Threshold gate \(Th^n_k\) is activated if \(k\) or more than \(k\) components of the input binary vector are 1. Similar to the universal gates we discussed before, Threshold gates are symmetric boolean function as follows,

\[ \forall S \in \{0, 1\}^n, \quad Th^n_k(S) = \begin{cases} 1 & \text{if } \sum S_i \geq k \\ 0 & \text{if } \sum S_i < k \end{cases}. \]  

(2.35)

**Corollary 2.10.** MPS can represent universal Threshold function (2.35).

**Example 2.11** (3-Input Threshold Gate \(Th^3_2\)). We use the threshold function \(Th^3_2\) whose truth table is 3 as an example. The boolean expression for \(Th^3_2\) is

\[ Th^3_2(X_1, X_2, X_3) = X_1 \land X_2 \land \bar{X}_3 + X_1 \land X_2 \land X_3 + \bar{X}_1 \land X_2 \land X_3 + X_1 \land X_2 \land X_3. \]  

(2.36)
So we can get the MPS of $\text{Th}_2^3$ is as

$$A_{\alpha_1 \alpha_2}^{s_1} = [[1, 1, 0, 1], [0, 0, 1, 0]],$$

$$A_{\alpha_2 \alpha_3}^{s_2} = \left[\begin{array}{c} 1 \\ 0 \\ 1 \\ 0 \end{array}\right], \quad \left[\begin{array}{c} 0 \\ 1 \\ 0 \\ 0 \end{array}\right],$$

$$A_{\alpha_3 \alpha_1}^{s_3} = [[0, 1, 1, 1], [1, 0, 0, 0]].$$

(2.37)  
(2.38)  
(2.39)

| Input | Output |
|-------|--------|
| $X_1$ | $X_2$ | $X_3$ | $f(X_1, X_2, X_3)$ |
| 0     | 0     | 0     | 0                  |
| 1     | 0     | 0     | 0                  |
| 0     | 1     | 0     | 0                  |
| 0     | 0     | 1     | 0                  |
| 0     | 1     | 1     | 0                  |
| 1     | 0     | 1     | 1                  |
| 1     | 1     | 0     | 1                  |
| 1     | 1     | 1     | 1                  |

Table 3: The truth table of $\text{Threshold Gate: Th}_2^3$ (2.37).

### 2.4 Complexity of MPS and Improving Efficiency by Karnaugh Map

For a $n$-input boolean gate, we know that in the extreme case, by our method 2.2, the bond dimension $|\alpha_i|$ should be set at the order of $O(2^n)$ which is very space expensive.

It is easy to extend our method using the Karnaugh Map to simplify the boolean expression into the reduced Disjunctive Normal Form (DNF). With the K-Map, the number of terms in the reduced DNF is of order $O(2^n)$ and the order of the number of parameters in the corresponding MPS is $O(n2^{n-1})$ which implies that the MPS and one-hidden-layer neural networks are equally efficient in realizing the boolean functions. Actually this is reasonable since MPS is equivalent to the neural networks equipped with kernel functions. Roughly the kernel function $\Phi^{s_1 \cdots s_n}$ plays the role of hidden layer in MPS. In section 3.4, we will discuss these points in more detail.

### 3 Universal Approximation of Continuous Functions

In this section, we study the MPS as an universal approximator of continuous functions. We already discussed the mildly modified MPS (1.4) in 1.3, and in this section we will show that the function space 'spanned' by the activated MPS with $n$-dimensional input is dense in the continuous function space on the $n$-dimensional cube.

#### 3.1 Main Results and Techniques Preparation

We reformulate the universal approximator of continuous function property of MPS as following theorem,
Theorem 3.1. The MPS function space, namely the set of all the functions in the MPS form (3.1),

\[
\Psi(x|w, B) = \sum_l \sigma \left( \sum_{\{a,s\}} A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_i \alpha_{i+1}}^{s_i} \cdots A_{\alpha_n \alpha_1}^{s_n} \Phi_{s_1 \cdots s_n}(x) \right),
\]

is dense in \(C^0(I^n)\) with the supremum norm. More concretely, the continuous functions on the \(n\)-dimensional unit cube \(I^n\) can be approximated by \(\Psi(x)\) up to an arbitrarily small \(\epsilon\) error in the sense of supremum norm, namely for any \(f(x) \in C^0(I^n)\) and any \(\epsilon \in \mathbb{R}\), there exist a \(\Psi(x)\) such that

\[
\sup_x |\Psi(x) - f(x)| < \epsilon.
\]

The proof of above theorem 3.1 is mainly based on the Hahn-Banach theorem and Riesz Representation theorem which are the fundamental results in the functional analysis, see (Folland, 2013) for example.

Similar to the ideas in (Cybenko, 1989; Hornik, 1991), we use the contradiction to show that closure of the function family of \(\Psi(x)\) (3.1): \(\mathcal{M}\), is \(C^0(I^n)\). At first we show that \(\mathcal{M}\) is a vector subspace of \(C^0(I^n)\). By Hahn-Banach theorem, there exists a non-vanishing functional (measure) which can be extended to the whole space \(C^0(I^n)\) on \(\mathcal{M}\). However by Riesz Representation theorem and the property of the scale-invariant sigmoidal function, we can show that the measure on the \(C^0(I^n)\) always vanishes which contradicts with the fact we derived from the Hahn-Banach theorem. So \(\mathcal{M}\) is dense in \(C^0(I^n)\).

3.2 Linearity of MPS

In this section, we will show that \(\Psi(x)\) function family \(\mathcal{M}\) is a vector subspace of \(C^0(I^n)\) on real field \(\mathbb{R}\). So we need to show that under + operation, \(\mathcal{M}\) is a abelian group and also \(\mathcal{M}\) is closed under the \(\times\) operation, namely the real scalar multiplication\(^5\).

Lemma 3.2. The space of the functions with the MPS form (1.4): \(\mathcal{M}\), is a linear subspace of \(C^0(I^n)\).

Proof. We first show that \(\mathcal{M}\) is closed under the \(\times\) operation,

\[
\times : \mathbb{R} \times \mathcal{M} \to \mathcal{M}.
\]

Since \(\sigma(\cdot)\) is invariant under scaling transformation, namely

\[
k \cdot \sigma(A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_n \alpha_1}^{s_n} \Phi^{s_1 \cdots s_n}(x))) = \sigma(\tilde{A}_{\alpha_1 \alpha_2}^{s_1} \cdots \tilde{A}_{\alpha_n \alpha_1}^{s_n} \tilde{\Phi}^{s_1 \cdots s_n}(x))),
\]

for an arbitrary \(k \in \mathbb{R}\) and a function \(\Psi(x) \in \mathcal{M}\), there exists a \(\tilde{\Psi}(x) \in \mathcal{M}\) such that \(k\Psi(x) = \Psi'(x)\).

Secondly, we will show that \(\mathcal{M}\) is closed under + operation,

\[
+: \mathcal{M} \times \mathcal{M} \to \mathcal{M}.
\]

\(^5\)The identity of \(\mathcal{M}\) with + as a commutative group is 0. The associative law and distribution law is trivially satisfied.
For arbitrary two functions in $\mathcal{M}$, $\Psi_1(x)$ and $\Psi_2(x)$ as follows,

$$
\Psi_1(x) = \sum_{j} \sigma(\sum_{\{\beta, p\}} B_{\beta_1 \beta_2}^{\beta_1} \cdots B_{\beta_{n+1} \beta_1}^{\beta_{n+1}} \Phi_{1}^{\beta_1 \cdots \beta_{n+1}}(x)),
$$

(3.6)

$$
\Psi_2(x) = \sum_{k} \sigma(\sum_{\{\gamma, q\}} C_{\gamma_1 \gamma_2}^{\gamma_1} \cdots C_{\gamma_{n+1} \gamma_1}^{\gamma_{n+1}} \Phi_{2}^{\gamma_1 \cdots \gamma_{n+1}}(x)),
$$

(3.7)

it is easy to verify that the sum of two MPS $\Psi_3(x) = \Psi_1(x) + \Psi_2(x)$ can be written in the MPS form as follows,

$$
\Psi_3(x) = \sum_{l} \sigma(\sum_{\{\alpha, s\}} A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_{n+1} \alpha_{n+1}}^{s_n} \Phi_{s_1 \cdots s_n}(x)),
$$

(3.8)

$$
\Phi_{s_1 \cdots s_n}(x) = \phi_{s_1}(x_1) \otimes \cdots \otimes \phi_{s_n}(x_n),
$$

(3.9)

where

$$
A_{\alpha_1 \alpha_{i+1}}^{s_i} = \begin{cases} B_{\beta_i \beta_{i+1}}^{\beta_i} & \text{if } s_i = p_i, \alpha_i = \beta_i, \alpha_{i+1} = \beta_{i+1}, \\ C_{\gamma_{i+1}}^{\gamma_i} & \text{if } s_i = q_i, \alpha_i = \gamma_i, \alpha_{i+1} = \gamma_{i+1}, \\ 0 & \text{others}, \end{cases}
$$

(3.10)

$$
A_{\alpha_1 \alpha_{i+1}}^{s_i} = \begin{cases} B_{\beta_i \beta_{i+1}}^{\beta_i} & \text{if } l = j, s_i = p_i, \alpha_i = \beta_i, \alpha_{i+1} = \beta_{i+1}, \\ C_{\gamma_{i+1}}^{\gamma_i} & \text{if } l = k, s_i = q_i, \alpha_i = \gamma_i, \alpha_{i+1} = \gamma_{i+1}, \\ 0 & \text{others}, \end{cases}
$$

(3.11)

$$
\phi_{s_i}(x_i) = \begin{cases} \phi_{p_i}(x_i) & \text{if } s_i = p_i, \\ \phi_{q_i}(x_i) & \text{if } s_i = q_i. \end{cases}
$$

(3.12)

We note here that $|s| = |p| + |q|$, $|\alpha| = |\beta| + |\gamma|$ and $|l| = |j| + |k|$.

So above construction shows that the sum of two arbitrary MPS functions in $\mathcal{M}$ still lives in $\mathcal{M}$. Combining all above, we prove that $\mathcal{M}$ is a linear subspace. \hfill \Box

**Example 3.3** (An example of sigmoidal function with scaling symmetry). We consider an activation function as

$$
\sigma(\cdot) = \frac{1}{C + \exp(\cdot)},
$$

(3.13)

where $C$ is a tunable parameter (variable) in $\mathbb{R}$.

So for the rescaling transformation of $\Psi(x)$, we have

$$
k \cdot \sigma(A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_{n+1} \alpha_{n+1}}^{s_n} \Phi_{s_1 \cdots s_n}(x)) = \frac{k}{C + \exp(A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_{n+1} \alpha_{n+1}}^{s_n} \Phi_{s_1 \cdots s_n}(x))} \tag{3.14}
$$

$$
= \frac{1}{C + \frac{1}{k} \exp(A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_{n+1} \alpha_{n+1}}^{s_n} \Phi_{s_1 \cdots s_n}(x))} \tag{3.15}
$$

$$
= \frac{1}{C' + \exp(A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_{n+1} \alpha_{n+1}}^{s_n} \Phi_{s_1 \cdots s_n}(x))} \tag{3.16}
$$

$$
= \sigma(\tilde{A}_{\alpha_1 \alpha_2}^{s_1} \cdots \tilde{A}_{\alpha_{n+1} \alpha_{n+1}}^{s_n} \Phi_{s_1 \cdots s_n}(x)) \tag{3.17}
$$

With the activation function (3.13), $\mathcal{M}$ is closed under scaling transformation.
3.3 Discrimination of the Scale-Invariant Sigmoidal Functions

We will show the 'discrimination' property of the scale-invariant sigmoidal functions which is an essential property in the proof of our main theorem 3.1. Here 'discrimination' property means that if a finite signed measure $\mu$ annihilate an arbitrary scale-invariant sigmoidal function, then $\mu$ itself is trivial, namely 0. However with Hahn-Banach theorem, we know that a non-vanishing finite signed measure which annihilate the scale-invariant sigmoidal function exists which contradicts the discrimination property.

**Lemma 3.4.** An arbitrary continuous scale-invariant sigmoidal function $\sigma(\cdot)$ (1.5) is discriminatory. More specifically, for any $\sigma(\cdot)$ (1.5) defined on the unit cube $I^n$, any finite, signed and regular Borel measure $\mu \in M(I^n)$ and an arbitrary $l$ in $\{1, \cdots, D\}$, where $D$ is the dimension of the $l$ index, if

$$\int \sigma(\sum_{\{\alpha, s\}} A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_{i+1}}^{s_l} \cdots A_{\alpha_1}^{s_n} \Phi^{s_1 \cdots s_n}(x))d\mu(x) = 0,$$

then $\mu(x) = 0$.

**Proof.** The main idea of the proof is to embed the scale-invariant sigmoidal function $\sigma(\cdot)$ into another auxiliary function $\tilde{\sigma}(\cdot)$ with another two parameters. We introduce the $\tilde{\sigma}(\cdot)$ as

$$\tilde{\sigma}(x, \lambda, \eta) = \sigma(\lambda(\sum_{\{\alpha, s\}} A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_{i+1}}^{s_l} \cdots A_{\alpha_1}^{s_n} \Phi^{s_1 \cdots s_n}(x)) + \eta),$$

where $\lambda$ and $\eta$ are arbitrary real numbers.

We denote the limit of the function $\tilde{\sigma}(\cdot)$ as $S(\cdot)$. So by taking the limit of $\tilde{\sigma}(\cdot)$ as $\lambda \to \infty$, we get

$$S(x, \eta) = \begin{cases} 
\sigma(\eta) & \text{if } \sum_{\{\alpha, s\}} A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_1}^{s_n} \Phi^{s_1 \cdots s_n} = 0, \\
C & \text{if } \sum_{\{\alpha, s\}} A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_1}^{s_n} \Phi^{s_1 \cdots s_n} > 0, \\
0 & \text{if } \sum_{\{\alpha, s\}} A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_1}^{s_n} \Phi^{s_1 \cdots s_n} < 0.
\end{cases}$$

Since we can reparameterize $A$ and $\Phi$ in $\tilde{\sigma}(\cdot)$ and write it as $\sigma(\cdot)$, we have

$$\lim_{\lambda \to \infty} \int \tilde{\sigma}(x, \lambda, \eta)d\mu(x) = 0$$

We know $\tilde{\sigma}(\cdot)$ converges to $S(x, \eta)$ pointwise (even uniformly) and also dominated by a bounded integrable function. So by dominated convergence theorem, we have

$$\lim_{\lambda \to \infty} \int \tilde{\sigma}(x, \lambda, \eta)d\mu(x) = \int \lim_{\lambda \to \infty} \tilde{\sigma}(x, \lambda, \eta)d\mu(x) = \int S(x, \eta)d\mu(x)$$

$$= \sigma(\eta)\mu(V[\sum_{\{\alpha, s\}} A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_1}^{s_n} \Phi^{s_1 \cdots s_n} = 0]) + C\mu(V[\sum_{\{\alpha, s\}} A_{\alpha_1 \alpha_2}^{s_1} \cdots A_{\alpha_1}^{s_n} \Phi^{s_1 \cdots s_n} > 0]).$$
By letting \( \eta \) go to \(-\infty\) in (3.22), we will get
\[
C\mu(V[\sum_{(\alpha,s)} A_{\alpha_1 \alpha_2} \cdots A_{\alpha_n \alpha_1} \Phi^{s_1 \ldots s_n} > 0]) = 0,
\]
thus both \( \mu(V[\sum_{(\alpha,s)} A_{\alpha_1 \alpha_2} \cdots A_{\alpha_n \alpha_1} \Phi^{s_1 \ldots s_n} = 0]) \) and \( \mu(V[\sum_{(\alpha,s)} A_{\alpha_1 \alpha_2} \cdots A_{\alpha_n \alpha_1} \Phi^{s_1 \ldots s_n} > 0]) \) vanish. It is easy to use \( \prod_i A_i \Phi(x) \) to construct arbitrary simple functions. Since the simple function space is dense in \( L^\infty(\mathbb{R}^n) \), we know \( \mu(x) \) vanishes. So we proved that the finite, signed and regular Borel measure \( \mu \in M(I^n) \) vanishes if the integral (3.18) is 0. \( \square \)

Actually we can relax the assumption that the activation function is continuous in 3.4 to arbitrary measurable sigmoidal function since in the dominated convergence theorem we just need to assume that the function sequence is measurable but not continuous. Now we are ready to prove our main theorem 3.1.

**Proof of Main Theorem 3.1.** We assume that closure of MPS function family \( \mathcal{M} \) is a proper subset of \( C^0(I^n) \). In 3.2, we show \( \mathcal{M} \) is a vector subspace of \( C^0(I^n) \), so by Hahn-Banach theorem, there exists a non-trivial functional which annihilate the subspace \( \mathcal{M} \). By Riesz Representation Theorem, this means there exists a non-trivial finite signed regular Borel measure \( \mu \in M(I^n) \) which annihilate \( \mathcal{M}(I^n) \). However, in 3.4, we show that the measure \( \mu \) which annihilate the functions with the \( \sigma(\cdot) \) as activation 3.13 itself is trivial. This contradicts the fact that a non-trivial measure exists which is derived from the Hahn-Banach theorem. So \( \mathcal{M} \) cannot be the proper subset of \( C^0(I^n) \), namely \( \mathcal{M} \) is dense in \( C^0(I^n) \).

We prove that \( \mathcal{M} \) is dense in \( C^0(I^n) \) with respect to the supremum norm. With the same idea and the isometry between \( L^1(I^n) \) and \( L^\infty(I^n) \), we can also show that the function space of MPS with measurable (bounded) \( \sigma(\cdot) \) is dense in \( L^1(I^n) \) space. We can extend above conclusion to an arbitrary compact subset of \( \mathbb{R}^n \) with the scaling transformation.

### 3.4 Relation between MPS and One-Hidden-Layer Neural Networks

In this section we will compare the structure of MPS with that of Neural Networks and study the relation between them. We will show that the MPS function defined by (1.4) is equivalent to the one-hidden-layer neural networks equipped with kernel functions. The relation between MPS and Restricted Boltzmann Machine (RBM) and some other models was studied in (Deng et al., 2017; Cai and Liu, 2018; Chen et al., 2018). In these work, it is shown that by carefully designed operations, MPS can be transformed into the other equivalent models such as RBM. Here we introduce the theorem on the equivalence between MPS and neural networks as follows.

**Theorem 3.5.** For a MPS in the form as (1.4) with the scale-invariant sigmoidal function \( \sigma(\cdot) \) (1.5) as activation, there exists an equivalent one-hidden-layer neural network with the kernel function \( \Phi(x) \) which maps the input \( x \) into higher dimensional feature space. Here equivalence means that for arbitrary data set \( \{x_i\} \), the output of the MPS and the corresponding neural network are the same.

As is well known, symmetry arises naturally in quantum system and it leads to a lot of important properties such as the conservation of stress tensor, the degeneracy of energy level, etc. In MPS, some internal symmetries (gauge symmetries) which determines the physical properties of the many-body quantum systems exists (Perez-Garcia et al., 2006). Here actually we are more
interested in the gauge symmetry or in other word, the ‘redundancy’ in the representation of MPS (Perez-Garcia et al., 2006). The idea is that we can always plug a pair of unitary (orthogonal) matrices whose product is the identity matrix into the MPS to transform each tensor locally but keep the product invariant. To fix this freedom, we can use the Schmidt decomposition to write the MPS into the canonical form following three gauge conditions (please see Perez-Garcia et al. (2006) for more details.

**Proof of Theorem 3.5.** If we ignore the physical meaning of MPS and from the data point of view, to fix the redundancy of this model, namely the bond dimension $\alpha$, we just need to contract the internal indices $\{\alpha_i\}$ which do not couple with the data. So by contracting all the internal indices in the MPS $\Psi(x)$ (1.4), we get

$$\Psi(x) = \sum_l \sigma(\sum_{\{\alpha,s\}} A_{\alpha_1\alpha_2}^{s_1} \cdots A_{\alpha_{n-1}\alpha_n}^{s_n} \Phi^{s_1 \cdots s_n}(x))$$

$$= \sum_l \sigma(\sum_{\{s\}} W_{\{s\}}^{l(s_1 \cdots s_n)} \Phi^{s_1 \cdots s_n}(x)).$$

Actually there are two natural isomorphisms as follows,

$$f_1 : W_{\{s\}}^{l(s_1 \cdots s_n)} \rightarrow W_{\{s\}}^{l(s)},$$

$$f_2 : \Phi^{s_1 \cdots s_n}(x) \rightarrow \Phi^s(x),$$

where $|s| = \prod_i |s_i|$.

Considering the activation function in (3.13), we can always rescale it to get $W_2\sigma(\cdot)$, then we have

$$\Psi(x) = \sum_l W_{[2]}(s) \sigma(\sum_{\{s\}} W_{\{s\}}^{l(s)} \Phi^s(x))$$

$$= \sum_l W_{[2]}(s) \sigma(\sum_{\{s\}} W_{\{s\}}^{l(s)} \Phi^s(x)).$$

We can introduce interception $b$ into the $\sigma(\cdot)$ by setting at least one component of each kernel $\phi^s_i(x^i)$ to be 1, and this leads to at least one component of $\Phi^s(x)$ to be 1. $\Box$

**Example 3.6.** We consider a MPS as follows,

$$\Psi(x) = \sum_l \sigma(\sum_{\{\alpha,s\}} A_{\alpha(1)}^{s_1} A_{\alpha(2)}^{s_2} A_{\alpha(3)}^{s_3} \phi^{s_1}(x_1)\phi^{s_2}(x_2)\phi^{s_3}(x_3)),$$

where

$$A_{\alpha(1)}^{s_1} = [A_{(1)}^{s_1}, A_{(2)}^{s_1}],$$

$$A_{\alpha(2)}^{s_2} = [A_{(1)}^{s_2}, A_{(2)}^{s_2}],$$

$$A_{\alpha(3)}^{s_3} = [A_{(1)}^{s_3}, A_{(2)}^{s_3}].$$

We note here that the operations of contraction indices $\{\alpha_i\}$ commute with each other, so the order of the contractions not affect the results.
We note here that $A_{(1)}^i$ and $A_{(3)}^i$ are two dimensional vectors and $A_{(2)}^{ij}$ is $2 \times 2$ matrix. And the kernel function is as

$$
\phi^1(x_1) = [x_1, 1], \quad \phi^2(x_2) = [x_2, 1], \quad \phi^3(x_3) = [x_3, 1].
$$

We can get the equivalent neural network as

$$
\Psi(x) = \sum_l \sigma(\sum_i W^l_i \Phi^i)
$$

(3.38)

$W^l_i = \begin{bmatrix}
W_{1111} & W_{1211} & W_{1121} & W_{1221} & W_{1112} & W_{1212} & W_{1122} & W_{1222} & W_{1222}
\end{bmatrix}$

(3.39)

$$(\Phi^i)^T = [x_1 x_2 x_3 \ x_2 x_3 \ x_1 x_2 \ x_1 x_2 \ x_1 x_2 \ x_3 \ 1],
$$

(3.40)

where

$$W^{ijkl} = A_{(1)}^j \cdot A_{(2)}^{ik} \cdot A_{(3)}^l, \quad i, j, k, l \in \{1, 2\}.
$$

(3.41)

In above example, we show that using the kernel function $\Phi^{s_1 \cdots s_n}(x)$ (3.37), the polynomial kernel $\Phi^s(x)$ (3.40). With careful design of the each component $\phi^{s_i}$, other interesting kernel functions can also be realized.

From above analysis, we know that the pure MPS (1.1) is just the single-layer neural networks with the kernel function defined by $\Phi^s(x)$ which can introduce the coupling of the components of data points $x^{(i)}$ into the model. We know that one-layer neural networks cannot represent arbitrary boolean function such as the 'XOR' gate, however arbitrary boolean functions can be implemented by the pure MPS thanks to the kernel function $\Phi^s(x)$. In next example, we will show the equivalent neural network configure for the MPS which implements the 3-input Parity Gate in 2.9.

**Example 3.7.** For the MPS given in 2.9 which realizes the 3-input Parity Gate, we can get the equivalent single-layer neural network as follows,

$$W^s = \begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 1 & 0 \end{bmatrix},
$$

(3.42)

$$(\Phi^s)^T = [\Phi^{111} \ \Phi^{112} \ \Phi^{121} \ \Phi^{122} \ \Phi^{211} \ \Phi^{212} \ \Phi^{221} \ \Phi^{222}],
$$

(3.43)

where

$$\phi^{ijk}(x) = x_1^{2-i}(1-x_1)^{i-1}x_2^{2-j}(1-x_2)^{j-1}x_3^{2-k}(1-x_3)^{k-1}.
$$

(3.44)

### 3.5 Infinitely Wide Limit of MPS from the Perspective of Neural Networks

It is already shown that infinitely wide MPS is quivalent to the Gaussian Process (G.P.) in (Guo and Draper, 2021). Here we can also review the relation between MPS and GP considering the equivalent relation between MPS and one-hidden-layer neural networks.

By setting the width of the MPS (1.1) to be infinite $^7$, the equivalent neural network is as

$$\Psi(x) = \sum_s W^s \Phi^s(x),
$$

(3.45)

$^7$At the same time, one of the bond dimension $|\alpha|$ should be set to be infinite.
where \( |s| = \prod_i |s_i|^8 \). So as the width \( i \) goes to infinity, \( |s| \) will be infinite. Since all \( A^{s_i}_{\alpha_i, \alpha_{i+1}} \) are independent and identically distributed (i.i.d.), it is easy to verify that all components \( W^s \) are i.i.d. and also belong to Normal by Central Limit Theorem (C.L.T.). \( \Psi(x) \) converges to the GP defined on the data set \( \{x_i, i \in \mathbb{Z}\} \).

It is already shown that one-hidden-layer neural networks converge to GP as the number of hidden neurons goes to infinity in Neal’s work (Neal, 1995). Since the activated MPS (1.4) is equivalent to the one-hidden-layer neural networks as demonstrated in 3.4 and the edge \( l \) is just the index of the hidden layer of the equivalent neural networks, we can show that the activated MPS will converge to GP as \( l \) goes to infinity. Actually this is already proved in (Guo and Draper, 2021). The so-called 'tensor neural networks' ('MPS hidden layer neural Networks') in (Guo and Draper, 2021) is the same\(^9\) as the activated MPS (1.4) since a tunable parameter can always be absorbed into the \( \sigma(\cdot) \) (3.13).

4 Conclusion

We study the universal representation power of MPS from the perspective of the boolean function space and the continuous function space \( C^0(I^n) \). We show that MPS can represent arbitrary boolean functions. Moreover, MPS can approximate any continuous functions defined on the compact subspace of \( R^n \) arbitrarily well in the sense of supremum norm. Using the duality property of \( L^p(I^n) \) space, we can also extend the proof to the \( L^1(I^n) \) space and show that the activated MPS is also dense in \( L^1(I^n) \) space with respect to the \( L^1 \) norm. Actually the main idea in our proof is based on the work by Cybenko, Hornik, etc. (Cybenko, 1989; Hornik, 1991) and the tools we utilized in our proof mainly come from functional analysis.

We study the relation between the MPS and the neural networks and show that the activated MPS can be represented by one-hidden-layer neural networks with specific kernel functions which are determined by the structure of the kernel \( \Phi^{s_1, \cdots, s_n} \) in MPS. Since the introducing of the kernels, the coupling of the components of the data point \( x \) can be naturally injected into the model which is similar to the idea of 'kernel machine’. We construct the equivalent neural networks of several specific MPS models and obtain 'polynomial kernel' by setting one component of each \( \phi^{s_i}(x_i) \) to be 1 as (3.40).

The MPS is inspired by quantum physics and achieves great successes in different areas. Considering the quantum effects of the many-body system, MPS is an effective ansatz for many-body wave functions which can approximate the exact function of the system well. Several interesting physical properties of condensed-matter systems can be studied by MPS simulation.

The bond indices \( \{\alpha_i, i \in \{1, \cdots, n\}\} \) which connect all the tensors \( A^{s_i} \) control the entanglement of the tensor pairs near with each other is a key property of MPS. However if we just treat it as a model applied in statistical learning tasks, etc. where no direct physical correspondence exists, \( \{\alpha_i\} \) will not be the advantage of this model from above analysis, instead the design of the \( \Phi^{s_1, \cdots, s_n}(x) \) becomes subtle and important now. An extreme case is that if we just use \( \phi^{s_i}(x_i) = x_i \), then pure MPS is just the single-layer neural networks without interception term whose representation power is hugely limited.

\(^8\)In (Guo and Draper, 2021), we also mentioned that if one \( s_i \) goes to infinity, MPS also will converge to GP. It is easy to verify this fact here.

\(^9\)The interception \( b \) does not affect the asymptotic behavior since the sum of normal random variables is still normal.
In MPS, the bond indices $\{\alpha_i\}$ does not couple with the input $x$ so we can contract them without changing the model’s output like we did above, however in neural networks with the nested structure as $\sum W^{[n]} \cdot \sigma(\sum W^{[n-1]} \cdot \sigma(\cdot) + b^{[n-1]}) + b^{[n]}$, every layer is activated by a non-linear function and the ‘gauge symmetry’ (redundancy) of the indices between two connecting layers is breaking which means we cannot contract them without knowing the input $x$, namely the data $x$ couples with the indices in each layer. In deep neural networks, multiple simple layers are used to transform the original data into the more complicated or higher-level feature space and the map is ‘learned’ from the data, however the structure of MPS implicitly maps the input into a high dimensional kernel space and also the correlation of different components of the data is automatically fed into the model.
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