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Abstract

Much effort has been devoted to making large and more accurate models, but relatively little has been put into understanding which examples are benefiting from the added complexity. In this paper, we demonstrate and analyze the surprisingly tight link between a model’s predictive uncertainty on individual examples and the likelihood that larger models will improve prediction on them. Through extensive numerical studies on the T5 encoder-decoder architecture, we show that large models have the largest improvement on examples where the small model is most uncertain. On more certain examples, even those where the small model is not particularly accurate, large models are often unable to improve at all, and can even perform worse than the smaller model. Based on these findings, we show that a switcher model which defers examples to a larger model when a small model is uncertain can achieve striking improvements in performance and resource usage. We also explore committee-based uncertainty metrics that can be more effective but less practical.

1 Introduction

In recent years, it has been shown that dramatically increasing model size can lead to better performance on a variety of challenging problems including sequence-to-sequence language modeling Brown et al. (2020); Raffel et al. (2020), image understanding Iandola et al. (2014); Szegedy et al. (2017), medical imaging Mustafa et al. (2021), agriculture Mishra et al. (2021), computational drug discovery Hudson (2021), self-driving Fernandes et al. (2021) and human activity recognition Ronald et al. (2021). Alongside the recent increased interest towards using, training, and deploying more powerful models – to the limits of what is feasible with modern hardware – has come ever-increasing requirements for increased computational resources. Thus, it is becoming ever more important to understand the trade-offs between the benefits of using larger models and the added computational complexity and cost, which has received surprisingly little treatment in the literature.

In this paper, we focus on one aspect of this issue. We present a simple yet effective method to identify examples on which larger models are likely to be able to improve prediction - and examples on which the larger model may get worse. Knowing this can be useful in determining which examples should receive more compute resources during inference in order to improve overall efficiency of the system so that we can make accurate predictions using only the necessary amount of resources per example. Our findings thus may be of relevance to the area of adaptive inference Nan & Saligrama (2017); Zhou et al. (2020).

They may also be relevant to practitioners making decisions about potentially replacing an existing model with a more sophisticated model. Knowing for which examples there is likely to be improvements from introducing such added complexity can be helpful in making these decisions before investing resources. This is especially true in cases where performance must be stable, monitored, and fair across various population subgroups of the data, such as geographic regions Cotter et al. (2019) and demographic groups Mehrabi et al. (2021). Moreover, it is often the case that labeled data is sparse and imbalanced Schelter et al. (2018) causing evaluation of the new model to be expensive and challenging in both online and offline settings Kossen et al. (2021); but access to demographic information is often available or can be easily inferred Zhong et al. (2015).
Our method thus has a welcome property that it doesn’t require labels to determine whether prediction is likely to be improved with a larger model.

We summarize our contributions as follows.

• We show that a smaller model’s uncertainty can identify examples on which a larger model is likely to be able to improve and those on which is it not. It can also, in some cases, identify examples on which a larger model is likely to do worse. Our findings hold across various pairings of small and large models.

• We show that a switcher model (in which a smaller model’s uncertainty decides whether or not to defer prediction to a larger model) can lead to substantial computational savings and even performance improvements relative to using the larger model alone. This last case, when a switcher model outperforms the larger model, is more likely when the small and large models are relatively close in terms of performance.

• We show that averaging the uncertainties of various re-trainings of the smaller model is less effective at identifying where larger models improve and decline over a particular model than using that model’s uncertainty alone.

• We show that per-example re-training churn (i.e. model prediction disagreement) is strongly related both to a small model’s uncertainty and a larger model’s potential improvement. In fact, it can predict a larger model’s potential improvement or regression even better than the uncertainty.

We also contextualize these findings, discuss their implications, and offer hypotheses and explanations.

2 Related Work

The most related study is that of Zhong et al. (2021), who recently investigated where improvements from larger models came from. Like us, they found that larger language models are not uniformly better than smaller models on all test examples i.e. in one setting BERT-LARGE was worse than BERT-BASE on 4.5% of the instances and better on 7%. In our paper, we provide a simple method that can identify where a larger model does better leading to e.g. a way that can intelligently combine a larger model and a smaller model to achieve better performance and at the same time lower resource usage.

Hendrycks et al. (2020) and Desai & Durrett (2020) also explore when larger models perform better, but in the context of out-of-distribution performance. Hendrycks et al. (2020) found that larger models pre-trained on more diverse datasets are more robust to various distribution-shifts. However they do not explore on which examples improvements come from and in our setting we do not consider explicit distribution-shifts. Desai & Durrett (2020) showed that out-of-distribution calibration performance improves with pre-training.

Sagawa et al. (2020) found that larger models (without pretraining) tends to perform worse on rare subgroups, which provides insight into when larger models can hurt performance. However their investigation did not consider pre-trained variants; moreover, their approach requires knowledge of such minority subgroups.

Brutzkus & Globerson (2019) provides an analysis for why larger models generalize better, but from a theoretical perspective. Baldock et al. (2021) explore example difficult by using a k-NN based approach on the intermediate representation. Toneva et al. (2019) propose to quantify example difficulty by the number of training iterations required to learn it. Jiang et al. (2021b) provide a statistical notion of example difficulty. In our work, the goal is not to quantify which examples are inherently difficult, but rather which examples' performance can be improved with a larger model.

Our paper also builds a connection between example churn and example difficulty, where churn is defined as the amount of disagreement in the model prediction from retrainings. Work in churn primarily focus on pointing out the surprising churn that arises from retraining Sellam et al. (2021); D’Amour et al. (2020) and how to reduce such churn Milani Fard et al. (2016); Cotter et al. (2019); Jiang et al. (2021a); Bahri & Jiang (2021); Bhojanapalli et al. (2021). To our knowledge, this paper is the first to connect churn to example difficulty.
Our paper also provides an interesting finding about model uncertainty in that the average uncertainty over retraining, which is known to be a stronger uncertainty estimate than the uncertainty of a single model Parker (2013); Lakshminarayanan et al. (2017) turns out to perform worse in identifying examples in which the smaller model is likely to be right on. Jiang & Gupta (2021) showed a similar conclusion when using uncertainties in the active learning context. Hendrycks & Gimpel (2017) found that using the model uncertainties is an effective baseline for identifying misclassified and out-of-distribution samples.

Finally, our work also relates to prior work that ensembles models of different sizes. Rawat et al. (2021) consider modifying a standard distillation framework to account for examples that are difficult and allow for the teacher model to be used at evaluation time. Wang et al. (2018) consider a multi-model cascade in which models can decide whether to predict a class or a dummy class that indicates that they don’t know. Like them, we share a goal of using simpler models when possible and larger models only when needed. Our work, however, discusses a simple independently trained two-model ensemble and switching rule, analyzes the conditions under which its performance varies, and finds concrete cases where a large model can be improved on, not just approximated.

3 Analysis

3.1 Experiment Setup

Model Architecture. We use the T5 transformer encoder-decoder model Raffel et al. (2020) for our experiments using the T5X implementation using the SMALL (60M parameters), BASE (220M parameters), LARGE (770M parameters) and 3B (3B parameters) model variants. For each dataset, we fine-tune starting from the official pre-trained checkpoints using batch size of 128. For each model and dataset pair, we generated 10 separate fine-tuned models. We trained the models on the latest generation TPUs.

Datasets. We have 4 classification-based text datasets and 2 sequence-to-sequence text datasets.

We first describe the classification-based datasets. (1) IMDB Reviews Maas et al. (2011), binary sentiment movie analysis which contains 25000 training examples and 25000 testing examples and the task is to classify whether the movie review was positive. We fine-tune for 20,000 steps. (2) Wikipedia Toxicity Subtypes Wulczyn et al. (2017), which comes from Wikipedia talk page comments annotated for toxicity containing 159,571 training examples and 63,978 testing examples. We use it as a binary classification task, where comments with toxicity score at least 0.01 are labeled as toxic. We fine-tune for 50,000 steps. (3) Amazon US Customer Reviews dataset, restricted to 1,758,997 reviews of video games using a random split of 80% train and 20% test. We use as input the review body and the task is to classify the rating (5 classes). We fine-tune for 100,000 steps. (4) Yahoo! Answers Topic Classification Dataset Zhang et al. (2015), where the input to the model is the title, question and answer, and the task is to classify which of the 10 topics it belongs to. The dataset contains 1,400,000 training examples and 60,000 test examples. We fine-tune for 100,000 steps.

Now we describe the sequence-to-sequence datasets. (1) Stanford Question Answering Dataset (SQuAD) Rajpurkar et al. (2016) benchmark dataset consisting of reading comprehension crowdsourced questions based on Wikipedia articles, where the answer to each question is a subset of that text or the question can be unanswerable. The dataset consists of 87,599 training examples and 10,570 testing examples. (2) WMT Translate Wikimedia Foundation. We use the English-German translation task from WMT T2T Bojar et al. (2014) containing 4,592,289 training examples and 3,000 testing examples. We fine-tune for 250,000 steps. For this dataset alone, we do not use accuracy as a metric; instead we use the SacreBLEU implementation of BLEU, a corpus-level metric that is not appropriate to apply at the level of individual examples Papineni et al. (2002); Post (2018). For that reason, we include it in only a subset of our analyses.

Model Inference. For the classification-based text datasets, the T5 model has a decoder, the output is still a sequence which is the class label (i.e. toxic or not toxic and positive or negative). Thus, in order to obtain the class probability scores for each example, we take the likelihood scores of each class label implied by the decoder and apply a softmax to obtain the probability distribution over the classes. We fine-tuned for 250,000 steps.

Notion of uncertainty. For the classification based datasets, we use the probability scores for each
class described above. For the sequence-to-sequence datasets, we use the average margin scores for each token in the sequence output, where to get the output of the $t$-th token, we input the correct first $t-1$ tokens to the decoder in order to obtain the $t$-th token’s softmax probability distribution over the entire token value vocabulary (this procedure is also known as teacher forcing Lamb et al. (2016)).

### 3.2 Uncertainty and Accuracy

**Big models find it easiest to improve on the smaller model’s most uncertain examples.** We start with the well-known finding that a model’s uncertainty scores are informative about its own performance. Namely, models are more accurate on those examples they are certain about, while they are more inaccurate on examples they are uncertain about (even if the specific softmax scores may not be well-calibrated Guo et al. (2017)). We see an illustration of this in Figure 1. Among examples that the model gets correct, it tends to have high certainty, with monotonically fewer examples in each higher-uncertainty bucket. The opposite is true in cases where the model is wrong.

It may seem like this chain of reasoning is leading to a banal conclusion - that larger models can improve more on examples a smaller model is uncertain about because that is where the smaller model tends to make mistakes.

It turns out, though, that this is not the full story. Figure 1 also splits out the distribution of uncertainties for those examples the original model gets wrong into those that a larger model also gets wrong and those that the larger model gets right. The two histograms look nothing alike. The examples on which the 3B model improves are concentrated on the most uncertain examples, while the examples on which the 3B model is also wrong are found across the spectrum of uncertainties. It is certainly not the case that the larger model is evenly improving among those examples where there is room to improve; it is finding the most uncertain examples to be an easier target.

Another way to visualize these findings is by dividing examples into four buckets, based on whether the smaller and larger model correctly classified them, and then looking at the relative size of these buckets as we limit ourselves to more uncertain examples. As we see in Figure 2, the green line - the fraction of examples only the 3B model gets right - steadily grows as we perform this subsetting. By the time we are limiting
Figure 2: Fraction of examples that lie in each of the 4 accuracy buckets (blue: both correct, orange: both wrong, green: only 3B model correct, red: only SMALL model correct), as we limit ourselves to examples at least as uncertain as each point on the x-axis. For example, if blue curve passes through a point (1e-8, 0.8), that indicates 80% of examples with uncertainty smaller than 1e-8 are classified correctly by both models.
ourselves to the most uncertain examples, a strong plurality or even majority of examples are those in that specific bucket.

Note that for many datasets, the other categories in which at least one model is wrong - those in which only the SMALL model is right or both models are wrong - are also rising as a fraction of all examples as we consider the most uncertain examples. They are - in every case - rising more slowly, however.

There are uncertainty ranges where larger models improve, stagnate, and even do worse than smaller models. We now proceed to a more direct analysis of how, at an example level, a model’s uncertainty interacts with its accuracy and that of larger models. To do so, we divide examples into 100 uncertainty buckets based on a model’s uncertainty scores and then calculate accuracies within each bucket of that model, both for that model as well as larger models of various sizes.

The results, shown in Figure 3, are stark. In each case, there is effectively no improvement over the SMALL model - for any model size - on a significant fraction of examples; the SMALL model is the best you can do. Only as we get to the most uncertain examples do we see a gap open up between the models.

Furthermore, within each dataset, this divergence point is fairly similar for models of all sizes. The largest models do not make significantly more inroads into moderately uncertain examples relative to medium-sized models; they mostly just do ever better on the most uncertain examples.

These findings clash with some natural intuitions one might have about how model size would interact with performance. For one, smaller models retain parity with larger models well into the regime where they start to make lots of mistakes. For example, on the Yahoo dataset (bottom-right of Figure 3), there does not
start to be a difference between the models until the SMALL model dips below around 75% accuracy.

Second, we do not see a waterfall-like pattern where the SMALL model’s accuracy is “good enough” for a short amount of time before falling off, after which the next largest model remains “good enough” for a while, and so on. This finding can have implications for model design, suggesting that “intermediate”-sized models may not have a particularly useful niche in some contexts - examples are better handled either by a smaller model or a bigger model.

There are, of course, differences between the graphs as well across datasets. The divergence point comes at different uncertainty levels, and the improvement of larger models is therefore more or less concentrated among the most uncertain examples. More tantalizingly, the smaller models appear to actually do better than larger models among low-uncertainty examples in some of the datasets! We now turn to systematically analyzing these differences.

3.3 Switcher Models

Switcher models visualize how much performance we can gain by toggling between a small and large model based on uncertainty. A natural way to visualize and further evaluate the significance of our findings regarding model uncertainty and larger model improvement is with the use of switcher models. Switcher models, for the purpose of this paper, consist of a two-model ensemble. The smaller model always evaluates an example. If it is uncertain about an example, it passes the example to the larger model. Switcher models of different kinds have recently been explored in the context of distillation and multi-model cascades Rawat et al. (2021); Wang et al. (2018).

In particular, we focus on the curve of all possible switcher models for each SMALL-LARGE pair. Consider Figure 4, which displays example switcher models between the SMALL and 3B T5 variant on each dataset under consideration. Each point on a switcher model plot represents the performance of a hybrid model where the 3B model is deputized on the given fraction of examples the SMALL model is most uncertain about, while the SMALL model handles the rest. The leftmost point is therefore the case where the SMALL model handles every example, while the rightmost point is where the 3B model handles every example, and the resulting switcher model accuracies at those points are equivalent to the performance of the SMALL and 3B model, respectively.

In the top-right example, we observe that while the SMALL model achieves only 93% accuracy on its own, we can achieve a hybrid model with 95% accuracy by sending only 10% of examples to the 3B model. It can achieve north of 96% accuracy, essentially equivalent to the accuracy of the big model, by sending off only half of examples.

With that in mind, we are in a position to observe just how stark the results from these switcher models are. Despite how simple the idea is, we see a rather attractive trade-off between performance and compute in dataset after dataset. In cases where evaluating the large model in every case is expensive or otherwise undesirable, a simple switcher model can capture all or nearly all of the performance while saving substantial compute resources.

Even more interestingly, we see multiple cases where the hybrid switcher model does better than the big model! Take the switcher model on the WMT dataset (bottom-right of Figure 4). By sending 35% of the examples the SMALL model is most uncertain about to the 3B model, the hybrid model achieves a BLEU score of 25, which is well above the score of 24 achieved by the big model. For the Wikipedia dataset (top-left), we can already beat the performance of the 3B model by sending it only 15% of examples to evaluate (and do even better by sending it 25%).

Switcher model humps occur when a switcher model outperforms the larger model. We refer to this phenomenon as a hump. The existence of a hump on the switcher model is a reflection of two factors: first, the strong improvement by a larger model over the SMALL model on examples the SMALL model is uncertain about (leading to the steep rise at the beginning); and second, the decreased performance by the larger model on examples a SMALL model is certain about (leading to the decline at the end).

Even if we don’t always see a hump, the first of those factors holds in all of our datasets, which results in the switcher model curve being concave, or bowed out. The more concave a switcher model is, the more two
Figure 4: Model accuracies of switcher model that send the given fraction of the most uncertain examples based on the SMALL model to the 3B model and take the rest with the SMALL model themselves. X-axis is the proportion of examples evaluated by the 3B model; y-axis shows the accuracy (BLEU score for the WMT data), with the left axis showing the absolute accuracy and right axis showing the scaled accuracy (with the accuracy of evaluating all examples by the 3B model equaling to 1).
things are true. First, we can achieve greater compute savings to achieve a desired level of performance (e.g. matching the big model). Second, we can achieve greater performance given a desired level of compute.

Concavity and humps are two things we can look out for when doing more systematic analyses of switcher models. For example, to better understand why and when switcher models are more concave or have larger humps, we look into the switcher models across model retrainings for the same dataset and architecture for SMALL and 3B models.

**Switcher model humps are larger and more frequent when models are closer in accuracy and disagree on more examples.** Figure 5 plots several switcher models overlaid on each other for different retrainings of both the 3B and SMALL model of the Wikipedia toxicity dataset. We use this dataset for our illustration as it both achieves humps and has relatively large differences in model accuracies over retraining compared to the average performance gap between the two model sizes.

It is immediately clear that the gap between the smaller and the larger model’s performance correlates strongly with the concavity of the switcher model. The closer the two models are, the more concave a switcher model will be - and the more likely it achieves a large hump. We see that for the worst-performing SMALL model and best-performing 3B model, the switcher model has a very small hump; meanwhile, the hump in the opposite case is very large.

These findings have important implications for practitioners. When a larger model has a relatively small improvement over a smaller model, there may be a substantial set of examples where it is actually performing worse. And so rather than blindly using the larger model on all examples, there may be gains to switching between the models, or ensembling more generally.

The existence of substantial humps when the larger model performs no better than the small model is also interesting. It provides some intuition for the benefits of ensembling in general; even when models perform similarly on average, they will do better or worse on different subsets and so combining their predictions in some way can improve overall performance. Here, we see that the smaller model’s uncertainty is a guide to where each is doing relatively better, freeing us from having to evaluate both models in every case.

We now look across datasets. While there are not enough datasets to draw systematic conclusions about why their switcher model concavities differ (apart from different accuracy gaps), we offer suggestive evidence in Figure 6 that model disagreement rates, or the fraction of examples on which a larger and smaller model disagree, is part of the story. We limit ourselves to only considering pairs of models with very similar accuracy gains to one another, between 0.5% and 1%, in order to limit the effect of that factor. Within the remaining group of models, those that exhibit higher disagreement relative to one another are far more likely to exhibit humps.

Intuitively, we argue that this makes sense. Greater disagreement, when holding fixed the difference in accuracies, means that each model wins relative to the other more often. If these wins are concentrated in
the more and less uncertain examples, respectively, the result will be more concavity and a larger hump in the switcher model.

3.4 Different Notions of Uncertainty

A small model’s uncertainty is a better predictor of large model performance than a committee’s uncertainty, but its rate of disagreement with a committee of small models is even better. Besides differences between datasets and models, one other factor has the ability to strongly influence a switcher model’s concavity - the type of uncertainty score being used. Are some uncertainty scores better than others at distinguishing which examples a larger model is likely to get right or wrong?

In particular, we consider the question of whether uncertainty scores that are specific to an individual small model, such as the margin, are better predictors of a larger model’s improvement than committee-based uncertainty scores that rely on evaluating multiple models. Committee-based scores clearly bring more information to the table on the whole; at the same time, an individual model’s uncertainty has better information about that model’s own strengths and weaknesses. It has also has the advantage of being more practical and useful; if we wanted to use a switcher model, we only need a small model and a big model, not an ensemble of other small models to help decide which examples to forward to the big model.

For committee scores, we consider both averaging uncertainty across small models and also accounting for how much retraining churn there is for each example, i.e. how often models have different predictions. Retraining churn has shown some interesting correlations with switcher model performance in Section 3.3, and is also intuitively related to the idea of uncertainty. Table 2 in the Appendix shows that it is quite correlated with a model’s uncertainty score, with much more churn on examples a model is uncertain about, but not equivalent. For example, there is a fair amount of churn on examples in the most certain bucket.

The results, in Tables 1 and 3 (in Appendix), are quite interesting. A model’s own uncertainty score is a more useful input to a switcher model than the average uncertainty score across several retrained models. However, the most useful score in this context is actually the churn! That is, the best way to predict when a model can be improved by a larger model and when it will likely outperform that same model is by computing how often it disagrees with retrained peers.

4 Discussion

This study raises a lot of interesting questions that are worth further exploration. Particularly, why do we observe this relationship between regions of uncertainty in small models and improvement in performance?
using larger models? Also, why can larger models have worse performance on samples that are predicted with high certainty by small models? And what about our findings about individual model uncertainty scores, average uncertainty scores, and churn?

Let us start with the first question. Why is that, given a set of examples that a smaller model gets wrong, bigger models tend to mostly improve only on the subset where the smaller model is most uncertain? Note that this exists somewhat in tension with the conventional idea that uncertain examples are “hard” and certain examples are “easy”. Indeed, if we think of example hardness as expressing how likely it is that even a larger and more complex model would struggle, then this suggests that a fraction of a model’s most uncertain examples are actually the next easiest!

At the same time, in aggregate, larger models still perform worse on those examples a small model is uncertain about than on those it is certain about - even after their improvement on that slice - as we see in Figure 3 where all lines slope downward. How can we square these two observations?

The answer likely lies in the many reasons why a small model can be uncertain. One reason it may be uncertain because an example is genuinely challenging. For example, an example may be out of distribution - i.e. very different from examples in the training set. In that case, a larger model will also struggle. Another reason, though, could be because of model undercapacity; it simply lacks the flexibility to navigate complex parts of the feature space and defaults to having high-uncertainty predictions in that region. These would be prime examples of where a larger model can improve, as it can make more fine changes in the decision boundary to classify more examples correctly. Because a model’s uncertainty does not distinguish between these (and other) reasons for uncertainty, we end up with the surprising result that those examples are both “easy” (a larger model can get many of them right) and “hard” (all models are worse on average).

The flip question is why it is that smaller models can sometimes outperform larger models, on average, on examples they are highly certain about.

At a high level, the most common reason why smaller models outperform larger models is because of overfitting. How could that play out in this context, when we only observe large model underperformance on some examples the small model is quite certain about?

Consider, for example, the case of label noise - a point from one class surrounded by points from another.
A small model may choose to ignore the anomalous point, and therefore be highly certain about its predictions on all points in the region. A larger model, meanwhile, could contort itself in an unwieldy manner and thereby generalize poorly to a test set. More generally, given the extreme high-dimensionality of the feature space, it’s plausible that there are regions where simple decision boundaries yield high-certainty high-accuracy classifications.

We now discuss the findings about the various scores to rank the examples for the switcher model. One of the insights was that the small model’s own uncertainty was a better score than the uncertainty of the committee of small models, which is known to be a stronger uncertainty estimator. One reason why this is the case is that the models’ own uncertainty is more relevant to that model than a committee. A committee’s most certain examples could also be those that are so easy that a larger model is unlikely to underperform, limiting the ability for a switcher model to outperform the larger model. This suggests that there is added predictive power in the committee and using the disagreement is an effective way to both leverage the power of the committee while still basing the score on the model’s own predictions. It also suggests that large models are particularly vulnerable to worsening in performance in cases where a large set of small models all agree.

5 Conclusions

We identified several regularities in the relationship between a model’s example-level uncertainty and the performance of it and larger models. Across several datasets, we found that larger models improve the most on the most uncertain subset of examples, and don’t improve at all on a large fraction of examples. We also found that in cases where the large models do not improve by much or differ from the smaller model on many examples, the smaller model can outperform the larger model on an identifiable subset of examples. All of these correlations become even stronger, meanwhile, when we consider how often a smaller model disagrees with other small model retrainings.

We hope that this paper spurs further work in understanding when increasingly large models are actually needed, and when we can save the compute or even increase performance by using a smaller model.

References

Bahri, D. and Jiang, H. Locally adaptive label smoothing for predictive churn. arXiv preprint arXiv:2102.05140, 2021.

Baldock, R. J. N., Maennel, H., and Neyshabur, B. Deep learning through the lens of example difficulty. In Beygelzimer, A., Dauphin, Y., Liang, P., and Vaughan, J. W. (eds.), Advances in Neural Information Processing Systems, 2021.

Bhojanapalli, S., Wilber, K., Veit, A., Rawat, A. S., Kim, S., Menon, A., and Kumar, S. On the reproducibility of neural network predictions. arXiv preprint arXiv:2102.03349, 2021.

Bojar, O., Buck, C., Federmann, C., Haddow, B., Koehn, P., Leveling, J., Monz, C., Pecina, P., Post, M., Saint-Amand, H., Soricut, R., Specia, L., and Turchyna, A. s. Findings of the 2014 workshop on statistical machine translation. In Proceedings of the Ninth Workshop on Statistical Machine Translation, pp. 12–58, Baltimore, Maryland, USA, June 2014. Association for Computational Linguistics.

Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J. D., Dhariwal, P., Neelakantan, A., Shyam, P., Sastry, G., Askell, A., Agarwal, S., Herbert-Voss, A., Krueger, G., Henighan, T., Child, R., Ramesh, A., Ziegler, D., Wu, J., Winter, C., Hesse, C., Chen, M., Sigler, E., Litwin, M., Gray, S., Chess, B., Clark, J., Berner, C., McCandlish, S., Radford, A., Sutskever, I., and Amodei, D. Language models are few-shot learners. In Larochelle, H., Ranzato, M., Hadsell, R., Balcan, M. F., and Lin, H. (eds.), Advances in Neural Information Processing Systems, volume 33, pp. 1877–1901. Curran Associates, Inc., 2020.
Brutzkus, A. and Globerson, A. Why do larger models generalize better? a theoretical perspective via the xor problem. In *International Conference on Machine Learning*, pp. 822–830. PMLR, 2019.

Cotter, A., Jiang, H., Gupta, M. R., Wang, S., Narayan, T., You, S., and Sridharan, K. Optimization with non-differentiable constraints with applications to fairness, recall, churn, and other goals. *J. Mach. Learn. Res.*, 20(172):1–59, 2019.

D’Amour, A., Heller, K., Moldovan, D., Adlam, B., Alipanahi, B., Beutel, A., Chen, C., Deaton, J., Eisenstein, J., Hoffman, M. D., et al. Underspecification presents challenges for credibility in modern machine learning. *arXiv preprint arXiv:2011.03395*, 2020.

Desai, S. and Durrett, G. Calibration of pre-trained transformers. In *Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP)*, pp. 295–302, Online, November 2020. Association for Computational Linguistics.

Fernandes, D., Silva, A., Névoa, R., Simões, C., Gonzalez, D., Guevara, M., Novais, P., Monteiro, J., and Melo-Pinto, P. Point-cloud based 3d object detection and classification methods for self-driving applications: A survey and taxonomy. *Information Fusion*, 68:161–191, 2021.

Guo, C., Pleiss, G., Sun, Y., and Weinberger, K. Q. On calibration of modern neural networks. *Proceedings of the 34th International Conference on Machine Learning*, 2017.

Hendrycks, D. and Gimpel, K. A baseline for detecting misclassified and out-of-distribution examples in neural networks. *Proceedings of International Conference on Learning Representations*, 2017.

Hendrycks, D., Liu, X., Wallace, E., Dziedzic, A., Krishnan, R., and Song, D. Pretrained transformers improve out-of-distribution robustness. In *Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics*, pp. 2744–2751, Online, July 2020. Association for Computational Linguistics.

Hudson, I. L. Data integration using advances in machine learning in drug discovery and molecular biology. In *Artificial Neural Networks*, pp. 167–184. Springer, 2021.

Iandola, F., Moskewicz, M., Karayev, S., Girshick, R., Darrell, T., and Keutzer, K. Densenet: Implementing efficient convnet descriptor pyramids. *arXiv preprint arXiv:1404.1869*, 2014.

Jiang, H. and Gupta, M. R. Bootstrapping for batch active sampling. In *Proceedings of the 27th ACM SIGKDD Conference on Knowledge Discovery & Data Mining*, pp. 3086–3096, 2021.

Jiang, H., Narasimhan, H., Bahri, D., Cotter, A., and Rostamizadeh, A. Churn reduction via distillation. *arXiv preprint arXiv:2106.02564*, 2021a.

Jiang, Z., Zhang, C., Talwar, K., and Mozer, M. C. Characterizing structural regularities of labeled data in overparameterized models. In Meila, M. and Zhang, T. (eds.), *Proceedings of the 38th International Conference on Machine Learning*, volume 139 of *Proceedings of Machine Learning Research*, pp. 5034–5044. PMLR, 18–24 Jul 2021b.

Kossen, J., Farquhar, S., Gal, Y., and Rainforth, T. Active testing: Sample-efficient model evaluation. In Meila, M. and Zhang, T. (eds.), *Proceedings of the 38th International Conference on Machine Learning*, volume 139 of *Proceedings of Machine Learning Research*, pp. 5753–5763. PMLR, 18–24 Jul 2021.

Lakshminarayanan, B., Pritzel, A., and Blundell, C. Simple and scalable predictive uncertainty estimation using deep ensembles. In *Proceedings of the 31st International Conference on Neural Information Processing Systems*, NIPS’17, pp. 6405–6416, Red Hook, NY, USA, 2017. Curran Associates Inc. ISBN 9781510860964.

Lamb, A. M., Goyal, A. G. A. P., Zhang, Y., Zhang, S., Courville, A. C., and Bengio, Y. Professor forcing: A new algorithm for training recurrent networks. In *Advances in neural information processing systems*, pp. 4601–4609, 2016.
Maas, A. L., Daly, R. E., Pham, P. T., Huang, D., Ng, A. Y., and Potts, C. Learning word vectors for sentiment analysis. In Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics: Human Language Technologies, pp. 142–150, Portland, Oregon, USA, June 2011. Association for Computational Linguistics.

Mehrabi, N., Morstatter, F., Saxena, N., Lerman, K., and Galstyan, A. A survey on bias and fairness in machine learning. ACM Computing Surveys (CSUR), 54(6):1–35, 2021.

Milani Fard, M., Cormier, Q., Canini, K., and Gupta, M. Launch and iterate: Reducing prediction churn. Advances in Neural Information Processing Systems, 29:3179–3187, 2016.

Mishra, A. M., Shahare, Y., Gautam, V., et al. Analysis of weed growth in rabi crop agriculture using deep convolutional neural networks. In Journal of Physics: Conference Series, volume 2070, pp. 012101. IOP Publishing, 2021.

Mustafa, B., Loh, A., Freyberg, J., MacWilliams, P., Wilson, M., McKinney, S. M., Sieniek, M., Winkens, J., Liu, Y., Bui, P., et al. Supervised transfer learning at scale for medical imaging. arXiv preprint arXiv:2101.05913, 2021.

Nan, F. and Saligrama, V. Adaptive classification for prediction under a budget. arXiv preprint arXiv:1705.10194, 2017.

Papineni, K., Roukos, S., Ward, T., and Zhu, W.-J. Bleu: a method for automatic evaluation of machine translation. Proceedings of the 40th Annual Meeting of the Association for Computational Linguistics (ACL), 2002.

Parker, W. S. Ensemble modeling, uncertainty and robust predictions. Wiley Interdisciplinary Reviews: Climate Change, 4(3):213–223, 2013.

Post, M. A call for clarity in reporting BLEU scores. In Proceedings of the Third Conference on Machine Translation: Research Papers, pp. 186–191, Brussels, Belgium, October 2018. Association for Computational Linguistics.

Raffel, C., Shazeer, N., Roberts, A., Lee, K., Narang, S., Matena, M., Zhou, Y., Li, W., and Liu, P. J. Exploring the limits of transfer learning with a unified text-to-text transformer. Journal of Machine Learning Research, 21(140):1–67, 2020.

Rajpurkar, P., Zhang, J., Lopyrev, K., and Liang, P. SQuAD: 100,000+ questions for machine comprehension of text. In Proceedings of the 2016 Conference on Empirical Methods in Natural Language Processing, pp. 2383–2392, Austin, Texas, November 2016. Association for Computational Linguistics.

Rawat, A. S., Zaheer, M., Menon, A. K., Ahmed, A., and Kumar, S. When in doubt, summon the titans: Efficient inference with large models. arXiv preprint arXiv:2110.10305, 2021.

Ronald, M., Poulose, A., and Han, D. S. isplineception: An inception-resnet deep learning architecture for human activity recognition. IEEE Access, 9:68985–69001, 2021.

Sagawa, S., Raghu, A., Koh, P. W., and Liang, P. An investigation of why overparameterization exacerbates spurious correlations. In III, H. D. and Singh, A. (eds.), Proceedings of the 37th International Conference on Machine Learning, volume 119 of Proceedings of Machine Learning Research, pp. 8346–8356. PMLR, 13–18 Jul 2020.

Schelter, S., Biessmann, F., Januschowski, T., Salinas, D., Seufert, S., and Szarvas, G. On challenges in machine learning model management. 2018.

Sellam, T., Yadlowsky, S., Wei, J., Saphra, N., D’Amour, A., Linzen, T., Bastings, J., Turc, I., Eisenstein, J., Das, D., et al. The multiberts: Bert reproductions for robustness analysis. arXiv preprint arXiv:2106.16163, 2021.
Szegedy, C., Ioffe, S., Vanhoucke, V., and Alemi, A. A. Inception-v4, inception-resnet and the impact of residual connections on learning. In Thirty-first AAAI conference on artificial intelligence, 2017.

Toneva, M., Sordoni, A., des Combes, R. T., Trischler, A., Bengio, Y., and Gordon, G. J. An empirical study of example forgetting during deep neural network learning. In International Conference on Learning Representations, 2019.

Wang, X., Luo, Y., Crankshaw, D., Tumanov, A., Yu, F., and Gonzalez, J. Idk cascades: Fast deep learning by learning not to overthink. Conference on Uncertainty in Artificial Intelligence, 2018.

Wikimedia Foundation. Acl 2019 fourth conference on machine translation (wmt19), shared task: Machine translation of news.

Wulczyn, E., Thain, N., and Dixon, L. Ex machina: Personal attacks seen at scale. In Proceedings of the 26th International Conference on World Wide Web, WWW ’17, pp. 1391–1399, Republic and Canton of Geneva, CHE, 2017. International World Wide Web Conferences Steering Committee. ISBN 9781450349130.

Zhang, X., Zhao, J., and LeCun, Y. Character-level convolutional networks for text classification. Advances in neural information processing systems, 28:649–657, 2015.

Zhong, R., Ghosh, D., Klein, D., and Steinhardt, J. Are larger pretrained language models uniformly better? comparing performance at the instance level. In Findings of the Association for Computational Linguistics: ACL-IJCNLP 2021, pp. 3813–3827, Online, August 2021. Association for Computational Linguistics.

Zhong, Y., Yuan, N. J., Zhong, W., Zhang, F., and Xie, X. You are where you go: Inferring demographic attributes from location check-ins. In Proceedings of the eighth ACM international conference on web search and data mining, pp. 295–304, 2015.

Zhou, W., Xu, C., Ge, T., McAuley, J., Xu, K., and Wei, F. Bert loses patience: Fast and robust inference with early exit. ArXiv preprint arXiv:2006.04152, 2020.
## A Additional Experiments

| Dataset   | Uncertainty Model | % Churn Q1       | % Churn Q2       | % Churn Q3       | % Churn Q4       | % Churn Q5       |
|-----------|-------------------|------------------|------------------|------------------|------------------|------------------|
| Wikipedia | SMALL             | 0.41% (0.00%)    | 1.42% (0.00%)    | 6.22% (0.01%)    | 16.40% (0.02%)   | 20.63% (0.08%)   |
| Wikipedia | BASE              | 0.79% (0.00%)    | 0.91% (0.00%)    | 4.45% (0.01%)    | 18.34% (0.03%)   | 23.19% (0.08%)   |
| Wikipedia | LARGE             | 0.50% (0.00%)    | 0.86% (0.00%)    | 4.61% (0.01%)    | 19.42% (0.03%)   | 26.67% (0.09%)   |
| Wikipedia | 3B                | 0.16% (0.00%)    | 0.79% (0.00%)    | 4.44% (0.01%)    | 20.94% (0.03%)   | 34.81% (0.09%)   |
| IMDb      | SMALL             | 0.33% (0.00%)    | 1.26% (0.00%)    | 4.36% (0.02%)    | 7.78% (0.03%)    | 8.08% (0.09%)    |
| IMDb      | BASE              | 0.35% (0.00%)    | 0.70% (0.00%)    | 2.73% (0.01%)    | 11.21% (0.03%)   | 14.58% (0.11%)   |
| IMDb      | LARGE             | 0.14% (0.00%)    | 0.47% (0.00%)    | 2.20% (0.01%)    | 13.22% (0.04%)   | 20.77% (0.13%)   |
| IMDb      | 3B                | 0.20% (0.00%)    | 0.40% (0.00%)    | 1.31% (0.01%)    | 13.23% (0.04%)   | 32.44% (0.15%)   |
| Yahoo!   | SMALL             | 7.00% (0.01%)    | 23.54% (0.01%)   | 33.10% (0.02%)   | 36.00% (0.03%)   | 33.37% (0.10%)   |
| Yahoo!   | BASE              | 7.20% (0.01%)    | 24.06% (0.01%)   | 32.29% (0.02%)   | 34.88% (0.03%)   | 32.69% (0.10%)   |
| Yahoo!   | LARGE             | 5.94% (0.01%)    | 22.14% (0.01%)   | 35.63% (0.03%)   | 40.86% (0.03%)   | 39.73% (0.10%)   |
| Yahoo!   | 3B                | 3.99% (0.01%)    | 21.42% (0.01%)   | 39.44% (0.03%)   | 46.82% (0.03%)   | 44.61% (0.10%)   |
| Amazon   | SMALL             | 8.31% (0.00%)    | 18.03% (0.00%)   | 27.69% (0.01%)   | 31.08% (0.01%)   | 28.77% (0.04%)   |
| Amazon   | BASE              | 8.24% (0.00%)    | 18.77% (0.00%)   | 26.24% (0.01%)   | 31.68% (0.01%)   | 30.06% (0.04%)   |
| Amazon   | LARGE             | 7.09% (0.00%)    | 21.31% (0.00%)   | 24.92% (0.01%)   | 32.93% (0.01%)   | 32.65% (0.04%)   |
| Amazon   | 3B                | 5.59% (0.00%)    | 21.58% (0.00%)   | 26.56% (0.01%)   | 37.25% (0.01%)   | 37.30% (0.04%)   |
| SQuAD    | SMALL             | 8.97% (0.02%)    | 27.54% (0.04%)   | 35.38% (0.07%)   | 34.55% (0.09%)   | 36.70% (0.28%)   |
| SQuAD    | BASE              | 7.44% (0.02%)    | 26.37% (0.04%)   | 38.29% (0.07%)   | 40.75% (0.09%)   | 42.56% (0.28%)   |
| SQuAD    | LARGE             | 6.27% (0.02%)    | 25.60% (0.04%)   | 40.89% (0.07%)   | 44.49% (0.09%)   | 47.75% (0.29%)   |
| SQuAD    | 3B                | 5.73% (0.02%)    | 24.81% (0.04%)   | 42.00% (0.07%)   | 47.27% (0.10%)   | 52.98% (0.29%)   |

Table 2: Percentage of chance (standard error) that two runs of finetuning of 3B models will give different classifications on test examples. Test examples are divided into five buckets based on their uncertainty scores using the uncertainty model. Q1: 50% most certain test examples. Q2: Test examples with uncertainty score in the 50% to 75% quantiles. Q3: Test examples with uncertainty score in the 75% to 90% quantiles. Q4: Test examples with uncertainty score in the 90% to 99% quantiles. Q5: 1% most uncertain test examples.
| Dataset   | Larger Model | Margin   | Cmt. Margin | Entropy  | Cmt. Entropy | Churn  | Cmt. Churn |
|-----------|--------------|----------|-------------|----------|--------------|--------|------------|
| Wikipedia | BASE         | 0.2% (0.01%) | 0.1% (0.02%) | 0.2% (0.01%) | 0.1% (0.02%) | 0.2% (0.01%) | 0.2% (0.01%) |
| Wikipedia | LARGE        | 0.1% (0.02%) | -0.0% (0.02%) | 0.1% (0.02%) | -0.0% (0.02%) | 0.2% (0.02%) | 0.1% (0.01%) |
| Wikipedia | 3B           | 0.3% (0.01%) | 0.2% (0.02%) | 0.3% (0.01%) | 0.2% (0.02%) | 0.3% (0.01%) | 0.2% (0.01%) |
| IMDb     | BASE         | 1.0% (0.01%) | 1.0% (0.01%) | 1.0% (0.01%) | 1.0% (0.01%) | 0.9% (0.01%) | 0.9% (0.01%) |
| IMDb     | LARGE        | 1.4% (0.01%) | 1.5% (0.01%) | 1.4% (0.01%) | 1.5% (0.01%) | 1.2% (0.01%) | 1.1% (0.01%) |
| IMDb     | 3B           | 1.7% (0.01%) | 1.7% (0.01%) | 1.7% (0.01%) | 1.7% (0.01%) | 1.3% (0.01%) | 1.2% (0.01%) |
| Yahoo!   | BASE         | 1.5% (0.03%) | 0.6% (0.04%) | 1.5% (0.03%) | 0.6% (0.04%) | 2.4% (0.05%) | 0.8% (0.04%) |
| Yahoo!   | LARGE        | 2.1% (0.05%) | 1.4% (0.05%) | 2.1% (0.05%) | 1.4% (0.06%) | 3.0% (0.06%) | 1.5% (0.05%) |
| Yahoo!   | 3B           | 2.4% (0.03%) | 1.7% (0.04%) | 2.4% (0.03%) | 1.8% (0.04%) | 3.3% (0.05%) | 1.8% (0.03%) |
| Amazon   | BASE         | 0.8% (0.01%) | 0.4% (0.01%) | 0.8% (0.01%) | 0.3% (0.01%) | 1.4% (0.01%) | 0.6% (0.01%) |
| Amazon   | LARGE        | 1.0% (0.01%) | 0.6% (0.01%) | 1.0% (0.01%) | 0.6% (0.01%) | 1.8% (0.01%) | 1.0% (0.01%) |
| Amazon   | 3B           | 1.2% (0.01%) | 0.8% (0.01%) | 1.2% (0.01%) | 0.8% (0.01%) | 2.0% (0.01%) | 1.2% (0.01%) |
| SQuAD    | BASE         | 2.5% (0.02%) | 2.1% (0.03%) | 2.4% (0.02%) | 2.1% (0.02%) | 3.5% (0.02%) | 2.3% (0.02%) |
| SQuAD    | LARGE        | 3.3% (0.02%) | 3.0% (0.02%) | 3.1% (0.02%) | 2.9% (0.02%) | 4.2% (0.02%) | 3.1% (0.02%) |
| SQuAD    | 3B           | 3.6% (0.02%) | 3.4% (0.02%) | 3.5% (0.02%) | 3.3% (0.02%) | 4.6% (0.03%) | 3.5% (0.02%) |

Table 3: Average percentage improvement in accuracy of sending most uncertain examples to the larger model, compared to the alternative of sending a same proportion of randomly selected examples to the larger model. We consider three variants of uncertainty scores: margin, entropy, and churn (i.e., the probability that the given SMALL model makes a different prediction than another finetuning of the SMALL model). We also consider the committee-based variants of the uncertainty scores, which use the average of uncertainties of nine other finetunings of the SMALL model.