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Abstract

In the article, integration of temporal functions in (possibly non-UMD) Banach spaces with respect to (possibly non-Gaussian) fractional processes from a finite sum of Wiener chaoses is treated. The family of fractional processes that is considered includes, for example, fractional Brownian motions of any Hurst parameter or, more generally, fractionally filtered generalized Hermite processes. The class of Banach spaces that is considered includes a large variety of the most commonly used function spaces such as the Lebesgue spaces, Sobolev spaces, or, more generally, the Besov and Lizorkin-Triebel spaces. In the article, a characterization of the domains of the Wiener integrals on both bounded and unbounded intervals is given for both scalar and cylindrical fractional processes. In general, the integrand takes values in the space of \( \gamma \)-radonifying operators from a certain homogeneous Sobolev-Slobodeckii space into the considered Banach space. Moreover, an equivalent characterization in terms of a pointwise kernel of the integrand is also given if the considered Banach space is isomorphic with a subspace of a cartesian product of mixed Lebesgue spaces. The results are subsequently applied to stochastic convolution for which both necessary and sufficient conditions for measurability and sufficient conditions for continuity are found. As an application, space-time continuity of the solution to a parabolic equation of order \( 2m \) with distributed noise of low time regularity is shown as well as measurability of the solution to the heat equation with Neumann boundary noise of higher regularity.
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1. Introduction

In the present article, integration in Banach spaces with respect to fractional processes from a finite sum of Wiener chaoses is treated. The class of fractional processes that is considered consists of stochastic processes \((z_t)_{t \in \mathbb{T}} (\mathbb{T} \subseteq \mathbb{R} \text{ an interval})\) that are centered second-order stochastic processes for which the equality

\[
\mathbb{E} z_s z_t = \frac{\sigma^2}{2} \left( |s|^{2H} + |t|^{2H} - |t-s|^{2H} \right), \quad s, t \in \mathbb{T},
\]

holds with some \( \sigma > 0 \) and \( H \in (0, 1) \). There are many processes that satisfy this requirement. In fact, the covariance function of any second-order \( H \)-self-similar process with stationary increments (\( H \)-sssi processes for short; see, e.g., [41, 49]) must necessarily be of the form (1) and in this spirit, the family of fractional Brownian motions (see, e.g., [20, 33]) provides a prototypical example. On the other hand, there are many other non-Gaussian processes that can be considered and we name, for example, the family of Rosenblatt processes (see, e.g., [44, 48]) or the more general family of fractionally filtered generalized Hermite processes (see, e.g., [6]).

The integral of real-valued deterministic functions on an interval \( T \subseteq \mathbb{T} \) with respect to real-valued fractional processes can be defined in a natural way and this construction is standard for concrete cases of the driving process; see, e.g., [20, 38, 39] for the case of fractional Brownian motions, [48, 31] for the case of Rosenblatt and Hermite processes, and [2, 10, 16] for the case of Volterra processes. In particular, the integral is initially defined as the map \( i : 1_{[0,1]} \mapsto z_t \) and extended by linearity to step functions. Subsequently, it is shown that there is an Itô-type isometry for such Stieltjes-type sums and that this isometry can be used for the extension of the integral from step functions to a large abstract (Hilbert) space of admissible integrands \( \mathcal{D}^H(T) \). It is here
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where the covariance structure of the driving process plays a fundamental role. Finally, one usually chooses some subspace of the abstract space $\mathcal{G}^H(T)$ that is suitable for the problem at hand and the Wiener integral is restricted to this space. For example, if the fractional Brownian motion with Hurst parameter $H$ is the integrator and $T$ is a bounded interval, the usual choice is the Lebesgue space $L^p(T)$ if $H \geq 1/2$ or the space of Hölder continuous functions $C^\theta(T)$ for $\theta > 1/2 - H$ if $H < 1/2$; see, e.g., [3].

To aid in this choice, it is desirable to understand the structure of the abstract space of admissible integrands $\mathcal{G}^H(T)$. In this direction, the first main result of the present article is a complete characterization of this space for both bounded an unbounded intervals $T$; namely, it is shown in Proposition 2.6 that the space $\mathcal{G}^H(T)$ coincides with the homogeneous Sobolev-Slobodeckii space $W^{H,2}(T)$. Thus, the dependence of the space $\mathcal{G}^H(T)$ on the parameter $H$ is made explicit and it is readily seen that the value $H = 1/2$ is critical in the following sense: If $H \leq 1/2$, the space of admissible integrands contains only functions (and the characterization says which functions precisely) while if $H > 1/2$, then this space is much larger and it contains distributions as well (and again, the characterization says which distributions precisely). We note that while this characterization is proved for the Wiener integral with respect to fractional Brownian motions on bounded intervals in [26, Theorem 3.3] and the key identity for unbounded intervals is given in [38, formula (3.4)], our result applies to a much broader class of integrators and its proof is completely different from the proofs in these two papers.

As far as integration with respect to infinite-dimensional (or, more precisely, $U$-cylindrical) Wiener processes in Banach spaces is concerned, the topic has been the subject to extensive research in the last couple of decades and the reader can find an excellent overview with many references to the most prominent results in the survey article [52]. See also, e.g., [15, 58] for some more recent results. On the other hand, while the literature on integration in Banach spaces for infinite-dimensional fractional processes is much more scarce, we refer to the papers [13] and [25] for some results in this direction. In the present article, however, different additional assumptions are put on the driving noise and on the considered Banach space than those usually considered.

In particular, the fractional process is additionally assumed to live in a finite sum of Wiener chaoses (of the largest order $n$); that is, it is assumed that the random variable $z_l$ can be written as a finite sum of multiple Wiener-Itô integrals (of orders up to $n$) with respect to some isonormal Gaussian process. This requirement allows to use the second main result of the present paper; namely, that of the equivalence of the $p$-th and $q$-th moments of linear combinations from a finite Wiener chaos with coefficients from a Banach space for every $p, q \geq 0$; see Proposition 2.2. This result is a generalization of the Kahane-Khinchine inequality, see, e.g., [19, Theorem 1.3.1], and it was announced in [17, Proposition 2.1] where it is stated for $p, q \geq 1$. We give the full proof of the general claim in the present article.

The assumption on the fractional process is then complemented with an assumption on the considered Banach space $X$. In particular, the Banach space $X$ is assumed to have the property that the second moment of a linear combination of elements from $X$ with coefficients from the finite sum of Wiener chaoses in which the noise lives is equivalent to the second moment of a linear combination of the same elements but with different coefficients taken from the Wiener chaos. In particular, this property allows to pass from non-Gaussian coefficients to Gaussian ones. Since it seems that this notion has not been studied in the literature so far, we simply say that the Banach space is $n$-good.

Under these two assumptions, Wiener integration in the Banach space $X$ is treated and the third main result of the paper is given. In particular, it is shown in Theorem 3.18 that there is a sufficient condition for integrability in $X$ that is formulated in terms of a $γ$-radonifying norm of an operator associated with the integrand. If, additionally, the Banach space $X$ has the approximation property, then it is shown in Theorem 3.19 that this sufficient condition is also necessary.

While it is clear that all the above mentioned examples of fractional processes live in a finite sum of Wiener chaoses, it is a priori not at all clear that there some useful examples of Banach spaces that satisfy the above assumptions. In this direction, we prove that if the Banach space $X$ is isomorphic with a subspace of a product of mixed Lebesgue spaces, then $X$ is both $n$-good for every $n \in \mathbb{N}$ and has the approximation property; see Proposition 3.14. As a consequence, one can consider many of the commonly used function spaces within our framework and we name, for example, the Lebesgue spaces $L^p(D)$, Sobolev spaces $W^{s,p}(D)$, Besov spaces $B^{s}_{p,q}(D)$, and the Lizorkin-Triebel spaces $F^{s}_{p,q}(D)$ (here, $D$ is either $\mathbb{R}^d$, $\mathbb{R}^d_+$, or a bounded $C^\infty$-domain in $\mathbb{R}^d$; and $p, q \geq 1$, $s \in \mathbb{R}$, and $r > 0$); see Corollary 3.15 for the precise statement. Note that the above mentioned examples also include some obviously non-UMD spaces such as the space $L^2(\mathbb{R})$; see, e.g., [14] and the references therein. Moreover, to further aid in applications, we show that if $X$ has the above described structure (as an isomorphic space with a subspace of a product of mixed Lebesgue spaces), then the sufficient and necessary condition for integrability can be formulated in terms of pointwise (Green) kernels; see Proposition 3.21.

The abstract integration results are then applied to the stochastic convolution integral for which sufficient and necessary conditions for existence are found; see Proposition 4.1. The focus is then on the special case in which
the integrand takes the form $S(\cdot)\Phi$ where $\Phi \in \mathcal{L}(U, X)$ and where $S : [0, \infty) \to \mathcal{L}(X)$ is a strongly continuous semigroup. In this case, the necessary and sufficient condition for the existence of the convolution integral can be simplified, see Corollary 4.3, and it is also shown that it already implies the existence of a measurable version of the convolution integral, see Corollary 4.7. If, additionally, the semigroup is analytic, sufficient conditions for existence of a continuous version of the convolution integral are also given, see Proposition 4.11.

Finally, two examples are given. The first example concerns a stochastic parabolic partial differential equation of order $2m$, $m \in \mathbb{N}$, on a bounded $C^\infty$-domain $D \subseteq \mathbb{R}^d$ with distributed space-time noise. Such equation is treated in [17] where the case of a regular noise $H > 1/2$ is considered and where it is shown that if $H > d/4m$, then the solution is a space-time continuous random field. In this case, we use a similar method to treat the case of a singular noise $H < 1/2$ and we show that even in this case, space-time continuity of the solution occurs if $H > d/4m$. More precisely, the formal parabolic equation is formulated as a stochastic Cauchy problem in the space $L^p(D)$ for a suitable choice of $p \geq 2$ and its solution is sought in the mild form, i.e. as a stochastic convolution integral. Subsequently, time continuity of the convolution integral in the domain of a fractional power of the differential operator is shown and since this space is a subspace of a certain Bessel potential space, the Sobolev embedding is used to prove continuity in the spatial variable; see Proposition 5.5 for the precise statement of the result. We note that, roughly speaking, the larger the parameter $p$ is considered in this example, the better regularity of the solution is obtained. For some other related results on stochastic partial differential equations with distributed noise, we refer, for example, to [10, 12, 13, 16, 17, 22, 40, 45] and the references therein.

The second example concerns the stochastic heat equation on a bounded $C^\infty$-domain $D \subseteq \mathbb{R}^d$ of finite surface measure that is perturbed by space-time noise through the boundary of the domain. In this example, it is assumed that $H > 1/2$. The equation is again treated as a stochastic Cauchy problem in a suitable $L^p(D)$ space but in this example, the situation is in a certain sense reversed when compared with the first example - in here, it is desirable to choose the parameter $p$ as small as possible. This becomes apparent if one tries to apply [17, Corollary 3.1] to this situation - while similar conditions are obtained, there is the barrier $pH \geq 1$ which comes from the use of Minkowski’s inequality. To overcome this difficulty, we find a Green kernel for the integrand and appeal to Proposition 3.21 instead. Consequently, we show that if $H > d/2 - 1/2$, then it is possible to choose the parameter $p \in [1, 2]$ so that measurability of the solution in the space $L^p(D)$ occurs; see Proposition 5.14 for the precise statement of the result. For some related results on stochastic partial differential equations with boundary noise, we refer, for example, to [1, 11, 22, 24, 29, 34, 42] and the references therein.

Organization of the article. In Section 2, we recall some notions from Gaussian analysis and prove the hypercontractivity result in Proposition 2.2. Subsequently, the notion of fractional processes is formalized and some examples given. Wiener integration for these processes is treated here as well and the characterization of the abstract space of admissible integrands is proved in Proposition 2.6. In Section 3, Wiener integration for cylindrical fractional processes is analysed and the section is split into two subsections. In Subsection 3.1, Wiener integrability for cylindrical processes in the scalar case is characterized and in Subsection 3.2, Wiener integrability for cylindrical process in the vector case is treated. In particular, while weak integrability is defined and characterized in Subsubsection 3.2.1, strong integrability is defined and characterized in Subsubsection 3.2.2. It is also in the last mentioned Subsubsection 3.2.2, where $n$-good Banach spaces that have the approximation property are considered. Section 4 is devoted to stochastic convolution and Section 5 contains the two examples of stochastic partial differential equations to which our results are applied. The results on homogeneous fractional Sobolev spaces needed for our analysis are collected in Appendix A.

2. Preliminaries

In this section, some preliminaries from Gaussian analysis and fractional processes are given. Throughout the paper, the following notation is used.

Notation. The notation $A \lesssim B$ means that there is a finite positive constant $c$ such that $A \leq cB$. Similarly, $A \approx B$ means that there are two finite positive constants $c_1$ and $c_2$ such that $c_1A \leq B \leq c_2A$ and $A \propto B$ means that there is a finite positive constant $c$ such that $A = cB$. This notation is used whenever the precise values of the constants are not important.

2.1. Equivalence of moments on a finite Wiener chaos

We begin with a general setting. Let $V$ be a real separable Hilbert space and assume that $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space with a $V$-isomnormal Gaussian process $(W(v))_{v \in V}$ defined on it. It is assumed that the sigma
field $\mathcal{F}$ is generated by this isonormal Gaussian process and augmented by $\mathcal{P}$-zero sets. Denote by $H_n$ the $n^{th}$ Hermite polynomial that is defined by

$$H_n(x) := \frac{(-1)^n}{n!} \frac{d^n}{dx^n} \left( e^{-x^2} \right), \quad x \in \mathbb{R}.$$  

The $n^{th}$ Wiener chaos, denoted here by $\mathcal{H}_n$, is the closed linear subspace of the space $L^2(\Omega)$ generated by the linear span $\{ H_n(W(v)) \mid v \in V, \|v\|_V = 1 \}$. For a thorough analysis of these notions, we refer, for example, to the monograph [36] and the references therein. An important feature of the spaces $\mathcal{H}_n$ is that their elements have equivalent moments. A generalization of this property to random variables with values in normed linear spaces is central to the present paper and we it is stated precisely in Proposition 2.2. The result improves that of [17, Proposition 2.1].

**Definition 2.1.** In this paper, by a finite Wiener chaos we mean the space $\mathcal{H}^{\oplus n} := \bigoplus_{n=0}^{\infty} \mathcal{H}_n$ for some $n \in \mathbb{N}$. We say that a stochastic process $z : \mathcal{T} \to L^2(\Omega)$, where $\mathcal{T} \subseteq \mathbb{R}$ is an interval, lives in a finite Wiener chaos if there exists a non-negative integer $n$, such that $z_t \in \mathcal{H}^{\oplus n}$ for every $t \in \mathcal{T}$.

**Proposition 2.2.** Let $p, q \in (0, \infty)$ and $n \in \mathbb{N}_0$. Then there exists a finite positive constant $C_{p,q,n}$ such that the inequality

$$\mathbb{E} \left( \left\| \sum_{j=1}^{m} \xi_j x_j \right\|_B^q \right)^{\frac{1}{q}} \leq C_{p,q,n} \left( \mathbb{E} \left( \left\| \sum_{j=1}^{m} \xi_j x_j \right\|_B^p \right)^{\frac{1}{p}} \right)^{\frac{1}{q}}$$

holds for every normed linear space $B$, $m \in \mathbb{N}$, $\{x_j\}_{j \leq m} \subset B$, and every $\{\xi_j\}_{j \leq m} \subset \mathcal{H}^{\oplus n}$.

**Proof.** According to [19, Theorem 3.2.10 (i)] (in particular the reference to [19, Theorem 3.2.5]), there exist a finite positive constant $C_{p,q,n}$ such that the inequality

$$(\mathbb{E} \left\| X \right\|_G^q)^{\frac{1}{q}} \leq C_{p,q,n} (\mathbb{E} \left\| X \right\|_G^p)^{\frac{1}{p}}$$

(2) is satisfied for every Banach space $B$, every $1 < p < q < \infty$, and for every random variable $X$ from the linear span of

$$\left\{ x \prod_{j=1}^{\infty} W(\epsilon_j)^{\alpha_j} \Bigg| x \in B, \alpha \in \mathbb{N}_0^N, \|\alpha\|_\ell^1 \leq n \right\}$$

where $\{\epsilon_j\}_{j \in \mathbb{N}}$ is an orthonormal basis of the Hilbert space $V$. By linearity and Fernique’s theorem, inequality (2) holds also for every random variable $X$ from the linear span of

$$\left\{ x \prod_{j=1}^{\infty} W(\xi_j)^{\alpha_j} \Bigg| x \in B, \alpha \in \mathbb{N}_0^N, \|\alpha\|_\ell^1 \leq n, \xi \in V^N \right\}.$$  

This means that the $L^r(\Omega)$-norms for $1 < r < \infty$ are equivalent on the linear span of the set

$$\prod_{j=1}^{\infty} W(\xi_j)^{\alpha_j} \mid x \in B, \alpha \in \mathbb{N}_0^N, \|\alpha\|_\ell^1 \leq n, \xi \in V^N$$

and therefore, the closure of this set in the space $L^r(\Omega)$ for any $1 < r < \infty$ coincides with $\mathcal{H}^{\oplus n}$. This follows, for example, by the remark on page 6 after [36, Theorem 1.1.1]. We have thus proved that inequality (2) holds for every random variable $X$ from the linear span of

$$\{ x\eta \mid x \in B, \eta \in \mathcal{H}^{\oplus n} \}.$$  

To prove the claim for $0 < p < q < \infty$, $q \in (1, \infty)$, the trick in the remark that follows [19, Theorem 3.2.2] is used. That is, the Cauchy-Schwarz inequality is applied to $\|X\|_B^{1-p} \|X\|_B^{1-q}$ to obtain the inequality

$$\|X\|_{L^q(\Omega; B)} \leq \|X\|_{L^p(\Omega; B)} \|X\|_{L^{2-p}(\Omega; B)} \leq C_{q,2-p,n}^{1-\alpha} \|X\|_{L^p(\Omega; B)} \|X\|_{L^{1-\alpha}(\Omega; B)}$$

where $\alpha$ is defined by $2q = p$, from which the inequality

$$\|X\|_{L^q(\Omega; B)} \leq C_{q,2-p,n}^{-1+\alpha} \|X\|_{L^p(\Omega; B)}$$

follows. The case $0 < p < q \leq 1$ then follows by combining Jensen’s inequality and the previous step as

$$\|X\|_{L^q(\Omega; B)} \leq \|X\|_{L^2(\Omega; B)} \leq C_{2,4-p,n}^{-1+\frac{p}{2}} \|X\|_{L^p(\Omega; B)}.$$  


Remark 2.3. We note that Proposition 2.2 also holds for $0 = p < q < \infty$ in the sense the linear span of $\{x \eta \mid x \in \mathcal{B}, \eta \in \mathcal{K}^{\oplus n}\}$ when equipped with the topology of $L^0(\Omega; \mathcal{B})$ is uniformly continuously embedded in itself when equipped with the topology of $L^q(\Omega; \mathcal{B})$. Indeed, it follows by using the Cauchy-Schwarz inequality and Proposition 2.2 that there exists a finite positive constant $C_{q,n}$ such that the inequality

$$E \|X\|_B^q \leq [P(\|X\|_B > R)]^{\frac{q}{2}} \|X\|_{L^{2q}(\Omega; \mathcal{B})}^q + \varepsilon^q \leq C_{q,n} \left[P(\|X\|_B > R)\right]^{\frac{q}{2}} E \|X\|_B^q + R^q$$

is satisfied for every $R > 0$. Consequently, there is the following implication:

$$P(\|X\|_B > R) \leq \frac{1}{4C_{q,n}^2} \text{ for some } R > 0 \implies \|X\|_{L^q(\Omega; \mathcal{B})} \leq 2^{\frac{q}{2}} R.$$

\triangle

2.2. Fractional processes

Let $\mathfrak{T}$ be the real axis $\mathbb{R}$, the interval $[0, \infty)$, or the interval $[0, \tau]$ for some $\tau > 0$. Let $z = (z_t)_{t \in \mathfrak{T}}$ be a stochastic process on $(\Omega, \mathcal{F}, P)$ that is centered, has finite variance, and such that there is $H \in (0, 1)$, the so-called Hurst index, for which the equality

$$E z_s z_t = \sigma^2 R_H(s, t)$$

is satisfied for every $s, t \in \mathfrak{T}$ with the function $R_H(s, t)$ defined by

$$R_H(s, t) := \frac{1}{2} (|s|^{2H} + |t|^{2H} - |t - s|^{2H})$$

and $\sigma > 0$ a constant. A process $z$ that satisfies the above conditions is called an $H$-fractional process in this article.

Remark 2.4. By formulas (3) and (4), we have that for an $H$-fractional process $z$ the equality

$$E(z_t - z_s)^2 = |t - s|^{2H} \sigma^2$$

holds for every $s, t \in \mathfrak{T}$. Hence, without any further assumptions, the process $z$ admits a measurable version by [21, Theorem 2.6] because it is continuous in mean square and therefore also in probability. If, moreover, $H \in (\frac{1}{2}, 1)$, the process $z$ also admits a version with H"older continuous sample paths up to the order $H - \frac{1}{2}$ by Kolmogorov’s continuity criterion; see, e.g., [7, Theorem 39.3]. However, if it is assumed that the process $z$ lives in a finite Wiener chaos, then it has a continuous version even in the singular case $H \in (0, \frac{1}{2}]$. More precisely, if $z$ lives in a finite Wiener chaos $\mathcal{K}^{\oplus n}$, we have that the inequality

$$E(z_t - z_s)^q \leq \left[ E(z_t - z_s)^2 \right]^q = |t - s|^{Hq} \sigma^q$$

holds for every $q > 0$ and $s, t \in \mathfrak{T}$ by Kolmogorov’s criterion that $z$ has a version with H"older continuous sample paths of every order smaller that $H$, cf. [17, Remark 2.1]. \triangle

Example 2.5. The class of fractional processes from a finite Wiener chaos that satisfy the above conditions for the process $z$ is quite rich and some examples are given here. Let us first specify the general setting. We assume that $(\Omega, \mathcal{A}, P)$ is a probability space with a Wiener process $(W_t)_{t \in \mathbb{R}}$ defined on it. Constructed in the usual manner, the first order Wiener-Itô integral is an $L^2(\mathbb{R})$-isornormal process defined on this probability space and it is assumed that this process generates the $\sigma$-field $\mathcal{A}$.

Note first that every $H$-self-similar process with stationary increments ($H$-sssi processes for short) from a finite Wiener chaos can be considered. This follows by, for example, Lemma 7.2.1 of [41]. Clearly, the main examples are fractional Brownian motions; however there are many other $H$-sssi processes from a finite Wiener chaos that have been considered in the literature.

We can mention, for example, the family of the fractionally filtered generalized Hermite processes, that is introduced and analysed in [6]. This family includes, among others, the processes $z^\alpha, \beta_k(t)$ that are defined by

$$z^\alpha, \beta_k(t) := C_{\alpha, \beta, k} \int_{\mathbb{R}^k} \left( \int_{\mathbb{R}} k^\beta(u) \prod_{j=1}^k (u - y_j)^{\frac{\beta}{\alpha}} du \right) dW^\alpha_k, \quad t \geq 0,$$

where the kernel $k^\beta$ is given by

$$k^\beta(u) := \begin{cases} \frac{1}{\beta} [(t - u)^{\beta}_+ - (-u)^{\beta}_+], & \beta \neq 0, \\ 1_{(0, \ell)}(u), & \beta = 0, \end{cases}$$

5
and where the parameters $\alpha$ and $\beta$ satisfy

$$-1 < -\alpha - \frac{k}{2} - 1 < \beta < -\alpha - \frac{k}{2} < \frac{1}{2}.$$  

The constant $C_{\alpha,\beta,k}$ is a normalizing constant that ensures that $\text{E}(\hat{z}_k^{\alpha,\beta}(1))^2 = 1$ and the integral $\int_{\mathbb{R}^k} \cdots dW^{\otimes k}_{y}$ is the Wiener-Itô multiple integral of order $k$; see, e.g., [36] or [35]. It follows by [6, Theorem 3.27] that the process $z_k^{\alpha,\beta}$ is an $H$-ssi process with the parameter $H$ that is given by

$$H = \alpha + \beta + \frac{k}{2} + 1$$

and that belongs to the interval $(0, 1)$. Moreover, by its construction as a Wiener-Itô multiple integral of a deterministic function, the process $z_k^{\alpha,\beta}$ lives in the $k$th Wiener chaos.

It should be noted that the above class includes some well-known stochastic processes. In particular, the process $z_1^{\alpha,\beta}$ is the fractional Brownian motion with the Hurst parameter $H = \alpha + \beta + \frac{3}{2} \in (0, 1)$ for every $\alpha$ and $\beta$ that satisfy

$$-1 < -\alpha - \frac{3}{2} < \beta < -\alpha - \frac{1}{2} < \frac{1}{2}.$$  

This is because the fractional Brownian motion is the only $H$-ssi process in the first Wiener chaos in the sense of finite-dimensional distributions, cf. [49, Proposition 1.1]. But already in the second Wiener chaos, there are infinitely many $H$-ssi processes; see the paper [32] for the discussion of this phenomenon.

Another particular case of the above class is the family of the processes $z_k^{\alpha,0}$. These processes are the much studied Hermite processes of order $k$ with the Hurst parameter $H = \alpha + \frac{k}{2} + 1 \in (1/2, 1)$ for every $\alpha$ that satisfies

$$-\frac{k}{2} - \frac{1}{2} < \alpha < -\frac{k}{2}.$$  

Note that the family of Hermite processes also includes the family of Rosenblatt processes that has received considerable attention in the last couple of years. See, for example, [49, section 3.1] and the references contained therein for further properties of Hermite processes. See also the seminal paper [48] for stochastic analysis of the Rosenblatt process.

2.3. Wiener integration for scalar fractional processes

The integral of deterministic functions with respect to a $H$-fractional process $(z_t)_{t \in T}$ is defined in the sequel. The construction of the integral follows the approach used in the case of fractional Brownian motions (and, more generally, Volterra processes, cf. e.g. [2, 16, 10]) and somewhat embodies the idea that only the covariance structure of the driving process $z$ is needed since the integral is constructed as the limit of Stieltjes-type sums in the space of square integrable random variables.

Let $T \subseteq \mathbb{T}$ and denote by $\mathcal{E}(T)$ the linear space of deterministic step functions whose support is contained in the interval $T$; that is, a function $f \in \mathcal{E}(T)$ satisfies the equality

$$f = \sum_{j=1}^n f_j 1_{[t_{j-1}, t_j)} \quad (5)$$

with some $n \in \mathbb{N}$, some set $\{t_j\}_{j \leq n} \subset T$ such that $t_0 < t_1 < \ldots < t_n$, and a set $\{f_j\}_{j \leq n} \subset \mathbb{R}$. Note that such a function can be extended by zero outside of the interval $T$ and this is done without an explicit comment whenever needed. Now, for a step function $f \in \mathcal{E}(T)$ that is given by formula (5) set

$$i_T(f) := \sum_{j=1}^n f_j (z_{t_j} - z_{t_{j-1}}) \quad (6)$$

and consider the operator $\mathcal{K}_H^* : \mathcal{E}(T) \to L^2(\mathbb{R})$ that is defined by $(\mathcal{K}_H^* f)(r) := f(r)$ and by

$$(\mathcal{K}_H f)(r) := \begin{cases} 
\frac{1}{c_H} \int_r^\infty [f(u) - f(r)] (u - r)^{H - \frac{3}{2}} du, & H \in (0, 1/2), \\
\frac{1}{c_H} \int_r^\infty f(u)(u - r)^{H - \frac{3}{2}} du, & H \in (1/2, 1). 
\end{cases}$$
The constant $c_H$ in the above definition is given by
\[ c_H^2 := \int_0^\infty \left[ (1 + s)^{H-\frac{1}{2}} - s^{H-\frac{1}{2}} \right]^2 \, ds + \frac{1}{2H}. \]

The reason for considering the operator $\mathcal{K}_H^*$ is that the equality
\[ R_H(s,t) = \langle \mathcal{K}_H^* \mathbf{1}_{[0,s)}, \mathcal{K}_H^* \mathbf{1}_{[0,t)} \rangle_{L^2(\mathbb{R})} \]
is satisfied for every $s,t \in T$. Here, the indicator function $\mathbf{1}_{[0,\tau)}$ is interpreted as $-\mathbf{1}_{[\tau,0)}$ if $\tau < 0$. As a consequence, it follows that the equality
\[ \|i_T(f)\|_{L^2(\Omega)}^2 = \sigma^2 \|\mathcal{K}_H f\|_{L^2(\mathbb{R})}^2 \]
is satisfied for every step function $f \in \mathcal{E}(T)$. Moreover, since the operator $\mathcal{K}_H^*$ is injective, the bilinear form defined for $f, g \in \mathcal{E}(T)$ by
\[ (f, g)_{\mathcal{E}^\prime(T)} := \sigma^2 \langle \mathcal{K}_H^* f, \mathcal{K}_H^* g \rangle_{L^2(\mathbb{R})} \]
is an inner product. By equality (7), the linear map $i_T$ is an isometry between the space $\mathcal{E}(T)$ endowed with the norm $\| \cdot \|_{\mathcal{E}(T)}$ and the linear span $\{i_T(f), f \in \mathcal{E}(T)\}$ that is endowed with the norm $\| \cdot \|_{L^2(\Omega)}$. This isometry is now extended to a linear isometry between the completion of $\mathcal{E}(T)$ with respect to $\| \cdot \|_{\mathcal{E}^\prime(T)}$, that is denoted by $\mathcal{D}^H(T)$ in this paper, and the closure of span $\{i_T(f), f \in \mathcal{E}(T)\}$ in the norm $\| \cdot \|_{L^2(\Omega)}$. The extension is again denoted by $i_T$ and it satisfies formula (7) for every $f \in \mathcal{D}^H(T)$. Note that this relationship reduces to the classical Itô isometry for the Wiener integral if $z$ is a Wiener process. The space $\mathcal{D}^H(T)$ is called the space of admissible integrands for the process $z$. An element $f$ of $\mathcal{D}^H(T)$ is said to be Wiener integrable on $T$ with respect to the process $z$ and the square integrable random variable $i_T(f)$ is called its Wiener integral with respect to $z$.

In the following result, a complete characterization of the space $\mathcal{D}^H(T)$ is given. This result in the case when $T$ is a bounded interval and $z$ is a fractional Brownian motion is proved in [26, Theorem 3.3] and the key identity for the case when $T$ is an unbounded interval is also given in [38, formula (4.3)]. Here we prove the result in this general setting for any fractional process $z$ (in particular, without the assumption of Gaussianity) and on both bounded and unbounded intervals. Moreover, the method of proof given here is different from the one given in [26].

**Proposition 2.6.** Let $H \in (0,1)$. Then there is the equality
\[ \mathcal{D}^H(T) = \dot{W}^{\frac{1}{2} - H, 2}(T) \]
with the following equality between the norms
\[ \| \cdot \|_{\mathcal{E}^\prime(T)} = C_{\sigma, H} \| \cdot \|_{\dot{W}^{\frac{1}{2} - H, 2}(T)} \]
where $C_{\sigma, H}$ is a finite positive constant. Here, $\dot{W}^{\frac{1}{2} - H, 2}(T)$ is the homogeneous fractional Sobolev space (see Definition A.1 for the case when $T$ is the real axis and see Definition A.9 for the case when $T$ is the positive real axis or a bounded interval).

**Proof.** For $c \in (-1,1)$, define
\[ h_c(x) := |x|^{-c} \mathbf{1}_{(-\infty,0)}(x) \]
which will be understood as a distribution below. Note that if $c \in (0,1)$, the Fourier transform $\hat{h}_c$ of $h_c$ is given by
\[ \hat{h}_c(x) = A_c |x|^{c-1} + iB_c \text{sgn}(x) |x|^c \]
where the constants $A_c$ and $B_c$ are given by
\[ A_c := \frac{1}{\sqrt{2\pi}} \sin \left( \frac{\pi c}{2} \right) \Gamma(1-c), \quad B_c := \frac{1}{\sqrt{2\pi}} \cos \left( \frac{\pi c}{2} \right) \Gamma(1-c). \]
\[ \text{If } H = 1/2, \text{ the claim is clear. Assume therefore that } H \neq 1/2 \text{ and let } f \in \mathcal{E}(T). \text{ If } H \in (0,1/2), \text{ set } a := 1/2 - H \text{ and note in this case the operator } \mathcal{K}_H^* \text{ can be expressed as} \]
\[ c_H \mathcal{K}_H f = \frac{1}{a} h_a * f' \]
where * denotes convolution. Moreover, in this case, the chain of equalities
\[
\frac{1}{a} | h_a * f' |_{L^2(\mathbb{R})} = \sqrt{\frac{2\pi}{a}} \| \hat{h}_a \hat{f}' \|_{L^2(\mathbb{R}, \mathbb{C})} = \sqrt{\frac{2\pi}{a}} \| x \hat{h}_a \hat{f} \|_{L^2(\mathbb{R}, \mathbb{C})} = \frac{\Gamma(\frac{1}{2} + H)}{\frac{1}{2} - H} \| x^{\frac{1}{2} - H} f \|_{L^2(\mathbb{R}, \mathbb{C})}
\]
holds by using Plancherel’s theorem and equality (8). On the other hand, if \( H \in (\frac{1}{2}, 1) \), set \( b := \frac{3}{2} - H \) and note that in this case the operator \( \mathcal{N}^H_u \) can be expressed as
\[
e_{H, \mathcal{N}^H_u} = h_b * f.
\]
Moreover, in this case, the chain of equalities
\[
\| h_b * f \|_{L^2(\mathbb{R})} = \sqrt{2\pi} \| \hat{h}_b \hat{f} \|_{L^2(\mathbb{R}, \mathbb{C})} = \frac{\Gamma(\frac{1}{2} + H)}{\frac{1}{2} - H} \| x^{\frac{1}{2} - H} f \|_{L^2(\mathbb{R}, \mathbb{C})}
\]
holds by similar arguments as above. Consequently, it follows for any \( H \in (0, 1) \), \( H \neq \frac{1}{2} \), that if \( C_{\sigma, H} \) is the constant defined by
\[
C_{\sigma, H} := \frac{\sigma}{\| \sigma \|_{\sigma, H}} \left| H \left( \frac{1}{2} \right) \right|
\]
where the standard convention \( \Gamma(z) := \Gamma(z + 1) / z \) for \( z < 0, \ z \notin \mathbb{Z} \), is used, there is the chain of equalities
\[
\| f \|_{L^2(\mathbb{R})} = \sigma \| \mathcal{N}^H_u f \|_{L^2(\mathbb{R})} = C_{\sigma, H} \| x^{\frac{1}{2} - H} f \|_{L^2(\mathbb{R}, \mathbb{C})} = C_{\sigma, H} \| f \|_{\dot{W}^{\frac{1}{2} - H, 2}(\mathbb{R})} = C_{\sigma, H} \| f \|_{\dot{W}^{\frac{1}{2} - H, 2}(T)}.
\]
Since the set of step functions \( \mathcal{E}(T) \) is dense in \( \dot{W}^{\frac{1}{2} - H, 2}(T) \), the claim follows.

3. Wiener integration for cylindrical fractional processes

In this section, Wiener integration with respect to possibly infinite-dimensional fractional processes is treated. Initially, the notion of a cylindrical fractional process is defined.

**Definition 3.1.** Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. Let \( H \in (0, 1) \) and let \( \mathcal{U} \) be a separable Hilbert space. A \( \mathcal{U} \)-cylindrical \( H \)-fractional process is a collection \((Z_t)_{t \in \mathcal{T}}\) of bounded linear operators \( Z_t : \mathcal{U} \to L^2(\Omega) \) such that for every \( u \in \mathcal{U} \), \((Z_t(u))_{t \in \mathcal{T}}\) is a one-dimensional fractional process defined on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and for which the equality
\[
\mathbb{E} Z_s(u) Z_t(v) = R^H_H(s, t)(u, v)_{\mathcal{U}}
\]
is satisfied for every \( s, t \in \mathcal{T} \) and \( u, v \in \mathcal{U} \). Here, \( R^H_H \) is the covariance function given by formula (4).

The following definition is a generalization of Definition 2.1 to cylindrical processes.

**Definition 3.2.** Let \( H \in (0, 1) \), and let \( \mathcal{U} \) be a separable Hilbert space. Let \((Z_t)_{t \in \mathcal{T}}\) be a \( \mathcal{U} \)-cylindrical \( H \)-fractional process. If there exists \( n \in \mathbb{N} \) such that \( Z_t(u) \) belongs a finite Wiener chaos \( \mathcal{N}^H \| \gamma \) for every \( u \in \mathcal{U} \) and every \( t \in \mathcal{T} \), then the process \( Z \) is said to live in a finite Wiener chaos.

The following lemma is proved by a standard approximation argument and it will be useful in the sequel.

**Lemma 3.3.** Let \( H \in (0, 1) \) and let \( \mathcal{U} \) be a separable Hilbert space. Let \((Z_t)_{t \in \mathcal{T}}\) be a \( \mathcal{U} \)-cylindrical \( H \)-fractional process. Furthermore, let \( T \subseteq \mathcal{T} \) be an interval. Then the equality
\[
\mathbb{E} \left[ \int_T g_1 dZ(u_1) \right] \left[ \int_T g_2 dZ(u_2) \right] = \langle g_1, g_2 \rangle_{\mathcal{N}^H(T)}(u_1, u_2)_{\mathcal{U}}
\]
is satisfied for every \( g_1, g_2 \in \mathcal{E}^H(T) \) and every \( u_1, u_2 \in \mathcal{U} \).

Let us fix \( H \in (0, 1) \), a separable Hilbert space \( \mathcal{U} \), an interval \( T \subseteq \mathcal{T} \), and a \( \mathcal{U} \)-cylindrical \( H \)-fractional process \((Z_t)_{t \in \mathcal{T}}\) for the remainder of this section. Let us also fix the following notation:

**Notation.** For two Banach spaces \( \mathcal{X} \) and \( \mathcal{Y} \), we denote by \( \mathcal{L}(\mathcal{X}; \mathcal{Y}) \) the space of bounded linear operators \( \mathcal{X} \to \mathcal{Y} \) and by \( \| \cdot \|_{\mathcal{L}(\mathcal{X}; \mathcal{Y})} \) the operator norm. For two Hilbert spaces \( \mathcal{U} \) and \( \mathcal{V} \), we denote by \( \mathcal{L}_2(\mathcal{U}; \mathcal{V}) \) the space of Hilbert-Schmidt operators \( \mathcal{U} \to \mathcal{V} \) and by \( \| \cdot \|_{\mathcal{L}_2(\mathcal{U}; \mathcal{V})} \) the Hilbert-Schmidt norm. For a Hilbert space \( \mathcal{U} \) and a Banach space \( \mathcal{X} \), we denote by \( \gamma(\mathcal{U}; \mathcal{X}) \) the space of \( \gamma \)-radonifying operators \( \mathcal{U} \to \mathcal{X} \) and by \( \| \cdot \|_{\gamma(\mathcal{U}; \mathcal{X})} \) the \( \gamma \)-radonifying norm.

**Notation.** The space \( \mathcal{D}^H(T) \otimes \mathcal{U} \) is denoted by \( \mathcal{D}^H(T; \mathcal{U}) \) in the rest of the paper.
3.1. The scalar case

We begin with Wiener integration in the case when the target space is one-dimensional. Denote by $I_T$ the unique isometry from the space $\mathcal{D}^H(T;U)$ to the space $L^2(\Omega)$ that satisfies the equality

$$I_T(g \otimes u) = \int_T g \, dZ(u)$$

for every $g \in \mathcal{D}^H(T)$ and every $u \in U$ where the integral on the right is the integral of $g$ with respect to the one-dimensional $H$-fractional process $Z(u)$ as defined in Subsection 2.3.

**Definition 3.4.** A bounded linear operator $A : U \to \mathcal{D}^H(T)$ is said to be (Wiener) integrable with respect to the process $Z$ if there exists a random variable $\xi \in L^2(\Omega)$ such that the equality

$$\mathbb{E} I_T(g \otimes u)\xi = \langle g, Au \rangle_{\mathcal{D}^H(T)}$$

is satisfied for every $g \in \mathcal{D}^H(T)$ and $u \in U$.

There is the following characterization of integrability in the scalar case.

**Proposition 3.5.** Let $A \in \mathcal{L}(U; \mathcal{D}^H(T))$. The operator $A$ is integrable with respect to the process $Z$ if and only if $A$ is Hilbert-Schmidt. In that case, the random variable $\xi$ from Definition 3.4 is unique; the equality

$$\xi = \sum_k \int_T A e_k \, dZ(e_k)$$

is satisfied for any orthonormal basis $\{e_k\}_k$ of the Hilbert space $U$; and, moreover, there is the equality

$$\mathbb{E} \xi^2 = \|A\|^2_{\mathcal{L}(U; \mathcal{D}^H(T))}.$$

**Proof.** Assume that $\dim U = \infty$, the case $\dim U < \infty$ is clear. Assume also that the operator $A \in \mathcal{L}(U; \mathcal{D}^H(T))$ is integrable with respect to $Z$. Let $N \in \mathbb{N}$ and let $\{e_k\}_k$ be an orthonormal basis of the Hilbert space $U$. Then by a straightforward computation the following equality is obtained:

$$\mathbb{E} \xi^2 = \mathbb{E} \left( \xi - \sum_{k=1}^N \int_T A e_k \, dZ(e_k) \right)^2 + \sum_{k=1}^N \|A e_k\|^2_{\mathcal{D}^H(T)}.$$

By letting $N \to \infty$, the operator $A$ is shown to be Hilbert-Schmidt. Conversely, if $A \in \mathcal{L}(U; \mathcal{D}^H(T))$, let $\{e_k\}_k$ be an orthonormal basis of $U$ and define

$$\xi_N := \sum_{k=1}^N \int_T A e_k \, dZ(e_k)$$

for $N \in \mathbb{N}$. Then it holds for $N, M \in \mathbb{N}$ that

$$\mathbb{E} |\xi_N - \xi_M|^2 = \sum_{k=M+1}^N \|A e_k\|^2_{\mathcal{D}^H(T)}$$

by using the Itô-type isometry (7) and the fact that if two $H$-fractional processes are uncorrelated, the same holds for their Wiener integrals. Since $A$ is Hilbert-Schmidt, the last equality shows that the sequence $\{\xi_N\}_{N \in \mathbb{N}}$ is Cauchy in $L^2(\Omega)$ and therefore, it has a limit, denoted by $\xi$, there. Now, if $g \in \mathcal{D}^H(T)$ and $u \in U$ are arbitrary, it follows by using Lemma 3.3 that the estimate

$$|\mathbb{E} I_T(g \otimes u)\xi - \langle g, Au \rangle_{\mathcal{D}^H(T)}|$$

$$\leq |\mathbb{E} I_T(g \otimes u)(\xi - \xi_N)| + |\mathbb{E} I_T(g \otimes u)\xi_N - \langle g, Au \rangle_{\mathcal{D}^H(T)}|$$

$$\leq \|I_T(g \otimes u)\|_{L^2(\Omega)} \|\xi - \xi_N\|_{L^2(\Omega)} + \sum_{k=1}^N \|A^* g, e_k\|_{U}(u, e_k) U - \langle g, Au \rangle_{\mathcal{D}^H(T)}$$

is satisfied for $N \in \mathbb{N}$ and by letting $N \to \infty$, it is shown that the operator $A$ is integrable with respect to the $U$-cylindrical $H$-fractional process $Z$. 

**Notation.** The symbol $\int_T A \, dZ$ is used for the random variable $\xi$ from Proposition 3.5.
In what follows, we treat Wiener integration in the case when the target space is possibly infinite-dimensional. Fix a Banach space $X$ for the remainder of this section.

### 3.2. The vector case

Initially, the notion of weak integrability is defined.

**Definition 3.6.** A bilinear mapping $G : X^* \times U \to \mathcal{D}^H(T)$ is called weakly (Wiener) integrable with respect to the process $Z$ if there exists a constant $C > 0$ such that the inequality

$$\|G(\varphi, \cdot)\|_{\mathcal{D}_2(U; \mathcal{D}^H(T))} \leq C\|\varphi\|_{X^*}$$

is satisfied for every $\varphi \in X^*$.

There is the following characterization of weak integrability in $X$.

**Proposition 3.7.** A bilinear mapping $G : X^* \times U \to \mathcal{D}^H(T)$ is weakly integrable with respect to the process $Z$ if and only if there exists a bounded linear operator $G : X^* \to \mathcal{D}^H(T; U)$ for which the equality

$$\langle G\varphi, g \rangle_{\mathcal{D}^H(T; U)} = \langle G(\varphi, u), g \rangle_{\mathcal{D}^H(T)}$$

holds for every $\varphi \in X^*$, $g \in \mathcal{D}^H(T)$, and every $u \in U$. In this case, the equality

$$\|G\varphi\|_{\mathcal{D}^H(T; U)} = \|G(\varphi, \cdot)\|_{\mathcal{D}_2(U; \mathcal{D}^H(T))}$$

is satisfied for any orthonormal basis $\{e_k\}_k$ of the Hilbert space $U$; and, moreover, the equality

$$\|G\varphi\|_{\mathcal{D}^H(T; U)} = \|G(\varphi, \cdot)\|_{\mathcal{D}_2(U; \mathcal{D}^H(T))}$$

is satisfied for every $\varphi \in X^*$.

**Proof.** Assume that $\dim U = \infty$, the case $\dim U < \infty$ is clear. Let $G : X^* \times U \to \mathcal{D}^H(T)$ be a bilinear mapping. Assume first that $G$ is weakly integrable with respect to the process $Z$. Let $\{e_k\}_k$ be an orthonormal basis of $U$ and define a sequence of bounded linear operators $\{G_N\}_{N \in \mathbb{N}}$ where for $N \in \mathbb{N}$, $G_N$ is the operator $G_N : X^* \to \mathcal{D}^H(T; U)$ defined by

$$G_N\varphi := \sum_{k=1}^N G(\varphi, e_k) \otimes e_k, \quad \varphi \in X^*.$$  \hspace{1cm} (10)

Then it holds for every $\varphi \in X^*$ and $N, M \in \mathbb{N}$ that

$$\|G_N\varphi - G_M\varphi\|_{\mathcal{D}^H(T; U)}^2 = \sum_{k=M+1}^N \|G(\varphi, e_k)\|_{\mathcal{D}^H(T)}^2$$

and because $G$ is weakly integrable, $G(\varphi, \cdot) : U \to \mathcal{D}^H(T)$ is Hilbert-Schmidt. Thus it follows from the above equality that $\{G_N\varphi\}_{N \in \mathbb{N}}$ is Cauchy in $\mathcal{D}^H(T; U)$ by letting $N, M \to \infty$. Consequently, for every $\varphi \in X^*$, the sequence $\{G_N\varphi\}_{N \in \mathbb{N}}$ converges in $\mathcal{D}^H(T; U)$ and it follows that the operator $G : X^* \to \mathcal{D}^H(T; U)$ defined by $G\varphi := \lim_{N \to \infty} G_N\varphi$ is linear and, by the uniform boundedness principle, bounded. Now, if $\varphi \in X^*$, $g \in \mathcal{D}^H(T)$, and $u \in U$ are arbitrary, it follows that the estimate

$$\left|\langle G\varphi, g \otimes u \rangle_{\mathcal{D}^H(T; U)} - \langle G(\varphi, u), g \rangle_{\mathcal{D}^H(T)}\right| \leq \left|\langle G\varphi, g \otimes u \rangle_{\mathcal{D}^H(T; U)} - \langle G_N\varphi, g \otimes u \rangle_{\mathcal{D}^H(T; U)}\right| + \left|\langle G_N\varphi, g \otimes u \rangle_{\mathcal{D}^H(T; U)} - \langle G(\varphi, u), g \rangle_{\mathcal{D}^H(T)}\right|$$

is satisfied for $N \in \mathbb{N}$. By letting $N \to \infty$, it is shown that the equality (9) is satisfied. Conversely, let $G : X^* \to \mathcal{D}^H(T; U)$ be a bounded linear operator such that equality (9) is satisfied for every $\varphi \in X^*$,
Let $φ ∈ X^*$ and let $\{e_k\}_k$ be an orthonormal basis of $U$ and $\{g_j\}_j$ be an orthonormal basis of $\mathcal{D}(T)$. Then it holds that

$$
\|G(φ, \cdot)\|_{\mathcal{D}(U; \mathcal{D}(T))}^2 = \sum_k \|G(φ, e_k)\|_{\mathcal{D}(T)}^2 = \sum_{k,j} \|G(φ, e_k), g_j\|_{\mathcal{D}(T)}^2 = \sum_{k,j} \|Gφ, g_j \otimes e_k\|_{\mathcal{D}(T,U)}^2 = \|Gφ\|_{\mathcal{D}(T,U)}^2
$$

because $\{g_j \otimes e_k\}_{j,k}$ is an orthonormal basis of the space $\mathcal{D}(T; U)$. Therefore, $G$ is weakly integrable.

The following lemma is proved in a similar manner as the second part of the proof of Proposition 3.7.

**Lemma 3.8.** Let $B : X^* → \mathcal{D}(T; U)$ be a bounded linear operator. Define

$$G(φ, u) := \sum_j g_j \langle Bφ, g_j \otimes u \rangle_{\mathcal{D}(T,U)}, \quad φ ∈ X^*, \quad u ∈ U,$$

for an orthonormal basis $\{g_j\}_j$ in $\mathcal{D}(T)$. Then $G$ is weakly integrable with respect to the process $Z$ and it holds for the operator $\overline{G}$ from Proposition 3.7 that $\overline{G} = B$.

The following lemma connects the integrals with respect to scalar and cylindrical fractional processes.

**Lemma 3.9.** Let $G : X^* × U → \mathcal{D}(T)$ be weakly integrable with respect to the process $Z$ and let $\overline{G}$ be the corresponding operator from Proposition 3.7. Then the equality

$$\int_T G(φ, \cdot) dZ = I_T(\overline{Gφ})$$

is satisfied almost surely for every $φ ∈ X^*$. Here, $\overline{G}$ is the operator that corresponds to the mapping $G$ from Proposition 3.7.

**Proof.** It holds for $N ∈ \mathbb{N}$, $φ ∈ X^*$, and an orthonormal basis $\{e_k\}_k$ of the Hilbert space $U$ that

$$
\left\| \int_T G(φ, \cdot) dZ - I_T(\overline{Gφ}) \right\|_{L^2(Ω)} \leq \left\| \int_T G(φ, \cdot) dZ - \sum_{k=1}^N \int_T G(φ, e_k) dZ(\cdot) \right\|_{L^2(Ω)} + \left\| \sum_{k=1}^N \int_T G(φ, e_k) dZ(\cdot) - I_T(\overline{Gφ}) \right\|_{L^2(Ω)}
$$

$$= \left\| \int_T G(φ, \cdot) dZ - \sum_{k=1}^N \int_T G(φ, e_k) dZ(\cdot) \right\|_{L^2(Ω)} + \left\| I_T \left( \sum_{k=1}^N G(φ, e_k) \otimes e_k \right) - I_T(\overline{Gφ}) \right\|_{L^2(Ω)}.
$$

(11)

Since $G$ is weakly integrable with respect to the process $Z$, it follows by Proposition 3.5 that $G(φ, \cdot)$ is integrable in the sense of Definition 3.4 and that the first term in (11) tends to zero as $N → ∞$. For the second term, we have by appealing to the Itô-type isometry (7) that

$$
\left\| I_T \left( \sum_{k=1}^N G(φ, e_k) \otimes e_k \right) - I_T(\overline{Gφ}) \right\|_{L^2(Ω)} = \left\| I_T[(\overline{G}_N - \overline{G})φ] \right\|_{L^2(Ω)} = \| (\overline{G}_N - \overline{G})φ \|_{\mathcal{D}(T)}
$$

where $\overline{G}_N$ is the operator defined by formula (10), holds. By the proof of Proposition 3.7, it follows that the right-hand side of the above equality tends to zero as $N → ∞$ which concludes the proof. □
3.2.2. Strong integrability

In this section, a stronger notion of Wiener integrability is treated. Initially, this notion is defined.

**Definition 3.10.** Let \( G : X^* \times U \to \mathcal{D}^H(T) \) be weakly integrable with respect to the process \( Z \) and let \( G \) be the corresponding operator from **Proposition 3.7**. The mapping \( G \) is said to be (Wiener) integrable with respect to the process \( Z \) if there exists a random variable \( \xi \in L^0(\Omega; X) \) such that the equality

\[
\langle \varphi, \xi \rangle = I_T(G\varphi)
\]

is satisfied almost surely for every \( \varphi \in X^* \). In this case, the random variable \( \xi \) will be called the (Wiener) integral of \( G \) with respect to the process \( Z \).

If \( G \) is weakly integrable with respect to the process \( Z \) and \( G \) is the corresponding operator from **Proposition 3.5**, its adjoint \( \overline{G} \) maps the space \( \mathcal{D}^H(T; U) \) into \( X^* \). However, if \( G \) is integrable with respect to the process \( Z \) and if its integral is a square-integrable random variable, the adjoint \( \overline{G} \) takes values in the space \( X \) as shown in the following result.

**Proposition 3.11.** Let \( G : X^* \times U \to \mathcal{D}^H(T) \) be integrable with respect to the process \( Z \), let \( G \) be the corresponding operator from **Proposition 3.7**, and let \( \xi \) be its integral. If \( \xi \in L^2(\Omega; X) \), then the operator \( \overline{G} \) maps the space \( \mathcal{D}^H(T; U) \) into the space \( X \) and it is given by

\[
\overline{G}(S) = \mathbb{E} I_T(S)\xi, \quad S \in \mathcal{D}^H(T; U).
\]

**Proof.** Let \( g \in \mathcal{D}^H(T) \), \( u \in U \). Then we have that

\[
\langle \overline{G}\varphi, g \otimes u \rangle_{\mathcal{D}^H(T; U)} = \mathbb{E} I_T(\overline{G}\varphi)I_T(g \otimes u) = \mathbb{E} \langle \varphi, \xi \rangle I_T(g \otimes u) = \langle \varphi, \mathbb{E} I_T(g \otimes u) \rangle
\]

where Lemma 3.3 was used to obtain the first equality while integrability of \( G \) was used in the second equality. Thus it follows that \( \overline{G}(S) = \mathbb{E} I_T(S)\xi \) for every \( S \in \mathcal{D}^H(T; U) \). \( \square \)

In what follows, two properties of Banach spaces that are useful for the subsequent analysis are given. The first notion seems not to have been explicitly considered and studied in the literature so far.

**Definition 3.12.** Let \( n \in \mathbb{N} \). A Banach space \( X \) is said to be \( n \)-good if the equivalence

\[
\left\| \sum_{k=1}^m \varepsilon_k^{(1)} x_k \right\|_{L^2(\Omega; X)} = \left\| \sum_{k=1}^m \varepsilon_k^{(2)} x_k \right\|_{L^2(\Omega; X)}
\]

holds for every two orthonormal sets \( \{\varepsilon_k^{(1)}\}_{k=1}^m \subseteq \mathcal{H}^{\otimes n} \) and \( \{\varepsilon_k^{(2)}\}_{k=1}^m \subseteq \mathcal{H}^{\otimes n} \) and every \( \{x_k\}_{k=1}^m \subseteq X \).

We also recall the notion of the approximation property of Banach spaces; see, e.g. [30, Chapter 1].

**Definition 3.13.** A Banach space \( X \) is said to have the approximation property if, for every \( \varepsilon > 0 \) and every compact \( C \subseteq X \), there exists a finite rank operator \( T \in \mathcal{L}(X) \) such that

\[
\sup_{x \in C} \|x - Tx\|_X \leq \varepsilon.
\]

If there exists \( \lambda \geq 0 \) for which every such \( T \) satisfies \( \|T\|_{\mathcal{L}(X)} \leq \lambda \), then \( X \) is said to have the \( \lambda \)-bounded approximation property.

It is shown now that many commonly used function spaces are both \( n \)-good (for every \( n \in \mathbb{N} \)) and have the approximation property. Initially, it is useful to establish the following notation.

**Notation.** For \( p_1, p_2 \in [1, \infty) \) and for two \( \sigma \)-finite separable measure spaces \((D_1, D_1, \mu_1)\) and \((D_2, D_2, \mu_2)\), we denote by \( L^{p_1, p_2}(D_1 \times D_2) \) the space of jointly measurable functions \( f : D_1 \times D_2 \to \mathbb{R} \) for which the following finiteness condition is satisfied:

\[
\|f\|_{L^{p_1, p_2}(D_1 \times D_2)} := \left( \int_{D_1} \left( \int_{D_2} |f(x, y)|^{p_2} \mu_2(dy) \right)^{p_2/p_1} \mu_1(dx) \right)^{1/p_1} < \infty.
\]

Under the assumptions above, the space \( L^{p_1, p_2}(D_1 \times D_2) \) is a separable Banach space (it is, in fact, a so-called Lebesgue space with mixed norm, cf., e.g., [8], or, more explicitly, the space \( L^{p_1}(D_1; L^{p_2}(D_2)) \).
Proposition 3.14. Let \( N \in \mathbb{N} \). Let \( \{p_{i,1}\}_{i=1}^{N} \) and \( \{p_{i,2}\}_{i=1}^{N} \) be two subsets of the interval \([1, \infty)\) and let \( \{(D_{i,1}, D_{i,1}, \mu_{i,1})\}_{i=1}^{N} \) and \( \{(D_{i,2}, D_{i,2}, \mu_{i,2})\}_{i=1}^{N} \) be two sets of \( \sigma \)-finite separable measure spaces. Set

\[
Y := \prod_{i=1}^{N} E^{p_{i,1}, p_{i,2}}(D_{i,1} \times D_{i,2}).
\]

If \( X \) is a normed linear space that is isomorphic with a subspace of \( Y \) then \( X \) is \( n \)-good for every \( n \in \mathbb{N} \). If \( X \) is a retraction\(^1\) of \( Y \), then there exists \( \lambda \geq 0 \) such that \( X \) has the \( \lambda \)-bounded approximation property.

Proof. Let \( Q : X \to \tilde{Y} \) be the linear injection of \( X \) onto the subspace \( \tilde{Y} \) of \( Y \). Let \( n \in \mathbb{N} \) be arbitrary, let \( \{x_{k}\}_{k=1}^{m} \) be an orthonormal set in \( \mathcal{H}^{\oplus m} \), and let \( \{x_{k}\}_{k=1}^{m} \) be a subset of \( X \). Define \( f_{k}^{i} := [Qx_{k}], \ i = 1, 2, \ldots, N; \ k = 1, 2, \ldots, m. \) Then there is the equivalence

\[
\left\| \sum_{k=1}^{m} \epsilon_{k} x_{k} \right\|_{L^{1}(\mathbb{R}, X)} \approx \sum_{i=1}^{N} \left\{ \int_{D_{i,1}} \left( \int_{D_{i,2}} \left( \sum_{k=1}^{m} \left| f_{k}^{i}(x, y) \right|^{2} \right)^{\frac{p_{i,2}}{2}} \right)^{\frac{p_{i,1}}{p_{i,2}}} \right\}^{\frac{1}{p_{i,1}}}
\]

and, consequently, the space \( X \) is \( n \)-good. Indeed, we have that

\[
\left\| \sum_{k=1}^{m} \epsilon_{k} x_{k} \right\|_{L^{1}(\mathbb{R}, X)} \approx \sum_{i=1}^{N} \left( \sum_{k=1}^{m} \epsilon_{k} f_{k}^{i} \right)_{E^{p_{i,1}, p_{i,2}}(D_{i,1} \times D_{i,2})} \approx \sum_{i=1}^{N} \left( \sum_{k=1}^{m} \epsilon_{k} f_{k}^{i} \right)_{E^{p_{i,1}, p_{i,2}}(D_{i,1} \times D_{i,2})}
\]

holds by using Proposition 2.2 for each term in the sum with \( B = E_{i} \), \( p = 1 \), and \( q = p_{i,1} \). Now, for \( i \in \{1, 2, \ldots, N\} \), it follows that

\[
E \left| \sum_{k=1}^{m} \epsilon_{k} f_{k}^{i} \right|_{E_{i}}^{p_{i,1}} = E \left| \int_{D_{i,1}} \left( \int_{D_{i,2}} \left( \sum_{k=1}^{m} \left| \epsilon_{k} f_{k}^{i}(x, y) \right| \right)^{p_{i,2}} \right)^{\frac{p_{i,1}}{p_{i,2}}} \right| \mu_{i,1}(dx)
\]

where Proposition 2.2 is used with \( B = L^{p_{i,2}}(D_{i,2}) \), \( p = p_{i,1} \), and \( q = p_{i,2} \). The chain of equivalences continues as

\[
= \int_{D_{i,1}} \left( \int_{D_{i,2}} \left( \sum_{k=1}^{m} \left| \epsilon_{k} f_{k}^{i}(x, y) \right| \right)^{p_{i,2}} \right)^{\frac{p_{i,1}}{p_{i,2}}} \mu_{i,1}(dx)
\]

where again Proposition 2.2 is used with \( B = \mathbb{R} \), \( p = p_{i,2} \), and \( q = 2 \). Now, since \( \{\epsilon_{k}\}_{k=1}^{m} \) is an orthonormal set in \( \mathcal{H}^{\oplus m} \), it follows that the equality

\[
E \left| \sum_{k=1}^{m} \epsilon_{k} f_{k}^{i}(x, y) \right|^{2} = \sum_{k=1}^{m} \left| f_{k}^{i}(x, y) \right|^{2}
\]

is satisfied for \( \mu_{i,1} \otimes \mu_{i,2} \)-almost every \( (x, y) \in D_{i,1} \times D_{i,2} \) which proves formula (12).

\(^1\)A normed linear space \( X \) said to be a retraction of \( Y \) if there exist \( R \in \mathcal{L}(Y, X) \) and \( S \in \mathcal{L}(X, Y) \) such that \( RS = I_{X} \).
For a space $E^{p_1,p_2}(D_1 \times D_2)$ where $(D_1, \mu_1)$ and $(D_2, \mu_2)$ are $\sigma$-finite separable measure spaces and $p_1, p_2 \in [1, \infty)$; and for some $\sigma$-finite partitions $\{A_i\}$ and $\{B_j\}$ of $D_1$ and $D_2$, respectively, define $P_{A,B} : E^{p_1,p_2}(D_1 \times D_2) \rightarrow E^{p_1,p_2}(D_1 \times D_2)$ by

$$P_{A,B} f := \sum_{i,j} \frac{1}{\mu_1(A_i) \mu_2(B_j)} \left( \int_{A_i \times B_j} f \, d\mu_1 \otimes \mu_2 \right) 1_{A_i \times B_j},$$

with the convention $0/0 := 0$. Then

$$\|P_{A,B} f\|_{E^{p_1,p_2}(D_1 \times D_2)} \leq \|f\|_{E^{p_1,p_2}(D_1 \times D_2)}, \quad f \in E^{p_1,p_2}(D_1 \times D_2).$$

Now, the focus is on the spaces $W^{s,p}(\mathbb{R}^d)$ with $p,q \in [1, \infty)$, $s \in \mathbb{R}$, and $r \in (0, \infty)$. Let $F$ be the convolution operator defined by $Ff(x) := \psi(\cdot/\lambda) f$, where $\psi \in \mathcal{C}_0^\infty(\mathbb{R}^d)$ is such that $\psi(0) = 1$, and $\psi_k(f) := f \ast \omega_k$, where $\omega_k$ are the standard smooth compactly supported mollifiers, has the following three properties:

- There is a constant $C_{r,d} > 0$ such that $\|\psi_k\|_{L^\infty(\mathbb{R}^d)} \leq C_{r,d}$ holds for every $k \in \mathbb{N}$.
- For every $a > 0$ and $k \in \mathbb{N}$, there is a constant $C_{a,k,d} > 0$ such that $\|\psi_k\|_{L^a(\mathbb{R}^d)} \leq C_{a,k,d}$.
- For every $f \in W^{r,1}(\mathbb{R}^d)$, there is the convergence $\lim_{k \to \infty} \|f - \psi_k(f)\|_{W^{r,1}(\mathbb{R}^d)} = 0$.

Hence, it follows that the space $W^{r,1}(\mathbb{R}^d)$ has the approximation property.

Now, the focus is on the spaces $F_{p,q}^s(\mathbb{R}^d)$ with $p$ or $q$ being equal to one. Consider the standard decomposition of unity $\{\phi_j\}_{j \in \mathcal{N}_0}$ given, for example, in [47, 2.3.1]. Then the sequence of operators $\{\pi_k\}_{k \in \mathbb{N}}$ defined by

$$\pi_k(T) := \sum_{j=0}^k \mathcal{F}^{-1} \{\phi_j \mathcal{F}T\}, \quad T \in \mathcal{S}'(\mathbb{R}^d),$$

where $\mathcal{F}$ denotes the Fourier transform, has the following three properties:

- There exists a constant $C_d > 0$ such that $\|\pi_k\|_{\mathcal{L}(F_{p,q}^s(\mathbb{R}^d))} \leq C_d$ holds for every $k \in \mathbb{N}$.
- For every $k \in \mathbb{N}$ there exists a constant $C_k > 0$ such that $\|\pi_k\|_{\mathcal{L}(F_{p,q}^s(\mathbb{R}^d))} \leq C_k$. 

Corollary 3.15. Let $D$ be $\mathbb{R}^d$, $\mathbb{R}_+^d$, or a bounded $C^\infty$-domain in $\mathbb{R}^d$; and let $p, q \in [1, \infty)$, $s \in \mathbb{R}$, and $r \in (0, \infty)$. Then the spaces $L^p(D)$, $W^{r,p}(D)$, $B_{p,q}^s(D)$, $F_{p,q}^s(D)$ are $n$-good for every $n \in \mathbb{N}$ and have the approximation property. Here, the spaces $L^p(D)$ are the standard Lebesgue spaces, $W^{r,p}(D)$ are the (fractional) Sobolev spaces, $B_{p,q}^s(D)$ are the Besov spaces, and $F_{p,q}^s(D)$ are the Lizorkin-Triebel spaces; see, e.g., [47].

Proof. The first assertion of the corollary follows immediately for the spaces $L^p(D)$, $W^{r,p}(D)$, $B_{p,q}^s(D)$, and $F_{p,q}^s(\mathbb{R}^d)$ by Proposition 3.14 because these spaces are isomorphic with a subspace of a product of some mixed Lebesgue spaces. The first assertion also holds for $B_{p,q}^s(D)$ and $F_{p,q}^s(D)$ in the case when $D$ is either $\mathbb{R}^d$ or a bounded $C^\infty$-domain in $\mathbb{R}^d$ because these spaces are retractions of $B_{p,q}^s(\mathbb{R}^d)$ and $F_{p,q}^s(\mathbb{R}^d)$, respectively; see [47, Theorem 2.9.4 and Theorem 3.3.4].

The focus is on the second assertion of the corollary now. The spaces $B_{p,q}^s(\mathbb{R}^d)$ and $F_{p,q}^s(\mathbb{R}^d)$ have the approximation property since they are retractions (the space $F_{p,q}^s(\mathbb{R}^d)$ for $p, q \in (1, \infty)$) of some mixed Lebesgue spaces; see, e.g., [46, 2.3.2/12 and 2.3.2/13]. Therefore, it remains to prove that $W^{r,1}(\mathbb{R}^d)$ and $F_{p,q}^s(\mathbb{R}^d)$ with $p$ or $q$ being equal to one, have the approximation property.

As far as the spaces $W^{r,1}(\mathbb{R}^d)$ are concerned, note that whenever $j \in \{0, 1\}$, the sequence of operators $\{\pi_k\}_{k \in \mathbb{N}}$ defined by $\pi_k(f) := \psi(\cdot/\lambda) f$, where $\psi \in \mathcal{C}_0^\infty(\mathbb{R}^d)$ is such that $\psi(0) = 1$, and $\pi_k(f) := f \ast \omega_k$, where $\omega_k$ are the standard smooth compactly supported mollifiers, has the following three properties:

- There is a constant $C_{r,d} > 0$ such that $\|\pi_k\|_{L^1(\mathbb{R}^d)} \leq C_{r,d}$ holds for every $k \in \mathbb{N}$.
- For every $a > 0$ and $k \in \mathbb{N}$, there is a constant $C_{a,k,d} > 0$ such that $\|\pi_k\|_{L^a(\mathbb{R}^d)} \leq C_{a,k,d}$.
- For every $f \in W^{r,1}(\mathbb{R}^d)$, there is the convergence $\lim_{k \to \infty} \|f - \pi_k(f)\|_{W^{r,1}(\mathbb{R}^d)} = 0$.
• For every $T \in F^a_{p,q}(\mathbb{R}^d)$, there is the convergence $\lim_{k \to \infty} \|T - \pi_k(T)\|_{F^a_{p,q}(\mathbb{R}^d)} = 0$.

Hence, it follows that the space $F^a_{p,q}(\mathbb{R}^d)$ has the approximation property. Finally, it follows from the above that the spaces $W^{r,1}(\mathbb{R}^d)$ and $F^a_{p,q}(\mathbb{R}^d)$ (with $p$ or $q$ being equal to one) have the approximation property in the case when $D$ is $\mathbb{R}^d_+$ or a bounded $\mathcal{C}^\infty$-domain since these spaces are retractions of $W^{1, r}(\mathbb{R}^d)$ and $F^a_{p,q}(\mathbb{R}^d)$, respectively.

**Remark 3.16.** Note that Corollary 3.15 covers even some non-UMD Banach spaces; e.g., the space $L^1(\mathbb{R}^d)$ is a typical example since it is not reflexive.

In what follows, we return to integrability with respect to the process $Z$. In the first result, it is shown that if $Z$ lives in a finite Wiener chaos and if the Banach space $X$ is $n$-good, then there is a sufficient condition for integrability with respect to $Z$. Let us first prove a lemma which will be crucial in the proof of the forthcoming Theorem 3.18. The lemma is a slight modification of a claim that appeared in the proof of [17, Proposition 3.1] and it shows that Wiener integrals with respect to a fractional process from a finite Wiener chaos also belong to this finite Wiener chaos. As an immediate consequence, all moments of these integrals are equivalent by Proposition 2.2.

**Lemma 3.17.** If the process $z$ lives in a finite Wiener chaos $\mathcal{H}^\otimes n$, then the Wiener integral $i_T(f)$ belongs to $\mathcal{H}^\otimes n$ for every $f \in \mathcal{D}H(T)$.

**Proof.** Let $f \in \mathcal{D}(T)$ take the form (5). Since the process $z$ lives in a finite Wiener chaos $\mathcal{H}^\otimes n$, we have that the elementary integral of $f$ that takes the form (6) also belongs to $\mathcal{H}^\otimes n$ because this is a linear space. If $f \in \mathcal{D}H(T)$ and $\{f_k\}_{k \in \mathbb{N}}$ is a sequence of step functions that converges to $f$ in $\mathcal{D}H(T)$, then $i_T(f_k)$ converges to $i_T(f)$ in $L^2(\Omega)$. However, each integral $i_T(f_k)$ belongs to $\mathcal{H}^\otimes n$ and since this is a closed subspace of $L^2(\Omega)$, it follows that $i_T(f) \in \mathcal{H}^\otimes n$.

A main result of the present section follows.

**Theorem 3.18.** Assume that the process $Z$ lives in the finite Wiener chaos $\mathcal{H}^\otimes n$ for $n \in \mathbb{N}$. Assume moreover that the Banach space $X$ is $n$-good. Let $G : X^* \times U \to \mathcal{D}H(T)$ be weakly integrable with respect to the process $Z$ and let $\overline{G}$ be the corresponding operator from Proposition 3.7. If $\overline{G} \in \gamma(\mathcal{D}H(T; U); X)$, then $G$ is integrable with respect to the process $Z$ and it holds for every $r > 0$ that

$$\|\xi\|_{L^r(\Omega; X)} \simeq \|\overline{G}\|_{\gamma(\mathcal{D}H(T; U); X)}$$

where $\xi$ is the integral of $G$ with respect to the process $Z$.

**Proof.** Step 1. Assume first that $G$ is such that the operator $\overline{G}$ has finite range. This means that $\overline{G}$ can be expressed as

$$\overline{G} \, S = \sum_{k=1}^m \langle S, e_k \rangle_{\mathcal{D}H(T; U)} x_k, \quad S \in \mathcal{D}H(T; U),$$

for some $m \in \mathbb{N}$, some orthonormal set $\{e_k\}_{k=1}^m$ in $\mathcal{D}H(T; U)$ and some set $\{x_k\}_{k=1}^N \subseteq X$. Define

$$\xi := \sum_{k=1}^m I_T(e_k) x_k.$$  \hfill (15)

Note that $\{I_T(e_k)\}_{k=1}^m \subseteq \mathcal{H}^\otimes n$ by Lemma 3.17. Consequently, since $X$ is $n$-good, there is the equivalence

$$E \|\xi\|_X^2 = \left\| \sum_{k=1}^N I_T(e_k) x_k \right\|_X^2 \simeq E \left\| \sum_{k=1}^N \varepsilon_k x_k \right\|_X^2 = E \left\| \sum_{k=1}^m \varepsilon_k \overline{G} e_k \right\|_X^2 = \|\overline{G}\|_{\gamma(\mathcal{D}H(T; U); X)}^2$$

where $\{\varepsilon_k\}_{k=1}^N$ is a collection of independent standard Gaussian random variables is satisfied.

Step 2. Now if $G$ is such that $\overline{G} \in \gamma(\mathcal{D}H(T; U); X)$, then there exists a sequence $\{V_N\}_{N \in \mathbb{N}}$ of finite rank operators $V_N : \mathcal{D}H(T; U) \to X$ of the form (14) such that $\lim_{N \to \infty} \|V_N - \overline{G}\|_{\gamma(\mathcal{D}H(T; U); X)} = 0$. Let $\{\xi_N\}_{N \in \mathbb{N}}$ be the sequence of random variables $\xi_N \in L^2(\Omega; X)$ of the form (15) such that $\xi_N$ corresponds to the operator $V_N$ as is Step 1 of the proof. It follows by equivalence (16) that the equivalence

$$\|\xi_N - \xi_M\|_{L^2(\Omega; X)} \simeq \|V_N - V_M\|_{\gamma(\mathcal{D}H(T; U); X)}$$

Finally, by Theorem 3.18, $\{\xi_N\}_{N \in \mathbb{N}}$ is a tight sequence with respect to the process $Z$.
is satisfied for \( N, M \in \mathbb{N} \). Because \( G \in \gamma(\mathcal{H}(T; U); X) \), by letting \( N, M \to \infty \), we have that the sequence \( \{\xi_N\}_{N \in \mathbb{N}} \) is Cauchy in \( L^2(\Omega; X) \) and thus, convergent there. Denote the limit by \( \xi \). Let \( \{G_N\}_{N \in \mathbb{N}} \) be the sequence of operator \( G_N : X^* \to \mathcal{H}(T; U) \) defined by \( G_N := V_N \). It follows immediately from the convergence of \( \{V_N\}_{N \in \mathbb{N}} \) that \( \lim_{N \to \infty} ||G_N - G||_{\mathcal{L}(X^*; \mathcal{H}(T; U))} = 0 \) and hence, it follows that

\[
I_T(G) = \langle \varphi, \xi \rangle
\]

holds \( \mathbb{P} \)-almost surely for every \( \varphi \in X^* \). Finally, equivalence (13) follows by Proposition 2.2.

As shown in the following result, if, additionally, the Banach space \( X \) has the approximation property, the sufficient condition from Theorem 3.18 is also necessary.

**Theorem 3.19.** Assume that the process \( Z \) lives in a finite Wiener chaos \( \mathcal{H}^{\oplus n} \) for \( n \in \mathbb{N} \) and assume that the Banach space \( X \) is \( n \)-good and has the approximation property. Let \( G : X^* \times U \to \mathcal{H}(T) \) be weakly integrable with respect to the process \( Z \) and \( G \) be the corresponding operator from Proposition 3.7. The mapping \( G \) is integrable with respect to \( Z \) if and only if \( \xi_N \in \gamma(\mathcal{H}(T; U); X) \). In that case, it holds for every \( r > 0 \) that

\[
\|\xi\|_{L^2(\Omega; X)} \sim \|G\|_{\gamma(\mathcal{H}(T; U); X)} (17)
\]

where \( \xi \) is the integral of \( G \) with respect to the process \( Z \).

**Proof.** It is only shown that if \( G \) is integrable with respect to the process \( Z \), then \( G^* \in \gamma(\mathcal{H}(T; U); X) \) as the converse is proved in Theorem 3.18. Let \( \xi \in L^2(\Omega; X) \) be the Wiener integral of \( G \) and assume that \( \{C_m\}_{m \in \mathbb{N}} \) is a sequence of compact subsets of the Banach space \( X \) such that \( \mathbb{P}(\xi \notin C_m) < 2^{-m} \) holds for every \( m \in \mathbb{N} \). Since \( X \) has the approximation property, then for every \( m \in \mathbb{N} \), there exists an operator \( T_m \in \mathcal{L}(X) \) of finite rank such that

\[
\sup_{x \in C_m} ||x - T_m x||_X \leq 2^{-m}.
\]

Consequently, \( \xi_m := T_m \xi \to \xi \) as \( m \to \infty \) almost surely, therefore in probability, and by Remark 2.3 also in \( L^2(\Omega; X) \). Now, since \( T_m \) is a finite-rank operator, it can be expressed as

\[
T_m x = \sum_{k=1}^{N_m} \varphi^m_k(x) x^m_k, \quad x \in X,
\]

for some \( N_m \in \mathbb{N} \), \( \{\varphi^m_k\}_{k=1}^{N_m} \subseteq X^* \), and \( \{x^m_k\}_{k=1}^{N_m} \subseteq X \). Define the sequence \( \{G_m\}_{m \in \mathbb{N}} \) of operators \( G_m : X^* \to \mathcal{H}(T; U) \) by

\[
G_m \varphi := \sum_{j=1}^{N_m} G_{ij} \varphi^m_j, \quad \varphi \in X^*.
\]

Then, as in Step 2 of the proof of Theorem 3.18, we have that the equivalence

\[
||\xi_N - \xi_M||_{L^2(\Omega; X)} \sim ||G_N - G_M||_{\gamma(\mathcal{H}(T; U); X)}
\]

is satisfied for \( N, M \in \mathbb{N} \), and because the sequence \( \{\xi_m\}_{m \in \mathbb{N}} \) converges to \( \xi \) in \( L^2(\Omega; X) \), it follows that the sequence \( \{G_m\}_{m \in \mathbb{N}} \) is Cauchy in \( \gamma(\mathcal{H}(T; U); X) \) and its limit is \( G^* \).

**Remark 3.20.** Note that, as a consequence of Remark 2.3, equivalences (13) and (17) also hold for \( r = 0 \) in the sense that the convergence of elementary integrals \( \{\xi_N\}_N \) in probability implies the convergence of the corresponding operators \( \{G_N\}_N \) in the space \( \gamma(\mathcal{H}(T; U); X) \).

**Notation.** The random variable \( \xi \) from Definition 3.10 is denoted by \( \int_T GdZ \).

In practical applications, it is common for \( X \) to be a function space (e.g. Lebesgue, Sobolev, or a Besov space). Such function spaces are isomorphic with a subspace \( \tilde{Y} \) of the general product space \( Y \) that is considered in Proposition 3.14. In this case, \( \gamma \)-radonifying operators with values in such spaces can be represented by pointwise kernels. Although the following proposition is stated with a general separable Hilbert space \( V \), the choice \( V = \mathcal{H}(J; U) \) for an interval \( J \subseteq \mathbb{R} \) is particularly useful for our purposes.

**Proposition 3.21.** Assume that \( X \) is isomorphic with a subspace \( \tilde{Y} \) of the product space \( Y \) that is defined in Proposition 3.14 and let \( Q : X \to \tilde{Y} \) be the linear injection. Let \( V \) be a separable Hilbert space. A bounded linear operator \( A \in \mathcal{L}(V; X) \) is \( \gamma \)-radonifying if and only if there exists a kernel \( a = \{a_j\}_{j=1}^N \) such that the following two conditions are satisfied:
• For every $i = 1, 2, \ldots, N$, $a_i : D_{i,1} \times D_{i,2} \to \mathcal{V}$ is a measurable function that satisfies
  \[ [QA^i](x, y) = \langle a_i(x, y), v \rangle \mathcal{V}, \quad v \in \mathcal{V}, \]
  for $\mu_{i,1} \otimes \mu_{i,2}$-almost every $(x, y) \in D_{i,1} \times D_{i,2}$.

• The following finiteness condition is satisfied:
  \[
  \|a\|_{Y} := \sum_{i=1}^{N} \left\{ \int_{D_{i,1}} \left[ \int_{D_{i,2}} \|a_i(x, y)\|_{Y}^{p_{i,1}} \mu_{i,2}(dy) \right]^{\frac{p_{i,1}}{p_{i,2}}} \mu_{i,1}(dx) \right\} < \infty.
  \]
  In this case, it holds that
  \[
  \|A\|_{\gamma(\mathcal{V}, X)} \approx \|a\|_{Y}.
  \]

**Proof.** The proposition is proved similarly as [12, Theorem 2.3].

---

4. Stochastic convolution

In this section, stochastic convolution with respect to fractional processes is treated.

Assume that $V$ is a separable Hilbert space and $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space with a $V$-isomnormal Gaussian process $(W(v))_{v \in \mathcal{V}}$ defined on it. Assume that the $\sigma$-field $\mathcal{F}$ is generated by the process $W$ and augmented with $\mathbb{P}$-zero sets. Let $H \in (0, 1)$ and let $U$ be a separable Hilbert space. Let $(Z_t)_{t \geq 0}$ be a $U$-cylindrical $H$-fractional process that lives in the finite Wiener chaos $\mathcal{H}^{\otimes n}$ of the isonormal process $W$ for some $n \in \mathbb{N}$. Finally, let $X$ be an $n$-good Banach space that has the approximation property.

Initially, a necessary and sufficient condition for the existence of a stochastic convolution integral is given.

**Proposition 4.1.** Let $0 \leq s < t$ and let $\tilde{G} : (0, t - s) \to \mathcal{L}(U; X)$ be a function. Define the map $G$ by
  \[
  G(\varphi, u)(r) := \langle \varphi, \tilde{G}(r)u \rangle, \quad r \in (0, t - s), \quad \varphi \in X^*, \quad u \in U.
  \]

Then the convolution integral
  \[
  \xi_{s,t} := \int_{s}^{t} G(t - \cdot) dZ
  \]
  is well defined if and only if $G^{\gamma} \in \gamma(\mathcal{D}^H(0, t - s; U); X)$. In that case, it holds for every $r > 0$ that
  \[
  \|\xi_{s,t}\|_{L^r(\Omega; X)} \approx \|G^{\gamma}\|_{\gamma(\mathcal{D}^H(0, t - s; U); X)}.
  \]

**Proof.** By Theorem 3.19, $\xi_{s,t}$ is a well defined random variable that belongs to the space $L^2(\Omega; X)$ if and only if the finiteness condition
  \[
  \|G(t - \cdot)\|_{\gamma(\mathcal{D}^H(s, u; U); X)} < \infty
  \]
  is satisfied. On the other hand, the equality
  \[
  \mathbb{E} \left\| \sum_{m,n} \delta_{n,m} G(t - \cdot) (g_m \otimes e_n) \right\|^2_X = \mathbb{E} \left\| \sum_{m,n} \delta_{n,m} G^{\gamma} (g_m - 1, t \otimes e_n) \right\|^2_X
  \]
  holds for every orthonormal basis $\{g_m\}_m$ of the space $\mathcal{D}^H(s, t)$, every orthonormal basis $\{e_n\}_n$ of the space $U$, and every array of independent standard Gaussian random variables $\{\delta_{n,m}\}_{m,n}$. Here, the symbol $(\cdot)_{-1, t}$ denotes the operator of affine transformation $(\cdot)_{a,b}$ defined in Subsection A.3. Indeed, for every $\varphi \in X^*$, there is the chain of equalities
  \[
  \langle \varphi, G(t - \cdot) (g_m \otimes e_n) \rangle = \langle G(t - \cdot) \varphi, g_m \otimes e_n \rangle_{\mathcal{D}^H(s, t)}
  = \sum_k \langle G(t - \cdot)[(\varphi, \varphi_k) \otimes e_k, g_m \otimes e_n] \rangle_{\mathcal{D}^H(s, t)}
  = \langle G(t - \cdot)[(\varphi, e_n), g_m \otimes e_n] \rangle_{\mathcal{D}^H(s, t)}
  = \langle G(\varphi, e_n), (g_m - 1, t) \rangle_{\mathcal{D}^H(0, t - s)}
  \]
where duality, the representation of $G(t - \cdot)$ from the proof of Proposition 3.7, and Lemma A.13 are used. By a computation similar to the computation above, the equality

$$\langle G(\varphi, e_n), (g_m)_{-1, \iota} \rangle_{\mathcal{H}(0, t-s)} = \langle \varphi, \overline{G}( (g_m)_{-1, \iota} \otimes e_n) \rangle$$

is obtained and thus, equality (20) is proved. \qed

**Proposition 4.2.** Assume that $X$ is isomorphic with a subspace $\tilde{Y}$ of the product space $Y$ that is defined in Proposition 3.14. Let $0 \leq s < t$ and let $\tilde{G} : (0, t-s) \to \gamma(U; X)$ be a function. Assume also that one of the following conditions is satisfied:

1. The parameter $H$ belongs to the interval $(0, 1/2)$; the space $\tilde{Y}$ is such that $p_{i,j} \geq 2$ holds for every $i = 1, 2, \ldots, N$ and $j = 1, 2$; and $\tilde{G}$ satisfies the following finiteness condition:

$$\int_0^{t-s} \|\tilde{G}(u)\|_{\gamma(U;X)}^2 du + \int_0^{t-s} \int_0^{t-s} \|\tilde{G}(u) - \tilde{G}(v)\|_{\gamma(U;X)}^2 |u - v|^{2H-2} du dv < \infty.$$

2. The parameter $H$ belongs to the interval $[1/2, 1)$; the space $\tilde{Y}$ is such that $p_{i,j} H \geq 1$ holds for every $i = 1, 2, \ldots, N$ and $j = 1, 2$; and $\tilde{G}$ satisfies the following finiteness condition:

$$\int_0^{t-s} \|\tilde{G}(u)\|_{\gamma(U;X)}^2 du < \infty.$$  

Then $\overline{G}^* \in \gamma(\mathcal{H}(0, t-s; U); X)$ and the convolution integral $\xi_{s,t}$ given by (18) is well defined.

**Proof.** Proposition 3.21, Proposition 2.6 together with either Proposition A.11 (in the case when condition 1. is satisfied) or Remark A.12 combined with the Hardy-Littlewood-Sobolev inequality (in the case when condition 2. is satisfied), and twice Minkowski inequality are used successively. \qed

The general result in Proposition 4.1 is now applied to the case when the integrand has an additional algebraic structure. Let $(S(t), t \geq 0)$ be a strongly continuous semigroup of bounded linear operators acting on the space $X$ and let $\Phi \in \mathcal{L}(U; X)$.

**Convention.** In what follows, the operator-valued function $S\Phi$ is understood as the bilinear operator $S(\cdot)\Phi : X^* \times U \to \mathcal{H}(0, \infty)$ that is defined by

$$[S(\cdot)\Phi](\varphi, u)(r) := \langle \varphi, S(r)\Phi u \rangle, \quad r \geq 0, \quad \varphi \in X^*, \quad u \in U.$$

A similar convention is adopted for $S(t - \cdot)\Phi$.

For $t > 0$, denote

$$Y_t := \int_0^t S(t - \cdot)\Phi dZ$$

whenever the integrand is integrable with respect to the process $Z$. The following corollary is a direct consequence of Proposition 4.1 and for its purposes, the following notation is introduced.

**Notation.** In what follows, we denote $R_{\tilde{T}} : = |\tilde{T}| \otimes I_U$ where $|\tilde{T}| : \mathcal{H}(T) \to \mathcal{H}(\tilde{T})$ is the restriction of a distribution defined on the interval $T \subseteq \mathbb{R}$ to the interval $\tilde{T} \subseteq T$ and where $I_U : U \to U$ is the identity operator. Note that by Lemma A.14, the operator $R_{\tilde{T}} : \mathcal{H}(T; U) \to \mathcal{H}(\tilde{T}; U)$ is continuous.

**Corollary 4.3.** Let $t_0 > 0$ be fixed. Then $Y_{t_0}$ is well defined if and only if $[R_{[0,t_0]}|\overline{S}\Phi|] \in \gamma(\mathcal{H}(0, t_0; U); X)$. In that case, it holds for every $r > 0$ that

$$\|Y_{t_0}\|_{L^r(0; X)} \approx \|R_{[0,t_0]}|\overline{S}\Phi|\|_{\gamma(\mathcal{H}(0, t_0; U); X)}.$$

In the following two results it is shown that it is enough to verify the existence of $Y_{t_0}$ for some $t_0 > 0$ to obtain the existence and measurability of the whole process $(Y_t)_{t \geq 0}$.

**Proposition 4.4.** The following statements are equivalent.

1) There exists $t_0 > 0$ such that the random variable $Y_{t_0}$ is well defined.

2) For every $t > 0$, the random variable $Y_t$ is well defined.
Proof. Let statement 1) be satisfied and assume first that $0 < t < t_0$. By using Corollary 4.3 and the ideal property of $\gamma$-radonifying operators from [50, Theorem 6.2] (together with Lemma A.14) the following estimate is obtained:

$$
\|Y_t\|_{L^2(\Omega, X)} \approx \|R_{(0,t]} \mathbb{S}_\Phi^* \|_{\gamma(\mathcal{P}_m(0,t,U);X)} \\
= \|R_{(0,t]} R_{[0,t_0]} \mathbb{S}_\Phi^* \|_{\gamma(\mathcal{P}_m(0,t,U);X)} \\
\leq \|R_{(0,t]} \mathbb{S}_\Phi^* \|_{\gamma(\mathcal{P}_m(0,t,U);X)} \|R_{[0,t_0]} \|_{\mathcal{L}(\mathcal{P}_m(0,t,U);\mathcal{P}_m(0,t,U))} \\
= \|R_{(0,t]} \mathbb{S}_\Phi^* \|_{\gamma(\mathcal{P}_m(0,t_0,U);X)} \|R_{[0,t]} \|_{\mathcal{L}(\mathcal{P}_m(0,t_0,U);\mathcal{P}_m(0,t,U))} \\
\lesssim \|Y_{t_0\}}_{L^2(\Omega, X)}
$$

which is finite by assumption. Assume now that $t_0 < t \leq 2t_0$ and write

$$
Y_t = S(t-t_0) \int_0^{t_0} S(t_0 - \cdot) \phi dZ + \int_{t_0}^t S(t - \cdot) \phi dZ
$$

which is possible by virtue of Lemma 3.9 and Proposition 3.5. For the first term on the right-hand side of the above equality, we obtain the estimate

$$
\|S(t-t_0)Y_{t_0}\|_{L^2(\Omega, X)} \leq M_{S, t_0} \|Y_{t_0}\|_{L^2(\Omega, X)}
$$

whose right-hand side is finite by assumption. Here and in the rest of the section, $M_S \geq 1$ and $\kappa_S > 0$ are finite constants such that the inequality $\|S(r)\|_{\mathcal{L}(X)} \leq M_{S, t_0} e^{\kappa_S r}$ holds for every $r \geq 0$. For the second term, it follows by Proposition 4.1, the ideal property of $\gamma$-radonifying operators, and Corollary 4.3 that

$$
\left\| \int_{t_0}^t S(t - \cdot) \phi dZ \right\|_{L^2(\Omega, X)} \approx \|R_{(0,t-t_0]} \mathbb{S}_\Phi^* \|_{\gamma(\mathcal{P}_m(0,t-t_0,U);X)} \\
= \|R_{(0,t-t_0]} R_{[0,t_0]} \mathbb{S}_\Phi^* \|_{\gamma(\mathcal{P}_m(0,t-t_0,U);X)} \\
\lesssim \|R_{(0,t-t_0]} \mathbb{S}_\Phi^* \|_{\gamma(\mathcal{P}_m(0,t_0,U);X)} \\
\lesssim \|Y_{t_0}\|_{L^2(\Omega, X)}
$$

where again the last expression is finite by assumption. Thus, we have that $\|Y_t\|_{L^2(\Omega, X)} < \infty$ holds for every $t \in (0, 2t_0)$. Applying this result to $t_0 = 2t_0$ yields the claim for $t \in (0, 4t_0]$ and by continuing in this manner, statement 2) of the proposition is proved. \qed

Lemma 4.5. Let $\mathcal{U}$ and $\{\mathcal{U}_n\}_{n \in \mathbb{N}}$ be Hilbert spaces and let $\mathcal{X}$ be a Banach space. Let $G \in \gamma(\mathcal{U}; \mathcal{X})$ and let $\{R_n\}_{n \in \mathbb{N}}$ be a sequence of bounded linear operators $R_n : \mathcal{U} \to \mathcal{U}_n$ such that there is the convergence

$$
\lim_{n \to \infty} \|R_n u\|_{\mathcal{U}_n} = 0
$$

for every $u \in \mathcal{U}$. Then

$$
\lim_{n \to \infty} \|GR_n^*\|_{\gamma(\mathcal{U}_n; \mathcal{X})} = 0. \tag{21}
$$

Proof. If $G = x \otimes u$ for some $x \in \mathcal{X}$ and $u \in \mathcal{U}$, then it follows that $GR_n^* = (R_n u) \otimes x$ and

$$
\lim_{n \to \infty} \|GR_n^*\|_{\gamma(\mathcal{H}; \mathcal{X})} = \lim_{n \to \infty} \|R_n u\|_{\mathcal{U}_n} \|x\|_{\mathcal{X}} = 0.
$$

Consequently, if $G$ is of finite rank, then convergence (21) is satisfied. Now, if $G$ is an operator from $\gamma(\mathcal{U}; \mathcal{X})$ (not necessarily of finite rank), then there exists a sequence of finite rank operators $\{G_k\}_{k \in \mathbb{N}} \subset \mathcal{L}(\mathcal{U}; \mathcal{X})$ such that

$$
\lim_{k \to \infty} \|G_k - G\|_{\gamma(\mathcal{U}; \mathcal{X})} = 0. \tag{22}
$$

It follows that

$$
\|GR_n^*\|_{\gamma(\mathcal{U}_n; \mathcal{X})} \leq \|G - G_k\|_{\gamma(\mathcal{U}; \mathcal{X})} \sup_{m \in \mathbb{N}} \|R_m\|_{\mathcal{L}(\mathcal{U}; \mathcal{U}_n)} + \|G_k R_n^*\|_{\gamma(\mathcal{U}; \mathcal{X})}
$$

by the ideal property of $\gamma$-radonifying operators. Consequently, there is the estimate

$$
\limsup_{n \to \infty} \|GR_n^*\|_{\gamma(\mathcal{U}_n; \mathcal{X})} \leq \|G - G_k\|_{\gamma(\mathcal{U}; \mathcal{X})} \sup_{m \in \mathbb{N}} \|R_m\|_{\mathcal{L}(\mathcal{U}; \mathcal{U}_n)}
$$

by the above reasoning for finite rank operators; and the claim of the lemma follows by convergence (22) and by the fact that $\sup_{m \in \mathbb{N}} \|R_m\|_{\mathcal{L}(\mathcal{U}; \mathcal{U}_n)}$ is finite by the uniform boundedness principle. \qed
Proposition 4.6. If there exists \( t_0 > 0 \) such that \( Y_{t_0} \) is well defined, then the process \((Y_t)_{t \geq 0}\) is mean-square right continuous and, in particular, it admits a measurable version.

Proof. By Proposition 4.4, the convolution integral \( Y_t \) is a well defined element of \( L^2(\Omega; X) \) for every \( t \geq 0 \). It will be shown that the process \((Y_t)_{t \geq 0}\) is mean-square continuous from the right. To this end, let \( 0 \leq s < t \leq \tau \) be fixed and note that by virtue of Lemma 3.9 and Proposition 3.5, we can write

\[
Y_t - Y_s = [S(t-s) - I_X] \int_0^s S(s-\cdot) \Phi dZ + \int_s^t S(t-\cdot) \Phi dZ
\]

where \( I_X \) is the identity operator acting on the space \( X \). Consequently, there is the following estimate:

\[
\| Y_t - Y_s \|_{L^2(\Omega; X)} \leq I_1(s, t) + I_2(s, t)
\]

where \( I_1(s, t) \) and \( I_2(s, t) \) are defined by

\[
I_1(s, t) := \left\| [S(t-s) - I_X] \int_0^s S(s-\cdot) \Phi dZ \right\|_{L^2(\Omega; X)} \quad \text{and} \quad I_2(s, t) := \left\| \int_s^t S(t-\cdot) \Phi dZ \right\|_{L^2(\Omega; X)}.
\]

We have that for \( \mathbb{P} \)-almost every \( \omega \in \Omega \), the value \( Y_s(\omega) \) belongs to \( X \). Therefore, for \( \mathbb{P} \)-almost every \( \omega \in \Omega \), we have by the strong continuity of the semigroup \( S \) that \( [S(t-s) - I_X]Y_s(\omega) \) tends to the zero element in \( X \) as \( t \to s^+ \). Moreover, since the estimate

\[
\| [S(t-s) - I_X]Y_s(\omega) \|_X \leq \| S(t-s) - I_X \|_{L^2(\Omega; X)} \| Y_s(\omega) \|_X \leq (M_{\mathbb{P}} e^{k_0(\tau-s)} + 1) \| Y_s(\omega) \|_X
\]

holds for \( \mathbb{P} \)-almost every \( \omega \in \Omega \) and since \( \mathbb{E} \| Y_s \|_X^2 < \infty \), it follows by the dominated convergence theorem that \( \lim_{t \to s^+} I_1(s, t) = 0 \). Assuming that \( 0 < t - s < t_0 \), we have for \( I_2(s, t) \) that

\[
I_2(s, t) \approx \left\| [R_{[0,t-s]}\Phi^*] \gamma_{(\mathcal{H}_0^g(0, t-s, U), X)} \right\|_{L^2(\Omega; X)} \approx \left\| \Phi^* R_{[0,t-s]}^{\gamma_{(\mathcal{H}_0^g(0, t-s, U), X)}} \right\|_{L^2(\Omega; X)}
\]

Now, for every \( g \in \mathcal{H}_0^g(0, t_0; U) \), we have that \( \lim_{t \to s^+} \| R_{[0,t-s]}^{\gamma_{(\mathcal{H}_0^g(0, t-s, U), X)}} \|_{\mathcal{H}_0^g(0, t-s, U)} = 0 \) by Lemma A.15. Consequently, it follows by Lemma 4.5 that also \( \lim_{t \to s^+} I_2(s, t) = 0 \).

For convenience, Proposition 4.6 is restated by using the characterisation in Proposition 4.1.

Corollary 4.7. If there exists \( t_0 > 0 \) such that the finiteness condition

\[
\left\| [R_{[0,t_0]}\Phi^*] \gamma_{(\mathcal{H}_0^g(0, t_0, U), X)} \right\| < \infty
\]

is satisfied, then the process \((Y_t)_{t \geq 0}\) is mean-square right continuous and, in particular, it admits a measurable version.

If \( S \) is an analytic semigroup, then there exists \( \lambda > 0 \) such that \((\lambda I_X - A)\) is a non-negative operator. Therefore, the fractional powers \((\lambda I_X - A)^{\alpha}, \alpha \geq 0\), can be defined; see, e.g., [37, section 2.6]. For \( 0 < \alpha \leq 1 \), denote by \( X_\alpha \) the Banach space that is defined as the space \( \text{Dom} (\lambda I_X - A)^{\alpha} \) endowed with the graph norm of \((\lambda I_X - A)^{\alpha}\). For \( t > 0 \) and \( \alpha \in (0, 1] \), denote also

\[
Y_t^{\alpha} := \int_0^t (\lambda I_X - A)^{\alpha} S(t-\cdot) \Phi dZ
\]

whenever the integrand is strongly integrable with respect to the process \( Z \). The definitions are extended to allow for \( \alpha = 0 \) by setting \( X_0 := X \) and \( Y_t^0 := Y_t \).

Proposition 4.8. Assume that the semigroup \( S \) is analytic. If there exists \( t_0 > 0 \) and \( 0 < \alpha \leq 1 \) such that the random variable \( Y_{t_0}^{\alpha} \) is well defined, then the process \((Y_t^{\alpha})_{t \geq 0}\) is mean-square right continuous and, in particular, it admits a measurable version.

Proof. The claim follows by repeating the proofs of Proposition 4.4 and Proposition 4.6 with \( Y_t \) and \( S\Phi \) replaced by \( Y_t^{\alpha} \) and \((\lambda I_X - A)^{\alpha} S\Phi\), respectively.

Corollary 4.9. Assume that the semigroup \( S \) is analytic. If there exists \( t_0 > 0 \) and \( 0 \leq \alpha \leq 1 \) such that the random variable \( Y_{t_0}^{\alpha} \) is well defined, then for every \( \beta_1, \beta_2 \geq 0 \) such that \( \beta_1 + \beta_2 \leq \alpha \), the process \((Y_t^{\beta_1})_{t \geq 0}\) is mean-square right continuous in the space \( X_{\beta_2} \) and, in particular, it admits a measurable version there.
Proof. Note first that if $\kappa > 0$ and $\gamma_1, \gamma_2 \geq 0$ are such that $\gamma_1 + \gamma_2 \leq \kappa$, the operator $(\lambda X - A)^{\kappa - (\gamma_1 + \gamma_2)}$ is invertible and there is the inequality
\[
\|x\|_{X_{\kappa - \gamma_2}} \leq \|(\lambda X - A)^{\gamma_1 + \gamma_2 - \kappa}\|_{X}^{2} \|x\|_{X_{\kappa - \gamma_2}} \times \left[\|\lambda X - A\|^{\kappa - (\gamma_1 + \gamma_2)}\|x\|_{X}^{2} + \|(\lambda X - A)^{\kappa - \gamma_2}\|_{X}^{2}\right]
\] (23)
for $x \in X_{\kappa - \gamma_1}$. Note also that if $t > 0$ and $0 < \delta \leq 1$ are such that $\|Y_t^\delta\|_{L^2(\Omega, X)} < \infty$, then $Y_t \in X_{\delta}$ and
\[
Y_t^\delta = (\lambda X - A)^{\delta} Y_t
\] (24)
hold $\mathbb{P}$-almost surely by Proposition 3.5 and Proposition 3.7. Now, if $0 \leq \beta \leq \alpha$, then the above inequality (23) (with $\gamma_1 = \beta$, $\gamma_2 = 0$) and equality (24) (with $\delta = \beta$) yield
\[
\mathbb{E}\|Y_t^\beta - Y_s^\beta\|_{X}^2 \leq \mathbb{E}\|(\lambda X - A)^{\alpha - \beta}[Y_t^\beta - Y_s^\beta]\|_{X}^2 = \mathbb{E}\|Y_t^\alpha - Y_s^\alpha\|_{X}^2
\]
for $0 \leq s < t$. Consequently, for every $0 \leq \beta \leq \alpha$, the process $(Y_t^\beta)_{t \geq 0}$ is mean-square right continuous in $X$ by Proposition 4.8. The general claim of the corollary then follows from the equality
\[
\|Y_t^{\beta_1} - Y_s^{\beta_1}\|_{L^2(\Omega, X_{\beta_2})}^2 = \mathbb{E}\|Y_t^{\beta_1} - Y_s^{\beta_1}\|_{X}^2 + \mathbb{E}\|Y_t^{\beta_1 + \beta_2} - Y_s^{\beta_1 + \beta_2}\|_{X}^2
\]
for $0 \leq s < t$ by using the first part of the proof with $\beta = \beta_1$ and $\beta = \beta_1 + \beta_2$.

For convenience, Corollary 4.9 is restated by using the characterisation in Proposition 4.1.

**Corollary 4.10.** Assume that the semigroup $S$ is analytic. If there exists $t_0 > 0$ and $0 \leq \alpha \leq 1$ such that the finiteness condition
\[
\|[(R_{0, t_0}) (\lambda X - A)^{\alpha} S \Phi]\|_{\gamma(\beta R_{0, t_0}; X)} < \infty
\]
is satisfied, then for every $\beta_1, \beta_2 \geq 0$ such that $\beta_1 + \beta_2 \leq \alpha$, the process $(Y_t^{\beta_1})_{t \geq 0}$ is mean-square right continuous in the space $X_{\beta_2}$ and, in particular, it admits a measurable version there.

In what follows, sufficient conditions for continuity of the integral process $(Y_t)_{t \geq 0}$ are given. The proof of Proposition 4.11 is based on the Kolmogorov-Chentsov theorem; however, in the literature on stochastic convolution in Banach spaces, the factorization method (see, e.g., [17, 18]), $\gamma$-boundedness, or maximal inequalities (see, e.g., [28, 51, 53, 54, 55, 56, 57]) can be also used.

**Proposition 4.11.** Assume that the semigroup $S$ is analytic. Assume also that there exist constants $\beta_1 > 0$ and $\beta_2 \geq 0$ such that $\beta_1 + \beta_2 \leq 1$ and such that the following two conditions are satisfied:

(H1) There exists $t_0 > 0$ such that the random variable $Y_{t_0}^{\beta_1 + \beta_2}$ is well defined.

(H2) It holds that $\|Y_t^{\beta_1}\|_{L^2(\Omega, X)} \lesssim t^{\beta_1}$ for every $t \in [0, \tau]$, $\tau > 0$.

Then the process $(Y_t)_{t \geq 0}$ has a version with paths in $\mathcal{H}^\kappa([0, \tau]; X_{\beta_2})$ for every $0 \leq \kappa < \beta_1$ and $\tau > 0$.

Proof. Condition (H1) implies by Corollary 4.9 that all the processes $(Y_t)_{t \geq 0}$, $(Y_t^{\beta_2})_{t \geq 0}$, and $(Y_t^{\beta_1 + \beta_2})_{t \geq 0}$ are well defined and mean-square right continuous in $X$. Moreover, by the proofs of Proposition 4.6 and Corollary 4.9, we also have that for every $\tau > 0$, it holds
\[
\sup_{0 \leq t \leq \tau} \|Y_t\|_{L^2(\Omega, X)} \lesssim \sup_{0 \leq t \leq \tau} \|Y_t^{\beta_2}\|_{L^2(\Omega, X)} \lesssim \sup_{0 \leq t \leq \tau} \|Y_t^{\beta_1 + \beta_2}\|_{L^2(\Omega, X)} < \infty.
\] (25)
for both $i = 1, 2$. Let $0 \leq s < t \leq \tau$ be fixed and write
\[
Y_t - Y_s = [S(t - s) - 1_X] \int_0^s S(s - \cdot) \Phi dZ + \int_s^t S(t - \cdot) \Phi dZ.
\]
Since $S$ is analytic, we have that $S(r) : X \to \cap_{n=0}^{\infty} \text{Dom } A^n \subset \text{Dom } A$ for every $r > 0$. Hence, by [37, Theorem 1.2.4 (d)], it holds that
\[
E \|S(t - s) - 1_X\|_{X_{\beta_2}}^2 = E \|\lambda \int_0^{t-s} S(u) Y_u du - \int_0^{t-s} (\lambda X - A) S(u) Y_u du\|_{X_{\beta_2}}^2.
\]
For the first integral, there is the estimate
\[
E \left| \lambda \int_0^{t-s} S(u) Y du \right|^2 \leq \lambda^2 \left( \int_0^{t-s} \| S(u) \|_{L^2(X)} du \right)^2 \| Y \|_{X_{\beta_2}}^2 \lesssim (t-s)^2 \| Y_{\beta_2} \|_{X}^2.
\]
For the second integral, note that the operator \( A - \lambda I_X \) generates the semigroup \( e^{-\lambda r} S(r), r \geq 0 \). By [37, Theorem 2.6.13 (c)], there is the estimate
\[
E \left\| \int_0^{t-s} (\lambda I_X - A)S(u) Y du \right\|_{X_{\beta_2}}^2 \lesssim \left( \int_0^{t-s} e^{\lambda u} (\lambda I_X - A)^{1-\beta_1} e^{\lambda u} S(u) (\lambda I_X - A)^{\beta_1 + \beta_2} Y du \right)^2 X
\]
\[
\lesssim \left( \int_0^{t-s} u^{\beta_1-1} \| Y_{\beta_1 + \beta_2} \|_{X} du \right)^2 \leq (t-s)^{2\beta_1} \| Y_{\beta_1 + \beta_2} \|_{X}^2.
\]
Thus, by appealing to (25), the following estimate is obtained:
\[
E \left\| [S(t-s) - I_X] Y \right\|_{X_{\beta_2}}^2 \lesssim (t-s)^{2\beta_1}.
\]
Now, we also have by Proposition 4.1 and assumption (H2) that
\[
E \left\| \int_s^t (t-s)S(t-\cdot) \phi \eta dZ \right\|_{X_{\beta_2}}^2 \leq E \left\| \int_s^t S(t-\cdot) \phi dZ \right\|_{X}^2 + E \left\| \left( \int_s^t (\lambda I_X - A)^{\beta_2} S(t-\cdot) \phi \eta dZ \right)^2 \right\|_{X}
\]
\[
\approx \left\| [R_{[0,t-s]}(0,0,t-s;u;X)] + \left\| [R_{[0,t-s]}(\lambda I_X - A)^{\beta_2} \eta S(\eta^{\beta_2} dZ)] \right\|_{\gamma(\mathcal{D}'(0,0,t-s;u;X))}
\approx \left\| Y_{t-s} \right\|_{L^2(\Omega, X_{\beta_2})}^2 + \left\| Y_{t-s} \right\|_{L^2(\Omega, X)}^2
\lesssim (t-s)^{2\beta_1}
\]
and the proof is concluded by appealing to the fact that \( Y_t - Y_s \) has equivalent moments (see equivalence (19) and Proposition 2.2) and to the Kolmogorov-Chentsov continuity criterion.

5. Applications

In this section, two applications are presented. In the first application, a parabolic equation of order \( 2m \) with distributed space-time noise of low time regularity is considered. This application extends the results of [17, section 5.2] to noise that is singular in time. In the second application, the heat equation with space-time noise of higher regularity in time in the Neumann boundary condition is studied. This application extends some results of [22, section 5] from the Hilbert-space setting (in [22], the space \( L^2(D) \) is considered) to the Banach-space setting (here, the space \( L^p(D) \) is considered) and [42] to a noise that is more regular in time and that is possibly non-Gaussian (in [42], the driving noise is the Wiener process while here, for example, the Rosenblatt process can be considered).

5.1. Parabolic equation of order \( 2m \) with distributed singular noise in \( L^p(D) \)

Let \( D \subseteq \mathbb{R}^d, d \in \mathbb{N} \), be a bounded open domain with smooth boundary \( \partial D \). Let \( m \in \mathbb{N} \) and let \( \tilde{L}_{2m} \) be the differential operator of order \( 2m \) given by

\[
\tilde{L}_{2m} = \sum_{|k| \leq 2m} a_k \partial^k
\]

where \( a_k \in \mathcal{C}_b^\infty(D) \) and assume that \( \tilde{L}_{2m} \) is uniformly elliptic. Let also \( \eta \) be space-time random noise that is fractional in time. Consider the parabolic equation on \( D \) perturbed by noise \( \eta \) at every point of \( D \) that is formally given by

\[
(\partial_t u)(t, x) = (\tilde{L}_{2m} u)(t, x) + \eta(t, x), \quad (t, x) \in (0, \infty) \times D,
\]

and that is subject to the initial condition

\[
u(0, x) = u_0(x), \quad x \in D,
\]

(27)
Proposition 3.21

Let \( (\partial_t^k u)(t, x) = 0, \quad (t, x) \in (0, \infty) \times \partial D, \quad k \in \{0, 1, \ldots, m - 1\} \).

The problem (26) - (28) is given rigorous meaning as an abstract Cauchy problem for a linear stochastic evolution equation and the solution is sought in the mild form.

In particular, let \( p \geq 2 \) and let \( L_{2m} \) be the realisation of the operator \( \tilde{L}_{2m} \) in the space \( L^p(D) \) with the domain

\[
\text{Dom} \ L_{2m} = \left\{ f \in W^{2m,p}(D) \mid \partial_t^k f = 0 \text{ on } \partial D \text{ for } k \in \{0, 1, \ldots, m - 1\} \right\}.
\]

It is well-known that the operator \( L_{2m} \) is sectorial. Let \( \lambda > 0 \) be such that \( (\lambda I - L_{2m}) \) is positive and we denote by \( (S_{2m}(t), t \geq 0) \) the analytic semigroup generated by \( L_{2m} \). Let also \( H \in (0, 1/2) \) and let \( (Z_t)_{t \geq 0} \) be an \( L^2(D) \)-cylindrical \( H \)-fractional process that lives in a finite Wiener chaos (for example, the cylindrical fractional Brownian motion of \( H \in (0, 1/2) \) can be considered). Let also \( C \in \mathcal{L}(L^p(D))^2 \). The solution to problem (26) - (28) is then interpreted as the \( L^p(D) \)-valued stochastic process \( (Y_t^{2m})_{t \geq 0} \) where

\[
Y_t^{2m} := \int_0^t S_{2m}(t - \cdot)C dZ, \quad t \geq 0.
\]

In what follows, sufficient conditions for the existence and space-time continuity of the above stochastic convolution integral are given. To this end, we begin with three simple lemmas.

**Lemma 5.1.** For every \( \alpha \geq 0 \) and \( t > 0 \), there is the following estimate:

\[
\| (\lambda I - L_{2m})^\alpha S_{2m}(u)C \|_{\gamma(L^2(D); L^p(D))} \lesssim u^{-\frac{\alpha}{2} - \frac{p}{m}}, \quad 0 < u \leq t.
\]

**Proof.** Note initially that there is the estimate

\[
\| S_{2m}(u)C \|_{\gamma(L^2(D); L^p(D))} \lesssim u^{-\frac{p}{m}}, \quad u > 0.
\]

Indeed, for \( u > 0 \), there is the inequality

\[
\| S_{2m}(u)C \|_{\gamma(L^2(D); L^p(D))} \leq \| S_{2m}(u) \|_{\gamma(L^2(D); L^p(D))} \| C \|_{\mathcal{L}(L^p(D))}
\]

and by appealing to Proposition 3.21 and to the estimate in [23, Theorem 1.1] for Green’s kernel of the semigroup \( S_{2m} \), we also have

\[
\| S_{2m}(u) \|_{\gamma(L^2(D); L^p(D))} \lesssim \left[ \int_D \left( \int_D u^{-\frac{p}{m}e^{-\frac{u}{2}}(\frac{\lambda}{u} - \frac{s}{2m}) \frac{dy}{dy} \frac{dx}{dx} \right)^{\frac{p}{m}} \right] \lesssim u^{-\frac{p}{m}} |D|^{\frac{p}{m} + \frac{1}{m}}
\]

where \( c \) is some finite positive constant. Now, for \( 0 < u \leq t \), we have that

\[
\| (\lambda I - L_{2m})^\alpha S_{2m}(u)C \|_{\gamma(L^2(D); L^p(D))} = \| S_{2m}(u)C \|_{\gamma(L^2(D); L^p(D))} \lesssim u^{-\frac{\alpha}{2} - \frac{p}{m}}, \quad 0 < u \leq t.
\]

and the claim follows by using [37, Theorem 2.6.13 c)] (since the operator \( (L_{2m} - \lambda I) \) generates the semigroup \( (e^{-\lambda S_{2m}(r)}, r \geq 0) \) and estimate (30)).

**Lemma 5.2.** For every \( \alpha \geq 0, \beta \geq \alpha, \) and \( t > 0 \), there is the following estimate:

\[
\| (\lambda I - L_{2m})^\alpha [S_{2m}(u) - S_{2m}(v)]C \|_{\gamma(L^2(D); L^p(D))} \lesssim (u - v)^{\beta - \alpha} v^{-\frac{p}{m} - \beta}, \quad 0 < u < v \leq t.
\]

**Proof.** We have that

\[
\| (\lambda I - L_{2m})^\alpha [S_{2m}(u) - S_{2m}(v)]C \|_{\gamma(L^2(D); L^p(D))} = \| (\lambda I - L_{2m})^\alpha [S_{2m}(u - v) - 1]S_{2m}(v)C \|_{\gamma(L^2(D); L^p(D))}
\]

\[
\lesssim \left\| \int_0^{u - v} e^{\lambda t} (\lambda I - L_{2m})^{1+\alpha - \beta} e^{-\lambda r} S_{2m}(r) dr \right\|_{\mathcal{L}(L^p(D))} \| (\lambda I - L_{2m})^\beta S_{2m}(v)C \|_{\gamma(L^2(D); L^p(D))}
\]

and the claim follows by using [37, Theorem 2.6.13 c] and Lemma 5.1.

---

2The noise \( \eta \) in equation (26) is modeled by \( \eta_t = CZ_t \), where the dot represents the formal time derivative.
Lemma 5.3. If \( d < 2m \), \( H \in (d/4m, 1/2) \), and \( \alpha \in [0, H - d/4m) \), then for every \( t \geq 0 \), the convolution integral

\[
Y_t^{\alpha, 2m} := \int_0^t (\lambda I - L_{2m})^\alpha S_{2m}(t - \cdot) C dZ
\]

is well defined and satisfies

\[
\|Y_t^{\alpha, 2m}\|_{L^2(\Omega; L^p(D))} \lesssim t^{H - \alpha - \frac{d}{2m}}.
\]

Proof. Let \( t > 0 \). By Proposition 4.1, Proposition 4.2, and Proposition 2.6 there is the estimate

\[
\|Y_t^{\alpha, 2m}\|_{L^2(\Omega; L^p(D))} \lesssim \|(\lambda I - L_{2m})^\alpha S_{2m}(\cdot) C\|_{W^{\frac{d}{2m}, 2}(0, t; \gamma(L^2(D); L^p(D)))}.
\]

By Lemma 5.1, there is the estimate

\[
\int_0^t \|(\lambda I - L_{2m})^\alpha S_{2m}(u) C\|_{\gamma(L^2(D); L^p(D))}^2 du \lesssim \int_0^t u^{-2\alpha - \frac{d}{2m}} du \propto t^{1 - 2\alpha - \frac{d}{2m}}.
\]

Choose \( \beta \in (1 - 2H + 2\alpha, 1 - d/2m) \). Such a choice is possible since \( 2\alpha < 2H - d/2m \). By Lemma 5.2, there is the estimate

\[
\int_0^t \int_0^t \|(\lambda I - L_{2m})^\alpha[S_{2m}(u) - S_{2m}(v)] C\|_{\gamma(L^2(D); L^p(D))}^2 |u - v|^{2H - 2} du dv
\]

\[
\lesssim \int_0^t \int_0^u (u - v)^{\beta - 2\alpha + 2H - 2} |u|^{-\frac{d}{2m}} |v|^{-\beta} dv du
\]

\[
= B \left( \beta - 1 + 2H - 2\alpha, 1 - \frac{d}{2m} - \beta \right) \int_0^t u^{-2\alpha + 2H - 1 - \frac{d}{2m}} du
\]

and the claim follows. \( \square \)

The previous lemmas are now used to find sufficient conditions for the stochastic convolution \( (29) \) to be a process that is continuous in time and takes values in certain Bessel potential spaces.

Proposition 5.4. Assume that \( d < 2m \) and \( H \in (d/4m, 1/2) \). Then:

1. The convolution integral \( (Y_t^{\alpha, 2m})_{t \geq 0} \) admits a version with paths in \( \mathcal{C}([0, \tau]; \tilde{H}^{2\alpha, \gamma, p}(D)) \) for every \( \alpha \in [0, H - d/4m) \) such that \( 2\alpha - 1/p \notin [0, 1, \ldots, m - 1] \), every \( \kappa \in [0, H - d/4m - \gamma) \), and every \( \tau > 0 \). Here, the space \( \tilde{H}^{2\alpha, \gamma, p}(D) \) is defined by

\[
\tilde{H}^{2\alpha, \gamma, p}(D) := \left\{ f \in H^{2\alpha, \gamma, p}(D) : \partial_\gamma f = 0 \text{ on } \partial D \text{ for } k \in [0, 1, \ldots, m - 1] : k < 2\alpha - \frac{1}{p} \right\}.
\]

2. The convolution integral \( (Y_t^{\alpha, 2m})_{t \geq 0} \) admits a version with paths in \( \mathcal{C}([0, \tau]; \tilde{H}^{2\alpha, \gamma, p}(D)) \) for every \( \alpha \in [0, H - d/4m) \) such that \( 2\alpha - 1/p = l \in [0, 1, \ldots, m - 1] \), every \( \kappa \in [0, H - d/4m - \gamma) \), and every \( \tau > 0 \). Here, the space \( \tilde{H}^{2\alpha, \gamma, p}(D) \) is defined by

\[
\tilde{H}^{2\alpha, \gamma, p}(D) := \left\{ f \in H^{2\alpha, \gamma, p}(D) : \partial_\gamma f \in \tilde{H}^{\gamma, p}(D) \right\}
\]

with

\[
\tilde{H}^{\gamma, p}(D) := \left\{ f \in H^{\gamma, p}(\mathbb{R}^d) : \text{supp } f \subset \overline{D} \right\}.
\]

Proof. It follows from Lemma 5.3 by appealing to Proposition 4.11 with \( \beta_1 = H - d/4m - \gamma \) and \( \beta_2 = \alpha \) for \( \alpha \in [0, H - d/4m) \) that \( (Y_t^{\alpha, 2m})_{t \geq 0} \) has paths in \( \mathcal{C}([0, \tau]; \text{Dom}(\lambda I - L_{2m})^\alpha) \) for every \( \tau > 0 \). Since the operator \( (\lambda I - L_{2m}) \) has bounded imaginary powers by [43, Theorem 1.1], it holds that

\[
\text{Dom}(\lambda I - L_{2m})^\alpha = [L^p(D); \text{Dom}(\lambda I - L_{2m})]^\alpha,
\]

where \( :[-:]_{\theta} \) denotes the complex interpolation functor, by [46, Theorem 1.15.3]. Finally, the claim of the proposition follows from [46, Theorem 4.3.3]. \( \square \)

Finally, sufficient conditions for space-time continuity of the stochastic convolution \( (29) \) are given.
Proposition 5.5. If \( d < 2mp/(p + 2) \) and \( H \in (d/4m + d/2mp, 1/2) \). Then the integral \((Y_t^{2m})_{t \geq 0}\) admits a version with paths in the space

\[
\mathcal{C}^{\alpha}([0, \tau]; \mathcal{C}^{2m\alpha - \frac{d}{2}}(D))
\]

for every \( \alpha \in (d/2mp, H - d/4m) \) such that \( 2m\alpha - d/p \notin \mathbb{N} \), every \( \kappa \in [0, H - d/4m - \alpha) \), and every \( \tau > 0 \).

Proof. The claim follows directly from the first part of Proposition 5.4 and the Sobolev embedding for the Bessel potential spaces from [46, Theorem 4.6.1 (c)]. □

Remark 5.6. Note that it follows from Proposition 5.5 that in the case of the heat equation in \( d = 1 \) driven by a fractional process of Hurst parameter \( H \in (1/4, 1/2) \), we can always find \( p, \alpha, \) and \( \kappa \) for which space-time continuity of the solution occurs. △

5.2. Heat equation with regular Neumann boundary noise in \( L^p(D) \)

Let \( D \subseteq \mathbb{R}^d \) be a bounded open domain with smooth boundary \( \partial D \) of finite surface measure. Consider the heat equation on \( D \) perturbed by fractional noise through the boundary \( \partial D \) that is formally given by

\[
(\partial_t u)(t, x) = (\Delta_x u)(t, x), \quad (t, x) \in (0, \infty) \times D,
\]

and that is subject to the initial condition

\( u(0, x) = 0, \quad x \in D, \)

and the Neumann boundary noise condition

\[
(\partial_{\nu} u)(t, x) = \tilde{z}_t(x), \quad (t, x) \in (0, \infty) \times \partial D.
\]

Here, \( \partial_{\nu} \) denotes the conormal derivative and \( \tilde{z} \) denotes a noise term that is fractional in time and uncorrelated in space. The problem (31) - (33) is interpreted as an abstract Cauchy problem for a linear stochastic evolution equation driven by a cylindrical fractional process. The solution to this problem is sought in the mild form which leads to the question of existence of a stochastic convolution integral. In particular, let \( H \in [1/2, 1) \) and let \( (Z_t)_{t \geq 0} \) be an \( L^2(\partial D) \)-cylindrical \( H \)-fractional process that lives in a finite Wiener chaos. We seek \( p > 1 \) such that the process \((Y_t)_{t \geq 0}\), still formally, given by

\[
Y_t := \int_0^t (\lambda I - \Delta_N)S_N(t - \cdot)B_N dZ, \quad t \geq 0,
\]

with some \( \lambda > 0 \) is \( L^p(D) \)-valued and measurable. Let us fix the following notation.

Notation. If \( \mathcal{U} \) and \( \mathcal{V} \) are two isomorphic Banach spaces, we write \( \mathcal{U} \simeq \mathcal{V} \).

Throughout this section, \( \Delta_N \) is the realisation of the Neumann Laplacian in the space \( L^p(D) \) with the domain

\[
\text{Dom}(\Delta_N) = W^{2,p}_{\partial_{\nu}}(D) := \{ f \in W^{2,p}(D) \mid \partial_{\nu} f = 0 \text{ on } \partial D \},
\]

the family \((S_N(t), t \geq 0)\) is the strongly continuous analytic semigroup of bounded linear operators acting on the space \( L^p(D) \) generated by \( \Delta_N \), and \( B_N \) is the Neumann boundary operator defined by \( B_N g := v \) where \( v \) is the solution to the elliptic problem

\[
(\lambda I - \Delta)v = 0 \quad \text{on } D, \quad \partial_{\nu} v = g \quad \text{on } \partial D.
\]

Initially, the above convolution integral \((Y_t)_{t \geq 0}\) is rigorously defined and to this end, we begin with some preliminary observations. For \( p > 1 \) and \( \alpha \in [0, 2] \setminus \{1 + 1/p\} \), we set

\[
H^{\alpha,p}_{\partial_{\nu}}(D) := \begin{cases} 
H^{\alpha,p}(D), & \alpha \in [0, 1/p + 1), \\
\{ f \in H^{\alpha,p}(D) \mid \partial_{\nu} f = 0 \text{ on } \partial D \}, & \alpha \in (1/p + 1, 2],
\end{cases}
\]

where \( H^{\alpha,p}(D) \) denotes a Bessel potential space. For the purposes of the following lines, let \( p \in (1, 2] \).

- If \( \alpha \in (1/p, 1/p + 1) \), then there is the following Sobolev embedding

\( \iota_1 : L^2(\partial D) \hookrightarrow W^{\alpha - 1 + 1/p, 1/p}\).
If $\alpha \in (1/p, 1/p + 1)$ and $\lambda > 0$, then there exists a unique weak solution $v$ in the Sobolev-Slobodeckii space $W^{\alpha, p}(\Omega)$ (in the sense of [4, formula (9.4)]) to problem (34) for every $g \in W^{\alpha - 1/2, p}(\partial \Omega)$ by [4, Theorem 9.2 and Remark 9.3 (c)]. Consequently, for the Neumann boundary map $B_N$ it holds that

$$B_N \in \mathcal{L}(W^{\alpha - 1/2}(\partial \Omega); W^{\alpha, p}(\Omega)).$$

If $\alpha \in (1/p, 1/p + 1)$, then there is the following continuous embedding

$$\iota_2 : W^{\alpha, p}(\Omega) \hookrightarrow H^{\alpha, p}(\Omega).$$

Indeed, it holds by [47, Proposition 3.2.4 (i)] that

$$W^{\alpha, p}(\Omega) \simeq F^{\alpha}_{p,p}(\Omega) \hookrightarrow F^{\alpha}_{p,2}(\Omega) \simeq H^{\alpha, p}(\Omega).$$

If $\alpha \in (0, 2) \setminus \{1 + 1/p\}$, then it holds by [4, Theorem 5.2] that

$$H^{\alpha, p}(\Omega) \simeq [L^p(\Omega); W^{2, p}_{\partial \Omega}(\Omega)]_{\lambda},$$

where $[\cdot : \cdot]_{\lambda}$ denotes the complex interpolation functor.

For $\lambda > 0$, the operator $(\lambda - \Delta_N)$ is positive and, consequently, its fractional powers can be defined. Moreover, by [5, Example III.4.7.3 (d)], the operator $(\lambda - \Delta_N)$ has bounded imaginary powers and, consequently, it follows by [4, Remark 6.1 (d)] (see also [46, Theorem 1.15.3]) that

$$[L^p(\Omega); W^{2, p}_{\partial \Omega}(\Omega)]_{\lambda} \simeq [\text{Dom} (\lambda - \Delta_N)^{\theta}; \text{Dom} (\lambda - \Delta_N)^{\frac{\theta}{2}}] \simeq \text{Dom} (\lambda - \Delta_N)^{\frac{\theta}{2}}$$

whenever $\alpha \in (0, 2)$.

With these preparatory results, we obtain the following two lemmas that lead to a rigorous definition of the integrand. The first lemma is a simple consequence of the above claims.

**Lemma 5.7.** Let $p \in (1, 2]$ and $\alpha \in (1/p, 1/p + 1)$. Then the composition

$$\Phi_N : L^2(\partial \Omega) \xrightarrow{\iota_2} W^{\alpha - 1/2, p}(\partial \Omega) \xrightarrow{B_N} W^{\alpha, p}(\Omega) \xrightarrow{\iota_2} H^{\alpha, p}(\Omega) \simeq \text{Dom} (\lambda - \Delta_N)^{\theta}$$

is a bounded linear operator.

**Lemma 5.8.** Let $p \in (1, 2]$ and $\lambda > 0$. Let also $\Phi_N$ be the bounded linear operator from Lemma 5.7. The function $[t \mapsto (\lambda - \Delta_N)S_N(t)\Phi_N]$ defined on $(0, \infty)$ takes values in the space $\mathcal{L}(L^2(\partial \Omega); L^p(\Omega))$.

**Proof.** Let $\alpha \in (1/p, 1/p + 1)$ be arbitrary. By [37, Theorem 2.6.13 (c)], the following inequality that yields the claim is obtained for $t > 0$:

$$\|(\lambda - \Delta_N)S_N(t)\Phi_N\|_{\mathcal{L}(L^2(\partial \Omega); L^p(\Omega))} = \|(\lambda - \Delta_N)^{1/2}S_N(t)(\lambda - \Delta_N)^{\frac{\theta}{2}}\Phi_N\|_{\mathcal{L}(L^2(\partial \Omega); L^p(\Omega))} \lesssim t^{\frac{\theta}{2} - 1}\|(\lambda - \Delta_N)^{\frac{\theta}{2}}\Phi_N\|_{\mathcal{L}(L^2(\partial \Omega); L^p(\Omega))}.$$
Lemma 5.9. If $H > d/2 - 1/2p$, then

$$I_{H,p,GN}(t_0) := \int_D \left[ \int_0^{t_0} \left( \int_{\partial D} |g_N(s,x,y)|^2 dS_y \right)^{1/p} ds \right]^{pH} dx < \infty$$

holds for every $t_0 > 0$.

Proof. We split the reasoning into two cases.

Step 1: The uncorrelated noise case $H = 1/2$. In this case, $p \in (1, 2]$ needs to satisfy the inequality $1 + 1/p > d$ which only allows $d = 1$. By using the estimate

$$|g_N(s,x,y)| \leq Cs^{-\frac d2} e^{-\frac{|x-y|^2}{2s}}, \quad x \in D, \quad y \in \partial D, \quad s > 0,$$

with some finite positive constants $C$ and $c$ from [23, Theorem 1.1], there is the estimate

$$I_{\phi, p, GN}(t_0) \lesssim \int_D \left[ \int_0^{t_0} \int_{\partial D} s^{-1} e^{-\frac{|x-y|^2}{2s}} dS_y ds \right]^{\frac{2}{1/p}} dx$$

$$\lesssim \int_D \left[ \int_0^{t_0} s^{-1} e^{-\rho(x)^2} ds \right]^{\frac{2}{1/p}} dx$$

$$\propto \int_D \left[ \int_0^{ct_0} \frac{1}{r} e^{-\frac{r^2}{cH}} dr \right]^{\frac{2}{1/p}} dx$$

where

$$\rho(x) := \inf_{y \in \partial D} |x - y|$$

is the distance of $x \in D$ from the boundary $\partial D$. On the set $D_{\leq} := \{ x \in D | ct_0 \leq \rho(x)^2 \}$, the inner integral can be estimated by

$$\int_0^{ct_0} \frac{1}{r} e^{-\frac{r^2}{cH}} dr \leq \int_0^1 \frac{1}{r} e^{-\frac{r^2}{cH}} dr =: c_1 < \infty$$

and, as a consequence, we have that

$$\int_{D_{\leq}} \left[ \int_0^{ct_0} \frac{1}{r} e^{-\frac{r^2}{cH}} dr \right]^{\frac{2}{1/p}} dx < \infty. \quad (38)$$

On $D_{>} := \{ x \in D | ct_0 > \rho(x)^2 \}$, the inner integral can be estimated as follows:

$$\int_0^{ct_0} \frac{1}{r} e^{-\frac{r^2}{cH}} dr \leq \int_0^1 \frac{1}{r} e^{-\frac{r^2}{cH}} dr + \int_1^{ct_0} \frac{1}{r} dr = c_1 + \log \left( \frac{ct_0}{\rho(x)^2} \right)$$

Consequently, we have that

$$\int_{D_{>}} \left[ c_1 + \log \left( \frac{ct_0}{\rho(x)^2} \right) \right]^{\frac{2}{1/p}} dx = 2 \int_0^{\sqrt{ct_0}} \left[ c_1 + \log \left( \frac{ct_0}{x^2} \right) \right]^{\frac{2}{1/p}} dx$$

$$= 2\sqrt{ct_0} \int_1^\infty y^{-2} (c_1 + 2 \log y)^{\frac{2}{1/p}} dy$$

$$= 2\sqrt{ct_0} \int_0^\infty (c_1 + 2u)^{\frac{2}{1/p}} e^{-u} du$$

which if finite and thus it is shown that

$$\int_{D_{>}} \left[ \int_0^{ct_0} \frac{1}{r} e^{-\frac{r^2}{cH}} dr \right]^{\frac{2}{1/p}} dx < \infty. \quad (39)$$

Putting (39) and (38) together yields $I_{\phi, p, GN}(t_0) < \infty$.

Step 2: The regular noise case $H \in (1/2, 1)$. In this case, only $d = 1$ and $d = 2$ can be considered. By using estimate (37), we obtain

$$I_{H,p,GN}(t_0) \lesssim \int_D \rho(x)^{-d + 2pH} \left( \int_0^{2\sqrt{ct_0}} \frac{1}{r} e^{-\frac{r^2}{cH}} dr \right)^{pH} dx.$$
Now, if \( d = 2 \), we have that

\[
\int_{D} \rho(x)^{-2p+2pH} \left( \int_{0}^{\frac{2cHT_{0}}{\rho(x)^{2}}} r^{-\frac{\rho}{2}} e^{-\frac{r}{2}} dr \right)^{pH} dx \leq \left( \int_{D} \rho(x)^{-2p+2pH} dx \right) \left( \int_{0}^{\infty} r^{-\frac{\rho}{2}} e^{-\frac{r}{2}} dr \right)^{pH}.
\]

The first integral is convergent since \(-2p + 2pH > -1\) (this corresponds to the condition \( H > \frac{d}{2} - \frac{1}{2p} \)) and the second integral is the constant \( \Gamma(\frac{1}{H} - 1)^{pH} \). If \( d = 1 \), we split the integral (40) into two integrals. On the set \( D_{\leq} := \{ x \in D | 2cHT_{0} \leq \rho(x)^{2} \} \), the inner integral can be estimated as follows:

\[
\int_{0}^{\frac{2cHT_{0}}{\rho(x)^{2}}} r^{-\frac{\rho}{2}} e^{-\frac{r}{2}} dr \leq \int_{0}^{1} r^{-\frac{\rho}{2}} e^{-\frac{r}{2}} dr =: c_{2} \leq \infty.
\]

This means that we have the estimate

\[
\int_{D_{\leq}} \rho(x)^{-p+2pH} \left( \int_{0}^{\frac{2cHT_{0}}{\rho(x)^{2}}} r^{-\frac{\rho}{2}} e^{-\frac{r}{2}} dr \right)^{pH} dx \leq c_{2}^{pH} c_{3} |D_{\leq}|
\]

where \( c_{3} := (\text{diam } D)^{-p+2pH} \). Since \( D \) is a bounded set, the right-hand side of estimate (41) is finite. On the other hand, on the set \( D_{>} := \{ x \in D | 2cHT_{0} > \rho(x)^{2} \} \), the inner integral can be estimated by

\[
\int_{0}^{\frac{2cHT_{0}}{\rho(x)^{2}}} r^{-\frac{\rho}{2}} e^{-\frac{r}{2}} dr \leq \int_{0}^{1} r^{-\frac{\rho}{2}} e^{-\frac{r}{2}} dr + \int_{1}^{\frac{2cHT_{0}}{\rho(x)^{2}}} r^{-\frac{\rho}{2}} e^{-\frac{r}{2}} dr = c_{2} + \frac{1}{1 - \frac{2H}{2}} \left( \frac{\sqrt{2cHT_{0}}}{\rho(x)} \right)^{2-\frac{\rho}{2}} - 1
\]

and we obtain

\[
\int_{D_{>}} \rho(x)^{-p+2pH} \left( \int_{0}^{\frac{2cHT_{0}}{\rho(x)^{2}}} r^{-\frac{\rho}{2}} e^{-\frac{r}{2}} dr \right)^{pH} dx \leq 2 \int_{0}^{\frac{2cHT_{0}}{\rho(x)^{2}}} x^{-p+2pH} \left( c_{2} + \frac{1}{1 - \frac{2H}{2}} \left( \frac{\sqrt{2cHT_{0}}}{x} \right)^{2-\frac{\rho}{2}} - 1 \right) dx.
\]

Since the last integral converges, it follows that \( I_{H,p,g_{N}}(t_{0}) < \infty \).

**Lemma 5.10.** There is the equality

\[
G_{N}(\varphi, u)(t) = \int_{D} \int_{\partial D} \varphi(x) g_{N}(t, x, y) u(y) dS_{y} dx, \quad t > 0,
\]

for every \( \varphi \in (L^{p}(D))^{*} \) and \( u \in \mathcal{C}(\partial D) \).

**Proof.** Let \( u \in \mathcal{C}(\partial D) \). Then it follows that \( B_{N} u \in \mathcal{C}^{2}(D) \cap \mathcal{C}(\overline{D}) \). Consequently, for \( t > 0 \) and \( x \in D \), it follows first by the symmetry of the kernel \( g_{N} \) in the spatial variables and then by the second Green formula that

\[
[(\lambda I - \Delta_{N}) S_{N}(t) \Phi_{N} u](x) = \int_{D} [(\lambda I - \Delta_{N,y}) g_{N}(t, x, y) B_{N} u(y) dy = \int_{D} g_{N}(t, x, y) \underbrace{[(\lambda I - \Delta_{N}) B_{N} u(y)]}_{=0} dy + \int_{\partial D} g_{N}(t, x, y) \underbrace{[\partial_{n} B_{N} u(y)]}_{=u(y)} dS_{y} \]

\[
= \int_{\partial D} g_{N}(t, x, y) u(y) dS_{y}
\]

where \( dS \) is the surface measure on \( \partial D \). Inserting formula (42) into equality (35) yields the claim.

**Lemma 5.11.** If \( H > \frac{d}{2} - \frac{1}{2p} \), then \( G_{N}(\varphi, u) \in \mathcal{G}^{H}(0, t_{0}) \) for every \( \varphi \in (L^{p}(D))^{*} \), \( u \in \mathcal{C}(\partial D) \), and \( t_{0} > 0 \).
Proof. By using Proposition A.2, Lemma 5.10, the Minkowski inequality, and the Hölder inequality successively, the following estimate is obtained:

\[ \| G_N(\varphi, u) \|_{\mathcal{D}^s(0,t_0)} \lesssim S(\partial D)^{\frac{1}{2}} \| \varphi \|_{(L^2(\Omega))^s} \| u \|_{\mathcal{E}(\partial D)I_{H,p,g_N}(t_0)} \]

and the claim follows by Lemma 5.9.

Lemma 5.12. If \( H > d/2 - 1/2p \), then

\[ \int_D \| a_N(x) \|_{\mathcal{D}^s(0,t_0),L^2(\Omega)}^p \, dx < \infty \]

holds for every \( t_0 > 0 \). Here, \( a_N(x)(t,y) := g_N(t,x,y) \) for \( t > 0, x \in D, \) and \( y \in \partial D \).

Proof. By Proposition 2.6 and Proposition A.2, the integral can be estimated by \( I_{H,p,g_N}(t_0) \) and the claim follows from Lemma 5.9.

Lemma 5.13. If \( H > d/2 - 1/2p \), then

\[ \overline{G}_N(g \otimes u)(x) = \langle a_N(x), g \otimes u \rangle_{\mathcal{D}^s(0,t_0),L^2(\Omega)} \], \( x \in D \),

holds for every \( t_0 > 0 \), \( g \in \mathcal{E}^1([0,t_0]), \) and \( u \in \mathcal{E}(\partial D) \).

Proof. Let \( \varphi \in (L^p(\Omega))^* \). By Lemma 5.11, \( G_N(\varphi, u) \in \mathcal{D}(0,t_0) \) and by Lemma 5.10, it follows that

\[ \langle G_N(\varphi, u), g \rangle_{\mathcal{D}^s(0,t_0)} = \int_D \varphi(x) \left( \int_{\partial D} g_N(\cdot, x,y)u(y)\,dy \right)_{\mathcal{D}^s(0,t_0)} \, dx \]  

(43)

On the other hand, we also have that

\[ \langle G_N(\varphi, u), g \rangle_{\mathcal{D}^s(0,t_0)} = \langle \overline{G}_N(\varphi, g \otimes u) \rangle_{\mathcal{D}^s(0,t_0),L^2(\partial D)} = \langle \varphi, \overline{G}_N(g \otimes u) \rangle \]

(44)

and a comparison of formulas (43) and (44) yields the claim.

Proposition 5.14. If \( p \in (1,2] \) is such that \( H > d/2 - 1/2p \), then the process \( (Y_t)_{t \geq 0} \) defined by formula (36) is a well defined \( L^p(\Omega) \)-valued stochastic process that admits a measurable version.

Proof. By Lemma 5.12 and Lemma 5.13, the assumptions of Proposition 3.21 are satisfied for the operator \( \overline{G}_N \) and therefore, it follows that \( \overline{G}_N \in \gamma(\mathcal{D}(0,t_0);L^2(\partial D);L^p(\Omega)) \) for any \( t_0 > 0 \). The proof is concluded by appealing to Corollary 4.10.

A. Homogeneous fractional Sobolev spaces

In this appendix, we give a self-contained review of some results on homogeneous fractional Sobolev spaces that are needed in the paper; see, e.g., [9], [46], or [47].

A.1. Homogeneous fractional Sobolev spaces on the real line

Definition A.1. Let \( d \in \mathbb{N} \) and let \( s \in \mathbb{R} \) be such that \( |s| < d/2 \). The homogeneous fractional Sobolev space \( \dot{W}^{s,2}(\mathbb{R}^d) \) is defined as the space

\[ \dot{W}^{s,2}(\mathbb{R}^d) := \left\{ F \in \mathcal{S}'(\mathbb{R}^d; \mathbb{C}) \, \right| \exists h_F \in L^2(\mathbb{R}^d; \mathbb{C}) : \hat{F} = |x|^{-s}h_F \right\} \]

equipped with the norm \( \| \cdot \|_{\dot{W}^{s,2}(\mathbb{R}^d)} \) that is defined by \( \| F \|_{\dot{W}^{s,2}(\mathbb{R}^d)} := \| h_F \|_{L^2(\mathbb{R}^d; \mathbb{C})} \).

The bound 2s < d in the above definition is imposed to guarantee that \( |x|^{-s}h \) is a tempered function and we assume \(-d < 2s \) to have the space of Schwartz functions \( \mathcal{S}(\mathbb{R}^d) \) included in \( \dot{W}^{s,2}(\mathbb{R}^d) \). It is well-known that the space \( \dot{W}^{s,2}(\mathbb{R}^d) \) is a separable complex Hilbert space that contains the space \( \mathcal{S}_0^\infty(\mathbb{R}^d; \mathbb{C}) \) as a dense subset. The following result shows gives a connection between \( \dot{W}^{s,2}(\mathbb{R}^d) \) and a certain Lebesgue space.
Proposition A.2. If \( 0 \leq s < \frac{d}{2} \), then

\[
L^{\frac{2d}{d+2s}}(\mathbb{R}^d; \mathbb{C}) \subseteq \dot{W}^{-s,2}(\mathbb{R}^d), \quad \dot{W}^{s,2}(\mathbb{R}^d) \subseteq L^{\frac{2d}{d+2s}}(\mathbb{R}^d; \mathbb{C})
\]

with the embeddings being continuous.

Proof. If \( f \in \mathcal{S}(\mathbb{R}^d; \mathbb{C}) \), then

\[
\|f\|_{\dot{W}^{-s,2}(\mathbb{R}^d)} = \|\lambda^{-s}f\|_{L^2(\mathbb{R}^d; \mathbb{C})} = C_{s,d}\|\lambda^{-s}f\|_{L^2(\mathbb{R}^d; \mathbb{C})} \leq C_s\|f\|_{L^{\frac{2d}{d+2s}}(\mathbb{R}^d; \mathbb{C})}
\]

holds by Parseval’s equality and the Hardy-Littlewood-Sobolev inequality with some finite positive constant \( C_s \) and \( C_{s,d} \). Now, \( \mathcal{S}(\mathbb{R}^d; \mathbb{C}) \) is dense in \( L^{\frac{2d}{d+2s}}(\mathbb{R}^d; \mathbb{C}) \) and \( \dot{W}^{-s,2}(\mathbb{R}^d) \) is embedded in \( (\mathcal{S}', w^s) \). If \( f, g \in \mathcal{S}(\mathbb{R}^d; \mathbb{C}) \), then

\[
\langle f, g \rangle_{L^2(\mathbb{R}^d; \mathbb{C})} \leq \|f\|_{L^2(\mathbb{R}^d; \mathbb{C})}\|g\|_{L^2(\mathbb{R}^d; \mathbb{C})} 
\]

so that

\[
\|f\|_{L^{\frac{2d}{d+2s}}(\mathbb{R}^d; \mathbb{C})} \leq C_{s,d}\|f\|_{\dot{W}^{-s,2}(\mathbb{R}^d)}
\]

and the embedding follows from the density above.

Lemma A.3. Let \( s \in \mathbb{R} \) be such that \( |s| < \frac{d}{2} \) and let \( Q \) be a non-degenerate cube in \( \mathbb{R}^d \). Then the indicator function \( 1_Q \) belongs to the space \( \dot{W}^{s,2}(\mathbb{R}^d) \) if and only if \( -\frac{d}{2} < s < \frac{1}{2} \).

Proof. The indicator function \( 1_Q \) belongs to the space \( \dot{W}^{s,2}(\mathbb{R}^d) \) if and only if the integral

\[
\int_{\mathbb{R}^d} |x|^{2s} \left| \frac{\sin(\lambda_1 x_1)}{x_1^2 x_2^2 \cdots x_d^2} \right| \, dx
\]

is convergent with \( \lambda_1, \lambda_2, \ldots, \lambda_d > 0 \). Clearly, the integral grows as \( s \) grows. Assume therefore, that \( 0 < s < \frac{d}{2} \). In this case, we have that there is a finite constant \( C \) such that

\[
\sum_{j=1}^d \int_{\mathbb{R}^d} |x_j|^{2s} \left| \frac{\sin(\lambda_1 x_1)}{x_1^2 x_2^2 \cdots x_d^2} \right| \, dx = C \int_0^{\infty} x^{2s-2} |\sin x|^2 \, dx,
\]

holds. The last integral is convergent if and only if \( s < \frac{1}{2} \).

For a non-degenerate cube \( Q \) in \( \mathbb{R}^d \) and \( F \in \bigoplus_{|s| < \frac{d}{2}} \dot{W}^{s,2}(\mathbb{R}^d) \), define the average \( J_Q F \) by

\[
J_Q F := \frac{1}{|Q|} \int_{\mathbb{R}^d} \hat{F}(x) 1_Q(x) \, dx.
\]

Lemma A.4. For every \( F \in \bigoplus_{|s| < \frac{d}{2}} \dot{W}^{s,2}(\mathbb{R}^d) \) and a non-degenerate cube \( Q \) in \( \mathbb{R}^d \) it holds that

\[
\lim_{x \to \infty} J_{x+Q} F = 0.
\]

Moreover, if \( F \in \bigoplus_{|s| < \frac{d}{2}} \dot{W}^{s,2}(\mathbb{R}^d) \) can be represented as a tempered function, then

\[
J_Q F = \frac{1}{|Q|} \int_F x \, dx.
\]

Proof. The first assertion is standard. As for the second assertion, let \( \{ \varphi_n \} \) be a mollification of \( \frac{1}{|Q|} 1_Q \). Then it follows that

\[
\lim_{n \to \infty} \left\| \frac{1}{|Q|} 1_Q - \varphi_n \right\|_{\dot{W}^{s,2}(\mathbb{R})} = 0
\]

for every \( |s| < \frac{1}{2} \). Hence,

\[
J_Q F = \lim_{n \to \infty} \int_{\mathbb{R}^d} \hat{F}(x) \varphi_n(x) \, dx = \lim_{n \to \infty} \int_{\mathbb{R}^d} F(x) \varphi_n(x) \, dx = \frac{1}{|Q|} \int_{\mathbb{R}^d} F(x) \, dx.
\]
For $a \in \mathbb{R}^d$ and $r > 0$, let $\{Q^{a,r}_k\}_{k \in \mathbb{Z}^d}$ be a decomposition of $\mathbb{R}^d$ to cubes, i.e. $Q^{a,r}_k$ is defined by

$$Q^{a,r}_k := a + r(k + [0,1)^d), \quad k \in \mathbb{Z}^d.$$  

For $F \in \bigoplus_{|s| < 1} \dot{W}^{s,2}(\mathbb{R}^d)$, define a step function $M_{a,r}F$, that vanishes at infinity, by

$$M_{a,r}F := \sum_{k \in \mathbb{Z}^d} (J_{Q^{a,r}_k}F)1_{Q^{a,r}_k}$$

where $J_{Q^{a,r}_k}F$ is the average of $F$ over the cube $Q^{a,r}_k$ defined by formula (45).

**Lemma A.5.** Let $p \geq 1$ and $s \in \mathbb{R}$ be such that $0 < s < 1/p$. Then there is a finite positive constant $C_{s,d,p}$ that does not depend on the decomposition $\{Q^{a,r}_k\}_{k \in \mathbb{Z}^d}$ such that the inequality

$$\left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{|(M_{a,r}f)(x) - (M_{a,r}f)(y)|^p}{|x - y|^{d+sp}} \, dx \, dy \right)^{\frac{1}{p}} \leq C_{s,d,p} \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{|f(x) - f(y)|^p}{|x - y|^{d+sp}} \, dx \, dy \right)^{\frac{1}{p}}$$

holds for every $f \in L^1_{\text{loc}}(\mathbb{R}^d)$.

**Proof.** Set $I_k := k + I$ for $k \in \mathbb{Z}^d$ where $I := [0,1)^d$ and let $\beta > -d - 1$. Then there exists a finite positive constant $C_{\beta,d}$ such that

$$\int_{I_k} \int_{I_l} |x - y|^{\beta} \, dx \, dy \leq C_{\beta,d} \|k - l\|_{\infty}^{\beta}$$

holds for every $k, l \in \mathbb{Z}^d$. Indeed, the claim is obvious if either $\|k - l\|_{\infty} = 0$ or $\|k - l\|_{\infty} \geq 2$. Suppose therefore, that $\|k - l\|_{\infty} = 1$ and denote $\mathcal{J} := \{j \in \{1,2,\ldots,d\} | |k_j - l_j| = 1\}$ and $m := |\mathcal{J}|$. Clearly, we have that $m \geq 1$ and

$$\int_{I_k} \int_{I_l} |x - y|^{\beta} \, dx \, dy = \int_{I_k} \int_{I_l} \left( \sum_{j=1}^d |x_j - y_j + |k_j - l_j||^2 \right) \, dx \, dy \leq 2^d \int_{2I} |z|^{m+\beta} \, dz$$

by replacing $y_j$ by $1 - y_j$ for every $j \in \mathcal{J}$ and by using the fact that for every non-negative function $h \in L^1(-1,2)$ it holds that

$$\frac{1}{2} \int_{-1}^{\frac{1}{2}} h(z) \, dz \leq \int_{0}^{1} \int_{0}^{1} h(x - y) \, dx \, dy \leq \int_{-1}^{1} h(z) \, dz$$

and

$$\int_{0}^{1} z h(z) \, dz \leq \int_{0}^{1} \int_{0}^{1} h(x + y) \, dx \, dy \leq \int_{0}^{2} z h(z) \, dz.$$  

In particular, we have for every $F \in L^1_{\text{loc}}(\mathbb{R}^d)$ and $k \neq l$ that

$$\int_{I_k} \int_{I_l} \frac{|(M_{0,1}F)(x) - (M_{0,1}F)(y)|^p}{|x - y|^{d+ps}} \, dx \, dy \leq C_{d,s,p} \|k - l\|_{\infty}^{-d-2p} \left( \int_{I_k} \int_{I_l} |F(x) - F(y)| \, dx \, dy \right)^{\frac{p}{2}} \leq \tilde{C}_{d,s,p} \int_{I_k} \int_{I_l} \frac{|F(x) - F(y)|^p}{|x - y|^{d+sp}} \, dx \, dy$$

holds with some finite positive constants $C_{d,s,p}$ and $\tilde{C}_{d,s,p}$ by Hölder’s inequality. Finally, the general case is inferred for $f \in L^1_{\text{loc}}(\mathbb{R}^d)$ by noting that

$$(M_{a,r}f)(x) = |M_{0,1}f(a + r \cdot)\left(\frac{x - a}{r}\right), \quad x \in \mathbb{R}^d,$$

holds for every $a \in \mathbb{R}^d$ and $r > 0$. \hfill \Box

**Lemma A.6.** If $0 \leq s < 1/2$, then there is the convergence

$$\lim_{r \to \infty} \sup_{a \in \mathbb{R}^d} \|M_{a,r}f - f\|_{\dot{W}^{s,2}(\mathbb{R}^d)} = 0$$

for every $f \in \dot{W}^{s,2}(\mathbb{R}^d)$.  
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Lemma A.5. That there exists a finite positive constant $C_{t,d}$ such that

$$\| |M_{a,r}\varphi - \varphi|^2\|_{W^{s,2}(\mathbb{R})} \leq R^{2s}\|M_{a,r}\varphi - \varphi\|_{L^2(\mathbb{R},C)} + \frac{C_{t,d}}{R^{2(t-s)}}\|\varphi\|_{W^{s,2}(\mathbb{R})}$$

holds for every $R > 0$. Consequently, it is obtained by Lemma A.5 that there exists a finite positive constant $C_{t,d}$ such that

$$\|M_{a,r}\varphi - \varphi|^2\|_{W^{s,2}(\mathbb{R})} \leq R^{2s}\|M_{a,r}\varphi - \varphi\|_{L^2(\mathbb{R},C)} + \frac{C_{t,d}}{R^{2(t-s)}}\|\varphi\|_{W^{s,2}(\mathbb{R})}$$

holds for every $R > 0$ and every $\varphi \in \mathcal{C}_c^\infty(\mathbb{R}^d;C)$. Density of the space $\mathcal{C}_c^\infty(\mathbb{R}^d;C)$ in the space $W^{s,2}(\mathbb{R}^d)$ concludes the proof.

Proposition A.7. If $|s| < 1/2$, then there exists a finite positive constant $C_{s,d}$ such that the inequality

$$\|M_{a,r}F\|_{W^{s,2}(\mathbb{R}^d)} \leq C_{s,d}\|F\|_{W^{s,2}(\mathbb{R}^d)}$$

is satisfied for every $F \in \dot{W}^{s,2}(\mathbb{R}^d)$. Moreover, there is the convergence

$$\lim_{\varepsilon \to 0} \sup_{x \in \mathbb{R}^d} \|M_{a,r}F - F\|_{W^{s,2}(\mathbb{R}^d)} = 0$$

for every $F \in \dot{W}^{s,2}(\mathbb{R}^d)$.

Proof. The case $0 \leq s < 1/2$ is covered by Lemma A.5 and Lemma A.6. If $\varphi, \psi \in \mathcal{S}(\mathbb{R}^d)$, then we have that

$$\langle M_{a,r}\varphi, \psi \rangle_{L^2(\mathbb{R},C)} = \langle \varphi, M_{a,r}\psi \rangle_{L^2(\mathbb{R},C)}.$$

Hence, there exists a finite positive constant $C_{s,d}$ such that the inequality

$$\|M_{a,r}\varphi\|_{W^{s,2}(\mathbb{R}^d)} \leq C_{s,d}\|\varphi\|_{W^{s,2}(\mathbb{R}^d)}$$

is satisfied for every $\varphi \in \mathcal{C}_c^\infty(\mathbb{R}^d;C)$ by duality. Since the space $\mathcal{C}_c^\infty(\mathbb{R}^d;C)$ is dense in $\dot{W}^{s,2}(\mathbb{R}^d)$, boundedness of $M_{a,r}$ follows. The approximation property then follows from an interpolation argument similar to the one in Lemma A.6.

Lemma A.8. For every $|s| < 1/2$ there exists a finite positive constant $C_s$ such that the inequality

$$\sup\{\|1_{J}F\|_{W^{s,2}(\mathbb{R})} | J \text{ interval in } \mathbb{R} \} \leq C_s\|F\|_{W^{s,2}(\mathbb{R})}$$

is satisfied for every $F \in \dot{W}^{s,2}(\mathbb{R})$. Moreover, for every $F \in \dot{W}^{s,2}(\mathbb{R})$ and $x \in \mathbb{R}$, there are the convergences

$$\lim_{y \to \infty} \|1_{(y,\infty)}F\|_{W^{s,2}(\mathbb{R})} = 0,$$

$$\lim_{y \to -\infty} \|1_{(-\infty,y)}F\|_{W^{s,2}(\mathbb{R})} = 0.$$

Proof. For $s = 0$, the claim is clear. For $0 < s < 1/2$, the claim is first proved for $f \in \mathcal{C}_c^\infty(\mathbb{R};C)$ by using the fractional Hardy’s inequality (see, e.g., [27]) and then extended to $f \in \dot{W}^{s,2}(\mathbb{R})$ by a standard density argument. For $-1/2 < s < 0$, the claim follows from duality, interpolation, and Proposition A.2.

A.2. Homogeneous fractional Sobolev spaces on intervals

Definition A.9. Let $T$ be an interval in $\mathbb{R}$ and let $s \in \mathbb{R}$ be such that $|s| < 1/2$. The homogeneous fractional Sobolev space $W^{s,2}(T)$ is defined as the space

$$\dot{W}^{s,2}(T) := \{ F : \mathcal{C}_c^\infty(T) \to \mathbb{R} | \exists \tilde{F} \in \dot{W}^{s,2}(\mathbb{R}) : \tilde{F}|_{\mathbb{R}\setminus T} = F \text{ and } \tilde{F}|_{\mathbb{R}\setminus T} = 0 \}$$

equipped with the norm $\| \cdot \|_{W^{s,2}(T)}$ that is defined by $\|F\|_{W^{s,2}(T)} := \|\tilde{F}\|_{W^{s,2}(\mathbb{R})}$.

It should be noted that it follows from Lemma A.8 that if $F \in \dot{W}^{s,2}(T)$, its extension by zero outside $T$, denoted by $\tilde{F}$ in Definition A.9, is unique. The following two propositions and the subsequent remark provide an alternative way of computing the norms of functions in the space $\dot{W}^{s,2}(T)$.
Proposition A.10. Let $T$ be an unbounded interval in $\mathbb{R}$ and let $0 < s < 1/2$. It holds that

$$\hat{W}^{s,2}(T) = \left\{ f \in L^{\frac{2}{1+2s}}(T; \mathbb{C}) \mid |||f|||_{\hat{W}^{s,2}(T)} < \infty \right\}$$

where $||| \cdot |||_{\hat{W}^{s,2}(T)}$ is defined by

$$|||f|||_{\hat{W}^{s,2}(T)} := \left( \int_T \int_T \frac{|f(x) - f(y)|^2}{|x-y|^{1+2s}} \, dx \, dy \right)^{\frac{1}{2}}.$$  

Moreover, the norm $||| \cdot |||_{\hat{W}^{s,2}(T)}$ is equivalent to the norm $\| \cdot \|_{\hat{W}^{s,2}(T)}$.

Proposition A.11. Let $T$ be a bounded interval in $\mathbb{R}$ and let $0 < s < 1/2$. It holds that

$$\hat{W}^{s,2}(T) = \left\{ f \in L^2(T; \mathbb{C}) \mid |||f|||_{\hat{W}^{s,2}(T)} < \infty \right\}$$

where the norm $||| \cdot |||_{\hat{W}^{s,2}(T)}$ is in the case of $T$ being a bounded interval defined by

$$|||f|||_{\hat{W}^{s,2}(T)} := \left( \int_T |f(x)|^2 \, dx \right)^{\frac{1}{2}} + \left( \int_T \int_T \frac{|f(x) - f(y)|^2}{|x-y|^{1+2s}} \, dx \, dy \right)^{\frac{1}{2}}.$$  

Moreover, the norm $||| \cdot |||_{\hat{W}^{s,2}(T)}$ is equivalent to the norm $\| \cdot \|_{\hat{W}^{s,2}(T)}$.

Remark A.12. There is also a description of the space $\hat{W}^{s,2}(T)$ with $-1/2 < s < 0$ in terms of duality. However, for the purposes in the present paper, it is only remarked that if $f \in L^{\frac{2}{1+2s}}(T)$ with $-1/2 < s < 0$ and $T$ a (bounded or unbounded) interval in $\mathbb{R}$, then $f \in \hat{W}^{s,2}(T)$ and it holds that

$$|||f|||_{\hat{W}^{s,2}(T)} \approx \left( \int_T \int_T \frac{f(x)f(y)}{|x-y|^{1+2s}} \, dx \, dy \right)^{\frac{1}{2}}.$$  

$$\triangle$$

A.3. Additional lemmas

In the first lemma, the norms of affine transformations of elements of homogeneous fractional Sobolev spaces are computed.

Lemma A.13. Let $a, b \in \mathbb{R}$, $a \neq 0$, and let $T \subseteq \mathbb{R}$ be an interval. Let $\tilde{T} \subseteq \mathbb{R}$ be the interval for which the map $g : \tilde{T} \to T$ given by $g(x) = ax + b$ is a bijection. Let $s \in \mathbb{R}$ be such that $|s| < 1/2$, let $F \in \hat{W}^{s,2}(T)$ and define

$$(F)_{a,b}(\varphi) := F \left( \frac{1}{|a|} \varphi \left( \frac{\cdot - b}{a} \right) \right), \quad \varphi \in \mathcal{S}_c(\tilde{T}).$$

Then it holds that

$$|||(F)_{a,b}|||_{\hat{W}^{s,2}(\tilde{T})} = |a|^{s-\frac{1}{2}} |||F|||_{\hat{W}^{s,2}(T)}$$

Proof. Step 1. Initially note that for a tempered distribution $F \in \mathcal{S}'(\mathbb{R})$, $(F)_{a,b}$ is defined by

$$(F)_{a,b}(\varphi) := F \left( \frac{1}{|a|} \varphi \left( \frac{\cdot - b}{a} \right) \right), \quad \varphi \in \mathcal{S}(\mathbb{R}).$$

In this case, it follows for $\varphi \in \mathcal{S}(\mathbb{R})$ that the equality

$$(\overline{(F)_{a,b}}(\varphi)) = (F)_{a,b}(\overline{\varphi}) = F \left( \frac{1}{|a|} \overline{\varphi} \left( \frac{\cdot - b}{a} \right) \right) = F(\Phi_{a,b}) = \hat{F}(\Phi_{a,b})$$

is satisfied with $\Phi$ being a Schwarz function that is given by

$$\Phi_{a,b}(x) := e^{ibx} \varphi(ax), \quad x \in \mathbb{R}.$$  

Step 2. The claim of the lemma is proved for $T = \mathbb{R}$ now. To this end, let $F \in \hat{W}^{s,2}(\mathbb{R})$. Then its Fourier transform $\hat{F}$ is a tempered function and we have that

$$\int_{-\infty}^{\infty} (F)_{a,b}(x) \varphi(x) \, dx = (F)_{a,b}(\varphi) = \hat{F}(\Phi_{a,b}) = \int_{-\infty}^{\infty} \frac{1}{|a|} e^{ibx} \hat{F} \left( \frac{x}{a} \right) \varphi(x) \, dx.$$
Lemma A.8. Let \( \varphi \in \mathcal{F}(\mathbb{R}) \) by Step 1 so that
\[
(F)_{a,b}(x) = \frac{1}{|a|} e^{ibx} \hat{F} \left( \frac{x - a}{a} \right), \quad x \in \mathbb{R}.
\]
Consequently, we have that
\[
\| (F)_{a,b} \|_{W^{s,2}(\mathbb{R})}^2 = \int_{-\infty}^{\infty} \left| x \right|^{2s} \left| \frac{1}{|a|} e^{ibx} \hat{F} \left( \frac{x - a}{a} \right) \right|^2 dx = |a|^{2s-1} \int_{-\infty}^{\infty} \left| \hat{F}(x) \right|^2 dx = |a|^{2s-1} \| F \|_{W^{s,2}(\mathbb{R})}^2.
\]

Step 3: Let \( T \subset \mathbb{R} \) be an interval and let \( \tilde{T} \subset \mathbb{R} \) be the interval for which \( g : \tilde{T} \to T \) is a bijection. Let \( F \in W^{s,2}(T) \) and let \( \tilde{F} \) be its extension by zero outside \( T \). Define
\[
(F)_{*,a,b}(\varphi) := F \left( \frac{1}{|a|} \varphi \left( \frac{\cdot - b}{a} \right) \right), \quad \varphi \in C_c(\tilde{T}).
\]
Then we have for every \( \varphi \in C_c(\tilde{T}) \) that
\[
(F)_{*,a,b}(\varphi) = F \left( \frac{1}{|a|} \varphi \left( \frac{\cdot - b}{a} \right) \right) = \tilde{F} \left( \frac{1}{|a|} \varphi \left( \frac{\cdot - b}{a} \right) \right) = (\tilde{F})_{*,a,b}(\varphi)
\]
de which implies that \( (F)_{*,a,b} = (\tilde{F})_{*,a,b} \). By using this as well as the result of Step 2, we have that the chain of equalities
\[
\| (F)_{*,a,b} \|^2_{W^{s,2}(\tilde{T})} = \| (F)_{*,a,b} \|^2_{W^{s,2}(\mathbb{R})} = \| (F)_{a,b} \|^2_{W^{s,2}(\mathbb{R})} = |a|^{2s-1} \| F \|^2_{W^{s,2}(\mathbb{R})} = |a|^{2s-1} \| F \|^2_{W^{s,2}(T)}
\]
holds and the claim is proved.

Finally, the following lemmas concern some properties of a restriction to a subinterval.

**Lemma A.14.** Let \( T \) and \( \tilde{T} \) be two intervals such that \( \tilde{T} \subseteq T \subseteq \mathbb{R} \). Let \( s \in \mathbb{R} \) be such that \( |s| < 1/2 \). If \( F \in W^{s,2}(T) \), then the restriction of \( F \) to the interval \( \tilde{T} \), \( F|_{\tilde{T}} \), belongs to the space \( W^{s,2}(\tilde{T}) \) and there exists a finite positive constant \( C_s \) such that the following inequality is satisfied:
\[
\| F|_{\tilde{T}} \|_{W^{s,2}(\tilde{T})} \leq C_s \| F \|_{W^{s,2}(T)}.
\]

**Proof.** By Lemma A.8, it follows that
\[
\| F|_{\tilde{T}} \|_{W^{s,2}(\tilde{T})} = \| \tilde{F} \|_{W^{s,2}(\tilde{T})} = \| 1_{\tilde{T}} \tilde{F} \|_{W^{s,2}(\tilde{T})} \leq C_s \| \tilde{F} \|_{W^{s,2}(\tilde{T})} = \| F \|_{W^{s,2}(T)},
\]

**Lemma A.15.** Let \( T \subseteq \mathbb{R} \) be an interval and let \( s \in \mathbb{R} \) be such that \( |s| < 1/2 \). Then for every \( x \in \text{Int}T \) and every \( F \in W^{s,2}(T) \) it holds that
\[
\lim_{y \to x} \| F|_{[x,y]} \|_{W^{s,2}(x,y)} = 0.
\]

**Proof.** It follows for \( y \in T, y > x \), that
\[
\| F|_{[x,y]} \|_{W^{s,2}(x,y)} = \| \tilde{F}|_{[x,y]} \|_{W^{s,2}(\mathbb{R})} = \| 1_{[x,y]} \tilde{F} \|_{W^{s,2}(\mathbb{R})}
\]
is satisfied and the claim follows by Lemma A.8.
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