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Abstract
The aim of this article is to construct solutions to second order in time stochastic partial differential equations and to show hypocoercivity of the corresponding transition semigroups. More generally, we analyze non-linear infinite-dimensional degenerate stochastic differential equations in terms of their infinitesimal generators. In the first part of this article we use resolvent methods developed by Beznea, Boboc and Röckner to construct diffusion processes with infinite lifetime and explicit invariant measures. The processes provide weak solutions to infinite-dimensional Langevin dynamics. The second part deals with a general abstract Hilbert space hypocoercivity method, developed by Dolbeaut, Mouhot and Schmeiser. In order to treat stochastic (partial) differential equations, Grothaus and Stilgenbauer translated these concepts to the Kolmogorov backwards setting taking domain issues into account. To apply these concepts in the context of infinite-dimensional Langevin dynamics we use an essential m-dissipativity result for infinite-dimensional Ornstein–Uhlenbeck operators, perturbed by the gradient of a potential. We allow unbounded diffusion operators as coefficients and apply corresponding regularity estimates. Furthermore, essential m-dissipativity of a non-sectorial Kolmogorov backward operator associated to the dynamic is needed. Poincaré inequalities for measures with densities w.r.t. infinite-dimensional non-degenerate Gaussian measures are studied. Deriving a stochastic representation of the semigroup generated by the Kolmogorov backward operator as the transition semigroup of a diffusion process enables us to show an $L^2$-exponential ergodicity result for the weak solution. Finally, we apply our results to explicit infinite-dimensional degenerate diffusion equations.
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1 Introduction

Let \((U, (\cdot, \cdot)_U)\) and \((V, (\cdot, \cdot)_V)\) be two real separable Hilbert spaces. We equip \(W = U \times V\) with the inner product \((\cdot, \cdot)_W\) defined by

\[
((u_1, v_1), (u_2, v_2))_W = (u_1, u_2)_U + (v_1, v_2)_V, \quad (u_1, v_1), (u_2, v_2) \in W.
\]

Denote by \(B(U)\) and \(B(V)\) the Borel \(\sigma\)-algebra on \(U\) and \(V\), on which we consider centered non-degenerate Gaussian measures \(\mu_1\) and \(\mu_2\), respectively. The measures are uniquely determined by their covariance operators \(Q_1 \in \mathcal{L}(U)\) and \(Q_2 \in \mathcal{L}(V)\), respectively. Furthermore, we fix bounded linear operators \(K_{12} \in \mathcal{L}(U, V)\), \(K_{21} \in \mathcal{L}(V, U)\), a symmetric positive bounded linear operator \(K_{22} \in \mathcal{L}(V)\) and a measurable potential \(\Phi : U \to (-\infty, \infty]\). We assume that \(\Phi\) is bounded from below and \(\int_U e^{-\Phi} \, d\mu_1 = 1\). For such \(\Phi\) we consider the probability measure \(\mu_1^\Phi = e^{-\Phi} \mu_1\) on \((U, B(U))\) and the product measure

\[
\mu = \mu_1^\Phi \otimes \mu_2,
\]
on \((W, B(W))\). In [16] we analyzed the infinite-dimensional Langevin operator \((L_\Phi, FC_b^\infty(B_W))\) in \(L^2(W, \mu^\Phi, \mathbb{R})\) defined by

\[
L_\Phi = S - A_\Phi,
\]
where \(S\) and \(A_\Phi\) applied to \(f \in FC_b^\infty(B_W)\) are given via

\[
Sf = \text{tr}[K_{22} D_2^2 f] - (v, Q_2^{-1} K_{22} D_2 f)_V \quad \text{and} \quad A_\Phi f = (u, Q_1^{-1} K_{21} D_2 f)_U + (D\Phi(u), K_{21} D_2 f)_U - (v, Q_2^{-1} K_{12} D_1 f)_V.
\]

Here \(FC_b^\infty(B_W)\) denotes the space of finitely based smooth (infinitely often differentiable with bounded derivatives) cylinder functions on \(W\) and \(D_1, D_2\) and \(D_2^2\) the first and second order Fréchet derivatives in the first and second component, respectively, see Remark 2.1.

An application of the Itô-formula shows that \((L_\Phi, FC_b^\infty(B_W))\) corresponds to the infinite-dimensional non-linear stochastic differential equation, heuristically given by

\[
\begin{align*}
dU_t &= K_{21} Q_2^{-1} V_t \, dt \\
dV_t &= -(K_{22} Q_2^{-1} V_t + K_{12} Q_1^{-1} U_t + K_{12} D\Phi(U_t)) \, dt + \sqrt{2K_{22}} \, dW_t.
\end{align*}
\]
In this article \((W_t)_{t \geq 0}\) denotes a cylindrical Brownian motion with values in \(V\). Equation (1) is an infinite-dimensional Langevin equation. We emphasize its degenerate structure, i.e. the noise only appears in the second component. This corresponds to the fact, that the antisymmetric part \((A_{\Phi}, \mathcal{F}C^\infty_b(B_W))\) of \((L_{\Phi}, \mathcal{F}C^\infty_b(B_W))\) in \(L^2(W, \mu^\Phi, \mathbb{R})\) contains first order differential operators in the first component and the symmetric part \((S, \mathcal{F}C^\infty_b(B_W))\) only differential operators in the second component. In particular the operator \((L_{\Phi}, \mathcal{F}C^\infty_b(B_W))\) is non-sectorial.

In order to show exponential convergence to equilibrium of such non-coercive evolution equations, Cédric Villani developed the concept of hypocoercivity, see [27]. Abstract hypocoercivity concepts for a quantitative description of convergence rates were introduced in [13]. In order to treat stochastic (partial) differential equations, Grothaus and Stilgenbauer translated these concepts to the Kolmogorov backwards setting taking domain issues into account, see [17, 18]. In [20] these concepts were further generalized to the case where only a weak Poincaré inequality is needed. In this case one obtains (sub-)exponential convergence rates. Ergodicity and the rate of convergence to equilibrium of finite-dimensional Langevin dynamics with singular potentials were studied in [6, 19]. There the authors used generalized Dirichlet forms and martingale techniques. Singular potentials could be treated also by Lyapunov techniques, see [2, 5, 21]. Using coupling methods, Langevin dynamics and their quantitative contraction rates were studied in [14]. Recently, corresponding dynamics and their hypocoercive behavior were studied on abstract smooth manifolds, see [24] or with multiplicative noise, see [3]. In [28] infinite-dimensional stochastic Hamiltonian systems were treated. The results obtained there are complementary to ours. There the author used coupling methods and dimension-free Harnack inequalities in order to prove hypercontractivity in a degenerate situation.

The structure of this article is as follows. Basic notations are stated in Sect. 2. In Sect. 3 we state the preliminary results needed in this article and recently obtained in [16]. E.g. an essential m-dissipativity result for infinite-dimensional Ornstein–Uhlenbeck operators, perturbed by the gradient of a potential, with possible unbounded diffusion operators as coefficients, see Theorem 3.11. Furthermore, we state corresponding first and second order regularity estimates, see again Theorem 3.11. Considering bounded diffusion operators as coefficients, similar results and estimates have been used in [10, Section 4] to study stochastic quantization problems. Non-degenerate stochastic reaction–diffusion equations have been analyzed in [9, Section 5]. In Theorem 3.6, we quote the statement of essential m-dissipativity of \((L_{\Phi}, \mathcal{F}C^\infty_b(B_W))\) in \(L^2(W, \mu^\Phi, \mathbb{R})\), derived in [16].

In Sect. 4 we construct weak solutions, via the martingale problem, to the infinite-dimensional Langevin equation. The main strategy to achieve this is discussed in the article [4] from Lucian Beznea, Nicu Boboc and Michael Röckner. They provide a general strategy to construct martingale solutions in terms of a \(\mu^\Phi\)-standard right process

\[ X = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\theta_t)_{t \geq 0}, (\mathbb{P}^w)_{w \in W}), \]
which is càdlàg. The transition semigroup of the process $X$ extended to $L^2(W, \mu^\Phi, \mathbb{R})$ coincides with the strongly continuous contraction semigroup associated to $(L\Phi, \mathcal{F}C_b^\infty(BW))$. The application of this abstract existence result requires that $K_{22}$ is of trace class, compare Assumption 3.8. Similar to [7, Theorem 6.4.2,], we show that $(X_t)_{t \geq 0}$ has infinite lifetime and weakly continuous paths. In Theorem 4.7 we discuss the existence of weak solutions. We construct a cylindrical Brownian motion $(W_t)_{t \geq 0}$ with values in $V$ s.t. $\mathbb{P}_{\mu^\Phi}$-a.s. it holds for all $\vartheta \in D(Q_2^{-1}K_{12})$, $\theta \in D(Q_1^{-1}K_{21}) \cap D(Q_2^{-1}K_{22})$ and $t \in [0, \infty)$

$$(U_t, \vartheta)_U = (U_0, \vartheta)_U + \int_{[0,t]} (V_s, Q_2^{-1}K_{12}\vartheta)_U d\lambda(s),$$

$$(V_t, \theta)_V = (V_0, \theta)_V - \int_{[0,t]} (V_s, Q_2^{-1}K_{22}\theta)_V + (U_s, Q_1^{-1}K_{21}\theta)_U$$

$$(U_t, \vartheta)_U + (D\Phi(U_s), K_{21}\theta)_U d\lambda(s) + (\sqrt{2K_{22}}W_t, \theta)_V.$$ 

Above, $(X_t)_{t \geq 0} = ((U_t, V_t))_{t \geq 0}$ and $\mathbb{P}_{\mu^\Phi} = \int_W \mathbb{P}^w d\mu^\Phi(w)$.

The general abstract Hilbert space hypocoercivity method from [17] is described in Sect. 5. In Theorem 5.2 we show, on an abstract level, how to explicitly compute the exponential convergence rate. Section 6 contains the application of this method in the infinite-dimensional Langevin setting. There, the essential m-dissipativity and the regularity results proved in [16] are necessary. Moreover, the Poincaré type inequalities from Assumption 3.10 are essential. Indeed, they are used in Theorem 6.10, to explicitly compute, for all $\theta_1 \in (1, \infty)$, a constant $\theta_2 \in (0, \infty)$ such that for each $g \in L^2(W, \mu^\Phi, \mathbb{R})$ and all $t \in [0, \infty)$ we have

$$\|T_t g - (g, 1)_{L^2(\mu^\Phi)}\|_{L^2(\mu^\Phi)} \leq \theta_1 e^{-\theta_2 t} \|g - (g, 1)_{L^2(\mu^\Phi)}\|_{L^2(\mu^\Phi)}.$$ 

Above, $(T_t)_{t \geq 0}$ is the strongly continuous contraction semigroup generated by the closure of $(L\Phi, \mathcal{F}C_b^\infty(BW))$. Up to our knowledge this is the first time, this abstract hypocoercivity method is applied to show hypocoercivity of an infinite-dimensional degenerate stochastic differential equation. We would like to stress that the hypocoercivity result for the strongly continuous contraction semigroup $(T_t)_{t \geq 0}$ also applies, if $K_{22}$ is not a trace class operator. The latter is needed to construct the stochastic process $X$. At the end of Sect. 6 we describe, assuming $K_{22}$ is a trace class operator, the connection between the transition semigroup of $X$ and $(T_t)_{t \geq 0}$.

Moreover, we provide an $L^2$-exponential ergodicity result for the weak solution of the infinite-dimensional Langevin equation. In the last section, we present explicit examples to which the results from the previous sections are applicable. We would like to emphasize that our results can treat equations, beyond the framework of degenerate semi-linear stochastic partial differential equations, as considered in [28]. In particular, we are able to analyze degenerate stochastic reaction–diffusion equations. The main results obtained in this article are summarized in the following list:

- We construct a $\mu^\Phi$-standard right process $X$ with infinite lifetime and weakly continuous paths, providing a weak solution, via the martingale problem, to the infinite-dimension Langevin equation, see Theorems 4.3 and 4.7.
The set of all linear bounded operators from $U$ to $V$ equipped with the canonical inner product considered in the introduction.

$B_W = \{ (d_n, 0) \mid n \in \mathbb{N} \} \cup \{(0, e_n) \mid n \in \mathbb{N} \}$ is an orthonormal basis of $W$.

The set of all linear bounded operators from $U$ to $V$ and from $U$ to $V$ are denoted by $\mathcal{L}(U)$ and $\mathcal{L}(U, V)$, respectively. The adjoint of an operator $K \in \mathcal{L}(U, V)$ is denoted by $K^* \in \mathcal{L}(V, U)$. By $\mathcal{L}^+(U)$ we shall denote the subset of $\mathcal{L}(U)$ consisting of all positive symmetric operators. The subset in $\mathcal{L}^+(U)$ of trace class operators is denoted by $\mathcal{L}_T^+(U)$.

For a given measure space $(\Omega, \mathcal{A}, m)$ we denote by $L^p(\Omega, m, Y)$, $p \in (0, \infty]$, the Banach space of equivalence classes of $\mathcal{A}$-$\mathcal{B}(Y)$ measurable and $p$-integrable functions. The corresponding norm is denoted by $\|\cdot\|_{L^p(\Omega, m, Y)}$. If $p = 2$ the norm is induced by an inner product denoted by $(\cdot, \cdot)_{L^2(\Omega, m, Y)}$.

In case $(\Omega, \mathcal{A})$ and $Y$ is clear from the context we also write $L^2(m)$ instead of $L^2(\Omega, m, \mathbb{R}^n)$. By $\lambda$ we denote the Lebesgue measure on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$.

**Remark 2.1** Given a Fréchet differentiable function $f : U \to \mathbb{R}$. For $u \in U$ we denote by $Df(u) \in U$ the Fréchet derivative of $f$ in $u$. In this article we identify the Fréchet derivative with the gradient. Analogously, for a two times Fréchet differentiable function $f : U \to \mathbb{R}$, we identify the second order Fréchet derivative $D^2f(u)$ in $u \in U$ with a bounded linear map in $L(U)$. For $i, j \in \mathbb{N}$ we denote by $\partial_i f(u) = (Df(u), d_i)_U$ the partial derivative in the direction of $d_i$ and by $\partial_{ij} f(u) = (D^2f(u)d_i, d_j)_U$ the second order partial derivative in the direction of $d_i$ and $d_j$. In particular we have

$$Df = \sum_{i=1}^{\infty} (Df, d_i)_U d_i = \sum_{i=1}^{\infty} \partial_i f d_i.$$ 

Concerning derivatives of sufficient smooth functions $f : W \to \mathbb{R}$ we set $D_1 f = \sum_{i=1}^{\infty} (Df, (d_i, 0))_W d_i \in U$ and $D_2 f = \sum_{i=1}^{\infty} (Df, (0, e_i))_W e_i \in V$ as well as $\partial_{1,1} f = (D_1f, d_i)_U$ and $\partial_{1,2} f = (D_2f, e_i)_V$. In particular we have

$$Df = \sum_{i=1}^{\infty} (Df, (d_i, 0))_W d_i + \sum_{i=1}^{\infty} (Df, (0, e_i))_W (0, e_i) = (D_1f, D_2f).$$
Analogously we define $D_1^2 f, D_2^2 f$ as well as $\partial_{ij,1} f$ and $\partial_{ij,2} f$.

The orthogonal projection from $U$ to $B^n_U = \text{span}\{d_1, ..., d_n\}$ is denoted by $\overline{P}_n$ and the corresponding coordinate map by $P_n$, i.e. we have for all $u \in U$,

$$\overline{P}_n(u) = \sum_{i=1}^n (u, d_i)_{U, d_i} \quad \text{and} \quad P_n(u) = ((u, d_1)_U, ..., (u, d_n)_U).$$

To avoid an overload of notation we use the same notation for the projection to $B^n_W = \text{span}\{e_1, ..., e_n\}$. The spaces of finitely based smooth (infinitely often differentiable with bounded derivatives) cylinder functions w.r.t. $B_U$ and $B_W$ are denoted by $\mathcal{F}C^\infty_b(B_U)$ and $\mathcal{F}C^\infty_b(B_W)$, respectively. As in [16] these spaces are defined by

$$\mathcal{F}C^\infty_b(B_U) = \bigcup_{n \in \mathbb{N}} \mathcal{F}C^\infty_b(B_U, n) \quad \text{and} \quad \mathcal{F}C^\infty_b(B_W) = \bigcup_{n \in \mathbb{N}} \mathcal{F}C^\infty_b(B_W, n),$$

where $\mathcal{F}C^\infty_b(B_U, n)$ and $\mathcal{F}C^\infty_b(B_W, n)$ denote the spaces of finitely based smooth cylinder functions only dependent on the first $n$ directions defined by

$$\mathcal{F}C^\infty_b(B_U, n) = \{ U \ni u \mapsto \varphi(P_n(u)) \in \mathbb{R} \mid \varphi \in C^\infty_b(\mathbb{R}^n) \} \quad \text{and} \quad \mathcal{F}C^\infty_b(B_W, n) = \{ W \ni (u, v) \mapsto \varphi(P_n(u), P_n(v)) \in \mathbb{R} \mid \varphi \in C^\infty_b(\mathbb{R}^n \times \mathbb{R}^n) \}.$$ 

Above, $C^\infty_b(\mathbb{R}^m)$ and $C^\infty_b(\mathbb{R}^m \times \mathbb{R}^m)$ denote the space of infinitively differentiable bounded functions from $\mathbb{R}^m$ and $\mathbb{R}^m \times \mathbb{R}^m$ to $\mathbb{R}$, respectively. By $C^\infty_b(\mathbb{R}^n)$ we denote the space of compactly supported smooth functions from $\mathbb{R}^n$ to $\mathbb{R}$.

### 3 Assumptions and preliminaries

Let $U$, $V$ and $W$ as above. We fix two centered non-degenerate Gaussian measure $\mu_1$ and $\mu_2$ with covariance operators $Q_1 \in L^+_1(U)$ and $Q_2 \in L^+_1(V)$ on $(U, \mathcal{B}(U))$ and $(V, \mathcal{B}(V))$, respectively. Let $B_U = (d_i)_{i \in \mathbb{N}}$ and $B_V = (e_i)_{i \in \mathbb{N}}$ be the orthonormal basis of eigenvectors with corresponding eigenvalues $(\lambda_i)_{i \in \mathbb{N}}$ and $(\nu_i)_{i \in \mathbb{N}}$ of $Q_1$ and $Q_2$, respectively. W.l.o.g. we assume that $(\lambda_i)_{i \in \mathbb{N}}$ and $(\nu_i)_{i \in \mathbb{N}}$ are decreasing to zero. On $(W, \mathcal{B}(W))$ we define the measure $\mu$ by

$$\mu = \mu_1 \otimes \mu_2.$$ 

In [16] it is shown, that the function spaces $\mathcal{F}C^\infty_b(B_U)$ and $\mathcal{F}C^\infty_b(B_W)$ are dense in $L^2(U, \mu_1, \mathbb{R})$ and $L^2(W, \mu, \mathbb{R})$, respectively.

**Remark 3.1** The domain of the closure of

$$D : \mathcal{F}C^\infty_b(B_U) \rightarrow L^2(U, \mu_1, U),$$
in \( L^2(U, \mu_1, U) \) is denoted by \( W^{1,2}(U, \mu_1, \mathbb{R}) \), compare [16, Theorem 2.9] and [11, Chapter 9.2]. I.e. \( W^{1,2}(U, \mu_1, \mathbb{R}) \) is the first order Sobolev space w.r.t. the infinite-dimensional Gaussian measure \( \mu_1 \). The closure of \( D \) is again denoted by \( D \) and is referred to as the weak gradient in the following. By [8, Proposition 10.6] every bounded Fréchet differentiable function \( f : U \to \mathbb{R} \) with bounded gradient is in \( W^{1,2}(U, \mu_1, \mathbb{R}) \) and the the classical gradient of \( f \) coincides \( \mu_1 \)-a.e. with the weak one.

We fix a measurable potential \( \Phi : U \to (-\infty, \infty] \), which is bounded from below. Moreover, during the whole article we assume \( \int_U e^{-\Phi}d\mu_1 = 1 \) and \( \Phi \in W^{1,2}(U, \mu_1, \mathbb{R}) \). For such potentials \( \Phi \), we consider the measure \( \mu_1^\Phi = e^{-\Phi}\mu_1 \) on \((U, \mathcal{B}(U)) \). On \((W, \mathcal{B}(W)) \) we define the measure \( \mu^\Phi \) by

\[
\mu^\Phi = \mu_1^\Phi \otimes \mu_2.
\]

Note that \( FC_b^\infty(B_U) \) and \( FC_b^\infty(B_W) \) are also dense in \( L^2(U, \mu_1^\Phi, \mathbb{R}) \) and \( L^2(W, \mu^\Phi, \mathbb{R}) \), respectively.

Another well known approximation result providing a particular sequence of smooth functions in \( \mathbb{R}^n \) is stated in the next lemma. Such sequences are needed several times during the article.

**Lemma 3.2** Let \( m \in \mathbb{N} \). There is some \( \varphi \in C_0^\infty(\mathbb{R}^n) \) such that \( 0 \leq \varphi \leq 1, \varphi = 1 \) on \( B_1(0) = \{ x \in \mathbb{R}^n \mid |x| < 1 \} \) and \( \varphi = 0 \) outside \( B_2(0) \) and a constant \( c \in (0, \infty) \), independent of \( m \), such that

\[
|\partial_i \varphi_m(z)| \leq \frac{c}{m}, \quad |\partial_{ij} \varphi_m(z)| \leq \frac{c}{m^2} \quad \text{for all} \quad z \in \mathbb{R}^n, \quad 1 \leq i, j \leq n,
\]

where we define

\[
\varphi_m(z) = \varphi\left(\frac{z}{m}\right) \quad \text{for each} \quad z \in \mathbb{R}^n.
\]

In particular, \( 0 \leq \varphi_m \leq 1 \) and \( \varphi_m = 1 \) on \( B_m(0) \) for all \( m \in \mathbb{N} \). Moreover, \( \varphi_m \to 1 \) pointwisely on \( \mathbb{R}^n \) and \( D\varphi_m, D^2\varphi \to 0 \) as \( m \to \infty \), w.r.t. the sup norm \( |.|_\infty \).

During the article we have to calculate certain Gaussian integrals as written down in the lemma below. The proof uses Isserlis formula from [22] and can be found in [16].

**Lemma 3.3** [16, Lemma 2.2] For \( l_1, l_2, l_3, l_4 \in U \) set \( q_{ij} = (Q_1 l_i, l_j)_U \), \( i, j \in \{1, 2, 3, 4\} \). Then it holds

\[
\int_U (u, l_1)_U (u, l_2)_U d\mu_1(u) = q_{12} \quad \text{and}
\]

\[
\int_U (u, l_1)_U (u, l_2)_U (u, l_3)_U (u, l_4)_U d\mu_1(u) = q_{12}q_{34} + q_{13}q_{24} + q_{14}q_{23}.
\]
As already described in the introduction we define the infinite-dimensional Langevin operator \((L_\Phi, \mathcal{FC}_b^\infty(B_W))\) in \(L^2(W, \mu^\Phi, \mathbb{R})\) by

\[
L_\Phi = S - A_\Phi,
\]

where for \(f \in \mathcal{FC}_b^\infty(B_W)\), \(Sf\) and \(A_\Phi f\) are given via

\[
Sf = \text{tr}[K_{22}D_2^2 f] - (v, Q_2^{-1}K_{22}D_2 f)_V \quad \text{and} \quad A_\Phi f = (u, Q_1^{-1}K_{21}D_2 f)_U + (D\Phi(u), K_{21}D_2 f)_U - (v, Q_2^{-1}K_{12}D_1 f)_V.
\]

Throughout the whole article we assume the following:

**Assumption 3.4**

(i) \(K_{22} \in \mathcal{L}^+(V), K_{12} \in \mathcal{L}(U, V)\) is injective and \(K_{21} = K_{12}^*\).

(ii) There is a strictly increasing sequence \((m_k)_{k \in \mathbb{N}} \subset \mathbb{N}\) such that for each \(n \in \mathbb{N}\) with \(n \leq m_k\), it holds

\[
K_{22}(B_V^n) \subset B_V^{m_k}, \quad K_{12}(B_U^n) \subset B_V^{m_k} \quad \text{and} \quad K_{21}(B_V^n) \subset B_U^{m_k}.
\]

(iii) There is a constant \(c_K \in (0, \infty)\) such that

\[
(K_{12}K_{21}v, v)_V \leq c_K(K_{22}v, v)_V.
\]

(iv) \(\|D\Phi\|_{L^\infty(\mu^\Phi)}^2 < \infty\).

**Remark 3.5** Let \(n \in \mathbb{N}\) and \(f = \varphi(P_n(\cdot), P_n(\cdot)) \in \mathcal{FC}_b^\infty(B_W)\) be given. One can show that \(D_2 f = \sum_{i=1}^n \delta_{i,2}\varphi(P_n(\cdot), P_n(\cdot))e_i \in B_V^n\) and \(D_1 f \in B_U^n\). Hence the invariance properties stated in Assumption 3.4 ensure that expressions like \(Q_2^{-1}K_{22}D_2 f\), \(Q_1^{-1}K_{21}D_1 f\) are well-defined.

**Theorem 3.6** [16, Lemma 4.5 and Theorem 4.11] Suppose Assumption 3.4 is valid. Then \((S, \mathcal{FC}_b^\infty(B_W))\) is symmetric, \((A_\Phi, \mathcal{FC}_b^\infty(B_W))\) is antisymmetric and \((L_\Phi, \mathcal{FC}_b^\infty(B_W))\) is essentially \(m\)-dissipative in \(L^2(\mu^\Phi)\). Moreover we have for all \(f \in \mathcal{FC}_b^\infty(B_W)\)

\[
-(Sf, f)_{L^2(\mu^\Phi)} = \int_W (K_{22}D_2 f, D_2 f)_V d\mu^\Phi \quad \text{and} \quad \int_W L_\Phi f d\mu^\Phi = 0.
\]

In particular, the measure \(\mu^\Phi\) is invariant for \((L_\Phi, \mathcal{FC}_b^\infty(B_W))\).

**Remark 3.7** Since symmetric, antisymmetric and dissipative operators are closable, it is reasonable to denote by \((S, D(S)), (A_\Phi, D(A_\Phi))\) and \((L_\Phi, D(L_\Phi))\) the closures of the operators \((S, \mathcal{FC}_b^\infty(B_W)), (A_\Phi, \mathcal{FC}_b^\infty(B_W))\) and \((L_\Phi, \mathcal{FC}_b^\infty(B_W))\), respectively.

In order to construct a weak solution in form of a diffusion process with infinite lifetime we have to verify the assumption below. The construction is done in Theorem 4.3 and is based on the existence of a compact \(\mu^\Phi\)-nest.
Assumption 3.8

(i) The operator $K_{22}$ is of trace class and $Q_2^{-1}K_{22}$ restricted to $\text{span}\{e_1, ..., e_n\}$ is non-negative for all $n \in \mathbb{N}$.

(ii) There exists $\rho \in L^1(\mu, \Phi)$, such that for all $n \in \mathbb{N}$, the function $\rho_n$ defined by

$$W \ni (u, v) \mapsto \rho_n(u, v) = \rho(\overline{P}_n(u), \overline{P}_n(v)) \in \mathbb{R},$$

is in $L^1(\mu, \Phi)$. Furthermore for all $(u, v) \in W$ we have

$$(\overline{P}_n(u), Q_1^{-1}K_{21}\overline{P}_n(v))_U - (\overline{P}_n(v), Q_2^{-1}K_{12}\overline{P}_n(u))_V \leq \rho(\overline{P}_n(u), \overline{P}_n(v)),$$

and $(\rho_n)_{n \in \mathbb{N}}$ converges to $\rho$ in $L^1(\mu, \Phi)$.

Below we introduce an infinite-dimensional Ornstein–Uhlenbeck operator perturbed by the gradient of the potential $\Phi$. This is necessary, since we plan to use the general abstract hypocoercivity framework, described by Grothaus and Stilgenabauer. Indeed, in Sect. 6 we see that these operators naturally appear as we show exponential convergence to equilibrium of the semigroup generated by $(L_\Phi, D(L_\Phi))$.

Definition 3.9 Define $(C, D(C))$ and $(Q_1^{-1}C, D(Q_1^{-1}C))$ on $U$ by

$$C = K_{21}Q_2^{-1}K_{12} \quad \text{with} \quad D(C) = \{u \in U \mid K_{12}u \in D(Q_2^{-1})\} \quad \text{and}$$

$$Q_1^{-1}C = Q_1^{-1}K_{21}Q_2^{-1}K_{12} \quad \text{with} \quad D(Q_1^{-1}C) = \{u \in D(C) \mid Cu \in D(Q_1^{-1})\}.$$

Moreover we define the operator $(N, \mathcal{F}C_b^\infty(B_U))$ by

$$\mathcal{F}C_b^\infty(B_U) \ni f \mapsto Nf = \text{tr}[CD^2f] - (\cdot, Q_1^{-1}CDf)_U - (D\Phi, CDf)_U \in L^2(U, \mu_1^\infty, \mathbb{R}).$$

We want to highlight that the definition of the infinite-dimensional Ornstein Uhlenbeck operator above, allows potentially unbounded diffusion operators $(C, D(C))$ as coefficients. One can check that $(C, D(C))$ is symmetric and positive. Moreover, for each $n \in \mathbb{N}$ with $n \leq m_k$, it holds $B_U^n \subset D(C)$ as well as $C(B_U^n) \subset B_U^{m_k}$.

Assumption 3.10 below is central to apply the abstract hypocoercivity concept described in Sect. 5 and therefore to obtain exponential convergence to equilibrium of the semigroup generated by $(L_\Phi, D(L_\Phi))$. In particular, the assumption guarantees essential m-dissipativity of the infinite-dimensional Ornstein–Uhlenbeck operators $(N, \mathcal{F}C_b^\infty(B_U))$ and corresponding regularity estimates, compare Theorem 3.11.

Assumption 3.10

(i) $\|D\Phi\|_{L^\infty(\mu_1)}^2 < \frac{1}{4\lambda_1}$.

(ii) $\Phi : U \rightarrow (-\infty, \infty]$ is convex and lower semicontinuous.
(iii) There exists a constant $\omega_1 \in (0, \infty)$ s.t. for all $f \in \mathcal{F}C_{b}^{\infty}(B_{V})$

$$\int_{V} (K_{22} Df, Df)_{V} d\mu_{2} \geq \omega_1 \int_{V} (f - (f, 1)_{L^{2}(\mu_{2})})^{2} d\mu_{2}.$$

(iv) There is a constant $\omega_2 \in (0, \infty)$ s.t. for all $f \in \mathcal{F}C_{b}^{\infty}(B_{U})$

$$\int_{U} (Q_{2}^{-1} K_{12} Df, K_{12} Df)_{V} d\mu_{1}^{\Phi} \geq \omega_2 \int_{U} (f - (f, 1)_{L^{2}(\mu_{1}^{\Phi})})^{2} d\mu_{1}^{\Phi}.$$  

(v) Assume that there is a constant $C_{1} \in (0, \infty)$ s.t. for all $f \in \mathcal{F}C_{b}^{\infty}(B_{W})$ and $g = (I d - PA_{\Phi} f), P$ where $P$ is defined in Definition 6.1, it holds

$$\int_{U} (K_{22} Q_{2}^{-1} K_{12} Df, Q_{2}^{-1} K_{22} Q_{2}^{-1} K_{12} Df)_{V} d\mu_{1}^{\Phi} \leq C_{1}^{2} \| g \|_{L^{2}(\mu_{1}^{\Phi})}^{2}.$$  

**Theorem 3.11** [16, Theorem 3.6 and 3.11] Assume Item (i) from Assumption 3.10. Then the operator $(N, \mathcal{F}C_{b}^{\infty}(B_{U}))$ is essentially $m$-dissipative in $L^{2}(U, \mu_{1}^{\Phi}, \mathbb{R})$. Moreover, we have

$$(Nf, g)_{L^{2}(U, \mu_{1}^{\Phi}, \mathbb{R})} = \int_{U} -(CDf, Dg)_{U} d\mu_{1}^{\Phi} \text{ for all } f, g \in \mathcal{F}C_{b}^{\infty}(B_{U}).$$

We denote the closure of $(N, \mathcal{F}C_{b}^{\infty}(B_{U}))$ by $(N, D(N))$ and the corresponding resolvent in $\alpha \in (0, \infty)$ by $R(\alpha, N)$. Suppose in addition that Item (ii) is valid. Then it holds for $g = \alpha f - Nf$, where $\alpha \in (0, \infty)$ and $f \in \mathcal{F}C_{b}^{\infty}(B_{U})$

$$\int_{U} \alpha f^{2} + (CDf, Df)_{U} d\mu_{1}^{\Phi} \leq \frac{1}{\alpha} \int_{U} g^{2} d\mu_{1}^{\Phi} \text{ and}$$

$$\int_{U} \text{tr}[(CD^{2} f)^{2}] + \| Q_{1}^{-1} CDf \|_{U}^{2} d\mu_{1}^{\Phi} \leq 4 \int_{U} g^{2} d\mu_{1}^{\Phi}.$$  

In applications, compare Sect. 7, the regularity estimates above can be used to check Item (v) from Assumption 3.10. In order to check the Poincaré type inequalities stated in Assumption 3.10 above the general Poincaré inequality from the proposition below is useful.

**Proposition 3.12** Suppose $\Phi : U \rightarrow (-\infty, \infty]$ is convex, bounded from below, lower semicontinuous and not identically to $\infty$. Then for all $f \in \mathcal{F}C_{b}^{\infty}(B_{U})$ it holds

$$\int_{U} (Q_{1} Df, Df)_{U} d\mu_{1}^{\Phi} \geq \lambda_{1} \int_{U} (f - (f, 1)_{L^{2}(\mu_{1}^{\Phi})})^{2} d\mu_{1}^{\Phi}.$$  

**Proof** The idea of the proof is to approximate $\Phi$ by a sequence of convex and smooth functions. Afterwards, we apply the Poincaré inequality from [1, Proposition 4.5].
I.e., let $\alpha > 0$ be given and denote by $\Phi_\alpha$ the Moreau-Yosida approximation, defined by

$$\Phi_\alpha(u) = \inf \left\{ \Phi(\bar{u}) + \frac{1}{2\alpha} \|u - \bar{u}\|_U^2 \mid \bar{u} \in U \right\}, \quad u \in U.$$  

It is well known, see [12], that $\Phi_\alpha$ is convex, differentiable with Lipschitz continuous derivative. Furthermore, $-\infty < \inf_{\bar{u} \in U} \Phi(\bar{u}) \leq \Phi_\alpha(u) \leq \Phi(u)$, for all $u \in U$ and $\lim_{\alpha \to 0} \Phi_\alpha(u) = \Phi(u)$, for all $u \in U$. But to use the Poincaré inequality from [1, Proposition 4.5] $\Phi_\alpha$ is not regular enough. Therefore we take $\beta > 0$ and define the function $\Phi_{\alpha,\beta}$ by

$$\Phi_{\alpha,\beta}(u) = \int_U \Phi_\alpha(e^{\beta B}u + \bar{u}) d\mu_\beta(\bar{u}), \quad u \in U,$$

where $(B, D(B))$ is a self-adjoint negative definite operator such that $B^{-1}$ is of trace class and $\mu_\beta$ the infinite dimensional centered non-degenerate Gaussian measure with covariance operator $\frac{1}{2}B^{-1}(e^{2\beta B} - I_d)$. Note that $\Phi_{\alpha,\beta}$ is defined in terms of the Mehler formula of an infinite-dimensional Ornstein–Uhlenbeck operator, see [8, Section 8.3]. Recalling the smoothing properties of such Ornstein–Uhlenbeck semigroups, one can check, compare [8, Section 11.6], that $\Phi_{\alpha,\beta}$ is convex and has derivatives of all orders. Moreover, $D\Phi_{\alpha,\beta}$ is Lipschitz continuous and has bounded derivatives of all orders. This is enough to verify that $\Phi_{\alpha,\beta}$ fulfills Hypothesis 1.3 from [1]. Hence, by the Poincaré inequality from [1, Proposition 4.5] we obtain for all $f \in \mathcal{F}C^\infty_0(BU)$

$$\int_U (Q_1 Df, Df)_U d\mu_1^{\Phi_{\alpha,\beta}} \geq \lambda_1 \int_U \left( f - (f, 1)\right)_{L^2(\mu_1^{\Phi_{\alpha,\beta}})}^2 d\mu_1^{\Phi_{\alpha,\beta}}. \tag{2}$$

Since the derivative of $\Phi_\alpha$ is Lipschitz continuous one can show that $\Phi_\alpha$ has at most quadratic growth. Hence, we obtain $\lim_{\beta \to 0} \Phi_{\alpha,\beta}(u) = \Phi_\alpha(u)$, for all $u \in U$, by the theorem of dominated convergence. In particular, we get $\lim_{\alpha \to 0} \lim_{\beta \to 0} \Phi_{\alpha,\beta}(u) = \Phi(u)$, for all $u \in U$. An application of the dominated convergence theorem results in

$$\lim_{\alpha \to 0} \lim_{\beta \to 0} \mu_1^{\Phi_{\alpha,\beta}} = \mu_1^{\Phi} \text{ weakly.}$$

I.e., taking the limits $\beta \to 0$ and $\alpha \to 0$ in Inequality (2) yields the claim. \hfill \square

Note that the Poincaré inequality from the proposition above is valid without assuming that $\Phi \in W^{1,2}(U, \mu_1, \mathbb{R})$ and generalizes the one from [11, Theorem 12.3.8]. Indeed, since $Q_1$ is trace class, it is easier to estimate $\lambda_1 \int_U \left( f - (f, 1)\right)_{L^2(\mu_1^{\Phi})}^2 d\mu_1^{\Phi}$ by $\int_U (Df, Df)_U d\mu_1^{\Phi}$ from above, as it is done in [11], than by $\int_U (Q_1 Df, Df)_U d\mu_1^{\Phi}$. Nevertheless, the proof of Proposition 3.12 is inspired by the one from [11, Theorem 12.3.8].
4 Weak solutions

In this section we construct a solution to the infinite-dimensional Langevin equation

\begin{align}
\frac{d}{dt}U_t &= K_{21}Q_2^{-1}V_t dt \\
\frac{d}{dt}V_t &= -(K_{22}Q_2^{-1}V_t + K_{12}Q_1^{-1}U_t + K_{12}D\Phi(U_t)) dt + \sqrt{2K_{22}}dW_t,
\end{align}

where the involved operators were specified in Assumption 3.4, above. As mentioned in the introduction, this equation corresponds to the infinite-dimensional Langevin operator \((L_\Phi, \mathcal{F}C^\infty_b(B_W))\). First we construct a martingale solution, compare Proposition 4.4 below. Second we show that the martingale solution also provides a weak solution.

Let \(T\) be the weak topology on \((W, (\cdot, \cdot)_W)\). Clearly \((W, T)\) is a Lusin space (i.e. the continuous one-to-one image of a Polish space). Denote by \(B_b(W), C([0, \infty), W)\) and \(C_b(W)\) the space of bounded \(B(W)\) measurable functions from \(W\) to \(\mathbb{R}\), the space of continuous functions from \([0, \infty)\) to \(W\) and the space of continuous bounded functions from \(W\) to \(\mathbb{R}\), respectively. The potential theoretic notions we need in this article are from [4] and [23]. During the whole section we assume Assumption 3.4. Therefore, we know by Theorem 3.6 we know that the closure \((L_\Phi, D(L_\Phi))\) of \((L_\Phi, \mathcal{F}C^\infty_b(B_W))\) in \(L^2(\mu/\Phi_1)\) generates a strongly continuous contraction semigroup \((T_t)_{t \geq 0}\).

Remark 4.1 Using that \(\mu/\Phi_1\) is invariant for \(L_\Phi\) and [15, Lemma 1.9, App. B] we know that the semigroup \((T_t)_{t \geq 0}\) generated by \((L_\Phi, D(L_\Phi))\) is Markovian, i.e. positive preserving and \(T_t 1 = 1\) for all \(t \geq 0\). Note that the same holds true for the strongly continuous contraction resolvent \((R(\alpha, L_\Phi))_{\alpha > 0}\) corresponding to \((L_\Phi, D(L_\Phi))\).

For \(k, n \in \mathbb{N}\) and \((u, v) \in W\) we set:

\[
N(u, v) = \|(u, v)\|_W^2 = \|u\|_U^2 + \|v\|_V^2,
\]

\[
N_n(u, v) = N(\overline{P}_n(u), \overline{P}_n(v)) \quad \text{and} \quad F_k = \{(u, v) \in W \mid N(u, v) \leq k\}.
\]

Obviously, for all \(k \in \mathbb{N}\) the sets \(F_k\) are \(T\)-compact and increasing. Below we show that the sequence \((F_k)_{k \in \mathbb{N}}\) provides a \(T\)-compact \(\mu^\Phi\)-nest, if Assumption 4.2 is valid. The idea of the proof follows the lines of [4, Proposition 5.5].

Lemma 4.2 Assume Assumption 3.8 holds true. Then the sequence of functions \((h_n)_{n \in \mathbb{N}}\) defined by

\[
h_n(u, v) = (\overline{P}_n(v), Q_2^{-1}K_{22}\overline{P}_n(v))_V, \quad (u, v) \in W,
\]

is non-negative and converges to a non-negative function \(h\) in \(L^1(\mu^\Phi)\). Moreover, the increasing sequence of \(T\)-compact sets \((F_k)_{k \in \mathbb{N}} = \{(u, v) \in W \mid N(u, v) \leq k\})_{k \in \mathbb{N}}\) is a \(\mu^\Phi\)-nest.
**Proof** By Assumption 3.8 Item (i) we know that \((h_n)_{n \in \mathbb{N}}\) is a sequence of non-negative functions. Moreover, we can calculate for \(m, n \in \mathbb{N}\) with \(m \geq n\)

\[
\int_W |h_m(u, v) - h_n(u, v)|d\mu^\Phi(u, v)
\]

\[
= \int_W \left| \sum_{i,j=n+1}^m (e_i, Q_2^{-1}K_{22}e_j)\mathcal{V}(v, e_i)\mathcal{V}(v, e_j) \right| d\mu^\Phi(u, v)
\]

\[
= \sum_{i,j=n+1}^m (e_i, Q_2^{-1}K_{22}e_j)\mathcal{V}(v, e_i)\mathcal{V}(v, e_j) \int_W \mathcal{V}(v, e_i)\mathcal{V}(v, e_j) d\mu^\Phi(u, v)
\]

\[
= \sum_{i=n+1}^m (e_i, K_{22}e_i)\mathcal{V}.
\]

Note that we used Lemma 3.3 in the calculation above. Since we assume that \(K_{22}\) is of trace class, we observe that \((h_n)_{n \in \mathbb{N}}\) is a non-negative Cauchy-sequence in \(L^1(\mu^\Phi)\) and therefore convergent to a non-negative function \(h \in L^1(\mu^\Phi)\). Using a suitable selection of cut-off functions we obtain \(N_n \in D(L_\Phi)\) for all \(n \in \mathbb{N}\) with

\[
L_\Phi N_n(u, v)
\]

\[
= 2 \sum_{i=1}^n (K_{22}e_i, e_i)\mathcal{V} - 2(\overline{P}_n(v), Q_2^{-1}K_{22}\overline{P}_n(v))\mathcal{V} - 2(\overline{P}_n(u), Q_1^{-1}K_{21}\overline{P}_n(v))_U
\]

\[
+ 2(\overline{P}_n(v), Q_2^{-1}K_{12}\overline{P}_n(u))\mathcal{V} - 2(D\Phi(u), K_{21}\overline{P}_n(v))_U
\]

\[
\geq -2h_n(v) - 2\rho_n(u, v) - 2\|K_{12}D\Phi\|_{L^\infty(\mu^\Phi)}\|\overline{P}_n(v)\|_V
\]

Setting \(g(u, v) = N(u, v) + 2\rho(u, v) + 2\|K_{12}D\Phi\|_{L^\infty(\mu^\Phi)}\|v\|_V\) and \(g_n(u, v) = g(\overline{P}_n(u), \overline{P}_n(v))\) we get for all \(n \in \mathbb{N}\)

\[(Id - L_\Phi)N_n \leq g_n + 2h_n.\]

Similar to [4, Proposition 5.5] one can show that the closure of \((L_\Phi, \mathcal{F}C^\infty_b(B_W))\) in \(L^1(\mu^\Phi)\) also generates a strongly continuous contraction semigroup with corresponding resolvent denoted by \((R_1(\alpha, L_\Phi))_{\alpha > 0}\). Note that this resolvent coincides with \((R(\alpha, L_\Phi))_{\alpha > 0}\) on \(L^2(\mu^\Phi)\). Applying \(R_1(1, L_\Phi)\) on both sides of the inequality above results in

\[N_n \leq R_1(1, L_\Phi)g_n + 2R_1(1, L_\Phi)h_n.\]

Note that the inequality should be read \(\mu^\Phi\)-a.e. and makes use of the Markovianity of the resolvent. As \((N_n)_{n \in \mathbb{N}}, (g_n)_{n \in \mathbb{N}}\) and \((h_n)_{n \in \mathbb{N}}\) converge to \(N, g\) and \(h\) in \(L^1(\mu^\Phi)\) we obtain \(\mu^\Phi\)-a.e.

\[N(u, v) \leq R_1(1, L_\Phi)g + 2R_1(1, L_\Phi)h.\]
Proceeding as in [4, Proposition 5.5] shows the assertion. □

Having the \(T\)-compact \(\mu^\Phi\)-nest at hand the application of [4, Theorem 1.1] is possible.

**Theorem 4.3** Assume that Assumption 3.8 holds true. Then there exists a countable \(\mathbb{Q}\)-algebra \(\mathcal{A} \subset D(L_\Phi) \cap C_b(W)\) such that

1. \(\mathcal{A}\) is a core for \((L_\Phi, D(L_\Phi))\) and
2. \(\mathcal{A}\) separates the points of \(W\).

Let \(\mathcal{T}_0\) be the topology on \(W\) generated by \(\mathcal{A}\). Then there exists a \(\mu^\Phi\)-standard right process

\[
X = (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, (X_t)_{t \geq 0}, (\theta_t)_{t \geq 0}, (\mathbb{P}^w)_{w \in W}),
\]

(see [4, Appendix B.]) with the state space \(W\) (endowed with the topology \(\mathcal{T}_0\)) whose transition semigroup denoted by \((p_t)_{t \geq 0}\) coincides with \((T_t)_{t \geq 0}\) on \(L^2(\mu^\Phi)\). The transition semigroup \((p_t)_{t > 0}\) is defined via

\[
p_t g(w) = \int_{\Omega} g(X_t(\omega)) d\mathbb{P}^w(\omega), \quad w \in W \text{ and } g \in B_b(W),
\]

and identified with its extension to \(L^2(\mu^\Phi)\).

Denote by \(\mathbb{P}_{\mu^\Phi}\) the probability measure on \((\Omega, \mathcal{F})\) defined for \(A \in \mathcal{F}\) by

\[
\mathbb{P}_{\mu^\Phi}(A) = \int_W \mathbb{P}^w(A) d\mu^\Phi(w), \quad A \in \mathcal{F}.
\]

Then it holds

(i) The process has infinite lifetime \(\mathbb{P}_{\mu^\Phi}\text{-a.e.}

(ii) The process is \(T\)-continuous, \(\mathbb{P}_{\mu^\Phi}\text{-a.e.}

(iii) Every element from \(D(L_\Phi)\) has a \(\mu^\Phi\)-quasi continuous version (with respect to the topology \(\mathcal{T}_0\)).

By (i) and (ii), \(X\) is a diffusion process with infinite lifetime.

**Proof** Note that \(\bigcup_{n \in \mathbb{N}} \mathcal{F}C^\infty_b(B_W, n) = \mathcal{F}C^\infty_b(B_W) \subset D(L_\Phi) \subset C_b(W)\) is a core for \((L_\Phi, D(L_\Phi))\). Now given \(f = \varphi(P_n(\cdot), P_n(\cdot)) \in \mathcal{F}C^\infty_b(B_W, n)\) for some \(n \in \mathbb{N}\). Using a suitable sequence of cut-off functions provided by Lemma 3.2 we can approximate \(f\) by a function \(g = \psi(P_n(\cdot), P_n(\cdot))\), where \(\psi \in C^\infty_0(\mathbb{R}^n \times \mathbb{R}^n)\) in \((L_\Phi, D(L_\Phi))\) graph-norm. As there exists a countable set \(\mathcal{A}_n = \{\psi_m^\Phi \in C^\infty_0(\mathbb{R}^n \times \mathbb{R}^n) \mid m \in \mathbb{N}\}\) which is dense in \(C^\infty_0(\mathbb{R}^n \times \mathbb{R}^n)\) \(\mathbb{R}\text{-w.r.t.}\) the \(\|\cdot\|_\infty + |D|_\infty + |D^2|_\infty\), we find a sequence \((\psi_m^\Phi)_{m \in \mathbb{N}} \subset \mathcal{A}_n\) converging to \(\psi\) \(\mathbb{R}\text{-w.r.t.}\) \(\|\cdot\|_\infty + |D|_\infty + |D^2|_\infty\). We obtain convergence of the sequence \((\psi_m^\Phi(P_n(\cdot), P_n(\cdot)))_{m \in \mathbb{N}}\) to \(g\) \(\mathbb{R}\text{-w.r.t.}\) the \((L_\Phi, D(L_\Phi))\) graph-norm. We can conclude that \(\mathcal{A}_n\) is dense in \(\mathcal{F}C^\infty_b(B_W, n)\) \(\mathbb{R}\text{-w.r.t.}\) the \((L_\Phi, D(L_\Phi))\) graph-norm. In particular, the smallest \(\mathbb{Q}\)-algebra \(\mathcal{A}\) containing

\[
\bigcup_{n \in \mathbb{N}} \{\varphi(P_n(\cdot), P_n(\cdot)) \mid \varphi \in \mathcal{A}_n\},
\]
is a core for \((L_\Phi, D(L_\Phi))\). Moreover, \(A\) is a subset of \(D(L_\Phi) \cap C_b(W)\) and by construction countable. It is easy to see that \(A\) also separates the points of \(W\).

The existence of an \(T\)-compact \(\mu^\Phi\)-nest is shown in Lemma 4.2. By [4, Theorem 1.1], [7, Lemma 2.2.8] and [23, Exercise IV.2.9] there is a \(\mu^\Phi\)-standard right process with state space \(W\) (endowed with the topology \(T_0\)) whose transition semigroup \((p_t)_{t \geq 0}\) extended to \(L^2(\mu^\Phi)\) coincides with \((T_t)_{t \geq 0}\). Additionally, by [4, Theorem 1.1] we know that Item \((iii)\) is fulfilled and that \((X_t)_{t \geq 0}\) is càdlàg w.r.t. the weak topology \(T\), \(\mathbb{P}_{\mu^\Phi}\)-a.e.. Adapting the arguments from [4, Proposition 5.6.] we obtain \(T\)-continuity of \((X_t)_{t \geq 0}\).

Infinite lifetime \(\mathbb{P}_{\mu^\Phi}\)-a.e. follows as in [7, Theorem 6.4.2.], since \(\mu^\Phi\) is invariant for \((L_\Phi, \mathcal{F}_C^\infty(B_W))\), by Theorem 3.6. □

Denote by \((U_t)_{t \geq 0}\) and \((V_t)_{t \geq 0}\) the projection of \((X_t)_{t \geq 0}\) to \(U\) and \(V\), respectively. Invoking [4, Proposition 1.4] and [7, Lemma 2.1.8] the following proposition is immediate.

**Proposition 4.4** [4, Proposition 1.4] and [7, Lemma 2.1.8] Suppose we are in the situation of Theorem 4.3 and

\[ X = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\theta_t)_{t \geq 0}, (\mathbb{P}^w)_{w \in W}) \]

is the \(\mu^\Phi\)-standard right process provided there. Given a non-negative \(g_0 \in L^2(\mu^\Phi)\) with \(\int_W g_0 d\mu^\Phi = 1\). Denote by \(\nu^\Phi\) the measure with \(\mu^\Phi\)-density \(g_0\) and define the probability measure \(\mathbb{P}_{\nu^\Phi}\) on \((\Omega, \mathcal{F})\) by

\[ \mathbb{P}_{\nu^\Phi}(A) = \int_W \mathbb{P}^w(A) d\nu^\Phi(w), \quad A \in \mathcal{F}. \]

Then \(X\) solves the martingale problem for \((L_\Phi, D(L_\Phi))\) under \(\mathbb{P}_{\nu^\Phi}\). I.e., for all \(f \in D(L_\Phi)\) the process \((M_t^{\lfloor f \rfloor})_{t \geq 0}\) defined by

\[ M_t^{\lfloor f \rfloor} = f(U_t, V_t) - f(U_0, V_0) - \int_{[0,t]} L_\Phi f(U_s, V_s) d\lambda(s), \quad t \geq 0, \quad (5) \]

defines an \((\mathcal{F}_t)_{t \geq 0}\) martingale w.r.t. \(\mathbb{P}_{\nu^\Phi}\).

If in addition \(f^2 \in D(L_\Phi)\) and \(L_\Phi f \in L^4(\mu^\Phi)\) then the process \((N_t^{\lfloor f \rfloor})_{t \geq 0}\) defined by

\[ N_t^{\lfloor f \rfloor} = (M_t^{\lfloor f \rfloor})^2 - \int_{[0,t]} (L_\Phi f^2)(U_s, V_s) - 2(f L_\Phi f)(U_s, V_s) d\lambda(s), \quad t \geq 0, \quad (6) \]

also defines an \((\mathcal{F}_t)_{t \geq 0}\) martingale w.r.t. \(\mathbb{P}_{\nu^\Phi}\).

**Remark 4.5** Given \(f \in D(L_\Phi)\) and \(t \in [0, \infty)\). In [6, Lemma 5.1] it is shown, that the random variables \(M_t^{\lfloor f \rfloor}\) and \(N_t^{\lfloor f \rfloor}\) in the proposition above are well-defined, i.e. \(\mathbb{P}_{\nu^\Phi}\)-a.s. independent of the representative of \(f\) and \(L_\Phi f\) in \(L^2(\mu^\Phi)\).
Theorem 4.3 we can construct a weak solution to the infinite-dimensional Langevin equation.

Theorem 4.7 There exists a cylindrical Brownian motion \((W_t)_{t \geq 0}\) on \((\Omega, \mathcal{F}, \mathbb{P}^\mu)\) with values in \(V\) s.t. it holds \(\mathbb{P}^\mu\)-a.s. for all \(\vartheta \in D(Q_2^{-1}K_{12}), \; \theta \in D(Q_1^{-1}K_{21}) \cap D(Q_2^{-1}K_{22})\) and \(t \in [0, \infty)\)

\[
(U_t, \vartheta)_U = (U_0, \vartheta)_U + \int_{[0,t]} (V_s, Q_2^{-1}K_{12} \vartheta)_V d\lambda(s) \quad \text{and} \quad (V_t, \theta)_V = (V_0, \theta)_V - \int_{[0,t]} (V_s, Q_2^{-1}K_{22} \theta)_V + (U_s, Q_1^{-1}K_{21} \theta)_U \\
+ (D\Phi(U_s), K_{21} \theta)_U d\lambda(s) + (\sqrt{2K_{22}}W_t, \theta)_V.
\]

Proof Given \(i, j \in \mathbb{N}\) and \(t \in [0, \infty)\). By the calculations in Lemma 4.6 and Equation (6) we obtain

\[
N_t^{[g_i]} = (M_t^{[g_i]})^2 - 2(K_{22}e_i, e_i)_V t \quad \text{and} \quad N_t^{[g_i+g_j]} = (M_t^{[g_i+g_j]})^2 - 4(K_{22}e_i, e_j)_V t - 2(K_{22}e_i, e_i)_V t - 2(K_{22}e_j, e_j)_V t.
\]

Hence the quadratic variation of \(M^{[g_i]}\) and \(M^{[g_j]}\) at time \(t\) is given by

\[
\langle M^{[g_i]}, M^{[g_j]} \rangle_t = 2(K_{22}e_i, e_j)_V t.
\]
Now define a $V$ valued process $M^* = (M^*_t)_{t \geq 0}$ by

$$M^*_t = \sum_{i=1}^{\infty} M^*_i e_i, \quad t \in [0, \infty).$$

Using that $K_{22}$ is trace class we can argue as in \cite[Proposition 2.1.10]{26} to show that the series above converges in $L^2(\Omega, \mathcal{F}, \mathbb{P}, \mathbb{C}((0, \infty), W))$ and defines a $2K_{22}$ Brownian motion. Furthermore, one can show the existence of a cylindrical Brownian motion $(W_t)_{t \geq 0}$ such that $M^*_t = \sqrt{2K_{22}} W_t$, for all $t \in [0, \infty)$. Hence, we obtain by the calculations in Lemma 4.6 and Equation (5), $\mathbb{P}_\mu^\phi$-a.s. for $t \in [0, \infty)$

$$\left(\sqrt{2K_{22}} W_t, \theta\right)_V = M^*_t = (V_t, e_i)_V - (V_0, e_i)_V + \int_{[0,t]} (V_s, Q^{-1}_2 K_{22} e_i)_V + (U_s, Q^{-1}_1 K_{22} e_i)_U + (D\Phi(U_s), K_{22} e_i)_U d\lambda(s).$$

Now given an element $\theta \in D(Q^{-1}_1 K_{21}) \cap D(Q^{-1}_2 K_{22})$. If we multiply the equation above with $(\theta, e_i)_V$ and sum over all $i \in \mathbb{N}$ we get $\mathbb{P}_\mu^\phi$-a.s.

$$\left(\sqrt{K_{22}} W_t, \theta\right)_V = (V_t, \theta)_V - (V_0, \theta)_V + \lim_{i \to \infty} \int_{[0,t]} (V_s, Q^{-1}_2 K_{22} \bar{P}_m(\theta))_V + (U_s, Q^{-1}_1 K_{21} \bar{P}_m(\theta))_U + (D\Phi(U_s), K_{21} \bar{P}_m(\theta))_U d\lambda(s) = (V_t, \theta)_V - (V_0, \theta)_V + \int_{[0,t]} (V_s, Q^{-1}_2 K_{22} \theta)_V + (U_s, Q^{-1}_1 K_{21} \theta)_U + (D\Phi(U_s), K_{21} \theta)_U d\lambda(s).$$

In the last equation we used the dominated convergence theorem. It is applicable since for $\theta \in D(Q^{-1}_1 K_{21}) \cap D(Q^{-1}_2 K_{22})$ we have pointwisely for $i \to \infty$

$$(V_s, Q^{-1}_2 K_{22} \bar{P}_m(\theta))_V = (V_s, \bar{P}_m(Q^{-1}_2 K_{22} \theta))_V \to (V_s, Q^{-1}_2 K_{22} \theta)_V,$$

$$(U_s, Q^{-1}_1 K_{21} \bar{P}_m(\theta))_U = (U_s, \bar{P}_m(Q^{-1}_1 K_{21} \theta))_U \to (U_s, Q^{-1}_1 K_{21} \theta)_U$$
and

$$(D\Phi(U_s), K_{21} \bar{P}_m(\theta))_U \to (D\Phi(U_s), K_{21} \theta)_U.$$

Moreover, $(V_s)_{s \in [0,t]}$ and $(U_s)_{s \in [0,t]}$ are bounded $\mathbb{P}_\mu^\phi$-a.s., since they are $T$-continuous $\mathbb{P}_\mu^\phi$-a.s.. The quadratic variation of $M^*_t$ at time $t \in [0, \infty)$ is equal to zero, by the calculations in Lemma 4.6 and Equation (6). Therefore we get $\mathbb{P}_\mu^\phi$-a.s. for $t \in [0, \infty)$

$$0 = M^*_t = (U_t, d_i)_U - (U_0, d_i)_U - \int_{[0,t]} (V_s, Q^{-1}_2 K_{12} d_i)_V d\lambda(s).$$
Using similar arguments as above we obtain $\mathbb{P}_\mu$-a.s. for $\vartheta \in D(Q_2^{-1}K_{12})$ and for $t \in [0, \infty)$

$$(U_t, \vartheta)_U = (U_0, \vartheta)_U + \int_{[0,t]} (V_s, Q_2^{-1}K_{12}\vartheta)_V d\lambda(s).$$

\[\square\]

5 The Hilbert space hypocoercivity method

This section is devoted to the abstract Hilbert space hypocoercivity method presented in [17]. It is a fundamental tool to establish hypocoercivity of infinite-dimensional Langevin dynamics. The method originated by J. Dolbeault, C. Mouhot and C. Schmeiser in [13], where an algebraic hypocoercivity method, i.e. excluding domain issues, for linear kinetic equations is developed.

Below, $W$ always denotes a real Hilbert space with scalar product $(\cdot, \cdot)$ and induced norm $\|\cdot\|$. All considered operators are assumed to be linear and defined on linear subspaces of $W$.

**Hypocoercivity data (D).**

(D1) *The Hilbert space.* Let $(W, \mathcal{F}, \mu)$ be a probability space. Set $H = L^2(W, \mu, \mathbb{R})$ and equip it with the usual standard scalar product $(\cdot, \cdot)$ and denote by $\|\cdot\|$ the induced norm.

(D2) *The $C_0$-semigroup and its generator $L$.* $(L, D(L))$ is a linear operator on $H$ generating a strongly continuous semigroup $(T_t)_{t \geq 0}$.

(D3) *Core property of $L$.* Let $D \subset D(L)$ be a dense subspace of $H$ which is an operator core for $(L, D(L))$.

(D4) *Decomposition of $L$.* Let $(S, D(S))$ be symmetric and let $(A, D(A))$ be closed and antisymmetric on $H$ such that $D \subset D(S) \cap D(A)$ as well as $L_{|D} = S - A$.

(D5) *Orthogonal projection.* Let $P : H \to H$ be an orthogonal projection which satisfies $P(H) \subset D(S)$, $SP = 0$ as well as $P(D) \subset D(A)$, $AP(D) \subset D(A)$. Moreover, we introduce $P_S : H \to H$ as

$$P_S f = Pf + (f, 1), \quad f \in H.$$  

(D6) *The invariant measure.* Let $\mu$ be invariant for $(L, D)$ in the sense that

$$(Lf, 1) = \int_W Lf d\mu = 0 \quad \text{for all} \quad f \in D.$$  

(D7) *Semigroup conservativity.* $1 \in D(L)$ and $L1 = 0$. Note that this implies $T_t1 = 1$, as $\frac{d}{dt}T_t1 = T_tL1 = 0$ for all $t \in [0, \infty)$.

Now the first three hypocoercivity assumptions read as follows.

**Assumption (A1).** (Algebraic relation) Assume that $PAP_{|D} = 0$.  

\[\square\] Springer
Assumption (A2). (Microscopic coercivity) There exists $\Lambda_m > 0$ such that

$$-(Sf, f) \geq \Lambda_m \| (I - P_S) f \|^2$$

for all $f \in D$.

Assumption (A3). (Macroscopic coercivity) Define $(G, D)$ by $G = P A^2 P$ on $D$. Assume that $(G, D)$ is essentially self-adjoint on $H$ (or essentially $m$-dissipative on $H$ equivalently). Moreover, assume that there exists $\Lambda_M > 0$ such that

$$\| A P f \|^2 \geq \Lambda_M \| P f \|^2$$

for all $f \in D$.

In this hypocoercivity setting, one can introduce a suitable bounded linear operator $B$ on $H$ as follows. It is defined as the unique extension of $(B, D((A P)^*))$ to a continuous linear operator on $H$ where

$$B = (I + (A P)^* A P)^{-1} (A P)^* \quad \text{on} \quad D((A P)^*).$$

For the fact that $B$ extends to a bounded linear operator on $H$, consider the original references stated above or see [25, Theo. 5.1.9]. Using the bounded linear operator $B$ one can state the last hypocoercivity assumption.

Assumption (A4). (Boundedness of auxiliary operators) The operators $(B_S, D)$ and $(B A (I - P), D)$ are bounded and there exist constants $c_1 < \infty$ and $c_2 < \infty$ such that for all $f \in D$

$$\| B_S f \| \leq c_1 \| (I - P) f \| \quad \text{and} \quad \| B A (I - P) f \| \leq c_2 \| (I - P) f \|.$$

In applications, in particular for the Langevin dynamics later on, the upcoming lemma is a useful tool to verify (A4).

Lemma 5.1 Assume that $(G, D)$ is essentially self-adjoint.

(i) If there exists $c_3 \in \mathbb{R}$ such that

$$\| (B S)^* g \| \leq c_3 \| g \|$$

for all $g = (I - G) f$, $f \in D$,

then the first inequality in (A4) holds with $c_1 = c_3$.

(ii) If there exist $c_4 < \infty$ such that

$$\| (B A)^* g \| \leq c_4 \| g \|$$

for all $g = (I - G) f$, $f \in D$,

then the second inequality in (A4) is satisfied with $c_2 = c_4$.

Next we formulate the hypocoercivity theorem. The proof can be found in [17], nevertheless we describe in detail how to explicitly compute the constants determining the speed of convergence, compare also [18, Theorem 1.1].
Theorem 5.2 Assume that (D) and (A1)–(A4) hold. Then for each $\theta_1 \in (1, \infty)$ there exist $\theta_2 \in (0, \infty)$ such that for each $g \in H$ we have

$$\| T_t g - (g, 1) \| \leq \theta_1 e^{-\theta_2 t} \| g - (g, 1) \| \quad \text{for all } t \geq 0,$$

where $(T_t)_{t \geq 0}$ denotes the $C_0$-semigroup introduced in (D2). The constant $\theta_2$ is explicitly computable in terms of $\Lambda_m$, $\Lambda_M$, $c_1$ and $c_2$ and given as

$$\frac{1}{4} \frac{\theta_1 - 1}{\theta_1} \min\{\Lambda_m, c_1\} \frac{\Lambda_M}{1 + \Lambda_M} \left(1 + \frac{1 + \Lambda_M}{2\Lambda_M} (1 + c_1 + c_2)\right) + \frac{\Lambda_M}{1 + \Lambda_M}.$$

Proof In view of [17, Theorem 2.18] we first choose $\delta > 0$ such that

$$\frac{\Lambda_M}{1 + \Lambda_M} - (1 + c_1 + c_2) \frac{\delta}{2} > 0.$$

and then $\epsilon > 0$ small enough such that

$$\Lambda_m - \epsilon (1 + c_1 + c_2) \left(1 + \frac{1}{2\delta}\right) > 0,$$

as well. This particular choice ensures that

$$\min\left\{ \frac{\Lambda_M}{1 + \Lambda_M} - (1 + c_1 + c_2) \frac{\delta}{2}, \Lambda_m - \epsilon (1 + c_1 + c_2) \left(1 + \frac{1}{2\delta}\right) \right\} > 0.$$

Now choose $\kappa > 0$ smaller or equal than the minimum above. Again, by [17, Theorem 2.18] we obtain

$$\| T_t g - (g, 1) \| \leq \kappa_1 e^{-\kappa_2 t} \| g - (g, 1) \| \quad \text{for all } t \geq 0,$$

for

$$\kappa_1 = \sqrt{\frac{1 + \epsilon}{1 - \epsilon}} \quad \text{and} \quad \kappa_2 = \frac{\kappa}{1 + \epsilon}.$$

To explicitly compute $\theta_1$ and $\theta_2$ as promised in the assertion, we have to specify $\delta > 0$, $\epsilon > 0$ and the corresponding $\kappa > 0$. We use the strategy from [18, Theorem 1.1]. W.l.o.g. we can assume $\Lambda_m \leq c_1$, since otherwise we can replace $\Lambda_m$ with $\min\{\Lambda_m, c_1\}$ in (A2). We set

$$\delta = \frac{\Lambda_M}{1 + \Lambda_M} \frac{1}{1 + c_1 + c_2}.$$

Moreover, we define

$$r_{\Lambda_M, c_1} = (1 + c_1 + c_2) \left(1 + \frac{1 + \Lambda_M}{2\Lambda_M} (1 + c_1 + c_2)\right) \quad \text{and} \quad s_{\Lambda_M} = \frac{1}{2} \frac{\Lambda_M}{1 + \Lambda_M}.$$
For arbitrary \( v \in (0, \infty) \) we chose \( \varepsilon = \frac{v}{1+v} \frac{\Lambda_m}{r_{\Lambda_m,c_1} + s_{\Lambda_m}} \). As \( \Lambda_m \leq c_1 \) one can check that \( \varepsilon \in (0, 1) \). Since \( \varepsilon (r_{\Lambda_m,c_1} + s_{\Lambda_m}) = \frac{v}{1+v} \Lambda_m < \Lambda_m \) we get

\[
\Lambda_m - \varepsilon r_{\Lambda_m,c_1} \geq \varepsilon s_{\Lambda_m} = \frac{v}{1+v} \frac{\Lambda_m}{r_{\Lambda_m,c_1} + s_{\Lambda_m}}.
\]

In particular \( \kappa = \frac{v}{1+v} \frac{\Lambda_m}{r_{\Lambda_m,c_1} + s_{\Lambda_m}} \) is a valid choice. The convergence rate in terms of \( \kappa_1 \) and \( \kappa_2 \) is given by

\[
\kappa_1 = \sqrt{\frac{1 + \varepsilon}{1 - \varepsilon}} = \sqrt{\frac{1 + v + \frac{\Lambda_m}{r_{\Lambda_m,c_1} + s_{\Lambda_m}} v}{1 + v - \frac{\Lambda_m}{r_{\Lambda_m,c_1} + s_{\Lambda_m}} v}} \leq \sqrt{1 + 2v + v^2} = 1 + v \quad \text{and}
\]

\[
\kappa_2 = \frac{\kappa}{1 + \varepsilon} > \frac{1}{2} \kappa.
\]

Therefore, choosing \( \theta_1 = 1 + v \) and \( \theta_2 = \frac{1}{2} \kappa \) yields the claimed rate of convergence. \( \square \)

### 6 Hypocoercivity of the langevin dynamics

The aim of this section is to show exponential convergence to equilibrium in our extended hypocoercivity framework. Hypocoercivity refers to the semigroup generated by the infinite-dimensional Langevin operator. At this point we emphasize that the calculations and arguments to verify the data conditions (D1)–(D7) and the hypocoercivity Assumptions (A1)–(A4) below are similar to the associated dual statement in the Fokker plank setting in [13] and including domain issues in [17, 18]. However, the infinite-dimensionality of our problem results in more challenging calculations and the need of advanced arguments. Consequently we take a closer look at the verification of (D1)–(D7) and (A1)–(A4), again.

Throughout this section we assume Assumption 3.4. Hence by Theorem 3.6 the data conditions (D1)–(D4), (D6) and (D7) are already fulfilled. To check the rest we have to specify the orthogonal projection \( P_S \).

**Definition 6.1** Define \( P_S : L^2(\mu^\Phi) \rightarrow L^2(\mu^\Phi) \) by

\[
P_S f = \int_V f \, d\mu_2,
\]

where the integration is understood w.r.t. the second variable. An application of Fubini’s theorem and the fact that \( (V, \mathcal{B}(V), \mu_2) \) is a probability space shows that \( P_S \) is a well-defined orthogonal projection on \( L^2(\mu^\Phi) \) satisfying

\[
P_S f \in L^2(\mu_1^\Phi) \quad \text{and} \quad \| P_S f \|_{L^2(\mu_1^\Phi)} = \| P_S f \|_{L^2(\mu^\Phi)}, \quad f \in L^2(\mu^\Phi).
\]
In the definition above we canonically embed $L^2(\mu_1^\Phi)$ into $L^2(\mu^\Phi)$. Using that $\mu^\Phi$ is a probability measure one can check that the map $P : L^2(\mu^\Phi) \rightarrow L^2(\mu^\Phi)$ given as

$$Pf = P_S f - (f, 1)_{L^2(\mu^\Phi)}, \quad f \in L^2(\mu^\Phi),$$

is an orthogonal projection with

$$Pf \in L^2(\mu_1^\Phi) \quad \text{and} \quad \|Pf\|_{L^2(\mu_1^\Phi)} = \|Pf\|_{L^2(\mu^\Phi)}, \quad f \in L^2(\mu^\Phi).$$

It is important to mention that for each $f \in \mathcal{FC}_b^\infty(B_W)$, the functions $P_S f$ and $Pf$ admit a unique version in $\mathcal{FC}_b^\infty(B_U)$. For notational convenience we write for $f \in \mathcal{FC}_b^\infty(B_W)$

$$f_S = P_S f \quad \text{and} \quad f_P = Pf.$$

The next lemma includes the proof of the data condition (D5) and tells us more about the structure of the infinite-dimensional Langevin operator. Recall the operators defined in Definition 3.9. To avoid to heavy notation we assume w.l.o.g. $\min_{k \in \mathbb{N}} \{m_k \mid n \leq m_k\} = n$ for all $n \in \mathbb{N}$.

**Lemma 6.2** The data condition (D5) holds true, i.e. $P(L^2(\mu^\Phi)) \subset D(S)$, $SP = 0$ as well as $P(\mathcal{FC}_b^\infty(B_W)) \subset D(A_\Phi)$, $A_\Phi P(\mathcal{FC}_b^\infty(B_W)) \subset D(A_\Phi)$. Moreover, for all $f \in \mathcal{FC}_b^\infty(B_W, n), n \in \mathbb{N}$, we have

(i) $A_\Phi Pf = -(v, Q_2^{-1} K_{12} D_1 f_S) v$,
(ii) $A_\Phi^2 Pf = -\sum L_{ij} = 0$,$Q^{-1}_{2} K_{12} d_i d_j) (v, Q_2^{-1} K_{12} d_j) v \partial_{ij} f_S$  
\hfill $-(u, Q^{-1}_{1} C D_1 f_S) u - (D \Phi(u), CD_1 f_S) u$ and
(iii) $P_S A_\Phi^2 Pf = \text{tr}[C D_1^2 f_S] - (u, Q_1^{-1} C D_1 f_S) u - (D \Phi(u), CD_1 f_S) u$.

**Proof** Given $Pf \in P(L^2(\mu^\Phi))$. Choose a sequence $(f_k)_{k \in \mathbb{N}} \subset \mathcal{FC}_b^\infty(B_W)$ converging to $f$ in $L^2(\mu^\Phi)$. Obviously $(Pf_k)_{k \in \mathbb{N}} \subset \mathcal{FC}_b^\infty(B_W)$ converges to $Pf$ in $L^2(\mu^\Phi)$. For all $k \in \mathbb{N}$, it holds $SPf_k = 0$, since $Pf_k$ only depends on the first variable. Using the fact that $(S, D(S))$ is a closed operator we can conclude that $Pf \in D(S)$ and $SP = 0$.

As $P(\mathcal{FC}_b^\infty(B_W)) \subset \mathcal{FC}_b^\infty(B_W)$, it immediately follows that $P(\mathcal{FC}_b^\infty(B_W)) \subset D(A_\Phi)$. Item (i) follows, since for all $f \in \mathcal{FC}_b^\infty(B_W)$ and $(u, v) \in W$ it holds

$$A_\Phi Pf(u, v) = -(v, Q_2^{-1} K_{12} D_1 f_P(u)) v = -(v, Q_2^{-1} K_{12} D_1 f_S(u)) v.$$

To show $A_\Phi P(\mathcal{FC}_b^\infty(B_W)) \subset D(A_\Phi)$, consider a function $f \in \mathcal{FC}_b^\infty(B_W)$ and a sequence of cut-off functions $(\varphi_m)_{m \in \mathbb{N}} \subset C_0^\infty(\mathbb{R}^n)$ provided by Lemma 3.2. Here, $n \in \mathbb{N}$ corresponds to the $n$ such that $f \in \mathcal{FC}_b^\infty(B_W, n)$. Now we define $\varphi_m(v) = \varphi_m(P_n(v))$ and the sequence $(g_m)_{m \in \mathbb{N}}$ by

$$W \ni (u, v) \mapsto g_m(u, v) = \varphi_m(v) A_\Phi Pf(u, v) = -\varphi_m(v)(v, Q_2^{-1} K_{12} D_1 f_S(u)) v.$$
Hence, the lac of boundedness of $A\Phi P f$ in the second variable is compensated with the sequence of cut-off functions and therefore $(g_m)_{m\in\mathbb{N}} \subset \mathcal{F}C_b^\infty(B_W)$. Using the product rule we can calculate for all $m \in \mathbb{N}$

$$A \Phi g_m = (u, Q_1^{-1}K_{21}D_2(A\Phi P f)) \varphi_m^n + (D\Phi, K_{21}D_2(A\Phi P f)) \varphi^n_m$$

$$- (v, Q_2^{-1}K_{12}D_1(A\Phi P f)) \psi_m^n$$

$$+ ((D\Phi, K_{21}D_2\varphi_m^n)U + (u, Q_1^{-1}K_{21}D_2\varphi_m^n)U)A\Phi P f.$$

The theorem of dominated convergence, implies that $(A \Phi g_m)_{m \in \mathbb{N}}$ converges to $(u, Q_1^{-1}K_{21}D_2(A\Phi P f))U + (D\Phi, K_{21}D_2(A\Phi P f))U - (v, Q_2^{-1}K_{12}D_1(A\Phi P f))V$, in $L^2(\mu^\Phi)$. Obviously $(g_m)_{m \in \mathbb{N}}$ converges to $A\Phi P f$ in $L^2(\mu^\Phi)$, as $m \to \infty$. Since $(A\Phi, D(A\Phi))$ is a closed operator we can conclude $A\Phi P (\mathcal{F}C_b^\infty(B_W)) \subset D(A\Phi)$ and the function defined right above is $A^2_\Phi P f$.

In order to show Item $(ii)$ we have to calculate $D_1(A\Phi P f)$ and $D_2(A\Phi P f)$. Due to the structure of $A\Phi P f$, $D_2(A\Phi P f)$ is easily derived to be $-Q_2^{-1}K_{12}D_1 f_{S\Phi}$. Using the fact that $A\Phi P f$ only depends on the first $n$-directions in the first variable one can calculate for all $(u, v) \in W$

$$D_1(A\Phi P f)(u, v) = - \sum_{i,j=1}^n (v, Q_2^{-1}K_{12}d_j) \partial_{ij} f_{S\Phi}(u)d_i.$$ 

To sum up we get

$$A^2_\Phi P f(u, v) = \sum_{i,j=1}^n (v, Q_2^{-1}K_{12}d_j) \partial_{ij} f_{S\Phi}(u)$$

$$- (u, Q_1^{-1}K_{21}Q_2^{-1}K_{12}D_1 f_{S\Phi}(u))_U$$

$$- (D\Phi(u), K_{21}Q_2^{-1}K_{12}D_1 f_{S\Phi}(u))_U.$$ 

Using Lemma 3.3 we obtain

$$\int_V (v, Q_2^{-1}K_{12}d_i) \partial_{ij} f_{S\Phi}(u) \partial_{ij} f_{S\Phi}(u) d\mu_2(v)$$

$$= (Q_2Q_1^{-1}K_{12}d_i, Q_2^{-1}K_{12}d_j)_V = (K_{12}d_i, Q_2^{-1}K_{12}d_j)_V = (Cd_i, d_j)_U,$$

for all $1 \leq i, j \leq n$. We can conclude

$$P_S A^2_\Phi P f(u, v)$$

$$= \sum_{i,j=1}^n \partial_{ij} f_{S\Phi}(u)(Cd_i, d_j)_U - (u, Q_1^{-1}CD_1 f_{S\Phi}(u))_U - (D\Phi(u)CD_1 f_{S\Phi}(u))_U.$$
\[= \text{tr}[C D_1^2 f_S(u)] - (u, Q_1^{-1} C D_1 f_S(u))_U - (D \Phi(u), C D_1 f_S(u))_U.\]

\[\square\]

Again, note that the proof above is based on [18, Lemma 3.4] and lifted to our infinite-dimensional setting. Without further tools we can directly show the algebraic relation stated in Sect. 5 Assumption (A1).

**Lemma 6.3** For all \(f \in \mathcal{F}_b^\infty(B_W)\) it holds \(P A_\Phi P f = 0\).

**Proof** Using Item (i) from Lemma 6.2 it holds for all \(f \in \mathcal{F}_b^\infty(B_W)\) and \((u, v) \in W\)

\[A_\Phi P f (u, v) = -(v, Q_2^{-1} K_{12} D_1 f_S(u))_V.\]

Since the Gaussian measure \(\mu_2\) is centered we have

\[\int_V (v, x)_V d\mu_2(v) = 0 \quad \text{for all} \quad x \in V.\]

Hence we can conclude that \(P_S A_\Phi P f = 0\). The fact that

\[(A_\Phi P f, 1)_{L^2(\mu_\phi)} = (P_S A_\Phi P f, 1)_{L^2(\mu_1^\phi)} = 0,\]

yields \(P A_\Phi P f = 0\) as desired. \(\square\)

The next checkpoint on our list is Assumption (A2), namely the microscopic coercivity. I.e., we address the symmetric part \(S\) of \(L_\Phi\) and need an advanced dissipativity statement. In applications this can be checked via the Poincaré inequality for infinite-dimensional Gaussian measures stated in Proposition 3.12. Moreover, the remark below can be useful.

**Remark 6.4** In [11, Section 10.5.2] it is shown that Item (iii) of Assumption 3.10 holds true, if there exist constants \(M_1, \tilde{\omega}_1 \in (0, \infty)\) such that

\[
\|K_{22}^\frac{1}{2} \exp(-t K_{22} Q_2^{-1}) K_{22}^{-\frac{1}{2}}\|_{L(V)} \leq M_1 \exp(-\tilde{\omega}_1 t), \quad t \in [0, \infty).
\]

In this case \(\omega_1 = \frac{\tilde{\omega}_1}{M_1}\).

**Lemma 6.5** Assume Item (iii) from Assumption 3.10 is valid. Then it holds

\[-(S f, f)_{L^2(\mu_\phi)} \geq \omega_1 \|(I - P_S) f\|_{L^2(\mu_\phi)}^2 \quad \text{for all} \quad f \in \mathcal{F}_b^\infty(B_W),\]

i.e. (A2) with \(\Lambda_m = \omega_1\).

**Proof** In view of the Poincaré inequality from Assumption 3.10 and the integration by parts formula from Theorem 3.6, we obtain for all \(f \in \mathcal{F}_b^\infty(B_W)\)

\[-(S f, f)_{L^2(\mu_\phi)} = \int_U \int_V (K_{22} D_2 f, D_2 f)_V d\mu_2 d\mu_1^\phi\]

\(\square\) Springer
\[
\begin{align*}
\geq \omega_1 \int_U \|f(u, \cdot) - (f(u, \cdot), 1)_{L^2(\mu_2)}\|^2_{L^2(\mu_2)} d\mu_1^\Phi(u) \\
= \omega_1 \|(I - P_S)f\|^2_{L^2(\mu^\Phi)}.
\end{align*}
\]

The upcoming statements are devoted to prove Assumption (A3), i.e. the macroscopic coercivity. Recall the operator \(G\) from Sect. 5.

**Proposition 6.6** Assume Item (i) from Assumption 3.10 is valid. Then the linear operator \((G, \mathcal{F}C^\infty_b(B_W)) = (P A^2_\Phi P, \mathcal{F}C^\infty_b(B_W))\) is essentially self-adjoint in \(L^2(\mu^\Phi)\). Moreover, for \(f \in \mathcal{F}C^\infty_b(B_W)\) and \((u, v) \in W\) it is given via the formula

\[
Gf(u, v) = \text{tr}[CD^2 f_S(u)] - (u, Q^{-1}_1 CD f_S(u))_U - (D\Phi(u), CD f(u))_U.
\]

**Proof** For the moment we consider the operator \((N, \mathcal{F}C^\infty_b(B_U))\), which is for \(f \in \mathcal{F}C^\infty_b(B_U)\) and \(u \in U\) defined by

\[
Nf(u) = \text{tr}[CD^2 f(u)] - (u, Q^{-1}_1 CD f(u))_U - (D\Phi(u), CD f(u))_U.
\]

The integration by parts formula from Theorem 3.11 implies for all \(f \in \mathcal{F}C^\infty_b(B_W)\)

\[
(A^2_\Phi Pf, 1)_{L^2(\mu^\Phi)} = (P_S A^2_\Phi Pf, 1)_{L^2(\mu^\Phi_1)} = (Nf_S, 1)_{L^2(\mu^\Phi_1)} = 0.
\]

This implies

\[
Gf = PA^2_\Phi Pf = P_S A^2_\Phi Pf - (A^2_\Phi Pf, 1)_{L^2(\mu^\Phi)} = P_S A^2_\Phi Pf.
\]

By Lemma 6.2 Item (iii) we obtain the representation of \((G, \mathcal{F}C^\infty_b(B_W))\) promised in the assertion. Note that the calculation above also shows \(Gf = Nf_S\). Another application of the integration by parts formula from Theorem 3.11 shows that \((G, \mathcal{F}C^\infty_b(B_W))\) is symmetric and dissipative in \(L^2(\mu^\Phi)\). As densely defined symmetric operators on a Hilbert space are essentially self-adjoint if and only if they are essentially m-dissipative, it is left to show that \((Id - G)(\mathcal{F}C^\infty_b(B_W))\) is dense in \(L^2(\mu^\Phi)\). We proof this by showing that

\[
((I - G)f, g)_{L^2(\mu^\Phi)} = 0 \quad \text{for all} \quad f \in \mathcal{F}C^\infty_b(B_W), \tag{7}
\]

implies \(g = 0\). So suppose the statement (7) is true. Given \(n \in \mathbb{N}\) and an arbitrary element \(f \in \mathcal{F}C^\infty_b(B_U, n)\). Choose a sequence of cut-off function \((\varphi_m)_{m \in \mathbb{N}} \subset C^\infty_0(\mathbb{R}^n)\) provided by Lemma 3.2. The sequence \((f_m)_{m \in \mathbb{N}}\) defined by \(W \ni (u, v) \mapsto f_m(u, v) = f(u)\varphi_m(P_n(v)) \in \mathbb{R}\) is in \(\mathcal{F}C^\infty_b(B_W)\) and for all \(m \in \mathbb{N}\) it holds

\[
0 = ((I - G)f_m, g)_{L^2(\mu^\Phi)} \\
= (f_m, g)_{L^2(\mu^\Phi)} - \int_W \varphi_m(P_n(v)) Nf(u)g(u, v) d\mu^\Phi(u, v)
\]
\[
(f, gs)_{L^2(\mu_1^\Phi)} - (Nf, gs)_{L^2(\mu_1^\Phi)},
\]
as \(m \to \infty\) by the theorem of dominated convergence. Therefore
\[
0 = ((I - N)f, gs)_{L^2(\mu_1^\Phi)} = 0 \text{ for all } f \in \mathcal{F}_b^C(B_U, n).
\]
Since \(n \in \mathbb{N}\) was arbitrary it holds
\[
0 = ((I - N)f, gs)_{L^2(\mu_1^\Phi)} = 0 \text{ for all } f \in \mathcal{F}_b^C(B_U).
\]
Since \((Id - N)(\mathcal{F}_b^C(B_U))\) is dense in \(L^2(\mu_1^\Phi)\) by Theorem 3.11, it follows \(gs = 0\) in \(L^2(\mu_1^\Phi)\). Thus for all \(f \in \mathcal{F}_b^C(B_W)\)
\[
(f, g)_{L^2(\mu_1^\Phi)} = (Gf, g)_{L^2(\mu_1^\Phi)} = (Nf, gs)_{L^2(\mu_1^\Phi)} = 0.
\]
Therefore \(g = 0\) by the density of \(\mathcal{F}_b^C(B_W)\) in \(L^2(\mu_1^\Phi)\).

\begin{lemma}
Assume that Item (iv) from Assumption 3.10 holds true. Then for all \(f \in \mathcal{F}_b^C(B_W)\) we have
\[
\|A_\Phi P f\|_{L^2(\mu_1^\Phi)}^2 \geq \omega_2 \|P f\|_{L^2(\mu_1^\Phi)}^2,
\]
i.e. Assumption (A3) with \(\Lambda_M = \omega_2\).
\end{lemma}

\begin{proof}
Given \(f \in \mathcal{F}_b^C(B_W)\). It holds by Lemma 3.3 and Item (iv) from Assumption 3.10
\[
\|A_\Phi P f\|_{L^2(\mu_1^\Phi)}^2 = \int_U \int_V (v, Q_2^{-1} K_{12} D_1 f_S(u)) d\mu_2(v) d\mu_1^\Phi(u)
= \int_U (Q_2^{-1} K_{12} D f_S(u), K_{12} D f_S(u)) d\mu_1^\Phi(u)
\geq \omega_2 \int_U (f_S(u) - (f_S, 1)_{L^2(\mu_1^\Phi)})^2 d\mu_1^\Phi(u)
= \omega_2 \|P f\|_{L^2(\mu_1^\Phi)}^2.
\]
\end{proof}

With the help of Lemma 5.1 we want verify Assumption (A4), which addresses the boundedness of the auxiliary operators. The central tool to apply the lemma is the elliptic a priori estimate of Dolbeaut, Mouhot and Schmeiser from [13, Sec. 2, Eq. (2.2), Lem 8]. Since Dolbeaut, Mouhot and Schmeiser only deals with finite dimensions in [13], we had to lift their result to our infinite-dimensional setting. Recall that this lifting is discussed in Sect. 3.

\(\square\) Springer
Proposition 6.8 Assume that Item (v) from Assumption 3.10 holds true with constant \( C_1 \in (0, \infty) \). Then the operator \((BS, \mathcal{F}C_b^\infty(B_W))\) is bounded with

\[
\|BSf\|_{L^2(\mu_\Phi)} \leq C_1\|(I - P)f\|_{L^2(\mu_\Phi)} \quad \text{for all} \quad f \in \mathcal{F}C_b^\infty(B_W),
\]

i.e. the first inequality in (A4) holds true with \( c_1 = C_1 \).

**Proof** To proof the statement we aim to use Lemma 5.1. Given \( f \in \mathcal{F}C_b^\infty(B_W) \) and set \( g = (I - G)f \). As shown in [17, Proposition 2.15] it holds

\[
B^*g(u, v) = A_\Phi Pf(u, v) = -(v, Q_2^{-1}K_{12}D_1f_S(u)V),
\]

where the last equality is due to Lemma 6.3. An approximation with cut-off functions, as in the proof of Lemma 6.2, shows that \( A_\Phi Pf \in D(S) \) with

\[
(BS)^*g(u, v) = S^*A_\Phi Pf(u, v) = S\Phi Pf(u, v) = (v, Q_2^{-1}K_{22}Q_2^{-1}K_{12}D_1f_S(u)V).
\]

Using Lemma 3.3 and Assumption 3.10 we get

\[
\|(BS)^*g\|_{L^2(\mu_\Phi)}^2 = \int_U \int_V (v, Q_2^{-1}K_{22}Q_2^{-1}K_{12}D_1f_S(u)V)^2d\mu_2d\mu_1^\Phi
\]

\[
= \int_U (K_{22}Q_2^{-1}K_{12}D_1f_S(u), Q_2^{-1}K_{22}Q_2^{-1}K_{12}D_1f_S(V))_{\mu_1^\Phi}
\]

\[
\leq C_1^2\|g\|_{L^2(\mu_\Phi)}^2.
\]

Therefore the claim follows by Lemma 5.1. \( \square \)

Proposition 6.9 Assume that Item (i) and (ii) from Assumption 3.10 is satisfied. Then the operator \((BA_\Phi(I - P), \mathcal{F}C_b^\infty(B_W))\) is bounded and

\[
\|BA_\Phi(I - P)f\|_{L^2(\mu_\Phi)} \leq 2\sqrt{2}\|(I - P)f\|_{L^2(\mu_\Phi)} \quad \text{for all} \quad f \in \mathcal{F}C_b^\infty(B_W).
\]

I.e., the second inequality in (A4) holds true with \( c_2 = 2\sqrt{2} \).

**Proof** As in the proposition above we want to apply Lemma 5.1. For \( f \in \mathcal{F}C_b^\infty(B_W) \) and \( g = (I - G)f \) it holds by [17, Proposition 2.15] that

\[
(BA_\Phi)^*f = -A_\Phi^2 Pf.
\]

Using Lemma 6.3 we can calculate

\[
\|A_\Phi^2 Pf\|_{L^2(\mu_\Phi)}^2 = \int_U \int_V \left( \sum_{i, j = 1}^n (v, Q_2^{-1}K_{12}d_i)_V(v, Q_2^{-1}K_{12}d_j)_V\partial_{ij}f_S(u) \right)^2d\mu_2(v)d\mu_1^\Phi(u).
\]
Theorem 6.10 Assume that Assumption 3.4 and 3.10 hold true. Then the operator 
\((L_\Phi, \mathcal{FC}_{\infty}(B_W))\) is essentially \(m\)-dissipative in \(L^2(\mu^\Phi)\). The semigroup \((T_t)_{t \geq 0}\) generated by the closure of \((L_\Phi, \mathcal{FC}_{\infty}(B_W))\) is hypocoercive. In particular, for each \(\theta_1 \in (1, \infty)\) there is some \(\theta_2 \in (0, \infty)\) such that 
\[ 
\|T_t g - (g, 1)\|_{L^2(\mu^\Phi)} \leq \theta_1 e^{-\theta_2 t} \|g - (g, 1)\|_{L^2(\mu^\Phi)} \text{ for all } t \geq 0. 
\]
The constant \( \theta_2 \) determining the speed of convergence can be explicitly computed as

\[
\theta_2 = \frac{1}{2} \left( \frac{\theta_1 - 1}{\theta_1} \right) \frac{\min \{ \omega_1, C_1 \}}{(1 + 2\sqrt{2} + C_1) \left( 1 + \frac{1 + \omega_2}{2\omega_2} (1 + 2\sqrt{2} + C_1) \right) + \frac{1}{2} \frac{\omega_2}{1 + \omega_2} \left( 1 + \omega_2 \right)}.
\]

**Proof** By the considerations above we can determine the constants from (A2)-(A4). I.e., it holds

\[
\Lambda_M = \omega_2 \quad \Lambda_m = \omega_1 \quad c_1 = C_1 \quad \text{and} \quad c_2 = 2\sqrt{2}.
\]

Applying Theorem 5.2 with these constants yields the claim. \( \square \)

**Remark 6.11** In view of Remark 3.12 from [18] one can study the rate of convergence in terms of \( K_{22} \). Indeed, if we assume that \( K_{22} = \alpha Q_2 \) for some \( \alpha \in (0, \infty) \) one can calculate that \( \omega_1 = \alpha \lambda_1 \) and \( C_1 = \alpha \) are valid constants. Hence for small \( \alpha \) we obtain a bad exponential convergence rate. This reflects the observation that for small \( \alpha \) the equation becomes almost deterministic. Since \( \theta_2 \) converges to zero for \( \alpha \to \infty \) the rate of exponential convergence gets arbitrary bad by considering large \( \alpha \). This is consistent with the calculations in [18, Remark 3.12], where a finite-dimensional Langevin equation is considered. Indeed in [18, Remark 3.12] the authors show that the exponential convergence rate in a large damping regime, which corresponds to large \( \alpha \), is of order \( \frac{1}{\alpha} \) and hence arbitrary bad.

We want to end this section with an \( L^2 \)-exponential ergodicity result for the weak solution provided by Theorem 4.7, which is shown in a manifold setting in [24, Corollary 5.2].

**Corollary 6.12** Assume that Assumption 3.4, 3.8 and 3.10 hold true. Let \( \theta_1 \in (1, \infty) \) and \( \theta_2 \in (0, \infty) \) be the constants determined by Theorem 6.10 and

\[
X = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (\theta_t)_{t \geq 0}, (\mathbb{P}_w)_{w \in W}),
\]

the \( \mu^\Phi \)-standard right process providing a weak solution as described in Theorem 4.7. Then for all \( t \in (0, \infty) \) and \( g \in L^2(\mu^\Phi) \), \( T_t g \) is a \( \mu^\Phi \)-version of \( p_t g \). Furthermore, it holds

\[
\left\| \frac{1}{t} \int_{(0,t]} g(X_s) d\lambda(s) - (g, 1)_{L^2(\mu^\Phi)} \right\|_{L^2(\mathbb{P}_\mu^\Phi)} \leq \frac{1}{\sqrt{t}} \sqrt{\frac{2\theta_1}{\theta_2} \left( 1 - \frac{1}{t\theta_2} (1 - e^{-t\theta_2}) \right)} \|g - (g, 1)_{L^2(\mu^\Phi)}\|_{L^2(\mu^\Phi)},
\]

for all \( t \in (0, \infty) \). We call a weak solutions \( X \) with this property \( L^2 \)-exponentially ergodic, i.e. ergodic with a rate that corresponds to exponential convergence of the corresponding semigroup.
Proof The relation between $T_t g$ and $p_t g$, for $t > 0$ and $g \in L^2(\mu^\Phi)$, is part of Theorem 4.3. To show ergodicity, let $t \in (0, \infty)$ and $g \in L^2(\mu^\Phi)$ be given. For $f = g - (g, 1)_{L^2(\mu^\Phi)}$ it holds

$$\left\| \frac{1}{t} \int_{[0,t]} f(X_s) d\lambda(s) \right\|_{L^2(\mathbb{P}_{\mu^\Phi})}^2 = \frac{2}{t^2} \int_{[0,t]} \int_{[0,s]} (T_{s-u} f, f)_{L^2(\mu^\Phi)} d\lambda(u) d\lambda(s)$$

$$\leq \frac{2 \|f\|_{L^2(\mu^\Phi)}^2}{t^2} \int_{[0,t]} \int_{[0,s]} \theta_1 e^{-(s-u)\theta_2} d\lambda(u) d\lambda(s)$$

$$= \frac{1}{t} \frac{2 \theta_1}{\theta_2} \left( 1 - \frac{1}{t \theta_2} (1 - e^{-t \theta_2}) \right) \|f\|_{L^2(\mu^\Phi)}^2.$$  

Note, to obtain the first equality we argued as in [24, Corollary 5.2]. Afterwards, we used the Cauchy-Schwarz inequality and the hypocoercivity of the semigroup. In the last line we computed the integral. \qed

Remark 6.13 From Corollary 6.12 above we can follow, roughly speaking, that time average converges to space average in $L^2(\mathbb{P}_{\mu^\Phi})$ with rate $t^{-\frac{1}{2}}$. If the spectrum of $(L_\Phi, D(L_\Phi))$ contains a negative eigenvalue $-\kappa$ with corresponding eigenvector $g$, then this rate is optimal. Indeed, by a similar reasoning as in the calculation above we get for all $t \in (0, \infty)$

$$\left\| \frac{1}{t} \int_{[0,t]} g(X_s) d\lambda(s) \right\|_{L^2(\mathbb{P}_{\mu^\Phi})} = \frac{1}{\sqrt{t}} \sqrt{\frac{2}{\kappa} \left( 1 - \frac{1}{t \kappa} (1 - e^{-t \kappa}) \right) \|g\|_{L^2(\mu^\Phi)}.}$$

Equality above holds, as the application of the Cauchy-Schwarz inequality is not necessary. Moreover, note that $(g, 1)_{L^2(\mu^\Phi)} = \frac{1}{-\kappa} (L_\Phi g, 1)_{L^2(\mu^\Phi)} = 0.$

7 Examples

We fix a real separable Hilbert space $U$ and a self-adjoint operator $Q \in \mathcal{L}^+(U)$ with corresponding basis of eigenvectors $(e_i)_{i \in \mathbb{N}}$ and a decreasing sequence eigenvalues of $(\lambda_i)_{i \in \mathbb{N}} \subset (0, \infty)$. Moreover, we set $W = U \times U$. For $\alpha_1, \alpha_2 \in (0, \infty)$ such that

$$(\lambda_i^{\alpha_1})_{i \in \mathbb{N}}, (\lambda_i^{\alpha_2})_{i \in \mathbb{N}} \in L^1(\mathbb{N}), \tag{8}$$

we consider $Q_1 = Q^{\alpha_1}$ and $Q_2 = Q^{\alpha_2}$ as covariance operators of two centered Gaussian measures $\mu_1$ and $\mu_2$, respectively. Now we fix a potential $\Phi \in W^{1,2}(U, \mu_1, \mathbb{R})$, which is bounded from below, with bounded gradient and such that $\int_U e^{-\Phi} d\mu_1 = 1$. For $\beta_1, \beta_2 \in (0, \infty)$ we set $K_{12} = Q^{\beta_1}$ and $K_{22} = Q^{\beta_2}$. Since $K_{21} = K_{12}^*$, also $K_{21} = Q^{\beta_1}$. For this particular choice of operators the infinite-dimensional degener-
ate stochastic differential equation (1) reads as follows
\[
\begin{align*}
\frac{dU_t}{t} &= Q^{\beta_1 - \alpha_2} V_t dt \\
\frac{dV_t}{t} &= -(Q^{\beta_2 - \alpha_2} V_t + Q^{\beta_1 - \alpha_1} U_t + Q^{\beta_1} D\Phi(U_t))dt + \sqrt{2Q^{\beta_2}}dW_t.
\end{align*}
\]
(9)
The associated generator is given by
\[
L_{\Phi}f = \text{tr}[Q^{\beta_2} D^2 f] - (v, Q^{\beta_2 - \alpha_2} D_2 f)_U, \\
- (u, Q^{\beta_1 - \alpha_1} D_2 f)_U - (D\Phi(U), Q^{\beta_1} D_2 f)_U + (v, Q^{\beta_1 - \alpha_2} D_1 f)_U.
\]
Assuming
\[
\beta_2 \leq 2\beta_1. 
\]
(10)
Item (i) from Assumption 3.4 is easily verified. Since by construction the other items from Assumption 3.4 are valid, Theorem 3.6 is applicable. I.e., we obtain essential m-dissipativity of \((L_{\Phi}, \mathcal{F}C_0^{\infty}(B_W))\) in \(L^2(W, \mu, \mathbb{R})\).

To construct the corresponding diffusion process \(X\) with infinite lifetime, we have to verify the items from Assumption 3.8. In terms of \(\alpha_1, \alpha_2, \beta_1\) and \(\beta_2\) we need:

(i)
\[
(\lambda_i^{\beta_2})_{i\in\mathbb{N}} \in l^1(\mathbb{N}),
\]
(11)
to ensure that \(K_{22}\) is of trace class.

(ii) A function \(\rho \in L^1(\mu^\Phi)\), such that for all \(n \in \mathbb{N}\), the function \(\rho_n\) defined by
\[
W \ni (u, v) \rightarrow \rho_n(u, v) = \rho(P_n(u), P_n(v)) \in \mathbb{R},
\]
is in \(L^1(\mu^\Phi)\). Furthermore, for all \((u, v) \in W\) we have to check
\[
(P_n(u), Q^{-\alpha_1 + \beta_1} P_n(v))_U - (P_n(v), Q^{-\alpha_2 + \beta_1} P_n(u))_U \leq \rho_n(u, v),
\]
and \(\lim_{n \rightarrow \infty} \rho_n = \rho\) in \(L^1(\mu^\Phi)\).

If
\[
\alpha_1 = \alpha_2, 
\]
(12)
\(\rho = 0\) is the obvious choice. If \(\alpha_1\) is not equal to \(\alpha_2\), chose \(\alpha_1, \alpha_2, \beta_1\) such that \((P_n(u), Q^{-\alpha_1 + \beta_1} P_n(v))_U\) and \((P_n(v), Q^{-\alpha_2 + \beta_1} P_n(u))_U\) define Cauchy sequences in \(L^1(\mu^\Phi)\). I.e., assume that
\[
(\lambda_i^{\beta_1 + \frac{\alpha_3 - \alpha_1}{2}})_{i\in\mathbb{N}}, (\lambda_i^{\beta_1 + \frac{\alpha_4 - \alpha_2}{2}})_{i\in\mathbb{N}} \in l^1(\mathbb{N}).
\]
(13)
This is sufficient, since we obtain for \( n \geq m \) and \( \gamma \in \{ \alpha_1, \alpha_2 \} \)

\[
\int_W |(P_n(u), Q_1^{-\gamma+\beta_1} P_n(v))_U - (P_m(u), Q_1^{-\gamma+\beta_1} P_m(v))_U| d\mu^\Phi(u, v)
\]

\[
\leq \sum_{i=m+1}^n \int_W |\lambda_i^{-\gamma+\beta_1} (u, e_i)_U(v, e_i)_U| e^{-\Phi(u)} d\mu(u, v)
\]

\[
\leq \sum_{i=m+1}^n \lambda_i^{-\gamma+\beta_1} \int_U |(u, e_i)_U| d\mu_1(u) \int_U |(v, e_i)_U| d\mu_2(v)
\]

\[
= \sum_{i=m+1}^n \lambda_i^{-\gamma+\beta_1} \int_{\mathbb{R}} |x| d\mathcal{N}(0, \lambda_i^{\alpha_1})(x) \int_{\mathbb{R}} |x| d\mathcal{N}(0, \lambda_i^{\alpha_2})(x)
\]

\[
= \frac{2}{\pi} \sum_{i=m+1}^n \lambda_i^{-\gamma+\beta_1+\frac{\alpha_1}{2}+\frac{\alpha_2}{2}},
\]

where \( \mathcal{N}(0, \lambda_i^{\alpha_2}) \) and \( \mathcal{N}(0, \lambda_i^{\alpha_1}) \) are one-dimensional centered Gaussian measures with variances \( \lambda_i^{\alpha_2} \) and \( \lambda_i^{\alpha_1} \), respectively. Hence, defining \( \rho \) as the \( L^1(W, \mu^\Phi, \mathbb{R}) \) limit of

\[
(\overline{P}_n(u), Q^{-\alpha_1+\beta_1} \overline{P}_n(v))_U - (\overline{P}_n(v), Q^{-\alpha_2+\beta_1} \overline{P}_n(u))_U,
\]

is another possibility to verify Item (iii) from Assumption 3.8.

To show hypocoercivity, with explicitly computable constants, of the semigroup \((T_t)_{t \geq 0}\) generated by \((L_\Phi, D(L_\Phi))\) we use the results from Sect. 6. It is easy to check that the data conditions and the algebraic relation \( P A P = 0 \) on \( D \) are fulfilled. Hence we are left to verify the microscopic/macroscopic coercivity and the boundedness of the auxiliary operators. The operators \((C, D(C))\) and \((Q^{-1} C, D(Q^{-1} C))\) on \( U \) are given by

\[ C = K_{21} Q_2^{-1} K_{12} = Q^{-\alpha_2+2\beta_1} \quad \text{and} \quad Q^{-1} C = Q^{-\alpha_1-\alpha_2+2\beta_1}, \]

respectively. In order to obtain the microscopic coercivity, we use Remark 6.4. I.e., it is enough to assume that

\[ \beta_2 - \alpha_2 \leq 0. \]

To get the macroscopic hypoocoercivity we need

\[
\|D \Phi\|_{L^\infty(\mu_1)} \leq \frac{1}{2\sqrt{\lambda_1}}. \tag{14}
\]

Moreover, we have to find a constant \( \omega_2 \in (0, \infty) \) s.t. for all \( f \in FC_b^\infty(B_U) \)

\[
\int_U (Q_2^{-1} K_{12} Df, K_{12} Df)_U d\mu_1 \geq \omega_2 \int_U (f - (f, 1)_{L^2(\mu^\Phi)})^2 d\mu_1^\Phi.
\]
If \( \Phi : U \to (-\infty, \infty] \) is convex and lower semicontinuous we get in view of Proposition 3.12 for all \( f \in FC^\infty_b(B_U) \)

\[
\int_U (Q_1 Df, Df) \mu_1^\Phi \geq \lambda_1 \int_U (f - (f, 1)_{L^2(\mu^\Phi)})^2 d\mu_1^\Phi.
\]

In particular, in terms of \( \alpha_1, \alpha_2, \beta_1 \) we need

\[
2\beta_1 - \alpha_2 \leq \alpha_1,
\]

to get the macroscopic coercivity with \( \omega_2 = \lambda_1 \). To obtain boundedness of the auxiliary operators, we have to find a constant \( C_1 \in (0, \infty) \) such that for all \( f \in FC^\infty_b(B_W) \) and \( g = (I - PA^2_\Phi P)f \) it holds

\[
\int_U (K_{21}Q_2^{-1}K_{12}D_1f, Q_1^{-1}K_{22}Q_2^{-1}K_{12}D_1f) d\mu_1^\Phi \leq C_1\|g\|_{L^2(\mu^\Phi)}^2.
\]

By the regularity estimate from Theorem 3.11 we have

\[
\int_U (CD_1f, Q_1^{-1}CD_1f) d\mu_1^\Phi \leq 4\|g\|_{L^2(\mu^\Phi)}^2.
\]

I.e., in terms of \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) this translates to

\[
2\beta_1 - \alpha_1 \leq 2\beta_2 - \alpha_2.
\]

In summary, to obtain hypocoercivity we need the following three conditions

\[
\beta_2 - \alpha_2 \leq 0, \quad 2\beta_1 - \alpha_1 \leq \alpha_2 \quad \text{and} \quad 2\beta_1 - \alpha_1 \leq 2\beta_2 - \alpha_2.
\]

Since the second inequality is implied by the first and the third, we only need

\[
\beta_2 - \alpha_2 \leq 0 \quad \text{and} \quad 2\beta_1 - \alpha_1 \leq 2\beta_2 - \alpha_2. \tag{15}
\]

In the corollary below we summarize the results we just derived.

**Corollary 7.1** Assume we are in the setting as described above, with parameters \( \alpha_1, \alpha_2 \in (0, \infty) \) such that (8) holds. Moreover, let \( \beta_1, \beta_2 \in [0, \infty) \) such that (10) holds true. Then the operator \( (L_\Phi, FC^\infty_b(B_W)) \) is essentially m-dissipative in \( L^2(W, \mu^\Phi, \mathbb{R}) \).

(i) If (11) and either (12) or (13) hold true, then there exist a corresponding diffusion process \( X \) with infinite lifetime providing a weak solution to (9).

(ii) If \( \Phi \) is convex and lower-semicontinuous, (14) and (15) are valid, then the strongly continuous contraction semigroup \( (T_t)_{t \geq 0} \) corresponding to \( (L_\Phi, FC^\infty_b(B_W)) \) is hypocoercive, with explicitly computable constants.
If the assumptions from Item (i) and (ii) are valid, then $X$ is an $L^2$-exponentially ergodic weak solution.

For the rest of this section we want to analyze degenerate stochastic reaction–diffusion equations in the context of the previous example. Non-degenerate equations of this type have already been studied in [9, Section 5].

We set $U = L^2((0, 1), \lambda, \mathbb{R})$ and denote by $(-\Delta, D(\Delta))$ the negative Dirichlet Laplacian, i.e.

$$D(\Delta) = W_0^{1,2}(0, 1) \cap W^{2,2}(0, 1) \subset L^2((0, 1), \lambda, \mathbb{R}),$$

$$-\Delta x = -x''.$$

Moreover, we consider the linear continuous positive self-adjoint operator

$$Q = -\Delta^{-1} : L^2((0, 1), \lambda, \mathbb{R}) \to D(\Delta).$$

As above we define $Q_1, Q_2, K_{22}, K_{21}$ and $K_{12}$ as powers of $Q$ in terms of $\alpha_1, \alpha_2, \beta_1$ and $\beta_2$. Note that $(\sqrt{2} \sin(k\pi \cdot))_{k \in \mathbb{N}}$ is the orthonormal basis of $L^2((0, 1), \lambda, \mathbb{R})$ diagonalizing $Q$ with corresponding eigenvalues $(\lambda_k)_{k \in \mathbb{N}} = (\frac{1}{k^2 \pi^2})_{k \in \mathbb{N}}$. Since $(\lambda_k)_{k \in \mathbb{N}} \in l^0(\mathbb{N})$ for $\theta \in (\frac{1}{2}, \infty)$ we need $\alpha_1, \alpha_2 \in (\frac{1}{2}, \infty)$, by (8). Additionally we fix a continuous differentiable convex function $\phi : \mathbb{R} \to \mathbb{R}$, which is bounded from below. Assume that there is a constant $C \in [0, \infty)$ such that

$$\sup_{t \in \mathbb{R}}|\phi'(t)| \leq C.$$

For such $\phi$ we consider potentials $\Phi : L^2((0, 1), \lambda, \mathbb{R}) \to \mathbb{R}$ defined by

$$\Phi(u) = \int_{(0,1)} \phi(u(\xi))d\lambda(\xi).$$

Note the boundedness of $\phi'$ implies that $\phi$ grows at most linear. Moreover, such potentials are lower semicontinuous by Fatou’s lemma and bounded from below. Using [9, Proposition 5.2] we know that $\Phi$ is in $W^{1,2}(U, \mu_1, \mathbb{R})$ with $D\Phi(u) = \phi' \circ u$ for $u \in L^2((0, 1), \lambda, \mathbb{R})$. In particular, we obtain

$$\|D\Phi\|_{L^\infty(\mu_1)} = \sup_{t \in \mathbb{R}}|\phi'(t)| \leq C.$$

As $\phi$ is convex the same holds true for $\Phi$. Now the degenerate stochastic reaction–diffusion equation reads as

$$dU_t = (-\Delta)^{-\beta_1+\alpha_2} V_t dt,$$

$$dV_t = - ((-\Delta)^{-\beta_2+\alpha_2} V_t + (-\Delta)^{-\beta_1+\alpha_1} U_t + (-\Delta)^{-\beta_1} \phi \circ U_t) dt + \sqrt{2(-\Delta)^{-\beta_2}} dW_t.$$
The corresponding generator is given by

\[
L_{\Phi} f = \text{tr} \left[ \left( -\Delta \right)^{-\beta_2} D_2^2 f \right] + (v, (-\Delta)^{-\beta_2 + \alpha_2} D_2 f)_{L^2(\lambda)} + (u, (-\Delta)^{-\beta_1 + \alpha_2} D_2 f)_{L^2(\lambda)} - (\phi' \circ u, (-\Delta)^{-\beta_1} D_2 f)_{L^2(\lambda)} - (v, (-\Delta)^{-\beta_1 + \alpha_1} D_1 f)_{L^2(\lambda)}.
\]

Now we are able to apply Corollary 7.1. I.e., assuming

\[
\beta_2 \leq 2\beta_1,
\]

suffices to obtain essential m-dissipativity in \(L^2(\mathbb{W}, \mu^\Phi, \mathbb{R})\) of the operator \((L_{\Phi}, \mathcal{F}C_{b}^\infty(B \mathbb{W}))\). To construct the corresponding diffusion process \(X\) with infinite lifetime and providing a weak solution to the degenerate stochastic reaction–diffusion equation we need

\[
\beta_2 > \frac{1}{2},
\]

by (11) and

\[
\alpha_1 = \alpha_2 \quad \text{or} \quad \beta_1 + \frac{\alpha_2}{2} - \frac{\alpha_1}{2}, \quad \beta_1 + \frac{\alpha_1}{2} - \frac{\alpha_2}{2} > \frac{1}{2},
\]

by (13). In order to show hypocoercivity of the semigroup generated by \((L_{\Phi}, D(L_{\Phi}))\) and \(L^2\)-exponential ergodicity of \(X\) we need to assume that \(\sup_{t \in \mathbb{R}} |\phi'(t)| < \frac{\pi}{2}\) and

\[
\beta_2 - \alpha_2 \leq 0 \quad \text{and} \quad 2\beta_1 - \alpha_1 \leq 2\beta_2 - \alpha_2,
\]

by (15).
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