Insight of the thermal conductivity of $\epsilon$–iron at Earth’s core conditions from the newly developed direct $ab$ initio methodology
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The electronic thermal conductivity of iron at Earth’s core conditions is an extremely important physical property in geophysics field. However, the exact value of electronic thermal conductivity of iron under extreme pressure and temperature still remains poorly known both experimentally and theoretically. A few recent experimental studies measured the value of the electronic thermal conductivity of iron at Earth’s core conditions based on the Kubo-Greenwood method. However, these results differ largely with each other. A very recent research has confirmed that for iron at Earth’s core conditions the strength of electron-electron scattering could be comparable to that for electron-phonon scattering, meaning that the electron-electron scattering should also be considered when evaluating the electronic thermal conductivity in the Earth’s core situations. Here, by utilizing a newly developed methodology based on direct non-equilibrium $ab$ initio molecular dynamics simulation coupled with the concept of electrostatic potential oscillation, we predict the electronic thermal conductivity of iron in h.c.p phase. Our methodology inherently includes the electron-phonon and electron-electron interactions under extreme conditions. Our results are comparable to the previous theoretical and experimental studies. More importantly, our methodology provides a new physical picture to describe the heat transfer process in $\epsilon$–iron at Earth’s core conditions from the electrostatic potential oscillation point of view and offers a new approach to study thermal transport property of pure metals in planet’s cores with different temperature and pressures.

I. INTRODUCTION

The decay of radiogenic isotopes and slow cooling process are one of reasons to drive the gigantic thermal engine of the Earth. The geological dynamics induces mountain building, volcanoes and plate tectonics, etc. Another very important result of the geological dynamics is the geomagnetic field, which is generated in the liquid iron core via a thermal dynamo mechanism in the Earth’s core cooling and freezing process[1]. A recent review article by Williams[2] concluded that, the thermal conductivity of iron alloys under the extreme temperature and pressure is a very critical parameter for the heat flow out of Earth’s core at present. It is also important for the inferred age of Earth’s inner core. It will also help us understand the thermal evolution of Earth’s core and lowermost mantle. Thus, it is significant to investigate the thermal transport property and the dynamical evolution of the Earth’s core. As we all know, the Earth’s inner-solid core is mainly composed of metal iron (Fe)[3]. For example, in the previous experimental measurements, the isothermal equation of state of $\epsilon$–iron (hcp phase) and $\gamma$–iron (fcc phase) indicates that the inner core is mainly composed of pure solid iron[4]. It was further confirmed that the Earth’s core consists of a molten iron alloy outer core surrounding a solid inner-core of $\epsilon$–iron[5]. Previous $ab$ initio calculations[6, 7] predict a high thermal conductivity for $\epsilon$–iron generally assumed to form the inner core. Although some other researches showed that the Earth’s inner core is not pure Fe[8–11], from fundamental research point of view, it is still significant to study the pure-phase Fe at the Earth’s core conditions. Despite the efficiency of heat transfer process in Earth’s core determines the dynamics of convection and limits the power available for the geodynamo directly[5], prediction of heat transfer of $\epsilon$–iron under the extreme Earth’s core conditions, most critically the electronic and lattice thermal conductivities, still remain unclear because of intrinsic experimental and theoretical difficulties[12]. For instance, in 2016, the experimental studies from two research groups of Ohta et al.[13] and Konopkova et al.[13] present opposite results for the thermal conductivity.
II. THEORY

Taking theoretical investigation as an example, the previous theoretical studies adopted the Kubo-Greenwood method to evaluate $\kappa_{el}$ of iron at the Earth’s core conditions. However, these studies adopted the Kubo-Greenwood formula as starting point for evaluation of kinetic coefficients, and in this process the electron-electron interaction is not included. In addition, a theoretical work shows that the $\epsilon$-iron is found to behave as a nearly perfect Fermi liquid and the quadratic dependence of the scattering rate in Fermi liquids leads to a modification of the Wiedemann-Franz law (WFL) with suppression of the $\kappa_{el}$ as compared to the electrical one. The strongly correlated electron system significantly increases the electron-electron thermal resistivity, which is found to be of comparable magnitude to that induced by the electron-phonon interaction. This is why we need to consider the electron-electron scattering when evaluating the $\kappa_{el}$ at the Earth’s core conditions.

![Simulation Model](image)

**FIG. 1.** (a) illustrates the simulation model ($\epsilon$-iron) at inner core boundary (ICB) conditions used in our NEAIMD simulations. Fixed boundary conditions at both ends are adopted and the vacuum layers outside of the fixed layers are set up. The periodic boundary conditions are applied in the two lateral directions. (b) is the temperature profile from a representative NEAIMD simulation. (c) is the effective amplitude of electrostatic potential oscillation (EPO) from NEAIMD along the heat flux direction. Here, the representative NEAIMD simulation of $\epsilon$-iron is at 6377.60 K and 330.68 GPa and simulation time is 9 ps.

Recently, we developed a new methodology based on direct non-equilibrium ab initio molecular dynamics (NEAIMD) calculations, which can simultaneously predict the electronic thermal conductivity and lattice (phonon) thermal conductivity of pure metals under the first-principles framework. Here, we apply our newly developed methodology to evaluate the electronic ($\kappa_{el}$) and phononic ($\kappa_{ph}$) thermal conductivities of $\epsilon$-iron at the inner core boundary (ICB) and the core mantle boundary (CMB). Our methodology can directly predict the electronic and phononic thermal conductivities of pure iron metal at the Earth’s core conditions with high accuracy, without necessity of explicitly addressing any complicated scattering process of free electrons. This method also provides a new physical picture to describe the electronic thermal transport. Because the NEAIMD we adopt here is based on the Born-Oppenheimer approximation, it means that during every molecular dynamics step the electronic wave functions will have self-consistent calculation based on the Kohn-Sham equations to reach the convergence criteria. In this process the electron-electron interactions are naturally included, which is one of the major advantages of our NEAIMD method.

Here, our simulation results as shown below are comparable to some previous theoretical studies. It is shown that the thermal conductivity of $\epsilon$-iron in the Earth’s core is high, which corresponds to a recent experimental result. This can support the point of view that the Earth’s core rapid cooling leads to an inner core younger than 0.7 billion years. Then, a geophysical inference can be obtained that the abrupt increase in palaeomagnetic field intensity 1.3 billion years ago may not be related to the Earth’s core birth.

Moreover, different from the conventional WFL theory, the methodology we referred herein describes the electronic thermal transport with a new physical concept. The vibrations of ions will induce the electrostatic potential oscillation (EPO) in space. The physical picture we propose is that, the local EPO can drive the valance shell electrons to collectively oscillate. Then, in the momentum space, the free electrons which are near the Fermi surface could be excited above the Fermi surface and gain the additional thermal kinetic energy simultaneously. Higher temperature corresponds to larger and faster atomic vibration, which will lead to stronger EPO in space. Then, the thermally excited electrons (TEEs) from the high-temperature region will possess more kinetic energy than those in the low-temperature region. When a stable distribution of the thermal kinetic energy of TEEs in space is established along $\nabla T$ (temperature gradient), the heat flux carried by TEEs $\vec{J}_{el}$ and $\kappa_{el}$ can be calculated eventually.

In principle, this methodology includes all the interactions and scattering process of electrons, such as complex electron-electron interactions and electron-phonon interactions. This method does not depend on any artificial parameters and approximations. Thus, it can provide accurate results of $\kappa_{el}$ of pure metals. In addition, the non-equilibrium ab initio molecular dynamics-electrostatic potential oscillation (NEAIMD-EPO) method can pre-
dict the phononic thermal conductivity ($\kappa_{ph}$) of metals simultaneously. Therefore, the NEAIMD-EPO method provides us full access to evaluate the heat transfer process of $\epsilon$–iron in Earth’s core conditions. More specific details of the methodology can be found in our recent paper[16].

FIG. 2. System temperature (a) and pressure (b) oscillate with respect to time for a representative NEAIMD simulation of $\epsilon$–iron at the inner-core boundary (ICB) conditions.

III. COMPUTATIONAL METHODS

We perform NEAIMD simulations through the modified the Vienna ab initio Simulation Package (VASP) [21–23], with the Perdew–Wang (PW91) functional [24, 25] and the projector augmented wave (PAW) method [26, 27]. The electronic exchange-correlation is treated using the generalized-gradient approximation (GGA) of Perdew et al. [28]. In achieving good accuracy for iron at high-pressure, the choice of orbitals that can be treated as valence orbitals is crucial [29]. At ambient pressure, reasonable accuracy can be obtained by treating all atomic states up to and including $3p$ as core states, but this is not satisfactory here because the $3p$ states respond significantly at high pressure [29]. This is mainly because of the fact that $\epsilon$–iron under extreme conditions behaves as a Fermi liquid [7]. In contrast, we have tested the effect on the conductivity of the inclusion in valence of semi-core $3s$ and $3p$ states. We found that inclusion of $3s$ states in the atomic core gives insignificant errors, provided that the nonlinear core corrections are included [29, 30]. Thus, the $3p^{6}4s^{1}3d^{7}$ valence electronic configuration is adopted in this study and the core radii is 1.16 Å [1, 6, 29]. The single atomic orbitals are expanded in plane-waves with an energy cutoff of 400 eV. The electronic energy levels are occupied according to the Fermi-Dirac statistics, with electronic temperature corresponding to the real system temperature (two temperature model). All the calculation details are provided in Sec. 1 of Supplementary Information (SI). To examine the correctness of our strategy for adopting the pseudopotential, we also calculate the thermal conductivity of b.c.c iron at ambient condition. The total thermal conductivity (electronic + phononic) of b.c.c iron is obtained to be 83.68 W/(mK) at 296 K, which is in very well agreement with the experimental data of 80.2 W/(mK) at 300 K and the previous theoretical research [31, 32]. The b.c.c iron results are presented in Sec. 2.6 of SI.

An efficient extrapolation of the charge density was used to speed up the NEAIMD simulations [33] by sampling the Brillouin zone (BZ) with the $\Gamma$ point only. The temperature was controlled with Andersen thermostat [34] and the timestep was set as 1 fs. We run simulations for typically 8 – 10 ps, from which we discarded the first 0.3 ps to allow the system to reach equilibrium. We realize the atomic heat flux in NEAIMD via the Müller-Plathe algorithm [35]. In the Müller-Plathe method, the kinetic energies of the atoms (nuclei) in the heat source and heat sink are continuously exchanged. After sufficient simulation time, we can establish a relatively steady temperature gradient in metals. Figs. 1(a, b) exhibit a representative $\epsilon$–iron model ($4 \times 4 \times 8$ supercell including 256 atoms) for NEAIMD-EPO simulation and the corresponding temperature profile under the ICB (6377.60 K, 330.68 GPa) condition, respectively. An animation of iron atom movement for a representative NEAIMD-EPO simulation is also provided as Supplemental Materials.

FIG. 3. The variation of electrostatic potential oscillation (EPO) in space with simulation time (where we normalize the test charge number to 1). The plotting data originates from the 9-ps NEAIMD-EPO simulation of $\epsilon$–iron at the inner-core boundary (ICB) condition (6377.60 K, 330.68 GPa).

IV. RESULTS

Throughout the NEAIMD-EPO simulation, we can obtain the spatial distribution and the dynamical evolution of the electrostatic potential $U(R)$, where $R$ represents the ion position [10]. Fig. 1(c) presents the statistical results of the effective amplitudes of the EPO in NEAIMD for $\epsilon$–iron lattice in space. Fig. 2 exhibits the evolution
of system pressure and temperature with respect to simulation time for the entire NEAIMD run as presented in Fig. 1. To intuitively demonstrate the dynamic evolution of spatial EPO, we plot the spatial EPO with simulation time in Fig. 3. We can observe the local electric-field variation between neighboring atom layers, and the local-field directions continually changing with time. The local electric-field variation will drive the collective vibration of whole free electrons in it, and then in momentum space the free electrons near the Fermi surface could be thermally excited. The local electric-field oscillation will provides additional kinetic energy to the TEEs through the collective oscillating process of the free electrons in it[16]. Fig. 1(c) shows the distribution of the effective amplitude of EPO ($U_{EPO}(l)$) per atoms-layer along the $\nabla T$, where $l$ is the index for atom layers. Moreover, the amplitude distribution of EPO indicates that how the thermal kinetic energy of TEEs is divided in space. More information of the average effective amplitude of EPO of $\epsilon$-iron at different Earth’s core conditions can be found in Sec. 2.3 of SI. Here, we calculate $U_{EPO}(l)$ using the root mean square (RMS) method[16]:

$$U_{EPO}(l) = \frac{1}{N_{al}} \sum_{j=1}^{N_{al}} \left[ \frac{1}{n_{steps}} \sum_{t_i} (U_j(t_i) - \bar{U}_j)^2 \right], \quad (1)$$

where $n_{steps}$ is the simulation steps, $U_j(t_i)$ is the value of the electrostatic potential $U$ for atom $j$ in a specific layer at the specific time step $t_i$, and $\bar{U}_j$ is the average value of $U_j(t_i)$. Then, the electronic heat flux $J_{el}$ according to the kinetic energy of TEEs between two adjacent atom layers can be defined as[16]:

$$J_{el} = -\frac{n(e) \cdot e \cdot n_{steps}}{S \cdot t} \frac{\partial U_{EPO}(l)}{\partial N_l}, \quad (2)$$

where $S$ represents the cross-sectional area of the simulation model, $t$ is simulation time, $n(e)$ is the valence electrons number per atoms layer, and $\frac{\partial U_{EPO}(l)}{\partial N_l}$ is the gradient in space of the effective amplitude value of EPO via the linear fitting for $U_{EPO}(l)$ with the atom layer index $N_l$ in Fig. 1(c) (excluding heat source and heat sink layers). See the theoretical details in Sec. 2.1 of SI. Finally, based on the Fourier’s law we can calculate $\kappa_{el}$ of $\epsilon$-iron as[16]:

$$\kappa_{el} = \frac{n(e) \cdot e \cdot n_{steps}}{\nabla T \cdot S \cdot t} \frac{\partial U_{EPO}(l)}{\partial N_l}, \quad (3)$$

where $\nabla T$ can be obtained via the linear fitting for temperature profile. The data of a representative case are shown in Fig. 1(b).

Additionally, via integrating the atomic heat flux in the Müller-Plathe algorithm, as shown in Fig. 4 we can estimate the $\kappa_{ph}$ of $\epsilon$-iron at the Earth’s core conditions simultaneously. Here, we adopt an approximation usually used in statistical physics: with sufficient simulation time, the time-average values of $\kappa_{el}$ and $\kappa_{ph}$ should be equal to the ensemble-average values. We have performed the test for the convergence of simulation time and system size. Because of the size-effect limitation, the NEAIMD method will underestimate the $\kappa_{ph}$. We also implemented the phonon Boltzmann transport equation (BTE) method[38] to calculate the $\kappa_{ph}$ of $\epsilon$-iron for comparison. However, because that the fourth- and higher order anharmonicity of phonons will become very important at high temperature[39], the phonon BTE method would overestimate the $\kappa_{ph}$. The details of dis-
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**FIG. 4.** The corresponding integration of the heat flux from the atomic kinetic energy part with time for the case shown in Figs. 1. Here, the slope defines the phonon heat flux which can be used to calculate phonon thermal conductivity.


cussion for \( \kappa_{ph} \) can be found in Sec. 2.8 of SI.

The main simulation results are presented in TABLE. 1 and Fig. 5. We also calculated the errors of \( \kappa_{el} \) in TABLE. 1 via the \( \kappa_{el} \) expression and error propagation theory\[10\], which mainly stems from the gradient of \( U_{EPO} \) and \( V T \)\[10\]. The errors of \( \kappa_{el} \) and more details are provided in Sec. 2.9 of SI. The non-linear effect analysis from temperature and simulation size for \( \kappa_{el} \) of \( \epsilon^{-} \)-iron are shown in Sec. 2.4 of SI. The errors of \( \kappa_{ph} \) estimated in TABLE. 1 mainly originate from the the nonlinearity of the temperature gradient \( V T \). To intuitively see the \( \kappa_{el} \) results from NEAIMD-EPO method, in Fig. 5 we also plot the \( \kappa_{el} \) of \( \epsilon^{-} \)-iron from this work and previous theoretical and experimental data in Fig. 5 with different color bars in 3D style.

Our results at ICB conditions are comparable to the previous theoretical works from Kubo-Greenwood (KG) formula\[6, 15\]. Especially, they are well consistent with the recent theoretical research by Pourvoskii, et al.\[7\]. In the research of Pozzo et al.\[6\], they reported that the \( \kappa_{el} \) of pure solid \( \epsilon^{-} \)-iron at 5500 K and 329 GPa is 286 W/(mK), which is larger than the value \( \kappa_{el} \) at 6000 K and 342 GPa reported by Koker et al.\[15\]. In research by Pourvoskii et al.\[7\], they demonstrate that the electron-electron scattering effect can be comparable to the electron-phonon scattering. They treat the \( \epsilon^{-} \)-iron as strongly correlated electrons system “Fermi-liquids” and consider both the electron-phonon and electron-electron scattering. The Fermi-liquid model seems to be more accurate to describe the thermal transport of \( \epsilon^{-} \)-iron under ICB conditions. However, as the many-body problem is too complicated, there could still lack of some complicated interactions and scattering mechanism of electrons compared with the real situation. Then, they modify the WFL and give a prediction of \( \kappa_{el} \) of perfect \( \epsilon^{-} \)-iron crystal phase at Earth’s core conditions as \( \sim 190 \) W/(mK) at \( \sim 330 \) GPa and \( \sim 6000 \) K. This value is smaller than previous theoretical predictions by Pozzo et al.\[6\] and Koker et al.\[15\]. In addition, our \( \kappa_{el} \) results of \( \epsilon^{-} \)-iron at Earth’s core conditions are also compatible with some recent experimental measurements\[5, 13\].

In comparison, our NEAIMD-EPO method\[10\] can directly simulate the thermal transport process in pure metals. In principle, our method inherently includes all electron-electron and electron-phonon scattering process. Thus, the NEAIMD-EPO method can theoretically reveal the real physical picture of the thermal transport in \( \epsilon^{-} \)-iron at the Earth’s core conditions. Our results in TABLE. 1 (179 W/(mK) at 331 GPa, 6378 K) are very close to the value of \( \sim 190 \) W/(mK) by Pourvoskii, et al.\[7\] under the similar temperature and pressure conditions. The slight difference can be attributed to two facts: (1) the temperature effect; (2) since our method includes all the scatterings of electrons theoretically, our \( \kappa_{el} \) result (179 W/(mK)) is slightly lower than the \( \kappa_{el} \) \( \sim 190 \) W/(mK) from Pourvoskii et al.\[7\]. Our results of \( \kappa_{el} \) of \( \epsilon^{-} \)-iron at ICB and CMB conditions are also consistent with one of experimental works by Ohta, et al.\[13\], which confirm the high thermal conductivity of the Earth’s core. In addition, another advantage of our NEAIMD-EPO method is that, under the NEAIMD-EPO framework we do not need to figure out the electron collision lifetime \( \tau_{el} \), which is usually obtained by the Matthiessen’s rule and mainly originates from the electron-phonon interaction (EPI) and is generally very difficult and complicated to accurately evaluate.

V. CONCLUSION

To conclude, based on first-principles calculations, we use our newly developed methodology of direct non-equilibrium \textit{ab initio} molecular dynamics simulation coupled with the electrostatic potential oscillation (named as “NEAIMD-EPO method”) to simulate the real thermal transport process of \( \epsilon^{-} \)-iron under the Earth’s core conditions. The NEAIMD-EPO method can describe the thermal transport in the Earth’s core conditions in a new physical picture. The method intrinsically includes all electron-electron scatterings and electron-phonon scatterings, and can predict the electronic and phononic thermal conductivity simultaneously. The NEAIMD-EPO method is parameter free and shows robustness in the simulations of the thermal transport process of \( \epsilon^{-} \)-iron at the Earth’s core conditions. Our simulation results are comparable to and are consistent with some recent theoretical and experimental works and confirm that the thermal conductivity of \( \epsilon^{-} \)-iron in the Earth’s core is high. The NEAIMD-EPO method provides a new approach to study the thermal transport properties of metals in extreme conditions. We also expect that our work could be helpful for clarifying the physical nature of the thermodynamic evolution in the Earth’s core.
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