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Abstract—Recent results in language processing show that language models are capable of performing several natural language tasks without the need of supervised learning. A challenging task for pre-trained language models is dialogue summarization. One way of generating summaries is engineering prompt templates for few-shot training. However, a static approach of creating prompts leads to unreliable outcomes between different classes of dialogues. Focusing on the dialogues structure properties we propose a scoring system to improve the few-shot training performances. We build tuned prompts composed by the highest scored dialogue samples. Our evaluation based on ROUGE scores and human evaluation shows that there is an improvement for the experiments in which we use the score system. All experiments are performed within the framework of the GPT-3 API. We use different engines for comparison. Moreover, the human evaluation we conducted showed that the number of failures decreased by 11% after applying our scoring system.
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I. INTRODUCTION

L

A. Related work

As far as we know, there have not been any solutions explored in this direction (i.e. dialogue summarization prompt tuning). Anyway, improving the few-shot training performances is a problem of interest as there can be instabilities in the GPT-3 performances due to the way prompt is chosen [8]. A solution based on contextual calibration was proposed for tasks such as text classification, fact retrieval or information extraction [9].

There have been investigated fine-tuning approaches which also prove that prompt-based tuning increases the language models performances [10] [11]. It is known that GPT series of models are multitask learners [12], but different tasks demand different prompt tuning approaches. Our focus is to find the best way of tuning the prompts for dialogue summarization. The research in dialogue summarization has started to gain popularity in the last two years [13]. There is an impressive increase of data-sets for the summarization of the chat conversations [14] [15] [16] and several models have been developed [17–26].

The main known problem of the dialogue summarization is when the summary provides wrong references [13] [27], distorting the information from the original dialogue, phenomenon also known as hallucinations [28], [29].

B. Solution details

We aim to improve the quality of the summaries generated in a few-shot training regime by choosing the best picks for the training samples. For that, we establish a simple but efficient scoring system which takes into account the dialogue content, size and number of active participants in the conversation.
(Section 3) in order to find feature similarities between dialogues. Two similar conversations will have a higher score than two different ones.

Firstly, we calibrate the scoring system configuration in order to achieve the best performances (Section 4). We separate each component and prove its relevance to the system. The scoring system is initialised with a weight distribution based on the initial experiments. The final distribution is established after several variations.

Secondly, we vary the model temperature. We noticed an increase of the performance around 25% for low temperatures. We continued the experiments at a low temperature of 0.25. More precise determinations can be done for each parameter we consider in our evaluations. However, at the moment there is no proof to state that the scoring system configuration we use will behave at its best for any other data-set. Further work will be needed to analyze that.

C. Evaluations

The performance evaluation is based on the ROUGE scores \cite{30}. The established score system is evaluated with respect to the results obtained with random generated prompts (Section 5). We observe an improvement of the ROUGE scores for the summaries generated with the score system (SS) proposed by us. Apart from evaluating the score system, we also tested the summarization behaviour for different GPT engines. We noticed that SS improves the summarization performances for each engine. Lastly, we performed human evaluation and compared the results with those obtained with ROUGE-1 and ROUGE-L F1 metrics.

II. EXPERIMENTAL SETUP

We used the GPT-3 API\footnote{https://beta.openai.com/} provided by OpenAI \cite{3} to access the GPT-3 engines (curie, curie-instruct-beta, ada, babbage).

A. Datasets

The data-sets on which we rely in experiments are briefly described. They are large datasets that could be used in the training of the dialogue summarization:

1) **SAMSum Corpus** - SCd, *A Human-annotated Dialogue Dataset for Abstractive Summarization* \cite{14} is a dataset published by Samsung researchers in 2019. It contains 16369 messenger conversations created by linguists.

2) **DialogSum** - DSd, *A Real-Life Scenario Dialogue Summarization Dataset* \cite{15} is similar to SAMSum Corpus, but spoken conversations are summarized instead. There are 13460 summarized dialogues labeled manually.

We decided to use mainly the SAMSum Corpus dataset (SCd) to drive several experiments, because it is currently the largest provider of conversations similar to those discussed on online chats. These conversations are generally natural dialogues in English. The topics approached are diverse, such that we can find discussions between friends, colleagues, more formal discussions or even some inappropriate language. Another interesting aspect about SAMSum is the fact that it was created by linguists, who are asked to reproduce common discussions which should reflect reality. The fact that the dialogue samples are not very long (as token count) and the variety of topics are the two main reasons for using SAMSum Corpus in our study.

B. Prompt generation

A preliminary processing takes place for the dialogues considered in the prompt shots selection - the selection pool (SP). We construct the term frequency matrix (TF) and compute the inverse document frequency coefficients (IDF). Also, we retrieve the token count and the number of persons participating in the conversation for each dialogue in SP. The input dialogue which has to be summarized is also analysed. Consequently, the score system is assigning a score with respect to the input dialogue features for each entry in the selection pool. The dialogues having the largest k scores are picked to form the prompt. The dialogues, along with the reference summaries, are constructing the prompt ordered descending by the score. The prompt includes the following components: the instruction hint for summarization (first row), the selected examples and the delimiters (** in our case). We provide an example for a two-shot prompt in Table VII.

C. Implementation details

In our experiments SP consists in the training part of SCd and the tests are taken one by one using input dialogues from the testing part of SCd. The data reduction of the SP is performed before testing. A diagram illustrating the whole process can be visualized in Figure 1. For each SP dialogue we compute and save the features we mentioned earlier (TF, IDF, token count, attendance and ID). The score system is retrieving information about the SP dialogues only by searching through the SP features. Then, we use the IDs of the highest k scored dialogues in order to retrieve the content and the summary. Finally, we construct the prompt by following the order imposed by the scores and generate the summary using the GPT-3 engine. The prompt is engineered in such a way the summary to correspond with the prompt completion. Usually for testing, we repeated this procedure for 50, 100 or 200 runs of the model in the same configuration.

III. SCORING SYSTEM

Three aspects are considered in order to have the best picks of dialogues for the few-shot training of the model: the content, size and attendance. Each of them is characterised by a corresponding score and weight. We establish the weights based on empirical results. The quantities for which an optimal result is sought are the ROUGE coefficients \cite{30}, and, also, the scores given by human evaluations.

A. Content

The content evaluation is based on the TF-IDF approach \cite{31}. Using the BERT tokenizer from transformers library \cite{32},
There is no reason to increase the number of tokens in the conversation if there are multiple ones with similar content. The last condition increases the chances to choose the shorter dialogue and a dialogue from the training dataset. Let $W_d$ be the TF-IDF weights vectors. Then, the content score, $\kappa$, will be the cosine similarity of the two vectors.

**B. Size**

We aim to find dialogues having a similar length to that of the input dialogue. We also can define variables on which we can rely for cost minimisation or faster queries. In these cases, the quality of the selected dialogues from the training data-set would not be the top priority.

Let $S = A \times d_0$ be the set of dialogue pairs from which we search the training shots. For each selected pair $(d, d_0)$ we compute a length similarity coefficient $\lambda$. This coefficient is given by a function $f_\lambda$ which should obey the following conditions:

- $f_\lambda : S \rightarrow [0, 1]$
- $|d| = |d_0| \iff f_\lambda(d, d_0) = 1, \forall d \in A$
- $\forall d_r, d_t$ such that $|d_r| - |d_0| = |d_0| - |d_t| > 0 \Rightarrow f_\lambda(d_t, d_0) \geq f_\lambda(d_r, d_0)$

The last condition increases the chances to choose the shorter conversation if there are multiple ones with similar content. There is no reason to increase the number of tokens in the query which will be handled to the model if the content score is the same. From the distribution of the token count (Figure 2), one can observe that the short conversations are much more and the probability to find content similarities are high. Thus, in most of the cases we can perform the search only through a pool of shorter conversations.

The maximum score is achieved when we pick a conversation of exactly the same token count. If such a sample is not found, then we try to find another one with a small error. Like in the case of a standard deviation, there can be defined an interval within the samples to be scored high. Indeed, we can choose a standard distribution for scoring, meaning that we got a curve similar to a symmetrical Gaussian,

$$f_\lambda(d, d_0) = Ce^{-\frac{|d| - |d_0|}{\sigma}}$$

but which does not help if we are looking to minimize the costs. Shorter conversations help in creating a low token count prompt. Therefore, we will need an asymmetrical curve in order to boost the probability of picking short dialogues. In this work we tested the performance of the asymmetrical double sigmoid (asd) function in two configurations: narrow and broad. Different asd trends can be obtained by modifying the free parameters $c_1$-$c_6$,

$$f_\lambda(d, d_0) = c_1 + \frac{c_2}{1 + \exp \left(-\frac{|d| - |d_0| - c_3 + c_4}{c_5}\right)}$$

The large number of free parameters allowed us to test different shapes and find a good set-up for our experiments.

**C. Attendance**

The number of participants in a dialogue also is a key factor. As also suggested in [33], better results are obtained when the summarization system takes into account the number of persons involved in the discussion. The conversations between two people are usually easier to summarize than those when there are more participants involved. Thus, we group the conversations of the training data-set in two classes: 2 participants class and 3+ participants class. The attendance score is simply

$$\delta_{id} = \begin{cases} 
1 & \text{if the dialogues are in the same class} \\
0 & \text{otherwise} 
\end{cases}$$

**D. Weights**

The final score is given by the weighted sum of the scores:

$$s = w_1 \kappa + w_2 \lambda + w_3 \delta$$
In creating the tuned prompt, we place the scored dialogues in an ascending order. The last slot should be the one scored highest as it has more impact on the completion returned by the model.

IV. CALIBRATING THE SCORE SYSTEM

A. Weights distribution

Several weights are tested whereas keeping the same GPT-3 configuration. By GPT-3 configuration, we refer only to the engine, temperature and number of shots. The results for 50 tests of GPT-3 curie-instruct-beta model at a temperature of 1 are presented in Table I. Standard deviation is provided: score ± std. We notice a slight increase in the average token count if the size weight ($w_2$) is larger than content weight ($w_1$). This confirms that the probability to find content similarities is higher for shorter conversations. Once again, this is due to the nature of the data-set. To establish if this data-set reflects a real scenario or not is beyond the scopes of this work and requires further investigations.

B. Size similarity function

The function which computes the size coefficient has a significant contribution in cost minimisation. We test three functions: the normal distribution with $\sigma = 20$ tokens, meaning a FWHM of 47.2 tokens (gauss), an asymmetrical double sigmoid having a FWHM of 61.8 tokens (ads narrow), and another asymmetrical double sigmoid having a larger FWHM of 85.6 tokens (ads broad). We find that a broader $ads$ function helps for cost minimisation. Also, the performance is not affected significantly. There are very small differences between the ROUGE-1 scores:

- normal distribution ($\sigma = 20$ tokens): 229.63 average token count, 41.76 ROUGE-1 F1 average score
- ads narrow: 220.76 average token count, 41.84 ROUGE-1 F1 average score
- ads broad: 215.96 average token count, 41.9 ROUGE-1 F1 average score

C. Selection pool

The selection pool remains unchanged during the experiments. However, to investigate if the score system results depend on the SP we perform a series of separate experiments including a significant amount of foreign data. The results of these experiments are discussed in the next section.

Software applications can be developed using the score system we propose. To do so, one must consider a way of defining the SP. Different categories of users may use different SP. Depending on the users behaviour, SP will also have to change in time. Consequently, a solution based on dynamic SP can be implemented. Users feedback also can be used in upgrading the SP in two ways: (i) by providing better summaries and (ii) by setting up several preferences. Methods for gathering data to improve or form new SPs could be a continuation of this work.

V. RESULTS AND DISCUSSIONS

In our experiments we use mostly the curie-instruct-beta engine of GPT-3 due to its improved performances with respect to curie engine and cost reasons. To settle the temperature, we vary the temperature using the same score system configuration with $w_1 = 0.5$, $w_2 = 0.3$ and $w_3 = 0.2$ (5:3:2), which is highlighted in Table I. We run the curie-instruct-beta model on 200 two-shot prompts (standard deviation is provided: score ± std) and we obtain better ROUGE scores for lower temperatures as it is presented in Table II. Therefore, we have conducted the experiments at a low temperature setting (0.25).

### Table I

| $w_1$ | $w_2$ | $w_3$ | ROUGE-1 | ROUGE-L | Avg Token Count |
|-------|-------|-------|---------|---------|-----------------|
| 0.5   | 0.3   | 0.2   | 31.9±11.4 | 22.9±11.4 | 251.56 |
| 0.2   | 0.6   | 0.2   | 30.8±11.4 | 22.0±9.2  | 258.84|
| 0.6   | 0.2   | 0.2   | 29.2±11.0 | 20.7±9.1  | 252.2 |
| 0.4   | 0.4   | 0.2   | 28.4±13.6 | 21.1±11.6 | 256.54 |
| 0.6   | 0.3   | 0.1   | 30.4±13.6 | 22.5±11.3 | 251.08 |

### Table II

| Temperature | ROUGE-1 | ROUGE-L |
|-------------|---------|---------|
| 1.00        | 31.2±12.9 | 22.5±10.8 |
| 0.75        | 37.0±12.0 | 28.1±9.0  |
| 0.50        | 38.5±13.4 | 30.5±12.5 |
| 0.25        | 43.4±13.3 | 34.6±12.8 |
| 0.00        | 40.7±13.0 | 32.9±11.2 |

A. Performance evaluation of the score system

We experimented further by running at different numbers of prompt tuning shots. As expected, the performance increases as more tuning samples are provided to the prompt. The results at the temperature of 0.25 for ROUGE-1 and ROUGE-L scores can be seen in Figure 3. Multiple sessions of 100 tests have been made in order to evaluate the fluctuations of the ROUGE scores. In the boxplot from Figure 4 we consider a baseline of random generated prompts using samples from the same SP. An improvement is slightly observed in the case of the prompts tuned using the proposed score system (5:3:2 weights distribution, ads broad for size function). If we assume a normal distribution for the ROUGE scores, there are no visible changes of the standard deviations.

B. Monitoring the costs

We showed in the previous section that we can diminish the costs (i.e. token count) by modifying the coefficients of the size scoring function $f_s$ - which in our case is the asymmetrical double sigmoid. Therefore, we can monitor the costs only by defining the desired settings for the $ads$ function. Obviously, there are many other options for the scoring function. If we are looking only to minimize the costs, then we can choose a function for which $f(d, d_0) = 0$ for any $d$.
and $d_0$ such that $|d| > |d_0|$. Moreover, in order to increase the scoring for shorter conversations, we can give up on the condition that the score is maximum when the dialogues have equal token counts. We study the behaviour of two functions: the piecewise function,

$$f(d, d_0) = \begin{cases} 0 & \text{if } |d| > |d_0| \\ 1 & \text{otherwise} \end{cases} \quad (4)$$

and the following function, that can improve the chance in picking similar size conversations depending on the value of the free parameter $a$,

$$f(x) = \begin{cases} 1 + ax, & \text{if } x \leq 0 \\ 0, & \text{otherwise} \end{cases} \quad (5)$$

We run 100 tests for these functions using SS on 5:3:2 configuration:

- **Piecewise function**: 119.77 average token count
- **Equation 5** ($a = 0.005$): 204.64 average token count

Using a smaller model would also reduce the costs. We evaluated the performances for ada, babbage, curie and curie-instruct-beta engines of GPT-3 with and without using SS. As expected, the results (Figure 5) show that performance decreases significantly when using a smaller model.

**C. Selection pool variations**

We insert data from the DialogSum (DSd) data-set into the current SP, which has been created using the training part of SCd. The new SP consists of 54% samples from SCd (14732), 46% from DSd (12460). We ran the model again for 100 tests with curie-instruct-beta engine at temperature of 0.25 and 5:3:2 ads-broad score system. Also, we run the model only on tests from DSd. The results are shown in Table III. As expected, in the case of one-shot training, the performance is slightly better for a larger SP. However, the SCd only two-shots training scores higher than for the other SPs. Also, there is a large difference in the score provided by SS between DSd experiments and the others. This difference is actually a measure of the discrepancies between SCd and DSd.

**D. Human evaluation**

For human evaluation (HE) we considered four criteria following [34]: Coherence - it is related to the overall quality of the sentences and how well is the summary structured, Consistency - it measures the factual information transfer, Fluency - it scores the quality of individual sentences (i.e. grammar, formatting and so forth) and Relevance - it shows how important is the selected information, an excess of information is penalised. We asked the annotators to rate different summaries for 100 dialogues on a scale from 1 to 5. The evaluation was blind and it included the reference summary from SAMSum dataset and the summaries generated by GPT-3’s curie-instruct-beta (two shots and 5:3:2 low temperature configuration) with and without applying the score system. The results are presented in Table V. The average scores of 3 x 100 dialogue summaries are provided together with the number of dialogues rated between unit intervals. A significant increase due to the use of the scoring system can be observed. For Relevance we can spot the largest difference in the average score. However, an improvement is visible for each criterion. The number of failures (i.e. poor summaries rated under 2.5) decreases with 11% of the total amount of dialogues after applying the scoring system.
We calculated the Pearson coefficient to evaluate the correlation between human judgment and ROUGE scores (Table VI). We see that the ROUGE scores are not reliable in this case. There are many examples, as the one provided in Table IV, where very good summaries are rated with low ROUGE scores.

VI. CONCLUSION

In this study, we investigated possible prompt-based improvements of language models to perform abstractive summarization. We show that choosing the right dialogues can increase the quality of the summaries and reduce the number of failures by 11%. We test the scoring system for several GPT-3 engines and we obtain better results for each engine when applying the scoring system. Also, the scoring system we proposed for selecting the best picks to create prompts also control the computational costs by using different size similarity functions. We proved that content similarities between dialogues are also valuable for tuning the prompt, and as a result, computational resources can be saved.

We evaluate the scoring system using ROUGE metrics and, also, by conducting human evaluation. It seems that in our experiment small variations in the average ROUGE score correspond to larger discrepancies in the scores given by the annotators. However, both evaluations show that applying the score system increases the quality of the summaries.

By studying the selection pool behavior, we identified another research direction that can represent a future work. The way one gathers the dialogue samples in the selection pool can lead to different results. It may be necessary to engineer dynamic size similarity functions. We proved that content similarities are also valuable for tuning the prompt, and as a result, computational resources can be saved.
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Will: hey babe, what do you want for dinner tonight?
Emma: gah, don’t even worry about it tonight
Will: what do you mean? everything ok?
Emma: not really, but it’s ok, don’t worry about cooking though, I’m not hungry
Will: Well what time will you be home?
Emma: soon, hopefully
Will: you sure? Maybe you want me to pick you up?
Emma: no no it’s alright. I’ll be home soon, I’ll tell you when I get home.
Will: Alright, love you.
Emma: love you too.
### TABLE VII

**EXAMPLE OF A TWO-SHOT TRAINING TO ILLUSTRATE THE PROMPT STRUCTURE**

| Item       | Prompt                                                                 |
|------------|------------------------------------------------------------------------|
| Hint       | Summarize conversations                                               |
| Delimiter  | ***                                                                    |
| Shot 1     | Jackson: file-gif                                                      |
|            | Jackson: file-gif                                                      |
|            | Jackson: file-gif                                                      |
|            | Jackson: file-gif                                                      |
|            | Madison: LOL dude stop it, you're being such a little troll right now  |
|            | Jackson: file-gif                                                      |
|            | Jackson: file-gif                                                      |
|            | Jackson: file-gif                                                      |
|            | Madison: STOP lol                                                      |
|            | Jackson: file-gif                                                      |
|            | Jackson: :)                                                            |
| Delimiter  | ***                                                                    |
| Summary 1  | Summary: Jackson is sending Madison a lot of gifs.                    |
| Delimiter  | ***                                                                    |
| Shot 2     | Paul: Hey Rosie ;3                                                     |
|            | Rosemary: Hey Paoloooo                                                 |
|            | Paul: i had so much fun last time we met                               |
|            | Paul: i miss you already                                               |
|            | Rosemary: miss you too                                                 |
|            | Rosemary: file-gif                                                     |
|            | Paul: file-gif                                                         |
|            | Paul: file-gif                                                         |
|            | Paul: yesterday i quit my job                                          |
|            | Rosemary: wait what? :(                                                |
|            | Paul: yeah im pissed                                                   |
|            | Paul: they fired most of my friends                                    |
|            | Paul: so i quit                                                        |
|            | Rosemary: :(                                                           |
|            | Paul: dont worry ive been saving money for long time                    |
|            | Paul: i’ll find sth soon ;);                                            |
|            | Rosemary: good luck :O                                                 |
| Delimiter  | ***                                                                    |
| Summary 2  | Summary: Paul quit his job yesterday because most of his friends got laid off. He has money saved and will find a new job soon. |
| Delimiter  | ***                                                                    |
| Dialogue to summarize | Hannah: Hey, do you have Betty’s number?                                |
|            | Amanda: Lemme check                                                    |
|            | Hannah: file-gif                                                       |
|            | Amanda: Sorry, can’t find it                                           |
|            | Amanda: Ask Larry                                                      |
|            | Amanda: He called her last time we were at the park together            |
|            | Hannah: I don’t know him well                                          |
|            | Hannah: file-gif                                                       |
|            | Amanda: Don’t be shy, he’s very nice                                   |
|            | Hannah: If you say so..                                                |
|            | Hannah: I’d rather you texted him                                      |
|            | Amanda: Just text him :)                                               |
|            | Hannah: Ugh.. Alright                                                 |
|            | Hannah: Bye                                                           |
|            | Amanda: Bye bye                                                        |
| Delimiter  | ***                                                                    |
| Summary to complete | Summary:                                                                  |
|
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