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Abstract

We calculate the unpolarized twist-2 three-loop splitting functions $P_{qg}^{(2)}(x)$ and $P_{gg}^{(2, N_F)}(x)$ and the associated anomalous dimensions using massive three-loop operator matrix elements. While we calculate $P_{gg}^{(2, N_F)}(x)$ directly, $P_{qg}^{(2)}(x)$ is computed from 1200 even moments, without any structural prejudice, using a hierarchy of recurrences obtained for the corresponding operator matrix element. The largest recurrence to be solved is of order 12 and degree 191. We confirm results in the foregoing literature.
1 Introduction

The three-loop anomalous dimensions and splitting functions $P_{ij}^{(2)}(x)$ govern the scale-evolution of the parton distribution functions in Quantum Chromodynamics (QCD) at next-to-next-to-leading order (NNLO) and are of importance for precision predictions at $ep$- and hadron colliders, such as HERA, the Tevatron and the LHC. They are instrumental for the precise prediction of the Higgs-, top-quark, and jet-production cross sections, concerning both, the parton distribution functions \cite{1,2} and the strong coupling constant $\alpha_s(M_Z)$ \cite{3}, thus allowing the exploration of the hitherto heaviest systems in the Standard Model in greatest possible detail. High precision predictions are also of importance for planned $ep$-facilities as EIC and LHeC \cite{4}, operating at high luminosity. A first computation of the three-loop splitting functions was performed in Refs. \cite{5,6}, after the calculation of fixed moments for these quantities in Refs. \cite{7–9}. In these references the anomalous dimensions were calculated using massless processes.

In the present paper we compute the splitting function $P_{gg}^{(2)}$ and the $N_F$-dependent part of $P_{gg}^{(2)}$ independently using massive three-loop operator matrix elements (OMEs). They are necessary for the computation of the heavy flavor contributions to deep-inelastic scattering in the region of virtualities $Q^2$ much larger than the heavy quark mass squared $m^2$. While we obtain the complete expression for $P_{gg}^{(2)}$, only the $N_F$-part of $P_{gg}^{(2)}$ emerges, since the respective process is proportional to the color factor $T_F$.\footnote{In $SU(N_c)$ the color factors contributing to the three-loop anomalous dimensions are given by $T_F = 1/2, C_A = N_c, C_F = (N_c^2 - 1)/(2N_c)$, with $N_c$ the number of colors and $N_c = 3$ in case of QCD.}

We calculate $P_{gg}^{(2,N_F)}$ directly by applying the techniques described in Ref. \cite{10}. In the case of $P_{gg}^{(2)}$, we apply the recently proposed method of large Mellin moments \cite{11}. In previous papers we have obtained the corresponding contributions $\propto T_F$ for the splitting functions $P_{gg}^{(2,N_F)}, P_{qq}^{(2,NS,N_F)}, P_{qq}^{(2,NS,TR,N_F)}$ \cite{12,13} and the complete splitting function $P_{qq}^{(2,PS)}$ \cite{14}. A series of Mellin moments for these quantities has been obtained before in Ref. \cite{9}. Our results agree with those of the previous calculation in Refs. \cite{5,6}. Recently, parts of the three-loop anomalous dimensions $\propto T_F$ have also been obtained for a series of anomalous dimensions in two-mass calculations \cite{15}.

The paper is organized as follows. In Section 2 we describe the calculation of the anomalous dimensions $\gamma_{gg}^{(2)}$ and $\gamma_{gg}^{(2,N_F)}$ in Mellin-$N$ space. Section 3 contains the conclusions. In the Appendices we present the splitting functions in $x$-space and give some technical details in calculating master integrals. In all representations we project onto the algebraic basis \cite{16}, both for the harmonic sums \cite{17,18} and the harmonic polylogarithms (HPLs) \cite{19}.

2 The Anomalous Dimensions

In the following, we will use the massive OMEs $A_{Qg}^{(3)}$ and $A_{gg,Q}^{(3)}$, cf. Ref. \cite{9}, to calculate the anomalous dimensions. The unrenormalized OMEs $\hat{A}_{Qg}^{(3)}$ and $\hat{A}_{gg,Q}^{(3)}$ were given in \cite{9}\footnote{In $SU(N_c)$ the color factors contributing to the three-loop anomalous dimensions are given by $T_F = 1/2, C_A = N_c, C_F = (N_c^2 - 1)/(2N_c)$, with $N_c$ the number of colors and $N_c = 3$ in case of QCD.}

\[
\hat{A}_{Qg}^{(3)} = \left( \frac{\hat{m}^2}{\mu^2} \right)^{3\varepsilon/2} \left[ \frac{\hat{\gamma}_{gg}^{(0)}}{6\varepsilon^3} \right] \frac{1}{(N_F + 1)\gamma_{gg}^{(0)}\gamma_{QQ}^{(0)} + \gamma_{QQ}^{(0)}[\gamma_{QQ}^{(0)} - 2\gamma_{gg}^{(0)} - 6\beta_0 - 8\beta_{0,Q}] + 8\beta_0^2} \\
+ 28\beta_{0,Q}\beta_0 + 24\beta_0^2 + \gamma_{gg}^{(0)}[\gamma_{QQ}^{(0)} + 6\beta_0 + 14\beta_{0,Q}] + \frac{1}{6\varepsilon^2} [\hat{\gamma}_{gg}^{(1)}[2\gamma_{gg}^{(0)} - 2\gamma_{gg}^{(0)} - 8\beta_0} \\
- 10\beta_{0,Q}] + \hat{\gamma}_{gq}^{(0)}[\hat{\gamma}_{gq}^{(1),PS} \{1 - 2N_F\} + \gamma_{gq}^{(1),NS} + \gamma_{gq}^{(1),NS} + 2\hat{\gamma}_{gg}^{(1)} - \gamma_{gg}^{(1)} - 2\beta_1 - 2\beta_{1,Q}] 
\]

\[
\hat{A}_{gg,Q}^{(3)} = \left( \frac{\hat{m}^2}{\mu^2} \right)^{3\varepsilon/2} \left[ \frac{\hat{\gamma}_{gg}^{(0)}}{6\varepsilon^3} \right] \frac{1}{(N_F + 1)\gamma_{gg}^{(0)}\gamma_{QQ}^{(0)} + \gamma_{QQ}^{(0)}[\gamma_{QQ}^{(0)} - 2\gamma_{gg}^{(0)} - 6\beta_0 - 8\beta_{0,Q}] + 8\beta_0^2} \\
+ 28\beta_{0,Q}\beta_0 + 24\beta_0^2 + \gamma_{gg}^{(0)}[\gamma_{QQ}^{(0)} + 6\beta_0 + 14\beta_{0,Q}] + \frac{1}{6\varepsilon^2} [\hat{\gamma}_{gg}^{(1)}[2\gamma_{gg}^{(0)} - 2\gamma_{gg}^{(0)} - 8\beta_0} \\
- 10\beta_{0,Q}] + \hat{\gamma}_{gq}^{(0)}[\hat{\gamma}_{gq}^{(1),PS} \{1 - 2N_F\} + \gamma_{gq}^{(1),NS} + \gamma_{gq}^{(1),NS} + 2\hat{\gamma}_{gg}^{(1)} - \gamma_{gg}^{(1)} - 2\beta_1 - 2\beta_{1,Q}] 
\]
\[ +6 \delta m_1^{-1} \zeta_{qq}^{(0)} \left[ \gamma_{qq}^{(0)} - \gamma_{qq}^{(0)} + 3 \beta_0 + 5 \beta_{0,Q} \right] + \frac{1}{\varepsilon} \left( \frac{\zeta_{gg}^{(2)}}{3} - N_F \frac{\zeta_{gg}^{(2)}}{3} + \gamma_{gg}^{(0)} \left[ a_{gg,Q}^{(2)} - N_F a_{Qg}^{(2),PS} \right] \right) \\
+ a_{qq}^{(2)} \left\{ \gamma_{qq}^{(0)} - \gamma_{gg}^{(0)} - 4 \beta_0 - 4 \beta_{0,Q} \right\} + \frac{\zeta_{qq}^{(0)} \zeta_2}{16} \left\{ 2 \gamma_{qq}^{(0)} - \gamma_{qq}^{(0)} - 6 \beta_0 + 2 \beta_{0,Q} \right\} \\
- (N_F + 1) \gamma_{qq}^{(0)} \gamma_{gg}^{(0)} + \gamma_{gg}^{(0)} \left\{ - \gamma_{gg}^{(0)} + 6 \beta_0 \right\} - 8 \beta_0^2 + 4 \beta_{0,Q} \beta_0 + 24 \beta_{0,Q}^2 + \frac{\delta m_1^{(1)}}{2} \left[ -2 \zeta_{qq}^{(1)} \right] \\
+ 3 \delta m_1^{-1} \zeta_{qq}^{(0)} + 2 \delta m_1^{-1} \gamma_{gg}^{(0)} + \delta m_1^{-1} \left[ \gamma_{gg}^{(0)} - \gamma_{qq}^{(0)} + 2 \beta_0 + 4 \beta_{0,Q} \right] - \delta m_1^{-1} \zeta_{qq}^{(0)} \right) \\
+ a_{(3)}^{(3)} \right] \\
(2.1) \]

and
\[ \tilde{A}_{gg,Q}^{(3)} = \left( \frac{m^2}{\mu^2} \right)^{3 \varepsilon/2} \left[ \frac{1}{\varepsilon^3} \left( \frac{\gamma_{gg}^{(0)} \gamma_{gg}^{(0)}}{6} \right) \left\{ \gamma_{gg}^{(0)} - \gamma_{gg}^{(0)} + 6 \beta_0 + 4 N_F \beta_{0,Q} + 10 \beta_{0,Q} \right\} \\
- \frac{2 \gamma_{gg}^{(0)} \beta_{0,Q}}{3} \left[ 2 \beta_0 + 7 \beta_{0,Q} \right] - \frac{4 \beta_{0,Q}^2 + 7 \beta_{0,Q} \beta_{0,Q} + 6 \beta_{0,Q}^2 \right] \right) \\
+ \frac{1}{\varepsilon^2} \left( \frac{\gamma_{gg}^{(0)} \zeta_{gg}^{(1)}}{3} \right) + \frac{\gamma_{gg}^{(0)} \zeta_{gg}^{(1)}}{3} \left[ 4 \beta_0 + 7 \beta_{0,Q} \right] \\
+ \frac{2 \beta_{0,Q} \beta_0}{3} \left\{ \gamma_{gg}^{(1)} + \beta_{1,Q} \right\} + \frac{2 \gamma_{gg}^{(0)} \zeta_{gg}^{(1)}}{3} + \frac{\delta m_1^{(-1)}}{- \gamma_{gg}^{(0)} \gamma_{gg}^{(0)} - 2 \beta_0, \gamma_{gg}^{(0)} - 10 \beta_{0,Q}^2} \\
- \frac{6 \beta_{0,Q} \beta_0}{3} \right\} \right) + \frac{1}{\varepsilon^2} \left( \frac{\gamma_{gg}^{(2)}}{3} - 2 \left( 2 \beta_0 + 3 \beta_{0,Q} \right) a_{gg,Q}^{(2)} + 2 a_{gg,Q}^{(2)} - N_F \gamma_{gg}^{(0)} \right) \\
- \frac{\beta_0 Q \zeta_2}{4} \left\{ \gamma_{gg}^{(0)} \right\} \left\{ 2 \beta_0 - \beta_{0,Q} \right\} + 4 \beta_{0,Q}^2 \\
- 2 \beta_{0,Q} \beta_0 - 12 \beta_{0,Q}^2 \right\} + \frac{\delta m_1^{(-1)}}{-3 \delta m_1^{(-1)} \beta_{0,Q} - 2 \delta m_1^{(-1)} \beta_{0,Q} - \zeta_{gg}^{(1)} \right\} \\
+ \frac{\gamma_{gg}^{(0)} \zeta_{gg}^{(1)}}{16} \left[ \gamma_{gg}^{(0)} - \gamma_{gg}^{(0)} + 2 \left( 2 N_F + 1 \right) \beta_{0,Q} + 6 \beta_0 \right] + \frac{\beta_0 Q \zeta_2}{4} \left\{ \gamma_{gg}^{(0)} \right\} \left\{ 2 \beta_0 - \beta_{0,Q} \right\} + 4 \beta_{0,Q}^2 \\
\left[ -2 \beta_{0,Q} \beta_0 - 12 \beta_{0,Q}^2 \right] + \delta m_1^{-1} \left[ -3 \delta m_1^{(-1)} \beta_{0,Q} - 2 \delta m_1^{(-1)} \beta_{0,Q} - \zeta_{gg}^{(1)} \right\} \\
+ \delta m_1^{(-1)} \left[ - \zeta_{gg}^{(0)} \gamma_{gg}^{(0)} - 2 \gamma_{gg}^{(0)} \beta_{0,Q} - 4 \beta_{0,Q} \beta_0 - 8 \beta_{0,Q}^2 \right] + 2 \delta m_1^{(-1)} \beta_{0,Q} \right) + a_{gg,Q}^{(3)} \right]. \]

(2.2)

Here, \( m \) denotes the heavy quark mass, \( \varepsilon = D - 4 \) the dimensional parameter, \( \mu \) the factorization scale, \( \zeta_i, l \in \mathbb{N}, l \geq 2 \) denotes the values of the Riemann \( \zeta \) function at integer argument, \( N_F \) is the number of massless quark flavors, \( \beta_i \) the expansion coefficients of the QCD \( \beta \)-function, \( \beta_{1,Q} \) related expansion coefficients associated to heavy quark effects, \( \gamma_{ij}^{(k)} \) the expansion coefficients of the anomalous dimensions, and \( \delta m_i^{(l)} \) the expansion coefficients of the unrenormalized quark mass, cf. \[9\]. The coefficients \( a_{ij}^{(k)} \) denote the constant terms of the OMEs at \( k \)-loop order and \( \tilde{a}_{ij}^{(k)} \) the corresponding terms at \( O(\varepsilon) \), \([9, 20, 24]\).

Furthermore, we use the convention
\[ \tilde{f}(N_F) = f(N_F + 1) - f(N_F) \quad (2.3) \]
\[ \tilde{f}(N_F) = \frac{f(N_F)}{N_F} \quad (2.4) \]

The pole terms \( O(1/\varepsilon^3) \) and \( O(1/\varepsilon^2) \) contain the complete \( O(a_s) \) and \( O(a_s^2) \) anomalous dimensions, and the single pole term allows to obtain the terms \( \propto T_F N_F \) of the \( O(a_s^2) \) anomalous
dimensions $\gamma_{qg}^{(2)}$ and $\gamma_{gg}^{(2)}$, which in the case of $\gamma_{qg}^{(2)}$ is the complete anomalous dimension.

The Feynman diagrams contributing to the OMEs $A_{Qg}^{(3)}$ and $A_{gg, Q}^{(3)}$ were generated by the code QGRAF [25]. The color configurations were calculated using the package Color [26] and the Feynman integrals were reduced to master integrals using the package Reduze 2 [27, 28]. There are different techniques available to calculate the master integrals, which have been summarized in Refs. [11] and [10].

2.1 The Anomalous Dimension $\gamma_{qg}^{(2)}$

In calculating $\gamma_{qg}^{(2)}$ we have used the method of large moments [11]. First the local operator insertions $(\Delta p)^N$ are formally resummed into propagator like terms by

$$
(\Delta p)^N \to \sum_{k=0}^{\infty} x^N (\Delta p)^N = \frac{1}{1 - x\Delta p}.
$$

(2.5)

The system of differential equations in the variable $x$ obeyed by the master integrals can be obtained by integration by parts identities through Reduze 2. The master integrals can then be expanded into a formal Laurent-Taylor series, which can be inserted in the differential equations, leading to associated difference equations, with known initial conditions. One can then exploit these difference equations to generate a large set of moments for each color and $\zeta$-value coefficient, expressed as a sequence of rational numbers. In the present approach it is required that the master integrals have to be known to a higher order in the dimensional parameter $\varepsilon$. Usually standard techniques allow to derive the corresponding expansion. In one particular case we had to spend some effort to obtain the initial conditions for some master integrals, which is described in Appendix B.

With the corresponding series of rational numbers at hand, we use the algorithm of guessing [31] to derive their associated minimal recurrence. Using the package Sigma [32, 33] this recurrence is then solved in terms of nested sums and the solutions are afterwards transformed to special function formats using the package HarmonicSums [34–38].

The recurrences derived for the anomalous dimension are first order factorizable and have therefore sum- and product solutions according to difference field theory [39–46]. Moreover, the solutions turn out to be given even in terms of harmonic sums only. To obtain a solution conform with a later analytic continuation one should consider even moments only, which would require a twice as large set of moments as input. In many problems this number is so high that it might be difficult to reach. Alternatively, one can start by taking all moments and derive a first expression at general values of $N$, from which only the even moments are then projected. This is algebraically possible by considering $(-1)^N$ as a variable $y$ and performing division with remainder w.r.t. the polynomial $1 - y$ (or $1 + y$). In this way we obtain the $N$th moment of the single pole term. The use of also odd moments is possible in other approaches and recommended if a lower number of moments allows to obtain the difference equation to be determined. It yet corresponds to a different problem in general. However, given a recurrence for odd and even values, one can now generate easily a very high number of moments using this recurrence, can extract afterwards the needed even moments and can repeat the guessing process with the now sufficiently large number of even moments.

In the calculation we computed only the irreducible contributions and added the other terms known already as a function of $N$, cf. Refs. [9, 20–24]. Here the master integrals are not

---

2See Ref. [9] for the implementation of the local operators.
3The package Reduze 2 uses the packages FERMAT [29] and Ginac [30].
solved in terms of sums, but only their moments are determined and those are inserted into
the expressions of $A_{qg}^{(3)}$, for which, again, only moments are calculated at first. We have then
projected the irreducible contributions, using the known terms, on to $\gamma_{qg}^{(2)}$ using Eq. (2.1).

The order and degree of the recurrences associated to the different color and $\zeta$-factors, as well the times to guess the corresponding recurrences using Guess [31] and to solve them using the packages Sigma [32,33] and HarmonicSums [34–38] are summarized in Table 1. We have generated 2000 even moments for the unrenormalized expression $\hat{A}_{qg}^{(3)}$ up to its $1/\varepsilon$ term using the package SolveCoupledSystem in which the method of large moments is implemented [11]. The computation of the moments for the master integrals took 9.30 days per kernel, where we parallelized to 15 kernels. The creation of all pole terms in $\hat{A}_{qg}^{(3)}$ took 10.67 days/kernel where we parallelized to 25 kernels. The moments of the OME formed the input of the subsequent calculation. We used the even moments to guess the corresponding recurrences using Guess [31].

The implementation of the guesser in Sage [47,48] needs a much shorter time to find a recurrence than an earlier one written in Mathematica [31]. The total guessing time of $\sim 89$ sec was smaller than the corresponding one using the Mathematica-version by a factor 75. The Sage-version of the guesser does currently not report the number of moments used. For the most demanding example, the $C^2_A T_F N_F$-term, 1000 moments were not sufficient, but 1200 moments were. In our earlier study [49], slightly different recurrences were obtained, since there we determined them from even and odd moments. The present recurrences are somewhat shorter.

The computation time for the last two steps to obtain $\gamma_{qg}^{(2)}$ amounted to 44.6 min, which included the time to create the different recurrences through guessing and their solution to obtain the closed expressions as a function of the Mellin variable $N$.

This computational time and memory requirement are much shorter than that one using the traditional method, where first all master integrals are calculated in explicit form and are then inserted to obtain the final result. The costs to determine the different master integrals as functions of $N$ would be much higher, if possible at all, because elliptic structures may arise at higher orders in $\varepsilon$.

In any case, the time needed to reduce the OME to master integrals is the longest part of the calculation. Using Reduze 2 [27,28] the reduction time amounted to several months. Similar or larger run times are expected also for other reduction programs.

| order | color/ζ_l | degree | $\tau_{\text{guess}}$ [sec] | $\tau_{\text{solve}}$ [sec] |
|-------|-----------|--------|-----------------------------|-----------------------------|
| 1     | $T_F N_F$ | 4      | 0.16                        | 0.12                        |
| 3     | $C_A T_F N_F$ | 29     | 0.40                        | 3.35                        |
| 3     | $C_F T_F N_F$ | 26     | 0.44                        | 2.73                        |
| 12    | $C^2_A T_F N_F$ | 191    | 36.41                       | 1038.31                     |
| 2     | $C^2_A T_F N_F \zeta_3$ | 14     | 0.19                        | 1.18                        |
| 10    | $C^2_F T_F N_F$ | 140    | 12.14                       | 487.35                      |
| 1     | $C^2_F T_F N_F \zeta_3$ | 7     | 0.16                        | 0.19                        |
| 12    | $C_F C_A T_F N_F$ | 185    | 34.12                       | 998.08                      |
| 2     | $C_F C_A T_F N_F \zeta_3$ | 14     | 0.28                        | 1.19                        |
| 5     | $C_A T_F N_F^2$ | 59     | 1.62                        | 28.95                       |
| 5     | $C_F T_F N_F^2$ | 68     | 3.46                        | 22.21                       |

Table 1: Recurrence and run-time parameters to determine the anomalous dimension $\gamma_{qg}^{(k)}(N)$. 
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The $O(a_s)$ and $O(a_s^2)$ anomalous dimensions are read from the $O(1/\varepsilon^3)$ and $O(1/\varepsilon^2)$ terms and $\gamma_{gg}^{(2)}$ is determined from the $O(1/\varepsilon)$ term. The expressions are reduced to the polynomial basis in the harmonic sums $S_{\alpha}(N) \equiv S_\alpha$.

$$S_{b,\alpha}(N) = \sum_{k=1}^{N} \frac{(\text{sign}(b))^{k}}{k^{bg}} S_\alpha(k), \quad b, \alpha \in \mathbb{Z}\setminus\{0\}, \quad N \in \mathbb{N}\setminus\{0\}, \quad S_0 = 1. \quad (2.6)$$

One obtains

$$\gamma_{gg}^{(0)} = -8N_F T_F \frac{2 + N + N^2}{N(1 + N)(2 + N)} \equiv -8N_F T_F p_{gg}^{(0)}(N) \quad (2.7)$$

$$\gamma_{gg}^{(1)} = C_A N_F T_F \left\{- \frac{16 P_2}{(N - 1)N^3(N + 1)^3(N + 2)^3} + 16p_{gg}^{(0)}(N)(S_1^2 + S_2 + 2S_{-2}) - \frac{64(2N + 3)}{(N + 1)^2(N + 2)^2} S_1 \right\}$$

$$\quad + C_F N_F T_F \left\{- \frac{8P_1}{N^3(N + 1)^3(N + 2)} + 16p_{gg}^{(0)}(N)(- S_1^2 + S_2) + \frac{32}{N^2} S_1 \right\}, \quad (2.8)$$

with the polynomials

$$P_1 = 5N^6 + 15N^5 + 36N^4 + 51N^3 + 25N^2 + 8N + 4 \quad (2.9)$$

$$P_2 = N^9 + 6N^8 + 15N^7 + 25N^6 + 36N^5 + 85N^4 + 128N^3 + 104N^2 + 64N + 16. \quad (2.10)$$

The anomalous dimensions $\gamma_{gg}^{(0,1)}$ agree with results given in Refs. [50-57], or with their Mellin transform.

For the three-loop anomalous dimension $\gamma_{gg}^{(2)}$, we obtain

$$\gamma_{gg}^{(2)} = C_A N_F^2 T_F^2 \left\{ \frac{128(5N^2 + 8N + 10)}{9N(N + 1)(N + 2)} S_{-2} - \frac{64P_8}{9N(N + 1)^2(N + 2)^2} S_1^2 \right\}$$

$$- \frac{64P_9}{9N(N + 1)^2(N + 2)^2} S_2 + \frac{64P_{25}}{27N(N + 1)^3(N + 2)^3} S_1 + \frac{16P_{34}}{27(N - 1)N^4(N + 1)^4(N + 2)^4}$$

$$+ p_{gg}^{(0)}(N) \left\{ \frac{32}{9} S_1^3 - \frac{32}{3} S_1 S_2 + \frac{64}{9} S_3 + \frac{128}{3} S_{-3} + \frac{128}{3} S_{2,1} \right\}$$

$$+ C_F N_F^2 T_F^2 \left\{ \frac{32(5N^2 + 3N + 2)}{3N^2(N + 1)(N + 2)} S_2 + \frac{32(10N^3 + 13N^2 + 29N + 6)}{9N^2(N + 1)(N + 2)} S_1^2 \right\}$$

$$- \frac{32P_{12}}{27N^2(N + 1)^2(N + 2)^2} S_1 + \frac{4P_{38}}{27(N - 1)N^5(N + 1)^5(N + 2)^4}$$

$$+ p_{gg}^{(0)}(N) \left\{ \frac{32}{9} S_1^3 - \frac{32}{3} S_1 S_2 + \frac{320}{9} S_3 \right\}$$

$$+ C_A C_F N_F T_F \left\{ - \frac{128N^3 - 7N^2 - 6N + 4}{N^2(N + 1)^2(N + 2)} S_{-2,1} + \frac{32P_3}{N^2(N + 1)^2(N + 2)^2} S_{-3} \right\}$$

$$+ \frac{16P_{18}}{9(N - 1)N^2(N + 1)^2(N + 2)^2} S_1^2 - \frac{16P_{24}}{9(N - 1)N^2(N + 1)^2(N + 2)^2} S_3$$
\[- \frac{8P_{27}}{9(N-1)N^3(N+1)^3(N+2)^2} S_1^2 + \frac{8P_{29}}{3(N-1)N^3(N+1)^3(N+2)^3} S_2
\]
\[+ \frac{P_{37}}{27(N-1)N^5(N+1)^5(N+2)^4} + p_{99}^{(0)}(N) \left( \frac{640}{3} S_3 - 384 S_{2,1} \right) S_1 + \frac{32}{3} S_1^4 \]
\[+ 160S_1 S_2 - 64S_2^2 + (192S_1^2 + 64S_2) S_{-2} + 96S_{-2}^2 + 224S_{-4} - 64S_{-2,2} + 64S_{3,1}
\]
\[+ 192S_{2,1,1} - 256S_{-2,1,1} - 192S_1 \zeta_3 \] 
\[- \frac{192P_{17}}{(N-1)N^2(N+1)^2(N+2)^2} \zeta_3 \]
\[+ \left( \frac{16P_{16}}{3(N-1)N^2(N+1)^2(N+2)^2} S_2 + \frac{16P_{35}}{27(N-1)N^4(N+1)^4(N+2)^4} S_1 \right) \]
\[+ \left[ - \frac{32P_{15}}{N^3(N+1)^3(N+2)} + \frac{128(N^3 - 13N^2 - 14N - 2) N^2(N+1)^2(N+2)}{S_1} \right] S_{-2}
\]
\[+ \frac{96N(N+1)p_{99}^{(0)}(N)^2}{N-1} S_{2,1} \right \}

\[+ C_A N_F T_F \left\{ - \frac{64P_{11}}{(N-1)N^2(N+1)^2(N+2)^2} S_{-2,1} - \frac{16P_{20}}{9(N-1)N^2(N+1)^2(N+2)^2} S_3 \]
\[\frac{32P_{21}}{3(N-1)N^2(N+1)^2(N+2)^2} S_{-3} - \frac{8P_{22}}{9(N-1)N^2(N+1)^2(N+2)^2} S_3^3 \]
\[\frac{16P_{32}}{9(N-1)^2N^3(N+1)^3(N+2)^3} S_2 + \frac{32P_{10}}{3(N-1)N(N+1)(N+2)} S_{2,1} \]
\[+ \left( \frac{704}{3} S_3 + 128S_{2,1} + 512S_{-2,1} \right) S_1 - 512S_{-3} S_1 - \frac{16}{3} S_1^4 - 160S_1^2 S_2 - 16S_2^2 - 32S_4 \]
\[+ \left( -192S_1^2 + 320S_2 \right) S_{-2} - 96S_{-2}^2 + 96S_{-4} - 448S_{-2,2} - 128S_{3,1} + 512S_{-3,1} \]
\[- 768S_{-2,1,1} + 192S_1 \zeta_3 \right] + \frac{96(N-2)(N+3)P_4}{(N-1)N^2(N+1)^2(N+2)^2} \zeta_3 \]
\[+ \left( \frac{8P_{19}}{3(N-1)N^2(N+1)^2(N+2)^2} S_2 - \frac{8P_{36}}{27(N-1)^2N^4(N+1)^4(N+2)^4} S_1 \right) \]
\[+ \left( - \frac{64P_{13}}{(N-1)N^2(N+1)^2(N+2)^2} S_1 + \frac{32P_{39}}{9(N-1)N^3(N+1)^3(N+2)^3} S_{-2} \right) \]
\[+ C_F N_F T_F \left\{ \frac{P_{31}}{N^5(N+1)^5(N+2)} - \frac{8P_3}{3N^2(N+1)^2(N+2)} S_1^3 - \frac{16P_6}{3N^2(N+1)^3(N+2)} S_3 \]
\[\frac{64P_{14}}{N^3(N+1)^3(N+2)} S_{-2} - \frac{8P_{23}}{N^3(N+1)^3(N+2)} S_1^3 + \frac{8P_{26}}{N^3(N+1)^3(N+2)} S_2 \]
\[+ p_{99}^{(0)}(N) \left( \frac{704}{3} S_3 + 256S_{2,1} \right) S_1 - 256S_{-3} S_1 - \frac{16}{3} S_1^4 - 48S_2^2 - 160S_4 - 64S_{-2} \]
\[-192S_{-4} - \frac{128}{N(N + 1)}S_{2,1} \right. + 128S_{2,-2} - 64S_{3,1} + 256S_{-3,1} - 192S_{2,1,1} \]\[\left. + \frac{96(N - 1)(3N^2 + 3N - 2)}{N^2(N + 1)^2} \zeta_3 - 256 \frac{2 - N + N^2}{N^2(N + 1)(N + 2)} [S_{-2}S_1 - S_{-2,1}] \right.\[\left. + \left( - \frac{8P_{28}}{N^4(N + 1)^4(N + 2)} - \frac{8P_7}{N^2(N + 1)^2(N + 2)} S_2 \right) S_1 - \frac{128(N - 1)}{(N + 1)^2(N + 2)} S_{-3} \right \}, (2.11)\]

where

\[
P_3 = 3N^4 - 6N^3 - 37N^2 - 52N - 20 \] (2.12)
\[
P_4 = 3N^4 + 6N^3 + 7N^2 + 4N + 4 \] (2.13)
\[
P_5 = 3N^4 + 8N^3 - 5N^2 - 6N + 8 \] (2.14)
\[
P_6 = 3N^4 + 30N^3 - 13N^2 + 8N + 4 \] (2.15)
\[
P_7 = 3N^4 + 34N^3 + 67N^2 + 60N + 12 \] (2.16)
\[
P_8 = 5N^4 + 20N^3 + 41N^2 + 49N + 20 \] (2.17)
\[
P_9 = 5N^4 + 26N^3 + 47N^2 + 43N + 20 \] (2.18)
\[
P_{10} = 11N^4 + 22N^3 + 13N^2 + 2N + 24 \] (2.19)
\[
P_{11} = 33N^4 + 54N^3 + 9N^2 - 4N + 4 \] (2.20)
\[
P_{12} = 47N^4 + 145N^3 + 426N^2 + 412N + 120 \] (2.21)
\[
P_{13} = 2N^5 - 23N^4 - 32N^3 + 13N^2 + 4N - 12 \] (2.22)
\[
P_{14} = 2N^5 + 4N^4 - N^3 + N^2 + 2N + 8 \] (2.23)
\[
P_{15} = 3N^5 - 40N^4 - 87N^3 - 54N^2 - 10N + 12 \] (2.24)
\[
P_{16} = N^6 + 21N^5 - 72N^4 - 335N^3 - 259N^2 + 128N + 84 \] (2.25)
\[
P_{17} = 3N^6 + 9N^5 - 5N^4 - 25N^3 - 14N^2 - 16 \] (2.26)
\[
P_{18} = 10N^6 + 12N^5 - 117N^4 - 122N^3 + 137N^2 + 140N + 84 \] (2.27)
\[
P_{19} = 11N^6 - 15N^5 + 345N^4 + 371N^3 - 164N^2 + 172N + 144 \] (2.28)
\[
P_{20} = 11N^6 + 33N^5 - 456N^4 - 751N^3 - 1001N^2 - 872N - 996 \] (2.29)
\[
P_{21} = 11N^6 + 33N^5 - 114N^4 - 247N^3 - 263N^2 - 176N - 108 \] (2.30)
\[
P_{22} = 11N^6 + 33N^5 - 87N^4 - 13N^3 + 268N^2 + 28N + 48 \] (2.31)
\[
P_{23} = 14N^6 + 43N^5 + 77N^4 + 149N^3 + 171N^2 + 122N + 40 \] (2.32)
\[
P_{24} = 19N^6 + 21N^5 + 477N^4 + 967N^3 + 272N^2 - 76N + 624 \] (2.33)
\[
P_{25} = 19N^6 + 124N^5 + 492N^4 + 1153N^3 + 1362N^2 + 712N + 152 \] (2.34)
\[
P_{26} = 26N^6 + 93N^5 + 179N^4 + 227N^3 + 109N^2 + 54N + 24 \] (2.35)
\[
P_{27} = 8N^8 - 7N^7 + 408N^6 + 320N^5 + 840N^4 + 2807N^3 + 1804N^2 + 1596N + 576 \] (2.36)
\[
P_{28} = 17N^8 + 43N^7 - 33N^6 - 297N^5 - 502N^4 - 442N^3 - 354N^2 - 216N - 56 \] (2.37)
\[
P_{29} = 36N^9 + 125N^8 + 142N^7 + 340N^6 + 1040N^5 + 2095N^4 + 2930N^3 + 2900N^2 + 1816N + 384 \] (2.38)
\[
P_{30} = 94N^9 + 597N^8 + 1508N^7 + 2086N^6 + 1517N^5 + 1381N^4 + 2731N^3 + 3802N^2 + 2916N + 648 \] (2.39)
\[
P_{31} = -5N^{10} - 25N^9 - 64N^8 - 434N^7 - 913N^6 - 1609N^5 - 3186N^4 - 3276N^3 - 1784N^2 - 608N - 128 \] (2.40)
\[ P_{32} = 67N^{10} + 317N^{9} + 656N^{8} + 839N^{7} + 100N^{6} - 250N^{5} + 1089N^{4} + 1326N^{3} - 40N^{2} - 1080N - 432 \]  
\[ P_{33} = 85N^{10} + 491N^{9} + 968N^{8} + 713N^{7} - 536N^{6} - 130N^{5} + 1467N^{4} + 1158N^{3} + 176N^{2} - 1368N - 432 \]  
\[ P_{34} = 165N^{12} + 1485N^{11} + 5194N^{10} + 8534N^{9} + 3557N^{8} - 8890N^{7} - 10364N^{6} + 6800N^{5} + 25896N^{4} + 30864N^{3} + 19904N^{2} + 7296N + 1152 \]  
\[ P_{35} = 476N^{12} + 4677N^{11} + 19859N^{10} + 49847N^{9} + 86847N^{8} + 107958N^{7} + 87334N^{6} + 55746N^{5} + 86344N^{4} + 144544N^{3} + 128352N^{2} + 56160N + 10368 \]  
\[ P_{36} = 475N^{13} + 3683N^{12} + 15244N^{11} + 36480N^{10} + 28631N^{9} - 53577N^{8} - 150844N^{7} - 150848N^{6} - 67642N^{5} - 3553N^{4} - 4308N^{3} - 14256N^{2} - 864N - 2592 \]  
\[ P_{37} = -1251N^{14} - 12510N^{13} - 95893N^{12} - 532884N^{11} - 1824073N^{10} - 3974206N^{9} - 6099363N^{8} - 7385376N^{7} - 7719308N^{6} - 7064880N^{5} - 5220560N^{4} - 2853632N^{3} - 1178688N^{2} - 357120N - 55296 \]  
\[ P_{38} = 99N^{14} + 990N^{13} + 4925N^{12} + 17916N^{11} + 46649N^{10} + 72446N^{9} + 32283N^{8} - 95592N^{7} - 26752N^{6} - 479472N^{5} - 586928N^{4} - 455168N^{3} - 269760N^{2} - 122112N - 27648 \]  
\[ P_{39} = 741N^{16} + 8151N^{15} + 35407N^{14} + 72811N^{13} + 44435N^{12} - 94609N^{11} - 132463N^{10} + 214525N^{9} + 800336N^{8} + 1203482N^{7} + 1303768N^{6} + 1266904N^{5} + 1100416N^{4} + 773216N^{3} + 431232N^{2} + 160128N + 27648. \]  

The anomalous dimension \( \gamma_{99}^{(2)} \), Eq. [2.11], agrees with the corresponding expression given in Ref. [6]. The terms \( \propto N_F^2 \) were confirmed before in [58].

### 2.2 The Anomalous Dimension \( \gamma_{99}^{(2)}N_F \)

The anomalous dimensions \( \gamma_{99}^{(0,1)}(N) \) can be obtained from the pole terms \( O(1/\varepsilon^3) \) and \( O(1/\varepsilon^2) \) of massive OME \( A_{99,q}^{(3)} \), while the single pole term \( O(1/\varepsilon) \) contains \( \gamma_{99}^{(2),N_F}(N) \), by virtue of being \( \propto T_F \). We compute the contributions to \( A_{99,q}^{(3)} \) up to the \( 1/\varepsilon \) terms in the traditional way, i.e. the contributing master integrals are first calculated in explicit form. A subset of master integrals can be obtained using representations through (generalized) hypergeometric functions [59,60] or using Mellin-Barnes integrals [61,62]. The resulting definite sums have been simplified afterwards with symbolic summation using the packages Sigma [32,33], EvaluateMultiSums [63], and HarmonicSums [34,38]. A further large set is calculated using the method of differential equations [10,64]. Here we use the algorithm described in Ref. [10], which is available in SolveCoupledSystem using the packages Sigma, HarmonicSums, EvaluateMultiSums, SumProduction [65] and OreSys [66]. This algorithm allows to solve the differential equations analytically in the one-parameter case without the need to use any specific basis of master integrals. In the present calculation of anomalous dimensions, the corresponding difference equations are factorizing in first order and can be solved analytically using the package Sigma. In a single case the computation time turned out to be large. Therefore, we used the Almkvist-Zeilberger theorem [66] and our packages MultiIntegrate [35] to derive a linear recurrence. Solving the recurrence with Sigma and HarmonicSums provided then an immediate solution. The master integrals are obtained as expressions in the variable \( x \), see Eq. [2.5]. The solution in Mellin
\(N\)-space is then given by the \(N\)th expansion coefficient of these expressions, which is found by a routine of HarmonicSums.

We obtain the following expressions for \(\gamma_{gg}^{(0,1),NF}\):

\[
\begin{align*}
\gamma_{gg}^{(0)} &= C_A \left[ -\frac{2(11N^4 + 22N^3 + 13N^2 + 2N + 24)}{3(N-1)N(N+1)(N+2)} + 8S_1 \right] + \frac{T_FN_F}{3} \\
\gamma_{gg}^{(1)} &= C_A^2 \left\{ \frac{64(N^2 + N + 1)}{(N-1)N(N+1)(N+2)} S_2 - \frac{4P_{43}}{9(N-1)^2N^3(N+1)^3(N+2)^2} S_1 - 16S_3 \right. \\
&\quad + \left. \left[ \frac{64(N^2 + N + 1)}{(N-1)N(N+1)(N+2)} - 32S_1 \right] S_{-2} - 16S_{-3} + 32S_{-2,1} \right\} \\
&\quad + C_AN_FT_F \left\{ \frac{32P_{40}}{9(N-1)N^2(N+1)^2(N+2)} - \frac{160}{9} S_1 \right\} \\
&\quad + C_FC_N_FT_F \left\{ \frac{8P_{41}}{(N-1)N^3(N+1)^3(N+2)} \right\} \\
\end{align*}
\]

with

\[
\begin{align*}
P_{40} &= 3N^6 + 9N^5 + 22N^4 + 29N^3 + 41N^2 + 28N + 6 \\
P_{41} &= N^8 + 4N^7 + 8N^6 + 6N^5 - 3N^4 - 22N^3 - 10N^2 - 8N - 8 \\
P_{42} &= 67N^8 + 268N^7 + 134N^6 - 392N^5 - 109N^4 + 844N^3 + 772N^2 - 144N - 144 \\
P_{43} &= 48N^{11} + 336N^{10} + 1225N^9 + 3030N^8 + 4744N^7 + 4514N^6 + 1663N^5 - 1384N^4 \\
&\quad - 1248N^3 + 560N^2 + 1488N + 576.
\end{align*}
\]

The anomalous dimensions \(\gamma_{gg}^{(0,1)}\) agree with results given in [50–57], or with their Mellin transform.

For the contribution \(\propto N_F\) to \(\gamma_{gg}^{(2)}\) at three-loop order, \(\gamma_{gg}^{(2),NF}\), we obtain:

\[
\begin{align*}
\gamma_{gg}^{(2),NF} &= C_AN_F^2T_F^2 \left\{ \frac{16P_{52}}{27(N-1)N^2(N+1)^2(N+2)} S_1 - \frac{4P_{50}}{27(N-1)N^3(N+1)^3(N+2)} \right\} \\
&\quad + C_FC_N^2T_F^2 \left\{ \frac{32(N^2 + N + 2)^2}{3(N-1)N^2(N+1)^2(N+2)} S_1^2 - \frac{32(N^2 + N + 2)^2}{(N-1)N^2(N+1)^2(N+2)} S_2 \right\} \\
&\quad + \frac{64P_{51}}{9(N-1)N^3(N+1)^3(N+2)} S_1 - \frac{8P_{61}}{27(N-1)N^4(N+1)^4(N+2)} \\
&\quad \times \left\{ \frac{32(N^2 + N - 34)(N^2 + N + 2)}{3(N-1)N^2(N+1)^2(N+2)} S_3 + \frac{32(N^2 + N + 2)^2}{3(N-1)N^2(N+1)^2(N+2)} S_3^2 \right\} \\
&\quad + \frac{64(N^2 + N + 2)^2}{(N-1)N^2(N+1)^2(N+2)} S_{2,1} + \frac{192(N^2 + N + 2)(N^2 + N + 4)}{(N-1)N^2(N+1)^2(N+2)} S_{-3} \\
&\quad - \frac{128(N^2 + N + 2)(N^2 + N + 8)}{(N-1)N^2(N+1)^2(N+2)} S_{-2,1} - \frac{8(N^2 + N + 2)P_{53}}{3(N-1)^2N^3(N+1)^3(N+2)^2} S_1^2 \\
\end{align*}
\]
where the polynomials are

\[
P_{44} = N^4 + 2N^3 + 7N^2 + 6N + 16
\]

\[
P_{45} = 2N^4 + 4N^3 + 7N^2 + 5N + 6
\]

\[
P_{46} = 5N^4 + 10N^3 + 25N^2 + 20N + 4
\]

\[
P_{47} = 15N^4 + 14N^3 + 35N^2 + 20N - 4
\]
\[ P_{48} = 40N^4 + 80N^3 + 73N^2 + 33N + 54 \]  
\[ P_{49} = N^6 + 3N^5 + N^4 - 3N^3 - 26N^2 - 24N - 16 \]  
\[ P_{50} = 3N^6 + 9N^5 - 113N^4 - 241N^3 - 274N^2 - 152N - 24 \]  
\[ P_{51} = 4N^6 + 3N^5 - 50N^4 - 129N^3 - 100N^2 - 56N - 24 \]  
\[ P_{52} = 8N^6 + 24N^5 - 19N^4 - 78N^3 - 253N^2 - 210N - 96 \]  
\[ P_{53} = 17N^6 + 51N^5 + 99N^4 + 113N^3 - 32N^2 - 80N - 24 \]  
\[ P_{54} = 20N^6 + 60N^5 + 11N^4 - 78N^3 - 121N^2 - 72N - 108 \]  
\[ P_{55} = 20N^6 + 60N^5 + 11N^4 - 78N^3 - 85N^2 - 36N - 108 \]  
\[ P_{56} = N^8 + 11N^7 + 35N^6 + 73N^5 + 114N^4 + 118N^3 + 44N^2 - 12N - 8 \]  
\[ P_{57} = 3N^8 - 108N^6 - 358N^5 - 73N^4 + 74N^3 + 40N^2 + 184N + 112 \]  
\[ P_{58} = 3N^8 + 10N^7 + 13N^6 + N^5 + 28N^4 + 81N^3 + 4N^2 - 12N - 32 \]  
\[ P_{59} = 87N^8 + 348N^7 + 848N^6 + 1326N^5 + 2609N^4 + 3414N^3 + 2632N^2 \]  
\[ + 1088N + 192 \]  
\[ P_{60} = 131N^8 + 524N^7 + 691N^6 + 239N^5 - 848N^4 - 1483N^3 - 586N^2 + 108N + 360 \]  
\[ P_{61} = 33N^{10} + 165N^9 + 256N^8 - 542N^7 - 3287N^6 - 8783N^5 - 11074N^4 - 9624N^3 \]  
\[ - 5960N^2 - 2112N - 288 \]  
\[ P_{62} = 165N^{13} + 1320N^{12} + 3643N^{11} + 2530N^{10} - 7013N^9 - 17220N^8 - 21563N^7 \]  
\[ - 28630N^6 - 24624N^5 + 448N^4 + 16320N^3 + 18368N^2 + 11328N + 3456 \]  
\[ P_{63} = 418N^{13} + 3344N^{12} + 10127N^{11} + 15571N^{10} + 19386N^9 + 43782N^8 + 101537N^7 \]  
\[ + 138421N^6 + 87796N^5 - 1750N^4 - 38040N^3 - 26352N^2 - 9504N - 2592 \]  
\[ P_{64} = 3N^{15} + 36N^{14} + 57N^{13} - 906N^{12} - 7029N^{11} - 27744N^{10} - 72309N^9 - 131682N^8 \]  
\[ - 169098N^7 - 146808N^6 - 69960N^5 + 4608N^4 + 30240N^3 + 21120N^2 + 8064N \]  
\[ + 1536 \]  
\[ P_{65} = 699N^{15} + 7689N^{14} + 48311N^{13} + 214817N^{12} + 656205N^{11} + 1354267N^{10} \]  
\[ + 1891493N^9 + 1781363N^8 + 1206028N^7 + 908824N^6 + 1133136N^5 + 1376048N^4 \]  
\[ + 1169728N^3 + 633088N^2 + 198144N + 27648 \]  
\[ P_{66} = 723N^{16} + 7953N^{15} + 41771N^{14} + 132305N^{13} + 231993N^{12} + 32347N^{11} - 890103N^{10} \]  
\[ - 2142125N^9 - 2309864N^8 - 970928N^7 + 346920N^6 + 253856N^5 \]  
\[ - 691200N^4 - 1126528N^3 - 946560N^2 - 486144N - 110592. \]  

The anomalous dimension \( \gamma_{qg}^{(2)}(N_F) \), Eq. (2.55), agrees with the corresponding expression given in Ref. [6]. We have confirmed the leading \( N_F \)-terms \( \propto N_F^2 \) in [67,68], which were also given in [69].

## 3 Conclusions

We have computed the 3-loop anomalous dimension \( \gamma_{qg}^{(2)}(N) \), the contributions \( \propto N_F \) for \( \gamma_{qg}^{(2)}(N) \) and the associated splitting functions in a massive calculation, which is fully independent of the earlier computation in Ref. [6]. We agree with the previous results. In the case of \( \gamma_{qg}^{(2)}(N) \), we have performed a fully automatic calculation generating the Feynman diagrams, reducing them to master integrals and calculating them using differential and difference equations. We used formal Taylor series representations in terms of the subsidiary parameter \( x \) resumming the local operator insertions. The new method of high Mellin moments [11] has been used. Here
the moments are calculated recursively using the difference equation systems associated to the differential equations. We did not compute the master integrals as explicit functions of \( N \), but kept them as vectors of moments. The method of guessing has then been used to obtain one difference equation for each color/\( \zeta \)-value factor. All difference equations obtained factorize at first order and one finally obtains a representation in harmonic sums.

The contributions \( \propto N_F \) to \( \gamma_{gg}^{(2)}(N) \) have been calculated using more traditional methods. After the reduction to the master integrals, we have calculated these as functions of the Mellin variable \( N \). The corresponding techniques are discussed in detail in Ref. [10] and include (generalized) hypergeometric and associated higher transcendental function representations [59–60], the method of hyperlogarithms [70–72], differential equation techniques [10,64], and integration using the Almkvist-Zeilberger theorem [35, 66]. The final solution has then been obtained by inserting the master integrals and extracting using the Almkvist-Zeilberger theorem [35, 66]. The final solution has then been obtained by the method of hyperlogarithms [70–72], differential equation techniques [10, 64], and integration with generalized hypergeometric and associated higher transcendental function representations [59, 60], kept them as vectors of moments. The method of guessing has then been used to obtain one
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The universality of the QCD anomalous dimension allows to compute them within various setups. In the present calculation, they were obtained from the pole structure of massive OMEs. The calculation of these OMEs is part of an ongoing project with the final goal to compute the massive Wilson coefficients for deep-inelastic scattering in the region \( Q^2 \geq m^2 \).

The anomalous dimensions and splitting functions presented in this paper, together with our earlier results in Refs. [12–14, 58, 67, 68], are given in Mathematica.m format in the attachment, together with the expressions for \( A_{gg}^{(3)} \) for \( D = 4 + \varepsilon \) to \( D = 30 + \varepsilon \) up to \( O(\varepsilon^0) \) presented in appendix B. Their conversion to maple or Form-inputs [73] is straightforward.

### A The Splitting Functions

In the following we present the splitting functions \( P_{gg}^{(i)} \) and \( P_{qg}^{(i)} \), \( i = 0, 1, 2 \) in \( x \)-space. They are obtained as a Mellin-inversion from the even moments of \( \gamma_{gg}^{(i)} \) and \( \gamma_{qg}^{(i)} \) via

\[
\gamma_{kl}(N) = -\int_0^1 dx x^{N-1} P_{kl}(x).
\]

(A.1)

The splitting functions to 3-loop order can be expressed in terms of harmonic polylogarithms \( H_{\tilde{a}}(x) \equiv H_{\tilde{a}} \) over the alphabet \( f_b(x) \in \{1/x, 1/(1-x), 1/(1+x)\} \) [19]. They are defined by

\[
H_{b,\tilde{a}}(x) = \int_0^x dy f_b(y) H_{\tilde{a}}(y), \quad b, a_i \in \{0, 1, -1\}, \quad H_0 = 1.
\]

(A.2)

The splitting functions are:

\[
P_{gg}^{(0)} = 8 N_F T_F \left( x^2 + (1-x)^2 \right) \equiv 8 N_F T_F p_{gg}^{(0)}(x),
\]

\[
P_{gg}^{(1)} = -C_A N_F T_F \left\{ 16 \frac{218 x^3 - 225 x^2 + 18 x - 20}{x} + 32 p_{gg}^{(0)}(-x) \left( H_{-1} H_0 - H_{0,-1} \right) \right.
\]

\[
\left. - \frac{16}{3} \left( 44 x^2 + 24 x + 3 \right) H_0 + 16 (2 x + 1) H_1^2 + 64 (x - 1) x H_1 + 16 p_{gg}^{(0)}(x) H_1^2 + 64 x \zeta_2 \right\}
\]

(A.3)

\[ ^4 \text{Here the renormalization of the massive operator matrix elements has been carried out in a maple code.} \]
\[-C_F N_F T_F \left\{ -8(20x^2 - 29x + 14) + p^{(0)}_{qg}(x)\left( -32H_0H_1 - 16H_1^2 + 32\zeta_2 \right) \right. \\
-8(8x^2 - 4x + 3)H_0 - 8(4x^2 - 2x + 1)H_0^2 - 64(x - 1)H_1 \right\} \right\}_{(A.4)}

\[
p^{(2)}_{qg} = - \left\{ C_F C_A N_F T_F \left\{ \frac{16(52x^3 - 53x^2 + 7x + 4)}{9x}H_1^3 \\
+ \frac{15988x^3 - 13818x^2 - 1429x - 880}{3x} + p^{(0)}_{qg}(x) \left[ (16H_0^3 - 576H_0\zeta_2)H_1 \\
+ ( -16H_0^2 - 192\zeta_2)H_1^2 - 32H_0H_1^3 + \frac{32}{3}H_1^4 - 192H_0H_1H_{0,-1} + (64H_0H_1 \\
+ 192H_1^2 - 192H_{0,-1})H_{0,1} + 384H_1H_{0,0,-1} + 320H_1H_{0,0,1} - 192H_1H_{0,1,1} \\
+ 320H_{0,-1,0,1} \right] + p^{(0)}_{qg}(-x) \left[ (64H_0^3 - 576H_0\zeta_2)H_0 - 96H_0^2H_0^3 + \frac{176}{3}H_0^2H_0^3 \\
+ ( -192H_0^2 + 192H_{0,1}H_0)H_{0,-1} + ( -192H_0^2 + 128H_{0,1}H_0)H_{0,1} \\
+ 384H_{-1}H_{0,0,-1} + 384H_{-1}H_{0,1,1} + 128H_{0,1}H_{0,0,1} + 384H_{0,1}H_{0,0,1} \\
+ 128H_{0,1}H_{0,0,1} - 384H_{0,0,1} - 128H_{0,0,1} - 128H_{0,1,1} - 128H_{0,1,1} \\
+ 288H_{0,1,1} \zeta_2 \right] + \left[ -\frac{16(560x^3 - 448x^2 - 25x - 48)}{3x} - 544p^{(0)}_{qg}(-x)H_{-1} \\
-32(4x^2 - 82x - 11)H_0 - 1248p^{(0)}_{qg}(x)H_1 \right] \zeta_3 + \left[ -\frac{4(11332x^2 + 24569x + 2696)}{27} \\
+ 32(x + 1)(18x - 37)H_{-1} + 32(x + 1)(5x + 9)H_{-1}^2 + \frac{32(173x^2 + 135x + 15)}{3} \zeta_2 \right]H_0 \\
+ \left[ \frac{2(2204x^2 + 3190x + 1267)}{9} - 16(6x^2 + 8x + 5)H_{-1} - 64(2x^2 + 3x + 3)\zeta_2 \right]H_0^2 \\
- \frac{8(316x^2 + 86x + 11)}{9}H_0^3 + \frac{16}{3}(2x + 1)H_0^3 + \left[ \frac{16}{9x}(477x^3 - 472x^2 + 29x - 92)H_0 \\
+ \frac{16}{27x}(2405x^3 - 3223x^2 + 923x + 371) + \frac{16(61x^2 - 59x - 4)}{3x}H_0^2 \\
- 16(20x^2 - 10x - 13)\zeta_2 \right]H_1 + \left[ -\frac{8}{3x}(70x^3 - 66x^2 + 3x - 16)H_0 \\
+ \frac{16(512x^3 - 571x^2 + 101x - 46)}{9x}H_1^2 + \left[ -32(x + 1)(18x - 37) \\
- 64(x + 1)(5x + 9)H_{-1} - 32(4x^2 - 16x + 21)H_0 + 16(2x^2 - 10x - 3)H_0^2 \\
+ 128(5x + 1)\zeta_2 \right]H_{0,-1} + 32(6x^2 + 2x - 1)H_{0,-1}^2 + \left[ \frac{32}{3x}(80x^3 - 90x^2 + 9x - 8)H_1 \\
+ 133(5x + 1)\zeta_2 \right]H_{0,-1} + 32(6x^2 + 2x - 1)H_{0,-1}^2 + \left[ \frac{32}{3x}(80x^3 - 90x^2 + 9x - 8)H_1 \right] \right\} \right\}_{(A.4)}
\]
\[-\frac{32}{3x} \left(147x^3 + 88x^2 - 47x - 4\right) H_0 + \frac{16}{9x} \left(405x^3 + 197x^2 + 143x + 92\right) + 64(x + 1)(5x + 7) H_{-1} - 32(9x^2 - 2x + 7) H_0^2 + 128(5x^2 - 7x + 4) \zeta_2 \right] H_{0,1} - 64(2x^2 + 3) H_{0,1}^2 + \left[ 64(x + 1)(5x + 9) - 128(6x^2 + 4x + 1) H_0 \right] H_{0,-1,-1} \\
+ \left[ -64(x + 1)(5x + 7) + 64(2x^2 - 10x + 1) H_0 \right] H_{0,-1,1} \\
+ \left[ 32(14x^2 - 24x + 47) - 32(26x^2 - 2x + 11) H_0 \right] H_{0,0,-1} + \left[ \frac{32}{3x} (121x^3 + 4x^2 - 50x - 4) + 32(30x^2 + 22x + 33) H_0 \right] H_{0,0,1} + \left[ -64(x + 1)(5x + 7) + 64(2x^2 - 10x + 1) H_0 \right] H_{0,1,-1} + \left[ -\frac{32}{3x} (197x^3 - 85x^2 + 11x - 8) \right] H_{0,0,1,1} \\
- 64(8x^2 - 14x + 1) H_0 \right] H_{0,1,1,1} + 32(16x^2 - 22x + 5) H_{0,0,1,1} - 32(16x^2 - 22x + 5) H_{0,1,1,1} \\
- \frac{16}{9} (882x^2 + 67x + 172) \zeta_2 - 160(x + 1)^2 H_{-1} \zeta_2 + \frac{16}{5} (40x^2 + 20x + 73) \zeta_2^2 \right\} \\
+ C_F N_f T_F^2 \left\{ -\frac{4}{81x} (36848x^3 - 534x^2 - 39075x + 2464) + p_{qq}^{(0)}(x) \left[ \frac{64}{3} H_0^2 H_1 - \frac{32}{9} H_1^3 \right] \\
- \frac{128}{3} H_0 H_{0,1} + \frac{128}{3} H_{0,0,1} - \frac{64}{3} H_{0,1,1} \right] + \frac{16}{27} (840x^2 + 2635x + 2428) H_0 + \frac{8}{9} (176x^2 + 442x + 685) H_0^2 - \frac{32}{9} (12x^2 + 20x - 19) H_0^3 - \frac{32}{3} (2x - 1) H_0^4 + \left[ -\frac{32}{27} (28x^2 - 37x + 56) + \frac{64}{9} (16x^2 - 16x + 5) H_0 \right] H_1 + \frac{64}{9} (7x^2 - 7x + 5) H_1^2 - \frac{64}{9} (2x^2 - 2x - 5) H_0,1 \\
- \frac{128}{9} (7x^2 - 7x + 5) \zeta_2 + \frac{64}{3} p_{qq}^{(0)}(x) \zeta_2 \right\} \\
+ C_F^2 N_f T_F \left\{ -963 + 1282x - 324x^2 + p_{qq}^{(0)}(-x) \left[ -64 H_{-1}^2 H_0^2 + \frac{32}{3} H_{-1} H_0^3 \right] \\
+ 128 H_{-1} H_0 H_{0,-1} - 192 H_0 H_{0,0,-1} \right] + p_{qq}^{(0)}(x) \left[ -32 H_0^3 + 448 H_0 \zeta_2 \right] H_1 \\
+ \left( -64 H_0^2 + 160 \zeta_2 \right) H_0^2 - \frac{32}{3} H_0 H_1^3 - \frac{16}{3} H_1^4 + 128 H_0 H_1 H_{0,-1} + \left( -128 H_0 H_1 - 128 H_1^2 + 128 H_0,-1 \right) H_{0,1} - 128 H_0 H_{0,-1,1} - 256 H_1 H_{0,0,-1} \right\}
\[
+64H_1H_{0,0,-1} - 128H_0H_{0,1,-1} + 192H_1H_{0,1,1} - 128H_{0,-1,0,1} + 32(38x^2 - 17x + 3)
+32(28x^2 - 26x + 7)H_0 + 448p_{qq}^{(0)}(x)H_1 \zeta_3 + \left[-4(348x^2 + 57x + 170)\right]H_0
+64(5x^2 + 23x + 20)H_{-1} - 256(x + 1)^2H_2^2 + 16(44x^2 - 32x + 9)\zeta_2 \right]H_0
+ \left[-2(352x^2 + 126x + 89) + 64(x + 1)(5x + 4)H_{-1} + 112(4x^2 - 2x + 1)\zeta_2 \right]H_0^2
-\frac{8}{3}(60x^2 + 16x + 3)H_0^3 - \frac{8}{3}(8x^2 + 1)H_0^3 + \left[-8(174x^2 - 141x - 16)\right]H_0
-64(17x^2 - 22x + 10)H_0 - 32(x - 1)(5x + 2)H_0^2 + 64(x - 1)(7x + 2)\zeta_2 \right]H_1
+ \left[-8(61x^2 - 74x + 27) - 32(x - 1)(5x + 2)H_0 \right]H_1^2 - \frac{8}{3}(24x^2 - 20x - 1)H_1^3
+ \left[-64(5x^2 + 23x + 20) + 512(x + 1)^2H_{-1} - 64(2x^2 + 16x - 3)H_0 \right]H_0
+32(6x^2 + 2x + 3)H_0^3 - 128\zeta_2 \right]H_{0,-1} - 64(2x^2 + 2x - 1)H_{0,-1}^2 + \left[16(7x^2
+16x + 23) + 64(2x - 5)H_0 - 64(x - 1)(x + 1)H_0^2 - 128(x - 1)(3x - 2)H_1
-64(4x^2 - 6x + 5)\zeta_2 \right]H_{0,1} - 32(6x^2 - 2x + 1)H_{0,1}^2 + \left(-512(x + 1)^2 - 256H_0 \right)\times H_{0,-1,-1} - 128(3x^2 - 7x + 7)H_{0,0,-1} + \left[-16(24x^2 - 12x - 23) - 64(2x^2 - 2x
+5)H_0 \right]H_{0,0,1} + \left[16(44x^2 - 66x + 15) + 128(7x^2 - 6x + 3)H_0 \right]H_{0,1,1}
-64(2x^2 - 10x + 1)H_{0,0,0,-1} + 32(8x^2 - 10x + 17)H_{0,0,0,1} - 64(8x^2 - 10x + 5)H_{0,0,1,1}
+32(8x^2 - 6x + 3)H_{0,1,1,1} + 16(61x^2 - 12x + 17)\zeta_2 - 256(x + 1)^2H_{-1}\zeta_2
-\frac{128}{5}(11x^2 - 6x + 5)\zeta_2^2 \right] \right}\}
+ C_A^2 N_F T_F \left\{- \frac{256}{3x}(x + 1)(4x^2 + 2x + 1)\left[H_{0,-1,1} + H_{0,1,-1}\right]
-\frac{8}{9x}(32x^3 - 46x^2 + 17x + 8)H_1^3 - \frac{8}{27x}(51520x^3 - 51304x^2 + 5227x - 4702)
+p_{qq}^{(0)}(x) \left(\frac{80}{3}H_0^2 + 320\zeta_2 \right)H_1H_0 + (16H_0^2 + 32\zeta_2)H_1^2 + \frac{128}{3}H_0H_1^2 - \frac{16}{3}H_1^3
+192H_0H_1H_{0,-1} + (64H_0H_1 - 64H_1^2 + 192H_{0,-1})H_{0,1} - 192H_0H_{0,-1,1} - 384H_1H_{0,0,-1}
\right\}
\[-384 H_1 H_{0,0,1} - 192 H_0 H_{0,1,-1} - 192 H_{0,-1,0,1} + p^{(0)}_{qg}(-x) \left[ -64 H^3_{-1} H_0 - 32 H^2_{-1} H_0^2 \right] + 16 H_{-1} H_0^2 + \left( 192 H^2_{-1} + 192 H_{-1} H_0 \right) H_{0,-1} - 64 H^2_{-1} H_0 - 384 H_{-1} H_{0,-1,-1} \]

\[+ 128 H_{-1} H_{0,0,-1} - 256 H_{-1} H_{0,0,-1} + 128 H_{-1} H_{0,0,1} + 128 H_{-1} H_{0,1,-1} - 128 H_{-1} H_{0,1,1} + 384 H_{0,-1,-1} - 128 H_{0,-1,-1} - 128 H_{0,1,-1} + 128 H_{0,1,1} - 32 H^2_{1} \zeta_2 \]

\[+ \frac{32}{3x} x (8x^2 - 41x - 4) \zeta_2 H_{-1} + \frac{16}{9x} x (155x^3 - 524x^2 + 471x - 128) \zeta_2 \]

\[+ \frac{32}{3x} (346x^3 - 375x^2 - 18x - 36) + 160 p^{(0)}_{qg}(-x) H_{-1} - 768 (3x + 1) H_0 \]

\[+ 992 p^{(0)}_{qg}(x) H_1 \zeta_3 + \left[ \frac{32}{3x} (x + 1)(40x^2 - 25x + 4) H^2_{-1} - \frac{32}{9x} (831x^3 + 733x^2) \right] \]

\[\times H_0 + \left[ \frac{8}{9} (2561x^2 + 450x + 599) + \frac{16}{3x} (122x^3 + 127x^2 + 32x + 16) H_{-1} \right] \]

\[+ 8(24x^2 - 14x + 3) \zeta_2 \]

\[H_0^2 - \frac{16}{9} (36x^2 + 7x - 7) H_0^3 \]

\[+ \frac{8}{3x} (148x^3 - 37x^2 - 76x - 24) H_0^2 + \frac{16}{3x} (207x^3 - 172x^2 - 23x - 18) H_0 \]

\[+ \frac{8}{27x} (760x^3 + 3875x^2 - 4144x - 966) + \frac{16}{3x} (343x^3 + 16x^2 - 53x - 8) \zeta_2 \]

\[H_1 \]

\[+ \left[ \frac{8}{3x} (126x^3 - 98x^2 - 23x - 16) H_0 - \frac{8}{9x} (423x^3 - 476x^2 - 41x - 40) \right] H_1^2 \]

\[+ \left[ - \frac{64}{3x} (x + 1)(40x^2 - 25x + 4) H_{-1} + \frac{32}{3x} (28x^3 - 208x^2 - 5x - 16) H_0 \right] \]

\[+ \frac{32}{9x} (831x^3 + 733x^2 - 88x + 104) - 32(x^2 - 10x + 3) H_0^2 \]

\[+ 32(8x^2 - 2x + 7) \zeta_2 \]

\[H_{0,-1} + 64(x^2 - 4x + 2) H_{0,-1}^2 \]

\[+ \left[ \frac{256}{3x} (x + 1)(4x^2 + 2x + 1) H_{-1} - \frac{32}{3x} (40x^3 - 26x^2 - 17x - 8) \right] H_1 \]

\[+ \frac{16}{3x} (158x^3 - 109x^2 - 88x - 24) H_0 - \frac{32}{9x} (388x^3 + 213x^2 + 201x + 13) \]

\[+ 8(36x^2 + 30x + 31) H_0^2 - 32(20x^2 - 10x + 13) \zeta_2 \]

\[H_{0,1} + 32(10x^2 - 2x + 7) H_{0,1}^2 \]
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+ \left[ \frac{64}{3x} (x + 1)(40x^2 - 25x + 4) - 64(8x^2 - 2x + 7)H_0 \right] H_{0,-1,-1} \\
+ \left[ -\frac{32}{3x} (178x^3 - 289x^2 + 22x - 16) - 64x(x + 22)H_0 \right] H_{0,0,-1} \\
+ \left[ -\frac{16}{3x} (230x^3 - 100x^2 - 67x - 24) - 64(13x^2 + 20x + 13)H_0 \right] H_{0,0,1} \\
+ \left[ \frac{16}{x} (82x^3 + 6x^2 - 15x - 8) - 64(6x^2 + 2x + 5)H_0 \right] H_{0,1,1} + 96(2x^2 + 22x + 5) \\
\times H_{0,0,0,-1} + 32(22x^2 + 74x + 35)H_{0,0,0,1} + 128x(3x - 7)H_{0,0,1,1} + 64(4x^2 - 8x + 1) \\
\times H_{0,1,1,1} - \frac{8}{5} \left( 112x^2 + 990x + 269 \right) \zeta_2^2 \right) \\
+ C_A N_F^2 T_F^2 \left\{ \frac{16}{81x} (1400x^3 - 2022x^2 + 339x - 212) + p_{gg}^{(0)}(-x) \right\} - \frac{64}{3} H_{-1} H_0^2 \\
+ \frac{128}{3} H_0 H_{0,-1} - \frac{128}{3} H_{0,0,-1} \right] + p_{gg}^{(0)}(x) \left[ \frac{32}{3} H_0^2 H_1 + \frac{32}{3} H_0 H_1^2 + \frac{32}{9} H_1^3 + \left( -\frac{64}{3} H_0 \right) \\
- \frac{128}{3} H_1 \right] H_{0,1} + \frac{64}{3} H_{0,0,1} + 64 H_{0,1,1} + \frac{64}{3} H_1 \zeta_2 \right] + \frac{64}{27} (229x^2 - 70x + 20) H_0 \\
- \frac{128}{9} \left( 7x^2 + 7x + 5 \right) H_{-1} H_0 - \frac{32}{9} (8x^2 + 39x + 8) H_0^2 - \frac{64}{9} (4x - 1) H_0^3 \\
+ \frac{64}{27} (14x^2 - 14x + 19) H_1 - \frac{64}{9} \left( 7x^2 - 7x + 5 \right) H_1^2 + \frac{128}{9} \left( 7x^2 + 7x + 5 \right) H_{0,-1} \\
- \frac{64}{3} x H_{0,1} - \frac{704x \zeta_2}{9} + 128x \zeta_3 \right\} \right\} \right\} \right\} \\
(A.5)

and

\begin{align}
\tag{A.6}
P_{gg}^{(0)} &= \left[ \frac{22}{3} C_A \frac{8}{3} N_F T_F \right] \delta(1 - x) + \left( \frac{8 C_A}{1 - x} \right) - 8 C_A \left( -1 + 2x - x^2 + x^3 \right) \frac{1}{x}
\end{align}

\begin{align}
P_{gg}^{(1)} &= -\left[ \frac{32}{3} C_A N_F T_F + 8 C_F N_F T_F + C_A^2 \left( \frac{-64}{3} - 24 \zeta_3 \right) \right] \delta(1 - x) \\
&+ \left( \frac{1}{1 - x} \right) + \left[ -\frac{160}{9} C_A N_F T_F + C_A^2 \left( \frac{-8}{9} (-67 + 18 \zeta_2) + 8 H_0^2 + 32 H_0 H_1 \right) \right] \\
&- \left( \frac{4}{9} (109x + 25) \right) + \frac{8(2x^3 - 2x^2 - 4x - 1)}{x + 1} H_0^2 - \frac{16(2x^3 + 2x^2 + 4x + 3)}{x + 1} \zeta_2 \\
&+ \frac{8}{3} \left( 44x^2 - 11x + 25 \right) H_0 - \frac{32(x^2 + x + 1)^2}{x(x + 1)} H_{-1} H_0 + \frac{32(x^3 - x^2 + 2x - 1)}{x} H_0 H_1 \\
&+ \frac{32}{x(x + 1)} H_{0,-1} \right] + C_A N_F T_F \left[ -\frac{16}{9x} (23x^3 - 19x^2 + 29x - 23) \\
&+ \frac{32}{3} (x + 1) H_0 \right] + C_F N_F T_F \left[ -\frac{32}{3x} (x - 1)(5x^2 + 11x - 1) + 16(5x + 3) H_0 \right]
\end{align}
\[
\begin{align*}
+16(x+1)H_0^2 \right) \\
\end{align*}
\]

\[
P^{(2),N_F}_{gg} = \\
\delta(1-x) \left\{ C_A^2 N_F T_F \left[ -\frac{466}{9} - \frac{32}{3} \zeta_2 - \frac{320}{9} \zeta_3 - \frac{482}{9} C_A C_F N_F T_F + 4C_F^2 N_F T_F \right] + \frac{116}{9} C_A N_F^2 T_F^2 + \frac{88}{9} C_F N_F^2 T_F^2 \right\} + \left( \frac{1}{1-x} \left\{ C_A^2 N_F T_F \left[ -\frac{32}{3} H_0 + \frac{32}{3} \zeta_2 - \frac{128}{3} H_0 H_{0,-1} - \frac{320}{9} H_0 + \frac{320}{9} H_0 \right] \right\} + \zeta_3 \right) + C_A C_F N_F T_F \left[ -\frac{440}{3} + 128 \zeta_3 \right] - C_A N_F^2 T_F^2 \left\{ \frac{128}{27} \right\} + \\
+ \frac{C_A^2 N_F T_F}{x} \left[ -\frac{8}{81} \frac{9632x^3 - 11037x^2 + 9783x - 9632}{x} + \left( \frac{32}{9} (x+1) \frac{(2x^2 - 9x + 2)}{x} \right) H_0^2 \right. + \\
+ \frac{8}{27} \frac{3918x^3 - 1979x^2 + 3736x + 568}{x} - \frac{32114x^4 - 77x^3 - 342x^2 - 77x + 114}{9} \left( \frac{1}{x+1} \right) H_0 - \frac{8}{3} x H_0^3 \right\} + \\
+ \left( \frac{8}{9} (19x - 12) H_0 \right) + \left( \frac{8}{27} \frac{(x-1)410x^2 + 2441x + 410}{x} \right) - \frac{8}{3} (25x - 29) H_0^2 \right. + \\
+ \frac{64}{9} \frac{33x^3 - 9x^2 + 49x - 33}{x} H_0 \right) H_1 + \left( \frac{32}{9} \frac{114x^4 - 77x^3 - 342x^2 - 77x + 114}{x+1} \right) + \\
- \frac{64}{3} (x+1) \frac{(2x^2 - 9x + 2)}{x} H_{-1} - \frac{128}{3} (x^2 + 9x - 7) H_0 - 96(x-1) H_0^2 \right) H_{0,-1} - \\
+ \left( \frac{3664}{9} (x+1) + \frac{128}{3} \frac{(x+1)^3}{x} \right) H_{-1} + \frac{16}{3} (17x - 37) H_0 + 48(x+1) H_0^2 \right) H_{0,1} + \\
- 192(x-1) H_{0,-1} \right) + \left( \frac{64}{3} (x+1) \frac{(2x^2 - 9x + 2)}{x} + 384(x-1) H_0 \right) H_{0,-1} + \\
- \frac{128}{3} \frac{(x+1)^3}{x} H_{0,-1} + \frac{128}{3} \frac{(2x^2 + 31x - 23) + 192(x+1) H_0}{x} H_{0,0,1} + 384(x+1) \left[ H_{0,0,0,1} - H_{0,0,0,-1} \right] + \\
- \frac{128}{3} \frac{(x+1)^3}{x} H_{0,-1} + \frac{128}{3} \frac{(2x^2 + 35x + 2) (x+1) \frac{(2x^2 - 9x + 2)}{x} + 32}{x} H_{-1} + 16 \frac{8x^4 + 34x^2 - 5x - 8}{9} x H_0 + 16 \frac{132x^4 - 137x^3 + 156x^2 + 481x + 96}{9} \right) x (x+1) \right) + \\
- 16 \frac{5x + 3}{2} H_0^2 + 192(x-1) H_{0,-1} - 192(x+1) H_{0,1} \right) \zeta_2 + \frac{48}{5} (13x + 23) \zeta_2^2
\]
\[
+ \left( \frac{648x^3 + 7x^2 + 31x - 11}{x} - 384xH_0 \right) \zeta_3 + C_A C_F N_F T_F \left[ -\frac{16}{9} (70x - 29) H_0^3 \right] \\
\frac{81}{8} \frac{12263x^3 - 273x^2 - 28806x + 15331}{x} + \left( \frac{16756x^3 + 3451x^2 + 805x - 344}{27} \right) x \\
- \frac{64}{9} \frac{(x + 1)(10x^2 + 275x + 44)}{x} H^{-1} - \frac{64}{3} \frac{(x + 1)(8x^2 - 35x + 8)}{x} H_{-1}^2 \right) H_0 \\
- \frac{32}{3} \frac{(3x - 2)}{x} H_0^4 + \left( \frac{8}{9} (254x^2 + 1208x + 1007) - \frac{32}{3} \frac{(x + 1)(2x^2 + 25x + 2)}{x} H^{-1} \right) H_0^2 \\
+ \frac{32}{9} \frac{(x - 1)(4x^2 + 7x + 4)}{x} H_0^4 + 512(x - 1) H_0^2 + \left( -\frac{16}{27} (x - 1)(352x^2 - 2219x - 521) \right) x \\
+ \frac{32}{9} \frac{(x - 1)(37x^2 + 79x - 17)}{x} H_0 + \frac{16}{3} \frac{(x - 1)(16x^2 + 55x + 16)}{x} H_0^2 H_1 \\
+ \left( \frac{128(x - 1)}{9} H_0^4 + \frac{64}{3} \frac{(x + 1)(10x^2 + 275x - 44)}{x} + \frac{128}{3} \frac{(x + 1)(8x^2 - 35x + 8)}{x} H^{-1} \right) H_0 \\
+ \frac{128}{3} \frac{7x^3 + 3x^2 - 6x + 3}{x} H_0,1 + \frac{16(x + 1)}{3} H_0^2 + \left( -\frac{8}{9} (x - 1)(4x^2 + 31x + 4) \right) x \\
+ \frac{32}{3} \frac{(x - 1)(4x^2 + 7x + 4)}{x} H_0^4 H_0^2 - \left( \frac{16}{9} \frac{34x^3 + 233x^2 + 482x + 10}{x} + \frac{256}{3} \frac{(x + 1)}{3} \right) x H_1 \\
+ \frac{32}{9} \frac{12x^3 + 38x^2 - 37x - 8}{x} H_0 + \frac{224}{3} \frac{(x + 1)}{3} H_0^2 + \frac{64}{3} \frac{(x - 1)(4x^2 + 7x + 4)}{x} H_0^2 \right) H_1,0 \\\n- \frac{128}{3} \frac{1024(x - 1)}{x} H_0,1 + \frac{256}{3} \frac{(x + 1)}{3} H_0,1,0 \left( \frac{640(x + 1)}{H_0} \right) \\
+ \frac{32}{3} \frac{(20x^2 + 56x - 43)}{x} H_0,0,1 + \left( \frac{32}{3} \frac{12x^3 + 23x^2 + 5x - 12}{x} - \frac{128(x + 1)}{H_0} \right) H_0,0,1,1 \\
+ \frac{768(x + 1)}{H_0,0,0,1} - 960(x + 1) H_0,0,0,1 - 64(x + 1) H_0,0,1,1 - 128(x + 1) H_0,1,1,1 \\
+ \left( \frac{512(x + 1)}{H_0,1} - \frac{16}{9} \frac{40x^3 + 991x^2 + 674x - 152}{x} - \frac{64}{3} \frac{(x + 1)(4x^2 - 43x + 4)}{x} H^{-1} \right) \\
- \frac{32}{3} \frac{12x^3 + 61x^2 - 8x - 8}{x} H_0 - \frac{512(x - 1)}{3} H_0,1 - \frac{64}{3} \frac{(x - 1)(8x^2 + 35x + 8)}{x} H_1,0 \\\n+ \frac{192}{3} \frac{(x - 1)}{H_0^2} \zeta_2 - \frac{32}{5} \frac{(43x + 83)}{x} \zeta_2^2 + \frac{32}{3} \frac{4x^3 - 151x^2 - 58x + 28}{x} + \frac{64}{9} (9x - 1) H_0 \right) \zeta_3 \\
+ C_F^2 N_F T_F \left[ \frac{8}{3} \frac{(x - 1)(348x^2 + 447x + 22)}{x} + \left( \frac{8}{3} \frac{108x^2 - 541x - 381}{x} + \frac{4288}{3} (x + 1) H^{-1} \right) \right] \\
+ \frac{256}{3} \frac{(x + 1)(x^2 - 4x + 1)}{x} H_0^2 H_0,0 - \frac{16}{3} (x + 1) H_0^4 + \left( -\frac{128}{3} \frac{(x + 1)(x^2 - 4x + 1)}{x} \right) H^{-1} \right) \\
+ \frac{8}{3} \frac{(56x^2 - 297x - 82)}{H_0^3} + \frac{16}{9} (x^2 - 33x - 9) H_0^3 + \left( \frac{16}{3} \frac{(x - 1)(54x^2 - 53x - 31)}{x} \right)
\]
\[+ \frac{32}{3} \left( x - 1 \right) \left( 28x^2 + 33x + 10 \right) H_0 - \frac{16}{3} \left( x - 1 \right) \left( 4x^2 + 25x + 4 \right) H_0 x \]
\[+ \left( \frac{8}{3} \left( x - 1 \right) \left( 16x^2 + 23x + 16 \right) - \frac{32}{3} \left( x - 1 \right) \left( 4x^2 + 7x + 4 \right) H_0 x \right) H_1 - 256(x - 1) H_{0,-1} \]
\[+ \frac{4288}{3} \left( x + 1 \right) + \frac{512}{3} \left( x + 1 \right) \left( x^2 - 4x + 1 \right) H_{-1} + \frac{256}{3} \left( x - 1 \right) \left( x^2 + 4x + 1 \right) H_0 x \]
\[- \frac{32}{9} \left( x - 1 \right) \left( 4x^2 + 7x + 4 \right) H_1^2 + \left( -\frac{1640x^3 - 5x^2 - 94x - 20}{3} + 96(x + 1) H_0^2 \right) \]
\[- \frac{32}{3} \left( x^2 + 7x + 4 \right) H_0 + \frac{64}{3} \left( x - 1 \right) \left( 4x^2 + 7x + 4 \right) H_1 \right) H_{0,1} - 64(x + 1) H_{0,1}^2 \]
\[+ \left( \frac{512}{3} \left( x + 1 \right) \left( x^2 - 4x + 1 \right) + 512(x - 1) H_0 \right) H_{0,-1,1} + \left( \frac{256}{3} \left( 3x^3 + 3x^2 - x + 1 \right) \right) \]
\[- \frac{64}{3} \left( 8x^3 + 15x^2 + 6x + 1 \right) H_{0,1,1} - 768(x + 1) H_{0,0,0,-1} + 448(x + 1) H_{0,0,0,1} \]
\[+64(x + 1) H_{0,0,1,1} + 128(x + 1) H_{0,1,1,1} + \left( 64(x + 1) H_0 - \frac{16}{3} (16x^2 - 253x + 48) \right) \]
\[+ \frac{256}{3} \left( x + 1 \right) \left( x^2 - 4x + 1 \right) H_{-1} + \frac{256}{3} \left( x - 1 \right) \left( x^2 + 4x + 1 \right) H_1 + 64(5x + 4) H_0 \]
\[+256(x - 1) H_{0,-1} - 256(x + 1) H_{0,1} \right) \zeta_2 + 32(9x + 13) \zeta_2^2 - \left( \frac{128}{3} \zeta_2 \right) \]
\[+64(x - 7) H_0 \left( \frac{3}{x} \right) + \frac{256}{9} \left( x + 1 \right) \left( 52x^2 + 43x + 76 \right) H_0 - \frac{64}{9} \left( x + 1 \right) H_0^2 + \frac{16}{27} \left( 52x^2 + 19x + 52 \right) H_1 \]
\[+ \frac{256}{9} \left( x + 1 \right) \zeta_2 \right] + C_{AN}^2 T_{2\mu}^2 \left[ -\frac{16236x^3 - 189x^2 + 165x - 236}{81} - \frac{256}{9} \left( x + 1 \right) H_0,1 \]
\[+ \frac{16}{27} \left( 52x^2 + 43x + 76 \right) H_0 - \frac{64}{9} \left( x + 1 \right) H_0^2 + \frac{16}{27} \left( 52x^2 + 19x + 52 \right) H_1 \]
\[+ \frac{256}{9} \left( x + 1 \right) \zeta_2 \right] + C_{F} N_{\mu}^2 T_{2\mu} \left[ -\frac{128}{81} \left( x - 1 \right) \left( 85x^2 + 49x - 77 \right) x + \frac{128}{27} \left( 11x^2 + 68x - 22 \right) H_0 \right) \]
\[- \frac{64}{9} \left( x + 1 \right) H_0^3 + \left( \frac{64}{27} \left( x - 1 \right) \left( 22x^2 + 85x - 32 \right) + \frac{128}{9} \left( x - 1 \right) \left( 4x^2 + 7x + 4 \right) H_0 \right) H_1 \]
\[+ \frac{32}{9} \left( 8x^2 + 29x + 23 \right) H_0^2 + \frac{32}{9} \left( x - 1 \right) \left( 4x^2 + 7x + 4 \right) H_1^2 + \left( -\frac{128}{9} \frac{2x^3 + 7x^2 - 2x - 4}{x} \right) \]
\[- \frac{256}{3} \left( x + 1 \right) H_0 \right) H_{0,1} + \frac{256}{3} \left( x + 1 \right) H_{0,0,1} - \frac{128}{3} \left( x + 1 \right) H_{0,1,1} + \left( -\frac{128}{9} \left( 2x^2 - 4x - 1 \right) \right) \]
\[+ \frac{256}{3} \left( x + 1 \right) H_0 \right) \zeta_2 - \frac{128}{3} \left( x + 1 \right) \zeta_3 \right]. \quad (A.8) \]

**B Calculation of the initial values**

A sufficient number of initial values has to be provided to solve the recurrence relations which determine the master integrals. These are the moments of the master integrals for low values of
the Mellin variable $N$. Up to $O(\varepsilon^0)$ they can be calculated using the MATAD \cite{74} setup from \cite{9,75}. Beyond this order, other methods have to be used. If a multi-sum representation has already been derived to the necessary order in $\varepsilon$, the required initial values can be derived from it. However, since this involves some degree of manual intervention and since an appropriate representation cannot always be found, a fully algorithmic method is desirable. In the following, we describe an algorithmic method which works for all master integrals arising in the ongoing project to calculate the massive OMEs to three-loop order. The method has been briefly described in \cite{67} and applied in several calculations of this project \cite{10,14,67}. It is based on the $\alpha$-parameterization for Feynman integrals, see, e.g., \cite{76–78}, and the idea \cite{79,80} of rewriting integrals with scalar products in the numerator in terms of scalar integrals in shifted dimensions with raised propagator powers. This allows us to map fixed moments of the master integrals with operator insertions to operator-less tadpole integrals. These can be reduced using integration-by-parts (IBP) identities \cite{27,28,81} and lead to linear combinations of only three tadpole master integrals. Once these are calculated in shifted dimensions to sufficient order in $\varepsilon$, we can assemble the moments of the master integrals with operator insertions. The steps described here can be implemented efficiently in Mathematica.

B.1 Structure of the integrals

The scalar integrals with operator insertions for which we need initial values are two-point integrals with an on-shell, massless external momentum $p^2 = 0$. The Feynman rules of the operators involve a light-like vector $\Delta$ and they introduce symbolic powers of scalar products $\Delta \cdot k$, where $k$ is a linear combination of loop momenta and $p$. Due to the structure of the Feynman rules, we can deal with these scalar products elegantly by introducing an ordinary generating function for the Mellin moments of the integrals. In the simplest case of a scalar product $(\Delta \cdot k)^N$, we introduce a tracing variable $x$, multiply by $x^N$ and sum over $N$, cf. Eq. (2.5). Similar terms appear also for more complicated operator insertions. The operator insertions always lead to products of terms like $(1 - x \Delta \cdot k)^{-1}$, which resemble propagators that are linear in the momentum $k$.

All scalar integrals of this project can be expressed in terms of 24 integral families with nine quadratic propagators (which depend quadratically on a linear combination of loop and external momenta) and three linear propagators that encode the structure of the operator insertion. We use the notation

$$I^f(\nu_1, \ldots, \nu_{12}) = \int \frac{d^D k_1}{(2\pi)^D} \frac{d^D k_2}{(2\pi)^D} \frac{d^D k_3}{(2\pi)^D} \prod_{i=1}^{12} P_i^{-\nu_i},$$

(B.1)

where $P_i$ denotes the propagator denominators of integral family $f$. The first nine indices refer to the quadratic propagators and the last three to the linear propagators. The 24 twelve-propagator integral families are based on six nine-propagator integral families (denoted B1, B3, B5, C1, C2 and C3), which are supplemented by different sets of linear propagators (indicated by an additional letter in the family identifier). For example, the integral family B5a has the propagators

$$P_1 = k_1^2 - m^2, \quad P_2 = (k_1 - p)^2 - m^2, \quad P_3 = k_2^2 - m^2,$$
$$P_4 = (k_2 - p)^2 - m^2, \quad P_5 = k_3^2, \quad P_6 = (k_1 - k_3)^2 - m^2,$$
$$P_7 = (k_2 - k_3)^2 - m^2, \quad P_8 = (k_1 - k_2)^2, \quad P_9 = (k_3 - p)^2,$$
$$P_{10} = 1 - x \Delta \cdot k_1, \quad P_{11} = 1 - x \Delta \cdot k_3, \quad P_{12} = 1 - x \Delta \cdot k_2.$$
We first discuss the properties of the quadratic propagators. The corresponding nine-propagator families differ by the placement of the mass $m$ and by the routing of the external momentum $p$. If no external linear propagator is present, they can only depend on the mass $m$ and the external momentum $p$. Thus, they reduce to massive tadpole integrals, since $p^2 = 0$, and we can remove $p$ from the propagators altogether. Then three quadratic propagators become linearly dependent of the remaining six ($P_2$, $P_4$ and $P_9$ in the example above) and the six nine-propagator families reduce to only two six-propagator tadpole integral families.

Let us briefly recapitulate the basic facts about the $\alpha$-parameterization and its use for expressing integrals with irreducible numerators in terms of scalar integrals in shifted dimensions. For more details, see for example [76–80]. The $\alpha$-parameterization for the above integrals without linear propagators reads after applying a Wick rotation

$$I^f(\nu_1, \ldots, \nu_9, 0, 0, 0) = \frac{i^3}{(2\pi)^{3D}} \int \frac{d^Dk_{1,E}}{(2\pi)^D} \frac{d^Dk_{2,E}}{(2\pi)^D} \frac{d^Dk_{3,E}}{(2\pi)^D} \left[ \prod_{1 \leq i \leq 9} \int_0^\infty d\alpha_i \frac{(-1)^{\nu_i} \alpha_i^{\nu_i-1}}{\Gamma(\nu_i)} \right] \prod_{1 \leq i \leq 9} \int_0^\infty d\alpha_i \frac{(-1)^{\nu_i} \alpha_i^{\nu_i-1}}{\Gamma(\nu_i)} \times \exp \left( - \sum_{1 \leq i \leq 9} \alpha_i P_{i,E} \right) \right]$$

where we have explicitly pulled out a factor $(-1)$ from each propagator $P_{i,E}$ due to the Wick rotation. Below we suppress the subscript $E$ and work with Euclidean momenta unless explicitly stated otherwise. Each propagator is at most quadratic in the loop momenta. Hence, we can write any linear combination of propagators in the form

$$\sum_{1 \leq i \leq 9} \alpha_i P_i = \sum_{i,j=1}^3 k_i A_{ij} k_j + \sum_{i=1}^3 2 b_i k_i + c.$$  \hspace{1cm} (B.3)

The matrix $A$ is real and symmetric, and the vectors $b_i$ will be linear combinations of external momenta. Performing the loop integrals leads to

$$I^f(\nu_1, \ldots, \nu_9, 0, 0, 0) = \frac{i^3}{(2\pi)^{3D}} \prod_{1 \leq i \leq 9} \int_0^\infty d\alpha_i \frac{(-1)^{\nu_i} \alpha_i^{\nu_i-1}}{\Gamma(\nu_i)} \left[ \pi^{3D/2} \frac{(\det A)^{D/2}}{(\det A)^{D/2}} \exp (b^T A^{-1} b - c) \right]$$

The elements of the matrix $A$ are the coefficients of the scalar products of the loop momenta, while the elements of the vector $b$ are the coefficients of the terms linear in the loop momenta – i.e. scalar products with the external momenta (or other vector quantities). The scalar term $c$ finally contains the masses of the propagators. For our purposes, we have to consider the following form of the propagators:

$$P_i = \left( \sum_{j=1}^3 \delta^{(i)}_j k_j + \delta^{(i)}_m p \right)^2 + \delta_m^i m^2.$$  \hspace{1cm} (B.5)

The $\delta$ coefficients are either 1, 0 or $-1$ depending on how these terms enter the propagator under consideration. Each propagator enters the exponential multiplied by its corresponding $\alpha$. 
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parameter if it is present in the integral. We can model this by replacing \( \alpha_i \) with \( \beta_i = \alpha_i \Theta(\nu_i - \frac{1}{2}) \), which vanishes if the propagator is not present. Thus, we obtain

\[
A_{ii} = \sum_{k=1}^{9} \beta_k \delta_i^{(k)}, \quad A_{ij} = \sum_{k=1}^{9} \beta_k \delta_i^{(k)} \delta_j^{(k)}, \quad b_i = p \sum_{k=1}^{9} \beta_k \delta_i^{(k)} \delta_p^{(k)}, \quad c = m^2 \sum_{k=1}^{9} \beta_k \delta_m^{(k)}. \tag{B.6}
\]

Here, we have already used that \( p^2 = 0 \).

For the integral families of this project, the explicit form of the matrix \( A \) and the vector \( b \) depend only on whether the integral belongs to one of the families B1, B3 or B5 or to C1, C2 or C3. Using the notation introduced above, the quantities read

\[
A^B = \begin{pmatrix}
\beta_1 + \beta_2 + \beta_6 + \beta_8 & -\beta_8 & -\beta_6 \\
-\beta_8 & \beta_3 + \beta_4 + \beta_7 + \beta_8 & -\beta_7 \\
-\beta_6 & -\beta_7 & \beta_5 + \beta_6 + \beta_7 + \beta_9
\end{pmatrix},
\]

\[
A^C = \begin{pmatrix}
\beta_1 + \beta_2 + \beta_6 + \beta_8 & \beta_8 & -\beta_6 - \beta_8 \\
\beta_8 & \beta_3 + \beta_4 + \beta_7 + \beta_8 & -\beta_7 - \beta_8 \\
-\beta_6 - \beta_8 & -\beta_7 - \beta_8 & \beta_5 + \beta_6 + \beta_7 + \beta_9
\end{pmatrix},
\]

\[
b^B = -p \begin{pmatrix} \beta_2 \\ \beta_4 \\ \beta_0 \end{pmatrix}, \quad b^C = -p \begin{pmatrix} \beta_2 + \beta_8 \\ \beta_4 + \beta_8 \\ \beta_0 - \beta_8 \end{pmatrix}. \tag{B.9}
\]

The scalar term \( c \) is different for each of the six integral families. However, we skip it here since its specific form does not play a role in the following.

### B.2 Treatment of the linear propagators

If the integrals contain scalar products involving the loop momenta in the numerator, we can include them in the \( \alpha \)-parameterization by introducing an exponential generating function for them, i.e.

\[
(q.k)^n = \left( \frac{1}{2} \frac{d}{dr} \right)^n \exp(2r q.k) \bigg|_{r=0}.
\tag{B.10}
\]

We introduce one auxiliary parameter \( r \) for each scalar product. Thus, auxiliary parameters associated to scalar products of two loop momenta, \( k_i, k_j \), end up as additional terms in the matrix elements \( A_{ij} \) (e.g., \( r_1 k_i k_2 \) in the exponential leads to the replacement \( A_{12} \rightarrow A_{12} + r_1 \)). The auxiliary parameters which accompany scalar products with one loop momentum, \( p.k_i \), are added to the parameter \( b_i \) (e.g., the scalar product \( r_2 p.k_1 \) yields \( b_1 \rightarrow b_1 + r_2 p \)).

To derive a parameter representation for fixed moments of the master integrals with operator insertions, we first derive the \( \alpha \)-parameterization for the corresponding operator-less integral. Afterwards, we add in the linear propagators. Each of them has the structure \( (1 - x \Delta k)^{-1} \), where \( k \) is a linear combination of loop and external momenta. As discussed above, it is introduced as an ordinary generating function for the moments of the master integrals given in Eq. (2.5). If there are multiple linear propagators, all of them have the same tracing parameter \( x \), such that the expansion involves finite sums arising from the Cauchy products. For example, two linear propagators yield

\[
\frac{1}{1 - x \Delta k_1} \frac{1}{1 - x \Delta k_2} = \sum_{N=0}^{\infty} x^N \sum_{j=0}^{N} (\Delta k_1)^j (\Delta k_2)^{N-j},
\tag{B.11}
\]
which provides the generating function of the Feynman rule for an operator insertion on a vertex. Analogously, for three linear propagators, we obtain

$$\frac{1}{1 - x \Delta k_1} \frac{1}{1 - x \Delta k_2} \frac{1}{1 - x \Delta k_3} = \sum_{N=0}^{\infty} x^N \sum_{k=0}^{N} \sum_{j=0}^{k} (\Delta k_1)^j (\Delta k_2)^{k-j} (\Delta k_3)^{N-k}. \quad (B.12)$$

In case a linear propagator is raised to a higher power, we use

$$\frac{1}{(1 - x \Delta k)^n} = \sum_{N=0}^{\infty} \left( \frac{N + n - 1}{n - 1} \right) x^N (\Delta k)^n. \quad (B.13)$$

Thus, given a number of linear propagators, each of them raised to a given power \(n_i\), i.e. \((1 - xy_i)^{-n_i}\), we can extract the coefficient of \(x^N\) of the series expansion in \(x\) as follows: We introduce a summation index \(j_i\) and a factor

$$\left( (j_i - j_{i-1}) + (n_i - 1) \right) y_i^{j_i - j_{i-1}} \quad (B.14)$$

for each linear propagator, multiply them together and sum over \(j_i\) from 0 to \(j_i + 1\). Of course, there is no sum over \(j_0\) and the outermost index (which is never summed over) must be renamed to \(N\).

To include the operators into our description, we think of the sums we just introduced as a fully expanded polynomial in the scalar products of the linear propagators. Each term has a number of scalar products each raised to a definite power and for each term, we use the exponential generating function representation, described in Eq. (B.10). To summarize: For each linear propagator we get a binomial coefficient which encodes the combinatorics of multiple, identical linear propagators, and we replace each power of a scalar product by a corresponding power of the derivative operator w.r.t. the auxiliary parameter \(r_i\) (which belongs to the \(i\)th linear propagator).

Given all these ingredients, we can assemble a general formula for the master integrals with operator insertions for the case of three linear propagators

$$I_f(\nu_1, \ldots, \nu_{12}) = \frac{i^3}{(4\pi)^{3D/2}} \left[ \prod_{1 \leq i < 9} \int_0^{\infty} \frac{d\varepsilon_i}{\Gamma(\nu_i)} (-1)^{\nu_i} \alpha_i^{\nu_i-1} \right] \times \sum_{j_1=0}^{N} \sum_{j_2=0}^{j_1} \left( \frac{j_1 + (\nu_{10} - 1)}{\nu_{10} - 1} \right) \left( \frac{(j_2 - j_1) + (\nu_{11} - 1)}{\nu_{11} - 1} \right) \left( \frac{(N - j_2) + (\nu_{12} - 1)}{\nu_{12} - 1} \right) \times \left( \frac{1}{2} \frac{d}{dr_1} \right)^{j_1} \left( \frac{1}{2} \frac{d}{dr_2} \right)^{j_2 - j_1} \left( \frac{1}{2} \frac{d}{dr_3} \right)^{N-j_2} (\det A)^{-D/2} \exp(b^T A^{-1} b - c) \bigg|_{r_i=0}. \quad (B.15)$$

Here, \(A\) is completely determined by the operator-less part of the integral (\(A^B\) and \(A^C\) from Eqs. (B.7), (B.8)). \(b\) has one term, proportional to \(p\), which is contributed by the operator-less part (\(b^B\) and \(b^C\) from Eq. (B.9)) and one part, proportional to \(r\Delta\), which stems from the linear propagators. We describe this part in the next paragraph below. The scalar term \(c\) contains the mass term, but it remains unchanged by the operators, unless the linear propagator involves the external momentum \(p\).
The coefficients $b$ of the linear term are modified by the introduction of the exponential generating functions for the operators: To each $b_i$ we have to add a term $r_j \Delta$ where the linear propagators contain the loop momentum $k_i$. Let us clarify this with an example: For family B1a we have the linear propagators

$$P_{10} = 1 - x \Delta (k_3 - k_1), \quad P_{11} = 1 - x \Delta k_3, \quad P_{12} = 1 - x \Delta (k_3 - k_2). \quad (B.16)$$

We introduce three parameters, $r_1$, $r_2$ and $r_3$, for the three propagators and arrive at the exponential generating function

$$\exp (2r_1 \Delta (k_3 - k_1) + 2r_2 \Delta . k_3 + 2r_3 \Delta . (k_3 - k_2)) , \quad (B.17)$$

and thus we obtain for $b$

$$b^{B1a} = b^B + \Delta \left( \begin{array}{cc} -r_1 & -r_3 \\ r_3 & r_1 + r_2 + r_3 \end{array} \right) . \quad (B.18)$$

Similar terms arise for the other integral families.

If the linear propagators contain the external momentum $p$, we have to also modify the scalar term $c$. In that case we have to add a term proportional to $\Delta . p$. As an example, we use family B3b, which has the linear propagators

$$P_{10} = 1 - x \Delta (k_1 - p), \quad P_{11} = 1 - x \Delta k_3, \quad P_{12} = 1 - x \Delta (k_2 - p), \quad (B.19)$$

and leads to the exponential generating function

$$\exp(2r_1 \Delta . (k_1 - p) + 2r_2 \Delta . k_3 + 2r_3 \Delta . (k_2 - p)) \quad (B.20)$$

and hence

$$b^{B3b} = b^B + \Delta \left( \begin{array}{c} r_1 \\ r_3 \\ r_2 \end{array} \right), \quad c^{B3b} = c^B + 2\Delta . p(-r_1 - r_3). \quad (B.21)$$

The central idea of the dimensional shifts is now that derivatives with respect to $r_i$ will act on the exponential function and introduce factors of $(A^{-1})_{ij} = (\det(A))^{-1} \hat{A}_{ij}$, where $\hat{A}_{ij}$ is the $(i, j)$ cofactor of the matrix $A$. Since the dimension $D$ enters the parametric representation Eq. (B.15) only in the exponent of the determinant (except for constant prefactors), we can reinterpret the integrals arising from taking the derivatives as integrals in shifted dimensions, according to the exponent of the determinant. The cofactors $\hat{A}_{ij}$ are polynomials in the $\alpha$ parameters and can be absorbed into the powers of $(\alpha_k)^{\nu_k-1}$ which encode the powers to which the quadratic propagators are raised. More concretely, the powers of the propagators enter the $\alpha$ representation in the form

$$\prod_{i=1}^{n} \frac{(-1)^{\nu_i} \alpha_i^{\nu_i-1}}{\Gamma(\nu_i)} \quad (B.22)$$

which means that an additional factor of $\alpha_j^k$ in the integrand corresponds to raising the power of propagator $P_j$ by $k$ (i.e., $\nu_j' = \nu_j + k$) and multiplying the expression by, cf. e.g. [60],

$$(-1)^k \frac{\Gamma(\nu_i + k)}{\Gamma(\nu_i)} = (-1)^k(\nu_i)_k \quad (B.23)$$
to compensate for the changed $(-1)^{\nu_i}$ and $\Gamma(\nu'_i)$. Here $(\nu_i)_k$ denotes the Pochhammer symbol. Thus, each derivative shifts the dimension and raises the powers of some propagators. After applying all derivatives, we obtain a linear combination of scalar integrals in shifted dimensions with dotted propagators and no operator insertions. These can then be mapped to tadpole integrals.

Let us now have a closer look at how the derivatives act on the parameter representation. For the master integrals we are concerned with, the auxiliary parameters $r_i$ only enter $b$ and $c$. The vector $b$ has two terms—a term proportional to $p$ and one proportional to $\Delta$. Since $b$ only appears in the bilinear form $b^TA^{-1}b$ and since $p^2 = 0$ and $\Delta^2 = 0$, only the mixed terms proportional to $\Delta p$ survive. Therefore, all terms are linear in the $r_i$. Thus, each derivative acting on this part of the exponential brings down exactly one matrix element of $A^{-1}$ and one power of $\Delta p$. This means that each derivative shifts the dimension of the integral from $D$ to $D + 2$. For the scalar term $c$ we also have a linear dependence on the $r_i$. Here, however, we do not get any shift of dimension from a derivative acting on this part of the exponential, since it only brings down a power of $2\Delta p$. This leads to linear combinations of integrals with different dimensional shifts. In all cases, each derivative introduces a factor $\Delta p$, so that the $N$th moment of any master integral will always be proportional to $(\Delta p)^N$.

Finally, we have to undo the Wick rotation. The only scalar product left in the final expression is $(\Delta p)^N$ which introduces an additional, global factor of $(-1)^N$ into (B.15).

### B.3 Reduction of the tadpole integrals

The procedure described above maps a scalar integral with an operator insertion in $D = 4 + \varepsilon$ dimensions to a (possibly large) linear combination of operator-less tadpole integrals in shifted dimensions. To cope with these, we use IBP relations derived with Reduze 2 to map them onto linear combinations of master integrals. Their coefficients are rational functions in the dimension $D$ and the mass squared $m^2$. The reductions are done for general values of $D$ so that they can be used for integrals in any dimension. Particular care must be taken if the initial values are mapped to a linear combination of tadpole integrals in different dimensions.

As already observed in [82], all tadpole integrals can be reduced to just three master integrals. They correspond to

\begin{align}
I_{112}^{B1a} & := I^{B1a}(0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0), \tag{B.24} \\
I_{101}^{B1a} & := I^{B1a}(1, 0, 1, 0, 0, 1, 1, 0, 0, 0, 0, 0), \tag{B.25} \\
I_{101}^{B5a} & := I^{B5a}(1, 0, 1, 0, 0, 1, 1, 0, 0, 0, 0, 0), \tag{B.26}
\end{align}

and their diagrams are shown in Figure 1.
The first two tadpole integrals are straightforwardly obtained and can be expressed completely in terms of \( \Gamma \)-functions, for example using their Feynman parameterization. The first one is just

\[
I_{B1a}^{112} = \int \frac{d^Dk_1}{(2\pi)^D} \frac{d^Dk_2}{(2\pi)^D} \frac{d^Dk_3}{(2\pi)^D} \frac{1}{k_1^2} \frac{1}{k_2^2} \frac{1}{k_3^2 - m^2 (k_1 - k_3)^2 - m^2 (k_2 - k_3)^2 - m^2}
\]

\[
= -N m^{3D-6} \Gamma \left( 1 - \frac{D}{2} \right)^3,
\]

where we use the normalization factor

\[
N = (i(4\pi)^{-D/2})^3,
\]

and the second one is the three-loop banana graph with two massless lines, yielding

\[
I_{B1a}^{101} = \int \frac{d^Dk_1}{(2\pi)^D} \frac{d^Dk_2}{(2\pi)^D} \frac{d^Dk_3}{(2\pi)^D} \frac{1}{k_1^2} \frac{1}{k_2^2} \frac{1}{k_3^2} \frac{1}{(k_1 - k_3)^2 - m^2 (k_2 - k_3)^2 - m^2}
\]

\[
= N m^{3D-8} \Gamma \left( 4 - \frac{3D}{2} \right) \Gamma (3 - D)^2 \Gamma \left( \frac{D}{2} - 1 \right)^2 \Gamma \left( 2 - \frac{D}{2} \right) \Gamma (6 - 2D) \Gamma \left( \frac{D}{2} \right).
\]

These expressions can be expanded in \( \varepsilon \) in any dimension \( D = 2n + \varepsilon \). When expanding in \( \varepsilon \), we keep the normalization \( N \), the mass scale \( m^{3D-2\nu} \) and an additional factor of \( \exp(\frac{3}{2} \varepsilon \gamma_E) \) unexpanded to simplify the expressions. The latter is the same regardless of the integer dimension around which we expand. The third integral is the three-loop banana graph with fully massive lines and reads

\[
I_{B5a}^{101} = \int \frac{d^Dk_1}{(2\pi)^D} \frac{d^Dk_2}{(2\pi)^D} \frac{d^Dk_3}{(2\pi)^D} \frac{1}{k_1^2} \frac{1}{k_2^2} \frac{1}{k_3^2} \frac{1}{(k_1 - k_3)^2 - m^2 (k_2 - k_3)^2 - m^2} - m^2 (k_1 - k_3)^2 - m^2 (k_2 - k_3)^2 - m^2}
\]

\[
= \frac{3F_2}{(2\pi)^D} \frac{d^Dk_1}{(2\pi)^D} \frac{d^Dk_2}{(2\pi)^D} \frac{d^Dk_3}{(2\pi)^D} \frac{1}{k_1^2} \frac{1}{k_2^2} \frac{1}{k_3^2} \frac{1}{(k_1 - k_3)^2 - m^2 (k_2 - k_3)^2 - m^2}.
\]

In [82] this integral was found to correspond to an expression involving \( \Gamma \)-functions and a generalized hypergeometric function \( 3F_2 \) for general values of \( D \). Here, we are interested in the expansion around \( \varepsilon = D - 2n \) for different values of \( n \in \mathbb{N} \) up to \( 2n = 30 \). To calculate it, we follow the method used in [83, 85], which we briefly describe below.

We calculate this integral as a special case of the same integral with two different masses, by deriving a differential equation in the ratio of the masses and then specializing to the case of equal masses. The two-mass diagram is depicted in Figure 2a.

\[
J_a(x) = \int \frac{d^Dk_1}{(2\pi)^D} \frac{d^Dk_2}{(2\pi)^D} \frac{d^Dk_3}{(2\pi)^D} \frac{1}{k_1^2} \frac{1}{k_2^2} \frac{1}{k_3^2} \frac{1}{(k_1 - k_3)^2} \frac{1}{(k_2 - k_3)^2}
\]

\[
J_b(x) = \int \frac{d^Dk_1}{(2\pi)^D} \frac{d^Dk_2}{(2\pi)^D} \frac{d^Dk_3}{(2\pi)^D} \frac{1}{k_1^2} \frac{1}{k_2^2} \frac{1}{k_3^2} \frac{1}{(k_1 - k_3)^2} \frac{1}{(k_2 - k_3)^2} \frac{1}{(k_1 - k_3)^2 - m^2 (k_2 - k_3)^2 - m^2}
\]

\[
J_c(x) = \int \frac{d^Dk_1}{(2\pi)^D} \frac{d^Dk_2}{(2\pi)^D} \frac{d^Dk_3}{(2\pi)^D} \frac{1}{k_1^2} \frac{1}{k_2^2} \frac{1}{k_3^2} \frac{1}{(k_1 - k_3)^2} \frac{1}{(k_2 - k_3)^2} \frac{1}{(k_1 - k_3)^2 - m^2 (k_2 - k_3)^2 - m^2}
\]

\[
J_d(x) = \int \frac{d^Dk_1}{(2\pi)^D} \frac{d^Dk_2}{(2\pi)^D} \frac{d^Dk_3}{(2\pi)^D} \frac{1}{k_1^2} \frac{1}{k_2^2} \frac{1}{k_3^2} \frac{1}{(k_1 - k_3)^2} \frac{1}{(k_2 - k_3)^2} \frac{1}{(k_1 - k_3)^2 - m^2 (k_2 - k_3)^2 - m^2}
\]
\[ m_1^{3D-2a} \int \frac{dk_1}{(2\pi)^D} \frac{dk_2}{(2\pi)^D} \frac{dk_3}{(2\pi)^D} \frac{1}{(k_1^2 - x^2)^a} \frac{1}{k_2^2 - x^2} \frac{1}{(k_1 - k_2)^2 - 1} \frac{1}{(k_2 - k_3)^2 - 1}, \]

where we define \( x = \frac{m_2}{m_1}. \) Since the overall factor of \( m_1^a, \alpha \in \mathbb{R} \) can be reconstructed from dimensional arguments, we set \( m_1 = 1 \) in the remaining discussion. For \( x = 0 \) the integral with \( a = 1 \) corresponds to \( J_1(0) = I_{101}^{\text{Bl}a} \) while for \( x = 1 \) it corresponds to \( J_1(1) = I_{101}^{\text{Bl}a}. \) Moreover, we can derive the property

\[ J_1(x) = x^{3D-8} J_1(x^{-1}) \]  

from the unevaluated integral.

The system of differential equations with respect to \( x \) can be derived using for example the package OreSys \[ 27,28 \]. In order to close the system, four integrals are necessary. Besides \( J_1(x), \) also \( J_2(x), \) i.e. the same integral with the first propagator raised to the second power (see Figure 2b), contributes. Moreover, the integrals \( T_1(x) \) and \( T_2(x) \) appear (see Figure 2c and 2d, respectively). They correspond to products of the massive one-loop tadpole integral and can be expressed in terms of \( \Gamma \)-functions for any value of \( D. \) Expressed in terms of the single scale tadpole they evaluate to (again setting \( m_1 = 1 \))

\[ T_1(x) = x^{D/2-1} I_{101}^{\text{Bl}a}, \quad T_2(x) = x^{D-2} I_{101}^{\text{Bl}a}. \]  

Therefore, we treat them as known inhomogeneous parts of the differential equation. The resulting system of first order differential equations reads

\[
\begin{align*}
\frac{dJ_1(x)}{dx} &= 4xJ_2(x), \\
\frac{dJ_2(x)}{dx} &= \frac{(D-3)(3D-8)}{4x(1-x)(1+x)} J_1(x) + \frac{2D-7+x^2(13-4D)}{x(1-x)(1+x)} J_2(x) \\
&\quad + \frac{(D-2)^2}{4x^3(1-x)(1+x)} [T_1(x) - T_2(x)].
\end{align*}
\]

These equations can be uncoupled into a single, second order differential equation – either by using the package OreSys \[ 55,56 \] or here even by hand. We obtain

\[
\frac{d^2J_1(x)}{dx^2} - \frac{2(D-3)(1-2x^2)}{x(1-x)(1+x)} \frac{dJ_1(x)}{dx} - \frac{(3D-8)(D-3)}{(1-x)(1+x)} J_1(x) \\
= \frac{(D-2)^2}{x^2(1-x)(1+x)} [T_1(x) - T_2(x)],
\]

which is a second order differential equation with regular singular points at \( x \in \{-1, 0, 1, \infty\}. \) Thus, we can only use the initial condition \( J_1(0) = I_{101}^{\text{Bl}a}, \) while the derivative of \( J_1 \) at \( x = 0 \) becomes linearly dependent. We could use the value of \( J_1 \) at \( x = 1 \) to fix the second constant, however, this is just the quantity we want to calculate here. Therefore, we use the relation between \( J_1(x) \) and \( J_1(x^{-1}) \) given in Eq. (B.32) instead.

The differential equation can be expanded in \( \varepsilon = D - 2n, n \in \mathbb{N} \) and solved order by order. The homogeneous equation is the same at every order and therefore also the homogeneous solutions are the same. They can be found for example using the Mathematica routine DSolve. The solutions contain polynomials and logarithms in \( x. \) For \( D = 4 \) they are given by

\[ h_1(x) = (1 - x)^2 (1 + x)^2 \]  

(B.34)
\[ h_2(x) = \frac{x(x^2 + 1)}{8} - \frac{(1 - x)^2(1 + x)^2}{16} [H_{-1}(x) + H_1(x)]. \] (B.35)

The inhomogeneous part \( r(x) \) of the differential equation arises from the expansion of \( T_1(x) \) and \( T_2(x) \) in \( \varepsilon \) as well as lower orders of the solution to \( J_1(x) \). We then use the variation of constants to calculate a particular solution to the inhomogeneous differential equation, cf. \[87\],

\[
p(x) = -h_1(x) \int_0^x \frac{r(x')}{W(x')} h_2(x') \, dx' + h_2(x) \int_0^x \frac{r(x')}{W(x')} h_1(x') \, dx',
\] (B.36)

where \( W(x) = h_1(x)h_2(x) - h_2(x)h_1(x) \) is the Wronskian of the homogeneous solutions. For \( D = 4 \) it is \( W(x) = x^2(1 - x)(1 + x) \). The structure of these integrals tells us that they only lead to iterated integrals over the letters \( x, 1 - x \) and \( 1 + x \), i.e. the harmonic polylogarithms \[19\]. Performing these integrals can be done efficiently using the HIntegrate command from the package HarmonicSums. Finally, we fix the constants of integration using the expansion of \( J_1(0) = I_{112}^{\text{Bla}} \) along with the relation Eq. (B.32). Since only HPLs occur, the relation maps them to linear combinations of HPLs again. If both sides are algebraically reduced, we can solve for the constants by comparing coefficients of the HPLs. Of course, this requires the algebraic relations for HPLs of argument \( x \) to be available. In intermediate steps of the calculation at hand, we needed these relations up to weight \( w = 9 \), which can be calculated, e.g., using HarmonicSums, cf. also \[17\] \[88\]. The expansion of the solution for \( J_1(x) \) is given completely in terms of HPLs with polynomial coefficients in \( x \). For \( D = 4 + \varepsilon \) we obtain

\[
J_1(x) = \mathcal{N} e^{\frac{3x}{\varepsilon} - \gamma_E} \left\{ -\frac{1}{\varepsilon^3} \frac{8}{3} x^4 + 4x^2 + 1 + \frac{1}{\varepsilon^2} \left[ \frac{2}{3} (7x^4 + 32x^2 + 7) - 8(x^2 + 2)x^2H_0 \right] \\
+ \frac{1}{\varepsilon} \left[ 2(7x^2 + 16)x^2H_0 - \frac{5}{6}(5x^4 + 32x^2 + 5) - (x^4 + 4x^2 + 1)\zeta_2 - 4(3x^2 + 2)x^2H_0^2 \right] \\
- \frac{5}{24} (x^4 - 112x^2 + 1) - \frac{5}{2}(5x^2 + 16)x^2H_0 + \frac{3}{4}(7x^2 + 4)x^2H_0^2 - \frac{4}{3}(7x^2 + 2)x^2H_0^3 \\
+ \left( \frac{1}{4}(7x^4 + 32x^2 + 7) - 3(x^2 + 2)x^2H_0 \right) \zeta_2 + \frac{1}{3}(7x^4 - 20x^2 + 7)\zeta_3 + [4H_0^3H_1 \\
- 4H_{-1}H_0^2 + 8H_0H_{0,-1} - 8H_0H_{0,1} - 8H_{0,0,-1} + 8H_{0,0,1}] (1 - x)^2(1 + x)^2 + \mathcal{O}(\varepsilon) \right\},
\] (B.37)

where we suppressed the higher order terms in \( \varepsilon \) due to their length.

To obtain the solution for \( I_{101}^{\text{Bla}} = J_1(1) \), we express the HPLs at \( x = 1 \) in terms of multiple zeta values and use their relations \[88\] to reduce the occurring constants to an algebraically independent basis. The full result for \( D = 4 + \varepsilon \) reads

\[
I_{101}^{\text{Bla}} = \mathcal{N} e^{\frac{3x}{\varepsilon} - \gamma_E} \left\{ -\frac{16}{\varepsilon^3} + \frac{92}{3\varepsilon^2} - \frac{35}{6}\zeta_2 + \frac{275}{12}\zeta_2 - 2\zeta_3 + \frac{23}{2}\zeta_2 - 2\zeta_3 + \varepsilon \left[ \frac{189}{16} - \frac{105}{8}\zeta_2 - \frac{89}{6}\zeta_3 - \frac{57}{16}\zeta_4 \right] \\
+ \varepsilon^2 \left[ -\frac{14917}{192} + \frac{275}{32}\zeta_2 + \frac{525}{8}\zeta_3 - \frac{3}{4}\zeta_2\zeta_3 - \frac{2251}{64}\zeta_4 - \frac{3}{10}\zeta_5 + 4B_4 \right] + \varepsilon^3 \left[ \frac{48005}{256} \\
+ \frac{567}{128}\zeta_2 - \frac{15965}{96}\zeta_3 - \frac{89}{16}\zeta_2\zeta_3 - \frac{1}{8}\zeta_2^2 - \frac{38325}{256}\zeta_4 + \frac{6223}{40}\zeta_5 - \frac{631}{512}\zeta_6 - 15B_4 \\
- 192\text{Li}_5 \left( \frac{1}{2} \right) - 204\zeta_4 \ln(2) - 16\zeta_2 \ln(2)^3 + \frac{8}{5}\ln(2)^5 \right] + \varepsilon^4 \left[ -\frac{1108525}{3072} - \frac{14917}{512}\zeta_2 \right]
\]
Besides the usual zeta values \( \zeta_k \) and the polylogarithms evaluated at \( \frac{1}{2} \), \( \text{Li}_n\left(\frac{1}{2}\right) \), also the following constants appear \([17, 88]\):

\[
B_4 = -4\zeta_2 \ln^2(2) + \frac{2}{3} \ln^4(2) - \frac{13}{2} \zeta_4 + 16\text{Li}_4\left(\frac{1}{2}\right),
\]
\begin{align*}
s_6 &= \sigma_{-5,-1}, \quad s_7a = \sigma_{-5,1,1}, \quad s_7b = \sigma_{5,-1,-1}, \\
s_8a &= \sigma_{5,3}, \quad s_8b = \sigma_{-7,-1}, \quad s_8c = \sigma_{-5,-1,-1,-1}, \quad s_8d = \sigma_{-5,-1,1,1},
\end{align*}

where the \( \sigma_{\vec{a}} \) are multiple zeta values, defined by \( \sigma_{\vec{a}} = \lim_{N \to \infty} S_{\vec{a}}(N) \). Except for the zeta values \( \zeta_k \) and \( B_4 \) the remaining multiple zeta values cancel in the final results for the operator matrix elements.

Similar results are obtained for this integral in all even dimensions \( D = 4 + \varepsilon \) to \( D = 30 + \varepsilon \) up to and including the \( O(\varepsilon^6) \) terms. This allows the calculation of moments up to \( N = 13 \) for the master integrals with operator insertions. Since this exceeds the number of required initial values for the recurrences, we can use the remaining moments as a cross check for their solutions.
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