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Abstract

Motivated by a recent result of Daskalakis et al. [9], we analyze the population version of Expectation-Maximization (EM) algorithm for the case of truncated mixtures of two Gaussians. Truncated samples from a $d$-dimensional mixture of two Gaussians $\frac{1}{2}N(\mu, \Sigma) + \frac{1}{2}N(-\mu, \Sigma)$ means that a sample is only revealed if it falls in some subset $S \subset \mathbb{R}^d$ of positive (Lebesgue) measure. We show that for $d = 1$, EM converges almost surely (under random initialization) to the true mean (variance $\sigma^2$ is known) for any measurable set $S$. Moreover, for $d > 1$ we show EM almost surely converges to the true mean $\mu$ for any measurable set $S$, under the assumption that the map of EM has only three fixed points, namely $-\mu, 0, \mu$ (covariance matrix $\Sigma$ is known).

Our techniques deviate from those of Daskalakis et al. [11], which heavily depend on symmetry that the untruncated problem exhibits. The fact that the truncated set $S$ may not be symmetric around $0$ makes it impossible to compute a closed form of the update rule of EM. We circumvent this fact by using techniques from dynamical systems, in particular implicit function theorem and stability analysis around the fixed points of the update rule of EM.

1 Introduction

Expectation-Maximization (EM) is an iterative algorithm, widely used to compute the maximum likelihood estimation of parameters in statistical models that depend on hidden (latent) variables $z$ ([12]). Given a probability distribution $p_\lambda$ defined on $(x; z)$, where $x$ are the observables and $\lambda$ is a parameter vector, and samples $x_1, ..., x_n$, one wants to find $\lambda$ in order to maximize the log-likelihood $\sum_{i=1}^n \log p_\lambda(x)$ (finite sample case) or $\mathbb{E}_x[\log p_\lambda(x)]$ (population version). Such a task is not always easy, because computing the log-likelihood involves summations over all the possible values of the latent variables and moreover the log-likelihood might be non-concave. EM algorithm is one way to tackle the described problem and works as follows:

- Guess an initialization of the parameters $\lambda_0$.
- For each iteration:
  
  (Expectation-step) Compute the posterior $Q_i(z)$, which is $p_{\lambda_i}(z|x_i)$ for each sample $i$.
  
  (Maximization-step) Compute $\lambda_{i+1}$ as the argmax of $\sum_i \sum_z Q_i(z) \log \frac{p_{\lambda}(x|z)}{Q_i(z)}$.

It is well known that there are guarantees for convergence of EM to stationary points [27]. The idea behind this fact is that the log-likelihood is decreasing along the trajectories of the EM dynamics. We note that this is true for the case of the truncated mixture of Gaussians too. One of its main applications is on learning mixture of Gaussians. Recovering the parameters of a mixture of Gaussians with strong guarantees was initiated by Dasgupta [8] and has been extensively studied in theoretical computer science and machine learning communities, e.g., [2], [17], [7], [6], where most of the works assume that the means are well-separated. In addition, the authors in [24], [16] offer stronger guarantees, polynomial time (in dimension $d$) learnability of Gaussian mixtures.
Recent results indicate that EM works well (converges to true mean) for mixture of two Gaussians (see [28], [11] for global convergence and [3] for local convergence), a result that is not true if the number of components is at least three (in [15] an example is constructed where the log-likelihood landscape has local maxima that are not global and EM converges to these points with positive probability).

Parameter estimation problems involving data that has been censored/truncated is crucial in many statistical problems occurring in practice. Statisticians, dating back to Pearson [18] and Fisher [13], tried to address this problem in the early 1900’s. Techniques such as method of moments and maximum-likelihood were used for estimating a Gaussian distribution from truncated samples. The seminal work of Rubin [26] in 1976, on missing/censored data, tried to approach this by a framework of ignorable and non-ignorable missingness, where the reason for missingness is incorporated into the statistical model through. However, in many cases such flexibilities may not be available. More recent work on estimation with truncated data has focused on tractable parametric models such as Gaussians, thereby providing strong computational guarantees for convergence to the true parameters [9]. Mixture models are ubiquitous in machine learning and statistics with a variety of applications ranging from biology [4, 1] to finance [5]. Many of these practical applications are not devoid of some form of truncation or censoring. To this end, there has been previous work that uses EM algorithm for Gaussian mixtures in this setting [19], [22]. However, they assume truncation sets that are generally boxes and in addition do not provide any convergence guarantees.

**Our results and techniques**  
Our results can be summarized in the following two theorems (one for single-dimensional and one for multi-dimensional case):

**Theorem 1.1** (Single-dimensional case). Let $S \subset \mathbb{R}$ be an arbitrary measurable set of positive Lebesgue measure so that $\int_S N(x; \mu, \sigma^2) + N(x; -\mu, \sigma^2) dx = \alpha > 0$. It holds that under random initialization (according to a measure on $\mathbb{R}$ that is absolutely continuous with Lebesgue measure), EM algorithm converges with probability one to either $\mu$ or $-\mu$.

**Theorem 1.2** (Multi-dimensional case). Let $S \subset \mathbb{R}^d$ with $d > 1$ be an arbitrary measurable set of positive Lebesgue measure so that $\int_S N(x; \mu, \Sigma) + N(x; -\mu, \Sigma) dx = \alpha > 0$. It holds that under random initialization (according to a measure on $\mathbb{R}^d$ that is absolutely continuous with Lebesgue measure), EM algorithm converges with probability one to either $\mu$ or $-\mu$ as long as EM update rule has only $-\mu, 0, \mu$ as fixed points.

**Remark 1.3.** We would like first to note that we prove the two theorems above in a more general setting where we have truncation functions instead of truncation sets (see Section 2.1 for definitions). Furthermore, in the proof of Theorem 1.2, we show that $0$ is a repelling fixed point and moreover $-\mu, \mu$ are attracting so if the initialization is close enough to $-\mu$ or $\mu$, then EM actually converges to the true mean$^1$. Finally, in Section 5, Lemma 5.3 we provide sufficient conditions of the truncated set $S$ (or truncation function) so that the EM update rule has exactly three fixed points. The sufficient condition is that $S$ is rotation invariant under some appropriate transformation.

To prove our two main theorems, we perform stability analysis on the fixed points $-\mu, 0, \mu$ of the dynamical system that is induced by EM algorithm and moreover show that the update rule is a diffeomorphism. This is a general approach that has appeared in other recent papers that talk about how first order methods avoid saddle points ([23], [21], [25], [20], [10] to name a few).

Nevertheless, computing the update rule of EM for a truncated mixture of two Gaussians is not always possible, because the set $S$ is not necessarily symmetric around $0$. As a result, the techniques of [11] (for the population version) do not carry over to our case. In particular we can find an implicit description of the update rule of the EM.

---

$^1$This fact a well-known fact in dynamical systems literature.
Moreover, getting inspiration from the *Implicit Function Theorem*, we are able to compute explicitly the Jacobian of the update rule of EM and perform spectral analysis on it (Jacobian is computed at the three fixed points \(-\mu, 0, \mu\)). We show that the spectral radius of the Jacobian computed at \(-\mu, \mu\) is less than one (the fixed points are attracting locally) and moreover the spectral radius of the Jacobian computed at 0 is greater than one (repelling). Along with the fact that the Jacobian is invertible (hence the update rule of EM is a diffeomorphism\(^2\)), we can use the center-stable manifold theorem to show that the region of attraction of fixed point 0 is of measure zero. Finally, due to the fact that EM converges always to stationary points (folklore), our result follows. We note that in the case \(d = 1\), the fixed points are exactly three \((-\mu, 0, \mu)\) and we prove this fact using FKG (see Theorem 4.1) inequality. As far as the case \(d > 1\) is concerned, if \(S\) is rotation invariant (under proper transformation so that covariance matrix becomes identity), we can show that there are exactly three fixed points by reducing it to the single dimensional case.

### 2 Background

#### 2.1 Truncated Mixture Model

Before describing the model, we establish the notations used in this paper. We use bold font to represent vectors, any generic element in \(\mathbb{R}^d\) is represented by \(x\).

The density of a balanced mixture of two different Gaussians with parameters \((\mu_1, \Sigma_1)\) and \((\mu_2, \Sigma_2)\) respectively, is given by:

\[
f(x) := \frac{1}{2}N(x; \mu_1, \Sigma_1) + \frac{1}{2}N(x; \mu_2, \Sigma_2),
\]

where, \(N(x; \mu, \Sigma) := \frac{\exp\left(-\frac{1}{2}(x - \mu)^T \Sigma^{-1} (x - \mu)\right)}{(2\pi)^{\frac{d}{2}} \det(\Sigma)^{1/2}}\).

For this work we consider the case when true covariances are known and they are equal to \(\Sigma\). The means are assumed to be symmetric around the origin and we represent the true parameters of the distribution to be \((-\mu, \Sigma)\) and \((\mu, \Sigma)\).

Thus, we can write the density as follows:

\[
f_\mu(x) := \frac{1}{2}N(x; -\mu, \Sigma) + \frac{1}{2}N(x; \mu, \Sigma),
\]

Under this setting we consider a truncation set \(S \subset \mathbb{R}^d\), which means that we have access only to the samples that fall in the set \(S\) which is of positive measure under the true distribution, i.e.,

\[
\int_{\mathbb{R}^d} (0.5N(x; -\mu, \Sigma) + 0.5N(x; -\mu, \Sigma))1_S d\mathbf{x} = \alpha > 0,
\]

where \(1_S\) is the indicator function for \(S\), i.e., if \(x \in S\) then \(1_S(x) = 1\) and is zero otherwise.

Hence we can write the truncated mixture density as follows:

\[
f_{\mu, S}(x) = \begin{cases} 
0.5N(x; -\mu, \Sigma) + 0.5N(x; \mu, \Sigma) & , x \in S \\
\frac{\int_{S} 0.5N(x; -\mu, \Sigma) + 0.5N(x; \mu, \Sigma) d\mathbf{x}}{\int_{S} 0.5N(x; -\mu, \Sigma) + 0.5N(x; \mu, \Sigma) d\mathbf{x}} & , x \notin S 
\end{cases}
\]

\(^2\)A function is called a diffeomorphism if it is differentiable and a bijection and its inverse is differentiable as well.
The above definition can be generalized for “truncation” functions too. Let $S : \mathbb{R}^d \rightarrow \mathbb{R}$ be a non-negative, bounded by one, measurable function so that $0 < \alpha = \int_{\mathbb{R}^d} S(x)f_\mu(x)dx$ (we say nonnegative function $S$ is of “positive measure” if $S(x)$ is not almost everywhere zero). The truncated mixture then is defined as follows:

$$f_{\mu,S}(x) = \frac{(0.5N(x; -\mu, \Sigma) + 0.5N(x; \mu, \Sigma))S(x)}{\int_{\mathbb{R}^d}(0.5N(x; -\mu, \Sigma) + 0.5N(x; \mu, \Sigma))S(x)dx}$$

One can think of $S(x)$ as the probability to actually see sample $x$.

**Remark 2.1** (Results proven for truncation functions). Our main Theorems 1.1 and 1.2 provided in the introduction, hold in the general setting where we have non-negative truncation functions $S(x)$ of “positive measure”. Our proofs are written in the general setting (not only the case of indicator functions).

We will use the following short hand for the truncated EM density with means $\mu$ and truncation set or function $S$ such that $f_{\mu,S}(x) = \frac{f_\mu(x)1_S}{\int_{\mathbb{R}^d}f_\mu(x)1_Sdx}$ or $f_{\mu,S}(x) = \frac{f_\mu(x)S(x)}{\int_{\mathbb{R}^d}f_\mu(x)S(x)dx}$. Also, we will denote the expected value with respect to the truncated mixture distribution with parameters $-\lambda$ and $\lambda$ by $E_{\lambda,S}$. We conclude the subsection with an important definition that will be needed for the multi-dimensional case.

**Definition 2.2** (Rotation invariant/Symmetric). We call a “truncation” function $S(x)$ rotation invariant if $S(Qx) = S(x)$ for all orthogonal matrices $Q$. It is clear that every rotation invariant “truncation” function is also even (choose $Q = -1$, where $I$ denotes the identity matrix). A set $S$ is called rotation invariant if $1_S$ is rotation invariant function and moreover it is called symmetric if $1_S$ is an even function.

Next, we derive the EM-update rule to estimate the mean under the “truncated” setting.

### 2.2 EM Algorithm

The EM algorithm tries to maximize a lower bound of the likelihood at every time step. The population version of the update rule to estimate the mean of a truncated balanced Gaussian mixture with symmetric means $(-\mu, \mu)$ and covariance $\Sigma$ with truncation set $S$ boils down to:

$$h(\lambda_t, \lambda) := E_{\mu,S}[\tanh(x^T\Sigma^{-1}\lambda_t)x^T\Sigma^{-1}] - E_{\lambda,S}[x^T\Sigma^{-1}\tanh(x^T\Sigma^{-1}\lambda)]$$

such that

$$\lambda_{t+1} = \{\lambda : h(\lambda_t, \lambda) = 0\}.$$

For the derivation of the update rule please see Appendix A. We note that the above system, in contrast to the un-truncated setting accommodates an implicit function in the update rule and hence we cannot obtain a closed form solution for $\lambda_{t+1}$.

**Remark 2.3** (Fixed Points). We first characterize the fixed points of the dynamical system given in equation (2.5). We can identify that there are 3 fixed points, namely, $\mu$, $-\mu$ and $0$, since

$$h(\mu, \mu) = 0, \ h(\mu, -\mu) = 0 \ \text{and} \ h(0, 0) = 0$$

In general there may be more fixed points in the dynamics for any arbitrary truncation function $S(x)$ or set $S$. However, in the single dimension case we prove that there are only three fixed points (see Lemma 4.3). In multi-dimensional ($d > 1$) case we can also show that if $S$ is rotation invariant, then there are only three fixed points as well (see Lemma 5.3).
3 Properties of the EM Update Rule

In the section we analyze the dynamical system arising from the EM update rule. To this end, we first describe the derivative $\nabla_{\lambda_t} \lambda_{t+1}$ of the dynamical system, by invoking the Implicit Function Theorem. Then we present some derivatives that are essential to characterize the dynamics and argue about the stability of fixed points.

3.1 Properties of the Dynamics

We use the Implicit Function Theorem to represent the derivative of $\lambda_{t+1}$ with respect to $\lambda_t$ to analyze the dynamical system around some point say $\gamma$.

\[
\nabla_{\lambda_t} \lambda_{t+1} \bigg|_{\lambda_t=\gamma} = \nabla_{\lambda_{t+1}} \mathbb{E}_{\lambda_{t+1},S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda_{t+1}) \right]^{-1} \bigg|_{\lambda_t=\gamma} \cdot \nabla_{\lambda_t} \mathbb{E}_{\mu,S} \left[ \tanh(x^T \Sigma^{-1} \lambda_t)x^T \right] \bigg|_{\lambda_t=\gamma}
\]

(3.1)

The analogue of the above ratio in the single dimension setting is given by:

\[
\frac{d\lambda_{t+1}}{d\lambda_t} \bigg|_{\gamma} = \frac{d}{d\lambda_{t+1}} \mathbb{E}_{\mu,S} \left[ x \tanh \left( \frac{x\lambda_t}{\sigma^2} \right) \right] \bigg|_{\lambda_t=\gamma} \cdot \frac{d}{d\lambda_t} \mathbb{E}_{\mu,S} \left[ x \tanh \left( \frac{x\lambda_{t+1}}{\sigma^2} \right) \right] \bigg|_{\lambda_t=\gamma}
\]

(3.2)

To this end, we state the following lemma which describes certain derivatives of the terms involved in the above ratio to argue about local stability of the fixed points.

Lemma 3.1 (Some Useful Derivatives). The following equations hold:

1. $\nabla_{\lambda} \mathbb{E}_{\lambda,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda) \right] = \Sigma^{-1} \mathbb{E}_{\lambda,S} \left[ xx^T \right] - \Sigma^{-1} \mathbb{E}_{\lambda,S} \left[ x \tanh(x^T \Sigma^{-1} \lambda) \right] \mathbb{E}_{\lambda,S} \left[ x \tanh(x^T \Sigma^{-1} \lambda) \right]^T$

2. $\nabla_{\mu} \mathbb{E}_{\mu,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda) \right] = \Sigma^{-1} \mathbb{E}_{\mu,S} \left[ xx^T \tanh(x^T \Sigma^{-1} \lambda) \tanh(x^T \Sigma^{-1} \mu) \right]$

$\quad - \Sigma^{-1} \mathbb{E}_{\mu,S} \left[ x \tanh(x^T \Sigma^{-1} \lambda) \right] \mathbb{E}_{\mu,S} \left[ x \tanh(x^T \Sigma^{-1} \mu) \right]^T$

3. $\nabla_{\lambda} \mathbb{E}_{\mu,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda) \right] = \Sigma^{-1} \mathbb{E}_{\mu,S} \left[ xx^T \frac{1}{\cosh^2(x^T \Sigma^{-1} \lambda)} \right]$

$\quad = \Sigma^{-1} \mathbb{E}_{\mu,S} \left[ xx^T \left( 1 - \tanh^2(x^T \Sigma^{-1} \lambda) \right) \right]$

3.2 Two Important Lemmas

We end the section about the update rule of EM by proving that is well-defined (in the sense that for every $\lambda_t$ there exists a unique $\lambda_{t+1}$) and moreover, we show that the update rule has Jacobian that is invertible for all $x \in \mathbb{R}^d$. The first Lemma that is needed to argue about global convergence (in case there are three fixed points), with the use of center-stable manifold (as the proof appears in [20]) is the following:

Lemma 3.2 (Local Diffeomorphism). Let $J$ be the Jacobian of the update rule of the EM dynamics (of size $d \times d$). It holds that $J$ is invertible.
Proof. It suffices to prove that $\nabla_\lambda \mathbb{E}_{\lambda,S} [x^T \tanh(x^T \Sigma^{-1} \lambda)]$, $\nabla_\lambda \mathbb{E}_{\mu,S} [x^T \tanh(x^T \Sigma^{-1} \lambda)]$ have non zero eigenvalues (thus invertible) for all $\lambda \in \mathbb{R}^d$ and hence the result follows by Equation (3.1). Observe that

\[
M := \mathbb{E}_{\lambda,S}[xx^T (1 - \tanh^2(x^T \Sigma^{-1} \lambda))] = \text{Cov} \left( x \sqrt{1 - \tanh^2(x^T \Sigma^{-1} \lambda)}, x \sqrt{1 - \tanh^2(x^T \Sigma^{-1} \lambda)} \right) + \mathbb{E}_{\lambda,S}[x \sqrt{1 - \tanh^2(x^T \Sigma^{-1} \lambda)}] \mathbb{E}_{\lambda,S}[x \sqrt{1 - \tanh^2(x^T \Sigma^{-1} \lambda)}]^T
\]

(where $x$ follows a truncated mixture with parameters $\lambda$, $\Sigma$ and truncated function $S$ of “positive measure”) which is positive definite (not positive semidefinite) since the function $S$ is of “positive measure” and $-1 < \tanh(y) < 1$ for all $y \in \mathbb{R}$ (otherwise the variables $x_1, \ldots, x_d$ would live in a lower dimensional subspace). Moreover, from Lemma 3.1 it is clear that

\[
\Sigma \nabla_\lambda \mathbb{E}_{\lambda,S} [x^T \tanh(x^T \Sigma^{-1} \lambda)] = \text{Cov} (x \tanh(x^T \Sigma^{-1} \lambda), x \tanh(x^T \Sigma^{-1} \lambda)),
\]

which is positive definite as well. Hence we conclude that

\[
\Sigma \cdot \nabla_\lambda \mathbb{E}_{\lambda,S} [x^T \tanh(x^T \Sigma^{-1} \lambda)]
\]

is positive definite, thus $\nabla_\lambda \mathbb{E}_{\lambda,S} [x^T \tanh(x^T \Sigma^{-1} \lambda)]$ is invertible. The proof for $\nabla_\lambda \mathbb{E}_{\mu,S} [x^T \tanh(x^T \Sigma^{-1} \lambda)]$ is simpler since

\[
\Sigma \nabla_\lambda \mathbb{E}_{\mu,S} [x^T \tanh(x^T \Sigma^{-1} \lambda)] = \text{Cov} \left( x \sqrt{1 - \tanh^2(x^T \Sigma^{-1} \lambda)}, x \sqrt{1 - \tanh^2(x^T \Sigma^{-1} \lambda)} \right) + \mathbb{E}_{\mu,S}[x \sqrt{1 - \tanh^2(x^T \Sigma^{-1} \lambda)}] \mathbb{E}_{\mu,S}[x \sqrt{1 - \tanh^2(x^T \Sigma^{-1} \lambda)}]^T,
\]

(where $x$ follows a truncated mixture with parameters $\mu$, $\Sigma$ and truncated function $S$ of “positive measure”).

The second lemma is about the fact that the update rule of EM is well defined.

Lemma 3.3 (Well defined). Let $\lambda_t \in \mathbb{R}^d$. There exists a unique $\lambda'$ such that

\[
\mathbb{E}_{\mu,S} [\tanh(x^T \Sigma^{-1} \lambda_t) x^T \Sigma^{-1}] = \mathbb{E}_{\lambda',S} [x^T \Sigma^{-1} \tanh(x^T \Sigma^{-1} \lambda')].
\]

Proof. Let $H(w) = \Sigma \mathbb{E}_{w,S} [x^T \Sigma^{-1} \tanh(x^T \Sigma^{-1} w)]$. In the previous Lemma 3.2 we showed that $\nabla_w H(w)$ is positive definite since $S$ is of positive measure. Assume there exist $\lambda, \tilde{\lambda}$ so that $H(\lambda) = H(\tilde{\lambda})$. Let $y_t = t\lambda + (1-t)\tilde{\lambda}$ for $t \in [0, 1]$. Using standard techniques from calculus and that $\nabla_w H(w)$ is symmetric we get that

\[
(\lambda - \tilde{\lambda})^T (H(\lambda) - H(\tilde{\lambda})) \geq \min_{t \in [0, 1]} \lambda_{\text{min}} (\nabla_w H(w) |_{w=y_t}) \| \lambda - \tilde{\lambda} \|^2,
\]

where $\lambda_{\text{min}}(A)$ denotes the minimum eigenvalue of matrix $A$. It is clear that the left hand side is zero, and also the matrix $\nabla_w H(w) |_{w=y_t}$ has all its eigenvalues positive for every $t \in [0, 1]$ (using the fact that $\nabla_w H(w)$ is positive definite for all $w$ from the proof of Lemma 3.2 above). We conclude that $\lambda = \tilde{\lambda}$.

Remark 3.4. In this remark, we would like to argue why there is always a $\lambda_{t+1}$ such that

\[
\mathbb{E}_{\mu,S} [\tanh(x^T \Sigma^{-1} \lambda_{t+1}) x^T \Sigma^{-1}] = \mathbb{E}_{\lambda_{t+1},S} [\tanh(x^T \Sigma^{-1} \lambda_{t+1}) x^T \Sigma^{-1}].
\]

The reason is that $\lambda_{t+1}$ is chosen to maximize a particular quantity. If the gradient of that quantity has no roots, it means that $\| \lambda_{t+1} \|_2$ should be infinity. But the quantity is a concave function (in the proof of Lemma 3.2 we showed that $-\nabla_\lambda \mathbb{E}_{\lambda,S} [x^T \tanh(x^T \Sigma^{-1} \lambda)] \Sigma^{-1}$ is negative definite which is the Hessian of the quantity to be maximized), so the maximum should be attained in the interior (i.e., $\lambda_{t+1}$ cannot have $\ell_2$ norm infinity).
4 Single Dimensional Convergence

In this section we provide a proof for Theorem 1.1. We mention first an important theorem that will be used for the proofs of both Theorems 1.1 and 1.2.

**Theorem 4.1** (FKG inequality). [14] Let $f, g : \mathbb{R} \to \mathbb{R}$ be two monotonically increasing functions and $\nu$ any probability measure on $\mathbb{R}$. It holds that

$$\int_{\mathbb{R}} f(x)g(x)d\nu \geq \int_{\mathbb{R}} f(x)d\nu \int_{\mathbb{R}} g(x)d\nu.$$  \hspace{1cm} (4.1)

Moreover, in case there is positive mass (of the product measure $\nu \otimes \nu$) on the case $(f(x_1) - f(x_2))(g(x_1) - g(x_2)) > 0$ (where $x_1, x_2$ are two independent samples from $\nu$) then the above inequality is strict.

We first perform stability analysis for the fixed points $-\mu, 0, \mu$ which is captured in the next Lemma.

**Lemma 4.2** (Stability in single-dimensional). It holds that

$$\frac{d\lambda_{t+1}}{d\lambda_t} \bigg|_{\lambda_t=0} > 1 \text{ and } \frac{d\lambda_{t+1}}{d\lambda_t} \bigg|_{\lambda_t=-\mu, -\mu} < 1.$$  \hspace{1cm} \hspace{1cm} (4.2)

**Proof.** Using Lemma 3.1 and Equation (3.2) it holds that

$$\frac{d\lambda_{t+1}}{d\lambda_t} \bigg|_{\lambda_t=0} = \frac{\mathbb{E}_{\mu,S}[x^2]}{\mathbb{E}_{0,S}[x^2]}.$$  \hspace{1cm} (4.3)

We consider the function $\mathbb{E}_{t\mu,S}[x^2]$ w.r.t variable $t$. We use the Mean Value theorem and we get that there exists $\xi \in (0, 1)$ such that

$$\mathbb{E}_{\mu,S}[x^2] - \mathbb{E}_{0,S}[x^2] = \frac{d\mathbb{E}_{t\mu,S}[x^2]}{dt} \bigg|_{t=\xi}$$

$$= \frac{1}{\sigma^2} \left[ \mathbb{E}_{\xi\mu,S} \left[ x^3 \tanh(\xi t\mu) \right] - \mathbb{E}_{\xi\mu,S} \left[ x^2 \right] \mathbb{E}_{\xi\mu,S} \left[ x \tanh(\xi t\mu) \right] \right].$$  \hspace{1cm} (4.4)

We shall show that

$$\mathbb{E}_{\xi\mu,S} \left[ x^3 \tanh(\xi t\mu) \right] > \mathbb{E}_{\xi\mu,S} \left[ x^2 \right] \mathbb{E}_{\xi\mu,S} \left[ x \tanh(\xi t\mu) \right].$$

The proof below is inspired by the proof of FKG inequality (because $x^2, x \tanh(x \xi \mu)$ are increasing for $x \geq 0$ and decreasing for $x < 0$). Let $x_1, x_2$ be two independent and identically distributed random variables that follow the distribution of $f_{\xi\mu,S}(x)$. Assume w.l.o.g that $|x_1| > |x_2|$ then it holds that $x_1^2 > x_2^2$ and $x_1 \tanh(x_1 \xi \mu) > x_2 \tanh(x_2 \xi \mu)$ (since $\mu > 0$). Therefore we get that $(x_1^2 - x_2^2)(x_1 \tanh(x_1 \xi \mu) - x_2 \tanh(x_2 \xi \mu)) > 0$ (except for a measure zero set where it might be equality).

We conclude that

$$\mathbb{E}_{\xi\mu,S} \left[ (x_1^2 - x_2^2)(x_1 \tanh(x_1 \xi \mu) - x_2 \tanh(x_2 \xi \mu)) \right] > 0.$$  \hspace{1cm} (4.5)

From independence and the fact that $x_1, x_2$ are identically distributed, we get that

$$\mathbb{E}_{\xi\mu,S}[x_1^2x_2 \tanh(x_2 \xi \mu)] = \mathbb{E}_{\xi\mu,S}[x_2^2x_1 \tanh(x_1 \xi \mu)] = \mathbb{E}_{\xi\mu,S}[x_1^2] \mathbb{E}_{\xi\mu,S}[x_1 \tanh(x_1 \xi \mu)]$$

and also

$$\mathbb{E}_{\xi\mu,S}[x_1^3 \tanh(x_1 \xi \mu)] = \mathbb{E}_{\xi\mu,S}[x_2^3 \tanh(x_2 \xi \mu)].$$

It occurs that $\mathbb{E}_{\xi\mu,S} \left[ x^3 \tanh(\xi t\mu) \right] > \mathbb{E}_{\xi\mu,S} \left[ x^2 \right] \mathbb{E}_{\xi\mu,S} \left[ x \tanh(\xi t\mu) \right]$.  \hspace{1cm} (4.6)
thus, $E_{\mu,S}[x^2] > E_{\mu,S}[x^2]$ (i.e., the ratio (4.2) is greater than 1), namely 0 is a repelling fixed point.

Moreover, using Lemma 3.1 and Equation (3.2) it holds that

$$\frac{d\lambda_{t+1}}{d\lambda_t} |_{\lambda_t=\mu} = \frac{E_{\mu,S} \left[ \frac{x^2}{\sigma^2} \right]}{E_{\mu,S} \left[ \frac{x^2}{\sigma^2} \right] - E_{\mu,S} \left[ \frac{x}{\sigma} \tanh \left( \frac{x\mu}{\sigma} \right) \right]}.$$  \hspace{1cm} (4.5)

Since $S$ (function or set) has positive measure we get that the variance of the random variable $\frac{x}{\sigma} \tanh \left( \frac{x\mu}{\sigma} \right)$ is positive (otherwise the random variable would be constant with probability one and hence $S$ would be of zero measure), thus

$$E_{\mu,S} \left[ \frac{x^2}{\sigma^2} \right] \tanh^2 \left( \frac{x\mu}{\sigma} \right) > E_{\mu,S} \left[ \frac{x}{\sigma} \tanh \left( \frac{x\mu}{\sigma} \right) \right]$$

or equivalently

$$E_{\mu,S} \left[ \frac{x^2}{\sigma^2} \right] - E_{\mu,S} \left[ \frac{x^2}{\sigma^2} \tanh^2 \left( \frac{x\mu}{\sigma} \right) \right] < E_{\mu,S} \left[ \frac{x^2}{\sigma^2} \right] - E_{\mu,S} \left[ \frac{x}{\sigma} \tanh \left( \frac{x\mu}{\sigma} \right) \right].$$ \hspace{1cm} (4.6)

By inequality (4.7) we conclude that the ratio (4.5) is less than one, hence fixed point $\mu$ is attracting. The same proof as in the case for $\mu$ works for the fixed point $-\mu$. \hfill $\square$

Next, we provide a proof that for the case $d = 1$ (single-dimensional), the update rule of EM has exactly three fixed points $(0, \mu, -\mu)$.

**Lemma 4.3** (Only 3 fixed points for single-dimensional). We consider the update rule of the EM method for the single dimensional case (2.4). The update rule has only $-\mu, 0, \mu$ as fixed points.

**Proof.** Let $\mu > \lambda > 0$ and assume $\lambda$ is a fixed point of the update rule of EM (2.4). Set $G(\mu, \lambda, S) = E_{\mu,S} \left[ \frac{x}{\sigma} \tanh \left( \frac{x\mu}{\sigma} \right) \right]$. It holds that $G(\mu, \lambda, S) = G(\lambda, \lambda, S)$ (by definition of $\lambda$).

It follows from Mean Value theorem that there exists a $x \in (\lambda, \mu)$ so that (using also Lemma 3.1)

$$\frac{G(\mu, \lambda, S) - G(\lambda, \lambda, S)}{\mu - \lambda} = E_{\xi,S} \left[ \frac{x^2}{\sigma^2} \tanh \left( \frac{x\xi}{\sigma^2} \right) \tanh \left( \frac{x\lambda}{\sigma^2} \right) \right] - E_{\xi,S} \left[ \frac{x}{\sigma} \tanh \left( \frac{x\lambda}{\sigma^2} \right) \right] \cdot E_{\xi,S} \left[ \frac{x}{\sigma} \tanh \left( \frac{x\lambda}{\sigma^2} \right) \right].$$

We get that $\frac{x}{\sigma} \tanh \left( \frac{x\lambda}{\sigma^2} \right)$, $\frac{x}{\sigma} \tanh \left( \frac{x\xi}{\sigma^2} \right)$ are increasing functions for $x \geq 0$ and decreasing for $x < 0$, so inspired by the proof of FKG inequality 4.1 we shall show that $G(\mu, \lambda, S) - G(\lambda, \lambda, S) > 0$ (and reach contradiction).

Let $x_1, x_2$ be two independent and identically distributed random variables that follow the distribution of $f_\xi(x)$. Assume w.l.o.g. that $|x_1| > |x_2|$ then it holds that $\frac{x_1}{\sigma} \tanh \left( \frac{x_1\lambda}{\sigma^2} \right) > \frac{x_2}{\sigma} \tanh \left( \frac{x_2\lambda}{\sigma^2} \right)$ and $\frac{x_1}{\sigma} \tanh \left( \frac{x_1\xi}{\sigma^2} \right) > \frac{x_2}{\sigma} \tanh \left( \frac{x_2\xi}{\sigma^2} \right)$. Therefore we get that

$$(\frac{x_1}{\sigma} \tanh \left( \frac{x_1\lambda}{\sigma^2} \right) - \frac{x_2}{\sigma} \tanh \left( \frac{x_2\lambda}{\sigma^2} \right)) \cdot (\frac{x_1}{\sigma} \tanh \left( \frac{x_1\xi}{\sigma^2} \right) - \frac{x_2}{\sigma} \tanh \left( \frac{x_2\xi}{\sigma^2} \right)) > 0$$

(except for a measure zero set where it might be equality).

We conclude that

$$E_{\xi,S} \left[ \left( \frac{x_1}{\sigma} \tanh \left( \frac{x_1\lambda}{\sigma^2} \right) - \frac{x_2}{\sigma} \tanh \left( \frac{x_2\lambda}{\sigma^2} \right) \right) \cdot \left( \frac{x_1}{\sigma} \tanh \left( \frac{x_1\xi}{\sigma^2} \right) - \frac{x_2}{\sigma} \tanh \left( \frac{x_2\xi}{\sigma^2} \right) \right) \right] > 0.$$
it follows that both
follows.

We conclude that \( G(\mu, \lambda, S) - G(\lambda, \lambda, S) > 0 \). However by assumption that \( \lambda \) is a fixed point, it must hold that \( G(\mu, \lambda, S) - G(\lambda, \lambda, S) = 0 \) (contradiction).

The same proof works when \( \lambda > \mu > 0 \). In case \( \lambda < 0 \), the proof is exactly the same with before, using \( -\mu \) instead of \( \mu \) (with opposite direction on the inequality).

Using the generic proof of Theorem 2, page 6 from [20] paper, the fact that EM converges to stationary points (which are fixed points of the update rule of EM) and combining it with Lemmas 4.2, 4.3 and the Lemma 3.2 about local diffeomorphism of the update rule, the proof of Theorem 1.1 follows.

5 Multi-Dimensional Convergence

In this section we prove Theorem 1.2. Since the techniques follow the same lines as in the single-dimensional case, we will state and prove the Lemmas that deviate technically from those in Section 4. The two lemmas below provide stability analysis for the fixed points \( -\mu, 0, \mu \).

**Lemma 5.1 (Stability of \( \mu \) in multi-dimensional).** It holds that the spectral radius of

\[
\nabla_\lambda \mathbb{E}_{\mu,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda)^{-1} \right] \bigg|_{\lambda=\mu} \cdot \nabla_\lambda \mathbb{E}_{\mu,S} \left[ \tanh(x^T \Sigma^{-1} \lambda) x^T \right] \bigg|_{\lambda=\mu}
\]

(i.e., the Jacobian of the update rule of EM method computed at true mean \( \mu \)) is less than one.

**Proof.** We set \( A := \mathbb{E}_{\mu,S}[xx^T] - \mathbb{E}_{\mu,S}[x \tanh(x^T \Sigma^{-1} \mu)] \mathbb{E}_{\mu,S}[x \tanh(x^T \Sigma^{-1} \mu)]^T \) and \( B := \mathbb{E}_{\mu,S}[xx^T] - \mathbb{E}_{\mu,S}[xx^T \tanh^2(x^T \Sigma^{-1} \mu)] \). From the proof of Lemma 3.2 it follows that both \( A, B \) are positive definite. Observe that \( A - B \) is also positive definite since

\[
A - B = Cov(x \tanh(x^T \Sigma^{-1} \mu), x \tanh(x^T \Sigma^{-1} \mu)),
\]

and the measure \( S \) is positive so the vector \( x \tanh(x^T \Sigma^{-1} \mu) \) does not live in a lower dimensional subspace. Moreover, we get that \( \Sigma^{-1/2} (A - B) \Sigma^{-1/2} = \Sigma^{-1/2} A \Sigma^{-1/2} - \Sigma^{-1/2} B \Sigma^{-1/2} \) is also positive definite. We set \( \hat{A} := \Sigma^{-1/2} A \Sigma^{-1/2} \) and \( \hat{B} := \Sigma^{-1/2} B \Sigma^{-1/2} \) (\( \hat{A}, \hat{B} \) are also positive definite). Using Claim 5.5 (stated in the end of the section) we conclude that \( \hat{A} - \hat{B} = \hat{B} \hat{A} \) has positive eigenvalues. Thus \( C := \hat{I} - \Sigma^{1/2} A \Sigma^{-1/2} \hat{B} \Sigma^{-1/2} \hat{B} \) has positive eigenvalues. We conclude that \( \Sigma^{1/2} A \Sigma^{-1/2} \hat{B} \) has eigenvalues less than one. Since \( \Sigma^{1/2} A \Sigma^{-1/2} \hat{B} \) has same eigenvalues as \( A^{-1} B \), it follows that \( A^{-1} B \) has eigenvalues less than one. Finally, from Lemma 5.5 it holds that \( A^{-1} B \) has positive eigenvalues. The proof follows since \( A^{-1} B = \nabla_\lambda \mathbb{E}_{\mu,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda)^{-1} \right] \bigg|_{\lambda=\mu} \cdot \nabla_\lambda \mathbb{E}_{\mu,S} \left[ \tanh(x^T \Sigma^{-1} \lambda) x^T \right] \bigg|_{\lambda=\mu}. \)

The same proof works for the case of the fixed point \( -\mu \).
Lemma 5.2 (Stability of 0 in multi-dimensional). It holds that the spectral radius of
\[ \nabla \lambda \mathbb{E}_{\lambda,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda) \right]^{-1} \left|_{\lambda=0} \nabla \lambda \mathbb{E}_{\mu,S} \left[ \tanh(x^T \Sigma^{-1} \lambda)x^T \right] \right|_{\lambda=0} \]
(i.e., the Jacobian of the update rule of EM method computed at true mean \( \mu \)) is greater than one.

Proof. We set \( x \leftarrow \Sigma^{-1/2} x, \mu \leftarrow \Sigma^{-1/2} \mu \) and define \( S' \) accordingly (transforming \( S \)). It suffices to prove that the matrix \( \mathbb{E}_{0,S'}[xx^T] \mathbb{E}_{\mu,S'}[xx^T] \) has an eigenvalue greater than one (using Lemma 3.1). We set \( G(t) = \mathbb{E}_{t \mu, S'}[xx^T] \) and we get that
\[ \frac{dG}{dt} = \mathbb{E}_{t \mu, S'}[xx^T (x^T \mu) \tanh(x^T t \mu)]. \]
Using the fundamental theorem of calculus we get that
\[ G(1) - G(0) = \int_0^1 \mathbb{E}_{t \mu, S'}[xx^T (x^T \mu) \tanh(x^T t \mu)] dt. \]
It holds that
\[ \mu^T G(1) = \mu^T G(0) \mu + \int_0^1 \mu^T \mathbb{E}_{t \mu, S'}[xx^T (x^T \mu) \tanh(x^T t \mu)] dt \mu \]
The proof below is inspired by the proof of FKG inequality (because \((x^T \mu)^2, x^T \mu \tanh(x^T t \mu)\) are increasing for \( x^T \mu \geq 0 \) and decreasing for \( x^T \mu < 0 \) with respect to \( x^T \mu \) and since \( t \geq 0 \)). Let \( x_1, x_2 \) be two independent and identically distributed random variables that follow the distribution of \( f_{t \mu, S'}(x) \). Assume w.l.o.g. that \(|x_1^T \mu| > |x_2^T \mu|\) then it holds that \((x_1^T \mu)^2 > (x_2^T \mu)^2\) and \( x_1^T \mu \tanh(tx_1^T \mu) > x_2^T \mu \tanh(tx_2^T \mu)\) (since \( t \geq 0 \)).

Therefore we get that \([ (x_1^T \mu)^2 - (x_2^T \mu)^2 ] [ x_1^T \mu \tanh(tx_1^T \mu) - x_2^T \mu \tanh(tx_2^T \mu) ] > 0 \) (except for a measure zero set where it might be equality). Thus
\[ \mathbb{E}_{t \mu, S'} \left[ (x_1^T \mu)^2 - (x_2^T \mu)^2 \right] [ x_1^T \mu \tanh(tx_1^T \mu) - x_2^T \mu \tanh(tx_2^T \mu) ] > 0. \]
By using the fact that \( x_1, x_2 \) are independent and identically distributed, it holds that
\[ \mathbb{E}_{t \mu, S'} \left[ (x_1^T \mu)^3 \tanh(tx_1^T \mu) \right] > \mathbb{E}_{t \mu, S'} \left[ (x_1^T \mu)^2 \right] \mathbb{E}_{t \mu, S'} \left[ (x_1^T \mu) \tanh(tx_1^T \mu) \right]. \]
Hence, we conclude that \( \mu^T (\mathbb{E}_{\mu,S'}[xx^T] - \mathbb{E}_{0,S'}[xx^T]) \mu > 0 \), i.e., the matrix \( (\mathbb{E}_{\mu,S'}[xx^T] - \mathbb{E}_{0,S'}[xx^T]) \) has a positive eigenvalue. Since \( \mathbb{E}_{0,S'}^{-1}[xx^T] \) is positive definite, it holds that
\[ \mathbb{E}_{0,S'}^{-1}[(xx^T)] \mathbb{E}_{\mu,S'}[xx^T] - \mathbb{E}_{0,S'}[xx^T] \]
has a positive eigenvalue, i.e., \( \mathbb{E}_{0,S'}^{-1}[xx^T] \mathbb{E}_{\mu,S'}[xx^T] - I \) has a positive eigenvalue. Hence, \( \mathbb{E}_{0,S'}^{-1}[xx^T] \mathbb{E}_{\mu,S'}[xx^T] \) has an eigenvalue greater than one, and the proof is complete. \( \square \)

The following lemma shows that there are three fixed points in the multi-dimensional case when the function \( S'(x) = S(\Sigma^{1/2} x) \) is rotation invariant.

Lemma 5.3 (Rotation invariance implies three fixed points). Let \( S' : \mathbb{R}^d \to \mathbb{R} \) be a rotation invariant function, where \( S'(x) = S(\Sigma^{1/2} x) \). It holds that the update rule of EM has exactly three fixed points, i.e., \(-\mu, 0, \mu\) for any \( d > 1 \).
Proof. Consider the transformation $x \leftarrow \Sigma^{-1/2} x, \mu \leftarrow \Sigma^{-1/2} \mu$ and $S' \leftarrow S$. Assume for the sake of contradiction that there exists another fixed point $\lambda \neq 0$ (after the transformation so that we can consider the covariance matrix to be identity). We may assume without loss of generality that $\mu^T \lambda \geq 0$ since if $\lambda$ is a fixed point of the EM rule, so it is the classic orthogonal basis of $\mathbb{R}^d$ ($Q$ rotates the space), with $\mu_1 \geq 0$ (by assumption) and $\mu_2 \geq 0$ (by the choice of $Q$). We will show that the equation

$$E_{\lambda, S'}[\tanh(x^T \lambda)x] = E_{\mu, S'}[\tanh(x^T \lambda)x]$$

holds only for $\lambda = \mu$ (assuming $\lambda \neq \mu$ we shall reach a contradiction).

Under the transformation $y = Qx$ (and because $S'$ is rotation invariant, $|\det(Q)| = 1, Q^T Q = QQ^T = I$) we get that the fixed point $\lambda$ of EM satisfies

$$E_{Q\lambda, S'}[\tanh(y^T Q\lambda)Q^T y] = E_{Q\mu, S'}[\tanh(y^T Q\lambda)Q^T y].$$

We multiply both sides in Equation (5.2) and we conclude that

$$E_{\|\lambda\|_2 e_1, S'}[\tanh(\|\lambda\|_2 y_1) y] = E_{Q\mu, S'}[\tanh(\|\lambda\|_2 y_1) y],$$

where $\mu_2 = 0$. For the rest of this case, we denote by $y_{-1}$ the vector $y$ by removing coordinate $y_1$.

We use the notation $f_\nu = \frac{1}{2}N(y; -\nu, I) + \frac{1}{2}N(y; \nu, I)$. By rotation invariance of $S'$, it is true that $S'(y_1, y_{-1}) = S'(-y_1, y_{-1}) = S'(y_1, -y_1), S'(-y) = S'(y)$ and because $\tanh(\|\lambda\|_2 y_1) y_1$ is an even function we get

$$E_{Q\mu, S'}[\tanh(\|\lambda\|_2 y_1) y_1] = \int_{\mathbb{R}^d} \tanh(\|\lambda\|_2 y_1) y_1 S'(y) Q_{\mu, I} dy_1$$

$$= \int_{\mathbb{R}^d} \tanh(\|\lambda\|_2 y_1) y_1 S'(y) N(y; Q_{\mu, I}) dy_1$$

$$= \int_{\mathbb{R}^d} e^{-\frac{(y_1 - Q_{\mu, I})^2}{2}} \tanh(\|\lambda\|_2 y_1) y_1 \int_{\mathbb{R}^{d-1}} S'(y) N(y_{-1}; (Q_{\mu, I})_{-1}) dy_{-1} dy_1$$

$$= \int_{\mathbb{R}^d} e^{-\frac{(y_1 - Q_{\mu, I})^2}{2}} \tanh(\|\lambda\|_2 y_1) y_1 r(y_1) dy_1$$

where $r(y_1) = \int_{\mathbb{R}^{d-1}} S'(y) N(y_{-1}; (Q_{\mu, I})_{-1}) dy_{-1}$ is an even, non-negative function (of positive measure). Since $\tanh(\|\lambda\|_2 y_1) y_1 r(y_1)$ is an even function we conclude that

$$E_{Q\mu, S'}[\tanh(\|\lambda\|_2 y_1) y_1] = \int_{\mathbb{R}^d} e^{-\frac{(y_1 - Q_{\mu, I})^2}{2}} \tanh(\|\lambda\|_2 y_1) y_1 r(y_1) dy_1$$

$$= \int_{\mathbb{R}} f(Q_{\mu, I}) \tanh(\|\lambda\|_2 y_1) y_1 r(y_1) dy_1$$

$$= \int_{\mathbb{R}} f(Q_{\mu, I}) \tanh(\|\lambda\|_2 y_1) y_1 r(y_1) dy_1$$

$$= E_{Q_{\mu, I}}[\tanh(\|\lambda\|_2 y_1) y_1]$$
Therefore we conclude that (since \((Q\mu)_1 = \mu_1\))
\[
E[\|\lambda\|_2, r'] \left[\tanh(\|\lambda\|_2 y_1) y_1\right] = E_{\mu_1, r'} \left[\tanh(\|\lambda\|_2 y_1) y_1\right],
\]

namely we have reduced the problem to the single dimensional case. Hence from Lemma 4.3, it must hold that \(\mu_1 = \|\lambda\|_2\), i.e., \(\lambda = \mu\) (contradiction).

- \(\mu_2 > 0\). We use the same machinery as before; by Equation (5.3), the fact that \(S'(y_1, y_2, y_{-1,2}) = S'(y_1, y_2, -y_{-1,2}) = S'(y_1, -y_2, y_{-1,2}) = S'(y_1, y_{-2}, y_{-1,2})\) and moreover the fact that function \(\tanh(\|\lambda\|_2 y_1) y_2\) is odd with respect to \(y_2\), we conclude
\[
E_{(\mu_1, \mu_2), r'} \left[\tanh(\|\lambda\|_2 y_1) y_2\right] = 0,
\]
where \(r'(y_1, y_2)\) is a non-negative function (of positive measure) and bounded by 1, with the property that \(r'(y_1, y_2) = r'(-y_1, y_2) = r'(y_1, -y_2) = r'(-y_1, -y_2)\) (reducing it to the two-dimensional case).

We will show that
\[
E_{(\mu_1, \mu_2), r'} \left[\tanh(\|\lambda\|_2 y_1) y_2\right] > 0
\]
and reach a contradiction. Assume \((z_1, z_2) \in \mathbb{R}^2\) so that \(z_1 \cdot z_2 > 0\) and \(r'(z_1, z_2) > 0\). From the measure \(f_{(\mu_1, \mu_2), r'}\). It suffices to show that \(f_{(\mu_1, \mu_2), r'}(-z_1, -z_2) = f_{(\mu_1, \mu_2), r'}(z_1, z_2) > f_{(\mu_1, \mu_2), r'}(-z_1, z_2) = f_{(\mu_1, \mu_2), r'}(z_1, -z_2)\) (by the assumption of positive measure). This reduces to (by the property of \(r'\))
\[
e^{-\frac{(z_1 - \mu_1)^2 + (z_2 - \mu_2)^2}{2}} + e^{-\frac{(z_1 + \mu_1)^2 + (z_2 + \mu_2)^2}{2}} > e^{-\frac{(z_1 - \mu_1)^2 + (z_2 - \mu_2)^2}{2}} + e^{-\frac{(z_1 + \mu_1)^2 + (z_2 + \mu_2)^2}{2}},
\]
which after cancelling from both sides the common term \(e^{-\frac{x_1^2 + x_2^2 + \mu_1^2 + \mu_2^2}{2}}\) is equivalent to
\[
cosh(z_1 \mu_1 + z_2 \mu_2) > \cosh(z_1 \mu_1 - z_2 \mu_2).
\]

In case both \(z_1, z_2\) are positive then \(|z_1 \mu_1 + z_2 \mu_2| > |z_1 \mu_1 - z_2 \mu_2|\) (since \(\mu_1, \mu_2 > 0\)) and the inequality follows. In case both \(z_1, z_2\) are negative then again \(|z_1 \mu_1 + z_2 \mu_2| > |z_1 \mu_1 - z_2 \mu_2|\) (since \(\mu_1, \mu_2 > 0\)) and the inequality follows. The proof is complete.

\[
\square
\]

Remark 5.4. Let \(B_{1,r'} = \{x : l \leq \|x\|_{\Sigma^{-1}} \leq r\}\), where \(\|x\|_{\Sigma^{-1}}\) captures the Mahalanobis distance of \(x\) from \(0\), i.e., \(\sqrt{x^T \Sigma x}\) (\(\Sigma\) is positive definite). We would like to note that EM update rule has exactly three fixed points for any truncation set that is a union of \(B_{1, r_i}\) for a sequence of intervals \((l_i, r_i)\)\(^3\).

We finish the section with a claim that was used in the proofs of the main two lemmas above.

Lemma 5.5. Let \(A, B\) be two positive definite matrices. Then \(AB\) has positive eigenvalues.

Proof. \(AB\) has the same eigenvalues as \(A^{1/2}BA^{1/2}\) (\(A^{1/2}\) is well defined since \(A\) is positive definite). But \(A^{1/2}BA^{1/2}\) is also positive definite, hence the claim follows. \(\square\)

\(^3\)Observe that rotation invariant sets \(\hat{S}\) include unions of \(B_{1, r_i}\) where the \(\Sigma\) is the identity matrix.
6 Conclusion

In this paper, we studied the convergence properties of EM applied to the problem of truncated mixture of two Gaussians. We managed to show that EM converges almost surely to the true mean in the case $d = 1$ and moreover that the same result carries over for $d > 1$ under the assumption that the update rule of EM has only three fixed points (if it has more, then our results imply local convergence of EM if the initializations are close enough to the true mean). Some interesting questions that arise from this line of work are the following:

- Rate of convergence: Our result is qualitative. An interesting open direction is to find bounds on the rate of convergence.
- Finite population case: Our setting assumes infinite samples. Can we prove a similar convergence result using only finitely many samples?
- Beyond two components: Characterize the truncated sets $S$ for which EM converges almost surely to the true mean for truncated mixture of $k$-Gaussians, where $k \geq 3$.
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For this derivation, we use $\phi(x; \lambda, \Sigma)$ to denote the normal pdf with mean vector $\lambda$ and covariance matrix $\Sigma$.

Let us denote $c_1$ for the component of the Gaussian corresponding to $+\lambda$ and $c_2$ denote the component corresponding to $-\lambda$. First we have to find the posterior densities in the Expectation step. Let $\lambda_t$ be our estimate of the parameter at time $t$.

\[ Q_{\lambda_t}(c_1) = \mathbb{P}_{\lambda_t, \Sigma}(Z = c_1|X = x) \]
\[ = \frac{\mathbb{P}_{\lambda_t, \Sigma}(X = x|Z = c_1)\mathbb{P}(Z = c_1)}{\mathbb{P}_{\lambda_t, \Sigma}(X = x)} \]
\[ = \frac{\phi(x; \lambda_t, \Sigma) + \phi(x; -\lambda_t, \Sigma)}{\phi(x; \lambda_t, \Sigma) + \phi(x; -\lambda_t, \Sigma)} \tag{A.1} \]

\[ Q_{\lambda_t}(c_2) = \frac{\phi(x; -\lambda_t, \Sigma)}{\phi(x; \lambda_t, \Sigma) + \phi(x; -\lambda_t, \Sigma)} \]

Now the maximization step involves the following:

\[ \lambda_{t+1} = \arg \max_{\lambda} \left[ Q_{\lambda_t}(c_1) \log \frac{\mathbb{P}_{\lambda, \Sigma}(x, c_1)}{Q_{\lambda_t}(c_1)} + Q_{\lambda_t}(c_2) \log \frac{\mathbb{P}_{\lambda, \Sigma}(x, c_2)}{Q_{\lambda_t}(c_2)} \right] \tag{A.2} \]

Now substituting for $Q_{\lambda_t}(c_1)$, $Q_{\lambda_t}(c_2)$ and writing $\mathbb{P}_{\lambda, \Sigma}(x, c_1) = \frac{\phi(x; \lambda, \Sigma)S(x)}{\int_{d} \phi(x; \lambda, \Sigma)S(x)dx}$, similarly $\mathbb{P}_{\lambda, \Sigma}(x, c_2) = \frac{\phi(x; -\lambda, \Sigma)S(x)}{\int_{d} \phi(x; \lambda, \Sigma) + \phi(x; -\lambda, \Sigma))S(x)dx}$, we get the following:
\[ \lambda_{t+1} = \arg \max_{\lambda} \left[ Q_{\lambda_t}(c_1) \log \frac{\phi(x; \lambda, \Sigma) S(x)}{\int_{\mathbb{R}^d} (\phi(x; \lambda, \Sigma) + \phi(x; -\lambda, \Sigma)) S(x) dx} + Q_{\lambda_t}(c_2) \log \frac{\phi(x; -\lambda, \Sigma) S(x)}{\int_{\mathbb{R}^d} (\phi(x; \lambda, \Sigma) + \phi(x; -\lambda, \Sigma)) S(x) dx} \right] \]

Thus under the infinite sample case we have the following EM update rule:

\[ \lambda_{t+1} = \arg \max_{\lambda} \left[ Q_{\lambda_t}(c_1) \left( \log \phi(x; \lambda, \Sigma) - \log \int_{\mathbb{R}^d} \phi(x; \lambda, \Sigma) + \phi(x; -\lambda, \Sigma) dx \right) + Q_{\lambda_t}(c_2) \left( \log \phi(x; -\lambda, \Sigma) - \log \int_{\mathbb{R}^d} \phi(x; \lambda, \Sigma) + \phi(x; -\lambda, \Sigma) S(x) dx \right) \right] \]  

(A.3)

Finding the gradient of the above maximization we get the following:

\[ \nabla g(\lambda; x, \Sigma) = \frac{d}{d\lambda} \left[ Q_{\lambda_t}(c_1) \left( 2x^T \Sigma^{-1} \lambda - 0.5 \ast x^T \Sigma^{-1} x - 0.5 \ast \lambda^T \Sigma^{-1} \lambda - x^T \Sigma^{-1} x \right) - \log \int_{\mathbb{R}^d} 2 \ast f_\lambda(x) S(x) dx \right] \]

\[ = (2Q_{\lambda_t}(c_1) - 1) x^T \Sigma^{-1} - \lambda^T \Sigma^{-1} - \int \frac{d}{d\lambda} f_{\lambda,S}(x) dx \]  

(A.4)

Thus under the infinite sample case we have the following EM update rule:

\[ \lambda_{t+1} = \{ \lambda : h(\lambda_t, \lambda) = 0 \} \]  

(A.5)

such that \( h(\lambda_t, \lambda_{t+1}) = 0 \), where

\[ h(\lambda_t, \lambda) := E_{\mu,S} \left[ \tanh(x^T \Sigma^{-1} \lambda_t) x^T \Sigma^{-1} \right] - E_{\lambda,S} \left[ x^T \Sigma^{-1} \tanh(x^T \Sigma^{-1} \lambda) \right]. \]  

(A.6)
**B Computation of Derivatives in Lemma 3.1**

We first compute the derivative (3) as follows:

\[
\nabla_\lambda \mathbb{E}_{\mu,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda) \right] = \mathbb{E}_{\mu,S} \left[ x^T \nabla_\lambda \tanh(x^T \Sigma^{-1} \lambda) \right] \\
= \Sigma^{-1} \mathbb{E}_{\mu,S} \left[ xx^T \frac{1}{\cosh^2(x^T \Sigma^{-1} \lambda)} \right] \\
= \Sigma^{-1} \mathbb{E}_{\mu,S} \left[ xx^T \left( 1 - \tanh^2(x^T \Sigma^{-1} \lambda) \right) \right] \tag{B.1}
\]

Next, derivative (2) is given by:

\[
\nabla_\mu \mathbb{E}_{\mu,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda) \right] = \nabla_\mu \int_{\mathbb{R}^d} x^T \tanh(x^T \Sigma^{-1} \lambda) f_\mu(x) S(x) \, dx \\
= \int_{\mathbb{R}^d} x^T \tanh(x^T \Sigma^{-1} \lambda) \nabla_\mu f_\mu(x) S(x) \, dx \\
- \int_{\mathbb{R}^d} \nabla_\mu f_\mu(x) S(x) \, dx \mathbb{E}_{\mu,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda) \right] \\
= \int_{\mathbb{R}^d} x^T \tanh(x^T \Sigma^{-1} \lambda) \Sigma^{-1} \left( -\mu f_\mu(x) + x^T \tanh(x^T \Sigma^{-1} \mu) f_\mu(x) \right) S(x) \, dx \\
- \Sigma^{-1} \int_{\mathbb{R}^d} -\mu f_\mu(x) S(x) + x^T \tanh(x^T \Sigma^{-1} \mu) f_\mu(x) S(x) \, dx \mathbb{E}_{\mu,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda) \right] \\
- \mathbb{E}_{\mu,S} \left[ -x \mu^T \tanh(x^T \Sigma^{-1} \lambda) \right] + x x^T \tanh(x^T \Sigma^{-1} \lambda) \tanh(x^T \Sigma^{-1} \mu) \\
- \Sigma^{-1} \mathbb{E}_{\mu,S} \left[ xx^T \tanh(x^T \Sigma^{-1} \lambda) \tanh(x^T \Sigma^{-1} \mu) \right] \\
- \Sigma^{-1} \mathbb{E}_{\mu,S} \left[ x \tanh(x^T \Sigma^{-1} \lambda) \right] \mathbb{E}_{\mu,S} \left[ x \tanh(x^T \Sigma^{-1} \lambda) \right]^T \tag{B.2}
\]

Finally, derivative of (1) is computed by using the above two derivatives as follows:

\[
\nabla_\lambda \mathbb{E}_{\lambda,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda) \right] = \mathbb{E}_{\lambda,S} \left[ x^T \nabla_\lambda \tanh(x^T \Sigma^{-1} \lambda) \right] \\
+ \int_{\mathbb{R}^d} x^T \tanh(x^T \Sigma^{-1} \lambda) \nabla_\lambda f_\lambda(x) S(x) \, dx \\
- \int_{\mathbb{R}^d} \nabla_\lambda f_\lambda(x) S(x) \, dx \mathbb{E}_{\lambda,S} \left[ x^T \tanh(x^T \Sigma^{-1} \lambda) \right] \\
= \Sigma^{-1} \mathbb{E}_{\lambda,S} \left[ xx^T \left( 1 - \tanh^2(x^T \Sigma^{-1} \lambda) \right) \right] \\
+ \Sigma^{-1} \mathbb{E}_{\lambda,S} \left[ xx^T \tanh(x^T \Sigma^{-1} \lambda) \tanh(x^T \Sigma^{-1} \lambda) \right] \\
- \Sigma^{-1} \mathbb{E}_{\lambda,S} \left[ x \tanh(x^T \Sigma^{-1} \lambda) \right] \mathbb{E}_{\lambda,S} \left[ x \tanh(x^T \Sigma^{-1} \lambda) \right]^T \\
- \Sigma^{-1} \mathbb{E}_{\lambda,S} \left[ x \tanh(x^T \Sigma^{-1} \lambda) \right] \mathbb{E}_{\lambda,S} \left[ x \tanh(x^T \Sigma^{-1} \lambda) \right]^T \tag{B.3}
\]