Symbol-Based End-to-End Raw Audio Music Generation
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Abstract. In recent years, deep learning has emerged in the audio field with many excellent models and beats non-depth methods in the quality of generated audio. This paper implements a symbol-based end-to-end music generation model. This model generates piano music corresponding to the pitch of the musical score using a two-dimensional “Piano-roll” liked structure as input. The experiments show the generated music obtains good performance and achieves a result similar to the original song in pitch, melody, and timbre. Compared with other generation methods, the input of our model is simple, easy to obtain, and can generate music through an end-to-end method.

1. Introduction

The current music generation tasks are mainly divided into waveform-based music generation and symbol-based music generation [3]. For waveform-based music generation task, because the waveform details of the music are too rich and the representation space is continuous, it is difficult and unstable to extract the features contained in the waveform from the music. The music generated by this method containing more noise. The symbol-based music generation task uses symbols to represent musical score information, which reduces the difficulty of the model in understanding the musical information and makes it easier to extract musical features. For the symbol-based generation model, the input can be simple, and the input is generally a character representation of a musical score, that is, a one-dimensional or two-dimensional character sequence. And there is no requirement for the length of the character sequence, and it can be any length. This method has a relatively simple model structure and can achieve end-to-end music generation without the need to train multiple models separately.

In recent years, there have some advanced music generation models that use a symbolic representation of musical score information as input and get music audio waveforms. Hongyuan Zhu et al.[16] generate music by combining symbolic representations of melody, chord, and rhythm information based on knowledge of music theory. [16] points out that using the GRU network to combine this basic music theory information can get good performance. The GRU network is more suitable for music generation tasks than other network structures. Because it has a recurrent neural network structure that can perceive context information well, which is the key point of the music generation task. However, the complex input structure is not conducive to music generation and its derivative tasks, such as automatic composing tasks, and it is difficult to obtain aligned music theory information such as chords from the score. We hope to generate corresponding music through a simple musical score representation.

Symbol-based music generation (Score to Music, STM) is the conversion of note sequences to music, and Speech synthesis (Text to Speech, TTS) is the conversion of text sequences to speech, so...
they are very similar in structure. Therefore, we can develop symbol-based music generation methods based on the method of speech synthesis. In fact, many scholars have been doing such work [3][5][6][15]. Tacotron is an end-to-end speech synthesis model proposed by Yuxuan Wang et al.[14] in 2017. The model takes the character sequence as input, gets the corresponding speech spectrum map, and then predicts the phase through the Griffin-Lim algorithm to obtain high-quality speech audio. The model does not use the depth model as the vocoder but chooses the Griffin-Lim algorithm, which makes the model’s speech generation more controllable. The model generation task is similar to the task of this paper in the framework. It also uses simple input to generate sound fragments corresponding to the input. Therefore, we use Tacotron’s model framework to adapt it to music generation tasks.

2. Method

2.1. Architecture
Most music generation models are roughly composed of three parts: encoder, decoder, and vocoder. Our model design also follows this structure. A post-processing network was applied between decoder and vocoder, because the linear-spectrogram used by vocoder contained rich details, so we use mel-spectrogram as a transition. Shown in Fig.1 was our structure.

We using the CBHG structure as the model’s encoder, because CBHG can extract abstract high-dimensional features from the context of the sequence well. [14] pointed out that the CBHG structure can not only reduce overfitting in speech synthesis tasks but also reduce wrong pronunciation compared with the traditional multilayer recurrent neural network (RNN) structure. CBHG consists of a bank of 1-D convolutional filters, a highway networks, and a bidirectional gated recurrent unit (GRU).

We divide the decode operation into two steps, firstly generate Mel-spectrogram from the music score features, then convert Mel-spectrogram into linear-spectrogram with post-processing net. Because linear-spectrogram is too complicated with a lot of information, it is more difficult to generate linear-spectrogram directly through the decoder. Since the lengths of the input score features and the spectrum features are not the same, the decoder mainly uses a dynamic double-layer GRU to generate the spectrum features of the corresponding length. At the same time, the local sensitive attention mechanism mentioned in [1] makes the recurrent neural network’s perception range of input increase, because this attention mechanism can combine the focus position of the previous step and the characteristics of the input sequence [10]. When training the dynamic double-layer GRU, we randomly using target Mel-spectrogram as input frame to help training, which is also shown in Fig.1. Whether to use the target spectrogram is decided by a threshold which is decreases along time.

![Fig.1 Our model structure](image)

We use the modified CBHG as a post-processing network to obtain a linear spectrum. The Mel-spectrogram is obtained from a linear spectrogram using a set of mel filters and has less detail
information. However, the two have the same time dimension, but the richness of the frequency information contained in each moment is different. We use CBHG to extract high-dimensional features to obtain a linear spectrogram. Since the difference between the two spectrums in the time dimension is small, we found that the bidirectional GRU in the CBHG structure has little improvement in the quality of the spectrum, and increases the model training time. Therefore, we remove the bidirectional GRU structure, but retain the Highway network structure, because it can increase the depth of the network and the model will not become untrainable.

This model uses the Griffin-lim algorithm to generate music waveforms, because the experiments in [8] show that there is no enough gap between the deep network, such as wavenet and waveglow vocoder, and the Griffin-lim algorithm in the voice quality. And Sheng et al.[11] mentioned that the closer the spectrogram generated by the model to the original spectrogram, the better the audio quality, whether it is to use the vocoder of the deep model or the algorithm. So we are more focused on improving the quality of spectrograms.

2.2. Representation of music score
In the research of symbol-based music generation, the input data used, that is, the musical notation information represented by symbols, are different. [16] used chord, rhythm, and melody information as input to the model. Such input is more complicated and it is difficult to get accurate input information. Fig.2 shows the result of visualizing this structure as a picture. The horizontal axis is the time axis, and the vertical axis is the n-level pitch expression which can basically map the pitch of the notes in the score. In such a two-dimensional structure, each point represents the pitch of the note corresponding to the current moment and the velocity of the note. Such a structure is a good representation of polyphony, and it can be expressed accurately no matter how many keys the pianist presses at the same time. We regard it as a $t \times n$ matrix, where $t$ represents time and $n$ represents pitch, typically, $n=128$.

![Fig.2 “Piano roll”. This is a piano roll you would typically see in a digital audio workstation [9].](image)

3. Experiments and evaluation
Assessing the quality of artificially generated music is a very challenging task. Even the concept of quality is very difficult to define uniformly, because it is completely subjective, and everyone has their own standards and definitions for music quality evaluation. We mainly use subjective evaluation indicators to evaluate the audio quality, naturalness, pitch, and melody generated by the system1.

3.1. Dataset
Our experiment uses Maestro2 [4] dataset. The dataset contains over 200 hours of paired audio and MIDI recordings from ten years of International Piano-e-Competition. Audio and MIDI files are aligned with about 3-millisecond accuracy and sliced to individual musical pieces, which are annotated with composer, title, and year of performance.

3.2. Setup
We preprocess the dataset so that the duration of each piece of music is about 5-second. For the input piano roll, we use a sample rate of 100 frames per second (fps) to calculate it using the corresponding

---

1 All the music sample can be found in: https://aberaven.github.io/
midi file and the pitch in the piano roll is absolute pitch. The output sampling rate of the model is set to 44100 Hz. The generative music used in all experiments was generated from models trained with 80k steps.

3.2.1. Chromagram Comparation
Chroma feature is a quality of tone level, referring to the “color” of musical tones, which can be broken down into an octave constant (called “chroma”) and a “pitch” height, and this height indicates the octave where the pitch is [12][13]. Hence, the chroma feature, which is a sequence of chroma vectors, can roughly see the similarity of the pitch of the two pieces of music. We set a threshold on the result to remove the interference components with smaller values.

3.2.2. ABX Test
This method is an improvement on the pair comparison method. Testers are required to listen to audio signal A (which is the original song), then audio signal B (which is randomly selected), and finally audio signal X in a sequence of time. The tester’s task is to determine whether audio signal X is more like audio signal A or audio signal B.

For this study, we randomly select 20 piano music fragments from the test set, with a length of 5-second, and generated music through the music score corresponding to these fragments. We define the similarity between two pieces of music as the similarity in melody, rhythm, pitch, and timbre. The higher the accuracy, the closer the model generated music is to the original music.

3.2.3. MOS Test
The mean opinion score is a common measurement used in the evaluation of video, audio, and audiovisual quality, and represents the overall quality of the system. This experiment using three evaluation experiments: whether A and B have the same melody, whether A and B have the same pitch, and evaluate the quality of the generated music clip.

All experiments using the same 20 5-second music generated-original pair. MOS is expressed as a single rational number, usually in the range of 1-5 (1-Strongly disagree/Bad, 2-Disagree/Poor, 3-Neither agree nor disagree/Fair, 4-Agree/Good, 5-Strongly agree/Excellent). The purpose of the above three experiments is to show whether the model can generate the same melody and pitch as the real music audio and to evaluate the quality of the music generated by the model.

3.3. Results and analysis

3.3.1. Is it possible to generate music with the same pitch as the source music?
Then, we calculate the similarity of the histogram of the source music chromagram and the model generated music chromagram to evaluate the pitch accuracy of the model generated music and the source music. We obtain an average histogram similarity of 300 generated music fragments and source music fragments of 0.8367. Compared with the source clip, the generated music clip also has a lower MSE, and the average result of 300 test audios is 0.11. It can also be seen from Fig.3 that the chromagram of the original song and the chromagram of the generated music are relatively close, that is, the pitch level is matched. So the generated music has a similar pitch level as the source music. Not only that, but it can also be seen from the pitch MOS test, shown in Table.2, that the model has achieved good results in subjective evaluation experiments. This shows that the music generated by the model has high consistency in terms of human subjective perception with the pitch of the source music.

3.3.2. Can the model generate music with the same melody as the source music?
The results of the ABX test experiment are shown in Table.1. From the table, we can see that more than 95% of the testers believe that the generated music is similar to the source music, which proves
that the model can generate music similar to the original music, and the pitch of the generated music is almost the same as the pitch information in the score representation of the model input. However, we

found that the model achieved poor performance on test music 7. It was found through listening to the music that the source song included not only piano music but also the sound of the violin. And the sound of the violin is louder than that of the piano, which results in the generated music not sounding like the source music. But the music produced by the model has a similar melody to the piano music in the background of the original music. It can be seen from the experimental results in Table.2 that in the subjective evaluation, the music generated by the model achieved good results. The testers acknowledge that the music generated by the model has the same melody as the source music. It can be seen that the music generated by the model has the same melody as the music corresponding to the score.

Table.1 ABX Test result

| Test music | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
|------------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|
| A          | 5 | 5 | 4 | 5 | 5 | 5 | 2 | 5 | 5 | 5  | 5  | 5  | 5  | 5  | 5  | 5  | 5  | 5  | 5  | 5  |
| B          | 0 | 0 | 1 | 0 | 0 | 0 | 3 | 0 | 0 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |

3.3.3. Is the generated music of high quality?

It can be seen from the experimental results in Table.2 that the model also achieves good results in terms of the quality of generated music. However, for some music with a higher pitch, the generated music is partially distorted and does not sound like piano music. Because the tone of the instrument is determined by the harmonics, then the model fits smoothly to the harmonics, and is difficult to fit the high-frequency harmonics, so the high-frequency piano music does not sound like a natural piano to the human ear and artificial traces in that music are more serious.

Table.2 MOS scoring result

| Experiment | Melody MOS | Pitch MOS | Quality MOS |
|------------|------------|-----------|-------------|
| Score      | 4          | 3.7       | 3.5         |
4. Conclusion

In this paper, we propose an end-to-end single-instrument music generation model based on symbols. It can be seen from experiments that our method can generate smooth and high-quality music fragments. The generated music fragments have similar melody and pitch to the original music, and there is no burr or noise in quality. The quality of the generated music is high and it can generate music with corresponding pitch, but the simulation of the model for harmonics is still different from the actual harmonics. The input of the model proposed in this paper is simple and provides more possibilities for music generation and its extended task.
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