Density correlations from analogue Hawking radiation in the presence of atom losses
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The sonic analogue of Hawking radiation can now be experimentally recreated in Bose-Einstein Condensates that contain an acoustic black hole. In these experiments the signal strength and analogue Hawking temperature increase for denser condensates, which however also suffer increased atom losses from inelastic collisions. To determine how these affect analogue Hawking radiation, we numerically simulate creation of the latter in a Bose-Einstein Condensate in the presence of atomic losses. In particular we explore modifications of density-density correlations through which the radiation has been analyzed so far. We find that losses increase the contrast of the correlation signal, which we attribute to heating that in turn leads to a component of stimulated radiation in addition to the spontaneous one. Another indirect consequence is the modification of the white hole instability pattern.

PACS numbers:

I. INTRODUCTION

Hawking radiation [1–3] is a prominent prediction of quantum field theory in curved space time [4, 5]. The difficulties with observing the radiation from an astrophysical black hole have been a key motivation for the development of the analogue gravity program [3, 6, 7]. The latter is founded on the mathematical correspondence between sound propagation in a fluid medium and the propagation of quantum fields in curved spacetime [8].

Applying that idea to gaseous Bose-Einstein condensates (BECs) as a quantum fluid [6, 7, 9, 10], analogue Hawking radiation (AHR) has now been observed by measuring density-density correlations to very high precision [11–13]. Exploiting these correlations as experimental signature [14] offers several advantages, such as a clear connection between the Hawking particle (phonon) and its partner [14], a link to entanglement [12] and the ability to discriminate condensate heating that could mask the thermal nature of AHR in temperature based measurements [15, 16].

However, also when observing AHR through correlations, signals are stronger when the surface gravity of the sonic black hole is larger [14]. At fixed Mach number profile, the surface gravity increases for denser condensates. However, these are also subject to stronger atom losses [10], most notably three-body losses [17, 19], to rates for which scale cubic with density. Losses drive the quantum many-body state of the Bose gas away from its ground-state and thus also cause quasi particle creation [20], which could interfere with Hawking signals.

In this article, we explore how one-, two- and three-body losses affect the correlation signature of AHR. We find that the characteristic features that link sonic Hawking radiation to the black hole horizon persist also in the presence of losses. For this we utilize the truncated Wigner approximation [21, 25] for the dynamics of fluctuations around the mean field of a BEC, which has been successfully applied earlier in the context of analogue gravity [3, 29, 32]. We find that correlation features are strengthened in simulations that include losses, which we attribute to an additional stimulated Hawking radiation component [33] due to loss-induced condensate heating [16, 20]. Additional modifications of experimental observables by the losses are a change in the slope of the AHR tongue and the emergence of additional tongues and patterns due to instabilities at the white hole that are accelerated by the noise. These results show that the subtle interplay of multiple aspects of BEC quantum field dynamics is manifest in correlation patterns, and a careful comparison of numerical simulations and experimental results can thus provide insight also into features that are not directly pertaining to analogue gravity.

This article is organized as follows: a brief description of the sonic black hole scenario and the truncated Wigner method is provided in section II. In section III we review the correlation observable that we focus on and the most important features it exhibits. Subsections therein describe the modification of these features due to atom losses, with strengthening of correlations in section III A, discussion of the slope of Hawking tongues in section III B and the white hole correlation pattern in section III C. Details regarding the truncated Wigner method have been summarized in appendix A and B while details regarding white hole damping can be found in appendix C.

II. TRUNCATED WIGNER SIMULATION OF SONIC BLACK HOLE

We consider a BEC of $^{87}$Rb atoms in a one-dimensional ring trap [34, 35]. Following the approach of Ref. [30] to yield tractable numerical simulations, we assume that both the external potential $V(x,t)$ and the interaction strength $U_0(x,t)$ can be varied along the coordinate $x$ along the ring and in time $t$. For atoms of mass $m$ the Gross-Pitaevskii equation (GPE) [36] that describes the
dynamics of the mean field $\psi(x,t)$ is then

\[
\frac{i\hbar}{\partial t} \psi = \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V(x,t) + U_0(x,t) |\psi|^2 \right] \psi. \tag{1}
\]

For time $t < 0$, we assume that the interaction strength is constant in space, $U_0(x) = U_{\text{ini}}$, and there is no external trapping potential, $V = 0$. In this case,

\[
\psi(x,t < 0) = \sqrt{\rho_0} e^{i k_0 x} \tag{2}
\]

with density $\rho_0$ and condensate flow velocity $v_0 = \hbar k_0 / m$ related to the wave number $k_0$ is a solution of the time-independent GPE and thus a steady state of Eq. (1). At $t = 0$, we assume the interaction and external potential are modified (quenched) to

\[
V(x,t > 0) = \begin{cases} 
V_{\text{sub}} + \frac{(V_{\text{sup}} - V_{\text{sub}})}{2} \tanh \left( \frac{x - x_0}{\sigma_{\text{sp}}} \right) + 1, & x < 0 \\
V_{\text{sup}} - \frac{(V_{\text{sup}} - V_{\text{sub}})}{2} \tanh \left( \frac{x - x_0}{\sigma_{\text{sp}}} \right) + 1, & x > 0
\end{cases} \tag{3}
\]

with $x_0$ the target location of the black hole horizon, $x_w$ the white hole horizon and $\sigma_{\text{sp}}$ the length scale of the smoothened step function, shown also in Fig. 1 (a).

Choosing further a constant combination

\[
U_{\text{sub}} \rho_0 + V_{\text{sub}} = U_{\text{sup}} \rho_0 + V_{\text{sup}} = C. \tag{4}
\]

we obtain the variation of the interaction strength $U_0(x,t > 0)$ as

\[
U_0(x,t > 0) = \frac{C - V(x,t > 0)}{\rho_0}. \tag{5}
\]

This makes sure the chemical potential $\mu = \hbar^2 k_0^2 / (2m) + V_{\text{sub}} + U_{\text{sub}} \rho_0$ is constant and thus preserves Eq. (2) as a solution of the time-independent GPE, albeit now an unstable one. This allows us to focus on the quench dynamics of quantum fluctuations around the mean field, without distractions by mean field dynamics.

The choice of potential divides the ring into a subsonic region, where $v_0 < c_s(x) = \sqrt{U_0(x)/\rho_0} / m$, with speed of sound $c_s$, and a supersonic region where $v_0 > c_s(x)$. The transition from the subsonic to the supersonic region along the flow direction marks the black hole horizon, while the reverse marks the white hole horizon. Accordingly the interaction strength and external potential in Eq. (3) and (5) have been marked by subscripts (sub, sup), with “sub” referring to the subsonic region and “sup” referring to the supersonic region. The change of parameters described causes a sudden quench, from a flat analogue spacetime in a condensate without flow variation, to a spacetime containing a black-hole-white-hole pair, in a condensate with trans-sonic flow [37, 38].

Note, that while it is in principle realisable, the transition scheme from subsonic to supersonic flow discussed above has been chosen for numerical convenience only. To realize it, one would require a spatial dependence of the interaction strength by exploiting a Feshbach resonance with an inhomogeneous magnetic field, an accordingly tuned external potential $V(x)$, e.g. optically, while working in a toroidal trap. It is experimentally much more straightforward to use a straight cigar shaped trap, in which the subsonic to supersonic transition occurs due to joint density and velocity variations induced by the external potential $V(x,t)$ only, keeping $U_0$ constant. This has hence been used in the actual experiment [12]. We expect all our results to pertain also to that scenario.

To numerically model analogue Hawking Radiation (AHR), we need to include quantum fluctuations of the condensate. This is done in the truncated Wigner Approximation (TWA) [21, 23, 29]. In the TWA method, the quantum state is represented by an ensemble of stochastic trajectories, with initial state given by

\[
\psi(x,0) = e^{i k_0 x} \left[ \sqrt{\rho_0} + \sum_{k \neq 0} \beta_k u_k e^{i k x} - \beta_k^* v_k e^{-i k x} \right], \tag{6}
\]

where $\beta_k$ is a complex Gaussian random variable with $\beta_k^* = \beta_k^2 = \beta_k^* \beta_k = 0$ and $\beta_k \beta_k^* = \delta_{kk'} [2 \tanh (\epsilon_k / 2 k_B T)]^{-1}$, where $\overline{\cdots}$ denotes the stochastic average and $T$ is the temperature of the Bose gas. The Bogoliubov coefficients $u_k$ and $v_k$ are defined as usual in terms of the kinetic energy $E_k = h^2 k^2 / 2m$ and $k =
symmetrically ordered averages \[21\], such that for exam-
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dL_k for k-body loss are

\[
\begin{align*}
\frac{d}{dt} \psi(x, t) &= dL_1 + dL_2 + dL_3 \\
&= \frac{i}{\hbar} \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V(x, t) + U_0(x, t) |\psi(x, t)|^2 \right] \psi(x, t) dt,
\end{align*}
\]

where decay and noise terms $dL_k$ for k-body loss are

\[
\begin{align*}
dL_1 &= -\gamma_{1,1D} |\psi|^2 dt + \sqrt{\gamma_{1,1D}} d\mathcal{W}, \\
dL_2 &= -\gamma_{2,1D} |\psi|^2 dt + 2\sqrt{\gamma_{2,1D}} |\psi| d\mathcal{W}, \\
dL_3 &= -\frac{\gamma_{3,1D}}{2} |\psi|^4 dt + \frac{\sqrt{3\gamma_{3,1D}}}{\sqrt{2}} |\psi|^2 d\mathcal{W}.
\end{align*}
\]

Here $\gamma_{1,1D}$, $\gamma_{2,1D}$ and $\gamma_{3,1D}$ are the effective one-body, two-body and three-body loss coefficients in 1D, respectively, see appendix A. The symbol $d\mathcal{W} = d\mathcal{W}(x, t)$ denotes complex standard Wiener noise, with correlations $d\mathcal{W}(x, t) = 0$, $d\mathcal{W}(x, t) d\mathcal{W}(x', t') = 0$ and $d\mathcal{W}(x, t) d\mathcal{W}(x', t') = \delta(x - x') \delta(t - t') dt$.

Finally, quantum field observables are extracted using symmetrically ordered averages \[21\], such that for example the total atomic density is

\[
\langle \hat{\Psi}^\dagger(x) \hat{\Psi}(x) \rangle = |\psi(x)|^2 - \frac{1}{2} \delta_p(x, x),
\]

where for a spatial domain $-L \leq x \leq L$ the expression

\[
\delta_p(x, x') = \frac{1}{L} \sum_k \left[ u_k^* e^{ik(x-x')} - u_k^* e^{-ik(x-x')} \right].
\]

is a restricted basis commutator, discussed in appendix B. It has been shown in Ref. \[27\] that the truncation restricts the validity of the TWA method to scenarios where $|\psi(x)|^2 \gg \delta_p(x, x)$. More details regarding the TWA method can be found in \[41\]. It has been demonstrated first in Ref. \[14\], that the creation of analogue Hawking radiation can be modelled using the TWA.

### III. DENSITY CORRELATIONS

One of the most straightforward manifestations of AHR would be the re-heating of the condensate to the analogue Hawking temperature

\[
T_H = \frac{h g_h}{2 \pi \hbar c_s c_h}, \quad \text{with} \quad c_s = c_s(x_h),
\]

where $c_s$ is the speed of sound, $v_0$ is the velocity of the condensate, $x_h$ is the location of the black hole horizon, and $g_h$ the surface gravity of the sonic black hole. The latter can be found from \[14 \[38\]

\[
g_h = \frac{1}{2v_0} \left| \frac{c^2(x) - v^2(x)}{dx} \right|_{x=x_h}.
\]

Demonstrating AHR thermally in this manner is however usually not practical, as the temperature is fundamentally limited by atomic loss processes \[15\] and remains less than the equilibrium temperature of loss induced heating \[16\].

A popular observable that circumvents these problems is the density-density correlation function \[14\]

\[
\langle \hat{\Psi}^\dagger(x) \hat{\Psi}(x) \rangle \langle \hat{\Psi}^\dagger(x') \hat{\Psi}(x') \rangle = \frac{G_2(x, x')}{\langle \hat{\Psi}^\dagger(x) \hat{\Psi}(x) \rangle \langle \hat{\Psi}^\dagger(x') \hat{\Psi}(x') \rangle}.
\]

Density-density correlations $G_2(x, x')$ appear between a location $x$ outside the horizon and another $x'$ inside the horizon since the Hawking particle and its anti-particle are created from the same entangling event at the event horizon. In contrast, pre-existing thermal excitations or those induced by losses are not expected to share any correlations that are linked to the horizon.

![Density density correlations $G_2(x, x')$.](image)

**FIG. 2:** Density density correlations $G_2(x, x') - 1$ near a sonic horizon (at $x = -30 \mu m$), including (a) no loss, (b) only one body loss, (c) only two body loss and (d) only three body loss. We show snapshots at $t = 48$ ms after the initial quench. Movies for the same scenarios can be found in the supplemental material \[32\]. The features indicated by numbered arrows are discussed in the text.

The experiments \[12 \[13\] thus relied on correlations \[13\] as a signature for AHR. The TWA method provides symmetrically ordered quantum correlations via averages of the stochastic wavefunction \[23 \[21\], which gives us the
The numerator of Eq. (13) as
\[
\langle \hat{\Psi}(x) \hat{\Psi}(x') \hat{\Psi}(x) \hat{\Psi}(x') \rangle = |\psi(x)|^2 |\psi(x')|^2
d \left( \frac{1}{2} |\psi(x)|^2 \delta_p(x,x') + \psi^*(x') \psi(x) \delta_p(x',x) + |\psi(x')|^2 \delta_p(x,x) + \frac{1}{4} \left( \delta_p(x,x) \delta_p(x',x') + \delta_p(x,x') \delta_p(x',x) \right) \right)
\] (14)

The elements of the denominator can be calculated from [9].

In this article, we compare the correlation signatures of AHR with and without the inclusion of atomic losses. These are shown in Fig. 2 using \( N_{\text{traj}} = 200000 \) stochastic trajectories, i.e. solutions of Eq. (7) at \( t = 0 \). The condensate flow velocity is \( v_0 = 0.415 \text{ mm/s} \), with speed of sound in the subsonic and supersonic regions as \( c_{\text{sub}} = 0.62 \text{ mm/s} \) and \( c_{\text{sup}} = 0.21 \text{ mm/s} \), respectively. The circumference of our ring or length of the 1D domain is chosen as \( L = 60 \mu\text{m} \), and the mean density prior to the quench at \( t < 0 \) used in the simulations is \( \rho_0 = 66.6 \mu\text{m}^{-1} \). Finally, the 3D loss coefficients were set to \( \gamma_{1.3D} = 3.096 \text{ s}^{-1} \), \( \gamma_{2.3D} = 0.39 \mu\text{m}^3/\text{s} \), \( \gamma_{3.3D} = 0.06 \mu\text{m}^3/\text{s} \), as discussed in Ref. [43] and references therein. These were then converted to the effective 1D loss rates by using Eq. (D6), assuming a transverse trapping frequency of 130 Hz. Solutions of Eq. (7) and averages (13) are obtained using the high level language XMDS [44]. To smoothen the correlations, they have been convolved with a Gaussian filter with kernel width \( \approx 1.7 \mu\text{m} \).

Let us first describe the features in the correlation function \( G_2(x,x') \) for the basic scenario without losses in Fig. 2 (a), which have been observed before [28, 30].

1. The strip of correlations \( G_2(x,x') < 1 \) near the diagonal, \( x = x' \), appears due to atomic anti-bunching induced by repulsive interactions [50, 45]. This allows us to verify the correlation sampling by comparing the anti-bunching feature obtained with that from an analytical calculations.

2. The pattern of fringes that run parallel to the diagonal and propagate away from it in time are a result of the interaction quench between \( t = 0 \) ms and \( t = 2 \) ms. In the context of analogue gravity this can be viewed as cosmological particle creation due to the sudden quench [10, 30, 46].

3. The two tongues, which emerge from the diagonal at the location \( (x,x') = (x_h, x_h) \), with \( x_h \approx -30 \mu\text{m} \) corresponding to the sonic black hole horizon are the key signature of analogue Hawking radiation in the density-density correlation function [14, 39]. These tongues indicate correlation between the two points \( x \) and \( x' \) on either side of the horizon, due to the presence of the Hawking particle and antiparticle analogues at \( x \) and \( x' \).

In Fig. 2 (b-d), we have also marked new features of interest 4 and 5 (and changes to 3), through which results including atomic losses qualitatively deviate from the loss-free scenario. These constitute our main results, and are discussed in the subsequent sections.

A. Stronger correlations in the presence of loss

Counter-intuitively, we find that the contrast of the Hawking tongues increases with the inclusion of loss in the simulation, pertaining to feature 3 in Fig. 2 (a). To see the effect more clearly, we show one-dimensional cuts of the correlations along the tongue in Fig. 3 (a), comparing simulations with all three types of loss.

To understand the physical reason for this, recall that Hawking radiation can also be stimulated [33], in the cosmological as well as in analogue systems, instead of being emitted spontaneously [12]. Since one consequence of atom losses is heating of the condensate [20], we conjecture that the strengthening of correlations is linked to this heating. This hypothesis is supported by simulations where we compare, for example the cuts along the Hawking tongues for \( T \neq 0 \) in Fig. 3 (b) with simulations including loss as in Fig. 3 (a). Scenarios starting at finite temperature should also give rise to a larger fraction of stimulated AHR, since in these the Bose-gas contains phonon excitations already from the beginning. We indeed see a similar increase of contrast, as in the lossy scenario, for the temperatures indicated. For example the signal including three body loss in Fig. 3 (a), lies in between the results for \( T = 1.9 \text{ nK} \) and \( T = 2 \text{ nK} \), with some deviation in details.

We also show the entire correlation function for nonzero initial temperatures \( T = 1.9 \text{ nK} \) and \( T = 2 \text{ nK} \), but excluding losses in Fig. 4. The closer resemblance of the Hawking tongues including losses in Fig. 2 (b-d) with the ones in Fig. 4 compared to Fig. 2 (a) again strength-
ens the association of signal increase with heating induced losses. Simulations of AHR with a finite initial temperature were also presented in [30], demonstrating two tongues, the one due to spontaneous AHR, and a second one due to the reflection of thermal phonons off the horizon. This is similar to what we observe in Fig. 2 (b), (c) and (d) at the black hole horizon near $(x_h, x_h)$.

FIG. 4: Density-density correlations near a sonic horizon at $x, x' \approx x_h = -30 \mu m$, for non vanishing initial temperatures (a) $T = 1.9 \text{nK}$ and (b) $T = 2 \text{nK}$ at time $t = 48 \text{ms}$, but not including dynamics loss processes.

B. Change of slope in presence of loss

Along with an increase in the strength of the Hawking tongues, we notice in Fig. 2 (b-d) a change of the slope in the $x, x'$ plane of the Hawking tongue, marked feature 4. This slope $\alpha$ is dynamically constrained by the propagation velocity of the correlated Hawking phonons in the moving medium that they are immersed in, and is computed as $\alpha = \frac{v_0 - c_{\text{sub}}}{v_0 - c_{\text{sup}}} = 1$ for the region $x > x'$, in the scenario of Fig. 2 (a) [30].

We can attribute the variation of the slope to the decrease in the speed of sound in both regions, since loss dynamically reduces the density of the system. This leads to a decrease in $|v_0 - c_{\text{sub}}|$, since $c_{\text{sub}}$ reduces from its original value to become closer to $v_0$, while $|v_0 - c_{\text{sup}}|$ increases, as $c_{\text{sup}}$ decreases from its original value to drop further below $v_0$. Hence, $\alpha = \frac{v_0 - c_{\text{sub}}}{v_0 - c_{\text{sup}}}$ decreases in magnitude, which is what we observe in Fig. 2 (b), (c) and (d), where the tongues bend inwards towards the diagonal. As an example, for figure Fig. 2 (d), the mean density has decreased by 36.2% when compared to the mean density at $t = 0 \text{ms}$, decreasing $c_{\text{sup}}$ by a factor of $\approx 1.21$ and $c_{\text{sub}}$ by $\approx 1.19$.

In principle, the variation of the two speeds of sound is not linear in time and hence the Hawking tongue should be curved. However, this curvature is extremely small and hence the Hawking tongue can be well approximated by a line, justifying our use of linear cuts for Fig. 3.

C. White hole correlation pattern

Let us finally discuss feature number 5 in Fig. 2 (d). It is known that the system with a black hole and white hole horizon is dynamically unstable, forming a black hole laser $[17, 18]$ through the exponential amplification of the superluminal partners of analogue Hawking radiation bouncing back and forth between the horizons. Viewed separately, it is only the white hole that is dynamically unstable $[20, 62]$. The checkerboard pattern visible near the white hole $(x_w = 3 \mu m)$ in Figures 2 (a) has earlier been attributed to unstable modes of the white hole.

We see here that atomic losses strengthen the checkerboard pattern, compare Fig. 2 (a) with Fig. 2 (d). Our interpretation is again, that this is due to loss induced heating, which creates noise that seeds these instabilities more strongly than the pure vacuum fluctuations in Eq. (6). To demonstrate that the pattern can be attributed to white hole instabilities, we show in Fig. 5 the scenario where strong damping is present at the white hole, which removes the pattern. The density for this scenario is shown in panel (a), together with the damping kernel. Further details about the damping potential can be found in appendix C.

IV. CONCLUSIONS AND OUTLOOK

We have modelled the effect of atom loss in a Bose-Einstein condensate on the correlation signature of analogue Hawking radiation. For this we used the truncated Wigner approximation to include the dynamics of fluctuations around the mean field. Counterintuitively, we find that the contrast of the main correlation signal increases due to losses. We attribute this to the additional presence of stimulated Hawking radiation. The latter is an indirect effect, in which the condensate first heats up due to the losses $[10, 20]$, and thermally populated fluctuations subsequently stimulate AHR $[49]$. Additional consequences of the same heating effect are a change of slope of the Hawking tongue and a strengthening of the white hole instability pattern.

Our results indicate that measurements of AHR correlations can provide information on additional processes in the Bose-gas, not directly linked to AHR and that spurious stimulated contributions should be taken into account when interpreting experiments. In a next step, it would be interesting to to study the effect of losses on the violation of Cauchy-Schwartz inequalities, which are a tool to flag the spontaneous contribution to AHR as shown in $[50, 51]$.
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Appendix A: Truncated Wigner treatment of losses

We now briefly describe the origin of equations \[ \text{(A6a)} \text{-- } \text{(A6d)} \] with more details available in e.g. Refs. \[ \text{[27, 41]} \].

For this purpose we consider the evolution equation due to three body losses \[ \text{[27]} \]. The master equation for the three body recombination process, in the Schrödinger picture, is \[ \text{[20]} \]

\[
\dot{\rho} = -\frac{i}{\hbar}[\hat{H}, \rho(t)] + \frac{\gamma_{3\text{BD}}}{6} \int dx [2\hat{\Psi}(x)^3\rho\hat{\Psi}(x)^3 \\
-\hat{\Psi}(x)^3\hat{\Psi}(x)^3\rho - \rho\hat{\Psi}(x)^3\hat{\Psi}(x)^3] \tag{A1}
\]

where

\[
\hat{H} = \int dx \left[ \hat{\Psi}^\dagger(x) \left\{ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V(x) \right\} \hat{\Psi}(x) \right. \\
\left. + \frac{U_0}{2} \hat{\Psi}^\dagger(x)\hat{\Psi}(x)\hat{\Psi}(x)\hat{\Psi}(x) \right]. \tag{A2}
\]

We can express the density matrix \( \dot{\rho} \) in terms of the Wigner function \( W(\psi, \psi^*) \) as \[ \text{[41]} \]

\[
W(\psi(x), \psi^*(x)) = \frac{1}{\pi} \int D[\lambda(x)]D[\lambda^*(x)] \\
\exp\{-\lambda(x)\psi^*(x) + \lambda^*(x)\psi(x)\} \chi_w(\lambda(x), \lambda^*(x)), \tag{A3}
\]

where \( D[\lambda(x)] \) is a functional integration, and the characteristic Function \( \chi_w(\lambda(x), \lambda^*(x)) \) is given by \[ \text{[41]} \]

\[
\chi_w(\lambda(x), \lambda^*(x)) = \text{Tr} \left[ \rho \exp\left\{ \int dx (\lambda\hat{\Psi}(x) - \lambda^*\hat{\Psi}(x)) \right\} \right]. \tag{A4}
\]

One then converts the equation of motion (A1) for the density operator into an equation of motion for the Wigner function. By computing the functional derivatives of the Displacement operator \[ \hat{D} \equiv \exp\left\{ \int dx (\lambda\hat{\Psi}(x) - \lambda^*\hat{\Psi}(x)) \right\} \]

with respect to \( \lambda(x) \) and \( \lambda^* \), and considering the effect of the same on the equation of motion of the Wigner function, one arrives at the functional Wigner operator correspondences \[ \text{[27, 41]} \]

\[
\hat{\Psi}(x) \hat{\rho} \rightarrow \left[ \psi(x) + \frac{1}{2} \frac{\delta}{\delta \psi^*(x)} \right] W(\psi, \psi^*, t), \tag{A6a}
\]

\[
\hat{\rho} \hat{\Psi}(x) \rightarrow \left[ \psi^*(x) + \frac{1}{2} \frac{\delta}{\delta \psi(x)} \right] W(\psi, \psi^*, t), \tag{A6b}
\]

\[
\hat{\rho} \hat{\Psi}(x) \rightarrow \left[ \psi(x) - \frac{1}{2} \frac{\delta}{\delta \psi^*(x)} \right] W(\psi, \psi^*, t), \tag{A6c}
\]

\[
\hat{\Psi}(x) \hat{\rho} \rightarrow \left[ \psi^*(x) - \frac{1}{2} \frac{\delta}{\delta \psi(x)} \right] W(\psi, \psi^*, t). \tag{A6d}
\]

The resultant equation of motion for \( W \) when including losses will contain up to third order partial derivatives with respect to \( \psi \) and \( \psi^* \), where we discard all down to second order to reach a Fokker-Planck equation (FPE), in the usual truncation scheme:

\[
\frac{\partial W^{TBL}}{\partial t} = \frac{\gamma_{3\text{BD}}}{2} \int dx \left\{ \frac{\delta}{\delta \psi} \psi + \frac{\delta}{\delta \psi^*} \psi^* \right. \\
\left. +3 \frac{\delta}{\delta \psi} \frac{\delta}{\delta \psi^*} \psi \right\} W(\psi(x), \psi^*(x), t). \tag{A7}
\]

with \( TBL \) indicating that we consider only terms which arise from Eq. \[ \text{[8c]} \].
Since solutions of a FPE directly correspond to those of a stochastic differential equation (SDE), we can solve the former by expressing it using the SDE
\[ d\psi(x) = \left( -\frac{\gamma_{3,1D}}{2}|\psi(x)|^4 \psi + \frac{\sqrt{3\gamma_{3,1D}}}{\sqrt{2}} |\psi(x)|^2 \right) dt + \frac{\sqrt{3\gamma_{3,1D}}}{\sqrt{2}} |\psi(x)|^2 dW(x,t). \] (A8)

Adding the usual terms unrelated to loss [21], we finally reach
\[ \frac{\partial \psi}{\partial t} = -\frac{i}{\hbar} \left[ -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2} + V(x) + U_0|\psi|^2 \right] \psi \]
\[ -\frac{\gamma_{3,1D}}{2} |\psi|^4 \psi dt + \frac{\sqrt{3\gamma_{3,1D}}}{\sqrt{2}} |\psi|^2 dW. \] (A9)

Similar derivations for one- and two-body loss processes yield Eq. (8a) and Eq. (8b).

Appendix B: Truncated Wigner treatment of correlations

As stated before, the TWA allows the sampling of quantum correlations through symmetrically ordered stochastic averages [27, 11]. In this appendix we describe how these can be assembled to infer the correlation function (14) that is central to the present work. The starting point is the association
\[ \langle \psi^*(x)\psi(x') \rangle = \frac{1}{2} \langle \hat{\psi}^\dagger(x)\hat{\psi}(x') + \hat{\psi}^\dagger(x')\hat{\psi}(x) \rangle, \] (B1)
where the dependence on time has been suppressed since we will deal with equal time correlations only. With the commutation relation \( \delta_p(x,x') = [\Psi(x), \Psi^\dagger(x')] \), we obtain
\[ \langle \hat{\psi}^\dagger(x)\hat{\psi}(x') \rangle = \langle \psi^*(x)\psi(x') \rangle_W - \frac{1}{2} \delta_p(x,x'), \] (B2)
providing already first order phase correlations \( G_1(x,x') = \langle \hat{\psi}^\dagger(x)\hat{\psi}(x') \rangle_W \). Here \( \delta_p(x,x') \) is a restricted basis delta function given by [11]
\[ \delta_p(x,x') = \frac{1}{L} \sum_k \left[ u_k^2 e^{ik(x-x')} - u_k^2 e^{-ik(x-x')} \right], \] (B3)
where the index \( k \) enumerates the finite number of Bogoliubov modes onto which we add noise for the numerical simulation, in Eq. (10). The expression converges to the actual delta function for \( k \to \infty \).

In a similar fashion, we can relate \( \langle \hat{\psi}^\dagger(x)\hat{\psi}^\dagger(x')\hat{\psi}(x)\hat{\psi}(x') \rangle \) with \( \psi^*(x)\psi^*(x')\psi(x)\psi(x') \). We first write the latter as a symmetric sum of 24 averages containing all the possible permutations of field operators. Each can be brought into the form \( \langle \hat{\psi}^\dagger(x)\hat{\psi}^\dagger(x')\hat{\psi}(x)\hat{\psi}(x') \rangle \) using the commutation relation. After some algebra, we finally obtain
\[ \langle \hat{\psi}^\dagger(x)\hat{\psi}^\dagger(x')\hat{\psi}(x)\hat{\psi}(x') \rangle = \frac{1}{2} \langle \delta_p(x,x')\psi^*(x)\psi(x') + \delta_p(x',x)\psi^*(x')\psi(x) \rangle 
+ \frac{1}{4} \left[ \delta_p(x,x)\delta_p(x',x') + \frac{1}{4} \delta_p(x,x')\delta_p(x',x) \right]. \] (B4)

Appendix C: White hole damping

In this appendix, we describe our implementation of damping on the white hole. For this we add a complex potential
\[ V_{\text{damp}}(x) = -i \frac{\hbar}{\sigma} \exp \left( -\frac{(x-x_w)^2}{2\sigma_d^2} \right) (|\psi(x)|^2 - \rho_0) \psi \] (C1)
to the right hand side of Eq. (1). Here \( x_w \) is the location of the white hole horizon, \( s \) the damping strength and \( \sigma_d \) the width of the damping profile while \( \rho_0 \) is as defined in Eq. (6).

One can see, that (C1) causes exponential damping of \( \psi \) if the local density at the white hole deviates from the mean value \( \rho_0 \). Since such deviations are integral to unstable modes, the growth of the latter is damped.

Appendix D: Dimensionality reduction

Here we briefly discuss the reduction of the 3D equation of motion to an effective 1D equation. For this purpose, we rewrite the field operator
\[ \hat{\Psi}(x,y,z) = \frac{1}{\sqrt{\pi \sigma_y \sigma_z}} e^{-\frac{x^2}{2\sigma_y^2}} e^{-\frac{z^2}{2\sigma_z^2}} \hat{\Psi}(x), \] (D1)
such that transverse excitations are frozen out, using \( \sigma_y = \sqrt{\hbar/(m\omega_y)} \), \( \sigma_z = \sqrt{\hbar/(m\omega_z)} \), with \( \omega_y \) and \( \omega_z \) the trapping frequencies in the \( y \) and \( z \) directions, respectively. Defining \( \mathcal{N} = \frac{1}{\sqrt{\pi \sigma_y \sigma_z}} \), we obtain that e.g.
\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dy dz \hat{\Psi}^\dagger(x,y,z) \hat{\rho} \hat{\Psi}(x,y,z) = \int_{-\infty}^{\infty} dx \hat{\Psi}^\dagger(x) \hat{\rho} \hat{\Psi}(x), \] (D2)
\[ \mathcal{N}^2 \pi \sigma_y \sigma_z \int_{-\infty}^{\infty} dx \hat{\Psi}^\dagger(x) \hat{\rho} \hat{\Psi}(x), \]

Thus, the 1D master equation for one body loss is
\[ \frac{\partial \hat{\rho}}{\partial t} = \gamma_{1,3D} \int dx [2\hat{\Psi}(x)\hat{\rho} \hat{\Psi}^\dagger(x) - \hat{\rho} \hat{\Psi}^\dagger(x) \hat{\rho} \hat{\Psi}^\dagger(x) \hat{\rho} \hat{\Psi}(x) + \hat{\rho} \hat{\Psi}(x) \hat{\Psi}(x) \hat{\rho} - \hat{\rho} \hat{\Psi}(x) \hat{\rho}], \] (D3)
Similarly we reach
\begin{equation}
\frac{\partial \hat{\rho}}{\partial t} = \gamma_{2,3D}\mathcal{N}^{4}\frac{\pi \sigma y \sigma z}{2} \int dx [2\hat{\Psi}(x)^2 \hat{\rho} \hat{\Psi}(x)^2 - \hat{\Psi}(x)^2 \hat{\Psi}(x)^2 \hat{\rho} - \hat{\Psi}(x)^2 \hat{\rho} \hat{\Psi}(x)^2],
\end{equation}
for two-body loss and
\begin{equation}
\frac{\partial \hat{\rho}}{\partial t} = \gamma_{3,3D}^{6}\mathcal{N}^{6}\frac{\pi \sigma y \sigma z}{3} \int dx [2\hat{\Psi}(x)^3 \hat{\rho} \hat{\Psi}(x)^3 - \hat{\Psi}(x)^3 \hat{\Psi}(x)^3 \hat{\rho} - \hat{\Psi}(x)^3 \hat{\rho} \hat{\Psi}(x)^3]
\end{equation}
for three-body loss. At this point we can define effective 1D loss rates
\begin{equation}
\gamma_{1,1D} = \gamma_{1,3D},
\end{equation}
\begin{equation}
\gamma_{2,1D} = \gamma_{2,3D} \frac{\mathcal{N}^{4}\pi \sigma y \sigma z}{2},
\end{equation}
\begin{equation}
\gamma_{3,1D} = \gamma_{3,3D} \frac{\mathcal{N}^{6}\pi \sigma y \sigma z}{3},
\end{equation}
which are used in the main article.
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