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ABSTRACT
In this work, we consider the problem of bounding the values of a covariance function corresponding to a continuous-time stationary stochastic process or signal. Specifically, for two signals whose covariance functions agree on a finite discrete set of time-lags, we consider the maximal possible discrepancy of the covariance functions for real-valued time-lags outside this discrete grid. Computing this uncertainty corresponds to solving an infinite dimensional non-convex problem. However, we herein prove that the maximal objective value may be bounded from above by a finite dimensional convex optimization problem, allowing for efficient computation using standard methods. Furthermore, we empirically observe that for the case of signals whose spectra are supported on an interval, this upper bound is sharp, i.e., provides an exact quantification of the covariance uncertainty.

Index Terms— Covariance estimation, covariance interpolation, uncertainty bounding

1. INTRODUCTION
Modeling and estimation of the covariance function of wide-sense stationary signals forms an intrinsic and fundamental component of many signal processing algorithms and applications. For example, estimates of temporal and spatial covariance functions are used in radar, sonar, and audio signal processing [11] for localization and tracking [12, 13] and for performing noise reduction [4, 5]. For the case of temporally narrow-band signals, it is often exploited that time-delays may be represented by wave-form phase-shifts or, equivalently, unit-modulus scaling of the covariance function, as used in, e.g., the Capon method [6] or subspace methods such as MUSIC and ESPRIT [7, 8]. For broad-band signals, recent analogous spatial spectral estimators have been proposed that rely on so-called polynomial eigenvalue decompositions [9, 10], in addition to more classical approaches such as decomposition of the signal into narrow-band components using filtering [11] or beamforming methods such as the steered response power estimator [12, 13]. However, for broad-band signals, the issue of time-delays not being integer multiples of the sampling frequency in general array processing scenarios becomes apparent, not least when generating simulations [14]. This then requires rounding or truncation of time-delays [15] or using interpolation, e.g., by means of fractional delay filters which in practice can only be approximate [16, 17]. Correct interpolation may then have considerable impact on the success of the signal processing task, as the correlation structure is directly related to, e.g., the spatial locations of signal sources [13, 18, 19]. For this reason, one may ask to which extent the covariance function of a signal is determined by its samples at a finite set of discrete lags. It may here be noted that in array processing, the set of lags will always be finite due to the finite number of sensors, i.e., the regime of an infinite sequence of samples as considered in Shannon-Nyquist sampling theorems does not apply. The related problem of gauging uncertainty in spectral estimation, and in particular the problem of choosing an appropriate metric for the uncertainty, has been considered in [20].

In this work, we consider the problem of quantifying the uncertainty of a continuous-time covariance function given observations of it at a finite set of discrete time-lags. In particular, we study the maximal possible discrepancy in the second-order statistics of any two bandlimited signals whose covariance functions agree on this discrete grid. This is formulated as a worst-case problem where only the bandwidth of the signals as well as the total power are assumed to be known. Although computing this uncertainty or maximal discrepancy corresponds to solving a non-convex optimization problem on an infinite dimensional function space, we show that an upper bound can be constructed by means of a finite-dimensional convex program. We characterize the solution of this problem, as well as its dual, and furthermore conjecture that for the interesting case of the signal band being an interval, the upper bound is actually sharp, i.e., exact. The findings are demonstrated in numerical examples, empirically supporting the conjecture.
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2. COVARIANCE UNCERTAINTY

Consider a wide-sense stationary, complex circularly symmetric and zero-mean stochastic process $x$ on the real line. The covariance function $r(x) : \mathbb{R} \rightarrow \mathbb{C}$ is given by

$$r_\tau(t) \triangleq \mathbb{E}(x(t)x(t-\tau)) = \int_{\mathbb{R}} e^{i2\pi\theta \tau} d\mu_x(\theta),$$

for $\tau \in \mathbb{R}$, where $\mu_x$ is the power spectrum of $x$, and where $i \triangleq \sqrt{-1}$ is the imaginary unit. Herein, we will assume that the spectrum of $x$ is supported on $I_B$, which is a union of compact intervals, i.e.,

$$\int_{\theta \notin I_B} d\mu_x(\theta) = 0.$$

Thus, $r_\tau$ is constrained to be $\{0, -n+1, \ldots, n-1, n\}$ for some integer $n$. Then, one may consider the following question.

**Question 1.** How much can $r_\tau(t)$ for $\tau \in \mathbb{R} \setminus \mathbb{Z}_n$ vary given the spectral support $I_B$?

Specifically, the question concerns the possible dissimilarity of the second-order statistics of any two processes, or signals, whose covariance functions agree on a given finite set of time-lags. Question 1 may be answered by the following optimization problem:

$\frac{\text{maximize}}{\mu, \nu \in M_+(I_B)} \left| \int_{I_B} e^{i2\pi \theta \tau} (d\mu(\theta) - d\nu(\theta)) \right|$

subject to

$$\int_{I_B} e^{i2\pi \theta \tau} (d\mu(\theta) - d\nu(\theta)) = 0, \forall k \in \mathbb{Z}_n,$$

$$\int_{I_B} (d\mu(\theta) + d\nu(\theta)) = 2\sigma^2.$$

Here, the objective function is the absolute difference at lag $\tau$ between two covariance functions $r_\mu(\tau) = \int_{I_B} e^{i2\pi \theta \tau} d\mu(\theta)$ and $r_\nu(\tau) = \int_{I_B} e^{i2\pi \theta \tau} d\nu(\theta)$, with the constraints ensuring that $r_\mu$ and $r_\nu$ agree on $\mathbb{Z}_n$. The final constraint ensures that the problem in (1) is bounded, as the total power of both signals is constrained to be $\sigma^2$. It may here be noted that the values of $r_m(k)$ and $r_n(k)$ for $k \in \mathbb{Z}_n \setminus 0$ are not specified; it is only required that they are equal. Thus, the problem in (1) corresponds to a worst-case scenario that can be seen as a maximum over all possible covariance functions. The total power $\sigma^2$ then serves as a simple scaling of the problem. Thus, (1) models the inherent uncertainty in a measurement setup before any measurements are made: the only data in the problem is the expected signal band $I_B$ and the total power $\sigma^2$. Being able to compute (1) would then allow for identifying limitations in, e.g., broad-band array processing. Specifically, as a particular array geometry gives rise to a certain set of (real-valued) time-delays from source to receiver, (1) quantifies the uncertainty induced by discrete spatio-temporal sampling. This information may then be used as to, e.g., modify the array geometry or determine where to optimally place additional sensors.

It may be noted that (1) is an infinite-dimensional problem, as it considers optimization on the cone $M_+(I_B)$. Furthermore, the problem is non-convex due to the maximization of a convex objective, preventing straightforward finite-dimensional approximation by gridding. However, the maximal objective of (1) may be upper-bounded by means of a convex program, as described next.

3. A COMPUTABLE UPPER BOUND

In order to compute an upper bound to (1), define the shorthand $g_\tau(\theta) \triangleq e^{i2\pi \theta \tau}$. Furthermore, let $C(I_B)$ be the set of complex-valued continuous functions on $I_B$ equipped with the norm $\|c\| = \sup_{\theta \in I_B} |c(\theta)|$ for $c \in C(I_B)$, Furthermore, define the subspace $\Lambda_n \subset C(I_B)$ as

$$\Lambda_n \triangleq \left\{ Q \mid Q(\theta) = \sum_{k=-n}^{n} \lambda_k e^{i2\pi \theta k}, \lambda_k \in \mathbb{C} \right\},$$

i.e., the set of complex trigonometric polynomials of degree at most $n$. Then, the following theorem holds.

**Theorem 1.** The maximal objective value of (1) is upper-bounded by

$$\min_{Q \in \Lambda_n} 2\sigma^2 \|g_\tau - Q\|.$$

Here, it may be noted that in contrast to (1), the approximation problem in (2) is both convex and finite-dimensional due to the finite dimension of the subspace $\Lambda_n$. To prove Theorem 1, we will use the duality relation between $C(I_B)$ and $C_M(I_B)$, i.e., the set of complex-valued measures on $I_B$ equipped with the total variation norm

$$\|\psi\|_{TV} = \int_{I_B} |d\psi(\theta)|.$$

**Proof.** By the duality relation, it holds that (2)

$$\min_{Q \in \Lambda_n} \|g_\tau - Q\| = \sup_{\psi \in B\Lambda_n^+} \text{Re} \langle \psi, g_\tau \rangle,$$

where $\langle \psi, g_\tau \rangle = \int_{I_B} g_\tau(\theta) d\psi(\theta)$, and where $B\Lambda_n^+$ is the intersection of the unit ball $\{\psi \in C_M(I_B) \mid \|\psi\|_{TV} \leq 1\}$ and the annihilator $\Lambda_n^\perp$ of $\Lambda_n$, i.e.,

$$\Lambda_n^\perp \triangleq \left\{ \psi \in C_M(I_B) \mid \langle \psi, Q \rangle = 0 \quad \forall Q \in \Lambda_n \right\} = \left\{ \psi \in C_M(I_B) \mid \int_{I_B} e^{i2\pi \theta k} d\psi(\theta) = 0 \quad \forall k \in \mathbb{Z}_n \right\},$$

That is, $\mu_x$ may be a generalized integrable function containing, e.g., Dirac deltas.
where the second equality follows from that $\Lambda_n$ is a finite-dimensional subspace. Thus, the right-hand side of (3) can be written as

$$\sup_{\psi \in CM(I_B)} \text{Re} \left( \int_{I_B} g_{\tau}(\theta) d\psi(\theta) \right)$$

subject to

$$\int_{I_B} e^{i2\pi\theta k} d\psi(\theta) = 0, \forall k \in \mathbb{Z}_n,$$  

$$\int_{I_B} |d\psi(\theta)| \leq 1.$$  

Clearly, if $(\mu_0, \nu_0)$ is a solution to (1) with objective value $p^*$, then

$$\psi = \frac{e^{-i\varphi}}{2\sigma^2} (\mu_0 - \nu_0),$$

with $\varphi = \arg \left( \int_{I_B} e^{i2\pi\theta \tau} (d\mu_0(\theta) - d\nu_0(\theta)) \right)$, is a feasible point of (3) with objective value $p^*/2\sigma^2$, proving that (3) indeed provides an upper bound for (1).

Thus, Theorem 1 provides a way of computing an upper bound to the covariance uncertainty problem in (1) by means of a convex optimization program. Furthermore, for the case when $I_B$ is symmetric around zero we may characterize an optimal primal-dual pair $(Q_0, \psi_0)$ solving (2) and (4) according to the following corollary. Here, we define for functions $h$ defined on $I_B$ the reflection and conjugation operation $h \mapsto h^*$ as $h^*(\theta) = \overline{h(-\theta)}$.

**Corollary 1.** Let $I_B$ be symmetric around zero. Then, the optimal $Q$ has real coefficients. Furthermore, the optimal $\psi_0$ satisfies $\psi_0 = \hat{\psi}_0 + i\bar{\psi}_0$ and can be written as $\psi_0 = \hat{\psi}_0 + i\bar{\psi}_0$, where $\hat{\psi}_0$ and $\bar{\psi}_0$ are real-valued (signed) measures satisfying

$$\hat{\psi}_0(\theta) = \hat{\psi}_0(-\theta), \quad \bar{\psi}_0(\theta) = -\bar{\psi}_0(-\theta).$$

The optimal $\psi_0$ is aligned with $g_\tau - Q_0$ and is supported on a subset of

$$\Omega \triangleq \{ \theta \mid |g_{\tau}(\theta) - Q_0(\theta)| = \|g_{\tau} - Q_0\| \},$$

which is a point-set symmetric around $\theta = 0$.

**Proof.** Consider any $Q \in \Lambda_n$. Then, $\hat{Q} = (Q + Q^*)/2 \in \Lambda_n$, and as $g_\tau^* = g_{\tau}$,

$$\|g_{\tau} - \hat{Q}\| = \|\frac{1}{2} (g_{\tau} - Q) + \frac{1}{2} (g_{\tau}^* - Q^*)\| \\
\leq \frac{1}{2} \|g_{\tau} - Q\| + \frac{1}{2} \|g_{\tau}^* - Q^*\| \\
= \|g_{\tau} - Q\|$$

as $|g_{\tau}^*(\theta) - Q^*(\theta)| = |\tau(\theta) - \overline{Q}(\theta)| = |g_{\tau}(\theta) - Q(\theta)|$. Thus, any candidate solution $Q$ can always be improved to a solution $\hat{Q}$ satisfying $\hat{Q} = \hat{Q}^*$. As

$$\hat{Q}(\theta) = \sum_{k=-n}^{n} \lambda_k e^{i2\pi\theta k}, \quad \hat{Q}^*(\theta) = \sum_{k=-n}^{n} \lambda_k e^{i2\pi\theta k},$$

this implies $\lambda_k = \overline{\lambda_k} \in \mathbb{R}$.

The alignment follows directly from (3), which for the case of continuous functions and complex measures implies that $\psi_0$ is only supported where $|g_{\tau} - Q_0|$ is maximal. As $g_{\tau} - Q_0$ is a linear combination of finitely many sinusoids, it follows that $|g_{\tau} - Q_0|$ can only be maximal on an interval if it is identically equal to $\|g_{\tau} - Q_0\|$. Thus, the maximizing frequencies $\Omega$ constitute a set of isolated points. The symmetry of $\Omega$ follows from the fact that $Q_0$ has real coefficients, implying $g_{\tau} - Q_0 = (g_{\tau} - Q_0)^*$. To show $\psi_0 = \psi_0^*$, consider any feasible $\psi$ and construct $\hat{\psi} = (\psi + \psi^*)/2$. Defining the functional $f : CM(I_B) \to \mathbb{R}$ as

$$f(\psi) = \text{Re} \left( \int_{I_B} g_{\tau}(\theta) d\psi(\theta) \right),$$

it is readily verified that $f(\hat{\psi}) = f(\psi)$ due to the symmetric integration set and that $g_{\tau} = g_{\tau}^*$. Furthermore, $\hat{\psi}$ clearly satisfies the linear constraints and by the convexity of the total variation norm, $\|\hat{\psi}\|_{TV} \leq \|\psi\|_{TV}$. By the linearity of $f$, $\hat{\psi}$ may then be scaled as to obtain a feasible solution with improved objective. The decomposition into a symmetric real and antisymmetric imaginary part follows directly.

**Remark 1.** It may be noted that any problem where $I_B$ is symmetric around a center frequency $\theta_c$ can be mapped to an equivalent problem on the form considered in Corollary 1. To see this, note that shifting the frequency axis by $\theta_c$ corresponds to a constant phase-shift of the objective and constraints of (1), thus not affecting neither objective value nor feasibility. Thus, a solution $(\mu, \nu)$ for the symmetric problem corresponds to a solution with center frequency $\theta_c$ by a shift $(\mu(\cdot + \theta_c), \nu(\cdot + \theta_c))$.

Although Theorem 1 provides an upper bound on the covariance uncertainty we have empirically observed a stronger result for a special case of the symmetric sets considered in Corollary 1 when $I_B$ is an interval, the bound appears to be sharp. We state this observation in the following conjecture.

**Conjecture 1.** Let $I_B$ be an interval. Then, the objective values of (1) and (4) coincide.

As an alternative to Theorem 1 and Conjecture 1 it may be noted that (1) may be reformulated as the non-convex problem

$$\max_{\mu, \nu \in \mathbb{M}_+ (I_B), \phi} \text{Re} \left( \phi \int_{I_B} e^{i2\pi\theta k} (d\mu(\theta) - d\nu(\theta)) \right)$$

subject to

$$\int_{I_B} e^{i2\pi\theta k} (d\mu(\theta) - d\nu(\theta)) = 0, \forall k \in \mathbb{Z}_n,$$

$$\int_{I_B} (d\mu(\theta) + d\nu(\theta)) = 2\sigma^2,$$
where $T = \{ \phi \in \mathbb{C} \mid |\phi| = 1 \}$. However, this problem is convex if $\phi$ is kept fixed, and thus the optimum of (1) may be obtained by solving the restricted convex problem for each $\phi \in T$. In practice, an approximate solution can be computed for each $\phi$ in a fine grid on $T$, although it may be noted that this is a tedious and computationally heavy method for computing the covariance uncertainty.

4. NUMERICAL ILLUSTRATIONS

In this section, we provide some illustrations of the upper bound on covariance uncertainty as given by Theorem 1. In particular, we show both cases where the bound is not tight and cases supporting the statement of Conjecture 1. The practical computations are performed by discretizing the frequency axis on the set $\mathcal{I}_B$ and then solving (2) using the general-purpose convex optimization package CVX [22].

To check if the bound is sharp, we approximate the exact uncertainty (1) by solving (5) for a fine grid on $T$.

We here consider two different scenarios: in the first $\mathcal{I}_B = [-0.3, 0.3]$, and in the second $\mathcal{I}_B = [-0.3, -0.1] \cup [0.05, 0.3]$. It may here be noted that the first scenario conforms with the conditions of Conjecture 1 and we therefore expect the bound to be sharp, whereas this is not the case for the second scenario. Without loss of generality, we fix $\sigma^2 = 1$.

Figure 1 displays the bound (2) for $\tau \in [0, 7]$ for the two scenarios for $n = 3$ and $n = 5$. As can be seen, as $\tau$ increases beyond $n$, the bound approaches the trivial bound $2\sigma^2 = 2$. It may here be noted that the bound does not necessarily have local maxima exactly in the middle between two specified covariances. For example, for $n = 5$, the maximal bound for $\tau \in [4, 5]$ is not at $\tau = 4.5$ but slightly higher. Although the bounds for the scenarios of interval and non-interval $\mathcal{I}_B$ behave qualitatively similar, a difference appears when considering the gap between the bound in (2) and the approximation in (5) when solved for a fine grid of $\phi \in T$, i.e.,

$$2\sigma^2 \|g_\tau - Q_0\| - \Re \left( \phi_0 \int_{\mathcal{I}_B} e^{i2\pi \theta \tau} (d\mu_0(\theta) - d\nu_0(\theta)) \right),$$

where $(\mu_0, \nu_0)$ is an optimal pair for (5) for the maximizing $\phi_0 \in T$. This gap is displayed in Figure 2 for the same scenarios as in Figure 1. As can be seen, for the case of $\mathcal{I}_B$ being an interval, the empirical gap is erratic and small enough to be attributed to the tolerance of the numerical solver. In contrast, for the case of an asymmetric $\mathcal{I}_B$, the empirical gap becomes relatively large when the lag $\tau$ increases beyond the largest specified lag, as well as appears to be fairly smooth as a function of $\tau$. It may however be noted that for $\tau \leq n$, the gap between the bound and the exact uncertainty appears small. Taken together, this gives empirical support for Conjecture 1, i.e., the bound (2) is sharp when $\mathcal{I}_B$ is an interval.

5. CONCLUSIONS AND FUTURE WORK

In this work, we have shown that the maximal discrepancy between any two covariance functions corresponding to signals of a certain bandwidth may be bounded from above by a finite-dimensional convex program. Furthermore, we have empirically demonstrated that for the case of signal bands that are intervals, the bound appears to be sharp. Proving this rigorously, as well as extending the results to general spatio-temporal covariance functions, is planned for the future.
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