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Abstract

The benefits of the wavelet approach for density estimation are well established in the literature, especially when the density to estimate is irregular or heterogeneous in smoothness. However, wavelet density estimates are typically not bona fide densities. In [2] a ‘shape-preserving’ wavelet density estimator was introduced, including as main step the estimation of the square-root of the density. A natural concept involving square-root of densities is the Hellinger distance - or equivalently, the Bhattacharyya affinity coefficient. In this paper, we deliver a fully data-driven version of the above ‘shape-preserving’ wavelet density estimator, where all user-defined parameters, such as resolution level or thresholding specifications, are selected by optimising an original leave-one-out version of the Hellinger-Bhattacharyya criterion. The theoretical optimality of the proposed procedure is established, while simulations show the strong practical performance of the estimator. Within that framework, we also propose a novel but natural ‘jackknife thresholding’ scheme, which proves superior to other, more classical thresholding options.
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as \( \varphi_{j_0,z}(x) = 2^{d j_0/2} \varphi(2^{j_0} x - z) \) and \( \psi^{(q)}_{j,z}(x) = 2^{d j/2} \psi(q)(2^j x - z) \); see details in [25]. Any \( d \)-variate function \( f \in L_2(\mathbb{R}^d) \) admits the expansion

\[
 f(x) = \sum_{z \in \mathbb{Z}^d} a_{j_0,z} \varphi_{j_0,z}(x) + \sum_{j=j_0}^{\infty} \sum_{z \in \mathbb{Z}^d} \sum_{q \in \mathbb{Q}_d^d} b_{j,z}^{(q)} \psi^{(q)}_{j,z}(x),
\]

with \( a_{j_0,z} = \int_{\mathbb{R}^d} \varphi_{j_0,z}(x) f(x) \, dx \) and \( b_{j,z}^{(q)} = \int_{\mathbb{R}^d} \psi^{(q)}_{j,z}(x) f(x) \, dx \). For \( f \) a probability density, we note that \( a_{j_0,z} = \mathbb{E}(\varphi_{j_0,z}(X)) \) and \( b_{j,z}^{(q)} = \mathbb{E}(\psi^{(q)}_{j,z}(X)) \) for \( X \) a random variable whose distribution \( F \) has density \( f \), which suggests empirical estimation of these coefficients by simple averages \( \hat{a}_{j_0,z} \) and \( \hat{b}_{j,z}^{(q)} \) upon observation of a random sample \( \mathcal{X} = \{X_1, \ldots, X_n\} \) drawn from \( F \). This yields the classical wavelet density estimator of \( f \):

\[
 \hat{f}_J(x) = \sum_{z \in \mathbb{Z}^d} \hat{a}_{j_0,z} \varphi_{j_0,z}(x) + \sum_{j=j_0}^{J} \sum_{z \in \mathbb{Z}^d} \sum_{q \in \mathbb{Q}_d^d} \hat{b}_{j,z}^{(q)} \psi^{(q)}_{j,z}(x),
\]

after truncation of (1.1) at ‘resolution’ \( J \geq j_0 \). Such wavelet-based estimators have proved very efficient for reconstructing possibly irregular density functions, due to the localised nature of the basis functions in \( \{ \varphi_{j_0,z}, \psi^{(q)}_{j,z} \} \) [21][25].

An important downside of (1.2), though, is that it is in general not ‘shape-preserving’, meaning that it is not necessarily non-negative everywhere, and does not integrate to one – in other words, \( \hat{f}_J \) is not a \textit{bona fide} density. The problem was addressed in [2], where a shape-preserving version of the wavelet density estimator was introduced. The idea revolves around estimating the square root of \( f \), say \( g = \sqrt{f} \), first. As \( \int g^2 = \int f = 1 \), \( g \) obviously belongs to \( L_2(\mathbb{R}^d) \), and we can write as in (1.1):

\[
 g(x) = \sum_{z \in \mathbb{Z}^d} \alpha_{j_0,z} \varphi_{j_0,z}(x) + \sum_{j=j_0}^{\infty} \sum_{z \in \mathbb{Z}^d} \sum_{q \in \mathbb{Q}_d^d} \beta_{j,z}^{(q)} \psi^{(q)}_{j,z}(x),
\]

where \( \alpha_{j,z} = \int_{\mathbb{R}^d} \varphi_{j,z}(x) \sqrt{f}(x) \, dx \) and \( \beta_{j,z}^{(q)} = \int_{\mathbb{R}^d} \psi^{(q)}_{j,z}(x) \sqrt{f}(x) \, dx \).

The challenge is that, as opposed to \( a_{j_0,z} \) and \( b_{j,z}^{(q)} \), \( \alpha_{j,z} \) and \( \beta_{j,z}^{(q)} \) are not simple expectations, easily estimated by their sample counterparts. Indeed we are left with an inconvenient expression involving \( \sqrt{f} \). Now, define \( X_{(1):i} \) the closest observation to \( X_i \) in the sample \( \mathcal{X} \); \( R_i = \|X_{(1):i} - X_i\| \) the Euclidean distance between \( X_i \) and \( X_{(1):i} \); and \( V_i \) the volume of the ball of radius \( R_i \) centred at \( X_i \). In [2] it was proved that, for any square-integrable function \( \phi : \mathbb{R}^d \to \mathbb{R} \),

\[
 S_n = \frac{2}{\sqrt{\pi}} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \phi(X_i) \sqrt{V_i}
\]

is a consistent estimator of \( \int \phi(x) \sqrt{f}(x) \, dx \) under standard assumptions. Therefore,

\[
 \hat{a}_{j_0,z} = \frac{2}{\sqrt{\pi}} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varphi_{j_0,z}(X_i) \sqrt{V_i}, \quad z \in \mathbb{Z}^d
\]

\[
 \hat{\beta}_{j,z}^{(q)} = \frac{2}{\sqrt{\pi}} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi^{(q)}_{j,z}(X_i) \sqrt{V_i}, \quad j \in \mathbb{N}; z \in \mathbb{Z}^d; q \in \mathbb{Q}
\]
are consistent estimators of $\alpha_{j_0,z}$ and $\beta_{j,z}^{(q)}$ [2, Proposition 1]. This suggests, for $g$, the primary estimator

$$\hat{g}_J(x) = \sum_{z \in \mathbb{Z}^d} \hat{\alpha}_{j_0,z} \phi_{j_0,z}(x) + \sum_{j=j_0}^{J} \sum_{z \in \mathbb{Z}^d} \sum_{q \in Q_d} \hat{\beta}_{j,z}^{(q)} \psi_{j,z}^{(q)}(x),$$

akin to (1.2). Due to the orthonormal nature of the wavelet basis $\{\phi_{j_0,z}, \psi_{j,z}^{(q)}\}$, it is easy to see that

$$\|\hat{g}_J\|^2 = \sum_{z \in \mathbb{Z}^d} (\hat{\alpha}_{j_0,z})^2 + \sum_{j=j_0}^{J} \sum_{z \in \mathbb{Z}^d} \sum_{q \in Q_d} (\hat{\beta}_{j,z}^{(q)})^2.$$ 

Therefore, the normalised estimator

$$\hat{g}_J = \frac{\hat{g}_J}{\|\hat{g}_J\|}$$

is such that $\hat{g}_J^2$ is always a proper density (non-negative and integrating to 1), hence a ‘shape-preserving’ wavelet estimator for $f$. Theorem 2 in [2] established the uniform $L_2$-consistency of this estimator for $f$ over Sobolev balls of order $m$, provided that $2^J \sim n^{1/(2m+d)}$. Simulation studies suggested promising practical performance, too.

Two questions were not investigated in [2], though. The first one is how to select the resolution $J$ in practice? As pointed out in [32], this is indeed one of the major problems in orthogonal series density estimation. In fact, the resolution plays a similar role to the bandwidth in kernel density estimation, and so a correct choice of this quantity can alleviate difficulties caused by over-smoothing, when too small, or over-fitting, when too large.

The second one relates to the fact that wavelet-based approaches are known to exhaust their full potential only if conjugated with an appropriate thresholding scheme for the coefficients. Indeed, thresholding, i.e., the suppression and/or shrinkage of some of the estimated wavelet coefficients, allows the underlying multiresolution analysis (MRA) to come fully into play, which translates into better theoretical performance in general Besov spaces [11][13]. Such thresholding was not investigated in [2].

This paper fills in those two gaps: first, we propose a novel data-driven rule for selecting the right resolution $J$ in practice; and secondly, we explore a thresholding scheme for the shape-preserving wavelet estimator. Interestingly, both problems are tackled by making use of the same, novel criterion, which we call the Hellinger-Bhattacharyya cross-validation. Indeed, it is an empirical ‘leave-one-out-cross-validation’ type of the Hellinger distance (or equivalently the Bhattacharyya affinity coefficient) between $f$ and its estimator.

### 2 Data-driven selection of the resolution level

#### 2.1 The empirical Bhattacharyya coefficient

Following common statistical practice, a data-driven way of selecting $J$ would be to pick the value which minimises an empirically estimated divergence between the ‘true’ density $f$ and its estimator, here $\hat{g}_J^2$. Among the numerous

...
measures available for quantifying the distance between two probability densities, the Hellinger distance seems the most natural here, given that it involves the square-roots of the said densities \[3\]. Specifically, the (squared) Hellinger distance between \(f\) and \(\hat{g}_J^2\) is:

\[
\mathcal{H}^2(J) = \frac{1}{2} \int \left( |\hat{g}_J(x)| - \sqrt{f(x)} \right)^2 \, dx.
\] (2.1)

(Note that \(\hat{g}_J\) may take on negative values at some locations, so \(\sqrt{\hat{g}_J^2}\) is really \(|\hat{g}_J|\).) Expanding the square, we obtain

\[
\mathcal{H}^2(J) = 1 - \int |\hat{g}_J(x)| \sqrt{f(x)} \, dx = 1 - B(J),
\] (2.2)
owing to \(\int \hat{g}_J^2 = \int f = 1\). The integral \(B(J)\) is the ‘Bhattacharyya affinity coefficient’ \[4\] between the estimator \(\hat{g}_J^2\) and \(f\). Minimising \(\mathcal{H}^2(J)\) is obviously equivalent to maximising \(B(J)\) – so we are looking for making \(f\) and \(\hat{g}_J^2\) resemble each other as much as possible in the Bhattacharyya sense.

As \(B(J)\) involves the unknown \(f\), it needs to be estimated. Here we propose to combine \[1,4\], allowing consistent estimation of quantities of type \(\int \phi \sqrt{f}\), and ideas reminiscent of classical cross-validation for selecting a smoothing parameter in nonparametric density estimation \[5, \[27], \[30\]. Specifically, we estimate \(B(J)\) by

\[
\hat{B}(J) \doteq \frac{2}{\sqrt{\pi}} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} |\hat{g}_J^{-1}(X_i)| \sqrt{V_i},
\] (2.3)

where, like in Section \[1\] \(V_i\) is the volume of the ball centred at \(X_i\) whose radius is the distance from \(X_i\) to its closest neighbour in the sample. As usual in such a framework, \(\hat{g}_J^{-1}\) is the ‘leave-one-out’ estimator, here the estimator \[1,9\] computed on the subsample \(\mathcal{X}^{-i} = \mathcal{X}\setminus\{X_i\}\). Note that obtaining such ‘leave-one-out’ estimator does not require re-computing entirely \[1,7\]–\[1,9\] \(n\) times. Indeed, removing \(X_i\) from the sample just removes the \(i^{th}\) term in \[1,5\]–\[1,6\] and only amends \(\sqrt{V_i}\) in terms \(i' \neq i\) for those \(X_{i'}\) whose nearest-neighbour happens to be \(X_i\) – in other words, a very limited fraction of the observations of the sample. The estimator \(\hat{g}_J^{-1}\) can, therefore, be computed very efficiently by careful amendment of a small number of terms from the initial estimator \(\hat{g}_J\) and by computing all \(2^{nd}\)-nearest neighbour distances in advance, a facility available in most implementations.

It appears from \[2\] Lemma 1] that \(\hat{B}(J)\) is a consistent estimator of \(B(J)\). We call it the \textit{empirical Bhattacharyya coefficient}, and we choose for resolution \(J\) in \[1,7\]–\[1,9\] its maximiser:

\[
\hat{J} \doteq \arg \max_{J \in \{J_0, J_0+1, \ldots\}} \hat{B}(J).
\] (2.4)

The final estimator of \(f\) is thus \(\hat{g}_J\), which is always a \textit{bona fide} density, by definition.

Note that, in the above procedure, the resolution level is selected \textit{after} normalisation, that is, assuming that the estimator is automatically normalised via \[1,9\]. Another, slightly different approach would be to select \(J\) \textit{before} the normalisation step. In other words, we would look for selecting the value of \(J\) which makes the unnormalised estimator \[1,7\] as close to \(\sqrt{f}\) as possible, and then, in a final step, we would make sure that the resulting estimate is
a proper density by normalising it. One can write the analogue to (2.1) for the estimator \( \hat{g}_J \):

\[
\mathcal{H}^2_{\mathcal{O}}(J) = \frac{1}{2} \int \left( |\hat{g}_J(x)| - \sqrt{f(x)} \right)^2 \, dx.
\]

(2.5)

Note that, in spite of the slight abuse of notation, \( \mathcal{H}^2_{\mathcal{O}} \) is not any squared ‘Hellinger distance’, given that \( \hat{g}_J^2 \) is not a proper density, in general. Expanding the square, we obtain this time

\[
\mathcal{H}^2_{\mathcal{O}}(J) = \frac{1}{2} \int \hat{g}_J^2(x) \, dx - \int |\hat{g}_J(x)| \sqrt{f(x)} \, dx + \frac{1}{2},
\]

whose minimiser would be the maximiser of

\[
\mathcal{B}_0(J) = \int |\hat{g}_J(x)| \sqrt{f(x)} \, dx - \frac{1}{2} \int \hat{g}_J^2(x) \, dx.
\]

For the same reason as above, \( \mathcal{B}_0 \) is not a ‘Bhattacharyya affinity coefficient’ as such either – which is quite obvious here, given the second term. Nevertheless, we can follow (2.3) and estimate \( \mathcal{B}_0(J) \) by

\[
\hat{\mathcal{B}}_0(J) = \frac{2}{\sqrt{\pi}} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} |\hat{g}_J^{(-i)}(X_i)\sqrt{V_i} - \frac{1}{2} \int \hat{g}_J^2(x) \, dx,
\]

(2.6)

noting that the second term only involved the estimator and is, therefore, fully known to us. In fact, it is efficiently computed by (1.8). According to this criterion, the best resolution in (1.7) would be

\[
\hat{J}_0 = \arg \max_{J \in \{j_0,j_0+1,...,J^*\}} \hat{\mathcal{B}}_0(J).
\]

(2.7)

The ‘best’ unnormalised estimator would then be here \( \hat{g}_{\hat{J}_0} \). The normalisation

\[
\hat{g}_{\hat{J}_0} = \frac{\hat{g}_{\hat{J}_0}}{\|\hat{g}_{\hat{J}_0}\|},
\]

makes \( \hat{g}^2_{\hat{J}_0} \) a shape-preserving estimator of \( f \).

### 2.2 Optimality

Denote \( J^* = \arg \max_{J \in \{j_0,j_0+1,...,\ldots\}} \mathcal{B}(J) \) the true optimal resolution level in the sense of maximum Bhattacharyya affinity coefficient/minimum Hellinger distance (2.2), when these quantities do not need to be estimated. Likewise, let \( J^*_0 = \arg \max_{J \in \{j_0,j_0+1,...,\ldots\}} \mathcal{B}_0(J) \). Below we prove that the empirically selected resolution levels \( \hat{J} \) and \( \hat{J}_0 \) in (2.4) and (2.7) are asymptotically equivalent to these ‘oracles’ \( J^* \) and \( J^*_0 \), hence asymptotically optimal in the Hellinger-Bhattacharyya sense.

For simplicity of exposition, we re-write here the estimator (1.7) as

\[
\hat{g}_J(x) = \sum_{z \in \mathbb{Z}^d} \hat{\alpha}_{J+1,z} \varphi_{J+1,z}(x)
\]

(2.8)

with \( \hat{\alpha}_{J+1,z} = \frac{2}{\sqrt{\pi}} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varphi_{J+1,z}(X_i) \sqrt{V_i} \) like in (1.5), as the MRA nature of the wavelet basis allows us to (see
\[ \hat{g}_J(x) = \sum_{z \in \mathbb{Z}^d} \frac{2}{\sqrt{\pi n}} \sum_{i=1}^n \varphi_{J+1,z}(X_i) \varphi_{J+1,z}(x) \]
\[ = \sum_{i=1}^n \left( \sum_{z \in \mathbb{Z}^d} \varphi_{J+1,z}(X_i) \varphi_{J+1,z}(x) \right) \frac{2}{\sqrt{\pi n}} \sqrt{V_i} \]
\[ = \sum_{i=1}^n W_i \delta_J(x, X_i), \quad (2.9) \]

where \( \delta_J(x, X_i) = \sum_{z \in \mathbb{Z}^d} \varphi_{J+1,z}(X_i) \varphi_{J+1,z}(x) \) and \( W_i = 2 \sqrt{V_i/(\pi n)} \). It so appears that \( \hat{g}_J(x) \) is some sort of ‘weighted delta sequence estimator’ for \( \sqrt{f} \).

‘Delta sequence estimators’ are well-studied density estimators, which write \( \hat{f}_\lambda(x) = n^{-1} \sum_{i=1}^n \delta_\lambda(x, X_i) \), where \( \delta_\lambda : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) is such that, for any smooth function \( \phi : \mathbb{R}^d \to \mathbb{R} \), \( \lim_{\lambda \to 0} \int \delta_\lambda(x, y) \phi(y) \, dy = \phi(x) \). The parameter \( \lambda \) typically acts as a smoothing parameter. Traditional kernel and orthogonal series estimators are known to be part of that class, among many others. Their properties have been studied in [23, 34, 33]; in particular, [23, Theorem 2 and Corollary 2] showed that choosing the value \( \lambda \) via cross-validation in the general framework of delta sequences is, in a strong sense, asymptotically equivalent to minimising the true Integrated Squared Error (ISE) of the estimator.

Similar results apply here, noting that the ISE of the estimator \( \hat{g}_J \) for \( \sqrt{f} \) is nothing else but \( 2 \mathcal{H}_2^2(J) \) in (2.5). A major subtlety, though, is the presence of the (random) weight \( W_i \) in (2.9) as well as in the ‘cross-validation’ criterion (2.6). Setting \( \lambda = 2^{-d} \) and combining the above results of [23] with those of [16] about nearest-neighbour-type of statistics, allow us to state the following result. It requires the consistency of estimator (1.7) for \( \sqrt{f} \), which has been established in [2] under standard assumptions (their Assumption 1-4); as well as two technical assumptions in Appendix. A full proof can be found in [1, Theorem 8].

**Theorem 1.** Let \( X \) be a random sample from a distribution \( F \) admitting a density \( f \). Under Assumptions 1-4 in [2], and Assumptions 1-2 in Appendix, the selected resolution level \( \hat{J}_o \) which maximises \( \mathcal{B}_o \) in (2.7) is asymptotically optimal, in the sense that

\[ \lim_{n \to \infty} \frac{\mathcal{B}_o(\hat{J}_o)}{\mathcal{B}_o(J^*)} = 1 \quad a.s.. \]

Likewise, the selected resolution level \( \hat{J} \) which maximises \( \mathcal{B} \) in (2.4) is asymptotically optimal, in the sense that

\[ \lim_{n \to \infty} \frac{\mathcal{B}(\hat{J})}{\mathcal{B}(J^*)} = 1 \quad a.s.. \]

We investigate the empirical performance of these two approaches to resolution selection in Section 4. Before that, we describe a thresholding scheme for the coefficient in estimator (1.7).
3 Thresholding

Several options exist for wavelet thresholding [21 Chapter 11], and any of these could be implemented on (1.7). For the sake of simplicity, though, the exposition below focuses only on hard thresholding, whereby the $\beta$-coefficients are retained in (1.7) only if they are larger in magnitude than a given value. We define:

$$
\tilde{\beta}(q)_{j,z}^{(q)} \triangleq \begin{cases} 
\hat{\beta}(q)_{j,z}, & \text{if } |\hat{\beta}(q)_{j,z}| > \kappa \gamma_{j} n^{-1/2} \\
0, & \text{otherwise}
\end{cases},
$$

where $\kappa > 0$ is a constant to be determined and $\gamma_{j}$ is known and makes the threshold potentially level-dependent.

As is customary, we do not seek to threshold the $\alpha$-coefficients in (1.7). Then we have the thresholded estimator:

$$
\hat{g}_{J,\kappa}(x) = \sum_{z \in \mathbb{Z}^d} \hat{\alpha}_{j_0,z} \varphi_{j_0,z}(x) + \sum_{j = j_0}^{J} \sum_{z \in \mathbb{Z}^d} \sum_{q \in \mathbb{Q}^d} \tilde{\beta}(q)_{j,z}^{(q)} \psi_{j,z}(x),
$$

which relies on two free parameters: the resolution level $J$ again, and the cut-off point $\kappa$. We propose to act in two steps: first, pick the right resolution level $J$ like in the previous section, via (2.6 - 2.7). Writing the estimator as (2.8) makes it clear that this may be achieved without reference to $j_0$. We will therefore assume that $J$ has been fixed and that $j_0$ is an arbitrary number of levels below – typically, we can take $J - j_0 = O(\log n)$ as in [19]. Thus, in what follows, we consider both $j_0$ and $J$ as fixed. We may also set $\gamma_{j} = \sqrt{J - j_0 + 1}$ for $j = j_0, \ldots, J$, in (3.1), as advocated by [10] – we comment further on this at the end of this section.

Call

$$
\hat{\lambda}_{j,z,q} = \sqrt{n} |\hat{\beta}(q)_{j,z}| / \gamma_{j}
$$

and let $\hat{\lambda}_{j[1],z[1],q[1]}, \hat{\lambda}_{j[2],z[2],q[2]}, \ldots$ denote these ranked lambda values in descending ordering; i.e.,

$$
t > t' \iff \hat{\lambda}_{j[t],z[t],q[t]} < \hat{\lambda}_{j[t'],z[t'],q[t']}.\]

With a slight abuse of notation, let $\hat{\beta}(t)$ and $\psi(t)(x)$ refer to the values of $j, q, z$ corresponding to $\hat{\lambda}_{j[t],z[t],q[t]}$. This allows us to re-write (3.2) as

$$
\hat{g}(x) = \sum_{z \in \mathbb{Z}^d} \hat{\alpha}_{j_0,z} \varphi_{j_0,z}(x) + \sum_{t=1}^{\tau} \hat{\beta}(t) \psi(t)(x)
$$

where $\tau = \tau(\kappa) = \max\{t \in \mathbb{N} : \hat{\lambda}_{j[t],z[t],q[t]} > \kappa\}$, following (3.1). Under this form, selecting $\kappa \in \mathbb{R}^+$ or equivalently $\tau \in \mathbb{N}$, becomes similar to the problem of selecting $J$ in the previous section, as it is about determining the truncation point in a orthogonal series expansion – as mentioned, this truncation point is a smoothing parameter in delta sequence estimators [23, 34]. As a result, the Hellinger/Bhattacharyya cross-validation approach described above may be taken here as well.
Specifically, similarly to (2.6), we define
\[
\hat{B}_o(\tau) = \frac{2}{\sqrt{\pi}} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} |\hat{g}_{\tau}^{\text{(-i)}}(X_i)| \sqrt{V_i} - \frac{1}{2} \int \hat{g}_{\tau}^2(x) \, dx,
\]
and we select the empirically optimal threshold \( \tau \) as
\[
\hat{\tau}_o = \arg \max_{\tau \in \mathbb{N}} \hat{B}_o(\tau).
\]
This ‘best’ non-linear un-normalised estimator \( \hat{g}_{\tau_0} \) is finally normalised as in (1.9):
\[
\hat{g}_{\tau_0} = \frac{\hat{g}_{\tau_0}}{\|\hat{g}_{\tau_0}\|},
\]
which is such that \( \hat{g}_{\tau_0}^2 \) is a shape-preserving non-linear wavelet estimator of \( f \), always. Note that, for each candidate threshold \( \tau \), we could also normalise (3.4) directly and use this \textit{bona fide} density estimate \( \hat{g}_{\tau} \equiv \hat{g}_{\tau}/\|\hat{g}_{\tau}\| \) in the empirical Bhattacharyya coefficient. We would have:
\[
\hat{B}(\tau) = \frac{2}{\sqrt{\pi}} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} |\hat{g}_{\tau}^{\text{(-i)}}(X_i)| \sqrt{V_i},
\]
defining the optimal threshold as
\[
\hat{\tau} = \arg \max_{\tau \in \mathbb{N}} \hat{B}(\tau).
\]
These two approaches obviously parallel the criteria (2.7) and (2.4) developed in Section 2.1. Similarly to Theorem 1, the optimality of these threshold selection rules can be established – see [1].

Now, we propose a novel variation around (5.1). Ideally, the threshold for a given estimated coefficient \( \hat{\beta}_{j,z}^{(q)} \) should depend on its standard error – essentially, from a testing perspective, we set that coefficient to zero if we cannot show that \( \beta_{j,z}^{(q)} \) is significantly different to zero, and such a testing procedure would obviously involve the standard error of the estimator. This motivates the level-dependent constant \( \gamma_j \) in (3.1): the higher \( j \), the narrower the support of the wavelets \( \psi_{j,z}^{(q)} \), hence the smaller the number of non-zero terms \( \psi_{j,z}^{(q)}(X_i) \) and the smaller the number of observations effectively used \( \hat{\beta}_{j,z}^{(q)} \). Therefore, \( \gamma_j n^{-1/2} \) in (3.1) should be a rough proxy for the increasing standard error of \( \hat{\beta}_{j,z}^{(q)} \).

E.g. [10] suggested \( \gamma_j = \sqrt{j - j_0 + 1} \).

In our framework, however, we have a seemingly better alternative. Indeed the leave-one-out estimator \( \hat{g}_{\tau}^{\text{(-i)}} \) appearing in (3.4) requires computing \( \left( \hat{\beta}_{j,z}^{(q)} \right)^{\text{(-i)}} \) for each \( i = 1, \ldots, n \) – as explained in the lines below (2.3), this can be done very efficiently. Now, these ‘leave-one-out’ coefficients may be used to produce jackknife pseudo-values of \( \hat{\beta}_{j,z}^{(q)} \) [15 26] [31]: viz.

\[
\left( \hat{\beta}_{j,z}^{(q)} \right)^{\text{(-i)}} = n \hat{\beta}_{j,z}^{(q)} - (n - 1) \left( \hat{\beta}_{j,z}^{(q)} \right)^{\text{(-i)}}.
\]

If one calls \( \nu_{j,z}^{(q)} \) the variance of this collection of pseudo-values \( \left\{ \left( \hat{\beta}_{j,z}^{(q)} \right)^{\text{(-i)}} \right\}_{i=1}^{n} \), then it can be shown [15] that
\[ \hat{\sigma}_{\text{jack},j,z}^{2(q)} = \frac{\hat{\sigma}_{j,z}^{2(q)}}{n} \] is a consistent estimator of the variance of \( \hat{\beta}_{j,z}^{(q)} \). This suggests the novel thresholding rule

\[ \left| \frac{\hat{\beta}_{j,z}^{(q)}}{\hat{\sigma}_{\text{jack},j,z}^{(q)}} \right| > \kappa \]

in (3.1). We have thus eliminated the need for a somewhat arbitrary choice for \( \gamma_j \), a subject of theoretical controversy \[10\][12][14], pushing further for a fully data-driven threshold design. From there, the empirical determination of \( \kappa \) (and/or \( \tau \)) can be carried out exactly as above, just redefining \( \hat{\lambda}_{j,z,0} \) appropriately in (3.3). The simulations which we run in Section 4.2 show that this approach is superior in most cases – future theoretical work is required to analyse this ‘jackknife thresholding’ further, though.

4 Numerical experiments

In this section we investigate the practical performance of our proposed methodology. As described above, the final, non-linear estimator involves two steps: first, we determine the best overall resolution \( J \), and second we implement the hard-thresholding scheme on the coefficients regarding that resolution as fixed. In the same manner, this section follows the same strategy: first, it presents results on the performance of the novel Hellinger-Bhattacharyya approach for selecting the best resolution, and second, it investigates the various thresholding options and discuss them over a set of known probability density functions. Lastly, we conclude this section with a practical popular example with an unknown PDF, the Old Faithful geyser dataset, to illustrate a real application.

4.1 Resolution level

We proposed two Hellinger-Bhattacharyya criteria (2.4) and (2.7) for selecting \( J \), depending on if the normalisation of the estimator is applied automatically at every step of the procedure or only one time at the end of it. Here these two options are compared in terms of their accuracy of estimation. For our numerical experiment, we have considered mixtures of different number of components, smoothness and covariance structures: (a) a bivariate Gaussian comb (‘2D comb’); (b) a mixture of two bivariate pyramid densities\(^1\) i.e. non smooth (‘pyramids mix’); (c) a bivariate Gaussian mixture with very different spreads (‘2D Gaussian mix 1’); and (d) a bivariate mixture of Gaussian densities with very elongated covariances in different directions (‘2D Gaussian mix 2’). These densities are shown in Figure 4.1 analytic expressions are found in [1].

For each of these densities and for each considered sample sizes \( n \), 100 random samples were generated. From the true density, we can compute the true distances between estimators \( \hat{g}_J^2 \) or \( \hat{g}_J^2 \) and \( f \) as in (2.1) and (2.5) and from this, identify the ‘oracle’ best resolutions \( J^*_a \) and \( J^*_o \). For each sample, we obtain the practical resolutions \( \hat{J} \) and \( \hat{J}_o \) as per

\(^1\)These pyramids are constructed by taking the tensor product of two piecewise functions and ensuring it integrates to one.
Figure 4.1: Densities used in ‘best $J$’ simulation study.

Figure 4.2 (top row) show the average differences $\hat{J} - J^*$ and $\hat{J}_0 - J_0^*$ for the ‘2D comb’ (Figure 4.1(a)) as a function of the sample size $n$ for two choices of wavelet basis: Daubechies 4 (a) and Symlet 6 (b). In agreement with the theory (Theorem $\Gamma$), the empirical criterion always identifies the best ‘oracle’ resolution level for $n$ ‘large’. For small samples (here: $n = 100$), the ‘true’ $J$ is expected/known to be low, i.e., one or two units above $j_0$ most certainly.
The empirical Bhattacharya criterion recovers this rather easily. In between, when there exists a difference between \( \hat{J} \) and \( J^* \) (or between \( \hat{J}_o \) and \( J^*_o \)), it is of one unit only. Such error likely happens around a ‘critical’ sample size \( \tilde{n} \), for which the theoretically optimal \( J^* \) switches from some \( j^* \) for \( n < \tilde{n} \) to \( j^* + 1 \) for \( n > \tilde{n} \) – but this is not yet obvious empirically. The empirical procedure is, therefore, conservative, which explains why the average difference is always negative. The highest average difference occurs at \( n = 500 \) and \( n = 1000 \) for the Daubechies 4 and symlet 6 wavelet basis, respectively. This discrepancy is likely due to the different local geometry of these wavelet bases.

This is better understood in Figure 4.2(c), which shows the empirical Bhattacharya coefficients (2.4)-(2.7) and genuine Hellinger distances (2.1) as a function of \( J \) for the Daubechies 4 wavelet at sample size \( n = 500 \); and Figure 4.2(d) which shows the same for \( n = 1000 \) and the Symlet 6 wavelet. In the first row, \( \hat{B}(J) \), as genuine Bhattacharyya affinity coefficient, is always in \([0, 1]\), as it must be by definition. By contrast, \( \hat{B}_o(J) \) does not necessarily satisfy this constraint – which is not really a concern as we are only looking for the location of the maximum. In the area of the maximum, the two criteria behave similarly anyway: for \( \hat{y}_g^2 \) to resemble \( f \) as much as possible, it must behave like a density, even if not structurally forced to be so. The bottom row shows the average Hellinger distances (2.1) between the final normalised estimator and the true \( f \) – the two curves (one for the estimator based on \( \hat{J} \), the other one based on \( \hat{J}_o \)) seem superimposed on each other as the difference is minimal (the final estimate is always normalised, regardless on how \( J \) was selected).

For these sample sizes, which correspond to the highest differences in subfigures (a)-(b), the genuine Hellinger distance shows that \( J = 4 \) would be the best resolution level here, but \( J = 3 \) is a very close second. Indeed we are at that sample size where the theoretical best \( J^* \) just switched from 3 to 4. Hence the empirical Bhattacharyya criterion may sometimes pick \( J = 3 \), as easily understood from the appearance of the \( \hat{B}(J) \) and \( \hat{B}_o(J) \) curves (almost flat between \( J = 3 \) and \( J = 4 \)). This clarifies that the discrepancies between \( \hat{J} \) and \( J^* \) (or \( \hat{J}_o \) and \( J^*_o \)) observed at some sample sizes do not flag a fail of the method; they just happen when \( J^* \) and \( \hat{J} \) (or \( \hat{J}_o \) and \( J^*_o \)) lead to very similar (empirically undistinguishable) accuracy of estimation.

We note that this phenomenon may well occur at higher sample sizes, too – and this is not in disagreement with Theorem 1. For example, Figure 4.3 shows the same plots, this time for the ‘pyramids density’ (Figure 4.1(b)). We see that, for \( n = 3500 \), the Hellinger curve takes almost identical values at both \( J = 4 \) or \( J = 5 \), with only a slight advantage for \( J = 4 \). The empirical Bhattacharyya coefficient, on the other hand, shows a peak on the \( J = 4 \) side. This explains the appearance of the curves shown in (a) and (b), with the same conclusion as above – that it is mostly inconsequential.

Density ‘2D Gaussian Mix 1’ (Figure 4.1(c)) is a typical example of suitability of wavelet thresholding in density estimation, as it exhibits components with high locality. Without thresholding, we see in Figure 4.4(a) and (b), that the resolution level seems to be underpredicted for \( n = 5000 \). In this particular case, the corresponding curves (c)
and (d) appear to have a plateau in the wide range \( J = 1, 2, 3, 4 \), which makes the selection of the best theoretical \( J \) a very difficult one – but again, consequences of a ‘wrong’ choice are very limited in terms of accuracy of estimation. Thresholding is investigated empirically in the next section.

Finally, the ‘2D Gaussian mix 2’ density (Density \( \text{d}) \) is a typical anisotropic density. Figure 4.5 exhibit the same behaviour as above, whence the same conclusions may be drawn.

In conclusion, it appears that the novel Hellinger-Bhattacharyya cross-validation criterion identifies the theoretically ‘best’ resolution level – or practically equivalent – in a very reliable way, across a variety of simulation scenarios, sample sizes or wavelet bases.

### 4.2 Thresholding

We proposed two threshold selection criteria (3.6) and (3.8). Each may be used with any definition of the thresholding in (3.1): as benchmarks, we have considered here the ‘universal threshold’ \( \gamma_j \equiv 1 \) (i.e., not level-dependent) and the level-dependent threshold setting \( \gamma_j = \sqrt{J - j_0 + 1} \) [10][12], which we compared to our novel approach involving the jackknife estimation of the variance of \( \hat{\beta}_{j,q} \) [3.9]. The wavelet bases we used were symlets with 3 and 4 vanishing moments, and Daubechies with 4 vanishing movements. The value of the basis level \( j_0 \) was set to \( \Delta J = 1, 2 \) or 3 levels below the best \( J \) calculated by Hellinger-Bhattacharyya cross-validation as described in previous sections. In all, we passed each density and sample size through a battery of \( 2 \times 3 \times 3 \times 3 = 54 \) combinations, which we briefly report below.

We studied the 4 densities shown in Figure 4.6. Density (a) is a kurtotic, bimodal mixture made out of three Gaussians; (b) is a simple mixture of two Gaussians with different spread; (c) is similar to the claw density in [24]; and (d) is akin to the smooth comb there but in 2D. The analytic forms can be found in [1].

We considered sample sizes from \( n = 250 \) to \( n = 6,000 \) (see Table 4.1 and following). For each sample size, we generated 100 samples. For each sample and each family of wavelets, we chose the ‘best’ \( J \) according to both criteria (2.4) and (2.7), followed by runs of the 9 combinations of the remaining parameters as explained above. For comparison, we also ran a multivariate Kernel Density Estimator (KDE) with a Gaussian kernel and a bandwidth matrix \( H \); viz.

\[
\hat{f}_H(x) = \frac{1}{n} \sum_{i=1}^{n} |H|^{-1/2} (2\pi)^{-d/2} e^{-\frac{1}{2}(x-X_i)^T H^{-1} (x-X_i)}
\]

The matrix \( H \) was determined by Maximum Likelihood Cross-Validation, using [28]’s implementation.

The performance of each estimator was quantified by the squared Hellinger distance between the considered estimate and the true density. The results are shown in Tables 4.1 to 4.4. For each scenario and each estimation scheme, we show the median, first and third quantiles of the 100 replicated squared Hellinger distances. We have used bold
face to highlight the cases in which the median Hellinger distance for these estimators is less than or equal to the corresponding median for the KDE (last column). Note that we are comparing the kernel estimator, which does not drop any observation and in essence has \( n \) free parameters, against our method that aims to reduce the number of parameters using thresholding. Reducing the number of free parameters without compromising performance is a key requirement in big data applications. So, the fact that our approach achieves similar performance is noteworthy.

A first observation is that there is little difference in performance when the resolution level is chosen after or before normalisation (i.e., according to \((2.4)\) or \((2.7)\)). The automatically normalised criterion \((2.4)\) seems to have a slight edge in smaller samples, though. Another important general observation drawn from Tables \([4.1-4.4]\) is that the novel jackknife hard thresholding \((3.9)\) performs better than the other well-known thresholding strategies across all scenarios and sample sizes. This motivates further theoretical study of this idea in a follow-up paper. We see that, when this ‘jackknife thresholding’ is used, the value of \(\Delta J\) (that is, essentially the value \(j_0\)) is mostly irrelevant in terms of the accuracy of estimation – this is not systematically the case for the other thresholding options (‘universal’ or ‘level-dependent’).

For small sample sizes, the kernel estimator is usually (but not always, see Table \([4.2]\) doing better, but the proposed shape-preserving wavelet estimator catches up from \(n\) around 1,000 and becomes superior for higher sample sizes – the fact that wavelet methods are showing their advantages at larger sample sizes and high signal-to-noise ratios is well documented in the literature (see, e.g., \([20]\)). In fact, it is quite remarkable that at \(n = 6000\) one can get better performance than the KDE by using typically less than 500 coefficients (see supplementary results in \([11]\)). An exception is here the ‘2D Smooth comb’ density (Figure \([4.6d]\)), for which one can see our estimator performing better than KDE for small sample sizes (Table \([4.4]\) but no more as the sample size increases. Nonetheless, we note that one achieves a remarkably low error using as little as 163 coefficients for \(n = 6,000\) (see supplementary results in ibid.). We discuss more on this, and potential improvements, in Section \([5]\).

### 4.3 Real data: Old Faithful geyser

We close this section by revisiting the Old Faithful geyser dataset \([2]\) Sec. 5.2, and providing insights on practical usage of the estimator. This well-known data set contains \(n = 272\) pairs of observations (eruption time, waiting time since previous eruption) of Old Faithful, a very active geyser in the Yellowstone National Park, USA. Given this rather small sample size, lead by the observations made in Section \([4.2]\) we opt for the criteria \((2.4)\) and \((3.8)\), based on automatic normalisation of all estimators, for choosing the resolution \(J\) and applying the thresholding. We also enforce the novel jackknife thresholding \((3.9)\), as this does not require any arbitrary choice of level-dependent \(\gamma_j\) and was shown to be the best option in Section \([4.2]\).

In addition, we illustrate here how the Hellinger-Bhattacharyya criterion can also offer some insight into which
Table 4.1: Hellinger Distances between the true density ‘Kurtotic Mixture I’ (Figure 4.6 a)) and estimators obtained through various estimation schemes. The wavelet family is Daubechies 4. See text for column descriptions.

wavelet basis to work with. Consider, for example, Figures 4.7 and 4.8 which show the appearance of criterion (3.7) when based on ‘jackknife thresholding’ (3.9) for the Daubechies 3 and Symlet 4 wavelet bases using $\Delta J = 2$ levels of beta coefficients. Symlet 4 produces a smoother density, of course, keeping 321 coefficients alphas and betas. Daubechies 3 requires fewer coefficients (162). The corresponding maximum values of $\hat{B}(\tau)$ are 0.91383 (Daubechies 3) and 0.91719 (Symlet 4) which, if not by the inclination for a smoother density, indicates that Symlet 4 might be preferred in this case.

We may contrast the above curves with those obtained if one increases the number of vanishing moments in both
Table 4.2: Hellinger Distances between the true density ‘Mixture 2’ (Figure 4.6b) and estimators obtained through various estimation schemes. The wavelet family is Daubechies 4. See text for column descriptions.

cases. Using Daubechies 4 wavelets with $\Delta J = 1$ (Figure 4.9), one can see that most of the curve lies on the right hand side of its maximum, indicating that the threshold is going to be too drastic. Indeed, the resulting density seems over-smoothed compared to above. The situation is not much different for $\Delta J = 2$ as shown in Figure 4.10, or for Symlet 5 with $\Delta J = 1$ (Figure 4.11) and $\Delta J = 2$ (Figure 4.12). We note that the maximum value of $\hat{B}(\tau)$ is, in all these cases, smaller than what it was above for Symlet 4 and $\Delta J = 2$.

We finalise this chapter by considering biorthogonal bases, the most general wavelet construction, which has lately become very popular in the literature on multidimensional, sparse wavelet expansions. Here we constructed our
of curvelets \( \mathcal{V} \) and shearlets \( \mathcal{R} \) and multivariate wavelet expansions via tensor product \( \mathcal{H} \) as opposed to the anisotropic methods. Various estimation schemes for the wavelet family is symlet \( \mathcal{S} \) see text for column descriptions. The Hellinger distances between the true density ‘2D Comb 1’ (Figure 4.6c) and estimators obtained through various estimation schemes. The wavelet family is Symlet 3. See text for column descriptions.

Table 4.3: Hellinger Distances between the true density ‘2D Comb 1’ (Figure 4.6c) and estimators obtained through various estimation schemes. The wavelet family is Symlet 3. See text for column descriptions.

Multivariate wavelet expansions via tensor product (e.g. [9 Chapter 10]) as opposed to the anisotropic methods of curvelets [7, 6], shearlets [22] and \( \alpha \)-molecules [17]. Although the results below are promising, theoretical and practical work is required to bring these novel algorithms to our construction. Indeed, in the general anisotropic case, the number of non-zero beta coefficients using the tensor product is \( O(n) \), i.e. not optimal for a general sparse representation [29].

Figure 4.13 shows the optimisation curve and the density estimate using the biorthogonal, spline wavelets of [8] for the case 2.6 - this is, 6 vanishing moments on the reconstruction filters and 2 on the synthesis phase. We used
| n    | ΔJ | universal | level-dependent | jackknife | KDE |
|------|----|-----------|-----------------|-----------|-----|
|      | Q₁ | Med       | Q₂             | Med       | Q₃  |
| 250  | 1  | 0.0241    | 0.0282         | 0.0241    | 0.0282 | 0.0238 |
|      | 2  | 0.0244    | 0.0283         | 0.0249    | 0.0296 | 0.0235 |
|      | 3  | 0.0245    | 0.0281         | 0.0244    | 0.0282 | 0.0234 |
|      | 1  | 0.0241    | 0.0283         | 0.0241    | 0.0283 | 0.0235 |
|      | 2  | 0.0248    | 0.0286         | 0.0248    | 0.0294 | 0.0234 |
|      | 3  | 0.0246    | 0.0280         | 0.0244    | 0.0278 | 0.0235 |
| 500  | 1  | 0.0176    | 0.0196         | 0.0176    | 0.0196 | 0.0196 |
|      | 2  | 0.0176    | 0.0199         | 0.0177    | 0.0200 | 0.0199 |
|      | 3  | 0.0172    | 0.0184         | 0.0176    | 0.0196 | 0.0196 |
|      | 1  | 0.0176    | 0.0199         | 0.0178    | 0.0200 | 0.0200 |
|      | 2  | 0.0177    | 0.0199         | 0.0178    | 0.0200 | 0.0200 |
|      | 3  | 0.0172    | 0.0194         | 0.0171    | 0.0196 | 0.0204 |
| 1000 | 1  | 0.0126    | 0.0132         | 0.0126    | 0.0132 | 0.0132 |
|      | 2  | 0.0125    | 0.0132         | 0.0126    | 0.0133 | 0.0134 |
|      | 3  | 0.0124    | 0.0132         | 0.0124    | 0.0131 | 0.0134 |
|      | 1  | 0.0126    | 0.0132         | 0.0126    | 0.0132 | 0.0132 |
|      | 2  | 0.0125    | 0.0132         | 0.0126    | 0.0133 | 0.0133 |
|      | 3  | 0.0124    | 0.0132         | 0.0124    | 0.0131 | 0.0133 |
| 1500 | 1  | 0.0111    | 0.0118         | 0.0111    | 0.0118 | 0.0118 |
|      | 2  | 0.0110    | 0.0117         | 0.0110    | 0.0118 | 0.0118 |
|      | 3  | 0.0111    | 0.0117         | 0.0111    | 0.0118 | 0.0118 |
|      | 1  | 0.0111    | 0.0118         | 0.0111    | 0.0118 | 0.0118 |
|      | 2  | 0.0110    | 0.0117         | 0.0110    | 0.0118 | 0.0118 |
|      | 3  | 0.0111    | 0.0117         | 0.0111    | 0.0118 | 0.0118 |
| 2000 | 1  | 0.0105    | 0.0110         | 0.0105    | 0.0110 | 0.0110 |
|      | 2  | 0.0105    | 0.0110         | 0.0105    | 0.0110 | 0.0110 |
|      | 3  | 0.0105    | 0.0109         | 0.0104    | 0.0109 | 0.0109 |
|      | 1  | 0.0105    | 0.0110         | 0.0105    | 0.0109 | 0.0109 |
|      | 2  | 0.0104    | 0.0110         | 0.0105    | 0.0109 | 0.0109 |
|      | 3  | 0.0105    | 0.0109         | 0.0104    | 0.0109 | 0.0109 |
| 3000 | 1  | 0.0097    | 0.0100         | 0.0097    | 0.0100 | 0.0100 |
|      | 2  | 0.0096    | 0.0100         | 0.0096    | 0.0100 | 0.0100 |
|      | 3  | 0.0096    | 0.0100         | 0.0096    | 0.0099 | 0.0099 |
|      | 1  | 0.0097    | 0.0100         | 0.0097    | 0.0100 | 0.0100 |
|      | 2  | 0.0096    | 0.0100         | 0.0096    | 0.0100 | 0.0100 |
|      | 3  | 0.0096    | 0.0100         | 0.0096    | 0.0099 | 0.0099 |
| 4000 | 1  | 0.0093    | 0.0095         | 0.0093    | 0.0095 | 0.0095 |
|      | 2  | 0.0092    | 0.0095         | 0.0092    | 0.0095 | 0.0095 |
|      | 3  | 0.0092    | 0.0095         | 0.0092    | 0.0095 | 0.0095 |
| 6000 | 1  | 0.0088    | 0.0090         | 0.0088    | 0.0089 | 0.0091 |
|      | 2  | 0.0088    | 0.0090         | 0.0088    | 0.0089 | 0.0091 |
|      | 3  | 0.0088    | 0.0089         | 0.0088    | 0.0089 | 0.0091 |

Table 4.4: Hellinger Distances between the true density ‘2D Smooth Comb’ (Figure 4.6(d)) and estimators obtained through various estimation schemes. The wavelet family is Symlet 3. See text for column descriptions.

ΔJ = 2 levels of betas. The result is not smooth: this uses a linear spline (2 vanishing moments) to reconstruct the signal but the optimisation curve seems balanced as observed in the Daubechies 3 and Symlet 4 results above. Reversing the role of these bases using now 6.2, one gets a smoother density and the optimisation curve is still well-behaved, as shown in Figure 4.14. The maximum value of $\hat{B}(\tau)$ shows an improvement from 0.92118 for 2.6 to 0.92689 for 6.2 respectively.
5 Conclusion

In this paper we have addressed several gaps in the theory and practice of the ‘shape-preserving’ wavelet density estimator recently proposed in [2]. That estimator, which always produces a bona fide density as output, is based on a primary estimation of the square-root of the density of interest. The natural statistical divergence involving square-root of densities is the Hellinger distance, itself strongly related to the Bhattacharyya affinity coefficient. Hence this study is articulated around a novel cross-validation-like criterion which approximates the Hellinger-Bhattacharyya distance between the estimator and the true density being estimated. User-defined parameters, such as the resolution level or the thresholding cut-off point, may be practically determined by optimising that Hellinger-Bhattacharyya cross-validation criterion. We proved theoretically the optimality of that procedure, while the simulations evidence very strong performance in practice as well. Along the way, we proposed a novel thresholding approach, based on a jackknife estimation of the variance of each estimated wavelet coefficient – this again fits perfectly within the considered framework of Hellinger-Bhattacharyya cross-validation. This thresholding scheme has proved superior to other, more classical thresholding options in the simulations, and definitely deserves further research in a follow-up paper.

Appendix

Let $A_n$ the search space for $\lambda$ above in the ‘weighted delta sequence’ (2.9) for a sample of size $n$. We introduce the following additional assumptions on $A_n$:

**Assumption 1.** The cardinality of $A_n$ is bounded by a power of the sample size, i.e. $\#(A_n) \leq Cn^\rho$ for some $C, \rho > 0$.

**Assumption 2.** There are two positive constants $C', \epsilon > 0$, such that for any possible parameter choice $\lambda \in A_n$, $C'^{-1-n^\epsilon} \leq \lambda \leq C'n^{1-\epsilon}$.

Assumption 1 first appears in [30] and Assumption 2 is motivated in [18] for the case of kernel estimators where the bandwidth $h$ is of order $n^{-1/5}$.
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Figure 4.2: Results for resolution selection rule; density $f_4$ (Left: Daubechies 4, Right: Symlet 6).
Figure 4.3: Results for resolution selection rule; density 4.1 b) (Left: Symlet 6, Right: biorthogonal spline 2.8).
Figure 4.4: Results for resolution selection rule; density (Left: Daubechies 4, Right: Symlet 6).
Figure 4.5: Results for resolution selection rule; density 4.1 d) (Left: symlet 6, Right: biorthogonal spline 3.9).
Figure 4.6: Densities used in thresholding simulation study.
Figure 4.7: Optimisation curve, left, and density, right, for the Old Faithful geyser dataset using Daubechies 3 and $\Delta J = 2$.

Figure 4.8: Optimisation curve, left, and density, right, for the Old Faithful geyser dataset using Symlet 4 and $\Delta J = 2$. 
Figure 4.9: Optimisation curve, left, and density, right, for the Old Faithful geyser dataset using Daubechies 4 and $\Delta J = 1$.

Figure 4.10: Optimisation curve, left, and density, right, for the Old Faithful geyser dataset using Daubechies 4 and $\Delta J = 2$. 
Figure 4.11: Optimisation curve, left, and density, right, for the Old Faithful geyser dataset using Symlet 5 and $\Delta J = 2$.

Figure 4.12: Optimisation curve, left, and density, right, for the Old Faithful geyser dataset using Symlet 5 and $\Delta J = 2$. 
Figure 4.13: Optimisation curve, left, and density, right, for the Old Faithful geyser dataset using biorthogonal spline wavelets 2.6 and $\Delta J = 2$.

Figure 4.14: Optimisation curve, left, and density, right, for the Old Faithful geyser dataset using biorthogonal spline wavelets 6.2 and $\Delta J = 2$. 