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Abstract

Few-shot classification (FSC), the task of adapting a classifier to unseen classes given a small labeled dataset, is an important step on the path toward human-like machine learning. Bayesian methods are well-suited to tackling the fundamental issue of overfitting in the few-shot scenario because they allow practitioners to specify prior beliefs and update those beliefs in light of observed data. Contemporary approaches to Bayesian few-shot classification maintain a posterior distribution over model parameters, which is slow and requires storage that scales with model size. Instead, we propose a Gaussian process classifier based on a novel combination of Pólya-gamma augmentation and the one-vs-each softmax approximation that allows us to efficiently marginalize over functions rather than model parameters. We demonstrate improved accuracy and uncertainty quantification on both standard few-shot classification benchmarks and few-shot domain transfer tasks.

1 Introduction

The rapidly growing field of few-shot classification (FSC) seeks to build classifiers that quickly adapt to novel classes given only a few labeled examples from those classes. Bayesian methods are a natural fit for FSC, where the seamless integration of prior knowledge is important to dealing with the problem of overfitting. Bayesian probability also provides a principled framework for modeling uncertainty, which is a significant concern as FSC is increasingly being used for user-facing applications such as personalizable human-computer interfaces [35] and medical diagnosis [22].

Current Bayesian approaches to FSC typically maintain distributions over model parameters, either explicitly through approximate variational distributions [9, 23] or implicitly through multiple samples of weights [26, 39]. The variational approach is limited in posterior expressiveness while the implicit approach is computationally slow and costly in terms of storage. Moreover, specifying meaningful priors in parameter space is known to be difficult due to the complex relationship between weights and functions in deep networks [29].

In this paper, we present a Bayesian approach to FSC based on Gaussian processes (GPs) [36] that enables efficient marginalization over functions rather than model parameters. GPs are a widely used Bayesian modeling approach whose application to classification is traditionally hindered by two main obstacles. The first is that GPs scale cubically with the number of data points. This is not a significant concern for FSC because data is scarce (only a few shots per class).

The second and more critical hurdle is that non-conjugacy of the GP prior with the softmax likelihood renders posterior inference intractable. Thus it is not surprising that GPs have seen little application to the few-shot scenario. The GP approaches currently employed in few-shot learning rely on the Gaussian likelihood [32, 20], which is mathematically convenient but not well-suited to the discrete nature of classification.
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Pólya-gamma augmentation \[21\] is a useful technique for achieving tractable Bayesian inference in logistic models that has recently been applied to GP classification through the logistic softmax likelihood \[8\], which replaces the exponential functions inside the softmax with logistic sigmoids. Although this is a valuable step in the right direction, we found this approach to be complicated and lacking in terms of uncertainty quantification for few-shot classification.

In this work we propose a novel GP-based classifier to tackle Bayesian FSC that uses the one-vs-each softmax approximation \[21\] as a likelihood. By leveraging Pólya-gamma augmentation, our approach maintains tractable inference with a single augmentation and outperforms recent GP-based methods that rely on Gaussian and logistic softmax likelihoods.

Our contributions are as follows:

- We introduce a novel Gaussian process-based approach to FSC utilizing the one-vs-each softmax approximation \[21\] and Pólya-gamma augmentation for tractable inference.
- We demonstrate competitive classification accuracy relative to baseline approaches in the standard few-shot classification benchmark and domain transfer settings.
- We show overall improved uncertainty quantification of our method, including difficult scenarios such as input corruption and out-of-distribution detection.

2 Background

2.1 Pólya-Gamma Augmentation

The Pólya-gamma augmentation scheme was originally introduced to address Bayesian inference in logistic models \[21\] and has since been applied to multinomial GPs via a stick-breaking construction \[15\] and to GP-based classification with the logistic softmax likelihood \[8\].

Suppose we have a vector of logits \( \psi \in \mathbb{R}^N \) with corresponding binary labels \( y \in \{0, 1\}^N \). The logistic likelihood is

\[
p(y|\psi) = \prod_{i=1}^{N} \sigma(\psi_i)^{y_i} (1 - \sigma(\psi_i))^{1-y_i} = \prod_{i=1}^{N} \frac{(e^{\psi_i})^{y_i}}{1 + e^{\psi_i}},
\]

where \( \sigma(\cdot) \) is the logistic sigmoid function. Let the prior over \( \psi \) be Gaussian: \( p(\psi) = \mathcal{N}(\psi|\mu, \Sigma) \). In Bayesian inference, we are interested in the posterior \( p(\psi|y) \propto p(y|\psi)p(\psi) \) but the form of \( \psi \) does not admit analytic computation due to non-conjugacy. The main idea of Pólya-gamma augmentation is to introduce auxiliary random variables \( \omega \) to the likelihood such that the original model is recovered when \( \omega \) is marginalized out: \( p(y|\psi) = \int p(\omega)p(y|\psi, \omega)\,d\omega \). Conditioned on \( \omega \sim \text{PG}(b, c) \), the likelihood is proportional to a diagonal Gaussian (see Section A for a full derivation):

\[
p(y|\psi, \omega) \propto \prod_{i=1}^{N} e^{-\omega_i \psi_i^2/2} e^{\kappa_i \psi_i} \propto \mathcal{N}(\Omega^{-1}\kappa|\psi, \Omega^{-1}),
\]

where \( \kappa_i = y_i - 1/2 \) and \( \Omega = \text{diag}(\omega) \). The conditional distribution over \( \psi \) given \( y \) and \( \omega \) is now tractable:

\[
p(\psi|y, \omega) \propto p(y|\psi, \omega)p(\psi) \propto \mathcal{N}(\psi|\Sigma^{-1}\mu + \kappa, \Sigma),
\]

where \( \Sigma = (\Sigma^{-1} + \Omega)^{-1} \). The conditional distribution of \( \omega \) given \( \psi \) and \( y \) can also be easily computed:

\[
p(\omega_i|y_i, \psi_i) \propto \text{PG}(\omega_i|1, 0) e^{-\omega_i \psi_i^2/2} \propto \text{PG}(\omega_i|1, \psi_i),
\]

where the last expression follows from the exponential tilting property of Pólya-gamma random variables. This suggest a Gibbs sampling procedure in which iterates \( \omega^{(t)} \sim p(\omega|y, \psi^{(t-1)}) \) and \( \psi^{(t)} \sim p(\psi|X, y, \omega^{(t)}) \) are drawn sequentially until the Markov chain reaches its stationary distribution, which is the joint posterior \( p(\psi, \omega|y) \). Fortunately, efficient samplers for the Pólya-gamma distribution have been developed \[38\] to facilitate this.
2.2 One-vs-Each Approximation to Softmax

The one-vs-each (OVE) approximation [31] was formulated as a lower bound to the softmax likelihood in order to handle classification over a large number of output classes, where computation of the normalizing constant is prohibitive. We use the OVE approximation not to deal with extreme classification as Titsias [31], but instead due to its compatibility with Pólya-gamma augmentation, as we shall soon see. The one-vs-each approximation can be derived by first rewriting the softmax likelihood as follows:

\[ p^{\text{SM}}(y = c | f) \triangleq \frac{e^{f_c}}{\sum_{c'} e^{f_{c'}}} = \frac{1}{1 + \sum_{c' \neq c} e^{-(f_c - f_{c'})}}, \]

where \( f \triangleq (f_1, \ldots, f_C)^T \) are the logits. Since \( \prod_i (1 + \alpha_i) \geq (1 + \sum_i \alpha_i) \) for \( \alpha_i \geq 0 \), the softmax likelihood [5] can be bounded as follows:

\[ p^{\text{SM}}(y = c | f) \geq \prod_{c' \neq c} \frac{1}{1 + e^{-(f_c - f_{c'})}} = \prod_{c' \neq c} \sigma(f_c - f_{c'}), \]

which is the OVE lower bound. This expression avoids the normalizing constant and factorizes into a product of pairwise sigmoids. Titsias [31] showed that surprisingly the OVE approximation shares the same global optimum as the exact softmax maximum likelihood, suggesting a close relationship between the two.

3 One-vs-Each Pólya-Gamma GPs

We now introduce our method for GP-based Bayesian few-shot classification, which utilizes a novel combination of Pólya-gamma augmentation and the one-vs-each (OVE) approximation.

3.1 OVE as a Likelihood Function

Suppose we have access to examples \( X \in \mathbb{R}^{N \times D} \) with corresponding one-hot labels \( Y \in \{0,1\}^{N \times C} \), where \( C \) is the number of classes. We consider the logits jointly as a single vector \( f \triangleq (f_1, \ldots, f_N, f_1^2, \ldots, f_N^2, f_1^C, \ldots, f_N^C)^T \) and place an independent GP prior on the logits for each class: \( f^c(x) \sim \mathcal{GP}(m(x), k(x, x')) \). Therefore we have \( p(f|X) = \mathcal{N}(f|\mu, K) \), where \( \mu_i = m(x_i) \) and \( K \) is block diagonal with \( K_{ij}^c = k(x_i, x_j) \) for each block \( K^c \).

The Pólya-gamma integral identity used to derive [2] does not have a multi-class analogue and thus a direct application of the augmentation scheme to the softmax likelihood is nontrivial. Instead, we propose to directly replace the softmax with an OVE-based likelihood function, which is the same as [6]:

\[ p^{\text{OVE}}(y_i = c | f_i) \triangleq \prod_{c' \neq c} \sigma(f_i^c - f_i^{c'}). \]

We use this likelihood not to handle extreme classification as Titsias [31], but instead due to its close relationship with the softmax likelihood while maintaining tractable inference with Pólya-gamma augmentation.

The reader may have noticed that (7) is not normalized over classes, in the sense that in general \( \sum_c p^{\text{OVE}}(y = c | f) \neq 1 \). Here we invoke the likelihood principle [1], which is fundamental to Bayesian inference and states that all relevant experimental information is contained in the likelihood function for \( f \) given the observed data \( y \). Moreover, two likelihood functions contain the same information about \( f \) if they are proportional to each other. Therefore the fact that (7) is not normalized over classes \( c \) is of no consequence. All that matters for inference and prediction is the relative values of the likelihood function for the labels \( y \) that were actually observed.

3.2 Posterior Inference via Gibbs Sampling

Define the matrix \( A \triangleq \text{OVE-MATRIX}(Y) \) to be a \( CN \times CN \) sparse block matrix with \( C \) row partitions and \( C \) column partitions. Each block \( A_{cc'} \) is a diagonal \( N \times N \) matrix defined as follows:

\[ A_{cc'} \triangleq \text{diag}(Y_{cc'}) - \mathbb{1}[c = c']I_n, \]

where \( \mathbb{1}[c = c'] \) is an indicator function that returns 1 if \( c = c' \) and 0 otherwise.
We consider two objectives for learning hyperparameters of the covariance function: the marginal likelihood measures the likelihood of the hyperparameters given the observed data and is intuitively appealing from a Bayesian perspective. On the other hand, many standard FSC methods optimize for predictive likelihood on the query set \([33, 7, 28]\). Both objectives marginalize over latent functions, thereby making full use of our Bayesian formulation.

### 3.3 Learning Covariance Hyperparameters for Few-shot Classification

We now describe how we apply OVE Pólya-gamma augmented GPs to few-shot classification. We assume the standard episodic few-shot setup in which one observes a labeled support set \(S = (X, Y)\). Predictions must then be made for a query example \((x_*, y_*)\).

We consider a zero-mean GP prior over the class logits \(f^c(x) \sim \mathcal{GP}(0, k_{\theta}(x, x'))\), where \(\theta\) are learnable parameters of our covariance function. These could include traditional hyperparameters such as lengthscales or the weights of a deep neural network as in deep kernel learning \([32]\). By performing Bayesian modeling on the logits directly, we are able to construct a posterior distribution over functions and use it to make predictions on the query examples. The reader is encouraged to refer to \([36] \, \text{Section 2.2}\) for a discussion on the correspondence between function-space and weight-space.

We consider two objectives for learning hyperparameters of the covariance function: the marginal likelihood \(p_\theta(Y|X)\) and the predictive likelihood \(p_\theta(y_*|x_*, X, Y)\). Marginal likelihood measures the likelihood of the hyperparameters given the observed data and is intuitively appealing from a Bayesian perspective. On the other hand, many standard FSC methods optimize for predictive likelihood on the query set \([33, 7, 28]\). Both objectives marginalize over latent functions, thereby making full use of our Bayesian formulation.

**Marginal Likelihood (ML).** The log marginal likelihood can be written as follows:

\[
\mathcal{L}^{\text{ML}}(\theta) \triangleq \log \int p(\omega)p_\theta(Y|X, \omega) \, d\omega. \tag{11}
\]

The gradient of the log marginal likelihood can be estimated by posterior samples \(\omega \sim p_\theta(\omega|X, Y)\).

In practice, we use a stochastic training objective based on samples of \(\omega\) from Gibbs chains. We use Fisher’s identity \([5]\) to derive the following gradient estimator:

\[
\nabla_{\theta} \mathcal{L}^{\text{ML}} = \int p_\theta(\omega|X, Y) \nabla_{\theta} \log p_\theta(Y|X, \omega) \, d\omega \approx \frac{1}{M} \sum_{m=1}^{M} \nabla_{\theta} \log p_\theta(Y|X, \omega^{(m)}), \tag{12}
\]

where \(\omega^{(1)}, \ldots, \omega^{(M)}\) are samples from the posterior Gibbs chain. As suggested by Patacchiola et al. \([20]\), who applied GPs to FSC via least-squares classification, we merge the support and query sets during learning to take full advantage of the available data within each episode.

**Predictive Likelihood (PL).** The expected log predictive likelihood for a query example \(x_*\) is:

\[
\mathcal{L}^{\text{PL}}(\theta) \triangleq \log \int p(\omega)p_\theta(y_*|x_*, X, Y, \omega) \, d\omega. \tag{13}
\]
We use an approximate gradient estimator again based on posterior samples of $\omega$:

$$\nabla_{\theta} L_{PL} \approx \int p_{\theta}(\omega | X, Y) \nabla_{\theta} \log p_{\theta}(y_* | x_*, X, Y) \, d\omega \approx \frac{1}{M} \sum_{m=1}^{M} \nabla_{\theta} \log p_{\theta}(y_* | x_*, X, Y, \omega^{(m)}).$$

(14)

We note that this is not an unbiased estimator of the gradient, but find it works well in practice. Our learning algorithm for both marginal and predictive likelihood may be found in Section B. Details of computing the posterior predictive distribution $p(y_* | x_*, X, Y, \omega)$ may be found in Section C.

### 3.4 Choice of Kernel

For our method we primarily use the following kernel, which we refer to as the “cosine” kernel due to its similarity to cosine similarity:

$$k_{\text{cos}}(x, x'; \theta, \alpha) = \exp(\alpha) \frac{g_{\theta}(x)^T g_{\theta}(x')}{\|g_{\theta}(x)\| \|g_{\theta}(x')\|},$$

(15)

where $g_{\theta}(\cdot)$ is a deep neural network that outputs a fixed-dimensional encoded representation of the input and $\alpha$ is the scalar log output scale. We experimented with several kernels and found the cosine and linear kernels to generally outperform RBF-based kernels (see Section E for detailed comparisons). We hypothesize that this is because they help the embedding network $g_{\theta}(\cdot)$ to learn linearly separable representations. In contrast, the RBF-based kernels yield nonlinear decision boundaries with respect to the embedded representation and may not provide the embedding network with as strong of a learning signal. Further study of the benefits and drawbacks of linear vs. nonlinear kernels is an interesting area of future work.

### 4 Experiments

#### 4.1 Baselines and Summary of Results

We compare classification accuracy and uncertainty quantification to representative baselines for several major approaches to FSC: fine-tuning, metric learning, gradient-based meta-learning, and GP-based classifiers. Fine-tuning approaches, including Feature Transfer and Baseline++ [3], train classification weights from scratch per episode on top of features extracted from an offline-trained classifier. Matching Networks [33] and Prototypical Networks [28] are popular metric learning approaches that optimize predictive cross-entropy on the query set. RelationNet [30] is another metric-learning approach but computes distances based on a pairwise-input deep neural network and optimizes a Gaussian likelihood on the query set. MAML [7] is a popular meta-learning approach that performs adaptation with one or a few gradient descent steps on the support set of each episode. Bayesian MAML [39] is a related Bayesian approach that uses Stein variational gradient (SVGD) to approximate the model posterior in weight space. In terms of GP-based methods, GPNet [20] applies GP regression directly on class labels with a Gaussian likelihood, an approach known as least squares classification [25]. Logistic Softmax GP is the approach proposed by Galy-Fajou et al. [8] discussed in Section 1 that replaces the exponential functions in the softmax with logistic sigmoids.

One of our aims is to compare methods based on uncertainty quantification. We therefore developed some new benchmark evaluations and tasks: few-shot calibration, robustness, and out-of-episode detection. In order to empirically compare methods, we could not simply borrow the accuracy results from other papers, but instead needed to train each of these baselines ourselves. For all baselines except Bayesian MAML and Logistic Softmax GP, we ran the code from [20] and verified that the accuracies matched closely to those reported by [20]. Additional experimental details may be found in Section D. We have made PyTorch code for our experiments publicly available.

Here we summarize several conclusions of the experiments we conducted in the following sections. Firstly, the fine-tuning approaches are strong baselines in terms of accuracy (Baseline++ in particular), but do not produce reliable estimates of uncertainty. Secondly, methods relying on Gaussian likelihoods (RelationNet and GPNet) tend to also exhibit poor uncertainty quantification. We hypothesize this is due to the ill-suited nature of applying Gaussian likelihoods to the fundamentally
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| Method                        | Omniglot→EMNIST     | mini-ImageNet→CUB |
|-------------------------------|---------------------|-------------------|
|                               | 1-shot 5-shot       | 1-shot 5-shot      |
| Feature Transfer [3]          | 64.22 ± 1.24        | 86.10 ± 0.84      |
| Baseline++ [3]                | 56.84 ± 0.92        | 80.01 ± 0.92      |
| MatchingNet [33]              | 75.01 ± 2.09        | 87.41 ± 1.79      |
| ProtoNet [28]                 | 72.04 ± 0.82        | 87.22 ± 1.01      |
| RelationNet [30]              | 75.62 ± 1.00        | 87.84 ± 0.27      |
| MAML [7]                      | 72.68 ± 1.85        | 83.54 ± 1.79      |
| GPNet + Linear [20]           | 75.97 ± 0.70        | 89.51 ± 0.44      |
| Bayesian MAML [39]            | 63.94 ± 0.47        | 65.26 ± 0.30      |
| Bayesian MAML (Chaser) [39]   | 55.04 ± 0.34        | 54.19 ± 0.32      |
| Logistic Softmax GP + Cosine (ML) [8] | 62.91 ± 0.49 | 83.80 ± 0.13 |
| Logistic Softmax GP + Cosine (PL) [8] | 70.70 ± 0.36 | 86.59 ± 0.15 |
| OVE PG GP + Cosine (ML) [ours] | 68.43 ± 0.67        | 86.22 ± 0.20      |
| OVE PG GP + Cosine (PL) [ours] | 77.00 ± 0.50        | 87.52 ± 0.19      |
4.3 Uncertainty Quantification through Calibration

We next turn to uncertainty quantification, an important concern for few-shot classifiers. When used in safety-critical applications such as medical diagnosis, it is important for a machine learning system to defer when there is not enough evidence to make a decision. Even in non-critical applications, precise uncertainty quantification helps practitioners in the few-shot setting determine when a class has an adequate amount of labeled data or when more labels are required, and can facilitate active learning.

We chose several commonly used metrics for calibration. Expected calibration error (ECE) measures the expected binned difference between confidence and accuracy. Maximum calibration error (MCE) is similar to ECE but measures maximum difference instead of expected difference. Brier score (BRI) is a proper scoring rule computed as the squared error between the output probabilities and the one-hot label. For a recent perspective on metrics for uncertainty evaluation, please refer to Ovadia et al. [19]. The results for representative approaches on 5-shot, 5-way CUB can be found in Figure 1. Our OVE PG GPs are the best calibrated overall across the metrics.

![Figure 1: Reliability diagrams, expected calibration error (ECE), maximum calibration error (MCE), and Brier score (BRI) for 5-shot 5-way tasks on CUB and mini-Imagenet→CUB (additional calibration results can be found in the Section F). Metrics are computed on 3,000 random tasks from the test set.](image)

4.4 Robustness to Input Noise

Input examples for novel classes in FSC may have been collected under conditions that do not match those observed at training time. For example, labeled support images in a medical diagnosis application may come from a different hospital than the training set. To mimic a simplified version of this scenario, we investigate robustness to input noise. We used the Imagecorruptions package to apply Gaussian noise, impulse noise, and defocus blur to both the support set and query sets of episodes at test time and evaluated both accuracy and calibration. We used corruption severity of 5 (severe) and evaluated across 1,000 randomly generated tasks on the three datasets involving
natural images. The results are shown in Figure 2. We find that in general Bayesian approaches tend to be robust due to their ability to marginalize over hypotheses consistent with the support labels. Our approach is one of the top performing methods across all settings.

4.5 Out-of-Episode Detection

Finally, we measure performance on out-of-episode detection, another application in which uncertainty quantification is important. In this experiment, we used 5-way, 5-shot support sets at test time but incorporated out-of-episode examples into the query set. Each episode had 150 query examples: 15 from each of 5 randomly chosen in-episode classes and 15 from each of 5 randomly chosen out-of-episode classes. We then computed the AUROC of binary outlier detection using the negative of the maximum logit as the score. Intuitively, if none of the support classes assign a high logit to the example, it can be classified as an outlier. The results are shown in Figure 3. Our approach generally performs the best across the datasets.

4.6 Comparison of Likelihoods

In this section we seek to better understand the behaviors of the softmax, OVE, logistic softmax, and Gaussian likelihoods for classification. For convenience, we summarize the forms of these likelihoods below.

- **Softmax.** \[p(y = c | f) = \frac{\exp(f_c)}{\sum_{c'} \exp(f_{c'})}\]
- **OVE.** \[p(y = c | f) = \prod_{c' \neq c} \sigma(f_c - f_{c'})\]
- **Logistic Softmax.** \[p(y = c | f) = \frac{\sigma(f_c)}{\sum_{c'} \sigma(f_{c'})}\]
- **Gaussian.** \[p(y = c | f) = \prod_{c'} \mathcal{N}(2 \cdot \mathbb{1}[c' = c] - 1 | \mu = f_{c'}, \sigma^2 = 1)\]

We sampled logits from \(f \sim \mathcal{N}(0, 1)\) and plotted a histogram and kernel density estimate of the maximum output probability \(\max_c p(y = c | f)\) for each of the likelihoods, where \(C = 5\). Note that
because we are interested in predictions here that all output probabilities are normalized to sum to 1 when computing confidences. The results are shown in Figure 4. Logistic softmax is a priori underconfident: it puts little probability mass on confidence above 0.4. This may be due to the use of the sigmoid function which squashes large values of $f$. Gaussian likelihood a priori is overconfident in that it puts a large amount of probability mass on confident outputs. OVE on the other hand, is closer to softmax. Note that this is not a complete explanation, because GP hyperparameters such as the prior mean or Gaussian likelihood variance may be able to compensate for these imperfections to some degree. Indeed, we found it helpful to learn a constant mean for the logistic softmax likelihood, as mentioned in Section D.2.

Figure 4: Histogram and kernel density estimate of confidence for randomly generated function samples $f \sim N(0, 1)$. Normalized output probabilities were computed for $C = 5$ and a histogram of $\max_c p(y = c|f)$ was computed for 50,000 randomly generated simulations.

5 Related Work

Many popular approaches to FSC rely on point estimates of parameters \cite{33, 24, 7, 28, 30}. Such approaches may be useful for attaining good accuracy but become less useful when uncertainty quantification is critical. More recently, approaches attempting to infer posterior distributions over task-specific parameters have appeared. In this view, global meta-level parameters $\theta$ are shared across episodes and represent a prior over task-specific parameters $\phi$ that vary from episode to episode. The goal of this class of methods is to infer an approximate posterior $q(\phi)$ on a per-episode basis. Methods that follow this general approach, with various strategies for computing $q(\phi)$ include LLAMA \cite{10}, VERSA \cite{9}, Bayesian MAML \cite{39}, ABML \cite{23}, and VAMPIRE \cite{18}. Because $\phi$ potentially represents the weights of a deep network, particular care needs to be taken in these methods to maintain computational efficiency. Methods that take a representation-based approach to uncertainty include Stochastic Prototype Embeddings \cite{27}, which induces uncertainty into the Prototypical Network classifier through encoder-driven embedding noise.

From a Gaussian Process perspective, Linderman et al. \cite{15}, like us, apply Polya-gamma augmentation to Gaussian processes. They utilize a stick-breaking construction to decompose a multinomial distribution into a product of binomials. This construction introduces a permutation dependence that our OVE-based likelihood does not have. They also do not consider end-to-end deep kernel learning and do not investigate the few-shot setting. Galy-Fajou et al. \cite{8} proposes a logistic-softmax likelihood for classification that requires Gamma augmentation and Poisson augmentation in addition to Polya-gamma augmentation in order to perform inference. They also do not consider FSC.

Tossou et al. \cite{32} consider Gaussian processes in the context of few-shot learning. Unlike ours, they only consider regression tasks using Gaussian likelihoods. GPNet \cite{20}, like us, use Gaussian processes to perform few-shot classification and learn covariance functions parameterized by deep neural networks. However, they use a Gaussian likelihood to model class labels rather than our OVE-based classification likelihood. Although the least squares classification approach can be effective from an accuracy standpoint, as our results show it suffers in terms of uncertainty quantification.
6 Conclusion

In this work, we have proposed a Bayesian few-shot classification approach based on Gaussian processes. Our method replaces the ordinary softmax likelihood with a one-vs-each likelihood and applies Polya-Gamma augmentation to perform inference. This allows us to model class logits directly as function values and efficiently marginalize over uncertainty in each few-shot episode. Modeling functions directly enables our approach to avoid the dependence on model size that posterior inference in weight-space based models inherently have. Our approach compares favorably to baseline FSC methods under a variety of dataset and shot configurations, including dataset transfer. We also demonstrate strong uncertainty quantification, robustness to input noise, and out-of-episode detection. We believe that Bayesian modeling is a powerful tool for handling uncertainty and hope that our work will lead to broader adoption of efficient Bayesian inference in the few-shot scenario.

Acknowledgments and Disclosure of Funding

We would like to thank Ryan Adams, Ethan Fetaya, Mike Mozer, Eleni Triantafillou, Kuan-Chieh Wang, and Max Welling for helpful discussions. JS also thanks SK T-Brain for supporting him on an internship that led to precursors of some ideas in this paper. Resources used in preparing this research were provided, in part, by the Province of Ontario, the Government of Canada through CIFAR, and companies sponsoring the Vector Institute (https://www.vectorinstitute.ai/partners). This project is supported by NSERC and the Intelligence Advanced Research Projects Activity (IARPA) via Department of Interior/Interior Business Center (DoI/IBC) contract number D16PC00003. The U.S. Government is authorized to reproduce and distribute reprints for Governmental purposes notwithstanding any copyright annotation thereon. Disclaimer: The views and conclusions contained herein are those of the authors and should not be interpreted as necessarily representing the official policies or endorsements, either expressed or implied, of IARPA, DoI/IBC, or the U.S. Government.

References

[1] James O Berger and Robert L Wolpert. The likelihood principle. IMS, 1988.
[2] Glenn W Brier. Verification of forecasts expressed in terms of probability. Monthly weather review, 78(1): 1–3, 1950.
[3] Wei-Yu Chen, Yen-Cheng Liu, Zsolt Kira, Yu-Chiang Wang, and Jia-Bin Huang. A closer look at few-shot classification. In International Conference on Learning Representations, 2019.
[4] Gregory Cohen, Saeed Afshar, Jonathan Tapson, and Andre Van Schaik. Emnist: Extending mnist to handwritten letters. In 2017 International Joint Conference on Neural Networks (IJCNN), pages 2921–2926. IEEE, 2017.
[5] Randal Douc, Eric Moulines, and David Stoffier. Nonlinear time series: Theory, methods and applications with R examples. CRC press, 2014.
[6] A Doucet. A note on efficient conditional simulation of gaussian distributions. Departments of Computer Science and Statistics, University of British Columbia, 1020, 2010.
[7] Chelsea Finn, Pieter Abbeel, and Sergey Levine. Model-agnostic meta-learning for fast adaptation of deep networks. In International Conference on Machine Learning, 2017.
[8] Théo Galy-Fajou, Florian Wenzel, Christian Donner, and Manfred Opper. Multi-class gaussian process classification made conjugate: Efficient inference via data augmentation. arXiv preprint arXiv:1905.09670, 2019.
[9] Jonathan Gordon, John Bronskill, Matthias Bauer, Sebastian Nowozin, and Richard E Turner. Meta-learning probabilistic inference for prediction. arXiv preprint arXiv:1805.09921, 2018.
[10] Erin Grant, Chelsea Finn, Sergey Levine, Trevor Darrell, and Thomas Griffiths. Recasting gradient-based meta-learning as hierarchical bayes. arXiv preprint arXiv:1801.08930, 2018.
[11] Chuan Guo, Geoff Pleiss, Yu Sun, and Kilian Q Weinberger. On calibration of modern neural networks. In Proceedings of the 34th International Conference on Machine Learning-Volume 70, pages 1321–1330. JMLR. org, 2017.
[12] Nathan Hilliard, Lawrence Phillips, Scott Howland, Artêm Yankov, Courtney D Corley, and Nathan O Hodas. Few-shot learning with metric-agnostic conditional embeddings. *arXiv preprint arXiv:1802.04376*, 2018.

[13] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*, 2014.

[14] Brenden Lake, Ruslan Salakhutdinov, Jason Gross, and Joshua Tenenbaum. One shot learning of simple visual concepts. In *Proceedings of the annual meeting of the cognitive science society*, 2011.

[15] Scott Linderman, Matthew J Johnson, and Ryan P Adams. Dependent multinomial models made easy: Stick-breaking with the pólya-gamma augmentation. In *Advances in Neural Information Processing Systems*, pages 3456–3464, 2015.

[16] Qiang Liu and Dilin Wang. Stein variational gradient descent: A general purpose bayesian inference algorithm. In *Advances in neural information processing systems*, pages 2378–2386, 2016.

[17] Claudio Michaelis, Benjamin Mitkus, Robert Geirhos, Evgenia Rusak, Oliver Bringmann, Alexander S. Ecker, Matthias Bethge, and Wieland Brendel. Benchmarking robustness in object detection: Autonomous driving when winter is coming. *arXiv preprint arXiv:1907.07484*, 2019.

[18] Cuong Nguyen, Thanh-Toan Do, and Gustavo Carneiro. Uncertainty in model-agnostic meta-learning using variational inference. In *The IEEE Winter Conference on Applications of Computer Vision*, pages 3090–3100, 2020.

[19] Yaniv Ovadia, Emily Fertig, Jie Ren, Zachary Nado, D Sculley, Sebastian Nowozin, Joshua Dillon, Balaji Lakshminarayanan, and Jasper Snoek. Can you trust your model’s uncertainty? evaluating predictive uncertainty under dataset shift. In *Advances in Neural Information Processing Systems*, pages 13969–13980, 2019.

[20] Massimiliano Patacchiola, Jack Turner, Elliot J Crowley, Michael O’Boyle, and Amos Storkey. Deep kernel transfer in gaussian processes for few-shot learning. *arXiv preprint arXiv:1910.05199*, 2019.

[21] Nicholas G Polson, James G Scott, and Jesse Windle. Bayesian inference for logistic models using pólya–gamma latent variables. *Journal of the American statistical Association*, 108(504):1339–1349, 2013.

[22] Viraj Uday Prabhu. Few-shot learning for dermatological disease diagnosis. Master’s thesis, Georgia Institute of Technology, 2019.

[23] Sachin Ravi and Alex Beatson. Amortized bayesian meta-learning. In *International Conference on Learning Representations*, 2019.

[24] Sachin Ravi and Hugo Larochelle. Optimization as a model for few-shot learning. In *International Conference on Learning Representations*, 2017.

[25] Ryan Rifkin and Aldebaro Klautau. In defense of one-vs-all classification. *Journal of machine learning research*, 5(Jan):101–141, 2004.

[26] Andrei A Rusu, Dushyant Rao, Jakub Sygnowski, Oriol Vinyals, Razvan Pascanu, Simon Osindero, and Raia Hadsell. Meta-learning with latent embedding optimization. *arXiv preprint arXiv:1807.05960*, 2018.

[27] Tyler R Scott, Karl Ridgeway, and Michael C Mozer. Stochastic prototype embeddings. *arXiv preprint arXiv:1909.11702*, 2019.

[28] Jake Snell, Kevin Swersky, and Richard Zemel. Prototypical networks for few-shot learning. In *Advances in Neural Information Processing Systems*, 2017.

[29] Shengyang Sun, Guodong Zhang, Jiaxin Shi, and Roger Grosse. Functional variational bayesian neural networks. In *International Conference on Learning Representations*, 2019.

[30] Flood Sung, Yongxin Yang, Li Zhang, Tao Xiang, Philip HS Torr, and Timothy M Hospedales. Learning to compare: Relation network for few-shot learning. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, 2018.

[31] Michalis K Titsias. One-vs-each approximation to softmax for scalable estimation of probabilities. In *Advances in Neural Information Processing Systems*, pages 4161–4169, 2016.

[32] Prudencio Tossou, Basile Dura, Francois Laviolette, Mario Marchand, and Alexandre Lacoste. Adaptive deep kernel learning. *arXiv preprint arXiv:1905.12131*, 2019.
where \( \tilde{\kappa} \) is recovered when \( \omega \) is marginalized out: 
\[
\tilde{p}(y|\psi) \propto p(y|\psi, \omega) \, d\omega.
\]

The following integral identity holds for \( b > 0 \): 
\[
\frac{(e^{\psi})^a}{1 + e^\psi} = 2^{-b} e^{\kappa \psi} \int_0^\infty e^{-\omega \psi^2 / 2} p(\omega) \, d\omega,
\]
where \( \kappa = a - b/2 \) and \( \omega \sim \text{PG}(b, 0) \). Specifically, when \( a = y \) and \( b = 1 \), we recover an individual term of the logistic likelihood \( (16) \): 
\[
p(y|\psi) = \frac{(e^{\psi})^y}{1 + e^\psi} = \frac{1}{2} e^{\kappa \psi} \int_0^\infty e^{-\omega \psi^2 / 2} p(\omega) \, d\omega,
\]
where \( \kappa = y - 1/2 \) and \( \omega \sim \text{PG}(1, 0) \). Conditioned on \( \omega \), the batch likelihood is proportional to a diagonal Gaussian:
\[
p(y|\psi, \omega) \propto \prod_{i=1}^N e^{-\omega_i \psi_i^2 / 2} e^{\kappa_i \psi_i} \propto \mathcal{N}(\kappa^{-1} \psi | \psi, \Omega^{-1}),
\]
where \( \kappa_i = y_i - 1/2 \) and \( \Omega = \text{diag}(\omega) \). The conditional distribution over \( \psi \) given \( y \) and \( \omega \) is now tractable:
\[
p(\psi|y, \omega) \propto p(y|\psi, \omega) p(\psi) \propto \mathcal{N}(\psi|\Sigma^{-1} \mu + \kappa, \Sigma),
\]
where \( \Sigma = (\Sigma^{-1} + \Omega)^{-1} \).
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A Derivation of Pólya-Gamma Augmented Logistic Likelihood

In this section, we show the derivative for the augmented logistic likelihood presented in Section 2.1. First, recall the logistic likelihood:
\[
p(y|\psi) = \prod_{i=1}^N \sigma(\psi_i)^{y_i} (1 - \sigma(\psi_i))^{1-y_i} = \prod_{i=1}^N \frac{(e^{\psi_i})^{y_i}}{1 + e^{\psi_i}},
\]
where \( \sigma(\cdot) \) is the logistic sigmoid function. We have a Gaussian prior \( p(\psi) = \mathcal{N}(\psi|\mu, \Sigma) \) and introduce Pólya-gamma auxiliary random variables \( \omega \) to the likelihood such that the original model is recovered when \( \omega \) is marginalized out: 
\[
p(y|\psi) = \int p(\omega) p(y|\psi, \omega) \, d\omega.
\]

The Pólya-gamma distribution \( \omega \sim \text{PG}(b, c) \) can be written as an infinite convolution of gamma distributions:
\[
\omega \sim \frac{1}{2\pi^2} \sum_{k=1}^\infty \frac{\text{Ga}(b, 1)}{(k - 1/2)^s + c^2/(4\pi^2)},
\]
where \( \kappa = a - b/2 \) and \( \omega \sim \text{PG}(b, 0) \). Specifically, when \( a = y \) and \( b = 1 \), we recover an individual term of the logistic likelihood \( (16) \):
\[
p(y|\psi) = \frac{(e^{\psi})^y}{1 + e^\psi} = \frac{1}{2} e^{\kappa \psi} \int_0^\infty e^{-\omega \psi^2 / 2} p(\omega) \, d\omega,
\]
where \( \kappa = y - 1/2 \) and \( \omega \sim \text{PG}(1, 0) \). Conditioned on \( \omega \), the batch likelihood is proportional to a diagonal Gaussian:
\[
p(y|\psi, \omega) \propto \prod_{i=1}^N e^{-\omega_i \psi_i^2 / 2} e^{\kappa_i \psi_i} \propto \mathcal{N}(\kappa^{-1} \psi | \psi, \Omega^{-1}),
\]
where \( \kappa_i = y_i - 1/2 \) and \( \Omega = \text{diag}(\omega) \). The conditional distribution over \( \psi \) given \( y \) and \( \omega \) is now tractable:
\[
p(\psi|y, \omega) \propto p(y|\psi, \omega) p(\psi) \propto \mathcal{N}(\psi|\Sigma^{-1} \mu + \kappa, \Sigma),
\]
where \( \Sigma = (\Sigma^{-1} + \Omega)^{-1} \).
B Learning Algorithm

Our learning algorithm for both marginal and predictive likelihood is summarized in Algorithm 1.

Algorithm 1 One-vs-Each Pólya-Gamma GP Learning

\textbf{Input:} Objective $L \in \{L^{ML}, L^{PL}\}$, Task distribution $T$, number of parallel Gibbs chains $M$, number of steps $T$, learning rate $\eta$.

Initialize hyperparameters $\theta$ randomly.

repeat

Sample $S = (X, Y)$, $Q = (X_*, Y_*) \sim T$

if $L = L^{ML}$ then

$X \leftarrow X \cup X_*$, $Y \leftarrow Y \cup Y_*$

end if

$A \leftarrow$ OVE-MATRIX($Y$)

for $m = 1$ to $M$ do

$\omega_0^{(m)} \sim PG(1, 0)$, $f_0^{(m)} \sim p_\theta(f|X)$

for $t = 1$ to $T$ do

$\psi_t^{(m)} \leftarrow A f_{t-1}^{(m)}$

$\omega_t^{(m)} \sim PG(1, \psi_t^{(m)})$

$f_t^{(m)} \sim p_\theta(f|X, Y, \omega_t^{(m)})$

end for

end for

if $L = L^{ML}$ then

$\theta \leftarrow \theta + \frac{\eta}{M} \sum_{m=1}^M \nabla_\theta \log p_\theta(Y|X, \omega_T^{(m)})$

else

$\theta \leftarrow \theta + \frac{\eta}{M} \sum_{m=1}^M \sum_j \nabla_\theta \log p_\theta(y_{*j}|x_{*j}, S, \omega_T^{(m)})$

end if

until convergence

C Posterior Predictive Distribution

The posterior predictive distribution for a query example $x_*$ conditioned on $\omega$ is:

\[
p(y_* | x_*, X, Y, \omega) = \int p(y_* | f_*) p(f_* | x_*, X, Y, \omega) df_*,
\]

where $f_*$ are the query example’s logits. The predictive distribution over $f_*$ can be obtained by noting that $\psi$ and the query logits are jointly Gaussian:

\[
\begin{bmatrix}
\psi \\
f_*
\end{bmatrix}
\sim \mathcal{N}
\left(0, \begin{bmatrix}
AKA^T + \Omega^{-1} & AK_* \\
(AK_A)^T & K_{**}
\end{bmatrix}
\right),
\]

where $K_*$ is the $NC \times C$ block diagonal matrix with blocks $K_\theta(X, x_*)$ and $K_{**}$ is the $C \times C$ diagonal matrix with diagonal entries $k_\theta(x_*, x_*)$. The predictive distribution becomes:

\[
p(f_* | x_*, X, Y, \omega) = \mathcal{N}(f_* | \mu_*, \Sigma_*)
\]

where

\[
\mu_* = (AK_*)^T (AK_A^T + \Omega^{-1})^{-1} \Omega^{-1} \kappa
\]

and

\[
\Sigma_* = K_{**} - (AK_*)^T (AK_A^T + \Omega^{-1})^{-1} AK_.*
\]

With $p(f_* | x_*, X, Y, \omega)$ in hand, the integral in equation (22) can easily be computed numerically for each class $c$ by forming the corresponding OVE linear transformation matrix $A^c$ and then performing 1D Gaussian-Hermite quadrature on each dimension of $\mathcal{N}(\psi^c | A^c \mu^c, A^c \Sigma A^c \Sigma^c)$.

D Experimental Details

Here we provide more details about our experimental setup for our classification experiments, which are based on the protocol of [20].
D.1 Datasets

We used the four dataset scenarios described below. The first three are the same used by Chen et al. [3] and the final was proposed by Patacchiola et al. [20].

- **CUB.** Caltech-UCSD Birds (CUB) [34] consists of 200 classes and 11,788 images. A split of 100 training, 50 validation, and 50 test classes was used [12, 3].
- **mini-Imagenet.** The mini-Imagenet dataset [33] consists of 100 classes with 600 images per class. We used the split proposed by Ravi and Larochelle [24], which has 64 classes for training, 16 for validation, and 20 for test.
- **mini-Imagenet → CUB.** This cross-domain transfer scenario takes the training split of mini-Imagenet and the validation & test splits of CUB.
- **Omniglot → EMNIST.** We use the same setup as proposed by Patacchiola et al. [20]. Omniglot [14] consists of 1,623 classes, each with 20 examples, and is augmented by rotations of 90 degrees to create 6,492 classes, of which 4,114 are used for training. The EMNIST dataset [4], consisting of 62 classes, is split into 31 training and 31 test classes.

D.2 Baselines

We compare to a variety of baselines, explained here in more detail.

- **Feature Transfer** [3] involves first training an off-line classifier on the training classes and then training a new classification layer on the episode.
- **Baseline++** [3] is similar to Feature Transfer except it uses a cosine distance module prior to the softmax during fine-tuning.
- **Matching Networks** [33] can be viewed as a soft form of $k$-nearest neighbors that computes attention and sums over the support examples to form a predictive distribution over classes.
- **Prototypical Networks** [28] computes class means (prototypes) and forms a predictive distribution based on Euclidean distance to the prototypes. It can be viewed as a Gaussian classifier operating in an embedding space.
- **MAML** [7] performs one or a few steps of gradient descent on the support set and then makes predictions on the query set, backpropagating through the gradient descent procedure. For this baseline, we simply quote the classification accuracy reported by [20].
- **RelationNet** [30] rather than using a predefined distance metric as in Matching Networks or Prototypical Networks instead learns a deep distance metric as the output of a neural network that accepts as input the latent representation of both examples. It is trained to minimize squared error of output predictions.
- **GPNet** [20] relies on least squares classification to maintain tractability of Gaussian process posterior inference. This is concurrent work to ours and so we compare to their results with a linear kernel (the latest version at the time the bulk of our experiments were performed). This work has since been renamed to GPShot.
- **Bayesian MAML** [39] relies on Stein Variational Gradient Descent (SVGD) [16] to get an approximate posterior distribution in weight-space. We compare to both the non-chaser version, which optimizes cross-entropy of query predictions, and the chaser version, which optimizes mean squared error between the approximate posterior on the support set and the approximate posterior on the merged support & query set. The non-chaser version is therefore related to predictive likelihood methods and the chaser version is more analogous to the marginal likelihood methods. For the non-chaser version, we used 20 particles and 1 step of adaptation at both train and test time. For the chaser version, we also used 20 particles. At train time, the chaser took 1 step and the leader 1 additional step. At test time, we used 5 steps of adaptation. Due to the slow performance of this method, we followed the advice of Yoon et al. [39] and only performed adaptation on the final layer of weights, which may help explain the drop in performance relative to MAML. The authors only released Tensorflow code for regression, so we reimplemented this baseline in PyTorch.
- **Logistic Softmax GP** [8] is the multi-class Gaussian process classification method that relies on the logistic softmax likelihood. Galy-Fajou et al. [8] did not consider few-shot, but
we use the same objectives described in Section 3.3 of the main paper to adapt this method to FSC. In addition, we used the cosine kernel (see Section E for a description) that we found to work best with our OVE PG GPs. For this method, we found it important to learn a constant mean function (rather than a zero mean) in order to improve calibration. Please refer to Section 4.6 for a possible explanation why this is necessary.

D.3 Training Details

All methods employed the commonly-used Conv4 architecture [33] (see Table 3 for a detailed specification). All of our experiments used the Adam [13] optimizer with learning rate $10^{-3}$. During training, all models used epochs consisting of 100 randomly sampled episodes. A single gradient descent step on the encoder network and relevant hyperparameters is made per episode. All 1-shot models are trained for 600 epochs and 5-shot models are trained for 400 epochs. Each episode contained 5 classes (5-way) and 16 query examples. At test time, 15 query examples are used for each episode. Early stopping was performed by monitoring accuracy on the validation set. The validation set was not used for retraining.

We train both marginal likelihood and predictive likelihood versions of our models. For Pólya-gamma sampling we use the PyPólyaGamma package [2]. During training, we use a single step of Gibbs ($T = 1$). For evaluation, we run until $T = 50$. In both training and evaluation, we use $M = 20$ parallel Gibbs chains to reduce variance.

E Effect of Kernel Choice on Classification Accuracy

In this section, we examine the effect of kernel choice on classification accuracy for our proposed One-vs-Each Pólya-gamma OVE GPs.

Cosine Kernel. In the main paper, we showed results for the following kernel, which we refer to as the “cosine” kernel due to its resemblance to cosine similarity:

$$k_{\text{cos}}(x, x'; \theta, \alpha) = \exp(\alpha) \frac{g_\theta(x)^\top g_\theta(x')}{\|g_\theta(x)\| \|g_\theta(x')\|},$$

where $g_\theta(\cdot)$ is a deep neural network that outputs a fixed-dimensional encoded representation of the input and $\alpha$ is the scalar log output scale. Both $\theta$ and $\alpha$ are considered hyperparameters and learned simultaneously as shown in Algorithm 1. We found that this kernel works well for a range of datasets and shot settings. We note that the use of cosine similarity is reminiscent of the approach taken by Baseline++ method of [3], which computes the softmax over cosine similarity to class weights.

Here we consider three additional kernels: linear, RBF, and normalized RBF.

Linear Kernel. The linear kernel is defined as follows:

$$k_{\text{lin}}(x, x'; \theta, \alpha) = \frac{1}{D} \exp(\alpha) g_\theta(x)^\top g_\theta(x'),$$

where $D$ is the output dimensionality of $g_\theta(x)$. We apply this dimensionality scaling because the dot product between $g_\theta(x)$ and $g_\theta(x')$ may be large depending on $D$.

RBF Kernel. The RBF (also known as squared exponential) kernel can be defined as follows:

$$k_{\text{rbf}}(x, x'; \theta, \alpha, \ell) = \exp(\alpha) \exp \left( -\frac{1}{2D \exp(\ell)^2} \frac{\|g_\theta(x) - g_\theta(x')\|^2}{\|g_\theta(x)\| \|g_\theta(x')\|} \right),$$

where $\ell$ is the log lengthscale parameter (as with $\alpha$, we learn the $\ell$ alongside $\theta$).

Normalized RBF Kernel. Finally, we consider a normalized RBF kernel similar in spirit to the cosine kernel:

$$k_{\text{rbf-norm}}(x, x'; \theta, \alpha, \ell) = \exp(\alpha) \exp \left( -\frac{1}{2 \exp(\ell)^2} \left\| \frac{g_\theta(x)}{\|g_\theta(x)\|} - \frac{g_\theta(x')}{\|g_\theta(x')\|} \right\|^2 \right).$$

[2]https://github.com/slinderman/pypolyagamma
Table 3: Specification of Conv4 architecture.

(a) Conv4 architecture for Omniglot→EMNIST dataset.

| Output Size | Layers                        |
|-------------|-------------------------------|
| 1 × 28 × 28  | Input image                   |
| 64 × 14 × 14 | Conv2d (3 × 3, stride 1, SAME) |
|             | BatchNorm2d                   |
|             | ReLU                          |
|             | MaxPool2d (2 × 2, stride 2, VALID) |
| 64 × 7 × 7  | Conv2d (3 × 3, stride 1, SAME) |
|             | BatchNorm2d                   |
|             | ReLU                          |
|             | MaxPool2d (2 × 2, stride 2, VALID) |
| 64 × 3 × 3  | Conv2d (3 × 3, stride 1, SAME) |
|             | BatchNorm2d                   |
|             | ReLU                          |
|             | MaxPool2d (2 × 2, stride 2, VALID) |
| 64 × 1 × 1  | Conv2d (3 × 3, stride 1, SAME) |
|             | BatchNorm2d                   |
|             | ReLU                          |
|             | MaxPool2d (2 × 2, stride 2, VALID) |
|             | Flatten                       |

(b) Conv4 architecture for all other datasets.

| Output Size | Layers                        |
|-------------|-------------------------------|
| 3 × 84 × 84 | Input image                   |
| 64 × 42 × 42| Conv2d (3 × 3, stride 1, SAME) |
|             | BatchNorm2d                   |
|             | ReLU                          |
|             | MaxPool2d (2 × 2, stride 2, VALID) |
| 64 × 21 × 21| Conv2d (3 × 3, stride 1, SAME) |
|             | BatchNorm2d                   |
|             | ReLU                          |
|             | MaxPool2d (2 × 2, stride 2, VALID) |
| 64 × 10 × 10| Conv2d (3 × 3, stride 1, SAME) |
|             | BatchNorm2d                   |
|             | ReLU                          |
|             | MaxPool2d (2 × 2, stride 2, VALID) |
| 64 × 5 × 5  | Conv2d (3 × 3, stride 1, SAME) |
|             | BatchNorm2d                   |
|             | ReLU                          |
|             | MaxPool2d (2 × 2, stride 2, VALID) |
|             | Flatten                       |
The results of our Pólya-gamma OVE GPs with different kernels can be found in Tables 4 and 5. In general, we find that the cosine kernel works best overall, with the exception of Omniglot→EMNIST, where RBF does best.

Table 4: Classification accuracy for Pólya-Gamma OVE GPs (our method) using different kernels. Cosine is overall the best, followed closely by linear. RBF-based kernels perform worse, except for the Omniglot→EMNIST dataset. Evaluation is performed on 5 randomly generated sets of 600 test episodes. Standard deviation of the mean accuracy is also shown. ML = Marginal Likelihood, PL = Predictive Likelihood.

| Kernel             | Objective | CUB 1-shot | CUB 5-shot | mini-ImageNet 1-shot | mini-ImageNet 5-shot |
|--------------------|-----------|------------|------------|----------------------|----------------------|
| Cosine             | ML        | 63.98 ± 0.43 | 77.44 ± 0.18 | 50.02 ± 0.35 | 64.58 ± 0.31 |
| Linear             | ML        | 62.48 ± 0.26 | 77.94 ± 0.21 | 50.81 ± 0.30 | 66.66 ± 0.45 |
| RBF                | ML        | 58.49 ± 0.40 | 75.50 ± 0.18 | 50.33 ± 0.26 | 64.62 ± 0.37 |
| RBF (normalized)   | ML        | 62.75 ± 0.32 | 78.71 ± 0.08 | 50.26 ± 0.31 | 64.84 ± 0.39 |
| Cosine             | PL        | 60.11 ± 0.26 | 79.07 ± 0.05 | 48.00 ± 0.24 | 67.14 ± 0.23 |
| Linear             | PL        | 60.44 ± 0.39 | 78.54 ± 0.19 | 47.29 ± 0.31 | 66.66 ± 0.36 |
| RBF                | PL        | 56.18 ± 0.69 | 77.96 ± 0.19 | 48.06 ± 0.28 | 66.66 ± 0.39 |
| RBF (normalized)   | PL        | 59.78 ± 0.34 | 78.42 ± 0.13 | 47.51 ± 0.20 | 66.42 ± 0.36 |

Table 5: Cross-domain classification accuracy for Pólya-Gamma OVE GPs (our method) using different kernels. The experimental setup is the same as Table 4.

| Kernel             | Objective | Omniglot→EMNIST 1-shot | Omniglot→EMNIST 5-shot | mini-ImageNet→CUB 1-shot | mini-ImageNet→CUB 5-shot |
|--------------------|-----------|------------------------|------------------------|--------------------------|--------------------------|
| Cosine             | ML        | 68.43 ± 0.67 | 86.22 ± 0.20 | 39.66 ± 0.18 | 55.71 ± 0.31 |
| Linear             | ML        | 72.42 ± 0.49 | 88.27 ± 0.20 | 39.61 ± 0.19 | 55.07 ± 0.29 |
| RBF                | ML        | 78.05 ± 0.38 | 88.98 ± 0.16 | 36.99 ± 0.07 | 51.75 ± 0.27 |
| RBF (normalized)   | ML        | 75.51 ± 0.47 | 88.86 ± 0.16 | 38.42 ± 0.16 | 54.20 ± 0.13 |
| Cosine             | PL        | 77.00 ± 0.50 | 87.52 ± 0.19 | 37.49 ± 0.11 | 57.23 ± 0.31 |
| Linear             | PL        | 75.87 ± 0.43 | 88.77 ± 0.10 | 36.83 ± 0.27 | 56.46 ± 0.22 |
| RBF                | PL        | 74.62 ± 0.35 | 89.87 ± 0.13 | 35.06 ± 0.25 | 55.12 ± 0.21 |
| RBF (normalized)   | PL        | 76.01 ± 0.31 | 89.42 ± 0.16 | 37.50 ± 0.28 | 56.80 ± 0.39 |

F Additional Calibration Results

In Figure 5, we include calibration results for mini-Imagenet and Omniglot→EMNIST. They follow similar trends to the results presented in Section 4.3.
Figure 5: Reliability diagrams, expected calibration error, maximum calibration error, and Brier scores for 5-shot 5-way tasks on mini-Imagenet and Omniglot→EMNIST. Metrics are computed on 3,000 random tasks from the test set.
G Quantitative Robustness to Input Noise Results

In this section we include quantitative results for the robustness to input noise results presented in Figure 2. Results for Gaussian noise are shown in Table 6, impulse noise in Table 7, and defocus blur in Table 8.

Table 6: Accuracy (%) and Brier Score when applying Gaussian noise corruption of severity 5 to both the support and query set of test-time episodes. Results were evaluated across 1,000 randomly generated 5-shot 5-way tasks.

| Method                      | CUB | mini-ImageNet | mini-ImageNet→CUB |
|-----------------------------|-----|---------------|-------------------|
|                             | Acc. (↑) | Brier (↓) | Acc. (↑) | Brier (↓) | Acc. (↑) | Brier (↓) |
| Feature Transfer [3]         | 30.45 | 0.775 | 22.58 | 0.799 | 22.75 | 0.799 |
| Baseline++ [3]               | 22.60 | 0.798 | 23.82 | 0.797 | 24.13 | 0.797 |
| MatchingNet [33]            | 26.72 | 0.803 | 24.80 | 0.797 | 23.59 | 0.804 |
| ProtoNet [28]               | 32.28 | 0.778 | 29.97 | 0.781 | 32.30 | 0.779 |
| RelationNet [30]            | 25.23 | 0.799 | 23.69 | 0.800 | 20.00 | 0.800 |
| GPNet + Linear [20]         | 31.19 | 0.773 | 26.14 | 0.792 | 30.53 | 0.785 |
| Bayesian MAML [39]          | 22.79 | 0.905 | 20.52 | 0.963 | 20.46 | 0.949 |
| Bayesian MAML (Chaser) [39] | 20.20 | 1.133 | 20.41 | 1.118 | 21.39 | 1.039 |
| LSM GP + Cosine (ML) [8]    | 27.92 | 0.787 | 22.43 | 0.798 | 22.36 | 0.799 |
| LSM GP + Cosine (PL) [8]    | 31.21 | 0.772 | 31.77 | 0.768 | 34.74 | 0.754 |
| OVE PG GP + Cosine (ML) [ours] | 32.27 | 0.774 | 29.99 | 0.776 | 29.97 | 0.784 |
| OVE PG GP + Cosine (PL) [ours] | **33.01** | **0.771** | **33.29** | **0.760** | 31.41 | 0.764 |

Table 7: Accuracy (%) and Brier Score when applying impulse noise corruption of severity 5 to both the support and query set of test-time episodes. Results were evaluated across 1,000 randomly generated 5-shot 5-way tasks.

| Method                      | CUB | mini-ImageNet | mini-ImageNet→CUB |
|-----------------------------|-----|---------------|-------------------|
|                             | Acc. (↑) | Brier (↓) | Acc. (↑) | Brier (↓) | Acc. (↑) | Brier (↓) |
| Feature Transfer [3]         | 30.20 | 0.776 | 23.54 | 0.798 | 22.87 | 0.799 |
| Baseline++ [3]               | 28.05 | 0.790 | 23.72 | 0.798 | 25.58 | 0.795 |
| MatchingNet [33]            | 28.25 | 0.790 | 23.80 | 0.803 | 23.21 | 0.811 |
| ProtoNet [28]               | 32.12 | 0.774 | 28.81 | 0.783 | 32.70 | 0.775 |
| RelationNet [30]            | 25.23 | 0.799 | 23.13 | 0.800 | 20.00 | 0.800 |
| GPNet + Linear [20]         | 30.57 | 0.775 | 25.99 | 0.792 | 31.28 | 0.785 |
| Bayesian MAML [39]          | 22.76 | 0.903 | 20.50 | 0.970 | 20.56 | 0.950 |
| Bayesian MAML (Chaser) [39] | 20.25 | 1.172 | 20.51 | 1.116 | 21.45 | 1.022 |
| LSM GP + Cosine (ML) [8]    | 28.18 | 0.787 | 21.82 | 0.799 | 23.64 | 0.797 |
| LSM GP + Cosine (PL) [8]    | 32.10 | **0.769** | 30.22 | 0.776 | **35.09** | **0.751** |
| OVE PG GP + Cosine (ML) [ours] | 31.41 | 0.778 | 29.66 | 0.778 | 30.28 | 0.783 |
| OVE PG GP + Cosine (PL) [ours] | **33.36** | **0.772** | **33.23** | **0.761** | 32.06 | 0.762 |
Table 8: Accuracy (%) and Brier Score when applying defocus blur corruption of severity 5 to both the support and query set of test-time episodes. Results were evaluated across 1,000 randomly generated 5-shot 5-way tasks.

| Method                                | CUB    | mini-ImageNet | mini-ImageNet→CUB |
|----------------------------------------|--------|---------------|------------------|
|                                        | Acc. (↑) | Brier (↓) | Acc. (↑) | Brier (↓) | Acc. (↑) | Brier (↓) |
| Feature Transfer [3]                   | 38.03  | 0.734        | 33.06  | 0.791     | 33.47  | 0.792     |
| Baseline ++ [3]                        | 42.55  | 0.710        | 35.89  | 0.761     | 39.88  | 0.740     |
| MatchingNet [33]                       | 44.43  | 0.682        | 34.43  | 0.754     | 35.95  | 0.741     |
| ProtoNet [28]                          | 46.78  | **0.676**    | 36.92  | 0.737     | 41.45  | 0.714     |
| RelationNet [30]                       | 40.81  | 0.759        | 30.11  | 0.790     | 25.69  | 0.794     |
| GPNet + Linear [20]                    | 48.31  | 0.691        | 38.97  | **0.735** | 43.57  | **0.712** |
| Bayesian MAML [39]                     | 42.65  | 0.697        | 30.63  | 0.808     | 37.32  | 0.736     |
| Bayesian MAML (Chaser) [39]            | 40.66  | 0.881        | 29.93  | 1.121     | 31.33  | 1.125     |
| LSM GP + Cosine (ML) [8]               | 45.37  | 0.706        | 34.10  | 0.769     | 39.66  | 0.753     |
| LSM GP + Cosine (PL) [8]               | 48.55  | 0.690        | **39.46** | 0.737    | 43.15  | 0.714     |
| OVE PG GP + Cosine (ML) [ours]         | 46.46  | 0.701        | 37.65  | 0.775     | 43.48  | 0.723     |
| OVE PG GP + Cosine (PL) [ours]         | **49.44** | 0.695   | 38.95  | 0.780     | **43.66** | 0.720     |