Abstract—Efficient PV research which includes a prolonged data monitoring from multiple experiments with different characteristics, requires a scalable supporting system to handle all of the collected information. This paper presents the development of a relational database for hosting all the necessary information for data modeling, comparative analysis and O&M systems. Ramer-Douglas-Peucker algorithm and Timescaledb compression are used to decrease the size of the time-series data and increase the performance of the queries. A decision-making algorithm is presented for selecting the optimal inputs to the Ramer-Douglas-Peucker algorithm to ensure the maximum disk space savings while not losing any of the necessary information. Furthermore, alternative ways of implementing the same database are provided.
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I. INTRODUCTION

The urgent need for clean energy production has increased the PV research [1]. Research institutes, organizations, or companies often need to monitor several measurement sites with different characteristics (PV modules, climate measurements, etc.) and make conclusions through comparative analysis. On the other hand, as the data science has started to be involved in PV research [2], [3], there is a need to store efficiently high-resolution historical data for training efficient data-driven models.

A common approach presented in PV literature is the data storage into log files locally on a dedicated PC [4]–[7]. This method despite its simplicity requires a big manual effort from the user and a lot of processing power (loading all data before filtering etc.), increasing the hardware requirements especially in cases of long period analyses. Implementations of relational databases can be found in the literature [8]–[10]. The issue with those approaches is that their design is motivated by a single research objective. Therefore they will need significant modifications on further additions (different experimental characteristics, additional measurements, adjustable sampling frequency, etc.).

The data storage usually takes place in tables or datasheets containing multiple columns for each of the measurements. Despite its query simplicity, this approach requires a fixed sampling resolution for all readings even if the rate of change between the data points differs among them. Thus, extra disk space will be needed to store all information that could be avoided. Taking the above into consideration, an accessible centralized database approach would be beneficial.

Current work presents a scalable and powerful relational database structure for PV research. The relations between the tables are heeding the physical connections between modules-equipment and the objective is the ability to store high definition historical and current measurement data while employing the minimum amount of disk space, to be fast and not need any major structural changes on additions. This database is optimized for simulations, comparative analysis, modeling, and monitoring purposes but it can be used in a broader range of applications.

II. DATABASE

The whole database is developed using PostgreSQL 13. It runs on an HP workstation and it is accessible from the local network or remotely after VPN connection.

A. Structure

The database starts with the operators of every site and ends with the measurement of every sensor (fig. 1 right to left). In other words, every measurement is connected with all information regarding its related hardware and people in charge. A common approach to storing measurement data is the usage of NoSQL time-series databases for IoT applications as they lean to be faster and lighter [10], [11]. In this approach, the measurements table which hosts all measurements is implemented as a time-series table using the extension of PostgreSQL, Timescale DB. In this way, a combination takes place between the advantages of relational database (robustness and reliability) and the highest performance of NoSQL, while filtering and manipulating the data using the same SQL queries.

The graphical representation of the presented schema is displayed in fig. 1 and the utilization of all tables is described in the table I.

III. COMPRESSION

Dedicating one row for each high-resolution measurement (e.g. every second), results in a table of tremendous size. To face this issue, a two-step compression is taking place on the measurements dedicated table.
A. Ramer-Douglas-Peucker algorithm

The purpose of this step is to compress the data in such a way that they can be retrievable via linear interpolation when there is a need of working with them. For that reason the Ramer-Douglas-Peucker algorithm [12], [13] will be used. This algorithm is used to decrease the data points of a polyline while preserving its characteristics/shape. Based on the Euclidean distance between the points and a factor symbolized by the Greek letter epsilon (\( \epsilon \)), it dismisses the data points that consist (or they are very close) to a line, keeping its first and the last point. The compression size is proportional to the epsilon value.

The data could be transmitted to the server in several ways (MQTT, HTTP, Cloud). If the data is delivered in a file format, the algorithm is performed to the entire file, as soon as the file arrives.

Otherwise, on live-streamed data, all data are stored in temporary tables in a file-based local database (SQLite). On the current system, the sampling period of the live streaming data is one second. An algorithm runs periodically (on the current running system every five minutes) to move the data from the file-based database to the main one, after compressing them in a separate thread (to not interrupt the data collection procedure). The algorithm runs separately for every different sensor. More specifically, when the algorithm is executed, it stores the first and the last timestamps from the related table (on the file-based database) for the examined sensor and loads all the data in between them. It resamples them to one second periods and performs linear interpolation to fill missing data points between the samples (if they exist). Then the Ramer-Douglas-Peucker algorithm is performed to reduce the data points. Afterward, the new compressed dataset is appended to the database. Meanwhile, the timestamp of the execution is stored to calculate the time until the next one. Then the data between the first and the last timestamp are deleted from the source temporary table.

Epsilon is determined by taking into consideration the value range of the measurement and the fluctuation of the respective sensors. A practical example is the following.

In this example, the decision-making procedure takes place for PAR light measurements. The data has been assessed from Apogee Model SP-214 PAR sensors, from the rooftop of the tallest building of KU Leuven, Ghent. A high fluctuation day (upper left fig. 2) has been selected from an old database with one second sampling period, based on the maximum daily average value of the standard deviation for every two hours interval. For the noise detection of the sensor, an observation takes place on its readings during steady state conditions. As the examined sensor works with irradiance, the observation takes place at night time where zero values are expected. As it can be noticed from fig. 2 (upper right plot), the reading fluctuate between one and six. Therefore an epsilon equal to five is expected to result in minimal/zero exploitable information loss. As several epsilon values have
been tested (middle left fig. 2), the results show that there is a tremendous data point decrease comparing to the initial signal. More specifically, for epsilon equal to five, 98% less disk space is required, while for epsilon equal to 25, 99.5%. On the time-series comparison line plots between the signal and the compression (middle right fig. 2), it can be seen that the deviations from the initial signal start to be noticeable for epsilon higher than 10. Therefore, considering that for epsilon values higher than five the storage savings are similar while the error metrics are increasing almost linearly (bottom table fig. 2), epsilon has been selected to be equal to five.

Following the same approach, epsilon values are selected for every sensor category. The fewer remaining data points lead also to higher query performance on the database layer.

B. Timescale DB compression

Even more disk space can be saved if the compression built-in function of Timescale DB will be used. More specifically, when compression is enabled, it converts the rows of stored data into arrays containing the key-value pairs between date-time and measurements, for every partition of the table (which is based on the sensor identification key), ending up with fewer rows. The compression policy of the compression function determines the size of the data stored in each array. In this work the selected compression policy is one day, meaning that all data from each day are concentrated in one row. Apart from the saved disk space, compression can also speed up some queries.

IV. Discussion

The proposed data structure is optimized concerning scalability and the ability to support a wide range of applications minimizing the manual work of the developer or analyst. The motivation behind the database is the implementation of O&M systems able to support the optimized PV performance as well as to send notifications on unexpected circumstances. Also, it supports advanced dashboards.

The same schema could be implemented using one single table for the sensor characteristics where a column with JSON data type would be used to store all special sensor type characteristics. In that manner, queries of measurements would become much simpler, and also build trigger functions (for inserting the IDs to the sensors table on every new sensor insert) could be avoided. On the other hand, accessing exceptional information for every sensor would become more complicated. For sake of simplicity, manufacturer characteristics for every sensor are included in the sensor table and not as PV modules and inverters which have special tables for their datasheets. This results in fewer tables, but repeatable information on certain cases. Furthermore, ADC converters and controllers have been neglected from this version but they should be added if there is a need for a more holistic view of the system.

In future versions of this database, an extra time-series table will be added considering the tilt and orientation of panels with tracking systems. The additional many-to-many table should be added to reflect the physical components, such as links between PV modules and battery storage when a direct (DC) link exists between PV and batteries.

V. Conclusions

The development of a scalable relational database for hosting data from PV research has been proposed. The relationships between the tables follow the physical connections of the modules while each system part has its own identity for
historical tracking reasons (equipment movement etc.). Every measurement should be connected to all physical equipment before it, as well as to the operator of the specific site. It has been shown, that on time-series data, the proper usage of the Ramer-Douglas-Peucker algorithm along with Timescale DB compression, can save more than 98% of disk space while increasing the performance of queries. This database can be used for modeling, comparative analysis, O&M systems as well as other applications.
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