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A generalization of moving average (MA) control chart for the exponential distribution under classical statistics is presented in this article. The designing of the MA control chart for the exponential distribution under neutrosophic statistics is also presented. A Monte Carlo simulation under neutrosophic is introduced and applied to determine the neutrosophic control limits coefficients and neutrosophic average run length and neutrosophic standard deviation for various shifts. The application of the proposed chart is given using Betaine data. The comparison and real example studies show the efficiency of the proposed chart over the existing charts.
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INTRODUCTION

Although the Shewhart control charts have been applied widely due to their operational simplicity, these control charts are nevertheless designed and implemented under the assumption that the quality of interest follows the symmetrical distribution. In addition, the Shewhart control charts detect only a big shift in the process. In practice, such as in the chemical process, accelerated life testing and in the healthcare department, the quality of interest does not follow the normal distribution. The Shewhart control charts cannot be applied when the data is skewed, see Derya and Canan (1). Nelson (2) proposed a control chart for the Weibull distribution. Bai and Choi (3) worked on a control chart for skewed data. Zhang et al. (4) proposed a chart for the gamma distribution. Rahali et al. (5) presented a chart for various distributions. More details for such control charts can be seen in Choobineh and Ballard (6). Santiago and Smith (7) used Nelson (8) transformation to convert exponential distribution data to normal and presented the chart to monitor the time between events. Aslam et al. (9) extended Santiago and Smith (7) chart for the repetitive sampling. More details about this type of control charts can be seen in Zhang et al. (4), Aksoy (10), and Borror et al. (11).

The control chart based on moving average (MA), exponentially weighted moving average (EWMA), and cumulative sum (CUSUM) statistics is more sensitive to detecting a small shift in the process. An economic model for the MA chart is introduced by Chen and Yang (12). Wong et al. (13) studied the sensitivity of the MA chart. Khoo and Wong (14) and Areepong (15) proposed an MA chart using a double sampling scheme. Mohsin et al. (16) presented the MA chart using loss function. Alghamdi et al. (17) designed the MA chart for the Weibull distribution.

The fuzzy approach is applied when uncertainty in observations or parameters in presented. According to Khademi and Amirzadeh (18), “fuzzy data exist ubiquitously in the modern manufacturing process.” The fuzzy-based control charts are applied to monitor the process when the data have uncertain observations. Intaramo and Pongpulpornsak (19) presented a control chart using the alpha cut approach. Faraz and Moghadam (20) proposed the chart using the...
fuzzy approach. Zarandi et al. (21) proposed the hybrid chart using fuzzy logic. Faraz et al. (22) proposed the variable chart under an uncertainty setting. Wang and Hryniewicz (23) proposed a fuzzy control chart using the bootstrap approach. Kaya et al. (24) proposed a fuzzy chart for individual observation.

Neutrosophic statistics (NS), which is the extension of classical statistics, works on the idea of neutrosophic numbers. In practice, in our world, the more indeterminate data are obtained than the deterministic data; therefore, the use of NS becomes important to deal with such data, see Smarandache (25). The NS can be applied when the data have the neutrosophic numbers. Chen et al. (26, 27) worked on NS and applied in rock engineering. Aslam et al. (28) proposed the Shewhart control charts using NS. Aslam (29) designed the charts for an exponential distribution using NS. More information on NS can be seen in Alhabib et al. (30) and Chutia et al. (31). More applications of the neutrosophic numbers can be seen in Ye (32, 33), Ye et al. (34), Mondal et al. (35, 36), Pramanik and Banerjee (37), and Maiti et al. (38).

By exploring the literature and to the best of our knowledge, there is no work on MA control chart using the exponential distribution under NS. In this article, we use Nelson (8) transformation to propose a chart for the exponential distribution. The neutrosophic Monte Carlo (NMC) will be introduced for the MA chart. We expect that the proposed neutrosophic MA (NMA) chart for neutrosophic exponential distribution will perform better than the MA chart for neutrosophic distribution under classical statistics. This article is structured as follows: designs of the proposed charts are given in section “Design of the Proposed Charts,” the comparative study is given in section “Comparative Study,” the application of the proposed charts is given in section “Application of Proposed Chart Using Betaine Data,” and some concluding remarks are given in the last section.

**DESIGN OF THE PROPOSED CHARTS**

Let the neutrosophic time between event \( T_N = T + A_N I_N \); \( I_N \in [I_L, I_U] \), where \( T \) shows the time between event under classical statistics, \( A_N I_N \) denotes the indeterminate part, and \( I_N \in [I_L, I_U] \) denotes the indeterminacy interval follows NED having the neutrosophic scale parameter \( \theta_N \in [\theta_L, \theta_U] \). Aslam (29) introduced the neutrosophic probability density function (NPDF) following form of NED:

\[
\varphi(t_N) = \frac{1}{\theta_N} e^{-t_N/\theta_N} \text{; } t_N \geq 0, T_n \in [T_L, T_U], \theta_N \in [\theta_L, \theta_U] 
\]

where \( \Gamma(t_N) \) denotes the gamma function, see Aslam and Arif (39) for details. The neutrosophic commutative distribution function (NCDF) is given by,

\[
P(T_N \leq t_N) = 1 - \exp(-t_N/\theta_N); t_N \geq 0, T_N \in [T_L, T_U], \theta_N \in [\theta_L, \theta_U] 
\]

The neutrosophic forms of the NPDF and NCDF of NED are written as follows:

\[
f(t_N) = f(t) + B_N I_N; I_N \in [I_L, I_U] 
\]

and

\[
F(t_N) = F(t) + C_N I_N; I_N \in [I_L, I_U] 
\]

where \( f(t) \) and \( F(t) \) are PDF and CDF of the exponential distribution under classical statistics. The NPDF and NGD become classical exponential distribution if no indeterminacy is found in the data. According to Nelson (8) and Santiago and Smith (7), if \( T_N \in [T_L, T_U] \) follows the NED, then

\[
T_N = T_N^\beta_N; T_N \in [T_L^\beta_N, T_U^\beta_N]
\]

follows the neutrosophic Weibull distribution with neutrosophic shape parameter \( \beta_N \in [\beta_L, \beta_U] \) and neutrosophic scale parameter \( \theta_N^{1/\beta_N} \). Note here that the neutrosophic Weibull distribution becomes approximately neutrosophic normal distribution when \( \beta_N \in [3.6, 3.6] \) having the following neutrosophic mean and variance:

\[
\mu_N = \theta_N^* \Gamma \left( 1 + \frac{1}{3.6} \right); \theta_N^* \in [\theta_L^*, \theta_U^*] 
\]

\[
\sigma_N^2 = \theta_N^* \left[ \Gamma \left( 1 + \frac{2}{3.6} \right) - \Gamma^2 \left( 1 + \frac{1}{3.6} \right) \right] \theta_N^* \in [\theta_L^*, \theta_U^*] 
\]

where \( \theta_N^* = \theta_N^{1/3.6} \)

**Neutrosophic Moving Average Statistic for Exponential Distribution**

Suppose that \( \overline{T}_{1N}, \overline{T}_{2N} \), be the subgroup averages. The NMA statistic having \( w_N \in [w_L, w_U] \) at a time \( i \) is defined as follows:

\[
MA_{IN} = \frac{T_{IN}^* + T_{IN-1}^* + T_{IN-w_N+1}^*}{w_N}; w_N \in [w_L, w_U] 
\]

The neutrosophic form of \( MA_{IN} \in [MA_{IL}, MA_{IU}] \) can be expressed as,

\[
MA_{IN} = MA_i + D_N I_N; I_N \in [I_L, I_U] 
\]

Note here that \( MA_{IN} \in [MA_{IL}, MA_{IU}] \) reduces to \( MA_i \) statistic mentioned in Khoo and Wong (14) when \( I_i = 0 \). The neutrosophic mean and variance of \( MA_{IN} \in [MA_{IL}, MA_{IU}] \) when \( i \geq w_N \) are given by,

\[
E[MA_{IN}] = \theta_N^* \Gamma \left( 1 + \frac{1}{3.6} \right) ; MA_{IN} \in [MA_{IL}, MA_{IU}] 
\]

\[
\text{Var}[MA_{IN}] = \frac{\theta_N^* \left[ \Gamma \left( 1 + \frac{2}{3.6} \right) - \Gamma^2 \left( 1 + \frac{1}{3.6} \right) \right] \theta_N^*}{n_N w_N} 
\]

where \( n_N \in [n_L, n_U] \) is the neutrosophic sample size. The neutrosophic upper control limit (NUCL) and neutrosophic
The neutrosophic form of $k_1$ are given by,

$$UCL_N = 0^e_{ON} \left[ \Gamma \left( 1 + \frac{1}{3.6} \right) + k_N \sqrt{\frac{\Gamma \left( 1 + 2 \frac{1}{3.6} \right) - \Gamma^2 \left( 1 + \frac{1}{3.6} \right)}{n_N w_N}} \right]$$

$$LCL_N = 0^e_{ON} \left[ \Gamma \left( 1 + \frac{1}{3.6} \right) - k_N \sqrt{\frac{\Gamma \left( 1 + 2 \frac{1}{3.6} \right) - \Gamma^2 \left( 1 + \frac{1}{3.6} \right)}{n_N w_N}} \right]$$

where $k_N \in [k_L, k_U]$ is the neutrosophic control limits coefficient.

### Neutrosophic Statistic for Exponential Distribution

Suppose that $T_{IN}, T_{IN+1}, \ldots, T_{IN+w_N-1}$; $w_N \in [1, 1]$ at a time $i$ is defined as follows:

$$MA_{IN} = T_{IN} + T_{IN+1} + \ldots + T_{IN-w_N+1}; w_N \in [1, 1]$$

The neutrosophic form of $MA_{IN} \in [MA_{IL}, MA_{IU}]$ can be expressed as,

$$MA_{IN} = MA_{IL}; I_N \in [I_L, I_U]$$

Note here that $MA_{IN} = [MA_{IL}, MA_{IU}]$ reduces to the traditional X-bar chart mentioned in Montgomery (40) when $I_L = 0$. The neutrosophic mean and variance of $MA_{IN} \in [MA_{IL}, MA_{IU}]$ when $i \geq w_N$ are given by,

$$E[MA_{IN}] = 0^e_{ON} \Gamma \left( 1 + \frac{1}{3.6} \right); MA_{IN} \in [MA_{IL}, MA_{IU}]$$

$$Var[MA_{IN}] = 0^e_{ON} \left[ \Gamma \left( 1 + 2 \frac{1}{3.6} \right) - \Gamma^2 \left( 1 + \frac{1}{3.6} \right) \right]; MA_{IN} \in [MA_{IL}, MA_{IU}]; n_N \in [n_L, n_U]$$

where $n_N \in [n_L, n_U]$ is the neutrosophic sample size. The NUCL and NLCL are given by,

$$UCL_N = 0^e_{ON} \Gamma \left( 1 + \frac{1}{3.6} \right) + k_N \sqrt{\frac{\Gamma \left( 1 + 2 \frac{1}{3.6} \right) - \Gamma^2 \left( 1 + \frac{1}{3.6} \right)}{n_N w_N}}$$

$$LCL_N = 0^e_{ON} \Gamma \left( 1 + \frac{1}{3.6} \right) - k_N \sqrt{\frac{\Gamma \left( 1 + 2 \frac{1}{3.6} \right) - \Gamma^2 \left( 1 + \frac{1}{3.6} \right)}{n_N w_N}}$$

where $k_N \in [k_L, k_U]$ is the neutrosophic control limits coefficient.

Suppose that $E(\mu_{IN}) = 0^e_{ON} \Gamma \left( 1 + \frac{1}{3.6} \right)$ denotes the shift in the mean of the process. Suppose that neutrosophic average run length (NARL) for the in-control process is $ARL_{0N} \in [ARL_{0L}, ARL_{0U}]$ and for the shifted process is $ARL_{1N} \in [ARL_{1L}, ARL_{1U}]$. Let $n_N \in [n_{0L}, n_{0U}]$ denotes the pre-defined value of $ARL_{0N} \in [ARL_{0L}, ARL_{0U}]$. The values of $ARL_{1N} \in [ARL_{1L}, ARL_{1U}]$ in indeterminacy intervals are reported in Tables 1–3 for various values of $w_N \in [w_L, w_U]$ and $n_N \in [n_L, n_U]$. Table 4 is presented for the neutrosophic control chart for the exponential distribution. The following Monte Carlo simulation under the NS interval method is used to construct Tables 1–4.

1. Draw a random sample $T_N = T + A_N I_N; I_N \in [I_L, I_U]$ of size $n_N \in [n_{0L}, n_{0U}]$ from the NED $f(t) = f(t) + B_N I_N; I_N \in [I_L, I_U]$, where $I_N \in [I_L, I_U]$ is variable during the generation of the data.
2. Convert $T_N \in [T_L, T_U]$ to $T_N^* \in [T_{L*}, T_{U*}]$ and compute $T_{IN}^{*N+1}, T_{IN+1}^{*N+1}$, for given subgroups.
3. Compute statistic $MA_{IN} \in [MA_{IL}, MA_{IU}]$ or $MA_{IN} = MA_{IL}; I_N \in [I_L, I_U]$ and plot on $LCL_{IN} \in [LCL_{IL}, LCL_{IU}]$ and $UCL_{IN} \in [UCL_{IL}, UCL_{IU}]$ and record the first out-of-control (run length).
4. Repeat the process 10,000 times and calculate $ARL_{ON} \in [ARL_{0L}, ARL_{0U}]$ and determine the values of $k_N \in [k_L, k_U]$ such that $ARL_{ON} \in [ARL_{0L}, ARL_{0U}]$.

### TABLE 1

| $k_N \in [2.738, 2.66]$ | $k_N \in [2.88, 2.81]$ | $k_N \in [2.95, 2.89]$ |
|-----------------|-----------------|-----------------|
| $c$ | $ARL_{ON} \in [200, 200]$ | $ARL_{ON} \in [300, 300]$ | $ARL_{ON} \in [370, 370]$ |
| 0.6 | [22.32, 9.54] | [20.58, 8.12664] | [29.82, 10.87] | [27.25, 7.65] | [33.97, 11.79] | [31.99, 8.47] |
| 0.7 | [46.44, 19.32] | [45.05, 15.74248] | [65.12, 23.77] | [61.53, 20.21] | [75.85, 27.05] | [74.51, 23.26] |
| 0.8 | [96.07, 46.94] | [93.97, 43.6723] | [137.84, 63.56] | [135.3, 60.23] | [171.66, 74.51] | [168.6, 70.46] |
| 0.9 | [177.27, 124.57] | [174.87, 119.70458] | [269.35, 183.69] | [263.1, 179.46] | [323.54, 224.7] | [301.42, 238.18] |
| 1 | [205.68, 201.75] | [200.64, 198.49039] | [308.15, 305.08] | [300.41, 295.97] | [371.42, 378.18] | [347.9, 359.06] |
| 1.1 | [126.66, 102.25] | [124.53, 97.69296] | [183.09, 140.9] | [184.19, 139.73] | [221.82, 170.59] | [202.54, 168.3] |
| 1.25 | [50.2, 30.84] | [47.22, 27.46505] | [67.63, 38.43] | [65.02, 34.69] | [78.43, 43.71] | [75.21, 39.74] |
| 1.4 | [23.91, 14.54] | [22.28, 11.07722] | [29.73, 17.14] | [27.6, 13.83] | [33.55, 18.25] | [31.97, 14.88] |
| 1.5 | [16.57, 10.3] | [15.09, 7.00214] | [20.05, 11.82] | [18.11, 8.61] | [21.98, 12.84] | [19.96, 9.26] |
| 1.6 | [12.1, 8.27] | [10.07, 5.0039] | [14.24, 9.02] | [12.55, 5.7] | [15.64, 9.57] | [13.62, 6.22] |
| 1.75 | [8.62, 1] | [6.63, 0] | [9.97, 1.01] | [8.19, 0.3] | [10.65, 1.35] | [8.68, 1.73] |
TABLE 2 | The values of NARL when \( n_V \in [6, 8] \) and \( w_N \in [3, 5] \).

| \( c \) | \( k_N \in [2.738, 2.66] \) | \( k_N \in [2.88, 2.81] \) | \( k_N \in [2.95, 2.89] \) |
|-----|-----------------|-----------------|-----------------|
| 0.6 | \([12.73, 1.8] \) | \([10.74, 2.5788649] \) | \([15.94, 8.06] \) |
| 0.7 | \([28.75, 14.01] \) | \([26.55, 10.7488006] \) | \([38.29, 16.72] \) |
| 0.8 | \([66.73, 35.77] \) | \([62.22, 32.0215199] \) | \([94.68, 45.65] \) |
| 0.9 | \([154.06, 106.91] \) | \([152.22, 102.9910459] \) | \([218.92, 154.43] \) |
| 1.1 | \([112.4, 89.49] \) | \([109.51, 85.8680966] \) | \([160.01, 123.76] \) |
| 1.25 | \([37.31, 24.41] \) | \([35.56, 21.1162176] \) | \([48.86, 30.12] \) |
| 1.4 | \([17.29, 11.27] \) | \([15.28, 7.9733226] \) | \([20.73, 12.87] \) |
| 1.5 | \([11.63, 8.51] \) | \([9.59, 5.2229717] \) | \([13.67, 9.24] \) |
| 1.6 | \([8.62, 1] \) | \([6.85, 0.0806191] \) | \([9.85, 2.35] \) |

Determine that values of \( k_N \in [k_L, k_U] \) where \( ARL_{0N} \in [ARL_{0l}, ARL_{0U}] \) is very close to \( r_{0N} \in [r_{0l}, r_{0U}] \).

5. Draw a random sample \( T_N = T + A_N I_N N \in [I_L, I_U] \) of size \( n_N \in [n_{Ll}, n_{LU}] \) from the data set at the shifted mean \( \text{EM} (M_{A1}) \).

6. Compute statistic \( MA_N = MA_{L} + D_N I_{N} \subseteq [I_L, I_U] \) and plot on \( LCL_N \subseteq [LCL_{L}, LCL_{U}] \) and \( UCL_N \subseteq [UCL_{L}, UCL_{U}] \) and record the first out-of-control (run length).

8. Repeat the process 10,000 times and calculate \( ARL_{1N} \in [ARL_{1L}, ARL_{1U}] \) using the determined values of \( k_N \in [k_L, k_U] \). Determine that values \( ARL_{1N} \in [ARL_{1L}, ARL_{1U}] \) for various shifts \( c \).

From Tables 1–4, the following trends are noted in \( ARL_{1N} \in [ARL_{1L}, ARL_{1U}] \):

1. The values of \( k_N = k + E_N I_{N} \in [I_L, I_U] \) increase when \( r_{0N} \in [r_{0L}, r_{0U}] \) increases. For example, when \( r_{0N} \in [370, 370] \), we note the maximum value of \( k_N = 2.95 - 2.89 I_{N} \in [0, 0.2076] \) in Table 1.

2. We note the decreasing trend in the indeterminacy interval of \( ARL_{1N} = ARL_{L} + ARL_{U} I_{N} \subseteq [I_L, I_U] \) as \( n_{N} \subseteq [n_{Ll}, n_{LU}] \) increased and \( w_{N} = w_{L} + w_{U} I_{N} \); \( I_{N} \subseteq [I_L, I_U] \) is fixed. For example, when \( w_{N} = 3 + 5 I_{N} \); \( I_{N} \subseteq [0, 0.4] \) and \( c = 1.5 \), the value of \( ARL_{1N} \) is \( ARL_{1N} = 16.57 - 20.13 I_{N} \in [0, 0.6087] \), which is \( ARL_{1N} \in [16.57, 10.3] \) when \( n_{N} \in [4, 6] \). When \( w_{N} = 3 + 5 I_{N} ; I_{N} \subseteq [0, 0.4] \) and \( c = 1.5 \), the value of \( ARL_{1N} = ARL_{1N} = 11.63 - 8.51 I_{N} \in [0, 0.3666] \), which is \( ARL_{1N} \in [11.63, 8.51] \) when \( n_{N} \subseteq [6, 8] \).

3. We note the decreasing trend of measure of indeterminacy as \( n_{N} \subseteq [n_{Ll}, n_{LU}] \) increases.

COMPARATIVE STUDY

In this section, we compare the performance of the proposed NMA control chart with the proposed neutrosophic control chart for the exponential distribution and control chart under classical statistics in terms of NARL. The proposed NMA control chart is the extension of the proposed neutrosophic control chart for the exponential distribution and control chart for the exponential distribution under NS. The proposed NMA chart reduces to the proposed neutrosophic control chart for the exponential distribution when \( w_{N} \in [1, 1] \). Similarly, the proposed NMA chart reduces to the original control chart when \( w_{N} \in [1, 1] \). In section The Proposed NMA Chart vs. Proposed Neutrosophic Control Chart for the Exponential Distribution and "The Proposed Charts vs. Control Chart for the Exponential Distribution Under Classical Statistics", we present the comparisons of the charts in terms of NARL.
“Comparisons by Simulation,” we compare the charts using the simulated data.

The Proposed Neutrosophic MA Chart vs. Proposed Neutrosophic Control Chart for the Exponential Distribution

For a fair comparison between the proposed control charts, we set the same values of the control chart parameters. Tables 1–3 are shown for the proposed NMA chart, and Table 4 presents the proposed neutrosophic control chart for the exponential distribution. By comparing the values of $ARL_{IN} = ARL_L + ARL_U I_N; I_N \in [I_L, I_U]$ presented in Table 4 with Table 1, we note that the proposed NMA chart has smaller values of $ARL_{IN} = ARL_L + ARL_U I_N; I_N \in [I_L, I_U]$ at all shifts $c$. For example, when $c = 1.5$, the value of the indeterminacy interval of $ARL_{IN} \in [ARL_L, ARL_U]$ is $ARL_{IN} \in [19.96, 9.26]$ from the proposed NMA chart. On the other hand, the value of the indeterminacy interval of $ARL_{IN} \in [ARL_L, ARL_U]$ is $ARL_{IN} \in [41.47, 29]$ from the proposed NMA chart.

Table 4 presents the proposed neutrosophic control chart for the exponential distribution. By comparing the values of $ARL_{IN} = ARL_L + ARL_U I_N; I_N \in [I_L, I_U]$ presented in Table 4 with Table 1, we note that the proposed NMA chart has smaller values of $ARL_{IN} = ARL_L + ARL_U I_N; I_N \in [I_L, I_U]$ at all shifts $c$. For example, when $c = 1.5$, the value of the indeterminacy interval of $ARL_{IN} \in [ARL_L, ARL_U]$ is $ARL_{IN} \in [19.96, 9.26]$ from the proposed NMA chart. On the other hand, the value of the indeterminacy interval of $ARL_{IN} \in [ARL_L, ARL_U]$ is $ARL_{IN} \in [41.47, 29]$ from the proposed NMA chart.

### Table 4

| $c$  | $ARL_{ON} \in [200,200]$ | $ARL_{ON} \in [300,300]$ | $ARL_{ON} \in [370,370]$ |
|-----|-------------------------|-------------------------|-------------------------|
| 0.1 | [1.44, 1.04]            | [0.8, 0.194473]         | [1.64, 1.06]            |
| 0.2 | [4.17, 1.83]            | [3.62, 1.208344]        | [5.52, 2.2]             |
| 0.3 | [10.68, 4.37]           | [10.13, 3.794793]       | [15.19, 5.79]           |
| 0.4 | [23.2, 10.4]            | [22.55, 10.025824]      | [33.27, 13.63]          |
| 0.5 | [44.84, 22.04]          | [43.87, 21.555615]      | [67.81, 32.1]           |
| 0.6 | [81.07, 44.33]          | [80.78, 43.679488]      | [120.58, 67.85]         |
| 0.7 | [131.62, 83.46]         | [129.61, 83.5706]       | [195.18, 131.05]        |
| 0.8 | [194.52, 146.73]        | [191.91, 142.21193]     | [301.79, 230.55]        |
| 0.9 | [240.39, 214.05]        | [236.90, 213.33077]     | [366.83, 331.58]        |
| 1   | [215.38, 209.61]        | [212.06, 208.39949]     | [336.31, 321.66]        |
| 1.1 | [150.11, 139.4]         | [147.34, 137.835766]    | [224.51, 206.33]        |
| 1.25| [75.60, 60.46]          | [75.43, 59.905491]      | [104.17, 86.36]         |
| 1.4 | [40.31, 29.61]          | [39.69, 28.9591]        | [53.84, 40.41]          |
| 1.5 | [28.42, 21.79]          | [28, 19.148476]         | [36.41, 26.4]           |
| 1.6 | [20.29, 14.29]          | [19.67, 13.565408]      | [25.6, 18.2]            |
| 1.75| [13.62, 9.28]           | [13.14, 8.843726]       | [16.98, 11.46]          |
| 2   | [8.2, 5.41]             | [7.69, 4.90994]         | [9.64, 11.46]           |
| 2.5 | [4.12, 2.86]            | [3.6, 2.297476]         | [4.74, 3.16]            |
| 3   | [2.72, 1.99]            | [2.17, 1.42443]         | [2.99, 2.1]             |
The proposed NMA chart is more efficient in detecting the shift in the process as compared to the proposed exponential chart under NS.

**The Proposed Charts vs. Control Chart for the Exponential Distribution Under Classical Statistics**

We now compare the efficiency of the proposed control chart under NS with the control chart for the exponential distribution.
under classical statistics. Note here that the first values of the indeterminacy interval of $ARL_N = ARL_L + ARL_U I_N$; $I_N \in [I_L, I_U]$ in Tables 1–4 represent the average run length (ARL) of the chart under classical statistics. According to the theory of the proposed charts, the proposed charts reduces their competitive chart under classical statistics when $I_N \in [0, I_U]$. From Tables 1–4, it is quite obvious that the proposed control charts provide the smaller values of indeterminacy interval of $ARL_N = ARL_L + ARL_U I_N$; $I_N \in [I_L, I_U]$ as compared to the chart proposed by Santiago and Smith (7). For example, when $c = 1.1$, the value of ARL from Santiago and Smith (7) chart is 275 and from the proposed chart it is 79. It means, that the existing chart tells about the shift in the process at the 275th sample, whereas the chart proposed that the shift can be detected between the 79th and 275th samples. From these comparisons, we conclude that the proposed control charts are flexible, informative, and passable to apply under uncertainty environment.

**Comparisons by Simulation**

To compare the performance of the three charts, we simulated the data from the NED. For the simulation study, let $c = 1.4$, $n_N \in [4, 6]$, and $ARL_N \in [370, 370]$. The first 20 observations are generated from the in-control process, and the next 20 observations are generated from the shifted process when $c = 1.4$. The values of NS $MA_N = MA_I + D_N I_N$; $I_N \in [I_L, I_U]$ are calculated and plotted on the three control charts in Figure 1. For these parameters, the tabulated NARL is [33.55, 18.25]. From Figure 1, it can be seen that the proposed control NMA (left in Figure 1) detects the shift at around the 25th sample. The proposed neutrosophic chart for the exponential distribution (middle chart) shows the shift at around the 35th sample, whereas the chart proposed by Santiago and Smith (7) does not show any shift in the process. From this comparison, it can be noted that the proposed chart has the ability to detect the shift in the process early than the proposed neutrosophic chart for the exponential distribution and chart proposed by Santiago and Smith (7).

**APPLICATION OF PROPOSED CHART USING BETAINES DATA**

The application of the proposed chart is given using Betaine data. According to Mahmood et al. (41), “Betaine was introduced in artificial rumen containing ruminal fluid of cows. The objective was to determine the rate of disappearance of Betaine from incubation fluid at time points of 0, 1, 2, and 4 h after incubation and feeding of the system.” Note that the first four values are the original data taken from Mahmood et al. (41), and the next 20 observations of the data are generated from the exponential distribution with parameters [0.0042, 0.0076]. The data are shown in Table 5.

The values of NS $MA_N = MA_I + D_N I_N$; $I_N \in [I_L, I_U]$ are plotted on the proposed control chart and on the chart proposed by Santiago and Smith (7) as shown in Figure 2. From Figure 2, it is clear from the proposed control chart that although the control process is normal, some points are near the control limits, which need the Betaine process should be reviewed. On the other hand, using Betaine data, the control chart proposed by Santiago and Smith (7) indicates that the process is in the in-control state, and no action is needed. From this comparison, it is clear that the proposed chart indicates that some values denote indeterminate intervals and need attention.

**CONCLUDING REMARKS**

A generalization of MA control chart for the exponential distribution under classical statistics is presented in this article. The designing of the MA control chart for the exponential distribution under NS is also presented. A Monte Carlo simulation under neutrosophic is introduced and applied to determine the neutrosophic control limits coefficients and NARL and neutrosophic standard deviation for various shifts. From the simulation study and real example, it is concluded that the proposed chart perform better than the competitors’ control chart in terms of NARL and NSD. The proposed chart is recommended when the practitioner is neutrosophic in sample size or span or observations or all. The proposed control chart using double sampling can be extended as future research.
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