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We investigate final outcome properties of an SIR (susceptible $\rightarrow$ infective $\rightarrow$ recovered) epidemic model defined on a population of large sub-communities in which there is stronger disease transmission within the communities than between them. Our analysis involves approximation of the epidemic process by a chain of within-community large outbreaks spreading between the communities. We derive law of large numbers and central limit type results for the number of individuals and the number of communities affected and the so-called severity of the outbreak. These results are valid as the size of communities tends to infinity, with the number of communities either fixed or also tending to infinity. The weaker between-community connections lead to randomness even in the law of large numbers type limit. As part of our proofs we also obtain a new result concerning the rate of convergence of the expected fraction infected in a standard SIR epidemic to its large-population limit.

1. Introduction. Stochastic epidemic models are mathematically interesting as well as being important tools for understanding past outbreaks, and both predicting and mitigating future outbreaks of infectious disease. Of course any mathematical model contains simplifications and assumptions. In epidemic models which admit any significant mathematical tractability some of the less realistic assumptions revolve around the way the population is structured. Such structure can be introduced into epidemic models in myriad ways, for example by including households (or similar small groups) within which individuals transmit infection more readily than within the population at large, multiple ‘types’ (e.g. age classes or other risk groups) of individuals which mix with each other with strengths depending upon the types involved, network models which explicitly model the (social) network structure of the population under consideration, and spatial models, to name but some of the possible structures that may be included.

In this paper we consider a stochastic SIR (susceptible $\rightarrow$ infective $\rightarrow$ recovered) epidemic within a population consisting of several large communities of individuals. Individuals are relatively strongly connected within the communities and more weakly connected to individuals in different communities. It strongly resembles the ‘multi-type’ SIR epidemic (e.g. Andersson and Britton (2000, Sections 6.1–6.2)), but assumes weaker transmission of infection between types (i.e. between ‘communities’ in our language). In particular, we assume scalings for the infection parameters such that a ‘large outbreak’ within one community ‘seeds’ outbreaks in other communities with probability strictly between 0 and 1. These outbreaks may be minor and play no significant role in the population at large or they may be major and possibly seed outbreaks in further communities. We investigate final outcome properties of this epidemic model and present results that are in some sense analogous to law of large numbers (LLN) and central limit theorem (CLT) results for simpler epidemic models, but differ on account of the weaker between-community transmission leading to more randomness.
in the limit random quantities. The method we use to go from the within-community level to the between-community level resembles renormalization methods used in long-range percolation theory (e.g. Aizenman and Newman, 1986; Dawson and Gorostiza, 2013). For ease of presentation, we present our results within the framework of an SIR model, though, as our focus is on the final outcome of an epidemic, the analysis applies also to SEIR (susceptible → exposed → infective → recovered) models; see Section 2.1, where this and other extensions are discussed.

Our model may be seen as modelling another version of ‘clumping’ as discussed by Black et al. (2014) which, like the models they investigate, allows for more variability in outcomes than standard homogeneously mixing models. The model is also closely related to the ‘epidemic among giants’ of Ball, Mollison and Scalia-Tomba (1997, Section 2.4) and the discussion at the end of section 4.3 of that paper; but that model considers only Reed-Frost epidemic dynamics (see Section 2.3, 3rd paragraph) and here we provide much more detailed and complete results. The stochastic multi-type model with weaker transmission between types than within types goes back at least to Watson (1972), who cites related models in publications from the late 1950s. The idea of a population of communities with relatively strong within-community links and weaker between-community links is similar in spirit to some motivations for the Stochastic Block Model or planted partition model (see e.g. Bollobás, Janson and Riordan (2007, Example 4.3) in the probabilistic literature or Abbe (2018) in the networks and community detection literature); though in that context the strength of between- and within-community connections are usually, but not always, assumed to scale with population size in the same way as each other (as is the case in the usual multi-type epidemic model).

There is a substantial literature on CLTs for the final outcome of stochastic SIR epidemics, going back to Nagaev and Startsev (1968, 1970), which consider the final size of the so-called general stochastic epidemic (a single-population model with exponentially distributed infectious periods – see Bailey (1975, Chapter 6)) when the initial numbers of susceptibles \( n \) and infectives \( m \) both tend to infinity. In the practically more relevant situation, when \( m \) is held fixed and \( n \to \infty \), a major outbreak which infects a strictly positive fraction of the population occurs with non-zero probability only if the basic reproduction number \( R_0 \) (see (2.2) in Section 2.2) is strictly greater than one. The first CLT to cover this case, conditional on the occurrence of a major outbreak, was given in von Bahr and Martin-Löf (1980). A method of proving CLTs for the final outcome of an SIR epidemic based on an embedding representation was introduced in Scalia-Tomba (1985, 1990). This method is very powerful and has been extended to, for example, multitype epidemics (Ball and Clancy, 1993) and both single and multitype epidemics among a community of households (Ball, Mollison and Scalia-Tomba (1997) and Ball and Lyne (2001), respectively). We use a novel extension of this embedding technique to analyse the asymptotic behaviour of our model. A key difference between our asymptotic analysis and previous CLTs for multitype epidemics is that under the scaling we consider, in the event of a major outbreak, the asymptotic number of communities that experience a major outbreak is random, whereas in the previous CLTs it is non-random (in almost all cases every type experiences a major outbreak, though Scalia-Tomba (1986) considers situations, such as reducible mixing between types, in which a fixed number of types do not experience a major outbreak).

An assumption of our model is that every person in a community can infect any other person in that community, and indeed any other person in the population. Although such an assumption does not seem realistic from the point of view of applications, it is made in the vast majority of epidemic models including most of those used to inform public health policy. One class of models in which that assumption is not made consists of epidemics on random networks, in which individuals are represented by nodes in a random graph and a person
can infect only their neighbours in the graph (e.g. Newman, 2002). Rigorous proof of the
asymptotic behaviour of epidemics on random graphs as the population size tends to infinity
is more difficult than for standard epidemic models, though CLTs have been developed for
the final outcome of SIR epidemics on a few random graph models, see e.g. Neal (2006) and
Ball (2021) for epidemics on multitype Bernoulli random graphs and configuration model
random graphs, respectively. These results are qualitatively similar to corresponding results
for standard SIR epidemics and we conjecture that similar results to those proved in this
paper will hold for epidemics on suitably-defined multi-community random graphs.

The paper is organised as follows. In Section 2 we specify the underlying model, outline
our method of analysis and state our main results with some heuristic arguments supporting
their conclusions. In Section 3 we present some numerical examples demonstrating the ap-
nlicability of our large-population limit theorems to approximating properties of epidemics
in finite populations. In Section 4 we present proofs of our results, and in Section 5 we make
some concluding comments and discuss directions for future work. Appendices A and B
contain two proofs that we defer from Section 4 on account of their length.

1.1. Notation. For a non-negative random variable \( X \), we write \( Y \sim \text{Po}(X) \) when
\[
P(Y = k) = E_X[X^k e^{-X}/k!] \quad \text{for } k = 0, 1, 2, \ldots; \text{i.e. when } Y \text{ has a Mixed-Poisson dis-
tribution with parameter distributed as } X. \text{ For a scalar } \lambda \geq 0 \text{ we write } \text{Po}(\lambda)
\text{ for the standard Poisson distribution and for } n \in \mathbb{N} \text{ and } p \in [0, 1] \text{ we write Bin}(n, p)
\text{ for the usual binomial distribution. Furthermore, } N(\mu, \sigma^2) \text{ denotes a normal distribution with mean } \mu
\text{ and variance } \sigma^2, N(0, \Sigma) \text{ denotes a zero-mean multivariate normal distribution with variance-covariance}
\text{ matrix } \Sigma, \text{ whose dimension is obvious from the context, and } \exp(\theta) \text{ denotes an exponential}
\text{ distribution with rate } \theta > 0 \text{ (and hence mean } \theta^{-1}).

Throughout the paper we use the standard notation \( \preceq \) for the usual stochastic ordering,
\( \overset{D}{\to} \) for convergence in probability, \( \overset{D}{=} \) for convergence in distribution and \( \overset{D}{=} \) for equality in
distribution. We also let \( \mathcal{B}(X) \) denote a Galton-Watson branching process with one ancestor
(initial individual) and offspring distribution that is \( \text{Po}(X) \); for \( \lambda \geq 0, \mathcal{B}(\lambda) \) is such a process
with a fixed rather than random mean for the Poisson offspring distribution.

2. Model, main results and heuristics. In this section we define the model that we
study and present our main results with heuristic supporting arguments. In Section 2.1 we
specify our model for the spread of an SIR epidemic in a population of weakly-connected
communities and detail the two asymptotic regimes under which we shall study it (roughly
speaking, when the size of each community diverges and the number of communities is either
fixed or also diverges). Then in Section 2.2 we present results on single-community (or local)
outbreaks and in Section 2.3 describe how we can view the multi-community epidemic as a
sequence of single-community epidemics. In Section 2.4 we justify heuristically and present
our main result (Theorem 2.2) in the regime where the number of communities is fixed; and
in Section 2.5 we similarly motivate and present our main results (Theorems 2.3, 2.5 and 2.6)
in the case of a diverging number of communities.

2.1. Model and asymptotic analysis regimes. Consider a population partitioned into
\( m + 1 \) communities, labelled \( 0, 1, \ldots, m \), each having size \( n \). The epidemic is initiated at
time \( t = 0 \) by one of the individuals in community 0 becoming infected, with all other indi-
viduals in the population assumed to be susceptible. Infected individuals have independent
infectious periods, each distributed according to a non-negative random variable \( I \) having
Laplace transform
\[
\phi_I(\theta) = E \left[ e^{-\theta I} \right] \in (0, \infty] \quad (\theta \in \mathbb{R}).
\]
We assume throughout the manuscript that $E[I^{2+\alpha}] < \infty$ for some $\alpha > 0$ and denote the (necessarily finite) mean and variance of the distribution by $\mu_I$ and $\sigma_I^2$ respectively. Throughout its infectious period, a given infective makes infectious contacts with any given susceptible in its own community at the points of a homogeneous Poisson process having rate $\beta_W^{(n)}$ and, additionally, with any given susceptible in the population at the points of a homogeneous Poisson process having rate $\beta_G^{(n)}$. The former are called local or within-community contacts and the latter are called global contacts. All the Poisson processes describing infectious contacts, whether or not either or both of the individuals involved are the same, as well as the random variables describing infectious periods, are assumed to be mutually independent. A susceptible individual becomes infective as soon as they are contacted by an infective and recovers at the end of their infectious period. Recovered individuals are permanently immune to further infection, so they play no further role in the epidemic. The epidemic ceases as soon as there is no infective present in the population. We denote this epidemic model with $m+1$ communities, each of size $n$, by $E(n,m)$. 

We note here that the model above does not include a latent period, however since the results in this paper relate to the final outcome of an SIR epidemic they are insensitive to quite general assumptions concerning a latent period (see e.g. Ball, 1986). Moreover, the results of the present paper (suitably modified) carry over to a model in which very general two-type point processes, representing the times they make global and local contacts, are assigned to infectious individuals; so long as each of the contacts is made with an individual chosen uniformly from the population or community. In particular, all results in this paper apply without change to corresponding SEIR epidemics.

We are interested in properties of the final size (the total number of individuals infected during the epidemic process) in the communities and in the total population. We obtain asymptotic results for the model where the community size $n$ tends to infinity and the number of communities $m+1$ is either fixed or also tends to infinity. More formally, we consider sequences of epidemics $E(n,m_n)$, indexed by $n$, in which either (i) $m_n = m$ for all $n$, or (ii) $m_n \to \infty$ as $n \to \infty$. We usually use the notation $m$ or $m_n$ for the number of communities to indicate which of these cases is being considered.

Throughout we assume that as $n \to \infty$,

\begin{equation}
\beta_W^{(n)} n \to \lambda_W \in (0, \infty) \quad \text{and} \quad \beta_G^{(n)} n^2 m_n \to \lambda_G \in (0, \infty).
\end{equation}

This implies that as $n \to \infty$, the total rate of within-community contacts of a given individual converges to $\lambda_W$ and the total rate of global contacts made by a given community, if every individual in that community is infected, converges to $\lambda_G$. A key consequence of this scaling is that a ‘small’ group of infected individuals within a community will with high probability (i.e. with probability that tends to 1 as $n \to \infty$) not make any global contacts during their infectious period. Asymptotically, only large groups of infected individuals within a community (i.e. groups with final size proportional to the size of the community) have a strictly positive probability of infecting other communities.

We prove some laws of large numbers and central limit theorems for the total number of infected individuals (the final size), the number of communities that experience a large outbreak and the sum of all infectious periods of individuals infected during the epidemic (the severity). Under asymptotic regime (i), there is randomness in the law of large numbers limit and the limiting random variable in the central limit theorem has a mixture distribution. We prove two central limit theorems under asymptotic regime (ii): Theorem 2.5(b), in which the mean vector both depends on $n$ and fails to have a readily available useful expression, and Theorem 2.6, in which the mean vector is independent of $n$ and admits a simple form.
latter requires further assumptions, see (C1)–(C5) near the end of Section 2.5; in particular that \(m_n\) tends to infinity slower than \(n^2\).

2.2. Single-community epidemics. The basis for our analysis is the spread of an SIR epidemic in a large homogeneously mixing population, without community structure. So suppose that \(m = 0\) and thus that the epidemic only involves community 0. The model then reduces to a standard single-population SIR epidemic, which we denote by \(E(n)(\beta W, I)\). Let \(Z_n\) be the total number of individuals infected by the epidemic, including the initial infective, and let \(A_n\) denote the severity of the epidemic, i.e. the sum of the infectious periods of all infectives in the epidemic. Let \(Z_n = n^{-1}Z_n\) and \(A_n = n^{-1}A_n\). The quantity \(A_n\) is of interest in its own right, but for our purposes it is an essential ingredient in the Sellke (1983) like construction which is a key tool in the proofs of all the main results in the paper. To state the results needed later in the paper we first need to introduce some more terminology and notation.

Let

\[
R_0 = \mu_I \lambda_W
\]

be the asymptotic expected number of within-community contacts an infected individual makes during their infectious period. So \(R_0\) is the limiting basic reproduction number (Diekmann, Heesterbeek and Britton, 2013, p. 4) for the single-community epidemic. We say that a within-community epidemic is large, or that a major within-community epidemic occurs, if at least \(\log n\) of the individuals in the community are ultimately recovered (i.e. are infected at some point during the epidemic). Now define

\[
\pi_W = \inf\{s > 0 : s = \phi_I(\lambda_W(1 - s))\}
\]

and

\[
z_\infty = \sup\{z \geq 0 : z = 1 - e^{-R_0z}\},
\]

noting that \(z_\infty\) is a function of \((\lambda_W, \mu_I)\) as \(R_0 = \mu_I \lambda_W\). We also have \(z_\infty = 1 + R_0^{-1}W_0(-R_0e^{-R_0})\), where \(W_0(\cdot)\) is the principal branch of the Lambert W function (see e.g. Corless et al., 1996, p. 337). Note that \(z_\infty > 0\) if and only if \(R_0 > 1\).

The following theorem tells us that, as \(n \to \infty\), if \(R_0 \leq 1\) then an epidemic stays small with probability \(\pi_W = 1\). If \(R_0 > 1\), then with probability \(1 - \pi_W > 0\) a major outbreak occurs and the epidemic infects a positive fraction \(z_\infty\) of the community, while with probability \(\pi_W\) the epidemic stays small. Furthermore, a central limit theorem is given for the number of individuals infected during a major outbreak.

THEOREM 2.1. (a) Suppose that \(R_0 \leq 1\). Then

\[
\lim_{n \to \infty} P(Z_n \geq \log n) = \lim_{n \to \infty} P(A_n \geq \mu_I \log n) = 0.
\]

(b) Suppose that \(R_0 > 1\). Then

(i) with \(\pi_W\) as in (2.3),

\[
\lim_{n \to \infty} P(Z_n \geq \log n) = \lim_{n \to \infty} P(A_n \geq \mu_I \log n) = 1 - \pi_W;
\]

(ii) furthermore, as \(n \to \infty\),

\[
\bar{Z}_n \mid Z_n \geq \log n \xrightarrow{p} z_\infty \quad \bar{A}_n \mid Z_n \geq \log n \xrightarrow{p} z_\infty \mu_I;
\]
(iii) if we also have \( \lim_{n \to \infty} \sqrt{n} (n \beta^{(n)}_W - \lambda_W) = 0 \) then

\[
\sqrt{n} \left( \frac{\bar{Z}_n - z_\infty}{A_n - z_\infty \mu_I} \right) \mid Z_n \geq \log n \xrightarrow{D} Y \quad \text{as } n \to \infty,
\]

where \( Y \sim N(0, \Sigma_Y) \) with

\[
\Sigma_Y = \frac{z_\infty}{[1 - R_0(1 - z_\infty)]^2} \left\{ \left[ 1 - z_\infty \right] \left[ \frac{1}{\mu_I} \mu_I^{-2} \right] + \sigma_f^2 \left[ \frac{\lambda_0^2(1 - z_\infty)^2 \lambda_W(1 - z_\infty)}{\lambda_W(1 - z_\infty)} \right] \right\}.
\]

We do not provide a proof for Theorem 2.1 as the results are already known. The results concerning \( Z_n \) and \( \bar{Z}_n \) can be derived from von Bahr and Martin-Löf (1980, Theorem 2) under the stronger assumption that \( \phi_T(\theta) \) is finite in an open interval containing the origin, which we also assume for our central limit results in Theorem 2.6, but not Theorems 2.2–2.5, below. Under the present condition that \( I \) has a finite moment of order \( 2 + \alpha \), the results of Theorem 2.1 can be obtained using a slight generalisation of Scalia-Tomba (1990). We also note that in equations (2.5) and (2.6) we could replace \( \mu_I \) with any positive constant. We use the particular constant \( \mu_I \) as an aide-memoire that the quantity relates to the severity of (or infectious pressure generated by) the within-community epidemic.

We also note, for future reference, that if \( R_0 > 1 \) then \( (1 - z_\infty)R_0 < 1 \). This is intuitively plausible since \( (1 - z_\infty)R_0 \) is the effective reproduction number for the within-community epidemic following a large outbreak; if that reproduction number were larger than one then the large outbreak would not have terminated. A formal proof may be obtained by noting from (2.4) that \( 1 - z > e^{-\frac{z}{R_0}} \) for \( z \in (0, z_\infty) \) and \( 1 - z < e^{-\frac{z}{R_0}} \) for \( z \in (z_\infty, 1) \). Taking \( z = 1 - \frac{1}{R_0} \) in both \( 1 - z \) and \( e^{-\frac{z}{R_0}} \) gives \( z_\infty > 1 - \frac{1}{R_0} \), since \( \frac{1}{R_0} > e^{-\frac{z}{R_0}} \).

2.3. Multi-community epidemics. We now turn our attention to a population with multiple communities (both for constant \( m_n \) and for \( m_n \to \infty \) as \( n \to \infty \)). A key observation that pervades our whole analysis is that in order to analyse properties of the final outcome of an epidemic (e.g. the final size and the severity) we do not have to keep track of the exact times when infections take place or who infects whom. It is sufficient to keep track of how much infection each individual is exposed to, in the sense of ‘exposure to infection’ of Selikke (1983). (See also e.g. Ludwig (1975) and Pellis, Ferguson and Fraser (2008).) The final outcome of our model can therefore be analysed by considering, in turn, (i) local epidemics (or outbreaks), which are epidemics restricted to a community, ignoring global contacts and (ii) the global contacts made by those infected in the local epidemics. The latter may trigger further local epidemics, so (i) and (ii) are iterated until no further local epidemics occur.

Individuals infected in a local epidemic are those individuals infected through a chain of local contacts, starting at an initial infective, which in community 0 is the initial infected individual and in other infected communities is an individual infected through a global contact. From (2.1) and Theorem 2.1(b)(ii), we obtain that if a major local outbreak occurs in one of the communities, the total number of global contacts the infected individuals in that community make to other individuals in the population as a whole converges in distribution to a \( \text{Po}(\lambda_G z_\infty \mu_I) \) random variable. This gives rise to non-trivial behaviour of the epidemic in the population with multiple communities since \( \lambda_G z_\infty \mu_I \) is bounded away from 0 and \( \infty \). Intuitively we proceed by only considering major local outbreaks in the communities, ignoring the minor local outbreaks and the possible global contacts made by individuals infected in those minor outbreaks. We justify this approach in Lemma 4.1 by showing that the contribution of minor outbreaks and any subsequent global infections to the asymptotic fraction infected is negligible. Furthermore, it follows (from the last paragraph of Section 2.2) that, asymptotically, introduction of infection to a community which has already experienced a
major outbreak cannot lead to a further major outbreak. Therefore the number of communities which experience major outbreaks can be analysed by assuming that local outbreaks occur instantaneously. The spread of major outbreaks amongst communities can then be thought of as a Reed-Frost epidemic, where individuals correspond to communities and infectious contacts correspond to between-community contacts which seed a major outbreak.

A Reed-Frost epidemic (Diekmann, Heesterbeek and Britton, 2013, p. 48) is a discrete time epidemic model in which every infected individual at time $t$ ($t \in \mathbb{N}$) is recovered at time $t + 1$. Furthermore, given $I(t)$, a susceptible at time $t$ is infected at time $t + 1$ with probability $1 - (1 - p)I(t)$, independently of the states of other individuals, otherwise the susceptible remains so at time $t + 1$. Here $I(t)$ is the number of infected individuals at time $t$ and $p$ is the pairwise infectious contact probability per time unit. In Theorem 2.2 below, we consider the final size $Z_{RF}^{(m)} = Z_{RF}^{(m)}(p_{RF})$ (i.e. the number ultimately recovered individuals, including the initially infective one) of a Reed-Frost epidemic in a population with one initial infected individual, $m$ initial susceptible individuals and pairwise infection probability

\[
\begin{align*}
  p_{RF} &= 1 - \exp \left( -\lambda_G(1 - \pi_W)z_\infty \mu_I/m \right).
\end{align*}
\]

Here $\lambda_G z_\infty \mu_I$ is the mean number of between-community contacts emanating from a community that experiences a large outbreak. Each such contact is equally likely to be with each of the $m$ other communities and, so long as it has not previously experienced a large outbreak, the infected community will experience a large outbreak with probability $1 - \pi_W$. The final size of this Reed-Frost epidemic thus approximates the final number of within-community major outbreaks. Note that $Z_{RF}^{(m)}$ is distributed as the size of the cluster of a uniformly chosen vertex in $G(m + 1, p_{RF})$, the Erdős-Rényi graph with $m + 1$ vertices and edge probability $p_{RF}$ (Barbour and Mollison, 1990).

For $n = 1, 2, \cdots$, let $Z_T^{(n)}$ be the total number of individuals, including the initial infective, infected in $\mathcal{E}(n, m_n)$, $A_T^{(n)}$ be the sum of the infectious periods of those $Z_T^{(n)}$ infectives (i.e. the severity of $\mathcal{E}(n, m_n)$) and $Z_C^{(n)}$ be the number of communities experiencing epidemics of size at least $\log n$ (i.e. the number of communities experiencing large epidemics). Each of $Z_T^{(n)}$, $A_T^{(n)}$ and $Z_C^{(n)}$ is counted over all $m + 1$ communities. These three quantities (or appropriate functions of them) are ultimately the main objects of study in the paper. The methods and results necessarily take rather different forms depending on whether the number of communities $m_n$ is fixed or diverges as $n \to \infty$.

2.4. Constant number of communities. If the number of communities is fixed then the Reed-Frost epidemic of major within-community outbreaks described above can be applied directly to analyse the multi-community epidemic. If the initially infectious individual does not initiate a large outbreak within community 0 (which under our assumption of a single initial infective occurs with probability $\pi_W$), then the probability that there is at least one global infectious contact made by the individuals infected during that minor outbreak tends to 0 as $n \to \infty$. If, on the other hand, the local epidemic in community 0 is large, then in the large population limit $Z_{RF}^{(m)}$ describes the number of communities that experience a major outbreak; and the size of each such outbreak can be approximated using Theorem 2.1.

The next theorem formally states the convergence in distribution of $Z_C^{(n)}$ to the final size of a Reed-Frost epidemic and presents an associated conditional law of large numbers and central limit theorem for $(Z_T^{(n)}, A_T^{(n)})$, the overall final size and severity of the epidemic. Let $\bar{Z}_T^{(n)} = n^{-1}Z_T^{(n)}$ and $\bar{A}_T^{(n)} = n^{-1}A_T^{(n)}$, so $(m + 1)^{-1}\bar{Z}^{(n)}$ is the proportion of the population that is infected in $\mathcal{E}(n, m_n)$. 

\[
\]
THEOREM 2.2. Assume that \( m \) is fixed and that \( R_0 > 1 \). Suppose that the epidemic in community 0 infects at least \( \log n \) individuals. Then, as \( n \to \infty \),

(a)

\[
Z_C^{(n)} \xrightarrow{D} Z_{RF}^{(m)};
\]

(b)

\[
\left( \frac{Z_T^{(n)}}{A_T^{(n)}} \right) \xrightarrow{D} Z_{RF}^{(m)} \left( \frac{z_\infty}{z_\infty \mu_I} \right);
\]

(c)

\[
\sqrt{n} \left( \frac{\hat{Z}_T^{(n)}}{\hat{A}_T^{(n)}} - \frac{Z_C^{(n)}}{z_\infty} \right) \xrightarrow{D} \sum_{i=1}^{Z_{RF}^{(m)}} Y_i,
\]

where \( z_\infty \) is defined in (2.4), \( Y_1, Y_2, \cdots, Y_{m+1} \) are independent and identically distributed (i.i.d.) \( N(0, \Sigma_Y) \) random variables that are independent of \( Z_{RF}^{(m)} \) and \( \Sigma_Y \) is defined in (2.9).

2.5. Diverging number of communities. We now consider the case when the number of communities \( m_n + 1 \to \infty \) as \( n \to \infty \). Before we formulate our results regarding this asymptotic regime, we need some further notation.

For the epidemic \( \mathcal{E}^{(n,m_n)} \), let \( \hat{Z}_C^{(n)} \) denote the total number of communities, including community 0, that are infected during its course, i.e. \( \hat{Z}_C^{(n)} \in \{1, 2, \cdots, m_n + 1\} \) is the number of communities that contain at least one non-susceptible individual at the end of the epidemic. As above, \( Z_C^{(n)} \) denotes the number of communities that experience an epidemic having size at least \( \log n \), \( Z_T^{(n)} \) denotes the total number of individuals infected, \( A_T^{(n)} \) denotes the severity of the epidemic, \( \hat{Z}_T^{(n)} = n^{-1} Z_T^{(n)} \) and \( \hat{A}_T^{(n)} = n^{-1} A_T^{(n)} \). (Note that \( Z_T^{(n)} \) and \( A_T^{(n)} \) are counted over all \( m_n + 1 \) communities.) We say that a global epidemic occurs if at least \( \log m_n \) communities are affected by the outbreak and let \( G^{(n)} = \{ \hat{Z}_C^{(n)} \geq \log m_n \} \) denote this event.

During the early stages of the epidemic \( \mathcal{E}^{(n,m_n)} \), the process of infected communities can be approximated by a branching process which assumes that all global contacts are with individuals in previously uninfected communities. We show that for large \( n \) this branching process is close to the branching process \( \hat{B} \sim \mathcal{B}(\lambda G, \hat{A}) \) (recall the notation defined in Section 1.1), where the random variable \( \hat{A} \) satisfies

\[
P(\hat{A} = 0) = \pi_W = 1 - P(\hat{A} = z_\infty \mu_I).
\]

(The offspring distribution in the initial generation is the same as in subsequent generations since we assume a single initial infective for the epidemic.) The offspring mean of this branching process is given by

\[
R_s = \lambda G (1 - \pi_W) z_\infty \mu_I,
\]

which is the expected number of large within-community outbreaks initiated by a typical large within-community outbreak. Let \( \hat{Z}_C \) and \( \hat{\pi}_G \) denote respectively the total size (including the initial individual) and extinction probability of \( \hat{B} \), so

\[
\hat{\pi}_G = \inf \{ s \geq 0 : \pi_W + (1 - \pi_W)e^{-\mu_I \lambda G z_\infty (1 - s)} = s \}.
\]
Hence \( \tilde{\pi}_G = \min(1, \pi_W - (1 - \pi_W) W_0(-R_s e^{-R_s})/R_s) \), where \( W_0(\cdot) \) is the principal branch of the Lambert W function. Standard branching process theory implies that \( \tilde{\pi}_G < 1 \) if and only if \( R_s > 1 \). We write \( G \) for the event that \( \mathcal{B} \) does not go extinct.

We note from the definition of \( R_s \) in (2.14) that \( R_0 > 1 \) is a necessary but not sufficient condition for \( R_s > 1 \) (since \( R_0 \leq 1 \) implies \( \pi_W = 1 \)). This is because in the limit as \( n \to \infty \) under the asymptotic regime (2.1), an epidemic in one community must infect a strictly positive fraction of that community in order to have non-zero probability of spreading to other communities.

Next, to approximate the process of communities that experience large outbreaks, let \( \tilde{Z}_{C*} \) be the total number of individuals (including the ancestor) in \( \mathcal{B} \) whose value of \( \tilde{A} \) is \( \tilde{z}_\infty \mu_I \). Then \( P(\tilde{Z}_{C*} = 0) = \pi_W \) and \( \tilde{Z}_{C*} \mid \tilde{Z}_{C*} > 0 \) is distributed as the total size (including the ancestor) of the branching process \( \mathcal{B}_* = \mathcal{B}(\lambda_G(1 - \pi_W) \tilde{z}_\infty \mu_I) \), i.e. of a Galton-Watson process having offspring distribution that is Poisson with mean \( \lambda_G(1 - \pi_W) \tilde{z}_\infty \mu_I \).

Now we are ready to formulate the first main result regarding \( \mathcal{E}_{(n,m_n)} \) for \( m_n \to \infty \). Theorem 2.3 describes the epidemic if only few communities are infected during the epidemic (i.e. if a global epidemic does not occur).

**THEOREM 2.3.** Suppose that \( R_0 > 1 \). Then, as \( n \to \infty \),

(a) \[
P(G^{(n)}) \to 1 - \tilde{\pi}_G;
\]

(b) \[
\tilde{Z}^{(n)}_C \mid \left(G^{(n)}\right)^C \xrightarrow{D} \tilde{Z}_C \mid G^C \quad \text{and} \quad Z^{(n)}_C \mid \left(G^{(n)}\right)^C \xrightarrow{D} \tilde{Z}_{C*} \mid G^C;
\]

(c) \[
\left(\frac{\tilde{Z}^{(n)}_T}{\tilde{A}^{(n)}_T}\right) \mid \left(G^{(n)}\right)^C \xrightarrow{D} \left(\frac{\tilde{z}_\infty}{\tilde{z}_\infty \mu_I}\right) \tilde{Z}_{C*} \mid G^C
\]

and

\[
\sqrt{n} \left(\frac{\tilde{Z}^{(n)}_T}{\tilde{A}^{(n)}_T} - \frac{\tilde{Z}^{(n)}_C}{\tilde{A}^{(n)}_C} \tilde{z}_\infty \right) \mid \left(G^{(n)}\right)^C \xrightarrow{D} \left(\sum_{i=1}^{\tilde{Z}_{C*}} Y_i\right) \mid G^C,
\]

where the sum is zero if vacuous, \( Y_1, Y_2, \ldots \) are i.i.d. \( N(0, \Sigma_Y) \) random variables that are independent of \( \tilde{Z}_{C*} \) and \( \Sigma_Y \) is given by (2.9).

The probability mass function of \( \tilde{Z}_{C*} \), the total size of \( \mathcal{B}_* \), is easily obtained using Theorem 2.11.2 of Jagers (1975) and has a Borel distribution with parameter \( R_s \). Specifically,

\[
P\left(\tilde{Z}_{C*} = k\right) = \begin{cases} 
\pi_W & \text{if } k = 0, \\
(1 - \pi_W) \frac{(kR_s)^{k-1} e^{-kR_s}}{k!} & \text{if } k = 1, 2, \ldots.
\end{cases}
\]

Theorem 2.3 implies that, for large \( n \), if \( R_s \leq 1 \) then \( \tilde{Z}_C \) approximates the total number of infected communities \( \tilde{Z}_C^{(n)} \) in \( \mathcal{E}_{(n,m_n)} \), and the total number of individuals infected is approximately distributed as a random sum of \( \tilde{Z}_{C*} \) independent normal random variables, each having mean \( nz_\infty \) and variance \( n\sigma_W^2 \), where

\[
\sigma_W^2 = \sigma_W^2(\lambda_W, \mu_I, \sigma_I^2) = \frac{z_\infty(1 - z_\infty) + 2}{(1 - \lambda_W \mu_I(1 - z_\infty))^2}. 
\]
If $R_s > 1$ and a global epidemic does not occur then these approximations hold with the distributions of $Z_C$ and $Z_C^* | Z_C^* > 0$ being conditioned on extinction of $\mathcal{B}$ and $\mathcal{B}_s$, respectively.

In order to describe the size of an epidemic in which many communities are infected during the course of the epidemic we need some further notation. Let $\bar{Z}_C^{(n)} = m^{-1} Z_C^{(n)}$, $\bar{Z}_T^{(n)} = (nm_n)^{-1} Z_T^{(n)}$ and $A^{(n)} = (nm_n)^{-1} A_T^{(n)}$. Thus $m_n (m_n + 1)^{-1} \bar{Z}_C^{(n)}$ is the fraction of communities that experience large outbreaks (i.e. with size at least $\log n$), $m_n (m_n + 1)^{-1} \bar{Z}_T^{(n)} = (n(m_n + 1))^{-1} Z_T^{(n)}$ is the fraction of individuals in the population that are infected, while $m_n (m_n + 1)^{-1} A^{(n)}$ is the average severity per individual (infected or not) in the population. (We scale by $m_n$, rather than perhaps the more natural $m_n + 1$, as it fits better with our proofs, which involve analysing a slightly modified epidemic model defined on the $m_n$ communities not containing the initial infective.)

Define the functions $x(\cdot)$, $z(\cdot)$ and $a(\cdot)$ on $[0, \infty)$ by
\begin{equation}
(2.19) \quad x(t) = 1 - e^{-\lambda t (1-\pi_w)t}, \quad z(t) = z_\infty x(t) \quad \text{and} \quad a(t) = \mu_I z_\infty x(t).
\end{equation}
Furthermore, define
\begin{equation}
(2.20) \quad \tau = \sup \{ t \geq 0 : t = a(t) \}.
\end{equation}
Thus $\tau = \mu_I z_\infty \left( 1 + W_0 (-R_s e^{-R_s} / R_s) \right)$, where $W_0(\cdot)$ is the principal branch of the Lambert W function. Note that $\tau > 0$ if and only if $R_s > 1$.

The following epidemic model is used repeatedly in our analysis.

**DEFINITION 2.4.** For $t \geq 0$, let the single-population epidemic $E^{(n)}(t)$ be defined similarly to $E^{(n)}(\beta_{W}^{(n)}, I)$ in Section 2.2, except initially there are $S_n \sim \text{Bin}(n, \pi_n(t))$ susceptibles, where $\pi_n(t) = e^{-\beta_{W}^{(n)} nm_n t}$, and $n - S_n$ infectives.

Note that in Definition 2.4, $t$ is not real time but relates to cumulative time units of external infectious pressure (see Section 4.1). Let $Z^{(n)}(t)$ and $A^{(n)}(t)$ be, respectively, the size and severity of $E^{(n)}(t)$. (In Section 4.1, an epidemic process $\{(Z^{(n)}(t), A^{(n)}(t)) : t \geq 0 \}$ is defined, with slight abuse of notation, which for each $t \geq 0$ has the same marginal joint distribution of $(Z^{(n)}(t), A^{(n)}(t))$ as the size and severity of $E^{(n)}(t)$.) For $t \geq 0$, let
\begin{equation}
(2.21) \quad x^{(n)}(t) = P(Z^{(n)}(t) \geq \log n), \quad z^{(n)}(t) = n^{-1} E[Z^{(n)}(t)], \quad a^{(n)}(t) = n^{-1} E[A^{(n)}(t)]
\end{equation}
and
\begin{equation}
\tau^{(n)} = \inf \{ t > 0 : t = a^{(n)}(t) \},
\end{equation}
with $\tau^{(n)} = 0$ if the set $\{ t > 0 : t = a^{(n)}(t) \}$ is empty (cf. equation (2.20)). It also holds that the mean size and severity satisfy $a^{(n)}(t) = \mu_I z^{(n)}(t)$ (see the discussion just after (4.27); cf. the final two equations in (2.19)). The functions $x^{(n)}(\cdot)$, $z^{(n)}(\cdot)$ and $a^{(n)}(\cdot)$ do not have useful explicit forms but, under suitable conditions, $\lim_{n \to \infty} x^{(n)}(\cdot) = x(\cdot)$, $\lim_{n \to \infty} z^{(n)}(\cdot) = z(\cdot)$, $\lim_{n \to \infty} a^{(n)}(\cdot) = a(\cdot)$ and $\lim_{n \to \infty} \tau^{(n)} = \tau$ (see Lemma 4.3(a) and Lemma 4.5).

Finally, let $N$ be a three-dimensional zero-mean normal random vector with variance-covariance matrix given by
\begin{equation}
\Sigma_N = \frac{x(\tau)(1-x(\tau))}{[1-R_s(1-x(\tau))]^2} \begin{bmatrix}
1 & z_\infty & \mu_I z_\infty^2 \\
z_\infty & z_\infty^2 & \mu_I z_\infty^2 \\
\mu_I z_\infty & \mu_I z_\infty^2 & \mu_I z_\infty^2
\end{bmatrix} = \frac{x(\tau)(1-x(\tau))}{[1-R_s(1-x(\tau))]^2} \begin{bmatrix} bb^T \end{bmatrix},
\end{equation}
where
\[ b = (1, z_\infty, \mu_I z_\infty)^\top. \]

It is easily checked that \( \tau = 0 \) if \( R_s \leq 1 \), while \( \tau \in (0, \infty) \) if \( R_s > 1 \). In Theorem 2.5 below we see that \( \tau \) is the asymptotic severity per individual in the case when many communities are infected during the epidemic. This theorem provides a law of large numbers and a central limit theorem for \( Z_C^{(n)} \), \( Z_T^{(n)} \) and \( A^{(n)} \), conditioned on \( G^{(n)} \), the event that at least \( \log m_n \) communities are infected during the course of an epidemic.

**THEOREM 2.5.** Suppose that \( R_s > 1 \).

(a) As \( n \to \infty \),
\[
\begin{align*}
Z_C^{(n)} \big| G^{(n)} &\xrightarrow{P} x(\tau), \quad Z_T^{(n)} \big| G^{(n)} \xrightarrow{P} z(\tau) \quad \text{and} \quad A^{(n)} \big| G^{(n)} \xrightarrow{D} \tau.
\end{align*}
\]

(b) As \( n \to \infty \),
\[
\sqrt{m_n} \begin{pmatrix}
Z_C^{(n)} - x(n)(\tau(n)) \\
Z_T^{(n)} - z(n)(\tau(n)) \\
A^{(n)} - a(n)(\tau(n))
\end{pmatrix} \big| G^{(n)} \xrightarrow{D} \mathbf{N}.
\]

The central limit theorem in Theorem 2.5(b) is not immediately applicable since, as noted above, useful expressions for the mean vector \((x(n)(\tau(n)), z(n)(\tau(n)), a(n)(\tau(n)))^\top\) are unavailable. We need to impose further conditions to obtain a central limit theorem in which the mean vector is replaced by its limit \((x(\tau), z(\tau), a(\tau))^\top\).

Let \( f(s) = \phi_I(\lambda_W(1 - s)) \) \((s \geq 0)\). Then \( f \) is the offspring PGF (probability-generating function) for the Galton-Watson process \( \mathcal{B} = \mathcal{B}(\lambda_W I) \) that approximates the initial phase of the single-population epidemic \( \mathcal{E}^{(n)}(\beta_W^{(n)} I) \), defined in Section 2.2, and \( \pi_W \) is the extinction probability of \( \mathcal{B} \). Note from (2.14) that \( R_s > 1 \) only if \( \pi_W < 1 \), so a necessary condition for \( R_s > 1 \) is that \( \mathcal{B} \) is supercritical. Let \( \hat{f}(s) = \pi_W^{-1} f(s\pi_W) \) \((s \geq 0)\) be the offspring PGF of the subcritical Galton-Watson process which describes \( \mathcal{B} \) conditioned on extinction (see e.g. Daly (1979)) and define
\[
s_0 = \max\{s > 1 : h = s\hat{f}(h) \text{ for some } h \in (1, \infty)\}.
\]

Such an \( s_0 \) exists as \( \hat{f} \) is convex and \( \hat{f}'(1) < 1 \); it is the value of \( s \) such that the line \( g(h) = s^{-1}h \) is tangential to \( \hat{f}(h) \).

For our next result we need to impose the following further conditions:

(C1) there exists \( \delta \in (0, 2) \) such that \( \lim_{n \to \infty} m_n n^{\delta - 2} = 0 \),

(C2) \( \lim_{n \to \infty} \sqrt{m_n} (n^2 m_n \beta_G^{(n)} - \lambda_G) = 0 \),

(C3) \( \lim_{n \to \infty} \sqrt{m_n} (n \beta_W^{(n)} - \lambda_W) = 0 \),

(C4) there exists \( \theta < 0 \) such that \( \phi_I(\theta) < \infty \) and

(C5) there exists \( \theta' \in (0, 2 \log s_0) \) such that \( \lim_{n \to \infty} m_n n^{-\theta'} = 0 \).

**THEOREM 2.6.** Suppose that \( R_s > 1 \) and conditions (C1)–(C5) are satisfied. Then
\[
\sqrt{m_n} \begin{pmatrix}
Z_C^{(n)} - x(\tau) \\
Z_T^{(n)} - z(\tau) \\
A^{(n)} - a(\tau)
\end{pmatrix} \big| G^{(n)} \xrightarrow{D} \mathbf{N} \quad \text{as } n \to \infty.
\]
Note from Theorem 2.5(b) and Slutsky’s theorem that a necessary and sufficient condition for Theorem 2.6 to hold is that
\begin{equation}
\sqrt{m_n}(x^{(n)}(\tau^{(n)}) - x(\tau)) \to 0 \quad \text{and} \quad \sqrt{m_n}(z^{(n)}(\tau^{(n)}) - z(\tau)) \to 0 \quad \text{as} \quad n \to \infty.
\end{equation}

Conditions (C1)–(C4) are sufficient for the second convergence in (2.24) to hold, and hence for \((\bar{Z}_T^{(n)}, \bar{A}^{(n)}) \mid G^{(n)}\) to obey the corresponding central limit theorem. Condition (C1) implies condition (C5) if \(\log s_0 > 1\). Note that if the infectious period distribution \(I\) is held fixed, \(s_0\) decreases with \(\lambda_W\), so the closer the within-community epidemic \(E^{(n)}(\beta_W^{(n)}, I)\) is to criticality the more stringent is condition (C5). Theorem 2.6 holds under conditions (C1)–(C4) unless the within-community epidemic \(E^{(n)}(\beta_W^{(n)}, I)\) is sufficiently close to criticality.

To further illuminate the role/influence of condition (C5) above, we also note that using a more (respectively, less) stringent requirement to define a large within-community outbreak means that (C5) is replaced by a less (respectively, more) stringent condition. For example, if we take \(G_W^{(n)} = \{Z_n \geq a \log n\}\), where \(a \in (0, \infty)\), then (C5) is replaced by (C5a): there exists \(\theta' \in (0, 2a \log s_0)\) such that \(\lim_{n \to \infty} m_n n^{-\theta'} = 0\). Then (C1) and \(\log s_0 > a^{-1}\) imply (C5a). Alternatively, if we take \(G_W^{(n)} = \{Z_n \geq n^\beta\}\) (for \(\beta \in (0, 1/2)\)) then (C1) is sufficient for the argument where we use (C5) in Appendix B.1. This is qualitatively consistent with the above, in that the threshold for a large within-community outbreak has been made much more stringent and this results in no (C5)-like condition or condition on \(s_0\) being required for Theorem 2.6.

3. Numerical Examples. In this section we present some numerical examples briefly illustrating our results. Figure 1 demonstrates the use of two of our main limit theorems to approximate the distribution of \(Z_T^{(n)}\), the total number of individuals infected by an epidemic. We consider one situation with few large communities \((m = 20, n = 500)\) and one with many large communities \((m = n = 2000)\); in both cases with two choices of infectious period distribution (exponential and constant, both with unit mean). Other model parameters are held fixed: \(n\beta_W^{(n)} = \lambda_W = 2, n^2 m \beta_G^{(n)} = \lambda_G = 6\).

We approximate the distribution of \(Z_T^{(n)}\) in the event of a major outbreak in two different ways: (i) a mixture-of-normals approximation based on Theorem 2.2(c) and (ii) a normal approximation based on the second component of the vectors in Theorem 2.6.

Note that the two approximations for the final size distribution are valid under different asymptotic regimes and use different characterisations of what a major outbreak is. The details are given in the lead-up to the statements of those theorems but, loosely speaking, the former considers the number of communities to be fixed and characterises a major outbreak as one in which there is a major outbreak within the community which contains the initial infective, whereas the latter considers the number of communities to be large and characterises a major outbreak as one in which the chain of between-community infections takes off and infects a significant fraction of communities.

This distinction is apparent on the first row of the figure, where we see that the Reed-Frost (RF) mixture-of-normals approximation characterises a range of final sizes, apart from those very close to zero which result from epidemics where the infection dies out in the initially infected community. The RF mixture approximation does capture the part of the distribution with final sizes less than around 3000, where there was a large outbreak in community 0 and a few other communities, but the process of community-to-community infection did not take off. On the other hand, both the RF mixture and the normal approximations do capture the part of the distribution that corresponds to epidemics of sizes roughly 5000–9000, where many communities are infected and experience large within-community epidemics, though obviously the simpler normal approximation captures this at only a very crude level.
Figure 1 also illustrates the impact of the shape of the infectious period distribution. The more variable exponential infectious period distribution results in the within-community major outbreak probability \((1 - \pi_W)\) being 0.5, compared to 0.8 for the fixed infectious period case. This is evident in the upper plots of the figure through the quite different final outcome distributions for the Reed-Frost ‘epidemic’ of large within-community outbreaks; there is an appreciably larger probability of very few communities being infected and also more variability in the final size within the large outbreaks when \(I \sim \text{Exp}(1)\). The different infectious period distributions also manifest in the lower plots of the figure, which indicate that the quality of approximation derived from the CLT, though good, is affected by the infectious period distribution.

4. Asymptotic analysis of the model. Throughout this section we assume implicitly that the infectious period distribution satisfies \(E[I^{2+\alpha}] < \infty\) for some \(\alpha > 0\) and that the infection rate parameters satisfy (2.1), viz. \(\beta_W^{(n)} n \to \lambda_W \in (0, \infty)\) and \(\beta_G^{(n)} n^2 m_n \to \lambda_G \in (0, \infty)\). The further assumptions (C1)–(C5) are explicitly referred to as and when required.
4.1. Embedding construction of final outcome. To provide a rigorous asymptotic analysis of the final outcome of the epidemic in a population of communities, it is useful to extend the embedding arguments of Scalia-Tomba (1985, 1990) and Ball, Mollison and Scalia-Tomba (1997) to the present setting.

For fixed \( n \in \mathbb{N} \), we define an epidemic process \( \{(Z^{(n)}(t), A^{(n)}(t)) : t \geq 0\} \) among a homogeneously mixing population, \( N \) say, of \( n \) individuals, all of whom are susceptible when \( t = 0 \) and are also exposed to external infection. In this construction the variable \( t \) relates to cumulative time units of external infection experienced by the population and not real time. Let \( \eta^{(n)} \) be a homogeneous Poisson process on \([0, \infty)\) with rate \( \beta^{(n)} n^2 m_n \) and recall from (2.1) that \( \beta^{(n)} n^2 m_n \to \lambda_G \in (0, \infty) \) as \( n \to \infty \). At each point of \( \eta^{(n)} \), an individual is chosen uniformly at random from \( N \). If the chosen individual is susceptible then it triggers an SIR epidemic among the susceptible individuals in \( N \), having size and severity distributed according to that of \( E^{(n_0)}(\beta^{(n)} W, I) \), where \( n_0 \) is the number of susceptibles in \( N \) immediately prior to the point of \( \eta^{(n)} \). (To be clear, the infection rate in \( E^{(n_0)}(\beta^{(n)} W, I) \) is \( \beta^{(n)} \), not \( \beta^{(n_0)} \).) The epidemic takes place instantaneously. If the chosen individual is not susceptible then nothing happens. The Poisson process \( \eta^{(n)} \), uniform samplings and instantaneous epidemics are mutually independent. For \( t \geq 0 \), let \( Z^{(n)}(t) \) and \( A^{(n)}(t) \) be respectively the sum of the sizes and severities of all epidemics that have occurred by ‘time’ \( t \).

Note that, for fixed \( t \geq 0 \), \( (Z^{(n)}(t), A^{(n)}(t)) \) as defined in the previous paragraph has the same distribution as the joint size and severity of \( E^{(n)}(t) \) defined in Definition 2.4. To see this, note that in \( E^{(n)}(t) \) each of the \( n \) individuals is independently initially susceptible, with probability \( \pi_n(t) = \exp(-\beta^{(n)} t) \). In \( (Z^{(n)}(t), A^{(n)}(t)) \), a point in \( \eta^{(n)} \) infects a given individual with probability \( 1/n \), so each individual is infected externally at rate \( \beta^{(n)} n^2 m_n / n \) and thus avoids external infection until time \( t \) with probability \( P(\text{Po}(\beta^{(n)} t m_n) = 0) = \pi_n(t) \), independently of other individuals. The two different constructions are useful in different parts of the rest of the manuscript: the process \( \{(Z^{(n)}(t), A^{(n)}(t)) : t \geq 0\} \) provides a framework for proving limiting properties of the final outcome of the epidemic in a population of communities, whereas the epidemic \( E^{(n)}(t) \) is required for some calculations in the proofs.

We now describe the construction of the final outcome of a slightly modified model \( E_{\text{mod}}^{(n,m_n)} \) for the epidemic amongst communities \( 1, 2, \cdots, m_n \), which has (asymptotically) the same final outcome among those communities as \( E^{(n,m_n)} \) defined in Section 2 but is simpler to analyse. For \( n = 1, 2, \cdots, m \), we define the functions \( \left( (Z_i^{(n)}(\cdot), A_i^{(n)}(\cdot)) \right. \), \( i = 1, 2, \cdots, m_n \) to be i.i.d. copies of \( (Z^{(n)}(\cdot), A^{(n)}(\cdot)) \). For \( t \geq 0 \), let

\[
Z_i^{(n)}(t) = \sum_{i=1}^{m_n} Z_i^{(n)}(t) \quad \text{and} \quad A_i^{(n)}(t) = \sum_{i=1}^{m_n} A_i^{(n)}(t).
\]

Suppose that each individual in the population of \( m_n \) communities is initially exposed to \( T_0^{(n)} \) time units of infection. In \( E_{\text{mod}}^{(n,m_n)} \), the total force of infection on a community if each of its members is exposed to 1 time unit of infection from the population at large is \( n \beta^{(n)} = \beta^{(n)} n^2 m_n / n m_n \). Thus, in view of the rate of the Poisson process \( \eta^{(n)} \), in \( E_{\text{mod}}^{(n,m_n)} \) we assume that if each individual in the population of \( m_n \) communities is initially exposed to \( T_0^{(n)} \) time units of infection, then the ensuing within-community epidemics give rise to a further \( A^{(n)}(\tilde{T}_0^{(n)}) \) time units of infection, where \( \tilde{T}_0^{(n)} = T_0^{(n)} / (n m_n) \), which in turn give rise to further time units of infection. For \( k = 0, 1, \cdots \), let

\[
T_{k+1}^{(n)} = T_0^{(n)} + A^{(n)}(\tilde{T}_k^{(n)}),
\]

(4.1)
where $\tilde{T}_k^{(n)} = T_k^{(n)}/(nm_n)$. Then $k^*_n = \min\{k : T_k^{(n)} = T_k^{(n)}\}$ is well defined since the population is finite. Let $T_{\infty}^{(n)} = T_k^{(n)}/k^{(n)}$ and $\tilde{T}_{\infty}^{(n)} = T_{\infty}^{(n)}/(nm_n)$. Then $\tilde{T}_{\infty}^{(n)}$ is given by

$$E_{\infty} = \min\{t \geq 0 : t = \tilde{T}_0^{(n)} + \tilde{A}_0^{(n)}(t),$$

where $\tilde{A}_0^{(n)}(t) = (nm_n)^{-1} A_0^{(n)}(t)$, and the total size and severity of the epidemic in the $m_n$ communities are given by $Z_0^{(n)}(\tilde{T}_{\infty}^{(n)})$ and $A_0^{(n)}(\tilde{T}_{\infty}^{(n)})$, respectively.

To connect more concretely with $E^{(n,m_n)}$, we are concerned with the case when within-community epidemics are supercritical (i.e. $R_0 = \lambda_W \mu_I > 1$) and the within-community epidemic in community 0, triggered by the initial infective, takes off (i.e. has size at least $\log n$). (If this epidemic does not take off then by Theorem 2.1(b)(i), the expected total number of external contacts that emanate from community 0 is bounded above by $\beta_G(n) \mu_I m_n n \log n$, which tends to 0 as $n \to \infty$, so the probability that the epidemic remains solely within community 0 tends to 1 as $n \to \infty$.) In the proof of Theorem 2.2 we take $T_0^{(n)}$ to be the severity of the within-community epidemic in community 0 (i.e. ignoring contacts involving other communities), assuming that it takes off. The modified model $E^{(n,m_n)}$ differs from $E^{(n,m_n)}$ in that it does not permit individuals in communities 1, 2, $\cdots$, $m_n$ to infect individuals in community 0. The following lemma shows that this difference has no material effect under the asymptotic schemes we consider.

For the epidemic model $E^{(n,m_n)}$, let $Z_0^{(n)}$ and $T_0^{(n)}$ be the size and severity of the within-community epidemic in community 0 triggered by the initial infective. Further, let $Z_0^{(n)}/n$ be the number of individuals in community 0 that are infected in the course of $E^{(n,m_n)}$ and let $A_0^{(n)}$ be the sum of their infectious periods, and write $\tilde{Z}_0^{(n)} = Z_0^{(n)}/n$, $Z_0^{(n)} = Z_0^{(n)}/n$, $\tilde{T}_0^{(n)} = T_0^{(n)}/n$, $\tilde{A}_0^{(n)} = A_0^{(n)}/n$ and $\tilde{A}_0^{(n)} = A_0^{(n)}/(nm_n)$. As we are concerned with only the final outcome of the epidemic, we can assume that the within-community 0 epidemic takes place first and that community 0 is exposed to external infection later.

**Lemma 4.1.** Suppose that $R_0 = \lambda_W \mu_I > 1$. Then, as $n \to \infty$,

$$\tilde{A}_0^{(n)} - \tilde{T}_0^{(n)} \mid Z_0^{(n)} \geq \log n \overset{p}{\to} 0$$

and

$$\sqrt{n}(\tilde{Z}_0^{(n)} - \tilde{Z}_0^{(n)}) \mid Z_0^{(n)} \geq \log n \overset{p}{\to} 0 \quad \text{and} \quad \sqrt{n}(\tilde{A}_0^{(n)} - \tilde{T}_0^{(n)}) \mid Z_0^{(n)} \geq \log n \overset{p}{\to} 0.$$

**Proof.** Throughout the proof we assume implicitly that $Z_0^{(n)} \geq \log n$ occurs and suppress the explicit conditioning on that event. Thus, by Theorem 2.1(b)(ii), $Z_0^{(n)} = \frac{1}{n} Z_0^{(n)} \overset{p}{\to} z_\infty$ as $n \to \infty$. Let $N_C^{(n)}$ be the total number of contacts made by infectives in communities 1, 2, $\cdots$, $m_n$ to individuals in community 0 during the course of $E^{(n,m_n)}$. Then $N_C^{(n)}$ is bounded above by the number of such contacts if every member of communities 1, 2, $\cdots$, $m_n$ is infected, so $E[N_C^{(n)}] \leq m_n n^2 \beta_G(n) \mu_I$. Then, given $Z_0^{(n)}$, the process of infectives in the within-community epidemic initiated by any of the above $N_C^{(n)}$ contacts is bounded above by the branching process $B\left(n \beta_W(n) (1 - \tilde{Z}_0^{(n)}) I\right)$.

Now, recalling from Section 2.2 that $(1 - z_\infty)R_0 < 1$, fix the constant $\theta \in ((1 - z_\infty)R_0, 1)$. If $n \beta_W(n) (1 - \tilde{Z}_0^{(n)}) \mu_I \leq \theta$ then, given $Z_0^{(n)}$, the mean total progeny including the ancestor of $B\left(n \beta_W(n) (1 - \tilde{Z}_0^{(n)}) I\right)$ is bounded above by $(1 - \theta)^{-1}$. Let $Z_C^{(n)}$ and $A_C^{(n)}$ denote respectively
the total number of infectives and severity of the epidemics in community 0 triggered by the
$N_{C0}^{(n)}$ outside contacts. Note that $Z_{C0}^{(n)} = Z_{0,+}^{(n)} - Z_0^{(n)}$ and $A_{C0}^{(n)} = A_0^{(n)} - T_0^{(n)}$. Fix $\epsilon > 0$. Then,

$$
(4.5)
$$

$$
P\left(n^{-1/2}Z_{C0}^{(n)} > \epsilon \right) = P\left(n^{-1/2}Z_{C0}^{(n)} > \epsilon \mid n\beta_W^{(n)}(1 - \bar{Z}_0^{(n)})\mu_I > \theta \right) P\left(n\beta_W^{(n)}(1 - \bar{Z}_0^{(n)})\mu_I > \theta \right) + P\left(n^{-1/2}Z_{C0}^{(n)} > \epsilon \mid n\beta_W^{(n)}(1 - \bar{Z}_0^{(n)})\mu_I \leq \theta \right) P\left(n\beta_W^{(n)}(1 - \bar{Z}_0^{(n)})\mu_I \leq \theta \right).
$$

Now, $\lim_{n \to \infty} P(n\beta_W^{(n)}(1 - \bar{Z}_0^{(n)})\mu_I > \theta) = 0$, by Theorem 2.1(b)(i), so the first term on the
right-hand side of (4.5) tends to 0 as $n \to \infty$. Further,

$$
E\left[n^{-1/2}Z_{C0}^{(n)} \mid n\beta_W^{(n)}(1 - \bar{Z}_0^{(n)})\mu_I \leq \theta \right] \leq n^{-1/2}m_n n^2 \beta_G^{(n)} \mu_I (1 - \theta)^{-1} \to 0 \quad \text{as } n \to \infty,
$$

since $m_n n^2 \beta_G^{(n)} \to \lambda_G$ as $n \to \infty$. Application of Markov’s inequality then shows that the
second term on the right-hand side of (4.5) tends to 0 as $n \to \infty$, and the first result in (4.4)
follows as $\epsilon > 0$ is arbitrary. The second result in (4.4) follows by a similar argument, since
by Wald’s identity for epidemics (Ball, 1986, Corollary 2.2),

$$
E[A_{C0}^{(n)} \mid n\beta_W^{(n)}(1 - \bar{Z}_0^{(n)})\mu_I \leq \theta] = \mu_I E[Z_{C0}^{(n)} \mid n\beta_W^{(n)}(1 - \bar{Z}_0^{(n)})\mu_I \leq \theta].
$$

Finally, (4.3) follows from the second result in (4.4), as $0 \leq \tilde{A}_0^{(n)} - \bar{T}_0^{(n)} \leq \bar{A}_0^{(n)} - \bar{T}_0^{(n)}$. \hfill \Box

Lemma 4.1 justifies our approach in proving Theorem 2.2 of studying the final outcome
of the model $E^{(n,m_n)}$ in the event of a large outbreak in community 0 through the modified
model with $\bar{T}_0^{(n)}$ units of initial external infectious pressure. Effectively we initially expose
communities 1, 2, \cdots, $m_n$ to $\bar{T}_0^{(n)}$ units of external infectious pressure as a convenient ‘substitute’
for conditioning on a large outbreak in community 0. Note that the modified epidemic
$E_{\text{mod}}^{(n,m_n)}$ is a lower bound for the ‘true’ model $E^{(n,m_n)}$, and a branching process which
provides an upper bound for $E^{(n,m_n)}$ is given in the first paragraph of the proof of Lemma 4.1.

The following lemma is required in the sequel. Let $Z^{(n)}(\cdot) = \{Z^{(n)}(t) : t \geq 0\}$ and $A^{(n)}(\cdot) = \{A^{(n)}(t) : t \geq 0\}$, where $Z^{(n)}(t) = \frac{1}{m_n}Z^{(n)}(t)$ and $A^{(n)}(t) = \frac{1}{m_n}A^{(n)}(t)$. Also, for any $k \in \mathbb{N}$, let $\Rightarrow$ denote weak convergence in the space $D_{\mathbb{R}^+}[0, \infty)$ of right-continuous functions
$f : [0, \infty) \to \mathbb{R}^k$ having limits from the left (i.e. càdlàg functions), endowed with the
Skorohod metric (e.g. (Ethier and Kurtz, 1986, Chapter 3)).

LEMMA 4.2. As $n \to \infty$,

$$
\left(Z^{(n)}(\cdot), A^{(n)}(\cdot) \right) \Rightarrow \Psi(\cdot)(1, \mu_I) z_{\infty},
$$

where $\Psi(\cdot) = \{\Psi(t) : t \geq 0\}$, with $\Psi(t) = 1_{\{L \leq t\}}$ and $L \sim \text{Exp}(\lambda_G(1 - \pi_W))$.

PROOF. Let $(\Omega, \mathcal{F}, P)$ be a probability space on which is defined a homogeneous Poisson
process $\eta$ on $[0, \infty)$ having rate $\lambda_G$ and let $0 < r_1 < r_2 < \cdots$ denote the times of the points
in $\eta$. For $n = 1, 2, \cdots$, let $\eta^{(n)}$ denote the point process with points at $0 < r_1^{(n)} < r_2^{(n)} < \cdots$,\n
$$
\eta_k^{(n)} = \frac{\lambda_G}{\beta_G^{(n)} n m_n} r_k \quad (k = 1, 2, \cdots),
$$

so $\lim_{n \to \infty} \eta_k^{(n)} = r_k \quad (k = 1, 2, \cdots)$. (See the second paragraph of Section 4.1 for an interpretation of $\eta^{(n)}$; unadorned $\eta$ is the corresponding limiting process.)
For $n, k = 1, 2, \cdots$, let $Z_k^{(n)}$ be the size of the epidemic initiated by the $k$-th point in $\eta^{(n)}$. For $n = 1, 2, \cdots$, let $K^{(n)} = \min\{k : Z_k^{(n)} \geq \log n\}$. Then Theorem 2.1(b)(i) implies that

$$
\lim_{n \to \infty} P\left(K^{(n)} = k\right) = \pi_W^{k-1}(1 - \pi_W) \quad (k = 1, 2, \cdots),
$$

and Theorem 2.1(b)(ii) implies that

$$
\bar{Z}^{(n)}(r_k^{(n)}) \xrightarrow{P} z_\infty \quad \text{as } n \to \infty.
$$

Clearly, $\bar{Z}^{(n)}(r_k^{(n)}) \xrightarrow{P} 0$ for $k = 1, 2, \cdots, K^{(n)} - 1$.

Let $\theta \in ((1 - z_\infty)R_0, 1)$. Then arguing as in the proof of Lemma 4.1, for any $k > K^{(n)}$, the epidemic initiated by the $k$-th point in $\eta^{(n)}$ is bounded above by the (subcritical) branching process $B(\theta \mu I^1)$ with probability tending to one as $n \to \infty$. Thus, for any $k > K^{(n)}$, by Markov’s inequality,

$$
\lim_{n \to \infty} P\left(\bar{Z}_k^{(n)} \geq \log n\right) \leq \lim_{n \to \infty} \frac{1}{(1 - \theta) \log n} = 0.
$$

Hence, as $n \to \infty$,

$$
\bar{A}^{(n)}(r_k^{(n)}) - \mu I z_\infty 1_{\{K^{(n)} \leq k\}} \xrightarrow{P} 0.
$$

A similar argument shows that, as $n \to \infty$,

$$
\bar{A}^{(n)}(r_k^{(n)}) - \mu_1 z_\infty 1_{\{K^{(n)} \leq k\}} \xrightarrow{P} 0.
$$

Further, (4.7) implies that

$$
K^{(n)} \xrightarrow{D} K \quad \text{as } n \to \infty,
$$

where $P(K = k) = \pi_W^{k-1}(1 - \pi_W) \ (k = 1, 2, \cdots)$.

The Skorohod representation theorem implies that there exists a probability space $(\Omega, \mathcal{F}, P)$, on which is defined the Poisson process $\eta$ (and hence also the Poisson processes $\eta^{(n)}, n = 1, 2, \cdots$) and random variables $K, K^{(n)}, \bar{Z}^{(n)}(r_k^{(n)})$ and $\bar{A}^{(n)}(r_k^{(n)}) \ (n, k = 1, 2, \cdots)$, so that the convergence in (4.8), (4.9) and (4.10) holds almost surely. Thus, there exists $F \in \mathcal{F}$, with $P(F) = 1$, such that for all $\omega \in F$, $\lim_{k \to \infty} r_k(\omega) = \infty$, $\lim_{n \to \infty} K^{(n)}(\omega) = K(\omega)$,

$$
\lim_{n \to \infty} \bar{Z}^{(n)}(r_k^{(n)})(\omega) = z_\infty 1_{\{K^{(n)}(\omega) \geq k\}} \quad \text{and} \quad \lim_{n \to \infty} \bar{A}^{(n)}(r_k^{(n)})(\omega) = z_\infty \mu I 1_{\{K^{(n)}(\omega) \geq k\}}.
$$

It follows that for all $\omega \in F$,

$$
\lim_{n \to \infty} \sup_{0 \leq t < r_{K^{(n)}(\omega)}(\omega)} \max \left\{ \left| \bar{Z}^{(n)}(t, \omega) \right|, \left| \bar{A}^{(n)}(t, \omega) \right| \right\} = 0
$$

and, for any $T > 0$,

$$
\lim_{n \to \infty} \sup_{r_{K^{(n)}(\omega)}(\omega) \leq t \leq T} \max \left\{ \left| \bar{Z}^{(n)}(t, \omega) - z_\infty \right|, \left| \bar{A}^{(n)}(t, \omega) - z_\infty \mu I \right| \right\} = 0.
$$

Fix $\omega \in F$ and define the function $\Psi(\cdot, \omega) : [0, \infty) \to \mathbb{R}$ by $\Psi(t, \omega) = 1_{\{t \geq r_K(\omega)\}}$. Observe that $\Psi(\cdot)$ has the same distribution as in the statement of the lemma, as (4.10) implies that $r_K \sim \text{Exp}(\lambda_2(1 - \pi_W))$. For $g, h \in D_{\mathbb{R}^2}[0, \infty)$, let $d(g, h)$ denote the distance between $g$ and $h$ in the Skorohod metric (see Ethier and Kurtz, 1986, Chapter 3.5). By Proposition 5.3 on page 119 of Ethier and Kurtz (1986),

$$
d\left(\left(\bar{Z}^{(n)}(\cdot, \omega), \bar{A}^{(n)}(\cdot, \omega)\right), \Psi(\cdot, \omega)(1, \mu I)z_\infty\right) \to 0 \quad \text{as } n \to \infty
$$
if, for each $T > 0$, there exists a sequence $(\lambda_n)$ of strictly increasing functions mapping $[0, \infty)$ onto $[0, \infty)$ such that

\[
(4.13) \quad \lim_{n \to \infty} \sup_{0 \leq t \leq T} |\lambda_n(t) - t| = 0
\]

and

\[
(4.14) \quad \lim_{n \to \infty} \sup_{0 \leq t \leq T} \left| \Psi(\lambda_n(t), \omega)(1, \mu_I)z_{\infty} - \left( Z^{(n)}(t, \omega), \bar{A}^{(n)}(t, \omega) \right) \right| = 0,
\]

where, for $x, y \in \mathbb{R}^2$, $|x - y|$ denotes Euclidean distance.

If $T < r_{K(\omega)}$ then (4.13) and (4.14) are satisfied when $\lambda_n$ is the identity map for each $n$, since $r_{K^{(n)}(\omega)}(\omega) \to r_{K(\omega)}(\omega)$, so (4.11) implies that (4.14) holds. If $T \geq r_{K(\omega)}$, choose $\delta \geq 0$ so that $T + \delta > r_{K(\omega)}(\omega)$ and let $\lambda_n$ be the piecewise-linear function joining $(0, 0), (r_{K^{(n)}(\omega)}(\omega), r_{K(\omega)}(\omega))$ and $(T + \delta, T + \delta)$, with $\lambda_n(t) = t$ for $t > T + \delta$. Then (4.13) holds as $r_{K^{(n)}(\omega)}(\omega) \to r_{K(\omega)}(\omega)$ as $n \to \infty$, and (4.11) and (4.12) imply that (4.14) holds, since $t \in (0, r_{K^{(n)}(\omega)}(\omega))$ if and only if $\lambda_n(t) \in [0, r_{K(\omega)}(\omega)]$.

Now $P(F) = 1$, so $(Z^{(n)}(\cdot), \bar{A}^{(n)}(\cdot))$ converges almost surely (and hence weakly) to $\Psi(\cdot)(1, \mu_I)z_{\infty}$ as $n \to \infty$, which completes the proof. \hfill \Box

4.2. Fixed number of communities; proof of Theorem 2.2. Suppose that $m_n = m$ for all $n = 1, 2, \ldots$. Recall that $\mathcal{E}^{(n,m_n)}$ denotes the multi-community epidemic defined in Section 2. Further, for $n = 1, 2, \ldots$, $Z^{(n)}_T$ and $A^{(n)}_T$ are the total number of individuals infected in and severity of $\mathcal{E}^{(n,m_n)}$, respectively, and $Z^{(n)}_C$ is the number of communities that experience epidemics of size at least $\log n$; each over all $m + 1$ communities. We consider the case that the epidemic in community 0 infects at least $\log n$ individuals. We prove that in that case $Z^{(n)}_C$ converges in distribution to the final size of a Reed-Frost epidemic (as defined in Section 2.3), and derive an associated conditional law of large numbers and central limit theorem for $(\bar{Z}^{(n)}_T, \bar{A}^{(n)}_T) = n^{-1}(Z^{(n)}_T, A^{(n)}_T)$.

We first give a Sellke (1983) construction of the final size of the above-mentioned Reed-Frost epidemic. Consider a single population epidemic, with initially one infective, labelled 0, and $m$ susceptibles, labelled 1, 2, \ldots, $m$. Infectives have constant infectious periods of length $z_{\infty}\mu_I/m$, during which they contact any given susceptible at the points of a Poisson process having rate $\lambda_G(1 - \pi_W)$. The final size of this epidemic has the same distribution as that of the Reed-Frost epidemic with initially one infective and $m$ susceptibles, having pairwise-infection probability $p_{RF}$ given by (2.10). Recall that $Z^{(m)}_{RF}$ denotes the final size of this epidemic, including the initial infective. A realisation of $Z^{(m)}_{RF}$ can be constructed by letting $L'_1, L'_2, \ldots, L'_m$ be i.i.d. Exp($\lambda_G(1 - \pi_W)$) random variables and setting

\[
Z^{(m)}_{RF} = \min\{k : kz_{\infty}\mu_I/m < L'_k\},
\]

where $L'_1, L'_2, \ldots, L'_m$ are the order statistics of $L'_1, L'_2, \ldots, L'_m$ and $L'_{m+1} = \infty$ (cf. Ball (1986, Equation (2.1))). Note that, for $k = 1, 2, \ldots, m$,

\[
kz_{\infty}\mu_I/m < L'_k \iff \sum_{i=1}^m 1\{L'_i \leq kz_{\infty}\mu_I/m\} \leq k - 1,
\]

so $Z^{(m)}_{RF}$ admits the representation

\[
(4.15) \quad Z^{(m)}_{RF} = \min\left\{t \geq 1 : t = 1 + \sum_{i=1}^m 1\{L'_i \leq (z_{\infty}\mu_I/m)t\} \right\}.
\]
PROOF OF THEOREM 2.2. In the epidemic process \( \{ (Z(n)(t), A(n)(t)) : t \geq 0 \} \) defined at the start of Section 4.1, for \( t \geq 0 \), let
\[
X^{(n)}(t) = 1_{\{Z^{(n)}(t) \geq \log n\}} \quad \text{and} \quad Y^{(n)}(t) = \sqrt{n} \left( \frac{Z^{(n)}_T - z_\infty X^{(n)}(t)}{A^{(n)}_T - z_\infty \mu X^{(n)}(t)} \right).
\]
Then arguing as in the proof of Lemma 4.2 and also using Theorem 2.1(b)(iii) shows that
\[
(4.16) \quad \left( \bar{Z}^{(n)}(\cdot), \bar{A}^{(n)}(\cdot), X^{(n)}(\cdot), Y^{(n)}(\cdot) \right) \Rightarrow \Psi(\cdot) (z_\infty, \mu \bar{z}_\infty, 1, Y)
\]
as \( n \to \infty \), where \( Y \sim N(0, \Sigma_Y) \) and is independent of the random variable \( L \) used to define \( \Psi(\cdot) \). Let
\[
\left( \bar{Z}_i^{(n)}(\cdot), \bar{A}_i^{(n)}(\cdot), X_i^{(n)}(\cdot), Y_i^{(n)}(\cdot) \right) \quad (i = 1, 2, \ldots, m)
\]
be i.i.d. copies of \( \left( \bar{Z}^{(n)}(\cdot), \bar{A}^{(n)}(\cdot), X^{(n)}(\cdot), Y^{(n)}(\cdot) \right) \). Then, as \( n \to \infty \), it follows immediately from (4.16) that for every \( i = 1, 2, \ldots, m \),
\[
(4.17) \quad \left( \bar{Z}_i^{(n)}(\cdot), \bar{A}_i^{(n)}(\cdot), X_i^{(n)}(\cdot), Y_i^{(n)}(\cdot) \right) \Rightarrow \Psi_i(\cdot) (z_\infty, \mu \bar{z}_\infty, 1, Y_i),
\]
where \( Y_i \sim N(0, \Sigma_{Y_i}) \) and \( \Psi_i(t) = 1_{\{L_i \leq L\}} \) with \( L_i \sim \text{Exp}(\lambda_G(1 - \pi_I)) \). Furthermore, \( L_1, L_2, \ldots, L_m \) and \( Y_1, Y_2, \ldots, Y_m \) are all mutually independent. Let \( Z_0^{(n)} \) and \( T_0^{(n)} \) denote respectively the size and severity of the initial within-community epidemic in community 0 in \( \mathcal{E}^{(n,m_n)} \), and let
\[
\bar{Z}_0^{(n)} = n^{-1} Z_0^{(n)}, \quad \bar{T}_0^{(n)} = n^{-1} T_0^{(n)} \quad \text{and} \quad \bar{Y}_0^{(n)} = \sqrt{n} \left( \frac{\bar{Z}_0^{(n)} - z_\infty}{\bar{T}_0^{(n)} - z_\infty \mu} \right).
\]
Then, since that epidemic infects at least \( \log n \) individuals, Theorem 2.1 and Lemma 4.1 imply that \( \bar{T}_0^{(n)} \to \frac{1}{m} T_0^{(n)} \) \( \Rightarrow \) \( z_\infty \mu \), \( \bar{Z}_0^{(n)} \to z_\infty \) and \( Y_0^{(n)} \to N(0, \Sigma_Y) \) as \( n \to \infty \). Furthermore, \( \left( Z_0^{(n)}, T_0^{(n)} \right) \) is independent of \( \left( \bar{Z}_i^{(n)}(\cdot), \bar{A}_i^{(n)}(\cdot), X_i^{(n)}(\cdot), Y_i^{(n)}(\cdot) \right) \) \( i = 1, 2, \ldots, m \). Now let
\[
X_\bullet^{(n)}(t) = \sum_{i=1}^m X_i^{(n)}(t), \quad Y_\bullet^{(n)} = \sum_{i=1}^m Y_i^{(n)}(t),
\]
\[
\bar{Z}_\bullet^{(n)}(t) = n^{-1} \sum_{i=1}^m Z_i^{(n)}(t) \quad \text{and} \quad \bar{A}_\bullet^{(n)}(t) = n^{-1} \sum_{i=1}^m A_i^{(n)}(t).
\]
Then using (Billingsley, 1968, Theorem 3.2) and the continuous mapping theorem (e.g. Billingsley, 1968, Theorem 5.1),
\[
\left( Z_0^{(n)}, \bar{Z}_0^{(n)}, Y_0^{(n)}, \bar{Z}_\bullet^{(n)}, \bar{A}_\bullet^{(n)}, X_\bullet^{(n)}, Y_\bullet^{(n)} \right)
\]
\[
(4.18) \quad \Rightarrow \left( z_\infty, m^{-1} z_\infty \mu, Y_0, z_\infty Y_\bullet(\cdot), \mu \bar{z}_\infty \Psi_\bullet(\cdot), \Psi_\bullet(\cdot), \Psi_Y(\cdot) \right)
\]
as \( n \to \infty \), where \( \Psi_\bullet(t) = \sum_{i=1}^m \Psi_i(t) \) and \( \Psi_Y(t) = \sum_{i=1}^m Y_i \Psi_i(t) \).

The probability that the Poisson process \( \eta \) has a point at any integer multiple of \( z_\infty \mu \) is zero, so by the continuous mapping theorem it follows from (4.2) and (4.18) that \( \bar{T}_\infty \Rightarrow \bar{T} \) as \( n \to \infty \), where
\[
(4.19) \quad \bar{T} = \min\{ t \geq 0 : t = m^{-1} z_\infty \mu (1 + \Psi_\bullet(t)) \}.
\]
A further application of the continuous mapping theorem yields that
\[
Z_C^{(n)} = 1 + X^{(n)}(\bar{T}^{(n)}) \xrightarrow{D} Z_C = 1 + \Psi_\bullet(\bar{T}) \quad \text{as } n \to \infty.
\]
Equations (4.19) and (4.20) imply that \(\bar{T} = m^{-1}z_{\infty} \mu I Z_C\), so
\[
Z_C = \min\{t \geq 0 : t = 1 + \Psi_\bullet(m^{-1}z_{\infty} \mu I)\},
\]
which on comparison with (4.15) and noting that \(\Psi\) and (2.13) follows.

A further application of the continuous mapping theorem yields that \(\tilde{\gamma}\) can be used to construct a realisation of the branching process \(\bar{M}_{\lambda}^{(n)}\), hence proving part (a) of the theorem.

A similar argument shows that
\[
\begin{pmatrix}
\tilde{Z}_T^{(n)} \\
\tilde{A}_T^{(n)}
\end{pmatrix} = \begin{pmatrix}
\tilde{Z}_0^{(n)} \\
\tilde{A}_0^{(n)}
\end{pmatrix} + \begin{pmatrix}
\tilde{Z}_\bullet^{(n)}(\bar{T}_\infty^{(n)}) \\
\tilde{A}_\bullet^{(n)}(\bar{T}_\infty^{(n)})
\end{pmatrix} \xrightarrow{D} z_{\infty}(1 + \Psi_\bullet(\bar{T})) \left( \begin{array}{c} 1 \\ \mu I \end{array} \right) \quad \text{as } n \to \infty,
\]
and (2.12) follows, since \(1 + \Psi_\bullet(\bar{T}) = Z_C\) from (4.20).

Finally,
\[
\sqrt{n} \begin{pmatrix}
\tilde{Z}_T^{(n)} - Z_C^{(n)} z_{\infty} \\
\tilde{A}_T^{(n)} - Z_C^{(n)} z_{\infty} \mu I
\end{pmatrix} \xrightarrow{D} Y_0^{(n)} + Y_\bullet^{(n)}(\bar{T}_\infty^{(n)}) = Y_0 + \Psi_Y(\bar{T}) \quad \text{as } n \to \infty
\]
\[
\xrightarrow{D} \sum_{i=0}^{Z_C-1} Y_i
\]
and (2.13) follows. \(\square\)

4.3. Many communities. We now consider the case when the number of communities \(m_n\) diverges as \(n \to \infty\).

4.3.1. Early stages of the epidemic; proof of Theorem 2.3. Recall the branching process \(\bar{B} \sim \bar{B}(\lambda_C, \bar{A})\), defined in Section 2.5, which approximates the process of infected communities in the early stages of the epidemic \(\bar{E}^{(n,m_n)}\). Let \((Z_{n1}, A_{n1}), (Z_{n2}, A_{n2}), \cdots\) be i.i.d. copies of the bivariate random variable \((Z_n, A_n)\) defined in Section 2.2. Then \(A_{n1}, A_{n2}, \cdots\) can be used to construct a realisation of the branching process \(\bar{B}^{(n)} = \bar{B}(m_n, \beta_G^{(n)}, A_n)\) in the obvious fashion. Note that, as \(n \to \infty\), \(\bar{B}^{(n)}\) converges in distribution to \(\bar{B}\), since \(m_n2\beta_G^{(n)} \to \lambda_C\). Let \(\bar{Z}_C^{(n)}\) denote the total size (i.e. total progeny including the ancestor) of \(\bar{B}^{(n)}\). Recall also from Section 2.5 the notation associated with \(\bar{B}\) and Theorem 2.3.

PROOF OF THEOREM 2.3. To prove the theorem, we generalise the method of Ball and Donnelly (1995) to couple the epidemic \(\bar{E}^{(n,m_n)}\) and the branching process \(\bar{B}^{(n)}\). Let \(\chi_0^{(n)} = 0\) and \(\chi_1^{(n)}, \chi_2^{(n)}, \cdots\) be i.i.d. random variables that are uniformly distributed on the integers \(0, 1, \cdots, m_n\). Then, for \(k = 1, 2, \cdots\), the individual contacted by the global contact corresponding to the the \(k\)-th birth in the branching process \(\bar{B}^{(n)}\) resides in community \(\chi_k^{(n)}\). Let \(M^{(n)} = \min\{k \geq 1 : \chi_k^{(n)} \in \{\chi_0^{(n)}, \chi_1^{(n)}, \cdots, \chi_{k-1}^{(n)}\}\}\). Then the epidemic \(\bar{E}^{(n,m_n)}\) and the branching process \(\bar{B}^{(n)}\) coincide up until the time of the \(M^{(n)}\)-th birth in the branching process, at which point they diverge if the individual contacted in community \(\chi_k^{(n)}\) is not susceptible. For \(k = 1, 2, \cdots\),
\[
P\left(M^{(n)} \leq k\right) = 1 - \prod_{i=1}^{k-1} \left(1 - \frac{i}{m_n + 1}\right) \leq \sum_{i=1}^{k-1} \frac{i}{m_n + 1} = \frac{k(k-1)}{2(m_n + 1)}.
\]
so \( P(\mathcal{M} \leq k) \to 0 \) as \( n \to \infty \). Also, Theorem 2.1(b) implies that \( \bar{A}_n \overset{D}{\to} \bar{A} \) as \( n \to \infty \), so, recalling that \( m_n \beta_{G}^2(n) \to \lambda_G \) as \( n \to \infty \), it follows that \( m_n \beta_{G}^2(n) A_n \overset{D}{\to} \lambda_G \bar{A} \), so the offspring distribution of \( \bar{B}^{(n)} \) converges to that of \( \bar{B} \) as \( n \to \infty \).

Let \( \bar{\pi}_n \) denote the extinction probability of \( \bar{B}^{(n)} \). Then, using Britton, Janson and Martin-Löf (2007, Lemma 4.1), \( \bar{\pi}_n \to \bar{\pi}_G \) as \( n \to \infty \). Note that (4.21) implies that \( P(\mathcal{M} \leq \log m_n) \to 0 \) as \( n \to \infty \). Thus

\[
\lim \sup_{n \to \infty} P \left( \hat{Z}^{(n)}_C < \log m_n \right) = \lim \sup_{n \to \infty} P \left( \hat{Z}^{(n)}_C < \log m_n \right) \\
\leq \lim \sup_{n \to \infty} P \left( \hat{Z}^{(n)}_C < \infty \right) = \bar{\pi}_G
\]

and, for \( k = 1, 2, \cdots \),

\[
\lim \inf_{n \to \infty} P \left( \hat{Z}^{(n)}_C < \log m_n \right) = \lim \inf_{n \to \infty} P \left( \hat{Z}^{(n)}_C < \log m_n \right) \\
\geq \lim \inf_{n \to \infty} P \left( \hat{Z}^{(n)}_C \leq k \right) = P \left( \hat{Z}_C \leq k \right).
\]

Thus \( \lim \inf_{n \to \infty} P \left( \hat{Z}^{(n)}_C < \log m_n \right) \geq \bar{\pi}_G \), since \( \lim_{k \to \infty} P \left( \hat{Z}_C \leq k \right) = \bar{\pi}_G \), whence, using (4.22), \( \lim_{n \to \infty} P \left( \hat{Z}^{(n)}_C < \log m_n \right) = \bar{\pi}_G \), and part (a) follows.

Turning to part (b), for any \( k \in \mathbb{N} \),

\[
\lim_{n \to \infty} P \left( \hat{Z}^{(n)}_C \leq k, \hat{Z}^{(n)}_C < \log m_n \right) = \lim_{n \to \infty} P \left( \hat{Z}^{(n)}_C \leq k \right) = \lim_{n \to \infty} P \left( \hat{Z}^{(n)}_C \leq k \right) = P \left( \hat{Z}_C \leq k \right)
\]

where the second equality uses \( \lim_{n \to \infty} P \left( \mathcal{M} \leq k \right) = 0 \) and the third equality follows as the offspring distribution of \( \bar{B}^{(n)} \) converges to that of \( \bar{B} \). The first limit in (2.16) now follows immediately, using part (a). The second limit is proved similarly on noting that, using Theorem 2.1(b), \( m_n \beta_{G}^2(n) A_n 1_{\{Z_n \geq \log n\}} \overset{D}{\to} \lambda_G \mu_I z_\infty V \) as \( n \to \infty \), where \( P(V = 0) = \pi_W = 1 - P(V = 1) \). Part (c) of the theorem is also proved similarly, since Theorem 2.1(b) implies that, as \( n \to \infty \),

\[
\left( \bar{Z}_{ni}, \bar{\bar{A}}_{ni}, \sqrt{n} \left( \frac{\bar{Z}_{ni} - z_\infty}{\bar{\bar{A}}_{ni} - z_\infty \mu_I} \right) \right) \overset{D}{\to} (z_\infty, z_\infty \mu_I, Y_i) \quad (i = 1, 2, \cdots),
\]

where \( (V_1, Y_1), (V_2, Y_2), \cdots \) are independent copies of \( (V, Y) \), with \( V \) and \( Y \) being independent, \( V \) being distributed as above and \( Y \sim N(0, \Sigma_Y) \).

In the next two subsections, we derive a law of large numbers and a central limit theorem for the final outcome of a global epidemic. In Section 4.3.2, we prove these results for the modified model \( \mathcal{E}^{(n,m_n)}_{mod} \) defined in Section 4.1 and then, in Section 4.3.3, we show that corresponding results for the epidemic \( \mathcal{E}^{(n,m_n)} \) follow.
4.3.2. Final outcome of modified epidemic. We return to the embedding construction, given in Section 4.1, for the final outcome of a multi-community epidemic. However, the amount of infection $T_0^{(n)}$ to which the population is initially exposed need not be the severity of the within-community epidemic in community 0. Indeed, in Section 4.3.3, $T_0^{(n)}$ is the severity of the within-community epidemics in the first $\log m_n$ communities infected by a global epidemic. Recall that $\left(\left(Z_i^{(n)}(\cdot), A_i^{(n)}(\cdot)\right), i = 1, 2, \cdots, m_n\right)$ are i.i.d. copies of $(Z(\cdot), A(\cdot)).$

For $t \geq 0$, let

$$X_i^{(n)}(t) = \frac{1}{m_n} \sum_{i=1}^{m_n} X_i^{(n)}(t) = \frac{1}{m_n} \sum_{i=1}^{m_n} 1\{Z_i^{(n)}(t) \geq \log n\},$$

$$Z_i^{(n)}(t) = \frac{1}{nm_n} \sum_{i=1}^{m_n} Z_i^{(n)}(t) = \frac{1}{m_n} \sum_{i=1}^{m_n} Z_i^{(n)}(t),$$

$$\bar{A}_i^{(n)}(t) = \frac{1}{nm_n} \sum_{i=1}^{m_n} \bar{A}_i^{(n)}(t) = \frac{1}{m_n} \sum_{i=1}^{m_n} \bar{A}_i^{(n)}(t),$$

and note that the functions defined at (2.21) can be written as $x^{(n)}(t) = E\left[X^{(n)}(t)\right]$, $z^{(n)}(t) = E\left[Z^{(n)}(t)\right]$ and $a^{(n)}(t) = E\left[\bar{A}^{(n)}(t)\right]$. Recall the definitions of $x(\cdot), z(\cdot)$ and $a(\cdot)$ in (2.19).

**Lemma 4.3.** (a) For all $t \in [0, \infty)$, $x^{(n)}(t) \to x(t)$, $z^{(n)}(t) \to z(t)$ and $a^{(n)}(t) \to a(t)$ as $n \to \infty$.

(b) For all $t_0 \in (0, \infty)$,

$$\sup_{0 \leq t < t_0} \left| \bar{X}_i^{(n)}(t) - x(t) \right| \overset{p}{\longrightarrow} 0,$$

$$\sup_{0 \leq t < t_0} \left| \bar{Z}_i^{(n)}(t) - z(t) \right| \overset{p}{\longrightarrow} 0$$

and

$$\sup_{0 \leq t < t_0} \left| \bar{A}_i^{(n)}(t) - a(t) \right| \overset{p}{\longrightarrow} 0$$

as $n \to \infty$.

**Proof.** We prove $a^{(n)}(t) \to a(t)$ and (4.26); the assertions relating to $x(\cdot)$ and $z(\cdot)$ are proved similarly. Fix $t \in [0, \infty)$ and note that $\bar{A}^{(n)}(t)$ is bounded above by $\bar{A}^{(n)}(\infty) = n^{-1} \sum_{j=1}^{n} I_j$, so

$$\text{Var}\left(\bar{A}^{(n)}(t)\right) \leq E\left[\bar{A}^{(n)}(t)^2\right] \leq n^{-2} E\left[\left(\sum_{j=1}^{n} I_j\right)^2\right] = \mu_I^2 + n^{-1} \sigma_I^2.$$

Hence

$$\text{Var}\left(\bar{A}_i^{(n)}(t)\right) \leq m_n^{-1} (\mu_I^2 + n^{-1} \sigma_I^2) \to 0$$

as $n \to \infty$, so $\bar{A}_i^{(n)}(t) - a^{(n)}(t) \overset{p}{\longrightarrow} 0$ as $n \to \infty$ by the weak law of large numbers for triangular arrays (e.g. Durrett, 2010, Theorem 2.2.4). The probability that the Poisson process
\(\eta\) has a point at \(t\) is zero, so Lemma 4.2 and the continuous mapping theorem imply that \(\tilde{A}^{(n)}(t) \overset{D}{\longrightarrow} \mu_I z_\infty \Psi(t)\) as \(n \rightarrow \infty\). Further, \(n^{-1} \sum_{j=1}^{n} I_j\) has finite mean \(\mu_I\), so the dominated convergence theorem implies that \(a^{(n)}(t) \rightarrow a(t) = \mu_I z_\infty E[\Psi(t)]\) as \(n \rightarrow \infty\). Thus, for any \(t \geq 0\), \(\tilde{A}^{(n)}(t) \overset{P}{\longrightarrow} a(t)\) as \(n \rightarrow \infty\). Using a similar argument to the proof of Ball and Britton (2005, Lemma 1), (4.26) follows since \(a(t)\) and \(\tilde{A}^{(n)}(t)\) are both nondecreasing in \(t\); cf. the second Dini theorem (e.g. Pólya and Szegő, 1978, item 127 on pp. 81, 270), which states that if a sequence of monotone (continuous or discontinuous) functions converges pointwise on a closed interval to a continuous function then it converges uniformly.

Recall from Section 4.1 that the total size and severity of the modified epidemic \(E^{(n,m_n)}\) are given by \(Z^{(n)}(\tilde{T}^{(n)}_\infty)\) and \(A^{(n)}(\tilde{T}^{(n)}_\infty)\), respectively, where from (4.2), \(\tilde{T}^{(n)}_\infty\) is given by the smallest solution of \(t = \tilde{T}^{(n)}_0 + \tilde{A}^{(n)}(t)\). Suppose that \(\tilde{T}^{(n)}_0 \overset{P}{\rightarrow} 0\) as \(n \rightarrow \infty\). Then it follows using (4.26) that with high probability, i.e. with probability tending to 1 as \(n \rightarrow \infty\), \(\tilde{T}^{(n)}_\infty\) is close to a solution of \(a(t) = t\). Note that \(t = 0\) is a solution of \(a(t) = t\), the function \(a(t) = \mu_I z_\infty (1 - e^{-\lambda_0 (1-\pi_0)^t})\) is concave, \(\lim_{t \rightarrow \infty} a(t) = \mu_I z_\infty\) and \(a'(0) = R_s\). Thus, if \(R_s \leq 1\), then \(t = 0\) is the only solution of \(a(t) = t\) in \([0, \infty)\), and if \(R_s > 1\), then there is a unique solution, \(\tau\) say, in \((0, \infty)\). It is easily verified that \(a'(\tau) = 1\), so \((\tau, a(\tau))\) is a proper crossing point of the function \(a(t)\) and the straight line of gradient one through the origin.

For the remainder of this subsection, we assume that \(R_s > 1\). Then, cf. the proof of Corollary 4.4 below, it follows easily from (4.26) that

\[
\min \left(\tilde{T}^{(n)}_\infty, T^{(n)}_\infty - \tau\right) \overset{P}{\rightarrow} 0 \quad \text{as} \quad n \rightarrow \infty.
\]

Thus \(\tilde{T}^{(n)}_\infty\) is close to either 0 or \(\tau\) with high probability. In Section 4.3.3, we show for the epidemic \(E^{(n,m_n)}\) that with high probability close to 1, for large \(n\), if a global epidemic occurs then \(\tilde{T}^{(n)}_\infty\) is close to \(\tau\), otherwise \(\tilde{T}^{(n)}_\infty\) is close to 0. We wish to study the asymptotic distribution of the final outcome of a global epidemic, so for \(\epsilon \in (0, \tau)\), let \(\tilde{T}^{(n)}_{\infty, \epsilon}\) denote the smallest solution in \([\epsilon, \infty)\) of \(t = \tilde{T}^{(n)}_0 + \tilde{A}^{(n)}(t)\), if one exists, otherwise let \(\tilde{T}^{(n)}_{\infty, \epsilon} = \tilde{T}^{(n)}_\infty\).

**Corollary 4.4.** Suppose that \(R_s > 1\) and \(\tilde{T}^{(n)}_0 \overset{P}{\rightarrow} 0\) as \(n \rightarrow \infty\). Then, for any \(\epsilon \in (0, \tau)\), as \(n \rightarrow \infty\) we have

\[
\tilde{T}^{(n)}_{\infty, \epsilon} \overset{P}{\rightarrow} \tau, \quad \tilde{X}^{(n)}_{\infty, \epsilon} (\tilde{T}^{(n)}_{\infty, \epsilon}) \overset{P}{\rightarrow} x(\tau), \quad \tilde{Z}^{(n)}_{\infty, \epsilon} (\tilde{T}^{(n)}_{\infty, \epsilon}) \overset{P}{\rightarrow} z(\tau) \quad \text{and} \quad \tilde{A}^{(n)}_{\infty, \epsilon} (\tilde{T}^{(n)}_{\infty, \epsilon}) \overset{P}{\rightarrow} \tau.
\]

**Proof.** Letting \(n \rightarrow \infty\) in (4.2) and recalling that \(a'(\tau) < 1\), the first assertion of the corollary follows using (4.26). Thus, \(\tilde{A}^{(n)}_{\infty, \epsilon} (\tilde{T}^{(n)}_{\infty, \epsilon}) = \tilde{T}^{(n)}_{\infty, \epsilon} - \tilde{T}^{(n)}_0 \overset{P}{\rightarrow} \tau\) as \(n \rightarrow \infty\), proving the fourth assertion. The second and third assertions follow similarly, using the first assertion, equations (4.24) and (4.25), respectively, and the fact that the functions \(x(\cdot)\) and \(z(\cdot)\), respectively, are continuous.

We return now to the single-population epidemic process \(\{Z^{(n)}(t), A^{(n)}(t): t \geq 0\}\), defined in Section 4.1, and prove two lemmas related to it before continuing with our analysis of the multi-community model. Recall that \(z^{(n)}(t) = n^{-1} E[Z^{(n)}(t)]\), where \(Z^{(n)}(t)\) has the same distribution as the size of the single-population epidemic \(E^{(n)}(t)\) (see Definition 2.4) in which the initial number of susceptibles \(S_n\) follows the binomial distribution \(\text{Bin}(n, \pi_n(t))\) with \(\pi_n(t) = e^{-\beta_0 \epsilon n_m t}\). For \(k = 0, 1, \cdots, n\), let \(\mu_k^{(n)} = E[Z^{(n)}(t) | S_n = n - k]\) and note
that \( \mu_k^{(n)} \) is independent of \( t \). Taking expectation with respect to \( S_n \) yields

\[
(4.27) \quad z^{(n)}(t) = \frac{1}{n} \sum_{k=0}^{n} \binom{n}{k} \mu_k^{(n)} (1 - \pi_n(t))^k \pi_n(t)^{n-k}.
\]

Similar expressions exist for \( x^{(n)}(t) \) and \( a^{(n)}(t) \). Thus \( x^{(n)}(\cdot) \), \( z^{(n)}(\cdot) \) and \( a^{(n)}(\cdot) \) are differentiable. Further, using Wald’s identity for epidemics (Ball, 1986, Corollary 2.2), it follows immediately from the expressions for \( z^{(n)}(t) \) and \( a^{(n)}(t) \) that \( a^{(n)}(t) = \mu_I z^{(n)}(t) \) for any \( n = 1, 2, \ldots \) and any \( t \geq 0 \). Also, it follows from Ball, Mollison and Scalia-Tomba (1997, Equation (3.10)) that \( z^{(n)}(t) \) admits the representation

\[
(4.28) \quad z^{(n)}(t) = 1 - \sum_{i=1}^{n} \frac{(n-1)!}{(n-i)!} \phi_I(i \beta_W)^{n-i} \pi_n(t)^i \alpha_i^{(n)},
\]

where the \( \alpha_i^{(n)} \) are independent of \( \pi_n(t) \) and strictly positive; see the discussion following Ball, Mollison and Scalia-Tomba (1997, Equation (3.7)).

Recall that \( \tau = \sup \{ t \geq 0 : t = a(t) \} \) and \( \tau^{(n)} = \inf \{ t > 0 : t = a^{(n)}(t) \} \) (with \( \tau^{(n)} = 0 \) if that set is empty); see Section 2.5.

**Lemma 4.5.** We have \( \tau^{(n)} \to \tau \) as \( n \to \infty \).

**Proof.** We prove the lemma when \( R_s > 1 \), which is all that we require for the sequel; the proof when \( R_s \leq 1 \) is similar. By Lemma 4.3(a) we have \( \lim_{n \to \infty} a^{(n)}(t) = a(t) \) for all \( t \geq 0 \). Since \( \pi_n^{(n)}(t) < 0 \), it follows from (4.28) that the function \( a^{(n)}(\cdot) = \mu_I z^{(n)}(\cdot) \) is increasing for each \( n \), so by the second Dini theorem \( a^{(n)}(\cdot) \) converges uniformly to \( a(\cdot) \) on any finite interval as \( n \to \infty \). It follows that \( \tau^{(n)} \to \tau \) as \( n \to \infty \), since \( \tau \) is the unique solution in \((0, \infty)\) of \( a(t) = t \) and \( a'(\tau) < 1 \).

**Lemma 4.6.**

For all \( t_0 \in (0, \infty) \),

\[
(4.29) \quad \lim_{n \to \infty} \sup_{0 \leq t < t_0} \left| x^{(n)'}(t) - x'(t) \right| = 0
\]

and

\[
(4.30) \quad \lim_{n \to \infty} \sup_{0 \leq t < t_0} \left| z^{(n)'}(t) - z'(t) \right| = 0.
\]

**Proof.** We prove (4.30). The proof of (4.29) is similar and left to the reader. To prove (4.30), we show first that \( \lim_{n \to \infty} z^{(n)'}(t) = z'(t) \) for each fixed \( t \geq 0 \). We then show that \( z^{(n)'}(\cdot) \) is decreasing for each \( n \). The uniform convergence in (4.30) then follows by the second Dini theorem.

Differentiating (4.27) yields

\[
(4.31) \quad z^{(n)'}(t) = -\beta_G n^2 m_n \left[ z^{(n)}(t) - \frac{1}{n} \sum_{i=0}^{n-1} \binom{n-1}{i} \mu_{i+1}^{(n)} (1 - \pi_n(t))^i \pi_n(t)^{n-i} \right],
\]

since \( \pi_n'(t) = -\beta_G n m_n \pi_n(t) \).
Recalling that \( \pi_n(t) = e^{-\beta^{(n)}_{G} nm_n t} \) and \( \beta^{(n)}_{G} n^2 m_n \to \lambda_G \) as \( n \to \infty \),

\[
\lim_{n \to \infty} \left( \frac{n-1}{i} \right) (1 - \pi_n(t))^i \pi_n(t)^{n-1-i} = \frac{(\lambda_G t)^i e^{-\lambda_G t}}{i!} \quad (i = 0, 1, \ldots).
\]

Also, since \( 0 \leq n^{-1} Z_n \leq 1 \), it follows from an obvious extension of Theorem 2.1(b) to \( k > 1 \) initial infectives that

\[
\lim_{n \to \infty} n^{-1} \mu_k^{(n)} = (1 - \pi_k^W) z_\infty \quad (k = 0, 1, \ldots).
\]

Fix \( \epsilon > 0 \). There exists \( n_0 \in \mathbb{N} \) such that \( \sum_{i=n_0+1}^{\infty} \frac{(\lambda_G t)^i e^{-\lambda_G t}}{i!} < \frac{\epsilon}{3} \). The limits (4.32) and (4.33) imply that, for all sufficiently large \( n \),

\[
\left| \frac{1}{n} \sum_{i=0}^{n_0} \binom{n-1}{i} \mu_i^{(n)} (1 - \pi_n(t))^i \pi_n(t)^{n-1-i} - \sum_{i=0}^{n_0} \frac{(\lambda_G t)^i e^{-\lambda_G t}}{i!} (1 - \pi_W^{i+1}) z_\infty \right| < \frac{\epsilon}{3}
\]

and

\[
\left| \frac{1}{n} \sum_{i=n_0+1}^{n} \binom{n-1}{i} \mu_i^{(n)} (1 - \pi_n(t))^i \pi_n(t)^{n-1-i} \right| < \frac{\epsilon}{3}
\]

Further, \( \sum_{i=n_0+1}^{\infty} \frac{(\lambda_G t)^i e^{-\lambda_G t}}{i!} (1 - \pi_W^{i+1}) z_\infty < \frac{\epsilon}{3} \), since \( (1 - \pi_W^{i+1}) z_\infty \in [0, 1] \) for all \( i \), so

\[
\left| \frac{1}{n} \sum_{i=0}^{n-1} \binom{n-1}{i} \mu_i^{(n)} (1 - \pi_n(t))^i \pi_n(t)^{n-1-i} - \sum_{i=0}^{\infty} \frac{(\lambda_G t)^i e^{-\lambda_G t}}{i!} (1 - \pi_W^{i+1}) z_\infty \right| < \epsilon
\]

for all sufficiently large \( n \). Since \( \epsilon > 0 \) is arbitrary it follows that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \binom{n-1}{i} \mu_i^{(n)} (1 - \pi_n(t))^i \pi_n(t)^{n-1-i} = \sum_{i=0}^{\infty} \frac{(\lambda_G t)^i e^{-\lambda_G t}}{i!} (1 - \pi_W^{i+1}) z_\infty.
\]

Recall that \( \beta^{(n)}_{G} n^2 m_n \to \lambda_G \) and \( z^{(n)}(t) \to z(t) = z_\infty (1 - e^{-\lambda_G (1 - \pi_W)t}) \); by assumption and from Lemma 4.3(a), respectively. It then follows from (4.31) that

\[
\lim_{n \to \infty} z^{(n)'}(t) = -\lambda_G \left[ z(t) - z_\infty \left( 1 - \pi_W e^{-\lambda_G (1 - \pi_W)t} \right) \right] = \lambda_G z_\infty (1 - \pi_W) e^{-\lambda_G (1 - \pi_W)t}
\]

Finally, that \( z^{(n)'}(\cdot) \) is decreasing follows immediately from (4.28) and the fact that \( \pi_n''(t) > 0 \). \( \square \)

Returning again to the embedding construction, it is convenient to introduce some vector notation. For \( i = 1, 2, \ldots, m_n \) and \( t \geq 0 \), let

\[
R_i^{(n)}(t) = \left( R_{i1}^{(n)}(t), R_{i2}^{(n)}(t), R_{i3}^{(n)}(t) \right)^\top = \left( X_i^{(n)}(t), Z_i^{(n)}(t), \bar{A}_i^{(n)}(t) \right)^\top.
\]

For \( t \geq 0 \), let

\[
R_i^{(n)}(t) = \left( R_{i1}^{(n)}(t), R_{i2}^{(n)}(t), R_{i3}^{(n)}(t) \right)^\top = \sum_{i=1}^{m_n} R_i^{(n)}(t),
\]
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so
\[
E \left[ R_{\bullet}^{(n)}(t) \right] = m_n \left( x^{(n)}(t), z^{(n)}(t), a^{(n)}(t) \right)^T = m_n r^{(n)}(t),
\]
say, and let \( r(t) = \lim_{n \to \infty} r^{(n)}(t) \), so \( r(t) = (x(t), z(t), a(t))^T \) (see Lemma 4.3(a)). Further, for \( t, s \geq 0 \), let \( \Sigma(t, s) = [\sigma_{ij}(t, s)] \), where for \( i, j = 1, 2, 3 \) we define
\[
\sigma_{ij}(t, s) = \lim_{n \to \infty} m_n^{-1} \text{cov} \left( R_{ij}^{(n)}(t), R_{ij}^{(n)}(s) \right) = \lim_{n \to \infty} \text{cov} \left( R_{ij}^{(n)}(t), R_{ij}^{(n)}(s) \right).
\]
Noting that the processes \( \{ R_{ij}^{(n)}(t) : t \geq 0 \} (i = 1, 2, \cdots, m_n) \) are independent, a simple calculation using Lemma 4.2, together with the continuous mapping and dominated convergence theorems (cf. the proof of Lemma 4.3(a)), gives
\[
\Sigma(t, s) = \text{cov} (\Psi(t), \Psi(s))bb^T = x(t)(1 - x(s))bb^T \quad (0 \leq t \leq s),
\]
where \( b = (1, z_\infty, \mu T z_\infty)^T \) as defined in equation (2.23).

In the following theorem, \( \overset{w}{\longrightarrow} \) denotes weak convergence in the space of bounded functions from \([0, T] \) to \( \mathbb{R}^3 \) endowed with the supremum metric. We use this topology, rather than the weaker Skorohod topology, as in our setting easily checkable conditions for tightness under the stronger topology exist in the literature. For \( T > 0 \), let \( R_{\bullet T}^{(n)} = \{ R_{\bullet}^{(n)}(t) : 0 \leq t \leq T \}, \)
\[
r_{\bullet T}^{(n)} = \{ r^{(n)}(t) : 0 \leq t \leq T \} \quad \text{and} \quad W_T = \{ W(t) : 0 \leq t \leq T \},
\]
where
\[
\{ W(t) : t \geq 0 \} = \{(W_1(t), W_2(t), W_3(t))^T : t \geq 0\}
\]
is a zero-mean Gaussian process with covariance function \( \Sigma(t, s) (t, s \geq 0) \).

**THEOREM 4.7.** For any \( T > 0 \),
\[
\frac{1}{\sqrt{m_n}} \left( R_{\bullet T}^{(n)} - m_n r_{\bullet T}^{(n)} \right) \overset{w}{\longrightarrow} W_T \quad \text{as } n \to \infty.
\]

**PROOF.** We use the standard method of proving convergence of finite-dimensional distributions and asymptotic tightness; see e.g. van der Vaart and Wellner (1996, Theorem 1.5.4). The details are lengthy, so we defer them to Appendix A. \( \Box \)

The next theorem gives a central limit theorem for the final outcome of the embedded multi-community epidemic and is used to prove Theorem 2.5.

**THEOREM 4.8.** Suppose that \( R_{\bullet} > 1 \) and \( \sqrt{m_n T_0^{(n)}} \overset{p}{\longrightarrow} 0 \) as \( n \to \infty \). Then, for any \( \epsilon \in (0, \tau) \),
\[
\sqrt{m_n} \begin{pmatrix}
X_\bullet^{(n)}(T_{\infty, \epsilon}^{(n)}) - x^{(n)}(\tau^{(n)}) \\
Z_\bullet^{(n)}(T_{\infty, \epsilon}^{(n)}) - z^{(n)}(\tau^{(n)}) \\
A_\bullet^{(n)}(T_{\infty, \epsilon}^{(n)}) - a^{(n)}(\tau^{(n)})
\end{pmatrix} \overset{D}{\longrightarrow} N \quad \text{as } n \to \infty,
\]
where \( N \) is a three-dimensional zero-mean normal random vector with variance-covariance matrix given by (2.22).

**PROOF.** First note that, by definition,
\[
\sqrt{m_n} \begin{pmatrix}
X_\bullet^{(n)}(T_{\infty, \epsilon}^{(n)}) \\
Z_\bullet^{(n)}(T_{\infty, \epsilon}^{(n)}) \\
A_\bullet^{(n)}(T_{\infty, \epsilon}^{(n)})
\end{pmatrix} = \frac{1}{\sqrt{m_n}} R_{\bullet}^{(n)}(T_{\infty, \epsilon}^{(n)}).
\]
Recall from Corollary 4.4 that $\tilde{T}_{\infty, \epsilon}^{(n)} \overset{p}{\to} \tau$ as $n \to \infty$. Thus, setting $T > \tau$ in Theorem 4.7 and using Slutsky’s lemma and the continuous mapping theorem (e.g. van der Vaart and Wellner, 1996, Example 1.4.7 and Theorem 1.3.6, respectively) implies that

$$(4.39) \quad \frac{1}{\sqrt{m_n}} \left( R_{\epsilon}^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) - m_n \tau^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) \right) \overset{D}{\to} W(\tau) \quad \text{as } n \to \infty,$$

where $\{ W(t) : t \geq 0 \}$ is defined in (4.35).

Now

$$(4.40) \quad \sqrt{m_n} \left( \tilde{A}_{\epsilon}^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) - a^{(n)} (\tau^{(n)}) \right) = \sqrt{m_n} \left( \tilde{A}_{\epsilon}^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) - a^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) \right) + \sqrt{m_n} \left( a^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) - a^{(n)} (\tau^{(n)}) \right) + \sqrt{m_n} \tilde{T}_{0}^{(n)} a^{(n)}/(\theta^{(n)}),$$

By the mean value theorem, there exists $\theta^{(n)}$ lying between $\tilde{T}_{\infty, \epsilon}^{(n)}$ and $\tau^{(n)}$, such that $a^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) - a^{(n)} (\tau^{(n)}) = (\tilde{T}_{\infty, \epsilon}^{(n)} - \tau^{(n)}) a^{(n)}/(\theta^{(n)})$. Recall from (4.2) that $\tilde{T}_{\infty, \epsilon}^{(n)} = \tilde{T}_{0}^{(n)} + \tilde{A}_{\epsilon}^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)})$ and from the definition of $\tau^{(n)}$ that $a^{(n)} (\tau^{(n)}) = \tau$. Thus,

$$(4.41) \quad \sqrt{m_n} \left( 1 - a^{(n)}/(\theta^{(n)}) \right) \left( \tilde{A}_{\epsilon}^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) - a^{(n)} (\tau^{(n)}) \right) = \sqrt{m_n} \left( \tilde{A}_{\epsilon}^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) - a^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) \right) + \sqrt{m_n} \tilde{T}_{0}^{(n)} a^{(n)}/(\theta^{(n)}).$$

Now (4.38) and (4.39) imply that $\sqrt{m_n} \left( \tilde{A}_{\epsilon}^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) - a^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) \right) \overset{D}{\to} W_3(\tau)$ as $n \to \infty$. By the sandwich principle, $\theta^{(n)} \overset{p}{\to} \tau$ as $n \to \infty$, since $\tau^{(n)} \to \tau$ (by Lemma 4.5) and $\tilde{T}_{\infty, \epsilon}^{(n)} \overset{p}{\to} \tau$. Hence, recalling $a^{(n)}(\cdot) = \mu_z (\cdot) z^{(n)}(\cdot)$ and using (4.30) in Lemma 4.6, $a^{(n)}/(\theta^{(n)}) \overset{p}{\to} a'(\tau)$ as $n \to \infty$. Further, $\sqrt{m_n} \tilde{T}_{0}^{(n)} a^{(n)}/(\theta^{(n)}) \overset{p}{\to} 0$, since $\sqrt{m_n} \tilde{T}_{0}^{(n)} \overset{p}{\to} 0$.

Recall that $a'(\tau) < 1$, so substituting these observations into (4.41) yields after application of Slutsky’s theorem that

$$(4.42) \quad \sqrt{m_n} \left( \tilde{A}_{\epsilon}^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) - a^{(n)} (\tau^{(n)}) \right) \overset{D}{\to} (1 - a'(\tau))^{-1} W_3(\tau) \quad \text{as } n \to \infty.$$

Arguing in a similar fashion, using (4.29) instead of (4.30), shows that

$$(4.43) \quad \sqrt{m_n} \left( \tilde{X}_{\epsilon}^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) - x^{(n)} (\tau^{(n)}) \right) \overset{D}{\to} W_1(\tau) + (1 - a'(\tau))^{-1} x'(\tau) W_3(\tau).$$

A similar argument shows that

$$(4.44) \quad \sqrt{m_n} \left( \tilde{Z}_{\epsilon}^{(n)} (\tilde{T}_{\infty, \epsilon}^{(n)}) - z^{(n)} (\tau) \right) \overset{D}{\to} W_2(\tau) + (1 - a'(\tau))^{-1} z'(\tau) W_3(\tau).$$
Expressing (4.42)-(4.44) in matrix form, and recalling (4.38), (4.39), (4.34) and (4.36), yields (4.37), with \( \Sigma_N = x(\tau)(1 - x(\tau))BB^\top B^\top \), where
\[
B = \begin{bmatrix}
1 & 0 & (1 - a'(\tau))^{-1}x'(\tau) \\
0 & 1 & (1 - a'(\tau))^{-1}z'(\tau) \\
0 & 0 & (1 - a'(\tau))^{-1}
\end{bmatrix}.
\]

Recall from (2.19) that \( x(t) = 1 - e^{-\lambda_C (1 - \pi_W)t} \), \( z(t) = z_\infty x(t) \) and \( a(t) = \mu_I z_\infty x(t) \), so \( x'(t) = \lambda_C (1 - \pi_W)(1 - x(t)) \). Simple algebra yields
\[
BB = [1 - z_\infty \mu_I \lambda_C (1 - \pi_W)(1 - x(\tau))]^{-1} b
\]
and (2.22) follows on recalling the expression (2.14) for \( R_s \).

4.3.3. Final outcome of epidemic \( \mathcal{E}^{(n,m_n)} \); proofs of Theorems 2.5 and 2.6.

**Proof of Theorem 2.5.** The proof proceeds in two stages. We show first that given any \( \epsilon > 0 \), there exists \( \epsilon_1 > 0 \) such that \( P \left( \hat{T}^{(n)}_\infty \geq \epsilon_1 \mid G^{(n)} \right) \geq 1 - \epsilon \) for all sufficiently large \( n \). Then we use Corollary 4.4 and Theorem 4.8 for the epidemic starting from when \( \mathcal{E}^{(n,m_n)} \) has first infected at least \( \log m_n \) communities.

Recall from Section 4.3.1 the branching processes \( \mathcal{B} \) and \( \mathcal{B}^{(n)} \), which approximate the process of infected communities in the early stages of the epidemic. For \( \delta \in (0, 1) \), while the number of communities, excluding community 0, infected in \( \mathcal{E}^{(n,m_n)} \) is not more than \( \delta m_n \), the probability that a global infectious contact is with a previously uninfected community is at least \( 1 - \delta \), so the process of infected communities in \( \mathcal{E}^{(n,m_n)} \) is stochastically bounded below by the branching process \( \mathcal{B}^{(n)}(\delta) = \mathcal{B}(m_n \beta_G (1 - \delta) A_n) \). Let \( \hat{Z}^{(n)}_C(\delta) \) denote the total size of the branching process \( \mathcal{B}^{(n)}(\delta) \). Then,
\[
P \left( \hat{Z}^{(n)}_C \geq \delta m_n \right) \geq P \left( \hat{Z}^{(n)}_C(\delta) \geq \delta m_n \right) \geq 1 - \pi_n(\delta),
\]
where \( \pi_n(\delta) \) is the extinction probability of \( \mathcal{B}^{(n)}(\delta) \). Now \( \pi_n(\delta) \to \pi_G(\delta) \) as \( n \to \infty \), where \( \pi_G(\delta) \) is the extinction probability of \( \mathcal{B}(\lambda_G (1 - \delta) A) \), and \( \pi_G(\delta) \downarrow \pi_G \) as \( \delta \downarrow 0 \). Further, \( \pi_G < 1 \), since \( R_s > 1 \).

Fix \( \epsilon > 0 \) and recall from Section 4.3.1 that
\[
P \left( G^{(n)} \right) = P \left( \hat{Z}^{(n)}_C \geq \log m_n \right) \to 1 - \pi_G \quad \text{as } n \to \infty.
\]
Then it follows from (4.45) that there exist \( \delta > 0 \) and \( n_0 \in \mathbb{N} \) such that
\[
P \left( \hat{Z}^{(n)}_C \geq \delta m_n \mid G^{(n)} \right) \geq 1 - \frac{\epsilon}{2} \quad \text{for all } n \geq n_0.
\]

Now construct a realisation of \( \mathcal{E}^{(n,m_n)} \mid G^{(n)} \) by running \( \mathcal{E}^{(n,m_n)} \) until at least \( \log m_n \) communities have been infected. If the realisation of \( \mathcal{E}^{(n,m_n)} \) infects fewer than \( \log m_n \) communities, repeat the construction independently until an epidemic that infects at least \( \log m_n \) communities is obtained. Now use the embedding construction of Section 4.1 to construct two coupled processes on a population of \( m'_n = m_n + 1 - \lfloor \log m_n \rfloor \) communities (i.e. the ones not yet infected by \( \mathcal{E}^{(n,m_n)} \)) using the same \( \left( G_i^{(n)}(t), A_i^{(n)}(t) \right) (i = 1, 2, \ldots, m'_n) \), one with \( T_0^{(n)} = T_0^{(n,L)} \), where \( T_0^{(n,L)} \) is the severity of \( \mathcal{E}^{(n,m_n)} \) when at least \( \log m_n \) communities first become infected, and one with \( T_0^{(n)} = T_0^{(n,U)} \), where \( T_0^{(n,U)} \) is given by \( T_0^{(n,L)} + A_0^{(n,U)} \) and \( A_0^{(n,U)} \) is obtained as follows. Let \( s_1^{(n)}, s_2^{(n)}, \ldots, s_{\lfloor \log m_n \rfloor}^{(n)} \) be the number of susceptibles remaining in each of the first \( \lfloor \log m_n \rfloor \) communities infected by the epidemic when
the \([\log m_n]\)-th community becomes infected. Then \(A_0^{(n,U)}\) is distributed as the sum of \(\sum_{i=1}^{[\log m_n]} s_i^{(n)}\) independent copies of \(I\), independently of the rest of the construction. The embedding construction can be modified, by allowing appropriate infection of community 0, so that \(E^{(n,m_n)}|G^{(n)}\) is stochastically bounded between the processes with \(T_0^{(n)} = T_0^{(n,L)}\) and \(T_0^{(n)} = T_0^{(n,U)}\).

The weak law of large numbers implies that \(\sqrt{m_n \frac{1}{n m_n^*}} T_0^{(n,U)} \overset{p}{\to} 0\) as \(n \to \infty\), hence also \(\sqrt{m_n \frac{1}{n m_n}} T_0^{(n,L)} \overset{p}{\to} 0\). Consider the epidemic obtained by running \(E^{(n,m_n)}\) until \([\log m_n]\) communities are infected and then using the embedding construction with \(T_0^{(n)} = T_0^{(n,L)}\).

Let \(\tilde{Z}_C^{(n,L)}\) be the number of communities infected by this epidemic and \(\tilde{Z}_C^{(n,L)} = \tilde{Z}_C^{(n,L)} - [\log m_n]\) be the number of communities infected whilst using the embedding construction. Note that the branching process \(B^{(n)}\) is also a lower bound for this epidemic and (4.46) holds with \(\tilde{Z}_C^{(n)}\) replaced by \(\tilde{Z}_C^{(n,L)}\). It then follows easily that, given any \(\epsilon > 0\), there exist \(\delta' > 0\) and \(n_1 \in \mathbb{N}\) such that

\[
P\left(\tilde{Z}_C^{(n,L)} \geq \delta'm_n\right) \geq 1 - \frac{\epsilon}{2} \quad \text{for all } n \geq n_1. \tag{4.47}
\]

In the embedding construction of this epidemic, for \(t \geq 0\), let \(\breve{Y}_L^{(n,L)}(t) = \frac{1}{m_n^*} \sum_{i=1}^{m_n'} 1_{\{Z_i(t) > 0\}}\) (cf. (4.23)). Arguing as in the proof of Lemma 4.3(a) shows that, for all \(t > 0\), as \(n \to \infty\), \(\breve{Y}_L^{(n,L)}(t) \overset{p}{\to} y(t) = 1 - e^{-\lambda^* t}\). Let \(\epsilon_1 = -\frac{1}{4c} \log(1 - \delta'/2)\). Define \(\breve{T}_\infty^{(n)}\) analogously to \(\breve{T}_\infty\). Then

\[
P\left(\breve{T}_\infty^{(n,L)} < \epsilon_1\right) = P\left(\breve{T}_\infty^{(n,L)} < \epsilon_1, \tilde{Z}_C^{(n,L)} \geq \delta'm_n\right) + P\left(\breve{T}_\infty^{(n,L)} < \epsilon_1, \tilde{Z}_C^{(n,L)} < \delta'm_n\right). \tag{4.48}
\]

Now, \(P\left(\breve{T}_\infty^{(n,L)} < \epsilon_1, \tilde{Z}_C^{(n,L)} \geq \delta'm_n\right) \leq P\left(\breve{Y}_L^{(n,L)}(\epsilon_1) \geq \delta'\right)\), since \(\breve{Y}_L^{(n,L)}(t)\) is nondecreasing in \(t\), and \(\breve{Y}_L^{(n,L)}(\epsilon_1) \overset{p}{\to} y(\epsilon_1) = \delta'/2\) as \(n \to \infty\). Thus, the first term on the right-hand side of (4.48) is smaller than \(\frac{\epsilon}{2}\) for all sufficiently large \(n\). The second term is smaller than \(\frac{\epsilon}{2}\) for all \(n \geq n_1\), using (4.47), so in an obvious notation that there exists \(\epsilon_1 > 0\) and \(n_2 \in \mathbb{N}\) such that for all \(n \geq n_2\),

\[
P\left(\breve{T}_\infty^{(n,L)} \geq \epsilon_1\right) \geq P\left(\breve{T}_\infty^{(n,L)} \geq \epsilon_1 | G^{(n)}\right) \geq P\left(\breve{T}_\infty^{(n,L)} \geq \epsilon_1\right) \geq 1 - \epsilon. \tag{4.49}
\]

(The first two probability inequalities in (4.49) follow immediately from \(E^{(n,m_n)} | G^{(n)}\) being stochastically bounded between the embedding processes with \(T_0^{(n)} = T_0^{(n,L)}\) and \(T_0^{(n)} = T_0^{(n,U)}\).) Recall that \(Z_T^{(n)}\) is the total number of individuals infected in \(E^{(n,m_n)}\) and let \(Z_T^{(n)} = Z_A^{(n)} + Z_B^{(n)}\), where \(Z_A^{(n)}\) is the total number of individuals ever infected in the first \([\log m_n]\) other communities infected by \(E^{(n,m_n)}\). Then,

\[
\tilde{Z}_T^{(n)} = \tilde{Z}_A^{(n)} + \frac{m'}{m_n} \tilde{Z}_B^{(n)}, \quad \tag{4.50}
\]

where \(\tilde{Z}_A^{(n)} = \frac{1}{nm_n^*} Z_A^{(n)}\) and \(\tilde{Z}_B^{(n)} = \frac{1}{nm_n^*} Z_B^{(n)}\). Now \(0 \leq \tilde{Z}_A^{(n)} \leq \frac{[\log m_n]}{m_n}\), so \(\tilde{Z}_A^{(n)} \overset{p}{\to} 0\) as \(n \to \infty\). Further, for \(n \geq n_2\), in view of (4.49), with probability at least \(1 - \epsilon\),

\[
\tilde{Z}_T^{(n)} \left(\breve{T}_\infty^{(n,L)} \right) \leq \tilde{Z}_B^{(n)} \leq \tilde{Z}_T^{(n)} \left(\breve{T}_\infty^{(n,U)} \right), \tag{4.51}
\]

where \(\tilde{Z}_T^{(n)} \left(\breve{T}_\infty^{(n,L)} \right)\) and \(\tilde{Z}_T^{(n)} \left(\breve{T}_\infty^{(n,U)} \right)\) are as in Corollary 4.4 and Theorem 4.8 in Section 4.3.2, but with \(m_n\) replaced by \(m'_n = m_n + 1 - [\log m_n]\). By Corollary 4.4,
\( \tilde{Z}_n^{(n)}(T_{n,t,\epsilon}) \) \( \xrightarrow{p} \) \( z(\tau) \) and \( \tilde{Z}_n^{(n)}(\tilde{T}_{n,t,\epsilon}) \) \( \xrightarrow{p} \) \( z(\tau) \) as \( n \to \infty \), so since \( \epsilon > 0 \) can be arbitrarily small given that \( G^{(n)} \) occurs, and \( \lim_{n \to \infty} \frac{m'_n}{m_n} = 1 \), it follows using (4.50) that \( \tilde{Z}_n^{(n)} \mid G^{(n)} \xrightarrow{p} z(\tau) \) as \( n \to \infty \). The other results in part (a) are proved similarly.

Turning to part (b),

\[
\sqrt{m_n} \left( \tilde{Z}_n^{(n)} - z^{(n)}(\tau^{(n)}) \right) = \sqrt{m_n} \tilde{Z}_n^{(n)} - z^{(n)}(\tau^{(n)}) = \frac{m_n - m'_n}{\sqrt{m_n}} z^{(n)}(\tau^{(n)}).
\]

Now \( 0 \le \sqrt{m_n} \tilde{Z}_n^{(n)} \le \frac{[\log m_n]}{\sqrt{m_n}} \), so \( \sqrt{m_n} \tilde{Z}_n^{(n)} \xrightarrow{p} 0 \) as \( n \to \infty \), \( \lim_{n \to \infty} \frac{m'_n}{m_n} = 1 \), \( \lim_{n \to \infty} \frac{m_n - m'_n}{\sqrt{m_n}} = 0 \) and \( \lim_{n \to \infty} z^{(n)}(\tau^{(n)}) = z(\tau) \), so \( \sqrt{m_n} \left( \tilde{Z}_n^{(n)} - z^{(n)}(\tau^{(n)}) \right) \) and \( \sqrt{m_n} \left( \tilde{Z}_n^{(n)} - z^{(n)}(\tau^{(n)}) \right) \) have the same limiting distribution by Slutsky’s theorem. Using similar decompositions and bounds to (4.50) and (4.51) for \( \tilde{Z}_n^{(n)} \) and \( \tilde{A}_n^{(n)} \), and the fact that \( \epsilon > 0 \) can be arbitrarily small given that \( G^{(n)} \) occurs, part (b) follows using two applications of Theorem 4.8 applied to the process with \( m'_n \) communities, one with \( T_{n,t,\epsilon}^{(n)} = \tilde{T}_{n,t,\epsilon}^{(n)} \) and one with \( T_{\infty,t,\epsilon}^{(n)} = \tilde{T}_{\infty,t,\epsilon}^{(n)} \).

The proof of Theorem 2.6 requires Lemmas 4.9 and 4.10, which concern the single-community epidemic \( \mathcal{E}(n)(t) \) defined in Definition 2.4. Lemma 4.10, whose proof requires Lemma 4.9(a), is a new result concerning the rate of convergence of the expected fraction of the population infected in a homogeneously mixing population SIR epidemic to its limiting value as the population size \( n \to \infty \).

**Lemma 4.9.** Suppose that \( R_0 > 1 \) and conditions (C1)–(C4) hold, and define the functions \( p, p^{(n)}(\gamma) \) and \( z^{(n)}(\gamma) \) on the domain \( [0, \infty) \) by \( p(t) = 1 - e^{-\lambda C(1-x_0)}t \).

\[
p^{(n)}(\gamma)(t) = \mathbb{P}(Z^{(n)}(t) \geq n^{\gamma}) \quad \text{and} \quad z^{(n)}(\gamma)(t) = \mathbb{E}[\tilde{Z}_n^{(n)}(t) \mid Z^{(n)}(t) \geq n^{\gamma}] .
\]

(a) For any \( \gamma \in (0, \delta/4) \), with \( \delta \in (0, 2) \) as in (C1), and any \( T > 0 \),

\[
\lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \left| p^{(n)}(\gamma)(t) - p(t) \right| = 0.
\]

(b) If condition (C5) also holds then, for any \( T > 0 \),

\[
\lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \left| z^{(n)}(\gamma)(t) - z_\infty \right| = 0.
\]

**Proof.** The proof is lengthy and thus deferred to Appendix B. We note here that only (C1)–(C3) are required for (4.52).

Note that, since \( \delta \in (0, 2) \), we must have \( \gamma < \frac{1}{2} \) in part (a) of the Lemma. Note also that the quantity \( p(t) \) defined in the lemma is the same as \( x(t) \); however the \( p \) notation is more natural in the context of these lemmas and their proofs. Now recall that \( z^{(n)}(t) = n^{-1} \mathbb{E}[Z^{(n)}(t)] \).
LEMMA 4.10. Suppose $R_0 > 1$ and that (C1)–(C4) hold. Then for any $T > 0$,

$$\lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \left| z^{(n)}(t) - z(t) \right| = 0.$$

PROOF. Suppose that $\delta$ satisfies condition (C1). Fix $\gamma \in (0, \frac{\delta}{4})$, so then we have $m_n n^{4\gamma-2} \to 0$ as $n \to \infty$. In addition to the notation $p(t)$, $p^{(n)}_\gamma(t)$ and $\hat{z}^{(n)}_\gamma(t)$ defined in Lemma 4.9 we define $\hat{w}^{(n)}_\gamma(t) = E \left[ Z^{(n)}(t) \mid Z^{(n)}(t) < n\gamma \right]$. Then

$$z^{(n)}(t) = (1 - p^{(n)}_\gamma(t)) \hat{w}^{(n)}_\gamma(t) + p^{(n)}_\gamma(t) \hat{z}^{(n)}_\gamma(t),$$

so recalling from (2.19) that $z(t) = p(t)z_\infty$,

$$(4.55) \quad \left| z^{(n)}(t) - z(t) \right| \leq \left| (1 - p^{(n)}_\gamma(t)) \hat{w}^{(n)}_\gamma(t) \right| + \left| p^{(n)}_\gamma(t) \hat{z}^{(n)}_\gamma(t) - p(t)z_\infty \right|.$$

Now $0 \leq \hat{w}^{(n)}_\gamma(t) \leq n^{-1} n \gamma$ for all $t \in [0, T]$, so

$$(4.56) \quad \lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \left| (1 - p^{(n)}_\gamma(t)) \hat{w}^{(n)}_\gamma(t) \right| = 0,$$

since $m_n n^{2(\gamma-1)} \to 0$ as $n \to \infty$. Also,

$$\left| p^{(n)}_\gamma(t) \hat{z}^{(n)}_\gamma(t) - p(t)z_\infty \right| \leq \hat{z}^{(n)}_\gamma(t) \left| p^{(n)}_\gamma(t) - p(t) \right| + p(t) \left| \hat{z}^{(n)}_\gamma(t) - z_\infty \right|.$$

Now $0 \leq \hat{z}^{(n)}_\gamma(t) \leq 1$ and $0 \leq p(t) \leq 1$ for all $t \in [0, T]$, so in view of (4.55) and (4.56), the lemma follows using Lemma 4.9. □

PROOF OF THEOREM 2.6. Recall that, for $t \geq 0$, $x^{(n)}(t) = P \left( Z^{(n)}(t) \geq \log n \right)$ and $x(t) = p(t)$, and from Lemma 4.5 that $\tau^{(n)} \to \tau$ as $n \to \infty$. Hence Lemma 4.9 implies that $\sqrt{m_n} (x^{(n)}(\tau^{(n)}) - x(\tau)) \to 0$ as $n \to \infty$. A similar argument using Lemma 4.10 yields $\sqrt{m_n} (z^{(n)}(\tau^{(n)}) - z(\tau)) \to 0$ as $n \to \infty$. Thus (2.24) holds and Theorem 2.6 follows. □

5. Concluding comments. We have proved LLN and CLT type results for the final outcome of an SIR epidemic on a population of weakly connected communities. These limit theorems are valid for fixed or large numbers of large communities, and brief numerical results suggest that they provide good working approximations for the final outcome of the model in finite populations. The asymptotic form of the weak connectivity that we use leads, in the case of a fixed number of communities, to LLN type results with randomness in the limits and CLT type results with a mixture of normal random variables in the limits. We note that in the case of a fixed number of communities a deterministic approximation to the model is not available: the scalings of the infection rates are such that the proportion ultimately infected will always have randomness from global (between-community) infections. The additional randomness (compared to that observed in most models with similar structure) in the outcomes of our model contributes to the development of epidemic models that exhibit more variability in their outcomes than many models in the literature. The temporal properties of our model also exhibit such increased variability; this will be explored in future work.

We note further that in the case of a fixed infectious period our work gives results concerning a version of the planted partition or stochastic block model with a different scaling of edge probabilities than in most of the random graph literature. This model (see, e.g. Mossel, Neeman and Sly (2015), Example 4.3 of Bollobás, Janson and Riordan (2007), Section 9.3.1 of van der Hofstad (201)) can be viewed as a multi-type version of the Gilbert / Erdős-Rényi graph $G(n, p)$, with self-type edge probabilities $a/n$ and between-type edge probabilities...
$b/n$, usually with $b < a$ to model community structure in social networks. Our model can be interpreted as a variant of this with between-type edge probabilities $b/n^2$.

There are several generalisations of our model that are likely to be of interest. Allowing for unequal community sizes would increase realism and be fairly straightforward to accommodate. In principle, allowing some variation in the asymptotic local and/or global infection rates should also be possible. For fixed $m_n = m$ we might allow $\lambda_W$ to be different for each community and $\lambda_G$ to be different (possibly asymmetrically) for each pair of communities. For $m_n$ increasing with $n$ each community could be one of various ‘types’, each with characteristic within- and between-community infection rates (in the spirit of the aforementioned stochastic block model and multi-type epidemic models). Whilst analogues of the formulae in our main theorems to allow for these generalisations readily spring to mind, the additional notation and details of the proofs would doubtless be rather cumbersome.

The CLT in Theorem 2.5 requires weaker conditions than that in Theorem 2.6 but is not useful in practical applications as the mean vector, which depends on $n$, is not available. A natural further question is whether one can find a useful approximation, $z_A^{(n)}(t)$ say, to $z_A^{(n)}(t)$, so that $a_A^{(n)}(t) = \mu_I z_A^{(n)}(t)$ approximates $a_A^{(n)}(t)$, such that e.g.

$$\lim_{n \to \infty} \frac{1}{\sqrt{m_n}} (z_A^{(n)}(\tau^{(n)}) - z_A^{(n)}(\tau_A^{(n)})) = 0,$$

where $(\tau_A^{(n)})$ solves $t = a_A^{(n)}(t)$, under weaker conditions than (C1) (cf. equation (2.4)).

We expect that if community sizes, or even local infection dynamics, differ between communities then we can use ideas from Poissonian random graphs (Norros and Reittu, 2006) to derive results similar to ours. To do this we still consider a sequence of epidemic models indexed by $n$ ($n = 1, 2, \ldots$), with $m_n \to \infty$ as $n \to \infty$ and a per-pair global contact rate that still satisfies the second equation in (2.1). Let $n_i^{(n)} (i = 1, 2, \ldots, m_n)$ be the size of the $i$-th community in the model indexed by $n$ and assume that, for every $i = 1, 2, \ldots, m_n$, $n_i^{(n)}/n \to c_i$ for some strictly positive constant $c_i$ as $n \to \infty$. Furthermore, $\pi_i^{(n)}$, the probability that a single introduction in the $i$-th community ($i = 1, 2, \ldots$) leads to a large local outbreak converges to some $\pi_i$, and if $\pi_i > 0$, then the number of individuals infected in such a large local outbreak divided by $n_i^{(n)}$ converges in probability to some strictly positive constant $z_i$. Let $A_i^{(n)}$ be the severity of this large outbreak, i.e. $A_i^{(n)}$ is the sum of the infectious periods of the individuals infected in the large outbreak. By the above convergence assumptions $A_i^{(n)}/n \to z_i \mathbb{E}[I]$ as $n \to \infty$. We assume that the joint empirical distribution of these large outbreak probabilities and normalised final sizes converge to some random vector with support contained in $[0, 1]^2$. If we ignore all minor outbreaks (as we did in Section 2.3), then we can study the epidemic indexed by $n$ using a directed random graph representation (e.g. Andersson and Britton, 2000, p. 64) in which the vertices represent communities and edges global contacts that would spark a large outbreak in the community at the ‘head’ of the edge, if there has not been a large outbreak there before. For $i, j = 1, 2, \ldots, m_n$ there is a directed edge from $i$ to $j$ with probability $1 - \exp(-\beta_G^{(n)} A_i^{(n)} n_j^{(n)} / \pi_j^{(n)})$, and for large $n$ this probability is well approximated by $1 - \exp(-\lambda_G z_i c_i \mu_I c_j \pi_j)$. This random graph can be studied as a directed version of a Poissonian random graph (Norros and Reittu, 2006) or a special case of an inhomogeneous random graph (Bollobás, Janson and Riordan, 2007). Because the theory developed in those papers is for undirected graphs, some work has to be done in checking which results can be translated to directed graphs, but we expect that this will cause no problems for LLN type results similar to Theorem 3.1 of Bollobás, Janson and Riordan (2007).

Lastly, we note that in the course of proving Theorem 2.6 we have established a new result concerning the rate of convergence of the expected fraction of individuals infected in
a standard SIR epidemic to its asymptotic limit, Lemma 4.10, which may be of independent
interest. Lemma 4.10 is actually for a variant of the standard stochastic SIR epidemic in
which the number of initial infectives follows a binomial distribution, though it is clear from
the proof that a corresponding result holds if the number of initial infectives is held fixed
independent of $n$.

APPENDIX A: PROOF OF THEOREM 4.7

As stated in the main text, we need to show convergence of the finite-dimensional distri-
butions and asymptotic tightness of the sequence

$$
\frac{1}{\sqrt{m_n}} \left( R^{(n)}_{\bullet T} - m_n r^{(n)}_T \right) \quad (n = 1, 2, \ldots),
$$

where $R^{(n)}_{\bullet T}$ and $r^{(n)}_T$ are defined just before the statement of Theorem 4.7.

A.1. Finite-dimensional distributions. We show that, as $n \to \infty$, the finite-dimensional
distributions of

$$
\frac{1}{\sqrt{m_n}} \left( R^{(n)}_{\bullet T} - m_n r^{(n)}_T \right)
$$

converge to those of $W_T$, using the Cramér-Wold device (e.g. Billingsley, 1968, pp. 48–49). For
$j = 1, 2, 3$, let $k_j \in \mathbb{N}$ and, for $l = 1, 2, \ldots, k_j$, let $\lambda_{jl} \in \mathbb{R}$ and $t_{jl} \in [0, T]$. For $n = 1, 2, \ldots,$ let

$$
R^{(n)}_\lambda = \sum_{j=1}^3 \sum_{l=1}^{k_j} \lambda_{jl} R^{(n)}_{ij}(t_{jl}) = \sum_{i=1}^{m_n} R^{(n)}_{\lambda i},
$$

where

(A.1)

$$
R^{(n)}_{\lambda i} = \sum_{j=1}^3 \sum_{l=1}^{k_j} \lambda_{jl} R^{(n)}_{ij}(t_{jl}).
$$

Note that $R^{(n)}_{\lambda 1}, R^{(n)}_{\lambda 2}, \ldots, R^{(n)}_{\lambda m_n}$ are i.i.d. Now choose $\alpha > 0$ such that $E[I^{2+\alpha}] < \infty$ and, for $n = 1, 2, \ldots,$ let

(A.2)

$$
B_n = \sum_{i=1}^{m_n} E \left[ R^{(n)}_{\lambda i} - E \left[ R^{(n)}_{\lambda i} \right] \right]^{2+\alpha} = m_n E \left[ R^{(n)}_{\lambda 1} - E \left[ R^{(n)}_{\lambda 1} \right] \right]^{2+\alpha}
$$

and

(A.3)

$$
C_n^2 = \sum_{i=1}^{m_n} \text{Var} \left( R^{(n)}_{\lambda i} \right) = m_n \text{Var} \left( R^{(n)}_{\lambda 1} \right).
$$

Then, using Serfling (1980, Corollary 1.9.3),

(A.4)

$$
\frac{R^{(n)}_{\lambda i} - E \left[ R^{(n)}_{\lambda i} \right]}{\sqrt{m_n \text{Var} \left( R^{(n)}_{\lambda 1} \right)}} \overset{D}{\to} N(0, 1) \quad \text{as } n \to \infty
$$

if $B_n = o(C_n^{2+\alpha})$ as $n \to \infty$. We now establish this by showing that, as $n \to \infty$, $m_n^{-1} B_n$ is
bounded and $m_n^{-1} C_n^2 = \text{Var}(R^{(n)}_{\lambda 1})$ converges to a strictly positive limit.

Firstly,

$$
\frac{1}{m_n} B_n = E \left[ \left| R^{(n)}_{\lambda 1} - E \left[ R^{(n)}_{\lambda 1} \right] \right|^{2+\alpha} \right]
$$
\[
\begin{align*}
&= E \left[ \sum_{j=1}^{3} \sum_{l=1}^{k_j} \lambda_{jl} \left( R_{ij}^{(n)}(t_{jl}) - E \left[ R_{ij}^{(n)}(t_{jl}) \right] \right) \right]^{2+\alpha} \leq \left[ \sum_{j=1}^{3} \sum_{l=1}^{k_j} \lambda_{jl} \left\{ \left( E \left[ \left( R_{ij}^{(n)}(t_{jl}) \right)^{2+\alpha} \right] \right)^{\frac{1}{2+\alpha}} + E \left[ R_{ij}^{(n)}(t_{jl}) \right] \right\} \right]^{2+\alpha},
\end{align*}
\]

by Minkowski’s inequality. Also, \(0 \leq R_{ij}^{(n)}(t_{jl}) \leq 1\) for \(j = 1, 2\) and

\[
0 \leq R_{i3}^{(n)}(t_{3l}) \leq \frac{1}{n} (I_1 + I_2 + \cdots + I_n),
\]

so \(0 \leq E \left[ R_{i3}^{(n)}(t_{3l}) \right] \leq \mu_I\) and a further application of Minkowski’s inequality yields

\[
0 \leq E \left[ \left( R_{i3}^{(n)}(t_{3l}) \right)^{2+\alpha} \right] \leq E \left[ I^{2+\alpha} \right].
\]

Thus, recalling (A.2),

\[
(A.5) \quad 0 \leq B_n \leq m_n \left[ \lambda_s k_s \left\{ 4 + \mu_I + \left( E \left[ I^{2+\alpha} \right] \right)^{\frac{1}{2+\alpha}} \right\} \right]^{2+\alpha},
\]

where \(k_s = \max(k_1, k_2, k_3)\) and \(\lambda_s = \max(|\lambda_{jl}| : j = 1, 2, 3; l = 1, 2, \cdots, k_j)\).

Turning to \(C_n\), note that Lemma 4.2 and the continuous mapping theorem imply that, writing \(b = (b_1, b_2, b_3)^T\) and recalling (2.23),

\[
R_{i1}^{(n)} \xrightarrow{D} \sum_{j=1}^{3} \sum_{l=1}^{k_j} b_j \lambda_{jl} \Psi(t_{jl}).
\]

Application of the dominated convergence theorem and recalling (A.3) then yields

\[
m_n^{-1} C_n^2 \to \text{Var} \left( \sum_{j=1}^{3} \sum_{l=1}^{k_j} b_j \lambda_{jl} \Psi(t_{jl}) \right) \in (0, \infty) \quad \text{as } n \to \infty,
\]

which, together with (A.5), shows that \(B_n = o(C_n^{2+\alpha})\) as \(n \to \infty\), proving (A.4). Hence, by the Cramér-Wold device, the finite-dimensional distributions of \(\frac{1}{\sqrt{m_n}} \left( R_{iT}^{(n)} - m_n r_{iT}^{(n)} \right)\) converge to those of \(W_T\), since (A.4) holds for any choice of \(k_1, k_2, k_3\) and \((\lambda_{jl}, t_{jl}) (j = 1, 2, 3; l = 1, 2, \cdots, k_j)\).

**A.2. Tightness.** We show that the sequence \(\left( R_{iT}^{(n)} - m_n r_{iT}^{(n)} \right) / \sqrt{m_n} (n = 1, 2, \cdots)\) is asymptotically tight. For \(T > 0\) and \(i = 1, 2, 3\), let \(R_{iT}^{(n)} = \{ R_{i}^{(n)}(t) : 0 \leq t \leq T \}\) and \(r_{iT}^{(n)} = \{ r_{i}^{(n)}(t) : 0 \leq t \leq T \}\). Then, by van der Vaart and Wellner (1996, Lemma 1.4.3) it is sufficient to show that, for \(i = 1, 2, 3\), the random processes \(\left( R_{iT}^{(n)} - m_n r_{iT}^{(n)} \right) / \sqrt{m_n} (n = 1, 2, \cdots)\) are asymptotically tight, which we do using Theorem 2.11.9 in that book (the bracketing central limit theorem). We give the proof for \(i = 3\) (i.e. the severity component); the proofs for \(i = 1, 2\) are similar but simpler. We first give some more notation, then use the abovementioned Theorem 2.11.9 to state sufficient conditions for \(\left( R_{iT}^{(n)} - m_n r_{iT}^{(n)} \right) / \sqrt{m_n} (n = 1, 2, \cdots)\) to be asymptotically tight and finally prove that those conditions are satisfied.
For $T > 0$ and $f : [0, \infty) \to \mathbb{R}$, let

$$
\|f\|_T = \sup_{0 \leq t \leq T} |f(t)|.
$$

For $i = 1, 2, \cdots, n$, let $R_{i3}^{(n)} = \{R_{i3}^{(n)}(t) : t \geq 0\}$. For $\epsilon, T > 0$ and $n = 1, 2, \cdots$, define the bracketing number $N^{(n)}_\epsilon(\epsilon, T)$ as the minimal number of sets $N_\epsilon$ in a partition $[0, T] = \cup_{j=1}^{N_\epsilon} T_{\epsilon j}$ of $[0, T]$ into sets $T_{\epsilon j}$ such that, for every partitioning set $T_{\epsilon j}$,

(A.6) $$
\sum_{i=1}^{m_n} E \left[ \max_{t, s \in T_{\epsilon j}} \left| \frac{1}{\sqrt{m_n}} \left( R_{i3}^{(n)}(t) - R_{i3}^{(n)}(s) \right) \right|^2 \right] \leq \epsilon^2.
$$

The inequality (A.6) is expressed in that form to make the connection with van der Vaart and Wellner (1996, Section 2.11.2) clearer; but we note that, since $R_{i3}^{(n)}$, $R_{23}^{(n)}$, $\cdots$, $R_{m_{n3}}^{(n)}$ are identically distributed,

$$
\sum_{i=1}^{m_n} E \left[ \max_{t, s \in T_{\epsilon j}} \left| \frac{1}{\sqrt{m_n}} \left( R_{i3}^{(n)}(t) - R_{i3}^{(n)}(s) \right) \right|^2 \right] = E \left[ \max_{t, s \in T_{\epsilon j}} \left( R_{i3}^{(n)}(t) - R_{i3}^{(n)}(s) \right)^2 \right].
$$

By van der Vaart and Wellner (1996, Theorem 2.11.9), the sequence $\left( R_{i3T}^{(n)} - m_{nT}^{(n)} \right) / \sqrt{m_n}$

$(n = 1, 2, \cdots)$ is asymptotically tight if

(i) for any $d > 0$,

$$
\sum_{i=1}^{m_n} E \left[ \left| \frac{1}{\sqrt{m_n}} R_{i3}^{(n)} \right|_T 1\{ \left| \frac{1}{\sqrt{m_n}} R_{i3}^{(n)} \right|_T > d \} \right] \to 0 \quad \text{as } n \to \infty;
$$

(ii) for any sequence $(\delta_n)$ of real numbers satisfying $\delta_n \downarrow 0$ as $n \to \infty$,

$$
\sup_{s, t \in [0, T], |s - t| < \delta_n} \sum_{i=1}^{m_n} E \left[ \left| \frac{1}{\sqrt{m_n}} \left( R_{i3}^{(n)}(t) - R_{i3}^{(n)}(s) \right) \right|^2 \right] \to 0 \quad \text{as } n \to \infty; \quad \text{and}
$$

(iii) for any sequence $(\delta_n)$ as above,

$$
\int_{0}^{\delta_n} \sqrt{\log N^{(n)}_\epsilon(\epsilon, T)} \, \text{d}\epsilon \to 0 \quad \text{as } n \to \infty.
$$

Considering condition (i), recall that

$$
R_{i3}^{(n)}(t) \leq n^{-1} \sum_{j=1}^{n} I_j \quad (i = 1, 2, \cdots, n; 0 \leq t \leq T)
$$

and let $X = \frac{1}{\sqrt{m_n}} \frac{1}{n} \sum_{j=1}^{n} I_j$. Then, for $d > 0$,

(A.7) $$
\sum_{i=1}^{m_n} E \left[ \left| \frac{1}{\sqrt{m_n}} R_{i3}^{(n)} \right|_T 1\{ \left| \frac{1}{\sqrt{m_n}} R_{i3}^{(n)} \right|_T > d \} \right] \leq m_n E \left[ X 1_{\{X > d\}} \right].
$$

Recall that there exists $\alpha > 0$ such that $E[I^{2+\alpha}] < \infty$. Using the same method as a proof of Markov’s inequality,

$$
E \left[ X 1_{\{X > d\}} \right] = d^{-(1+\alpha)} E \left[ X \left( 1_{\{X > d\}} d^{(1+\alpha)} \right) \right]
$$

(A.8) $$
\leq d^{-(1+\alpha)} E \left[ X^{2+\alpha} \right] = d^{-(1+\alpha)} \frac{1}{m_n} \frac{1}{n^{2+\alpha}} E \left[ \left( \sum_{j=1}^{n} I_j \right)^{2+\alpha} \right].
$$
Further, by Minkowski’s inequality,
\[ E \left[ \left( \sum_{j=1}^{n} I_j \right)^{2+\alpha} \right] \leq n^{2+\alpha} E \left[ I^{2+\alpha} \right], \]
which, together with (A.7) and (A.8), yields
\[ \sum_{i=1}^{m_n} E \left[ \frac{1}{\sqrt{m_n}} R_{13}^{(n)}(\mu) \right] \leq m_n^{-\frac{n}{2}} d^{-\frac{n}{2}} \rightarrow 0 \]
as \( n \to \infty \), so condition (i) is satisfied.

Turning to condition (ii), recall the Poisson process \( \eta^{(n)} \) and for any set \( F \subset [0, \infty) \) let \( \eta^{(n)}(F) \) denote the number of points of \( \eta^{(n)} \) in \( F \). Then, for any \( 0 \leq a < b < \infty \),
\[ \max_{a \leq s < t \leq b} \left| R_{13}^{(n)}(t) - R_{13}^{(n)}(s) \right| \leq \left( 1 + \frac{\beta_G}{n^2} \right) \frac{1}{m_n} \left( \mu_1^2 + \sigma_1^2 \right), \]
so, since \( R_{13}^{(n)} \), \( R_{23}^{(n)} \), \ldots, \( R_{m_n,3}^{(n)} \) are identically distributed, there exists \( n_0 \in \mathbb{N} \) independent of \( a \) and \( b \) such that for all \( n > n_0 \),
\[ \sum_{i=1}^{m_n} E \left[ \max_{a \leq s < t \leq b} \left( \frac{1}{\sqrt{m_n}} \left( R_{13}^{(n)}(t) - R_{13}^{(n)}(s) \right) \right) \right] \leq \beta_G(n^2(b-a)(\mu_1^2 + \sigma_1^2)) \]
(A.9)
since \( \beta_G(n^2m_n \to \lambda_G \) as \( n \to \infty \). It follows that condition (ii) is satisfied.

Turning finally to condition (iii), it follows from (A.9) that (A.6) is satisfied for all sufficiently large \( n \) if \( [0, T] \) is partitioned into intervals of length \( \epsilon^2/[2\lambda_G(\mu_1^2 + \sigma_1^2)] \) (the final interval may have a shorter length), so \( N_{[\epsilon]}^{(n)}(T) \leq c/\epsilon^2 \) for all sufficiently large \( n \), where \( c = 4T\lambda_G(\mu_1^2 + \sigma_1^2) \). Thus
\[ \limsup_{n \to \infty} \int_{0}^{T} \sqrt{\log N_{[\epsilon]}^{(n)}(T)} \, d\epsilon \leq \limsup_{n \to \infty} J_n, \]
where \( J_n = \int_{0}^{\delta_n} \sqrt{\log(c/\epsilon^2)} \, d\epsilon \). Substituting \( u = \log(c/\epsilon^2) \) yields after a little algebra that \( J_n \to 0 \) as \( n \to \infty \), so condition (iii) is satisfied.

APPENDIX B: PROOF OF LEMMA 4.9

In this appendix we first prove (4.52) and (4.54) in Section B.1. Then in Section B.2 we introduce the notion of susceptibility sets and some results about them which are subsequently used in Section B.3 to prove (4.53). Recall that \( R_0 = \mu_I \lambda_W > 1 \).
B.1. Proof of (4.52) and (4.54). Recall that the first assertion we set out to prove here is that, under (C1)–(C3), for any $\gamma \in (0, \delta/4)$ and $T > 0$ we have

$$\lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \left| p_{\gamma}^{(n)}(t) - p(t) \right| = 0,$$

where $p_{\gamma}^{(n)}(t) = P \left( Z^{(n)}(t) \geq n^\gamma \right)$ and $p(t) = 1 - e^{-\lambda_G (1 - \pi_w) t}$.

We first introduce some more notation. For $\lambda_G, \lambda_W > 0$, let $\mathcal{B}(\lambda_G, \lambda_W I)$ denote a Galton-Watson branching process having a random number of ancestors distributed as $P_0(\lambda_G)$ and offspring distribution $P_0(\lambda_W I)$. Let $B(\lambda_G, \lambda_W I)$ denote the total size of $\mathcal{B}(\lambda_G, \lambda_W I)$, including the ancestors. For $n = 1, 2, \cdots$, let $\chi_1^{(n)}, \chi_2^{(n)}, \cdots$ be i.i.d. random variables that are uniformly distributed on the integers $1, 2, \cdots, n$. Then, cf. Ball and Donnelly (1995) and Section 4.3.1, for any fixed $t \geq 0$, a realisation of $Z^{(n)}(t)$ can be obtained from $\mathcal{B}(n^2 m_n \beta_G^{(n)} t, n \beta_W^{(n)} I)$ as follows.

Let $\mathcal{B}^{(n)}(t) = \mathcal{B}(n^2 m_n \beta_G^{(n)} t, n \beta_W^{(n)} I)$, $B^{(n)}(t) = B(n^2 m_n \beta_G^{(n)} t, n \beta_W^{(n)} I)$ and recall from Section 4.1 that $Z^{(n)}(t)$ has the same distribution as the size of the epidemic $\mathcal{E}^{(n)}(t)$ defined in Definition 2.4. Label the individuals in the population upon which $\mathcal{E}^{(n)}(t)$ is defined $1, 2, \cdots, n$. Births in $\mathcal{B}^{(n)}(t)$ correspond to infectious contacts in $\mathcal{E}^{(n)}(t)$. For $k = 1, 2, \cdots$, the individual contacted at the $k$-th birth in $\mathcal{B}^{(n)}(t)$ (including the initial infectives) has label given by $\chi_k^{(n)}$. If that individual is still susceptible in $\mathcal{E}^{(n)}(t)$ then they become infected and make infectious contacts according to the offspring of the corresponding individual in $\mathcal{B}^{(n)}(t)$. If that individual is no longer susceptible in $\mathcal{E}^{(n)}(t)$ then they and all of the progeny of the corresponding individual in $\mathcal{B}^{(n)}(t)$ are ignored in the construction of $\mathcal{E}^{(n)}(t)$.

Let $M^{(n)} = \min \{ k \geq 2 : \chi_k^{(n)} \in \{ \chi_1^{(n)}, \chi_2^{(n)}, \cdots, \chi_{k-1}^{(n)} \} \}$ be the position of the first duplicate in $\{ \chi_1^{(n)}, \chi_2^{(n)}, \cdots \}$ and fix $\gamma \in (0, \delta/4)$. Now,

$$P \left( Z^{(n)}(t) < n^\gamma \right) = P \left( Z^{(n)}(t) < n^\gamma, M^{(n)} < n^\gamma \right) + P \left( Z^{(n)}(t) < n^\gamma, M^{(n)} \geq n^\gamma \right)$$

and

$$P \left( B^{(n)}(t) < n^\gamma \right) = P \left( B^{(n)}(t) < n^\gamma, M^{(n)} < n^\gamma \right) + P \left( B^{(n)}(t) < n^\gamma, M^{(n)} \geq n^\gamma \right).$$

By the coupling, $P \left( Z^{(n)}(t) < n^\gamma, M^{(n)} \geq n^\gamma \right) = P \left( B^{(n)}(t) < n^\gamma, M^{(n)} \geq n^\gamma \right)$, so

$$P \left( Z^{(n)}(t) \geq n^\gamma \right) - P \left( B^{(n)}(t) \geq n^\gamma \right) \leq P \left( Z^{(n)}(t) < n^\gamma \right) - P \left( B^{(n)}(t) < n^\gamma \right),$$

$$= \left| P \left( Z^{(n)}(t) < n^\gamma \right) - P \left( B^{(n)}(t) < n^\gamma \right) \right| \leq P \left( Z^{(n)}(t) < n^\gamma, M^{(n)} < n^\gamma \right) - P \left( B^{(n)}(t) < n^\gamma, M^{(n)} \geq n^\gamma \right) \leq P \left( M^{(n)} < n^\gamma \right) = 1 - \prod_{k=1}^{\lceil n^\gamma \rceil - 1} \left( 1 - \frac{k}{n} \right) \leq \sum_{k=1}^{\lceil n^\gamma \rceil - 1} \frac{k}{n} \leq \frac{n^\gamma ([n^\gamma] - 1)}{2n}.$$  

(B.1)

This bound is independent of $t$, so

$$\lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \left| p_{\gamma}^{(n)}(t) - P \left( B^{(n)}(t) \geq n^\gamma \right) \right| = 0,$$

since $m_n n^{\gamma - 2} \to 0$ as $n \to \infty$, by condition (C1) as $\gamma < \frac{\delta}{4}$.
Recall from (2.1) that $\beta^{(n)}_W \to \lambda_W$ and $\beta^{(n)}_G n^2 m_n \to \lambda_G$ as $n \to \infty$. For $t \geq 0$, let $B(t) = \mathcal{B}(\lambda_G t, \lambda_W t)$ and $B(t) = B(\lambda_G t, \lambda_W t)$, and note that $p(t) = P(B(t) = \infty)$. Then

$$P \left( B^{(n)}(t) \geq n^\gamma \right) - p(t) \leq \left| P \left( B^{(n)}(t) \geq n^\gamma \right) - P \left( B^{(n)}(t) = \infty \right) \right|$$

(B.3)

We consider the two terms on the right-hand side of (B.3) separately, starting with the second one.

Recall that $\mathcal{B}(\lambda_W t)$ denotes the Galton-Watson branching process with one ancestor and offspring distribution $P(\lambda_W t)$, so $\pi_{W}$ is the extinction probability of $\mathcal{B}(\lambda_W t)$. Let $\pi_n$ denote the extinction probability of $\mathcal{B}(n\beta^{(n)}_W)$. Then $P \left( B^{(n)}(t) = \infty \right) = 1 - e^{-\beta^{(n)}_G n^2 m_n (1-\pi_n) t}$, so

$$P \left( B^{(n)}(t) = \infty \right) - p(t) = e^{-\beta^{(n)}_G n^2 m_n (1-\pi_n) t} - e^{-\lambda_G (1-\pi_W) t}$$

$$= e^{-\beta^{(n)}_G n^2 m_n (1-\pi_n) t} \left| 1 - e^{[\beta^{(n)}_G n^2 m_n (1-\pi_n) - \lambda_G (1-\pi_W)] t} \right|$$

$$\leq \left| 1 - e^{[\beta^{(n)}_G n^2 m_n (1-\pi_n) - \lambda_G (1-\pi_W)] t} \right|$$

$$\leq \left| \beta^{(n)}_G n^2 m_n (1-\pi_n) - \lambda_G (1-\pi_W) \right|$$

$$\times t \max \left\{ 1, e^{[\beta^{(n)}_G n^2 m_n (1-\pi_n) - \lambda_G (1-\pi_W)] t} \right\},$$

(B.4)

since $|1 - e^x| \leq |x| \max(1, e^x)$ for all $x \in \mathbb{R}$. Now $n\beta^{(n)}_W \to \lambda_W$ as $n \to \infty$, so $\pi_n \to \pi_W$ as $n \to \infty$. Thus,

$$\lim_{n \to \infty} \sup_{0 \leq t \leq T} t \max \left\{ 1, e^{[\beta^{(n)}_G n^2 m_n (1-\pi_n) - \lambda_G (1-\pi_W)] t} \right\} = T,$$

since $n^2 m_n \beta^{(n)}_G \to \lambda_G$ as $n \to \infty$. Further, since

$$\left| \beta^{(n)}_G n^2 m_n (1-\pi_n) - \lambda_G (1-\pi_W) \right|$$

$$\leq \left| \beta^{(n)}_G n^2 m_n (1-\pi_n) - \lambda_G (1-\pi_n) \right| + \left| \lambda_G (1-\pi_n) - \lambda_G (1-\pi_W) \right|$$

$$\leq \left| \beta^{(n)}_G n^2 m_n - \lambda_G \right| + \lambda_G \left| \pi_n - \pi_W \right|,$$

it follows from (B.4) and condition (C2) that, for any $T > 0$,

$$\lim_{n \to \infty} \sup_{0 \leq t \leq T} \sqrt{m_n} \left| P \left( B^{(n)}(t) = \infty \right) - p(t) \right| = 0,$$

(B.5)

provided $\sqrt{m_n} (\pi_n - \pi_W) \to 0$ as $n \to \infty$, which we show now.

Let $\pi(\lambda)$ denote the extinction probability of $\mathcal{B}(\lambda t)$, so $\pi_n = \pi(n\beta^{(n)}_W)$ and $\pi_W = \pi(\lambda_W)$. Further, $\pi(\lambda)$ is given by the smallest solution of $\phi_I(\lambda (1-\lambda)) = s$, where $\phi_I$ is the Laplace transform of $I$. Suppose that $\lambda_{11} > 1$, so $\pi(\lambda) \in (0, 1)$. Then implicit differentiation shows that the derivative of $\pi$ at $\lambda$ is given by

$$\pi'(\lambda) = \frac{(1 - \pi(\lambda)) \phi_I'(\lambda (1 - \pi(\lambda)))}{\lambda \phi_I'(\lambda (1 - \pi(\lambda))) + 1}.$$
Further, $-\lambda \phi'(\lambda(1 - \pi(\lambda))) < 1$ as $-\lambda \phi'(\lambda(1 - s))$ is increasing with $s \in [0, 1]$ and $\pi(\lambda)$ is the unique solution of $\phi'(\lambda(1 - s)) = s$ in $(0, 1)$. Now $n_{\beta}^{(n)} \to \lambda_W$ as $n \to \infty$, so $n_{\beta}^{(n)} \mu_I > 1$ for all sufficiently large $n$ as $R_0 = \lambda_W \mu_I > 1$. Also, $\phi'_I$ is continuous on $(0, \infty)$, so application of the mean value theorem and using condition (C3) shows that $\sqrt{\ln(n)}(\pi_n - \pi_W) \to 0$ as $n \to \infty$, thus proving (B.5).

Turning to the first term on the right-hand side of (B.3), note that

$$P \left( B^{(n)}(t) \geq n^\gamma \right) = P \left( B^{(n)}(t) = \infty \right) = P \left( B^{(n)}(t) \in [n^\gamma, \infty) \right)$$

and

$$P \left( B^{(n)}(t) \in [n^\gamma, \infty) \right) = P \left( B^{(n)}(t) < \infty \right) P \left( B^{(n)}(t) \in [n^\gamma, \infty) \mid B^{(n)}(t) < \infty \right).$$

Let $Y_0^{(n)}(t)$ be the number of ancestors in $\mathcal{B}^{(n)}(t)$, so $Y_0^{(n)}(t) \sim \text{Po}(n^2 m_n \beta_G^{(n)} t)$ and $\left( Y_0^{(n)}(t) \mid B^{(n)}(t) < \infty \right) \sim \text{Po}(n^2 m_n \beta_G^{(n)} \pi_n t)$. To show the latter, let $Y_0$ be the number of ancestors in $\mathcal{B}(\lambda_G, \lambda_W I)$. Then, $P \left( B(\lambda_G, \lambda_W I) < \infty \mid Y_0 = k \right) = \pi_W^k$ ($k = 0, 1, \cdots$).

Hence, for $k = 0, 1, \cdots$,

$$P \left( Y_0 = k \mid B(\lambda_G, \lambda_W I) < \infty \right) \propto P \left( Y_0 = k \mid B(\lambda_G, \lambda_W I) < \infty \right) \sim P \left( B(\lambda_G, \lambda_W I) < \infty \mid Y_0 = k \right) = \frac{\lambda^k e^{-\lambda \pi_W^k}}{k!},$$

whence $\left( Y_0 \mid B(\lambda_G, \lambda_W I) < \infty \right) \sim \text{Po}(\lambda_G \pi_W)$. Let $\mathcal{B}^{(n)} = \mathcal{B}(n^2 m_n \beta_G^{(n)} \pi_n t)$ and $B^{(n)}$ be the total size of $\mathcal{B}^{(n)}$, including the ancestor. Thus $\mathcal{B}^{(n)}$ describes the process evolving from a typical ancestor in $\mathcal{B}^{(n)}(t)$.

Recall that $R_0 = \lambda_W \mu_I > 1$, as it is indicated above, $\mathcal{B}^{(n)}$ is supercritical for all sufficiently large $n$, say $n \geq n_0$. Let $f_n(s) = \phi_I(n^2 m_n \beta_G^{(n)} (1 - s))$ be the offspring PGF of $\mathcal{B}^{(n)}$. Then, for $n \geq n_0$, conditional upon extinction $\mathcal{B}^{(n)}$ is distributed as a subcritical Galton-Watson process, $\mathcal{B}^{(n)}$ say, having offspring PGF $\hat{f}_n(s) = f_n(s \pi_W) / \pi_n$; see e.g. Daly (1979). Let $\hat{B}^{(n)}$ denote the total size of $\mathcal{B}^{(n)}$ and $\hat{h}_n(s)$ be the PGF of $\hat{B}^{(n)}$. Then $\hat{h}_n(s)$ is given by the smallest solution of $\hat{h}_n(s) = s \hat{f}_n(\hat{h}_n(s))$ in $[0, \infty)$ (see Jagers (1975, p. 39). Now

$$\lim_{n \to \infty} f_n(s) = f(s) = \phi_I(\lambda_W (1 - s)) \quad (0 \leq s \leq 1),$$

whence

$$\lim_{n \to \infty} \hat{f}_n(s) = \hat{f}(s) = f(s \pi_W) / \pi_W \quad (0 \leq s \leq \pi_W^{-1}).$$

Recall that $s_0 = \max \{ s > 1 : h = s \hat{f}(h) \text{ for some } h \in (0, \infty) \}$; see just before the statement of Theorem 2.6 in Section 2.5. For any $s \in [0, s_0)$, $\hat{h}_n(s) \to \hat{h}(s)$ as $n \to \infty$, where $\hat{h}(s)$ is given by the smallest solution of $\hat{h}(s) = s \hat{f}(\hat{h}(s))$ in $[0, \infty)$. Note that $\hat{h}$ is the PGF of the total size of $\mathcal{B}(\lambda_W I)$ conditioned on extinction.

Recalling that $\left( Y_0^{(n)}(t) \mid B^{(n)}(t) < \infty \right) \sim \text{Po}(n^2 m_n \beta_G^{(n)} \pi_n t)$,

$$E \left[ s^{B^{(n)}(t)} \mid B^{(n)}(t) < \infty \right] = e^{-n^2 m_n \beta_G^{(n)} \pi_n t (1 - \hat{h}_n(s))},$$

so Markov’s inequality yields

$$P \left( B^{(n)}(t) \in [n^\gamma, \infty) \mid B^{(n)}(t) < \infty \right) \leq s^{-n^\gamma} e^{-n^2 m_n \beta_G^{(n)} \pi_n t (1 - \hat{h}_n(s))}$$

for all $s > 1$. Now choose $s_0 \in (1, s_0)$ and let $\tilde{\theta}_0 = \log \tilde{s}_0 > 0$. Noting that $n^2 m_n \beta_G^{(n)} \to \lambda_G$, $\pi_n \to \pi_W$ and $\hat{h}_n(s_0) \to \hat{h}(s_0)$ as $n \to \infty$, we have that for any $\epsilon > 0$ and all $t \in [0, T]$

(B.8) $P \left( B^{(n)}(t) \in [n^\gamma, \infty) \mid B^{(n)}(t) < \infty \right) \leq e^{-\tilde{\theta}_0 n^\gamma} e^{-\lambda_G \pi_W t (1 - \hat{h}(s_0)) + \epsilon}$
for all sufficiently large $n$. Hence,

$$\lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \left| \mathbb{P} \left( B^{(n)}(t) \in [n^\gamma, \infty) \mid B^{(n)}(t) < \infty \right) - \mathbb{P} \left( B^{(n)}(t) = \infty \right) \right| = 0,$$

since $\hat{\theta}_0 > 0$ and $\gamma > 0$. Thus, using (B.6) and (B.7),

$$\lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \left| \mathbb{P} \left( B^{(n)}(t) \geq n^\gamma \right) - \mathbb{P} \left( B^{(n)}(t) = \infty \right) \right| = 0$$

for every $T > 0$. Equation (4.52) now follows using (B.2), (B.3), (B.5) and (B.9).

The proof of (4.54) parallels that of (4.52). Arguing as in the derivation of (B.2) shows that

$$\lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \left| \mathbb{P} \left( Z^{(n)}(t) \geq \log n \right) - \mathbb{P} \left( B^{(n)}(t) \geq \log n \right) \right| = 0.$$

Now take $\theta'$ as in condition (CS) and let $\hat{s}_0 = \exp(\theta'/2)$, so we have $\hat{\theta}_0 = \log \hat{s}_0 = \frac{\theta'}{2}$. A similar application of Markov’s inequality to (B.8) yields that, for all $t \in [0, T]$ and any $\epsilon > 0$,

$$\mathbb{P} \left( B^{(n)}(t) \in [\log n, \infty) \mid B^{(n)}(t) < \infty \right) \leq n^{-\hat{\theta}_0} e^{-\lambda \varpi (1 - \hat{h}(\hat{s}_0)) + \epsilon}$$

for sufficiently large $n$. Now $\lim_{n \to \infty} \sqrt{m_n} n^{-\hat{\theta}_0} = 0$, since $\lim_{n \to \infty} m_n n^{-\theta'} = 0$, so arguing as in the derivation of (B.9) yields

$$\lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \left| \mathbb{P} \left( B^{(n)}(t) \geq \log n \right) - \mathbb{P} \left( B^{(n)}(t) = \infty \right) \right| = 0$$

for every $T > 0$, which together with (B.5) and (B.10) implies (4.54).

**B.2. Susceptibility sets.** Before proving (4.53), we describe the concept of a susceptibility set (see e.g. Ball and Neal (2002); Ball, Sirl and Trapman (2009)) and derive some associated bounds that are used in the proof. The notation is local to this description. Consider the standard single-population SIR epidemic model of Section 2.2 but suppose that initially there are $a$ infectives and $N$ susceptibles, the infectious period is distributed according to the random variable $I$ and the individual-to-individual infection rate is $\beta$. Label the initial infectives, $-(a - 1), -(a - 2), \ldots, 0$ and the initial susceptibles $1, 2, \ldots, N$. Let $\mathcal{G}$ denote the random directed graph on $N = \{-a + 1, -(a - 2), \ldots, -1, 0\}$ in which for any distinct $i, j \in N$ there is a directed edge from $i$ to $j$ if and only if $i$, if infected, makes infectious contact with $j$. More specifically, the graph $\mathcal{G}$ is constructed by for each $i \in N$ first sampling its infectious period, $I_i$ say, and then for each $j \in N \setminus \{i\}$ drawing a directed edge from $i$ to $j$ independently with probability $1 - e^{-\beta I_i}$.

For distinct $i, j \in N$, write $i \sim j$ if and only if there is a chain of directed edges from $i$ to $j$ in $\mathcal{G}$. Let $\mathcal{S}_0 = \{-(a - 1), -(a - 2), \ldots, 0\}$ denote the set of initial infectives. For $i = 1, 2, \ldots, N$, define the susceptibility set of individual $i$ by $\hat{S}_i = \{j \in N \setminus \{i\} : j \sim i\}$ and let $\hat{S}_i = |\hat{S}_i|$ denote the cardinality of $\hat{S}_i$. Note that susceptible $i$ is infected by the epidemic if and only if $\hat{S}_i \cap \mathcal{S}_0 \neq \emptyset$ and, by exchangeability,

$$\mathbb{P} \left( i \text{ avoids infection from epidemic} \mid \mathcal{S}_i = k \right) = \theta_{N,a}(k) \quad (k = 0, 1, \ldots, N),$$

where $\theta_{N,a}(0) = 1$, $\theta_{N,a}(k) = 0$ if $k = N, N + 1, \ldots, N + a - 1$, and

$$\theta_{N,a}(k) = \prod_{j=1}^{k} \left( \frac{N - j}{N + a - j} \right) \quad (k = 1, 2, \ldots, N - 1).$$
It follows that

\[ P(i \text{ avoids infection from epidemic}) = \sum_{k=0}^{N-1} P(S_i = k)\theta_{N,a}(k). \]

Note that \( \theta_{N,a}(k) \) decreases with \( k \) so, for \( k = 1, 2, \cdots, N - 1 \),

\[ \theta_{N,a}(k)P(S_i \leq k) \leq P(i \text{ avoids infection from epidemic}) \]

(B.12)

\[ \leq P(S_i \leq k) + \theta_{N,a}(k + 1). \]

**B.3. Proof of (4.53).** Recall that we are setting out to prove that, under (C1)–(C4), for any \( \gamma \in (0, \delta/4) \) and \( T > 0 \) we have

\[ \lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \left| \hat{z}^{(n)}_\gamma(t) - z_\infty \right| = 0, \]

where \( \hat{z}^{(n)}_\gamma(t) = \mathbb{E} [\bar{Z}^{(n)}(t) | Z^{(n)}(t) \geq n^\gamma] \). The proof is structured as follows. First, in Section B.3.1, we reduce the problem to finding bounds \( q_L^{(n)}(\gamma) \) and \( q_U^{(n)}(\gamma) \) which satisfy respectively (B.13) and (B.14) below, for a key quantity \( q^{(n)}(\gamma, t) \) that can be loosely interpreted as the probability that an individual who is susceptible early in a large outbreak remains susceptible at the end of the outbreak. Then in each of sections B.3.2 and B.3.3 we bound first the number of infectives early in a large outbreak and second the size of the susceptibility set of an individual who is susceptible after the early part of a large outbreak, and thus bound \( q^{(n)}(\gamma, t) \).

**B.3.1. The quantity \( q^{(n)}(\gamma, t) \).** Fix \( \gamma \in (0, \delta/4) \) and \( T > 0 \), and note that for any \( t \in [0, T] \)

\[ \hat{z}^{(n)}_\gamma(t) = \frac{1}{n} \left( \lceil n^\gamma \rceil + (n - \lfloor n^\gamma \rfloor) \left( 1 - q^{(n)}(\gamma, t) \right) \right) \]

\[ = 1 - \frac{(n - \lfloor n^\gamma \rfloor)}{n} q^{(n)}(\gamma, t), \]

where \( q^{(n)}(\gamma, t) \) is the conditional probability, given that the epidemic \( \mathcal{E}^{(n)}(t) \) has infected at least \( \lceil n^\gamma \rceil \) individuals, that any given individual who is susceptible when the cumulative number of infectives in \( \mathcal{E}^{(n)}(t) \) first reaches \( \lfloor n^\gamma \rfloor \) is still susceptible at the end of the epidemic. For \( \lambda > 0 \), let \( \pi_{\mathcal{P}_0}(\lambda) \) denote the extinction probability of the branching process \( \mathcal{B}(\lambda) \); so \( \pi_{\mathcal{P}_0}(\lambda) = -\lambda^{-1}W_0(-\lambda e^{-\lambda}) \), where \( W_0(\cdot) \) is the principal branch of the Lambert \( W \) function. Note that \( z_\infty = 1 - \pi_{\mathcal{P}_0}(\lambda W \mu_I) \). Then

\[ \hat{z}^{(n)}_\gamma(t) - z_\infty = \pi_{\mathcal{P}_0}(\lambda W \mu_I) - q^{(n)}(\gamma, t) + \frac{\lceil n^\gamma \rceil}{n} q^{(n)}(\gamma, t), \]

so

\[ \sqrt{m_n} \sup_{0 \leq t \leq T} \left| \hat{z}^{(n)}_\gamma(t) - z_\infty \right| \leq \sqrt{m_n} \sup_{0 \leq t \leq T} \left| \pi_{\mathcal{P}_0}(\lambda W \mu_I) - q^{(n)}(\gamma, t) \right| + \sqrt{m_n} \frac{\lceil n^\gamma \rceil}{n}. \]

Now \( \sqrt{m_n} \frac{\lceil n^\gamma \rceil}{n} \to 0 \) as \( n \to \infty \), since \( \gamma < \frac{\delta}{4} \) and \( \delta < 2 \), so to prove (4.53) it is sufficient to obtain lower and upper bounds, \( q_L^{(n)}(\gamma) \) and \( q_U^{(n)}(\gamma) \), for \( q^{(n)}(\gamma, t) \) \( (0 \leq t \leq T) \) that satisfy

(B.13) \[ \lim_{n \to \infty} \sqrt{m_n} \left| \pi_{\mathcal{P}_0}(\lambda W \mu_I) - q_L^{(n)}(\gamma) \right| = 0 \]

and

(B.14) \[ \lim_{n \to \infty} \sqrt{m_n} \left| \pi_{\mathcal{P}_0}(\lambda W \mu_I) - q_U^{(n)}(\gamma) \right| = 0. \]
In the following two sections we establish bounds for \( \hat{Y}^{(n)}(n^\gamma, t) \), the number of infectives in \( E^{(n)}(t) \) when the cumulative number of infectives reaches \( n^\gamma \), and \( S_i^{(n)} \), the size of the susceptibility set of an individual who is susceptible at the time the cumulative number of infections reaches \( n^\gamma \), amongst the individuals who are susceptible and infectious at that time. Since \( q^{(n)}(\gamma, t) \) is an infection avoidance probability, upper bounds for \( \hat{Y}^{(n)}(n^\gamma, t) \) and \( S_i^{(n)} \) imply a lower bound for \( q^{(n)}(\gamma, t) \), and vice-versa.

### B.3.2. The lower bound \( q_L^{(n)}(\gamma) \)

First note that \( \lceil n^\gamma \rceil \) is a trivial upper bound for \( \hat{Y}^{(n)}(n^\gamma, t) \).

Suppose that we stop the construction of \( E^{(n)}(t) \) when the cumulative number of infectives first reaches \( n^\gamma \). (If the epidemic \( E^{(n)}(t) \) infects fewer than \( n^\gamma \) individuals, the construction is repeated independently until an epidemic that infects at least \( n^\gamma \) individuals is obtained.) Choose an individual, \( i \), say, that is still susceptible and consider its susceptibility set, \( S_i^{(n)} \), among the remaining \( n - \lceil n^\gamma \rceil - 1 \) susceptibles and the \( \hat{Y}^{(n)}(n^\gamma, t) \) current infectives, so in the notation of Section B.2 used to describe susceptibility sets, \( N = n - \lceil n^\gamma \rceil \) and \( a = \hat{Y}^{(n)}(n^\gamma, t) \). Each of the other \( N - 1 \) remaining susceptibles in the population, if infected, makes infectious contact with individual \( i \) independently and with probability \( 1 - \phi_i(\beta_G^{(n)}) \). It follows that the indicator function of the event that a given individual contacts individual \( i \) is stochastically smaller than a Poisson \( (-\kappa_I(\beta_G^{(n)})) \) random variable, where \( \kappa_I(\theta) = \log \phi_I(\theta) \). Thus the total number of individuals that contact individual \( i \) (and hence join \( S_i^{(n)} \)) is stochastically smaller than a Poisson \( -(N - 1)\kappa_I(\beta_G^{(n)}) \) random variable. (Note that \( \kappa_I(\theta) \) is the cumulant-generating function of \( I \).

The susceptibility set \( S_i^{(n)} \) can be constructed on a generation basis in the obvious fashion, with individual \( i \) comprising generation 0 and for any other individual, \( j \) say, in \( S_i^{(n)} \), its generation is given by the number of edges in the shortest directed path from \( j \) to \( i \) in \( S_i^{(n)} \). Note however that, unless the infectious period \( I \) is constant, the probability an individual joins the susceptibility set is different for different generations. Fix two individuals, \( j_1 \) and \( j_2 \), let \( q_0^{(n)} \) be the unconditional probability that \( j_1 \) fails to infect \( j_2 \) and, for \( k = 1, 2, \ldots \), let \( q_k^{(n)} \) be the conditional probability that \( j_1 \) fails to infect \( j_2 \) given that \( j_1 \) has failed to infect \( k \) other individuals. Then \( q_k^{(n)} = \phi_I \left( \frac{(k + 1)\beta_G^{(n)}}{\phi_I(k\beta_G^{(n)})} \right) \) and since \( \kappa_I \) is convex it is readily seen that \( q_0^{(n)} \leq q_1^{(n)} \leq \cdots \), as one would expect on intuitive grounds.

Thus, as \( N - 1 \leq n \), it follows that \( S_i^{(n)} \leq V^{(n)} \), where \( V^{(n)} \) is the total progeny of the Galton-Watson branching process \( B(\lambda_n) \) and \( \lambda_n = -n\kappa_I(\beta_G^{(n)}) \). Note that \( V^{(n)} \) and \( S_i^{(n)} \) do not include the initial individual \( i \).

Choose \( \gamma_1 > 0 \) such that \( 2(\gamma + \gamma_1) < \delta \), where \( \delta \in (0, 2) \) is as in condition (C1). Recall that, for any \( t \in [0, T] \), the number of current infectives \( \hat{Y}^{(n)}(n^\gamma, t) \) at most \( \lceil n^\gamma \rceil \). Thus, from (B.12), \( q_L^{(n)}(\gamma) = \theta_{N,a}(\lceil n^\gamma \rceil) P(V^{(n)} \leq \lceil n^\gamma \rceil) \) with \( N = n - \lceil n^\gamma \rceil \) and \( a = \lceil n^\gamma \rceil \) is a uniform lower bound for \( q^{(n)}(\gamma, t) \). Now

\[
\left| q_L^{(n)}(\gamma) - \pi_{Po}(\lambda_W \mu_I) \right| = \left| P(V^{(n)} \leq \lceil n^\gamma \rceil) \left( \theta_{N,a}(\lceil n^\gamma \rceil) - 1 \right) + P(V^{(n)} \leq \lceil n^\gamma \rceil) - \pi_{Po}(\lambda_W \mu_I) \right|
\]

(B.15)

\[
\leq \left| \theta_{N,a}(\lceil n^\gamma \rceil) - 1 \right| + \left| P(V^{(n)} \leq \lceil n^\gamma \rceil) - \pi_{Po}(\lambda_W \mu_I) \right|
\]
Note that $\kappa_I$ is infinitely differentiable on $(0, \infty)$, so by Taylor’s theorem,

$$\kappa_I(x) = -x\mu_I + x^2O(1) \quad \text{as } x \to 0.\tag{B.16}$$

Hence,

$$\lim_{n \to \infty} \sqrt{m_n}(\lambda_n - \lambda_W \mu_I) = \lim_{n \to \infty} \sqrt{m_n} \left[(n\beta_W^{(n)} - \lambda_W) \mu_I + n \left(\beta_W^{(n)}\right)^2 O(1)\right] = 0,$$

using conditions (C1) and (C3). Arguing as in the derivation of (B.5) and (B.9) in Section B.1 now shows that

$$\sqrt{m_n} P\left(V^{(n)} \leq \lceil n^{\gamma_1}\rceil\right) - n \pi_0(\lambda_W \mu_I) \to 0 \quad \text{as } n \to \infty.\tag{B.17}$$

Further, for $k = 1, 2, \ldots, N - 1$,

$$\theta_{N,a}(k) \geq \left(\frac{N - k}{N + a - k}\right)^k = \left(1 - \frac{a}{N + a - k}\right)^k \geq 1 - \frac{ka}{N + a - k},$$

so, substituting in $N = n - \lceil n^{\gamma_1}\rceil$ and $a = \lceil n^{\gamma_1}\rceil$,

$$\sqrt{m_n} \left|\theta_{N,a}(\lceil n^{\gamma_1}\rceil) - 1\right| \leq \sqrt{m_n} \left[\frac{n^{\gamma_1}}{n - \lceil n^{\gamma_1}\rceil}\right] \to 0 \quad \text{as } n \to \infty,\tag{B.18}$$

as $\gamma + \gamma_1 < \frac{\delta}{2}$ and $\delta < 2$. The limit (B.13) follows using (B.15), (B.17) and (B.18).

**B.3.3. The upper bound $\hat{q}^{(n)}_I(\gamma)$.** To find a lower bound for $\hat{Y}^{(n)}(n^{\gamma}, t)$ (the number of infectives in $\mathcal{E}(n)(t)$ when the cumulative number of infectives first reaches $\lceil n^{\gamma}\rceil$), consider the branching process $\mathcal{B}(n)(t)$ introduced in Section B.1. Its total size $\mathcal{B}(n)(t)$ can be constructed in the well-known fashion from a random walk obtained by considering the offspring of individuals sequentially as follows. Recall that $Y^{(n)}_0(t) \sim \text{Po}\left(n^2 m_n \beta^{(n)}_G t\right)$ is the number of ancestors in $\mathcal{B}(n)(t)$ and let $Y^{(n)}_1, Y^{(n)}_2, \ldots$ be i.i.d. copies of the offspring distribution $\text{Po}\left(n \beta_W^{(n)}\right)$. Let $X^{(n)}_0(t) = Y^{(n)}_0(t)$ and, for $k = 1, 2, \ldots$, let $X^{(n)}_k(t) = Y^{(n)}_0(t) + \sum_{i=1}^k Y^{(n)}_i$. Suppressing the explicit dependence on $t$, let $W(n) = \inf\{k \geq 0 : X^{(n)}_k(t) - k = 0\}$, where $W(n) = \infty$ if $X^{(n)}_k(t) > k$ for all $k \geq 0$. Then $B^{(n)}_n(t) = X^{(n)}_{W(n)}(t)$.

Let $\mu^{(n)}_Y = E\left[Y_1^{(n)}\right] = n \beta^{(n)}_W \mu_I$ and for $\theta \in \mathbb{R}$, let

$$M_n(\theta) = E\left[e^{\theta Y^{(n)}(\mu^{(n)}_Y - \mu^{(n)}_I)}\right] = e^{-n \beta^{(n)}_W \mu_I \phi_I(n \beta^{(n)}_W(1 - e^{\theta}))}.\tag{B.19}$$

Recall that $\lim_{n \to \infty} n \beta^{(n)}_W = \lambda_W$ and (by condition (C4)) there exists $\theta_0 < 0$ such that $\phi_I(\theta_0) < \infty$. Thus $M_n(\theta) \to M(\theta) = e^{-\lambda_W \mu_I \phi_I(\lambda_W(1 - e^{\theta}))}$, as $n \to \infty$, in an interval containing the origin. By a standard large-deviation argument (e.g. Grimmet and Stirzaker (2001, p. 202)), for all $\zeta > 0$, there exists $\theta_1 > 0$ such that $e^{-\theta_1 \zeta} M(\theta) \in (0, 1)$ for all $\theta \in (0, \theta_1)$, so there exist $\theta_2 > 0$, $c_1 \in (0, 1)$ and $n_0 \in \mathbb{N}$ such that $e^{-\theta_2 \zeta} M(n_0(\theta_2)) \leq c_1$ for all $n \geq n_0$. Hence, by Markov’s inequality, for all $n \geq n_0$,

$$P\left(X^{(n)}_k(t) - k \mu^{(n)}_Y \geq k \zeta\right) \leq c_1^k e^{n^2 m_n \beta^{(n)}_G t (e^{\theta_1} - 1)} \quad (k = 1, 2, \ldots),$$

so, since $n^2 m_n \beta^{(n)}_G \to \lambda_G$ as $n \to \infty$, there exist $C_1 > 0$ and $n_1 \in \mathbb{N}$ such that, for all $n \geq n_1$,

$$P\left(X^{(n)}_k(t) \geq k(\mu^{(n)}_Y + \zeta)\right) \leq C_1 c_1^k \quad (k = 1, 2, \ldots ; 0 \leq t \leq T).$$
Let $\mu_Y = \lim_{n \to \infty} \mu_Y^{(n)} = \lambda_Y \mu_I$, using (2.1). Then, a similar argument shows that, for all $\zeta \in (0, \mu_Y)$, there exist $c_2 \in (0, 1), C_2 > 0$ and $n_2 \in \mathbb{N}$ such that, for all $n \geq n_2$,

\begin{equation}
\text{Prob}(X^{(n)}_k(t) \leq k(\mu_Y^{(n)} - \zeta)) \leq C_2 c_2^k \quad (k = 1, 2, \ldots; 0 \leq t \leq T).
\end{equation}

Suppose that $\gamma \in \left(0, \frac{4}{\mu_Y}\right)$. Then, for any $\gamma' \in (0, \gamma)$, since $n^{\gamma'} > n^{\gamma'}(\mu_Y^{(n)} + \zeta)$ for all sufficiently large $n$, (B.19) and condition (C1) imply that

\begin{equation}
\text{Prob}(X^{(n)}_{\lceil n^{\gamma'}\rceil}(t) > n^{\gamma}) = 0.
\end{equation}

Similarly, for any $\gamma'' > \gamma$, since for any $\zeta \in (0, \mu_Y)$, $n^{\gamma} \leq n^{\gamma''}(\mu_Y^{(n)} - \zeta)$ for all sufficiently large $n$, (B.20) and condition (C1) imply that

\begin{equation}
\text{Prob}(X^{(n)}_{\lceil n^{\gamma''}\rceil}(t) < n^{\gamma}) = 0.
\end{equation}

For $x > 0$, let $\tau^{(n)}(x, t) = \min\{k \geq 0 : X^{(n)}_k(t) \geq x\}$. Since $X^{(n)}_k(t)$ is non-decreasing in $k$,

\begin{equation}
\text{Prob}(\tau^{(n)}(\mu_Y^{(n)} - \zeta - 1)) \leq C_2 c_2^k \quad (k = 1, 2, \ldots; 0 \leq t \leq T).
\end{equation}

Note from (2.2), that $\mu_Y > 1$, since $R_0 > 1$. Thus, $\zeta$ can be chosen in $(0, \mu_Y - 1)$. Let $\gamma'' \in (0, \gamma')$. Then, for such $\zeta$ and all sufficiently large $n$, $n^{\gamma''} < k(\mu_Y^{(n)} - \zeta - 1)$ for all $k \geq n^{\gamma'}$, so there exists $n_3 \in \mathbb{N}$ such that, for all $n \geq n_3$,

\begin{equation}
\text{Prob}(X^{(n)}(t) - k \leq n^{\gamma''}) \leq C_2 c_2^{n^{\gamma'}} \quad (k \geq n^{\gamma'}; 0 \leq t \leq T).
\end{equation}

Hence,

\begin{equation}
\lim_{n \to \infty} \sqrt{m_n} \text{Prob}(X^{(n)}(t) - k < n^{\gamma''} \text{ for some } k < n^{\gamma'}(n^{\gamma}, n^{\gamma''})) = 0,
\end{equation}

which, together with (B.23), implies

\begin{equation}
\lim_{n \to \infty} \sqrt{m_n} \text{Prob}(X^{(n)}(\tau^{(n)}(\mu_Y^{(n)} - \zeta - 1)) - \tau^{(n)}(\mu_Y^{(n)} - \zeta), t < n^{\gamma''}) = 0.
\end{equation}

For $t \geq 0$, let $Y^{(n)}(\mu_Y^{(n)} - \zeta)$ be the number of individuals alive in the above construction of $B^{(n)}(t)$ when the total progeny first reaches $n^{\gamma}$, where $Y^{(n)}(\mu_Y^{(n)} - \zeta), t = 0$ if $B^{(n)}(t) < n^{\gamma}$. Now

\begin{equation}
\left\{Y^{(n)}(\mu_Y^{(n)} - \zeta), t < n^{\gamma''}ight\} \cap \left\{B^{(n)}(t) \geq n^{\gamma}\right\} \subseteq \left\{X^{(n)}(\tau^{(n)}(\mu_Y^{(n)} - \zeta), t) - \tau^{(n)}(\mu_Y^{(n)} - \zeta), t < n^{\gamma''}\right\},
\end{equation}

so it follows from (B.24) that

\begin{equation}
\lim_{n \to \infty} \sqrt{m_n} \sup_{0 \leq t \leq T} \text{Prob}(Y^{(n)}(\mu_Y^{(n)} - \zeta), t < n^{\gamma''}, B^{(n)}(t) \geq n^{\gamma}) = 0.
\end{equation}

A realisation of the total size $Z^{(n)}(t)$ of the epidemic $E^{(n)}(t)$ can be constructed using the above random variables $Y_0^{(n)}(t), Y_1^{(n)}(t), Y_2^{(n)}, \ldots$ and the random variables $\chi_1^{(n)}, \chi_2^{(n)}, \ldots$ introduced near the start of Section B.1. The construction proceeds in an analogous fashion to that used in Section B.1. The $k$-th birth in the construction of $B^{(n)}(t)$ (including the initial ancestors) is given the label is $\chi^{(n)}_k$ and corresponds to an infective in the construction.
of \(Z^{(n)}(t)\) if and only if \(\chi_k^{(n)} \not\in \{\chi_1^{(n)}, \chi_2^{(n)}, \cdots, \chi_{k-1}^{(n)}\}\), otherwise that individual and its descendants are ignored in the construction of \(Z^{(n)}(t)\). As in the construction of \(B^{(n)}(t)\), the numbers of individuals infected by infectives are considered sequentially in the descendants are ignored in the construction of \(Z^{(n)}(t)\), yielding a process \(\tilde{X}_k^{(n)}(t) = \tilde{Y}_0^{(n)}(t) + \sum_{i=1}^{k} \tilde{Y}_i^{(n)}(k = 0, 1, \ldots)\), where \(\tilde{Y}_0^{(n)}(t)\) is the number of initial infectives in \(E^{(n)}(t)\) and for example, \(\tilde{Y}_1^{(n)}\) is the number of people infected by the first infective considered in the construction of \(Z^{(n)}(t)\). Note that \(Z^{(n)}(t) = \tilde{X}_k^{(n)}(W^{(n)}(t))\), where \(W^{(n)} = \inf\{k \geq 0 : \tilde{X}_k^{(n)}(t) = k = 0\}\). Let

\[ M^{(n)} = \min\{k \geq 2 : \chi_k^{(n)} \in \{\chi_1^{(n)}, \chi_2^{(n)}, \cdots, \chi_{k-1}^{(n)}\}\}, \]

as in Section B.1. Then, \(X_k^{(n)}(t) (k = 0, 1, \cdots)\) and \(\tilde{X}_k^{(n)}(t) (k = 0, 1, \cdots)\) coincide while \(X_k^{(n)}(t) < M^{(n)}\). Now \(\lim_{n \to \infty} \sqrt{n}P(M^{(n)} \leq n\gamma) = 0\) (cf. (B.1)) and using (B.25), a similar argument to the derivation of (B.2) yields

(B.26) \[ \lim_{n \to \infty} \sup_{0 \leq t \leq T} \sqrt{m_n} P(\tilde{Y}^{(n)}(n\gamma, t) < n^{\gamma''} \mid Z^{(n)}(t) \geq n\gamma) = 0. \]

Now \(p^{(n)}(\gamma) = P(Z^{(n)}(t) \geq n\gamma)\) is increasing in \(t\) and by Lemma 4.9, \(p^{(n)}(\gamma) \to p(\gamma)\) as \(n \to \infty\). Hence, for any \(T' \in (0, T)\), \(\min_{T \leq t \leq T'} p^{(n)}(\gamma) > n^{\gamma'}\) for all sufficiently large \(n\). In (B.26), \(\gamma'' \leq \gamma\) can be made arbitrarily close to \(\gamma\). Thus, it follows from (B.26) that, for any \(\gamma' < \gamma < \frac{1}{4}\) and any \(0 < T' < T\),

(B.27) \[ \lim_{n \to \infty} \sup_{T' \leq t \leq T} P(\tilde{Y}^{(n)}(n\gamma, t) < n^{\gamma'} \mid Z^{(n)}(t) \geq n\gamma) = 0. \]

To obtain a uniform upper bound for \(q^{(n)}(\gamma, t)\), first choose \(\gamma_2 \in (0, \frac{1}{2})\), \(\gamma' \in (0, \gamma)\) and then \(\gamma_3 \in (0, 1)\) such that \(\gamma' + \gamma_3 > 1\). In view of (B.27), we may assume that there are at least \(n^{\gamma_3}\) current infectives when the cumulative number of infectives in \(E^{(n)}(t)\) reaches \([n\gamma]\). It then follows from (B.12) that

(B.28) \[ q^{(n)}(\gamma, t) \leq P(S^{(n)} \leq \gamma_3) + \theta_{N, a}([n\gamma_3]), \]

where \(N = n - [n\gamma]\) and \(a = [n\gamma']\). Here, \(S^{(n)} = \sum_{i=1}^{[n\gamma]} I_i\) denotes the susceptibility set of a typical individual, \(i\) say, in a population of total size \(N + a = n - [n\gamma] + [n\gamma']\). We get an upper bound for \(P(S^{(n)} \leq \gamma_3)\) by first coupling the susceptibility set \(S^{(n)}\) to a lower bounding branching process, to obtain an upper bound for \(P(S^{(n)} \leq n^{\gamma_2}\) and then showing that, as as \(n \to \infty\), \(P(S^{(n)} \leq \gamma_3) \rightarrow 0\) sufficiently quickly.

In this final section we need the following additional notation to describe various branching processes and their properties. We write \(B_{\text{Bin}}(n, p)\) and \(B_{\text{Po}}(X) = B(X)\) for Galton-Watson branching processes with a single ancestor and offspring distributions which are respectively \(\text{Bin}(n, p)\) (for \(n \in \mathbb{N}\) and \(p \in (0, 1)\)) and \(\text{Po}(X)\). (We now add the ‘Po’ subscript to the notation \(B(X)\) for the latter in order to aid clarity.) Recall also the notation \(\pi_{\text{Po}}(x)\) for the extinction probability of \(B_{\text{Po}}(x)\).

Note that whilst the size of \(S^{(n)}\) is less than \(n^{\gamma_2}\), the number of individuals that could join the susceptibility set is at least \(n - [n\gamma] - [n^{\gamma_2}]\) (in fact at least \(n - [n\gamma] - [n^{\gamma_2}] + [n\gamma'] - 1\) but the coarser bound is sufficient for our purposes) and the probability that an individual joins the susceptibility set is at least \(1 - q^{(n)}_{[n\gamma_2]}\), so \(P(S^{(n)} \leq n^{\gamma_2}) \leq P(U^{(n)} \leq n^{\gamma_2})\), where \(U^{(n)}\) is the total progeny of \(B_{\text{Bin}}(N', p_n)\) with \(N' = n - [n\gamma] - [n^{\gamma_2}]\) and \(p_n = 1 - q^{(n)}_{[n\gamma_2]}\). Let \(\lambda_n = -N' \log(1 - p_n)\). A realisation of \(B_{\text{Bin}}(N', p_n)\) can be obtained from one of
Suppose that an individual in $\mathcal{B}_{\text{Po}}(\lambda_n)$ has $k > 0$ offspring. Thinking of those $k$ offspring as balls, place those $k$ balls independently and uniformly into $N'$ boxes; then in $\mathcal{B}_{\text{Bin}}(N', p_n)$ the number of offspring is the number of non-empty boxes. Let $V^{(n)}$ denote the total progeny of $\mathcal{B}_{\text{Po}}(\lambda_n)$. Then (cf. (B.1)), if $V^{(n)} \leq n^{\gamma_2}$, the probability that $\mathcal{B}_{\text{Po}}(\lambda_n)$ and $\mathcal{B}_{\text{Bin}}(N', p_n)$ differ is at most $d_n = n^{\gamma_2} / (n - \lceil n^{\gamma} \rceil - \lceil n^{\gamma_2} \rceil)$ and $\lim_{n \to \infty} \sqrt{m_n} d_n = 0$, since $\gamma_2 < \frac{2}{3}$ and $\delta < 2$. Thus we may use $\mathbb{P}(V^{(n)} \leq n^{\gamma_2})$ as an 'upper bound' for $\mathbb{P}(S^{(n)} \leq n^{\gamma_2})$.

Observe that

$$\lambda_n = - (n - \lceil n^{\gamma} \rceil - \lceil n^{\gamma_2} \rceil) \left[\kappa I \left(\beta_0^{(n)} (1 + \lceil n^{\gamma_2} \rceil)\right) - \kappa I \left(\beta_0^{(n)} \lceil n^{\gamma_2} \rceil\right)\right].$$

Omitting the details, using (B.16), we have $\lim_{n \to \infty} \sqrt{m_n} (\lambda_n - \mu I \lambda_W) = 0$ if

(a) $\lim_{n \to \infty} \sqrt{m_n} n^{\gamma - 1} = 0$, (b) $\lim_{n \to \infty} \sqrt{m_n} n^{\gamma_2 - 1} = 0$, (c) $\lim_{n \to \infty} \sqrt{m_n} (n^{\gamma_1} - \lambda_W) = 0$ and (d) $\lim_{n \to \infty} \sqrt{m_n} (n^{\gamma_1} - \lambda_W)^2 n^{\gamma_2} = 0$. Conditions (a) and (b) follow immediately from (C1) since $2 \gamma < \delta$ and $2 \gamma_2 < \delta$, and condition (c) is precisely (C3). Condition (d) follows from $\lim_{n \to \infty} n^{\gamma_1/2} = \lambda_W$ (see (2.1)) and $4 \gamma_2 < \delta$. As at (B.17), the same arguments as in the derivation of (B.5) and (B.9) in Section B.1 now show that

$$\sqrt{m_n} \left| \mathbb{P}(V^{(n)} \leq n^{\gamma_2}) - \pi_{\text{Po}}(\lambda_W \mu I) \right| \to 0 \quad \text{as} \ n \to \infty.$$

By bounding $S^{(n)}$ between the processes $\mathcal{B}_{\text{Bin}}(N', p_n)$ and $\mathcal{B}_{\text{Bin}}(N', p'_n)$, where $p'_n = 1 - q^{(n)}_0$, similar arguments to the derivation of (B.27) show that the susceptibility set $S^{(n)}$ can be constructed so that if and when its size reaches $n^{\gamma_2}$ then, for any $\gamma_4 \in (0, \gamma_2)$ there at least $n^{\gamma_4}$ members whose offspring have yet to be explored. Until the size of $S^{(n)}$ reaches $n^{\gamma_2}$, $S^{(n)}$ is bounded below by the branching process $\mathcal{B}_{\text{Bin}}(N(n), p(n))$, where $N(n) = n - \lceil n^{\gamma} \rceil - \lceil n^{\gamma_4} \rceil$ and $p(n) = 1 - q^{(n)}_0$. It is easily shown using the mean value theorem that $\lim_{n \to \infty} N(n) p(n) = \lambda_W \mu I$. Thus, as $n \to \infty$, the offspring distribution of $\mathcal{B}_{\text{Bin}}(N(n), p(n))$ converges in distribution to Po($\lambda_W \mu I$), so the extinction probability, $\pi_n$ say, of $\mathcal{B}_{\text{Bin}}(N(n), p(n))$ converges to $\pi_{\text{Po}}(\lambda_W \mu I)$. Now $\pi_{\text{Po}}(\lambda_W \mu I) < 1$, so there exists $\pi_0 \in (\pi_{\text{Po}}(\lambda_W \mu I), 1)$ and $n_0 \in \mathbb{N}$ such that $\pi_n < \pi_0$ for all $n \geq n_0$. It follows that, for all $n \geq n_0$,

$$\mathbb{P}\left(S^{(n)} \leq \lceil n^{\gamma_4} \rceil \mid S^{(n)} \geq n^{\gamma_2}\right) \leq (\pi_0)^n \lambda^{\gamma_2},$$

so, in view of (B.28) and the discussion just prior to (B.29), we may take

$$q^{(n)}_0(\gamma_2) = \mathbb{P}(V^{(n)} \leq n^{\gamma_2}) + (\pi_0)^n \lambda^{\gamma_2} + \theta_{N, a}(\lceil n^{\gamma_4} \rceil).$$

(Note that we cannot omit the term involving $\pi_0$ in (B.31) and replace $\gamma_2$ by $\gamma_3$ because conditions (b) and (d) following (B.29) may not hold with $\gamma_2$ replaced by $\gamma_3$.)

Now $\sqrt{m_n} (\pi_0)^n \lambda^{\gamma_2} \to 0$ as $n \to \infty$, as $\pi_0 \in (0, 1)$ and $m_n < n^2$ for all sufficiently large $n$. Thus, in view of (B.30), to show (B.14) and thereby complete the proof of (4.53) we just have to show that $\sqrt{m_n} \theta_{N, a}(\lceil n^{\gamma_4} \rceil) \to 0$ as $n \to \infty$. Recall that $N = n - \lceil n^{\gamma} \rceil$ and $a = \lceil n^{\gamma} \rceil$. Thus,

$$\sqrt{m_n} \theta_{N, a}(\lceil n^{\gamma_4} \rceil) \leq \sqrt{m_n} \left(\frac{n}{n + \lceil n^{\gamma_4} \rceil}\right)^{\lceil n^{\gamma_4} \rceil} \leq \sqrt{m_n} \exp\left(-\frac{n^{\gamma_4}}{n + \lceil n^{\gamma_4} \rceil}\right) \to 0 \quad \text{as} \ n \to \infty,$$
since $\gamma' + \gamma_3 > 1$ and $m_n < n^2$ for all sufficiently large $n$.
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