Abstract—Oversampled adaptive sensing (OAS) is a Bayesian framework recently proposed for effective sensing of structured signals in a time-limited setting. In contrast to the conventional blind oversampling, OAS uses the prior information on the signal to construct posterior beliefs sequentially. These beliefs help in constructive oversampling which iteratively evolves through a sequence of time sub-frames.

The initial studies of OAS consider the idealistic assumption of full control on sensing coefficients which is not feasible in many applications. In this work, we extend the initial investigations on OAS to more realistic settings in which the sensing coefficients are selected from a predefined set of possible choices, referred to as the codebook. We extend the OAS framework to these settings and compare its performance with classical non-adaptive approaches.

Index Terms—Oversampled adaptive sensing, sparse recovery, Bayesian inference, stepwise regression.

I. INTRODUCTION

Consider the following classical problem which arises in several sensing scenarios: A set of signal samples \(x_1, \ldots, x_N\) are to be sensed in a noisy environment via \(K\) sensors within a limited time frame. Each sensor is tunable and can observe various linear combinations of signal samples. The ultimate goal is to collect some observations from which the signal samples are recovered with minimum distortion. There are in general two approaches to address this goal:

1) The undersampled non-adaptive approach, in which the sensors are tuned once at the beginning of the time frame and kept fixed for the whole duration. In this case, \(K\) high quality observations, i.e., observations with high signal-to-noise ratio (SNR), are collected. These are then given to an estimator to recover the signal samples.

2) The oversampled adaptive sensing (OAS) framework [1]–[3], in which the given time frame is divided into multiple subframes. In each subframe, \(K\) observations are collected. These observations, along with those collected in previous subframes, are used to decide for a new tuning strategy in the next subframe. Clearly in this case, a larger number of observations are collected. This increase in the number of observations is obtained at the expense of lower quality for each particular observation [4].

Despite initial studies on adaptive approaches for signal sensing, e.g., [4]–[6], it was commonly believed in the literature that adaptation does not result in a significant performance enhancement, assuming that the trade-off between the quality and quantity of the observations leads to no performance gain. In [1], this myth was shown to be wrong. OAS illustrates this trade-off between the number of observations and their quality as follows: For cases with some prior information on the signal samples, e.g., sparse recovery, the adaptation can result on a significant enhancement. Nevertheless, in lack of prior information, the conventional belief holds.

The superiority of OAS framework is intuitively understood as follows: In presence of prior information, several samples are effectively recovered in the primary subframes. By omitting those samples, the space of unknowns shrinks, and hence the recovery can be performed effectively.

A. Contributions

The initial studies of OAS consider no restrictions on the sensor tuning. This is an idealistic assumption which is not necessarily satisfied in practice; see for instance the example given in Section I-B. It is hence more realistic to assume that the tuning of sensors is controlled by a predefined codebook which includes available choices of tuning. Given this new restriction, this study develops an OAS algorithm which collects observations in each subframe using a predefined codebook. The performance of the proposed algorithm is investigated in various respects, and the impacts of limited codebook size are clarified through several experiments.

B. Motivation and Applications

To give an intuition on sensing via a predefined codebook, let us consider the following example: A signal is sampled via a preinstalled sensor network within a limited time frame. At a given time, only a subset of sensors are active in the network. To apply OAS, the time frame is divided into several subframes, and the active sensors are altered in each subframe. Clearly, the sensing procedure in this setting is restricted by the preinstalled network and cannot be changed arbitrarily.

Similar to the given example, in several practical scenarios, sensing is performed by means of a preinstalled setting whose possible configurations for observing a signal is restricted by a codebook. Examples of such scenarios are found in radar

1Note that since subframes are shorter than the whole time frame, the noise variance is higher. This results in lower SNR for a particular observation. This point is illustrated in the Section [1].

2For instance, zero samples in the example of sparse recovery.
and positioning systems. In these applications, it is often the case that prior information is available on the target signal; for instance, in many radar systems, the observed signal is known to be sparse. The main motivation of this study is to extend the scope of OAS to these applications.

C. Notation

Scalars, vectors and matrices are shown with non-bold, bold lower case and bold upper case letters, respectively. $I_K$ and $0_{K \times N}$ are the $K \times K$ identity matrix and $K \times N$ all-zero matrix, respectively. $A^T$ denotes the transpose of $A$. The set of real numbers is shown by $\mathbb{R}$. We use the shortened notation $[N]$ to represent $\{1, \ldots, N\}$.

II. PROBLEM FORMULATION

Consider $x \in \mathbb{R}^N$ containing $N$ signal samples. We postulate$^3$ that the samples are independent and identically distributed (i.i.d.) with prior distribution $q(x)$. These samples are observed via $K$ sensors within a restricted time interval of duration $T$. A particular sensor $k \in [K]$ observes a noisy linear combination of signal samples, i.e.,

$$ y_k = a_k^T x + z_k $$

for additive noise $z_k$ and the vector of coefficients $a_k \in \mathbb{R}^N$:

1) The noise power is reversely proportional to the observation time: Assume that sensor $k$ operates for a time frame of length $t \leq T$. Then, $z_k$ is assumed to be zero-mean Gaussian with variance $\sigma_k^2(t) = \sigma_0^2/t$ for some $\sigma_0^2 \geq 0$.

2) The coefficient vectors $a_k$ for $k \in [K]$ are selected from a predefined codebook $C = \{c_1, \ldots, c_S\}$ where $S \geq K$ and $c_s \in \mathbb{R}^N$ for $s \in [S]$. This means that

$$ \{a_1, \ldots, a_K\} \subseteq C = \{c_1, \ldots, c_S\}. $$

There are two key points in the sensing model which deviate from the classical models:

1) The sensing quality is time-dependent.

2) The sensing is performed using a predefined codebook.

The time-dependent model follows the fact that the SNR of a particular observation linearly scales with the duration of observation$^4$. This is a typical assumption in OAS. The latter point is the key difference of the considered system model, to the typical settings considered for OAS.

III. OAS FRAMEWORK

In a nutshell, the OAS framework can be represented via the following steps:

(a) The time frame is divided into $M$ subframes.

(b) In subframe $m \in [M]$, the sensors observe

$$ y_m = A_m x + z_m, $$

where $z_m \sim \mathcal{N}(0, \sigma_m^2 I_K)$ with $\sigma_m^2 = M \sigma^2(T)$, and

$$ A_m = [a_1(m), \ldots, a_K(m)]^T. $$

(c) A processing unit collects the observations up to subframe $m$ in a matrix of stacked observations

$$ Y_m := [y_1, \ldots, y_m]. $$

It then uses a Bayesian estimator to calculate some soft information. In general, the soft information is written as

$$ \hat{x}_m = \mathbb{E} \{ x | Y_m, A_m \}, $$

where $A_m$ denotes the collection of sensing matrices up to subframe $m$, i.e.,

$$ A_m = \{A_1, \ldots, A_m\}, $$

and the expectation is taken with respect to the posterior distribution $p(x | Y_m, A_m)$ which is calculated from the likelihood using the postulated prior distribution $q(x)$.

(d) The processing unit specifies the sensing matrix of subframe $m+1$ using the soft information. This means that

$$ A_{m+1} = f_{\text{Adp}}(\hat{x}_m) $$

for some adaptation function $f_{\text{Adp}}(\cdot)$.

A. Performance Characterization

The conventional metric which quantifies the recovery performance is the average distortion: Let $\Delta(\cdot; \cdot) : \mathbb{R} \times \mathbb{R} \rightarrow [0, +\infty)$ be a distortion function$^5$. The distortion between two vectors $x, \tilde{x} \in \mathbb{R}^N$ with respect to $\Delta(\cdot; \cdot)$ is determined as

$$ \Delta(x; \tilde{x}) = \sum_{n=1}^N \Delta(x_n; \tilde{x}_n). $$

In an OAS-based algorithm, the signal samples are finally recovered as $x^* = g(\hat{x}_M)$ where $g(\cdot)$ is a decision function$^6$ used to recover the signal samples from the soft estimate $\hat{x}_M$. Consequently, the average distortion is

$$ D = \mathbb{E} \{ \Delta(x; x^*) \}. $$

A non-adaptive recovery technique can be seen as an OAS-based algorithm with a single time subframe. The performance in this case is hence characterized by setting $M = 1$.

IV. OAS VIA A PREDEFINED CODEBOOK

In settings with no predefined codebook, designing OAS-based algorithms deals with high degrees of freedom. In fact, sensing matrices are freely constructed in such scenarios. With a predefined codebook, algorithm design is significantly restricted, since degrees of freedom are limited via the codebook.

In the sequel, we discuss the design via a sample algorithm which performs OAS via a predefined codebook. The algorithm is given in Algorithm$^7$ In this algorithm, the selector operator $\text{Sel}(X)$, for an index set $X \subseteq [N]$ with $L$ indices, returns an $L \times N$ matrix. Setting $P = \text{Sel}(X)$, the $\ell$-th row of $P$ is the standard basis of $\mathbb{R}^N$.

\begin{itemize}
  \item The selector operator $\text{Sel}(X)$, for an index set $X \subseteq [N]$ with $L$ indices, returns an $L \times N$ matrix. Setting $P = \text{Sel}(X)$, the $\ell$-th row of $P$ is the standard basis of $\mathbb{R}^N$.
\end{itemize}

\footnotesize

$^3$This postulation is not necessarily matched to the true distribution.

$^4$For instance, the Euclidean distance.

$^5$For example, a hard or soft thresholding function.

$^7$See for detailed illustrations.
whose non-zero entry occurs at the $\ell$-th index of $X$, e.g., for $N = 4$ and $X = \{1,3\}$, we have
\[
\text{Sel}(X) = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}.
\] (11)

- The posterior distribution $p_0(u|y, \sigma^2)$ is a scalar distribution and is given by
\[
p_0(u|y, \sigma^2) = \exp\left\{-\frac{(y - u)^2}{2\sigma^2}\right\} q(u)
\int \exp\left\{-\frac{(y - u)^2}{2\sigma^2}\right\} q(u) du.
\]

- $A(C, K, F, \hat{x})$ is a selection algorithm selecting $K$ vectors from the codebook $C$ in order to sense signal samples which are indexed by $F$ using the current estimate $\hat{x}$.

### A. Derivation of Algorithm

In a nutshell, Algorithm follows these steps: It first focuses on a subset of $L \leq K$ signal samples via worst-case adaptation and selects $K$ vectors from the codebook to sense them. Using the fact that recovery of this subset is a determined problem, the algorithm uses linear filtering to decouple the observations. It then cancels out the other $N - L$ signal samples using the estimates obtained in previous subframes and estimates the $L$ samples via a scalar Bayesian estimator assuming that the residual terms are Gaussian.

To derive the update rules given in the algorithm, consider subframe $m - 1$ at which the signal samples are estimated as $\hat{x}_1, \ldots, \hat{x}_N$ and posterior distortions $d_1, \ldots, d_N$ are calculated for the signal samples. The posterior distortion $d_n$ for the $n$-th signal sample is determined using $y_n$, which is a statistic on $x_n$, and estimated noise variance $\sigma^2_n$ as
\[
d_n = \int (u - \hat{x}_n)^2 p_0(u|y_n, \sigma^2_n) du.
\] (12)

The statistic and estimated noise variance are calculated from $Y_{m-1}$ and $A_{m-1}$ in a way that will be clarified in the sequel.

For $L \leq K$, the algorithm finds $L$ samples whose posterior distortions are maximum. The indices of these samples are collected in $F_m \subseteq [N]$. A selection algorithm $A(C, K, F_m, \hat{x})$ is then used to select $K$ vectors from the codebook $C$. At this point, we consider a generic selection algorithm, and leave the discussions on the design of $A(C, K, F_m, \hat{x})$ for later.

Let $A_m$ be the collection of vectors selected in subframe $m$. The observations are hence given by (3) which read
\[
y_m = A_m x + z_m
\] (13a)
\[
= (A_m P_m^T P_m + A_m E_m^T E_m) x + z_m
\] (13b)
where $P_m = \text{Sel}(F_m)$ and $E_m = \text{Sel}([N] \setminus F_m)$. Defining the matrices $Q_m = A_m P_m^T$ and $W_m = A_m E_m^T$, we can write
\[
y_m = Q_m \hat{x}_m + W_m \bar{x}_m + z_m
\] (14)
where $\bar{x}_m = P_m x$ contains the $L$ samples selected by $F_m$ and $\hat{x}_m = E_m x$ consists of the remaining $N - L$ signal samples.

### Algorithm 1 OAS via a Predefined Codebook

**Input:** $K$, $L$, codeword $C$ and postulated prior $q(x_n)$.
**Initiate** For $n \in [N]$, set $d_n = +\infty$, $\bar{x}_n = y_n = \sigma^2_n = 0$ and $M_n(0) = \emptyset$.

**for** $m \in [M]$ **do**
1) Sort $d_1, \ldots, d_N$ as $d_{m,1}, \ldots, d_{m,N}$ such that $d_{m,1} \geq \ldots \geq d_{m,N}$.
2) Set $F_m$ by worst-case adaptation as
\[
F_m = \{i_m^1, i_m^2\},
\]
and update $M_n(m) = M_n(m - 1) \cup \{m\}$ for $n \in F_m$.
3) Set $A_m = [a_1(m), \ldots, a_K(m)]^T$ where
\[
\{a_1(m), \ldots, a_K(m)\} = A(C, K, F_m, \hat{x})
\]
4) Sense the samples for duration $T/M$ via $A_m$.
5) Set $P_m = \text{Sel}(F_m)$ and $E_m = \text{Sel}([N] \setminus F_m)$. Let $\hat{x}_m = E_m \hat{x}$, $Q_m = A_m P_m^T$ and $W_m = A_m E_m$, and set
\[
F_m = (Q_m^T Q_m)^{-1} Q_m^T
\]
6) Decouple the observations as
\[
\dot{y}_m = F_m (y_m - W_m \hat{x}_m).
\]
7) For $\ell \in [L]$, update
\[
\begin{align*}
Y_{m,\ell} &= y_{m,\ell} + \bar{y}_{m,\ell} \\
\sigma^2_{m,\ell} &= \sigma^2_{m,\ell} + \chi_{m,\ell}^2 \\
\chi_{m,\ell}^2 &= \sigma^2_{m,\ell} + M_{m,\ell}^2
\end{align*}
\]
with $\chi_{m,\ell}$ being the $\ell$-th row of $F_m$.
8) For $n \in F_m$, update
\[
\begin{align*}
\bar{x}_n &= \int u p_0(u | Y_{m,n}, \sigma^2_n) du \\
d_n &= \int (u - \bar{x})^2 p_0(u | M_n(m), |M_n(m)|^2) du
\end{align*}
\]
end for

Since the entries of $\bar{x}_m$ are not estimated in this subframe, we approximate them by the estimates of the previous subframe, i.e., $\bar{x}_m \approx \bar{x}_m = E_m \bar{x}$. We hence can write
\[
y_m - W_m \hat{x}_m = Q_m \bar{x}_m + z_m.
\] (15)

Noting that $Q_m \in \mathbb{R}^{K \times L}$ with $K \geq L$, we could conclude that for a proper selection of codewords $Q_m^T Q_m$ is full-rank, and thus, we can calculate the pseudo-inverse of $Q_m$ as
\[
F_m = (Q_m^T Q_m)^{-1} Q_m^T.
\] (16)

Consequently, the observations can be decoupled into $L$ samples with additive noise as
\[
\hat{y}_m = F_m (y_m - W_m \bar{x}_m)
\] (17)
\approx \bar{x}_m + F_m z_m.
\] (18)
We now consider this mismatched assumption that $F_m z_m$ is a Gaussian vector with independent entries. As the result, the $\ell$-th entry of $y_m$ can be written as

$$\hat{y}_{m,\ell} \approx x_{i_m^\ell} + z_{m,\ell}$$

where $i_m^\ell$ denotes the $\ell$-th entry of $F_m$, and decoupled noise $z_{m,\ell}$ is zero-mean Gaussian with variance $M \| f_{m,\ell} \|^2 \sigma^2$. Here, $f_{m,\ell}$ denotes the $\ell$-th row of $F_m$.

We now use $\hat{y}_{m,\ell}$ to update the statistic on $x_{i_m^\ell}$ by adding the decoupled observation corresponding to $x_{i_m^\ell}$ to the current statistic: Let $y_{i_m^\ell}^n (m-1)$ denote the statistic on $x_{i_m^\ell}$ collected in subframes $1, \ldots, m-1$. We update this parameter as

$$y_{i_m^\ell}^n (m) = y_{i_m^\ell}^n (m-1) + \hat{y}_{m,\ell}.$$  

Let $M_n (m) \subseteq [m]$ collects all subframes at which $n \in F_m$, i.e., $x_n$ is selected to be sensed in these subframes. Moreover, assume that $\hat{\sigma}_n^2 (m)$ denotes the sum of all decoupled noise variances in $M_n (m)$ which correspond to index $n$. After updating our statistic on $x_{i_m^\ell}$, we have

$$y_{i_m^\ell}^n (m) \approx |M_n (m)| x_{i_m^\ell} + z_{i_m^\ell}^n (m).$$

Hence, the estimated noise variance is updated as

$$\hat{\sigma}_n^2 (m) = \hat{\sigma}_n^2 (m-1) + M \| f_{m,\ell} \|^2 \sigma^2.$$  

Using the Bayesian estimator, we finally update the estimate $\hat{x}_m$ and the posterior distortion $d_n$ via the updated statistics $y_n$ for $n \in F_m$. This concludes Algorithm I. 

V. EXAMPLE OF SPARSE RECOVERY

Initial investigations demonstrate that OAS can significantly outperform classical sparse recovery approaches. This is due to the prior information on the sparsity of signal samples. In this section, we employ our algorithm to address this example.

For a sparse signal, the prior distribution of the samples is

$$q (x) = (1 - \rho) \delta (x) + \rho \phi (x)$$

for sparsity factor $\rho \in [0, 1]$ and a distribution $\phi (x)$ satisfying

$$\int_0^\infty \phi (x) = 0.$$  

The model indicates that samples are zero with probability $1 - \rho$ and are drawn from distribution $\phi (x)$ with probability $\rho$. In the sequel, we consider an i.i.d. sparse-Gaussian signal for which the samples are i.i.d. and

$$\phi (x) = \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{x^2}{2} \right\}.$$  

VI. NUMERICAL EXPERIMENTS

For numerical investigations, we consider a sparse-Gaussian signal with $N = 200$ samples whose sparsity factor is $\rho = 0.1$. The noise variance for an interval of length $T$ is $\sigma^2 = 0.01$. This means that by dividing the time frame into $M$ subframes, the noise variance in each subframe is $0.01/M$. The compression rate is further defined as $R = N/K$.

The codebook is generated randomly from an i.i.d. Gaussian ensemble. This means that the vectors in $C$ are independent and have i.i.d. zero-mean Gaussian entries with variance $1/\sqrt{K}$.

As benchmarks, we consider a classic compressive sensing setting in which the $K$ observations are collected using $K$ randomly selected vectors. We evaluate the performance for two recovery algorithms: 1) LASSO in which the samples are recovered via regularized $\ell_1$-norm minimization, and 2) Minimum mean squared error (MMSE) estimator in which the samples are recovered via the optimal Bayesian estimator. It is worth mentioning that the computational complexity of the former algorithm is moderate while the latter approach is not numerically tractable. We hence use the asymptotic characterizations for these schemes [7], [8].
The performance is evaluated in terms of the average mean squared error (MSE) given by the average distortion when

\[
\Delta(x_n; \hat{x}_n) = \frac{1}{N}\|x_n - \hat{x}_n\|^2.
\]  

(29)

The first experiment considers a codebook of size \(S = 1000\) and compares the classical approaches with an OAS scheme in which \(M = 80\). The results are shown in Fig. 1 for multiple compression rates. The OAS scheme uses Algorithm 1 with a random selection algorithm, i.e., the \(K\) vectors are selected randomly in each subframe. As the result shows, the OAS-based algorithm performs close to LASSO in low compression rates, while at \(R = 5\), it even outperforms the MMSE bound. The behavior illustrated via Fig. 1 is consistent with the prior investigations on OAS with no predefined codebooks [1]–[3]. In fact, those initial cases can be observed as a special case of OAS via a predefined codebook whose size goes to infinity.

The behavior illustrated via Fig. 1 is consistent with the prior investigations on OAS with no predefined codebooks [1]–[3]. In fact, those initial cases can be observed as a special case of OAS via a predefined codebook whose size goes to infinity. To investigate the performance degradation imposed by the codebook restriction, we further plot the MSE achieved via the OAS-based algorithm against the codebook size in Fig. 2. In this figure, we set \(R = 4\) and \(M = 60\). \(L\) is further set to \(L = K/2 = 25\). As the figure shows, the MSE drops fast and converges to the asymptotic value which specifies the OAS performance with no predefined codebooks.

Similar behavior is observed in Fig. 3 in which the MSE is plotted against the number of subframes for two different codebook sizes. Here, we set \(R = 4\) and \(L = K/2 = 25\). From the figure, it is observed that the OAS-algorithm converges to its asymptotic relatively fast, and further increase in the number of subframes improves the performance negligibly.

\[ \Delta(x_n; \hat{x}_n) = \frac{1}{N}\|x_n - \hat{x}_n\|^2. \]  

(29)

A. Impact of Selection Algorithm

Figs. 1–3 consider a random selection algorithm. The performance of the OAS algorithm can be further improved by developing a more efficient selection algorithm. Such an algorithm can be developed by defining a concept of optimality. In the sequel, we give an instance of such algorithms.

From derivations in Section IV–A, we know that Algorithm 1 cancels out the residual samples in each subframe using the estimates given in the previous subframes; see (13). This means that the algorithm relies on this postulation that estimated samples converge to good estimates as the algorithm evolves. Nevertheless, the approximated approach leads to unwanted interference terms in each subframe.

The interference in the subframe \(m\) is ideally suppressed, if the residual samples lie in the kernel of \(W_m\), i.e. \(W_m\bar{x}_m = 0\).
Algorithm 2 Adaptation Algorithm $A(C, K, P, x)$

Input: $K$, codebook $C$ and index set $P \subseteq [N]$. 

Initialize Set $a_1 = c_{i_1}$ with $c_{i_1}$ being selected at random from $C$. Let $I_1 = [S] \setminus \{i_1\}$, $P = \text{Sel}(P)$, $E = \text{Sel}(\{N\} \setminus P)$ and $\hat{x} = E\hat{x}$.

for $k \in [2 : K]$ do

1) Set $A_k = [a_1, \ldots, a_{k-1}]$ and let $v_k = PA_kA_k^TE^T\hat{x}$

2) For $u \in \mathbb{R}^N$, let $f_k(u) = \|u^TE^T\hat{x}Pu + v_k\|^2$.

3) Set $a_k = c_{i_k}$, where $i_k = \text{argmin}_{i \in I_{k-1}} f_k(c_i)$.

4) Update $I_k = I_{k-1} \setminus \{i_k\}$.

end for

However, this constraint is not necessarily fulfilled, since 1) the residual samples are unknown, and 2) $A_m$ is constructed from the codebook. The first issue is addressed by following the approximation used in Algorithm 1, i.e., replacing $\hat{x}$ with $\hat{x}_m$. For the second issue, an optimal approach is to search the codebook, such that the sum-power of the interference terms is minimized, i.e., setting $A_m = [a_1(m), \ldots, a_K(m)]^T$ where $a_1(m), \ldots, a_K(m) = \text{argmin}_{u_1, \ldots, u_K \in C} \|UE_m^T\hat{x}_m\|^2$ (30)

with $U = [u_1, \ldots, u_K]^T$.

The selection algorithm in (30) deals with an exhaustive search whose number of choices exponentially grows by the codebook size. For practical scenarios with large codebooks, this selection algorithm is not numerically tractable. One can hence approximate the solution with a greedy algorithm. An example is Algorithm 2 which uses stepwise regression.

Fig. 3 compares the performance of Algorithm 2 with random selection. Here, Algorithm 1 is run with both of the selection algorithms when $R = 4$ and a codebook of size $S = 500$ is available. The results are plotted for $M = 20$ subframes. As the figure shows, the greedy algorithm outperforms the random selection which agrees with the intuition.

VII. Conclusions

In presence of a predefined codebook, design of OAS-based algorithms deal with more challenges. This is due to the lower degrees of freedom provided by the setting. Although this restriction leads to degraded performance, the same behavior as the one, observed in the basic form of OAS framework, is reported. The performance degradation is further compensated by effective design of selection algorithms and higher number of subframes. These are feasible means in many applications in which OAS seems to be a good candidate.
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