A judging criterion of state-mutation switching cycle for sliding mode controlled non-isolated grid-connection inverter with H6-type

To cite this article: Zichao Guan et al 2018 IOP Conf. Ser.: Mater. Sci. Eng. 452 032030

View the article online for updates and enhancements.
A judging criterion of state-mutation switching cycle for sliding mode controlled non-isolated grid-connection inverter with H6-type

Zichao Guan1, a, *, Rui Chen1, Jiajie Li1 and Xu Gou2
1School of Southwest Petroleum University, Chengdu, China
2School of Chengdu University of Technology, Chengdu, China
* Corresponding author e-mail: 771378965@qq.com

Abstract. To confirm state-mutation switching cycle of the sliding mode controlled non-isolated grid-connected inverter with H6-type (SMCNGI-H6) system, a novel judging criterion is proposed. With the case of folded diagram, state-mutation phenomenon is observed that the state variable changes from period-1 to period-doubling at a certain switching cycle. Then the root cause of state-mutation phenomenon is explored. Meanwhile, regarding the variation of state-mutation switching cycle with the parameters of sliding mode controller (SMC), a novel criterion is proposed to determine state-mutation switching cycle of the state variable. The numerical simulations and experimental results show that state-mutation switching cycle can be precisely determined by the judging criterion.

1. Introduction
A high efficiency, non-isolated grid-connected inverter with H6-type (NGI-H6) is proposed [1]. Different from the H-bridge grid-connected inverter, this topology embeds two high-performance diodes into the midpoint of a full bridge inverter, which provide freewheel paths and separate the DC power from a grid during freewheeling time [1]. SMC is recognized as a robust controller with fast dynamic response and high stability in a wide range of operating conditions, so it is widely used in the control of inverter [2].

SMC is a nonlinear controller, so the criterions that have to take the derivative of discrete-model equations are unsuitable for the SMC inverter [2]. Bifurcation diagram is a picture of several fixed switching cycles of the state variables under different bifurcation parameters, which needs not to solve the differential discrete-model equations, so it’s an efficient criterion to analyse stability domain and bifurcation phenomena in the SMC inverter [2-4].

However, state-mutation phenomenon exists in the SMC inverter, where the state variable changes from period-1 to period-doubling at a certain switching cycle for a specific SMC parameter. Moreover, the state-mutation switching cycle varies with different SMC parameters. If bifurcation diagram of inverter selects state-mutation switching cycle as fixed sample switching cycle, bifurcation diagram can correctly show stability domain and bifurcation phenomena of the SMC inverter [2]-[3]. Thus, the confirmation of state-mutation switching cycle is the key to draw the bifurcation diagram for the SMC inverter. In this paper, a novel criterion to determine the state-mutation switching cycle is proposed and state-mutation phenomenon is analysed with taking SMCNGI-H6 system as an example.
2. State analysis and discretely modelling of SMCNGCI-H6 system

2.1. The operation of SMCNGI-H6 system

Figure 1 shows the SMCNGI-H6 system (system for short). \( E \) is DC input voltage \( E = 400 \text{V} \), \( u_{\text{grid}} \) is grid voltage, \( u_{\text{grid}} = 220 \times \sin(2\pi ft) \text{V} \), \( f \) is the frequency of \( u_{\text{grid}} \) \( f = 50 \text{Hz} \). \( L \)-filter is selected, \( D_1, D_2 \) are freewheel diodes. \( R_1, R_2 \) are the parasitic resistances of filter inductances \( L_1, L_2 \). \( i \) is the inductance current. \( i_{\text{ref}} \) is the reference current, \( i_{\text{ref}} = 5 \times \sin(2\pi ft) \text{A} \). \( u_{\text{control}} \) is modulation signal, \( u_{\text{carrier}} \) is triangular carrier wave. \( f_s \) is switching frequency \( f_s = 5 \text{kHz} \), \( T_s \) is switching cycle \( T_s = 1/f_s = 200 \mu \text{s} \). Figure 2 shows the driver signals of power switches \( S_1 \sim S_6 \) by the single polarity SPWM control criterion. The gate signals of \( S_1 \sim S_4 \) are given out by comparing \( u_{\text{control}} \) and \( u_{\text{carrier}} \), \( S_5 \) and \( S_6 \) are given out by comparing \( u_{\text{control}} \) and zero signal.

As is shown in Figure 1, \( U_{AB} \) is the bridge voltage of the NGCI-H6 between point A and B. If \( i \) flows from A to B, \( i \) is positive. According to the direction of \( i \) and conduction conditions of \( S_1 \sim S_6 \), NGCI-H6 can be divided into 4 operating modes.

Operating mode 1: When \( i > 0 \), \( S_1, S_4, S_5 \) turn on and \( S_2, S_3, S_6, D_1, D_2 \) turn off, the system operates at mode 1. From Figure 1, \( E, S_1, S_4, S_5, L_1, R_1, u_{\text{grid}}, L_2 \) and \( R_2 \) constitute a charging circuit, so \( U_{AB} \) is

\[
U_{AB} = + E
\]  

When \( L_1 = L_2 = L, R_1 = R_2 = R \), based on Kirchhoff's voltage law, differential equation of operating mode 1 is

\[
\frac{di}{dt} = - \frac{R}{L}i + \frac{E}{2L} - \frac{u_{\text{grid}}}{2L}
\]  

Figure 1. Principle of the SMCNGI-H6 system

Figure 2. The driver signals of \( S_1 \sim S_6 \) by the single polarity SPWM
The type (2) can also be rewritten as

\[ \dot{X} = AX + B_1U \]  

(3)

Where \( X = i \), \( A = [-R/L] \), \( B_1 = [1/(2L), -1/(2L)] \), \( U = [E, u_{grid}] \).

Operating mode 2: When \( i > 0 \), \( S_5, S_6, D_2 \) turn on and power switches \( S_1, S_2, S_3, S_4, S_6, D_1 \) turn off, the system operates at mode 2. From Figure 1, \( S_2, L_1, R_1, u_{grid}, L_2, R_2 \) and \( D_2 \) constitute a freewheel circuit. So \( U_{AB} \) and state equation of operating mode 2 can be expressed as type (4) and type (5), respectively.

\[ U_{AB} = 0 \]  

(4)

\[ \frac{di}{dt} = -\frac{R}{L}i - \frac{u_{grid}}{2L} \]  

(5)

The type (6) can also be rewritten as

\[ \dot{X} = AX + B_2U \]  

(6)

Where \( B_2 = [0, -1/(2L)] \). The analysis of operating mode 3 and mode 4 are similar to mode 1 and mode 2, respectively. Four operating modes can be expressed as four differential equations, which are listed in Table 1, Where \( B_3 = [-1/(2L), -i/(2L)] \), \( B_4 = B_2 = [0, -1/(2L)] \).

**Table 1. Operating modes and state equations of NGCI-H6**

| operating modes | turn-off switches | turn-on switches | state equations |
|-----------------|------------------|-----------------|----------------|
| 1               | \( S_2, S_3, S_6, D_1, D_2 \) | \( S_1, S_4, S_5 \) | \( \dot{X} = AX + B_1U \) |
| 2               | \( S_1, S_2, S_3, S_4, S_6, D_1 \) | \( S_5, D_2 \) | \( \dot{X} = AX + B_2U \) |
| 3               | \( S_1, S_4, S_5, S_6, D_1, D_2 \) | \( S_2, S_5, S_6 \) | \( \dot{X} = AX + B_1U \) |
| 4               | \( S_1, S_2, S_3, S_4, S_5, S_6, D_2 \) | \( S_6, D_1 \) | \( \dot{X} = AX + B_3U \) |

2.2. The discrete model of SMCNGCI-H6

Based on the stroboscopic map criterion, \( T_s \) is considered as stroboscopic sampling interval, the terminal time of state variables \( i(n+1) \) is indicated by initial-time of state variables \( i(n) \) within the \( (n) \)th \( T_s \), where \( i(n) \) and \( i(n+1) \) are the inductor current at the \( (n) \)th \( T_s \) and \( (n+1) \)th \( T_s \), respectively. The waveforms of \( i \) and \( U_{AB} \) is shown in Figure 3.

**Figure 3. Waveforms of i and UAB with stroboscopic map model**
When \( i > 0 \), the system behaves 2 operating modes in a \( T_s \). When \( nT_s \leq t \leq (n+1)T_s \), the system works at mode 1. From Figure 1, \( L_1 \) and \( L_2 \) are charged by the DC-power \( E \), and from Figure 3, \( i \) rises. The iteration relations of \( X(n) \) and \( X((n+1)T_s) \) can be obtained by the integration of type (5).

\[
i_{\text{ref}}(n) = I_{\text{ref}} \times \sin(2\pi fn T_s)
\]

Based on the quasi-static theory and stroboscopic map criterion, when \( nT_s \leq t \leq (n+1)T_s \), the system works at mode 1, the iteration relations of \( X((n+1)T_s) \) and \( X(nT_s) \) is

\[
X(n+1) = e^{(1-d_n)T_s} X(nT_s) + \int_{nT_s}^{(n+1)T_s} e^{A((n+1)T_s-\tau)} B_2 U d\tau
\]

Substituting type (10) into type (11), when \( i > 0 \), the discrete model of state variable \( i \) in a \( T_s \) is

\[
X((n+1)T_s) = e^{AT_s} X(nT_s) + (e^{A(n+1)T_s} M_1 + M_2) U
\]

Substituting the circuit element parameters, type (12) can be rewritten as

\[
i_{n+1} = -i_n - 0.5 \alpha (e^{\frac{T_s}{\beta}} - e^{(d_n-1) \frac{T_s}{\beta}}) + e^{\frac{T_s}{\beta}} ( -1 - e^{d_n \frac{T_s}{\beta}} ) / (2R) + U_m \times \sin(2\pi fn T_s) (e^{-1(1-d_n) \frac{T_s}{\beta}} - 1) / (2R)
\]

Where \( \alpha = E/R, \beta = L/R \).

Similarly, when \( i < 0 \) and \( nT_s \leq t \leq (n+1)T_s \), the system works at mode 3. When \( (n+d_n)T_s \leq t \leq (n+1)T_s \), the system works at mode 4. The discrete model of state variable \( i \) is
\[ i_{n+1} = e^{\frac{\tau_n}{\beta}} i_n + 0.5 \alpha \left( e^{\frac{\tau_n}{\beta}} - e^{\frac{(d_0-1) \tau_n}{\beta}} \right) + e^{\frac{\tau_n}{\beta}} \left( 1 - e^{\frac{d_0 \tau_n}{\beta}} \right)/2 \frac{\tau_n}{\beta} \] (2R) 
\[ + U_m \times sin(2\pi f_n T_s)(e^{\frac{-1(d_1 \tau_n)}{\beta}} - 1)/2 \frac{\tau_n}{\beta} \] (2R) 

From Figure. 1, \( d_n \) can be expressed as the type (16) in the SMC inverter [6].

\[ d_n = \begin{cases} 
-e \times sign(i_{ref}(n) - i(n)) - k_p \times (i_{ref}(n) - i(n)) & (i(n) \geq 0) \\
-e \times sign(i(n) - i_{ref}(n)) - k_p \times (i(n) - i_{ref}(n)) & (i(n) < 0) 
\end{cases} \] (14)

\( d_n \) satisfies the saturating characteristic.

\[ d_n = \begin{cases} 
0 & (d_n \leq 0) \\
d_n & (0 < d_n < 1) \\
1 & (d_n \geq 1) 
\end{cases} \] (15)

Types (14)~(17) form the discrete-model of the system.

3. State-mutation analysis

3.1. State-mutation phenomenon

Folded diagram and circuit simulation are employed by choosing different \( \varepsilon \). \( N \) is the number of sampling points of folded diagram in each sinusoidal period, where \( N = f_s/f = 100 \). Other circuit parameters are listed in Table 2.

| Table 2. Circuit parameters |
|-----------------------------|
| parameters | value | parameters | value |
| \( E/V \) | 400 | \( I_{ref}/A \) | 5 |
| \( R_1 = R_2/\Omega \) | 6 | \( k_p \) | 0.2 |
| \( L_1 = L_2/mH \) | 6.85 | \( \varepsilon \) | 0.1~0.5 |

When \( \varepsilon = 0.1 \), folded diagram and circuit simulation of \( i \) are shown in Figures. 4(a)-(b). From Figure. 4(a), every sampling point comes to the same point. From Figure. 4(b), the frequency of \( i \) is 50Hz, and ripple cycle of \( i \) is stable.

When \( \varepsilon = 0.3 \), folded diagram and circuit simulation of \( i \) are shown in Figures. 5(a)-(d). From Figure. 5(a), when \( n = 42 \), folded diagram changes from one point to two points, and from Figure. 5(b), bifurcation-instability phenomenon appears in falling edge at the half-positive period of \( i \). Ripple cycle of \( i \) is in stable period-1 when the switching cycles are from \( (N_0)T_s \) to \( (N_0+16)T_s \), and appears in unstable period-2 at the \( (N_0+16+1) \)th \( T_s \) firstly, where \( N_0 = N/4 = 25 \). Therefore, the state-mutation switching cycles is the \( 42 \)th \( T_s \). From Figure. 5(c), the period-doubling phenomenon happens at the time when \( i \) is near zero point, and near the crest, inductor current \( i \) is in steady working condition. Likewise, small amount of \( f_s/2 \) is observed from the spectrum. Figure. 6(d) is the magnifying Figure of the dotted box in Figure. 6(c). From Figure. 6(d), the period-doubling phenomenon appear at the \( 17 \)th \( T_s \) firstly, beginning with \( \pi/2 \).

When \( \varepsilon = 0.4 \), folded diagram and circuit simulation of \( i \) are shown in Figures. 6(a)-(d). From Figure. 6(a) and Figure. 6(b), state-mutation phenomenon also takes place in this situation. The analyses of \( \varepsilon = 0.4 \) is like that of \( \varepsilon = 0.3 \), state-mutation switching cycles is \( n = 39 \) in falling edge at the half-positive.
cycles are period. Meanwhile, from Figure. 5(d), experimental results show that the state-mutation switching cycles are $N_0+13+1=39$.

Figure 4. Steady-state numerical and circuit simulation

Figure 5. State-mutation circuit simulation for $\varepsilon=0.3$
3.2. Cause analysis of state-mutation

To explore the cause of state-mutation phenomenon, PWM driver signals, $i_{\text{ref}}$ and $i$, $u_{\text{carrier}}$ and $u_{\text{control}}$, size of the duty ratio $d_i$ of 5 consecutive switching cycles are employed in falling edge at positive-half cycle when state-mutation phenomenon appears in the system, which are shown in Figure 7(a), Figure 7(b) and Figure 7(c), respectively. On the one hand, when PWM driver signal is high level, the system works at mode 1, $L_1$ and $L_2$ are charged. On the other hand, when PWM driver signal is low level, the system works at mode 2, and $L_1$ and $L_2$ are discharged. SMC contains symbolic function sign($e$), so $u_{\text{control}}$ is

$$ u_{\text{control}} = \begin{cases} \varepsilon + k_p \times e & (e > 0) \\ -\varepsilon + k_p \times e & (e < 0) \end{cases} \quad (16) $$

From Figure 7(a), when the system is in steady-state period-1 at the (n-1)th $T_s$, $i_{\text{ref}}(n-1)>i(n-1)$, $e(n-1)=i_{\text{ref}}(n-1)-i(n-1)>0$, so $u_{\text{control}}(n-1)=\varepsilon + k_p \times e(n-1)>0$. From Figure 7(b), $u_{\text{carrier}}(n-1)$ and $u_{\text{control}}(n-1)$ have two intersections, PWM driver signal jumps twice. The (n-1)th $T_s$ is divided by three stages. From Figure 7(c), if the duty ratio of the (n-1)th $T_s$ is $d_{n-1}$, $d_{n-1}>0$. PWM driver signal is high at the period $t_0-t_1$ and $t_2-t_3$, so the system works at mode 1, $L_1$ and $L_2$ are charged. PWM driver signal is low at the period $t_1-t_2$, the system works at mode 2, $L_1$ and $L_2$ are discharged. According to regulator sampling of SPWM, the work-time of $t_0-t_1$ and $t_2-t_3$ are $d_{n-1}T_s/2$, the work-time of $t_1-t_2$ is $(1-d_{n-1})T_s$. From Figure 7(a), when $i_{\text{ref}}(n)<i(n)$ is produced at the (n)th $T_s$, $e(n)=i_{\text{ref}}(n)-i(n)<0$, $u_{\text{control}}(n)=-\varepsilon + k_p \times e(n)<0$, so $u_{\text{control}}(n)<u_{\text{carrier}}(n)$. 

Figure 6. State-mutation circuit simulation for $\varepsilon=0.4$
From Figure 7(b), \( u_{\text{carrier}}(n) \) and \( u_{\text{control}}(n) \) have no intersection, so \( d_n=0 \), the system works at mode 2. Since hysteresis of the digital control, the change of \( i \) lag PWM control signal a \( T_s \), \( L_1 \) and \( L_2 \) are discharged and \( i \) falls sharply at the \((n+1)\)th \( T_s \), \( i_{\text{ref}}(n+1)>i(n+1) \), \( e(n+1)=i_{\text{ref}}(n+1)-i(n+1)>0 \), \( u_{\text{control}}(n+1)=\varepsilon+k_p\times e(n+1)>0. \) From Figure 7(b), \( u_{\text{carrier}}(n+1) \) and \( u_{\text{control}}(n+1) \) have two intersections, so \( d_{n+1}=0 \). Similarly, \( d_{n+2}=0 \) and \( d_{n+3}=0 \) can be obtained by the analyses of the \((n+2)\)th \( T_s \) and \((n+3)\)th \( T_s \). When the inverter is in steady-stable period-1, switch's duty ratio is monotone by the principle of SPWM control, the change of \( d \) falls sharply at the \((n+1)\)th \( T_s \) and \((n+3)\)th \( T_s \). The variation of state-mutation switching cycle leads to the period-doubling bifurcation will appear in the systems.

From the analyses of section 3.1 and section 3.2, it can be seen that the cause of state-mutation phenomenon is that when the error signal is less than zero at a certain \( T_s \), the monotonic decrease of the duty is broken in falling edge at positive-half cycle. Meanwhile, state-mutation switching cycles are different in these two situations, which vary with \( e \). The variation of state-mutation switching cycle leads it difficult to select sampling switching cycle in the drawing of bifurcation diagram in SMC inverter, because bifurcation diagram of inverter is obtained by sampling several fixed switching cycles of state variables. Thus, the confirmation of state-mutation switching cycle is the key to draw the bifurcation diagram for the SMC inverter. So, it is necessary to explore an innovative judging criterion, which can judge state-mutation switching cycle of \( i \).

4. Judging criterion of state-mutation switching cycle

\( M \) switching cycles are selected in falling edge at the half-positive period of \( i \), beginning with \( N_0 \). \( d_n \)-\( d_{n+1} \) divided by \( |d_n-d_{n+1}| \) is \( m \), and the algebraic sum of \( m \) in \( M \) switching cycles is the stability coefficient.
$P_M$, where $d_{n+1}$, $d_n$ are the duty ratios of two consecutive switching cycles. Similarly, the $P_{M+1}$ of $M+1$ switching cycles can also can be obtained. The $P_M$ and $P_{M+1}$ are

$$
P_M = \frac{\sum_{n=N_0}^{N_0+M-1} |d_n - d_{n+1}|}{d_n - d_{n+1}} \\ P_{M+1} = \sum_{n=N_0}^{N_0+M} |d_n - d_{n+1}|$$

(17)

If $P_M=M$ and $P_{M+1}<M+1$, the state-mutation switching cycle can be identified as $N_0+M+1$.

Testify: The monotonicity of switch's duty ratios can be judged by $P_M$, and the switching cycles are from $(N_0)_{T_s}$ to $(N_0+M)_{T_s}$. If $i$ changes from period-1 to period-2 at $(N_0+M+1)_{T_s}$, firstly in falling edge at the half-positive period of $i$, switch's duty ratios monotonically decrease from the $(N_0)_{T_s}$ to $(N_0+M)_{T_s}$, based on the monotonicity of SPWM inverter [2]. So $P_M=M$. Similarly, the monotonicity of switch's duty ratios can be judged by $P_{M+1}$, and the switching cycles are from $(N_0)_{T_s}$ to $(N_0+M+1)_{T_s}$. If $i$ changes from period-1 to period-2 at $(N_0+M+1)_{T_s}$, the duty ratio of $(N_0+M+1)_{T_s}$ is greater than the duty ratio of $(N_0+M)_{T_s}$, which also can be written as $d_{N_0+M+1}<d_{N_0+M}$. Substituting $d_{N_0+M+1}<d_{N_0+M}$ into type (4), $P_{M+1}<M+1$ is obtained.

Validation: When $\varepsilon=0.3, M=19$ and $N_0=25$, judging result is shown in Figure. 8(a). From Figure. 8(a), when $1\leq M \leq 16$, $P_M=M$. So switch’s duty ratios varies monotonically from the $(N_0)_{T_s}$ to $(N_0+16)_{T_s}$. When $M=17, P_M=15<17$. So the $(N_0+17)$th switch’s duty ratio is greater than the $(N_0+16)$th switch’s duty ratio. According to the judging criterion, the state-mutation switching cycle can be identified as $N_0+16+1=42$. So the judging result is agreed to folded diagram and circuit simulation result, which are shown in Figures 7(a)- (b). Analogously, when $\varepsilon=0.4$ and $\varepsilon=0.5$, the judging results are shown in Figure 8a). From Figure 8a and Figure. 8b, the state-mutation switching cycles of $\varepsilon=0.4$ can be analyzed in the same way that are $N_0+13+1=39$, which also are agree to Figure 8.

![Figure 8. Judging results for different SMC parameter $\varepsilon$](image)

5. Experiment

In order to verify the validity of the proposed judging criterion, an experimental setup is shown Figure 9, which is developed using a DSP model TMS320F2812, IGBT25A-0233 six IGBTs and HFB 16HY20CC two high-performance diodes are used to build the NGCI-H6. Power grid is emulated by Chroma AC source.

Other circuit parameters are listed in Table II. The experimental waveforms of inductor current $i$ are obtained under different parameters $\varepsilon$. 
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When $\varepsilon=0.3$ and $N_0=2\pi/4=\pi/4=25$ are employed, experimental results are shown in Figures 10(a)-(b). From Figure 10(a), the frequency of $i$ is 0.02s, it is the same as $i_{ref}$. The ripple cycle of $i$ appear in bifurcation instability phenomenon at a certain switching cycle, which is agree to circuit simulation that show in Figure 7c). From Figure 10(b), the state-mutation phenomenon appears in falling edge at the half-positive period of $i$. The cycle of the ripple current is 200us when the switching cycles are from $(N_0)T_s$ to $(N_0+16)T_s$, which is in steady-state period-1. The cycle of the ripple current is 400us, beginning with the $(N_0+16+1)\text{th} T_s$, which is in unstable period-doubling. Therefore, ripple cycle of $i$ is in stable period-1 when the switching cycles are from $(N_0)T_s$ to $(N_0+16)T_s$, and appears in unstable period-doubling at the $(N_0+16+1)\text{th} T_s$ firstly in falling edge at the half-positive period. Similarly, when $\varepsilon=0.4$, experimental results are shown in Figures 11(a)-(b).

which is equal to the switching cycle $T_s$. Therefore, the system is in stable period-1, which is consistent with judgment result of the improved SMCNGI-H6 system by criterion of fast-scale stability.

Similarly, when $\varepsilon=0.4$, experimental results are shown in Figures 11(a)-(b). From Figure 11(a), state-mutation phenomenon also takes place in this situation. The analyses of $\varepsilon=0.4$ is similar to that of $\varepsilon=0.3$. From Figure 11(b), state-mutation switching cycles is $n=39$ in falling edge at the half-positive period. Meanwhile, from Figure 7d), experimental results show that the state-mutation switching cycles are $N_0+13+1=39$. 

Figure 9. The experimental platform of the NGCI-H6

Figure 10. Experimental results of $i$ for $\varepsilon=0.3$
6. Conclusion

A state-mutation phenomenon that the state variables changes from period-1 to period-2 at a certain switching cycle, exists in the SMCNGI-H6 system when a specific $\varepsilon$ is selected, and state-mutation switching cycle varies with $\varepsilon$. The new judging criterion can find out the accurate state-mutation switching cycle of the system, which can provide the reference for selecting sampling switching cycle in the drawing of inverter bifurcation diagram. The correctness of judging criterion is proved by folded diagrams and experimental results.
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