The Activating Oxydianion Binding Domain for Enzyme-Catalyzed Proton Transfer, Hydride Transfer, and Decarboxylation: Specificity and Enzyme Architecture
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ABSTRACT: The kinetic parameters for activation of yeast triosephosphate isomerase (ScTIM), yeast orotidine monophosphate decarboxylase (ScOMPDC), and human liver glyceraldehyde 3-phosphate dehydrogenase (hGPDH) for catalysis of reactions of their respective phosphodianion truncated substrates are reported for the following oxydianions: HPO$_3^{2-}$, FPO$_3^{2-}$, S$_2$O$_3^{2-}$, SO$_4^{2-}$, and HOPO$_3^{2-}$. Oxydianions bind weakly to these unliganded enzymes and tightly to the transition state complex (E-S$^*$), with intrinsic oxydianion Gibbs binding free energies that range from −8.4 kcal/mol for activation of hGPDH-catalyzed reduction of glycolaldehyde by FPO$_3^{2-}$ to −3.0 kcal/mol for activation of ScOMPDC-catalyzed decarboxylation of 1-β-D-erythrofuranosyl)orotic acid by HOPO$_3^{2-}$. Small differences in the specificity of the different oxydianion binding domains are observed. We propose that the large −8.4 kcal/mol and small −3.8 kcal/mol intrinsic oxydianion binding energy for activation of hGPDH by FPO$_3^{2-}$ and S$_2$O$_3^{2-}$, respectively, compared with activation of ScTIM and ScOMPDC reflect stabilizing and destabilizing interactions between the oxydianion −F and −S with the cationic side chain of R269 for hGPDH. These results are consistent with a cryptic function for the similarly structured oxydianion binding domains of ScTIM, ScOMPDC and hGPDH. Each enzyme utilizes the interactions with tetrahedral inorganic oxydianions to drive a conformational change that locks the substrate in a caged Michaelis complex that provides optimal stabilization of the different enzymatic transition states. The observation of diation activation by stabilization of active caged Michaelis complexes may be generalized to the many other enzymes that utilize substrate binding energy to drive changes in enzyme conformation, which induce tight substrate fits.

INTRODUCTION

Studies on the origin of enzymatic rate enhancements often focus on understanding the intermolecular electrostatic, hydrogen bonding and hydrophobic interactions responsible for stabilization of enzymatic transition states.$^3$ These interactions may be characterized for a particular enzyme in mutagenesis studies, with the aim of determining whether the sum of stabilizing protein—ligand interactions is sufficiently large to account for the observed transition state stabilization.$^2$$^4$$^5$ We are interested in the more general problem of defining paradigms for enzyme architecture, which favor large enzymatic rate accelerations across broad spectra of enzyme-catalyzed reactions.$^4$–$^9$

Enzyme-catalyzed decarboxylation by orotidine monophosphate decarboxylase (OMPDC),$^{10}$ proton transfer by triosephosphate isomerase,$^{11}$–$^{13}$ and by OMPDC,$^{14}$–$^{15}$ hydride transfer by α-glycerol phosphate dehydrogenase (GPDH),$^{16}$ and phosphoryl transfer by α-phosphoglucomutase$^4$ proceed through strikingly different transition states, yet each transition state is stabilized by 11–13 kcal/mol by interactions with the nonreacting phosphodianion of substrate. These enzymes interact with substrate through a gripper loop, and we have proposed that the wide distribution of these loops,$^8$–$^{22}$ and of phosphate cups,$^{23}$ reflects their common function in providing a large intrinsic phosphodianion binding Gibbs free energy.$^{6,24,25}$

Loop-phosphodianion binding interactions anchor substrates to enzymes and are expressed at the Michaelis complex. However, the 11–13 kcal/mol intrinsic Gibbs phosphodianion binding free energy, determined from the ratio of the second-order rate constant $k_{cat}/K_m$ (Figure 1) for the enzyme-catalyzed reaction of the whole substrate and ($k_{cat}/K_m$)$_E$ for reaction of the truncated substrate alone, exceeds the total substrate binding energy for the reactions catalyzed by TIM, OMPDC and GPDH, so that a significant fraction of these diation binding interactions are expressed specifically at the transition state for the catalyzed reaction.$^{10,12,14,16}$ We separated the anchoring and activating interactions of the phosphodianion by cutting the covalent connection to the reacting substrate$^{10,12,14,16}$ and characterizing activation of enzyme catalysis of a phosphodianion truncated substrate by phosphite diation. The diation binding energy recovered as activation by the phosphite diation piece (6–8 kcal/mol) is determined from the ratio of the third-order rate constant $k_{cat}/K_{cat}K_d$ (Figure 1) for the enzyme-catalyzed reaction of the pieces and the second order rate constant ($k_{cat}/K_m$)$_E$ for reaction of the truncated substrate alone.$^{10,12,14,16,26}$
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The transition states for the enzyme-catalyzed reactions of the whole substrate and the substrate pieces were examined by comparing the effects of site-directed mutations at TIM and at OMPDC on the kinetic parameters \( k_{cat}/K_m \) (M\(^{-1}\) s\(^{-1}\)) and \( k_{cat}/K_{HPi}K_d \) (M\(^{-2}\) s\(^{-1}\)) for the respective bimolecular and termolecular enzymatic reactions (Figure 1). In both cases a slope of 1.0 was observed for a logarithmic plot of \( k_{cat}/K_m \) against \( k_{cat}/K_{HPi}K_d \) for reactions catalyzed by the respective wildtype enzyme and by a broad range of mutant enzymes. This shows that the mutations result in the same change in the activation barriers for the enzyme-catalyzed reactions of whole substrate and the substrate in pieces.\(^6\) The results are consistent with reactions that proceed through transition states of essentially the same structure and that interact in the same manner with the protein catalyst, but with an entropic advantage to reaction of the whole substrate. They allow partitioning of the transition state complex, provided the binding energy is utilized to stabilize the Michaelis complex, while serving the more significant role of a diastereon activation site. In this paper we examine the specificity of the diastereon activation sites at ScTIM and hlGPDH, respectively, for activation of proton transfer and hydride transfer by a series of structurally homologous dianion activation sites. These new data allow a comparison of the kinetic parameters for activation of ScTIM, hlGPDH and ScOMPDC by five oxydianions: HPO\(_3\)\(^2-\), FPO\(_3\)\(^2-\), SO\(_4\)\(^2-\) and HOPO\(_3\)\(^2-\) and HOPO\(_3\)\(^2-\).

Our results reveal a striking similarity in the specificity of these enzymes for dianion activation, which is consistent with a similar architecture for the three diastereon binding sites.

---

**Experimental Section**

**Materials.** Water was from a Milli-Q Academic purification system. Bovine serum albumin, fraction V (BSA) was purchased from Roche. DEAE-Sepharose and Sephacryl S-200 were purchased from GE Healthcare. DEAE-Sephadex A25, Dowex 50WX4–200, NADH (dissodium salt), NAD\(^+\) (free acid), glyceraldehyde dimer, triethylamine (\(\geq 99.5\%\)), triethanolamine hydrochloride and DL-dithiothreitol (DTT) were purchased from Sigma-Aldrich. Protease inhibitor tablets (Complete) were purchased from Roche. Ammonium sulfate (enzyme grade), sodium bicarbonate, sodium hydroxide (1.0 N) and hydrochloric acid (1.0 N) were purchased from Fisher. Sodium phosphate (dibasic, pentahydrate) was purchased from Fluka. The water content was reduced to Na\(_2\)HPO\(_4\)-0.4H\(_2\)O as previously described.\(^{13}\) Glyceraldehyde labeled with \(^{13}\)C at carbon-1 ([\(\cdot\)\(^{13}\)C]-GA, 99% enrichment of \(^{13}\)C, 0.09 M in water) was purchased from Omicron Biochemicals. Deuterium oxide (99% D) and deuterium chloride (35% w/w, 99.9% D) were purchased from Cambridge Isotope Laboratories. Imidazole was recrystallized from benzene. Deuterium oxide (99.9% D) and deuterium chloride (35% w/w, 99.9% D) were from Cambridge Isotope Laboratories. Orotidine \(5\)-monophosphate (OMP) was synthesized enzymatically from 5-phosphoribosyl-1-pyrophosphate and orotic acid,\(^{37}\) and 1-(\(\beta\)-d-erythrosefuranosyl)orotic acid (EO) was available from an earlier study.\(^{10}\) All other chemicals were reagent grade or better and were used without further purification.

A stock solution of unlabeled glyceraldehyde dimer (200 mM monomer) used for studies on GPDH was prepared by dissolving the dimer in water and storing the solution for at least 3 days at room temperature to allow for breakdown to the monomer.\(^{11,28}\) A solution of labeled [\(\cdot\)\(^{13}\)C]-glyceraldehyde (1 mL of a 90 mM solution in H\(_2\)O) used for studies on ScTIM was reduced to a volume of ca. 100 \(\mu\)L by rotary evaporation, 5 mL of D\(_2\)O was added, and the volume was again reduced to ca. 100 \(\mu\)L by rotary evaporation. This procedure was repeated twice more and ca. 900 \(\mu\)L of D\(_2\)O was added to the final solution to give a

---

**Figure 1.** Reactions of whole substrates \(\text{RCH}_2\text{OPO}_3\)\(^2-\) (\(k_{cat}/K_m\)) and the pieces \(\text{R}^+ + \text{HPO}_3\)\(^2-\) (\(k_{cat}/K_{HPi}K_d\)) catalyzed by OMPDC, TIM and GPDH. A total 11–13 kcal/mol Gibbs phosphodianion binding free energy for \(\text{RCH}_2\text{OPO}_3\)\(^2-\) and 6–8 kcal/mol phosphate dianion binding energy for \(\text{R}^+ – \text{H}\) is utilized in the stabilization of the transition states for the respective enzyme-catalyzed decarboxylation, proton and hydride transfer reactions.\(^{6,10,16,26}\) The 4–6 kcal/mol difference between the phosphodianion and phosphate dianion binding energy is the entropic advantage that arises from the covalent connection between the substrate pieces.\(^4,5\)
volume of ca. 1 mL. The stock solution of [1-13C]-GA in D2O was stored at room temperature to minimize the content of glycolaldehyde dimer,12 and the concentration of [1-13C]-GA was determined by 1H NMR spectroscopy.13 The barium salt of d-glyceraldehyde 3-phosphate diethyl acetal was prepared by a literature procedure.14 The solutions in D2O used for studies of the ScTIM-catalyzed reactions of [1-13C]-GA were prepared as described in earlier work.11

**Enzymes.** The C15SS mutant of OMPDC from Saccharomyces cerevisiae (ScOMPDC) was prepared according to a literature procedure and stored at −80 °C.43–45 The enzyme was defrosted and dialyzed at 4°C against 10 mM MOPS (50% free base) at pH 7.1 containing 100 mM NaCl, unless noted otherwise. Wildtype TIM from Saccharomyces cerevisiae (ScTIM) was expressed from the TIM-deficient tsPA JDE3 lysogenic strain of Escherichia coli, purified by a literature procedure, and stored at −80 °C in 25 mM Tris-HCl at pH 8.0 and I = 0.1 (NaCl) containing 20% glycerol.11

The plasmid pDN7-dual donor vector containing the gene for wild-type human liver GDPH (hGDPH) gene insert was purchased from the Harvard plasmid repository. The insert gene was subcloned into a bacterial expression vector pET-15b from Novagen and used for transformations of cells from E. coli strain Bl21 (DE3). These cells were then grown overnight in 200–300 mL of LB medium that contained 100 μg/mL ampicillin at 37 °C. This culture was diluted into 4 L of LB medium (100 μg/mL ampicillin), and grown at 37 °C to OD600 = 0.6, at which point 0.6 mM isopropyl-1-thio-D-galactoside was added to the culture to induce protein expression. After 12 h of overexpression, the cells were harvested and stored in 20 mL of 25 mM Tris-HCl buffer that contains 0.5 M NaCl at pH 7.9.

The cell pellets were suspended in 25 mM Tris-HCl at pH 7.9 in the presence of protease inhibitors (Complete) and lysed using a French press. The lysate was diluted to 40 mL with the same buffer and centrifuged at 13 000 rpm for 60 min. Solid ammonium sulfate was added to the lysate supernatant to give a 30% saturated solution, which was then centrifuged at 14 000 rpm for 20 min. The supernatant was mixed with solid ammonium sulfate to give a 40% saturated solution. After 20 min the mixture was centrifuged at 14 000 rpm for 20 min and the solid was dissolved in 25 mL of 25 mM Tris-HCl buffer at pH 7.9. The protein solution was dialyzed overnight against 25 mM Tris buffer pH 7.9 at 4°C. The dialysate was loaded onto a DEAE-Sephacell ion-exchange column previously equilibrated against 25 mM m Tris-HCl at pH 7.9. The column was eluted with 800 mL of a linear 0–150 mM gradient of NaCl in the same buffer. The protein concentration was determined from the UV absorbance at 280 nm, using the extinction coefficient of 18 450 M−1 cm−1 calculated for a subunit molecular weight of 37 500 Da using the ProtParam tool available on the Expasy server.41,42 The fractions that contained GDPH were pooled, concentrated, and further purified over a Sephacryl S-200 column, equilibrated with 25 mM Tris HCl pH 7.9 that contains 0.15 M NaCl; and, eluting with the same buffer solution. The GDPH obtained from this column was judged to be homogeneous by gel electrophoresis. Fractions with OD280 > 1 were pooled, concentrated and stored at −80 °C in 20% glycerol, 25 mM Tris-HCl buffer at pH 7.9, and 100 mM NaCl. The final yield of GDPH from a 2 L bacterial culture was typically 100 mg.

**1H NMR Analyses.** 1H NMR spectra at 500 MHz were recorded in D2O at 25 °C using a Varian Unity Inova 500 spectrometer that was shimmed to give a line width of ≤0.5 Hz for the most downfield peak of the double triplet due to the C-1 proton of the hydrate of [1-13C]-GA.11 Spectra (16–64 transients) were obtained using a sweep width of 6000 Hz, a pulse angle of 90° and an acquisition time of 6 s. A total relaxation delay of 120 s (≥8T1) between transients was used to ensure that accurate integrals were obtained for the protons of interest.11,44 Baselines were subjected to a first-order drift correction before determination of integrated peak areas. Chemical shifts are reported relative to that for HOD at 4.67 ppm.

**Enzyme Assays.** The TIM-catalyzed isomerization of GAP was monitored by coupling the formation of the DHAP to the oxidation of NHAD catalyzed by GDPH.11,45 The standard assay mixture (1.0 mL) contained 100 mM triethanolamine buffer (pH 7.5, I = 0.1), 0.1 mg/mL BSA, 0.2 mM NHAD, 2 mM GAP, 1 unit of GDPH and 0.01–0.05 mM ScTIM at I = 0.10 (NaCl). The decarboxylation of OMP catalyzed by OMPDC was monitored by following the decrease in absorbance at 279 nm.10,12 The assay solution (1 mL) contained OMP (≥0.05 mM) at pH 7.1 (30 mM MOPS), 25 °C and I = 0.10 maintained with NaCl.

GDPH was assayed by monitoring the oxidation of NHAD by DHAP.13 The standard assay mixture contained 100 mM triethanol-amine (pH 7.5), 1 mM DHAP, 0.20 mM NHAD, 0.1 mg/mL BSA, 50 μM DTT, and ca. 0.67 μM GDPH at I = 0.12 (NaCl). The kinetic parameters kcat and Km for the GDPH-catalyzed reaction of DHAP at saturating 0.20 mM NHAD was determined from the fit of kinetic data to the Michaelis–Menten equation. The value of KI for competitive inhibition of GDPH-catalyzed reduction of DHAP by HPO42− at pH 7.5 and I = 0.12 (NaCl) was determined by examining the effect of increasing concentrations of DHAP (0.01–0.50 mM) on the initial velocity for reaction in the presence of 15 mM and 30 mM HPO42−.

**Enzyme-Catalyzed Reactions of Phosphodiolanion Truncated Substrates. OMPDC.** The decarboxylation of EO (0.1 mM) catalyzed by ScOMPDC [14 μM] in the presence of 2–40 mM FPO42− and 5 mM MOPS at pH 7.0, 25 °C and I = 0.14 (NaCl) was monitored at 283 nm.10,12 Reactions (1 mL total volume) were initiated by the addition of 50 μL of ScOMPDC in 100 mM MOPS (pH 7.0) and were monitored for up to 10 h. These reactions obeyed excellent first-order kinetics with stable end points at 10 reaction half-times. Values of kobs (s−1) were obtained from the fits of the absorbance vs time trace to a single exponential decay. The apparent second-order rate constants (kobs/Km (M−1 s−1)) for ScOMPDC-catalyzed decarboxylation of EO were calculated using the relationship (kobs/Km)obs ≈ kobs/[E].

ScTIM. The reactions of [1-13C]-GA in D2O catalyzed by wildtype ScTIM were monitored by 1H NMR spectroscopy, as described previously.11 The frozen enzyme was thawed and exhaustively dialyzed against 30 mM imidazole buffer (20% free base) in D2O at pD 7.0 and I = 0.024 (NaCl). The TIM-catalyzed reactions of [1-13C]-GA in the presence of dianion activators were initiated by the addition of enzyme to give reaction mixtures (850 μL in D2O) containing 20 mM [1-13C]-GA, 20 mM imidazole (20% free base), up to 30 mM dianion in D2O at pD 7.0 and I = 0.1 (NaCl). ScTIM was added to give the following range of final concentrations for the different dianion activators: 20–40 μM ScTIM, HPO42−; 30–100 μM ScTIM, FPO42−; 80–240 μM ScTIM, SSO42−; 20–80 μM ScTIM, SO42−; 30–130 μM ScTIM, HPO42−. In each case, 750 μL of the reaction mixture was transferred to an NMR tube, the 1H NMR spectrum was recorded immediately and spectra were then recorded at regular intervals. The remaining reaction mixture was incubated at 25 °C and was used to conduct periodic assays of the activity of TIM. No significant loss in TIM activity was observed during any of the reactions. The reactions were generally followed for ca. 30–40% reaction: 3–14 h, HPO42−; 5–12 h, FPO42−; 18–72 h, SO42−; and 15–80 h, HPO42−. The reactions in the presence of SSO42− were followed for ca. 40–60% reaction over 5–11 h. Once sufficient data had been obtained, the protein was removed by ultrafiltration and the solution pH was determined. There was no significant change in pH observed during any of these reactions. These reactions were monitored by 1H NMR analyses, as described in previous work.11 Observed first-order rate constants for the disappearance of [1-13C]-GA, kobs (s−1), were determined from the slopes of linear semilogarithmic plots of reaction progress against time covering the first 30–60% of the reaction (eq 1), where fobs is the fraction of [1-13C]-GA remaining at time t. The apparent second-order rate constants, (kobs/Km)obs (M−1 s−1), were calculated using eq 2, where fhyd = 0.94 is the fraction of [1-13C]-GA present in the unreacted hydrate form, and [E] is the concentration of ScTIM.12

\[
\ln f_{\text{obs}} = -k_{\text{obs}}t
\]  
(1)

\[
(k_{\text{obs}}/K_{\text{obs}})_{\text{obs}} = \frac{k_{\text{obs}}}{1 - f_{\text{hyd}}[E]}
\]  
(2)

hGDPH. Stock solutions of hGDPH (7 or 14 mg/mL) were dialyzed exhaustively against 20 mM triethanolamine at 4 °C. Assay mixtures for the hGDPH-catalyzed reduction of GA in the absence of phosphate contained 10 mM TBA (pH 7.5), 20–60 mM GA, 0.20 mM NHAD and 0.05 mM hGDPH at I = 0.12 (NaCl). Assay mixtures for the hGDPH-
catalyzed reduction of GA in the presence of diastereomers 10 mM TEA (pH 7.5), 2–60 mM GA, 0.20 mM NADH, a measured concentration of the diastereomer at I = 0.12 (NaCl) and the following enzyme concentrations: 0.4 μM hGPDH, HPO$_3^{2-}$; 0.2 μM hGPDH, FPO$_3^{2-}$; 4 μM hiGPDH, SO$_4^{2-}$; 4 μM hiGPDH, HOPO$_3^{2-}$; 8 μM hiGPDH, SiO$_3^{2-}$. The initial velocity of enzyme-catalyzed reduction of GA by NADH was determined by monitoring the decrease in absorbance at 340 nm over a period of 20 min for the diastereon activated hydride transfer reactions, and a period of 120 min for the unactivated hydride transfer reactions. The kinetic parameters were determined from the nonlinear least-squares fits of kinetic data to the appropriate kinetic Scheme, using the fitting software provided by the Prism graphing program (GraphPad).

■ RESULTS

The decarboxylation of EO (0.10 mM) to form EU catalyzed by OMDC in the presence of fluorophosphate diastereon activator (Scheme 1) was monitored spectrophotometrically at 283 nm.$^{10,15}$ Figure 2 shows the increase in the apparent second-order rate constant ($k_{cat}/K_m$) for decarboxylation of EO at increasing [FPO$_3^{2-}$]. The solid line shows the nonlinear least-squares fit of these data to eq 3 derived for Scheme 1, using ($k_{cat}/K_m$)$_E$ = 0.026 M$^{-1}$ s$^{-1}$, $K_x$ = 36 ± 2 mM and ($k_{cat}/K_m$)$_{E,X}$ = 77 ± 3 M$^{-1}$ s$^{-1}$. $k_{cat}/K_m = \frac{K_X}{K_X + [X^{2-}]} (k_{cat}/K_m)_E + \frac{[X^{2-}]}{K_X + [X^{2-}]} (k_{cat}/K_m)_{E,X}$

(3)

**Scheme 1**

![Scheme 1](image)

**Figure 2.** Dependence of the apparent second-order rate constant ($k_{cat}/K_m$)$_{cat}$ for OMDC-catalyzed turnover of EO on the concentration of FPO$_3^{2-}$.

**Table 1.** The yields of [2-13C]-GA derived for Scheme 2: (A) ●, HPO$_3^{2-}$; ▲, FPO$_3^{2-}$. (B) ●, SO$_4^{2-}$; ▲, SiO$_3^{2-}$. ■, HOPO$_3^{2-}$.

![Table 1](image)

**Figure 3.** Dependence of ($k_{cat}/K_m$)$_{obs}$ for ScTIM-catalyzed turnover of the free carbonyl form of [1-13C]-GA in D$_2$O on the concentration of diastereon activator for reactions at pH 7.0, 25°C and I = 0.1, NaCl. The solid lines show the fits of the data to eq 3 derived for Scheme 2: (A) ●, HPO$_3^{2-}$; ▲, FPO$_3^{2-}$. (B) ●, SO$_4^{2-}$; ▲, SiO$_3^{2-}$. ■, HOPO$_3^{2-}$.

**ScTIM-catalyzed turnover** of the carbonyl form of [1-13C]-GA in D$_2$O, on the concentration of diastereon activator for reactions at pH 7.0, 25°C and I = 0.1, NaCl. These data were fit to eq 3 derived for Scheme 2, using ($k_{cat}/K_m$)$_E$ = 0.062 M$^{-1}$ s$^{-1}$ determined for the unactivated reaction, to give the values of $K_x$ and ($k_{cat}/K_m$)$_{E,X}$ reported in Table 1. The yields of [2-13C]-GA (22%), [2-13C, 2-2H]-GA (54%) and [1-13C, 2-2H]-GA (25%) obtained from reactions activated by HPO$_3^{2-}$ are similar to the yields determined earlier for the reactions of [1-13C]-GA catalyzed by TIM from chicken muscle (cTIM) and Trypanosoma brucei (TbTIm).*11,14* The small differences (not reported) in the yields of products from ScTIM-catalyzed reactions of [1-13C]-GA activated by different diastereons show that diastereons influence the partitioning of the enediolate reaction intermediate. These product yields will be reported in a separate publication.

**hiGPDH-Catalyzed Reduction of GA.** GDPH from rabbit muscle follows an ordered mechanism, with NADH binding first followed by DHAP.$^{49}$ Initial velocities, $v_0$, of the reduction of DHAP by NADH catalyzed by hiGPDH at pH 7.5 (10 mM TEA), 25°C and I = 0.12 (NaCl) were determined by monitoring the decrease in absorbance at 340 nm. The essentially identical Michaelis–Menten plots (not shown) of $v_0/[E]$ (s$^{-1}$) against [DHAP] (carbonyl form) observed when [NADH] is held constant at 0.10 mM or 0.20 mM require $K_m \ll 0.10$ mM for NADH. The fit of data to the Michaelis–Menten equation gave ($K_m$)$_{obs}$ = 0.052 mM for DHAP (carbonyl form, $v_0 = 0.45$ s$^{-1}$) when GDPH is saturated by NADH, $k_{cat} = 240$ s$^{-1}$ for turnover of the ternary E-NADH-DHAP complex and $k_{cat}/K_m = 4.6 \times 10^6$ M$^{-1}$ s$^{-1}$. These kinetic parameters are similar to $k_{cat} = 1.30$ s$^{-1}$, $K_m = 0.13$ mM and $k_{cat}/K_m = 1.0 \times 10^6$ M$^{-1}$ s$^{-1}$ reported in an earlier
study of GPDH from rabbit muscle.16 Phosphate dianion inhibition of hlgPDH-catalyzed reduction of DHA by NADH was examined by determining initial velocities, \( v_i \), at seven different [DHA] between 0.01 and 0.50 mM for reactions in the presence of constant 15 mM and 30 mM \([\text{HPO}_3^{2-}]\). A value of \( K_i = 42 \pm 6 \text{ mM} \) was determined from the nonlinear least-squares fits of the kinetic data to eq 4, for competitive inhibition by \( \text{HPO}_3^{2-} \).

\[
v_i = \frac{k_{\text{cat}}[\text{DHA}]}{[E] + K_m(1 + [\text{HPO}_3^{2-}]/K_i)}
\]

Initial velocities, \( v_i \), for the reaction of GA by NADH (0.2 mM) catalyzed by hlgPDH at pH 7.5 (10 mM TEA), 25 °C and I = 0.12 (NaCl) in the absence and the presence of dianion activators were determined by monitoring the decrease in absorbance at 340 nm. Figure 4 shows the dependence of \( v_i/[E] \) (s\(^{-1}\)) on the concentration of glycolaldehyde (GA), for the reduction by NADH (0.2 mM) catalyzed by hlgPDH at pH 7.5 (10 mM TEA), 25 °C and I = 0.12 (NaCl).

Figure 4. Dependence of \( v_i/[E] \) (s\(^{-1}\)) on the concentration of glycolaldehyde (GA), for the reaction by NADH (0.2 mM) catalyzed by hlgPDH at pH 7.5 (10 mM TEA), 25 °C and I = 0.12 (NaCl).

We have reported kinetic parameters for activation of yeast OMPDC-catalyzed decarboxylation of EO (Figure 1) by \( \text{SO}_3^{2-} \), \( \text{HPO}_4^{2-} \), \( \text{S}_2\text{O}_3^{2-} \), and \( \text{HPO}_4^{2-} \). We did not examine activation of ScTIM and hlgPDH by \( \text{SO}_3^{2-} \), which is a strong sulfur nucleophile that will form an adduct to the carbonyl carbon of truncated substrate GA,\(^{51-53}\) and added instead phosphatase dianion (\( \text{FPO}_4^{2-} \)) to our series of dianions activators. We examined \( \text{HPO}_4^{2-} \) activation of rabbit muscle GPDH-catalyzed reduction of GA by NADH,\(^{16}\) but use human liver enzyme (hlgPDH) in this study, hlgPDH shows 4-fold larger value of \( k_{\text{cat}}/K_m = 4.6 \times 10^6 \text{ M}^{-1} \text{s}^{-1} \) for catalysis of reduction of DHA at saturating [NADH], compared with \( k_{\text{cat}}/K_m = 1.0 \times 10^6 \text{ M}^{-1} \text{s}^{-1} \) for rabbit muscle GPDH.\(^{16}\) Figure 5B–D show, respectively, kinetic data determined under the same reaction conditions for activation of hlgPDH-catalyzed reduction of GA by fluorophosphate, sulfate, phosphate and phosphosulfate dianion. The solid lines show the nonlinear least-squares fit of the data to eq S, using the kinetic parameters reported in Table 2.

![Figure 4](image_url)

**DISCUSSION**

We have reported kinetic parameters for activation of yeast OMPDC-catalyzed decarboxylation of EO (Figure 1) by \( \text{SO}_3^{2-} \), \( \text{HPO}_4^{2-} \), \( \text{S}_2\text{O}_3^{2-} \), \( \text{SO}_4^{2-} \) and \( \text{HPO}_4^{2-} \). We did not examine activation of ScTIM and hlgPDH by \( \text{SO}_3^{2-} \), which is a strong sulfur nucleophile that will form an adduct to the carbonyl carbon of truncated substrate GA,\(^{51-53}\) and added instead phosphatase dianion (\( \text{FPO}_4^{2-} \)) to our series of dianions activators. We examined \( \text{HPO}_4^{2-} \) activation of rabbit muscle GPDH-catalyzed reduction of GA by NADH,\(^{16}\) but use human liver enzyme (hlgPDH) in this study, hlgPDH shows 4-fold larger values for \( k_{\text{cat}}/K_m \) and \( k_{\text{cat}}/K_m)_{E/X}/K_X \) for the catalyzed reactions of DHA and the pieces GA + \( \text{HPO}_4^{2-} \), respectively, compared with rabbit muscle GPDH.\(^{16}\) Linear plots of \( v_i/[E] \) (s\(^{-1}\)) against \( [\text{HPO}_4^{2-}] \) were determined for rabbit muscle GPDH that are consistent with \( K_X > 100 \text{ mM} \) for \( \text{HPO}_4^{2-} \) (Scheme 3).\(^{16}\) This is greater than \( K_X = 70 \text{ mM} \) determined for hlgPDH (Table 2).

The activation of hlgPDH-catalyzed reduction of GA by dianions (\( X^{-2} \)) was studied at saturating [NADH] = 0.2 mM, and proceeds through the quaternary E-NADH-GA-X\(^{-2} \) complex. The kinetic data were fitted to Scheme 3, which neglects steps for release of NAD\(^+ \) and binding of NADH. These steps are fast relative to \( k_{\text{cat}} \leq 10 \text{s}^{-1} \) (Table 2) for turnover of E-NADH-GA-X\(^{-2} \), because they support the even faster turnover of the ternary E-NADH-DHA complex, for which \( k_{\text{cat}} = 240 \text{s}^{-1} \). Scheme 3 shows a random order for binding of GA and X\(^{-2} \) to E-NADH, and a single dissociation constant \( K_{GA} \) or \( K_X \) for release of the ligands from E-NADH-GA-X\(^{-2} \) and from the correspond-

---

Table 1. Kinetic Parameters for Activation of ScTIM by Oxydianions (Scheme 2) and Derived Parameters for the Binding of Dianions to [E-S] (Scheme 5)\(^{14}\)

| dianion   | \( k_{\text{cat}}/K_m \) | \( K_X \) | \( k_{\text{cat}}/K_m)_{E/X}/K_X \) | \( K_X \) \( K_m \) | \( R(T) \ln(K_X) \) (kcal/mol) |
|-----------|-----------------|--------|---------------------------------|---------------------|-------------------------|
| none      | 0.062           |        |                                 |                     |                         |
| \( \text{HPO}_4^{2-} \) | 18 ± 3          | 48 ± 4 | 2700                            | 2.3 \times 10^5     | −6.3                    |
| \( \text{FPO}_4^{2-} \) | 5.1 ± 1.3       | 10 ± 0.7| 2000                           | 3.1 \times 10^5     | −6.1                    |
| \( \text{HOPO}_4^{2-} \) | n.d.            | n.d.   | 70 ± 10                      | 8.8 \times 10^4     | −4.2                    |
| \( \text{SO}_4^{2-} \) | 21 ± 4          | 2.8 ± 0.3| 130                            | 4.7 \times 10^4     | −4.5                    |
| \( \text{S}_2\text{O}_3^{2-} \) | 7 ± 1.0         | 7.3 ± 0.3| 1200                           | 5.2 \times 10^4     | −5.8                    |

\(^{14}\)Reactions of 20 mM \([1^{-13}\text{C}]\)-GA in D\(_2\)O at pD 7.0 (20 mM imidazole), 25 °C and I = 0.1 (NaCl). The quoted uncertainty in the kinetic parameters is the standard error determined for the nonlinear least-squares fits of these data. Second-order rate constant for the ScTIM-catalyzed reaction of \([1^{-13}\text{C}]\)-GA determined for a reaction in the absence of dianion activator. Kinetic parameter determined from the fit of data shown in Figure 3 to eq 3. Dissociation constant for release of the oxydianion from ScTIM. Second-order rate constant for the reactions of \([1^{-13}\text{C}]\)-GA catalyzed by the enzyme–oxydianion complex (Scheme 2). Dissociation constant for release of the oxydianion from the transition state complex, calculated using eq 6, derived for Scheme S. Intrinsich Gibbs dianion binding free energy. Not determined: the plot for activation by \( \text{HOPO}_4^{2-} \) (Figure 3) is linear through \( [\text{HOPO}_4^{2-}] = 14 \text{ mM} \). The slope of the linear correlation from Figure 3.
The interactions between GA and X2− at the quaternary complex E−NADH-GA-X2− do not result in a large change in ligand affinity compared to the ternary E−NADH-X2− and E−NADH-GA complexes.

**Reactivity of Enzyme-Bound Whole Substrates and the Substrate Pieces.** Enzyme activation by phosphite dianion for catalysis of the reactions of whole substrates is supported, at least in part, by data from Table 3 which compares kinetic parameters for the catalyzed reactions of enzyme-bound whole substrate and the corresponding substrate pieces. This is illustrated, at least in part, by the data from Table 3 which compares kinetic parameters for the catalyzed reactions of whole substrates catalyzed by ScOMPD (OMP), ScTIM (GAP) and hIGP (DHAP), with kinetic parameters for the catalyzed reactions of substrate pieces. The turnover numbers k′cat for complexes of the substrate pieces (Scheme 4) were calculated from values (kcat/Km)E−HPI and Kd using the relationship k′cat = [(kcat/Km)E−HPI]Kd. We do not present the data for the reactions of truncated substrate in Table 3 (Figure SA), gives values of KGA = 4.9 mM and KX = 70 mM that are similar, respectively, to KGA = 6.2 mM for the hIGP-catalyzed reaction in the absence of activator (Figure 4) and KX = 42 mM for competitive inhibition by HPO3− of hIGP-catalyzed reduction of DHAP. These results show that the

![Figure 5. Dependence of v/E (s−1) for the reduction of GA by NADH (0.2 mM) catalyzed by hIGP at pH 7.5 (10 mM TEA), 25 °C and I = 0.12 (NaCl) at increasing concentrations of dianion for reactions at different fixed concentrations of GA. Key: (A) HPO3−: (●), 3.6 mM GA; (○), 3.0 mM; (▲), 2.4 mM; (●), 1.8 mM; (■), 1.2 mM; (▼), 0.6 mM; (◆), 0.3 mM. (B) FPO3−: (●), 3.6 mM GA; (○), 3.0 mM; (▲), 2.4 mM; (●), 1.8 mM; (■), 1.2 mM; (▼), 0.6 mM; (◆), 0.3 mM. (C) SO4−2: (●), 3.6 mM Ga; (▲), 2.4 mM; (●), 1.2 mM; (▼), 0.6 mM; (◆), 0.3 mM. (D) HPO4−2: (●), 3.6 mM GA; (▲), 2.4 mM; (■), 1.2 mM; (▼), 0.6 mM. (E) S2O3−: (●), 3.6 mM GA; (▲), 2.4 mM; (■), 1.2 mM; (▼), 0.6 mM.](image)

**Table 2. Kinetic Parameters for Activation of hIGP by Oxydianions (Scheme 3) and Derived Parameters for the Binding of Dianions to [E−S]2+ (Scheme 5)**

| Dianion | (kcat/Km)E−HPI (s−1)b | KGA (mM)c | KX (mM)d | (kcat/Km)E−HPI/KX (M−2 s−1) | (k′)X (M)c | RT ln(k′)X (kcal/mol)f |
|---------|-----------------------|-----------|----------|-----------------------------|------------|----------------------|
| None    | (3.1 ± 0.3) × 10−4   | 6.2 ± 1   | 70 ± 4   | 16000 ± 1300 [4300 ± 700]   | 3.3 × 10−4 | −7.5                 |
| HPO3−   | 5.5 ± 0.3             | 4.9 ± 0.2 [8]e | 17 ± 1 | 75000 ± 6000                  | 6.5 × 10−4 | −8.4                 |
| FPO3−   | 6.4 ± 0.2             | 5.0 ± 0.3 | 40 ± 3   | 200 ± 20                      | 2.5 × 10−4 | −4.9                 |
| HOPO3−  | 0.032 ± 0.002         | 4.1 ± 0.2 | 70 ± 9   | 1100 ± 200                    | 4.6 × 10−4 | −5.9                 |
| SO4−2   | 0.360 ± 0.040         | 4.5 ± 0.4 | 110 ± 10 | 35 ± 5                       | 1.5 × 10−3 | −8.8                 |
| S2O3−   | 0.0190 ± 0.0002       | 5.0 ± 0.2 | 110 ± 10 | 35 ± 5                       | 1.5 × 10−3 | −8.8                 |

Reactions catalyzed by hIGP at pH 7.5 (10 mM TEA), 25 °C, 0.2 mM NADH, and I = 0.12 (NaCl). The quoted uncertainty in these kinetic parameters is the standard error determined for the nonlinear least-squares fits of these data. Dissociation constant for release of GA from the binary or ternary enzyme complex (Scheme 3). Dissociation constant for release of the dianion from the transition state complex, calculated using eq 6, derived for Scheme 5. Intrinscic Gibbs dianion binding free energy. Kinetic parameter for GPDH from rabbit muscle.

![Diagram](image)
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nonproductive ternary complex of human liver backbone amides with the ligand phosphodianion are shown. Reprinted with permission from ref 46. Copyright 2012 American Chemical Society. (B) A nonproductive GPDH
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kinetic parameter
small fraction of GPDH exists as the productive complex to the carbonyl form of GA. Nonproductive binding would result in balancing decreases in \(K_d\) and \(k'_{cat}\) (Scheme 4), compared to the values for the reactive carbonyl substrate. By contrast, the accumulation of a nonproductive hydrate complex does not affect \(k_{cat}/K_m \) determined at low \([GA]\), where the hlGPDH exists mainly in the unliganded form.35

**Dianion Activation Binding Site.** The ratios of the third-order rate constant \(k_{cat}/K_m/\cdot X/K_d\) for catalysis of the reaction of the substrate pieces and the second-order rate constant \(k_{cat}/K_m/\cdot X\) for the truncated substrate (Table 3) range from 4.4 \(\times\) 10^5 M\(^{-1}\) s\(^{-1}\) for yeast OMPDC-catalyzed decarboxylation to 4.4 \(\times\) 10^4 M\(^{-1}\) s\(^{-1}\) for ScTIM-catalyzed isomerization and correspond to 7.7 and 6.3 kcal/mol intrinsic phosphite dianion binding energies (see below).

This shows that efficient catalysis by OMPDC, ScTIM and hlGPDH is achieved by combining a catalytic site that provides sufficient stabilization of the transition state for reaction of the truncated substrate to give \(k_{cat}/K_m/\cdot X\) \(\approx\) 0.05 M\(^{-1}\) s\(^{-1}\) and a dianion activation site that boosts enzyme activity toward perfection, by providing 11–13 kcal/mol transition state stabilization from the phosphodiianion binding Gibbs free energy.56

These large intrinsic dianion binding energies may be rationalized using representations of X-ray crystal structures shown in Figure 6.57–59 Two types of interactions are shown, which stabilize these enzyme–phosphodiianon complexes. (i) An ionic interaction between the phosphodiianon and a cationic side chain (Arg235 for OMPDC, Arg269 for GPDH and Lys12 for ScTIM). (ii) Networks of hydrogen bonds to either backbone

**Table 3. Rate Constants for Turnover of Whole Substrates and the Substrate Pieces Catalyzed by ScOMPDC, ScTIM and hlGPDH**

| enzyme     | \(k_{cat}/K_m/\cdot X\) (M\(^{-1}\) s\(^{-1}\)) | \(k_{cat}/K_m/\cdot HPi\) (M\(^{-1}\) s\(^{-1}\)) | \(k_{cat}/K_m/\cdot HPi/\cdot X\) (M\(^{-1}\) s\(^{-1}\)) | \(K_d\) (M) | \(k_{cat}\) (s\(^{-1}\)) |
|------------|---------------------------------------------|-----------------------------------------------|-------------------------------------------------|-------------|---------------------|
| ScOMPDC    | 16                                          | 1.1 \(\times\) 10^7                            | 0.026                                           | 1600        | \(\approx\) 0.1     | \(\approx\) 160       |
| ScTIM      | 8900                                        | 2.2 \(\times\) 10^9                            | 0.062\(^b\)                                    | 48\(^a\)    |                     |                     |
| hlGPDH     | 240                                         | 4.6 \(\times\) 10^4                            | 0.050                                           | 1100\(^b\)  | 0.005               | 5.5                 |

\(^a\) Enzyme-catalyzed reactions of the following whole substrates and substrate pieces: OMPDC; OMP and EO + HPO\(^{4-}\); ScTIM; GAP and GA + HPO\(^{2-}\); hlGPDH; DHAP and GA + HPO\(^{2-}\). \(^b\) Kinetic parameters for turnover of the whole substrate. \(^c\) Kinetic parameter for turnover of the substrate pieces (Schemes 1–3). \(^d\) Rate constant for turnover of the complex between the enzyme and substrate pieces (Scheme 4), estimated as \(k'_{cat} = \left(\frac{k_{cat}/K_m/\cdot HPi}{K_d}\right)\cdot E\). \(^e\) Published kinetic parameters. \(^f\) Calculated using \(k_{cat}/K_m/\cdot HPi = 1600\) M\(^{-1}\) s\(^{-1}\) and \(K_d \approx 0.1\) M. \(^g\) Kinetic parameters for ScTIM-catalyzed isomerization of GAP.35

**Scheme 4**

![Scheme 4](Image)

**Figure 6.** Representations of X-ray crystal structures of ScOMPDC, hlGPDH and ScTIM. (A) ScOMPDC in a complex with the intermediate analogue 6-hydroxyuridine 5'-monophosphate (PDB entry 1DQX).59 The interactions of Gln215, Tyr217 and Arg235 side chains and the Gly234 and Arg235 backbone amides with the ligand phosphodianion are shown. Reprinted with permission from ref 46. Copyright 2012 American Chemical Society. (B) A nonproductive ternary complex of human liver hlGPDH with DHAP and NAD (PDB entry 1WPQ).59 The interactions of Arg269 and Asn270 side chains and the Arg269 and Asn270 backbone amides with the ligand phosphodianion are shown. (C) ScTIM in a complex with the intermediate analogue 2-phosphoglycerate (PDB entry 2YP1).58 The interactions of the K12 side chain and the Gly173, Ser213, Gly234 and Gly 235 backbone amides are shown.

![Figure 6](Image)
amides, amide side chains, and in the case of ScOMPDC the phenol side chain of Tyr217.

The effects of the K12G mutation of ScTIM (550 000 fold) and the R235A mutation (18 000-fold) of OMPDC on $k_{cat}/K_m$ correspond to 7.8 and 5.8 kcal/mol stabilizing interactions between the protein side chain and the transition states for the respective enzyme-catalyzed reactions of GAP and OMP.4,60 The stronger transition state stabilization by Lys12 compared to Arg235 reflects the interaction of the former side chain with both the phosphodianion and the negatively charged enolate oxygen,54 compared with the essentially exclusive interaction of the side chain of Arg235 with the substrate phosphodianion. Each of the cationic side chains, which interact with substrate phosphodianion (Figure 6), sit on the protein surface and shield the phosphodianion from interaction with bulk solvent. This positioning enables effective rescue of the R235A and K12G mutants by transfer of exogenous guanidinium60 and alkylammonium cations, respectively, from water to the cleft at the protein created by the mutation. We suggest that the R269A mutation of hlgPDH will, likewise, result in a large fall off in catalytic activity, which will be rescued by exogenous guanidinium cation.

The effects of all combinations of single, double and triple Q215A, Y217F and R235A mutations on the kinetic parameters for ScOMPDC-catalyzed reactions of whole substrate and substrate pieces have been determined.4 The results show that the total 12-kcal/mol intrinsic Gibbs phosphodianion binding free energy for OMPDC (Table 3) is equal to the sum of the phosphodianion binding energies of the side chains of R235 (6 kcal/mol), Q215 (2 kcal/mol) Y217 (2 kcal/mol) and hydrogen bonds to the G234 and R235 backbone amides (2 kcal/mol). We have not quantified the contribution of interactions between the substrate phosphodianion and the backbone amides of TIM to the intrinsic phosphodianion binding energy. However, stabilizing interactions of ca. 1–2 kcal/mol/amide, along with the 7.8 kcal/mol interaction of K12, would be sufficient to account for the 13 kcal/mol dianion binding energy.

**Specificity in the Binding of Oxydianions.** Values of $(K^\dagger)^X$ for breakdown of oxydianion complexes to the transition states for ScOMPDC-, ScTIM- and hlgPDH-catalyzed reactions ([E-S-X$^2$]$^\dagger$) were determined using eq 6 derived for Scheme 5. The transition state binding energies $\Delta G^\dagger$ were calculated as $\Delta G^\dagger = RT \ln(K^\dagger)^X$ and are summarized in Chart 1. The intrinsic connection energy $(\Delta G_c)^2$ arising from the covalent attachment of the pieces bound to ScTIM $(\Delta G_c = 13.0–6.3 = 6.7$ kcal/mol) compared with ScOMPDC $(\Delta G_c = 11.7–7.7 = 4.0$ kcal/mol) or hlgPDH $(\Delta G_c = 10.7–7.5 = 3.2$ kcal/mol). This observation that decreases in the total dianion binding energy are accompanied by increases in the total phosphite dianion binding energy suggests that the total dianion binding energy might be sacrificed to optimize the activating dianion interactions. For example, destabilizing steric interactions between the enzyme and the phosphodianion of the whole substrate at a restricted binding pocket, which are expressed in substrate binding $(K_m)$ but not dianion activation $(k_{cat})$, might be smaller or absent at the enzyme complex to phosphite dianion and the truncated substrate pieces.

There is no obvious correlation between oxydianion structure and dissociation constants $K_m$ for release of oxydianions from OMPDC, TIM and PDG. By contrast, the strong enzyme activation by oxydianions requires a high specificity for their binding to the activated complexes $[E-S]^2$ $\rangle$ $\langle K^\dagger)^X$, Scheme 5. We note the following trends in the values of $\Delta G^\dagger$ for binding of oxydianions to the respective [E-S]$^2$ complexes for reactions catalyzed by ScOMPDC, hlgPDH and ScTIM.

**Scheme 5**

(1) The largest oxydianion binding energies are observed when two negative charges are delocalized over the three oxygen of HPO$_2^-$ or FPO$_3^-$, which results in a larger negative charge density at the three oxygen. The generally smaller dianion binding energy for HOPO$_2^-$ compared with FPO$_3^-$ may reflect differences in the steric and electronic properties of $-$OH and $-$F.

\[
(K^\dagger)^X = \frac{K_m(k_{cat}/K_m)^E}{(k_{cat}/K_m)^E_X} \tag{6}
\]

(2) There are no interactions between ScOMPDC (Figure 6A) or ScTIM (Figure 6C) and the bridging phosphate oxygen of the enzyme-bound ligand, but the bridging phosphate oxygen of DHAP bound to hlgPDH forms a hydrogen bond to the cationic side chain of Arg-269 (Figure 6B). We therefore propose that the unusually large --8.4 kcal/mol and small --3.8 kcal/mol Gibbs intrinsic dianion binding free energy, respectively, for activation of hlgPDH by FPO$_3^-$ and S$_2$O$_3^{2-}$ (Chart 1) compared with activation of ScTIM and hlgPDH is due to stabilizing electrostatic interactions between the side chain of Arg-269 and $-$F of FPO$_3^-$ and destabilizing steric/electrostatic interactions between this side chain and an $-$S of S$_2$O$_3^{2-}$, where $-$F and $-$S are bound at a position equivalent to that for the bridging phosphate oxygen of DHAP.

Gibbs phosphodianion binding free energy for ScTIM (13.0 kcal/mol, Table 3) is larger than for ScOMPDC (11.7 kcal/mol) or hlgPDH (10.7 kcal/mol). By contrast, the intrinsic phosphate dianion binding energy (Chart 1) for ScTIM (6.3 kcal/mol) is smaller than for OMPDC (7.7 kcal/mol) or hlgPDH (7.5 kcal), so that the latter two enzymes show the broader range of dianion binding energies: 3.0–7.7 kcal/mol for ScOMPDC and 3.8–8.4 kcal/mol for hlgPDH, compared with 4.3–6.3 kcal/mol for ScTIM (Chart 1). These differences reflect the larger
Mechanism for Enzyme Activation. Scheme 6 provides a rationalization for phosphate dianion activation of TIM, OMPDC and GPDH for catalysis of reactions of the respective truncated substrates. These enzymes exist mainly in an open resting form (E₀), and undergo a dianion-driven conformational change to a closed form (Eₐ), which includes closure of a loop over the dianion. We have proposed that this conformational change is thermodynamically unfavorable (Kᵣ ≪ 1). Part or all of energetic cost for the enzyme conformational change is paid in the Gibbs binding free energy of the first piece, either S⁺ or X²⁻, as shown in Figure 7. A larger ligand binding energy and specificity is then expressed as tight binding of the second piece to the respective binary complexes; either the binding of S²⁻ to Eₐ-X²⁻ or of X²⁻ to [E₀-S]⁺ to form the ternary [E₀-S-X²⁻]⁻ complex (Figure 7). The small dependence of Kₓ on dianion structure (Tables 1, 2 and ref 7) suggests that the specific enzyme–dianion interactions only develop at the Eₐ-X²⁻ complex, and that the complexes of most or all oxydianions to the free enzymes are nonproductive and exist mainly in the open (E₀-X²⁻) form.

A Role for Ligand Induced Fits in Enzyme Catalysis. Scheme 6 and Figure 7 for catalysis by ScTIM, ScOMPDC, hLGPDH, and other enzymes that are activated by dianions, show two conformations: dominant inactive open E₀ and a proposed high Gibbs free energy Eₐ whose formation is induced by binding of either an oxydianion, or the transition state for the enzymatic reaction. This Scheme and Figure are representations of Koshland’s proposal that enzymes exist in an inactive resting form, where the catalytic side chains are poorly positioned to carry out their assigned functions. The ligand binding energy is then utilized to induce a large change in enzyme structure, which shifts these active site residues to their catalytically active positions.

The many cases for which substrate Gibbs binding free energy is utilized to induce an optimal substrate fit at enzyme active sites confirm Koshland’s induced fit model. However, the significance of the term “induced fit” has been reduced and its use in the biochemical literature limited, by the lack of a generally accepted description of the imperatives for catalysis by enzymes that exist mainly in an inactive open form and which rely upon the substrate binding energy to drive extensive changes in enzyme structure. Why not the alternative, where the enzyme folds into its active conformation and the intrinsic substrate binding energy is used for other purposes? We propose the following imperatives for the utilization of substrate binding energy to drive thermodynamically unfavorable changes in enzyme conformation.

1. Wolfenden noted that substrate binding will necessarily only occur to a solvent exposed active site, while a caged Michaelis complex may provide for a larger number of enzyme–ligand interactions. This provides a rational for conformational changes that create a caged complex, after initial substrate binding to the open forms of TIM, OMPDC and GPDH.

2. Removal of solvent from an exposed cavity during loop closure promotes effective catalysis of polar reactions. The energetic cost for desolvation of enzyme active sites is included in the total cost of the enzyme conformational change, and may be paid for by the utilization of Gibbs dianion binding free energy.

3. Closure of the flexible phosphodianion gripper loop 6 of TIM from Trypanosoma brucei brucei (TrybTIM) over the bound substrate extrudes several water molecules to the bulk solvent, sandwiches the carboxylate anion side chain of Glu-167 (the active site base for TIM) between the hydrophobic side-chains of Ile-172 and Leu-232, and shields the carboxylic anion from interactions with the aqueous solvent. Loosening this hydrophobic clamp by the I172A mutation of TrybTIM results in a 100-fold falloff in kcat/Km for isomerization of GAP7 and a ~2 unit decrease in the pKᵣ for the catalytic side chain at the enzyme—phosphoglycolate complex. These results are consistent with the proposal that the hydrophobic side chain of Ile-172 plays a role in effecting a strong basicity for the side chain that acts as the Brønsted base to deprotonate the bound carbon acid.

4. There is an unclear entropic cost, paid for by the utilization of Gibbs dianion binding free energy, to freezing motions of flexible enzyme loops and of active site catalytic side chains as the protein conformation changes from inactive E₀ to active Eₐ.

5. Relatively large barriers to enzyme conformational changes may exist simply to avoid the expression of Gibbs dianion binding free energy at the Michaelis complex and the resulting effectively irreversible ligand binding. The barrier to this unfavorable conformational change would not be strongly expressed in the total activation barrier for the reaction under kcat/Km conditions, so long as kcat/Km is close to the diffusion-controlled limit for a “perfect” enzyme and conversion of the first-formed E₀-S complex to the active Eₐ-S complex and then to product is faster than dissociation of S from E₀-S. In such cases, changes in Kᵣ for the enzyme conformational change will result in a 100-fold increase in kcat/Km compared to E₀-S.
in compensating changes in $k_{\text{cat}}$ and $K_m$, but little or no change in $k_{\text{cat}}/K_m$.

We previously reported that the L232A mutation of TbbTIM results in a $17$-fold increase in the second-order rate constant ($k_{\text{cat}}/K_m$) for TIM-catalyzed proton transfer reactions of the truncated substrate piece [1-13C]-GA in D$_2$O (Scheme 2).55 We have proposed that the hydrophobic side chain of L232 functions upon the magnitude of mutation then results in an increase in the fraction of enzyme $k$ between enzymes and transition states. We suggest that the emphasis the enormity of the possible stabilizing interactions present in the active closed form (increase in $\Delta G_c$), and in similar increases in the values of kinetic parameters that depend upon the magnitude of $\Delta G_c$: $(k_{\text{cat}}/K_m)$ and $(k_{\text{cat}}/K_m)_{E/X}^X$ (Figure 7).

The Role of Conformational Changes in Enzyme Catalysis. There are good reasons to refer to enzyme structures as plastic, in recognition of the large changes in structure observed during the catalytic cycle.9,75,78 There is an ongoing debate about the role of these conformational changes in catalysis.79 On the one hand, protein motions may be coupled to motion along the reaction coordinate, and might even contribute to the catalytic rate acceleration by promoting formation of the effective enzymatic catalysis is due to the preorganization of the catalytic side chains at a caged active site closed form: a part of this barrier represents the requirement for changes, which convert the inactive open enzyme to the active conformation EC, and that this is followed by coupled motions along the reaction coordinate, and might even contribute to the catalytic rate acceleration by promoting formation of the closed active form (increase in $\Delta G_c$), and in similar increases in the values of kinetic parameters that depend upon the magnitude of $\Delta G_c$: $(k_{\text{cat}}/K_m)$ and $(k_{\text{cat}}/K_m)_{E/X}^X$ (Figure 7).

![Figure 7](image-url)
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