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Abstract—Graph Convolutional Networks (GCN) have achieved state-of-art results on single text classification tasks like sentiment analysis, emotion detection, etc. However, the performance is achieved by testing and reporting on resource-rich languages like English. Applying GCN for multi-task text classification is an unexplored area. Moreover, training a GCN or adopting an English GCN for Indian languages is often limited by data availability, rich morphological variation, syntax, and semantic differences. In this paper, we study the use of GCN for the Telugu language in single and multi-task settings for four natural language processing (NLP) tasks, viz. sentiment analysis (SA), emotion identification (EI), hate-speech (HS), and sarcasm detection (SAR). In order to evaluate the performance of GCN with one of the Indian languages, Telugu, we analyze the GCN based models with extensive experiments on four downstream tasks. In addition, we created an annotated Telugu dataset, TEL-NLP, for the four NLP tasks. Further, we propose a supervised graph reconstruction method, Multi-Task Text GCN (MT-Text GCN) on the Telugu that leverages to simultaneously (i) learn the low-dimensional word and sentence graph embeddings from word-sentence graph reconstruction using graph autoencoder (GAE) and (ii) perform multi-task text classification using these latent sentence graph embeddings. We argue that our proposed MT-Text GCN achieves significant improvements on TEL-NLP over existing Telugu pretrained word embeddings [1], multilingual pretrained Transformer models: mBERT [2], and XLM-R [3]. On TEL-NLP, we achieve a high F1-score for four NLP tasks: SA (0.84), EI (0.55), HS (0.83) and SAR (0.66). Finally, we show our model’s quantitative and qualitative analysis on the four NLP tasks in Telugu. We open-source our TEL-NLP dataset, pretrained models, and code ¹.

Index Terms—Graph Convolutional Networks, Text Classification, Low resource language, Multi-Task, Indian Languages

I. INTRODUCTION

Text classification is a well-studied problem in the field of NLP, which has important applications like sentiment analysis (SA) [4], [5], emotion identification (EI) [6], [7], hate-speech detection (HS) [8], [9], and sarcasm detection (SAR) [10], [11]. Understanding the contextual and semantic representation of text is one of the main challenges in text classification. Also, the traditional methods represent text with hand-crafted features, including structural and part-of-speech (POS) tagging features, and depend on the availability of rich resources.

With the recent advancements in deep learning and the availability of text corpora for the English, neural networks like Convolutional Neural Networks (CNN) [12] and Long-Short Term Memory Networks (LSTM) [13] have been used for efficient text representation. These models can capture semantic, syntactic information and provide a fixed-length vector (latent representation) by taking the sequence of words as input. Additionally, these models have shown great success in the multi-task setting, where shared knowledge helps the model learn more general representation from the input text. However, the input consecutive word sequences are local to these deep models, but they may ignore global word occurrence.

Recently, a new research direction viz. Graph Neural Networks (GNN) [14] or graph embeddings have attracted wider attention in many NLP tasks such as text classification [15], neural machine translation [16], and relational reasoning [17]. GNN-based models adopt building a single large graph on the corpus that manages to learn reduced dimension representations and preserve the graph’s global structural information, even with limited labeled data. With the recently proposed method, Graph Convolutional Networks (GCN) is used to generalize (convolutional) neural network models to perform text classification in English for a single task [18]. However, applying a GCN for single or multi-task text classification for resource-poor Indian languages is unexplored. Moreover, adopting a GCN for Indian languages is often limited by data availability. Hence, creating annotated data for multiple NLP tasks help the researchers to create better models for Telugu.

Unlike English, very few preparatory works have studied text classification in Telugu. Unfortunately, all these works were limited to existing baseline models that use either small annotated datasets [19] or restricted to single task text classification [20]. Also, none of the works focused on learning the low-dimensional word or sentence graph representations from GCNs, which extracts the direct and indirect interactions between words and sentences in the graph embeddings. GCN-based approaches are alluring in this scenario as they perform both graph reconstruction (GAE) and node classification.

Inspired by the Graph AutoEncoder (GAE) model [21] and Multi-Task Text classification [22], we propose a supervised graph reconstruction method, MT-Text GCN, an end-to-end model that jointly optimizes the reconstruction and multi-task text classification loss. Further, our proposed method simultaneously learns word & sentence representations for
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word-sentence graph reconstruction and sentence representations for multi-task text classification. In summary, the main contributions of this paper are as follows:

- We propose the multi-task learning model (MT-Text GCN) to reconstruct word-sentence graphs while achieving multi-task text classification with learned graph embeddings.
- TEL-NLP is the largest NLP dataset in Telugu covering four NLP tasks (16,234 samples for SA, HS, SAR, and 9,675 samples for EI), unlike previous works, which focused only on a single task (SA) with a limited dataset of 2500 samples [19].
- For the Telugu language, we are the first to generate word embeddings using random walk based models: DeepWalk, Node2Vec, and Graph AutoEncoders (GAE).
- Our MT-Text GCN enabled better performance on Telugu when compared with multilingual pretrained transformer models on four NLP tasks.

II. RELATED WORK

GCN for Text Classification: In the current research, graph neural networks has attracted wide attention [23], and applied on various NLP tasks such as text classification [18], [24], semantic role labeling [25], and machine translation [16]. The earlier works in text classification using GCN focused with nodes being either words or documents to construct a single large graph [15]. Some authors construct a single graph by jointly embedding the documents and words as nodes (Text GCN) [18] while considering the global relations between documents and words. The main drawback of the existing GCN works is that they cannot capture the contextual word relationships within the document. [26] developed a model, TextING, for inductive text classification to overcome the above limitations. [27] introduced GCN to embed the graph structure in a lower embedding space using neural networks. Motivated by [28], [29] propose a graph AutoEncoder framework that uses GCN as an encoder to get the latent representation of each node and simple inner product as a decoder to reconstruct the graph.

Deep Learning for Multi-Task Text Classification: There is a vast literature tackling the single-task text (ST-Text) classification using deep learning models such as CNNs [12], [30] or RNNs [22]. However, these ST-Text classification approaches increase costs to build the resources and fail to combine multiple tasks. Multi-task learning can improve the classification performance of related tasks by learning these tasks in parallel [31]. The literature survey shows that multi-task learning has been proven effective in solving similar NLP text classification problems [22], [32].

Text Classification for Telugu: Although extensive research happens in NLP tasks for the English, very few authors in literature worked on text classification (SA tasks) for Telugu language [20], [33], [34]. In [20], [34], authors provided Telugu SA data for different domains, categorized into three classes as “positive”, “negative”, and “neutral”. Several authors use deep learning-based models such as CNN and LSTM to perform SA tasks on Telugu data in [35], [36]. The authors in [20] used a semantic representation of each sentence using Telugu Word2Vec embeddings created on Wikipedia. However, the corpus size is minimal (e.g., Telugu SA dataset [20] has only 2500 samples), leading to relatively brittle systems. Also, the authors use a 2X (two annotators perform the annotation) annotated dataset. Recently, [37] developed a deep learning-based model for Telugu SA to learn representations of resource-poor languages by jointly training with English corpora using a Siamese network. Here, the model trained on English - Hindi corpus and transfer learning is applied to the Telugu corpus, resulting in low accuracy.

III. TEL-NLP DETAILS

This section presents our dataset creation, TEL-NLP, for four NLP tasks such as SA, EI, HS, and SAR in Telugu. Here, we describe the dataset creation and annotation, inter-annotator agreement, and report the dataset statistics.

Dataset Creation and Annotation: We sampled the 20k sentences from the existing large Telugu raw corpus [1] and given to Elance IT Solutions Private Limited to perform the annotation task. Also, the annotation was carried out for four NLP tasks viz. sentiment, emotion, hate-speech, and sarcasm. We create a web-based user interface to simplify the annotation task. Each user has to log in and do the annotation. The user interface shows the sentence and the respective labels for the four tasks. Five native speakers of Telugu with excellent fluency performed this annotation task. We provided the annotators with detailed definitions for each task with example sentences. All the annotators should read the sentence carefully and select the fitting label for that particular sentence. When the users click the submit button, their responses are saved in the database. To qualify and complete the annotation process, each annotator must correctly annotate at least 80% sentences from the sample dataset. After two rounds of sanity checks, we obtained a total of 16,234 labeled sentences for SA, HS, SAR, and 9,675 for EI. Here we considered “positive” and “negative” labels for the SA task. “fear”, “angry”, “sad”, and “happy” labels for EI task. “yes” and “no” for HS and SAR datasets. As we considered the four basic emotions for the EI task, we got fewer samples when compared with other tasks.

Inter-Annotator Agreement: To perform the annotation, we made the five annotators work on a smaller dataset for verification as a first step. The Fleiss’ kappa score was 0.95. The inter-annotator agreement on the whole dataset annotation was reported as 0.91.

TEL-NLP Description: We performed our experiments on SA, EI, HS, and SAR datasets. The TEL-NLP dataset description and number of nodes in the graph are provided in Table I.

IV. PROPOSED METHOD

In this section, we will explain (i) the overview of Graph Convolutional Network (GCN) [27] and Graph AutoEncoder (GAE), (ii) the proposed MT-Text GCN approach, and (iii) the
procedure to build word-word, sentence-sentence, and word-word + word-sentence graphs.

A. GCN & Graph AutoEncoder

GCN is a multi-layer neural network that convolves a neighboring node’s features and propagates its embedding vectors to its nearest neighborhoods. Consider a weighted, undirected graph denoted by $G = (V, A, X)$, where $V$ is a set of N nodes, and $A \in \mathbb{R}^{N \times N}$ is the symmetric adjacency matrix and $X \in \mathbb{R}^{N \times M}$ is the node feature matrix with each node dimension M. The Graph AutoEncoder [21] (GAE) obtains a reduced dimensional representation ($Z \in \mathbb{R}^{N \times K}$) of the input graph (A). Intuitively, starting from the node embedding, the GAE model can reconstruct an adjacency matrix $A'$ close to the empirical graph $A$, then the $Z$ vectors should capture some essential characteristics of the graph structure. To reconstruct the graph, we stack an inner product decoder to this GAE as follows:

$$A' = f(AH^{(1)}W_1) \quad (1)$$

$$Z = H^{(1)} = f(AXW_0) \quad (2)$$

where $f$ denotes the activation function, $H^{(1)}$ denotes the layer-1 output (latent representation), $W_0$ and $W_1$ denotes the weight parameters learned from the encoder and decoder model, respectively.

B. Multi-Task Text GCN (MT-Text GCN)

Given an input graph A, our main objective is to build and train a model to reconstruct a graph (GAE) to learn word and sentence embeddings. These learned embeddings are used to perform multi-task text classification. Here, we perform multi-task text classification by providing sentence representations in two ways: (i) learned sentence embeddings from GAE, (ii) each sentence is represented by taking the average of learned word embeddings from GAE. The proposed MT-Text GCN pipeline is shown in Fig 1. We use a 2-layer GCN of which layer-1 acts as encoder and layer-2 as the decoder. The encoder (Z) and decoder output ($A'$) using the layer-1 latent representations can be estimated from the Equations 1 and 4.

We use a LightGBM classifier to perform the multi-task text classification. Overall, the final objective function is given as

$$L = L_{MSE}(A, A') + \lambda \times L_{MTCLA}(\hat{l}, l) \quad (3)$$

where, $L_{MSE}$ (reconstruction loss) denotes the mean squared error (MSE) between the reconstructed graph $A'$ and the empirical graph A. The sigmoid cross-entropy loss denoted by $L_{MTCLA}$ evaluate classification performance between predicted labels $\hat{l}$ and ground truth labels (l). The $\lambda$ parameter tunes the trade-off between reconstruction and classification performance. The model performance for different values of $\lambda$ are reported in Fig 2.

C. Building Text Graph

We set the node feature vector (X) as an identity matrix, i.e., every word/sentence/word+sentence represents a one-hot vector, given as input to MT-Text GCN.

Word-level Graph (W): To construct a word-level graph, we explicitly calculated the global word co-occurrence matrix with a window size of 3, and the number of nodes is equal to the number of unique words in the vocabulary. Since point-wise mutual information (PMI) [38] yields better results than word co-occurrence count [18], we adopt PMI as a metric to calculate the weights between any two words. We use the global word-word co-occurrence matrix as the adjacency matrix (A), where the edge between the two words is calculated using PMI.

$$PMI(i, j) = \log \frac{p(i, j)}{p(i) p(j)} \quad (4)$$

$$p(i, j) = \frac{\#W(i, j)}{\#W} \quad (5)$$

$$p(i) = \frac{\#W(i)}{\#W} \quad (6)$$

where $\#W(i, j)$ is the number of sliding windows that contain words i and j. $\#W(i)$ is the number of sliding windows that contain the word i. $\#W$ is the total number of sliding windows in the dataset.

Sentence-level Graph (S): In this graph, nodes represent the sentences, and we use pretrained word embeddings (Word2Vec) to obtain sentence vector representation by averaging all the word vectors of the sentence. We use cosine distance to calculate the similarity score between two nodes.

Word+Sentence-level Graph (W+S): In this graph, words and sentences act as nodes, we adopt the global word co-occurrence statistics and TF-IDF frequencies to fill the edge

---

**TABLE I**

| Task | # Words | # Sentences | # Nodes | # Classes |
|------|---------|-------------|---------|-----------|
| SA   | 41501   | 16234       | 57735   | 2 (positive: 9,488, negative: 6,746) |
| EI   | 28447   | 9675        | 57735   | 4 (fear: 121, angry: 388) |
| HS   | 41501   | 16234       | 57735   | 2 (yes: 370, no: 15,864) |
| SAR  | 41501   | 16234       | 57735   | 2 (yes: 402, no: 15,832) |
weights between the nodes.

\[ A_{ij} = \begin{cases} 
\text{PMI}(i, j), & \text{i, j are words} \\
\text{TF-IDF}_{ij}, & \text{i is word, j is sentence} \\
1, & i = j \\
0, & \text{otherwise} 
\end{cases} \] (7)

V. EXPERIMENTAL SETUP & RESULTS

This section describes different features such as traditional features, pretrained word embeddings, random walk-based representations, and MT-Text GCN model training setup. This paper uses Light Gradient Boosting Method (LightGBM) as a classifier to train the models for all the feature representations.

A. Baselines

We compare our MT-Text GCN with traditional features, distributed word representations, and random walk based methods.

Traditional Features We use the traditional Bag-of-words (BoW) [39] and TF-IDF features [40] as our baseline methods to perform text classification on four NLP tasks. The BoW model uses the frequency of words in a sentence as features. The BoW model with term frequency times inverse document frequency of words in a document is used as TF-IDF features.

B. Telugu Word Embeddings

We use the existing pretrained Telugu word embeddings [1] to perform the text classification on our dataset, TEL-NLP: (1) A Te-Word2Vec (Te-W2V) model trained on a large Telugu corpus with 300-hidden dimensions as word representations. (2) Te-GloVe based word vectors (each word is a 200-dimension vector). (3) A 200-dimension Te-FastText (Te-FT) embeddings. (4) Te-Meta-Embeddings (Te-ME), an ensemble of Telugu Te-W2V, Te-GloVe, and Te-FT embeddings are used to create Te-ME of 300 dimension [1].

C. Deep Learning Methods

CNN: Proposed by [12], we perform convolution and max-pooling operations on Telugu word embeddings to get a representation of text that is used for text classification.

LSTM: Defined in [22], [41], we use the last hidden state as text representation to perform text classification. We train LSTM with five input representations (i) One-Hot encoding and (ii) the four pretrained Telugu word embeddings [1].

D. Random Walk based Representations

DeepWalk (DW): Proposed by [42], this approach uses local information obtained from truncated continuous feature representations random walks, equivalent to sentences to learn latent representations of nodes in a graph.

Node2Vec (N2V): A framework for learning nodes in the graph by using a biased random walk procedure, which efficiently explores diverse neighborhoods in [43]. To accommodate the morphological richness in Indian languages like Telugu, we consider the different small window sizes (2,3,4) for creating the co-occurrence matrices.

E. Graph Based Representations

GCN-W: A word-level graph CNN model that operates convolution over word-word adjacency matrix [18], in which first-order approximation of Chebyshev filter is used.

GCN-S: A sentence-level graph CNN model that operates convolution over sentence embeddings similarity matrix [44], in which first-order approximation of Chebyshev filter is used.

GCN-W+S: A word+sentence level graph CNN model that operates convolution over word-word and word-sentence embeddings similarity matrix [18], in which first-order approximation of Chebyshev filter is used.

F. Model Setup

To perform text classification using GCN, we set the first convolution layer’s embedding size as 200 and the input feature vector as a one-hot vector for different GCN models such as GCN-W, GCN-S, GCN-W+S, and MT-Text GCN. We use the Adam optimizer [45] with an initial learning rate of 0.001, RELU as the activation function at the first GCN layer, and L2 weight decay equal to 5e−4. We applied the dropout with a probability of 0.5 after the first GCN layer and trained all the GCN models for a maximum of 100 epochs. We set the callbacks and checkpoints in which the model training stops automatically if the validation loss does not decrease for ten consecutive epochs. For the GCN-W model, we set the context window size as three while constructing a word-word co-occurrence matrix using PMI as an input adjacency matrix. Here, we jointly perform the reconstruction of a graph using GAE and the latent node representations from GAE to build the classification model. The experiments were performed on a single V100 16GB RAM GPU machine.
To determine the choice of $\lambda$, we perform an extensive grid search and the corresponding results are shown in Fig 2. As the $\lambda$ increases, the reconstruction performance deteriorates, and classification loss improves. When $\lambda=0$, the reconstruction loss yields the best score, whereas classification loss is peak. In the end, we chose $\lambda = 0.2$ based on the performance of both reconstruction and classification loss. Fig 2 depicts the model training vs. validation loss performance when passing the parameter $\lambda = 0.2$. Here the first layer embedding dimensions are 200. Fig 2 tells us that both training and validation loss decreased as the number of epochs increased. We also experimented with GCN-W and GCN-S on a single task for different embedding dimensions, and corresponding F1-scores for each model are shown in Table II.

Dataset Splitting: We followed the nested 5-fold cross-validation split for all the methods. One fold was used for the test (20% data), and the 4-fold data was split into train/validation (70/10). We calculated the average of 5-folds and reported the results in Table II.

Classification Metrics: Table II reports each task classification results such as F1-score for various models, except for the HS task. Since our HS task data has a class imbalance issue, we report the weighted F1-score.

VI. RESULTS AND ANALYSIS

The effectiveness of our proposed model is evaluated by comparing with traditional features, different word embeddings [1], deep learning methods, node embeddings, and existing pretrained multilingual transformer models mBERT [2] and XLM-R [3]. The results can be analyzed from the Table II as follows:

Traditional Features: We considered the traditional feature representations BoW and TF-IDF generated from the Telugu corpus as the baselines. Since our baseline features do not capture the semantic and contextual information, the baseline system achieves lower F1-scores for all tasks, as shown in Table II, block (A).

Distributed Word-Embeddings: For each text classification task, we used the pretrained word-embeddings generated from Telugu corpus (Te-W2V, Te-GloVe, Te-FT, and Te-ME) [1] as input, and results are reported in Table II. With the local (Te-W2V, Te-FT) and global (Te-GloVe) contextual word embeddings, the system achieves an improved F1-score compared to the baseline model for all the four NLP tasks in which Te-FT embeddings has shown better performance than other word-embeddings, as shown in Table II, block (B). However, from Table II, we observe that the performance of sarcasm task results is deficient and equal to random guessing due to the high class imbalance problem.

Deep Learning Methods: Although the deep learning models such as CNN and LSTM generated from Telugu corpus outperform the baseline setting, CNN with randomly initialized word embedding yields a lower F1-score when compared with different word embeddings, displayed in Table II, block (C). The LSTM-based model outperforms the traditional features and performs better than CNN. Moreover, the sequence of tokens with one-hot representation as input to LSTM yields a better F1-score than four pretrained word-embeddings, except for the EI task. These results infer that LSTMs do not address the long-term dependency problems in morphologically rich languages, Telugu, which affects the classification performance of four tasks.

Random Walk based Approaches: From Table II, block (D) describes the results of random walk based models (DW / N2V) generated from Telugu corpus as input to the LightGBM model for four tasks. We make the following observations from Table II: (i) The DW embeddings reports a low F1-score for four tasks when compared to all the methods except baseline setting in Table II. (ii) We observe that the N2V embeddings learned from the three context graphs (i.e., varying the different context window sizes: 2, 3, and 4) given as an input, the model displays an increasing F1-score and reports better results with a context window size of 3 & 4. (iii) Compared to distributed word embeddings and deep learning methods, N2V-WS3 and N2V-WS4 display higher results in F1 scores for the HS and SAR tasks. (iv) These results demonstrate that N2V is ideal for learning both local and global neighbors so that it can construct more semantic vertex neighborhoods, and it is better at classifying the text classification tasks on the imbalanced datasets (HS and SAR), while DW has the limitation of no control over explored neighborhoods.

Pretrained Transformers: We evaluate whether fine-tuning the existing pretrained multilingual transformer models mBERT [2], and XLM-R [3] is useful for adapting each of the NLP tasks. From Table II, we find that fine-tuning results show better performance than baseline, CNNs, and DW methods. However, the performance is lower compared to Telugu pretrained word embeddings, N2V embeddings, and our proposed

| Tasks→ | SA     | EI     | HS     | SAR    |
|--------|--------|--------|--------|--------|
| Block  | Feature set | F1-score | F1-score | F1-score | F1-score |
| (A)    | BoW     | 0.60   | 0.32   | 0.56   | 0.50   |
|        | TF-IDF  | 0.61   | 0.30   | 0.58   | 0.50   |
| (B)    | Te-W2V  | 0.79   | 0.44   | 0.64   | 0.50   |
|        | Te-GloVe| 0.79   | 0.43   | 0.68   | 0.52   |
|        | Te-FT   | 0.83   | 0.50   | 0.66   | 0.55   |
|        | Te-ME   | 0.82   | 0.48   | 0.68   | 0.50   |
| (C)    | CNN     | 0.64   | 0.30   | 0.64   | 0.51   |
|        | LSTM    | 0.81   | 0.45   | 0.71   | 0.53   |
|        | LSTM-TeW2V | 0.75 | 0.49   | 0.68   | 0.52   |
|        | LSTM-TeGloVe | 0.66 | 0.35   | 0.67   | 0.51   |
|        | LSTM-TeFT  | 0.72   | 0.41   | 0.67   | 0.53   |
|        | LSTM-TeME  | 0.65   | 0.38   | 0.68   | 0.52   |
| (D)    | DW      | 0.56   | 0.30   | 0.70   | 0.50   |
|        | N2V-WS2  | 0.77   | 0.48   | 0.66   | 0.54   |
|        | N2V-WS3  | 0.78   | 0.47   | 0.80   | 0.55   |
|        | N2V-WS4  | 0.78   | 0.46   | 0.82   | 0.58   |
| (E)    | mBERT   | 0.68   | 0.42   | 0.50   | 0.50   |
|        | XLM-R   | 0.64   | 0.34   | 0.50   | 0.50   |
|        | ST-Text GCN-W | 0.09 | 0.35   | 0.75   | 0.64   |
|        | ST-Text GCN-S | 0.77 | 0.43   | 0.82   | 0.65   |
|        | ST-Text GCN+W+S | 0.82 | 0.48   | 0.83   | 0.67   |
|        | MT-Text GCN-W+S | 0.84 | 0.55   | 0.83   | 0.63   |
Fig. 3. Test accuracy results for four tasks (i) SA, (ii) EI, (iii) HS, and (iv) SAR by varying embedding dimensions.

MT-Text GCN Results: Like ST-Text GCN-W+S, we use the sentence embeddings as input to the classification model when training the MT-Text GCN-W+S. Table II shows that (i) the classification performance of SA and HS tasks have increased the performance in the multi-task setting. (ii) The classification performance of the SAR task was deficient, possibly due to class imbalance and lack of solid correlations across some task pairs. (iii) Overall, from Table II, we observe that GCN-based models outperform all the tasks except a little less for the SAR task.

B. Qualitative Analysis

In this study, we tried to understand how MT-Text GCN helps in regularizing word embeddings. Since word vectors are numerical representations of contextual similarities between the words, they can be manipulated and made to perform unusual tasks like finding the degree of similarity between two words [46]. To verify the quality of generated Telugu word-embeddings, we extract the top-8 semantically related words for “(Competition)” using Te-W2V, Te-GloVe, Te-FT, and compared with MT-Text GCN-W+S, as shown in Fig 4. From Fig 4, we can observe that the semantically related words obtained for MT-Text GCN-W+S are similar to Te-W2V, Te-GloVe, Te-FT.

C. Quantitative Analysis

Fig 3 showcase the classification performance (F1-score) of the models ST-Text GCN-W and ST-Text GCN-S on SA, EI, HS, and SAR datasets with different embedding dimensions at the first GCN layer. From Fig 3, we can observe that ST-Text GCN-S shows better classification performance and an increasing F1-score with different embedding dimensions when compared to ST-Text GCN-W. These results infer that the increase in the dimension yields an improved accuracy over all the tasks.

D. Error Analysis

We analyzed the error cases in detail for the class labels that belong to each task. We observed from Fig 6a that for SA task: (i) 20% of the negative class samples are predicted as positive, and (ii) 12% of positive class samples are predicted as negative. For EI, we observe from the Fig 6b that (i) 78% of angry class samples, 65% of fear class samples, 17% of happy class samples are predicted sad, and (ii) 11% of sad class samples are predicted Happy. These results infer that our system is more biased towards the Sad class samples due to
the class imbalance problem in angry and fear class samples. Fig 6c shows the confusion matrix for the HS task, and we make the following observations: (i) The recall of yes (88%) and no (82%) classes are much higher, (ii) our model makes a higher percentage of false negatives (i.e., 18% of no class samples are predicted yes). This is mainly due to the class imbalance issue, and we report the weighted F1-score for HS task data in results Table II. For the SAR task, we observe (i) 43% of yes class samples are predicted no (i.e., our system makes more false positives), and (ii) the presence of false negatives (0.4%) is low compared to the HS task, as shown in Fig 6d.

Fig 5 displays the failure cases for four tasks, and we make the following observations: (i) The model could not recognize “idiomatic” and “noun phrase ellipses” in the SA task. (ii) For the EI task, the model misunderstood the word “increase” in a positive sense in this context and was unable to parse sentences with “complex syntax”. For instance, sentence 3 in Fig 5 shows that the relative clause of English gets verbalized in Telugu. Moreover, the Telugu sentence had more verbs (finite and non-finite) than English, making it complex for our model to understand. (iii) In the HS task, the model got confused with positive words and also misunderstood the word “reprimanded” in a negative sense in this context. (iv) Like the SA task, the model could not recognize “idiomatic” or “metonymy” in the SAR task.

VII. CONCLUSION

In this paper, we propose an MT-Text GCN to jointly (i) perform graph reconstruction, (ii) learn word embeddings, (iii) learn sentence embeddings, and (iv) do multi-task text classification on four significant NLP tasks - SA, EI, HS, and SAR. The experimental results show that our proposed model reports an improved classification performance across three tasks. In the future, we aim to create pretrained transformer models for Telugu. We believe that this work will pave the way for better research in resource-poor languages.
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| Task | Sentence | Act | Pred | Reason |
|------|----------|-----|------|--------|
| SA   | be good at English but not at English
        the real exam. | Pos | Neg | Unable to recognize idiomatic phrase. |
| EI   | He praised Punit was battling during India’s second innings with personal abuses. | Angry | Sad | Unable to parse complex syntax: Telugu sentence had more verbs (finite and non-finite) compared to English which makes it complex for our model to understand. |
| HS   | He won’t send him to the IPL until he is not fully fit. | Yes | No | Misunderstood the implication associated with the word “impossible” which has negative sense in this context. |
| SAR  | Got caught red handed in ball tampering. | No | Yes | Unable to understand idiomatic phrase. |
