Quantum spin Hall phase in honeycomb nanoribbons with two different atoms: edge shape effect to bulk-edge correspondence
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Abstract
In this study, we consider a quantum spin Hall (QSH) phase in both the zigzag and the armchair type of honeycomb nanoribbons with two different atoms from the viewpoint of bulk-edge correspondence. Generally, the QSH phase in honeycomb nanoribbons is determined by the topology of the bulk Hamiltonian. However, the armchair type of nanoribbons seems to become the QSH phase in a very different region compared with bulk materials. On the other hand, the zigzag type of nanoribbons seems to become the QSH phase in almost the same region as bulk materials. We study the reason why the QSH phase in nanoribbons seems to be different from that of bulk materials using the extended Kane-Mele Hamiltonian. As a result, there is a clear difference in the edge states in the QSH phase between the zigzag and the armchair type of nanoribbons. We find that the QSH phase region in nanoribbons is actually different from that of bulk materials. This is because the coherence lengths of edge wave functions of nanoribbons are extremely influenced by their edge-shapes. We can conclude that the bulk-edge correspondence does not hold for relatively narrow nanoribbons compared with their coherence lengths and that the edge shapes of nanoribbons make their coherence lengths of edge wave functions different, which largely influences the QSH phase.

1. Introduction
Recently, topological materials and topological phenomena have attracted much attention in the field of condensed matter physics [1–12]. Especially, topological insulators are very important for practical use since they are considered to be promising candidates of spin current generators in the spintronics devices [13–17]. Since spin current generators are mandatory in the spintronics field, many researchers have proposed new ones [18–30]. Among them, spin sources using topological insulators are very attractive because of their dissipationless spin currents. Topological insulators originate from two-dimensional quantum spin Hall (QSH) insulators which were predicted theoretically by Kane and Mele for the first time in 2005 [31]. They suggested that graphene with spin-orbit interactions (SOI) exhibits a two-dimensional QSH phase which is a new state of matter. They also discovered that the QSH phase relates directly to the mathematical concepts of ‘topology’. The QSH insulators are distinguishable from the normal insulators by $\mathbb{Z}_2$ topological invariant and, therefore, they are also called as two-dimensional topological insulators.

Soon after the Kane-Mele suggestion, Bernevig, Hughes, and Zhang theoretically proposed that a HgTe/CdTe quantum well is another candidate of the QSH insulator in 2006 [32]. In 2007, König et al showed the existence of QSH phases in the same type of quantum well experimentally [33]. This is the first experimental realization of QSH phases. The other system which exhibits the QSH phase is an AlSb/InAs/GaSb quantum well. Liu et al predicted that this material would also show the QSH phase in 2008 [34]. This theoretical prediction has been proven to be correct by an experimental result in 2010 [35]. The concept of topological insulators is extended to three-dimension and many materials have been gradually discovered to be topological insulators such as Bi$_2$Te$_3$, Bi$_2$Se$_3$, Sb$_2$Te$_3$, and so on [36–41].
As described above, Kane and Mele’s study on the QSH phase has invoked many studies related to the topological insulators [5–7, 42]. One of the most important features of the QSH phase is the existence of gapless edge states. The helical spin current flows at all the edges of QSH insulators. These gapless edge states are robust against any perturbations which do not break the time reversal symmetry (TRS) since they are topologically protected by the TRS. Another important feature of them is that the topological feature of the QSH phase is determined only by the bulk states. This is so called ‘bulk-edge correspondence’ [43–47]. The value of $Z_2$ topological invariant is calculated by the bulk wave functions of materials under this concept. Therefore, many researchers have considered that the QSH phase is determined only by the bulk states of materials and that the QSH phase is not affected by the edge shape. Actually, Kane and Mele have not mentioned the difference between the zigzag and the armchair-type of graphene nanoribbons in the QSH phase. Also, there are very few papers dealing with the QSH phase of the armchair-type of graphene nanoribbons. The band structures of both the zigzag and the armchair-type of graphene nanoribbons in the QSH phase are shown in a review paper [48]. Looking at these band structures in detail, the energy band of the armchair-type of nanoribbons in the QSH phase seems to have a finite energy-gap at cross point of linear dispersion (edge states) in contrast to the zigzag-type in the QSH phase. The appearance of gapless edge states inside the band-gap is an important property of the QSH phase. It is a serious problem that the linear dispersion of the armchair-type of nanoribbons looks like having a finite energy-gap although the bulk graphene is situated in the QSH phase. This fact seems to suggest that the QSH phase depends on the edge shapes of graphene nanoribbons. Although the QSH phase is determined by the bulk-edge correspondence, it can be considered that the bulk wave functions are also affected by the edge shape. As a result, we can speculate that this is the reason why the QSH phase in nanoribbons seems to be different from that of bulk materials and why the QSH phase in the armchair-type of nanoribbons are especially different from that of bulk materials in comparison to the zigzag-type of nanoribbons.

In this study, we investigate the electronic structures in the QSH phase for both the zigzag and the armchair type of honeycomb nanoribbons in order to verify the above speculation. Also, we deal with honeycomb nanoribbons with two different atoms in order to generalize the discussion. Then, we investigate to what extent the edge shapes of nanoribbons affect the phase diagram of the QSH insulators.

2. Theory

In this section, we discuss the QSH phase for bulk honeycomb materials using an extended Kane-Mele model. The extended Kane-Mele model is generalized by incorporating the different strengths of SOIs. This model can describe both the QSH phase and the normal insulating phase depending on parameters.

2.1. Calculation model and the Hamiltonian

We consider both the zigzag-type and the armchair-type of honeycomb nanoribbons as shown in figure 1. These models have infinite length in horizontal direction with periodic boundary conditions and have finite $N$ layers in vertical direction. The vertical layer is labeled by $n$ where $n = 1, 2, \cdots N$. Dashed rectangles show the unit cells of this model. The absolute value of translational vector is denoted by $a_Z$ and $a_A$ in the zigzag-type and the
armchair-type of nanoribbons, respectively. Red circles show sublattice A and blue ones show sublattice B. In the extended Kane-Mele model, the atoms located on sublattice A differ from those located on sublattice B. Here, we consider the following Hamiltonian:

\[
H = -t \sum_{\langle i,j \rangle, \sigma} \hat{c}_i^{\dagger} \hat{c}_j + i \lambda_{SO}^A \sum_{\langle i,j \rangle, \sigma} \nu_{ij} \hat{b}_i^{\dagger} \sigma_z \hat{b}_j^{\sigma} + i \lambda_{SO}^B \sum_{\langle i,j \rangle, \sigma} \nu_{ij} \hat{a}_i^{\dagger} \sigma_z \hat{a}_j^{\sigma} + \lambda_{st} \sum_{i, \sigma} \xi_i \hat{c}_i^{\dagger} \hat{c}_i^{\sigma},
\]

The first term shows the nearest neighbor hopping term with its hopping energy \( t \), the second term shows the SOI originating from the atoms A with its strength \( \lambda_{SO}^A \), and the third term shows the SOI originating from the atoms B with its strength \( \lambda_{SO}^B \). The operator \( \hat{a}_i^{\sigma} \) annihilates an electron with spin \( \sigma \) from site \( i \) on sublattice A, while the operator \( \hat{b}_i^{\sigma} \) annihilates an electron with spin \( \sigma \) from site \( i \) on sublattice B. The symbols \( \langle i, j \rangle \) in the second and third term mean that the sum runs over the second nearest neighbors. \( \nu_{ij} \) is equal to \(+1\) or \(-1\) depending on whether electrons take a counterclockwise path or clockwise path. \( s_z \) is the matrix representation of the z component for electron’s spin, where z axis points to the normal direction to the plane. The fourth term is the staggered potential with its strength \( \lambda_{st} \) and works as a perturbation against the QSH phase. The symbol \( \xi_i \) takes the value of 1 (−1) in the case that electrons exist in the atoms A (B). The operator \( \hat{c}_i^{\sigma} \) in the first and the fourth terms denotes \( \hat{a}_i^{\sigma} \) or \( \hat{b}_i^{\sigma} \) depending on whether electrons are on sublattice A or on sublattice B.

The SOI terms are essential for exhibiting the QSH phase. The QSH phase emerges depending on the values of the strength of SOI and the staggered potential which are normalized by the hopping energy. Kane and Mele incorporated the Rashba term in their Hamiltonian. However, we omit this term in our Hamiltonian since this term can be omitted without the loss of generality. This manipulation makes it easier to investigate the difference of the wave functions between the zigzag-type and the armchair-type of nanoribbons.

2.2. Derivation of the QSH phase diagram in our model

We analytically derive the condition of the emergence of the QSH phase in bulk honeycomb materials using the extended Kane-Mele model. Kane and Mele have derived that a graphene exhibits the QSH phase in the case of \( \lambda_{st} < 3 \sqrt{3} \lambda_{SO} \) when ignoring Rashba term. It can be easily confirmed that the QSH phase in the extended Kane-Mele model emerges in the case of \( \lambda_{st} < 3 \sqrt{3} \lambda_{SO} \), where \( \lambda_{SO} = (\lambda_{SO}^A + \lambda_{SO}^B) / 2 \) as shown below.

We consider an infinite honeycomb lattice with periodic boundary conditions in x and y directions as shown in figure 2. The dashed parallelogram represents the unit cell of this lattice. It is enough to consider only the SOI term in order to derive the condition of emergence of the QSH phase in our model. This is because the difference between the Kane-Mele model and our model is only SOI term of the Hamiltonian.

Here, we denote the SOI term of the Hamiltonian as \( H_{SO}^{\sigma} \) with \( \sigma = +1 (-1) \) for up-spin (down-spin) electrons. The term \( H_{SO}^{\sigma} \) is calculated as follows:
\[H_{SO} = \sigma \left[ i \lambda_{SO}^B \exp[i(ka/2 + \sqrt{3} k_y a/2)] - \exp[i(-ka/2 + \sqrt{3} k_y a/2)] \right. \\
- \exp[i(ka/2) + \exp(-ika) - \exp[-i(ka/2 + \sqrt{3} k_y a/2)] \\
+ \exp[i(ka/2 - \sqrt{3} k_y a/2)])] |\hat{\alpha}_{\sigma} \rangle_{\sigma} \\
+ \sigma i \lambda_{SO}^A \left[ \exp[-i(ka/2 + \sqrt{3} k_y a/2)] - \exp[i(ka/2 - \sqrt{3} k_y a/2)] \right] \\
\left. - \exp[i(ka/2 + \sqrt{3} k_y a/2)])] |\hat{\beta}_{\sigma} \rangle_{\sigma} \right]
\]

where \(x = ka/2\) and \(y = \sqrt{3} k_y a/2\). The above equation can be transformed using the properties of trigonometric functions as follows:

\[H_{SO} = \sigma \left[ i \lambda_{SO}^B (2 \sin x - 4 \sin x \cos y) |\hat{\alpha}_{\sigma} \rangle_{\sigma} \\
- \lambda_{SO}^A (2 \sin x - 4 \sin x \cos y) |\hat{\beta}_{\sigma} \rangle_{\sigma} \right],
\]

3. Calculation results

In this section, we discuss the calculation results of the QSH phase of honeycomb nanoribbons which contains two different atoms. We perform calculations of the electronic structures of both the zigzag and the armchair-type of nanoribbons and make sure that spin currents flow at the both upper and lower edges of nanoribbons in the QSH phase. Then, we discuss the regions where the QSH phase emerges in the zigzag and the armchair-type of nanoribbons.

3.1. Results for the honeycomb nanoribbons with two different atoms

Figure 3 shows the electronic structures of the zigzag-type of nanoribbons with \(\lambda_{SO}^A = 0.06\) and \(\lambda_{SO}^B = 0.03\). Red lines show the up-spin states of electrons and blue ones show the down-spin states. In the zigzag-type of nanoribbons, there exist four edge states which are seen as linear dispersions as shown in figure 3(a). Figure 3(a) shows the electronic structure of the QSH phase and figure 3(b) shows that of the normal insulating phase. The edge states connect the upper bulk states and lower bulk states in the QSH phase. When the staggered potential becomes larger than its critical value \(\lambda_{c} = 3 \sqrt{3} \lambda_{SO}^M\) the QSH phase is broken to become normal insulating phase as shown in figure 3(b).

We are going to discuss the edge states of the QSH phase in more detail in the followings. The red line from the lower left to the upper right in figure 3(a) indicates that up-spin electrons travel from left to right at the upper edges of nanoribbons. On the other hand, the blue one from the upper left to the lower right in the band structure indicates that down-spin electrons travel from right to left at the upper edges of the nanoribbons. Therefore, spin currents flow from left to right at the upper edges of nanoribbons. In the same way, we can make sure that spin currents also flow at the lower edges of nanoribbons in the opposite direction to the upper edges. This can be confirmed by plotting the electron densities of the edge states of the zigzag-type of nanoribbons.
From figures 4(a) and (b), it is found that electrons in the edge states concentrate at both the edges while electrons in the bulk states spread over the nanoribbons except for the edges.

So far, we notice the difference between nanoribbons with the same atoms (e.g., graphenes) and nanoribbons with two different atoms (e.g., boron nitride). When looking at figure 3(a) carefully, we can notice that pairs of edge states are not parallel in contrast with graphene nanoribbons. Therefore, the velocities of up and down spin electrons in the upper edge of nanoribbons are slower than those in the lower edge of nanoribbons. This fact indicates that a much larger spin current flows at the lower edge than at the upper edge in this case. This asymmetry of spin currents occurs from different strengths of SOI in the nanoribbons. As shown in figure 4(a), we can confirm that edge states at the upper (lower) edge have almost all electrons at the atom A (B). Therefore, the SOI from the atom B are very important at the upper edge, while the SOI from atom A are very important at the lower edge as illustrated in figure 5. As a result, the magnitude of spin current at both the edges is the same value. This asymmetry of spin currents will probably be useful when we need an asymmetry spin source. Except for the asymmetry of spin currents, the following discussion about the QSH phase is applicable to honeycomb nanoribbons with the same atoms.

On the other hand, figures 6(a) and (b) shows the electronic structures of the armchair-type of honeycomb nanoribbons with $\lambda_N = 0.06$ and $\lambda_B = 0.03$. In the armchair-type, up-spin states and down-spin states are almost degenerate in contrast to the zigzag-type. Figure 6(a) shows the electronic structure of the QSH phase nanoribbons and figure 6(b) shows that of normal insulating phase in the armchair-type of nanoribbons. The linear energy dispersions appear in the QSH phase while they don’t appear in normal insulating phase. In the same way as the zigzag-type nanoribbons, the QSH phase is broken to become normal insulating phase when the staggered potential becomes larger than its critical value $\lambda_N = 3\sqrt{3}\lambda_B$. However, in the armchair-type, even though the value of $\lambda_B$ is smaller than the phase transition critical value $\lambda_N$, the linear dispersions have a small
finite gap at $ka_A = 0$ when magnifying the cross point in the linear dispersion as shown in figure 7. As a result, the phase is a normal insulating one. Figure 7 means that the armchair-type of nanoribbons actually shows normal insulating phase in the case of $N = 20$ under $\lambda_{so}^A = 0.06$, $\lambda_{so}^B = 0.03$, and $\nu = 0.12$ although these parameters indicates that nanoribbons are considered to be in the QSH phase by ‘extended Kane-Mele condition’ according to the bulk-edge correspondence. However, if the QSH phase is affected by edge-shapes to much extent, there may be large difference in the critical staggered potential value among the zigzag-type nanoribbons, the armchair-type nanoribbons, and bulk materials. Therefore, it is worth considering the possibility that the edge-shapes could affect the QSH phase. In fact, the emerging small energy gap closes completely in the armchair-type of nanoribbons when their widths become larger enough as shown in figure 8. At that time, the regions of the QSH phase of nanoribbons become the same ones as bulk materials even though the edges of nanoribbons have any shapes. At the same time, this fact strongly suggests that the QSH phase is affected by the edge-shapes when the widths of nanoribbons are small, which is discussed in more detail later.

Next, we investigate the electron densities of the armchair-type of nanoribbons in the QSH regime in order to find the difference of the QSH phase between the zigzag-type and the armchair-type. The QSH phase should have the edge states because of its topological feature. Firstly, we consider the armchair-type of nanoribbons with large enough width. By plotting the electron density in the linear dispersion of the armchair-type of nanoribbons with $N = 40$ width, we can confirm that the linear dispersion exactly represents the edge states like the zigzag-type as shown in figure 9(a). Compared to bulk states shown in figure 9(b), Electrons in these edge states adequately concentrate around both the edges of the armchair-type of nanoribbons. However, in contrast to the zigzag-type, electrons do not completely gather at the edges and they spread into the bulk to some extent. Especially, when $N$ becomes much small, electrons spread into the bulk to much extent as shown in figure 10(a).
Note that these states are different from bulk states shown in figure 10(b). We can speculate that the wave functions in the edge states have much longer coherence length in the case of the armchair-type than that in the case of the zigzag-type. The coherence length $l_c$ can be defined as follows:

$$l_c = \frac{\hbar}{m_{\text{eff}} v_F},$$  

(6)
where $\hbar$ is the Planck’s constant divided by $2\pi$, $m_{\text{eff}}$ is the electron effective mass of nanoribbons, and $v_F$ is the Fermi velocity.

Here, we are going to investigate the probability densities of electrons in the armchair-type of nanoribbons quantitatively in order to estimate the coherence length $l_c$. Figure 11 shows those of the linear dispersion states in the armchair-type of nanoribbons in the case of $N = 150$. From figure 11(a), the probability density of electrons has large peaks at both the upper and lower edges and shows 0 in the center of nanoribbons although it has nonzero values even at the 25 layers far from the edge. The probability densities of the bulk states spread widely into nanoribbons as shown in figure 11(b). These facts show that the linear dispersion states is surely the edge states of the QSH phase even in the armchair-type of nanoribbons. Next, we compare the probability densities of electrons of edge states in the zigzag and the armchair-type of nanoribbons when the width is relatively small ($N = 20$) as shown in figure 12. Two probability densities of electrons are totally different from each other. The probability densities in the zigzag-type have much sharper peak at the both edges than those in the armchair-type.

From figures 11(a) and 12(a), the coherence length of the armchair-type nanoribbons (the zigzag-type nanoribbons) is estimated to be about $8a$ ($a / (2\sqrt{3})$), where $a$ is the lattice constant defined in figure 2. Namely, the coherence length of the armchair-type is about 27.7 times longer than that of the zigzag-type. Therefore, the edge states of the QSH phase in the zigzag-type manifests itself more pronouncedly than that in the armchair-type. These results mean that edge shapes of nanoribbons obviously affect the QSH phase of nanoribbons, which makes the QSH phase of nanoribbons different from that of the bulk materials in spite of bulk-edge correspondence. Without taking into consideration this edge effect, we cannot determine the QSH phase region of narrow honeycomb-nanoribbons.

It is considered that the large difference of the coherence lengths between the zigzag-type one and the armchair-type one originates from the properties of host-honeycomb materials without SOI terms. The model Hamiltonian of the host-honeycomb materials without SOI terms is the same as that of graphenes. As pointed in
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**Figure 10.** The electron densities in the case of $N = 8$, $\lambda_{\text{SO}}^A = 0.06$, $\lambda_{\text{SO}}^B = 0.03$, and $\lambda_e = 0.01$ at (a) edge states and (b) bulk states.
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**Figure 11.** The probability densities of electrons in the armchair-type of nanoribbons in (a) the edge states and (b) bulk states in the case of $N = 150$, $\lambda_{\text{SO}}^A = 0.06$, $\lambda_{\text{SO}}^B = 0.03$, and $\lambda_e = 0.01$.
some literatures [49–52], the zigzag-type graphenes without SOI have zero-energy states attributing to edge states and the armchair-type graphenes without SOI never have zero-energy states attributing to edge states. Therefore, the zigzag-type graphenes are always metallic and the electrons in the zigzag-type graphenes always concentrate on edge states. On the other hands, the armchair-type graphenes are almost like semiconductors. As a result, in the zigzag-type honeycomb materials, the electrons tend to concentrate at the edges intrinsically and in the armchair-type honeycomb materials, the electrons tend to spread over the bulk intrinsically, which is the origin of the large difference of the coherence lengths between the zigzag-type one and the armchair-type one.

3.2. Results for the QSH phase diagram of honeycomb nanoribbons

From here, we will discuss the QSH phase diagram region in honeycomb nanoribbons. The QSH phase diagram of bulk honeycomb materials consisting of two different atoms is derived in the ‘Theory’ section. The analytical result of critical staggered potential \( \lambda_c \) is given by \( 3 \sqrt{3} \lambda_{SO}^M \), where \( \lambda_{SO} \) is the average value of the strengths of SOI of two different atoms A and B. This result matches the analytical result obtained by Kane and Mele in the case of graphene.

However, when we apply this criterion to the honeycomb nanoribbons, there are times when the gapless edge states disappear in the nanoribbon even though \( \lambda_c \) is smaller than the analytical value of \( \lambda_c \). This phenomena is especially pronounced in the armchair-type of nanoribbons. Since the existence of gapless edge states is one of the important properties for the QSH phase, the case in which edge states have a finite energy gap is no more in the QSH phase but in normal insulating phase. Since the analytical \( \lambda_c \) is obtained by considering the bulk honeycomb materials with no edges, the information of the edge shapes is not included in the analytical result. The lacking information of edge shapes is considered to cause the deviation from the QSH phase diagram obtained by the extended Kane-Mele condition. Although the bulk-edge correspondence always holds mathematically, the edge shape effect should be considered from a practical view point. Therefore, we have to calculate the QSH phase diagram taking into consideration the edge shapes in order to obtain the QSH phase diagram for more realistic finite nanoribbons. Figure 13 shows the difference of critical values of staggered potential \( \lambda_c \) between a numerical calculation (blue surface) and an analytical solution of bulk (light blue surface) in the zigzag-type and the armchair-type of nanoribbons in the case of \( N = 20 \). When the width of nanoribbons is relatively small \( (N = 20) \), the numerical critical values \( \lambda_c \) obviously become much smaller than the analytical solutions in the armchair-type nanoribbons as shown in figure 13(b) while they are almost the same as the analytical solution in the zigzag-type nanoribbons. Note that even in the zigzag-type nanoribbons, there is a little difference between the numerical critical values and the analytical ones derived by bulk states. The apparent difference between the armchair-type and the zigzag-type nanoribbons originates from the magnitude of their coherence lengths. As the above mentioned, these values are about \( 8a \) and \( a/(2\sqrt{3}) \) for the armchair-type nanoribbons and the zigzag-type ones, respectively.

Namely, when the width of a nanoribbon is not large enough in comparison to its coherence length, the QSH phase of the nanoribbon largely deviates from that of bulk materials. The above results are consistent with the results of electronic structures and electron densities in the armchair-type nanoribbons and the zigzag-type nanoribbons. When the width of nanoribbons becomes large enough, the numerical results of the QSH phase diagram coincide with the analytical solutions of bulk in both the zigzag and the armchair-type nanoribbons as shown in figure 14. The bulk-edge correspondence recovers completely.
Therefore, we conclude that these results show that the bulk-edge correspondence does not hold for relatively narrow nanoribbons compared with their coherence lengths and that the edge shapes make their coherence lengths of edge wavefunctions different in nanoribbons, which influences the QSH phase of nanoribbons. Of course, the bulk-edge correspondence revives totally when the widths of nanoribbons become relatively wide compared with their coherence lengths.

In summary, it has been definitely confirmed that the QSH phase is affected by the edge shapes in the case of narrow nanoribbons. This fact suggests that it is very important to take care of the edge shapes when we search for QSH insulators of nanoscale materials experimentally and/or we utilize nanoscale QSH insulators for spintronic devices. Moreover, since the coherence length is considered to be determined by the edge-shapes, we consider that a numerical calculation is need every time in order to estimate the QSH phase criteria for nanoribbons with different edge shapes.

4. Conclusion

We have studied the QSH phase for bulks and nanoribbons of honeycomb materials with two different atoms. The numerical calculation has been performed for electronic structures of the zigzag-type and the armchair-type nanoribbons with changing their widths. We have estimated the parameter regions where the QSH phase emerges and their coherence lengths of edge wavefunctions for both the zigzag-type and the armchair-type nanoribbons.
As a result, there is a large difference in the edge states in the QSH phase between the zigzag and the armchair type of nanoribbons. It has been found that the QSH phase region in nanoribbons is actually different from that of bulk materials. This is because the coherence lengths of edge wave functions of nanoribbons are extremely influenced by their edge-shapes. The coherence lengths are about $8a$ and $a/(2\sqrt{3})$ for the armchair-type nanoribbons and the zigzag-type ones, respectively.

From numerical calculation results, we can conclude that the bulk-edge correspondence does not hold for relatively narrow nanoribbons compared with their coherence lengths and that the edge shapes of nanoribbons make their coherence lengths of edge wavefunctions different, which largely influences the QSH phase. Therefore, we should pay much attention to the edge shapes when looking for nanoscale QSH insulators experimentally and applying nanoscale QSH insulators to spintronic devices.
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