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In the survey we consider the case studies on sales time series forecasting [1, 2, 3, 4, 5], the deep learning approach for forecasting non-stationary time series using time trend correction [6], dynamic price and supply optimization using Q-learning [7], Bitcoin price modeling [8], COVID-19 spread impact on stock market [9], using social networks signals in analytics [10, 11, 12]. The use of machine learning and Bayesian inference in predictive analytics has been analyzed.
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1 Machine Learning Models for Sales Time Series Forecasting

In this case study, we consider the usage of machine-learning models for sales predictive analytics. The main goal of this paper is to consider main approaches and case studies of using machine learning for sales forecasting. The effect of machine learning generalization has been considered. This effect can be used to make sales predictions when there is a small amount of historical data for specific sales time series in the case when a new product or store is launched. A stacking approach for building regression ensemble of single models has been studied. The results show that using stacking techniques, we can improve the performance of predictive models for sales time series forecasting.

1.1 Introduction

Sales prediction is an important part of modern business intelligence [13, 14, 15]. It can be a complex problem, especially in the case of lack of data, missing data, and the presence of outliers. Sales can be considered as a time series. At present time, different time series models have been developed, for example, by Holt-Winters, ARIMA, SARIMA, SARIMAX, GARCH, etc. Different time series approaches can be found
In [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27], authors investigate the predictability of time series, and study the performance of different time series forecasting methods. In [28], different approaches for multi-step ahead time series forecasting are considered and compared. In [30], different forecasting methods combining have been investigated. It is shown that in the case when different models are based on different algorithms and data, one can receive essential gain in the accuracy. Accuracy improving is essential in the cases with large uncertainty. In [31, 32, 33, 34, 35, 36], different ensemble-based methods for classification problems are considered. In [37], it is shown that by combining forecasts produced by different algorithms, it is possible to improve forecasting accuracy. In the work, different conditions for effective forecast combining were considered. In [38] authors considered lagged variable selection, hyperparameter optimization, comparison between classical algorithms and machine learning based algorithms for time series. On the temperature time series datasets, the authors showed that classical algorithms and machine-learning-based algorithms can be equally used. There are some limitations of time series approaches for sales forecasting. Here are some of them:

- We need to have historical data for a long time period to capture seasonality. However, often we do not have historical data for a target variable, for example in case when a new product is launched. At the same time we have sales time series for a similar product and we can expect that our new product will have a similar sales pattern.

- Sales data can have a lot of outliers and missing data. We must clean outliers and interpolate data before using a time series approach.

- We need to take into account a lot of exogenous factors which have impact on sales.

Sales prediction is rather a regression problem than a time series problem. Practice shows that the use of regression approaches can often give us better results compared to time series methods. Machine-learning algorithms make it possible to find patterns in the time series. We can find complicated patterns in the sales dynamics, using supervised machine-learning methods. Some of the most popular are tree-based machine-learning algorithms [39], e.g., Random Forest [40], Gradient Boosting Machine [41, 42]. One of the main assumptions of regression methods is that the patterns in the past data will be repeated in future. In [2], we studied linear models, machine learning, and probabilistic models for time series modeling. For probabilistic modeling, we considered the use of copulas and Bayesian inference approaches. In [33], we studied the logistic regression in the problem of detecting manufacturing failures. For logistic regression, we considered a generalized linear model, machine learning and Bayesian models. In [3], we studied stacking approaches for time series forecasting and logistic regression with highly imbalanced data. In the sales data, we can observe several types of patterns and effects. They are: trend, seasonality, autocorrelation, patterns caused by the impact of such external factors as promo, pricing, competitors’ behavior. We also observe noise in the sales. Noise is caused by the factors which are not included into our consideration. In the sales data, we can also observe extreme values – outliers. If we need to perform risk assessment, we should to take into account noise and extreme values. Outliers can be caused by some specific factors, e.g., promo events, price reduction, weather conditions, etc. If these specific events are repeated periodically, we can add a new feature which will indicate these special events and describe the extreme values of the target variable.
In this work, we study the usage of machine-learning models for sales time series forecasting. We will consider a single model, the effect of machine-learning generalization and stacking of multiple models.

1.2 Machine Learning Predictive Models

For our analysis, we used store sales historical data from “Rossmann Store Sales” Kaggle competition [44]. These data describe sales in Rossmann stores. The calculations were conducted in the Python environment using the main packages pandas, sklearn, numpy, keras, matplotlib, seaborn. To conduct the analysis, Jupyter Notebook was used. Figure 1.1 shows typical time series for sales, values of sales are normalized arbitrary units.

![Figure 1.1: Typical time series for sales.](image)

Firstly, we conducted the descriptive analytics, which is a study of sales distributions, data visualization with different pairplots. It is helpful in finding correlations and sales drivers on which we focus. Figures 1.2–1.4 show the results of the exploratory analysis.

![Figure 1.2: Boxplots for sales distribution vs. day of week.](image)
A specific feature of most machine-learning methods is that they can work with stationary data only. In case of a small trend, we can find bias using linear regression on the validation set. Let us consider the supervised machine-learning approach using sales historical time series. For the case study, we used Random Forest algorithm [40]. As covariates, we used categorical features: promo, day of week, day of month, month. For categorical features, we applied one-hot encoding, when one categorical variable was replaced by n binary variables, where n is the amount of unique values of categorical variables. Figure 1.5 shows the forecasts of sales time series. Figure 1.6 shows the feature importance. For error estimation, we used a relative mean absolute error (MAE) which is calculated as \( error = \frac{MAE}{\text{mean}(Sales)} \cdot 100\% \).
Figure 1.4: Pair plots with log(MonthSales), log(Sales), CompetitionDistance.

Figure 1.5: Sales forecasting (train set error: 3.9%, validation set error: 11.6%).
Figure 1.6: Feature importance.

Figure 1.7 shows forecast residuals for sales time series, Figure 1.8 shows the rolling mean of residuals, Figure 1.9 shows the standard deviation of forecast residuals.
In the forecast, we may observe bias on validation set which is a constant (stable) under- or over-valuation of sales when the forecast is going to be higher or lower with respect to real values. It often appears when we apply machine-learning methods to non-stationary sales. We can conduct the correction of bias using linear regression on the validation set. We must differentiate the accuracy on a validation set from the accuracy on a training set. On the training set, it can be very high but on the validation set it is low. The accuracy on the validation set is an important indicator for choosing an optimal number of iterations of machine-learning algorithms.

Figure 1.9: Standard deviation of forecast residuals.

1.3 Effect of Machine Learning Generalization

The effect of machine-learning generalization consists in the fact that a regression algorithm captures the patterns which exist in the whole set of stores or products. If the sales have expressed patterns, then generalization enables us to get more precise results which are resistant to sales noise. In the case study of machine-learning generalization, we used the following additional features regarding the previous case study: mean sales value for a specified time period of historical data, state and school holiday flags, distance from store to competitor’s store, store assortment type. Figure 1.10 shows the forecast in the case of historical data with a long time period (2 years) for a specific store, Figure 1.11 shows the forecast in the case of historical data with a short time period (3 days) for the same specific store.
In case of short time period, we can receive even more precise results. The effect of machine-learning generalization enables us to make prediction in case of very small number of historical sales data, which is important when we launch a new product or store. If we are going to predict the sales for new products, we can make expert correction by multiplying the prediction by a time dependent coefficient to take into account the transient processes, e.g., the process of product cannibalization when new products substitute other products.
1.4 Stacking of Machine Learning Models

Having different predictive models with different sets of features, it is useful to combine all these results into one. Let us consider the stacking techniques [31, 32, 33, 34, 35, 36] for building ensemble of predictive models. In such an approach, the results of predictions on the validation set are treated as input regressors for the next level models. As the next level model, we can consider a linear model or another type of a machine-learning algorithm, e.g., Random Forest or Neural Network. It is important to mention that in case of time series prediction, we cannot use a conventional cross validation approach, we have to split a historical data set on the training set and validation set by using period splitting, so the training data will lie in the first time period and the validation set in the next one. Figure 1.12 shows the time series forecasts on the validation sets obtained using different models. Vertical dotted line on the Figure 1.12 separates the validation set and out-of-sample set which is not used in the model training and validation processes. On the out-of-sample set, one can calculate stacking errors. Predictions on the validation sets are treated as regressors for the linear model with Lasso regularization. Figure 1.13 shows the results obtained on the second-level Lasso regression model. Only three models from the first level (ExtraTree, Lasso, Neural Network) have non-zero coefficients for their results. For other cases of sales datasets, the results can be different when the other models can play more essential role in the forecasting. Table 1.1 shows the errors on the validation and out-of-sample sets. These results show that stacking approach can improve accuracy on the validation and on the out-of-sample sets.

![Figure 1.12: Time series forecasting on the validation sets obtained using different models.](image-url)
Figure 1.13: Stacking weights for regressors.

Table 1.1: Forecasting errors of different models.

| Model     | Validation Error | Out-of-Sample Error |
|-----------|------------------|---------------------|
| ExtraTree | 14.6%            | 13.9%               |
| ARIMA     | 13.8%            | 11.4%               |
| RandomForest | 13.6%         | 11.9%               |
| Lasso     | 13.4%            | 11.5%               |
| Stacking  | 12.6%            | 10.2%               |

To get insights and to find new approaches, some companies propose their analytical problems for data science competitions, e.g., at Kaggle [45]. One of such competitions was Grupo Bimbo Inventory Demand [46]. The challenge of this competition was to predict inventory demand. I was a teammate of a great team 'The Slippery Appraisals' which took the first place on this competition. The details of our winner solution are at [47]. Our solution is based on three level model (Figure 1.14). On the first level, we used many single models, most of them were based on XGBoost machine-learning algorithm [48]. For the second stacking level, we used two models from Python scikit-learn package - ExtraTree model and linear model from, as well as Neural Network model. The results from the second level were summed with weights on the third level. We constructed a lot of new features, the most important of them were based on aggregating target variable and its lags with grouping by different factors. More details can be found at [47]. A simple R script with single machine-learning model is at [49].
1.5 Conclusions

In our case study, we considered different machine-learning approaches for time series forecasting. Sales prediction is rather a regression problem than a time series problem. The use of regression approaches for sales forecasting can often give us better results compared to time series methods. One of the main assumptions of regression methods is that the patterns in the historical data will be repeated in future. The accuracy on the validation set is an important indicator for choosing an optimal number of iterations of machine-learning algorithms. The effect of machine-learning generalization consists in the fact of capturing the patterns in the whole set of data. This effect can be used to make sales prediction when there is a small number of historical data for specific sales time series in the case when a new product or store is launched. In stacking approach, the results of multiple model predictions on the validation set are treated as input regressors for the next level models. As the next level model, Lasso regression can be used. Using stacking makes it possible to take into account the differences in the results for multiple models with different sets of parameters and improve accuracy on the validation and on the out-of-sample data sets.

2 Bayesian Regression Approach for Building And Stacking Predictive Models

In this case study, we consider the use of Bayesian regression for building time series models and stacking different predictive models for time series. Using Bayesian regression for time series modeling with nonlinear trend was analyzed. This approach makes it possible to estimate an uncertainty of time series prediction and calculate value at risk characteristics. A hierarchical model for time series using Bayesian regression has been considered. In this approach, one set of parameters is the same for all data samples, other parameters can be different for different groups of data samples. Such an approach allows using this model in the case of short historical data for specified time series, e.g. in the case of new stores or new products in the sales prediction problem. In the study of predictive models stacking, the models ARIMA, Neural Network, Random Forest, Extra Tree were
used for the prediction on the first level of model ensemble. On the second level, time series predictions of these models on the validation set were used for stacking by Bayesian regression. This approach gives distributions for regression coefficients of these models. It makes it possible to estimate the uncertainty contributed by each model to stacking result. The information about these distributions allows us to select an optimal set of stacking models, taking into account the domain knowledge. The probabilistic approach for stacking predictive models allows us to make risk assessment for the predictions that are important in a decision-making process.

2.1 Introduction

We can consider time series forecasting as a regression problem in many cases, especially for sales time series. In [2], we considered linear models, machine learning and probabilistic models for time series modeling. In [13], we regarded the logistic regression with Bayesian inference for analysing manufacturing failures. In [1], we study the use of machine learning models for sales predictive analytics. We researched the main approaches and case studies of implementing machine learning to sales forecasting. The effect of machine learning generalization has been studied. This effect can be used for predicting sales in case of a small number of historical data for specific sales time series in case when a new product or store is launched [1]. A stacking approach for building ensemble of single models using Lasso regression has also been studied. The obtained results show that using stacking techniques, we can improve the efficiency of predictive models for sales time series forecasting [1].

Probabilistic regression models can be based on Bayesian theorem [50, 51, 52]. This approach allows us to receive a posterior distribution of model parameters using conditional likelihood and prior distribution. Probabilistic approach is more natural for stochastic variables such as sales time series. The difference between Bayesian approach and conventional Ordinary Least Squares (OLS) method is that in the Bayesian approach, uncertainty comes from parameters of model, as opposed to OLS method where the parameters are constant and uncertainty comes from data. In the Bayesian inference, we can use informative prior distributions which can be set up by an expert. So, the result can be considered as a compromise between historical data and expert opinion. It is important in the cases when we have a small number of historical data. In the Bayesian model, we can consider the target variable with non Gaussian distribution, e.g. Student’s t-distribution. Probabilistic approach enables us an ability to receive probability density function for the target variable. Having such function, we can make risk assessment and calculate value at risk (VaR) which is 5% quantile. For solving Bayesian models, the numerical Monte-Carlo methods are used. Gibbs and Hamiltonian sampling are the popular methods of finding posterior distributions for the parameters of probabilistic model [50, 51, 52].

In this work, we consider the use of Bayesian regression for building time series predictive models and for stacking time series predictive models on the second level of the predictive model which is the ensemble of the models of the first level.

2.2 Bayesian Regression Approach

Bayesian inference makes it possible to do nonlinear regression. If we need to fit trend with saturation, we can use logistic curve model for nonlinear trend and find its parameters using Bayesian inference. Let us consider the case of nonlinear regression for time series which have the trend with saturation. For modeling we consider sales time series. The model
can be described as:

\[ \log(\text{Sales}) \sim \mathcal{N}(\mu_{\text{Sales}}, \sigma^2) \]
\[ \mu_{\text{Sales}} = \frac{a}{1 + \exp(bt + c)} + \beta_{\text{Promo}}\text{Promo} + \beta_{\text{Time}}\text{Time} + \sum_j \beta_{\text{wd}j}\text{WeekDay}_j, \]

where \( \text{WeekDay}_j \) - are binary variables, which is 1 in the case of sales on an appropriate day of week and 0 otherwise. We can also build hierarchical models using Bayesian inference. In this approach, one set of parameters is the same for all data samples, other parameters can be different for different groups of data samples. In the case of sales data, we can consider trends, promo impact and seasonality as the same for all stores. But the impact of a specific store on sales can be described by an intersect parameter, so this coefficient for this variable will be different for different stores. The hierarchical model can be described as:

\[ \text{Sales} \sim \mathcal{N}(\mu_{\text{Sales}}, \sigma^2) \]
\[ \mu_{\text{Sales}} = \alpha(\text{Store}) + \beta_{\text{Promo}}\text{Promo} + \beta_{\text{Time}}\text{Time} + \sum_j \beta_{\text{wd}j}\text{WeekDay}_j, \]

where intersect parameters \( \alpha(\text{Store}) \) are different for different stores.

Predictive models can be combined into ensemble model using stacking approach \cite{31,32,33,34,35,36}. In this approach, prediction results of predictive models on the validation set are treated as covariates for stacking regression. These predictive models are considered as a first level of predictive model ensemble. Stacking model forms the second level of model ensemble. Using Bayesian inference for stacking regression gives distributions for stacking regression coefficients. It enables us to estimate the uncertainty of the first level predictive models. As predictive models for first level of ensemble, we used the following models: ARIMA', 'ExtraTree', 'RandomForest', 'Lasso', 'NeuralNetowrk'. The use of these models for stacking by Lasso regression was described in \cite{1}. For stacking, we have chosen the robust regression with Student’s t-distribution for the target variable as

\[ y \sim \text{Student}_t(\nu, \mu, \sigma) \]
\[ \mu = \alpha + \sum_i \beta_i x_i, \]

where \( \nu \) is a distribution parameter, called as degrees of freedom, \( i \) is an index of the predictive model in the stacking regression, \( i \in \{ \text{ARIMA}', \text{ExtraTree}', \text{RandomForest}', \text{Lasso}', \text{NeuralNetowrk}' \} \).

2.3 Numerical Modeling

The data for our analysis are based on store sales historical data from the “Rossmann Store Sales” Kaggle competition \cite{44}. For Bayesian regression, we used Stan platform for statistical modeling \cite{52}. The analysis was conducted in Jupyter Notebook environment using Python programming language and the following main Python packages pandas, sklearn,
We used pystan, numpy, scipy, statsmodels, keras, matplotlib, seaborn. For numerical analysis we modeled time series with multiplicative trend with saturation. Figure 2.7 shows results of this modeling where mean values and Value at Risk (VaR) characteristics are given. VaR was calculated as 5% percentile. Figure 2.2 shows probability density function of regression coefficients for Promo factor. Figure 2.9 shows box plots for probability density function of seasonality coefficients.

Let us consider Bayesian hierarchical model for time series. Intersect parameters $\alpha(\text{Store})$ in the model (2.2) are different for different stores. We have considered a case with five different stores. Figure 2.10 shows the boxplots for the probability density functions of intersect parameters. The dispersion of these distributions describes an uncertainty of influence of specified store on sales. Hierarchical approach makes it possible to use such a model in the case with short historical data for specific stores, e.g. in the case of new stores. Figure 2.11 shows the results of the forecasting on the validation set in the two cases, the first case is when we use 2 year historical data and the second case is with historical data for 5 days. We can see that such short historical data allow us to estimate sales dynamics correctly. Figure 2.12 shows box plots for probability density function of intersect parameters of different time series in case of short time period of historical data for a specified store $\text{Store}_4$. The obtained results show that the dispersion for a specific store with short historical data becomes larger due to uncertainty caused by very short historical data for the specified store.

Let us consider the results of Bayesian regression approach for stacking predictive models. We trained different predictive models and made the predictions on the validation set. The ARIMA model was evaluated using statsmodels package, Neural Network was evaluated using keras package, Random Forest and Extra Tree was evaluated using sklearn package. In these calculations, we used the approaches described in [1]. Figure 2.7 shows the time series forecasts on the validation sets obtained using different models.

The results of prediction of these models on the validation sets are considered as the
Figure 2.2: Probability density function of regression coefficients for Promo factor

Figure 2.3: Box plots for probability density function of seasonality coefficients

Figure 2.4: Boxplots for probability density functions of intersect parameters
Figure 2.5: Forecasting on the validation set for specified time series in cases with different size of historical data

Figure 2.6: Box plots for probability density function of intersect parameters of different time series in case of short time period of historical data for a specified store Store_4.
covariates for the regression on the second stacking level of the ensemble of models. For stacking predictive models we split the validation set on the training and testing sets. For stacking regression, we normalized the covariates and target variable using z-scores:

$$z_i = \frac{x_i - \mu_i}{\sigma_i},$$  \hspace{1cm} (2.5)

where $\mu_i$ is the mean value, $\sigma_i$ is the standard deviation. The prior distributions for parameters $\alpha, \beta, \sigma$ in the Bayesian regression model (2.3)-(2.4) are considered as Gaussian with mean values equal to 0, and standard deviation equal to 1. We split the validation set on the training and testing sets by time factor. The parameters for prior distributions can be adjusted using prediction scores on testing sets or using expert opinions in the case of small data amount. To estimate uncertainty of regression coefficients, we used the coefficient of variation which is defined as a ratio between the standard deviation and mean value for model coefficient distributions:

$$v_i = \frac{\sigma_i}{\mu_i},$$  \hspace{1cm} (2.6)

where $v_i$ is the coefficient of variation, $\sigma_i$ is a standard deviation, $\mu_i$ is the mean value for the distribution of the regression coefficient of the model $i$. Taking into account that $\mu_i$ can be negative, we will analyze the absolute value of the coefficient of variation $|v_i|$. For the results evaluations, we used a relative mean absolute error (RMAE) and root mean square error (RMSE). Relative mean absolute error (RMAE) was considered as a ratio between the mean absolute error (MAE) and mean values of target variable:

$$RMAE = \frac{E(|y_{pred} - y|)}{E(y)} \times 100\%$$  \hspace{1cm} (2.7)
Root mean square error (RMSE) was considered as:

$$RMSE = \sqrt{\frac{\sum_{i}^{n}(y_{pred} - y)^2}{n}}$$

(2.8)

The data with predictions of different models on the validation set were split on the training set (48 samples) and testing set (50 samples) by date. We used the robust regression with Student’s t-distribution for the target variable. As a result of calculations, we received the following scores: RMAE(train)=12.4%, RMAE(test)=9.8%, RMSE(train)=113.7, RMSE(test)=74.7. Figure 2.2 shows mean values time series for real and forecasted sales on the validation and testing sets. The vertical dotted line separates the training and testing sets. Figure 2.9 shows the probability density function (PDF) for the intersect parameter. One can observe a positive bias of this (PDF). It is caused by the fact that we applied machine learning algorithms to nonstationary time series. If a nonstationary trend is small, it can be compensated on the validation set using stacking regression.

Figure 2.10 shows the box plots for the PDF of coefficients of models. Figure 2.11 shows the coefficient of variation for the PDF of regression coefficients of models.

We considered the case with the restraints to regression coefficient of models that they should be positive. We received the similar results: RMAE(train)=12.9%, RMAE(test)=9.7%, RMSE(train)=117.3, RMSE(test)=76.1. Figure 2.12 shows the box plots for the PDF of model regression coefficients for this case.

All models have a similar mean value and variation coefficients. We can observe that errors characteristics RMAE and RMSE on the validation set can be similar with respect to these errors on the training set. It tells us about the fact that Bayesian regression does not overfit on the training set comparing to the machine learning algorithms which can demonstrate essential overfitting on training sets, especially in the cases of small amount of train-
Figure 2.9: The PDF for intersect parameter of stacking regression

Figure 2.10: Box plots for the PDF of regression coefficients of models
Figure 2.11: Absolute values of the coefficient of variation for the PDF of regression coefficients of models

Figure 2.12: Box plots for the PDF of regression coefficients of models
Figure 2.13: Box plots for the PDF of regression coefficients of models

We have chosen the best ExtraTree stacking model and conducted Bayesian regression with this one model only. We received the following scores: RMAE(train)=12.9%, RMAE(test)=11.1%, RMSE(train)=117.1, RMSE(test)=84.7. We also tried to exclude the best model ExtraTree from the stacking regression and conducted Bayesian regression with the rest of models without ExtraTree. In this case we received the following scores: RMAE(train)=14.1%, RMAE(test)=10.2%, RMSE(train)=139.1, RMSE(test)=75.3. Figure 2.13 shows the box plots for the PDF of model regression coefficients, figure 2.14 shows the coefficient of variation for the PDF of regression coefficients of models for this case study. We received worse results on the testing set. At the same time these models have the similar influence and thus they can potentially provide more stable results in the future due to possible changing of the quality of features. Noisy models can decrease accuracy on large training data sets, at the same time they contribute to sufficient results in the case of small data sets. We considered the case with a small number of training data, 12 samples. To get stable results, we fixed the \( \nu \) parameter of Student’s t-distribution in Bayesian regression model (2.3)-(2.4) equal to 10. We received the following scores: RMAE(train)=5.0%, RMAE(test)=14.2%, RMSE(train)=37.5, RMSE(test)=121.3. Figure 2.15 shows mean values time series for real and forecasted sales on the validation and testing sets. Figure 2.16 shows the box plots for the PDF of regression coefficients of models. Figure 2.17 shows the coefficient of variation for the PDF of regression coefficients of models. In this case, we can see that an other model starts playing an important role comparing with the previous cases and ExtraTree model does not dominate. The obtained results show that optimizing informative prior distributions of stacking model parameters can improve the scores of prediction results on the testing set.
Figure 2.14: Absolute values of the coefficient of variation for the PDF of models regression coefficients

Figure 2.15: Mean values time series for real and forecasted sales on the validation and testing sets in the case of small training set
Figure 2.16: Box plots for the PDF of regression coefficients of models in the case of small training set

Figure 2.17: Absolute values of the coefficient of variation for the PDF of regression coefficients of models in the case of small training set
2.4 Conclusions

Bayesian regression approach for time series modeling with nonlinear trend was analyzed. Such approach allows us to estimate an uncertainty of time series prediction and calculate value at risk (VaR) characteristics. Hierarchical model for time series using Bayesian regression has been considered. In this approach, one set of parameters is the same for all data samples, other parameters can be different for different groups of data samples. This approach makes it possible to use such a model in the case with short historical data for specified time series, e.g. in the case of new stores or new products in the sales prediction problem. The use of Bayesian inference for time series predictive models stacking has been analyzed. A two-level ensemble of the predictive models for time series was considered. The models ARIMA, Neural Network, Random Forest, Extra Tree were used for the prediction on the first level of ensemble of models. On the second stacking level, time series predictions of these models on the validation set were conducted by Bayesian regression. Such an approach gives distributions for regression coefficients of these models. It makes it possible to estimate the uncertainty contributed by each model to the stacking result. The information about these distributions allows us to select an optimal set of stacking models, taking into account domain knowledge. Probabilistic approach for stacking predictive models allows us to make risk assessment for the predictions that is important in a decision-making process. Noisy models can decrease accuracy on large training data sets, at the same time they contribute to sufficient results in the case of small data sets. Using Bayesian inference for stacking regression can be useful in cases of small datasets and help experts to select a set of models for stacking as well as make assessments of different kinds of risks. Choosing the final models for stacking is up to an expert who takes into account different factors such as uncertainty of each model on the stacking regression level, amount of training and testing data, the stability of models. In Bayesian regression, we can receive a quantitative measure for the uncertainty that can be a very useful information for experts in model selection and stacking. An expert can also set up informative prior distributions for stacking regression coefficients of models, taking into account the domain knowledge information. So, Bayesian approach for stacking regression can give us the information about uncertainty of predictive models. Using this information and domain knowledge, an expert can select models to get stable stacking ensemble of predictive models.

3 Forecasting of Non-Stationary Sales Time Series Using Deep Learning

In this case study, we consider the deep learning approach for forecasting non-stationary time series with using time trend correction in a neural network model. Along with the layers for predicting sales values, the neural network model includes a subnetwork block for the prediction weight for a time trend term which is added to a predicted sales value. The time trend term is considered as a product of the predicted weight value and normalized time value. The results show that the forecasting accuracy can be essentially improved for non-stationary sales with time trends using the trend correction block in the deep learning model.
3.1 Introduction

Sales and demand forecasting are widely being used in business analytics [13, 14, 15]. Sales can be treated as time series. Different time series approaches are described in [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. Machine learning is widely used for forecasting different kinds of time series along with classical statistical methods like ARIMA, Holt-Winters, etc. Modern deep learning algorithms DeepAR [53, 54], N-BEATS [55], Temporal Fusion Transformers [56] show state-of-the-art results for time series forecasting. Sales prediction is more a regression problem than a time series problem. The use of regression approaches for sales forecasting can often give us better results compared to time series methods. Machine-learning algorithms make it possible to find patterns in the time series. Some of the most popular ones are tree-based machine-learning algorithms [39], e.g., Random Forest [40], Gradient Boosting Machine [41, 42]. The important time series features for their successful forecasting are their stationarity and sufficiently long time of historical observation to be able to capture intrinsic time series patterns. One of the main assumptions of regression methods is that the patterns in the past data will be repeated in future. There are some limitations of time series approaches for sales forecasting. Let us consider some of them. We need to have historical data for a long time period to capture seasonality. However, often we do not have historical data for a target variable, for example in case when a new product is launched. At the same time, we have sales time series for a similar product and we can expect that our new product will have a similar sales pattern. Sales data can have a lot of outliers and missing data. We must clean those outliers and interpolate data before using a time series approach. We need to take into account a lot of exogenous factors which impact on sales. On the other hand, sales time series have their own specifics, e.g., their dynamics is caused by rather exogenous factors than intrinsic patterns, they are often highly non-stationary, we frequently face with short time sales observations, e.g., in the cases when new products or stores are just launched. Often non-stationarity is caused by a time trend. Sales trends can be different for different stores, e.g., some stores can have an ascending trend, while others have a descending one. Applying machine learning regression to non-stationary data, bias in sales prediction on validation dataset can appear. This bias can be corrected by additional linear regression on a validation dataset when a covariate stands for predicted sales and a target variable stands for real sales [1].

In [2], we studied linear models, machine learning, and probabilistic models for time series modeling. For probabilistic modeling, we considered the use of copulas and Bayesian inference approaches. In [3], we studied stacking approaches for time series forecasting and logistic regression with highly imbalanced data. In [1], we study the usage of machine-learning models for sales time series forecasting. In [7], we analyse sales time series using Q-learning from the perspective of the dynamic price and supply optimization. In [4], we study the Bayesian approach for stacking machine learning predictive models for sales time series forecasting.

In this work, we consider the deep learning approach for forecasting non-stationary time series with the trend using a trend correction block in the deep learning model. Along with the layers for predicting sales values, the model includes a subnetwork block for the prediction weight for a trend term which is added to the predicted sales value. The trend term is considered as a product of the predicted weight value and normalized time value.
3.2 Sales time series with time trend

For the study, we have used the sales data which are based on the dataset from the 'Rossman Store Sales' Kaggle competition [44]. These data represent daily sales aggregated on the granularity level of customers and stores. As the main features, 'month', 'weekday', 'trendtype', 'Store', 'Customers', 'StoreType', 'StateHoliday', 'SchoolHoliday', 'CompetitionDistance' were considered. The 'trendtype' feature can be used in the case if the sales trend has different behavior types on different time periods. To study non-stationarity, arbitrary time trends were artificially added to the data grouped by stores. The calculations were conducted in the Python environment using the main packages pandas, sklearn, numpy, keras, matplotlib, seaborn. To conduct the analysis, Jupyter Notebook was used. Figures 3.1-3.3 show the arbitrary examples of aggregated sales time series with different time trends for different stores. Both training and validation datasets were received by splitting the dataset by date, so the validation time period is next with respect to the training period. Figure 3.4 shows the probability density function (PDF) for all stores for training and validation datasets. Figures 3.5-3.7 show the probability density function for sales in data samples, of specified stores which correspond to the stores time series shown in Figures 3.1-3.3. For some stores, sales PDF are different for training and validation datasets due to non-stationarity caused by different sales trends for different stores.

![Figure 3.1: Store sales time series](image.png)
Figure 3.2: Store sales time series

Figure 3.3: Store sales time series

Figure 3.4: Probability density function for sales in all stores
3.3 Deep learning model with time trend correction

Let us consider including a correction trend block into the deep learning model. Along with the layers for predicting sales values, the model will include a subnetwork block for the
prediction weight for the time trend term which is added to the predicted sales value. The time trend term is considered as a product of the predicted weight value and normalized time value. The predicted sales values and the time trend term are combined in the loss function. As a result, one can receive an optimized trend correction for non-stationary sales for different groups of data with different trends. For modeling and deep learning case study, the Pytorch deep learning library \[57, 58\] was used. Categorical variables \textit{Store}, \textit{Customer} with a large number of unique values were coded using embedding layers separately for each variable, categorical variable with a small number of unique values \textit{StoreType}, \textit{Assortment} were represented using one-hot encoding. Figure 3.8 shows the parameters of neural network layers. Figure 3.9 shows the neural network structure.

```python
model_trend:
  (inputblock): inputblock(
    (emb_list): ModuleList(
      (0): Embedding(151, 76)
      (1): Embedding(2853, 128)
      (2): Embedding(13, 7)
      (3): Embedding(7, 4)
    )
    (linear1): Linear(in_features=225, out_features=256, bias=True)
    (drop1): Dropout(p=0.1, inplace=False)
    (drop2): Dropout(p=0.1, inplace=False)
  )
  (mainblock): mainblock(
    (linear1): Linear(in_features=256, out_features=64, bias=True)
    (linear2): Linear(in_features=64, out_features=1, bias=True)
    (drop1): Dropout(p=0.1, inplace=False)
  )
  (trendblock): trendblock(
    (linear1): Linear(in_features=256, out_features=32, bias=True)
    (drop1): Dropout(p=0.1, inplace=False)
    (linear2): Linear(in_features=32, out_features=8, bias=True)
    (drop2): Dropout(p=0.1, inplace=False)
    (linear3): Linear(in_features=8, out_features=1, bias=False)
  )
```

Figure 3.8: Parameters of neural network layers
Figure 3.9: Neural network structure
The tensors of the output of embedding layers and numerical input values are concatenated and connected with the linear layer with \textit{ReLU} activation that forms an input block. The output of this input block is directed to the main block which consists of fully connected linear layers with \textit{ReLU} activation and dropout layers for predicting sales values using the output linear layer. The output of the input block is also directed to the trend correction block which consists of fully connected layer with \textit{ReLU} activation, dropout layer and output linear layer for the prediction of the trend weight. The time trend term which is a normalized time value multiplied by the trend weight is added to the predicted sales values. For the comparison, we have considered two cases of the model with and without trend correction block. Let us consider the results of model training and evaluation. Figure 3.10 shows learning rate changes with epochs. Figure 3.11 shows train and validation loss for the model without trend correction block, Figure 3.12 shows these losses for the model with the trend correction block. Figure 3.13 shows the features importance which has been received using the permutation approach.

![Learning rate changes with epochs](image1)

Figure 3.10: Learning rate changes with epochs

![Train and validation loss for model without trend correction block](image2)

Figure 3.11: Train and validation loss for model without trend correction block
Numerical features and target variables before feeding into the neural network were normalized by extracting their mean values from them and dividing them by their standard deviation. The forecasting score over all stores is $RMSE = 1076$, for the model without the trend correction block and $RMSE_{\text{trend}} = 943$ for the model with the trend correction block. We can see a small improvement in the accuracy on the validation set for the model with the trend correction block. Figures 3.14–3.16 show aggregated store sales time series on the validation dataset, which was predicted using the model without and with the trend correction block. These results of predicted sales correspond to time series which are shown in Figures 3.1–3.3. One can see that for some stores sales with time trend, the forecasting accuracy can be essentially improved using the trend correction block.
Figure 3.14: Store sales time series on validation dataset, predicted using model without (pred) and with (pred\_trend) trend correction block ($RMSE = 706, RMSE_{trend} = 646$)

Figure 3.15: Store sales time series on validation dataset, predicted using model without (pred) and with (pred\_trend) trend correction block ($RMSE = 3699, RMSE_{trend} = 1753$)
Figure 3.16: Store sales time series on validation dataset, predicted using model without (pred) and with (pred\_trend) trend correction block ($RMSE = 2515, RMSE_{trend} = 572$)

3.4 Conclusions

Applying of machine learning for non-stationary sales time series with time trend can cause a forecasting bias. The approach with the trend correction block in the deep learning model for sales forecasting has been considered. The model predicts sales values simultaneously with the weight for the time trend term. The time trend term is considered as a product of the predicted weight value and normalized time value and then added to predicted sales values. As a result, an optimized weight for the time trend for different groups of sales data can be received, e.g. for each store with the intrinsic time trend, the optimized weight for the time trend can be found. The results show that the forecasting accuracy can be essentially improved for non-stationary sales with time trends using the trend correction block in the deep learning model.

4 Sales Time Series Analytics Using Deep Q-Learning

In this case study, we consider the use of deep Q-learning models in the problems of sales time series analytics. In contrast to supervised machine learning which is a kind of passive learning using historical data, Q-learning is a kind of active learning with goal to maximize a reward by optimal sequence of actions. Model free Q-learning approach for optimal pricing strategies and supply-demand problems was considered in the work. The main idea of the study is to show that using deep Q-learning approach in time series analytics, the sequence of actions can be optimized by maximizing the reward function when the environment for learning agent interaction can be modeled using the parametric model and in the case of using the model which is based on the historical data. In the pricing optimizing case study environment was modeled using sales dependence on extras price and randomly simulated demand. In the pricing optimizing case study, the environment was modeled using sales dependence on extra price and randomly simulated demand.
the supply-demand case study, it was proposed to use historical demand time series for 
environment modeling, agent states were represented by promo actions, previous demand 
values and weekly seasonality features. Obtained results show that using deep Q-learning, 
we can optimize the decision making process for price optimization and supply-demand 
problems. Environment modeling using parametric models and historical data can be used 
for the cold start of learning agent. On the next steps, after the cold start, the trained 
agent can be used in real business environment.

4.1 Introduction
Sales time series analytics is an important part of modern business intelligence. We 
can mention classical and popular time series models - Holt-Winters, ARIMA, SARIMA, 
SARIMAX, GARCH, etc. Different time series models and approaches can be found in 
[18, 19, 20, 21]. In [1] we studied the use of machine-learning models for sales predictive 
analytics. We considered the main approaches and case studies of using machine learn-
ing for sales forecasting, effect of machine-learning generalization. In this paper, we also 
considered a stacking approach for building regression ensemble of single models. In [2], 
we studied linear models, machine learning and probabilistic models for time series mod-
eling. For probabilistic modeling, we considered the use of copulas and Bayesian inference 
approaches. In [43], we studied the logistic regression in the problem of detecting man-
facturing failures. For the logistic regression, we considered a generalized linear model, 
machine learning and Bayesian models. In [9], we studied stacking approaches for time 
series forecasting and logistic regression with highly imbalanced data. The use of regres-
sion approaches for sales forecasting can often give us better results compared to time 
series methods. One of the main assumptions of regression methods is that the patterns 
in the historical data will be repeated in future. Supervised machine learning can be con-
sidered as a kind of passive learning using historical observations. Time series forecasting 
using Machine Learning gives us insights and allows us to make right business decisions. 
Reinforcement learning allows us to find sequences of optimized actions directly without 
historical data. In this approach, we have an environment and a learning agent which 
interacts with environment. As a result of each interaction, learning agent receives reward. 
The goal of Reinforcement Learning is to find such sequence of actions which will maximize 
an average cumulative reward on the episodes of agent-environment interactions. There 
are policy based and policy free approaches. Policy can be described by parametrized 
distribution function for states and actions. The parameters of these distributions can be 
found using policy gradient approach where on each iteration, we calculate the gradient 
of objective function. Policy free approach can be Q-learning which is based on Bellman 
equation [59, 60, 61]. On each iteration, we upgrade the Q-table where rows represent 
states and columns represent actions. In the case of continuous action, space Q-table can 
be approximated by Neural Network using DQN approach [60, 61].

4.2 Related Work
The main principles of reinforcement learning can be found at [59]. In [60, 61] deep 
Q-learning approaches were studied. In [62], real-time dynamic pricing in a non sta-
tionary environment has been considered. In the article, the problem of establishing a 
pricing policy that maximizes the revenue for selling a given inventory by a fixed deadline 
has been considered. In [63] reinforcement learning for fair dynamic pricing has been
considered. In [64], Reinforcement Learning algorithm that can tune parameters of a seller's dynamic pricing policy in a gradient direction even when the seller's environment is not fully observable was considered. Different approaches for dynamic pricing is considered in [65]. In the paper [66], adaptive inventory-control models for a supply chain consisting of one supplier and multiple retailers were proposed. The paper [67] describes the use of reinforcement learning techniques in the problem of determining dynamic prices in an electronic retail market. The papers [68, 69] consider the use of reinforcement learning for financial analytics. The paper [70] formulates an autonomous data-driven approach to identify a parsimonious structure for the NN so as to reduce the prediction error and enhance the modeling accuracy. The Reinforcement Learning based Dimension and Delay Estimator (RLDDE) was proposed. The paper [69] presents a model-free Reinforcement Learning framework to provide a deep machine learning solution to the portfolio management problem. In [71], Deep Reinforcement Learning in Large Discrete Action Spaces was considered.

### 4.3 Deep Q-Learning Approaches

The goal of Q-learning is to maximize cumulative future reward [59, 60, 61]. To training the Q-learning network, the gradient descent algorithm is often used. To eliminate influence between sequence data and non-stationary distribution, the replay mechanism [72] can be used. This approach consists in random sampling of previous data which represent states and actions. It makes it possible to average distributions of data which describe previous agent’s behaviour. The goal for the agent lies in choosing a sequence action strategy which maximizes future rewards [61]. An optimal action-value function can be considered as:

\[
Q^*(s, a) = \mathbb{E}_{s' \sim \varepsilon} \left[ r + \gamma \max_{a'} Q(s', a') \mid s, a \right]
\]  

(4.1)

where \( r \) is a reward, \( s \) is a state, \( a \) is an action, \( s', a' \) are possible states and actions on the next time step. To estimate the function \( Q^*(s, a) \) approximately, Bellman equation can be used in the iteration process:

\[
Q_{i+1}(s, a) = \mathbb{E} \left[ r + \gamma \max_{a'} Q_i(s', a') \mid s, a \right]
\]  

(4.2)

The main problem of such an approach is that there is no generalization of revealed patterns in the agent-environment interaction due to the fact that \( Q(s, a) \) is estimated on each separate step. To improve generalization, one can use an approximation function for \( Q^*(s, a) \). Neural network can be used for this purpose. Parameters of such deep Q-network can be found with gradient methods minimizing the loss function

\[
L_i(\theta_i) = \mathbb{E}_{s, a \sim \rho} \left[ (y_i - Q(s, a; \theta_i))^2 \right]
\]  

(4.3)

\[
y_i = \mathbb{E}_{s' \sim \varepsilon} \left[ r + \gamma \max_{a'} Q(s', a', \theta_{i-1}) \mid s, a \right]
\]  

(4.4)

where \( \rho \) - is the behaviour distribution, \( \theta \) is the weights of Q-network.

Experience replay approach [72] is effectively used in deep Q-network [61, 60]. In this approach, agent actions and states are stored in the replay memory at each time step as tuples \( e_t = (s_t, a_t, r_t, s_{t+1}) \). Tuples \( e_t \) are stored in the data set \( D_t = \{e_1, ... e_t\} \). On
For each step for Q-learning updates, the algorithm gets samples \( e_t \) from the replay memory by uniform random sampling \( e_t \sim U(D) \) \[61\]. On the next experience replay step, Q-learning updates the weights \( \theta \). On the next step, the agent selects an optimal action, using \( \varepsilon \)-greedy policy \[61\]. Data mini batches are formed on each iteration for updating the weights for Q-network. Mini batches are chosen randomly. Such an approach provides generalization of approximation given data for agent-environment interaction. Due to the experience replay approach, behavioural distribution is averaged on many previous states and actions of learning agent that provides the convergence of iteration process. One of widely used approaches for Q-network consists in treating agent states as input parameters when outputs are \( Q \)-values for each separate agent action \[61\]. In such an approach, \( Q \)-value for each action is calculated during one Q-network step forward.

In this work, we consider two cases of using Q-learning in sales time series analytics. One case is an optimal pricing strategy, the second case is supply and demand problems which appear in retail domain areas. In our numerical experiments, we used the algorithms which were based on model architecture described in \[60, 61\] and the approaches for Q-learning agent implementations from \[73, 74, 75\]. For environment modeling, we used the parametric models in the case of price optimization and historical time series of demand in the case of supply-demand problem. For the analysis of supply-demand problem, we used the store sales historical data from 'Rossmann Store Sales' Kaggle competition \[44\]. These data describe sales in Rossmann stores. The calculations were conducted in the Python environment using the main packages pandas, sklearn, numpy, keras, matplotlib, seaborn. To conduct the analysis, Jupyter Notebook was used.

### 4.4 Optimal Pricing Strategy using Q-Learning

Let us consider a simple case for the pricing strategy. The question is what strategy can be applied to maximize profit for some time period. Generally, the strategy can consist of many factors and means. In the simplest model, it consists of discrete extra price values which are the fraction of cost price. Dependence between sales and extra price can be considered as

\[
F_{Sales} = \frac{a}{1 + b \cdot \exp(c \cdot (Price_m \cdot (1 + Price_e) - d))},
\]

where \( Price_m \) is an marginal price, \( Price_e \) is an extra price, \( a, b, c, d \) are the parameters for function \( F_{Sales} \). The function \( F_{Sales} \) \[4.5\] describes relative decreasing of sales with an increasing extra price. Extra price is considered in relative parts of marginal price. The reward function for Q-learning can be considered as

\[
Reward = Demand \cdot F_{Sales} \cdot Price_e
\]

We created a simple model with normalized variables. The Figure 4.1 shows sales vs extra prices \((Price_m=1, a=1, b=1, c=15, d=1.5)\). We can observe that for high extra price we get small sales. The real parameters for the logistic curve can be found by the gradient method using historical data. The Figure 4.2 shows profit versus extra prices. One can see that there is no profit with low and high extra price.

The challenge is to find the optimal extra price. We can tabulate the objective function using simulated demand time series and find the optimal value for extra price. But in real cases, profit versus extra prices can have a complicated functional dependence, including the dependence on many qualitative factors which are included into complex multilevel
Figure 4.1: Sales vs extra prices

Figure 4.2: Profit versus extra prices

Figure 4.3: Simulated demand time series.
pricing strategy. To find which pricing strategy is optimal, we can use a Q-learning approach. This simple model can be used for the cold start of learning agent before the interaction with real business environment.

Let us consider the parameters for numerical modeling. For the Q-values approximation we used 2-layers feed forward neural network with 32 neurons in each layer. Output neural network dimension is equal to the number of possible actions, which was chosen equal to 8. For the actions, we took the list of the following values for normalized extra price \([0, 0.15, 0.25, 0.5, 0.75, 0.85, 1, 1.5]\). The extra price is considered in relative parts of the marginal price. As time steps we consider days. The number of time steps in the each episode equal to 7, the batch size was 32, the number of learning iterations was 50, the optimizer is Adam, the learning rate for neural network was 0.001, the epsilon decay was 0.97. For approximation of the function (4.5), we used the following parameters: \(Price_m=1, a=1, b=1, c=7, d=1.7\).

In this case study, we used DQN approach with epsilon-greedy exploration-exploitation trade off. Epsilon describes the probability of random action. On each iteration, epsilon decreases. The Figure 4.4 shows epsilon vs time dependence. For the numerical experiment, we simulated demand with random uniform distribution of relative units. As a result of numerical experiment we received trained DQN model which can output optimal actions that maximize future cumulative reward. The Figure 4.3 shows simulated demand time series. The Figure 4.5 shows mean reward over the episodes. One can observe that
the reward goes up with iterations. It means that the learning agent improves the way it interacts with the environment. The Figure 4.6 shows the frequencies of actions and we can see one dominated action which corresponds to the optimal pricing strategy for this simple model. The Figure 4.7 shows the actions with time and we can see a big dispersion of actions at the beginning of interaction process due to the domination of exploration type of interactions. We can observe that on the next steps after exploration time period, one action dominates which can be considered as a found optimal pricing strategy.

4.5 Supply and Demand Case Study using Q-Learning

Let us consider a case study of using Q-learning for supply and demand problems. We can also use historical data for the initial start of Q-learning algorithm along with parametric modeling of the environment. Such an approach makes it possible to conduct the cold start for Q-learning agents. In this case study, we took normalized demand time series with seasonality and promo action factor. The challenge is to find optimal discrete actions in the supply-demand problem. Products can be supplied by batches with discrete amount. In the model, we took into account the expenses for product processing which are related to logistic, storing and other expenses. The reward on each step can be considered as

\[
\text{Reward} = \text{SalesProfit} - \text{ProcessCost}
\]

(4.7)
In this case study, we have more features for state representation. They are the product demand the day before, expected promo action, day of week. Let us consider the parameters for modeling supply-demand problem. For modeling environment, we used the historical time series for demand. For each episode, the demand for 150 days was taken. This time series was simulated given the sales time series from 'Rossmann Store Sales' Kaggle competition [44]. To eliminate overfitting, random lag for the first point of demand time series was applied. The lag was calculated by uniform random distribution for integer values ranging from 0 to 25. For each episode, we used the time period of 150 days, the number of actions was 7. We used the feed forward neural network with 2 layers with 64 neurons in each layer. The batch size was 32, learning rate was 0.001, epsilon decay was 0.995, gamma coefficient for Bellman equation was 0.3. To calculate the reward, we used the following parameters: the value of price profit was 1, pack unit was 0.05, price support was 0.5. For state features we used a promo binary feature, previous day sales, weekly seasonality features which were 7 binary features for each week day which were obtained by one hot encoding of day of week categorical feature. We also set up generating stop episode flag when the reward became lower than specified reward. Applying this rule accelerates the process of Q-learning, since in the cases of low current reward values learning process were stopped and new learning iteration was started. These actions were considered as discrete values for supply. For numerical modeling, 7 actions were chosen with the following values [0, 2, 4, 6, 8, 10, 12], which are a discrete number of packs. The amount of simulated product in the pack was 0.025 of relative units. The Figure 4.8 shows simulated demand time series for arbitrary chosen episode. For numerical experiment, demand is simulated in some relative units. The Figure 4.9 shows calculated mean reward over episodes.

We can observe that the learning agent optimizes action sequences over the episodes. In Figure 4.10 we can see that several actions dominate in comparison with the previous case study for price strategy optimization where only one action dominated. Here we have more features for state representation, so the learning agent chose different optimal actions for different states. The Figure 4.11 shows the heatmap for action frequencies against weekday. We can see that for different days we have different dominated actions which also depend on promo action which can take place in different days. The Figure 4.12 shows the time series of demand, supply, stock and shortage. Dynamics of supply, shortage and stock depend on reward function which can be formed by by profit, expenses on logistic,
Figure 4.9: Mean reward over episodes

Figure 4.10: Frequencies of actions for supply-demand problem

Figure 4.11: Heatmap for action frequencies vs weekday
4.6 Conclusions

The article describes the use of deep learning models for Q-learning in the problems of sales time series analytics. In contrast to supervised machine learning which is a kind of passive learning using historical data, Q-learning is a kind of active learning with goal to maximize the reward by optimal sequence of actions. Model free Q-learning approach for optimal pricing strategies and supply-demand problems was considered in the work. It was shown that using deep Q-learning approach, the sequence of actions can be optimized by maximizing the reward function. In the pricing optimizing case study, the environment was modeled using sales dependence on extra price and randomly simulated demand. In the supply-demand case study, it was proposed to use historical demand time series for environment modeling, agent states were represented by promo actions, previous demand values and weekly seasonality features. Obtained results show that using deep Q-learning, we can optimize the decision making process for price optimization and supply-demand problems. Environment modeling using parametric models and historical data can be used for the cold start of learning agent. On the next steps, after the cold start, the trained agent can be used in real business environment. So, using Q-learning we can build a decision-making algorithm, which proposes qualitative decisions. This algorithm can start with the data simulated by parametric expert model or with the model based on historical data and then it can work with real business environment and do adaptation to the changes in business processes. In more complicated cases, we can take into account the price for product processing and lost profit.
spoilt products in case we deal with perishable products and other expenses.

5 Bitcoin Price Predictive Modeling Using Expert Correction

In this case study, we consider the linear model for Bitcoin price which includes regression features based on Bitcoin currency statistics, mining processes, Google search trends, Wikipedia pages visits. The pattern of deviation of regression model prediction from real prices is simpler comparing to price time series. It is assumed that this pattern can be predicted by an experienced expert. In such a way, using the combination of the regression model and expert correction, one can receive better results than with either regression model or expert opinion only. It is shown that Bayesian approach makes it possible to utilize the probabilistic approach using distributions with fat tails and take into account the outliers in Bitcoin price time series.

5.1 Introduction

One of the main goals in the Bitcoin analytics is price forecasting. There are many factors which influence the price dynamics. The most important factors are: interaction between supply and demand, attractiveness for investors, financial and macroeconomic indicators, technical indicators such as difficulty, the number of blocks created recently, etc. A very important impact on the cryptocurrency price has trends in social networks and search engines. Using these factors, one can create a regression model with good fitting of bitcoin price on the historical data. Paper [70] shows that views of Wikipedia Bitcoin related pages correlate with Bitcoin price movements. It reflects the potential investors’ interests in cryptocurrency. Google trends of search Bitcoin related keywords show different effects, including investors’ interests, speculators’ activities, etc. In [71], Bitcoin price was analyzed. The paper [72] studies different drivers of Bitcoin price. In [73], a significant correlation between Bitcoin price and social and web search media trends was shown. In [74], the analysis shows that bitcoin has many similarities to both gold and the dollar. In [75], the use of Bayesian regression for Bitcoin price analytics was studied. The impact of news on investors’ behavior is studied in [76]. Bitcoin economy, behavior and mining are considered in [77, 78]. Bitcoin market behaviour, especially price dynamics is the subject of different studies ([79, 80]). Different factors affecting bitcoin price are analyzed in the [81]. The specific feature of Bitcoin is that this cryptocurrency is neither issued nor controlled by financial or political institutions such as Central Bank, government, etc. Bitcoin is being mined without economic underlying factors. In [82], the economics of BitCoin Price Formation has been analyzed. Price dynamics is mostly affected by speculative behaviour of investors. One of the main bitcoin drivers is the news in the Internet. According to efficient market theory, the stock and financial markets are not predictable, since all available information is already reflected in stock prices. But nowadays the dominance of efficient market theory is not so obvious. Some influential scientists argue that market can be partially predictable ([83]). Behind modern market prediction, there are behavioral and psychological theories. Some economists believe that historical prices, news, social network activities contain patterns that make it possible to partially predict financial market. Such theories and approaches are considered in the survey [84].

In this work, we consider an approach for building regression predictive model for
bitcoin price using expert correction by adding a correction term. It is assumed that an experienced expert can make model correction relying on his or her experience.

5.2 Bitcoin Price Modeling

Let us consider a regression model for Bitcoin price. As the regressors in our model, we used historical data which describe Bitcoin currency statistics, mining processes, Google search trends, Wikipedia pages visits. As the currency statistics, we took *total_bitcoins* - the total number of bitcoins that have already been mined, *price* - average USD market price across major bitcoin exchanges, *volume* - the total USD value of trading volume on major bitcoin exchanges. As mining information, we took *difficulty*, which is a relative measure of how difficult it is to find a new block. As network activity, we took *n_unique_addresses* which is the total number of unique addresses used on the Bitcoin blockchain. Time series for mentioned above variables was taken from Bitcoin.info site. As the factors of price formation, we also considered Google trend for 'bitcoin' keyword and number of visits of Wikipedia page about 'cryptocurrency'. Time series for chosen features are shown on the Fig. 5.1. A target variable *price* and all the regressors are considered in the logarithmic scale, so \( \text{price}' = \ln(\text{price} + 1) \), \( x_i' = \ln(x_i + 1) \). After logarithmic transformation all the regressors were normalized by extracting mean values and then dividing by standard deviation. We can write the regression model as:

\[
\text{price}' = \alpha + \beta_{gtrend} \cdot \text{gtrend}' + \\
\beta_{wiki_cryptocurrency} \cdot \text{wiki_cryptocurrency}' + \\
\beta_{difficulty} \cdot \text{difficulty}' + \\
\beta_{n_unique_addresses} \cdot \text{n_unique_addresses}' + \\
\beta_{total_bitcoins} \cdot \text{total_bitcoins}' + \\
\beta_{volume} \cdot \text{volume}' 
\]  

(5.1)

For the numerical modeling, we used Python with the packages *pandas*, *numpy*, *scipy*, *matplotlib*, *seaborn*, *sklearn*, *quandl*, *pystan*. To get time series of Wikipedia pages visits, we used Python package *mwviews*. To find coefficients \( \alpha, \beta_i \), we used linear regression with Lasso regularization from python package scikit-learn. Fig. 5.2 shows real dynamics of Bitcoin price and the price predicted by regression model (5.1). Fig. 5.3 shows obtained linear regression coefficients for features. The results show the importance of Google trends for Bitcoin keyword searches, and the importance of views of Wikipedia pages about the cryptocurrency. For this analyzed model, we received the error value RMSE=1277.8.

5.3 Modeling of expert correction

Fig. 5.2 shows that in some time periods, predicted price is higher comparing to real price, in some time periods it is lower. Fig. 5.4 shows the ratio of real and predicted price. We can see that this ratio has periodic oscillations which describe the deviation of predictions from real values. It can be explained by existence of some factors which impact price but they are not included into the model (5.1). It can be the factors of complex behavior of investors. Suppose that some experienced expert understands such type of behavior. As a result, he or she can explain the deviation dynamics of regression model (5.1) forecasting from real values. Expert correction can be involved into the model by an additional term in the regression model (5.1). This term describes the dynamics of model deviation. To
Figure 5.1: Time series of features
Figure 5.2: Bitcoin price dynamics and prediction

Figure 5.3: Features regression coefficients
describe this term, the expert needs to define the local extremum on deviation time series which are pivot points for deviation trends. We suppose that the expert can define such points correctly relying on his or her personal experience. The time series for possible expert correction is shown on Fig. 5.5. The results of the calculation of regression model (5.1) with added such expert correction term are shown on the Fig. 5.6. For this case, we received the error value RMSE=856.4. Fig. 5.7 shows the regression coefficient in case of expert correction term included into regression model. Obtained results show that adding the expert term improves regression model performance.

5.4 Bayesian regression model

For probabilistic approach, which makes it possible to get risk assessments, one can use Bayesian inference approach. Bayesian regression is a method which gives advantages when we need to take into account non Gaussian statistics for the variables under study (50). For Bayesian modeling, we used Stan software with pystan python package. To do the model robust to outliers, we can consider Bitcoin price distributed with Student’s t-distribution. Student’s t-distribution is similar to normal distribution but it has heavier tails. Let us consider that the Bitcoin price is a stochastic variable which is distributed by Student’s t-distribution

\[ price' \sim \text{Student}_t(\mu, \sigma, \nu), \]

where \( \nu \) denote the degree of freedom, \( \mu \) is a location parameter, \( \sigma \) is a scale parameter. In Bayesian approach, we consider that \( \mu = price' \), where \( price' \) is defined by the regression model (5.1). Fig. 5.8 shows the box plots for received parameters of regression model. Fig. 5.9 shows the box plots for the parameters in case of added expert correction term. For scale parameter \( \sigma \), the value 0.14 was received in case of the absence of expert correction term and the value 0.1 was received in case of added expert correction term. It shows that
Figure 5.5: Expert correction term time series

Figure 5.6: Bitcoin price dynamics & prediction with expert correction
adding expert correction term into Bayesian regression model decreases the width of the probability distribution function for the target variable.

5.5 Conclusions

In our study, we considered the linear model for Bitcoin price which includes regression features based on Bitcoin currency statistics, mining processes, Google search trends, Wikipedia pages visits. The pattern of deviation of regression model prediction from real prices is simpler comparing to price time series. So, we assume that this pattern can be predicted by an experienced expert. In such a way, combining the regression model and expert correction, one can receive better results than with either regression model or expert opinion only. We assume that the expert can catch the complex time series patterns that relies on financial behavioral theories, economics and politics. These patterns cannot be caught from time series historical data since they exist for a short time period. After these patterns are published or considered between investors, they soon become self-destructed. The received results show that the correct expert definition of time pivot points for the regression model deviation can essentially improve the prediction of Bitcoin price. In the proposed approach, the expert has to define time pivot points which describe the deviation of regression model based on the historical data comparing to real price time series. With Bayesian inference, one can utilize the probabilistic approach using distributions with fat tails and take into account outliers in Bitcoin price time series. Having probability density distributions for price...
Figure 5.8: Boxplot for regression model coefficients

Figure 5.9: Boxplot for coefficients of regression model with expert correction term
6 Modeling COVID-19 Spread and Its Impact on Stock Market Using Different Types of Data

In this case study, we consider different regression approaches for modeling COVID-19 spread and its impact on the stock market. The logistic curve model was used with Bayesian regression for predictive analytics of the COVID-19 spread. Bayesian approach makes it possible to use informative prior distributions formed by experts that allows considering to consider the results as a compromise between historical data and expert opinion. The obtained results show that different crises with different reasons have different impact on the same stocks. Bayesian inference makes it possible to analyze the uncertainty of crisis impacts. The impact of COVID-19 on the stock market using time series of visits on Wikipedia pages related to coronavirus was studied. Regression approach for modeling COVID-19 crises and other crises impact on stock market were investigated. The analysis of semantic structure of tweets related to coronavirus using frequent itemsets and association rules theory was carried out.

6.1 Introduction

At present time, there are different methods, approaches and data sets for modeling the COVID-19 spread [87, 88, 89, 90, 91, 92]. The approach based on Bayesian inference allows us to receive a posterior distribution of model parameters using conditional likelihood and prior distribution. In the Bayesian inference, we can use informative prior distributions which can be set up by an expert. So, the result can be considered as a compromise between historical data and expert opinion. It is important in the cases when we have a small number of historical data. In [8, 2, 43, 5] we consider different approaches of using Bayesian regression. For solving Bayesian models, numerical Monte-Carlo methods are used. Gibbs and Hamiltonian sampling are the popular methods of finding posterior distributions for the parameters of probabilistic model [50, 51, 52]. Bayesian inference makes it possible to obtain probability density functions for model parameters and estimate the uncertainty that is important in risk assessment analytics. Different problems caused by COVID-19 are being widely considered in social networks especially Twitter. So, the analysis of tweet trends can reveal the semantic structure of users’ opinions related to COVID-19.

In this work, we consider the use of Bayesian regression for modeling the COVID-19 spread. We also consider the impact of COVID-19 on the stock market using time series of visits on Wikipedia pages related to coronavirus. We study a regression approach for modeling the impact of different crises on the stock market. The usage of frequent itemsets and association rules theory for analysing tweet sets was considered.

6.2 Bayesian Model for COVID-19 Spread Prediction

For the predictive analytics of the COVID-19 spread, we used a logistic curve model. Such model is very popular nowadays. To estimate model parameters, we used Bayesian regression [50, 51, 52]. A logistic curve model with Bayesian regression approach can be
written as follows:

\[ n \sim N(\mu, \sigma) \]

\[ \mu = \frac{\alpha}{1 + e^{-\beta(t - t_0)}} \times 10^5 \]

\[ t = t_{\text{weeks}}(\text{Date} - \text{Date}_0) \]

where \( \text{Date}_0 \) is a start day for observations in the historical data set, it is measured in weeks, \( \alpha \) parameter denotes maximum cases of coronavirus, \( \beta \) parameter is an empirical coefficient which denotes the rate of coronavirus spread. The data for the analysis were taken from [88]. For Bayesian inference calculations, we used a 'pystan' package for Stan platform for statistical modeling [52]. Figure 6.1 shows the box plots for calculated \( \beta \) parameters of the coronavirus spread model for different countries.

![Box plots for beta coefficients of coronavirus spread model for different countries](image)

Figures 6.2, 6.3 show the predictions for coronavirus spread cases using current historical data. In practical analytics, it is important to find the maximum of coronavirus cases per day, this point means the estimated half time of coronavirus spread in the region under investigation. New historical data will correct the distributions for model parameters and forecasting results.

The results show that the Bayesian regression model using logistic curve can be effectively used for predictive analytics of the COVID-19 spread. In Bayesian regression approach, we can take into account expert opinions via information prior distribution, so the results can be treated as a compromise between historical data and expert opinion that is important in the case of small amount of historical data or in the case of a non-stationary process. It is important to mention that new data and expert prior distribution for model can essentially correct previously received results.
Figure 6.2: Modeling of COVID-19 spread for USA.

Figure 6.3: Modeling of COVID-19 spread for Italy.
6.3 Using Wikipedia Pages Visits Time Series for Prediction Stock Market Movements

Let us consider the influence of the COVID-19 spread on the stock market movement. The influence of impact factors can be described by alternative data, such as characteristics of search trends, users’ activity in social networks, etc. Figure 6.4 shows the stock market indexes and some stock price time series in the period of the biggest impact of COVID-19 on the stock market. In this study, as alternative data, we consider the time series of visits to Wikipedia pages which are related to COVID-19. The figure 6.5 shows the time series of numbers of visits to Wikipedia pages. For our analysis, we consider the time period of [‘2020-02-15’, ‘2020-05-01’]. For Bayesian regression, we used Stan platform for statistical modeling [52]. As features, we used z-scores of the time series of Wikipedia page visit numbers. As a target variable, we used z-scores of S&P-500 index. We applied the constraints that linear regression coefficients cannot be positive. Figure 6.6 shows the mean values and 0.01, 0.99 quantiles of probability density function of predictions for S&P-500 index. Figure 6.7 shows the boxplots for PDF of linear regression coefficients. Figure 6.8 shows variation coefficient which is equal to the ratio between the standard deviation and absolute mean values of regression coefficients. These coefficients describe the uncertainty of regression features. The obtained results show that different features have different impact and uncertainty with respect to the target variable. The most impactful and the
least volatile among the considered features was the feature of the number of visits to the Wikipedia page about the vaccine.
Figure 6.6: Mean values and 0.01, 0.99 quantiles of probability density function of predictions for S&P-500 index.

Figure 6.7: Boxplots for PDF of linear regression coefficients.
Figure 6.8: Variation coefficient for features.
6.4 Regression Approach for Modeling the Impact of Different Crises on the Stock Market

The coronavirus outbreak has a huge impact on the stock market. It is very important, e.g. for forming stable portfolios, to understand how different crises impact stock prices and the stock market as a whole. We are going to consider the impact of coronavirus crisis on the stock market and compare it to the crisis of 2008 and market downturn of 2018. For this, we can use the regression approach using ordinary least squares (OLS) regression and Bayesian regression. Bayesian inference makes it possible to obtain probability density functions for coefficients of the factors under investigation and estimate the uncertainty that is important in the risk assessment analytics. In Bayesian regression approach, we can analyze extreme target variable values using non-Gaussian distributions with fat tails. We took the following time periods for each of crises - crisis_2008: [2008-01-01,2009-01-31], down_turn_2018: [2018-10-01,2019-01-03], coronavirus: [2020-02-18,2020-03-25]. For each of the above mentioned crises, we created a regression variable which is equal to 1 in the crisis time period and 0 in other cases. Figure 6.9 shows the time series for S&P500 composite index.

![Figure 6.9: Time series for S&P500 composite index.](image)

As a target variable, we consider the daily price return. Knowing the daily price return, changes in crises periods, one can estimate the ability of investors to understand trends and recalculate portfolios. These results were received using Bayesian inference. For Bayesian inference calculations, we used Python ‘pystan’ package for Stan platform for statistical modeling [52]. Figure 6.10 shows the box plots of impact weights of each crisis on S&P500 composite index. The wider box for coronavirus weight can be caused by shorter time period of investigation comparing with other crises and consequently larger uncertainty. For our investigations, we took a random set of tickers from S&P list. Figure 6.11 shows top negative price returns in coronavirus crises. Figure 6.12 shows the tickers with positive price return in coronavirus crisis. Figure 6.13 shows the weights for different crises for arbitrarily chosen stocks. We calculated the distributions for crises weights using Bayesian
Figure 6.10: Box plots of impact weights of each crisis on S&P composite index. Inference. Figure 6.14 shows the box plots for crisis weights for different stocks.

Figure 6.11: Top negative price returns in COVID-19 crises.
Figure 6.12: Tickers with positive price returns in COVID-19 crises.

Figure 6.13: The weights for different crises for arbitrarily chosen stocks.
Figure 6.14: Box plots for crisis weights for different stocks.
6.5 Conclusions

The received results show that the logistic curve model can be used with Bayesian regression for the predictive analytics of the COVID-19 spread. Such a model can be effective when the exponential growth of coronavirus confirmed cases takes place. In practical analytics, it is important to find the maximum of coronavirus cases per day, this point means the estimated half time of coronavirus spread in the region under investigation. New historical data will correct the distributions for model parameters and forecasting results. For conducting the modeling of COVID-19, we developed the 'Bayesian Model for COVID-19 spread Prediction' Python package, which can be loaded at [93] for free use. In Bayesian regression approach, we can take into account expert opinions via information prior distribution, so the results can be treated as a compromise between the historical data and expert opinion that is important in the case of small amount of historical data or in the case of a non-stationary process. It is important to mention that new data and expert prior distribution for model can essentially correct previously received results. The impact of COVID-19 on the stock market using time series of visits on Wikipedia pages related to coronavirus was studied. The obtained results show that different features have different impact and uncertainty with respect to the target variable. The most impactful and the least volatile among the considered features was the feature of the number of visits to the Wikipedia page about the vaccine. The obtained results show that different crises with different reasons have different impact on the same stocks. Bayesian inference makes it possible to analyze the uncertainty of crisis impacts. The uncertainty of crisis impact weights can be measured as a standard deviation for weight probability density functions. The uncertainty of coronavirus crisis is larger than other crises that can be caused by shorter analysis time. Knowing the uncertainty, allows risk assessment for portfolios and other financial and business processes. Using the graph theory, the users’ communities and influencers can be revealed given vertices quantitative characteristics. The analysis of tweets related to COVID-19 was carried out using frequent itemsets and association rules. Found frequent itemsets and association rules reveal the semantic structure of tweets related to COVID-19. The quantitative characteristics of frequent itemsets and association rules, e.g. value of support, can be used as features in the predictive analysis.

7 Forming Predictive Features of Tweets for Decision-Making Support

In this case study, we consider the approaches for forming different predictive features of tweet data sets and using them in the predictive analysis for decision-making support. The graph theory as well as frequent itemsets and association rules theory is used for forming and retrieving different features from these datasets. The use of these approaches makes it possible to reveal a semantic structure in tweets related to a specified entity. It is shown that quantitative characteristics of semantic frequent itemsets can be used in predictive regression models with specified target variables.

7.1 Introduction

Tweets, the messages of Twitter microblogs, have high density of semantically important keywords. It makes it possible to get semantically important information from the tweets
and generate the features of predictive models for the decision-making support. Different studies of Twitter are considered in the papers [94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104]. In [12, 105], we study the use of tweet features for forecasting different kinds of events. In [106], we study the modeling of COVID-19 spread and its impact on the stock market using different types of data as well as consider the features of tweets related to COVID-19 pandemic.

In this work, we study the predictive features of tweets using loaded datasets of tweets related to Tesla company.

### 7.2 Graph structure of tweets

The relationships among users can be considered as a graph, where vertices denote users and edges denote their connections. Using graph mining algorithms, one can detect user communities and find ordered lists of users by various characteristics, such as Hub, Authority, PageRank, Betweenness. To identify user communities, we used the Community Walktrap Algorithm algorithm, which is implemented in the package igraph [107] for the R programming language environment. We used the Fruchterman-Reingold algorithm from this package for visualization. The Community Walktrap algorithm searches for related subgraphs, also called communities, by random walk [108]. A graph which shows the relationships between users can be represented by Fruchterman-Reingold algorithm [109]. We can assume that tweets could carry predictive information for different business processes. For our case study, we have loaded the tweets related to Tesla company for some time period. Qualitative structure can be used for aggregating different quantitative time series and, in such a way, creating new features for predictive models which can be used, for example, for stock prices forecasting. Let us consider which features we can retrieve from tweet sets for the predictive analytics. Figure 7.1 shows revealed users’ communities for the subset of tweets. Figure 7.2 shows the subgraph for users of highly isolated communities. Revealing users’ communities makes it possible to analyze different trends in tweet streams which are forming by different users’ groups.

### 7.3 Analysis of tweets using frequent itemsets

The frequent set and associative rules theory is often used in the intelectual analysis [110, 111, 112, 113, 114, 115, 116, 117]. It can be used in a text data analysis to identify and analyze certain sets of objects, which are often found in large arrays and are characterized by certain features. Let’s consider the algorithms for detecting frequent sets and associative rules on the example of processing microblog messages on Twitter. We can specify a thematic field which is a set of keywords semantically related to domain area under study. Figure 7.3 shows the frequencies of keywords for the thematic field of frequent itemsets analysis. This will make it possible to narrow the semantic analysis of messages to the given thematic framework. Based on the obtained frequent semantic sets, we are going to analyze possible associative rules that reflect the internal semantic connections of thematic concepts in messages. In the time period when tweet dataset was being loaded, the accident with solar panels manufactured by Tesla on Walmart stores roofs took place. It is important to consider the reflection of trends related to this topic in various processes, in particular, the dynamics of the company’s stock prices in the financial market. Using frequent itemsets and association rules, we can find a semantic structure in specified semantic fields of lexemes. Figures 7.4, 7.5 shows semantic frequent itemsets for specified topics related
Figure 7.1: Revealed users’ communities for the subset of tweets

Figure 7.2: Subgraph for users of highly isolated communities
7.4 Predictive analytics using tweet features

Using revealed users’ graph structure, semantic structure and topic related keywords and hashtags, one can receive keyword time series for tweet counts per day. These time series can be considered as features in the predictive models. In some time series, we can see when exactly the accident with solar panels on Walmart roof appeared and how long it was being considered in Twitter. Figure 7.9 shows the time series for different keywords and hashtags in the tweets. Figure 7.10 shows normalized keywords time series. Social networks influence the formation of investment sentiment of potential stock market participants. Let us consider the dynamics of shares of the Tesla company in the time period of the incident with solar panels manufactured by Tesla. It is reflected in the keywords time series on Figure 7.9. One can see that at the time of the Tesla solar panel incident, the tweet activity is increasing over the time series of some keywords. Let us analyze how this incident affects the share price of Tesla. A linear model was created, where time series of keywords and their time-shifted values (lags) were considered as independent regression variables. As a target variable, we considered the time series of the relative change in price during the day (price return). Using LASSO regression, weights were found for the analyzed traits. Figure 7.11 shows the dynamics of the stock price Tesla (TSLA ticker) in the stock market. We created a linear model where keyword time series and their lagged values were considered as covariates. As a target variable, we considered stock price return.
Figure 7.4: Semantic frequent itemsets
Figure 7.5: Semantic frequent itemsets

Figure 7.6: Associative rules, represented by a graph
Figure 7.7: Associative rules represented by a grouped matrix

Figure 7.8: Sentiment and personality analytics characteristics
Figure 7.9: Time series for different keywords and hashtags in the tweets

Figure 7.10: Normalized keyword time series
time series for ticker TSLA. Using LASSO regression, we found weight coefficients for the features under consideration. Figure 7.12 shows the stock price return and predicted values. Figure 7.13 shows the regression coefficients for the chosen features in the predictive model. We also conducted regression using Bayesian inference. Bayesian approach makes it possible to calculate the distributions for model parameters and for the target variable that is important for risk assessments [50, 51, 52]. Bayesian inference also makes it possible to take into account non-Gaussian distribution of target variables that take place in many cases for financial time series. In [11], we considered different approaches of using Bayesian models for time series. Figure 7.14 shows the boxplots for feature coefficients in Bayesian regression model.
Figure 7.13: Regression coefficients for the chosen features in the predictive model

Figure 7.14: Boxplots for feature coefficients in Bayesian regression model
7.5 Q-learning using tweet features

It is interesting to use Q-learning to find an optimal trading strategy. Q-learning is an approach based on the Bellman equation [59, 60, 61]. In [7], we considered different approaches for sales time series analytics using deep Q-learning. Let us consider a simple trading strategy for the stocks with ticker TSLA. In the simplest case of using deep Q-learning, we can apply three actions 'buy', 'sell', 'hold'. For state features, we used keyword time series. As a reward, we used stock price return. The environment for learning agent was modeled using keywords and reward time series. Figure 7.15 shows the price return for the episodes for learning agent iterations. The results show that an intelligent agent can find the an optimal profitable strategy. Of course, this is a very simplified case of analysis, where the effect of overfitting may occur, so this approach requires further study. The main goal is to show that, using reinforced learning and an environment model based on historical financial data and quantitative characteristics of tweets, it is possible to build a model in which an intelligent agent can find an optimal strategy that optimizes the reward function in episodes of interaction of learning agent with the environment. It was shown that time series of keywords features can be used as predictive features for different predictive analytics problems. Using Bayesian regression and tweets quantitative features one can estimate an uncertainty for the target variable that is important for the decision making support.

7.6 Conclusions

Using the graph theory, the users’ communities and influencers can be revealed given tweets characteristics. The analysis of tweets, related to specified area, was carried out using frequent itemsets and association rules. Found frequent itemsets and association rules reveal the semantic structure of tweets related to a specified area. The quantitative characteristics of frequent itemsets and association rules, e.g. value of support, can be used as features in regression models. Bayesian regression make it possible to assess the uncertainty of tweet features and target variable. It is shown that tweet features can also be used in deep Q-learning for forming the optimal strategy of learning agent e.g. in the

Figure 7.15: Price return for the episodes for learning agent iterations
study of optimal trading strategies on the stock market.
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