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Abstract

We study integrable models solvable by the nested algebraic Bethe ansatz and possessing $GL(3)$-invariant $R$-matrix. Assuming that the monodromy matrix of the model can be expanded into series with respect to the inverse spectral parameter, we define zero modes of the monodromy matrix entries as the first nontrivial coefficients of this series. Using these zero modes we establish new relations between form factors of the elements of the monodromy matrix. We prove that all of them can be obtained from the form factor of a diagonal matrix element in special limits of Bethe parameters. As a result we obtain determinant representations for form factors of all the entries of the monodromy matrix.

1 Introduction

The algebraic Bethe ansatz is a powerful method of studying quantum integrable models \cite{1–4}. This method allows one to describe the spectrum of various quantum Hamiltonians in a systematic way. The algebraic Bethe ansatz also was used for the study of the problem of
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correlation functions \cite{5-8}. One possible approach to this problem is based on the calculation of form factors of local operators \cite{9-11} and their further summation over the complete set of the Hamiltonian eigenstates \cite{12-15}.

In this paper we continue the study of form factors in $GL(3)$-invariant models, initiated in our previous works \cite{17-19}. For a wide class of quantum integrable systems, for which the solution of the quantum inverse scattering problem is known \cite{10,16}, the form factors of local operators can be reduced to the ones of the monodromy matrix entries $T_{ij}(z)$. The calculation of the last ones, in their turn, reduces to the study of scalar products of Bethe vectors. If one of these vectors is an eigenvector of the quantum Hamiltonian, then for the models possessing $GL(2)$ symmetry or its $q$-deformation the corresponding scalar products were calculated in \cite{20}. In this way one can obtain determinant representations for form factors \cite{9,10,21}.

For the models with $GL(3)$ symmetry, an analog of the determinant formula obtained in \cite{20} is not known. One should use a so-called sum formula for the scalar product of generic Bethe vectors \cite{22}. In this representation the scalar product is given as a sum over partitions of Bethe parameters. In some specific cases this sum can be computed in terms of a single determinant \cite{17-19,23}. Using this way we succeeded to find determinant representations for form factors of the operators $T_{ij}(z)$ with $|i - j| \leq 1$. However, this straightforward method of calculation failed in the case of the form factors of the operators $T_{ij}(z)$ with $|i - j| = 2$.

In the present paper we develop a new approach to the problem of form factors. It is applicable to quantum integrable models whose monodromy matrix $T(z)$ can be expanded into a series in the inverse spectral parameter $z^{-1}$ \cite{24,25}. We call this approach the zero modes method. In this framework, the form factors of all the operators $T_{ij}(z)$ appear to be related to each other. We show that if a form factor of a diagonal operator $T_{ii}(z)$ is known, then all other form factors can be obtained from this initial one by sending some of the Bethe parameters to infinity. The method can be also applied for models with $GL(N)$ symmetry. Here again, all other form factors can be obtained from an initial one by sending some of the Bethe parameters to infinity. However, contrarily to the $GL(3)$ case, this initial form factor remains to be computed. Yet, some properties can be deduced from the zero modes method.

The article is organized as follows. In section 2 we introduce the model under consideration and describe the notation used in the paper. We also define the form factors of the monodromy matrix entries and describe some mappings between them. In section 3 we introduce zero modes of the operators $T_{ij}$ and derive their action on Bethe vectors. Using these results we find additional relations between the different form factors in section 4. We show that all the form factors can be obtained from a single initial one by taking special limits of the Bethe parameters. In section 5 we derive a determinant representation for the form factor of the monodromy matrix element $T_{13}$. In section 6 we consider a special case when one of the Bethe parameters is infinite. The generalization to models with $GL(N)$ symmetry is developed in section 7. Appendix A contains several summation identities, which are used in section 5 for transformations of determinants. In appendix B we check relations between different form factors via explicit determinant formulas.
2 Notation and definitions

2.1 Generalized GL(3)-invariant model

The models considered below are described by the GL(3)-invariant \( R \)-matrix acting in the tensor product \( V_1 \otimes V_2 \) of two auxiliary spaces \( V_k \sim \mathbb{C}^3 \), \( k = 1, 2 \): 

\[
R(x, y) = \mathbf{I} + g(x, y) \mathbf{P}, \quad g(x, y) = \frac{c}{x - y}.
\]  

(2.1)

In the above definition, \( \mathbf{I} \) is the identity matrix in \( V_1 \otimes V_2 \), \( \mathbf{P} \) is the permutation matrix that exchanges \( V_1 \) and \( V_2 \), and \( c \) is a constant.

The monodromy matrix \( T(w) \) satisfies the algebra 

\[
R_{12}(w_1, w_2)T_1(w_1)T_2(w_2) = T_2(w_2)T_1(w_1)R_{12}(w_1, w_2).
\]  

(2.2)

Equation (2.2) holds in the tensor product \( V_1 \otimes V_2 \otimes H \), where \( H \) is the Hilbert space of the Hamiltonian of the model under consideration. The matrices \( T_k(w) \) act non-trivially in \( V_k \otimes H \).

Being written in components, equation (2.2) takes the form 

\[
[T_{ij}(u), T_{kl}(v)] = g(u, v) \left( T_{kj}(v) T_{il}(u) - T_{kj}(u) T_{il}(v) \right)
\]  

\[
= g(u, v) \left( T_{il}(u) T_{kj}(v) - T_{il}(v) T_{kj}(u) \right), \quad i, j, k, l = 1, 2, 3.
\]  

(2.3)

The trace in the auxiliary space \( V \sim \mathbb{C}^3 \) of the monodromy matrix, \( \text{tr} T(w) \), is called the transfer matrix. It is a generating functional of integrals of motion of the model. The eigenvectors of the transfer matrix are called on-shell Bethe vectors (or simply on-shell vectors). They can be parameterized by sets of complex parameters satisfying Bethe equations (see section 2.3).

Due to the invariance of the \( R \)-matrix under transposition with respect to both spaces, the mapping 

\[
\psi : T_{ij}(u) \mapsto T_{ji}(u)
\]  

(2.4)

defines an antimorphism of the algebra (2.2). One can also prove (see [26]) that the mapping 

\[
\varphi : T_{ij}(u) \mapsto T_{4-j,4-l}(-u),
\]  

(2.5)

defines an isomorphism of the algebra (2.2). The action of the mappings (2.4), (2.5) can be further extended to the action on Bethe vectors and form factors (see sections 2.3, 2.4).

2.2 Notation

We use the same notations and conventions as in the papers [18, 19]. Besides the function \( g(x, y) \) we also introduce a function \( f(x, y) \)

\[
f(x, y) = \frac{x - y + c}{x - y}.
\]  

(2.6)

Two other auxiliary functions will be also used

\[
h(x, y) = \frac{f(x, y)}{g(x, y)} = \frac{x - y + c}{c}, \quad t(x, y) = \frac{g(x, y)}{h(x, y)} = \frac{c^2}{(x - y)(x - y + c)}.
\]  

(2.7)
The following obvious properties of the functions introduced above are useful:
\[
g(x, y) \sim \frac{c}{x}, \quad h(x, y) \sim \frac{x}{c}, \quad f(x, y) \sim 1, \quad t(x, y) \sim \frac{c^2}{x^2}, \quad x \to \infty, \\
g(x, y) \sim -\frac{c}{y}, \quad h(x, y) \sim -\frac{y}{c}, \quad f(x, y) \sim 1, \quad t(x, y) \sim \frac{c^2}{y^2}, \quad y \to \infty.
\] (2.8)

Before giving a description of the Bethe vectors we formulate a convention on the notations. We denote sets of variables by bar: \( \bar{w}, \bar{u}, \bar{v} \) etc. Individual elements of the sets are denoted by subscripts: \( w_j, u_k \) etc. Notation \( \bar{u}_i \), means \( \bar{u} \setminus u_i \) etc. We say that \( \bar{x} = \bar{x}' \), if \( \#\bar{x} = \#\bar{x}' \) and \( x_i = x_i' \) (up to a permutation) for \( i = 1, \ldots, \#\bar{x} \). We say that \( \bar{x} \neq \bar{x}' \) otherwise.

In order to avoid too cumbersome formulas we use shorthand notations for products of operators or functions depending on one or two variables. Namely, if the functions \( g, f, h, t \), as well as the operators \( T_{ij} \) depend on sets of variables, this means that one should take the product over the corresponding set. For example,
\[
T_{ij}(\bar{u}) = \prod_{u_k \in \bar{u}} T_{ij}(u_k); \quad g(z, \bar{w}_i) = \prod_{w_j \in \bar{w}} g(z, w_j); \quad f(\bar{u}, \bar{v}) = \prod_{u_j \in \bar{u}} \prod_{v_k \in \bar{v}} f(u_j, v_k). \tag{2.9}
\]

We emphasize once more that this convention is only valid in the case of functions (or operators), which by definition depend on one or two variables. It does not apply to functions (operators) that depend on sets of variables.

One of the central objects in the study of form factors of \( GL(3) \)-invariant models is the partition function of the six-vertex model with domain wall boundary conditions (DWPF) \([30, 31]\). We denote it by \( K_n(\bar{x}|\bar{y}) \). It depends on two sets of variables \( \bar{x} \) and \( \bar{y} \); the subscript indicates that \( \#\bar{x} = \#\bar{y} = n \). The function \( K_n \) has the following determinant representation \([31]\)
\[
K_n(\bar{x}|\bar{y}) = \Delta_n'(\bar{x})\Delta_n(\bar{y})h(\bar{x}, \bar{y}) \det_n t(x_j, y_k), \tag{2.10}
\]
where \( \Delta_n'(\bar{x}) \) and \( \Delta_n(\bar{y}) \) are
\[
\Delta_n'(\bar{x}) = \prod_{j<k} g(x_j, x_k), \quad \Delta_n(\bar{y}) = \prod_{j>k} g(y_j, y_k). \tag{2.11}
\]

It is easy to see that \( K_n \) is a rational function of \( \bar{x} \) and \( \bar{y} \). If one of its arguments goes to infinity (the other arguments remaining finite), then the DWPF goes to zero.

### 2.3 Bethe vectors

Now we pass to the description of Bethe vectors. A generic Bethe vector is denoted by \( B^{a,b}(\bar{u}; \bar{v}) \). It is parameterized by two sets of complex parameters \( \bar{u} = u_1, \ldots, u_a \) and \( \bar{v} = v_1, \ldots, v_b \) with \( a, b = 0, 1, \ldots \). They are called Bethe parameters. Dual Bethe vectors are denoted by \( C^{a,b}(\bar{u}; \bar{v}) \). They also depend on two sets of complex parameters \( \bar{u} = u_1, \ldots, u_a \) and \( \bar{v} = v_1, \ldots, v_b \). The state with \( \bar{u} = \bar{v} = \emptyset \) is called a pseudovacuum vector \( |0\rangle \). Similarly the dual state with \( \bar{u} = \bar{v} = \emptyset \) is called a dual pseudovacuum vector \( 0\rangle \). These vectors are annihilated by the
operators $T_{ij}(w)$, where $i > j$ for $|0\rangle$ and $i < j$ for $\langle 0|$. At the same time both vectors are eigenvectors for the diagonal entries of the monodromy matrix

$$T_{ii}(w)|0\rangle = \lambda_i(w)|0\rangle, \quad \langle 0|T_{ii}(w) = \lambda_i(w)|0\rangle, \quad i = 1, 2, 3$$

(2.12)

where $\lambda_i(w)$ are some scalar functions. In the framework of the generalized model, $\lambda_i(w)$ remain free functional parameters. Actually, it is always possible to normalize the monodromy matrix $T(w) \to \lambda_2^{-1}(w)T(w)$ so as to deal only with the ratios

$$r_1(w) = \frac{\lambda_1(w)}{\lambda_2(w)}, \quad r_3(w) = \frac{\lambda_3(w)}{\lambda_2(w)}.$$  

(2.13)

Below we assume that $\lambda_2(w) = 1$.

Different representations for Bethe vectors were found in $[27, 29]$. There exist several explicit formulas for the Bethe vectors in terms of polynomials in $T_{ij}(w)$ (with $i < j$) acting on the pseudovacuum $|0\rangle$ (see $[26]$). We give here one of those representations in order to fix normalization:

$$B^{a,b}(\bar{u}; \bar{v}) = \sum \frac{K_k(\bar{v}_i|\bar{u}_i)}{f(\bar{v}, \bar{u})} f(\bar{v}_i, \bar{u}_i) T_{13}(\bar{u}_i) T_{12}(\bar{u}_i) T_{23}(\bar{u}_i)|0\rangle.$$  

(2.14)

Here the sums are taken over partitions of the sets $\bar{u} \Rightarrow \{\bar{u}_i, \bar{u}_a\}$ and $\bar{v} \Rightarrow \{\bar{v}_i, \bar{v}_a\}$ with $0 \leq \#\bar{u}_i = \#\bar{v}_i = k \leq \min(a, b)$. We recall that the notation $T_{13}(\bar{u}_i)$ (and similar ones) means the product of the operators $T_{13}(u)$ with respect to the subset $\bar{u}_i$. Finally, $K_k(\bar{v}_i|\bar{u}_i)$ is the DWPF (2.10). The normalization used in this formula is the most convenient for deriving explicit formulas of the action of the operators $T_{ij}(z)$ on $B^{a,b}(\bar{u}; \bar{v})$ $[26]$.

Dual Bethe vector $C^{a,b}(\bar{u}; \bar{v})$ are related with $B^{a,b}(\bar{u}; \bar{v})$ by the antimorphysm $\psi$:

$$\psi(B^{a,b}(\bar{u}; \bar{v})) = C^{a,b}(\bar{u}; \bar{v}), \quad \psi(C^{a,b}(\bar{u}; \bar{v})) = B^{a,b}(\bar{u}; \bar{v}).$$  

(2.15)

Here we assume that $\psi(|0\rangle) = \langle 0|$. Then applying (2.14) to (2.14) we obtain

$$C^{a,b}(\bar{u}; \bar{v}) = \sum \frac{K_k(\bar{v}_i|\bar{u}_i)}{f(\bar{v}, \bar{u})} f(\bar{v}_i, \bar{u}_i) f(\bar{u}, \bar{u}_a) (0)|T_{32}(\bar{v}_a) T_{21}(\bar{u}_a) T_{31}(\bar{u}_i)\rangle.$$  

(2.16)

If the parameters $\bar{u}$ and $\bar{v}$ of a Bethe vector satisfy a special system of equations (Bethe equations), then it becomes an eigenvector of the transfer matrix (on-shell Bethe vector). The system of Bethe equations can be written in the following form:

$$r_1(u_i) = \frac{f(u_j, \bar{u}_i)}{f(\bar{u}_i, u_i)} f(\bar{v}, u_i), \quad i = 1, \ldots, a,$$

$$r_3(v_j) = \frac{f(\bar{v}_j, v_j)}{f(v_j, \bar{v}_i)} f(v_j, \bar{u}_i), \quad j = 1, \ldots, b.$$  

(2.17)

$^2$For simplicity we denote mappings (2.14), (2.15), and (2.22) acting on the operators, vectors and form factors by the same letter $\psi$. The same is applied to the mappings (2.15), (2.23), and (2.24).

$^3$For simplicity here and below we do not distinguish between vectors and dual vectors.
2.4 Form factors of the monodromy matrix entries

Form factors of the monodromy matrix entries are defined as

\[ F_{a,b}^{(i,j)}(z) \equiv F_{a,b}^{(i,j)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B) = C^{a' b'}(\bar{u}^C; \bar{v}^C)T_{ij}(z)B_{a,b}(\bar{u}^B, \bar{v}^B), \tag{2.20} \]

where both \( C^{a' b'}(\bar{u}^C; \bar{v}^C) \) and \( B_{a,b}(\bar{u}^B, \bar{v}^B) \) are on-shell Bethe vectors, and

\[
\begin{align*}
    a' &= a + \delta_{i1} - \delta_{j1}, \\
    b' &= b + \delta_{j3} - \delta_{i3}. \tag{2.21}
\end{align*}
\]

The parameter \( z \) is an arbitrary complex number. We call it the external parameter.

Remark. In concrete quantum models the functions \( r_1(w) \) and \( r_3(w) \) are fixed. Then the system of Bethe equations (2.17) determines the admissible values of the parameters \( \bar{u} \) and \( \bar{v} \). Eventually these values characterize the spectrum of the Hamiltonian of the quantum model under consideration. However, in the generalized model, where \( r_1(w) \) and \( r_3(w) \) are free functional parameters, the situation is opposite. The system (2.17) only fixes the values of the functions \( r_1(w) \) and \( r_3(w) \) in several points, while the parameters \( \bar{u} \) and \( \bar{v} \) remain arbitrary complex numbers [31].

Recall that \( \bar{u}_i = \bar{u} \setminus u_i \) and \( \bar{v}_j = \bar{v} \setminus v_j \).

If \( \bar{u} \) and \( \bar{v} \) satisfy the system (2.17), then

\[
\text{tr} T(w)B_{a,b}(\bar{u}; \bar{v}) = \tau(w|\bar{u}, \bar{v})B_{a,b}(\bar{u}; \bar{v}), \quad C^{a,b}(\bar{u}; \bar{v}) \text{tr} T(w) = \tau(w|\bar{u}, \bar{v})C^{a,b}(\bar{u}; \bar{v}), \tag{2.18}
\]

where

\[
\tau(w) \equiv \tau(w|\bar{u}, \bar{v}) = r_1(w)f(\bar{u}, w) + f(w, \bar{u})f(\bar{v}, w) + r_3(w)f(w, \bar{v}). \tag{2.19}
\]

Remark. In concrete quantum models the functions \( r_1(w) \) and \( r_3(w) \) are fixed. Then the system of Bethe equations (2.17) determines the admissible values of the parameters \( \bar{u} \) and \( \bar{v} \). Eventually these values characterize the spectrum of the Hamiltonian of the quantum model under consideration. However, in the generalized model, where \( r_1(w) \) and \( r_3(w) \) are free functional parameters, the situation is opposite. The system (2.17) only fixes the values of the functions \( r_1(w) \) and \( r_3(w) \) in several points, while the parameters \( \bar{u} \) and \( \bar{v} \) remain arbitrary complex numbers [31].

One more relationship between different form factors appears due to the isomorphism (2.5), that implies the following transform of Bethe vectors:

\[
\varphi(B_{a,b}(\bar{u}; \bar{v})) = B^{b,a}(-\bar{v}; -\bar{u}), \quad \varphi(C^{a,b}(\bar{u}; \bar{v})) = C^{b,a}(-\bar{v}; -\bar{u}). \tag{2.23}
\]

Since the mapping \( \varphi \) connects the operators \( T_{11} \) and \( T_{33} \), it also leads to the replacement of functions \( r_1 \leftrightarrow r_3 \). Therefore, if \( B_{a,b}(\bar{u}; \bar{v}) \) and \( C^{a,b}(\bar{u}; \bar{v}) \) are constructed in the representation \( \mathcal{V}(r_1(u), r_3(u)) \), when their images are in the representation \( \mathcal{V}(r_3(-u), r_1(-u)) \). Hence, we obtain one more relation for form factors

\[
\varphi(F_{a,b}^{(i,j)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B)) = F_{b,a}^{(4-i,4-i)}(-z| -\bar{v}^C, -\bar{u}^C; -\bar{v}^B, -\bar{u}^B)|_{r_1 \leftrightarrow r_3}. \tag{2.24}
\]

Thus, it is enough to calculate only four form factors, say, \( F^{(1,1)}(z) \), \( F^{(1,2)}(z) \), \( F^{(1,3)}(z) \) and \( F^{(2,2)}(z) \). All others can be obtained from these four by the mappings \( \psi \) and \( \varphi \).
3 Zero modes

Assume that monodromy matrix $T(u)$ can be expanded into a series over $u^{-1}$ of the form:

$$T_{ij}(u) = \delta_{ij} + \sum_{n=0}^{\infty} T_{ij}[n] \left( \frac{1}{u} \right)^{n+1}. \quad (3.1)$$

This may happen if monodromy matrix of the model is obtained as specialization to some highest weight representation of the Yangian $Y(gl_3)$ with highest weight vector $|0\rangle$.\[24, 25\]

Note that the expansion (3.1) yields similar expansions for the functions $r_1(u)$ and $r_3(u)$

$$r_k(u) = 1 + \sum_{n=0}^{\infty} r_k[n] \left( \frac{1}{u} \right)^{n+1}. \quad (3.2)$$

Assumption (3.1) implies that the Bethe vectors remain on-shell if one of their parameters tends to infinity. This is because the structure of the Bethe equations (2.17) is preserved when $r_k(u) \to 1$ at $u \to \infty$.

The operators $T_{ij}[0]$ are called the zero modes. They generate the $GL(3)$ algebra that is a symmetry of the model and play a very important role in our further considerations. Sending in (2.3) one of the arguments to infinity we obtain

$$[T_{ij}[0], T_{kl}(u)] = \delta_{il} T_{kj}(u) - \delta_{kj} T_{il}(u). \quad (3.3)$$

3.1 Action of the zero modes onto Bethe vectors

The explicit formulas for the action the operators $T_{ij}(z)$ onto Bethe vectors were derived in [26]. Taking the limit $z \to \infty$ in those expressions we obtain the action of zero modes $T_{ij}[0]$. The action of $T_{ij}[0]$ with $i < j$ is given by

$$T_{13}[0]B^{a_b}(\bar{u}; \bar{v}) = \lim_{w \to \infty} w B^{a+1,b+1}(\{\bar{u}, w\}; \{\bar{v}, w\}), \quad (3.4)$$
$$T_{12}[0]B^{a_b}(\bar{u}; \bar{v}) = \lim_{w \to \infty} w B^{a+1,b}(\{\bar{u}, w\}; \{\bar{v}, w\}), \quad (3.5)$$
$$T_{23}[0]B^{a_b}(\bar{u}; \bar{v}) = \lim_{w \to \infty} w B^{a,b+1}(\{\bar{u}, w\}; \{\bar{v}, w\}). \quad (3.6)$$

Observe that due to the normalization used in the expression (2.14), the Bethe vector goes to zero if one of its arguments goes to infinity. Multiplication by $w$ like in (3.4)–(3.6) makes the result finite. The parameters $\bar{u}$ and $\bar{v}$ in (3.4)–(3.6) are a priori generic complex numbers, but they may satisfy the Bethe equations in specific cases. Then in the r.h.s. of (3.5) and (3.6) we obtain on-shell Bethe vectors, because the infinite root $w$ together with the sets $\bar{u}$ and $\bar{v}$ satisfy Bethe equations due to the condition (3.2).

The action of the diagonal zero modes takes the following form:

$$T_{11}[0]B^{a_b}(\bar{u}; \bar{v}) = (r_1[0] - a)B^{a_b}(\bar{u}; \bar{v}), \quad (3.7)$$
$$T_{22}[0]B^{a_b}(\bar{u}; \bar{v}) = (a - b)B^{a,b}(\bar{u}; \bar{v}), \quad (3.8)$$
$$T_{33}[0]B^{a_b}(\bar{u}; \bar{v}) = (r_3[0] + b)B^{a,b}(\bar{u}; \bar{v}). \quad (3.9)$$
Thus, a generic Bethe vector $\mathbb{B}^{a,b}(\bar{u}; \bar{v})$ is an eigenvector of the diagonal zero modes $T_{ii}[0]$.

Finally, the action of the zero modes $T_{ij}[0]$ with $i > j$ is a bit more complex. We first present this action in the case when the parameters $\bar{u}$ and $\bar{v}$ are finite. Then

$$T_{21}[0] \mathbb{B}^{a,b}(\bar{u}; \bar{v}) = \frac{1}{\Gamma(\bar{v}, \bar{u})} \sum_{i=1}^{a} \left\{ \frac{r_{1}(u_{i})}{f(\bar{v}, u_{i})} - f(u_{i}, \bar{u}) \right\} \mathbb{B}^{a-1,b}(\bar{u}_{i}; \bar{v}),$$

(3.10)

$$T_{32}[0] \mathbb{B}^{a,b}(\bar{u}; \bar{v}) = \frac{1}{\Gamma(\bar{v}, \bar{u})} \sum_{i=1}^{b} \left\{ \frac{r_{3}(v_{i})}{f(v_{i}, \bar{u})} - f(v_{i}, \bar{v}) \right\} \mathbb{B}^{a,b-1}(\bar{u}; \bar{v}_{i}).$$

(3.11)

We do not give here the action of $T_{31}[0]$ because it is more cumbersome and we do not use it below. Observe that if $\mathbb{B}^{a,b}(\bar{u}; \bar{v})$ is an on-shell vector, then the r.h.s. of (3.10), (3.11) vanish due to the Bethe equations (2.17). Thus, the on-shell vectors depending on finite Bethe roots are singular weight vectors of the zero modes $T_{ij}[0]$ with $i > j$ (see also [32] for $GL(N)$ case). The case when one of the Bethe roots is infinite will be considered in section 6.

The action of the zero modes on the dual vectors $\mathcal{C}^{a,b}(\bar{u}; \bar{v})$ can be obtained by the antimorphism $\psi$ (2.15). In particular,

$$\mathcal{C}^{a,b}(\bar{u}; \bar{v}) T_{21}[0] = \lim_{w \to \infty} \frac{w}{c} \mathcal{C}^{a+1,b}(\bar{u}, w; \bar{v}),$$

(3.12)

$$\mathcal{C}^{a,b}(\bar{u}; \bar{v}) T_{32}[0] = \lim_{w \to \infty} \frac{w}{c} \mathcal{C}^{a,b+1}(\bar{v}, w),$$

(3.13)

and

$$\mathcal{C}^{a,b}(\bar{u}; \bar{v}) T_{12}[0] = 0, \quad \mathcal{C}^{a,b}(\bar{u}; \bar{v}) T_{23}[0] = 0,$$

(3.14)

if $\mathcal{C}^{a,b}(\bar{u}; \bar{v})$ is an on-shell Bethe vector depending on finite parameters.

4 Relations between different form factors

Setting in (3.3) $i = l = 2$, $j = 3$, and $k = 1$ we obtain

$$[T_{23}[0], T_{12}(z)] = T_{13}(z).$$

(4.1)

Let $\mathcal{C}^{a+1,b+1}(\bar{u}^C; \bar{v}^C)$ and $\mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B)$ be two on-shell vectors with all Bethe parameters finite. Then (4.1) yields

$$\mathcal{C}^{a+1,b+1}(\bar{u}^C; \bar{v}^C) T_{13}(z) \mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B) = \mathcal{C}^{a+1,b+1}(\bar{u}^C; \bar{v}^C) T_{23}[0] T_{12}(z) \mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B) - \mathcal{C}^{a+1,b+1}(\bar{u}^C; \bar{v}^C) T_{12}(z) T_{23}[0] \mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B).$$

(4.2)

The first term in the r.h.s. vanishes as $T_{23}[0]$ acts on the dual on-shell Bethe vector. The action of $T_{23}[0]$ on the on-shell vector $\mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B)$ is given by (3.6), hence,

$$\mathcal{C}^{a+1,b+1}(\bar{u}^C; \bar{v}^C) T_{13}(z) \mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B) = -\mathcal{C}^{a+1,b+1}(\bar{u}^C; \bar{v}^C) T_{12}(z) \lim_{w \to \infty} \frac{w}{c} \mathbb{B}^{a,b+1}(\bar{v}^B, w).$$

(4.3)

Due to commutation relation (3.3), singularity of the on-shell Bethe vectors with respect to the zero mode $T_{31}[0]$ follows from (3.10), (3.11) and the commutation relation $T_{31}[0] = [T_{21}[0], T_{32}[0]]$. 
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Since the original vector $\mathbb{B}^{a,b}(\vec{u}^B, \vec{v}^B)$ was on-shell, the new vector $\mathbb{B}^{a,b+1}(\vec{u}^B, \{\vec{v}^B, w\})$ with $w \to \infty$ also is on-shell. Thus, in the r.h.s. of (3.3) we have the form factor of $T_{12}(z)$, and we arrive at

$$F_{a,b}^{(1,3)}(z|\vec{u}^C, \vec{v}^C; \vec{u}^B, \vec{v}^B) = -\lim_{w \to \infty} \frac{w}{c} F_{a,b+1}^{(1,2)}(z|\vec{u}^C, \vec{v}^C; \vec{u}^B, \{\vec{v}^B, w\}).$$

Similarly one can obtain relations between other form factors. In particular, setting in (3.3) $i = 1, j = 2$, and $k = l = \epsilon$ ($\epsilon = 1, 2$) we obtain

$$F_{a,b}^{(1,2)}(z|\vec{u}^C, \vec{v}^C; \vec{u}^B, \vec{v}^B) = (-1)^\epsilon \lim_{w \to \infty} \frac{w}{c} F_{a+1,b}^{(\epsilon, \epsilon)}(z|\vec{u}^C, \vec{v}^C; \{\vec{u}^B, w\}, \vec{v}^B), \quad \epsilon = 1, 2.\tag{4.5}$$

Finally, setting in (3.3) $i = l = 2, j = k = 1$, we find

$$F_{a,b}^{(1,1)}(z|\vec{u}^C, \vec{v}^C; \vec{u}^B, \vec{v}^B) - F_{a,b}^{(2,2)}(z|\vec{u}^C, \vec{v}^C; \vec{u}^B, \vec{v}^B) = \lim_{w \to \infty} \frac{w}{c} F_{a,b}^{(1,2)}(z|\vec{u}^C, \vec{v}^C; \vec{u}^B, \vec{v}^B) = \lim_{w \to \infty} \frac{w}{c} F_{a,b}^{(1,2)}(z|\vec{u}^C, \vec{v}^C; \vec{u}^B, \vec{v}^B).\tag{4.6}$$

Thus, we arrive at the following

**Proposition 4.1.** All form factors in the $GL(3)$-invariant generalized model can be obtained from only one form factor by sending one of Bethe parameters to infinity.

Indeed, we can begin, for instance, with the form factor $F_{a,b}^{(2,2)}(z)$. Using (4.3) we obtain $F_{a,b}^{(1,2)}(z)$. Then applying (4.3) and (4.4) we respectively find the form factors $F_{a,b}^{(1,1)}(z)$ and $F_{a,b}^{(1,3)}(z)$. All other form factors can be obtained via the mappings $\psi(2.22)$ and $\phi(2.24)$, but it is clear that one can also find these form factors starting from $F_{a,b}^{(2,2)}(z)$ and taking special limits of the Bethe parameters. In its turn, the calculation of the initial form factor $F_{a,b}^{(2,2)}(z)$ reduces to the calculation of the scalar product of twisted on-shell and usual on-shell Bethe vectors [17, 18].

*Remark.* The commutation relations (3.3) also hold in the $GL(N)$-invariant generalized model with $N > 3$. Therefore one can derive the relations of the type (4.4)–(4.6) for this model and prove that all form factors of the monodromy matrix entries $T_{ij}(z)$ follow from an initial form factor of a diagonal element. We briefly describe the $GL(N)$ case in section 7.

Explicit determinant formulas for form factors $F_{a,b}^{(2,2)}(z)$, $F_{a,b}^{(1,1)}(z)$, and $F_{a,b}^{(1,3)}(z)$ in $GL(3)$-invariant generalized model were obtained in [17, 19]. Those formulas were derived by a straightforward method based on a representation for the scalar product of Bethe vectors [22]. Using explicit determinant representations for the form factors listed above one can convince himself that equations (4.4)–(4.6) indeed are valid.

It should be noted that the possibility of considering the limit of an infinite Bethe parameter is based on the use of the generalized model. On the one hand, in this model, the Bethe parameters are arbitrary complex numbers. Hence, one of them can be sent to infinity. On the other hand, the existence of an infinite root in the Bethe equations agrees with the expansion (3.2). At the same time, the condition (3.2) is not a restriction of the free functional parameters $r_1$ and $r_3$, since it is not used in calculating the form factor limits. This explains the fact that the determinant representation for the form factors $F_{a,b}^{(i,j)}(z)$ with $|i - j| \leq 1$ satisfy conditions (4.4)–(4.6), despite these representations were obtained without any additional assumptions on the behavior of the functions $r_1$ and $r_3$ at infinity.
As we have mentioned already, the straightforward method of calculation failed in the case of the form factor $F_{a,b}^{(i,j)}(z)$ with $|i - j| = 2$, and thus, determinant representations for these form factors were not known up to now. Equation (4.4) allows one to solve this problem in a simple way for $F_{a,b}^{(1,3)}(z)$. Knowing a representation for the form factor $F_{a,b}^{(1,3)}(z)$ we can easily obtain one for $F_{a,b}^{(3,1)}(z)$ via the mapping (4.5). We will detail this question in section 6.2.

Note that Proposition 4.1 allows us to find explicitly the dependence on the external parameter $z$ for all form factors.

**Proposition 4.2.** Given sets $\bar{u}^C$, $\bar{u}^B$, $\bar{v}^C$, and $\bar{v}^B$ assume that $\bar{u}^C \neq \bar{u}^B$ or $\bar{v}^C \neq \bar{v}^B$. Then for all form factors $F_{a,b}^{(\epsilon,\epsilon')}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B)$, $\epsilon, \epsilon' = 1, 2, 3$, the dependence on the external parameter $z$ is given by

\[
F_{a,b}^{(\epsilon,\epsilon')}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B) = (\tau(z|\bar{u}^C, \bar{v}^C) - \tau(z|\bar{u}^B, \bar{v}^B)) \cdot \delta_{a,b}^{(\epsilon,\epsilon')}(\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B),
\]

where $\tau(z|\bar{u}, \bar{v})$ is the transfer matrix eigenvalue (2.19) and $\delta_{a,b}^{(\epsilon,\epsilon')}(\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B)$ does not depend on $z$. We call $\delta_{a,b}^{(\epsilon,\epsilon')}(\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B)$ a universal form factor, because it is determined by the $R$-matrix only, and does not depend on the functions $r_k$ which specify a quantum model.

Remark. Strictly speaking the universal form factor does not depend on a concrete model, if $\bar{u}^C \cap \bar{u}^B = \emptyset$ and $\bar{v}^C \cap \bar{v}^B = \emptyset$. Otherwise it depends on the derivatives of the functions $r_k$. We consider this case in section 6.2.

**Proof.** It was proved in [18] that equation (4.7) holds at least for the form factors of the diagonal entries $T_{\bar{u}}(z)$. In particular,

\[
F_{a,b}^{(2,2)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B) = (\tau(z|\bar{u}^C, \bar{v}^C) - \tau(z|\bar{u}^B, \bar{v}^B)) \cdot \delta_{a,b}^{(2,2)}(\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B),
\]

where $\delta_{a,b}^{(2,2)}(\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B)$ does not depend on $z$. We know that all other form factors are special limits of $F_{a,b}^{(2,2)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B)$, where one of the Bethe parameters goes to infinity. Looking at the explicit expression (2.19) for the eigenvalue $\tau(z|\bar{u}, \bar{v})$ we see that

\[
\lim_{u_a \to \infty} \tau(z|\bar{u}, \bar{v}) = \tau(z|\bar{u}_a, \bar{v}), \quad \lim_{v_b \to \infty} \tau(z|\bar{u}, \bar{v}) = \tau(z|\bar{u}, \bar{v}_b).
\]

Thus, if one of the Bethe parameters goes to infinity, then the transfer matrix eigenvalue $\tau(z|\bar{u}, \bar{v})$ turns into the eigenvalue depending on the remaining Bethe parameters. Hence, the structure (4.8) is preserved in all the limiting cases.

Note that equation (4.7) also can be proved by means of explicit determinant representations for form factors.

5 Form factor of $T_{13}$

In this section we obtain a determinant representation for the form factor of the operator $T_{13}(z)$. Recall that in the form factor $F_{a,b}^{(1,3)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B)$ the cardinalities of the Bethe parameters are

\[
\#\bar{u}^B = a, \quad \#\bar{u}^C = a + 1, \quad \#\bar{v}^B = b, \quad \#\bar{v}^C = b + 1.
\]
To describe the determinant formula we introduce a set $\bar{x}' = \{x'_1, \ldots, x'_{a+b+1}\}$ as a union of the sets $\bar{u}^B$ and $\bar{v}^C$: $\bar{x}' = \{\bar{u}^B, \bar{v}^C\}$. Let

$$
\mathcal{H}_{a,b}^{(1,3)} = \frac{h(\bar{x}', \bar{u}^B)h(\bar{v}^C, \bar{x}')}{h(\bar{v}^C, \bar{u}^B)} \Delta_{a+1}'(\bar{u}^C) \Delta_{b+1}'(\bar{v}^B) \Delta_{a+b+1}(\bar{x}'),
$$

(5.2)

where $h$ is defined in (2.7) and $\Delta'$, $\Delta$ are given by (2.11). The subscripts $a+1$ and $b$ of this function are equal to the cardinalities of the sets $\bar{u}^C$ and $\bar{v}^B$ respectively.

**Proposition 5.1.** The form factor $\mathcal{F}_{a,b}^{(1,3)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B)$ admits the following determinant representation:

$$
\mathcal{F}_{a,b}^{(1,3)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B) = \left(\tau(z|\bar{u}^C, \bar{v}^C) - \tau(z|\bar{u}^B, \bar{v}^B)\right) \mathcal{H}_{a,b}^{(1,3)} \det_{a+b+1} \left(\mathcal{N}_{jk}^{(1,3)}\right),
$$

(5.3)

where the eigenvalue of the transfer matrix $\tau(z|\bar{u}, \bar{v})$ is given by (2.10). The entries of the matrix $\mathcal{N}^{(1,3)}$ have the following form:

$$
\mathcal{N}_{jk}^{(1,3)} = t(u_j^C, x_k') (-1)^{a+1} r_1(x_k') h(\bar{u}^C, x_k') + t(x_k', u_j^C) \frac{h(x_k', \bar{u}^B)}{h(\bar{v}^C, x_k')},
$$

(5.4)

and

$$
\mathcal{N}_{a+1+j, k}^{(1,3)} = t(x_k', v_j^B) (-1)^{b+1} r_3(x_k') h(\bar{v}^B, x_k') + t(v_j^B, x_k') \frac{h(\bar{v}^B, x_k')}{h(\bar{v}^C, x_k')},
$$

(5.5)

**Proof.** Due to equation (4.4) the form factor $\mathcal{F}_{a,b}^{(1,2)}(z)$ is equal to the limit of the form factor $\mathcal{F}_{a,b+1}^{(1,2)}(z)$ where one of the Bethe parameters goes to infinity. Hence, in order to prove representation (5.3) it is enough to take this limit in the determinant formula for $\mathcal{F}_{a,b+1}^{(1,2)}(z)$, obtained in [19], that we recall below.

We introduce a set of variables $\bar{x} = \{x_1, \ldots, x_{a+b+2}\}$ as the union of the sets

$$
\bar{x} = \{\bar{u}^B, \bar{v}^C, z\} = \{u_1^B, \ldots, u_a^B, v_1^C, \ldots, v_{b+1}^C, z\}.
$$

(5.6)

Then

$$
\mathcal{F}_{a,b+1}^{(1,2)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \{\bar{v}^B, w\}) = \mathcal{H}_{a,b+1}^{(1,2)} \det_{a+b+2} \left(\mathcal{N}_{jk}^{(1,2)}\right).
$$

(5.7)

Here the coefficient $\mathcal{H}_{a,b+1}^{(1,2)}$ has the form

$$
\mathcal{H}_{a,b+1}^{(1,2)} = \frac{h(\bar{x}, \bar{u}^B)h(\bar{v}^C, \bar{x})}{h(\bar{v}^C, \bar{u}^B)} \Delta_{a+1}'(\bar{u}^C) \Delta_{b+1}'(\{\bar{v}^B, w\}) \Delta_{a+b+2}(\bar{x}).
$$

(5.8)

The subscripts $a+1$ and $b+1$ denote the cardinalities of the sets $\bar{u}^C$ and $\{\bar{v}^B, w\}$ respectively. The matrix $\mathcal{N}_{jk}^{(1,2)}$ consists of three blocks. For $k = 1, \ldots, a+b+1$ one has

$$
\mathcal{N}_{jk}^{(1,2)} = t(u_j^C, x_k) (-1)^a r_1(x_k) h(\bar{u}^C, x_k') + t(x_k, u_j^C) \frac{h(x_k', \bar{u}^B)}{h(\bar{v}^C, x_k')},
$$

(5.9)
\[ N^{(1,2)}_{j+a+1,k} = t(x_k, v^j) \frac{(-1)^{j}r_3(x_k)h(x_k, \bar{w})h(x_k, w)}{f(x_k, \bar{w})h(\bar{v}^C, x_k)} + t(v^j, x_k) \frac{h(\bar{v}^B, x_k)h(w, x_k)}{h(\bar{v}^C, x_k)}, \quad j = 1, \ldots, b, \] (5.10)

and

\[ N^{(1,2)}_{a+b+2,k} = g(x_k, w) \frac{(-1)^{j}r_3(x_k)h(x_k, \bar{w})}{f(x_k, \bar{w})h(\bar{v}^C, x_k)} + g(w, x_k) \frac{h(\bar{v}^B, x_k)}{h(\bar{v}^C, x_k)}. \] (5.11)

It is convenient to introduce

\[ \hat{\mathcal{H}}^{(1,2)}_{a,b+1} = (\frac{w}{x})^b \hat{\mathcal{H}}^{(1,2)}_{a,b+1}, \] (5.12)

and for all \( k = 1, \ldots, a + b + 2, \)

\[ \hat{N}^{(1,2)}_{j,k} = N^{(1,2)}_{j,k} \quad j = 1, \ldots, a + 1, \]
\[ \hat{N}^{(1,2)}_{a+1+j,k} = \frac{w}{x} N^{(1,2)}_{a+1+j,k} \quad j = 1, \ldots, b, \]
\[ \hat{N}^{(1,2)}_{a+b+2,k} = \frac{w}{x} N^{(1,2)}_{a+b+2,k}. \] (5.13)

Then due to \[14\] we have

\[ \mathcal{F}^{(1,3)}_{a,b}(z|u^C, \bar{v}^C; u^B, \bar{v}^B) = - \lim_{w \to \infty} \hat{\mathcal{H}}^{(1,2)}_{a,b+1} \det (N^{(1,2)}_{j,k}). \] (5.14)

Consider the limit \( w \to \infty \) of the prefactor \( \hat{\mathcal{H}}^{(1,2)}_{a,b+1} \). Here only the function \( \Delta_{b+1}'(\{\bar{w}, w\}) \) depends on \( w \). Using \[2.8\], \[2.11\] we obtain

\[ \lim_{w \to \infty} \hat{\mathcal{H}}^{(1,2)}_{a,b+1} = (-1)^{j} \frac{h(\bar{x}, \bar{u}^B)h(\bar{v}^C, \bar{x})}{h(\bar{v}^C, \bar{u}^B)} \Delta_{a+1}'(\bar{u}^C) \Delta_b'(\bar{v}^B) \Delta_{a+b+2}(\bar{x}). \] (5.15)

Let us extract explicitly in \[5.15\] the dependence on the external parameter \( z \). Recall that \( \bar{x} = \{\bar{x}', z\} \), where \( \bar{x}' = \{\bar{u}^B, \bar{v}^C\} \). Then obviously

\[ h(\bar{x}, \bar{u}^B)h(\bar{v}^C, \bar{x}) = h(z, \bar{u}^B)h(\bar{v}^C, z) \cdot h(\bar{x}', \bar{u}^B)h(\bar{v}^C, \bar{x}'), \]
\[ \Delta_{a+b+2}(\bar{x}) = g(z, \bar{u}^B)g(z, \bar{v}^C) \cdot \Delta_{a+b+1}(\bar{x}'), \] (5.16)

and using \[2.7\], \[5.2\] we find

\[ \lim_{w \to \infty} \hat{\mathcal{H}}^{(1,2)}_{a,b+1} = f(z, \bar{u}^B)f(\bar{v}^C, z) \mathcal{H}^{(1,3)}_{a,b}. \] (5.17)

Let us pass now to the limit of the matrix \( \hat{N}^{(1,2)} \). The entries \( \hat{N}^{(1,2)}_{j,k} \) with \( j \leq a + 1 \) do not depend on \( w \), therefore they do not change in the limit \( w \to \infty \). Comparing these matrix elements with \( \hat{N}^{(1,3)}_{j,k} \) \[5.3\] we see that \( \hat{N}^{(1,2)}_{j,k} = N^{(1,3)}_{j,k} \) for \( j \leq a + 1 \) and \( k = 1, \ldots, a + b + 1 \). In the last column we have

\[ \lim_{w \to \infty} \hat{N}^{(1,2)}_{j,a+b+2} = N^{(1,3)}_{j,k} \bigg|_{x'_{a+b} = z}, \quad j = 1, \ldots, a + 1. \] (5.18)
Consider now the limit of the entries \( \tilde{N}^{(1,2)}_{a+1+j,k} \) for \( j < b + 1 \). Using (2.8) one can easily see that

\[
\lim_{w \to \infty} \tilde{N}^{(1,2)}_{a+1+j,k} = \mathcal{N}^{(1,3)}_{a+1+j,k}, \quad j = 1, \ldots, b, \quad k = 1, \ldots, a + b + 1,
\]

where \( \mathcal{N}^{(1,3)}_{a+1+j,k} \) is given by (5.3). Finally, in the last row of the matrix \( \tilde{N}^{(1,2)}_{j,k} \) we obtain

\[
\lim_{w \to \infty} \tilde{N}^{(1,2)}_{a+b+2,k} = \Phi_{a,b}(x_k), \quad k = 1, \ldots, a + b + 2,
\]

where

\[
\Phi_{a,b}(x_k) = (-1)^{b-1} \frac{r_3(x_k) h(x_k, \tilde{u}^B)}{f(x_k, \tilde{u}^B) h(\tilde{v}^C, x_k)} + \frac{h(\tilde{v}^B, x_k)}{h(\tilde{v}^C, x_k)}.
\]

Thus, we see that the limit \( w \to \infty \) of the entries \( \tilde{N}^{(1,2)}_{j,k} \) with \( j, k \neq a + b + 2 \) coincides with the entries of the matrix \( \mathcal{N}^{(1,3)}_{j,k} \). We arrive at the following intermediate result:

\[
- \lim_{w \to \infty} \frac{1}{w} \mathcal{F}^{(1,2)}_{a,b+1}(z|\tilde{u}^C, \tilde{v}^C; \tilde{u}^B, \tilde{v}^B) = f(z, \tilde{u}^B)f(\tilde{v}^C, z) \mathcal{H}^{(1,3)}_{a,b} \det \left( \mathcal{M}_{j,k} \right),
\]

where

\[
\mathcal{M}_{j,k} = \mathcal{N}^{(1,3)}_{j,k}, \quad j, k = 1, \ldots, a + b + 1,
\]

\[
\mathcal{M}_{j,a+b+2} = \mathcal{N}^{(1,3)}_{j,k} \bigg|_{x_k' = z}, \quad j = 1, \ldots, a + b + 1,
\]

\[
\mathcal{M}_{a+b+2,k} = \Phi_{a,b}(x_k), \quad k = 1, \ldots, a + b + 2.
\]

In order to get rid of the last \((a + b + 2)\)-th row we add to it a linear combination of other rows. Let

\[
\Omega_j = \frac{g(u_j^C, \tilde{u}_j^C)}{g(u_j^C, \tilde{u}^B)}, \quad j = 1, \ldots, a + 1,
\]

\[
\Omega_{a+1+j} = -\frac{g(v_j^B, \tilde{v}_j^B)}{g(v_j^B, \tilde{v}^C)}, \quad j = 1, \ldots, b.
\]

Then (see appendix A)

\[
\Phi_{a,b}(x_k) + \sum_{j=1}^{a+b+1} \Omega_j \mathcal{N}^{(1,3)}_{j,k} = \frac{\tau(x_k|\tilde{u}^B, \tilde{v}^B) - \tau(x_k|\tilde{u}^C, \tilde{v}^C)}{f(x_k, \tilde{u}^B)f(\tilde{v}^C, x_k)}.
\]

If \( x_k \in \tilde{u}^B \) or \( x_k \in \tilde{v}^C \), then due to Bethe equations the eigenvalues \( \tau(x_k|\tilde{u}^B, \tilde{v}^B) \) and \( \tau(x_k|\tilde{u}^C, \tilde{v}^C) \) are not singular. In this case the corresponding matrix element vanishes due to the factor \( f^{-1}(x_k, \tilde{u}^B)f^{-1}(\tilde{v}^C, x_k) \). The only non-vanishing element in the modified last row is the one where \( x_k = z \). Therefore, the determinant reduces to the product of this matrix element and its cofactor, and we arrive at (5.3).
6 Form factors with infinite Bethe roots

In this section we consider a special case when one of the Bethe roots is infinite. As we have seen already, in this case one should consider renormalized Bethe vectors, for instance,

\[ \lim_{w \to \infty} w \mathcal{B}^{a,b}(\{\bar{u}, w\}; \bar{v}), \lim_{w \to \infty} w \mathcal{C}^{a,b}(\bar{v}, w), \text{ etc.} \]  

(6.1)

6.1 Action of zero modes

On-shell Bethe vectors with infinite parameters are not necessarily singular weight vectors for the zero modes \( T_{ij}[0] \) with \( i > j \). Consider, for example, the action of \( T_{21}[0] \) on the vector \( w \mathcal{B}^{a,b}(\{\bar{u}, w\}; \bar{v}) \) at \( w \to \infty \) and \( \bar{u}, \bar{v} \) finite. Due to (3.5) we have

\[ T_{21}[0] \lim_{w \to \infty} w \mathcal{B}^{a,b}(\{\bar{u}, w\}; \bar{v}) = c T_{21}[0] T_{12}[0] \mathcal{B}^{a-1,b}(\bar{u}; \bar{v}), \]  

(6.2)

where \( \mathcal{B}^{a-1,b}(\bar{u}; \bar{v}) \) is an on-shell vector depending on finite parameters. Setting \( i = l = 2 \), \( j = k = 1 \) in (3.3) and taking the limit \( u \to \infty \) we obtain

\[ [T_{21}[0], T_{12}[0]] = T_{11}[0] - T_{22}[0]. \]  

(6.3)

It follows from (3.3) that

\[ [T_{21}[0], T_{23}[0]] = 0. \]  

(6.4)

On the other hand, if we consider an on-shell vector \( w \mathcal{B}^{a,b}(\bar{u}; \{\bar{v}, w\}) \) at \( w \to \infty \), we can easily show that it is annihilated by the zero mode \( T_{21}[0] \). Indeed,

\[ T_{21}[0] \lim_{w \to \infty} w \mathcal{B}^{a,b}(\bar{u}; \{\bar{v}, w\}) = c T_{21}[0] T_{23}[0] \mathcal{B}^{a,b-1}(\bar{u}; \bar{v}). \]  

(6.5)

It follows from (3.3) that \([T_{21}[0], T_{23}[0]] = 0\). Then, the zero mode \( T_{21}[0] \) acts on the on-shell Bethe vector \( \mathcal{B}^{a,b-1}(\bar{u}; \bar{v}) \) depending on finite parameters, and we arrive at

\[ T_{21}[0] \lim_{w \to \infty} w \mathcal{B}^{a,b}(\bar{u}; \{\bar{v}, w\}) = 0. \]  

(6.6)

Thus, the result of the action of the zero modes on on-shell Bethe vectors with infinite parameter depends on which set (\( \bar{u} \) or \( \bar{v} \)) contains this infinite argument. We have seen that the action of \( T_{21}[0] \) gives non-vanishing result, if the infinite argument belongs to the set \( \bar{u} \). Similarly, one can show that the zero mode \( T_{32}[0] \) does not annihilate on-shell vector, if the infinite argument belongs to the set \( \bar{v} \).

It is clear that on-shell dual Bethe vectors with infinite parameters possess analogous properties, namely, they are not always singular weight vectors for the zero modes \( T_{ij}[0] \) with \( i < j \). This statement follows from the results described above and the mapping (2.15). In particular, in the next section we will use

\[ \lim_{w \to \infty} w \mathcal{C}^{a,b}(\bar{u}; \{\bar{v}, w\}) T_{23}[0] = c(a - 2b - r_3[0]) \mathcal{C}^{a,b-1}(\bar{u}; \bar{v}). \]  

(6.7)
6.2 Form factor of $T_{13}(z)$ with infinite Bethe root

Determinant representation (5.3) for the form factor $F_{a,b}^{(1,3)}(z)$ was obtained under the assumption of finiteness of the Bethe roots. Consider now the form factor $F_{a,b}^{(1,3)}(z)$ depending on an infinite Bethe parameter. Let, for instance, $v_{b+1}^C \to \infty$. Then

\[
\lim_{v_{b+1}^C \to \infty} v_{b+1}^C F_{a,b}^{(1,3)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B) = \lim_{v_{b+1}^C \to \infty} v_{b+1}^C C^{a+1,b+1}(\bar{u}^C; \bar{v}^C)T_{13}(z)\mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B). \tag{6.8}
\]

There exist at least two ways to compute this limit. First, due to (5.13) we rewrite (6.8) as follows:

\[
\lim_{v_{b+1}^C \to \infty} v_{b+1}^C F_{a,b}^{(1,3)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B) = \mathbb{C}^{a+1,b}(\bar{u}^C; v_{b+1}^C)T_{32}[0]T_{13}(z)\mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B). \tag{6.9}
\]

From (6.8) we find

\[
[T_{32}[0], T_{13}(z)] = T_{12}(z), \tag{6.10}
\]

and using $T_{32}[0]\mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B) = 0$, we finally arrive at

\[
\lim_{v_{b+1}^C \to \infty} v_{b+1}^C F_{a,b}^{(1,3)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B) = c F_{a,b}^{(1,2)}(z|\bar{u}^C, \bar{v}_{b+1}^C; \bar{u}^B, \bar{v}^B). \tag{6.11}
\]

Thus, we see that the form factor $F_{a,b}^{(1,3)}(z)$ reduces to $F_{a,b}^{(1,2)}(z)$ at $v_{b+1}^C \to \infty$. Using explicit determinant formulas for these two form factors given in section 5 one can check (6.11) directly (see appendix B).

Another way to compute the limit (6.8) is to use the formula (4.2). If $v_{b+1}^C \to \infty$, then this equation takes the form

\[
\lim_{v_{b+1}^C \to \infty} v_{b+1}^C C^{a+1,b+1}(\bar{u}^C; \bar{v}^C)T_{13}(z)\mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B) = - \lim_{v_{b+1}^C \to \infty} v_{b+1}^C \left( C^{a+1,b+1}(\bar{u}^C; \bar{v}^C)T_{12}(z)T_{23}[0]\mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B) \right. \\
- \left. C^{a+1,b+1}(\bar{u}^C; \bar{v}^C)T_{23}[0]T_{12}(z)\mathbb{B}^{a,b}(\bar{u}^B; \bar{v}^B) \right). \tag{6.12}
\]

In distinction of (122), now the action of the zero mode $T_{23}[0]$ to the left gives non-vanishing contribution due to (6.7). We obtain

\[
\lim_{v_{b+1}^C \to \infty} v_{b+1}^C F_{a,b}^{(1,3)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \bar{v}^B) = - \lim_{v_{b+1}^C \to \infty} \frac{v_{b+1}^C}{c} F_{a,b}^{(1,2)}(z|\bar{u}^C, \bar{v}^C; \bar{u}^B, \{\bar{u}^B, w\}) \\
+ c(a - 2b - r_3[0]) F_{a,b}^{(1,2)}(z|\bar{u}^C, \bar{v}_{b+1}^C; \bar{u}^B, \bar{v}^B). \tag{6.13}
\]

It seems that we come to a contradiction with (144). Indeed, multiplying (4.4) by $v_{b+1}^C$ and taking the limit $v_{b+1}^C \to \infty$ we obtain only the first line of (6.13), without the additional term in the second line of this equation.
The reason of this apparent contradiction is due to a subtlety hidden in the structure of the determinant representations for the form factors. We shall describe this subtlety in details for representation (5.7) of the form factor \( F_{a,b+1}(z) \). We would like to mention, however, that the determinant formulas for all other form factors possess the same properties.

The entries of the matrix \( \Lambda^{(1,2)}_{jk} \) are given explicitly in (5.9)–(5.11). Observe that they depend on the functions \( r_1(u^B_w) \) and \( r_3(v^C_w) \). Since the sets \( \bar u^B \) and \( \bar v^C \) satisfy the Bethe equations, one can replace these functions by products of the functions \( f \) via (2.17). However it would be a mistake to make this replacement without an additional specification on Bethe parameters. Formally, equations (5.9)–(5.11) are valid when the Bethe parameters of the vectors \( \mathbb{C}^{a+1,b+1}(\bar u^C; \bar v^C) \) and \( \mathbb{B}^{a,b+1}(\bar u^B; \{ \bar v^B, w \}) \) are different, i.e. \( \bar u^C \cap \bar u^B = \emptyset \) and \( \bar v^C \cap \{ \bar v^B, w \} = \emptyset \). If some of them coincide, i.e. \( \bar u^C \cap \bar u^B \neq \emptyset \) or \( \bar v^C \cap \{ \bar v^B, w \} \neq \emptyset \), then formulas (5.9)–(5.11) remain correct, but one should take the corresponding limits (see e.g. [17]). In this case one should take the limit and only after this, one can express the functions \( r_1(u^B_w) \) and \( r_3(v^C_w) \) through the Bethe equations. The reverse procedure is incorrect, because we cannot consider a limit where one solution of Bethe equations goes to another.

Let \( v^C_{b+1} = w \) in (5.11). Then the matrix element \( \Lambda^{(1,2)}_{a+b+2,a+b+2} \) has a pole. It is easy to see that due to the Bethe equations (2.17) the residue in this pole vanishes, hence, the limit of \( \Lambda^{(1,2)}_{a+b+2,a+b+2} \) is finite. Taking the limit \( v^C_{b+1} \to w \), we obtain

\[
\Lambda^{(1,2)}_{a+b+2,a+b+2} = c \frac{h(\bar u^B, w)}{h(\bar v^C, w)} \left[ \frac{r'_3(w)}{r_3(w)} - \sum_{i=1}^{b} \frac{2c}{(w - v^B_i)^2 - c^2} + \frac{1}{c} \sum_{j=1}^{a} t(w, u^B_j) \right],
\]

(6.14)

where \( r'_3(w) \) is the derivative of \( r_3(w) \). It is this expression for \( \Lambda^{(1,2)}_{a+b+2,a+b+2} \) that needs to be used in the case \( v^C_{b+1} = w \).

Let us turn back to the analysis of the apparent contradiction between (4.3) and (6.13). Deriving (4.3) we assumed that \( v^C_{b+1} \) was finite. Then we can multiply (4.3) by \( v^C_{b+1} \) and take the limit \( v^C_{b+1} \to \infty \). In this case we have in the r.h.s. of (4.3) the successive limit: first \( w \to \infty \), then \( v^C_{b+1} \to \infty \). Thus, taking this successive limit we do not set \( v^C_{b+1} = w \) in the matrix element \( \Lambda^{(1,2)}_{a+b+2,a+b+2} \). Actually, it means that we simply take the limit \( v^C_{b+1} \to \infty \) in the determinant representation for the form factor \( F^{(1,3)}_{a,b}(z|\bar u^C, \bar v^C; \bar u^B, \bar v^B) \). It is shown in appendix D that this way agrees with (6.11).

On the other hand, if we use (6.13), then we deal with another case. Indeed, in the second line of (6.12) we actually have the form factor of the operator \( T_{12}(z) \) between two vectors depending on infinite parameters:

\[
\lim_{v^C_{b+1} \to \infty} v^C_{b+1} \mathbb{C}^{a+1,b+1}(\bar u^C; \bar v^C) T_{12}(z) T_{23}[0] \mathbb{B}^{a,b}(\bar u^B, \bar v^B) = \frac{1}{Z} \left( \lim_{v^C_{b+1} \to \infty} v^C_{b+1} \mathbb{C}^{a+1,b+1}(\bar u^C; \bar v^C) \right) T_{12}(z) \left( \lim_{w \to \infty} w \mathbb{B}^{a,b}(\bar u^B; \{ \bar v^B, w \}) \right) \).
\]

(6.15)

Thus, in this case we should identify \( v^C_{b+1} \) and \( w \). Therefore the double limit in (6.13) should
be understood as follows
\[
\lim_{v_{b+1} \to \infty} \lim_{w \to \infty} w^2 F_{a,b+1}(z|\bar{u}^C, \bar{v}^B, \{\bar{v}^B, w\}) = \lim_{v_{b+1} \to \infty} \lim_{w \to \infty} w^2 F_{a,b+1}(z|\bar{u}^C, \bar{v}^B, \{\bar{v}^B, w\}). \quad (6.16)
\]

Hence, in this case we have to use the expression (6.14) for the matrix element \(N^{(1,2)}_{a+b+2,a+b+2}\). It is easy to see that
\[
\lim_{w \to \infty} w^2 c N^{(1,2)}_{a+b+2,a+b+2} = c(a - 2b - r_3[0]). \quad (6.17)
\]
Pay attention that this limit exactly coincides with the pre factor in the second line of (6.13). It is easy to check that the contribution of (6.17) to the determinant of the matrix \(N^{(1,2)}_{a+b+2,a+b+2}\) eventually cancels the additional term in (6.13). Thus, (6.13) gives the same result as (6.11) and the apparent contradiction is resolved.

Summarizing all above we conclude that in spite of the determinant representation (5.3) for the form factor \(F_{a,b}^{(1,3)}(z)\) was obtained for finite Bethe parameters, it remains valid for infinite Bethe parameters as well.

7 Generalization to GL(\(N\)) models

The generalization to models with \(GL(N)\) symmetry is rather straightforward. The \(R\)-matrix keeps the form (2.1) but acts now in auxiliary spaces \(V \sim \mathbb{C}^N\). It commutes with a full \(GL(N)\) algebra, generated by the zero modes \(T_{j,k}[0], j, k = 1, ..., N\). The proofs being identical to the ones given in the \(GL(3)\) case, we do not repeat them and just enumerate the properties.

7.1 Bethe vectors

Bethe vectors of \(GL(N)\) models depend on \(N-1\) sets of parameters \(\bar{\ell}^{(j)} = \{\bar{\ell}^{(j)}_1, \bar{\ell}^{(j)}_2, ..., \bar{\ell}^{(j)}_{a_j}\}, j = 1, 2, ..., N-1\) and \(N-1\) integers \(a_j\) that correspond to the cardinalities of each set. The Bethe vectors will be noted \(\mathcal{B}^\bar{\ell}(\bar{\ell}) = \mathcal{B}^{a_1,a_2,...,a_{N-1}}(\bar{\ell}^{(1)}, \bar{\ell}^{(2)}, ..., \bar{\ell}^{(N-1)})\).

It has been proved in [27] that they are singular weight vectors of the \(GL(N)\) algebra:
\[
T_{j+1,j}[0] \mathcal{B}^\bar{\ell}(\bar{\ell}) = 0, \quad \mathcal{C}^\bar{\ell}(\bar{\ell}) T_{j,j+1}[0] = 0, \quad j = 1, 2, ..., N-1, \quad (7.2)
\]
if \(\mathcal{B}^\bar{\ell}(\bar{\ell})\) and \(\mathcal{C}^\bar{\ell}(\bar{\ell})\) are on-shell Bethe vectors depending on finite parameters.

Then, everything follows the same step as for \(GL(3)\). In particular, one can show:
\[
T_{j,j+1}[0] \mathcal{B}^\bar{\ell}(\bar{\ell}) = \lim_{a \to \infty} \mathcal{C}^{a_1,a_2,...,a_{j+1},...,a_{N-1}}(\bar{\ell}^{(1)}, \bar{\ell}^{(2)}, ..., \bar{\ell}^{(j-1)}, \{w, \bar{\ell}^{(j)}\}, \bar{\ell}^{(j+1)}, ..., \bar{\ell}^{(N-1)}). \quad (7.3)
\]
7.2 Form factors

We define the form factors as

\[ \mathcal{F}_{\bar{a}, \bar{b}}^{(j,k)}(z|\bar{s}; \bar{t}) = C^a(s) T_{j,k}(z) \mathbb{B}^b(\bar{t}), \] \hspace{1cm} (7.4)

where \( C^a(s) \) and \( \mathbb{B}^b(\bar{t}) \) are on-shell Bethe vectors, satisfying the Bethe equations:

\[ \frac{\lambda_i(t^{(j)}_j)}{\lambda_{i+1}(t^{(j)}_j)} = (-1)^{a_i-1} \prod_{m=1}^{a_i} \frac{f(t^{(j)}_j, t^{(m)}_m)}{f(t^{(m)}_m, t^{(j)}_j)} \prod_{m=1}^{a_i-1} f(t^{(i+1)}_m, t^{(i)}_j), \quad 1 \leq j \leq a_i \]

\[ 1 \leq i \leq N-1. \hspace{1cm} (7.5) \]

We obtain

\[ \mathcal{F}_{\bar{a}, \bar{b}}^{(j,j+1)}(z|\bar{s}; \bar{t}) = (-1)^{\epsilon} \lim_{s^{(j)}_{a_{j+1}} \to \infty} \mathcal{F}_{\bar{a}', \bar{b}}^{(j+\epsilon, j+\epsilon)}(z|\bar{s}'; \bar{t}), \quad \epsilon = 0, 1, \hspace{1cm} (7.6) \]

and

\[ \mathcal{F}_{\bar{a}', \bar{b}}^{(j,j)}(z|\bar{s}; \bar{t}) - \mathcal{F}_{\bar{a}', \bar{b}}^{(j+1,j+1)}(z|\bar{s}; \bar{t}) = \lim_{s^{(j)}_{a_{j+1}} \to \infty} \mathcal{F}_{\bar{a}', \bar{b}}^{(j,j+1)}(z|\bar{s}'; \bar{t}). \hspace{1cm} (7.7) \]

We use the notation \( \bar{a}' = \{a_1, a_2, ..., a_j+1, ..., a_{N-1}\} \), \( \bar{s}' = \{s^{(1)}, s^{(2)}, ..., s^{(j)}', ..., s^{(N-1)}\} \) and \( s^{(j)'} = \{s^{(j)}_1, s^{(j)}_2, ..., s^{(j)}_{a_j}, s^{(j)}_{a_{j+1}}\} \).

Finally, from the commutation relation \([T_{j,j+1}[0], T_{j+1,k}(z)] = T_{j,k}(z)\) for \( k > j + 1 \), we get the recursion

\[ \mathcal{F}_{\bar{a}, \bar{b}}^{(j,k)}(z|\bar{s}; \bar{t}) = (-1)^{\epsilon} \lim_{s^{(j)}_{a_{j+1}} \to \infty} \mathcal{F}_{\bar{a}', \bar{b}}^{(j+1,k)}(z|\bar{s}'; \bar{t}), \quad 1 \leq j < k < N. \hspace{1cm} (7.8) \]

Using the antimorphism \( \psi \), we can get similar result for \( \mathcal{F}_{\bar{a}, \bar{b}}^{(j,k)}(z|\bar{s}; \bar{t}) \) with \( j > k \). Thus, we arrive at the following

**Proposition 7.1.** All form factors in the GL(N)-invariant generalized model can be obtained from only one form factor by sending one of Bethe parameters to infinity.

The problem, however, is to find an appropriate representation for this initial form factor. It remains an open question.

Nevertheless, one can still get some properties for the form factors. For instance, similarly to the GL(3) case we have:

**Proposition 7.2.** Given sets \( \bar{s} \) and \( \bar{t} \), let us assume that \( \exists \ell \) such that \( \bar{s}^{(\ell)} \neq \bar{t}^{(\ell)} \). Then for all form factors \( \mathcal{F}_{\bar{a}, \bar{b}}^{(j,k)}(z|\bar{s}; \bar{t}) \) the dependence on the external parameter \( z \) is given by

\[ \mathcal{F}_{\bar{a}, \bar{b}}^{(j,k)}(z|\bar{s}; \bar{t}) = (\tau(z|\bar{s}) - \tau(z|\bar{t})) \cdot \mathcal{F}_{\bar{a}, \bar{b}}^{(j,k)}(\tau(z|\bar{s}, \bar{t})), \hspace{1cm} (7.9) \]
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where \( \tau(z|\bar{t}) \) is the transfer matrix eigenvalue

\[
\tau(z; \bar{t}) = \sum_{i=1}^{N} \lambda_i(z) \prod_{j=1}^{a_i-1} f(z, \ell_j^{(i-1)}) \prod_{j=1}^{a_i} f(\ell_j^{(i)}, z).
\]  

(7.10)

The universal form factor \( S^{(j,k)}_{a,b}(s; \bar{t}) \) does not depend on \( z \).

**Conclusion**

In this paper we have developed a new method of calculation of form factors of the monodromy matrix entries in \( GL(3) \)-invariant integrable models. The method is based on the use of the zero modes in the expansion of the monodromy matrix. We obtained determinant representations for all form factors \( S^{(i,j)}_{a,b}(z) \) and showed that they are related to each other. In particular, we have proved that all the form factors can be obtained from the initial one by taking special limits of the Bethe parameters.

The obtained results can be used for the calculation of form factors and correlation functions in the \( SU(3) \)-invariant XXX Heisenberg chain. For this model the solution of the quantum inverse scattering problem is known \[16\]. Therefore form factors of local operators in the \( SU(3) \)-invariant XXX Heisenberg chain can be easily reduced to the ones considered in the present paper.

However this is not the only possible application of the determinant formulas for form factors and the method of the zero modes. The last one opens a new way to study form factors and correlation functions in other quantum models solvable by the nested algebraic Bethe ansatz. In particular, this method can be applied to the model of two-component one-dimensional gases with \( \delta \)-function interaction \[33–35\]. We are planning to attack this problem in our forthcoming publications.

The calculation of form factors for models with \( GL(N) \) symmetry remains to be done. Obviously, a determinant form is far from being achieved, but the zero modes method reduces the ‘quest’ to only one form factor, or even to the scalar product of Bethe vectors.

Another natural question deals with models of \( XXZ \) type. At that point, it is not clear to us whether the zero modes method can be applied in this context. In particular, on-shell Bethe vectors (with non-infinite Bethe parameters) are no longer singular weight vectors. Since it is an essential property to deduce some of the relations we used, it may be an indication that one cannot extend directly the zero modes method to the \( XXZ \) type models. We will address this problem in our future publications.
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A  Summation formulas

Proposition A.1. Let \( \#\bar{u}^C = a + 1, \#\bar{u}^B = a, \#\bar{v}^C = b + 1 \), and \( \#\bar{v}^B = b \). Let an \((a+b+1)\)-component vector \( \Omega \) be as in (5.24). Then

\[
\begin{align*}
\sum_{j=1}^{a+1} t(u_j^C, z) \Omega_j &= \frac{h(\bar{u}^C, z)}{h(\bar{u}^C, z)} \left( \frac{f(\bar{u}^C, z)}{f(\bar{u}^B, z)} - 1 \right), \\
\sum_{j=1}^{a+1} t(z, u_j^C) \Omega_j &= \frac{h(z, \bar{u}^B)}{h(z, \bar{u}^C)} \left( \frac{f(z, \bar{u}^B)}{f(z, \bar{u}^B)} - 1 \right), \\
\sum_{j=1}^{b} t(v_j^B, z) \Omega_{a+1+j} &= \frac{h(\bar{v}^C, z)}{h(\bar{v}^B, z)} \left( 1 - \frac{f(\bar{v}^B, z)}{f(\bar{v}^C, z)} \right) - 1, \\
\sum_{j=1}^{b} t(z, v_j^B) \Omega_{a+1+j} &= \frac{h(z, \bar{v}^B)}{h(z, \bar{v}^C)} \left( 1 - \frac{f(z, \bar{v}^B)}{f(z, \bar{v}^C)} \right) - 1.
\end{align*}
\]

(A.1)

Proof. All the identities above can be proved in the same way. Consider, for example, the third identity. Let

\[
\sum_{j=1}^{b} t(v_j^B, z) \Omega_{a+1+j} = W(z).
\]

(A.2)

The sum in the l.h.s. of (A.2) can be computed by means of an auxiliary integral

\[
I = \frac{-1}{2\pi i} \oint_{|\omega|=R \to \infty} \frac{d\omega}{(\omega - z)(\omega - z + c)} \prod_{\ell=1}^{b+1} (\omega - v_\ell^B).
\]

(A.3)

The integral is taken over the anticlockwise oriented contour \(|\omega| = R\) and we consider the limit \(R \to \infty\). Then \(I = -1\), because the integrand behaves as \(1/\omega\) at \(\omega \to \infty\). On the other hand the same integral is equal to the sum of the residues within the integration contour. Obviously the sum of the residues at \(\omega = v_\ell^B\) gives \(W(z)\). There are also two additional poles at \(\omega = z\) and \(\omega = z - c\). Then we have

\[
I = -1 = W(z) + \frac{1}{c} \prod_{\ell=1}^{b+1} (z - v_\ell^B - c) - \frac{1}{c} \prod_{\ell=1}^{b+1} (z - v_\ell^B).
\]

(A.4)

From this we obtain the third identity (A.1).

Using identities (A.1) we can easily derive

\[
\sum_{j=1}^{a+b+1} \Omega_j A_{jk}^{(1,3)} = \frac{\tau(x_k, \bar{u}^C, \bar{v}^C) - \tau(x_k, \bar{v}^B, \bar{v}^B)}{f(x_k, \bar{u}^C) f(\bar{v}^C, x_k)} - \Phi_{a,b}(x_k).
\]

(A.5)
B Direct check of (6.11)

In order to check (6.11) it is convenient to use representation (5.22). Let us introduce
\[ \tilde{H}^{(1,3)}_{a,b} = \left( \frac{v_{C}^{a+1}}{c} \right)^{-b} H^{(1,3)}_{a,b}, \] (B.1)
and a matrix \(\tilde{M}\)
\[ \tilde{M}_{jk} = M_{jk}, \quad j = 1, \ldots, a + 1, \quad k = 1, \ldots, a + b + 2, \] (B.2)
\[ \tilde{M}_{a+1+j,k} = \frac{v_{C}^{a+1}}{c} M_{a+1+j,k}, \quad j = 1, \ldots, b + 1, \quad k = 1, \ldots, a + b + 2. \]

Here \(H^{(1,3)}_{a,b}\) is given by (5.2), the matrix \(M\) is given by (5.23). Then taking into account (5.22) we recast equation (6.11) in the form
\[ F^{(1,2)}_{a,b}(z|\tilde{u}^{C}, \tilde{v}^{C}_{b+1}; \tilde{u}^{B}, \tilde{v}^{B}) = \lim_{v_{C}^{a+1} \to \infty} f(z, \tilde{u}^{B}) f(\tilde{v}^{C}, z) \tilde{H}^{(1,3)}_{a,b} \det (\tilde{M}_{jk}). \] (B.3)

It is easy to see that
\[ \lim_{v_{C}^{a+1} \to \infty} f(z, \tilde{u}^{B}) f(\tilde{v}^{C}, z) \tilde{H}^{(1,3)}_{a,b} = H^{(1,2)}_{a,b}. \] (B.4)

Consider the limit \(v_{C}^{a+1} \to \infty\) of the entries \(\tilde{M}_{jk}\). In the \((a + b + 1)\)-th column of this matrix \(x_k = v_{C}^{a+1}\) and one can easily find that
\[ \lim_{v_{C}^{a+1} \to \infty} \tilde{M}_{j,a+b+1} = 0, \quad j = 1, \ldots, a + b + 1. \] (B.5)

Thus, the determinant of \(\tilde{M}\) reduces to the product of \(\tilde{M}_{a+b+2,a+b+1}\) by the corresponding cofactor, where we have
\[ \lim_{v_{C}^{a+1} \to \infty} \tilde{M}_{jk} = \mathcal{N}^{(1,2)}_{jk}, \quad j \neq a + b + 2, \quad k \neq a + b + 1. \] (B.6)

Thus, we arrive at
\[ \lim_{v_{C}^{a+1} \to \infty} f(z, \tilde{u}^{B}) f(\tilde{v}^{C}, z) \tilde{H}^{(1,3)}_{a,b} \det (\tilde{M}_{jk}) \] \[= -H^{(1,2)}_{a,b} \mathcal{N}^{(1,2)}_{jk} \cdot \lim_{v_{C}^{a+1} \to \infty} \tilde{M}_{a+b+2,a+b+1}. \] (B.7)

The element \(\tilde{M}_{a+b+2,a+b+2}\) is equal to
\[ \tilde{M}_{a+b+2,a+b+2} = \frac{v_{C}^{a+1}}{c} \Phi_{a,b}(v_{C}^{a+1}) = \frac{v_{C}^{a+1}}{c} \left( (-1)^{b-1} \frac{r_{3}(v_{C}^{a+1})}{f(v_{C}^{a+1}, \tilde{u}^{B})} h(v_{C}^{a+1}, \tilde{u}^{B}) + h(\tilde{u}^{B}, v_{C}^{a+1}) \right). \] (B.8)
Expressing $r_3(v_{b+1}^C)$ via Bethe equations we obtain

$$
\tilde{M}_{a+b+2,a+b+2} = \frac{v_{b+1}^C}{c} \left( \frac{h(\bar{u}^B, v_{b+1}^C)}{h(\bar{v}^C, v_{b+1}^C)} - \frac{f(v_{b+1}^C, \bar{u}^B)}{f(v_{b+1}^C, \bar{u}^C)} \right).
$$

(B.9)

In order to take the limit $v_{b+1}^C \to \infty$ it is useful to write all the products in (B.9) explicitly

$$
\tilde{M}_{a+b+2,a+b+2} = \frac{v_{b+1}^C}{c} \left( \prod_{i=1}^{b} \frac{v_i^B - v_i^C + c}{v_i^C - v_i^C + c} \prod_{j=1}^{a+1} \frac{v_{b+1}^C - u_j^C + c}{v_{b+1}^C - u_j^C + c} \prod_{j=1}^{a} \frac{v_{b+1}^C - u_j^C + c}{v_{b+1}^C - u_j^C + c} \right).
$$

(B.10)

Then we find

$$
\lim_{v_{b+1}^C \to \infty} \tilde{M}_{a+b+2,a+b+2} = -1,
$$

(B.11)

and we finally arrive at

$$
\lim_{v_{b+1}^C \to \infty} f(z, \bar{u}^C) f(\bar{v}^C, z) \tilde{H}_{a,b}^{(1,3)} \det (\tilde{M}_{j,k}) = \tilde{H}_{a,b}^{(1,2)} \det (A_{j,k}^{(1,2)}),
$$

(B.12)

in complete agreement with (6.11).
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