Abstract—We consider the problem of post-quantum secure and ultra-reliable communication through a heterogeneous network consisting of multiple connections. Three performance metrics are considered: security, throughput, and in-order delivery delay. In this setting, previous work has looked, individually, at the trade-offs between in-order delivery delay and throughput, and between security and throughput. This is the first work considering the trade-off between all three for heterogeneous communication networks, while taking the computational complexity into account. We present LL-HUNCC, a low latency hybrid universal network coding cryptosystem. LL-HUNCC is an efficient coding scheme which allows for secure communications over a noisy untrusted heterogeneous network by encrypting only a small part of the information being sent. This scheme provides post-quantum security with high throughput and low in-order delivery delay guarantees. We evaluate LL-HUNCC via simulations on a setting inspired by a practical scenario for heterogeneous communications involving a satellite communication link and a 5G communication network. Under this scenario, we compare LL-HUNCC to the state-of-the-art where all communication paths are encrypted via a post-quantum public-key cryptosystem.

I. INTRODUCTION

We consider the problem of post-quantum secure and ultra-reliable communication through a heterogeneous network consisting of multiple connections. In this problem, Alice (the transmitter) wishes to send a private message to Bob (the intended receiver) in the presence of eavesdropper, Eve. The communication network, illustrated in Fig. 1, consists of $\ell$ noisy communication links, each modeled as an independent binary erasure channel (BEC). We assume that encryption, by a public-key cryptosystem, may only be performed on a subset of the communication links, which we refer to as trusted links. As is usual in these networks, we make use of a feedback channel. Our goal is to securely transmit confidential data over the noisy communication links, in the presence of a strong eavesdropper which may observe all the information in the network, while minimizing the in-order delivery delay and maximizing the throughput.

The non-secure version of this problem has been effectively handled, in terms of maximizing the throughput, via block Random Linear Network Coding (RLNC) [1]. The main idea in this approach is to transmit random linear combinations of the messages over a large enough field. Then, once Bob is able to obtain a sufficient amount of these linear combinations, he can decode the message by solving a linear system. This approach achieves the channel capacity for multipath and multi-hop (MP-MH) networks. However, this occurs in the large block-length regime, and thus, does not guarantee a low in-order delivery delay which is critical in many applications.

In order to obtain the desired trade-off between in-order delivery delay and throughput, an Adaptive and Causal RLNC (AC-RLNC) joint scheduling-coding algorithm was recently presented, for both a single-path (SP) link [2] and an MP-MH network [3]. The AC-RLNC solution is adaptive to the channel condition and is causal in the sense that the data transmissions from the source depend on the particular realizations of the channel state, as reflected in the feedback acknowledgments from the destination. Thus, the algorithm adjusts the forward error correction re-transmission of RLNC packets to achieve the desired throughput vs. delay trade-off, as required for the particular application. The proposed re-transmission criterion tracks the actual network packet receiving rate and the missing Degree of Freedom (DoF) rate required at the destination to decode the received coded packets.

For the secure version of the problem, many secure network codes have been proposed [4]. Although these schemes offer information-theoretic security, and are therefore post-quantum secure, they suffer from two issues. First, they assume that the eavesdropper is weak, in the sense that she does not observe all the information transmitted across the network. And second, their security comes with significant costs to the throughput.

A secure scheme, which obtains a trade-off between a post-quantum security guarantee (for a strong Eve) and throughput, was presented in [5]. The scheme is called a hybrid universal network-coding cryptosystem (HUNCC). It is hybrid in that it combines information-theoretic security with a public-key cryptosystem, and is universal in that it can be applied to any communication system. HUNCC works by first premixing the information transmitted across the network. And second, their security comes with significant costs to the throughput.

The main idea in this approach is to transmit random linear combinations of the messages over a large enough field. Then, once Bob is able to obtain a sufficient amount of these linear combinations, he can decode the message by solving a linear system. This approach achieves the channel capacity for multipath and multi-hop (MP-MH) networks. However, this occurs in the large block-length regime, and thus, does not guarantee a low in-order delivery delay which is critical in many applications.

In order to obtain the desired trade-off between in-order delivery delay and throughput, an Adaptive and Causal RLNC (AC-RLNC) joint scheduling-coding algorithm was recently presented, for both a single-path (SP) link [2] and an MP-MH network [3]. The AC-RLNC solution is adaptive to the channel condition and is causal in the sense that the data transmissions from the source depend on the particular realizations of the channel state, as reflected in the feedback acknowledgments from the destination. Thus, the algorithm adjusts the forward error correction re-transmission of RLNC packets to achieve the desired throughput vs. delay trade-off, as required for the particular application. The proposed re-transmission criterion tracks the actual network packet receiving rate and the missing Degree of Freedom (DoF) rate required at the destination to decode the received coded packets.

For the secure version of the problem, many secure network codes have been proposed [4]. Although these schemes offer information-theoretic security, and are therefore post-quantum secure, they suffer from two issues. First, they assume that the eavesdropper is weak, in the sense that she does not observe all the information transmitted across the network. And second, their security comes with significant costs to the throughput.
Fig. 2: The LL-HUNCC scheme for $\ell = 4$ communication links, $c = 1$ of which we apply encryption. The scheme consists of a security stage and a reliability stage. In the security stage Alice’s message $M$ is first encoded by a secure code which outputs individually secure encodings $X_1, \ldots, X_4$. She then encrypts the first encoding into $E(X_1, p)$ utilizing a post-quantum McEliece cryptosystem. In the reliability stage, Alice chooses one of three approaches: SP SR-ARQ, SP AC-RLNC or MP AC-RLNC. Each approach provides different trade-offs between security, throughput, and in-order delivery delay. After receiving enough packets, Bob can retrieve the encoded messages, decrypt $X_1 = D(E(X_1, p), s)$, and finally, decode the original messages.

transmitting across the (noiseless) untrusted network. This allows for the throughput to approach one as the amount of data used for the premixing stage grows. However, this increase in the data used for premixing comes at a cost of a higher in-order delivery delay. Unlike the non-secure AC-RLNC solution where a sufficient amount of DoF at the destination allows Bob to decode the information in-order and immediately, with HUNCC, Bob needs all the packets from the premixing stage together in order to decode.

Thus, as elaborated above, previous work has looked individually at the trade-offs between in-order delivery delay and throughput, and between security and throughput. In this paper we consider the trade-off between all three of these quantities. We also present low latency HUNCC (LL-HUNCC), an efficient coding scheme with two independent stages, illustrated in Fig. 2. The first stage is a pre-processing stage in which we code for security and in the second stage we code for reliability. For security, we consider the linear mixing performed by HUNCC, where a post-quantum McEliece encryption is applied to the trusted communication links. For reliability, we consider three options: SP SR-ARQ, SP AC-RLNC and MP AC-RLNC. These choices provide different trade-offs between security, throughput, and in-order delivery delay.

To evaluate these trade-offs we focus on a practical scenario for heterogeneous communications consisting of a trusted satellite communication link (e.g., LEO, MEO, or GEO satellite systems) and an untrusted 5G network. We note that, although the 5G communication is untrusted, it can significantly increase the efficiency of transmitting data information in terms of maximizing throughput and minimizing in-order delivery delays apart from reducing the cost of using the scarce bandwidth on the satellite link as opposed to the more ready access to bandwidth in 5G networks. We perform simulations for this scenario in Section V and compare LL-HUNCC to the state-of-the-art in which all the communication links are encrypted by a post-quantum McEliece cryptosystem.

In our experimental evaluations we observe that LL-HUNCC outperforms the state-of-the-art in terms of throughput for all second stage choices. However, in terms of in-order delivery delay of packets (relevant to real-time control applications), LL-HUNCC may suffer a degradation when compared to the state-of-the-art if it uses SP SR-ARQ or SP AC-RLNC in its second stage, but has similar performance if MP AC-RLNC is used instead. For the cases of in-order delivery delay of frames (relevant to video streaming applications), and in-order delivery delay of files (relevant to distributed storage applications), the differences between SP SR-ARQ, SP AC-RLNC, and MP AC-RLNC are negligible. Thus, overall we observe that LL-HUNCC is able to significantly outperform the state-of-the-art in terms of throughput at a negligible cost of the in-order delivery delay.

A. Main Contributions

To the best of our knowledge, this is the first work evaluating the trade-off between post-quantum security, throughput, and in-order delivery delay, for heterogeneous communication networks, while considering computational complexity. We present LL-HUNCC, an efficient coding scheme which allows for low-latency secure communications over a noisy untrusted heterogeneous network by encrypting only a small part of the information being sent. We evaluate LL-HUNCC in a practical setting which simulates a heterogeneous network consisting of a trusted satellite communication and an untrusted 5G network. In our simulations we observe that LL-HUNCC significantly outperforms the state-of-the-art in terms of throughput at a negligible cost to the in-order delivery delay.

II. SECURITY, THROUGHPUT, AND DELAY

In this section, we provide the definitions of our main performance metrics: security, throughput, and delay.
The **throughput** of a communication scheme is the total amount of data information, in units of bits per second, which are delivered to Bob. We generally focus on the normalized throughput, denoted by $\eta$, which is the total amount of data information delivered to Bob divided by the total amount of bits sent to him. E.g., if to communicate a 10-bit message $M$, Alice must send two 15-bit packets $X_1$ and $X_2$, then the normalized throughput of this scheme is $\eta = \frac{10}{15 + 15} = \frac{1}{3}$.

Our next notion is that of the in-order delivery delay. We consider three versions based on the following hierarchy: An information packet is a sequence of bits which are sent together through the communication network. A frame of size $k$ is a collection of $k$ information packets. And finally, a file is a collection of frames.

The **in-order delivery delay of packets** $D^p$ is the difference between the time slot in which an information packet is first transmitted by Alice and the time slot in which the packet is decoded, in order, by Bob. This is the relevant notion for real-time control applications. For frames of $k$ data information packets, the **in-order delivery delay of frames** $D^f$ is the difference between the time slot in which the first information packet of a frame is transmitted by Alice and the time slot in which the $k$ packets are decoded, in order, by Bob. This is the relevant notion for video streaming applications. Finally, the **in-order delivery delay of files** $D^c$ is the difference between the time slot in which Alice sends the first information packet and the time slot in which Bob is able to recover the entire file. This is the relevant notion for distributed storage applications.

We now discuss the notions of security used in this paper, illustrated in Fig. 3a. There are various notions of security in the literature; the strongest one dates back to Shannon [9] and guarantees that no information about the message is leaked to Eve, irrespective of her computational power, i.e., $H(M|X) = H(M)$, where $H$ is the entropy, $M$ is the private message, and $X$ is the encrypted message sent through the communication network. Such a guarantee comes at a significant cost of throughput. **Individual Security** [10], [11] achieves an optimum communication efficiency by loosening this security constraint. The way this works is by considering various messages $M_1, \ldots, M_m$ and encoding them into $X_1, \ldots, X_m$ in such a way that if Eve observes $w$ of them, it holds that $H(M_i|X_{E,w}) = H(M_i)$, for all $i = 1, \ldots, m$. In other words, Eve learns nothing about any individual message – she only learns meaningless information about the combination of the messages.

Since both strong and individual security are information-theoretic notions, they do not depend on any limitation on Eve’s computational power, and are thus post-quantum secure. However, they rely on the assumption that Eve does not observe all messages being sent between Alice and Bob, which we refer to as a weak Eve. Thus, they provide no security against a strong Eve, i.e., one which observes all messages.

In order to obtain security against a strong Eve, one must assume that her computational power is limited [12]. Such security schemes are referred to as computationally secure, and rely on the conjecture that certain one-way functions are hard to invert [13]. One way to achieve this is through public-key cryptography. A public-key cryptosystem consists of an encryption function $\text{Enc}(\cdot)$, a decryption function $\text{Dec}(\cdot)$, a secret key $s$, and a public key $p$. Both keys are generated by Bob. The secret key is then kept securely by him, while the public key is shared to Alice, but assumed to be known to Eve. Alice encrypts the private message $M$ into $\text{Enc}(M, p)$ before sending it. Bob uses the secret key to decrypt the encrypted message $M = \text{Dec}(\text{Enc}(M, p), s)$. The key property is that decrypting the encrypted message without the secret key is computationally expensive.

One of the first, and most widely used public-key cryptosystem is the Rivest–Shamir–Adleman (RSA) cryptosystem [12]. The security of this system relies on the computational hardness of what is known as the RSA problem which can be shown to be at least as easy as integer factorization. In [14], however, a polynomial-time quantum algorithm for integer factorization, known as Shor’s algorithm, was presented, showing that sufficiently large quantum computers can be used to break the RSA cryptosystem [15]. This has led to a subsequent increase in the interest of cryptosystems resilient to quantum attacks, a field known as post-quantum cryptography [16].

One such post-quantum cryptographic scheme is the **McEliece cryptosystem** [7]. Instead of relying on integer factorization, it relies on the problem of decoding general linear codes, which is known to be NP-Hard [17]. The

---

|                     | Individual Secure Code | HUNCC | McEliece Cryptosystem |
|---------------------|------------------------|-------|-----------------------|
| **Encrypted Channels** | 0                      | $c$   | $c$                   |
| **Use of Keys**     | No                     | Yes   | Yes                   |
| **Normalized Throughput** | 1                      | $\frac{\eta}{c_M}$ | $\eta_c < 1$ |
| **Security vs. Weak Eve** | $I \left( \frac{c_M}{c_w} \right)$ | $I \left( \frac{c_w}{c_M} \right)$ | C |
| **Security vs. Strong Eve** | No                     | IC    | C                     |
original scheme uses binary Goppa codes and suffers from low throughput, e.g., in the original paper $\eta = 0.5$, a problem which seems to be inherent to the McEliece cryptosystem [18].

In order to improve the throughput, [5] introduced individual computational security. This notion is to computational security as individual security is to strong security. Thus, as for individual security, by allowing Eve to learn only meaningless information about the combination of the messages, post-quantum security can be guaranteed with a high throughput. The secure scheme presented in [5] is known as a hybrid universal network-coding cryptosystem (HUNCC) and guarantees individual security in the case of a weak Eve, and individual computational security in the case of a strong Eve. As shown in Fig. 2, HUNCC’s computational complexity for networks is significantly lower than that of the McEliece cryptosystem.

III. SETTING

Our setting consists of a transmitter, Alice, which wants to transmit confidential data to a legitimate receiver, Bob, over $\ell$ noisy communication links, in the presence of an eavesdropper, Eve. The noise in the communication links are modeled as independent Binary Erasure Channels (BEC), i.e., the probability $\epsilon_i$ of an erasure event occurring in the $i$-th link is independent from the erasure events on the other links. We also assume that encryption via a public-key cryptosystem may only be performed on the information sent over $c \leq \ell$ communication links, and thus, cannot be performed on the remaining $\ell - c$ communication links. As is usual for these types of networks we make use of a feedback channel.

In this paper, we focus on guaranteeing post-quantum security against a strong eavesdropper, i.e., an Eve which has access to the information transmitted over all the $\ell$ communication links, and to a quantum computer. In order to simplify the technical aspects and focus on our key techniques, we assume that the feedback channel is secure and noiseless. At each time step, $t$, Bob acknowledges Alice by sending an acknowledgment (ACK) or a negative-acknowledgment (NACK) message according to the noise realization of each link. The delay between the data transmitted at time step $t$ and the corresponding feedback is called the round trip time (RTT). We denote by $t_d$ the maximum transmission delay of a packet in bits/seconds over all the $\ell$ links, and by $t_{prop}$ the maximum propagation delay. We assume the size of the feedback acknowledgment is negligible, so that the RTT is equal to $t_d + 2t_{prop}$.

IV. LOW-LATENCY HUNCC

We propose LL-HUNCC, an efficient coding scheme with two independent stages: A pre-processing stage in which we code for security, and a second stage in which we code for reliability. Our scheme is illustrated in Fig. 2. In the security stage we implement HUNCC [5], which we describe below.

Alice’s messages to Bob can be represented by a string of binary bits which are partitioned into blocks, each mapped to symbols of a finite field, $M_1, \ldots, M_\ell \in \mathbb{F}_q$. Alice then multiplies $M = (M_1, \ldots, M_\ell)$ by the generator matrix $G \in \mathbb{F}_q^{\ell \times \ell}$ of an individually secure linear code. The construction of $G$ is detailed in [5] Section V. We denote the output of the multiplication by $X = (X_1, \ldots, X_\ell)$. The key property guaranteed by the individually secure code $G$ is that if Eve does not observe all $\ell$ individually secure encodings $X_1, \ldots, X_\ell$, i.e., a weak Eve, then she cannot learn anything about any individual $X_i$; individual security is guaranteed.

In order to obtain security against a strong Eve, the next step is to encrypt $c \leq \ell$ of the secure encodings $X_1, \ldots, X_\ell$ with a McEliece cryptosystem. Thus, Alice obtains the secure encoding $\tilde{X} = (\text{Enc}(X_1, p), \ldots, \text{Enc}(X_c, p), X_{c+1}, \ldots, X_\ell)$. In order for a strong Eve, which is able to observe all the entries of $\tilde{X}$, to obtain the messages $M_1, \ldots, M_\ell$, she must also break the post-quantum McEliece cryptosystem; individual computational security is guaranteed. This concludes the security stage of LL-HUNCC.

In the second stage of LL-HUNCC, and in order to obtain reliability, we choose from one of three possible approaches: SP SR-ARQ [8], SP AC-RLNC [2] and MP AC-RLNC [3], each providing different trade-offs between security, throughput, and delay. We note that the multi-path approach does not technically satisfy the condition that encrypted packets are only sent through the trusted network. We include it, however, since we evaluate it in our simulated setting in Section V.

Finally, after receiving enough packets, Bob is able to retrieve $\tilde{X} = (\text{Enc}(X_1, p), \ldots, \text{Enc}(X_c, p), X_{c+1}, \ldots, X_\ell)$. He then uses his private key $s$ to decrypt the encoded messages $X_i = \text{Dec}(\text{Enc}(X_c, p), s)$, for each $i \leq c$, and obtain $X$. Via another matrix multiplication, detailed in [5] Section V, Bob is then able to decode the original messages $M_1, \ldots, M_\ell$.

V. PERFORMANCE EVALUATION WITH TRUSTED SATELLITE AND UNTRUSTED 5G

In this section we present the results of our experimental evaluation for a scenario in which we simulate a single trusted satellite communication link and three untrusted 5G communication links. We consider three performance metrics: throughput, delay, and security. We analyze the performance of the SP SR-ARQ [8], SP AC-RLNC [2] and MP AC-RLNC [3] protocols with the following security schemes: 1) No security 2) all links secured via a McEliece cryptosystem 3) HUNCC [5] with $c = 1$ links, the satellite link, encrypted by a McEliece cryptosystem. Here, the linear mixing in HUNCC is between the data transmitted across all four communication links in the network.

For each combination, we simulate three representative scenarios for typical applications to illustrate the performances of the schemes. The first scenario is for applications that requires in-order delivery of packets, e.g., real-time control solutions. The second scenario is for applications that need in-order delivery of frames (i.e., small blocks of information data),

---

2We consider this a practical assumption that holds, for example, for the case where Alice cannot guarantee the encryption of the data before transmitting over $w$ links of the network, or for efficiency in terms of throughput and computational complexity; reducing the amount of encrypted data, reduces the high cost of applying a post-quantum cryptosystem.

3Here we assume that each $M_i \in \mathbb{F}_q$ is uniformly distributed. If that is not the case, it can be made so by utilizing the techniques in [19].
e.g., video streaming applications. The third scenarios is for in-order deliver of files, e.g., distributed storage applications.

The network setting we consider has a $RTT = 20$ [slots] and erasure probabilities in each communication link varying between 0.01 and 0.3. The erasure probability of the satellite link varies independently from the 5G communication links, all three of which have the same erasure probability. In all simulations we consider each packet to contain 1024 bits. Hence, in the non-secure schemes, Alice transmits 1024 bits of data per packet. In the case of the McEliece cryptosystem we use a $[1024, 524]$-Goppa code with a normalized throughput of $\approx 0.51$, which means every 1024 bit encrypted packet has 524 bits of information. In the case of the HUNCC scheme, since only the satellite link is encrypted, the normalized throughput over all four links in the network is $\approx 0.87$.

We begin by looking at the in-order delivery of packets. In Fig 4, we show the performance of all schemes. The $z$-axis corresponds to throughput, the mean in-order delivery delay $D_{\text{mean}}$, and the maximum in-order delivery delay $D_{\text{max}}$, in the left, center, and right images, respectively. In all three images, the $x$-axis corresponds to the error rate in the satellite link and the $y$-axis to the error rate in the three 5G communication links. The gains in throughput and delay observed from going from the SP schemes to the non-secure MP AC-RLNC scheme follow from the results in [3]. However, using the McEliece cryptosystem in every link degrades the throughput significantly. This degradation is expected from the lower normalized throughput, as discussed in the last paragraph. In contrast, this degradation is much smaller for HUNCC, since the cryptosystem is only applied over the satellite link.

As for the mean and maximum in-order delivery delay (the center and right images of Fig 4), we see the effect of the linear mixing in HUNCC when using SP AC-RLNC. In this case, in order for Bob to decode, he must first receive all relevant packets involved in the original linear combination at Alice. We note that the in-order delay of packets when HUNCC is combined with SP AC-RLNC degrades according to the asymmetry in the erasure realizations between the satellite link and the 5G communication links. When HUNCC is combined with MP AC-RLNC, however, the degradation in the in-order delivery delay is negligible, with results almost equal to that of the non-secure MP AC-RLNC scheme. This is due to the MP scheme reducing the effect of the asymmetry between the communication links. We also note that, although there is a significant degradation in throughput when the McEliece cryptosystem is used over all four links, the in-order delay per packet is almost the same as in the non-secure scheme. This is due to the independence of the packets in this scheme, i.e. Bob decrypts each packet as it is received.

We now consider the in-order delivery of frames. In Fig 5a, we show the performance of all schemes under this setting. The $z$-axis in the left and right images correspond to the mean and maximum in-order delivery delay of frames, $D_{\text{mean}}$ and $D_{\text{max}}$, respectively. In this scenario, the frames have a size of 100KB. As before, each packet has 1024 bits of information. Thus, each in-order delivery frame at the receiver contains 100 corresponding packets in the non-secure scheme, 124 in the HUNCC scheme, and 196 in the McEliece scheme. In this case, as opposed to the in-order delivery of packets, the linear mixing in HUNCC has a negligible effect on either SP SR-ARQ or SP AC-RLNC. This occurs because the in-order delivery of frames is affected only by the last packets being sent, i.e., the delay caused by the final packets is amortized by the transmission of the initial packets.

We now look at the in-order delivery of files. In Fig 5b, we see the average performance of 1000 packet transmissions over our simulated network. On the right of Fig 5b, we show the size of the achievable download file for SP SR-ARQ and

\footnote{This way, each encrypted packet can be unencrypted as soon as it arrives.}
SP AC-RLNC as a function of the network conditions. We see that the schemes with the McEliece cryptosystem need 2 times more time slots than the non-secure schemes to download files of the same size. Around 1000 [Slots] in the McEliece cryptosystem versus 500 [Slots] in the non-secure schemes. The schemes with HUNCC needs around 630 [Slots], only 1.3 times more than the non-secure schemes.

Finally, we consider the computational complexity of both HUNCC and the McEliece cryptosystem, which we illustrate in Fig. 6. We measure this complexity by the amount of binary operations. Thus, every field operation in $F_{2^m}$ costs $m$ binary operations. For the McEliece cryptosystem, we denote the length of the Goppa code by $n$ and the number of errors inserted by $t$ [7]. Then, the normalized throughput is given by $\eta_c = 1 - \frac{tn}{m}$, the encryption procedure costs $\frac{n t m n}{2}$ binary operations, and the decryption costs $(3 - 2\eta_c) t mn$ binary operations. For HUNCC, both the encoding and decoding consist in multiplying two $\ell \times \ell$ matrices [5]. In our simulations we considered the original McEliece parameters of $n = 1024$, $m = 10$, and $t = 50$, obtaining $\eta_c \approx 0.51$. The encryption cost is then 1310000 binary operations and the decryption costs 1012000 binary operations. As for HUNCC, the encoding and decoding complexity using the standard matrix multiplication algorithm requires 131072 binary operations.
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