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1. Introduction

ElectroMagnetic Compatibility (EMC) is the branch of electromagnetism that studies generation, propagation and reception of involuntary electromagnetic energy in reference to the undesirable effect (electromagnetic interference) that this energy can induce. Since 1996, date of the directive 89/336/CEE (Directive 89/336/CEE, 1989) compulsory implementation concerning the electromagnetic compatibility (called CE) in Europe, and for much longer in United States, EMC has been playing an increasingly important role.

Most electrical and electronic equipment may be considered as sources of interference because it generates electromagnetic perturbations that pollute the environment and may disrupt the operation of other equipment (victims). The EMC is the ability of a device, equipment or system to operate satisfactorily within its electromagnetic environment and without producing itself an intolerable electromagnetic disturbance to anything in this environment. EMC hence controls the electromagnetic environment of the electronic equipment. To this end, EMC tackles several issues. Firstly, are the emission problems related to the generation of unwanted electromagnetic energy from a source and the measures that should be taken to reduce the generation of such disturbances and to prevent the escape of any remaining energy to the external environment. To verify that the perturbation level does not exceed a threshold value defined by standards, we measure the electric and/or magnetic fields radiated at a certain distance in the case of electromagnetic emissions, the voltage and/or current in the case of conducted disturbances. Secondly the susceptibility problems refer to the proper functioning of electrical equipment in presence of unplanned electromagnetic field. In the tests, we inject perturbation (conducting/radiating mode) on a device and check its good operation. Thirdly, for interference/noise disturbances, the EMC solutions are mainly obtained by addressing both the emissions and the vulnerability problems. This means minimizing the interference source levels and hardening the potential victims (shielding for example).

For measurements, EMC provides as test facilities different tools, the most popular are: the Anechoic Chamber (AC) (Emerson, 1973) and the Mode Stirred Reverberation Chamber (MSRC) (Corona et al., 2002; Hill, 1998). The AC is a cavity whose aim is to simulate the free space. Its walls are covered with ferrite tiles and/or polyurethane pyramids loaded with carbon absorbing electromagnetic waves and preventing their reflection. The second tool has grown in popularity over the past twenty years due to its ability to provide a
statistically uniform and homogeneous electromagnetic field on a relatively large domain (called Working Volume: WV). In addition, high field’s levels could be generated in the Reverberation Chamber (RC) for relatively low injected power. For mechanical stirring, the “statistical” uniformity is mainly based on the number \( N \) of the available independent configurations (i.e. the number \( N \) of the stirrer independent positions) for the RC and the studied frequency. When the number \( N \) tends to infinity, the intern electromagnetic field proprieties are statistically identical from one point to another in the WV. A statistically uniform and homogeneous distribution of the field in the MSRC signifies that the same energy attacks the Equipment Under Test (EUT) from all directions and with the same polarization, when averaged over the number \( N \) of the stirrer positions. A disadvantage of the AC is the high injected power needed, thus powerful amplifier are required, in addition to the high cost of the absorbers. In comparison with the AC case, low power in MSRC is needed.

Based on the principle of reciprocity, Time Reversal (TR) is a technique that allows focusing a field in time and space. Recently, it has been applied for EMC where better results have been reported in strongly reverberant or diffracting environments. Indeed, different studies (de Rosny, 2000; Moussa et al., 2009b) in acoustics and electromagnetics have verified how RC can provide an appropriate environment for TR. One of the main advantages of the MSRC is to provide the most critical illumination of the EUT. Paradoxically, this benefit may be considered as a disadvantage, since in this case it becomes impossible to know precisely the characteristics of the electromagnetic excitation. On the one hand, recent TR studies (Cozza & Moussa, 2009; Moussa et al., 2009a) have demonstrated how to make benefit of the re-focusing to control the wave incidence and polarization attacking the EUT. On the other hand, for the same input power, the TR enables to increase the achievable field levels in the MSRC. These promising applications of TR justify its characterization in MSRC.

During susceptibility tests of electronic equipments a problem may occur when the EUT is composed of several components with different field/current threshold values that cannot be exceeded. Indeed, various immunity levels can coexist on an electronic device (power supply, components, signal integrity, etc.) or on different zones of a complex structure (automobile, aircraft, etc.) since the expected reliability might be different from an area or device to another. But, in a classical susceptibility EMC MSRC test, the illumination is statistically the same for the whole EUT placed in the working volume and it may damage components that have a smaller threshold value than the incident field. A solution consists in performing the susceptibility test independently for each component. Unfortunately, "on table" tests are not always possible and also might not represent the reality. An alternative approach can be given via TR technique and selective focusing. As a matter of fact, at the focusing time, only one component can be illuminated by a desired field level while others parts of the system are aggressed by lower noise.

In this chapter, after presenting TR basis and theoretical principles, characteristic parameters of TR are numerically studied in free space and reverberating environment before introducing an original way for performing impulsive susceptibility testing.

2. Time reversal basis

2.1 Preamble

Originally developed in acoustics (Fink, 1992) by Mathias Fink team in the early 1990 at the ESPCI (Ecole Supérieure de Physique et de Chimie Industrielles) in Paris, TR is
a physical process that is based on the principle of reciprocity. This technique allows a wave to propagate backward to its source. This retro-propagation is based on the reversibility of the wave equation in time. One of the results is to offer the possibility to focus a given wave both in time and space. Many studies have been led based on the acoustic wave equation, for applications concerning the detection and selective focusing (Prada & Fink, 1994), submarine telecommunications (Edelmann, 2005), and ultrasound and medical imaging (Quieffin, 2004) domains. More recently successful tests have been achieved in electromagnetics (de Rosny et al., 2007), mainly in telecommunications (Lerosey et al., 2004), detection and imaging (Liu et al., 2005; Maaref et al., 2008; Neyrat et al., 2008), and EMC (Davy et al., 2009; El Baba et al., 2009; 2010) fields.

![Fig. 1. (a) First and (b) second phase of time reversal process with a time reversal cavity.](image)

In practice, the TR technique needs two phases. During the first (Fig. 1a), a source located at \( R_0 \) emits an electromagnetic pulse that spreads in the medium. The source can be either active (transmission mode) or passive as a source of diffraction (in detection problems targets or diffusers act as passive sources). The electromagnetic radiation is recorded for a period \( \Delta t \) through an array of probes in reception \( R_i \) surrounding the source into a closed entity and forming a Time Reversal Cavity (TRC). Indeed, the data that arrive first in time travels a shorter distance than the data that arrive later. During the second phase (Fig. 1b), each probe retransmits its received signal in reversed time order, so the data that travel a longer distance are emitted earlier and the data that travel a shorter distance are emitted later (Last In First Out). Consequently, a returned wave propagates and acts as if it relives exactly its past life and this leads to a temporal and spatial focusing of the field at the original source location \( R_0 \) where the focusing moment is considered as the time origin.

Unfortunately, from an experimental point of view and because of the large number of probes required for such operation, the TRC is not feasible. That’s why classical TR experiments are conducted through a limited opening array forming the Time Reversal Mirror (TRM) (de Rosny & Fink, 2002).

In the case of a TRM, the focusing protocol by TR remains the same as in the TRC case (Fig. 2). The decrease in the angular aperture allows the convenient realization of such a mirror, but in the reemission step (Fig. 2b) only a part of the wave is time reversed leading to a loss of information reducing the focusing quality.
This loss of information can be partially avoided if the scene takes place in a reverberant cavity. Different studies have shown that, in the case of a reverberant environment, the probe array can be replaced by a single probe (Fig. 3). Therefore, the first experiments in electromagnetism were realized in a RC. The properties of the cavity allow us to benefit from the different reflections suffered by the wave on the metal walls of the chamber, which ensures that a single probe collecting these echoes is sufficient to record necessary information for TR experiment.

Fig. 3. TRM can be replaced by a single probe in a reverberant cavity.

2.2 Time reversal of electromagnetic waves

A propagation medium is called reversible if a field and its time reversed version can propagate in such an environment, i.e., if $\Phi(t)$ and $\Phi(-t)$ are solutions of the same propagation equation. In electromagnetism, the wave equation in a uniform and non-dissipative medium is given by

$$\frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2} = \Delta \Phi$$

(1)

where $\Phi$ stands for the electric $E$ or magnetic $H$ field, and $c$ is the propagation celerity of the electromagnetic waves in the medium.

Assuming that $\Phi_0(t)$ is a solution of (1), the absence of first time derivative in the left-hand side leads to the existence of another solution chronologically reversed $\Phi_1(t) = \Phi_0(-t)$. 
Therefore (1) is invariant under the TR action, and theoretically, an electromagnetic scene may be replayed in reverse from time \( t = \Delta t \) to \( t = 0 \) s.

Defining the electric field estimated at the position \( r \) (given by TRM or TRC devices) and time \( t \) by \( E(r, t) \), the TR data are first recorded during the experiment time \( T = \Delta t \). Then, fields are returned and reemitted following a reverse chronology, for example, an electric field \( E(r, t) \) is retransmitted during the reversal phase as \( E(r, T - t), t \in [0; T] \).

An electromagnetic wave is described by four field vectors, the electric field \( E \), the magnetic field \( H \), the electric induction \( D \), and the magnetic induction \( B \). It has been shown in (Jackson, 1998) that \( E \) and \( D \) are even vectors; however \( H \) and \( B \) are odd pseudovectors under the time reversal action. Therefore if we consider \( T_{TR} \) the time inversion operator given by
\[
T_{TR} \{ \Phi(r, t) \} = \Phi(r, -t),
\]
we can write
\[
T_{TR} \{ E(r, t) \} = E(r, -t); \quad T_{TR} \{ D(r, t) \} = D(r, -t);
\]
\[
T_{TR} \{ H(r, t) \} = -H(r, -t); \quad T_{TR} \{ B(r, t) \} = -B(r, -t).
\]

3. Theoretical principles

An illustration of the electromagnetic TR in a reverberant environment can be obtained from Fig. 4, where \( R_0 \) is a point source representing the emission antenna, and \( R_i \) corresponds to the array of probes in reception (TRM).

The excitation pulse used is a Gaussian modulated sine pattern (Fig. 4a) emitted from the point \( R_0 \). Probes of the TRM (\( R_i \)) record the six components of the electromagnetic fields, these signals are returned by time reversal or by the phase conjugate of their Fourier transforms (method explained in section 3.1 below) and reemitted by \( R_i \) to obtain a time and space focusing at \( R_0 \) position.

![Fig. 4. TR set up, (a): excitation pulse, (b): received signal, (c): reversed received signal, (d) and (e): time and space focusing.](image-url)
3.1 Time reversal and phase conjugate

Let $\tilde{\Phi}(r, \omega)$ the Fourier transform of the field $\Phi(r, t)$. It was verified that time reversing a signal corresponds to the inverse Fourier transform ($\text{FT}^{-1}$) of the phase conjugate of its Fourier transform

$$T_{TR}\{\Phi(r, t)\} = \Phi(r, -t) = \text{FT}^{-1}\{\Phi^*(r, \omega)\} \quad (3)$$

In Fig. 5a we plot the evolution of a signal with respect to time, and in Fig. 5b we verify that we can reverse a signal in time indifferently by the phase conjugate of its Fourier transform or by time reversal.

![Fig. 5. (a) Temporal signal $\Phi(t)$. (b) $\Phi(-t)$ by time reversal (plain blue curve) and by inverse Fourier transform of its phase conjugate (red markers).](image)

3.2 Mathematical foundation

The received signal (Fig. 4b) by a TRM probe (following a pulse $x(t)$ (Fig. 4a) emitted from $R_0$) can be written

$$y_i(t) = k(t, R_0 \rightarrow R_i) \otimes x(t) \quad (4)$$

where $\otimes$ is the convolution product, and $1 \leq i \leq M$ with $M$ the number of probes of the TRM, and $k(t, R_0 \rightarrow R_i)$ is the impulse response of the medium at a point $R_i$ for a pulse emitted from $R_0$. After time reversal of $y_i(t)$ (Fig. 4c) and the reemission from $R_i$, the focused signal on $R_0$ (Fig. 4d) can be written as follows:

$$E_{TR}(t, R_0) = \sum_{i=1}^{M} k(t, R_i \rightarrow R_0) \otimes y_i(-t) = \sum_{i=1}^{M} k(t, R_i \rightarrow R_0) \otimes k(-t, R_0 \rightarrow R_i) \otimes x(-t) \quad (5)$$

The advantage of working in the frequency domain is to replace the convolution product by an ordinary product. Since reversing a signal versus time corresponds to the phase conjugate of its Fourier transform, the above equation (5) takes the following form in the frequency domain

$$E_{TR}(\omega, R_0) = \sum_{i=1}^{M} k(\omega, R_i \rightarrow R_0).k^*(\omega, R_0 \rightarrow R_i).x^*(\omega) \quad (6)$$

Switching into matrix notation, (6) takes the following form

$$E_{TR}(\omega, R_0) = K(\omega, R_i \rightarrow R_0).K^*(\omega, R_0 \rightarrow R_i).x^*(\omega) \quad (7)$$
Now, if the medium is reversible, thanks to the reciprocity theorem, the position of a point source and a probe can be reversed without altering the field. Consequently, the impulse response from \( R_0 \) to \( R_i \) is equal to the one from \( R_i \) to \( R_0 \), and therefore the matrix \( K(\omega, R_0 \rightarrow R_i) \) is equal to the matrix \( K(\omega, R_i \rightarrow R_0) \), in other words the matrix \( K \) is symmetric. In (7), the propagation matrix \( K \) is the Fourier transform of different impulse responses between one transmitter and \( M \) receivers.

### 3.3 Time reversal operator

One can build the so-called Time Reversal Operator (TRO) by considering the case where we have \( M \times M \) transmitter receivers. The \( M \) transmitters emit successively \( M \) pulses \( x_i(t) (i = 1, ..., M) \) that can be described in the frequency domain by a vector \( X \) containing \( M \) components for each frequency. The \( M \) components given by the receivers can be written by a matrix product \( KX \). When signals are reversed (phase conjugate in the frequency domain) and retransmitted, the resulting vector is \( K^tK^*X^* \), with \( K \) the \( M \times M \) propagation matrix and \( K^t \) its matrix transpose. Therefore (7) can be written

\[
\text{Foc}(\omega) = K^t(\omega)K^*(\omega)X^*(\omega)
\]

with \( \text{Foc} \) the vector containing the \( M \) focused signals for each frequency. It is interesting to note that \( T(\omega) = K^h(\omega)K(\omega) \), defined as the TRO (Derode et al., 2003), is a symmetrical square matrix where \( h \) is the Hermitian conjugate (conjugate-transpose). By performing a singular value decomposition of the propagation matrix we get \( K(\omega) = U(\omega)\Lambda(\omega)V^t(\omega) \), where \( U \) and \( V \) are unitary matrices and \( \Lambda \) is a diagonal matrix whose elements are the singular values \( \Lambda_i \). On the other hand, the eigenvalue decomposition of the TRO gives \( T(\omega) = S(\omega)V^t(\omega) \), with \( S(\omega) = \Lambda^t(\omega)\Lambda(\omega) \) the diagonal matrix of eigenvalues that are the propagation matrix singular values square, and \( V \) the unit matrix of eigenvectors. This decomposition of the TRO gives us information on the propagation medium. In the detection field, Decomposition of the Time Reversal Operator (DORT) (Yavuz & Teixeira, 2006) provides information on the diffraction strength of the target via the eigenvalues and information on the position via the eigenvector of the TRO.

### 4. Definitions, numerical methodologies and outputs

In this study, TR is applied in a numerical way in order to facilitate its characterization in different configurations. From a practical point of view, it is easier to carry out a parametric study numerically than experimentally. For instance, a numerical study offers the flexibility to choose between a TRC and a TRM, to vary the number of probes, their positions in many test cases, etc. The proposed methodology needs to gather from the TR principles and MSRC studies. This is why the chosen method must take into account the characteristics of each domain. Indeed, it is important to consider all elements present in the experimental RC device: cavity, stirrer, equipment (Corona et al., 2002). From a numerical point of view, the influence of the metallic elements must be considered in time simulation. Consequently, the fields temporal distribution must be numerically implemented with special care given to metal facets (i.e., considered as Perfect Electric Conductor, PEC). For all the above reasons, the numerical simulations were carried out using an own-made Finite Difference Time Domain (FDTD) electromagnetic code (Bonnet et al., 2005) with \( E / H \) formulation and later for more complex cases the commercial software CST MICROWAVE STUDIO® without neglecting the fact that we can use any numerical tool that solves Maxwell’s equations.
4.1 Focusing quality

To characterize time and space focusing after the TR process, we will define multiple criteria and parameters.

4.1.1 Maximum magnitude of focusing

The first idea about the quality of focusing is obtained by considering the useful part of the reconstructed signal (see duration $\tau_u$, Fig. 4d) and implementing the absolute maximum of the focused signal.

$$Max(R_0) = \max_{t \in \tau_u}(|E_{TR}(t, R_0)|)$$  \hspace{1cm} (9)

4.1.2 Focal spot

The second criterion characterizing spatial focusing around $R_0$ is the focal spot dimension ($\delta$) which is described in two dimensions by distance along the $x$ and $y$ directions for which the total electric field focused at time $t = 0$ (which is the focusing time) is between $E_{TR}(R_0)$ and $E_{TR}(R_0)/2$ (in other words where $E_{TR}(R_0)/Max(R_0)$ belongs to $[-6 \text{ dB}; 0 \text{ dB}]$). The Fig. 6 illustrates this criterion in two dimensions (2-D), the principle can be extended to three dimensions (3-D). According to Fig. 6, we may write

$$\delta_x = u_{x2} - u_{x1}$$
$$\delta_y = u_{y2} - u_{y1}$$  \hspace{1cm} (10)

where $u_{x1}, u_{x2}, u_{y1},$ and $u_{y2}$ are the positions of both sides of $R_0$ at the focusing time ($t = 0$) along $x$ and $y$ directions. Note that the width of the focal spot in a reverberating environment, depending on the diffraction limit, is about $\lambda/2$ where $\lambda$ is the wavelength corresponding to the frequency of the excitation pulse. On the other hand, in free space the focal spot is given by the following formula

$$\delta = \frac{\lambda F}{D}$$  \hspace{1cm} (11)

with $F$ the distance between the focusing point ($R_0$) and the TRM ($R_i$), and $D$ the size of the TRM.
4.1.3 Signal to noise ratio

An important criterion to characterize focusing in a reverberation chamber is the Signal To Noise (STN) ratio, which was theoretically introduced in (de Rosny, 2000) as follows:

\[
STN \simeq \frac{4\sqrt{\pi}\Delta H\Delta \Omega}{\langle \alpha \rangle^2 + \frac{\Delta H}{\Delta t}}
\]

where we have: \(\Delta \Omega\), the frequency bandwidth of the excitation pulse; \(\alpha\), the ensemble average of the eigenmodes magnitude of the chamber; \(\Delta H\), the Heisenberg’s time given by the following formula

\[
\Delta H = 2\pi n(\omega)
\]

with \(n(\omega)\), the average modal density of the reverberation chamber assumed constant over the entire bandwidth \(\Delta \Omega\).

Numerically, this ratio can be calculated from the temporally focused signal in \(R_0\), and it is known as the temporal STN ratio (\(STN_t\)) which is the ratio between the squared magnitude of the focused signal peak (Fig. 4d, \(t = 0\)) and the temporal noise around the peak. It is defined as the square of the focused field RMS on a part of the simulation time apart the useful signal (Fig. 4d, \(t \notin \tau_u\)).

The ratio is given by

\[
STN_t = \frac{\langle E_{TR}(r = R_0, t = 0) \rangle^2}{\langle E_{TR}^2(r = R_0, t \notin \tau_u) \rangle}
\]

where \(E_{TR}(R_0, t)\) represents the focused total electric field in \(R_0\).

Similarly to (14), we can also calculate the spatial STN ratio (\(STN_s\)) which is the ratio of the squared magnitude of the focused signal peak in \(R_0\) on the square of the field RMS value calculated over the rest of the studied domain at the focusing time \((t = 0)\), this one can be considered as "spatial noise". So we have

\[
STN_s = \frac{\langle E_{TR}(r = R_0, t = 0) \rangle^2}{\langle E_{TR}^2(r \neq R_0, t = 0) \rangle}
\]

It has been proved in (Moussa et al., 2009a) that for whole averages and as RC are ergodic systems, temporal STN ratio is equivalent to spatial one. In what follows, for the sake of simplicity, both temporal and spatial signal to noise ratios are denoted \(STN\).

4.1.4 Delay spread

To characterize the temporal focusing (and linked to spatial aspects) in reverberation chamber, the delay spread parameter is defined as in (Ziadé et al., 2008). Indeed, the impulse response shown in Fig. 4b shows that a pulse emitted from a source will be received as a series of pulses (with different arrival times). This parameter stands for time separating last echo and straightforward way. The root mean square of the delay spread parameter (linking the standard deviation of time with the mean value) can be written for the \(E\) fields by

\[
\tau_{RMS} = \sqrt{\frac{\int (\tau - \tau_m)^2 |E_{TR}(r, \tau)|^2 d\tau}{\int |E_{TR}(r, \tau)|^2 d\tau}}
\]
with \( \tau_m \): mean value of \( E \) delays. Electric fields \( E_{TR} \) are given at location \( r \) and time \( \tau \). Thus, the average delay \( \tau_m \) is given by

\[
\tau_m = \frac{\int |E_{TR}(r, \tau)|^2 \, d\tau}{\int |E_{TR}(r, \tau)|^2 \, d\tau}.
\]  

(17)

4.2 FDTD method for time reversal

In the FDTD method, Maxwell’s equations are discretized following the Yee algorithm (Yee, 1966), these equations are invariant to time reversal transformation (Jackson, 1998). For more simplicity, we will consider here a 2-D formulation; the 3-D case can be straightforward extended by simple modifications. In the FDTD method, electric and magnetic fields are calculated by an explicit "leapfrog" scheme for time intervals separated by a half time step, in other words from the electric field at time \( t = n - 1/2 \) and the magnetic field at time \( t = n \), the electric field at time \( t = n + 1/2 \) is calculated as we can see in the discretized Maxwell’s equation below (18) (2-D TM mode)

\[
E_{z}^{n+1/2} \left( i + \frac{1}{2}, j + \frac{1}{2} \right) = \frac{2\varepsilon - \sigma dt}{2\varepsilon + \sigma dt} E_{z}^{n-1/2} \left( i + \frac{1}{2}, j + \frac{1}{2} \right) + \frac{2dt}{2\varepsilon + \sigma dt} \times \\
\begin{bmatrix}
H_{y}^{n} \left( i + 1, j + \frac{1}{2} \right) - H_{y}^{n} \left( i, j + \frac{1}{2} \right) \\
-dx \\
H_{x}^{n} \left( i + \frac{1}{2}, j + 1 \right) - H_{x}^{n} \left( i + \frac{1}{2}, j \right) \\
-dy
\end{bmatrix}
\]  

(18)

where \( dx, dy \) and \( dz \) are the space steps in Cartesian directions \((Ox), (Oy), \) and \((Oz)\), while \( dt \) is the time step. \( \sigma \) and \( \varepsilon \) represent conductivity and permittivity of the medium.

Regarding time reversal, we need to reverse the calculation sequence. In fact, the electric field at time \( t = n - 1/2 \) is calculated from the electric field at time \( t = n + 1/2 \) and the magnetic field at time \( t = n \). To do that, we only need to take the discretized Maxwell’s equations and rewrite them under the desired shape (Sorrentino et al., 1993)

\[
E_{z}^{n-1/2} \left( i + \frac{1}{2}, j + \frac{1}{2} \right) = \frac{2\varepsilon + \sigma dt}{2\varepsilon - \sigma dt} E_{z}^{n+1/2} \left( i + \frac{1}{2}, j + \frac{1}{2} \right) - \frac{2dt}{2\varepsilon - \sigma dt} \times \\
\begin{bmatrix}
H_{y}^{n} \left( i + 1, j + \frac{1}{2} \right) - H_{y}^{n} \left( i, j + \frac{1}{2} \right) \\
-dx \\
H_{x}^{n} \left( i + \frac{1}{2}, j + 1 \right) - H_{x}^{n} \left( i + \frac{1}{2}, j \right) \\
-dy
\end{bmatrix}
\]  

(19)

The above relation (19) should be applied to calculate fields at earlier moments from the later instants. To check the validity of this TR algorithm, consider a 2-D domain whose boundaries are simulated by PEC. An excitation point source emitting a Gaussian pulse is located in the middle of the Computational Domain (CD). The field propagates in the domain for a time \( t = t_1 \). Fig. 7a shows the distribution of the electric field \( E_z \) at time \( t = t_1 \). For \( t > t_1 \), time is reversed and we consider the field distribution \( E_z \) at time \( t = t_1 \) (Fig. 7a) as initial condition. After this time, and from the modified FDTD equations, we come to rebuild the field distribution of the source and found its position (Fig. 7b). This TR algorithm was effectively applied in (Neyrat, 2009) for buried object detection.
The technique described above may only have numerical applications since fields have to be recorded for each discretisation point. In our case (applying TR in EMC), our objective is not detection, but focusing field numerically in a given place and time, and for instance, extending to experimental developments in further works. To avoid field registration throughout the whole domain which should be impossible experimentally, we will focus on the technique briefly described on Fig. 4. In this case, the field is recorded on probes during the first phase using the FDTD discretization (18), and in the second it is time reversed and retransmitted without changing the Maxwell’s equations in the FDTD code. This alternative is the one used in most of TR experiments and TR numerical simulations.

4.3 Numerical configurations

Already mentioned, simulations were performed using an own-made code based on the FDTD method. Two CDs were considered: the first one is a 2-D TM mode given by CD₁ = 3.3 × 3.3 m², the second is a 3-D CD₂ = 2.2 × 1.5 × 1 m³ volume. The excitation signal used for the first phase of the TR process is a Gaussian modulated sine pattern (Fig. 8a)

\[ x(t) = E₀e^{-\left(\frac{z₀ + t₀}{\ell}\right)^2}sin(2πf_c t) \]  

(20)

where \( E₀ \) is the Gaussian magnitude, \( z₀ \) and \( t₀ \) are respectively the delays with respect to the origins of space and time, \( \ell \) is the mid-height width of the pulse, and \( f_c \) is the central frequency.

The bandwidth \( ΔΩ \) of this pulse is the frequency distance (Fig. 8b) of both sides of the central frequency with respect to the attenuation (\( Att \)) of the maximum amplitude (the amplitude corresponding to \( f_c \)). To calculate \( ΔΩ \), we consider successively different attenuation levels. For instance, in the case of \( Att = 2 \) (corresponding to a −6 dB decrease) we divide the amplitude corresponding to \( f_c \) by 2 and calculate \( f_2 \) and \( f_1 \), and the bandwidth is given by \( ΔΩ = f_2 - f_1 \).

For all FDTD simulations in this chapter, we used a Gaussian modulated at a central frequency \( f_c = 600 MHz \) and bandwidth \( ΔΩ = 350 MHz \) calculated at −6 dB. Simulations are performed with an uniform spatial discretization \( dx = dy = 3.3 cm \) for the 2-D domain, and \( dx = dy = dz = 3.3 cm \) for the 3-D domain (corresponding to \( λ_{f_c}/15 \), \( λ_{f_c} \): wavelength corresponding to the central frequency \( f_c \)).
5. Numerical results

In this section, we investigate the impact of various parameters on the TR process. These will be studied initially in free space, then we will see how the complexity of the environment can improve the focusing quality, and finally we will check how reverberant media are ideal environments to work with TR.

5.1 Preliminary study in free space

The first numerical example treated helps to qualify focusing relatively to the number of probes in the TRC. For this, we consider the 2-D $CD_1$ domain (Fig. 9) where the excitation source is located in the middle of the area and a TRC composed of 320 probes completely surrounding the point source. Free space is simulated by Mur absorbing boundary conditions (Mur, 1981).

A 7 ns pulse (Fig. 8a) is emitted from the point source and the TRC probes record the evolution of the electric field component $E_z$ and the magnetic field components $H_x$ and $H_y$ (TM mode). After time reversal and reemission of the recorded signals by the TRC probes, we can find the position of the excitation source as shown in the spatio-temporal evolution of the absolute value of the electric field $E_z$ on Fig. 10.

The returned excitation signals $x(-t)$ and the normalized temporal focusing signal $E_{TR}$ at the point source are plotted on Fig. 11a. The original shape of the excitation signal and the position of the emission point are observed (here it is an active source but it can also be a diffracting object).
Fig. 10. Electric field spatio-temporal evolution around focusing point (focusing time set as time origin).

Fig. 11. (a) Temporal and (b) spatial focus on the point source at focusing time ($t = 0$).

The number of probes used in the previous example (320 probes) is the maximum number allowed by the used FDTD discretization. In Fig. 12a, curves (1), (2) and (3) demonstrate the importance of the probes number in the TRC on the maximum magnitude of focusing criterion. In addition, we note (Fig. 12b) that this criterion increases linearly with the number of probes.

For a 3-D domain ($CD_2$), two cases were treated. The first one deals with an excitation emitted by the point source along the three components of the electric field $E_x$, $E_y$ and $E_z$, and the second one only $E_x$ component is considered. The Fig. 13 shows the treated numerical configuration where the excitation point is in the middle of the $CD_2$ (Cartesian coordinates (0, 0, 0) which corresponds to the mesh (34, 23, 15), and the TRC is composed of 6114 probes corresponding to the maximum number allowed by the used FDTD discretization.
Fig. 12. (a) Focused signals \(E_{TR}(t, R_0)\) for different number of probes uniformly distributed on the TRC. (b) Maximum magnitude of focusing criterion with respect to the TRC probes number.

Fig. 13. CD2 domain: (0) absorbing conditions, (1) source \(R_0\), (2) TRC.

In the first case, we can see that the focused signal after TR is along the three polarizations \(x, y\) and \(z\) (Fig. 14a), and we can focus on the spatial distribution of the total electric field at focusing time (Fig. 14b) where an energy concentration appears around the point source.

Fig. 14. (a) Time focusing for emitted excitation along \(E_x, E_y,\) and \(E_z\). (b) Total electric field cartography at focusing time \((t = 0)\).

In the second case (where the excitation is along \(E_x\)), we see that the electric field is focused only along the \(x\) component (Fig. 15) and this can be verified if we extract \(E\)-field over a plan corresponding to \(z = 0\) and we look to the field cartography at focusing time for all polarizations (Fig. 16). We clearly note that the electric field corresponding to \(E_y\) and \(E_z\) is almost zero compared to \(E_x\).
We deduce that it is theoretically possible to control the polarization of the wave attacking the EUT without changing the antenna polarization. This application can be very interesting especially in a reverberant environment, as we shall see later in this chapter.

Given the huge number of probes needed for the TRC and the inability to achieve such an experimental configuration, in the following simulations TRC is replaced by a TRM with limited opening (Fig. 17).

The previous simulations are repeated with a TRM of 41 probes for 2-D domain and 54 probes for 3-D domain, comparing temporal focusing (Figs. 18a, 19a) with those obtained with a TRC (Figs. 12a, 14a), we note that the maximum magnitude of focusing is greatly reduced. Moreover we note a spatial focusing damage. The Figs. 18b and 19b show that focusing is of weaker quality comparatively to TRC cases (Figs.11b, 14b).

So, unlike the previous case, recording fields on one side of the domain can not reconstruct the exact propagation of the wave as it spread, from the fact that the information is reduced.
Fig. 18. CD1: (a) Temporal and (b) spatial focusing on the point source at the focusing time \((t = 0)\) using a TRM.

Fig. 19. CD2: (a) Temporal and (b) spatial focusing on the point source at the focusing time \((t = 0)\) for an excitation along \(E_x, E_y,\) and \(E_z\) using a TRM.

especially for 3-D. This loss of information can be solved by making the domain more complex, which will allow recording more information without increasing the number of TRM probes. In the following, we will only consider the 3-D domain (CD2).

5.2 Introducing multiple reflections

To collect more information on the wave propagation in the first phase of TR, it is better to increase the TRM angular opening or make the environment more complex. To achieve this, a metal plate modeled by PEC is added in the domain (Fig. 20).

Fig. 20. CD2 domain: (0) absorbing conditions, (1) source \(R_0\), (2) TRM probes \(R_i\), (3) metallic plate.
The goal here is to take advantage of reflections due to the presence of the metal plate. The Fig. 21a confirms the expectation about the presence of a diffracting object: we see that the signal received by a probe of the TRM (component $x$ of the electric field $E_x$) in a complex environment contains more information. Indeed, the waves due to the PEC reflections improve the maximum magnitude of focusing (Fig. 21b).

Following this idea, we can easily imagine that suitable media to apply the TR are the reverberating environments, supporting the interests of its application in the MSRC. Indeed, the multiple reflections suffered by the wave on the metal walls of the chamber will allow us to replace the TRM by a limited number of probes.

5.3 Time reversal in a reverberant environment (reverberation chamber)

In this section, the previous configuration $CD_2$ is preserved with a 8-probes TRM and excitations along $E_x$, $E_y$, and $E_z$. The purpose of this part is to show the benefits of TR application in the MSRC across different test cases:

- the “free space” data will be compared to a reverberant environment,
- the duration of the TR window, in other words duration of the reversed signal, is studied looking the STN ratio and the link with the modal density of the chamber,
- intrinsic properties of the wave propagation in the cavity will be treated by focusing on the randomness of the probes location,
- and finally, we will study the influence of the excitation source parameters in terms of the focal spot size.

5.3.1 Comparison with free space

The presence of perfectly metallic boundary conditions replacing absorbing conditions implies that the impulse response (Fig. 22a) received by one of the 8 probes of the TRM is composed of several reflections that never decrease, unlike free space case (Fig. 21a). It is important to note that real losses are not included in this section. As a result, the numerical energy injected after time reversal appears comparatively higher in RC than with absorbing conditions. This improves the focusing quality in terms of maximum focusing magnitude: $6.10^{-4} \text{ V/m}$ with 51 probes as TRM in free space (Fig. 19a) and $0.04 \text{ V/m}$ with a TRM of 8 probes in RC (Fig. 22b).
To investigate the spatial focusing by studying the focal spot size in all directions and check the temporal focusing using the delay spread criterion ($\tau_{RMS}$), we recorded the total electric field around the focusing point along x, y and z axis. On the one hand, results given in Fig. 23a show that focusing is symmetrical and is $\lambda_{fc}/2$ order (dimension of the focal spot $= 0.25 \, m = \lambda_{fc}/2$).

On the other hand in Fig. 23b, the delay spread criterion is implemented. Indeed, the signals are sent back on the principle of first wave arrived last broadcast, so that all waves arrive simultaneously at the focusing point. The criterion $\tau_{RMS}$ measures the arrival time between first and last wave. Therefore, the smaller this parameter is over a given point in space, better the focusing is (in terms of agreement between time and space). For this we can see in Fig. 23b the smallest value of $\tau_{RMS}$ (along x, y, and z axis around $R_0$) corresponds to the point source. This means that TR has reduced the echoes and the excitation pulse was reconstructed even if we are in a reverberant environment.

The last studied parameter in this section is the propagation matrix $K$ (section 3.3). This matrix can be constructed numerically in a simple way. To do this, an array of 24 point sources ($i = 1$ to 24) separated by 23 cm from each other is placed on one side of the domain and the same number of probes ($j = 1$ to 24) is used on the other side. We measure the 576 inter-element impulse responses ($k_{ij}(t)$) in both free space and RC. After a Fourier transform of each $k_{ij}(t)$, the propagation matrix $K$ is known to the whole spectrum of the excitation pulse. For each frequency a singular value decomposition is applied. The singular values
of $K$ in both cases are shown in Fig. 24. Note that in the case of RC the number of singular values is much more representative than the free space case so the matrix $K$ has a higher rank. For the central frequency $f_c = 600 \, MHz$, we see that we have 20 singular values for the RC case and only 5 in free space (with a $-32 \, dB$ threshold relatively to the first singular value). Physically the number of significant singular values is approximately the number of independent probes whose recorded impulse responses are not correlated, which is a crucial point in the application of TR in a reverberant environment, as we will see later in this chapter.

![Fig. 24. Singular value decomposition of the propagation matrix $K$ in (a) free space and (b) RC.](image)

**5.3.2 Influence of simulation duration**

To study the influence of the reversed signal duration, in other words, the influence of the simulation duration on the $STN$ ratio, different numerical tests were processed by varying the duration $\Delta t$ and conserving one probe as TRM. To see more representative average data, each simulation of the second phase of TR is repeated nine times and at each time the receiving probe is placed in a different position of the chamber.

![Fig. 25. $STN$ ratio with respect to simulation duration (case 1: $f_c = 400 \, MHz/\Delta \Omega = 260 \, MHz$: blue circles markers, case 2: $f_c = 800 \, MHz/\Delta \Omega = 260 \, MHz$: red squares markers).](image)

On Fig. 25, we plotted for each studied case the $STN$ ratio, numerically calculated from (14), averaged over the nine positions of the TRM probe, with respect to the simulation duration $\Delta t$. We note that the $STN$ ratio increases with the central frequency of the excitation signal, also this ratio becomes stable after a given time called Heisenberg time ($\Delta H$). From (13), where $n(\omega)$ is deduced numerically by counting the resonant modes in the bandwidth (see later
in this section), we obtain the Heisenberg time value. These results are verified numerically in Fig. 25 (e.g. in case 1, the Heisenberg time value $\Delta H = 0.3 \, \mu s$ given by (13) is verified numerically).

![Impulse response spectrum](image)

**Fig. 26.** Impulse response spectrum.

This behavior of STN saturation has been experimentally explained in terms of "information grains" and used in (de Rosny, 2000). In this model the impulse response of the system with $1/\tau$ as frequency width ($\tau$: time duration of the modulated Gaussian), can be linked to a succession of uncorrelated information grains whose frequency width is around $1/\Delta t$. From Fig. 26, we see that the STN saturation seems to be a consequence of the existence of a finite number of resonant frequencies in the impulse response spectrum. Thus, for short time simulation durations, one information grain covers several frequencies (eigenmodes of the chamber). In this case, the number of information grains is equal to $\Delta t / \tau$, and the STN ratio increases with time. However, for longer durations, the number of information grains that can not be set only on the resonance frequencies stabilizes (number of information grains is equal to $1/(\tau \delta f)$ with $\delta f$: average distance between two successive eigenmodes); all the frequencies of the chamber are being resolved. The STN ratio becomes independent of the simulation duration (Fig. 25). This was predicted by the theoretical formula of STN ratio (12).

![Eigenmodes number](image)

**Fig. 27.** Eigenmodes number with respect to simulation duration (case 1: $f_c = 400 \, MHz/\Delta \Omega = 260 \, MHz$: blue circles markers, case 2: $f_c = 800 \, MHz/\Delta \Omega = 260 \, MHz$: red squares markers).

This ratio depends on the product $\Delta H \Delta \Omega$ which is simply the number of eigenmodes. Thus Fig. 27 illustrates this saturation phenomenon: the evolution of the eigenmodes number of the RC in the bandwidth $\Delta \Omega$ is plotted as a function of simulation duration. The direct
estimation of the number of resonance modes from Weyl theoretical formula (Liu et al., 1983) does not take into account the numerical characteristics of temporal simulation. As such, the eigenmodes number is defined from the mean total electric field spectrum recorded by the nine positions of the receiving probe: numerical calculation is achieved by counting the resonance peaks in the spectrum (Fig. 27). Note that the eigenmodes number stabilizes for duration greater than the corresponding Heisenberg time, which verifies the saturation of the STN ratio (Fig. 25).

5.3.3 Contribution of random receivers locations and number

Arnaud Derode has proved in (Derode et al., 1999) that the STN ratio increases with the root of the number of used probes, and this is caused by the fact that each supplementary probe brings an additional information uncorrelated with known information. In the RC case, uncorrelated information are the eigenmodes of the chamber. To study the influence of probe number in the TRM on the STN ratio, Various FDTD simulations are achieved for the case where \( f_c = 400 \text{ MHz} \) and \( \Delta\Omega = 260 \text{ MHz} \) using different numbers of probes (from 1 to 20) located randomly inside the CD (except on source and PEC boundaries). In order to compute mean values of outputs, each previous experiment is repeated 50 times for each number of probes (i.e. 50 random draws following a uniform law for 1 probe, then 50 for 2 probes, \ldots). We chose a TR window \( \Delta t = 65 \text{ ns} \) much smaller than the corresponding Heisenberg time (\( \Delta H = 300 \text{ ns} \)).

The Fig. 28a shows that the maximum magnitude of focusing increases linearly with the number of probes. Contrary to maximum output, the use of STN criterion (more representative for a RC studies according to multiple reflections on PEC and thus to multiple sources) seems more relevant to characterize the quality of focusing. From the Fig. 28b (results obtained from the temporal STN ratio) and assuming a given number \( np \) of receiving probes (\( np \approx 8 \) or 9), focusing may appear independent from the probes number and the STN ratio stabilizes and does not follow the root law observed in (Derode et al., 1999). Indeed, after an increase, the STN ratio shows a level of saturation and the mean trend seems to reach a limit as a function of the probes number (from 10 to 20 probes in this case). This is due to the fact that the new probes do not provide any additional information since the eigenmodes of the RC are already resolved. To a weaker extent, the positions of the receiving probes need particular care. This result may provide great interests for MSRC studies since it is far more convenient to repeat some measurements using less probes for a given time than multiplying the number of field sensors for a shorter duration. Obviously, taking advantage of multiple scattering in RC, the use of a single TR probe needs a sufficient time of experiment to provide enough information (in comparison with a multi-probes setup).

5.3.4 Spatial resolution

In EMC tests, sometimes we need to obtain a field distribution following a focal spot as small as possible. In order to study the influence of the excitation pulse parameters in the focal spot, we computed the normalized total electric field as a function of the distance to \( R_0 \) along \( x \) axis by varying the central frequency and the bandwidth of the modulated Gaussian. We note (Fig. 29) that the size of the focal spot (as defined in section 4.1.2) decreases by increasing the central frequency and the bandwidth of the excitation pulse. Our interest is, for TR experiences in RC, to increase \( f_c \) and \( \Delta\Omega \) to excite more resonant modes in the RC and influence the STN ratio quality.
In the final part of this chapter, the TR is numerically applied in the LASMEA (LAboratoire des Sciences et Matériaux pour l’Électronique et d’Automatique, Clermont Université) MSRC (for impulsive susceptibility test and selective focusing).

6. EMC application and selective focusing

Since 2001, a MSRC has been available for the EMC research & applications of LASMEA. Its dimensions and an internal view are given on Fig. 30. Historically, studies and tests in
the MSRC were made in the frequency domain to provide an internal volume (WV) where
the characteristics of the electromagnetic field illuminating the EUT are given with the same
probability. A statistically uniform and homogeneous distribution of the electromagnetic field
in MSRC means that the same part of energy attacks the EUT from all directions and with all
polarizations (when averaged over the number of stirrer positions, i.e. over a full rotation of
it). Nevertheless, this means that the illumination is statistically the same for the whole EUT,
which can be a disadvantage, especially if the reliability is not the same for all components of
the EUT.

Fig. 30. Inner view of LASMEA MSRC ($6.7 \times 8.4 \times 3.5 \, m^3$). Characteristics: (0) walls, (1)
emitting and (2) receiving antennas, (3) field’s probe, (4) mechanical stirrer, (5) working
volume.

The application of the TR technique allows us to bring time techniques for EMC studies in
MSRC. One of these intended applications is the impulsive susceptibility test and selective
focusing that will be considered as a solution of the problem described above. To do this,
we will use the commercial software CST MICROWAVE STUDIO® to numerically treat this
case. In the next section, we will point to this software and the numerical set up used.

6.1 Numerical configuration

CST MICROWAVE STUDIO® is a specialist tool for the 3-D electromagnetic simulation.
Inspired by the characteristics of LASMEA MSRC, the Fig. 31 shows the configuration of
our example. Simulations are performed with a spatial discretization of 0.65 cm and 4 cm
respectively corresponding to the smallest and largest mesh, and a time step of 24.4 ps.

The walls of the MSRC are modeled with a conductivity of $S_c = 1.1 \times 10^6 \, S/m$, furthermore
the stirrer has a conductivity of $2.74 \times 10^7 \, S/m$. The support table and the EUT are made
respectively of wood and aluminum ($S_c = 3.56 \times 10^7 \, S/m$). In this application, we wish to focus
separately on the three components of the EUT modeled by dipoles (1, 2, and 3 in Fig. 31). The
excitation signal is a Gaussian modulated sine pattern with a central frequency of 250 MHz
and a bandwidth of 300 MHz calculated at $-20 \, dB$. The TRM is composed of two 60 cm
half-wavelength antennas.
Fig. 31. LASMEA MSRC modeled by CST MICROWAVE STUDIO®: (a) walls, (b) mechanical stirrer, (c) EUT, (1)(2)(3) EUT three components.

6.2 Preliminary study

To justify the choice of the TRM antenna number, the duration of the TR window ($\Delta t$), and the ability to choose the polarization of the focused signal, a preliminary study is carried out maintaining the configuration of the Fig. 31 without the table and the EUT; but, here, an isotropic probe will be used to check focusing properties. Based upon TR principles, and because the simulator does not allow exciting probes and there are not designated to broadcast, necessary signals for the second phase of TR may be obtained directly by injecting excitation signal straightforward on the TRM antennas one by one. The three Cartesians components of these impulse responses are recorded by an isotropic field probe, and then back propagated from the TRM. Indeed, during the first phase, the isotropic probe records the electric field $E_\alpha$ (with $\alpha = x, y$ or $z$: Cartesian component of the field). We can choose the polarization $\alpha$ of the focused signal ($E_{TR\alpha}$) from back-propagating by the TRM recorded signal corresponding either to $x, y$ or $z$ without changing the polarization of the TRM antennas (Fig. 32).

Fig. 32. Polarization control of the focused signal.
To determine the TR window duration ($\Delta t$), we need to calculate the Heisenberg time. Thus, we plotted on Fig. 33a the evolution of the $\text{STN}$ ratio as a function of $\Delta t$ for a TRM composed of a single antenna. Already mentioned above, we note that the $\text{STN}$ ratio stabilizes after a certain duration, we can deduce that the Heisenberg time is about 8 $\mu s$. However an 8 $\mu s$ simulation in comparison with the large dimensions of the LASMEA MSRC is disadvantageous in terms of computing time, so we chose to reduce simulation time by increasing the TRM antenna number. Fig. 33b shows that for $\Delta t = 0.75 \mu s$ the $\text{STN}$ ratio stabilizes for a number of antenna greater than 8.

![Graphs showing the $\text{STN}$ ratio evolution](image)

Fig. 33. $\text{STN}$ ratio evolution: (a) as a function of the TR window for a TRM composed of 1 antenna, (b) as a function of the TRM antenna number with a TR windows of $\Delta t = 0.75 \mu s$.

The number of antennas needed for a TR experience is given by the ratio $\Delta H/\Delta t$, hence we chose the duration $\Delta t = 4 \mu s$ with 2 antennas as TRM.

### 6.3 Selective focusing

In this section, we will check the possibility to focus the electric field on one of the three components of the EUT, while others are aggressed by lower levels (noise). To do this, we consider the example where the values 15 V/m, 70 V/m and 40 V/m correspond respectively to the three components threshold that should not be exceeded by the electric field. After recording the impulse responses $k_{ij}(t)$ with $1 \leq i \leq 2$: number of TRM antennas and $1 \leq j \leq 3$: number of components of the EUT, and given the linearity of the system, we can focus on any component with any desired focusing magnitude by a simple post-processing. Indeed, if for example we want to focus on the component number 2 (Figs. 34c, 34d), we will back-propagate through the first antenna of the TRM the signal $pk_{12}(-t)$ and the signal $pk_{22}(-t)$ by the second antenna, where $p$ is the weight corresponding to the needed amplification. The $p$ coefficient stands for the focusing magnitude control offered by TR (the focusing peak may be increased or decreased throughout the number of TRM antennas, the TR window duration, or an external amplification weight). We plotted in Fig. 34 temporal and spatial focusing corresponding to the "on demand" desired peak magnitude separately on each of the three components. The spatial focusing of the field corresponds to the absolute maximum value recorded over the entire simulation for each cell of the slice plan).

We note that for the different cases, the maximum of the field corresponds to the desired spatial location of each component. In addition, we note that for the second case, for example, we have focused on the component 2 (Figs. 34c, 34d) while respecting the threshold of the first component (component 1 was aggressed by a field whose numerical value is smaller than 15 V/m), same for the third case. To achieve this desired focusing magnitude on component 2
Fig. 34. Temporal focusing of the electric field on: (a) component 1 with $p = 1$, (c) component 2 with $p = 5$, (e) component 3 with $p = 3$. Spatial focusing corresponding to the absolute maximum value of the electric field: (b) component 1 with $p = 1$, (d) component 2 with $p = 5$, (f) component 3 with $p = 3$.

(64 V/m) smaller than the corresponding threshold (70 V/m), the impulse responses $k_{12}(-t)$ and $k_{22}(-t)$ were multiplied by the weight $p = 5$; so we notice that following this way we can control the time, location, and magnitude of focusing (by the weight $p$).

Finally, if we wish, for example, to focus on the first and third components with respective magnitude of 13 V/m and 35 V/m, we sum and back-propagate the needed impulse responses (on the first TRM antenna we back-propagate the signal $p_1 k_{11}(-t) + p_3 k_{13}(-t)$ with $p_1 = 1$ and $p_3 = 3$, on the second TRM antenna we back-propagate the signal $p_1 k_{21}(-t) + p_3 k_{23}(-t)$). The Fig. 35 justifies this approach and shows the ability of selective focusing by TR.
Fig. 35. Cutting plan \((z = 1.4 \text{ m})\) of the absolute maximum value of the electric field obtained on the: (a) component 1 with \(p = 1\), (b) component 3 with \(p = 3\), (c) two components together, 1 with \(p = 1\) and 3 with \(p = 3\).

### 7. Conclusions

In this chapter, the TR method was presented in electromagnetism for applications concerning the EMC domain in a reverberating environment. Based upon the equivalence between backward propagation and reversibility of the wave equation, many TR experiments were led successfully in acoustics. In this chapter, after an introduction explaining the physical context, the theoretical principles of TR were described and illustrated numerically using the FDTD method. The use of the CST MICROWAVE STUDIO® commercial software laid emphasis on the industrial interest of TR for EMC test devices. First, the TR technique was applied in free space using a TRC and a TRM, and then the importance of the complexity of the medium was demonstrated. Relying on intrinsic RC behavior and due to multiple reflections, the results obtained by applying TR in a reverberating cavity were clearly improved; the aim was to accurately describe the influence of various parameters above focusing. Thus, a link between the modal density in a cavity and the TR focusing quality was clearly established through the \(STN\) ratio. A particular interest relies on the number and locations of TR probes and the excitation pulse parameters impact. Finally we introduced an original way to perform an impulsive susceptibility test study based on the MSRC use. We presented the possibility to choose the polarization of the wave aggressing the EUT, and to perform an "on demand" selective focusing. In further works, it would be interesting to experimentally confirm our numerical results, so one may expect to proceed to experimental analysis in LASMEA MSRC. At last, considering the characteristics of EMC applications in MSRC, a closer look might be set to the advantages of TR numerical tools for innovating studies in reverberation chambers.
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