DEFINABILITY IN THE EMBEDDABILITY ORDERING OF FINITE DIRECTED GRAPHS, II

ÁDÁM KUNOS

Abstract. We deal with first-order definability in the embeddability ordering \((D; \leq)\) of finite directed graphs. A directed graph \(G \in D\) is said to be embeddable into \(G' \in D\) if there exists an injective graph homomorphism \(\varphi: G \to G'\). We describe the first-order definable relations of \((D; \leq)\) using the first-order language of an enriched small category of digraphs. The description yields the main result of the author’s paper [5] as a corollary and a lot more. For example, the set of weakly connected digraphs turns out to be first-order definable in \((D; \leq)\). Moreover, if we allow the usage of a constant, a particular digraph \(A\), in our first-order formulas, then the full second-order language of digraphs becomes available.

1. Introduction

In 2009–2010 J. Ježek and R. McKenzie published a series of papers [1–4] in which they have examined (among other things) the first-order definability in the substructure orderings of finite mathematical structures with a given type and determined the automorphism group of these orderings. They considered finite semilattices [1], ordered sets [4], distributive lattices [2] and lattices [3]. Similar investigations [5–8] have emerged since. The current paper is one of such, a continuation of the author’s paper [5] that dealt with the embeddability ordering of finite directed graphs. That whole paper centers around one main theorem. In the current paper we extend this theorem significantly.

Let us consider a nonempty set \(V\) and a binary relation \(E \subseteq V^2\). We call the pair \(G = (V, E)\) a directed graph or just digraph. The elements of \(V = V(G)\) and \(E = E(G)\) are called the vertices and edges of \(G\), respectively. The directed graph \(G^T := (V, E^{-1})\) is called the transpose of \(G\), where \(E^{-1}\) denotes the inverse relation of \(E\). A digraph \(G\) is said to be embeddable into \(G'\), and we write \(G \leq G'\), if there exists an injective homomorphism \(\varphi: G \to G'\). Let \(D\) denote the set of isomorphism types of finite digraphs. It is easy to see that \(\leq\) is a partial order on \(D\).

Let \((\mathcal{A}, \leq)\) be an arbitrary poset. An \(n\)-ary relation \(R\) is said to be (first-order) definable in \((\mathcal{A}, \leq)\) if there exists a first-order formula \(\Psi(x_1, x_2, \ldots, x_n)\) with free variables \(x_1, x_2, \ldots, x_n\) in the language of partially ordered sets such that for any \(a_1, a_2, \ldots, a_n \in \mathcal{A}\), \(\Psi(a_1, a_2, \ldots, a_n)\) holds in \((\mathcal{A}, \leq)\) if and only if \((a_1, a_2, \ldots, a_n) \in R\). A subset of \(\mathcal{A}\) is definable if it is definable as a unary relation. An element
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\[ a \in \mathcal{A} \text{ is said to be definable if the set } \{a\} \text{ is definable. In the poset } (\mathcal{D}, \leq) \text{ let } G \prec G' \text{ denote that } G' \text{ covers } G. \text{ Obviously } \prec \text{ is a definable relation in } (\mathcal{D}, \leq). \text{ In [5], the main result is }

\textbf{Theorem 1} (Theorem 2.38 [5]). \textit{In the poset } (\mathcal{D}; \leq) \textit{, the set } \{G, G^T\} \textit{ is first-order definable for all finite digraph } G \in \mathcal{D}.

\text{This theorem is the best possible in the following sense. Observe, that } G \mapsto G^T \text{ is an automorphism of } (\mathcal{D}; \leq). \text{ This implies that the digraphs } G \text{ and } G^T \text{ cannot be distinguished with first-order formulas of } (\mathcal{D}; \leq). \text{ What does Theorem 1 tell about first-order definability in } (\mathcal{D}; \leq)\text{? It tells the following }

\textbf{Corollary 2}. \textit{A finite set } H \textit{ of digraphs is definable if and only if}

\[ \forall G \in \mathcal{D}: \ G \in H \Rightarrow G^T \in H. \]

\text{So the first-order definability of finite subsets in } (\mathcal{D}; \leq) \text{ is settled. What about infinite subsets? One might ask if the set of weakly connected digraphs is first-order definable in } (\mathcal{D}; \leq) \text{ as a standard model-theoretic argument shows that it is not definable in the first-order language of digraphs. The answer to this question appears to be out of reach with the result of [5]. In this paper we build the apparatus to handle some of such questions. In doing so we follow a path laid by Ježek and McKenzie in [4]. In particular, the set of weakly connected digraphs turns out to be definable.}

\text{Our method is the following. We add a constant—a particular digraph that is not isomorphic to its transpose—}\mathcal{A}\text{ to the structure } (\mathcal{D}; \leq) \text{ to get } (\mathcal{D}; \leq, \mathcal{A}). \text{ We define an enriched small category } \mathcal{CD}' \text{ and show that its first-order language is quite strong: it contains the full second-order language of digraphs. Finally, we show that first-order definability in } \mathcal{CD}' \text{ (after factoring by isomorphism) is equivalent to first-order definability in } (\mathcal{D}; \leq, \mathcal{A}). \text{ This result gives Theorem 1 as an easy corollary and a lot more.}

\text{The paper offers two approaches for the proof of the main theorem. We either use the result of [5], Theorem 1 and do not get it as a corollary but have a more elegant proof for our main result. Or we do not use it, instead we get it as a corollary but we have a little more tiresome proof for the main result.}

\text{Section 5 consists of a table of notations to help the reader to find the definitions of the many notations used in the paper which might get frustrating otherwise.}

\textbf{2. Precise formulation of the main theorem and some display of its power}

\text{Once more, we emphasize that the approach we present in this section is from Ježek and McKenzie [4]. Let } [n] \text{ denote the set } \{1, 2, \ldots, n\} \text{ for all } n \in \mathbb{N}. \text{ Let us define the small category } \mathcal{CD} \text{ of finite digraphs the following way. The set ob}(\mathcal{CD}) \text{ of objects consists of digraphs on } [n] \text{ for some } n \in \mathbb{N}. \text{ For all } A, B \in \text{ob}(\mathcal{CD}) \text{ let } \text{hom}(A, B) \text{ consist of triples } f = (A, \alpha, B) \text{ where } \alpha: A \to B \text{ is a homomorphism, meaning } (x, y) \in E(A) \text{ implies } (\alpha(x), \alpha(y)) \in E(B). \text{ Composition of morphisms are made the following way. For arbitrary objects } A, B, C \in \text{ob}(\mathcal{CD}) \text{ if } f = (A, \alpha, B) \text{ and } g = (B, \beta, C), \text{ then}

\[ fg = (A, \beta \circ \alpha, C). \]
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It is easy to see that \( f \in \text{hom}(A, B) \) is injective if and only if for all \( X \in \text{ob}(\mathcal{D}) \)
\[ \forall g, h \in \text{hom}(X, A) : \; gf = hf \iff g = h. \]
Similarly \( f \in \text{hom}(A, B) \) is surjective is and only if for all \( X \in \text{ob}(\mathcal{D}) \)
\[ \forall g, h \in \text{hom}(B, X) : \; fg = fh \iff g = h. \]
These are first-order definitions in the (first-order) language of categories, hence in \( \mathcal{D} \); isomorphism and embeddability are first-order definable. This implies that all first-order definable relations in \((\mathcal{D}, \leq)\) are definable in \( \mathcal{D} \) too. To put it more precisely, if \( \rho \subseteq \mathcal{D}^n \) is an \( n \)-ary relation definable in \((\mathcal{D}, \leq)\) then
\[ \{(A_1, \ldots, A_n) : A_i \in \text{ob}(\mathcal{D}), (\bar{A}_1, \ldots, \bar{A}_n) \in \rho\} \]
is definable in \( \mathcal{D} \), where \( \bar{A}_i \) denotes the isomorphism type of \( A_i \).

**Definition 3.** Let us introduce some objects and morphisms:
\[
\begin{align*}
E_1 & \in \text{ob}(\mathcal{D}) : \; V(E_1) = [1], \; E(E_1) = \emptyset, \\
I_2 & \in \text{ob}(\mathcal{D}) : \; V(I_2) = [2], \; E(I_2) = \{(1, 2)\}, \\
f_1 & \in \text{hom}(E_1, I_2) : \; f_1 = (E_1, \{(1, 1)\}, I_2), \\
f_2 & \in \text{hom}(E_1, I_2) : \; f_2 = (E_1, \{(1, 2)\}, I_2).
\end{align*}
\]
Adding these four constants to \( \mathcal{D} \) we get \( \mathcal{D}' \).

In the first-order language of \((\mathcal{D}, \leq)\), formulas can only operate with the facts whether digraphs as a whole are embeddable into each other or not, the inner structure of digraphs is (officially) unavailable. In the first-order language of \( \mathcal{D}' \) though, we can capture embeddability (as we have seen above) but it is possible to capture the first-order language of digraphs too. The latter is far from trivial, but the following argument explains it. For any \( X \in \text{ob}(\mathcal{D}) \) the set of morphisms \( \text{hom}(E_1, X) \) is naturally bijective with the elements of \( X \). Observe that if \( f, g \in \text{hom}(E_1, X) \) are
\[ f = (E_1, \{(1, x)\}, X), \; g = (E_1, \{(1, y)\}, X) \; (x, y \in V(X)), \]
then \((x, y) \in E(X)\) holds if and only if
\[ \exists h \in \text{hom}(I_2, X) : \; f_1 h = f, \; f_2 h = g. \]
To put it briefly, \( X \cong CD_X \), where
\[
V(CD_X) = \text{hom}(E_1, X), \; E(CD_X) = \{(f, g) : f, g \in \text{hom}(E_1, X), \; \square \text{ holds}\}.
\]
This shows how we can reach the inner structure of digraphs with the first-order language of \( \mathcal{D}' \). So the first-order language of \( \mathcal{D}' \) is much richer than that of \((\mathcal{D}, \leq)\). We can go even further. One can show that the first-order language of \( \mathcal{D}' \) can express the full second-order language of digraphs. To formulate this more precisely, the first-order language of \( \mathcal{D}' \) can express a language containing not only variables ranging over objects and morphisms of \( \mathcal{D}' \) but also

(I) quantifiable variables ranging over
(a) elements of any object,
(b) arbitrary subsets of objects,
(c) arbitrary functions between two objects,
(d) arbitrary subsets of products of finitely many objects (heterogenous relations).
(II) dependent variables giving the universe and the edge relation of an object, (III) the apparatus to denote
(a) edge relation between elements,
(b) application of a function to an element,
(c) membership of a tuple of elements in a relation.

For example, let us see how (Ib), (II) and (III) can be “modelled” in \( CD' \). Let us start with (Ib). Let \( E_n \in \text{ob}(CD') \) denote the empty digraph on \([n]\). The set
\[ E = \{ E_n \in \text{ob}(CD') : n \in \mathbb{N} \} \]
is easily definable in \( CD' \). Let \( A \in \text{ob}(CD') \) be an arbitrary object and \( S \subseteq A \) a subset of it. Let \( \gamma \) be a bijection \( V(E_{|S|}) \to S \). Let us define the morphism
\[ p : E_{|S|} \to A, \quad p(x) = \gamma(x) \quad (x \in V(E_{|S|})). \]
It is easy to see that we represented the subset \( S \) with the pair \( (E_{|S|}, p) \). For example, an universal quantification over the subsets of \( A \) would look like
\[ (\forall E_{|S|} \in E)(\forall p \in \text{hom}(E_{|S|}, A)). \]

Next, let us consider (II). Let \( A_1, \ldots, A_n \in \text{ob}(CD') \) be arbitrary objects and let \( R \subseteq A_1 \times \cdots \times A_n \) be nonempty. Let \( \pi_i(r) \) be the \( i \)th projection of \( r \in R \). The functions \( \pi_1, \ldots, \pi_n \) “determine” the relation \( R \) in the following sense:
\[ (a_1, \ldots, a_n) \in R \iff \exists r \in R : \pi_i(r) = a_i \quad (i = 1, \ldots, n). \]
We will represent the functions \( \pi_i \) the following way. Let \( \gamma : V(E_{|R|}) \to R \) be a bijection. Let us define the morphisms \( p_i \):
\[ p_i : E_{|R|} \to A_i, \quad p_i(x) = \pi_i(\gamma(x)) \quad (x \in V(E_{|R|})). \]

For (IIIc), an element of \( A_1 \times \cdots \times A_n \) is represented with an element of
\[ \text{hom}(E_1, A_1) \times \cdots \times \text{hom}(E_n, A_n) \]
and if \((E_{|R|}, p_1, \ldots, p_n)\) belongs to \( R \subseteq A_1 \times \cdots \times A_n \) and \((f_1, \ldots, f_n)\), an element of \( \text{hom}(E_{|R|}) \), belongs to \( x \in A_1 \times \cdots \times A_n \), then \( x \in R \) can be expressed in the way
\[ (\exists f \in \text{hom}(E_1, E_{|R|})) (fp_1 = f_1 \wedge \ldots \wedge fp_n = f_n). \]

Let \( A \in \text{ob}(CD) \) denote the digraph \( V(A) = [3], E(A) = \{(1, 3), (2, 3)\} \). Now from the fact that in \( CD' \) isomorphism and embeddability are definable and from Theorem 4 the set
\[ \{ X \in \text{ob}(CD) : X \cong A \text{ or } X \cong A^T \} \]
is definable in \( CD' \). From this set, the formula
\[ (\exists x \in X)(\forall y \in X)(y \neq x \Rightarrow (y, x) \in E(X)) \]
chooses the set
\[ \{ X \in \text{ob}(CD) : X \cong A \}. \]

This shows that the first order language of \( CD' \) is stronger then the first-order language of \((D, \leq)\) because in the latter, the isomorphism type of \( A \) is not definable as it is not isomorphic to its transpose.
Definition 4. By adding the isomorphism type of $A$ as a constant to $(D, \leq)$ we get $(D; \leq, A)$. Let us denote this structure by $D'$.

We say that the relation $\rho \subseteq (ob(CD))^n$ is isomorphism invariant if when for $A_i, B_i \in ob(CD)$, $A_i \cong B_i$ ($1 \leq i \leq n$), then

$$(A_1, \ldots, A_n) \in \rho \iff (B_1, \ldots, B_n) \in \rho.$$ 

The set of isomorphism invariant relations of $ob(CD)$ is naturally bijective with the relations of $D$. The main result of the paper is the following

Theorem 5. A relation is first-order definable in $D'$ if and only if the corresponding isomorphism invariant relation of $CD'$ is first-order definable in $CD'$.

We have already seen the proof of the easy (=only if) direction of this theorem. We prove the difficult direction in Section 4 by creating a model of $CD'$ in $D'$.

Definition 6. A relation $R \subseteq ob(CD)^n$ is called transposition invariant if it is isomorphism invariant and $(G_1, \ldots, G_n) \in R$ implies $(G_1^T, \ldots, G_n^T) \in R$.

Corollary 7. A relation is first-order definable in $D$ if and only if the corresponding isomorphism invariant relation of $CD'$ is transposition invariant and first-order definable in $CD'$.

Proof. The “only if” direction is obvious. For the “if” direction, let $R \subseteq D^n$ be a relation that corresponds to a transposition invariant and first-order definable relation of $CD'$. We need to show that $R$ is first-order definable in $D$. We know, by Theorem 5 that it is first-order definable in $D'$. Let $\Phi(x_1, \ldots, x_n)$ be a formula that defines it. Let $\Phi'(y, x_1, \ldots, x_n)$ denote the formula that we get from $\Phi(x_1, \ldots, x_n)$ by replacing the constant $A$ with $y$ at all of its occurrences. The set $\{A, A^T\}$ is easily defined (even without the usage of Theorem 1) in $D$. Let us define

$$\Phi''(x_1, \ldots, x_n) := \exists y (y \in \{A, A^T\} \land \Phi'(y, x_1, \ldots, x_n)).$$

We claim that for $S := \{(x_1, \ldots, x_n) : \Phi''(x_1, \ldots, x_n)\}$, $S = R$ holds. $R \subseteq S$ is clear as $\Phi'(A, x_1, \ldots, x_n)$ defines $R$. Let $s \in S$. If this particular tuple $s$ is defined with $y = A$ in $\Phi''$ then $s \in R$ is obvious. If $s$ is defined with $y = A^T$ then $s^T$ can be defined with $y = A$ in $\Phi''$ and this yields $s^T \in R$, where the transpose is taken componentwise. Finally, the transposition invariance of $R$ implies $s \in R$. \hfill $\square$

We have already seen that in the first-order language of $CD'$ we have access to the first-order language of digraphs. Let $G = (V, E)$ be an arbitrary fixed digraph with $V = \{v_1, \ldots, v_n\}$. Then the formula

$$\exists x_1 \ldots \exists x_n \forall y \left( \bigwedge_{1 \leq i \neq j \leq n} x_i \neq x_j \land \bigvee_{i=1}^n y = x_i \land \right.$$

$$\bigwedge_{(v_i, v_j) \in E} (x_i, x_j) \in E \land \bigwedge_{(v_i, v_j) \notin E} (x_i, x_j) \notin E \bigg)$$

defines $G$ in the first-order language of digraphs. This leads to the following corollary of Theorem 5.

Corollary 8. In $D'$, all elements are first-order definable. \hfill $\square$

Corollary 9 (=Theorem 1). For all $G \in D$, the set $\{G, G^T\}$ is first-order definable in $(D, \leq)$. 

Proof. The proof goes with basically the same argument as we have seen in the proof of Corollary 7. □

The previous two statements will only earn the “title” corollary truly, if we prove Theorem 5 without using them, which will be one way to approach the proof of Theorem 5.

In the second-order language of digraphs—which has turned out to be available in the first-order language of $CD'$—the formula
\[
\exists H \subseteq G(\exists v, w \in G(v \in H \land w \notin H) \land \forall x, y \in G(x \rightarrow y \Rightarrow (x, y \in H \lor x, y \notin H))
\]
defines the set of not weakly connected digraphs. This means that the set of weakly connected digraphs is first-order definable in $D$, by Corollary 7. That fact seems quite nontrivial to prove without Theorem 5. This definability is surprising as the set of weakly connected digraphs is not definable in the first-order language of digraphs (by a standard model-theoretic argument).

3. SOME NOTATIONS AND DEFINITIONS NEEDED FROM [5]

In this section we recall additional notations and definitions from [5] that will be needed.

Definition 10. For digraphs $G, G' \in D$, let $G \cup G'$ denote their disjoint union, as usual.

Definition 11. Let $E_n$ ($n = 1, 2, \ldots$) denote the “empty” digraph with $n$ vertices and $F_n$ ($n = 1, 2, \ldots$) denote the “full” digraph with $n$ vertices:
\[
V(E_n) = \{v_1, v_2, \ldots, v_n\}, \quad E(E_n) = \emptyset,
\]
\[
V(F_n) = \{v_1, v_2, \ldots, v_n\}, \quad E(F_n) = V(F_n)^2.
\]

Definition 12. Let $I_n, O_n, L_n$ ($n = 2, 3, \ldots$) be the following (fig. 1) digraphs:
\[
V(I_n) = V(O_n) = V(L_n) = \{v_1, v_2, \ldots, v_n\},
\]
\[
E(I_n) = \{(v_1, v_2), (v_2, v_3), \ldots, (v_{n-1}, v_n)\},
\]
\[
E(O_n) = \{(v_1, v_2), (v_2, v_3), \ldots, (v_{n-1}, v_n), (v_n, v_1)\},
\]
\[
E(L_n) = \{(v_1, v_1), (v_2, v_2), \ldots, (v_n, v_n)\}.
\]

Definition 13. Let $O_n^\rightarrow$ denote the set of digraphs $X$ which we get by adding an edge that is not a loop to $O_n$.

Note that $X \succ O_n$ for all $X \in O_n^\rightarrow$.

Definition 14. For $G \in D$, let $L(G)$ denote the digraph that we get from $G$ by adding all loops possible. For $\mathcal{G} \subseteq D$, let us define $L(\mathcal{G}) = \{L(G) : G \in \mathcal{G}\}$.

We would like to mention that this definition was a little different in [5]. We then assumed that $G$ has no loops which we do not do here.

Definition 15. For $G \in D$, let $M(G)$ the digraph that we get from $G$ be by leaving all the loops out. For $\mathcal{G} \subseteq D$, let us define $M(\mathcal{G}) := \{M(G) : G \in \mathcal{G}\}$.

Definition 16. Let $O_{n,L}$ be the following digraph: $V(O_{n,L}) = \{v_1, v_2, \ldots, v_n\}$,
\[
E(O_{n,L}) = E(O_n) \cup \{(v_1, v_1)\},
\]
meaning
\[
E(O_{n,L}) = \{(v_1, v_1), (v_1, v_2), (v_2, v_3), \ldots, (v_{n-1}, v_n), (v_n, v_1)\}.
\]
Definition 17. Let $\sigma_n$ be the digraph with $n+1$ vertices $V(\sigma_n) = \{v_1, \ldots, v_{n+1}\}$ for which $v_1, v_2, \ldots, v_n$ constitute a circle $O_n$ and the only additional edge in $\sigma_n$ is $(v_n, v_{n+1})$. Let $\sigma_n^L$ be the previous digraph plus one loop:

$$E(\sigma_n^L) = E(\sigma_n) \cup \{(v_{n+1}, v_{n+1})\}.$$
4. The proof of the main theorem (Theorem 5)

In this chapter we prove the "if" direction of Theorem 5. Here, if we just write "definability", we will always mean first-order definability in $D'$.

In the proof we discuss in this section, the statement of Corollary 8 turns out to be very useful as there are a number of specific digraphs whose definability is used throughout our proofs. There are two different approaches to the proof of this section according to our intentions with the main result of [5], that is Theorem 1.

EITHER

• We use Corollary 8, considering it as a consequence of Theorem 1, see the proof of [5, Theorem 3.3]. In this case, we use paper [5], therefore its result cannot be considered as a corollary of Theorem 5.

OR

• We use the following lemma to replace the statement of Corollary 8 in the special cases of those specific digraphs that we would use the statement of Corollary 8 for. This way Corollary 8 and the main result of [5] can both be viewed as corollaries of Theorem 5.

The latter approach requires the following lemma.

Lemma 18. The following digraphs (of at most 9 elements) are first-order definable in $D'$: $I_2, L_1, E_2, A, A^T$, and the digraphs under (26), (28), and (34).

Proof. The proof of this lemma must go without the usage of Corollary 8 (and Theorem 1). We only need to consider some (finite) levels at the "bottom" of the poset $D$. This means it is only a matter of time for someone to create this proof. The detailed proof would be technical and it would bring nothing new to the table, so we skip it.

□

From now on, either of the two approaches above can be followed—the proof in the remainder of this chapter is the same in both cases. It is up to the reader which approach he favors and has in mind while reading the rest of the paper.

Lemma 19. The sets $E := \{E_n : n \in \mathbb{N}\}$, $L := \{L_n : n \in \mathbb{N}\}$ and the relation $\{(L_n, E_n) : n \in \mathbb{N}\}$ are definable.

Proof. $E$ is the set of $X \in D$ for which $I_2 \not\leq X$ and $L_1 \not\leq X$. $L$ is the set of those digraphs $X \in D$ for which there exists $E_i \in E$ such that $X$ is maximal with the properties $E_i \leq X$, $E_{i+1} \not\leq X$ and $I_2 \not\leq X$. ($E_{i+1}$ is easily defined using $E_i$ as it is the only cover of $E_i$ in the set $E$.) The relation consists of those pairs $(X, Y) \in D^2$ for which $X \in L$, and $Y$ is maximal element of $E$ that is embeddable into $X$.

□

The relations

\begin{align*}
(3) & \quad \{(G, E_n) : E_n \leq G, \ E_{n+1} \not\leq G\}, \\
(4) & \quad \{(G, L_n) : L_n \leq G, \ L_{n+1} \not\leq G\}
\end{align*}

are obviously definable, from which the following relations are definable too:

Definition 20.

$E := \{(G, K) : \exists E_n \in E, \text{ for which } (G, E_n), (K, E_n) \in (3)\}$,
\[ \mathcal{L} := \{(G, K) : \exists L_n \in \mathcal{L}, \text{ for which } (G, L_n), (K, L_n) \in [3]\}. \]

**Definition 21.** Let \( \mathcal{O} \) denote the set of those digraphs that are disjoint unions of circles \( (O_n \text{ for } n \geq 2) \) of not necessarily different sizes.

**Lemma 22.** \( \mathcal{O} \) is definable.

**Proof.** Let \( \mathcal{H} \) be the set consisting of those \( X \in \mathcal{D} \) for which there exists \( E_n \in \mathcal{E} \) such that \( X \) is maximal with the properties
\[ E_2 \leq X, A \nleq X, A^T \nleq X, L_1 \nleq X, \text{ and } (X, E_n) \in \mathcal{E}. \]
We state that
\[ \mathcal{H} = \mathcal{O} \cup \{G \cup E_1 : G \in \mathcal{O}\}. \]

Let \( G \in \mathcal{H} \). It is easy to see that there can be at most 1 weakly connected component of \( G \) that has only 1 vertex (and hence is isomorphic to \( E_1 \)) as the opposite would conflict the maximality of \( G \). The conditions \( A \nleq X \) and \( A^T \nleq X \) mean there is no vertex in \( G \) that is either an ending or a starting point of two separate edges, respectively. Therefore every weakly connected component of \( G \) is either a circle or only one element. Finally, \( \mathcal{O} \) is the set of \( X \in \mathcal{D} \) for which \( X \in \mathcal{H} \) but there is no such \( Y < X \).

**Lemma 23.** The following sets and relations are definable:
\[ \mathcal{O}_\cup := \{O_n : n \geq 2\}, \quad \{(O_n, E_n) : n \geq 2\}, \]
\[ \{F_n : n \in \mathbb{N}\}, \quad \{(F_n, E_n) : n \in \mathbb{N}\}, \]
\[ \{(G, M(G)) : G \in \mathcal{D}\}, \]
\[ \mathcal{M} := \{(X, Y) : \exists Z((X, Z), (Y, Z) \in [8])\}, \]
\[ \{(G, L(G)) : G \in \mathcal{D}\}. \]

**Proof.** \( \mathcal{O}_\cup \) is the set of digraphs \( X \in \mathcal{D} \) for which \( X \in \mathcal{O} \) but there is no \( Y \in \mathcal{O} \) such that \( Y < X \). The corresponding relation \( \{(O_n, E_n) : n \geq 2\} \) is definable with [3].

The set under \([7]\) consists of those \( X \in \mathcal{D} \) for which \( X < Y \) implies \( (X, Y) \notin \mathcal{E} \).

The corresponding relation is defined as above.

\([8]\) is the set of pairs \( (X, Y) \in \mathcal{D}^2 \) for which \( Y \) is maximal with the conditions \( Y \leq X \) and \( L_1 \nleq Y \).

\( \mathcal{M} \) is already given by a first-order definition.

\([9]\) is the set of pairs \( (X, Y) \in \mathcal{D}^2 \) for which \( Y \) is maximal with the property that \( (X, Y) \in \mathcal{M} \).

**Lemma 24.** The following relation is definable:
\[ \mathcal{E}_+ := \{(E_n, E_m, E_{n+m}) : n, m \in \mathbb{N}\}. \]

**Proof.** The relation \( \mathcal{E}_+ \) consists of the triples \( (X, Y, Z) \in \mathcal{D}^3 \) that satisfy the following conditions. \( X, Y \in \mathcal{E} \), meaning \( X = E_i \) and \( Y = E_j \) for some \( i, j \in \mathbb{N} \).

With Lemma 24 \( M(F_j) \) can be defined (with \( E_j \)). Let \( F_j^* \) denote the digraph the we get from \( M(F_j) \) by adding one loop. This is the only digraph \( W \in \mathcal{D} \) for which \( M(F_j) \prec W \) and \( L_1 \leq W \).

Now the digraph \( L_i \cup M(F_j) \) is definable as the digraph \( Q \in \mathcal{D} \) which is minimal with the conditions \( L_i \leq Q \), \( M(F_j) \leq Q \) and \( F_j^* \nleq Q \).

Finally, \( Z \in \mathcal{E} \) such that \( (Z, L_i \cup M(F_j)) \in \mathcal{E} \).
Lemma 25. The following relation is definable:
\[ \{(E_n, E_m) : 1 \leq n < m \leq 2n\}. \]

Proof. The relation is the set of those pairs \((X, Y) \in \mathcal{D}^2\) which satisfy the following conditions. For \(X \in \mathcal{E}\), meaning \(X = E_n\), we can define \(E_{2n}\) to be the element from the set \(\mathcal{E}\) for which \((E_n, E_n, E_{2n}) \in \mathcal{E}_+\). Finally, \(Y \in \mathcal{E}\) and \(E_n < Y \leq E_{2n}\). \(\Box\)

Lemma 26. Let \(O_n^* := O_{n+1} \cup O_{n+2} \cup \ldots \cup O_{2n}\). The relation
\[ \{(O_n^*, E_n) : n \in \mathbb{N}\} \]
and the set \(\{O_n^* : n \in \mathbb{N}\}\) are definable.

Proof. The relation (11) can be defined as the set of pairs \((X, Y) \in \mathcal{D}^2\) satisfying the following conditions. \(Y \in \mathcal{E}\), meaning \(Y = E_n\). \(X\) satisfies \(X \in \mathcal{O}\) and is minimal with the following property: for all \(O_i \in \mathcal{O}_\cup\) for which \((E_n, E_i) \in (11)\) holds, \(O_i \leq X\).
With the relation (11), the set is easily defined the usual way. \(\Box\)

Lemma 27. The following relation is definable:
\[ \{(X, E_n) : 2 \leq n, X \in \mathcal{O}_n^+\}. \]

Proof. The relation consists of those pairs \((X, Y) \in \mathcal{D}^2\) that satisfy the following conditions. \(Y \in \mathcal{E}\) and \(E_2 \leq Y\), meaning \(Y = E_n\), where \(2 \leq n\). \(O_n \prec X\), \(L_1 \not\prec X\), and \((X, O_n) \in \mathcal{E}\). \(\Box\)

Definition 28. Let \(1 < i, j\) be integers and let us consider the circles \(O_i, O_j\) and \(E_1\) with
\[ V(O_i) = \{v_1, \ldots, v_i\}, \quad V(O_j) = \{v^1, \ldots, v^j\}, \quad V(E_1) = \{u\}. \]
Let \(\sigma_{i,j}^L\) denote the following digraph:
\[ V(\sigma_{i,j}^L) := V(O_i) \cup V(O_j) \cup V(E_1), \quad E(\sigma_{i,j}^L) := E(O_i) \cup E(O_j) \cup \{(v_1, u), (v^1, u), (u, u)\}. \]

Lemma 29. Let
\[ O_{n,L} := O_{n+1,L} \cup O_{n+2,L} \cup \ldots \cup O_{2n,L}. \]
The following sets and relations are definable:
\[ \{(\sigma_n^L, E_n) : n \geq 2\}, \quad \{\sigma_n^L : n \geq 2\}, \]
\[ \{(\sigma_{n,L}^L, E_n) : n \geq 2\}, \quad \{\sigma_{n,L}^L : n \geq 2\}, \]
\[ \{(\sigma_{i,j}^L, E_i, E_j) : 1 < i, j, i \neq j\}, \quad \{\sigma_{i,j}^L : 1 < i, j, i \neq j\}, \]
\[ \{O_{n,L} : n \geq 2\}, \quad \{(O_{n,L}, E_n) : n \geq 2\}, \]
\[ \{O_{n,L}^* : n \in \mathbb{N}\}, \quad \{(O_{n,L}^*, E_n) : n \in \mathbb{N}\}. \]

Proof. The relation (12) consists of those pairs \((X, Y) \in \mathcal{D}^2\) that satisfy the following. \(Y \in \mathcal{E}\), meaning \(Y = E_n\). There exists \(Z \in \mathcal{D}\) for which \(O_n < Z < X\), \((E_{n+1}, X) \in \mathcal{E}\), and \(L_1 \not< X\). There exists no \(Z \in \mathcal{O}_n^+\) for which \(Z \leq X\). Finally, \(A^T \leq X\). The corresponding set is easily defined using the relation we just defined.
The set under (15) consists of those digraphs \(X \in \mathcal{D}\) for which there exists \(O_n \in \mathcal{O}_\cup\) such that \(O_n \prec X\) and \(L_1 \leq X\). The corresponding relation is easily defined.
The relation (13) consists of those pairs \((X, Y) \in \mathcal{D}^2\) that satisfy the following.
Definition 32. Let us denote the vertices of $O_i$ and $O_j$ with

$$V(O_i) = \{v_1, \ldots, v_i\}, \quad V(O_j) = \{v^1, \ldots, v^j\}.$$ 

Let $O_{i \rightarrow j}$ denote the digraph

$$V(O_{i \rightarrow j}) = V(O_i) \cup V(O_j), \quad E(O_{i \rightarrow j}) = E(O_i) \cup E(O_j) \cup \{\{v_1, v^1\}\}.$$ 

Lemma 31. The following relation and set are definable:

$$(17) \quad \{(O_{i \rightarrow j}, E_i, E_j) : i, j \geq 2\}, \quad \{O_{i \rightarrow j} : i, j \geq 2\}$$

Proof. The relation $17$ consists of those triples $(X,Y,Z) \in D^3$ for which the following conditions hold. $Y, Z \in E$ satisfy $E_2 \leq Y, Z$ and $Y = E_i$ and $Z = E_j$, where $i, j \geq 2$. $(X, E_{i+j}) \in \mathcal{E}$ and $W \prec X$, where $W \in \mathcal{O}$ is such that $(W, X) \in \mathcal{E}$ and precisely $O_i$ and $O_j$ are embeddable into $W$ from the set $O_{i+j}$ (here $i = j$ is possible). Finally, $\sigma', \sigma_i \leq X$. The set is easily defined using the relation. \qed

The proof of the crucial Lemma 36 requires a lot of nontrivial preparation which we begin here.

Definition 32. Let $W(G)$ denote the set of weakly connected components of $G$.

Definition 33. Let

$$G \subseteq G' \iff M(G) \leq M(G'), \quad G \sqsubseteq G' \iff M(G) < M(G'),$$

$$G \equiv G' \iff M(G) = M(G') (\iff (G, G') \in \mathcal{W}),$$

$$\equiv_G^C := \{H \in W(G) : H \equiv C\}.$$
Let us use the abbreviation \( \text{wcc} \) = “weakly connected component” and \( \text{wccs} \) for the plural.

\( \sqsubseteq \) is obviously a quasiorder and \( \equiv_{G} \) is the set of the wccs of \( G \) that are equivalent to \( C \) with respect to the equivalence \( \equiv \).

We say that a wcc \( W \) of \( G \) is raised by the embedding \( \varphi : G \to G' \) if for the wcc \( W' \) of \( G' \) that it embeds into, i.e. \( \varphi(W) \subseteq W' \), \( W \sqsubseteq W' \) holds. In this case, we say that \( W \) is raised into \( W' \). A wcc \( W \) of \( G \) is either raised or embeds into \( \equiv_{G} \).

Lemma 34. Let \( G \) and \( G' \) be digraphs having \( n \) vertices such that \( G \equiv G' \). Let \( \varphi \) be an embedding \( G \to G' \cup O_n^* \). Let us suppose that \( W \) and \( W' \) are wccs of \( G \) and \( G' \) respectively, such that \( W \) is raised into \( W' \). Then \( W' \equiv I_m \) for some \( m \), and consequently \( W \equiv I_{m'} \) for some \( m' < m \).

\textbf{Proof.} It suffices to show that \( M(W') \) can be embedded into \( O_n^* \), that is what we are going to do. For an arbitrary wcc \( V \) of \( G \), it is clear that \( \equiv_{G} \) and \( \equiv_{G'} \) are either bijective under \( \varphi \) (considered as subgraphs of \( G \) and \( G' \)) or a wcc of \( \equiv_{G} \) is raised.

The fact that \( W \) is raised into \( W' \) excludes \( \equiv_{G} \) and \( \equiv_{G'} \) being bijective as these two subgraphs are \( \equiv \)-equivalent, so a bijection would only be possible if only \( \equiv_{G} \) was mapped into \( \equiv_{G'} \). This means that a wcc \( W_1 \) of \( \equiv_{G} \) is raised into some wcc \( W_1' \). If \( W_1' \) is a wcc of \( O_n^* \), then we are done as clearly

\[ W \sqsubseteq W_1 \sqsubseteq W_1'. \]

If this is not the case, then we repeat the same argument to get wccs \( W_2 \subseteq \equiv_{G} \), and \( W_2' \) such that \( W_2 \) is raised into \( W_2' \). Again, if \( W_2' \) is in \( O_n^* \), then we are done as

\[ W \sqsubseteq W_1 \sqsubseteq W_2 \sqsubseteq W_2'. \]

If not, we repeat the argument. Since an infinite chain of wccs with strictly increasing size is impossible, we will get to our claim eventually. \( \square \)

We are in the middle of the preparation for Lemma 36. The following Lemma 35 is the key, the most difficult part of the paper. Before the lemma we give an example to aid the understanding of its statement. We consider the digraphs \( G \) and \( G' \cup O_n^* \) and we are interested if the assumptions

- \( G \leq G' \cup O_n^* \),
- \( G \equiv G' \), and
- \( G 
and \( G' \) have the same number of loops

force \( G = G' \)? The answer is negative and a counterexample is shown in Figure 4.

To prove Lemma 35 we will need to ensure that \( G = G' \) with a first-order definition. Observe the following. Let \( \overline{G} \) denote the digraph we get from \( G \) by adding a loop to the vertex labeled with \( v \). Now it is impossible to add one loop to \( G' \) such that we get a \( \overline{G'} \) for which \( \overline{G} \leq \overline{G'} \cup O_n^* \) holds. We just showed the following property:

we can add some loops to \( G \), getting \( \overline{G} \), such that it is impossible to add the same number of loops to \( G' \), getting \( \overline{G'} \), such that \( \overline{G} \leq \overline{G'} \cup O_n^* \) holds. If we have \( G = G' \) this property does not hold, obviously. Have we found a property that, together with the three above, ensures \( G = G' \)? The following lemma answers this question affirmatively.

Lemma 35. Let \( G, G' \) be digraphs with \( n \) vertices and with the same number of loops. Let us suppose \( G \equiv G' \) and \( G \leq G' \cup O_n^* \). Then \( G \neq G' \) holds if and
only if we can add some loops to \( G \) so that we get the digraph \( \overline{G} \) such that it is impossible to add the same number of loops to \( G' \), getting the digraph \( \overline{G'} \), such that \( \overline{G} \leq \overline{G'} \cup O^*_n \). In formulas this is: there exists a digraph \( G \) for which
\[
G \leq \overline{G}, \ G \equiv \overline{G}
\]
such that there exists no digraph \( X \) for which
\[
G' \cup O^*_n \leq X, \ X \equiv G' \cup O^*_n, \ X \leq L(G) \cup O^*_n, \ (\overline{G}, X) \in \mathcal{L}.
\]

**Proof.** The direction \( \Leftarrow \) (or rather its contrapositive) is obvious. Accordingly, let us suppose \( G \neq G' \).

Let \( C \) denote the largest joint subgraph consisting of whole wccs of both \( G \) and \( G' \). Let us introduce the so-called reduced subgraphs:
\[
(18) \quad G = C \cup G_R, \text{ and } G' = C \cup G'_R.
\]

Observe that the digraphs \( G_R \) and \( G'_R \) are not empty and \( G_R \equiv G'_R \).

Let \( W \) denote a \( \sqsubseteq \)-maximal wcc of \( G_R \). We claim \( W \equiv \overline{I}_k \) for some \( k > 1 \), and
\[
(19) \quad | =_{G} H | - | =_{G'} H | = | =_{G_R} H |,
\]
or equivalently, all wccs of \( =_{G_R} I_k \) are loop-free. Let \( \varphi \) be an embedding \( G \to G' \cup O^*_n \). Observe that \( \varphi \) raises a wcc isomorphic to \( W \) as \( G' \) has less wccs isomorphic to \( W \) by the definitions of the reduced subgraphs. Hence, by Lemma 34, we have \( W \equiv I_k \) for some \( k \geq 1 \). This is less then what we claimed, the exclusion of the case \( k = 1 \) remains to be seen yet. It is easy to see from the definitions that \( (19) \) is equivalent to the fact that all wccs of \( =_{G_R} I_k \) are loop-free. Let us suppose, for contradiction, that a wcc \( V \) of \( =_{G_R} I_k \) has a loop in it. Observe that the loops of \( G \) and \( G' \) are bijective under \( \varphi \). Moreover, from the maximality of \( W \), it is easy to see that for a wcc \( U \sqsubseteq I_k \) of \( G \), the loops of \( =_{G} U \) are bijective with the loops of \( =_{G'} U \) under \( \varphi \). Consequently, none of the wccs of \( =_{G} I_k \) is raised as, by our previous argument, there is no component to be raised into. Hence \( | =_{G} V | \leq | =_{G'} V | \), which clearly contradicts the fact that \( V \) is an element of \( =_{G_R} I_k \). We have proven \( (19) \), only the exclusion of \( k = 1 \) remains from our claim above. Let us suppose \( k = 1 \) for contradiction. An arbitrary wcc \( K \) of \( G \) is either \( K \equiv I_1 \) or \( K \sqsubseteq I_1 \). In the latter case, as we have seen above, the loops of \( =_{G} I_1 \) are bijective with \( =_{G'} I_1 \). If \( K \equiv I_1 \), then we have shown above that the nonempty set \( =_{G_R} I_1 \) is loop-free, while, as a consequence, \( =_{G'_R} I_1 \), that

![Figure 4](image-url)
has the same number of elements, contains of loops. This means \( G \) has more loops then \( G' \) does, a contradiction. We have entirely proven our claim.

Observe that, from our claim above, the nonempty set \( \equiv_{G'}^{I_k} \) contains no loop-free elements. Take \( W' \in \equiv_{G'}^{I_k} \). We make the digraph \( \overrightarrow{W} \) from \( I_k \) by adding 1 loop so that \( \overrightarrow{W} \neq W' \). This is possible because either \( W' \) has loops on all of its vertices, then (using \( k > 1 \)) adding the loop arbitrarily suffices, or there is a vertex that has no loop on it, then adding the loop the this vertex in \( I_k \) does.

Now we create the digraph \( \overrightarrow{G} \) of the theorem by adding 1 loop to each loop-free wcc of \( G \). To the wccs of \( \equiv_{G}^{I_k} \) we add 1 loop each such that they all become \( \overrightarrow{W} \). To all other loop-free wccs of \( G \), we add 1 loop each arbitrarily.

To prove that \( \overrightarrow{G} \) is sufficient, we suppose, for contradiction, that, by adding the same number of loops to \( G' \), we can get some \( \overrightarrow{G'} \) for which \( \overrightarrow{G} \leq \overrightarrow{G'} \cup O_n^* \). Let \( \phi \) be an embedding \( \overrightarrow{G} \to \overrightarrow{G'} \cup O_n^* \). For each wcc has a loop in \( \overrightarrow{G} \), \( \phi \) is technically an isomorphism \( \phi: \overrightarrow{G} \to \overrightarrow{G'} \). Our final claim is,

\[
\text{(20) } | = \overrightarrow{W} | > | = \overrightarrow{W'} |
\]

which contradicts the existence of the isomorphism \( \phi: \overrightarrow{G} \to \overrightarrow{G'} \). If (20) gets proven, we are done. Using the decomposition (18) and the knowledge on how \( \overrightarrow{G} \) was created, the left side of (20) is

\[
\text{(21) } | = \overrightarrow{W} | = | = I_k^G | + | = \overrightarrow{G}^R | + | = \overrightarrow{C} | = | = I_k^G | + | = \overrightarrow{W} |
\]

since \( =_{\overrightarrow{G}^R} = \equiv_{I_k}^{\overrightarrow{G}^R} \) was shown to be loop-free above. Observe that even though we do not know exactly how \( \overrightarrow{G'} \) was created, a component isomorphic to \( \overrightarrow{W} \) can only appear in it if either it was already in \( G' \) and no loop was added to that specific component, or the component was isomorphic to \( I_k \) in \( G' \), but a loop was added to the right place. This implies

\[
\text{(22) } | = I_k^G | + | = \overrightarrow{C} | > | = I_k^G | + | = \overrightarrow{G}^R | + | = \overrightarrow{C} |
\]

Using (21) and (22), it is enough to show that

\[
| = I_k^G | + | = \overrightarrow{W} | > | = I_k^G | + | = \overrightarrow{G}^R | + | = \overrightarrow{C} |
\]

or equivalently,

\[
| = I_k^G | - | = I_k^G | > | = \overrightarrow{G}^R |.
\]

Using (19), this turns into \( | = I_k^G_R | > | = \overrightarrow{G}^R | \), which is obvious considering how \( \overrightarrow{W} \) was created. We have proven (20), we are done.

\[\square\]

\textbf{Lemma 36.} The following relation is definable:

\[
\{ (G, G \cup O_n^*) : G \in D, |V(G)| = n \}.
\]

\textbf{Proof.} The relation in question is the set of pairs \((X, Y) \in D^2\) that satisfy the following conditions. Let \((X, E_n) \in \mathcal{E}\). Now \( L(X) \cup O_n^* \) is the minimal digraph \( W \in D \) with the following conditions: \( L(X) \cup O_n^* \leq W \), there is no \( O_n^* \leq Z \) for which \( L_1 \leq Z \) and \( Z \leq W \). (Here we used the fact that \( O_n^* \) has so big circles that cannot fit into \( X \).) Now Lemma (35) tells us that the set of the following first-order conditions suffice:

- \( Y \equiv L(X) \cup O_n^* \),
- \( X \leq Y \),

\[\square\]
\begin{itemize}
  \item \((X, Y) \in \mathcal{L}\), and
  \item (taken from the end of the statement of Lemma \ref{lem:35}) there exists NO digraph \(\overline{X}\) for which:
    \begin{itemize}
      \item \(X \leq \overline{X}, X \equiv \overline{X}\), and
      \item there exists no digraph \(Z\) for which \(Y \leq Z, Z \equiv Y, Z \leq L(X) \cup O_n^*\), and \((\overline{X}, Z) \in \mathcal{L}\).
    \end{itemize}
\end{itemize}

\textbf{Definition 37.} Let \(G \in \mathcal{D}\) be a digraph having \(n\) vertices. Let us denote the vertices of \(O_n^*\) with

\[
V(O_n^*) := \{v_{i,j} : 1 \leq i \leq n, 1 \leq j \leq n + i\}
\]

such that \(V(O_{n+i}) = \{v_{i,j} : 1 \leq j \leq n + i\}\). Let \(\mathcal{V} := (v^1, \ldots, v^n)\) be a tuple of the vertices of \(G\). Let us define the digraph \(\overline{G} \not\sim O_n^*\) the following way:

\[
V(\overline{G} \not\sim O_n^*) := V(G \cup O_n^*), \quad E(\overline{G} \not\sim O_n^*) := E(G \cup O_n^*) \cup \{(v_{i,1}, v^i) : 1 \leq i \leq n\}.
\]

\textbf{Lemma 38.} The following relation is definable:

\begin{equation}
\{ (G, \overline{G} \not\sim O_n^*) : G \in \mathcal{D}, |V(G)| = n \text{ and } \mathcal{V} \text{ is a tuple of the vertices of } G \}.
\end{equation}

\textbf{Proof.} First, we define the relation

\begin{equation}
\{ (G, L(G) \not\sim O_n^*) : G \in \mathcal{D}, |V(G)| = n \text{ and } \mathcal{V} \text{ is a tuple of the vertices of } L(G) \}.
\end{equation}

This relation consists of those pairs \((X, Y) \in \mathcal{D}^2\) for which the following holds. Let \((X, E_n) \in \mathcal{E}\). From \(X\), \(L(X)\) is definable. Hence, with the relation \ref{lem:23}, \(L(X) \cup O_n^*\) is definable. Now \(Y\) is minimal with the following properties:

\begin{itemize}
  \item \(L(X) \cup O_n^* \leq Y\) and \((Y, L(X) \cup O_n^*) \in \mathcal{E}\).
  \item \(\exists Z\) such that \(L(X) \not\prec Z\) and \(Z \leq Y\). \(\exists O_i \leq O_n^*\) implies \(\sigma_i^L \leq Y\).
  \item There are no \(O_i, O_j \in O_n^*\) for which \(O_i \neq O_j\) and \(O_i, O_j \leq O_n^*\) and \(\sigma_{i,j}^L \leq Y\).
\end{itemize}

Finally, the relation \ref{lem:24} consists of those pairs \((X, Y) \in \mathcal{D}^2\) which satisfy the following conditions. Let \((X, E_n) \in \mathcal{E}\) again. Then \(Y\) satisfies: there exists \(X \not\sim O_n^*\) for which

\[
(L(X) \not\sim O_n^*, Y) \in \mathcal{M}, \quad X \cup O_n^* \leq Y \leq L(X) \not\sim O_n^*, \quad (X, Y) \in \mathcal{L}.
\]

\textbf{Definition 39.} Let \(v_1\) and \(v^1\) denote the vertices of \(\sigma_i\) and \(\sigma_j\) with degree 1. Let us define \(\sigma_i \to \sigma_j\) the following way:

\[
V(\sigma_i \to \sigma_j) := V(\sigma_i \cup \sigma_j), \quad E(\sigma_i \to \sigma_j) := E(\sigma_i \cup \sigma_j) \cup \{(v_1, v^1)\}.
\]

\textbf{Lemma 40.} The following relation is definable:

\[
\{ (\sigma_i \to \sigma_j, E_i, E_j) : 1 < i, j, \quad i \neq j \}.
\]

\textbf{Proof.} The relation above consists of those pairs \((X, Y, Z) \in \mathcal{D}^3\) which satisfy the following. \(Y, Z \in \mathcal{E}, E_2 \leq Y, Z\) and \(Y \neq Z\), meaning \(Y = E_i, Z = E_j, \quad 1 < i, j\) and \(i \neq j\). Now \(O_i \cup O_j \cup E_1\) can be similarly defined as in Lemma \ref{lem:29} From this, \(O_i \cup O_j \cup E_2\) is the only digraph \(W \in \mathcal{D}\) for which \(O_i \cup O_j \cup E_1 \prec W\)
and \((W, O_i \cup O_j \cup E_i) \notin \mathcal{E}\). Now \(O_i \cup O_j \cup L_2\) is the only digraph \(W \in \mathcal{D}\) for which there exists \(V \in \mathcal{D}\) such that
\[O_i \cup O_j \cup E_2 \prec V \prec W; \quad L_2 \leq W, \quad O_{i,l} \notin W \quad \text{and} \quad O_{j,l} \notin W.\]
\(\sigma_i^L \cup \sigma_j^L\) is the only digraph \(W \in \mathcal{D}\) for which there exists \(V \in \mathcal{D}\) such that
\[O_i \cup O_j \cup L_2 \prec V \prec W; \quad \sigma_i^L \leq W, \quad \sigma_j^L \leq W; \quad \text{but} \quad \sigma_{i,j}^L \notin W.\]

Let \(I\) denote the digraph
\[
V(I) = \{u, v\}, \quad E(I) := \{(u, v), (u, u), (v, v)\}.
\]
The set
\[
\{\sigma_i^L \to \sigma_j^L, \sigma_j^L \to \sigma_i^L\}
\]
consists of those \(W \in \mathcal{D}\) for which \(\sigma_i^L \cup \sigma_j^L \prec W, \quad I \leq W.\) The digraph \(\sigma_i^L \cup E_1\) is defined as usual. From this, the digraph \(\sigma_i^L \cup L_1\) is definable as the only \(W \in \mathcal{D}\) for which \(\sigma_i^L \cup E_1 \prec W, \quad L_2 \leq W\) and there is no \(V \in \mathcal{D}\) such that \(\sigma_i^L \prec V, \quad L_2 \leq V\) and \(V \leq W\). Let \(v\) denote the vertex of \(\sigma_i^L\) that has a loop on it and let \(x\) be the only vertex of \(L_1\). Let \(\sigma_i^L \to \sigma_j^L\) and \(I^*\) be the following digraphs:
\[
V(\sigma_i^L \to) := V(\sigma_i^L \cup L_1), \quad E(\sigma_i^L \to) := E(\sigma_i^L \cup L_1) \cup \{(v, x)\}
\]
\[
V(I^*) := \{u, v, w\}, \quad E(I^*) := \{(v, v), (w, w), (u, v), (v, w)\}.
\]
Now \(\sigma_i^L \to\) is the only digraph \(W \in \mathcal{D}\) for which \(\sigma_i^L \cup L_1 \prec W\) and \(I^* \leq W.\) From the set (27) we can choose \(\sigma_i^L \to \sigma_j^L\) with the fact
\[
\sigma_i^L \to \leq \sigma_i^L \to \sigma_j^L, \quad \sigma_i^L \to \notin \sigma_j^L \to \sigma_i^L.
\]
Finally, \(X = M(\sigma_i^L \to \sigma_j^L).\)

**Lemma 41.** The following relation and set are definable:

\[
\{(O_{i,i}, E_i) : 1 < i\}, \quad \{(O_{i,i}, 1 < i)\},
\]
where \(O_{i,i} := O_i \cup O_i.\)

**Proof.** The relation (29) consists of those pairs \((X, Y) \in \mathcal{D}^2\) for which the following holds. \(Y \in \mathcal{E}\), meaning \(Y = E_i\). \(X \in \mathcal{O}\), \((X, E_2) \in \mathcal{E}\), and from the set \(O_\cup, O_i\) is the only element that is embeddable into \(X\). The corresponding set can now be easily defined. \(\square\)

**Lemma 42.** The following relation is definable:

\[
\{(O_{i}^*, O_{j}^*, E_i, E_j) : 1 < i, j\}.
\]

**Proof.** The relation above is the set of triples \((X, Y, Z) \in \mathcal{D}^3\) which satisfy the following: \(Y, Z \in \mathcal{E}, \quad E_2 \leq Y, Z, \quad \text{meaning} \quad Y = E_i, \quad Z = E_j,\) where \(1 < i, j.\) Now \(O_i^* \cup O_j^*\) is the digraph \(W\) satisfying the following:
- \(W \in \mathcal{O}\)
- If \(E_x, E_y \in \mathcal{E}\) satisfy \((O_i^*, E_x) \in \mathcal{E}\) and \((O_j^*, E_y) \in \mathcal{E}\), then \((W, E_{x+y}) \in \mathcal{E}\).
- For all \(O_n \in \mathcal{O}\) that satisfy \(O_n \leq O_i^*\) or \(O_n \leq O_j^*\), \(O_n \leq W\) holds.
- For all \(O_n \in \mathcal{O}\) which satisfy \(O_n \leq O_i^*\) and \(O_n \leq O_j^*\), \(O_{n,n} \leq W\) holds.

Finally, \(X\) is the minimal digraph with \(O_i^* \cup O_j^* \leq X \leq L(O_i^* \cup O_j^*)\) and \(O_j^* \cup L \leq X.\)

\(\square\)
Definability in the Embeddability Ordering of Finite Directed Graphs, II

Definition 43. Let us denote the vertices of $O_n^*$ by

$$V(O_n^*) := \{v_{i,j} : 1 \leq i \leq n, 1 \leq j \leq n + i\}$$

such that the circle $O_{n+1}$ consists of $\{v_{i,j} : 1 \leq j \leq n + i\}$. Similarly, let us denote the vertices of $O_{m,L}$ by

$$V(O_{m,L}) := \{v^{i,j} : 1 \leq i \leq m, 1 \leq j \leq m + i\}$$

such that the circle $O_{m+i,L}$ consists of $\{v^{i,j} : 1 \leq j \leq m + i\}$ and the loops are on the vertices $\{v^{i,1} : 1 \leq i \leq m\}$. For a map $\alpha : [n] \rightarrow [m]$, we define the digraph $F_\alpha(n,m)$ as

$$V(F_\alpha(n,m)) := V(O_n^* \cup O_{m,L}^*),$$

$$E(F_\alpha(n,m)) := E(O_n^* \cup O_{m,L}^*) \cup \{(v_{i,1}, v^{\alpha(i),1}) : 1 \leq i \leq n\}.$$ 

Let

$$F(n,m) := \{F_\alpha(n,m) : \alpha : [n] \rightarrow [m]\}.$$ 

Lemma 44. The following relation is definable:

$$(30) \quad \{(F_\alpha(n,m), E_n, E_m) : 1 \leq n, m, \ \alpha : [n] \rightarrow [m]\}.$$ 

Proof. The relation above consists of those triples $(X,Y,Z) \in D^3$ that satisfy the following. $Y,Z \in \mathcal{E}$, meaning $Y = E_n$, $Z = E_m$, where $1 \leq n, m$. Now $X$ is a minimal digraph with the following conditions:

- $O_n^* \cup O_{m,L}^* \subseteq X$ and $(O_n^* \cup O_{m,L}^*, X) \in \mathcal{E} \cap \mathcal{L}$.
- $O_i \leq L_i$ implies $\sigma_i \leq X$.
- $O_i \leq L_i$ implies there is no $W \in O_i^\rightarrow$, for which $W \leq X$.
- There is no $V$ for which $V \leq X$ and $\sigma_i \prec V$, such that $\sigma_i \leq X$ and $\sigma_i^L \notin V$.
- There is no $\sigma_i^L \prec V$ for which $V \leq X$ and $L_2 \leq V$.

\[\square\]

Lemma 45. The following relation is definable:

$$(31) \quad \{(F_{id_{n}}(n,n), E_n, E_n) : 1 \leq n\}.$$ 

Proof. The relation in question consists of those triples $(X,Y,Z) \in D^3$ for which $Y = Z \in \mathcal{E}$ and for $i,j \geq 2$ we have

$$O_{i\rightarrow j} \leq X \Rightarrow E_i = E_j.$$ 

\[\square\]

Lemma 46. The following relation is definable:

$$(32) \quad \{(F_\alpha(n,m), F_\beta(m,l), F_{\beta \circ \alpha}(n,l), E_n, E_m, E_l) : 1 \leq n, m, l, \ \alpha : [n] \rightarrow [m], \ \beta : [m] \rightarrow [l]\}.$$ 

Proof. The relation in question is the set of those 6-tuples $(X_1, \ldots, X_6) \in D^6$ which satisfy the following. $X_4, X_5, X_6 \in \mathcal{E}$, meaning $X_4 = E_n$, $X_5 = E_m$ and $X_6 = E_l$ where $1 \leq n, m, l$. $X_1 \in F(n,m)$, $X_2 \in F(m,l)$ and $X_3 \in F(n,l)$. Finally:

$$O_{i\rightarrow j} \leq X_1 \text{ and } O_{j\rightarrow k} \leq X_2 \Rightarrow O_{i\rightarrow k} \leq X_3.$$ 

\[\square\]
The four constants in \( CD \) of \( Z \) in (32) of the form \((1, \ldots, n)\). Moreover, if we suppose \( Y \) the following. There exist \( X \), \( F \) and the set of morphisms be (33). We can define both as Lemma 48 shows. Identity morphisms can be defined with Lemma 45. For the triples

\[ (X_i, Z_i, Y_i) \in \mathcal{D}^3 \]

the condition \( (X_i, Z_i, Y_i) \in \mathcal{D}^3 \) ensures that there exist \( \alpha_i \) such that

\[ ((X_i)_{CD}, \alpha_i, (Y_i)_{CD}) \in \text{hom}((X_i)_{CD}, (Y_i)_{CD}). \]

Moreover, if we suppose \( Y_1 = X_2, X_3 = X_1, Y_3 = Y_2 \) and that there exists a 6-tuple in (32) of the form \((Z_1, Z_2, Z_3, *, *, *)\), we have forced

\[ ((X_1)_{CD}, \alpha_1, (Y_1)_{CD})((X_2)_{CD}, \alpha_2, (Y_2)_{CD}) = ((X_3)_{CD}, \alpha_3, (Y_3)_{CD}). \]

The four constants in \( CD' \) require 4 digraphs, say,

\[ (C_1, C_2, C_3, \text{ and } C_4) \]

of \( D' \) to be defined such that

\[ (C_1)_{CD} = E_1, \quad (C_2)_{CD} = I_2 \]

and \( C_3, \text{ and } C_4 \) are the elements of the set \( F(1, 2) \). Now we have all the “tools” accessible in \( CD' \). Finally, the relation (24) lets us “convert” the elements of \( D' \) and \( CD' \) back and forth. We are done. \( \square \)
## Table of notations

| Notation | Definition, theorem, etc. | Page number |
|----------|--------------------------|-------------|
| $\cup$   | 10                       | 9           |
| $\sqsubseteq, \sqsubseteq, \equiv, \equiv$ | 33           | 11          |
| $(.)_{CP}$ | 14           | 18          |
| $\sigma_n$ | 17           | 7           |
| $\sigma_n^L$ | 17          | 7           |
| $\sigma_{i,j}^L$ | 28          | 10          |
| $\sigma_i \rightarrow \sigma_j$ | 39          | 19          |
| $A$      | 4            | 5           |
| $A$      | 4            | 5           |
| $(A, \alpha, B)$ | 2        | 2           |
| $CD$     | 3            | 3           |
| $CD'$    | 4            | 4           |
| $D$      | 4            | 4           |
| $D'$     | 5            | 5           |
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| $E_n$    | 11           | 6           |
| $F_n(n, m)$ | 13         | 11          |
| $F(n, m)$ | 13           | 11          |
| $F_n$    | 11           | 6           |
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| $G \leftrightarrow O_n$ | 37       | 15          |
| $\hom(A, B)$ | 2        | 2           |
| $I_2$    | 3            | 3           |
| $I_n$    | 12           | 9           |
| $\sigma$ | 20           | 8           |
| $L_n$    | 12           | 6           |
| $L(.)$   | 12           | 6           |
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| $M(.)$   | 20           | 9           |
| $M(.)$   | 20           | 9           |
| $O$      | 24           | 9           |
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