Cosmic shear covariance: The log-normal approximation
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ABSTRACT

Context. Accurate estimates of the errors on the cosmological parameters inferred from cosmic shear surveys require accurate estimates of the covariance of the cosmic shear correlation functions.

Aims. We seek approximations to the cosmic shear covariance that are as easy to use as the common approximations based on normal (Gaussian) statistics, but yield more accurate covariance matrices and parameter errors.

Methods. We derive expressions for the cosmic shear covariance under the assumption that the underlying convergence field follows log-normal statistics. We also derive a simplified version of this log-normal approximation by only retaining the most important terms beyond normal statistics. We use numerical simulations of weak lensing to study how well the normal, log-normal, and simplified log-normal approximations as well as empirical corrections to the normal approximation proposed in the literature reproduce shear covariances for cosmic shear surveys. We also investigate the resulting confidence regions for cosmological parameters inferred from such surveys.

Results. We find that the normal approximation substantially underestimates the cosmic shear covariances and the inferred parameter confidence regions, in particular for surveys with small fields of view and large galaxy densities, but also for very wide surveys. In contrast, the log-normal approximation yields more realistic covariances and confidence regions, but also requires evaluating slightly more complicated expressions. However, the simplified log-normal approximation, although as simple as the normal approximation, yields confidence regions that are almost as accurate as those obtained from the log-normal approximation. The empirical corrections to the normal approximation do not yield more accurate covariances and confidence regions than the (simplified) log-normal approximation. Moreover, they fail to produce positive-semidefinite data covariance matrices in certain cases, rendering them unusable for parameter estimation.

Conclusions. The log-normal or simplified log-normal approximation should be used in favour of the normal approximation for parameter estimation and parameter error forecasts. More generally, any approximation to the cosmic shear covariance should ensure a positive-(semi)definite data covariance matrix.
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1. Introduction

In recent years, observations of weak lensing by large-scale structure, called cosmic shear, have become an important tool for studying the Universe. Remarkable constraints on the matter content of the Universe, its expansion history, and the amplitude of the cosmic density fluctuations have been obtained, e.g., from measurements of cosmic shear in the Canada-France-Hawaii Telescope (CFHT) Legacy Survey (Semboloni et al. 2006, Hoekstra et al. 2006, Fu et al. 2008), the 100-deg\textsuperscript{2} weak-lensing survey (Benjamin et al. 2007), and the Cosmic Evolution Survey (COSMOS, Massey et al. 2007, Schrabback et al. 2010). Future cosmic shear surveys are expected to provide essential information on the properties of the dark matter and the dark energy, and on possible deviations of gravity from General Relativity (Huterer 2010).

Cosmic shear surveys aim at inferring the statistical properties of the convergence and shear field from the observed image shapes of distant galaxies. There are various statistical measures that probe the two-point statistics of the convergence and shear, e.g., the shear correlation functions (Blandford et al. 1991, Kaiser 1992), the shear power spectra (Kaiser 1992), the shear dispersion (Mould et al. 1994), the aperture-mass dispersion (Schneider et al. 1998), the ring statistics (Schneider & Kilbinger 2007), the statistics proposed by Fu & Kilbinger (2010), or the COSEBIs (Schneider et al. 2010). In practice, however, only the shear correlation functions $\xi_{\pm}$ are estimated directly from the data (since they can be estimated most easily), and any other two-point statistics are computed from these estimates. Thus, accurate knowledge of the noise properties of the shear correlation estimators is needed for reliable estimates of the errors on the cosmological parameters inferred from cosmic shear surveys.

The number of independent measurements in a cosmic shear survey is usually too small to permit an good estimate of the full covariance of the measured statistics directly from the data. Therefore, one has to resort to covariance estimates obtained by other means. Supposedly the most accurate, but also computationally by far the most expensive approach is the direct estimation of a cosmic shear covariances from N-body simulations of cosmic structure formation (e.g. Sato et al. 2011b or this work). This method requires many independent realisations of the survey field. So far, it has been successfully applied to lensing surveys covering a small fraction of the sky, e.g. the Chandra Deep Field South (Hartlap et al. 2009) and the COSMOS field (Schrabback et al. 2010, Semboloni et al. 2011). However, creating sufficiently many realistic mock observations to calculate covariances for future all-sky lensing surveys in various cos-
mologies and parameter ranges will remain a very challenging computational task in the foreseeable future.

Since reliable estimates for the covariances of cosmic shear two-point statistics from real or mock data are often out of reach, it appears desirable to have simple approximations at hand, which are easy to compute and yield sufficiently accurate covariance matrices and parameter errors. General expressions for the covariance of lensing two-point statistics, including the shear correlation functions, have been derived by Schneider et al. (2002a) and Joachimi et al. (2008) under the assumption of normal (Gaussian) statistics for the shear and convergence field. This normal approximation is relatively easy to apply, and requires no additional information besides the convergence correlation itself and the basic survey parameters. Simulations show, however, that the normal approximation tends to underestimate the covariance of two-point lensing statistics (e.g., Scoccimarro et al. 1999; Cooray & Hu 2001; Van Waerbeke et al. 2001; Sato et al. 2009).

There have been various attempts to improve the normal approximation by amending the resulting expressions for the cosmic shear covariance by scale-dependent correction factors that are calibrated with mock data from structure formation simulations (Van Waerbeke et al. 2001; Sembolini et al. 2007; Sato et al. 2011b). A drawback of this approach is that, while any corrections to the normal approximation depend in a non-trivial way on the assumed cosmology, the correction factors can only be tuned to the particular cosmology of the simulations at hand.

Other approaches towards more accurate lensing statistics are based on halo models (Cooray & Hu 2001; Takada & Jain 2009; Pielorz et al. 2010; Kainulainen & Marra 2011). The resulting expressions for the covariance of lensing two-point statistics require considerable more effort to compute than the corresponding expressions in the normal approximation, even if simplified by fitting formulas (Pielorz et al. 2010). A thorough assessment of the accuracy of the halo model approach to cosmic shear covariances (e.g. by comparing its results with those from large high-resolution simulations of weak lensing) is still outstanding.

Normal random fields are arguably the most simple statistical models for the three dimensional matter distribution and the resulting weak-lensing convergence and shear fields. However, as mentioned above, they fail to accurately describe those fields’ higher-order correlations such as the covariance of two-point correlations. There are few other classes of random fields that allow one to calculate their higher-order correlations analytically. These include log-normal random fields, on which we focus here.

Already Hubble (1934) noted that observed galaxy densities roughly follow a log-normal distribution, Coles & Jones (1991) suggested to describe the three-dimensional matter density distribution in our Universe by a log-normal random field. Later, numerical simulations of cosmic structure formation showed that a log-normal field provides indeed a good description of the one- and two-point statistics of the evolved matter density field, even though a point-wise exponential mapping of the initial Gaussian density field does not describe the evolved density field well (Kofman et al. 1993; Kayo et al. 2001). The one-point probability density function (pdf) of the projected density and lensing convergence are also fitted well by a log-normal pdf (Takahashi et al. 2011; Joachimi et al. 2011). Even better fits to the convergence pdf, particularly in the tails of the distribution, can be obtained by generalisations of a log-normal pdf (Das & Ostriker 2006; Takahashi et al. 2011; Joachimi et al. 2011).

In this work, we derive expressions for the cosmic shear covariance under the assumption that the underlying convergence field follows log-normal statistics. Furthermore, we derive a simplified version of this log-normal approximation by only retaining the most important terms beyond normal statistics. In particular the simplified log-normal approximation meets our aim of an expression for the cosmic shear covariance that is as simple as the normal approximation.

We use numerical simulations to show that the log-normal and the simplified log-normal approximations reproduce the shear covariances for cosmic shear surveys much more accurately than the normal approximation. Furthermore, we demonstrate that, in contrast to the normal approximation, the uncertainties in the cosmological parameters inferred from the log-normal and the simplified log-normal approximation are in good agreement with the errors resulting from the covariances we estimated from the numerical simulations. We also show that the covariances and parameter errors in the normal approximation have accuracies comparable to or better than those derived from empirical corrections to the normal approximation proposed by Sembolini et al. (2007) and Sato et al. (2011b). In addition, we discuss the problem that approximations to the cosmic shear covariance, in particular those based on empirical fits, may produce covariance matrices that are not positive-semidefinite, which makes their use in parameter estimation at least questionable.

The paper is organised as follows. The theory of estimators for cosmic shear two-point statistics and their noise properties are briefly discussed in Sect. 2. In Sect. 3 we describe our numerical simulations for creating mock lensing surveys and for studying the statistical properties of the convergence and shear. The results of the simulations and the comparison between the different approximations to the cosmic shear covariance are presented in Sect. 4. The main part of the paper concludes with a summary and discussion in Sect. 5. A more detailed discussion about normal and log-normal random fields, and the covariance of estimators for the cosmic shear 2-point correlation can be found in the Appendix.

2. Theory

Here, we briefly discuss weak gravitational lensing, estimators for the cosmic shear correlation functions and their noise properties, and the estimation of cosmological parameters from cosmic shear data. The discussion of the statistical properties of the cosmic shear estimators is based on the real-space approach by Schneider et al. (2002a), but includes log-normal convergence fields in addition to normal convergence fields.

2.1. Gravitational lensing

Gravitational lensing, the deflection of photons from distant sources by the gravity of intervening matter structures (e.g. Schneider et al. 2006), causes shifts in the observed image positions relative to the sources’ ‘true’ sky positions. The shifts may be described by a deflection field

$$\alpha(\theta, z) = \theta - \beta(\theta, z),$$

(1)

which relates the observed image position $\theta = (\theta_1, \theta_2)$ of a point-like source at redshift $z$ to its true angular position $\beta = (\beta_1(\theta, z), \beta_2(\theta, z))$. The distortions induced by differential deflec-
tion can be quantified by the distortion matrix
\[
\left( \frac{\partial a_i(\theta, z)}{\partial \theta_j} \right)_{i,j=1,2} = \begin{pmatrix} \kappa + \gamma_1 \gamma_2 + \omega & \kappa + \gamma_2 + \omega \\ \gamma_2 - \omega & -\kappa + \gamma_1 \end{pmatrix},
\]
which can be decomposed into a convergence \( \kappa(\theta, z) \), a complex shear \( \gamma(\theta, z) = \gamma_1(\theta, z) + i\gamma_2(\theta, z) \), and an asymmetry \( \omega(\theta, z) \).

We define the effective convergence and shear for a population of sources with normalised redshift distribution \( p_i(z) \) by
\[
\kappa(\theta) = \int dz \, p_i(z) \kappa(\theta, z)
\]
and
\[
\gamma(\theta) = \int dz \, p_i(z) \gamma(\theta, z).
\]

The tangential component \( \gamma_{\varphi}(\theta, \vartheta) \) and cross component \( \gamma_{\varphi}(\theta, \vartheta) \) of the shear \( \gamma(\theta) \) at position \( \vartheta \) with respect to the direction \( \vartheta \) are defined by (e.g. Schneider et al. 2002a)
\[
\gamma_{\varphi}(\theta, \vartheta) = -\Re(\gamma(\theta) e^{-2\pi i \vartheta}) \quad \text{and} \quad \gamma_{\varphi}(\theta, \vartheta) = -\Im(\gamma(\theta) e^{-2\pi i \vartheta}).
\]

where \( \varphi(\theta) \) denotes the polar angle of the vector \( \vartheta \).

For a statistically homogeneous and isotropic universe, the convergence correlation function \( \xi_{\kappa}(\theta) \) can be defined by the expectation (e.g. Blandford et al. 1991; Kaiser 1992)
\[
\xi_{\kappa}(\theta) = \langle \kappa(\theta) \kappa(\theta + \vartheta) \rangle.
\]

Here, \( \langle f \rangle \) denotes the ensemble average of a function \( f \) over all realisations of the observable universe for a fixed set of cosmological parameters. The two shear correlation functions \( \xi_{\gamma}(\theta) \) and \( \xi_{\omega}(\theta) \) are defined by
\[
\xi_{\gamma}(\theta) = \langle \gamma_{\varphi}(\theta, \vartheta) \gamma_{\varphi}(\theta + \vartheta, \vartheta) \rangle + \langle \gamma_{\varphi}(\theta, \vartheta) \gamma_{\varphi}(\theta + \vartheta, \vartheta) \rangle.
\]

If one neglects higher-order lensing effects (which are small, cf. Hilbert et al. 2009; Krause & Hriapa 2010) and contamination by observational systematics, the deflection field \( \kappa(\theta, z) \) is a gradient field, the asymmetry \( \omega \) vanishes, and the convergence \( \kappa \) and shear \( \gamma \) are related by (Kaiser 1995)
\[
\left( \frac{\partial}{\partial \theta_1} + i \frac{\partial}{\partial \theta_2} \right) \kappa(\theta, z) = \left( \frac{\partial}{\partial \theta_1} - i \frac{\partial}{\partial \theta_2} \right) \gamma(\theta, z).
\]

As a consequence (Crittenden et al. 2002).
\[
\xi_{\gamma}(\theta) = \xi_{\kappa}(\theta) \quad \text{and} \quad \xi_{\omega}(\theta) = \int_0^\infty d\theta' \int_0^\infty d\theta'' G_{\omega}(\theta, \theta') \xi_{\omega}(\theta'),
\]

where
\[
G_{\omega}(\theta, \theta') = \left( \frac{4}{\theta^2} - \frac{12\theta'^2}{\theta^4} \right) H(\theta - \theta') + \frac{1}{\theta'} \delta_0(\theta - \theta').
\]

Here, \( H(\theta) \) denotes the Heaviside step function, and \( \delta_0 \) denotes the Dirac delta function.

2.2. Estimators for the shear correlations and their covariance

A suitable estimator for the shear \( \gamma(\theta_0) \) at the sky position \( \theta_0 \) of a galaxy \( i \) at redshift \( z_i \) from a sample with redshift distribution \( p_i(z) \) is the observed image ellipticity \( \hat{\gamma}_i \). To lowest order, the observed ellipticity is a sum,
\[
\hat{\gamma}_i = \gamma_i + \gamma(\theta_i, z_i),
\]

of the ‘true’ shear \( \gamma(\theta_0, z_i) \) and an intrinsic ellipticity \( \epsilon_i \), which vanishes on average. From a survey with \( N_g \) galaxies providing shear estimates \( \hat{\gamma}_i \), \( \ldots \), \( \hat{\gamma}_N \) at positions \( \theta_1 \), \( \ldots \), \( \theta_N \), one can estimate the shear correlations \( \xi_{\gamma}(\theta) \) at separations \( \theta \) by
\[
\hat{\xi}_{\gamma}(\theta) = \frac{\sum_{i,j=1}^{N_g} \Delta(\theta, |\theta_i - \theta_j|)}{\sum_{i,j=1}^{N_g} \Delta(\theta, |\theta_i - \theta_j|)} \left( \hat{\gamma}_i(\theta) \hat{\gamma}_j(\theta) \pm \hat{\gamma}_i(\theta) \hat{\gamma}_j(\theta) \right) / \sum_{i,j=1}^{N_g} \Delta(\theta, |\theta_i - \theta_j|).
\]

Here, the bin window function
\[
\Delta(\theta, \vartheta) = \begin{cases} 1 & \text{for } |\theta - \vartheta| \leq \delta(\theta)/2 \\ 0 & \text{otherwise}, \end{cases}
\]

where \( \delta(\theta) \) denotes the bin width, and \( \hat{\gamma}_i(\theta) \) and \( \hat{\gamma}_j(\theta) \) denote the tangential and cross component, respectively, of the shear estimated from the shape of galaxy \( i \) with respect to the line joining galaxy \( i \) and \( j \).

If (i) the bin width is small compared to the scales on which correlations change, (ii) the galaxy positions are not correlated with the shear field, (iii) the galaxy redshifts are not correlated with each other or the shear field, and (iv) the galaxies’ intrinsic ellipticities are uncorrelated with each other and the shear, the estimators \( \theta \) are unbiased (Schneider et al. 2002a).
\[
\hat{\xi}_{\gamma}(\theta) \approx \xi_{\gamma}(\theta).
\]

The covariance of the cosmic shear estimators determines the accuracy to which one can deduce cosmological parameters from these estimators. The covariance \( c_{zz}(\theta_1, \theta_2) \) is \( \text{Cov} \left( \xi_j(\theta_1), \xi_j(\theta_2) \right) \) of the estimators \( \xi_j(\theta_1), \xi_j(\theta_2) \) for scales \( \theta_1 \) and \( \theta_2 \). They can then be split into an ellipticity-noise part \( c_{zz}(\theta_1, \theta_2) \), a mixed part \( c_{\gamma z}(\theta_1, \theta_2) \), and a cosmic variance part \( c_{zz}(\theta_1, \theta_2) \):
\[
c_{zz}(\theta_1, \theta_2) = c_{zz}(\theta_1, \theta_2) + c_{\gamma z}(\theta_1, \theta_2) + c_{\gamma z}(\theta_1, \theta_2).
\]

First, we consider the covariance for a single survey field \( \Omega \) with area \( A \), galaxy density \( n_g \), and linear dimensions large compared to \( \theta_1 \) and \( \theta_2 \). The ellipticity-noise part \( c_{zz}(\theta_1, \theta_2) \) for \( c_{zz}(\theta_1, \theta_2) \) and for disjoint bins. Its contribution to the auto-variance of the bin with radius \( \theta \) depends on the variance \( \sigma_\epsilon^2 = \langle \epsilon(\theta) \rangle^2 \) of the intrinsic ellipticity and the expected effective number of galaxy pairs \( N_g(\theta) = 2\pi \theta A n_g^2 \) in the bin,
\[
c_{zz}(\theta_1, \theta_2) = \frac{4\pi^2}{\theta_1^2} \int_0^\infty d\theta' \xi_{\omega}(\theta_1, \theta_2) + \frac{1}{\theta} \delta_0(\theta - \theta').
\]

The mixed part \( c_{\gamma z}(\theta_1, \theta_2) \) contributes to both the auto- and covariance of bins:
\[
c_{zz}(\theta_1, \theta_2) = \frac{2\pi^2}{\theta_1^2} \int_0^\infty d\theta' \xi_{\omega}(\theta_1, \theta_2) + \frac{1}{\theta} \delta_0(\theta - \theta').
\]
which implies a zero-mean shifted log-normal pdf, Sato et al. (2011b) in computer experiments with Gaussian convergence to an overestimation of the cosmic covariance, which was observed by similar to the field’s linear dimensions.
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\[
\text{c}_{+}^{(\gamma)}(\theta_1, \theta_2) = \frac{2\sigma_r^2}{\pi n_2 A_{\delta}^2} \int d\phi_1 \xi_\gamma((\theta_2 u_0 - \theta_1 u_\phi)) \cos(4\phi_1),
\]

(18c)

Here, $n_2$ denotes a unit vector in the plane with polar angle $\varphi$.

Calculating the cosmic variance part $c_{+}^{(\gamma)}$ requires knowledge about the 4-point statistics of the convergence field. If one assumes that the convergence field is a homogeneous and isotropic normal random field, the cosmic variance parts read (Schneider et al. 2002a)

\[
c_{+}^{(\gamma)}(\theta_1, \theta_2) = \frac{4}{\pi A_\delta^2} \int_0^{\theta_0} d\theta_3 \theta_3 \int_0^{\theta_0} d\phi_1 \xi_\gamma(\theta_1 u_\phi, \theta_3 u_0) \times \int_0^{\theta_0} d\phi_2 \xi_\gamma(\theta_2 u_\phi, \theta_3 u_0),
\]

(19)

where

\[
\xi_\gamma(\theta, \theta') = \xi_\gamma(|\theta' - \theta|),
\]

(20a)

\[
\xi_\gamma(\theta, \theta') = -\xi_\gamma(|\theta' - \theta|) \cos \theta' - \varphi(\theta' - \theta),
\]

(20b)

and $\theta_0 \approx \sqrt{A_\delta / \pi}$ denotes the ‘radius’ of the survey field, a scale similar to the field’s linear dimensions.

In this work, we also consider zero-mean shifted log-normal random fields (see Appendix for details) as models for the convergence field. Such a field $\kappa$ can be obtained from a homogeneous and isotropic normal random field $n$ with mean $\mu$ and standard deviation $\sigma$ by the point-wise transformation

\[
\kappa(\theta) = \exp[n(\theta)] - \kappa_0,
\]

(21)

which implies a zero-mean shifted log-normal pdf,

\[
p_\kappa(\kappa) = \frac{\exp\left(-[\ln(\kappa/\kappa_0) + \sigma^2/2]^2/2\sigma^2\right)}{\sqrt{2\pi(\kappa + \kappa_0)\sigma}} \quad \text{for } \kappa > -\kappa_0,
\]

(22)

otherwise.

Choosing the shift $\kappa_0 = \exp(\mu + \sigma^2/2)$ ensures zero mean. Since $-\kappa_0$ marks the lower limit for all possible $\kappa$, we call $\kappa_0$ minimum-convergence parameter.

If the convergence field is well described by a zero-mean shifted log-normal random field, the cosmic variance term $c_{+}^{(\gamma)}$ of the cosmic shear covariance reads (see Appendix C)

\[
c_{+}^{(\gamma)}(\theta_1, \theta_2) = \xi_\gamma(\theta_1) \xi_\gamma(\theta_2) \frac{8\pi}{\kappa_0^2 A_{\delta}^2} \int_0^{\theta_0} d\theta_3 \theta_3 \xi_\gamma(\theta_3) + 4\eta(\theta_1) \xi_\gamma(\theta_2) \frac{8\pi}{\kappa_0^2 A_{\delta}^2} \int_0^{\theta_0} d\theta_3 \theta_3 \xi_\gamma(\theta_3) + 4\xi_\gamma(\theta_1) \xi_\gamma(\theta_2) \frac{8\pi}{\kappa_0^2 A_{\delta}^2} \int_0^{\theta_0} d\theta_3 \theta_3 \xi_\gamma(\theta_3)
\]

(23)

However, $c_{+}^{(\gamma)}$ and $c_{-}^{(\gamma)}$ can be obtained from any given $c_{+}^{(\gamma)}$ by an integral transformation with the kernel (11) (see Appendix C):

\[
c_{+}^{(\gamma)}(\theta_1, \theta_2) = \int_0^{\theta_0} d\theta_3 \theta_3 \xi_\gamma(\theta_3) \frac{8\pi}{\kappa_0^2 A_{\delta}^2} \int_0^{\theta_0} d\theta_3 \theta_3 \xi_\gamma(\theta_3)
\]

(24)

Equation (23) comprises terms of 2nd to 6th order in $\xi_\gamma$. If only the quadratic terms, which are also present in the expression (19), and the simplest cubic term in $\xi_\gamma$ are retained, the cosmic variance contribution reduces to

\[
c_{+}^{(\gamma)}(\theta_1, \theta_2) = \frac{4}{\pi A_\delta^2} \int_0^{\theta_0} d\theta_3 \theta_3 \int_0^{\theta_0} d\phi_1 \xi_\gamma(\theta_1 u_\phi, \theta_3 u_0) \times \int_0^{\theta_0} d\phi_2 \xi_\gamma(\theta_2 u_\phi, \theta_3 u_0) + \xi_\gamma(\theta_1) \xi_\gamma(\theta_2) \frac{8\pi}{\kappa_0^2 A_{\delta}^2} \int_0^{\theta_0} d\theta_3 \theta_3 \xi_\gamma(\theta_3)
\]

(25)

In the following, we call the approximation defined by Eqs. (16)-(19) the normal approximation to the cosmic shear covariance. If Eqs. (23)-(25) are used instead of Eq. (19), we call the resulting approximation to the cosmic shear covariance the log-normal approximation. If Eq. (25) is used instead, we call the resulting approximation the simplified log-normal approximation.

In general, the convergence field is neither a normal nor a zero-mean shifted log-normal field. In case one has a large sample of $N_r$ (quasi-)independent realisations of the survey field with measured correlations $\hat{\xi}_\gamma(\theta)$, one can estimate the mean using the sample mean,

\[
\bar{\xi}_\gamma(\theta) = \frac{1}{N_r} \sum_{r=1}^{N_r} \hat{\xi}_\gamma(\theta),
\]

(27)

and the covariance using the sample covariance,

\[
c_{\pm}^{(\gamma)}(\theta_1, \theta_2) = \frac{1}{N_r - 1} \sum_{r=1}^{N_r} [\hat{\xi}_\gamma(\theta_1) - \bar{\xi}_\gamma(\theta_1)] [\hat{\xi}_\gamma(\theta_2) - \bar{\xi}_\gamma(\theta_2)].
\]

(28)

For many surveys, the survey area is not a single field, but consists of several small areas that are far apart from each other.
on the sky. In this case, the measurements in each field can be considered independent from the measurements in the other fields. If all survey fields have similar field areas and galaxy densities, the covariances for the whole survey can be obtained by computing the covariances for a single field and dividing the result by the number of fields.

### 2.3. Estimation of cosmological parameters

From a set of shear correlation functions $\xi(\theta_1), \ldots, \xi(\theta_{N_{\text{bins}}})$ measured at $N_{\text{bins}}$ angular separations, one can form a data vector

$$d = (\xi(\theta_1), \ldots, \xi(\theta_{N_{\text{bins}}}), -\xi(\theta_1), \ldots, -\xi(\theta_{N_{\text{bins}}}))^T.$$  

In one of its simplest forms, Bayesian model-parameter estimation from a measured cosmic shear data vector $d$ amounts to a maximum likelihood parameter estimation assuming a quadratic log-likelihood

$$\ln L(\pi|d) = -\frac{1}{2} [d - \mu(\pi)]^T C_d^{-1} [d - \mu(\pi)] + \text{const.}$$  

Here, $\mu(\pi)$ denotes the prediction of the cosmic shear correlation vector for the model parameterized by a set of $N_p$ parameters $\pi = (\pi_1, \ldots, \pi_{N_p})^T$. If one uses the normal or log-normal approximation to the cosmic shear covariance, the inverse covariance matrix $C_d^{-1}$ of the data vector $d$ reads:

$$C_d^{-1} = \left[ c_{++} \quad c_{+-} \quad \cdots \quad c_{-+} \quad c_{--} \right]^{-1}$$  

with $c_{\pm\pm} = (c_{\pm\pm}(\theta_1, \theta_2))_{i,j=1}^{N_{\text{bins}}}$.

If the cosmic shear covariances $c_{\pm\pm}$ are estimated from the sample covariances of $N_r$ realizations, the inverse covariance can be estimated by

$$C_d^{-1} = \frac{N_r - 2N_{\text{bins}} - 2}{N_r - 1} \left[ c_{++} \quad c_{+-} \quad \cdots \quad c_{-+} \quad c_{--} \right]^{-1},$$  

where the correction factor ensures that this estimate is unbiased if the joint distribution of the measured correlation functions is well approximated by a multivariate normal distribution. This estimate requires $N_r > (2N_{\text{bins}} + 2)$. For smaller $N_r$, the sample covariance matrix is not invertible, and other methods are required to estimate the inverse covariance matrix.

The parameter set $\pi_{\text{ML}}$ maximizing the (log-)likelihood satisfies

$$0 = \left[ \frac{\partial \mu(\pi)}{\partial \pi} \right]_{\text{ML}} C_d^{-1} [d - \mu(\pi_{\text{ML}})].$$  

A Taylor expansion of $\ln L(\pi|d)$ around $\pi_{\text{ML}}$ up to second order yields

$$\ln L(\pi|d) \approx -\frac{1}{2} (\pi - \pi_{\text{ML}})^T C_{\pi^{-1}}^{-1} (\pi - \pi_{\text{ML}}) + \text{const.},$$  

where

$$C_{\pi^{-1}} = \sum_{i,j=1}^{N_{\text{bins}}} C_{\pm\pm}^{-1} \left[ \frac{\partial \mu_k}{\partial \pi_i} \frac{\partial \mu_k}{\partial \pi_j} + (d_k - \mu_k) \frac{\partial^2 \mu_k}{\partial \pi_i \partial \pi_j} \right]_{\text{ML},i,j=1}^{N_{\text{bins}}}.$$

The equations above show how the covariances and confidence regions of the model parameters depend on the assumed covariances of the cosmic shear correlation functions in a maximum-likelihood estimation with a Gaussian likelihood. In a Bayesian analysis with constant priors on the model parameters, the likelihood $L(\pi|d)$ is proportional to the posterior distribution $p(\pi|d)$. In this case, the above equations also specify how the posterior distribution depends on the assumed covariance of the cosmic shear correlation functions. For more general prior distributions $p(\pi)$, the posterior reads

$$p(\pi|d) = \frac{L(\pi|d)p(\pi)}{\int d\pi L(\pi|d)p(\pi)}.$$  

### 3. Simulations

We use a numerical approach to assess the performance of predictions for the cosmic shear covariance. By ray-tracing through the Millennium Run (MR), a large $N$-body simulation of cosmic structure formation by [Springel et al. 2005], we create a suite of simulated fields of view with maps of the effective convergence and shear. From these maps, we measure the convergence distribution and the convergence and shear correlations. We then estimate the covariance of the shear correlation functions in different ways: from the measured one- and two-point statistics of the convergence using the normal, log-normal, and simplified log-normal approximation, and from the sample covariance of the shear correlation in the simulated survey fields.

The MR assumes a flat ΛCDM cosmology with a matter density $\Omega_m = 0.25$, a baryon density $\Omega_b = 0.045$, and a cosmological-constant energy density $\Omega_\Lambda = 0.75$ (in units of the critical density), a Hubble constant $h = 0.73$ (in units of $100 \text{ km s}^{-1} \text{Mpc}^{-1}$), a primordial spectral index $n_s = 1$ and a normalisation parameter $\sigma_8 = 0.9$ for the linear density power spectrum. These values also define our fiducial cosmology in the later analysis. The simulation employed a customized version of $\text{GADGET-2}$ [Springel 2005] with $10^{10}$ particles of $8.6 \times 10^8 h^{-1} M_\odot$ in a cube of $500 h^{-1} \text{Mpc}$ comoving side length, and a computing force softening length of $5 h^{-1} \text{kpc}$.

We employ the multiple-lens-plane ray-tracing algorithm described in [Hilbert et al. 2009] to simulate gravitational lensing observations. The ray-tracing algorithm takes into account the gravitational deflection by the dark matter, represented by the dark-matter particles of the MR, and the deflection by the stellar mass in galaxies (for details, see Hilbert et al. 2008) as inferred from the galaxy formation model of De Lucia & Blaizot [2007].

Using the ray-tracing, we generate 64 fields of view. Each field has an area of $4 \times 4 \text{ deg}^2$ (yielding a total area of $1024 \text{ deg}^2$) and is covered by a regular grid of $4096^2$ pixels (yielding a resolution of $3.5 \text{ arcsec}$). For each pixel, a ray is traced through the MR up to redshift 3.2, and the convergence and shear along the ray is recorded. To study the covariance of smaller survey fields, we also create 256 fields of $2 \times 2 \text{ deg}^2$ by splitting the $4 \times 4 \text{ deg}^2$ fields evenly.

The convergence and shear information along the rays is then used to calculate the effective convergence and shear in the simulated fields for a source population with median redshift $z_{\text{median}} = 1$ and a redshift distribution [Brunner et al. 1996]

$$p_z(z) = \frac{3z^3}{2\tilde{z}^3} \exp \left[ -\left( \frac{z}{\tilde{z}} \right)^{1/2} \right], \quad \text{where} \quad \tilde{z}_{\text{median}} = 1.412.$$  

The only source of noise (i.e. uncertainties affecting the estimation of cosmological parameters) in these ellipticity noise-free maps is the cosmic variance (each field represents only a
single finite realization of the underlying cosmology). To create noisy lensing maps that also incorporate the uncertainties in cosmic shear surveys arising from the intrinsic shapes of source galaxies, we add Gaussian noise with standard deviation \( \sigma_{\text{pix}} = \sigma_e / \sqrt{2n_g A_{\text{pix}}} \) to each pixel (with pixel area \( A_{\text{pix}} = 3.5^2 \text{arcsec}^2 \)) of the simulated shear fields. We assume an intrinsic galaxy ellipticity distribution with standard deviation \( \sigma_e = 0.4 \), and we consider surveys with galaxy densities \( n_g = 25 \text{arcmin}^{-2} \) and \( n_g = 100 \text{arcmin}^{-2} \).

4. Results

4.1. The convergence distribution

We determine the convergence distribution from the simulated fields by binning the ellipticity noise-free convergence values of all field pixels into bins of size 0.002. The resulting probability density function (pdf) of the convergence distribution is shown Fig. 1. For comparison, we also show the pdf of a zero-mean normal distribution, whose variance equals the measured variance of the convergence, and the pdf \((22)\) of the best-fitting zero-mean shifted log-normal distribution, whose parameters \( k_0 \) and \( \sigma \) where obtained by a simple least-squares fit. Neither the normal nor the zero-mean shifted log-normal distribution matches the measured convergence distribution perfectly, but (at least visually) the zero-mean shifted log-normal distribution fares far better than the normal distribution. This finding indicates that the log-normal approximation might possibly provide a better approximation to the covariance of the cosmic shear correlation than the normal approximation.

While the normal approximation to the covariance of cosmic shear correlations only needs the convergence correlation as input, the log-normal approximation also requires the minimum-convergence parameter \( k_0 \). One could, for example, compute the convergence for an empty beam to a fixed source redshift and use its modulus as \( k_0 \). Simulations show, however, that there are no empty lines of sight in a \( \Lambda \)CDM universe (Taruya et al. 2002; Vale & White 2003; Hilbert et al. 2007). We thus use the value \( k_0 = 0.032 \) obtained from the fit \((22)\).

The minimum-convergence parameter \( k_0(z) \) for sources at a single redshift \( z \), obtained from fits to the measured pdf of the convergence \( \kappa(z) \), is shown in Fig. 2 as a function of source redshift \( z \) (obtained from fits to the pdf of the convergence for sources at redshift \( z \)).

Table 1. The parameters \( k_0 \) and \( \sigma \) of the fit \((22)\) to the convergence pdf for sources at various redshifts \( z \), compared to the measured standard deviation \( (\kappa^2)^{1/2} \) of the convergence.

| \( z \) | \( k_0 \) | \( \sigma \) | \( (\kappa^2)^{1/2} \) |
|------|-------|-------|-----------------|
| 0.28 | 0.0035 | 0.81 | 0.0058 |
| 0.51 | 0.0100 | 0.74 | 0.0124 |
| 0.76 | 0.0120 | 0.70 | 0.0199 |
| 0.99 | 0.0291 | 0.66 | 0.0270 |
| 1.50 | 0.0542 | 0.58 | 0.0415 |
| 2.07 | 0.0819 | 0.53 | 0.0547 |
| 3.06 | 0.1253 | 0.47 | 0.0716 |
| 4.18 | 0.1608 | 0.44 | 0.0838 |
| 5.29 | 0.1917 | 0.41 | 0.0922 |

The minimum-convergence parameter for sources at redshift \( z = 1 \) is very similar to the value measured from the source redshift distribution \( \tilde{z} \) with median redshift \( z_{\text{median}} = 1 \). Moreover, the minimum-convergence for \( z = 1 \) and \( z = 2 \) are in good agreement with the corresponding values found by Taruya et al. (2002).

4.2. The convergence and shear correlations

From each ellipticity noise-free simulated \( 4 \times 4 \text{deg}^2 \) field, we estimate the convergence correlation \( \xi_c(\theta) \) and the cosmic shear correlations \( \xi_e \) using Fast Fourier Transform (FFT) techniques employing zero-padding and book-keeping of the number of contributing pixel pairs to properly account for the non-periodic field boundaries (see Appendix D for more details). The correlation estimates from all fields are then used to compute the mean correlations and their uncertainties from the field-to-field variance.
Or simulations show furthermore that the normal approximation completely fails to reproduce the measured $c_{++}^{(y)}$ and $c_{--}^{(y)}$ on all scales considered. As Eqs. (10), (25), and (24) show, the shear correlation $\xi_\gamma$ and the cosmic variance parts $c_{++}^{(y)}$ and $c_{--}^{(y)}$ at given scales depend on the statistical properties of the convergence field on all smaller scales. These scales, of course, include the non-Gaussian scales $\lesssim 10$ arcmin, where the normal assumption fails.

In contrast to the normal approximation, the log-normal approximation yields estimates of the cosmic variance terms $c_{++}^{(y)}$ that are very similar in shape and magnitude to the measured cosmic variance contribution. Differences are noticeable on scales below a few arcmin, where the log-normal approximation overestimates the covariance. Furthermore, the log-normal approximation underestimates the covariances involving $\xi_\gamma$ on scales $> 10$ arcmin. The same holds for the covariances obtained from the simplified log-normal approximation (not shown), which are almost identical to the covariances from the log-normal approximation.

4.4. Comparison to empirical fits for the cosmic shear covariance

The failure of the normal approximation on small scales has motivated Semboloni et al. (2007) and Sato et al. (2011b) to develop empirical corrections. Figure 5 shows the covariances resulting from applying the correction factors they proposed for sources at redshift $z = 1$ to the cosmic variance part $c_{++}^{(y)}$ in the normal approximation. The estimate based on Semboloni et al. (2007) overestimates $c_{++}^{(y)}$ on small scales by a large factor, whereas the corrections according to Sato et al. (2011b) yield estimates that underestimate $c_{++}^{(y)}$ by 20-50%.

Semboloni et al. (2007) and Sato et al. (2011b) do not provide corrections for the cosmic variance parts $c_{--}^{(y)}$ or $c_{--}^{(y)}$. We thus employ Eqs. (25) and (24) to compute $c_{++}^{(y)}$ and $c_{--}^{(y)}$ from the predictions for $c_{++}^{(y)}$. As Fig. 5 shows in comparison to Fig. 4, the estimates based on Semboloni et al. (2007) fail to reproduce the estimates from the lensing simulations both quantitatively and qualitatively. On most scales, the estimate is too large by orders of magnitude. Around the transition scale between the Gaussian and non-Gaussian regime at 10 arcmin, the estimated covariances show artificially sharp drops.

The estimates based on Sato et al. (2011b) perform better. However, they still overpredict the covariances on small scales by a factor of a few, and underpredict the covariances on large scales. Since the empirical corrections were designed to yield good estimates of $c_{++}^{(y)}$ for the range of scales and cosmologies considered by Semboloni et al. (2007) and Sato et al. (2011b), this indicates that we have used the corrections outside their range of applicability. For the cosmology and scales considered here, the log-normal approximation appears to perform better than the empirical corrections.

As is already known from earlier studies (e.g. Semboloni et al. 2007; Sato et al. 2011b), the normal approximation grossly underestimates the covariance $c_{++}^{(y)}$ on scales $\lesssim 10$ arcmin. The reason for this failure is that the convergence and shear fields are very ‘non-Gaussian’ on such small scales, where the growth of matter structures is very non-linear.
4.5. Positive-semidefiniteness of the cosmic variance contribution

In the absence of other noise (e.g. ellipticity noise and other sources not considered here), the cosmic variance part of the cosmic shear covariance represents the full data covariance. This implies that the actual cosmic variance part of the parameter covariance matrix as well as its components $c_{\alpha\beta}^{(\gamma)}$ and $c_{\gamma}^{(\gamma)}$ are positive-semidefinite regardless of the statistical properties of the convergence field. Positive-semidefiniteness of the data covariance is, moreover, an essential requirement for a sound Bayesian parameter inference employing a quadratic log-likelihood. Thus, a highly desirable property of any approximation to the cosmic variance contribution is that it yields a positive-semidefinite cosmic variance part, so that even in cases of high galaxy densities and low ellipticity noise, the full data covariance remains positive-semidefinite.
In the cases studied here, we encounter a serious problem of the corrections suggested by Sembolini et al. (2007) and Sato et al. (2011b). Both fail to yield positive-semidefinite covariance parts \( C_{++} \) and \( C_{--} \). As a consequence, the cosmic variance part of the data covariance matrix is not positive-semidefinite, but has significantly negative eigenvalues. This may lead to a non-positive data covariance matrix \( C_d \), a non-positive parameter covariance matrix \( C_\xi \), and to a breakdown of the parameter estimation.

Apparently, the empirical corrections do not contain any mechanism ensuring positive-semidefiniteness of the data covariance. Indeed, it seems difficult to devise a valid covariance matrix of correlation functions without strong guidance from, e.g., analytic models.

In contrast, both the normal and the log-normal approximation 'should' yield positive-semidefinite covariance matrices by construction, since the resulting matrices are covariance matrices of correlation functions of a (log-)normal field. Within the simplified log-normal approximation, the cosmic variance part of the covariance matrix is a sum of the cosmic variance part resulting from the normal approximation and another positive-semidefinite matrix, and thus is also expected to be positive-semidefinite. However, due to the employed approximations for finite fields of view and numerical inaccuracies, the normal and (simplified) log-normal approximations may also yield indefinite cosmic variance parts with negative eigenvalues. These negative eigenvalues are found to be essentially consistent with zero, indicating the presence of linear constraints on the data vector [e.g. stemming from the relations (9) and (10)], and of much smaller magnitude than the negative eigenvalues encountered when using the empirical fits. Setting the negative eigenvalues to zero ‘by hand’ does not change the inferred posterior distributions of the parameters significantly for the case of the normal and log-normal approximation, as shown in the following section.

4.6. Error estimates for cosmological parameters from cosmic shear

To study how the approximations to the cosmic shear covariance affect the inferred accuracy of cosmological-parameter estimation, we consider the scenario that cosmic shear data is used to constrain the parameters \( \Omega_m \) and \( \sigma_8 \) of a flat ΛCDM cosmology. To keep the discussion simple, we choose priors that are constant for \( \Omega_m \in [0.15, 0.35] \) and \( \sigma_8 \in [0.7, 1.1] \) and zero otherwise. Furthermore, we assume the other cosmological parameters known to take the fiducial values: \( h = 0.73 \), \( \Omega_b = 0.045 \), and \( n_s = 1 \).

We assume the cosmic shear correlation functions \( \xi_+ (\theta) \) and \( \xi_- (\theta) \) are measured in 20 logarithmically spaced bins in the
range $0.2 \text{arcmin} \leq \vartheta \leq 120 \text{arcmin}$. The model predictions $\mu(\Omega_m, \sigma_8)$ for the shear correlations are computed using SNeIa (Kilbinger et al. 2010). The data vector $d$ containing the measured shear correlations is assumed to coincide with the predicted values for the fiducial cosmology with $\Omega_m = 0.25$ and $\sigma_8 = 0.9$.

As first example, we study the parameter constraints obtained from a small survey with $n_g = 25 \text{arcmin}^{-2}$ in 5 fields of $2 \times 2 \text{deg}^2$ (i.e. a total area of $20 \text{deg}^2$) similar to the Deep Lens Survey (see, e.g., Kubo et al. 2009). We estimate the inverse covariance matrix directly from the sample covariance of the simulated noisy shear maps using Eq. (32) and combine the estimate with the SNeIa predictions to compute the likelihood and the posterior.

In the left panels of Fig. 6 the resulting confidence contours in the $(\Omega_m, \sigma_8)$-plane are compared to the contours obtained from the various approximations to the cosmic shear covariance. The normal approximation substantially underestimates the size of the confidence regions, in particular in the direction perpendicular to the major degeneracy. In contrast, the contours based on the log-normal approximation are very similar to the contours based on the measured covariances. The same holds for the simplified log-normal approximation (whose contours are not shown, since they are almost identical to those from the log-normal approximation). Only a slight tilt of the contours based on the (simplified) log-normal approximation against the contours based on the ray-tracing is visible. The corrections proposed by Semboloni et al. (2007) yield confidence regions that are much larger than the regions inferred from the simulations, and are strongly tilted. The confidence regions based on the corrections proposed by Sato et al. (2011b) are noticeably smaller than the regions inferred from the simulations.

As second example, we consider a survey with $n_g = 25 \text{arcmin}^{-2}$ in 6 fields of $4 \times 4 \text{deg}^2$ (i.e. a total area of $96 \text{deg}^2$) similar to the Canada-France-Hawaii Telescope Wide Synoptic Legacy Survey (Hoekstra et al. 2006). The resulting confidence contours are shown in the middle panels of Fig. 6. As in the first case, the normal approximation underestimates the size of the confidence regions, whereas the (simplified) log-normal approximation yields confidence regions similar to those inferred from our lensing simulations.

As can be seen in the right panels of Fig. 6, the normal approximation substantially underestimates the size of the confidence regions also for very large surveys like the planned Large Synoptic Survey Telescope (LSST) survey (LSST Science Collaborations et al. 2009) or the Euclid survey (Refregier et al. 2011a).
Even for such large surveys, much cosmological information is contained in the shear correlations on small scales, which are not well described by the normal approximation. The simplified log-normal approximation, describing the small scales better, yields confidence regions in much better agreement with the regions inferred from our lensing simulations (using a scaled version of the cosmic covariance measured in the $4 \times 4 \text{deg}^2$ fields in combination with analytic expressions for the mixed ellipticity noise). The contours based on Semboloni et al. (2007) appear much too large and strongly tilted, whereas the contours based on Sato et al. (2011b) appear too small.

In the cases just discussed, both the cosmic variance and the intrinsic ellipticity noise are important sources of error for the inferred parameters. To investigate the case that the cosmic variance is the dominant source of parameter uncertainty, we consider again a survey in 5 fields of $2 \times 2 \text{deg}^2$, but with a higher galaxy density $n_g = 70 \text{arcmin}^{-2}$. The left panels of Fig. 7 compare confidence contours estimated from the simulations and the contours obtained from the approximations. The normal approximation underestimates the credible parameter regions even more than in the afore discussed cases. The (simplified) log-normal approximation still yields confidence regions comparable in size to those estimated from the simulations, but the shape difference is more apparent (this might become problematic in cases where the compatibility of different cosmological experiments is judged by the overlap of their parameter confidence regions). The confidence regions based on the fit by Semboloni et al. (2007) are of similar size, but strongly tilted.

When using the fits proposed by Sato et al. (2011b), we do not obtain any reasonable confidence contours for the posterior. Both data and parameter covariance matrices are indefinite, and the likelihood features a saddle point at the fiducial parameter values instead of a maximum. The problem can be traced back to the cosmic variance part of the parameter covariance matrix, which is indefinite.

One may approach the problem of negative eigenvalues in the parameter covariance matrix stemming from an indefinite cosmic variance part as follows: Using its eigensystem decomposition, the cosmic variance part of the covariance matrix can be specified by an orthogonal set of eigenvectors, which describe the principal directions of scatter in the data vector due to cosmic variance, and the corresponding eigenvalues, which quantify the scatter in these directions. Directions with vanishing scatter indicate linear constraints, which confine all possible data vectors to a lower-dimensional subspace of the full data vector space (in the absence of other sources of scatter). Directions with negative eigenvalues, i.e. ‘negative scatter’, do not make sense. One may presume, however, these negative eigenvalues stem from numerical inaccuracies in the employed method for computing the cosmic variance, and rather indicate directions with very small positive or vanishing scatter.

To ensure a positive-semidefinite data covariance matrix from the various approximations, we modify the cosmic variance part by replacing any of its negative eigenvalues in its eigensystem decomposition by zero. The resulting confidence contours are shown in the right panels of Fig. 7. There is no visible difference in the contours between the left and right panel for the normal and log-normal approximation, even though their cosmic variance parts have a few negative eigenvalues (which are of tiny magnitude). In contrast, the confidence contours based on the fit by Semboloni et al. (2007) change drastically if the data covariance matrix is modified in the described way. Only after applying the modification, we obtain confidence contours for the correction suggested by Sato et al. (2011b). The parameter confidence regions computed from the modified empirical corrections are much smaller than the confidence regions estimated from the simulations.

### 5. Summary and discussion

Accurate estimates for the covariance of cosmic shear correlation functions are essential for reliable estimates of the errors on the cosmological parameters inferred from cosmic shear surveys. In this work, we developed two approximations to the cosmic shear covariance based on the statistics of log-normal random fields. We used numerical simulations of cosmic shear surveys to assess the performance of this log-normal and simplified log-normal approximation and to compare them to the widely used normal approximation to the cosmic shear covariance (Schneider et al. 2002a).

We find that the normal approximation to the cosmic shear covariance substantially underestimates the inferred parameter confidence regions, in particular for surveys with small fields of view and large galaxy densities, but also for very large ‘all sky’ surveys (like the proposed Euclid or LSST lensing surveys). The log-normal approximation yields much more realistic confidence regions at the price of slightly more complicated expressions for the cosmic variance contribution to the cosmic shear covariance. In contrast, the simplified log-normal approximation is as simple as the normal approximation, yet appears as accurate as the log-normal approximation. Moreover, the simplified log-normal approximation is simpler than several proposed approximations based on halo models (e.g. Takada & Jain 2009; Pielorz et al. 2010). The simplified log-normal approximation is also more general than approximations based on empirical fits to numerical simulations (Semboloni et al. 2007; Sato et al. 2011b).

A particular advantage of the normal and (simplified) log-normal approximation over the empirical fits suggested by Semboloni et al. (2007) and Sato et al. (2011b) is that the former yield positive-semidefinite data covariance matrices by construction, whereas the latter may fail to do so. A positive-semidefinite data covariance matrix is, however, essential for a sound parameter estimation employing a quadratic log-likelihood.

A disadvantage of the (simplified) log-normal approximation in comparison to the normal approximation is the need for providing a minimum-convergence parameter $k_0$. The value of this parameter depends on the assumed cosmology as well as the source redshift distribution of the weak-lensing survey. However, computing $k_0$ does not require more effort than computing the expected shear correlation functions (which are needed in any case). Estimates for $k_0$ from simulations, for example, require much fewer realisations than estimates for the full cosmic shear covariance.

Because of its comparable simplicity and much better accuracy, one should consider the simplified log-normal approximation in favour of the normal approximation, e.g. for the parameter estimation from current surveys, or for parameter error forecasts for future surveys. For the analysis of observed cosmic shear data from future large and deep surveys, however, better descriptions of the cosmic shear covariance will be required.

In this work, we concentrated on the covariance of the cosmic shear correlations $\xi_{\ell z}$ and the resulting errors on cosmological parameters. In future work, one should adapt the (simplified) log-normal approximation to derive covariances for other lensing two-point statistics (e.g. the COSEBIs introduced by Schneider et al. 2010). The (simplified) log-normal approximation could also be generalized to provide covariances for tomographic shear surveys. Furthermore, one could consider the ap-
Fig. 7. 68% (inner) and 95% (outer) confidence contours of the joint posterior distributions of the mean matter density $\Omega_m$ and the matter power spectrum normalization $\sigma_8$ of a flat $\Lambda$CDM universe inferred from a cosmic shear survey with $n_{gal} = 70\,\text{arcmin}^{-2}$ in 5 fields of $2 \times 2\,\text{deg}^2$, obtained using the covariance from our lensing simulations (solid lines), the normal approximation (top, dashed lines), the log-normal approximation (top, dotted lines), the empirical corrections to the normal approximation by [Sembolini et al. (2007)] bottom, long dashed lines), and the corrections by [Sato et al. (2011b)] bottom, long dash-dotted lines). For the left panels, the cosmic variance parts have been modified where needed to ensure positive-semidefiniteness (see text for details).
Appendix A: Normal random fields

Consider a non-degenerate homogeneous and isotropic normal random field \( n \) in \( D \) dimensions\(^5\). This implies that the probability density function (pdf) of the field values \( n = n(x) \) at any single point \( x \in \mathbb{R}^D \) is given by

\[
p_n(n; \mu, \sigma^2) = \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left[ \frac{(n - \mu)^2}{2\sigma^2} \right].
\]

where \( \mu \) and \( \sigma^2 \) denote the position-independent mean and variance of the random variable \( n(x) \). Moreover, the joint pdf of the field values \( \mathbf{n} = (n_1, \ldots, n_N) = (n(x_1), \ldots, n(x_N))^t \) at a set of \( N \) mutually distinct points \( x_1, \ldots, x_N \) is given by the pdf of a non-degenerate multivariate normal distribution:

\[
p_n(\mathbf{n}; \mu, \Sigma) = \frac{1}{(2\pi)^{N/2} \sqrt{\det \Sigma}} \exp \left[ -\frac{1}{2} (\mathbf{n} - \mu)^t \Sigma^{-1} (\mathbf{n} - \mu) \right].
\]

Here, \( \mu = \langle \mathbf{n} \rangle = \mu 1 \) with \( 1 = (1, \ldots, 1)^t \) in accordance with the requirement of homogeneity. The covariance matrix \( \Sigma \) is a positive-definite real symmetric matrix, whose elements \( \Sigma_{ij} \) are given by the two-point correlations \( \xi_{n,ij} \) of the field \( n \). Since the field is homogeneous and isotropic, the two-point correlation \( \xi_{n,ij} \) of field values at points \( x_i \) and \( x_j \) depends only on their separation, i.e.

\[
\xi_{n,ij} = \xi_{n}(|x_i - x_j|),
\]

where \( \xi_{n}(\vartheta) \) denotes the correlation function of the field \( n \) at separation \( \vartheta \). In particular, the diagonal elements of \( \Sigma \) are given by the variance \( \sigma^2 \), i.e. \( \Sigma_{ii} = \xi(0) = \sigma^2 \).

Using the joint pdf (A.2), the expectation value \( \langle f(\mathbf{n}) \rangle \) of a function \( f(\mathbf{n}) \) depending on the field values \( \mathbf{n} = (n(x_1), \ldots, n(x_N))^t \) at \( N \) positions \( x_1, \ldots, x_N \) can be written as

\[
\langle f(\mathbf{n}) \rangle = \int_{\mathbb{R}^N} d^n n \frac{1}{(2\pi)^{N/2} \sqrt{\det \Sigma}} \exp \left[ -\frac{1}{2} (\mathbf{n} - \mu)^t \Sigma^{-1} (\mathbf{n} - \mu) \right] f(\mathbf{n}).
\]

The moment-generating function for the field values \( \mathbf{n} = (n_1, \ldots, n_N)^t \) at \( N \) mutually distinct points \( x_1, \ldots, x_N \) is defined as the map

\[
M_n : \mathbb{R}^N \to \mathbb{R} : t \mapsto M_n(t) = \langle \exp(t^t \mathbf{n}) \rangle.
\]

For a normal random field,

\[
M_n(t) = \langle \exp(t^t \mathbf{n}) \rangle = \int_{\mathbb{R}^N} d^n n \frac{1}{(2\pi)^{N/2} \sqrt{\det \Sigma}} \exp \left[ -\frac{1}{2} (\mathbf{n} - \mu)^t \Sigma^{-1} (\mathbf{n} - \mu) + t^t \mathbf{n} \right]
\]

\[
= \int_{\mathbb{R}^N} d^n n \frac{1}{(2\pi)^{N/2} \sqrt{\det \Sigma}} \exp \left[ -\frac{1}{2} (\mathbf{n} - \mathbf{t})^t \Sigma^{-1} (\mathbf{n} - \mathbf{t}) + t^t \mathbf{t} + \frac{1}{2} t^t \Sigma t \right] = \exp \left[ t^t \mu + \frac{1}{2} t^t \Sigma t \right].
\]

Using \( M_n \), the \( m_1 \cdots m_N \)-point correlation function composed of powers \( m_1, \ldots, m_N \) of the field values \( n_1, \ldots, n_N \) can be computed by

\[
\langle n_1^{m_1} \cdots n_N^{m_N} \rangle = \frac{\partial^{m_1 \cdots m_N} M_n(t)}{\partial t_1^{m_1} \cdots \partial t_N^{m_N}} \bigg|_{t=0} = \exp \left[ t^t \mu + \frac{1}{2} t^t \Sigma t \right] \bigg|_{t=0}.
\]

For example,

\[
\langle n_1 n_2 \rangle = \mu^2 + \xi_{n,12},
\]

\[
\langle n_1 n_2 n_3 \rangle = \mu^3 + \mu (\xi_{n,12} + \xi_{n,13} + \xi_{n,23}),
\]

\[
\langle n_1 n_2 n_3 \rangle = \mu^3 + \mu^2 (\xi_{n,12} + \xi_{n,13} + \xi_{n,14} + \xi_{n,23} + \xi_{n,24} + \xi_{n,34} + \xi_{n,12}\xi_{n,34} + \xi_{n,13}\xi_{n,24} + \xi_{n,14}\xi_{n,23}).
\]

In a similar manner, one can compute expectation values for products of powers \( k_1, \ldots, k_N \) of exponentiated field values \( \exp(n_1), \ldots, \exp(n_N) \): \[\langle \exp(n_1)^{k_1} \cdots \exp(n_N)^{k_N} \rangle = \langle \exp(k^t \mathbf{n}) \rangle = \exp \left[ k^t \mu + \frac{1}{2} k^t \Sigma k \right] = \exp \left[ \sum_{i=1}^N (k_i \mu + k_i^2 \sigma^2 / 2) + \sum_{i<j} k_i k_j \xi_n(x_i - x_j) \right]
\]

\[= A^{k^t} \eta_0^{k^t(A-1)/2} \prod_{i<j} \eta_{ij}^{k_{ij}},\]

where \( A = \exp(\mu + \sigma^2 / 2) \), \( k = (k_1, \ldots, k_N)^t \), \( \eta_0 = \exp(\sigma^2) \), and \( \eta_{ij} = \eta(|x_i - x_j|) \) with \( \eta(r) = \exp(\xi_n(r)) \). In particular,

\[
\langle \exp(n_1) \rangle = \lambda = \exp(\mu + \sigma^2 / 2).
\]

\(^5\) Readers interested in a rigorous definition of a normal random field should consult the standard literature on measure theory.
Appendix B: Zero-mean shifted log-normal random fields

A zero-mean shifted log-normal homogeneous and isotropic random field \( z \) can be defined via

\[
z : \mathbb{R}^D \to \mathbb{R} : x \mapsto z(x) = \exp[n(x)] - \lambda,
\]

where \( n \) is a homogeneous and isotropic normal field with mean \( \mu \) and variance \( \sigma^2 \), and the shift \( \lambda = \exp\left(\mu + \sigma^2/2\right) \) to ensure vanishing mean for \( z \). The one-point distribution of the random field \( z \) reads

\[
p_z(z; \lambda, \sigma^2) = \frac{1}{\sqrt{2\pi(\lambda + \sigma^2)}} \exp\left(-\frac{\left(\ln(z/\lambda + 1) + \sigma^2/2\right)^2}{2\sigma^2}\right) \quad \text{for} \quad z > -\lambda, \quad \text{and}\]

\[
0 \quad \text{otherwise}.
\]

The negative of the shift \( \lambda \) marks the lower limit for possible values for \( z \).

The \( N \)-point correlation of \( z \) can be deduced from the two-point correlation of the underlying normal field \( n \) as follows. First note that an \( m_1 \cdots m_N \)-point correlation function of \( z \) composed of powers \( m_1, \ldots, m_N \) of the field values \( z_1, \ldots, z_N \) at \( N \) mutually distinct points \( x_1, \ldots, x_N \) can be written as:

\[
\langle z_{m_1} \cdots z_{m_N} \rangle = \left( \prod_{i=1}^{N} \exp(m_i - \lambda) \right)
\]

\[
\times \left( \prod_{i=1}^{N} \sum_{k=0}^{m_i} \binom{m_i}{k} (-\lambda)^{m_i-k} \exp(k^2 \lambda) \right)
\]

\[
\times \left( \prod_{k=0}^{m_N} \binom{m_N}{k} (-\lambda)^{m_N-k} \exp(k^2 \lambda) \right)
\]

\[
= \left( \prod_{i=1}^{N} \frac{\lambda^{m_i}}{i^{m_i}} \right) \sum_{k_1=0}^{m_1} \cdots \sum_{k_N=0}^{m_N} \binom{m_1}{k_1} \cdots \binom{m_N}{k_N} (-\lambda)^{m_N-k_1} \eta_0^{k_1(k_1-1)/2} \prod_{i<j} \eta_{ij}^{k_{ij}}.
\]

For example,

\[
\langle z_1 z_2 \rangle = \lambda^2 \left[ \eta_{12} - 1 \right] = \lambda^2 \left[ \exp\left[\xi_a(x_i-x_j)\right] - 1 \right] = \xi_a(x_i-x_j),
\]

\[
(\xi_1 z_2 z_3 z_4) = \lambda^4 \left[ \eta_{1234} - \eta_{12} - \eta_{13} - \eta_{23} - 2 \right], \quad \text{and}
\]

\[
\langle z_1 z_2 z_3 z_4 \rangle = \lambda^4 \left[ \eta_{1234} \eta_{13} \eta_{24} \eta_{34} - \eta_{12} \eta_{14} \eta_{23} - \eta_{12} \eta_{13} \eta_{34} - \eta_{12} \eta_{14} \eta_{24} - \eta_{12} \eta_{13} \eta_{23} - \eta_{12} \eta_{14} \eta_{34} - \eta_{12} \eta_{23} \eta_{34} + \eta_{12} + \eta_{13} + \eta_{23} + \eta_{24} + \eta_{34} - 3 \right].
\]

From Eq. (B.5) follows that the correlation functions \( \xi_a(r) \) and \( \eta_a(r) \) are related via

\[
\xi_a(r) = \lambda^2 \left[ \exp[\xi_a(r)] - 1 \right] \quad \Leftrightarrow \quad \xi_a(r) = \ln[\lambda^2 \xi_a(r) + 1].
\]

The correlation function \( \xi_a(r) \) and the function \( \eta(r) = \exp[\xi_a(r)] \) are related via

\[
\xi_a(r) = \lambda^2 \left[ \eta(r) - 1 \right] \quad \Leftrightarrow \quad \eta(r) = \lambda^2 \xi_a(r) + 1.
\]

Using these relations, one obtains, e.g.

\[
\langle z_1 z_2 \rangle = \xi_{12},
\]

\[
(\xi_1 z_2 z_3) = \lambda^{-1} \left[ \xi_1 z_3 + \xi_2 z_3 + \xi_1 z_3 \xi_2 + \xi_1 z_3 \xi_2 + \xi_1 z_3 \xi_2 \right] + \lambda^{-3} \xi_{13} \xi_{23} \xi_{23}, \quad \text{and}
\]

\[
(\xi_1 z_2 z_3 z_4) = \xi_{12} z_{34} + \xi_{13} z_{24} + \xi_{14} z_{23} + \lambda^{-2} \left[ \xi_{12} z_{13} z_{23} + \xi_{12} z_{13} z_{24} + \xi_{12} z_{13} z_{23} + \xi_{12} z_{13} z_{24} + \cdots \right]
\]

\[
+ \lambda^{-4} \left[ \xi_{12} z_{13} z_{14} z_{23} + \cdots \right] + \lambda^{-6} \left[ \xi_{12} z_{13} z_{14} z_{23} z_{24} + \cdots \right] + \lambda^{-8} \xi_{12} z_{13} z_{14} z_{23} z_{24} z_{34}.
\]

Appendix C: Statistical properties of the shear-correlation estimator

In this Section, we give a detailed discussion of approximations to the noise properties of the commonly used shear-correlation estimators [13]. The discussion loosely follows the real-space approach of [Schneider et al., 2002a]. In contrast to previous works, we do not restrict the discussion to Gaussian shear fields. Instead, we first derive expressions for the covariance of the shear-correlation estimators for the case of a general convergence field, and then discuss the special cases of normal and zero-mean shifted log-normal convergence fields.
### C.1. Basic assumptions and definitions

To obtain analytical expressions for the statistical properties of the shear-correlation estimator, we consider an ensemble of weak-lensing surveys with $N_g$ galaxies in a rectangular field $F$ with area $A_F$, which implies a galaxy number density $n_g = N_g/A_F$. To keep the computations simple, we make the following additional assumptions:

- The number of galaxies is large, i.e. $N_g \gg 1$.
- Periodic boundary conditions are assumed for the distortion field (i.e. we neglect effects of field boundaries and distortions caused by structures outside the survey area).
- The shear field $\gamma$ is generated by a convergence field $\kappa$ in the survey field (i.e. we neglect B-mode shear).
- The convergence field $\kappa$ is a realisation of a statistically homogeneous and isotropic random field (we ignore that the assumption of statistical isotropy is in conflict with the assumption of periodic boundary conditions).
- The galaxy positions $\theta(1), \ldots, \theta(N)$ are uniformly and independently distributed in the survey field (i.e. we neglect correlations between the galaxy positions).
- The galaxy redshifts $z(1), \ldots, z(N)$ are identically and independently distributed according to a redshift distribution $p(z)$ (i.e. we neglect correlations between the galaxy redshifts).
- The observed image ellipticity $\tilde{\epsilon}(i) + \gamma(i)$ of each galaxy is a sum of its intrinsic ellipticity $\epsilon(i)$ and the shear $\gamma(i) = \gamma(\theta(i), z(i))$ at the galaxy’s position $\theta(i)$ and redshift $z(i)$.
- The intrinsic ellipticities $\epsilon(1), \ldots, \epsilon(N)$ are identically and independently distributed and are not correlated with the shear field (i.e. we neglect intrinsic alignments). The joint distribution of the two components $\epsilon_1(i)$ and $\epsilon_2(i)$ of each intrinsic ellipticity $\epsilon(i)$ is isotropic with vanishing mean and variance $\sigma_\epsilon^2 / \sqrt{2}$ per dimension (i.e. we neglect complications due to non-isotropic intrinsic ellipticity distributions caused, e.g., by insufficient PSF corrections).

The Fourier transform $\tilde{f}(l)$ of a real function $f(\theta)$ on the survey field is defined by the relations:

$$
\tilde{f}(l) = \frac{1}{A_F} \int_F d^2\theta e^{-il \cdot \theta} f(\theta) \quad \Leftrightarrow \quad f(\theta) = \sum_l e^{il \cdot \theta} \tilde{f}(l). \tag{C.1}
$$

Expectation values $\langle \tilde{f} \rangle$ of observables $\tilde{f}(\theta(1), \ldots)$ are obtained by computing the following (formal) average:

$$
\langle \tilde{f} \rangle = \langle \tilde{f} \rangle_{\theta, z, x} = \langle \langle \langle \langle \tilde{f} \rangle \rangle \rangle \rangle_{\theta, z, x}.
$$

Here, $\langle \tilde{f} \rangle_{\theta, z, x}$ denotes the ensemble average over the realisations of the convergence field, $\langle \tilde{f} \rangle_{\theta}$ denotes the average over the intrinsic ellipticities,

$$
\langle \tilde{f} \rangle_{\theta} = \frac{1}{A_F} \int_F d^2\theta p(z(1)) \ldots \int d^2\theta N(z(N)) \tilde{f}(\theta(1), \ldots).
$$

denotes the average over the galaxy redshifts, and

$$
\langle \tilde{f} \rangle_{\theta} = \frac{1}{A_F N} \int d^2\theta(1) \ldots \int d^2\theta(N) \tilde{f}(\theta(1), \ldots).
$$

denotes the ensemble average over the galaxy positions. We assume that the order of the averages does not matter for all observables of interest.

The tangential component $\gamma_x(\theta, \vartheta, z)$ and cross component $\gamma_y(\theta, \vartheta, z)$ of the shear $\gamma(\theta, z)$ at position $\theta$ and redshift $z$ with respect to the direction $\vartheta$ are defined by (e.g. [Schneider et al. 2002b])

$$
\gamma_x(\theta, \vartheta, z) = -\Re \left( \gamma(\theta, z)e^{-2i\varphi(\theta)} \right) \quad \text{and} \quad \gamma_y(\theta, \vartheta, z) = -\Im \left( \gamma(\theta, z)e^{-2i\varphi(\theta)} \right), \tag{C.5}
$$

where $\varphi(\theta)$ denotes the polar angle of the vector $\vartheta$.

We denote the tangential and cross component of the shear $\gamma^{(i)}(i) = \gamma(\theta(i), z(i))$ at position $\theta(i)$ and redshift $z(i)$ of a galaxy $i$ with respect to the direction $\varphi^{(i)} = \varphi(\theta(i) - \theta(i))$ towards a galaxy $j$ at position $\theta(j)$ by

$$
\gamma_x^{(i)}(i) = \gamma_x(\theta(i), \theta(j) - \theta(i), z(i)) \quad \text{and} \quad \gamma_y^{(i)}(i) = \gamma_y(\theta(i), \theta(j) - \theta(i), z(i)). \tag{C.6}
$$

Similar definitions are made for the tangential and cross component of the intrinsic and observed image ellipticity:

$$
\epsilon_x^{(i)}(i) = -\Re \left( \epsilon(i)e^{-2i\varphi^{(i)}} \right), \quad \epsilon_y^{(i)}(i) = -\Im \left( \epsilon(i)e^{-2i\varphi^{(i)}} \right), \tag{C.7}
$$

$$
\tilde{\epsilon}_x^{(i)}(i) = -\Re \left( \tilde{\epsilon}(i)e^{-2i\varphi^{(i)}} \right) = \epsilon_x^{(i)}(i) + \epsilon_y^{(i)}(i), \quad \text{and} \quad \tilde{\epsilon}_y^{(i)}(i) = -\Im \left( \tilde{\epsilon}(i)e^{-2i\varphi^{(i)}} \right) = \epsilon_x^{(i)}(i) + \epsilon_y^{(i)}(i). \tag{C.8}
$$

Furthermore, we define the source-redshift averaged convergence $\kappa(\theta)$ and shear $\gamma(\theta)$ as in Eqs. (1) and (2). From the assumption that the shear field is generated by the convergence field follows that the convergence and the Cartesian shear components are related in Fourier space by:

$$
\tilde{\gamma}_1(\ell) = \cos[2\varphi(\ell)] \tilde{\kappa}(\ell) \quad \text{and} \quad \tilde{\gamma}_2(\ell) = \sin[2\varphi(\ell)] \tilde{\kappa}(\ell). \tag{C.9}
$$

We define the tangential and cross components of the effective shear as in Eqs. (5) and (6). With these definitions, we obtain:

$$
gamma_x(\theta, \vartheta, z) = \gamma_x(\theta(1), \theta(2), \vartheta) = \gamma_x(\theta(1), \vartheta) + \gamma_x(\theta(2), \vartheta), \tag{C.10}
$$

$$
gamma_y(\theta, \vartheta, z) = \gamma_y(\theta(1), \theta(2), \vartheta) = \gamma_y(\theta(1), \vartheta) + \gamma_y(\theta(2), \vartheta) + \gamma_y(\theta(1), \theta(2), \vartheta) + \gamma_y(\theta(1), \theta(2), \vartheta).
$$

We refer to [Schneider et al. 2002b] for a detailed discussion of the properties of these functions and their applications in shear correlation analysis.
C.2. Correlation functions and their relations

There exist well-known relations between the two-point correlations of the convergence and the shear, e.g. the Eqs. (2) and (10). We wish to derive similar relations between the four-point correlations of the convergence and the four-point correlations of the shear, which appear in the covariance of the cosmic shear estimators (13). Achieving this task for general convergence fields requires relations between the convergence and the shear that hold not only for the ensemble mean, but for every realisation of the convergence field.

For every realisation, we define ‘empirical’ correlations based on spatial averages:

\[
\tilde{\xi}_M(\theta) = \frac{1}{A_F} \int_{A} d^3\theta' \kappa(\theta') \kappa(\theta + \theta') \quad \text{and} \quad \tilde{\xi}_S(\theta) = \frac{1}{A_F} \int_{A} d^3\theta' \gamma(\theta') \gamma(\theta + \theta') \pm \gamma_\kappa(\theta') \gamma_\kappa(\theta + \theta').
\]  

(C.12)

From the convolution theorem and the relations (C.9), (C.10), and (C.11) follows that for every realisation,

\[
\hat{\xi}_M(\theta) = \tilde{\xi}_M(\theta), \quad \text{and} \quad \hat{\xi}_S(\theta) = \frac{1}{A_F} \int_{A} d^3\theta' \{ \cos[2\varphi(\theta')]^2 + \sin[2\varphi(\theta')]^2 \} \tilde{\kappa}(\theta) \tilde{\kappa}(\theta) = \frac{1}{A_F} \int_{A} d^3\theta' e^{-i\theta' \theta} \hat{\xi}_S(\theta').
\]  

(C.13)

This can be written as

\[
\tilde{\xi}_M(\theta) = \int_{A} d^3\theta' \tilde{G}_M(\theta, \theta') \hat{\xi}_S(\theta'),
\]  

(C.14)

with the kernels

\[
\tilde{G}_M(\theta, \theta') = \delta_0(\theta - \theta'), \quad \text{and} \quad \tilde{G}_S(\theta, \theta') = \frac{1}{A_F} \sum_{\ell} e^{i\ell \theta - i\ell \theta'} \cos[4\varphi(\theta) - 4\varphi(\theta')].
\]  

(C.15)

where \(\delta_0\) denotes the (in this case two-dimensional) Dirac delta ‘function’. The relations (C.15) between the empirical convergence and shear correlations are valid for every realisation. They will provide us with the tools to translate the four-point correlations of the shear into four-point correlations of the convergence. Of course, they can also be used to derive the familiar relations between the two-point correlations of the shear and the convergence.

The ensemble-average convergence and shear correlations are defined by (e.g. [Blandford et al. 1991; Kaiser 1992]):

\[
\xi_M(\delta) = \langle \xi_M(\delta) \rangle = \langle \kappa(\theta) \kappa(\theta + \delta) \rangle \quad \text{and} \quad \xi_S(\delta) = \langle \xi_S(\delta) \rangle = \langle \gamma(\theta) \gamma(\theta + \delta) \rangle \pm \langle \gamma_\kappa(\theta) \gamma_\kappa(\theta + \delta) \rangle.
\]  

(C.16)

The statistical isotropy of the convergence field implies that its correlation \(\xi_M\), and thus, the shear correlations \(\xi_S\) are isotropic. As a consequence of the relations (C.15),

\[
\xi_M(\theta) = \int_{A} d^3\theta' \tilde{G}_M(\theta, \theta') \xi_M(\theta'),
\]  

(C.17)

with the survey field’s ‘radius’ \(\theta_0 = \sqrt{A_F/\pi}\) and the kernels (e.g. Crittenden et al. 2002)

\[
G_M(\theta, \theta') = \frac{1}{\theta_0} \delta_0(\theta - \theta'), \quad \text{and} \quad G_S(\theta, \theta') \approx \int_{0}^{\infty} d\varphi G_S(\theta u_0, \theta' u_{\varphi}) = \frac{1}{A_F} \sum_{\ell} e^{i\ell \theta \cos[\varphi(\ell)]} \int_{0}^{\infty} d\varphi \varphi e^{-i\varphi \cos[\varphi(\ell)]} \approx \frac{4}{\pi} \int_{0}^{\infty} d\ell J_0(\ell \theta) J_0(\ell \theta')
\]  

(C.18)

where \(J\) denotes the Bessel function of the first kind, \(H\) the Heaviside step function, and \(\delta_0\) the Dirac delta function.

Combining the relations (C.17) between the convergence correlation \(\xi_M\) and the shear correlation functions \(\xi_S\) with similar relations between \(\xi_M\) and the correlations of the shear components \(\gamma_i\), one may derive (e.g. Kaiser 1992; Schneider et al. 2002a)

\[
\xi_M(\delta) = \langle \gamma_1(\theta) \gamma_1(\theta + \delta) \rangle + \langle \gamma_2(\theta) \gamma_2(\theta + \delta) \rangle,
\]  

(C.19)

\[
\langle \gamma_1(\theta) \gamma_1(\theta + \delta) \rangle = \frac{1}{2} \langle \xi_M(\delta) \rangle + \cos[4\varphi(\theta)] \xi_M(\delta),
\]  

(C.20)

\[
\langle \gamma_2(\theta) \gamma_2(\theta + \delta) \rangle = \frac{1}{2} \langle \xi_M(\delta) \rangle - \cos[4\varphi(\theta)] \xi_M(\delta),
\]  

(C.21)

\[
\langle \gamma_1(\theta) \gamma_2(\theta + \delta) \rangle = \frac{1}{2} \langle \xi_M(\delta) \rangle + \cos[4\varphi(\theta)] \xi_M(\delta),
\]  

(C.22)

\[
\langle \gamma_2(\theta) \gamma_1(\theta + \delta) \rangle = \frac{1}{2} \langle \xi_M(\delta) \rangle - \cos[4\varphi(\theta)] \xi_M(\delta).
\]  

(C.23)
C.3. The shear correlation estimators

We consider the following estimators \( \hat{\xi}_\pm(\theta) \) of the shear correlations \( \xi_\pm(\theta) \) at separations \( \theta \):

\[
\hat{\xi}_\pm(\theta) = \frac{\hat{S}_\pm(\theta)}{N_p(\theta)} \quad \text{with} \quad \hat{S}_\pm(\theta) = \sum_{i,j=1}^{N_g} w^{(i)} w^{(j)} \Delta(\theta_i, |\theta_i - \theta_j|) \left( \hat{\gamma}_\times(\theta_i) \hat{\gamma}_\times(\theta_j) \pm \hat{\gamma}_\times(\theta_i) \hat{\gamma}_\times(\theta_j) \right)
\]

and

\[
\hat{N}_p(\theta) = \sum_{i,j=1}^{N_g} w^{(i)} w^{(j)} \Delta(\theta_i, |\theta_i - \theta_j|).
\]

Here, \( w^{(i)} \) denotes a statistical weight for the galaxy \( i \) (which we assume to be uncorrelated with any other quantity of interest), and \( \Delta(\theta, |\theta - \theta'|) \) denotes the bin window function \( \mathcal{W}(\theta, a, b) \) for a bin centred on \( \theta \) with width \( \mathcal{A}(\theta) \) (which we assume to be small compared to the scale on which correlations change). Furthermore, \( \hat{\gamma}_\times(\theta) \) and \( \hat{\gamma}_\times(\theta) \) denote the tangential and cross component, respectively, of the shear \( \hat{\gamma}(\theta) \) estimated from the shape of galaxy \( i \) with respect to the direction \( \varphi(\theta_i) = \varphi(\theta_i - \theta_j) \) defined by the positions \( \theta_i \) and \( \theta_j \) of galaxies \( i \) and \( j \).

Since \( \hat{\gamma}_\times(\theta) \hat{\gamma}_\times(\theta) \pm \hat{\gamma}_\times(\theta) \hat{\gamma}_\times(\theta) = \hat{\xi}_\pm(\theta) \) for \( i \neq j \), the estimator \( \hat{\xi}_\pm(\theta) \) is an unbiased estimator of \( \xi_\pm(\theta) \) (e.g. [Schneider et al. 2002b]):

\[
\hat{\xi}_\pm(\theta) = \left\langle \frac{\sum_{i,j=1}^{N_g} w^{(i)} w^{(j)} \Delta(\theta_i, |\theta_i - \theta_j|) \left( \hat{\gamma}_\times(\theta_i) \hat{\gamma}_\times(\theta_j) \pm \hat{\gamma}_\times(\theta_i) \hat{\gamma}_\times(\theta_j) \right)}{\sum_{i,j=1}^{N_g} w^{(i)} w^{(j)} \Delta(\theta_i, |\theta_i - \theta_j|)} \right\rangle = \xi_\pm(\theta).
\]

The sum \( \hat{N}_p(\theta) \) appearing in the denominator of the shear correlation estimators \( \hat{\xi}_\pm(\theta) \) can be interpreted as the effective number of galaxy pairs in the bin centred on \( \theta \). The expected effective number of pairs \( N_p(\theta) \) in the bin reads

\[
N_p(\theta) = \left( \hat{N}_p(\theta) \right) = \sum_{i,j=1}^{N_g} w^{(i)} w^{(j)} \frac{1}{A_p} \int_\mathcal{W} d^2 \theta_i \Delta(\theta_i, |\theta_i - \theta_j|) \approx \frac{A_s(\theta)}{A_p} N_p,
\]

where

\[
A_s(\theta) = \frac{1}{A_p} \int_\mathcal{W} d^2 \theta_i \int_\mathcal{W} d^2 \theta_j \Delta(\theta_i, |\theta_i - \theta_j|) = 2\pi \mathcal{A}(\theta)
\]

denote the effective bin area and

\[
N_p = \sum_{i,j=1}^{N_g} w^{(i)} w^{(j)}
\]

denotes the effective total number of pairs. In the case of uniform weights \( w^{(i)} = 1 \ V_i \), the effective number of pairs \( N_p = N_g^2 \), and the expectation \( \langle \hat{N}_p \rangle \) reduces to:

\[
N_p(\theta) = n_g^2 A_p A_s(\theta) = 2\pi \mathcal{A}(\theta) A_p n_g^2.
\]

C.4. The covariance of the shear correlation estimators

We denote the covariance of the estimators \( \hat{\xi}_\pm(\theta) \) by:

\[
c_{\pm\pm}(\theta_1, \theta_2) = \langle \hat{\xi}_\pm(\theta_1), \hat{\xi}_\pm(\theta_2) \rangle - \langle \hat{\xi}_\pm(\theta_1) \rangle \langle \hat{\xi}_\pm(\theta_2) \rangle = \frac{\langle \hat{S}_\pm(\theta_1) \hat{S}_\pm(\theta_2) \rangle}{\hat{N}_p(\theta_1) \hat{N}_p(\theta_2)} - \xi_\pm(\theta_1) \xi_\pm(\theta_2).
\]

To calculate \( c_{\pm\pm}(\theta_1, \theta_2) \), we first neglect the randomness in the effective number of galaxy pairs \( \hat{N}_p(\theta) \):

\[
c_{\pm\pm}(\theta_1, \theta_2) = \langle \hat{S}_\pm(\theta_1) \hat{S}_\pm(\theta_2) \rangle \frac{N_p(\theta_1) N_p(\theta_2)}{N_p(\theta_1) N_p(\theta_2)} - \xi_\pm(\theta_1) \xi_\pm(\theta_2).
\]

The term

\[
\langle \hat{S}_\pm(\theta_1) \hat{S}_\pm(\theta_2) \rangle = \sum_{i,j,k,l=1}^{N_g} w^{(i)} w^{(j)} w^{(k)} w^{(l)} \Delta(\theta_i, |\theta_i - \theta_j|) \Delta(\theta_k, |\theta_k - \theta_l|) \left( \hat{\gamma}_\times(\theta_i) \hat{\gamma}_\times(\theta_j) \pm \hat{\gamma}_\times(\theta_i) \hat{\gamma}_\times(\theta_j) \right) \left( \hat{\gamma}_\times(\theta_k) \hat{\gamma}_\times(\theta_l) \pm \hat{\gamma}_\times(\theta_k) \hat{\gamma}_\times(\theta_l) \right)
\]

is given by (C.23).
Hence, the ellipticity-noise part also vanishes for non-matching signs. For uniform weights, intrinsic ellipticities contribute:

\[
\langle \hat{S}_s(\theta_1) \hat{S}_s(\theta_2) \rangle = 2 \sum_{i,j=1}^{N_G} \left( w^{(i)} \right)^2 \left( w^{(j)} \right)^2 \langle \Delta(\theta_1, [\theta_1 - \theta_3]) \Delta(\theta_2, [\theta_2 - \theta_3]) \rangle \left( \epsilon^{(i)}_T \epsilon^{(j)}_T \pm \epsilon^{(i)}_x \epsilon^{(j)}_x \right) \\
+ 4 \sum_{i,j,k=1}^{N_G} \left( w^{(i)} \right)^2 w^{(j)} w^{(k)} \langle \Delta(\theta_1, [\theta_1 - \theta_3]) \Delta(\theta_2, [\theta_2 - \theta_3]) \rangle \left( \epsilon^{(i)}_T \gamma^{(j)}_T \pm \epsilon^{(i)}_x \gamma^{(j)}_x \right) \left( \epsilon^{(k)}_T \gamma^{(k)}_T \pm \epsilon^{(k)}_x \gamma^{(k)}_x \right)
\]

(C.31)

The second sum comprises terms involving two or three distinct galaxies. The third sum contains terms involving two to four distinct galaxies. The mixed part sampling of the shear field in position and redshift by the galaxies (which is justified for large numbers of galaxies involved yield different contributions. We neglected these differences, and thereby the noise due to the finite sampling of the shear field in position and redshift by the galaxies (which is justified for large \( N_G \)):

\[
\langle \hat{S}_s(\theta_1) \hat{S}_s(\theta_2) \rangle \approx 2N_p^{(e)} \langle \Delta(\theta_1, [\theta_2 - \theta_3]) \Delta(\theta_2, [\theta_2 - \theta_3]) \rangle \left( \epsilon^{(1)}_T \epsilon^{(2)}_T \pm \epsilon^{(1)}_x \epsilon^{(2)}_x \right) \\
+ 4N_p^{(e)} \langle \Delta(\theta_1, [\theta_2 - \theta_3]) \Delta(\theta_2, [\theta_2 - \theta_3]) \rangle \left( \epsilon^{(1)}_T \gamma^{(2)}_T \pm \epsilon^{(1)}_x \gamma^{(2)}_x \right) \left( \epsilon^{(2)}_T \gamma^{(2)}_T \pm \epsilon^{(2)}_x \gamma^{(2)}_x \right)
\]

(C.32)

The effective pair numbers

\[
N_p^{(e)} = \sum_{i,j=1}^{N_G} \left( w^{(i)} \right)^2 \left( w^{(j)} \right)^2 \quad \text{and} \quad N_p^{(e)} = \sum_{i,j,k=1}^{N_G} \left( w^{(i)} \right)^2 w^{(j)} w^{(k)}
\]

(C.33)

introduced here as abbreviations become identical to \( N_G^2 \) for uniform weights.

The covariance obtained by combining Eqs. (C.29) and (C.32) is then split into three parts, with each part containing one of the three sums in the r.h.s. of Eq. (C.32).

\[
c_{++}(\theta_1, \theta_2) = c_{++}^{(e)}(\theta_1, \theta_2) + c_{++}^{(e)}(\theta_1, \theta_2) + c_{++}^{(e)}(\theta_1, \theta_2).
\]

(C.34)

The ellipticity-noise part \( c_{++}^{(e)} \) consists of all terms containing intrinsic ellipticities, but no shear:

\[
c_{++}^{(e)}(\theta_1, \theta_2) = \frac{2N_p^{(e)}}{N_p(\theta_1) N_p(\theta_2)} \langle \Delta(\theta_1, [\theta_2 - \theta_3]) \Delta(\theta_2, [\theta_2 - \theta_3]) \rangle \left( \epsilon^{(1)}_T \epsilon^{(2)}_T \pm \epsilon^{(1)}_x \epsilon^{(2)}_x \right). \]

(C.35)

This ellipticity-noise part obviously vanishes for disjoint bins. The mixed part \( c_{++}^{(e)} \) comprises all terms containing products of shear and intrinsic ellipticities:

\[
c_{++}^{(e)}(\theta_1, \theta_2) = \frac{4N_p N_p^{(e)}}{N_p(\theta_1) N_p(\theta_2)} \langle \Delta(\theta_1, [\theta_2 - \theta_3]) \Delta(\theta_2, [\theta_2 - \theta_3]) \rangle \left( \epsilon^{(1)}_T \gamma^{(2)}_T \pm \epsilon^{(1)}_x \gamma^{(2)}_x \right) \left( \epsilon^{(2)}_T \gamma^{(2)}_T \pm \epsilon^{(2)}_x \gamma^{(2)}_x \right).
\]

(C.36)

The cosmic variance part \( c_{++}^{(e)} \) contains all terms involving only shear:

\[
c_{++}^{(e)}(\theta_1, \theta_2) = \frac{N_p^2}{N_p(\theta_1) N_p(\theta_2)} \langle \Delta(\theta_1, [\theta_2 - \theta_3]) \Delta(\theta_2, [\theta_2 - \theta_3]) \rangle \left( \gamma^{(1)}_T \gamma^{(2)}_T \pm \gamma^{(1)}_x \gamma^{(2)}_x \right) \left( \gamma^{(2)}_T \gamma^{(2)}_T \pm \gamma^{(2)}_x \gamma^{(2)}_x \right)
\]

(C.37)

We proceed by evaluating the three covariance parts \( c_{++}^{(e)}, c_{++}^{(e)}, \) and \( c_{++}^{(e)} \) for particular choices of the signs under various assumptions about the statistics of the convergence field.

C.4.1. The ellipticity-noise contribution

As mentioned above, \( c_{++}^{(e)} \) vanishes for disjoint bins. The ellipticity-noise contribution to the covariance of \( \xi_\pm(\theta) \) evaluates to:

\[
c_{++}^{(e)}(\theta, \theta) = \frac{2N_p}{A_p} \frac{A_p^{2}}{N_p(\theta)^2} \left( \left\langle \epsilon^{(1)}_T \epsilon^{(2)}_T \pm \epsilon^{(1)}_x \epsilon^{(2)}_x \right\rangle \left( \epsilon^{(2)}_T \epsilon^{(2)}_T \pm \epsilon^{(2)}_x \epsilon^{(2)}_x \right) \right) = \frac{2N_p}{N_p(\theta)^2} A_p \left[ \frac{\sigma^2}{4} + (\pm 1)\frac{\sigma^4}{4} \right].
\]

(C.38)

Hence, the ellipticity-noise part also vanishes for non-matching signs. For uniform weights,

\[
c_{++}^{(e)}(\theta, \theta) = c_{++}^{(e)}(\theta, \theta) = \frac{\sigma^4}{4N_p(\theta)^2} \quad \text{and} \quad c_{++}^{(e)}(\theta, \theta) = c_{++}^{(e)}(\theta, \theta) = 0.
\]

(C.39)
C.4.2. The mixed contribution

The mixed part (C.36) comprises all terms containing products of shear and intrinsic ellipticities. After using the relations (C.21) and some trigonometry, these reduce to:

\[
\begin{align*}
\left\langle \left( \epsilon^{(1,2)}_\gamma \gamma^{(2,1)}_\tau + \epsilon^{(1,2)}_\xi \gamma^{(2,1)}_\chi \right) \left( \epsilon^{(1,3)}_\gamma \gamma^{(3,1)}_\tau + \epsilon^{(1,3)}_\xi \gamma^{(3,1)}_\chi \right) \right\rangle_{\xi,\chi} &= \frac{\sigma^2_\xi}{2} \xi_s (\theta^3 - \theta^{2,1}), \\
\left\langle \left( \epsilon^{(1,2)}_\gamma \gamma^{(2,1)}_\tau + \epsilon^{(1,2)}_\xi \gamma^{(2,1)}_\chi \right) \left( \epsilon^{(1,3)}_\gamma \gamma^{(3,1)}_\tau - \epsilon^{(1,3)}_\xi \gamma^{(3,1)}_\chi \right) \right\rangle_{\xi,\chi} &= \frac{\sigma^2_\xi}{2} \xi_s (\theta^3 - \theta^{2,1}) \cos(4\varphi^{(1,3)} - 4\varphi^{(2,3)}), \\
\left\langle \left( \epsilon^{(1,2)}_\gamma \gamma^{(2,1)}_\tau - \epsilon^{(1,2)}_\xi \gamma^{(2,1)}_\chi \right) \left( \epsilon^{(1,3)}_\gamma \gamma^{(3,1)}_\tau - \epsilon^{(1,3)}_\xi \gamma^{(3,1)}_\chi \right) \right\rangle_{\xi,\chi} &= \frac{\sigma^2_\xi}{2} \xi_s (\theta^3 - \theta^{2,1}) \cos(4\varphi^{(1,3)} - 4\varphi^{(1,2)}).
\end{align*}
\]

Hence,

\[
c_{++}^{(\gamma)}(\theta_1, \theta_2) = \frac{4N_s N_p^{(\gamma)}}{N_p(\theta_1) N_p(\theta_2) A_{\theta}^2} \int d^2 \theta_1 \int d^2 \theta_2 \int d^2 \theta_3 \Delta(\theta_1, [\theta^2] - \theta^{1,1}) \Delta(\theta_2, [\theta^3] - \theta^{1,1}) \frac{\sigma^2_\xi}{2} \xi_s (\theta^3 - \theta^{2,1})
\]

\[
= \frac{2\sigma^2_\xi N_s N_p^{(\gamma)}}{A_{\theta}^2 N_p(\theta_1) N_p(\theta_2)} \int d^2 \theta_2 \int d^2 \theta_3 \Delta(\theta_1, [\theta^2]) \Delta(\theta_2, [\theta^3]) \xi_s (\theta^3 - \theta^{2,1})
\]

\[
= \frac{N_s^2 N_p^{(\gamma)}}{n_{\theta}^2 \pi A_{\theta}} \int_0^{\pi} d\varphi_1 \xi_s ([\theta^2 u_0 - \theta_1 u_{\varphi_1}]).
\]

Here, \(u_\varphi\) denotes a unit vector with polar angle \(\varphi\). Similar calculations yield:

\[
c_{-+}^{(\gamma)}(\theta_1, \theta_2) = \frac{N_s N_p^{(\gamma)}}{N_p(\theta_1) N_p(\theta_2) A_{\theta}^2} \int d^2 \theta_1 \int d^2 \theta_2 \int d^2 \theta_3 \Delta(\theta_1, [\theta^2] - \theta^{1,1}) \Delta(\theta_2, [\theta^3] - \theta^{1,1}) \cos[4\varphi(\theta_2 u_{\varphi_2} - \theta_1 u_{\varphi_1})] \xi_s(\theta^3 - \theta^{2,1})] \quad \text{and}
\]

\[
c_{--}^{(\gamma)}(\theta_1, \theta_2) = \frac{N_s N_p^{(\gamma)}}{N_p(\theta_1) N_p(\theta_2) A_{\theta}^2} \int d^2 \theta_1 \int d^2 \theta_2 \int d^2 \theta_3 \Delta(\theta_1, [\theta^2] - \theta^{1,1}) \Delta(\theta_2, [\theta^3] - \theta^{1,1}) \cos[4\varphi(\theta_2 u_{\varphi_2} - \theta_1 u_{\varphi_1})] \xi_s(\theta^3 - \theta^{2,1}).
\]

For uniform weights, this reduces to:

\[
c_{++}^{(\gamma)}(\theta_1, \theta_2) = \frac{2\sigma^2_\xi}{n_{\theta} A_{\theta}} \int_0^{\pi} d\varphi_1 \xi_s ([\theta^2 u_0 - \theta_1 u_{\varphi_1}]),
\]

\[
c_{-+}^{(\gamma)}(\theta_1, \theta_2) = \frac{2\sigma^2_\xi}{n_{\theta} A_{\theta}} \int_0^{\pi} d\varphi_1 \xi_s ([\theta^2 u_0 - \theta_1 u_{\varphi_1}] \cos[4\varphi(\theta_2 u_{\varphi_2} - \theta_1 u_{\varphi_1})] \xi_s(\theta^3 - \theta^{2,1})] \quad \text{and}
\]

\[
c_{--}^{(\gamma)}(\theta_1, \theta_2) = \frac{2\sigma^2_\xi}{n_{\theta} A_{\theta}} \int_0^{\pi} d\varphi_1 \xi_s ([\theta^2 u_0 - \theta_1 u_{\varphi_1}] \cos[4\varphi(\theta_2 u_{\varphi_2} - \theta_1 u_{\varphi_1})].
\]

C.4.3. The cosmic variance contribution for general convergence fields

To calculate the cosmic variance contribution to the covariance, we exploit the relations (C.15) between the empirical correlation functions (C.12) to transform the four-point correlations of the shear in the cosmic variance part (C.37) into four-point correlations of the convergence:

\[
c_{++}^{(\gamma)}(\theta_1, \theta_2) = \frac{1}{A_{\theta}^2 A_{\gamma}(\theta_1) A_{\gamma}(\theta_2)} \int d^2 \theta_1 \int d^2 \theta_2 \int d^2 \theta_3 \int d^2 \theta_4 \Delta(\theta_1, [\theta^2] - \theta^{1,1}) \Delta(\theta_2, [\theta^3] - \theta^{1,1}) \times 
\]

\[
\left\{ \gamma_{\gamma}(\theta^2, \theta^2) - \gamma_{\gamma}(\theta^2, \theta^{1,1}) + \gamma_{\gamma}(\theta^{1,1}, \theta^{1,1}) \right\},
\]

\[
- \left\{ \gamma_{\gamma}(\theta^3, \theta^{1,1}) \gamma_{\gamma}(\theta^{1,1}, \theta^{1,1}) + \gamma_{\gamma}(\theta^3, \theta^{1,1}) \gamma_{\gamma}(\theta^{1,1}, \theta^{1,1}) \right\} \right\} 
\]

\[
\times \left\{ \frac{1}{A_{\gamma}} \int d^2 \theta_1 \left[ \gamma_{\gamma}(\theta^1, \theta^2) \gamma_{\gamma}(\theta^{1,1}, \theta^{1,1}) + \gamma_{\gamma}(\theta^1, \theta^{1,1}) \gamma_{\gamma}(\theta^{1,1}, \theta^{1,1}) \right] \right\} - \xi_s(\theta_1) \xi_s(\theta_2)
\]

\[
= \frac{1}{A_{\theta}^3 A_{\gamma}(\theta_1) A_{\gamma}(\theta_2)} \int d^2 \theta_1 \int d^2 \theta_2 \int d^2 \theta_3 \int d^2 \theta_4 \Delta(\theta_1, [\theta^2]) \Delta(\theta_2, [\theta^3]) 
\]

\[
\times \left\{ \frac{1}{A_{\gamma}} \int d^2 \theta_1 \gamma_{\gamma}(\theta^1, \theta^{1,1}) \gamma_{\gamma}(\theta^{1,1}, \theta^{1,1}) + \gamma_{\gamma}(\theta^1, \theta^{1,1}) \gamma_{\gamma}(\theta^{1,1}, \theta^{1,1}) \right\} - \xi_s(\theta_1) \xi_s(\theta_2)
\]

\[
= \frac{1}{A_{\theta}^3 A_{\gamma}(\theta_1) A_{\gamma}(\theta_2)} \int d^2 \theta_1 \int d^2 \theta_2 \int d^2 \theta_3 \int d^2 \theta_4 \Delta(\theta_1, [\theta^2]) \Delta(\theta_2, [\theta^3]) 
\]

\[
\times \left\{ \frac{1}{A_{\gamma}} \int d^2 \theta_1 \gamma_{\gamma}(\theta^1, \theta^{1,1}) \gamma_{\gamma}(\theta^{1,1}, \theta^{1,1}) + \gamma_{\gamma}(\theta^1, \theta^{1,1}) \gamma_{\gamma}(\theta^{1,1}, \theta^{1,1}) \right\} - \xi_s(\theta_1) \xi_s(\theta_2).
\]
From the properties of the kernels \( \tilde{\mathcal{G}}_{\pm} \) and \( \tilde{G}_{\pm} \) follows that

\[
\frac{1}{A_{\Delta}(\theta_1)} \int d^2\theta_1 \Delta(\theta_1, [\theta_2]) \int d^2\theta_2 \mathcal{G}_+(\theta_2^2, \theta^2) f(\theta^2, \ldots) = \frac{1}{A_{\Delta}(\theta_1)} \int d^2\theta_1 \int_0^{2\pi} d\phi_1 \mathcal{G}_+(\theta_2, \theta_1, \phi_1) f(\theta^2, \ldots)
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} d\phi \int_0^{2\pi} d\phi_1 \mathcal{G}_+(\theta_1, \theta_2, \phi_1, \phi) f(\theta^2, \ldots)
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} d\phi \int_0^{2\pi} d\phi_1 \mathcal{G}_+(\theta_1, \theta_2, \phi_1, \phi) f(\theta^2, \ldots)
\]

\[
= \int_0^{2\pi} d\phi \mathcal{G}_+(\theta_1, \theta_2) f(\theta^2, \ldots)
\]

(C.50)

Thus, any contribution \( c_{\pm}^{(y)} \) can be computed from a given \( c_{\pm}^{(y)} \) via a simple integral transform:

\[
c_{\pm}^{(y)}(\theta_1, \theta_2) = \int_0^{2\pi} d\phi \mathcal{G}_+(\theta_1, \theta_2) f(\theta^2, \ldots)
\]

(C.51)

### 4.4. The cosmic variance contribution for normal convergence fields

For a normal convergence field,

\[
\left( \kappa(\theta_1) \kappa(\theta_2) + \kappa(\theta_1) \kappa(\theta_2) \right)_{\kappa} = \xi_\kappa(\theta_1) \xi_\kappa(\theta_2) + \xi_\kappa(\theta_1) \xi_\kappa(\theta_2) + \xi_\kappa(\theta_1) \xi_\kappa(\theta_2)
\]

and thus (exploiting the symmetries of the integrands),

\[
c_{\pm}^{(y)}(\theta_1, \theta_2) = \frac{1}{A_{\theta_1}(\theta_1) A_{\theta_2}(\theta_2)} \int d^2\theta_1 \int d^2\theta_2 \int d^4\theta_3 \int d^4\theta_4 \Delta(\theta_1, [\theta_2]) \Delta(\theta_2, [\theta_4])
\]

\[
\times \int d^4\theta_3 \mathcal{G}_+(\theta_3, \theta_1, \theta_2, \theta_4) \mathcal{G}_+(\theta_4, \theta_2, \theta_3, \theta_1) \xi_\kappa(\theta_3) \xi_\kappa(\theta_4)
\]

\[
\times \xi_\kappa(\theta_3 - \theta_1) \xi_\kappa(\theta_4 - \theta_2) \xi_\kappa(\theta_2 - \theta_1)
\]

(C.52)

(C.53)

Now, we make use of the following identity:

\[
\int d^2\theta_1 \int d^2\theta_2 \int d^4\theta_3 \int d^4\theta_4 \Delta(\theta_1, [\theta_2]) \Delta(\theta_2, [\theta_4])
\]

\[
\int d^4\theta_3 \mathcal{G}_+(\theta_3, \theta_1, \theta_2, \theta_4) \mathcal{G}_+(\theta_4, \theta_2, \theta_3, \theta_1) \xi_\kappa(\theta_3) \xi_\kappa(\theta_4)
\]

\[
\int d^4\theta_3 \xi_\kappa(\theta_3) \xi_\kappa(\theta_4)
\]

(C.54)

This can be generalized to:

\[
\int d^2\theta_1 \int d^2\theta_2 \int d^4\theta_3 \int d^4\theta_4 \Delta(\theta_1, [\theta_2]) \Delta(\theta_2, [\theta_4]) \xi_\kappa(\theta_3) \xi_\kappa(\theta_4)
\]

(C.55)

(C.56)

Hence,

\[
c_{\pm}^{(y)}(\theta_1, \theta_2) = \frac{1}{A_{\theta_1}(\theta_1) A_{\theta_2}(\theta_2)} \int d^2\theta_1 \int d^2\theta_2 \int d^4\theta_3 \int d^4\theta_4 \Delta(\theta_1, [\theta_2]) \Delta(\theta_2, [\theta_4]) \xi_\kappa(\theta_3) \xi_\kappa(\theta_4)
\]

\[
= \frac{1}{A_{\theta_1}(\theta_1) A_{\theta_2}(\theta_2)} \int d^2\theta_1 \int d^2\theta_2 \int d^4\theta_3 \int d^4\theta_4 \Delta(\theta_1, [\theta_2]) \xi_\kappa(\theta_3) \xi_\kappa(\theta_4)
\]

\[
= \frac{1}{A_{\theta_1}(\theta_1) A_{\theta_2}(\theta_2)} \int d^2\theta_1 \int d^2\theta_2 \int d^4\theta_3 \int d^4\theta_4 \Delta(\theta_1, [\theta_2]) \Delta(\theta_2, [\theta_4])
\]

\[
\int d^4\theta_3 \mathcal{G}_+(\theta_3, \theta_1, \theta_2, \theta_4) \mathcal{G}_+(\theta_4, \theta_2, \theta_3, \theta_1) \xi_\kappa(\theta_3) \xi_\kappa(\theta_4)
\]

\[
\int d^4\theta_3 \xi_\kappa(\theta_3) \xi_\kappa(\theta_4)
\]

(C.57)
C.4.5. The cosmic variance contribution for zero-mean shifted log-normal convergence fields

For zero-mean shifted log-normal convergence fields, one can use Eq. (C.51) to obtain

\[
\mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) = \frac{1}{A^2} \int_{\Delta(\theta_1)} \int_{\Delta(\theta_2)} d^2 \theta_1 d^2 \theta_2 \int_{\Delta(\theta_1)} d^2 \theta_1 \int_{\Delta(\theta_2)} d^2 \theta_2 \mathbf{c}^{(2)}(\theta_1, \theta_2) \mathbf{c}^{(2)}(\theta_2, \theta_1)
\]

\[
\mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) = \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) + \mathbf{c}_{+,+}^{(2)}(\theta_2, \theta_1) + \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) + \mathbf{c}_{+,+}^{(2)}(\theta_2, \theta_1)
\]

This reveals that the covariance for a zero-mean shifted log-normal convergence field equals the covariance for a normal convergence field (which consists of products of up to two correlation functions) plus "corrections" involving products of three to six correlation functions. Inserting the correction into the general expression for the cosmic variance contribution yields (again exploiting symmetries of the integrands)

\[
\mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) = \frac{1}{A^2} \int_{\Delta(\theta_1)} \int_{\Delta(\theta_2)} d^2 \theta_1 d^2 \theta_2 \int_{\Delta(\theta_1)} d^2 \theta_1 \int_{\Delta(\theta_2)} d^2 \theta_2 \mathbf{c}^{(2)}(\theta_1, \theta_2) \mathbf{c}^{(2)}(\theta_2, \theta_1)
\]

\[
\mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) = \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) + \mathbf{c}_{+,+}^{(2)}(\theta_2, \theta_1) + \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) + \mathbf{c}_{+,+}^{(2)}(\theta_2, \theta_1)
\]

The expressions for \( \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) \) and \( \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) \) can then be computed by combining Eqs. (C.51) and (C.59) for the zero-mean shifted log-normal convergence field is considerably more complicated than the corresponding expression for a normal convergence field. If one only takes into account those terms in Eq. (C.59) that are also present in the case of a normal convergence field, and the simplest term \( \kappa_0^2 \), one obtains

\[
\mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) = \frac{4 \pi}{A^2} \int_{\Delta(\theta_1)} \int_{\Delta(\theta_2)} d^2 \theta_1 d^2 \theta_2 \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) + \mathbf{c}_{+,+}^{(2)}(\theta_2, \theta_1)
\]

\[
\mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) = \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) + \mathbf{c}_{+,+}^{(2)}(\theta_2, \theta_1) + \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) + \mathbf{c}_{+,+}^{(2)}(\theta_2, \theta_1)
\]

C.5. Shear correlation covariances for surveys comprised of several fields

So far, we have discussed the case of a survey with a single rectangular field of view. If instead the survey consists of several independent fields of the same shape and size, and with the same galaxy density, the covariances for the whole survey can be obtained by (i) computing the covariances for a single field, and (ii) dividing the result by the number of fields.

\[
\mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) = \frac{4 \pi}{A^2} \int_{\Delta(\theta_1)} \int_{\Delta(\theta_2)} d^2 \theta_1 d^2 \theta_2 \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) + \mathbf{c}_{+,+}^{(2)}(\theta_2, \theta_1)
\]

\[
\mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) = \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) + \mathbf{c}_{+,+}^{(2)}(\theta_2, \theta_1) + \mathbf{c}_{+,+}^{(2)}(\theta_1, \theta_2) + \mathbf{c}_{+,+}^{(2)}(\theta_2, \theta_1)
\]
The expressions derived here for the cosmic shear covariance depend on the survey geometry via the survey field area $A_F$. Its inverse $A_F^{-1}$ acts as an overall factor. Furthermore, the linear dimension $D_F$ of the survey field enters as upper limit on integrals of correlation functions. Thus, the covariances for a survey do not only depend on the total survey area, but also on the shapes, sizes, and relative separations of the individual fields comprising the survey (in contrast to similar expressions derived by Schneider et al. 2002 and Joachimi et al. 2008). For example, the covariances for a survey with one $4\,\text{deg}^2$ field usually differ from the covariances for a survey with 4 independent fields of $1\,\text{deg}^2$.

Appendix D: Computing shear correlations with Fast Fourier Transform methods

Our ray-tracing simulations provide us with the convergence and shear at positions forming a square mesh. Thus, Fast Fourier Transform (FFT) methods to compute their correlations are the obvious choice. Such FFT methods are so simple and efficient that they may be the best choice even for shear data sampled at irregular positions in fields with gaps and otherwise complicated geometry (as in real shear surveys), where projection of the data onto a regular mesh is required as an intermediate step.

As an illustrative example, we first revive how to use FFT methods to compute the two-point correlation of the projected galaxy density. Assume, the density contrast $\delta_g(\vartheta) = (n_g(\vartheta) - \langle n_g \rangle)/\langle n_g \rangle$, with $n_g$ denoting the projected galaxy density and $\langle n_g \rangle$ denoting the mean projected galaxy density, is known on a subset of points $\vartheta$, of a rectangular non-periodic mesh ($\vartheta_i$), e.g. from a counts-in-cells. Some of the mesh points are allowed to have no data. To avoid aliasing, the mesh is first extended to a mesh twice as large as the mean projected galaxy density, is known on a subset of points $\vartheta_i$; density. Assume, the density contrast $\delta$ of the original mesh in each dimension by adding mesh points around the original mesh. Let $N_{\text{pix}}$ denote the number of mesh points of the padded mesh.

An array $w = (w_1, \ldots, w_{N_{\text{pix}}})$ with a layout commensurate with the padded mesh geometry is used to store the window function $w$, which holds the information on which array entries contain valid density data and what their statistical weights (e.g. due to varying completeness) are. For example,

$$w_i = w(\vartheta_i) = \begin{cases} 1 & \text{if data for } \vartheta_i \text{ is valid, and} \\ 0 & \text{otherwise} \end{cases} \quad \text{(D.1)}$$

for uniform weights. Furthermore, the weighted density contrast data

$$(w\delta_g) = w(\vartheta_i)\delta_g(\vartheta_i) \quad \text{(D.2)}$$

on the mesh points $\vartheta_i$ of the padded mesh are stored in an array $\tilde{w} \delta_g$ with the same geometry as the window array $w$.

An FFT algorithm (such as, e.g., provided by FFTW, Padoan & Johnson 2005) is used to compute the discrete Fourier transform (DFT) $\tilde{w}$ of the window array $w$

$$\tilde{w}_i = \tilde{w}(k_i) = \frac{1}{N_{\text{pix}}} \sum_p e^{i k_i \theta p} w(\theta_p). \quad \text{(D.3)}$$

The squared modulus of resulting array elements is then computed,

$$\tilde{S}_{w,w,i} = \tilde{S}_{w,w}(k_i) = \tilde{w}(k_i)\tilde{w}(k_i)^\ast = \frac{1}{N_{\text{pix}}} \sum_{p,q} e^{i k_i (\theta_p - \theta_q)} w(\theta_p) w(\theta_q) \quad \text{(D.4)}$$

and transformed back to configuration space to obtain the spatial auto-correlation $S_{w,w}$ of the window function array:

$$S_{w,w,i} = \tilde{S}_{w,w}(\vartheta_i) = \frac{1}{N_{\text{pix}}} \sum_{p,q,r} e^{i k_i (\theta_p - \theta_q)} w(\theta_p) w(\theta_q) w(\theta_r) = \frac{1}{N_{\text{pix}}} \sum_{p,q,r} w(\theta_p) w(\theta_q) \delta(\vartheta_i, \vartheta_p - \vartheta_q) \delta(\vartheta_i, \vartheta_p - \vartheta_r). \quad \text{(D.5)}$$

Here,

$$\delta(\vartheta, \vartheta') = \begin{cases} 1 & \text{if } \vartheta = \vartheta', \text{ and} \\ 0 & \text{otherwise}. \end{cases} \quad \text{(D.6)}$$

The auto-correlation $\tilde{S}_{\delta_g, \delta_g}$ of the weighted density contrast is computed in the same way with FFTs. Finally, the correlations are binned into radial bins to obtain the textbook counts-in-cells Landy- & Szalay estimator for the angular two-point correlation $\xi_{\text{gal}}$ of galaxies:

$$\xi_{\text{gal}}(\vartheta) = \sum_{i,j} \Delta(\vartheta_i, \vartheta_j) \tilde{S}_{\delta_g, \delta_g,i,j} = \frac{\sum_{i,j} \Delta(\vartheta_i, \vartheta_j) \tilde{S}_{w,w,i,j} \delta_g(\vartheta_i) \delta_g(\vartheta_j)}{\sum_{i,j} \Delta(\vartheta_i, \vartheta_j) \tilde{S}_{w,w,i,j} \delta_g(\vartheta_i) \delta_g(\vartheta_j)} \quad \text{(D.7)}$$

where $\Delta(\vartheta_i, \vartheta_j)$ denotes the bin function $|\vartheta_i - \vartheta_j|$. With the same approach, one can calculate estimates for convergence and shear correlations. One creates arrays $w, w\kappa, \gamma_{1}$, and $w\gamma_{2}$ storing the values of the window function and the weighted convergence and shear components on the points $\vartheta_i$ of the padded mesh. One then uses FFTs to compute the auto-correlation $\tilde{S}_{w,w}$ of the window function, the auto-correlation $\tilde{S}_{w\kappa,w\kappa}$ of the weighted

---

6 The actual prefactor depends on the particular FFT implementation used.
convergence, and the auto- and cross-correlations $\tilde{S}_{\gamma p, \gamma q}$ of the weighted shear components. Finally, the correlations are binned into radial bins to estimate the isotropic correlations:

$$\xi_+^\theta(\theta) = \frac{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) S_{\gamma p, \gamma q,i}}{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) S_{\gamma p, \gamma q,i}} = \frac{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) w(\theta_j) w(\theta_i) \kappa(\theta_j) \kappa(\theta_i)}{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) w(\theta_j) w(\theta_i)},$$  \hspace{1cm} (D.8)

$$\xi_-(\theta) = \frac{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) \bar{S}_{\gamma p, \gamma q,i} + \bar{S}_{\gamma p, \gamma q,i}}{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) S_{\gamma p, \gamma q,i}} = \frac{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) w(\theta_j) w(\theta_i) \gamma(\theta_i, \theta_j - \theta_i) + \gamma(\theta_i, -\theta_j) \gamma(\theta_i, \theta_j - \theta_i)}{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) w(\theta_j) w(\theta_i)},$$  \hspace{1cm} (D.9)

$$\xi_-(\theta) = \frac{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) \left[ \cos(4\varphi(\theta_i)) \bar{S}_{\gamma p, \gamma q,i} - \cos(4\varphi(\theta_i)) \bar{S}_{\gamma p, \gamma q,i} + 2 \sin(4\varphi(\theta_i)) \bar{S}_{\gamma p, \gamma q,i} \right]}{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) S_{\gamma p, \gamma q,i}} = \frac{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) w(\theta_j) w(\theta_i) \left[ \gamma(\theta_i, \theta_j - \theta_i) \gamma(\theta_i, \theta_j - \theta_i) - \gamma(\theta_i, -\theta_j) \gamma(\theta_i, \theta_j - \theta_i) \right]}{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) w(\theta_j) w(\theta_i)},$$  \hspace{1cm} (D.10)

FFT methods can also be used to compute galaxy-galaxy lensing statistics. For example, an estimator for the average tangential shear profile $\langle \gamma_\theta \rangle(\theta)$ around a sample of lens galaxies as measured in a sample of source galaxies reads:

$$\langle \gamma_\theta \rangle(\theta) = -\frac{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) \left[ \cos(2\varphi(\theta_i)) S_{\gamma p, \gamma q,i} + \sin(2\varphi(\theta_i)) S_{\gamma p, \gamma q,i} \right]}{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) S_{\gamma p, \gamma q,i}} = \frac{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) w(\theta_j) w(\theta_i) \left[ \gamma(\theta_i, \theta_j - \theta_i) \gamma(\theta_i, \theta_j - \theta_i) - \gamma(\theta_i, -\theta_j) \gamma(\theta_i, \theta_j - \theta_i) \right]}{\sum_i \Delta(\theta_i, |\theta_j - \theta_i|) w(\theta_j) w(\theta_i)},$$  \hspace{1cm} (D.11)

where $w_\gamma$, $w_n$, $w_s$, and $n_s$ denote the weights and densities of the lens and source galaxy samples.