City center identification as attractive places for people’s collective movements
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Human flow data are rich behavioral data relevant to people’s decision-making regarding where to live, work, go shopping, etc., and provide vital information for identifying city centers. However, it is not as easy to understand massive relational data, and datasets have often been reduced merely to the statistics of trip counts at destinations, discarding relational information from origin to destination. In this study, we propose an alternative center identification method based on human mobility data. This method extracts the scalar potential field of human trips based on combinatorial Hodge theory. It detects not only statistically significant attractive locations as the sinks of human trips but also significant origins as the sources of trips. As a case study, we identify the sinks and sources of commuting and shopping trips in the Tokyo metropolitan area. This aim-specific analysis leads to a combinatorial classification of city centers based on the distinct aspects of human mobility. The proposed method can be applied to other mobility datasets with relevant properties and helps us examine the complex spatial structures in contemporary metropolitan areas from the multiple perspectives of human mobility.

I. INTRODUCTION

A city center indicates an area where commerce, entertainment, shopping, and political power are concentrated in high-rise buildings. In formal terms, it often indicates a central business district (CBD) focusing on the commercial, business, and financial aspects, but this term could exclude other cultural, historical, and political factors. From a classical viewpoint such as the von Thünen model [1], a city has a single center. However, cities have become more complex and most metropolitan areas are polycentric, along with the development of transportation systems, residential architecture, and lifestyles in society. Moreover, changes increased during the COVID-19 pandemic due to the drastic increase in the number of remote workers.

To reveal the urban spatial structure in a data-driven manner, city centers have often been identified as having a higher concentration of employment than the surrounding suburbs. However, this identification is not easy and several identification methods have been proposed to overcome the weaknesses of existing methods [2–5]. Moreover, highly granular and multiplex datasets have recently become available and have driven the development of relevant methods [6].

In particular, human flow data are vital for urban spatial structures, being collected through person-trip surveys, and more recently, by mobile phone tracking. These mobility data are aggregated as an origin-destination (OD) matrix and describe the relationships between locations by showing how many people move from one location (origin) to another (destination) based on the type of trip (e.g., commuting trips from home to the workplace and other trips for shopping, entertainment, and schoolings). These multiplex behavioral data of many people are the result of decision making on where people live, work, go shopping, and other miscellaneous activities, also involving the choices of transportation method and other factors. These data have utilized to assess the connectivity among cities for functional policentricity [7–9], thus revisiting the center definition [10], incorporating the diversity of human activities into a centrality index [11], and detecting clusters of venues [12].

However, it is difficult to visualize the massive relational data on human flows. Figure 1(a) shows the daily commuting trip data for the Tokyo metropolitan area. There is a large number of links from origins to destinations, which makes it unclear to visualize urban structures. To avoid such information overload, flow datasets have been reduced to statistics of trip counts at each destination in most previous works on functional relation analysis [7–11], thereby discarding essential information on the relationship between origin and destination.

In this study, we propose an alternative center identification method based on human mobility data. To this end, we first define the scalar potential field of human flow by adopting the unique decomposition of a given OD matrix according to combinatorial Hodge theory [13, 14] (see the Methods section for details). Using a metaphor for water flowing from a higher to a lower place, the po-
tential landscape provides an intuitive perspective of human flows and reveals the sinks and sources of the flow on a map, as shown in Figure 1(b). We then statistically identify the significant sinks and sources in comparison with a counterfactual null model. The detected sinks indicate attractive locations for human flows, and we define them as flow-based city centers.

This new approach has several noteworthy features. First, it allows us to classify city centers based on the aims of trips, such as commuting or shopping. Trips of people from one location to another have specific purposes or aims. Therefore, aim-specific centers can be identified by selecting mobility data based on aims. Some centers attract workers, while others attract shoppers. As such, aim-specific centers will reveal the different aspects of the centers in a city. Moreover, the mobility dataset often includes other valuable properties, such as age, gender, ethnicity, and transportation methods. These properties can provide distinct perspectives on the urban structure. Second, the method identifies the sources of human flows, leading to significant locations in a city as the origins of human flows. Combined with the aim-specific analysis, a place could be the source of a commuting flow and simultaneously be attractive to shoppers, which might be seen in some commuter towns. This method classifies locations based on multiple aspects of human mobility and helps us to examine the complex spatial structures in contemporary metropolitan areas.

As a case study, we demonstrate the proposed method for center identification in the Tokyo metropolitan area. There are several reasons why we focused on this area. First, Tokyo is one of the largest metropolitan areas in the world in terms of population, area, and economy. As of 2015, the Tokyo metropolitan area had a population of 37 million, covering an area of 14 thousand square kilometers. The GDP of Tokyo was 1.6 trillion dollars measured by purchasing power parity [15]. Second, historical areas have been developed as political centers over several hundreds of years and have undergone many urban developments based on their previous buildings, leading to complex urban structures. Third, well-organized person-trip datasets are available over several decades, including the trip aim and other valuable information about each trip, as described later.

This study is thus related to several research topics across various disciplines. First, it is relevant to the identification methods of city centers reviewed in the next section. Second, human mobility represents relational information between locations and is recognized as network data embedded in space. This spatially embedded network has been intensively studied in network science [16] and has also been utilized to detect the limits of cities [17–20]. Third, from the viewpoint of network analysis, the potential of combinatorial Hodge theory has been used for the analysis of gene regulatory networks [21, 22], neural networks [23, 24], inter-firm transaction networks [25, 26], and the correlation network of macroeconomic indicators [27].

The remainder of this paper is organized as follows. The literature review section reviews the literature on center identification methods. The Methods section introduces the proposed identification method. The Data and Preprocessing section describes our data sources and treatments. The Results section demonstrates the method, showing the identified centers classified by multiple aspects of human mobility in Tokyo. The conclusions section summarizes the findings and concludes the paper.

II. LITERATURE REVIEW

In this section, we briefly review previous methods for center identification to clarify the position of the proposed method. See extensive related reviews [6, 28] for further details.

Center identification methods can be classified into two distinct groups: (1) methods based on the employment density analysis and (2) methods based on the analysis of functional relations. This classification is analogous to the concepts of morphological and functional polycentricity proposed by Burger and Meijers [7]. The concepts were initially introduced in the discussions on the balance between cities, not city identification.

A. Employment density analysis

The first group focuses on employment density. In monocentric models, the employment density peaks at the CBD and sharply decreases toward the periphery. Researchers have extended this gradient view to polycentric situations and empirically examined the spatial changes in employment density to detect centers and subcenters.

[2] defined a center as “a contiguous set of zones, each with density above some cutoff $\bar{D}$, that together have at least $E$ total employment and for which all the immediately adjacent zones outside the subcenter have density below $\bar{D}$.” In their research on Los Angeles, the cutoffs were “10-10” or “20-20,” at least 10 (20) jobs per acre and 10,000 (20,000) total employment. This clustering method is intuitively simple and is widely adopted by modifying the cutoffs [29–36]. [37] proposed alternative cutoffs by which subcenters are zones with a higher density than the metropolitan average and include at least 1% of metropolitan employment. A criticism of this method is that researchers can arbitrarily choose the number of subcenters by turning the cutoff parameters [3]. Another drawback is the lack of statistical tests for detected subcenters [4].

Another approach is the method of regression-based models, in which centers are defined as areas with significantly higher employment densities than their surroundings. McMillen and his collaborators [3, 38–40] proposed nonparametric methods, which detects potential
subcenters as outliers by analyzing the significant residuals in locally weighted regression (LOESS) and then test whether the candidates have a statistically significant effect on employment density. [41] adopted kernel density estimation and [42] used quantile splines. [4] proposed a different nonparametric method, which detects potential centers as local maxima in the smoothed surface by LOESS and uses a heuristic algorithm to optimize the flexible boundary of centers by testing their significant difference in employment density by a bootstrap method. These methods adopt a standard tricube kernel function for LOESS, which has a tunable kernel window parameter. It should be noted that parameter selection can affect the results of these methods [43].

Finally, local indicators of spatial association (LISA) is an identification method [44] based on local Moran’s I, which examines the spatial autocorrelation of employment density. Locations with high–high (high density with high-density neighbors) and those with high–low (high density with low-density neighbors) become parts of city centers.

B. Functional relations analysis

The second group focuses on spatial interactions or the connectivity between locations. This approach is related to network science and graph theory, although some terminologies, such as “degree” or “centrality,” do not always have the same meanings.

In the seminal studies [7, 9], the authors discussed the balance between cities. The importance of a city is assessed by incoming trips from other cities using inter-city trip data, while functional polycentricity is discussed by assessing whether incoming commuters are evenly distributed among cities. Burger et al. [8] extended the analysis to the multiplex networks between cities, such as journey-to-school, shopping, leisure, intra-firm, and inter-firm relationships.

As a center identification method, Zhong et al. [11] examined intra-city trip data for Singapore and introduced a compound index as location centrality, which consists of the diversity of various trip aims and the density of incoming trips. The centers were detected by thresholding the index over a given value. Veneri [45] defined a flow centrality ratio between the in- and out-degree of trip network with the indices of productive variety and directional dominance, and identified central municipalities in Milan and Rome by thresholding the indices over 1. Under another approach, Marmolejo Duarte et al. [10] decomposed employment in a zone into resident workers who live in the same zone and commuters from other zones, and proposed a new definition of the city center as a significantly high-density location for both types of employment. Sun et al. [12] studied “check-in” data, which represent the trips among venues. The authors detected several clusters of venues using either of three clustering algorithms and identified city centers (up to two) by matching a landmark close to the centroid of venue clusters.

Although having little interaction with the above literature, there are some other studies on center identification that use network data (e.g., [46, 47]). They transform OD data into a two-dimensional vector field and derive a potential function by appealing to standard vector calculus. The local maxima of the potential function are identified as city centers. Although our method is technically similar to theirs, we use an extension of vec-
tor calculus that is applicable to graphs, such that the network structure of the OD flows is preserved. See [47] for a detailed comparison between our method and that of [48].

C. Positioning of the proposed method in literature

Our method belongs to the second group of functional relations analysis. The proposed method focuses on the flow of people from the origins to destinations and identifies not only the significant sinks but also the significant sources without discarding the relational information between them. This is contrary to most previous methods in the second group, in which the origin side of the trips was often neglected.

Moreover, the index is based on a rigorous mathematical definition, as described in the Methods section. The proposed method statistically detects significant centers to guarantee plausibility, which has rarely been done among the methods of the second group.

From the regional viewpoint of the Tokyo metropolitan area, [48] analyzed the employment density distribution using sufficient fine-scale and region-wide data. They adopted the LISA method in the first group of methodologies. By contrast, we discuss centers based on human flows and use commuting as well as other trips.

Compared to the previous study [14], this study introduces a new statistical center identification method and classifies locations by combination of commuting and shopping flows in the Tokyo metropolitan area.

III. METHODS: CENTER IDENTIFICATION METHOD BY HUMAN FLOWS

Here, we introduce an identification method for city centers based on the human mobility data provided by an OD matrix. First, we mathematically introduce the scalar potential of net movements using the unique decomposition of combinatorial Hodge theory [13, 14]. Second, we statistically identify the locations that are significantly attractive compared with the counterfactual model.

A. Potential landscape of human flows by combinatorial Hodge theory

Scalar potential, or simply potential, is a popular mathematical concept adopted in various scientific fields that provides an intuitive representation of the hidden abilities from which flows are generated. We introduce such a potential for human flows on a graph (network) between locations according to combinatorial Hodge theory, beyond the conventional vector calculus for a continuous vector field.

First, we show the final formula for the potential $s_i$ at location $i$ given an OD matrix $M$ (see the Supplementary Material for a detailed derivation):

$$s = -\Delta_0^\dagger \text{div} Y.$$

On the right-hand side, matrix $Y$ represents the net movement of people:

$$Y = M - M^T,$$

where $M$ is the given OD matrix representing the number of trips from origin $i$ to destination $j$ using elements $M_{ij}$. $M^T$ denotes the transpose of $M$ and $\text{div} Y$ is the divergence of $Y$, which describes the amount of flow entering and leaving location $i$,.

$$\text{div} Y(i) = \sum_{j \text{ s.t. } (i,j) \in E} Y_{ij} - \sum_{j \text{ s.t. } (i,j) \in E} [M_{ij} - M_{ji}].$$

$E$ denotes the set of edges in an undirected graph $G(V,E)$. In the context of this study, vertices $V$ correspond to the locations and edges $E$ are the connections between them. $\Delta_0^\dagger$ denotes the Moore-Penrose inverse of the graph Laplacian $\Delta_0$.

$$[\Delta_0^\dagger]_{ij} = \begin{cases} d(i) & \text{if } i = j \\ -1 & \text{if } \{i,j\} \in E \\ 0 & \text{otherwise} \end{cases},$$

where $d(i)$ is the degree (number of connections) of vertex $i$. The graph Laplacian can be viewed as a matrix form of the discretized Laplace operator on the graph and $\Delta_0 s$ represents diffusion as a divergence of the gradient of $s$.

Potential $s$ provides the flow according to its gradient

$$(\text{grad } s)(i,j) = s_j - s_i \{i,j\} \in E.$$

$s$ is also called a negative potential. The higher potential $s_i$, the more location $i$ collects trips from others, and the locations in which the flow converges are called “sinks.” In contrast to sinks, the locations with lower potentials from which flow originated are called “sources.”

Distances $d_{ij}$ between locations $i$ and $j$ crucially affect the connections between them. Trips will be rare for long distances, even if the potentials at the endpoints differ. On the other hand, no trips are often observed for short distances. This implies that zero movements have two distinct situations. To distinguish the nonexistence of movements based on distance and other factors, we assumed that a pair of locations is connected, $\{i,j\} \in E$, if its road distance $d_{ij}$ is within a threshold $\theta$. Threshold $\theta$ is determined based on a given dataset and is chosen to include 99% of all trips (see the Data and Preprocessing section for details).

In the special case of a complete graph, in which all pairs of locations are connected, potential $s$ can be simplified as

$$s_i = -\frac{1}{N} \text{div} Y = \frac{\sum_{j \neq i} M_{ji}}{N} - \frac{\sum_{j \neq i} M_{ij}}{N},$$

Material for a detailed derivation):
where $N$ denotes the number of locations. In this case, the potential represents the balance between incoming and outgoing fluxes.

The potential is simple, particularly in the complete graph case and readers might wonder if the combinatorial Hodge theory is needed to create the metric, as it could be also defined on an ad-hoc basis. However, the rigorous mathematical definition leads to the following its beneficial properties.

First, the potential of equation (87) is the solution of the following optimization problem:

$$
\min_{\hat{s}} \sum_{(i,j) \in E} [(\text{grad } s)(i,j) - Y_{ij}]^2 = \min_{\hat{s}} \sum_{(i,j) \in E} [(s_j - s_i) - Y_{ij}^2]
$$

This means that potential $s$ minimizes the residual sum of squares between its gradient flow and the given net flow and enables us to interpret the estimation of potential as a regression.

Furthermore, the residuals in (7) are unrelated components to qualifying the sinks and sources of a flow. The residuals, $\hat{Y}_{ij} = Y_{ij} - (s_j - s_i)$, belongs to the kernel of divergence by orthogonal decomposition in the combinatorial Hodge theory. This indicates that the incoming and outgoing fluxes at each location are balanced: $\sum_j \hat{Y}_{ij} = \sum_j \hat{Y}_{ji}$. There is no sink or source for this divergence-free flow. By contrast, potential $s$ produces an acyclic flow based on its gradient. This means that potential $s$ is not just a metric of attractiveness at each location, but is descriptive of the relationships among locations.

Next, potential $s$ is a linear map of given net flow $Y$. There are several advantages from the viewpoint of data analysis. For example, trip datasets may contain noise, caused by inevitable errors or difficulties in data acquisition. When a given net flow $Y$ is given by $Y_{\text{signal}} + \epsilon Y_{\text{noise}}$ with a small $\epsilon$, the potential of the summed flow is equal to the sum of the potentials of each flow: $s = s_{\text{signal}} + \epsilon s_{\text{noise}}$. This guarantees that the perturbed potential is shifted slightly by the noise from the true potential without unexpected magnification of the noise. In the case when the flow consists of two types of flows, such as commuting and shopping, linearity allows us to divide the entire potential into the parts of individual types. These properties do not generally hold when we consider another intuitive metric, such as the ratio of incoming and outgoing fluxes.

### B. Significant sinks and sources on the potential landscape

Next, we statistically identify significant sinks or sources compared with a counterfactual model.

The mean of potential $\frac{1}{N} \sum_s s_i$ is zero and zones with positive $s_i$ tend to attract trips from others on average. However, threshold $s = 0$ is not effective in selecting significant locations, because the potential can be positive even when a flow is randomly generated. Here, we select a particular set of zones as significant sinks or sources that are very unlikely to be observed by chance.

As a statistical null model, we introduce counterfactual net flow $\hat{Y}$, which is randomly determined. The actual human flow is not random: when location $i$ collects many trips from location $j$, it will also collect many trips from another location $k$. The counterfactual flow $\hat{Y}$ destroys the correlations among the locations. Specifically, as a null model, we adopt a link shuffling model among the randomized reference models of networks [49]. In the counterfactual flow $\hat{Y}$ in graph $G(V, E)$, association between edge $\{i, j\}$ and flow $Y_{ij}$ are randomly shuffled and the sign of $Y_{ij}$ is flipped with a probability of $1/2$. In other words, the null model destroys the spatial structures in flow $Y$ by reallocating the location indices while remaining the set of absolute net movements, $\{Y_{ij}\}$, of the original $Y$.

Using the null model, we generate many samples $\{\hat{Y}\}$ (100,000 samples were generated for the results shown below) and calculate potential $\hat{s}_i$ using equation (87) for each $\hat{Y}$. We then obtain sample distribution $P(\hat{s}_i)$ of the potential at location $i$ in the null model. For a complete graph, the distribution at any location is approximated by a normal distribution for a large $N$:

$$
\hat{s} \sim N \left(0, \frac{1}{N^2} \sum_i \sum_{j \neq i} Y_{ij}^2 \right).
$$

See the Supplementary Material for a detailed derivation.

Using the obtained potential distribution of the null model we determine the significance of actual potential $s_i$. For zones with positive potential, a multiple-comparison test is performed using the $p$-value of $P(\hat{s}_i > s_i)$ under the control of the false discovery rate (FDR), $\alpha$, with a standard Benjamini-Hochberg procedure [50]. We refer to the zones in which the null hypothesis is rejected as significant sinks. Similarly, for zones with negative potential, a multiple-comparison test is performed using the $p$-value of $P(\hat{s}_i < s_i)$ under FDR control, and refer to the discovered zones as significant sources.

### IV. DATA AND PREPROCESSING

#### A. Data

We used datasets from the person-trip surveys conducted in 2018 in the Tokyo metropolitan area, which are publicly available from the Tokyo Metropolitan Region Transportation Planning Commission.

The OD matrix denotes the number of trips aggregated by basic geographical zones. The basic zone is defined by the Tokyo Metropolitan Region Transportation Planning Commission, and has typically tens of thousands of residents. The dataset contains 615 zones.

The trips are categorized according by their aims. For the trips from home to a destination, the aim types are “commute,” “go to school,” “shopping and other private aims,” “sales,” and “others.” We selected two major
types by the number of trips: “commute” and “shopping and other private aims,” and refer to them as commuting and shopping, respectively, for simplicity. There are 13 million commuting and 11 million shopping trips.

B. Estimation of threshold distance

Given the Tokyo person-trip data, we calculate threshold distance \( \theta \), above which trips are rarely observed. Figure S2 shows the cumulative distribution of trip distance \( P(X < d) \) as a function of trip distance \( d \) for both commuting and shopping. The trip distance is evaluated by the road distance between the centroids of the origin and destination zones, calculated by the Open Source Routing Machine (OSRM) based on Open Street Map [51]. Threshold \( \theta \) was determined based on criterion \( P(X < \theta) = 0.99 \). Ninety nine percent of the trips were observed to be within the threshold distance. We obtained that \( \theta \) is 65.3 km for commuting trips and 72.8 km for shopping trips.

C. Significance test

We adopted FDR \( \alpha = 0.05 \) in the following results. For reference, the \( p \)-value of each geographical zone is summarized in the Supplementary Material (Figure S3).

V. RESULTS

We demonstrate the method for center identification in the Tokyo metropolitan area as a case study using the person-trip survey in 2018. As described in the previous section, we select two major trips: commuting and shopping. For each of these trips, we show the potential landscape (Figure 1(b) for commuting trips and Figure S1 for shopping trips). In both figures, there are several peaks in the potential landscapes, which will be centers in the metropolitan area. We statistically identify the significant centers as sinks of human flows and the significant sources from which human flows originated.

A. Classification of centers

Figure 2 illustrates the classification of significant locations of the human flows. For each trip’s aim, this method classifies the locations into significant sinks, significant sources, and others (not significant locations). Therefore, there are \( 3 \times 3 \) classes of locations.

On the sink side, the compound sink is a geographical zone that is a significant sink for both commuting and shopping trips. It is an attractive area for diverse human activities. Commuting sink is the zone where that is a significant sink for commuting trips but not a significant one for shopping trips. The location attracts many commuters from other zones, but not shoppers. This implies that the zone would include offices or factories. Shopping sink is the zone that is a significant sink only for shopping trips. The implies that the zone would have shopping malls or stores.

On the source side, the compound source is the zone that is a significant source for both commuting and shopping trips. Residents go outside for work and shopping, but do not stay in this zone. Such a location would be a dense residential area or a commuter town with many houses and a few offices or shops. Commuting source is the zone where residents go outside for work, but not shopping. The location would includes several stores for residents. Shopping source is the opposite zone to the previous one. Residents go outside for shopping, but not commuting.

Conflict type 1 and conflict type 2 are complex zones with opposite features for commuting and shopping flows. In conflict type 1 zone, residents go outside to work, whereas people come to the zone for shopping from other zones. One possible situation is the case of a large suburban shopping mall within a commuter town. conflict type 2 has the opposite condition. There would be a suburban industrial area.

The remaining type is the non-significant area for both flows. It is noted that non-significance does not always indicate a few trips from and to the area. The incoming and outgoing fluxes are balanced in such an area.

B. Classified locations in Tokyo

Figure 3 shows the classified zones in the Tokyo metropolitan area and reveals the spatial structure of the area.

Compound sinks are attractive places for commuting and shopping. They were located in Chiyoda, Kawasaki, Yokohama, Kohoku new town, Tachikawa, Hachioji, Saitama, Chiba, Kisarazu, and Yokosuka areas. These are well-known populated and attractive areas, listed in the business cores envisioned by the fourth and
fifth National Capital Regional Development Plans of 1986 and 1999, as discussed later.

In particular, a cluster of contiguous compound sinks was seen around Chiyoda city, which is known as the economic and political center of Japan. It houses the headquarters of major enterprises, government institutions, and Tokyo Central Railway Station. The cluster was extended to neighboring cities Minato, Chuo, Shinjuku, and Shibuya, as shown in Figure 4. Another compound sink was seen in the Odaiba area, a large artificial island on the Tokyo Bay side, which is known as an attractive location for shopping and tourism, not just business. Toshima was another compound sink, which has Ikebukuro area known as one of the major attractive locations in Tokyo.

Many commuter sinks were observed in the Tokyo Bay area. There are several major industrial areas, and these zones are regarded as major subcenters based on employment density analysis [48]. Such industrial areas in the bay area are attractive to commuters but not to shoppers and were identified as commuter sinks. Moreover, the Tokyo Disney Resort at north of the Tokyo Bay area was identified as a shopping sink, as shown in Figure 4. Several commuter sinks were also identified, in addition to the bay area. Most of them were located in business cores, as discussed later. Shopping sinks were often seen in zones contiguous to sources.

Compound, commuting, and shopping sources were more broadly distributed than sinks. Many sources surround compound sinks as the hinterlands of sources of human flows.

Conflict type 1 were identified in Machida, Katsushika, and Fujisawa cities. These zones attract shoppers from other zones and simultaneously serve as sources of commuters. These areas are commuter towns with shopping and tourist spots. By contrast, no zone was identified as conflict type 2, which attracts commuters and produces shoppers.
C. Validation

It is inherently difficult to validate the identified centers because there is no ground truth for comparison. However, we consider the business cores defined by the National Capital Regional Development Plans as a proxy for the ground truth, [48] also compared identified centers with business cores. Furthermore, we introduce a score to evaluate matching with business cores and statistically test the comparison.

Business cores are the subcenters introduced in the Fourth National Capital Regional Development Plan of 1986, which aimed to create multi-nucleated urban structures to solve several urban issues, such as over-concentration, traffic congestion, and high land prices in the special wards of Tokyo (tokubetsu-ku in Japanese). Eleven cores were selected in 1986 and extended to 15 cores in 1999 according to the Fifth National Capital Regional Development Plan.

There are several issues when considering business cores as centers. First, the cores are political plans and are not guaranteed to be actual centers. Second, some areas may have spontaneously developed into centers, unrelated to the plans. Third, a business core corresponds to a city or a composite of cities. Their administrative boundaries are often too wide compared with the actual central geographical zones inside boundaries. Fourth, the political plans also promoted facilities for recreation and shopping in addition to providing business support. This means that the envisioned center is not just for commuters but also for other human activities. Concerning the first and second points, the following comparison between our results and the business cores could be regarded as an evaluation of the national plans by the person-trip data of 2018.

Figure 5 shows the business cores and special wards of Tokyo, with the identified compound and commuting sinks. All compound sinks were located in the special wards of Tokyo or either of the business cores, except for Yokosuka city. The commuting sinks have a similar tendency. Most of them were located inside the business cores, or in the zone adjacent to business cores, except for the cities of Kashima and Kamitsu. These exceptional sinks might have developed unrelated to the National Development Plans of 1988 and 1999. On the other hand, some business cores had no compound or commuting sinks, such as Ome, Kasukabe & Koshigaya, Kashiwa, Kumagaya & Fukaya, and Machida & Sagamihara. This suggests that these areas have not developed as expected from the perspective of human flows.

Next, we define a matching score to evaluate how well the identified compound sinks match business cores. We denote by \( A \) the total area, except for the special wards of Tokyo and by \( B \) the united area of all business cores. The matching score is given by,

\[
\text{matching score} = \frac{\text{number of compound sinks in } B}{\text{total number of compound sinks in } A}
\]

The matching score was 0.94. To test this value statistically, we consider a counterfactual model in which the sinks are randomly relocated within the area of \( A \), while maintaining their total number. From the 100,000 observations in this null model, we found that the matching score is significantly high in one-sided tests, with a significance level of 0.01%.

D. Comparison with previous methods

Readers might wonder which locations are detected as centers if previous methods are applied to the same trip dataset and how the detected centers differ from those of the proposed method.

As discussed in the literature review section, incoming trip distribution at destinations has often been examined in the framework of functional relations [7, 8, 10, 11]. Therefore, we mainly analyzed this metric for the commuting and shopping flow datasets in the Tokyo metropolitan area. The details of the applied methods are summarized in the Supplementary Material.

First, we applied the clustering method as one of the standard identification methods. In the literature, Zhong et al. [11] used a similar cutoff method. By using the automatic cutoff threshold proposed by Muñiz and García-López [37], the clustering method detected a single giant cluster over several provinces as shown in Figure 6(a, b). Such a giant cluster using the clustering method was reported by Li and Monzur [48] for employment density distribution in Tokyo and the authors adopted the LISA method instead.
FIG. 5. Comparing the detected compound sinks by the proposed method with the business cores defined by the National Capital Regional Development Plan in 1999. The plan envisioned multi-nucleated urban structures to solve the over-concentration in special wards of Tokyo. The green points indicate the centroids of the detected compound sinks (circles) and commuting sinks (triangles).

Second, we applied the LISA method and found a single cluster in the central area of Tokyo without subcenters for commuting trips, with FDR $\alpha = 5\%$ (Figure 6(c)). For shopping trips, a small area in the Yokohama area was additionally detected (Figure 6(d)).

Third, beyond the analysis of incoming trips, Veneri [45] defined the ratio between incoming and outgoing trips as flow centrality ($FC$), and proposed a necessary condition of the center by $FC_i > 1$. This condition can be rewritten using the potential in Equation (6), that is, $s_i > 0$. As mentioned above, the mean of the potential is $\sum_i s_i = 0$, and this threshold is ineffective in selecting significant locations. In the previous method, an additional condition by a metric called directional dominance index (DII) is imposed to be “second-order subcenters.” This condition is also rewritten such that the incoming flux into $i$th zone is above the mean over all zones. Figure 6(e) shows the second-order subcenters for commuting trips. Owing to the relevance between the methods, the detected centers appeared to be similar to our analysis, while the method lacks statistical tests for the detected centers. It should be noted that Veneri [45] imposed the third condition on the diversity of economic activity to detect “first-order subcenters,” since the data analyzed in that paper only contains commuting trips and the diversity is essential for centers [52]. For reference, we show the second-order subcenters for shopping trips in Figure 6(f).

VI. CONCLUSIONS

In this study, we proposed a center identification method based on human mobility data provided by an OD matrix. The method extracts the scalar potential field of human trips based on combinatorial Hodge theory and detects not only statistically significant attractive locations as the sinks of human trips, but also significant origins as the sources of trips.

Using person-trip data from the Tokyo metropolitan area, we identified aim-specific sinks and sources by selecting trips by two major aims, commuting and shopping, and classified the locations into three × three types. Compound sinks — attractive locations for multiple human activities — were detected in Chiyoda and its surroundings and in other well-known attractive areas. Almost all compound sinks are located in the business cores of the National Capital Regional Development Plans, whereas the detected sink in Yokosuka city is located outside the business cores. The aim-specific centers distin-
FIG. 6. Identified centers by other center identification methods for commuting and shopping flow datasets in the Tokyo metropolitan area. (a) The identified center by clustering method for the incoming trip density distribution of the commuting flows. (b) The same as in (a), but for the shopping flow. (c) The identified center by the LISA method for the incoming trip density of the commuting flow. (d) The same as in (c), but for the shopping flow. (e) The identified center by the method proposed by [45] for the commuting flow. (f) The same as in (e), but for the shopping flow.

Distinguish central areas. For example, among the populated areas in the Tokyo Bay area, major industrial areas were detected as commuting sinks. The geographical zone of the Tokyo Disney Resort was identified as a shopping sink. Significant sources were broadly distributed around the sinks and formed the hinterlands in the metropolitan area. Furthermore, we found a complex type of significant location — a source of commuting flow and, simultaneously, a sink for shoppers. This classification reveals the details of the spatial structure of the metropolitan area based on human mobility.

Beyond trip aims, mobility datasets often include other valuable properties, such as age, gender, ethnicity, and transportation method. Similarly, other specific centers can be identified by selecting trips based on relevant properties. Therefore, this method allows us to classify the significant locations of metropolitan areas based on multiple human activities and helps us look into the complex spatial structures in contemporary metropolitan areas.

[1] J. H. von Thünen, Isolated State: An English Edition of Der Isolierte Staat (1826) (Pergamon Press, Oxford; London, 1966).
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SUPPLEMENTARY MATERIALS

POTENTIAL LANDSCAPE OF HUMAN FLOW BY COMBINATORIAL HODGE THEORY

We begin with the potential of conventional vector calculus. For a continuous vector field, scalar potential $\phi$ is given by Helmholtz’s decomposition. A smooth vector field $\vec{F}$ is uniquely decomposed into the gradient of scalar potential $\phi$ and curl of vector potential $\vec{A}$:

$$\vec{F} = -\nabla \phi + \nabla \times \vec{A}.\tag{S1}$$

Potential $\phi$ is obtained by solving the normal equation $-\nabla \cdot \vec{F} = \nabla \cdot (\nabla \phi - \nabla \cdot (\nabla \times \vec{A})) = \nabla^2 \phi = \Delta \phi.\tag{S2}$

Next, this decomposition is extended to flow on a graph because a human flow is not given by a vector field but by a flow on a graph (network) between locations. Let $G = (V,E)$ be an undirected, unweighted graph and $A_{ij}$ be a skew-symmetric matrix that represents the flow on the edge from $i$ to $j$. The operators in vector calculus, grad, curl, and div are defined on a graph as follows:

$$(\text{grad} s)(i,j) = s_j - s_i \quad \text{for } \{i,j\} \in E,\tag{S3}$$

$$(\text{curl} A)(i,j,k) = A_{ij} + A_{jk} + A_{ki} \quad \text{for } \{i,j,k\} : \{i,j\}, \{j,k\}, \{k,i\} \in E ,\tag{S4}$$

$$(\text{div} A)(i) = \sum_{j \text{ s.t. } \{i,j\} \in E} A_{ij},\tag{S5}$$

where $s$ denotes the potential function to be introduced. The space of flow matrix $A$ is orthogonally decomposed into the images and kernels of these operators as follows:

$$A = \text{im}(\text{grad}) \oplus \ker(\Delta_1) \oplus \text{im}(\text{curl}^*),\tag{S6}$$

where $\ker(\Delta_1) = \ker(\text{curl}) \cap \ker(\text{div})$ and $\text{curl}^*$ is the adjoint operator of the curl. Potential $s$ can be obtained by projecting $A$ onto $\text{im}(\text{grad})$, owing to the orthogonal decomposition of (S4). With a Euclidean inner product in space $A$, $\langle X, Y \rangle = \sum_{\{i,j\} \in E} X_{ij}Y_{ij}$, the normal equation is given by

$$\Delta_0 s = -\text{div} A,\tag{S7}$$

where $\Delta_0$ is the graph Laplacian

$$[\Delta_0]_{ij} = \begin{cases} d(i) & \text{if } i = j \\ -1 & \text{if } \{i,j\} \in E \\ 0 & \text{otherwise} \end{cases}$$\tag{S8}$$

where $d(i)$ is the degree of vertex $i$. Finally, potential $s$ is expressed as the minimal-norm solution of (S7):

$$s = -\Delta_0^\dagger \text{div} A,\tag{S9}$$

where $\dagger$ denotes the Moore-Penrose inverse.

In this study, vertices $V$ correspond to the locations given in the OD matrix and edges $E$ are the connections between them. The skew-symmetric flow on the graph corresponds the net movement of people between locations, given by

$$Y = M - M^\top,\tag{S10}$$

where $M$ is the OD matrix in a given dataset representing the number of trips from origin $i$ to destination $j$ by its elements $M_{ij}$. $M^\top$ denotes the transpose of $M$. $Y$ is skew-symmetric, $Y_{ij} = -Y_{ji}$, to which we can consider potential $s$. According to Equation (S7), the potential for net human flow $Y$ is given by

$$s = -\Delta_0^\dagger \text{div} Y.\tag{S11}$$

POTENTIAL LANDSCAPE IN TOKYO METROPOLITAN AREA

Figure S1 shows the potential landscape for shopping trips in the 2018 person-trip survey data for the Tokyo metropolitan area (see Figure 1 for commuting trips).
FIG. S1. Potential landscapes for shopping trips.

FIG. S2. Cumulative distribution of trips, $P(X < d)$, as a function of trip distance $d$ in both cases of commuting and shopping. The horizontal dot line indicates $P(X < \theta) = 0.99$.

THRESHOLD DISTANCE

Given the Tokyo person-trip data, we calculate the threshold distance $\theta$, above which trips are rarely observed.

Figure S2 shows the cumulative distribution of trips, $P(X < d)$, as a function of trip distance $d$ for both commuting and shopping. The trip distance is evaluated by the road distance between the centroids of the origin and destination zones, calculated by the Open Source Routing Machine (OSRM) based on Open Street Map [51]. Threshold $\theta$ is determined based on criterion $P(X < \theta) = 0.99$. Ninety-nine percent of the trips were within the threshold distance. We obtained that $\theta = 65.3$ km for commuting trips and 72.8 km for shopping trips.
POTENTIAL DISTRIBUTION OF THE NULL MODEL IN THE CASE OF THE COMPLETE GRAPH

In the special case that $G(V,E)$ is a complete graph, potential $s$ is given by

$$s_i = -\frac{1}{N} \sum_{j \neq i} Y_{ij}, \quad (S10)$$

where $N$ denotes the number of locations.

In the counterfactual null model, elements of original matrix $Y$ are randomly relocated in their matrix indices, maintaining skew-symmetry. Let us consider a random variable $X$ that is uniformly drawn from a set $\{Y_{ij} \mid i \neq j\}$ and define an approximated potential $\hat{s}$ of the null model:

$$\hat{s} = -\frac{1}{N} \sum_{i=1}^{N-1} X_i, \quad (S11)$$

where $\{X_1, X_2, \cdots, X_{N-1}\}$ is a sequence of independent and identically distributed (i.i.d) random variables from $X$. It should be noted that this sequence may contain duplicated elements of $Y$ because the elements are chosen with replacement, whereas the elements of $Y$ are chosen without replacement for a surrogate matrix $\hat{Y}$ in the original null model. Moreover, we do not maintain the skew-symmetry of $\hat{Y}$ here, contrary to the original null model.

This approximation of the null model allows us to explicitly describe the potential of the null model. By using $\bar{X}_N \equiv \frac{1}{N} \sum_i^N X_i$, equation (S11) can be rewritten as

$$\hat{s} = -\frac{N-1}{N} \bar{X}_{N-1}. \quad (S12)$$

According to the central limit theorem, the distribution of $\bar{X}_{N-1}$ can be approximated using the normal distribution $\mathcal{N}$:

$$\bar{X}_{N-1} \sim \mathcal{N}(\mu, \sigma^2), \quad (S13)$$

where $\mu$ and $\sigma^2$ are the mean and variance of $X$, respectively. Because of the asymmetry of $Y_{ij} = -Y_{ji}$, the mean $\mu$ is equal to zero. When the mean is known a priori, variance $\sigma^2$ of $X$ is given by

$$\sigma^2 = \frac{1}{N(N-1)} \sum_i \sum_{j \neq i} Y_{ij}^2. \quad (S14)$$

Finally, we obtain the distribution of the potential $P(\hat{s})$:

$$\hat{s} \sim \mathcal{N}(0, \sigma^2), \quad (S15)$$

where $\sigma = \frac{1}{N^2} \sum_i \sum_{j \neq i} Y_{ij}^2$. 
Figure S3 shows the $p$-value of each geographical zone for commuting and shopping trips. As described in the Methods section, for zones with positive potential, a multiple-comparison test is performed using the $p$-value of $P(\hat{s}_i > s_i)$ under the control of the false discovery rate (FDR). For zones with negative potential, the test was using the $p$-value of $P(\hat{s}_i < s_i)$ under FDR control.
COMPARISON WITH PREVIOUS METHODS

Here, we describe the details of the previous method applied to the trip datasets in Tokyo metropolitan area in the “Comparison with previous methods” section in the main text.

Incoming trips

According to [7], the definition of incoming trips is given by

\[ D^{\text{in}}_i = \sum_{j \neq i} M_{ji}, \]  

(S16)

where \( M \) is the OD matrix whose element \( M_{ij} \) indicates the number of trips from the \( i \)th zone to the \( j \)th zone.

We also define the density of incoming trips in zone \( i \) as

\[ d^{\text{in}}_i = D^{\text{in}}_i / A_i, \]

where \( A_i \) denotes the area of \( i \)th zone.

Clustering method

In the seminal paper of Giuliano and Small [2], a center is defined as “a contiguous set of zones, each with density above some cutoff \( \bar{D} \), that together have at least \( \bar{E} \) total employment and for which all the immediately adjacent zones outside the subcenter have a density below \( \bar{D} \).” We applied this method to spatial distribution of incoming trip density \( d^{\text{in}}_i \). We adopted the cutoff parameters proposed by Muñiz and García-López [37] as follows: Density threshold \( \bar{D} \) is the average density of the total area and the threshold for the total incoming trips within a contiguous set is 1% of the total incoming trips in the Tokyo metropolitan area.

LISA method

According to previous studies [44, 48], local Moran’s \( I_i \) is given by

\[ I_i = z_i \sum_j w_{ij} z_j, \]

(S17)

where \( z \) is the z-score, \( z_i = \frac{d^{\text{in}}_i - \mu}{\sigma} \). \( \mu, \sigma \) are the mean and standard deviation of \( d^{\text{in}}_i \), respectively. \( w_{ij} \) is the weighted matrix, given by

\[ w_{ij} = \begin{cases} 1 & \text{(i and j are adjacent)} \\ 0 & \text{(otherwise)} \end{cases} . \]

The previous studies have introduced a null model with random permutation to evaluate the statistical significance of the obtained \( I_i \). Given a randomly permuted \( \hat{z}_i \), the null model of the Moran I index is given by

\[ \hat{I}_i = \hat{z}_i \sum_{j} w_{ij} \hat{z}_j, \]  

(S18)

The empirical distribution of \( \hat{I}_i \) is obtained from 99,999 observations, and the pseudo p-values are obtained by \( P(\hat{I}_i > I_i) \). We performed a multiple-comparison test under the control of the false discovery rate (FDR), \( \alpha = 0.05 \), using a standard Benjamini-Hochberg procedure [50].

According to Moran’s scatterplot [53], the zones with significant \( I_i \) are classified into four types, and two of them are defined as city centers: high-high zones (high density with high-density neighbors) and high-low zones (high density with low-density neighbors).
The method proposed by Veneri [45]

Veneri [45] defined the ratio between incoming and outgoing trips as flow centrality \( FC \) and proposed a necessary condition of the center by \( FC_i > 1 \). This condition is written as

\[
FC_i \equiv \frac{\sum_{j=1}^{N} M_{ij}}{\sum_{j=1}^{N} M_{ij}} > 1 \Leftrightarrow \sum_{j \neq i}^{N} M_{ji} - \sum_{j \neq i}^{N} M_{ij} > 0. \tag{S19}
\]

This is equivalent to the condition that the potential in Equation (6) is positive, \( s_i > 0 \).

Under this method, an additional condition by directional dominance index \( DII \) is imposed:

\[
DII_i \equiv \frac{D_{in}^i}{\frac{1}{N} \sum_j D_{jn}^i} > 1 \Leftrightarrow D_{in}^i > \frac{1}{N} \sum_j D_{jn}^i. \tag{S20}
\]

This condition indicates that the incoming trips are above the mean.

Veneri [45] defined the zones that satisfy both conditions as “second-order subcenters.”