SHARP NON-UNIQUENESS FOR THE 3D HYPERDISSIPATIVE NAVIER-STOKES EQUATIONS: ABOVE THE LIONS EXPONENT
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Abstract. We study the 3D hyperdissipative Navier-Stokes equations on the torus, where the viscosity exponent $\alpha$ can be larger than the Lions exponent $5/4$. It is well-known that, due to Lions [55], for any $L^2$ divergence-free initial data, there exist unique smooth Leray-Hopf solutions when $\alpha \geq 5/4$. We prove that even in this high dissipative regime, the uniqueness would fail in the supercritical spaces $L^\gamma_t W^s_x$, in view of the generalized Ladyženskaja-Prodi-Serrin condition. The non-uniqueness is proved in the strong sense and, in particular, yields the sharpness at two endpoints $(3/p + 1 - 2\alpha, \infty, p)$ and $(2\alpha/\gamma + 1 - 2\alpha, \gamma, \infty)$. Moreover, the constructed solutions are allowed to coincide with the unique Leray-Hopf solutions near the initial time and, more delicately, admit the partial regularity outside a fractal set of singular times with zero Hausdorff $H^\eta$ measure, where $\eta_\ast > 0$ is any given small positive constant. These results also provide the sharp non-uniqueness in the supercritical Lebesgue and Besov spaces. Furthermore, the strong vanishing viscosity result is obtained for the hyperdissipative Navier-Stokes equations.
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1. Introduction and main results

1.1. Background. We consider the three-dimensional hyperdissipative Navier-Stokes equations on the torus $T^3 := [−\pi, \pi]^3$,

$$\begin{cases} \partial_t u + \nu(-\Delta)^\alpha u + (u \cdot \nabla)u + \nabla P = 0, \\ \text{div} u = 0, \end{cases}$$

(1.1)

where $u = (u_1, u_2, u_3)^T (t, x) \in \mathbb{R}^3$ and $P = P(t, x) \in \mathbb{R}$ represent the velocity field and pressure of the fluid, respectively, $\nu > 0$ is the viscous coefficient, $\alpha \in [1, 2)$, and $(-\Delta)^\alpha$ is the fractional Laplacian defined via the Fourier transform on the flat torus

$$\mathcal{F}((-\Delta)^\alpha u)(\xi) = |\xi|^{2\alpha} \mathcal{F}(u)(\xi), \quad \xi \in \mathbb{Z}^3.$$ 

In particular, (1.1) are the classical Navier-Stokes equations (NSE for short) when $\alpha = 1$, and the Euler equations when the viscosity vanishes, i.e., $\nu = 0$,

$$\begin{cases} \partial_t u + (u \cdot \nabla)u + \nabla P = 0, \\ \text{div} u = 0. \end{cases}$$

(1.2)

In the groundbreaking paper [52], Leray constructed the weak solutions to NSE in the space $L_t^2 L_x^3 \cap L_t^2 \dot{H}_x^{3/2}$, which obey the energy inequality

$$\|u(t)\|_{L_x^2}^2 + 2\nu \int_{t_0}^t \|(-\Delta)^{\alpha/2} u(s)\|_{L_x^2}^2 ds \leq \|u(t_0)\|_{L_x^2}^2$$

(1.3)

with $\alpha = 1$, for any $t > 0$ and a.e. $t_0 \geq 0$. This class of weak solutions is now referred to as Leray-Hopf weak solutions, due to the important contributions by Hopf [40] in the case of bounded domains. Moreover, Leray [52] proved that for every such weak solution, there exists a closed set $S \subseteq \mathbb{R}^+$ of measure zero, such that the solution is smooth on $\mathbb{R}^3 \times (\mathbb{R}^+ \setminus S)$, and the $1/2$ Hausdorff measure $\dot{H}^{1/2}(S) = 0$.

Since then, there has been a vast amount of literature on the uniqueness, regularity and global existence of solutions to NSE in wider spaces. Until now, the uniqueness of Leray-Hopf solutions still remains a challenging problem.

The scaling consideration usually suggests a heuristic way to find suitable functional spaces for the solvability of partial differential equations. It provides a useful classification of subcritical, critical and supercritical spaces. A general philosophy is that equations are well-posed in the subcritical spaces, while solutions may exhibit ill-posedness phenomena in the supercritical spaces. We refer to the papers [47, 48] of Klainerman for comprehensive discussions. For the interested readers, we refer to [13, 23, 46, 73] and the references therein for the norm-inflation and discontinuity of solution map for nonlinear Schrödinger equations, KdV equations and nonlinear wave equations in supercritical spaces.

For the current hyperdissipative NSE (1.1), it is invariant under the scaling

$$u(t, x) \mapsto \lambda^{2\alpha-1} u(\lambda^{2\alpha} t, \lambda x), \quad P(t, x) \mapsto \lambda^{4\alpha-2} P(\lambda^{2\alpha} t, \lambda x).$$

(1.4)

This suggests the critical space $X$ for (1.1) if the corresponding norm of solutions is invariant under the scaling (1.4).

One typical critical space is $X = C_1 L_x^2$ if $\alpha = 5/4$. In the (sub)critical regime where $\alpha \geq 5/4$, a remarkable result proved by Lions [55] is that, for any divergence-free $L^2$ initial data, the hyperdissipative NSE (1.1) admits unique smooth Leray-Hopf solutions. See also the global strong solvability by Mattingly-Sinai [60]. The well-posedness of (1.1) also holds for $\alpha$ slightly below $5/4$ due to Tao [69]. Moreover, Katz-Pavlović [45] proved that the Hausdorff dimension of the singular set at the time of first blow-up is at most $5 - 4\alpha$.

In contrast, for the supercritical regime where $\alpha < 5/4$, in the breakthrough work [10] Buckmaster-Vicol first proved the non-uniqueness of finite energy weak solutions to NSE (i.e. $\alpha = 1$), based on the convex integration scheme. The approach of convex integration was introduced to 3D Euler equations in the pioneering papers by De Lellis and Székelyhidi [26, 27] and has been proven very successful in the fluid community. In particular, a recent milestone is the resolution of the Onsager conjecture, developed in [5, 7, 8, 28, 29] and finally settled by Isett [41] and Buckmaster-De Lellis-Székelyhidi-Vicol [9].

The crucial ingredient introduced by Buckmaster-Vicol [10] is the $L^2_x$-based intermittent spatial building blocks, which in particular permit to control the hard dissipativity term $(-\Delta)u$ in NSE. By making the
full use of the spatial intermittency, Luo-Titi [58] proved the non-uniqueness of weak solutions in $C_t L^2_x$ to hyperdissipative NSE (1.1), whenever the exponent $\alpha$ is less than the Lions exponent, i.e., $\alpha < 5/4$. Furthermore, in the recent work [6], Buckmaster-Colombo-Vicol constructed the non-unique weak solutions to (1.1) when $\alpha \in [1, 5/4)$, which are smooth outside a singular set in time with Hausdorff dimension less than one. The intermittent convex integration also has been applied to various other models. We refer, e.g., to [57] for 2D hypoviscous NSE, [59] for stationary NSE, and [24, 31] for the non-uniqueness of Leray solutions to hypodissipative NSE. See the surveys [11, 12, 26, 30] for other interesting applications. We also refer to another method by Jia and Šverák [42, 43] for the non-uniqueness of Leray-Hopf solutions under a certain assumption for the linearized Navier-Stokes operator, and the very recent work [1] for the non-uniqueness of Leray solutions of the forced NSE.

Hence, in view of the works [6, 55, 58], $\alpha = 5/4$ is exactly the critical threshold of viscosity for the well-posedness in $C([0, T]; L^2)$ for hyperdissipative NSE (1.1).

Another type of critical spaces extensively used is the mixed Sobolev space $X = L_t^p W_x^{s,p}$, where the exponents $(s, \gamma, p)$ satisfy

$$\frac{2\alpha}{\gamma} + \frac{3}{p} = 2\alpha - 1 + s. \quad (1.5)$$

In the case where $\gamma = \infty$ we may also consider $X = C_t W_x^{\frac{2}{\alpha} + 1 - 2\alpha, p}$. In particular, the mixed Lebesgue space $L_t^p L_x^p$ (or, more generally, Strichartz space frequently used for dispersive equations, like the Schrödinger equations and wave equations) is critical for the classical NSE, when the exponents $(\gamma, p)$ satisfy the well-known Ladyženskaja-Prodi-Serrin condition

$$\frac{2}{\gamma} + \frac{3}{p} = 1. \quad (1.6)$$

Due to the weak-strong uniqueness ([50, 62, 65, 68]), the extra integrability in (sub)critical spaces $L_t^p L_x^p$ with $2/\gamma + 3/p \leq 1, p \in [3, \infty)$, suffices to guarantee the uniqueness in the class of Leray-Hopf solutions to NSE. The regularity in the delicate endpoint case $L_t^\infty L_x^\frac{3}{2}$ was solved by Escudieraz-Seregin-Šverák [33]. See also [63] for the weak-strong uniqueness in $L_t^1 W_x^{p, p}$ when $(s, \gamma, p)$ satisfies (1.5) with $\alpha = 1$, [39] for the case of critical Besov spaces, and [51] for quite general Prodi-Serrin uniqueness criterion. Furthermore, due to the works of [34, 38, 56], any weak solution to NSE (in the distributional sense, see Definition 1.1 below) in the (sub)critical spaces $L_t^1 L_x^p$ is automatically the unique regular Leray-Hopf solution, see [19, theorem 1.3] for the precise statements on the torus.

There are also many uniqueness results for the hyperdissipative NSE, under the generalized Ladyženskaja-Prodi-Serrin condition (1.5) or in the critical spaces. We refer to, for instance, [75] for the mixed space $L_t^p L_x^p$ when $2\alpha/\gamma + 3/p \leq 2\alpha - 1$, and [72] for the Besov space $\dot{B}_{p,q}^{-1/2 - \frac{3}{2}}$

In contrast to the positive side, many questions remain open in the supercritical regime. In the recent remarkable paper [19], Cheskidov-Luo proved the sharp non-uniqueness of NSE near the endpoint $(s, \gamma, p) = (0, 2, \infty)$ of the Ladyženskaja-Prodi-Serrin condition (1.6). The proof in particular exploits the temporal intermittency in the convex integrations scheme. See also [18, 21] for the application of temporal intermittency to transport equations, and [53] for the case of MHD equations. The non-uniqueness in [19] is indeed proved in the strong sense that every weak solution is non-unique, and the Hausdorff dimension of the corresponding singularity set in time can be less than any given small constant $\varepsilon > 0$. It is also conjectured by Cheskidov-Luo [19] that the non-uniqueness of weak solutions shall be valid in the full range of the supercritical regime $2/\gamma + 3/p > 1$. More recent progress has been made in [20] for the other endpoint $(s, \gamma, p) = (0, \infty, 2)$ for the 2D NSE. It is worth noting that, the endpoint case $(s, \gamma, p) = (3/p + 1 - 2\alpha, \infty, p)$ corresponds exactly to the critical space $C_t L_x^p$ for equation (1.1) when $\alpha = 5/4$ and $p = 2$.

The significance of the endpoint $(s, \gamma, p) = (3/p + 1 - 2\alpha, \infty, p)$ can be also seen from its close relationship to more general critical Besov and Triebel-Lizorkin spaces. Specifically, for the classical NSE when $\alpha = 1$, one has the embedding of critical spaces:

$$L^3 \hookrightarrow \dot{B}_{p,2}^{1/2 + 1} \hookrightarrow BMO^{-1} = \dot{F}^{-1}_{\infty,2} \hookrightarrow \dot{B}^{-1}_{\infty,\infty}. \quad (1.7)$$
The solvability of NSE in these critical spaces has attracted significant interests in literature. It is usually obtained by the mild formulation of equations, dating back to Kato and Fujita [37, 44]. One well-known critical space is $BMO^{-1}$, due to Koch and Tataru [49]. See the monographs [16, 51, 61] for more details.

It was a long standing problem whether NSE is well-posed in the largest critical space $\dot{B}^{-1}_{\infty,2\gamma}$ ([16, 61]). Quite surprisingly, the negative answer was provided by Bourgain-Pavlović [3], by showing a phenomenon of norm-inflation instability in $\dot{B}^{-1}_{\infty,2\gamma}$ for NSE. Germin [32] also proved that the solution map associated to NSE is not $C^2$ in the space $\dot{B}^{-1}_{\infty,q}$, $q > 2$. Afterwards, the norm-inflation in $\dot{B}^{-1}_{\infty,q}$ for $q \geq 1$ was proved by Yoneda [74] and Wang [71]. The ill-posedness phenomena also exhibit for the hyperdissipative NSE. There exist discontinuous Leray-Hopf solutions in the critical space $\dot{B}^{-2\alpha}_{\infty,2\gamma}$ with $\alpha \in [1, 5/4)$, due to Cheskidov-Shvydkoy [22], with arbitrarily small initial data. Cheskidov-Dai [17] also proved the norm-inflation instability in $\dot{B}^{-s}_{\infty,q}$ for all $s \geq \alpha \geq 5/4$, $q \in (2, \infty]$.

Enlightened by the above progresses, we consider the following three non-uniqueness questions:

- In the highly dissipative regime $\alpha \geq 5/4$ where the global solvability of Leray-Hopf solutions was known due to Lions [55], would it be possible to find non-unique and non-Leray-Hopf weak solutions even with the same initial data of Leray-Hopf solutions?

- As conjectured in the NSE context [19], in view of the generalized Ladyženskaja-Prodi-Serrin condition (1.5), do there exist non-unique weak solutions to the hyperdissipative NSE (1.1) in the supercritical spaces $L^s_tW^{s,p}_x$, where $2\alpha/\gamma + 3/p > 2\alpha - 1 + s$?

- In view of the positive well-posedness results in critical spaces, e.g., [44, 49, 72], are there non-unique weak solutions to hyperdissipative NSE in the supercritical Lebesgue, Besov, or Triebel-Lizorkin spaces?

It is worth noting that, the global solvability of Leray-Hopf solutions when $\alpha \geq 5/4$ makes it significantly hard to construct non-unique weak solutions to (1.1). Actually, it is not possible to construct non-unique weak solutions as in [6, 10, 58] in the space $C_tL^{\infty}_x$, since any weak solution in $C_tL^{\infty}_x$ is the unique Leray-Hopf solution due to [55].

In the present work, we give the positive answers to the first and third questions, and to the second question at two endpoints. These results are contained in the main result, i.e., Theorem 1.2 below, concerning the non-uniqueness result for every weak solution in the space $L^s_tW^{s,p}_x$, where $(s, \gamma, p)$ lies in the supercritical regimes $A_1$ and $A_2$, respectively, for $\alpha \in [5/4, 2)$ and $\alpha \in [1, 2)$. See (1.8) and (1.9) below for the precise formulations of $A_i$, $i = 1, 2$.

To the best of our knowledge, it is the first non-uniqueness result for the hyperdissipative NSE, when the viscosity exponent $\alpha$ is beyond the Lions exponent $5/4$. In particular, the non-uniqueness results in $L^s_tW^{s,p}_x$ hold in the strong sense as in [19] and are sharp at two endpoints $(3/p + 1 - 2\alpha, \infty, p)$ and $(2\alpha/\gamma + 1 - 2\alpha, \gamma, \infty)$, in view of the generalized Ladyženskaja-Prodi-Serrin condition (1.5).

It also provides the non-unique weak solutions to (1.1) in the spaces $C_tX$, where $X$ can be the supercritical Lebesgue, Besov and Triebel-Lizorkin spaces. In particular, in view of the well-posedness results in [72] and Theorem 8.4 below, the non-uniqueness results are sharp in the Lebesgue and Besov spaces.

Furthermore, the delicate phenomenon exhibited here is that, even in the hyperdissipative case $\alpha \geq 5/4$, albeit the unique smooth Leray-Hopf solutions to (1.1), there indeed exist weak solutions in any small $L^s_tW^{s,p}_x$-neighborhood of Leray-Hopf solutions, which coincide with Leray-Hopf solutions near the initial time, are smooth outside a null set in time, and have the zero Hausdorff $H^{s,\beta}_t$ measure of the singular set, where $\gamma_s > 0$ can be any given small constant. This fine structure of the temporal singular set is exploited by using the gluing technique, which was first developed to solve the Onsager conjecture [5, 9, 41] and has been recently implemented in the context of NSE [6, 19].

The last result of the present work is concerned with the viscosity vanishing result. Namely, given any weak solution to Euler equations (1.2) in the space $H^{3/2}_t\chi$, where $\beta > 0$, we show that it is a strong vanishing viscosity limit in $H^{3/2}_t\chi$ of a sequence of weak solutions to the hyperdissipative NSE (1.1) with $\alpha \in [1, 2)$. Hence, it extends the viscosity vanishing result in the NSE case to the hyperdissipative NSE.

The construction of non-unique weak solutions, inspired by the recent works [6, 10, 19, 20], is based on the approach of intermittent convex integration, which features both the spatial and temporal intermittency. The fundamental spatial building blocks are the intermittent jets for the endpoint case $(3/p + 1 - 2\alpha, \infty, p)$, and the concentrated Mikado flows for the other endpoint case $(2\alpha/\gamma + 1 - 2\alpha, \gamma, \infty)$. In both cases, the extra
temporal intermittency shall be exploited in an almost optimal way, in order to control the high dissipativity, time derivative errors and oscillation errors, and simultaneously, to respect the supercritical regularity. As we shall see below, in the very high dissipativity regime where \( \alpha \) is close to 2, the suitable temporal intermittency roughly equals to 3D, and respectively, 4D spatial intermittency in the supercritical regimes \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \).

**Notations.** To simplify the notations, for \( p \in [1, \infty] \) and \( s \in \mathbb{R} \), we denote

\[
L^p_t := L^p(0, T), \quad L^p_x := L^p(\mathbb{T}^3), \quad H^s_x := H^s(\mathbb{T}^3), \quad W^{s,p}_x := W^{s,p}(\mathbb{T}^3),
\]

where \( W^{s,p}_x \) is the usual Sobolev space and \( H^s_x = W^{s,2}_x \). Moreover, \( L^1_t L^p_x \) denotes the usual Banach space \( L^1(0, T; L^p(\mathbb{T}^3)) \), \( p, \gamma \in [1, \infty] \). Let

\[
\|u\|_{W^{s,p}_x} = \sum_{0 \leq m + |\zeta| \leq N} \|\partial_t^m \nabla^\zeta u\|_{L^p_t L^p_x}, \quad \|u\|_{C^s_t} = \sum_{0 \leq m + |\zeta| \leq N} \|\partial_t^m \nabla^\zeta u\|_{C^s_t},
\]

where \( \zeta = (\zeta_1, \zeta_2, \zeta_3) \) is the multi-index and \( \nabla^\zeta := \partial_{\zeta_1} \partial_{\zeta_2} \partial_{\zeta_3} \). In particular, we write \( L^p_t L^p_x \) for brevity. Given any Banach space \( X, C([0, T]; X) \) denotes the space of continuous functions from \([0, T]\) to \( X\), equipped with the norm \( \|u\|_{C^s_t} := \sup_{t \in [0, T]} \|u(t)\|_X \).

We also use the Besov space \( B^s_{p,q}(\mathbb{T}^3) \) endowed with the norm

\[
\|f\|_{B^s_{p,q}(\mathbb{T}^3)} = \left( \sum_{j \geq 0} 2^{js} \|\Delta_j f\|_{L^p(\mathbb{T}^3)}^q \right)^{\frac{1}{q}},
\]

where \( (s, p, q) \in (-\infty, \infty) \times [1, \infty] \times [1, \infty], \{\Delta_j\}_j \in \mathbb{Z} \) is the Littlewood-Paley decomposition of the unity. Let \( F^s_{p,q}(\mathbb{T}^3) \) denote the Triebel-Lizorkin space, endowed with the norm

\[
\|f\|_{F^s_{p,q}(\mathbb{T}^3)} = \left( \sum_{j \geq 0} 2^{js} \|\Delta_j f\|_{L^p(\mathbb{T}^3)}^q \right)^{\frac{1}{q}},
\]

where \( (s, p, q) \in (-\infty, \infty) \times [1, \infty] \times [1, \infty] \). The homogeneous Besov \( \dot{B}^s_{p,q}(\mathbb{T}^3) \) and Triebel-Lizorkin spaces \( \dot{F}^s_{p,q}(\mathbb{T}^3) \) are defined similarly where the summation is over \( j \in \mathbb{Z} \). We refer to [64] for more details.

For any \( A \subseteq [0, T], \varepsilon_*>0 \), the neighborhood of \( A \) in \([0, T]\) is defined by

\[
N_{\varepsilon_*}(A) := \{t \in [0, T]: \exists s \in A, s.t. |t-s| \leq \varepsilon_*\}.
\]

We also use the notation \( a \lesssim b \), which means that \( a \leq Cb \) for some constant \( C > 0 \).

### 1.2. Main results.

Before formulating the main results, let us first present the notion of weak solutions in the distributional sense (1.1).

**Definition 1.1.** (Weak solutions) Given any weakly divergence-free datum \( u_0 \in L^2(\mathbb{T}^3) \), we say that \( u \in L^2([0, T] \times \mathbb{T}^3) \) is a weak solution for the hyperdissipative Navier-Stokes equations (1.1) if \( u \) is divergence-free for a.e. \( t \in [0, T] \), and

\[
\int_{\mathbb{T}^3} u_0 \varphi(0,x) dx = -\int_0^T \int_{\mathbb{T}^3} u(\partial_t \varphi - \nu(-\Delta)^s \varphi + (u \cdot \nabla)\varphi) dx dt
\]

for any divergence-free test function \( \varphi \in C_0^\infty((0, T) \times \mathbb{T}^3) \).

We focus on the following two supercritical regimes, whose borderlines contain two endpoints of the generalized Ladyženskaja-Prodi-Serrin condition (1.5). More precisely, in the case \( \alpha \in [5/4, 2) \) we consider the supercritical regime \( \mathcal{A}_1 \) given by

\[
\mathcal{A}_1 := \left\{ (s, \gamma, p) \in [0, 3] \times [1, \infty] \times [1, \infty]: 0 \leq s < \frac{4\alpha - 5}{\gamma} + \frac{3}{p} + 1 - 2\alpha \right\},
\]

and in the case \( \alpha \in [1, 2) \) we consider supercritical regime \( \mathcal{A}_2 \) given by

\[
\mathcal{A}_2 := \left\{ (s, \gamma, p) \in [0, 3] \times [1, \infty] \times [1, \infty]: 0 \leq s < \frac{2\alpha}{\gamma} + \frac{2\alpha - 2}{p} + 1 - 2\alpha \right\}.
\]

The supercritical regimes \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) in the case \( s = 0 \) can be seen in Figure 1 below.
The main result of this paper is formulated in Theorem 1.2 below, which in particular gives the non-uniqueness in the shaded part in Figure 1, including any small neighborhood near two endpoints.

**Theorem 1.2.** Let \( \tilde{u} \) be any smooth, divergence-free and mean-free vector field on \([0, T] \times \mathbb{T}^3\). Then, there exists \( \beta' \in (0, 1) \), such that for any \( \varepsilon_*, \eta_* > 0 \) and for any \((s, p, \gamma) \in A_1\) or \((s, p, \gamma) \in A_2\), respectively, if \( \alpha \in [5/4, 2) \) or \( \alpha \in [1, 2) \), there exist a velocity field \( u \) and a set

\[
\mathcal{G} = \bigcup_{i=1}^{\infty} (a_i, b_i) \in [0, T],
\]

such that the following hold:

(i) Weak solution: \( u \) is a weak solution to (1.1) with the initial datum \( \tilde{u}(0) \) and has zero spatial mean.

(ii) Regularity: \( u \in H^{\beta'}_{s, x} \cap L^p_t W^s \), and

\[
u|_{\mathcal{G} \times \mathbb{T}^3} \in C^\infty(\mathcal{G} \times \mathbb{T}^3).
\]

Moreover, if there exists \( t_0 \in (0, T) \) such that \( \tilde{u} \) is the solution to (1.1) on \([0, t_0]\), then \( u \) agrees with \( \tilde{u} \) near \( t=0 \).

(iii) The Hausdorff dimension of the singular set \( B = [0, T]/\mathcal{G} \) satisfies

\[
d_H(B) < \eta_*.\]

In particular, the singular set \( B \) has zero Hausdorff \( \mathcal{H}^{\eta_*} \) measure, i.e., \( \mathcal{H}^{\eta_*}(B) = 0 \).

(iv) Small deviations of temporal support:

\[
\text{supp}_t u \subseteq N_{\varepsilon_*}(\text{supp}_t \tilde{u}).
\]

(v) Small deviations on average:

\[
\|u - \tilde{u}\|_{L^1_t L^2_x} + \|u - \tilde{u}\|_{L^p_t W^s \cap L^2_x} \leq \varepsilon_*.
\]

The first direct consequence of Theorem 1.2 is the following strong non-uniqueness of weak solutions to (1.1) in the hyperdissipative case where \( \alpha \in [5/4, 2) \).

**Corollary 1.3.** (Strong non-uniqueness) Let \( \alpha \in [5/4, 2) \). Then, for any weak solution \( \tilde{u} \) to (1.1), there exists a different weak solution \( u \in L^p_t W^s \) to (1.1) with the same initial data, where \((s, \gamma, p) \in A_1 \cup A_2\).

Moreover, for every divergence-free \( L^p_t W^s \) initial data, there exist infinitely many weak solutions in \( L^p_t W^s \) to (1.1) which are smooth almost everywhere in time.

Another interesting consequence of Theorem 1.2 is the non-uniqueness in the supercritical Lebesgue, Besov and Triebel-Lizorkin spaces.
Corollary 1.4. (Non-uniqueness in supercritical spaces) Let $\alpha \in [5/4, 2)$. Then, there exist non-unique weak solutions to (1.1) in the supercritical spaces $C_t X$, where $X$ can be one of the following three types of spaces:

(i) $L^p, 1 \leq p < \frac{3}{2\alpha - 1}$;

(ii) $B^s_{p,q}, -\infty < s < \frac{3}{p} + 1 - 2\alpha, 1 < p < \infty, 1 \leq q \leq \infty$;

(iii) $F^s_{p,q}, -\infty < s < \frac{3}{p} + 1 - 2\alpha, 1 < p < \infty, 1 \leq q \leq \infty$.

At last, we have the vanishing viscosity result which extends the corresponding result for NSE in [10] to the hyperdissipative NSE (1.1).

Theorem 1.5. (Strong vanishing viscosity limit) Let $\alpha \in (1, 2)$ and $u \in H^\tilde{\beta}_t L^\gamma_x ([\tilde{\beta}T, 2T] \times T^3)$ be any mean-free weak solution to the Euler equation (1.2), where $\tilde{\beta} > 0$. Then, there exist $\beta' \in (0, \tilde{\beta})$ and a sequence of weak solutions $u^{(\nu_n)} \in H^\beta_{t,x}$ to (1.1), where $\nu_n$ is the viscosity coefficient, such that as $\nu_n \to 0$,

$$u^{(\nu_n)} \to u \quad \text{strongly in } H^\beta_{t,x}. \quad (1.10)$$

1.3. Comments on main results. In the following let us present some comments on the main results.

(i) Strong non-uniqueness for the high dissipativity above the Lions exponent. It is folklore that one has global solvability in the high dissipative case when $\alpha \geq 5/4$. Actually, in view of the works [6, 55, 58], $\alpha = 5/4$ is the critical threshold for the well-posedness of solutions in $C_t L^5_x$ to (1.1). That is, weak solutions in $C_t L^5_x$ are unique if $\alpha \geq 5/4$, while non-unique if $\alpha < 5/4$.

Quite surprisingly, Theorem 1.2 shows that, even in the high dissipative regime $\alpha \geq 5/4$, the uniqueness fails in the spaces $L^6_t W^{5/2}_x$ where $(s, \gamma, p)$ lies in the supercritical regimes $A_1 \cup A_2$, defined in (1.8) and (1.9), respectively. The non-uniqueness even exhibits in the strong sense that, any solution in $L^6_t W^{5/2}_x$ is non-unique.

In particular, in the case where $\alpha = 5/4$, Corollary 1.4 (i) yields the non-uniqueness of weak solutions in $C_t L^5_x$ to (1.1) for any $p < 2$. Thus, in view of the well-posedness results [55], the non-uniqueness of Corollary 1.4 (i) is sharp in $C_t L^5_x$.

(ii) Sharp non-uniqueness at two endpoints of generalized Ladyženskaja-Prodi-Serrin condition. In the remarkable paper [19], Cheskidov-Luo first proved the sharp non-uniqueness at the endpoint $(s, \gamma, p) = (0, 2, \infty)$. That is, for any $\gamma < 2$, there exist non-unique solutions in $L^1_t L^\infty_x$ to NSE ($\alpha = 1$) in all dimensions $d \geq 2$. It is also conjectured that the non-uniqueness shall be valid in the whole supercritical regime determined by the Ladyženskaja-Prodi-Serrin condition (1.6). The non-uniqueness for the other endpoint case $(s, \gamma, p) = (0, \infty, 2)$ has been recently achieved in [20] for the 2D NSE.

In view of the generalized Ladyženskaja-Prodi-Serrin condition (1.5) and the well-posedness in the (sub)critical cases [75], Theorem 1.2 provides the sharp non-uniqueness for the hyperdissipative NSE (1.1) at two endpoints, i.e., $(3/p + 1 - 2\alpha, \infty, p)$ for $\alpha \in [5/4, 2)$, and $(2\alpha/\gamma + 1 - 2\alpha, \gamma, \infty)$ for $\alpha \in (1, 2)$. This in particular extends the results in [20] and [19], respectively, to the 3D hyperdissipative NSE where $\alpha \in [5/4, 2)$ and $\alpha \in (1, 2)$.

We would expect the non-uniqueness for the remaining supercritical regimes when $\alpha \in [5/4, 2)$, and for the supercritical regime near the endpoint $(3/p + 1 - 2\alpha, \infty, p)$ when $\alpha \in [1, 5/4)$. This seems out of the reach of present method, due to the $L^2_{t,x}$-criticality of space-time convex integration method. As a matter of fact, as pointed out in [19, 20], the temporal intermittency allows to raise the temporal integrability exponent $\gamma > 2$, yet at the cost of reducing the spatial integrability exponent $p < 2$. We note that, in the endpoint case $(0, \infty, 3/(2\alpha - 1))$ when $\alpha < 5/4$, both the temporal and spatial integrability exponents would be larger than two.

(iii) Sharp non-uniqueness in the supercritical Lebesgue and Besov spaces. There have been extensive results on the well-posedness in the (sub)critical spaces, see, e.g., [16, 51, 61] for the NSE in the critical spaces:

$$L^3 \hookrightarrow B^\frac{3}{\gamma-1}_{p,2\leq p<\infty,\infty} \hookrightarrow BMO^{-1}(= F^{-1}_{\infty,\infty}). \quad (1.11)$$

Corollary 1.4 appears to be the first non-uniqueness result for hyperdissipative NSE (1.1) in the space $C_t X$, where $X$ can be the supercritical Lebesgue, Besov and Triebel-Lizorkin spaces.
Let us mention that, the well-posedness of NSE in the critical space \( L^3_2 \) was proved in the famous paper by Kato [44]. The mild formulation strategy proposed in [44] has been now frequently used to obtain the well-posedness of NSE in various spaces. For the hyperdissipative NSE (1.1), we include the well-posedness result in the critical space \( L^{3/2(2\alpha-1)}_2 \) in the Appendix. In particular, this shows that the non-uniqueness in Corollary 1.4 (i) is sharp in the supercritical Lebesgue spaces.

Moreover, it has been proved in [72] that, for \( \alpha > 1/2 \), (1.1) is well-posed with small data in \( B^{5/2-2\alpha}_2,1 (\mathbb{R}^d) \) for \( 1 < q \leq \infty \). The proof also applies to the torus case. Hence, the non-uniqueness in Corollary 1.4 (ii) is sharp in the Besov spaces.

Furthermore, for any \( s < 1 - 2\alpha \), we may take \( \eta > 0 \) small enough such that \( 1 - 2\alpha - \eta > s \). Then, by the embedding of Besov spaces we have for any \( 1 \leq q < \infty \),

\[
B^{\frac{5}{2}}_{p,q} \hookrightarrow B^{1-2\alpha-\eta}_{p,q} \hookrightarrow B^s_{\infty,q}.
\]

Hence, by virtue of Corollary 1.4 (ii), we also have the non-uniqueness of weak solutions in \( B^s_{\infty,q} \), for any \( s < 1 - 2\alpha \), \( 1 \leq q \leq \infty \). This may also be seen as a complement to the ill-posedness results in [17], where the norm-inflation instability was proved for equation (1.1) with \( \alpha \geq 5/4 \) in the Besov spaces \( B^s_{\infty,q} \), for any \( s \leq -\alpha \), \( 2 < q \leq \infty \).

(iv) Partial regularity of weak solutions. In the pioneering paper [52], Leray proves that the Leray-Hopf solutions to NSE are smooth outside a closed singular set of times, which has zero Hausdorff \( H^{1/2} \) measure. This provides another possible way to tackle the global existence problem. In particular, following the works of Scheffer [66, 67], Caffarelli-Kohn-Nirenberg [14] proved a space-time regularity version and showed the existence of global Leray-Hopf solutions which have singular sets in \( \mathbb{R}^3 \times \mathbb{R}^+ \) of zero Hausdorff \( H^1 \) measure. See also the simplified proofs in [54, 70]. For hyperdissipative NSE with \( \alpha \in (1,5/4] \), Katz-Pavlović [45] proved that the Hausdorff dimension of the singular set at the time of first blow-up is at most \( 5 - 4\alpha \).

Recently, Colombo-De Lelli-Massaccesi [25] proved a stronger version of the Katz-Pavlović result, and showed the existence of Leray-Hopf solutions which have singular space-time sets of zero Hausdorff \( H^{5-4\alpha} \) measure, thus extending the Caffarelli-Kohn-Nirenberg theorem to hyperdissipative NSE.

Theorem 1.2 shows that, in the high dissipative regime \( \alpha \in [5/4,1) \), for any small \( \eta_* > 0 \), there exist weak solutions to (1.1) in any small \( L^{5/2}_2 W^{s,p}_2 \)-neighborhood of Leray-Hopf solutions, \( (s, \gamma, p) \in A_1 \cup A_2 \), which coincide with the Leray-Hopf solutions near \( t = 0 \), and have singular sets of times with zero Hausdorff \( H^0 \) measure.

The proof of partial regularity in time takes advantage of the gluing technique, which was developed in [5, 8, 9, 41] to solve the famous Onsager conjecture for 3D Euler equations. The gluing technique to singular set of weak solutions to NSE was first implemented in [6], where the Hausdorff dimension of the constructed solution is strictly less than one. The results of [6] also imply the strong uniqueness of weak solutions for NSE in dimensions \( d = 3,4 \). This technique was later used by Cheskidov-Luo [19] to obtain the strong uniqueness of weak solutions in the endpoint case \( (s, \gamma, p) = (0, 2, \infty) \), which have small Hausdorff dimension of the singular sets in time. It has been also used in [24, 31] to prove the non-unique Leray-Hopf solutions for hypodissipative NSE when \( \alpha < 1/3 \).

(v) Non-uniqueness for MHD equations above the Lions exponent. The non-uniqueness problem for magnetohydrodynamic equations (MHD for short) has attracted increasing interests in recent years. We refer to [2, 35, 36] for the recent progresses for the ideal MHD and the relationship to the Taylor conjecture.

One delicate point here is that, as pointed in [2], the geometry of MHD equations restricts the oscillation directions and so limits the spatial intermittency. Hence, it is hard to control the viscosity and resistivity of MHD equations when the exponent is larger than one.

In the recent work [53], the non-uniqueness has been proved for MHD equations, where the viscosity and resistivity exponents are allowed to be larger than one, yet below the Lions exponent \( 5/4 \), based on the construction of building blocks which are adapted to the geometry of MHD and feature both the temporal and spatial intermittency.

We would expect that the refined building blocks and parameters in this paper permit to obtain the non-uniqueness for MHD above the Lions exponent \( 5/4 \). The strong non-uniqueness with fine smoothness outside a small fractal set in time would also be expected.
2. Outline of the Proof

Our proof is mainly inspired by the intermittent convex integration method developed in [6, 10, 11, 19, 20]. It is based on the iterative construction of approximate solutions to the hyperdissipative Navier-Stokes-Reynolds system, namely, for each integer $q \geq 0$,

\[
\begin{aligned}
\partial_t u_q + \nu(-\Delta)\alpha u_q + \text{div}(u_q \otimes u_q) + \nabla P_q &= \text{div}\tilde{R}_q, \\
\text{div}u_q &= 0,
\end{aligned}
\]

where the Reynolds stress $\tilde{R}_q$ is a symmetric traceless $3 \times 3$ matrix.

In order to exploit the fine temporal singular set of approximate solutions, we adapt the notion of the well-prepared solutions from [19] here.

**Definition 2.1.** (Well-preparedness) Let $\eta \in (0, \eta_\ast)$. We say that the smooth solution $(u_q, \tilde{R}_q)$ to (2.1) on $[0, T]$ is well-prepared if there exist a set $I$ and a length scale $\theta > 0$, such that $I$ is a union of at most $\theta^{-\eta}$ many closed intervals of length scale $5\theta$ and

\[ \tilde{R}_q(t, x) = 0 \quad \text{if} \quad \text{dist}(t, I') \leq \theta. \]

Two important quantities to measure the size of the relaxation solutions $(u_q, \tilde{R}_q)$, $q \in \mathbb{N}$, are the frequency parameter $\lambda_q$ and the amplitude parameter $\delta_{q+2}$:

\[ \lambda_q = a^{(\eta^\ast)}, \quad \delta_{q+2} = \lambda_{q+2}^{\ast \beta}. \]  

(2.2)

Here $a \in \mathbb{N}$ is a large integer to be determined later, $\beta > 0$ is the regularity parameter, and $b \in 2\mathbb{N}$ is a large integer of multiple 2 such that

\[ b > \frac{1000}{\varepsilon \eta^\ast}, \quad 0 < \beta < \frac{1}{100b^2}, \]

(2.3)

where for the given $(s, p, \gamma) \in A_1$, $\varepsilon \in \mathbb{Q}_+$ is sufficiently small such that

\[ \varepsilon \leq \frac{1}{20} \min\{2 - \alpha, \frac{4\alpha - 5}{\gamma} + \frac{\alpha - 1 - s}{p}\} \quad \text{and} \quad b \varepsilon \in \mathbb{N}, \]

(2.4)

and for the given $(s, p, \gamma) \in A_2$, $\varepsilon > 0$ is sufficiently small such that

\[ \varepsilon \leq \frac{1}{20} \min\{2 - \alpha, \frac{2\alpha}{\gamma} + \frac{2\alpha - 2}{\gamma} - (2\alpha - 1 - s)\} \quad \text{and} \quad b(2 - \alpha - 8\varepsilon) \in \mathbb{N}. \]

(2.5)

The idea is then to prove the vanishing of Reynolds stress in an appropriate space as $q$ tends to infinity. Thus, intuitively, the limit of $u_q$ is expected to solve the original equation (1.1). This procedure is quantified in the following iterative estimates:

\[ \|u_q\|_{L^\infty_t H^2_x} \lesssim \lambda_q^5, \]

(2.6)

\[ \|\partial_t u_q\|_{L^\infty_t H^2_x} \lesssim \lambda_q^8, \]

(2.7)

\[ \|\tilde{R}_q\|_{L^\infty_t H^3_x} \lesssim \lambda_q^9, \]

(2.8)

\[ \|\tilde{R}_q\|_{L^\infty_t H^4_x} \lesssim \lambda_q^{10}, \]

(2.9)

\[ \|\tilde{R}_q\|_{L^1_t L^1_x} \lesssim \lambda_q^{\varepsilon_R \delta_{q+1}}, \]

(2.10)

where the implicit constants are independent of $q$ and $\varepsilon_R > 0$ is a small parameter such that

\[ \varepsilon_R < \frac{\varepsilon}{100}. \]

**Remark 2.2.** We note that, the approximate solutions $(u_q, \tilde{R}_q)$ are measured in the more regular spaces $L^\infty_t H^N_x$, $N = 2, 3, 4$, and have larger frequency upper bounds than those in [53]. This is in part due to the full oscillation and concentration in space and time, in order to achieve the sharp non-uniqueness in the endpoints cases. Moreover, it is also imposed here to be compatible with the gluing stage in Section 3, in order to exploit the fine singular set of times.

The crucial iteration results of the relaxation solutions $(u_q, \tilde{R}_q)$ are formulated below.
Theorem 2.3 (Main iteration). Let \((s, p, \gamma) \in A_1\) for \(\alpha \in [5/4, 2)\), or \((s, p, \gamma) \in A_2\) for \(\alpha \in [1, 2)\). Then, there exist \(\beta \in (0, 1)\), \(M^* > 0\) large enough and \(a_0 = a_0(\beta, M^*)\), such that for any integer \(a \geq a_0\), the following holds:

Suppose that \((u_q, \tilde{R}_q)\) is a well-prepared solution to (2.1) for the set \(I_q\) and the length scale \(\theta_q\) and satisfies (2.6)-(2.10). Then, there exists another well-prepared solution \((u_{q+1}, \tilde{R}_{q+1})\) to (2.1) for some set \(I_{q+1} \subseteq I_q\), \(0, T \notin I_{q+1}\), and the length scale \(\theta_{q+1} < \theta_q/2\), and \((u_{q+1}, \tilde{R}_{q+1})\) satisfies (2.6)-(2.10) with \(q+1\) replacing \(q\).

In addition, we have

\[
\|u_{q+1} - u_q\|_{L^2_t H^1_x} \leq M^* \delta_{q+1}^{\frac{1}{2}}, \tag{2.11}
\]

\[
\|u_{q+1} - u_q\|_{L^1_t L^2_x} \leq \delta_{q+2}^{\frac{1}{2}}, \tag{2.12}
\]

\[
\|u_{q+1} - u_q\|_{L^0_t W^{s, p}_x} \leq \delta_{q+2}^{\frac{1}{2}}, \tag{2.13}
\]

and

\[
\text{supp} (u_{q+1}, \tilde{R}_{q+1}) \subseteq N_{\delta_{q+2}^{\frac{1}{2}}} \left(\text{supp} \langle u_q, \tilde{R}_q \rangle\right). \tag{2.14}
\]

The proof of the main iteration theorem will occupy most parts of the present paper. It relies crucially on the gluing procedure and the approach of space-time intermittent convex integration.

2.1. Gluing stage. The first stage is to concentrate the Reynolds stress into a smaller region, which eventually enables us to concentrate the singular times into a null set with small Hausdorff dimension.

More precisely, given a well-prepared solution \((u_q, \tilde{R}_q)\) to (2.1) at level \(q\), we divide the \([0, T]\) into \(m_{q+1}\) many sub-intervals \([t_i, t_{i+1}]\) with length \(T/m_{q+1}\), where \(t_i := iT/m_{q+1}\) and \(m_{q+1}\) may depend on \((u_q, \tilde{R}_q)\).

Then, we solve the following hyperdissipative Navier-Stokes equations on each small interval \([t_i, t_{i+1} + \theta_{q+1}]\):

\[
\begin{aligned}
\partial_t v_i + \nu (-\Delta)^s v_i + (v_i \cdot \nabla) v_i + \nabla P_i &= 0, \\
\text{div} v_i &= 0, \\
v_i|_{t=t_i} &= u_q(t_i),
\end{aligned} \tag{2.15}
\]

where \(\theta_{q+1} = (T/m_{q+1})^{1/s} \eta\) satisfies that \(\eta = \eta^*\) with \(\eta^*\) as in Theorem 1.2 and

\[
\theta_{q+1}^{-30} \approx m_{q+1} \ll \lambda_{q+1}^\varepsilon, \tag{2.16}
\]

where \(\varepsilon\) is as in (2.4)-(2.5). In particular, by Lemmas 4.4 and 6.2, (2.16) indicates that the amplitudes of velocity perturbation oscillate with much weaker frequency than those of temporal and spatial building blocks.

Due to the classical local well-posedness theory, there exists a unique local smooth solution \(v_i\) to (2.15) if \(\theta_{q+1}\) is small enough (or, \(m_{q+1}\) is sufficiently large). Then, in order to construct a global approximate solution to (2.1) and concentrate the Reynolds stress into smaller subintervals, we glue these local solutions \(v_i\) together with a partition of unity \(\{\chi_i\}_i\) (see (3.35)-(3.37) below):

\[
\tilde{u}_q := \sum_{i=0}^{m_{q+1}-1} \chi_i v_i,
\]

which satisfies the equation

\[
\partial_t \tilde{u}_q + \nu (-\Delta)^s \tilde{u}_q + \text{div}(\tilde{u}_q \otimes \tilde{u}_q) + \nabla \tilde{p} = \text{div} \tilde{R}_q, \tag{2.17}
\]

for some pressure \(\tilde{p}\), and the new Reynolds stress is of form

\[
\tilde{R}_q = \partial_t \chi_i \mathcal{R}(v_i - v_{i-1}) - \chi_i (1 - \chi_i) (v_i - v_{i-1}) \otimes (v_i - v_{i-1}), \quad t \in [t_i, t_{i+1}]. \tag{2.18}
\]

where \(\mathcal{R}\) is the inverse-divergence operator given by (3.2), \(0 \leq i \leq m_{q+1} - 1\) (we let \(v_{-1} \equiv 0\)).

Note that, by the definition of \(\{\chi_i\}_i\), the new Reynolds stress \(\tilde{R}_q\) is supported on a \(\theta_{q+1}\)-neighborhood of \(t_i\) for each \(0 \leq i < m_{q+1}\). This yields that the singular set of \(\tilde{u}_q\) can be covered by \(m_{q+1}\) many small intervals of length scale \(\theta_{q+1}\), thereby having the small Hausdorff dimension. Moreover, as pointed out in [6], since \(u_q\) is already a smooth solution to (1.1) on a majority of \([0, T]\), namely the \(\theta_q\)-neighborhood of the complement of some small set \(I_q^c\), if \(t_{i-1}\) and \(t_i\) both lie in this region, one has \(\tilde{u}_q = v_{i-1} = v_i = u_q\) on
supp (χiχi−1). Thus, we can define an index set C (see (3.55) below) to extract those regions where \( \bar{u}_q \) is not necessarily an exact solution to (1.1), such that the bad set \( I_{q+1} \) of \( (\bar{u}_q, \bar{R}_q) \) is contained in \( I_q \).

Last but not least, due to the stability estimates of the local solutions to (2.15), the new Reynolds stress shares almost the same decay rate with the old one in the \( L^1_{1,x} \) space (see (3.6) below). In other words, the procedure of concentrating the Reynolds stress error only costs a loss of \( \lambda^\frac{3\alpha}{4} \) decay rate, which is acceptable in the next stage of convex integration (see also [19, p.8]).

2.2. Space-time convex integration stage. The next stage is to construct the key velocity perturbations, particularly to fulfill the interactive objectives, i.e., estimates (2.6)-(2.10). We will treat the two supercritical regimes \( A_1 \) and \( A_2 \) separately.

- **Endpoint case** \((s, \gamma, p) = (3/p + 1 - 2\alpha, \infty, p)\). For the endpoint \((s, \gamma, p) = (3/p + 1 - 2\alpha, \infty, p)\), \( \alpha \in [5/4, 2) \), we choose the intermittent jets \( W(k) \), developed in [6], as the main spatial building blocks (see (4.5) below). The intermittent jets are indexed by four parameters \((r_\perp, r_\parallel, \lambda, \mu)\), where \( r_\perp \) and \( r_\parallel \) parameterize the concentration of the flows, \( \lambda \) is the frequency parameter, and \( \mu \) is the temporal oscillation parameter. One main feature of the intermittent jet is the almost 3D intermittency, i.e.,

\[
\|W(k)\|_{L^\infty_t L^1_x} \lesssim \lambda^{-\frac{3}{4}},
\]

which succeeds in controlling the dissipativity \((-\Delta)\alpha\) when \( \alpha \leq 5/4 \), see [6].

In order to control the high viscosity \((-\Delta)^\alpha\) when \( \alpha \) is beyond the Lions exponent \( 5/4 \), we need to oscillate \( W(k) \) in time by using the temporal concentration functions (see (4.11) below), which are indexed by two parameters \((\tau, \sigma)\) and provide the additional intermittency.

The crucial constrains to run the convex integration mechanism are listed in the following:

\[
\begin{align*}
\lambda^{2\alpha - 1} r_\perp^{-\frac{3}{2}} r_\parallel^{-\frac{1}{2}} &< 1 \quad (w_{q+1}^{(p)}) \quad (2.20a) \\
\mu r_\perp^{-\frac{3}{2}} r_\parallel^{-\frac{3}{2}} &< 1 \quad \text{(Time derivative error for } w_{q+1}^{(p)}) \quad (2.20b) \\
\lambda^{2\alpha - 1} \mu^{-1} &< 1 \quad \text{(Hyperdissipativity error for } w_{q+1}^{(p)}) \quad (2.20c) \\
\lambda^{-1} r_\perp^{-1} &< 1 \quad \text{(Oscillation error for } w_{q+1}^{(p)}) \quad (2.20d) \\
\mu^{-1} \sigma &< 1 \quad \text{(Oscillation error for } u_{q+1}^{(t)}) \quad (2.20f)
\end{align*}
\]

It is important here that, in order to ensure the validity of these constrains, one shall exploit the temporal intermittency in an almost optimal way. It turns out that, the suitable temporal intermittency will roughly equal to \((4\alpha - 5)\)-dimensional spatial intermittency. In particular, the temporal intermittency almost achieves the 3D spatial intermittency when \( \alpha \) is close to 2. We show that there do exist six admissible parameters \((r_\perp, r_\parallel, \lambda, \mu, \tau, \sigma)\) and give the precise choice in (4.1) below.

- **Endpoint case** \((2\alpha/\gamma + 1 - 2\alpha, \infty, \infty)\). Regarding the other endpoint \((2\alpha/\gamma + 1 - 2\alpha, \gamma, \infty)\), \( \alpha \in [1, 2) \), one may be inclined to use the building blocks in the previous endpoint case, which, unfortunately, leads to the emptiness of the admissible parameters for the constrains \((2.20a)-(2.20f)\). This is mainly due to the presence of the \( \mu \) term in the intermittent jets, which gives rise to the restrictions \((2.20d)\) and \((2.20f)\) that contradict with each other.

Inspired by the work [19], we use the concentrated Mikado flows instead as the spatial building blocks (see (6.3) below), which are indexed by two parameters \((r_\perp, \lambda)\). We note that the \( \mu \) term and the concentration parameter \( r_\parallel \) are not involved in the concentrated Mikado flows. This permits to reduce the constrains to

\[
\begin{align*}
\lambda^{2\alpha - 1} r_\perp^{-\frac{3}{2}} &< 1 \quad (w_{q+1}^{(p)} \in L^7_t W^{s,p}_x) \quad (2.21a) \\
\sigma \lambda^{-1} r_\perp^{-\frac{3}{2}} &< 1 \quad \text{(Time derivative error for } w_{q+1}^{(p)}) \quad (2.21b) \\
\lambda^{2\alpha - 1} r_\perp^{-\frac{3}{2}} &< 1 \quad \text{(Hyperdissipativity error for } w_{q+1}^{(p)}) \quad (2.21c) \\
\lambda^{-1} r_\perp^{-1} &< 1 \quad \text{(Oscillation error for } u_{q+1}^{(p)}) \quad (2.21d)
\end{align*}
\]
The absence of the large parameter $\mu$ permits more flexibility for the choice of parameters $(r_\perp, \lambda, \tau, \sigma)$. It turns out that, there do exist four admissible parameters to fulfill the constrains $(2.21a)-(2.21d)$. Even though the Mikado flows give at most 2D intermittency, the suitable temporal building blocks would provide much more intermittency, which almost reaches 4D spatial intermittency when $\alpha$ is close to 2. The precise choice of the four parameters is given in (6.1) below.

Let us mention that, unlike the intermittent jets, the concentrated Mikado flows proved 2D intermittency, which is insufficient to handle the endpoint case $(3/p + 1 - 2\alpha, \infty, p)$. Thus, the building blocks for the endpoint $(2\alpha/\gamma + 1 - 2\alpha, \gamma, \infty)$ are not applicable to the previous endpoint case. It would be very interesting to construct the building blocks in a unified manner for both endpoints and even for the rest of critical scaling values in (1.5), which still remains open. Nevertheless, once the velocity perturbations constructed, we prove Theorems 1.2 and 1.5 by using unified arguments.

The rest structure of this paper is organized as follows. In Section 3 we use the gluing technique to construct new approximate solutions. In particular, the new Reynolds stress concentrates on smaller temporal supports. Then, Sections 4 and 5 are mainly devoted to the endpoint point case $(3/p + 1 - 2\alpha, \infty, p)$. More precisely, we first construct the velocity perturbations and prepare the important algebraic identities and analytic estimates in Section 4. Then, we treat the Reynolds stress in Section 5. The other endpoint case $(2\alpha/\gamma + 1 - 2\alpha, \gamma, \infty)$ is mainly treated in Section 6. At last, the proofs of main results are contained in Section 7. Section 8, i.e., the Appendix, contains some preliminary results used in the proof.

3. Concentrating the Reynolds Error

This section is devoted to construct a new smooth solution $(\tilde{u}_q, \tilde{R}_q)$ to (2.1). In particular, the new Reynolds stress concentrates on much smaller intervals, while still keeping the rapid decay in the space $L^1_{t,x}$. For this purpose, we divide the time interval $[0, T]$ into $m_{q+1}$ many subintervals $[t_i, t_{i+1}]$, and denote by $\theta_{q+1}$ the length scale of bad sets supporting the new Reynolds stress. The two parameters $m_{q+1}$ and $\theta_{q+1}$ are chosen in the following way

$$T/m_{q+1} = \lambda_q^{-12}, \quad \theta_{q+1} := (T/m_{q+1})^{1/\eta} \approx \lambda_q^{-4},$$

(3.1)

where $\eta$ is a small constant such that

$$0 < \frac{\eta}{2} < \eta < \eta_* < 1.$$  

Without loss of generality, we assume $m_{q+1}$ is an integer to such that the time interval is perfectly divided.

We also recall from [28] the inverse-divergence operator $\mathcal{R}$, defined by

$$(\mathcal{R} v)^{kl} := \partial_k \Delta^{-1} v^l + \partial_l \Delta^{-1} v^k - \frac{1}{2} \left( \partial_k \partial_l + \partial_l \partial_k \right) \Delta^{-1} v,$$

(3.2)

where $v$ is mean-free, i.e., $\int v \, dx = 0$. Note that, the inverse-divergence operator $\mathcal{R}$ maps mean-free functions to symmetric and trace-free matrices. Moreover, one has the algebraic identity

$$\text{div} \, \mathcal{R}(v) = 0.$$

Proposition 3.1 below is the main result of this section, which provides a new well-prepared solution $(\tilde{u}_q, \tilde{R}_q)$ to (2.1) with concentrated support set $I_{q+1}$ and much smaller length scale $\theta_{q+1}$.

Proposition 3.1. Consider $(s, p, \gamma) \in A_1$ for $\alpha \in [5/4, 2)$, or $(s, p, \gamma) \in A_2$ for $\alpha \in [1/2, 1)$. Let $(u_q, \tilde{R}_q)$ be a well-prepared smooth solution to (2.1) for some set $I_q$ and a length scale $\theta_q$. Then, there exists another well-prepared solution $(\tilde{u}_q, \tilde{R}_q)$ to (2.1) for some set $I_{q+1} \subseteq I_q$, $0 < T \notin I_{q+1}$ and the length scale $\theta_{q+1}(< \theta_q/2)$, satisfying:

$$\tilde{R}_q(t, x) = 0 \quad \text{if} \quad \text{dist}(t, I_{q+1}^c) \leq 3\theta_{q+1}/2,$$

(3.3)

$$\|\tilde{u}_q\|_{L^\infty_t H^2_x} \lesssim \lambda_q^5,$$

(3.4)

$$\|\tilde{u}_q - u_q\|_{L^\infty_t L^2_x} \lesssim \lambda_q^{-3},$$

(3.5)

$$\|\tilde{R}_q\|_{L^1_{t,x}} \lesssim \lambda_q^{-4} \delta_{q+1},$$

(3.6)

$$\|\partial_1^M \nabla^N \tilde{R}_q\|_{L^\infty_t H^2_x} \lesssim \theta_{q+1}^{-M-1} m_{q+1}^{-N} \lambda_q^5 \lesssim \theta_{q+1}^{-M-N-1} \lambda_q^5,$$

(3.7)
where the implicit constants are independent of \( q \).

3.1. **Stability estimates.** We recall the regularity estimates of the strong solutions in [6] for \( \alpha \in [1, 5/4) \), the proof there also applies to the case where \( \alpha \in [1, 2] \).

**Proposition 3.2.** ([6]) Let \( \alpha \in [1, 2) \), \( v_0 \in H^2_\alpha (T^3) \) be a mean free function and consider the Cauchy problem for (1.1) with initial data \( v|_{t=t_0} = v_0 \). If

\[
0 < t_* - t_0 \leq \frac{c}{\|v_0\|_{H^2}}
\]  

(3.8)

for some universal constant \( c \in (0, 1) \), then there exists a unique strong solution \( v \) to (1.1) on \([t_0, t_*]\) satisfying

\[
\sup_{t \in [t_0, t_*]} \|v(t)\|_{L^2}^2 + 2 \int_{t_0}^{t_*} \|v(t)\|_{H^2}^2 dt \leq \|v_0\|_{L^2}^2,
\]

(3.9)

\[
\sup_{t \in [t_0, t_*]} \|v(t)\|_{H^2} \leq 2 \|v_0\|_{H^2}.
\]

(3.10)

Moreover, if

\[
0 < t_* - t_0 \leq \frac{c}{\|v_0\|_{H^2}(1 + \|v_0\|_{L^2})^{\frac{1}{2}}}
\]

(3.11)

then it holds that for any \( N \geq 0 \) and \( M \in \{0, 1\} \),

\[
\sup_{t \in [t_0, t_*]} |t - t_0|^{\frac{3}{2} + M} \|\alpha^M \nabla^N v(t)\|_{H^2} \lesssim \|v_0\|_{H^2},
\]

(3.12)

where the implicit constant depends on \( \alpha, N, M \).

On each subinterval \([t_i, t_{i+1} + \theta_{q+1}], 0 \leq i \leq m_{q+1} - 1\), we solve the following hyperdissipative Navier-Stokes equations

\[
\begin{cases}
\partial_t v_i + \nu(-\Delta)^\alpha v_i + (v_i \cdot \nabla)v_i + \nabla P_i = 0, \\
\text{div } v_i = 0, \\
v_i|_{t=t_i} = u_q(t_i).
\end{cases}
\]

(3.13)

The existence of strong solutions to (3.13) can be guaranteed by the classical local well-posedness theory of the hyperdissipative Navier-Stokes equations. Actually, by (2.6) and (2.7), the conditions (3.8) and (3.11) are verified with \( t_* , t_0 \) replaced by \( t_{i+1} + \theta_{q+1} \) and \( t_i \), respectively. Thus, there exists a unique solution \( v_i \) to (3.13) on \([t_i, t_{i+1} + \theta_{q+1}]\).

Let \( w_i := u_q - v_i \). Then \( w_i : [t_i, t_{i+1}] \times T^3 \rightarrow \mathbb{R}^3 \) satisfies the following equations

\[
\begin{cases}
\partial_t w_i + (-\Delta)^\alpha w_i + \text{div}(v_i \otimes w_i + w_i \otimes u_q) + \nabla P_i = \text{div} \hat{R}_q, \\
\text{div } w_i = 0, \\
w_i|_{t=t_i} = 0.
\end{cases}
\]

(3.14)

Lemma 3.3 below contains the stability estimates for the solutions \( w_i \) to (3.14).

**Lemma 3.3.** (**Stability estimates**) Let \( \alpha \in [1, 2) \), \( 1 < \rho \leq 2 \) and \((u_q, \hat{R}_q)\) be the well-prepared solution to (2.1). Then, there exists a universal constant \( C \), depending only on \( \alpha \) and \( \rho \), such that the following estimates hold

\[
\|w_i\|_{L^\infty([t_i, t_{i+1} + \theta_{q+1}]; L^\rho_T)} \leq C \int_{t_i}^{t_{i+1} + \theta_{q+1}} \|\nabla \hat{R}_q(s)\|_{L^\rho_T} ds,
\]

(3.15)

\[
\|w_i\|_{L^\infty([t_i, t_{i+1} + \theta_{q+1}]; H^2)} \leq C \int_{t_i}^{t_{i+1} + \theta_{q+1}} \|\nabla \hat{R}_q(s)\|_{H^2} ds,
\]

(3.16)

\[
\|\mathcal{R} w_i\|_{L^\infty([t_i, t_{i+1} + \theta_{q+1}]; L^\rho_T)} \leq C \int_{t_i}^{t_{i+1} + \theta_{q+1}} \|\hat{R}_q(s)\|_{L^\rho_T} ds,
\]

(3.17)

where \( \mathcal{R} \) is the inverse divergence operator given by (3.2).
Proof. Without loss of generality, we may consider the case \( t_i = 0 \). Let \( \mathbb{P}_H \) denote the Helmholtz-Leray projector, i.e., \( \mathbb{P}_H = \text{id} - \nabla \Delta^{-1} \text{div} \). In order to prove (3.15), we apply the semigroup method and reformulate equation (3.14) as follows

\[
w_i(t) = \int_0^t e^{-(t-s)(-\Delta)\alpha} \mathbb{P}_H \text{div} (\hat{R}_q - v_i \otimes w_i - w_i \otimes u_q)(s)ds.
\]  
(3.18)

Applying the classical semigroup estimates (cf. [6, (3.14)]) to (3.18) we get

\[
\|w_i(t)\|_{L^\infty_t} \leq \int_0^t \|e^{-(t-s)(-\Delta)\alpha} \mathbb{P}_H \text{div} (\hat{R}_q - v_i \otimes w_i - w_i \otimes u_q)(s)\|_{L^\infty_x}ds
\]

\[
\leq C_* \int_0^t \|\nabla \hat{R}_q\|_{L^\infty_x} + (t-s)^{\frac{\alpha}{2\alpha-1}} \|v_i \otimes w_i + w_i \otimes u_q\|_{L^\infty_x}ds,
\]

for some universal constant \( C_* \) depending only on \( \rho \) and \( \alpha \).

We claim that for all \( t \in [0, t_1 + \theta_{q+1}] \),

\[
\|w_i(t)\|_{L^\infty_t} \leq 2C_* \int_0^t \|\nabla \hat{R}_q(s)\|_{L^\infty_x}ds.
\]  
(3.20)

We prove (3.20) via the bootstrap argument. First note that, (3.20) is valid for \( t = 0 \). Moreover, if (3.20) holds, we prove that the same estimate also holds with the constant \( 2C_* \) replaced by a smaller constant such as \( 3C_* / 2 \). To this end, plugging (3.20) into (3.19) we get

\[
\|w_i(t)\|_{L^\infty_t} \leq 2C_* \int_0^t \|\nabla \hat{R}_q(s)\|_{L^\infty_x}ds \left( \frac{1}{2} + C_* \left( \|v_i\|_{L^\infty_t H_x^2} + \|u_q\|_{L^\infty_t H_x^2} \right) \int_0^t (t-s)^{-\frac{\alpha}{2\alpha-1}}ds \right)
\]

\[
\leq 2C_* \int_0^t \|\nabla \hat{R}_q(s)\|_{L^\infty_x}ds \left( \frac{1}{2} + \frac{2\alpha C_*}{2\alpha - 1} t^{1 - \frac{\alpha}{2\alpha-1}} \left( \|v_i\|_{L^\infty_t H_x^2} + \|u_q\|_{L^\infty_t H_x^2} \right) \right).
\]  
(3.21)

Since \( \alpha \in (1, 2) \), for any \( t_1 \) small enough such that

\[
\frac{2\alpha C_*}{2\alpha - 1} (t_1 + \theta_{q+1})^{1 - \frac{\alpha}{2\alpha-1}} \left( \|v_i\|_{L^\infty_t H_x^2} + \|u_q\|_{L^\infty_t H_x^2} \right) \leq \frac{1}{4},
\]  
(3.22)

we have (3.20) with the constant replaced by \( 3C_* / 2 \). Concerning the left-hand-side of (3.22), using the Sobolev embedding \( H^2_x \hookrightarrow L^\infty_x \), (2.6), (3.1) and (3.10) we have

\[
\frac{2\alpha C_*}{2\alpha - 1} (t_1 + \theta_{q+1})^{1 - \frac{\alpha}{2\alpha-1}} \left( \|v_i\|_{L^\infty_t H_x^2} + \|u_q\|_{L^\infty_t H_x^2} \right) \leq 4CC_*(T/m_{q+1})^{1 - \frac{\alpha}{2\alpha-1}} \left( \|v_i\|_{L^\infty_t H_x^2} + \|u_q\|_{L^\infty_t H_x^2} \right)
\]

\[
\leq 12C_*(\lambda_q^{-12})^{\frac{1}{2} + \frac{\alpha - 1}{2\alpha}} \|u_q\|_{L^\infty_t H_x^2}
\]

\[
\leq C'(\lambda_q^{-12})^{\frac{1}{2} + \frac{\alpha - 1}{2\alpha}} \lambda_q^5 \leq C' \lambda_q^{-1},
\]  
(3.23)

for some universal constant \( C' \). Thus, (3.22) is verified for \( a \) sufficiently large such that \( C' \lambda_q^{-1} \leq 1/4 \). This yields (3.20) and so (3.15).

Regarding (3.16), since \( H^3_x \) is an algebra, using the classical semigroup estimates we get

\[
\|w_i(t)\|_{H^3_x} \leq \int_0^t \|e^{-(t-s)(-\Delta)\alpha} \mathbb{P}_H \text{div} (\hat{R}_q - v_i \otimes w_i - w_i \otimes u_q)(s)\|_{H^3_x}ds
\]

\[
\leq C_* \int_0^t \|\nabla \hat{R}_q\|_{H^3_x} + (t-s)^{\frac{\alpha}{2\alpha-1}} \|v_i \otimes w_i + w_i \otimes u_q\|_{H^3_x}ds.
\]  
(3.24)

Similarly to (3.20), we claim that for all \( t \in [0, t_1 + \theta_{q+1}] \),

\[
\|w_i(t)\|_{H^3_x} \leq 2C_* \int_0^t \|\nabla \hat{R}_q(s)\|_{H^3_x}ds.
\]  
(3.25)

Actually, plugging (3.25) into (3.24) we get

\[
\|w_i(t)\|_{H^3_x} \leq 2C_* \int_0^t \|\nabla \hat{R}_q(s)\|_{H^3_x}ds \left( \frac{1}{2} + \frac{2\alpha C_*}{2\alpha - 1} t^{1 - \frac{\alpha}{2\alpha-1}} \left( \|v_i\|_{L^\infty_t H_x^2} + \|u_q\|_{L^\infty_t H_x^2} \right) \right).
\]  
(3.26)
In view of (2.6), (3.1) and (3.10), one has
\[
\frac{2\alpha C_s}{2\alpha - 1} t^{1 - \frac{1}{p_0}} \left( \|v_t \|_{L^{\infty}_t H^2} + \|u_q \|_{L^{\infty}_t H^2} \right) \leq 6 C_s (t_1 + \theta_{q+1})^{\frac{3}{2} + \frac{2\alpha - 1}{\alpha}} \|u_q \|_{L^{\infty}_t H^2} \\
\leq C' (\lambda_q^{-12})^{\frac{3}{2} + \frac{2\alpha - 1}{\alpha}} \leq C' \lambda_q^{-1},
\] where $C'$ is a universal constant. Thus, we see that the constant in (3.25) can be improved by $3C_s/2$, by assuming $a$ sufficiently large such that $C' \lambda_q^{-1} < 1/4$, which, via the bootstrap argument yields (3.25) for all $t \in [0, t_1 + \theta_{q+1}]$, as claimed. Thus, estimate (3.16) follows.

It remains to prove (3.17). Let
\[
z := \Delta^{-1} \text{curl} w_i.
\] Note that curl$z = -w_i$, as $w_i$ is divergence free. By the boundedness of Calderón-Zygmund operators in $L^p$ spaces for $1 < p < \infty$, it holds that for any $t \in [t_i, t_{i+1}]$,
\[
\|Rw_i(t)\|_{L^p_t} \leq C_1 \|z(t)\|_{L^p_x},
\] where $C_1$ is a universal constant. Moreover, $z$ satisfies the equation (see e.g. [6, 41] for more details),
\[
\partial_t z + v_i \cdot \nabla z + (-\Delta)\alpha z = \Delta^{-1} \text{curl} \text{div} R_q + \Delta^{-1} \text{curl} \text{div} ((z \times \nabla)v_i) + \Delta^{-1} \text{div} ((z \cdot \nabla)v_i) + \Delta^{-1} \text{curl} \text{div} \left( ((z \times \nabla)u_q)^T \right),
\] which can be reformulated as follows
\[
z(t) = \int_0^t e^{-(t-s)(-\Delta)\alpha} \left( \Delta^{-1} \text{curl} \text{div} R_q + \Delta^{-1} \text{curl} \text{div} \left( ((z \times \nabla)u_q)^T \right) - \text{div}(v_i \otimes z) \right) (s) ds
\] + \int_0^t e^{-(t-s)(-\Delta)\alpha} \left( \Delta^{-1} \text{curl} \text{div} ((z \times \nabla)v_i) + \Delta^{-1} \text{div} ((z \cdot \nabla)v_i) \right) (s) ds.
\] Then, by virtue of the boundedness of Calderón-Zygmund operators in $L^p$, $\rho \in (1, 2)$, and the classical semigroup estimates, we derive
\[
\|z(t)\|_{L^p_x} \leq C_2 \left( \int_0^t \|R_q(s)\|_{L^p_t} ds + \left( \|\nabla v_i\|_{L^{\infty}_t} + \|\nabla u_q\|_{L^{\infty}_t} \right) \int_0^t \|z(s)\|_{L^p_x} ds \right)
\] + \|v_i\|_{L^{\infty}_t} \int_0^t (t - s)^{-\frac{1}{\alpha}} \|z(s)\|_{L^p_x} ds,
\] where $C_2$ is a universal constant depending only on $\rho$ and $\alpha$.

As in the case of (3.20), we claim that for any $t \in [0, t_1 + \theta_{q+1}]$,
\[
\|z(t)\|_{L^p_x} \leq 2C_2 \int_0^t \|R_q(s)\|_{L^p_t} ds.
\] For this purpose, inserting (3.32) into (3.31) we get
\[
\|z(t)\|_{L^p_x} \leq 2C_2 \int_0^t \|R_q(s)\|_{L^p_t} ds \left( \frac{1}{2} + C_4 \int_0^t \left( \|v_i\|_{L^{\infty}_t} + \|u_q\|_{L^{\infty}_t} \right) \right).
\] Then, by (2.6), (3.1), (3.10) and the Sobolev embedding,
\[
C_s t \left( \|v_i\|_{L^{\infty}_t} + \|u_q\|_{L^{\infty}_t} \right) + \frac{2\alpha C_s}{2\alpha - 1} \|v_i\|_{L^{\infty}_t}
\leq CC_s \left( (t_1 + \theta_{q+1}) \left( \|v_i\|_{L^{\infty}_t H^2} + \|u_q\|_{L^{\infty}_t H^2} \right) + 2(t_1 + \theta_{q+1})^{\frac{3}{2} + \frac{2\alpha - 1}{\alpha}} \|v_i\|_{L^{\infty}_t H^2} \right)
\leq CC_s (3(t_1 + \theta_{q+1} + 4(t_1 + \theta_{q+1})^{\frac{3}{2} + \frac{2\alpha - 1}{\alpha}}) \|u_q\|_{L^{\infty}_t H^2} \right)
\leq C' \left( \lambda_q^{-12} + (\lambda_q^{-12})^{\frac{3}{2} + \frac{2\alpha - 1}{\alpha}} \right) \lambda_q^5 \leq 2C' \lambda_q^{-1},
\] which along with (3.33) yields that for $a$ sufficiently large such that $2C' \lambda_q^{-1} < 1/4$, the constant in (3.32) can be replaced by $3C_s/2$. This yields (3.32) for all $t \in [0, t_1 + \theta_{q+1}]$, as claimed. Thus, in view of (3.28), we prove (3.17). Therefore, the proof is complete.
3.2. Temporal gluing of local solutions. From the previous section, we see that \( v_i \) is exactly the solution to the hyperdissipative Navier-Stokes equations (1.1) on each subinterval \([t_i, t_{i+1} + \theta_{q+1}], \) \( 0 \leq i \leq m_{q+1} - 1. \) Then, we glue the local solutions together in an appropriate way such that the glued solution \( \sum \chi_i v_i \) is the exact solution to (1.1) in a majority part of the time interval \([0, T], \) while the Reynolds stress error has smaller disjoint supports in time.

More precisely, we let \( \{\chi_i\}_{i=0}^{m_{q+1}-1} \) be a \( C_0^\infty \) partition of unity on \([0, T]\) such that
\[
0 \leq \chi_i(t) \leq 1, \quad \text{for} \quad t \in [0, T],
\]
for \( 0 < i < m_{q+1} - 1, \)
\[
\chi_i = \begin{cases} 
1 & \text{if } t_i + \theta_{q+1} \leq t \leq t_{i+1}, \\
0 & \text{if } t \leq t_i, \text{ or } t \geq t_{i+1} + \theta_{q+1}, 
\end{cases}
\]
and for \( i = 0, \)
\[
\chi_i = \begin{cases} 
1 & \text{if } 0 \leq t \leq t_{i+1}, \\
0 & \text{if } t \geq t_{i+1} + \theta_{q+1}, 
\end{cases}
\]
and for \( i = m_{q+1} - 1, \)
\[
\chi_i = \begin{cases} 
1 & \text{if } t_i + \theta_{q+1} \leq t \leq T, \\
0 & \text{if } t \leq t_i. 
\end{cases}
\]
Furthermore, we assume that \( \chi_i, \ 0 \leq i \leq m_{q+1} - 1, \) satisfy the following bounds,
\[
\|\partial_t^M \chi_i\|_{L_t^\infty H_x^2} \lesssim \theta_{q+1}^{-M},
\]
where the implicit constant is independent of \( \theta_{q+1} \) and \( i, M \geq 0. \)

Now, let
\[
\tilde{u}_q := \sum_{i=0}^{m_{q+1}-1} \chi_i v_i.
\]
Note that, \( \tilde{u}_q : [0, T] \times \mathbb{T}^3 \to \mathbb{R}^3 \) is divergence and mean free. Moreover, for \( t \in [t_i, t_{i+1}], \) we have
\[
\tilde{u}_q = (1 - \chi_i) v_i + \chi_i v_i,
\]
and \( \tilde{u}_q \) satisfies
\[
\partial_t \tilde{u}_q + \nu(-\Delta)^\alpha \tilde{u}_q + \text{div}(\tilde{u}_q \otimes \tilde{u}_q) + \nabla \bar{p} = \text{div} \bar{R}_q,
\]
where the new Reynolds stress is of form
\[
\bar{R}_q = \partial_t \chi_i R(q_i - v_{i-1}) - \chi_i (1 - \chi_i)((v_i - v_{i-1}) \otimes (v_i - v_{i-1})),
\]
and the pressure \( \bar{p} : [0, 1] \times \mathbb{T}^3 \to \mathbb{R} \) is given by
\[
\bar{p} = \chi_i p_i + (1 - \chi_i) p_{i-1} - \chi_i (1 - \chi_i) \left( |v_i - v_{i-1}|^2 - \int_{\mathbb{T}^3} |v_i - v_{i-1}|^2 dx \right).
\]

3.3. Proof of Proposition 3.1. Using the definition of \( \chi_i \) and \( v_i, \) (2.6) and (3.10) we get
\[
\|\tilde{u}_q\|_{L_t^\infty H_x^2} \leq \sum_i \|\chi_i v_i\|_{L_t^\infty H_x^2}
\]
\[
\leq \sup_i \left( \| (1 - \chi_i) v_{i-1}\|_{L_t^\infty(\text{supp}(\chi_i); H_x^2)} + \| \chi_i v_i\|_{L_t^\infty(\text{supp}(\chi_i); H_x^2)} \right)
\]
\[
\leq C \left( \sum_i \| \chi_i v_i\|_{L_t^\infty H_x^2} \right) \lesssim \lambda_{q+1}^5,
\]
which yields (3.4).

Regarding the estimate (3.5), using (2.8), (3.1) and (3.15) we get
\[
\|\bar{u}_q - u_q\|_{L_t^\infty L_x^2} \leq \sum_i \|\chi_i (v_i - u_q)\|_{L_t^\infty L_x^2}
\]
where \(b, \beta\) which along with the Gagliardo-Nirenberg inequality, (2.8), (2.10) and (3.17) yields that

\[
\| \partial_t \chi_i \|_{L^\infty_t} \leq \| \partial_t \chi_i \|_{L^\infty_t} \leq m_{q+1}^{-1} \| \partial_t \chi_i \|_{L^\infty_{t,x}} \leq m_{q+1}^{-1} \| \partial_t \chi_i \|_{L^\infty_{t,x}} \leq \lambda_q^{-3},
\]

(3.44)

Hence, estimate (3.5) is verified.

Concerning the \(L^1\)-estimate of the new Reynolds stress, by (3.41),

\[
\| \tilde{R}_q \|_{L^1_t x} \leq \| \partial_t \chi_i \|_{L^1_t} \| \mathcal{R}(v_i - v_i-1) \|_{L^\infty_t L^\infty_x} + \| \chi_i (1 - \chi_i) (v_i - v_i-1) \|_{L^\infty_t L^\infty_x}
\]

=: \(J_1 + J_2\).

(3.45)

Regarding the estimate of \(J_1\), we choose

\[
1 < \rho < \frac{4 \varepsilon_R + 36 + 8 \beta b}{\varepsilon_R + 36 + 8 \beta b}
\]

where \(b, \beta\) are given by (2.3) and \(\varepsilon_R\) is given by (2.10), to get

\[
J_1 \leq \sum_i \| \partial_t \chi_i \|_{L^1_t} \| \mathcal{R}(v_i - v_i-1) \|_{L^\infty_t L^\infty_x}
\]

\[
\lesssim \sum_i \| \mathcal{R}(w_i - w_i-1) \|_{L^\infty_t \chi_i \|_{L^\infty_t L^\infty_x}},
\]

which along with the Gagliardo-Nirenberg inequality, (2.8), (2.10) and (3.17) yields that

\[
J_1 \lesssim \sum_i \left( \int_{t_i}^{t_{i+1}} \| \tilde{R}_q (s) \|_{L^\infty_x} ds \right)
\]

\[
\leq \| \tilde{R}_q \|_{L^1_t x}^{1 - \frac{2(\rho-1)}{\rho}} \| \tilde{R}_q \|_{L^\infty_{t,x}}^{\frac{2(\rho-1)}{\rho}} \lesssim \lambda_q^{-\frac{2 \beta + 8}{\beta}} \delta_{q+1}
\]

(3.46)

where in the last step we chose \(a\) sufficiently large and used \(\lambda_q^{-\varepsilon_R/8}\) to absorb the implicit constant.

Concerning the estimate of \(J_2\), using (3.15) we obtain

\[
J_2 \leq \sum_i \| \chi_i - \chi_i^2 \|_{L^1_t} \| (v_i - v_i-1) \|_{L^\infty_t L^\infty_x}
\]

\[
\lesssim \sum_i \| \partial_t \chi_i (1 - \chi_i) \|_{L^\infty_t} \| w_i - w_i-1 \|_{L^\infty_t} \lesssim \sum_i \theta_{q+1} \left( \int_{t_i}^{t_{i+1}} \| \nabla \tilde{R}_q (s) \|_{L^2_x} ds \right)^2
\]

\[
\lesssim \theta_{q+1} \| \nabla \tilde{R}_q \|_{L^2_t L^1_x}^2,
\]

(3.48)

then using (2.8), (2.10) and the fact that \(\lambda_q^{-1} \ll \theta_{q+1}^{1/9}\) and \(0 < \eta < 1\) we lead to

\[
J_2 \lesssim m_{q+1}^{-1} \| \tilde{R}_q \|_{L^1_t x} \| \tilde{R}_q \|_{L^\infty_{t,x}} \leq \lambda_q^{-12/8} \delta_{q+1}^{1/4} \delta_{q+1}^{10} \leq \lambda_q^{-\varepsilon_R/8} \delta_{q+1},
\]

(3.49)

where we also chose \(a\) sufficient large and used \(\lambda_q^{-\varepsilon_R/4}\) to absorb the implicit constant.

Thus, we conclude from (3.47)-(3.49) that

\[
\| \tilde{R}_q \|_{L^1_t} \leq \lambda_q^{-\frac{14}{17}} \delta_{q+1},
\]

(3.50)

and so (3.6) is verified.

Regarding the estimate (3.7), by (3.41), for \(t \in [t_i, t_{i+1}], 0 \leq i \leq m_{q+1} - 1,\)

\[
\| \partial_t^M \nabla^N \tilde{R}_q \|_{L^\infty_t H^2_x} \leq \| \partial_t^M \nabla^N (\partial_t \chi_i \mathcal{R}(v_i - v_i-1)) \|_{L^\infty_t H^2_x}
\]

(3.51)
For the first term on the right-hand-side of (3.51), by (2.6), (3.10) and the fact that $\theta_{q+1}^{-1} \geq m_{q+1}$,
\[
\|\partial_t^M \nabla^N (\partial_t \chi_i (R(v_i - v_{i-1}))\|_{L^\infty_t H^2}^2
\lesssim \sum_{M_1 + M_2 = M} \|\partial_t^{M_1+1} \chi_i \|_{L^\infty_t} \left( \|\partial_t^{M_2} \nabla^N v_i \|_{L^\infty_t (\text{supp}(\chi_i); H^2)} + \|\partial_t^{M_2} \nabla^N v_{i-1} \|_{L^\infty_t (\text{supp}(\chi_{i-1}); H^2)} \right)
\lesssim \sum_{M_1 + M_2 = M} \theta_{q+1}^{-M_1} m_{q+1}^{M_2} \lambda_5 \lesssim \theta_{q+1}^{-M_1} m_{q+1}^{M_2} \lambda_5,
\]
where the implicit constants are independent of $i$ and $q$. In order to control the second term of (3.51), using (2.6), (3.10), (3.12) and the fact that $\theta_{q+1}^{-1} \geq m_{q+1} \geq \lambda_q^{-5}$ we obtain
\[
\|\partial_t^M \nabla^N (\chi_i (1 - \chi_i) (v_i - v_{i-1}) \nabla (v_i - v_{i-1}))\|_{L^\infty_t H^2}
\lesssim \sum_{M_1 + M_2 = M} \|\partial_t^{M_1+1} (1 - \chi_i) \|_{L^\infty_t} \|\partial_t^{M_2} \nabla^N (v_i - v_{i-1}) \|_{L^\infty_t (\text{supp}(\chi_i); H^2)}
\lesssim \sum_{M_1 + M_2 = M} \theta_{q+1}^{-M_1} \|\partial_t^{M_2} \nabla^N ((v_i - v_{i-1}) \nabla (v_i - v_{i-1}))\|_{L^\infty_t (\text{supp}(\chi_i); H^2)}
\lesssim \sum_{M_1 + M_2 = M} \theta_{q+1}^{-M_1} m_{q+1}^{M_2} \lambda_5 \lesssim \theta_{q+1}^{-M_1} m_{q+1}^{M_2} \lambda_5,
\]
where the implicit constants are independent of $i$ and $q$. Combining (3.52) and (3.53) we prove (3.7).

It remains to prove (3.3) and the well-preparedness of the $(\tilde{u}_q, \tilde{R}_q)$. By the choice of $m_q$ and $\theta_q$ in (3.1),
\[
\theta_{q+1} = \frac{\lambda_q}{2} \leq 1 - \frac{\lambda_q}{2} = \frac{1}{2} \theta_q.
\]
(3.54)

Since $(u_q, \tilde{R}_q)$ is a well-prepared solution to (2.1) for the set $I_q$ and the length scale $\theta_q$, we note that $u_q$ is an exact solution to (1.1) on the $\theta_q$-neighborhood of $I_q^\infty$. In particular, if $t_{i-1}$ and $t_i$ both lie in this region, we have that $\tilde{u}_q = v_{i-1} = v_i = u_q$ on the overlapped region $\text{supp} \chi_{i-1} \chi_i$, thus $\tilde{u}_q$ is an exact solution there.

Based on the above argument, we define the index set $C$ by
\[
C := \left\{ i \in \mathbb{Z} : 1 \leq i \leq m_{q+1} - 1 \text{ and } \tilde{R}_q \neq 0 \text{ on } [t_{i-1}, t_i + \theta_{q+1}] \cap [0, T] \right\},
\]
and choose $I_{q+1}$ in the way
\[
I_{q+1} := \bigcup_{i \in C} [t_i - 2\theta_{q+1}, t_i + 3\theta_{q+1}].
\]
(3.56)

We claim that for any $q \geq 0$,
\[
I_{q+1} \subseteq I_q.
\]
(3.57)

To this end, it is equivalent to show that for any $t_* \in I_q^\infty$, it holds that $t_* \in I_{q+1}^c$. We argue by contradiction. Suppose that $t_* \in I_{q+1}^\infty$ and $2T/m_{q+1} + \theta_{q+1} \ll \theta_q/2$, we infer that
\[
\text{dist}(t, I_q^\infty) \leq \frac{\theta_q}{2}, \quad \forall t \in [t_* - 2(T/m_{q+1}), t_* + 2(T/m_{q+1}) + \theta_{q+1}],
\]
which along with the well-preparedness of $(u_q, \tilde{R}_q)$ yields that
\[
\tilde{R}_q(t) = 0 \quad \text{for all} \quad t \in [t_* - 2(T/m_{q+1}), t_* + 2(T/m_{q+1}) + \theta_{q+1}].
\]
This leads to the contradiction with (3.58). Thus, (3.57) is proved. We next prove (3.3), i.e.,
\[
\hat{\tilde{R}}_q(t, x) = 0 \quad \text{if} \quad \text{dist}(t, I_{q+1}^c) \leq 3\theta_{q+1}/2.
\]
For this purpose, we take any $t \in [0, T]$ such that $\text{dist}(t, I_{q+1}^c) \leq 3\theta_{q+1}/2$. For
If \( t \in I_{q+1} \), by (3.56), \( t \in [t_i - 2\theta_{q+1}, t_i + 3\theta_{q+1}] \) for some \( i \in C \). Then, we have
\[
t \in [t_i - 2\theta_{q+1}, t_i - \frac{\theta_{q+1}}{2}] \quad \text{or} \quad t \in [t_i + \frac{3\theta_{q+1}}{2}, t_i + 3\theta_{q+1}].
\] (3.59)

For \( t \in [t_i - 2\theta_{q+1}, t_i - \theta_{q+1}/2] \), since \( \chi_{i-1}(t) = 1 \) and \( \partial_t \chi_{i-1}(t) = 0 \), we infer from (3.41) with \( i - 1 \) replacing \( i \) that \( \tilde{R}_q(t) = 0 \). Similarly arguments also apply to the case where \( t \in [t_i + \frac{3\theta_{q+1}}{2}, t_i + 3\theta_{q+1}] \).

If \( t \in I'_{q+1} \), then there exists \( 0 \leq j \leq m_{q+1} - 1 \), such that \( t \in [\tau_j, \tau_{j+1}] \). If \( t \in [\tau_j + \theta_{q+1}, \tau_{j+1}] \), since \( \chi_j(t) = 0 \), \( \partial_t \chi_j(t) = 0 \), we still have from (3.41) with \( j \) replacing \( i \) that \( \tilde{R}_q(t) = 0 \). For \( t \in [\tau_j, \tau_{j} + \theta_{q+1}] \), we have that \( j \notin C \), otherwise \( t \in [\tau_j - 2\theta_{q+1}, \tau_j + 3\theta_{q+1}] \subseteq I_{q+1} \). Hence, it follows from (3.55) that
\[
\tilde{R}_q = 0 \quad \text{on} \quad [\tau_{j-1}, \tau_j + \theta_{q+1}].
\]
This means that \( u_q \) solves solution to (1.1) on \([\tau_{j-1}, \tau_j + \theta_{q+1}]\). Thus, by the uniqueness in Proposition 3.2,
\[
v_{j-1} = v_j = u_q \quad \text{on} \quad [\tau_j, \tau_j + \theta_{q+1}].
\]
Plugging this into (3.41) with \( j \) replacing \( i \) we obtain \( \tilde{R}_q(t) = 0 \) and thus finish the proof of (3.3).

Therefore, the proof of Proposition 3.1 is complete. \( \square \)

4. Velocity perturbations in the supercritical regime \( A_1 \)

In this section, we mainly construct the crucial velocity perturbations whose borderline in particular includes the endpoint case where \( (s, \gamma, p) = (3/p + 1 - 2\alpha, \infty, p) \), \( \alpha \in [5/4, 2) \).

The fundamental building blocks are indexed by six parameters \( r_\bot, r_\|, \lambda, \mu, \tau \) and \( \sigma \), chosen in the following way
\[
\begin{align*}
\lambda &:= \lambda_{q+1}^{-1+2\varepsilon}, \quad \mu := \lambda_{q+1}^{-1+4\varepsilon}, \quad \lambda := \lambda_{q+1}, \quad \mu := \lambda_{q+1}^{2\alpha-1+2\varepsilon}, \quad \tau := \lambda_{q+1}^{4\alpha-5+11\varepsilon}, \quad \sigma := \lambda_{q+1}^{2\varepsilon},
\end{align*}
\] (4.1)
where \( \varepsilon \) is a sufficiently small constant satisfying (2.4).

We note that, the parameters are chosen in this way, in order to control both the strong dissipativity and oscillation errors as shown in the constrains (2.20a)-(2.20f).

4.1. Spatial building blocks. We use the intermittent jets, first introduced in [6], as the basic spatial building blocks. More precisely, we let \( \Phi : \mathbb{R}^2 \to \mathbb{R} \) be a smooth cut-off function supported on a ball of radius \( 1 \) and normalize \( \Phi \) such that \( \phi := -\Delta \Phi \) satisfies
\[
\frac{1}{4\pi^2} \int_{\mathbb{R}^2} \phi^2(x)dx = 1.
\] (4.2)

Moreover, let \( \psi : \mathbb{R} \to \mathbb{R} \) be a smooth and mean-zero function, satisfying
\[
\frac{1}{2\pi} \int_{\mathbb{R}} \psi^2(x)dx = 1, \quad \text{supp} \psi \subseteq [-1, 1].
\] (4.3)

The corresponding rescaled cut-off functions are defined by
\[
\phi_{r_\|}(x) := r_\|^{-1} \phi \left( \frac{x}{r_\|} \right), \quad \Phi_{r_\|}(x) := r_\|^{-1} \Phi \left( \frac{x}{r_\|} \right), \quad \psi_{r_\|}(x) := r_\|^{-\frac{1}{2}} \psi \left( \frac{x}{r_\|} \right).
\]

With this scaling, \( \phi_{r_\|} \) is supported in the ball of radius \( r_\| \) in \( \mathbb{R}^2 \) and \( \psi_{r_\|} \) is supported in the ball of radius \( r_\| \) in \( \mathbb{R} \). By an abuse of notation, we periodize \( \phi_{r_\perp}, \Phi_{r_\perp} \) and \( \psi_{r_\perp} \) so that \( \phi_{r_\perp}, \Phi_{r_\perp} \) are treated as periodic functions defined on \( \mathbb{T}^2 \) and \( \psi_{r_\perp} \) is treated as a periodic function defined on \( \mathbb{T} \).

Let \( \Lambda \subset S^2 \cap \mathbb{Q}^3 \) be the wavevector set as in the Geometrical Lemma 8.1, and let \( (k, k_1, k_2) \) be the orthonormal bases for every \( k \in \mathbb{A} \).

The intermittent jets are defined by
\[
W_{(k)} := \psi_{r_\|}(\lambda r_\perp N_{\Lambda}(k_1 \cdot x + \mu t)) \phi_{r_\perp}(\lambda r_\perp N_{\Lambda} k \cdot (x - \alpha_k), \lambda r_\perp N_{\Lambda} k_2 \cdot (x - \alpha_k))) k_1, \quad k \in \mathbb{A}.
\]

Here, \( N_{\Lambda} \) is given by (8.2). The parameters \( r_\| \) and \( r_\perp \) measure the concentration effect of the intermittent jets, and \( \mu \) is the temporal oscillation parameter. The shifts \( \alpha_k \in \mathbb{R}^3 \) are chosen suitably such that \( W_{(k)} \) and \( W_{(k')} \) have disjoint supports if \( k \neq k' \). The existence of such \( \alpha_k \) can be guaranteed by taking \( r_\perp \) sufficiently small (see, e.g., [11]).
Then, by straightforward computations,

\[ r = \psi_{(k_1)}(x) := \psi_{\tau_1}(\lambda r_{\perp} N_{\lambda}(k_1 \cdot x + \mu)), \]

\[ \phi_{(k)}(x) := \phi_{\tau_1}(\lambda r_{\perp} N_{\lambda}k \cdot (x - \alpha_\kappa), \lambda r_{\perp} N_{\lambda}k_2 \cdot (x - \alpha_\kappa)), \]

\[ \Phi_{(k)}(x) := \Phi_{\tau_1}(\lambda r_{\perp} N_{\lambda}k \cdot (x - \alpha_\kappa), \lambda r_{\perp} N_{\lambda}k_2 \cdot (x - \alpha_\kappa)), \]

and thus

\[ W_{(k)} = \psi_{(k_1)} \phi_{(k)} k_1, \quad k \in \Lambda. \]  

Because \( W_{(k)} \) is not divergence-free, we also need the corrector

\[ \tilde{W}_{(k)} := \frac{1}{\lambda^2 N_{\lambda}} \nabla \psi_{(k_1)} \times \text{curl}(\Phi_{(k)} k_1) \]  

and let

\[ W_{(k)} := \frac{1}{\lambda^2 N_{\lambda}} \psi_{(k_1)} \Phi_{(k)} k_1. \]  

Then, by straightforward computations,

\[ W_{(k)} + \tilde{W}_{(k)} = \text{curl}\left( \frac{1}{\lambda^2 N_{\lambda}} \psi_{(k_1)} \Phi_{(k)} k_1 \right) = \text{curl} \tilde{W}_{(k)}, \]

which yields that

\[ \text{div}(W_{(k)} + \tilde{W}_{(k)}) = 0. \]  

Lemma 4.1 below contains the key estimates of the intermittent jets.

**Lemma 4.1 (Estimates of intermittent jets, [11]).** For \( p \in [1, \infty] \), \( N, M \in \mathbb{N} \), we have

\[ \| \nabla^N \partial_t^M \psi_{(k_1)} \|_{C_t L^p_x} \lesssim r_{\perp}^{-\frac{1}{2} - \frac{1}{2p}} \left( \frac{r_{\perp} \lambda}{r_{\parallel}} \right)^N \left( \frac{r_{\perp} \lambda \mu}{r_{\parallel}} \right)^M, \]

\[ \| \nabla^N \phi_{(k)} \|_{L^p_x} + \| \nabla^N \Phi_{(k)} \|_{L^p_x} \lesssim r_{\perp}^{\frac{3}{2} - 1} \lambda^N, \]

where the implicit constants are independent of \( r_{\perp}, r_{\parallel}, \lambda \) and \( \mu \). Moreover, it holds that

\[ \| \nabla^N \partial_t^M W_{(k)} \|_{C_t L^p_x} + r_{\perp} \| \nabla^N \partial_t^M \tilde{W}_{(k)} \|_{C_t L^p_x} + \lambda^2 \| \nabla^N \partial_t^M W_{(k)} \|_{C_t L^p_x} \]

\[ \lesssim r_{\perp}^{\frac{3}{2} - 1} r_{\parallel}^{\frac{1}{2} - \frac{1}{2p}} \left( \frac{r_{\perp} \lambda \mu}{r_{\parallel}} \right)^M, \quad k \in \Lambda, \]

where the implicit constants are independent of \( r_{\perp}, r_{\parallel}, \lambda \) and \( \mu \).

### 4.2. Temporal building blocks.

As already seen in the previous sections, the space \( C_t L^2_\sigma \) is not a suitable candidate to construct non-unique solutions for the hyperdissipative NSE (1.1) when \( \alpha \geq 5/4 \), due to the well-posedness results [55].

The keypoint in the current case is to exploit the temporal intermittency through suitable temporal building blocks. These temporal building blocks are indexed by two additional parameters \( \tau \) and \( \sigma \), which particularly parameterize the concentration and oscillation in time. In particular, in view of the choice (4.1), the strength of temporal oscillation is proportionate to the viscosity of the fluid, and almost provides the 3D spatial intermittency when the high dissipation exponent \( \alpha \) is close to 2.

More precisely, as in [19], we choose \( g \in C^\infty_c([0, T]) \) as a cut-off function such that

\[ \int_0^T g^2(t) dt = 1, \]

and then rescale \( g \) by

\[ g_{\tau}(t) = \frac{\tau^{\frac{1}{2}}}{g(\tau t)}, \]

(4.13)
where the parameter $\tau$ is given by (4.1). By an abuse of notation, we periodic $g_\tau$ such that it is treated as a periodize function defined on $[0,T]$. Then, let
\begin{equation}
    h_\tau(t) := \int_0^t \left( g_s^2(s) - 1 \right) ds, \quad t \in [0,T],
\end{equation}
and set
\begin{equation}
    g_\tau := g_\tau(\sigma t), \quad h_\tau(t) := h_\tau(\sigma t),
\end{equation}
when $\sigma$ is as in (4.1). We note that, $h_\tau(\tau)$ satisfies
\begin{equation}
    \partial_t (\sigma^{-1} h_\tau) = g_\tau^2 - 1 = g_\tau^2 - \int_0^T g_\tau^2(t) dt.
\end{equation}
It will be used in the construction of the temporal corrector $w^{(o)}_{q+1}$, in order to balance the high temporal frequency error in (4.33).

We recall from [18, 53] the crucial estimates of $g_\tau$ and $h_\tau$, which are the contents of Lemma 4.2 below.

**Lemma 4.2 (Estimates of temporal intermittency).** For $\gamma \in [1, \infty]$, $M \in \mathbb{N}$, we have
\begin{equation}
    \|g_M^\gamma g_\tau\|_{L^1_T} \lesssim \sigma^M \gamma^{M+\frac{1}{2} - \frac{1}{\gamma}},
\end{equation}
where the implicit constants are independent of $\sigma$ and $\tau$. Moreover, we have
\begin{equation}
    \|h_\tau\|_{C_{i+1}} \leq 1.
\end{equation}

**Remark 4.3.** Let us mention that, the temporal building blocks for MHD in [53] provide the almost 1D intermittency, namely, $\tau \sim \lambda_{q+1}^{\frac{1}{q}}$. Here, for the hyperdissipative NSE when $\alpha$ is close to 2, we need to oscillate the temporal building blocks in a much larger frequency, which provides the almost 3D spatial intermittency, i.e., $\tau \sim \lambda_{q+1}^{\frac{1}{q}}$.

### 4.3. Velocity perturbations

Below we construct the velocity perturbation, which mainly consist of the principal perturbation, the incompressibility corrector and two temporal correctors.

For this purpose, let us first construct the amplitudes of perturbations, which are important to provide the cancellation between the low frequency part of the nonlinearity and the old Reynolds stress.

**Amplitudes.** Let $\chi : [0, \infty) \to \mathbb{R}$ be a smooth cut-off function satisfying
\begin{equation}
    \chi(z) = \begin{cases} 
    1, & 0 \leq z \leq 1, \\
    z, & z \geq 2,
    \end{cases}
\end{equation}
and
\begin{equation}
    \frac{1}{2} \leq \chi(z) \leq 2 \quad \text{for} \quad z \in (1, 2).
\end{equation}
Set
\begin{equation}
    \varrho(t,x) := 2 \varepsilon_u^{-1} \lambda_q^{-\frac{2\mu}{p}} \delta_{q+1} \chi \left( \frac{\hat{R}_q(t,x)}{\lambda_q^{-\frac{2\mu}{p}} \delta_{q+1}} \right),
\end{equation}
where $\varepsilon_u > 0$ is the small constant as in the Geometric Lemma 8.1. By (4.19), (4.20) and (4.21),
\begin{equation}
    \left| \frac{\hat{R}_q}{\varrho} \right| = \left| \frac{\hat{R}_q}{2 \varepsilon_u^{-1} \lambda_q^{-\frac{2\mu}{p}} \delta_{q+1} \chi (\lambda_q^{-\frac{2\mu}{p}} \delta_{q+1} |\hat{R}_q|)} \right| \leq \varepsilon_u,
\end{equation}
and for any $p \in [1, \infty]$,
\begin{equation}
    \varrho \geq \varepsilon_u^{-1} \lambda_q^{-\frac{2\mu}{p}} \delta_{q+1},
\end{equation}
\begin{equation}
    \|\varrho\|_{L^p_T} \lesssim \varepsilon_u^{-1} (\lambda_q^{-\frac{2\mu}{p}} + \|\hat{R}_q\|_{L^p_T}).
\end{equation}
Moreover, by (3.7), (4.23) and the standard H"older estimate (see [7, (130)]), for $1 \leq N \leq 9$,
\begin{equation}
    \|\varrho\|_{C^2_{i+1}} \lesssim \theta_{q+1}^{-2}, \quad \|\varrho\|_{C^N_{i+1}} \lesssim \theta_{q+1}^{-3N},
\end{equation}
(4.25)
\[ \parallel g^{1/2} \parallel_{C_{t,x}} \lesssim \theta_{q+1}^{-1}, \quad \parallel g^{-1/2} \parallel_{C_{t,x}} \lesssim \theta_{q+1}^{-3N} \]  \tag{4.26}

\[ \parallel g^{-1} \parallel_{C_{t,x}} \lesssim \theta_{q+1}^{-1}, \quad \parallel g^{-1} \parallel_{C_{t,x}} \lesssim \theta_{q+1}^{-3N} ; \tag{4.27} \]

where the implicit constants are independent of \( \lambda_q, \delta_{q+1} \) and \( \theta_{q+1} \).

In order to guarantee the temporal support of the perturbations to be compatible with that of the concentrated Reynolds stress \( \tilde{R}_q \) in §3, we use the smooth temporal cut-off function \( f : [0, T] \rightarrow [0, 1] \), satisfying

- \( 0 \leq f \leq 1 \) and \( f = 1 \) on \( \text{supp} \tilde{t} \tilde{R}_q \);
- \( \text{supp} \tilde{t} \tilde{f} \subseteq N\theta_{q+1/2}(\text{supp} \tilde{t} \tilde{R}_q) \);
- \( \parallel f \parallel_{C_t} \lesssim \theta_{q+1}^{-1} \), \( 1 \leq N \leq 9 \).

Now, we define the amplitudes of the perturbations by

\[ a_{(k)}(t, x) := g^{1/2}(t, x)f(t)\gamma_{(k)} \left( \text{Id} - \frac{\tilde{R}_q(t, x)}{\tilde{g}(t, x)} \right), \quad k \in \Lambda, \tag{4.28} \]

where \( \gamma_{(k)} \) and \( \Lambda \) are as in is the Geometric Lemma 8.1.

Applying the Geometric Lemma 8.1 and using the expression (4.28) we have the following algebraic identity, which enables us to reduce the effect of the concentrated Reynolds stress (see also (4.33) below)

\[ \sum_{k \in \Lambda} a_{(k)}^2 g_{(r)}^2 W_k \otimes W_k = g f^2 \text{Id} - \tilde{R}_q + \sum_{k \in \Lambda} a_{(k)}^2 g_{(r)}^2 \mathbb{P}_{\neq 0}(W_k \otimes W_k) \]

\[ + \sum_{k \in \Lambda} a_{(k)}^2 (g_{(r)}^2 - 1) \int_{T^3} W_k \otimes W_k \, dx, \tag{4.29} \]

where \( \mathbb{P}_{\neq 0} \) denotes the spatial projection onto nonzero Fourier modes. We also have the analytic estimates of the amplitudes below, the proof is similar to that of [53].

**Lemma 4.4** (Estimates of amplitudes, [53]). For \( 1 \leq N \leq 9, \ k \in \Lambda \), we have

\[ \parallel a_{(k)} \parallel_{L^1_{t,x}} \lesssim \delta_{q+1}, \tag{4.30} \]

\[ \parallel a_{(k)} \parallel_{C_{t,x}} \lesssim \theta_{q+1}^{-1}, \quad \parallel a_{(k)} \parallel_{C_{t,x}} \lesssim \theta_{q+1}^{-7N}, \tag{4.31} \]

where the implicit constants are independent of \( g \).

**Velocity perturbations.** We are now in stage to construct the velocity perturbations. In the sequel, we will define their principal part, the incompressibility corrector and two types of temporal correctors.

First, the principal part \( w_{q+1}^{(p)} \) of the velocity perturbations is defined by

\[ w_{q+1}^{(p)} := \sum_{k \in \Lambda} a_{(k)} g_{(r)} W_k, \tag{4.32} \]

where \( a_{(k)} \) is the amplitude given by (4.28) and \( W_k, g_{(r)} \) are the spatial and temporal building blocks, respectively, constructed in (4.5) and (4.15).

The important fact here is that, by (4.29), the effect of the concentrated Reynolds stress can be reduced by the zero frequency part of \( w_{q+1}^{(p)} \otimes w_{q+1}^{(p)} \):

\[ w_{q+1}^{(p)} \otimes w_{q+1}^{(p)} + \tilde{R}_q = g f^2 \text{Id} + \sum_{k \in \Lambda} a_{(k)}^2 g_{(r)}^2 \mathbb{P}_{\neq 0}(W_k \otimes W_k) \]

\[ + \sum_{k \in \Lambda} a_{(k)}^2 (g_{(r)}^2 - 1) \int_{T^3} W_k \otimes W_k \, dx. \tag{4.33} \]

Because the principal part of perturbation is not divergence free, we need the incompressibility corrector defined by

\[ w_{q+1}^{(c)} := \sum_{k \in \Lambda} g_{(r)} \left( \nabla a_{(k)} \times W_k^e \right) + \nabla \left( a_{(k)} \times \text{curl} W_k^e + a_{(k)} \tilde{W}_k^e \right), \tag{4.34} \]
where \( W_{c(k)}^c \) and \( \tilde{W}_k^c \) are given by (4.7) and (4.6), respectively. Note that, one has

\[
w_{q+1}^{(p)} + w_{q+1}^{(c)} = \text{curl} \left( \sum_{k \in \Lambda} a_{(k)g_{(\tau)}} W_{(k)}^c \right),
\]

and thus,

\[
\text{div}(w_{q+1}^{(p)} + w_{q+1}^{(c)}) = 0.
\]

Furthermore, in order to balance the high spatial and temporal frequency errors in (4.33), we introduce another two types of temporal correctors as follows:

- **Temporal corrector to balance spatial oscillations.** We define the temporal corrector \( w_{q+1}^{(t)} \) by

\[
w_{q+1}^{(t)} := -\mu^{-1} \sum_{k \in \Lambda} P_H P \neq 0 \left( a_{(k)g_{(\tau)}}^2 \psi_{(k)}^2 \phi_{(k)}^2 k_1 \right).
\]

It is introduced mainly to handle the high spatial frequency oscillations in (4.33), namely, by Leibniz’s rule,

\[
\partial_t w_{q+1}^{(t)} + \sum_{k \in \Lambda} P \neq 0 \left( a_{(k)g_{(\tau)}}^2 \text{div}(W_{(k)} \otimes W_{(k)}) \right) = (\nabla \Delta^{-1} \text{div}) \mu^{-1} \sum_{k \in \Lambda} P \neq 0 \partial_t \left( a_{(k)g_{(\tau)}}^2 \psi_{(k)}^2 \phi_{(k)}^2 k_1 \right)
\]

\[
- \mu^{-1} \sum_{k \in \Lambda} P \neq 0 \left( \partial_t \left( a_{(k)g_{(\tau)}}^2 \psi_{(k)}^2 \phi_{(k)}^2 k_1 \right) \right).
\]

We note that, \( \partial_t w_{q+1}^{(t)} \) cancels the large spatial frequency of \( \text{div}(W_{(k)} \otimes W_{(k)}) \) on the left-hand-side above. The remaining terms include the low spatial frequency part \( \partial_t (a_{(k)g_{(\tau)}}^2) \) and the pressure term, where the latter can be removed later by applying the Helmholtz-Leray projector \( P_H \).

- **Temporal corrector to balance temporal oscillations.** Another type of the temporal corrector is defined by

\[
w_{q+1}^{(o)} := -\sigma^{-1} \sum_{k \in \Lambda} P_H P \neq 0 \left( h_{(\tau)} \int_{T^3} W_{(k)} \otimes W_{(k)} d\nabla(a_{(k)}^2) \right),
\]

which is used to balance the high temporal frequency oscillations in (4.33), due to the presence of the temporal oscillation function \( g_{(\tau)} \). More precisely, by (4.14), (4.39) and the Leibniz rule,

\[
\partial_t w_{q+1}^{(o)} + \sum_{k \in \Lambda} P \neq 0 \left( (g_{(\tau)}^2 - 1) \int_{T^3} W_{(k)} \otimes W_{(k)} d\nabla(a_{(k)}^2) \right)
\]

\[
= (\nabla \Delta^{-1} \text{div}) \sigma^{-1} \sum_{k \in \Lambda} P \neq 0 \partial_t \left( h_{(\tau)} \int_{T^3} W_{(k)} \otimes W_{(k)} d\nabla(a_{(k)}^2) \right)
\]

\[
- \sigma^{-1} \sum_{k \in \Lambda} P \neq 0 \left( h_{(\tau)} \int_{T^3} W_{(k)} \otimes W_{(k)} d\partial_t \nabla(a_{(k)}^2) \right).
\]

We note that, modulating the harmless pressure term, the right-hand-side contains the low frequency part \( \partial_t \nabla(a_{(k)}^2) \), which is acceptable in the convex integration scheme. Hence, the high temporal frequencies in the term \( (g_{(\tau)}^2 - 1) \) have been cancelled with the help of the temporal corrector \( \partial_t w_{q+1}^{(o)} \).

Now, we define the velocity perturbation \( w_{q+1} \) at level \( q+1 \) by

\[
w_{q+1} := w_{q+1}^{(p)} + w_{q+1}^{(c)} + w_{q+1}^{(t)} + w_{q+1}^{(o)}.
\]

By the constructions above, \( w_{q+1} \) is mean-free and divergence-free.

The velocity field at level \( q+1 \) is then defined by

\[
u_{q+1} := \tilde{u}_q + w_{q+1},
\]

where \( \tilde{u}_q \) is defined in (3.39) by the gluing stage.

We summarize the crucial estimates of velocity perturbations in Lemma 4.5 below.
Lemma 4.5 (Estimates of velocity perturbations). For any \( \rho \in (1, \infty), \gamma \in [1, \infty] \) and integers \( 0 \leq N \leq 7 \), we have the following estimates:
\[
\| \nabla^N u_{q+1}^{(p)} \|_{L^r_t L^s_x} \lesssim \theta_{q+1}^{-1} \lambda^N r_{\perp}^{\nu} \tau^{1/2 - \frac{1}{r}} - \frac{5}{r} + \frac{1}{s}, \tag{4.43}
\]
\[
\| \nabla^N u_{q+1}^{(c)} \|_{L^r_t L^s_x} \lesssim \theta_{q+1}^{-1} \lambda^N r_{\perp}^{\nu} \tau^{1/2 - \frac{1}{r}} - \frac{1}{s}, \tag{4.44}
\]
\[
\| \nabla^N u_{q+1}^{(f)} \|_{L^r_t L^s_x} \lesssim \theta_{q+1}^{-2} \lambda^N \mu^{-1} r_{\perp}^{1/2} - \frac{5}{r} - \tau^{1/2 - \frac{1}{r}}, \tag{4.45}
\]
\[
\| \nabla^N u_{q+1}^{(o)} \|_{L^r_t L^s_x} \lesssim \theta_{q+1}^{-7N-9} \sigma^{-1}, \tag{4.46}
\]
where the implicit constants depend only on \( N, \gamma \) and \( \rho \). In particular, for integrals \( 1 \leq N \leq 7 \), we have,
\[
\| u_{q+1}^{(p)} \|_{L^r_t H^N_x} + \| u_{q+1}^{(c)} \|_{L^r_t H^N_x} + \| u_{q+1}^{(f)} \|_{L^r_t H^N_x} + \| u_{q+1}^{(o)} \|_{L^r_t H^N_x} \lesssim \lambda^{N+2}, \tag{4.47}
\]
\[
\| \partial_t u_{q+1}^{(p)} \|_{L^r_t H^N_x} + \| \partial_t u_{q+1}^{(c)} \|_{L^r_t H^N_x} + \| \partial_t u_{q+1}^{(f)} \|_{L^r_t H^N_x} + \| \partial_t u_{q+1}^{(o)} \|_{L^r_t H^N_x} \lesssim \lambda^{N+6}, \tag{4.48}
\]
where the implicit constants are independent of \( \lambda \).

Proof. First, using (4.12), (4.17), (4.32) and Lemma 4.4 we have that for any \( \rho \in (1, \infty), \)
\[
\| \nabla^N u_{q+1}^{(p)} \|_{L^r_t L^s_x} \lesssim \sum_{k \in \Lambda} \sum_{N_1 + N_2 = N} \| a(k) \|_{C^N_{12}} \| g(\tau) \|_{L^r_t} \| \nabla^N W(k) \|_{C_i L^s_x} \lesssim \theta_{q+1}^{-1} \lambda^N r_{\perp}^{\nu} \tau^{1/2 - \frac{1}{r}} - \frac{1}{s}, \tag{4.43}
\]
which verifies (4.43).

Moreover, by (2.3), (3.1), (4.12), (4.34) and Lemma 4.4,
\[
\| \nabla^N u_{q+1}^{(c)} \|_{L^r_t L^s_x} \lesssim \sum_{k \in \Lambda} \| g(\tau) \|_{L^r_t} \sum_{N_1 + N_2 = N} \left( \| a(k) \|_{C^N_{12}} \| \nabla^N W(k) \|_{C_i L^s_x} + \| a(k) \|_{C^N_{12}} \| \nabla^N W(k) \|_{C_i L^s_x} \right) \lesssim \sum_{N_1 + N_2 = N} \tau^{1/2 - \frac{1}{r}} \left( \theta_{q+1}^{-7N+1} \lambda^{N-2} r_{\perp}^{\nu} \tau^{1/2 - \frac{1}{r}} + \theta_{q+1}^{-7N+1} \lambda^{N+2} r_{\perp}^{\nu} \tau^{1/2 - \frac{1}{r}} \right) \lesssim \theta_{q+1}^{-1} \lambda^N r_{\perp}^{\nu} \tau^{1/2 - \frac{1}{r}} - \frac{1}{s}, \tag{4.44}
\]
Thus, we obtain (4.44).

Concerning the temporal correctors, in view of (4.31), (4.37), Lemmas 4.1, 4.2, 4.4 and the boundedness of operators \( \mathbb{F}_\rho \), \( \rho \in (1, \infty) \), we infer that
\[
\| \nabla^N u_{q+1}^{(f)} \|_{L^r_t L^s_x} \lesssim \mu^{-1} \sum_{k \in \Lambda} \| g(\tau) \|_{L^r_t} \sum_{N_1 + N_2 + N_3 = N} \| \nabla^N (a(k)) \|_{C_i L^s_x} \| \nabla^N W(k)_{123} \|_{C_i L^s_x} \| \nabla^N W(k)_{123} \|_{C_i L^s_x} \lesssim \mu^{-1} \tau^{1/2 - \frac{1}{r}} \sum_{N_1 + N_2 + N_3 = N} \theta_{q+1}^{-7N+2} \lambda^{N+2} r_{\perp}^{\nu} \tau^{1/2 - \frac{1}{r}} \lesssim \theta_{q+1}^{-1} \lambda^N r_{\perp}^{\nu} \tau^{1/2 - \frac{1}{r}} - \frac{1}{s}, \tag{4.45}
\]
which yields (4.45).

In view of (4.39), (4.18) and Lemma 4.4, we also have
\[
\| \nabla^N u_{q+1}^{(o)} \|_{L^r_t L^s_x} \lesssim \sigma^{-1} \sum_{k \in \Lambda} \| h(\tau) \|_{C_i} \| \nabla^N (a(k)) \|_{C_i L^s_x} \lesssim \theta_{q+1}^{-7N+9} \sigma^{-1}.
\]

Regarding the \( L^r_t H^N_x - \)estimate of velocity perturbations, using estimates (4.43)-(4.46) we get
\[
\| u_{q+1}^{(p)} \|_{L^r_t H^N_x} + \| u_{q+1}^{(c)} \|_{L^r_t H^N_x} + \| u_{q+1}^{(f)} \|_{L^r_t H^N_x} + \| u_{q+1}^{(o)} \|_{L^r_t H^N_x} \lesssim \theta_{q+1}^{-1} \lambda^N r_{\perp}^{\nu} \tau^{1/2 - \frac{1}{r}} + \theta_{q+1}^{-2} \lambda^N \mu^{-1} r_{\perp}^{1/2} - \frac{5}{r} - \tau^{1/2 - \frac{1}{r}} + \theta_{q+1}^{-7N+9} \sigma^{-1} \lesssim \theta_{q+1}^{-1} \lambda^{N+2} \tau^{1/2 - \frac{1}{r}} + \theta_{q+1}^{-2} \lambda^{N+2} \mu^{-1} r_{\perp}^{1/2} - \frac{5}{r} - \tau^{1/2 - \frac{1}{r}} + \theta_{q+1}^{-7N+9} \sigma^{-1} \lesssim \theta_{q+1}^{-1} \lambda^{N+2} \tau^{1/2 - \frac{1}{r}} + \theta_{q+1}^{-2} \lambda^{N+2} \mu^{-1} r_{\perp}^{1/2} - \frac{5}{r} - \tau^{1/2 - \frac{1}{r}} + \theta_{q+1}^{-7N+9} \sigma^{-1}.
\]
Arguing as above and using (2.3), (4.1), (4.16) and Lemma 4.2 we have

\[ \| \partial_t w_{q+1}^{(p)} \|_{L^\infty H^N} \lesssim \sum_{k \in A} \| a_k \|_{C^N_{t,x}} \sum_{M_1 + M_2 = 1} \| \partial_t^{M_1} g(\tau) \|_{L^\infty} \| \partial_t^{M_2} W(\tau) \|_{L^\infty H^N} \lesssim \sum_{M_1 + M_2 = 1} \theta_{q+1}^{-T} M_1 + \frac{1}{2} \Lambda^N \left( \frac{r_\perp \lambda \mu}{r_{\parallel}} \right)^{M_2} \lesssim \theta_{q+1}^{-T} M_1 + \frac{1}{2} \mu \tau^{\frac{1}{2}} \]  

Thus equation (4.49) follows.

Moreover, using the boundedness of \( \mathbb{P}_H \mathbb{P}_{\neq 0} \) in \( H^N_x \) and applying Lemmas 4.1, 4.2 and 4.4 we get

\[ \| \partial_t w_{q+1}^{(c)} \|_{L^\infty H^N_x} \lesssim \mu^{-1} \sum_{k \in A} \| a_k \|_{C^N_{t,x}} \sum_{M_1 + M_2 = 1} \| \partial_t^{M_1} g(\tau) \|_{L^\infty} \sum_{0 \leq N_1 + N_2 \leq N} \| \partial_t^{M_1} \nabla \psi_{\{k_1\}} \|_{L^\infty} \| \nabla^2 \phi_{\{k_2\}} \|_{L^\infty L^2} \lesssim \sum_{M_1 + M_2 = 1} \theta_{q+1}^{-T} \mu^{-1} M_1 + \frac{1}{2} \Lambda^N \left( \frac{r_\perp \lambda \mu}{r_{\parallel}} \right)^{M_2} \lesssim \theta_{q+1}^{-T} \mu^{1} \tau^{\frac{1}{2}}. \]  

Thus equation (4.50) follows.

Arguing as above and using (2.3), (4.1), (4.16) and Lemma 4.2 we have

\[ \| \partial_t w_{q+1}^{(o)} \|_{L^\infty H^N} \lesssim \sigma^{-1} \sum_{k \in A} \| a_k \|_{C^N_{t,x}} \sum_{M_1 + M_2 = 1} \| \partial_t^{M_1} \nabla (a_k^2) \|_{L^\infty} \lesssim \sum_{M_1 + M_2 = 1} \sigma^{M_1 + M_2} \theta_{q+1}^{-9T} \lesssim \theta_{q+1}^{-T}. \]  

Therefore, taking into account that \( \theta_{q+1}^{-T} \ll \Lambda^T \) and \( 0 < \tau \leq 1/20 \), we conclude that

\[ \| \partial_t w_{q+1}^{(p)} \|_{L^\infty H^N} + \| \partial_t w_{q+1}^{(o)} \|_{L^\infty H^N} + \| \partial_t w_{q+1}^{(c)} \|_{L^\infty H^N} \lesssim \theta_{q+1}^{-7N-64} + \theta_{q+1}^{-7N-21} + \theta_{q+1}^{-7N-9} + \theta_{q+1}^{-7N-9} + \theta_{q+1}^{-T} + \theta_{q+1}^{-7N-9} \lesssim \lambda^{N+6}, \]

which yields (4.48). Therefore, the proof of Lemma 4.5 is complete. \( \square \)
4.4. Verification of inductive estimates for velocity perturbations. As a direct consequence of these estimates, we are now ready to verify the inductive estimates (2.6), (2.7), (2.11)-(2.13) for the velocity perturbations.

First, in order to derive the decay of $L^2_t \times \mathbb{T}^d$-norms of the velocity perturbations, since $a_{(k)}$ has compact supports on $[0, T] \times \mathbb{T}^d$, it can be regarded as a periodic function on $\mathbb{T}^d$. We apply the $L^p$ decorrelation Lemma 8.2 with $f = a_{(k)}$, $g = g(\tau)\psi_{(k)}\phi_{(k)}$, $\sigma = \lambda^{2\varepsilon}$ and then use (2.2), (2.3) and Lemmas 4.1, 4.2 and 4.4 to get

$$
\|w^{(p)}_{q+1}\|_{L^2_t} \lesssim \sum_{k \in A} \left( \|a_{(k)}\|_{L^2_t} \|g(\tau)\|_{L^2_t} \|\psi_{(k)}\phi_{(k)}\|_{C_t} \right)
+ \sigma^{-\frac{1}{2}} \|a_{(k)}\|_{C_t} \|g(\tau)\|_{L^2_t} \|\psi_{(k)}\phi_{(k)}\|_{C_t} \|L^2_t \|
\lesssim \delta_{q+1}^{\frac{1}{4}} + \theta_{q+1}^{-7} \lambda^{-\varepsilon} \lesssim \delta_{q+1}^{\frac{1}{4}}. \quad (4.53)
$$

Thus, in view of (2.3), using (4.53) and Lemma 4.5, we bound the velocity perturbation by

$$
\|w_{q+1}\|_{L^2_t} \lesssim \|w^{(p)}_{q+1}\|_{L^2_t} + \|w^{(c)}_{q+1}\|_{L^2_t} + \|w^{(t)}_{q+1}\|_{L^2_t} + \|w^{(o)}_{q+1}\|_{L^2_t}
\lesssim \delta_{q+1}^{\frac{1}{4}} + \theta_{q+1}^{-1} \lambda^{-\varepsilon} \lesssim \delta_{q+1}^{\frac{1}{4}}, \quad (4.54)
$$

and

$$
\|w_{q+1}\|_{L^1_t L^2_x} \lesssim \|w^{(p)}_{q+1}\|_{L^1_t L^2_x} + \|w^{(c)}_{q+1}\|_{L^1_t L^2_x} + \|w^{(t)}_{q+1}\|_{L^1_t L^2_x} + \|w^{(o)}_{q+1}\|_{L^1_t L^2_x}
\lesssim \theta_{q+1}^{-1} \lambda^{-\varepsilon} \lesssim \lambda^{-\varepsilon}. \quad (4.55)
$$

Next, we verify the iterative estimates for $u_{q+1}$. Since $\lambda_q^{-3} \ll \delta_{q+2}^{1/2}$, using (2.6), (3.4), (3.12), (4.47) and (4.48) we derive that

$$
\|u_{q+1}\|_{L^\infty_t H^3_x} \lesssim \|\tilde{u}_{q}\|_{L^\infty_t H^3_x} + \|w_{q+1}\|_{L^\infty_t H^3_x}
\lesssim \delta_{q}^{\frac{1}{2}} + \lambda_{q+1}^{\frac{1}{2}} \lesssim \delta_{q+1}^{\frac{1}{4}}, \quad (4.56)
$$

and

$$
\|\partial_t u_{q+1}\|_{L^\infty_t H^3_x} \lesssim \|\partial_t \tilde{u}_{q}\|_{L^\infty_t H^3_x} + \|\partial_t w_{q+1}\|_{L^\infty_t H^3_x}
\lesssim \sup \|\partial_t e_{(k)}\|_{L^\infty_t H^3_x} + \lambda_{q+1}^{\frac{1}{2}}
\lesssim \sup \|\partial_t \chi_k\|_{L^\infty_t (supp \chi_k; H^3_x)} + \|\chi_k\|_{L^\infty_t (supp \chi_k; H^3_x)} + \lambda_{q+1}^{\frac{1}{2}}
\lesssim \theta_{q+1}^{-1} \lambda_{q+1} \lambda_{q+1}^{\frac{1}{2}} + \lambda_{q+1} \lambda_{q+1} \lesssim \lambda_{q+1}^{\frac{1}{2}}. \quad (4.57)
$$

Moreover, using (2.2), (2.3), (3.5) and (4.53)-(4.55) we have

$$
\|u_{q} - u_{q+1}\|_{L^2_t} \lesssim \|u_{q} - \tilde{u}_{q}\|_{L^2_t} + \|\tilde{u}_{q} - u_{q+1}\|_{L^2_t}
\lesssim \|u_{q} - \tilde{u}_{q}\|_{L^2_t} + \|w_{q+1}\|_{L^2_t}
\lesssim \lambda_{q}^{-3} + \delta_{q+1}^{\frac{1}{4}} \lesssim M^{*} \delta_{q+1}^{\frac{1}{4}}, \quad (4.58)
$$

for $M^{*}$ sufficiently large and

$$
\|u_{q} - u_{q+1}\|_{L^1_t L^2_x} \lesssim \|u_{q} - \tilde{u}_{q}\|_{L^1_t L^2_x} + \|\tilde{u}_{q} - u_{q+1}\|_{L^1_t L^2_x}
\lesssim \lambda_{q}^{-3} + \lambda_{q+1}^{\frac{1}{2}} \lesssim \delta_{q+1}^{\frac{1}{2}}. \quad (4.59)
$$

where we also chose $a$ sufficiently large such that the last inequalities of (4.56) are valid.

Regarding the iteration estimate (2.13), we first claim that the Sobolev embedding

$$
H^3_x \hookrightarrow W^{s,p}_x \quad (4.60)
$$

holds for any $(s, p, \gamma) \in A_1$. 

To this end, it suffices to consider the case of $\gamma = 1$. For the given $(s, p, \gamma) \in A_1$, it holds that for $1 \leq p \leq 2$,\[0 \leq s < 4\alpha - 5 + \frac{3}{p} + (1 - 2\alpha) \leq 2\alpha - 1 < 3.\]

Because $L^2 \hookrightarrow L^p$ for $1 \leq p \leq 2$, we obtain $H^2 \hookrightarrow W^{s, p}$. Moreover, for $p > 2$,
\[0 \leq s < 4\alpha - 5 + \frac{3}{p} + (1 - 2\alpha) < 2\alpha - \frac{5}{2} < \frac{3}{2}.\]

Taking into account $H(3.16)$ and (4.60), we have\[\text{Taking into account $H$ } (3.16) \text{ and } (4.60), \text{ we have}\]
\[\text{Therefore, the iteration estimates (2.6), (2.7), (2.11)-(2.13) are verified.}\]

The aim of this section is to verify the inductive estimates (2.8) and (2.10) for the new Reynolds stress $\tilde{R}_{q+1}$ in the supercritical regime $A_1$ when $\alpha \in [5/4, 2)$, whose borderline in particular includes the endpoint case $(s, \gamma, p) = (3/p + 1 - 2\alpha, \infty, p)$.\n
5. Reynolds stress for the supercritical regime $A_1$

The aim of this section is to verify the inductive estimates (2.8) and (2.10) for the new Reynolds stress $\tilde{R}_{q+1}$ in the supercritical regime $A_1$ when $\alpha \in [5/4, 2)$, whose borderline in particular includes the endpoint case $(s, \gamma, p) = (3/p + 1 - 2\alpha, \infty, p)$.

5.1. Decomposition of Reynolds stress. We derive from (4.42) and equation (2.1) of $(\tilde{u}_q, \tilde{R}_q)$ that the new Reynolds stress $\tilde{R}_{q+1}$ satisfies
\[
\text{div} \tilde{R}_{q+1} - \nabla P_{q+1} = \partial_t (w_{q+1}^{(p)} + w_{q+1}^{(c)}) + \nu(-\Delta)w_{q+1} + \text{div}(\tilde{u}_q \otimes w_{q+1} + w_{q+1} \otimes \tilde{u}_q) + \text{div} R_{\text{lin}} + \nabla R_{\text{lin}} + \text{div} R_{\text{osc}} + \nabla R_{\text{osc}} + \text{div} R_{\text{cor}} + \nabla R_{\text{cor}}.
\]

Using the inverse divergence operator $\mathcal{R}$ we can choose the Reynolds stress at level $q + 1$:
\[
\tilde{R}_{q+1} := \tilde{R}_{\text{lin}} + \tilde{R}_{\text{osc}} + \tilde{R}_{\text{cor}}.
\]
where the linear error
\[ \hat{R}_{lin} := R \left( \partial_t \left( w_{q+1}^{(p)} + w_{q+1}^{(c)} \right) + \nu \Delta w_{q+1} + \mathcal{R}_H \text{div} \left( \hat{u}_q \hat{\otimes} w_{q+1} + w_{q+1} \hat{\otimes} \hat{u}_q \right) \right), \] (5.3)
the oscillation error
\[ \hat{R}_{osc} := \sum_{k \in \Lambda} \mathcal{R}_H \left( \partial_t \left( \hat{\phi}^2_{(k)} \right) (W_{(k)} \otimes W_{(k)}) \nabla \left( \hat{\phi}^2_{(k)} \right) \right) \]

\[ - \mu^{-1} \sum_{k \in \Lambda} \mathcal{R}_H \left( \partial_t \left( \hat{\phi}^2_{(k)} \hat{\phi}^2_{(k)} \right) \nabla \left( \hat{\phi}^2_{(k)} \right) \right), \] (5.4)
and the corrector error
\[ \hat{R}_{cor} := \mathcal{R}_H \text{div} \left( \left( w_{q+1}^{(p)} \hat{\otimes} (w_{q+1}^{(c)} + w_{q+1}^{(o)}) + (w_{q+1}^{(c)} + w_{q+1}^{(t)} + w_{q+1}^{(o)}) \hat{\otimes} w_{q+1} \right) \right). \] (5.5)
Moreover, one also has (see, e.g., [6, 53])
\[ \hat{R}_{q+1} = \mathcal{R}_H \text{div} \hat{R}_{q+1}. \] (5.6)

5.2. Verification of $L^\infty H^N_x$-estimates of Reynolds stress. Regarding the $L^\infty H^N_x$-estimates (2.8) and (2.9) of the Reynolds stress, using the identity (5.6) and equation (2.1) for $(u_{q+1}, \hat{R}_{q+1})$ we get that for $N = 3, 4$,

\[ \| \hat{R}_{q+1} \|_{L^\infty H^N_x} \leq \| \mathcal{R}_H \text{div} \hat{R}_{q+1} \|_{L^\infty H^N_x} \]
\[ \lesssim \| \partial_t u_{q+1} + \text{div}(u_{q+1} \otimes u_{q+1}) + \nu(-\Delta)^{\alpha} u_{q+1} \|_{L^\infty H^{N-1}_x} \]
\[ \lesssim \| \partial_t u_{q+1} \|_{L^\infty H^{N-1}_x} + \| u_{q+1} \otimes u_{q+1} \|_{L^\infty H^{N}_x} + \| u_{q+1} \|_{L^\infty H^{N+3}_x} \]
\[ \lesssim \| \partial_t u_{q+1} \|_{L^\infty H^{N-1}_x} + \| u_{q+1} \|_{L^\infty H^{N}_x} \| u_{q+1} \|_{L^\infty H^{N+3}_x} + \| u_{q+1} \|_{L^\infty H^{N+3}_x}. \] (5.7)

We claim that for every $0 \leq \tilde{N} \leq 4$ and for all $q \geq 0$,

\[ \| u_{q+1} \|_{L^\infty H^{\tilde{N}_x}} \lesssim \lambda^{\tilde{N}+5}_{q+1}, \quad \| \partial_t u_{q+1} \|_{L^\infty H^{\tilde{N}-1}_x} \lesssim \lambda^{\tilde{N}+5}_{q+1}, \] (5.8)

where the implicit constant is independent of $q$.

To this end, in view of (3.1), (3.4), (3.12), (4.42) and Lemma 4.5, we derive

\[ \| u_{q+1} \|_{L^\infty H^{\tilde{N}_x}} \lesssim \| \hat{u}_q \|_{L^\infty H^{\tilde{N}+3}_x} + \| w_{q+1} \|_{L^\infty H^{\tilde{N}_x}} \]
\[ \lesssim \sup_i \| v_i \|_{L^\infty(\text{supp}(\chi_i); H^{\tilde{N}+3}_x)} + \lambda^{\tilde{N}+5}_{q+1} \]
\[ \lesssim \| \hat{\chi}_q \|_{L^\infty (\text{supp}(\chi_q); H^{\tilde{N}_x})} + \lambda^{\tilde{N}+5}_{q+1} \]
\[ \lesssim \lambda^{\tilde{N}+5}_{q+1}, \] (5.9)

and

\[ \| \partial_t u_{q+1} \|_{L^\infty H^{\tilde{N}-1}_x} \lesssim \| \partial_t \hat{u}_q \|_{L^\infty H^{\tilde{N}-1}_x} + \| \partial_t w_{q+1} \|_{L^\infty H^{\tilde{N}-1}_x} \]
\[ \lesssim \sup_i \| \partial_i (\chi_i v_i) \|_{L^\infty(\text{supp}(\chi_i); H^{\tilde{N}-1}_x)} + \lambda^{\tilde{N}+5}_{q+1} \]
\[ \lesssim \sup_i (\| \partial_i \chi_i \|_{L^\infty (\text{supp}(\chi_q); H^{\tilde{N}_x})} + \| \chi_i \|_{L^\infty(\text{supp}(\chi_q); H^{\tilde{N}_x})} + \| \partial_i v_i \|_{L^\infty(\text{supp}(\chi_q); H^{\tilde{N}-1}_x)}) + \lambda^{\tilde{N}+5}_{q+1} \]
\[ \lesssim \delta^{\text{-1}}_{q+1} \lambda^{5}_q + m_{q+1} \lambda^5_q + \lambda^{\tilde{N}+5}_{q+1} \lesssim \lambda^{\tilde{N}+5}_{q+1}. \] (5.10)

Thus, we prove (5.8), as claimed.

Concerning the $L^\infty_{1,x}$ estimates of $u_{q+1}$, using (3.4), the Sobolev embedding $H^2_x \hookrightarrow L^\infty_x$ and Lemma 4.5 we have

\[ \| u_{q+1} \|_{L^\infty_{1,x}} \lesssim \| \hat{u}_q \|_{L^\infty_x} + \| w_{q+1} \|_{L^\infty H^2_x} \lesssim \| \hat{u}_q \|_{L^\infty H^2_x} + \lambda^{\text{4}}_{q+1} \lesssim \lambda^5_q + \lambda^4_{q+1} \lesssim \lambda^4_{q+1}, \] (5.11)
where the implicit constant is independent of $q$.

Thus, inserting (4.56), (4.57), (5.8) and (5.11) into (5.7) we lead to
\[
\| \tilde{R}_{q+1} \|_{L^\infty_t H^N_x} \lesssim \lambda_{q+1}^{N+5} + \lambda_{q+1}^{N+6} + \lambda_{q+1}^{N+5} \lesssim \lambda_{q+1}^{N+6}
\]
for some universal constant. Therefore, the $L^\infty_t H^N_x$-estimates (2.8) and (2.9) of $\tilde{R}_{q+1}$ are verified.

5.3. Verification of $L^1_t \cdot x$-decay of Reynolds stress. Below we mainly verify the delicate $L^1_t \cdot x$-decay (2.10) of Reynolds stress $\tilde{R}_{q+1}$ at level $q+1$. Since the building blocks constructed in \S 4 are highly oscillated and concentrated in space and time, we need to be careful when estimating the time/space derivatives in the linear error $\tilde{R}_{lin}$ and the high frequency errors in the oscillation error $\tilde{R}_{osc}$.

Since the Calderón-Zygmund operators are bounded in the space $L^p_x$, $1 < p < \infty$, we choose
\[
\rho := \frac{3 - 8\varepsilon}{3 - 9\varepsilon} \in (1, 2),
\]
where $\varepsilon$ is given by (2.4). Note that,
\[
(3 - 8\varepsilon)(1 - \frac{1}{\rho}) = \varepsilon,
\]
and
\[
\frac{\varepsilon}{\rho - 1} \leq \lambda^2, \quad \frac{\varepsilon}{\rho - 1} \leq \lambda^{-\frac{3}{2} + 5\varepsilon}, \quad \frac{\varepsilon}{\rho - 1} \leq \lambda^{-\frac{3}{2} + 3\varepsilon}.
\]

We shall treat the linear error, the oscillation error and the corrector, separately.

(i) Linear error. First, in view of Lemmas 4.1, 4.2 and 4.4, (2.4), (4.1) and (5.14), we have
\[
\begin{align*}
\| \mathcal{R} \partial_t (w^{(p)}_{q+1} + w^{(c)}_{q+1}) \|_{L^1_t L^p_x} \\
\lesssim \sum_{k \in \Lambda} \| \partial_t (g_{q+1}) W^{(c)}_{q+1} \|_{L^1_t L^p_x} \\
\lesssim \sum_{k \in \Lambda} \left( \| g_{q+1} \|_{L^1_t} \| a_{q+1} \|_{C^2_{1,x}} \| W^{(c)}_{q+1} \|_{C^1_{1,x}} \right) \lesssim \theta_{q+1}^{-1} \lambda^{-2a - 2}\| \theta_{q+1}^{-\frac{3}{2}} + \lambda^{-\frac{3}{2}} + \lambda^{2a - 5 + 13\varepsilon} \lesssim \theta_{q+1}^{-1} \lambda^{-\frac{3}{2}}.
\end{align*}
\]

Regarding the viscosity term $(-\nabla)^{\alpha} w_{q+1}$, we use (4.41) to estimate
\[
\begin{align*}
\| \nu R(-\Delta)^{\alpha} w_{q+1} \|_{L^1_t L^p_x} \lesssim & \| \nu R(-\nabla)^{2a - 1} w_{q+1} \|_{L^1_t L^p_x} + \| \nu R(-\Delta)^{\alpha} w^{(c)}_{q+1} \|_{L^1_t L^p_x} \\
& + \| \nu R(-\nabla)^{\alpha} w^{(t)}_{q+1} \|_{L^1_t L^p_x} + \| \nu R(-\Delta)^{\alpha} w^{(o)}_{q+1} \|_{L^1_t L^p_x}.
\end{align*}
\]

In order to estimate the right-hand-side above, we use the interpolation inequality (cf. [4]), (4.43) and the fact that $2 - \alpha \geq 20\varepsilon$ to derive
\[
\begin{align*}
\| \nu R(-\Delta)^{\alpha} w^{(p)}_{q+1} \|_{L^1_t L^p_x} \lesssim & \| \nabla^{2a - 1} w^{(p)}_{q+1} \|_{L^1_t L^p_x} \\
\lesssim & \| w^{(p)}_{q+1} \|_{L^1_t L^p_x} \| w^{(p)}_{q+1} \|_{L^1_t W^{2a - 1}} \\
\lesssim & \theta_{q+1}^{-1} \lambda^{2a - 1} \| \theta_{q+1}^{-\frac{3}{2}} \lambda^{-\frac{3}{2}} \lesssim \theta_{q+1}^{-1} \lambda^{-\frac{3}{2}}.
\end{align*}
\]

Similarly, by Lemma 4.5,
\[
\begin{align*}
\| \nu R(-\Delta)^{\alpha} w^{(c)}_{q+1} \|_{L^1_t L^p_x} \lesssim & \theta_{q+1}^{-1} \lambda^{2a - 1} \| \theta_{q+1}^{-\frac{3}{2}} \lambda^{-\frac{3}{2}} \lesssim \theta_{q+1}^{-1} \lambda^{-2\varepsilon},
\end{align*}
\]
\[
\begin{align*}
\| \nu R(-\Delta)^{\alpha} w^{(t)}_{q+1} \|_{L^1_t L^p_x} \lesssim & \theta_{q+1}^{-1} \lambda^{2a - 1 - \mu} \| \theta_{q+1}^{-\frac{3}{2}} \lambda^{-\frac{3}{2}} \lesssim \theta_{q+1}^{-1} \lambda^{-\varepsilon},
\end{align*}
\]
\[
\begin{align*}
\| \nu R(-\Delta)^{\alpha} w^{(o)}_{q+1} \|_{L^1_t L^p_x} \lesssim & \theta_{q+1}^{-1} \lambda^{-1} \| \theta_{q+1}^{-\frac{3}{2}} \lambda^{-\frac{3}{2}} \lesssim \theta_{q+1}^{-1} \lambda^{-\varepsilon}.
\end{align*}
\]
Hence, combining (5.16)-(5.20) and the fact that \( \theta_{q+1}^{-30} \ll \lambda^c \) altogether we obtain
\[
\| \nu R(-\Delta)^a w_{q+1} \|_{L^1_t L^2_x} \lesssim \theta_{q+1}^{-1} \lambda^{-\frac{2}{5}},
\] (5.21)

It remains to treat the nonlinearity in (5.3). By the Sobolev embedding \( H^3_x \hookrightarrow L^\infty_x \), (3.4) and Lemma 4.5,
\[
\| \mathcal{R}^P_H \text{div} (w_{q+1} \otimes \tilde{u}_q + \tilde{u}_q \otimes w_{q+1}) \|_{L^1_t L^3_x}
\lesssim \| \tilde{u}_q \|_{L^3_t H^3_x} \| w_{q+1} \|_{L^1_t L^3_x}
\lesssim \lambda^5 \theta_{q+1}^{-1} \| \tilde{u}_q \|_{L^5_t H^3_x} \| w_{q+1} \|_{L^1_t L^3_x}
\lesssim \tau \theta_{q+1}^{-1} \lambda^{-\frac{2}{5}} + \theta_{q+1}^{-2} \lambda^{-\frac{2}{5}} + \theta_{q+1}^{-6} \lambda^{-\frac{2}{5}} + \theta_{q+1}^{-2} \lambda^{-\frac{2}{5}} \lesssim \theta_{q+1}^{-10} \lambda^{-2c}.
\] (5.22)

Therefore, we conclude from (5.15), (5.21) and (5.22) that
\[
\| \tilde{R}_{\text{lin}} \|_{L^1_t L^2_x} \lesssim \theta_{q+1}^{-14} \lambda^{-\frac{2}{5}} + \theta_{q+1}^{-10} \lambda^{-2c} \lesssim \theta_{q+1}^{-14} \lambda^{-\frac{2}{5}}.
\] (5.23)

(ii) Oscillation error. Now let us treat the delicate oscillation error. For this purpose, we decompose the oscillation error into three parts:
\[
\tilde{R}_{\text{osc}} = \tilde{R}_{\text{osc,1}} + \tilde{R}_{\text{osc,2}} + \tilde{R}_{\text{osc,3}},
\]
where the low-high spatial oscillation error
\[
\tilde{R}_{\text{osc,1}} := \sum_{k \in \Lambda} \mathcal{R}^P_H \mathbb{P}_{\neq 0} \left( g_{(r)}^2 \mathbb{P}_{\neq 0} (W_{(k)} \otimes W_{(k)}) \nabla (a_{k}^2) \right),
\]
the high temporal oscillation error
\[
\tilde{R}_{\text{osc,2}} := -\mu^{-1} \sum_{k \in \Lambda} \mathcal{R}^P_H \mathbb{P}_{\neq 0} \left( \partial_t (a_{k}^2 g_{(r)}^2) \psi_{(k)}^2 \phi_{k}^2 k_1 \right),
\]
and the low frequency error
\[
\tilde{R}_{\text{osc,3}} := -\sigma^{-1} \sum_{k \in \Lambda} \mathcal{R}^P_H \mathbb{P}_{\neq 0} \left( h_{(r)} \int_{T_3} W_{(k)} \otimes W_{(k)} \, dx \partial_t \nabla (a_{k}^2) \right).
\]

For the low-high spatial oscillation error \( \tilde{R}_{\text{osc,1}} \), we note that the velocity flows are of high oscillations
\[
\mathbb{P}_{\neq 0} (W_{(k)} \otimes W_{(k)}) = \mathbb{P}_{\geq (\lambda r_{\perp})/2} (W_{(k)} \otimes W_{(k)}).
\]
Thus, we use Lemmas 4.1, 4.4 and apply Lemma 8.3 with \( a = \nabla (a_{k}^2) \) and \( f = \psi_{(k)}^2 \phi_{k}^2 \) to get
\[
\| \tilde{R}_{\text{osc,1}} \|_{L^1_t L^2_x} \lesssim \sum_{k \in \Lambda} \| g_{(r)}^2 \|_{L^2_t} \| \nabla \|_{L^1_t} \| \mathbb{P}_{\geq (\lambda r_{\perp})/2} (W_{(k)} \otimes W_{(k)}) \| \| \nabla (a_{k}^2) \|_{C^1_t L^2_x}
\lesssim \sum_{k \in \Lambda} \| \nabla \|_{L^3_t H^3_x} \| (a_{k}^2) \|_{C^1_t L^2_x} \| \psi_{(k)}^2 \|_{C^1_t L^2_x} \| \phi_{k}^2 \|_{C^1_t L^2_x}
\lesssim \theta_{q+1}^{-1} \lambda^{-\frac{2}{5}}. \]
(5.24)

Moreover, we apply Lemma 4.5 and use the large temporal oscillation parameter \( \mu \) to balance the high temporal oscillation error \( \tilde{R}_{\text{osc,2}} \):
\[
\| \tilde{R}_{\text{osc,2}} \|_{L^1_t L^2_x} \lesssim \mu^{-1} \sum_{k \in \Lambda} \| \mathcal{R}^P_H \mathbb{P}_{\neq 0} \left( \partial_t (a_{k}^2 g_{(r)}^2) \psi_{(k)}^2 \phi_{k}^2 k_1 \right) \|_{L^1_t L^2_x}
\lesssim \mu^{-1} \sum_{k \in \Lambda} \left( \| \partial_t (a_{k}^2) \|_{C^1_t L^2_x} + \| a_{k}^2 \|_{C^1_t L^2_x} \| \partial_t (g_{(r)}^2) \|_{L^1_t} \| \psi_{(k)}^2 \|_{C^1_t L^2_x} \| \phi_{k}^2 \|_{L^2_x} \right)
\lesssim \theta_{q+1}^{-1} + \theta_{q+1}^{-2} \tau \mu^{-1} \lambda^{-\frac{2}{5}} \| \phi_{k}^2 \|_{L^2_x}^2
\lesssim \theta_{q+1}^{-9} \tau \mu^{-1} \lambda^{-\frac{2}{5}} \| \phi_{k}^2 \|_{L^2_x}^2.
\] (5.25)

The low frequency error \( \tilde{R}_{\text{osc,3}} \) can be estimated easily by using (4.18) and (4.31),
\[
\| \tilde{R}_{\text{osc,3}} \|_{L^1_t L^2_x} \lesssim \sigma^{-1} \sum_{k \in \Lambda} \| h_{(r)} \partial_t \nabla (a_{k}^2) \|_{L^1_t L^2_x}
\]
\[ \lesssim \sigma^{-1} \sum_{k \in \Lambda} \| h(\tau) \|_{C^1_t} \left( \| a(\tau) \|_{C^2_{t,x}} + \| a(k) \|_{C^2_{t,x}}^2 \right) \]
\[ \lesssim \theta_{q+1}^{-15} \sigma^{-1}. \quad (5.26) \]

Therefore, combining (5.24)-(5.26) altogether and using (4.1), (5.14) and the bound \( 0 < \varepsilon < (2 - \alpha)/20 \) we conclude
\[ \| \hat{R}_{osc} \|_{L^1_t L^p_x} \lesssim \theta_{q+1}^{-2\lambda - \varepsilon \frac{1}{r_+}} \theta_{q+1}^{2r_+ - 2} \theta_{q+1}^{-1} \theta_{q+1}^{15 - \varepsilon} \]
\[ \lesssim \theta_{q+1}^{-2\lambda - \varepsilon} + \theta_{q+1}^{2\lambda - 4\alpha + 12 \varepsilon} + \theta_{q+1}^{15 - 2\varepsilon} \]
\[ \lesssim \theta_{q+1}^{-2\lambda - \varepsilon}. \quad (5.27) \]

(iii) Corrector error. As in [53], we take \( p_1, p_2 \in (1, \infty) \) such that
\[ \frac{1}{p_1} = 1 - \eta, \quad \frac{1}{p_2} = \frac{1}{p_1'} + \frac{1}{2}, \]
with \( \eta \leq \varepsilon/(4(3 - 8\varepsilon)) \). Using Hölder’s inequality, Lemma 4.5, (4.53) and (6.26) we derive
\[ \| \hat{R}_{cor} \|_{L^1_t L^p_x} \lesssim \| (w^{(p)}_{q+1} \otimes (w^{(c)}_{q+1} + w^{(t)}_{q+1} + w^{(o)}_{q+1} \right) - (w^{(c)}_{q+1} + w^{(t)}_{q+1} + w^{(o)}_{q+1}) \otimes w_{q+1} \|_{L^1_t L^p_x} \]
\[ \lesssim \| w^{(c)}_{q+1} \|_{L^1_t L^p_x} + \| w^{(t)}_{q+1} \|_{L^1_t L^p_x} + \| w^{(o)}_{q+1} \|_{L^1_t L^p_x} \]
\[ \lesssim \theta_{q+1}^{\frac{1}{q+1}} \frac{1}{\mu} \theta_{q+1}^{2r_+ - 2} \theta_{q+1}^{15 - \varepsilon} \]
\[ \lesssim \theta_{q+1}^{-2\lambda - 4\alpha + 12 \varepsilon} + \theta_{q+1}^{2\lambda - 4\alpha + 12 \varepsilon} + \theta_{q+1}^{15 - 2\varepsilon} \lesssim \theta_{q+1}^{2\lambda - 4\alpha + 12 \varepsilon} \quad (5.28) \]
where the last step is due to the inequalities \(-\varepsilon/2 + 3\eta - 8\eta^2 \leq -\varepsilon/4 \).

Therefore, combining the estimates (5.23), (5.27), (5.28) and the fact that \( \theta_{q+1}^{-\mu} \ll \lambda^{2\varepsilon} \) altogether we conclude
\[ \| \hat{R}_{q+1} \|_{L^1_t L^p_x} \lesssim \| \hat{R}_{rin} \|_{L^1_t L^p_x} + \| \hat{R}_{osc} \|_{L^1_t L^p_x} + \| \hat{R}_{cor} \|_{L^1_t L^p_x} \]
\[ \lesssim \theta_{q+1}^{-\lambda - \varepsilon} + \theta_{q+1}^{-\lambda - \varepsilon} + \theta_{q+1}^{-\lambda - \varepsilon} \]
\[ \lesssim \lambda^{-\varepsilon} \theta_{q+1}^{\mu} + \theta_{q+1}^{\mu} + \theta_{q+1}^{\mu} \quad (5.29) \]
Thus, the \( L^1 \)-estimate (2.10) of Reynolds stress is verified.

6. THE SUPERCritical REGime \( A_2 \)

In this section, we mainly treat the supercritical regime \( A_2 \) when \( \alpha \in [1, 2) \), whose borderline in particular includes the other endpoint \((s, \gamma, p) = (2\alpha/\gamma + 1 - 2\alpha, \gamma, \infty) \).

6.1. Space-time building blocks. Unlike in the previous endpoint case \((s, \gamma, p) = (3/p + 1 - 2\alpha, \infty, p) \), \( \alpha \in [5/4, 2] \), the building blocks in this case are indexed by four parameters \( r_\perp, \lambda, \tau \) and \( \sigma \):
\[ r_\perp := \lambda_{q+1}^{-\alpha - 8\varepsilon}, \quad \lambda := \lambda_{q+1}, \quad \tau := \lambda^{2\alpha}_{q+1}, \quad \sigma := \lambda^{2\varepsilon}_{q+1} \quad (6.1) \]
where \( \varepsilon \) is given by (2.5).

Instead of the intermittent jets, inspired by [19], we choose the concentrated Mikado flows defined by
\[ W_{(k)} := \phi_{r_\perp} (\lambda r_\perp N_A k \cdot (x - \alpha k), \lambda r_\perp N_A k_2 \cdot (x - \alpha k) k_1, k \in \Lambda, \]
where we keep the same notations \( \phi_{r_\perp}, r_\perp, N_A, \) and \( (k, k_1, k_2) \) as in §4. We still use the same temporal building blocks \( g(\tau), h(\tau) \) as in (4.15), but with the different choice of parameters \( \tau, \sigma \) given by (6.1).

It should be mentioned that, unlike the intermittent jets defined in §4, the term \( \mu t \) and the concentration parameter \( r_\parallel \) are not involved in the Mikado flows. Hence, the Mikado flows provide at most 2D intermittency. However, the temporal building blocks provide more intermittency, which achieves even 4D spatial intermittency when \( \alpha \) is close to 2.

Then, setting
\[ \phi_{(k)}(x) := \phi_{r_\perp} (\lambda r_\perp N_A k \cdot (x - \alpha k), \lambda r_\perp N_A k_2 \cdot (x - \alpha k)), \]
\[ \Phi_{(k)}(x) := \Phi_{r_\perp} (\lambda r_\perp N_A k \cdot (x - \alpha k), \lambda r_\perp N_A k_2 \cdot (x - \alpha k)), \quad (6.2) \]
we may rewrite
\[ W_{(k)} = \phi_{(k)} k_1, \quad k \in \Lambda. \] (6.3)
The corresponding potential is then defined by
\[ W_{(k)}^c := \frac{1}{\lambda^2 N^2 \Lambda} \Phi_{(k)} k_1. \] (6.4)

We summarize the estimates of spatial building blocks in Lemma 6.1, which follows from Lemma 4.1.

**Lemma 6.1 (Estimates of Mikado flows).** For any \( p \in [1, \infty] \) and \( N \in \mathbb{N} \), we have
\[ \| \nabla^N \phi_{(k)} \|_{L^p_t} + \| \nabla^N \Phi_{(k)} \|_{L^p_t} \lesssim r_+^{2^{-1} \lambda N}, \] (6.5)
where the implicit constants are independent of \( r_-, r_+, \lambda \) and \( \mu \). Moreover, it holds that
\[ \| \nabla^N W_{(k)} \|_{C_t L^p_x} + \lambda^2 \| \nabla^N W_{(k)}^c \|_{C_t L^p_x} \lesssim r_+^{2^{-1} \lambda N}, \quad k \in \Lambda. \] (6.6)

6.2. **Velocity perturbations.** We define the amplitudes of the velocity perturbations by
\[ a_{(k)}(t, x) := g_0^2(t, x)f(t)\gamma_{(k)}(\text{Id} - \frac{\tilde{R}_q(t, x)}{\rho(t, x)}), \quad k \in \Lambda, \] (6.7)
where \( g, f, \gamma_{(k)} \) are defined as in §4.3. Note that, the amplitudes \( a_{(k)}, k \in \Lambda \), obey the same estimates as in Lemma 4.4. Namely, we have

**Lemma 6.2.** For \( 1 \leq N \leq 9, k \in \Lambda \), we have
\[ \| a_{(k)} \|_{L^p_t L^q_x} \lesssim \delta_{q+1}^2, \] (6.8)
\[ \| a_{(k)} \|_{C_t L^p_x} \lesssim \theta_{q+1}^{-1}, \quad \| a_{(k)} \|_{C_t^1 L^p_x} \lesssim \theta_{q+1}^{-7N}, \] (6.9)
where the implicit constants are independent of \( q \).

Next, we define the principal part \( w_{q+1}^{(p)} \) of the velocity perturbations by
\[ w_{q+1}^{(p)} := \sum_{k \in \Lambda} a_{(k)} g_0(t) W_{(k)}, \] (6.10)
which satisfies the same algebraic identity as in (4.33).

The corresponding incompressibility corrector is then defined by
\[ w_{q+1}^{(c)} := \sum_{k \in \Lambda} g_0(t) (\nabla a_{(k)} \times \text{curl} W_{(k)}^c + \text{curl}(\nabla a_{(k)} \times W_{(k)}^c)). \] (6.11)
Note that, the incompressibility corrector (6.11) is different from the previous one in (4.34).

By straightforward computations,
\[ w_{q+1}^{(p)} + w_{q+1}^{(c)} = \sum_{k \in \Lambda} \text{curlcurl}(a_{(k)} g_0(t) W_{(k)}^c), \] (6.12)
which yields immediately that
\[ \text{div}(w_{q+1}^{(p)} + w_{q+1}^{(c)}) = 0. \]

Regarding the temporal corrector, because the new spatial building block (6.3) satisfies \( \text{div}(W_{(k)} \otimes W_{(k)}) = 0 \), it is not necessary to introduce the temporal corrector \( w_{q+1}^{(t)} \) as in (4.37) to balance the spatial oscillation. We will only need the temporal corrector \( w_{q+1}^{(o)} \) to balance the high temporal frequency oscillation in (4.33):
\[ w_{q+1}^{(o)} := -\sigma^{-1} \sum_{k \in \Lambda} \mathcal{P}_{H_1} \mathcal{P}_{\neq 0} \left( h_{(r)} \int_{\mathbb{R}^3} W_{(k)} \otimes W_{(k)} \text{d}x \nabla (a_{(k)}^2) \right). \] (6.13)
Then, by virtue of (4.14) and (6.13) and Leibniz’s rule we see that the algebraic identity (4.40) is still valid.

Now, we are ready to define the velocity perturbation \( w_{q+1} \) at level \( q+1 \) by
\[ w_{q+1} := w_{q+1}^{(p)} + w_{q+1}^{(c)} + w_{q+1}^{(o)} \] (6.14)
and the velocity field at level $q + 1$ by
\[ u_{q+1} := \tilde{u}_q + w_{q+1}, \] (6.15)
where $\tilde{u}_q$ is the velocity field already prepared in the gluing stage in §3. By the above constructions, $w_{q+1}$ is mean-free and divergence-free.

Analogous to Lemma 4.5, we have the estimates of the velocity perturbations below.

**Lemma 6.3** (Estimates of perturbations). For any $\rho \in (1, \infty), \gamma \in [1, \infty]$ and every integer $0 \leq N \leq 7$, we have the following estimates:
\[
\| \nabla^N w_{q+1}^{(p)} \|_{L^1_t L^2_x} \lesssim \theta_7^{-1} \lambda^{N - \frac{7}{2}} \tau^{\frac{7}{2} - \frac{1}{4}},
\]
(6.16)
\[
\| \nabla^N w_{q+1}^{(c)} \|_{L^1_t L^2_x} \lesssim \theta_7^{-1} \lambda^{N - 1} \tau^{\frac{7}{2} - \frac{1}{4}},
\]
(6.17)
\[
\| \nabla^N w_{q+1}^{(o)} \|_{L^1_t L^2_x} \lesssim \theta_7^{-1} \lambda^{N - 8} \sigma^{-1},
\]
(6.18)
where the implicit constants depend only on $N, \gamma$ and $\rho$. In particular, for integers $1 \leq N \leq 7$, we have
\[
\| w_{q+1}^{(p)} \|_{L^\infty_t H^N_x} + \| w_{q+1}^{(c)} \|_{L^\infty_t H^N_x} + \| w_{q+1}^{(o)} \|_{L^\infty_t H^N_x} \lesssim \lambda^{N + 2},
\]
(6.19)
\[
\| \partial_t w_{q+1}^{(c)} \|_{L^\infty_t H^N_x} + \| \partial_t w_{q+1}^{(o)} \|_{L^\infty_t H^N_x} \lesssim \lambda^{N + 5},
\]
(6.20)
where the implicit constants are independent of $\lambda$.

**Proof.** First, using (4.17), (6.6), (6.10) and Lemma 6.2 we get that for any $\rho \in (1, \infty)$,
\[
\| \nabla^N w_{q+1}^{(p)} \|_{L^1_t L^2_x} \lesssim \sum_{k \in \Lambda} \sum_{N_1 + N_2 = N} \| a(k) \|_{C^1_{t,x} \cap \| g(\tau) \|_{C^1_t \cap \| \nabla^N_2 W_{[k]} \|_{C_1 L^\infty_x}}}
\lesssim \theta_7^{-1} \lambda^{N - 1} \tau^{\frac{7}{2} - \frac{1}{4}},
\]
(6.21)
and thus (6.16) follows.

Moreover, by (2.3), (4.17), (6.6), (6.11) and Lemma 6.2,
\[
\| \nabla^N w_{q+1}^{(c)} \|_{L^1_t L^2_x} \lesssim \sum_{k \in \Lambda} \| g(\tau) \|_{C^1_t} \sum_{N_1 + N_2 = N} \left( \| a(k) \|_{C^1_{t,x} \cap \| \nabla^N_2 W_{[k]} \|_{C_1 L^\infty_x}} + \| a(k) \|_{C^2_{t,x} \cap \| \nabla^N_2 W_{[k]} \|_{C_1 L^\infty_x}} \right)
\lesssim \theta_7^{-1} \lambda^{N - 1} \tau^{\frac{7}{2} - \frac{1}{4}},
\]
which implies (6.17).

We then estimate the temporal corrector $w_{q+1}^{(o)}$ by using (6.13), (4.18) and Lemmas 6.2:
\[
\| \nabla^N w_{q+1}^{(o)} \|_{L^1_t L^2_x} \lesssim \sigma^{-1} \sum_{k \in \Lambda} \| h(\tau) \|_{C_1} \| \nabla^{N+1} a_{[k]} \|_{C_1 L^\infty_x} \lesssim \theta_7^{-1} \lambda^{N - 9} \sigma^{-1}.
\]

Regarding the $L_t^\infty H_x^N$-estimates of velocity perturbations, using (2.5), (6.1), (6.16)-(6.18) we get
\[
\| w_{q+1}^{(p)} \|_{L_t^\infty H_x^N} + \| w_{q+1}^{(c)} \|_{L_t^\infty H_x^N} + \| w_{q+1}^{(o)} \|_{L_t^\infty H_x^N} \lesssim \theta_7^{-1} \lambda^{N - \frac{7}{2}} + \theta_7^{-1} \lambda^{N - 1} \tau^{\frac{7}{2}} + \theta_7^{-1} \lambda^{N - 9} \sigma^{-1}
\lesssim \theta_7^{-1} \lambda^{N - 2} + \theta_7^{-1} \lambda^{N - 1} + \theta_7^{-1} \lambda^{N - 9} \lambda^{-2} \lesssim \lambda^{N + 2},
\]
which verifies (6.19).

It remains to prove (6.20). By virtue of (2.3), (6.1) and Lemmas 4.2, 6.1 and 6.2, we get
\[
\| \partial_t w_{q+1}^{(p)} \|_{L_t^\infty H_x^N} \lesssim \sum_{k \in \Lambda} \| a(k) \|_{C_t^{N+1} \cap \| \partial_t g(\tau) \|_{C_1} \| \nabla^{N+1} W_{[k]} \|_{L_t^\infty H_x^N}} \lesssim \theta_7^{-1} \lambda^{N - 7} \lambda^{N} \tau^{\frac{7}{2}}
\]
and
\[
\| \partial_t w_{q+1}^{(c)} \|_{L_t^\infty H_x^N} \lesssim \sum_{k \in \Lambda} \| a(k) \|_{C_t^{N+3} \cap \| \partial_t g(\tau) \|_{C_1} \| \nabla W_{[k]} \|_{L_t^\infty H_x^N} + \| \nabla W_{[k]} \|_{L_t^\infty H_x^N}} \lesssim \theta_7^{-1} \lambda^{N - 2} \tau^{\frac{7}{2}} (\lambda^{N - 2} + \lambda^{N - 1})
\lesssim \theta_7^{-1} \lambda^{N - 2} \lambda^{N - 1} \tau^{\frac{7}{2}}.
\]
(6.22)
Since $\mathbb{P}_{H^p} \neq 0$ is bounded in $H^N_z$, similarly to (4.52), we have
\begin{align}
\|\partial_t u^{(o)}_{q+1}\|_{L^\infty_t \mathbb{F}^N} \lesssim \sigma^{-1} \sum_{k \in \Lambda} \|\partial_t (h(\tau) \nabla (a^2_{k(\tau)}))\|_{L^\infty_t \mathbb{F}^N} \lesssim \theta_{q+1}^{-7N-9}\tau. \tag{6.24}
\end{align}

Therefore, taking into account that $\theta_{q+1}^{-N-21} \leq \lambda \varepsilon^{2}\lambda$ and $0 < \varepsilon \leq (2 - \alpha)/20$ we conclude that
\begin{align}
\|\partial_t u^{(o)}_{q+1}\|_{L^\infty_t \mathbb{F}^N} + \|\partial_t w^{(c)}_{q+1}\|_{L^\infty_t \mathbb{F}^N} + \|\partial_t w^{(o)}_{q+1}\|_{L^\infty_t \mathbb{F}^N}
\lesssim \theta_{q+1}^{-2N-21}\lambda \sigma^{-2} + \theta_{q+1}^{-N-21}\lambda^{-1}\sigma^{-2} + \theta_{q+1}^{-7N-9}\tau
\lesssim \theta_{q+1}^{-7N-7}\lambda^{3\alpha + N + 2\varepsilon} + \theta_{q+1}^{-7N-21}\lambda^{3\alpha + N - 1 + 2\varepsilon} + \theta_{q+1}^{-7N-9}\lambda^{2\varepsilon} \lesssim \lambda^{N+6}.
\end{align}

Therefore, the proof of Lemma 6.3 is complete. \hfill \square

**Verification of the inductive estimates for velocity.** We apply the $L^p$ decorrelation Lemma 8.2 with $f = a(\tau), g = g(\tau)\phi(\tau)$ and $\lambda = \lambda^{2\varepsilon}$ and then using (2.2), (2.3) and Lemmas 4.2, 6.1 and 6.2 to derive
\begin{align}
\|u^{(p)}_{q+1}\|_{L^1_{t,x}} \lesssim \sum_{k \in \Lambda} \left( \|a(\tau)\|_{L^1_{t,x}} \|g(\tau)\|_{C_t L^2_x} + \sigma^{-2} \|a(\tau)\|_{C_t L^2_x} \|g(\tau)\|_{L^\infty_t \mathbb{F}^N}\phi(\tau)\|_{C_t L^2_x} \right)
\lesssim \delta_{q+1}^{\frac{3}{2}} + \theta_{q+1}^{-7}\lambda^{\varepsilon} \lesssim \delta_{q+1}^{\frac{3}{2}}. \tag{6.25}
\end{align}

Then, using (2.3), (6.25) and Lemma 6.3 we obtain
\begin{align}
\|w_{q+1}\|_{L^1_{t,x}} \lesssim \|u^{(p)}_{q+1}\|_{L^1_{t,x}} + \|w^{(c)}_{q+1}\|_{L^1_{t,x}} + \|u^{(o)}_{q+1}\|_{L^1_{t,x}}
\lesssim \delta_{q+1}^{\frac{3}{2}} + \theta_{q+1}^{-7}\lambda^{-1} + \theta_{q+1}^{-9}\sigma^{-1} \lesssim \delta_{q+1}^{\frac{3}{2}}. \tag{6.26}
\end{align}

and
\begin{align}
\|w_{q+1}\|_{L^1_t L^2_x} \lesssim \|u^{(p)}_{q+1}\|_{L^1_t L^2_x} + \|w^{(c)}_{q+1}\|_{L^1_t L^2_x} + \|u^{(o)}_{q+1}\|_{L^1_t L^2_x}
\lesssim \theta_{q+1}^{-1}\tau^{-\frac{3}{2}} + \theta_{q+1}^{-7}\lambda^{-1}\tau^{-\frac{3}{2}} + \theta_{q+1}^{-9}\sigma^{-1} \lesssim \lambda^{-\varepsilon}. \tag{6.27}
\end{align}

We are now ready to verify the iterative estimates for $u_{q+1}$. In view of (2.6), (3.5), (3.12), (6.15) and (6.19), we have that for a large enough, similarly to (5.8),
\begin{align}
\|u_{q+1}\|_{L^\infty_t H^2_x} \lesssim \|\bar{u}_{q}\|_{L^\infty_t H^2_x} + \|w_{q+1}\|_{L^\infty_t H^2_x}
\lesssim \lambda_q^5 + \lambda_{q+1}^5 \lesssim \lambda_{q+1}^5, \tag{6.28}
\end{align}
\begin{align}
\|\bar{d} u_{q+1}\|_{L^\infty_t H^2_x} \lesssim \|\bar{d} \bar{u}_{q}\|_{L^\infty_t H^2_x} + \|\bar{d} w_{q+1}\|_{L^\infty_t H^2_x}
\lesssim \theta_{q+1}^{-1}\lambda_{q+1}^5 + m_{q+1}\lambda_{q+1}^5 + \lambda_{q+1}^8 \lesssim \lambda_{q+1}^8. \tag{6.29}
\end{align}

Moreover, we derive from (3.5), (6.26) and (6.27) that
\begin{align}
\|u_q - u_{q+1}\|_{L^2_x} \leq \|u_q - \bar{u}_q\|_{L^2_x} + \|u_q - u_{q+1}\|_{L^2_x}
\lesssim \|u_q - \bar{u}_q\|_{L^\infty_t L^2_x} + \|w_{q+1}\|_{L^\infty_t L^2_x}
\lesssim \lambda_{q}^{-3} + \delta_{q+1}^\frac{3}{2} \leq M^*\delta_{q+1}^\frac{3}{2}, \tag{6.30}
\end{align}
for $M^*$ sufficiently large and
\begin{align}
\|u_q - u_{q+1}\|_{L^1_t L^2_x} \lesssim \|u_q - \bar{u}_q\|_{L^1_t L^2_x} + \|w_{q+1}\|_{L^1_t L^2_x}
\lesssim \lambda_{q}^{-3} + \lambda_{q+1}^{-\varepsilon} \lesssim \delta_{q+2}^\frac{3}{2}. \tag{6.31}
\end{align}

Concerning the iterative estimate (2.13), let us first show the embedding
\begin{align}
H^3_x \hookrightarrow W^{2,p}_x. \tag{6.32}
\end{align}

In order to prove (6.32), when $(s, p, \gamma) \in A_2$, we see that for $1 \leq p \leq 2$,
\begin{align}
0 \leq s < 2\alpha + \frac{2\alpha - 2}{p} + (1 - 2\alpha) \leq 2\alpha - 1 < 3. \tag{6.33}
\end{align}
which, via the embedding \( H_s^k \hookrightarrow H_s^p \hookrightarrow W_s^{s,p} \), yields (6.32). Moreover, for \( p > 2 \), since \( \alpha < 2, s \geq 0 \),
\[
0 < 1 + \frac{2\alpha - 2}{p} - s < 1 + \frac{2}{p} - \frac{2s}{3},
\]
which implies that \( 3/2 > s - 3/p \), thereby yielding (6.32) by the Sobolev embedding. We thus prove (6.32).

Thus, similar to (4.61), by virtue of (3.7), (3.16) and (6.32), we have
\[
\| \tilde{u}_q - u_q \|_{L_t^q L_x^{s,p}} \lesssim \| \sum_i \chi_i(u_i - u_q) \|_{L_t^q H_x^1} \lesssim \lambda_q^{-2}.
\]
Therefore, for any \( \alpha \in [1, 2] \), using (2.3), (6.1), (6.32) and Lemma 6.3, we derive
\[
\| u_{q+1} - u_q \|_{L_t^q L_x^{s,p}} \lesssim \| \tilde{u}_q - u_q \|_{L_t^q L_x^{s,p}} + \| w_{q+1} \|_{L_t^q L_x^{s,p}}
\lesssim \lambda_q^{-2} + \theta_q^{-1} \lambda_q^{s} r_{q+1} + \theta_q^{-30} \gamma^{-1}
\lesssim \lambda_q^{-2} + \lambda_{q+1}^{s+2a-2} - \frac{2a-2}{p} + \theta_q^{-2} \gamma^{9 - \frac{16}{p}} + \lambda_q^{-1}.
\]
Taking into account that, by (2.5),
\[
s + 2\alpha - 1 - \frac{2a - 2}{\gamma} + \varepsilon (9 - \frac{16}{p}) \leq s + 2\alpha - 1 - \frac{2a - 2}{\gamma} + 9\varepsilon < -10\varepsilon,
\]
we thus obtain
\[
\| u_{q+1} - u_q \|_{L_t^q L_x^{s,p}} \leq \frac{1}{2}\delta_q^{-1}.
\]
Therefore, the iterative estimates (2.6), (2.7), (2.11) and (2.13) are verified.

6.3. Reynolds stress. Below we treat the Reynolds stress for the endpoint case \((2\alpha/\gamma + 1 - 2\alpha, \gamma, \infty)\). We derive from equation (2.1) at level \( q + 1 \) that the new Reynolds stress satisfies the equation
\[
\begin{align*}
\text{div} \hat{R}_{q+1} - \nabla P_{q+1} &= \partial_t (u_{q+1}^{(p)} + w_q^{(c)}) + \nu (\Delta)^{\alpha} w_{q+1} + \text{div} (\tilde{u}_q \otimes w_{q+1} + w_{q+1} \otimes \tilde{u}_q) \\
&\quad + \text{div} (u_{q+1}^{(p)} \otimes w_q^{(p)} + \hat{R}_q) + \partial_t w_{q+1}^{(o)} \\
&\quad + \text{div} (u_{q+1}^{(c)} + w_q^{(o)}) \otimes w_{q+1} + w_{q+1}^{(p)} \otimes (u_{q+1}^{(c)} + w_q^{(o)}) \\
&\quad + \text{div} \hat{R}_{osc} + \nabla P_{osc} + \text{div} \hat{R}_{cor} + \nabla P_{cor}.
\end{align*}
\]
Then, using the inverse divergence operator \( \mathcal{R} \) we can choose the Reynolds stress at level \( q + 1 \) by
\[
\hat{R}_{q+1} := \hat{R}_{lin} + \hat{R}_{osc} + \hat{R}_{cor},
\]
where the linear error
\[
\hat{R}_{lin} := \mathcal{R} \left( \partial_t (u_{q+1}^{(p)} + w_q^{(c)}) + \nu (\Delta)^{\alpha} w_{q+1} + \mathcal{R} \mathcal{P} \text{div} (\tilde{u}_q \otimes w_{q+1} + w_{q+1} \otimes \tilde{u}_q) \right),
\]
the oscillation error
\[
\hat{R}_{osc} := \sum_{k \in \Lambda} \mathcal{R} \mathcal{P} \mathcal{P} \neq 0 \left( q_{(r)}^2 \neq 0 (W_k \otimes W_k) \nabla (a_{(k)}^2) \right) - \sigma^{-1} \sum_{k \in \Lambda} \mathcal{R} \mathcal{P} \mathcal{P} \neq 0 \left( h_{(r)} \int_{\mathbb{T}^3} W_k \otimes W_k dx \partial_t \nabla (a_{(k)}^2) \right),
\]
and the corrector error
\[
\hat{R}_{cor} := \mathcal{R} \mathcal{P} \text{div} \left( w_{q+1}^{(p)} \otimes (w_{q+1}^{(c)} + w_q^{(o)}) + (w_{q+1}^{(c)} + w_q^{(o)}) \otimes w_{q+1} \right).
\]
In the following we verify the inductive estimates for the new Reynolds stress \( \hat{R}_{q+1} \).
Verification of $L_t^\infty H_x^N$-estimate of Reynolds stress. Since by (6.19) and (6.20), the velocity perturbations obey the same upper bounds as in (4.47) and (4.48), we can argue as in a similar manner as in (5.7)-(5.11) and obtain (2.8) and (2.9) in the supercritical regime $A_2$. The details are omitted here.

Verification of $L_{t,x}^1$-decay of Reynolds stress. We aim to verify the $L_{t,x}^1$-decay (2.10) of the Reynolds stress $\tilde{R}_{q+1}$ at level $q + 1$. In this case, we choose

$$\rho := \frac{2\alpha - 2 + 16\varepsilon}{2\alpha - 2 + 14\varepsilon} \in (1, 2),$$

where $\varepsilon$ is given by (2.5). Then, we have

$$(1 - \alpha - 8\varepsilon)(\frac{2}{\rho} - 1) = 1 - \alpha - 6\varepsilon,$$

and

$$r_{-1}^{\frac{\alpha}{2} - 1} = \lambda^{1 - \alpha - 6\varepsilon}.$$  

(i) Linear error. Note that, by Lemmas 4.2, 6.1 and 6.2, (2.5), (6.1), (6.12) and (6.45),

$$\| R \partial_t (u^{(p)}_{q+1} + w_{q+1}^{(c)})\|_{L_t L_x^\infty} \lesssim \sum_{k \in \Lambda} \| R \text{curl}-\text{curl}(g(\tau) a(k) \mathbf{W}_{(k)}^{c})\|_{L_t^1 L_x^2}$$

$$\lesssim \sum_{k \in \Lambda} \left( \| g(\tau) \|_{L_t^1} \| a(k) \|_{C_{t,x}^2} \| \mathbf{W}_{(k)}^{c} \|_{C_t W_{x}^{1,p}} + \| \partial_t g(\tau) \|_{L_t^1} \| a(k) \|_{C_{t,x}^2} \| \mathbf{W}_{(k)}^{c} \|_{C_t W_{x}^{1,p}} \right)$$

$$\lesssim \theta_{q+1}^{-\frac{14}{3}} r_{-1}^{\frac{-1}{3} 2 - 1} \lambda^{-1} + \theta_{q+1}^{-7} \sigma \tau^{-1} r_{-1}^{\frac{-1}{3} 2 - 1} \lambda^{-1} \lesssim \theta_{q+1}^{-7} \lambda^{-4\varepsilon}.$$ 

For the viscosity term, by (6.14),

$$\| \nu R(-\Delta)^{\alpha} u_{q+1}^{(p)} \|_{L_t^1 L_x^\infty} \lesssim \| \nu R(-\Delta)^{\alpha} u_{q+1}^{(p)} \|_{L_t^1 L_x^\infty} + \| \nu R(-\Delta)^{\alpha} u_{q+1}^{(c)} \|_{L_t^1 L_x^\infty} + \| \nu R(-\Delta)^{\alpha} u_{q+1}^{(o)} \|_{L_t^1 L_x^\infty}.$$  

Note that, by the interpolation estimate, (6.1), (6.16), (6.45) and the fact that $2 - \alpha \geq 5\varepsilon$,

$$\| \nu R(-\Delta)^{\alpha} u_{q+1}^{(p)} \|_{L_t^1 L_x^\infty} \lesssim \| \nabla^{2\alpha - 1} u_{q+1}^{(p)} \|_{L_t^1 L_x^\infty}$$

$$\lesssim \| u_{q+1}^{(p)} \|_{L_t^1 L_x^\infty} \| \nabla \|_{L_t^1 L_x^\infty} \| u_{q+1}^{(p)} \|_{L_t^1 L_x^\infty}$$

$$\lesssim \theta_{q+1}^{-\alpha} r_{-1}^{\frac{-1}{3} 2 - 1} \tau^{-1} \lesssim \theta_{q+1}^{-7} \lambda^{-6\varepsilon}.$$  

Similarly, by Lemma 6.3,

$$\| \nu R(-\Delta)^{\alpha} u_{q+1}^{(c)} \|_{L_t^1 L_x^\infty} \lesssim \theta_{q+1}^{-7} \lambda^{2\alpha - 2} r_{-1}^{\frac{-1}{3} 2 - 1} \tau^{-1} \lesssim \theta_{q+1}^{-7} \lambda^{1 - 6\varepsilon},$$  

$$\| \nu R(-\Delta)^{\alpha} u_{q+1}^{(o)} \|_{L_t^1 L_x^\infty} \lesssim \theta_{q+1}^{-30} \sigma^{-1} \lesssim \theta_{q+1}^{-30} \lambda^{-2\varepsilon}.$$  

Hence, combining (6.47)-(6.50) altogether we obtain

$$\| \nu R(-\Delta)^{\alpha} w_{q+1} \|_{L_t^1 L_x^\infty} \lesssim \theta_{q+1}^{-30} \lambda^{-2\varepsilon}.$$  

Moreover, using (3.4), Lemma 6.3 and (6.45) we have

$$\| R H^\infty \text{div} (w_{q+1} \otimes \bar{u}_q + \bar{u}_q \otimes w_{q+1})\|_{L_t^1 L_x^\infty}$$

$$\lesssim \| w_{q+1} \otimes \bar{u}_q + \bar{u}_q \otimes w_{q+1} \|_{L_t^1 L_x^\infty}$$

$$\lesssim \| \bar{u}_q \|_{L_t^\infty H_x^2} \| w_{q+1} \|_{L_t^1 L_x^\infty}$$

$$\lesssim \theta_{q+1}^{-1} r_{-1}^{-1} \tau^{-1} + \theta_{q+1}^{-9} \sigma^{-1} \lesssim \theta_{q+1}^{-10} \lambda^{-2\varepsilon}.$$  

Therefore, we conclude from (6.46), (6.51) and (6.52) that

$$\| \tilde{R}_{q+1} \|_{L_t^1 L_x^\infty} \lesssim \theta_{q+1}^{-7} \lambda^{-4\varepsilon} + \theta_{q+1}^{-30} \lambda^{-2\varepsilon} + \theta_{q+1}^{-10} \lambda^{-2\varepsilon} \lesssim \theta_{q+1}^{-30} \lambda^{-2\varepsilon}.$$  

(6.53)
(ii) Oscillation error. Unlike in the previous endpoint case, we only need to decompose the oscillation error into two parts here:

\[ \hat{R}_{osc} = \hat{R}_{osc,1} + \hat{R}_{osc,2}, \]

where the low-high spatial oscillation error

\[ \hat{R}_{osc,1} := \sum_{k \in \Lambda} \mathbb{R}^P_{H} \mathbb{P}_{\neq 0} \left( g^2_{(r)} \mathbb{P}_{\neq 0} (W(k) \otimes W(k)) \nabla (a^2_{(l)(k)}) \right), \]

and the low frequency error

\[ \hat{R}_{osc,2} := -\sigma^{-1} \sum_{k \in \Lambda} \mathbb{R}^P_{H} \mathbb{P}_{\neq 0} \left( h(r) \int_{\mathbb{T}^3} W(k) \otimes W(k) \partial_t \nabla (a^2_{(l)(k)}) \right). \]

Then, applying Lemmas 6.1, 6.2 and 8.3 with \( a = \nabla (a^2_{(l)(k)}) \) and \( f = \phi^2_{(k)} \), we get

\[ \| \hat{R}_{osc,1} \|_{L^1_t L^\infty_x} \lesssim \sum_{k \in \Lambda} \| g_{(r)} \|_{L^2_t} \| \nabla \|^{-1} \mathbb{P}_{\neq 0} \left( \mathbb{P}_{\geq (\lambda r_r/2)} (W(k) \otimes W(k)) \nabla (a^2_{(l)(k)}) \right) \|_{C_t L^\infty_x} \]

\[ \lesssim \sum_{k \in \Lambda} \| \| \nabla \|^3 (a^2_{(l)(k)}) \|_{C_t L^\infty_x} \lambda^{-1} r^{-1}_\perp \| \phi^2_{(k)} \|_{C_t L^\infty_x} \]

\[ \lesssim \theta^{-2} \lambda^{-1} r^{-3}_\perp. \]  

(6.54)

Moreover, as in (5.26), the low frequency part \( \hat{R}_{osc,2} \) can be estimated by using (4.18) and (6.9):

\[ \| \hat{R}_{osc,2} \|_{L^1_t L^\infty_x} \lesssim \sigma^{-1} \sum_{k \in \Lambda} \| h_{(r)} \|_{C_t} \left( \| a_{(l)} \|_{C_t L^\infty} \| a_{(l)} \|_{C_t L^\infty_x} + \| a_{(l)} \|^2_{C_t L^\infty_x} \right) \lesssim \theta^{-1} \lambda^{-1} r^{-1} \]  

(6.55)

Therefore, combining (6.54) and (6.55) altogether and using (6.1) and (6.45) we conclude

\[ \| \hat{R}_{osc} \|_{L^1_t L^\infty_x} \lesssim \theta^{-2} \lambda^{-1} r^{-3}_\perp + \theta^{-1} \lambda^{-1} r^{-1}_\perp \]

\[ \lesssim \theta^{-2} \lambda^{-1} r^{-3}_\perp + \theta^{-1} \lambda^{-1} r^{-1}_\perp + \theta^{-1} \lambda^{-2} \]

\[ \lesssim \theta^{-1} \lambda^{-2} r^{-1}_\perp, \]

(6.56)

where the last step is due to (2.5).

(iii) Corrector error. We use Hölder’s inequality, Lemma 6.3 and (6.45) to get

\[ \| \hat{R}_{cor} \|_{L^1_t L^\infty_x} \lesssim \| w^{(p)}_{q+1} \|_1 \| (w^{(c)}_{q+1} + w^{(o)}_{q+1}) \|_1 + \| w^{(c)}_{q+1} \|_1 + \| (w^{(o)}_{q+1} \|_1 + \| w_{q+1} \|_1 \| L^1_t L^\infty_x \]

\[ \lesssim \| w^{(c)}_{q+1} \|_1 + \| w^{(o)}_{q+1} \|_1 \| L^1_t L^\infty_x \]

\[ \leq \left( \theta^{-7} \lambda^{-1} r^{-1}_\perp + \theta^{-9} \lambda^{-1} r^{-1}_\perp \right) \left( \theta^{-1} \lambda^{-1} r^{-1}_\perp + \theta^{-7} \lambda^{-1} r^{-1}_\perp \right) \]

\[ \lesssim \theta^{-1} \lambda^{-1} \]

(6.57)

Therefore, we conclude from estimates (6.53), (6.56), (6.57) that

\[ \| \hat{R}_{q+1} \|_{L^1_t L^\infty_x} \leq \| \hat{R}_{lin} \|_{L^1_t L^\infty_x} + \| \hat{R}_{osc} \|_{L^1_t L^\infty_x} + \| \hat{R}_{cor} \|_{L^1_t L^\infty_x} \]

\[ \lesssim \theta^{-30} \lambda^{-2} + \theta^{-15} \lambda^{-2} + \theta^{-18} \lambda^{-4} \]

\[ \lesssim \lambda^{-2} \theta^{-2} \delta_{q+2}. \]

(6.58)

This justifies the inductive estimate (2.10) for the \( L^1_t L^\infty_x \)-norm of the new Reynolds stress \( \hat{R}_{q+1} \).

7. PROOF OF MAIN RESULTS

This section contains the proofs of the main results, i.e. Theorems 2.3 and 1.2, Corollaries 1.3 and 1.4, and the strong vanishing viscosity result in Theorem 1.5.
Proof of Theorem 2.3. Because the iterative estimates (2.6)-(2.10) and (2.11)-(2.13) have been verified in the previous sections, we only need to prove the well-preparedness of \((u_{q+1}, \hat{R}_{q+1})\) and the temporal inductive inclusion (2.14).

Regarding the well-preparedness of \((u_{q+1}, \hat{R}_{q+1})\), we first note from the support of \(a_{(k)}\) that

\[
w_{q+1}(t) = 0 \quad \text{if} \quad \text{dist}(t, I^c_{q+1}) \leq \theta_{q+1}.
\]

Therefore, \(u_{q+1}(t) = \tilde{u}_q(t)\) if \(\text{dist}(t, I^c_{q+1}) \leq \theta_{q+1}\). Then, by the well-preparedness of \((\tilde{u}_q, \hat{R}_q)\), we infer that

\[
\hat{R}_{q+1}(t) = \hat{R}_q(t) = 0 \quad \text{if} \quad \text{dist}(t, I^c_{q+1}) \leq \theta_{q+1},
\]

which verifies the well-preparedness of \((u_{q+1}, \hat{R}_{q+1})\).

Concerning the temporal inductive inclusion (2.14), first note that

\[
\text{supp}_t w_{q+1} \subseteq \bigcup_{k \in \Lambda} \text{supp}_t a_{(k)} \subseteq N_{2\theta_{q+1}}(\text{supp}_t \hat{R}_q).
\]

Next we prove that

\[
I_{q+1} \subseteq N_{4T/m_{q+1}}(\text{supp}_t \hat{R}_q).
\]

To this end, for any \(t \in I_{q+1}\), we have \(t \in [t_i - 2\theta_{q+1}, t_i + 3\theta_{q+1}]\) for some \(i \in \mathcal{C}\). Hence, there exists \(t_* \in [t_{i-1}, t_i + \theta_{q+1}]\) such that \(\hat{R}_q(t_*) \neq 0\). Since

\[
|t - t_*| \leq \frac{T}{m_{q+1}} + 3\theta_{q+1} < \frac{4T}{m_{q+1}},
\]

we infer that \(t \in N_{4T/m_{q+1}}(\text{supp}_t \hat{R}_q)\), which proves (7.2), as claimed.

Combining (7.1) and (7.2) together we obtain

\[
\text{supp}_t w_{q+1} \subseteq N_{2\theta_{q+1}}(\text{supp}_t \hat{R}_q) \subseteq N_{2\theta_{q+1}}(I_{q+1}) \subseteq N_{6T/m_{q+1}}(\text{supp}_t \hat{R}_q).
\]

Regarding the temporal support of \(\tilde{u}_q\), we claim that

\[
\text{supp}_t \tilde{u}_q \subseteq N_{2T/m_{q+1}}(\text{supp}_t u_q).
\]

To this end, for any \(t \in [0, T]\) such that \(\tilde{u}_q(t) \neq 0\), there exists \(0 \leq i \leq m_{q+1} - 1\) such that \(t \in [t_i, t_{i+1}]\). If \(t \in [t_i + \theta_{q+1}, t_{i+1}]\), then we have \(u_q(t_i) \neq 0\), otherwise \(u_q(t_i) = v_i(t) = 0\). Since \(|t - t_i| \leq T/m_{q+1}\), we see that (7.4) is valid. Moreover, if \(t \in [t_i, t_i + \theta_{q+1}]\), we have \(u_q(t_i) \neq 0\) or \(u_q(t_{i-1}) \neq 0\). Actually, if \(u_q(t_i) = u_q(t_{i-1}) = 0\), the uniqueness in Proposition 3.2 yields that \(v_i(t) = v_{i-1}(t) = 0\), and so

\[
\tilde{u}_q(t) = \chi_i(t) v_i(t) + (1 - \chi_i(t)) v_{i-1}(t) = 0,
\]

which contradicts the fact that \(\tilde{u}_q(t) \neq 0\). Hence, taking into account \(|t - t_i| \leq T/m_{q+1}\) and \(|t - t_{i-1}| \leq 2(T/m_{q+1})\) we prove (7.4), as claimed.

Thus, we deduce from (7.3) and (7.4) that

\[
\text{supp}_t u_{q+1} \subseteq \text{supp}_t \tilde{u}_q \cup \text{supp}_t w_{q+1} \subseteq N_{6T/m_{q+1}}(\text{supp}_t (u_q, \hat{R}_q)) \subseteq N_{\delta_{q+2}^{1/2}}(\text{supp}_t (u_q, \hat{R}_q)),
\]

where the last step is due to \(6T/m_{q+1} \ll \delta_{q+2}^{1/2}\).

Moreover, in view of (7.1), (7.3) and (7.4), we get

\[
\text{supp}_t \hat{R}_{q+1} \subseteq \bigcup_{k \in \Lambda} \text{supp}_t a_{(k)} \cup \text{supp}_t \tilde{u}_q \subseteq N_{\delta_{q+2}^{1/2}}(\text{supp}_t (u_q, \hat{R}_q)).
\]

Therefore, putting (7.5) and (7.6) altogether we prove Theorem 2.3. \(\Box\)
Proof of Theorem 1.2. Below we prove the statements (i)-(iv) in Theorem 1.2 below.

(i). Take $u_0 = \tilde{u}$ and set

$$R_0 := \mathcal{R}(\partial_t u_0 + \nu (-\Delta) u_0) + u_0 \otimes u_0,$$

$$F_0 := -\frac{1}{3}|u_0|^2.$$  \hfill (7.7)

Thus, $(u_0, R_0)$ is a well-prepared solution to (2.1) with the set $I_0 = [0, T]$ and the length scale $\theta_0 = T$. Let

$$\delta_1 := \|R_0\|_{L^1_{t,x}}$$

and choose $\alpha$ sufficiently large such that (2.6)-(2.10) are satisfied at level $q = 0$. Then, in view of Theorem 2.3, there exists a sequence of solutions $\{u_q, R_q\}$ to (2.1) satisfying the inductive estimates (2.6)-(2.14) for all $q \geq 0$.

Note that, by (2.6) and (2.7),

$$\|u_{q+1} - u_q\|_{H^1_{t,x}} \leq \|\partial_t (u_{q+1} - u_q)\|_{L^\infty L^2} + \|u_{q+1} - u_q\|_{L^\infty L^2}$$

$$\leq \|\partial_t u_{q+1}\|_{L^\infty L^2} + \|\partial_t u_q\|_{L^\infty L^2} + \|u_{q+1}\|_{L^\infty L^2} + \|u_q\|_{L^\infty L^2}$$

$$\lesssim \lambda_{q+1}^8 + \lambda_q^8 + \lambda_q^{8+1} \lesssim \lambda_q^{8+1}. \hfill (7.9)$$

Then, using the interpolation, (2.2), (2.6), (2.11) and (7.9) we infer that for any $\beta' \in (0, \frac{\beta}{8+\beta})$,

$$\sum_{q \geq 0} \|u_{q+1} - u_q\|_{H^1_{t,x}} \lesssim \sum_{q \geq 0} \|u_{q+1} - u_q\|_{L^1_{t,x}}^{1-\beta'} \|u_{q+1} - u_q\|_{H^1_{t,x}}^{\beta'}$$

$$\lesssim \sum_{q \geq 0} (M^*)^{1-\beta'} \delta_{q+1}^{1-\beta'} \lambda_{q+1}^{8\beta'}$$

$$\lesssim (M^*)^{1-\beta'} \delta_1^{1-\beta'} \lambda_1^{8\beta'} + \sum_{q \geq 1} (M^*)^{1-\beta'} \lambda_{q+1}^{-(1-\beta') + 8\beta'} < \infty, \hfill (7.10)$$

where the last step is due to the inequality $-\beta(1-\beta') + 8\beta' < 0$.

Therefore, $\{u_q\}_{q \geq 0}$ is a Cauchy sequence in $H^1_{t,x}$, and thus there exists $u \in H^1_{t,x}$ such that $\lim_{q \to \infty} (u_q) = u$ in $H^1_{t,x}$. Taking into account the fact that $\lim_{q \to \infty} \tilde{R}_q = 0$ in $L^1_{t,x}$ and $u_q(0) = \tilde{u}(0)$ for all $q \geq 0$, we conclude that $u$ is a weak solution to (1.1) with the initial datum $\tilde{u}(0)$.

(ii). Regarding the regularity of the weak solution $u$, by virtue of (4.64) and (6.37), we have

$$\sum_{q \geq 0} \|u_{q+1} - u_q\|_{L^1_{t,x} W^{s,p}} < \infty, \hfill (7.11)$$

which yields that $\{u_q\}_{q \geq 0}$ is also a Cauchy sequence in $L^1_{t,x} W^{s,p}$. Thus, using the uniqueness of weak limits we obtain

$$u \in H^1_{t,x} \cap L^1_{t,x} W^{s,p},$$

thereby proving the regularity statement (ii).

(iii). Regarding the Hausdorff measure of the singular set, we set

$$\mathcal{G} = \bigcup_{q \geq 0} I_q^c \setminus \{0, T\}, \hspace{1em} \mathcal{B} := [0, T] \setminus \mathcal{G}.$$

By construction, $u_q$ is a smooth solution to the hyperdissipative Navier-Stokes equation (1.1) on $\mathcal{G}$, and $u \equiv u_q$ on $I_q^c$ for each $q$. Thus $\mathcal{B}$ contains the singular set of time. Since by (3.56), each $I_q$ is covered by at most $m_q = \theta_q^{-n}$ many balls of radius $5\theta_q$, the Hausdorff dimension of the potential singular set $\mathcal{B}$ can be estimated by

$$d_H(\mathcal{B}) = d_H(\bigcap_{q \geq 0} I_q) = d_H(\limsup_{q \to \infty} I_q) \leq \eta < \eta_*.$$

(iv). Concerning the small deviations of temporal supports, we note that

$$\text{supp}_t \tilde{R}_0 \subseteq K_0 := \text{supp}_t u_0 = \text{supp}_t \tilde{u}. \hfill (7.12)$$

Then, set

$$K_q := \text{supp}_t u_q \cup \text{supp}_t \tilde{R}_q, \hspace{1em} q \geq 1. \hfill (7.13)$$
Using (2.14) we have
\[ K_{q+1} \subseteq N_{\frac{1}{\delta_{q+2}}} K_q \subseteq \cdots \subseteq N_{\frac{1}{\delta_1}} K_0. \]  
(7.14)

Thus, taking into account \( \sum_{q \geq 0} \delta_{q+2}^{1/2} \leq \varepsilon_* \) for a large enough we get
\[ \text{supp}_t u \subseteq \bigcup_{q \geq 0} K_q \subseteq \mathcal{N}_{\varepsilon_*} (\text{supp}_t \tilde{u}). \]
(7.15)

This verifies the temporal support statement \((iii)\).

\textbf{(v).} Finally, for the small deviations on average, we infer from (2.13) that
\[ \| u - \tilde{u} \|_{L^1_t L^2_x} + \| u - \tilde{u} \|_{L^1_t W^{s,p}_x} \leq \sum_{q \geq 0} (\| u_{q+1} - u_q \|_{L^1_t L^2_x} + \| u_{q+1} - u_q \|_{L^1_t W^{s,p}_x}) \]
\[ \leq 2 \sum_{q \geq 0} \delta_{q+2}^{1/2} \leq 2 \sum_{q \geq 2} a^{-\beta q} \leq 2 \sum_{q \geq 2} a^{-\beta q} = 2a^{-2\beta b} (1 - a^{-\beta b}) \leq \varepsilon_*, \]
where the last inequality holds for \( a \) large enough (depending on \( \varepsilon_* \)).

Therefore, the proof of Theorem 1.2 is complete. \( \square \)

\textbf{Proof of Corollary 1.3.} Let \( \tilde{u} \) be a weak solution to (1.1) with divergence-free \( \tilde{u}(0) = \tilde{u}_0 \in L^2 \).

If \( \tilde{u} \) is not a Leray-Hopf solution, then due to Lions [55], there exists a unique smooth Leray-Hopf solution \( u \) to \((1.1)\) on \([0,T] \). Hence, \( u \) is different from \( \tilde{u} \).

If \( \tilde{u} \) is a Leray-Hopf solution to \((1.1)\), we may choose any smooth, divergence-free and mean-free vector field \( v \) on \([0,T] \) and set
\[ u_m := \tilde{u} + \frac{m}{c_0} v, \]
where \( m \in \mathbb{N}_+ \) and \( c_0 := \|v\|_{L^1([T/2,T];L^2_x)} > 0 \). Then, we glue \( \tilde{u} \) and \( u_m^* \) together by
\[ \bar{u}_m := \chi \tilde{u} + (1 - \chi) u_m^*, \]
where \( \chi \in C^\infty([0,T]) \) satisfies
\[ \chi = \begin{cases} 
1 & \text{if } 0 \leq t < \frac{T}{2}, \\
0 & \text{if } \frac{T}{2} \leq t \leq T.
\end{cases} \]
(7.18)

Note that, \( \bar{u}_m \) is a smooth, divergence-free and mean-free vector field on \([0,T] \), such that
\[ \bar{u}_m(0) = \tilde{u}_0, \quad \bar{u}_m \big|_{[\frac{T}{2},T]} = u_m^* \big|_{[\frac{T}{2},T]}. \]

Then, for any \( \varepsilon_* \in (0,1/4) \), Theorem 1.2 gives weak solutions \( u_m \in H^{3/2}_{1,x} \cap L^1_t W^{s,p}_x \) to \((1.1)\) on \([0,T] \), \( m \geq 1 \), which are smooth outside a null set in time and satisfy
\[ u_m(0) = \bar{u}_m(0) = \tilde{u}_0 \quad \text{and} \quad \| u_m - \bar{u}_m \|_{L^1([0,T];L^2_x)} \leq \varepsilon_* \]
(7.19)

Hence, taking into account
\[ \| u_m - \bar{u} \|_{L^1(T/2,T;L^2_x)} \geq \| u_m^* - \bar{u} \|_{L^1(T/2,T;L^2_x)} - \| u_m - u_m^* \|_{L^1(T/2,T;L^2_x)} \]
\[ = \| u_m^* - \bar{u} \|_{L^1(T/2,T;L^2_x)} - \| \bar{u}_m - u_m \|_{L^1(T/2,T;L^2_x)} \]
\[ \geq m - \varepsilon_* > \frac{1}{2}, \]
which yields that \( u_m \neq \tilde{u} \) on \([0,T] \) for every \( m \geq 1 \).

Thus, we conclude that for any weak solution \( \tilde{u} \) to \((1.1)\), there exists another different weak solution to \((1.1)\) in the space \( L^1_t W^{s,p}_x \) with the same initial datum \( \tilde{u}(0) \), where \((s, \gamma, p) \in A_1 \cup A_2 \).

Moreover, for any \( m, m' \geq 1, m \neq m' \), we have
\[ \| u_m - u_{m'} \|_{L^1(T/2,T;L^2_x)} \geq \| u_m - u_{m'} \|_{L^1(T/2,T;L^2_x)} - \| u_m - u_m^* \|_{L^1(T/2,T;L^2_x)} - \| u_{m'} - u_m^* \|_{L^1(T/2,T;L^2_x)} \]
\[ = \| u_m^* - u_{m'} \|_{L^1(T/2,T;L^2_x)} - \| \bar{u}_m - u_m \|_{L^1(T/2,T;L^2_x)} - \| \bar{u}_{m'} - u_m \|_{L^1(T/2,T;L^2_x)} \]
Then, letting \( \tilde{\epsilon} \), embeddings on torus: \( L^p \) that, the initial data of non-unique solutions in Theorem 1.2 are in \( L^p \). Taking \( \text{Triebel-Lizorkin spaces (cf. [64, p.164])} \) we infer

\[
F^{s_p-\eta} \hookrightarrow B^{s_p-\eta} \hookrightarrow B^{s_p}.
\]

Then, letting \( \tilde{\rho} := \frac{3}{2\alpha-1+\eta} < \frac{3}{2\alpha-1} \) (we may take \( \eta \) even smaller such that \( \tilde{\rho} > 1 \) and using the embedding of Triebel-Lizorkin spaces (cf. [64, p.170])) we get

\[
L^\tilde{\rho} = F^{\tilde{\rho}}_{p,2} \hookrightarrow F^{s_p-\eta}_{p,q}.
\]

Thus, we obtain

\[
L^\tilde{\rho} \hookrightarrow B^{s_p}_{p,q},
\]

which along with the statement (i) yields the existence of non-unique weak solutions in \( B^{s_p}_{p,q} \).

Similarly, the last statement (iii) follows from (i) and the following embedding (cf. [64, p.165])

\[
L^\tilde{\rho} \hookrightarrow F^{s_p-\eta}_{p,q} \hookrightarrow F^{s_p}_{p,q}.
\]

The proof is therefore complete.

**Proof of Theorem 1.5.** We choose two families of standard compactly support Friedrichs mollifiers \( \{\phi_\varepsilon\}_{\varepsilon>0} \) and \( \{\varphi_\varepsilon\}_{\varepsilon>0} \) on \( T^3 \) and \( \mathbb{R} \), respectively. Set

\[
u_n := (u \ast_x \phi_\lambda^{-1}) \ast_t \varphi_\lambda^{-1},
\]

for some \( n > 0 \), restricted to \([0,T]\).

Since \( u \) is a weak solution to the Euler equation (1.2), we infer that \( u_n \) satisfies

\[
\begin{cases}
\partial_t u_n + \lambda_n^{-2\alpha}(-\Delta)^\alpha u_n + \text{div}(u_n \otimes u_n) + \nabla P_n = \text{div} \dot{R}_n, \\
\text{div} u_n = 0,
\end{cases}
\]

where the Reynolds stress

\[
\dot{R}_n := u_n \otimes u_n - ((u \otimes u) \ast_x \phi_\lambda^{-1}) \ast_t \varphi_\lambda^{-1} + \lambda_n^{-2\alpha} R(-\Delta)^\alpha u_n,
\]

and the pressure

\[
P_n := P \ast_x \phi_\lambda^{-1} \ast_t \varphi_\lambda^{-1} - |u_n|^2 + |u|^2 \ast_x \phi_\lambda^{-1} \ast_t \varphi_\lambda^{-1}.
\]

Let \( \nu := \nu_n := \lambda_n^{-2\alpha} \) and \( \tilde{M} := \|u\|_{H^\beta_{t,x}} \). We claim that for a sufficiently large, \( (u_n, \dot{R}_n) \) satisfy the iterative estimates (2.6)-(2.10) at level \( q = n(\geq 1) \).

To this end, let us first consider the most delicate estimate (2.10). Using the Minkowski and the Slobodetskii-type norm of Sobolev spaces we have (see, e.g., [53, (6.35)])

\[
\|u - u_n\|_{L^p_{t,x}} \lesssim \lambda^{-\beta} \|u\|_{H^\beta_{t,x}} \lesssim \lambda^{-\beta} \tilde{M}.
\]

(2.73)

Moreover, we note that

\[
\|u_n \otimes u_n - ((u \otimes u) \ast_x \phi_\lambda^{-1}) \ast_t \varphi_\lambda^{-1}\|_{L^2_{t,x}} \lesssim ||u - u_n||_{L^2_{t,x}} + ||(|x| + |y|)^{4+2\beta} \phi_\lambda^{-1} \varphi_\lambda^{-1}\|_{L^\infty_{t,x,y}} \left\| \frac{u(t,x) - u(t-s,x-y)}{(|x| + |y|)^{2+\beta}} \right\|^2_{L^2_{t,x}L^2_{t,y}}.
\]

(2.73)
\[ \lesssim \lambda_n^{-2\beta} \|u\|_{H^\beta_{t,x}}^2 \lesssim \lambda_n^{-2\beta} \tilde{M}^2, \]  
(7.24)
where the last step is due to (7.23).

Estimating as in (5.17) we also get
\[ \| \lambda_n^{-2\alpha} R(\Delta) \phi \|_{L^1_{t,x}} \lesssim \lambda_n^{-2\alpha} \left( \| u_n \|_{L^1_{t,x}} \right) \lesssim \lambda_n^{-1} \| u \|_{L^2_{t,x}} \lesssim \lambda_n^{-1} \tilde{M}. \]  
(7.25)

Thus, combining (7.22), (7.24) and (7.25) altogether we conclude that
\[ \| \tilde{R}_n \|_{L^1_{t,x}} \lesssim \| u_n \otimes u_n - (u \otimes u) * \phi \|_{L^1_{t,x}} + \| \lambda_n^{-2\alpha} R(\Delta) \phi \|_{L^1_{t,x}} \lesssim \lambda_n^{-1} \tilde{M} + \lambda_n^{-2\beta} \tilde{M}^2, \]  
(7.26)
which verifies (2.10) at level \( n \) by choosing \( \beta \) and \( \varepsilon_R \) sufficiently small, such that \( \tilde{\beta} > \varepsilon_R/2 + \beta b \), where \( \varepsilon_R \) and \( \beta \) are as in the proof of Theorem 2.3.

Regarding the inductive estimate (2.6), by Sobolev’s embedding \( H^1_t \hookrightarrow L^\infty_t \) and Young’s inequality,
\[ \| u_n \|_{L^\infty_t H^2_x} \lesssim \sum_{0 \leq |N| \leq 3} \| \nabla^N u_n \|_{L^\infty_t L^2_x} \lesssim \sum_{0 \leq |N| \leq 3} \| u \|_{L^1_t H^2_x} \| \partial_t^M \phi \|_{L^2_t} \| \nabla \phi \|_{L^4_t} \lesssim \lambda_n^4 \tilde{M}, \]  
(7.27)
which verifies (2.6) at level \( n \).

Moreover, by the Sobolev embedding \( H^3_{t,x} \hookrightarrow L^\infty_{t,x} \),
\[ \| \partial_t u_n \|_{L^\infty_t H^1_x} \lesssim \sum_{0 \leq |N| \leq 2} \| \partial_t \nabla^N u_n \|_{L^\infty_t \dot{H}^0_x} \lesssim \| u_n \|_{H^1_{t,x}} \lesssim \lambda_n^6 \tilde{M}, \]  
(7.28)
which verifies (2.7) at level \( n \).

Finally, for the estimate (2.8), by the Sobolev embedding \( W^{4,1}_{t,x} \hookrightarrow L^\infty_{t,x} \), we obtain
\[ \| \tilde{R}_n \|_{L^\infty_t H^3_x} \lesssim \sum_{0 \leq |N| \leq 3} \| \nabla^N \tilde{R}_n \|_{L^\infty_t \dot{H}^0_x} \lesssim \| \tilde{R}_n \|_{W^{4,1}_{t,x}} \lesssim \| u_n \|_{W^{4,1}_{t,x}} \lesssim \| u_n \|_{H^1_{t,x}} + \| u_n \|_{H^0_{t,x}} \]  
(7.29)
Therefore, taking \( \alpha \) sufficiently large, we verify the inductive estimate (2.8).

Thus, we can apply Theorem 2.3 to the approximate equation (7.21) and then let \( q \to \infty \) to obtain a weak solution \( u^{(\nu_n)} \in H^{\beta'}_{t,x} \) to (1.1) for some \( \beta' \in (0, \beta/(8 + \beta)) \).

Furthermore, estimating as in (7.10), using (7.23) and taking \( \beta' \) sufficiently small such that \( 0 < \beta' < \min\{ \beta, \beta/(8 + \beta) \} \) we deduce that for any \( n \geq 1 \),
\[ \| u^{\nu_n} - u \|_{H^{\beta'}_{t,x}} \leq \| u^{\nu_n} - u_n \|_{H^{\beta'}_{t,x}} + \| u - u_n \|_{H^{\beta'}_{t,x}} \leq C \left( \sum_{q=n}^{\infty} \lambda_q^{-(1-\beta')} \lambda_{q+1}^{8\beta'} + \| u - u_n \|_{L^2_{t,x}} \| u - u_n \|_{H^{\beta'}_{t,x}} \right) \]
where the last step is valid for \( a \) sufficiently large. This verifies the strong convergence (1.10) in \( H^3_{L,x} \).

Therefore, the proof of Theorem 1.5 is complete. \( \square \)

### 8. Appendix

In this section, we collect some preliminary results used in the previous sections and the well-posedness result in the critical space \( L^{3/(3\alpha - 1)}_x \).

**Lemma 8.1. (Geometric Lemma, [6, Lemma 4.1])** There exists a set \( \Lambda \subset S^2 \cap \mathbb{Q}^3 \) that consists of vectors \( k \) with associated orthonormal bases \( (k, k_1, k_2) \), \( \varepsilon_n > 0 \), and smooth positive functions \( \gamma(k) : B_{\varepsilon_n}(Id) \rightarrow \mathbb{R} \), where \( B_{\varepsilon_n}(Id) \) is the ball of radius \( \varepsilon_n \) centered at the identity in the space of \( 3 \times 3 \) symmetric matrices, such that for \( S \in B_{\varepsilon_n}(Id) \) we have the following identity:

\[
S = \sum_{k \in \Lambda} \gamma^2_{(k)}(S)k_1 \otimes k_1. \tag{8.1}
\]

As pointed out in [6], there exists \( N_\Lambda \in \mathbb{N} \) such that

\[
\{ N_\Lambda k, N_\Lambda k_1, N_\Lambda k_2 \} \subseteq N_\Lambda S^2 \cap \mathbb{Z}^3. \tag{8.2}
\]

We denote by \( M_* \) the geometric constant such that

\[
\sum_{k \in \Lambda} \| \gamma(k) \|_{C^4(B_{\varepsilon_n}(Id))} \leq M_. \tag{8.3}
\]

This parameter is universal and will be used later in the estimates of the size of perturbations.

Then, we recall the \( L^p \) decorrelation lemma introduced by [18, Lemma 2.4] (see also [10, Lemma 3.7]), which is the key lemma to obtain the \( L^2_{L,x} \) estimates of the perturbations.

**Lemma 8.2 ([18], Lemma 2.4).** Let \( \sigma \in \mathbb{N} \) and \( f, g : \mathbb{T}^d \rightarrow \mathbb{R} \) be smooth functions. Then for every \( p \in [1, \infty) \),

\[
\| fg(\sigma \cdot) \|_{L^p(\mathbb{T}^d)} - \| f \|_{L^p(\mathbb{T}^d)} \| g \|_{L^p(\mathbb{T}^d)} \lesssim \sigma^{\frac{1}{p}} \| f \|_{C^1(\mathbb{T}^d)} \| g \|_{L^p(\mathbb{T}^d)}. \tag{8.4}
\]

The following stationary phase lemma is a main tool to handle the errors of Reynolds stress.

**Lemma 8.3 ([58], Lemma 6; see also [10], Lemma B.1).** Let \( a \in C^2(\mathbb{T}^3) \). For all \( 1 < p < \infty \) we have

\[
\| \nabla^{-1} P_{\neq 0} (a P_{\geq k} f) \|_{L^p(\mathbb{T}^3)} \lesssim k^{-1} \| \nabla^2 a \|_{L^\infty(\mathbb{T}^3)} \| f \|_{L^p(\mathbb{T}^3)}
\]

for any smooth function \( f \in L^p(\mathbb{T}^3) \).

We close this section with the well-posedness result for equation (1.1) in the critical space \( C^\alpha L^{\frac{3}{3-\alpha}}_x \). The proof follows closely from the strategy by Kato [44] and Cannone [15].

**Theorem 8.4. (Well-posedness in critical space \( L^{\frac{3}{3-\alpha}}_x \))** Let \( \alpha \in (1, 2) \). Then, there exists \( \delta > 0 \) such that for any \( u_0 \in L^{\frac{3}{3-\alpha}}_x \), \( \| u_0 \|_{L^{\frac{3}{3-\alpha}}_x} \leq \delta \), there exists a unique global solution \( u \) to (1.1) satisfying \( u(0) = u_0 \),

\[
u \in C([0, T]; L^{\frac{3}{3-\alpha}}_x(\mathbb{T}^3)), \quad L^{\frac{2\alpha-1-3\beta}{2\alpha-1}}_{\frac{3}{2\alpha-1}} u \in C \left( \left( 0, T \right]; L^p(\mathbb{T}^3) \right),
\]

where \( \frac{3}{2\alpha-1} < p \leq \frac{6}{2\alpha-1} \), and in addition

\[
\lim_{t \to 0^+} t^{\frac{2\alpha-1-3\beta}{2\alpha-1}} \| u(t) \|_{L^p_x} = 0.
\]

**Proof.** Let us formulate equation (1.1) in the mild form

\[
u(t) = e^{-t(\Delta)^\alpha} u_0 - \int_0^t e^{-(t-s)(\Delta)^\alpha} P_H \text{div}(u \otimes u)(s) ds. \tag{8.5}
\]

We choose the Banach space \( X \) which consist of functions \( v \) satisfying

\[
v \in C([0, T]; L^{\frac{3}{3-\alpha}}_x(\mathbb{T}^3)), \tag{8.6}
\]
\[ t^{\frac{2\alpha-1-3/p}{2\alpha}} v \in C \left([0,T];L^p \left(T^3\right)\right), \quad (8.7) \]

\[ \lim_{t \to 0} t^{\frac{2\alpha-1-3/p}{2\alpha}} \|v(t)\|_{L^p_T} = 0, \quad (8.8) \]

and are equipped with the norm

\[ \|u\|_X := \|u\|_{C_tL^{\frac{3}{2\alpha}}_x} + \sup_{t>0} t^{\frac{2\alpha-1-3/p}{2\alpha}} \|u(t)\|_{L^p_T}. \]

In order to prove Theorem 8.4, by virtue of Lemma 1.5 of [15], it suffices to prove that

(i) If \( u_0 \in X \), then \( e^{-t(\Delta)^\alpha} u_0 \in X \).

(ii) The bilinear operator defined by

\[ B(u,v)(t) := - \int_0^t e^{-(t-s)(-\Delta)^\alpha} \mathbb{P}_H \text{div}(u \otimes v)(s) \, ds \]

is bicontinuous in \( X \times X \to X \).

The important ingredients of proof are the following standard estimates for the semigroup \( \{e^{-t(\Delta)^\alpha}\} \), that is, for any \( \rho, \in [1, \infty) \) and \( 1 \leq \rho_2 \leq \rho_1 < \infty \),

\[ \|e^{-t(\Delta)^\alpha} v\|_{L^p_T} \leq C \|v\|_{L^p_T}, \quad (8.9) \]

\[ \|e^{-t(\Delta)^\alpha} v\|_{L^1_T} \leq C t^{-\frac{2\alpha-1-3/p}{2\alpha}} \|v\|_{L^p_T}, \quad (8.10) \]

\[ \|\nabla e^{-t(\Delta)^\alpha} v\|_{L^p_T} \leq C t^{-\frac{2\alpha-1-3/p}{2\alpha}} \|v\|_{L^p_T}. \quad (8.11) \]

The property (i) follows immediately from estimates (8.9) and (8.10) with \( \rho_1 = p \) and \( \rho = \rho_2 = 3/(2\alpha-1) \). Regarding the second property (ii), we use estimate (8.11) with \( \rho_1 = 3/(2\alpha-1) \) and \( \rho_2 = p/2 \) to get

\[ \|B(v_1,v_2)(t)\|_{L^p_T} \leq C \int_0^t (t-s)^{-\frac{2\alpha-1-3/p}{2\alpha}} \|v_1(s)\|_{L^p_T} \|v_2(s)\|_{L^p_T} \, ds \]

\[ \leq C \int_0^t (t-s)^{-\frac{2\alpha-1-3/p}{2\alpha}} s^\frac{2\alpha-1-3/p}{2\alpha} \|v_1(s)\|_{L^p_T} \sup_{0 \leq s \leq t} (s^{2\alpha-1-3/p}) \|v_2(s)\|_{L^p_T} \]

\[ \leq C \|v_1\|_X \|v_2\|_X. \quad (8.12) \]

Similarly, applying (8.11) with \( \rho_1 = p \) and \( \rho_2 = p/2 \) we get

\[ \|B(v_1,v_2)(t)\|_{L^p_T} \leq C \int_0^t (t-s)^{-\frac{2\alpha-1-3/p}{2\alpha}} \|v_1(s)\|_{L^p_T} \|v_2(s)\|_{L^p_T} \, ds \]

\[ \leq C \int_0^t (t-s)^{-\frac{2\alpha-1-3/p}{2\alpha}} s^{\frac{2\alpha-1-3/p}{2\alpha}} \|v_1(s)\|_{L^p_T} \sup_{0 \leq s \leq t} (s^{2\alpha-1-3/p}) \|v_2(s)\|_{L^p_T} \]

\[ \leq C \|v_1\|_X \|v_2\|_X. \quad (8.13) \]

Hence, estimates (8.12) and (8.13) together yield that

\[ \|B(v_1,v_2)\|_X \leq C \|v_1\|_X \|v_2\|_X. \quad (8.14) \]

Moreover, arguing as in the (8.13) we also infer from that, for any \( v_1, v_2 \in X \),

\[ t^{\frac{2\alpha-1-3/p}{2\alpha}} \|B(v_1,v_2)(t)\|_{L^p_T} \leq C \sup_{0 \leq s \leq t} (s^{\frac{2\alpha-1-3/p}{2\alpha}} \|v_1(s)\|_{L^p_T}) \sup_{0 \leq s \leq t} (s^{\frac{2\alpha-1-3/p}{2\alpha}} \|v_2(s)\|_{L^p_T}) \to 0, \quad as \quad t \to 0. \]

Thus, the second property (ii) is verified. The proof is complete. \( \square \)
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