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Abstract. Let $M = M_1 M_2 M_3$ be the product of three distinct primes and let $\chi = \chi_1 \chi_2 \chi_3$ be a Dirichlet character of modulus $M$ such that each $\chi_i$ is a primitive character modulo $M_i$ for $i = 1, 2, 3$. In this paper, we provide a $\delta$-symbol method for obtaining non-trivial cancellation in smooth character sums of the form $\sum_{n=1}^{\infty} \chi(n) W(n/N)$, with $N$ roughly of size $\sqrt{M}$ and $W$ a smooth compactly supported weight function on $(0, \infty)$. As a corollary, we establish hybrid subconvexity bounds for the associated Dirichlet $L$-function.

1. Introduction and main results

Let $L(s, \pi)$ be the $L$-function associated with an irreducible cuspidal automorphic representation $\pi$ with unitary central character. Analysis of $L(s, \pi)$ leads to information about the arithmetic or algebraic structure associated with $\pi$ and non-trivial estimates for $L(s, \pi)$ in terms of its analytic conductor $Q(s, \pi)$ (for values of $s$ in the critical strip $0 \leq \Re(s) \leq 1$) often result in non-trivial applications. One classical problem, the subconvexity problem, is to establish a bound of the form $L(s, \pi) \ll Q(s, \pi)^{1/4 - \delta}$ for some $\delta > 0$ when $\Re(s) = 1/2$. In general, for $\Re(s) = 1/2$, one has the convexity bound

$$L(s, \pi) \ll \varepsilon Q(s, \pi)^{1/4 + \varepsilon}$$

while the Riemann Hypothesis for $L(s, \pi)$ would imply the Lindelöf Hypothesis

$$L(s, \pi) \ll \varepsilon Q(s, \pi)^{\varepsilon}.$$

Although the convexity bound is far from the expected Lindelöf bound, any power saving in the conductor is often sufficient for applications. For example, subconvexity for $L\left(\frac{1}{2} + it, \text{Sym}^2 f\right)$ and $L\left(\frac{1}{2}, \text{Sym}^2 f \times \varphi\right)$, where $t$ is a fixed real number, $f$ is a varying holomorphic eigencuspform (with $\text{Sym}^2 f$ its symmetric square) and
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φ is a fixed Hecke-Maass eigencuspform for the modular group SL₂(Z), implies the Mass Equidistribution Conjecture (a holomorphic analogue of the Quantum Unique Ergodicity Conjecture [RS94]) for SL₂(Z). The subconvexity problem has thus received much attention in various settings recently, however, a general method of proof for all π does not yet exist.

In a collection of works by the authors, see for example [Mun14a, Mun14b, Mun13a, Mun13b, HM12, and HMQ14], several methods have been developed to investigate the subconvexity problem particularly in the case of Rankin-Selberg convolution L-functions where multiple parameters are varying. Such methods have led to a variety of hybrid subconvexity results, most recently demonstrating that subconvexity bounds are more readily obtained for \( L(\frac{1}{2}, \text{Sym}^2 f \times \varphi) \) when both \( f \) and \( \varphi \) are varying. Indeed, in [HMQ14] the authors establish the following result.

**Theorem.** Suppose \( k > \kappa \geq 2 \) are integers, with \( k \) even, \( P \) is a prime, \( f \) is a Hecke cusp form of weight \( k \) for \( SL(2, \mathbb{Z}) \), and \( g \) a newform of weight \( 2\kappa \) and level \( P \). Then we have

\[
L \left( \frac{1}{2}, \text{Sym}^2 f \otimes g \right) \ll_{\varepsilon, \kappa} \begin{cases} k^{13/29} P^{25/29} (kP)^\varepsilon, & \text{if } P^{13/64} < k < P^{4/13}, \\ (P + k^{13/7} P^{3/7}) (kP)^\varepsilon, & \text{if } P^{4/13} < k < P^{3/8}. \end{cases}
\]

This bound beats the convexity bound \( k P^{3/4} (kP)^\varepsilon \) when \( P^{13/64 + \delta} < k < P^{3/8 - \delta} \) for some \( 0 < \delta < 11/128 \).

Although more parameters are contributing to the complexity and analytic conductor of the L-function in such hybrid subconvexity problems, these situations are amenable to a larger collection of analytic tools and methods. For example, if \( \pi = f_1 \times f_2 \) with each \( f_i \) a holomorphic newform of varying level \( N_i \) and \( (N_1, N_2) = 1 \), then one has several natural “families” and “sub-families” of L-functions to which \( L(s, \pi) \) might be associated. In order to prove subconvexity for \( L(s, f_1 \times f_2) \), one might choose to first study a moment average over a basis of newforms of level \( N_1 \), of level \( N_2 \), or average over both \( N_1 \) and \( N_2 \). If, instead, only one of the levels is varying, then we immediately lose that additional degree of freedom.

Such hybrid subconvexity problems therefore raise a question regarding structure and which family/moment of L-functions one should consider. In order to establish subconvexity in the case of \( \pi = f_1 \times f_2 \) above, it was seen in [HMT2] that one should average over the larger level family when studying a second moment while one should average over the smaller level family, as in [HT14], when studying a first moment. If one were to study the first moment over the larger level family, then one obtains exact evaluations of the moment average rather than subconvexity (see for example [MR12, PW09, Nel13]). Ultimately, the subconvexity problem boils down to having a sufficient number of points of summation relative to the conductor and complexity of the L-function one is considering, without having too many points of summation.

In an attempt to better understand the underlying structure of such hybrid subconvexity results, we turn to the classical example of GL(1) convolutions. Of course, one has Burgess’ well known result for Dirichlet L-functions of a primitive character \( \chi \) of modulus \( M \) ([Bur63, Theorem 3]),

\[
L \left( \frac{1}{2} + it, \chi \right) \ll_{\varepsilon, \delta} M^{3/16 + \varepsilon}.
\]
But this does not close the subject. For example, recent work by Milićević [Mil14] on powerful moduli, improves on Burgess’ bound for Dirichlet characters with moduli sufficiently large power of a prime.

In this paper, we present a method for obtaining subconvexity results when the modulus of the Dirichlet character is “moderately” composite. Specifically, when the modulus is a product of three distinct primes $M = M_1M_2M_3$. Our method is an adaptation of the one presented in [Mun14b]. Since we are dealing only with Dirichlet characters, the method becomes more transparent. However, we feel that in this case, the availability of more factors, one has more options to design a “conductor lowering” mechanism. Nevertheless, we feel that in this case, the $q$-analogue of the van der Corput method (see Theorem 12.13 of [IK04]) is much stronger.

Recall that Burgess’ bound for Dirichlet $L$-functions relies on the estimation of the character sum (Bur62a Theorem 1), (Bur63 Theorem 2),

$$\sum_{n=N+1}^{N+H} \chi(n) \ll H^{1/2}N^{3/16+\varepsilon}. $$

When $\chi$ is of prime modulus $p$, the proof of this bound in [Bur62b, Bur63] features the application of an important estimate of Weil for $\sum_{x \in \mathbb{F}_p} \chi(f(x))$.

For our purpose we shall consider the smooth character sum

$$S_{\chi}(N) := \sum_{n=1}^{\infty} \chi(n)W\left(\frac{n}{N}\right),$$

where $W$ is a smooth weight function on $(0, \infty)$ supported in the interval $[1, 2]$ and satisfying $W^{(j)}(x) \ll_j 1$. We shall obtain the following result on this smooth character sum. Interestingly, our proof also depends on a certain bound due to Deligne and Fu for $\sum_{(x_1,x_2) \in \mathbb{Z}^2} \chi(x_1x_2)e(f(x_1,x_2)/p)$ which is rooted in algebraic geometry over a finite field like Weil’s bound.

**Theorem 1.** Let $M_1, M_2, M_3$ be three distinct primes and set $M := M_1M_2M_3$. Let $\chi_i$ be a primitive character modulo $M_i$, and set $\chi := \chi_1\chi_2\chi_3$. For $M_1 \ll N \ll M_1 \min\{M_2^{2/3}, M_3^2\}$ we have

$$S_{\chi}(N) \ll \varepsilon \left(M_2^{2/3}M_3^{1/2} + M_1^{1/4}M_2^{1/2}N^{1/4} + M_3^{1/2}N^{3/4}\right)M^\varepsilon.$$

As a corollary, we get the following hybrid subconvexity result.

**Corollary 1.** Let $M_i, M, \chi_i$ and $\chi_i$ for $i = 1, 2, 3$, be given as in Theorem 1. Set $\theta_i := \log M_i/\log M$ so that $\theta_1 + \theta_2 + \theta_3 = 1$. If

$$2\delta \leq \theta_1 \leq \frac{1}{2} - \delta, \quad \theta_3 \leq \frac{1}{4} - \delta, \quad \frac{1}{2} + 3\delta \leq \theta_1 + 2\theta_3$$

for some $\delta > 0$, then

$$L\left(\frac{1}{2}, \chi\right) \ll \varepsilon M^{\frac{1}{2} - \delta + \varepsilon}.$$

**Example.** When $(\theta_1, \theta_2, \theta_3) = \left(\frac{5}{12}, \frac{5}{12}, \frac{1}{3}\right)$, one may choose $\delta = \frac{1}{12}$ so that in this case

$$L\left(\frac{1}{2}, \chi\right) \ll M^{\frac{1}{24} + \varepsilon}.$$
Remark. Of course, the set of triples \((\theta_1, \theta_2, \theta_3)\) for which one obtains non-trivial estimates for \(S_\chi(N)\) (and therefore subconvexity bounds for the corresponding set of \(L\left(\frac{1}{2}, \chi\right)\)) can be extended upon permuting the subscripts 1, 2, 3.

We shall see that a moment average will not be necessary in establishing Theorem \([\text{H}]\). Instead, the appropriate number of points of summation will be introduced directly via a \(\delta\)-symbol method which we describe in the next section. A similar method may be found in \([\text{Mun14b}]\). Furthermore, such a technique with similar arguments would establish subconvexity in the case of \(\chi = \chi_1\chi_2\) when \(\chi_1 = M_1\) and \(\chi_2 = M_2\) and seemingly in higher rank cases when the conductor is of an appropriate form. However, we do not yet see a blanket general structure to classify all situations in which such a \(\delta\)-symbol method would establish subconvexity.

2. Preliminaries

2.1. Dirichlet \(L\)-functions and character sums. For a positive integer \(M \geq 2\) let \(\chi\) be a primitive Dirichlet character of modulus \(M\). The Dirichlet \(L\)-function for \(\chi\) is given by

\[
L(s, \chi) = \sum_{n=1}^{\infty} \frac{\chi(n)}{n^s},
\]

where the series converges for \(\Re(s) > 0\).

From the approximate functional equation and a dyadic partition of unity, one has

\[
L\left(\frac{1}{2}, \chi\right) \ll M^2 \sum_{N} \frac{|S_\chi(N)|}{\sqrt{N}} \left(1 + \frac{N}{\sqrt{M}}\right)^{-A},
\]

where \(A > 0\), \(N\) ranges over \(2^{\nu/2}\) for \(\nu = -1, 0, 1, 2, \ldots\), and \(S_\chi(N)\) is the smooth character sum associated to \(\chi\) defined in \([\text{DFI93}]\) for some weight function \(W\).

The contribution from those \(N \gg M^{1/2+\varepsilon}\) is made negligible by choosing \(A\) above to be sufficiently large. Trivially, \(|S_\chi(N)| \ll N\), and therefore if \(N \ll M^{1/2-\delta}\) for a given \(\delta > 0\) then \(|S_\chi(N)|/\sqrt{N} \ll M^{1/4-\delta/2}\). Hence we are left with

\[
(2.1) \quad L\left(\frac{1}{2}, \chi\right) \ll \varepsilon \left(M^{1/4-\delta/2} + \max_{M^{1/2-\delta} \ll N \ll M^{1/2+\varepsilon}} \frac{|S_\chi(N)|}{\sqrt{N}}\right) M^\varepsilon.
\]

Thus subconvexity bounds will now follow if one is able to non-trivially bound \(S_\chi(N)\) for \(M^{1/2-\delta} \ll N \ll M^{1/2+\varepsilon}\).

2.2. A modified \(\delta\)-symbol method. One of our main analytic tools for the proof of Theorem \([\text{H}]\) will be a version of the circle method introduced in \([\text{DFI93}]\) and \([\text{HB96}]\). We start with a smooth approximation of the \(\delta\)-symbol as described in \([\text{HB96}]\).

Lemma 2. For any \(Q > 1\) there is a positive constant \(c_Q\), and a smooth function \(h(x, y)\) defined on \((0, \infty) \times (-\infty, \infty)\), such that

\[
(2.2) \quad \delta(n, 0) = \frac{c_Q}{Q^2} \sum_{q=1}^{\infty} \sum_{a \pmod{q}} e\left(\frac{an}{q}\right) h\left(\frac{q}{Q}, \frac{n}{Q^2}\right).
\]

The constant \(c_Q\) satisfies \(c_Q = 1 + O_A(Q^{-\varepsilon})\) for any \(A > 0\). Moreover \(h(x, y) \ll 1/x\) for all \(y\), and \(h(x, y)\) is non-zero only for \(x \leq \max\{1, 2|y|\}\).
The smooth function $h(x,y)$ satisfies (see [HB96])

\[ x^i \frac{\partial^i h}{\partial x^i}(x,y) \ll_{i} \frac{1}{x} \quad \text{and} \quad \frac{\partial h}{\partial y}(x,y) = 0 \]

for $x \leq 1$ and $|y| \leq x/2$. Also for $|y| > x/2$, we have

\[ x^j y^j \frac{\partial^{i+j} h}{\partial x^i \partial y^j}(x,y) \ll_{i,j} \frac{1}{x}. \]

Our variant of the $\delta$-method makes use of the following observation,

\[ \delta(n,0) = 1_{K|n} \delta(n/K,0), \]

where $K$ is a positive integer and $1_{K|n}$ is equal to 1 or 0 according as $K|n$ or not. From this (2.2) may be written in the following form upon detecting the condition $K|n$ with additive characters.

\[ \delta(n,0) = c_{Q} \sum_{q=1}^{\infty} \sum_{a (\bmod q)} \sum_{b (\bmod K)} e\left(\frac{an}{qK}\right) e\left(\frac{bn}{K}\right) h\left(\frac{q}{Q}, \frac{n}{KQ}^2\right). \]

2.3. Deligne Bound for Character Sums. Suppose $p$ is a prime and $\chi$ is a primitive character modulo $p$. Let $m,n \in \mathbb{F}_p$. Consider the sum

\[ \mathcal{S}_\chi(m,n) = \sum_{x_1 \in \mathbb{F}_p^*} \chi(x_1) \chi(m + x_1) e\left(\frac{nx_1}{p}\right). \]

Clearly, we have $\mathcal{S}_\chi(0,0) = p - 1$. In the case $m = 0$ and $n \neq 0$ the character sum reduces to

\[ \mathcal{S}_\chi(0,n) = \sum_{x_1 \in \mathbb{F}_p^*} e\left(\frac{nx_1}{p}\right) = -1. \]

In the case $n = 0$ and $m \neq 0$ we have

\[ \mathcal{S}_\chi(m,0) = \sum_{x_1 \in \mathbb{F}_p^*} \chi(mx_1 + 1) = -1. \]

Finally, we suppose $mn \neq 0$. In this case we will use the following relation

\[ \overline{\chi}(a)g_\chi = \sum_{b \in \mathbb{F}_p^*} \chi(b)e\left(\frac{ab}{p}\right), \]

which holds for any $a \in \mathbb{F}_p$. Here

\[ g_\chi = \sum_{a \in \mathbb{F}_p^*} \chi(a)e\left(\frac{a}{p}\right) \]

is the Gauss sum associated with the character $\chi$. Using this relation we rewrite the above character sum as

\[ \mathcal{S}_\chi(m,n) = \frac{1}{g_\chi} \sum_{x \in \mathbb{F}_p^2} \chi(x_1)\chi(x_2) e\left(\frac{f(x)}{p}\right), \]

where

\[ f(x) = nx_1 + mx_2 + x_1x_2. \]
In order to obtain a non-trivial estimate, we analyse the sum (2.7) using Deligne’s work as has been developed in [Fu09]. Let us briefly recall the main result of [Fu09] concerning sums of the form
\[ \sum_{x \in \mathbb{F}_p^r} \chi_1(x_1) \chi_2(x_2) \ldots \chi_r(x_r) \psi(f(x)), \]
where \( \psi \) is a non-trivial additive character modulo \( p \). Here \( f(x) = \sum_{i \in \mathbb{Z}^r} a_i x^i \) is a Laurent polynomial with coefficients \( a_i \in \mathbb{F}_p \). Let \( \Delta_\infty(f) \) be the Newton polyhedron associated with \( f \). This is given by the convex hull in \( \mathbb{R}^r \) of the set \( \{ i \in \mathbb{Z}^r : a_i \neq 0 \} \cup \{ 0 \} \).

The Laurent polynomial \( f \) is said to be non-degenerate with respect to \( \Delta_\infty(f) \) if for any face \( \tau \) of \( \Delta_\infty(f) \) not containing the origin, the locus \( \partial f/\partial x_1 = \ldots = \partial f/\partial x_r = 0 \) in the torus \( T_{\mathbb{F}_p} = \mathbb{F}_p^r \) is empty, where \( f_\tau \) denotes the sub-polynomial
\[ f_\tau(x) = \sum_{i \in \tau} a_i x^i. \]

If \( \dim \Delta_\infty(f) = r \) and \( f \) is non-degenerate with respect to \( \Delta_\infty(f) \), then we have
\[ \sum_{x \in \mathbb{F}_p^r} \chi_1(x_1) \chi_2(x_2) \ldots \chi_r(x_r) \psi(f(x)) \ll p^{r/2}, \]
where the implied constant is independent of \( p \).

Let us now return to the special case of (2.7) with \( nm \neq 0 \). The Newton polyhedron \( \Delta_\infty(f) \) of \( f \) is given by the convex hull of \( \{ 0, e_1, e_2, e_1 + e_2 \} \), which is 2 dimensional. Here \( e_1 = (1, 0) \) and \( e_2 = (0, 1) \) are the standard basis vectors. We have
\[ \frac{\partial f}{\partial x_1} = n + x_2, \quad \frac{\partial f}{\partial x_2} = m + x_1. \]

Let \( g \) be a sub-polynomial of \( f \) such that the equations \( \partial g/\partial x_1(x) = \partial g/\partial x_2(x) = 0 \) are solvable on \( \mathbb{F}_p^2 \). It is easy to verify that one must have \( g = 0 \) or \( g = f \). It is clear that neither \( 0 \) nor \( f \) is equal to \( f_\tau \) for any face \( \tau \) of \( \Delta_\infty(f) \) not containing the origin. This proves that \( f \) is non-degenerate with respect to \( \Delta_\infty(f) \). Using (2.8) along with the expression (2.7) of \( \mathcal{S}_\chi(m, n) \), we obtain
\[ \mathcal{S}_\chi(m, n) \ll \sqrt{p}. \]

We have arrived at the following Lemma.

**Lemma 3.** Let \( p \) be a prime and \( \chi \) be a primitive character modulo \( p \). For \( m, n \in \mathbb{F}_p \) define the character sum \( \mathcal{S}_\chi(m, n) \) by (2.7). Then we have
- \( \mathcal{S}_\chi(0, 0) = p - 1 \),
- \( \mathcal{S}_\chi(m, n) = -1 \) if \( nm = 0 \) and either \( m \neq 0 \) or \( n \neq 0 \), and
- \( \mathcal{S}_\chi(m, n) \ll \sqrt{p} \) if \( mn \neq 0 \).
3. Proof of Theorem \textup{I} and Corollary \textup{I}

Let \( M_i \), with \( i = 1, 2, 3 \), be three distinct primes, and set \( M = M_1 M_2 M_3 \). Let \( \chi_i \) be primitive characters modulo \( M_i \) and set \( \chi := \chi_1 \chi_2 \chi_3 \). Suppose \( W \) is a real-valued smooth function on \((0, \infty)\) supported in \([1, 2]\) and satisfying
\[
W^{(j)}(x) \ll_j 1.
\]
We shall consider the smooth character sum
\[
S_\chi(N) = \sum_{n \in \mathbb{Z}} \chi_1 \chi_2 \chi_3(n) W \left( \frac{n}{N} \right)
\]
when \( M_1 \ll N \ll M_1 \min \{ M_2^{2/3}, M_3^{2/3} \} \) (conditions which arise in the course of the proof). Our goal is to establish a non-trivial bound which will be used in application to the subconvexity problem.

3.1. Applying the \( \delta \)-method. We first write
\[
S_\chi(N) = \sum_{n,m \in \mathbb{Z}} \chi_1 \chi_2(n) \chi_3(m) \delta(n - m, 0) W \left( \frac{n}{N} \right) V \left( \frac{m}{N} \right),
\]
where \( V \) is a smooth function with support \([1/2, 3]\) and such that \( V(x) = 1 \) for \( x \in [1, 2] \) with \( V^{(j)}(x) \ll_j 1 \).
We apply the modified \( \delta \)-symbol method described in Section \textup{2.2}, with the divisibility modulus \( K = M_1 \) and \( Q = \sqrt{N/M_1} \). From (2.5) we get
\[
S_\chi(N) = \frac{c Q}{N} \sum_{n,m \in \mathbb{Z}} \chi_1 \chi_2(n) \chi_3(m) \sum_{q=1}^\infty \sum_{a \pmod{q} \ b \pmod{M_1}} e \left( \frac{a(n - m)}{q M_1} \right) e \left( \frac{b(n - m)}{M_1} \right) h \left( \frac{q}{Q}, \frac{n - m}{N} \right) W \left( \frac{n}{N} \right) V \left( \frac{m}{N} \right).
\]
In order to have enough points of summation, it is required that
\[
(3.1) \quad M_1 \ll N.
\]
Estimating trivially at this stage we get \( S_\chi(N) \ll N^2 \). So our job is to save more than \( N \).

3.2. Poisson summation.
3.2.1. Poisson summation in the \( m \)-sum. Poisson summation over \( m \) gives
\[
\sum_{m \in \mathbb{Z}} \chi_3(m) e \left( - \frac{am}{q M_1} - \frac{bm}{M_1} \right) h \left( \frac{q}{Q}, \frac{n - m}{N} \right) V \left( \frac{m}{N} \right)
= \frac{N}{q M_1 M_3} \sum_{m \in \mathbb{Z}} \mathcal{C}(m, q, a, b) \mathcal{I}(m, n, q)
\]
where the character sum is given by
\[
\mathcal{C}(m, q, a, b) = \sum_{c \pmod{q M_1 M_3}} \chi_3(c) e \left( - \frac{ac}{q M_1} - \frac{bc}{M_1} + \frac{mc}{q M_1 M_3} \right),
\]
and the integral is
\[
\mathcal{I}(x, v, q) = \int_{\mathbb{R}} h \left( \frac{q}{Q}, \frac{v}{N} - u \right) V(u) e \left( - \frac{N x u}{q M_1 M_3} \right) du.
\]
Applying integration-by-parts and the bounds from (2.4), we see that if $|m| \gg Q M_1 M_3 M^\varepsilon / N$ then the integral is negligibly small (i.e. $O_A(M^{-A})$ for any $A > 0$).

We impose the restriction that $Q \ll M_3$ with a sufficiently small implied constant. This is equivalent to having

$$N \ll M_1 M_3^2$$

Under this condition we have $(q, M_3) = 1$, and hence the character sum $C(m, q, a, b)$ splits as

$$\sum_{c \mod(q M_1)} e \left( -\frac{ac}{q M_1} - \frac{bc}{M_3} + \frac{M_3 mc}{q M_1} \right) \sum_{d \mod M_3} \chi_3(d) e \left( \frac{q M_3 md}{M_3} \right).$$

It vanishes save for $(a + qb) M_3 \equiv m \mod(q M_1)$ and $(m, M_3) = 1$ in which case we have

$$q M_1 \varepsilon_i \sqrt{M_3 \chi_3(q M_1)} \chi_3(m).$$

(Here $\varepsilon_i$ stands for the sign of the Gauss sum associated with the character $\chi_i$, i.e. $g_{\chi_i} = \varepsilon_i \sqrt{M_i}$.)

Observe that the congruence condition above implies $(m, q) = 1$. It follows that

$$S_\chi(N) = \frac{\varepsilon_1 \varepsilon_2}{\sqrt{M_3}} \sum_{q \ll Q} \sum_{|m| \ll Q M_1 M_3 M^\varepsilon / N} \chi_3(q M_1) \chi_3(m) \sum_{n \in \mathbb{Z}} \chi_1 \chi_2(n) \sum_{a \mod q} \sum_{b \mod M_1} e \left( \frac{an}{q M_1} + \frac{bn}{M_1} \right) \Im(m, n, q) W \left( \frac{n}{N} \right) + O_A(M^{-A}).$$

We thus need to consider the sum

$$\frac{1}{\sqrt{M_3}} \sum_{q \ll Q} \sum_{|m| \ll Q M_1 M_3 M^\varepsilon / N} \chi_3(q) \chi_3(m) \sum_{n \in \mathbb{Z}} \chi_1 \chi_2(n) e \left( \frac{M_3 mn}{q M_1} \right) \Im(m, n, q) W \left( \frac{n}{N} \right).$$

At this stage trivial estimation gives

$$S_\chi(N) \ll N \sqrt{M_3} M^\varepsilon,$$

and it remains to save more than $\sqrt{M_3}$.

3.2.2. Poisson summation in the $n$-sum. Next, we apply the Poisson summation formula on the sum over $n$. This gives

$$\sum_{n \in \mathbb{Z}} \chi_1 \chi_2(n) e \left( \frac{M_3 mn}{q M_1} \right) \Im(m, n, q) W \left( \frac{n}{N} \right)$$

$$= \frac{N}{q M_1 M_2} \sum_{n \in \mathbb{Z}} \zeta(m, n, q) \Im(m, n, q),$$

where the character sum is given by

$$\zeta(m, n, q) = \sum_{a \mod M_1 M_2 q} \chi_1 \chi_2(a) e \left( \frac{M_3 ma}{q M_1} + \frac{na}{q M_1 M_2} \right).$$
and the integral is
\[
\mathcal{J}(x, y, q) = \int_{\mathbb{R}} \mathcal{J}(x, Nv, q) W(v) e \left( -\frac{Nvy}{qM_1M_2} \right) dv \\
= \int_{\mathbb{R}^2} h \left( \frac{q}{Q}, v - u \right) W(v) W(u) e \left( -\frac{Nuv}{qM_1M_3} - \frac{Nvy}{qM_1M_2} \right) du dv.
\]

By repeated integration-by-parts we get that the tail \(|n| \gg QM_1^2M_2M_3^\varepsilon/N\) makes a negligible contribution to the sum.

We impose the restriction that \(Q \ll M_2\) with a sufficiently small implied constant. This is equivalent to having
\[
N \ll M_1M_2^2
\]
Under this condition \((q, M_2) = 1\), and therefore the character sum splits as
\[
\sum_{a \pmod{qM_1}} \chi_1(a)e \left( \frac{M_3ma}{qM_1} \right) e \left( \frac{M_2na}{qM_1} \right) \sum_{b \pmod{M_2}} \chi_2(b)e \left( \frac{qM_1nb}{M_2} \right),
\]
which is
\[
\varepsilon_2 \sqrt{M_2} \chi_2(qM_1) \chi_2(n) \sum_{a \pmod{qM_1}} \chi_1(a)e \left( \frac{(M_3m + M_2n)a}{qM_1} \right).
\]

Suppose \(q = q'M_1\) with \(M_1 \nmid q'\). Then the remaining character sum splits into the product
\[
\sum_{a \pmod{q'}} e \left( \frac{(M_3m + M_2n)M_1^{r+1}a}{q'} \right) \\
\times \sum_{b \pmod{M_1^{r+1}}} \chi_1(b)e \left( \frac{(M_3m + M_2n)q'b}{M_1^{r+1}} \right).
\]

This product vanishes unless \(q'M_1^r \mid M_2m + M_3n\) in which case we get
\[
q'\varepsilon_1 \sqrt{M_1} M_1^r \chi_1(q'M_2M_3) \chi_1 ((M_2m + M_3n)/M_1^r).
\]

We conclude that
\[
\sum_{n \in \mathbb{Z}} \chi_1\chi_2(n)e \left( \frac{M_3mn}{qM_1} \right) W \left( \frac{n}{N} \right) \mathcal{J}(m, n, q) = \frac{\varepsilon_1\varepsilon_2N}{\sqrt{M_1M_2}} \\
\sum_{|n| \ll QM_1M_2M_3^\varepsilon/N \atop q \mid M_2m + M_3n} \chi_1(q'M_2M_3) \chi_1 ((M_2m + M_3n)/M_1^r) \chi_2(qM_1) \chi_2(n)\mathcal{J}(m, n, q) \\
+ O_A(M^{-A}),
\]
where \( r = v_{M_1}(q) \) is the \( M_1 \)-adic valuation of \( q \) and \( q' = q/M_1^r \). Since \((m, q) = 1\), we also have \((n, q) = 1\). Consequently

\[
S_\chi(N) = \eta c Q N \sqrt{M} \sum_{q \leq Q} \chi_1(q') \\
\sum_{|n| \leq Q M_1 M_2 M_3^r / N} \sum_{|m| \leq Q M_1 M_3 M_2^r / N} \sum_{(m, q M_2) = (n, q M_1) = 1} \mathcal{X}_1((M_2 m + M_3 n) / M_1^r) \chi_2(q) \mathcal{X}_2(n) \chi_3(m) \beta(m, n, q) \\
+ O_A(M^{-A}),
\]

with \(|\eta| = 1\). At this stage, trivial estimation gives

\[
S_\chi(N) \ll M^{1/2+\varepsilon},
\]

which is just at the threshold. Any additional saving will yield a non-trivial bound for the character sum.

Observe that for \( r \geq 1 \) we are saving an extra \( M_1 \) by trivial estimation. Therefore, we just need to focus on the generic case \( r = 0 \). We consider

\[
S_0 := \sum_{q \leq Q} \chi_1 \chi_2 \chi_3(q) \\
\sum_{|n| \leq Q M_1 M_2 M_3^r / N} \sum_{|m| \leq Q M_1 M_3 M_2^r / N} \sum_{(m, q M_2) = (n, q M_1) = 1} \mathcal{X}_1(M_2 m + M_3 n) \mathcal{X}_2(n) \mathcal{X}_3(m) \beta(m, n, q).
\]

Then

\[
(3.4) \quad S_\chi(N) = \frac{\eta c Q N}{\sqrt{M}} S_0 + O \left( \frac{N M^\varepsilon}{M_1} \right).
\]

### 3.3. Treatment of \( S_0 \)

#### 3.3.1. Applying Cauchy’s inequality.

From Cauchy’s inequality we get

\[
(3.5) \quad S_0 \ll M^\varepsilon \sqrt{\frac{Q M_1 M_2}{N}} \sqrt{T},
\]

where \( T \) is given by

\[
\sum_{|n| \leq Q M_1 M_2 M_3^r / N} \left| \sum_{q \leq Q} \chi_1 \chi_2 \chi_3(q) \sum_{|m| \leq Q M_1 M_3 M_2^r / N} \sum_{(m, q M_2) = (n, q M_1) = 1} \mathcal{X}_1(M_2 m + M_3 n) \mathcal{X}_3(m) \beta(m, n, q) \right|^2.
\]

Here we assumed that \( M_3 < M_2 \), otherwise we would have pulled out the \( m \)-sum rather than the \( n \)-sum. Any non-trivial bound for \( T \) will yield a non-trivial bound for the character sum. Introducing a dyadic partition of unity for the \( n \)-sum and opening the absolute square it suffices to consider the following sum

\[
(3.6) \quad \sum_{q_1, q_2 \leq Q} \chi_1 \chi_2 \chi_3(q_1 q_2) \sum_{|m| \leq Q M_1 M_3 M_2^r / N} \sum_{(m, q M_3) = (n, q M_1) = 1} \chi_3(M_1 m_2) T(m_1, m_2, q_1, q_2)
\]
where $T(m_1, m_2, q_1, q_2)$ is given by

$$
\sum_{n \in \mathbb{Z}} \left| \chi_1(M_2m_1 + M_3n) \chi_1(M_2m_2 + M_3n) \right| \times K(m_1, m_2, n, q_1, q_2) U \left( \frac{n}{R} \right),
$$

with

$$
K(x_1, x_2, y, q_1, q_2) = 3(x_1, y, q_1) \overline{3(x_2, y, q_2)}.
$$

Here $U$ is a suitable smooth function with compact support and $R \ll QM_1M_2M^\varepsilon/N$.

3.3.2. The third application of Poisson summation. We seek to get cancellation in $T(m_1, m_2, q_1, q_2)$. For this we at least need that the sum has enough points of summation or $QM_1M_2/N \gg Q^2$, which is equivalent to

$$
N \ll M_1M_2^{2/3}.
$$

We now apply Poisson summation to $T(m_1, m_2, q_1, q_2)$ with modulus $q_1q_2M_1$. This gives

$$
T(m_1, m_2, q_1, q_2) = \frac{R}{q_1q_2M_1} \sum_{n \in \mathbb{Z}} \mathcal{C}(m_1, m_2, n, q_1, q_2) \mathcal{L}(m_1, m_2, n, q_1, q_2)
$$

where the character sum $\mathcal{C}(m_1, m_2, n, q_1, q_2)$ is given by

$$
\sum_{a \equiv -M_2M_3m_1 (\text{mod } q_1)} \chi_1(M_2m_1 + M_3a) \chi_1(M_2m_2 + M_3a) e \left( \frac{na}{q_1q_2M_1} \right),
$$

and the integral is given by

$$
\mathcal{L}(x_1, x_2, z, q_1, q_2) = \int_R K(x_1, x_2, Ry, q_1, q_2) U(y) e \left( -\frac{Ryz}{q_1q_2M_1} \right) dy.
$$

By repeated integration-by-parts we see that the integral $\mathcal{L}(m_1, m_2, n, q_1, q_2)$ is negligibly small if $|n| \gg Q^2M_1M^\varepsilon/R = NM^\varepsilon/R$. Hence

$$
T(m_1, m_2, q_1, q_2) = \frac{R}{q_1q_2M_1} \sum_{|n| \ll NM^\varepsilon/R} \mathcal{C}(m_1, m_2, n, q_1, q_2) \mathcal{L}(m_1, m_2, n, q_1, q_2) + O(M^{-A}).
$$

Using the trivial bound $|\mathcal{L}(m_1, m_2, n, q_1, q_2)| \ll Q^2/q_1q_2$ which follows from \[\text{Eq}.,\] we conclude that

$$
T(m_1, m_2, q_1, q_2) \ll \frac{RQ^2}{(q_1q_2)^2M_1} \sum_{|n| \ll NM^\varepsilon/R} |\mathcal{C}(m_1, m_2, n, q_1, q_2)| + M^{-A}.
$$

3.3.3. Bounds for $\mathcal{C}(m_1, m_2, n, q_1, q_2)$ and $T(m_1, m_2, q_1, q_2)$. Since $M_1 \nmid q_1q_2$, the character sum $\mathcal{C}(m_1, m_2, n, q_1, q_2)$ splits as

$$
\sum_{a \equiv \text{mod } M_1} \chi_1(M_2m_1 + M_3a) \chi_1(M_2m_2 + M_3a) e \left( \frac{na}{q_1q_2} \right)
\times \sum_{b \equiv -M_2M_3m_1 (\text{mod } q_1)} e \left( \frac{M_1nb}{q_1q_2} \right).
$$
The second sum has bound \((q_1, q_2)\), since there are at most \((q_1, q_2)\) many terms due to the Chinese remainder theorem. On making the change of indices \(x_1 = M_2 m_2 + M_3 a\), one sees that the first sum is equal to

\[
\eta \mathcal{S}_{x_1} \left( M_2(m_1 - m_2) \pmod{M_1}, q_1 q_2 M_3 n \pmod{M_1} \right)
\]

for some \(\eta\) with \(|\eta| = 1\). Here we recall that the character sum \(\mathcal{S}_x(m, n)\) is defined by \((2.6)\) in Section 2.3.

At this point we need to apply bounds from Section 2.3. In view of Lemma 3, we have the following uniform bound

\[
\mathcal{C}(m_1, m_2, n, q_1, q_2) \ll (q_1, q_2) \sqrt{M_1(n, M_1)}.
\]

However, for the zero frequency \(n = 0\) we shall use the bound

\[
|\mathcal{C}(m_1, m_2, 0, q_1, q_2)| \leq (q_1, q_2)(m_1 - m_2, M_1).
\]

We conclude that \(T(m_1, m_2, q_1, q_2)\) is dominated by

\[
\frac{(q_1, q_2)RQ^2}{(q_1 q_2)^2 M_1} \left( (m_1 - m_2, M_1) + \sqrt{M_1} \sum_{0 \neq |n| \leq NM^{\varepsilon}/R} \sqrt{(n, M_1)} \right).
\]

This gives

\[
(3.8) \quad T(m_1, m_2, q_1, q_2) \ll \frac{(q_1, q_2)RQ^2 M^\varepsilon}{(q_1 q_2)^2 M_1} (m_1 - m_2, M_1) + \frac{(q_1, q_2)Q^2 NM^{\varepsilon}}{(q_1 q_2)^2 \sqrt{M_1}}.
\]

3.3.4. Bound for \(S_0\). To bound \(T\), we will now substitute the bound \((3.8)\) in to \((3.6)\) and estimate the remaining sums trivially. To estimate the contribution of the first term in \((3.8)\), we observe that

\[
\frac{RQ^2}{M_1} \sum_{q_1, q_2 \leq Q} \sum_{|m_1| \leq QM_1 M_3 / M} \sum_{(m_1, q_1, q_2) = 1} \frac{(q_1, q_2)}{(q_1 q_2)^2} \ll \frac{\sqrt{M_1} M_2 M_3^2}{N^{3/2}} M^\varepsilon.
\]

and also

\[
RQ^2 \sum_{q_1, q_2 \leq Q} \sum_{|m_1| \leq QM_1 M_3 / N} \sum_{(m_1, q_1, q_2) = 1} \frac{(q_1, q_2)}{(q_1 q_2)^2} \ll \frac{M_1 M_2 M_3}{N} \left( 1 + \frac{M_3}{\sqrt{NM_1}} \right) M^\varepsilon.
\]

To estimate the contribution of the second term in \((3.8)\) towards \(T\) we evaluate

\[
\frac{Q^2 N}{\sqrt{M_1}} \sum_{q_1, q_2 \leq Q} \sum_{|m_1| \leq QM_1 M_3 / N} \sum_{(m_1, q_1, q_2) = 1} \frac{(q_1, q_2)}{(q_1 q_2)^2} \ll \sqrt{M_1} M_3^2 M^\varepsilon.
\]

Inserting these bounds in \((3.5)\) we obtain

\[
(3.9) \quad S_0 \ll \left( \frac{\sqrt{M_1} M_2 M_3}{N} + \frac{M_3^{3/4} M_2 \sqrt{M_3}}{N^{3/4}} + \frac{\sqrt{M_1} M_2 M_3}{N^{1/4}} \right) M^\varepsilon.
\]
3.4. Conclusion. Observe that the first term in (3.3) absorbs the error term in (3.4), and therefore we obtain from (3.4) the following bound for \( S_\chi(N) \),

\[
S_\chi(N) \ll \varepsilon \left( M_2^{1/2} M_3^{1/2} + M_1^{1/4} M_2^{1/4} N^{1/4} + M_3^{1/4} N^{3/4} \right) M^\varepsilon
\]

which matches with (1.2) in Theorem 1. Also note that our assumptions (3.1), (3.2), (3.3) and (3.7) produced the condition

\[
M_1 \ll N \ll M_1 \min \{ M_2^{2/3}, M_3^2 \}.
\]

Dividing the above bound for \( S_\chi(N) \) by \( \sqrt{N} \) and returning to (2.1), we see that \( L(\frac{1}{2}, \chi) \) is bounded by

\[
M^{1/4 - \delta/2 + \varepsilon} + \max_{M^{1/2 - \delta} \ll N \ll M^{1/2}} \left( \frac{M_2 M_3}{N} \right)^{1/2} + \left( \frac{M_1 M_2^2}{N} \right)^{1/4} + M_3^{1/4} N^{3/4} \right) M^\varepsilon
\]

for any \( \varepsilon > 0 \) provided that \( M_1 \ll N \ll M_1 \min \{ M_2^{2/3}, M_3^2 \} \) is satisfied for all \( M^{1/2 - \delta} \ll N \ll M^{1/2 + \varepsilon} \). Therefore, in order to establish Corollary 1 one needs

\[
(3.10) \max_{M^{1/2 - \delta} \ll N \ll M^{1/2}} \max \left\{ \frac{M_2 M_3}{N}, \frac{M_1^{1/2} M_2}{N^{1/2}}, M_3 N^{1/2}, M_1 \right\} \ll M^{1/2 - \delta},
\]

and \( M^{1/2 + \varepsilon} \ll M_1 \min \{ M_2^{2/3}, M_3^2 \} \). One can easily verify that the last bound is always satisfied when (3.10) is satisfied. Choosing \( N = M^{1/2 - \delta} \) for the first two terms in (3.10) and \( N = M^{1/2} \) for the third term in (3.10), we obtain the conditions given by the inequalities in (1.3) in Corollary 1.

References

[Bur62a] D. A. Burgess, On character sums and L-series, Proc. London Math. Soc. (3) 12 (1962), 193–206. MR 0132733 (24 #A2570)
[Bur62b] ———, On character sums and primitive roots, Proc. London Math. Soc. (3) 12 (1962), 179–192. MR 0132732 (24 #A2569)
[Bur63] ———, On character sums and L-series. II, Proc. London Math. Soc. (3) 13 (1963), 524–536. MR 0148626 (26 #6133)
[DFI93] W. Duke, J. Friedlander, and H. Iwaniec, Bounds for automorphic L-functions, Invent. Math. 112 (1993), no. 1, 1–8. MR 1207474 (94c:11043)
[Fu09] Lei Fu, Weights of twisted exponential sums, Math. Z. 262 (2009), no. 2, 449–472. MR 2504886 (2009m:14031)
[FW09] Brooke Feigon and David Whitehouse, Averages of central L-values of Hilbert modular forms with an application to subconvexity, Duke Math. J. 149 (2009), no. 2, 347–410. MR 2541706 (2010m:11067)
[HB96] D. R. Heath-Brown, A new form of the circle method, and its application to quadratic forms, J. Reine Angew. Math. 481 (1996), 149–206. MR 1421949 (97k:11139)
[HM12] Roman Holowinsky and Ritabrata Munshi, Level aspect subconvexity for Rankin-Selberg L-functions, Automorphic Representations and L-Functions, Tata Inst. Fund. Res. Stud. Math., Tata Inst. Fund. Res., Mumbai, 2012, pp. 311–334.
[HMQ14] Roman Holowinsky, Ritabrata Munshi, and Zhi Qi, Hybrid subconvexity bounds for \( L(\frac{1}{2}, \text{Sym}^2 f \otimes g) \), arxiv:1401.6695 (2014).
[HT14] Roman Holowinsky and Nicolas Templier, First moment of Rankin-Selberg central L-values and subconvexity in the level aspect, Ramanujan J. 33 (2014), no. 1, 131–155. MR 3142436
[IK04] Henryk Iwaniec and Emmanuel Kowalski, Analytic number theory, American Mathematical Society Colloquium Publications, vol. 53, American Mathematical Society, Providence, RI, 2004. MR 2061214 (2005h:11005)
[Mil14] Djordje Miličević, *Sub-Weyl subconvexity for Dirichlet L-functions to prime power moduli*, arXiv:1407.4100 preprint (2014).

[MR12] Philippe Michel and Dinakar Ramakrishnan, *Consequences of the Gross-Zagier formulae: stability of average L-values, subconvexity, and non-vanishing mod p*, Number theory, analysis and geometry, Springer, New York, 2012, pp. 437–459.

[Mun13a] Ritabrata Munshi, *The circle method and bounds for L-functions—III: t-aspect subconvexity for GL(3) L-functions*, arXiv:1301.1007 preprint (2013).

[Mun13b] Ritabrata Munshi, *The circle method and bounds for L-functions—IV: Subconvexity for twists of GL(3) L-functions - B*, arXiv:1311.6120 preprint (2013).

[Mun14a] Ritabrata Munshi, *The circle method and bounds for L-functions—I*, Math. Ann. 358 (2014), no. 1-2, 389–401. MR 3158002

[Mun14b] Ritabrata Munshi, *The circle method and bounds for L-functions—II: Subconvexity for twists of GL(3) L-functions*, American J. Math. to appear (2014).

[Nel13] Paul D. Nelson, *Stable averages of central values of Rankin-Selberg L-functions: some new variants*, J. Number Theory 133 (2013), no. 8, 2588–2615. MR 3045204

[RS94] Zeév Rudnick and Peter Sarnak, *The behaviour of eigenstates of arithmetic hyperbolic manifolds*, Comm. Math. Phys. 161 (1994), no. 1, 195–213. MR 1266075 (95m:11052)

Department of Mathematics, The Ohio State University, 100 Math Tower, 231 West 18th Avenue, Columbus, OH 43210, USA

E-mail address: holowinsky.1@osu.edu

School of Mathematics, Tata Institute of Fundamental Research, 1 Homi Bhabha Road, Colaba, Mumbai 400005, India

E-mail address: rmunshi@math.tifr.res.in

Department of Mathematics, The Ohio State University, 100 Math Tower, 231 West 18th Avenue, Columbus, OH 43210, USA

E-mail address: qi.91@osu.edu