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Abstract—We present a motion segmentation guided convolutional neural network (CNN) approach for high dynamic range (HDR) image deghosting. First, we segment the moving regions in the input sequence using a CNN. Then, we merge static and moving regions separately with different fusion networks and combine fused features to generate the final ghost-free HDR image. Our motion segmentation guided HDR fusion approach offers significant advantages over existing HDR deghosting methods. First, by segmenting the input sequence into static and moving regions, our proposed approach learns effective fusion rules for various challenging saturation and motion types. Second, we introduce a novel memory network that accumulates the necessary features required to generate plausible details in the saturated regions. The proposed method outperforms nine existing state-of-the-art methods on two publicly available datasets and generates visually pleasing ghost-free HDR results. We also present a large-scale motion segmentation dataset of 3683 varying exposure images to benefit the research community. The code and dataset are available at http://val.serc.iisc.ernet.in/HDR/shdr/.

Index Terms—High Dynamic Range image fusion, Exposure Fusion, Deghosting, Computational Photography, Convolutional Neural Networks.

I. INTRODUCTION

HUMAN eyes can recognize a wide range of illumination present in nature, a range significantly higher than any standard digital camera’s capability. Our eyes can discern details in both highlight and shadow areas of the scene. However, cameras have difficulty in capturing both ends of the brightness spectrum. The captured image will likely have highlight or shadow regions, where some parts are correctly exposed while a few details will be missing in the other. High Dynamic Range (HDR) imaging is a photography technique used to generate images with a wide range of illumination possible with digital cameras. HDR imaging faithfully reconstructs details in both highlight and shadow regions as perceived by our human eyes.

Using a specialized hardware devices or sensors (1–3) is one way to generate HDR image. However, such a custom device is costly for widespread consumer use. Instead, a widely adopted way is to shoot a stack of bracketed varying exposure low dynamic range (LDR) images to capture both ends of the brightness spectra. The exposure stack is then merged to generate a single HDR image with well-exposed highlights and shadows. Many methods (4–6) have been proposed in the past to generate HDR from static images. Nevertheless, the images captured in a practical application contain both camera and object motion. Applying such static fusion methods on dynamic scenes result in ghosting artifacts.

HDR deghosting methods in the literature can be classified into four major categories. 1) Pixel rejection methods: These methods align the input stack using global alignment techniques. The static pixels across all images are merged using standard static HDR fusion techniques. Whereas, the dynamic pixels from the affected images are rejected from the fusion process (7–13). As these methods reject pixels in the dynamic region, they suffer from having only LDR content in the moving regions. 2) Alignment methods: These methods align images using non-rigid approaches and merge them using simple fusion techniques (14–19). However, these methods use simple fusion techniques, they cannot handle alignment errors. 3) Synthesis methods: These methods synthesize missing details due to saturation in the reference image from other input images using patch-based optimization techniques (20–22). They generate static sequences from the given dynamic sequence and merge them using standard static fusion methods. These methods introduce artifacts in challenging sequences with heavily saturated regions. As highlighted in examples Fig. 1, 5 and 7, the current state-of-the-art methods have artifacts in their results and there is room for improvement in HDR deghosting.

We propose a novel CNN-based HDR deghosting method to address the aforementioned issues. In our approach, we simplify the problem by segmenting the image into dynamic or moving and static regions. Then, we merge static and dynamic features separately using two different CNN fusion sub-networks. The fused dynamic and static features are combined using a decoder network. Unlike Yan et al. (23), we train a CNN segmentation network with ground truth segmentation images for accurate static and dynamic segmentation. Also, different from existing state-of-the-art deep learning methods like (23–25,27,28), our method can be extended to fuse an arbitrary number of images and achieve better performance compared to Prabhakar et al. (26) in the same category. Furthermore, we present a novel global memory network to improve the quality of images predicted by model.

The existing deep learning-based methods use a single CNN model to fuse both static and dynamic regions. Conversely, we take inspiration from the literature and follow the divide-and-conquer approach. We divide the given sequence into static and dynamic regions and fuse them separately. However, unlike rejection based methods, we use CNN to learn the efficient fusion rule, thus avoiding the shortcomings of rejection based methods. Our approach combines the divide-and-conquer advantage of rejection methods with better generalization capa-
bility of CNNs. In Yan et al. [25], the authors use attention mechanisms to select the useful features; however, they do not enforce any loss on the predicted attention maps. Hence, the network is free to choose features that minimize the final HDR loss; may not necessarily identify static and dynamic features (see Fig. 1). In our approach, we train a segmentation network dedicated to identifying the dynamic regions and simplify the fusion process. In summary, the main contributions of our work are as follows,

- We propose a motion segmentation assisted CNN for artifact-free HDR deghosting. Our proposed method identifies the dynamic regions and learns different fusion rules for static and dynamic, thus effectively dealing with challenging motion and saturation conditions.

- We propose a new memory network module that enhances the network’s ability to generate rich details in heavily saturated regions.

- We present a new large-scale motion segmentation dataset with 3683 varying exposure images and their corresponding human annotated motion segmentation maps to benefit the research community.

- We perform extensive experiments to demonstrate better performance of the proposed approach. Additionally, through rigorous ablation experiments, we justify the importance of each module in our proposed approach.

The rest of the paper is organized as follows. We present the literature methods and their limitations in Section II. We discuss our proposed approach elaborately in Section III. Then, we discuss the proposed dataset and present the experimental results in Section IV. In Section V we discuss the extension of the proposed method to an arbitrary number of images and computational complexity. Finally, we conclude the paper in Section VI.

II. RELATED WORKS

HDR deghosting has a vibrant literature history spanning almost two decades. A wide range of algorithms was proposed in the literature to address HDR deghosting. They can be broadly clubbed into four categories.

The first category of algorithms assumes that input images are mostly static and contains few regions with motion. Hence, they aim to identify dynamic pixels (pixels affected by motion) and process them separately. The static pixels are merged using the conventional HDR merging process. Many different approaches use different techniques to identify dynamic regions. Grosch [11] proposes a method to identify dynamic pixels by thresholding the difference between images. Wu et al. [29] identify dynamic pixels that violate brightness consistency among the inputs. Gallo et al. [12] threshold the difference between patches in logarithmic domain instead of pixels to identify dynamic pixels. Heo et al. [30] estimate the joint probability density function between input images and threshold it to determine the dynamic pixels. Later, they refine it further using an energy minimization formulation. Min et al. [31] perform multi-level thresholding of intensity histograms between input images to recognize dynamic pixels. Raman et al. [32] develop on top of [12] by comparing super-pixels.

Pece et al. [9] generates a median threshold bitmap by thresholding the pixels with median value and use it to find motion regions. Eden et al. [33] produce HDR result in two steps. The first step uses a graph cut technique to generate output with a similar structure as that of the reference image but does not have a complete dynamic range in all regions. Then the dynamic range of the output is increased in the second step by borrowing properly exposed details from other input images. Khan et al. [7] estimate weight value for each pixel in all input images using two criteria: the probability that it is well exposed and it belongs to the background. Then, images are combined using estimated weight maps. Zhang et al. [34] detect dynamic pixels by comparing image gradients. Granados et al. [5] propose an optimization method to identify a coherent subset of images that be combined to generate output without ghosting artifacts.

After identifying dynamic regions, these methods ignore images with dynamic content and use information from the
rest of the static images. Whereas, for the static regions, they make use of contents from all images. There are two subclasses of algorithms within this category. In the first subclass, the dynamic regions are replaced by content from a selected reference image \((X_1, X_2, X_3)\). In the second subclass, the dynamic regions are filled by information from static images; thus, these methods will predict static regions in all pixels \((733, 341)\). These methods are fast and work better for mostly static scenes. Their main drawback, however, is producing LDR content in large moving regions.

The second class of algorithms aligns the input images with a selected reference image to generate a static sequence. Then the conventional HDR merge algorithm is used to fuse them. Ward’s \([35]\) method aligns images through homography estimated by comparing median threshold bitmaps of the individual images. Tomaszewski et al. \([36]\) use SIFT features followed by RANSAC to compute homography for aligning images. Bogoni’s \([14]\) method handles camera motion by registering images using a global affine transform and object motion with the optical flow. Kang et al. \([15]\) generate HDR video from alternating exposure sequences. They estimate bidirectional optical flow between the current frame and consecutive frames to align and merge images. Zimmer et al. \([17]\) propose an optimization-based optical flow method to align images with two energy terms. The data term ensures that images are aligned properly, while the smoothness term ensures smooth flow among neighboring pixels. Gallo et al. \([19]\) introduce a fast algorithm suited for real-time mobile processing. Their method speeds up the operation by computing optical flow only at selected sparse locations and interpolating it for the other pixels. Compared to the first class of algorithms, these methods can generate HDR content in moving regions. In general, registration-based methods \([35, 36]\) may fail in case of complex deformable motions. Additionally, optical flow can produce erroneous flow in heavily saturated regions.

The third class of algorithms synthesizes static sequences from dynamic sequences using patch-match \((37)\) or similar techniques. They begin with selecting one of the input images as a reference. They then synthesize a new sequence with the same structure as the reference but with same exposure as the corresponding image in the input sequence. In the synthesized result, the structure will resemble a reference where the reference is well exposed. Whereas, in poorly exposed regions of reference, the structure is borrowed from other images. Sen et al. \([21]\) use multi-scale bidirectional similarity metric for locating similar patches. While Hu et al. \([20]\) make use of a patch-match algorithm \((37)\) for the same. This class of algorithms can handle complex deformable motion and hallucinate details in the reference saturated regions. While \([20, 21]\) methods produce high-quality results, they are computationally demanding.

The last class algorithm uses deep learning-based techniques to perform HDR deghosting. Kalantari and Ramamoorthi \([23]\) begin with aligning images using optical flow. Later, they merge the aligned images using a CNN instead of a conventional HDR merge process. The CNN is trained to merge them by ignoring the artifacts introduced by optical flow. Wu et al. \([24]\) method proposes a simple CNN-based method to generate the final HDR image directly from misaligned input images. Yan et al. \([28]\) method uses a multi-scale CNN model to reconstruct the HDR result in a coarse-to-fine strategy. In another work, Yan et al. \([25]\) propose a method to remove ghosting artifacts using an attention mechanism. Yan et al. \([38]\) propose a CNN model with non-local module. A non-local module identifies matching neighbor features to fill in the saturated regions in their approach. Prabhakar et al. \([26]\) introduced a scalable CNN method that can fuse an arbitrary number of images. They achieve scalability by aggregating the mean and max of all input feature maps. Recently, Prabhakar et al. \([27]\) proposed a method to process very high-resolution images using Bilateral Guided Upsampler (BGU). While the recent deep learning-based methods have produced better ghost-free results than the traditional methods, their results are still inaccurate in challenging conditions (see Fig. 1–3).

### III. Proposed method

With \(N\) varying exposure LDR images, \(\{X_k\}, \forall k = (1, \ldots, N)\) as input, the goal of our approach is to merge them into a single HDR image \(Y\) without any ghosting artifacts.

**Motivation:** Assuming that the input sequence is camera motion aligned, the challenge is to merge them while considering the object motion. We begin by choosing an image with the least number of saturated pixels as the reference image. The final result will resemble the chosen reference image in the dynamic regions while combining HDR contents from all other images in static regions. Hence, different fusion rules are required depending on the presence or absence of object motion. Existing deep learning-based methods employ a monolithic CNN architecture to learn fusion rules applicable to both scenarios. Despite their success in typical scenes, they introduce artifacts in some challenging conditions with regions affected by both motion and saturation.

To address this problem, we segment the input images into static and dynamic regions (see Fig. 2) and fuse them separately. Hence, the model has the freedom to learn different fusion rules for static and dynamic regions. Finally, we merge the fused static and dynamic features to generate fused HDR output.

**Formulation:** For ease of understanding, we explain our approach with three input varying exposure images, \(N = 3\); however, we can easily extend our method to fuse arbitrary-length sequence as explained in Section 1. Following \([23–27]\), we choose the middle image \((X_2)\) as reference. The generated \(Y\) will have the same structural details as of reference in well-exposed regions of \(X_2\), and borrow details from other images in ill-exposed regions of \(X_2\).

1) **Feature encoder (E):** We begin by extracting convolutional features for input varying exposure images using a encoder \(E\). As the HDR domain data of input LDR images help in locating misalignments, we concatenate both HDR and LDR domain of \(X_k\) to form a six-channel input to \(E\). The LDR images can be converted to HDR domain by, \(H_k = X_k^{3/2}/t_k\), \(\forall k = (1, 2, 3)\), where \(t_k\) denote the exposure time of \(X_k\). Each
input image is fed to a shared encoder to extract individual feature maps \( \{E_k\} \).

\[
E_k = \mathcal{E}(\{X_k, H_k\}), \forall k = (1, 2, 3),
\]

(1)

2) **Dynamic region segmentation (S):** In order to identify dynamic regions with respect to the reference image, we use a separate segmentation network \( S \). We transfer the exposure of the reference image \( X_2 \) to non-reference images \( X_1 \) and \( X_3 \):

\[
H_{i}^{\text{ref}} = X_i^{2.2}/t_{ref}, \forall i = (1, 3)
\]

(2)

and concatenate non-reference image \( (k = 1, 3) \) with the reference image and pass as input to the segmentation network \( S \):

\[
W_1 = S(\{H_{i}^{\text{ref}}, H_{i}^{\text{ref}}\}), \forall i = (1, 3)
\]

(3)

The output of \( S \) is a single channel segmentation map \( W_j \) at the same resolution as input, with values in \{0, 1\}. While the value ‘0’ indicates the absence of motion between \( X_1 \) and \( X_2 \), value ‘1’ indicates the presence of motion. During this process, we generate one segmentation map for each one of the non-reference images. Then, we obtain the segmentation map for the reference image by taking a union of the non-reference image segmentation maps,

\[
W_2 = W_1 \cup W_3,
\]

(4)

For \( S \), we use two separate U-net [39] styled architectures for predicting \( W_1 \) and \( W_3 \). It consists of an encoder with four convolution blocks, with max-pooling after each block. We pass the encoded features to a decoder with convolutional and upsampling layers. Additionally, we also concatenate the encoder features with the decoder using skip connections.

3) **Fusion networks:** As the static features do not have any moving regions, they can be fused by combining best-exposed image features across all images. For dynamic features, the structure should resemble the reference image in non-saturated regions and should have borrowed HDR details from other images in saturated regions. We achieve this objective by merging static and dynamic features using two separate convolutional blocks: \( FS \) and \( FD \), respectively.

The concatenated static features is fed as input to \( FS \) and concatenated dynamic features to \( FD \). As both \( FS \) and \( FD \) are separate convolutional blocks, they learn two different fusion rules for static and dynamic feature fusion. \( FS \) and \( FD \) outputs the fused static feature map \( S_f \) and a fused dynamic feature map \( D_f \).

\[
S_f = FS(\text{CONCAT}(\{S_k\})) \quad \text{(7)}
\]

\[
D_f = FD(\text{CONCAT}(\{D_k\})) \quad \text{(8)}
\]

4) **Global Memory:** The proposed approach’s performance can be bolstered and generalized to \( N \) images using a concept we call **Global Memory**. The architecture features an external memory, which is essentially a collection of concatenated encoder feature maps. This memory is global in that it can be accessed using special convolutional blocks anywhere in the network. We use these blocks for writing to and reading...
from memory. The memory used here is unbounded; thus the size grows with the number of images.

Write operation: The individual image features are added to the global memory using a write operation. Each write operation appends 32 dimension feature map to the memory (See Fig. 2). The operation consists of two parts: convolution of the input features with trainable kernels and concatenation of the result to the global memory. We apply the write operation to the features extracted during the encoding process.

Read operation: The aggregated global memory features are tapped during the fusion process with a read operation. Each read from memory derives a fixed number of channels from memory. This number is also set to 32 channels in our implementation. The operation consists of a convolution of memory features with trainable kernels, followed by a concatenation of the results with the network’s main branch. Since the number of channels in the memory is variable, we use grouped convolutions to reduce the channels to a fixed size. Each group’s size depends on the number of channels in memory and the number of channels to be appended to the main network. Instead of concatenating the memory features during a read operation, we chose to distill the memory and extract only the necessary features required for the current stage. We achieve this by applying a 1×1 convolution filter on the global memory. As shown in Fig. 2 multiple individual read operations are applied during \( F_S \) and \( F_D \).

5) Feature decoder (D): The fused static (\( S_f \)) and dynamic (\( D_f \)) features are combined using the reference image segmentation map, \( W_2 \). The non-zero pixels in \( W_2 \) indicate the dynamic regions in all input images, and zero pixels indicate otherwise. Hence, \( D_f \) is chosen in the dynamic regions and \( S_f \) in the static regions by,

\[
Z = W_2 \times D_f + (1 - W_2) \times S_f
\]

We pass the combined feature \( Z \) as input to a series of three densely connected Stacked and Dilated Convolutional (SDC) blocks. SDC blocks introduced by Schuster et al. [40] consists of four parallel convolutional layers with dilation rate of (1, 2, 3, 4). We modify the original SDC block to have three stacked convolutional layers with dilation rate of (1, 2, 4) (see Fig. 3). Additionally, to reduce the number of parameters, the stacked convolutional layers share the weights between them. An SDC block consists of three concurrent stacked convolutional layers. The stacked convolutional layers contain 32 filters with 3×3 kernel. The last three stacked layers’ features are concatenated and further processed by a 1×1 convolution layer.

The individual outputs of each SDC block are concatenated and passed to a 1×1 convolutional layer to generate the final output \( Y \).

6) Loss functions: The loss to train our model consists of two sub losses. The first sub-loss is computed between the predicted (\( \hat{W}_i \)) and ground truth (\( W_i \)) segmentation maps as,

\[
L_{\text{seg}} = E_D(W_1, \hat{W}_1) + E_D(W_3, \hat{W}_3)
\]

where \( E_D \) denotes the Dice loss error function (11). The second sub-loss consists of \( \ell_2 \) loss between predicted \( Y \) and ground truth HDR (\( \hat{Y} \)) images. As it is conventional to display the HDR images after tone mapping, we compute the loss after tone mapping the HDR images with \( \mu \)-law operator. The \( \mu \)-law tone mapping function is defined as,

\[
T(Y) = \log(1 + \mu Y) / \log(1 + \mu)
\]

where \( \mu = 5000 \). Then, the second sub-loss is defined as,

\[
L_{\text{HDR}} = \ell_2(T(Y), T(\hat{Y}))
\]

where \( \ell_2 \) denotes the mean squared error function. The final loss is defined as weighted sum of two sub-losses,

\[
L_{\text{final}} = \alpha \times L_{\text{seg}} + \beta \times L_{\text{HDR}}
\]

To ensure convergence, we initially use high \( \alpha \) of 1 with low \( \beta \) value of \( 10^{-4} \). Then after 50 epochs, we change \( \alpha \) to \( 10^{-2} \) and \( \beta \) to 1.

![Fig. 3. Architecture of SDC block.](image-url)
IV. Evaluation and Results

A. Multi-Exposure Dynamic Motion Segmentation dataset

In the field of HDR deghosting, since most approaches involve non-deep methods for solving the problem, there is a lack of a large data repository of multi-exposure image sequences needed for training deep neural networks. To tackle this issue, we create MEDS - a Multi-Exposure Dynamic motion Segmentation dataset. MEDS consists of 3683 multi-exposure images with segmentation annotations of moving regions. Among the 3683 images, 2660 images were captured with a GoPro Hero 5 camera. Each exposure stack in this set has five images with \{-2, -1, 0, +1, +2\}EV bias. The remaining 1023 images were captured using Canon EOS 50D and 60D cameras with each exposure stack having sequences of three images with \{-2, 0, +2\}EV bias. The images were captured with a tripod-mounted camera in Auto-exposure bracketing mode by varying only the exposure time while the ISO and aperture values are fixed. The dataset captures a wide variety of scenes (indoors, outdoor, landscapes), different lighting conditions with varying natural motion (slow-moving persons to fast-moving vehicles). Sample images from the MEDS dataset are shown in Fig. 4.

Annotation: For addressing the task of dynamic moving object segmentation from the registered input images, we provide human-annotated motion masks for 3683 scenes. The annotators visually inspect a GIF image created from the sequence for a few seconds to identify the dynamic regions. Then, the annotators draw a boundary around the moving regions. For each image, we obtain two different annotations by two different individuals. The final annotation for the image is obtained by taking the union of the two. In mismatch regions between the two, a final annotator inspects the difference and chooses the correct one. In total, six annotators were involved in creating the segmentation dataset. We plan to release this dataset of images and their corresponding dynamic moving object annotations publicly to benefit the HDR community. In Fig. 6 we present example images, their ground truth, and predicted segmentation maps.

B. Implementation

We have implemented our model in TensorFlow ([42]). The weights are initialized with Glorot uniform initialization ([43]) and was trained on a machine with Intel core i7-9700F CPU and a NVIDIA Quadro RTX 6000 GPU. We use Adam optimizer ([44]) with $10^{-4}$ learning rate and a batch size of 128×128 cropped from random locations in the full image.

C. Quantitative results

In Table I we report the quantitative results comparison between proposed method and nine state-of-the-art approaches for [23] and [26] datasets. The compared methods are: (i) Hu13 - Hu et al. ([20]), (ii) Sen12 - Sen et al. ([21]), (iii) Endo17 - Endo et al. ([48]), (iv) Eilertsen17 - Eilertsen et al. ([49]), (v) Kalantari17 - Kalantari et al. ([23]), (vi) Wu18 - Wu et al. ([24]), (vii) Prabhakar19 - Prabhakar et al. ([26]), (viii) Prabhakar20 - Prabhakar et al. ([27]) (ix) Yan19 - Yan et al. ([25]). Among the nine comparison methods, Hu13 and Sen12 are classical non-deep approaches, whereas Endo17 and Eilertsen17 are deep learning-based single image HDR generation methods. The rest of them are deep learning-based state-of-the-art approaches for HDR deghosting.

For evaluation, we use three full-reference metrics: PSNR, SSIM ([50]), and HDR-VDP-2 ([51]). HDR-VDP-2 is a full reference metric designed specifically to evaluate HDR images in the linear domain. We compute PSNR and SSIM in the linear domain and after applying four different tone mapping operators. One of them is the $\mu$-law tonemapper, which was used to train the network in Eqn. 11. Hence, we evaluate with
Fig. 4. Example images and their annotated motion maps from MEDS dataset. (a) Images captured with GoPro Hero 5 camera, (b) Images captured with Canon EOS 500D and 600D cameras.

### TABLE II
ABLACTION EXPERIMENTS. REFER SECTION IV-D FOR MORE DETAILS.

| Method | Description | PSNR-L | PSNR-T |
|--------|-------------|--------|--------|
| A1     | End-to-end training | 41.07  | 41.48  |
| A2     | End-to-End training + segmentation loss | 40.87  | 41.38  |
| A3     | No segmentation map | 40.58  | 40.69  |
| A4     | Simple difference as segmentation map | 40.37  | 41.13  |
| A5     | Simple difference + Triangle fusion | 40.40  | 33.50  |
| A6     | CNN segmentation + Triangle fusion | 36.75  | 34.30  |
| A7     | Arbitrary size memory network | 40.05  | 41.91  |
| A8     | Single R/W submodule | 40.54  | 40.63  |

| Decoder architecture ablations | PSNR-L | PSNR-T |
|--------------------------------|--------|--------|
| A9 Vanilla                     | 41.14  | 41.31  |
| A10 Res-Net [53]               | 41.11  | 41.95  |
| A11 SDC without dense connection | 41.36  | 42.02  |
| A12 SDC with dense connection  | 41.47  | 42.03  |

### TABLE III
COMPARISON OF TWO MODELS TRAINED WITH AND WITHOUT MEMORY NETWORK FOR SHARED AND UNSHARED WEIGHTS BETWEEN $F_D$ AND $F_D$. REFER SECTION IV-D FOR MORE DETAILS.

|                | PSNR-L | HDR-VDP-2 |
|----------------|--------|-----------|
| With memory    | 41.10  | 67.11     |
| Without memory | 40.54  | 67.01     |

D. Ablation analysis

In Table II, we present results for various baseline ablation experiments. All these ablation experiments were trained and tested on Kalantari et al. [23] dataset.

(A1) We train our proposed method in an end-to-end fashion. Similar to Yan et al. [38], we don’t enforce loss for segmentation network. The final HDR reconstruction loss is used to update both segmentation as well as fusion network.

(A2) With the same setting as A1, we train the model to minimize both HDR reconstruction and the segmentation loss. This baseline experiment performs slightly poorer than A1. This is because the fusion network is dependent on the segmentation map for its operation. However, by updating both segmentation and fusion network, the training becomes unstable and stuck at local minima.

(A3) The segmentation map is not used to divide the features into dynamic and static features. $\{E_k\}$ features are fused by a single fusion network and further processed by SDC blocks to generate the final result. As shown in Fig. 10 without the segmentation maps, the output still has some

three different tone mappers other than the $\mu$-law tone mapper for more representative or realistic evaluation. Those three tone mappers are: Krawczyk et al. [46], Reinhard et al. [52] and Durand et al. [47]. It should be noted that the network was not trained to optimize these three tone mappers. In total, we compare our proposed approach against nine state-of-the-art methods using eleven metrics.

In Table III, we present the quantitative comparison on Kalantari et al. [23] dataset. In terms of PSNR, the proposed method outperforms others in all tone mappers except $\mu$-law tone mapper. In terms of SSIM, the proposed method outperforms others in all categories. In Table III, we present the quantitative comparison on Prabhakar et al. [26] dataset. The proposed method outperforms all other approaches in ten out of eleven metrics.
mild ghosting artifact around the edges.

(A4) Instead of using a CNN to predict the segmentation map, we threshold the difference between brightness normalized source and reference image with 0.1 value to generate the motion map. Such a motion segmentation map has artifacts; even the illumination changes are detected as dynamic regions. Due to this, the overall PSNR is lower than predicting the motion map with a CNN.

(A5) The motion map generated by the simple difference approach from A4 is used to compensate for motion among the input images. For the dynamic regions, we replace source image pixels with exposure compensated reference image pixels. This results in three static varying exposure images. Then, the static images are fused using standard triangle function [4]. As expected, the segmentation error propagates to the final result without any correction. Hence, performance is inferior.

(A6) We replace the simple difference map in A5 with the motion map predicted by the trained CNN network. This method performs better than A5; however, the CNN model still produces output with few artifacts.

(A7) We extend the proposed approach to fuse an arbitrary number of input images. See Section V for more details.

(A8) Instead of using different convolution weights for each instance of reading and writing operation, we share the weights across all read operations. Similarly, we share the weights across all write operations.

(A9) We use nine vanilla convolution layers instead of dense SDC blocks.

(A10) We use Res-Net [53] for decoder model.

(A11) SDC without dense connection is used.

(A12) SDC with dense connection is used for decoder architecture.

| Methods                          | PSNR-L | PSNR-T |
|----------------------------------|--------|--------|
| $\ell_2$                         | 41.47  | 42.03  |
| $\ell_1$                         | 41.01  | 41.25  |
| $\ell_2 + \ell_1$                | 40.85  | 41.32  |
| $\ell_1 + \text{MS-SSIM}$        | 41.07  | 41.40  |
| $\ell_2 + \text{MS-SSIM}$        | 40.13  | 39.83  |
| $\ell_1 + \ell_2 + \text{MS-SSIM}$ | 40.61  | 40.63  |

In Table IV, we present ablations results for using memory and sharing fusion networks. By sharing the fusion networks $F_S$ and $F_D$, a single fusion rule is used to merge both static and dynamic regions. As evidenced by both PSNR-L and HDR-VDP-2 metrics, having a memory network with unshared fusion networks outperforms other ablation methods. In Fig. 11, we present qualitative results generated by models trained with and without memory features. As seen in the figure, the network trained without memory fails to hallucinate viable details in saturated and occluded regions. With the support of memory features, the model can choose details for filling in saturated regions and avoid unnatural artifacts. In Table IV, we show ablation results with using combinations of different loss functions on the tonemapped HDR images.

E. Qualitative results

In Fig. 11, we compare proposed method against state-of-the-art HDR deghosting methods for a difficult validation image from [23] dataset. It is a challenging sequence, as the moving arm occludes the reference image saturated regions in the low exposure image. The traditional methods such as Sen12 and Hu13 were unable to hallucinate correct textures in those regions.

Please refer to supplementary material for additional results.
Fig. 6. (a)-(c) Input sequence, (d) - combined ground-truth motion segmentation map of (a) and (b), (e) - predicted motion segmentation map for (a) and (b), (f) - combined ground-truth motion segmentation map of (b) and (c), and (g) - predicted motion segmentation map of (b) and (c). The segmentation model has learned to differentiate between motion and saturation, and accurately segment only the moving regions with precise boundaries.

regions. In those regions, the reference image does not possess any concrete structural information, and additionally, those regions are occluded by the moving arm in the low exposure image. Thus, the patch-match based synthesis methods fail to find correct details and fill those regions with false-color details (black zoom box in Fig. 1). Comparatively, our proposed method can produce textures with plausible details, even in such challenging regions. In Fig. 5, Sen12 method exhibits similar false color artifacts in saturated regions as highlighted by the red box. In addition to false color generation, Sen12 method exhibits a texture smoothening artifact in the tile region (red dotted zoom box). Similarly, Hu13 method also produces false colors in the saturated regions (blue dotted zoom box). In the second result of Fig. 5, as highlighted in blue and red zoom box, Hu13 smoothen details in the cloud region. Similar artifacts by Sen12 and Hu13 are observed in another example from METU dataset [45] in Fig. 8. In contrast, the results generated by the proposed method are void of such artifacts. Furthermore, with the help of memory network, it fills in plausible details and generate natural looking results.

Kalantari17 method trains a CNN to remove optical flow artifacts in the aligned images. Despite this, some of their results still have flow artifacts. As shown in the black zoomed box of Fig. 1, the optical flow artifacts in the region affected by motion and saturation are left uncorrected by their model. Similar artifact is observed in Fig. 5 and 7 as well. Prab-
Fig. 9. Our proposed method can easily be extended to fuse arbitrary length sequence by replacing the feature concatenation with Mean+Max fusion strategy followed by Prabhakar et al. [26]. Top row - the seven varying exposure images captured with Canon EOS-5D Mark III camera in AEB setting with EV-3 to EV+3 bias. Results by (a) Hunt [20], (b) Sen12 [21], (c) Prabhakar19 [26], (d) Proposed method, and (e) Ground truth. The zoomed regions shown in the last row are in linear domain to distinguish the artifacts easily.

Prabhakar19 [26] method also follows a similar optical flow error correction setup as that of Kalantari17; however, it refines the aligned images using separate networks before fusing them. Despite this, Prabhakar19 method still produces results with visible artifacts in moving saturated regions. This phenomenon is visible in their results in Fig. 1, 5 and 7. Both of these methods use optical flow for alignment, followed by fusion with CNN. As evidenced by their results, these two methods find it hard to handle difficult situations because the network treats saturated regions as moving irrespective of motion. By comparison, our proposed method segments images into static and dynamic before fusion, thus avoiding any such confusions.

Unlike Kalantari17 and Prabhakar19, Yan19 and Wu18 train a CNN model to fuse unaligned images. While this approach aids to avoid false color generation or optical flow artifacts, they present challenges of their own. In their method, a single CNN is trained to handle motion, saturation, and fill in saturated details. Hence, in heavily saturated static regions, mistaking them for moving regions, they choose the reference image. It can be observed in the green zoom box of Fig. 1 The window is unaffected by motion but saturated in the reference image. Instead of obtaining sharper details from the low exposure image, Yan19 and Wu18 generate blurred details from the reference image. Similar artifacts are observed in the moving saturated regions (blue, magenta and red boxes) of Fig. 1 and in Fig. 5, 7 and 8. Our proposed method is void of such artifacts by employing different fusion sub-networks for
static and dynamic parts.

V. DISCUSSION

1) Arbitrary size fusion: The individual image features are concatenated for fusion in the proposed approach. Hence, similar to [23–25], it requires retraining for a different number of input images. We address this challenge by using the mean + max operation used by Prabhakar19. For N input images, we obtain \( \{ E_N \} \) feature maps using a shared encoder. As the encoder is shared, it can be reused for an arbitrary number of images without retraining. The features are then divided into dynamic and static using a single segmentation network. Instead of concatenating the segmented features, we concatenate the mean and max of all \( \{ E_N \} \) features. The fusion networks further process the concatenated dynamic and static features.

In Table I, we present the quantitative result for this approach on Kalantari17 dataset. Compared with the Prabhakar19 approach, our proposed method offers 1.4 dB improvement in PSNR-T, while offering the same scalability advantage. In Fig. 9, we show example results by our approach with seven input images and compare with state-of-the-art scalable methods like Sen12, Hu13, and Prabhakar19. While Hu13 introduces false color in saturated regions, Sen12 over smoothens the necessary details. Whereas, the proposed method has successfully retained the structure with correct color details.

2) Moving region segmentation: The segmentation network can accurately detect moving regions across image pairs. A few qualitative results are shown in Fig. 9. Quantitatively, the mean intersection-over-union (IoU) achieved by our segmentation network with respect to annotated masks provided by [27] is 0.686 on 15 validation examples of the [23] dataset.

3) Running time: Our proposed method can process three input images of 1000×1500 resolution in about 3.31 seconds on an NVIDIA Quadro RTX 6000 GPU. Comparatively, the non-deep learning methods such as Hu13 and Sen12 methods take around 450 and 320 seconds. Among the deep learning methods, Kalantari17 takes up to 57 seconds, and Wu18 takes 6.8 seconds. Unlike Kalantari17 method, our proposed approach avoids the optical flow correction overhead by dealing with dynamic and static regions separately.

VI. CONCLUSION

In this paper, we proposed a motion segmentation assisted CNN for HDR deghosting. With the help of predicted motion segmentation maps, the proposed method fuses static and dynamic regions independently. Our method learns different and dedicated fusion rules suited for static and dynamic regions by identifying moving regions. Hence, it is better equipped to handle complex motion and saturation seen in practice. The fused static and dynamic features are combined to generate final high-quality ghost-free HDR results. Furthermore, the proposed memory network accumulates the essential features required to generate plausible textures in the saturated regions. Extensive experimental evaluation exemplifies that the proposed method produces visually appealing results with clear texture and faithful color reconstruction without ghosting artifacts. Additionally, we hope that the presented MEDS dataset will help the research community to advance further in a similar direction.
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