Robust adaptive state-feedback control of linear time-varying systems under both potentially unbounded system’s modeling uncertainty and external disturbance
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Abstract

The conceptually new approach based on the logarithmic norm to design of robust adaptive state-feedback controller for linear time-varying (LTV) systems under system’s modeling uncertainty and nonlinear external disturbance is proposed. This controller, consisting of two independent parts - adaptive and robust ones - globally asymptotically stabilizes every LTV system regardless how large the disturbance is.
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1. Introduction and preliminary results

The unknown and/or unmeasurable variations of the process parameters and also the external disturbances acting upon the controlled variables can degrade the performances of any control system. Adaptive control strategies cover a set of techniques providing a systematic approach for automatic adjustment of controllers in real time, in order to achieve or to maintain a desired level of control system performance when the parameters of the plant dynamic model are initially uncertain and/or change in time. Robust control differs from adaptive control, while adaptive control is concerned with control law changing itself, robust control guarantees that if the (potentially
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unknown) disturbances are within given constraints, bounds or eventually asymptotics as $t \to \infty$, the control law need not be changed. Trajectory tracking is one of the important, if not the most important, motion control problems, which not only requires a designed controller [24] but also has to robustly stabilize the nonlinear system against the system’s modeling uncertainties and external disturbances [3]. The stable tracking of the desired state trajectory $x_d(t)$ can be transformed into analysis of tracking error dynamics $e(t) = x(t) - x_d(t)$ and its stabilizability at the equilibrium $e = 0$ [23], [26], [28]. Thus, without loss of generality, as the desired value we will consider here the origin $x = 0$ of $\mathbb{R}^n$.

A renewed interest on robust control appeared in the late 1970s and early 1980s [19] in the connection with the problem of plant uncertainty [6] and soon developed a various methods for dealing with bounded uncertainties [11]. Among them, for example, the sliding mode control [8], [9], [16], [22], [26], [27], the backstepping method [14], [25], finite-time control technique [2], [3], [9] and the fuzzy control [17], [28]. However, none of these techniques are well suited for the systems with unbounded uncertainties - system’s modeling uncertainty and external disturbance. Therefore, it is not currently possible to find scientific sources to compare the results achieved by different methods and approaches.

The feedback control is basically used in the conventional control systems to reject the effect of all these mentioned disturbances upon the controlled variables and to bring the plants back to their desired values, $x = 0$. Combining and integrating above-mentioned notions the robust adaptive state-feedback control is designed in Corollary 6, which is

i) adaptive with regard to the system’s modeling uncertainty $\Delta(t)$ and independent of it if (possibly unbounded) uncertainty satisfies the constraint given in Theorem 5-Assumption A1,

ii) robust with regard to external disturbance $\omega(x,t)$ satisfying Assumption A3 of Theorem 5 and

iii) these two components are independent of each other.

Specifically, we will consider the state-feedback control system

$$\dot{x} = [A(t) + \Delta(t)]x + Bu + \omega(x,t), \quad u = K(t)x, \quad t \geq t_0, \quad (1)$$

where $A$, $\Delta$, and $K : [t_0, \infty) \to \mathbb{R}^{n \times n}$ are (piecewise) continuous matrix functions, representing known part of system’s dynamics, system’s modeling
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uncertainty, and state-feedback gain matrix, respectively, $B$ is a constant matrix $(n \times n)$ and the (potentially unknown) disturbance $\omega : \mathbb{R}^n \times [t_0, \infty) \rightarrow \mathbb{R}^n$ is (piecewise) continuous for all $x \in \mathbb{R}^n$ and all $t \geq t_0$. We do not assume here that $\omega(0, t) \equiv 0$, that is, $x = 0$ may not be the equilibrium point for dynamical model (1). This is reason, why the approach based on the Lyapunov function is not suitable, and it is useful to find other ways to find out when the system (1) solutions converge to zero as $t \rightarrow \infty$.

The first main goal of the present paper is to establish (in Theorem 4), in terms of the logarithmic norm, the sufficient conditions to be the system with system’s modeling uncertainty but without external disturbance,

$$\dot{x} = [A(t) + \Delta(t)]x + Bu, \quad u = K(t)x, \quad t \geq t_0,$$

(2)

(uniformly, asymptotically, uniformly asymptotically) stable in the sense of classical definitions [15, p. 149]. These various types of stability can be expressed in the terms of a fundamental matrix [4, p. 54].

**Theorem 1.** Let $\Phi(t)$ be a fundamental matrix for $\dot{x} = A(t)x$, $t \geq t_0$. Then the system $\dot{x} = A(t)x$ is

(S) stable if and only if there exists a positive constant $M$ such that

$$\|\Phi(t)\| \leq M \text{ for all } t \geq t_0,$$

(US) uniformly stable if and only if there exists a positive constant $M$ such that

$$\|\Phi(t)\Phi^{-1}(\tau)\| \leq M \text{ for } t_0 \leq \tau \leq t < \infty,$$

(AS) asymptotically stable if and only if

$$\|\Phi(t)\| \rightarrow 0 \text{ as } t \rightarrow \infty,$$

(UAS) uniformly asymptotically stable (⇔ uniformly exponentially stable) if and only if there exist positive constants $M, \alpha$ such that

$$\|\Phi(t)\Phi^{-1}(\tau)\| \leq Me^{-\alpha(t-\tau)} \text{ for } t_0 \leq \tau \leq t < \infty.$$

The another goal of this paper is at the same time to determine the sufficient conditions ensuring the convergence of all solutions of the system with
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System’s modeling uncertainty and external disturbance, $\mathbf{1}$, to 0 as $t \to \infty$, in Theorem 5 and Corollary 6.

We will derive our results for unspecified vector norm on $\mathbb{R}^n$, $\|\cdot\|$. For the matrices as an operator norm the induced norm will be used, $\|A\| = \max_{\|x\|=1} \|Ax\|$. We use for both vector norm and matrix operator norm the same notation but it will always be clear from the context that norm is being used. In particular cases we will consider the three most common vector norm:

$$
\|x\|_1 = \sum_{i=1}^{n} |x_i|, \quad \|x\|_2 = \left( \sum_{i=1}^{n} x_i^2 \right)^{1/2}, \quad \|x\|_\infty = \max_{1 \leq i \leq n} |x_i|.
$$

By $\mu[A(t)], t \geq t_0$, we denote the logarithmic norm of an $n \times n$ matrix $A(t)$ defined as

$$
\mu[A(t)] = \lim_{h \to 0^+} \frac{\|I_n + hA(t)\| - 1}{h},
$$

where $I_n$ is the identity on $\mathbb{R}^n$. The logarithmic norm is not a norm in usual sense. While the matrix norm $\|A\|$ is always positive if $A \neq 0$, the logarithmic norm $\mu[A]$ may also take negative values, e.g. for the Euclidean vector norm $\|\cdot\|_2$ and when $A$ is negative definite because $\frac{1}{2}(A + A^T)$ is also negative definite, [10, Corollary 14.2.7.] and Lemma 2. Therefore, the logarithmic norm does not satisfy the axioms of a norm.

The fundamental advantage of approach based on the use of logarithmic norm is the fact that to estimate the norm of transition matrix $\Phi(t)\Phi^{-1}(\tau)$ for LTV system $\dot{x} = A(t)x$ we do not need to know the fundamental matrix explicitly. Moreover, because $\mu[A(t)] \leq \|A(t)\|$ and $\mu[A(t)]$ can take also negative values, we can obtain the stronger results as those achieved in the now classical results (and their numerous variations) regarding persistence of the stability properties of perturbed system, $\dot{x} = [A(t) + B(t)]x$, where it is assumed that the perturbing term satisfies

$$
\int_{t_0}^{\infty} \|B(s)\| ds < \infty \quad [4, p. 65], \quad [18, p. 133], \quad \text{or}
$$

$$
\|B(t)\| \to 0 \text{ as } t \to \infty \quad [15, p. 354], \quad [4, p. 70].
$$

Note, that none of these conditions are required in this paper.
In Table 1 and Lemma 3 we summarize properties of the logarithmic norm useful for the stability analysis of dynamical systems.

**Lemma 2 (1, 5).** For the norms (3) we have:

| Norm of the vector (\(\|x\|_i\)) | Logarithmic norm (\(\mu_i[A]\)) |
|-----------------------------------|----------------------------------|
| \(\|x\|_1 = \sum_{i=1}^{n} |x_i|\) | \(\mu_1[A] = \max_{1 \leq j \leq n} \left( a_{jj} + \sum_{i \neq j} |a_{ij}| \right)\) |
| \(\|x\|_2 = \left( \sum_{i=1}^{n} x_i^2 \right)^{1/2}\) | \(\mu_2[A] = \frac{1}{2} \lambda_{\text{max}} (A + A^T)\) |
| \(\|x\|_\infty = \max_{1 \leq i \leq n} |x_i|\) | \(\mu_\infty[A] = \max_{1 \leq i \leq n} \left( a_{ii} + \sum_{j \neq i} |a_{ij}| \right)\) |

In Table 1 and elsewhere in the paper, the superscript 'T' denotes transposition, the number \(\lambda_{\text{max}} (A + A^T)\) is the maximum eigenvalue of the matrix \(A + A^T\).

**Lemma 3 (5, 7, 20, 21).** For any given \(n \times n\) real matrix \(A\) and \(B\),

- **P1)** \(-\|A\| \leq -\mu[-A] \leq \mu[A] \leq \|A\|\);  
- **P2)** \(\mu[A + B] \leq \mu[A] + \mu[B]\) and \(\mu[A] - \mu[B] \leq \|A - B\|\);  
- **P3)** \(\tilde{\Phi}(t)\) is a fundamental matrix for \(\dot{x} = A(t)x\). Then
  \[
  e^{-\int_{\tau}^{t} \mu[-A(s)] ds} \leq \|\Phi(t)\Phi^{-1}(\tau)\| \leq e^{\int_{\tau}^{t} \mu[A(s)] ds}
  \]
  for all \(t_0 \leq \tau \leq t < \infty\);  
- **P4)** \(\tilde{\Phi}, \text{ p. 34}\) The solution of \(\dot{x} = A(t)x\) satisfies for all \(t_0 \geq t_0\) the inequalities
  \[
  \|x(t_0)\| e^{-\int_{t_0}^{t} \mu[-A(s)] ds} \leq \|x(t)\| \leq \|x(t_0)\| e^{\int_{t_0}^{t} \mu[A(s)] ds}.
  \]

**Remark 1.** Property P3 allows to estimate the norm of the state-transition matrix without knowing the fundamental matrix, purely on the basis of the
matrix $A(t)$ entries, which can be especially useful if $A(t)$ is a non constant matrix. Moreover, because the logarithmic norm $\mu[A(t)]$ can attain also negative values, the estimations above provide information about the actual growth or decay rate in the system. Property P2 (its second part) implies that $\mu[A(t)]$ is (piecewise) continuous function on $[t_0, \infty)$ if such is also the matrix function $A : [t_0, \infty) \rightarrow \mathbb{R}^{n \times n}$.

The following example shows that the value $\mu[A]$ may depend on the used vector norm.

**Example 1.** [\[1\] p. 56] If

a) 
\[
A_1 = \begin{bmatrix} -11 & 10 \\ 2 & -3 \end{bmatrix},
\]
then $\mu_1[A_1] = 7$, $\mu_2[A_1] = 0.211$ and $\mu_\infty[A_1] = -1$.

b) 
\[
A_2 = \begin{bmatrix} -11 & 2 \\ 10 & -3 \end{bmatrix},
\]
then $\mu_1[A_2] = -1$, $\mu_2[A_2] = 0.211$ and $\mu_\infty[A_2] = 7$.

c) 
\[
A_3 = \begin{bmatrix} -1 & 3 \\ -3 & -2 \end{bmatrix},
\]
then $\mu_1[A_3] = 2$, $\mu_2[A_3] = -1$ and $\mu_\infty[A_3] = 2$.

Thus, we can verify whether the LTI system $\dot{x} = A_i x$, $i = 1, 2, 3$ is asymptotically stable or not by means of the vector norm with negative value of $\mu[A_i]$. It is worth to note that for any Hurwitz matrix $A$, using a vector norm $\|x\|_H = (x^T H x)^{1/2}$, where the symmetric positive definite matrix $H$ satisfies the Lyapunov equation $A^T H + H A = -2 I_n$, the corresponding $\mu_H[A] = -1/\lambda_{\text{max}}(H)$, for details see e. g. [13] and [12] (Lemma 2.3). The stability analysis based on the logarithmic norm becomes a topological notion unlike the spectrum of matrices which is topological invariant.
2. Main results

We have the following result regarding different types of stability.

**Theorem 4.** Consider the control system with system’s modeling uncertainty
\[
\dot{x} = [A(t) + \Delta(t)]x + Bu + \omega(x, t), \quad u = K(t)x, \quad t \geq t_0.
\]

Suppose that for some vector norm in \(\mathbb{R}^n\)
\[\int_{t_0}^{\infty} |\mu[\Delta(s)]| ds < \infty.\]

Then the control system (2) is
- **stable** if \(\limsup_{t \to \infty} \int_{t_0}^{t} \mu[A(s) + BK(s)] ds < \infty;\)
- **uniformly stable** if \(\mu[A(t) + BK(t)] \leq 0\) for \(t \geq t_0;\)
- **(globally) asymptotically stable** if \(\int_{t_0}^{\infty} \mu[A(s) + BK(s)] ds = -\infty;\)
- **(globally) uniformly asymptotically stable** if \(\mu[A(t) + BK(t)] \leq -\alpha < 0\) for \(t \geq t_0;\)
- **unstable** if \(\liminf_{t \to \infty} \int_{t_0}^{t} \mu[-A(s) - \Delta(s) - BK(s)] ds = -\infty.\)

**Proof.** The solutions of (2) can be expressed as
\[x(t) = \Phi(t)\Phi^{-1}(t_0)x(t_0), \quad t \geq t_0,\]
where \(\Phi(t)\) is a fundamental matrix for LTV system (2), and estimated for all \(t \geq t_0\) as
\[
\|x(t)\| \leq \|\Phi(t)\Phi^{-1}(t_0)\| \|x(t_0)\| \leq \|x(t_0)\| e^{\int_{t_0}^{t} \mu[A(s) + \Delta(s) + BK(s)] ds}
\]
\[
\leq \|x(t_0)\| e^{\int_{t_0}^{t} |\mu[\Delta(s)]| ds} e^{\int_{t_0}^{t} \mu[A(s) + BK(s)] ds}.
\]

The rest of proof follows now immediately by using Theorem 1 and Lemma 3.
Theorem 5. Consider the state-feedback control system with the system’s modeling uncertainty and external disturbance

\[ \dot{x} = [A(t) + \Delta(t)]x + Bu + \omega(x, t), \quad u = K(t)x, \quad t \geq t_0. \]

Let for some vector norm in \( \mathbb{R}^n \) and state-feedback gain matrix \( K(t) \),

A1) \( \int_{t_0}^{\infty} |\mu[\Delta(s)]| ds < \infty; \)

A2) \( \mu[A(t) + BK(t)] < 0 \) in some left neighborhood of \( \infty \); and

A3) for all \( x \in \mathbb{R}^n \) and all \( t \geq t_0 \) is \( \|\omega(x, t)\| \leq \|\tilde{\omega}(t)\|, \)

\[ \lim_{t \to \infty} \frac{\|\tilde{\omega}(t)\|}{\mu[A(t) + BK(t)]} = 0, \]

that is, \( \|\tilde{\omega}(t)\| = o(\mu[A(t) + BK(t)]) \) as \( t \to \infty. \)

Then for the state-feedback control law \( B(t)x \) satisfying

A4) \( \int_{t_0}^{\infty} \mu[A(s) + BK(s)] ds = -\infty, \)

all solution of \( (1) \) converge to 0 as \( t \to \infty. \)

Proof. By the variation of constants formula we have for any solution of \( (1) \)

\[ x(t) = \Phi(t)\Phi^{-1}(t_0)x(t_0) + \Phi(t) \int_{t_0}^{t} \Phi^{-1}(\tau)\omega(x(\tau), \tau) d\tau, \]

that is, according to Lemma 3 and Assumption A3,

\[ \|x(t)\| \leq \|x(t_0)\| e^{\int_{t_0}^{t} \mu[A(s)] ds} e^{\int_{t_0}^{t} \mu[A(s) + BK(s)] ds} \]

\[ + \int_{t_0}^{t} e^{\int_{t_0}^{\tau} \mu[A(s)] ds} e^{\int_{t_0}^{\tau} \mu[A(s) + BK(s)] ds} \|\tilde{\omega}(\tau)\| d\tau. \]

Obviously, by the Assumptions A1 and A4,

\[ \|x(t_0)\| e^{\int_{t_0}^{t} \mu[A(s)] ds} e^{\int_{t_0}^{t} \mu[A(s) + BK(s)] ds} \rightarrow 0 \text{ as } t \rightarrow \infty. \]
for an arbitrary \( x(t_0) \), proving the (global) asymptotic stability of the equilibrium \( x = 0 \) of the system \([2]\). Because of the absolute convergence of \( \int_{t_0}^{\infty} \mu[\Delta(s)] ds \) (Assumption A1), \( e^{t_0} \int_{t_0}^{t} \mu[\Delta(s)] ds \) is uniformly bounded for all \( t \geq \tau \geq t_0 \) and so it remains to analyze the second term on the left-hand side of the above inequality. We have

\[
\int_{t_0}^{t} e^{\int_{t_0}^{\tau} \mu[\Delta(s)] ds} \|	ilde{\omega}(\tau)\| d\tau
\]

\[
= e^{\int_{t_0}^{\tau} \mu[\Delta(s)] ds} \int_{t_0}^{t} e^{\int_{t_0}^{\tau} \mu[\Delta(s)] ds} \|	ilde{\omega}(\tau)\| d\tau
\]

\[
= \frac{t - \int_{t_0}^{\tau} \mu[\Delta(s)] ds}{\int_{t_0}^{\tau} \|	ilde{\omega}(\tau)\| d\tau},
\]

and the L'Hopital rule, allowed by Assumptions A2 and A4, yields

\[
\lim_{t \to \infty} \frac{\int_{t_0}^{t} e^{\int_{t_0}^{\tau} \mu[\Delta(s)] ds} \|	ilde{\omega}(\tau)\| d\tau}{\int_{t_0}^{t} e^{\int_{t_0}^{\tau} \mu[\Delta(s)] ds} \|	ilde{\omega}(\tau)\| d\tau}
\]

\[
= \lim_{t \to \infty} \frac{e^{\int_{t_0}^{\tau} \mu[\Delta(s)] ds} \|	ilde{\omega}(t)\|}{e^{\int_{t_0}^{\tau} \mu[\Delta(s)] ds} (-\mu[A(t) + BK(t)])}
\]

\[
= - \lim_{t \to \infty} \frac{\|	ilde{\omega}(t)\|}{\mu[A(t) + BK(t)]}.
\]

This, together with Assumption A3, gives the claim of Theorem 5.

In the following section it is shown that the robust adaptive state-feedback controller \( B(t)x \) consists of two independent parts, namely, the adaptive part for the system’s modeling uncertainty and the robust part for the external disturbance, reflecting the different nature of the adaptive and robust control.
3. Construction of the robust adaptive state-feedback controller in the Euclidean norm

In this section we show the use of Theorem 5 for the most frequently used norm in the state space $\mathbb{R}^n$, namely, the Euclidean norm. Of course, depending on the particular system, it may be more appropriate to use a different vector norm as indicated and justified in Example 1 to adapt the choice of gain matrix $K(t)$.

**Corollary 6.** For the Euclidean vector norm $\| \cdot \|_2$ and for every disturbance $\omega(x,t)$ satisfying $\| \omega(x,t) \|_2 \leq \| \tilde{\omega}(t) \|_2$ for all $(x,t) \in \mathbb{R}^n \times [t_0, \infty)$, for every system’s modeling uncertainty $\Delta(t)$ satisfying Assumption A1 of Theorem 5 and invertible control matrix $B$ there exists a robust adaptive state-feedback control law $u = K(t)x$ such that all solutions of closed-loop system

$$\dot{x} = [A(t) + \Delta(t)]x + Bu + \omega(x,t), \; t \geq t_0,$$

converge to 0 as $t \to \infty$.

**Proof.** At first, let us decompose the system matrix $A(t)$ into its symmetric and skew-symmetric part,

$$A(t) = \frac{1}{2}(A(t) + A^T(t)) + \frac{1}{2}(A(t) - A^T(t)) \triangleq A_{\text{sym}}(t) + A_{\text{skew}}(t),$$

and define the gain matrix $K(t)$ as

$$K(t) = B^{-1}\begin{pmatrix} -A_{\text{sym}}(t) + \text{diag}\{\lambda_1, \ldots, \lambda_n\} + \text{diag}\{\gamma_1(t), \ldots, \gamma_n(t)\} \\
\text{adaptive part of control} & \text{robust part of control}
\end{pmatrix},$$

where

c1) $\text{diag}\{\lambda_1, \ldots, \lambda_n\}$ and $\text{diag}\{\gamma_1(t), \ldots, \gamma_n(t)\}$ denote a diagonal square matrix with $\lambda_i$’s and $\gamma_i$’s on the main diagonal and the entries outside the main diagonal are all 0, respectively;

c2) all $\lambda_i$ are negative real numbers and the (piecewise) continuous functions $\gamma_i(t)$ defined on $[t_0, \infty)$ are chosen such that $\| \tilde{\omega}(t) \|_2 = o(\gamma_i(t))$ as $t \to \infty$ for all $i = 1, \ldots, n$ and

c3) $\int_{t_0}^{\infty} \Gamma(s) ds = -\infty$ for $\Gamma(t) = \max\{\lambda_i + \gamma_i(t); i = 1, \ldots, n\}$.

Now, taking into account that $\mu_2[A(t) + BK(t)] = \Gamma(t)$, the claim of Corollary 6 follows by Theorem 5.
3 CONSTRUCTION OF THE CONTROLLER

3.1. Simulation experiment

Example 2. To illustrate the theory developed above let us consider the control system

\[
\dot{x} = [A(t) + \Delta(t)]x + Bu + \omega(x, t), \quad u = K(t)x, \quad t \geq 0,
\]

where

\[
A(t) = \begin{bmatrix} t & \sin t \\ t^{1/2} & 1 \end{bmatrix}, \quad \Delta(t) = \begin{bmatrix} 1/(1 + t^2) & t \\ -t & 0 \end{bmatrix}, \quad B = I_2 \quad \text{and} \quad \omega(x, t) = \begin{bmatrix} o(t^3) \\ 1 \end{bmatrix},
\]

that is, the system with unbounded on the time interval \([0, \infty)\) system’s modeling uncertainty \(\Delta\) and unknown unbounded external disturbance \(\omega\).

Obviously,

\[
\mu_2[\Delta(t)] = \frac{1}{2} \lambda_{\text{max}} \left( \Delta(t) + \Delta(t)^T \right) = 1/(1 + t^2)
\]

and so

\[
\int_0^\infty |\mu_2[\Delta(s)]| ds = \pi/2 < \infty
\]

(Assumption A1 of Theorem 5). The only information we have about the external disturbance is that \(\|\omega(x, t)\|_2 \leq (o^2(t^3) + 1)^{1/2} \) (= \(\|\tilde{\omega}(t)\|_2\)).

By Corollary 6 we can define the control matrix as follows:

\[
K(t) = -A_{\text{sym}}(t) + \text{diag}\{\lambda_1, \lambda_2\} + \text{diag}\{\gamma_1(t), \gamma_2(t)\}
\]

\[
= -\begin{bmatrix} t & (t^{1/2} + \sin t)/2 \\ (t^{1/2} + \sin t)/2 & 1 \end{bmatrix} + \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}
\]

\[
+ \begin{bmatrix} -t(t^6 + 1)^{1/2} & 0 \\ 0 & -t^{1/2}(t^6 + 1)^{1/2} \end{bmatrix},
\]

for which

\[
\mu_2[A(t) + I_2K(t)] = \mu_2[A_{\text{skew}}(t) + \text{diag}\{\lambda_1, \lambda_2\} + \text{diag}\{\gamma_1(t), \gamma_2(t)\}]
\]

\[
= \mu_2[\text{diag}\{\lambda_1, \lambda_2\} + \text{diag}\{\gamma_1(t), \gamma_2(t)\}]
\]

\[
= \begin{cases} 
-1 - t(t^6 + 1)^{1/2} & \text{if } 0 \leq t \leq 1 \\
-1 - t^{1/2}(t^6 + 1)^{1/2} & \text{if } t > 1
\end{cases}
\]

Figure I depicts the simulation results for arbitrarily chosen initial state.
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Figure 1: The simulation result for the system (4) with $\omega(x,t) = (t^{11/4}\cos x_1, 1)^T$ and the initial state $x(0) = (-5, 2)^T$ demonstrating the effectiveness of proposed controller.

Conclusion

By assuming knowledge of the asymptotic behavior (for $t \to \infty$) of system’s modeling uncertainty $\Delta(t)$ and external disturbance represented by the nonlinear perturbing term $\omega(x,t)$, a robust adaptive state-feedback control law $u = K(t)x$ was constructed for a control system

$$\dot{x} = [A(t) + \Delta(t)]x + Bu + \omega(x,t), \ t \geq t_0,$$

to preserve the (global) asymptotic stability of the system without external disturbance, i.e., $\omega(x,t) \equiv 0$. Surprisingly, even in the situations when the origin $x = 0$ is not an equilibrium point of the perturbed system and for an asymptotically unbounded disturbances $\omega$ (Example [2]), the proposed controller keeps the system asymptotically insensitive to the disturbances, in the sense of convergence of all solutions to 0 as $t \to \infty$.
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