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Zusammenfassung

Wir untersuchen Eigenschaften eines Anziehungs-Abstoßungs-Funktionals, welches durch Potenz-Kerne gegeben ist und das zum Halftonen von Bildern eingesetzt werden kann. Im ersten Teil dieser Arbeit untersuchen wir die Existenz und das Verhalten von Minimieren des Funktionals und dessen Regularisierung mittels der totalen Variation, wobei wir auf variationelle Konzepte für Wahrscheinlichkeitsmaße zurückgreifen. Darüberhinaus führen wir Partikelapproximationen sowohl zum Funktional als auch zu seiner Regularisierung ein und beweisen ihre Konsistenz im Sinne von $\Gamma$-Konvergenz, die wir zusätzlich durch numerische Beispiele verdeutlichen. Im zweiten Teil betrachten wir den Gradientenfluss des Funktionals im 2-Wasserstein Raum und beweisen Aussagen über sein asymptotisches Verhalten für große Zeiten, wofür wir die Technik der Pseudo-Inversen eines Wahrscheinlichkeitsmaßes in $1D$ verwenden. Abhängig von den gewählten Parametern beinhaltet dies Konvergenz einer Teilfolge gegen einen Gleichgewichtszustand oder sogar Konvergenz der gesamten Trajektorie gegen einen explizit bestimmmbaren Grenzwert. Ein wichtiger Bestandteil der Argumentation ist in beiden Teilen dieser Arbeit die verallgemeinerte Fouriertransformation, mit deren Hilfe die konditionelle Positiv-Definitheit des Interaktionskerns im Falle übereinstimmender Anziehungs- und Abstoßungs-Exponenten nachgewiesen werden kann.

Abstract

We study properties of an attractive-repulsive energy functional based on power-kernels, which can be used for halftoning of images. In the first part of this work, using a variational framework for probability measures, we examine existence and behavior of minimizers to the functional and to a regularization of it by a total variation term. Moreover, we introduce particle approximations to the functional and to its regularized version and prove their consistency in terms of $\Gamma$-convergence, which we additionally illustrate by numerical examples. In the second part, we consider the gradient flow of the functional in the 2-Wasserstein space and prove statements about its asymptotic behavior for large times, for which we employ the pseudo-inverse technique for probability measures in $1D$. Depending on the parameter range, this includes existence of a subsequence converging to a steady state or even convergence of the whole trajectory to a limit which we can specify explicitly. For both parts of the work, a key ingredient is the generalized Fourier transform, which allows us to verify the conditional positive definiteness of the interaction kernel for coinciding attractive and repulsive exponents.
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1. Introduction

1.1. Problem statement and related work

In [FHS12], the authors proposed to use an attraction-repulsion functional to measure the quality of a point-approximation to a picture: If we interpret a black-and-white picture as a probability measure \( \omega \) on a compact set \( \Omega \), we are looking for points \( x_1, \ldots, x_N \in \mathbb{R}^2 \in \mathbb{N} \) such that the corresponding point measure \( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \) approximates \( \omega \) well. While there are many ways to determine the proximity of those two probability measures (for a brief summary over some important ones, see [CTo7]), the interesting idea in [FHS12] consists of employing kinetic principles for that purpose. Namely, we consider the points \( x = (x_i)_{i=1,\ldots,N} \) to be attracted by the picture by introducing an attraction potential

\[
V_N(x) := \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^2} |x_i - y| \, d\omega(y)
\]

which is to be minimized. If left as it is, this will most certainly not suffice to force the points into an intuitively good position: The minimizer would consist of all the points being at the median of \( \omega \). Hence, we would like to enforce a spread of the points by adding a pairwise repulsion term

\[
W_N(x) := -\frac{1}{2N^2} \sum_{i,j=1}^{N} |x_i - x_j|
\]

leading to the minimization of the composed functional

\[
E_N(x) := V_N(x) + W_N(x),
\]

which produces visually appealing results as in Figure 1.1 (taken from [FHS12]).

Furthermore, an attraction-repulsion functional like this one admits more than one interpretation: one could also consider the particles as a population which is attracted to a food source \( \omega \), modeled by \( V \), while at the same time being repulsed by competition with each other, modeled by \( W \).

Now, if we write \( \mu_x = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \) instead of \( x \), we see that the above functionals can be expressed independently of \( N \),

\[
E[\mu_x] = \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y| \, d\omega(x) \, d\mu_y(x) - \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y| \, d\mu_x(x) \, d\mu_y(y).
\]
1.1. Problem statement and related work

Generalizing further, in the following we also want to consider a different domain than $\mathbb{R}^2$ and a slightly larger class of interaction kernels than $x \mapsto |x|$, as well as possibly allowing different kernels for attraction and repulsion. So, if we write

- $\Omega \subseteq \mathbb{R}^d$ with $d \in \mathbb{N}$ for the domain,
- $\psi_a : \mathbb{R}^d \to \mathbb{R}$ for the (radially symmetric) attraction kernel,
- $\psi_r : \mathbb{R}^d \to \mathbb{R}$ for the (also radially symmetric) repulsion kernel,
- $\omega \in \mathcal{P}(\Omega)$ for the datum, where $\mathcal{P}(\Omega)$ denotes the set of probability measures on $\Omega$,

the functional of interest becomes

$$ E[\mu] := \int_\Omega \psi_a(x - y) \, d\omega(x) \, d\mu(y) - \frac{1}{2} \int_\Omega \psi_r(x - y) \, d\mu(x) \, d\mu(y). \quad (1.5) $$

Additionally, we will shall consider a regularization of $E$ by a total variation term,

$$ E^\lambda[\mu] := E[\mu] + \lambda \, |D\mu| (\Omega), \quad (1.6) $$

where $\lambda > 0$ and $\mu$ is assumed to be in $L^1(\Omega)$ and to have a distributional derivative $D\mu$ which is a finite Radon measure with total variation $|D\mu|$.

Variational functionals like the one above, being composed of a quadratic and a linear integral term, arise in many models in biology, physics and mathematics as the limit of particle models. In particular the quadratic term, in our case denoted by $W$, corresponding to the self-interaction between particles, is of great interest in modeling physical or biological phenomena, see for example [CDF+03, CKFLo5, LLEK08, VCBJ95].
1.1. Problem statement and related work

The range of mathematical questions when investigating such models is diverse: Firstly, one can study the continuous functional to find conditions for the existence of (local or global) minimizers and afterwards determine some of their properties. Examples for this are the so-called non-local isoperimetric problem studied in \[ \text{[KM12]} \] and \[ \text{[CS13]} \], where a total variation term as in (1.6) not only appears but is in fact critical for the model, and the non-local Ginzburg-Landau energies for diblock polymer systems as in \[ \text{[GMS12a, GMS12b]} \].

Secondly, one can consider the associated gradient flow of the energy functional, where some of the arising problems are its well-definedness, its asymptotic behavior for large times (e.g. convergence to a steady state or pattern formation) and the relationship between the gradient flow of a particle approximation and the gradient flow of the limit functional, called the mean-field limit. One major breakthrough in the development of the theory of gradient flows in Wasserstein spaces was \[ \text{[JKO98]} \] and a recent and thorough treatment of it can be found in \[ \text{[AGS08]} \]. For an introduction in particular to the mean field limit, see \[ \text{[CCH]} \] and the references therein. Additionally, we refer to Section 3.1 for a more in-depth review of results which are connected to the gradient flow of the functional in question.

With respect to our particular problem and the static setting, see \[ \text{[TSG+11]} \] for efficient optimization algorithms to find local minima of \( \mathcal{E} \) and \[ \text{[GPS]} \] for the relationship of minimizers of \( \mathcal{E} \) and the error of quadrature formulas, also highlighting the connection between those minimizers and the problem of optimal quantization of measures (see \[ \text{[GL00, Gru04]} \]). As for the gradient flow, see for example \[ \text{[BCLR12]} \] for the analysis of symmetric steady states for the gradient flow of interaction functionals similar to \( \mathcal{W} \), but being composed of the sum of an attractive and a repulsive power function.

In the scope of this work, we shall limit our attention to the special case of power kernels,

\[
\psi_a(x) := |x|^{q_a}, \quad \psi_r(x) := |x|^{q_r}, \quad x \in \mathbb{R}^d,
\]

with \( q_a, q_r \in [1, 2] \). The topics we would like to address are:

- Conditions for the well-definedness of the above expression (Section 2.1 and later on leading to the theory developed in Section 2.2)
- Existence/non-existence of minimizers (Section 2.1)
- Convergence of minimizers of the functionals \( \mathcal{E}_N \) to minimizers of \( \mathcal{E} \) (Section 2.2.3)
- Compactness properties of the sub-levels of \( \mathcal{E} \) (Section 2.3)
- Regularization of the functional with an additional total variation term and a discretization in terms of point masses (Section 2.4 for the theory, Section 2.5 for numerical experiments)
- Existence and asymptotic behavior of the associated gradient flow of \( \mathcal{E} \) in the space of probability measures with existing second moments, \( \mathcal{P}_2(\mathbb{R}) \), endowed with the 2-Wasserstein metric (Section 3).
To our knowledge, all the results contained in this thesis, except for a few ones recalled from other sources, are original. Additionally, the mathematical tools used to prove them are diverse, such as variational calculus in spaces of probability measures (including in particular $\Gamma$-convergence, BV-functions and compactness arguments), harmonic analysis with generalized Fourier-transforms in Section 2, as well as fixed point arguments and the pseudo-inverse technique for gradient flows in Wasserstein spaces in Section 3.

1.2. Overview of the chapters

1.2.1. Variational properties

In Section 2.1 we start with a few theoretical preliminaries, followed by examples for and counterexamples to the existence of minimizers for $E$ in the case of power potentials, depending on the powers and the domain $\Omega$, where elementary estimates for the behavior of the power functions are used in conjunction with appropriate notions of compactness for probability measures, i.e., uniform integrability of moments and moment bounds.

Beginning from Section 2.2, we study limiting case of coinciding powers for attraction and repulsion, where there is no longer an obvious confinement property given by the attraction term. To regain compactness and lower semi-continuity, we pass to the lower semi-continuous envelope of our functional, which can be proven to coincide with a Fourier representation of the functional $E$, see Corollary 2.22 in Section 2.2.2 which is at first derived on $P_2(\mathbb{R}^d)$ in Section 2.2.1. The main ingredient to find this representation is the generalized Fourier transform in the context of the theory of conditionally positive definite functions, which we briefly recapitulated in Appendix A.

Having thus established a problem which is well-posed for our purposes, we proceed to prove one of our main results, namely the convergence of the minimizers of $E_N$ to $\omega$, Theorem 2.27 in Section 2.2.3. This convergence will follow in a standard way from the $\Gamma$-convergence of the corresponding functionals. Furthermore, again applying the techniques of Appendix A used to prove the Fourier representation, this allows us to derive a compactness property for the sublevels of $E$ in terms of a uniform moment bound in Section 2.3.

Afterwards, in Section 2.4 we shall introduce the total variation regularization of $E$. Firstly, we prove consistency in terms of $\Gamma$-convergence for vanishing regularization parameter in Section 2.4.1. Then, in Section 2.4.2 we propose two ways of computing a version of it on the particle level and again prove consistency for $N \to \infty$. One version consists of employing kernel density estimators, while in the other one each point mass is replaced by an indicator function extending up to the next point mass for the purpose of computing the total variation. In Section 2.5 we illustrate the first approach by numerical experiments.
1.2. Overview of the chapters

1.2.2. Gradient flow in 1D

We begin with a more thorough summary of previously known results and connections to other works in Section 3.1 and a reminder about the pseudo-inverse technique for Wasserstein gradient flows in Section 3.2.

Section 3.3 then contains an global existence result for such a gradient flow associated to $E$ in the space $L^\infty_c(\mathbb{R})$, whose proof is based on a fixed point argument in the spirit of the Picard-Lindelöf theorem.

In Section 3.4, we investigate some combinations of the parameters $q_a$ and $q_r$ for which we are able to prove statements about the asymptotic behavior. For $q_a = q_r = 2$, the solutions exhibit a traveling wave behavior, which can be seen elemetarily (Section 3.4.1). For $q_r = 1 \leq q_a \leq 2$, the gradient flow converges to a convolution of $\omega$ (Section 3.4.2), which follows by the special structure of the repulsion term in this case together with the monotonicity of the attraction field.

Finally, in Section 3.4.3 we show the existence of a convergent subsequence for large times in some of the remaining parameter range, namely the two cases $1 \leq q_r = q_a < 4/3$ and $1 \leq q_r < q_a \leq 2$. For this, we use an energy-energy-dissipation inequality and draw on the compactness given by the moment bound proven in Section 2.3.
2. Variational properties

In this section, we want to prove certain variational properties of the functional $E$ in order to prove consistency of particle approximations to it and its regularization by a total variation term.

We recall its definition:

$$E[\mu] := \int_{\Omega \times \Omega} \psi_a(x - y) \, d\omega(x) \, d\mu(y) - \frac{1}{2} \int_{\Omega \times \Omega} \psi_r(x - y) \, d\mu(x) \, d\mu(y), \quad (2.1)$$

for $\omega, \mu \in \mathcal{P}_2(\mathbb{R}^d)$ (at least for now) and

$$\psi_a(x) := |x|^{q_a}, \quad \psi_r(x) := |x|^{q_r}, \quad x \in \mathbb{R}^d,$$

with $q_a, q_r \in [1,2]$. Furthermore, denote for a vector-valued measure $\nu$ its total variation (which is a positive measure) by $|\nu|$ and by $\text{BV}(\mathbb{R}^d)$ the subset of distributions $f \in L^1_{\text{loc}}(\mathbb{R}^d)$ whose distributional derivatives $Df$ are finite Radon measures (see [AFP00, Definition 3.1]). Abusing terminology, we call $|Df|(\Omega)$ the total variation of $f$. Now, we define the total variation regularization of $E$ by

$$E^\lambda[\mu] := E[\mu] + \lambda |D\mu|(\Omega), \quad (2.3)$$

where $\mu \in \mathcal{P}_2(\mathbb{R}^d) \cap \text{BV}(\mathbb{R}^d)$.

2.1. Preliminary observations

We shall briefly state some results which are in particular related to the asymmetric case of $q_a$ and $q_r$ not necessarily being equal.

2.1.1. Narrow convergence and Wasserstein-convergence

We want to begin with a brief summary of measure theoretical results which will be needed in the following.

The first simple lemma is useful when switching the point of view and therefore also the involved topology from density functions to probability measures. For a brief introduction to the narrow topology, see [AGS08, Chapter 5.1].

**Lemma 2.1** ($L^1$-convergence implies narrow convergence). Let $\Omega \subseteq \mathbb{R}^d$ and $f_n \in L^1(\Omega)$ be a sequence which converges to $f \in L^1$ in $L^1$. Then, $f_n \to f$ narrowly.
2.1. Preliminary observations

Proof. Let \( g \in C_b(\Omega) \). Then,

\[
\left| \int_{\Omega} g(x) \left( f_n(x) - f(x) \right) \, dx \right| \leq \|g\|_{\infty} \int_{\Omega} |f_n(x) - f(x)| \, dx \to 0. \quad (2.4)
\]

On a complete metric space \( X \), the narrow topology can be characterized by countably
many functions and if \( X \) is separable, it is compatible with building product measures.

Lemma 2.2 (Metrizability of narrow convergence). [AGSo8, Remark 5.1.1] There is a sequence
of continuous functions \( \{f_k\}_{k \in \mathbb{N}} \) on \( \mathbb{R} \) with \( \sup_{x \in \mathbb{R}^d} |f_k(x)| \leq 1 \) such that the narrow convergence
in \( \mathcal{P}(\mathbb{R}^d) \) can be metrized by

\[
\delta(\mu, \nu) := \sum_{k=1}^{\infty} 2^{-k} \left| \int_{\mathbb{R}^d} f_k(x) \, d\mu(x) - \int_{\mathbb{R}^d} f_k(x) \, d\nu(x) \right|. \quad (2.5)
\]

Lemma 2.3 (Convergence of product measures). Let \( \Omega \subseteq \mathbb{R}^d \). Since \( \Omega \) is separable, from [Bil68, Theorem 2.8] it follows that if \( (\mu_n), (\nu_n) \) are two sequences in \( \mathcal{P}(\Omega) \) and \( \mu, \nu \in \mathcal{P}(\Omega) \), then

\[
\mu_n \times \nu_n \to \mu \times \nu \text{ narrowly} \Leftrightarrow \mu_n \to \mu \text{ and } \nu_n \to \nu \text{ narrowly}. \quad (2.6)
\]

Finally, we include some results about the continuity of integral functionals with respect
to Wasserstein-convergence.

Definition 2.4 (Wasserstein distance). [AGSo8, Chapter 7.1] Let \( \Omega \subseteq \mathbb{R}^d \), \( p \in [1, \infty) \) as well as \( \mu_1, \mu_2 \in \mathcal{P}_p(\Omega) \) be two probability measures with finite \( p \)-th moment. Denoting by \( \Gamma(\mu_1, \mu_2) \) the
probability measures on \( \Omega \times \Omega \) with marginals \( \mu_1 \) and \( \mu_2 \), then we define

\[
W_p^p(\mu_1, \mu_2) := \min \left\{ \int_{\Omega} |x_1 - x_2|^p \, d\mu(x_1, x_2) : \mu \in \Gamma(\mu_1, \mu_2) \right\}, \quad (2.7)
\]

the Wasserstein-\( p \) distance between \( \mu_1 \) and \( \mu_2 \).

Additionally, by Hölder’s inequality, \( W_p(\mu_1, \mu_2) \) is non-increasing in \( p \) and therefore we can define

\[
W_\infty(\mu_1, \mu_2) := \lim_{p \to \infty} W_p(\mu_1, \mu_2). \quad (2.8)
\]

Definition 2.5 (Uniform integrability). On a measurable space \( X \), a measurable function \( f : X \to [0, \infty] \) is uniformly integrable w.r.t. a family of measures \( \{\mu_i\}_{i \in I} \), if

\[
\lim_{M \to \infty} \sup_{i \in I} \int_{\{f(x) \geq M\}} f(x) \, d\mu_i(x) = 0. \quad (2.9)
\]

Lemma 2.6 (Topology of Wasserstein spaces). [AGSo8, Proposition 7.1.5] For \( p \geq 1 \) and a
subset \( \Omega \subseteq \mathbb{R}^n \), \( \mathcal{P}_p(\Omega) \) endowed with the Wasserstein-\( p \) distance is a separable metric space which
is complete if \( \Omega \) is closed. A set \( K \subseteq \mathcal{P}_p(\Omega) \) is relatively compact iff it is \( p \)-uniformly integrable (and
hence by Lemma 2.8 tight). In particular, for a sequence \( (\mu_n)_{n \in \mathbb{N}} \subseteq \mathcal{P}_p(\Omega) \),

\[
\lim_{n \to \infty} W_p(\mu_n, \mu) = 0 \iff \begin{cases} \mu_n \to \mu \text{ narrowly}, \\ (\mu_n) \text{ has uniformly integrable } p\text{-moments.} \end{cases} \quad (2.10)
\]
2.1. Preliminary observations

Lemma 2.7 (Continuity of integral functionals). [AGS08, Lemma 5.1.7] Let $\mu_n \in \mathcal{P}(\mathbb{R}^d)$ be a sequence converging narrowly to $\mu \in \mathcal{P}(\mathbb{R}^d)$, $g : \mathbb{R}^d \to \mathbb{R}$ lower semi-continuous and $f : \mathbb{R}^d \to \mathbb{R}$ continuous. If $|f|, g^- := -\min\{g, 0\}$ are uniformly integrable w.r.t. $\mathcal{P}(\mathbb{R}^d)$, then

\[
\liminf_{n \to \infty} \int_{\mathbb{R}^d} g(x) \, d\mu_n(x) \geq \int_{\mathbb{R}^d} g(x) \, d\mu(x) \tag{2.11}
\]

\[
\lim_{n \to \infty} \int_{\mathbb{R}^d} f(x) \, d\mu_n(x) = \int_{\mathbb{R}^d} f(x) \, d\mu(x) \tag{2.12}
\]

Lemma 2.8 (Uniform integrability of moments). [Bil95, Corollary to Theorem 25.12] Given $r > 0$ and a family $\{\mu_i\}_{i \in I}$ of probability measures with

\[
\sup_{i \in I} \int_{\mathbb{R}^d} |x|^r \, d\mu_i(x) < \infty, \tag{2.13}
\]

then the family $\{\mu_i\}_{i \in I}$ is tight and for all $0 < q < r$, $x \mapsto |x|^q$ is uniformly integrable w.r.t. $\{\mu_i\}_{i \in I}$.

Proof. For the uniform integrability, let $M > 0$. By the monotonicity of the power functions $t \mapsto t^p$ for $t > 0$ and $p > 0$, we have

\[
\int_{\{|x|^q \geq M\}} |x|^q \, d\mu_i = \int_{\{|x|^q \geq M\}} |x|^q \frac{M^{(r-q)/q}}{M^{(r-q)/q}} \, d\mu_i \leq M^{-(r-q)/q} \int_{\{|x|^q \geq M\}} |x|^r \, d\mu_i \leq M^{-(r-q)/q} \int_{\mathbb{R}^d} |x|^r \, d\mu_i \to 0, \tag{2.14}
\]

for $M \to \infty$, uniformly in $i \in I$.

Similarly, for the tightness,

\[
\mu_i \left( \{|x| \geq M\} \right) \leq M^{-r} \int_{\mathbb{R}^d} |x|^r \, d\mu_i(x) \to 0 \tag{2.15}
\]

for $M \to \infty$. \qed

2.1.2. Situation on a compact set

From now on, let $q_0, q_r \in [1, 2]$.

Proposition 2.9. Let $\Omega \subset \mathbb{R}^d$ be a compact subset in $\mathbb{R}^d$. Then, the functionals $\mathcal{E}$ and $\mathcal{E}^\lambda$ are well-defined on $\mathcal{P}(\Omega)$ and $\mathcal{P}(\Omega) \cap BV(\Omega)$, respectively, and $\mathcal{E}$ admits a minimizer.

If additionally $\Omega$ has a Lipschitz boundary, $\mathcal{E}^\lambda$ admits a minimizer as well.

Proof. Note that since the mapping

\[
(x, y) \mapsto |y - x|^q, \quad x, y \in \mathbb{R}^d, \tag{2.16}
\]
is jointly continuous in $x$ and $y$, it attains its maximum on the compact set $\Omega \times \Omega$. Hence, the kernel (2.18) is a bounded continuous function, which on the one hand implies that the functional $E$ is bounded (and in particular well-defined) on $L^1(\Omega)$ and on the other hand that it is continuous with respect to the narrow topology. Together with the compactness of $\mathcal{P}(\Omega)$, this implies we can employ the direct method of the calculus of variations to find a minimiser for $E$.

The situation for $E^\lambda$ is similar: Due to the boundedness of $\Omega$ and the regularity of its boundary, sub-levels of $|D_x| (\Omega)$ are relatively compact in $L^1(\Omega) \cap \mathcal{P}(\Omega)$ by [EG92, Chapter 5.2, Theorem 4]. As the total variation is lower semi-continuous with respect to $L^1$-convergence by [EG92, Chapter 5.2, Theorem 1] and $L^1$-convergence implies narrow convergence by Lemma 2.1, we get lower semi-continuity of $E^\lambda$ and therefore again existence of a minimizer.

2.1.3. Existence of minimizers for stronger attraction on arbitrary domains

Note that from here on, the constants $C$ and $c$ are generic and may change in each line of a calculation.

**Lemma 2.10.** For $q \geq 1$ and $x, y \in \mathbb{R}^d$, there exist $C, c > 0$ such that

$$|x + y|^q \leq C \left( |x|^q + |y|^q \right), \quad (2.19)$$

and

$$|x - y|^q \geq c |x|^q - |y|^q \quad (2.20)$$

**Proof.** By the monotonicity of the power function $x \mapsto x^q$ for $x \in [0, \infty)$ and the triangle inequality, we can deduce

$$|x + y|^q \leq (|x| + |y|)^q \quad (2.21)$$

for $x, y \in \mathbb{R}$. By the convexity of $x \mapsto x^q$ for $q \in [1, \infty)$ and $x \in [0, \infty)$, we see that

$$\left( |x| + |y| \right)^q = \left( \frac{1}{2} \cdot 2 |x| + \frac{1}{2} \cdot 2 |y| \right)^q \quad (2.22)$$

$$\leq \frac{1}{2} (2 |x|)^q + \frac{1}{2} (2 |y|)^q,$$

yielding estimate (2.19) with $C := 2^{q-1}$.

Now, using estimate (2.19) on $x = x - y + y$ yields

$$|x|^q \leq C \left( |x - y|^q + |y|^q \right); \quad (2.24)$$

implying (2.20) with $c := C^{-1}$. 

**Theorem 2.11.** Let $q_a, q_r \in [1, 2]$, $\Omega \subseteq \mathbb{R}^d$ closed and $q_a > q_r$. If $\omega \in \mathcal{P}_{q_a}(\Omega)$, then the sub-levels of $E$ have uniformly bounded $q_a$th moments and $E$ admits a minimizer on $\mathcal{P}_{q_r}(\Omega)$. 

2.1. Preliminary observations

Proof. We can show that the sub-levels of $\mathcal{E}$ have a uniformly bounded $q_a$th moment, so that they are Wasserstein-$q$ compact for any $q < q_a$ by Lemma 2.6 and Lemma 2.8, which means that we can extract a narrowly converging subsequence $(\mu_n)_n$ with uniformly integrable $q_a$th moments. With respect to that convergence (which by Lemma 2.3 also implies the narrow convergence of $(\mu_n \otimes \mu_n)_n$ and $(\mu_n \otimes \omega)_n$), the functional $\mathcal{W}$ is continuous and the functional $\mathcal{V}$ is lower semi-continuous by Lemma 2.7, so we shall be able to apply the direct method of the calculus of variations to show existence of a minimizer in $\mathcal{P}_{q_r}(\Omega)$.

Ad moment bound: Let $\mu \in \mathcal{P}_{q_r}(\Omega)$. By estimate (2.20) of Lemma 2.10, we have

\[
\mathcal{V}[\mu] = \int_{\Omega \times \Omega} |x - y|^{q_a} \, d\mu(x) \, d\omega(y) \tag{2.25}
\]

\[
\geq \int_{\Omega \times \Omega} (c |x|^{q_a} - |y|^{q_a}) \, d\mu(x) \, d\omega(y) \tag{2.26}
\]

\[
= c \int_{\Omega} |x|^{q_a} \, d\mu(x) - \int_{\Omega} |y|^{q_a} \, d\omega(y). \tag{2.27}
\]

On the other hand, by estimate (2.19)

\[
\mathcal{W}[\mu] = -\frac{1}{2} \int_{\Omega \times \Omega} |x - y|^{q_r} \, d\mu(x) \, d\mu(y) \tag{2.28}
\]

\[
\geq - C \int_{\Omega \times \Omega} (|x|^{q_r} + |y|^{q_r}) \, d\mu(x) \, d\mu(y) \tag{2.29}
\]

\[
\geq - C \int_{\Omega} |x|^{q_r} \, d\mu(x). \tag{2.30}
\]

Combining (2.27) and (2.30), we have

\[
\mathcal{E}[\mu] + \int_{\Omega} |x|^{q_a} \, d\omega(x) \geq \int_{\Omega} (c |x|^{q_a} - C |x|^{q_r}) \, d\mu(x) \tag{2.31}
\]

\[
\geq \int_{\Omega} (c - C |x|^{q_r-q_a}) |x|^{q_a} \, d\mu(x) \tag{2.32}
\]

Since $q_a > q_r$, there is an $M > 0$ such that

\[
c - C |x|^{q_r-q_a} \geq \frac{c}{2}, \quad |x| \geq M, \tag{2.33}
\]

and hence

\[
\int_{\Omega} |x|^{q_a} \, d\mu(x) = \int_{B_M(0)} |x|^{q_a} \, d\mu(x) + \int_{\Omega \setminus B_M(0)} |x|^{q_a} \, d\mu(x) \tag{2.34}
\]

\[
\leq M^{q_a} + \frac{2}{c} \left[ \mathcal{E}[\mu] + \int_{\Omega} |x|^{q_a} \, d\omega(x) \right] \tag{2.35}
\]
2.1.4. Counterexample to the existence of minimizers for stronger repulsion

Now, let \( q_a, q_r \in [1, 2] \) with \( q_r > q_a \). On \( \Omega = \mathbb{R}^d \), this problem need not have a minimizer.

**Example 2.12** (Absence of minimizers for stronger repulsion). Let \( \Omega = \mathbb{R} \), \( q_r > q_a \), \( \omega = 1_{[-1,0]} \mathcal{L}^1 \) and consider the sequence \( \mu_n := n^{-1} 1_{[0,n]} \mathcal{L}^1 \). Computing the values of the functionals used to define \( \mathcal{E} \) and \( \mathcal{E}^\lambda \) yields

\[
\mathcal{V}[\mu_n] = \frac{1}{n} \int_0^1 \int_0^n |y - x|^{q_a} \, dx \, dy
\]
\[
\leq \frac{1}{n} \int_0^n (y + 1)^{q_a} \, dy
\]
\[
= \frac{1}{n(q_a + 1)} (n + 1)^{q_a+1} - \frac{1}{n(q_a + 1)}
\]
\[
\leq \frac{(n + 1)^{q_a}}{q_a + 1};
\]
\[
\mathcal{W}[\mu_n] = -\frac{1}{2n^2} \int_0^n \int_0^n |y - x|^{q_r} \, dx \, dy
\]
\[
= -\frac{1}{2n^2(q_r + 1)} \int_0^n \left[ (n - y)^{q_r+1} + y^{q_r+1} \right] \, dy
\]
\[
= -\frac{1}{2n^2(q_r + 1)(q_r + 2)} 2n^{q_r+2} = \frac{n^{q_r}}{(q_r + 1)(q_r + 2)};
\]
\[
\|D\mu_n\| = -\frac{2}{n}.
\]

Taken together, we see that

\[
\mathcal{E}[\mu_n] \to -\infty, \quad \mathcal{E}^\lambda[\mu_n] \to -\infty \quad \text{for } n \to \infty,
\]

which means there are no minimizers in this case.

2.2. Properties of the functional on \( \mathbb{R}^d \)

Now, let us consider \( \Omega = \mathbb{R}^d \) and

\[
q := q_a = q_r, \quad \psi(x) := \psi_a(x) = \psi_r(x) = |x|^q, \quad x \in \mathbb{R}^d,
\]

for \( 1 \leq q < 2 \).

Here, neither the well-definedness of \( \mathcal{E}[\mu] \) for all \( \mu \in \mathcal{P}(\mathbb{R}^d) \) nor the narrow compactness of the sub-levels as in the case of a compact \( \Omega \) in Section 2.1.2 are clear, necessitating additional conditions on \( \mu \) and \( \omega \). For example, if we assume the existence of the second moments, i.e. \( \mu, \omega \in \mathcal{P}_2(\mathbb{R}^d) \), the space of probability measures with finite second moment, we can a priori see that both \( \mathcal{V}[\mu] \) and \( \mathcal{W}[\mu] \) are finite.
2.2. Properties of the functional on $\mathbb{R}^d$

Under this restriction, we can show a formula for $\mathcal{E}$ involving the Fourier-Stieltjes transform of the measures $\mu$ and $\omega$. Namely, there is a constant $C = C(q, \omega) \in \mathbb{R}$ such that

$$\mathcal{E}[\mu] + C = -2^{-1}(2\pi)^{-d} \int_{\mathbb{R}^d} |\hat{\mu}(\xi) - \hat{\omega}(\xi)|^2 \hat{\psi}(\xi) \, d\xi =: \hat{\mathcal{E}}[\mu],$$

(2.46)

where for $\mu \in \mathcal{P}(\mathbb{R}^d)$, $\hat{\mu}$ denotes its Fourier-Stieltjes transform,

$$\hat{\mu}(\xi) = \int_{\mathbb{R}^d} \exp(-ix^T \xi) \, d\mu(x),$$

(2.47)

and $\hat{\psi}$ is the generalized Fourier-transform of $\psi$, i.e. a Fourier transform with respect to a certain duality. We have gathered most of the important facts about it in Appendix A. In this case, it can be computed to be

$$\hat{\psi}(\xi) := -2 \cdot (2\pi)^d D_q |\xi|^{-d-q}, \text{ with a } D_q > 0,$$

(2.48)

with

$$D_q := -(2\pi)^{-d/2} \frac{2^{q+d/2} \Gamma((d+q)/2)}{2\Gamma(-q/2)} > 0,$$

(2.49)

so that

$$\hat{\mathcal{E}}[\mu] = D_q \int_{\mathbb{R}^d} |\hat{\mu}(\xi) - \hat{\omega}(\xi)|^2 |\xi|^{-d-q} \, d\xi,$$

(2.50)

which will be proved in Section 2.2.1.

Formula (2.50) makes sense on the whole space $\mathcal{P}(\mathbb{R}^d)$ and the sub-levels of $\hat{\mathcal{E}}$ can be proved to be narrowly compact as well as lower semi-continuous w.r.t. to the narrow topology (see Proposition 2.20). Motivating the proof in Section 2.2.2 that up to a constant, this formula is exactly the lower semi-continuous envelope of $\mathcal{E}$ on $\mathcal{P}(\mathbb{R}^d)$ endowed with the narrow topology.

2.2.1. Fourier formula in $\mathcal{P}_2(\mathbb{R}^d)$

Assume that $\mu, \omega \in \mathcal{P}_2(\mathbb{R}^d)$ and observe that by using the symmetry of $\psi$, $\mathcal{E}[\mu]$ can be written as

$$\mathcal{E}[\mu] = -\frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y-x) \, d\mu(x) \, d\mu(y) + \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y-x) \, d\omega(x) \, d\mu(y) + \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y-x) \, d\mu(x) \, d\omega(y) + \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y-x) \, d\omega(x) \, d\omega(y)$$

(2.51)

$$\quad + \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y-x) \, d\omega(x) \, d\omega(y)$$

(2.52)

$$\quad + \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y-x) \, d\omega(x) \, d\omega(y)$$

(2.53)

$$\quad = -\frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y-x) \, d[\mu - \omega](x) \, d[\mu - \omega](y) + C,$$

(2.54)

where

$$C = \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y-x) \, d\omega(x) \, d\omega(y).$$

(2.55)
In the following, we shall mostly work with the symmetrized variant and denote it by

\[ \tilde{\mathcal{E}}[\mu] := -\frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y - x) \, d[\mu - \omega](x) \, d[\mu - \omega](y). \]  

(2.56)

**Representation for point-measures**

Our starting point is a representation of \( \tilde{\mathcal{E}} \) in the case that \( \mu \) and \( \omega \) are point-measures, which has been derived in [Wen05].

**Lemma 2.13.** Let \( \mu \) and \( \omega \) be finite sums of Dirac measures such that

\[ \mu - \omega = \sum_{j=1}^{N} \alpha_j \delta_{x_j} \]  

(2.57)

with suitable \( N \in \mathbb{N} \), \( \alpha_j \in \mathbb{R} \) and pairwise distinct \( x_j \in \mathbb{R}^d \) for all \( j = 1, \ldots, N \). Then

\[ \tilde{\mathcal{E}}[\mu] = -2^{-1}(2\pi)^{-d} \int_{\mathbb{R}^d} \left| \sum_{j=1}^{N} \alpha_j \exp(\mathbf{i} \mathbf{x}_j \cdot \mathbf{\xi}) \right|^2 \hat{\psi}(\mathbf{\xi}) \, d\mathbf{\xi}, \]  

(2.58)

where

\[ \hat{\psi}(\mathbf{\xi}) := -2 \cdot (2\pi)^d D_q |\mathbf{\xi}|^{-d-q}, \quad \text{with a } D_q > 0. \]  

(2.59)

**Proof.** The claim is an application of a general representation theorem for conditionally positive semi-definite functions. An extensive introduction can be found in [Wen05], of which we have included a brief summary in Appendix A. Here, we use Theorem A.11 together with the explicit computation of the generalized Fourier transform of \( \psi \) in Theorem A.11. \( \square \)

**Remark 2.14.** By

\[ \exp(\mathbf{i}x) = \exp(-\mathbf{i}x), \quad x \in \mathbb{R}, \]  

(2.60)

we can also write the above formula \( (2.58) \) as

\[ \tilde{\mathcal{E}}[\mu] = D_q \int_{\mathbb{R}^d} |\hat{\mu}(\mathbf{\xi}) - \hat{\omega}(\mathbf{\xi})|^2 |\mathbf{\xi}|^{-d-q} \, d\mathbf{\xi}, \quad \mathbf{\xi} \in \mathbb{R}^d. \]  

(2.61)

**Point approximation of probability measures by the empirical process**

**Lemma 2.15** (Consistency of empirical process). Let \( \mu \in \mathcal{P}(\mathbb{R}^d) \) and \( (X_i)_{i \in \mathbb{N}} \) be a sequence of i.i.d. random variables with \( X_i \sim \mu \) for all \( i \in \mathbb{N} \). Then the empirical distribution

\[ \mu_N := \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i} \]  

(2.62)

converges with probability 1 narrowly to \( \mu \), i.e.

\[ P(\{\mu_N \rightarrow \mu \ \text{narrowly}\}) = 1. \]  

(2.63)
Additionally, if for a \( p \in [1, \infty) \), \( \int_{\mathbb{R}^d} |x|^p \, d\mu < \infty \), then \( x \mapsto |x|^p \) is almost surely uniformly integrable w.r.t. \( \{\mu_N\}_N \), which by Lemma 2.6 implies almost sure convergence of \( \mu_N \to \mu \) in the \( p \)-Wasserstein topology.

**Proof.** By Lemma 2.2 it is sufficient to prove convergence of the integral functionals associated to a sequence of functions \( (f_k)_{k \in \mathbb{N}} \). But

\[
\int_{\mathbb{R}^d} f_k(x) \, d\mu_N(x) = \frac{1}{N} \sum_{i=1}^N f_k(X_i) \xrightarrow{N \to \infty} E[f_k(X)] = \int_{\mathbb{R}^d} f_k(x) \, d\mu(x),
\]

almost surely by the Strong Law of Large Numbers, [Dur10 Theorem 2.4.1], leading to null sets \( A_k \) where the above convergence fails. Since a countable union of null sets is again a null set, the first claim follows.

For the second claim, we apply the Strong Law of Large Numbers to the functions \( f_M(x) := |x|^p \cdot 1_{\{|x|^p \geq M\}} \) for \( M > 0 \) to get the desired uniform integrability: For a given \( \varepsilon > 0 \), choose \( M > 0 \) large enough such that

\[
\int_{\mathbb{R}^d} f_M(x) \, d\mu(x) < \frac{\varepsilon}{2},
\]

and then \( N_0 \in \mathbb{N} \) large enough such that

\[
\left| \int_{\mathbb{R}^d} f_M(x) \, d\mu_N(x) - \int_{\mathbb{R}^d} f_M(x) \, d\mu(x) \right| < \frac{\varepsilon}{2}, \quad N \geq N_0, \text{ almost surely.}
\]

Now we possibly enlarge \( M \) by choosing \( M' \geq M \) sufficiently large to ensure that \( |X_i|^p < M' \) almost surely for all \( i < N_0 \). By the monotonicity of \( \int_{\mathbb{R}^d} f_M(x) \, d\mu(x) \) in \( M \), this ensures

\[
\sup_{N \in \mathbb{N}} \int_{\mathbb{R}^d} f_{M'}(x) \, d\mu_N = \sup_{N \geq N_0} \int_{\mathbb{R}^d} f_{M'}(x) \, d\mu_N \leq \sup_{N \geq N_0} \int_{\mathbb{R}^d} f_M(x) \, d\mu_N(x)
\]

\[
< \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon
\]

\( \square \)

**Representation for** \( \mathcal{P}_2(\mathbb{R}^d) \)

Now we establish continuity in both sides of (2.58) with respect to the 2-Wasserstein-convergence to obtain the generalization we were aiming at.

**Lemma 2.16 (Continuity of \( \tilde{E} \)).** Let

\[
\mu_k \to \mu, \quad \omega_k \to \omega \quad \text{for} \quad k \to \infty \quad \text{in} \quad \mathcal{P}_2(\mathbb{R}^d).
\]

Then,

\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y - x) \, d[\mu_k - \omega_k](x) \, d[\mu_k - \omega_k](y)
\]

\[
\to \int_{\mathbb{R}^d \times \mathbb{R}^d} \psi(y - x) \, d[\mu - \omega](x) \, d[\mu - \omega](y), \quad \text{for} \quad k \to \infty.
\]
Proof. By the particular choice of ψ, we have the estimate

\[ |ψ(y - x)| \leq C(1 + |y - x|^2) \leq 2C(1 + |x|^2 + |y|^2). \]  

(2.71)

After expanding the expression to the left of (2.70) so that we only have to deal with integrals with respect to probability measures, we can use this estimate to get the uniform integrability of the second moments of μ and ω by Lemma 2.6 and are then able to apply Lemma 2.7 to obtain convergence.

Lemma 2.17 (Continuity of \( \hat{E} \)). Let

\[ \mu_k \to \mu, \quad \omega_k \to \omega \quad \text{for } k \to \infty \text{ in } \mathcal{P}_2(\mathbb{R}^d), \]  

(2.72)

such that

\[ \mu_k - \omega_k = \sum_{j=1}^{N_k} \alpha_j^k \delta_{x_j^k} \]  

(2.73)

for suitable \( \alpha_j^k \in \mathbb{R} \) and pairwise distinct \( x_j^k \in \mathbb{R}^d \). Then,

\[ \int_{\mathbb{R}^d} \left| \sum_{j=1}^{N_k} \alpha_j^k \exp(i\xi \cdot x_j^k) \right|^2 \hat{\psi}(\xi) \, d\xi \to \int_{\mathbb{R}^d} \left| \int_{\mathbb{R}^d} \exp(i\xi \cdot x) \, d[\mu - \omega](x) \right|^2 \hat{\psi}(\xi) \, d\xi \quad \text{for } k \to \infty. \]  

(2.74)

Proof. By the narrow convergence of \( \mu_k \) and \( \omega_k \), we get pointwise convergence of the Fourier transform, i.e.

\[ \sum_{j=1}^{N_k} \alpha_j^k \exp(i\xi \cdot x_j^k) \to \int_{\mathbb{R}^d} \exp(i\xi \cdot x) \, d[\mu - \omega](x) \quad \text{for all } \xi \in \mathbb{R}^d \text{ and } k \to \infty. \]  

(2.75)

We want to use the Dominated Convergence Theorem: The Fourier transform of \( \mu - \omega \) is bounded in \( \xi \), so that the case \( \xi \to \infty \) poses no problem due to the integrability of \( \hat{\psi}(\xi) = C|\xi|^{-d-q} \) away from 0. In order to justify the necessary decay at 0, we use the control of the first moments (since we even control the second moments by the \( \mathcal{P}_2 \) assumption): Inserting the Taylor expansion of the exponential function of order 0,

\[ \exp(i\xi \cdot x) = 1 + i\xi \cdot x \int_0^1 \exp(i\xi \cdot tx) \, dt, \]  

(2.76)

into the expression in question and using the fact that \( \mu_k \) and \( \omega_k \) are probability measures.
results in
\[
\left| \int_{\mathbb{R}^d} \exp(i \xi \cdot x) \, d[\mu_k - \omega_k](x) \right|
\]
\[
= \left| \int_{\mathbb{R}^d} \left( 1 + i \xi \cdot x \int_0^1 \exp(i \xi \cdot tx) \, dt \right) \, d[\mu_k - \omega_k](x) \right|
\]
\[
= \left| \int_{\mathbb{R}^d} \left( i \xi \cdot x \int_0^1 \exp(i \xi \cdot tx) \, dt \right) \, d[\mu_k - \omega_k](x) \right|
\]
\[
\leq |\xi| \left( \int_{\mathbb{R}^d} |x| \, d\mu_k(x) + \int_{\mathbb{R}^d} |x| \, d\omega_k(x) \right).
\]

Therefore, we have a \( k \)-uniform bound \( C \) such that
\[
\left| \sum_{j=1}^{N_k} a^j_k \exp(i \xi \cdot x^j_k) \right|^2 \leq C |\xi|^2,
\]
compensating the singularity of \( \hat{\psi} \) at the origin, hence together with the Dominated Convergence Theorem proving the claim.

Combining the two lemmata above with the approximation provided by Lemma \ref{lem:2.15} yields

**Corollary 2.18** (Fourier-representation for \( \tilde{E} \) on \( \mathcal{P}_2(\mathbb{R}^d) \)).

\[
\tilde{E}[\mu] = \hat{E}[\mu], \quad \mu \in \mathcal{P}_2(\mathbb{R}^d).
\]

### 2.2.2. Extension to \( \mathcal{P}(\mathbb{R}^d) \)

While the well-definedness of \( \mathcal{E}[\mu] \) is not clear for all \( \mu \in \mathcal{P}(\mathbb{R}^d) \), since the sum of two integrals with values \( \pm \infty \) may occur, for each such \( \mu \) we can certainly assign a value in \( \mathbb{R} \cup \{ \infty \} \) to \( \hat{E}[\mu] \). In the following, we want to justify in what sense it is possible to consider \( \hat{E} \) instead of the original functional, namely that \( \hat{E} \) can be considered the lower semi-continuous envelope of \( \mathcal{E} \).

Firstly, we prove that \( \hat{E} \) has compact sub-levels in \( \mathcal{P}(\mathbb{R}^d) \) endowed with the narrow topology, using the following lemma as a main ingredient.

**Lemma 2.19.** [See \cite{Dur} Theorem 3.3.6 for a proof in the case \( d = 1 \).] Given a probability measure \( \mu \in \mathcal{P}(\mathbb{R}^d) \) with Fourier transform \( \hat{\mu} : \mathbb{R}^d \to \mathbb{C} \), there are \( C_1 = C_1(d) > 0 \) and \( C_2 = C_2(d) > 0 \) such that for all \( u > 0 \),
\[
\mu \left( \left\{ x : |x| \geq u^{-1} \right\} \right) \leq \frac{C_1}{u^d} \int_{|\xi| \leq C_2u} \left( 1 - \text{Re} \, \hat{\mu}(\xi) \right) \, d\xi.
\]
Proof. Let \( u > 0 \). Firstly, note that

\[
1 - \Re \check{\mu}(\xi) = \int_{\mathbb{R}^d} (1 - \cos(\xi \cdot x)) \, d\mu(x) \geq 0 \quad \text{for all } \xi \in \mathbb{R}^d.
\] (2.83)

By starting with the integral on the right-hand side of (2.82) (up to a constant in the integration domain) and using Fubini-Tonelli as well as integration in spherical coordinates, we get

\[
\int_{|\xi| \leq u} (1 - \Re \check{\mu}(\xi)) \, d\xi
\]

\[
= \int_{\mathbb{R}^d} \int_{|\xi| \leq u} (1 - \cos(\xi \cdot x)) \, d\xi \, d\mu(x)
\]

\[
= \int_{\mathbb{R}^d} \int_{|\xi| = 1} \int_0^u (1 - \cos(r \tilde{\xi} \cdot x)) r^{d-1} \, dr \, d\sigma(\tilde{\xi}) \, d\mu(x)
\]

\[
= \int_{\mathbb{R}^d} \int_{|\xi| = 1} \left[ \frac{u^d}{d} - \int_0^u \cos(r \tilde{\xi} \cdot x) r^{d-1} \, dr \right] d\sigma(\tilde{\xi}) \, d\mu(x)
\] (2.86)

If \( d \geq 2 \), integrating the integral over \( \cos(r \tilde{\xi} \cdot x) r^{d-1} \) in (2.86) by parts yields

\[
\int_0^u \cos(r \tilde{\xi} \cdot x) r^{d-1} \, dr = \frac{\sin(u \tilde{\xi} \cdot x) u^{d-1}}{\tilde{\xi} \cdot x} - (d - 1) \int_0^u \frac{\sin(r \tilde{\xi} \cdot x) r^{d-2}}{\tilde{\xi} \cdot x} \, dr,
\] (2.87)

which can also be considered true for \( d = 1 \) if the second part is assumed to be zero because of the factor \((d - 1)\).

We now prove (2.82) by estimating the integrand in (2.86) suitably from below. Using \( |\sin(x)| \leq 1 \) for all \( x \in \mathbb{R} \) and dividing by \( u^d \), we get

\[
d^{-1} - \frac{1}{u} \int_0^u \cos(r \tilde{\xi} \cdot x) r^{d-1} \, dr
\]

\[
d^{-1} - \frac{\sin(u \tilde{\xi} \cdot x)}{u \tilde{\xi} \cdot x} + \frac{(d - 1)}{u^d} \int_0^u \frac{\sin(r \tilde{\xi} \cdot x)}{\tilde{\xi} \cdot x} r^{d-2} \, dr
\] (2.88)

\[
\geq d^{-1} - \frac{1}{u} \int_0^u \frac{1}{\tilde{\xi} \cdot x} r^{d-2} \, dr
\]

\[
\geq d^{-1} - \frac{2}{u \tilde{\xi} \cdot x}.
\] (2.89)

As we want to achieve an estimate from below, by the non-negativity of the integrand \( 1 - \cos(\tilde{\xi} \cdot x) \), we can restrict the integration domain in (2.85) to

\[
\tilde{S}(x) := \left\{ \tilde{\xi} \in S^{d-1} : |\tilde{\xi} \cdot x| \geq \frac{1}{2} |x| \right\} \quad \text{and} \quad D(u) := \left\{ x : |x| \geq \frac{8d}{u} \right\},
\] (2.91)

yielding

\[
\frac{1}{d} - \frac{1}{u^d} \int_0^u \cos(r \tilde{\xi} \cdot x) r^{d-1} \, dr \geq \frac{1}{2d}, \quad x \in D(u), \tilde{\xi} \in \tilde{S}(x).
\] (2.92)
Combining (2.92) with (2.86) gives us
\[
\frac{1}{u^d} \int_{|\xi| \leq u} (1 - \Re \tilde{\mu}(\xi)) \, d\xi \geq \frac{1}{C_3} \mu \left( \left\{ |x| \geq 8D's^{-1} \right\} \right)
\]  
(2.93)

with
\[
C_3 := \frac{1}{2d} \text{vol}(\tilde{S}(x)),
\]  
(2.94)

where \text{vol}(\tilde{S}(x)) is independent of \(x\). Finally, we substitute \(\tilde{u} := (8d)^{-1}u\) to get
\[
\mu \left( \left\{ x : |x| \geq \tilde{u}^{-1} \right\} \right) \leq \frac{C_1}{\tilde{u}^d} \int_{|\xi| \leq C_2 \tilde{u}} (1 - \Re \tilde{\mu}(\xi)) \, d\xi
\]  
(2.95)

with
\[
C_1 := \frac{C_3}{(8d)^d} \quad \text{and} \quad C_2 := 8d.
\]  
(2.96)

Proposition 2.20. \(\hat{\mathcal{E}} : \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}_{\geq 0} \cup \{\infty\}\) is lower semi-continuous with respect to narrow convergence and its sub-levels are narrowly compact.

Proof. Lower semi-continuity and thence closedness of the sub-levels follows from Fatou’s Lemma, because narrow convergence corresponds to pointwise convergence of the Fourier transform and the integrand in the definition of \(\hat{\mathcal{E}}\) is non-negative.

Now, assume we have a \(K > 0\) and
\[
\mu \in N_K(\hat{\mathcal{E}}) := \{ \mu \in \mathcal{P}(\mathbb{R}^d) : \hat{\mathcal{E}}[\mu] \leq K \}.
\]  
(2.97)

We show the tightness of the family of probability measures \(N_K(\hat{\mathcal{E}})\) using Lemma 2.19. Let
0 < u ≤ 1. Then,

\[
\frac{1}{u^d} \int_{|\xi| \leq C_2 u} (1 - \text{Re} \tilde{\mu}(\xi)) \, d\xi \\
\leq C_2^d \int_{|\xi| \leq C_2 u} |\xi|^{-d} (1 - \text{Re} \tilde{\mu}(\xi)) \, d\xi \\
\leq C_2^d \int_{|\xi| \leq C_2 u} |\xi|^{-d} (|1 - \text{Re} \hat{\omega}(\xi)| + |\text{Re} \hat{\omega}(\xi) - \text{Re} \tilde{\mu}(\xi)|) \, d\xi \\
\leq C_2^d \int_{|\xi| \leq C_2 u} |\xi|^{-d} (|1 - \hat{\omega}(\xi)| + |\hat{\omega}(\xi) - \tilde{\mu}(\xi)|) \, d\xi \\
= C_2^d \int_{|\xi| \leq C_2 u} |\xi|^{(d-q)/2} |\xi|^{(-d+q)/2} (|1 - \hat{\omega}(\xi)| + |\hat{\omega}(\xi) - \tilde{\mu}(\xi)|) \, d\xi \\
\leq C_2^d \left( \int_{|\xi| \leq C_2 u} |\xi|^{-d+q} \, d\xi \right)^{1/2} \cdot \left( \int_{|\xi| \leq C_2 u} |\xi|^{-d-q} |1 - \hat{\omega}(\xi)|^2 \, d\xi \right)^{1/2} \\
= C \cdot \hat{E}[\delta_0] < \infty \quad \text{(Hölder’s inequality)}
\]

(2.102)

(2.103)

where in equations (2.102) and (2.103) we used the boundedness of the first summand in (2.102) by a constant C > 0, which is justified because \( \omega \) has an existing second moment. But

\[
f(u) = \int_{|\xi| \leq C_2 u} |\xi|^{-d+q} \, d\xi = O(u^n) \quad \text{for} \ u \to 0,
\]

(2.105)

giving a uniform control of the convergence to zero of the left-hand side of (2.98). Together with Lemma 2.19, this yields tightness of \( \tilde{N}_K(\hat{\mathcal{E}}) \), hence relative compactness with respect to narrow convergence. Compactness then follows from the aforementioned lower semi-continuity of \( \hat{\mathcal{E}} \).

\[\square\]

From this proof, we cannot deduce a stronger compactness, so that the limit of a minimizing sequence for the original functional \( \hat{\mathcal{E}} \) (which coincides with \( \mathcal{E} \) on \( \mathcal{P}_2(\mathbb{R}^d) \) by Corollary 2.18) need not lie in the set \( \mathcal{P}_2(\mathbb{R}^d) \) (actually, in Section 2.3 we shall see that we can prove a slightly stronger compactness). To apply compactness arguments, we hence need an extension of \( \hat{\mathcal{E}} \) to the whole of \( \mathcal{P}(\mathbb{R}^d) \). For the direct method in the calculus of variations to work, this extension should also be lower semi-continuous; therefore the natural candidate is the lower semi-continuous envelope of \( \hat{\mathcal{E}} \), now defined on the whole of \( \mathcal{P}(\mathbb{R}^d) \) by

\[
\hat{\mathcal{E}}[\mu] = \begin{cases} 
\hat{\mathcal{E}}[\mu], & \mu \in \mathcal{P}_2(\mathbb{R}^d), \\
\infty, & \mu \in \mathcal{P}(\mathbb{R}^d) \setminus \mathcal{P}_2(\mathbb{R}^d),
\end{cases}
\]

(2.106)
which in our case can be defined as
\[
\tilde{\mathcal{E}}^-[\mu] := \inf_{\mu_n \to \mu \text{ narrowly}} \liminf_{n \to \infty} \tilde{\mathcal{E}}[\mu_n],
\]
(2.107)
or equivalently as the largest lower semi-continuous function \(\tilde{\mathcal{E}}^- \leq \tilde{\mathcal{E}}\). This corresponds to [DM93] Definition 3.1 if we consider our functional initially to be \(+\infty\) for \(\mu \in \mathcal{P}(\mathbb{R}^d) \setminus \mathcal{P}_2(\mathbb{R}^d)\).

In order to show that \(\tilde{\mathcal{E}}^- = \hat{\mathcal{E}}\), which is the content of Corollary 2.22 below, we need a sequence along which there is continuity in the values of \(\hat{\mathcal{E}}\), which we find by dampening an arbitrary \(\mu\) with a Gaussian:

**Proposition 2.21.** For \(\omega \in \mathcal{P}_2(\mathbb{R}^d)\) and \(\mu \in \mathcal{P}(\mathbb{R}^d)\), there exists a sequence \((\mu_n)_{n \in \mathbb{N}} \subseteq \mathcal{P}_2(\mathbb{R}^d)\) such that
\[
\mu_n \to \mu \text{ narrowly} \quad \text{for } n \to \infty,
\]
(2.108)
\[
\hat{\mathcal{E}}[\mu_n] \to \hat{\mathcal{E}}[\mu] \quad \text{for } n \to \infty.
\]
(2.109)

**Proof.** 1. **Definition of \(\mu_n\).** Define
\[
\eta(x) := (2\pi)^{-d/2} \exp \left(-\frac{1}{2} |x|^2 \right), \quad \eta_\varepsilon(x) := \varepsilon^{-d} \eta(\varepsilon^{-1} x), \quad x \in \mathbb{R}^d.
\]
(2.110)
Then \((2\pi)^{-d}\tilde{\eta}_\varepsilon = \eta_\varepsilon\) is a non-negative approximate identity with respect to the convolution and \(\tilde{\eta}_\varepsilon = \exp(-\varepsilon^2 |x|^2 / 2)\). To approximate \(\mu\), we use a smooth dampening of the form
\[
\mu_n := \tilde{\eta}_{n^{-1}} \cdot \mu + \left(1 - (\tilde{\eta}_{n^{-1}} \cdot \mu)(\mathbb{R}^d)\right) \delta_0,
\]
(2.111)
such that the resulting \(\mu_n\) are in \(\mathcal{P}_2\), with Fourier transforms
\[
\hat{\mu}_n(\xi) = (\hat{\mu} \ast \eta_{n^{-1}})(\xi) - (\hat{\mu} \ast \eta_{n^{-1}})(0) + 1, \quad \xi \in \mathbb{R}^d.
\]
(2.112)
Note that because \(\hat{\mu}\) is continuous, \(\hat{\mu}_n(\xi) \to \hat{\mu}(\xi)\) for all \(\xi \in \mathbb{R}^d\). We want to use the Dominated Convergence Theorem to deduce that
\[
\hat{\mathcal{E}}[\mu_n] = D_q \int_{\mathbb{R}^d} |\xi|^{-d-q} |\hat{\mu}_n(\xi) - \hat{\omega}(\xi)|^2 \, d\xi \to \hat{\mathcal{E}}[\mu] \quad \text{for } n \to \infty.
\]
(2.113)
2. **Trivial case and dominating function.** Firstly, note that if \(\hat{\mathcal{E}}[\mu] = \infty\), then Fatou’s Lemma ensures that \(\hat{\mathcal{E}}[\mu_n] \to \infty\) as well.

Secondly, by the assumptions on \(\omega\), it is sufficient to find a dominating function for \(\xi \mapsto |\xi|^{-d-q} |\hat{\mu}_n(\xi) - 1|^2\), which will only be problematic for \(\xi\) close to 0. We can estimate the
behavior of $\hat{\mu}_n$ there by the behavior of $\hat{\mu}$ there by computing
\[
|\hat{\mu}_n(\xi) - 1| \leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \eta_{n^{-1}}(\zeta) \left| \exp(i(\zeta - \xi) \cdot x) - \exp(i\xi \cdot x) \right| \, d\mu(x) \, d\zeta \tag{2.114}
\]
\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \eta_{n^{-1}}(\zeta) \, d\zeta \left| \exp(-i\xi \cdot x) - 1 \right| \, d\mu(x) \tag{2.115}
\]
\[
\leq C \left( 1 - \Re \hat{\mu}(\xi) \right) + \int_{\mathbb{R}^d} \left| \sin(\xi \cdot x) \right| \, d\mu(x) \right), \tag{2.116}
\]

where the right-hand side is to serve as the dominating function. Note that we can estimate each summand in (2.116) separately to justify integrability due to the elementary inequality
\[
|a + b|^2 \leq 2 \left( |a|^2 + |b|^2 \right) \quad \text{for all } a, b \in \mathbb{C}. \tag{2.117}
\]

Taking the square of (2.116) yields
\[
|\hat{\mu}_n(\xi) - 1|^2 \leq C \left( 1 - \Re \hat{\mu}(\xi) \right)^2 + \left( \int_{\mathbb{R}^d} \left| \sin(\xi \cdot x) \right| \, d\mu(x) \right)^2. \tag{2.118}
\]

Now, by the existence of the second moment of $\omega$, we know that
\[
\int_{\mathbb{R}^d} |\xi|^{-d-q} \left( 1 - \Re \hat{\mu}(\xi) \right)^2 \, d\xi
\]
\[
\leq \int_{\mathbb{R}^d} |\xi|^{-d-q} |\hat{\mu}(\xi) - 1|^2 \, d\xi \tag{2.119}
\]
\[
\leq 2 \int_{\mathbb{R}^d} |\xi|^{-d-q} |\hat{\mu}(\xi) - \hat{\omega}(\xi)|^2 \, d\xi + 2 \int_{\mathbb{R}^d} |\xi|^{-d-q} |\hat{\omega}(\xi) - 1|^2 \, d\xi < \infty \tag{2.120}
\]

This yields the integrability condition for the first term in equation (2.118). What remains is to show the integrability for the term $f$, which will occupy the rest of the proof.

3. Splitting $f$. We apply the estimate
\[
|\sin(y)| \leq \min\{ |y|, 1 \} \quad \text{for } y \in \mathbb{R}, \tag{2.121}
\]
resulting in
\[
f(\xi) = \int_{\mathbb{R}^d} |\sin(\xi \cdot x)| \, d\mu(x) \leq |\xi| \int_{|x| \leq |\xi|^{-1}} |x| \, d\mu(x) + \int_{|x| \geq |\xi|^{-1}} d\mu(x). \tag{2.122}
\]

4. Integrability of $f_2$: By Lemma 2.19 and Hölder’s inequality, we can estimate $f_2$ as follows:
\[
\frac{C_1}{|\xi|^d} \int_{|y| \leq C_2 |\xi|} \left( 1 - \Re \hat{\mu}(y) \right) \, dy \tag{2.123}
\]
\[
\leq \frac{C_1}{|\xi|^d} \left( \int_{|y| \leq C_2 |\xi|} 1 \, dy \right)^{1/2} \left( \int_{|y| \leq C_2 |\xi|} \left( 1 - \Re \hat{\mu}(y) \right)^2 \, dy \right)^{1/2} \tag{2.124}
\]
\[
= C |\xi|^{d/2}
\]
Hence, inserting (2.124) into the integral which we want to show to be finite and applying Fubini-Tonelli yields

\[
\int_{\mathbb{R}^d} |\xi|^{-d-q} f_2(\xi)^2 \, d\xi \leq C \int_{\mathbb{R}^d} |\xi|^{-2d-q} \int_{|y| \leq C_2|\xi|} (1 - \Re \tilde{\mu}(y))^2 \, dy \, d\xi \tag{2.125}
\]

\[
\leq C \int_{\mathbb{R}^d} (1 - \Re \tilde{\mu}(y))^2 \left( \int_{|\xi| \geq |y|} |\xi|^{-2d-q} \, d\xi \, dy \right) \tag{2.126}
\]

\[
\leq C \int_{\mathbb{R}^d} |y|^{-d-q} (1 - \Re \tilde{\mu}(y))^2 \, dy < \infty \tag{2.127}
\]

by (2.120).

5. Integrability of \( f_1 \): We use Fubini-Tonelli to get a well-known estimate for the first moment, namely

\[
f_1(\xi) = |\xi| \int_{|x| \leq |\xi|^{-1}} |x| \, d\mu(x) \tag{2.128}
\]

\[
= |\xi| \int_{|x| \leq |\xi|^{-1}} 1 \, d\mu(x) \tag{2.129}
\]

\[
= |\xi| \int_0^\infty \int_{R^d} \mathbf{1}_{\{z \leq |x| \leq |\xi|^{-1}\}} \, d\mu(x) \, dz \tag{2.130}
\]

\[
\leq |\xi| \int_0^{|\xi|^{-1}} \mu(\{z \leq |x|\}) \, dz. \tag{2.131}
\]

Next, we use Lemma 2.19 and Hölder’s inequality (twice) to obtain (remember that \( 1 \leq q < 2 \) which ensures integrability)

\[
f_1(\xi) \leq C_1 |\xi| \int_0^{|\xi|^{-1}} z^d \int_{|\xi| \leq C_2 z^{-1}} (1 - \Re \tilde{\mu}(\zeta)) \, d\zeta \, dz \tag{2.132}
\]

\[
\leq C_1 |\xi| \int_0^{|\xi|^{-1}} z^d \left( \int_{|\xi| \leq C_2 z^{-1}} \mathbf{1} \, d\zeta \right)^{1/2} \left( \int_{|\xi| \leq C_2 z^{-1}} (1 - \Re \tilde{\mu}(\zeta))^2 \, d\zeta \right)^{1/2} \, dz \tag{2.133}
\]

\[
= C z^{-d/2} = C z^{d/4 + (-d/2 - q/4)} \int_0^{|\xi|^{-1}} z^{-q/2} \, dz \left( \int_0^{|\xi|^{-1}} z^{d+q/2} \, dz \right)^{1/2} \tag{2.134}
\]
Squaring the expression and using Fubini-Tonelli on the second term, we get
\[
f_1(\tilde{\xi})^2 \leq C |\tilde{\xi}|^{1+q/2} \int_{\mathbb{R}^d} (1 - \text{Re } \tilde{\mu}(\xi))^2 \int_0^{\frac{1-|\xi|}{1-|\tilde{\xi}|}} |z|^{d+q/2} \, dz \, d\tilde{\xi}
\] (2.135)
\[
\leq C |\tilde{\xi}|^{1+q/2} \int_{\mathbb{R}^d} (1 - \text{Re } \tilde{\mu}(\xi))^2 \min \left\{ |\tilde{\xi}|^{-d-q/2-1}, |\xi|^{-d-q/2-1} \right\} \, d\xi
\] (2.136)
\[
= C |\tilde{\xi}|^{-d} \int_{|\xi| \leq |\tilde{\xi}|} (1 - \text{Re } \tilde{\mu}(\xi))^2 \, d\xi
\] (2.137)
\[
+ C |\tilde{\xi}|^{1+q/2} \int_{|\xi| \geq |\tilde{\xi}|} |\xi|^{-d-q/2-1} (1 - \text{Re } \tilde{\mu}(\xi))^2 \, d\xi
\] (2.138)
\[
\quad \text{defined by } f_3(\xi) := f_1(\tilde{\xi})^2
\]

The integrability against $\xi \mapsto |\tilde{\xi}|^{-d-q}$ of the term (2.137) can now be shown analogously to (2.124) in Step 4. Inserting the term (2.138) into the integral and again applying Fubini-Tonelli yields
\[
\int_{\mathbb{R}^d} |\tilde{\xi}|^{-d-q} f_3(\xi)^2 \, d\xi
\]
\[
\leq C \int_{\mathbb{R}^d} |\tilde{\xi}|^{-d-q/2+1} \int_{|\xi| \geq |\tilde{\xi}|} |\tilde{\xi}|^{-d-q/2-1} (1 - \text{Re } \tilde{\mu}(\xi))^2 \, d\xi \, d\tilde{\xi}
\] (2.139)
\[
= C \int_{\mathbb{R}^d} |\tilde{\xi}|^{-d-q/2-1} (1 - \text{Re } \tilde{\mu}(\xi))^2 \int_{|\xi| \leq |\tilde{\xi}|} |\tilde{\xi}|^{-d-q/2+1} \, d\xi \, d\tilde{\xi}
\] (2.140)
\[
= C \int_{\mathbb{R}^d} |\tilde{\xi}|^{-d-q} (1 - \text{Re } \tilde{\mu}(\xi))^2 \, d\xi < \infty,
\] (2.141)
because of (2.120), which ends the proof.

**Corollary 2.22.** We have that
\[
\widehat{\mathcal{E}}^-[\mu] = \widehat{\mathcal{E}}[\mu], \quad \mu \in \mathcal{P}(\mathbb{R}^d)
\] (2.142)
and that $\omega$ is the unique minimizer of $\widehat{\mathcal{E}}^-$. 

**Proof.** For $\mu \in \mathcal{P}(\mathbb{R}^d)$ and any sequence $(\mu_n)_{n \in \mathbb{N}} \subseteq \mathcal{P}_2(\mathbb{R}^d)$ with $\mu_n \to \mu$ narrowly, we have
\[
\liminf_{n \to \infty} \widehat{\mathcal{E}}[\mu_n] = \liminf_{n \to \infty} \widehat{\mathcal{E}}[\mu_n] \geq \widehat{\mathcal{E}}[\mu]
\] (2.143)
by the lower semi-continuity of $\widehat{\mathcal{E}}$. By taking the infimum, we conclude
\[
\widehat{\mathcal{E}}^-[\mu] \geq \widehat{\mathcal{E}}[\mu] \quad \text{for all } \mu \in \mathcal{P}(\mathbb{R}^d).
\] (2.144)

Conversely, for $\mu \in \mathcal{P}(\mathbb{R}^d)$, employing the sequence $(\mu_n)_{n \in \mathbb{N}} \subseteq \mathcal{P}_2(\mathbb{R}^d)$ of Proposition 2.21 allows us to see that
\[
\widehat{\mathcal{E}}[\mu] = \lim_{n \to \infty} \widehat{\mathcal{E}}[\mu_n] = \lim_{n \to \infty} \widehat{\mathcal{E}}[\mu_n] \geq \widehat{\mathcal{E}}^-[\mu].
\] (2.145)
Combining (2.145) with (2.144) yields the first claim, while the characterization of the minimizing follows from the form of $\widehat{\mathcal{E}}$ in (2.50). 

$\square$
2.2. Properties of the functional on \( \mathbb{R}^d \)

Having verified this, in the following we shall work with the functional \( \hat{\mathcal{E}} \) instead of \( \mathcal{E} \) or \( \tilde{\mathcal{E}} \).

**Remark 2.23.** The lower semi-continuous envelope and therefore \( \hat{\mathcal{E}} \) is also the \( \Gamma \)-limit, see Definition 2.24 below, of a regularization of \( \tilde{\mathcal{E}} \) using the second moment, i.e. with

\[
I_\varepsilon[\mu] := \tilde{\mathcal{E}}[\mu] + \varepsilon \int_{\mathbb{R}^d} |x|^2 \, d\mu, \tag{2.146}
\]

we have

\[
I_\varepsilon \xrightarrow{\Gamma} \tilde{\mathcal{E}}^- \quad \text{for} \quad \varepsilon \to 0. \tag{2.147}
\]

### 2.2.3. Consistency of the particle approximations

We are interested in particle approximations to the minimization problem in accordance with the derivation of the functional in [FHS12]. For this, let \( N \in \mathbb{N} \) and define

\[
\mathcal{P}^N(\mathbb{R}^d) := \left\{ \mu \in \mathcal{P}(\mathbb{R}^d) : \mu = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \right\} \quad \text{for some} \quad \{x_i\}_{i=1}^{N} \subseteq \mathbb{R}^d \tag{2.148}
\]

and consider the restricted minimization problem

\[
\hat{\mathcal{E}}_N[\mu] := \begin{cases} 
\tilde{\mathcal{E}}[\mu], & \mu \in \mathcal{P}^N(\mathbb{R}^d), \\
\infty, & \text{otherwise}
\end{cases} \rightarrow \min_{\mu \in \mathcal{P}(\mathbb{R}^d)}. \tag{2.149}
\]

We want prove consistency of the restriction in terms of \( \Gamma \)-convergence of \( \hat{\mathcal{E}}_N \) to \( \hat{\mathcal{E}} \).

**Definition 2.24 (\( \Gamma \)-convergence).** [DM93, Definition 4.1, Proposition 8.1] Let \( X \) be a metrizable space and \( F_N : X \to (-\infty, \infty] \), \( N \in \mathbb{N} \) be a sequence of functionals. Then we say that \( F_N \) \( \Gamma \)-converges to \( F \), written as \( F_N \xrightarrow{\Gamma} F \), for an \( F : X \to (-\infty, \infty] \), if

(i) **lim inf-condition:** For every \( x \in X \) and every sequence \( x_N \to x \),

\[
F(x) \leq \liminf_{N \to \infty} F_N(x_N); \tag{2.150}
\]

(ii) **lim sup-condition:** For every \( x \in X \), there exists a sequence \( x_N \to x \), called recovery sequence, such that

\[
F(x) \geq \limsup_{N \to \infty} F_N(x_N). \tag{2.151}
\]

Furthermore, we call the sequence \( (F_N)_N \) equi-coercive if for every \( c \in \mathbb{R} \) there is a compact set \( K \subseteq X \) such that \( \{x : F_N(x) \leq c\} \subseteq K \) for all \( N \in \mathbb{N} \).

**Lemma 2.25 (Convergence of minimizers).** Let \( (F_N)_N \) be a family of equi-coercive functionals on a metrizable space \( X \), \( F_N \xrightarrow{\Gamma} F \) and \( x_N \in \arg \min F_N \). Then, there is a subsequence \( (x_{N_k})_k \) and \( x^* \in X \) with

\[
x_{N_k} \to x^* \in \arg \min F. \tag{2.152}
\]
2.2. Properties of the functional on $\mathbb{R}^d$

Proof. Let $\{x_N\}_N$ be such a sequence. By equi-coercivity, it has a convergent subsequence $\{x_{N_k}\}_k$, $x_{N_k} \to x^*$. Now, let $\tilde{x} \in X$. By the lim sup-condition, there exists another sequence $\tilde{x}_{N_k}$ with $\tilde{x}_{N_k} \to \tilde{x}$ and

$$\limsup_k F_{N_k}(\tilde{x}_{N_k}) \leq F(\tilde{x}). \quad (2.153)$$

On the one hand, the lim inf-condition yields

$$F(x^*) \leq \liminf_k F_{N_k}(x_{N_k}), \quad (2.154)$$

while on the other hand, by the fact that the $x_{N_k}$ are minimizers,

$$F_{N_k}(x_{N_k}) \leq F_{N_k}(\tilde{x}_{N_k}), \quad k \in \mathbb{N}, \quad (2.155)$$

which combined gives

$$F(x^*) \leq \liminf_k F_{N_k}(x_{N_k}) \leq \limsup_k F_{N_k}(\tilde{x}_{N_k}) \leq F(\tilde{x}), \quad (2.156)$$

showing that the limit $x^*$ is indeed a minimizer of $F$. \hfill \Box

We shall need a further simple lemma justifying the existence of minimizers for the problem $\text{(2.149)}$.

**Lemma 2.26.** For all $N \in \mathbb{N}$, $\mathcal{P}^N(\mathbb{R}^d)$ is closed in the narrow topology.

Proof. Note that $\mathcal{P}(\mathbb{R}^d)$ endowed with the narrow topology is a metrizable space, hence it is Hausdorff and we can characterize its topology by sequences. Let $N \in \mathbb{N}$ and $(\mu_k)_{k \in \mathbb{N}} \subseteq \mathcal{P}^N(\mathbb{R}^d)$ with

$$\mu_k \to \mu \in \mathcal{P}(\mathbb{R}^d) \quad \text{narrowly for } k \to \infty. \quad (2.157)$$

By ordering the points composing each measure, for example using a lexicographical ordering, we can identify the measures $\mu_k$ with a collection of points $x^k \in \mathbb{R}^{d \times N}$. As the sequence $(\mu_k)_k$ is convergent, it is tight, whence the columns of $(x^k)_k$ must all lie in a compact set $K \subseteq \mathbb{R}^d$. So we can extract a subsequence $(x^{k_l})_{l \in \mathbb{N}}$ with

$$x^{k_l} \to x^* = (x_i^*)_{i=1}^N \in \mathbb{R}^{d \times N} \quad \text{for } l \to \infty. \quad (2.158)$$

This implies that

$$\mu_{k_l} \to \mu^* = \frac{1}{N} \sum_{i=1}^N \delta_{x_i^*} \quad \text{narrowly for } l \to \infty. \quad (2.159)$$

Since $\mathcal{P}(\mathbb{R}^d)$ is Hausdorff, $\mu = \mu^* \in \mathcal{P}^N(\mathbb{R}^d)$, concluding the proof. \hfill \Box
Theorem 2.27 (Consistency of particle approximations). The functionals \((\hat{\mathcal{E}}_N)_{N \in \mathbb{N}}\) are equi-coercive and

\[ \hat{\mathcal{E}}_N \xrightarrow{\Gamma} \hat{\mathcal{E}} \quad \text{for} \ N \to \infty \quad \tag{2.160} \]

with respect to the narrow topology. In particular,

\[
\arg \min_{\mu \in \mathcal{P}(\mathbb{R}^d)} \hat{\mathcal{E}}_N[\mu] \geq \tilde{\mu}_N \to \tilde{\mu} = \arg \min_{\mu \in \mathcal{P}(\mathbb{R}^d)} \hat{\mathcal{E}}[\mu] = \omega, \quad \tag{2.161}
\]

for each choice of minimizers \(\mu_N\).

Proof. 1. Equi-coercivity: This follows from the fact that \(\hat{\mathcal{E}}\) has compact sub-levels by Proposition 2.20 together with \(\hat{\mathcal{E}}_N \geq \hat{\mathcal{E}}\).

2. \(\lim \inf\)-condition: Let \(\mu_N \in \mathcal{P}(\mathbb{R}^d)\) with \(\mu_N \to \mu\) narrowly for \(N \to \infty\). Then

\[
\lim \inf_{N \to \infty} \hat{\mathcal{E}}_N[\mu_N] \geq \lim \inf_{N \to \infty} \hat{\mathcal{E}}[\mu_N] \geq \hat{\mathcal{E}}[\mu] \quad \tag{2.162}
\]

by the lower semi-continuity of \(\hat{\mathcal{E}}\).

3. \(\lim \sup\)-condition: Let \(\mu \in \mathcal{P}(\mathbb{R}^d)\). By Proposition 2.21 we can find a sequence \((\mu^k)_{k \in \mathbb{N}} \subseteq \mathcal{P}_2(\mathbb{R}^d)\) for which \(\hat{\mathcal{E}}[\mu^k] \to \hat{\mathcal{E}}[\mu]\). Furthermore, by Lemma 2.15, we can approximate each \(\mu^k\) by \((\mu^k_N)_{N \in \mathbb{N}} \subseteq \mathcal{P}_2(\mathbb{R}^d) \cap \mathcal{P}(\mathbb{R}^d)^N\), a realization of the empirical process of \(\mu^k\). This has a further subsequence which converges in the 2-Wasserstein distance by Lemma 2.6 for which we have continuity of \(\hat{\mathcal{E}}\) by Lemma 2.17. A diagonal argument then yields a sequence \(\mu_N \in \mathcal{P}^N(\mathbb{R}^d)\) for which

\[
\hat{\mathcal{E}}_N[\mu_N] = \hat{\mathcal{E}}[\mu_N] \to \hat{\mathcal{E}}[\mu] \quad \text{for} \ N \to \infty. \quad \tag{2.163}
\]

4. Convergence of minimizers: We find minimizers for \(\hat{\mathcal{E}}_N\) by applying the direct method in the calculus of variations, which is justified because the \((\hat{\mathcal{E}}_N)_N\) are equi-coercive and each \(\hat{\mathcal{E}}_N\) is lower semi-continuous by Fatou’s Lemma and Lemma 2.26. The convergence of the minimizers \(\tilde{\mu}_N\) to a minimizer \(\tilde{\mu}\) of \(\hat{\mathcal{E}}\) then follows by Lemma 2.25. But \(\tilde{\mu} = \omega\) because \(\omega\) is the unique minimizer of \(\hat{\mathcal{E}}\). \(\square\)

2.3. Moment bound in the symmetric case

Let \(q = q' \in (1,2)\) be strictly larger than 1 now. We want to prove that in this case, we have a stronger compactness than the one showed in Proposition 2.20 namely that the sub-levels of \(\hat{\mathcal{E}}\) have a uniformly bounded \(r\)th moment for \(r < q/2\).

In the proof, we shall be using the theory developed in Appendix A in a more explicit form than before, in particular the notion of the generalized Fourier transform (Definition A.3) and its computation in the case of the power function (Theorem A.11).

Theorem 2.28. Let \(\omega \in \mathcal{P}_2(\mathbb{R}^d)\). For \(r < q/2\) and a given \(M \in \mathbb{R}\), there exists an \(M' \in \mathbb{R}\) such that

\[
\int_{\mathbb{R}^d} |x|^r \ d\mu(x) \leq M', \quad \text{for all} \ \mu \ \text{such that} \ \hat{\mathcal{E}}[\mu] \leq M. \quad \tag{2.164}
\]
2.3. Moment bound in the symmetric case

Proof. Let \( \mu \in \mathcal{P}(\mathbb{R}^d) \). If \( \hat{E}[\mu] \leq M \), then we also have

\[
M \geq \int_{\mathbb{R}^d} |\hat{\mu}(\xi)|\hat{\omega}(\xi)^2 |\xi|^{-d-q} d\xi
\]

so that there is an \( M'' > 0 \) with

\[
\int_{\mathbb{R}^d} |\hat{\mu} - 1|^2 |\xi|^{-d-q} d\xi \leq M''.
\]

Now approximate \( \mu \) by the sequence of Proposition 2.21 denoting it by \( \mu_n \),

\[
\mu_n := \hat{n}_{n-1} \cdot \mu + \left( 1 - (\hat{n}_{n-1} \cdot \mu) (\mathbb{R}^d) \right) \delta_0,
\]

and then \( \mu_n \) by a Gaussian mollification with \( \eta_{k_n} \) to obtain the diagonal sequence \( \mu_n' := \mu_n * \eta_{k_n} \), so that we have convergence \( \hat{E}[\mu_n'] \rightarrow \hat{E}[\mu] \). We set \( \hat{\nu}_n := (\mu_n' - \eta_{k_n}) \).

Then, \( \hat{\nu}_n \in \mathcal{S}(\mathbb{R}^d) \), the space of Schwartz functions: By the dampening of Proposition 2.21 the underlying measures have finite moment of any order, yielding decay of \( \hat{\nu}_n(x) \) of arbitrary polynomial order for \( |x| \rightarrow \infty \), and the mollification takes care of \( \hat{\nu}_n \in \mathcal{C}^\infty(\mathbb{R}^d) \). Furthermore, \( \nu_n = \hat{\nu}'_n \) and recall that the inverse Fourier transform can also be expressed as the integral of an exponential function. By expanding this exponential function in its power series, we see that for each \( n \),

\[
\hat{\nu}_n(\xi) = O(|\xi|) \quad \text{for} \quad \xi \rightarrow 0,
\]

by the fact that \( \mu_n' \) and \( \delta_0 \) have the same mass, namely 1. Therefore, \( \hat{\nu}_n \in \mathcal{S}_1(\mathbb{R}^d) \), see Definition A.2 and we can apply Theorem A.11 (P) to get

\[
\int_{\mathbb{R}^d} |\xi|^r \hat{\nu}_n(x) dx = C \int_{\mathbb{R}^d} |\xi|^{-d+r} \nu_n(\xi) d\xi \quad (2.170)
\]

\[
\leq C \left[ \int_{|\xi| \leq 1} |\xi|^{-d+r} |\nu_n(\xi)| d\xi + \int_{|\xi| > 1} |\xi|^{-d-r} |\nu_n(\xi)| d\xi \right] \quad (2.171)
\]

\[
\leq C \left[ \left( \int_{|\xi| \leq 1} |\xi|^{-d+q-2r} d\xi \right)^{1/2} \left( \int_{\mathbb{R}^d} |\xi|^{-d-q} |\nu_n|^2 d\xi \right)^{1/2} + 1 \right] \quad (2.172)
\]

\[
\leq C \left[ \left( \int_{\mathbb{R}^d} |\xi|^{-d-q} |\nu_n|^2 d\xi \right)^{1/2} + 1 \right]. \quad (2.173)
\]

Now, we recall again the continuity of \( \hat{E} \) for \( \omega = \delta_0 \) along \( \mu_n \) (Proposition 2.21) and its continuity w.r.t. the Gaussian mollification. The latter can be seen either by the 2-Wasserstein-convergence of the mollification for \( n \) fixed or by using the Dominated Convergence Theorem...
together with the power series expansion of \( \exp \), similar to Lemma 2.29 below. In total, we see that
\[
\lim_{n \to \infty} \int_{\mathbb{R}^d} |\xi|^{-d-q} |x_n|^2 d\xi = (2\pi)^{-d} \int_{\mathbb{R}^d} |\xi|^{-d-q} |\hat{\mu} - 1|^2 d\xi \leq (2\pi)^{-d} M''
\] (2.174)
while on the other hand we have
\[
\liminf_{n \to \infty} \int_{\mathbb{R}^d} |x|^r \hat{v}_n(x) \, dx = \liminf_{n \to \infty} \int_{\mathbb{R}^d} |x|^r d\mu_n(x) - \lim_{n \to \infty} \int_{\mathbb{R}^d} |x|^r \eta_{k_n}(x) \, dx \geq \int_{\mathbb{R}^d} |x|^r d\mu(x)
\] (2.175)
by Lemma 2.7, concluding the proof. \( \Box \)

2.4. Regularization by using the total variation

We would like to regularize the functional \( \hat{E} \) by an additional total variation term, for example to reduce the possible effect of noise in the given datum \( \omega \). In particular, we expect the minimizer of the corresponding functional to be piecewise smoothed or even constant while any sharp edges in \( \omega \) should be preserved, as it is the case for the regularization of a quadratic fitting term, see for example [CCC+10, Chapter 4].

In the following, we begin by introducing this regularization and prove that for a vanishing regularization parameter, the minimizers of the regularizations converge to the minimizer of the original functional. One effect of the regularization will be to allow us to consider approximating or regularized minimizers of \( \hat{E} [\mu] \) in \( \mathcal{P}(\mathbb{R}^d) \cap BV(\mathbb{R}^d) \), where \( BV(\mathbb{R}^d) \) is the space of bounded variation functions. In the classical literature, one finds plenty of discrete approximations to \( BV \)-minimizers of functionals including total variation terms, by means of finite element type approximations of the functions, see for example [Bar12]. Here however, we propose an approximation which depends on the position of (freely moving) particles in \( \mathbb{R}^d \), which can be combined with the particle approximation of Section 2.2.3. To this end, in Section 2.4.2 we shall present two ways of embedding the Dirac masses which are associated to particles into \( L^1 \).

2.4.1. Consistency of the regularization for the continuous functional

For \( \mu \in \mathcal{P}(\mathbb{R}^d) \), define
\[
\hat{E}^\lambda [\mu] := \begin{cases} \hat{E} [\mu] + \lambda \, |D\mu| (\mathbb{R}^d), & \mu \in \mathcal{P}(\mathbb{R}^d) \cap BV(\mathbb{R}^d), \\ \infty, & \text{otherwise}, \end{cases}
\] (2.177)
where \( D\mu \) denotes the distributional derivative of \( \mu \) (being a finite Radon-measure) and \( |D\mu| (\mathbb{R}^d) \) its total variation. We present two easy lemmata before proceeding to prove the \( \Gamma \)-convergence \( \hat{E}^\lambda \rightharpoonup \hat{E} \).
Lemma 2.29 (Continuity of $\hat{E}$ w.r.t. Gaussian mollification). Let $\omega \in \mathcal{P}_2(\mathbb{R}^d)$, $\mu \in \mathcal{P}(\mathbb{R}^d)$ and set
\[ \eta(x) := (2\pi)^{-d/2} \exp\left(-\frac{1}{2} |x|^2\right), \quad \eta_\varepsilon(x) := \varepsilon^{-d} \eta(\varepsilon^{-1} x), \quad x \in \mathbb{R}^d. \] (2.178)

Then,
\[ \hat{E}[\eta_\varepsilon * \mu] \to \hat{E}[\mu], \quad \text{for } \varepsilon \to 0. \] (2.179)

Proof. If $\hat{E}[\mu] = \infty$, then the claim is true by the lower semi-continuity of $\hat{E}$ together with the fact that $\eta_\varepsilon * \mu \to \mu$ narrowly.

If $\hat{E}[\mu] < \infty$, we can estimate the difference $|\hat{E}[\eta_\varepsilon * \mu] - \hat{E}[\mu]|$ (which is well defined, but for now may be $\infty$) by using
\[ |a^2 - b^2| \leq |a - b| \cdot (|a| + |b|), \quad a, b \in \mathbb{C} \] (2.180)

and
\[ \hat{\eta}_\varepsilon * \hat{\mu}(\tilde{\xi}) = \exp\left(-\frac{\varepsilon^2}{2} |\xi|^2\right) \hat{\mu}(\tilde{\xi}) \] (2.181)

as
\[
\begin{align*}
|\hat{E}[\eta_\varepsilon * \mu] - \hat{E}[\mu]| &\leq D_d \int_{\mathbb{R}^d} \left|\hat{\eta}_\varepsilon(\tilde{\xi}) \hat{\mu}(\tilde{\xi}) - \hat{\omega}(\tilde{\xi})^2 - |\hat{\mu}(\tilde{\xi}) - \hat{\omega}(\tilde{\xi})|^2\right| |\xi|^{-d-q} \, d\xi \\
&\leq D_d \int_{\mathbb{R}^d} (|\hat{\eta}_\varepsilon(\tilde{\xi}) \hat{\mu}(\tilde{\xi}) - \hat{\omega}(\tilde{\xi})| + |\hat{\mu}(\tilde{\xi}) - \hat{\omega}(\tilde{\xi})| |\hat{\eta}_\varepsilon(\tilde{\xi}) \hat{\mu}(\tilde{\xi}) - \hat{\mu}(\tilde{\xi})| |\xi|^{-d-q} \, d\xi \\
&\leq C \int_{\mathbb{R}^d} \left(1 - \exp\left(-\frac{\varepsilon^2}{2} |\xi|^2\right)\right) |\xi|^{-d-q} \, d\xi,
\end{align*}
\] (2.182)

which converges to 0 by the Dominated Convergence Theorem: On the one hand we can estimate
\[ \exp\left(-\frac{\varepsilon^2}{2} |\xi|^2\right) \geq 0, \quad \xi \in \mathbb{R}^d, \] (2.183)

yielding a dominating function for the integrand in (2.182) for $\xi$ bounded away from 0 because of the integrability of $\zeta \to |\zeta|^{-d-q}$ there. On the other hand
\[
1 - \exp\left(-\frac{\varepsilon^2}{2} |\xi|^2\right) = -\sum_{n=1}^{\infty} \frac{1}{n!} \left(-\frac{\varepsilon^2}{2} |\xi|^2\right)^n \\
= \frac{\varepsilon^2}{2} |\xi|^2 \sum_{n=0}^{\infty} \frac{1}{(n+1)!} \left(-\frac{\varepsilon^2}{2} |\xi|^2\right)^n,
\] (2.184)

where the sum on the right is bounded for $\varepsilon \to 0$ as a convergent power-series, which combined with $q < 2$ renders the integrand in (2.184) dominated for $\xi$ near 0 as well. \qed
Lemma 2.30 (Product formula for \(BV(\mathbb{R}^d)\)). Let \(f \in BV(\mathbb{R}^d)\) and \(\varphi \in C_c^\infty(\mathbb{R}^d)\). Then the distributional derivative of \(f \varphi\) is
\[
D(f \varphi) = \varphi Df + f \nabla \varphi.
\] (2.188)

Proof. Let \(g \in C_c^\infty(\mathbb{R}^d)\). Then,
\[
\int_{\mathbb{R}^d} f(x) \varphi(x) \nabla g(x) \, dx = \int_{\mathbb{R}^d} f(x) \nabla (\varphi g)(x) \, dx - \int_{\mathbb{R}^d} f(x) \varphi(x) g(x) \, dx
\] = \(- \int_{\mathbb{R}^d} g(x) \varphi(x) \, dDf(x) - \int_{\mathbb{R}^d} g(x) f(x) \nabla \varphi(x) \, dx,
\] proving that in a distributional sense, \(D(f \varphi) = \varphi Df + f \nabla \varphi\).

Proposition 2.31 (Consistency). The functionals \((\mathcal{E}^\lambda)_{\lambda \in \mathbb{R}}\) are equi-coercive and
\[
\mathcal{E}^\lambda \xrightarrow{\Gamma} \mathcal{E}
\] for \(\lambda \to 0\) (2.191)
with respect to the narrow topology. In particular,
\[
\arg \min_{\mu \in \mathcal{P}(\mathbb{R}^d)} \mathcal{E}^\lambda[\mu] \ni \mu^\lambda \to \omega = \arg \min_{\mu \in \mathcal{P}(\mathbb{R}^d)} \mathcal{E}[\mu], \quad \lambda \to 0,
\] (2.192)
for each choice of minimizers \(\mu^\lambda\).

Proof. Firstly, observe that equi-coercivity follows from the narrow compactness of the sub-levels of \(\mathcal{E}\) (Proposition 2.20) and that the \(\liminf\)-condition is a consequence of the lower semi-continuity of \(\mathcal{E}\) as in the proof of Theorem 2.27.

Ad existence of minimizers: We again want to apply the direct method of the calculus of variations.

Let \((\mu_k)\) be a minimizing sequence for \(\mathcal{E}^\lambda\), so that the \(\mu_k\) are all contained in a common sub-level of the functional. Now, for a given \(\lambda\), the sub-levels of \(\mathcal{E}^\lambda\) are relatively compact in \(L^1(\mathbb{R}^d)\), which can be seen by combining the compactness of the sub-levels of the total variation in \(L^1_{\text{loc}}(\mathbb{R}^d)\) with the tightness gained by \(\mathcal{E}\). If \(\mathcal{E}^\lambda[\mu_k] \leq M < \infty\), we can consider \((\theta_l \mu_k)_k\) for a smooth cut-off function \(\theta_l\) having its support in \([-l^{-1}, l^{-1}]\). By Lemma 2.30 we have
\[
D(\theta_l \mu_k) = \theta_l D\mu_k + \theta_l D\mu_k
\] (2.193)
and therefore
\[
|D(\theta_l \mu_k)|(\mathbb{R}^d) \leq \int_{\mathbb{R}^d} \mu_k(x) |D\theta_l(x)| \, dx + \int_{\mathbb{R}^d} \theta_l(x) \, d|D\mu_k|(x)
\] \(\leq C_l + |D\mu_k|(\mathbb{R}^d),\) (2.194)
so that for each \(l\), by the compactness of the sub-levels of the total variation in \(L^1_{\text{loc}}\), see [EG92, Chapter 5.2, Theorem 4], we can select an \(L^1\)-convergent subsequence \((\theta_l \mu_k(l))\). Then, we
can choose a diagonal sequence \((\mu_{k(i,j(l))})_l\) (for which we just write \((\mu_{k(i)})\)) such that it is a Cauchy sequence and therefore convergent by the completeness of \(L^1\):

\[
\left\| \mu_{k(m)} - \mu_{k(l)} \right\|_{L^1} \leq \left\| (1 - \theta_l)(\mu_{k(m)} - \mu_{k(l)}) \right\|_{L^1} + \left\| \theta_l \mu_{k(m)} - \theta_l \mu_{k(l)} \right\|_{L^1} \tag{2.196}
\]

\[
=: d_1(m,l) + d_2(m,l), \tag{2.197}
\]

where the \(i(l)\) can be chosen such that \(d_2 \to 0\) for \(\min \{m,l\} \to \infty\) by the selection of the \(\mu_{k(l,i)}\) as convergent sequences and the fact that \(\theta_l(\cdot)\) is increasing for all \(x \in \mathbb{R}^d\), and \(d_1 \to 0\) for \(\min \{m,l\} \to \infty\) because of the tightness of the sub-levels of \(\hat{E}\).

The lower semi-continuity of \(\hat{E}^\lambda\) follows from the lower semi-continuity of the total variation with respect to \(L^1\)-convergence and the lower semi-continuity of \(\hat{E}\) with respect to narrow convergence (which by Lemma 2.1 is weaker than \(L^1\)-convergence). Summarizing, we have compactness and lower semi-continuity, giving us that \((\mu_k)_k\) has a limit point which is a minimizer.

**Ad** \(\lim\sup\)-condition: Let \(\mu \in \mathcal{P}(\mathbb{R}^d)\) and write \(\mu_k := \hat{\eta}_\varepsilon * \mu\) for the mollification of Lemma \ref{2.29}. Now, by Fubini’s Theorem,

\[
|D(\hat{\eta}_\varepsilon * \mu)| (\mathbb{R}^d) = \int_{\mathbb{R}^d} |(\nabla \hat{\eta}_\varepsilon * \mu)(x)| \, dx \tag{2.198}
\]

\[
\leq \left\| \nabla \hat{\eta}_\varepsilon \right\|_{L^1(\mathbb{R}^d)} \mu(\mathbb{R}^d) \tag{2.199}
\]

\[
= \varepsilon^{-d} \left\| \nabla \hat{\eta} \right\|_{L^1(\mathbb{R}^d)}, \tag{2.200}
\]

so if we choose \(\varepsilon(\lambda)\) such that \(\lambda = o(\varepsilon^d)\), for example \(\varepsilon(\lambda) := \lambda^{1/(d+1)}\), then

\[
\lambda \left| D\mu_{\varepsilon(\lambda)} \right| (\mathbb{R}^d) \to 0, \quad \text{for } \lambda \to 0. \tag{2.201}
\]

On the other hand, \(\hat{E}[\mu_{\varepsilon(\lambda)}] \to \hat{E}[\mu]\) by Lemma \ref{2.29} yielding the required convergence \(\hat{E}^\lambda[\mu_{\varepsilon(\lambda)}] \to \hat{E}[\mu]\).

The convergence of the minimizers then follows by Lemma \ref{2.25}.

\[\square\]

### 2.4. Discrete versions of the TV regularization

As one motivation for the functional \(\hat{E}\) was to compute its particle minimizers, we would also like to consider a discretized version of the total variation regularization, for example to be able to compute the minimizers of the functional directly on the level of the point approximations. We propose two techniques for this discretization:

The first technique is well known in the non-parametric estimation of \(L^1\) densities and consists of replacing each point with a small “bump” instead of interpreting it as a point measure. In order to get the desired convergence properties, we have to be careful when choosing the corresponding scaling of the bump. For an introduction to this topic, see \cite[Chapter 3.1]{DG85}. 


The second technique replaces the Dirac deltas by indicator functions which extend from
the position of one point to the next one. Unfortunately, this poses certain difficulties in gen-
eralizing it to higher dimensions, as the set on which we extend would have to be replaced
by something like a Voronoi cell, an object well-known in the theory of optimal quantization
of measures, see for example [GL00].

Note that approximating the total variation regularization in this way in general unfortu-
nately will not be computationally efficient due to the lack of the convexity of the regulariza-
tion functional (see also Section 2.5 for some numerical examples). However, in the context
of attraction-repulsion functionals, it is worth noting that the effect of the additional particle
total variation term can again be interpreted as an attractive-repulsive-term. See Figure 2.1
for an example in the case of kernel density estimation with a piecewise linear estimation
kernel, where it can be seen that each point is repulsive at a short range, attractive at a
medium range, and at a long range does not factor into the total variation any more.

**Discretization by kernel estimators**

**Definition 2.3** (Discrete total variation via kernel estimate). For a \( \mu_N = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \in \mathcal{P}^N(\mathbb{R}^d) \),
a scale parameter \( h = h(N) \) and a density estimation kernel \( K \in W^{1,1}(\mathbb{R}^d) \) such that \( \nabla K \in BV(\mathbb{R}^d, \mathbb{R}^d) \), as well as

\[
K \geq 0, \quad \int_{\mathbb{R}^d} K(x) \, dx = 1, \quad (2.202)
\]

we set

\[
K_h(x) := \frac{1}{h^d} K \left( \frac{x}{h} \right) \quad (2.203)
\]
and define the corresponding $L^1$-density estimator by
\[
Q_h[\mu_N](x) := K_h * \mu_N(x) = \frac{1}{Nh^d} \sum_{i=1}^{N} K\left(\frac{x - x_i}{h}\right),
\]
where the definition has to be understood for almost every $x$. Then, we can introduce a discrete version of the regularization in (2.177) as
\[
\mathcal{E}_N^\lambda[\mu_N] := \hat{\mathcal{E}}[\mu_N] + \lambda \left\| DQ_h[\mu_N] \right\|_{L^1}(\mathbb{R}^d), \quad \mu_N \in \mathcal{P}^N(\mathbb{R}^d). \tag{2.205}
\]

We want to prove consistency of this approximation in terms of $\Gamma$-convergence of the functionals $\mathcal{E}_N^\lambda$ to $\hat{\mathcal{E}}^\lambda$. For a survey of the consistency of kernel estimators in the probabilistic case under various sets of assumptions, see [WW12]. Here however, we want to give a proof using deterministic and explicitly constructed point approximations.

In order to find a recovery sequence for the family of functionals (2.205), we have to find point approximations to a given measure with sufficiently good spatial approximation properties. For this, we suggest using a generalization of the quantile construction to higher dimensions. Let us state the properties we expect from such an approximation:

**Definition 2.33** (Tiling associated to a measure). Let $\mu \in \mathcal{P}_c(\mathbb{R}^d) \cap L^1(\mathbb{R}^d)$, where $\mathcal{P}_c(\mathbb{R}^d)$ denotes the space of compactly supported probability measures, such that $\text{supp}(\mu) \subseteq [-R_\mu, R_\mu]^d$ and let $N \in \mathbb{N}$. Set $\bar{n} := \lfloor N^{1/d} \rfloor$. A good tiling (for our purposes) will be composed of an index set $I$ and an associated tiling $(T_i)_{i \in I}$ such that (see Figure 2.2 for an example of the notation):

(i) $I$ has $N$ elements, $\#I = N$, and in each direction, we have at least $\bar{n}$ different indices, i.e.,
\[
\{1, \ldots, \bar{n}\}^d \subseteq I \subseteq \{1, \ldots, \bar{n} + 1\}^d.
\]
2.4. Regularization by using the total variation

Additionally, for all \( k \in 1, \ldots, d \) and \((i_1, \ldots, i_{k-1}, i_k, \ldots, i_d) \in I\),
\[
n_{k,i_1,\ldots,i_{k-1},i_k} := \# \{ j \in I \mid (j_1, \ldots, j_{k-1}) = (i_1, \ldots, i_{k-1}) \} \in \{ \bar{n}, \bar{n} + 1 \}.
\]
(2.207)

(ii) There is a family of ordered real numbers only depending on the first \( k \) coordinates,
\[
y_{k,i_1,\ldots,i_{k-1}} \in [-R_{\mu}, R_{\mu}], \quad y_{k,i_1,\ldots,i_{k-1} - 1} < y_{k,i_1,\ldots,i_{k}},
\]
for all \( k \in \{1, \ldots, d\} \) and \((i_1, \ldots, i_k, i_{k+1}, \ldots, i_d) \in I\),
with fixed end points,
\[
y_{k,i_1,\ldots,i_{k-1},0} = -R_{\mu}, \quad y_{k,i_1,\ldots,i_{k-1},n_{k,i_1,\ldots,i_{k-1}}} = R_{\mu},
\]
(2.209)
associated tiles
\[
T_i := \bigotimes_{k=1}^d \left[ y_{k,i_1,\ldots,(i_{k-1} - 1)} \left. , y_{k,i_1,\ldots,i_{k}} \right\} \right],
\]
(2.210)
and such that the mass of \( \mu \) is equal in each of them,
\[
\mu(T_i) = \frac{1}{N} \quad \text{for all } i \in I.
\]
(2.211)

Such a construction can always be found by generalizing the quantile construction. Let us show the construction explicitly for \( d = 2 \) as an example.

**Example 2.34 (Construction in 2D).** Given \( N \in \mathbb{N} \), let \( \bar{n} := \lfloor \sqrt{N} \rfloor \). We can write \( N \) as
\[
N = \bar{n}^2 - m (\bar{n} + 1)^m + l,
\]
with unique \( m \in \{0,1\} \) and \( l \in \{0, \ldots, \bar{n}^{1-m} (\bar{n} + 1)^m - 1\} \). Then we get the desired tiling by setting
\[
n_{1,0} := \begin{cases} \bar{n} + 1 & \text{if } m = 1, \\ \bar{n} & \text{if } m = 0, \end{cases}
\]
(2.213)
\[
n_{2,i_1} := \begin{cases} \bar{n} + 1 & \text{if } i_1 \leq l, \\ \bar{n} & \text{if } i_1 > l + 1, \end{cases} \quad i_1 = 1, \ldots, n_{1,0},
\]
(2.214)
\[
w_{2,i_1,i_2} := \frac{1}{n_{2,i_1}}, \quad i_1 = 1, \ldots, n_{1,0}, i_2 = 1, \ldots, n_{2,i_1},
\]
(2.215)
\[
w_{1,i_1} := \frac{n_{2,i_1}}{\sum_{j} n_{2,j}}, \quad i_1 = 1, \ldots, n_{1,0},
\]
(2.216)
and choosing the end points of the tiles such that
\[
\sum_{j_1=1}^{i_1} w_{1,j_1} = \int_{-R_{\mu}}^{y_{1,i_1}} \int_{-R_{\mu}}^{R_{\mu}} d\mu(x_1, x_2),
\]
(2.217)
\[
\sum_{j_1=1}^{i_1} \sum_{j_2=1}^{i_2} w_{1,j_1} w_{2,j_1,j_2} = \int_{-R_{\mu}}^{y_{1,i_1}} \int_{-R_{\mu}}^{y_{2,i_1,i_2}} d\mu(x_1, x_2).
\]
(2.218)
Now, check that indeed \( \sum_{i_1} n_{2,i_1} = N \) by (2.212) and (2.214) and that we have
\[
\mu(T_{i_1,i_2}) = w_{1,i_1} w_{2,i_1,i_2} = \frac{1}{N} \quad \text{for all } i_1, i_2,
\]
by the choice of the weights \( w_{1,i_1}, w_{2,i_1,i_2} \) as desired.

The general construction now consists of choosing a subdivision in \( \tilde{n} + 1 \) slices uniformly in as many dimensions as possible, while keeping in mind that in each dimension, we have to subdivide in at least \( \tilde{n} \) slices. There will again be a rest \( l \), which is filled up in the last dimension.

Proposition 2.35 (Construction for arbitrary \( d \)). A tiling as defined in Definition 2.33 exists for all \( d \in \mathbb{N} \).

Proof. Analogously to Example 2.34, let \( \tilde{n} := \lceil N^{1/d} \rceil \) and set
\[
N = \tilde{n}^{d-m} (\tilde{n} + 1)^m + l,
\]
with unique \( m \in \{0, \ldots, d-1\} \) and \( l \in \{0, \ldots, \tilde{n}^{d-1-m} (\tilde{n} + 1)^m - 1\} \). Then, we get the desired ranges by
\[
\begin{align*}
n_{k,i_1,\ldots,i_{k-1}} &:= \tilde{n} + 1, \quad \text{for } k \in \{1, \ldots, m\} \text{ and all relevant indices;} \\
n_{k,i_1,\ldots,i_{k-1},i} &:= \tilde{n}, \quad \text{for } k \in \{m+1, \ldots, d-1\} \text{ and all relevant indices;} \\
n_{d,i_1,\ldots,i_{d-1}} &\in \{\tilde{n}, \tilde{n} + 1\}, \quad \text{such that exactly } l \text{ multi-indices are } \tilde{n} + 1.
\end{align*}
\]
The weights can then be selected such that we get equal mass after multiplying them, and the tiling is found by iteratively using a quantile construction similar to (2.217) in Example 2.34.

Lemma 2.36 (Consistency of the approximation). For \( \mu \in \mathcal{P}_c(\mathbb{R}^d) \cap BV(\mathbb{R}^d) \), let \( (T_i)_{i \in I} \) be a tiling as in Definition 2.33 and \( x_i \in T_i \) for all \( i \in I \) an arbitrary point in each tile. Then, \( \mu_N = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \) converges narrowly to \( \mu \) for \( N \to \infty \). Furthermore, if\( h = h(N) \to 0 \quad \text{and} \quad h^d N \to \infty \quad \text{for } N \to \infty, \)
then \( Q_{h(N)}[\mu_N] \to \mu \) strictly in \( BV(\mathbb{R}^d) \) (as defined in [AFP00, Definition 3.14]).

Proof. Suppose again that \( \text{supp } \mu \subseteq [-R_{\mu}, R_{\mu}]^d. \)

Ad narrow convergence: By [Dur10, Theorem 3.9.1], it is sufficient to test convergence for bounded, Lipschitz-continuous functions. So let \( \varphi \in C_b(\mathbb{R}^d) \) be Lipschitz with constant \( L \).
Then,
\[
\left| \int_{\mathbb{R}^d} \varphi(x) \, d\mu_N(x) - \int_{\mathbb{R}^d} \varphi(x) \, d\mu(x) \right| = \left| \frac{1}{N} \sum_{i=1}^{N} \varphi(x_i) - \int_{\mathbb{R}^d} \varphi(x) \, d\mu(x) \right| \tag{2.226}
\]
\[
\leq \sum_{i \in I} \int_{T_i} |\varphi(x) - \varphi(x_i)| \, d\mu(x) \tag{2.227}
\]
\[
\leq L \sum_{i \in I} \int_{T_i} |x - x_i| \, d\mu(x). \tag{2.228}
\]

Denote by
\[
\hat{n}_k(i_1, \ldots, i_d) := (i_1, \ldots, i_{k-1}, i_{k+1}, i_d) \tag{2.229}
\]
the projection onto all coordinates except the kth one. Now, we exploit the uniformity of the tiling in all dimensions, \textcolor{red}{[2.206]}. By using the triangular inequality and grouping the summands,
\[
\sum_{i \in I} \int_{T_i} |x - x_i| \, d\mu(x) \leq \sum_{i \in I} \sum_{k=1}^{d} \int_{T_i} |x^k - x_i^k| \, d\mu(x) \tag{2.230}
\]
\[
= \sum_{k=1}^{d} \sum_{i \in \hat{n}_k(I)} \sum_{j=1}^{n_{k,i_{k-1}}} \int_{T_i} |x^k - x_{i_1, \ldots, i_{k-1}, j, i_{k+1}, \ldots, i_d}| \, d\mu(x) \tag{2.231}
\]
\[
\leq \sum_{k=1}^{d} \sum_{i \in \hat{n}_k(I)} \sum_{j=1}^{n_{k,i_{k-1}}} \left( \sum_{i_{k+1}, \ldots, i_d} |y_{k,i_1, \ldots, i_{k-1}, (j-1)} - y_{k,i_1, \ldots, i_{k-1}, j}| \right) \int_{T_i} \, d\mu(x) \tag{2.232}
\]
\[
\leq 2R_{\mu} d \left( \frac{n + 1}{N} \right)^{d-1} \leq 2R_{\mu} d \left( \frac{n + 1}{n} \right)^{d-1} \leq \frac{C}{n} \to 0 \quad \text{for } N \to \infty. \tag{2.233}
\]

**Ad $L^1$-convergence:** As $K \in W^{1,1}(\mathbb{R}^d) \subseteq BV(\mathbb{R}^d)$, we can approximate it by $C^1$ functions which converge BV-strictly, so let us additionally assume $K \in C^1$ for now. Then,
\[
\int_{\mathbb{R}^d} |K_h \ast \mu_N(x) - \mu(x)| \, dx \leq \int_{\mathbb{R}^d} |K_h \ast \mu_N(x) - K_h \ast \mu(x)| \, dx + \int_{\mathbb{R}^d} |K_h \ast \mu(x) - \mu(x)| \, dx. \tag{2.234}
\]
By $h \to 0$, the second term goes to 0 (see [EG02] Chapter 5.2, Theorem 2), so it is sufficient
to consider

\[
\int_{\mathbb{R}^d} |K_h * \mu_N(x) - K_h * \mu(x)| \, dx
\] (2.235)

\[
\leq \sum_{i \in I} \int_{T_i} \int_{\mathbb{R}^d} |K_h(x - x_i) - K_h(x - y)| \, dx \, d\mu(y)
\] (2.236)

\[
= \sum_{i \in I} \int_{T_i} \int_{\mathbb{R}^d} \left| \int_0^1 \nabla K_h(x - y + t(y - x_i)) \cdot (y - x_i) \, dt \right| \, dx \, d\mu(y)
\] (2.237)

\[
\leq \sum_{i \in I} \int_{T_i} [y - x_i] \int_{\mathbb{R}^d} |\nabla K_h(x - y + t(y - x_i))| \, dx \, dt \, d\mu(y)
\] (2.238)

\[
= \frac{1}{h} \|\nabla K\|_{L^1} \sum_{i \in I} \int_{T_i} |y - x_i| \, d\mu(y).
\] (2.239)

Since the left-hand side (2.235) and the right-hand side (2.239) of the above estimate are continuous with respect to strict BV convergence (by Fubini-Tonelli and convergence of the total variation, respectively), this estimate extends to a general \( K \in BV(\mathbb{R}^d) \) and

\[
\frac{1}{h} \sum_{i \in I} \int_{T_i} |y - x_i| \, d\mu(y) \leq \frac{C}{h} \to 0, \quad \text{for } N \to \infty,
\] (2.240)

by the calculation in (2.230) and condition (2.224).

Ad convergence of the total variation: Similarly to the estimate in (2.234), by \( h \to 0 \) it is sufficient to consider the \( L^1 \) distance between \( \nabla K_h * \mu_N \) and \( \nabla K_h * \mu \) if we approximate a general \( K \in C^2(\mathbb{R}^d) \). By a calculation similar to (2.235) – (2.239) as well as (2.233) and using \( \nabla K_h(x) = h^{-d-1}K(x/h) \), we get

\[
\int_{\mathbb{R}^d} |\nabla K_h * \mu_N(x) - \nabla K_h * \mu(x)| \, dx
\]

\[
\leq C \frac{1}{h} \sum_{i \in I} \int_{T_i} \int_{\mathbb{R}^d} |\nabla K_h(x - x_i) - \nabla K_h(x - y)| \, dx \, d\mu(y)
\] (2.241)

\[
\leq C \|D^2 K\|_{L^1} \frac{1}{h^2} \to 0 \quad \text{for } N \to \infty,
\] (2.242)

by the condition (2.224) we imposed on \( h \).

Since we associate to each \( \mu_N \in \mathcal{P}_N \) an \( L^1 \)-density \( Q_{h(N)}[\mu_N] \) and want to analyze both the behavior of \( \mathcal{E}[\mu_N] \) and \( DQ_{h(N)}[\mu_N] \) (\( \mathbb{R}^d \)), we need to incorporate the two different topologies involved, namely narrow convergence of \( \mu \) and \( L^1 \)-convergence of \( Q_{h(N)}[\mu] \), into the concept of \( \Gamma \)-convergence. This can be done by using a slight generalization introduced in [ABP94], named \( \Gamma(q, \tau^-) \)-convergence there:

**Definition 2.37** (\( \Gamma(q, \tau^-) \)-convergence). [ABP94] Definition 2.1 For \( N \in \mathbb{N} \), let \( X_N \) be a set and \( F_N : X_N \to \mathbb{R} \) a function. Furthermore, let \( Y \) be a topological space with topology \( \tau \) and \( q = \{q_N\}_{N \in \mathbb{N}} \) a family of embedding maps \( q_N : X_N \to Y \). Then, \( F_N \) is said to converge to a function \( F : Y \to \mathbb{R} \) at \( y \in Y \), if
For this, as in the proof of Lemma 2, let

\[ F(y) \leq \lim \inf_{N \to \infty} F_N(x_N). \]  

(2.243)

Furthermore, we say that the \( F_N \) \( \Gamma(q, \tau^-) \)-converge on a set \( D \subseteq Y \) if the above is true for all \( y \in D \) and we call the sequence \( F_N \) equi-coercive, if for every \( c \in \mathbb{R} \), there is a compact set \( K \subseteq Y \) such that \( q_N \left( \{ x : F_N(x) \leq c \} \right) \subseteq K \).

Remark 2.38. The main result with respect to \( \Gamma \)-convergence which we are interested in is the convergence of minimizers, Lemma 2.25. This remains true in the case of \( \Gamma(q, \tau^-) \)-convergence, see [ABP94 Proposition 2.4].

Here, we are going to consider

\[ Y := \mathcal{P}(\mathbb{R}^d) \times BV(\mathbb{R}^d) \]  

(2.245)

with the corresponding product topology of narrow convergence and \( BV \)-convergence,

\[ X_N := \mathcal{P}^N(\mathbb{R}^d), \quad q_N(\mu) := (\mu, Q_{h(N)}[\mu]). \]  

(2.246)

and consider the limit \( \hat{\mathcal{E}}^\lambda \) to be defined on the diagonal

\[ D := \left\{ (\mu, \mu) : \mu \in \mathcal{P}(\mathbb{R}^d) \cap BV(\mathbb{R}^d) \right\}. \]  

(2.247)

Since for the existence of minimizers, we will be extracting convergent subsequences of pairs \( (\mu_N, Q_{h(N)}[\mu]) \), we need the following lemma to ensure that the limit is in \( Y \).

Lemma 2.39 (Consistency of the embedding \( Q_{h(N)} \)). If \( (\mu_N)_N \) is a sequence such that \( \mu_N \in \mathcal{P}^N(\mathbb{R}^d) \), \( \mu_N \to \mu \in \mathcal{P}^d \) narrowly and \( Q_{h(N)}[\mu_N] \to \tilde{\mu} \in BV(\mathbb{R}^d) \) in \( L^1(\mathbb{R}^d) \), as well as \( h \to 0 \), then \( \mu = \tilde{\mu} \).

Proof. To show \( \mu = \tilde{\mu} \), by the metrizability of \( \mathcal{P} \) it suffices to show that \( Q_{h(N)}[\mu_N] \to \mu \) narrowly. For this, as in the proof of Lemma 2.36, we can restrict ourselves to test convergence of the integral against bounded and Lipschitz-continuous functions. Hence, let \( f \in C_b(\mathbb{R}^d) \cap Lip(\mathbb{R}^d) \) with Lipschitz constant \( L \). Then,

\[
\left| \int_{\mathbb{R}^d} f(x)Q_{h(N)}[\mu_N](x)\,dx - \int_{\mathbb{R}^d} f(x)\,d\mu(x) \right| \\
\leq \left| \int_{\mathbb{R}^d} f(x)K_{h(N)}*\mu_N(x)\,dx - \int_{\mathbb{R}^d} f(x)\,d\mu_N(x) \right| \\
+ \left| \int_{\mathbb{R}^d} f(x)\,d\mu_N(x) - \int_{\mathbb{R}^d} f(x)\,d\mu(x) \right|,
\]  

(2.248)
2.4. Regularization by using the total variation

where the second term goes to zero by $\mu_N \to \mu$ narrowly. For the first term, by Fubini we get that

$$\int_{\mathbb{R}^d} f(x) K_{h(N)} \ast \mu_N(x) \ dx = \int_{\mathbb{R}^d} (f \ast K_{h(N)})(x) \ d\mu_N(x)$$  \hspace{1cm} (2.250)

and therefore

$$\left| \int_{\mathbb{R}^d} f(x) K_{h(N)} \ast \mu_N(x) \ dx - \int_{\mathbb{R}^d} f(x) \mu_N(x) \ dx \right|$$  

$$= \left| \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (f(x + y) - f(x)) K_{h(N)}(y) \ dy \ d\mu_N(x) \right|$$  \hspace{1cm} (2.251)

$$= \left| \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (f(x + h(N)y) - f(x)) K(y) \ dy \ d\mu_N(x) \right|$$  \hspace{1cm} (2.252)

$$\leq Lh \|K\|_{L^1} \mu_N(\mathbb{R}^d) \to 0, \quad N \to 0$$  \hspace{1cm} (2.253)

by $h(N) \to 0$, proving $Q_{h(N)}[\mu_N] \to \mu$ and therefore the claim. \hfill \Box

**Theorem 2.40** (Consistency of the kernel estimate). The functionals $(\hat{\mathcal{E}}^\lambda_N)_{N \in \mathbb{N}}$ are equi-coercive and

$$\hat{\mathcal{E}}^\lambda_N \stackrel{\Gamma(q;\tau)}{\longrightarrow} \hat{\mathcal{E}}^\lambda \quad \text{for } N \to \infty$$  \hspace{1cm} (2.254)

with respect to the topology of $Y$ defined above, i.e. weak convergence of $\mu_N$ together with $L^1$-convergence of $Q_{h(N)}[\mu_N]$. In particular, every sequence of minimizers of $\hat{\mathcal{E}}^\lambda_N$ admits a subsequence converging to a minimizer of $\hat{\mathcal{E}}^\lambda$.

**Proof.** Ad lim inf-condition: This follows from the lower semi-continuity of $\hat{\mathcal{E}}$ and $\mu \mapsto |D\mu| (\mathbb{R}^d)$ w.r.t. narrow convergence and $L^1$-convergence, respectively.

Ad lim sup-condition: We use a diagonal argument to find the recovery sequence: A general $\mu \in BV(\mathbb{R}^d) \cap \mathcal{P}(\mathbb{R}^d)$ can by Proposition 2.21 be approximated by probability measures $\mu_n$ with existing second moment such that $\hat{\mathcal{E}}[\mu_n] \to \hat{\mathcal{E}}[\mu]$, namely

$$\mu_n = \eta_{n^{-1}} \ast \mu + \left( 1 - \eta_{n^{-1}} \ast \mu(\mathbb{R}^d) \right) \delta_0. \quad (2.255)$$

By Lemma 2.29 we can also smooth the approximating measures by convolution with a Gaussian $\eta_{\varepsilon(n)}$ to get a narrowly convergent sequence $\mu'_n \to \mu$,

$$\mu'_n = \eta_{\varepsilon(n)} \ast \mu_n = \eta_{\varepsilon(n)} \ast (\eta_{n^{-1}} \ast \mu) + \left( 1 - (\eta_{n^{-1}} \ast \mu)(\mathbb{R}^d) \right) \eta_{\varepsilon(n)}, \quad (2.256)$$

while still maintaining continuity in $\hat{\mathcal{E}}$. Since $(1 - (\eta_{n^{-1}} \ast \mu)(\mathbb{R}^d)) \to 0$, we can replace its factor $\eta_{\varepsilon(n)}$ by $\eta_1$ to get

$$\mu''_n = \eta_{\varepsilon(n)} \ast (\eta_{n^{-1}} \ast \mu) + \left( 1 - (\eta_{n^{-1}} \ast \mu)(\mathbb{R}^d) \right) \eta_1, \quad (2.257)$$
and still have convergence and continuity in $\hat{E}$. These $\mu''_n$ can then be (strictly) cut-off by a smooth cut-off function $\chi_M$ such that

$$\chi_M(x) = 1 \quad \text{for } |x| \leq M, \quad (2.258)$$

$$\chi_M(x) \in [0,1] \quad \text{for } M < |x| < M + 1, \quad (2.259)$$

$$\chi_M(x) = 0 \quad \text{for } |x| \geq M + 1. \quad (2.260)$$

Superfluous mass can then be thrown onto a normalized version of $\chi_1$, summarized yielding

$$\mu'''_n = \chi_M n \cdot \mu'''_n + (1 - \chi_M n \cdot \mu'''_n)(\mathbb{R}^d) \frac{\chi_1}{\|\chi_1\|_1}, \quad (2.261)$$

which for fixed $n$ and $M(n) \to \infty$ is convergent in the 2-Wasserstein topology, hence we can maintain continuity in $\hat{E}$ by choosing $M(n)$ large enough.

Moreover, the sequence $\mu'''_n$ is also strictly convergent in $BV$: For the $L^1$-convergence, we apply the Dominated Convergence Theorem for $M(n) \to \infty$ when considering $\mu'''_n$ and the Dominated Convergence Theorem and the approximation property of the Gaussian mollification of $L^1$-functions for $\mu'''_n$. Similarly, for the convergence of the total variation, consider

$$\left| |D\mu'''_n| (\mathbb{R}^d) - |D\mu| (\mathbb{R}^d) \right| \leq \left| \int_{\mathbb{R}^d} \chi_M n(x) \left| D\mu'''_n(x) \right| \, dx - \int_{\mathbb{R}^d} \left| D\mu'''_n(x) \right| \, dx \right| \quad (2.262)$$

$$+ \int_{\mathbb{R}^d} |\nabla \chi_M n(x)| \mu'''_n(x) \, dx \quad (2.263)$$

$$+ \left| |D\mu'''_n(x)| - |D\mu| (\mathbb{R}^d) \right| \quad (2.264)$$

$$+ (1 - \chi_M n \cdot \mu'''_n)(\mathbb{R}^d) \left\| \nabla \chi_n \right\|_1 \frac{1}{\|\chi_1\|_1}, \quad (2.265)$$

where the terms (2.262), (2.263) and (2.265) tend to 0 for $M(n)$ large enough by Dominated Convergence. For the remaining term (2.264), we have

$$\left| |D\mu'''_n| - |D\mu| (\mathbb{R}^d) \right| \leq \left| \|\eta_{\epsilon(n)} * D(\tilde{\eta}_n \cdot \mu)\| (\mathbb{R}^d) - |D(\tilde{\eta}_n \cdot \mu)| (\mathbb{R}^d) \right| \quad (2.266)$$

$$+ \int_{\mathbb{R}^d} |\nabla \tilde{\eta}_n(x)| \, d\mu(x) \quad (2.267)$$

$$+ \int_{\mathbb{R}^d} (1 - \tilde{\eta}_n(x)) \, |D\mu| (x) \quad (2.268)$$

$$+ \left( 1 - (\tilde{\eta}_{n-1} \cdot \mu)(\mathbb{R}^d) \right) |D\eta_1| (\mathbb{R}^d). \quad (2.269)$$

Here, all terms vanish as well: (2.266) for $\epsilon(n)$ large enough by the approximation property of the Gaussian mollification for $BV$-functions and (2.267), (2.268) and (2.269) by the Dominated
Convergence Theorem for $n \to \infty$. Finally, Lemma 2.36 applied to the $\mu''_n$ yields the desired sequence of point approximations.

Ad equi-coercivity and existence of minimizers: Equi-coercivity and compactness strong enough to ensure the existence of minimizers follow from the coercivity and compactness of level sets of $\hat{E}$ and by $\|Q_{h(N)}(\mu_N)\|_{L^1} = 1$ together with compactness arguments in $BV$, similar to Proposition 2.34. Since Lemma 2.39 ensures that the limit is in $Y$, standard $\Gamma$-convergence arguments then yield the convergence of minimizers.

Discretization by point-differences

In one dimension, the geometry is sufficiently simple to avoid the use of kernel density estimators and in consequence the introduction of an additional scaling parameter as in the previous section and to allow us to explicitly see the intuitive effect the total variation regularization has on point masses (similar to the depiction in Figure 2.1 in the previous section). In particular, formula (2.273) below shows that the total variation acts as an additional attractive-repulsive force which enforces equi-spacing between the points masses.

In the following, let $d = 1$ and $\lambda > 0$ fixed.

Let $N \in \mathbb{N}$, $N \geq 2$ and $\mu_N \in \mathcal{P}^N(\mathbb{R})$ with

$$
\mu_N = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \text{ for some } x_i \in \mathbb{R}.
$$

Using the ordering on $\mathbb{R}$, we can assume the $(x_i)_i$ to be ordered, which allows us to associate to $\mu_N$ a unique vector

$$
x := x(\mu_N) := (x_1, \ldots, x_N), \quad x_1 \leq \ldots \leq x_N.
$$

If $x_i \neq x_j$ for all $i \neq j \in \{1, \ldots, N\}$, we can further define an $L^1$-function which is piecewise-constant by

$$
\tilde{Q}_N[\mu_N] := \frac{1}{N} \sum_{i=2}^{N} \frac{1}{x_i - x_{i-1}} 1_{[x_{i-1}, x_i]}
$$

and compute the total variation of its derivative to be

$$
\left| D\tilde{Q}_N[\mu_N] \right| (\mathbb{R})
\begin{align*}
&= \frac{1}{N} \left[ \sum_{i=2}^{N-1} \left| \frac{1}{x_{i+1} - x_i} - \frac{1}{x_i - x_{i-1}} \right| + \frac{1}{x_2 - x_1} + \frac{1}{x_N - x_{N-1}} \right],
\end{align*}
$$

if no two points are equal, and $\infty$ otherwise. This leads us to the following definition of the
regularized functional using piecewise constant functions:

\[
P^N_x(\mathbb{R}) := \left\{ \mu \in \mathcal{P}^N(\mathbb{R}) : \mu = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \text{ with } x_i \neq x_j \text{ for } i \neq j \right\},
\]

(2.274)

\[
\hat{\mathcal{E}}_{N,pwc}^{\lambda}[\mu] := \left\{ \hat{\mathcal{E}}[\mu] + \lambda \left| D\hat{\mathcal{Q}}_N[\mu] \right| (\mathbb{R}), \quad \mu \in \mathcal{P}^N(\mathbb{R}); \right. \quad \mu \in \mathcal{P}^N(\mathbb{R}) \setminus \mathcal{P}_N^N(\mathbb{R}).
\]

(2.275)

**Remark 2.41.** The functions \( \hat{\mathcal{Q}}_N[\mu_N] \) as defined above are not probability densities, but instead have mass \((N - 1)/N\).

We shall again prove \( \Gamma(q, \tau^-) \)-convergence as in Section 2.4.2 this time with the embeddings \( q_N \) given by \( \hat{\mathcal{Q}}_N \). The following lemma yields the necessary recovery sequence:

**Lemma 2.42.** If \( \mu \in \mathcal{P}_c(\mathbb{R}) \cap \mathcal{C}^\infty(\mathbb{R}) \) is the density of a compactly supported probability measure, then there is a sequence \( \mu_N \in \mathcal{P}_N(\mathbb{R}), N \in \mathbb{N}_{\geq 2} \) such that

\[
\mu_N \to \mu \quad \text{narrowly for } N \to \infty
\]

(2.276)

and

\[
\hat{\mathcal{Q}}_N[\mu_N] \to \mu \quad \text{in } L^1(\mathbb{R}), \quad \left| D\hat{\mathcal{Q}}_N[\mu_N] \right|(\mathbb{R}) \to \int_\mathbb{R} |\mu'(x)| \, dx \quad \text{for } N \to \infty.
\]

(2.277)

**Proof.**

1. *Definition and narrow convergence:* Let \( \text{supp } \mu \subseteq [-R_\mu, R_\mu] \) and define the vector \( x^N \in \mathbb{R}^N \) as an \( N \)th quantile of \( \mu \), i.e.

\[
\int_{x_{i-1}^N}^{x_i^N} \mu(x) \, dx = \frac{1}{N} \quad \text{with } x_{i-1}^N < x_i^N \text{ for all } i = 1, \ldots, N - 1,
\]

(2.278)

where we set \( x_0^N = -R_\mu \) and \( x_N^N = R_\mu \). Narrow convergence of the corresponding measure then follows by the same arguments used in the proof of Lemma 2.42.

2. *\( L^1 \)-convergence:* We want to use the Dominated Convergence Theorem: Let \( x \in \mathbb{R} \) with \( \mu(x) > 0 \). Then, by the continuity of \( \mu \), there are \( x_{i-1}^N(x), x_i^N(x) \) such that \( x \in [x_{i-1}^N(x), x_i^N(x)] \) and

\[
\mu(x) - \hat{\mathcal{Q}}_N[\mu_N](x) = \mu(x) - \frac{1}{N(x_i^N(x) - x_{i-1}^N(x))}
\]

(2.279)

\[
= \mu(x) - \frac{1}{x_i^N(x) - x_{i-1}^N(x)} \int_{x_{i-1}^N(x)}^{x_i^N(x)} \mu(y) \, dy.
\]

(2.280)

Again by \( \mu(x) > 0 \) and the continuity of \( \mu \),

\[
x_i^N(x) - x_{i-1}^N(x) \to 0 \quad \text{for } N \to \infty,
\]

(2.281)

and therefore

\[
\hat{\mathcal{Q}}_N[\mu_N](x) \to \mu(x) \quad \text{for all } x \text{ with } \mu(x) > 0.
\]

(2.282)
2.4. Regularization by using the total variation

On the other hand, if we consider an \( x \in [-R_\mu, R_\mu] \) such that \( x \notin \text{supp} \mu \), say \( x \in [a, b] \) such that \( \mu(x) = 0 \) for all \( x \in [a, b] \) and again denote by \( x_{i,1}^N(x), x_i^N(x) \) the two quantiles for which \( x \in [x_{i-1}^N(x), x_i^N(x)] \), then \( x_i^N(x) - x_{i-1}^N(x) \) stays bounded from below because \( x_i^N(x) \leq a \) and \( x_i^N(x) \geq b \), together with \( N \to \infty \) implying that for such an \( x \),

\[
\tilde{Q}_N[\mu_N](x) = \frac{1}{N(x_i^N - x_{i-1}^N)} \leq \frac{1}{N(b - a)} \to 0. \tag{2.283}
\]

Taking into account that \( \mu(x) = 0 \) for an \( x \in \text{supp} \mu \) can only occur at countably many points, we thus have

\[
\tilde{Q}_N[\mu_N](x) \to \mu(x) \quad \text{for almost every } x \in \mathbb{R}. \tag{2.284}
\]

Furthermore, by (2.280) and the choice of the \( (x_i^N)_i \), we can estimate the difference by

\[
|\mu(x) - \tilde{Q}_N[\mu_N](x)| \leq 2 \|\mu\|_\infty \cdot 1_{[-R_\mu, R_\mu]}(x), \tag{2.285}
\]

yielding an integrable dominating function for \( |\mu(x) - \tilde{Q}_N[\mu_N](x)| \) and therefore justifying the \( L^1 \)-convergence

\[
\int_\mathbb{R} |\mu(x) - \tilde{Q}_N[\mu_N](x)| \, dx \to 0, \quad N \to \infty. \tag{2.286}
\]

3. Strict BV-convergence: For strict convergence of \( \tilde{Q}_N[\mu_N] \) to \( \mu \), we additionally have to check that \( \lim \sup_{N \to \infty} |D\tilde{Q}_N[\mu_N]|(\mathbb{R}) \leq |D\mu|(\mathbb{R}) \) (since the inequality in the other direction is already fulfilled by the lower semi-continuity of the total variation). To this end, consider

\[
|D\tilde{Q}_N[\mu_N]|(\mathbb{R}) = \sum_{i=2}^{N-1} \frac{1}{N} \frac{x_i^N - x_{i-1}^N}{x_{i+1}^N - x_i^N} \left( \frac{1}{N} \frac{x_i^N - x_{i-1}^N}{x_{i+1}^N - x_i^N} - \frac{1}{N} \frac{x_i^N - x_{i-1}^N}{x_{i+1}^N - x_i^N} \right) + \frac{1}{N} \frac{x_i^N - x_{i-1}^N}{x_{i+1}^N - x_i^N} \tag{2.287}
\]

\[
= \sum_{i=2}^{N-1} \left| \frac{1}{x_{i+1}^N - x_i^N} \int_{x_i^N}^{x_{i+1}^N} \mu(x) \, dx - \frac{1}{x_i^N - x_{i-1}^N} \int_{x_i^N}^{x_{i+1}^N} \mu(x) \, dx \right| \tag{2.288}
\]

\[
\leq \sum_{i=2}^{N-1} \left( \frac{1}{x_{i+1}^N - x_i^N} \int_{x_i^N}^{x_{i+1}^N} \mu(x) \, dx + \frac{1}{x_i^N - x_{i-1}^N} \int_{x_i^N}^{x_{i+1}^N} \mu(x) \, dx \right) \tag{2.289}
\]

\[
= \sum_{i=1}^{N} |\mu(t_{i+1}) - \mu(t_i)| \tag{2.290}
\]

for \( t_i \in [x_i^N, x_{i-1}^N], \ i = 2, \ldots, N \) chosen by the mean value theorem (for integration) and \( t_1, t_{N+1} \) denoting \(-R_\mu\) and \( R_\mu\), respectively. Hence,

\[
|D\tilde{Q}_N[\mu_N]|(\mathbb{R}) \leq \sup \left\{ \sum_{i=1}^{n-1} |\mu(t_{i+1}) - \mu(t_i)| : n \geq 2, \ t_1 < \cdots < t_n \right\} = V(\mu), \tag{2.291}
\]
the pointwise variation of $\mu$, and the claim now follows from $V(\mu) = |D\mu| (\mathbb{R})$ by Theorem 3.28], because by the smoothness of $\mu$, it is a good representative of its equivalence class in $BV(\mathbb{R})$, i.e., one for which the pointwise variation coincides with the measure theoretical one.

As in the previous section, we have to verify that a limit point of a sequence $(\mu_N, \tilde{Q}_N[\mu_N])$ is in the diagonal $Y$:

**Lemma 2.43 (Consistency of the embedding $\tilde{Q}_N$).** Let $(\mu_N)_N$ be a sequence where $\mu_N \in \mathcal{P}^N(\mathbb{R})$, $\mu_N \to \mu$ narrowly and $\tilde{Q}_N[\mu_N] \to \tilde{\mu}$ in $L^1(\mathbb{R})$. Then $\mu = \tilde{\mu}$.

**Proof.** Denote the distribution functions of $\tilde{Q}_N[\mu_N]$, $\mu_N$ and $\mu$ by $\tilde{F}_N$, $F_N$ and $F$, respectively. We can deduce $\mu = \tilde{\mu}$ if $\tilde{F}_N(x) \to F(x)$ for every $x \in \mathbb{R}$ (even if the measures $\tilde{Q}_N[\mu_N]$ have only mass $(N - 1)/N$, this is enough to show that the limit measures have to coincide, for example by rescaling the measures to have mass 1). Note that the construction of $\tilde{Q}_N[\mu_N]$ exactly consists of replacing the piecewise constant functions $F_n$ by piecewise linear functions interpolating between the points $(x_i^N)_i$. Now, taking into account that the jump size $F_N(x_i^N) - F_N(x_{i-1}^N)$ is always $1/N$ we see that

$$|\tilde{F}_N(x) - F(x)| \leq |\tilde{F}_N(x) - F_N(x)| + |F_N(x) - F(x)|$$

(2.292)

$$\leq \frac{1}{N} + |F_N(x) - F(x)| \to 0, \quad N \to 0,$$

(2.293)

which is the claimed convergence. □

**Theorem 2.44 (Consistency of $\tilde{E}_N^\lambda_{\text{pwc}}$).** For $N \to \infty$, $\tilde{E}_N^\lambda \overset{\Gamma(\{q, \pi_q\})}{\longrightarrow} \tilde{E}^\lambda$ with respect to the topology of $Y$ in (2.245) in the case $d = 1$, i.e., the topology induced by narrow convergence together with $L^1$-convergence of the associated densities, and the family $(\tilde{E}_N^\lambda)_N$ is equi-coercive. In particular, every sequence of minimizers of $\tilde{E}_N^\lambda$ admits a subsequence converging to a minimizer of $\tilde{E}^\lambda$.

**Proof.** 1. **lim inf-condition:** Let $\mu_N \in \mathcal{P}_N(\mathbb{R})$ and $\mu \in BV(\mathbb{R}) \cap \mathcal{P}(\mathbb{R})$ with $\mu_N \to \mu$ narrowly and $\tilde{Q}_N[\mu_N] \to \mu$ in $L^1$. Then,

$$\liminf_{N \to \infty} \tilde{E}_N^\lambda_{\text{pwc}}[\mu_N] = \liminf_{N \to \infty} \left[ \tilde{E}[\mu_N] + |D\tilde{Q}_N[\mu_N]| (\mathbb{R}) \right] \geq \tilde{E}[\mu] + |D\mu| (\mathbb{R})$$

(2.294)

by the lower semi-continuity of the summands with respect to the involved topologies.

2. **lim sup-condition:** We use the same diagonal argument used in the proof of Theorem 2.40 replacing the final application of Lemma 2.36 there by Lemma 2.42 which serves the same purpose, but uses the point differences instead of the kernel estimators.

3. **Equi-coercivity and existence of minimizers:** The coercivity follows analogously to the proof of Theorem 2.40 which also justifies the existence of minimizers for each $N$. The convergence of minimizers to an element of $Y$ then follows by standard arguments together with Lemma 2.43.
2.5. Numerical experiments

Remark 2.45. In both cases, instead of working with two different topologies, we could also consider

$$\tilde{\mathcal{E}}^\lambda_{N,\text{alt}} := \tilde{\mathcal{E}}[Q[\mu]] + \lambda |DQ[\mu]| (\mathbb{R}^d),$$

for a given embedding $Q$ (which in the case of point differences would have to be re-scaled to keep mass 1). Then, we would obtain the same results (with identical arguments), but without the need to worry separately about narrow convergence, since it is then implied by the $L^1$-convergence of $Q[\mu_N]$ by Lemma 2.1.

2.5. Numerical experiments

In this section, we shall show a few results of the numerical computation of minimizers to $\tilde{\mathcal{E}}^\lambda$ and $\tilde{\mathcal{E}}^\lambda_N$ in 1D in order to numerically verify the $\Gamma$-convergence result in Theorem 2.40.

2.5.1. Grid approximation

By Theorem 2.40, we know that $\tilde{\mathcal{E}}^\lambda_N \Gamma \rightarrow \tilde{\mathcal{E}}^\lambda$, telling us that the particle minimizers of $\tilde{\mathcal{E}}^\lambda$ will be close to a minimizer of the functional $\tilde{\mathcal{E}}^\lambda$, which will be a $BV$ function. Therefore, we would like to compare the particle minimizers to minimizers which were computed by using a more classical approximation method which in contrast maintains the underlying $BV$ structure. One such approach is to approximate a function in $BV$ by interpolation by piecewise constant functions on an equispaced discretization of the interval $\Omega = [0, 1]$. Denoting the restriction of $\tilde{\mathcal{E}}^\lambda$ to the space of these functions on a grid with $N$ points by $\tilde{\mathcal{E}}^\lambda_{N,\text{grid}}$, it can be seen that we have $\tilde{\mathcal{E}}^\lambda_{N,\text{grid}} \Gamma \rightarrow \tilde{\mathcal{E}}^\lambda$, hence it makes sense to compare minimizers of $\tilde{\mathcal{E}}^\lambda_{N,\text{grid}}$ and $\tilde{\mathcal{E}}^\lambda_N$ for large $N$. 

![Figure 2.3.: The data $\omega_1$ and $\omega_2$](image.png)
2.5. Numerical experiments

Figure 2.4.: Minimizers $\mu$ of (2.296) and minimizers $\mu_N$ of $\hat{E}^\lambda_N$ for $\omega_1$ as in 2.3(a) and parameters $q = 1.0, N = 100$

If we denote by $u \in \mathbb{R}^m$ the approximation to $\mu$ and by $w \in \mathbb{R}^m$ the one to $\omega$, then the problem to minimize $\hat{E}^\lambda_{N,\text{grid}}$ takes the form

$$
\text{minimize} \quad (u - w)^T A_{q,\Omega} (u - w) + \lambda \sum_{i=1}^{m-1} |u_{i+1} - u_i|
$$

subject to $u \geq 0, \sum_{i=1}^{m} u_i = m, \quad (2.296)$

where $A_{q,\Omega}$ is the corresponding discretization matrix of the quadratic integral functional $\hat{E}$, which is positive definite on the set $\{v : \sum v = 0\}$ by the theory of Appendix A. Solving the last condition $\sum_{i=1}^{m} u_i = m$ for one coordinate of $u$, we get a reduced matrix $\tilde{A}_{q,\Omega}$ which is positive definite. Together with the convex approximation term to the total variation, problem (2.296) is a convex optimization problem which can be solved with the cvx package [CR13], [GB08].
As a model case to study the influence of the total variation, the following cases were considered

(i) $\omega_1 = 4 \cdot 1_{[0.2,0.4]} + 40 \cdot 1_{[0.6,0.605]}$, the effect of the regularization being that the second bump gets smaller and more spread out with increasing parameter $\lambda$, see Figure 2.4.

(ii) a version of $5 \cdot 1_{[0.2,0.4]} + \eta$, where $\eta$ is some Gaussian noise disturbing the reference measure $\omega_2 = 5 \cdot 1_{[0.2,0.4]}$ and where we cut off the negative part and re-normalized the datum to get a probability measure. The effect of the regularization here is a filtering of the noise, see Figure 2.5.

2.5.2. Particle approximation

The solutions in the particle case were computed by the MATLAB optimization toolbox [MAT13b], [MAT13a], in particular the Quasi-Newton method available via the FMINUNC command. The
corresponding function evaluations were computed directly in the case of the repulsion functional and by a trapezoidal rule in the case of the attraction term. For the kernel estimator, we used the one sketched in Figure 2.1

\[ K(x) = (1 - |x|) \cdot 1_{[-1,1]}(x), \quad x \in \mathbb{R}. \]  

(2.297)

2.5.3. Results

As for the \( L^1 \) case, we see that the total variation regularization works well and allows us to recover the original profile from a datum disturbed by noise.

When it comes to the particle case, we see the theoretical results of convergence for \( N \to \infty \) of Section 2.4.2 confirmed, since the minimizers of the particle system behave roughly like the minimizers of the problem in \( L^1 \). On the other hand, the latter seems to be far more amenable to an efficient numerical treatment than the former because we lose convexity of the total variation term when passing to the particle formulation and the results there are for reasonably small \( N \) (like \( N = 100 \) here) strictly dependent on the choice of \( h_N \).

2.6. Conclusion

Apart from the easy conclusions for asymmetric exponents \( q_a \neq q_r \) in Section 2.1, the Fourier representation of Section 2.2, resting upon the theory of Appendix A, proved essential to establish a good formulation of the problem in terms of the lower semi-continuous envelope. This allowed us to use the well-established theory of the calculus of variations, in particular the machinery of \( \Gamma \)-convergence, to prove statements like the consistency of the particle approximation, Theorem 2.27, and the moment bound, Theorem 2.28, which are otherwise not at all obvious when just considering the original spatial definition of \( \mathcal{E} \).

Moreover, it enabled us to easily analyze the regularized version of the functional in Section 2.4, which on the particle level exhibits an interesting attractive-repulsive behavior, translating the regularizing effect of the total variation in the continuous case into an energy which tries to enforce a configuration of the particles which is as homogeneous as possible, while simultaneously minimizing \( \mathcal{E} \).
3. Gradient flow in 1D

In this section we shall consider the gradient flow of the functional (1.5) in the space $\mathcal{P}_2(\mathbb{R})$ endowed with the 2-Wasserstein metric (see Definition 2.4), which can be written as

$$\partial_t \mu = \nabla \cdot \left[ (\nabla \psi_a \ast \omega - \nabla \psi_r \ast \mu) \mu \right], \quad \mu(0) = \mu_0 \in \mathcal{P}_2(\mathbb{R}),$$

with the notation of (1.5).

We shall try to answer questions about its existence and its asymptotic behavior for $t \to \infty$ after having given a brief overview of previously known results in Section 3.1. For this, we restrict ourselves to the case $q_a = q_r \in [1, 2]$ and $\Omega = \mathbb{R}$ in order to be able to use the pseudo inverse transform which we briefly introduce in Section 3.2 and which renders the involved mathematical objects and thence the asymptotic analysis much easier. What follows is Section 3.3 which deals with the well-posedness of the pseudo inverse equation, while Section 3.4 is concerned with the asymptotic behavior for the limit cases $q = 1$ and $q = 2.$

3.1. Previously known results

3.1.1. Well-posedness

The linear attractive term $\nabla \cdot \left[ (\nabla \psi_a \ast \omega) \mu \right]$ in equation (3.1) does not pose much difficulties when it comes to the question of well-posedness as it corresponds to a Lipschitz flow under mild assumptions on $\omega$ (see Lemma 3.5 below). However, the repulsive part $-\nabla \cdot \left[ (\nabla \psi_r \ast \mu) \mu \right]$ still presents some problems with respect to well-posedness and particle approximation, despite being studied intensively for its broad range of applications in mathematical modeling.

There, the typical setting is

$$\partial_t \mu = \nabla \cdot \left[ (\nabla W \ast \mu) \mu \right], \quad \mu(0) = \mu_0 \in \mathcal{P}(\mathbb{R}^d),$$

where $\mathcal{P}(\mathbb{R}^d)$ is the set of probability measures on $\mathbb{R}^d$, and $W$ is a suitable kernel associated to the non-local driving potential

$$\mathcal{W}[\mu] = \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} W(x-y)d\mu(x)d\mu(y).$$

One standard set of regularity assumptions on $W$ to ensure existence and uniqueness of a gradient flow solution is for example that of [AGS08, CDF+11], namely that

- $W$ is symmetric, $W(x) = W(-x)$,
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- \( W \in C^1(\mathbb{R}^d \setminus \{0\}) \),
- \( W \) is \( \lambda \)-convex, i.e.
  \[
  \exists \lambda < 0 : W(x) - \lambda |x|^2 \text{ is convex,}
  \]
which also implies that the singularity of \( \nabla W \) at 0 is not worse than Lipschitz.

Unfortunately, the last condition above fails for the repulsive kernel in question.

One possibility to gain further results is restricting the space in which we are looking for solutions to \( L^p \cap P_2 \) as in [BLR11, Theorem 5]. The results there ensure global existence in the case of a repulsive kernel for

- \( W \) being radially symmetric,
- \( W \) smooth on \( \mathbb{R}^d \setminus \{0\} \),
- the singularity of \( W \) at 0 not being worse than Lipschitz and \( W \) not exhibiting pathological oscillations there,
- its derivatives decaying fast enough for \( x \to \infty \),

(together implying \( W \in W^{1,p'}(\mathbb{R}^d) \) for \( p > d/(d-1) \)). Yet, the case \( d = 1 \) is not included there (or would require to take the formal limit \( p \to \infty \)).

Another approach is [BCLR12, Theorem 7], where the existence of strong classical solutions to equation (3.2) is shown under integrability assumptions on the first two derivatives of \( W \) and boundedness of the positive part of the Laplacian of \( W \), rendering it applicable to the local behavior of repulsion kernel for \( 1 < q \leq 2 \). A recent result in [CCH, Theorem 4.1] is also applicable in this case, as the repulsive kernel fulfills the growth requirements

\[
|W'(x)| \leq \frac{C}{|x|^\alpha}, \quad |W''(x)| \leq \frac{C}{|x|^{1+a}} \quad \forall x \in \mathbb{R}^d \setminus \{0\},
\]
with \(-1 \leq \alpha < d-1 = 0\) for \( \alpha := 1 - q \), yielding a local existence result for weak measure solutions in \( P_1(\mathbb{R}) \cap L^p(\mathbb{R}) \) for \( p' < (2-q)^{-1} \).

To address the remaining case of \( W(x) \sim \pm |x| \) near 0, we could employ the arguments of [Bon11], where it is shown that while the kernel \( W \) is not \( \lambda \)-convex, the functional \( W \) for \( d = 1 \) in fact is. This follows an idea in [CDF11] where the gradient flow selects an appropriate limit of (non-unique) empirical measure solutions of equation (3.2). While not directly applicable, a possible direction towards a generalization for \( d > 2 \) can be found in [BLL11, Theorem 2.3] where well-posedness in \( L^\infty \) is shown for the Newtonian potential for \( d \geq 2 \), while \( W(x) = \pm |x| \) corresponds to the Newtonian potential for \( d = 1 \).

Summarizing, we could use [CCH, Theorem 4.1] for the case \( 1 < q \leq 2 \), and [Bon11, Theorem 4.3.1], for \( q = 1 \) to show well-posedness in our case. However, we want to present a different approach in Section 3.3 where we follow [BLL11, BDF08], in particular the proof of [BDF08, Theorem 2.9]. We work directly on the level of the pseudo-inverse of \( \mu \), providing unifying arguments for both parameter ranges in question and immediately yielding the formulation of the equation needed for the analysis of the asymptotic behavior, a purpose for which the pseudo-inverse has been very successfully employed (despite its limitation to \( d = 1 \)) as e.g. in [LT04, CT04, BDF08, FR11b, FR11a, Rao10].
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3.1.2. Asymptotic behavior of solutions

In [FR11b, FR11a, Rao10], it is shown that the asymptotic behavior of equation (3.2) depends decisively on the repulsiveness of $W$. Under strong enough regularity assumptions, convergence can only occur towards sums of Dirac measures, while singular kernels allow uniformly bounded steady states.

In our case, the specific nature of the attraction term

$$
\nabla \cdot [(\nabla \delta^V) \mu] = \nabla \cdot [(\nabla \psi_a * \omega) \mu]
$$

encourages us to look for a more specific description of the steady states. In Section 3.4, we show that for $q_a = q_r = 2$, the solution is a traveling wave with $\mu_0$ as profile which converges exponentially to match the centers of mass of $\mu_0$ and $\omega$. Moreover, for $q_a = q_r = 1$, we are able to confirm the numerical evidence from [FHS12] which suggests that for the whole range $q_a = q_r \in [1, 2)$, there will always be convergence to the given profile $\omega$. Yet, this being a natural conjecture since we have shown in Corollary 2.22 that this is indeed the unique minimizer of the associated energy functional, we did not succeed in adapting our approach in order to prove it.

3.2. The Pseudo-inverse

Here and below $\psi_r(x) = |x|^{q_r}$, $\psi_a(x) = |x|^{q_a}$, for $1 \leq q_a, q_r \leq 2$. When considering the symmetric case $q_a = q_r$, we sometimes just write $\psi = \psi_a = \psi_r$.

3.2.1. Definition and elementary properties

In one spatial dimension, we can exploit a special transformation technique which makes equation (3.1) much more amenable to estimates in the Wasserstein distance. More precisely, this distance can be explicitly computed in terms of pseudo-inverses.

**Definition 3.1 (CDF and Pseudo-Inverse).** Given a probability measure $\mu$ on the real line, we define its cumulative distribution function (CDF) as

$$
F_\mu(x) := \mu((-\infty, x]), \ x \in \mathbb{R}
$$

and its pseudo-inverse as

$$
X_\mu(z) := \inf \{x \in \mathbb{R} : F_\mu(x) > z\}, \ z \in [0, 1].
$$

Note that in some cases, $X$ indeed is an inverse of $F$. Namely, if $F$ is strictly monotonically increasing, corresponding to $\mu$ having its support on the whole of $\mathbb{R}$, then $X \circ F = \text{id}$; if $F$ is continuous, which means that it does not having any point masses, then $F \circ X = \text{id}$. However, in general we only have

$$
(X \circ F)(x) \geq x, \ x \in \mathbb{R}, \ (F \circ X)(z) \geq z, \ z \in [0, 1].
$$

Furthermore, we have the following lemmata:
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**Lemma 3.2** (Substitution formula). For all \( f \in L^1(\mu) \),
\[
\int_R f(x) \, d\mu(x) = \int_0^1 f(X(z)) \, dz.
\]  
(3.10)

**Lemma 3.3** (Formula for the Wasserstein-distance). \( [\text{CT17}] \) Section 2.2] Let \( \mu \) and \( \omega \) be two Borel measures with pseudo-inverses \( X \) and \( Y \), respectively, and \( p \in [1, \infty] \). Then,
\[
W_p(\mu, \omega) = \| X - Y \|_{L^p([0,1])} = \begin{cases} 
\left( \int_0^1 |X(z) - Y(z)|^p \, dz \right)^{1/p} & 1 \leq p < \infty, \\
\sup_{z \in [0,1]} |X(z) - Y(z)| & p = \infty.
\end{cases}
\]  
(3.11)

3.2.2. The transformed equation

In order to transform equation (3.1) in terms of the pseudo-inverse, denote by \( \mu \) one of its solutions and by \( \omega \) the given datum, as well as by \( F \) and \( G \) their respective CDFs and by \( X \) and \( Y \) their pseudo-inverses. Let us further assume for now that equality holds in the inequalities (3.9). Then we can, at least formally, compute the derivatives of these identities.

From \( F(t, X(t,z)) = z \), we get by differentiating with respect to time and space, respectively:
\[
\partial_t F(t, X(t,z)) + \partial_x F(t, X(t,z)) \cdot \partial_t X(t,z) = 0, \tag{3.12}
\]
\[
\partial_x F(t, X(t,z)) \cdot \partial_x X(t,z) = 1. \tag{3.13}
\]

From (3.12), we get
\[
\partial_t X = \left(- (\partial_x F)^{-1} \cdot \partial_t F \right) \circ X. \tag{3.14}
\]

Now we can integrate (3.1) in space to get an equation for \( \partial_t F \), namely
\[
\partial_t F = (\psi'_a \ast \omega - \psi'_r \ast \mu) \mu, \tag{3.15}
\]
where at the moment we interpret \( \mu \) as a density. Using \( \partial_x F = \mu \) and combining (3.12) and (3.13), we see that
\[
\partial_t X = -(\psi'_a \ast \omega - \psi'_r \ast \mu) \circ X = - \int_R \psi'_a(X - y) \, d\omega(y) + \int_R \psi'_r(X - y) \, d\mu(y). \tag{3.16}
\]

Using the substitution formula of Lemma 3.2, we find the formulation which we want to work with:
\[
\partial_t X(t,z) = - \int_0^1 \psi'_a(X(t,z) - Y(\zeta)) \, d\zeta + \int_0^1 \psi'_r(X(t,z) - X(t,\zeta)) \, d\zeta. \tag{3.17}
\]

In the case \( q_r = q_a = 1 \), where we assume both \( \mu \) and \( \omega \) to be absolutely continuous and \( \psi'(x) = \text{sgn}(x) \), this equation has a particular structure. Namely, by using
\[
\int_R \psi'(x - y) \, d\mu(y) = \int_R \text{sgn}(x - y) \, d\mu(y) = \mu((-\infty, x]) - \mu((x, \infty)) = 2\mu((-\infty, x]) - \mu(\mathbb{R}) = 2F(x) - 1,
\]  
(3.18)

\[
\int_R \psi'(x - y) \, d\omega(y) = \int_R \text{sgn}(x - y) \, d\omega(y) = \omega((-\infty, x]) = F(x) - 1,
\]  
(3.19)
the equation for \( q = 1 \) reads as
\[
\partial_t X(t, z) = 2 \left[ F(t, X(t, z)) - G(X(t, z)) \right],
\]
where \( F(t, x) \) denotes the CDF of \( \mu(t) \).

Note that these formal computations can sometimes be made rigorous, as we shall do in the next section. There, in the case \( q_{a_r} q_r \in [1, 2] \), we construct under certain additional assumptions a solution to equation (3.17) and prove that for all \( t \in [0, \infty) \) there is an associated measure \( \mu(t) \) with pseudo-inverse \( X(t, .) \) which fulfills (3.1) in a distributional sense.

### 3.3. Existence of solutions

Let \( q_{a_r} q_r \in [1, 2] \). Under certain further restrictions on \( \omega \) and \( \mu_0 \), we can employ a fixed-point iteration for the pseudo-inverse in \( L^\infty([0, 1]) \) to find solutions to equation (3.17), corresponding to distributional solutions of (3.1). We also want to allow the mass of \( \omega \) to be different from 1.

**Theorem 3.4 (Existence of solutions).** Let \( \omega, \mu_0 \in L^\infty_c(\mathbb{R}) \), the space of functions in \( L^\infty(\mathbb{R}) \) which are compactly supported, such that \( \omega, \mu_0 \geq 0 \) almost everywhere and
\[
\int_{\mathbb{R}} \mu_0(x) \, dx = 1, \quad \int_{\mathbb{R}} \omega(x) \, dx \in (0, \infty)
\]
Then there is a unique curve
\[
X(., .) \in C^1([0, \infty), L^\infty([0, 1]))
\]
such that

(i) \( X(0, .) \) is the pseudo-inverse of \( \mu_0 \);

(ii) for every \( t \in [0, \infty) \), \( X(t, .) \) is the pseudo-inverse of a probability measure \( \mu(t) \);

(iii) for almost all \( t \in [0, \infty) \) and every \( z \in [0, 1] \), the curve \( X(t, .) \) fulfills the pseudo-inverse formulation (3.17) if we interpret \( \psi_{a_r}' = \text{sgn}(x) \) if \( a_r = 1 \);

(iv) the curve \( \mu(t) \) is a distributional solution of the original equation (3.1), i.e. for all \( \varphi \in C_c^\infty([0, \infty) \times \mathbb{R}) \), it fulfills the weak formulation
\[
\begin{align*}
- \int_0^\infty \int_{\mathbb{R}} \partial_t \varphi(t, x) \, d\mu(t, x) \, dt &- \int_{\mathbb{R}} \varphi(0, x) \, d\mu(0, x) \\
= & \int_0^\infty \int_{\mathbb{R}} \partial_x \varphi(t, x) \cdot (\psi_{a_r}' \ast \mu(t, .)) (x) \, d\mu(t, x) \, dt \\
&- \int_0^\infty \int_{\mathbb{R}} \partial_x \varphi(t, x) \cdot (\psi_{a_r}' \ast \omega) (x) \, d\mu(t, x) \, dt.
\end{align*}
\]

This result may appear of relative novelty, as it may also be obtained by taking advantage of the smoothness and confining properties of the linear attractive term \( \nabla \cdot \left[ (\nabla \psi_{a_r} + \omega) \mu \right] \), combined with the well-posedness of the repulsive term from [BCLR12 Theorem 7], for the case \( 1 < q_r \leq 2 \), and [Bon14 Theorem 4.3.1], for \( q_r = 1 \) respectively.

One ingredient for the proof of Theorem 3.4 is the following lemma.
Lemma 3.5. Let \( \omega \in L^\infty(\mathbb{R}) \cap L^1(\mathbb{R}) \) such that \( \omega \geq 0 \). Then, \( \psi_a' \ast \omega \) is Lipschitz-continuous.

Proof. For \( q_a = 1 \), remember that we arbitrarily set \( \psi'(x) = \text{sgn}(x) \) and that we explicitly computed the convolution \( \psi_a' \ast \omega \) in (3.18), namely

\[
\psi_a' \ast \omega(x) = 2 \int_{-\infty}^{\infty} \omega(y) \, dy - \|\omega\|_1, \tag{3.24}
\]

which is obviously Lipschitz-continuous if \( \omega \in L^\infty(\mathbb{R}) \).

For \( q_a \in (1,2) \), we consider \( \psi''_a(x) = q(q-1)|x|^{q-2} \) and its convolution with \( \omega \), and we show that it is uniformly bounded, hence \( x \rightarrow \psi_a' \ast \omega(x) \) is Lipschitz continuous. As \( \psi''_a \) is integrable on \([-1,1]\) and bounded by 1 on \( \mathbb{R} \setminus [-1,1] \), one gets

\[
|\psi_a'' \ast \omega(x)| = \int_{-1}^{1} q_a(q_a - 1) |y|^{q_a-2} \omega(x-y) \, dy \tag{3.25}
+ q_a(q_a - 1) \int_{\mathbb{R} \setminus [-1,1]} |y|^{q_a-2} \omega(x-y) \, dy \tag{3.26}
\leq q_a(q_a - 1) \left( \frac{2}{q_a - 1} \|\omega\|_\infty + \|\omega\|_1 \right). \tag{3.27}
\]

\[\square\]

We follow the lines of the proof of [BDF08, Theorem 2.9], which means that below, we define a suitable operator whose fixed point will be a solution of (3.17), and then we show that this determines a solution to (3.1). As elements of novelty, two major differences with respect to [BDF08, Theorem 2.9] are in order:

- We implement a suitable time rescaling, adapted to the lack of smoothness in 0 of \( W \) for gaining contractivity of the operator, see the exponential term in (3.30) below; in particular, as \( \psi_a' \) is not Lipschitz we need to establish contractivity of the operator by a more careful analysis which requires some technicalities, see Step 2 below.
- Our way to return to solutions of the original equation (3.1) is more direct and it does not go through a smooth approximation argument, see Step 4 below.

Proof (Theorem 3.4). For now, we assume \( q_r \in (1,2] \). The arguments in the case \( q_r = 1 \) are in fact even simpler and we elaborate on them afterwards in Step 5.

In the following, let \( \alpha > 0 \) such that

\[
\omega(x) \leq \alpha^{-1}, \quad \mu_0(x) \leq \alpha^{-1}, \text{ for a.e. } x \in \mathbb{R}. \tag{3.28}
\]

1. (Definition of the operator) Let \( T > 0 \) and \( V(x) = \psi_a \ast \omega(x), \ x \in \mathbb{R} \). By the \( L^\infty \) assumption on \( \omega \) together with Lemma 3.5, \( V' \) is Lipschitz-continuous. Denote its Lipschitz-constant by \( \lambda \) and set

\[
\tilde{V}(x) := V(x) - \frac{\lambda}{2} |x|^2, \ x \in \mathbb{R}. \tag{3.29}
\]
3.3. Existence of solutions

Now, define the operator
\[
S[X](t,z) := \exp(-\lambda t)X_0(z) + \int_0^t \exp(-\lambda(t-s)) \left[ \int_0^1 \psi_t'(X(s,z) - X(s,\zeta)) \, d\zeta - \tilde{V}'(X(s,z)) \right] \, ds,
\]
on the set
\[
\mathcal{B} := \left\{ X(\cdot) \in C([0,T], L^\infty([0,1])) : X(\cdot) \text{ has a right-continuous representative and fulfills (SL)} \right\},
\]
where
\[
\frac{1}{h} (X(t, z + h) - X(t, z)) \geq a \exp(-\lambda t)
\]
for all \( h \in (0, 1) \) and \( z \in [0, 1 - h] \),
endowed with the norm
\[
\|X\|_B := \sup \{ \exp(\lambda t)\|X(t,\cdot)\|_{L^\infty} : t \in [0,T] \}.
\]
Notice that \( \tilde{V} \) is concave and hence \( \tilde{V}' \) decreasing. \( \mathcal{B} \) is actually closed in \( L^\infty([0,1]) \): Given a convergent sequence \( X_n \xrightarrow{\mathcal{B}} X \), we first remark that despite the exponential rescaling, we still have uniform convergence of \( X_n(t,\cdot) \) and therefore that \( X(t,\cdot) \) is continuous with values in \( L^\infty([0,1]) \). Now, convergence in \( L^\infty \) at each point \( t \) means that right-continuity is preserved via an \( \epsilon/3 \) argument. Finally, the expression (SL) is continuous in \( X(t,z) \) and \( X(t,z + h) \) for each \( h \), whence we can also pass to the limit there.

1. \( S \) maps \( \mathcal{B} \) into \( \mathcal{B} \). Firstly, for \( X \in \mathcal{B} \), the continuity of \( t \mapsto S[X](t,\cdot) \) from \([0,T]\) to \( L^\infty([0,1]) \) follows from the continuity of the integral defining \( S \) and by the continuity of the functions involved, which attain their maximum on the set \([0,1]\).

Secondly, ad slope condition: Let \( X \in \mathcal{B} \) (in particular non-decreasing), \( h > 0 \), \( z \in [0, 1 - h] \). By using the slope condition on \( X_0 \), the fact that \( \psi_t' \) is increasing, and that \( \tilde{V}' \) is decreasing one obtains
\[
\frac{1}{h} [S[X](t,z + h) - S[X](t,z)] \geq a \exp(-\lambda t).
\]

2. \( S \) is contractive. Let \( X, \tilde{X} \in \mathcal{B} \). Then,
\[
\exp(\lambda t) \cdot \|S[\tilde{X}](t,z) - S[X](t,z)\|
\leq \int_0^t \exp(\lambda s) \left[ \int_0^1 \left| \psi_t' \left( \tilde{X}(s,z) - \tilde{X}(s,\zeta) \right) - \psi_t' \left( X(s,z) - X(s,\zeta) \right) \right| \, d\zeta \, ds
+ \int_0^t \exp(\lambda s) \left| \tilde{V}'(\tilde{X}(s,z)) - \tilde{V}'(X(s,z)) \right| \, ds.
\]
For the term (3.34) we can simply use the Lipschitz-continuity of \( \tilde{V}' \) with Lipschitz-constant \( 2\lambda \), which yields
\[
\int_0^t \exp(\lambda s) \left| \tilde{V}'(\tilde{X}(s,z)) - \tilde{V}'(X(s,z)) \right| \, ds \leq 2\lambda \int_0^t \| \tilde{X} - X \| B \, ds \leq 2\lambda t \| \tilde{X} - X \| B.
\]
For the term (3.33), we observe that $\psi'$ is not Lipschitz-continuous. However, the slope assumption allows us to see that the part of the integral where this gets critical, i.e. where $X(s, z) - X(s, \zeta)$ is near zero, is small: Let us first assume that $\zeta \leq z$ and without loss of generality
\[
\tilde{X}(s, z) - \tilde{X}(s, \zeta) \geq X(s, z) - X(s, \zeta).
\] (3.36)

Then both evaluations of $\psi'$ lie on the positive branch of $\psi'$, while we can bound the difference of the operands by
\[
\left| |\tilde{X}(s, z) - \tilde{X}(s, \zeta)| - |X(s, z) - X(s, \zeta)| \right| \leq 2 \sup_{\zeta \in [0, 1]} |X(s, \zeta) - \tilde{X}(s, \zeta)|,\] (3.37)

while for each of them, by (SL), we have
\[
\tilde{X}(s, z) - \tilde{X}(s, \zeta) \geq ae^{-\lambda t}(z - \zeta), \quad X(s, z) - X(s, \zeta) \geq ae^{-\lambda t}(z - \zeta).
\] (3.38)

Hence, the integrand can be estimated by
\[
\left| \psi'_r(\tilde{X}(s, z) - \tilde{X}(s, \zeta)) - \psi'_r(X(s, z) - X(s, \zeta)) \right| \leq \sup_{\tilde{x} \leq x} \sup_{0 \leq \eta \leq \tilde{\eta}} (\psi'_r(x + \eta) - \psi'_r(x)),\] (3.39)

where $\tilde{x} := a \exp(-\lambda t)(z - \zeta)$ and $\tilde{\eta} := 2\delta(s)$, and we used the monotonicity of $\psi'_r$ to leave out the modulus. To visualise where this supremum is attained, one might have a look at Figure 3.1, which is actually for $x = \tilde{x}$, and $\eta = \tilde{\eta}$: Since $\psi'_r(x) = q_r \left[ x^{q_r-2} \right. x$ is strictly monotonically increasing and positive for $x > 0$, it is clear that for fixed $x$, $\eta = \tilde{\eta}$ maximizes the expression. Furthermore, setting $f(x) := \psi'_r(x + \eta) - \psi'_r(x)$, by $f'(x) = \psi''_r(x + \eta) - \psi''_r(x)$ and $\psi''_r(x) = q_r(q_r - 1) |x|^{q_r-2}$, we see that $f$ is monotonically decreasing for $x > 0$, hence the maximum w.r.t. $x$ is attained for the leftmost point $x = \tilde{x}$.
So, inserting $\tilde{x} = ae^{-\lambda t}(z - \zeta)$ and $\tilde{y} = \delta(s)$ in (3.39), and using a similar argument also for $\zeta > z$, we eventually obtain

$$\left| \psi'_{\eta}(\tilde{X}(s,z) - \tilde{X}(s,\zeta)) - \psi'_{\eta}(X(s,z) - X(s,\zeta)) \right| \leq \psi'_{\eta}(ae^{-\lambda t}|z - \zeta|) + 2\delta(s) - \psi'_{\eta}(ae^{-\lambda t}|z - \zeta|), \tag{3.40}$$

for all $\zeta \neq z$. We can now use the mean value theorem to get a linear estimate for all $\zeta \neq z$. If for example $\zeta < z$, then

$$\left| \psi'_{\eta}(\tilde{X}(s,z) - \tilde{X}(s,\zeta)) - \psi'_{\eta}(X(s,z) - X(s,\zeta)) \right| \leq 2q_r(q_r - 1)\delta(s) \sup \left\{ \eta^{q_r-2}: \eta \in [ae^{-\lambda t}(z - \zeta), ae^{-\lambda t}(z - \zeta) + 2\delta(s)] \right\}$$

$$= 2q_r(q_r - 1)(ae^{-\lambda t}(z - \zeta))^{q_r-2}\delta(s) \tag{3.41}$$

and similarly for $\zeta > z$. Integrating (3.41) with respect to $\zeta$ yields

$$\int_0^1 \left| \psi'_{\eta}(\tilde{X}(s,z) - \tilde{X}(s,\zeta)) - \psi'_{\eta}(X(s,z) - X(s,\zeta)) \right| \, d\zeta$$

$$\leq 2q_r(q_r - 1)\delta(s) \int_0^1 |ae^{-\lambda t}(z - \zeta)|^{q_r-2} \, d\zeta$$

$$= 2q_r\delta(s)(ae^{-\lambda t})^{q_r-2} \left[z^{q_r-1} + (1 - z)^{q_r-1}\right]$$

$$\leq C\delta(s) \tag{3.42}$$

with a suitable $C > 0$, as the factors apart from $\delta(s)$ are bounded for $z \in [0,1]$ and $t \in [0,T]$. Thence,

$$\int_0^t \exp(\lambda s) \int_0^1 \left| \psi'_{\eta}(\tilde{X}(s,z) - \tilde{X}(s,\zeta)) - \psi'_{\eta}(X(s,z) - X(s,\zeta)) \right| \, d\zeta \, ds \leq TC\|X - \tilde{X}\|_B, \tag{3.43}$$

in total implying that for $T$ small enough, $S$ is a contraction.

Combining the previous steps, we find a unique fixed point $X$ of $S$ using the Banach fixed point theorem, i.e. an $X \in B$ such that

$$X(t,z) = \exp(-\lambda t)X_0(z)$$

$$+ \exp(-\lambda t) \int_0^t \exp(\lambda s) \left[ \int_0^1 \psi'_{\eta}(X(s,z) - X(s,\zeta)) \, d\zeta - \tilde{V}'(X(s,z)) \right] \, ds, \tag{3.44}$$

where the integrand is continuous as a mapping $[0,t] \rightarrow L^\infty([0,1])$, again by the continuity of the involved functions and the $L^\infty$-property of $X$. Hence, the right-hand side has the desired $C^1$-regularity on $[0,T]$ and by equality in (3.44), so has $X$. 

3. (Global existence) Differentiating (3.44) with respect to time directly yields
\[
\partial_t X(t, z) = \int_0^1 \psi'_t(X(t, z) - X(t, \zeta)) \, d\zeta - V'(X(t, z)),
\]
(3.45)
hence \(X\) fulfills also the desired equation. Global existence is achieved by preventing a blowup of the \(L^\infty\)-norm, which we rule out by estimating the growth: by Lipschitz-continuity of \(V'\), the estimate \(|\psi'_t(x)| \leq q r \cdot (1 + |x|)\), and by Gronwall’s inequality, we get that
\[
\|X(t, \cdot)\|_{L^\infty} \leq (\|X_0\|_{L^\infty} + C_1 t) \exp(C_2 t).
\]
(3.46)

4. (Distributional formulation) Firstly, for every \(t \in [0, \infty)\), \(X(t, \cdot)\) is a right continuous increasing function and hence can be used to construct a probability measure on \(\mathbb{R}\): For this, apply the pseudo-inverse transform to get a right-continuous increasing function on \(\mathbb{R}\) and then use the well-known correspondence between probability measures and CDFs.

Secondly, let \(\varphi \in C^\infty_c([0, \infty) \times \mathbb{R})\). As we have \(C^1\)-regularity of the solution curve, combining this with the fundamental theorem of calculus, Fubini’s theorem and the compactness of the support of \(\varphi\), we see that
\[
\int_0^\infty \int_0^1 \frac{d}{dt} [\varphi(t, X(t, z))] \, dz \, dt = -\int_0^1 \varphi(0, X(0, z)) \, dz \quad (3.47)
\]
\[
= -\int_\mathbb{R} \varphi(0, x) \, d\mu(0, x) \quad \text{by Lemma 3.2} \quad (3.48)
\]
where the use of Lemma 3.2 is justified because \(\varphi(0, \cdot)\) is bounded and therefore in \(L^1(\mu(0))\).

On the other hand, again by the regularity of the curves and the chain rule, for all \(t \in [0, \infty)\) and almost all \(z \in [0, 1]\),
\[
\frac{d}{dt} [\varphi(t, X(t, z))] = \partial_t \varphi(t, X(t, z)) + \partial_x \varphi(t, X(t, z)) \cdot \partial_t X(t, z).
\]
(3.49)
The integral over the first term in (3.49) yields
\[
\int_0^\infty \int_0^1 \partial_t \varphi(t, X(t, z)) \, dz \, dt = \int_0^\infty \int_\mathbb{R} \partial_t \varphi(t, x) \, d\mu(t, x) \, dt,
\]
(3.50)
where we again used Lemma 3.2 as above. By inserting equation (3.45) for \(\partial_t X\), the integral over the second term in (3.49) becomes
\[
\int_0^\infty \int_0^1 \partial_x \varphi(t, X(t, z)) \cdot \partial_t X(t, z) \, dz \, dt
\]
\[
= \int_0^\infty \int_0^1 \partial_x \varphi(t, X(t, z)) \int_0^1 \psi'_t(X(t, z) - X(t, \zeta)) \, d\zeta - V'(X(t, z)) \, dz \, dt \quad (3.51)
\]
\[
= \int_0^\infty \int_0^1 \partial_x \varphi(t, X(t, z)) \left[ (\psi'_t \ast \mu(t, \cdot))(X(t, z)) - V'(X(t, z)) \right] \, dz \, dt \quad (3.52)
\]
\[
= \int_0^\infty \int_\mathbb{R} \partial_x \varphi(t, x) \cdot (\psi'_t \ast \mu(t, \cdot))(x) \, d\mu(t, x) \, dt \quad (3.53)
\]
\[
- \int_0^\infty \int_\mathbb{R} \partial_x \varphi(t, x) \cdot V'(x) \, d\mu(t, x) \, dt, \quad (3.54)
\]
which is the desired equation. The use of Lemma 32 here is justified because the involved measures are compactly supported, yielding a bound on their second moment; this results in \( \psi' \ast \mu(t) \in L^1(\mu(t)) \) and \( V' \in L^1(\mu(t)) \), which we then combine with \( \partial_x \varphi(t, \cdot) \in L^\infty(\mathbb{R}) \) to see that the integrands in the last line of (3.54) are in \( L^1(\mu(t)) \).

5. (Adjustments for \( q = 1 \)) We first simplify the pseudo-inverse formulation (3.20): Note that for a strictly increasing pseudo-inverse \( X(t, \cdot) \) with associated measure \( \mu(t) \) and CDF \( F(t, \cdot) \), \( X(t, \cdot) \) is the right-inverse of \( F(t, \cdot) \), which means that we can write (3.20) as

\[
\partial_t X(t, z) = 2F(t, X(t, z)) - 1 - V'(X(t, z)) = 2z - 1 - V'(X(t, z)). \tag{3.55}
\]

We now apply the previous arguments to find a solution to this equation and afterwards justify that \( X(t, \cdot) \) stays strictly increasing, allowing us to go back in the above equation (3.55).

As \( \omega \) was assumed to be absolutely-continuous with its density belonging to \( L^\infty(\mathbb{R}) \), the attraction potential \( V'(\cdot) \) is Lipschitz-continuous (see Lemma 3.5). Therefore, again denoting its Lipschitz-constant by \( \lambda \), we can define the operator \( S \) analogously to (3.30) using the simplified form of (3.55) as the right-hand side, i.e.

\[
S[X](t, z) := \exp(-\lambda t) X_0(z) + \int_0^t \exp(-\lambda(t - s)) \left[ 2z - 1 - \left( V'(X(s, z)) - \lambda X(s, z) \right) \right] \, ds. \tag{3.56}
\]

Step 1 may then still be applied as the integrand in (3.56) is continuous and the monotonicity arguments used in (3.32) remain true, as well. This provides us with the strict monotonicity of \( X(t, \cdot) \) for all \( t \), so we can reverse the simplification (3.55) as intended.

Now, Step 2 is actually much easier, since the mapping

\[
X \mapsto 2z - 1 - (V'(X) - \lambda X), \ X \in \mathbb{R} \tag{3.57}
\]

is obviously Lipschitz-continuous in \( X \). Finally, Steps 3 and 4 work analogously and can be followed verbatim.  

\[\square\]

### 3.4. Asymptotic behavior

#### 3.4.1. The case \( q_r = q_a = 2 \)

Let us first look at the equation for \( q = q_a = q_r = 2 \). In that case, the corresponding potentials are \( \lambda \)-convex along generalised geodesics, so we could use the extensive theory of solutions of [AGS08]. As we want to work with the pseudo-inverse formulation (3.17), we shall however use the notion of solutions provided by Theorem 3.4. Here, the solutions of (3.17) exhibit a traveling wave behavior: The profile of the initial value \( \mu_0 \) moves along the real line in the direction of the first moment of \( \omega \), which can be justified as follows:
Assume that the assumptions of Theorem 3.4 are satisfied. We compute $ψ'(x) = 2x$ and remark that equation (3.17) simplifies significantly due to the linearity of $ψ'$:

$$
\partial_t X(t,z) = - \int_0^1 2(X(t,z) - Y(\zeta)) \, d\zeta + \int_0^1 2(X(t,z) - X(t,\zeta)) \, d\zeta \tag{3.58}
$$

$$
= 2 \int_0^1 Y(\zeta) \, d\zeta - 2 \int_0^1 X(t,\zeta) \, d\zeta \tag{3.59}
$$

$$
= 2 \left( \rho_ω - \rho_{\mu(t)} \right), \tag{3.60}
$$

where by $ρ_μ$ we denote the first moment of $μ$, which we can identify with $\int_0^1 X(z) \, dz$ by Lemma 3.2. The expression (3.60) is independent of $z$, so $X$ is left untouched by the evolution except for a vertical translation, i.e.

$$
X(t,z) = X(0,z) + 2 \int_0^t \int_0^1 Y(\zeta) - X(t,\zeta) \, d\zeta. \tag{3.61}
$$

To see where our initial distribution is pulled, consider the translated quantity

$$
\overline{\mu}(t,.):= \mu(t,.)-\omega(.) \tag{3.62}
$$

and integrate (3.60) in space to get

$$
\frac{d}{dt} \rho_{\overline{\mu}(t)} = -2 \rho_{\overline{\mu}(t)}. \tag{3.63}
$$

As a result, we get exponential convergence of the first moment of $μ(t)$ to that of $ω$, while the initial profile $μ_0$ is preserved.

3.4.2. The case $q_r = 1$

Now, let us consider the case $q_r = 1$, corresponding to $ψ_r$ being a multiple of the Newtonian potential in 1D, i.e. the solution to $f'' = 2δ_0$. Here, we again want to allow $ω$ to have a mass different from 1 and just ask for $\int_R ω(x) \, dx =: m > 0$. The steady state will now be a suitable cut-off of $ψ''_a * ω$ (which stays also valid for $ψ''_a = 2δ_0$ if $q_a = 1$), which we shall firstly compute in Proposition 3.6 and then show convergence of the gradient flow towards it for $t \to \infty$ in Theorem 3.7. See Figure 3.2 for an example of the resulting $\tilde{ω}$, where we used the notation of the following Proposition 3.6.

**Proposition 3.6 (Steady states of the equation).** Let $\tilde{ω}, ω \in L_\infty^\infty(R)$ such that $\tilde{ω}, ω \geq 0$ and

$$
\int_R d\tilde{ω}(x) = 1, \quad \int_R dω(x) = m > 0. \tag{3.64}
$$

and denote their associated pseudo-inverses by $\tilde{Y}$ and $Y$, respectively.
3.4. Asymptotic behavior

If $\tilde{Y}$ fulfills the steady state equation

$$0 = -\int_0^1 \psi'_a(\tilde{Y}(t,z) - Y(\zeta)) \, d\zeta + \int_0^1 \psi'_r(\tilde{Y}(z) - \bar{Y}(\zeta)) \, d\zeta,$$

(3.65)

and we define $x_0, a, b \in \mathbb{R}$ such that

$$\psi'_a(x_0) = 0, \quad \int_{x_0}^a \psi''_a \ast \omega(x) \, dx = 1, \quad \int_b^{x_0} \psi''_a \ast \omega(x) \, dx = 1,$$

(3.66)

then

for $q_a > 1$, \hspace{1cm} $\tilde{\omega}(x) = \frac{1}{2} \psi''_a \ast \omega(x) 1_{[a,b]}(x) \text{ a.e.}$, \hspace{1cm} (3.67)

for $q_a = 1$ and $m \geq 1$, \hspace{1cm} $\tilde{\omega}(x) = \frac{1}{2} \psi''_a \ast \omega(x) 1_{[a,b]}(x) = \omega(x) 1_{[a,b]}(x) \text{ a.e.}$ \hspace{1cm} (3.68)

for $q_a = 1$ and $m < 1$, \hspace{1cm} there is no $\tilde{\omega}$ fulfilling the steady state equation \hspace{1cm} (3.65). \hspace{1cm} (3.69)

Proof. Let $V(x) := \psi_a \ast \omega(x)$, so $V'(x) = \psi''_a \ast \omega(x)$. For $q_a > 1$, $V'$ is strictly monotonically increasing, continuous and fulfills $V'(x) \to \pm \infty$ for $x \to \pm \infty$. For $q_a = 1$, by the calculation \hspace{1cm} (3.19),

$$V'(x) = 2G(x) - m, \quad x \in \mathbb{R},$$

(3.70)

where

$$G(x) := \int_{-\infty}^x \omega(x) \, dx,$$

(3.71)

so $V'$ is monotonically increasing, continuous and fulfills $V'(x) \to \pm m$ for $x \to \pm \infty$. 

Figure 3.2.: Example of an $\tilde{\omega}$ for $q_a = 1.5$
Again using (3.19) and the fact that \( \tilde{Y} \) by assumption has no point masses, the steady state equation (3.65) now reads as

\[
0 = 2z - 1 - V'(\tilde{Y}(z)) \iff V'(\tilde{Y}(z)) = 2z - 1, \quad z \in [0, 1].
\] (3.72)

In the case \( q_a > 1 \), the inverse \((V')^{-1}\) is well-defined, and its application yields

\[
\tilde{Y}(z) = (V')^{-1}(2z - 1).
\] (3.73)

Since \( z \mapsto (V')^{-1}(2z - 1) \) here is strictly monotonically increasing as well, we can compute the associated CDF \( \tilde{G} \) to \( \tilde{Y} \) as its inverse, yielding

\[
\tilde{G}(x) = \begin{cases} 
0, & V'(x) < -1, \\
\frac{1}{2} (V'(x) + 1), & V'(x) \in [-1, 1], \\
1, & V'(x) > 1.
\end{cases}
\] (3.74)

So the steady state will have its median where \( V'(x) \) has its unique zero and its density will then coincide with \( V''(x)/2 \), extending in both directions from the median until mass 1 is reached, which proves (3.67).

For \( q_a = 1 \), the steady state equation is

\[
2G(\tilde{Y}(z)) - m = 2z - 1 \iff G(\tilde{Y}(z)) = z + \frac{m - 1}{2}.
\] (3.75)

We see that for \( m < 1 \), due to \( G(x) \in [0, m] \), this will not have a solution for \( \tilde{Y} \) in the whole range \( z \in [0, 1] \), proving (3.66) (we will see in Remark 3.9 that indeed for those \( z \) where it has, there is attraction towards that profile and the rest of the mass travels towards \( \pm \infty \)). For \( m \geq 1 \), there is a unique solution due to the fact that \( G \) only fails to be invertible for those right-hand side values where the pseudo inverse \( Y \) of \( \omega \) has a jump, which corresponds to a hole in the support of \( \omega \). Since this can only occur at at most countably \( z \), meaning its complementary set is dense, \( \tilde{Y} \) is uniquely determined by the condition of being right-continuous, resulting in the CDF \( \tilde{G}(x) \)

\[
\tilde{G}(x) = \begin{cases} 
0, & G(x) < (m - 1)/2, \\
G(x) - \frac{m-1}{2}, & G(x) \in [(m - 1)/2, 1 + (m - 1)/2], \\
1, & G(x) > 1 + (m - 1)/2,
\end{cases}
\] (3.76)

which corresponds to the density of the steady state being a cut-off of \( \omega \) such that the medians coincide and again extending from there to ensure that the steady state has mass 1, which is proves (3.68).

The monotonicity of \( V' \) now also allows us to show asymptotic stability of these steady states:
3.4. Asymptotic behavior

**Theorem 3.7** (Asymptotic stability). Let $\mu_0, \omega \in L^\infty(\mathbb{R})$ such that $\mu_0, \omega \geq 0$ and

\[
\int_\mathbb{R} d\mu_0(x) = 1, \quad \int_\mathbb{R} d\omega(x) > 0. \tag{3.77}
\]

Denote by $X_0, Y$ the pseudo-inverses of $\mu_0, \omega$, respectively. By Theorem 3.4, there is a solution

\[
X \in C^1([0, \infty), L^\infty([0, 1])) \tag{3.78}
\]

of (3.20) with $X(0, \cdot) = X_0(\cdot)$ and an associated curve of probability measures $\mu(t)$ fulfilling the distributional formulation (3.23).

For $z \in [0, 1]$, let

\[
\tilde{Y}(z) := \begin{cases} (V')^{-1}(2z - 1), & q_a > 1, \\ Y(z + \frac{a - 1}{2}), & q_a = 1 \text{ and } m \geq 1, \end{cases} \tag{3.79}
\]

be the pseudo-inverses of the measures denoted by $\tilde{\omega}$ in (3.67) and (3.68), respectively.

The solution $X(t, \cdot)$ then fulfills

\[
X(t, \cdot) \xrightarrow{L^2} \tilde{Y}(\cdot) \text{ for } t \to \infty, \tag{3.80}
\]

which for the associated measures means

\[
W_2(\mu(t), \tilde{\omega}) \to 0 \text{ for } t \to \infty. \tag{3.81}
\]

**Proof.** 1. (Simplified equation) Let us begin with the observation that because Theorem 3.4 guarantees that $X(t, \cdot)$ stays strictly increasing for all times, $X(t, \cdot)$ is the right-inverse of $F(t, \cdot)$ for all times $t \geq 0$, hence $F(X) = \text{id}$ and by (3.79), equation (3.17) can be written as

\[
\partial_t X(t, z) = 2z - 1 - V'(X(t, z)) = V'(\tilde{Y}(z)) - V'(X(t, z)). \tag{3.82}
\]

2. ($L^2$-norm and pointwise distance decrease) We can compute the derivative of the $L^2$-norm between $X(t, \cdot)$ and $\tilde{Y}(\cdot)$:

\[
\frac{d}{dt} \int_0^1 |X(z) - \tilde{Y}(z)|^2 \, dz = \int_0^1 \left[ V'(\tilde{Y}(z)) - V'(X(t, z)) \right] \, dz \leq 0 \tag{3.83}
\]

by the monotonicity of $V'$ and we conclude that

\[
\|X(t, \cdot) - \tilde{Y}(\cdot)\|_{L^2} \leq \|X_0(\cdot) - \tilde{Y}(\cdot)\|_{L^2} \text{ for all } t \geq 0. \tag{3.84}
\]

The same argument can be used to see that the quadratic distance $|X(t, z) - \tilde{Y}(z)|^2$ also decreases monotonically for every $z$, by computing

\[
\frac{d}{dt} |X(t, z) - \tilde{Y}(z)|^2 = 2 \left( X(t, z) - \tilde{Y}(z) \right) \cdot \left[ (V' \circ \tilde{Y})(z) - (V' \circ X)(t, z) \right] \leq 0. \tag{3.85}
\]
3. (Vanishing dissipation) Denote the right-hand side of (3.83) by \(-2I[X(t,\cdot)]\), i.e.,

\[
I[X(t,\cdot)] := \int_0^1 (X(t,z) - \tilde{Y}(z)) \left[(V' \circ X)(t,z) - (V' \circ \tilde{Y})(z)\right] \, dz. \tag{3.86}
\]

By integrating (3.83) in time, we can conclude from

\[
\int_0^1 \left(X(t,z) - \tilde{Y}(z)\right)^2 \, dz + 2 \int_0^t I[X(\tau,\cdot)] \, d\tau = \int_0^1 \left(X(0,z) - \tilde{Y}(z)\right)^2 \, dz \tag{3.87}
\]

that

\[
\int_0^\infty I[X(\tau,\cdot)] \, d\tau < \infty. \tag{3.88}
\]

So there is a sequence \((t_k)_k \subseteq [0,\infty)\) with \(t_k \to \infty\) and \(I[X(t_k,\cdot)] \to 0\).

Furthermore, as the integrand in the definition of \(I\) is non-negative, this convergence can be interpreted as \(L^1\)-convergence of the integrand. Therefore we can extract a subsequence along which the integrand converges almost everywhere in \([0,1]\), i.e.

\[
(X(t,z) - \tilde{Y}(z)) \left[(V' \circ X)(t,z) - (V' \circ \tilde{Y})(z)\right] \to 0 \text{ for a.e.z} \tag{3.89}
\]

4. (Convergence of the pseudo-inverse a.e.) Since by Step 2 \(|X(t_k,z) - \tilde{Y}(z)|\) is monotonically decreasing for all \(z \in [0,1]\) and it is obviously bounded from below, it is a convergent sequence. Towards a contradiction, assume that for some \(z\), it was not converging to 0. Then for those \(z\) (except possibly for a null set), we would have at least

\[
V'(X(t_k,z)) \to V'(\tilde{Y}(z)) \text{ for } k \to \infty, \tag{3.90}
\]

as otherwise the convergence in (3.86) would not hold.

In the case \(q_n > 1\), we can simply continuously invert \(V'\), yielding a contradiction to the assumption that \(|X(t_k,z) - \tilde{Y}(z)|\) is bounded away from zero.

In the case \(q_n = 1\), the continuous invertibility of \(V'\) only fails at its jump points, which on the right-hand side of (3.80) occur at at most countably many points, meaning almost nowhere. For all other \(z\), there is a small neighborhood around \(\tilde{Y}(z)\) such that \(V'\) is continuous there, resulting in convergence almost everywhere as well.

Summarising, we conclude that

\[
X(t_k,z) \to \tilde{Y}(z) \text{ for } k \to \infty \text{ and a.e.z.} \tag{3.91}
\]

5. (Convergence in \(L^2\)) By the assumptions, \((X(0,z) - \tilde{Y}(z))^2\) is integrable and the sequence \((X(t_k,z) - \tilde{Y}(z))^2\) is monotonically decreasing, therefore the former is a dominating function for the latter, and by the Dominated Convergence Theorem we get convergence in \(L^2([0,1])\) along the subsequence \(t_k\). Due to the monotonicity proven in Step 2, this carries over to any sequence \(t_k \to \infty\). The convergence (3.81) in \(W_2\) of the associated measures then follows from Lemma 3.3 $\square$
Remark 3.8 (Special case $m = 1$, no $W_\infty$-convergence). If $q_a = m = 1$, then $\tilde{Y} = Y$ and we have proved $\mu(t) \to \omega$ in $P_2(\mathbb{R})$ above.

Note that in this case, we cannot in general expect $\infty$-Wasserstein-convergence: Let $\inf \text{supp } \mu_0 < \inf \text{supp } \omega$, then

$$\partial_t X(0,0) = 2 \cdot 0 - 1 - V'(X(0,0)) = 2G(X(0,0)) = 0,$$  \hspace{1cm} (3.92)

so the left edge of the support will stay stationary throughout the evolution (while the mass to the right of it will be pulled towards $\omega$).

Remark 3.9 (Traveling mass for $m < 1$). Let $q_a = 1$ and $m < 1$. For the left tail, $z \in [0,(1-m)/2)$, the pseudo-inverse equation is

$$\partial_t X(t,z) = 2z - 1 - V'(X(t,z)) = 2z - 1 + m \leq 0$$  \hspace{1cm} (3.93)

which means that the left tail of $\mu$ of mass $(1-m)/2$ will travel towards $-\infty$ and similarly, the right tail of the same mass will travel to $\infty$.

As for $z \in [(1-m)/2,1-(1-m)/2]$, we are able to define the pseudo-inverse $\tilde{Y}$ there as in (3.79) and can thence apply the same arguments as in the proof of Theorem 3.7 restricting all integrals, norms and pointwise evaluations to the interval $[(1-m)/2,1-(1-m)/2]$, to see that the restricted profile of $\mu$ there converges to $\omega$.

In total, this means that $\mu(t)$ converges vaguely to $\tilde{\omega}$ (i.e., in the duality with functions $C_0(\mathbb{R})$ which vanish at $\pm \infty$): Let $f \in C_0(\mathbb{R})$, then

$$\int_{\mathbb{R}} f(x) \, d\mu(t,x) = \int_0^1 f(X(t,z)) \, dz$$
$$= \int_{(1-m)/2}^{1-(1-m)/2} f(X(t,z)) \, dz$$
$$+ \int_0^{(1-m)/2} f(X(t,z)) \, dz + \int_{1-(1-m)/2}^1 f(X(t,z)) \, dz$$
$$\to \int_{(1-m)/2}^{1-(1-m)/2} f(\tilde{Y}(z)) \, dz = \int_{\mathbb{R}} f(x) \, d\tilde{\omega}(x), \quad t \to \infty,$$  \hspace{1cm} (3.96)

by the substitution formula (Lemma 3.2) and the Dominated Convergence Theorem.

### 3.4.3. Convergence of a subsequence to a steady state

In Sections 3.4.1 and 3.4.2, we clarified the asymptotic behavior of solutions in the cases $q_a = q_r = 2$ and $q_r = 1 < q_a \in [1,2]$. In this section we address the problem of establishing convergence to steady states in the range $1 < q_r \leq q_a < 2$. For such a purpose, we shall employ both an energy-energy-dissipation inequality combined with the moment bounds 2.35 (Theorem 2.11) and 2.164 (Theorem 2.28) in order to derive both compactness of trajectories and continuity of the dissipation.
It will turn out that such a technique is actually sharply bounded to succeed only for the range of parameters
\[ q_r \in [1, 2), \quad q_r < q_a \leq 2, \quad \text{or} \]
\[ q_r = q_a \in \{ 1, 4/3 \}, \]
leaving still open the harder problem to describe the asymptotics for \( q_r > q_a \) or \( 4/3 < q_r = q_a < 2 \). Notice that the case \((3.97)\) actually applies to all parameters in the range \([1, 2]\) as soon as the attraction is stronger than the repulsion, thanks to the additional compactness given by the confinement property of the attraction (see Section 2.1.3, in particular the proof of Theorem 2.11).

**Lemma 3.10** (Dissipation formula). Let \( q_a, q_r \in (1, 2) \) and \( X(\cdot, \cdot) \) be a solution curve to \((3.17)\) as in Theorem 3.4. Denoting the associated measures by \( \mu(\cdot, \cdot) \), we have

\[
\frac{d}{dt} \mathcal{E}[\mu(t, \cdot)] = - \int_{\mathbb{R}} \left| \psi_a' \ast \omega - \psi_r' \ast \mu(t) \right|^2 d\mu \tag{3.99}
\]

\[
= - \int_0^1 \left| \int_0^1 \left[ \psi_a(X(t, z) - Y(\zeta)) - \psi_r(X(t, z) - X(t, \zeta)) \right] d\zeta \right|^2 dz \tag{3.100}
\]

\[
= - \mathcal{D}[\mu(t)]. \tag{3.101}
\]

**Proof.** By Lemma 3.2 we can write

\[
\mathcal{E}[\mu(t)] = \int_{\mathbb{R} \times \mathbb{R}} \psi_a(x - y) \, d\omega(x) \, d\mu(y) - \frac{1}{2} \int_{\mathbb{R} \times \mathbb{R}} \psi_r(x - y) \, d\mu(x) \, d\mu(y) \tag{3.102}
\]

\[
= \int_0^1 \int_0^1 \psi_a(X(t, z) - Y(\zeta)) \, d\xi \, dz \]

\[
- \frac{1}{2} \int_0^1 \int_0^1 \psi_r(X(t, z) - X(t, \zeta)) \, d\xi \, dz. \tag{3.103}
\]

Since \( \psi'_a \) and \( \psi'_r \) are continuous functions and \( X(\cdot, \cdot) \in C^1([0, T], L^\infty[0, 1]) \), for \( t \in [0, T] \), the appearing derivatives will be bounded uniformly in \( t \), so differentiating under the integral sign is justified by the Dominated Convergence Theorem, yielding

\[
\frac{d}{dt} \mathcal{E}[\mu(t)] = \int_0^1 \int_0^1 \psi'_a(X(t, z) - Y(\zeta)) \partial_t X(t, z) \, d\zeta \, dz
\]

\[
- \frac{1}{2} \int_0^1 \int_0^1 \psi'_r(X(t, z) - X(t, \zeta)) \left( \partial_t X(t, z) - \partial_t X(t, \zeta) \right) \, d\zeta \, dz \tag{3.104}
\]

\[
= \int_0^1 \int_0^1 \left[ \psi'_a(X(t, z) - Y(\zeta)) - \psi'_r(X(t, z) - X(t, \zeta)) \right]
\]

\[
\cdot \left[ -\psi'_a(X(t, z) - Y(\zeta)) + \psi'_r(X(t, z) - X(t, \zeta)) \right] \, d\zeta \, d\xi \, dz \tag{3.105}
\]

\[
= - \int_0^1 \int_0^1 \left| \psi_a(X(t, z) - Y(\zeta)) - \psi_r(X(t, z) - X(t, \zeta)) \right| \, d\zeta \, d\xi \, dz. \tag{3.106}
\]

\[
= - \int_0^1 \left| \psi_a(X(t, z) - Y(\zeta)) - \psi_r(X(t, z) - X(t, \zeta)) \right|^2 \, d\zeta. \tag{3.107}
\]

where in equation \((3.105)\), we inserted \((3.17)\) and used the anti-symmetry of \( \psi'_r \). \( \square \)
Theorem 3.11 (Convergence up to a subsequence). Let either
\begin{equation}
1 < q_r < 2, \quad q_r < q_a < 2
\end{equation}
or
\begin{equation}
1 < q_a = q_r < \frac{4}{3}
\end{equation}
and \( \omega, \mu \) as in Theorem 3.4. Then, there is a probability measure \( \mu^* \) and a sequence \( (t_k)_{k \in \mathbb{N}} \) with \( 0 \leq t_k \to \infty \) for \( k \to \infty \) such that
\( \mu(t_k) \to \mu^* \) narrowly
\begin{equation}
\psi_a' \ast \omega(x) - \psi_r' \ast \mu^*(x) = 0, \quad x \in \text{supp}(\mu^*),
\end{equation}
i.e., \( \mu^* \) fulfills the steady state equation of the gradient flow.

Proof. We shall use a compactness argument to find the subsequence and then have to justify the continuity of \( D \) as defined in (3.101) to gain \( D[\mu^*] = 0 \) and hence equation (3.111).

By Lemma 3.10, we know that
\begin{equation}
\mathcal{E}[\mu(t)] = \mathcal{E}[\mu(0)] - \int_0^t D[\mu(\tau)] \, d\tau,
\end{equation}
where \( D[\mu(\tau)] \geq 0 \) for all \( \tau \), so the energy is decreasing and therefore bounded from above. Moreover, by its Fourier representation (2.46) for \( q_a = q_r \) and Theorem 2.11 for \( q_r < q_a \), respectively, we know that \( \mathcal{E} \) is also bounded from below, yielding convergence of the integral \( \int_0^t D[\mu(\tau)] \, d\tau \) for \( t \to \infty \) whence we can select a subsequence \( (t_k)_k \) for which
\begin{equation}
D[\mu(t_k)] \to 0, \quad k \to \infty.
\end{equation}

In the case (3.108), by the proof of Theorem 2.11, we have that the sub-levels of \( \mathcal{E} \) have uniformly bounded \( q_a \)th moment, while in the case (3.109), by Theorem 2.28, the \( q_a \)th moment uniformly bounded for all \( r < q_r/2 \), yielding tightness of \( (\mu(t_k))_k \) and uniform integrability of all smaller moments by Lemma 2.8. Hence there exist a \( \mu^* \in \mathcal{P}(\mathbb{R}) \) and a further subsequence, again denoted by \( (t_k)_k \), for which
\begin{equation}
\mu(t_k) \to \mu^* \text{ narrowly.}
\end{equation}

Now, we want to deduce \( D[\mu^*] = 0 \) by the continuity of \( D \) along the sequence \( (\mu(t_k))_k \). For this, expand \( D \) into a sum of triple integrals w.r.t. probability measures, i.e.
\begin{align*}
D[\mu] &= -\int_{\mathbb{R}^3} \psi_a'(x-y)\psi_a'(x-z) \, d\omega(y) \, d\omega(z) \, d\mu(x) \\
&\quad + \int_{\mathbb{R}^3} \psi_a'(x-y)\psi_a'(x-z) \, d\omega(y) \, d\mu(z) \, d\mu(x) \\
&\quad + \int_{\mathbb{R}^3} \psi_r'(x-y)\psi_a'(x-z) \, d\mu(y) \, d\omega(z) \, d\mu(x) \\
&\quad - \int_{\mathbb{R}^3} \psi_r'(x-y)\psi_a'(x-z) \, d\mu(y) \, d\mu(z) \, d\mu(x).
\end{align*}
To deduce the continuity of $\mathcal{D}$, we want to use a tensorization argument as in Theorem \ref{thm:tensorization}. Hence we consider narrow convergence of sequences of the type $\mu(t_k) \otimes \omega \otimes \omega$ or $\mu(t_k) \otimes \omega$ (which is true by \ref{lem:narrow_convergence} and Lemma \ref{lem:mu_tensor}) and the uniform integrability of the integrands of the integrals in \ref{eq:uniform_integrability}. For the latter it will be enough to show that they are bounded by uniformly integrable functions: Using $|x|^r \leq |x|^q + 1$ for all $x \in \mathbb{R}$ and $0 \leq r \leq q$, each of the occurring integrands can be estimated (up to a constant) by

$$
|x - y|^{q_a-1} |x - z|^{q_a-1} + |x - y|^{q_a-1} + |x - z|^{q_a-1} + 1
\leq C \left[ |x - y|^{2q_a-2} + |x - z|^{2q_a-2} + 1 \right] \quad \text{(3.116)}
$$

$$
\leq C \left[ |x|^{2q_a-2} + |y|^{2q_a-2} + |z|^{2q_a-2} \right]. \quad \text{(3.117)}
$$

The uniform integrability of the moments is now enough to deduce continuity of $\mathcal{D}$ by the Lemmata \ref{lem:narrow_convergence} and \ref{lem:mu_tensor}, yielding the claim: In the asymmetric case \ref{eq:asymmetric_case}, of a stronger attraction, $2q_a - 2 < q_a / 2$ by $q_a < 2$ and in the symmetric case \ref{eq:symmetric_case}, we have $2q_a - 2 < q_a / 2$ by $q_a < 4/3$.

\begin{remark}
(Sharpness of \ref{eq:uniform_integrability}). For our purposes, i.e., using only bounds on the moments, we cannot do better than \ref{eq:uniform_integrability} and hence not better as condition \ref{eq:asymmetric_case} as well: Formally assume $\omega = \delta_0$ (this particular choice is excluded by the $L^\infty$-assumption, but can easily be approximated with convergence in $\mathcal{D}$). Then, one of the occurring summands in \ref{eq:uniform_integrability} is

$$
\int_{\mathbb{R} \times \mathbb{R}} |x - y|^{q_a-1} |x - z|^{q_a-1} \, d\omega(y) \, d\omega(z) = |x|^{2q_a-2}, \quad \text{(3.118)}
$$

so this moment has to be uniformly integrable for our argumentation to work.
\end{remark}

\section{3.5. Conclusion}

For the first two main results, the analysis of the asymptotic behavior in Section \ref{sec:asymptotic_behavior} and Section \ref{sec:asymptotic_behavior2}, we remark that the pseudo-inverse technique proved very helpful in understanding the equation. It also revealed the special structure for $q_r = 1$ and $q_r = 2$ which we exploited, namely that in terms of the pseudo-inverse, there is a certain locality in this case which is lost for $1 < q_r < 2$, where the equation becomes highly non-local. On the other hand, we remark that for the arguments in Section \ref{sec:asymptotic_behavior2}, as in the first part of this work, Section \ref{sec:introduction}, the Fourier representation was indispensable to understand the compactness properties for a wider range of parameter combinations.

Finally, there is a large range of parameters for which the asymptotic behavior remains still open, in particular the specific characterization of the steady states, which is likely to necessitate additional or completely different techniques compared to the ones used here.
A. Conditionally positive definite functions

In order to compute the Fourier representation of the energy functional $E$ in Section 2, we used the notion of generalized Fourier transforms and conditionally positive definite functions from [Wen05], which we would like to briefly introduce here.

Our representation formula (2.58) is a consequence of Theorem A.7 below, which serves as a characterization theorem in the theory of conditionally positive definite functions:

**Definition A.1.** [Wen05, Definition 8.1] Let $P_k(\mathbb{R}^d)$ denote the set of polynomial functions on $\mathbb{R}^d$ with degree less or equal than $k$. We call a continuous function $\Phi : \mathbb{R}^d \to \mathbb{C}$ conditionally positive semi-definite of order $m$ if for all $N \in \mathbb{N}$, pairwise distinct points $x_1, \ldots, x_N \in \mathbb{R}^d$ and $\alpha \in \mathbb{C}^N$ with

$$\sum_{j=1}^N \alpha_j p(x_j) = 0, \quad \text{for all } p \in P_{m-1}(\mathbb{R}^d),$$

the quadratic form given by $\Phi$ is non-negative, i.e.

$$\sum_{j,k=1}^N \alpha_j \alpha_k \Phi(x_j - x_k) \geq 0.$$ (A.1)

Moreover, we call $\Phi$ conditionally positive definite of order $m$ if the above inequality is strict for $\alpha \neq 0$.

A.1. Generalized Fourier transform

When working with distributional Fourier transforms, which can serve to characterize the conditionally positive definite functions defined above, it can be opportune to further reduce the standard Schwartz space $S$ to functions which in addition to the polynomial decay for large arguments also exhibit a certain decay for small ones. This way, one can elegantly neglect singularities in the Fourier transform which could otherwise arise.

**Definition A.2** (Restricted Schwartz class $S_m$). [Wen05, Definition 8.8] Let $S$ be the space of functions in $C^\infty(\mathbb{R}^d)$ which for $|x| \to \infty$ decay faster than any fixed polynomial. Then, for $m \in \mathbb{N}$, we denote by $S_m$ the set of those functions in $S$ which additionally fulfill

$$\gamma(\xi) = O(|\xi|^m) \quad \text{for } \xi \to 0.$$ (A.3)

Furthermore, we shall call an (otherwise arbitrary) function $\Phi : \mathbb{R}^d \to \mathbb{C}$ slowly increasing if there is an $m \in \mathbb{N}$ such that

$$\Phi(x) = O(|x|^m) \quad \text{for } |x| \to \infty.$$ (A.4)
Definition A.3 (Generalized Fourier transform). [Wen05, Definition 8.9] For \( \Phi : \mathbb{R}^d \to \mathbb{C} \) continuous and slowly increasing, we call a measurable function \( \hat{\Phi} \in L^2_{\text{loc}}(\mathbb{R}^d \setminus \{0\}) \) the generalized Fourier transform of \( \Phi \) if there exists an integer \( m \in \mathbb{N}_0 \) such that

\[
\int_{\mathbb{R}^d} \Phi(x) \hat{\gamma}(x) \, dx = \int_{\mathbb{R}^d} \hat{\Phi}(\xi) \gamma(\xi) \, d\xi \quad \text{for all } \gamma \in S_{2m}. \tag{A.5}
\]

Then, we call \( m \) the order of \( \hat{\Phi} \).

Note that the order here is defined in terms of \( 2^m \) instead of \( m \).

The consequence of this definition is that we ignore additive polynomial factors in \( \Phi \) which would translate to Dirac distributions in the Fourier transform:

Proposition A.4. [Wen05, Proposition 8.10] If \( \Phi \in \mathbb{P}_{m-1}(\mathbb{R}^d) \), then \( \Phi \) has the generalized Fourier transform 0 of order \( m/2 \). Conversely, if \( \Phi \) is a continuous function which has generalized Fourier transform 0 of order \( m/2 \), then \( \Phi \in \mathbb{P}_{m-1}(\mathbb{R}^d) \).

Sketch of proof. The first claim follows from the fact that multiplication with polynomials corresponds to computing derivatives of the Fourier transform: By condition (A.3), all derivatives of order less than \( m \) of a test function \( \gamma \in S_m \) have to vanish.

The second claim follows from considering the coupling \( \int_{\mathbb{R}^d} \Phi(x) \hat{g}(x) \, dx \) for a general \( g \in S \) and projecting it into \( S_m \) by setting

\[
\gamma(x) := g(x) - \sum_{|\beta|<m} \frac{D^{\beta}g(0)}{\beta!} x^\beta \chi(x), \quad x \in \mathbb{R}^d, \tag{A.6}
\]

with a \( \chi \in C^\infty_0(\mathbb{R}^d) \) which is 1 close to 0. \( \square \)

A.2. Representation formula for conditionally positive definite functions

Before proceeding to prove Theorem [A.7], we need two lemmata. The first one is the key to applying the generalized Fourier transform in our case, namely that functions fulfilling the decay condition (A.3) can be constructed as Fourier transforms of point measures satisfying condition (A.1). The second one recalls some basic facts about the Fourier transform of the Gaussian, serving to pull the exponential functions in Lemma [A.5] into \( S_m \).

Lemma A.5. [Wen05, Lemma 8.11] Given pairwise distinct points \( x_1, \ldots, x_N \in \mathbb{R}^d \) and \( a \in \mathbb{C}^N \setminus \{0\} \) such that

\[
\sum_{j=1}^N a_j p(x_j) = 0, \quad \text{for all } p \in \mathbb{P}_{m-1}(\mathbb{R}^d), \tag{A.7}
\]

then

\[
\sum_{j=1}^N a_j e^{i \xi_j \cdot \xi} = O(|\xi|^m) \quad \text{for } |\xi| \to 0. \tag{A.8}
\]
Proof. Expanding the exponential function into its power series yields
\[\sum_{j=1}^{N} \alpha_j e^{ix_j \cdot \xi} = \sum_{k=0}^{\infty} \frac{i^k}{k!} \sum_{j=1}^{N} \alpha_j (x_j \cdot \xi)^k,\] (A.9)
and by condition [A.7] its first m terms vanish, giving us the desired behavior.

Lemma A.6. [Wen05, Theorem 5.20] Let l > 0 and \(g_l(x) := (1/\pi)^{d/2} e^{-|x|^2} / (4l)\). Then,
a) \(\hat{g}_l(\xi) = e^{-|\xi|^2/(4l)}\);
b) for \(\Phi: \mathbb{R}^d \to \mathbb{C}\) continuous and slowly increasing, we have
\[\Phi(x) = \lim_{l \to \infty} (\Phi * g_l)(x).\] (A.10)

Theorem A.7. [Wen05, Corollary 8.13] Let \(\Phi: \mathbb{R}^d \to \mathbb{C}\) be a continuous and slowly increasing function with a non-negative, non-vanishing generalized Fourier transform \(\hat{\Phi}\) of order m that is continuous on \(\mathbb{R}^d \setminus \{0\}\). Then, we have
\[\sum_{j,k=1}^{N} \alpha_j \delta_{x_j - x_k} \Phi(x_j - x_k) = \int_{\mathbb{R}^d} \left| \sum_{j=1}^{N} \alpha_j e^{ix_j \cdot \xi} \right|^2 \Phi(\xi) \, d\xi.\] (A.11)

Proof. Let us start with the right-hand side of the claimed identity (A.11): By Lemma A.5, the function
\[f(\xi) := \left| \sum_{j=1}^{N} \alpha_j e^{ix_j \cdot \xi} \right|^2 \hat{g}_l(\xi)\] (A.12)
is in \(\mathcal{S}_{2m}\) for all \(l > 0\). Moreover, by the Monotone Convergence Theorem,
\[\int_{\mathbb{R}^d} \left| \sum_{j=1}^{N} \alpha_j e^{ix_j \cdot \xi} \right|^2 \Phi(\xi) \, d\xi = \lim_{l \to \infty} \int_{\mathbb{R}^d} \left| \sum_{j=1}^{N} \alpha_j e^{ix_j \cdot \xi} \right|^2 \hat{g}_l(\xi) \Phi(\xi) \, d\xi\] (A.13)
and
\[= \lim_{l \to \infty} \int_{\mathbb{R}^d} \left( \sum_{j=1}^{N} \alpha_j e^{ix_j \cdot \cdot \cdot} \hat{g}_l(\cdot) \right)^\wedge (x) \Phi(x) \, dx.\] (A.14)

Now, by Lemma A.6(b)
\[\left( \sum_{j=1}^{N} \alpha_j e^{ix_j \cdot \cdot \cdot} \hat{g}_l(\cdot) \right)^\wedge (x) = \hat{g}_l * \left( \sum_{j=1}^{N} \alpha_j \delta_{x_j} \right) * \left( \sum_{j=1}^{N} \alpha_j \delta_{-x_j} \right)(x)\] (A.15)
\[= \hat{g}_l * \left( \sum_{j=1}^{N} \alpha_j \delta_{x_j} \right) * \left( \sum_{j=1}^{N} \alpha_j \delta_{-x_j} \right)(x)\] (A.16)
and therefore

\[ \lim_{l \to \infty} \int_{\mathbb{R}^d} \left( \left| \sum_{j=1}^{N} \alpha_j e^{i x_j} \right|^2 \right) \wedge (x) \Phi(x) \, dx \]

\[ = \lim_{l \to \infty} \int_{\mathbb{R}^d} \Phi(x) g_l \left( \sum_{j=1}^{N} \alpha_j \delta_{x_j} \right) \ast \left( \sum_{j=1}^{N} \overline{\alpha_j} \delta_{-x_j} \right) (x) \, dx \]  
(A.17)

\[ = \lim_{l \to \infty} \sum_{i,j=1}^{N} \int_{\mathbb{R}^d} \alpha_i \overline{\alpha_j} \Phi(x) g_l (x - (x_i - x_j)) \, dx \]  
(A.18)

\[ = \lim_{l \to \infty} \sum_{i,j=1}^{N} \int_{\mathbb{R}^d} \alpha_i \overline{\alpha_j} \Phi(x - (x_i - x_j)) g_l (x) \, dx \]  
(A.19)

\[ = \sum_{i,j=1}^{N} \alpha_i \overline{\alpha_j} \Phi(x_i - x_j) \]  
(A.20)

by Lemma A.6.

### A.3. Computation for the power function

Given Theorem A.7, we are naturally interested in the explicit formula for the power function

\[ x \mapsto |x|^q \]  
for \( q \in [1, 2) \). It is a nice example of how to pass from an ordinary Fourier transform to the generalized Fourier transform by extending a formula by means of complex analysis.

Our starting point will be the multiquadric

\[ x \mapsto \left( c^2 + |x|^2 \right)^{\beta} \]  
for \( \beta < -d/2 \), whose Fourier transform involves the modified Bessel function of the third kind:

**Definition A.8 (Modified Bessel function).** [Wen05, Definition 5.10] For \( \nu \in \mathbb{C} \), \( z \in \mathbb{C} \) with \( |\arg z| < \pi/2 \), set

\[ K_\nu(z) := \int_0^\infty \exp(-z \cosh(t)) \cosh(\nu t) \, dt, \]  
(A.21)

the modified Bessel function of the third kind of order \( \nu \in \mathbb{C} \).

**Theorem A.9.** [Wen05, Theorem 6.13] For \( c > 0 \) and \( \beta < -d/2 \),

\[ \Phi(x) = (c^2 + |x|^2)^\beta, \quad x \in \mathbb{R}^d, \]  
(A.22)

has the Fourier transform

\[ \hat{\Phi}(\xi) = (2\pi)^{d/2} \frac{2^{1+\beta}}{\Gamma(-\beta)} \left( \frac{|\xi|^2}{c} \right)^{-\beta - d/2} K_{d/2+\beta}(c |\xi|). \]  
(A.23)

The next lemma provides the asymptotic behavior of the involved Bessel function for large and small values, which we need for the following proof.
Lemma A.10 (Estimates for $K_v$). a) \[\text{[Wen05 Lemma 5.14] For } \nu \in \mathbb{C}, r > 0,\]
\[
|K_v(r)| \leq \begin{cases} 
2^{\Re(\nu) - 1} \Gamma(|\Re(\nu)|) r^{-\Re(\nu)}, & \Re(\nu) \neq 0, \\
\frac{1}{\nu} - \log \frac{1}{\nu}, & r < 2, \Re(\nu) = 0.
\end{cases} \quad (A.24)
\]

b) For large $r$, $K_v$ has the asymptotic behavior
\[
|K_v(r)| \leq \sqrt{\frac{2\pi}{r}} e^{-r \Re(\nu)^2 / (2r)}, \quad r > 0. \quad (A.25)
\]

Theorem A.11. a) \[\text{[Wen05 Theorem 8.15] } \Phi(x) = (c^2 + |x|^2)^{\beta}, \quad x \in \mathbb{R}^d \text{ for } c > 0 \text{ and } \beta \in \mathbb{R} \setminus \frac{1}{2}\mathbb{N}_0 \text{ has the generalized Fourier transform}\]
\[
\hat{\Phi}(\xi) = (2\pi)^{d/2} \frac{\Gamma(1+\beta)}{\Gamma(-\beta)} \left( \frac{\xi}{c} \right)^{-\beta-d/2} K_{d/2+\beta}(c |\xi|), \quad \xi \neq 0 \quad (A.26)
\]
of order $m = \max(0, [2\beta]/2)$.

b) \[\text{[Wen05 Theorem 8.16] } \Phi(x) = |x|^\beta, \quad x \in \mathbb{R}^d \text{ with } \beta \in \mathbb{R}_+ \setminus \mathbb{N} \text{ has the generalized Fourier transform}\]
\[
\hat{\Phi}(\xi) = (2\pi)^{d/2} \frac{\Gamma(1+\beta)}{\Gamma(-\pi/2)} |\xi|^{-\beta-d}, \quad \xi \neq 0. \quad (A.27)
\]
of order $m = [\beta]/2$.

Proof. a) We can pass from formula \[\text{(A.23)}\] to \[\text{(A.26)}\] by analytic continuation, where the increasing $m$ serves to give us the needed dominating function.

Let $G = \{ \lambda \in \mathbb{C} : \Re(\lambda) < m \}$ and
\[
\varphi_\lambda(\xi) := (2\pi)^{d/2} \frac{\Gamma(1+\lambda)}{\Gamma(-\lambda)} \left( \frac{|\xi|}{c} \right)^{-\lambda-d/2} K_{d/2+\lambda}(c |\xi|) \quad (A.28)
\]
\[
\Phi_\lambda(\xi) := (c^2 + |\xi|^2)^\lambda. \quad (A.29)
\]

We want to show
\[
\int_{\mathbb{R}^d} \Phi_\lambda(\xi) \gamma(\xi) \, d\xi = \int_{\mathbb{R}^d} \varphi_\lambda(\xi) \gamma(\xi) \, d\xi, \quad \text{for all } \gamma \in S_2m, \quad (A.30)
\]
which is true for $\lambda < d/2$ by \[\text{(A.23)}\]. As the integrands $\Phi_\lambda$ and $\varphi_\lambda$ are analytic, the integral functions are also analytic by Cauchy’s Integral Formula and Fubini’s Theorem if we can find a uniform dominating function for each of them on an arbitrary compact set $C \subseteq G$. As this is clear for $\Phi_\lambda$ by the decay of $\gamma \in S$, it remains to consider $\varphi_\lambda$.

Setting $b := \Re(\lambda)$, for $\xi$ close to 0 we get by estimate \[\text{(A.24)}\] of Lemma A.10 that
\[
|\varphi_\lambda(\xi) \gamma(\xi)| \leq C\gamma \frac{b^{b+d/2} \Gamma(|b+d/2|)}{|\Gamma(-\lambda)|} c^{b+d/2-|b+d/2|} |\xi|^{-b-d/2-|b+d/2|+2m} \quad (A.31)
\]
for \( b \neq -d/2 \) and
\[
|\varphi_\lambda(\xi)\gamma(\xi)| \leq C_{\lambda} \frac{2^{1-d/2}}{|\Gamma(-\lambda)|} \left( \frac{1}{e} - \log \frac{c|\xi|}{2} \right),
\] (A.32)
for \( b = -d/2 \). Taking into account that \( \mathcal{C} \) is compact and \( 1/\Gamma \) is an entire function, this yields
\[
|\varphi_\lambda(\xi)\gamma(\xi)| \leq C_{\lambda,m,c}\mathcal{C} \left( 1 + |\xi|^{-d+2\epsilon} - \log \frac{c|\xi|}{2} \right),
\] (A.33)
with \( |\xi| < \min \{1/c,1\} \) and \( \epsilon := m - b \), which is locally integrable.

For \( \xi \) large, we similarly use estimate (A.25) of Lemma [A.10] to obtain
\[
|\varphi_\lambda(\xi)\gamma(\xi)| \leq C_{\lambda,\gamma,m,c,e} 2^{1+b} \sqrt{2\pi} |\xi|^{b+(d-1)/2} |\xi|^{-b-(d+1)/2} e^{-c|\xi|^d} e^{(b+d)/2/(2c|\xi|)}
\] (A.34)
and consequently
\[
|\varphi_\lambda(\xi)\gamma(\xi)| \leq C_{\gamma,m,c,e} e^{-c|\xi|},
\] (A.35)
which certainly is integrable.

b) We want to pass to \( c \to 0 \) in formula (A.26). This can be done by applying the Domi-
inated Convergence Theorem in the definition of the generalized Fourier transform (A.5).
Writing \( \Phi_c(x) := \left( c^2 + |x|^2 \right)^{\beta/2} \) for \( c > 0 \), we know that
\[
\tilde{\Phi}_c(\xi) = \varphi_c(\xi) := (2\pi)^{d/2} 2^{1+\beta/2} \frac{|\xi|^{b+(d-1)/2}}{|\Gamma(-\beta/2)|} \left( c |\xi| \right)^{(\beta+d)/2} K_{(\beta+d)/2}(c |\xi|).
\] (A.36)
By using the decay properties of a \( \gamma \in S_{2m} \) in the estimate (A.31), we get
\[
|\varphi_c(\xi)\gamma(\xi)| \leq C_{\gamma} \frac{2^{\beta+d/2}|\Gamma((\beta+d)/2)|}{|\Gamma(-\beta/2)|} |\xi|^{2m-\beta-d} \quad \text{for } |\xi| \to 0
\] (A.37)
and
\[
|\varphi_c(\xi)\gamma(\xi)| \leq C_{\gamma} \frac{2^{\beta+d/2}|\Gamma((\beta+d)/2)|}{|\Gamma(-\beta/2)|} |\xi|^{-\beta-d},
\] (A.38)
yielding the desired uniform dominating function. The claim now follows by also taking
into account that
\[
\lim_{r \to 0} r^{\nu} K_\nu(r) = \lim_{r \to 0} 2^{\nu-1} \int_0^\infty e^{-t} e^{-r^2/(4t)} t^{\nu-1} \, dt = 2^{\nu-1} \Gamma(\nu).
\] (A.39)

\[ \square \]

**Remark A.12** (Fractional orders). In Theorem [A.11] we have slightly changed the statement
compared to the reference in order to allow orders which are a multiple of \( 1/2 \) instead of just integers. This makes sense because the definition of the order involves the space \( S_{2m} \) due to
its purpose in the representation formula of Theorem [A.7] involving a quadratic functional. However, in Section 2.3 we needed the generalized Fourier transform in a linear context.

Fortunately, the proofs we repeated here from [Wen05], still apply: All integrability arguments remain true when permitting multiples of \( 1/2 \), in particular the estimates of (A.31) and (A.37).
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