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ABSTRACT. We introduce new types of local algorithms, which we call “ASI Algorithms”, and use them to demonstrate a link between descriptive and computable combinatorics. This allows us to unify arguments from the two fields, and also sometimes to port arguments from one field to the other. As an example, we generalize a computable combinatorics result of Kierstead [Kie81], and use it to get within one color of the Baire measurable analogue of Vizing’s Theorem. We also improve Kierstead’s result for multigraphs along the way.

1. Introduction

In this paper, we consider combinatorial problems on graphs, e.g. proper coloring, from an abstract point of view. Actually, we shall work on structured graphs instead:

Definition 1.1. A structured graph is a structure in a finite language extending the usual language of graphs (in which there is a single binary relation symbol interpreted as adjacency) and whose restriction to that sublanguage is a graph. I.e., such that the interpretation of the adjacency symbol is symmetric and irreflexive.

Informally, all this means is that we expand the language of our graphs with extra predicates, so that we can encode information like orientations, multiple edges, and so on.

For $G$ a structured graph, $V(G)$ will always denote the vertex set of $G$. $\rho_G$ will denote the path metric induced by $G$, for $X \subset V(G)$, $B_G(X, r)$ the radius $r$ ball around $X$ with respect to $\rho_G$. By default, all graphs in this paper are locally finite.

Definition 1.2. A coloring problem is a tuple $(\Pi, \Gamma)$, where $\Gamma$ is a class of structured graphs (e.g. bipartite, maximum degree $\Delta$, etc.) and $\Pi$ is a class of functions $V(G) \to HF$ for $G \in \Gamma$ such that

1. A structured graph $G$ is in $\Gamma$ if and only if all of its connected components are, and $\Gamma$ is closed under isomorphism.
2. A function $c : V(G) \to HF$ is in $\Pi$ if and only if its restriction to each connected component of $G$ is, and $\Pi$ is closed under pushforwards via isomorphisms.
We call elements of $\Pi \cdot \Pi$-colorings. Here and throughout, $HF$ denotes the set of hereditarily finite sets.

Typically, in the coloring problems we are interested in, $\Pi$ will be so called locally checkable \cite{NS93}. Somewhat informally, this means that membership of a coloring of in $\Pi$ is determined by its restriction to balls of a fixed finite diameter. For example, whether a coloring is proper can be determined by looking at all radius 1 balls. More formally, we have:

**Definition 1.3.** A coloring problem $(\Pi, \Gamma)$ is called locally checkable if there is an $n \in \omega$ and a function $P : HF \to 2$ such that for any $G \in \Gamma$ and $c : V(G) \to HF$, $c \in \Pi$ if and only if for each $x \in V(G)$, $P$ returns 0 when applied to any rooted structured graph $\mathcal{H} \in HF$ isomorphic to the rooted structured graph $G \upharpoonright B_G(x, n)$ with root $x$.

Moreover, it is called a computable locally checkable labeling problem if $P$ can be chosen to be computable.

Definition 1.3 is not important for much of this paper beyond the fact that it provides some cultural background on the types of combinatorial problems we are mostly interested in. It is, however, a good starting point for the notion of a local algorithm. Again informally, a local algorithm is some procedure on a structured graph which ends in each vertex outputting some label which depends only on some finite radius ball around that vertex. Thus for example a locally checkable labelling problem amounts to a local algorithm where these output labels are always 1 or 0.

In Section 2 of this paper, we will formally define a new sort of local algorithm, which we call an ASI-algorithm.

Our motivation for doing this comes from two fields of what might be called “definable combinatorics.” In the first, “descriptive combinatorics.” We work with graphs on spaces which are nice from the point of view of descriptive set theory, e.g. standard Borel or Polish, and are interested in finding solutions to coloring problems which, as functions, are similarly nice, e.g. Borel, Lebesgue measurable, or Baire measurable. In the second, “computable combinatorics”. Our graphs are on e.g. the natural numbers, and we are interested in finding solutions to coloring problems which, as functions, are e.g. computable. Some formal definitions are in order:

**Definition 1.4.** Let $G$ be a structured graph, and $c : V(G) \to HF$ a coloring of $G$.

1. $G$ is called Borel if $V(G)$ is a Polish space, and all the relations/functions are Borel in/between the appropriate space/spaces.
2. In the situation of (1), $c$ is called Borel if it is Borel as a function, where HF is given the discrete topology.
3. $G$ is called computable if $V(G)$ is a computable subset of HF, and all the relations and functions are computable.
4. In the situation of (3), $G$ is moreover called highly computable if the function $\deg_G : V(G) \to \omega$ is computable.
In the situation of (3), $c$ is called computable if it is computable as a function.

The connection between local algorithms and descriptive combinatorics is an active area of current study; See [Ber20], [GR21], and [BCG*21]. A major theme in these works is that local algorithms can provide a unified setting in which to frame the combinatorial core of results in descriptive combinatorics. Our paper is an attempt to continue this tradition. In fact, our notion of an ASI algorithm seems closely related to the notion of a TOAST algorithm from [GR21]. See Section 4.3 for further discussion.

The connection between computable combinatorics and descriptive set theory does not seem well known, but as we hope to show in this paper, this is an avenue ripe for study. The project represented by this paper began with the observation that several results and techniques from descriptive combinatorics were analogous to those from computable combinatorics for highly computable graphs. For example, the bound on Baire measurable chromatic numbers due to Conley and Miller [CM16] matches that for computable chromatic numbers of highly computable graphs due to Schmerl [Sch80], and is proved using similar ideas. Furthermore, the example found by the second author [Wei22] showing the Baire measurable bound to be tight uses the exact same combinatorial trick as the example Schmerl uses to show his computable bound to be tight.

The language of ASI algorithms gives us a formal way of unifying these arguments. By Theorems 2.9 (together with work from other papers, see Theorem 2.10 and 2.13) if a coloring problem can be solved with an ASI algorithm, it can be solved in the highly computable setting, as well as in various descriptive settings.

Though unification is valuable in its own right, we can also use ASI algorithms to transfer known results from one area into new results in another. For example, as a corollary of our Theorem 3.7 we get:

**Corollary 1.5.** Let $G$ be a multigraph with maximum edge multiplicity $p$.

1. If $G$ is a Borel multigraph on a Polish Space, $\chi'_{BM}(G) \leq \chi'(G) + p \leq \Delta(G) + 2p$
2. If, in (1), $\mu$ is a Borel probability measure on $V(G)$ and $G$ is $\mu$-hyperfinite, the same bound holds for $\chi'_{\mu}$.
3. If $G$ is a highly computable multigraph, the same bound holds.

Note that the second inequality $\chi'(G) + p \leq \Delta(G) + 2p$ is just the classical Vizing’s theorem for multigraphs. For $p = 1$, (3) was shown by Kierstead [Kie81]. Recognizing Kierstead’s proof as essentially an ASI algorithm allowed us to quickly obtain (1) and (2) in this case. Furthermore, the abstraction provided by the ASI algorithm setting made it more transparent how to adjust the proof for the case $p > 1$, allowing us to obtain the full versions of all three results. (The bound obtained in [Kie81] for $p > 1$ was
worse by about $\sqrt{\chi'(G)}$ additional colors, and it was left open whether it could be improved.)

In the descriptive setting (1) and (2) seem completely new. For simple graphs, the best existing bound in these settings seems to have been $\Delta + O((\log^2 \Delta)\sqrt{\Delta})$. This was pointed out to us by Anton Bernshteyn; it follows from a recent randomized distributed algorithm for edge coloring [CHL+19] and a theorem of his linking such algorithms and measurable colorings [Ber20]. It should be noted though that this bound holds in the measurable setting even without an assumption of hyperfiniteness.

For multigraphs Matt Bowen has shown (personal communication) that $\chi'_{BM}(G) \leq \lceil \frac{3\Delta}{2} \rceil + 1$, and likewise for measure chromatic numbers with hyperfiniteness. This is close to best possible in general, but is improved by our bound when $\Delta$ is much greater than the maximum edge multiplicity.

We note that in both the descriptive and computable settings, whether a definable coloring using $\Delta + 1$ colors when $p = 1$ can always be found remains a major open question.

In Section 3, we shall go over several such examples: Coloring problems for which known constructions from definable combinatorics can be re-cast as ASI algorithms. Many questions remain about which results from descriptive combinatorics can receive this treatment, and we list these and other further questions in Section 4. Also in Section 4 are several quick non-examples (problems which we prove cannot be solved by our ASI algorithms) which provide partial answers to some of these questions.

2. ASI Algorithms

2.1. Basic Definitions.

Definition 2.1. Let $s \in \omega$. An ASI-$s$ algorithm is a function $A$ which on input $H = (H, <, U_0, \ldots, U_s, C)$, where $H$ is a finite structured graph, $<$ is a linear order on $V(H)$, $C \subset V(H)$, and the $U_i$’s give a partition of $V(H)$, returns a coloring $C \to \mathbb{N}$, and such that if $\phi: H \to H'$ is an isomorphism, $A(H) = A(H') \circ (\phi \upharpoonright C)$.

Thus, the input to $A$ is really the isomorphism type of the structure $H$. The purpose of the linear order $<$ is to make $H$ uniquely isomorphic to a canonical isomorphic structure in HF. Thus it is performing a role similar to that of the unique vertex labels in the deterministic model of local algorithms. Note then that $A$ can be construed as a real HF $\to$ HF.

Definition 2.2. $A$ as above is computable if it is computable as a real HF $\to$ HF.

We now describe what it means to “run” such an algorithm on a graph:

Definition 2.3. Let $s, r, n \in \omega$. Let $G = (G, <, U_0, \ldots, U_s)$, where $G$ is a (possibly infinite) locally finite structured graph, $<$ is a linear order on $V(G)$, and the $U_i$’s give a partition of $V(G)$ which moreover has the property
that for each $i$, $G^r \upharpoonright U_i$ is component finite. Call such a partition an ASI-s witness for $G$ with scale $r$.

Let $\mathcal{C} := \bigsqcup_i \{ C \mid C$ is a connected component of $G^r \upharpoonright U_i \}$, and let $\tilde{G}$ be the graph on $\mathcal{C}$ in which components $C, D \in \mathcal{C}$ are adjacent if $\rho_{\tilde{G}}(C, D) \leq r$.

Let $\mathcal{A}$ be an ASI-s algorithm. $\mathcal{A}_n$ applied to $G$, denoted $\mathcal{A}_n[G]$, is the coloring $V(G) \to HF$ defined as follows: For each $C \in \mathcal{C}$, color $C$ according to $\mathcal{A}(G \upharpoonright W, < \upharpoonright W, U_0 \cap W, \ldots, U_s \cap W, C)$, where

$$W = \bigcup\{ D \in \mathcal{C} \mid \rho_{\tilde{G}}(C, D) \leq n \}.$$ 

For the above definition to make sense, $W$ must be finite. This is indeed the case, as $\tilde{G}$ is locally finite since $G$ is locally finite and each element of $\mathcal{C}$ is finite.

Finally, we describe what it means for an ASI algorithm to “solve” a coloring problem.

**Definition 2.4.** Let $(\Pi, \Gamma)$ be a coloring problem, and $s, r, n \in \omega$. We say an ASI-s algorithm $\mathcal{A}$ solves $(\Pi, \Gamma)$ in $n$ stages with scale $r$ if whenever $G = (G, <, U_0, \ldots, U_s)$ is as in Definition 2.3 with $G \in \Gamma$, $\mathcal{A}_n[G] \in \Pi$.

If there exists such an $\mathcal{A}, s, r, n$, we say $(\Pi, \Gamma)$ is in the class ASI($s$). If moreover $\mathcal{A}$ is computable we say it is in the class ASI$_c$(s).

By our definition of coloring problem, it is equivalent to only consider connected $G \in \Gamma$.

As an example/sanity check, let’s discuss the case $s = 0$:

**Proposition 2.5.** Let $(\Pi, \Gamma)$ be a coloring problem. The following are equivalent:

1. Every finite $G \in \Gamma$ admits a $\Pi$-coloring.
2. $(\Pi, \Gamma) \in$ ASI($0$).

Moreover, if $\Pi$ is a computable locally checkable coloring problem, we can add:

3. $(\Pi, \Gamma) \in$ ASI$_c$(0).

**Proof.** (2) $\Rightarrow$ (1): If $G \in \Gamma$ is finite, then for any linear order $<$ of $V(G)$, $(G, <, V(G))$ meets the hypotheses of Definition 2.4, so the algorithm witnessing (2) must produce a $\Pi$-coloring of $G$.

(1) $\Rightarrow$ (2)/(3): When $s = 0$, Definition 2.4 is vacuous for infinite connected $G$’s, and if $G \in \Gamma$ is finite and connected, we can just define $\mathcal{A}$ so that $\mathcal{A}(G, <, V(G), V(G))$ is always some $\Pi$-coloring of $G$. Moreover, if $\Pi$ is a computable locally checkable coloring problem, we can make $\mathcal{A}$ computable by computably enumerating the functions $V(G) \to HF$, and stopping when we find one in $\Pi$.

Evidently, the $s = 0$ case is somewhat degenerate, and we shall mostly ignore it for the remainder of the paper. We now describe the relationship between different $s > 0$: 
Proposition 2.6. If $s \leq s'$, $\text{ASI}_{(c)}(s') \subset \text{ASI}_{(c)}(s)$.

Proof. Suppose the ASI-$s'$ algorithm $\mathcal{A}'$ solves $(\Pi, \Gamma)$ in $n$ stages with scale $r$. The following defines an ASI-$s$ algorithm $\mathcal{A}$ which solves $(\Pi, \Gamma)$ in $n$ stages with scale $r$:

$$\mathcal{A}(H, <, U_0, \ldots, U_s, C) = \mathcal{A}'(H, <, U_0, \ldots, U_s, \emptyset, \ldots, \emptyset, C).$$

This works because if $G$ is a graph and $U_0, \ldots, U_s$ an ASI-$s$ witness for $G$ with scale $r$, then $U_0', \ldots, U_s'$ is an ASI-$s'$ witness for $G$ with scale $r$, where $U_i' = U_i$ for $i \leq s$ and $U_i' = \emptyset$ otherwise.

Finally note that $\mathcal{A}$ is clearly computable if $\mathcal{A}'$ is. □

2.2. From ASI Algorithms to Descriptive Combinatorics. We now explain the connection between these algorithms and descriptive combinatorics. The name “ASI” stands for “asymptotic separation index”, the following parameter introduced in [CJM+20a]:

Definition 2.7. Let $G$ be a locally finite Borel graph. The asymptotic separation index of $G$, denoted $\text{asi}(G)$, is the least $s \in \omega$ such that for all $r \in \omega$, $G$ admits an ASI-$s$ witness $U_0, \ldots, U_s$ with scale $r$ where each $U_i$ is Borel, or $\infty$ if there is no such $s$.

Definition 2.8. A coloring problem $(\Pi, \Gamma)$ is in the class $\text{asi}(s)$ if whenever $G \in \Gamma$ is Borel and has $\text{asi}(G) \leq s$, it admits a Borel $\Pi$-coloring.

Theorem 2.9. For all $s \in \omega$, $\text{ASI}(s) \subset \text{asi}(s)$.

Proof. Suppose the ASI-$s$ algorithm $\mathcal{A}$ solves $(\Pi, \Gamma)$ in $n$ stages with scale $r$. Let $U_0, \ldots, U_s$ be a Borel ASI-$s$ witness for a Borel structured graph $G \in \Gamma$ with scale $r$. Let $<$ be a Borel linear order on $X := V(G)$. Then $\mathcal{A}[\mathcal{G}]$, where $\mathcal{G} = (G, <, U_0, \ldots, U_s)$, is a $\Pi$-coloring of $G$, so it suffices to show it is Borel.

For this, it suffices to show the map $X \to \text{HF} \times \text{HF}$ given by $x \mapsto (H, x')$, where $H$ is the canonical HF representative of the isomorphism type of the structured graph $(G \upharpoonright W, < \upharpoonright W, U_0 \cap W, \ldots, U_s \cap W, C)$ from Definition 2.3 where $C$ is the unique component in $C$ containing $x$ and $x'$ is the image of $x$ under the isomorphism, is Borel. (Since $\mathcal{A}[\mathcal{G}]$ is the composition of this map with $(H, x') \mapsto \mathcal{A}(H)(x')$.) This is clear since $G, <$, and all the $U_i$’s are Borel. □

By Theorem 2.9 and the following results, exhibiting an ASI algorithm to solve a problem has consequences in several definable settings:

Theorem 2.10 (CM16, Mil09, CJM+20a). Let $G$ be a locally finite Borel graph.

1. There is a Borel $G$-invariant comeager set $C \subset V(G)$ such that $\text{asi}(G \upharpoonright C) \leq 1$. 
(2) If \( \mu \) is a Borel probability measure on \( V(G) \), likewise for \( \mu \)-conull if \( G \) is \( \mu \)-hyperfinite.

(3) If every connected component of \( G \) has two ends, \( \text{asi}(G) = 1 \).

(4) If \( G \) is generated by the Borel action of a finitely generated group with polynomial growth rate, \( \text{asi}(G) \leq 1 \).

2.3. From ASI Algorithms to Computable Combinatorics. We now turn to the computable setting. To prove that ASI algorithms are useful in this setting, we need some analogue of Theorem 2.10 telling us that we can at least sometimes effectively find ASI witnesses. In fact, the next lemma says that we always can, provided our graph is highly computable. The ideas in the construction have their origin in [Bea76], but were refined in [Sch80] and [Kie81].

Lemma 2.11. Let \( G \) be a highly computable graph and \( r \in \omega \). Then we can find an ASI-1 witness \( U_0, U_1 \subset V(G) \) with scale \( r \) such that \( U_0 \) and \( U_1 \) are computable.

Proof. Since \( G^r \) is still highly computable, it suffices to show this for \( r = 1 \). We can also assume WLOG that \( V(G) \subset \omega \).

For \( x \in V(G) \), let \( f(x) \) be a \( y \in V(G) \) minimizing \( y + \rho_G(x, y) \), (with ties broken arbitrarily). Let \( g(x) = f(x) + \rho_G(x, f(x)) \). Note that \( f \) and \( g \) are computable: computing them requires only searching over vertices \( y \leq x \) and paths starting at \( x \) of length less than \( x \). For \( i \in 2 \), let \( U_i = \{ x \in V(G) \mid g(x) \equiv i \pmod{2} \} \). These sets are computable since \( g \) is, and they clearly partition \( V(G) \).

It remains to show that each \( G \upharpoonright U_i \) is component finite. Note that if \( (x, x') \in G, |g(x) - g(x')| \leq 1 \). To see this, note that if \( y = f(x) \), then \( g(x') \leq y + \rho_G(x', y) \leq y + \rho(x, y) + 1 = g(x) + 1 \). Therefore, since \( g \) is integer valued, \( g \) must be constant on any given \( G \upharpoonright U_0 \) or \( G \upharpoonright U_1 \) component, say \( C \), say with value \( c \). But then every vertex in \( C \) lies within distance \( c \) of \( \{0, \ldots, c\} \subset V(G) \), and since \( G \) is locally finite there are only finitely many such vertices. \( \square \)

As promised, this gives us an analogue of Theorem 2.9

Definition 2.12. A coloring problem \((\Pi, \Gamma)\) is in the class \( \text{HComp} \) if whenever \( G \in \Gamma \) is highly computable, it admits a computable \( \Pi \)-coloring.

Theorem 2.13. \( \text{ASI}(1) \subset \text{HComp} \).

Proof. Suppose the computable ASI-1 algorithm \( A \) solves \((\Pi, \Gamma)\) in \( n \) stages with scale \( r \), and let \( G \in \Gamma \) be highly computable. By the lemma, let \( U_0, U_1 \) be a computable ASI-1 witness for \( G \) with scale \( r \). Let \( < \) be a computable linear order on \( X := V(G) \) (which clearly exists). Then \( A[G] \), where \( G = (G, <, U_0, U_1) \), is a \( \Pi \)-coloring of \( G \), so it suffices to show it is computable. This is clear as in the proof of Theorem 2.9. \( \square \)
3. Examples

3.1. An Alternate Viewpoint. In this section, we give some examples of ASI algorithms which solve a few natural locally checkable coloring problems.

As is done in the world of distributed algorithms, we shall immediately abandon the formalism of Definitions 2.1 and 2.3 in favor the following: To describe a computable ASI-\( s \) algorithm \( \mathcal{A} \) running for \( n \) stages with scale \( r \), we shall imagine we have a structure \( \mathcal{G} = (G, <, U_0, \ldots, U_s) \) as in Definition 2.3, and imagine each \( G' \upharpoonright U_i \)-component (the elements of \( \mathcal{C} \)) as a sort of processor which has access to the restriction of \( \mathcal{G} \) to it, and is capable of performing computations and sending messages to its neighboring components in \( \hat{\mathcal{G}} \). We shall thus describe \( \mathcal{A} \) as a procedure which runs for \( n \) stages, where in each stage, each of these components performs an arbitrary amount of computation, then sends messages to all of its neighbors. At the end of the procedure, each component needs to decide how to color itself.

To ease this process further, throughout this section, when we are in the midst of describing an ASI algorithm, we shall reserve all the variable symbols from the previous paragraph for the roles they had in that paragraph, not quantifying or declaring them except to specify additional hypotheses.

3.2. Vertex Coloring. Let’s start with the following easy example where no rounds of communication are needed. Let us write \( C_i \) for the set of \( G' \upharpoonright U_i \)-components, so that for example \( C = \bigcup_i C_i \). Note that each \( C \in C \) has access to which \( C_i \) it comes from.

**Proposition 3.1.** Let \( k, s \in \omega \). Let \( \Gamma \) be the class of \( k \)-colorable graphs, and \( \Pi \) the problem of proper \( k(s + 1) \)-coloring. Then \((\Pi, \Gamma) \in \text{ASI}_{\text{c}}(s)\). In fact, there is a witnessing algorithm which runs for 0 stages.

**Proof.** We will use the scale \( r = 1 \). For each \( i \leq s \), just have each \( C \in C_i \) pick some proper coloring for \( G \upharpoonright C \) using the colors \( \{ik, ik + 1, \ldots, ik + (k - 1)\} \). Such a coloring exists since \( \chi(G \upharpoonright C) \leq \chi(G) \leq k \), and of course we can effectively choose one. This algorithm works because if there is an edge between different \( C, D \in C \), then \( C \) and \( D \) use disjoint sets of colors. \( \square \)

Note the hidden role of the linear order \(<\) on the vertices in the above argument. What we really mean when we say “effectively choose some \( k \)-coloring”, is that we have fixed some computable way of choosing, giving some \( k \)-colorable \((H, <) \in \text{HF}\), with \(<\) a linear order on \( V(H) \), a \( k \)-coloring of \( H \), (for example, just choose the least such coloring according to some computable well order of HF.) and we are coloring \( C \) accordingly, using that \((G \upharpoonright C, < \upharpoonright C)\) is uniquely isomorphic to a canonical such \( H \). This is an important procedure that will be used in all our ASI algorithms. Henceforth, we will just say, e.g. “choose a coloring”, without any mention of effectiveness or the above details.

With some communication, the number of colors needed can be reduced. The following is essentially from [CJM+20b]. That paper showed that the
problem from the theorem is in the class \( \text{asi}(s) \). For \( s = 1 \), it was also shown in \cite{Sch80} that the problem is in the class HComp. Thus, by Theorems 2.9 and 2.13, this theorem is a common generalization of both.

**Theorem 3.2.** Let \( k, s \), and \( \Gamma \) as in the previous Proposition, but now let \( \Pi \) be the problem of proper \( k(s + 1) - s \)-coloring. Then \( (\Pi, \Gamma) \in \text{ASI}_c(s) \).

**Proof.** We will use the scale \( r = 4 \). For each \( i \leq s \) and \( C \in C_i \), have \( C \) choose a proper \( k \)-coloring of \( G \mid B_G(C, 1) \), call it \( c^i_C \), say using the colors \( \{0, 1, \ldots, k - 1\} \). Note by the choice of \( r = 4 \) that each \( c^i := \bigcup_{C \in C} c^i_C \) is a proper coloring.

Now, following \cite{CJM+20}, define \( d : V(G) \to \{0\} \cup (s + 1) \times (k - 1) \) by \( d(x) = 0 \) if \( c^i(x) = k - 1 \) for each \( i \) such that \( x \in \text{dom}(c^i) \), and \( d(x) = (i, c^i(x)) \) for \( i \) least such that the above fails otherwise. Clearly our ASI algorithm can compute \( d \), since each \( C \in \check{C} \) just needs to know the colorings \( c^i_D \) for \( D \in B_G(C, 1) \). It is easy to check that \( d \) is a proper coloring, and it uses the promised number of colors.

The following definition will be useful:

**Definition 3.3.** Let \( N, R \in \omega \). We say \( E \subset V(G) \) is \((N, R)\)-subordinate if each component of \( G^R \mid E \) is contained in the union of some radius \( N \) ball in \( \G \). (In particular, \( G^R \mid E \) is component finite).

The proof of Theorem 3.2 illustrates how this is helpful for coloring problems: It used that for each \( i \), the set \( B(U_i, 1) \) was \((1, 1)\)-subordinate. Thus, our ASI algorithm could make decisions locally about how to color \( B(U_i, 1) \)-components (choosing the colorings \( c^i_D \)) without worrying about global coherence (hence \( c^i \) was still a proper coloring).

### 3.3. Perfect Graphs

We now turn to some examples from \cite{Kie81}. The following is an analogue of Lemma 2.1 from \cite{BW21}.

**Lemma 3.4.** Let \( k, l_1, l_2 \in \omega \) with \( r \geq 2 \cdot k \cdot \max(l_1, l_2) + 1 \). In a constant number of stages, we can compute sets \( S^j_i \subset V(G) \) for \( j < s \) and \( i < k \) such that, letting \( S_i = \bigcup_j S^j_i \):

1. Each \( B_G(S^j_i, l_1) \) is \((1, 1)\)-subordinate.
2. For each \( j \) and \( i \neq i' \), \( \rho_G(S^j_i, S^{i'}_i) \geq l_2 \).
3. Each \( V(G) \setminus S_i \) is \((1, 1)\)-subordinate.

**Proof.** WLOG, \( l_1 = l_2 = l \). Each \( S^j_i \) will be the set of points whose distance from \( U_j \) is exactly \( l \cdot i \). By choice of \( r \) we can compute these sets after 1 stage, and property (2) is automatic.

For property (3), let \( x_0, \ldots, x_m \) be a \( G \)-path in \( V(G) \setminus S_i \). Suppose first that \( x_0 \in B(C, l \cdot i) \) for some \( C \in C_j \) for some \( j < s \). Then since this path avoids \( S_i \), its distance from \( U_j \) can never reach \( l \cdot i \), so by choice of \( r \) it must be contained in \( B_G(C, l \cdot i) \), and hence the union of \( B_G(C, 1) \). Otherwise, \( x_0 \in U_s \) and has distance greater than \( l \cdot i \) from each \( U_j \) with \( j < s \), and so...
clearly our path can never reach any \( U_j \) with \( j < s \), and so is contained in a component in \( C_s \).

Property (1) is similar: If \( x_0, \ldots, x_m \) is a \( G \)-path in some \( B_G(S_j^1, l) \) with \( x_0 \in B_G(C, l \cdot (i + 1)) \) for \( C \in C_j \), then by choice of \( r \) the whole path must in fact be contained in \( B_G(C, l \cdot (i + 1)) \), and hence the union of \( B_G(C, 1) \).

Our two examples from [Kie81] will make similar use of this lemma. We start with a result about vertex colorings of perfect graphs. Recall that a graph is called perfect if the chromatic number of each of its induced subgraphs is equal to the size of the largest clique contained in that subgraph.

**Theorem 3.5.** Let \( k, s \in \omega \), \( \Gamma \) be the class of \( k \)-colorable perfect graphs and \( \Pi \) the problem of proper \( k \)-coloring. Then \( (\Pi, \Gamma) \) is \( \text{ASL}(s) \).

For \( s = 1 \), it was shown in [Kie81] that this problem is in \( \text{HComp} \), and our proof is directly based on the proof of that result. In the descriptive combinatorics setting, the result seems new, although the main result in [BW21] can be seen as a special case of it (since König’s theorem can be seen as saying that the edge graphs of bipartite graphs are perfect).

The following lemma gives the inductive step in our algorithm:

**Lemma 3.6.** Suppose \( r \geq 4 \). Let \( k \in \omega \), \( G' \subseteq G \) a perfect subgraph with \( \chi(G') \leq k + 1 \). Let \( S_j^j \subseteq V(G) \) for each \( j < s \) be such that each \( B_G(S_j^j, 1) \) and \( V(G) \setminus S \) are \((1, 1)\)-subordinate, where \( S := \bigcup_j S_j^j \).

From this data, we can compute in a constant number of stages (but depending on \( s \)) \( G' \)-independent sets \( A \) and \( B^j \) for \( j < s \) such that:

1. For each \( j \), \( B^j \subseteq B_G(S_j^j, 1) \).
2. Letting \( G'' = G' \upharpoonright V(G') \setminus (A \cup \bigcup_j B^j) \), \( \chi(G'') \leq k \).

**Proof.** First, pick a proper \( k + 1 \)-coloring, say \( c \), of \( G' \upharpoonright V(G) \setminus S \), say using the colors \( \{0, \ldots, k\} \). As explained after Definition 3.3, this can be done in a constant number of rounds by our ASI algorithm by the subordination hypothesis: Each \( G' \upharpoonright (V(G) \setminus S) \)-component can be colored separately and arbitrarily (note \( G' \subseteq G \)). Similarly, for each \( j \), pick a proper \( k + 1 \)-coloring using the same colors, say \( d^j \), of \( G' \upharpoonright B_G(S_j^j, 1) \). Let \( A = c^{-1}(\{0\}) \), and \( B^j = (d^j)^{-1}(\{0\}) \) for each \( j \). These sets are independent by definition of proper coloring, and (1) is clearly satisfied.

It remains to check (2). By the perfection of \( G' \), it suffices to show that every \( k + 1 \)-clique in \( G' \) has at least one vertex in \( A \cup \bigcup_j B^j \). Let \( K \subseteq V(G) \) be such a clique. If \( K \) meets some \( S_j^j \), then it is contained in \( B_G(S_j^j, 1) \) since \( G' \subseteq G \), so it was properly colored by \( d^j \), but \( d^j \) was a \((k + 1)\)-coloring, so some vertex of \( K \) must have gotten the color 0 and thus be put in \( B^j \). Else, \( K \) is contained in \( V(G) \setminus S \), and we can make the same argument with \( c \) in place of \( d^j \) to see some vertex of \( K \) is in \( A \). \( \square \)

We can now prove the theorem:
Proof. We assume \( G \) is perfect and \( k \)-colorable. We wish to apply Lemma 3.4 with \( k = k \), \( l_1 = 1 \), and \( l_2 = 3 \). Thus we use the scale \( r \) required by the lemma, and we get sets \( S_i^j \) as in the lemma. Let \( G_0 = G \).

Let \( i < k \), and suppose inductively that we have computed some induced subgraph \( G_i = G \mid V(G_i) \) with \( \chi(G_i) \leq k - i \). By Lemma 3.6 in a constant number of additional rounds, we can compute independent sets \( A_i, B_i^0, \ldots, B_i^{s-1} \subset V(G_i) \) such that \( B_i^j \subset B_G(S_i^j, 1) \) for each \( j \) and, letting \( G_{i+1} = G_i \mid V(G_i) \setminus (A_i \cup \bigcup_j B_i^j) \), \( \chi(G_{i+1}) \leq k - i - 1 \). Thus the inductive hypothesis is maintained.

At the end, we have \( \chi(G_k) = 0 \), and so \( V(G_k) = \emptyset \). I.e, the independent sets we removed along the way cover \( V(G) \). Also, for each \( j \), \( B^j := \bigcup_i B_i^j \) is still independent by condition (2) from Lemma 3.4. Thus the \( A_i \)'s and \( B_j^i \)'s give a proper \( k + s \)-coloring of \( G \). \( \Box \)

3.4. Edge Colorings. Our second example from [Kie81] concerns edge colorings. Recall that the following gives Corollary 1.5.

**Theorem 3.7.** Let \( k, p, s \in \omega \). Let \( \Gamma \) be the class of multigraphs of \( k \)-edge colorable multigraphs with maximum edge multiplicity at most \( p \) and \( \Pi \) the problem of proper \( k + ps \)-edge coloring. Then \( (\Pi, \Gamma) \in \text{ASI}_c(s) \).

As we mentioned in the introduction, while the \( s = 1 \), \( p = 1 \) version of this problem is shown to be in HComp in [Kie81] (and the proof of that result is the basis of our proof), the bound in that paper for \( p > 1 \) (see Corollary 3.2) is worse than the one which follows from our result and Theorem 2.13. In the descriptive combinatorics setting, this bound seems to completely new.

We will follow the same outline as we did in the proof of Theorem 3.5, but the finite combinatorial analysis will be more difficult. Our main tool here is the following form of the Vizing adjacency lemma for multigraphs ([EFK84], Theorem 6):

**Theorem 3.8.** Let \( H \) be a multigraph with maximum degree at most \( k \in \omega \), and \( e \) an edge between vertices \( x, y \in V(H) \). Letting \( p_H(x', y') \) denote the number of edges in \( H \) between vertices \( x' \), and \( y' \), suppose

1. \( \chi'(H - \{e\}) \leq k \)
2. For every \( z \in N_H(\{x\}) \), \( \deg_H(z) \leq k - p_H(x, z) + 1 \)
3. The number of \( z \neq y \) for which equality holds in the previous condition is at most \( k - \deg_H(y) - p_H(x, y) + 1 \).

Then also \( \chi'(H) \leq k \).

We will use the following consequence of this theorem, which is an analog of Lemma 4.0 from [Kie81] for multigraphs:

**Lemma 3.9.** Let \( H \) be a multigraph with maximum degree at most \( k \in \omega \), maximum edge multiplicity at most \( p \in \omega \), and \( U \subset V(H) \). Suppose

1. \( \chi'(H \upharpoonright (V(H) \setminus U)) \leq k \).
2. For every \( y \in N_H(U) \), \( \deg_H(y) \leq k - p \).
Then also $\chi'(H) \leq k$.

Proof. We add one edge from $H \setminus (H \cap (V(H) \setminus U))$ at a time, using Theorem 3.8 each time to argue that the edge chromatic number stays below $k$. Indeed, if $e$ is an added edge and we apply the theorem with $x$ and endpoint of $e$ in $U$, then for all $z \in N_H(\{x\})$, the inequality in (2) of the theorem is strict by hypothesis (2) of this lemma. Thus (2) and (3) from the theorem hold, as desired. \hfill \Box

Before moving on, we pause to note that greedy algorithms can easily be carried out in our setting. The following formalizes this obvious fact in one specific instance which we will use:

Lemma 3.10. Let $G' \subset G$ a multigraph and $M' \subset G'$ a matching, and suppose $r \geq 4$ (recall this is our scale).

From this data, in a constant number of stages (but depending on $s$), we can compute a maximal matching $M \supset M'$ of $G'$.

Proof. For each $j \leq s$, $B_G(U_j, 1)$ is $(1,1)$-subordinate, so going one $j$ at a time, we can greedily add edges with both endpoints in $B_G(U_j, 1)$ to our matching. Since any edge of $G$ is contained in some $B_G(U_j, 1)$, the matching we end up with will be maximal. \hfill \Box

We can now give the inductive step in our algorithm. It is analogous to Lemma 3.6.

Lemma 3.11. Let $k \in \omega$. Let $G' \subset G$ a multigraph with maximum edge multiplicity at most $p \in \omega$, and $\chi'(G') \leq k + 1$. Let $S^j \subset V(G)$ for each $j < s$ be such that each $B_G(S^j, 3)$ and $V(G) \setminus S$ are $(1,1)$-subordinate, where $S := \bigcup_j S^j$.

From this data, we can compute in a constant number of stages (but depending on $s$) matchings $M$ and $N^j_i$ for $i < p$, $j < s$ such that:

1. For each $i, j$, each edge of $N^j_i$ is contained in $B_G(S^j, 3)$.
2. Letting $G'' = G \setminus (M \cup \bigcup_{i,j} N^j_i)$, $\chi'(G'') \leq k$.

Proof. As in the proof of Lemma 3.6, use the subordination hypothesis to pick a proper $k + 1$-edge coloring $d^j : G' \upharpoonright B_G(S^j, 3) \rightarrow k + 1$ for each $j$. For each $j$ and $i < p$, let $N^j_i = (d^j)^{-1}(\{i\})$. These are matchings by definition of proper edge coloring, and clearly condition (1) is satisfied.

Let $G^* = G \setminus \bigcup_{i,j} N^j_i$. By the subordination hypothesis once again, pick a proper $k + 1$-edge coloring $c : G^* \upharpoonright (V(G) \setminus S) \rightarrow k + 1$. By Lemma 3.10, we can compute a maximal matching, say $M$, of $G^*$ with $c^{-1}(\{0\}) \subset M$. Then $G'' = G^* \setminus M$.

It remains to check $\chi'(G'') \leq k$. First note $\Delta(G'') \leq k$: If $x \in B_G(S^j, 2)$ for some $j$, then $B_{G'}(\{x\}, 1) \subset B_G(S^j, 3)$, so $d^j$ gave a $k + 1$-coloring of the $G'$-edges with $x$ as an endpoint. We removed $p$ color sets in the construction of $G^*$, though, so in fact

$$\deg_{G''}(x) \leq \deg_{G^*}(x) \leq k + 1 \leq k.$$
Else, $B_{G'}(\{x\}, 1) \subset V(G) \setminus S$, so the same argument with $c$ in place of $d$ works.

Let $W = \{x \in B_G(S, 2) \mid \deg_{G''}(x) > k - p\}$. We wish to apply Lemma 3.9 with $H = G''$ and $U = T := W \cap B_G(S, 1)$. For condition (2) from the lemma, it suffices to show $W$ is $G''$-independent. Suppose to the contrary $x, y \in W$ are adjacent. By the inequality in the previous paragraph, we must then have $\deg_{G''}(x) = \deg_{G''}(y) = k - p + 1$. In the construction of $G''$ from $G'$, though, we removed a maximal matching, and so the degree of at least one of $x$ and $y$ must have dropped by one, contradicting the definition of $W$.

For condition (1), we need to see $\chi'(G'' \restriction (V(G) \setminus T)) \leq k$. Call this graph $H$. We will apply Lemma 3.9 to $H$ with $U = S \setminus W$. For condition (2) from the lemma, note that if $y \in N_H(S \setminus W)$, $y \in B_G(S, 1) \setminus W$, so $\deg_H(y) \leq \deg_{G''}(y) \leq k - p$ by definition of $W$. Condition (1) of the lemma holds since $c$ was a $k + 1$ coloring of $G' \restriction (V(G) \setminus S)$ and we removed a color in building $G''$.

We can now prove the theorem:

**Proof.** We assume $G$ is a multigraph of maximum edge multiplicity at most $p$ and $\chi'(G) \leq k$. We wish to apply Lemma 3.4 with $k = k$, $l_1 = 3$, and $l_2 = 6$. Thus we use a scale $r$ big enough to meet the requirements of the lemma, and also with $r \geq 4$. Thus we get sets $S_i^j$ as in the lemma. Let $G_0 = G$.

Let $i < k$, and suppose inductively that we have computed some $G_i \subset G$ with $\chi'(G_i) \leq k - i$. By Lemma 3.11 in a constant (depending on $s$) number of additional rounds, we can compute matchings $M_i$ and $N_{i,j}^l \subset G_i$ for $l < p$, $j < s$ so that each edge of each $N_{i,j}^l$ is contained in $B_G(S_i^j, 3)$ and, letting $G_{i+1} = G_i \setminus (M_i \cup \bigcup_{l,j} N_{i,j}^l)$, $\chi'(G_{i+1}) \leq \chi'(G) - i - 1$. Thus the inductive hypothesis is maintained.

At the end, we have $\chi'(G_k) = 0$, and so $G_k$ is empty. I.e, the matchings we removed along the way union to all of $G$. Furthermore, for each fixed $j < s$ and $l < p$, $N_{i,l}^j := \bigcup_i N_{i,j}^l$ is still a matching by condition (1) of Lemma 3.11 and condition (2) of Lemma 3.4. Therefore the $M_i$’s and $N_{i,j}^l$’s give a proper $k + ps$-edge coloring of $G$. □

4. **Further questions**

4.1. **Relationships Between Different ASI-classes.** In Section 2 we defined several classes of coloring problems, and proved easy inclusions between many of them. It is natural to ask whether any of these inclusions is tight.

An open question from [CJM+20a] is whether there is any Borel graph $G$ with $1 < \text{asi}(G) < \omega$. The following is the natural analogue of this question for ASI algorithms:
**Question 1.** Are any of the inclusions in Proposition 2.6 strict for $s \geq 1$?

Though it is hard to imagine what a Borel graph with “intermediate asi” would look like, it does not seem too far-fetched that some combinatorial argument could prove some of the bounds from Section 3 for $s > 1$ to be tight. For example, a special case of Theorem 3.2 is that if $\Gamma$ is the class of acyclic graphs and $\Pi$ is the problem of proper $s+2$-coloring, then $(\Pi, \Gamma) \in \text{ASI}_c(s)$. We can therefore ask if $s+1$ colors are enough when $s > 1$:

**Question 2.** Let $s > 1$. With $\Gamma$ as in the previous paragraph and $\Pi$ the problem of proper $s+1$-coloring. Is $(\Pi, \Gamma) \in \text{ASI}(s)$?

As suggested, a negative answer to this would totally answer Question 1, showing that in fact all of the inclusions are strict. We remark that game theoretic methods have been very effective at finding negative answers for this coloring problem in related contexts. (This is why we have chosen it as a candidate for getting at Question 1.) For example, see [BCG+21] for the deterministic local algorithm context, or [Mar16] for the Borel context.

We can also ask whether there are any non-contrived differences between ASI and ASI$_c$:

**Question 3.** Let $s > 0$. Is there any computable locally checkable coloring problem which is in ASI$(s)$ but not ASI$_c$(s)?

The restriction to computable locally checkable coloring problems is necessary to avoid trivial counterexamples. For example, $\Gamma$ could be the class of graphs with vertex labels from the set of turing machines, and $\Pi$ could be the problem where each vertex must output whether its turing machine will halt.

4.2. **How much can we unify?** It is also natural to ask about the strictness of inclusions between our ASI classes and established classes of problems from definable combinatorics. Let us make the following definitions:

**Definition 4.1.** Let $(\Pi, \Gamma)$ be a coloring problem.

1. $(\Pi, \Gamma)$ is in the class Baire if whenever $G \in \Gamma$ is Borel, it admits a Baire measurable $\Pi$-coloring.
2. $(\Pi, \Gamma)$ is in the class HypMeas if whenever $G \in \Gamma$ is Borel and $\mu$ is a Borel probability measure on $V(G)$ for which $G$ is $\mu$-hyperfinite, $G$ admits a $\mu$-measurable $\Pi$-coloring.

Thus, by Theorems 2.9 and 2.10, ASI(1) $\subset$ Baire and ASI(1) $\subset$ HypMeas. These inclusions, and the one from Theorem 2.13, cannot all be equalities since the classes Baire, HypMeas, and HComp do not all coincide, even for computable locally checkable labeling problems. We go over some examples of differences between them now:

First, let $\Gamma$ be the class of all graphs, and $\Pi$ the problem of labeling vertices with natural numbers so that no label is repeated on any connected component. Clearly $(\Pi, \Gamma)$ is not in Baire or HypMeas, as a Borel graph
admitting a Borel II-coloring must have a smooth connectedness equivalence relation. On the other hand, \((\Pi, \Gamma)\) is clearly in HComp, as there are computable bijections between HF and \(\omega\).

Note that the previous problem is not locally checkable. We would like to ask whether there are any examples as above with II locally checkable. Unfortunately, the lack of any restriction on \(\Gamma\) still allows for vacuous counterexamples. We do not know a natural but not overly restrictive restriction on \(\Gamma\), so we simply ask our question for several concrete cases:

**Question 4.** Let \((\Pi, \Gamma)\) be a locally checkable coloring problem with \(\Gamma\) either the class of all graphs, the class of acyclic graphs, or the class of degree regular graphs. If \((\Pi, \Gamma) \in \text{HComp}\), is it in Baire? is it in HypMeas?

In the other direction, we can show that Baire \(\cap\) HypMeas is not contained in HComp even for locally checkable problems. Let \(\Gamma\) be the class of bipartite graphs equipped with a binary predicate, say \(\triangleright\), whose restriction to each connected component is a well order. Let \(\Pi\) be the problem of proper 2-coloring.

First, \((\Pi, \Gamma) \in \text{Baire} \cap \text{HypMeas}\) because, in fact, every Borel \(G \in \Gamma\) admits a Borel proper 2-coloring. This can be obtained by setting the color of each vertex to the mod 2 value of its distance to the \(\triangleright\)-minimal element of its connected component.

On the other hand we can see \((\Pi, \Gamma) \notin \text{HComp}\). This is because if it were, then so would be the related problem where we are not given \(\triangleright\), since we can always produce such a relation in the computable setting ourselves. That is, it would be the case that every bipartite highly computable graph admits a computable proper 2-coloring. Schmerl \cite{Sch80} has constructed a counterexample to this, though.

This example may seem cheap, as the class \(\Gamma\) has a very non-local definition. For a less cheap but much less trivial example, fix \(k \in \omega\) and let \(\Gamma\) be the class of \(k\)-regular bipartite graphs and \(\Pi\) the problem of producing a perfect matching. Manaster and Rosenstein \cite{MR72} have produced counterexamples to show \((\Pi, \Gamma) \notin \text{HComp}\) for each \(k \geq 2\). On the other hand, Matt Bowen (personal communication) has recently shown \((\Pi, \Gamma) \in \text{Baire} \cap \text{HypMeas}\) for \(k\) odd.

We end this list of examples by mentioning a difference between Baire and HypMeas. Let \(\Gamma\) be the class of acyclic graphs, and \(\Pi\) the problem of selecting finitely many ends from each connected component. See, for example, \cite{HM09} for a precise definition. It is shown in \cite{HM09} that this problem is not in Baire, but in \cite{JKL02} that it is in HypMeas. This problem is not locally checkable, but in upcoming work of the second author and Bernshteyn, we will show that a certain computable locally checkable problem is equivalent to it, establishing that these classes differ even for such problems.

One question we can ask, however, is whether when these classes do coincide, there is an explanation via ASI algorithms:
Question 5. Let $(\Pi, \Gamma)$ be a computable locally checkable coloring problem. If $(\Pi, \Gamma) \in \text{Baire} \cap \text{HypMeas} \cap \text{HComp}$, is it in $\text{ASL}(1)$?

Actually, we can already provide a negative answer to this question: Let $\Gamma$ be the class of acyclic graphs of minimum degree $\geq 2$ which admit no infinite injective paths on which every other vertex has degree 2. Let $\Pi$ be the problem of perfect matching. In [CM17], it is shown that $(\Pi)$ is not in $\text{HComp}$. From that paper, it can be seen that $(\Pi, \Gamma)$ also is not in HComp.

Proposition 4.2. $(\Pi, \Gamma)$ as in the previous paragraph is in HComp.

All we need is the following easy lemma, implicit in [CM17]:

Lemma 4.3. Let $G \in \Gamma$ and $x \in V(G)$. There exists a finite matching, say $M \subset G$, such that if $E$ denotes the set of vertices covered by $M$, then

1. $x \in E$.
2. $G \upharpoonright (V(G) \setminus E)$ still has minimum degree $\geq 2$.

Proof. Let $M_0 = \{ e \}$ for any edge $e$ with $x$ as an endpoint. We will define matchings $M_0 \subset M_1 \subset M_2 \subset \cdots$ inductively so that if $E_n$ is the set of vertices covered by $M_n$, each $E_n$ is $G$-connected:

Given $M_n$, consider the set $A_n$ of $y \in V(G) \setminus E_n$ such that the degree of $y$ in $G \upharpoonright (V(G) \setminus E_n)$ is $\leq 1$. Note that since $G$ is acyclic, $E_n$ is $G$-connected, and $G$ has minimum degree $\geq 2$, each $y \in A_n$ must have degree 2 in $G$, and degree 1 in our restriction. By definition of degree, then, each such $y$ has a unique neighbor not in $E_n$, call it $y'$. Define $M_{n+1}$ by adding $(y, y')$ to $M_n$ for each $y \in A_n$. Note that $M_{n+1}$ is still a matching since $y \mapsto y'$ is injective, since $G$ is acyclic and $E_n$ is $G$-connected. $E_{n+1}$ is still $G$-connected since each $y \in A_n$ must have had a $G$-edge to $E_n$.

We claim this construction must stop at some finite stage. That is, there must be some $n$ with $M_n = M_{n+1}$. If not, since $G$ is locally finite, by König’s Lemma we get an infinite injective path $y_0, y'_0, y_1, y'_1, \ldots$ with each $y_n \in A_n$. But as we noted in the previous paragraph, each $y_n$ then has $G$-degree 2, so no such path can exist by definition of $\Gamma$.

This means we have an $n$ with $A_n = \emptyset$. We let $M = M_n$. (1) holds by definition of $M_0$. By definition of $A_n$, (2) holds as well. \qed

We now prove Proposition 4.2.

Proof. Let $G \in \Gamma$ be highly computable. Assume WLOG $V(G) \subset \omega$. Let $G_0 = G$.

Let $n \in \omega$ and suppose inductively that we have computed some $G_n$ an induced subgraph of $G$ with $G_n \in \Gamma$. If $n \notin V(G_n)$, set $M_n = \emptyset$ and $G_{n+1} = G_n$. Else, choose a finite matching $M_n$ as in Lemma 4.3 which covers $n$, and let $G_{n+1}$ be the subgraph induced by $G_n$ on the set of uncovered vertices. We can find such an $M_n$ computably since $G$ is highly computable and the conditions from the lemma only require checking the degrees of vertices
neighboring our finite set of vertices covered by \( M_n \). Note that condition (2) from the lemma gives us our needed inductive hypothesis \( G_{n+1} \in \Gamma \). Indeed, the minimum degree condition in (2) is one of the criteria for membership in (2), and the other criterion is automatic as it concerns infinite injective paths and we have removed only finitely many vertices.

In the end, we have a computable matching \( M := \bigcup_n M_n \). Since we ensured that the vertex \( n \) was covered at stage \( n \) in the construction, \( M \) is a perfect matching. \( \square \)

We now construct an example to show that this problem cannot be solved by an ASI algorithm. In fact, we have:

**Proposition 4.4.** \((\Pi, \Gamma)\) as in the previous proposition is not in \( \text{asi}(1) \).

**Proof.** We will construct a Borel graph \( G \in \Gamma \) with \( \text{asi}(G) = 1 \) but so that \( G \) does not admit a Borel perfect matching. First, by [CJM+20b], there is a hyperfinite acyclic 3-regular Borel graph, say \( H \), which does not admit a Borel perfect matching.

Let \( E_1 \subseteq E_2 \subseteq \cdots \) be a sequence of finite Borel equivalence relations which union to \( E_H \). Define \( G \) by replacing each edge \((x, y) \in H\) with a path \( x, z_{x,y}^1, \ldots, z_{x,y}^{4n}, y \), where each \( z_{x,y}^i \) is a new (degree 2) vertex and \( n \) is minimal such that \( xE_{n}y \). Call this value \( \tau(x, y) \) for later use.

First note that since every edge in \( H \) has been replaced with a path of odd length, any perfect matching of \( G \) yields a perfect matching of \( H \) in a manner which preserves Borel-ness, and so \( G \) does not admit a perfect matching.

Also note \( G \in \Gamma \): It is still acyclic, and its minimum degree is 2. The criterion regarding infinite paths with every other vertex having degree 2 is easy to check since, again, our added paths have odd length, and the vertices at their endpoints still have degree 3 in \( G \).

We now show \( \text{asi}(G) = 1 \): Let \( r \in \omega \). Let \( U_0 = B_G(V(H), r) \), and \( U_1 = V(G) \setminus U_0 \). These sets are clearly Borel. We first show that \( G^r \upharpoonright U_0 \) is component finite. It suffices to show that each \( G^r \upharpoonright U_0 \)-component is contained in \( B_G(C, r) \) for some \( E_r \)-class \( C \). Indeed, suppose \( z, z' \in U_0 \) with \( \rho_G(z, z') \leq r \), and let \( x, x' \in V(H) \) with \( \rho_G(z, x), \rho_G(z', x') \leq r \) (so these witness \( z, z' \in U_0 \)). Then \( \rho_G(x, x') \leq 3r \). If \( x = y_0, \ldots, y_n = x' \) is the unique \( H \)-path from \( x \) to \( x' \), then the unique \( G \)-path from \( x \) to \( x' \) must pass through each \( y_i \) in turn. It follows from the definition of \( G \) that \( \tau(y_i, y_{i+1}) < r \) for each \( i \), and so certainly \( y_i \in E_{r}y_{i+1} \) for each \( i \), so since \( E_r \) is transitive we are done.

It remains to show that \( G^r \upharpoonright U_1 \) is component finite. It is clear, though, that the connected components of this graph are exactly the sets

\[ \{ z_{x,y}^{r+1}, \ldots, z_{x,y}^{4\tau(x,y)-r} \} \]

for \((x, y) \in H\) with \( \tau(x, y) > r/2 \) (just large enough to make the set nonempty). \( \square \)
It is unclear whether, morally, this example indicates an actual failure of ASI algorithms to provide unification, or simply that the original definition of an ASI witness is not quite the correct one. After all, it always treats the parameter $r \in \omega$ (the scale) as a global constant, but the example $G$ above took advantage of the fact that for each $r$, $G^r$ looked very different around different vertices.

As an alternate and potentially more convincing example, then, let us consider the problem of “unbalanced matching”: Let $d \in \omega$, and let $\Gamma$ be the class of bipartite graphs $G$, say with bipartition $V(G) = A \sqcup B$, such that for all $x \in A$, $\deg_G(x) > d$, while for all $x \in B$, $\deg_G(x) \leq d$. Let $\Pi$ be the problem of finding a matching of such $G$ which covers each vertex in $A$.

Hall’s condition easily implies that, classically, any such $G$ admits such a matching. Kierstead [Kie83] gave a strengthening of Hall’s condition still satisfied by graphs in $\Gamma$ and strong enough to imply the existence of computable matchings for highly computable graphs, hence $(\Pi, \Gamma) \in \mathbb{HComp}$. Marks and Unger [MU15] did the same for the Baire measurable setting.

The two strengthenings of Hall’s condition are similar; where Hall’s condition asks that a finite set always has at least as many neighbors as its cardinality these conditions ask that, moreover, if the set is large enough, it has many more neighbors than its cardinality. (The exact quantification of this is where the conditions differ.)

Furthermore, the two proofs in these papers that these conditions imply the existence of definable matchings are extremely similar; both build the matching incrementally, at each stage picking edges out of things which look like the desired matchings locally in a way which preserves the strengthened Hall’s condition. However, this common argument style does not have the appearance of an ASI algorithm, and the following is open:

**Question 6.** Is $(\Pi, \Gamma)$ from the previous two paragraphs in $\mathbb{ASI}(1)$?

We also mention that, more recently, Bowen has shown (personal communication) $(\Pi, \Gamma) \in \mathbb{MeasHyp}$ by a somewhat different argument.

### 4.3. ASI vs TOAST

We now elaborate on the connection mentioned in Section 1 between our ASI algorithms and TOAST algorithms from [GR21]. The name “TOAST algorithm” comes from the following notion from [GJKS].

**Definition 4.5.** Let $G$ be a Borel graph, and $r \in \omega$. A Borel $r$-toast for $G$ is a Borel set $C \subset [V(G)]^{<\omega}$ such that

1. Each $C \in C$ is $G$-connected.
2. For all $x, y \in V(G)$ in the same $G$-component, there is some $C \in C$ with $x, y \in C$.
3. For $C \neq D \in C$, either $\rho_G(C, D) \geq r$, or $B_G(C, r) \subset D$.

It is easy to see that if $G$ admits a Borel $r$-toast for all $r \in \omega$, then $\text{asi}(G) \leq 1$. (ASI-witnesses can be found by looking at points near the boundaries of elements of toasts.) The converse seems open.
**Question 7.** If a Borel graph $G$ has $\text{asi}(G) \leq 1$, does it admit a Borel $r$-toast for every $r \in \omega$?

Just as our notion of an ASI algorithm was designed to capture the Borel combinatorics of Borel graphs with finite asi, the notion of a TOAST algorithm is designed to capture the Borel combinatorics of Borel graphs which admit Borel toasts. The connection between ASI and TOAST algorithms, however, seems less clear cut. Letting $\text{Toast}$ denote the class of coloring problems solvable by a TOAST algorithm, we ask:

**Question 8.** Are $\text{ASI}(1)$ and $\text{Toast}$ equal? Is one contained in the other?
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