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Abstract. In this paper we study the convergence of solutions for (possibly degenerate) stochastic differential equations driven by Lévy processes, when the coefficients converge in some appropriate sense. First, we prove, by means of a superposition principle, a limit theorem of stochastic differential equations driven by Lévy processes. Then we apply the result to a type of nonlinear filtering problems and obtain the convergence of the nonlinear filterings.

1. Introduction

Fix $T > 0$ and consider the following stochastic differential equation (SDE in short) driven by a Lévy process on $\mathbb{R}^d$:
\begin{equation}
\frac{dX_t}{dt} = b(t, X_t) + \sigma(t, X_t) dB_t + f(t, X_{t-}) dL_t, \quad t \in [0, T],
\end{equation}
where $(B_t)_{t \in [0, T]}$ is an $m$-dimensional Brownian motion and $(L_t)_{t \in [0, T]}$ is a $d$-dimensional pure jump Lévy process with Lévy measure $\nu$. The coefficients $b : [0, T] \times \mathbb{R}^d \mapsto \mathbb{R}^d$, $\sigma : [0, T] \times \mathbb{R}^d \mapsto \mathbb{R}^d \times \mathbb{R}^m$, and $f : [0, T] \times \mathbb{R}^d \mapsto \mathbb{R}$ are Borel measurable. Up to now, there have been many papers dealing with Eq. (1). We mention some of these below. In [1], Applebaum introduced some general theory, such as well-posedness and stochastic flows under Lipschitz conditions. Jacod collected a lot of results about the martingale problems in [6]. Later, Jacod and Shiryaev [7] studied the limit theorems of Eq. (1) under Lipschitz conditions. Recently, Qiao and Zhang [13] proved that the solutions form a homeomorphism flow under non-Lipschitz conditions. Qiao and Duan [11] investigated the nonlinear filtering problems about Eq. (1) under non-Lipschitz conditions. Very recently, Röckner, Xie and Zhang [14] combined Eq. (1) with the non-local Fokker-Planck equation (5), and proved a one-to-one correspondence between martingale solutions of Eq. (1) and weak solutions of Eq. (5).

The first goal of this paper is to apply the result in [14] to a sequence of SDEs like Eq. (1). More precisely, we consider the following sequence of SDEs driven by Lévy processes:
\begin{equation}
\frac{dX_t}{dt} = b(t, X_t) + \sigma(t, X_t) dB_t + g(t, X_t) dL_t, \quad t \in [0, T],
\end{equation}
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where $\gamma \in \mathbb{R}$ and $g : [0, T] \times \mathbb{R}^d \to \mathbb{R}$ is Borel measurable, and for any $n \in \mathbb{N}$,
\[ dX^n_t = b^n(t, X^n_t)dt + \sigma^n(t, X^n_t)dB_t + \gamma^n g(t, X^n_t)dL_t, \quad t \in [0, T], \]
where $b^n : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d$, $\sigma^n : [0, T] \times \mathbb{R}^d \to \mathbb{R}^{d \times m}$ are Borel measurable functions and $\{\gamma^n\}$ is a real sequence. When $b^n \to b, a^n \to a, \gamma^n \to \gamma$ in some sense, where $a^n := \frac{1}{2}\sigma^n\sigma^*$ and $a := \frac{1}{2}\sigma\sigma^*$, we prove that a martingale solution of Eq. (3) weakly converges to that of Eq. (2) through the superposition principle in [14]. In this paper, $\sigma$ can be degenerate.

Our second aim is to apply the above result to a type of nonlinear filtering problems. Let us explain this in detail. Given the filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P})$. Let the Brownian motion $B$ and the Lévy process $L$ be defined on $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P})$. Consider a sequence of observation processes as follows:

\[
Y_t = W_t + \int_0^t h(X_s)ds + \int_0^t \int_{\mathcal{U}_0} u\tilde{N}_\lambda(ds, du) + \int_0^t \int_{\mathcal{R}^k \setminus \mathcal{U}_0} uN_{\lambda}(ds, du),
\]

\[
Y^n_t = W_t + \int_0^t h(X^n_s)ds + \int_0^t \int_{\mathcal{U}_0} u\tilde{N}_\lambda(ds, du) + \int_0^t \int_{\mathcal{R}^k \setminus \mathcal{U}_0} uN^n_{\lambda}(ds, du),
\]

where $W$ is a $k$-dimensional Brownian motion and $N_\lambda(dt, du), N^n_\lambda(dt, du)$ are two random measures with predictable compensators $\lambda(X_t, u)dv_2(du)$ and $\lambda(X^n_t, u)dv_2(du)$, respectively. Here the function $\lambda : \mathbb{R}^d \times \mathbb{R}^k \to (0, 1)$ is Borel measurable and $v_2$ is a $\sigma$-finite measure defined on $\mathbb{R}^k$ with $\nu_2(\mathbb{R}^k \setminus \mathcal{U}_0) < \infty$ and $\int_{\mathcal{U}_0} |u|^2 \nu_2(du) < \infty$ for a fixed $\mathcal{U}_0 \in \mathcal{B}(\mathbb{R}^k)$.

$h : \mathbb{R}^d \to \mathbb{R}^k$ is Borel measurable. Set

$\pi_t(\phi) := \mathbb{E}[\phi(X_t) | \mathcal{F}_t^Y], \quad \pi^n_t(\phi) := \mathbb{E}[\phi(X^n_t) | \mathcal{F}_t^{Y^n}], \quad \phi \in \mathcal{B}(\mathbb{R}^d),$

where $\mathcal{F}^Y_t \triangleq \sigma(Y_s : 0 \leq s \leq t)$ and $\mathcal{F}^{Y^n}_t \triangleq \sigma(Y^n_s : 0 \leq s \leq t)$. We show that $\pi^n$ also weakly converges to $\pi$ as $X^n$ weakly converges to $X$.

Here we make some comments about our results. First, if we specially take $L_t = \int_0^t \int_{\mathbb{R}^d} uN(dsdu)$ in Eq. (2) and Eq. (3), Theorem 3.1 overlaps with [10] Theorem 3.1. Second, if $\gamma = \gamma^n = 0$ and $Y, Y^n$ have no jump parts, Theorem 4.1 is just [2] Theorem 9.4 (b) and [3] Theorem 3.3 (b)]. Therefore, our results are more general.

The content is arranged as follows. In the next section, we define martingale solutions for SDEs driven by Lévy processes and weak solutions of the Fokker-Planck equations (FPEs in short). The superposition principle for SDEs driven by Lévy processes and non-local FPEs and the stochastic Gaussian inequality are also introduced in the section. We state and prove a limit theorem in Section 3. In Section 4, the nonlinear filtering problems are introduced and then the convergence of nonlinear filtrations is proved. Finally, we show Remark 2.2 in the appendix.

The following convention will be used throughout the paper: $C$ with or without indices will denote different positive constants whose values may change from one place to another.

2. Preliminary

2.1. Notation. In this subsection, we introduce some notation used in the sequel.

We use $| \cdot |$ and $\| \cdot \|$ for the norms of vectors and matrices, respectively. We use $\langle \cdot, \cdot \rangle$ to denote the scalar product in $\mathbb{R}^d$.

Let $\mathcal{B}(\mathbb{R}^d)$ denote the set of all real-valued uniformly bounded $\mathcal{B}(\mathbb{R}^d)$-measurable functions on $\mathbb{R}^d$. $C^2(\mathbb{R}^d)$ stands for the space of continuous functions on $\mathbb{R}^d$ which have continuous partial derivatives of order up to 2, and $C^2_b(\mathbb{R}^d)$ stands for the subspace of
\( C^2(\mathbb{R}^d) \), consisting of functions whose derivatives up to order 2 are bounded. \( C^2_c(\mathbb{R}^d) \) is the collection of all functions in \( C^2(\mathbb{R}^d) \) with compact support and \( C_c^\infty(\mathbb{R}^n) \) denotes the collection of all real-valued \( C^\infty \) functions of compact support.

Let \( \mathcal{P}(\mathbb{R}^d) \) be the space of all probability measures on \( \mathcal{B}(\mathbb{R}^d) \), equipped with the topology of weak convergence.

### 2.2. Martingale solutions for SDEs driven by Lévy processes.

In this subsection, we define martingale solutions for SDEs driven by Lévy processes.

By the Lévy -Itô theorem (\cite{15}), we know that Eq.(1) can be rewritten as

\[
\begin{align*}
\text{d}X_t &= b(t, X_t)\text{d}t + \sigma(t, X_t)\text{d}B_t + \int_{|f(t,x,z)| \leq l} f(t, X_t)z\tilde{N}(\text{d}t, \text{d}z) \\
&\quad + \int_{|f(t,x,z)| > l} f(t, X_t)zN(\text{d}t, \text{d}z),
\end{align*}
\]

where \( l \geq 0 \) is a constant, \( N(\text{d}t, \text{d}z) \) is the Poisson random measure associated with \((L_t)_{t \in [0,T]}\) and \( \tilde{N}(\text{d}t, \text{d}z) := N(\text{d}t, \text{d}z) - \nu(\text{d}z)\text{d}t \). Moreover, the infinitesimal generator of \( X \) is formally expressed as

\[
(\mathcal{L}_t(\phi))(x) := a_{ij}(t,x)\partial_{ij}(\phi(x)) + b_i(t,x)\partial_i(\phi(x)) + \int_{\mathbb{R}^d} \left[ \phi(x + u) - \phi(x) - I_{|u| \leq l}u^i\partial_i(\phi(x)) \right] \nu^f_{t,x}(\text{d}u)
\]

where \( \nu_{t,x}^f(A) := \int_{\mathbb{R}^d} I_{A}(f(t,x)z)\nu(\text{d}z) \) for any \( A \in \mathcal{B}(\mathbb{R}^d) \).

Besides, let \( D^2_2 := D([0,T], \mathbb{R}^d) \) be the set of all the càdlàg functions from \([0,T]\) to \( \mathbb{R}^d \). \( w \) stands for a generic element in \( D^2_2 \). We equip \( D^2_T \) with the Skorokhod topology and then \( D^2_T \) is a Polish space. Let \( \mathcal{B}_t := \sigma\{w_s : s \in [0,t]\} \), \( \mathcal{B}_{\infty} := \cap_{s \geq t} \mathcal{B}_s \), and \( \mathcal{B} := \mathcal{B}_T \). In the following, we define martingale solutions of Eq.(1) (c.f. \cite{7,16}).

**Definition 2.1.** (Martingale solutions) For \( \mu_0 \in \mathcal{P}(\mathbb{R}^d) \) and \( 0 \leq s < T \). A probability measure \( \mathbb{Q} \) on \((D^2_T, \mathcal{B})\) is called a martingale solution of Eq.(1) with the initial law \( \mu_0 \) at time \( s \), if

(i) \( \mathbb{Q}(w_t = w_s, t \in [0,s]) = 1 \) and \( \mathbb{Q} \circ w_s^{-1} = \mu_0 \),

(ii) For any \( \phi \in C^2_c(\mathbb{R}^d) \),

\[
\mathcal{M}^\phi_t := \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r(\phi)) (w_r) \text{d}r
\]

is a \((\mathcal{B}_t)_{t \in [0,T]}\)-adapted martingale under the probability measure \( \mathbb{Q} \). The uniqueness of the martingale solutions to Eq.(1) means that, if \( \mathbb{Q}, \tilde{\mathbb{Q}} \) are two martingale solutions to Eq.(1) with \( \mathbb{Q} \circ w_s^{-1} = \tilde{\mathbb{Q}} \circ w_s^{-1} \), then \( \mathbb{Q} \circ w_t^{-1} = \tilde{\mathbb{Q}} \circ w_t^{-1} \) for any \( t \in [s,T] \).

Now, we assume:

**\((H^1_{0,\sigma})\)** There is a constant \( C_1 \geq 0 \) such that for all \((t,x) \in [0,T] \times \mathbb{R}^d\),

\[
|b(t,x)| + ||\sigma(t,x)|| \leq C_1(1 + |x|).
\]

**\((H^1_{\nu})\)** For all \((t,x) \in [0,T] \times \mathbb{R}^d\),

\[
\int_{\mathbb{R}^d} I_{B_l}(f(t,x)z)f(t,x)|z|^2\nu(\text{d}z) < \infty, \quad \text{and} \quad \int_{\mathbb{R}^d} I_{B_l}(f(t,x)z)f(t,x)|z|^2\nu(\text{d}z) \leq C_2(1 + |x|^2),
\]

where \( B_l := \{y \in \mathbb{R}^d : |y| \leq l\} \) and \( C_2 \geq 0 \) is a constant independent of \( t, x \).
\((H_f^I)\) For all \((t, x) \in [0, T] \times \mathbb{R}^d\),
\[
\int_{\mathbb{R}^d} I_{B_i^c}(f(t, x)z) \nu(dz) < \infty, \quad \text{and} \quad \int_{\mathbb{R}^d} I_{B_i^c}(f(t, x)z) \log \left(1 + \frac{|f(t, x)z|}{1 + |x|}\right) \nu(dz) \leq C_3,
\]
where \(B_i^c := \{y \in \mathbb{R}^d; |y| > l\}\) and \(C_3 \geq 0\) is a constant independent of \(t, x\).

**Remark 2.2.** Under \((H_{1,b,c}^I)\), \((H_f^I)\) and \((H_f^I)\), it can be justified that (ii) in Definition 2.1 is equivalent to the following condition: for any \(\phi \in C^2(\mathbb{R}^d)\) with \(|\phi(x)| \leq C \log(2 + |x|)\), \(\mathcal{M}_f^\phi\) is a local \((\mathcal{B}_t)_{t \in [0, T]}\) adapted martingale under the probability measure \(Q\).

For the readers’ convenience, we put the verification in the appendix.

**Remark 2.3.** (i) By \((H_{1,b,c}^I)\) and \(a(t, x) = \frac{1}{2}\sigma \sigma^*(t, x)\), it holds that
\[
\frac{\|a(t, x)\|}{1 + |x|^2} + \frac{|b(t, x)|}{1 + |x|} \leq C,
\]
where \(C > 0\) is independent of \(t, x\).

(ii) By \((H_f^I)\) and \(\nu_{t,x}^f(A) = \int_{\mathbb{R}^d} I_A(f(t, x)z) \nu(dz)\) for any \(A \in \mathcal{B}(\mathbb{R}^d)\), it holds that
\[
\int_{B_l} |u|^2 \nu_{t,x}^f(du) < \infty, \quad \text{and} \quad \int_{B_l} \frac{|u|^2 \nu_{t,x}^f(du)}{1 + |x|^2} \leq C_2,
\]
and
\[
\nu_{t,x}^f(B_l^c) < \infty, \quad \text{and} \quad \int_{B_l^c} \log \left(1 + \frac{|u|}{1 + |x|}\right) \nu_{t,x}^f(du) \leq C_3.
\]

**Remark 2.4.** (i) If \(f(t, x) = 1\), \((H_f^I)\) and \((H_f^I)\) become that \(\int_{B_l} |z|^2 \nu(dz) < \infty\) and \(\nu(B_l^c) < \infty\), respectively. These conditions are just right sufficient and necessary for \(\nu\) to be a Lévy measure. Therefore, if \(f(t, x) \neq 1\), it is reasonable to require other conditions.

(ii) If \(\nu\) is a finite measure, we take \(l = 0\). And then, Eq. (7) goes into
\[
dX_t = b(t, X_t)dt + \sigma(t, X_t)dB_t + \int_{\mathbb{R}^d} f(t, X_{t-})zN(dt, dz).
\]
The type of SDEs has been studied in [10]. Thus, in the sequel we require \(l > 0\).

### 2.3. Weak solutions of Fokker-Planck equations.
In this subsection, we introduce weak solutions of FPEs.

Consider the FPE associated with Eq. (1):
\[
\partial_t \mu_t = \mathcal{L}_t^* \mu_t, \tag{5}
\]
where \(\mathcal{L}_t^*\) is the adjoint operator of \(\mathcal{L}_t\), and \((\mu_t)_{t \in [0, T]}\) is a family of probability measures on \(\mathbb{R}^d\). Weak solutions of Eq. (5) are defined as follows.

**Definition 2.5.** A measurable family \((\mu_t)_{t \in [0, T]}\) of probability measures is called a weak solution of the non-local FPE if for any \(R > 0\) and \(t \in [0, T]\),
\[
\int_0^t \int_{\mathbb{R}^d} I_{BR}(x) \left(|b(s, x)| + \|a(s, x)\| + \int_{B_l} |u|^2 \nu_{s,x}^f(du)\right) \mu_s(dx)ds < \infty, \quad \text{and} \tag{6}
\]
\[
\int_0^t \int_{\mathbb{R}^d} \left(\nu_{s,x}^f(B_l^c) + I_{BR}(x) \nu_{s,x}^f(B_l^c)\right) \mu_s(dx)ds < \infty, \tag{7}
\]
where \(I_{BR}(x)\) denotes the indicator function of the ball \(B_R(x)\).
and for all $\phi \in C^2_c(\mathbb{R}^d)$ and $t \in [0, T]$,  

$$
\mu_t(\phi) = \mu_0(\phi) + \int_0^t \mu_s(\mathcal{L}_s\phi) ds,
$$

where $\mu_t(\phi) := \int_{\mathbb{R}^d} \phi(x) \mu_t(dx)$. The uniqueness of the weak solutions to Eq. (7) means that, if $(\mu_t)_{t \in [0,T]}$ and $(\tilde{\mu}_t)_{t \in [0,T]}$ are two weak solutions to Eq. (5) with $\mu_0 = \tilde{\mu}_0$, then $\mu_t = \tilde{\mu}_t$ for any $t \in [0, T]$.

By [14] Remark 1.2, we know that under the conditions (6) (7), Eq.(8) makes sense. If a weak solution $(\mu_t)_{t \in [0,T]}$ of the non-local FPE (5) is absolutely continuous with respect to the Lebesgue measure, then there exists a non-negative measurable function $\rho$ with $\int_{\mathbb{R}^d} \rho(t,x) dx = 1$ such that $\mu_t(dx) = \rho(t,x) dx$. Thus, $\rho$ satisfies the following equation in the distributional sense

$$
\partial_t \rho = -\partial_i(b_i \rho) + \partial_{ij}(a_{ij} \rho) + \mathcal{N}_t \mathcal{L} \rho.
$$

Set

$$
\mathbb{L} := \left\{ \rho \geq 0 : \int_{\mathbb{R}^d} \rho(t,x) dx = 1, \text{ and } \sup_{t \in [0,T]} \|\rho(t, \cdot)\|_{\infty} < \infty \right\}.
$$

If there exists a $\rho \in \mathbb{L}$ satisfying Eq.(9) in the distributional sense, we say Eq.(9) has a weak solution in $\mathbb{L}$.

2.4. The superposition principle for SDEs driven by Lévy processes and non-local FPEs. In the subsection, we state the superposition principle for SDEs driven by Lévy processes and non-local FPEs. (c.f. [14] Corollary 1.8)

**Theorem 2.6.** Suppose that $(H^1_{b,\sigma})$, $(H^1_f)$ and $(H^1_f)$ hold and $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$.

(i) Eq. (J) has a martingale solution $Q$ with the initial law $\mu_0$ at $s = 0$ if and only if Eq. (3) has a weak solution $(\mu_t)_{t \in [0,T]}$ starting from $\mu_0$. Moreover, $Q \circ \omega_t^{-1} = \mu_t$ for any $t \in [0,T]$.

(ii) Eq. (J) has at most a martingale solution $Q$ with the initial law $\mu_0$ at $s = 0$ if and only if Eq. (3) has at most a weak solution $(\mu_t)_{t \in [0,T]}$ starting from $\mu_0$.

2.5. The stochastic Gronwall inequality. The following stochastic Gronwall inequality comes from [14] Lemma 2.4.

**Lemma 2.7.** Let $\xi(t)$ and $\eta(t)$ be two non-negative càdlàg adapted processes, $A_t$ be a continuous non-decreasing adapted process with $A_0 = 0$, and $M_t$ be a local martingale with $M_0 = 0$. Suppose that

$$
\xi(t) \leq \eta(t) + \int_0^t \xi(s) dA_s + M_t, \quad \forall t \geq 0.
$$

Then for any $0 < q < p < 1$ and any stopping time $\tau > 0$, we have

$$
\left( \mathbb{E} \left( \sup_{t \in [0,\tau]} \xi(t)^q \right)^{1/q} \right)^{1/q} \leq \left( \frac{p}{p-q} \right)^{1/q} \left( \mathbb{E} \left( \exp \left\{ \frac{pA_\tau}{1-p} \right\} \right)^{(1-p)/p} \right)^{(1-p)/p} \mathbb{E} \left( \sup_{t \in [0,\tau]} \eta(t) \right).$$
3. The limits of SDEs driven by Lévy processes

In this section, set \( f(t, x) := \gamma g(t, x) \), where \( \gamma \) is a real number and \( g : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) is Borel measurable, and then Eq. (11) changes into

\[
dX_t = b(t, X_t) \, dt + \sigma(t, X_t) \, dB_t + \gamma g(t, X_t) \, dL_t, \quad t \in [0, T].
\]  

(10)

Consider the following sequence of SDEs driven by Lévy processes: for any \( n \in \mathbb{N} \),

\[
dX^n_t = b^n(t, X^n_t) \, dt + \sigma^n(t, X^n_t) \, dB_t + \gamma^n(t, X^n_t) \, dL_t, \quad t \in [0, T],
\]  

(11)

where \( b^n : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d \), \( \sigma^n : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d \times \mathbb{R}^m \) are Borel measurable functions and \( \{\gamma^n\} \) is a real sequence. When \( b^n \to b, a^n \to a, \gamma^n \to \gamma \) in some sense, where \( a^n := \frac{1}{2} \sigma^n \sigma^n^* \), we study the relationship between martingale solutions of Eq. (10) and that of Eq. (11).

The following theorem is the main result in the section.

**Theorem 3.1.** Assume that \( b^n, b, \sigma^n, \sigma \) satisfy \((H_{b,a}^1)\) uniformly, \( b, a \) are integrable with respect to \( dt \times v(dx) \) on \([0, T] \times \mathbb{R}^d\), where \( v(dx) \) is any probability measure on \( \mathbb{R}^d \), \( \{\gamma^n\} \) is uniformly bounded, \( g \) satisfies \((H_f^1)\) and \((H_f^2)\), and that Eq. (9) has a unique weak solution in \( \mathbb{L} \). Let \( \mu_0(dx) = \rho_0(x) \, dx \in \mathcal{P}(\mathbb{R}^d) \) with \( \|\rho_0\|_{\infty} < \infty \), and \( Q^n, Q \) be the martingale solutions of Eq. (11) and Eq. (11) with the initial law \( \mu_0 \) at \( s = 0 \), respectively. Assume that

(i) \( b^n \to b, a^n \to a \) in \( L^1_{\text{loc}}([0, T] \times \mathbb{R}^d) \), \( \gamma^n \to \gamma \) as \( n \to \infty \);

(ii) \( Q^n \circ \psi^{-1} \) is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R}^d \)

\( \rho^n(t, x) \) denotes the density, i.e., \( \rho^n(t, x) := \frac{(Q^n \circ \psi^{-1})(dx)}{\rho_0(x) \, dx} \) for any \( t \in [0, T] \) and

\[
\sup_{t \in [0, T]} \|\rho^n(t, \cdot)\|_{\infty} \leq C,
\]

where \( C > 0 \) is independent of \( n \).

Then \( Q^n \to Q \) in \( \mathcal{P}(D^2_T) \).

**Proof.** **Step 1.** We prove that \( \{Q^n\}_{n \in \mathbb{N}} \) is tight in \( \mathcal{P}(\mathcal{D}^2_T) \).

By Theorem 4.5 in [7, Page 356], it is sufficient to check that

(iii) \( \lim_{K \to \infty} \sup_n \mathbb{E}^{\mu_0} \left[ \sup_{t \in [0, T]} |w_t| > K \right] = 0 \),

(iv) For any stopping time \( \tau \), it holds that

\[
\limsup_{\theta \to 0} \sup_n \mathbb{E}^{\mu_0} \left[ |w_{\tau+\theta} - w_{\tau}| > N \right] = 0, \quad \forall N > 0.
\]

First of all, [14, Lemma 3.4] admits us to obtain that there exists a \( \psi \in C^2(\mathbb{R}_+, \mathbb{R}_+) \) satisfying

\[
\psi \geq 0, \quad \psi(0) = 0, \quad 0 < \psi' \leq 1, \quad -2 \leq \psi'' \leq 0, \quad \lim_{r \to \infty} \psi(r) = \infty,
\]

such that

\[
\int_{\mathbb{R}^d} \psi(\log(1 + |x|^2)) \, d\mu_0(dx) < \infty.
\]

(13)

Set \( \Psi(x) := \psi(\log(1 + |x|^2)) \), and then \( \Psi \in C^2(\mathbb{R}^d) \) with \( |\Psi(x)| \leq C \log(2 + |x|) \). Note that \( Q^n \) is a martingale solution of Eq. (11) with the initial law \( \mu_0 \). So, by Remark 2.2, it holds
that there exists a local \((\mathcal{B}_t)_{t \in [0,T]}\)-adapted martingale \((M^n_t)_{t \in [0,T]}\) under the probability measure \(Q^n\) such that

\[
\Psi(w_t) = \Psi(w_0) + \int_0^t \mathcal{L}_s^n \Psi(w_s) \, ds + M^n_t, \tag{14}
\]

where \(\mathcal{L}_s^n\) is the infinitesimal generator of Eq.\((11)\), i.e.

\[
\mathcal{L}_s^n \Psi(x) = a^n_{ij}(s, x) \partial_{ij} \Psi(x) + b^n_i(s, x) \partial_i \Psi(x) + \int_{\mathbb{R}^d} \left[ \Psi(x + \gamma^n u) - \Psi(x) - I_{|u| < t} \gamma^n u_i \partial_i \Psi(x) \right] \nu^g_{s,x}(du),
\]

and \(\nu^g_{s,x}(A) := \int_{\mathbb{R}^d} I_A(g(s, x)z) \nu(du)\) for any \(A \in \mathcal{B}(\mathbb{R}^d)\).

Next, we estimate \(\mathcal{L}_s^n \Psi(x)\). On one hand, by some calculation, we know that

\[
\partial_i \Psi(x) = \frac{2x^i}{1 + |x|^2} \psi'(\log(1 + |x|^2)),
\]

and

\[
\partial_{ij} \Psi(x) = \frac{4x^i x^j}{(1 + |x|^2)^2} (\psi'' - \psi')(\log(1 + |x|^2)) + \frac{2I_{i=j}}{1 + |x|^2} \psi'(\log(1 + |x|^2)).
\]

Thus, it follows from Remark \(2.3\) and \((12)\) that

\[
a^n_{ij}(s, x) \partial_{ij} \Psi(x) + b^n_i(s, x) \partial_i \Psi(x) \leq C, \tag{15}
\]

where \(C > 0\) is independent of \(n, s, x\). On the other hand, by the mean value theorem, we have that for \(|u| \leq l \leq \frac{1}{\sqrt{2l}}\), where \(\Gamma := \sup_n |\gamma^n|\),

\[
\Psi(x + \gamma^n u) - \Psi(x) - \gamma^n u^i \partial_i \Psi(x) = \frac{(\gamma^n)^2 u^i u^j \partial_{ij} \Psi(x + \delta \gamma^n u)}{2}
\]

\[
\leq \frac{\Gamma^2}{1 + |x + \delta \gamma^n u|^2} \leq \frac{\Gamma^2}{1 + |x|^2/2 - \Gamma^2 |u|^2/2}
\]

\[
\leq \frac{\Gamma^2}{1 + |x|^2},
\]

where \(\delta \in [0, 1]\), and for \(u > l\)

\[
\Psi(x + \gamma^n u) - \Psi(x) = \psi'(\delta^*)[\log(1 + |x + \gamma^n u|^2) - \log(1 + |x|^2)]
\]

\[
= \psi'(\delta^*) \log \left(1 + \frac{|x + \gamma^n u|^2}{1 + |x|^2}\right) \leq \log \left(1 + \frac{|x + \gamma^n u|^2 - |x|^2}{1 + |x|^2}\right)
\]

\[
= \log \left(1 + \frac{2\gamma^n x^i u^i + |\gamma^n u|^2}{1 + |x|^2}\right) \leq \log \left(1 + \frac{|\gamma^n u|}{\sqrt{1 + |x|^2}}\right)^2
\]

\[
\leq \log \left(1 + \frac{2\Gamma |u|}{1 + |x|}\right) \leq \log \left(1 + \frac{|u|}{1 + |x|}\right)\]^{[4\Gamma] + 2}

\[
= ([4\Gamma] + 2) \log \left(1 + \frac{|u|}{1 + |x|}\right),
\]

where \(\delta^* \in \mathbb{R}_+\) and \([4\Gamma]\) stands for the largest integer no more than \(4\Gamma\). Thus, it holds that

\[
\int_{\mathbb{R}^d} \left[ \Psi(x + \gamma^n u) - \Psi(x) - I_{|u| < l} \gamma^n u^i \partial_i \Psi(x) \right] \nu^g_{s,x}(du)
\]
\[ \leq 2\Gamma^2 \int_{B_1^c} |u|^2 \nu^\theta_{s,x}(du) \frac{1}{1 + |x|^2} + (1 + [\Gamma]) \int_{B_1^c} \log \left( 1 + \frac{|u|}{1 + |x|} \right) \nu^\theta_{s,x}(du), \]

which together with Remark 2.3 yields that
\[ \int_{\mathbb{R}^d} \left[ \Psi(x + \gamma^n u) - \Psi(x) - I_{|u| \leq \gamma^n u} \partial_i \Psi(x) \right] \nu^\theta_{s,x}(du) \leq C, \tag{16} \]

where \( C > 0 \) is independent of \( n, s, x \). Combining (15) (16), we obtain that
\[ \mathcal{L}^n_{s} \Psi(x) \leq C, \tag{17} \]

where \( C > 0 \) is independent of \( n, s, x \).

Now, inserting (17) in (14), one can have that
\[ \Psi(w_l) \leq \Psi(w_0) + Ct + M^n_t. \]

So, Lemma 2.7 admits us to get that
\[ E^Q \left( \sup_{t \in [0,T]} \Psi^{1/2}(w_t) \right) \leq C \left( E^Q \left( \sup_{t \in [0,T]} \left( \Psi(w_0) + Ct \right) \right) \right)^{1/2} \leq C \left( E^Q \Psi(w_0) + CT \right)^{1/2} \]
\[ = C \left( \int_{\mathbb{R}^d} \Psi(x) \mu_0(dx) + CT \right)^{1/2} = C \left( \int_{\mathbb{R}^d} \psi(\log(1 + |x|^2)) \mu_0(dx) + CT \right)^{1/2} < \infty, \tag{18} \]

where (13) is used in the last inequality. Thus, (iii) is verified.

For (iv), we have that for any \( R > 0, \)
\[ Q^n (|w_{r+\theta} - w_r| \geq N) = Q^n (|w_{r+\theta} - w_r| \geq N, |w_r| > R) + Q^n (|w_{r+\theta} - w_r| \geq N, |w_r| \leq R) \]
\[ \leq Q^n (|w_r| > R) + Q^n (|w_{r+\theta} - w_r| \geq N, |w_r| \leq R) \]
\[ =: I_1 + I_2. \tag{19} \]

For \( I_1 \), by (18), it holds that
\[ I_1 \leq \frac{C}{\psi^{1/2}(\log(1 + R^2))}. \tag{20} \]

In the following, we are devoted to dealing with \( I_2 \). Note that
\[ I_2 = Q^n \left( Q^n_{s,y} (|w_{s+\theta} - y| \geq N) \right)_{|s = r, y = w_r, |w_r| \leq R}, \]

where we use the strong Markov property and \( Q^n_{s,y} := Q^n_{\mathcal{B}(D([s,T],\mathbb{R}^d))}, w(s) = y \) for \( s \in [0,T], y \in \mathbb{R}^d \). Thus, we estimate \( Q^n_{s,y} (|w_{s+\theta} - y| \geq N) \) so as to master \( I_2 \).

To treat \( Q^n_{s,y} (|w_{s+\theta} - y| \geq N) \), we define \( \Phi(x) := \psi(\log(1 + |x - y|^2)). \) So, based on Remark 2.2, it holds that there exists a local \((\tilde{B}_t)_{t \in [0,T]}\)-adapted martingale \((\tilde{M}^n_t)_{t \in [0,T]} \)
under the probability measure \( Q^n_{s,y} \) such that
\[ \Phi(w_{s+\theta}) = \Phi(y) + \int_{s}^{s+\theta} \mathcal{L}^n_{r} \Phi(w_r) dr + \tilde{M}^n_{s+\theta}. \tag{21} \]

Besides, by the similar deduction to that in (15) (16), it holds that
\[ \mathcal{L}^n_{r} \Phi(x) \leq \frac{2|a^n_{r}(r,x)|}{1 + |x - y|^2} + \frac{2|b^n_{r}(r,x)||x - y|}{1 + |x - y|^2} + 2\Gamma^2 \int_{B_1^c} \log \left( 1 + \frac{|u|}{1 + |x - y|} \right) \nu^\theta_{r,x}(du) \]
\[ \leq \frac{2|a^n_{r}(r,x)|}{1 + |x - y|^2} + \frac{2|b^n_{r}(r,x)||x - y|}{1 + |x - y|^2} + \frac{2\Gamma^2 \int_{B_1^c} \log \left( 1 + \frac{|u|}{1 + |x - y|} \right) \nu^\theta_{r,x}(du)}{8}. \]
\[
\begin{align*}
\int_{B'_T} \log \left( 1 + \frac{|u|}{1 + |x-y|} \right) \nu_{r,x}(du) \\
\leq C(1 + |y|^2),
\end{align*}
\]
where we use Remark 2.3 in the second inequality. Thus, (21) (22) yield that
\[
\Phi(w_{s+\theta}) \leq \Phi(y) + C(1 + |y|^2)\theta + \tilde{M}_{s+\theta} = C(1 + |y|^2)\theta + \bar{M}_{s+\theta}.
\]
Applying Lemma 2.7 to (23), we have that
\[
\mathbb{E}_{Q_n}^\alpha \Phi^{1/2}(w_{s+\theta}) \leq C(1 + |y|)\theta^{1/2},
\]
and furthermore
\[
\mathbb{Q}_{s,y}^n(|w_{s+\theta} - y| \geq N) \leq \mathbb{E}_{Q_n}^\alpha \Phi^{1/2}(w_{s+\theta}) \leq \frac{C(1 + |y|)\theta^{1/2}}{\psi^{1/2}(\log(1 + N^2))}.
\]
Therefore, it holds that
\[
I_2 \leq \frac{C(1 + R)\theta^{1/2}}{\psi^{1/2}(\log(1 + R^2))}.
\]
Combining (20) (24), we get that
\[
\mathbb{Q}^n(|w_{r+\theta} - w_r| \geq N) \leq \frac{C}{\psi^{1/2}(\log(1 + R^2))} + \frac{C(1 + R)\theta^{1/2}}{\psi^{1/2}(\log(1 + R^2))}.
\]
As \( \theta \to 0 \) and then \( R \to \infty \), one can obtain (iv).

**Step 2.** We show that \( \mathbb{Q}^n \) weakly converges to \( \mathbb{Q} \).

Assume that the limit point of \( \{\mathbb{Q}^n\}_{n \in \mathbb{N}} \) is \( \mathbb{Q} \). And then we only prove that \( \mathbb{Q} = \mathbb{Q} \).

Note that \( \mathbb{Q} \) is a martingale solution of Eq. (10) with the initial law \( \mu_0 \), and Eq. (9) has a unique weak solution in \( \mathbb{L} \). Thus, by Theorem 2.3 we further only prove that \( \mathbb{Q} \) is a martingale solution of Eq. (11) with the initial law \( \mu_0 \). That is, it is sufficient to check that for \( 0 \leq s < t \leq T \) and a bounded continuous \( \mathcal{B}_s \)-measurable functional \( \chi_s : D_T^d \mapsto \mathbb{R} \),
\[
\int_{D_T^d} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r\phi)(w_r)dr \right] \chi_s(w)Q(dw) = 0, \quad \forall \phi \in C^2_c(\mathbb{R}^d).
\]

Next, again note that \( \mathbb{Q}^n \circ w_t^{-1} \to \mathbb{Q} \circ w_t^{-1} \) in \( \mathcal{P}(\mathbb{R}^d) \) and \( \mathbb{Q}^n \circ w_0^{-1} = \mu_0 = \mathbb{Q} \circ w_0^{-1} \). Thus, by (ii), there exists a \( \bar{\rho}(t, x) \geq 0 \) with \( \int_{\mathbb{R}^d} \bar{\rho}(t, x)dx = 1 \) such that \( \mathbb{Q} \circ w_t^{-1}(dx) = \bar{\rho}(t, x)dx \) and \( \rho^n(t, \cdot) \to \bar{\rho}(t, \cdot) \) in \( w^*L^\infty(\mathbb{R}^d) \), where \( w^*L^\infty(\mathbb{R}^d) \) is the dual space of \( C_c(\mathbb{R}^d) \), and \( \bar{\rho}(0, x) = \rho_0(x) \). Moreover, by the theory of functional analysis and [14] Lemma 3.8], we know that for any \( \varepsilon > 0 \) and the coefficients \( b, a \), there exist \( \tilde{b} : [0, T] \times \mathbb{R}^d \mapsto \mathbb{R}^d \), \( \tilde{a} : [0, T] \times \mathbb{R}^d \mapsto \mathbb{S}_+(\mathbb{R}^d) \) and a family of measures \( \tilde{\nu}_t^\theta \), such that
\[
(v) \tilde{b}, \tilde{a} \text{ are continuous and compactly supported;}
\]
\[
(vi) \text{for any } \phi \in C^2_c(\mathbb{R}^d), \quad (t, x) \mapsto \mathcal{M}_{t}^{(1)} \phi(x) \text{ and } (t, x) \mapsto \mathcal{M}_{t}^{(2)} \phi(x) \text{ are continuous, where}
\]
\[
\mathcal{M}_{t}^{(1)} \phi(x) := \int_{\mathbb{R}^d} \left[ \phi(x + \gamma u) - \phi(x) - \gamma \partial_i \phi(x) \partial_i \phi(x) + \nu_{t,x}^\theta (du) \right] \mathcal{M}_{t}^{(2)} \phi(x) := \int_{\mathbb{R}^d} \left[ \gamma \partial_i \phi(x) \partial_i \phi(x) - \gamma \partial_i \phi(x) \partial_i \phi(x) \right] \nu_{t,x}^\theta (du)
\]
and \( \pi : \mathbb{R}^d \mapsto \mathbb{R}^d \) is a smooth symmetric
function with \( \pi(u) = u, |u| \leq l \) and \( \pi(u) = 0, |u| > 2l \), and \( \sup_{t \in [0,T], x \in \mathbb{R}^d} |\mathcal{N}^{g_1}_t \phi(x)| < \infty \), \( \sup_{t \in [0,T], x \in \mathbb{R}^d} |\mathcal{N}^{g_2}_t \phi(x)| < \infty \);

(vii)

\[
\int_0^T \int_{\mathbb{R}^d} \left( |b(r,x) - \bar{b}(r,x)| + \|a(r,x) - \bar{a}(r,x)\| + |\mathcal{N}^{g_1}_r \phi(x) - \bar{\mathcal{N}}^{g_1}_r \phi(x)| \\
+ |\mathcal{N}^{g_2}_r \phi(x) - \bar{\mathcal{N}}^{g_2}_r \phi(x)| \right) \bar{\rho}(r,x) dx dr < \varepsilon.
\]

And then the operator \( \bar{\mathcal{L}} \) with respect to \( \bar{b}, \bar{a}, \bar{\nu} \), presents as

\[
(\bar{\mathcal{L}}_r \phi)(x) := \bar{a}_{ij}(r,x) \partial_{ij} \phi(x) + \bar{b}_i(r,x) \partial_i \phi(x) + \bar{\mathcal{N}}^{g_1}_r \phi(x) + \bar{\mathcal{N}}^{g_2}_r \phi(x), \quad r \in [0,T].
\]

Now, we treat (25). Note that

\[
\int_{D_{\mathbb{R}^d}^T} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r) dr \right] \chi_s(w) Q^n(dw) = 0.
\]

Thus, it holds that

\[
\frac{1}{|D_{\mathbb{R}^d}^T|} \left| \int_{D_{\mathbb{R}^d}^T} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r) dr \right] \chi_s(w) \overline{Q}(dw) \right| \leq
\frac{1}{|D_{\mathbb{R}^d}^T|} \left| \int_{D_{\mathbb{R}^d}^T} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r) dr \right] \chi_s(w) \overline{Q}(dw) \right|
- \int_{D_{\mathbb{R}^d}^T} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\_r \phi)(w_r) dr \right] \chi_s(w) \overline{Q}(dw)
+ \int_{D_{\mathbb{R}^d}^T} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r) dr \right] \chi_s(w) \overline{Q}(dw)
- \int_{D_{\mathbb{R}^d}^T} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r) dr \right] \chi_s(w) \overline{Q}(dw)
+ \int_{D_{\mathbb{R}^d}^T} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r) dr \right] \chi_s(w) \overline{Q}(dw)
- \int_{D_{\mathbb{R}^d}^T} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r) dr \right] \chi_s(w) \overline{Q}(dw)
+ \int_{D_{\mathbb{R}^d}^T} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r) dr \right] \chi_s(w) \overline{Q}(dw)
- \int_{D_{\mathbb{R}^d}^T} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r) dr \right] \chi_s(w) \overline{Q}(dw)
\]

\[
=: J_1 + J_2 + J_3 + J_4.
\]

For \( J_1 \), we have that

\[
J_1 \leq C \int_{D_{\mathbb{R}^d}^T} \left| \int_s^t (\mathcal{L}_r \phi)(w_r) dr - \int_s^t (\mathcal{L}_r \phi)(w_r) dr \right| \overline{Q}(dw)
\]
\[
\leq C \int_s^t \int_{\mathbb{R}^d} |(\mathcal{L}_r\phi)(x) - (\mathcal{L}_s\phi)(x)| \bar{\rho}(r, x)dxdr
\]
\[
\leq C \int_s^t \int_{\mathbb{R}^d} \left( |(a_{ij}(r, x) - \bar{a}_{ij}(r, x)) \partial_{ij}\phi(x)| + |(b_i(r, x) - \bar{b}_i(r, x)) \partial_i\phi(x)|
+ |\mathcal{N}_r^g \phi(x) - \bar{\mathcal{N}}_r^g \phi(x)| + |\mathcal{N}_r^g \phi(x) - \bar{\mathcal{N}}_r^g \phi(x)| \right) \bar{\rho}(r, x)dxdr
\]
\[
\leq C \int_0^T \int_{\mathbb{R}^d} \left( |a(r, x) - \bar{a}(r, x)| + |b(r, x) - \bar{b}(r, x)| + |\mathcal{N}_r^g \phi(x) - \bar{\mathcal{N}}_r^g \phi(x)|
+ |\mathcal{N}_r^g \phi(x) - \bar{\mathcal{N}}_r^g \phi(x)| \right) \bar{\rho}(r, x)dxdr
\]
\[
\leq C\varepsilon, \quad \text{(26)}
\]
where (vii) is used in the last inequality. For \(J_2\), based on the weak convergence of \(\{Q^n\}\) to \(\bar{Q}\) and (v) (vi), it holds that there exists a \(N_1 \in \mathbb{N}\) such that for \(n \geq N_1\)
\[
J_2 \leq \varepsilon. \quad \text{(27)}
\]
For \(J_3\), by the similar deduction to that in \(J_1\), one can obtain that
\[
J_3 \leq C \int_s^t \int_{\mathbb{R}^d} \left( |(a_{ij}(r, x) - \bar{a}_{ij}(r, x)) \partial_{ij}\phi(x)| + |(b_i(r, x) - \bar{b}_i(r, x)) \partial_i\phi(x)|
+ |\mathcal{N}_r^g \phi(x) - \bar{\mathcal{N}}_r^g \phi(x)| + |\mathcal{N}_r^g \phi(x) - \bar{\mathcal{N}}_r^g \phi(x)| \right) \rho^n(r, x)dxdr.
\]
So, Remark 2.3 and (ii) (v), together with the Fatou lemma, yield that there exists a \(N_2 \in \mathbb{N}, N_2 \geq N_1\) such that for \(n \geq N_2\)
\[
J_3 \leq C\varepsilon. \quad \text{(28)}
\]
For \(J_4\), we get that
\[
J_4 \leq \int_{\mathbb{R}^d} \left| \int_s^t (\mathcal{L}_r\phi)(w_r)dr - \int_s^t (\mathcal{L}_r^n\phi)(w_r)dr \right| Q^n(dw)
\]
\[
\leq C \int_s^t \int_{\mathbb{R}^d} |(\mathcal{L}_r\phi)(x) - (\mathcal{L}_r^n\phi)(x)| \rho^n(r, x)dxdr
\]
\[
\leq C \int_s^t \int_{\mathbb{R}^d} \left( |a_{ij}(r, x) - a_{ij}^n(r, x)) \partial_{ij}\phi(x)| + |(b_i(r, x) - b_i^n(r, x)) \partial_i\phi(x)| \right) \rho^n(r, x)dxdr
+ C \int_s^t \int_{\mathbb{R}^d} \left| \int_{\mathbb{R}^d} \left[ \phi(x + \gamma u) - \phi(x) - \gamma I_{|u| \leq t} u^i \partial_i\phi(x) \right] \nu_{t,x}^n(du)
- \int_{\mathbb{R}^d} \left[ \phi(x + \gamma^n u) - \phi(x) - \gamma^n I_{|u| \leq t} u^i \partial_i\phi(x) \right] \nu_{t,x}^n(du) \right| \rho^n(r, x)dxdr,
\]
and furthermore by (i) and the Fatou lemma, there exists a \(N_3 \geq N_2\) such that for \(n \geq N_3\)
\[
J_4 \leq C\varepsilon. \quad \text{(29)}
\]
Combining (26)-(29), one can obtain that
\[
\left| \int_{\mathbb{R}^d} \left[ \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r\phi)(w_r)dr \right] \chi_s(w)\bar{Q}(dw) \right| \leq C\varepsilon.
\]
Letting $\varepsilon \to 0$, we have (25). The proof is complete. □

4. Robustness of the nonlinear filterings

In this section, set $g(t, x) = 1$ in Eq. (10)-(11) and then Eq. (10)-(11) change into
\[
dX_t = b(t, X_t)dt + \sigma(t, X_t)dB_t + \gamma dL_t, \quad t \in [0, T],
\]
and
\[
dX^n_t = b^n(t, X^n_t)dt + \sigma^n(t, X^n_t)dB_t + \gamma^n dL_t, \quad t \in [0, T],
\]
respectively. We define nonlinear filtering problems associated with Eq. (30) and Eq. (31) and then study the relationship of two nonlinear filterings under the framework of Theorem 3.1.

4.1. Nonlinear filtering problems. In this subsection, we introduce nonlinear filtering problems associated with Eq. (30) and Eq. (31).

Given the filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P})$. Let $B_t, L_t$ be $m$-dimensional Brownian motion and $d$-dimensional pure jump Lévy process defined on it, respectively. We assume:

$(H_{b,\sigma}^1)$ There exist two positive constants $C_b, C_\sigma$ such that for any $t \in \mathbb{R}_+$ and $x, y \in \mathbb{R}^d$
\[
|b(t, x) - b(t, y)| \leq C_b |x - y| \cdot \log(|x - y|^{-1} + e);
\]
\[
||\sigma(t, x) - \sigma(t, y)||^2 \leq C_\sigma |x - y|^2 \cdot \log(|x - y|^{-1} + e).
\]

It is easy to see that the assumption $(H_{b,\sigma}^1)$ is stronger than $(H_{b,\sigma}^0)$. Moreover, under the assumption $(H_{b,\sigma}^1)$, it holds that Eq. (30) and Eq. (31) have unique strong solutions denoted as $(X_t)$ and $(X^n_t)$ with $\mathbb{P} \circ X_0^{-1} = \mu_0$ and $\mathbb{P} \circ (X^n_0)^{-1} = \mu_0$, respectively.

In the following, we introduce the nonlinear filtering problem associated with $(X_t)$. Given an observation process $(Y_t)_{t \in [0, T]}$ as follows:
\[
Y_t = W_t + \int_0^t h(X_s)ds + \int_0^t \int_{\mathbb{R}^k} u\tilde{N}_\lambda(ds, du) + \int_0^t \int_{\mathbb{R}^k \setminus U_0} uN_\lambda(ds, du),
\]
where $W_t$ is a $k$-dimensional Brownian motion and $N_\lambda(dt, du)$ is a random measure with a predictable compensator $\lambda(X_t, u)d\nu_2(du)$. Here the function $\lambda : \mathbb{R}^d \times \mathbb{R}^k \to (0, 1)$ is Borel measurable and $\nu_2$ is a $\sigma$-finite measure defined on $\mathbb{R}^k$ with $\nu_2(\mathbb{R}^k \setminus U_0) < \infty$ and $\int_{U_0} |u|^2 \nu_2(du) < \infty$ for a fixed $U_0 \in \mathcal{B}(\mathbb{R}^k)$. Concretely speaking, set
\[
\tilde{N}_\lambda(dt, du) := N_\lambda(dt, du) - \lambda(X_t, u)d\nu_2(du), \quad t \in [0, T],
\]
and then $\tilde{N}_\lambda(dt, du)$ is the compensated martingale measure of $N_\lambda(dt, du)$. Moreover, we require that $B_t, L_t, W_t, N_\lambda(dt, du)$ are mutually independent. $h : \mathbb{R}^d \to \mathbb{R}^k$ is Borel measurable. Here, we assume more:

$(H_{b,\sigma}^0)$
\[
\int_0^T |h(X_t)|^2dt < \infty, \quad \text{and} \quad \int_0^T |h(X^n_t)|^2dt < \infty.
\]

$(H_{1})$ There exists a positive function $L(u)$ satisfying
\[
\int_{U_0} \left(1 - \frac{L(u)}{L(u)}\right)^2 \nu_2(du) < \infty.
\]
such that \(0 < t \leq L(u) < \lambda(x, u) < 1\) for \(u \in \mathbb{U}_0\), where \(t\) is a constant.

Now, denote

\[
\lambda_t^{-1} = \exp \left\{ -\int_0^t h^i(X_s) d\tilde{W}_s^i - \frac{1}{2} \int_0^t |h(X_s)|^2 ds - \int_0^t \int_{\mathbb{U}_0} \log \lambda(X_{s-}, u) N_\lambda(ds, du) \right. \\
- \int_0^t \int_{\mathbb{U}_0} \left( 1 - \lambda(X_s, u) \right) \nu_2(du) ds \left. \right\}.
\]

Thus, by \((H^1_h) (H^1_k)\) we know that \(\lambda^{-1}\) is an exponential martingale. Define a measure \(\tilde{P}\) via

\[
\frac{d\tilde{P}}{dP} = \lambda_t^{-1}.
\]

Under the probability measure \(\tilde{P}\), it follows from the Girsanov theorem that \(\tilde{W} := W + \int_0^t h(X_s) ds\) is a Brownian motion and

\[
\eta := \int_0^t \int_{\mathbb{U}_0} u \tilde{N}_\lambda(ds, du) + \int_0^t \int_{\mathbb{R}^k \setminus \mathbb{U}_0} u N_\lambda(ds, du)
\]

is a pure jump Lévy process with the Lévy measure \(\nu_2\). Moreover, \(X\) is independent of \(\tilde{W}, \eta\) under the probability measure \(\tilde{P}\). And then we rewrite \(\lambda_t\) as

\[
\lambda_t = \exp \left\{ \int_0^t h^i(X_s) d\tilde{W}_s^i - \frac{1}{2} \int_0^t |h(X_s)|^2 ds + \int_0^t \int_{\mathbb{U}_0} \log \lambda(X_{s-}, u) N_\lambda(ds, du) \right. \\
+ \int_0^t \int_{\mathbb{U}_0} \left( 1 - \lambda(X_s, u) \right) \nu_2(du) ds \left. \right\}.
\]

Set

\[
\varphi_t(\phi) := \mathbb{E}^\tilde{P}[\phi(X_t)|\mathcal{F}^Y_t], \\
\tau_t(\phi) := \mathbb{E}[\phi(X_t)|\mathcal{F}^Y_t], \quad \phi \in \mathcal{B}(\mathbb{R}^d),
\]

where \(\mathbb{E}^\tilde{P}\) stands for the expectation under the probability measure \(\tilde{P}\) and \(\mathcal{F}^Y_t := \sigma(Y_s: 0 \leq s \leq t)\). And then by the Kallianpur-Striebel formula it holds that

\[
\tau_t(\phi) = \frac{\varphi_t(\phi)}{\varphi_t(1)}.
\]

Next, we introduce the nonlinear filtering problem associated with \((X^u_t)\). Set

\[
Y^n_t := W_t + \int_0^t h(X^n_s) ds + \int_0^t \int_{\mathbb{U}_0} u \tilde{N}^n_\lambda(ds, du) + \int_0^t \int_{\mathbb{R}^k \setminus \mathbb{U}_0} u N^u_\lambda(ds, du),
\]

where \(N^u_\lambda(ds, du)\) is a random measure with a predictable compensator \(\lambda(X^n_s, u) ds \nu_2(du)\) and \(\tilde{N}^n_\lambda(ds, du) := N^u_\lambda(ds, du) - \lambda(X^n_s, u) ds \nu_2(du)\). By the similar way to above, we can define \(\lambda_t^n, \tilde{P}^n, \tilde{W}^n, \eta^n, \varphi^n_t\) and \(\tau^n_t\) by replacing \(X_t, Y_t\) with \(X^n_t, Y^n_t\). Moreover, we require that \(B, L, W, N^u_\lambda(dt, du)\) are mutually independent. Here, we remind that \(\tau^n_t, \tau_t\) are defined under the same probability measure \(P\).
4.2. The relationship between $\pi_n^\pi$ and $\pi_t$. In the subsection, we observe the relationship between $\pi_n^\pi$ and $\pi_t$ under the framework of Theorem 3.1.

First of all, under the assumption of Theorem 3.1, where the assumption $(\mathcal{H}_{\infty})$ takes place of $(\mathcal{H}_{\infty}^\pi)$, by Theorem 3.1 and [7] Theorem 2.26, Page 157 we know that $\mathbb{P} \circ X^{-1} = \mathbb{Q}$, $\mathbb{P} \circ (X^n)^{-1} = \mathbb{Q}^n$ and $X^n \rightarrow X$ in $\mathcal{P}(D^2)$, where “$\rightarrow$” denotes convergence in distribution of random variables as well as weak convergence of probability measures. And then we apply some functionals to prove that $\pi_n^\pi \rightarrow \pi$ in $\mathcal{P}(D([0,T], \mathcal{P}(\mathbb{R}^d)))$. To do this, we assume more:

$(\mathcal{H}_n^{\pi})$ $h$ is continuous and satisfies

$$\lim_{n \rightarrow \infty} \mathbb{E} \left( \int_0^T |h(X^n_s) - h(X_s)|^2 ds \right) = 0$$

$(\mathcal{H}_n^\lambda)$ $\lambda$ is continuous in the first variable $x$ and satisfies

$$\lim_{n \rightarrow \infty} \mathbb{E} \left( \int_0^T \int_{\Omega_0} \left| \log \lambda(X^n_s, u) - \log \lambda(X_s, u) \right|^2 \nu_2(du) ds \right) = 0.$$

Thus, by the assumptions $(\mathcal{H}_n^h)$ $(\mathcal{H}_n^\lambda)$, one can obtain that

$$(X^n, Z^n, V^n) \rightarrow (X, Z, V), \quad (32)$$

where

$$Z^n_t := \int_0^t |h(X^n_s)|^2 ds, \quad Z_t := \int_0^t |h(X_s)|^2 ds,$$

$$V^n_t := \int_0^t \int_{\Omega_0} (1 - \lambda(X^n_s, u) + \log \lambda(X^n_s, u)) \nu_2(du) ds,$$

$$V_t := \int_0^t \int_{\Omega_0} (1 - \lambda(X_s, u) + \log \lambda(X_s, u)) \nu_2(du) ds.$$

Next, note that by the Skorokhod representation theorem, there exist a probability space $(\Omega^0, \mathcal{F}^0, \mathbb{P}^0)$ and $X^n, Z^n, V^n, X, Z, V$ on it such that

$$(X^n, Z^n, V^n) \rightarrow (X, Z, V) \quad \text{a.s.}\mathbb{P}^0, \quad (33)$$

and

$$\mathcal{L}(X^n, Z^n, V^n) = \mathcal{L}(X^n, Z^n, V^n), \quad \mathcal{L}(X, Z, V) = \mathcal{L}(X, Z, V),$$

where $\mathcal{L}$ denotes the joint distribution. Besides, let $\Omega^1 := C([0,T], \mathbb{R}^k)$, $\mathcal{F}^1$ be the Borel $\sigma$-field on $\Omega^1$ and $\mathbb{P}^1$ be the Wiener measure on $(\Omega^1, \mathcal{F}^1)$. Let $\tilde{W}$ be the canonical process on $(\Omega^1, \mathcal{F}^1, \mathbb{P}^1)$. Let $\Omega^2 := D([0,T], \mathbb{R}^k)$. And then we equip $\Omega^2$ with the Skorokhod topology and $\mathcal{F}^2$ denotes the Borel $\sigma$-field induced by the Skorokhod topology. Moreover, we take $\mathbb{P}^2 = \tilde{\mathbb{P}} \circ \eta^{-1}$ and then $(\Omega^2, \mathcal{F}^2, \mathbb{P}^2)$ is a probability space. $\tilde{\eta}$ denotes the canonical process on it. Let $(\Omega, \mathcal{F}, \tilde{\mathbb{P}}) := (\Omega^0, \mathcal{F}^0, \mathbb{P}^0) \times (\Omega^1, \mathcal{F}^1, \mathbb{P}^1) \times (\Omega^2, \mathcal{F}^2, \mathbb{P}^2)$. We remind that the distribution of $(X, \tilde{W}, \eta)$ on $(\Omega, \mathcal{F}, \tilde{\mathbb{P}})$ is the same to that of $(\tilde{X}, W, \tilde{\eta})$ on $(\Omega, \mathcal{F}, \tilde{\mathbb{P}})$, and the distribution of $(X^n, \tilde{W}, \eta^n)$ on $(\Omega, \mathcal{F}, \tilde{\mathbb{P}}^0)$ is the same to that of $(\tilde{X}, W, \tilde{\eta})$ on $(\Omega, \mathcal{F}, \tilde{\mathbb{P}})$.

In the following, we present $\pi_n^\pi, \pi$ as some functionals on $(\tilde{\Omega}, \mathcal{F}, \tilde{\mathbb{P}})$. Set

$$\langle F_t(w^1, w^2), \phi \rangle := \int_{\Omega^0} \phi(\tilde{X}_t(w^0)) q_t(w^0, w^1, w^2) \mathbb{P}^0(dw^0),$$
Thus, we define that
\[ F_t^n(w^1, w^2, \phi) := \int_{\Omega_0} \phi(X^n_t(w^0))q_t^n(w^0, w^1, w^2) \mathbb{P}(dw^0), \quad \phi \in \mathcal{B}(\mathbb{R}^d), \]
where
\[ q_t(w^0, w^1, w^2) := \exp \left\{ \int_0^t h^i(X_s(w^0))d\bar{W}^i_s - \frac{1}{2} \int_0^t \left| h(X_s(w^0)) \right|^2 ds \right. \]
\[ + \int_0^t \int_{\Omega_0} \log \lambda(X_s(w^0), u)\bar{N}_\kappa(ds, du) \]
\[ + \int_0^t \int_{\Omega_0} \left( 1 - \lambda(X_s(w^0), u) + \log \lambda(X_s(w^0), u) \right)\nu_2(du)ds \}, \]
and
\[ q_t^n(w^0, w^1, w^2) := \exp \left\{ \int_0^t h^i(X^n_s(w^0))d\bar{W}^i_s - \frac{1}{2} \int_0^t \left| h(X^n_s(w^0)) \right|^2 ds \right. \]
\[ + \int_0^t \int_{\Omega_0} \log \lambda(X^n_s(w^0), u)\bar{N}_\kappa(ds, du) \]
\[ + \int_0^t \int_{\Omega_0} \left( 1 - \lambda(X^n_s(w^0), u) + \log \lambda(X^n_s(w^0), u) \right)\nu_2(du)ds \}, \]
and
\[ \kappa_t := w^2_t - w^2_{t-}, \quad N_\kappa((0, t], A) := \#\{0 < s \leq t, \kappa_s \in A\}, A \in \mathcal{B}(\mathbb{R}^d \setminus \{0\}), \]
and \( \bar{N}_\kappa(dt, du) := N_\kappa(dt, du) - \nu_2(du)dt \) is the compensated martingale measure of the Poisson random measure \( N_\kappa(dt, du) \). And then it holds that
\[ \langle F_t(W, \eta), \phi \rangle = q_t(\phi), \quad \langle F_t^n(W^n, \eta^n), \phi \rangle = q_t^n(\phi). \]
Moreover, by the similar deduction to that on the top of Theorem 3.2 in [11], one can get that
\[ \langle F_t(w^1, w^2), 1 \rangle > 0, \quad \langle F_t^n(w^1, w^2), 1 \rangle > 0, \text{a.s.} \mathbb{P}. \]
Thus, we define
\[ \langle H_t(w^1, w^2), \phi \rangle := \frac{\langle F_t(w^1, w^2), \phi \rangle}{\langle F_t(w^1, w^2), 1 \rangle}, \quad \langle H^n_t(w^1, w^2), \phi \rangle := \frac{\langle F_t^n(w^1, w^2), \phi \rangle}{\langle F_t^n(w^1, w^2), 1 \rangle} \]
and then obtain
\[ \langle H_t(W, \eta), \phi \rangle = \pi_t(\phi), \quad \langle H^n_t(W^n, \eta^n), \phi \rangle = \pi^n_t(\phi). \]
Now, it is the position to state and prove the main result in the section.

**Theorem 4.1.** Under all the above assumptions, it holds that \( \mathbb{P} \circ (\pi^n)^{-1} \Longrightarrow \mathbb{P} \circ \pi^{-1} \) in \( \mathcal{P}(D([0, T], \mathcal{P}(\mathbb{R}^d))) \).

**Proof.** First of all, note that for \( G \in C_b(D([0, T], \mathcal{P}(\mathbb{R}^d))) \),
\[ \mathbb{E}[G(\pi^n)] = \mathbb{E}^{\mathbb{P}^n} \left[ G(H^n(W^n, \eta^n))\lambda^n_T \right] = \mathbb{E}^{\mathbb{P}} \left[ G(H^n)\nu^n_T \right], \]
\[ \mathbb{E}[G(\pi)] = \mathbb{E}^{\mathbb{P}} \left[ G(H(W, \eta))\lambda_T \right] = \mathbb{E}^{\mathbb{P}} \left[ G(H)\nu_T \right]. \]
Therefore, we only need to prove that as \( n \to \infty, H^n \to H \) and \( \nu^n_T \to \nu_T \) in the probability measure \( \mathbb{P} \).
Thus, we know that
\[ N > 0 \]
So, we estimate \( \sum P_1 \)
\[ \int_0^t P_0 \rightarrow \infty \]
\[ \int P_0 \times \int P_0 \times 1 \times \int P_0 |P_0| > \varepsilon \]
\( \varepsilon > 0 \),
\[ \lim_{n \to \infty} (P_1 \times P_2) \{ |\langle F_{t_n}^n(w^1, w^2), \phi \rangle - \langle F_t(w^1, w^2), \phi \rangle| \geq \varepsilon \} = 0, \forall \phi \in C_b(\mathbb{R}^d). \] (34)

Note that
\[ (P_1 \times P_2) \{ |\langle F_{t_n}^n(w^1, w^2), \phi \rangle - \langle F_t(w^1, w^2), \phi \rangle| \geq \varepsilon \} \]
\[ \leq (P_1 \times P_2) \left \{ \int_{\Omega_0} |\phi(\bar{X}_{t_n}^n(w^0))q_{t_n}^n(w^0, w^1, w^2) - \phi(\bar{X}_t(w^0))q_t(w^0, w^1, w^2)|P_0(dw^0) \geq \varepsilon \right \} \]
\[ + (P_1 \times P_2) \left \{ \int_{\Omega_0} |\phi(\bar{X}_{t_n}^n(w^0))q_{t_n}^n(w^0, w^1, w^2) - \phi(\bar{X}_t(w^0))q_t(w^0, w^1, w^2)|P_0^0(dw^0) \geq \varepsilon/4 \right \} \]
\[ + (P_1 \times P_2) \left \{ \int_{\Omega_0} |\phi(\bar{X}_{t_n}^n(w^0))q_{t_n}^n(w^0, w^1, w^2) - \phi(\bar{X}_t(w^0))q_t(w^0, w^1, w^2)|P_0^0(dw^0) \geq \varepsilon/4 \right \} \]
\[ =: \Sigma_1 + \Sigma_2 + \Sigma_3 + \Sigma_4. \] (35)

So, we estimate \( \Sigma_1, \Sigma_2, \Sigma_3, \Sigma_4 \) to obtain (34).

For \( \Sigma_1 \), by Lemma 4.2 below and the dominated convergence theorem, we know that
\[ \lim_{n \to \infty} \int_{\Omega_0} |\phi(\bar{X}_{t_n}^n(w^0))q_{t_n}^n(w^0, w^1, w^2) - \phi(\bar{X}_t(w^0))q_t(w^0, w^1, w^2)|d\bar{P}(w^0, w^1, w^2) = 0. \]

By Chebychev’s inequality, it holds that for any \( \delta > 0 \), there exists a \( N_1 \in \mathbb{N} \) such that for \( n > N_1 \),
\[ \Sigma_1 \leq \delta/4. \] (36)

For \( \Sigma_2 \), by (H^2_h) (H^2_e) and (33), it holds that
\[ \int_0^t h^i(\bar{X}_s(w^0))d\bar{W}_s^i \to \int_0^t h^i(\bar{X}_s(w^0))d\bar{W}_s^i, \text{ in } \bar{P}, \]
\[ \int_0^t |h(\bar{X}_s(w^0))|^2 ds \to \int_0^t |h(\bar{X}_s(w^0))|^2 ds, \text{ a.s.} \bar{P}, \]
\[ \int_0^t \int_{\Omega_0} \log \lambda(\bar{X}_s(w^0), u)\bar{N}_n(ds, du) \to \int_0^t \int_{\Omega_0} \log \lambda(\bar{X}_s(w^0), u)\bar{N}_n(ds, du), \text{ in } \bar{P}, \]
\[ \int_0^t \int_{\Omega_0} \left( 1 - \lambda(\bar{X}_s(w^0), u) + \log \lambda(\bar{X}_s(w^0), u) \right)\nu_2(du)ds \]
\[ \to \int_0^t \int_{\Omega_0} \left( 1 - \lambda(\bar{X}_s(w^0), u) + \log \lambda(\bar{X}_s(w^0), u) \right)\nu_2(du)ds, \text{ a.s.} \bar{P}. \]

Thus, we know that \( q_t^n(w^0, w^1, w^2) \to q_t(w^0, w^1, w^2) \) in the probability measure \( \bar{P} \), which together with \( \int_0^t q_t^n(w^0, w^1, w^2)d\bar{P}(w^0, w^1, w^2) = 1, \int_0^t q_t(w^0, w^1, w^2)d\bar{P}(w^0, w^1, w^2) = 1 \)
Proof. Note that Lemma 4.2. measure $\bar{\Omega}$. Thus, (34) is proved.

So, we get that there exists a $N$ such that for

$$\lim_{n \to \infty} \int_{\Omega} |q^n_t(w^0, w^1, w^2) - q_t(w^0, w^1, w^2)| d\bar{\mathbb{P}}(w^0, w^1, w^2) = 0,$$

and furthermore

$$\lim_{n \to \infty} \int_{\Omega} |\phi(\bar{X}^n_{t_n}(w^0))q^n_t(w^0, w^1, w^2) - \phi(\bar{X}^n_t(w^0))q_t(w^0, w^1, w^2)| d\bar{\mathbb{P}}(w^0, w^1, w^2) = 0.$$

From this, it follows that there exists a $N_2 \in \mathbb{N}, N_2 \geq N_1$ such that for $n > N_2$,

$$\Sigma_2 \leq \delta/4. \quad (37)$$

For $\Sigma_3$, note that $\bar{X}^n_{t_n}(w^0) \to \bar{X}^n_t(w^0)$ in the probability measure $\bar{\mathbb{P}}$ ([15 Definition 1.6, Page 3]). Thus, by the dominated convergence theorem, we have that

$$\lim_{n \to \infty} \int_{\Omega} |\phi(\bar{X}^n_{t_n}(w^0))q^n_t(w^0, w^1, w^2) - \phi(\bar{X}^n_t(w^0))q_t(w^0, w^1, w^2)| d\bar{\mathbb{P}}(w^0, w^1, w^2) = 0.$$

And then it follows from Chebychev’s inequality that there exists a $N_3 \in \mathbb{N}, N_3 \geq N_2$ such that for $n > N_3$,

$$\Sigma_3 \leq \delta/4. \quad (38)$$

For $\Sigma_4$, by (33) and the dominated convergence theorem, it holds that

$$\lim_{n \to \infty} \int_{\Omega} |\phi(\bar{X}^n_t(w^0))q_t(w^0, w^1, w^2) - \phi(\bar{X}^n_t(w^0))q_t(w^0, w^1, w^2)| d\bar{\mathbb{P}}(w^0, w^1, w^2) = 0.$$

So, we get that there exists a $N_4 \in \mathbb{N}, N_4 \geq N_3$ such that for $n > N_4$,

$$\Sigma_4 \leq \delta/4. \quad (39)$$

Combining (36)–(39) with (35), one can obtain that for $n > N_4$,

$$\{ |\langle F^n_{t_n}(w^1, w^2), \phi \rangle - \langle F_t(w^1, w^2), \phi \rangle | \geq \varepsilon \} \leq \delta.$$

Thus, (34) is proved.

Finally, by the similar deduction to that in $\Sigma_2$, we have that $q^n_t \to q_T$ in the probability measure $\bar{\mathbb{P}}$. So, the proof is complete. \hfill \Box

Lemma 4.2. $\int_0^t \int_{U_0} \log \lambda(\bar{X}_{s-}(w^0), u) \tilde{N}_a(ds, du)$ is stochastic continuous in $t$.

Proof. Note that

$$\int_0^T \int_{U_0} |\log \lambda(\bar{X}_{s-}(w^0), u)|^2 \nu_2(du)ds \leq \int_0^T \int_{U_0} |\log L(u)|^2 \nu_2(du)ds \leq \int_0^T \int_{U_0} \frac{(1-L(u))^2}{L(u)} \nu_2(du)ds \leq \int_0^T \int_{U_0} \left( \frac{(1-L(u))^2}{L(u)} \right) \nu_2(du)ds < \infty.$$

Thus, by [1] Theorem 4.2.12, Page 228, we know that $\int_0^t \int_{U_0} \log \lambda(\bar{X}_{s-}(w^0), u) \tilde{N}_a(ds, du)$ is right continuous in $t$ and then right stochastic continuous in $t$.

Besides, we take $t_n \uparrow t$ as $n \to \infty$ for $t_n, t \in [0, T]$. And then

$$\lim_{n \to \infty} \int_{t_n}^t \int_{U_0} |\log \lambda(\bar{X}_{s-}(w^0), u)|^2 \nu_2(du)ds = 0, \text{a.s.}\bar{\mathbb{P}}.$$
So, for any $\delta, \eta > 0$, there exists a $N \in \mathbb{N}$ such that for $n > N$,

$$\mathbb{P} \left\{ \int_{\tau_n}^t \int_{\mathbb{U}_0} \log \lambda(\bar{X}_{s-}(w^0), u)^2 \nu_2(du) ds > \delta \right\} < \eta,$$

which together with [1, Exercise 4.2.10, Page 228], yields that for any $\varepsilon > 0$ such that

$$\mathbb{P} \left\{ \left| \int_0^t \int_{\mathbb{U}_0} \log \lambda(\bar{X}_{s-}(w^0), u) \tilde{N}_n(ds, du) - \int_0^t \int_{\mathbb{U}_0} \log \lambda(\bar{X}_{s-}(w^0), u) \tilde{N}_n(ds, du) \right| \geq \varepsilon \right\}
\leq \frac{\delta}{\varepsilon^2} + \mathbb{P} \left\{ \int_{\tau_n}^t \int_{\mathbb{U}_0} |\log \lambda(\bar{X}_{s-}(w^0), u)|^2 \nu_2(du) ds \geq \delta \right\}
< \frac{\delta}{\varepsilon^2} + \eta.$$

From this, it follows that $\int_0^t \int_{\mathbb{U}_0} \log \lambda(\bar{X}_{s-}(w^0), u) \tilde{N}_n(ds, du)$ is left stochastic continuous in $t$. The proof is complete. \qed

5. The Appendix

Verification of Remark 2.2

Necessity. First of all, we choose a smooth function $\chi_n$ such that $\chi_n(x) = 1, |x| \leq n$ and $\chi_n(x) = 0, |x| \geq 2n$. And then for any $\phi \in C^2(\mathbb{R}^d)$ with $|\phi(x)| \leq C \log(2 + |x|)$, $\phi_n := \phi \chi_n \in C^2_c(\mathbb{R}^d)$. From this, it follows that

$$\mathcal{M}^\phi_{t^n} = \phi_n(w_t) - \phi_n(w_s) - \int_s^t (\mathcal{L}_r \phi_n)(w_r) dr$$

is a $(\mathcal{B}_t)_{t \in [0,T]}$-adapted martingale under the probability measure $\mathbb{Q}$. Set $\tau_v = \inf\{t \geq s, |w_t| > v\}$ for $v \in \mathbb{N}$, and then $\{\tau_v\}$ is a $(\mathcal{B}_t)_{t \in [0,T]}$-stopping time sequence and $\tau_v \uparrow T$ as $v \to \infty$. Thus,

$$\mathcal{M}^\phi_{t \wedge \tau_v} = \phi_n(w_{t \wedge \tau_v}) - \phi_n(w_{s \wedge \tau_v}) - \int_{s \wedge \tau_v}^{t \wedge \tau_v} (\mathcal{L}_r \phi_n)(w_r) dr$$

is still a $(\mathcal{B}_t)_{t \in [0,T]}$-adapted martingale under $\mathbb{Q}$. The dominated convergence theorem admits us to obtain

$$\mathcal{M}^\phi_{\tau_v} = \phi(w_{t \wedge \tau_v}) - \phi(w_{s \wedge \tau_v}) - \int_{s \wedge \tau_v}^{t \wedge \tau_v} (\mathcal{L}_r \phi)(w_r) dr$$

is also a $(\mathcal{B}_t)_{t \in [0,T]}$-adapted martingale under $\mathbb{Q}$. That is,

$$\mathcal{M}^\phi = \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r) dr$$

is a $(\mathcal{B}_t)_{t \in [0,T]}$-adapted local martingale under $\mathbb{Q}$.

Sufficiency. For any $\phi \in C^2_c(\mathbb{R}^d)$, we know that

$$\mathcal{M}^\phi_t = \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r) dr$$
is a \((\bar{\mathcal{B}}_t)_{t \in [0,T]}\)-adapted local martingale under the probability measure \(Q\). So, there exists a \((\bar{\mathcal{B}}_t)_{t \in [0,T]}\)-stopping time sequence \(\{\tau_n, n \in \mathbb{N}\}\) such that

\[
\mathcal{M}^\phi_{t \wedge \tau_n} = \phi(w_{t \wedge \tau_n}) - \phi(w_{s \wedge \tau_n}) - \int_{s \wedge \tau_n}^{t \wedge \tau_n} (\mathcal{L}_r \phi)(w_r)dr
\]

is a \((\bar{\mathcal{B}}_t)_{t \in [0,T]}\)-adapted martingale under \(Q\). By the dominated convergence theorem, it holds that

\[
\mathcal{M}^\phi_t = \phi(w_t) - \phi(w_s) - \int_s^t (\mathcal{L}_r \phi)(w_r)dr
\]

is a \((\bar{\mathcal{B}}_t)_{t \in [0,T]}\)-adapted martingale under \(Q\). The proof is complete.
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