Dual-band single-pixel telescope
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Abstract: Single-pixel imaging systems can obtain images from a wide range of wavelengths at low-cost compared to those using conventional multi-pixel, focal-plane array sensors, especially at wavelengths outside the visible spectrum. The ability to sense short-wave infrared radiation with single-pixel techniques extends imaging capability to adverse weather conditions and environments, such as fog, haze, or night time. In this work, we demonstrate a dual-band single-pixel telescope for imaging at both visible (VIS) and short-wave infrared (SWIR) spectral regions simultaneously under some of these outdoor weather conditions. At 64×64 pixel-resolution, our system has achieved continuous VIS and SWIR imaging of various objects at a frame rate up to 2.4 Hz. Visual and contrast comparison between the reconstructed VIS and SWIR images emphasizes the significant contribution of infrared observation using the single-pixel technique. The single-pixel telescope provides an alternative cost-effective imaging solution for synchronized dual-waveband optical applications.
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1. Introduction

Single-pixel imaging is an alternative choice to the use of focal plane array detectors. Instead of gaining the spatial information from a detector array situated in the focal-plane of a camera, single-pixel imaging [1–5] retrieves the spatial information of a scene from a predefined sampling mask set. A single-pixel imaging system generally consists of a single detector that simply records the total back-scattered light intensity from a scene and a spatial light modulator (SLM) which is used to either project structured light patterns onto a scene, named structured illumination, or structure the detection of the back-scattered intensities from the field of view, termed structured detection [1,6]. Different SLM technologies can be used in single-pixel imaging, depending on the application. In computational imaging systems, a digital micromirror device (DMD) is a most commonly used SLM due to its superior modulation rate, compared to those based upon liquid crystal technology, and its broadband wavelength response.

To obtain a full image of a scene using a single-pixel technique in principle requires the same amount of sampling as the number of desired pixels in the image. In practice this number can be reduced using compressed sensing techniques which will be considered later.

Mathematically, the measurement of single-pixel light intensity is equivalent to the inner product between the patterns and the object. Given a sequence of N-element orthonormal pattern pairs \( P_{i,m} \) (\( i \) is the pixel number and \( i \in [1, N] \), \( m \) is the pattern sequence number), the corresponding differential signal is \( S_{m,n} \). For a pattern sequence the \( n \)th image estimate of the object \( I_{i(x,y)} \), \( n \), reformatted as a column vector \( I_{i,n} \), can be represented by the mathematical expression

\[
I_{i,n} = \frac{1}{N} \sum_{m=1}^{n} S_{m,n} P_{i,m}
\]  

(1)
where \( n = N \) is the least amount of sampling required to fully, and unambiguously, reconstruct a single image of an entire scene under the condition that each pattern \( P_m \) in the sampling set is orthogonal to all others.

Over the last decade, single-pixel techniques have been utilized in numerous challenging frameworks, for instance, photon counting regimes [7,8], spatial entanglement detection [9,10], and multi-dimensional imaging [11–13]. Besides performing in the visible spectrum, single-pixel imaging has demonstrated its viability in exotic regions of the electromagnetic spectrum, such as terahertz [2,14–16] and infrared [17–21], where conventional imaging techniques face difficulties in both practicality and cost. Recent reviews of single-pixel imaging, including its relationship to computational ghost imaging, are provided by Edgar et al. [6] and Sun and Zhang [22].

In this work, we demonstrate a dual-band single-pixel telescope, capable of performing real-time multispectral images in both visible (VIS) and short-wave infrared (SWIR) bands simultaneously. Instead of collecting only the light reflected from the DMD pixels in the "on" state, as in conventional single-pixel systems, we have created double optical paths with a differential signal acquisition approach to also take advantage of the light reflected from the DMD pixels in the “off” state. This differential approach allows two images with perfect overlap to be reconstructed and importantly can be based on measurements using two different detector types. It is important to note that the broad wavelength response of the DMD is compatible with the combined wavelength response of the two detectors. We apply this system to imaging different objects including distant ground-based structures in various weather conditions. Our single-pixel telescope provides an alternative cost-effective method for multispectral imaging applications.

2. Experimental setup

A diagram of the dual-band single-pixel telescope setup is shown in Fig. 1(c). The imaging system is based on a Maksutov-Newtonian telescope (Sky-Watcher BK MN190 EQ6 SynScan) with a focal length of one meter to which is mounted our single-pixel camera. The camera comprises a DMD (ViALUX DLP V-7001) with a binary pattern switching rate up to 22.7 kHz. The DMD has an active \( 1024 \times 768 \) mirror array area of 14.0 mm x 10.5 mm, each of which tilts +12 degrees or −12 degrees with respect to the DMD surface forming binary patterns, as illustrated in Fig. 1(a). In our system, we use a side length of 7mm of the DMD central square mirror array area to display the patterns. Two single-pixel detectors, each with a different spectral response, are attached to opposite sides of the DMD. Each detector measures light reflected from the DMD at \( ±24° \) (i.e. \( 2 \times 12° \)) as shown in Fig. 1(b). This allows light reflected from the DMD to be collected from both optical paths simultaneously rather than wasting half of the signal. As the variation in the signals received from those two optical paths are inverse to each other, here we display each pattern followed by its contrast-reversed inverse and adopt the differential signal intensity value for each corresponding mask [23]. Concerning the measurement patterns, a commonly-used Hadamard-coded pattern set [6], in which each pattern is orthogonal to the rest, is employed in structured detection to allow perfect image reconstruction with the number of patterns equivalent to the number of pixels in the image.

One of the detectors in the system is a multi-alkali amplified photomultiplier tube (Thorlabs PMM02) for light signals ranging from 300 nm to 800 nm wavelength (visible wavelength range). A control circuit is used to set the gain of the detector. The other detector is an InGaAs switchable gain detector (Thorlabs PA20CS) for light signals ranging from 800 nm to 1800 nm wavelength (SWIR wavelength range). Since both detectors receive signals at the same time, it enables our system, as shown in Fig. 2, to perform dual VIS/SWIR waveband imaging simultaneously with perfect pixel registration between the two reconstructed images.
Fig. 1. An illustration of the DMD and system diagram. (a) Schematic of the DMD operation. Each micro-mirror on an illuminated DMD tilts at either +12 or -12 degrees to represent an “on” or “off” state. (b) The propagation path of light from the DMD to two detectors. Two mirrors reflect light from the DMD towards separate VIS and IR detectors. (c) Experimental setup. A DMD is positioned near the focal plane at the top side port of the telescope tube. A detector is installed on both sides of the DMD with a lens in front of each detector to collect light. An external battery is attached to supply the power for both detectors and the DMD. A laptop is connected to the DMD board to load the pattern sequence and perform image reconstruction.

Fig. 2. A top view of the dual-band single-pixel telescope system.
3. Differential signal processing

The Hadamard basis patterns employed in the structured detection are generated following the Walsh matrices [24–26] of a core matrix of order 2, where

\[
H_2 = \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix},
\]

(2)

\[
H_{2k} = \begin{bmatrix}
H_{2k-1} & H_{2k-1} \\
H_{2k-1} & -H_{2k-1}
\end{bmatrix}.
\]

(3)

Each matrix constructed following this approach is orthogonal, symmetric and involutive, which greatly simplifies the complexity of performing matrix computations and reduces the measurement redundancy.

In a traditional Hadamard single-pixel imaging scheme, the DMD displays a white (+1) or black (0) pattern corresponding to the value +1 or -1 of \(H_{2k}\) for each coordinate \((x, y)\) in the plane. The mean signal value detected under each pattern is collected to reconstruct the 2D image following Eq. (1).

For this single-pixel telescope system, a differential signal acquisition approach is adopted [6,23]. Instead of mapping the signals from DMD patterns directly with the Walsh matrices, we project each pattern followed by its contrast-reversed inverse, where the mirrors in the ‘on’ state are set to ‘off’ and vice versa. We then take the differential values between these patterns and correlate with the original Hadamard derived patterns. Under this approach, the effective elements of each DMD pattern becomes +1 and -1 rather than +1 and 0, hence provides a better fit with the Walsh matrices and hence more accurate reconstruction. In addition, the background signal noise is noticeably reduced with the differential scheme comparing to the ones using non-paired patterns, especially with illumination noise, which comes at some cost of overall illumination efficiency.

4. Results

The performance of the single-pixel telescope is analyzed through imaging a range of static and dynamic scenes. All images captured were taken on sunny days with either a blue sky or some clouds in the background at various distances. A mirror array of 512 × 512 in the central area of the DMD was used to structure the detected light with paired patterns derived from the Walsh matrices. Due to the resolution of the reconstructed images being lower than the number of available micromirrors, the patterns had to be scaled up to fill the selected DMD area.

4.1. Image reconstruction of static objects under artificial fog

In one experiment, we used the dual-band single-pixel telescope to acquire images of some static object with a theatrical smoke machine blowing water based white fog in front of the telescope.

In Fig. 3(a), a sculpture on the main building tower at the University of Glasgow, as highlighted by a purple box, was captured while the smoke machine was running periodically. The distance between the sculpture and the telescope was \(\sim 150\) meters based on Google Maps, as shown in Fig. 3(b), and the smoke machine was placed \(\sim 2\) meters in front of the telescope. At the time the single-pixel images were acquired there was no cloud cover and the sky behind the sculpture was blue due to the fact that blue light is scattered more than the rest of the visible range by the tiny molecules of the air in the Earth’s atmosphere. Hence the background in the SWIR images was dark while the background in the VIS images was bright. Figure 3(c) presents a sample of VIS and SWIR frames reconstructed at a resolution of 64 × 64 at a frame rate of \(\sim 2.4\) Hz, where it is
observed that in some of the frames the sculpture is completely obscured by the fog in the VIS channel while it remains visible in the SWIR channel.

Fig. 3. Imaging results of a selected sculpture on the main building tower at the University of Glasgow. (a) A visual image of the main building taken by a digital single-lens reflex (DSLR) camera. (b) The distance between the tower and the single-pixel telescope is \( \sim 150 \) m. (c) Real-time reconstructed VIS and SWIR images of the sculpture at \( 64 \times 64 \) resolution with artificial fog blowing from a theatre smoke machine in front of the telescope.

4.2. **Image reconstruction of dynamic scenes under natural weather conditions**

In a separate experiment, we analyzed the performance of the dual-band telescope system by imaging dynamic scenes under natural weather conditions.

In Fig. 4, some wind turbines from the Glasgow Whitelee windfarm were captured at a distance of \( \sim 18 \) km. Figures 4(c), 4(d), and 4(e) present samples of VIS and SWIR frames reconstructed at \( 64 \times 64 \) pixel resolution under three weather conditions. We could observe that for this scene, the SWIR channel gives more details of the wind turbines compared to the VIS one under natural haze condition, as shown in Fig. 4(c). By utilizing a set of VIS and SWIR frames, an estimate of the contrast in the scene was calculated, as shown in Fig. 5. Under each weather condition, a set of 8 frames from both channels was combined to improve the signal to noise ratio. A similar region from some static part of the wind turbines under each weather condition (shown as a yellow box in Fig. 5) was chosen and the contrasts of each horizontal row in the region from the averaged VIS and SWIR images were compared. The results show that the SWIR images have a better contrast than the VIS images in all of the three weather conditions.

Although single pixel cameras have a number of technological advantages over focal plane arrays, they also have limitations. Perhaps the main limitation relates to their inherently low sensitivity in low light conditions. This limitation arises from the fact that whereas for a focal plane array the dynamic range of the image is reflected in the signals recorded by each of the pixels in the array, however, for a single-pixel camera the image information is contained only in the pattern-to-pattern variation of the signal which is only a fraction of the average signal.
**Fig. 4.** Imaging results of some wind turbines from the Whitelee windfarm in Glasgow. (a) An image looking towards the windfarm, taken using a DSLR camera, where the location of the turbines is indicated by the purple region. (b) The distance between the wind turbines and telescope is $\sim 18$ km. (c, d, e) Reconstructed VIS and SWIR images at $64 \times 64$ under weather conditions of (c) temperature 7-12 °C, humidity 88%, wind speed 12.43 mph, (d) temperature 19-21 °C, humidity 70%, wind speed 5.59 mph, and (e) temperature 20-23 °C, humidity 63%, wind speed 13.05 mph.
Fig. 5. Luminance contrast comparison. Under each weather condition (a-c), a set of frames from each channel were combined to compose an image with improved signal to noise ratio. The luminance contrast of each row from a same yellow marked region between the VIS and SWIR images were compared.
Hence the single-pixel configuration requires more light to ensure that the image information exceeds both the noise floor of the detector and the intensity noise associated with the light source (ultimately set by the shot noise). The precise relationship between the two approaches depends upon the detailed nature of the patterns and image scenes and the desired resolution.

This being said it is therefore useful to test our imaging system in a known low-light application. We therefore use our single-pixel telescope to capture images of the moon at night. Figure 6 shows both VIS and SWIR images of the moon taken under clear sky condition at night time. We demonstrate that useful images can be obtained using a 1m focal length and f-number of 5.3, at resolution 64×64 and frame rate ~1.2 Hz. As expected, the achievable frame rate is lower for these low-light conditions than for the daylight conditions of the previous experiments. By comparison, a conventional DSLR camera also operating at an f-number of 5.6 and an ISO film speed of 100 would typically require a shutter speed of 1/500th second [27], albeit in the visible region of the spectrum. The lower sensitivity of a single-pixel camera, compared to a state-of-the-art focal plane array stems from the single-pixel data being of low contrast due to the practical correlations between the object and the measurement patterns [28]. Hence the technical simplicity of the single pixel approach has a disadvantage of inherently reduced sensitivity. Due to the constant motion of the moon, increasing the resolution would introduce extra noise in the images, unless tracking techniques are used.

![Fig. 6. Imaging results of the moon under clear sky condition at night time. Samples of reconstructed VIS and SWIR images of the moon at 64×64 with a frame rate of ~1.2 Hz.](image)

5. Conclusion

In this work, we have demonstrated a dual wavelength band single-pixel telescope system, capable of performing real-time VIS and SWIR imaging simultaneously. At 64×64 pixel resolution, our system achieved continuous VIS and SWIR imaging at a frame rate of 2.4 Hz which we applied to imaging in various weather conditions. In contrast to conventional multispectral imaging systems, we are able to provide perfect pixel registration between the images. Our single-pixel telescope system provides an alternative cost-effective method for multispectral imaging applications.

The data used to produce the results presented in this manuscript is available at http://dx.doi.org/10.5525/gla.researchdata.1015
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