Abstract—The airworthiness and safety of a non-pedigreed autopilot must be verified, but the cost to formally do so can be prohibitive. We can bypass formal verification of non-pedigreed components by incorporating Runtime Safety Assurance (RTSA) as mechanism to ensure safety. RTSA consists of a meta-controller that observes the inputs and outputs of a non-pedigreed component and verifies formally specified behavior as the system operates. When the system is triggered, a verified recovery controller is deployed. Recovery controllers are designed to be safe but very likely disruptive to the operational objective of the system, and thus RTSA systems must balance safety and efficiency. The objective of this paper is to design a meta-controller capable of identifying unsafe situations with high accuracy. High dimensional and non-linear dynamics in which modern controllers are deployed along with the black-box nature of the nominal controllers make this a difficult problem. Current approaches rely heavily on domain expertise and human engineering. We frame the design of RTSA with the Markov decision process (MDP) framework and use reinforcement learning (RL) to solve it. Our learned meta-controller consistently exhibits superior performance in our experiments compared to our baseline, human engineered approach.
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I. INTRODUCTION

There is a growing need to enable the deployment of controllers with black-box components in systems with complex dynamics. Unfortunately, the cost to formally verify a non-pedigreed or black-box autopilot for a variety of vehicle types and use cases is generally prohibitive. An alternative is to bound the flight behavior of unmanned aircraft during operation to comply with safety constraints by mitigating the risk of uncontrolled flight beyond authorized conditions. Runtime Safety Assurance (RTSA) aims to do this as a runtime monitoring safeguard that is capable of switching to a safe recovery controller if the vehicle is at risk of operating unsafely. This idea has been used in the context of software engineering [1] and has also been proposed in the aerospace domain where a trusted interpretable simple controller was used to safeguard more complex systems [2].

RTSA ensures the safety of an autonomous agent when operating using a black-box nominal controller $\pi_n$ and switching to a simple and safe recovery controller $\pi_r$ when doing so is necessary to prevent the system from exiting a safety envelope $E$.

In order for this mechanism to work, the system needs to be able to distinguish between safe scenarios under which the operation should remain controlled by $\pi_n$ and scenarios that would likely lead to unsafe conditions in which the control should be switched to $\pi_r$. We assume that a recovery controller $\pi_r$ is given and this work does not focus on its design or implementation. It is generally easier to design recovery controllers compared to nominal controllers. Recovery controllers are designed to be simple and safe, but are generally incapable or inefficient executing the task for which nominal controllers are designed. For example, the experiments described in Section III involve an autonomous hexarotor with a recovery controller that consists of turning off thrust and deploying a parachute to minimize kinetic energy and return to the ground.

The problem that we address in this work is determining how to decide when to switch from the nominal controller $\pi_n$ to the recovery controller $\pi_r$ while balancing the trade-off between safety and efficiency. This corresponds to designing a meta-controller, which consists of a policy $\pi_{RTSA}$ that switches between both controllers, as illustrated in Figure 1.

There is a trade-off between safety and efficiency [2]: a very conservative $\pi_{RTSA}$ will switch to the recovery controller too...
often and will lead to a very safe but otherwise inefficient system. Conversely, $\pi_{RTSA}$ that fails to identify potentially unsafe scenarios may be efficient most of the time but may also allow the system to exit the safety envelope $E$. We postulate that the task of navigating an aircraft from an origin to a destination by following a pre-planned path is far more complex than the task of predicting whether the aircraft is operating safely within a short time horizon of a given point. While designing $\pi_{RTSA}$ can be challenging and remains the core of the problem, the previous notion motivates us to use simple machine learning models that are not black boxes and are both able to induce safety and allow for easy verification and interpretability.

Successful implementation of this framework can enable the deployment of commercial off-the-shelf components or learning-enabled-components (LECs) without the need to formally verify them individually. Nominal controllers can be thought of as black boxes, which means that for the purposes of the RTSA system, the dynamics of the system are completely specified by the interaction of the controller with the environment and the RTSA system has no way of predicting how the controller will behave in a specific scenario.

A. Runtime Safety Assurance System Design

The goal of RTSA systems is to guarantee the safe operation of a system despite having black-box components as a part of its controller. Safe operation is specified by an envelope $E \subset S$ which corresponds to a subset of the state space $S$ within which the system is expected to operate ideally. RTSA continuously monitors the state of the system and switches to the recovery controller if and only if when not doing so, would lead the system to exit the safety envelope. In order to satisfy these considerations the following characteristics must be implemented by the RTSA system:

- It must switch to the recovery control $\pi_r$ whenever the aircraft leaves the envelope.
- It should exhibit an efficient trade-off between safety and efficiency. To do this, it must be able to accurately predict when the aircraft is likely to leave the envelope, switching to the recovery controller only when needed.
- Its implementation must be easily verifiable. This means it must avoid black box models that are hard to verify such as deep neural networks (DNNs)[3].

The RTSA system is ultimately a switch that selects between a nominal controller $\pi_n$ and a recovery controller $\pi_r$. The nominal controller is expected to efficiently perform the aircraft’s mission but it provides no safety guarantees. On the other hand, the recovery controller is expected to lead to safe operational conditions. In order to accomplish this, it is acceptable, and likely, for the recovery controller to not be very efficient at conducting the system’s mission.

In this work, we demonstrate the use of terminal recovery controllers. These are recovery controllers that once deployed remain in control of the system until its operation terminates. In particular, we consider recovery controllers that act as emergency systems and minimize kinetic energy, ideally leading the vehicle to a safe stop. An important consequence of this architecture is that it turns the RTSA into a one way switch. Section [II] shows how to model this one-way switch. Section [III] shows how to implement and solve said model.

II. REINFORCEMENT LEARNING

This section reviews the Markov decision process (MDP) framework to motivate its use in this problem and also introduces reinforcement learning (RL) as an approach for designing a switching policy for RTSA.

A. Markov Decision Process Formulation

MDPs have been used to model autonomous vehicles such as self-driving cars [4] and unmanned aircraft system [5], [6]. In this work we use the MDP framework to model how the flight dynamics of the aircraft are affected when the RTSA system is coupled with the nominal and recovery controllers.

We model the evolution of the flight of an aircraft equipped with an RTSA system by defining the following MDP: $M = (S, A, T, R)$ where the elements are defined below.

- State space $S \in \mathbb{R}^p$: a vector representing the state of the environment and the vehicle.
- Action space $A \in \{\text{deploy, continue}\}$: whether to deploy the recovery system or let the nominal controller remain in control.
- Transition $T(s, a)$: a function that specifies the transition probability of the next state $s'$ given that action $a$ was taken at state $s$; in our case this will be sampled from a simulator by querying $f(s, a)$.
- Reward $R(s, a, s')$, the reward collected corresponding to the transition. This will be designed to induce the desired behavior.

In this model, the RTSA system is considered the agent while the states correspond to the position, velocity and other relevant information about the aircraft with respect to the envelope and the actions correspond to deploying the recovery controller or not. The agent receives a large negative reward for abandoning the envelope and a smaller negative reward for deploying the recovery controller in situations where it was not required. This reward structure is designed to heavily penalize situations in which the aircraft exits the safety envelope and simultaneously disincentivize unnecessary deployments of the recovery controller. The rewards at each step are weighted by a discount factor $\gamma < 1$ such that present rewards are worth more than future ones.

A policy $\pi(s)$ is a function that determines which action $a$ to perform at each state $s$. The utility of following policy $\pi$ from state $s$ is denoted $U^\pi(s)$ and is typically referred to as the value function. Solving an MDP corresponds to crafting a policy $\pi^*$, that leads to maximizing the expected utility $\mathbb{E}[U^\pi]$:

$$\pi^*(s) = \arg \max_\pi U^\pi(s)$$  \hspace{1cm} (1)

Simple cases of MDPs such as those with discrete and small state and action spaces where the transition dynamics are known and have a closed form can be solved exactly using
techniques derived from dynamic programming such as the policy iteration algorithm \[7\].

However, in the case of autonomous flight analyzed here, the state space is high dimensional because it includes all the variables needed to model realistic flight dynamics, avionics, sensor readings and environmental conditions such as wind, the transition model is also highly complex and relies on numerical methods to compute the evolution of a flight.

Additionally, we consider the nominal controller to be a black box. All of these conditions combined lead us to operate under the assumption that the transition function is unknown and we do not have access to it. We do, however, have access to simulators from which we can query experience tuples \((s, a, r, s')\) by providing a state \(s\) and an action \(a\) and fetching the next state \(s'\) and associated reward \(r\). In this setting we can learn a policy from experience with RL.

### B. Reinforcement Learning

Our agent needs to learn to choose actions that maximize its long-term accumulation of rewards by observing the outcomes of its actions in the form of state transitions and rewards. This type of problem comes with many challenges, among them the fundamental trade-off between exploration and exploitation, which refers to the balance between exploring new possibilities and exploiting already acquired knowledge. RL has successfully been applied to many fields \[8\]–\[10\].

One approach to RL involves constructing a \(Q\)-function that estimates the value of performing each possible action at each possible state. The \(Q\)-function has the following structure:

\[
Q(s, a) = R(s, a) + \gamma \sum_{s'} T(s' | s, a) U(s')
\]  

(2)

When the MDP is known, the \(Q\)-function can be computed using dynamic programming as shown in the Bellman Equation below:

\[
Q(s, a) = R(s, a) + \gamma \sum_{s'} T(s' | s, a) \max_a Q(s', a')
\]  

(3)

Optimal policies can be extracted after performing the above computation and taking an action

\[
a^* = \arg \max_a Q(s, a)
\]  

(4)

that maximizes the \(Q\)-function for a given state.

The \(Q\)-function can also be estimated using simulators or historic data as in the popular \(Q\)-learning algorithm \[11\], \(Q\)-learning is a model-free reinforcement learning algorithm, and involves applying incremental updates to estimations of the Bellman Equation \[3\]:

\[
Q(s, a) = R(s, a) + \gamma \sum_{s'} T(s' | s, a) U(s')
\]

(5)

\[
= R(s, a) + \gamma \sum_{s'} T(s' | s, a) \max_a Q(s', a')
\]  

(6)

The key observation is that instead of using the transition function \(T\) and the reward function \(R\), we use the observed state \(s\), next state \(s'\) and reward \(r\) obtained after performing action \(a\). The algorithm is outlined below.

1) \(Q\)-Learning: \(Q\)-learning consists of initializing the values in the \(Q\)-table randomly and then at step \(t\) with state \(s_t\), select an action \(a_t\) based on the table and an exploration strategy. Then, upon observing the a new state and reward

\[
s_{t+1} \sim T(\cdot | s_t, a_t), \quad r_t = R(s, a_t)
\]

(7)

the table is updated as follows:

\[
Q(s_t, a_t) = Q(s_t, a_t) + \alpha (r_t + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t))
\]

(8)

where \(\alpha\) is the learning rate.

\(Q\)-learning as described above enables the estimation of tabular \(Q\)-functions which are useful for small discrete problems. However, cyber-physical systems often operate in contexts which are better described with a continuous state space. The problem with applying tabular \(Q\)-learning to these larger state spaces is not only that they would require a large state-action table but also that a vast amount of experience would be required to accurately estimate the values. An alternative approach to handle continuous state spaces is to use \(Q\)-function approximation where the state-action value function is approximated which enables the agent to generalize from limited experience to states that have not been visited before and additionally avoids storing a gigantic table. Policies based on value function approximation have been successfully demonstrated in the aerospace domain before \[12\].

There exist a variety of approaches to approximate the \(Q\)-function. Some rely on local information and use a notion of distance to interpolate between previously visited states, while others perform global approximation. DNNs have been used successfully as value function approximators \[8\], \[13\].

Learning a policy with value function approximation consists of specifying a family of functions that depend on parameters and then finding the parameters that approximate the optimal \(Q\)-function by interacting with the environment. This idea has made it possible to use state-action value function algorithms in higher dimensional problems and even problems with continuous states such as ours. After its introduction in \[8\] for RL tasks, a common approach is to use DNNs as function approximators.

Although DNN function approximators have demonstrated impressive performance in various domains \[4\], \[8\], \[9\], \[13\], they have a fundamental drawback in our setting: they are considered black boxes. Given that it is difficult to formally verify the behavior of DNNs \[14\], we are unlikely able to use them to implement the switching mechanism in the RTSA architecture. Instead, we will restrict our attention to linear value function approximation, which involves defining a set of features \(\Phi(s, a) \in \mathbb{R}^m\) that captures relevant information about the state and then use these features to estimate \(Q\) by linearly combining them with weights \(\theta \in \mathbb{R}^{m \times |A|}\) to estimate
the value of each action. In this context, the value function is represented as follows:

\[ Q(s, a) = \sum_{i=1}^{m} \theta_i \phi_i(s, a) = \theta^T \Phi(s, a) \]  

Our learning problem is therefore reduced to estimating the parameters \( \theta \) and selecting our features. Typically, domain knowledge will be leveraged to craft meaningful features \( \Phi(s, a) = (\phi_1(s, a), \phi_2(s, a), ..., \phi_m(s, a)) \), and ideally they would capture some of the geometric information relevant for the problem, e.g. in our setting, heading, velocity and distance to the geofence.

The ideas behind the Q-learning algorithm can be extended to the linear value function approximation setting. Here, we initialize our parameters \( \theta \) and update them at each transition to reduce the error between the predicted value and the observed reward. The algorithm is outlined below and it forms the basis of the learning procedure used in the experiments in Section III.

2) Linear Approximation Q-Learning: Similar to Q-learning, described earlier, Linear Approximation Q-learning begins by initializing the parameters \( \theta \), usually randomly. At step \( t \) with state \( s_t \), select an action \( a_t \) based on \( \theta^T \Phi(s, a) \) and an exploration strategy. Then, upon observing the a new state and reward

\[ s_{t+1} \sim T(\cdot \mid s_t, a_t), \quad r_t = R(s_t, a_t, s_{t+1}) \]  

the parameters are updated as follows:

\[ \theta = \theta + \alpha (r_t + \gamma \max_a \theta^T \Phi(s_{t+1}, a) - \theta^T \Phi(s_t, a_t)) \Phi(s_t, a_t) \]

Notice that at each step the action \( a \) is selected according to the estimated Q-function and an exploration strategy. The exploration strategy is designed to guarantee that the algorithm converges to an optimal policy and usually consists of random exploration. In our setting, the exploration strategy requires careful tuning to avoid consistently deploying the recovery controller during the learning stage.

C. RL for RTSA

In our context where we have a nominal controller \( \pi_n \) and an emergency controller \( \pi_e \), the goal is to learn an optimal policy \( \pi_{RTSA} \) that switches control from \( \pi_n \) to \( \pi_e \) when needed to guarantee safety. It follows that the controller of the system \( \pi \) has the following form:

\[ \pi(s) = \begin{cases} \pi_n(s) & \text{if } \pi_{RTSA}(s) = \text{continue} \\ \pi_e(s) & \text{if } \pi_{RTSA}(s) = \text{deploy} \end{cases} \]

Additionally, both \( \pi_n \) and \( \pi_e \) are black box controllers which means that we have no model for them and can only query them in a generative manner. In this case, each step produced by the simulator corresponds to sampling \( T \) which is determined by the composition of \( \pi \) and \( f(s, a) \), the step function of the simulator:

\[ s_{t+1} \sim T(\cdot \mid s_t, a_t) = f(s_t, a_t) = s_{t+1} \]

\[ f(s_t, \pi(s_t, a_t)) = \begin{cases} f(s_t, \pi_n(s_t)) & \text{if } \pi_{RTSA}(s_t) = \text{continue} \\ f(s_t, \pi_e(s_t)) & \text{if } \pi_{RTSA}(s_t) = \text{deploy} \end{cases} \]

Here, we assume \( f \) encompasses all the flight dynamics and returns the next state of the system in either the nominal or emergency regime depending on the value of \( \pi_{RTSA}(s) \).

Finally, we define the reward function \( R \) such that maximizing the expected utility induces the desired behavior outlined in Section [LA] as follows:

\[ R(s, a, s') = \begin{cases} 0 & s' \in E \\ -\alpha & \text{if } a = \text{deploy} \\ -1 & \text{if } s' \not\in E \end{cases} \]

There is no cost associated with letting the aircraft operate under safe conditions, a cost of \( \alpha \) associated to engaging the emergency system and a fixed negative cost associated with exiting the safety envelope. We can control the trade-off between safety and efficiency by assigning different value for \( \alpha \). Large values of \( \alpha \) will discourage the deployment of \( \pi_e \). This allows us to tweak the behavior of the meta-controller and later analyze whether it consistently dominates a baseline meta-controller.

D. Policy Design and Feature Crafting

We restrict our function family to linear functions which can be easily understood and verified. A major drawback, however, is that linear functions are less expressive than DNNs, which makes their training more difficult and requires careful crafting of features.

In the aerospace domain, a high fidelity representation of the physical world requires taking into account many magnitudes which leads to a high dimensional state representation. However, linear value function approximation as defined in Equation [3] operates over features \( \Phi(s, a) \). This means that we do not need to use all the information in a state and can instead extract a few features that capture the relevant information that is needed to determine whether the vehicle is likely to exit the envelope or not. For our experiments, we selected features that correspond to the velocity vector of the aircraft, a vector that represents the direction and distance of closest approach to the edge of the geofence, a vector that represents the wind conditions and an indicator variable that represents whether the recovery system has been deployed or not. Feature crafting will be further discussed in Section III.

Despite the relative simplicity of linear value function approximators when compared to DNNs, we observed that they are able to capture relevant information about the environment and are well suited for this task. Recall that action \( a \) is selected at state \( s \) if it maximizes \( \theta^T \Phi(s, a) \). Features should be crafted considering the situational information they provide. For example, if some of the features represent the velocity
vector of the autonomous aircraft and others represent the direction of closest approach to the edge of the geofence, then if both vectors are aligned, the vehicle is heading in a direction in which it is likely to exit the geofence. Therefore, we would expect the policy to learn negative weights for \( a = \text{continue} \), which is to select \( \pi_a \), and positive weights for \( a = \text{deploy} \), which selects \( \pi_r \).

Given our definition of the reward function \( R \), the linear approximation of the value function should be able to represent the significant change in reward that occurs when \( \pi_r \) is deployed. A way to facilitate this is to append an extra feature that is 1 if \( \pi_r \) has been deployed and 0 otherwise. This feature enables the linear approximator to shift its estimation of the value of state-action tuples once \( \pi_r \) is deployed by a learnable constant corresponding to the coefficient associated with this feature.

### E. Exploration

An exploration strategy is critical for balancing the exploration versus exploitation trade-off mentioned in Section II and it typically encompasses some sort of random action selection. Often, the \( \epsilon \)-greedy strategy is used, where at each step during training with training probability \( 0 < \epsilon < 1 \) we select an action randomly and with probability \( 1 - \epsilon \) we select the greedy action prescribed by the policy we are training. In our setting, this exploration strategy is not viable because deploying the recovery controller is a non-reversible terminal action. Once the recovery controller is deployed, it remains in control of the aircraft until the episode terminates, which biases the state and action tuples observed in a trajectory and prevents the learning algorithm from capturing the reward signal associated with successfully finishing a mission. A naive solution to this problem would be to use a low value of \( \epsilon \), but the problem remains as the exploration strategy is queried at every step in the simulation and a single episode is composed of hundreds or thousands of steps, making the probability of randomly deploying the recovery controller during one episode very high.

One approach to address this problem is to avoid or reduce the chance of random exploration. We dramatically increase the likelihood of observing episodes where the mission is completed successfully without exiting the envelope, but we also bias the learning process towards exploitation. It is well known that in order for a policy to converge under \( Q \)-learning, exploration must proceed indefinitely [15]. Additionally, in the limit of the the number of steps, the learning policy has to be greedy with respect to the \( Q \)-function [15]. Accordingly, avoiding or dramatically reducing random exploration can negatively affect the learning process and should be avoided.

Ideally, we want the learned policy to have a low probability of falsely deploying the recovery controller to satisfy the specifications in Section I-A. This turns out to be important in the learning process too because a high rate of false deployment significantly reduces the amount of experience collected by the agent where the mission was completed. The agent must experience completing the mission many times in order to capture the positive reward signal associated with completing safe missions without interruption. This can be achieved with a careful initialization of the model weights \( \theta \) that reduces the value of deploying the recovery controller. However, determining how to do this specifically and the magnitude by which it should be reduced is a complex problem itself. Instead, we rely on RL to solve this issue.

Instead of randomly initializing the parameters of the \( Q \)-function approximation and then manually biasing the weights to decrease the chance of randomly deploying the recovery controller, we can use a baseline policy to generate episodes in which the RTSA system exhibited a somewhat acceptable performance. From these episodes, we learn the parameters in an offline approach known as batch reinforcement learning. It is only after we learn a good initialization of our parameters that we then start the training process of our policy \( \pi_{RTSA} \).

For this purpose and to have a benchmark to compare our approach to, we define a baseline policy that consists of shrinking the safety envelope by specifying a distance threshold \( \delta > 0 \). When the vehicle reaches a state that is less than \( \delta \) distance away from exiting the envelope, the recovery controller is deployed. This naive approach serves both as a baseline for our experiments and also provides us with experience to initialize the weights of our policy before we do on-policy learning.

### III. Experiments

To demonstrate our approach we implemented an RTSA system as described in Section I-A by training a policy using the techniques described in Section II. The goal is to demonstrate the viability of the approach as many civil unmanned aircraft applications are tending towards the use of open-source autopilots such as the PX4, which is an open-source autopilot system, for their relatively low cost of implementation and applicability across a wide range of vehicle types.

For all our experiments we used a simulator designed for Small Unmanned Aircraft System (sUAS) designed as a part of the UAS traffic management system project [16]. This software package is intended to simulate operations of small unmanned aircraft systems weighing less than 55 lb. Unmanned aircraft of this size have been flown as model aircraft for recreation and sports uses for many decades. Wide-spread use of sUAS for non-recreational purposes has been limited, particularly for applications requiring operations beyond the visual line of sight (BVLOS) from the operator [16]. However, driven by the potential societal and economic benefits that can be generated from the use of sUAS, new systems such as RTSA can enable civilian low-altitude airspace unmanned aircraft operations, particularly sUAS BVLOS operations by providing airspace corridors or geofences.

Our experiments used the Small Unmanned Aircraft Trajectory Modeler (SAT), which is a suite of MATLAB simulation tools. It is designed to support trajectory patterns for diverse airframe configurations, including horizontal take-off and landing, vertical flight, and hybrid vertical take-off and landing aircraft, both under normal conditions and under...
a variety of realistic potential hazards, including adverse environmental conditions such as strong winds.

We used configuration composed of a hexarotor simulator that models lift rotor aircraft features and includes a three dimensional Bezier curve trajectory definition module, nonlinear multi-rotor dynamics, input/output linearization, nested saturation, a cascade PID flight control model, and an extended Kalman filter estimation model. An illustration of the simulator environment in three dimensions is included in Figure 2 [17].

An RTSA system is composed of a nominal controller and a recovery controller and a safety envelope which we describe for our experiments below.

- Nominal controller $\pi_n$: The nominal controller is an autopilot that implements a path following controller intended to represent an open-source off the shelf solution.
- Recovery controller $\pi_r$: The emergency controller corresponds to turning off the rotors and deploying a parachute which was modeled using a simplified model that introduces a drag coefficient that only affects the $z$ coordinates in the simulation.
- Safety envelope $E$: In this setting the safety envelope $E$ corresponds to a three dimensional hyper-rectangle that completely covers the planned trajectory for the mission along with extra volume that would account for the airspace corridor assigned for the mission.

An example configuration is illustrated in Figure 3. Where each of the subplots correspond to a different plane of the three dimensional space. The green box corresponds to the geofence $E$, the green dots to the waypoints that define the path represented by the purple line and the red line corresponds to the trajectory followed by the drone during one simulation with random wind. The aircraft has to remain within the green three dimensional hyper-rectangle as it completes its mission which is to fly from the first waypoint located at the origin to the last one at the end of the path.

A. Environment

The state space in our simulation is comprised of more than 250 variables. Some correspond to simulation parameters such as sampling time, simulation time and physical constants. Another set of variables represent physical magnitudes such as velocity scaling factors, the mass of components of the hexarotor, distribution of the physical components of the hexarotor, moments of inertia and drag coefficients. Other variables represent maximum and minimum roll, pitch and yaw rates, rotor speed and thrust. The sensor readings, their biases, frequencies and other characteristics are also represented by other variables. Other variables represent the state of the controller and the actions it prescribes for the different actuators in the vehicle. And a few of them correspond to the position and velocity of the hexarotor during the simulation. Figure 4 shows the evolution of the position and velocity variables for a simulation episode corresponding to the example environment configuration.

All of these variables are needed to completely specify the state of the world in the simulation and illustrate the high dimensional requirements of a somewhat accurate representation of flight dynamics in a simulator. In principle, all these variables would be needed to specify a policy for our RTSA system, but as discussed in Section II we can rely on value function approximation by crafting a set of informative features which significantly reduces the dimensionality of our problem.

The simulator exhibits a deterministic behavior: given all the values of the simulation variables the next state is fully specified given the action of the agent. However, in order to account for unforeseen circumstances that the system could encounter in real operational conditions and to showcase the robustness of our approach, we infused stochasticity to the environment by randomly generating a wind vector field for each simulation episode. We specified the distribution of the wind vector field such that without RTSA the aircraft exits the envelope about a quarter of the time.

B. Baseline

As described in Section I, safeguard systems could be designed by human engineers and a natural approach would be to craft a switch that depends on the distance of the aircraft
to the edge of the geofence. A threshold $\delta > 0$ is specified and if the aircraft’s distance to the edge of the geofence is $\delta$ or less, the recovery controller is deployed:

$$\pi_B(s, \delta) = \begin{cases} 
0 & \text{if } d(s, E) \leq \delta \\
1 & \text{if } d(s, E) > \delta 
\end{cases}$$

(16)

The baseline policy $\pi_B$ is formally described above, where $d(s, E)$ is the distance of closest approach between the vehicle and the edge of geofence. We explicitly parameterized the policy by $\delta$ because it serves as a tuning mechanism between safety and efficiency and we will evaluate the performance of $\pi_B$ for different values of $\delta$ in Section II-D and compare it to the learned policy. This baseline policy corresponds to shrinking the envelop $E$ in every direction and deploying $\pi_r$ when the vehicle exits this smaller region.

For demonstration purposes and to keep the computational requirements tractable we designed a simple mission by specifying four waypoints that correspond to the initial position of the hexarotor, two other waypoints and final destination on the ground. This configuration is displayed in Figure 5 along with the trajectory planned with by the trajectory definition module along the $x - y$ plane.

C. Training

We proceed as described in Section II. Recall that the objective of the training procedure is finding the optimal values of $\theta$ which are the weights that specify the linear value function approximation of $Q$. There is one entry in $\theta$ associated to each feature and each action.

The following features were used for these experiments (see Figure 6 for an illustration in the $x - y$ plane):

- $\phi_1$: distance to the edge of the geofence in component $x$
- $\phi_2$: distance to the edge of the geofence in component $y$
- $\phi_3$: distance to the edge of the geofence in component $z$
- $\phi_4$: speed in component $x$
- $\phi_5$: speed in component $y$
- $\phi_6$: speed in component $z$
- $\phi_7$: wind speed in component $x$
- $\phi_8$: wind speed in component $y$
- $\phi_\ast$: indicator of deployment

We chose these features because, as described in Section II, the linear value function approximator is able to capture the relationship about the angle between vectors. The angles between the velocity vector, vector of closest approach to geofence and wind vector should, intuitively, play a prominent role in the switching behavior of $\pi_{RTSA}$.

The reward function was crafted to induce the desired behaviors established in I-A:

$$R(s, a, s') = \begin{cases} 
0 & s' \in G \\
-\alpha & \text{if } a = \text{true} \\
-1 & \text{if } s' \notin G 
\end{cases}$$

(17)

With this definition of $R$ at hand, and leaving everything else fixed, we can tune the trade-off between safety and efficiency by specifying different values for $\alpha$. Large values
of $\alpha$ deincentivize the deployment of $\pi_r$ and small values have the converse effect. Decreasing the rate at which $\pi_r$ is deployed reduces the amount of false positive outcomes and potentially allows for more efficient performance in terms of the times that the mission is completed uninterrupted, at the expense of safety. Incentivizing the deployment of the $\pi_r$ leads to a safer behavior but can ultimately make the system very inefficient if the recovery controller is deployed too often.

For our initial experiments, the parameters were randomly initialized and we used an $\epsilon$-greedy exploration strategy. However, we observed the issues described in Section II where the recovery controller was deployed in all episodes. After trying different values of $\epsilon$ and still observing the same behavior, we concluded that random initialization of $\theta$ could highly likely explain this situation.

As a sanity test, we ran some episodes where the initial weights where highly biased to de-incentivize the deployment $\pi_r$ by manually modifying the value of the affine term in the model. We observed that episodes were terminating successfully without consistently deploying $\pi_r$.

The initial values of $\theta$ were, however, arbitrary and so we proceeded to soft-start the training by using episodes generated with the baseline policy to estimate the parameters. We then used conventional linear approximation $Q$-learning as described in Section II-B2. We performed some minor hyper-parameter tuning to select a learning rate.

D. Results

In order to assess the performance of the policy, we ran multiple episodes with random wind conditions. We used the same random seed for all the policies described below and compared their results.

- $\pi_n$: the nominal controller with no safety assurance.
- $\pi_B(\delta)$: the baseline policy parameterized by the distance to the geofence $\delta$.
- $\pi_{RTSA}(\alpha)$: the linear value function approximation based policy trained with RL with $R$ parameterized by $\alpha$.

To compare the performance of the different policies we aggregated the outcome of each episode as confusion matrix consisting of the four possible outcomes determined by exiting $E$ or not while having deployed $\pi_r$ or not. For $\pi_B(\delta)$ and $\pi_{RTSA}(\alpha)$ we ran the episodes for different values of $\delta$ and $\alpha$ accordingly. For $\pi_n$, we obtained one single point which corresponds to letting the system run without RTSA. We then synthesized this information in Figure 7. Where the $x$ axis represents the rate of alert and the $y$ axis the rate of conflict. Each point of the System Operating Characteristic curve corresponds to the probability of deploying the recovery controller (in the $x$ axis) and the probability of remaining within the safety envelope (in the $y$ axis).

The closer the points in the curve of the associated system to the upper left corner, the better the system performs. We ideally want a system that deploys $\pi_r$ every time that it is needed to prevent exiting $E$ and that also prevents the aircraft from exiting $E$ every time the recovery controller is deployed.

As we can observe in this figure, the RL based policy consistently outperforms the baseline and also dominates the nominal controller. This result suggests that linear value function approximation based policies crafted with appropriate features can lead to a consistently better RTSA system than the natural human engineered approach.

IV. Conclusions

Runtime safety assurance systems can enable the deployment of unverified components by monitoring them during operation to ensure the system remains within a predefined safety envelope. RTSA systems should switch to a safe recovery controller when the vehicle is likely to exit the safety envelope. In this work we proposed a way to design the switching policy for RTSA and conducted experiments using a high fidelity flight simulator. Our experiments demonstrated the viability of this approach as it consistently exhibited superior performance to the human engineered baseline policy.

In this work we restricted our attention to terminal recovery controllers. Future work could investigate how to incorporate recovery controllers that can steer the vehicle to safe operational conditions and then return control to the nominal controller. Another direction for future work would be to incorporate the behavior of the system over time and analyze its safety as a closed-loop system with non-linear dynamics [18].
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