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Abstract

This work proposes novel synchronous, asynchronous, and session-based designs for energy-efficient massive multiple-input multiple-output networks to support federated learning (FL). The synchronous design relies on strict synchronization among users when executing each FL communication round, while the asynchronous design allows more flexibility for users to save energy by using lower computing frequencies. The session-based design splits the downlink and uplink phases in each FL communication round into separate sessions. In this design, we assign users such that one of the participating users in each session finishes its transmission and does not join the next session. As such, more power and degrees of freedom will be allocated to unfinished users, resulting in higher rates, lower transmission times, and hence, higher energy efficiency. In all three designs, we use zero-forcing processing for both uplink and downlink, and develop algorithms that optimize user assignment, time allocation, power, and computing frequencies to minimize the energy consumption at the base station and users, while guaranteeing a predefined maximum execution time of each FL communication round.
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I. INTRODUCTION

Over the past few decades, communication systems with the Internet and mobile telephony brought much convenience to human life [1], [2], [3]. Recently, the rapid development of artificial intelligence has contributed to the modernization of our world with a wide range of applications such as smart cities and autonomous cars [4], [5], [6]. However, current communication systems are also facing big challenges. Specifically, since users (UEs) need to send their data over a shared medium, their data privacy can be compromised, as already happened [7]. At the same time, mobile data traffic is anticipated to increase dramatically during 2020–26, at up to 32% per year [8]. This in turn has led to concerns about energy consumption and carbon
emissions, where communication systems are projected to contribute significantly [9]. On the other hand, according to the report [10], the information and communication technology sector was estimated to account for a portion of 1.4% of global carbon emissions in 2015. More importantly, this portion is likely to grow in the future when the number of Internet-of-Things devices grows exponentially. Therefore, it is critical for future communication systems not only to be integrated with machine learning applications, but also to preserve privacy and be energy-efficient.

Federated learning (FL) is a distributed learning framework that offers high privacy and communication efficiency [11], [12], [13], [14]. Especially, in FL, no raw data are shared during the learning process. An FL process is jointly implemented by several UEs and a central server. First, the central server sends a global model update to all the UEs. Each UE uses this model update, along with its private training data, to compute its own local learning model update. The UEs then send their local updates back to the central server for updating the global model update. This process is repeated until a certain level of learning accuracy is reached. Here, since the size of the model updates sent over the network is much smaller than that of the raw data, communication efficiency is much improved.

A. REVIEW OF RELATED LITERATURE

In the literature, there are only several works that study energy-efficient implementations of FL over wireless networks, e.g., [15], [16], [17], [18], [19], [20], [21] and references therein. These papers can be categorized into learning-oriented and communication-oriented directions. The learning-oriented direction seeks learning solutions to reduce the energy consumed in the networks. In particular, [15] proposes an FL algorithm that adapts the compression parameters to minimize energy consumption at UEs. The work of [16] proposes a novel joint dataset and computation management scheme that trades off between learning accuracy and energy consumption for energy-efficient FL in mobile edge computing. Reference [17] introduces a federated meta-learning algorithm together with a resource allocation scheme to jointly improve convergence rate and minimize energy cost. Finally, [18] develops a SignSGD-based FL algorithm where local processing and communication parameters are chosen to achieve a desired balance between learning performance and energy consumption.

The communication-oriented direction does not propose new FL algorithms, but rather develops communication protocols and system designs to reduce the energy consumption of an FL process run over a wireless network [19], [20], [21], [22]. Compared to the learning-oriented direction, the communication-oriented gives more insights into how FL should be implemented at the physical layer. Specifically, [19] minimizes energy consumption at user devices by optimally allocating bandwidth, power, and computing frequency. Reference [20] proposes another resource allocation algorithm for FL networks, in which each user is equipped with a CPU-GPU platform for heterogeneous computing. The authors in [22] propose a joint communication and learning framework that improves the learning performance while keeping the energy consumption acceptable on each user device. The work of [21] designs a network with unmanned aerial vehicles and wireless powered communications to provide an energy-efficient FL solution.

B. RESEARCH GAP AND MAIN CONTRIBUTIONS

The ongoing research efforts in the communication-oriented direction have mainly used frequency-division multiple access (FDMA) to support FL. The drawback of FDMA networks is that the spectral and energy efficiencies are very low when the channel is shared by many users. It is therefore desirable to propose a novel network design to implement FL frameworks with a much higher energy efficiency.

This research gap in the literature has motivated us to consider a massive multiple-input multiple-output (mMIMO) network to implement wireless FL in an energy-efficient manner. The use of massive MIMO to support FL has been shown to be very efficient [23], [24], [25], [26], [27], [28], compared to conventional FDMA or time-division multiple access (TDMA) schemes. The main reasons for this are: (i) massive MIMO can simultaneously serve many users; (ii) massive MIMO offers huge spectral efficiencies, and hence, can significantly reduce the training time; and (iii) massive MIMO provides high energy efficiency [29]. As a result, massive MIMO fits well with federated learning applications that require a large number of energy-efficient and low-latency transmissions between user devices and the server at the same time (e.g., a camera network of augmented reality users in the same cell building a model for object detection and classification, a vehicular network of clients equipped with various sensors building a model for image classification [11]).

The specific contributions of this paper are summarized as follows:

- To support FL over wireless networks, we propose to use mMIMO and let each FL communication round be executed within one large-scale coherence time.\(^1\) Owing to a high array gain and multiplexing gain, mMIMO can offer very high data rates to all UEs simultaneously in the same frequency band [30]. Therefore, it is expected to guarantee a stable operation during each communication round (and hence the whole FL process).
- We introduce three novel transmission designs for the steps within one FL communication round. The downlink (DL) transmission, the computation at the UEs, and the uplink (UL) transmission, are implemented in a synchronous, asynchronous, or session-based manner. The synchronous design strictly synchronizes UEs

---

1. The large-scale coherence time is defined as the time interval during which the large-scale fading coefficients remain approximately constant.
in each step of one FL communication round. The asynchronous design allows more flexibility for UEs to save energy by using lower computing frequencies. The session-based design splits the DL and UL steps into separate sessions. The UEs are then assigned such that one of the participating UEs in each session will complete its transmission and does not join subsequent sessions. This design allows more power to be allocated to the uncompleted UEs. This results in higher rates, lower transmission times, and higher energy efficiency. In all three designs, both DL and UL transmissions use a dedicated pilot assignment scheme for channel estimation and zero-forcing (ZF) processing.

- For each proposed transmission design, we formulate a problem of optimizing user assignment, time allocation, transmit power, and computing frequency to minimize the total energy consumption in each FL communication round, subject to a quality-of-service constraint. The formulated problems are challenging due to their nonconvex and combinatorial (mixed-integer) nature. Existing solutions to problems in standard massive MIMO systems cannot be used in a straightforward manner to solve the formulated problems. As such, we propose novel algorithms that are proven to converge to stationary points, i.e., Fritz John and Karush–Kuhn–Tucker solutions, of the formulated problems.

- We show by numerical results that our proposed designs significantly reduce the energy consumption per FL communication round compared to heuristic baseline schemes. The presented numerical results also confirm that the session-based design outperforms the synchronous and asynchronous designs.

It is noted that the idea of the proposed synchronous design is similar to the transmission scheme in [23]. However, the resource allocation algorithm in [23] for minimizing the FL training time in a cell-free massive MIMO network cannot be straightforwardly applied to solve the more complex problem of minimizing the energy consumption of an mMIMO network, as treated in this work. On the other hand, the proposed synchronous and asynchronous designs are different from those in [31]. They use dedicated pilot assignment and ZF processing for each UE, while those in [31] use co-pilot assignment and ZF processing for each group of UEs. These key distinctions result in major differences in the respective problem formulations and algorithms for resource allocation.

**Notation:** We use boldface symbols for vectors and capitalized boldface symbols for matrices. $\mathbb{R}^d$ denotes a space where its elements are real vectors of length $d$. $X^*$ and $X^H$ represent the conjugate and conjugate transpose of a matrix $X$, respectively. $\mathcal{CN}(\mathbf{0}, \mathbf{Q})$ denotes the circularly symmetric complex Gaussian distribution with zero mean and covariance $\mathbf{Q}$. $\mathbb{E}[x]$ denotes the expected value of a random variable $x$. 

II. NOVEL MASSIVE MIMO DESIGNS TO SUPPORT FEDERATED LEARNING NETWORKS

In this work, we focus on the optimization of communication resources in a massive MIMO wireless network that supports FL applications. Specifically, we consider the use of a standard FL algorithm and develop optimized transmission designs that support this FL framework. We consider a network that supports FL algorithms with a synchronous aggregation mode. In general, such an FL network includes a group of UEs and a central server. Each FL communication round includes $K$ UEs and the following four basic steps [33], [34], [35], [36], [37], [38]:

(S1) The central server sends a global update to the UEs.

(S2) Each UE updates its local learning problem with the global update and its local data, and then computes a local update by solving the local problem.

(S3) Each UE sends its local update to the central server.

(S4) The central server recomputes the global update by aggregating the received local updates from all the UEs.

The above process repeats until a certain level of learning accuracy is attained. Details on the local and global updates along with their associated computations are thoroughly discussed in [33], [34], [35], [36], [37], [38]. We assume that before our proposed schemes are undertaken, all the UEs that participate in each FL communication round have sufficient computational capabilities to update their models. This assumption is widely accepted in the literature on wireless network designs for supporting federated learning, e.g., [19], [20], [21], [39], [40] and references therein.

We note that the aggregation of local updates of the UEs can be performed by two approaches. The first approach makes the aggregation in the digital domain [19], [20], [21], [39], [40], and is called DigComp. The second approach leverages the signal superposition property to aggregate in the analog domain and is called over-the-air computation (AirComp) [24], [41], [42], [43], [44], [45], [46]. While DigComp leverages the capability of traditional digital transmission in wireless systems that are deployed and standardized, AirComp is an emerging approach which is still under basic development and not yet supported by cellular systems [47]. Most existing works using AirComp require the UEs to acquire CSI, which in itself is a very challenging task. Research on wireless network designs using AirComp without CSI acquisition is still in its infancy [24], [42], [43]. In this work, we follow the DigComp approach 2. FL algorithms with the synchronous aggregation mode wait to receive all local model updates sent from users before aggregation, while the FL algorithms with the asynchronous aggregation mode do not. The FL algorithms with synchronous aggregation normally outperforms the FL algorithms operating with asynchronous aggregation in terms of convergence rate and accuracy. Research on improvement of learning performance of the FL algorithms with asynchronous aggregation is still in its infancy, while FL algorithms with synchronous aggregation are well studied [32]. Therefore, our paper focuses on transmission protocols supporting FL with synchronous aggregation [33], [34], [35], [36], [37], [38].
and propose energy-efficient transmission designs for massive MIMO systems to support FL. The topic of using the AirComp approach for energy-efficient transmission designs to support FL is left for future work.

### A. PROPOSED TRANSMISSION DESIGNS TO SUPPORT FEDERATED LEARNING NETWORKS

To support FL in the network, we propose to use mMIMO technology where the BS acts as the central server. Accordingly, Steps (S1) and (S3) of each FL communication round take place over the DL and UL of the mMIMO system, respectively. Each FL communication round is assumed to be executed within a channel large-scale coherence time, which is a reasonable assumption for typical network scenarios [23], [25], [48]. Under this assumption, we propose the following transmission schemes to support Steps (S1)–(S3) of each FL communication round:

1) **Synchronous Design:** As shown in Fig. 1(a), the synchronous design requires a certain degree of synchronization among the UEs when executing the steps of one FL communication round. In particular, the UEs are synchronized for steps (S2) and (S3) to start simultaneously at all UEs. The UEs’ rates are taken to be the achievable rates when all the UEs’ transmissions are being active.

2) **Asynchronous Design:** Compared with the synchronous design, the asynchronous design uses the same rate assignment scheme. The DL (UL) rate of each user is kept fixed for the whole DL (UL) mode. However, the asynchronous design has a different transmission protocol. The asynchronous design only requires the UEs to start Step (S1) simultaneously. As shown in Fig. 1(b), UEs have more flexibility in executing Steps (S1)–(S3). This is because they can transmit their local model updates in Step (S3) immediately after they complete Step (S2), as long as their UL transmission is performed during the BS UL mode. Thus, the UEs in the asynchronous design need not wait for other UEs, as is the case of the synchronous design. Instead, they can use the waiting time to compute their local model updates with a lower clock frequency to save energy. Also, thanks to the flexible synchronization requirement among the UEs, the asynchronous design has a significantly lower signalling overhead compared to the synchronous design, especially when the number of UEs is large.

3) **Session-based Design:** In the asynchronous design, the DL (UL) rate of each user is kept fixed for the whole DL (UL) duration. This is not efficient because, for each mode, after some time, some users may complete their transmissions. Hence, other users can increase their rates owing to the reduced level of interference and increased availability of power (on DL). Based on this observation, we propose the session-based design in Fig. 1(c). Here, instead of using one single session for each step (S1) or (S3), we use multiple sessions to serve UEs in steps (S1) and (S3). After each session, one user completes its transmission, and the rates of other users are adapted accordingly. Since there are fewer UEs competing for power in each session, more power can be allocated to the UEs that have not yet
completed their transmissions. In addition, the inter-user interference reduces, which leads to higher rates, faster transmission and better energy efficiency compared to other designs.

III. SYSTEM MODELS

This section provides detailed system models for the proposed designs. As discussed in Section II, because the asynchronous and synchronous designs use the same rate assignment scheme, their system models are similar. On the other hand, as can be seen from Fig. 1, the asynchronous design is a special case of the session-based design with a single session. Based on these observations, the system model of the session-based design is therefore provided as a general model, followed by the specific models for the asynchronous and synchronous designs.

In the considered mMIMO model, a BS equipped with \( M \) antennas serves \( K \) UEs each equipped with a single antenna at the same time and in the same frequency bands, using time-division duplexing. The channel vector from a UE \( k \) to the BS is denoted by \( \mathbf{g}_k = (\beta_k)^{1/2} \hat{\mathbf{g}}_k \), where \( \beta_k \) and \( \hat{\mathbf{g}}_k \sim \mathcal{CN}(\mathbf{0}, \sigma_d^2 \mathbf{I}_M) \) are the corresponding large-scale fading coefficient and small-scale fading coefficient vector, respectively. In this work, we consider low mobility scenarios with a large coherence interval \( \tau_c \). Each FL communication round is executed in one large-scale coherence time \([23]\) (see Fig. 2). The DL transmission for the global update in Step (S1) and the UL transmission for the local update in Step (S3) span multiple (small-scale) coherence times.

1) Step (S1): The BS sends the parameter vector to all the UEs in \( K \) sessions. Each coherence block of this step involves two phases: UL channel estimation and DL payload data transmission. Define an indicator \( a_{k,i} \) as

\[
    a_{k,i} = \begin{cases} 
    1, & \text{if the BS serves a UE } k \text{ in a session } i, \\ 
    0, & \text{otherwise}. 
    \end{cases} 
\]

Let \( K_i \triangleq \{k|a_{k,i} = 1\} \) be the set of \( K_i = \sum_{k \in K} a_{k,i} \) UEs participating in a session \( i \in \mathcal{K} \). We have

\[
    a_{k,1} = 1, \quad \sum_{k \in K_i} a_{k,i} = K - i + 1, \quad a_{k,i} \leq a_{k,i-1}, \quad \forall k, i
\]

(2)

to make sure that all the UEs are served in session 1. Also, in each of the subsequent sessions, one UE is instructed to finish its transmission such that it does not join the next sessions. Doing this helps the UEs who are yet to finish their transmissions in that they get assigned more power and experience a lower level of inter-user interference, which translates into higher data rates.

Here, the asynchronous and synchronous designs are considered as the same special case when all the UEs are served in a single session, \( i = 1 \), and \( a_{k,1} = 1, \forall k \).

UL channel estimation: For each coherence block of length \( \tau_c \), each UE sends its dedicated pilot of length \( \tau_d,p \) to the BS. We assume that the pilots of all UEs are pairwise orthogonal, which requires \( \tau_d,p \geq K \). At the BS, the channel \( \mathbf{g}_k \) between a UE \( k \) and the BS is estimated by using the received pilots and minimum mean-square error (MMSE) estimation. The MMSE estimate \( \hat{\mathbf{g}}_k \) of \( \mathbf{g}_k \) is distributed as \( \mathcal{CN}(\mathbf{0}, \sigma_d^2 \mathbf{I}_M) \), where \( \hat{\sigma}_d^2 \equiv \tau_d,p \rho_p^2 \) and \( \rho_p \) is the normalized transmit power of each pilot symbol \([30, (3.8)]\). We also denote by \( \hat{\mathbf{G}} = \begin{bmatrix} \hat{\mathbf{g}}_1 & \ldots & \hat{\mathbf{g}}_i & \ldots \end{bmatrix} \), \( \forall k \in K_i \), the matrix obtained by stacking the channels of all participated UEs in a session \( i \).

DL payload data transmission: We assume that the BS uses a unicast scheme and ZF precoding to transmit the global training update to the UEs. Let \( s_{d,k,i} \), where \( \mathbb{E}[|s_{d,k,i}|^2] = 1 \), be the data symbol intended for a UE \( k \) in a session \( i \). With ZF, the signal transmitted by the BS in the session \( i \) is

\[
    \mathbf{u}_{d,i} = \sqrt{\rho_d} \sum_{k \in K_i} \sqrt{\eta_k} \mathbf{g}_k^H \mathbf{e}_{k,i},
\]

(3)

where \( \mathbf{u}_{d,i} \) is the ZF precoding vector, \( \eta_k \) is a power control coefficient, \( \mathbf{e}_{k,i} \) is the \( k \)-th column of \( \mathbf{I}_{K_i} \), and \( \rho_d \) is the maximum normalized transmit power at the BS. Note that ZF requires \( M \geq K_i \). The transmitted power at the BS must meet the average normalized power constraint \( \mathbb{E}[|\mathbf{w}_{d,i}|^2] \leq \rho_d \), which can also be expressed as

\[
    \sum_{k \in K_i} \eta_k \leq 1, \quad \forall i \in \mathcal{K}.
\]

Here, we have

\[
    \eta_{k,i} = 0, \quad \text{if } a_{k,i} = 0, \quad \forall k, i
\]

(4)

to ensure that no power is allocated to the UEs that are not served in the session \( i \). The achievable rate of the UE \( k \) in the session \( i \) is given by

\[
    R_{d,k,i}(\eta_i) = \frac{\tau_c - \tau_{d,p}}{\tau_c} \log_2 (1 + \sinr_{d,k,i}(\eta_i)),
\]

(5)

where \( \sinr_{d,k,i}(\eta_i) \) is the SNR at the BS.

Simultaneously, the power constraint at the BS and the achievable rate at the UE \( k \) in the asynchronous and synchronous sessions require that

\[
    \rho_d \eta_{k,i} \leq \frac{(M-K_i)\rho_d \rho_p^2 \eta_{k,i}}{\rho_d (\beta_k - \hat{\sigma}_d^2) \sum_{k \in K_i} \eta_{k,i} \tau_c + 1}.
\]

(6)

\[
    \rho_d (\beta_k - \hat{\sigma}_d^2) \sum_{k \in K_i} \eta_{k,i} \tau_c + 1
\]

is the effective DL signal-to-interference-plus-noise ratio (SINR) \([30, (3.56)]\).

4. It is possible to let only the participating UEs send their pilots in session \( i \) and choose \( \tau_{d,p} = K_i \) to increase the remaining interval for payload data transmission. However, since \( \tau_c \) is normally much larger than \( K_i \) \([23, 49]\), letting all UEs send their pilots, i.e., choosing \( \tau_{d,p} = K \), has a negligible impact on data rates. In addition, using a pilot length \( \tau_{d,p} = K > K_i \) makes the channel estimation better than with \( \tau_{d,p} = K_i \), and hence, can potentially improve the data rates.
views, the same message is sent to all users, the

\[ \sum_{k \in K} \eta_k \leq 1 \]  \hspace{1cm} (5)

\[ R_{d,k}(\eta) = \frac{\tau_e - \tau_{dp}}{\tau_e} B \log_2 \left( 1 + \text{SINR}_{d,k}(\eta) \right) \]  \hspace{1cm} (6)

where \( \eta \triangleq \{ \eta_k \}_{k \in K} \) are the power control coefficients, and \( \text{SINR}_{d,k}(\eta) = \frac{\rho d N_0 \eta_k}{\rho d N_0 \eta_k + 2 \sum_{i \in K} \eta_i + 1} \).

Remark 1: The same global training update can be coded differently for different UEs to improve the spectral efficiency of the DL transmission. Specifically, it can be transmitted by either a multicast scheme or a unicast scheme [50]. As shown in [50, Fig. 5], in a massive MIMO system where the same message is sent to all users, the scheme using unicast and ZF is recommended in almost all cases, except when the coherence interval is short (small \( \tau_c \)) or the number of antennas \( M \) at the BS is small. In our paper, we consider low mobility scenarios (i.e., large \( \tau_c \)) with a large value of \( M \). Therefore, we choose unicast and ZF precoding for our transmission scheme. We verify the advantage of this choice over the multicast scheme by Fig. 3, which compares the unicast scheme and the multicast schemes in a single group of UEs. From the figure, in terms of per-UE rates, the unicast with dedicated pilots significantly outperforms the multicast counterparts in both dedicated and co-pilot pilot designs. We also note that the difference in the global training update for each user is the difference of the symbols that encode the same global training update for different users. There is no change in the FL model of the standard FL framework discussed in Section II-A. On the other hand, ZF precoding, while simple, performs very closely to the optimal precoding in massive MIMO [30], [51]. That is why ZF precoding is employed in this paper, to achieve both simplicity and good performance.

DL delay: Let \( S_d \) and \( S_{d,k,i} \) be the size of the global model update and the size of the split data of the update intended for a UE \( k \) in a session \( i \), respectively. Then, we have

\[ \sum_{i \in K} S_{d,k,i} = S_d, \forall k. \]  \hspace{1cm} (7)

Let \( t_{d,j} \) be the length (in second) of the session \( i \). Then from Fig. 1(c), the transmission time \( t_{d,k,i} \) to the UE \( k \in K \) in the session \( i \) of the session-based design is given by

\[ t_{d,k,i}(a_{k,i}, t_{d,i}) = a_{k,i} t_{d,i}, \forall k, i. \]  \hspace{1cm} (8)

Here,

\[ S_{d,k,i} = R_{d,k,i}(\eta) t_{d,k,i} = R_{d,k,i}(\eta) a_{k,i} t_{d,i} \]  \hspace{1cm} (9)

Clearly, (9) also implies that \( (S_{d,k,i} = 0, \forall k, i, \) where \( a_{k,i} = 0 \)), which ensures that no data is sent to the UEs not served in session \( i \). The transmission time to UE \( k \in K \) in the asynchronous and synchronous designs is expressed as

\[ t_{d,k}(\eta) = \frac{S_d}{R_{d,k,i}(\eta)}, \forall k. \]

Energy consumption for the DL transmission: Denote by \( N_0 \) the noise power. The energy consumption for transmitting the global update or its split data to a UE \( k \) is the product of the transmit power \( \rho d N_0 \eta_k \) or \( \rho d N_0 \eta_k i, \) and the transmission time to the UE \( k \). Therefore, the total energy consumption for transmission by the BS in a session \( i \) of the session-based design is

\[ E_{d,i}(\eta, a_i, f_d) = \sum_{k \in K} \rho d N_0 \eta_k a_{k,i} t_{d,i}(a_{k,i}, t_{d,i}), \forall k, i, \] and that in the asynchronous and synchronous designs is

\[ E_d(\eta) = \sum_{k \in K} \rho d N_0 \eta_k \frac{S_d}{R_{d,k,i}(\eta)} \]

1) Step (S1): In this step, the local model updates are received by the BS from all participating UEs in a session. The model of this step is used in all the proposed designs.

Local computation: Let \( c_k \) (cycles/sample) be the number of processing cycles for a UE \( k \) to process one data sample [37]. Denote by \( D_k \) (samples) and \( f_k \) (cycles/s) the size of the local data set and the processing frequency of the UE \( k \), respectively. The computation time at the UE \( k \) is then given by

\[ t_{c,k}(f_k) = \frac{D_k}{f_k} \] [23], [37].

Energy consumption for local computing at the UEs: The energy consumed by the UE \( k \) to compute its local training update is given as

\[ E_{C,k}(f_k) = L \frac{2}{D_k} C_k D_k f_k, \forall k, \] where \( L \) is the effective capacitance coefficient of the UEs’ computing chipset [23], [37].

2) Step (S2): After receiving the global update, each UE uses its local data set to execute \( L \) local computing rounds in order to compute its local update. The model of this step is used in all the proposed designs.

3) Step (S3): In this step, the local model updates are transmitted from the UEs to the BS through \( K \) sessions. Each coherence block of this step involves two phases: channel estimation and uplink payload data transmission. Define the indicator \( b_{k,j} \) as

\[ b_{k,j} = \begin{cases} 1, & \text{if UE } k \text{ send its data in a session } j, \\ 0, & \text{otherwise.} \end{cases} \]  \hspace{1cm} (10)

Let \( N_j \triangleq \{ k | b_{k,j} = 1 \} \) be the set of \( N_j = \sum_{k \in K} b_{k,j} \) participating UEs in a session \( j \in K \). Here, we have

\[ b_{k,K} = 1, \sum_{k \in K} b_{k,j} = j, b_{k,j-1} \leq b_{k,j}, \forall k, j \]  \hspace{1cm} (11)

to guarantee that all the UEs finish their transmissions in the last session \( K \) and each session has one more UE sending
its data. Doing this helps the UEs that start their transmissions earlier. They can have more power which yields higher achievable rates, lower delays, and thus, potentially lower transmission energy in each FL communication round. Note that in the asynchronous and synchronous designs, there is transmission energy in each FL communication round. This helps the UEs that start their transmission transmit their data. Doing this helps the UEs that start their transmissions earlier.

\[ \text{Uplink channel estimation: In each coherence block, each UE sends its pilot of length } \tau_{u,p} \text{ to the BS. We assume that the pilots of all the UEs are pairwise orthogonal, which requires the pilot lengths to satisfy } \tau_{u,p} \geq N_j. \text{ The MMSE estimate } \hat{g}_k \text{ of } g_k \text{ is distributed according to } \mathcal{CN}(0, \sigma_k^2 I_M), \text{ where } \sigma_k^2 = \frac{\tau_{u,p} \rho u \beta_j^u}{\tau_{u,p} \rho u} \text{ [30, (3.8)].} \]

\[ \text{UL payload data transmission: After computing the local update, a UE } k \text{ encodes this update into symbols denoted by } s_{u,k,j}, \text{ where } \mathbb{E}[|s_{u,k,j}|^2] = 1, \text{ and sends the baseband signal } s_{u,k,j} = \sqrt{\rho u} \hat{g}_k \tau_{u,k,j} \text{ to the BS, where } \rho u \text{ is the maximum normalized transmit power at each UE and } \tau_{u,k,j} \text{ is a power control coefficient. This signal is subject to the average transmit power constraint, } \mathbb{E}[|s_{u,k,j}|^2] \leq \rho u, \text{ which can be expressed as} \]

\[ \zeta_{k,j} \leq 1, \forall k \in \mathcal{N}_j. \]

Here, we have

\[ (\zeta_{k,j} = 0, \text{ if } b_{k,j} = 0), \forall k, j \]

to ensure that the UEs not sending data in session \( j \) are not allocated power. After receiving data from all UEs, the BS uses the estimated channels and ZF combining to detect the UEs’ message symbols. The ZF receiver requires \( M \geq N_j \). The achievable rate (bps) of UE \( k \) is given by \( R_{u,k,j}(\xi) = \frac{\tau_{u,k,j}}{\sqrt{\rho u} \sigma_k^2} \log_2 (1 + \text{SINR}_{u,k,j}(\xi)), \) where \( \xi_{k,j} = \{\tau_{u,k,j}\}_{k \in \mathcal{K}}, \tau_{u,p} = K, \) and \( \text{SINR}_{u,k,j}(\xi) \triangleq \frac{(M-N_j) \rho u \sigma_k^2 \zeta_{k,j}}{\rho u \sum_{i \in \mathcal{K}} (\rho\zeta_i - \rho u \sigma_k^2 \zeta_i) + 1} \) is the effective uplink SINR [30, (3.29)].

Similarly, the power constraint at the UEs and the achievable rate of the UE \( k \) in the asynchronous and synchronous designs are given by

\[ \xi_{k,j} \leq 1, \forall k \in \mathcal{K} \]

\[ R_{u,k}(\xi) = \frac{\tau_{c} \log_2 (1 + \text{SINR}_{u,k}(\xi))}, \]

where \( \xi_{k,j} = \{\xi_{k,j}\}_{k \in \mathcal{K}}, \) \( \text{SINR}_{u,k}(\xi) \triangleq \frac{\rho u \sum_{i \in \mathcal{K}} (\rho\zeta_i - \rho u \sigma_k^2 \zeta_i) + 1}. \)

\[ \text{UL delay: Let } S_d \text{ and } S_{u,k,j} \text{ be the size of the local model update and the size of the split data of this update in a session } j, \text{ respectively. Then, we have} \]

\[ \sum_{j \in \mathcal{K}} S_{u,k,j} = S_d, \forall k. \]

Since the transmission time \( t_{u,j} \) from every participating UE to the BS in the session \( j \) is the same, the transmission time \( t_{u,k,j} \) from a UE \( k \in \mathcal{K} \) in the session-based design is given by

\[ t_{u,k,j}(b_{k,j}, t_{u,j}) = b_{k,j} t_{u,j}, \forall k, j. \]

and

\[ S_{u,k,j} = R_{u,k,j}(\xi) t_{u,j}, \forall k, j, \]

\[ \text{Energy consumption for the UL transmission: The energy consumption for the UL transmission at a UE is the product of the UL power and the transmission time. In particular, the energy consumption at a UE } k \text{ in a session } j \text{ of the session-based design is given by } E_{u,k,j}(\xi_{k,j}, b_{k,j}, t_{u,j}) = \rho u N_0 g_k \text{ for } b_{k,j}, t_{u,j}. \]

\[ \text{IV. SESSION-BASED SCHEME: PROBLEM FORMULATION AND SOLUTION} \]

\[ \text{A. PROBLEM FORMULATION} \]

In this work, we aim to (i) improve the energy efficiency of the proposed FL-enabled mMIMO networks by minimizing the total energy consumption in one FL communication round, and (ii) guarantee the execution time of each round below a quality-of-service threshold. Here, the total energy consumption of one FL communication round includes the energy consumption for transmission and local computation at both the BS and the UEs. Thus, the total energy consumption of one FL communication round in the session-based design is

\[ E_{SB}(a, b, \tilde{\eta}, \tilde{\zeta}, \tilde{f}, t_d, t_{u,j}) = \sum_{k \in \mathcal{K}} E_{C,k}(\tilde{f}_k) + \sum_{j \in \mathcal{J}} E_{u,k,j}(\xi_{k,j}, b_{k,j}, t_{u,j}) = \sum_{k \in \mathcal{K}} \sum_{i \in \mathcal{K}} \rho u_{N_0} |\eta_i| \hat{g}_k \hat{f}_{kd,i} + \sum_{j \in \mathcal{J}} \left( L_y \sqrt{D} k \hat{f}_k \right)^2 + \sum_{j \in \mathcal{J}} \rho u_{N_0} \sum_{i \in \mathcal{K}} k \hat{g}_k \hat{f}_{kd,i}, \text{ with } a \triangleq \{a_{k,i}\}, b \triangleq \{b_{k,j}\}, \tilde{\eta} \triangleq \{\eta_i\}, \tilde{\zeta} \triangleq \{\zeta_{k,j}\}, \tilde{f} \triangleq \{f_k\}, t_d \triangleq \{t_{d,j}\}, \forall k, j, i, j. \]

The problem of optimizing user assignment \( (a, b) \), data size \( (S_d, S_a) \), time allocation \( (t_d, t_{u,j}) \), power \( (\tilde{\eta}, \tilde{\zeta}) \), and computing frequency \( \tilde{f} \), to minimize the total energy consumption of one FL communication round in the session-based design
is formulated as

$$\min \ E_{SB}(a, b, \tilde{\eta}, \tilde{\xi}, f, t_d, t_u)$$

(19a)

s.t. (1) – (4), (7), (9), (10) – (13), (16), (18)

$$0 \leq \eta_{k,i}, 0 \leq \xi_{k,j}, \forall k, i, j$$

(19b)

$$0 \leq t_k \leq t_{max}, \forall k$$

(19c)

$$\sum_{i \in K} t_d, k, i + t_{C,k} + \sum_{j \in K} t_u, k, j = t, \forall k$$

(19d)

$$t \leq t_{QoS}$$

(19e)

$$\max_{k \in K} \sum_{i \in K} t_d, k, i \leq \min_{k \in K} \left( \sum_{i \in K} t_d, k, i + t_{C,k} \right)$$

(19f)

where $x = \{a, b, \tilde{\eta}, \tilde{\xi}, f, S_d, S_u, t_d, t_u\}, S_d = \{S_{d,k,i}\}, S_u = \{S_{u,k,j}\}, \forall k, i, j$. Here, (19f) is ensured to use that all the UEs send their local updates during the UL mode of the BS. The right-hand side of (19f) corresponds to the first UE that finishes its DL transmission and local computation, while the left-hand side corresponds to the slowest UE that finishes its DL transmission. Constraints (19d) and (19e) take into account the time consumption in each FL communication round. These constraints make sure that the time consumption of each FL communication round does not exceed the minimum requirement $t_{QoS}$, in order to ensure a target level of quality of service. Note that the study of the optimal trade-off between the time and energy consumption such as [52] is interesting but beyond the scope of our paper, and hence, is left for future work.

Remark 2: Similar to many existing works that follow the DigComp approach (such as [19], [20], [21], [39], [40]), our intention is to design energy-efficient wireless networks to support standard FL. Also, we do not combine massive MIMO and FL to create a new learning framework. We focus on the communication aspects, and more specifically the schemes for users to receive, compute, and transmit their model updates. On one hand, our proposed schemes do not require any changes to or even assumptions on the learning algorithm. As such, the learning performance (including convergence rates) of any standard FL framework (e.g., those in [33], [34], [35], [36], [37], [38]) implemented over massive MIMO systems using our proposed schemes remains unchanged. The complexity of the existing FL algorithm to be implemented on the proposed massive MIMO networks does not increase. On the other hand, transmitting and receiving FL model updates is nothing but transmitting and receiving data between user devices and base station. Therefore, the complexity of a massive MIMO network used to support FL is similar to that of a current 5G massive MIMO network with the same system configuration.

B. SOLUTION

Finding a globally optimal solution to problem (19) is challenging due to the mixed-integer and nonconvex constraints (1), (4), (9), (10), (13), (18), (19d), and (19f). Therefore, we instead propose a solution approach that is suitable for practical implementation.

1) PROBLEM TRANSFORMATION

First, we aim to transform the problem (19) into a more tractable form. Specifically, we replace constraints (4) and (13) by

$$\eta_{k,i} \leq a_{k,i}, \xi_{k,j} \leq b_{k,j}, \forall k, i, j.$$ 

(20)

Then, constraints (9) and (18) are replaced by

$$S_{d,k,i} \leq R_d, k,i(\eta) a_{k,i} t_d, i, \forall k, i$$

(21)

$$S_{d,k,i} \geq R_d, k,i(\eta) a_{k,i} t_d, i, \forall k, i$$

(22)

$$S_{u,k,j} \leq R_u, k,j(\xi) b_{k,j} t_u, j, \forall k, j$$

(23)

$$S_{u,k,j} \geq R_u, k,j(\xi) b_{k,j} t_u, j, \forall k, j.$$ 

(24)

Constraints (21)–(24) are further replaced by

$$\tilde{t}_{d,k,i} \leq R_d, k,i(\eta), \forall k, i$$

(25)

$$\tilde{t}_{d,k,i} \geq R_d, k,i(\eta), \forall k, i$$

(26)

$$\tilde{t}_{d,k,i} \leq a_{k,i} t_d, i, \forall k, i$$

(27)

$$\tilde{t}_{d,k,i} \geq a_{k,i} t_d, i, \forall k, i$$

(28)

$$S_{d,k,i} \leq \tilde{t}_{d,k,i} t_d, k, i, \forall k, i$$

(29)

$$S_{d,k,i} \geq \tilde{t}_{d,k,i} t_d, k, i, \forall k, i$$

(30)

$$\tilde{t}_{u,k,j} \leq R_u, k,j(\xi), \forall k, j$$

(31)

$$\tilde{t}_{u,k,j} \geq R_u, k,j(\xi), \forall k, j$$

(32)

$$\tilde{t}_{u,k,j} \leq b_{k,j} t_u, j, \forall k, j$$

(33)

$$\tilde{t}_{u,k,j} \geq b_{k,j} t_u, j, \forall k, j$$

(34)

$$S_{u,k,j} \leq \tilde{t}_{u,k,j} t_u, k, j, \forall k, j$$

(35)

$$S_{u,k,j} \geq \tilde{t}_{u,k,j} t_u, k, j, \forall k, j.$$ 

(36)

where $\tilde{t}_d = \{\tilde{t}_{d,k,i}\}, \tilde{t}_u = \{\tilde{t}_{u,k,j}\}, \tilde{\eta} = \{\tilde{\eta}_{k,i}\}, \tilde{\xi} = \{\tilde{\xi}_{k,j}\}, \tilde{\Gamma}_d \subseteq \{\tilde{\Gamma}_{d,k,i}\}, \tilde{\Gamma}_u \subseteq \{\tilde{\Gamma}_{u,k,j}\}$ are additional variables. By using (28), (33) and (34), we replace constraint (19d) by

$$\sum_{i \in K} \tilde{t}_{d,k,i} + t_{C,k}(f_k) + \sum_{i \in K} \tilde{t}_{u,k,i} \leq t, \forall k$$

(37)

$$\sum_{i \in K} \tilde{t}_{d,k,i} + t_{C,k}(f_k) + \sum_{i \in K} \tilde{t}_{u,k,i} \geq t, \forall k,$$

(38)

and constraint (19f) by

$$\sum_{i \in K} \tilde{t}_{d,k,i} \leq q, \forall k$$

(39)

$$q \leq q_{1,k} + q_{2,k}, \forall k$$

(40)

$$q_{1,k} \leq \sum_{i \in K} \tilde{t}_{d,k,i}, \forall k$$

(41)

$$q_{2,k} \leq \frac{LD, i_{k, c}}{f_k}, \forall k,$$

(42)

where $t, q, q_1 = \{q_{1,k}\}, q_2 = \{q_{2,k}\}$ are additional variables. Now, problem (19) can be transformed into its more tractable epigraph form as

$$\min \ E_{SB}(f, \tilde{\eta}, \tilde{\xi}, \tilde{\Gamma}_d, \tilde{\Gamma}_u)$$

(43a)

s.t. (1) – (3), (7), (10) – (12), (16), (19b), (19c), (25) – (42)

$$\eta_{k,i} \leq a_{k,i}, \xi_{k,j} \leq b_{k,j}, \forall k, i$$

(43b)

$$\tilde{t}_{d,k,i} \leq v_{d,k,i}, \forall k, i$$

(43c)
where \( \tilde{x} \triangleq \{x, \tilde{r}_d, \tilde{r}_t, \tilde{t}_d, \tilde{t}_t, \tilde{u}, \tilde{a}_d, \tilde{a}_t, t, q, q_1, q_2, v_d, v_u\}, \)
\( v_d \triangleq \{v_{d,l}, v_u \} \) are additional variables, and \( \tilde{E}_SB(f, v_d, v_u) \triangleq \sum_{k \in K} \sum_{i \in K} \rho_k \eta_k V_0 v_{d,k,i} + \sum_{k \in K} (L_d^2 c_k D_k f_k^2 + \sum_{j \in K} \alpha_k \eta_k V_0 v_{d,k,j}) \).

Next, to deal with the binary constraints (1) and (10), we observe that \( x \in [0, 1] \leftrightarrow x \in [0, 1] \) and \( x - x^2 \leq 0 \). Therefore, (1) and (10) are equivalent to the following constraints
\[
V_1 \triangleq \sum_{k \in K} \sum_{i \in K} \left( a_{k,i} - a_{k,i}^2 \right) + \sum_{k \in K} \sum_{i \in K} \left( b_{k,i} - b_{k,i}^2 \right) \leq 0 \quad (44)
\]
\[
0 \leq a_{k,i} \leq 1, 0 \leq b_{k,i} \leq 1, \forall k, i. \quad (45)
\]

Also, we observe from (25)–(29) and (31)–(35) that \( S_{d,k,i} \leq \tilde{r}_{d,k,i} \tilde{t}_{d,k,i}, S_{a,k,i} \leq \tilde{r}_{a,k,i} \tilde{t}_{a,k,i} \forall k, i. \) Thus, (30) and (36) are equivalent to the following constraints
\[
V_2 \triangleq \sum_{k \in K} \sum_{i \in K} \left( \tilde{r}_{d,k,i} - S_{d,k,i} \right) \leq 0 \quad (46)
\]
\[
V_3 \triangleq \sum_{k \in K} \sum_{i \in K} \left( \tilde{r}_{a,k,i} - S_{a,k,i} \right) \leq 0. \quad (47)
\]

Similarly, from (37), constraint (38) is equivalent to
\[
V_4 \triangleq \sum_{k \in K} \left( t - \tilde{r}_{d,k,i} - t_{C_k}(f_k) - \tilde{r}_{a,k,i} \right) \leq 0. \quad (48)
\]

Therefore, problem (43) is equivalent to
\[
\min_{\tilde{x} \in F} \tilde{E}_SB(f, v_d, v_u), \quad (49)
\]

where \( F \triangleq \{ (2), (3), (7), (11), (12), (16), (19b), (19c), (25)–(29), (31)–(35), (19d)–(42), (43b), (43c), (44)–(48) \} \).

Then, we consider the problem
\[
\min_{\tilde{x} \in F} \tilde{L} = \tilde{E}_SB(f, v_d, v_u) + \lambda \left( \gamma_1 V_1(a, b) + \gamma_2 V_2(f_d, i_d, s_d) + \gamma_3 V_3(f_t, i_t, s_t) + \gamma_4 V_4(f, i_d, i_t) \right) \]

where \( \tilde{L} \triangleq \tilde{E}_SB(f, v_d, v_u) + \lambda \left( \gamma_1 V_1(a, b) + \gamma_2 V_2(f_d, i_d, s_d) + \gamma_3 V_3(f_t, i_t, s_t) + \gamma_4 V_4(f, i_d, i_t) \right) \) is the Lagrangian of (49), \( \gamma_1, \gamma_2, \gamma_3, \gamma_4 > 0 \) are fixed weights, and \( \lambda \) is the Lagrangian multiplier corresponding to constraints (44)–(48). Here, \( F \triangleq F \setminus (44)–(48) \).

**Proposition 1:** The following statements hold:

(i) The values \( V_1, V_2, V_3, V_4, \) of \( V_1, V_2, V_3, V_4 \) at the solution of (50) corresponding to \( \lambda \) converge to 0 as \( \lambda \to +\infty \).

(ii) Problem (49) has the following property
\[
\min_{\tilde{x} \in F} \tilde{E}_SB(f, v_d, v_u) = \sup_{\lambda \geq 0} \min_{\tilde{x} \in F} \tilde{L}, \quad (51)
\]

and therefore, it is equivalent to (50) at the optimal solution \( \lambda^* \geq 0 \) of the sub-problem in (51).

**Proof:** See the Appendix.

**Problem 50** suggests that we can obtain the optimal solution to problem (49) by solving (50) with appropriately chosen parameters \( \lambda, \gamma_1, \gamma_2, \gamma_3, \) and \( \gamma_4 \). Theoretically, it is required to have \( V_1 = 0, V_2 = 0, V_3 = 0, \) and \( V_4 = 0 \) in order to obtain the optimal solution to problem (49).

According to Proposition 1, \( V_1, V_2, V_3, \text{ and } V_4 \) converge to 0 as \( \lambda \to +\infty \). Since there is always a numerical tolerance in computation, it is sufficient to accept \( V_{1, \lambda} \leq \epsilon, V_{2, \lambda} \leq \epsilon, V_{3, \lambda} \leq \epsilon, \) and \( V_{4, \lambda} \leq \epsilon \) for some small \( \epsilon \) with a sufficiently large value of \( \lambda \). In our numerical experiments, for \( \epsilon = 10^{-3} \), we see that choosing \( \lambda = 1 \) with \( \gamma_1 = 0.1, \gamma_2 = 0.01, \gamma_3 = 0.01, \gamma_4 = 0.01 \) is enough to ensure \( V_{1, \lambda} \leq \epsilon, V_{2, \lambda} \leq \epsilon, V_{3, \lambda} \leq \epsilon, \) and \( V_{4, \lambda} \leq \epsilon \). This way of choosing \( \lambda \) has been widely used in the literature, e.g., [48], [53], [54], [55], [56].
approximated respectively by the following convex constraints:

\[ 0.25 \left[ \tilde{4}_{d,k,i} + (a_{k,i} - t_{d,i})^2 - 2 (a_{k,i}^0 + t_{d,i}^0) (a_{k,i} + t_{d,i}) \right.
\]
\[ + \left( a_{k,i}^0 + t_{d,i}^0 \right)^2 \right] \leq 0, \forall k, i \]

\( (56) \)

\[ 0.25 \left[ (a_{k,i} + t_{d,i})^2 - 2 (a_{k,i} - t_{d,i}) (a_{k,i} + t_{d,i}) \right.
\]
\[ + \left( a_{k,i} - t_{d,i} \right)^2 - 4\tilde{4}_{d,k,i} \right] \leq 0, \forall k, i \]

\( (57) \)

\[ 0.25 \left[ 4\tilde{s}_{d,k,i} + (\tilde{r}_{d,k,i} - \tilde{t}_{d,k,i})^2 - 2 (\tilde{r}_{d,k,i}^0 + \tilde{t}_{d,k,i}^0) (\tilde{r}_{d,k,i} + \tilde{t}_{d,k,i}) \right.
\]
\[ + \left( \tilde{r}_{d,k,i}^0 + \tilde{t}_{d,k,i}^0 \right)^2 \right] \leq 0, \forall k, i \]

\( (58) \)

\[ 0.25 \left[ (b_{k,j} + t_{u,j})^2 - 2 (b_{k,j} - t_{u,j}) \right.
\]
\[ + \left( b_{k,j} - t_{u,j} \right)^2 - 4\tilde{4}_{u,k,j} \right] \leq 0, \forall k, j \]

\( (59) \)

\[ 0.25 \left[ (b_{k,j} - t_{u,j})^2 - 2 (b_{k,j} + t_{u,j}) \right.
\]
\[ + \left( b_{k,j} + t_{u,j} \right)^2 - 4\tilde{4}_{u,k,j} \right] \leq 0, \forall k, j \]

\( (60) \)

\[ 0.25 \left[ 4\tilde{s}_{u,k,j} + (\tilde{r}_{u,k,j} - \tilde{t}_{u,j})^2 - 2 (\tilde{r}_{u,k,j}^0 + \tilde{t}_{u,j}^0) (\tilde{r}_{u,k,j} + \tilde{t}_{u,j}) \right.
\]
\[ + \left( \tilde{r}_{u,k,j}^0 + \tilde{t}_{u,j}^0 \right)^2 \right] \leq 0, \forall k, j \]

\( (61) \)

\[ 0.25 \left[ (\eta_{k,i} + \tilde{t}_{d,k,i})^2 - 2 (\eta_{k,i} - \tilde{t}_{d,k,i}) \right.
\]
\[ + \left( \eta_{k,i} - \tilde{t}_{d,k,i} \right)^2 - 4\tilde{4}_{d,k,i} \right] \leq 0, \forall k, i \]

\( (62) \)

\[ 0.25 \left[ (\xi_{k,j} + \tilde{t}_{u,k,j})^2 - 2 (\xi_{k,j} - \tilde{t}_{u,k,j}) \right.
\]
\[ + \left( \xi_{k,j} - \tilde{t}_{u,k,j} \right)^2 - 4\tilde{4}_{u,k,j} \right] \leq 0, \forall k, j \]  

\( (63) \)

Similarly, the convex upper bounds of the nonconvex parts \( V_1(a, b), V_2(\tilde{r}_d, \tilde{t}_d, \tilde{d}_d), V_3(\tilde{r}_u, \tilde{t}_u, \tilde{d}_u) \) are respectively given by \( \tilde{V}_1 \equiv \sum_{i \in K} \sum_{k \in N} (a_{k,i} - 2a_{k,i}^0 + (a_{k,i}^0)^2) + \sum_{i \in K} \sum_{k \in N} (b_{k,j} - 2b_{k,j}^0 + (b_{k,j}^0)^2) \), \( \tilde{V}_2 \equiv \sum_{i \in K} \sum_{k \in N} 0.25(\tilde{f}_{d,k,i}^0 + \tilde{t}_{d,k,i}^0)^2 - 2(\tilde{f}_{d,k,i} - \tilde{t}_{d,k,i})^2 \), and \( \tilde{V}_3 \equiv \sum_{i \in K} \sum_{k \in N} 0.25(\tilde{f}_{u,k,j}^0 + \tilde{t}_{u,k,j}^0)^2 - 2(\tilde{f}_{u,k,j} - \tilde{t}_{u,k,j})^2 \). Finally, to deal with the constraint \( (42) \), we see that since the function \( x \mapsto \frac{1}{x} \) is convex on \( (0, +\infty) \), its convex lower bound is obtained by using the first-order Taylor expansion as \( \frac{1}{x^0} - \frac{1}{x^0} \leq \frac{1}{x^0} \leq \frac{1}{x^0} - \frac{1}{x^0} \), for any \( x > 0 \), and \( x^0 > 0 \). Therefore, \( (42) \) can be replaced by the following convex constraint

\[ q_{2,k} \leq LD_{k}(\frac{2}{f_{k}^0} - \frac{f_{k}}{(f_{k}^0)^2}), \forall k. \]

\( (64) \)

Algorithm 1 Solving Problem (50)

1. Initialize: Set \( n = 0 \) and choose a random point \( \tilde{x}^{(0)} \in \tilde{F} \).

2. repeat

3. Update \( n = n + 1 \)

4. Solve (65) to obtain its optimal solution \( \tilde{x}^* \)

5. Update \( \tilde{x}^{(n)} = \tilde{x}^* \)

6. until convergence

Similarly, \( V_4(f, \tilde{i}_d, \tilde{i}_u) \) has the following convex upper bound:

\[ \tilde{V}_4 \equiv \sum_{k \in K} \left[ t_{d,k,i} - LD_{k}(\frac{2}{f_{k}^0} - \frac{f_{k}}{(f_{k}^0)^2}) \right] \]

Now, at the iteration \( (n + 1) \), for a given point \( \tilde{x}^{(n)} \), problem (50) can finally be approximated by the following convex problem:

\[ \min_{x \in \tilde{F}} \tilde{C}(x) \]

where \( \tilde{C}(x) \equiv \tilde{V}_4(f, \tilde{i}_d, \tilde{i}_u) + 4\eta \tilde{V}_2(\tilde{r}_d, \tilde{t}_d, \tilde{d}_d) + 4\gamma \tilde{V}_3(\tilde{r}_u, \tilde{t}_u, \tilde{d}_u) \), and \( \tilde{F} \equiv \{ (2), (3), (7), (11), (12), (16), (19b), (19c), (20), (37), (39) - (41), (45), (52) - (55), (56) - (63), (64) \} \) is a convex feasible set. In Algorithm 1, we outline the main steps to solve problem (50). Starting from a random point \( \tilde{x} \in \tilde{F} \), we solve (65) to obtain its optimal solution \( \tilde{x}^* \), and use \( \tilde{x}^* \) as an initial point in the next iteration. The algorithm terminates when an accuracy level of \( \epsilon \) is reached.

Algorithm 1 converges to a stationary point, i.e., a Fritz John solution, of problem (50) (hence (49) or (19)). The proof of this fact is rather standard, and it follows from [53, Proposition 2] and [54, Proposition 2].

3) COMPLEXITY ANALYSIS

Problem (65) can be transformed to an equivalent problem that involves \( V_{SB} \equiv (16K^2 + 5K + 2) \) real-valued scalar variables, \( L_{SB} \equiv (7K^2 + 12K + 1) \) linear constraints, \( Q_{SB} \equiv 12K^2 \) quadratic constraints. Therefore, problem (65) requires a complexity of \( O(\sqrt{L_{SB} + Q_{SB}}(V_{SB} + L_{SB} + Q_{SB})V_{SB}^2) \) [58].

V. ASYNCHRONOUS AND SYNCHRONOUS SCHEMES: PROBLEM FORMULATION AND SOLUTION

A. PROBLEM FORMULATION

Similarly, the total energy consumption of one FL communication round in the asynchronous and synchronous designs is \( E_{Asyn}(\eta, \xi, f) = E_{Syn}(\eta, \xi, f) = E(\eta, \xi, f) \equiv E_d(\eta) + \sum_{k \in K}(E_{c,k}(t_d) + E_{c,k}(t_u)) = \sum_{k \in K} \rho_d N_0 \eta_k \frac{S_h}{2E(k)} + \sum_{k \in K}(L_2 \zeta_{d,k} + L_3 \zeta_{d,k} + \rho_u N_0 \zeta_k \frac{S_h}{2E(k)}).

1) OPTIMIZATION PROBLEM FOR ASYNCHRONOUS DESIGN

The problem of optimizing power (\( \eta, \xi \)) and computing frequency (\( f \)) to minimize the total energy consumption of
one FL communication round in the asynchronous design is formulated as

\[
\min_{\eta, \xi, f} E(\eta, \xi, f) \quad \text{s.t. } (5), (14), (19c), (66a)
\]

\[
0 \leq \eta_k, 0 \leq \xi_k, \forall k
\]

\[
t_{d,k}(\eta) + t\cdot c,k(f_k) + t\cdot u,k(\xi) \leq t_{QoS}, \forall k
\]

\[
\max_{k \in K} t_{d,k}(\eta) + \max_{k \in K} t\cdot c,k(f_k) + \max_{k \in K} t\cdot u,k(\xi) \leq t_{QoS}, \forall k
\]

2) OPTIMIZATION PROBLEM FOR SYNCHRONOUS DESIGN

Similarly, the problem of optimizing power \((\eta, \xi)\) and computing frequency \(f\) to minimize the total energy consumption of one FL communication round in the synchronous design is formulated as

\[
\min_{\eta, \xi, f} E(\eta, \xi, f) \quad \text{s.t. } (5), (14), (19c), (66b)
\]

\[
\max_{k \in K} t_{d,k}(\eta) + \max_{k \in K} t\cdot c,k(f_k) + \max_{k \in K} t\cdot u,k(\xi) \leq t_{QoS}, \forall k
\]

Here, the constraint (67b) captures the nature of “step-by-step” scheme, i.e., every UE needs to wait for all the UEs to finish one step before starting the next step as seen in Fig. 1(a). Compared to (67b), the constraints (19d) and (66c) provide more flexibility in allocating the available time in Steps (S1)–(S3) to each UE. This is because the UEs in the asynchronous and session-based schemes need not wait for other UEs to start a new step.

B. SOLUTION

1) PROPOSED SOLUTION FOR ASYNCHRONOUS DESIGN

Problem (66) can be transformed into its epigraph form as

\[
\min_{y} \tilde{E}(f, \omega_d, \omega_u)
\]

\[
\text{s.t. } (5), (14), (19c), (66b)
\]

\[
\eta_k - t_{d,k}(\eta) + \omega_{d,k} \leq 0, \forall k
\]

\[
\xi_k - t\cdot u,k(\xi) + \omega_{u,k} \leq 0, \forall k
\]

\[
S_d \leq r_{d,k}(\eta) + \frac{Ld_c k}{f_k} + \frac{S_u}{r_{u,k}} \leq t_{QoS}, \forall k
\]

\[
r_{d,k} \leq \eta_k, \forall k
\]

\[
q \leq \xi_k + q_{2,k}, \forall k
\]

\[
0 \leq \xi_k, 0 \leq q_{2,k}, \forall k
\]

\[
q_{1,k} \leq \frac{S_d}{r_{d,k}}, \forall k
\]

\[
q_{2,k} \leq \frac{Ld_c k}{f_k}, \forall k
\]

where \(y \triangleq [\eta, \xi, r_d, r_u, f, \omega_d, \omega_u, q_1, q_2]\), \(r_d \triangleq \{r_{d,k}\}, r_u \triangleq \{r_{u,k}\}, \omega_d \triangleq \{\omega_{d,k}\}, \omega_u \triangleq \{\omega_{u,k}\}, \forall k, q_1, q_2\) are additional variables, and \(\tilde{E}(f, \omega_d, \omega_u) \triangleq \sum_{k \in K} \rho_d N_d S_{d,k} + \sum_{k \in K} (Ld_c k Df_k^2 + \rho_u N_u S_{u,k}).\)

Problem (68) is still challenging due to nonconvex constraints (68b)–(68e), (68j), and (68k).

Following the same procedure in Section IV-B, the concave lower bounds of \(\hat{R}_{d,k}(\eta)\) and \(\hat{R}_{u,k}(\xi)\) is respectively given as

\[
\eta_k \leq (M - K) \rho d \sigma^2 \hat{\eta}_k, \Phi(\eta) \leq \rho d (\beta - \sigma^2) \sum_{l \in K} \eta_l + 1, \Psi(\xi) \leq \rho u (\beta - \sigma^2) \xi + 1.\]

Then, constraints (68b) and (68c) can be approximated by the following convex constraints

\[
r_{d,k} \leq \hat{R}_{d,k}(\eta), \forall k
\]

\[
r_{u,k} \leq \hat{R}_{u,k}(\xi), \forall k
\]

Also, constraints (68d) and (68e) can be approximated by the following respective convex constraints

\[
0.25 \left[ 4\eta_k + (r_{d,k} - \omega_{d,k})^2 - 2(\eta_k + \omega_{d,k}) (r_{d,k} + \omega_{d,k}) \right] \leq 0, \forall k
\]

\[
0.25 \left[ 4\xi_k + (r_{u,k} - \omega_{u,k})^2 - 2(\eta_k + \omega_{u,k}) (r_{u,k} + \omega_{u,k}) \right] \leq 0, \forall k
\]

Finally, we replace constraint (68j) by the following convex constraint

\[
q_{1,k} \leq S_d \left( \frac{2}{r_{d,k}^2} - \frac{r_{d,k}}{(r_{d,k} - \eta_k)^2} \right), \forall k
\]

and constraint (68k) by (64).

At the iteration \((n+1)\), for a given point \(y^{(n)}\), problem (68) can be approximated by the following convex problem:

\[
\min_{y \in \mathcal{H}} \tilde{E}(f, \omega_d, \omega_u)
\]

where \(\mathcal{H} \triangleq \{(5), (14), (19c), (66b), (64), (68) - (73)\}\) is a convex feasible set. In Algorithm 2, we outline the main steps to solve problem (68). Let \(\mathcal{H} \triangleq \{(5), (14), (19c), (66b), (68b) - (68k)\}\) be the feasible set of problem (68). Starting from a random point \(y \in \mathcal{H}\), we solve (74) to obtain its optimal solution \(y^*,\) and use \(y^*\) as an initial point in the next iteration. The algorithm terminates when an accuracy level of \(\varepsilon\) is reached. Algorithm 2 converges to a Fritz John solution of (68) (hence (66)) [53, Proposition 2] and [54, Proposition 2]. Furthermore, in the setting where \(\mathcal{H}\) satisfies Slater’s constraint qualification condition, Algorithm 1 converges to a Karush-Kuhn-Tucker solution of (68) (hence (66)) [59, Th. 1].
Algorithm 2 Solving Problem (68)

1: Initialize: Set $n = 0$ and choose a random point $y^{(0)} \in \mathcal{H}$.
2: repeat
3: \quad Update $n = n + 1$
4: \quad Solve (74) to obtain its optimal solution $y^*$
5: \quad Update $y^{(n)} = y^*$
6: until convergence

2) PROPOSED ALGORITHM FOR SYNCHRONOUS DESIGN

Using a similar procedure to solve problem (66), we approximate (67) by the following convex problem

\[
\min_z \tilde{E}(f, \omega_d, \omega_u) \tag{75a}
\]

s.t. (5), (14), (19c), (66b), (69) - (72)

\[
t_d + t_c + t_u \leq t_{QoS} \tag{75b}
\]

\[
\frac{S_d}{r_d,k} \leq t_d, \forall k \tag{75c}
\]

\[
\frac{L_d c_k}{f_k} \leq t_c, \forall k \tag{75d}
\]

\[
\frac{S_u}{r_u,k} \leq t_u, \forall k, \tag{75e}
\]

where $r_d, r_u, \omega_d, \omega_u, t_d, t_c, t_u$ are additional variables and $z \triangleq (\eta, \xi, f, r_d, r_u, \omega_d, \omega_u, t_d, t_c, t_u)$. Then, problem (66) can be solved by using Algorithm 2 where Step 4 solves (75) (instead of (74)).

3) COMPLEXITY ANALYSIS

The transformed versions of problems (74) and (75) involve smaller numbers of variables and constraints than the version of problem (65), i.e., $V_{\text{Asyn}} \triangleq (9K + 1)$ and $V_{\text{Syn}} \triangleq (7K + 4)$ real-valued scalar variables, $L_{\text{Asyn}} \triangleq (11K + 1)$ and $L_{\text{Syn}} \triangleq (7K + 2)$ linear constraints, $Q_{\text{Asyn}} \triangleq 6K$ and $Q_{\text{Syn}} \triangleq 7K$ quadratic constraints. Therefore, problems (74) and (75) respectively require complexities of $O(\sqrt{L_{\text{Asyn}} + Q_{\text{Asyn}}(V_{\text{Asyn}} + L_{\text{Asyn}} + Q_{\text{Asyn}})V_{\text{Asyn}}^2})$ and $O(\sqrt{L_{\text{Syn}} + Q_{\text{Syn}}(V_{\text{Syn}} + L_{\text{Syn}} + Q_{\text{Syn}})V_{\text{Syn}}^2})$, which are lower than that of problem (65).

VI. NUMERICAL EXAMPLES

A. NETWORK SETUP AND PARAMETER SETTINGS

We consider an mMIMO network in a square of $D \times D$, where the BS is located at the center and the UEs are located randomly within the square. We choose $D = 0.25$ km, and set $r_c = 200$ samples. The large-scale fading coefficients, $\beta_k$, are modeled in the same manner as [60]: $\beta_k[\text{dB}] = -148.1 - 37.6 \log_{10}(\frac{d_k}{\text{km}}) + z_k$, where $d_k \geq 35$ m is the distance between a UE $k$ and the BS, $z_k$ is a shadow fading coefficient modelled according to a log-normal distribution with zero mean and 7-dB standard deviation. We choose $B = 20$ MHz, $\tau_{d,p} = \tau_{u,p} = K$, $S_d = S_u = 1$ MB, noise power $\sigma_n^2 = -92$ dBm, $L = 5$, $f_{\text{max}} = 5 \times 10^9$ cycles/s, $D_k = 10^6$ samples, $c_k = 20$ cycles/samples [37], for all $k$, and $\alpha = 5 \times 10^{-21}$. Let $\tilde{\rho}_d = 10$ W, $\tilde{\rho}_u = 0.2$ W and $\tilde{\rho}_p = 0.2$ W be the maximum transmit power of the BS, UEs and UL pilot sequences, respectively. The maximum transmit powers $\rho_d, \rho_u$ and $\rho_p$ are normalized by the noise power.

B. RESULTS AND DISCUSSION

As discussed in Remark 2, our paper focuses on the communication aspects rather than the learning aspects of the implementation of FL over wireless networks. Therefore, the simulation results of our paper do not include dataset or the learning performance (e.g., convergence speed, training loss, and test accuracy), which is similar to many existing DigComp works in the literature such as [19], [20], [21], [39], [40].

1) EFFECTIVENESS OF THE PROPOSED SCHEMES

First, we evaluate the convergence behavior of our proposed Algorithms 1 and 2. Fig. 4 shows that Algorithm 1 converges within 60 iterations for the session-based scheme, while Algorithm 2 converges within 30 iterations for the asynchronous and synchronous schemes. It should be noted that each iteration of Algorithm 1 or 2 involves solving simple convex programs, i.e., (65), (74) and (75).

Next, since we are aware of no other existing work that studies energy-efficient massive MIMO networks for...
supporting FL, we compare the proposed session-based scheme (OPT_SB), asynchronous scheme (OPT_Asyn) and synchronous scheme (OPT_Syn) with the following heuristic schemes:

- **HEU_SB (Heuristic session-based scheme):** In each session, a UE that has a less favorable link condition (i.e., smaller large-scale fading coefficient) is allocated more power to meet the required execution time of one FL communication round. First, since all UEs participated in the DL session 1 and the UL session $K$, we let $a_{k,1} = b_{k,K} = 1, \forall k$, and take the power allocated to a UE $k$ in the DL session 1 to be $\eta_{k,1} = \frac{a_{k}(1/b_k)}{\sum_{V\in K} a_{Vk}(1/b_V)'}$ and the transmit power of a UE $k$ in the UL session $K$ to be $\zeta_{k,K} = \frac{b_{k,K}(1/b_k)}{\sum_{V\in K} b_{V,k,K}(1/b_V)'}. \quad \text{(1)}$ Now, in each DL session $i, \forall i \neq 1$, since the UE that has the highest data rate finishes its transmission earlier than other UEs and it does not join the subsequent sessions, we choose $a_{k,i} = a_{k,i-1}, k \in K \setminus k'$, where $k' = \arg \max_{k,j} R_{d,k,j-1}$ and $R_{d,k,j-1}$ is obtained by using the given $\eta_{k,i-1}$ and (6). Similarly, in each UL session $j, \forall j \neq K$, $b_{k,j-1} = b_{k,j}, k \in K \setminus k^*$, where $k^* = \arg \max_{k,j} R_{u,k,j}$ and $R_{u,k,j}$ is obtained by using the given $\zeta_{k,j}$ and (15). Then, the DL power allocated to a UE $k$ in a DL session $i, \forall i \neq 1$ is $\eta_{k,i} = \frac{a_{k}(1/b_k)}{\sum_{V\in K} a_{V,k}(1/b_V)'}$ and the UL power of a UE $k$ in an UL session $j, \forall j \neq K$ is $\zeta_{k,j} = \frac{b_{k,j}(1/b_k)}{\sum_{V\in K} b_{V,k,j}(1/b_V)'}$. Let $R_d \in \mathbb{R}^{K \times K}$ and $R_u \in \mathbb{R}^{K \times K}$, respectively, be the matrices of the DL and UL rates, where $[R_d]_{k,i} = R_{d,k,i}$ and $[R_u]_{k,j} = R_{u,k,j}$. Denote by $t_d \in \mathbb{R}^{K \times 1}$ and $t_u \in \mathbb{R}^{K \times 1}$, respectively, be the row vectors comprising the transmission times of DL and UL sessions, where $[t_d]_i = t_{d,i}$ and $[t_u]_j = t_{u,j}$. Let $1 \in \mathbb{R}^{K \times 1}$ be a column vector of all ones. Then, from (7) and (9), we have $t_d = (R_d^{-1} 1). \quad \text{(9)}$ Similarly, from (16) and (18), we have $t_u = (R_u^{-1} 1)^T. \quad \text{(18)}$ The processing frequencies are $f_k = \frac{LD_{d,k}}{\sum_{i=1}^{K} a_{k,i} - \sum_{i=1}^{K} b_{k,i}, \forall k}. \quad \text{(16)}$

- **HEU_Asyn (Heuristic asynchronous scheme):** The idea of heuristic power allocation in HEU_SB is applied to the asynchronous scheme. In particular, the DL power to all the UEs are $\eta_k = \frac{(1/b_k)}{\sum_{V\in K} a_{V,k}(1/b_V)'}$ and the UL power of UE $k$ is $\zeta_k = \frac{b_{k,k}(1/b_k)}{\sum_{V\in K} b_{V,k}(1/b_V)'}$. The processing frequencies are $f_k = \frac{LD_{d,k}}{\sum_{i=1}^{K} a_{k,i} - \sum_{i=1}^{K} b_{k,i}, \forall k}. \quad \text{(19)}$

- **HEU_Syn (Heuristic synchronous scheme):** This scheme is similar to HEU_Asyn, except that the processing frequencies are instead set as $f_k = \frac{LD_{d,k}}{\sum_{i=1}^{K} a_{k,i} - \sum_{i=1}^{K} b_{k,i} - \max_{k\in K} e_{d,k,i} - \max_{k\in K} e_{u,k,i}}, \forall k$. \quad \text{(20)}

All the following results are obtained by averaging over 200 channel realizations.

Fig. 5 compares the total energy consumption in an FL communication round by all the considered schemes. As seen, our proposed schemes significantly outperform the heuristic schemes. In particular, OPT_SB, OPT_Asyn, and OPT_Syn reduce the total energy consumption by a substantial amount, e.g., by more than 80% in both cases of $K = 10$ and $K = 5$. These results show the significant advantage of joint optimization of user assignment, data size, time, transmit power, and computing frequencies over the heuristic schemes.

2) **COMPARISON OF THE PROPOSED SCHEMES**

Fig. 5(a) shows that the session-based scheme is the best performer while the synchronous scheme is the worst. Compared to OPT_Syn, the total energy consumption by OPT_SB is reduced by up to 29% while that figure for OPT_Asyn is 6%. To gain more insights into this result, the total energy
consumption for local computing, $E_{C,\text{total}} \triangleq \sum_{k \in K} E_{C,k}(f_k)$, of all considered schemes is shown in Fig. 5(b), and the total energy consumption for transmission $E_x - E_{C,\text{total}}$ is shown in Fig. 5(c), where $x \in \{SB, Asyn, Syn\}$. First, it can be seen that the energy consumption for local computing and transmission of OPT_Asyn are both smaller than that of OPT_Syn. This is so because the UEs in the asynchronous scheme do not wait for other UEs to finish each step. As they have more time available, they can save more energy by using a lower transmit power and a lower computing frequency than the UEs in the synchronous scheme. However, the gap between OPT_Asyn and OPT_Syn is small because the transmission designs of the asynchronous and synchronous schemes are the same. Here, the session-based scheme uses a more energy-efficient transmission design in which power is not allocated to the UEs who have finished transmission. As a result, compared to the asynchronous and synchronous schemes, the energy consumption for transmission by the session-based scheme is reduced by up to 73% as shown in Fig. 5(c). This substantial reduction compensates for the small increase (i.e., 15%) in the energy consumption for local computing, making the overall energy consumption by the session-based scheme noticeably lower than that by the asynchronous and synchronous schemes.

3) IMPACT OF THE NUMBER OF ANTENNAS ON THE TOTAL ENERGY CONSUMPTION

Fig. 5(a) also shows that using a large number of antennas corresponds to a reduction of up to 40% in the total energy consumption in one FL communication round. This is because with more antennae, the data rate is higher for the same power level. Thus, the transmission time is shortened, which leads to the reduction in transmission energy; see Fig. 5(c). This also results in more time for local computing, a lower required computing frequency, and then, a reduction in the energy required for local computing as shown in Fig. 5(b). This result shows the importance of massive MIMO technology to support FL.

4) IMPACTS OF $t_{QoS}$ ON THE TOTAL ENERGY CONSUMPTION OF ONE FL COMMUNICATION ROUND

Fig. 7 shows that increasing $t_{QoS}$ leads to a dramatic decrease of up to 79% in the total energy consumption. This is because when $t_{QoS}$ increases, the transmit power and computing frequency required to satisfy the quality-of-service constraint are lower. In turn, they result in a reduction in energy consumption for both transmission and computing.

Fig. 7 also shows that when increasing $t_{QoS}$, compared with OPT_Syn, the energy consumption by OPT_SB is reduced by even more: from 21% for $t_{QoS} = 1$ s to 71% for $t_{QoS} = 4$ s, while the total energy consumption of OPT_Asyn and OPT_Syn is almost the same. This result confirms the significant advantage of the session-based transmission design over the conventional transmission designs used in the asynchronous and synchronous schemes.

VII. CONCLUSION

In this paper, we proposed novel synchronous, asynchronous, and session-based communication designs for massive MIMO networks to support FL. Targeting the minimization of total energy consumption per FL communication round, we formulated design problems that jointly optimize UE assignments, time allocations, transmit powers, and computing frequencies. Relying on successive convex approximation techniques, we developed novel algorithms to solve the formulated problems. Numerical results showed that our proposed designs significantly reduced the total energy consumption per FL communication round compared to baseline schemes. In terms of energy savings, the session-based design was the preferred choice to support FL as it
outperforms the synchronous and asynchronous designs. For future work, it would be interesting to study the combination of massive MIMO and intelligent reconfigurable surfaces to improve the network coverage as well as taking into account UE selection to improve the energy efficiency of massive MIMO systems to support FL.

APPENDIX

Following the arguments in [53], [54], let $\tilde{E}(\lambda)$ be the optimal value for the optimal solution of problem (50) corresponding to $\lambda$. For ease of presentation, we use $E$ for $E_{ib}(f_s, v_d, v_u)$. Also, since $(a, b, f, v_d, v_u, \tilde{r}_d, \tilde{r}_u, S_d, S_u, i_d, i_u, t_d, t_u, \lambda)$ is a subset of variables in $\tilde{x}$, we use $\tilde{L}(\tilde{x}, \lambda)$ instead of $\tilde{L}(a, b, f, v_d, v_u, \tilde{r}_d, \tilde{r}_u, S_d, S_u, i_d, i_u, t_d, t_u, \lambda)$.

Let $\tilde{E}^*$ be the optimal value of problem (49). Then $\tilde{E}^* < +\infty$ since $\tilde{F}$ is compact. Due to a duality gap between the optimal value of problem (49) and the optimal value of its dual problem, we have $\sup_{\lambda \geq 0} E(\lambda) = \inf_{\tilde{x} \in \tilde{F}} \max_{\lambda \geq 0} \tilde{L}(\tilde{x}, \lambda)$, which implies that

$$\frac{\tilde{E}(\lambda)}{\lambda} = \tilde{E}^* < +\infty, \forall \lambda \geq 0.$$  \hspace{1cm} (76)

(i) Let $V_1, V_2, V_3, V_4$ be the values of $V_1, V_2, V_3, V_4$ at the values $f_s, a, b, (\tilde{r}_d), (\tilde{r}_u), (S_d), (S_u), (i_d), (i_u), (t_d), (t_u)$ corresponding to $\lambda$. Then $V_1, V_2, V_3, V_4 \geq 0, \forall \lambda$. Let $V_1 = \gamma_1 V_1, V_2 = \gamma_2 V_2, V_3 = \gamma_3 V_3, V_4 = \gamma_4 V_4$. Denote by $E_0$ the value of $E$ corresponding to $\lambda$. Let $0 \leq \lambda_1 < \lambda_2$. Because $E(\lambda_1)$ and $E(\lambda_2)$ are the optimal values of (50) corresponding to $\lambda_1$ and $\lambda_2$, we have

$$\tilde{E}(\lambda_1) = E_{\lambda_1} + \lambda_1 V_1 \lambda_1 \leq E_{\lambda_2} + \lambda_1 V_2 \lambda_2,$$  \hspace{1cm} (77)

$$\tilde{E}(\lambda_2) = E_{\lambda_2} + \lambda_2 V_2 \lambda_2 \geq E_{\lambda_1} + \lambda_2 V_1 \lambda_2.$$  \hspace{1cm} (78)

The above two inequalities lead to $\lambda_1 V_1 \lambda_1 + \lambda_2 V_2 \lambda_2 \leq \lambda_1 V_2 \lambda_2 + \lambda_2 V_1 \lambda_1$, which means $V_2 \lambda_2 \leq V_1 \lambda_1$. We conclude that $V_3$ is decreasing and bounded below by 0 as $\lambda$ is increasing, i.e., $V_3 \rightarrow V^* \geq 0$, as $\lambda \rightarrow +\infty$. On the other hand, (77) and (78) also give $\lambda_2 E_{\lambda_1} + \lambda_1 E_{\lambda_2} \leq \lambda_2 E_{\lambda_2} + \lambda_1 E_{\lambda_1}$, which means $E_{\lambda_2} \geq E_{\lambda_1}$. Thus, $E_0$ is increasing and hence bounded below as $\lambda \rightarrow +\infty$. From these observations, if $V_3 > 0$, then $\tilde{E}(\lambda) = E_{\lambda} + \lambda V_1 \rightarrow +\infty$ as $\lambda \rightarrow +\infty$. This result contradicts (76), and hence $V_3 = 0$. Now, since $V_1 \rightarrow 0$ as $\lambda \rightarrow +\infty$ and $V_1 \lambda, V_2 \lambda, V_3 \lambda, V_4 \lambda \geq 0$, we have $V_1 \lambda \rightarrow 0, V_2 \lambda \rightarrow 0, V_3 \lambda \rightarrow 0, V_4 \lambda \rightarrow 0$ as $\lambda \rightarrow +\infty$.

(ii) Denote by $\tilde{x}$ the value of $\tilde{x}$ corresponding to $\lambda$. The sequence $\{\tilde{x}_\lambda\}_{\lambda \geq 0} \subset \tilde{F}$ is bounded, and hence, has convergent subsequences. Denote by $\tilde{x}_\infty$ any limit point of $\{\tilde{x}_\lambda\}_{\lambda \geq 0}$ as $\lambda \rightarrow +\infty$. Without loss of generality, we assume that $\tilde{x}_\lambda \rightarrow \tilde{x}_\infty$.

Let $\tilde{E}(\lambda)$, $\tilde{E}_0$, and $V_{ib}(f_s, v_d, v_u)$ be the optimal values of $\tilde{E}(\lambda)$, $\tilde{E}_0$, and $V_{ib}(f_s, v_d, v_u)$ of (49) and (50), respectively.

From (76) and (79), it is true that $\sup_{\lambda \geq 0} \tilde{E}(\lambda) = \tilde{E}^*$, which proves (51). This implies that $\tilde{x}_\infty$ is an optimal solution of (49) and the proof is completed.
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