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Abstract—This paper considers the memoryless input-constrained binary erasure channel (BEC). The channel input constraint is the \((d, \infty)\)-runlength limited (RLL) constraint, which mandates that any pair of successive 1s in the input sequence be separated by at least \(d\) 0s. We consider a scenario where there is a causal, noiseless feedback from the decoder. We demonstrate a simple, labelling-based, zero-error feedback coding scheme, which we prove to be feedback capacity-achieving, and, as a by-product, obtain an explicit characterization of the feedback capacity. Our proof is based on showing that the rate of our feedback coding scheme equals an upper bound on the feedback capacity derived using the single-letter bounding techniques of Sabag et al. (2017). Further, we note using the tools of Thangaraj (2017) that there is a gap between the feedback and non-feedback capacities of the \((d, \infty)\)-RLL input constrained BEC, at least for \(d = 1, 2\).
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I. INTRODUCTION

In most data storage systems, constrained coding is used to prohibit the appearance of certain input sequences that are more error-prone than others. Here, arbitrary user data sequences are encoded into sequences that respect the constraint (see, for example, [1] or [2]). In this work, we consider the problem of designing good binary constrained codes for use over a binary erasure channel (BEC), with erasure probability \(\epsilon\) (see Figure 1), when the channel output is fed back noiselessly to the transmitter.

Our focus is on the \((d, \infty)\)-RLL input constraint, which mandates that there are at least \(d\) 0s between every pair of successive 1s in the input sequence. Figure 2 shows a state transition graph that represents the constraint. The \((d, \infty)\)-RLL constraint is a special case of the \((d, k)\)-RLL constraint, which admits only binary sequences with at least \(d\) and at most \(k\) 0s between successive 1s. The system model under investigation in this paper is the classical discrete memoryless channel (DMC) (introduced by Shannon in [3]) in the presence of causal, noiseless feedback, with inputs that are constrained to obey the \((d, \infty)\)-RLL constraint. Input-constrained DMCs fall under the broad class of discrete finite-state channels (DFSCs, or FSCs). Figure 3 shows a generic constrained DMC with decoder feedback. It is well-known from Shannon’s work in [4] that feedback does not increase the capacity of an unconstrained DMC, i.e., \(C_{\text{DMC}}^{fb} = C_{\text{DMC}} = \sup_{P(x)} I(X;Y)\). However, Shannon’s arguments do not apply to the case of an input-constrained DMC, and we shall employ special tools to determine the feedback capacity in this setting.

In this work, we provide a simple, labelling-based, zero-error feedback coding scheme for the \((d, \infty)\)-RLL input-constrained BEC, similar to the those presented in [5] and [6], for other input-constrained BECs. We then prove that our feedback coding scheme is in fact feedback capacity-achieving. Our method uses the single-letter bounding techniques in [7] to obtain an upper bound on feedback capacity, which we show to be equal to the rate of our proposed coding scheme. As a result, we are able to explicitly characterize the feedback capacity of the \((d, \infty)\)-RLL input-constrained BEC, which is given by a \((d+1)\)-parameter optimization problem:

\[
C_{\text{DMC}}^{fb}(d, \infty) = \max_{\delta_1, \ldots, \delta_d \geq 0} \frac{d}{\sum_{i=0}^{d-1} \epsilon^i} \log \left( \frac{d}{\sum_{i=0}^{d-1} \epsilon^i + d \delta_1} \right). 
\]
Our formula generalizes the coding scheme in [5], where the feedback capacity of the $(1, \infty)$-RLL input-constrained BEC was derived using dynamic programming techniques. Our work supplements the results in [6], which provided the feedback capacity of the $(0, k)$-RLL input-constrained BEC. However, interestingly, unlike the previous two results, the feedback capacity of the $(d, \infty)$-RLL input-constrained BEC, for general $d$, does not equal the capacity when the encoder possesses noncausal knowledge of erasures (this observation was also made in [6]).

The remainder of the paper is organized as follows: Section II introduces the notation and refreshes some preliminary background. Section III states our main results. The optimal feedback coding scheme and an upper bound on the feedback capacity that is equal to the rate of the coding scheme, are discussed in Section IV. The feedback capacity is thus explicitly derived in this section. Finally, Section V contains concluding remarks and a discussion on possible future work.

II. Notation and Preliminaries

A. Notation

Random variables will be denoted by capital letters, and their realizations by lower-case letters, e.g., $X$ and $x$, respectively. Calligraphic letters, e.g., $\mathcal{X}$, denote sets. The notation $[n]$ denotes the set $\{1, 2, \ldots, n\}$ of integers. The notations $X^N$ and $x^N$ denote the random vector $(X_1, \ldots, X_N)$ and the realization $(x_1, \ldots, x_N)$, respectively. Further, $P(x), P(y)$ and $P(y|x)$ are used to denote the probabilities $P_X(x), P_Y(y)$ and $P_{Y|X}(y|x)$, respectively. Also, the notations $H(X)$ (or $H(P_X)$) and $I(X; Y)$ stand for the entropy of $X$, and the mutual information between $X$ and $Y$, respectively, and $h_2(p) := -p \log_2 p - (1-p) \log_2 (1-p)$ is the binary entropy function, for $p \in [0, 1]$. Finally, for ease of reading, we define $\tilde{\alpha} = 1 - \alpha$. All logarithms are to the base 2.

B. Problem Definition

The communication setting of an input-constrained memoryless channel with causal, noiseless feedback is shown in Figure 3. A message $M$ is drawn uniformly from the set $\{1, 2, \ldots, 2^R\}$, and is made available to the constrained encoder. The constrained encoder at time $i$ has, in addition to the message, access to noiseless feedback in the form of the realizations by lower-case letters, e.g., $x_i$. From the decoder. It then produces a binary input $x_i$, from the decoder. It then produces a binary input symbol $x_i \in \{0, 1\}$, as a function of the specific instance of the message, $m$, and the outputs, $y^{i-1}$, in such a manner that the $(d, \infty)$-RLL constraint (see Figure 2) is respected. We set the channel state alphabet, $\mathcal{S}$, to be $\{0, 1, \ldots, d\}$. The channel is memoryless in the sense that $P(y_i|x^i, y^{i-1}) = P(y_i|x_i)$, for all $i$.

Definition II.1. An $(n, 2^R, (d, \infty))$ feedback code for an input-constrained channel is defined by the encoding functions:

$$f_i : \{1, \ldots, 2^R\} \times \mathcal{Y}^{i-1} \to \mathcal{X}, \quad i \in [n],$$

which satisfy $f_i(m, y^{i-1}) = 0$, if $f_{i-j}(m, y^{(i-j)-1}) = 1$ (where $x^+$ is equal to $\max\{x, 0\}$), for some $j \in [d]$, and a decoding function $\Gamma : \mathcal{Y}^n \to \{1, \ldots, 2^R\}$.

The average probability of error for a code is defined as $P_{e^{(n)}} = P(M \neq \Psi(Y^n))$. A rate $R$ is said to be $(d, \infty)$-feedback achievable if there exists a sequence of $(n, 2^{nR}, (d, \infty))$ feedback codes, such that $\lim_{n \to \infty} P_{e^{(n)}} = 0$. The feedback capacity, $C^b_{(d, \infty)}(\epsilon)$, is defined to be the supremum over all $(d, \infty)$-achievable rates, and is a function of the erasure probability, $\epsilon$.

Our focus is on the binary erasure channel, or the BEC. Here, the input alphabet, $\mathcal{X} = \{0, 1\}$, while the output alphabet is $\mathcal{Y} = \{0, 1, ?\}$, where $?$ denotes an erasure. Let $\epsilon \in [0, 1]$ be the erasure probability of the channel.

C. $Q$-graphs and $(S, Q)$-graphs

We now recall the definitions of the $Q$-graph and the $(S, Q)$-graph introduced in [7].

Definition II.2. A $Q$-graph is a finite irreducible labelled directed graph on a vertex set $\mathcal{G}$, with the property that each $q \in \mathcal{Q}$ has at most $|\mathcal{Y}|$ outgoing edges, each labelled by a unique $y \in \mathcal{Y}$.

Thus, there exists a function $\Phi : \mathcal{G} \times \mathcal{Y} \to \mathcal{G}$, such that $\Phi(q, y) = q'$ if, and only if, there is an edge $q \xrightarrow{y} q'$ in the $\mathcal{G}$-graph. Figure 4 depicts a sample $\mathcal{G}$-graph.

Definition II.3. Given an input-constrained DMC specified by $(P(y|x))$ and the states of the presentation of the input constraint of which obey $s_t = f(s_{t-1}, x_t)$, and a $\mathcal{G}$-graph with vertex set $\mathcal{G}$, the $(S, Q)$-graph is defined to be a directed graph on the vertex set $\mathcal{G} \times \mathcal{G}$, with edges $(s, q) \xrightarrow{y} (s', q')$ if, and only if, $P(y|x) > 0, s' = f(s, x)$, and $q' = \Phi(q, y)$.

Given an input distribution $\{P(x|s, q)\}$ defined for each $(s, q)$ in the $(\mathcal{G}, \mathcal{Q})$-graph, we have a Markov chain on $\mathcal{G} \times \mathcal{Q}$, where the transition probability associated with any edge $(x, y)$ emanating from $(s, q)$ in $\mathcal{G} \times \mathcal{Q}$ is $P(y|x)P(x|s, q)$. Let $\mathcal{G}((P(x|s, q))$ be the subgraph remaining after discarding edges of zero probability. We then define

$$\Omega = \{(P(x|s, q)) : \mathcal{G}((P(x|s, q)) \text{ has a single closed communicating class}\},$$

An input distribution $\{P(x|s, q)\} \in \Omega$ is said to be aperiodic, if the corresponding graph, $\mathcal{G}((P(x|s, q))$, is aperiodic. For such distributions, the Markov chain on $\mathcal{G} \times \mathcal{G}$ has a unique stationary distribution $\pi(s, q)$.

D. Bounds on Feedback Capacity

We shall make use of the following single-letter upper bound on feedback capacity (specialized to input-constrained...
DMCs) [7]. The theorem assumes that the state transition graph corresponding to the input constraint is irreducible, and that the encoder and the decoder know the initial channel state, $s_0$.

**Theorem II.1** (from [7], Theorem 2). The feedback capacity, $C_{\text{DMC}}^{fb}$, of an input-constrained DMC, when the state transition graph of the input-constraint is irreducible, is upper bounded as

$$C_{\text{DMC}}^{fb} \leq \sup_{P(x|s,y) \in \Omega} I(X;Y|Q),$$

for all irreducible $Q$-graphs with $q_0$ such that $(s_0,q_0)$ lies in an aperiodic closed communicating class.

### III. MAIN RESULTS

#### A. Capacity With Feedback

The following theorem states our main result concerning the capacity of the $(d,\infty)$-RLL input-constrained BEC with feedback. For $\delta \equiv (\delta_0, \ldots, \delta_d)$, with $\delta_i \in [0,1]$, $\forall i$, we define the function, $R(\delta)$, where $\delta \in [0,1]^{d+1}$, to be

$$R(\delta) := \frac{\sum_{i=0}^{d} \varepsilon_i h_b(\delta_i)}{\sum_{i=0}^{d} \varepsilon_i + d \varepsilon_i + \sum_{i=0}^{d} \varepsilon_i \delta_i}.$$

We let $\Delta_d$ denote the $d$-dimensional unit simplex, i.e., $\Delta_d := \{\delta \in [0,1]^{d+1} : \sum_{i=0}^{d} \delta_i \leq 1\}$.

**Theorem III.1.** For $\varepsilon \in [0,1]$, the feedback capacity of the $(d,\infty)$-RLL input-constrained BEC is given by

$$C_{(d,\infty)}^{fb}(\varepsilon) = \max_{\delta \in \Delta_d} R(\delta),$$

and is achievable by a zero-error feedback coding scheme.

**Remark.** At $\varepsilon = 0$, the capacities with and without feedback are identical, and are given by $C_{(d,\infty)}(0) = \max_{\delta \in [0,1]} h_b(\delta)$, the noiseless capacity of the $(d,\infty)$-RLL input constraint.

**Remark.** Since from operational considerations, the zero-error feedback capacity, $C_{(d,\infty)}^{ze}$, is less than or equal to the feedback capacity, $C_{(d,\infty)}^{fb}$, Theorem III.1 also shows that the two feedback capacities are indeed equal, i.e., $C_{(d,\infty)}^{ze} = C_{(d,\infty)}^{fb}$.

**Theorem III.1** follows from the construction of a feedback coding scheme in Section [V] whose rate equals an upper bound on the feedback capacity computed using the single-letter bounding technique in [7]. The proof is presented in Section [IV].

The expression for the feedback capacity provided in Theorem III.1 admits the following simplification:

**Proposition III.1.** The vector $\tilde{\delta}^* := (\delta_0^*, \ldots, \delta_d^*)$ that attains the maximum in (3) is such that either $\delta^*$ is in the interior of $\Delta_d$, or that $\sum_{i=0}^{d} \delta_i^* = 1$. Further, in the first case, it holds that for any $\varepsilon \in [0,1]$:

$$C_{(d,\infty)}^{fb}(\varepsilon) = \max_{\delta \in [0,1]^{d+1}} \frac{h_b(\delta)}{\delta + 1 - \varepsilon}.$$

The proof of Proposition III.1 is provided in Appendix A. Figure 4 shows plots of the feedback capacity for $d = 1, 2, 3$. Several comments are now in order. The feedback capacity is equal to the noiseless capacity at $\varepsilon = 0$, and monotonically decreases to 0 at $\varepsilon = 1$. As in [6], numerical evaluations indicate that the feedback capacity is a concave function of the channel parameter, $\varepsilon$. At $d = 0$, which corresponds to the case of the BEC with no constraints, $R(0.5)$ equals $1 - \varepsilon$, which, in turn, equals the (feedback) capacity of the BEC with no input constraints. For $d = 1$, it is easy to see that our feedback capacity expression recovers the formula for feedback capacity derived in [5]. Indeed, for any $\varepsilon$, it holds that:

$$C_{(1,\infty)}^{fb}(\varepsilon) \geq \max_{\delta \in [0,1]} \frac{h_b(\delta)}{\delta + 1 - \varepsilon} = C_{(1,\infty)}^{nc}(\varepsilon),$$

where in the last equality, $C_{(1,\infty)}^{nc}(\varepsilon)$ is the capacity with non-causal knowledge of erasures (or non-causal capacity), the expression for which was derived in [5]. However, once again, it holds operationally that the feedback capacity is less than or equal to the non-causal capacity, thereby showing that $C_{(1,\infty)}^{fb} = C_{(1,\infty)}^{nc}(\varepsilon)$, which agrees with the main result of [5].

Similar reasoning leads us to the following corollary of Theorem III.1 (stated as Corollary III.1 in [8]), for the case when $d = 2$.

**Corollary III.1.** For $d = 2$ and $\varepsilon \in [0,1 - \frac{1}{2 \log(2/3)}]$, it holds that the feedback and non-causal capacities are equal, i.e.,

$$C_{(2,\infty)}^{fb}(\varepsilon) = C_{(2,\infty)}^{nc}(\varepsilon) = \max_{\delta \in [0,1]} \frac{h_b(\delta)}{\delta + 1 - \varepsilon},$$

where $V' = \frac{(k + d) \log(1 - \varepsilon) - k \log \delta}{(k + d)^2}$, where we write $\frac{1}{1-\varepsilon}$ as $k$. It can be checked that $V' = \delta$ is strictly decreasing in $\delta$. Now, when $d = 2$, it is true that $V'(\frac{1}{2}) \leq 0$ if, and only if, $\varepsilon \leq \frac{1}{2 \log(2/3)}$, or, equivalently, if, and only if, $\varepsilon \leq 1 - \frac{1}{2 \log(2/3)}$. Since $V'(0^+)$ is negative, we have that for $\varepsilon \leq 1 - \frac{1}{2 \log(2/3)}$, the unique maximum of $V(\cdot)$, over $[0,1]$, occurs in the interval $[0,\frac{1}{2}]$. Hence, for $\varepsilon \in [0,1 - \frac{1}{2 \log(2/3)}]$, we have that

$$C_{(2,\infty)}^{nc}(\varepsilon) = \max_{\delta \in [0,1]} V(\delta).$$

Furthermore, from Theorem III.1 we get that

$$C_{(2,\infty)}^{fb}(\varepsilon) \geq \max_{\delta \in [0,1]} R(\delta, \delta, \delta) = \max_{\delta \in [0,1]} V(\delta) = C_{(2,\infty)}^{nc}(\varepsilon).$$

We note from the observations in [6] that this equality of feedback and non-causal capacities is not true for general $d$.

Figures 5a and 5b show comparisons of the feedback capacities for $d = 1$ and $d = 2$, respectively, with dual capacity-based upper bounds on the capacities without feedback, derived in [9]. Clearly, it holds that the capacity without feedback is less than the feedback capacity, for this class of channels.
IV. OPTIMAL FEEDBACK CODING SCHEME

This section presents a simple feedback coding scheme that achieves the lower bound in Theorem III.1. Our labelling-based coding scheme is similar to the coding schemes in [5] and [6]. The main feature of the scheme is a dynamically-changing set of possible messages that is known to both the encoder and the decoder at all times. The objective of the encoder is to communicate a sequence of bits that will enable the decoder to narrow down the set of possible messages to a single message.

Each message \( m \in [2^{nR}] \) is mapped uniformly to a point in the unit interval, i.e., the message \( m \) is mapped to the point \( \frac{m-1}{2^n} \). At each time instant \( i \), the unit interval is partitioned into sub-intervals that are labelled by either a ‘0’ or a ‘1’. The input \( x_i \) to the channel is determined using the label of the sub-interval containing the message.

The coding scheme proceeds as follows: we first pick positive real numbers \( \delta_0, \delta_1, \ldots, \delta_d \) such that \( \sum \delta_i \leq 1 \). To determine the input bits to be sent, we use a set of \( d + 2 \) labellings, \( L_0, \ldots, L_d, \hat{L} \), with the interval \([\sum_{j<i} \delta_j, \sum_{j<i} \delta_j]\) in \( L_i \), labelled by a ‘1’. Further, labelling \( \hat{L} \) is such that the entire interval \([0, 1)\) is labelled by a ‘0’. Figure 7 shows an illustration of the set of labellings.

The labelling to be used at any time instant is a function of
the channel outputs up to that time instant and can be recursively computed using the previous labelling and previous $d+1$ channel outputs. Thus, both the encoder and the decoder can compute the labelling used at all times. Let $L_i$ denote the labelling used at time $i$. We fix $L_0 := L_0$. Then, $L_{i+1} = G(L_i, Y^i_d)$, where the function $G$ is defined as follows:

$$G(L_i, Y^i_{i-d}) = \begin{cases} L, & \text{if one of } Y^i_{i-d+1} \text{ is a 1,} \\ L_0, & \text{if } Y_{i-d} = 1, \\ L_0, & \text{if } Y_i = 0, \text{ and none of } Y^i_{i-d+1} \text{ is a 1,} \\ L_{j+1 \text{mod}(d+1)}, & \text{if } L_i = L_j, Y_i = ? \text{ and none of } Y^i_{i-d+1} \text{ is a 1.} \end{cases}$$

The transitions between the labellings can be represented by the finite state machine (FSM) shown in Figure 8. The labellings in conjunction with the message are used to determine the bit $X_{i+1}$ to be transmitted. Formally, $X_{i+1} = \Gamma(m, L_{i+1})$, where the function $\Gamma$ is defined as:

$$\Gamma(m, L_{i+1}) = \begin{cases} 0, & \text{if } L_{i+1} = L_j, \text{ for some } j, \text{ and } \\ \frac{m-1}{2^n} \not\in \sum_{z<j} \delta_z, \sum_{z\leq j} \delta_z, \\ 1, & \text{if } L_{i+1} = \hat{L}, \\ 0, & \text{if } L_{i+1} = \hat{L}, \text{ for some } j, \text{ and } \\ \frac{m-1}{2^n} \in \sum_{z<j} \delta_z, \sum_{z\leq j} \delta_z. \end{cases}$$

The chronological order of a single use of the channel at time $i$, for a fixed message $m$, thus is $L_i \rightarrow X_i \rightarrow Y_i$, with $L_{i+1} = G(L_i, Y^i_d)$.

For a given output sequence $y^i$, we denote by $M_i$ the set of possible messages after time $i$, i.e., $M_i := \{m \in \{2^n\} : P(m|y^i) > 0\}$, with $M_0 := \{2^n\}$. Note that both the encoder and the decoder can compute the conditional distribution $P(m|y^i)$ using Bayes’ rule. We use the notation $M^{(0)}_i$ and $M^{(1)}_i$ to denote the set of messages labelled by a ‘0’ and by a ‘1’, respectively, in $M_i$.

A transmission at time $i$ is said to be successful if $|M_i| < |M_{i-1}|$. Specifically, a successful transmission can occur in one of two scenarios: the first is $y_i = 1$, and the second is where $y_i = 0$ and none of $y^i_{i-d}$ is a 1. After a successful transmission, the set of possible messages is calculated and expanded uniformly to the unit interval. It is easy to see that in the first kind of successful transmission, the new set of possible messages, $M_i$, is equal to $M^{(1)}_{i-1}$; and in the second kind, $M_i$ equals $M^{(0)}_{i-1}$. Figure 9 shows an illustration of the second of the two kinds of successful transmissions. Figure 10 depicts the situation when a sequence of erasures is received. In this case, the new set of possible messages, $M_i$, is equal to $M_{i-1}$. This transmission procedure continues repeatedly until the set of possible messages contains one message. Additionally, we note that the coding scheme is zero-error, since at the end of the algorithm, the decoder can uniquely decode the transmitted message. The encoding and decoding procedures are described in Algorithm 1.

The construction of the labellings ensures that the $(d, \infty)$-RLL input constraint is obeyed. This can be seen from the fact that if ever $Y_i = 1$ for some $i$, it holds that the next $d$ inputs are all set to be 0’s. Further, the staggered manner in which the sub-intervals are labelled by a 1 in the labellings $L_0, \ldots, L_d$ ensures that the input constraint is satisfied when a sequence of erasures is received, too.

The analysis of the rate of the feedback coding scheme is similar to the proofs of Lemma 3 and Lemma 4 in [6]. In order to make the exposition self-contained, we repeat parts of the proofs here. For a time index $i \in [n]$, we define $J_i$ to be the number of information bits gained in a single channel use, which is the logarithm of the change in the size of possible messages at the end of the channel use, i.e.,

$$J_i := \log_2 |M_{i-1}| - \log_2 |M_i|.$$  \hspace{1cm} (3)

and $L_i$ to denote the random variable corresponding to the labelling used, with $L_i \in \mathcal{L} := \{\hat{L}, L_0, \ldots, L_d\}$. The following lemma then holds true:

**Lemma IV.1.** For any time index $i \in [n]$, and for all $\ell \in \mathcal{L}$, we have that $\mathbb{E}[J_i | L_i = \ell] = \epsilon h(\delta_\ell)$, where

$$\delta_\ell = \begin{cases} 0, & \text{if } \ell = \hat{L}, \\ \delta_j, & \text{if } \ell = L_j. \end{cases}$$

**Proof.** We let the random variable $\theta$ denote the indicator that the current output is unerased, i.e.,

$$\theta_i = \mathbb{I}\{Y_i \neq \cdot\}.$$  \hspace{1cm} (4)

Then,

$$\mathbb{E}[J_i | L_i = \ell] = \epsilon \mathbb{E}[J_i | L_i = \ell, \theta_i = 0] + \epsilon \mathbb{E}[J_i | L_i = \ell, \theta_i = 1] = \epsilon \mathbb{E}[J_i | L_i = \ell, \theta_i = 1].$$

where the second equality holds since if an erasure is received, the set of possible messages remains the same.

We now note that in any of the labellings $L_j$, it holds that the length of the sub-interval labelled by a ‘1’ equals $\delta_j$, and equals 0 in $\hat{L}$. Hence, if labelling $\ell \in \mathcal{L}$ is employed, the bit transmitted is distributed according to $\text{Ber}(\delta_\ell)$ (see the remark immediately after this proof), where $\hat{\delta}_\ell$ is as defined in the statement of the theorem.

Assume that the current size of the set of possible messages, $M$, equals $k$, with the current labelling used being $\ell$. If the
Thus, given that \( L \) is a '1', and is equal to \( k\delta_T \), otherwise. Hence, the expected number of bits required to describe the new set of possible messages is \( \delta_T k \log_2(\delta_T k) + \delta_T k \log_2(\delta_T k) = \log_2(k) - h_b(\delta_T) \). Thus, given that \( L = \ell \), following a successful transmission, the decoder gains \( h_b(\delta_T) \) bits of information. Substituting into (4), we get that

\[
\mathbb{E}[J|L = \ell] = \tilde{e} h_b(\delta_T).
\]

Remark. We note as in [6] that since the messages are discrete points in \([0, 1)\), the transmitted bit is actually distributed according to \( \text{Ber}(\delta_T - e_i) \), where \( e_i \) is a correction factor that is bounded as \( 0 \leq e_i \leq \frac{1}{|\mathcal{M}_t|} \). We use Algorithm [1] for encoding, until a time \( t \) such that \(|\mathcal{M}_t| \leq 2^\lambda \), for an absolute constant, \( \lambda > 0 \). A clean-up coding phase can then be employed, after the labelling-based scheme, similar to [5, Appendix C], using which the remaining at most \( \lambda \) bits are then transmitted. The rate of the overall two-stage coding scheme can then be made arbitrarily close to the rate calculated using the analysis in this paper.

The following lemma computes the rate of the proposed coding scheme:

**Lemma IV.2.** For any \( \epsilon \in [0, 1] \), the proposed coding scheme achieves a rate

\[
R = \max_{\delta \in \Delta_d} R(\tilde{\delta}),
\]

where \( R(\tilde{\delta}) \) is as defined in equation (1).

**Proof.** Fix \( 0 \leq \delta_0, \delta_1, \ldots, \delta_d \leq 1 \), with \( \sum_{i=0}^d \delta_i \leq 1 \). The constraint is chosen so as to ensure that the lengths of the intervals used in the labellings in Figure [2] are all non-negative.

Consider the Markov chain induced by the transitions shown in Figure [2] with the transition probabilities \( P(Y = q|\tilde{q}) = \epsilon \), for all \( q \in \{\mathcal{Q}_0, \mathcal{Q}_1, \ldots, \mathcal{Q}_d, \mathcal{\hat{Q}}_0, \mathcal{\hat{Q}}_1, \ldots, \mathcal{\hat{Q}}_{d-1}\} \), and

\[
P(Y = 1|\tilde{q}) = \begin{cases} 
\tilde{e}\delta_i, & \text{if } q = Q_i, \text{ for some } i, \\
\tilde{e}, & \text{otherwise.}
\end{cases}
\]

Let \( \pi(\ell) \) denote the stationary probability of using labelling \( \ell \), which can be calculated using the stationary probabilities of states of the Markov chain on the FSM. Clearly, for \( i \in \{0, 1, \ldots, d\} \), \( \pi(\mathcal{L}_i) \) equals \( \pi(Q_i) \), and \( \pi(\hat{\mathcal{L}}) \) equals...
\( \sum_{j=0}^{d-1} \pi(\hat{Q}_j) \). The rate of the coding scheme can be computed to be:

\[
R = \lim_{n \to \infty} \frac{\log_2 |M_0|}{n} \quad \overset{(a)}{=} \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \mathbb{E}[J_k] \\
= \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} P(L_k = \ell) \mathbb{E}[J_k | L_k = \ell] \\
= \sum_{\ell \in \mathcal{L}} \mathcal{E}_b(\delta_\ell) \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} P(L_k = \ell) \\
= \sum_{i=0}^{d} \mathcal{E}_b(\delta_i) \mathcal{P}(\mathcal{L}_i) \\
= R(\delta),
\]

where

(a) holds from equation [3],
(b) follows from Lemma [IV.1] and by exchanging the order of the summations,
(c) follows from the definition of stationary probability and from the fact that the random process \((L_n : n \in \mathbb{N})\) is a positive recurrent, irreducible, aperiodic Markov chain (this follows from the irreducibility and aperiodicity of the graph in Figure [3]), and
(d) holds by an explicit calculation of the stationary probabilities of the Markov process \((L_n : n \in \mathbb{N})\), which are given by:

\[
\pi(\ell) = \frac{\mathcal{E}_b(\delta_\ell) \mathcal{P}(\mathcal{L}_\ell)}{\sum_{i=0}^{d} \mathcal{E}_b(\delta_i) \mathcal{P}(\mathcal{L}_i)}, \quad \ell = \mathcal{L}_i.
\]

Therefore, maximizing over all allowed parameters \(\delta_0, \ldots, \delta_d\), it follows that our scheme achieves a rate \(R = \max_{\delta \in \Delta_d} R(\delta)\).

We now provide an upper bound on the feedback capacity of the \((d, \infty)\)-RLL input-constrained BEC, using Theorem [II.1]

**Lemma IV.3.** For any \( \epsilon \in \{0, 1\} \), the feedback capacity of the \((d, \infty)\)-RLL input-constrained BEC is bounded as:

\[
C_{(d, \infty)}^{fb} \leq \max_{\delta \in \Delta_d} R(\delta).
\]

**Proof.** We simply apply Theorem [II.1] to the \(Q\)-graph that is the FSM in Figure [3]. The transition probabilities \(P(Y = y | q)\) are the same as those in the proof of Lemma [IV.2] for \(y \in \{0, ?, 1\}\) and \(q \in \{Q_0, Q_1, \ldots, Q_d, \hat{Q}_0, \ldots, \hat{Q}_{d-1}\}\). Note that the definition of the transition probabilities implies that

\[
P(X = 1 | q) = \begin{cases} \\
\delta_i, & \text{if } q = Q_i, \text{ for some } i, \\
0, & \text{otherwise}.
\end{cases}
\]

We then have that

\[
I(X; Y | Q) \overset{(a)}{=} H(Y | Q) - H(Y | X) \\
= H(Y | Q) - h_b(\epsilon) \\
\overset{(b)}{=} \epsilon H(Y | Q) + h_b(\epsilon) - h_b(\epsilon) \\
= \sum_{\ell \in \mathcal{L}} \mathcal{E}_b(\delta_\ell) \mathcal{P}(\mathcal{L}_\ell) \\
= R(\delta),
\]

where

(a) holds due to the memorylessness of the BEC, and
(b) follows from the simple identity that \(H(a \epsilon, a \epsilon, c) = h_b(\epsilon) + \epsilon h_b(\epsilon)\), for all \(a, c \in \{0, 1\}\).

Hence, all that remains to be shown for the proof to be complete is that

\[
\sup_{(P(s | x, q))} R(\delta) = \max_{\delta \in \Delta_d} R(\delta).
\]

This is true since for any valid input distribution \(P(x | s, q)\) on the \((S, Q)\)-graph corresponding to the \(Q\)-graph in Figure [3], it holds that

\[
\sum_{i=0}^{d} \mathcal{P}(X = 1 | Q_i) = \sum_{i=0}^{d} \frac{P(X = 1 | Q_i)}{\mathcal{P}(\mathcal{L}_i)} \\
= \frac{1}{\mathcal{P}(\mathcal{L}_d)} \sum_{i=0}^{d} e^{-d-i} P(X = 1, Q_i).
\]

Now,

\[
\sum_{i=0}^{d} \delta_i = \frac{1}{\mathcal{P}(\mathcal{L}_d)} \sum_{i=0}^{d} e^{-d-i} P(X = 1, Q_i) \\
= \frac{1}{\mathcal{P}(\mathcal{L}_d)} \sum_{i=0}^{d} e^{-d-i} P(X = 1, S = d, Q_i) \\
\leq \frac{1}{\mathcal{P}(\mathcal{L}_d)} \left( \sum_{i=0}^{d} e^{-d-i} P(X = 1, S = d, Q_i) + P(S = d, Q_d) \right) \\
= \frac{1}{\mathcal{P}(\mathcal{L}_d)} \left( \sum_{i=0}^{d-1} P(S = i, Q_d) + P(S = d, Q_d) \right) \\
= 1,
\]

where the penultimate equality holds from the structure of the \((S, Q)\)-graph.

**Remark.** We note that for the case when \(d = 2\), the authors in [5] provide the optimal \(Q\)-graph of Figure [3] for evaluating an upper bound on the feedback capacity. We have shown here that their upper bound is tight.

Lemmas [IV.2] and [IV.3] taken together, prove Theorem [III.1]

We thus obtain an exact characterization of the feedback capacity, in addition to providing an explicit coding scheme.
V. CONCLUSION

This work proposed explicit, deterministic coding schemes for the binary erasure channel (BEC) with a \((d, \infty)\)-runlength limited (RLL) input constraint with feedback. In particular, a zero-error, labelling-based feedback capacity-achieving coding scheme was demonstrated, thereby allowing for the exact computation of the feedback capacity of the class of channels under consideration—a problem that was left open. It was also shown that feedback indeed increases the capacity of this class of input-constrained memoryless channels.

An important open question in the setting with feedback is whether the feedback capacity of general input-constrained discrete memoryless channels (DMCs) is achievable using input distributions of finite memory. As a first step, one could try to extend the coding schemes in the literature (including the one presented in this paper) to the BEC with a \((d, k)\)-RLL input constraint, for \(d \neq 0\) and \(k \neq \infty\).

APPENDIX A
PROOF OF PROPOSITION III.1

Proposition III.1 simplifies the maximizing values \(\hat{\delta}^\ast := (\delta_0^\ast, \ldots, \delta_d^\ast)\) in the two cases when the maximum is attained at an interior point of \(\Delta_d\) and when it is attained on the boundary. First, we characterize the stationary points of \(R(\delta)\). We define

\[
N(\delta) := \tilde{e} \left( \sum_{i=0}^{d} e^i h_b(\delta_i) \right) \quad \text{and} \\
D(\delta) := \sum_{i=0}^{d} e^i + \tilde{e} \left( \sum_{i=0}^{d} e^i \delta_i \right),
\]

to be the numerator and the denominator of \(R(\delta)\), respectively. Note that for any \(i \in [0:d]\),

\[
\frac{\partial R(\delta)}{\partial \delta_i} \bigg|_{\delta = \hat{\delta}} = 0 \implies \hat{e} e^i \log_2 \left( \frac{1 - \frac{\delta_i}{\delta} \hat{e} e^i}{\delta_i} \right) \cdot D(\hat{\delta}) = d \hat{e} e^i \cdot N(\hat{\delta})
\]

\[
= \frac{N(\hat{\delta})}{D(\hat{\delta})} = \frac{1}{d} \log_2 \left( \frac{1 - \frac{\delta_i}{\delta} \hat{e} e^i}{\delta_i} \right).
\]

Equation (5) then gives us:

\[
\frac{\partial R(\delta)}{\partial \delta_i} \bigg|_{\delta = \hat{\delta}} = -\mu_j + \hat{\mu}.
\]

However, we note that

\[
\frac{\partial R(\hat{\delta})}{\partial \delta_j} = \hat{e} e^j \log_2 \left( \frac{1 - \frac{\delta_j}{\delta} \hat{e} e^j}{\delta_j} \right) \cdot D(\hat{\delta}) - d \hat{e} e^j \cdot N(\hat{\delta})
\]

\[
\left( D(\hat{\delta}) \right)^2 \cdot \frac{\partial R(\hat{\delta})}{\partial \delta_j}
\]

which tends to \(+\infty\) as \(\delta \to 0^+\). Therefore, it must be that \(\mu_0 = +\infty\).

Now, again, since the KKT conditions are necessary conditions for optimality in our maximization problem, from the complementary slackness condition, we see that:

\[
\hat{\mu} \tilde{g}(\hat{\delta})^\ast + \sum_{i=0}^{d} \mu_i \tilde{g}_i(\hat{\delta})^\ast = 0.
\]

From the fact that \(\hat{\mu} = +\infty\) when the maximum is attained at a boundary point, it follows from equation (8) that \(\tilde{g}(\hat{\delta})^\ast = 0\), or, that \(\sum_{i=0}^{d} \delta_i^\ast = 1\) when \(\delta_j^\ast = 0\) for some \(j\).
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