I. INTRODUCTION

The quantum Hall state at filling factor $\nu = 1/3$ is a paradigm of a strongly-correlated and topologically ordered phase with anyonic excitations. It is described by the Laughlin wave function\(^1\) which received compelling support by exact diagonalization of small finite-size systems\(^2\). The state is experimentally realized when the lowest Landau level (LLL) of a two-dimensional electron gas (for example, in a semiconductor heterostructure) contains one electron per three magnetic flux quanta. Its main experimental signature is a quantization of the transverse conductance and simultaneous vanishing of the longitudinal resistivity in transport\(^3\).

However, an analogous state can be envisioned in a situation when the first excited Landau level (ELL1) is 1/3-filled, while the LLL for both up and down spin components is fully filled, corresponding to total filling of 7/3. Indeed, experiments detect a quantized plateau at $\nu = 7/3$, although significantly weaker than in the LLL\(^4\).

If the two filled copies of the LLL are considered inert, the state in the valence LLL1 should be similar to the Laughlin state, though not equivalent because the effective Coulomb interaction, projected to LLL1, differs by a form-factor from the one projected to the LLL\(^5\). The change of the interaction due to form-factor can be significant: for example, at half filling of the LLL, a compressible, Fermi-liquid-like state is realized, whereas a quantized state (possibly related to the Moore-Read Pfaffian state\(^6\)) occurs at half-filling of LLL1. Therefore, although it is plausible that 1/3 and 7/3 states should be similar to each other, one must resort to numerical calculations to verify such an assertion.

In contrast to $\nu = 1/3$, numerical calculations on $\nu = 7/3$ have been more scarce. As will become obvious in the following, finite-size effects at 7/3 are drastically larger than at 1/3, requiring very large system sizes that are on the verge of the current limit of exact numerical diagonalization. This necessitates approximate tools such as the density-matrix renormalization group (DMRG). It was noted early on by Halperin\(^7\) that the ground state of 7/3 is in the vicinity of a compressible phase. Small perturbations, for example by softening the Coulomb interaction as a result of finite sample-thickness, were shown to drive the system into the incompressible phase\(^8\). Given the compelling accuracy of Laughlin’s theory for 1/3, it is thus plausible that the phase diagram at $\nu = 7/3$ indeed contains the state in the same universality class, with the caveat that there may be other compressible phases in the vicinity, which complicate the theoretical analysis. Most recently, Ref.\(^9\) studied the quasiparticles in $\nu = 1/3$ and $\nu = 7/3$ states using “composite-fermion diagonalization”, and reporting that latter are surprisingly larger objects in size.

In light of the above, a quantitative comparison of $\nu = 1/3$ and $\nu = 7/3$ states from the perspective of the size of their elementary quasiparticle excitations using direct numerical calculations for realistic interactions seems extremely desirable. This paper, we describe such a study, using unbiased exact diagonalization as well as density-matrix renormalization group methods. Furthermore, we discuss two types of boundary conditions – sphere and cylinder geometry – each of which has its unique strengths and weaknesses from the point of view of numerical calculations. Bootstrapping the results from these different techniques and boundary conditions, we establish reliable bounds for the sizes of quasiholes at $\nu = 1/3$ vs. $\nu = 7/3$, providing further support for the conclusion in Ref.\(^9\).

The size of a quasihole provides a fundamental characterization of a given quantum Hall state. For model quantum Hall wave functions, quasiholes can be created by a simple flux-insertion operation, and their sizes can be estimated using Jack polynomial\(^10\) or analytical matrix-product state ansatz based on conformal field theory\(^11\). However, quasiholes of generic (Coulomb interaction) ground states may have significant corrections from these values, and must be computed separately. In practice, this is done by diagonalizing the interaction Hamiltonian with a specially designed “impurity” potential at a given location, whose role is to create a charge deficit and localize a quasihole at a given point\(^12\). In order to do this, the magnetic flux also must be increased by an
appropriate number of units with respect to the ground state. Because the flux has been increased, the state is now compressible, and the size of the quasihole will in general depend on the pinning potential. If the ground state is robust (large excitation gap), various types of pinning potentials can be used to localize the quasiholes, and the resulting size is largely insensitive to the details of the potentials. However, in the case of fragile states, such as the 7/3 state, we will see below that only certain kinds of potentials are able to localize the quasihole, and require special parameter tuning.

In addition to its size, in a system of more than one quasihole, it is possible to braid different quasiholes around one another, and compute the associated Berry phases that determine their mutual statistics. This type of calculation requires creating at least two quasiholes and ensuring they are well-separated from each other, for which it is necessary to have a reliable estimate of their size. More importantly, similar measurements can be realized in actual interferometry experiments, where the present results should prove useful as a guideline for the size of the quantum point contacts through which the quasiholes are expected to tunnel.

The remainder of this paper is organized as follows. In Sec. II, we provide a brief outline of the quantum Hall problem in the spherical and cylindrical geometry, with an emphasis on different types of pinning potentials. We also briefly discuss the implementation of our methods, exact diagonalization and density-matrix renormalization group. In Sec. III, we present the results for $\nu = 1/3$ and $\nu = 7/3$ quasihole in the spherical geometry. In Sec. IV, we present analogous results for the cylinder geometry and highlight some special aspects of this boundary condition. We conclude with a brief discussion in Sec. V.

II. METHOD

In the present work we consider a finite quantum Hall system on the surface of a sphere or a cylinder. The two geometries are formally similar, but a finite cylinder has two open boundaries (the electron density can extend beyond the edges even though the number of orbitals and electrons in the finite-size system is a constant), and allows the edge excitations that are absent on the sphere. Spherical geometry is discussed at length in Ref. 19 and additional details on cylinder geometry will be provided elsewhere.

In both cases, we consider $N$ electrons in an area enclosing $2S$ flux quanta. For the sphere, the strength of the magnetic flux automatically defines the radius of the sphere: $R = \sqrt{\mathcal{S} \ell_B}$. In the case of a cylinder, the flux $2\pi(2S + 1)$ must be equal to the area of the cylinder $L \times H$, where $L$ is the perimeter, and $H$ is the height of the cylinder. This naturally introduces the aspect ratio, $a = L/H$, as an additional parameter. Fluid states are expected to be realized in the regime $L \sim H$, hence $a \approx 1$. If one of the dimensions of the cylinder is much smaller than the other, states with other types of order become preferred.

In order to study a single quasihole, we choose $2S = 3(N - 1) + 1$, i.e. one unit of flux in addition to the ground state flux of the Laughlin state. In this case, the system contains a single quasihole excitation with fractional charge $|e^*| = e/3$. For the Laughlin wave function, $\Psi_L(z_1, \ldots, z_N) = \prod_{i<j}(z_i - z_j)^3$, it is straightforward to construct a quasihole localized at a given point $z_0$:

$$\Psi_{qh}(z_0) = \prod_{i}(z_i - z_0)\Psi_L(z_1, \ldots, z_N). \quad (1)$$

It can be easily shown that such a defect has the correct charge $|e^*| = e/3$ and obeys anyonic statistics.

![FIG. 1. (Color online) Localizing the quasihole on the sphere by an impurity potential above or at the north pole. We consider three types of impurity potentials: (1) projected one-body delta function interaction; (2) Gaussian one-body potential; and (3) Coulomb point charge placed at a distance $d \sim \ell_B$ above the north pole.](image)

A practical way to work with Eq. (1) is to notice that when $z_0$ corresponds to one of the poles of the sphere, the wave function (1) still has $L_z$ symmetry and can be expressed as a single Jack polynomial labeled by the partition $0100100.., \prod_{i}(z_i - z_0)$ when $\Omega(x, y)$ is the density of the ground state (a trivial wave function) and can be expressed as a single Jack polynomial labeled by the partition $0100100.., \prod_{i}(z_i - z_0)$ when $\Omega(x, y)$ is the density of the ground state (a trivial wave function). For the quasihole created at $z = 0$, it is straightforward to construct a quasihole localized anywhere else on the sphere is a more complicated superposition of several Jack polynomials. The same is true for the cylinder as well: a localized quasihole wave function on the cylinder is in general a superposition of several Jack polynomials.

To characterize the spatial extent of the quasihole defect, we compute the “excess charge” (integrated deviation of the density from the background density of the ground state)

$$Q(\Omega) = \int_{0}^{\Omega} d^2\Omega'(\rho_{qh}(\Omega') - \rho_0). \quad (2)$$

Here $\rho_{qh}(\Omega')$ is the density of the quasihole state at the spherical angle $\Omega'$, $\rho_0$ is the density of the ground state (a trivial constant on the sphere), and the integral is over the unit sphere ($Q$ as a function of distance $r$ in physical units is obtained by simple rescaling with $\sqrt{S}$ at the end).

For the quasihole created at $r = 0$ on the cylinder, the formula should be modified as:

$$Q(x) = \int_{-x}^{x} dx' \int_{0}^{L} dy(\rho_{qh}(x', y) - \rho_0(x', y)), \quad (3)$$

where $L$ is the circumference of the cylinder. The background density $\rho_0$ is no longer a constant due to open boundaries.
charge is integrated over the y-axis so that calculating \( Q(x) \) requires only the knowledge of diagonal matrix elements of the density operator. It is implicitly assumed that \( \rho_{\text{ph}} \) and \( \rho_0 \) have been rescaled to the same size as the number of orbitals in the two cases differs by 1.

A criterion for a well-localized quasihole within a certain length \( \xi \) is that the limiting value of \( Q \) at large distances \( r \lesssim \xi \) approaches 1/3, but in such a way that it develops a plateau at 1/3 that grows as system size is increased.

It appears to us, however, that the most realistic potential \( V_{\text{imp}} \) should be the long-range Coulomb potential of a charge \( q_p \) localized at \( z_0 \), provided that we have chosen an appropriate form of \( V_{\text{imp}} \).

In all the models, \( q_p \) is an overall constant that can be varied. Additionally, one can explore further range of potentials by tuning \( \sigma \) or \( d \) (we have considered the range between 0.1\( \ell_B \) and 4\( \ell_B \)).

FIG. 3. (Color online) Quantum Hall cylinder in a confining potential, with Landau gauge orbitals (periodic along y-axis and Gaussian localized along x), and an impurity \( q_p \). Localizing the quasihole at any given point lifts the symmetry and momentum along the cylinder is no longer a good quantum number.

Having defined the choices for impurity potentials, the actual implementation consists of evaluating the matrix elements \( \langle m|V_{\text{imp}}|m \rangle \) between the one-body wave functions in the LLL or LL1. Because these wave functions come with different form factors in two LLs, the corresponding matrix elements will also be slightly different, especially in the short-range part, as Fig. 2 illustrates.

We would like to emphasize that cylinder geometry has several features that distinguish it from the sphere. First, the presence of two edges is detrimental for studying the bulk properties of the system, and much larger system sizes are required to reach the bulk of a given size compared to the sphere. Secondly, in contrast to other DMRG studies\( ^{23} \), we are interested in the long-range Coulomb interaction which requires a confining potential on a finite cylinder. If the state is fragile, like \( \nu = 7/3 \), very fine tuning of the confining potential will be necessary to locate the right phase. Detailed comparison of the confining potentials is explained elsewhere\( ^{23} \); here we use the potential due to a line of positive charge along the axis of the cylinder, which also ensures the overall charge-neutrality of the system.

Having specified our Hamiltonian, we then represent it in the basis of Slater determinants, \( \mathbf{m} \equiv (m_0, m_1, \ldots, m_{2S}) \). Here \( m_i \) label the one-particle eigenstates of \( L_z \) angular momentum projection on the sphere (or \( K_y \) momentum on the cylinder). In the absence of an impurity, total momentum is conserved, and the Hamiltonian can be block-diagonalized in sectors of fixed total \( L_z \) or \( K_y \). In the presence of an impurity, however, this symmetry will in general be lifted. In the case of the sphere, by positioning the impurity above one of the poles, we are able to preserve the symmetry. This does not hold for the cylinder, where in principle all \( K_y \) sectors must be considered simultaneously. In practice, however, we find that it is only necessary to keep a few sectors because of the Gaussian cut-off. For example, if we want to localize a quasihole in the middle of the cylinder (\( r = 0 \)), we keep the sectors \( K_y = 0, \pm 1, \pm 2, \ldots, \pm \Lambda \), where \( \Lambda \) can be varied until convergence is achieved. In order to find the ground state of the Hamiltonian, we use exact diagonalization, as well as density-matrix renormalization (DMRG) group\( ^{(24)(25)} \) (for details of our
DMRG implementation, see Ref. [27].

III. \( \nu = 1/3 \) AND \( \nu = 7/3 \) ON THE SPHERE

In this section, we present results for the size of the quasihole at \( \nu = 1/3 \) and \( \nu = 7/3 \) in the spherical geometry. Before discussing the quasihole, however, we would like to comment on the nature of the ground state itself in the two cases. While there is little doubt that \( \nu = 1/3 \) Coulomb ground state is described by the Laughlin wave function, there remains some doubt if the same is true of \( \nu = 7/3 \), because finite systems of up to \( N = 12 \) show very strong finite-size effects. In particular, the counting of entanglement spectrum levels for \( \nu = 7/3 \) matched only a few of the Laughlin state, and the corresponding entanglement gap was small or even non-existent, although it improved when the system size was increased from \( N = 10 \) to \( N = 12 \).

We have extended the calculation in Ref. [9] by exactly diagonalizing \( N = 14 \) particles at \( \nu = 7/3 \). This calculation was made possible by using an exact Laughlin state (obtained by the Jack generator) as a starting point for the Lanczos algorithm. The corresponding entanglement spectrum is shown in Fig. [4] for partitioning the system into two equal subsystems. The momentum of the lowest states corresponds to the one derived from the root partition 100100 1001, and the counting reads 1, 1, 2, 3, 5, 6, ... We observe an entanglement gap separating these levels from the rest of the spectrum, similar to other quantum Hall states, though the value of the gap is small in this case, indicating the fragility of the state. Note that last entanglement level should have a multiplicity of 7, not 6, which we expect to be “corrected” as the system size is further increased. For the given state, the overlap squared with the Laughlin wave function is 33%. Given a steady emergence of the Laughlin physics as \( N \) is increased from 10 through 14, we believe that the \( \nu = 7/3 \) ground state on the sphere indeed is described by Laughlin’s theory.

Now we proceed to localize a quasihole using a delta function impurity potential, Eq. (4). Data for system sizes \( N = 8 \ldots 12 \) obtained using Jack polynomials or exact diagonalization is shown in Fig. [5] where we plot the excess charge \( Q \) as a function of arc distance on the sphere. We see that the size of the quasihole for the model Laughlin state or the \( \nu = 1/3 \) has fully converged for given systems, and its size can be reliably estimated (see below). On the other hand, for \( \nu = 7/3 \) state, the data varies erratically between different \( N \)’s and does not converge even for the largest system sizes. This indicates that the delta function impurity potential might be insufficient to localize a quasihole in LL1.

To explore whether a longer range potential, such as the Gaussian potential in Eq. (5), might work better in localizing the quasihole, in Fig. [6] we compute the excess charge as a function of the characteristic length scale \( \sigma \) of the Gaus-
sian potential. For the given system size \((N = 12)\), we find the Gaussian potential is also unable to localize the quasihole. Thus, the problem of finding the right pinning potential is subtle.

Finally, we present the results for the quasihole localized using a point charge situated at a distance \(d\) from the pole of the sphere, Fig. 7. The charge generates a long-range pinning potential defined by Eq. (6), which can be tuned through its magnitude \(q_p\) and distance \(d\). In Fig. 7 we fix \(q_p = 1\) and vary \(d\), which enables us to localize the \(\nu = 7/3\) quasihole. For comparison, we also show the data for \(\nu = 1/3\) quasihole localized using the same potential. If \(d\) is not too small, \(\nu = 1/3\) charge profile is very similar to the one obtained using a delta function impurity potential, Fig. 5. If \(d\) becomes much smaller than \(\ell_B\), the oscillations of the charge become very pronounced. Through some trial and error, we have established the following range of \(d\) as optimal:

\[
\nu = 1/3: \quad d^* \approx 3\ell_B; \quad \nu = 7/3: \quad d^* \approx 1.3 - 1.4\ell_B. \quad (7)
\]

Using these optimal values \(d^*\), in Fig. 8 we summarize our main results for the sphere geometry: \(N = 14\) particles using exact diagonalization, and \(N = 16\) via DMRG. Unfortunately, as established previously, spherical geometry is not suitable for DMRG because of curvature effects, and our data is limited to \(N = 16\), though even larger systems would be desirable. However, the main part of the curve (until the first maximum, \(\lesssim 4\ell_B\)) is fully converged, and it is this part that dominates the moments of the density distribution that define the size of the quasihole (see below). Moreover, further oscillations originating from the long-range tail show a clear decay to the background density, supporting the fact that the defect has been successfully localized.

In the remainder of this section, we analyze the data shown in Fig. 8 using various criteria to obtain estimates of the quasihole size. First of all, by direct visual inspection, we see that the curves for \(Q\) of the model Laughlin state and \(1/3\) Coulomb state almost overlap until the first peak at \(r \approx 2.5\ell_B\). Beyond this point, the model quasihole completely relaxes to the background around \(r \approx 6\ell_B\), while the Coulomb quasihole has additional smaller oscillations around the mean \(1/3\) value. These oscillations eventually die out by \(r \approx 10\ell_B\). For \(\nu = 7/3\), the first peak is farther out \((r \approx 4\ell_B)\), and additional peaks seem to fully disappear only in our largest system \((N = 16)\). Therefore, our upper estimates for radii of the quasiholes are:

\[
R_{\text{Laughlin}} \approx 6\ell_B; \quad R_{1/3} \approx 10\ell_B; \quad R_{7/3} \gtrsim 15\ell_B. \quad (8)
\]

However, because the distribution of charge is such that it contains a dominant first peak and smaller oscillatory decay superposed on it, we believe the above values present an overes-
TABLE I. Size of the quasihole evaluated through moments of the density distribution.

| Interaction      | N  | $R_1$ | $R_2$ |
|------------------|----|-------|-------|
| Model Laughlin   | 14 | 2.0   | 2.5   |
| Coulomb, LL=0    | 14 | 3.1   | 4.2   |
| Coulomb, LL=1    | 14 | 5.0   | 6.1   |
| Coulomb, LL=1    | 16 | 5.7   | 6.9   |

Table II gives the values of $R_1$ and $R_2$ for the results in Fig. 8.

We can also fit the maxima of $Q$ using an exponentially decaying curve:

$$|Q(\theta) - \frac{1}{3}| = \exp(a\theta + b)$$  \hspace{1cm} (11)

The length scale of decay then is $R_{fit} = \sqrt{S}/a$, shown in Table II.

Reconciling the quantitative analysis above, we arrive at the following estimates for the size of the quasihole on the sphere:

$$R_{Laughlin} \approx 2.5\ell_B; \quad R_{1/3} \approx 4\ell_B; \quad R_{7/3} \gtrsim 7\ell_B.$$  \hspace{1cm} (12)

Therefore, our main conclusion (in qualitative agreement with Ref. 9) is that the $7/3$ quasihole is bigger in size from the $1/3$ quasihole by a factor of 2.

IV. $\nu = 1/3$ AND $\nu = 7/3$ ON THE CYLINDER

In this section we repeat the previous calculation for the cylinder geometry. The motivation for this is two-fold. Firstly, independent results obtained with a different boundary condition would represent a good confirmation of the validity of our results on the sphere. More importantly, it has been shown that cylinder geometry is particularly suitable for DMRG, and thus, as we will see below, we will be able to access larger system sizes than on the sphere.

In the cylinder geometry, Fig. 3 we consider periodic boundary condition along $y$-axis and open edges along $x$-direction. The quasihole is created in the middle of the cylinder. Since we are interested in localizing the quasihole at a point, it is not possible to preserve the translational symmetry along the perimeter, and obtaining even the localized Laughlin quasihole becomes a non-trivial problem.

FIG. 9. (Color online) Fits of the maxima of the accumulated charge $|Q(\theta) - \frac{1}{3}|$ for the results shown in Fig. 8.

FIG. 10. (Color online) Integrated excess charge for the model Laughlin quasihole pinned using a delta function impurity potential with magnitude $q_0 = 1$ on the cylinder with aspect ratio 1. Data is obtained using DMRG (number of states kept is 1500, discarded entropy is $10^{-12}$) in momentum sectors $K_y = 0, \ldots, \pm 3$.

As explained in Sec. II on a cylinder we must expand the Hilbert space to include several $K_y$ momentum sectors. To obtain the model quasihole, we diagonalize the $V_1$ Hal-
dane pseudopotential with a delta function impurity potential (Eq. 4). We plot the integrated excess charge (Eq. 3) \( Q(x) \), evaluated from the center of the cylinder \((x = 0)\) towards the edges, in Fig. 10. Note that the curves look very similar to the sphere data, except for an additional peak that moves in the interval between \(6\ell_B\) and \(8\ell_B\). This peak is moving outward as we increase \(N\), and represents an edge effect. Unfortunately, as we see from this data, the presence of the edge strongly affects the bulk properties, and we need essentially twice as many particles on the cylinder \((N \approx 20)\) to obtain a similar quality of data as for the sphere with \(N \sim 10\).

![Integrated excess charge for the quasihole at filling factor 1/3, pinned using a delta function impurity potential with magnitude \(q_0 = 1\) on the cylinder with circumference \(L = 15\ell_B\). Data is obtained using DMRG (number of states kept is 2500, discarded entropy is \(10^{-12}\)) in momentum sectors \(K_y = 0, \ldots, \pm 3\).](image)

**FIG. 11.** (Color online) Integrated excess charge for the quasihole at filling factor 1/3, pinned using a delta function impurity potential with magnitude \(q_0 = 1\) on the cylinder with circumference \(L = 15\ell_B\). Data is obtained using DMRG (number of states kept is 2500, discarded entropy is \(10^{-12}\)) in momentum sectors \(K_y = 0, \ldots, \pm 3\).

| Geometry | Type | \(N\) | 2 | 3 | 4 | 5 | 6 | 7 |
|----------|------|------|---|---|---|---|---|---|
| Cylinder | Model | 22   | 1.8 | 4.1 | 8.2 | 9.8 |
| Cylinder | 1/3   | 20   | 2.1 | 3.8 | 6.1 | 8.7 | 10.8 | 12.3 |
| Sphere   | Model | 14   | 2.6 | 4.8 | 7.2 | 8.6 |
| Sphere   | 1/3   | 14   | 2.5 | 4.4 | 6.4 | 8.5 | 10.7 | 12.4 |
| Sphere   | 7/3   | 14   | 4.2 | 6.1 | 8.1 | 10.1 | 12.4 |
| Sphere   | 7/3   | 16   | 4.0 | 5.9 | 7.9 | 9.8 | 11.8 | 13.7 |

**TABLE III.** Comparison of the values of \(r/\ell_B\) or \(x/\ell_B\) at the extrema of \(Q\), for different sizes \(N\) for the sphere and cylinder.

In Fig. 11 we show the same calculation for 1/3 Coulomb quasihole, for several system sizes \(N\) and fixed perimeter \(L = 15\ell_B\). This data illustrates that we have correctly captured the location of the first peak, but the second peak is still developing and moving outward as a function of \(N\). As it moves outward, the magnitude of this peak is expected to drop, and the curve should increasingly resemble the sphere data. In Table III we show a detailed comparison of the extrema of \(Q\) on the cylinder and the sphere. We see that the second peak is located at a larger distance on the sphere, which is consistent with our previous claim that the second peak has not fully converged by \(N = 20\), and is still expected to move outwards with increasing \(N\).

Unfortunately, for \(\nu = 7/3\) on the cylinder, we have not been able to find a robust incompressible ground state for the bare Coulomb interaction (i.e., excluding finite width, Landau-level mixing, modification of pseudopotentials etc.) in finite systems of up to \(N = 22\) particles on a cylinder. We define our target state as the one that has constant density in the bulk, and the counting of the entanglement spectrum that matches the Laughlin state, for at least several low-lying momentum sectors. Although we have used several types of confining potentials (parabolic, line charge etc.), none of them has consistently produced a ground state that fulfills both of these criteria. Additionally, the overlap with the Laughlin wavefunction was found to decrease rapidly as \(N\) was increased from 8 to 12. The reason for such a weak 7/3 state could be the aggregated edge effect in this case that propagates further into the bulk due to the very fragile entanglement gap, Fig. 4.

**V. CONCLUSIONS**

In this work we have addressed a basic question: what is the size of the quasiholes in \(\nu = 1/3\) and \(\nu = 7/3\) quantum Hall states. We have performed a systematic study using a variety of pinning potentials that localize the quasihole, in both spherical and cylindrical geometry, employing exact diagonalization as well as DMRG. With these unbiased calculations, we have obtained reliable bounds on the size of the quasiholes in the two cases, which are given in Eq. (12), with the corresponding charge profiles shown in Fig. 8. These results have direct implications for any type of experiment that involves transport or braiding of quasiparticles. We emphasize, however, that our calculation assumes zero thickness and does not include the Landau-level mixing effects. These effects might slightly renormalize our results in real samples.

For simplicity, in this work we have focused entirely on the quasihole excitations, as opposed to the quasielectron. We expect that the size of the quasielectron should be roughly similar to that of the quasihole, but not necessarily the same. This issue, along with the sizes of more complicated (especially non-Abelian) states remains to be addressed in future work.

Another open question resulting from current work is the nature of the \(\nu = 7/3\) state on the cylinder. If the reason for its absence can be attributed to the edge effect, then DMRG implementations on an infinite cylinder should be able to find an incompressible state. However, thus far such implementations have been limited to artificial short-range interactions, whereas our study applies to a realistic system described by the long-range Coulomb interaction.
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