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Abstract

We obtain the decay bounds for Chebyshev series coefficients of functions with finite Vitali variation on the unit square. A generalization of the well known identity, which relates exact and approximated coefficients, obtained using the quadrature formula, is derived. Finally, an asymptotic $L^1$-approximation error of finite partial sum for functions of bounded variation in sense of Vitali as well as Hardy-Krause, on the unit square is deduced.
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1 Introduction

The Chebyshev approximation is an optimal method to approximate smooth and non-smooth (Chebfun) functions. These trigonometric polynomial approximants are widely used in numerical schemes for solving partial differential equations. There are several results available for univariate functions which show that the decay rate of Chebyshev series coefficients depend on the smoothness of the function. For instance, we have the following decay bounds for differential equations.

1. [15] If $f, f', \ldots, f^{(k-1)}$ is absolutely continuous on $[-1,1]$ and $V_k = \|f^{(k)}\|_T < \infty$ then for $j > k$

$$|c_j| \leq \frac{2V_k}{\pi j(j-1)\cdots(j-k)},$$

where $k$ is a nonnegative integer, and $\|f\|_T$ is the weighted Chebyshev norm of $f$. The bounds obtained in [15] are improved by Xiang [18], and further, following sharper bounds are derived by Majidian [9].

2. For a nonnegative integer $k$, if $f, f', \ldots, f^{(k-1)}$ is absolutely continuous on $[-1,1]$ and $V_k = \|f^{(k)}\|_T < \infty$ then for $j > k$

$$|c_j| \leq \frac{2V_k}{\pi} \begin{cases} 1 & \text{if } k = 2s, \\ \frac{j(j+2)(j-2)\cdots(j+2s)(j-2s)}{(j-1)(j+1)(j-3)\cdots(j+2s-1)(j-2s-1)} & \text{if } k = 2s + 1. \end{cases}$$

Xiang [17] obtained the sharpest decay bounds for functions of limited regularities. So far, similar decay estimates for bivariate Chebyshev series coefficients of functions of bounded variation are not available in the literature. This article aims to extend the decay results obtained in [9] for univariate functions to two dimensions. The decay estimates for bivariate Fourier coefficients are obtained in [6] for a class of smooth functions. We derive decay estimates for bivariate Chebyshev coefficients of a large class of functions, including piecewise-smooth function with finite Vitali Variation. There are several generalizations of the definition of univariate bounded variation (for details, see [3, 11]); however, Vitali (later with additional condition [4, Hardy-Krause) proposed the most natural generalization, which preserves most of the properties of (our interest) univariate functions of bounded variation. An $L^1$ convergence result for functions of finite Vitali variation on the unit square is obtained. We also derive a relation between the exact and approximated bivariate Chebyshev coefficients to obtain the $L^1$-error estimate for Chebyshev approximants (with approximated coefficients) of functions of bounded variation in sense of Hardy-Krause, on the unit square.
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1Chebfun is an object oriented system written in MATLAB which extend MATLAB’s basic commands, using Chebyshev approximation, to continuous context.
2The function $f(x, y_0)$ is of bounded variation for each $y_0 \in [-1,1]$ and $f(x_0, y)$ is of bounded variation for each $x_0 \in [-1,1]$
2 Bivariate Chebyshev Series Expansion

A continuous function \( f \) of bounded variation with one of its partial derivative bounded on the unit square \( D := [-1,1]^2 \) can be represented by the Chebyshev series as [10]

\[
f(x,y) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} c_{i,j} T_i(x) T_j(y),
\]

where \( T_i(x) = \cos(i \cos^{-1} x) \) and \( T_j(y) = \cos(j \cos^{-1} y) \) are the Chebyshev polynomial of degrees \( i \) and \( j \), respectively, and

\[
c_{i,j} = \frac{4}{\pi} \int_{-1}^{1} \int_{-1}^{1} f(x,y) T_i(x) T_j(y) \omega(x,y) \, dx \, dy = \frac{4}{\pi} \int_{0}^{\pi} \int_{0}^{\pi} f(\cos \theta_x, \cos \theta_y) \cos i \theta_x \cos j \theta_y \, d\theta_x \, d\theta_y,
\]

and \( \omega(x,y) = (1-x^2)^{-\frac{1}{2}}(1-y^2)^{-\frac{1}{2}} \) is the Chebyshev weight function. The prime in the summation indicates that coefficients of the terms \( T_0(x) T_0(y) \), \( T_0(x) T_j(y) \), for \( j > 0 \), and \( T_i(x) T_0(y) \), for all \( i > 0 \), are \( c_{0,0}/4 \), \( c_{0,j}/2 \), and \( c_{i,0}/2 \), respectively.

Since the exact value of the integral \( \iint \) for an arbitrary function cannot be obtained always, we use the following Gauss-Chebyshev quadrature rule

\[
c_{i,j} \approx \frac{4}{n_x n_y \pi} \sum_{l=0}^{n_x} \sum_{k=0}^{n_y} f(x_l,y_k) T_i(x_l) T_j(y_k) := \tilde{c}_{i,j},
\]

(2.3)

to approximate the bivariate Chebyshev series coefficients, where \( x_l \) and \( y_k \) are the roots of the Chebyshev polynomials \( T_n(x) \) and \( T_n(y) \), respectively. We denote a polynomial approximant of \( f \) on \( D \) with approximated and exact Chebyshev coefficients by

\[
\tilde{C}_{d_x,d_y}[f](x,y) := \sum_{i=0}^{d_x} \sum_{j=0}^{d_y} \tilde{c}_{i,j} T_i(x) T_j(y), \quad \text{and} \quad C_{d_x,d_y}[f](x,y) := \sum_{i=0}^{d_x} \sum_{j=0}^{d_y} c_{i,j} T_i(x) T_j(y).
\]

respectively. Note that, a bivariate Chebyshev approximant for a function defined on an arbitrary rectangular domain can be obtained using the standard change of variable process.

3 Decay bounds and Convergence results

This section first obtains the decay bounds for Chebyshev series coefficients of a function \( f : \Omega \to \mathbb{R}^2 \) where \( \Omega \) is an open subset of \( \mathbb{R}^2 \) such that \( D \subset \Omega \). In the second step, using these decay estimates, an \( L^1 \)-convergence result for bivariate Chebyshev approximant of a function \( f \), which satisfies certain regularity conditions on both the variables, is derived. For this, let us define

\[
V_{1,1} = \int_D |f_{xy}(x,y)| \omega(x,y) \, dx \, dy,
\]

(3.4)

which is a double Stiltjes integral defined for functions of bounded variation in the sense of Vitali (for details, see [2]). Please observe that the value of \( V_{1,1} \) can be infinite depending on the behavior of \( x, y = \pm 1 \); however, for our results, we are interested only in the case when \( V_{1,1} < \infty \) for some integers \( k, l \geq 0 \).

Let us define

\[
c_{i,j}^{(r,s)} = \frac{4}{\pi} \int_{0}^{\pi} \int_{0}^{\pi} f_{xy}(\cos \theta_x, \cos \theta_y) \cos r \theta_x \cos s \theta_y \, d\theta_x \, d\theta_y
\]

(3.5)

for some integer \( r,s \geq 0 \) and \( c_{i,j}^{(0,0)} = c_{i,j} \).

The following theorem is a (modified) generalization of the results obtained by Majidian [9] and Trefethen [16] for univariate Chebyshev series coefficients.

Theorem 3.1 Let \( f : D \to \mathbb{R} \) be a function such that for some integers \( k,l \geq 0 \), \( f_{x,y} \) be of bounded variation in the sense of Vitali on \( D \) and \( c_{i,j}^{(k+1,l+1)} \) are well defined. If

\[
V_{k,l}[f(x,y)] := \int_D |f_{(k+1)(l+1)}(x,y)| \omega(x,y) \, dx \, dy < \infty
\]

then for \( i \geq k+1 \) and \( j \geq l+1 \), we have

\[
|c_{i,j}| \leq \frac{4V_{k,l}}{\pi^2} \left( \Gamma_{0,0}[i](j), \quad \text{if} \ k = 2s, l = 2r, \right.
\]

\[
\Gamma_{0,0}[i](j), \quad \text{if} \ k = 2s, l = 2r + 1,
\]

\[
\Gamma_{1,-1}[i](j), \quad \text{if} \ k = 2s + 1, l = 2r, \right)
\]

\[
\Gamma_{1,-1}[i](j), \quad \text{if} \ k = 2s + 1, l = 2r + 1,
\]

(3.6)

where \( \Gamma_{0,0}[i](j), \Gamma_{0,0}[i](j), \Gamma_{1,-1}[i](j) \), and \( \Gamma_{1,-1}[i](j) \) are the Gamma functions.
where

\[ \Gamma_{\alpha,\beta}[p](\eta) = \frac{1}{\prod_{n=-p}^{n=p} (\eta + 2n + \beta)} \]

and \( s, r \geq 0 \) are integers.

**Proof:** Employing integration by parts in (3.5) with respect to \( \theta_k \) and using \( 2 \sin \theta \sin \theta = \cos(i-1) \theta_k - \cos(i+1) \theta_k \) yields

\[ c^{(r,s)}_{i,j} = \frac{1}{2i} \left( c^{(r+1,s)}_{i-1,j} - c^{(r+1,s)}_{i+1,j} \right) \]  \hspace{1cm} (3.7)

for \( r = 0, 1, \ldots, k, s = 0, 1, \ldots, l + 1 \) and \( i = 1, 2, \ldots, j = 0, 1, 2, \ldots \). Similarly, employing integration by parts in (3.5) with respect to \( \theta_k \) yields

\[ c^{(r,s)}_{i,j} = \frac{1}{2i} \left( c^{(r+1,s)}_{i,j-1} - c^{(r+1,s)}_{i,j+1} \right) \]  \hspace{1cm} (3.8)

for \( r = 0, 1, \ldots, k+1, s = 0, 1, \ldots, l \) and \( i = 0, 1, 2, \ldots, j = 1, 2, \ldots \).

To prove the required estimate (3.6), we first prove the following general inequality

\[ |c^{(k-1,l-1)}_{i,j}| \leq \frac{4V_{kl}}{\pi^2} \int_0^\pi \int_0^\pi |f_{k,i+1,j+1}(\cos\theta, \cos\theta)| \, d\theta \, d\theta = \frac{4V_{kl}}{\pi^2}, \]

for \( n = 0, 1, \ldots, k, m = 0, 1, \ldots, l \) and \( i \geq n+1, j \geq m+1 \). Then \( n = k, m = l \) gives the required result.

Taking \( r = k+1 \) and \( s = l+1 \) in (3.5), we get

\[ |c_{i,j}^{(k,l+1)}| \leq \frac{4V_{kl}}{\pi^2} \int_0^\pi \int_0^\pi |f_{k,i+1,j+1}(\cos\theta, \cos\theta)| \, d\theta \, d\theta = \frac{4V_{kl}}{\pi^2}, \]

since \( d\theta_k = dx/\sqrt{1-x^2} \) and \( d\theta_j = dy/\sqrt{1-y^2} \). Similarly, substituting \( r = k, s = l + 1 \) in (3.7) and \( r = k+1, s = l \) in (3.8), we get

\[ |c_{i,j}^{(k,l+1)}| \leq \frac{4V_{kl}}{\pi^2}, \hspace{1cm} i \geq 1, j \geq 0 \]

and

\[ |c_{i,j}^{(k,l+1)}| \leq \frac{4V_{kl}}{\pi^2}, \hspace{1cm} i \geq 0, j \geq 1, \]

respectively. We prove (3.9) by double induction on \( n \) and \( m \).

1. For \( n = m = 0 \) case, add (3.7) and (3.8), and substitute \( r = k, s = l \), we get

\[ |c_{i,j}^{(k,l)}| \leq \frac{1}{4} \left( \frac{V_{kl}}{\pi^2 i^2 j^2} + \frac{V_{kl}}{\pi^2 i^2 j^2} \right) = \frac{4V_{kl}}{\pi^2 i^2 j^2}, \hspace{1cm} i, j \geq 1. \]

2. Let us assume that the inequality (3.9) is true for \( n = 2s, m = 0, i - 1 \geq 2s + 1 \) and \( j \geq 1 \). Then for \( n = 2s + 1, s \geq 1 \) (odd), \( m = 0 \), we have

\[ |c_{i,j}^{(k-2s-1,l)}| \leq \frac{1}{2i} \left( |c_{i-1,j}^{(k-2s,l)}| + |c_{i+1,j}^{(k-2s,l)}| \right) \leq \frac{1}{2i} \frac{V_{kl}}{\pi^2 i^2 j^2} (\Gamma_{0,1}[s](i) + \Gamma_{0,1}[s](i)) = \frac{4V_{kl}}{\pi^2 j} \Gamma_{0,-1}[s](i). \]

3. Assume that the inequality (3.9) holds for \( n = 2s + 1 \) and \( m = 0, i - 1 \geq 2s + 2 \) and \( j \geq 1 \). Then for \( n = 2s + 2 \) (even) \( m = 0 \), we have (using (3.7))

\[ |c_{i,j}^{(k-2s-2,l)}| \leq \frac{1}{2i} \left( |c_{i-1,j}^{(k-2s-1,l)}| + |c_{i+1,j}^{(k-2s-1,l)}| \right) \leq \frac{1}{2i} \frac{V_{kl}}{\pi^2 i^2 j^2} (\Gamma_{1,0}[s](i) + \Gamma_{1,0}[s](i)) = \frac{4V_{kl}}{\pi^2 j} \Gamma_{0,-2}[s](i). \]

4. Similarly, we can prove the inequality (3.9) by fixing \( n = 0 \) and taking \( m \) even or odd.
5. Assume that the inequality (3.9) holds for \( n = 2s \) and \( m = 2r, \ i - 1 \geq 2s \) and \( j - 1 \geq 2r + 1 \). Then for \( n = 2s \) and \( m = 2r + 1 \) (odd), we have (using (3.8)),

\[
|c_{i,j}^{(k-2s,l-2r-1)}| \leq \frac{1}{2j} \left( |c_{i,j-1}^{(k-2s,l-2r)}| + |c_{i,j+1}^{(k-2s,l-2r)}| \right) \leq \frac{1}{2j} \left( \frac{4V_{f,v}}{\pi^2} \Gamma_{0,0}[s](i) \Gamma_{0,1}[r](j) + \Gamma_{1,0}[r](j) \right) = \frac{4V_{f,v}}{\pi^2} \Gamma_{0,0}[s](i) \Gamma_{1,1}[r](j).
\]

6. Assume that the inequality (3.9) holds for \( n = 2s \) and \( m = 2r + 1, i - 1 \geq 2s \) and \( j - 1 \geq 2r + 2 \). Then for \( n = 2s \) and \( m = 2r + 2, r \geq 1 \) (even), we have (using (3.8))

\[
|c_{i,j}^{(k-2s,l-2r-2)}| \leq \frac{1}{2j} \left( |c_{i,j-1}^{(k-2s,l-2r)}| + |c_{i,j+1}^{(k-2s,l-2r-2)}| \right) \leq \frac{1}{2j} \left( \frac{4V_{f,v}}{\pi^2} \Gamma_{0,0}[s](i) \Gamma_{1,2}[r](j) + \Gamma_{1,0}[r](j) \right) = \frac{4V_{f,v}}{\pi^2} \Gamma_{0,0}[s](i) \Gamma_{1,3}[r](j).
\]

7. Similarly by assuming that the inequality (3.9) holds for \( n = 2s + 1 \), we can prove the inequality taking \( m \) even or odd. Now the required result is true by induction.

**Remark 3.1** In Theorem 3.2 we obtained element-wise bounds for Chebyshev coefficients \( c_{i,j} \). The bounds essentially are of the form \( \Gamma[s](i) \Gamma[r](j) \), where \( \Gamma[p](\eta) \) converges to zero as \( \eta \to \infty \). We can therefore approximate the coefficient tensor by setting all the entries to zero for which the bounds are lower than a threshold \( \varepsilon > 0 \) and subsequently, obtain a low-rank approximation (for detailed survey, see [5]) for bivariate functions. The extension of the above result in a 3D (three dimensions) setting is also possible, and in that case, the singular values of the matricizations of the coefficient tensors can be used to bound the error for Tucker approximation.\(^3\)

**Corollary 3.1** Assume the hypothesis of Theorem 3.2 for some positive integers \( k \) and \( l \). Then for given integers \( d_x \geq k \) and \( d_y \geq l \), we have

\[
\| f - C_{d_x,d_y}[f] \|_1 \leq \frac{4V_{f,v}}{k!l!\pi^2} \left( \prod_{i=1}^{n} (n + 2m + \alpha) + \prod_{i=1}^{n} (n + 2m + \alpha + 1) \right) \quad (3.10)
\]

for some integer \( s, r \geq 0 \), where

\[
\Pi_{\alpha}[p](n) = \frac{1}{\prod_{m=-p}^{p-1} (n + 2m + \alpha)} + \frac{1}{\prod_{m=-p}^{p-1} (n + 2m + \alpha + 1)}.
\]

**Proof:** For \((x,y) \in D\)

\[
\| f - C_{d_x,d_y}[f] \|_1 = \int_D |f(x,y) - C_{d_x,d_y}[f](x,y)| dx dy \leq 4 \sum_{i=d_x+1}^{m} \sum_{j=d_y+1}^{m} |c_{i,j}|,
\]

since \( f_{dx} dx dy = 4 \). Using the decay bounds from Theorem 3.1 and then the telescopic property of the resulting series in the above expression, we get the required results.

**Theorem 3.2** Let \( f : \Omega \to \mathbb{R} \) be a function such that for some integers \( k,l \geq 0 \), \( f_{dx}(x,y_0) \) and \( f_{dy}(x_0,y) \) be of bounded variation on \( D \) for \( y_0 \in [-1,1] \) and \( x_0 \in [-1,1] \), respectively.

1. If \( V_k[x] := \int_D |\omega(x,y)| dx dy < \infty \), then for each nonnegative integer \( j \in \mathbb{Z} \) and \( i \geq k + 1 \), we have

\[
|c_{i,j}| \leq \frac{4V_k}{\pi^2} \left( \Gamma_{1,0}[s](i) + \Gamma_{1,0}[r](j) \right) = \frac{4V_k}{\pi^2} \left( \Gamma_{1,0}[s](i) + \Gamma_{1,0}[r](j) \right) \quad (3.11)
\]

2. If \( V_l[y] := \int_D |\omega(x,y)| dx dy < \infty \), then for each nonnegative integer \( i \in \mathbb{Z} \) and \( j \geq l + 1 \), we have

\[
|c_{i,j}| \leq \frac{4V_l}{\pi^2} \left( \Gamma_{0,0}[r](j) + \Gamma_{1,0}[r](j) \right) = \frac{4V_l}{\pi^2} \left( \Gamma_{0,0}[r](j) + \Gamma_{1,0}[r](j) \right) \quad (3.12)
\]

**Proof:** The required result can be obtained by following the same steps as in the univariate case presented in [9] by treating \( f_{dx}(x) \) (for the first case) and \( f_{dy}(y) \) (for the second case) as a function of \( x \) and \( y \), respectively.
Relation between $\delta$ and $c$

For $(x,y) \in D$, assume the representation

$$f(x,y) \sim \sum_{j=0}^{\infty} g_j(x) T_j(y),$$
where

$$g_j(x) = \sum_{i=0}^{n_0} c_{i,j} T_i(x).$$

The prime ($'$) on the summation denotes that the first term is halved. From (2.3) we can write

$$\tilde{c}_{i,j} = \frac{2}{ns} \sum_{k=1}^{n_s} \tilde{g}_j(x_k) T_i(x_k),$$
where

$$\tilde{g}_j(x) = \frac{2}{n_y} \sum_{k=1}^{n_y} f(x,y_k) T_j(y_k) \approx g_j(x).$$

For every $x \in [-1,1]$, we have (for details, see [12, p. 149])

$$\tilde{g}_j(x) = \frac{4}{\pi^2} \left( \frac{2(d_s+1)}{k(d_s-k+1)^k(d_s-k+1)^l} + \frac{2(d_s+1)}{k(d_s-k+1)^k(d_s-k+1)^l} \right)$$

$$\text{(3.16)}$$

where $V^* = \max\{V_s, V_s, V_t\}$.

**Proof:** For any $(x,y) \in D$ we have

$$\|f - \tilde{C}_{dt,dt}/f\| \leq \int_D |f(x,y) - C_{dt,dt}/f(x,y)| \, dx \, dy + \int_D |C_{dt,dt}/f(x,y) - \tilde{C}_{dt,dt}/f(x,y)| \, dx \, dy,$$

since $\int_D dx \, dy = 4$. From the relation (3.15), we get

$$\sum_{j=0}^{d_s} \sum_{j=0}^{d_t} |c_{i,j} - \tilde{c}_{i,j}| \leq \sum_{j=0}^{d_s} \sum_{k=1}^{2k_s n_{2s} + d_s} |c_{i,j}| + \sum_{i=0}^{d_t} \sum_{k=1}^{2k_t n_{2t} + d_t} |c_{i,j}| + \sum_{i=0}^{d_t} \sum_{k=1}^{2k_t n_{2t} + d_t} \sum_{j=0}^{d_s} |c_{i,j}|$$

For $d_s = n_s - l_s, l_s, 1, 2, \ldots, n_s - k_s$ and $d_t = n_t - l_t, l_t, 1, 2, \ldots, n_t - l_t$, the result follows.

From the hypothesis, we have $d_s := n_s - l_s \geq k$ and $d_t := n_t - l_t \geq l$ hence, we can use the decay bounds from Theorem (3.1) and (3.2) in the above expression. Using the decay bounds and the telescopic property of the resulting series, we get

$$\sum_{i=n_s-l_s+1}^{n_s} \sum_{j=n_t-l_t+1}^{n_s-l_t+1} |c_{i,j}| \leq \frac{4V_s \times \sum_{i=n_s-l_s+1}^{n_s} \sum_{j=n_t-l_t+1}^{n_s-l_t+1} |c_{i,j}|}{4k^2}$$

$$\text{(3.18)}$$
\[
\sum_{j=0}^{n_l-1} \sum_{i=n_l-l_j+1}^{\infty} |c_{i,j}| \leq (n_l-l_j+1) \frac{4V_{2l}}{2\pi l} \left\{ \Pi_{l}[s](n_l-l_j), \quad \text{if } k = 2s, \right.
\]
\[
\left. \Pi_{l}[s](n_l-l_j), \quad \text{if } k = 2s+1, \right. \tag{3.19}
\]
and
\[
\sum_{j=0}^{n_l-1} \sum_{i=n_l-l_j+1}^{\infty} |c_{i,j}| \leq (n_l-l_j+1) \frac{4V_{2l}}{2\pi l} \left\{ \Pi_{l}[r](n_l-l_j), \quad \text{if } l = 2r, \right.
\]
\[
\left. \Pi_{l}[r](n_l-l_j), \quad \text{if } l = 2r+1, \right. \tag{3.20}
\]
where
\[
\Pi_{\alpha}[p](n^*) = \frac{1}{\prod_{m=p}^{n^*-\alpha} (n^*+m+\alpha)} + \frac{1}{\prod_{m=p}^{n^*-\alpha} (n^*+m+\alpha+1)} \leq \frac{2}{(n^*+2p+\alpha)^{2p-\alpha+1}}.
\]

Substituting the estimates from (3.18), (3.19) and (3.20) into (3.17) and using the above estimate for \(\Pi_{\alpha}[p](n^*)\) with appropriate values of \(p, n^*\) and \(\alpha\), we get the required result.

**Conclusion**

We obtained decay estimates and \(L^1\)-convergence results for bivariate Chebyshev approximations for functions of limited regularity. In general, low-rank approximations of the coefficient tensor are used to approximate 2D functions (see [13]). However, we are inclined towards the nonlinear approximation methods to approximate functions with discontinuities and using these decay bounds, one can obtain convergence results for Chebyshev-based nonlinear approximation methods, for instance, the bivariate Padé-Chebyshev method.
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