Regularity estimates for fully nonlinear elliptic PDEs with general Hamiltonian terms and unbounded ingredients
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Abstract
We develop an optimal regularity theory for $L^p$-viscosity solutions of fully nonlinear uniformly elliptic equations in nondivergence form whose gradient growth is described through a Hamiltonian function with measurable and possibly unbounded coefficients. Our approach treats both superlinear and sublinear gradient regimes in a unified way. We show $C^{0,\alpha}$, $C^{0,\text{Log-Lip}}$, $C^{1,\alpha}$, $C^{1,\text{Log-Lip}}$ and $C^{2,\alpha}$ regularity estimates, by displaying the growth allowed to the Hamiltonian in order to deal with an unbounded nonlinear gradient coefficient, whose integrability in turn gets worse as we approach the quadratic regime. These results may be seen as natural extensions of Teixeira (Arch Ration Mech Anal 211(3):911–927, 2014) and Nornberg (J Math Pures Appl 128(9):297–329, 2019). Moreover, we find proper compatibility conditions for which our regularity results depend intrinsically on the integrability of the underlying source term. As a byproduct of our methods, we prove a priori BMO estimates; sharp regularity to associated recession and flat profiles under relaxed convexity assumptions; improved regularity for a class of singular PDEs; and a Perron type result under unbounded ingredients.
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1 Introduction

In this paper, we address sharp regularity estimates for $L^p$-viscosity solutions of fully nonlinear second order differential equations in the form

$$F(x, Du, D^2u) = f(x) \quad \text{in} \quad \Omega,$$

(1.1)
where $\Omega \subset \mathbb{R}^n$ is a bounded domain, and $F$ is a uniformly elliptic operator satisfying suitable growth conditions with respect to the gradient entry. The source term $f$ has appropriate integrability, by going through Lebesgue spaces $L^p(\Omega)$ for $p \in (p_0, +\infty)$, where $p_0$ is the Escauriaza’s exponent.

Over the past years, fully nonlinear operators with nonlinear gradient growth have been widely recognized and investigated, in particular due to their importance in applications. For instance, several research interests include free boundary problems of obstacle type [27], Phragmén–Lindelöf type results [47]; multiplicity of solutions for nonproper equations with natural growth in the gradient [38]; stochastic homogenization of Hamilton-Jacobi models [1], Hölder estimates for degenerate PDEs with coercive Hamiltonians [11], and boundary regularity for equations and differential inequalities [5], among others.

Frequently in these studies, regularity results for generic profiles play a key role. In the matter of superlinear gradient growth, Hölder regularity was developed in [42] (see also [11]) while $C^{1,\alpha}$ regularity in [36], both regarding unbounded coefficients in the $L^p$-viscosity sense. Instead, as far as sublinear gradient growth is concerned, its study usually has to do with degenerate equations which are treated via completely different techniques in a proper sense. Instead, as far as sublinear gradient growth is concerned, its study usually has to do with degenerate equations which are treated via completely different techniques in a proper $C$-viscosity sense; see [3,4,23] for $C^{1,\alpha}$ and Hölder regularity results, respectively.

Here we show that a unified treatment can be employed for both sublinear and superlinear gradient regimes in the $L^p$-viscosity sense. We investigate the optimal regularity achieved under minimal integrability imposed on the source term and on the leading coefficients. In particular, we extend the $C^{1,\alpha}$ results in [3,4,36,48]. More precisely, in view of [3,4] we cover sublinear growth Hamiltonians and source term which are possibly unbounded near the boundary; while in light of [36] we are able to deal with superlinear growth Hamiltonians which are subquadratic and unbounded in the gradient. Furthermore, we obtain $C^{\log\text{-Lip}}$ and $C^{1,\log\text{-Lip}}$ regularity estimates when the source term attains the borderline and asymptotic scenarios, respectively. This kind of structure has stood out recently [15,16,39,48], and also appears as the optimal regularity for fully nonlinear nonconvex operators with bounded source terms, see [40,41]. Up to our knowledge, these did not seem to be available for general nonlinear gradient growth structures and unbounded coefficients. In contrast, when we were finishing writing this paper, we learned about a very recent paper [33] in which the authors extend [36], by proving pointwise regularity for equations with superlinear growth controlled by a bounded quadratic growth. In our work, instead we allow the superlinear gradient coefficient to be unbounded, besides considering also the sublinear growth regime.

Next, we introduce our hypotheses. To this end, we recall the definition of Pucci’s extremal operators

$$\mathcal{M}_{\lambda,\Lambda}^-(X) = \inf_{\lambda I \leq A \leq \Lambda I} \text{tr}(AX) \quad \text{and} \quad \mathcal{M}_{\lambda,\Lambda}^+(X) = \sup_{\lambda I \leq A \leq \Lambda I} \text{tr}(AX), \quad X \in \mathbb{S}^n,$$

with ellipticity constants $0 < \lambda \leq \Lambda < \infty$; see [8, Ch.2, Sect. 2] for their properties. Here $I$ is the identity matrix and $\mathbb{S}^n$ as the set of symmetric $n \times n$ matrices with real entrances.

Throughout the text $F : \Omega \times \mathbb{R}^n \times \mathbb{S}^n \rightarrow \mathbb{R}$ will always be a measurable function, and $H : \Omega \times \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}$ stands for the Hamiltonian term. We impose on them the following structural condition:

(A1) (Structure) $F(\cdot, 0, 0) \equiv 0$, and for any $r, s \in \mathbb{R}$, $\xi, \eta \in \mathbb{R}^n$, and $X, Y \in \mathbb{S}^n$ we have

$$\mathcal{M}_{\lambda,\Lambda}^-(X - Y) - H(x, \xi, \eta) \leq F(x, \xi, X) - F(x, \eta, Y) \leq \mathcal{M}_{\lambda,\Lambda}^+(X - Y) + H(x, \xi, \eta), \quad (1.2)$$

where $H$ assumes one of the following two forms, for some $q, \varrho \geq p$ with $q, \varrho > n$:
1. (Sublinear regime) For $0 < m < 1$, $$H(x, \xi, \eta) = b(x)|\xi - \eta| + \mu(x)|\xi - \eta|^m;$$

2. (Superlinear/Quadratic regime) For $1 < m \leq 2$,
$$H(x, \xi, \eta) = b(x)|\xi - \eta| + \mu(x)|\xi - \eta| ((|\xi|^{m-1} + |\eta|^{m-1});$$

where $b \in L^q_+(\Omega)$ and $\mu \in L^q_+(\Omega)$, for some $q, \varrho \in (n, +\infty)$; with $\mu(x) \equiv \mu \geq 0$ if $m = 2$.

In the linear regime, i.e. $m = 1$, we simply write $H(x, \xi, \eta) = b(x)|\xi - \eta|$, for $b \in L^q_+(\Omega)$, $\varrho > n$.

Simple model cases of $F$ we may have in mind are the extremal operators in the form
$$\mathcal{L}^\pm_m [u] := \mathcal{M}^\pm_{x,\Lambda}(D^2 u) \pm b(x)|Du| \pm \mu(x)|Du|^m, \ m \in (0, 2), \ b \in L^q_+(\Omega), \mu \in L^q_+(\Omega),$$

which often appear in optimal control problems and game theory. Note that (1.3) satisfies (A1), since for $m \in (0, 1)$ one has $|\xi|^m - |\eta|^m \leq |\xi - \eta|^m$; while for $m > 1$ the convexity of the function $\xi \mapsto |\xi|^m$ yields $|\xi|^m \geq |\eta|^m + m |\eta|^{m-2} \eta, \xi - \eta$. But we actually go beyond, by allowing $F$ to be a Hamilton–Jacobi–Bellman (HJB) or Isaac’s operator, which appear as infinitesimal generators of the underlying stochastic processes. For example, we mention the time dependent HJB equation
$$u_t - \text{tr}(A(x)D^2 u) + H(x, Du) = 0 \text{ in } \mathbb{R}^n \times (0, +\infty),$$
equipped with the initial boundary condition, where $A$ is the diffusion and $H$ is a convex superlinear Hamiltonian, which are subject to probabilistic formulations, see [1].

On the other hand, problems with sublinear gradient growth often relate to a class of singular equations, in the sense that they degenerate when the gradient vanishes. For instance, by [23, Lemmas 5.2, 5.3], a suitable viscosity solution of
$$\mathcal{M}^+(D^2 u) + \mu(x)|Du|^m = 0, \ \text{with } 0 < m < 1 \text{ and } \mu \in C(\Omega) \cap L^p(\Omega),$$
is a viscosity solution of $|Du|^{-m}\mathcal{M}^+(D^2 u) + \mu(x) = 0$, see details in Sect. 7.3. Problems of this sort might be seen as a fully nonlinear counterpart of the $p$–Laplace equation, hence their relevance.

In turn, equations whose gradient growth is quadratic—also called natural in the literature— have appeared since the late eighties. For instance, we quote regularity problems regarding gradient boundary estimates (Hopf–Oleinik type results) in nondivergence form studied in [32]. There, they considered differential linear inequalities in an appropriate weak sense with unbounded ingredients; see also [5] for some recent related results in the fully nonlinear setting.

In general, fully nonlinear equations with natural gradient growth have been an increasing topic of investigation in the last years, specially impelled by existence results and a multiplicity phenomenon obtained in [42]. To treat multiplicity as in [38], it demands nontrivial techniques from nonlinear analysis and regularity estimates such as half-Harnack inequalities, and a Vázquez type strong maximum principle for such kind of equations; see [43] and [44]. As discussed in [38], the latter is the main tool to extend the multiplicity results in [38], as well as those in [37], to the unbounded coefficients scenario. Indeed, as pointed out in [44], one applies instead the recent Vázquez maximum principle from [44]. This is possible once we have, as in [38], a Perron type result for unbounded coefficients—which we prove...
here to our general class of equations, in addition to regularity for equations with unbounded explicit zero order term from [36, Theorem 1, Remark 1.2]; see Sect. 7.4.

Now, we are in a position to state our main results, accordingly to \( p \) in the integrability of the source term \( f \in L^p(\Omega) \). Recall that \( \varrho, q \) indicate the integrability of the coefficients \( b \in L^q_+(\Omega) \) and \( \mu \in L^q_+(\Omega) \), while \( m \) stands for the growth of the gradient in \(|Du|^m\). We assume:

(A2) (Exponents relation) Let \( p > p_0 \) and \( \varrho \geq p, q \geq p \) with \( \varrho, q \in (n, +\infty) \), then:

1. (Sublinear regime) For \( 0 < m < 1 \), if \( p < n \) we suppose \( q(mp + (1 - m)n) > pn \);
2. (Superlinear subquadratic regime) For \( 1 < m < 2 \) we assume \( q(2 - m) > n \).
3. (Quadratic regime) For \( m = 2 \) we set \( q = +\infty \).

Here, \( p_0 = p_0(n, \varrho, \Lambda) \in [n/2, n) \) is Escauriaza’s constant (see [19, Theorem 1]), which gives a validity’s range for the generalized maximum principle (GMP for short), see [9,24]. In the linear gradient regime \( m = 1 \) no additional assumption is necessary, but the standard drift integrability \( \varrho \geq p, \varrho > n \).

**Remark 1.1** When \( p_0 < p < n \) and \( 0 < m < 1 \), (A3) asks for \( q \) to satisfy \( q \geq \frac{pn}{mp + (1 - m)n} \); alternatively, by fixing \( q \) one gets a bound from below on \( m \) given by \( m > \frac{nq - p}{q - p} \) if \( p_0 < p < n \). Instead, when \( m \in (1, 2) \), we are asking \( q \) to be large enough so that \( q > \frac{n}{2 - m} \); alternatively by fixing \( q \) we obtain the bound from above on \( m \) given by \( m < 2 - \frac{n}{q} \).

Let us define the function \( r \in \mathbb{R} \mapsto W(r) \) which will describe all our local estimates accordingly to the norm of an appropriate source term \( f \) norm:

\[
W = W_{a, \mu, m, \Omega}(r) := \begin{cases} 
\|u\|_{L^\infty(\Omega)} + r + \|\mu\|_{L^q(\Omega)}^{1/m} & \text{if } m \in (0, 1), \\
\|u\|_{L^\infty(\Omega)} + r & \text{if } m \in [1, 2]. 
\end{cases}
\]

Accordingly to each situation we might be emphasizing one or more functions/parameters dependence.

First of all, we mention that Hölder regularity estimates are available for \( L^p \)-viscosity solutions of (1.1) under (A1) and (A2). More generally we only need to have solutions of differential inequalities, as we gather in the next theorem statement.

**Theorem 1.2** [23,25,42] Assume (A2). Let \( f \in L^p(\Omega) \) and \( u \) be a bounded \( L^p \)-viscosity solution of the inequalities

\[
\mathcal{L}^-_m[u] \leq f(x) \quad \text{and} \quad \mathcal{L}^+_m[u] \geq -f(x) \quad \text{in} \quad \Omega,
\]

where \( b \in L^q_+(\Omega) \), \( \mu \in L^q_+(\Omega) \) for \( q, \varrho \geq p > p_0 \) with \( q, \varrho > n \); and \( q = \infty \) if \( m = 2 \). Then, there exists \( \beta \in (0, 1) \) depending on \( n, p, q, \varrho, \Lambda, \|b\|_{L^q(\Omega)} \), such that \( u \in C^{0, \beta}_{\text{loc}}(\Omega) \), and

\[
\|u\|_{C^{0, \beta}(\Omega')} \leq C W_{a, \mu, m, \Omega}(\|f\|_{L^p(\Omega)}), \quad \text{for Was in (1.4),}
\]

for any subdomain \( \Omega' \subset \subset \Omega \), where \( C \) depends on \( n, m, p, \varrho, q, \Lambda, \beta, \|b\|_{L^q(\Omega)}, \|\mu\|_{L^q(\Omega)}, \text{diam}(\Omega), \text{and dist}(\Omega', \partial\Omega) \); in addition to a \( W_0 \) in the case \( m \in (1, 2] \).

Indeed, the quadratic case \( m = 2 \) for \( p \geq n, \mu(x) \equiv \mu \) was proved in [42, Theorem 2]. However, the same proof there also works for \( p \in (p_0, n) \) if one replaces ABP by GMP (that is, weak ABP for \( p_0 < p < n \)); alternatively one can combine [26, Theorem 6.2] with \( m = 1 \).
and the exponential change in [42, proof of Theorem 2] since Hölder regularity is applicable for solutions of differential inequalities. Moreover, by [26, Theorem 6.2], the superlinear regime $m \in (1, 2 - \frac{2}{q})$ can be treated in [25, Theorem 4.5] for $n < q < \infty$. As observed in [25], the assumption $m < 2 - n/q$ implies $p(mq - n) > nq(m - 1)$ for $m > 1$, if $p < n$ and $q < +\infty$, cf. (3.1)(iii) needed for accessing $C^{0,\beta}$ results in [26]. In the particular case $m = 1$, we also refer to [30] for existence and Hölder regularity results when the drift term is in $L^p$.

Finally, the sublinear case $m \in (0, 1)$ was taken into account in [23]. As a matter of fact, [23, Theorem 5.4] was stated for continuous coefficients, since $p$-Laplacian-like operators were considered. However, following the proof there, the argument for Hölder regularity can be performed as in [26] for unbounded coefficients, by making use of [23, Theorem 4.5 and Corollary 4.6] directly.

The first result of this work is to exhibit an explicit exponent which comes from scaling and realizes the Hölder regularity above, in light of [16,48]. This gives us the precise dependence on the integrability of the source term $b$.

In order to access our main results, we need to require a sort of oscillation control on $F$ in the $x$ entry. In order to measure it around a point $x_0 \in \Omega$, we define, as in [7,45],

$$
\beta(x_0) = \beta_F(x_0) := \sup_{X \in \mathcal{S}^p \setminus \{0\}} \frac{|F(x_0, X) - F(x_0, 0, X)|}{\|X\|}. \quad (1.6)
$$

Notice that $\beta(\cdot, \cdot)$ is a bounded function by (1.2). We so consider the following hypothesis, as in [7,52]:

(A3) (Control of oscillation) Given $\theta > 0$, there exists $r_0 = r_0(\theta) > 0$ such that

$$
\left(\int_{B_r(x_0) \cap \Omega} \beta(x, x_0)^p \, dx \right)^{\frac{1}{p}} \leq \theta, \quad \text{for all } r \leq r_0. \quad (H_\theta)
$$

We so state a sharp Hölder regularity estimate for solutions of (1.1) under suitable integrability of the data, in light of [48, Theorem 1] and [16, Theorem 3.2].

**Theorem 1.3** (Hölder estimate) Assume (A1)–(A3). Let $f \in L^p(\Omega)$ and $u$ be a bounded $L^p$-viscosity solution of (1.1), for $p \in (p_0, n)$. Then there exists $\theta$ depending on $n, m, p, q, \phi, \lambda, \Lambda, \|b\|_{L^p(\Omega)}$ such that if $(H_\theta)$ holds for all $r \leq \min\{r_0, \text{dist}(x_0, \partial \Omega)\}$, for some $r_0 > 0$ and for all $x_0 \in \Omega$, this implies that $u \in C^{0,\beta}_{\text{loc}}(\Omega)$ and the estimates (1.5) are true for $\beta = 2 - \frac{n}{p}$.

It is striking that $\beta$ can be chosen independently of $\phi, q$; differently from Hölder gradient regularity ahead, for which the integrability of $b, \mu$ plays an important role.

The next step is to establish improved quantitative estimates for the borderline scenario $p = n$.

**Definition 1.4** For $\Omega' \subset \subset \Omega$ let us consider the quantity

$$
[u]_{C^{0,\text{Log-Lip}}(\Omega')} := \sup_{x_0 \in \Omega'} \inf_{a \in \mathbb{R}} \frac{\|u - a\|_{L^\infty(B_r(x_0) \cap \Omega')}}{r \log r}. \quad (1.7)
$$

We say that $u \in C^{0,\text{Log-Lip}}(\Omega')$ when $u \in C^0(\overline{\Omega'})$ and $[u]_{C^{0,\text{Log-Lip}}(\Omega')} < +\infty$.

We exploit the approach in [16, Sect. 4], [17, Theorems 1.4] and [48, Theorem 2], which does not seem available even for equations without lower order terms when $m < 1$. 

\[ \text{Springer} \]
Theorem 1.5 (Log-Lipschitz estimate) Assume (A1)–(A3). Let \( f \in L^n(\Omega) \) and \( u \) be a bounded \( L^n \)-viscosity solution of (1.1). Then, there exists \( \theta \), depending on \( n, m, p, q, \varrho, \lambda, \Lambda \), \( \|b\|_{L^p(\Omega)} \), such that if \( (H_0) \) holds for all \( r \leq \min\{r_0, \operatorname{dist}(x_0, \partial \Omega)\} \), for some \( r_0 > 0 \) and for all \( x_0 \in \Omega \), then \( u \in C^{0, \log-Lip}(\Omega) \), and

\[
[u]_{C^{0, \log-Lip}(\Omega)} \leq C W_{u, \mu, m, \Omega} (\|f\|_{L^n(\Omega)}) \quad \text{for } W \text{ as in (1.4)},
\]

for any subdomain \( \Omega' \subset \subset \Omega \), where \( C \) depends only on \( r_0, n, m, p, q, \varrho, \lambda, \Lambda \), \( \|b\|_{L^p(\Omega)} \), \( \|\mu\|_{L^q(\Omega)} \), \( \text{diam}(\Omega) \), and \( \operatorname{dist}(\Omega', \partial \Omega) \); and also on \( W_0 \) when \( m \in (1, 2] \).

This kind of borderline regularity turns out to be effective when dealing with a unified framework comprising a general Hamiltonian as ours. However, other kinds of approaches may not be successful in this task, also depending on the growth of the Hamiltonian. For instance, we mention the regularity regime connected to integral estimates as in [17, 45] framework comprising a general Hamiltonian as ours. However, other kinds of approaches for any subdomain \( \Omega' \subset \subset \Omega \) implies that \( u \) and \( \mu \) for bounded \( L^n \)-viscosity solution of \( (H_0) \) holds for all \( r \leq \min\{r_0, \operatorname{dist}(x_0, \partial \Omega)\} \), for some \( r_0 > 0 \) and for all \( x_0 \in \Omega \), this implies that \( u \in C^{1, \alpha}(\Omega) \), and

\[
|u|_{C^{1, \alpha}(\Omega)} \leq C W_{u, \mu, m, \Omega} (\|f\|_{L^n(\Omega)}) \quad \text{for } W \text{ as in (1.4)},
\]

for any subdomain \( \Omega' \subset \subset \Omega \), where \( C \) depends only on \( r_0, n, m, p, q, \varrho, \lambda, \Lambda, \alpha \), \( \|b\|_{L^p(\Omega)} \), \( \|\mu\|_{L^q(\Omega)} \), \( \text{diam}(\Omega) \), and \( \operatorname{dist}(\Omega', \partial \Omega) \); in addition to \( W_0 \) in the case \( m \in (1, 2] \).

Remark 1.7 Our results are local, but the same approach developed in [36, 52] can be used to obtain boundary regularity estimates as well, in particular the global Hölder gradient estimates furnish

\[
|u|_{C^{1, \alpha}(\Omega)} \leq C W_{u, \mu, m, \Omega} (\|f\|_{L^n(\Omega)} + |u|_{C^{1, \alpha}(\partial \Omega)}) \quad \text{for } W \text{ as in (1.4)},
\]

whenever \( \Omega \) is a \( C^{1, 1} \) bounded domain, \( u \in C^{1, \tau}(\partial \Omega) \) for some \( \tau \in (0, 1) \), and \( (H_0) \) holds for all \( x_0 \in \Omega \).

Theorems 1.2–1.6 can be understood in the following way: given any \( m \in (1, 2] \), there exists \( q > n \) such that \( m < 2 - \frac{n}{q} \), and so the desired regularity estimates hold for the pair \((m, q)\). Moreover, \( q = q(m) \to +\infty \) as \( m \to 2^- \). In other words, the integrability required on \( \mu \) needs to compensate the growth of \( |Du| \), becoming worse as far as we approach the quadratic regime. Thus, \( m = 2, q = \infty \) corresponds to the remaining case \( m \in [2 - n/q, 2] \) for bounded \( \mu \). On the other hand, by fixing an integrability level \( q \) on \( \mu \), by Remark 1.1
one finds the optimal admissible growth we may impose on the Hamiltonian function for the sake of achieving the desired regularity.

This seems reasonable and perhaps necessary in view of scaling properties to our class of equations. We highlight that a rescaling also produces restrictions subjected to (A2) when considering the Krylov-Safonov’s regularity theory (see [31])—for instance, by adding a superlinear gradient term in the crucial growth lemmas, see [42, proof of Theorem 2].

Moreover, in Sect. 3 we find a proper range allowed to the parameters of the problem \( p, q, \varrho, m \) and \( n \) in (A2) such that our regularity results intrinsically depend on the integrability of the source term \( f \)—such that it does not matter the exponent \( p \) in the \( L^p \)-viscosity formulation of the problem but on the RHS. Besides being of independent mathematical interest, this determines the well-posedness of our statements, namely in terms of simply viscosity notion. It also easily implies a Perron type result for our equations, see Sect. 7.4.

In a nutshell, our results extend, generalize, and improve the former ones (Hölder, Borderline, Gradient and Hessian estimates) in [36, 45, 48], by using a special machinery designed for fully nonlinear models with general Hamiltonian and unbounded ingredients. It is worth mentioning that our geometric estimates are based on Caffarelli’s iteration scheme addressed in [7] (see also [8]). However, differently from [7, 45, 52], we perform a simplified rescaling of variable, in light of [36], which allows us to carry out the proof without using a twice differentiability property of viscosity solutions whose validity is unknown for unbounded coefficients.

The quadratic case is peculiar since, after scaling, the quadratic growth term becomes as dominating as the second order term. For Log-Lipschitz regularity we explore a variation of the techniques developed in [36, 51] (see also [10]). Under the sublinear regime, a new stability-like result which we also prove is fundamental.

As far as further regularity is concerned, we present finer and improved asymptotic \( C^{1,1} \) and \( C^{2,\alpha} \) regularity estimates for the following model problem:

\[
F(x, \xi, X) := G(x, \xi) + h(x, \xi, 0), \quad \text{where } |h| \leq H, \text{ for an } H \text{ as in (A1)}.
\]

In this case, more restrictive assumptions on the Hamiltonian are unavoidable; here we ask it to be bounded, see also [33]. Regarding the oscillation in the \( x \)-entry of our operator \( F \), as in [7, 16, 48] it is usual to impose \( \bar{\alpha} \)-Hölder continuity for some \( \bar{\alpha} > 0 \), such as:

\[
(\bar{A}3) \quad (\text{Hölder oscillation}) \text{ Given } \theta > 0, \text{ there exists } r_0 = r_0(\theta) > 0 \text{ such that }
\int_{B_r(x_0) \cap \Omega} \beta(x, x_0)^n \, dx \leq \theta r^{\alpha \bar{\alpha}}, \quad \text{for all } r \leq r_0,
\]

in addition of \( C^{2,\alpha} \) regularity estimates of its associated pure second order operator:

\[
(\bar{A}4) \quad (\text{F-smoothness}) \text{ Given a matrix } X \in \mathbb{S}^n \text{ with } F(x_0, 0, X) = 0, \text{ } L^p \text{-viscosity solutions } h \text{ of } F(x_0, 0, D^2h + X) = 0 \text{ in } B_1 \text{ are } C^{2,\alpha}_{\text{loc}}(B_1) \text{ for some } \bar{\alpha} > 0 \text{ and satisfy, for a universal } \Theta > 0, \text{ for all } r \in (0, 1) \text{ and } x_0 \in B_1.
\]

\[
\|h\|_{C^{2,\alpha}(\overline{B_1})} \leq \Theta r^{-(2+\alpha \bar{\alpha})}\|h\|_{L^\infty(B_1)} \quad \text{for all } r \in (0, 1) \text{ and } x_0 \in B_1.
\]

\textbf{Remark 1.8} As observed in [52, Remark 2.3], the oscillation condition in (A3) measured in the \( L^n \)-norm is equivalent to an oscillation measured in the \( L^\infty \)-norm. Analogously, the Hölder oscillation in (\( \bar{A}3 \)) can also be measured in terms of the \( L^\infty \)-norm.
Definition 1.9 We say that $u \in C^{1,\text{Log-Lip}}(\overline{\Omega})$ if $u \in C^1(\overline{\Omega})$ and $[Du]_{C^{0,\text{Log-Lip}}(\overline{\Omega})} < +\infty$ where

$$
[Du]_{C^{0,\text{Log-Lip}}(\overline{\Omega})} := \sup_{x_0 \in \Omega'} \inf_{\text{(affine)}} \frac{\|u - I\|_{L^\infty(B_r(x_0) \cap \Omega)}}{r^2 \log r},
$$

(1.12)

In order to make the notation uniform, set $|w|_{0,\Omega} := \|w\|_{L^\infty(\Omega)}$, $|w|_{\alpha,\Omega} := \|w\|_{C^\alpha(\overline{\Omega})}$ for $\alpha > 0$, and

$$
\overline{W} = \overline{W}_{u,\mu,m,\alpha}(r) := \begin{cases} 
\|u\|_{L^\infty(\Omega)} + r + \|\mu\|_{C^\alpha(\Omega)} & \text{if } m \in (0, 1), \end{cases}
\overline{W} \leq \overline{W}_0 \text{ if } m \in (1, 2).
$$

(1.13)

Our main result in this direction is displayed in the sequel (compare with [10]).

Theorem 1.10 (Log-Lipschitz gradient estimate) Assume (A1), (A2) with $b, \mu \in L^\infty_{\text{loc}}(\Omega)$, in addition to ($\tilde{A}3$), (A4), and $n < mq$. Let $f \in L^\infty(\Omega)$ and $u$ be a bounded $L^n$-viscosity solution of (1.1), where $F$ has the form (1.10). Then there exists $\theta$ depending on $n, m, p, q, \rho, \lambda, \Lambda, \|b\|_{L^p(\Omega)}$, such that if $(\tilde{H}_b)$ holds for all $r \leq \min\{r_0, \text{dist}(x_0, \partial\Omega)\}$, for some $r_0 > 0$ and for all $x_0 \in \Omega$, then $u \in C^{1,\text{Log-Lip}}(\overline{\Omega})$, and

$$
[Du]_{C^{0,\text{Log-Lip}}(\overline{\Omega})} \leq C \overline{W}_{u,\mu,m,\alpha}(r) \left\| \frac{f}{L^\infty(\overline{\Omega})} \right\|, \quad \text{for } \overline{W} \text{ as in (1.13)},
$$

(1.14)

for any subdomains $\Omega' \subset \subset \Omega'' \subset \subset \Omega$, where $C$ depends only on $r_0, n, m, p, q, \rho, \lambda, \Lambda, \|b\|_{L^p(\Omega)}$, $\|\mu\|_{L^\infty(\overline{\Omega}'')}$, $\text{diam}(\Omega)$, and $\text{dist}(\Omega', \partial\overline{\Omega}'')$; and further on $\overline{W}_0$ if $m \in (1, 2)$.

Remark 1.11 Note that we always have $m > \frac{n}{q}$ if $m \geq 1$, since $q > n$. Thus, the condition $n < mq$ in Theorem 1.10 is only an additional assumption when $0 < m < 1$.

Theorem 1.12 (Schauder estimate) Assume (A1), (A2), ($\tilde{A}3$), (A4), and $n < mq$. Let $u$ be a bounded $L^n$-viscosity solution of (1.1), where $F$ has the form (1.10). Then, there exists $\theta$ and $\alpha \in (0, \tilde{\alpha})$ depending on $n, m, p, q, \rho, \lambda, \Lambda, \|b\|_{L^p(\Omega)}$, such that if $(\tilde{H}_b)$ holds for all $r \leq \min\{r_0, \text{dist}(x_0, \partial\Omega)\}$, for some $r_0 > 0$ and for all $x_0 \in \Omega$, and $u, f \in C^{\alpha}_{\text{loc}}(\Omega)$, then

$$
\|u\|_{C^{2,\alpha}(\overline{\Omega})} \leq C \overline{W}_{u,\mu,m,\alpha}(\|f\|_{C^{\alpha}(\overline{\Omega})}), \quad \text{for } \overline{W} \text{ as in (1.13)},
$$

(1.15)

for any subdomains $\Omega' \subset \subset \Omega'' \subset \subset \Omega$, where $C$ depends only on $r_0, n, m, p, q, \rho, \lambda, \Lambda, \alpha, \|b\|_{C^\alpha(\overline{\Omega}'')}$, $\|\mu\|_{C^\alpha(\overline{\Omega}'')}$, $\text{diam}(\Omega)$, and $\text{dist}(\Omega', \partial\overline{\Omega}'')$; in addition to $\overline{W}_0$ when $m \in (1, 2)$.

We stress that our geometric approach is particularly refined and flexible in order to be employed in a wide class of problems and Hamiltonians. In effect, we believe that it can be extended to both divergence and nondivergence type operators, with either degenerate or singular structures, or even free boundary problems of elliptic and parabolic type, just to mention a few.

The main tool in order to accomplish Hessian-type regularity is Hölder regularity estimates for our equations together with equivalence notions of viscosity solutions, that is, our Theorem 1.6 and Proposition 3.1 ahead. Essentially, it reduces any type of further regularity to be an easy consequence of the corresponding regularity estimates for equations without lower coefficients; in particular it simplifies the local approach developed in [33] when $m \geq 1$, and up to our knowledge is completely new for $m < 1$. 
The rest of the paper is structured as follows. In Sect. 2 we recall some known results used along the text. In Sect. 3 we present some fundamental results of the theory regarding equivalency of viscosity notions for the class of equations we consider. In Sect. 4 we work on the pivotal scaling and approximation tools, while in Sects. 5, 6 we give a detailed proof of the main theorems. Finally, Sect. 7 is devoted to examples and applications. In particular, we consider two model cases involving nonconvex operators for which our results are sharp. We also establish a priori BMO estimates, some scenarios for Sobolev integral estimates, in addition to regularity for a class of fully nonlinear singular PDEs which degenerates when the gradient vanishes.

2 Preliminaries

Let us start by recalling some definitions and comments about viscosity solutions.

In all what follows, we consider an operator $F$ as in (1.2)—in particular, having the “sign” of $\Delta$.

**Definition 2.1** Let $f \in L^p_\text{loc}(\Omega)$. We say that $u \in C(\Omega)$ is an $L^p$-viscosity subsolution (resp. supersolution) of $F(x,u,Du,D^2u) = f(x)$ in $\Omega$ if for $\phi \in W^{2,p}_\text{loc}(\Omega)$, it follows that

$$\operatorname{ess} \lim_{y \to x} [F(y,u(y),D\phi(y),D^2\phi(y)) - f(y)] \geq 0$$

and

$$\operatorname{ess} \lim_{y \to x} [F(y,u(y),D\phi(y),D^2\phi(y)) - f(y)] \leq 0$$

whenever $u - \phi$ assumes its local maximum (resp. minimum) at $x \in \Omega$.

It is worth mentioning that the Definition 2.1 is formulated for any $p > \frac{n}{2}$. Such a restriction makes all test functions $\phi \in W^{2,p}_\text{loc}(\Omega)$ continuous and having a second order Taylor expansion, see [9].

Throughout the text we always consider $b \in L^q_\text{loc}(\Omega)$, $\mu \in L^q_+(\Omega)$, and $f \in L^p(\Omega)$ such that $q, q \geq p > p_0$ and $q, q > n$, where $p \in (p_0, +\infty)$ is the exponent in Definition 2.1 of $L^p$-viscosity solutions. Anyway $q, q \geq p$ is the minimal condition required on $b$ and $\mu$ to make sense the definition of $L^p$-viscosity solution.

Note that if $\mu \in L^\infty_+(\Omega)$ then in particular $\mu \in L^q_+(\Omega)$ for $q > n$. In this case we adopt the convention of writing $q$ in a unified way for $m \in (1, 2]$: if $m = 2$ we understood $n/q$ as being 0; while for $m < 2$ we just take into account some large $q < +\infty$ verifying (A2).

**Remark 2.2** When $F$ and $f$ are continuous in $x$, (2.1) reduces to an evaluation at the point $x$ provided $\phi \in C^2(\Omega)$. In this case, we say that $u$ is a $C$-viscosity sub(super)solution of (1.1), see, [12]. These notions are equivalent if for instance $F$ satisfies (A1) with $b, \mu \equiv 0, p \geq n$, see, [9, Proposition 2.9]. In particular, when $F$ only depends on $X$ we will use the $L^p$ and $C$ viscosity concepts interchangeably.

We say that $u \in C(\Omega)$ is a strong subsolution (resp. supersolution) of (1.1) if $u \in W^{2,p}_\text{loc}(\Omega)$ and $u$ satisfies the differential inequality $F(x,Du,D^2u) \geq f(x)$ (resp. $F(x,Du,D^2u) \leq f(x)$) at almost every point $x \in \Omega$. This notion is equivalent to Definition 2.1 for $u \in W^{2,p}_\text{loc}(\Omega)$ when $m \geq 1$, cf. [26, Theorem 3.1, Proposition 9.1]. In Sect. 3 ahead we extend this equivalence for all $m \in (0, 2]$ and possibly unbounded $\mu$, under the exponents relation in (A2).

In any sense, a solution $u \in C(\Omega)$ of (1.1) is simultaneously a subsolution and a supersolution of it.
Next, we recall the Alexandrov-Bakelman-Pucci (ABP for short) maximum principle with unbounded ingredients, in both sublinear and superlinear gradient growth regimes.

**Proposition 2.3** (ABP sublinear regime [23, Theorem 3.3]) Assume \( p_0 < p \leq q, \ q > n \), and (A2) with \( 0 < m < 1 \). If \( b \in L^p_+ (\Omega), \ \mu \in L^q_+ (\Omega), \ f \in L^p_+ (\Omega), \) and \( u \in C(\overline{\Omega}) \) is an \( L^p \)-viscosity subsolution (resp. supersolution) of

\[
L^+_m [u] \geq f(x) \text{ in } \Omega^+ \quad (\text{resp. } L^-_m [u] \leq f(x) \text{ in } \Omega^-),
\]

where \( \Omega^\pm = \{ x \in \Omega \colon \pm u(x) > \max \partial \Omega u^\pm \} \), then we have

\[
\max_{\Omega} u \leq \max_{\partial \Omega} u^+ + C \left\{ \| f \|_{L^p(\Omega^+)} + \| \mu \|^{\frac{1}{m}}_{L^q(\Omega^+)} \right\}
\]

\[
\left( \min_{\Omega} u \geq - \max_{\partial \Omega} u^- - C \left\{ \| f \|_{L^p(\Omega^-)} + \| \mu \|^{\frac{1}{m}}_{L^q(\Omega^-)} \right\} \right),
\]

for a positive constant \( C = C(n, \lambda, \ p, \ q, \ m, \ \| b \|_q, \ \text{diam}(\Omega)) \).

**Proposition 2.4** (ABP superlinear regime [26, Theorem 2.6]) Let \( m \in (1, 2], \ f \in L^p(\Omega), \ b \in L^p_0(\Omega), \ \mu \in L^q_0(\Omega) \); with \( \mu \in L^\infty_0(\Omega) \) if \( m = 2 \). Let \( u \in C(\overline{\Omega}) \) be an \( L^p \)-viscosity subsolution of

\[
L^+_m [u] \geq f(x) \text{ in } \Omega.
\]

(i) For \( q \geq p > n \), there exist constants \( \delta = \delta(n, q, \lambda, \ m, \ p, \ q, \ \| b \|_q) > 0 \) and \( C = C(n, \lambda, \ m, \ p, q, \ \| b \|_q, \ \text{diam}(\Omega)) > 0 \) such that

\[
\text{if } \| f \|_{L^p(m-1)} \| \mu \|_{L^q(m-1)} < \delta \text{ then } \max_{\Omega} u \leq \max_{\partial \Omega} u^+ + C \left( \| f \|_n + \| f \|_{L^p} \| \mu \|_q \right).
\]

(ii) Let \( p_0 < p \leq n < q \) satisfy \( p > \frac{mq(m-1)}{m+n} \), and set \( a_0 = 0, \ a_k = \sum_{j=0}^{k-1} m^j \) for \( k \geq 1 \). There exist an integer \( N = N(m, n, q) \geq 1 \), and constants \( \delta = \delta(n, \lambda, \ m, \ p, q, \ \| b \|_q) > 0 \) and \( C = C(n, \lambda, \ m, \ p, q, \ \| b \|_q, \ \text{diam}(\Omega)) > 0 \) such that

\[
\text{if } \| f \|_{L^p(m-1)} \| \mu \|_{L^q(m-1)} < \delta \text{ then } \max_{\Omega} u \leq \max_{\partial \Omega} u^+ + C \sum_{k=0}^{N+1} \| f \|_{L^p(m^k)} \| \mu \|_{L^q(m^k)}.
\]

A similar result with minima holds for \( L^p \)-viscosity supersolutions of \( L^-_m [u] \leq f(x) \) in \( \Omega \).

A consequence of superlinear ABP is the stability of the notion of viscosity solutions, i.e., the limit of a sequence of viscosity solutions turns out to be a viscosity solution of the limiting equation.

**Proposition 2.5** (Stability for superlinear growth) Let \( F, \ f_k \) operators satisfying (A1), \( b \in L^p_+ (\Omega), \ \mu \in L^q_+ (\Omega), \ f, \ f_k \in L^p(\Omega) \). Assume (A2) with \( m \in [1, 2] \). Let \( u_k \in C(\Omega) \) be an \( L^p \)-viscosity subsolution (resp. supersolution) of

\[
F_k(x, Du_k, D^2 u_k) \geq f_k(x) \text{ in } \Omega \quad (\text{resp. } \leq f(x)) \quad \text{for all } k \in \mathbb{N}.
\]

Suppose \( u_k \to u \) in \( L^\infty_{\text{loc}}(\Omega) \) as \( k \to \infty \) and for each ball \( B \subset \subset \Omega \) and \( \varphi \in W^{2,p}(B) \), setting

\[
g_k(x) := F_k(x, D\varphi, D^2\varphi) - f_k(x) \quad \text{and} \quad g(x) := F(x, D\varphi, D^2\varphi) - f(x),
\]

then \( u_k \to u \) in \( L^\infty_{\text{loc}}(\Omega) \) as \( k \to \infty \), and \( u \) is a \( L^p \)-viscosity solution of

\[
F(x, Du, D^2u) \geq f(x) \quad (\text{resp. } \leq f(x)) \text{ in } \Omega.
\]
we have \(\|(g_k - g)^+\|_{L^p(B)} \leq \|g_k - g\|_{L^p(B)} \to 0\) as \(k \to \infty\). Then \(u\) is an \(L^p\)-viscosity subsolution (resp. supersolution) of
\[
F(x, Du, D^2u) \geq f(x) \quad (\text{resp.} \leq f(x)) \quad \text{in} \quad \Omega.
\]
Furthermore, if \(F\) and \(f\) are continuous in \(x\), then it is enough that the above holds for every \(\varphi \in C^2(B)\); case in which \(u\) is a \(C\)-viscosity subsolution (resp. supersolution) of (1.1).

For the proof of Proposition 2.5 when \(m > 1\) we refer [42] and [26, Proposition 9.4]. It does not seem to hold in general in the sublinear regime. However, in the context of Lemma 4.1 proof we show that this is true under a smallness assumption on the \(L^q\)-norm of the function \(\mu\).

Next, we recall some results about pure second order profiles \(F(D^2u)\), i.e. uniformly elliptic operators \(F\) depending only on \(X\) (so Lipschitz continuous in \(X\)) and satisfying \(F(0) = 0\).

Let us consider solutions of the operator \(F(X)\) in the \(C\)-viscosity sense, in view of Remark 2.2.

Proposition 2.6 (i) If \(F(D^2u) = 0\) in \(B_1\), then \(u \in C^{1,\bar{\alpha}}(\bar{B}_{1/2})\) for some universal \(\bar{\alpha} \in (0, 1]\) and there exists \(K_2 > 0\), depending on \(n, \lambda\) and \(\Lambda\), such that \(\|u\|_{C^{1,\bar{\alpha}}(\bar{B}_{1/2})} \leq K_2 \|u\|_{L^\infty(B_1)}\);

(ii) For \(\varphi \in C(\partial B_1)\), there exists a unique solution \(u \in C(\bar{B}_1) \cap C^{1,\bar{\alpha}}(\bar{B}_{1/2})\) of \(F(D^2u) = 0\) in \(B_1\), \(u = \varphi\) on \(\partial B_1\), satisfying \(\|u\|_{C^{1,\bar{\alpha}}(\bar{B}_{1/2})} \leq K_2 \|u\|_{L^\infty(B_1)}\), for some universal \(\bar{\alpha} \in (0, 1]\) and \(K_2 > 0\) depending only on \(n, \lambda\) and \(\Lambda\).

For a proof, see [8, Corollaries 5.4, 5.7], [50], see also [36, Propositions 2.9–2.11].

We highlight that, without convexity/concavity assumptions on \(F\), the \(C^{1,\alpha}\) regularity in Proposition 2.6 (i) is, in general, the optimal one. In effect, this is accomplished due to Nadirashvili and Vladuţ’s counterexamples, see [34] and references therein. See Sect. 7 for additional comments about \(C^{2,\alpha}\) estimates to homogeneous problems with regular coefficients.

Next, we recall a global version of Theorem 1.2 which is used in compactness arguments.

Proposition 2.7 [23,25,42] Assume the hypotheses of Theorem 1.2 and, in addition, \(u \in C(\bar{\Omega}) \cap C^1(\partial \Omega)\) and \(\Omega\) satisfies a uniform exterior cone condition with size \(L > 0\), then there exists \(\beta_0 = \beta_0(n, m, p, q, \varrho, \lambda, \Lambda, L, \|b\|_{L^p(\Omega)}) \in (0, 1)\) and \(\beta = \min(\beta_0, \frac{1}{2})\) such that
\[
\|u\|_{C^{0,\beta}(\bar{\Omega})} \leq K_1 W_{U, \mu, \nu, \Omega} (\|f\|_{L^p(\Omega)} + \|u\|_{C^1(\partial \Omega)}), \quad \text{for } W \text{ as in (1.4)},
\]
where \(K_1\) depends on \(n, m, p, q, \varrho, \lambda, \Lambda, L, \|b\|_{L^p(\Omega)}, \|\mu\|_{L^q(\Omega)}, \text{diam}(\Omega); \) in addition on \(W_0\) if \(m \in (1, 2)\). Here \(K_1\) remains bounded if these quantities are bounded.

To finish the section, we recall some useful inequalities, which we are going to use without mentioning throughout the text, in order to deal with the superlinear and sublinear power terms. For \(a, b \geq 0\),
\[
\begin{align*}
\{ & a^m + b^m \leq (a + b)^m \leq 2^{m-1}(a^m + b^m) \text{ if } m \geq 1 \\
& 2^{m-1}(a^m + b^m) \leq (a + b)^m \leq a^m + b^m \text{ if } m \in (0, 1].
\end{align*}
\]
In this section, we analyze the conditions on $p$, $q$, $\varrho$, $m$, and $n$ for which our regularity results do not depend on the exponent $p$ in the $L^p$-viscosity sense of solution, but on the integrability of $f$.

We mention that such difficulty never appears in [48] because lower order terms are not considered there. Bounded Hamiltonians with linear gradient growth (i.e. $m = 1$) can be treated in light of [13, Theorem 2.1(iii)]. Its extension to unbounded coefficients is given in [35, Proposition 2.9] when the exponents are larger than $n$; while for $m = 2$ and bounded $\mu$ it is proven in [46, Proposition 2(iii)].

In what follows, we provide a proof that covers the preceding results, but also extend them to sublinear and superlinear gradient growths with unbounded coefficients in a unified fashion.

For the sake of generality and further reference, throughout this section, exclusively, we consider our equations depending also on $u$, without restrictions on the continuity modulus. For instance,

$$F_r(x, \xi, X) := F(x, r, \xi, X) \text{ satisfies (A1)},$$

$$|F(x, r, \xi, X) - F(x, s, \xi, X)| \leq d(x) \omega(|r - s|),$$

(3.1)

for all $r, s \in \mathbb{R}$, where $d \in L^p_{+}(\Omega)$, and $\omega$ is a continuous function with $\omega(0) = 0$.

**Proposition 3.1** Assume (A2), (3.1), in addition to

$$q > \varrho > p, \quad (m - 1)(n - p)\varrho q \leq pn(q - \varrho) \quad \text{if } m \in (1, 2).$$

(3.2)

Let $f \in L^\varrho_{\text{loc}}(\Omega)$, for some $\varrho > p$. Then $u$ is an $L^p$-viscosity subsolution (resp. supersolution) of

$$F(x, u, Du, D^2u) \geq f(x) \text{ in } \Omega \quad \text{(resp. } F(x, u, Du, D^2u) \leq f(x) \text{ in } \Omega)$$

(3.3)

if and only if $u$ is an $L^\varrho$-viscosity subsolution (supersolution) of (3.3).

**Remark 3.2** Note that if $m \in (1, 2)$ and $q > \varrho > p \geq n$ then (3.2) is always satisfied.

First we need the following lemma. The case $m = 1$ is proven in [35, Lemm 2.10], while for $m = 2$ and constant $\mu$ in [46, Proposition 2(ii)]. Here, we give a unified proof for $m \in (0, 2]$, in the spirit of [35].

**Lemma 3.3** Assume (A2), (3.1), and (3.2). Then the maximum (minimum) in Definition 2.1 can be replaced by a strict maximum (minimum).

**Proof** Suppose on the contrary that there exist $\varepsilon, r > 0$, $x_0 \in \Omega$, and $\phi \in W^{2,p}(B_{2r}(x_0))$ such that $u - \phi$ attains a local maximum at $x_0$, say $u - \phi \leq (u - \phi)(x_0)$ in $B_{2r} = B_{2r}(x_0)$, but

$$F(x, u(x), D\phi(x), D^2\phi(x)) \leq f(x) - \varepsilon \quad \text{a.e. in } B_{2r}(x_0).$$

(3.4)

Let us consider $\delta \in (0, 1)$ such that $4\delta r^2(2 + n\Lambda) \leq \varepsilon/8$, and

$$\tilde{L}^+[u] = M^+(D^2u) + \tilde{b}(x)|Du|, \quad \tilde{b}(x) = \begin{cases} b(x) & \text{if } m \in (0, 1] \\ b(x) + \mu(x)|D\phi(x)|^{m-1} & \text{if } m \in (1, 2], \end{cases}$$
Claim 3.4

We first claim that our hypothesis (3.2) imply \( \tilde{b} \in L^0(B_2) \). Indeed, first notice that this is obvious if either \( m \in (0, 1] \) or \( m = 2 \), by the definition of \( \tilde{b} \) and (A2). Instead, when \( m \in (1, 2) \) we apply Hölder’s inequality to get

\[
\|\mu|D\phi|^{m-1}\|_{L^0(B_1)} \leq \|\mu\|_{L^q(B_1)} \|D\phi|^{m-1}\|_{L^q(B_1)} = \|\mu\|_{L^q(B_1)} \|D\phi|^{m-1}\|_{L^q(B_1)}
\]

where \( \frac{1}{q} = \frac{1}{q} + \frac{1}{q'} \).

The case \( p > n \) is simpler since \( \phi \in W^{2,p} \subset C^1 \). If \( p = n \) then Sobolev inequality yields \( D\phi \in W^{1,n} \subset L^p \) for all \( s < +\infty \), in particular for \( s = (m-1)\frac{pq}{q-p} \leq +\infty \), and so

\[
\|\tilde{b}\|_{L^0(B_1)} \leq \|b\|_{L^0(B_1)} + \|\mu\|_{L^q(B_1)} \|D\phi\|_{L^p(B_1)}^{m-1} < \infty.
\]

On the other hand, if \( p_0 < p < n \) one uses \( D\phi \in W^{1,p} \subset L^{p^*} \) for \( p^* = \frac{pn}{n-p} \) since \( (m-1)\frac{pq}{q-p} \leq p^* \), thus \( \|\tilde{b}\|_{L^0(B_1)} \leq \|b\|_{L^0(B_1)} + C\|\mu\|_{L^q(B_1)} \|D\phi\|_{L^p(B_1)}^{m-1} < \infty \).

Set \( \phi_\delta := \phi + \delta |x|^4 + \psi_\delta \), where \( \psi_\delta \) as the strong solution of

\[
\begin{aligned}
&\tilde{L}^+ [\psi_\delta] + \mu(x)|\psi_\delta|^m = g_\delta(x) \text{ in } B_{1r}, \\
&\psi_\delta = 0 \text{ on } \partial B_{1r},
\end{aligned}
\]

(3.5)
given by [25, Proposition 2.4] if \( m \in [1, 2] \), and by [23, Theorem 3.1] if \( m \in (0, 1) \). Here \( \gamma \in (0, 1) \) is taken so that \( \|\mu\|_{L^q(\Omega)} \|g_1\|_{L^p(\Omega)} \gamma \leq \varepsilon_1 \), for \( \varepsilon_1 \) defined in [25] when \( m \in (1, 2) \); while \( \gamma = 1 \) for \( m \in (0, 1) \).

Claim 3.4 \( u - \phi_\delta \) attains a strict local maximum in \( B_r \) for small \( \delta > 0 \).

Proof We have \( \tilde{L}^+ [\psi_\delta \delta^{-\kappa}] = g(x) \) a.e. in \( B_{1r} \), where \( \kappa = 1 \) if \( m \in (0, 1] \) while \( \kappa = m - 1 \) if \( m \in (1, 2) \), and \( g(x) : = g_\delta(x) \delta^{-\kappa} \). Since \( g \in L^0(\Omega) \), note that Chebyshev’s inequality \( \|g| \leq t \|g\|_{L^0(B_1)} \) yields

\[
|B_{1r} \cap \{g < 0\}| = \begin{cases} \|B_{1r} \cap \{4\tilde{b}(x)|x|^3 > \frac{\varepsilon}{85}\| & \text{if } m \in (0, 1], \\
\|B_{1r} \cap \{4\delta^{3-m}\tilde{b}(x)|x|^3 + (4|x|^3)^{m-1}\mu(x) > \frac{\varepsilon}{85\delta^{m-1}}\| & \text{if } m \in (1, 2];
\end{cases}
\]

\[
\leq C \delta^{\kappa} \|\tilde{b}\|_{L^p(B_1)} + \delta^{(m-1)\kappa} \|\mu\|_{L^q(B_1)} \text{ if } m \in (1, 2];
\]

\[
\leq C \{\|\tilde{b}\|_{L^p(B_1)} + \|\mu\|_{L^q(B_1)}\} (\delta^\kappa / \varepsilon)^\kappa.
\]

Next, by \( L^\infty \) estimate in the respective existence theorems produces

\[
\frac{\psi_\delta}{\delta^\kappa} \leq C_A \|g\|_{L^p(B_r)} \leq C_A \|B_{1r} \cap \{g < 0\}\|^{1-\delta} \varepsilon_g \|L^{0}(B_r)\|
\]

\[
\leq C \{\|\tilde{b}\|_{L^p(B_1)} + \|\mu\|_{L^q(B_1)}\} \frac{\varepsilon}{\delta^\kappa} + \tilde{b} \|\mu\|_{L^0(B_1)} \|\mu\|_{L^p(B_1)} \|\delta^\kappa / \varepsilon\| \frac{\varepsilon}{\delta^\kappa} \to 0
\]

for all \( x \in B_{1r} \), since \( \varepsilon > p \). In particular, \( \psi_\delta(0) < \delta^\kappa (\gamma r)^4 \) for small \( \delta > 0 \), so we have on \( \partial B_{1r} \) that \( u - \phi_\delta = u - \phi - \delta^\kappa r^4 < (u - \phi)(0) - \psi_\delta(0) = (u - \phi_\delta)(0) \). Hence \( u - \phi_\delta \) attains a strict local maximum at some point in \( B_{1r} \), say in the ball \( B_\delta(x_0) \subset B_{1r}(0) \), and the claim is proved. \( \Box \)
Therefore, by applying the definition of \( L^p \)-viscosity solution with strict local maximum at the point \( x_0 \), with respect to the test function \( \phi_\delta \), one finds

\[
F(x, u(x), D\phi_\delta(x), D^2\phi_\delta(x)) \geq f(x) - \varepsilon/2 \text{ a.e. } x \in B_r(x_0).
\]

So, using the latter and (3.4), we obtain

\[
\varepsilon/2 \leq F(x, u(x), D\phi_\delta(x), D^2\phi_\delta(x)) - F(x, u(x), D\phi(x), D^2\phi(x)) \\
\leq M^+(D^2(\delta|x|^4 + \psi_\delta)) + H(x, D\phi_\delta, D\phi) \\
\leq 4\delta|x|^2(2 + n\Lambda) + 4\delta\bar{b}(x)|x|^3 + (4\delta|x|^3)^{m-1}\mu(x) + \mathcal{L}^m[\psi_\delta] + \mu(x)|D\psi_\delta|^m \leq \varepsilon/4,
\]

a.e. \( x \in B_r(x_0) \). Here we have used (3.5) and the choice of \( \delta \), in addition to

\[
|D\phi_\delta|^{m-1} + |D\phi|^{m-1} \leq |D(\phi_\delta - \phi)|^{m-1} + 2|D\phi|^{m-1} \\
\leq (4\delta|x|^3)^{m-1} + |D\psi_\delta|^{m-1} + 2|D\phi|^{m-1}
\]

in the case \( m \in (1, 2) \), which derives a contradiction.

\[\square\]

**Proof of Proposition 3.1** It is immediate by Definition 2.1 that \( L^p \)-viscosity solutions are \( L^\nu \)-viscosity, since \( f \in L^\nu_{\text{loc}}(\Omega), \nu > p \). Suppose by contradiction that \( u \) is an \( L^\nu \)-viscosity but not \( L^p \)-viscosity subsolution of (3.3). Then, there exist \( x_0 \in \Omega, \varepsilon > 0, \) and \( \varphi \in W^{2,p}(B_{2r}(x_0) \setminus \overline{W^{2,\nu}(B_{2r}(x_0))}) \) such that \( u - \varphi \) attains a local maximum at \( x_0 \) in \( B_{2r} = B_{2r}(x_0) \), but

\[
F(x, u, D\varphi, D^2\varphi) \leq f(x) - \varepsilon \quad \text{a.e. in } B_r(x_0).
\] (3.6)

By Lemma 3.3 we may assume there exists \( \delta > 0 \) so that \( (u - \varphi)(x_0) = 0 \) and \( u - \varphi \leq -\delta \) on \( \partial B_r(x_0) \).

Let \( \varphi_k \in W^{2,\nu}(B_{2r}) \) with \( \varphi_k \to \varphi \) in \( W^{2,p}(B_r) \). Note that \( \varphi_k \to \varphi \) uniformly in \( B_{2r} \) since \( p > n/2 \). Then, for large \( k \) we have \( (u - \varphi_k)|_{\partial B_r} \leq -\delta/2 \leq (u - \varphi_k)(x_0) \). Hence, the definition of \( u \) as an \( L^\nu \)-viscosity solution of (3.3) yields

\[
F(x, u, D\varphi_k, D^2\varphi_k) \geq f(x) - \varepsilon/2 \quad \text{a.e. in } B_r(x_0).
\] (3.7)

By putting together (3.6) and (3.7) we find, for large \( k \),

\[
n(\lambda + \Lambda)|D^2(\varphi_k - \varphi)| + H(x, D\varphi_k, D\varphi) \geq F(x, u, D\varphi_k, D^2\varphi_k) - F(x, u, D\varphi, D^2\varphi) \\
\geq \varepsilon/2 \quad \text{a.e. in } B_r(x_0).
\]

Case 1) \( p \in (p_0, n) \). Note that, since \( p \geq 1 \), and \( p < n \) then in particular \( n > 1 \), i.e. \( n \geq 2 \).

Now, we integrate in \( B_r(x_0) \) both nonnegative sides of the inequality above, by writing

\[
H(x, \xi, \eta) = b(x)|\xi - \eta| + V(x, \xi, \eta),
\]

and use Hölder inequality to obtain

\[
\varepsilon/2 |B_r| \leq n(\lambda + \Lambda) \int_{B_r(x_0)} |D^2(\varphi_k - \varphi)| + \int_{B_r(x_0)} H(x, \varphi_k, \varphi) \text{ d}x \\
\leq n(\lambda + \Lambda)|\Omega|^{1-\frac{1}{p}} \|D^2(\varphi_k - \varphi)\|_{L^p(B_r)} + \|b\|_{L^p(\Omega)} \|D(\varphi_k - \varphi)\|_{L^p} \\
+ \int_{B_r} V(x, \varphi_k, \varphi) \text{ d}x,
\] (3.8)
where \( q' = \frac{p}{q-1} < \frac{n}{n-1} \leq \frac{pn}{n-p} = p^* \), since \( q > n \) and \( p \geq 1 \). Thus, Sobolev continuous inclusion yields

\[
\|D(\phi_k - \varphi)\|_{{L^p(B_r(x_0))}} \leq |\Omega|^{\frac{1}{p} - \frac{1}{p^*}} \|D(\varphi_k - \varphi)\|_{{L^{p^*}(B_r(x_0))}} \leq C \|D^2(\varphi_k - \varphi)\|_{{L^p(B_r(x_0))}},
\]

(3.9)

Now, we claim that

\[
\int_{B_r(x_0)} V(x, \varphi_k, \varphi) \, dx \leq C \|D^2(\varphi_k - \varphi)\|_{L^p(B_r(x_0))}^{\min(m,1)} \quad \text{for} \quad m \in (0, 2].
\]

(3.10)

Indeed, if \( m \in (0, 1] \), then

\[
\int_{B_r(x_0)} V(x, \varphi_k, \varphi) \, dx \leq \int_{B_r(x_0)} \mu(x) |D\phi_k - D\varphi|^{m} \, dx
\]

\[
\leq \|\mu\|_{L^q(\Omega)} \|D(\varphi_k - \varphi)\|^m_{L^{p'}}
\]

\[
= \|\mu\|_{L^q(\Omega)} \|D(\varphi_k - \varphi)\|^m_{L^{mq'}}
\]

\[
\leq \|\mu\|_{L^q(\Omega)} \|D(\varphi_k - \varphi)\|^m_{L^{p^*}(B_r(x_0))},
\]

by Hölder’s inequality as in (3.9), since \(mq' \leq q' = \frac{q}{q-1} < \frac{n}{n-1} \leq \frac{np}{n-p} = p^* \) for \( q > n \) and \( p \geq 1 \). Thus, again Sobolev embedding permits us concluding (3.10).

On the other hand, if \( m \in (1, 2] \) then we use the generalized Hölder inequality to write

\[
\int_{B_r(x_0)} V(x, \varphi_k, \varphi) \, dx \leq \int_{B_r(x_0)} \mu(x) |D(\varphi_k - \varphi)|(|D\varphi|^{m-1} + |D\phi_k|^{m-1}) \, dx
\]

\[
\leq \|\mu\|_{L^q(\Omega)} \|D(\varphi_k - \varphi)\|_{L^q(\Omega)} \|D\varphi\|_{L^{q(q-1)}} \|D\phi_k\|_{L^{q(q-1)}}
\]

\[
= \|\mu\|_{L^q(\Omega)} \|D(\varphi_k - \varphi)\|_{L^{mq'}} \|D\varphi\|_{L^{mq'}} \|D\phi_k\|_{L^{mq'}}
\]

where \( \frac{1}{q} + \frac{1}{q'} + \frac{1}{q} = 1 \), and we choose \( q_1 = q_2(m - 1) \). So, \( q_1 = \frac{mq}{q-1} < \frac{m}{n-2+m} \leq n \leq \frac{pn}{n-p} = p^* \), since \( q > \frac{n}{2-m} \) from (A2), and \( n \geq 2 \) (recall that we are in Case 1). Then, again Sobolev’s continuous inclusion produces (3.10).

Finally, if \( m = 2 \) it is simpler, since \( 2 \leq n \leq p^* \), and

\[
\int_{B_r(x_0)} V(x, \varphi_k, \varphi) \, dx \leq \|\mu\|_{L^\infty(\Omega)} \int_{B_r(x_0)} |D(\varphi_k - \varphi)|(|D\varphi| + |D\phi_k|) \, dx
\]

\[
\leq \|\mu\|_{L^\infty(\Omega)} \|D(\varphi_k - \varphi)\|_{L^2(\Omega)} \|D\varphi\|_{L^2(\Omega)} + \|D\phi_k\|_{L^2(\Omega)}
\]

Hence, by plugging the integral estimates in (3.9) and (3.10) into (3.8), we obtain

\[
\varepsilon/2 |B_r| \leq C \|\varphi_k - \varphi\|_{W^{2,p}(B_r(x_0))} \to 0 \quad \text{as} \quad k \to +\infty,
\]

which is impossible for \( \varepsilon > 0 \) fixed.

Case 2) \( p \geq n \). In this case Sobolev embedding yields \( W^{2,p} \subset W^{2,n} \subset W^{1,s} \) for all \( s < +\infty \); the proof is easier, since we do not have problems with the integrability of the gradient to be less than \( p^* \).

\[\square\]

4 The essential arranging tools

Our first step towards accessing regularity estimates of gradient type is to approximate our equation by the corresponding homogeneous one with frozen coefficients, which already enjoys “good regularity estimates”. 

\[\heartsuit\ Springer\]
4.1 Approximation Lemma

Let us consider, as in [8, Chapter 8] and [36, Lemma 3.1], a slightly smaller version of $\beta_F$ given by

$$\bar{\beta}(x, x_0) = \bar{\beta}_F(x, x_0) := \sup_{X \in \mathbb{S}^n} \frac{|F(x, 0, X) - F(x_0, 0, X)|}{\|X\| + 1}. \quad (4.1)$$

We point out that the control of oscillation considering (4.1) in place of (1.6) usually produces estimates which are not optimal, in the sense of appearing 1 on the right hand side. This is irrelevant when only a priori bounds are considered, as in [38], while it could be an issue in some stability arguments.

In what follows, $\bar{\beta}_F$ will be an auxiliary function used in approximation arguments.

Our first goal is to approximate solutions of (1.1) through first order perturbations. The method essentially relies on stability-like and compactness arguments, cf. [9, Lemma 6.3], [14, Theorem 1], [16, Lemma 2.6], [40, Theorem 2.2].

The quadratic regime $m = 2$ for $p > n$ was treated in [36, Lemma 3.1]. Here, we need to work a bit more in that reasoning to obtain an approximation result applicable under the sublinear regime. We also cover the quadratic growth when $p = n$, since this is needed to prove Log-Lipschitz estimates.

**Lemma 4.1** Let $F$ satisfy (A1)–(A2) in $B_1$, $f \in L^p(B_1)$. Let $\psi \in C^1(\partial B_1)$ with $\|\psi\|_{C^1(\partial B_1)} \leq K_0$, and $\mathfrak{B} \in \mathbb{R}^n$. Then, for every $\epsilon > 0$, there exists $\delta \in (0, 1)$, $\delta = \delta(\epsilon, n, p, q, \varrho, \lambda, \Lambda, \tau, K_0)$, such that

$$\max \left\{ \|\bar{\beta}_F(\cdot, 0)\|_{L^p(B_1)}, \|f\|_{L^p(B_1)}, \|\mu\|_{L^q(B_1)}(|\mathfrak{B}|^m + 1), \|b\|_{L^p(B_1)}(|\mathfrak{B}| + 1) \right\} \leq \delta \quad (4.2)$$

imply that any two $L^p$-viscosity solutions $v$ and $h$ of

$$\begin{cases}
F(x, Dv + \mathfrak{B}, D^2v) = f & \text{in } B_1 \\
v = \psi \text{ on } \partial B_1
\end{cases} \quad \begin{cases}
F(0, 0, D^2h) = 0 & \text{in } B_1 \\
h = \psi \text{ on } \partial B_1
\end{cases}$$

satisfy $\|v - h\|_{L^\infty(B_1)} \leq \epsilon$.

**Remark 4.2** We have omitted the zero order term in (1.2) for simplicity of notation, but a similar argument could also include linear perturbations in the form $L(x) = \mathfrak{A} + \mathfrak{B} \cdot x$, $\mathfrak{A} \in \mathbb{R}$; see [36] for details.

**Proof** Let us prove that for all $\epsilon > 0$, there exists $\delta \in (0, 1)$ satisfying (4.2), with $\delta \leq \tilde{\delta}^{1 \over 2mN}$, where $\tilde{\delta}$ and $N = N(n, m, p, q, \varrho) (N = 0$ if $p > n)$ are the constants from Proposition 2.4 if $m > 1$.

By contradiction, we assume that the conclusion of Lemma 4.1 is not true. Then, there exist $\epsilon_0 > 0$ and a sequence of operators $F_k$ satisfying (A1) for $b_k \in L^q_0(B_1)$, $\mu_k \in L^q_0(B_1)$, $f_k \in L^p(B_1)$, $\mathfrak{B}_k \in \mathbb{R}^n$; also $\delta_k \in (0, 1)$ satisfying $(2\delta_k^2)^m \leq \tilde{\delta}_k$ with $\tilde{\delta}_k, N (N = 0$ if $p > n)$ from Proposition 2.4 so that

$$\max \left\{ \|\bar{\beta}_{F_k}(\cdot, 0)\|_{L^p(B_1)}, \|f_k\|_{L^p(B_1)}, \|\mu_k\|_{L^q(B_1)}(|\mathfrak{B}_k|^m + 1), \|b_k\|_{L^p(B_1)}(|\mathfrak{B}_k| + 1) \right\} \leq \delta_k,$$

with $\delta_k \to 0$; and $v_k, h_k \in C(\overline{B_1}) L^p$-viscosity solutions of

$$\begin{cases}
F_k(x, Dv_k + \mathfrak{B}_k, D^2v_k) = f_k & B_1 \\
v_k = \psi_k \text{ on } \partial B_1
\end{cases} \quad \begin{cases}
F_k(0, 0, D^2h_k) = 0 & B_1 \\
h_k = \psi_k \text{ on } \partial B_1
\end{cases}$$

This completes the proof.
where \( \| \psi_k \|_{C^2(\partial B_1)} \leq K_0 \), but \( \| v_k - h_k \|_{L^\infty(B_1)} > \varepsilon_0 \).

Let us first show that there exists a universal positive constant \( C_0 \) such that
\[
\| v_k \|_{L^\infty(B_1)}, \| h_k \|_{L^\infty(B_1)} \leq C_0 \quad \text{for large } k.
\]

Indeed, \( \mathcal{M}^-(D^2 h_k) \leq 0 \leq \mathcal{M}^+(D^2 h_k) \) in \( B_1 \) yields \( \| h_k \|_{L^\infty(B_1)} \leq \| \psi_k \|_{L^\infty(\partial B_1)} \leq K_0 \).

For \( v_k \) we set
\[
L^\pm_k[w] = \mathcal{M}^\pm(D^2 w) \pm b_k(x)|Dw|, \quad g_k(x) = b_k(x)|\mathcal{B}_k| + 2\mu_k(x)|\mathcal{B}_k|^{m}.
\]

Note that \( v_k \) is an \( L^p \)-viscosity solution of the inequalities
\[
L^+_k[v_k] + 2\mu_k(x)|Dv_k|^m + g_k \geq F_k[v_k] - 2\mu_k(x)|Dv_k|^m - g_k \quad \text{in } B_1,
\]
with
\[
(\| f_k \|_{L^p(B_1)} + \| g_k \|_{L^p(B_1)} + \| \mu_k \|_{L^q(B_1)}) \leq 2\varepsilon^2_k \leq \varepsilon^2_k \quad \text{for all } k \in \mathbb{N} \quad \text{if } m \in (1, 2].
\]

Then, by applying ABP in \( B_1(0) \) with RHS equal to \( |f_k| + g_k \) yields
\[
\| v_k \|_{L^\infty(B_1)} \leq \| v_k \|_{L^\infty(\partial B_1)} + C^k_A W_k, \quad W_k
\]
\[
= \begin{cases} \| f_k \|_{L^p(B_1)} + \| g_k \|_{L^p(B_1)} + \| \mu_k \|_{L^q(B_1)} & \text{if } m \in (0, 1) \\ \| f_k \|_{L^p(B_1)} + \| g_k \|_{L^p(B_1)} & \text{if } m \in [1, 2]. \end{cases}
\]

Since \( \| b_k \|_{L^\infty(\partial B_1)} \leq C \) for large \( k \), then \( v_k \) also verifies (4.3). Next, by global \( C^{0,\beta} \) estimate in Proposition 2.7, there exists \( \beta \in (0, 1) \) such that
\[
\| v_k \|_{C^{0,\beta}(\overline{B_1})}, \| h_k \|_{C^{0,\beta}(\overline{B_1})} \leq C.
\]

Here, \( \beta \) and \( C > 0 \) do not depend on \( k \), since \( \| \mu_k \|_{L^q(B_1)} \), \( \| b_k \|_{L^p(B_1)} \), \( \| f_k \|_{L^p(B_1)} \), \( \| b_k \|_{L^\infty(\partial B_1)} \leq 1 \) for large \( k \). Thus, up to subsequences, one has \( v_k \rightarrow v_\infty \) and \( h_k \rightarrow h_\infty \) in \( C(\overline{B_1}) \) as \( k \rightarrow \infty \), for some \( v_\infty \), \( h_\infty \in C(\overline{B_1}) \) with \( v_\infty = h_\infty = \psi_\infty \) on \( \partial B_1 \). Further, a subsequence of \( F_k(0, 0, X) \) uniformly converges on compact sets of \( S^n \) to some uniformly elliptic operator \( F_\infty \).

Next, we claim that both \( v_\infty \) and \( h_\infty \) are \( C \)-viscosity solutions of \( F_\infty(D^2 u) = 0 \) in \( B_1 \), \( u = \psi_\infty \) on \( \partial B_1 \). For \( h_\infty \) this follows by taking the uniform limits at the equation satisfied by \( h_k \). For \( v_\infty \) we infer that this follows by a stability argument. To see this, for any \( \varphi \in C^2(B_1) \) we set
\[
\Phi_k(x) := F_k(x, D\varphi + \mathcal{B}_k, D^2 \varphi) - F_k(x) - F_\infty(D^2 \varphi),
\]
so we verify that \( \| \Phi_k \|_{L^p(B_1)} \rightarrow 0 \) as \( k \rightarrow \infty \). In fact, by splitting \( \Phi_k = \Xi_1 + \Xi_2 + \Xi_3 - f_k \), where
\[
\Xi_1 := F_k(x, D\varphi + \mathcal{B}_k, D^2 \varphi) - F_k(x, 0, D^2 \varphi) \\
\Xi_2 := F_k(x, 0, D^2 \varphi) - F_k(0, 0, D^2 \varphi) \\
\Xi_3 := F_k(0, 0, D^2 \varphi) - F_\infty(D^2 \varphi),
\]
we have \( \| \Xi_i \|_{L^p(B_1)} \rightarrow 0, i = 1, 2, 3 \), since
\[
|\Xi_1| \leq 2\mu_k(x)(|D\varphi|^m + |\mathcal{B}_k|^m) + b_k(x)(|D\varphi| + |\mathcal{B}_k|) \quad \text{and} \quad \| \Xi_2 \|_{L^p(B_1)} \leq \| \beta F_k(\cdot, 0) \|_{L^p(B_1)}(\| D^2 \varphi \|_\infty + 1).
\]

Hence, if \( m \in [1, 2] \) it is enough to apply Proposition 2.5.
On the other side, if \( m \in (0, 1) \) we work directly with the definition of \( C \)-viscosity solution for \( v_\infty \). To show the subsolution case, assume on the contrary that there exists \( x_0 \in B_1, \varepsilon, \delta > 0 \) and a ball \( B \subset B_1 \) centered at \( x_0 \) such that \( F_\infty(D^2\varphi) < -\varepsilon \) in \( B \), with \( v_\infty - \varphi \) having a local maximum at \( x_0 \). w.l.g. we can assume it to be zero and strict, i.e. \( (v_\infty - \varphi)(x_0) = 0, v_\infty - \varphi < 0 \) in \( B \setminus \{x_0\} \), with \( v_\infty - \varphi < -2\delta \) on \( \partial B \) (see for instance Lemma 3.3 for equations without lower order terms). Since \( v_k \rightarrow v_\infty \) uniformly, we have \( (v_k - \varphi)(x_0) > -\delta > (v_k - \varphi)_{|\partial B} \) for large \( k \).

Now, by [23, Theorem 3.1], let \( \varphi_k \) be a strong solution of

\[
\mathcal{L}^+_m, \kappa [\varphi_k] = -\Phi_k^+ \quad \text{in } B, \quad \varphi_k = 0 \quad \text{on } \partial B, \quad \varphi_k \in W^{2,p}_0(B) \cap C(\overline{B}),
\]

where \( \mathcal{L}^+_m, \kappa \) is the operator in (1.3) for \( b_k, 2\mu_k \) in place of \( b, \mu \). Since \( \|\mu_k\|_{L^p(B)} \rightarrow 0 \) as \( k \rightarrow +\infty \), then ABP in the sublinear regime (Proposition 2.3) yields \( \|\varphi_k\|_{L^\infty(B)} \rightarrow 0 \). Further,

\[
F_k(x, D\varphi + D\varphi_k + \mathfrak{B}_k, D^2\varphi + D^2\varphi_k)) - f_k \\
\leq \{F_k(x, D\varphi + \mathfrak{B}_k, D^2\varphi) - f_k\} + \mathcal{L}^+_m, \kappa [\varphi_k] \leq \Phi_k - \Phi_k^+ + F_\infty(D^2\varphi) \leq -\varepsilon \quad \text{a.e. in } B.
\]

But this produces a contradiction with the definition of \( v_k \) as a subsolution, since for large \( k \),

\[
(v_k - (\varphi + \varphi_k))(x_0) = (v_\infty - \varphi)(x_0) + ((v_k - v_\infty)(x_0) + \varphi_k(x_0)) > -\delta \\
> (v_\infty - \varphi)_{|\partial B} + ((v_k - v_\infty) + \varphi_k)_{|\partial B} = (v_k - (\varphi + \varphi_k))_{|\partial B}
\]

and \( v_k - (\varphi + \varphi_k) \) would have a maximum in the interior of \( B \).

Analogously, one shows the supersolution case. Thus, \( v_\infty \) satisfies \( F_\infty(D^2v_\infty) = 0 \) in the \( C \)-viscosity sense in \( B_1 \). Finally, by Proposition 2.6 (ii) we have \( v_\infty = h_\infty \) in \( B_1 \), which contradicts \( \|v_\infty - h_\infty\|_{L^\infty(B_1)} \geq \varepsilon_0 \), and so concludes the proof. \( \square \)

Finally, we move to a scaling approach in order to put our equation in terms of the smallness assumptions prescribed by the approximations lemmas above.

### 4.2 Normalization through scaling

Notice that if \( m \neq 2 \), the normalization/reduction reasoning in Lemma 4.1 follows through a standard scaling argument (see, [7,8,45]), which does not make use of local Hölder estimates (Theorem 1.2). Nevertheless, the quadratic regime \( m = 2 \) is similar to the one treated in [36], in light of [51].

Let \( \Omega' \subset \subset \Omega \) be a domain. Consider \( K_1 \) and \( \beta \) the pair given by the \( C^\beta \) local superlinear estimate (Theorem 1.2) for \( \Omega' \), related to the initial \( n, \mu, \lambda, \Lambda, \mu, \|b\|_{L^p(\Omega)}, \text{dist}(\Omega', \partial \Omega) \) and \( C_0 \) such that

\[
\|u\|_{C^{0,\beta}(\overline{\Omega'})} \leq K_1 W_{u, \mu, \lambda, \Lambda, \|b\|_{L^p(\Omega)}}, \text{dist}(\Omega', \partial \Omega), \|f\|_{L^p(\Omega)}, \quad \text{for } W \text{ as in (1.4)}. \quad (4.5)
\]

Also, let \( K_2 \geq 1 \) and \( \tilde{a} \) be the constants of Proposition 2.6(i) associated to \( n, \lambda, \Lambda \) in the ball \( B_1(0) \). w.l.g. we can suppose \( K_1 \geq \tilde{K}_1 \) and \( \beta \leq \tilde{\beta} \), where \( \tilde{K}_1, \tilde{\beta} \) is the pair of \( C^{0,\beta} \) local estimates in the ball \( B_1 \) with respect to an equation with given constants \( n, m, p, q, \varrho, \lambda, \Lambda \) and bounds on the coefficients \( \|\mu\|_{L^q(B_2)} \leq 2 \) and \( \|b\|_{L^p(B_2)} \leq 1 \), for solutions \( u \) in \( B_2 \) with \( \|u\|_{L^\infty(B_2)} \leq 1 \).

Let us bear in mind some constants. First, let \( \theta \) and \( r_0 = r_0(\theta) \) be such that \( (H_0) \) holds for all \( r \leq \min[r_0, \text{dist}(x_0, \partial \Omega)] \), for all \( x_0 \in \Omega \). We also fix constants \( \delta > 0 \) and \( \kappa = \)
\( \kappa(m, p, q, \varrho, K_2) > 0 \). These \( \theta, \delta, \kappa \) will be chosen appropriately in the proof of the main theorems.

For ease of notation say \( 0 \in \Omega' \) and set \( s_0 = \min(r_0, \text{dist}(0, \partial \Omega')) \). Let \( \sigma \leq \frac{\sigma_0}{2} \) be such that

\[
\sigma^\nu M \leq \frac{\delta}{\kappa}
\]  

(4.6)

where \( M = \max \{1, \|b\|_{L^p(\Omega)} \} \) and

\[
\nu = \min \left\{ 2 - \ell - \frac{n}{p}, 1 - \frac{n}{q} \right\} \quad \text{with } \ell = 1 \text{ if } p > n, \text{ while } \ell < 2 - \frac{n}{p} \text{ if } p_0 < p \leq n.
\]

Up to making \( \nu \) smaller and \( M \) larger, we can assume in addition, in the superlinear regime \( m > 1 \), that

\[
\begin{align*}
\nu &\leq 2 - m - \frac{n}{q} \quad \text{and} \quad M \geq W_0^{m-1} \| \mu \|_{L^q(\Omega)} \text{ if } m \in (1, 2 - \frac{n}{q}) \\
\nu &\leq \beta \quad \text{and} \quad M \geq (1 + 2^\beta K_1) W_0 \| \mu \|_{L^q(\Omega)} \text{ if } m = 2
\end{align*}
\]

Here \( \sigma \) depends on \( s_0, \delta, n, p, q, \varrho, m, \|b\|_{L^p(\Omega)}, \|\mu\|_{L^q(\Omega)}, K_1, K_2, \kappa, W_0 \). We highlight that \( \sigma \) does not depend on \( W_0 \) if \( m \leq 1 \).

In particular, \( \tilde{B}_{2\sigma}(0) \subset \Omega' \) and we may define

\[
N = N(0) = \begin{cases} 
\sigma^\nu W + \sup_{x \in B_2} |u(\sigma x) - u(0)|; & \text{if } m = 2, \\
W & \text{if } m \neq 2.
\end{cases}
\]

Then, by construction and \( C^\beta \) local estimate (Theorem 1.2), if \( m = 2 \) then \( N \) is uniformly bounded by

\[
\sigma^\nu W \leq N \leq (\sigma + 2^\beta K_1 \sigma^\delta) W \leq (1 + 2^\beta K_1) W_0 \sigma^\beta.
\]  

(4.7)

Similarly to [36, Claim 3.2], one sees that the function

\[
\tilde{u}(x) = \begin{cases} 
\frac{|u(\sigma x) - u(0)|}{N} & \text{if } m = 2, \\
\frac{u(\sigma x)}{N} & \text{if } m \neq 2,
\end{cases}
\]

is an \( L^p \)-viscosity solution of \( \tilde{F}[\tilde{u}] = \tilde{f}(x) \) in \( B_2 \), where \( \tilde{F}(x, \eta, X) = \frac{\sigma^2}{N^2} F(\sigma x, N \sigma \eta, \frac{N}{\sigma} X) \), \( \tilde{f}(x) = \sigma^2 f(\sigma x)/N \), \( \tilde{F} \) satisfying (A1) for \( \tilde{b}(x) = \sigma b(\sigma x) \) and \( \tilde{\mu}(x) = N^{m-1} \sigma^{2-m} \mu(\sigma x) \).

Then, from (4.6),

\[
\|\tilde{u}\|_{L^\infty(B_2)} \leq 1, \quad \|\tilde{b}\|_{L^p(B_2)} = \sigma^{1 - \frac{n}{q}} \|b\|_{L^p(B_{2\sigma})} \leq \frac{\delta}{\kappa},
\]

\[
\|\tilde{f}\|_{L^p(B_2)} = \sigma^{2 - \frac{n}{q}} N \|f\|_{L^p(B_{2\sigma})} \leq \sigma^{2 - \frac{n}{q}} \frac{\|f\|_{L^p(\Omega)}}{W} \leq \delta,
\]

\[
\|\tilde{\mu}\|_{L^q(B_2)} = N^{m-1} \sigma^{2-m-\frac{n}{q}} \|\mu\|_{L^q(B_{2\sigma})} \leq \begin{cases} 
(1 + 2^\beta K_1) W_0 \|\mu\|_{L^q(\Omega)} \sigma^\beta & \text{if } m = 2, \ q = \infty, \\
W_0^{m-1} \|\mu\|_{L^q(\Omega)} \sigma^{2-m-\frac{n}{q}} & \text{if } m \in [1, 2 - \frac{n}{q}], \\
\frac{\|\mu\|_{L^q(\Omega)}}{W^{1-m}} \sigma^{2-m-\frac{n}{q}} & \text{if } m \in (0, 1),
\end{cases}
\]

thus \( \|\tilde{\mu}\|_{L^q(B_2)} \leq \frac{\delta}{\kappa} \) for the choice of \( \varrho, q \) given in (A2). Moreover,

\[
\|\tilde{\beta}_F(\cdot, 0)\|_{L^p(B_1)} = \left( \int_{B_{\sigma}(0)} (\tilde{\beta}_F(y, 0))^p \, dy \right)^{1/p} \leq \delta, \quad \text{by choosing } \theta = \delta.
\]
Therefore, under (A2),
\[
\|\tilde{u}\|_{L^\infty(B_2)} \leq 1, \quad \|\tilde{\beta}_F(\cdot, 0)\|_{L^p(B_1)} \leq \delta, \quad \|\tilde{\mu}\|_{L^p(B_2)} \leq \frac{\delta}{\kappa}, \quad \|\tilde{b}\|_{L^p(B_2)} \leq \frac{\delta}{\kappa}, \quad \|\tilde{f}\|_{L^p(B_2)} \leq \delta. \tag{4.8}
\]

In particular, \(\tilde{F}, \tilde{u}, \tilde{\mu}, \tilde{b}\) (with \(\mathfrak{B}, \mathfrak{C} = 0\)) satisfy Lemma 4.1 hypotheses. Further, if for instance we show that \(\|\tilde{u}\|_{C^{1,\alpha}(\overline{B}_1)} \leq C\), then we get \(\|u\|_{C^{1,\alpha}(\overline{B}_\sigma)} \leq CW\), where \(C\) depends on \(\sigma\). Finally, we apply a covering argument for \(\Omega'\). For the other norms the reasoning is analogous.

We just write \(F, u, M, \mu, b\) as the shorthand notation for \(\tilde{F}, \tilde{u}, \tilde{\mu}, \tilde{b}\). In other words, in what follows we may assume w.l.g. that the original data \(F, u, M, \mu, b\) satisfy the smallness regime (4.8).

## 5 General regularity theory

The strategy for proving optimal regularity estimates is based on a refined compactness method from the geometric tangential analysis in [7,9,45,48,51]. It relies on control of oscillation decay, which permits us to access the corresponding regularity theory available for pure second order operators with frozen coefficients.

### 5.1 Hölder regularity: Proof of Theorem 1.3

We start proving a fundamental lemma which provides the first step in the iteration process. The core idea is to approximate solutions of (1.1) by constants, as in [16,48].

**Lemma 5.1** Let \(u\) be an \(L^p\)-viscosity solution for (1.1) in \(B_2\) with \(\|u\|_{L^\infty(B_2)} \leq 1\). Given \(0 < \alpha_0 < 1\), there exist \(\delta > 0\) and \(0 < \gamma \ll 1\), depending only on \(n, \lambda, \Lambda, \alpha_0\), so that if (4.2) and (A2) are in force for \(p_0 < p < n\), then
\[
\sup_{B_\gamma} |u - a| \leq \gamma^{\alpha_0} \text{ for some } a \in \mathbb{R}, \text{ with } |a| \leq C(n, \lambda, \Lambda).
\]

**Proof** We fix \(\varepsilon = \varepsilon(n, \lambda, \Lambda, \delta) > 0\) to be chosen, and \(0 < r_0 \leq 1\) as the constant which appears in the hypotheses of Theorem 1.3. Let \(h\) be a solution of \(F(0, 0, D^2h) = 0\) in \(B_2\) satisfying \(\sup_{B_1} |u - h| \leq \varepsilon\), given by Lemma 4.1. This \(\varepsilon\) produces a \(\delta = \delta(\varepsilon)\) in (4.2), which we assume \(\delta \leq \varepsilon\). By the regularity theory available for \(h\), see for instance [7,8] and [50], one can estimate
\[
|h(x) - h(0)| \leq C|x| \quad \text{for all } |x| < 1, \quad |h(0)| \leq c_0, \quad C = C(n, \lambda, \Lambda). \tag{5.1}
\]

For \(a = h(0)\), and the constant \(c_0\) given in (5.1), it follows then
\[
\sup_{B_\gamma} |u - a| \leq \sup_{B_\gamma} |u - h| + \sup_{B_\gamma} |h - h(0)| \leq \delta + c_0 \gamma.
\]

Now, it is enough setting \(\gamma = \min\{r_0, (1/2c_0)^{1/\alpha_0}\}\) and \(2\varepsilon = \gamma^{\alpha_0}\) to conclude the proof. 

**Proof of Theorem 1.3** Set \(\alpha_0 = 2 - \frac{n}{p} \in (0, 1)\). Via the scaling process in Sect. 4.2, we may assume (4.8) with \(\kappa = 1\), where \(\delta\) is the universal constant from Lemma 5.1. Then, take \(\theta = \delta\) and assume \(r_0 = 1\). Our goal is to iterate the conclusion of Lemma 5.1. For a fixed
Finally, for $0 < \gamma \ll 1$ is given by Lemma 5.1, for $\alpha_0$ as above.

Let us perform an induction argument. Notice that Lemma 5.1 gives the first step of induction, for $k = 1$. Now suppose the $k^{th}$ step is verified. We define

$$v_k(x) = \frac{u(y + r_kx) - a_k}{r_k^{\alpha_0}}$$

and $F_k(x, \xi, X) = r_k^{2-\alpha_0} F(y + r_kx, r_k^{-1+\alpha_0} \xi, r_k^{-2+\alpha_0} X)$. Then, $F_k$ fulfills (A1) for $b_{F_k}(x) = r_k b(y + r_kx)$, and $\mu_{F_k}(x) = r_k^{1+(1-\alpha_0)(1-m)} \mu(y + r_kx)$. Moreover by the induction hypothesis, $v_k$ satisfies $|v_k| \leq 1$ and

$$F_k(x, Dv_k, D^2v_k) = r_k^{2-\alpha_0} f(y + r_kx) =: f_k(x) \text{ in } B_2,$$

in the $L^p$-viscosity sense. One easily computes

$$\|f_k\|_{L^p(B_1)} = r_k^{\frac{2-n}{q} - \alpha_0} \|f\|_{L^p(B_2)} \leq \frac{1}{\delta}, \quad \|\mu_{F_k}\|_{L^q(B_1)} = r_k^{1-\frac{n}{q} + (1-\alpha_0)(1-m)} \|\mu\|_{L^q(B_2)} \leq \delta,$$

$$\|\beta_{F_k}\|_{L^p(B_1)} \leq \max\{1, r_k^{2-\alpha_0}\} \|\beta_F\|_{L^p(B_1(y))} \leq \delta,$$

since $\alpha, \beta > n$, $\alpha_0 = 2 - \frac{n}{p}$, and

$$A := 1 - \frac{n}{q} + (1 - \alpha_0)(1-m) > 0, \quad \text{for all } m \in (0,2].$$

In fact, $A > 2 - \frac{n}{q} - m > 0$ if $m \in (1,2)$; while $A = 2 - \frac{n}{p} > 0$ by using $\frac{n}{q} = 0$ if $m = 2$. Then Lemma 5.1 provides the existence of real number $\bar{a}_k$, with $|\bar{a}_k| \leq C$, such that $\sup_{B_\gamma} |v_k - \bar{a}_k| \leq \rho^{\alpha_0}$. Thus, we set $\alpha_{k+1} := \alpha_k + r_k^{\alpha_0} \bar{a}_k$ and rescale back to the unit ball, by obtaining the $(k+1)^{th}$ step of the induction process. In addition, we have that $|\alpha_{k+1} - \alpha_k| \leq C r_k^{\alpha_0}$, so the sequence $\{\alpha_k\}_{k \geq 1}$ converges, with $\alpha_k \to u(y)$. Also,

$$|u(y) - a_k| \leq \frac{C r_k^{\alpha_0}}{1 - r_k^{\alpha_0}}. \quad (5.3)$$

Finally, for $0 < r < \gamma$, let $k$ such that $x \in B_{r_k}(y) \setminus B_{r_{k+1}}(y)$. It follows from (5.2), (5.3) that

$$\sup_{B_{r_k}(y)} \frac{|u(x) - u(y)|}{|x - y|^{\alpha_0}} \leq \frac{1}{1 - \gamma^{\alpha_0}} \sup_{B_{r_k}(y)} \frac{r_k^{\alpha_0}}{|x - y|^{\alpha_0}} \leq \frac{C^{\alpha_0}}{\gamma^{\alpha_0}}.$$

The last bound, combined with a standard covering argument provide the desired estimate.

\[\square\]

### 5.2 Borderline and gradient regularity: Proof of Theorems 1.5 and 1.6

In this section, we provide a unified proof to treat both cases $p = n$ and $p > n$.\[\bigotimes\] Springer
Proof  Step 1 Choice of constants

Assume $p \geq n$ and consider a fixed constant $\alpha$ such that

$$0 < \alpha \leq \min \left\{ 1 - \frac{n}{q}, 1 - \frac{n}{p}, 1 - \frac{n}{p} \right\} \quad \text{and} \quad \alpha < \tilde{\alpha} \text{ if } p > n, \quad \text{and} \quad \alpha = 0 \text{ if } p = n.$$  (5.4)

Then, we pick up $\gamma = \gamma(\alpha, \tilde{\alpha}, K_2) \in (0, 1/4]$, in addition to

$$2^{2+\tilde{\alpha}} K_2 \gamma^{\tilde{\alpha}} \leq \gamma^\alpha \quad \text{if } p > n.$$  (5.5)

Next, we define

$$\epsilon = \epsilon(\gamma) = K_2 (2\gamma)^{1+\tilde{\alpha}}.$$  (5.6)

Such an $\epsilon$ provides a $\delta = \delta(\epsilon) \in (0, 1)$, the constant of Lemma 4.1, which w.l.g. we assume to satisfy

$$\kappa \delta \leq \gamma^\alpha.$$  (5.7)

where the constant $\kappa$, given in Sect. 4.2, is defined by

$$\kappa = 2 (K_2 + K_2^m + K^2), \quad \text{where} \quad K = K_2 \gamma^{-\alpha} \quad \text{with} \quad \frac{1}{1-\alpha} + \frac{1}{1-\gamma} \geq K_2 \geq 1.$$  (5.8)

Finally, notice that $\sigma$, chosen in Sect. 4.2, then depends also on $\alpha, \tilde{\alpha}, \beta$, since $\delta = \delta(\epsilon)$.

Step 2 Iterations scheme

Now, we can proceed with Caffarelli’s iterations as in [7,8,45], which consists of finding a sequence of linear functions $l_k(x) = a_k + b_k \cdot x$ such that

1. $\|u - l_k\|_{L^\infty(B_{r_k})} \leq r_k^{1+\alpha}$,
2. $|a_k - a_{k-1}| \leq K_2 r_k^{1+\alpha}$, $|b_k - b_{k-1}| \leq K_2 r_k^{\alpha}$,
3. $|u - l_k|((r_k x) - (u - l_k)(r_k y)) \leq (1 + 3K_1) r_k^{1+\alpha} |x - y|^\beta$ for all $x, y \in B_1$,

for $r_k = \gamma^k$ for some $\gamma \in (0, 1)$, for all $k \geq 0$, with the convention that $l_{-1} \equiv 0$.

In the case $p > n$, this implies the existence of $a_0 \in \mathbb{R}, b_0 \in \mathbb{R}^n$ such that $a_k \to a$ and $b_k \to b$, since $|b_k - b| \leq K_2 r_k^{\alpha}$ and $|a_k - a| \leq K_2 r_k^{1+\alpha}$.

Notice that $|b_k| \leq \frac{1}{\gamma^{\alpha}(1-\gamma)} \leq K$ and $|l_k(x)| \leq K$ for all $x \in B_1$. Thus, for each $x \in B_1$ there exists $k \geq 0$ such that $r_{k+1} < |x| \leq r_k$ and

$$|u(x) - u(0) - Du(0) \cdot x| \leq C |x|^{1+\alpha}, \quad \text{and} \quad |Du(0)| \leq C,$$

since by definition of a differentiable function one has $a = u(0), b = Du(0)$.

Instead, if $p = n$ then $\alpha = 0$ corresponds to the existence of $a \in \mathbb{R}$ such that $a_k \to a$, since $|a_k - a| \leq K_2 r_k^{1+\alpha}$. Also, $|b_k| \leq \sum_{j=1}^k |b_j - b_{j-1}| \leq kK_2$ for $b_0 = 0$. Then, for $x \in B_1 \setminus \{0\}$ there exists $k \geq 0$ such that $r_{k+1} < |x| \leq r_k$ and

$$|u(x) - u(0)| \leq |u - l_k| + |u(0) - a_k| + |b_k|r_k \leq K_2 r_k \left(k + 1 + \frac{1}{1-\gamma}\right) \leq C |x| \ln |x|.$$

Hence, for any $x_0 \in \Omega$, we set $s_0 = \min\{r_0, \text{dist}(x_0, \partial \Omega')\}$ and $N = N(x_0)$ to get for the original $u$,

$$|u(x) - u(x_0) - Du(x_0) \cdot (x - x_0)| \leq CW|x - x_0|^{1+\alpha}, \quad |Du(x_0)| \leq CW \quad \text{if} \quad p > n;$$

$$|u(x) - u(x_0)| \leq CW|x - x_0| \ln |x - x_0| \quad \text{if} \quad p = n,$$

which implies the desired regularity estimates in the ball $B_{\sigma}(x_0)$. Thus, for the complete local estimate, we just take finitely many such points in order to cover $\Omega'$, see also [36] for further details.
Let us prove \((i)_k - (iii)_k\) by induction on \(k\). For \(k = 0\) we set \(a_0 = b_0 = 0\). Recall that \(\beta\) and \(K_1\) are the constants from the \(C^\beta\) local estimate (Theorem 1.2) in \(B_1\) such that 
\[
\|u\|_{C^\beta(B_1)} \leq K_1 (1 + \delta + 1) \leq 3K_1,
\]
which implies \((iii)_0\). Obviously \((i)_0\) and \((ii)_0\) are satisfied too. As the induction step, we suppose the items \((i)_k - (iii)_k\) valid in order to construct \(a_{k+1}\) and \(b_{k+1}\) for which \((i)_{k+1} - (iii)_{k+1}\) hold. Define
\[
v(x) = v_k(x) = \frac{(u - l_k(r_k x))}{r_k^{1 + \alpha}}, \text{ for all } x \in B_2. \quad (5.9)
\]
Note that \((i)_k\) says precisely that \(|v(x)| \leq 1\) for all \(x \in B_1\). Further, from this and \((iii)_k\) we get
\[
\|v\|_{C^\beta(B_1)} = \|v\|_{L^\infty(B_1)} + \sup_{x, y \in B_1, x \neq y} \frac{|v(x) - v(y)|}{|x - y|^\beta} \leq 2 + 3K_1 =: K_0.
\]
Similarly to [36], \(v\) is an \(L^p\)-viscosity solution of
\[
F_k(x, Dv + B_k, D^2v) = f_k(x) \quad \text{in } B_1,
\]
where \(f_k(x) = r_k^{1 - \alpha} f(r_k x)\), for \(B_k = r_k^{-\alpha} b_k\), and
\[
F_k(x, \eta, X) = r_k^{1-\alpha} F(r_k x, r_k^{-\alpha} \eta, r_k^{-\alpha-1} X),
\]
which satisfies (A1) for \(b_{F_k}(x) = r_k b(r_k x)\), and \(F_k(x) = r_k^{1 + (m - 1)\alpha} \mu(r_k x)\). Thus, using the choice of \(\alpha\), together with the estimates of the tilde-like coefficients, and \(r_k \leq 1\), we have
\[
\|\tilde{\beta}_{F_k}(\cdot, 0)\|_{L^p(B_1)} \leq \delta; \quad \|f_k\|_{L^p(B_1)} \leq r_k^{1 - \frac{n}{p} - \alpha} \|f\|_{L^p(B_{F_k})} \leq \delta,
\]
by the choice of \(\alpha\) in Sect. 4.2, for \(p > n\) one has
\[
\|b_{F_k}\|_{L^\infty(B_1)} (|\mathbb{B}_k| + 1) = r_k^{1-\alpha - \frac{n}{p}} (|b_k| + 1) \|b\|_{L^\infty(B_k)} \leq 2K \|b\|_{L^\infty(B_k)} \leq \delta,
\]
\[
\|\mu_{F_k}\|_{L^q(B_1)} (|\mathbb{B}_k|^m + 1) = r_k^{1-\alpha - \frac{m}{q}} (|b_k|^m + 1) \|\mu\|_{L^q(B_k)} \leq 2K^2 \|\mu\|_{L^q(B_k)} \leq \delta.
\]
On the other hand, if \(p = n\) then \(\alpha = 0\) and
\[
\|b_{F_k}\|_{L^\infty(B_1)} (|\mathbb{B}_k| + 1) = r_k^{1 - \frac{n}{q}} (|b_k| + 1) \|b\|_{L^\infty(B_k)} \leq 2K r_k^{1 - \frac{n}{q}} \|b\|_{L^\infty(B_k)} \leq \delta;
\]
\[
\|\mu_{F_k}\|_{L^q(B_1)} (|\mathbb{B}_k|^m + 1) = r_k^{1 - \frac{m}{q}} (|b_k|^m + 1) \|\mu\|_{L^q(B_k)} \leq 2K^2 k r_k^{1 - \frac{m}{q}} \|\mu\|_{L^q(B_k)} \leq \delta.
\]
Thus, \(F_k, \mu, F_k, b_{F_k}, B_k\) also satisfy Lemma 4.1 hypotheses.

Now, we take \(h = h_k \in C(B_1)\) the \(C\)-viscosity solution of \(F_k(0, 0, D^2h) = 0\) in \(B_1\), with \(h = v\) on \(\partial B_1\). By A.B.P we have \(\|h\|_{L^\infty(B_1)} \leq \|h\|_{L^\infty(\partial B_1)} \leq 1\) and by the \(C^{1, \tilde{\alpha}}\) local estimate (Proposition 2.6 (ii)), \(\|h\|_{C^{1, \tilde{\alpha}}(B_{(1/2)})} \leq K_2 \|h\|_{L^\infty(B_1)} \leq K_2\). Hence, by Lemma 4.1 applied to \(F_k, \mu, F_k, b_{F_k}, \psi = v \in \partial B_1, \tau = \beta, K_0\) and \(h\) we get, for \(\varepsilon\) given in (5.6), that
\[
\|v - h\|_{L^\infty(B_1)} \leq \varepsilon.
\]
Define \(\tilde{I}(x) = \tilde{l}_k(x) = h(0) + Dh(0) \cdot x\) in \(B_1\), then,
\[
\|v - \tilde{I}\|_{L^\infty(B_{2\gamma})} \leq \gamma^{1+\alpha}. \quad (5.10)
\]
In fact, by the choice of \(\gamma \leq \frac{1}{4}\) in (5.5), we have for all \(x \in B_{2\gamma}(0)\) that
\[
|v(x) - \tilde{I}(x)| \leq |v(x) - h(x)| + |h(x) - h(0) - Dh(0) \cdot x| \leq 2K_2 (2\gamma)^{1+\tilde{\alpha}} \leq \gamma^{1+\alpha}.
\]
Indeed, inequality (5.10) and the definition of $v$ imply
\[ |u(r_k x) - f_k(r_k x) - r_k^{1+\alpha} h(0) - r_k^{1+\alpha} Dh(0) \cdot x| \leq r_k^{1+\alpha} |y|^{1+\alpha} = r_k^{1+\alpha} \quad \text{for all } x \in B_{2r_k}, \]
which is equivalent to
\[ |u(y) - f_{k+1}(y)| \leq r_k^{1+\alpha} |y|^{1+\alpha} = r_k^{1+\alpha} \quad \text{for all } y = r_k x \in B_{2r_k} \quad \text{for } x \in B_{2r_k}, \]
where $f_{k+1}(y) := f_k(y) + r_k^{1+\alpha} h(0) + r_k^{1+\alpha} Dh(0) \cdot y$. Then, we define
\[ a_{k+1} = a_k + h(0)r_k^{1+\alpha}, \quad b_{k+1} = b_k + Dh(0)r_k^{1+\alpha}, \]
from where we obtain (i) $k+1$. Further, $|a_{k+1} - a_k| \leq K_2 r_k^{1+\alpha}$, $|b_{k+1} - b_k| \leq K_2 r_k^{1+\alpha}$, which is (ii) $k+1$. To finish we observe that, in order to prove (iii) $k+1$, it is enough to show
\[ \|v - \tilde{v}\|_{C^{\beta}(\overline{B}_1)} \leq (1 + 3K_1) |y|^{1+\alpha - \beta}. \tag{5.11} \]
Indeed, if $x, y \in B_1$ and (5.11) is true, then
\[ |u - f_{k+1}(r_{k+1}x) - (u - f_{k+1})(r_{k+1}y)| \leq (1 + 2K_1) r_{k+1}^{1+\alpha} |x - y|^{\beta}. \]

We obtain (5.11) by applying Theorem 1.2 to $w = v - \tilde{v}$ which is an $L^p$-viscosity solution of
\[ \mathcal{L}^-_{k,m}[w] \leq g_k(x), \quad \mathcal{L}^+_{k,m} \geq -g_k(x) \quad \text{in } B_2 \]
where $\mathcal{L}^\pm_{k,m}$ is the operator given in (1.3) with $b, \mu$ replaced by $b_F, 2\mu_F$, $g_k(x) = |f_k(x)| + b_F(x)|Dh(0)| + 2\mu_F(x)|Dh(0)|$, and using that $|\tilde{f}(x)| \leq |h(0)| + |Dh(0)||x| \leq \|h\|_{C^1(\overline{B}_{1/2})} \leq K_2$ for all $x \in B_1$, we have
\[ \|g_k\|_{L^p(B_1)} \leq \|f_k\|_{L^p(B_1)} + \|b_F\|_{L^p(B_1)}K_2 + 2\|\mu\|_{L^p(B_1)}K_2^m \leq (1 + K_2 + 2K_2^m) \delta \leq |y|^{\alpha}, \]
by Hölder inequality and definition of $\delta$ in (5.7). Thus, using the estimate above and (5.10) in the $C^\beta$ local estimate (Theorem 1.2), properly scaled to the ball of radius $\gamma$, yields
\[ [w]_{\beta, \mathcal{G}} \leq \begin{cases} \gamma^{-\beta} \tilde{K}_1 \left( \|w\|_{L^\infty(B_{2\gamma})} + \gamma^{2-\frac{n}{q}} \|g_k\|_{L^p(B_{2\gamma})} \right) & \text{if } m \geq 1, \\ \gamma^{-\beta} \tilde{K}_1 \left( \|w\|_{L^\infty(B_{2\gamma})} + \gamma^{2-\frac{n}{q}} \|g_k\|_{L^p(B_{2\gamma})} + \gamma^{\frac{2-n/q}{m}} \|\mu\|_{L^\infty(B_{2\gamma})} \right) & \text{if } 0 < m < 1, \end{cases} \]
\[ \leq \begin{cases} \gamma^{-\beta} K_1 \left( |y|^\alpha + \gamma^{2-\frac{n}{q}} \gamma^\alpha \right) & \text{if } m \geq 1, \\ \gamma^{-\beta} K_1 \left( |y|^\alpha + \gamma^{2-\frac{n}{q}} \gamma^\alpha + \gamma^{\frac{2-n/q}{m}} \right) & \text{if } 0 < m < 1, \end{cases} \]
\[ \leq \gamma^{-\beta} K_1 \left( |y|^\alpha + \gamma^{2-\frac{n}{q}} \gamma^\alpha + \gamma^{1+\alpha} \right) \leq 3K_1 |y|^{1+\alpha - \beta}, \]
by using $\alpha \leq 1 - \frac{n}{q}$ when $0 < m < 1$. Hence, $\|w\|_{C^\beta(\overline{B}_r)} = \|w\|_{L^\infty(B_r)} + [w]_{\beta, \mathcal{G}} \leq (1 + 3K_1) |y|^{1+\alpha - \beta}. \qed$

6 Further regularity estimates

Now we exploit finer regularity estimates coming from the methods and results obtained in the preceding sections. Throughout this section we assume $F$ has the form (1.10), for bounded coefficients $b, \mu$. 

\[ \text{Springer} \]
6.1 Hessian type regularity: Proof of Theorems 1.10 and 1.12

Note that an $L^n$-viscosity solution is in particular an $L^p$-viscosity solution for all $p > n$. These two notions are in fact equivalent by Proposition 3.1 when $f, b, \mu$ are bounded. In particular, we already know that a bounded solution $u$ considered either in Theorem 1.10 or Theorem 1.12, for $f \in L^\infty(\Omega)$, enjoys $C^{1,\alpha}$ regularity estimates. For instance, in the local case one already has estimate (1.9).

**Lemma 6.1** Assume hypothesis (A3), and let $u$ be an $L^p$-viscosity solution of (1.1), where $F$ has the form (1.10), $p > n$, and $b, \mu \in L^\infty(\Omega)$. Then $u$ is also an $L^p$-viscosity solution of

$$G(x, D^2u) = g(x) \text{ in } \Omega, \quad \text{where } |g| \leq |f| + b|Du| + \mu|Du|^m \in L^p(\Omega).$$

**Proof** When $m \geq 1$ this is the content of [36, Claim 4.2]. Although the arguments are similar, here we give a unified proof comprising also the case $m \in (0, 1)$ for the sake of completeness. First we observe that by our $C^{1,\alpha}$ local regularity estimates over the set $\Omega'' \subset \subset \Omega$ we get $u \in C^{1,\alpha}(\Omega'')$ for any $\Omega' \subset \subset \Omega''$, and $\|u\|_{C^{1,\alpha}(\Omega'')} \leq CW(\|f\|_{L^p(\Omega')})$, where $W$ is given in (1.4).

Now, to prove the lemma we suppose by contradiction that $u$ is not an $L^p$-viscosity subsolution of $G(x, D^2u) \geq g$ (the supersolution case is analogous). Then, there exist $\phi \in W^{2,p}(B_r), x_0 \in \Omega,$ and $r, \epsilon \in (0, 1)$ such that $u - \phi$ attains a local maximum at $x_0$, but $G(x, D^2\phi) \leq g(x) - \epsilon$ a.e. in $B_r(x_0)$. On the other hand, the definition of viscosity subsolution of (1.1), where $F$ is as in (1.10), yields

$$G(x, D^2\phi) + b|D\phi| + \mu|D\phi|^m \geq f(x) - \epsilon/2 \text{ a.e. in } B_r(x_0), \quad \text{where } b(x) \leq b_0, \mu(x) \leq \mu_0.$$  

Thus one gets for a.e. in $B_r(x_0)$, and for all $s \leq r$,

$$-\epsilon \geq G(x, D^2\phi) - g(x) \geq -b_0|Dh - D\phi| - \mu_0 \sigma_0(Dh, D\phi) - \epsilon/2,$$

where $\sigma_0(\xi, \eta) = |\xi - \eta|^m$ if $m \leq 1$, and $\sigma_0(\xi, \eta) = |\xi - \eta|(|\xi|^{m-1} + |\eta|^{m-1})$ if $m > 1$. Anyway, since $u - \psi \in C^1(B_r)$ with $D(h - \phi)(x_0) = 0$ one gets a contradiction by letting $s \to 0$. \hfill \Box

Now we are able to conclude the proof of Hessian regularity estimates.

Let us take a bounded $C^{1,1}$ domain $\Omega''$ such that $\Omega' \subset \subset \Omega'' \subset \subset \Omega$.

Firstly we note that the function $g$ in Lemma 6.1 satisfies $g \in L^\infty(\Omega'')$ when $\beta, b, f \in L^\infty(\Omega'')$ (Theorem 1.10), while $g \in C^\alpha(\Omega'')$ when $b, \mu, f \in C^\alpha(\Omega'')$ (Theorem 1.12). Next, we have that $u$ is an $L^n$-viscosity solution of $G(x, D^2u) = g$ in $\Omega''$ by Lemma 6.1 and Proposition 3.1. Then we obtain the corresponding regularity from the second order operator $G(x, X)$ without lower order terms. In the first case $u \in C^{1,\text{Log-Lip}}(\Omega')$ by [41]; while in the second case $u \in C^{2,\alpha}(\Omega'')$ by [7] and [6].

For the corresponding estimates we argue as follows. To make the proof short let us just write $\|u\|$ to mean the norm of $u$ either in $C^{1,\text{Log-Lip}}(\Omega')$ or $C^{2,\alpha}(\Omega'')$; we also denote simply $|f|_\alpha, |b|_\alpha, |\mu|_\alpha$ with $\alpha \geq 0$, for the norms in either $L^\infty(\Omega')$ when $\alpha = 0$, while in $C^\alpha(\Omega'')$ when $\alpha > 0$. With these conventions, we derive from [7,41] that

$$\|u\| \leq C \left( \|u\|_{L^\infty(\Omega')} + |g|_\alpha \right), \quad \alpha \in [0, 1),$$

for some universal positive constant $C$ depending only on $n, \lambda, \Lambda$, in addition to $\tilde{\alpha}, \theta, r_0$ from (A3), and on $\Omega'$, $\text{dist}(\Omega', \partial\Omega)$. Now it remains to estimate $|g|_\alpha$ from Lemma 6.1 in terms of the $C^{1,\alpha}$-norm of $u$ from Theorem 1.6, in order to obtain estimates (1.14) and (1.15).
Since \( u \in C^1(\Omega') \), we consider \( G(x, D^2 u) = g \) in \( \Omega'' \), and estimate
\[
|g|_{\alpha} \leq |f|_{\alpha} + |b|_{\alpha} \|u\|_{C^{1,\alpha}(\Omega')} + |\mu|_{\alpha} \|u\|^{m}_{C^{1,\alpha}(\Omega')}.
\]
In the case \( m = 1 \) then we are done by the \( C^{1,\alpha} \) estimates from [36] given in (1.9).

When \( m \in (1, 2] \) we assume \( \hat{W}([f]) \leq \hat{W}_0 \) where \( \hat{W} \) is defined in (1.13). Now, since
\[
\|u\|^{m}_{C^{1,\alpha}(\Omega')} \leq (C\hat{W}_0)^{m-1} \|u\|^{m}_{C^{1,\alpha}(\Omega')},
\]
we derive the estimates (1.14) and (1.15) directly.

Instead, if \( m \in (0, 1) \) we need to work a little bit more. Let us denote \( \omega = \|u\|_{L^\infty(\Omega)} + |f|_{\alpha} \), so
\[
[u] \leq C \left\{ \omega + |b|_{\alpha} C(\omega + |\mu|_{\alpha}^{1/m}) + |\mu|_{\alpha} C(\omega + |\mu|_{\alpha}^{1/m})^m \right\}.
\]
Then, we split the analysis in two cases: either (i) \( \omega \leq |\mu|_{\alpha}^{1/m} \), or (ii) \( \omega \geq |\mu|_{\alpha}^{1/m} \).

In case (i) we have \( |\mu|_{\alpha} (\omega + |\mu|_{\alpha}^{1/m})^m \leq 2^m |\mu|_{\alpha} |\mu|_{\alpha}^{1/m} = 2^m |\mu|_{\alpha}^{1-m} \); while case (ii) produces
\[
|\mu|_{\alpha} (\omega + |\mu|_{\alpha}^{1/m})^m \leq |\mu|_{\alpha} |\omega|^m + |\mu|_{\alpha}^{1-m},
\]
and by writing \( |\mu|_{\alpha} |\omega|^m = |\mu|_{\alpha}^{1-m} (\omega |\mu|_{\alpha}^{m})^m \leq |\mu|_{\alpha}^{1-m} \omega |\mu|_{\alpha}^{m} = \omega \), since \( m < 1 \).
Hence, the estimates (1.14) and (1.15) are also achieved in this case.

**Remark 6.2** When \( b, \mu \in L^\infty(\Omega) \), then \( u \) is pointwise twice differentiable a.e. in the sense of possessing a second order Taylor expansion, see [9]. Indeed, for \( m < 1 \), \( u \) is an \( L^p \)-viscosity subsolution of
\[
\mathcal{M}^+(D^2 u) + (b + m)|Du| \geq -f^-(x) - (1 - m) \mu^{1/m} \text{ in } \Omega'', \tag{6.1}
\]
since \( \mu|Du|^m \leq (1 - m)\mu^{1/m} + m|Du| \) by Young’s inequality. Then the twice superdifferentiable a.e. for \( u \) comes for instance from [9], since \( b \) is bounded. The subdifferentiable case for supersolutions is analogous. For the superlinear gradient growth with \( m \in (1, 2] \) see [38, Corollary 7.4].

### 6.2 Sobolev and BMO regularity estimates

In this section, we exploit some finer BMO estimates for solutions which are a priori in suitable Sobolev spaces and satisfying the respective estimates. They might be seen as an improvement of Log-Lipschitz regularity, in light of [17,39], see also [10].

**Definition 6.3** For \( p \in [1, +\infty) \), we say that \( f \in p\text{-BMO}(\Omega) \) if \( f \) is \( L^p \)-integrable in \( \Omega \) and
\[
[f]_{p\text{-BMO}(\Omega)} := \sup_{B \subset \Omega \text{ (ball)}} \left( \frac{1}{|B|} \int_B |f(x) - f_B|^p \, dx \right)^{1/p} < +\infty, \quad \text{with } f_B = \frac{1}{|B|} \int_B f(x) \, dx.
\]
When \( p = 1 \) one says simply that \( f \in \text{BMO}(\Omega) \).
As a consequence of John–Nirenberg inequality, BMO functions are $L^p$-integrable for all $p \in (1, +\infty)$ and the norms $p$-BMO and BMO are equivalent. Namely, it holds:

$$C_p^{-1} [f]_{\text{BMO} (\Omega)} \leq [f]_{p-\text{BMO} (\Omega)} \leq C_p [f]_{\text{BMO} (\Omega)} \quad \text{for } f \in \text{BMO} (\Omega),$$

(6.3)

where the constant $C_p > 0$ depends only upon $p$ and $n$. In particular, BMO($\Omega$) $\subset L^p (\Omega)$ for all $p \in [1, +\infty)$ whenever $\Omega$ is a bounded domain.

**Definition 6.4** We say that the Eq. (1.1) enjoys $W^{s,p}$ estimates if any bounded viscosity solution $u$ of (1.1) with $f \in L^p (\Omega)$ belongs to $W^{s,p}_{\text{loc}} (\Omega)$ and satisfies

$$\|u\|_{W^{s,p}(\Omega')} \leq C W(\|f\|_{L^p(\Omega)}), \quad \text{for any } \Omega' \subset \subset \Omega,$$

where $W$ is given in (1.4), and $C$ depends on $n, p, q, \lambda, \Lambda, \mu, \|b\|_{L^p(\Omega)}, \|\mu\|_{L^q(\Omega)}$, $\text{dist} (\Omega', \partial \Omega)$, $\text{diam} (\Omega)$, also on $C_1$ so that $W \leq C_1$ if $m > 1$.

If, in addition, $u = \psi$ on $\partial \Omega$ for some $\psi \in W^{s,p}(\Omega)$, then $u \in W^{s,p}(\Omega)$, and

$$\|u\|_{W^{s,p}(\Omega')} \leq C W(\|f\|_{L^p(\Omega)} + \|\psi\|_{W^{s,p}(\Omega)}),$$

where $W$ is given in (1.4), for a constant depending also on $\partial \Omega$.

We notice that $W^{s,p}$ estimates for solutions of (1.1) in the sense of Definition 6.3 yield BMO regularity estimates for the gradient and for the Hessian. Despite this could be known among specialists, we give a proof for the sake of completeness in order to illustrate an application of the iterations method.

**Theorem 6.5** (A priori BMO estimates) Let $u$ be a viscosity solution to (1.1), where $F$ has the form (1.10). Suppose that (1.1) enjoys $W^{s,p}$ estimates in the following sense:

(i) If $f \in L^n (\Omega), s = 1$, and $p = n$, then $|Du| \in n-\text{BMO}_{\text{loc}} (\Omega)$ and it satisfies

$$[Du]_{n-\text{BMO} (\Omega')} \leq C W(\|f\|_{L^n(\Omega)}), \quad \text{for any } \Omega' \subset \subset \Omega, \quad \text{with } W \text{ as in (1.4)};$$

(6.4)

(ii) If $f \in L^{\infty} (\Omega), s = 2$, and $p > n$, then $D^2 u \in p-\text{BMO}_{\text{loc}} (\Omega)$ and it holds

$$[D^2 u]_{p-\text{BMO} (\Omega')} \leq C \overline{W}(\|f\|_{L^{\infty}(\Omega)}), \quad \text{for any } \Omega' \subset \subset \Omega, \quad \text{with } \overline{W} \text{ as in (1.13)}.$$  

(6.5)

**Proof** First, we perform a scaling on the data $b, \mu, f, \bar{\beta}_F$ to ensure the smallness assumption (4.8) in the ball $B_2$. For (i), we approximate the rescaled $u$ by a viscosity solution of $G(0, D^2 h) = 0$ in $B_2$; and use the linear functions $l_k(x) = a_k + b_k \cdot x$ to iterate $v_k$ defined in (5.9) for $\alpha = 0$ (see Sect. 5.2). Hence, by invoking $W^{1,n}_{\text{loc}}$ estimates we get

$$\|D v_k\|_{L^n(B_1)} \leq C \{\|v_k\|_{L^n(B_2)} + \|f_k\|_{L^n(B_2)}\} \leq C.$$

Therefore, for $B^k = B_{r_k} (0)$ and $r_k = \gamma^k$, we have

$$\left(\int_{B^k} |Du - b_k|^n \right)^{\frac{1}{n}} = \left(\int_{B^k} |D(u - l_k)|^n \right)^{\frac{1}{n}} \leq \|D v_k\|_{L^n(B_1)},$$

thus

$$\left(\int_{B^k} |Du - (Du)_{B^k}|^n \right)^{\frac{1}{n}} \leq \left(\int_{B^k} |Du - b_k|^n \right)^{\frac{1}{n}} + \left(\int_{B^k} |b_k - (Du)_{B^k}|^n \right)^{\frac{1}{n}} \leq 2 \|D v_k\|_{L^n(B_1)} \leq C.$$
Finally, for \( r > 0 \), we choose an integer \( k \) such that \( 0 < \rho^{k+1} < r \leq \rho^k \), and return to the original \( u \). We thereby obtain the BMO estimate of the gradient in (6.4) after a covering argument.

For (ii) we approximate \( u \) by a viscosity solution of \( G(0, D^2 h + \xi_k) = g(0) \) in \( B_2 \) and iterate the quadratic polynomial functions

\[
\mathcal{P}_k(x) = a_k + b_k \cdot x + \frac{1}{2}(\xi_k x, x), \quad \text{via} \quad v_k = \frac{u_k(r_k x) - \mathcal{P}_k(r_k x)}{r_k^2},
\]

see the method in [41]. Thus, \( W^{2,p} \) estimates yield

\[
\|D^2 v_k\|_{L^p(B_1)} \leq C \left\{ \|v_k\|_{L^\infty(B_2)} + \|f_k\|_{L^\infty(B_2)} \right\} \leq C.
\]

As a consequence, one gets for \( B^k = B_{r_k}(0) \),

\[
\left( \int_{B^k} |D^2 u - \xi_k|^p \right)^{\frac{1}{p}} = \left( \int_{B^k} |D^2 (u - \mathcal{P}_k)|^p \right)^{\frac{1}{p}} \leq \|D^2 v_k\|_{L^p(B_1)},
\]

and so

\[
\left( \int_{B^k} |D^2 u - (D^2 u)_{B^k}|^p \right)^{\frac{1}{p}} \leq \left( \int_{B^k} |Du - \xi_k|^p \right)^{\frac{1}{p}} + \left( \int_{B^k} |\xi_k - (D^2 u)_{B^k}|^p \right)^{\frac{1}{p}} \leq 2 \|D^2 u\|_{L^p(B_1)} \leq C.
\]

Hence, for \( r > 0 \) we pick up an integer \( k \) so that \( 0 < r_{k+1} < r \leq r_k \). Then the previous sentence, the rescaling back to \( u \), and the equivalence on the \( p \)-BMO and BMO norms in (6.3) provide the desired BMO estimate (6.5) after a covering argument. \( \square \)

Examples of equations satisfying \( W^{s,p} \) estimates as in Definition 6.4 for linear gradient growth with bounded coefficients can be found in [17, Theorems 1.4] and [45, Corollary 2.2]. Moreover, in [46] it was pointed out that the same regularity estimates could be achieved for unbounded coefficients by using the variable change in [36]. Additionally, [30, Theorem 1.1] addresses local \( W^{2,p} \) estimates for linear and fully nonlinear elliptic equations with \( \mathcal{L}^n \)-drift. We also refer to [15,39] for \( W^{2,p} \) and BMO global/local estimates in the case \( m = 1 \) and bounded coefficients under relaxed convexity assumption; see also the discussion in Sect. 7.2 in order to include an unbounded \( \mu(x) \).

In the sequel, we bring forward a class of equations with nonlinear gradient growth for which we do obtain such crucial \( W^{s,p} \) regularity estimates (in the sense of Definition 6.4) required in Theorem 6.5. We begin by ensuring the validity of \textit{a priori} estimates in a unified way.

**Proposition 6.6** (Generalized Nagumo’s lemma) Let \( \Omega \subset \mathbb{R}^n \) be a bounded \( C^{1,1} \) domain. Let \( F \) satisfy (A1)–(A3), and \( f \in L^p(\Omega) \), \( p > n \). Suppose that there exists \( \theta > 0 \) such that \( (H_\theta) \) holds for some \( r_0 > 0 \) and for all \( x_0 \in \overline{\Omega} \). Then, strong solutions of (1.1) satisfy \( W^{2,p} \) estimates, for a constant also depending on \( r_0 \).

**Proof** We consider the global case; the local one it is analogous. Let \( \psi \in W^{2,p}(\Omega) \) with \( u = \psi \) on \( \partial \Omega \), then \( u \in C^{1,\alpha}(\overline{\Omega}) \) by Theorem 1.9 and Remark 1.7. Next, \( u \) satisfies \( F(x, 0, D^2 u) = g(x) \) a.e. in \( \Omega \), where

\[
g(x) := f(x) - F(x, Du, D^2 u) + F(x, 0, D^2 u) \in L^p(\Omega),
\]
since $|g(x)| \leq H(x, Du, 0) \in L^p(\Omega)$. Now, by the estimates in [45,52] one finds
\[
\|u\|_{W^{2,p}(\Omega)} \leq C \left( \|u\|_{L^\infty(\Omega)} + \|g\|_{L^p(\Omega)} + \|\psi\|_{W^{2,p}(\Omega)} \right)
\leq C \left( \|u\|_{L^\infty(\Omega)} + \|f\|_{L^p(\Omega)} + \|\mu\|_{L^p(\Omega)} \|u\|_{C^{1,\alpha}(\Omega)}^m + \|\psi\|_{W^{2,p}(\Omega)} + \|b\|_{L^p(\Omega)} \|u\|_{C^{1,\alpha}(\Omega)} \right).
\]
Now, it is matter of using our $C^{1,\alpha}$ estimates in Remark 1.7 to deduce
\[
\|u\|_{W^{2,p}(\Omega)} \leq CW \left( \|f\|_{L^p(\Omega)} + \|\psi\|_{C^{1,\alpha}(\Omega)} \right), \quad \text{where } W \leq W_0 \text{ is given in (1.4).} \quad (6.6)
\]
Indeed, we argue exactly as in the end of Sect. 6.1. The only difference is that now the computations and constant dependence lie on $\|\mu\|_{L^p(\Omega)}$ and $\|b\|_{L^p(\Omega)}$ in place of $|b|_{\alpha}$ and $|\mu|_{\alpha}$ there. \hfill $\Box$

**Proposition 6.7** ($W^{2,p}$ regularity) Assume (A1)–(A3). Then the equation (1.1), where $F$ has the form (1.10) with $h \equiv H$, enjoys $W^{2,p}$ estimates, in the sense of Definition 6.4, whenever $G$ is convex or concave in the $X$ entry, $f \in L^p(\Omega)$ for $p > n$, and $u$ is a bounded $L^p$-viscosity solution of (1.1).

**Proof** We just consider the local case, since the global one is analogous. By the a priori estimates in Proposition 6.6 it is enough to show the regularity conclusion $u \in W^{2,p}_{\text{loc}}(\Omega)$. We already know that $u \in C^{1,\alpha}_{\text{loc}}(\Omega)$ by Theorem 1.6. Let us take sequences $b_k, \mu_k \in L^\infty_{\text{loc}}(\Omega)$ with $b_k \to b$ in $L^q(\Omega)$ and $\mu_k \to \mu$ in $L^q(\Omega)$, and let $u_k$ be the $L^p$-viscosity solution of
\[
G(x, D^2 u_k + b_k(x)|Du_k| + \mu_k(x)|Du_k|^m) = f(x) \quad \text{in } B_{2r}, \quad u_k = u \text{ on } \partial B_{2r}, \quad (6.7)
\]
given by [23,25], for $m \in (0,1)$ and $m \in [1,2]$ respectively. Here the solution $u_k$ exists up making $r$ smaller. Moreover, $u_k \in C^1(\overline{B}_{2r})$ by Remark 1.7.

We claim that $u_k \in W^{2,p}_{\text{loc}}(B_{2r})$. Indeed, by Lemma 6.1, $u_k$ is an $L^p$-viscosity solution of
\[
G(x, D^2 u_k) = g(x) \quad \text{in } B_{2r}, \quad \text{where } g(x) := f(x) - b_k(x)|Du_k| - \mu_k(x)|Du_k|^m, \quad (6.8)
\]
and then apply the $W^{2,p}$ regularity results in [7] for equations without zero order coefficients. Then, $u_k$ is the unique $L^p$-viscosity solution of (6.7) by [42, Theorem 1.1(iii)]. Also, Proposition 6.6 yields $\|u_k\|_{W^{2,p}(\Omega)} \leq C_k W_k$, where $W_k$ is given in (1.4) with $u, b, \mu$ replaced by $u_k, b_k, \mu_k$. Here $C_k \leq C$, since $b_k$ and $\mu_k$ are uniformly bounded in $L^p$ norm.

Now, by ABP we obtain $\|u_k\|_{L^\infty(B_{2s})} \leq \|u_k\|_{L^\infty(\partial B_{2s})} + C \|f\|_{L^p(B_{2s})}$, for a constant independent of $k$. Thus, we deduce $\|u_k\|_{W^{2,p}(B_{2s})} \leq C$, for any $s < r$. Hence there exists $\tilde{u} \in C^1(\overline{B}_{2s})$ such that $u_k \to \tilde{u}$ in $C^1(\overline{B}_{2s})$, for any $s < r$. Then, Proposition 2.5 ensures that $\tilde{u}$ is a viscosity solution of (1.1) in $B_{2s}$, where $F$ has the form (1.10). Now, since $W^{2,p}(B_{2s})$ is reflexive, there exists $\bar{u} \in W^{2,p}(B_{2s})$ such that $u_k$ converges weakly to $\bar{u}$. By uniqueness of the limit, $\tilde{u} = \bar{u}$ a.e. in $B_{2s}$, and so $\bar{u} \in W^{2,p}(B_{2s})$, for all $s < r$. Finally, since $u$ is already a viscosity solution of (1.1)–(1.10), the uniqueness assertion in [42, Theorem 1.1(iii)] yields $u = \bar{u} \in W^{2,p}(B_{2s})$.

Finally, we proceed with a covering argument to conclude $u \in W^{2,p}(\Omega')$, for any $\Omega' \subset \subset \Omega$. \hfill $\Box$

We finish this section by exploiting $W^{1,p}$ regularity estimates for general solutions of (1.1) in the sublinear gradient regime.

**Proposition 6.8** ($W^{1,p}$ regularity) Assume $F$ satisfy (A1)–(A3), with $m \leq 1$. Let $f \in L^p(\Omega)$ and $u$ be a bounded $L^p$-viscosity solution of (1.1). Then, there exists $\theta > 0$ depending
on \( n, m, p, q, \lambda, \Delta, \|b\|_{L^p(\Omega)}, \) such that if \( F \) satisfy (H\(_0\)) for some \( r_0 > 0, \) for any \( r \leq \min\{r_0, \text{dist}(x_0, \partial \Omega)\}, \) and for all \( x_0 \in \Omega, \) this implies that:

(i) if \( p = n, \) then \( u \in W^{1, Q}_{\lambda}(\Omega) \) and \( \|u\|_{L^Q(\Omega)} \leq CW(\|f\|_{L^p(\Omega)}), \) for all \( Q < \infty; \)

(ii) if \( p \in (p_0, n), \) then \( u \in W^{1, Q}_{\lambda}(\Omega) \) and \( \|u\|_{L^Q(\Omega)} \leq CW(\|f\|_{L^p(\Omega)}), \) for all \( Q < p^* = \frac{pn}{n-p}; \)

for any subdomain \( \Omega' \subset \subset \Omega, \) where \( W \) is given by (1.4). Here \( C \) depends on \( r_0, n, p, q, \lambda, \Delta, \|b\|_{L^p(\Omega)}, \|\mu\|_q, \text{diam}(\Omega), \text{dist}(\Omega', \partial \Omega). \) If, in addition, \( u \in C^1(\partial \Omega) \) for some \( \tau \in (0, 1), \) then regularity up to the boundary is true if \( F \) satisfies (H\(_0\)) for some \( r_0 > 0, \) for all \( x_0 \in \overline{\Omega}. \) The respective estimates hold with \( \Omega' = \Omega \) by replacing \( W \) by \( W + \|u\|_{C^{1, \tau}(\partial \Omega)} \) on the right hand side.

**Proof** Let us consider the local case. The case of boundary regularity estimates follows in a similar way, by using instead the approach in [52]. We fix a domain \( \Omega' \subset \subset \Omega. \)

Observe that \( p^* > n \) since \( p > n/2. \) We are going to show that \( u \in W^{1, Q} \) (with the respective estimates) for \( Q < p^*, \) by understanding \( p^* = \infty \) if \( p = n. \) The proof is similar to the one in [45], by applying instead the variable changes and approximation lemma in [36] together with our rescaling in Sect. 4.2; we sketch the proof in what follows for the reader’s convenience.

We take \( y \in \Omega' \) and set \( s_0(y) := \min(r_0, \text{dist}(y, \partial \Omega')). \) Recall that \( r_0 = r_0(\theta) \) is such that (H\(_0\)) holds, for all \( r \leq s_0 = \min\{r_0, \text{dist}(y, \partial \Omega)\}, \) where \( y \in \Omega \) is arbitrary.

We fix an \( \alpha \) with \( 0 < \alpha \leq \min\{\alpha, \beta, 2 - n/p_0\}. \) Then, let \( p' \) so that \( p > p' > p_0, \) and set

\[
N(y) = \|u\|_{L^\infty(B_{s_0}(y))} + \sup_{r \leq s_0} \left\{ r^{1-\alpha} \left( f_{B_r}(y) |f(x)|^{p'} dx \right)^{1/p'} \right\} \theta^{-1} + c(m) \text{a.e. } y \in \Omega',
\]

where \( c(1) = 0, \) and \( c(m) = \|\mu\|_{q}^{1 \over m}, \) if \( m < 1. \) We infer that \( N \in L^Q(\Omega) \) for \( Q \leq \frac{n p'}{n-p(1-\alpha)}, \) and

\[
\|N\|_{L^Q(B_{s_0})} \leq C \{ \|u\|_{L^\infty(\Omega)} + \|f\|_{L^p(\Omega)} + c(m) \} = CW.
\]

In fact, this follows exactly as in the calculations at [45, p.14], since adding the constant \( c(m) \) does not change the integrability. In particular, \( N(y) < \infty \) for a.e. \( y \in \Omega'. \)

Now, we go back to Sect. 4 and then replace the balls centered at 0 by balls centered at \( y, \sigma \leq s_0(y) \over 2 \) with \( B_{2\sigma}(y) \subset \Omega'. \) If \( N = N(y) < \infty, \) then \( \tilde{u}(x) = \frac{u(\sigma x)}{N} \) is an \( L^p \)-viscosity solution of \( \tilde{F}[\tilde{u}] = \tilde{f}(x) \) in \( B_2(y) \), where \( \tilde{F} \) is given in Sect. 4.2, in which we may assume the smallness condition (4.8) on the coefficients. Note that \( \tilde{u} \) is also an \( L^p \)-viscosity solution by using our Proposition 3.1. In addition, \( \|\tilde{F}[\tilde{u}, 0]\|_{L^p(B_1(y))} \leq \delta \) by choosing \( \theta = \delta/4, \) and

\[
r^{1-\alpha} \left( f_{B_r}(y) |\tilde{f}(x)|^{p'} dx \right)^{1/p'} \leq \frac{\sigma^{1-\alpha-\beta}}{W}(\sigma r)^{1-\alpha} \left( f_{B_{\sigma r}}(y) |f(x)|^{p'} dx \right)^{1/p'} \leq \delta,
\]

for all \( r \leq 2. \) This implies that \( \tilde{N}(y) = N_{\tilde{u}, \tilde{f}}(y) \leq 1 + \delta + c(m) < \infty. \)

From this point forward, we may proceed as Sect. 5.2 to obtain the desired regularity and estimates around the point \( y \) via Caffarelli’s iterations scheme for \( \tilde{u}. \) Moreover, as in [45, Theorem 2.1],

\[
\left( \int_{\Omega} \frac{|u(x+y) - u(y)|_Q^Q}{|x|^Q} dy \right)^{1 \over Q} \leq \|N\|_{L^Q(B_{r_0})} \leq CW.
\]

The conclusion is finally obtained by passing to limits \( p' \rightarrow p \) and \( \alpha \rightarrow 0. \)
The same method above does not seem to work in the superlinear gradient regime since $N(y)$ is not necessarily a bounded function. It is an open issue to understand whether or not $W^{1,p}$ regularity estimates hold in this case.

7 Sharp regularity and applications

In this section our goal is twofold. In the first two sections, namely 7.1 and 7.2, we illustrate some examples for which we can access sharp $C^{1,\alpha}$ regularity and beyond. On the other hand, in the last two sections we treat two applications for the general theory of PDEs. More precisely, in Sect. 7.3 we discuss about how to obtain regularity estimates for singular equations from the sublinear gradient growth scenario; while in Sect. 7.4 we derive a Perron type result for our equations, which turns out to be an essential tool in proving multiplicity results related to quadratic gradient growth regime.

First of all, by a sharp $C^{1,\alpha}$ regularity result for operators with unbounded coefficients, we mean a regularity result for which $\alpha = 1$, where $\alpha$ is the exponent in Proposition 2.6. In this case, we may import from the homogeneous scenario, the explicit $\alpha$ choice in (5.4), under an unbounded drift and nonlinear gradient terms. In other words, solutions of (1.1) will belong to $C^{1,\hat{\alpha}}$, where

$$\hat{\alpha} = \min \left\{ 1 - \frac{n}{p}, 1 - \frac{n}{q}, 1 - \frac{n}{\varrho} \right\}, \quad \text{for } q, \varrho \in (n, +\infty], \, p \in (n, +\infty). \quad (7.1)$$

Note that if for instance $b \in L^\infty(\Omega)$ then the restriction on $\varrho$ never appears; that is why we can include also the case $\varrho = +\infty$ by understanding $1/\varrho$ to be zero; the same holds for $\mu$. In particular, if both $b, \mu \in L^\infty(\Omega)$ and $m \in (0, 2)$, then we get the sharp exponent $\hat{\alpha} = 1 - n/p$.

**Remark 7.1** If $\alpha = 1$, and $f, b, \mu \in L^\infty(\Omega)$, then $u \in C^{1,\alpha}$ for all $\alpha < 1$. Moreover, under the hypotheses of Theorem 1.10 we recover an improved local regularity estimate in the space $C^{1,\log-Lip}$.

As mentioned in the Introduction, a first example beyond Pucci’s operators $\mathcal{M}_{\lambda, \Lambda}(D^2 u)$, is a Belmann type equation which appear in stochastic control, such as

$$F(x, D^2 u) = \inf_{\alpha \in A} \left( \mathcal{L}^\alpha u(x) \right) \left( \text{or } \sup_{\alpha \in B} \left( \mathcal{L}^\alpha u(x) \right) \right), \quad \text{where } \mathcal{L}^\alpha u(x) = \sum_{i,j=1}^n a_{ij}^\alpha(x) \partial_{ij} u,$$

i.e., each $\mathcal{L}^\alpha$ is a family of uniformly $(\lambda, \Lambda)$-elliptic operators with Hölder continuous (up to the boundary) coefficients, which are convex or concave in the Hessian entry for which a $C^{2,\alpha}$ theory is available. More generally, we can consider concave/convex operators, for which the Evans-Krylov-Trudinger’s theory of $C^{2,\alpha}$ estimates holds for the respective homogeneous problem, see for instance [20,28,49].

As far as nonconvex/nonconcave operators are concerned, another example where Theorem 1.6 addresses sharp estimates is the class of nonconvex fully nonlinear equations studied by Cabré-Caffarelli in [6], where they obtained $C^{2,\alpha}_{\text{loc}}$ estimates. In this spirit, we discuss in Sects. 7.1 and 7.2 ahead, two other classes of nonconvex problems for which we still obtain optimal $C^{1,\alpha}$ regularity.
7.1 Sharp regularity via recession profiles

An alternative way to relax convexity/concavity assumptions on the nonlinearity $F$ but still obtain “good” regularity properties is through the concept of recession operator developed in [41],

$$F^*(X) := \lim_{\tau \to 0^+} \tau F \left( \frac{1}{\tau} X \right).$$

Roughly speaking, the hypothesis of $C^{1,1}$ a priori estimates for solutions of the associated pure second order equations is asked from $F$ only when $\|D^2 u\| \approx \infty$. The authors proved in [41] that if solutions to the homogeneous tangential equation $F^*(D^2 u) = 0$ in $B_1$ enjoy $C^{1,\alpha_0}$ a priori estimate for some $\alpha_0 \in (0, 1]$ then solutions to $F(D^2 u) = 0$ in $B_1$ (or with $\text{RHS } f \in L^\infty$) are of class $C^{1,\tilde{\alpha}}(B_1)$ for any $\tilde{\alpha} < \alpha_0$. We also quote [18,29] for fundamental existence/regularity results in the context of weighted, parabolic and mixed-norm Sobolev spaces under either relaxed or no convexity assumptions.

In this sense, we may prove our Theorem 1.6, in a sharp way, to operators under either relaxed or no convexity assumptions on $F$ such that $\alpha_0 = 1$, cf. [41, Theorems 1.1 and 1.4]. Moreover, for $n < p, q, \varrho < \infty$, the following estimate holds true for an $L^p$-viscosity solution $u$ of (1.1),

$$\|u\|_{C^{1,\alpha}(\Omega')} \leq CW(\|f\|_{L^p(\Omega)}), \text{ for all } \Omega' \subset \subset \Omega, \ \alpha < \tilde{\alpha}, \ \alpha < \tilde{\alpha},$$

where $W$ is given in (1.4), and $\tilde{\alpha}$ in (7.1).

For instance, if $F : \mathbb{S}^n \to \mathbb{R}$ is a $C^1$ uniformly elliptic operator, then $F^*$ should be understood as the “limiting equation” for the natural scaling on $F$, i.e.

$$\mathcal{L}_{ij} := \lim_{\|X\| \to \infty} \frac{\partial F}{\partial X_{ij}}(X), \text{ and } F^*(X) = \text{Tr}(\mathcal{L}_{ij} X).$$

That is, in this case we recover $\alpha_0 = 1$ since the recession profile is the Laplacian operator, up to a change of variables. Let us illustrate a couple of examples of this sort, see also [15,39]. Set $0 < \sigma_1, \ldots, \sigma_n < \infty$.

**Example 7.2** (The $m'$-momentum type operator) Let $m'$ be a fixed odd number, then

$$F_{m'}(D^2 u) = F_m(e_1(D^2 u), \ldots, e_n(D^2 u)) = \sum_{j=1}^n \sigma_j^{m'} e_j(D^2 u)^{m'} - \sum_{j=1}^n \sigma_j$$

is uniformly elliptic, neither concave nor convex, for which $F_{m'}$ is the Laplacian operator. For instance, this is also the case of the class of Hessian operators with $\sigma_j = 1$ for every $1 \leq j \leq n$.

**Example 7.3** (Lagrangian perturbations type operators) Let $h : (0, \infty) \to (0, \infty)$ be a continuous function, and $g : \mathbb{R} \to \mathbb{R}$ be bounded function with $g(0) = 0$, thus

$$F(D^2 u) = F(e_1(D^2 u), \ldots, e_N(D^2 u)) = \sum_{j=1}^n \left[ h(\sigma_j) e_j(D^2 u) + g(e_j(D^2 u)) \right],$$

is uniformly elliptic, neither concave nor convex. Also, $F^*(X) = \sum_{j=1}^n h(\sigma_j) e_j(X)$, which is the Laplacian operator after a change of coordinates. For instance, one may take $g(x) = \arctan x$. 

 Springer
7.2 Sharp regularity for flat solutions of nonconvex operators

In this section, we apply the method developed in Sects. 4 and 5 to obtain optimal regularity for a class of nonconvex operators.

In [14, Theorem 1] and [40, Theorem 2.2] it was established local $C^{2,\alpha}$ estimates for flat solutions (i.e. solutions whose $L^\infty$-norm are very small) of nonconvex fully nonlinear operators under Hölder continuity on the coefficients and on the source term (RHS). In particular, this implies that $\bar{\alpha} = 1$, i.e. the regularity exponent for the homogeneous problem with frozen coefficients.

In this spirit, for such a class of solutions, we consider the following model problem

$$F(x, D^2 u) + b(x) |Du| + \mu(x) |Du|^m = f(x) \quad \text{in} \quad B_2,$$

in the context of unbounded ingredients.

(A5) **Requirements for flat regime** We assume (A1), (A3) for $(x, \xi, X) \mapsto F(x, X)$, with

$b \in L^0_+ (\Omega), \mu \in L^q_+(\Omega), \quad$ in addition to:

(i) $F$ is differentiable at the origin, and the operator $X \mapsto D_F(0)(X)$ (the Gâteaux derivative of $F$ at $0$) is a (linear) second order operator with frozen coefficients;

(ii) $F \in C^{1,\omega}(\mathbb{R}^n)$ for a modulus of continuity $\omega$, and there holds

$$\|D_M F(x, X) - D_M F(x, Y)\| \leq \omega(\|X - Y\|), \quad \text{for all} \ x \in B_2, \text{and} \ X, Y \in \mathbb{R}^n.$$

Let us explain the mechanisms and heuristic behind of flatness approach. For the sake of simplicity we assume $F$ has constant coefficients. Then, one can associate to $F$, the following family of operators

$$\mathcal{F}_\tau(X) := \frac{F(\tau X) - F(0)}{\tau}, \quad \tau > 0.$$ 

Now, notice that $(\mathcal{F}_\tau)_{\tau > 0}$ produces a continuous “curve of operators” preserving the same ellipticity parameters $\Lambda \geq \lambda > 0$. Now, by item (A5) (i), and $F(x, 0) = 0$, one checks that

$$\mathcal{F}_0(X) := \lim_{\tau \to 0^+} \mathcal{F}_\tau(X) = D_F(0)(X). \quad (7.3)$$

Thus, the (linear) second order operator in (7.3) is the limit tangential equation of $\mathcal{F}_\tau$ as $\tau \to 0^+$. Thus, up to a change of coordinates we can say that $\mathcal{F}_0(X) = \text{tr}(X)$, i.e. the Laplacian operator.

Moreover, if $u$ is a flat solution of (7.2) with flatness degree $\tau$, i.e. $\|u\|_\infty \leq \tau$, then $v := \frac{u}{\tau}$ is a normalized solution of

$$\mathcal{F}_\tau(D^2 v) + b_\tau(x) |Dv| + \mu_\tau(x) |Dv|^m = f_\tau(x) \quad \text{in} \quad B_2,$$

where $b_\tau(x) := b(x), \mu_\tau(x) := \frac{1}{\tau^{m-n}} \mu(x)$, and $f_\tau(x) := \frac{1}{\tau} f(x)$. Thus,

$$\|b_\tau\|_{L^q(B_2)}, \quad \|\mu_\tau\|_{L^q(B_2)}, \quad \|f_\tau\|_{L^p(B_2)} = o(1) \quad \text{as} \ \tau \ll 1.$$

Let us then access the available regularity for the (linear) limiting profile via the geometric tangential device from (7.3) combined with compactness and stability-like methods, see Sect. 4.1.

In other words, we may understand the Laplace equation as the geometric tangential PDE of the limit formed by the “curve” of fully nonlinear operators $\mathcal{F}_\tau$, provided the flatness degree $\tau$ of $u$, as well as the data, are universally under small control.
Lemma 7.4 (Approximation Lemma) Let $F$ satisfy (A5), and $f \in L^p(\Omega)$ for $p > n$. Then there exists $\tau_0 > 0$ depending on $n, m, \lambda, \Lambda, p, q, \varrho, \omega$, such that if $v$ is an $L^p$-viscosity solution to
\[ \tau^{-1} F(x, \tau D^2 v) + b(x)|Dv| + \mu(x)|Dv|^m = f(x) \quad \text{in} \ B_2 \quad \text{with} \quad \|v\|_{L^\infty(B_2)} \leq 1, \]
for $\tau \in (0, \tau_0)$, and
\[ \max \{ \tau, \|\beta_F(0, \cdot)\|_{L^p(B_2)}, \|\mu\|_{L^q(B_2)}, \|b\|_{L^p(B_2)}, \|f\|_{L^p(B_2)} \} \leq \tau_0 \]
then we can find $\gamma \in (0, 1)$, depending only on $n, m, p, q, \varrho, \lambda, \Lambda, \omega$, and a harmonic function $\mathfrak{h}$ so that
\[ \Delta \mathfrak{h}(x) = 0 \quad \text{in} \ B_1, \quad \|\mathfrak{h}\|_{L^\infty(B_1)} \leq C, \quad \sup_{B_{\gamma}} |v - \mathfrak{h}(0) - D\mathfrak{h}(0) \cdot x| \leq \gamma^{1+\alpha}. \quad (7.5) \]

In the sequel, we proceed with Caffarelli’s iterative scheme used in Sect. 5.2 in order to obtain a sequence of linear functions $a_k + b_k \cdot x$ satisfying the geometric decay estimate
\[ \sup_{B_{r_k}} |v - a_k - b_k \cdot x| \leq r_k^{1+\alpha}, \quad r_k := \gamma^k. \]
Finally, by coming back to $u$ via such a geometric tangential path $u = v\tau$ we show that the graph of a solution to (7.2) can be approximated in $B_\sigma$, for certain $\sigma \ll 1$, by an appropriated harmonic polynomial profile, whose error is of the order $\sim O(\tau \sigma^{1+\alpha})$, cf. [40, Lemma 3.2].

Hence, the previous estimate and a covering argument imply, via Campanato’s embedding, that flat solutions are $C^{1,\alpha}_{loc}(B_2)$. Therefore, we obtain the following sharp estimate:

Theorem 7.5 Assume (A5) and let $u$ be an $L^p$ viscosity solution to (7.2). Then there exists $\tau > 0$ depending only upon $n, m, p, q, \varrho, \lambda, \Lambda, \omega$, such that if $\|u\|_{L^\infty(B_2)} \leq \tau$, then $u \in C^{1,\hat{\alpha}}_{loc}(B_2)$ and
\[ \|u\|_{C^{1,\hat{\alpha}}(B_1)} \leq C(n, p, q, \varrho, \lambda, \Lambda, m) \tau, \quad \text{where} \quad \hat{\alpha} \text{ is given by (7.1)}. \]

7.3 Fully nonlinear singular PDEs

In this section, one considers an application to fully nonlinear PDEs, which are degenerate elliptic in the sense that they become singular when the gradient vanishes.

Some of our inspirations in this direction are the works [3,4,23]. The model one might have in mind is the $\alpha$-Poisson equation. Thus, as in [23] we consider the following class of equations,
\[ G(x, Du, D^2 u) := |Du|^\alpha - 2 F(x, D^2 u) + b(x)|Du|^\alpha - 1 + f(x)|Du|^\alpha - 2 + \mu(x) = 0 \quad \text{in} \ \Omega, \quad (7.6) \]
where $1 < \alpha < 2, b \in L^p_+(\Omega), \mu \in L^q_+(\Omega), f \in L^p_+(\Omega), \text{and for} \ s > 0, x \in \Omega, X, Y \in \mathbb{R}^n,
\[ \mathcal{M}^{-}(X - Y) \leq F(x, X) - F(x, Y) \leq \mathcal{M}^{+}(X - Y), \quad F(x, sX) = s F(x, X). \quad (7.7) \]

Definition 7.6 (Julin–Juutinen) A function $u \in C(\Omega)$ is called an $L^p$-viscosity JJ-subsolution (resp. JJ-supersolution) of (7.6) if for $\phi \in W^{2,p}_{loc}(\Omega)$, it follows that
\[ \lim_{\epsilon \to 0} \left\{ G(y, D\phi(y), D^2\phi(y)) \mid y \in B_\epsilon(x), D\phi(y) \neq 0 \right\} \geq 0 \quad (7.8) \]
(resp., $\lim_{\epsilon \to 0} \left\{ G(y, D\phi(y), D^2\phi(y)) \mid y \in B_\epsilon(x), D\phi(y) \neq 0 \right\} \leq 0 \quad (7.9) \]
whenever \( u - \phi \) assumes its local maximum (resp. minimum) at \( x \in \Omega \) and \( D\phi \neq 0 \) a.e. in \( B_r(x) \setminus \{x\} \) for some \( r > 0 \). On the other hand, \( u \in C(\Omega) \) is called a \( C \)-viscosity JJ-subsolution (resp. JJ-supersolution) of (7.6) if (7.8) (resp. (7.9)) holds provided that \( \phi \in C^2(\Omega) \), \( u - \phi \) takes its local maximum (resp., minimum) at \( x \in \Omega \) and \( D\phi \neq 0 \) in \( B_r(x) \setminus \{x\} \) for some \( r > 0 \).

**Remark 7.7** We observe that any notion of viscosity solution for the singular equation (7.6) requires \( f \) to be zero whenever \( u \) is locally constant, as pointed out in [2, 3].

Through Definition 7.6, the authors in [23] proved that solutions of (7.6) satisfy

\[
\mathcal{L}_m^+[u] \geq f, \quad \mathcal{L}_m^-[u] \leq f \quad \text{in } \Omega, \quad m = 2 - \alpha,
\]
in the \( C \)-viscosity JJ-sense, and further in the usual \( C \)-viscosity sense, under continuity on the data \( b, \mu, f \), as we state in the following lemma.

**Lemma 7.8** ([23]) Assume (A2) with \( m = 2 - \alpha \in (0, 1) \), and (7.7) for \( F \) continuous, \( b, \mu, f \in C(\Omega) \). Let \( u \in C(\Omega) \) be an \( L^p \)-viscosity JJ-subsolution (resp., JJ-supersolution) of (7.6). Then, \( u \) is a \( C \)-viscosity JJ-subsolution and also a standard \( C \)-viscosity subsolution (resp. supersolution) of

\[
F(x, D^2u) + b(x)|Du| + \mu(x)|Du|^m + f(x) = 0 \quad \text{in } \Omega. \tag{7.10}
\]

The proof of Lemma 7.8 follows exactly the same arguments used in [23, Lemmas 5.2 and 5.4], by replacing the Pucci operator there by \( F(x, D^2u) \) and using Remark 7.7; so we do not repeat it here.

**Theorem 7.9** Let \( \Omega \subset \mathbb{R}^n \) be a bounded \( C^{1,1} \) domain. Let \( u \) be an \( L^p \)-viscosity JJ-solution of (7.6), with \( b \in L^q(\Omega) \cap C(\Omega) \), \( \mu \in L^q(\Omega) \cap C(\Omega) \), and \( f \in L^p(\Omega) \cap C(\Omega) \). Then, the results of Theorems 1.3, 1.5, and 1.6 in the cases \( p_0 < p < n \), \( p = n \), and \( n < p < \infty \) respectively are satisfied.

In particular, this generalizes the regularity results in [3, Theorem 1.1] and [4, Theorem 1.1], since the coefficients are not supposed to be bounded—they might be unbounded near the boundary.

### 7.4 Perron method and multiplicity phenomena

In this section, we give an application of the viscosity equivalence in Sect. 3 in what refers to a Perron method for our equations. In [22, Proposition 2.1] it is proven a version of Perron method for \( L^p \)-viscosity solutions of coercive equations related to quadratic growth and bounded coefficients. Here we extend this result to any nonlinear gradient regime and unbounded data.

A fundamental tool in order to apply the Perron method consists of showing that a supremum of subsolutions is still a subsolution. It usually presupposes that this supremum is properly defined, by considering the set where \( u^* \) is locally bounded. This auxiliary result plays an important role in multiplicity problems, see [38]. More precisely, with this result at hands and the very recent Vázquez strong maximum principle developed in [44], one may extend all multiplicity results in [38] to unbounded drift \( b(x) \); as well as to an unbounded non-coercive term \( c(x) \). The latter is possible due to \( C^{1,\alpha} \) regularity theory for explicit unbounded zero order terms from [36, Theorem 1, Remark 1.2]—indeed, in this case one may view the term \( c(x)u \) as the source term (by putting it to the RHS of the equation).
Let us first introduce the kind of solution we have in mind. We observe that, in both $L^p$ or $C$-viscosity senses, we only need to define a subsolution as an upper semicontinuous function, and a supersolution being lower semicontinuous, which is sufficient to ensure the attainment of a maximum or minimum, respectively, over compact sets. Moreover, if the function $u$ is not semicontinuous, we say that $u$ is a viscosity subsolution (resp. supersolution) provided $u^*$ (resp. $u_*$) is. Here, $u^*$ and $u_*$ are the upper and lower semicontinuous envelopes of $u$ respectively, namely

$$u^*(x) := \lim_{y \to x} u(y), \quad u_*(x) := \lim_{y \to x} u(y),$$

see [12, p. 22], [21, p. 40]. Note that $u^* \in USC(\Omega)$ and $u_* \in LSC(\Omega)$.

**Proposition 7.10** Let $\Omega \subset \mathbb{R}^n$ be a bounded open set, and $F$ satisfying (A1), (A2). Let $A \subset C(\Omega)$ be a nonempty set of $L^p$-viscosity subsolutions (supersolutions) of $F(x, D_u, D^2u) + c(x)u \geq f(x)$ in $\Omega$, for $c, f \in L^p_{\text{loc}}(\Omega)$, $c \geq 0$ a.e. in $\Omega$. Assume that $u(x) := \sup_{v \in A^v} v(x)$ (resp. $u(x) := \inf_{v \in A^v} v(x)$) is locally bounded in $\Omega$. Then, $u$ is a viscosity subsolution (supersolution) of the same equation in $\Omega$.

**Proof** The reasoning is similar to the classical proof in [21, Theorem 4.2], see also [22]. The main difference comes from the fact that one needs to use Lemma 3.3 as far as unbounded coefficients are concerned; we sketch the proof for the sake of completeness. Since $u$ can be a discontinuous function, it is accomplished through the semicontinuous envelopes $u_*, u^*$.

Next, we note that, since $c \geq 0$, we have $F[v] \geq f(x) - c(x)v \geq f(x) - c(x)u := g(x)$ for all $v \in A$. Then it is enough to prove that $u$ is a subsolution of $F[u] \geq g(x)$ in $\Omega$. We assume on the contrary that there exist $\varepsilon, r > 0, x_0 \in \Omega$ and $\phi \in W^{2,p}_{\text{loc}}(\Omega)$ such that $u^* - \phi$ attains a local maximum at $x_0$ but

$$F(x, D\phi(x), D^2\phi(x)) - g(x) \leq -\varepsilon \quad \text{a.e. in } B_r(x_0). \quad (7.11)$$

By Lemma 3.3 this maximum can supposed to be strict, i.e. we assume

$$(u^* - \phi)(x) < (u^* - \phi)(x_0) = 0 \quad \text{in } \overline{B}_r(x_0) \setminus \{x_0\}.$$

Further, $\phi(x_0) = \lim_{x_k \to x_0} u(x_k) = \lim_{k \to k} v_k(x_k)$, for some $x_k \in \overline{B}_r(x_0), x_k \to x$. Here, $u(x_k) = \sup_{v \in A} v(x_k) = \sup_{k \to k} v_m^k(x_k)$, where $v_m^k$ is a maximizing sequence for each $k \in \mathbb{N}$. Set $v_k = v_k^k \in A$.

Let $z_k \in \overline{B}_r(x_0)$ so that $\max_{\overline{B}_r(x_0)} (v_k - \phi) = (v_k - \phi)(z_k)$, with $z_k \to z \in \overline{B}_r(x_0)$ up to a subsequence. By the definition of $v_k$ as an $L^p$-viscosity subsolution we have

$$\text{ess} \lim_{x \to z_k} \{F(x, D\phi(x), D^2\phi(x)) - g(x)\} \geq 0. \quad (7.12)$$

Then, as in [21] one shows that $z = x_0$ and $v_k(z_k) \to u^*(x_0)$ from the fact that $x_0$ is the unique strict global maximum point in the ball $\overline{B}_r(x_0)$. This fact and (7.12) contradicts (7.11). \qed

The following Perron’s type existence result is now a consequence of [22, proof of Theorem 3.3], by making use of Lemma 3.3 and Proposition 3.1.

**Proposition 7.11** Assume $F$ satisfies (A1), (A2), (3.2). Let $u, \overline{u} \in C(\Omega)$ be a pair of viscosity sub and supersolutions of $F[u] = f(x)$ in $\Omega$ respectively, with $u \leq \overline{u}$ in $\Omega$. Then the function $u$ defined as $u(x) = \sup_{v \in A} v(x)$ for $x \in \Omega$, where

$$A := \{v \in C(\Omega); \ v \text{ is a viscosity subsolution of } F[u] = f(x) \text{ in } \Omega, \ u \leq v \leq \overline{u} \text{ in } \Omega\},$$

is a viscosity solution of $F[u] = f(x)$ in $\Omega$. 
As an application, we consider a class of problems with quadratic gradient growth given by
\[-F(x, Du, D^2u) = \sigma c(x)u + \langle M(x)Du, Du \rangle + h(x) \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega, \quad (P_\sigma)\]
under the following assumption:

\begin{enumerate}[(A6)]
\item \textbf{(Multiplicity requirements)} $\Omega$ is a bounded $C^{1,1}$ domain in $\mathbb{R}^n$, $\sigma \in \mathbb{R}$, $n \geq 1$, $F$ satisfies (A1)–(A3) for $m = 1$ and $p > n$, also $c, h \in L^p(\Omega)$, $c \geq 0$ a.e. in $\Omega$ with $c \not\equiv 0$, in addition to:
\begin{enumerate}[(a)]
\item $M$ satisfies $\mu_1 I \leq M(x) \leq \mu_2 I$ a.e. in $\Omega$, for some $\mu_1, \mu_2 > 0$;
\item the problem $(P_0)$ has a strong solution $u_0$;
\item for $f \in L^p(\Omega)$, there exists a unique viscosity solution of $F[u] = f(x)$ in $\Omega$, with $u = 0$ on $\partial \Omega$;
\item $(P_\sigma)$ enjoys $W^{2,p}$ estimates, in the sense of Definition 6.4.
\end{enumerate}
\end{enumerate}

We observe that item (b) in (A6) holds true via [42, Theorem 1 (ii)] if, for instance $Mh$ has small $L^p$ norm. Likewise, by [42, Theorem 1 (iii)], such function $u_0$ is the unique viscosity solution of $(P_0)$. Recall that (c) and (d) are both true if $F$ satisfies for example the hypotheses in Proposition 6.7.

The supplementary hypothesis (d) in (A6) for the uniqueness or comparison results is unavoidable, since in the universe of $L^p$-viscosity solutions they are only achieved in the presence of a strong solution; see [42] and references therein. One observes that if $h$ has a sign, then $u_0$ has the same sign via the maximum principle, see [38, Remark 6.25].

In this case, a priori bounds and multiplicity results in [37,38] become available for unbounded coefficients, in view of Proposition 7.10 and the recent Vázquez’s strong maximum principle in [44], see the discussion in [38].

\textbf{Theorem 7.12} Assume items (a)–(c) in (A6), and let $\Lambda_1, \Lambda_2 > 0$ so that $0 < \Lambda_1 < \Lambda_2$. Then any viscosity solution $u$ of $(P_\sigma)$ satisfies the uniform a priori bounds:
\[\|u\|_{L^\infty(\Omega)} \leq C, \text{ for all } \sigma \in [0, \Lambda_2], \quad \|u^+\|_{L^\infty(\Omega)} \leq C, \text{ for all } \sigma \in [\Lambda_1, \Lambda_2],\]
where $C$ depends on $n, p, \varrho, \mu_1, \Lambda_1, \Lambda_2, \|b\|_\varrho, \|c\|_p, \|h\|_p, \|u_0\|_\infty, \lambda, \Lambda, \partial \Omega$, and the set where $c > 0$.

Recall that solutions of $(P_\sigma)$ are $C^{1,\alpha}$ up to the boundary. Then it makes sense to consider the set $E := C^1(\overline{\Omega})$ with the following ordering: For $u, v \in E$, we say that $u \ll v$ if for every $x \in \Omega$ it holds $u(x) < v(x)$, and for $x_0 \in \partial \Omega$ we have either $u(x_0) < v(x_0)$, or $u(x_0) = v(x_0)$ and $\partial_\nu u(x_0) < \partial_\nu v(x_0)$, where $\nu$ is the interior unit normal to $\partial \Omega$ at $x_0$.

\textbf{Theorem 7.13} Assume items (a)–(c) in (A6). Then the set $\Sigma = \{ (\sigma, u) \in \mathbb{R} \times E : u \text{ solves } (P_\sigma) \}$ possesses an unbounded component $C^+ \subset [0, +\infty) \times E$ with $C^+ \cap ((0) \times E) = \{ u_0 \}$, such that:

1. Either it bifurcates from infinity to the right of the axis $\sigma = 0$ with the corresponding solutions having a positive part blowing up to infinity in $C(\overline{\Omega})$ as $\sigma \to 0^+$; or its projection on the $\sigma$ axis is $[0, +\infty)$.
2. There exists $\tilde{\sigma} \in (0, +\infty)$ such that, for every $\sigma \in (0, \tilde{\sigma})$, the problem $(P_\sigma)$ has at least two viscosity solutions, $u_{\sigma,1}$ and $u_{\sigma,2}$, satisfying $u_{\sigma,1} \to u_0$ in $E$ and $\max_{\Omega} u_{\sigma,2} \to +\infty$ as $\sigma \to 0^+$. When $\tilde{\sigma} = +\infty$ the problem $(P_\sigma)$ has at least one viscosity solution; which is unique if $F(x, \xi, X)$ is convex in $(\xi, X)$.
3. Assume in addition that item (d) holds in (A6). Then $u_{\sigma}$ for $\sigma \leq 0$ are unique among viscosity solutions; whereas the solutions in item 2 for $\sigma > 0$ are ordered, i.e. $u_{\sigma,1} \ll u_{\sigma,2}$. Moreover:

3.1 If (b) in (A6) is such that $u_0 \leq 0$, $c u_0 \leq 0$, then every nonpositive viscosity solution of $(P_{\sigma})$ with $\sigma > 0$ satisfies $u \ll u_0$. Also, for every $\sigma > 0$, $(P_{\sigma})$ has at least two nontrivial strong solutions $u_{\sigma,1} \ll u_{\sigma,2}$ so that $u_{\sigma,1} \ll u_{\sigma,1,1} \ll u_0$ if $0 < \sigma_1 < \sigma_2$, with $u_{\sigma,1} \rightarrow u_0$ in $E$ and $\max_{\Omega} u_{\sigma,1} \rightarrow +\infty$ as $\sigma \rightarrow 0^+$. If $F(x, \xi, X)$ is convex in $(\xi, X)$ then $\max_{\Omega} u_{\sigma,2} > 0$ for all $\sigma > 0$.

3.2 If (b) in (A6) is such that $u_0 \geq 0$, $c u_0 \geq 0$, then every nonnegative viscosity solution of $(P_{\sigma})$ with $\sigma > 0$ satisfies $u \gg u_0$. Further, there exists $\bar{\sigma} \in (0, +\infty)$ satisfying:

(i) for every $\sigma \in (0, \bar{\sigma})$, $(P_{\sigma})$ has at least two nontrivial strong solutions $u_{\sigma,1} \ll u_{\sigma,2}$, where $u_0 \ll u_{\sigma,1,1} \ll u_{\sigma,2,1}$ if $0 < \sigma_1 < \sigma_2$, with $u_{\sigma,1} \rightarrow u_0$ in $E$ and $\max_{\Omega} u_{\sigma,2} \rightarrow +\infty$ as $\sigma \rightarrow 0^+$;

(ii) $(P_{\bar{\sigma}})$ has at least one strong solution $u_{\bar{\sigma},1}$, which is unique if $F$ is convex in $(\xi, X)$;

(iii) for $\sigma > \bar{\sigma}$, $(P_{\sigma})$ has no nonnegative viscosity solution.

In addition there exists $\delta > 0$ so that if $\mu_2 \|h\|_{L^p(\Omega)} \leq \delta$, $h \geq 0$, then there is $\bar{\sigma}_2 > \bar{\sigma}_1$ such that:

(iv) $(P_{\sigma})$ has at least two strong solutions for $\sigma > \bar{\sigma}_2$, with $u_{\sigma,1} \ll 0$ in $\Omega$ and $\min_{\Omega} u_{\sigma,2} < 0$;

(v) $(P_{\bar{\sigma}_2})$ has at least one nonpositive strong solution, which is unique if $F$ is convex in $(\xi, X)$;

(vi) for $\sigma < \bar{\sigma}_2$, the problem $(P_{\sigma})$ has no nonpositive viscosity solution.

We highlight that the definition of $L^p$-viscosity solutions is equivalent to the $L^a$-sense for instance, by Proposition 3.1 with $m = 2$. In other words, the results in [37,38] become intrinsically depending on the data.
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