Hexagonal Type Ising Nanowire with Spin-1 Core and Spin-2 Shell Structure
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Abstract Thermodynamic properties and phase diagrams of a mixed spin-(1, 2) Ising ferrimagnetic system with single ion anisotropy on hexagonal nanowire are studied by using effective-field theory with correlations. The susceptibility, internal energy and specific heat of the system are numerically examined and some interesting phenomena in these quantities are found. The effect of the Hamiltonian parameters on phase diagrams are examined in detail. Besides second-order phase transition, lines of first-order transition and tricritical points are found. In particular, we found that for some negative values of single-ion anisotropies, there exist first-order phase transitions.
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1 Introduction
In recent years, nanoparticles, nanodots, nanofilms, nanorods, nanobelts, nanowires and nanotubes have attracted a great interest in scientific research. These magnetic nanomaterial have many typical, peculiar and unexpected physical properties compared with those in bulk materials. Moreover, they can be used in biomedical applications, sensors, permanent magnets, environmental remediation, and information storage devices.

On the other hand, theoretically, magnetic properties of nanomaterial have been investigated successfully by adopting a core-shell structure of the Ising systems. In this context, by means of various techniques such as mean-field theory (MFT), effective-field theory (EFT) with correlations, Monte Carlo (MC) simulations and information storage devices.

We should also mention that mixed spin Ising systems have attracted a great deal of attention. The systems provide simple models, which can show ferrimagnetic behavior and the systems have less translational symmetry than their single spin counterparts; hence exhibit many phenomena that cannot be observed in the single-spin Ising systems. These systems have been studied extensively by using the well-known methods in equilibrium statistical physics. The well-known mixed spin Ising systems are (1/2, 1), (1/2, 3/2), (1, 3/2)\(^{[47-50]}\) and (2, 5/2)\(^{[51-53]}\) Ising systems. Furthermore, the nonequilibrium aspects of mixed spins (1, 1/2)\(^{[54-55]}\) (1/2, 3/2)\(^{[56-57]}\) (1, 3/2)\(^{[58]}\) (2, 5/2)\(^{[59]}\) have been also investigated. Up until now, few people have ever touched upon a mixed Ising model with both spin-integer ions, namely the mixed spin (1, 2) Ising system. Despite these studies, magnetic properties of a mixed spin-(1, 2) on hexagonal Ising nanowire (HIN) have not been studied. To this end, in this paper, the effects of the interfacial coupling and the interaction coupling in the surface as well as crystal field, on the thermodynamic properties and phase diagrams of HIN system with core/shell structure are discussed within the framework of the EFT with correlations. We should also mention that the EFT method, without introducing mathematical complexity, can incorporate some effects of spin-spin correlations through the usage of the Van der Waerden identities and provide results that are quite superior to those obtained using the MFT.

We should also mention that the quantum Heisenberg model has drawn (see Ref. \[69\] and references therein) an intense research interest as it may provide useful playground for studying a nature of quantum phase transitions (QPTs). QPTs occurring at a zero temperature are triggered by changes of external parameters as a consequence of pure quantum fluctuations. These quantum transitions are typical for strongly correlated systems. It is known that the system wave function, in general, cannot be factorized into a direct product of subsystem states due to the nature of quantum entanglement. This phenomenon that does not appear in the classical theory or classic Ising model is under great attention due to its importance in various aspects of quantum information science, ranging from discrete to continuous variable quantum computation and communication.

The paper is organized as follows. In Sec. 2, formulation of the model and its effective-field solution is presented briefly. The detailed numerical results and discussions are given in Sec. 3. Finally, Sec. 4 is devoted to a summary and a brief conclusion.
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2 Formulation of the Model and Its Effective-Field Solution

The Hamiltonian of the HIN system includes nearest-neighbor interactions and the crystal field is given as follows

\[ H = -J_S \sum_{(ij)} S_i S_j - J_C \sum_{(mn)} \sigma_m \sigma_n - J_1 \sum_{(im)} S_i \sigma_m \]

\[-\Delta \left( \sum_i (S_i)^2 + \sum_m (\sigma_m)^2 \right) - h \left( \sum_i S_i + \sum_m \sigma_m \right), \tag{1}\]

where \( \sigma \) takes \( \pm 1 \), and \( S = \pm 2, \pm 1, \pm 0 \). \( \langle \cdot \rangle \) indicates summation over all pairs of nearest-neighbor sites. \( J_S, J_C, \) and \( J_1 \) are interactions between the two nearest-neighbor magnetic atoms at the shell, core, and between the shell and core, respectively (see Fig. 1). \( \Delta \) stands for the single-ion anisotropy, i.e., the crystal field, and \( h \) is the external field. The surface exchange interaction \( J_S = J_C (1 + D_S) \) and interfacial coupling \( r = J_1/J_C \) are often defined to clarify the effects of the surface and interfacial exchange interactions on the physical properties in the nanosystem, respectively.

The problem is now the evaluation of the mean values \( \langle \sigma_i \rangle \) and \( \langle S_j \rangle \). The starting point for statistics of the present mixed spin system is the exact relation due to Callen.[71] As discussed in Ref. [72], for the evaluation of \( \langle \sigma_i^+ \rangle = [A(\alpha) + B(\alpha) S_j + C(\alpha) S_j^3 + D(\alpha) S_j^3 + E(\alpha) S_j^3]^{\pm 1}[1 + \sigma_i \sinh(J_1) + \sigma_i^2 \cosh(J_1) - h] F_n(x) |_{x = 0}, \tag{2}\]

\( \langle S_j^k \rangle = [1 + \sigma_i \sinh(J_C) + \sigma_i^2 \cosh(J_C) - 1]^{\pm 1}[K(\alpha) + L(\alpha) S_j + M(\alpha) S_j^3 + N(\alpha) S_j^9 + P(\alpha) S_j^16] G_k(x) |_{x = 0}, \tag{3}\]

where \( n = 1, 2, 3, 4 \) is for a spin-2 and \( k = 1, 2 \) is for a spin-1, is a differential operator. The coefficients \( A(\alpha), B(\alpha), C(\alpha), D(\alpha), E(\alpha), K(\alpha), L(\alpha), M(\alpha), N(\alpha), \) and \( P(\alpha) \) for the spin-2 in Eqs. (2) and (3) are given

\[ A(\alpha) = 1, \quad B(\alpha) = \frac{1}{6} \left[ 8 \sinh(2S_j^2) - \sinh(2S_j) \right], \]

\[ C(\alpha) = \frac{1}{12} \left[ 16 \cosh(2S_j^2) - \cosh(2S_j) - 15 \right], \]

\[ D(\alpha) = \frac{1}{6} \left[ \sinh(2S_j^2) - 2 \sinh(S_j) \right], \]

\[ E(\alpha) = \frac{1}{12} \left[ \cosh(2S_j^2) - 4 \cosh(S_j) + 3 \right], \tag{4}\]

\[ F_1(x) = \frac{1}{2} \frac{4 \sinh[2\beta(x + h)] + 2 \sinh[\beta(x + h)] \exp(-3\beta \Delta)}{\cosh[2\beta(x + h)] + \cosh[\beta(x + h)] \exp(-3\beta \Delta) + \exp(-4\beta \Delta)}, \]

\[ F_2(x) = \frac{1}{2} \frac{8 \sinh[2\beta(x + h)] + 2 \sinh[\beta(x + h)] \exp(-3\beta \Delta)}{\cosh[2\beta(x + h)] + \cosh[\beta(x + h)] \exp(-3\beta \Delta) + \exp(-4\beta \Delta)}, \]

\[ F_3(x) = \frac{1}{2} \frac{16 \sinh[2\beta(x + h)] + 2 \sinh[\beta(x + h)] \exp(-3\beta \Delta)}{\cosh[2\beta(x + h)] + \cosh[\beta(x + h)] \exp(-3\beta \Delta) + \exp(-4\beta \Delta)}, \]

\[ F_4(x) = \frac{1}{2} \frac{32 \sinh[2\beta(x + h)] + 2 \sinh[\beta(x + h)] \exp(-3\beta \Delta)}{\cosh[2\beta(x + h)] + \cosh[\beta(x + h)] \exp(-3\beta \Delta) + \exp(-4\beta \Delta)}, \]

\[ G_1(x) = \frac{2 \sinh[\beta(x + h)]}{\cosh[\beta(x + h)] + \exp(-\beta \Delta)}, \quad G_2(x) = \frac{2 \cosh[\beta(x + h)]}{\cosh[\beta(x + h)] + \exp(-\beta \Delta)}. \tag{6}\]

The functions \( F(x) \) for spin-2 and \( G(x) \) for spin-1 are defined as

\[ K(\alpha) = 1, \]

\[ L(\alpha) = \frac{1}{6} \left[ 8 \sinh(J_1 \nabla) - \sinh(2J_1 \nabla) \right], \]

\[ M(\alpha) = \frac{1}{12} \left[ 16 \cosh(J_1 \nabla) - \cosh(2J_1 \nabla) - 15 \right], \]

\[ N(\alpha) = \frac{1}{6} \left[ \sinh(2J_1 \nabla) - 2 \sinh(J_1 \nabla) \right], \]

\[ P(\alpha) = \frac{1}{12} \left[ \cosh(2J_1 \nabla) - 4 \cosh(J_1 \nabla) + 3 \right]. \tag{5}\]

The problem quickly becomes intractable. A first
obvious attempt to deal with it is to ignore the correlations; the decoupling approximation is as follows:

\[ \langle \sigma_i \sigma_{i'} \cdots \sigma_{i^n} \rangle \cong \langle \sigma_i \rangle \langle \sigma_{i'} \rangle \cdots \langle \sigma_{i^n} \rangle, \quad \langle S_j S_{j'} \cdots S_{j^n} \rangle \cong \langle S_j \rangle \langle S_{j'} \rangle \cdots \langle S_{j^n} \rangle, \]

(7)

with \( i \neq i' \neq \cdots \neq i^n \) and \( j \neq j' \neq \cdots \neq j^n \) have been introduced within the EFT with correlations. In fact, the approximation corresponds essentially to the Zernike approximation in the bulk problem, and has been successfully applied to a great number of magnetic systems including surface problems. On the other hand, in the mean-field theory, all the correlations, including the self-correlations, are neglected. Based on this approximation, Eqs. (2) and (3), respectively, are reduced to

\[ m_s = \langle \sigma_i \rangle = [A(\alpha) + B(\alpha) S_j + C(\alpha) S^2_j + D(\alpha) S^3_j + E(\alpha) S^4_j]^4 \times [1 + \sigma_i \sinh(J_1 \nabla) + \sigma_i^2 \cosh(J_1 \nabla) - 1] F_1(x) \mid_{x=0}, \]

\[ q_s = \langle \sigma_i^2 \rangle = [A(\alpha) + B(\alpha) S_j + C(\alpha) S^2_j + D(\alpha) S^3_j + E(\alpha) S^4_j]^4 \times [1 + \sigma_i \sinh(J_1 \nabla) + \sigma_i^2 \cosh(J_1 \nabla) - 1] F_2(x) \mid_{x=0}, \]

\[ r_s = \langle \sigma_i^3 \rangle = [A(\alpha) + B(\alpha) S_j + C(\alpha) S^2_j + D(\alpha) S^3_j + E(\alpha) S^4_j]^4 \times [1 + \sigma_i \sinh(J_1 \nabla) + \sigma_i^2 \cosh(J_1 \nabla) - 1] F_3(x) \mid_{x=0}, \]

\[ v_s = \langle \sigma_i^4 \rangle = [A(\alpha) + B(\alpha) S_j + C(\alpha) S^2_j + D(\alpha) S^3_j + E(\alpha) S^4_j]^4 \times [1 + \sigma_i \sinh(J_1 \nabla) + \sigma_i^2 \cosh(J_1 \nabla) - 1] F_4(x) \mid_{x=0}, \]

\[ m_c = \langle S_j \rangle = [1 + \sigma_i \sinh(J_1 \nabla) + \sigma_i^2 \cosh(J_1 \nabla) - 1]^2 \times [K(\alpha) + L(\alpha) S_j + M(\alpha) S^2_j + N(\alpha) S^3_j + P(\alpha) S^4_j G_1(x) \mid_{x=0}, \]

\[ q_c = \langle \sigma_i^2 \rangle = [1 + \sigma_i \sinh(J_1 \nabla) + \sigma_i^2 \cosh(J_1 \nabla) - 1]^2 \times [K(\alpha) + L(\alpha) S_j + M(\alpha) S^2_j + N(\alpha) S^3_j + P(\alpha) S^4_j G_2(x) \mid_{x=0}. \]

(8)

As one can see, in our treatment new order parameters the magnetizations \( m_s \) and \( m_c \), the quadrupole moments \( q_s \) and \( q_c \), the octupolar moment \( r_s \) and hexadecapole moment \( v_s \), naturally appear which one is able to evaluate. This is not the case of the standard MFA where all correlations are neglected. This is one of the reasons why the present framework provides better results than the standard MFA. We should also mention that the behavior of \( m \) and \( r \), also \( q \) and \( v \) are similar each other and we have not investigated the thermal behavior of the \( q \) and \( v \), since we do not include the biquadratic interaction parameter in Eq. (1).

The internal energy of per site of the system can be calculated as

\[ \frac{U}{N} = -\frac{1}{2} (U_C + U_S) - \Delta(\langle q_c \rangle + \langle q_s \rangle) - h(\langle m_c \rangle + \langle m_s \rangle), \]

(10)

where

\[ U_S = \frac{\partial}{\partial \nabla} [A(\alpha) + B(\alpha) S_j + C(\alpha) S^2_j + D(\alpha) S^3_j + E(\alpha) S^4_j]^4 \times [1 + \sigma_i \sinh(J_1 \nabla) + \sigma_i^2 \cosh(J_1 \nabla) - 1] F_1(x) \mid_{x=0}, \]

\[ U_C = \frac{\partial}{\partial \nabla} [1 + \sigma_i \sinh(J_1 \nabla) + \sigma_i^2 \cosh(J_1 \nabla) - 1]^2 \times [K(\alpha) + L(\alpha) S_j + M(\alpha) S^2_j + N(\alpha) S^3_j + P(\alpha) S^4_j G_1(x) \mid_{x=0}. \]

(11)

The specific heat of the system can be obtained from the relation

\[ C = \frac{\partial}{\partial T} \left( \frac{\partial U}{\partial T} \right). \]

(12)

On the other hand, we will investigate the thermal behavior of the susceptibility \( \chi_\alpha \) where \( \alpha = m_s \) and \( m_c \) is taken the values of the longitudinal magnetizations, for the system with a crystal-field. By using Eqs. (2), (3), and (12), we can easily obtain the susceptibilities and the susceptibility for the system can be determined easily from the following equation \( \chi_s \) and \( \chi_c \) as follows:

\[ \chi_s = A_1 \chi_s + A_2 \chi_c + A_3 \frac{\partial F_1(x)}{\partial h}, \]

\[ \chi_c = B_1 \chi_c + B_2 \chi_s + B_3 \frac{\partial G_1(x)}{\partial h}. \]

(13)

Here, \( A_i \) and \( B_i \) (\( i = 1, 2, \) and \( 3 \)) coefficients have complicated and long expression, hence they will not give.

The total susceptibilities of per site can be obtained via \( \chi_s = (1/7) (6 \chi_s + \chi_c) \).

3 Numerical Results and Discussions

In this section, we investigate some interesting and typical results of the HIN system with core/shell structure. Some thermodynamic and magnetic quantities (magnetization, susceptibility, internal energy and specific heat) of the HIN system with core/shell structure are studied and discussed for selected values of the interaction parameters. Moreover, we also present the phase diagrams of the system, seen in Figs. 4 and 5.

3.1 Thermodynamic Properties

We examine the thermodynamic properties, such as magnetization, susceptibility, internal energy and specific heat of the system. Firstly, we have fixed \( J_C = 1.0 \) throughout the paper.
Fig. 2  (Color online) The behavior of the core, shell and total magnetizations and magnetic susceptibilities as a function of temperature on the hexagonal nanowire. $T_C$ (thick arrow) is the second-order phase transition temperature from the ferrimagnetic phase to the paramagnetic phase. $T_1$ (dashed arrow) represents the first-order phase transition temperature from the antiferromagnetic phase to the paramagnetic phase. (a) $J_1 = 1.0$, $J_C = 1.0$, $\Delta_S = 0.0$, $\Delta = 1.0$; (b) $J_1 = -1.0$, $J_C = 1.0$, $\Delta_S = 0.0$, $\Delta = 1.0$; (c) $J_1 = 1.0$, $J_C = 1.0$, $\Delta_S = 0.0$, $\Delta = -3.0$; (d) $J_1 = -1.0$, $J_C = 1.0$, $\Delta_S = 0.0$, $\Delta = -3.0$. 

(i) Magnetization Curves and Susceptibilities
Thermal behaviors of the magnetizations and the corresponding susceptibilities $\chi$ (core, shell and total) are illustrated in Fig. 2. We obtain the thermal behaviors of magnetizations and the corresponding susceptibilities by solving Eqs. (2), (3), and (13), respectively. We present a few representative graphs to display their behaviors for first and second-order phase transitions the HIN, as shown in Figs. 2(a)–2(d). The results are depicted in Figs. 2(a)–2(b) for the values of ferrimagnetic interface coupling $r > 0.04$, $\Delta_S = 0.0$, $\Delta = 1.0$, and antiferromagnetic interface coupling $r < 0$, $\Delta_S = 0.0$, $\Delta = 1.0$, respectively. In Figs. 2(a) and 2(b), $T_C$ represents the second-order phase transition temperatures from the ferrimagnetic $(1, 2)$ and antiferromagnetic $(-1, 2)$ phase to the $P$ phase, respectively. From these figures are seen that the core/shell and total magnetizations go to zero continuously as the temperature increases and a second-order phase transition occurs at same critical temperature value, $T_C = 10.12$. When the temperature approaches $T_C$, the susceptibilities increase very rapidly and go to infinity at $T_C = 10.12$. Figures 2(c) and 2(d) illustrate the thermal variation of the magnetizations and susceptibilities for the values of ferrimagnetic interface coupling $r > 0.0$, $\Delta_S = 0.0$, $\Delta = -3.0$, and antiferromagnetic interface coupling $r < 0$, $\Delta_S = 0.0$, $\Delta = -3.0$, respectively. In Figs. 2(c) and 2(d), $T_i = 0.84$ represents the first-order phase transition temperatures from the ferrimagnetic $(1, 2)$ and antiferromagnetic $(-1, 2)$ phase to the $P$ phase, respectively. Figures 2(c) and 2(d) show core/shell magnetizations go to zero discontinuously as the temperature increases; hence, a first-order phase transition occurs at same critical temperature value, $T_i = 0.84$. Moreover, in the vicinity of $T_i$, the core/shell susceptibility rapidly increases for $T < T_i$ and suddenly decreases for $T > T_i$.

(ii) Internal Energies and Specific Heats

We will also investigate the temperature variations of the internal energy and specific heat to study the present system in detail. Let us study the thermal variation of the internal energy and specific heat of the system for the HIN by solving Eqs. (2), (3), and (10) numerically. In the case of $r > 0$, we have plotted the temperature dependence of the internal energy and specific heat for the selected fixed values of $\Delta_S = 0.0$, $\Delta = 1.0$ in Figs. 3(a). Figure 3(a) shows that when $T < T_C$, the specific heat for the second-order phase transition increases with increasing temperature. The specific heats may express the discontinuity at $T = T_C$, although in the high-temperature region ($T > T_C$), they take finite values. Moreover, the maxima of the specific heat correspond to points where the first-order derivatives of the internal energy $U$ are discontinuous, at which the second-order phase transitions occur. In Fig. 3(b), for the case of $r < 0$, we have presented the temperature dependence of the internal energy and specific heat for the selected fixed values of $\Delta_S = 0.0$, $\Delta = -3.0$. Figure 3(b) shows that the specific heat arrives at a maximum value and reduces suddenly to a small value at the first-order phase transition temperature. The corresponding internal energies are given in Fig. 3(d). In that figure, the internal energies increase with the increasing temperature discontinuously at the first-order phase transition temperature.

![Fig. 3](Color online) Temperature dependence of the specific heats and internal energies for the model on the hexagonal nanowire. (a) $J_1 = 1.0$, $J_C = 1.0$, $\Delta_S = 0.0$, $\Delta = 1.0$; (b) $J_1 = 1.0$, $J_C = 1.0$, $\Delta_S = 0.0$, $\Delta = -3.0$. 
3.2 Phase Diagrams

In this subsection, we shall show some typical results for the mixed spin (1, 2) Ising model with a crystal field. We have obtained the phase diagrams two different planes, namely ($\Delta, T$) and ($r, T$) for hexagonal nanowire.

(i) Phase Diagrams in ($\Delta, T$) Plane

At first, we present the phase diagrams of the model in the ($\Delta, T$) plane, illustrated in Fig. 4. In these phase diagrams, the solid and dashed lines represent the second- and first-order phase transition lines, respectively; the tricritical points are denoted by filled circles. It is clear that the second- and first-order phase transition lines separate the antiferromagnetic and ferrimagnetic phases from the paramagnetic ($p$) phase. From these phase diagram the following phenomena have been observed. (i) Each one of the phase diagrams exhibits only one tricritical point where the second-order phase transition turns to a first-order one. (ii) The grey triangles correspond to the multicritical points, and these triangles separate the ferromagnetic (1, 1) phase from the ferrimagnetic (1, 2) phase. The similar behavior is observed Fig. 2 of Ref. [66]. (iii) The reentrant behavior exists in the HIN system, i.e., the system will be disordered (paramagnetic) phase at very low temperatures and as the temperature increases the system ordered phase at a critical temperature $T_{C1}$ and finally the paramagnetic phase at a higher critical temperature $T_{C2}$. The phenomenon may be caused by the competition between the exchange interaction and negative single-ion anisotropy strength.

(ii) Phase Diagrams in ($r, T$) Plane

In Fig. 5, the phase diagram of mixed spin-(1, 2) HIN system is obtained to examine the influence of the interfacial coupling. Figure 5 shows the variations of $T$ as a function of $r$, when the parameter $\Delta$ is fixed at $\Delta = 0$ and the values of $\Delta_S$ are changed ($\Delta_S = -0.9, -0.5$ and 0.0). In Fig. 5, the phase transition region is divided into two phases namely $p$ and $i$. In this figure, we can see that $i$ phase become larger with the increasing absolute ($r$) and $\Delta_S$. From Fig. 5, we can see that all the phase transition is the second-order phase transition.

4 Summary and Conclusions

In this paper, we have studied the magnetizations, susceptibilities and internal energies of mixed spin-(1, 2) HIN
system on by using the effective-field theory with correlations. We also investigate the phase diagrams, seen in Figs. 4 and 5. It has been shown that the system both a second-order phase transition and first-order phase transition. Moreover, from the phase diagrams, reentrant phenomena can be found under certain conditions of the Hamiltonian parameters. Finally, we hope that the study of HIN system may open a new ferrimagnetism as well as new field in the research of magnetism and present work will be potentially helpful for studying higher spins and more complicated nanowire systems.
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