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Abstract
The recently discovered coronavirus, SARS-CoV-2, which was detected in Wuhan, China, has spread worldwide and is still being studied at the end of 2019. Detection of COVID-19 at an early stage is essential to provide adequate healthcare to affected patients and protect the uninfected community. This paper aims to design and develop a novel ensemble-based classifier to predict COVID-19 cases at a very early stage so that appropriate action can be taken by patients, doctors, health organizations, and the government. In this paper, a synthetic dataset of COVID-19 is generated by a dataset generation algorithm. A novel ensemble-based classifier of machine learning is employed on the COVID-19 dataset to predict the disease. A convex hull-based approach is also applied to the data to improve the proposed novel, ensemble-based classifier's accuracy and speed. The model is designed and developed through the python programming language and compares with the most popular classifier, i.e., Decision Tree, ID3, and support vector machine. The results indicate that the proposed novel classifier provides a more significant precision, kappa static, root mean square error, recall, F-measure, and accuracy.
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1 Introduction
The SARS-CoV-2 that causes COVID-19, colloquially known as coronavirus, is a contagious viral in the coronavirus family. However, the virus genome sequence analysis indicates that this belongs to the community of coronavirus β-CoV generations. The novel coronavirus was confirmed to the World Health Organization on 31 December 2019 and occurred in Wuhan, and has travelled worldwide. The virus developed a global threat, and on 11 February 2020 was called COVID-19 by W.H.O. It is the family of SARS, ARDS, which has been listed as a public health emergency (Baudier et al. 2021). While a healthy person is in contact with an infectious person, the virus is spread through the respiratory tract (Benreguia et al. 2020). The virus transmits by air and physical contact and penetrates respiratory cells by binding to the enzyme that transforms angiotensin 2. The most frequent infection symptoms are breathlessness, fever, cough, smelling and taste loss, headache, and muscle disease. As the virus evolves, it causes several issues in all facets of human life, and new problems occur with time. New strategies are being developed every day to address these rapidly evolving problems.

The health sector is now at the frontline of the epidemic. Healthcare is increasingly challenging to manage because of insufficient and less effective care that does not meet the increased demands of a growing ageing population with chronic diseases (Farahani et al. 2018). It is an extensive industry that needs to collect and process medical data in real-time. This sector’s critical issue is handling evidence that
needs in-patient prevention and distribution of knowledge to clinicians for fast-track medical treatment. The sector has sought together, handle, and restore knowledge to strengthen patient procedures and technology advancement by leading actions such as surgeons, sales associates, hospitals, and healthcare firms. The protection of patients’ health records, access control for regular and emergency cases, and smart data deduplication to conserve storage space in large data storage systems (Yang et al. 2019). However, the management of health data has lately become a complex challenge due to the immense amount of data, security vulnerabilities, the incompetence of cellular network applications, and the speed it increases.

Diseases such as COVID-19 are the greatest concern of all nations, particularly the healthcare team and their families (Abdel-Basset et al. 2021; Dhiman et al. 2021). There is no evidence of any subsequent change the next day. Due to the immediate need for research with COVID-19, new technology is expected to be built to provide quick and efficient analysis. These primary innovations include artificial intelligence (AI) (Kaur et al. 2021; Dhiman and Kaur 2019c, Dhiman and Kaur 2020a, c, 2020), big data, the Internet of Things (IoT), the Internet of Medical Things (IoMT), 5G, and Blockchain to accomplish clear objectives (Kaur et al. 2020; Dhiman 2019a, b, d, 2020b). In order to address the questions about what are disruptive technologies and using them to reduce the COVID-19 outbreaks, Table 1 provides examples of useful disruptive technologies which can better be used to limit the COVID-19 outbreaks (Lasi et al. 2014; Chen et al. 2020; Chamola et al. 2020; Wang et al. 2018; Singh et al. 2020c).

AI and machine learning are useful for virtually all decision-making processes. Both screening methods boost the precision of diagnosis for infections, both contagious and non-infectious. Artificial intelligence and machine learning researchers have been eagerly looking and waiting for real-time data produced by this pandemic worldwide. Consequently, timely distribution of COVID-19 patient

| Table 1 The disruptive technologies and their advantages to limit the COVID-19 outbreaks |
|-----------------------------------------------|-------------------------------------------------|------------------------------------------|
| Disruptive Technology                        | Description                                     | Advantages                              |
| Internet of Things (Gupta et al. 2018)       | A key part of the Fourth Industrial Revolution, connects services and semantics via wireless protocols | IoT is useful to avoid COVID-19 outbreaks. Sensors will regularly follow up hospitalised patients or home quarantine patients. IoT will ensure the patient is being taken care of appropriately. The IoT can be used to screen individuals with COVID-19. |
| Industry 4.0 (You and Feng 2020)             | Industrial 4.0 used the IoT to use resilient services. | Industry 4.0 will be used to check up on the first vital signs of hospitalized patients. |
| The Internet of Medical Things (Cao et al. 2019) | IoMT is a new healthcare technology approach that incorporates data-driven information technology and contemporary medicine techniques. | IoMT usage can help patients’ physical and psychological healthcare in the hospital or those under home quarantine due to trust and protection. |
| Virtual Reality (Sood and Singh 2018)        | Virtual Reality technology is used in a computer programme to simulate an environment. | The video call is appropriate for patients who are in hospital or quarantine. |
| Artificial Intelligence (Singh and Kaur 2020b) | Artificial Intelligence is a powerful tool that lets computers learn and think. | It has developed robots to assist in the medical examination of patients. |
| Big Data (He et al. 2018)                    | Big data is a mechanism that gathers and processes vast quantities of information that programmes cannot typically process. | Big data analysis can generate several statistics about COVID-19 outbreaks and other reports to minimize the pandemic’s impact. |
| 5G (Singh and Sood 2020a)                    | The fifth-generation technology can support global mobile networks | The 5G would provide the healthcare team with high-paced communication to enhance the track of COVID-19 control and review patient cases. |
| Blockchain (Nair et al. 2020)                | Blockchain is a transaction record between two parties | The Blockchain can be used to restrict the influenza pandemic by combining various data sources. |
| Drone technology and Autonomous Robots (Angurala et al. 2020) | Autonomous robot/Drones can carry out specific responsibilities without the intervention of external agencies | The robot takes over many tasks, such as medical care monitoring and supervision, from the team of health professionals. |
data, such as physiological characteristics and clinical outcome of COVID-19 patients, accompanied by corresponding data translation for easy access, is highly significant yet challenging (Abdel-Basset et al. 2021). The link between health care and physicians derives from the first AI expert framework that serves as clinical decision support for physicians and medical experts. Researchers also found proof that AI and ML may diagnose and monitor different diseases, from pandemic to non-communicable diseases. The continuous developments in AI and ML have dramatically enhanced therapy, medication, screening, estimation, forecasting, touch tracing, and drug/vaccine production method for the Covid-19 pandemic, thus reducing human involvement in medical practice.

AI technologies improve the performance and precision of their activities. The healthcare sector desperately needs decisions to contain the virus to help them get good advice in real-time to prevent the spread of the virus (Small and Cavanagh 2020). AI can professionally emulate human intellect. It is used to scan, evaluate, forecast, and monitor existing patients and potentially potential patients accurately. Significant applications for monitoring confirmed, rescued, and deadly data are applicable. Hospitals, public health departments, and private health businesses search for open means of screening patients for COVID-19 symptoms, such as online symptom checkers.

COVID-19 is spread around the world, each bit of creativity in science and imagination is taking us closer to solving this pandemic (Abdel-Basset et al. 2020c). Understanding and solving the COVID-19 problem, artificial intelligence (AI), and machine learning play a crucial role (Xu et al. 2020). The research and the development of methods imitating human intelligence is artificial intelligence (Latif et al. 2020). It is very optimistic that Artificial Intelligence will become an exciting field of study in the face of the present obstacles as a result of its achievements in the fields of diagnosis, care, patient management, medicine discovery, Epidemiology, etc. Machine learning technology helps machines imitate human intelligence and absorb vast data quantities to find trends and observations quickly (Qureshi et al. 2017). Further ML and AI algorithms enable medical treatment, and follow-up plans to be diagnosed and optimized to achieve improved outcomes (Ren et al. 2020). A powerful platform for gathering data and real-time contact for all health professionals who battle COVID-19 on the frontlines allows them to track diagnosis and keep patient knowledge updated in real-time. Progress in technology has fast implications in any area of life, whether in medicine or elsewhere. Through taking decisions by evaluating the evidence, artificial intelligence has shown positive results for health care. COVID-19 hit about 100 countries in no time. Citizens around the world will, in the future, be vulnerable to its impact. A control scheme for the detection of the coronavirus should be established. The identification of disease using different AI methods may be one of the alternatives to the existing havoc regulation.

A new and valuable method to diagnose early coronavirus infections and track infected patients’ status is artificial intelligence. Artificial intelligence By designing practical algorithms can significantly improve medication quality and decision making. The necessary process of diagnosing the disease at an early stage is shown in Fig. 1. AI is useful not only in the care of compromised patients Covid-19 but also in the proper control of their health. Since the beginning of the epidemic, the use of AI approached drug production. AI has been widely used in studies in the development of new molecules. AI will create an intelligent network to track and forecast the propagation of this virus automatically. To obtain the visual features of this condition, a neural network may also be created, which will help to track and manage the individuals affected. It can provide regular patient feedback and also to provide remedies for the COVID-19 pandemic to be followed. Nurses can view patient records from anywhere safely through flexible and compact computers. The wireless feature helps telehealth...
or telemedicine implementations as nurses can consult, log, and exchange information with the physician. This would increase productivity and save time for routine inspections.

The use of machine-learning chatbots for contactless COVID-19 screening and answering questions from the public are now part of healthcare and government agencies. Machine learning also helps researchers and experts evaluate vast quantities of data for forecasting COVID-19 distribution so that the potential pandemics can be detected as an early warning mechanism and endangered populations can be identified (Sharma et al. 2020). The amount of knowledge on COVID-19 is exponentially rising in healthcare practitioners and researchers and making it impossible to obtain perspectives that inform treatment.

Ensemble-based classifiers motivated us to propose a novel classifier for detecting the COVID-19 disease for infected patients, which forecasts the spread of epidemic transmission. It is suitable for applications that need precise classifications, real-time responses, and short reaction times. Medical machine learning classification predictions were made in the past. Furthermore, various algorithms for classification are required for the same type of domain. These algorithms’ output is based on the non-serious, monotonous, and redundant properties of the data. Two methods are also suggested: one to increase the precision of the proposed novel ensemble-based classifier and another to minimize the proposed novel classifier’s speed by reducing the number of data samples.

This paper’s main contribution is to encode, outside of the conventional healthcare system, smart health care, and travel information using machine learning algorithms to detect an infected COVID. This work will encourage researchers to work further to build a solution to help predict COVID-19 outcomes for patient health, which incorporates patient population, moving, and subjective health data.

The rest of the paper is organized as Section 2 provide the literature review; the methodology is explained in Section 3. Section 4, experiment setup and results are shown, Section 5 comes with discussion, and finally, the concluding remarks given by Section 6.

## 2 Literature Review

The transformative technology of 21st century artificial intelligence (AI) has seen numerous uses in weather forecasts and astronomical analysis to autonomous systems. We observe some similar work in which AI was tried to track, deter, and forecast the pandemic COVID-19. Several scientific study papers were examined regarding Artificial Intelligence (AI) application to the coronavirus response. The majority of writers concentrated on a critical evaluation of models to forecast the probability of disease growth, hospital acceptance, and progression. It is hard to keep up with what is going on in health care due to the constant appearance of new diseases, and viruses (Chang 2018c). However, most epidemiological studies aimed to predict and prevent the COVID-19 with better accuracy were excluded.

Gomathi et al. (2020) provide an alternative for the creation of a mechanical prognostic model that precisely anticipates the survival of individual severe patients with more than 95% of clinical evidence from various sources. This paper aims to include a detailed analysis of the diagnostic aspect of COVID-19, update the cost-effectiveness and timeliness of criticism, and predetermined. Marmarelis (2020) suggest a new model-based for predicting the total cases of COVID-19 using US data. Machine learning is used to design and develop the method. Ouyang et al. (2020) proposed a new CNN web treatment module to focus on lung infection areas in diagnostic decisions, which is directly related to COVID-19. The sizes of the infection areas between COVID-19 and CAP are unbalanced in dissemination, partly due to the rapid development of COVID-19 after symptoms began. Therefore, a double sampling approach is being developed to minimize imbalances. Ahn et al. (2020) concentrate on South Korea’s epidemiological study methods after a brief comparison of contextual discrepancies with French countries. Authors analyze the use habits of original data, de-identification data, and encrypted data to assess personal privacy and health concerns. Also, They address the COVID-19 index, which includes collective illness, the severity of outbreaks, the availability of health care services, and the death rate. Li et al. (2020) propose to use a limited number of COVID-19 CT exams and an archive of negative samples for successful and productive COVID-19 grade training networks. The idea is to remove COVID-19 features and negative samples using a new self-monitored learning approach in concrete terms. A pre-set number of negative samples is chosen and supplied to the neural network. Chamola et al. (2020) analyzed the issues related to the COVID-19 pandemic by many credible outlets. Their research highlighted its effect on the international economy and the direct health effects of the outbreak of COVID-19. The authors also investigate the use of technology such as the IoT, UAVs, AI, and Blockchain (AI) to mitigate the consequences of the COVID-19 epidemic. Abdel-Basset et al. (2020a) presented a groundbreaking semi-supervised segmentation method that worked well with only a few CT scans. They developed a novel dual-path deep-learning architecture to avoid channel information loss without losing any high-level knowledge. This contribution overcomes the lack of availability of CT scans by obtaining a large number of scans. The study provided insight into how objective lung disease diagnosis can be made in
small data environments. Ulhaq et al. (2020) analyzed the impact of COVID-19 in the market and propose a solution by computer vision. The author collects the data from various sources like the WHO’s official website and used various research tools to analyze. Abdel-Basset et al. (2020b) presented a hybrid image segmentation method to overcome the image segmentation problem using the thresholding technique with Kapur’s entropy maximization algorithm. The results show that the proposed algorithm is better than the existing algorithms. Li (2020) designed a hierarchical two-tier combined approach to speed up the asymptomatic screening of COVID-19. The first stage divides a population into groups, resulting in the acceleration of groups. At the second stage, a group is subgrouped, leading to an intra and inter-subgroup acceleration. Using this computational method and numeric algorithms, optimum Group size is calculated. Niu et al. (2020) explain and reflect the dissemination of COVID-19 and propose a paradigm for human migration, where “exposed” individuals may be infectious, for sensitivities-exposed-infested-restricted. The disease’s primary reproductive number and its connection with the model parameters are derived from this model. Jamshidi et al. (2020) provided an answer to artificial intelligence battling the virus. A variety of deep learning approaches, including GNE, Intense Learning Machines, and Long-Term Short Memory, have been demonstrated (LSTM) to accomplish this goal. It describes an applied bioinformatics methodology in which numerous knowledge aspects shape the user-friendly platforms for physicians and researchers from a continuum of organized or unstructured data sources. Quatieri et al. (2020) diagnosed and tracked COVID-19 through asymptomatic or symptomatic stages, and the Authors suggest a voice making and signal processing system. Methods: The approach is based on the dynamics of neuromotor synchronization through respiratory expression, phonation, and articulation subsystems based on COVID-19’s features of lower and upper inflammation of the respiratory system and growing evidence of neurothral viruses. Wang et al. (2020b) proposed a new method for joint learning to reliably classify the COVID-19 through efficient learning of heterogeneous, dispersed data sets. They create a clear context through the recent redesign of the COVID-Net, which will boost predictive precision and performance in network architecture and learning strategy. Wang et al. (2020a) provide COVID-19 screening in 3D chest images. The system will predict accurately whether or not a CT scan involves pneumonia while distinguishing pneumonia forms caused by other viruses between COVID-19 and Interstitial Lung Disease. Two 3D ResNets in the proposed approach are connected into one model for the above two tasks utilizing a new technique for priority attention. Chang (2018b) presents the new research in data processing and simulation for bioinformatics and healthcare. The training data with a low completion time to achieve malignant tumour and genes simulations to inspect their status and querying the output data within seconds. The malignant tumour and gene simulation can achieve 360 degrees for an inspection of cancerous presence.

Chang (2018a) showed how computer science could model medical imagery to investigate regions, including genes and protein-based simulations of cancer growth and immunity, that are not readily attainable. The concept is similar to the digital surface theories to simulate how biological units can form larger units until the whole biological subject unit is created.

There are significant pancreatic cancer clinical signs. Because it is challenging to diagnose pancreatic cancer, every one symptom is not a good cancer predictor. Various combinations and individual contributions to these functions are also considered. Class 0 is 90 per cent (Non-pancreatic cancer), and class 1 is 10 percent.

3 Methodology

The data collection of COVID-19 may be obtained from different sources such as a log, database, sensor, and several other sources, but the data must be clean and well ordered to conduct the analysis method. Therefore, extracting the data would have the job done. An artificial synthetic data for COVID-19 is synthesized. Class Restoration seeks to restore COVID-19 into a modern, better-performing version. To more efficiently process the COVID-19 results, the data is decomposed such that the machine learning algorithm can provide more manageable processing. Standardization means the functions have the characteristics of normal zeros and the usual standard deviations of one. Each experiment sample is separated into a training sample of 67% and a research sample of 33%. Randomly sample is taken, set hyperparameter, trained the model on it, and then evaluated how well the model worked. The data collection of COVID-19 is incredibly imbalanced. The algorithm defaults towards the COVID-19 positive cases if we use this dataset to conduct the analysis method. Therefore, extracting the data would have the job done. An artificial synthetic data for COVID-19 is synthesized. Class Restoration seeks to restore COVID-19 into a modern, better-performing version. To more efficiently process the COVID-19 results, the data is decomposed such that the machine learning algorithm can provide more manageable processing. Standardization means the functions have the characteristics of normal zeros and the usual standard deviations of one. Each experiment sample is separated into a training sample of 67% and a research sample of 33%. Randomly sample is taken, set hyperparameter, trained the model on it, and then evaluated how well the model worked. The data collection of COVID-19 is incredibly imbalanced. The algorithm defaults towards the COVID-19 positive cases if we use this dataset to train our model, which eventually results in the model’s lousy output being tested on invisible data. The theory of ensemble modelling is to integrate multiple models to predict the result of a variable. A consensus that ensemble models will improve predictive precision is commonly held. We have the hyperparameters set in each device and have passed the reequipped training set as training data for each model. These models have been tested with different parameters, including Precision, Kappa Static, Root Mean Square Defect, Recall, F-measure, and accuracy.
3.1 Data description

In machine learning, data sets are an important component. Data collection is one of the most difficult activities, especially in connection with the clinical domain as early detection. Table 2 shows the data type used for different symptoms of COVID-19 patients.

Our dataset includes the symptom base COVID-19 positive and COVID-19 negative cases. The dataset contains 824,548 cases, out of which only 1376 are COVID-19 positive. As the optimistic class accounts for just 0.167% of the overall COVID-19 data, the dataset is rather unequalled. The data collection comprises numerical values resulting from the transformation of the principal component analysis (PCA). However, the initial features were not released because of the secrecy issue. There are 18 characteristics in all, of which the principal component analysis produced 16 features. PCA is a method for minimizing dimensionality, in which several initial variables condense into a smaller subset of function variables. The principal component analysis (PCA) is to minimize the dimensionality of a data package composed of multiple associated variables to the greatest degree while preserving the variance present in the dataset. The same may be achieved by converting the variables into a new collection of variables known as the main components and orthogonal to reduce the uncertainty preserved in the initial variables as we step down. Thus, the maximum variance of the 1st major factor of the initial components persists. The core elements are the prophetic vectors of the orthogonal matrix. Essentially, it is important to scale the dataset to be used in the PCA. The findings are sensitive to relative scaling as well (Fig. 2).

**Table 2** Data type for different symptoms of COVID-19 patients

| S. No. | Parameter                                | Data Type |
|-------|------------------------------------------|-----------|
| 1     | Body Temperature                         | Float     |
| 2     | Difficulty in breathing                  | Boolean   |
| 3     | Loss of speech or movement               | Boolean   |
| 4     | Room Temperature                         | Float     |
| 5     | Eye colour pink or not                   | Boolean   |
| 6     | Age                                      | Int       |
| 7     | Blue lips/face                           | Boolean   |
| 8     | Body ache                                | Boolean   |
| 9     | Loss of Taste/smell                      | Boolean   |
| 10    | Travel History of last 14 Days           | String    |
| 11    | Diarrhea                                 | Boolean   |
| 12    | Running nose                             | Boolean   |
| 13    | Already suffering from any other disease | Boolean   |
| 14    | Sore throat                              | Boolean   |
| 15    | Tightness of chess                       | Boolean   |

**Algorithm 1** Dataset generation algorithm.

- **Result**: COVID-19 Data Creation
- **Input**: Patient Symptom
- **Output**: Generate COVID-19 datasets

1. Step I: N initialize to 1
2. Step II: for N := number of entries required do
3. Step III: allocate values to significant symptoms of COVID-19 based on their probabilities.
4. Step IV: allocate values to the minor symptom of COVID-19 based on their probabilities.
5. Step V: create new user data by combining Step III and step IV values generated.
6. if PatientIDResult == COVID-19 Positive then
   7. The same user data is already present then
   8. Discard this data
   9. else
   10. Add new user data
   11. end
12. increment N

![Proposed Methodology for novel classifier](image)
Class Reconstruction strives to rebuild the COVID-19 dataset into a form that provides better performance. Specifically, in this paper’s case, classes are decomposed using a clustering algorithm; each cluster can then be used to identify a new class label set. The method uses Convex Hulls to attempt to identify clusters that can be assigned the same class label.

A geometrical approach provides a variety of solutions to the problems faced frequently in machine learning. Convex hulls are chosen as the modus operand for finding this pattern. An additional step is added to the user for two reasons: they reduce the size of the data being handled, making the process much faster for larger datasets, and they make it easier to identify interference between clusters.

Figure 3 shows the clusters of the two classes of a sample dataset (green and red) and their respective convex hulls. All further steps to identify superclusters will be performed using these convex hulls. As shown clearly in Fig. 3, the red class clusters can quickly be joined to form a supercluster. This optimization is identified by finding the red supercluster (as shown in Fig. 4).

The convex hull for this supercluster, “red super hull”, is then added to a new dataset along with one point from the convex hull for one of the green cluster convex hulls. A new convex hull is calculated for this dataset to identify if Hull Point is part of the convex hull. If it is, then it must be placed geometrically outside the red super hull, causing no interference. However, if the Hull Point is not part of the newly calculated convex hull, it is sitting in between the two red clusters, preventing a supercluster formation. This step is repeated across all points in the convex hull. This process is then performed on all remaining convex hulls of all non-red class clusters (in this case, all three green clusters must go through the process). If no interference is found, then the red clusters can be joined together to form a supercluster. The exact process is repeated for the green class clusters, and it is confirmed that some interference is found between all pairs of clusters, preventing them from being merged. Early on in experiments, it was identified that there was often very little interference between two clusters preventing a supercluster’s formation. So an additional parameter, called “gamma” $\gamma$, was added to the process that could help control what level of interference was considered significant. With low gamma values, even a small level of interference will prevent the formation of superclusters. With a higher value of gamma, however, small interferences can be ignored, and a higher number of superclusters can be formed, as shown in Fig. 5.

### 3.3 Data Decomposition

Data decomposition is used to reduce the size of a COVID-19 dataset to make the machine learning algorithm’s
processing more manageable. When it comes to the proposed novel ensemble-based classifiers, large datasets need very high-performance computing to manage. The goal is to identify a method to reduce the dataset size without bearing a significant reduction in accuracy (Imran et al. 2020). The process is used clustering algorithms followed by a convex hull-based algorithm to reduce the dataset size by a large percentage; in most cases, the modified dataset size will be less than 15% of the original size. This will help make it easier and faster to analyze the proposed novel ensemble classifier’s performance on the modified dataset.

The approach is taken to reduce dataset size attempts to consider each class’s geometric nature in the dataset. Datasets that contain classes with significantly dispersed data will especially benefit from a clustering-based algorithm. Since this algorithm is attempting to improve speed, naturally, the type of datasets that will be most applicable for this approach are large ones (Figs. 6, 7, 8 and 9).

Each class in the given dataset is run through the clustering algorithm. For each cluster, the convex hull is identified and added to the modified dataset. The size of this dataset is typically much smaller than the original dataset. Often, for datasets with higher class dispersion, the dataset tends to get bigger. This helps maintain the number of points required in the modified dataset to maintain accuracy from a trained machine learning algorithm. Using the clusters’ convex hulls instead of random points is to ensure that the geometric nature of each cluster is captured and to ensure that a good class boundary can be found. Creating a modified dataset with the above steps alone may not be sufficient. An optional step has to be added that will have to be used for certain datasets. If a dataset has vastly different classes in size, the user must ensure that their relative strength in the modified dataset does not change significantly. Essentially, it asks the user to take a cluster and find its convex hull. These points are then added to the
**Fig. 6** Dataset with one class boundary

**Fig. 7** Super Cluster combination

**Fig. 8** A better Super Cluster combination
modified dataset and removed from the original cluster. The new cluster is rerun through the convex hull calculation. This second layer convex hull is then also added to the dataset. This process is continued in parallel for all Class B clusters until the desired size has been reached for Class B in the modified dataset. This method’s benefit is that each point selected will strengthen each cluster’s geometric nature in the modified dataset and hence contribute to a better-learned algorithm. The modified dataset obtained using the above method is used to train the required machine learning algorithm. The original dataset is then evaluated using this trained algorithm, and the accuracy and time taken recorded. The original dataset is then itself used to train the required machine learning algorithm. Its accuracy and time taken to train are also recorded.

3.4 Data standardization

Standardization ensures the functions are re-scaled such that they have the properties of a standard typical zero and standard deviations of one. Many machine learning algorithms used for classification need features to be standardised (Elhadad et al. 2020). If the standardization is not carried out, the predicted value is changed.

3.5 Data splitting

We divided the whole dataset into a training set of 67% and a test set of 33% for each experiment. We used the training set to resample, set hyperparameter, and train the model, and we tested how well the learned model is performed. We specified a random seed when dividing the data, ensuring that the same data was divided every time the program was running.

3.6 Data resampling

The data set is too unbalanced. In this case, the algorithm defaults towards the COVID-19 positive cases if we use this dataset to train our model, which ultimately results in the bad performance of the model being evaluated on invisible data (Pham et al. 2020).

3.7 Hyperparameter tuning using 10-fold cross validation

Hyperparameter is the external model configuration whose data is not used to determine the model’s importance. The hyperparameter can not be confused with the model parameter (internal configuration of the model), which is part of the model and whose value is defined during the training cycle and can be measured. Since hyperparameter is outside the formula, it is manually set by the practitioner. However, the value must be calibrated accurately in advance to give the most efficient outcomes (Hussain et al. 2020).

Cross-validation is the tool for performing hyper-parameter tuning. We used K-fold cross-validation where we used K to be 10.

We use a ten times cross-validation training package, where each fold consists of 10% of the data. Then, we analyze the model to decide whether it works well. It is often used to operate hyperparameters which can be used to prevent overfitting (De Santis et al. 2020). By running cross-validation iterations, we found the most substantial hyperparameter values. As a consequence, when working with each product, the hunting for each model was quite comprehensive.

3.8 Ensemble method

Classifying train data by a particular algorithm contributes to the formulation of a theory used for predictions. Regarding train data, residual is the difference between the approximation hypothesis and the actual value, while the error concerning test data and anonymous data is the gap between the predictions and the actual values, which consists of bias, variance and noise. Inference bias occurs where the model does not correctly match the training results, showing the researcher that the data was not adequately trained. A lower bias generates less residual, which thus less prone to lead to absolute error. Variance arose from the algorithm overfitting the training sample, reflecting the volume of noise unintentionally used in the model. The mistake is distinct from the residual and not the same. If a model is too responsive to noise, it will
not be well generalized between known and unknown results. The model’s bias and variance are created not to be measured; the data’s noise is embedded in the data, so it cannot be extracted. It is impossible to eliminate bias and variance concurrently because there is a trade-off in accurately accounting for each of these outlets. If the amount of features in the model rises, the bias reduces while the variance continues growing. In the long run, the difference will decline as the number of samples rises. As the noise gets more complicated, the error reduces first and then rises as the uncertainty develops. To enhance a classifier’s efficiency, ensemble methods are used to minimize one or both of the two sources of error by integrating several essential or even “weak” classifiers. The principle of ensemble modelling is to construct a predictive model by incorporating several models. An agreement that ensemble methods can boost overall predictive efficiency is well-known.

A novel Ensemble method is one of the most effective multi-classifier approaches, consisting of combining a set of classifiers of the same type to get a single more efficient model. Nowadays, many methods are automatically capable of generating sets of classifiers. The novel ensemble-based classifier uses the concept of random forests. The procedure is applied to the required degree of precision. The novel approach is based on the active ingredient of decision trees. These classifiers are not incredibly useful separately, but together, they create a strong classifier that is especially stable (Liu and Wang 2010). The random function is that there are only a small amount of trees in the ensemble, and the aim is to build a diverse ensemble. The formalism of random forests arose centred on the usage of decision trees as basic classifiers and the incorporation of randomness in their inference.

The existing methods in state of the art try to deal with randomization. The first contribution is the introduction of a new method to generate a set of classifiers. This method combines Bootstrap Sampling, Random Subspaces, and random forests to generate a more efficient set of trees than each method individually. A novel ensemble-based classifier is proposed. In this paper, we also deal with tree aggregation and ensemble selection in the novel ensemble methods. Classical random forests use a majority voting to aggregate the decision of each classifier. This technique is not optimal since it gives the same weight to each tree’s decision even they have not the same performances. We propose a weighted voting mechanism to random forests in our second contribution, which give better results than classical majority voting. The third contribution is a tree selection method in a forest to keep only the best trees. This technique belongs to the family of ensemble selection or pruning methods.

### Algorithm 3 Ensemble based classifier

**Input**: A new incoming data instance \(d\), a Decision tree

**Output**: An updated Decision tree including \(d\)

1. **Navigate instance \(d\) to leaf node starting from the root of the tree**;
2. **Update statistics on attribute values at current node including instance \(d\)**;
3. **Evaluate gain function \(G(A_i, S)\) on current node for all examples seen so far \(S\)**;
4. **if There exists \(i\) such that for all \(j\), \(G(A_i, S) > G(A_j, S)\) then**
   5. **if (Training size is less than its threshold and tree depth is less than its threshold) then**
      6. **split the node with attribute \(A_i\)**;
      7. **initial statistics for each child node**;
   8. **end**
9. else
10. **Select feasible candidate**;
11. **end**

#### 3.9 Training and testing phase

The Test dataset is the data used for assessment. It is only seen once in a single training run. The comparison collection is used for the assessment of rival versions. On many occasions, the validation set is used as a test set, but it is not a safe idea since it may cause messy outcomes. The test range was deliberately chosen for accuracy. The model includes publicly accessible data obtained from several groups that the model would be evaluated. We have set hyperparameters in each model and transferred the reequipped training set as training data on each model after tuning the hyperparameters on each predictive model. So in the resampled training results, the novel ensemble-based model learned different patterns—the test collection we had previously isolated to test the model output while splitting the entire dataset.

#### 3.10 Performance Evaluation

The last step of the predictive analysis is to assess the novel model’s output. This paper has measured novel models’ performance with Precision, Kappa Static, Root Mean Square Error, Recall, F-measure, and accuracy. The explanation is that precision typically results in a false inference if the class distribution is unbalanced.

As we do not want a statistical model to skip the positive COVID-19 scenario, we want a recall score to be better than probable since this is a positive COVID-19 detective task. We should not ignore the accuracy since we can not predict the COVID-19 case even though it is positive.
4 Experiment Setup and Results

This novel ensemble-based classifier is implemented in python. Machine learning packages are utilized and installed in the Python IDE. Window 10 was placed on an i7 2.50 GHz computer with 16 GB RAM to analyze the effects of the novel ensemble-based classifier. The COVID-19 dataset is collected from the algorithm. The experiments are performed in two folds. (i) COVID-19 data is analyzed, and apply ensemble classifier to this data. The classifier's performance is compared with traditional classifiers, i.e. Decision Tree, ID3, and SVM, in Precision, Kappa Static, Root Mean Square Error, Recall, F-measure, and accuracy. (ii) The COVID-19 data is prepossessed, and size is reduced with class reconstruction, class decomposition, and standardization. The dataset is reduced to 10%, 20%, 30%, and 40%. The ensemble classifier is applied in various sizes of datasets.

There is a trade-off between classifier accuracy and its execution time when dataset size is varying. Classifier performs well concerning the accuracy and when the size of data is vast. On the other hand, it takes more execution time using a large dataset.

The COVID-19 dataset is further divided. The 66% of the data is used to train the classifier, while the rest of the remaining data checks its robustness. The proposed classifier is evaluated in both folds of experiments and measure the execution time of the classifier.

4.1 Precision

Precision is the percentage of the actual positive to all positive values. This is the assessment of patients and is accurately established among patients with a COVID-19 positive condition. Accuracy often offers a calculation of the related data. We must not begin managing a patient who may have COVID-19 negative. Figure 10 shows that the precision of the ensemble classifier is better than that of other classifiers. Figure 11 shows the proposed novel classifier’s precision when dataset size is reduced. Again the novel classifier performs well as compare to traditional classifiers.

4.2 Kappa Static

The kappa data is a calculation of how well machine learning categorised instances matched the data labelled as simple reality and tracked the accuracy of a random classification as calculated by the predicted accuracy. In addition to illuminating the way the novel classifier handled itself, the kappa statistics for one model is closely comparable with the kappa statistics for every other model that is used for the same classification assignment. As seen in the Fig. 12, the proposed novel classifier is stronger than other conventional
classifiers. Figure 13 shows the kappa static of proposed novel classifier in different size of data set. The proposed novel classifier does better than every other classifier.

### 4.3 Root Mean Square Error

Root Mean Square Error is measured as the square root of the mean of observed effects and projections. The squaring of each error causes positive values and returns the error metric to the initial units, contrasting with the square root of the mean squared error. Figure 14 shows that the proposed novel classifier has less Root Mean Square Error than the traditional classifier. Figure 15 shows the root mean square error of the proposed novel ensemble classifier in the reduced data set. The errors are always less in our novel classifier with a comparison of traditional classifiers.

### 4.4 Recall

The reminder is the calculation of the excellent qualities of our paradigm. So, note how many of us are accurately classified as getting a patient condition in all people with COVID-19 disease. Recall also demonstrates how effective our model will classify the related details. The novel ensemble-based classifier reaches a fair value of recall, as shown in Fig. 16, which is better than the other classifiers. On the other hand, it always performs better with reduced data set, as shown in Fig. 17.
4.5 F-measure

This is the estimate of a model’s impact on a dataset. It may be used to assess classification schemes that designate examples as either “positive” or “negative.” The F-score incorporates the F-precision measure’s and recall and is a harmonic mean of the F-precision measures and recall. Figure 18 shows the F-measure of the proposed novel classifier, which is superior to other classification methods. Figure 19 shows the F-measure of the proposed novel classifier with different data sets, and it always performs better.

4.6 Accuracy

This is what we generally refer to as precision. P is the percentage of the observations that are accurate. In this way, a binomial test will be true only if the number of successes for both of the groups is the same. Figure 20 shows the accuracy of proposed novel ensemble classifier which is always better with conventional algorithms. Figure 21 depicts the accuracy of proposed novel classifier with reduced data set. The figure clearly shows the betterment of proposed novel classifier.

4.7 Execution Time

The execution time of a classifier is the period it takes to be executed. It is directly proportional to the size of the input data. The execution time is recorded only for the proposed novel classifier with different sizes of data set. Figure 22 shows the execution time of classifier with varying size.
The Figure clearly shows that it is directly proportional to the size of the input data. When the data set is reduced, the execution time is also reduced.

5 Discussion

For the healthcare sector, valuable studies are identified. Firstly, very costly tests and medical instruments are avoided. Many simulations can be run, and the results can still be measured or queried. Secondly, it will explain the health status of COVID-19 patients for patients. Similarly, their care will allow physicians and researchers to know better the vulnerable points to launch their therapy. Third, machine learning in healthcare research is easier for the general population to understand. The public should now be more educated about health literacy. Machine learning can also be used to identify COVID-19 in the field of education and training. It will also save lecturers time to describe malignant tumours repeatedly. The launch of a modern ensemble-based health and science classifier is typically intended to help more people understand complex issues.

6 Conclusion

The coronavirus epidemic had affected more than 4.4 million citizens in more than 200 countries and territories when this paper was written. In this paper, we applied machine learning techniques to predict whether a citizen is COVID-19 positive or not. A novel cost-sensitive ensemble-based classifier is applied for future work by taking classification costs into account. Besides, two approaches are introduced: one to improve the accuracy of the proposed novel ensemble-based classifier and improve the proposed novel classifier’s speed by reducing the size of the dataset. The Class Reconstruction approach creates new class labels by calculating convex hulls of each class’s clusters and using a convex hull-based algorithm to identify which clusters can be merged before assigning class labels. The goal of this algorithm is to improve the accuracy of the classifier. Accuracy can be improved by tweaking the gamma variable that allows for minimal geometric interference; however, no consistent method could quickly identify the best value for gamma, short of running the convex hull-based algorithm on multiple different gamma values.

Current limitations in applying COVID-19 analysis in clinical practice include a lack of better understanding of the relationships between COVID-19 biomarkers and pathological conditions, lack of standardization and normalization of procedures for the sampling, preparation, and analysis of COVID-19 data samples. In this type of study design, it is not easy to obtain a large enough representative sample of the overall population. It usually represents only a group of the total population.

In this paper, the symptom-based dataset of COVID-19 is processed. In future, deep learning can be applied to image data of COVID-19 for analysis. A generalized ensemble-based classifier may be built to address different forms of diseases such as swine flu, AIDS, cancer, etc.
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