Abstract. Consider a quantum cat map \( M \) associated to a matrix \( A \in \text{Sp}(2n, \mathbb{Z}) \), which is a common toy model in quantum chaos. We show that the mass of eigenfunctions of \( M \) on any nonempty open set in the position-frequency space satisfies a lower bound which is uniform in the semiclassical limit, under two assumptions: (1) there is a unique simple eigenvalue of \( A \) of largest absolute value and (2) the characteristic polynomial of \( A \) is irreducible over the rationals. This is similar to previous work [DJ18, DJN22] on negatively curved surfaces and [Sch21] on quantum cat maps with \( n = 1 \), but this paper gives the first results of this type which apply in any dimension. When condition (2) fails we provide a weaker version of the result and discuss relations to existing counterexamples. We also obtain corresponding statements regarding semiclassical measures and damped quantum cat maps.

In [DJN22], Dyatlov–Jin–Nonnenmacher proved the following lower bound on \( L^2 \) mass of eigenfunctions: if \((\mathcal{M}, g)\) is a compact connected Riemannian surface with Anosov geodesic flow (e.g. a negatively curved surface) and \( u \) is an eigenfunction of the Laplacian on \( \mathcal{M} \) with eigenvalue \(-\lambda^2\), then

\[
\|u\|_{L^2(\mathcal{M})} \leq C_\Omega \|u\|_{L^2(\Omega)} \quad \text{for any nonempty open} \quad \Omega \subset \mathcal{M}
\]  

(1.1)

where the constant \( C_\Omega > 0 \) depends on \( \mathcal{M} \) and \( \Omega \), but does not depend on \( \lambda \). This result has applications to control for the Schrödinger equation, exponential energy decay for the damped wave equation, and semiclassical measures, and belongs to the domain of quantum chaos – see [DJN22] and §1.3 for a historical overview.

The paper [DJN22] only deals with the case of surfaces because the key ingredient, the fractal uncertainty principle of Bourgain–Dyatlov [BD18], is only known for subsets of \( \mathbb{R} \). To prove an analogous result for manifolds of dimension \( n + 1 > 2 \) would require a fractal uncertainty principle for subsets of \( \mathbb{R}^n \). A naive extension of the fractal uncertainty principle to higher dimensions is false and no generalization suitable for applications to (1.1) is currently known – see the review of Dyatlov [Dya19, §6] and the paper of Han–Schlag [HS20].

In this paper we give a class of higher dimensional examples where a bound of type (1.1) can still be shown using the one-dimensional fractal uncertainty principle of [BD18]. We work in the setting of quantum cat maps, which are toy models
commonly used in quantum chaos. In this setting, the geodesic flow on a Riemannian manifold is replaced by a classical cat map, which is the automorphism of the torus $T^{2n} := \mathbb{R}^{2n}/\mathbb{Z}^{2n}$ induced by an integer symplectic matrix $A \in \text{Sp}(2n, \mathbb{Z})$. The eigenfunctions of the Laplacian are replaced by those of a quantum cat map, an operator $M_{N, \theta}$ on an $N^n$-dimensional space $\mathcal{H}_N(\theta)$ which quantizes $A$ in the sense of (1.2) below. The high eigenvalue limit $\lambda \to \infty$ is replaced by the limit $N \to \infty$. More general quantum maps have also been used in the study of continuous systems (such as Laplacians on Riemannian manifolds), where the quantum map corresponds to Poincaré map(s) of the original dynamical system, see in particular Bogomolny [Bog92] for a physics perspective and Sjöstrand–Zworski [SZ02] for an approach relevant to trace formulas.

For two-dimensional quantum cat maps (analogous to the case of Laplacian eigenfunctions on surfaces) an estimate similar to (1.1) was recently proved by Schwartz [Sch21]. The novelty of the present paper is that it also applies in higher dimensions.

1.1. Setting and lower bounds on eigenfunctions. To explain quantum cat maps in more detail, we use a semiclassical quantization procedure, mapping each classical observable (a function on a symplectic manifold called the phase space) to a quantum observable (an operator on some Hilbert space). In our setting the phase space is the torus $T^{2n}$ and each classical observable is quantized to a family of operators (see §2.2.3):

$$a \in C^\infty(T^{2n}) \quad \mapsto \quad \text{Op}_{N, \theta}(a) : \mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta).$$

Here $\theta \in T^{2n}$ is a parameter, $N \geq 1$ is an integer, and the Hilbert spaces of quantum states $\mathcal{H}_N(\theta)$, defined in §2.2.1, have dimension $N^n$. We denote the inner product on these spaces by $\langle \cdot, \cdot \rangle_{\mathcal{H}}$. The semiclassical parameter is $h := (2\pi N)^{-1}$.

Every matrix $A \in \text{Sp}(2n, \mathbb{Z})$ defines a symplectic automorphism of the torus $T^{2n}$. This automorphism is quantized by a family of unitary maps

$$M_{N, \theta} : \mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta)$$

which satisfy the following exact Egorov’s theorem (2.58) intertwining the action of $A$ on $T^{2n}$ with conjugation by $M_{N, \theta}$:

$$M_{N, \theta}^{-1} \text{Op}_{N, \theta}(a) M_{N, \theta} = \text{Op}_{N, \theta}(a \circ A) \quad \text{for all} \quad a \in C^\infty(T^{2n}). \quad (1.2)$$

To construct such $M_{N, \theta}$ we need to impose a quantization condition (2.57) on $\theta$. The constructed operators are unique up to multiplication by a unit complex constant. See §2.2.4 for more details and §2.2.5 for explicit formulas for $\text{Op}_{N, \theta}(a)$ and $M_{N, \theta}$.

Throughout the paper we fix $A \in \text{Sp}(2n, \mathbb{Z})$ and assume the following spectral gap condition on the spectrum $\text{Spec}(A)$:

$$A \text{ has a simple eigenvalue } \lambda_+ \text{ such that } \max_{\lambda \in \text{Spec}(A) \setminus \{\lambda_+\}} |\lambda| < |\lambda_+|. \quad (1.3)$$
This condition is crucial in the proof because it means there is a one-dimensional ‘fast’
direction in which the powers of $A$ grow faster than in other directions, which makes
it possible to apply the one-dimensional fractal uncertainty principle – see §1.4.

Our first result is the following analog of (1.1):

**Theorem 1.** Assume that $A$ satisfies (1.3) and the characteristic polynomial of $A$ is
irreducible over the rationals. Then for each $a \in C^\infty(T^{2n})$, $a \neq 0$, there exists $C_a > 0$
such that for all large enough $N$ and every eigenfunction $u \in H_N(\theta)$ of $M_{N,\theta}$ we have

$$
\|u\|_H \leq C_a \|Op_{N,\theta}(a)u\|_H. 
$$

Here the norm $\|Op_{N,\theta}(a)u\|_H$ on the right-hand side of (1.4) plays a similar role
to the norm $\|u\|_{L^2(\Omega)}$ on the right-hand side of (1.1): if $a$ is supported in some $N$-
independent subset of $T^{2n}$, then $\|Op_{N,\theta}(a)u\|_H$ can be thought of as the norm of $u$
localized in the position-frequency space to this set.

We remark that the conditions of Theorem 1 are always satisfied if $n = 1$ (i.e. $A$ is a
$2 \times 2$ matrix) and $A$ is hyperbolic, that is it has no eigenvalues on the unit circle. Thus
Theorem 1 (or more precisely, Theorem 2 below) implies the result of [Sch21]. See Figure 1 for a numerical illustration in the case $n = 1$. For $n \geq 2$, our assumption (1.3)
does not require $A$ to be hyperbolic. We also remark that having characteristic polynomial
irreducible over $\mathbb{Q}$ is a generic property for integer symplectic matrices, see
Rivin [Riv08] and the book of Kowalski [Kow08, Theorem 7.12].

### 1.2. Further results.

Theorem 1 is a consequence of a more general result, Theorem 2
below, that applies to quasimodes of $M_{N,\theta}$ and does not require the irreducibility over $\mathbb{Q}$
of the characteristic polynomial of $A$. Before stating it, we need to introduce more
notation. In order to measure the strength of a quasimode, we introduce for $u \in H_N(\theta)$
the quantity

$$
\mathbf{r}_M(u) := \min_{z \in \mathbb{S}^1} \|M_{N,\theta}u - zu\|_H, 
$$

where $\mathbb{S}^1$ denotes the unit circle in $\mathbb{C}$. Note that $\mathbf{r}_M(u) = 0$ if and only if $u$ is an
eigenfunction of $M_{N,\theta}$.

To relax the assumption on the characteristic polynomial of $A$, let us notice that by (1.3)
the leading eigenvalue $\lambda_+$ is real. Since the matrix $A$ is symplectic, its trans-
pose is conjugate to its inverse, thus $\lambda_- := \lambda_+^{-1}$ is also a simple eigenvalue for $A$ and
$|\lambda_-| < 1 < |\lambda_+|$. Moreover, all other eigenvalues $\lambda$ of $A$ satisfy $|\lambda_-| < |\lambda| < |\lambda_+|$.

Denote by $E_\pm \subset \mathbb{R}^{2n}$ the (real) eigenspaces of $A$ associated to $\lambda_\pm$. Let $V_\pm$ be the
smallest subspace of $\mathbb{Q}^{2n}$ such that $E_\pm$ is contained in $V_\pm \otimes \mathbb{R}$. Note that $V_\pm$ are
invariant under $A$. Denote by

$$
T_\pm \subset T^{2n}
$$

the subtori given by the projections of $V_\pm \otimes \mathbb{R}$ to $T^{2n}$. 


Figure 1. Plots of concentration in the position-frequency space $\mathbb{T}^2$ (more precisely, plots of the corresponding Wigner matrices convolved with appropriate Gaussians, on the logarithmic scale, see (2.60)) of two eigenfunctions of a quantum cat map corresponding to $A = \begin{pmatrix} 2 & 3 \\ 1 & 2 \end{pmatrix}$, $N = 780$. On the left is a typical eigenfunction, showing equidistribution consistent with the Quantum Ergodicity result of [BDB96]. On the right is a particular eigenfunction which exhibits scarring discovered in [FNDB03]. This eigenfunction does not violate Theorem 1 because the mass on the scar in the center is approximately equal to the mass elsewhere.

The tori $\mathbb{T}_\pm$ are relevant here because of their alternative dynamical definition given in Lemma 4.3: if $e_\pm$ is any eigenvector of $A$ associated to the eigenvalue $\lambda_\pm$, then the closure of the orbit of a point $x \in \mathbb{T}^{2n}$ by the translation flow generated by $e_\pm$ is $x + \mathbb{T}_\pm$. In our setting, these translation flows will play the role that was played by the horocyclic flows on the unit tangent bundle of hyperbolic surfaces in [DJ18]. Let us also give

Definition 1.1. Let $U$ and $\mathbb{T}'$ be respectively an open subset and a subtorus of $\mathbb{T}^{2n}$ and assume that $A(\mathbb{T}') = \mathbb{T}'$. We say that $U$ satisfies the geometric control condition transversally to $\mathbb{T}'$ if, for every $x \in \mathbb{T}^{2n}$, there exists $m \in \mathbb{Z}$ such that $A^m x + \mathbb{T}'$ intersects $U$.

We now state a more general version of Theorem 1:

Theorem 2. Assume that $A$ satisfies (1.3). Let $a \in C^\infty(\mathbb{T}^{2n})$ be such that $\{a \neq 0\}$ satisfies the geometric control condition transversally to $\mathbb{T}_+$ and $\mathbb{T}_-$. Then there exists
$C_a \geq 0$ such that for all large enough $N$ and every $u \in \mathcal{H}_N(\theta)$, we have
\[ \|u\|_\mathcal{H} \leq C_a \| \text{Op}_{N,\theta}(a)u \|_\mathcal{H} + C_a r_M(u) \log N. \] (1.7)

Theorem 2 implies Theorem 1. Indeed, if the characteristic polynomial of $A$ is irreducible over the rationals, then $T_\pm = \mathbb{T}^{2n}$ (see Lemma A.3), thus every nonempty open set satisfies the geometric control condition transversally to $T_+$ and $T_-$. However, one can find a matrix $A$ that satisfies (1.3) but for which (1.4) fails for certain choices of $a$ (in particular the characteristic polynomial of $A$ is reducible over $\mathbb{Q}$) – see the examples in §A.2.

We will also prove the following theorem about damped quantum cat maps. It is analogous to exponential energy decay for negatively curved surfaces proved in [DJN22] (following earlier work of Jin [Jin20] in the constant curvature case):

**Theorem 3.** Assume that $A$ satisfies (1.3). Let $b \in C^\infty(\mathbb{T}^{2n})$ be such that $|b| \leq 1$. Assume that the set $\{ |b| < 1 \}$ satisfies the geometric control condition transversally to $T_+$ and $T_-$. Then there exists $0 < \eta < 1$ such that for all $N$ large enough the spectral radius of the operator $\text{Op}_{N,\theta}(b)M_{N,\theta}$ is less than $\eta$.

Note that by Lemma A.3, if the characteristic polynomial of $A$ is irreducible over $\mathbb{Q}$ then the condition on $b$ simplifies to $\{ |b| < 1 \} \neq \emptyset$. See Figure 2 for a numerical illustration.

### 1.3. Semiclassical measures and overview of history

We now give an application of Theorem 2 to *semiclassical measures*. These measures describe the possible ways in which the mass of eigenfunctions of $M_{N,\theta}$ can distribute in the position-frequency space in the limit $N \to \infty$, and they are defined as follows:

**Definition 1.2.** Let $N_j \to \infty$, $\theta_j \in \mathbb{T}^{2n}$ be sequences such that the quantization condition (2.57) holds for all $N_j, \theta_j$. Let $u_j \in \mathcal{H}_{N_j}(\theta_j)$ be eigenfunctions of $M_{N_j,\theta_j}$ of norm 1. We say that the sequence $u_j$ converges weakly to a Borel measure $\mu$ on $\mathbb{T}^{2n}$ if
\[ \langle \text{Op}_{N_j,\theta_j}(a)u_j, u_j \rangle \mathcal{H} \to \int_{\mathbb{T}^{2n}} a \, d\mu \quad \text{for all} \quad a \in C^\infty(\mathbb{T}^{2n}). \] (1.8)

A measure $\mu$ on $\mathbb{T}^{2n}$ is called a *semiclassical measure* (associated to the toric automorphism $A$) if there exist sequences $N_j, \theta_j, u_j$ such that (1.8) holds.

One can show (similarly to [Zwo12, Theorem 5.2] using a diagonal argument, the norm bound (2.51), Riesz representation theorem for the dual to $C^0(\mathbb{T}^{2n})$, and the sharp Gårding inequality (2.48)) that each norm 1 sequence $u_j \in \mathcal{H}_{N_j}(\theta_j)$ has a subsequence which has a weak limit in the sense of (1.8). Every semiclassical measure is a probability measure on $\mathbb{T}^{2n}$ (as follows from taking $a = 1$ in (1.8) and using that $\text{Op}_{N,\theta}(1) = I$ which is invariant under the map $A$ (as follows from (1.2)). Semiclassical measures for
Figure 2. Numerically computed eigenvalues for two damped quantum cat maps $\text{Op}_{N,\theta}(b)M_{N,\theta}$, with the unit circle in the background. In both cases $n = 2$ (i.e. $A$ is a $4 \times 4$ matrix), $N = 60$, and the set $\{ |b| < 1 \}$ is inside the $\frac{1}{4}$-neighborhood of the origin $(0,0,0,0) \in T^4$ in the $\ell^\infty$ norm. On the left we use the matrix (A.4) with irreducible characteristic polynomial and the spectral gap of Theorem 3 is visible. On the right we use the matrix (A.6) and the condition of Theorem 3 is not satisfied; there does not appear to be a spectral gap.

Quantum cat maps are analogous to those for Laplacian eigenfunctions on a Riemannian manifold $(M, g)$, which are probability measures on the cosphere bundle $S^*M$ invariant under the geodesic flow – see [Zwo12, Chapter 5] for more information.

As explained in §3.3, Theorem 2 implies the following property of the support of semiclassical measures:

**Theorem 4.** Assume that $A$ satisfies (1.3) and $\mu$ is a semiclassical measure associated to $A$. Then $\text{supp } \mu$ contains a set of the form $x + T_+$ or $x + T_-$ for some $x \in T^{2n}$. In particular, if the characteristic polynomial of $A$ is irreducible over the rationals, then $\text{supp } \mu = T^{2n}$.

In Appendix A, we discuss the algebraic properties of the spaces $V_+$ and $V_-$, and their implications in terms of the supports of semiclassical measures for $A$. In particular, we give examples of the following situations:

- the characteristic polynomial of $A$ is irreducible, and hence the semiclassical measures are fully supported;
• $Q^{2n} = V_+ \oplus V_-$, in which case there are semiclassical measures supported on translates of $T_+ \oplus T_-$ due to [Kel10];
• $V_+ \neq Q^{2n}$ and there are semiclassical measures supported in $T_+$ and $T_-$;
• $V_+ \neq Q^{2n}$ but the supports of semiclassical measures (associated to a certain basis of eigenfunctions) are strictly larger than $T_+$ or $T_-$. The last two cases emphasize the fact that when $V_+ \neq Q^{2n}$, one has to study the action of $A$ on $Q^{2n}/(V_+ + V_-)$ in order to refine the information on the support of semiclassical measures given by Theorem 4.

We now give a brief overview of history of semiclassical measures in quantum chaos, referring the reader to review articles by Marklof [Mar06], Sarnak [Sar11], Nonnenmacher [Non13], and Dyatlov [Dya21] for more information. In the setting of eigenfunctions of the Laplacian on compact negatively curved Riemannian manifolds, the Quantum Ergodicity theorem of Shnirelman [Shn74], Zelditch [Zel87], and Colin de Verdière [CdV85] states that a density 1 sequence of eigenfunctions equidistributes, i.e. converges to the Liouville measure in a way analogous to (1.8). The Quantum Unique Ergodicity conjecture of Rudnick–Sarnak [RS94] claims that the whole sequence of eigenfunctions equidistributes, i.e. the Liouville measure is the only semiclassical measure. It is open in general but known in the particular cases of arithmetic hyperbolic surfaces for joint eigenfunctions of the Laplacian and the Hecke operators, which are additional symmetries present in the arithmetic case – see Lindenstrauss [Lin06] and Brooks–Lindenstrauss [BL14].

The works of Anantharaman [Ana08], Anantharaman–Nonnenmacher [AN07b], Anantharaman–Koch–Nonnenmacher [AKN09], Rivière [Riv10b, Riv10a], and Anantharaman–Silberman [AS13] establish entropy bounds, which are positive lower bounds on the Kolmogorov–Sinai entropy of semiclassical measures. As mentioned in the beginning of the introduction, in the setting of negatively curved surfaces the paper [DJN22] gives another restriction: all semiclassical measures have full support. In the case of hyperbolic surfaces this was previously proved by Dyatlov–Jin [DJ18].

The study of quantum cat maps, which is the setting of the present paper, goes back to the work of Hannay–Berry [HB80]. Bouzouina–De Bièvre [BDB96] proved the analogue of quantum ergodicity in this setting. Faure–Nonnenmacher–De Bièvre [FNDB03] constructed examples of semiclassical measures for 2-dimensional quantum cat maps which are not the Liouville measure; this contradicts the Quantum Unique Ergodicity conjecture for quantum cat maps but it does not contradict Theorem 1 since these measures were supported on the entire $T^2$. Faure–Nonnenmacher [FN04], Brooks [Bro10], and Rivière [Riv11] established ‘entropy-like’ bounds on semiclassical measures; see also Anantharaman–Nonnenmacher [AN07a] and Gutkin [Gut10] for entropy bounds for other models of quantum maps. As mentioned above, Schwartz [Sch21] obtained Theorem 1 for 2-dimensional quantum cat maps.
Kurlberg–Rudnick [KR00] introduced the analogue of Hecke operators in the setting of 2-dimensional quantum cat maps. For the joint eigenfunctions of a quantum cat map and the Hecke operators (known as arithmetic eigenfunctions) they showed that Quantum Unique Ergodicity holds; see also Gurevich–Hadani [GH11]. This does not contradict the counterexample in [FNDB03] since the quantum cat maps used there have eigenvalues of high multiplicity.

In the setting of higher dimensional quantum cat maps which have an isotropic invariant rational subspace, Kelmer [Kel10] constructed examples of semiclassical measures (for arithmetic eigenfunctions) which are supported on proper submanifolds of $\mathbb{T}^{2n}$. On the other hand, if there are no isotropic invariant rational subspaces, then [Kel10] gives Quantum Unique Ergodicity for arithmetic eigenfunctions. Compared to Theorem 4, the conclusion of [Kel10] is stronger than $\text{supp} \mu = \mathbb{T}^{2n}$ and the assumption is weaker than the characteristic polynomial of $A$ being irreducible over rationals (since [Kel10] only assumes that there are no isotropic invariant rational subspaces), however the result of [Kel10] only applies to arithmetic eigenfunctions. For a further discussion of the relation of our results with those of [Kel10], see Appendix A.

1.4. Outline of the proof. We now give an outline of the proof of Theorem 2. For simplicity we assume that the symbol $a$ satisfies $0 \leq a \leq 1$, as well as the following stronger version of the geometric control condition: there exists an open set $U \subset \mathbb{T}^{2n}$ such that $a = 1$ on $U$ and each shifted torus $x + \mathbb{T}_+, x + \mathbb{T}_-$ intersects $U$. We also assume that $\mathbf{N}$ is large and $u \in \mathcal{H}_\mathbf{N}(\theta)$ is an eigenfunction of $M_{\mathbf{N},\theta}$.

1.4.1. Reduction to the key estimate. Take the partition of unity on $\mathbb{T}^{2n}$

$$1 = b_1 + b_2, \quad b_1 := a, \quad b_2 := 1 - a, \quad \text{supp} b_2 \cap U = \emptyset. \quad (1.9)$$

Quantizing $b_1, b_2$ to pseudodifferential operators, we get the quantum partition of unity

$$I = B_1 + B_2, \quad B_1 := O_{\mathcal{P}_{\mathbf{N},\theta}}(b_1), \quad B_2 := O_{\mathcal{P}_{\mathbf{N},\theta}}(b_2).$$

For an operator $L$ on $\mathcal{H}_{\mathbf{N},\theta}$ and an integer $T$, define the conjugated operator

$$L(T) := M_{\mathbf{N},\theta}^T L M_{\mathbf{N},\theta}^T : \mathcal{H}_{\mathbf{N}}(\theta) \to \mathcal{H}_{\mathbf{N}}(\theta).$$

Since $u$ is an eigenfunction of the unitary operator $M_{\mathbf{N},\theta}$, we have for all $T$ and $L$

$$\|L(T)u\|_{\mathcal{H}} = \|LM_{\mathbf{N},\theta}^T u\|_{\mathcal{H}} = \|Lu\|_{\mathcal{H}}. \quad (1.10)$$

We will propagate up to time $2T_1$, where $T_1 \in \mathbb{N}$ is chosen so that

$$T_1 \approx \frac{\rho}{\log |\lambda_+|} \log \mathbf{N} \quad (1.11)$$
and the constant $\rho > 0$ is chosen later. We write a refined quantum partition of unity
\[ I = B_X + B_Y, \quad B_X := B_2(2T_1 - 1) \cdots B_2(1)B_2(0), \]
\[ B_Y := \sum_{j=0}^{2T_1-1} B_2(2T_1 - 1) \cdots B_2(j+1)B_1(j). \]  
(1.12)

Since $|b_2| \leq 1$, we have $\|B_2\|_{\mathcal{H} \to \mathcal{H}} \leq 1 + \mathcal{O}(N^{-1/2})$ (see (2.51)), thus we can bound the norm of the product $B_2(2T_1 - 1) \cdots B_2(j+1)$ by 2. Applying the partition (1.12) to $u$ and using (1.10) with $L := B_1 = Op_{N,\theta}(a)$, we then get
\[ \|u\|_{\mathcal{H}} \leq \|B_X u\|_{\mathcal{H}} + 4T_1 \|Op_{N,\theta}(a) u\|_{\mathcal{H}}. \]  
(1.13)

The key component of the proof is the following estimate valid for the right choice of $T_1$:
\[ \|B_X\|_{\mathcal{H} \to \mathcal{H}} = \mathcal{O}(N^{-\beta}) \quad \text{for some} \quad \beta > 0 \quad \text{as} \quad N \to \infty. \]  
(1.14)

Here the exponent $\beta$ only depends on the matrix $A$ and the choice of the partition (1.9).

Together with (1.13), the key estimate (1.14) implies the following weaker version of Theorem 2:
\[ \|u\|_{\mathcal{H}} \leq C \log N \|Op_{N,\theta}(a) u\|_{\mathcal{H}}. \]  
(1.15)

To remove the $\log N$ prefactor, we revise the decomposition $I = B_X + B_Y$ in the same way as in [DJ18, DJN22] (which in turn was inspired by [Ana08]), including more terms into $B_X$ and using that the norm bound in (1.14) (or rather, its slight generalization) is a negative power of $N$. See §3.1.2 for details.

1.4.2. Microlocal structure of the propagated operators. We now give an outline of the proof of the estimate (1.14). To simplify the presentation, we assume the following stronger version of the gap condition (1.3):
\[ A \text{ has a simple eigenvalue } \lambda_+ \text{ such that } \max_{\lambda \in \text{Spec}(A) \setminus \{\lambda_+\}} |\lambda| < \sqrt{|\lambda_+|}. \]  
(1.16)

Let $E_{\pm} \subset \mathbb{R}^{2n}$ be the one-dimensional eigenspaces of $A$ corresponding to $\lambda_+$ and $\lambda_- := \lambda_+^{-1}$. We also define $L_{\pm}$ to be the sum of the generalized eigenspaces corresponding to all eigenvalues of $A$ other than $\lambda_+$. Then
\[ \mathbb{R}^{2n} = E_+ \oplus L_- = E_- \oplus L_. \]

By (1.16) we have the following norm bounds as $T \to \infty$:
\[ \|A^{\pm T}\| = \mathcal{O}(|\lambda_+|^T), \quad \|A^{\pm T}|_{L_\pm}\| = \mathcal{O}(|\lambda_+|^{-T/2}). \]  
(1.17)

Returning to the proof of (1.14), conjugating by $M_{N,\theta}^{T_1}$ we reduce it to the bound
\[ \|B_- B_+\|_{\mathcal{H} \to \mathcal{H}} = \mathcal{O}(N^{-\beta}) \quad \text{for some} \quad \beta > 0 \]
where $B_- := B_2(T_1 - 1) \cdots B_2(0), \quad B_+ := B_2(-1) \cdots B_2(-T_1)$. 

We would like to write the operators $B_\pm$ as quantizations of some symbols. By the exact Egorov’s Theorem (1.2), we have $B_2(j) = \text{Op}_{N,\theta}(b_2 \circ A^j)$ for all $j$. However, when $j$ is too large the derivatives of the symbols $b_2 \circ A^j$ grow too fast with $N$ and the methods of semiclassical analysis no longer apply.

If $0 \leq j < T_1$, then by (1.17) the derivatives of $b_2 \circ A^j$ in the eigendirection $E_+$ are bounded by $|\lambda_+|^{T_1}$ but the derivatives along the complementary hyperplane $L_-$ are bounded by $|\lambda_+|^{T_1/2}$. Thus $b_2 \circ A^j$ lies in the anisotropic symbol class $S_{L_-,\rho,\frac{\xi}{2}}(\mathbb{T}^{2n})$, consisting of $N$-dependent functions in $C^\infty(\mathbb{T}^{2n})$ such that each derivative along $L_-$ gives an $N^{\frac{\xi}{2}}$ growth and derivatives in other directions give an $N^\rho$ growth – see §§2.1.4,2.2.3 for details. In order for the standard properties of semiclassical quantization to hold, we need $\rho + \frac{\xi}{2} < 1$, that is

$$0 \leq \rho < \frac{2}{3}.$$  \hfill (1.18)

For such $\rho$ we can then show (see Lemma 3.11) that for any $\delta \in (0, 1 - \frac{3\rho}{2})$

$$B_- = \text{Op}_{N,\theta}(b_-) + O(N^{-\delta})_{H \to H} \quad \text{where} \quad b_- := \prod_{j=0}^{T_1-1} b_2 \circ A^j.$$  

Reversing the direction of propagation and replacing $L_-$ with $L_+$, we similarly have

$$B_+ = \text{Op}_{N,\theta}(b_+) + O(N^{-\delta})_{H \to H} \quad \text{where} \quad b_+ := \prod_{j=1}^{T_1} b_2 \circ A^{-j}.$$  

Then the key estimate (1.14) reduces to

$$\| \text{Op}_{N,\theta}(b_-) \text{Op}_{N,\theta}(b_+)\|_{H \to H} = O(N^{-\beta}) \quad \text{for some} \quad \beta > 0.$$  \hfill (1.19)

The symbols $b_\pm$ lie in the classes $S_{L_+,\rho+\varepsilon,\frac{\xi+\varepsilon}{2}}(\mathbb{T}^{2n})$ for each $\varepsilon > 0$ but when $\rho > \frac{1}{2}$ they cannot be put in the same symbol calculus. This is important because otherwise the norm of $\text{Op}_{N,\theta}(b_-) \text{Op}_{N,\theta}(b_+)$ would converge as $N \to \infty$ to $\sup |b_- b_+|$, which would be equal to 1 as long as $\text{supp} b_2$ contains at least one periodic trajectory of $A$.

1.4.3. Applying the fractal uncertainty principle. Of course, just not being in the same symbol calculus does not give the bound (1.19). This is where the fractal uncertainty principle of [BD18] enters.

We first discuss the case $n = 1$, that is, the matrix $A$ has size $2 \times 2$. Then the fractal uncertainty principle shows the decay bound (1.19) if the sets $\pi_\pm(\text{supp} b_\pm)$ are porous on scales $CN^{-\rho}$ to 1 in the sense of Definition 4.1 below, and $\rho > \frac{1}{2}$. Here we think of $\text{supp} b_\pm$ as subsets of $[0,1]^2 \subset \mathbb{R}^2$ and $\pi_-, \pi_+: \mathbb{R}^2 \to \mathbb{R}$ are two linearly independent linear functionals. (The original result of [BD18] is stated in the particular case $\pi_-(x, \xi) = x$, $\pi_+(x, \xi) = \xi$ and the general case follows via conjugation by a metaplectic transformation.)
Figure 3. A numerical illustration of the sets $\text{supp } b_-$ (red) and $\text{supp } b_+$ (blue) for a 2-dimensional cat map. Each of these sets is ‘smooth’ in one of the eigendirections of $A$ and porous in the other eigendirection.

The required porosity property holds if we choose the projections $\pi_{\pm}$ such that their kernels are given by the eigenspaces $E_{\pm} = L_{\pm}$. This is illustrated on Figure 3, and can be proved (taking the case of $\text{supp } b_-$ to fix notation) roughly speaking by combining the following observations:

1. Whether or not some $z \in \mathbb{T}^2$ belongs to $\text{supp } b_-$ depends on the forward trajectory $\{A_j^j z \mid 0 \leq j < T_1\}$, more specifically on whether the points in this trajectory all lie in $\text{supp } b_2$.

2. The intersection of $\text{supp } b_-$ with any line in the direction $E_+$ is porous on scales $CN^{-\rho}$ to 1. Indeed, the projection of $E_+$ to $\mathbb{T}^2$ is dense, so any sufficiently large line segment in the direction of $E_+$ intersects the complement of $\text{supp } b_2$ (recalling (1.9)). This creates the pores on scale 1. To get pores on smaller scales, we use that segments in the direction of $E_+$ are expanded by the map $A_j^j$ by the factor $|\lambda_+|^j$, so the condition that $\text{supp } b_- \subset A^{-j}(\text{supp } b_2)$ creates pores on scales $|\lambda_+|^{-j} \in [N^{-\rho}, 1]$.

3. If $z, w \in \mathbb{T}^2$ lie on the same line segment in the direction $E_-$ (of bounded length), then the forward trajectories $A_j^j z, A_j^j w$ converge to each other as $j \to \infty$. Thus the projection $\pi_-(\text{supp } b_-)$ looks similar to the intersection of $\text{supp } b_-$ with any fixed line segment in the direction of $E_+$, which we already know is porous.
Now, if we take $\frac{1}{2} < \rho < \frac{2}{3}$, then the fractal uncertainty principle applies and gives the key estimate. This roughly corresponds to the proof in [Sch21].

We now move on to the case of higher dimensions $n > 1$ which is the main novelty of this paper. As mentioned above, the higher dimensional version of fractal uncertainty principle is not available. However, we can still derive the key estimate (1.19) from the one-dimensional fractal uncertainty principle as long as the projections $\pi_{\pm}(\text{supp} b_{\pm})$ are porous on scales $C N^{-\rho}$ to 1 for some $\rho > \frac{1}{2}$, where $\pi_{\pm} : \mathbb{R}^{2n} \to \mathbb{R}$ are some fixed linear maps such that $\ker \pi_{\pm} \cap \ker \pi_{\pm}$ is a codimension 2 symplectic subspace of $\mathbb{R}^{2n}$. Following the case $n = 1$, it is natural to take $\pi_{\pm}$ such that their kernels are given by the spaces $L_{\pm}$. However, we cannot expect $\pi_{\pm}(\text{supp} b_{\pm})$ to be porous because the observation (3) above is no longer valid: there exist $z, w$ such that $z - w \in L_{-}$ but $A^j z - A^j w \not\to 0$ as $j \to \infty$, for example one can take $z - w$ to be an eigenvector of $A$ with any eigenvalue $\lambda \neq \lambda_{\pm}$ such that $|\lambda| \geq 1$.

To deal with this issue, we split the product of operators in (1.19) into a sum of many pieces:

$$\text{Op}_{N, \theta}(b_{-}) \circ \text{Op}_{N, \theta}(b_{+}) = \sum_k \text{Op}_{N, \theta}(b_{-}) \circ \text{Op}_{N, \theta}(\psi_k) \circ \text{Op}_{N, \theta}(b_{+})$$ (1.20)

where $\{\psi_k\}$ is a partition of unity on $\mathbb{T}^{2n}$ such that each $\text{supp} \psi_k$ looks like a ball of radius $N^{-\frac{\rho}{2}}$. We then observe that:
the terms $B_{(k)}$ in the sum in (1.20) form an almost orthogonal family, namely
\[ B_{(k)}^* B_{(\ell)} = O(N^{-\infty}), \quad B_{(k)} B_{(\ell)}^* = O(N^{-\infty}) \quad \text{when} \quad \text{supp} \psi_k \cap \text{supp} \psi_\ell = \emptyset. \]

This follows from the nonintersecting support property of semiclassical calculus, where we use that the symbols $\psi_k, \psi_\ell$ grow by $N^{\frac{\rho}{2}}$ with each differentiation and thus belong to both the calculi $S_{L^\pm, \rho, \rho'}(\mathbb{T}^n)$ where the symbols $b_\pm$ lie. By the Cotlar–Stein Theorem, this reduces the estimate (1.19) to a bound on the norms of the individual summands
\[ \| \text{Op}_{N, \theta}(b_-) \text{Op}_{N, \theta}(\psi_k) \text{Op}_{N, \theta}(b_+) \|_{H \to H} = O(N^{-\beta}) \quad \text{for some} \quad \beta > 0. \quad (1.21) \]

Each of the localized symbols $b_\pm \psi_k$ does satisfy the porosity condition, namely $\pi_\pm(\text{supp}(b_\pm \psi_k))$ is porous on scales $CN^{-\rho}$ to 1. This is because a localized version of the observation (3) above holds: if $z, w \in \mathbb{R}^n$ and $z - w \in L_-$ has length $\leq N^{-\frac{\rho}{2}}$, then for $0 \leq j \leq T_1$ the difference $A^j z - A^j w$ is small. Indeed, by (1.16) the expansion rate of $A^j$ in the direction of $L_-$ is slower than $|\lambda_+|^\frac{j}{2}$, and $N^{-\frac{\rho}{2}} |\lambda_+|^\frac{j}{2} \leq 1$. (See Figure 4.) On the other hand, an analogue of the observation (2) above holds as well: the closure of the projection of $E_+$ onto $\mathbb{T}^n$ is equal to the subtorus $\mathbb{T}_+$, all of whose shifts intersect the complement of $\text{supp} b_2$ (see the beginning of §1.4). Thus the one-dimensional fractal uncertainty principle can be applied to give (1.21) and thus finish the proof.

In the above argument we again fix $\rho \in (\frac{1}{2}, \frac{2}{3})$. More precisely we need $\rho > \frac{1}{2}$ so that the fractal uncertainty principle can be applied (i.e. we get porosity down to some scale below $N^{-\frac{\rho}{2}}$), and we need $\rho < \frac{2}{3}$ so that semiclassical calculus could be used to get the almost orthogonality property.

There are several differences of the above outline from the actual proof of the key estimate. First of all, since we make the weaker spectral gap assumption (1.3) instead of (1.16), we need to revise the choice of $T_1$ and the parameters $\rho, \rho'$ in the calculus – see §3.1.1. Secondly, at a certain point in the argument (see §3.5) we pass from the toric quantization $\text{Op}_{N, \theta}$ to the Weyl quantization $\text{Op}_h$ on $\mathbb{R}^n$, with $h := (2\pi N)^{-1}$.

1.5. Structure of the paper.

- In §2 we review semiclassical quantization and metaplectic operators on $\mathbb{R}^{2n}$ and on the torus $\mathbb{T}^{2n}$, as well as the anisotropic symbol classes $S_{L, \rho, \rho'}$.
- In §3 we prove Theorems 2–4 modulo the key estimate given by Proposition 3.10.
- In §4 we prove Proposition 3.10 using the fractal uncertainty principle.
- Finally, in Appendix A, we discuss the algebraic properties of the spaces $V_+$ and $V_-$ and investigate the sharpness of Theorem 4 in different situations.
Notation: if $(F, \| \cdot \|_F)$ is a normed vector space and $f_h \in F$ is a family depending on a parameter $h > 0$, then we say that $f_h = \mathcal{O}(h^\alpha)_F$ if $\|f_h\|_F = \mathcal{O}(h^\alpha)$. We write $f_h = \mathcal{O}_g(h^\alpha)_F$ if the constant in $\mathcal{O}(\bullet)$ depends on some additional parameter(s) $g$.

2. Preliminaries

2.1. Semiclassical quantization. Here we briefly review semiclassical quantization on $\mathbb{R}^n$, referring the reader to the book of Zworski [Zwo12] for details.

2.1.1. Basic properties. Let $h \in (0, 1]$ be the semiclassical parameter. Throughout the paper we denote by $\operatorname{Op}_h$ the Weyl quantization on $\mathbb{R}^n$. For a Schwartz class symbol $a \in \mathcal{S}(\mathbb{R}^{2n})$ it can be defined as follows [Zwo12, §4.1.1]:

$$\operatorname{Op}_h(a) f(x) = (2\pi h)^{-n} \int_{\mathbb{R}^{2n}} e^{\frac{i}{h}(x-x')\cdot \xi} a\left(\frac{x+x'}{2}, \xi\right) f(x') \, dx' \, d\xi, \quad f \in \mathcal{S}(\mathbb{R}^n). \quad (2.1)$$

One can extend this definition to $a$ belonging to the set of symbols (see [Zwo12, §§4.4.1])

$$S(1) := \{ a \in C^\infty(\mathbb{R}^{2n}) : \sup |\partial^n_{x,\xi} a| < \infty \text{ for all multiindices } \alpha \}. \quad (2.2)$$

A natural set of seminorms on $S(1)$ is given by

$$\|a\|_{\mathcal{C}^m} := \max_{|\alpha| \leq m} \sup_{\mathbb{R}^{2n}} |\partial^n_{x,\xi} a|, \quad m \in \mathbb{N}_0. \quad (2.3)$$

For any $a \in S(1)$, the operator $\operatorname{Op}_h(a)$ acts on the space of Schwartz functions $\mathcal{S}(\mathbb{R}^n)$ and on the dual space of tempered distributions $\mathcal{S}'(\mathbb{R}^n)$, see [Zwo12, Theorem 4.16].

We define the standard symplectic form $\sigma$ on $\mathbb{R}^{2n}$ by

$$\sigma(z, w) := \langle \xi, y \rangle - \langle x, \eta \rangle \quad \text{for all } z = (x, \xi), \ w = (y, \eta) \in \mathbb{R}^{2n} \quad (2.4)$$

where $\langle \bullet, \bullet \rangle$ denotes the Euclidean inner product on $\mathbb{R}^n$.

We now list several standard properties of the Weyl quantization:

- Composition formula [Zwo12, Theorems 4.11–4.12, 4.17–4.18]: for $a, b \in S(1)$

$$\operatorname{Op}_h(a) \operatorname{Op}_h(b) = \operatorname{Op}_h(a\#b) \quad \text{for some } h\text{-dependent } a\#b \in S(1), \quad (2.5)$$

the function $a\#b$ is bounded in $S(1)$ uniformly in $h$ and satisfies the following asymptotic expansion as $h \to 0$ for all $N \in \mathbb{N}_0$:

$$a\#b(z) = \sum_{k=0}^{N-1} (-ih)^k \left( \sigma(\partial_z, \partial_w) (a(z)b(w)) \right) \big|_{w=z} + \mathcal{O}(h^N)_{S(1)} \quad (2.6)$$

where $\sigma(\partial_z, \partial_w) = \langle \partial_\xi, \partial_y \rangle - \langle \partial_x, \partial_\eta \rangle$ is a second order differential operator in $z = (x, \xi), \ w = (y, \eta)$. Each $\mathcal{C}^m$-seminorm of the $\mathcal{O}(h^N)$ remainder can be bounded by $C\|a\|_{\mathcal{C}^N} \|b\|_{\mathcal{C}^N} h^N$ for some $C$ and $N'$ depending only on $n, N, m$.

- Adjoint formula [Zwo12, Theorem 4.1]: if $a \in S(1)$, then

$$\operatorname{Op}_h(a)^* = \operatorname{Op}_h(\overline{a}). \quad (2.7)$$
• $L^2$-boundedness [Zwo12, Theorem 4.23]: For $a \in S(1)$, the operator $\text{Op}_h(a) : L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)$ is bounded uniformly in $h$, more precisely its norm is bounded by $C \|a\|_{C^N}$ for some $C, N$ depending only on $n$.

• Sharp Gårding inequality [Zwo12, Theorem 4.32]: if $a \in S(1)$ and $a(x, \xi) \geq 0$ for all $(x, \xi)$, then
\[
\langle \text{Op}_h(a)f, f \rangle_{L^2} \geq -C_a h \|f\|_{L^2}^2 \quad \text{for all } f \in L^2(\mathbb{R}^n)
\]
where the constant $C_a$ has the form $C \|a\|_{C^N}$ for some $C, N$ depending only on $n$.

The above properties imply in particular the nonintersecting support property
\[
\text{Op}_h(a) \text{Op}_h(b) = O(h^\infty)_{L^2(\mathbb{R}^n)} \to L^2(\mathbb{R}^n) \quad \text{if } a, b \in S(1), \ \supp a \cap \supp b = \emptyset. \quad (2.8)
\]
The next lemma gives an improved version of (2.8) in a special case when $\supp a, \supp b$ are separated far from each other in some direction. Lemma 2.1 is needed for the proof of Lemma 2.4, which is itself used in the proof of Lemma 4.5.

**Lemma 2.1.** Let $q : \mathbb{R}^{2n} \to \mathbb{R}$ be a linear functional of norm 1 and assume that $a, b \in S(1)$ satisfy for some $r > 0$
\[
\supp a \subset \{z \in \mathbb{R}^{2n} \mid q(z) \leq -r\}, \quad \supp b \subset \{z \in \mathbb{R}^{2n} \mid q(z) \geq r\}. \quad (2.9)
\]
Then for each $N > 0$ we have
\[
\| \text{Op}_h(a) \text{Op}_h(b) \|_{L^2(\mathbb{R}^n)} \leq C_N h^N (1 + r)^{-N} \quad (2.10)
\]
where the constant $C_N$ depends only on $n, N$, and some seminorms $\|a\|_{C^{N'}}$, $\|b\|_{C^{N'}}$ where $N'$ depends only on $n, N$.

**Proof.** If $0 < r < 1$, then (2.10) follows immediately from (2.8). The constant $C_N$ does not depend on $r$ or $q$: we only use that all the terms in the expansion (2.6) for $a \# b$ are equal to 0. Thus we henceforth assume that $r \geq 1$.

1. Fix a function
\[
F \in C^\infty(\mathbb{R}; (0, \infty)), \quad F(\rho) = \begin{cases} \rho, & \text{if } \rho \geq 1; \\ |\rho|^{-1}, & \text{if } \rho \leq -1. \end{cases}
\]
Then there exists a constant $C_0$ such that
\[
F(\rho') \leq C_0 F(\rho)(1 + |\rho - \rho'|^2) \quad \text{for all } \rho, \rho' \in \mathbb{R}. \quad (2.11)
\]
Now define the function
\[
\mathbf{m} := F \circ q \in C^\infty(\mathbb{R}^{2n}; (0, \infty)).
\]
It follows from (2.11) that the function $\mathbf{m}$, as well as any its power $\mathbf{m}^s$, is an order function in the sense of [Zwo12, §4.4.1].
Following [Zwo12, (4.4.2)], we define for an order function $\tilde{m}$ the class of symbols $S(\tilde{m})$ consisting of functions $a \in C^\infty(\mathbb{R}^{2n})$ satisfying the derivative bounds

$$|\partial_\alpha^a a(z)| \leq C_\alpha \tilde{m}(z) \quad \text{for all} \quad z \in \mathbb{R}^{2n}.$$ 

The space $S(\tilde{m})$ has a natural family of seminorms defined similarly to (2.3).

2. Take arbitrary $N \in \mathbb{N}$. From the support property (2.9) we see that

$$a = O(r^{-N})_{S(m^{-N})}, \quad b = O(r^{-N})_{S(m^N)}$$

where the constants in $O(\bullet)$ depend only on some $S(1)$-seminorms of $a,b$. The composition formula (2.6) is true for $a \in S(m^{-N}), b \in S(m^N)$ with the remainder in the expansion still in $S(1)$, see [Zwo12, Theorems 4.17–4.18]. Since $\text{supp } a \cap \text{supp } b = \emptyset$, all the terms in the asymptotic expansion (2.6) are zero, so in particular

$$\text{Op}_h(a) \text{Op}_h(b) = \text{Op}_h(a \# b) \quad \text{where} \quad a \# b = O(h^N r^{-2N})_{S(1)}.$$ 

Now (2.10) follows from the $L^2$-boundedness property of quantizations of symbols in $S(1)$.

2.1.2. Quantum translations. For $w \in \mathbb{R}^{2n}$, consider the operator

$$U_w := \text{Op}_h(a_w) \quad \text{where} \quad a_w(z) = \exp \left( \frac{i}{h} \sigma(w,z) \right). \quad (2.12)$$

Here the symbol $a_w$ lies in $S(1)$, though its seminorms are not bounded uniformly in $h$. By [Zwo12, Theorem 4.7] we have

$$U_w f(x) = e^{\frac{i}{h} \langle \eta, x \rangle - \frac{1}{h} \langle \eta, w \rangle} f(x - y), \quad f \in \mathscr{S}'(\mathbb{R}^n) \quad \text{where} \quad w = (y, \eta). \quad (2.13)$$

In particular, $U_w$ is a unitary operator on $L^2(\mathbb{R}^n)$.

We call $U_w$ a quantum translation because it satisfies the following exact Egorov’s Theorem (which is easy to check for $a \in \mathscr{S}(\mathbb{R}^{2n})$ using (2.1) and extends to the general case by density):

$$U_w^{-1} \text{Op}_h(a) U_w = \text{Op}_h(\tilde{a}) \quad \text{for all} \quad a \in S(1), \quad \tilde{a}(z) := a(z + w). \quad (2.14)$$

The map $w \mapsto U_w$ is not a group homomorphism, instead we have

$$U_w U_{w'} = e^{\frac{i}{h} \sigma(w,w')} U_{w+w'}.$$

This in particular implies the commutator formula

$$U_w U_{w'} = e^{\frac{i}{h} \sigma(w,w')} U_{w'} U_w.$$

(2.15)
2.1.3. Metaplectic transformations. Denote by $\text{Sp}(2n, \mathbb{R})$ the group of real symplectic $2n \times 2n$ matrices, i.e. linear isomorphisms $A : \mathbb{R}^{2n} \to \mathbb{R}^{2n}$ such that, with the symplectic form $\sigma$ defined in (2.4),

$$\sigma(Az, Aw) = \sigma(z, w) \quad \text{for all} \quad z, w \in \mathbb{R}^{2n}.$$ 

For each $A \in \text{Sp}(2n, \mathbb{R})$, denote by $\mathcal{M}_A$ the set of all unitary transformations $M : L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)$ satisfying the following exact Egorov’s theorem:

$$M^{-1} \text{Op}_h(a) M = \text{Op}_h(a \circ A) \quad \text{for all} \quad a \in S(1). \quad (2.17)$$

Such transformations exist and are unique up to multiplication by a unit complex number, see [Zwo12, Theorem 11.9]. Moreover, they act $S(\mathbb{R}^n) \to S(\mathbb{R}^n)$ and $S'(\mathbb{R}^n) \to S'(\mathbb{R}^n)$. The set

$$\mathcal{M} := \bigcup_{A \in \text{Sp}(2n, \mathbb{R})} \mathcal{M}_A$$

is a subgroup of the group of unitary transformations of $L^2(\mathbb{R}^n)$ called the metaplectic group and the map $M \mapsto A$ is a group homomorphism $\mathcal{M} \to \text{Sp}(2n, \mathbb{R})$.

The metaplectic transformations and the quantum translations are intertwined by the following corollary of (2.17):

$$M^{-1} U_w M = U_{A^{-1} w} \quad \text{for all} \quad M \in \mathcal{M}_A, \ w \in \mathbb{R}^{2n}. \quad (2.18)$$

2.1.4. Symbol calculus associated to a coisotropic space. We now introduce an exotic calculus corresponding to a linear foliation by coisotropic spaces. For each subspace $L \subset \mathbb{R}^{2n}$, define its symplectic complement $L^\perp$ as

$$L^\perp = \{ w \in \mathbb{R}^{2n} \mid \sigma(w, z) = 0 \text{ for all } z \in L \}. \quad (2.19)$$

Note that $L^\perp$ is a subspace of dimension $2n - \dim L$.

We call $L$ coisotropic if $L^\perp \subset L$. This in particular implies that $\dim L \geq n$. The case $\dim L = n$ corresponds to $L$ being Lagrangian, that is $L^\perp = L$. On the opposite end, both the whole $\mathbb{R}^{2n}$ and any codimension 1 subspace of it are coisotropic.

Our exotic calculus will use symbols in the class $S_{L, \rho, \rho'}$, defined as follows:

**Definition 2.2.** Let $L \subset \mathbb{R}^{2n}$ be a coisotropic subspace. Fix

$$0 \leq \rho' \leq \rho \quad \text{such that} \quad \rho + \rho' < 1.$$

We say that an $h$-dependent symbol $a(x, \xi; h) \in C^\infty(\mathbb{R}^{2n})$ lies in $S_{L, \rho, \rho'}(\mathbb{R}^{2n})$ if for any choice of constant vector fields $X_1, \ldots, X_k, Y_1, \ldots, Y_m$ on $\mathbb{R}^{2n}$ such that $Y_1, \ldots, Y_m$ are tangent to $L$ there exists a constant $C$ such that for all $h \in (0, 1]$

$$\sup_{\mathbb{R}^{2n}} |X_1 \ldots X_k Y_1 \ldots Y_m a| \leq C h^{-\rho k - \rho' m}. \quad (2.20)$$
Remarks. 1. The derivative bounds (2.20) can be interpreted as follows: the symbol $a$ can grow by $h^{-\rho'}$ when differentiated along $L$ and by $h^{-\rho}$ when differentiated in other directions.

2. If $L$ is Lagrangian, then a version of the class $S_{L,\rho,\rho'}$ corresponding to compactly supported symbols but an arbitrary (not necessarily constant) Lagrangian foliation previously appeared in [DJ18] which inspired part of the argument in the present paper. In the important special case $\rho' = 0$ this class was introduced in [DZ16].

3. In the case $\rho = \rho' < \frac{1}{2}$ the class $S_{L,\rho,\rho'}$ does not depend on $L$ and becomes the standard mildly exotic pseudodifferential class $S_{\rho}(1)$, see [Zwo12, §4.4.1]. In particular, if $\rho = \rho' = 0$ then we recover the class $S_{\rho}(1)$ defined in (2.2).

4. In [DZ16, DJ18] the value of $\rho$ was taken close to 1 and $\rho'$ was either 0 or very small. In the present paper we choose $\rho, \rho'$ in a more complicated way depending on the size of the spectral gap of the matrix $A$, see §3.1.1.

Each $a \in S_{L,\rho,\rho'}(\mathbb{R}^{2n})$ lies in $S(1)$ for any fixed value of $h > 0$. Therefore, the quantization $\text{Op}_h(a)$ defines an operator on $L^2(\mathbb{R}^n)$. The $S(1)$-seminorms of $a$ are not bounded uniformly as $h \to 0$, so the standard properties of quantization from §2.1.1 do not apply. However, using that $\rho + \rho' < 1$ and the fact that $L$ is coisotropic, we can establish analogues of these properties with weaker remainders:

Lemma 2.3. 1. Assume that $a, b \in S_{L,\rho,\rho'}(\mathbb{R}^{2n})$. Then $\text{Op}_h(a) \text{Op}_h(b) = \text{Op}_h(a\#b)$ where $a\#b \in S_{L,\rho,\rho'}(\mathbb{R}^{2n})$ satisfies the following asymptotic expansion as $h \to 0$ for all $N \in \mathbb{N}_0$:

$$a\#b(z) = \sum_{k=0}^{N-1} \frac{(-ih)^k}{2^kk!} \left( \sigma(\partial_z, \partial_w)^k (a(z)b(w)) \right) \big|_{w=z} + O(h^{1-\rho-\rho'}N)_{S_{L,\rho,\rho'}}. \quad (2.21)$$

2. Assume that $a \in S_{L,\rho,\rho'}(\mathbb{R}^{2n})$. Then $\|\text{Op}_h(a)\|_{L^2 \to L^2}$ is bounded uniformly in $h \in (0, 1]$.

3. Assume that $a \in S_{L,\rho,\rho'}(\mathbb{R}^{2n})$ and $a \geq 0$ everywhere. Then there exists a constant $C$ such that

$$\langle \text{Op}_h(a)f, f \rangle_{L^2} \geq -C h^{1-\rho-\rho'} \|f\|_{L^2}^2 \quad \text{for all } f \in L^2(\mathbb{R}^n), \quad 0 < h \leq 1. \quad (2.22)$$

The constants in the above estimates depend only on certain $S_{L,\rho,\rho'}$-seminorms of $a, b$ similarly to the properties of the $S(1)$-calculus in §2.1.1, where the choice of the seminorms additionally depends on $\rho, \rho'$.

Proof. 1. Let $\dim L = n + p$. Since $L$ is coisotropic, there exists a linear symplectomorphism

$$A \in \text{Sp}(2n, \mathbb{R}) \quad \text{such that } \quad A^{-1}(L) = L_0 := \text{span}(\partial_{x_1}, \ldots, \partial_{x_n}, \partial_{\xi_1}, \ldots, \partial_{\xi_p}). \quad (2.23)$$
Denote $\xi = (\xi', \xi'')$ where $\xi' \in \mathbb{R}^p$ and $\xi'' \in \mathbb{R}^{n-p}$. For $a(x, \xi; \hbar) \in C^\infty(\mathbb{R}^{2n})$, we have
\[
a \in S_{L, \rho, \rho'}(\mathbb{R}^{2n}) \iff a \circ A \in S_{L_0, \rho, \rho'}(\mathbb{R}^{2n})
\]
where the space $S_{L_0, \rho, \rho'}(\mathbb{R}^{2n})$ can be characterized by the following inequalities for all multiindices $\alpha, \beta$:
\[
\sup_{\mathbb{R}^{2n}} |\partial_x^{\alpha} \partial_{\xi'}^{\beta} a| \leq C_{\alpha, \beta} h^{-|\rho'| - |\rho|}.
\] (2.24)

Fix a metaplectic operator $M \in \mathcal{M}_A$. Then by (2.17) (which applies since the symbols in question are in $S(1)$ for any fixed $\hbar$)
\[
M^{-1} \text{Op}_h(a) M = \text{Op}_h(a \circ A) \quad \text{for all } a \in S_{L, \rho, \rho'}(\mathbb{R}^{2n}).
\]
Since $M$ is unitary on $L^2(\mathbb{R}^n)$ and the terms in the expansion (2.21) are equivariant under composing $a, b$ with $A$, we reduce the proof of the lemma to the case $L = L_0$.

2. Henceforth we assume that $L = L_0$. We use the unitary rescaling operator $T$ on $L^2(\mathbb{R}^n)$ defined by
\[
Tf(x) = h^{-\frac{n}{2}} f(h^{-\rho'} x).
\]
A direct calculation using (2.1) shows that for all $a \in S_{L_0, \rho, \rho'}(\mathbb{R}^{2n})$ we have
\[
T^{-1} \text{Op}_h(a) T = \text{Op}_{\tilde{h}}(\tilde{a}) \quad \text{where } \tilde{h} := h^{1-\rho-\rho'}, \quad \tilde{a}(x, \xi) := a(h^{\rho'} x, h^{\rho} \xi).
\] (2.25)

By (2.24) we see that $\tilde{a} \in S(1)$ uniformly in $h$. This gives parts 2–3 of the lemma.

3. To show part 1 of the lemma, define the symbol $a \# b$ by the formula $\text{Op}_{\tilde{h}}(a) \text{Op}_{\tilde{h}}(b) = \text{Op}_{\tilde{h}}(a \# b)$ and consider the rescaling map $B(x, \xi) = (h^{\rho'} x, h^{\rho} \xi)$. Then by (2.25)
\[
(a \# b) \circ B = \tilde{a} \# \tilde{b} \quad \text{where } \tilde{a} := a \circ B, \quad \tilde{b} := b \circ B.
\] (2.26)

Define the remainder
\[
r_N(z) := a \# b(z) - \sum_{k=0}^{N-1} \frac{(-i\hbar)^k}{2^k k!} \sigma(\partial_z, \partial_w)^k(a(z)b(w)) \bigg|_{w=z},
\]
then by (2.26)
\[
r_N(B(z)) = \tilde{a} \# \tilde{b}(z) - \sum_{k=0}^{N-1} \frac{(-i\tilde{h})^k}{2^k k!} \sigma(\partial_z, \partial_w)^k(\tilde{a}(z)\tilde{b}(w)) \bigg|_{w=z}.
\]

Since $\tilde{a}, \tilde{b}$ are bounded in $S(1)$ uniformly in $h$, we see from (2.6) with $h$ replaced by $\tilde{h}$ that
\[
r_N(B(z)) = \mathcal{O}(\tilde{h}^N)_{S(1)}
\]
which implies that for all multiindices $\alpha, \beta$
\[
\sup_{\mathbb{R}^{2n}} |\partial_x^{\alpha} \partial_{\xi'}^{\beta} r_N| = \mathcal{O}(\tilde{h}^{(1-\rho-\rho')N-|\alpha|-|\beta|}).
\] (2.27)

If $\rho = 0$, i.e. $L$ is Lagrangian, then this immediately gives the expansion (2.21) as (2.27) shows that $r_N = \mathcal{O}(\tilde{h}^{(1-\rho-\rho')N})_{S_{L_0, \rho, \rho'}}$. In the general case, since $1-\rho-\rho' > 0$
we get that all the derivatives of the remainder become rapidly decaying in \( h \) when \( N \to \infty \), that is for each \( N_0, \alpha, \beta \) there exists \( N \) such that \( \sup_{\mathbb{R}^{2n}} |\partial_x^\alpha \partial_\xi^\beta r_N| = \mathcal{O}(h^{N_0}) \).

Combining this with the fact that the \( k \)-th term in (2.21) is \( \mathcal{O}(h^{(1-\rho-\rho')}k) \), we see that the expansion (2.21) holds. \( \square \)

**Remark.** Lemma 2.3 does not hold for the standard quantization

\[
\text{Op}_h^0(a)f(x) = (2\pi h)^{-n} \int_{\mathbb{R}^{2n}} e^{\frac{i}{h}(x-x',\xi)}a(x,\xi)f(x') \, dx' \, d\xi.
\]

Indeed, consider the case \( n = 1 \) and \( L = \text{span}(\partial_x + \partial_\xi) \). The analog of the expansion (2.21) for the standard quantization is [Zwo12, Theorem 4.14]

\[
\text{Op}_h^0(a) \text{Op}_h^0(b) = \text{Op}_h^0(a\#^0 b), \quad a\#^0 b(x,\xi) \sim \sum_{k=0}^\infty \frac{(-i h)^k}{k!} \partial_\xi^k a(x,\xi) \partial_x^k b(x,\xi) \quad \text{as} \quad h \to 0.
\]

Take \( \rho' := 0 \) and put \( a(x,\xi) = \chi(h^{-\rho}(x-\xi)) \) for some nonzero \( h \)-independent function \( \chi \in C_c^\infty(\mathbb{R}) \). Then \( a \in S_{L,\rho,0}(\mathbb{R}^2) \) and the \( k \)-th term in the asymptotic expansion for \( a\#^0 a \) is

\[
\frac{\chi^{(k)}(h^{-\rho}(x-\xi))}{k!} 2h^{(1-2\rho)k}.
\]

For \( \frac{1}{2} < \rho < 1 \), each successive term in the expansion grows faster in \( h \) than the previous one, which makes it impossible for this expansion to hold. The difference between the standard and the Weyl quantization exploited in the proof of Lemma 2.3 is that the Weyl quantization obeys the exact Egorov Theorem (2.17) and the related fact that the terms in the asymptotic expansion (2.21) are equivariant under \( \text{Sp}(2n,\mathbb{R}) \).

We also prove here a statement on composition of operators whose symbols have well-separated supports, used in the proof of Lemma 4.5:

**Lemma 2.4.** Let \( q : \mathbb{R}^{2n} \to \mathbb{R} \) be a linear functional of norm 1 and assume that \( a, b \in S_{L,\rho,\rho'}(\mathbb{R}^{2n}) \) satisfy for some \( r_0 \in \mathbb{R} \) and \( r > 0 \)

\[
supp a \subset \{ z \in \mathbb{R}^{2n} \mid q(z) \leq r_0 - r \}, \quad supp b \subset \{ z \in \mathbb{R}^{2n} \mid q(z) \geq r_0 + r \}. \quad (2.28)
\]

Then for each \( c \in S_{L,\rho,\rho'}(\mathbb{R}^{2n}) \) and \( N > 0 \) we have

\[
\| \text{Op}_h^0(a) \text{Op}_h^0(c) \text{Op}_h^0(b) \|_{L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)} \leq C_N h^N (1 + r)^{-N} \quad (2.29)
\]

where the constant \( C_N \) depends only on \( n, N \), and some \( n, N \)-dependent \( S_{L,\rho,\rho'}(\mathbb{R}^{2n}) \)-seminorms of \( a, b, c \).

**Proof.** 1. We first show that for all \( a, b \) satisfying (2.28) and all \( N \)

\[
\| \text{Op}_h^0(a) \text{Op}_h^0(b) \|_{L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)} \leq C_N h^N (1 + r)^{-N}. \quad (2.30)
\]

We may shift the supports of \( a, b \) by conjugating by a quantum translation (see (2.14)), so we may assume that \( r_0 = 0 \). We may also conjugate by a metaplectic transformation
similarly to Step 1 in the proof of Lemma 2.3 to reduce to the case \( L = L_0 \) where \( L_0 \) is defined in (2.23). Next, using the dilation formula (2.25) we see that

\[
\| \text{Op}_h(a) \text{Op}_h(b) \|_{L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)} = \| \text{Op}_\tilde{h}(\tilde{a}) \text{Op}_\tilde{h}(\tilde{b}) \|_{L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)}
\]

where \( \tilde{h} = h^{1-\rho-\rho'} \) and the rescaled symbols \( \tilde{a}(x, \xi) = a(h^{\rho'} x, h^\rho \xi), \tilde{b}(x, \xi) = b(h^{\rho'} x, h^\rho \xi) \) lie in \( S(1) \) uniformly in \( h \). The support condition (2.28) implies that

\[
\text{supp} \tilde{a} \subset \{ z \in \mathbb{R}^{2n} \mid \tilde{q}(z) \leq -\tilde{r} \}, \quad \text{supp} \tilde{b} \subset \{ z \in \mathbb{R}^{2n} \mid \tilde{q}(z) \geq \tilde{r} \}
\]

where we put

\[
q'(x, \xi) := q(h^{\rho'} x, h^\rho \xi), \quad \tilde{q} := \frac{q'}{\| q' \|}, \quad \tilde{r} := \frac{r}{\| q' \|}.
\]

Note that \( \| q' \| \leq 1 \) and thus \( \tilde{r} \geq r \).

We now apply Lemma 2.1 to \( \tilde{a}, \tilde{b}, \tilde{h}, \tilde{r} \) to get for all \( N \)

\[
\| \text{Op}_\tilde{h}(\tilde{a}) \text{Op}_\tilde{h}(\tilde{b}) \|_{L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)} \leq C_N \tilde{h}^N(1 + \tilde{r})^{-N} \leq C_N \tilde{h}^N(1 - \rho - \rho')(1 + r)^{-N}
\]

which implies (2.30) since \( 1 - \rho - \rho' > 0 \).

2. We now prove (2.29). If \( 0 < r < 1 \) then (2.29) follows by applying twice the composition formula (2.21) and using the \( L^2 \) boundedness property of the class \( S_{L,\rho,\rho'} \) and the fact that \( \text{supp} a \cap \text{supp} b = \emptyset \). Henceforth we assume that \( r \geq 1 \). Fix

\[
\chi \in C^\infty(\mathbb{R}; [0, 1]), \quad \chi = 1 \text{ on } [\frac{r}{2}, \infty), \quad \chi = 0 \text{ on } (-\infty, -\frac{r}{2}]
\]

and decompose

\[
c = c_1 + c_2, \quad c_1(z) := c(z) \chi \left( \frac{q(z) - r_0}{r} \right), \quad c_2(z) := c(z) \left( 1 - \chi \left( \frac{q(z) - r_0}{r} \right) \right).
\]

Then the symbols \( c_1, c_2 \) are bounded in \( S_{L,\rho,\rho'}(\mathbb{R}^{2n}) \) uniformly in \( r \). Moreover

\[
\text{supp} c_1 \subset \{ z \in \mathbb{R}^{2n} \mid q(z) \geq r_0 - \frac{r}{2} \}, \quad \text{supp} c_2 \subset \{ z \in \mathbb{R}^{2n} \mid q(z) \leq r_0 + \frac{r}{2} \}.
\]

We now write \( \text{Op}_h(c) = \text{Op}_h(c_1) + \text{Op}_h(c_2) \) and estimate (using \( L^2 \) boundedness of \( \text{Op}_h(a), \text{Op}_h(b) \))

\[
\| \text{Op}_h(a) \text{Op}_h(c) \text{Op}_h(b) \|_{L^2 \to L^2} \leq C(\| \text{Op}_h(a) \text{Op}_h(c_1) \|_{L^2 \to L^2} + \| \text{Op}_h(c_2) \text{Op}_h(b) \|_{L^2 \to L^2}).
\]

We finally use (2.30) with \( r_0 \) replaced by \( r_0 \pm \frac{3r}{4} \) and \( r \) replaced by \( \frac{r}{4} \) to get

\[
\| \text{Op}_h(a) \text{Op}_h(c_1) \|_{L^2 \to L^2}, \| \text{Op}_h(c_2) \text{Op}_h(b) \|_{L^2 \to L^2} \leq C_N h^N (1 + r)^{-N}
\]

which finishes the proof. \( \square \)
2.2. Quantization on the torus. In this section we study quantizations of functions on the torus

\[ T^{2n} := \mathbb{R}^{2n} / \mathbb{Z}^{2n}. \]

Each \( a \in C^\infty(T^{2n}) \) can be identified with a \( \mathbb{Z}^{2n} \)-periodic function on \( \mathbb{R}^{2n} \). This function lies in the symbol class \( S(1) \) defined in (2.2) and thus its Weyl quantization \( \text{Op}_h(a) \) is an operator on \( L^2(\mathbb{R}^n) \). We will decompose \( L^2(\mathbb{R}^n) \) into a direct integral of finite dimensional spaces \( H_N(\theta), \theta \in T^{2n} \), which we call the spaces of quantum states. The operator \( \text{Op}_h(a) \) descends to these spaces and gives a quantization of the observable \( a \in C^\infty(T^{2n}) \). Our presentation partially follows [BDB96].

To make sure that the spaces of quantum states are nontrivial, we henceforth make the following assumption (see [BDB96, Proposition 2.1]):

\[ h = \frac{1}{2\pi N} \quad \text{for some} \quad N \in \mathbb{N}. \quad (2.31) \]

2.2.1. The spaces of quantum states. Recall the quantum translations \( U_w, w \in \mathbb{R}^{2n} \), defined in §2.1.2. By (2.14) we have the commutation relations

\[ \text{Op}_h(a)U_w = U_w \text{Op}_h(a) \quad \text{for all} \quad a \in C^\infty(T^{2n}), \quad w \in \mathbb{Z}^{2n}. \quad (2.32) \]

This motivates the following definition of the spaces of quantum states: for each \( \theta \in T^{2n} \), put

\[ H_N(\theta) := \{ f \in \mathcal{S}'(\mathbb{R}^n) \mid U_w f = e^{2\pi i \sigma(\theta,w) + N\pi Q(w)} f \quad \text{for all} \quad w \in \mathbb{Z}^{2n} \} \quad (2.33) \]

where the quadratic form \( Q \) on \( \mathbb{R}^n \) is defined by

\[ Q(w) := \langle y, \eta \rangle \quad \text{where} \quad w = (y, \eta) \in \mathbb{R}^{2n}. \quad (2.34) \]

Denote

\[ \mathbb{Z}_N := \{0, \ldots, N - 1 \}. \]

The following description of the spaces \( H_N(\theta) \) is a higher dimensional version of [BDB96, Proposition 2.1]:

**Lemma 2.5.** The space \( H_N(\theta) \) is \( N^n \)-dimensional with a basis given by \( e^\theta_j, j \in \mathbb{Z}_N^n \), where for \( \theta = (\theta_x, \theta_\xi) \in \mathbb{R}^{2n} \) we define

\[ e^\theta_j(x) := N^{-\frac{n}{2}} \sum_{k \in \mathbb{Z}^n} e^{-2\pi i (\theta_\xi,k)} \delta \left( x - \frac{Nk + j - \theta_x}{N} \right), \quad j \in \mathbb{Z}^n. \quad (2.35) \]

**Remark.** The distributions \( e^\theta_j \) satisfy the identities

\[ e^\theta_j \quad (2.36) \]
In particular, even though the space \( \mathcal{H}_N(\theta) \) is canonically defined for \( \theta \) in the torus \( T^{2n} \), in order to define the basis \( \{e_j^\theta\} \) we need to fix a representative \( \theta_x \in \mathbb{R}^n \). Note also that \( e_j^\theta \) is supported on the shifted lattice \( N^{-1}(j - \theta_x) + \mathbb{Z}^n \).

**Proof.** By (2.16), for each \( v \in \mathbb{R}^{2n} \) the quantum translation \( U_v \) is an isomorphism from \( \mathcal{H}_N(\theta) \) onto \( \mathcal{H}_N(\theta - Nv) \). On the other hand, we compute for all \( j \in \mathbb{Z}^n \) and \( v \in \mathbb{R}^{2n} \)

\[
U_v e_j^\theta = e^{2\pi i(\eta j - \theta_x) + i\pi NQ(v)} e_j^{\theta - Nv} \quad \text{where} \quad v = (y, \eta).
\]

(2.37)

Thus it suffices to consider the case \( \theta = 0 \).

Using \( w = (0, \ell) \) and \( w = (\ell, 0) \) in the definition (2.33), as well as (2.15), we can characterize \( \mathcal{H}_N(0) \) as the set of all \( f \in \mathscr{S}'(\mathbb{R}^n) \) such that

\[
e^{2\pi i N\ell(x)} f(x) = f(x), \quad f(x - \ell) = f(x) \quad \text{for all} \quad \ell \in \mathbb{Z}^n.
\]

The first condition in (2.38) is equivalent to \( f \) being a linear combination of delta functions at the points in the lattice \( N^{-1} \mathbb{Z}^n \), that is

\[
f(x) = \sum_{r \in \mathbb{Z}^n} f_r \delta(x - r) \quad \text{for some} \quad (f_r \in \mathbb{C})_{r \in \mathbb{Z}^n}.
\]

The second condition in (2.38) is then equivalent to the periodic property \( f_{r - N\ell} = f_r \) for all \( \ell \in \mathbb{Z}^n \). It follows that \( \mathcal{H}_N(0) \) is the span of \( \{e_j^0 \mid j \in \mathbb{Z}_N^n\} \), which finishes the proof. \( \Box \)

We fix the inner product \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) on each \( \mathcal{H}_N(\theta) \) by requiring that \( \{e_j^\theta\}_{j \in \mathbb{Z}_N^n} \) be an orthonormal basis. Note that while the basis \( \{e_j^\theta\} \) depends on the choice of the representative \( \theta_x \in \mathbb{R}^n \), the inner product only depends on \( \theta \in T^{2n} \) as follows from (2.36).

Using the bases \( \{e_j^\theta\} \), we can consider the spaces \( \mathcal{H}_N(\theta) \) as the fibers of a smooth \( N^n \)-dimensional complex vector bundle over \( T^{2n} \), which we denote by \( \mathcal{H}_N \).

2.2.2. Decomposing \( L^2 \). We now construct a unitary isomorphism \( \Pi_N \) between \( L^2(\mathbb{R}^n) \) and the space of \( L^2 \) sections \( L^2(T^{2n}; \mathcal{H}_N) \). This gives a decomposition of \( L^2(\mathbb{R}^n) \) into the direct integral of the spaces \( \mathcal{H}_N(\theta) \) over \( \theta \in T^{2n} \).

Define the operators \( \Pi_N(\theta) : \mathscr{S}(\mathbb{R}^n) \to \mathcal{H}_N(\theta) \) by

\[
\Pi_N(\theta)f := \sum_{j \in \mathbb{Z}_N^n} \langle f, e_j^\theta \rangle_{L^2(\mathbb{R}^n)} e_j^\theta, \quad \theta \in T^{2n}.
\]

(2.39)

Even though the basis \( \{e_j^\theta\} \) depends on the choice of the preimage \( \theta_x \in \mathbb{R}^n \), the operator \( \Pi_N(\theta) \) does not depend on this choice as follows from (2.36). We next define the operator

\[
\Pi_N : \mathscr{S}(\mathbb{R}^n) \to C^\infty(T^{2n}; \mathcal{H}_N), \quad \Pi_N f := (\Pi_N(\theta)f)_{\theta \in T^{2n}}.
\]
We also define the operator $\Pi^*_N : C^\infty(T^{2n}; H_N) \to S(\mathbb{R}^n)$ as follows: for $g \in C^\infty(T^{2n}; H_N)$

$$
\Pi^*_N g(x) := \mathbb{N}^{\frac{n}{2}} \int_{\mathbb{T}^n} \langle g(-Nx, \theta), e_0^{(-Nx, \theta)} \rangle d\theta, \quad x \in \mathbb{R}^n.
$$

Here one can check that $\Pi^*_N g \in S(\mathbb{R}^n)$ using a non-stationary phase argument and the following corollary of (2.36):

$$
\Pi^*_N g(x - \ell) = \Pi^*_N(e^{2\pi i \langle \ell, \theta \rangle} g)(x) \quad \text{for all} \quad \ell \in \mathbb{Z}^n.
$$

**Lemma 2.6.** The map $\Pi_N$ extends to a unitary isomorphism from $L^2(\mathbb{R}^n)$ to $L^2(T^{2n}; H_N)$ and $\Pi^*_N$ extends to its adjoint.

**Proof.** We argue similarly to [BDB96, Proposition 2.3].

1. We first show that $\Pi_N$ extends to an isometry from $L^2(\mathbb{R}^n)$ to $L^2(T^{2n}; H_N)$. For that it suffices to show the identity

$$
\int_{\mathbb{T}^{2n}} \|\Pi_N(\theta) f\|^2_H d\theta = \|f\|^2_{L^2(\mathbb{R}^n)} \quad \text{for all} \quad f \in \mathcal{S}(\mathbb{R}^n).
$$

For $j \in \mathbb{Z}^n$ and $\theta_x \in \mathbb{R}^n$, define the function $F_{j,\theta_x} \in C^\infty(\mathbb{T}^n)$ by

$$
F_{j,\theta_x}(\theta_\xi) = \langle f, e_{j}^{\theta}\rangle_{L^2} \quad \text{where} \quad \theta = (\theta_x, \theta_\xi).
$$

Then $F_{j,\theta_x}$ can be written as a Fourier series:

$$
F_{j,\theta_x}(\theta_\xi) = \mathbb{N}^{-\frac{n}{2}} \sum_{k \in \mathbb{Z}^n} f\left(\frac{Nk + j - \theta_x}{N}\right) e^{2\pi i \langle \theta_\xi, k \rangle}.
$$

Therefore by Parseval’s Theorem

$$
\int_{\mathbb{T}^n} |F_{j,\theta_x}(\theta_\xi)|^2 d\theta_\xi = \mathbb{N}^{-n} \sum_{k \in \mathbb{Z}^n} \left| f\left(\frac{Nk + j - \theta_x}{N}\right) \right|^2.
$$

We then have

$$
\int_{\mathbb{T}^{2n}} \|\Pi_N(\theta) f\|^2_H d\theta = \int_{[0,1]^n} \int_{\mathbb{T}^n} \sum_{j \in \mathbb{Z}^n} |F_{j,\theta_x}(\theta_\xi)|^2 d\theta_\xi d\theta_x = \mathbb{N}^{-n} \sum_{j \in \mathbb{Z}^n, k \in \mathbb{Z}^n} \int_{[0,1]^n} \left| f\left(\frac{Nk + j - \theta_x}{N}\right) \right|^2 d\theta_x
$$

$$
= \mathbb{N}^{-n} \sum_{r \in \mathbb{Z}^n} \int_{[0,1]^n} \left| f\left(\frac{r - \theta_x}{N}\right) \right|^2 d\theta_x = \|f\|^2_{L^2(\mathbb{R}^n)}
$$

which gives (2.40).

2. It remains to show that $\Pi_N$ is onto and $\Pi^*_N$ is the adjoint of $\Pi_N$. For that it suffices to prove that for each $g \in C^\infty(T^{2n}; H_N)$ we have $\Pi_N \Pi^*_N g = g$. We compute
for all $\theta = (\theta_x, \theta_\xi) \in \mathbb{R}^{2n}$ and $j \in \mathbb{Z}^n$

$$
\langle \Pi_N^* g, e_j^\theta \rangle_{L^2} = N^{-\frac{n}{2}} \sum_{k \in \mathbb{Z}^n} e^{2\pi i (\theta_x, k)} \Pi_N g \left( \frac{N k + j - \theta_x}{N} \right) = \sum_{k \in \mathbb{Z}^n} e^{2\pi i (\theta_x, k)} \int_{\mathbb{T}^n} \langle g(\theta_x, \tilde{\theta}_\xi), e_j^{(\theta_x - N k, \tilde{\theta}_\xi)} \rangle_{\mathcal{H}} \, d\tilde{\theta}_\xi
$$

$$= \langle g(\theta), e_j^\theta \rangle_{\mathcal{H}}.
$$

Here in the last line we use that $e_j^{(\theta_x - N k, \tilde{\theta}_\xi)} = e^{2\pi i (\theta_x, k)} e_j^{(\theta_x, \tilde{\theta}_\xi)}$ by (2.36), as well as convergence of the Fourier series of the function $\theta_\xi \mapsto \langle g(\theta_x, \theta_\xi), e_j^{(\theta_x, \theta_\xi)} \rangle_{\mathcal{H}}$. We now compute $\Pi_N(\theta)\Pi_N g = g(\theta)$ for all $\theta \in \mathbb{T}^{2n}$, finishing the proof.

By duality, we may extend $\Pi_N, \Pi_N^*$ to operators

$$
\Pi_N : \mathcal{S}'(\mathbb{R}^n) \to \mathcal{D}'(\mathbb{T}^{2n}; \mathcal{H}_N), \quad \Pi_N^* : \mathcal{D}'(\mathbb{T}^{2n}; \mathcal{H}_N) \to \mathcal{S}'(\mathbb{R}^n).
$$

We then have the natural formula

$$
\Pi_N^* (\delta(\theta - \theta_0) f) = f \quad \text{for all} \quad \theta_0 \in \mathbb{T}^{2n}, \ f \in \mathcal{H}_N(\theta_0) \subset \mathcal{S}'(\mathbb{R}^n), \tag{2.41}
$$

which follows by duality from the identity

$$
\langle \delta(\theta - \theta_0) f, \Pi_N \tilde{f} \rangle_{L^2(\mathbb{T}^{2n}; \mathcal{H}_N)} = \langle f, \Pi_N(\theta_0) \tilde{f} \rangle_{\mathcal{H}} = \sum_{j \in \mathbb{Z}^n} \langle f, e_j^{\theta_0} \rangle_{\mathcal{H}} \langle e_j^{\theta_0}, \tilde{f} \rangle_{L^2} = \langle f, \tilde{f} \rangle_{L^2(\mathbb{R}^n)} \quad \text{for all} \quad \tilde{f} \in \mathcal{S}'(\mathbb{R}^n).
$$

2.2.3. Semiclassical quantization. Fix $N \in \mathbb{N}$ and put $h := (2\pi N)^{-1}$ as before. Let $a \in C^\infty(\mathbb{T}^{2n})$. By (2.32) and (2.33), the operator $\text{Op}_h(a)$ maps each of the spaces $\mathcal{H}_N(\theta)$ to itself. This defines the quantizations

$$
\text{Op}_{N,\theta}(a) := \text{Op}_h(a)|_{\mathcal{H}_N(\theta)} : \mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta), \quad \theta \in \mathbb{T}^{2n}
$$

which depend smoothly on $\theta$.

A special case is given by $a(x, \xi) = a(x)$ which is independent of $\xi$ and $\mathbb{Z}^n$-periodic in $x$. In this case $\text{Op}_h(a)$ is the multiplication operator by $a$ (see [Zwo12, Theorem 4.3]), so by (2.35)

$$
\text{Op}_{N,\theta}(a) e_j^\theta = a \left( \frac{j - \theta_x}{N} \right) e_j^\theta \quad \text{for all} \quad \theta = (\theta_x, \theta_\xi) \in \mathbb{R}^{2n}, \ j \in \mathbb{Z}^n. \tag{2.42}
$$

In particular, $\text{Op}_{N,\theta}(1)$ is the identity operator on $\mathcal{H}_N(\theta)$.

Let $\Pi_N, \Pi_N^*$ be the unitary operators constructed in §2.2.2. By (2.41), they relate the operator $\text{Op}_h(a) : \mathcal{S}'(\mathbb{R}^n) \to \mathcal{S}'(\mathbb{R}^n)$ to its restrictions $\text{Op}_{N,\theta}(a)$ as follows:

$$
\Pi_N \text{Op}_h(a) \Pi_N^* g(\theta) = \text{Op}_{N,\theta}(a) g(\theta) \quad \text{for all} \quad g \in \mathcal{D}'(\mathbb{T}^{2n}; \mathcal{H}_N). \tag{2.43}
$$
Notice that (2.43) may also be deduced from the explicit expression (verified by an explicit computation using (2.13), (2.35), (2.39), and the Poisson summation formula; the series below converges in $\mathcal{S}'(\mathbb{R}^n)$)

$$
\Pi_N(\theta) f = \sum_{w \in \mathbb{Z}^{2n}} e^{i\pi NQ(w) - 2i\pi \sigma(\theta, w)} U_w f \quad \text{for all } f \in \mathcal{S} (\mathbb{R}^n)
$$

(2.44)

and the commutation identity (2.32).

Since $\text{Op}_{N,\theta} (a)$ depends smoothly on $\theta$, it follows from (2.43) and Lemma 2.6 that

$$
\max_{\theta \in T^{2n}} \| \text{Op}_{N,\theta} (a) \|_{H_N(\theta) \to H_N(\theta)} = \| \text{Op}_h (a) \|_{L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)}.
$$

(2.45)

Recall from Definition 2.2 the symbol class $S_{L,\rho,\rho'}(\mathbb{R}^{2n})$ where $L \subset \mathbb{R}^{2n}$ is a coisotropic subspace and $0 \leq \rho' \leq \rho$, $\rho + \rho' < 1$. We similarly define the corresponding symbol class on the torus

$$
S_{L,\rho,\rho'} (\mathbb{T}^{2n})
$$

whose elements are the $\mathbb{Z}^{2n}$-periodic symbols in $S_{L,\rho,\rho'}(\mathbb{R}^{2n})$. Note that putting $\rho = \rho' = 0$ we obtain the standard symbol class $S(\mathbb{T}^{2n})$ consisting of functions in $C^\infty (\mathbb{T}^{2n})$ with all derivatives bounded uniformly in $h$.

Using (2.43) and (2.45), we see that Lemma 2.3 applies to the quantization $\text{Op}_{N,\theta} (a)$. In particular, we have the product formula for all $a, b \in S_{L,\rho,\rho'}(\mathbb{T}^{2n})$

$$
\text{Op}_{N,\theta} (a) \text{Op}_{N,\theta} (b) = \text{Op}_{N,\theta} (a \# b)
$$

(2.46)

where $a \# b \in S_{L,\rho,\rho'}(\mathbb{T}^{2n})$ satisfies the expansion (2.21), the adjoint formula (following from (2.7))

$$
\text{Op}_{N,\theta} (a)^* = \text{Op}_{N,\theta} (\bar{a}),
$$

(2.47)

the norm $\| \text{Op}_{N,\theta} (a) \|_{H_N(\theta) \to H_N(\theta)}$ is bounded by some $S_{L,\rho,\rho'}$-seminorm of $a$, and we have the sharp Gårding inequality for all $a \in S_{L,\rho,\rho'}(\mathbb{T}^{2n})$ such that $a \geq 0$ everywhere

$$
\langle \text{Op}_{N,\theta} (a) f, f \rangle \geq -CN^{\rho + \rho'} - 1 \| f \|_{\mathcal{H}}^2 \quad \text{for all } f \in H_N(\theta)
$$

(2.48)

where $C$ is some $S_{L,\rho,\rho'}$-seminorm of $a$. The choice of seminorms above depends on $\rho, \rho'$ but not on $N$ or $\theta$. The inequality (2.48) follows from the usual sharp Gårding inequality; and Lemma 2.6 that implies that $\text{Op}_{N,\theta} (a)$ is self-adjoint and that its spectrum is contained in the $L^2$ spectrum of $\text{Op}_h (a)$.

We now give several corollaries of the basic calculus above. First of all, from (2.46), the expansion (2.21) with $N = 1$, and the boundeness of the operator norm of $\text{Op}_{N,\theta} (\bullet)$ we get for all $a, b \in S_{L,\rho,\rho'}(\mathbb{T}^{2n})$

$$
\text{Op}_{N,\theta} (a) \text{Op}_{N,\theta} (b) = \text{Op}_{N,\theta} (ab) + \mathcal{O}(N^{\rho + \rho'} - 1)_{H_N(\theta) \to H_N(\theta)}
$$

(2.49)

where the constant in $\mathcal{O}(\bullet)$ depends only on some $S_{L,\rho,\rho'}$-seminorms of $a, b$.

Next, we have the following inequality of norms:
Lemma 2.7. Assume that $a, b \in S_{L, \rho, \rho'}(\mathbb{T}^{2n})$ and $|a| \leq |b|$ everywhere. Then we have for all $f \in \mathcal{H}_N(\theta)$

$$\| \text{Op}_{N, \theta}(a)f \|_{\mathcal{H}} \leq \| \text{Op}_{N, \theta}(b)f \|_{\mathcal{H}} + C N^{\frac{\rho + \rho' - 1}{2}} \| f \|_{\mathcal{H}}$$

(2.50)

where the constant $C$ depends only on some $S_{L, \rho, \rho'}$-seminorms of $a, b$.

Remark. Taking $b$ to be the constant symbol $b := \sup |a|$, we get

$$\| \text{Op}_{N, \theta}(a)\|_{\mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta)} \leq \sup_{z \in \mathbb{T}^{2n}} |a(z)| + C N^{\frac{\rho + \rho' - 1}{2}}$$

(2.51)

where $C$ only depends on some $S_{L, \rho, \rho'}$-seminorm of $a$.

Proof. By (2.47) and (2.49) we have

$$\text{Op}_{N, \theta}(b)^* \text{Op}_{N, \theta}(b) - \text{Op}_{N, \theta}(a)^* \text{Op}_{N, \theta}(a) = \text{Op}_{N, \theta}(|b|^2 - |a|^2) + \mathcal{O}(N^{\rho + \rho' - 1})_{\mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta)}.$$ (2.52)

Since $|a| \leq |b|$ everywhere, we have $|b|^2 - |a|^2 \geq 0$ everywhere, so by (2.48)

$$\langle \text{Op}_{N, \theta}(|b|^2 - |a|^2)f, f \rangle_{\mathcal{H}} \geq -C N^{\rho + \rho' - 1} \| f \|_{\mathcal{H}}^2.$$ (2.53)

Together (2.52) and (2.53) give

$$\| \text{Op}_{N, \theta}(b)f \|^2_{\mathcal{H}} - \| \text{Op}_{N, \theta}(a)f \|^2_{\mathcal{H}} \geq -C N^{\rho + \rho' - 1} \| f \|_{\mathcal{H}}^2$$

which implies (2.50). □

Finally, we record here the following lemma regarding products of many quantized observables, which is analogous to [DJ18, Lemmas A.1 and A.6]:

Lemma 2.8. Assume that $a_1, \ldots, a_R \in S_{L, \rho, \rho'}(\mathbb{T}^{2n})$, where $R \leq C_0 \log N$, satisfy

$$\sup_{\mathbb{T}^{2n}} |a_j| \leq 1$$

and each $S_{L, \rho, \rho'}$-seminorm of $a_j$ is bounded uniformly in $j$. Then:

1. The product $a_1 \cdots a_R$ lies in $S_{L, \rho+\epsilon, \rho'+\epsilon}(\mathbb{T}^{2n})$ for all small $\epsilon > 0$.

2. We have for all $\epsilon > 0$

$$\text{Op}_{N, \theta}(a_1) \cdots \text{Op}_{N, \theta}(a_R) = \text{Op}_{N, \theta}(a_1 \cdots a_R) + \mathcal{O}(N^{\rho + \rho' - 1 + \epsilon})_{\mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta)}.$$ (2.54)

Here the constant in $\mathcal{O}(\bullet)$ depends only on $\rho, \rho', \epsilon, C_0$, and on the maximum over $j$ of a certain $S_{L, \rho, \rho'}$-seminorm of $a_j$.

Proof. 1. We have $\sup_{\mathbb{T}^{2n}} |a_1 \cdots a_R| \leq 1$, so it suffices to show that for each constant vector fields $X_1, \ldots, X_k, Y_1, \ldots, Y_m$ on $\mathbb{T}^{2n}$ such that $Y_1, \ldots, Y_m$ are tangent to $L$ we have

$$\sup_{\mathbb{T}^{2n}} |X_1 \cdots X_k Y_1 \cdots Y_m (a_1 \cdots a_R)| = \mathcal{O}(h^{-\rho k - \rho' m -}).$$ (2.54)

Using the Leibniz Rule, we write $X_1 \cdots X_k Y_1 \cdots Y_m (a_1 \cdots a_R)$ as a sum of $R^{m+k} = \mathcal{O}(h^{0-})$ terms. Each of these is a product of the form $(P_1 a_1) \cdots (P_R a_R)$ where each $P_j$ is...
a product of some subset of $X_1, \ldots, X_k, Y_1, \ldots, Y_m$ and $P_1 \ldots P_R = X_1 \ldots X_k Y_1 \ldots Y_m$. Using that $\sup |a_j| \leq 1$ and each $a_j$ is bounded in $S_{L, \rho, \rho'}$ uniformly in $j$, we get (2.54).

2. We write

$$\text{Op}_{N, \vartheta}(a_1) \cdots \text{Op}_{N, \vartheta}(a_R) - \text{Op}_{N, \vartheta}(a_1 \cdots a_R) = \sum_{j=1}^R B_j \text{Op}_{N, \vartheta}(a_{j+1}) \cdots \text{Op}_{N, \vartheta}(a_R)$$

where $B_j := \text{Op}_{N, \vartheta}(a_1 \cdots a_{j-1}) \text{Op}_{N, \vartheta}(a_j) - \text{Op}_{N, \vartheta}(a_1 \cdots a_j)$. By (2.51) and since $\sup |a_j| \leq 1$ we have $\| \text{Op}_{N, \vartheta}(a_j) \|_{\mathcal{H}_N(\vartheta) \rightarrow \mathcal{H}_N(\vartheta)} \leq 1 + C N^{\frac{1}{2} + \rho - 1}$ where the constant $C$ is uniform in $j$. Therefore (assuming $N$ is large enough)

$$\| \text{Op}_{N, \vartheta}(a_1) \cdots \text{Op}_{N, \vartheta}(a_R) - \text{Op}_{N, \vartheta}(a_1 \cdots a_R) \|_{\mathcal{H}_N(\vartheta) \rightarrow \mathcal{H}_N(\vartheta)} \leq 2 \sum_{j=1}^R \| B_j \|_{\mathcal{H}_N(\vartheta) \rightarrow \mathcal{H}_N(\vartheta)}.$$ 

It remains to use that $a_1 \cdots a_j$ is bounded in $S_{L, \rho + \varepsilon, \rho' + \varepsilon}(\mathbb{T}^{2n})$ uniformly in $j$ for all $\varepsilon > 0$, so by (2.49) we have $\| B_j \|_{\mathcal{H}_N(\vartheta) \rightarrow \mathcal{H}_N(\vartheta)} = O(N^{\rho' - 1 +})$ uniformly in $j$. □

2.2.4. Quantization of toric automorphisms. Let $\text{Sp}(2n, \mathbb{Z}) \subset \text{Sp}(2n, \mathbb{R})$ be the subgroup of integer symplectic matrices, i.e. elements of $\text{Sp}(2n, \mathbb{R})$ which preserve the lattice $\mathbb{Z}^{2n}$. We will quantize elements of $\text{Sp}(2n, \mathbb{Z})$ as unitary operators on the spaces $\mathcal{H}_N(\vartheta)$ provided that $N, \vartheta$ satisfy the condition (2.57) below. To do this we need the following.

**Lemma 2.9.** Denote by $\mathbb{Z}_2 := \mathbb{Z}/2\mathbb{Z}$ the field of order 2. Then for each $A \in \text{Sp}(2n, \mathbb{Z})$ there exists unique $\varphi_A \in \mathbb{Z}_2^{2n}$ such that, with the symplectic form $\sigma$ defined in (2.4) and the quadratic form $Q$ defined in (2.34)

$$Q(A^{-1}w) - Q(w) = \sigma(\varphi_A, w) \mod 2\mathbb{Z} \quad \text{for all } w \in \mathbb{Z}^{2n}. \quad (2.55)$$

**Remark.** Note that the map $A \mapsto \varphi_A$ satisfies for all $A, B \in \text{Sp}(2n, \mathbb{Z})$

$$\varphi_{AB} = \varphi_A + A \varphi_B, \quad \varphi_A^{-1} = A^{-1} \varphi_A.$$ 

**Proof.** For $w \in \mathbb{Z}^{2n}$, denote

$$Z(w) := (Q(A^{-1}w) - Q(w)) \mod 2\mathbb{Z} \in \mathbb{Z}_2.$$

We have

$$Q(w + w') = Q(w) + Q(w') + \sigma(w, w') \mod 2\mathbb{Z} \quad \text{for all } w, w' \in \mathbb{Z}^{2n}$$

which together with the fact that $A \in \text{Sp}(2n, \mathbb{Z})$ implies that

$$Z(w + w') = Z(w) + Z(w') \quad \text{for all } w, w' \in \mathbb{Z}^{2n}.$$ 

Thus $Z$ is a group homomorphism $\mathbb{Z}^{2n} \rightarrow \mathbb{Z}_2$, which gives the existence and uniqueness of $\varphi_A$ such that (2.55) holds. □
Now, fix $A \in \text{Sp}(2n, \mathbb{Z})$ and choose a metaplectic operator (see §2.1.3)

$$M \in \mathcal{M}_A.$$  

Here we put $h := (2\pi N)^{-1}$ as before. Using (2.18) and (2.33) we see that

$$M(\mathcal{H}_N(\theta)) \subset \mathcal{H}_N(A\theta + \frac{N\varphi_A}{2}) \quad \text{for all } \theta \in \mathbb{T}^{2n}.$$  

Denote

$$M_{N,\theta} := M|_{\mathcal{H}_N(\theta)} : \mathcal{H}_N(\theta) \to \mathcal{H}_N(A\theta + \frac{N\varphi_A}{2})$$

which depends smoothly on $\theta \in \mathbb{T}^{2n}$. Using (2.41) or (2.44), we see that the action of $M$ on $L^2(\mathbb{R}^n)$ is intertwined with the operators $M_{N,\theta}$ as follows:

$$\Pi_N M \Pi_N^* g(A\theta + \frac{N\varphi_A}{2}) = M_{N,\theta} g(\theta) \quad \text{for all } g \in \mathcal{D}'(\mathbb{T}^{2n}; \mathcal{H}_N). \quad \text{(2.56)}$$

Since $M$ is unitary on $L^2(\mathbb{R}^n)$, it follows that each $M_{N,\theta}$ is a unitary operator as well.

We will be interested in the spectrum of $M_{N,\theta}$, so we need its domain and range to be the same space $\mathcal{H}_N(\theta)$. This is true if we choose $\theta \in \mathbb{T}^{2n}$ such that the following quantization condition holds:

$$(I - A)\theta = \frac{N\varphi_A}{2} \mod \mathbb{Z}^{2n}. \quad \text{(2.57)}$$

Note that when $N$ is even or $\varphi_A = 0$, the equation (2.57) is satisfied in particular when $\theta = 0$.

Assuming (2.57), from (2.17) we get the following exact Egorov’s Theorem:

$$M_{N,\theta}^{-1} \text{Op}_{N,\theta}(a) M_{N,\theta} = \text{Op}_{N,\theta}(a \circ A) \quad \text{for all } a \in C^\infty(\mathbb{T}^{2n}). \quad \text{(2.58)}$$

### 2.2.5. Explicit formulas

Here we give some explicit formulas for the operators $\text{Op}_{N,\theta}(a)$ and $M_{N,\theta}$. These are not used in the proofs but are helpful for implementing numerics. For simplicity we assume in this subsection that $\theta = 0$.

For $f \in \mathcal{H}_N(0)$ define the coordinates

$$f_j := \langle f, e_j^0 \rangle_{\mathcal{H}}, \quad j \in \mathbb{Z}^n$$

where $e_j^0$ is defined in (2.35). By (2.36) we have $f_{j+N\ell} = f_j$ for all $\ell \in \mathbb{Z}^n$.

Our first statement computes the expression $\langle \text{Op}_{N,0}(a)f, f \rangle_{\mathcal{H}}$ in terms of the values of $a$ at the points in the lattice $\mathbb{Z}^{2n}/2N\mathbb{Z}^{2n}$. As before we define $\mathbb{Z}_N := \{0, \ldots, N-1\}$ and similarly $\mathbb{Z}_{2N} := \{0, \ldots, 2N-1\}$.

### Proposition 2.10

Let $a \in C^\infty(\mathbb{T}^{2n})$. Then for all $f \in \mathcal{H}_N(0)$ we have

$$\langle \text{Op}_{N,0}(a)f, f \rangle_{\mathcal{H}} = (2N)^{-n} \sum_{j \in \mathbb{Z}^n_N, k, \ell \in \mathbb{Z}_{2N}^n} e^{\frac{2\pi i}{N}(k,\ell)} a(\frac{2j+k}{2N}, \frac{\ell}{2N}) f_j \overline{f}_{j+k}. \quad \text{(2.59)}$$
Proof. Since trigonometric polynomials are dense in $C^\infty(T^{2n})$, it suffices to consider the case of
\[ a(z) = e^{2\pi i \sigma(w,z)} \] for some $w = (y, \eta) \in \mathbb{Z}^{2n}$.

Using (2.12), (2.37), and (2.36), we compute for all $j \in \mathbb{Z}^n$
\[ \op_{\mathbb{N},0}(a)e_j^0 = U_{w/\mathbb{N}} e_j^0 = e^{\frac{2\pi i}{\mathbb{N}}(\eta,j)+\frac{\pi i}{\mathbb{N}}(y,\eta)}e_j^0. \]

Therefore the left-hand side of (2.59) is
\[ \langle \op_{\mathbb{N},0}(a)f, f \rangle_{\mathcal{H}} = \sum_{j \in \mathbb{Z}^n} f_j \langle \op_{\mathbb{N},0}(a)e_j^0, f \rangle_{\mathcal{H}} = \sum_{j \in \mathbb{Z}^n} e^{\frac{2\pi i}{\mathbb{N}}(\eta,j)+\frac{\pi i}{\mathbb{N}}(y,\eta)}f_j f_{j+y}. \]

On the other hand, the right-hand side of (2.59) is equal to
\[ (2\mathbb{N})^{-n} \sum_{j \in \mathbb{Z}^n_{2\mathbb{N}}; k, \ell \in \mathbb{Z}^n_{2\mathbb{N}}} e^{\frac{\pi i}{\mathbb{N}}((k-y,\ell)+\eta,2j+k)}f_j f_{j+k}. \]

This equals the left-hand side of (2.59) which finishes the proof. \[\square\]

Proposition 2.10 can be interpreted as follows:
\[ \langle \op_{\mathbb{N},0}(a)f, f \rangle_{\mathcal{H}} = (2\mathbb{N})^{-n} \sum_{p,q \in \mathbb{Z}^n_{2\mathbb{N}}} a\left(\frac{p}{2\mathbb{N}}, \frac{q}{2\mathbb{N}}\right)W(f)_{pq} \]

where the Wigner matrix $W(f)_{pq}$ of $f$ is given by
\[ W(f)_{pq} = (2\mathbb{N})^n \sum_{j \in \mathbb{Z}^n_{2\mathbb{N}}} e^{\frac{\pi i}{\mathbb{N}}(p-2j,q)}f_j f_{p-j}, \quad p, q \in \mathbb{Z}^n_{2\mathbb{N}}. \] (2.60)

We now compute the action of metaplectic transformations $M_{\mathbb{N},0} : \mathcal{H}_{\mathbb{N}}(0) \to \mathcal{H}_{\mathbb{N}}(0)$ where $M \in \mathcal{M}_A$ for some $A \in \text{Sp}(2n, \mathbb{Z})$ and we assume that $\mathbb{N}$ is even so that (2.57) is satisfied for $\theta = 0$ and all $A$. The general formulas are complicated, so instead we follow the approach of [Kel10, §1.2.1]. As proved for instance in [Koh97] the group $\text{Sp}(2n, \mathbb{Z})$ is generated by matrices of the following block form, where $E^{-T}$ denotes the transpose of $E^{-1}$:

\[
S_B := \begin{pmatrix} I & 0 \\ B & I \end{pmatrix}, \quad B \text{ is a symmetric } n \times n \text{ integer matrix};
\]

\[
L_E := \begin{pmatrix} E & 0 \\ 0 & E^{-T} \end{pmatrix}, \quad E \in \text{GL}(n, \mathbb{Z}), \quad |\det E| = 1;
\]

\[
F := \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}.
\] (2.61)
Since the map $M \in \mathcal{M} \mapsto A \in \text{Sp}(2n, \mathbb{R})$ such that $M \in \mathcal{M}_A$ is a group homomorphism, it suffices to compute the operators $M_N,0$ for $M \in \mathcal{M}_A$ where $A$ is in one of the forms (2.61). This is done in

**Proposition 2.11.** Assume that $N$ is even. Then there exist

- $M \in \mathcal{M}_{SB}$ such that $(M_N,0f)_j = e^{N(Bj,j)} f_j$;
- $M \in \mathcal{M}_{LE}$ such that $(M_N,0f)_j = f_{E^{-1}j}$;
- $M \in \mathcal{M}_F$ such that $(M_N,0f)_j = N^{-\frac{n}{2}} \sum_{k \in \mathbb{Z}^n} e^{-2\pi i (j,k)} f_k$.

for all $f \in \mathcal{H}_N(0)$ and $j \in \mathbb{Z}^n$ where $f_j := \langle f, e^0_j \rangle_{\mathcal{H}}$.

**Remark.** The evenness assumption on $N$ is only required in (2.62). The formulas (2.63)–(2.64) are valid for all $N$ and one can check that $\varphi_{LE} = \varphi_F = 0$ where $\varphi_A$ is defined in (2.55).

**Proof.** This follows from the definition (2.35) of $e^0_j$, the Poisson summation formula (in case of (2.64)), and the following formulas for metaplectic transformations for which (2.17) can be verified directly using (2.1):

- we have $M \in \mathcal{M}_{SB}$ where $Mf(x) = e^{\frac{i}{\hbar}(Bx,x)} f(x)$;
- we have $M \in \mathcal{M}_{LE}$ where $Mf(x) = f(E^{-1}x)$;
- we have $\mathcal{F}_\hbar \in \mathcal{M}_F$ where $\mathcal{F}_\hbar f(x) = (2\pi \hbar)^{-\frac{n}{2}} \int_{\mathbb{R}^n} e^{-\frac{i}{\hbar}(x,\eta)} f(\eta) \, d\eta$.

(2.65)

\[\square\]

3. **Proofs of Theorems 2–4**

In this section, we reduce the proofs of Theorems 2 and 3 to a decay statement for long words, Proposition 3.10, that will be proved in §4. In §3.1, we introduce notation that will be used in the proofs of Theorems 2 and 3 and state the main estimates that we will need to write these proofs: Lemmas 3.1, 3.2, and 3.4. In §3.2, we explain how these estimates allow us to prove Theorems 2 and 3. In §3.3, we derive Theorem 4 from Theorem 2. In §3.4, we prove Lemmas 3.1 and 3.2. Finally, in §3.5, we reduce Lemma 3.4 to Proposition 3.10.

Our strategy in this section generally follows [DJ18, Jin20, DJN22]. However, the proofs have to be modified to adapt to the setting of quantum maps used here and to
the assumption of geometric control transversally to $\mathbb{T}_\pm$. Another important difference is the choice of propagation times, see §3.1.1.

Throughout this section we fix $A \in \text{Sp}(2n, \mathbb{Z})$ that satisfies the spectral gap condition (1.3) and choose a metaplectic operator $M \in \mathcal{M}_A$ quantizing $A$. We take $N$ large and $\theta \in \mathbb{T}^{2n}$ satisfying the quantization condition (2.57) and study the restrictions $M_{N, \theta}$ of $M$ to the spaces of quantum states $\mathcal{H}_N(\theta)$, see §2.2.4. Following (2.31) we put $h := (2\pi N)^{-1}$.

### 3.1. Words decomposition

In the proofs of both Theorems 2 and 3, we will consider two $N$-independent functions $b_1, b_2$ on the torus $\mathbb{T}^{2n}$. The choice of these functions will differ in the proof of each theorem, but we will always assume that they satisfy

$$b_1, b_2 \in C^\infty(\mathbb{T}^{2n}), \quad |b_1| + |b_2| \leq 1.$$  \hfill (3.1)

The functions $b_1$ and $b_2$ are supposed given for now, we will explain in the proofs of Theorems 2 and 3 how they are constructed. We will always explicitly point out when specific properties of $b_1$ and $b_2$ are required.

Let us write $b := b_1 + b_2$ and take the quantizations (see §2.2.3)

$$B := \text{Op}_{N, \theta}(b), \quad B_1 := \text{Op}_{N, \theta}(b_1), \quad B_2 := \text{Op}_{N, \theta}(b_2).$$

For any operator $L$ on $\mathcal{H}_N(\theta)$ and $T \in \mathbb{Z}$, we define the conjugated operator

$$L(T) := M_{N, \theta}^{-T} L M_{N, \theta}^T : \mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta).$$  \hfill (3.2)

For $m \in \mathbb{N}$, we introduce the set of words

$$\mathcal{W}(m) := \{1, 2\}^m.$$

For $w = w_0 \ldots w_{m-1} \in \mathcal{W}(m)$, define the operator

$$B_w := B_{w_{m-1}}(m-1) \cdots B_{w_1}(1)B_{w_0}(0)$$  \hfill (3.3)

and the corresponding symbol

$$b_w := \prod_{j=0}^{m-1} b_{w_j} \circ A^j.$$  \hfill (3.4)

To a function $c : \mathcal{W}(m) \to \mathbb{C}$, we associate the operator

$$B_c := \sum_{w \in \mathcal{W}(m)} c(w) B_w$$  \hfill (3.5)

and accordingly the symbol

$$b_c := \sum_{w \in \mathcal{W}(m)} c(w)b_w.$$
If \( c = \mathbb{1}_E \) is the characteristic function of a subset \( E \subset \mathcal{W}(m) \), then we simply write \( B_E \) instead of \( B_{\mathbb{1}_E} \). Notice then that we have
\[
B_{\mathcal{W}(m)} = B(m-1) \cdots B(1)B(0) = M_{N,\theta}^{-(m-1)}(B_M N,\theta)^{m-1} B.
\]
(3.6)

In the proof of Theorem 2, we will have \( B = I \), and thus \( B_{\mathcal{W}(m)} = I \) as well. On the other hand, Theorem 3 will be deduced from estimates on large powers of \( B_M N,\theta \) that will follow from estimates on \( B_{\mathcal{W}(m)} \) for \( m \) large.

### 3.1.1. Propagation times

We need now to fix a few parameters that will be used to choose a relevant value of \( m \). Recall from §1.2 that by the spectral gap assumption (1.3), \( A \) has two particular simple eigenvalues
\[
\lambda_+ \in \mathbb{R}, \quad \lambda_- = \lambda_+^{-1}, \quad |\lambda_-| < 1 < |\lambda_+|
\]
and all other eigenvalues \( \lambda \) of \( A \) are contained in the open annulus \( |\lambda_-| < |\lambda| < |\lambda_+| \).

Fix a constant \( \gamma \) such that
\[
1 < \gamma < |\lambda_+|, \quad \text{Spec}(A) \setminus \{\lambda_+, \lambda_-\} \subset \{\lambda: \gamma^{-1} < |\lambda| < \gamma\}.
\]
(3.7)

Define the hyperplanes
\[
L_\mp := \text{Range}(A - \lambda_{\mp}I) \subset \mathbb{R}^{2n}.
\]
(3.8)

Note that \( L_\mp \) are coisotropic (since they have codimension 1), invariant under \( A \) and, denoting by \( E_\pm \) the eigenspaces of \( A \) corresponding to \( \lambda_{\pm} \),
\[
\mathbb{R}^{2n} = E_+ \oplus L_- = E_- \oplus L_+.
\]
(3.9)

Moreover, since \( A \in \text{Sp}(2n,\mathbb{R}) \) we have (where \( \sigma \) denotes the symplectic form from (2.4))
\[
\sigma(z, w) = 0 \quad \text{for all} \quad z \in E_\pm, \quad w \in L_\mp.
\]
(3.10)

Next, \( L_\mp \otimes \mathbb{C} \) is the sum of all generalized eigenspaces of \( A \) with eigenvalues not equal to \( \lambda_{\pm} \). Therefore we have the spectral radius bounds
\[
\|A^{\pm m}\| = \mathcal{O}(|\lambda_+|^m) \quad \text{as} \quad m \to \infty,
\]
\[
\|A^{\pm m}|_{L_\mp}\| = \mathcal{O}(\gamma^m) \quad \text{as} \quad m \to \infty.
\]
(3.11)

Let us now fix two numbers \( \rho, \rho' \in (0, 1) \) such that
\[
\rho + \rho' < 1, \quad \rho \frac{\log \gamma}{\log |\lambda_+|} < \rho' < \frac{1}{2} < \rho.
\]
(3.12)

We also fix an integer \( J \) that satisfies
\[
J > 1 + \frac{2 \log 2}{\log |\lambda_+|}.
\]
(3.13)

We now set
\[
T_0 := \left\lfloor \frac{\rho \log N}{J \log |\lambda_+|} \right\rfloor \quad \text{and} \quad T_1 := JT_0 \approx \frac{\rho \log N}{\log |\lambda_+|}.
\]
(3.14)
We call $T_0$ the short logarithmic propagation time and $T_1$ the long logarithmic propagation time.

**Remark.** Let us give some explanations regarding the choice of $\rho, \rho'$ and the propagation times $T_0, T_1$:

- We will use the semiclassical symbol classes $S_{L_{\pm}, \rho, \rho'}(\mathbb{T}^2)$ introduced in §2.2.3 and for that we need $0 \leq \rho' \leq \rho$ and $\rho + \rho' < 1$. In particular, this is used in Lemma 3.11 and, most crucially, in Lemma 4.5.
- From (3.12) and (3.14) we see that when $N$ is large,
  $$|\lambda_+|^T_1 \sim N^\rho, \quad \gamma T_1 \ll N^{\rho'}.$$
  These inequalities are used to show that the symbols $b_w, w \in W(T_1)$, lie in the class $S_{L_{-}, \rho + \varepsilon, \rho' + \varepsilon}(\mathbb{T}^2)$, see Lemma 3.11. They are also used in the proof of the porosity property, Lemma 4.4.
- The requirement $\rho > \frac{1}{2}$ ensures that the support of $b_w, w \in W(T_1)$, is porous in the direction of the eigenvector of $A$ with eigenvalue $\lambda_+$ on scales (almost) up to $h^\rho \ll h^{1/2}$, so that the fractal uncertainty principle can be applied – see Proposition 4.2, Lemma 4.4, and the last step of the proof of Lemma 4.6 in §4.3.3.
- The inequality (3.13) on $J$ ensures that the errors coming from the exotic calculus $S_{L_{-}, \rho} \ll$ decay faster than the growth of the number of elements in $W(T_0)$. More precisely, it makes the remainders in (3.22) and (3.34) decay as a negative power of $N$.
- It is also useful to consider what happens in degenerate cases. Assume first that all the eigenvalues in $\text{Spec}(A) \setminus \{\lambda_+, \lambda_-\}$ lie on the unit circle (this is true in particular if $n = 1$). Then we could take $\rho$ to be any fixed number in $(\frac{1}{2}, 1)$ and $\rho'$ to be any sufficiently small positive number. This is the choice made in [DJ18] (which additionally took $\rho$ close to 1).
- On the other hand, if $\gamma$ is close to $|\lambda_+|$ (i.e. the spectral gap of $A$ is small) then our conditions force $\rho' < \frac{1}{2} < \rho$ to both be close to $\frac{1}{2}$.

3.1.2. *Partition into controlled/uncontrolled words and main estimates.* We now decompose the operator $B_{W(m)}, m := 2T_1$, into the sum of two operators corresponding to the controlled and uncontrolled region (see (3.20) below), and state the main estimates used in the proofs of Theorems 2 and 3.

Let $F : W(T_0) \to [0, 1]$ be the function that gives the proportion of the digit 1 in a word, that is for $w = w_0 \ldots w_{T_0-1}$ we have

$$F(w) = \frac{\# \{j \in \{0, \ldots, T_0 - 1\} : w_j = 1\}}{T_0}. \quad (3.16)$$
Let then $\alpha > 0$ be very small (small enough so that Lemma 3.4 below holds) and define
\[ Z := \{ w \in \mathcal{W}(T_0) : F(w) \geq \alpha \}. \]  
(3.17)

We call elements of $Z$ controlled short logarithmic words.

We next use the set $Z$ to split $\mathcal{W}(2T_1)$ into two subsets: $\mathcal{W}(2T_1) = \mathcal{X} \sqcup \mathcal{Y}$, writing each word in $\mathcal{W}(2T_1)$ as a concatenation of $2J$ words in $\mathcal{W}(T_0)$:
\[ X := \{ w = w^{(1)} \ldots w^{(2J)} : w^{(\ell)} \in \mathcal{W}(T_0) \setminus Z \text{ for all } \ell = 1, \ldots, 2J \}; \]  
(3.18)
\[ Y := \{ w = w^{(1)} \ldots w^{(2J)} : w^{(\ell)} \in Z \text{ for some } \ell \in \{1, \ldots, 2J\} \}. \]  
(3.19)

We call elements of $X$ uncontrolled long logarithmic words and elements of $Y$ controlled long logarithmic words.

It follows from (3.6) that (with the operators $B_X, B_Y$ defined using (3.5))
\[ M^{-2T_1-1}(BM_{N,\theta})^{2T_1-1}B = B_{\mathcal{W}(2T_1)} = B_X + B_Y. \]  
(3.20)

In order to get an estimate on $M^{-2T_1-1}(BM_{N,\theta})^{2T_1-1}B$, we will control $B_X$ and $B_Y$ separately. Let us start with $B_Y$. It will be dealt with differently in the proofs of Theorem 2 and 3, but the main idea is the same: we make an assumption on the symbol $b_1$ that translates into control on the operator $B_1$ that is inherited by $B_Y$. In more practical terms, we will use the following lemma in the proof of Theorem 2.

**Lemma 3.1.** Let $a \in C^\infty (T^{2n})$. Assume that $b_1, b_2 \in C^\infty (T^{2n})$ satisfy
\[ b_1, b_2 \geq 0, \quad b_1 + b_2 = 1, \quad \text{supp } b_1 \subset \bigcup_{m \in \mathbb{Z}} A^m(\{a \neq 0\}). \]  
(3.21)

Let $\varepsilon > 0$. Then there is a constant $C > 0$ such that for all $N$ and $u \in \mathcal{H}_N(\theta)$
\[ \|B_Y u\|_{\mathcal{H}} \leq C \| Op_{N,\theta}(a) u\|_{\mathcal{H}} + C r_M(u) \log N + CN^{-\frac{1}{2} + \frac{1}{2J} \left(1+\frac{2 \log 2}{\log |\lambda_+|}\right) + \varepsilon} \| u\|_{\mathcal{H}}. \]  
(3.22)

Here we recall that the quantity $r_M(u)$, defined in (1.5), measures how close $u$ is to an eigenfunction of $M_{N,\theta}$. Note that the condition (3.13) on $J$ ensures that the power of $N$ in the last term on the right-hand side of (3.22) is negative for $\varepsilon$ small enough.

The proof of Theorem 3 will rely on the following estimate instead of Lemma 3.1.

**Lemma 3.2.** Assume that $b_1, b_2$ satisfy (3.1) and
\[ |b_1| + |b_2| < 1 \text{ on } \text{supp } b_1. \]  
(3.23)

Then there exist $C, \delta > 0$ such that for every $N$ we have
\[ \|B_Y\|_{\mathcal{H} \rightarrow \mathcal{H}} \leq CN^{-\delta}. \]  
(3.24)
The proofs of Lemmas 3.1–3.2 can be found in §3.4.

The control on $B_X$ will be more subtle to obtain. We will use the following estimate, whose proof ultimately relies on the Fractal Uncertainty Principle. Recall the subtori $\mathbb{T}_+ \subset \mathbb{T}^n$ defined in (1.6), and make the following

**Definition 3.3.** Let $U \subset \mathbb{T}^n$ be a set. We say that $U$ is safe if and only if for every $x \in \mathbb{T}^n$, each of the shifted tori $x + \mathbb{T}_+$, $x + \mathbb{T}_-$ intersects $U$.

Notice that being safe is slightly more restrictive than satisfying the geometric control condition with respect to $\mathbb{T}_+$ and $\mathbb{T}_-$ (Definition 1.1) as we do not have here the flexibility to replace a point $x$ by its image by an iterate of $A$.

The control on $B_X$ is achieved in Lemma 3.4. Assume that $b_1, b_2$ satisfy (3.1) and the complements $\mathbb{T}^n \setminus \text{supp } b_1$, $\mathbb{T}^n \setminus \text{supp } b_2$ are both safe. Assume also that the constant $\alpha$ in (3.17) is chosen small enough. Then there are constants $C, \delta > 0$ such that for every $N$ we have

$$\|B_X\|_{\mathcal{H} \to \mathcal{H}} \leq C N^{-\delta}.$$ 

The proof of Lemma 3.4 is reduced to a decay result for long logarithmic words, Proposition 3.10, in §3.5. The proof of the latter result is the point of §4.

3.2. Proofs of Theorems 2 and 3. Let us explain now how Lemmas 3.1–3.4 allow us to prove Theorems 2 and 3. First of all, we need to construct the functions $b_1$ and $b_2$ that appear in the statement of these lemmas. To do so, we will use the following two lemmas:

**Lemma 3.5.** Assume that $V \subset \mathbb{T}^n$ is a safe open set. Then $V$ contains a safe compact subset $K$.

**Proof.** We argue by contradiction: we write $V = \bigcup_{m \in \mathbb{N}} K_m$ where $K_m$ are compact sets with $K_m \subset K^c_{m+1}$ and assume that none of the $K_m$’s are safe. Then for every $m \in \mathbb{N}$ there exist

$$x_m \in \mathbb{T}^n, \quad \sigma_m \in \{+, -\} \quad \text{such that} \quad (x_m + \mathbb{T}_{\sigma_m}) \cap K_m = \emptyset.$$ 

Up to extracting a subsequence, we may assume that $(\sigma_m)_{m \in \mathbb{N}}$ is constant equal to some $\sigma \in \{+, -\}$ and that $(x_m)_{m \in \mathbb{N}}$ converges to some point $x \in \mathbb{T}^n$. Since $V$ is safe, the set $x + \mathbb{T}_\sigma$ intersects $V$. Take $y \in (x + \mathbb{T}_\sigma) \cap V$ and put $y_m := x_m - x + y \in x_m + \mathbb{T}_{\sigma}$. Then $y_m \to y \in V$, so $y_m \in K_m$ for $m$ large enough. This gives a contradiction with our assumption that $x_m + \mathbb{T}_{\sigma}$ does not intersect $K_m$. \hfill $\square$

**Lemma 3.6.** Let $U$ be an open subset of $\mathbb{T}^n$ which is safe in the sense of Definition 3.3. Then there exist $a_1, a_2 \in C^\infty(\mathbb{T}^n)$ such that

$$a_1, a_2 \geq 0, \quad a_1 + a_2 = 1, \quad \text{supp } a_1 \subset U$$

Then there exist $a_1, a_2 \in C^\infty(\mathbb{T}^n)$ such that

$$a_1, a_2 \geq 0, \quad a_1 + a_2 = 1, \quad \text{supp } a_1 \subset U$$

Then there exist $a_1, a_2 \in C^\infty(\mathbb{T}^n)$ such that

$$a_1, a_2 \geq 0, \quad a_1 + a_2 = 1, \quad \text{supp } a_1 \subset U$$
and the complements $T^{2n} \setminus \text{supp} \, a_1$, $T^{2n} \setminus \text{supp} \, a_2$ are both safe.

Proof. 1. We show that there exist two compact sets

$$K_1, K_2 \subset T^{2n} \quad \text{such that} \quad K_1 \cap K_2 = \emptyset, \quad K_1 \subset U,$$

and $K_1, K_2$ are both safe. To do this, let $H \subset \mathbb{R}^{2n}$ be a hyperplane transverse to each of the tangent spaces $V_+ \otimes \mathbb{R}$ of $T_+$ where $V_+ \subset \mathbb{Q}^{2n}$ are the subspaces defined in the paragraph preceding (1.6). Denote by $\pi : \mathbb{R}^{2n} \to T^{2n}$ the projection map. Take large $R > 0$, denote by $B_H(R)$ the closed ball of radius $R$ in $H$, and define

$$D_R := \pi(B_H(R)) \subset T^{2n}.$$

Then, we can fix $R$ large enough so that the set $D_R$ is safe. Indeed, every element of $T^{2n}$ can be written as $\pi(x)$ for some $x \in [0, 1]^{2n} \subset \mathbb{R}^{2n}$. Then we can decompose $x = x'_+ + x'_- \in H$, $x''_+ \in V_+ \otimes \mathbb{R}$. Moreover, if $R$ is large enough then we can choose this decomposition so that $x'_+ \in B_H(R)$. Then $\pi(x'_+) \in (\pi(x) + T_+) \cap D_R$.

Now, the open set $U \setminus D_R$ is safe since $U$ is open and safe and each intersection $D_R \cap (x + T_+)$ has empty interior in $x + T_+$. Then by Lemma 3.5 there exists a safe compact set $K_1 \subset U \setminus D_R$. The complement $T^{2n} \setminus K_1$ contains $D_R$ and thus is an open safe set. Using Lemma 3.5 again, let $K_2$ be a compact safe subset of this complement, then $K_1, K_2$ satisfy (3.25).

2. Using a partition of unity subordinate to the cover of $T^{2n}$ by the sets $U \setminus K_2$, $T^{2n} \setminus K_1$ we choose $a_1, a_2 \in C^\infty(T^{2n})$ such that

$$a_1, a_2 \geq 0, \quad a_1 + a_2 = 1, \quad \text{supp} \, a_1 \subset U \setminus K_2, \quad \text{supp} \, a_2 \subset T^{2n} \setminus K_1.$$

The complements of $\text{supp} \, a_1$, $\text{supp} \, a_2$ contain the sets $K_2$, $K_1$ and are thus both safe, finishing the proof. \qed

We are now ready to prove Theorems 2 and 3.

Proof of Theorem 2. Let $a \in C^\infty(T^{2n})$ be as in the statement of Theorem 2. Since $\{a \neq 0\}$ satisfies the geometric control condition transversally to $T_+$ and $T_-$, the open set

$$U := \bigcup_{m \in \mathbb{Z}} A^m(\{a \neq 0\})$$

is safe. We apply Lemma 3.6 to $U$ to construct two functions $a_1, a_2$ and we set $b_1 := a_1$ and $b_2 := a_2$ in §3.1. Notice that we have consequently $b = b_1 + b_2 = 1$ and (3.20) becomes

$$I = B_X + B_Y.$$

Fix $\alpha > 0$ be small enough so that Lemma 3.4 applies, that is there are $C, \delta > 0$ such that for every $u \in \mathcal{H}_N(\theta)$ we have

$$\|B_X u\|_{\mathcal{H}} \leq C N^{-\delta} \|u\|_{\mathcal{H}}. \quad (3.26)$$
Next, applying Lemma 3.1 with sufficiently small $\varepsilon > 0$, recalling (3.13), and making $C$ larger and $\delta > 0$ smaller if needed, we have for every $u \in \mathcal{H}_N(\theta)$

$$\|B_Y u\|_{\mathcal{H}} \leq C \|\text{Op}_{N,\theta}(a) u\|_{\mathcal{H}} + CT_M(u) \log N + CN^{-\delta} \|u\|_{\mathcal{H}}.$$  
(3.27)

Putting (3.26) and (3.27) together, we find that, for every $u \in \mathcal{H}_N(\theta)$, we have

$$\|u\|_{\mathcal{H}} \leq C \|\text{Op}_{N,\theta}(a) u\|_{\mathcal{H}} + CT_M(u) \log N + CN^{-\delta} \|u\|_{\mathcal{H}}.$$  
(3.28)

Now, for $N$ large enough we can remove the last term on the right-hand side of (3.28), obtaining (1.7) and finishing the proof. □

**Proof of Theorem 3.** We will find $N$-independent constants $C, \delta, \kappa > 0$ and an integer $m_0 \geq 0$ such that

$$\left\| \left(\text{Op}_{N,\theta}(b) M_{N,\theta}\right)^{(2m_0 + 1) \lceil \kappa \log N \rceil} \right\|_{\mathcal{H} \to \mathcal{H}} \leq CN^{-\delta}. $$  
(3.29)

It will then follow from (3.29) that the spectral radius of $\text{Op}_{N,\theta}(b) M_{N,\theta}$ is bounded above by

$$\frac{1}{\lceil \kappa \log N \rceil} \exp \left( - \frac{\delta \log N}{2m_0 + 1} \right) \xrightarrow{N \to +\infty} e^{-\frac{\delta}{2m_0 + 1} \kappa} < 1$$

which will give the conclusion of the theorem.

1. We first reduce to the situation when the set $\{|b| < 1\}$ is safe (which is a stronger assumption than made in Theorem 3). Consider the open set

$$U := \bigcup_{m \in \mathbb{Z}} A^m(\{|b| < 1\}) = \bigcup_{m_0 \geq 1} U_{m_0} \quad \text{where} \quad U_{m_0} := \bigcup_{|m| \leq m_0} A^m(\{|b| < 1\}).$$

By the assumption of the theorem, the set $U$ is safe. By Lemma 3.5, $U$ contains a safe compact subset $K$. Since each $U_{m_0}$ is open, we may fix $m_0$ such that $U_{m_0} \supset K$, which implies that $U_{m_0}$ is safe.

Using (2.58) and (2.49) (with $\rho = \rho' = 0$), we next see that

$$(\text{Op}_{N,\theta}(b) M_{N,\theta})^{2m_0 + 1} = M_{N,\theta}^{m_0} \text{Op}_{N,\theta}(\tilde{b}) M_{N,\theta}^{m_0 + 1} + O\left(N^{-1}\right)_{\mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta)},$$

where

$$\tilde{b} := \prod_{m = -m_0}^{m_0} b \circ A^m.$$  

Since $|b| \leq 1$ everywhere, the set $\{|\tilde{b}| < 1\} = U_{m_0}$ is safe.

Using (2.51) to bound the operator norm of $\text{Op}_{N,\theta}(\tilde{b})$ by $1 + O(N^{-\frac{1}{2}})$, we have for any fixed $\kappa$

$$\left(\text{Op}_{N,\theta}(b) M_{N,\theta}\right)^{(2m_0 + 1) \lceil \kappa \log N \rceil} = M_{N,\theta}^{m_0} \left(\text{Op}_{N,\theta}(\tilde{b}) M_{N,\theta}^{2m_0 + 1}\right)^{\lceil \kappa \log N \rceil} M_{N,\theta}^{-m_0} + O(N^{-1+})_{\mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta)}.$$
Hence to show (3.29) it suffices to prove
\[ \left\| \left( \text{Op}_{N,\theta}(\tilde{b}) M_{N,\theta}^{2m_0+1} \right)^{\lfloor k \log N \rfloor} \right\|_{\mathcal{H} \to \mathcal{H}} \leq CN^{-\delta}. \] (3.30)

The operator $M^{2m_0+1}$ lies in $\mathcal{M}_{A^{2m_0+1}}$, with the matrix $A^{2m_0+1}$ still satisfying the spectral gap assumption (1.3) and producing the same tori $\mathbb{T}_\pm$. Therefore, to show (3.30) it suffices to prove the bound
\[ \left\| \left( \text{Op}_{N,\theta}(b) M_{N,\theta} \right)^{\lfloor k \log N \rfloor} \right\|_{\mathcal{H} \to \mathcal{H}} \leq CN^{-\delta}. \] (3.31)

for any $A$ satisfying (1.3) and any $M \in \mathcal{M}_A$, where we assume that $b \in C_\infty(\mathbb{T}^{2n})$, $|b| \leq 1$ everywhere, and the set $\{ |b| < 1 \}$ is safe.

2. We now show (3.31). Using Lemma 3.6 for the set $\{ |b| < 1 \}$, we construct two cutoff functions $a_1, a_2 \in C_\infty(\mathbb{T}^{2n})$. Put
\[ b_1 = a_1 b, \quad b_2 = a_2 b. \]

Note that $b = b_1 + b_2$ in agreement with the convention of §3.1 and $B = \text{Op}_{N,\theta}(b)$. Moreover, $|b_1| + |b_2| = |b| \leq 1$. By construction, $b_1$ and $b_2$ satisfy the hypotheses of Lemma 3.4. Consequently, we can choose $\alpha$ small enough so that this lemma applies: there are $C, \delta > 0$ such that
\[ \| B_X \|_{\mathcal{H} \to \mathcal{H}} \leq CN^{-\delta}. \]

As $a_1$ is supported in $\{ |b| < 1 \}$, we see that $|b_1| + |b_2| = |b| \leq 1$ on supp $b_1$, and we can consequently apply Lemma 3.2 to see that, up to making $C$ larger and $\delta$ smaller, we also have
\[ \| B_Y \|_{\mathcal{H} \to \mathcal{H}} \leq CN^{-\delta}. \]

Recalling (3.20), we see that
\[ \left\| \left( \text{Op}_{N,\theta}(b) M_{N,\theta} \right)^{2T_1} \right\|_{\mathcal{H} \to \mathcal{H}} = \left\| M_{N,\theta}^{-1} (B_X + B_Y) M_{N,\theta} \right\|_{\mathcal{H} \to \mathcal{H}} \leq \| B_X \|_{\mathcal{H} \to \mathcal{H}} + \| B_Y \|_{\mathcal{H} \to \mathcal{H}} \leq 2CN^{-\delta}. \]

Since $T_1$ is defined by (3.14), we just established (3.31), which ends the proof of the theorem. \hfill \Box

3.3. Proof of Theorem 4. We argue by contradiction. Let $\mu$ be a semiclassical measure associated to $A$ and assume that supp $\mu$ does not contain any sets of the form $x + \mathbb{T}_+$ or $x + \mathbb{T}_-$. Then the complement $\mathbb{T}^{2n} \setminus \text{supp} \mu$ is an open safe set in the sense of Definition 3.3. By Lemma 3.5, there exists a compact safe set $K$ such that $K \cap \text{supp} \mu = \emptyset$. Take $a \in C_\infty(\mathbb{T}^{2n})$ such that supp $a \cap \text{supp} \mu = \emptyset$ and $a = 1$ on $K$. Then the set $\{ a \neq 0 \}$ is safe, so $a$ satisfies the hypothesis of Theorem 2.
Let \( u_j \in \mathcal{H}_{N_j}(\theta_j) \) be a sequence converging to \( \mu \) in the sense of (1.8). Since \( u_j \) is an eigenfunction of \( M_{N_j,\theta_j} \) and \( N_j \rightarrow \infty \), Theorem 2 shows that there exists a constant \( C_a \) such that for all large enough \( j \)

\[
1 = \|u_j\|_\mathcal{H} \leq C_a \|\text{Op}_{N_j,\theta_j}(a)u_j\|_\mathcal{H}.
\]  

(3.32)

Now, by (2.47) and (2.49) (with \( \rho = \rho' = 0 \)) we have

\[
\|\text{Op}_{N_j,\theta_j}(a)u_j\|_\mathcal{H}^2 = \langle \text{Op}_{N_j,\theta_j}(a)^* \text{Op}_{N_j,\theta_j}(a)u_j, u_j \rangle_\mathcal{H} = \langle \text{Op}_{N_j,\theta_j}(|a|^2)u_j, u_j \rangle_\mathcal{H} + \mathcal{O}(N_j^{-1}).
\]  

(3.33)

By (3.32), the left-hand side of (3.33) is bounded away from 0 as \( j \rightarrow \infty \). By (1.8), the right-hand side of (3.33) converges to \( \int_{\mathbb{T}^{2n}} |a|^2 \, d\mu \); thus this integral is positive. This contradicts the fact that \( \text{supp } a \cap \text{supp } \mu = \emptyset \) and finishes the proof.

3.4. Estimates in the controlled region. Here we prove Lemmas 3.1 and 3.2, using the notation that we introduced in §3.1. We start by relating the operator \( B_\psi \) from (3.3) and the symbol \( b_\psi \) from (3.4). Recall the symbol classes \( S_{L,\rho,\rho'}(\mathbb{T}^{2n}) \) from §2.2.3, the constants \( \rho, \rho' \) defined in (3.12), the integers \( J, T \) defined in (3.13) and (3.14), and the hyperplane \( L_\omega \subset \mathbb{R}^{2n} \) defined in (3.8).

Lemma 3.7. Let \( \varepsilon > 0 \). For every \( \psi \in \mathcal{W}(T_0) \), the symbol \( b_\psi \) belongs to the symbol class \( S_{L_\omega,\rho,\rho'}(\mathbb{T}^{2n}) \) and

\[
B_\psi = \text{Op}_{N,\theta}(b_\psi) + \mathcal{O}\left( N^{\frac{1}{\rho'}+\varepsilon} \right)_{\mathcal{H}(\theta) \rightarrow \mathcal{H}(\theta)}.
\]

Here the semi-norms of \( b_\psi \) and the constant in the \( \mathcal{O}(\bullet) \) are bounded uniformly in \( \psi \).

Proof. 1. We first show that each \( S_{L_\omega,\rho,\rho'} \)-seminorm of the symbols

\[
b_1 \circ A^j \quad \text{and} \quad b_2 \circ A^j, \quad 0 \leq j \leq T_0
\]

is bounded uniformly in \( j \) and \( N \). To simplify notation we give the proof for \( b_1 \), which applies to \( b_2 \) as well (in fact, it applies with \( b_1 \) replaced by any fixed function in \( C^\infty(\mathbb{T}^{2n}) \)).

Let \( X_1, \ldots, X_k, Y_1, \ldots, Y_m \) be constant vector fields on \( \mathbb{R}^{2n} \) such that \( Y_1, \ldots, Y_m \) are tangent to \( L_- \). Since \( A \) is a linear map, we compute for \( x \in \mathbb{T}^{2n} \)

\[
X_1 \ldots X_k Y_1 \ldots Y_m (b_1 \circ A^j)(x) = D^{k+m}b_1(A^j x) \cdot (A^j X_1, \ldots, A^j X_k, A^j Y_1, \ldots, A^j Y_m).
\]

Here, \( D^{k+m}b_1 \) denotes the \( k+m \)-th derivative of \( b_1 \), which is a \( k+m \)-linear form, uniformly bounded since it does not depend on \( N \). Consequently, for some \( N \)-independent constant \( C > 0 \), we have

\[
\sup |X_1 \ldots X_k Y_1 \ldots Y_m (b_1 \circ A^j)| \leq C |A^j X_1| \cdots |A^j X_k| |A^j Y_1| \cdots |A^j Y_m|.
\]
Using the norm bounds (3.11) on $\|A^j\|$ and $\|A^j|_{L_-}\|$ we get (for a different choice of $C$)

$$\sup |X_1 \ldots X_k Y_1 \ldots Y_m (b_1 \circ A^j)| \leq C |\lambda_+|^{\gamma k^T_0 \gamma^m T_0} \leq C N^{\frac{C}{2} + \frac{C}{2} m},$$

which is precisely the required estimate. Here we used the definition (3.14) of $T_0$ and the condition (3.12) that we imposed on $\rho'$.

2. Let $\mathfrak{w} \in \mathcal{W}(T_0)$. By the exact Egorov theorem (2.58), and recalling (3.2), we have

$$B_{w_j}(j) = \text{Op}_{\mathbb{N}, \theta}(b_{w_j} \circ A^j) \quad \text{for all} \quad j = 0, \ldots, T_0 - 1.$$

Now it remains to use Lemma 2.8, the definitions (3.3) and (3.4) of $B_{\mathfrak{w}}$ and $b_{\mathfrak{w}}$, and the uniform bound etablished in Step 1 of this proof. □

With Lemma 3.7 at our disposal, we can produce the proof of Lemma 3.2.

**Proof of Lemma 3.2.** 1. Let us prove first the required estimate for the operator $B_Z$ (instead of $B_Y$) associated to the set $Z$ defined by (3.17). Put

$$\eta := \max_{\sup \text{supp } b} (|b_1| + |b_2|) < 1$$

then $|b_1| \leq \eta (1 - |b_2|)$ everywhere. For $\mathfrak{w} \in \mathcal{W}(T_0)$, denote

$$\tilde{b}_{\mathfrak{w}} := \prod_{j=0}^{T_0-1} \tilde{b}_{w_j} \circ A^j \quad \text{where} \quad \tilde{b}_1 := 1 - |b_2|, \quad \tilde{b}_2 := |b_2|.$$

Recalling the function $F$ from (3.16) and the definition (3.4) of $b_{\mathfrak{w}}$, we see that

$$|\tilde{b}_{\mathfrak{w}}| \leq \eta^{\alpha T_0} \tilde{b}_{\mathfrak{w}} \quad \text{for all} \quad \mathfrak{w} \in Z.$$

Summing over $\mathfrak{w} \in Z$, we find that

$$|b_Z| \leq \eta^{\alpha T_0} \sum_{\mathfrak{w} \in Z} \tilde{b}_{\mathfrak{w}} \leq \eta^{\alpha T_0} \sum_{\mathfrak{w} \in \mathcal{W}(T_0)} \tilde{b}_{\mathfrak{w}} = \eta^{\alpha T_0}.$$

Let $\varepsilon > 0$ be very small. By (3.14), there are at most $2^{T_0} \leq N^{\frac{\rho \log 2}{J \log |\lambda_+|}}$ elements in $Z$. It follows from Lemma 3.7 that $N^{-\frac{\rho \log 2}{J \log |\lambda_+|}} b_Z$ is bounded in $S_{L_{\frac{\rho}{2} + \epsilon}, \frac{\rho}{2} + \epsilon}$ uniformly in $N$ and that

$$N^{-\frac{\rho \log 2}{J \log |\lambda_+|}} B_Z = \text{Op}_{\mathbb{N}, \theta} \left( N^{-\frac{\rho \log 2}{J \log |\lambda_+|}} b_Z \right) + \mathcal{O} \left( N^{\frac{\rho}{2} + \epsilon - 1} \right).$$
We can consequently apply (2.51) to the symbol \( N^{-\frac{\rho \log 2}{J \log |\lambda_+|}} b_Z \) in order to find that, for some \( C > 0 \) that may vary from one line to another,

\[
\| B_Z \|_{\mathcal{H} \to \mathcal{H}} \leq N^{\frac{\rho \log 2}{J \log |\lambda_+|}} \left\| \text{O}_\theta \left( N^{-\frac{\rho \log 2}{J \log |\lambda_+|}} b_Z \right) \right\|_{\mathcal{H} \to \mathcal{H}} + CN^{\frac{\rho \log 2}{J \log |\lambda_+|}} + \rho' + \epsilon - 1
\]

\[
\leq \eta^\alpha T_0 + CN^{\frac{\rho \log 2}{J \log |\lambda_+|}} + \rho' + \epsilon - \frac{1}{2}
\]

\[
\leq CN^{-\delta}, \tag{3.34}
\]

with

\[
\delta := \min \left( -\frac{\alpha \rho \log \eta}{J \log |\lambda_+|}, \frac{1}{2} - \frac{\rho \log 2}{J \log |\lambda_+|} - \frac{\rho + \rho'}{2J} - \epsilon \right).
\]

Notice that the condition (3.13) that we imposed on \( J \) ensures that \( \delta \) is positive (provided \( \epsilon \) is small enough).

2. The same proof with \( \eta \) replaced by 1 gives

\[
\| B_{W(T_0)} \|_{\mathcal{H} \to \mathcal{H}} \leq 1 + CN^{-\delta}, \quad \| B_{W(T_0) \setminus Z} \|_{\mathcal{H} \to \mathcal{H}} \leq 1 + CN^{-\delta}. \tag{3.35}
\]

3. Let us now use the estimates (3.34) and (3.35) to prove the lemma. If \( \mathbf{w} = \mathbf{w}^{(1)} \ldots \mathbf{w}^{(2J)} \in W(2T_1) \) is the concatenation of the words \( \mathbf{w}^{(1)}, \ldots, \mathbf{w}^{(2J)} \in W(T_0) \), then by (3.3) we have

\[
B_{\mathbf{w}} = B_{\mathbf{w}^{(2J)}(2J - 1)T_0} \cdots B_{\mathbf{w}^{(2)}(T_0)} B_{\mathbf{w}^{(1)}(0)}.
\]

Using the definition (3.19) of \( \mathcal{Y} \), and splitting this set into the disjoint union of \( 2J \) subsets corresponding to the largest \( \ell \) such that \( \mathbf{w}^{(\ell)} \in Z \), we write

\[
B_{\mathcal{Y}} = \sum_{\ell=1}^{2J} M_{N, \theta}^{-\ell(2J - 1)T_0} \left( B_{W(T_0) \setminus Z M_{T_0}^{(2J - \ell)}} B_{Z} \left( M_{N, \theta}^{T_0} B_{W(T_0)} \right)^{\ell-1} \right).
\]

According to (3.34) and (3.35), the operator norm of each term in this sum is less than

\[
C \left( 1 + CN^{-\delta} \right)^{2J - 1} N^{-\delta}.
\]

Since the number of terms in this sum is \( 2J \), that does not depend on \( N \), the estimate (3.24) follows. \( \square \)

In order to prove Lemma 3.1, we need a few more preliminary results. We start with a norm estimate on the operators \( B_c \) defined in (3.5).

**Lemma 3.8.** Assume that \( 0 \leq b_1, b_2 \leq 1 \). Let \( \epsilon > 0 \). Let

\[
c, d : W(T_0) \to \mathbb{C}, \quad |c(\mathbf{w})| \leq d(\mathbf{w}) \leq 1 \quad \text{for all} \quad \mathbf{w} \in W(T_0).
\]

Then there is a constant \( C > 0 \), that does not depend on \( c \) nor \( d \) such that, for every \( u \in \mathcal{H}_N(\theta) \), we have

\[
\| B_c u \|_\mathcal{H} \leq \| B_d u \|_\mathcal{H} + CN^{-\frac{1}{2} + \frac{1}{2J} \left( 1 + \frac{2 \log 2}{J \log |\lambda_+|} \right) + \epsilon} \| u \|_\mathcal{H}
\]
Proof. Since the number of elements in \( W(T_0) \) is \( 2T_0 \leq N^{\frac{\rho \log 2}{\frac{1}{2} + \varepsilon}} \), it follows from Lemma 3.7 that \( N^{-\frac{\rho \log 2}{\frac{1}{2} + \varepsilon}} b_c \) and \( N^{-\frac{\rho \log 2}{\frac{1}{2} + \varepsilon}} b_d \) are bounded in the symbol class \( S_{\frac{2}{2}, \frac{1}{2} + \varepsilon} \) uniformly in \( N, c, d \) and that

\[
N^{-\frac{\rho \log 2}{\frac{1}{2} + \varepsilon}} B_c = \text{Op}_{N, \theta} \left( N^{-\frac{\rho \log 2}{\frac{1}{2} + \varepsilon}} b_c \right) + O \left( N^{\frac{\rho \log 2}{\frac{1}{2} + \varepsilon} - 1} \right).
\]

The same estimate is satisfied by \( B_d \) and \( b_d \). By our assumption, \( |b_c| \leq b_d \) everywhere. Thus by Lemma 2.7

\[
\| B_c u \|_{\mathcal{H}} \leq \| B_d u \|_{\mathcal{H}} + C N^{-\frac{1}{2} + \frac{\rho + \rho'}{2} + \frac{\rho \log 2}{\frac{1}{2} + \varepsilon}} \| u \|_{\mathcal{H}}.
\]

The result then follows by using that \( \rho \leq \rho + \rho' \leq 1 \). \( \square \)

We will also use a standard elliptic estimate.

Lemma 3.9. Let \( a \in C^\infty(\mathbb{T}^{2n}) \) and assume that

\[
\text{supp } b_1 \subset \bigcup_{\ell \in \mathbb{Z}} A^\ell(\{a \neq 0\}).
\]

Then there is a constant \( C > 0 \) such that, for every \( m \in \mathbb{Z} \) and every \( u \in \mathcal{H}_N(\theta) \), we have (with \( r_M(u) \) defined in (1.5))

\[
\| B_1(m) u \|_{\mathcal{H}} \leq C \| \text{Op}_{N, \theta}(a) u \|_{\mathcal{H}} + C (1 + |m|) r_M(u) + C N^{-1} \| u \|_{\mathcal{H}}.
\]

(3.37)

Proof. 1. First of all, we may assume that \( a \geq 0 \) everywhere, since we may replace \( a \) with \( |a|^2 \) and use the following corollary of (2.49) (with \( \rho = \rho' = 0 \)):

\[
\| \text{Op}_{N, \theta}(\pm) u \|_{\mathcal{H}} \leq C \| \text{Op}_{N, \theta}(\pm) \text{Op}_{N, \theta}(a) u \|_{\mathcal{H}} + C N^{-1} \| u \|_{\mathcal{H}}
\]

\[
\leq C \| \text{Op}_{N, \theta}(a) u \|_{\mathcal{H}} + C N^{-1} \| u \|_{\mathcal{H}}.
\]

Here \( C \) denotes an \( N \)-independent constant whose precise value may change from line to line.

2. By a compactness argument, we see that there exists \( \ell_0 \in \mathbb{N} \) such that

\[
\text{supp } b_1 \subset \bigcup_{\ell = -\ell_0}^{\ell_0} A^\ell(\{a > 0\}) = \{\tilde{a} > 0\} \quad \text{where} \quad \tilde{a} := \sum_{\ell = -\ell_0}^{\ell_0} a \circ A^\ell.
\]

We write \( b_1 = q \tilde{a} \) for some \( q \in C^\infty(\mathbb{T}^{2n}) \). Then by (2.49) and (2.58)

\[
\| \text{Op}_{N, \theta}(b_1) u \|_{\mathcal{H}} \leq \| \text{Op}_{N, \theta}(q) \text{Op}_{N, \theta}(\tilde{a}) u \|_{\mathcal{H}} + C N^{-1} \| u \|_{\mathcal{H}}
\]

\[
\leq C \| \text{Op}_{N, \theta}(\tilde{a}) u \|_{\mathcal{H}} + C N^{-1} \| u \|_{\mathcal{H}}
\]

\[
= C \sum_{\ell = -\ell_0}^{\ell_0} \| M_{N, \theta}^{-\ell} \text{Op}_{N, \theta}(a) M_{N, \theta}^{\ell} u \|_{\mathcal{H}} + C N^{-1} \| u \|_{\mathcal{H}}.
\]
Applying this with \( u \) replaced by \( M_{N,\theta}^m u \), we see that for all \( m \), with the constant \( C \) independent of \( m \),

\[
\| B_1(m) u \|_H \leq C \sum_{\ell = -\ell_0}^{\ell_0} \| \text{Op}_{N,\theta}(a) M_{N,\theta}^{m+\ell} u \|_H + C N^{-1} \| u \|_H. \tag{3.38}
\]

3. We have for every operator \( A : \mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta) \), \( m \in \mathbb{Z} \), and \( u \in \mathcal{H}_N(\theta) \)

\[
\| AM_{N,\theta}^m u \|_H \leq \| Au \|_H + \| A \|_{H \to H} |m| r_M(u). \tag{3.39}
\]

Indeed, take \( z \in \mathbb{S}^1 \) such that \( r_M(u) = \| M_{N,\theta}^m u - z u \|_H \). Then we have when \( m \geq 0 \),

\[
\| M_{N,\theta}^m u - z^m u \|_H \leq \sum_{\ell = 1}^m \| z^{m-\ell} M_{N,\theta}^{\ell-1} (M_{N,\theta} - z) u \|_H \leq |m| r_M(u).
\]

By a similar computation, we see that this estimate still holds when \( m < 0 \). These estimates imply (3.39).

4. Finally, putting together (3.38) and (3.39) (with \( A := \text{Op}_{N,\theta}(a) \)) we get (3.37). \( \square \)

We are now ready to prove Lemma 3.1.

**Proof of Lemma 3.1.** We will prove the estimate (3.22) first for \( B_F \), then for \( B_Z \), and finally for \( B_Y \).

1. We start by considering the operator \( B_F \) associated to the function \( F \) defined by (3.16). Notice that the assumption that \( b_1 + b_2 = 1 \) implies that \( B_1(j) + B_2(j) = 1 \) for \( j = 0, \ldots, T_0 - 1 \). It follows from the definition of \( F \) that

\[
B_F = \frac{1}{T_0} \sum_{w \in \mathcal{W}(T_0)} \left( \sum_{j = 0}^{T_0-1} \mathbb{I}_{\{w_j = 1\}} \right) B_u = \frac{1}{T_0} \sum_{j = 0}^{T_0-1} \sum_{w \in \mathcal{W}(T_0)} B_u = \frac{1}{T_0} \sum_{j = 0}^{T_0-1} B_1(j).
\]

Consequently, using Lemma 3.9, we find that for \( u \in \mathcal{H}_N(\theta) \) we have

\[
\| B_F u \|_H \leq C \left( \| \text{Op}_{N,\theta}(a) u \|_H + C T_0 r_M(u) + C N^{-1} \| u \|_H \right).
\]

Recalling the definition (3.14) of \( T_0 \), we find that, up to making \( C \) larger, we have

\[
\| B_F u \|_H \leq C \left( \| \text{Op}_{N,\theta}(a) u \|_H + C r_M(u) \log N + C N^{-1} \| u \|_H \right). \tag{3.40}
\]

2. By the definition (3.17) of \( Z \), we have \( F \geq \alpha \mathbb{1}_Z \). By Lemma 3.8, we deduce from (3.40) that, for some new \( C > 0 \) depending on \( \alpha \) and every \( u \in \mathcal{H}_N(\theta) \), we have

\[
\| B_Z u \|_H \leq C \left( \| \text{Op}_{N,\theta}(a) u \|_H + C r_M(u) \log N + C N^{-\frac{1}{2} + \frac{\epsilon}{2\log \log N + 1} + \epsilon} \| u \|_H \right). \tag{3.41}
\]
3. From our assumption that $b_1 + b_2 = 1$, we deduce that $B_{W(T_0)} = I$. Hence we have similarly to (3.36)

$$B_Y = \sum_{\ell=1}^{2J} M_{N,\theta}^{-2J+\ell} B_{W(T_0) \backslash Z} \left(M_{N,\theta}^{(\ell-1)T_0}\right)^{2J-\ell} B_Z M_{N,\theta}^{(\ell-1)T_0}.$$  

Similarly to (3.35) we have $\|B_Z\|_{H \rightarrow H}, \|B_{W(T_0) \backslash Z}\|_{H \rightarrow H} \leq 1 + CN^{-\delta}$ for some $\delta > 0$, so by (3.39)

$$\|B_Y u\|_H \leq 2 \sum_{\ell=1}^{2J} \|B_Z M_{N,\theta}^{(\ell-1)T_0} u\|_H \leq 4J \|B_Z u\|_H + Cr_M(u) \log N.$$  

(3.42)

Now (3.22) follows from (3.41) and (3.42).  

3.5. Reduction to a fractal uncertainty principle. We now explain how Lemma 3.4 may be deduced from a Fractal Uncertainty Principle type statement, Proposition 3.10 below. The proof of Proposition 3.10 is given in §4.3.

Let $w \in W(2T_1)$. Decompose the word $w$ into two words of length $T_1$:

$$w = w_+ w_-, \quad w_{\pm} \in W(T_1).$$

Then, we relabel $w_+$ and $w_-$ as

$$w_+ = w_1^+ \ldots w_{T_1}^+, \quad w_- = w_0^- \ldots w_{T_1-1}^-,$$

and define the symbols

$$b_+ = \prod_{j=1}^{T_1} b_{w_j}^+ \circ A_j^{-1}, \quad b_- = \prod_{j=0}^{T_1-1} b_{w_j}^- \circ A_j^1. \quad (3.43)$$

In §4, we will prove the following estimate, where $h = (2\pi N)^{-1}$, $\text{Op}_h$ is the Weyl quantization on $\mathbb{R}^n$ defined in (2.1), and we treat $b_{\pm} \in C^\infty(\mathbb{T}^{2n})$ as $\mathbb{Z}^{2n}$-periodic functions in $C^\infty(\mathbb{R}^{2n})$.

**Proposition 3.10.** Assume that the complements $\mathbb{T}^{2n} \backslash \text{supp} b_1, \mathbb{T}^{2n} \backslash \text{supp} b_2$ are both safe in the sense of Definition 3.3. Then there are constants $C, \beta > 0$ that do not depend on $w$ nor $N$ such that

$$\|\text{Op}_h(b_-) \text{Op}_h(b_+)\|_{L^2(\mathbb{R}^n) \rightarrow L^2(\mathbb{R}^n)} \leq Ch^\beta.$$  

In order to take advantage of Proposition 3.10, let us first notice that the proof of Lemma 3.7 also gives without major modification:
**Lemma 3.11.** Let $\varepsilon > 0$. The symbols $b_-$ and $b_+$ belong respectively to the symbol classes $S_{L_-,\rho+\varepsilon,\rho'+\varepsilon}(\mathbb{T}^{2n})$ and $S_{L_+,\rho+\varepsilon,\rho'+\varepsilon}(\mathbb{T}^{2n})$, with bounds on the semi-norms that do not depend on $N, w$. (Here $L_\pm$ are defined in (3.8).) Moreover, we have

$$B_{w^+}(-T_1) = \mathcal{O}_{N,\theta}(b_+) + \mathcal{O}(N^{\rho+\rho'+\varepsilon-1})_{\mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta)},$$

$$B_{w_-} = \mathcal{O}_{N,\theta}(b_-) + \mathcal{O}(N^{\rho+\rho'+\varepsilon-1})_{\mathcal{H}_N(\theta) \to \mathcal{H}_N(\theta)},$$

where the constants in $\mathcal{O}(\cdot)$ are uniform in $N, w$.

Using Proposition 3.10 and Lemma 3.11, we get a uniform bound on the operator norm of $B_w$.

**Lemma 3.12.** Assume that the complements $\mathbb{T}^{2n} \setminus \text{supp } b_1, \mathbb{T}^{2n} \setminus \text{supp } b_2$ are both safe. Then there are constants $C, \beta > 0$ that do not depend on $w$ nor $N$ such that

$$\|B_w\|_{\mathcal{H} \to \mathcal{H}} \leq CN^{-\beta} \text{ for all } w \in \mathcal{W}(2T_1).$$

**Proof.** We start by noticing that

$$B_w = M_{N,\theta}^{-T_1} B_{w^+} B_{w^+}(-T_1) M_{N,\theta}^{T_1}.$$  \(3.44\)

By Lemma 3.11, the operators $\mathcal{O}_{N,\theta}(b_\pm)$ are bounded in norm uniformly in $w, N$. Hence, we deduce from Lemma 3.11 and (3.44) that, for some $C > 0$, we have

$$\|B_w\|_{\mathcal{H} \to \mathcal{H}} \leq C \|\mathcal{O}_{N,\theta}(b_-) \mathcal{O}_{N,\theta}(b_+)\|_{\mathcal{H} \to \mathcal{H}} + C N^{\rho+\rho'+\varepsilon-1}.$$

Now, we deduce from (2.43) that for every $g \in C^\infty(\mathbb{T}^{2n}; \mathcal{H}_N)$ we have

$$\Pi N \mathcal{O}_h(b_-) \mathcal{O}_h(b_+) \Pi_N g(\theta) = \mathcal{O}_{N,\theta}(b_-) \mathcal{O}_{N,\theta}(b_+)g(\theta).$$

Hence, using Lemma 2.6, we find as we did for (2.45) that

$$\|\mathcal{O}_{N,\theta}(b_-) \mathcal{O}_{N,\theta}(b_+)\|_{\mathcal{H} \to \mathcal{H}} \leq \|\mathcal{O}_h(b_-) \mathcal{O}_h(b_+)\|_{L^2 \to L^2},$$

and the result follows then immediately from Proposition 3.10. \(\square\)

In order to get an estimate on the operator norm of $B_X$ from Lemma 3.12, we will need the following bound on the cardinal of $\mathcal{X}$.

**Lemma 3.13.** There are a constant $c > 0$ (that does not depend on $\alpha$) and a constant $C > 0$ (that may depend on $\alpha$) such that for $N$ large enough we have

$$\#\mathcal{X} \leq C (\log N)^{2J} N^{2\sqrt{\pi}/\lambda_+}.$$
Proof. By (3.17), a word $v = v_0 \ldots v_{T_0-1}$ belongs to $\mathcal{W}(T_0) \setminus \mathcal{Z}$ if and only if the set $\{j \in \{0, \ldots, T_0 - 1\} : v_j = 1\}$ has fewer than $\alpha T_0$ elements. Hence, assuming $\alpha < 1/2$ and recalling the definition (3.14) of $T_0$, we have

$$\#(\mathcal{W}(T_0) \setminus \mathcal{Z}) \leq \sum_{0 \leq \ell \leq 2\alpha T_0} \binom{T_0}{\ell} \leq (\alpha T_0 + 1) \binom{T_0}{\lfloor \alpha T_0 \rfloor} \leq C \log N \exp\left( - (\alpha \log \alpha + (1 - \alpha) \log(1 - \alpha)) T_0 \right) \leq C N^{\frac{c\sqrt{\alpha}}{\log |\lambda_+|}} \log N.$$  

Here, we applied Stirling’s formula and the constant $c > 0$ is such that

$$-(\alpha \log \alpha + (1 - \alpha) \log(1 - \alpha)) \leq c\sqrt{\alpha} \quad \text{for all} \quad \alpha \in (0, 1).$$

The result then follows from the fact that $\# \mathcal{X} = \#(\mathcal{W}(T_0) \setminus \mathcal{Z})^{2J}$. \hfill \square

We have now all the tools required to prove Lemma 3.4.

**Proof of Lemma 3.4.** We choose $\alpha > 0$ small enough so that

$$\frac{2cp\sqrt{\alpha}}{\log |\lambda_+|} < \beta,$$

where $\beta$ is from Lemma 3.12 and $c$ is from Lemma 3.13. Then we see that $B_\mathcal{X}$ is the sum of at most $\# \mathcal{X}$ terms each of whose operator norms is $O(N^{-\beta})$. Hence, we have for some $C > 0$,

$$\|B_\mathcal{X}\|_{H \to H} \leq C (\log N)^{2J} N^{-\beta + \frac{2cp\sqrt{\alpha}}{\log |\lambda_+|}},$$

and the lemma follows due to (3.45). \hfill \square

4. Decay for long words

In this section, we use the fractal uncertainty principle, Proposition 4.2 below, to prove Proposition 3.10 and end the proof of Theorems 2 and 3. In §4.1, we recall the definition of porosity and the statement of the fractal uncertainty principle. In §4.2, we establish porosity estimates for the supports of $b_-$ and $b_+$ from Proposition 3.10, which allows us to use the fractal uncertainty principle in §4.3 to prove Proposition 3.10.

4.1. **Fractal uncertainty principle.** The central tool of our proof is the fractal uncertainty principle, due originally to Bourgain–Dyatlov [BD18]. Roughly speaking, it states that a function in $L^2(\mathbb{R})$ cannot be localized in both position and (semiclassically rescaled) frequency near a fractal set. To make the statement precise, we use the following
Definition 4.1. Let $\nu \in (0, 1)$ and $\tau_0 \leq \tau_1$ be nonnegative real numbers. Let $X$ be a subset of $\mathbb{R}$. We say that $X$ is $\nu$-porous on scales $\tau_0$ to $\tau_1$ if for every interval $I \subset \mathbb{R}$ of length $|I| \in [\tau_0, \tau_1]$, there is a subinterval $J \subset I$ of length $|J| = \nu |I|$ such that $J \cap X = \emptyset$.

We also recall the definition of the 1-dimensional semiclassical Fourier transform:

$$\mathcal{F}_h f(x) = (2\pi h)^{-\frac{1}{2}} \int_{\mathbb{R}} e^{-\frac{i}{h} \eta x} f(\eta) \, d\eta, \quad f \in L^2(\mathbb{R}).$$

(4.1)

Denote by $1_X : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ the multiplication operator by the indicator function of $X$. We use the following extension of the fractal uncertainty principle of [BD18] proved by Dyatlov–Jin–Nonnenmacher [DJN22, Proposition 2.10] (where we put $\gamma_0^\pm := \varrho$, $\gamma_1^\pm := 0$ in the notation of [DJN22]):

Proposition 4.2. Let $\nu \in (0, 1)$ and $\varrho \in (\frac{1}{2}, 1]$. Then there exist $C, \beta > 0$ such that for every $h \in (0, 1)$ and every $X, Y \subset \mathbb{R}$ which are $\nu$-porous on scales $h^\varrho$ to 1, we have

$$\|1_X \mathcal{F}_h 1_Y\|_{L^2(\mathbb{R})^2 \to L^2(\mathbb{R})^2} \leq C h^{\beta}.$$

Remark. The condition that $\varrho > \frac{1}{2}$ is essential. Indeed, the sets $X = Y = [-\frac{1}{10} \sqrt{h}, \frac{1}{10} \sqrt{h}]$ are $\frac{1}{3}$-porous on scales $\sqrt{h}$ to 1, but $\|1_X \mathcal{F}_h 1_Y\|_{L^2(\mathbb{R})^2 \to L^2(\mathbb{R})^2}$ does not go to 0 as $h \to 0$, as can be checked by applying the operator in question to the function $h^{-\frac{1}{2}} \chi(h^{-\frac{1}{2}} x)$ where $\chi \in C^\infty_c((-\frac{1}{10}, \frac{1}{10}))$ has $L^2$ norm 1.

4.2. Porosity property. In order to use Proposition 4.2, we need to establish certain porosity properties for sets related to the support of $b_-$ and $b_+$ from Proposition 3.10. Recall that the symbols $b_\pm$ are defined in (3.43) using arbitrary words $w_\pm \in \mathcal{W}(T_1)$, where the long logarithmic propagation time $T_1$ is defined in (3.14). The functions $b_1, b_2$ used in the definitions of $b_\pm$ satisfy (3.1) and the complements $\mathbb{T}^{2n} \setminus \mathrm{supp} b_1, \mathbb{T}^{2n} \setminus \mathrm{supp} b_2$ are both safe in the sense of Definition 3.3.

Fix eigenvectors $e_\pm \in \mathbb{R}^{2n} \setminus \{0\}$ of $A$ associated to the eigenvalues $\lambda_\pm$ (see (3.7)). Note that by (3.9) and (3.10) we have $\sigma(e_+, e_-) \neq 0$. We choose $e_\pm$ so that we get the following identity used in §4.3.3 below:

$$\sigma(e_+, e_-) = 1.$$

(4.2)

We let $\varphi_\pm^t$ be the translation flows on the torus corresponding to $e_\pm$, that is

$$\varphi_\pm^t(z) = z + te_\pm \mod \mathbb{Z}^{2n} \quad \text{for} \quad z \in \mathbb{T}^{2n}, \ t \in \mathbb{R}.$$

(4.3)

Recall that the subtori $\mathbb{T}_\pm$ are defined as the projections to $\mathbb{T}^{2n}$ of the spaces $V_\pm \otimes \mathbb{R}$ where $V_\pm \subset \mathbb{Q}^{2n}$ are minimal subspaces such that $e_\pm \in V_\pm \otimes \mathbb{R}$.

Lemma 4.3. Let $z \in \mathbb{T}^{2n}$. Then the closure in $\mathbb{T}^{2n}$ of the orbit of $z$ under $\varphi_\pm^t$ is

$$\{\varphi_\pm^t(z) \mid t \in \mathbb{R}\} = z + \mathbb{T}_\pm.$$

(4.4)
Proof. Let us consider for instance the case of $\varphi_+^t$. By (4.3), it suffices to show that $G = \mathbb{T}_+$ where

$$G := \mathbb{R}e_+ \mod \mathbb{Z}^{2n} \subset \mathbb{T}^{2n}.$$ 

Since $\mathbb{R}e_+ \mod \mathbb{Z}^{2n} \subset \mathbb{T}_+$, we have $G \subset \mathbb{T}_+$, and let us prove the reciprocal inclusion.

The set $G$ is a closed subgroup of $\mathbb{T}^{2n}$, thus it is a Lie subgroup. Let $g \subset \mathbb{R}^{2n}$ be the Lie algebra of $G$; since $G$ is connected, the exponential map $g \to G$ is onto and thus $G \simeq g/Z$ where $Z := g \cap \mathbb{Z}^{2n}$. Since $G$ is compact, the rank of the lattice $Z$ is equal to the dimension of $g$, thus $g = V \otimes \mathbb{R}$ where $V \subset \mathbb{Q}^{2n}$ is the subspace generated by $Z$. Since $e_+ \in g$, by the definition of $V_+$ we have $V_+ \subset V$. This implies that $V_+ \otimes \mathbb{R} \subset g$ and thus $\mathbb{T}_+ \subset G$ as needed.

We now fix a constant $C_0 > 0$ (to be chosen in Step 2 of the proof of Lemma 4.6 in §4.3.3 below) and introduce for $z \in \mathbb{T}^{2n}$ the $h$-dependent sets

$$\Omega_{\pm}(z) := \left\{ t \in \mathbb{R} : \exists v \in L_\mp \text{ such that } |v| \leq C_0 h^\rho' \text{ and } \varphi_+^t(z) + v \in \text{supp } b_\mp \right\}.$$  (4.5)

Here $N = (2\pi h)^{-1}$ as before; $L_\pm$ and $\rho'$ have been introduced in §3.1.1, see in particular (3.8) and (3.12). We can visualize the sets $\Omega_{\pm}(z)$ as follows: let us lift $\text{supp } b_\mp$ to a subset of $\mathbb{R}^{2n}$ and $z$ to a point in $\mathbb{R}^{2n}$. The set

$$\{z + te_\pm + v : t \in \mathbb{R}, v \in L_\mp, |v| \leq C_0 h^\rho' \}$$

is a cylinder in $\mathbb{R}^{2n} = \mathbb{R}e_\pm \oplus L_\mp$, and $\Omega_{\pm}(z)$ is the projection onto the $\mathbb{R}$ direction of the intersection of this cylinder with $\text{supp } b_\mp$.

The porosity statement needed in order to apply Proposition 4.2 is the following

**Lemma 4.4.** Let $\varrho \in (0, \rho)$. Then there exist $\nu, h_0 \in (0, 1)$, independent of $N, \varrho$ such that, if $0 < h \leq h_0$, then for every $z \in \mathbb{T}^{2n}$, the sets $\Omega_+(z)$ and $\Omega_-(z)$ are $\nu$-porous on scales $h^\varrho$ to 1.

**Remarks.** 1. Lemma 4.4 is where we use the assumption that the complements $\mathbb{T}^{2n} \setminus \text{supp } b_1, \mathbb{T}^{2n} \setminus \text{supp } b_2$ are both safe.

2. The choice of scales in Lemma 4.4 can be explained as follows using (3.15) (taking $\Omega_+$ to simplify notation). On one hand, since $Ae_+ = \lambda_+ e_+$, the map $A^{T_1}$ expands the vector $e_+$ by $|\lambda_+^{T_1}| \sim h^{-\rho} \gg h^{-\varrho}$. Thus we expect porosity of $\text{supp } b_-$ in the direction of $e_+$ on scales from $h^\varrho$ to 1. On the other hand, by (3.11), the same map $A^{T_1}$ sends the ball $\{v \in L_- : |v| \leq C_0 h^\rho'\}$ to a set of diameter $\leq C_0 \gamma^{T_1} h^\rho' \ll 1$, so changing $\varphi_+^t(z)$ by an element of this ball does not change much the forward trajectory under $A$ up to time $T_1$, which is used to define the symbol $b_-$ in (3.43).

**Proof.** We show the porosity of $\Omega_+(z)$, with the case of $\Omega_-(z)$ handled similarly (reversing the direction of time).
1. Since the complements $\mathbb{T}^{2n} \setminus \text{supp} \ b_1$, $\mathbb{T}^{2n} \setminus \text{supp} \ b_2$ are safe, by Lemma 3.5 there exist compact subsets $K_1, K_2 \subset \mathbb{T}^{2n}$ such that the interiors $K_1^0, K_2^0$ are safe and

$$K_1 \cap \text{supp} \ b_1 = K_2 \cap \text{supp} \ b_2 = \emptyset.$$ 

We claim that there exist constants $R > 1$, $r > 0$ such that for any $\ell = 1, 2$, the intersection of every length $R$ flow line of $\varphi^t_+$ with $K_\ell$ contains a segment of length $r$. (Here the length of flow lines is defined using the parametrization by $t$.)

We argue by contradiction: assume that such $R, r$ do not exist, then there is a sequence $z_m \in \mathbb{T}^{2n}$ such that for each $m$ the intersection $K_\ell \cap \{\varphi^t_+(z_m) : |t| \leq m\}$ does not contain any segment of length $1/m$. Passing to a subsequence, we may assume that the sequence $z_m$ converges to some $z_\infty \in \mathbb{T}^{2n}$ as $m \to \infty$. Since the interior $K_\ell^0$ is safe, it intersects $z_\infty + \mathbb{T}_+$. Then by Lemma 4.3 there exists $t \in \mathbb{R}$ such that $\varphi^t_+(z_\infty) \in K_\ell^0$. For $m$ large enough the segment $\{\varphi^s_+(z_m) : s \in [t, t + 1/m]\}$ lies inside $K_\ell^0$. This contradicts our assumption and proves the claim.

2. Let $z \in \mathbb{T}^{2n}$. We will show that $\Omega_+(z)$ is $\nu$-porous on scales $h^\alpha$ to 1 for

$$\nu := \frac{r}{R|\lambda_+|}.$$ 

Let $I \subset \mathbb{R}$ be an interval of length between $h^\alpha$ and 1. Let $j$ denote the smallest integer such that $|\lambda_+|^j |I| \geq R$. By the definition (3.14) of $T_1$, and recalling that $N = (2\pi h)^{-1}$,

$$|\lambda_+|^{T_1-1} |I| \geq (2\pi)^{-\rho} |\lambda_+|^{-(1+J)} h^{\rho} \to +\infty,$$

thus $0 < j < T_1$, provided $h$ is small enough.

Since $Ae_+ = \lambda_+ e_+$, the set $A^j \{\varphi^t_+(z) : t \in I\}$ is a flow line of $\varphi_+$ of length $|\lambda_+|^j |I| \geq R$. Consequently, the intersection of this set with $K_{w_j}^-$ contains a segment of length $r$. It follows that there exists a segment $J \subset I$ of length $|\lambda_+|^{-j} r$ such that $A^j \varphi^t_+(z) \in K_{w_j}^-$ for all $t \in J$. (4.6)

By our choice of $j$, we have $|J| \geq \nu |I|$. It remains to prove that $J \cap \Omega_+(z) = \emptyset$. Recalling the definition (4.5) of $\Omega_+(z)$, we see that it suffices to show that for each $t \in J$ we have $\varphi^t_+(z) + v \not\subset \text{supp} \ b_-$ for all $v \in L_-$ such that $|v| \leq C_0 h^\alpha$.

We have $A^j (\varphi^t_+(z) + v) = A^j \varphi^t_+(z) + A^j v$. Recalling the bound (3.11) on the norm of $A^j$ restricted to $L_-$, as well as the condition (3.12) we imposed on $\rho'$, we see that (with the constant $C$ depending on $C_0$)

$$|A^j v| \leq C \gamma^j h^{\rho'} \leq C \gamma^{T_1} h^{\rho'} \leq C (2\pi)^{-\rho \log |\lambda_+|} h^{\rho'} \to 0 \quad \text{as } h \to 0.$$
By (4.6) and since $K_{w_j^-} \cap \text{supp } b_{w_j^-} = \emptyset$, we see that $A^j(\varphi^j_+(z) + v) \not\subset \text{supp } b_{w_j^-}$, provided $h$ is small enough so that $|A^j v|$ is less than the distance between $K_{w_j^-}$ and $\text{supp } b_{w_j^-}$. Recalling the definition (3.43) of $b_-$, it follows that $\varphi^j_+(z) + v \not\subset \text{supp } b_-$, which finishes the proof. \hfill $\Box$

4.3. **Proof of Proposition 3.10.** We now give the proof of Proposition 3.10, relying on the following three ingredients:

- the fact that for any $\varepsilon > 0$, we have $b_+ \in S_{L,\rho+\varepsilon,\rho' + \varepsilon}(\mathbb{T}^{2n})$ uniformly in $h$ and in the words $w_\pm$ (see Lemma 3.11);
- the porosity property of the supports $\text{supp } b_\pm$ given by Lemma 4.4;
- and the fractal uncertainty principle in the form of Proposition 4.2.

Henceforth we treat $b_\pm$ as $\mathbb{Z}^{2n}$-invariant symbols in $S_{L,\rho+\varepsilon,\rho' + \varepsilon}(\mathbb{R}^{2n})$. All the constants in the estimates below are independent of $h, w_\pm$.

4.3.1. **Decomposing the operator and the scheme of the proof.** We start by decomposing the operator $\text{Op}_h(b_-) \text{ Op}_h(b_+)$ into a series, see (4.8) below. For that, fix a function

$$\tilde{\psi} \in C_c^\infty((-1,1)^{2n}; \mathbb{R}), \quad \sum_{k \in \mathbb{Z}^{2n}} \tilde{\psi}(z - k)^2 = 1 \quad \text{for all } z \in \mathbb{R}^{2n}.$$ 

For instance, we can start with $\chi \in C_c^\infty((-1,1)^{2n}; [0,1])$ such that the $\mathbb{Z}^{2n}$-periodic function $F(x) := \sum_{k \in \mathbb{Z}^{2n}} \chi(x - k)^2$ is everywhere positive, and put $\tilde{\psi}(x) := F(x)^{-1/2} \chi(x)$.

Now, consider the partition of unity $1 = \sum_{k \in \mathbb{Z}^{2n}} \psi_k^2$ where the $h$-dependent symbol $\psi_k \in C_c^\infty(\mathbb{R}^{2n})$ is given by

$$\psi_k(z) := \tilde{\psi}\left(\frac{z}{h^{\rho'}} - k\right), \quad k \in \mathbb{Z}^{2n}.$$ (4.7)

Recalling Definition 2.2, we see that $\psi_k$ lies in $S_{L,\rho,\rho'}(\mathbb{R}^{2n})$ uniformly in $h, k$ for any coisotropic subspace $L \subset \mathbb{R}^{2n}$.

We have the following decomposition, with the series below converging in the strong operator topology as an operator $L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)$, which can be checked by applying it to a function in $\mathcal{S}(\mathbb{R}^n)$:

$$\text{Op}_h(b_-) \text{ Op}_h(b_+) = \sum_{k \in \mathbb{Z}^{2n}} P_k \quad \text{where } P_k := \text{Op}_h(b_-) \text{ Op}_h(\psi_k^2) \text{ Op}_h(b_+).$$ (4.8)

We now state two estimates on the operators $P_k$ which together will give Proposition 3.10. The first one is an almost orthogonality type statement when $|k - \ell|$ is sufficiently large:

**Lemma 4.5.** For every $m > 0$ there exists a constant $C_m > 0$ such that for every $k, \ell \in \mathbb{Z}^{2n}$ such that $|k - \ell| \geq 10\sqrt{n}$ we have

$$\|P_k^* P_\ell\|_{L^2 \to L^2} \leq C_m h^m |k - \ell|^{-m} \quad \text{and} \quad \|P_k P_\ell^*\|_{L^2 \to L^2} \leq C_m h^m |k - \ell|^{-m}.$$
it suffices to show that $h$. It follows from Lemmas 2.3 and 3.11 that $\|Op\|_{L^2 \to L^2} \leq Ch^\beta$.

Here the constant $\beta$ only depends on the porosity constant $\nu$ in Lemma 4.4 and on $\rho$.

Before proving Lemmas 4.5 and 4.6, let us explain how they imply Proposition 3.10:

**Proof of Proposition 3.10.** It follows from Lemma 4.5 (with $m := 4n+1$) and Lemma 4.6 that there are constants $C, \beta > 0$ such that

$$\sup_{k \in \mathbb{Z}^{2n}} \sum_{\ell \in \mathbb{Z}^{2n}} \|P_k^*P_{\ell}\|_{L^2 \to L^2}^{\frac{1}{2}} \leq Ch^{\beta} \quad \text{and} \quad \sup_{k \in \mathbb{Z}^{2n}} \sum_{\ell \in \mathbb{Z}^{2n}} \|P_kP_{\ell}^*\|_{L^2 \to L^2}^{\frac{1}{2}} \leq Ch^{\beta}.$$ 

Hence, it follows from the Cotlar–Stein Theorem [Zwo12, Theorem C.5] and the decomposition (4.8) that $\|Op_N(b_-)Op_N(b_+)\|_{L^2 \to L^2} \leq Ch^{\beta}$ as needed. \hfill $\square$

4.3.2. **Almost orthogonality.** We are left with the proofs of Lemmas 4.5 and 4.6. We start with Lemma 4.5:

**Proof of Lemma 4.5.** 1. Let $k, \ell \in \mathbb{Z}^{2n}$ be such that $|k - \ell| \geq 10\sqrt{n}$. Define the linear functional $q : \mathbb{R}^{2n} \to \mathbb{R}$ by

$$q(z) = \frac{\langle z, \ell - k \rangle}{|k - \ell|}, \quad z \in \mathbb{R}^{2n}.$$ 

Note that $q$ has norm 1. Putting $r_0 := h^{\rho'}q(\frac{k + \ell}{2})$, we have

$$\operatorname{supp} \psi_k \subset \{z \in \mathbb{R}^{2n} | q(z) \leq r_0 - h^{\rho'}\frac{|k - \ell|}{4}\},$$

$$\operatorname{supp} \psi_\ell \subset \{z \in \mathbb{R}^{2n} | q(z) \geq r_0 + h^{\rho'}\frac{|k - \ell|}{4}\}. \quad (4.9)$$

Indeed, assume that $z \in \operatorname{supp} \psi_k$. Then $|q(h^{\rho'}z - k)| \leq |h^{\rho'}z - k| \leq \sqrt{2n}$. Since $h^{\rho'}q(k) = r_0 - h^{\rho'}\frac{|k - \ell|}{2}$ and $|k - \ell| \geq 10\sqrt{n}$, we have $q(z) \leq r_0 - h^{\rho'}\frac{|k - \ell|}{4}$. This gives the first statement in (4.9), with the second one proved similarly. Note that (4.9) implies in particular that $\operatorname{supp} \psi_k \cap \operatorname{supp} \psi_\ell = \emptyset$.

2. We estimate the norm $\|P_k^*P_{\ell}\|_{L^2 \to L^2}$, with $\|P_kP_{\ell}^*\|_{L^2 \to L^2}$ estimated in a similar way. We write using (2.5) and (2.7)

$$P_k^*P_{\ell} = Op_N(\tilde{b}_+)Op_N(\psi_k^2)Op_N(\tilde{b}_-\#b_-)Op_N(\psi_\ell^2)Op_N(b_+).$$

It follows from Lemmas 2.3 and 3.11 that $Op_N(\tilde{b}_+)$ is uniformly bounded on $L^2$. Thus it suffices to show that

$$\|Op_N(\psi_k^2)Op_N(\tilde{b}_-\#b_-)Op_N(\psi_\ell^2)\|_{L^2 \to L^2} \leq C_m h^m |k - \ell|^{-m}. \quad (4.10)$$
To show (4.10), it suffices to apply Lemma 2.4 with
\[ r := h^{ρ′} \frac{|k|}{4}, \quad a := \psi_k^2, \quad b := \psi_ε^2, \quad c := \bar{b}_- \#ar{b}_-. \]
Here for each ε > 0 the symbols a, b, c are bounded in the class \( S_{L_{-ρ+ε,ρ′+ε}}(\mathbb{R}^{2n}) \) uniformly in \( h \) by Lemmas 2.3 and 3.11, as well as (4.7). The support condition of Lemma 2.4 is satisfied by (4.9).

4.3.3. Decay for an individual summand. Finally, we apply the fractal uncertainty principle to prove Lemma 4.6.

Proof of Lemma 4.6. 1. Recall that the \( ψ_k \)'s belong uniformly to both the symbol classes \( S_{L_{+ρ},ρ′} \) and \( S_{L_{-ρ},ρ′} \). Recalling Lemma 3.11, we can apply the product formula from Lemma 2.3 to find that for each ε > 0
\[ P_k = \text{Op}_h(b_- ψ_k) \text{Op}_h(b_+ ψ_k) + \mathcal{O}(h^{1−ρ′−ε})L^2→L^2. \]
Therefore it suffices to show that
\[ \| \text{Op}_h(b_- ψ_k) \text{Op}_h(b_+ ψ_k) \|_{L^2→L^2} ≤ Ch^β. \] (4.11)

2. We next study the supports of the symbols \( b_± ψ_k \). We have from (4.7)
\[ \text{supp} \, ψ_k \subset h^{ρ′} k + (-h^{ρ′}, h^{ρ′})^{2n}. \]
Thus by (3.9) any \( z \in \text{supp} \, ψ_k \) can be written as \( z = h^{ρ′} k + t_± e_± + v_± \) where \( t_± ∈ \mathbb{R} \), \( v_± ∈ L_± \), and \( |v_±| ≤ C_0 h^{ρ′} \) for some constant \( C_0 \) depending only on the matrix \( A \).

Choose \( s_±^{(k)} ∈ \mathbb{R} \) such that \( h^{ρ′} k ∈ s_±^{(k)} e_± + L_± \). Put \( z^{(k)} := h^{ρ′} k \) mod \( z^2 \mathbb{Z}^2n ∈ \mathbb{T}^2n \). Recalling the definition (4.5) of the sets \( Ω_±(z) \), we get
\[ \text{supp}(b_± ψ_k) \subset \bigcup_{t ∈ \tilde{Ω}_±} (te_± + L_±) \quad \text{where} \quad \tilde{Ω}_± := s_±^{(k)} + Ω_±(z^{(k)}) \subset \mathbb{R}. \] (4.12)

3. We now conjugate by a metaplectic transformation which ‘straightens out’ the vectors \( e_± \) and the subspaces \( L_± \). Using (3.10), (4.2), and the linear version of Darboux’s Theorem, we construct a symplectic matrix \( Q ∈ \text{Sp}(2n, \mathbb{R}) \) such that
- \( Q\partial_{x_1} = e_- \) and \( Q\partial_{ξ_1} = e_+; \)
- \( Q\text{span}(\partial_{x_1}, ..., \partial_{x_n}, \partial_{ξ_2}, ..., \partial_{ξ_n}) = L_-; \)
- \( Q\text{span}(\partial_{x_2}, ..., \partial_{x_n}, \partial_{ξ_1}, ..., \partial_{ξ_n}) = L_+. \)

Let \( \tilde{M} ∈ \mathcal{M}_Q \) be a metaplectic operator associated to \( Q \) (see §2.1.3). Then by (2.17)
\[ \| \text{Op}_h(b_- ψ_k) \text{Op}_h(b_+ ψ_k) \|_{L^2→L^2} = \| \tilde{M}^{-1} \text{Op}_h(b_- ψ_k) \text{Op}_h(b_+ ψ_k) \tilde{M} \|_{L^2→L^2} = \| \text{Op}_h((b_- ψ_k) ∘ Q) \text{Op}_h((b_+ ψ_k) ∘ Q) \|_{L^2→L^2}. \]
Thus (4.11) reduces to
\[ \| \text{Op}_h((b_- ψ_k) ∘ Q) \text{Op}_h((b_+ ψ_k) ∘ Q) \|_{L^2→L^2} ≤ Ch^β \] (4.13)
and the support condition (4.12) becomes
\[
\text{supp} \left( (b_- \psi_k) \circ Q \right) \subset \{ (x, \xi) \mid \xi_1 \in \tilde{\Omega}_+ \}, \quad \text{supp} \left( (b_+ \psi_k) \circ Q \right) \subset \{ (x, \xi) \mid x_1 \in \tilde{\Omega}_- \}.
\]
(4.14)

4. For \( \delta > 0 \), denote the \( \delta \)-neighborhood of \( \tilde{\Omega}_\pm \) by
\[
\tilde{\Omega}_\pm (\delta) := \tilde{\Omega}_\pm + [-\delta, \delta].
\]
Let \( \chi_\mp \) be the convolutions of the indicator functions of \( \tilde{\Omega}_\pm (\frac{1}{2} h^\beta) \) with the function \( h^{-\rho} \chi(h^{-\rho} t) \) where \( \chi \in C^\infty_c((-\frac{1}{2}, \frac{1}{2})) \) is a nonnegative function integrating to 1. Then
\[
\chi_\mp \in C^\infty(\mathbb{R}; [0, 1]), \quad \text{supp} \chi_\mp \subset \tilde{\Omega}_\pm (h^\rho), \quad \chi_\mp = 1 \quad \text{on} \quad \tilde{\Omega}_\pm
\]
and for each \( \ell \) there exists a constant \( C_\ell \) (depending only on \( \ell \) and the choice of \( \chi \)) such that
\[
\sup_{t \in \mathbb{R}} |\partial^\ell_t \chi_\pm (t)| \leq C_\ell h^{-\rho \ell}.
\]
Define the symbols \( \tilde{\chi}_\pm \in C^\infty(\mathbb{R}^{2n}) \) by
\[
\tilde{\chi}_- (x, \xi) = \chi_- (\xi_1), \quad \tilde{\chi}_+ (x, \xi) = \chi_+ (x_1).
\]
Then \( \tilde{\chi}_\pm \) lie in the symbol class \( S_{Q^{-1}L_{\pm, \rho, 0}}(\mathbb{R}^{2n}) \) uniformly in \( h \). On the other hand, by Lemma 3.11 the symbols \( (b_\pm \psi_k) \circ Q \) lie in the larger class \( S_{Q^{-1}L_{\pm, \rho+\varepsilon, \rho'+\varepsilon}}(\mathbb{R}^{2n}) \) uniformly in \( h \) for every fixed \( \varepsilon > 0 \). By Lemma 2.3 and since \( (b_\pm \psi_k) \circ Q = \tilde{\chi}_\pm ((b_\pm \psi_k) \circ Q) \) by (4.14), we have
\[
\text{Op}_h \left( (b_- \psi_k) \circ Q \right) = \text{Op}_h \left( (b_- \psi_k) \circ Q \right) \text{Op}_h (\tilde{\chi}_-) + \mathcal{O}(h^{1-\rho-\rho' -\varepsilon} L^2 \rightarrow L^2),
\]
\[
\text{Op}_h \left( (b_+ \psi_k) \circ Q \right) = \text{Op}_h (\tilde{\chi}_+) \text{Op}_h \left( (b_+ \psi_k) \circ Q \right) + \mathcal{O}(h^{1-\rho-\rho' -\varepsilon} L^2 \rightarrow L^2).
\]
Note that \( \text{Op}_h (\tilde{\chi}_+) = \chi_+ (x_1) \) is a multiplication operator and \( \text{Op}_h (\tilde{\chi}_-) = \chi_- (-i h \partial_{x_1}) \) is a Fourier multiplier (see [Zwo12, Theorem 4.9]). Multiplying the above estimates and using that \( \text{Op}_h ((b_\pm \psi_k) \circ Q) \) are bounded uniformly as operators on \( L^2(\mathbb{R}^n) \), we reduce (4.13) to the following estimate:
\[
\| \chi_- (-i h \partial_{x_1}) \chi_+(x_1) \|_{L^2(\mathbb{R}^n) \rightarrow L^2(\mathbb{R}^n)} \leq C h^\beta.
\]
(4.15)

5. If we consider \( L^2(\mathbb{R}^n) \) as the Hilbert tensor product \( L^2(\mathbb{R}) \otimes L^2(\mathbb{R}^{n-1}) \) corresponding to the decomposition \( x = (x_1, x') \), \( x' := (x_2, \ldots, x_n) \), then the operators \( \chi_+(x_1) \) and \( \chi_- (-i h \partial_{x_1}) \) are the tensor products of the same operators in one variable with the identity operator on \( L^2(\mathbb{R}^{n-1}) \). Thus (4.15) is equivalent to
\[
\| \chi_- (-i h \partial_{x_1}) \chi_+(x_1) \|_{L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})} \leq C h^\beta
\]
(4.16)
where we now treat the factors in the product as operators on \( L^2(\mathbb{R}) \). Denote by \( \mathcal{F}_h : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R}) \) the unitary semiclassical Fourier transform, see (4.1). Then \( \chi_- (-i h \partial_{x_1}) = \)
Thus the left-hand side of (4.16) is equal to \( \| \chi_-(x_1) \mathcal{F}_h \chi_+(x_1) \|_{L^2(\mathbb{R}) \to L^2(\mathbb{R})} \). Since \( \chi_\pm = \chi_\pm \mathbb{1}_{\tilde{\Omega}_\pm(h^\rho)} \) and \( |\chi_\pm| \leq 1 \), the bound (4.16) reduces to

\[
\| \mathbb{1}_{\tilde{\Omega}_+(h^\rho)} \mathcal{F}_h \mathbb{1}_{\tilde{\Omega}_-(h^\rho)} \|_{L^2(\mathbb{R}) \to L^2(\mathbb{R})} \leq C h^\beta. \tag{4.17}
\]

6. We finally apply the fractal uncertainty principle. Fix \( \varrho \in \left( \frac{1}{2}, \rho \right) \), which is possible since \( \rho > \frac{1}{2} \) by (3.12). By Lemma 4.4, there exists \( \nu > 0 \) such that the sets \( \tilde{\Omega}_\pm \) are \( \nu \)-porous on scales \( h^\varrho \) to 1. Since \( h^\rho \ll h^\varrho \) for \( h \ll 1 \), the neighborhoods \( \tilde{\Omega}_\pm(h^\rho) \) are \( \nu^3 \)-porous on scales \( h^\varrho \) to 1 – see for example [DJN22, Lemma 2.11]. Now (4.17) follows from the fractal uncertainty principle of Proposition 4.2, and the proof is finished. \( \square \)

**Appendix A. Properties of integer symplectic matrices**

In this Appendix, we discuss the algebraic hypotheses made on the matrix \( A \) in Theorems 2, 3, and 4. More precisely, we investigate the spaces \( V_+ \) and \( V_- \) (and hence the tori \( T_+ \) and \( T_- \)) defined in (1.6). In particular, we prove Lemma A.3 that allows us to deduce Theorem 1 from Theorem 2.

### A.1. Algebraic considerations.

We start by giving a new characterization of \( V_+ \) and \( V_- \). Let \( A \in \text{Sp}(2n,\mathbb{Z}) \) satisfy the spectral gap condition (1.3) and recall from the introduction that \( V_\pm \) were defined as the smallest subspaces of \( \mathbb{Q}^{2n} \) such that \( E_\pm \subset V_\pm \otimes \mathbb{R} \) where \( E_\pm \subset \mathbb{R}^{2n} \) are the eigenspaces of \( A \) corresponding to the eigenvalues \( \lambda_+ \) and \( \lambda_- := \lambda_+^{-1} \).

We will be using basic field theory, see e.g. [DF04, Chapter 13]. Recall that for an algebraic number \( \lambda \in \mathbb{C} \), its minimal polynomial (over \( \mathbb{Q} \)) is the unique irreducible monic polynomial \( P \in \mathbb{Q}[x] \) such that \( P(\lambda) = 0 \). Two algebraic numbers are called *Galois conjugates* if they have the same minimal polynomial.

**Lemma A.1.** Let \( P_\pm \) denote the minimal polynomials of \( \lambda_\pm \). Then \( V_\pm = \ker P_\pm(A) \). The dimensions of \( V_\pm \) are equal to each other and to the degrees of \( P_\pm \). Moreover, we have the following two cases:

1. If \( \lambda_+ \) is a Galois conjugate of \( \lambda_- \), then \( V_+ = V_- \);
2. Otherwise \( V_+ \cap V_- = \{0\} \).

**Proof.** 1. We first show that \( V_+ = \ker P_+(A) \) and \( \dim V_+ = \deg P_+ \). (The case of \( V_- \) is treated similarly.) Note that \( \ker P_+(A) \) is an \( A \)-invariant subspace of \( \mathbb{Q}^{2n} \). Any (complex) eigenvalue of the endomorphism \( A|_{\ker P_+(A)} \) has to be a root of \( P_+ \), thus the characteristic polynomial \( \widetilde{P}_+ \in \mathbb{Q}[x] \) of \( A|_{\ker P_+(A)} \) is a power of \( P_+ \). On the other hand, \( \widetilde{P}_+ \) divides the characteristic polynomial of \( A \). Since \( \lambda_+ \) is a simple eigenvalue of \( A \), we see that \( \widetilde{P}_+ = P_+ \).
Since $P_+(\lambda_+) = 0$, we see that $E_+ \subset \ker P_+(A) \otimes \mathbb{R}$, and consequently we have $V_+ \subset \ker P_+(A)$. As $V_+$ is $A$-invariant, the characteristic polynomial of the endomorphism $A|_{V_+}$ divides the characteristic polynomial $P_+$ of the endomorphism $A|_{\ker P_+(A)}$. Since $P_+$ is irreducible over $\mathbb{Q}$ and $\dim V_+ > 0$, we see that these two characteristic polynomials are equal. It follows that $V_+ = \ker P_+(A)$ and $\dim V_+ = \deg P_+$.

2. Recall that the degree of $P_\pm$ is the dimension of the field $\mathbb{Q}(\lambda_\pm)$ as a vector field over $\mathbb{Q}$. Since $\lambda_+ = \lambda_-1$, we have $\mathbb{Q}(\lambda_+) = \mathbb{Q}(\lambda_-)$, so that $\deg P_+ = \deg P_-$. It follows that $\dim V_+ = \dim V_-.

3. Since $P_+$ and $P_-$ are irreducible over the rationals, either they are coprime, in which case $V_+ \cap V_- = \{0\}$, or they are equal, in which case $V_+ = V_-$, due to the characterization we just proved. If $P_+ = P_-$, then $P_+(\lambda_-) = 0$ and $\lambda_-$ is a Galois conjugate of $\lambda_+$. Reciprocally, if $P_+(\lambda_-) = 0$, then $P_+$ and $P_-$ are not coprime, so that $P_+ = P_-$. □

In order to discuss the sharpness of Theorem 4, we introduce a decomposition of $\mathbb{Q}^{2n}$. For a subspace $V \subset \mathbb{Q}^{2n}$, denote by $V_\perp^\sigma \subset \mathbb{Q}^{2n}$ its symplectic complement, see (2.19). Recall that $V$ is called symplectic if $V \cap V_\perp^\sigma = \{0\}$.

**Lemma A.2.** We have the following two cases:

1. if $\lambda_+$ is a Galois conjugate of $\lambda_-$, then $V_+ = V_-$ is symplectic;
2. otherwise $V_\pm$ are both isotropic and the symplectic form $\sigma$ is nondegenerate on $V_+ + V_-.$

Consequently, we have a decomposition of $\mathbb{Q}^{2n}$ into

$$\mathbb{Q}^{2n} = V_0 \oplus V_1,$$

where $V_0 = V_+ + V_-$ and $V_1 = (V_+ + V_-)_\perp^\sigma$ are symplectic.

**Proof.** 1. For each complex eigenvalue $\lambda \in \text{Spec}(A)$, define the space of generalized eigenvectors

$$V(\lambda) := \{v \in \mathbb{C}^{2n} | \exists \ell \geq 0 : (A - \lambda I)^\ell v = 0\}.$$

Then we have the decomposition

$$\mathbb{C}^{2n} = \bigoplus_{\lambda \in \text{Spec}(A)} V(\lambda).$$

(A.1)

We claim that for all $\lambda, \lambda' \in \text{Spec}(A)$ such that $\lambda \lambda' \neq 1$,

$$\sigma(v, v') = 0 \quad \text{for all} \quad v \in V(\lambda), \ v' \in V(\lambda').$$

(A.2)

To prove (A.2), we argue by induction on $\ell + \ell'$ where $\ell, \ell' \geq 0$ are the smallest numbers such that $(A - \lambda I)^\ell v = (A - \lambda'I)^\ell' v' = 0$. If $\ell = 0$ or $\ell' = 0$, then $\sigma(v, v') = 0$ since
$v = 0$ or $v' = 0$. Otherwise we use that $A$ is symplectic to write

$$
\sigma(v, v') = \sigma(Av, Av') = \lambda \sigma(v, v') + \sigma((A - \lambda I)v, Av') + \sigma(\lambda v, (A - \lambda I)v').
$$

Using the inductive hypothesis we see that the last two terms on the right-hand side are 0, which gives $\sigma(v, v') = 0$ as needed.

By (A.1) and (A.2), we see that for all $\lambda \in \Spec(A)$

$$
\bigoplus_{\lambda' \in \Spec(A), \lambda' \neq \lambda^{-1}} V(\lambda') = \bigoplus_{\lambda \in \Spec(A), P_\pm(\lambda) = 0} V(\lambda). (A.3)
$$

2. Since $\lambda_\pm$ is a simple eigenvalue of $A$ and $P_\pm$ is its minimal polynomial, each root of $P_\pm$ is a simple eigenvalue of $A$. By Lemma A.1 we have

$$
\bigoplus_{\lambda \in \Spec(A), P_\pm(\lambda) \neq 0} V(\lambda).
$$

Since $P_\pm$ are the minimal polynomials of $\lambda_\pm$ and $\lambda_+ = \lambda_-^{-1}$, we have $P_-(\lambda) = c \lambda^\deg P_+ P_+(\lambda^{-1})$ for some $c \in \mathbb{Q} \setminus \{0\}$. It follows from (A.3) that

$$
\bigoplus_{\lambda \in \Spec(A), P_\pm(\lambda) \neq 0} V(\lambda).
$$

If $\lambda_+$ is a Galois conjugate of $\lambda_-$, then $P_+ = P_-$, so $V_+ = V_-$ is symplectic. Otherwise $P_+$ and $P_-$ are coprime, so $V_\pm$ are both isotropic and $\sigma$ is nondegenerate on $V_+ + V_-$. □

**Remark.** Using Lemma 4.3, the algebraic consideration from this section have dynamical implication. Lemma A.1 that if $z \in \mathbb{T}^{2n}$ then the closure of the orbits of $z$ for the flows $(\varphi_+^t)_{t \in \mathbb{R}}$ and $(\varphi_-^t)_{t \in \mathbb{R}}$ are either identical (if $\lambda_+$ is a Galois conjugate of $\lambda_-$) or have a finite number of points of intersection.

From Lemma A.2, we know that if $z \in \mathbb{T}^{2n}$ then the closure of the orbit of $z$ under the action by translation of the 2-dimensional vector space generated by $e_+$ and $e_-$ is always a symplectic subtorus of $\mathbb{T}^{2n}$.

**A.2. Most favorable cases.** Theorem 4 gives a condition on the support of semiclassical measures for $A$ in terms of the spaces $V_+$ and $V_-$. The larger these spaces are, the stronger the conclusion of Theorem 4 is. Considering the decomposition from Lemma A.2, the most favorable case is when $V_1$ is trivial. In that situation, there are still two possibilities according to Lemma A.1:

1. $\mathbb{Q}^{2n} = V_+ = V_-$, or
2. $\mathbb{Q}^{2n} = V_+ \oplus V_-$ and $V_\pm$ are Lagrangian.

In case (1), Theorem 4 says that all semiclassical measures for $A$ are fully supported. Actually, this is exactly the setting of Theorem 1, as we prove now.
Lemma A.3. The characteristic polynomial of $A$ is irreducible over $\mathbb{Q}$ if and only if $\mathbb{Q}^{2n} = V_+ = V_-$ (that is $\mathbb{T}^{2n} = \mathbb{T}_+ = \mathbb{T}_-$, or equivalently the flows $(\varphi^t_+)_{t \in \mathbb{R}}$ and $(\varphi^t_-)_{t \in \mathbb{R}}$ are minimal).

Proof. Notice that $P_+$ divides the characteristic polynomial of $A$ and recall that the dimension of $V_+$ is the degree of $P_+$. Hence, if $V_+$ is equal to $\mathbb{Q}^{2n}$, the degree of $P_+$ is $2n$ and $P_+$ must be the characteristic polynomial of $A$, which is consequently irreducible. Reciprocally, if the characteristic polynomial of $A$ is irreducible, it must be equal to $P_+$, so that $V_+ = \mathbb{Q}^{2n}$. □

Of course, when $V_+ = V_- = \mathbb{Q}^{2n}$, the control of the support of semiclassical measures for $A$ given by Theorem 4 is sharp. When $n = 1$, $A$ satisfies the spectral gap condition (1.3) if and only if it is hyperbolic (i.e. it has no eigenvalues on the unit circle), and in this case we always have $\mathbb{Q}^2 = V_+ = V_-$. When $n > 1$, one can easily construct examples of matrices satisfying (1.3) with irreducible characteristic polynomials. For example, when $n = 2$ one can take

$$A = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & 0 & 0 & 1 \\ 0 & -1 & 1 & 2 \end{pmatrix}$$

with the characteristic polynomial

$$P(\lambda) = \lambda^4 - 2\lambda^3 + \lambda^2 - 2\lambda + 1 = (\lambda^2 - (1 + \sqrt{2})\lambda + 1)(\lambda^2 - (1 - \sqrt{2})\lambda + 1)$$

which has a root in $(0, 1)$, a root in $(1, \infty)$, and two complex roots on the unit circle.

Let us now consider the case (2), when $\mathbb{Q}^{2n} = V_+ \oplus V_-$. Our result is still sharp in this situation since, under some mild additional assumptions, Kelmer [Kel10, Theorem 1] constructed semiclassical measures supported in some translate of $\mathbb{T}^n_+$ and semiclassical measures supported in some translate of $\mathbb{T}^n_-$. A basic example (previously presented by Gurevich [Gur05] and Kelmer [Kel10]) is

$$A = \begin{pmatrix} B & 0 \\ 0 & B^{-T} \end{pmatrix},$$

where $B \in \text{GL}(n, \mathbb{Z})$, $|\det B| = 1$, has irreducible characteristic polynomial and a leading simple eigenvalue, that also dominates the inverses of the eigenvalues of $B$ (so that $A$ satisfies the spectral gap condition (1.3)). One can take for instance

$$B = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix}.$$

Using the coordinates $(x, \xi)$ on $\mathbb{R}^{2n}$, we see that the spaces $V_\pm$ are given by $V_+ = \{\xi = 0\}$, $V_- = \{x = 0\}$. Note that if we allow $B$ to be in $\text{GL}(n, \mathbb{Q})$, then, when
\( Q^{2n} = V_+ \oplus V_- \), the matrix \( A \) is always of the form (A.5) after a symplectic (rational) change of coordinates.

Using Proposition 2.11, we see that for a matrix \( A \) of the form (A.5) and \( \theta = 0 \), the following elements of \( H_N(0) \) are eigenvectors for the quantizations \( M_{N,0} \) of \( A \):

\[
e_0^0 \quad \text{and} \quad N^{-\frac{n}{2}} \sum_{j \in \mathbb{Z}_N} e_j^0.
\]

It follows from Proposition 2.10 that these eigenvectors converge respectively to the semiclassical measures

\[
a \mapsto \int_{\mathbb{T}_n} a(0, \xi) \, d\xi \quad \text{and} \quad a \mapsto \int_{\mathbb{T}_n} a(x, 0) \, dx.
\]

These measures are supported respectively in \( \mathbb{T}_- \) and \( \mathbb{T}_+ \).

A.3. **General case.** For now, we only considered the case in which the space \( V_1 \) from Lemma A.2 is trivial. Let us now discuss what happens when \( V_1 \) is non-trivial. Let \( \mathbb{T}_0 \) and \( \mathbb{T}_1 \) be the subtori of \( \mathbb{T}^{2n} \) tangent respectively to \( V_0 \) and \( V_1 \). As before, we consider two cases:

1. If \( \lambda_+ \) is a Galois conjugate of \( \lambda_- \), then Theorem 4 shows that the support of every semiclassical measure contains a translate of \( \mathbb{T}_0 = \mathbb{T}_\pm \).
2. Otherwise Theorem 4 shows that the support of every semiclassical measure contains a translate of \( \mathbb{T}_+ \) or \( \mathbb{T}_- \), which are different tori (their tangent spaces intersect trivially). On the other hand, from [Kel10, Theorem 1], we know that (under mild additional assumptions) there are semiclassical measures supported in some translate of \( \mathbb{T}_+ + \mathbb{T}_1 \) and semiclassical measures supported in some translate of \( \mathbb{T}_- + \mathbb{T}_1 \).

Note that in both cases the conclusion of Theorem 4 is not sharp. However, we cannot say more on the support of the semiclassical measures for \( A \) without further information on the action of \( A \) on \( \mathbb{T}_1 \).

To illustrate this fact, take a matrix \( B \in \text{Sp}(2n, \mathbb{Z}) \) that satisfies (1.3) and a matrix \( C \in \text{Sp}(2n', \mathbb{Z}) \) whose eigenvalues are dominated by the leading eigenvalue of \( B \). Assume in addition that in the decomposition from Lemma A.2 for the matrix \( B \), the factor \( V_1 \) is trivial. Then, we form the matrix

\[
A := B \oplus C \in \text{Sp}(2(n+n'), \mathbb{Z}).
\]

Notice that the matrix \( A \) satisfies the condition (1.3) and that the action of \( A \) on the spaces \( V_0 \) and \( V_1 \) is given respectively by the matrices \( B \) and \( C \). The quantizations \( M_{N,\theta} \) of \( A \) are tensor products of quantizations of \( B \) with quantizations of \( C \), with a basis of eigenfunctions consisting of tensor products of eigenfunctions corresponding to \( B \) with those corresponding to \( C \). The torus decomposed as \( \mathbb{T}^{2(n+n')} = \mathbb{T}_0 \times \mathbb{T}_1 \) and
the semiclassical measures for $A$ associated to eigenfunctions of product type are of the form $\mu = \mu_0 \times \mu_1$ where $\mu_0$ and $\mu_1$ are semiclassical measures respectively for $B$ and $C$. We know that the support of $\mu_0$ must contain a translate of $\mathbb{T}_+$ or $\mathbb{T}_-$ (and this estimate cannot be improved as discussed in §A.2).

If the semiclassical measures for $C$ have large supports, then Theorem 4 is not sharp. For instance, if $C$ satisfies (1.3) and has an irreducible characteristic polynomial over the rationals, then $\mu_1$ must be fully supported, so that the supports of the semiclassical measures for $A$ (associated to eigenfunctions of product type) contain a translate of $\mathbb{T}_+ \times \mathbb{T}_1$ or $\mathbb{T}_- \times \mathbb{T}_1$.

However, it is not true in general that the semiclassical measures for $C$ have a large support. The most extreme case is when $C$ is given by the symplectic rotation matrix $F$ from (2.61). In that case, the Dirac mass at 0 is a semiclassical measure for $C$ (as proved in Lemma A.4 below). Hence, all the measures of the form $\mu_0 \times \delta_0$ are semiclassical measures for $A$, and we see that Theorem 4 is sharp in that case. A concrete example of a matrix $A$ for which this happens is

$$A = \begin{pmatrix} 2 & 3 \\ 1 & 2 \end{pmatrix} \oplus \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = \begin{pmatrix} 2 & 0 & 3 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 2 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}. \tag{A.6}$$

We end this section with an example of matrix with the Dirac mass at 0 as a semiclassical measure, that was needed for our discussion above.

**Lemma A.4.** Let $F$ be the symplectic matrix from (2.61). Then the Dirac mass at 0 is a semiclassical measure associated to $F$.

**Proof.** Note that $\varphi_F = 0$, so the quantization condition (2.57) holds for $\theta = 0$ and all $N$. We will construct an eigenvector for the quantizations of $F$ using a Gaussian function localized near 0 in phase space. We start with the function

$$f(x) = e^{-\frac{|x|^2}{2\hbar}} \in L^2(\mathbb{R}^n), \quad \mathcal{F}_h f = f$$

where $\mathcal{F}_h \in \mathcal{M}_F$ is the semiclassical Fourier transform on $L^2(\mathbb{R}^n)$ defined in (2.65) and a quantization of $F$ on $\mathcal{H}_N(0)$ is given by $\mathcal{F}_h |_{\mathcal{H}_N(0)}$. Using the projector $\Pi_N$ from §2.2.2, define the state

$$f_N := \Pi_N(0) f = \sum_{j \in \mathbb{Z}^n} f_{N,j} e^0_j \in \mathcal{H}_N(0),$$

where $f_{N,j} = \langle f, e^0_j \rangle_{L^2}$ for $j \in \mathbb{Z}_N^n$. More explicitly, recalling (2.35) we have

$$f_{N,j} = N^{-\frac{n}{2}} \sum_{k \in \mathbb{Z}^n} e^{-\pi N |k + \frac{j}{N}|^2}. \tag{A.7}$$
Since $F_h f = f$, it follows from Lemma 2.6 and the intertwining relation (2.56) that $f_N$ is an eigenvector for the quantizations of $F$ on $\mathcal{H}_N(0)$. By a diagonal argument (similarly to [Zwo12, Theorem 5.2]) there is a sequence of even numbers $N_p \to \infty$ and a semiclassical measure $\mu$ for $F$ such that, for every $a \in C^\infty(\mathbb{T}^{2n})$,

$$\langle \text{Op}_{N_p,0}(a)f_{N_p}, f_{N_p}\rangle_{\mathcal{H}} \to \int_{\mathbb{T}^{2n}} a \, d\mu.$$  \hfill (A.8)

We will show that $\mu$ is the delta measure at $(0, 0)$, which (by the diagonal argument again and since the limit of every convergent subsequence is the same) implies that the convergence statement (A.8) holds for the entire sequence $f_N$. Let us prove first that $\mu$ is supported in $\{x = 0\}$. Let $a(x) \in C^\infty(\mathbb{T}^n)$ be such that the ball centered at 0 of some small radius $\varepsilon > 0$ does not intersect $\text{supp} \, a$. By (2.42), we have

$$\langle \text{Op}_{N,0}(a)f_N, f_N\rangle_{\mathcal{H}} = \sum_{j \in \mathbb{Z}_N} a\left(\frac{j}{N}\right) |f_{N,j}|^2.$$  \hfill (A.9)

From (A.7) we get $|f_{N,j}|^2 \leq CN^{-n}e^{-2\pi \varepsilon^2 N}$ for all $j \in \mathbb{Z}_N$ such that $j/N \in \text{supp} \, a$. On the other hand $\|f_N\|_{\mathcal{H}} \geq |f_{N,0}| \geq N^{-n/2}$. Thus

$$\int_{\mathbb{T}^{2n}} a(x) \, d\mu = \lim_{N \to \infty} \frac{\langle \text{Op}_{N,0}(a)f_N, f_N\rangle_{\mathcal{H}}}{\|f_N\|_{\mathcal{H}}^2} = 0$$

for all $a \in C^\infty_c(\mathbb{T}^n \setminus \{0\})$, which gives that $\text{supp} \, \mu \subset \{x = 0\}$. Since $\mu$ is a semiclassical measure associated to $F$, it is invariant under $F$. Thus $\text{supp} \, \mu \subset F(\{x = 0\}) = \{\xi = 0\}$. It follows that $\text{supp} \, \mu = \{(0, 0)\}$. Since $\mu$ is a probability measure, it has to be the delta measure at $(0, 0)$. \hfill \qed
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