Increasing Resilience of Production Systems by Integrated Design
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Abstract: The paper presents a framework for considering resilience as an integrated aspect in the design of manufacturing systems. The framework comprises methods for the assessment of resilience, supply chain and production planning, flexible execution and control as well as modular and skill-based methods for automation systems. A basic classification of risk categories and their impacts on manufacturing environments is given so that a concept of reconfigurable and robust production systems can be derived. Based on this, main characteristics and concepts of resilience are applied to manufacturing systems. As a lever of increased resilience on business and supply chain level, options for synchronized production planning are presented in a discrete event simulation. Furthermore, a concept to increase resilience on the level of business process execution is investigated, allowing manufacturing tasks to be rescheduled during runtime using a declarative approach to amend conventional business process models.
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1. Introduction

1.1. Increasing Necessity of Production System Resilience

The anticipation, prevention, and mitigation of risks and their corresponding threats are an inherent part of decision making in economy and industry. It is not only the current pandemic situation that demonstrates how vulnerable supply chain networks are. International supply chain networks and customer markets require fast product transfer with minimized delays. The manifold system elements and aspects inside of manufacturing systems that are threatened by expected or unexpected events lead to chains of effects on factories and the incorporated manufacturing systems.

The following chapter provides an overview on the technological and IT-related counterparts for risk mitigation to increase resilience. Section 2 starts with the conceptual description of risk management as well as resilience evaluation with its specific application in the manufacturing environment. It also suggests the standardized automation pyramid and its corresponding reference architecture model 4.0 as a guideline that covers the relevant levels for production system description and the corresponding solutions that are presented afterwards. It is completed with specific sections of measures for resilience improvements, starting from the supply chain and enterprise down to field level.

Section 3 follows the same level-oriented structure and presents dedicated results that were generated by the methods and technologies described before. The paper closes with a discussion on the most critical aspects from the presented works, which are related to the
representation of complex and interrelated information as well as the derivation of matrix production as a future-oriented and resilient manufacturing system concept.

1.2. Technological Aspects and Requirements for Risk Mitigation

The established way of developing a production system was to design it according to a specified task and to increase productivity to a certain or required level. This led and still leads to static solutions in relevant domains such as process, structure, drive systems, and controller engineering [1]. Furthermore, data flows and energy supply were designed once and have remained more or less the same over the entire production system life cycle. A secondary interest lies in energy and resource efficiency, but this also leads to monolithic rather than modular solutions.

To effectively integrate resilience into the design of modern production systems, various changes must be considered, especially in the mentioned domains. As the most important aspect, the production system shall react to procurement, production, and personnel risks and therefore adapt to dynamic changes in order sequence and processing. Typical reasons are priority orders, changes in demands for products, shortages of raw materials, or shortages of personnel resources. Hence, the new generation of production systems must quickly adapt to changing processes and variations in throughput by using techniques for fast reconfiguration, commissioning, and fault tolerance. For example, [2] identified product and process modularity as key aspects to increase flexibility and hence improve the tolerance towards supply disruption. In order to realize such adaptivity for the whole production system, we propose leveraging modularity on all layers of hardware design, automation, and shop-floor software.

Furthermore, hardware and software design need to be intertwined by applying concepts such as decentralized controllers, self-description of modules, and the encapsulation of controller code into the modules [3].

Regarding connectivity and data exchange, standardized interfaces and data models should be established to support transparency and to complete traceability within a single production system as well as along the supply network. To accomplish this, the standard “Open Platform Communications Unified Architecture” (OPC UA) can be combined with linked data approaches [4] for modeling system structures, components, processes, and products as well as for linking them to related operating data.

Furthermore, manufacturing systems require a digital counterpart to enable fast commissioning, optimization, and controller code review in parallel to the production process. All of these aspects diffuse into a “framework for resilient manufacturing systems”, which will be explained in detail in the following sections.

2. Materials and Methods

2.1. Risk Management and Resilience Concepts Transferred to Manufacturing Systems

Risk management as a measure and business discipline is typically known as corporate risk management, which focuses on accounting and financial reporting (see, e.g., [5]) or as a relevant step in project management processes (see, e.g., [6]). In order to evaluate risk probabilities and their impacts, the identification and classification of risks are inevitable. In a survey by Fries et al. [7], ten major challenges on future production systems were identified that can be subsumed into complexity (of supply networks and products as well as processes), changing customer behavior and expectations, market changes (globalization, volatility and increased competition) as well as impacts caused by politics, natural disasters, and unstable economics.

With reference to the aforementioned risk management, a structuring of risk categories is required. Various descriptions of system structure and meta-level representations have been developed in the context of factories (see, e.g., [8,9]).

A possible corresponding classification of risks refers to the depicted internal and external flows of production systems. Thus, we propose the separation of risks into the categories described in Table 1.
Table 1. Risk categories and corresponding cause–effect relationships.

| Category                      | Cause                        | Effect                          | Expression |
|-------------------------------|------------------------------|---------------------------------|------------|
| Procurement risk              | Political regulation         | Raw material price increase     | discrete   |
|                               | Market shortage              | Raw material price increase     | continuous |
|                               | Complex supply networks      | Lack of transparency            | continuous |
| Production risk               | Machine failure              | Production stop                 | discrete   |
|                               | Complexity of material flow  | Increasing throughput times     | continuous |
| Personnel risk                | Increased competition        | Fluctuation                     | continuous |
|                               | Changing expectations        | Fluctuation                     | continuous |
| Sales risk                    | Increased competition        | Price reductions                | continuous |
|                               | Volatility of markets        | Reduced forecast precision      | continuous |
| Information (Technology)-related risk | Data inconsistency       | Reduced forecast capabilities    | discrete   |
|                               | IT-security hazards          | Data losses                     | discrete   |
| Ecological risk               | Climate Change               | Temperature increase in         | continuous |
|                               |                              | production facilities           | continuous |
|                               |                              | Increased probability of        | continuous |
|                               |                              | extreme weather events          | continuous |

In industrial practice, enterprises are possibly confronted with combined threats of several risk categories. In addition to that, it should be highlighted that each of these risk categories is translated into an economic evaluation, as corporate decision-making ultimately depends on monetary performance metrics. Thus, each risk category requires translation into specific cause–effect relationships in order to operationalize risk assessment and to elaborate measures. Moreover, the effect of one risk may even express itself in further categories. Conversely, causes may be relevant in several risk categories. Furthermore, the risk effects can be separated according to their time-related behavior. According to this, Table 1 illustrates a typical specification of risks.

With regard to production systems, these risks may cause external and internal turbulence, increasing the necessity of short adaption and transformation times. This leads to the necessity of flexibility and the quick configurability of elements and processes in manufacturing facilities. From a system-based point of view, an overall production system may be divided into several subsystems of interchangeable and reconfigurable components based on standardized interfaces and a modular structure. Figure 1 depicts this system concept as a framework to anticipate as well as to mitigate risk impacts and to generate a common understanding of subsequent sections.
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Figure 1. Concept of a situationally optimized production system for increased resilience.

Resilience as a feature of systems covers multiple aspects and dimensions related to the prevention and mitigation of risks. A conceptual distinction between “engineering resilience” (“efficiency of function”) and “ecosystem resilience” (“existence of function”) is traced back to Holling (1996) [10]. The first represents stability in the sense of efficiency, continuity, and predictability in order to generate fail-safe (technical) designs and to always remain close to a targeted state of equilibrium as a given measured variable. In contrast to this, the second form describes resilience as persistence, change, and unpredictability, in which a system can flexibly adapt to new conditions. In this case, resilience is measured by the amount/extent of disturbance that can be absorbed prior to system change. Hence, ecosystem resilience often refers to the assessment of complex social and ecologic systems.

Fischer et al. (2018) [11] mention that resilience as a term is used in many variations, depending on the scientific area. With a focus on urban environments and systems they developed a mathematical resilience framework for evaluating and comparing different prevention and reaction strategies for hazardous situations on a quantitative basis. The derived resilience cycle comprises the phases prepare, prevent, protect, respond, and recover and is based on a study published by the German Academy of Technological Sciences (acatech) [12]. Thus, this cycle expands the formerly established social resilience cycle, which comprised the four phases of preparedness, response, recovery, and mitigation, that was described by Edwards (2009) [13]. Figure 2 illustrates the described resilience types and cycle phases in a schematic manner, applied to the impact of hazards on production system performance.
The illustrated time series helps to allocate terms and methods that aim to reduce the effect of internal and external disturbances on manufacturing system performance. In an exemplary scenario, the initial performance reduction—caused, e.g., by supplier breakdown—may lead to the decision of preparation strategies such as (1) the improved synchronization among supply chain partners. In case of assumed bottlenecks, prevention methods such as (2) the increase of incoming stocks may be performed to reduce the impact of interruptions in material supply. Protection methods (3) may comprise strategies of supply chain management and production scheduling in order to mitigate performance losses due to supply failures. As a response (4), product components are substituted and lead to the necessity of system reconfiguration due to adapted production processes. The corresponding recovery phase (5) essentially affects profitability and competitiveness. However, market demand for the fictitious product may steadily decrease, caused by changing customer demands and may finally lead to the transformation of an overall production system, which is illustrated by shifting from dark to lighter green. Based on this classification, the actions and reactions during dangerous impacts can be sorted along their time-related occurrence. However, in order to develop a structured portfolio of measures, the appropriate model as a guideline is required.

The automation pyramid is a well-established model for factory automation [14]. In accordance with the recent trend of Industry 4.0, this model was extended to a three-dimensional expression, including more aspects than the level of automation. The resulting RAMI 4.0 (Figure 3) includes elements and IT components in a layer and life cycle model. It tries to decompose complex processes into modules and adds aspects of data privacy and IT security. RAMI 4.0 is intended to elaborate the understanding and discussions of all participants involved in Industry 4.0 [15]. Thus, it may also serve as a base model for the definition and systematization of resilience-increasing measures.
Related to the described resilience cycle phases, the subsequent section contains simulation-based options that mainly focus on phases 1 to 3 on an enterprise- and supply chain level. Afterwards, the necessary concepts in information modeling and control for fast reconfiguration are described.

2.2. Concurrent Supply Chain and Production Planning

In order to investigate disturbances on production systems and the accompanying supply chain networks, material flow simulation provides appropriate options to study system behavior. According to Guideline 3633, Sheet 1 of the Society of German Engineers (VDI) [16], simulation involves the recreation of a system with dynamic processes allowing the investigation with experiments to generate findings that can, in turn, be transferred to the real system. Thus, it becomes possible to investigate the temporal behavior of the respective modeled system and to derive corresponding statements. For the investigation of processes, discrete-event flow simulations are often used, in which the time-related behavior of the system is represented by successive events of a processing list and the associated state changes.

In an exemplary use case, a model was implemented in a Tecnomatix® Plant Simulation, which contains its own user interface to select production scenarios depending on the processing status of the implemented orders. A truck picks up the finished orders from the last day based on the first-in-first-out (FIFO) principle. Depending on the destination of the products, there is a separation between two different retrieval strategies. Inland locations allow partial deliveries, whereas abroad destinations require complete order fulfilment in one iteration. Disturbances can be turned on and off for the study of different scenarios with a simple button. This means that once the orders run through as planned (deterministically), there will be no delays in production. If the button is activated, disturbances with a defined mean time to repair (MTTR) are switched on, stochastic effects generate impacts on processes, and therefore, delays and unexpected events can occur.

In its standard version, the modelled factory works in a 2-shift system. A total of two hours before end of production, a message is sent to the user to make a decision on how to proceed with further production. The user can base this decision on the status of the planned orders and the orders being processed at that time.

In doing so, the user can select a scenario (e.g., start next shift) in the interface. This means that a third shift is run because the user assumes that the orders cannot be completely...
processed until the end of the second shift. In general, the user has three options as coping strategies for disturbance-related delays:

- **Option 1:** Start third shift (as described above);
- **Option 2:** Increase production speed by a certain percentage. The default value in this case is 15%. Hence, orders may be completed by 10pm after all or will continue to be processed the next day;
- **Option 3:** Continue as planned; in this case, it could be the case that the orders become behind schedule and have to be processed within the next day.

The implementation and operationalization of the described options in a short-cycled and complex production environment necessitates the sophisticated description and modeling of system elements and their corresponding production processes. Therefore, an appropriate modeling approach and the derived process generation functionalities are described in the subsequent section.

### 2.3. Modelling and Execution of Resilient Production Processes

Mitigating risks and increasing resilience on the level of workflow management and process execution requires that an erroneous process can be returned to a defined state and—if possible—the defined goal of the workflow can still be reached. For example, if a single machine fails within a production process, it is in the interest of the plant operator that the error is remedied as soon as possible, reducing the loss of production and therefore reducing costs. Additionally, it might be feasible to reschedule single tasks within the production process in order to reduce downtime further. With the example of a model machine that allows for rescheduling the tasks performed by its modules, we examine how resilience can be provided on the level of process execution. On the one hand, this approach requires an amendment to the models used to describe production processes, and on the other hand, the information flow between the involved components of the Manufacturing Execution System (MES) needs to be taken into consideration.

Classic business process modelling consists of a sequence of activity nodes, which are intertwined with decision nodes, allowing for as much as flexibility as possible to be considered at compile time. In case erroneous events take place during the process execution, those events must be an explicit part of the process model. Consequently, an equally explicit mitigation strategy is required to be modelled at compile time as well, meaning that even “the unforeseen” must be foreseen. However, several approaches have been explored to allow for more flexible process execution and to provide resilience on the level of process execution in the domains of software engineering [17], emergency management [18], logistics [19], and cyber-physical systems [20]. Notably, [18] advocate a declarative approach, annotating single activities with “preconditions and effects”, allowing for a dynamic workflow generation by utilizing these annotations as constraints between those activities.

However, the domain of cyber-physical production systems (CPPS) imposes further conditions since tasks executed by production machines or human operators usually affect artifacts existing in the real world—such as work pieces—and thus manipulate their state. Furthermore, these artifacts may be impacted by influences that are outside of the scope of the defined workflow, leading to cyber-physical deviations that need to be addressed during process execution [21]. Therefore, we propose the generalization of the declarative approach used in [18] by considering the condition of the artifacts and by utilizing their context for applying constraints on the tasks within the production workflow. For this matter, we use the definition of “context” provided by Dey and Abowd (2000), who define context as “any information that can be used to characterize the situation of an entity” [22]. They further define an entity as “a person, place, or object that is considered relevant to the interaction between a user and an application, including the user and applications themselves”, but given the nature of CPPS, interactions do not only take place between users and applications, but also in-between applications. For this reason, we suggest not limiting this definition to interactions in which a user participates.
Within the research project “RESPOND”, we evaluate the declarative approach outlined above with the aid of a model machine consisting of four modules. These modules are traversed by a work piece made of aluminum (approx. $65 \text{ mm} \times 20 \text{ mm} \times 3 \text{ mm}$) in a skid on a conveyor belt. The four modules and their respective tasks are as follows:

1. A drill that drills a hole into the work piece;
2. A milling machine that mills an engraving into the surface of the work piece;
3. A camera that measures the diameter of the drilling;
4. A knuckle joint press to manually press a steel ball into the drilling.

Furthermore, a human operator is responsible for loading and unloading the machine. In order to execute task 4, tasks 1 and 3 must have been executed successfully before. However, task 2 is independent of the other tasks and is only crucial for the success of the whole workflow. This means that if task 2 fails (e.g., due to a malfunction of the milling machine), the other tasks can still be executed and task 2 can be performed later, provided that the defect is remedied. Furthermore, executing the automated tasks (drilling, milling, measuring) requires that the work piece is in the skid of the conveyor belt, while the manual task requires that the work piece has been taken from the skid into the knuckle joint press.

By annotating the activities of the process with the required and returned context data, it is possible to verify whether the process is valid. For example, if an activity requires that the work piece be located inside the skid, a preceding activity must have returned “location = skid”. This standard process annotated with the required and returned context data is depicted in Figure 4.

Furthermore, these annotations can be utilized to dynamically provide resilience on the level of process execution in case one of the modules fails to perform its designated task. The use case that we want to examine represents a temporary defect of the milling machine, which is supposed to be remedied by a human operator. This resilience can be provided in the form of a modified workflow, which is generated ad hoc upon process errors. For this matter, we propose a Process-Planning Engine (PPE), which can be accessed by the Manufacturing Execution System (MES) and that is able to obtain information from the process itself as well as a context model of the plant.

The information flow outlined above requires a suitable architecture, in which contextual information is available in real-time to the PPE. This use case is explored in [21], where an architecture consisting of four layers allowing for real-time communication between the involved components is proposed. One of these layers (the so called “RESPOND infrastructure”) is responsible for communication via an event bus. Payloads delivered via this event bus include, e.g., sensor data, commands for actuators, or messages sent by components upon their registration. Besides the event bus, components communicate via a peer-to-peer connection. Within this architecture, the proposed PPE can be represented by the “Process Healing” node.
Figure 4. Default process of the model machine described in Section 2.4. The activities are annotated with the requirements that the work piece must meet in order to allow for an execution of the activity (“requires”) as well as with the context changes that are applied to the work piece after the execution of the activity (“returns”).

Based on this architecture, a sequence diagram displaying the information exchange relevant for resilient process planning is shown in Figure 5. As soon as a fault in the current process is detected, a message containing the IDs of the faulty process, the blamable activity, and the involved agents is sent to the PPE. For this matter, the origin of this error message is considered a black box; however, it is conceivable to provide these error messages by means of a Complex Event Processing (CEP) engine. In the architecture proposed by [21], the CEP engine is represented by the “Process Analysis” node.
Figure 5. Sequence diagram showing the information flow in order to generate a so-called “healing process” after an error has been detected.

Based on these IDs (process, activity, agents, artifacts), the PPE requests the process repository for the process model and the context engine for context information about the involved agents and artifacts. Assuming that the process model is amended by semantic information about the artifact states as shown in Figure 4, the “required” and “returned” states can be summarized as “modifications” and can be mapped to the necessary skill profile of the involved agents. Based on these modifications and skill profiles, two general approaches can be conducted (Figure 6):

1. Adjust the faulty process by replacing the faulty activity with another activity (or sub-process) that yields the same outcome;
2. Transfer the faulty activity to another agent that corresponds to the required skill profile.

As soon as the PPE finds a solution for the faulty process, the newly generated process is pushed to the process repository and its ID is published via the event bus to be read by the workflow management system (WfMS), which, in turn, retrieves this process from the repository and then starts it.

In the example of the workflow depicted in Figure 4, the task that should be performed by the milling machine would be rescheduled to the end of the workflow, and a human operator would be instructed to repair the machine. However, the milling machine requires the work piece to be in the skid on the conveyor belt, and at the end of the default workflow, the work piece is unloaded from the machine and put into the tray. Therefore, it is necessary that the rescheduled milling process is padded with further activities that guarantee the required artifact location, i.e., putting it into the skid before the milling and taking it from the skid to the tray afterwards. The final activity was not part of the original process model, so in order to add this activity to the rescheduled workflow, the PPE needs to query the process repository for suitable activities or sub-processes based on the required context modification. This modified workflow is depicted in Figure 7.
Figure 6. Basic workflow inside the Process-Planning Engine to generate a new process upon an error due to a defective machine. A set of “required” and “returned” conditions is summarized as a “modification”.
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2.4. Rapid Response to Changing Requirements Using Skill-Based Control Systems and Virtual Commissioning

To implement the methods of workflow management and process execution to increase the resilience of production systems, it is necessary to increase flexibility and modularity on the station level and below. This can be achieved by designing the control device, field device, and product accordingly. The modular design of the control device reduces the development time and expenses even for smaller batch sizes. In addition, this modularity enables flexible and individual adaptation of the control device to the application. The focus of this section lies on the control device and its interaction with a digital representation of the production station, represented as digital twin. This combination is a key enabler in bringing production systems towards more resilience in production and is also beneficial in the development phase. Details will be given in two subsections for the controller and digital twin.

Modular and flexible production stations require new design [23] and new ideas of power and information supply [24] as well as a new paradigm of PLC programming. Only if the flexibility and adaptability in hardware is transferred into flexibility in the design of automation solutions can a true and holistic flexibility in manufacturing be reached. However, state-of-the-art programmable logic controllers (PLC), which are the common solution, e.g., for robot cells, are a cyclic processing comprising the steps:

- Input scan (reading all inputs and memory states);
- Execution of a problem-oriented automation program (PLC-program) to generate output and memory values;
- Output update (writing values to outputs and memory).

Up until today, the core of the PLC program has been defined by the automation task. Until now, this has usually been developed, implemented, tested, and maintained on a task-specific basis by an automation technician of the machine/unit manufacturer [25]. Due to the fact that the task defines the code, necessary modification, adaptation or addition of command sequences, and positions, process sequences are usually not easily possible, even for minimal changes to the automation task. The effort required for programming, testing, and commissioning control software is growing disproportionately with the increase in the scope and complexity of control functionality [26]. In addition, monolithic, task driven programs are mostly only changeable by specifically educated PLC programmers, which often result in long maintenance breaks. Hence, this paradigm must be changed due to the stated request for increased flexibility and modularity of production to realize an extended resilience.

An alternative is the plug-and-produce concept. Although this was originally developed for hardware and connectivity in automation systems, it enables the flexible configuration and partial self-organization of production processes at the runtime of the system. Individual functional components can be combined and/or exchanged in a flexible manner in order to adapt the production system to changing products or boundary conditions. The basic idea of plug-and-produce is that hardware components make their functions available based on a self-description, including all of the necessary information for the higher-level automation system. Thanks to a uniform interface, new components can be easily connected and used by the control device [14]. Several solutions are already available, mainly using the OPC Unified Architecture (OPC UA) standard for data exchange [27]. This was developed as a platform-independent, service-oriented architecture. However, most of the existing solutions are still manufacturer dependent or limited to several, specified use cases [28].
Figure 7. The original workflow has been rescheduled to account for a defect of the milling machine. The task “Mill engraving” has been relocated to the end of the workflow and has been padded with “Repair milling machine”, “Insert work piece”, and “Take work piece from skid”, so the constraints imposed by the required and returned context data are still valid.

One basis for implementing the plug-and-produce concept at the level of control devices is to structure the functional components of an automation solution into modules. This ensures that modules can be easily exchanged and arranged according to the automation task as well as to the hardware representation.
This also triggers the main disruption in the programming of control devices: the developed code is no longer task-driven, but skill-driven and modular.

The most important features of this controller programming approach are uniform interfaces and the provision of parameterizable module functions in specific skills. Afterwards, the functions can be orchestrated freely for the automation task by a higher-level system, whereby each module provides the necessary function descriptions, requirements, and boundary conditions [13].

The strengths compared to the established architectures lie in the free reconfigurability, interchangeability, and reusability of functional components at the control level. The concept of skill-based control can be derived from a product-process-resource model (see Figure 8).

![Figure 8. Capability concept based on product, process and resource inspired by [29].](image)

The benefit to the user is that the PLC programming is transformed from a programming effort to a combination of predefined skills and their parametrization. Hence, the controller is not only equipped with a specific program to solve one specific complex automation task (Figure 9, left), but bases it on a large set of modular basic skills, covering all of the possible or sensual abilities of the manufacturing unit. Here, skills can be parametrized and combined to jobs, leading to the complete automation task (Figure 9, right).

![Figure 9. Transformation of problem-based to skill-based automation.](image)

To give an example, handling, measuring, orienting, and loading/unloading are regarded as jobs. All of the jobs consist of a sequence of skills, such as movement, opening/closing a gripper, call to a camera. The skill “movement” is furthermore a combination of basic skills such a move linear or move circular (Figure 9, right). The manufacturing cell is equipped with all hardware modules and a complete skillset. This skillset is taught and programmed by the automation technician but remains open for a variety of applications. The solution is extremely flexible in further applications and in individual utilizations. Further steps such as combining skills to jobs and programs can be conducted by skilled workers and do not require automation technicians.
After a basic commissioning and software test, the machine operator can combine the skills and jobs to an automated process sequence or adapt the given sequence to a new setting with support of a graphical user interface (GUI).

The fast commissioning as well as the software tests for the skill-based functions can be realized by virtual commissioning using a digital twin of the production system. Digital twins are already widely used by machine and plant manufacturers to virtually plan and optimize the most complex production machines and plants during their development [30]. Along the development process, the digital twin can be used for the design of the different domain-specific subsystems and to evaluate the dependencies between them. As such, at the end of the construction phase, there is a nearly exact digital twin of the machine that can be used for the development of the control functions while the hardware is in realization [31]. The virtual commissioning of control systems allows for a reduction of the commissioning time of the whole machine and results in a faster production start as well as reduced costs for the engineering process [32]. Figure 10 shows the timeline for the conventional procedure for the development of a system and in comparison, the timeline for the same procedures with virtual commissioning.

![Figure 10. Reduction of commissioning time by virtual commissioning.](image)

For virtual commissioning, machine and plant models are developed that correspond to their real counterparts in terms of their interfaces, parameters, and operating modes. With the help of these virtual systems, realistic test and commissioning situations can be simulated, including all control functions, whereby the control system can be operated and examined on the digital twin in the same way as on the real machine. Although domain-specific behavioral models are occasionally used today in the production phase for control and regulation functions, the comprehensive system simulation models from engineering are usually not adopted in the real operating phase. In the context of the resilience of production systems, these models in combination with the possibilities of the virtual commissioning contributes to various aspects of resilience enhancement.

Increasing the resilience of production systems not only requires the early recognition of the internal and external events that lead to disruptions in production processes, but also strategies to respond to them flexibly. For example, it is necessary to evaluate a suitable alternative in the event of a production equipment failure. In addition to manufacturing products of the same quality, the objective may also involve meeting deadlines or changing input materials, which can lead to necessary changes in the production processes. The adaptation of the production system must be planned and examined for its feasibility. If the machinery of a component manufacturer, for example, is virtualized, a virtual commissioning system can be used to assemble machines and systems from a library [33]. With this modular system, it is possible to quickly assemble new configurations for manufacturing systems, plants, or even entire factory halls in the event of changing boundary conditions and to examine them regarding defined optimization criteria. In terms of anticipation, such a configurator can be used to simulate events such as the failure of production equipment and to plan the corresponding reactions and validate them on the virtual representation.
This way, it is possible to react much more quickly in the event of an occurrence and thus shorten the downtimes of production systems.

Today, up to two thirds of the control software for manufacturing systems is used for error detection and handling [34]. The testing of the methods used for this can only take place after the hardware has been realized. Only then can the corresponding errors be provoked, and the reaction of the control system can be validated. In addition, errors that lead to the destruction of the system, impairment of the machine environment, or even injury to the machine operator cannot be checked on the real system. With the digital twin, on the other hand, it is possible to examine these error patterns in an early phase of the system development, even before its realization, and to incorporate the gained knowledge into the development of the system components and control system. In this way, the robustness of systems in the face of faults can already be increased during their development.

3. Results
3.1. Increased Business Resilience by Means of Concurrent Supply Chain and Production Planning

The planning strategies, which were already indicated in Section 2.3, provide exemplary levers for increased predictability among connected supply chain partners and on the business level that are specifically implemented and investigated with discrete event simulation tools. Therefore, a scenario-based analysis of production order fulfilment is possible in a quantitative manner. The exemplary production plan comprises the following orders:

- 10 orders on day 1;
- 7 orders on day 2;
- 8 orders on day 3;
- 9 orders on day 4;
- 5 orders on day 5.

Filling additional outgoing stock is not taken into account in the scenario. The differences between the deterministic and stochastic forecast of the production process can be determined, as depicted in Figure 11.

![Figure 11. Comparison of influence stochasticity on order fulfilment.](image-url)

In this case, the stochasticity refers to an additional consideration of MTTR, i.e., downtimes can occur unexpectedly, based on a predefined probability distribution. It becomes clearly visible that a reduction in processing performance at a distinct point in time can only be mitigated by increasing the production rate on a following day; otherwise, order delays are dragged along succeeding days. With the aim of synchronizing supply chain
control and internal production management, further scenarios (based on the stochastic start solution) are investigated. Hence, Figure 12 shows comparative results if production speed is increased or an additional shift is started.

Figure 12. Comparison of derived coping strategies on order fulfilment.

It becomes visible that the increased production speed on the left-hand side helps to reduce delays during the planning cycle. However, order delays may still occur between single working days but can be recovered shortly afterwards. A further shift leads to an enormous increase of production capacity, and therefore, delays do not occur in the described scenario. The additional times on the right-hand side indicate how long it takes to fulfill the order during the third shift. It should be highlighted that the outcome in this case may not be universally transferred to every use case since the profitability and efficiency of each scenario heavily depends on the underlying parameters (e.g., production rate increase, personnel costs during night shifts).

However, the applied discrete-event simulation provides the base for improved synchronization between supply chain demand and internal operations. With reference to this, the corresponding implications on information architecture and manufacturing cell design are subsequently presented.

3.2. Architectural Implications Due to Process Resilience

With the declarative approach explained in Section 2.3, we examined how resilience can be provided on the level of process modelling as well as execution and explained how this approach fits into the architecture provided in [21]. However, adapting and generating processes at run-time does not only require the WfMS to be capable of reacting to these dynamic changes (i.e., terminating the current process and launching the “healing process”), but also includes assigning activities to specific agents in a flexible way. Therefore, these premises impose requirements on both the station level and the system architecture, i.e., the PLCs used to control machines, robot cells, etc., need to be addressable in a flexible way without causing an overhead in reconfiguration. A possible solution to this problem is explained in Section 2.4, with the approach of PLCs organized by skill profiles. On the one hand, this allows for a H data source that can be utilized during the process generation in order to find possible solutions to erroneous workflows, and on the other hand, once a possible solution is found, modular PLCs allow for a rapid reconfiguration on the station level.

Furthermore, some risk mitigation strategies involve human intervention: a defective machine or module might need to be repaired by a technician, a work piece needs to be loaded manually into the machine, or an error report needs to be acknowledged. Consequently, the system’s architecture must support integrating humans into these processes as well, e.g., in terms of a role-based user management. When a human agent is notified
about a possible task ad hoc, further consideration is required regarding the presentation of this information. Besides the technical details of the implementation of such notifications, the necessary information to be presented to the human that is required to execute the assigned task needs to be determined. Furthermore, resilient processes that are (partially) executed by humans also raise issues in terms of cognitive ergonomics and human factors, especially if the skill-based approach used to manage production machines, robots, etc., will be extended to human operators.

To sum up, we highlight the following implications to be considered when integrating resilient production processes:

1. Modular management of workflow agents;
2. Adaptive and flexible workflow management;
3. Human-centric presentation of information.

### 3.3. Modular Manufacturing Cells for Problem-Independent Production

Figure 13 shows a GUI for a robot cell to manipulate, measure, and stack up automotive parts. The cell consists of a KUKA robot and four stations, each realizing different process steps. The left part shows the parametrized job list followed by a specification for each job. A visualization in the right part provides an interaction with the operator and visualizes the abstract robot actions associated with the manufacturing layout and task. Here, the programming paradigm interacts with factory facility planning when the state-actual model is incorporated in the GUI. In the middle part, control buttons allow for the PLC to be connected to, the download of the program to the PLC, and the running of specific jobs.

Figure 13. GUI of the skill-based automation for a flexible robot cell.

The new parametrization paradigm uses flexible robot jobs, parametrized by a GUI and subsequently downloaded into the PLC. The program, job/skill parameters, and the
The new parametrization paradigm uses flexible robot jobs, parametrized by a GUI and subsequently downloaded into the PLC. The program, job/skill parameters, and the chronology of skills can be controlled, adapted, and reorganized through a GUI. After basic commissioning of the complete skillset, no automation specialist is needed anymore. Job and process flow adaption and testing can be realized within a few minutes. Users without PLC or robot programming knowledge can implement changes, and the risk of errors in programming is reduced.

Besides the aforementioned robot cell for manipulating automotive parts, another robot cell for the highly flexible loading and unloading of machine tools was automated based on the new parametrization paradigm.

For the test of control functions and the evaluation of methods to increase the resilience of production systems, a model, shown in Figure 14, of a small production cell for additive manufacturing with machining finishing was created. The material flow within the cell is realized by different handling robots and a conveyor belt that transports the produced semi-finished products between the processing stations. For the finishing of the products, two machines for milling are modeled. One is a conventional cutting machine tool, and the other one is a robot with a milling spindle as tool. The coordinate transformation of the robot enables cartesian machining in three axes. Both machines are controlled by a NC controller so that the same NC code can be executed.

Figure 14. Production cell for additive manufacturing with redundant machines for machining finishing.

While the machines perform the same machining task, they have different characteristics, e.g., movement accuracy, stiffness, damping or inertia, which lead to different machining results, as shown in Figure 15. The conventional milling machine has a higher stiffness so that the milling results on the part surface are of higher quality than the results reached with the robot. In the example shown, only the pure vibration behavior of the machines is depicted on the surface of the components. So far, no interactions between the material and the machining tool have been implemented in the model. Thus, the differences could only be evaluated qualitatively until now. Modelling the interactions between process and machine will be part of future work to increase the mapping accuracy in virtual commissioning.
The virtual commissioning in combination with physically based models of machines and components allows for the virtual evaluation of reconfiguration strategies before the real production system is redesigned. The individual components of the production system are stored in a library so that a completely free composition of production cells is possible. An example for a matrix production cell is shown in Figure 16. For this model, components from the model depicted in Figure 14 are reused, and a new cell structure is built. In combination with the capability-based system control methods, a fast restructuring of a production system is possible, including its evaluation by use of the digital twin. Depending on the aim of reconfiguration, a variant analysis can be done to evaluate the reachable accuracy of machining or to analyze the system with regard to the production time, the energy consumption or other thinkable optimization criteria. Finally, given the appropriate methods, it can be used to assess the resilience of a production system in the event of unexpected disruptions.

Figure 16. Restructured production cell for use in a matrix production system.

4. Discussion

4.1. Applying Resilient Processes to Production Systems

By amending business process models with contextual information about the involved artifacts, we proposed a solution that allows to the generation and validation of production processes by analyzing the constraints that are imposed by this contextual information. Integrated in an architecture that aims for real-time communication between modular services—including process analysis and process healing—the proposed Process-Planning Engine can be utilized to mitigate risks and to provide resilience to erroneous processes during the execution of the process, which means that error handling strategies do not need to be modelled explicitly beforehand. Instead, “required” and “returned” artifact states can be used to find alternative solutions in case an activity within a process cannot be performed. However, this approach has yet to be verified as part of a real production process since, e.g., the performance of the proposed algorithm or its reliability in generating a suitable “healing process” are crucial factors for the application in a CPPS. Furthermore,
only linear processes are considered at this moment, but production processes often involve parallel processes.

The constraints between the process activities are currently provided by text annotations in a proprietary format, so it is desirable to use an ontology that defines the structure of these annotations, the artifact conditions, and the required agent and builds upon existing ontologies such as the Common Core Ontologies [35] in order to ease the integration of our approach into other systems. Further aspects that need consideration are production equipment and consumables that are required within a production process and therefore may impose further constraints on resilient process planning. Another important aspect is the integration of human agents into these processes. This requires not only addressing how to present information in a user-friendly way, but also how to extend the skill-based approach used to manage non-human agents to “human skills”.

4.2. Matrix Production as Alternative Manufacturing Concept of the Future

The growing diversity of product variants and the resulting decrease in batch sizes require the flexibility of production. Both internal and external events can lead to changed requirements or to disruptions in the production process that require an adjustment of production sequences and process chains.

Modular production cells combine technologies with the necessary automation for their implementation to realize a defined process step. The matrix production concept allows for the free interlinking of such production cells and thus dissolves the limitations of today’s established line production. A wide variety of product variants can be manufactured on one production structure. The sequence of the process steps to be performed is not predetermined by the structure of the manufacturing system. Each product follows its own path through the needed production cells and defines its own production structure. The duration of a single process step no longer determines the cycle of the entire production. Rather, the process steps are conducted independently of each other so that an infrastructure can be created that is oriented to processes and capacity requirements. However, the implementation of manufacturing cells requires control methods that enable a capability-based description of the machining processes. This is the basis for the rapid reconfiguration of the cell and the efficient adaptation to a new manufacturing task.

The matrix production concept enables production to be quickly adjusted to changing requirements. Flexible reactions to customer demands, prioritization of rush orders, or parallel processing of different orders are possible with the same production technology. The robustness of the system increases when central process steps are available in multiple units. This makes production less susceptible to disruptions, as it is possible to switch to another cell if one fails. For this purpose, it is necessary to develop planning methods which, on the one hand, allow a statement about the most efficient processing of the current task, but also allow an evaluation of the planned process sequences with regard to other criteria such as the achievable accuracy during production or also the energy requirement of the production equipment. The methods of virtual commissioning provide the basic functions for the virtual analysis of the production process, considering the real control technology. In the future, it will be necessary to make the required extensions in order to be able to include the dynamic and energetic properties of the manufacturing systems as well as the interactions of machines and processes.

With the methods presented, it is possible to achieve the necessary mutability of production systems, provide the corresponding planning methods, and thus increase the resilience of these systems.

**Author Contributions:** Conceptualization, M.S., A.H. and K.W.; methodology, M.S. and T.W.; formal analysis, M.S.; investigation, M.S. and T.W.; writing—original draft preparation, T.W., M.S., A.H., C.-C.S., K.W. and S.M.; writing—review and editing, S.I., T.W., M.S., A.H., C.-C.S., K.W. and S.M.; visualization, M.S., T.W. and C.-C.S.; funding acquisition, K.W.; supervision, S.I. All authors have read and agreed to the published version of the manuscript.
References

1. Ihlenfeldt, S.; Hellmich, A. Optimal tempering of machine tools by interconnected components and processes. In *Efficiency, Flexibility, Integration: Wiener Produktionskonterg Kongress*; Bleicher, F., Ed.; New Academic Press: Wien, Austria, 2018; pp. 85–89.

2. Gualandris, J.; Kalchschmidt, M. Product and process modularity: Improving flexibility and reducing supplier failure risk. *Int. J. Prod. Res.* 2013, 51, 5757–5770. [CrossRef]

3. Brecher, C. *Advances in Production Technology*; Springer International Publishing: Cham, Switzerland, 2015; ISBN 978-3-319-12303-5.

4. Friedemann, M.; Wenzel, K.; Singer, A. Linked data architecture for assistance and traceability in smart manufacturing. *MATEC Web Conf.* 2019, 304, 4006. [CrossRef]

5. Power, M. The risk management of everything. *J. Risk Financ.* 2004, 5, 58–65. [CrossRef]

6. Raz, T.; Michael, E. Use and benefits of tools for project risk management. *Int. J. Proj. Manag.* 2001, 19, 9–17. [CrossRef]

7. Fries, C.; Fechter, M.; Nick, G.; Szaller, Á.; Bauernhansl, T. First results of a survey on manufacturing of the future. *Procedia Comput. Sci.* 2021, 180, 142–149. [CrossRef]

8. Herrmann, C.; Bergmann, L.; Thiede, S.; Zein, A. Framework for integrated analysis of production systems. In *Advances in Life Cycle Engineering for Sustainable Manufacturing Businesses: Proceedings of the 14th CIRP Conference on Life Cycle Engineering*, Waseda University, Tokyo, Japan, 11–13 June 2007; Takata, S., Umeda, Y., Eds.; Springer: London, UK, 2007; pp. 195–200, ISBN 978-1-84628-934-7.

9. Schenk, M.; Müller, E.; Wirth, S. Factory Planning Manual: Situation-Driven Production Facility Planning; Springer: Berlin/Heidelberg, Germany, 2010; ISBN 9783642036347.

10. Holling, C.S. Engineering resilience versus ecological resilience. In *Engineering within Ecological Constraints*; Schulze, P.E., Ed.; National Academy of Engineering: Washington, DC, USA, 1996; pp. 31–43.

11. Fischer, K.; Hiermaier, S.; Riedel, W.; Häring, I. Morphology dependent assessment of resilience for urban areas. *Sustainability 2018*, 10, 1800. [CrossRef]

12. Acatech (Ed.) *Resilien-Tech. “Resilience-by-Design”: Strategie für die Technologischen Zukunftsthemen (acatech POSITION)*; Projektleitung: Prof. Dr. Klaus Thoma, Fraunhofer-Institut für Kurzzeitdynamik—Ernst-Mach-Institut EMI/acatech; Herbert Utz Verlag: München, Germany, 2014.

13. Edwards, C. *Resilient Nation*; Demos: London, UK, 2009.

14. Faller, C.; Höftmann, M. Service-oriented communication model for cyber-physical-production-systems. *Procedia CIRP* 2018, 67, 156–161. [CrossRef]

15. Hankel, M. Industrie 4.0: Das Referenzarchitekturmodell Industrie 4.0 (RAMI 4.0). Available online: [https://www.plattform-i40.de/Pl40/Redaktion/DE/Downloads/Publikation/zwei-faktenblatt-rami.pdf?__blob=publicationFile&v=4 (accessed on 17 June 2021)]

16. VDI-Gesellschaft Produktion und Logistik. VDI 3633, Part 1: *Simulation of Systems in Materials Handling, Logistics and Production—Fundamentals*; Beuth Verlag: Berlin, Germany, 2014.

17. Grambow, G.; Oberhauser, R.; Reichert, M. Semantically-Driven Workflow Generation Using Declarative Modeling for Processes in Software Engineering. In Proceedings of the 2011 IEEE 15th International Enterprise Distributed Object Computing Conference Workshops, Helsinki, Finland, 29 August–2 September 2011; IEEE: Piscataway, NJ, USA, 2011; pp. 164–173, ISBN 978-1-4577-0869-5.

18. Marrella, A.; Lespérance, Y. A planning approach to the automated synthesis of template-based process models. *Softw. Syst. Modelling* 2019, 18, 1117–1134. [CrossRef]

19. Baumgräß, A.; Botezatu, M.; Di Ciccio, C.; Dijkman, R.; Grefen, P.; Hewelt, M.; Mending, J.; Meyer, A.; Pourmirza, S.; Völzer, H. Towards a methodology for the engineering of event-driven process applications. In *Business Process Management Workshops*; Reichert, M., Reijers, H.A., Eds.; Springer International Publishing: Cham, Switzerland, 2016; pp. 501–514, ISBN 978-3-319-42886-4.

20. Seiger, R.; Huber, S.; Heisig, P.; Aßmann, U. Toward a framework for self-adaptive workflows in cyber-physical systems. *Softw. Syst. Modelling* 2019, 18, 1117–1134. [CrossRef]

21. Koch, S.; Wunderlich, T.; Hansert, J.; Heinrich, R.; Schlegel, T. Tackling problems on maintenance and evolution in industry 4.0 scenarios using a distributed architecture. *Softw. Eng. Satell. Events* Vol. 1 2021.

22. Dey, A.; Abowd, G. *Towards a Better Understanding of Context and Context-Awareness*; Technical Report git-gvu-99-22; Springer: Berlin/Heidelberg, Germany, 2000; pp. 304–307.
23. KUKA Systems. Industrie 4.0: Matrix-Produktion-KUKA AG. Available online: https://www.kuka.com/de-de/branchen/loesungsdatenbank/2016/10/solution-systems-matrix-produktion (accessed on 8 June 2021).

24. Lang, H. Die Fabrik der Zukunft: Was Heute Schon Möglich Ist und Wo Die Reise Hingeht-Zukunftsmonitor. Available online: https://zukunftsmonitor.de/2018/10/07/die-fabrik-der-zukunft-was-heute-schon-moeglich-ist-und-wo-die-reise-hingeht/ (accessed on 8 June 2021).

25. John, K.-H.; Tiegelkamp, M. SPS-Programmierung mit IEC 61131-3: Konzepte und Programmiersprachen, Anforderungen an Programmiersysteme, Entscheidungshilfen; Springer: Berlin, Germany, 2009; ISBN 978-3-642-00268-7.

26. Möbius, V. Produktprozess im Computerzeitalter: Methodische Grundsätze zur Informationsbehandlung im Produktprozess und deren Anwendung auf die Entwicklung eines Steuerungskonzepts; Zugl.: Dresden, Technische Universität, Fak. Maschinenwesen, Dissertation, 2009; Techn. Univ. Inst. für Werkzeugmaschinen: Dresden, Germany, 2009; ISBN 9783867801270.

27. Duerkop, L.; Trsek, H.; Jasperneite, J.; Wisniewski, L. Towards autoconfiguration of industrial automation systems: A case study using Profinet IO. Proceedings of 2012 IEEE 17th International Conference on Emerging Technologies & Factory Automation (ETFA 2012); IEEE: Piscataway, NJ, USA, 2012; pp. 1–8, ISBN 978-1-4673-4737-2.

28. Profanter, S.; Breitkreuz, A.; Rickert, M.; Knoll, A. A Hardware-Agnostic OPC UA Skill Model for Robot Manipulators and Tools. In Proceedings of the 2019 24th IEEE International Conference on Emerging Technologies and Factory Automation (ETFA); IEEE: Piscataway, NJ, USA, 2019; pp. 1061–1068, ISBN 978-1-7281-0303-7.

29. Pfrommer, J.; Stogl, D.; Aleksandrov, K.; Escaida Navarro, S.; Hein, B.; Beyerer, J. Plug & produce by modelling skills and service-oriented orchestration of reconfigurable manufacturing systems. At-Autom. 2015, 63. [CrossRef]

30. Wege zum Digitalen Zwilling: Simulation und Visualisierung im Produktlebenszyklus: Anwendungs- und Nutzenbeispiele aus dem Maschinen- und Anlagenbau; VDMA Verlag: Frankfurt, Germany, 2018.

31. Rosen, R.; Jakel, J.; Barth, M.; Stern, O.; Schmidt-Vollus, R.; Heinzelerling, T.; Hoffmann, P.; Richter, C.; Schmidt, P.P.; Scheifele, C.; et al. Simulation und digitaler Zwilling im Anlagenlebenszyklus; VDI Statusreport Vol. 1; VDI: Düsseldorf, Germany, 2020.

32. Wünsch, G. Methoden für die virtuelle Inbetriebnahme automatisierter Produktionsysteme; Zugl.: München, Technische Universität, Dissertation, 2007; Utz: München, Germany, 2008; ISBN 978-3-8316-0795-2.

33. Scheifele, C.; Verl, A.; Tekouo, W.; Belgharda, S.; Mauderer, T. Eine online-plattform für digitale zwillinge: Austausch, pflege und bereitstellung von simulationsmodellen zur virtuellen inbetriebnahme. ATP Mag. 2020, 62, 11–12. [CrossRef]

34. Weber, K.H. Inbetriebnahme Verfahrenstechnischer Anlagen: Praxishandbuch mit Checklisten und Beispielen; Springer: Berlin, Germany, 2015; ISBN 978-3-662-48161-5.

35. CUBRC. Common Core Ontologies for Data Integration. Available online: https://www.cubrc.org/index.php/data-science-and-information-fusion/ontology (accessed on 9 June 2021).