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Abstract. We study a generalisation of the random recursive tree (RRT) model and its multi-
graph counterpart, the uniform directed acyclic graph (DAG). Here, vertices are equipped with
a random vertex-weight representing initial inhomogeneities in the network, so that a new vertex
connects to one of the old vertices with a probability that is proportional to their vertex-weight.
We first identify the asymptotic degree distribution of a uniformly chosen vertex for a general
vertex-weight distribution. For the maximal degree, we distinguish several classes that lead
to different behaviour: For bounded vertex-weights we obtain results for the maximal degree
that are similar to those observed for RRTs and DAGs. If the vertex-weights have unbounded
support, then the maximal degree has to satisfy the right balance between having a high vertex-
weight and being born early.

For vertex-weights in the Fréchet maximum domain of attraction the first order behaviour of
the maximal degree is random, while for those in the Gumbel maximum domain of attraction the
leading order is deterministic. Surprisingly, in the latter case, the second order is random when
considering vertices in a compact window in the optimal region, while it becomes deterministic
when considering all vertices.

1. Introduction

A random recursive graph with random weights (WRG) is a family of growing random graphs
that combine features of an inhomogeneous random graph, such as e.g. the Chung-Lu model, with
random weights with those of a dynamical model that generalizes the classical model of random
recursive trees. In the WRG model, we assign to every vertex a random, independent, non-
negative vertex-weight and at each step of the evolution a new vertex is introduced to the graph
and connected to a predecessor with probability proportional to the predecessor’s vertex-weight.

Similar to an inhomogeneous random graph, the random vertex-weight can be thought of as
modelling the naturally inhomogeneous attractiveness of each vertex in the network. Unlike for
the inhomogeneous random graph, which is a static model, we are also interested in describing
the growth of the network.

If the weights are taken to be deterministic and the same for every vertex, then the model reduces
to the classical random recursive tree (RTT) or its multigraph counterpart known as the uniform
directed acyclic graph (DAG or uniform DAG). The latter was introduced by Devroye and Lu
in [9] and allows for an incoming vertex to connect to \( k \) predecessors. The original RRT was first
introduced by Na and Rapoport in 1970 [25] and has since attracted a wealth of interest, uncovering
the behaviour of many of its properties, including, among others: the number of leaves, profile of
the tree, height of the tree, vertex degrees and the size of sub-trees. [29] and the more recent [10]
provide good surveys on the topic.

Another important reference point for us are preferential attachment models, which are dynamic
models where vertices are also not chosen uniformly, but instead are chosen with probability
proportional to their degree. For a review of the recent literature, see [16].

In this paper, the main question is to understand the influence of the random weights, which
can be thought of as a random environment, on the well-known dynamics of the RRT. As a first
step, we analyse the asymptotic degree distribution which we obtain as the limit distribution of a uniformly chosen vertex. In the random graph literature it is folklore that the tail behaviour of the degree distribution determines many of the features of the model, such as the asymptotics of the largest degree or typical distances.

For the RRT it is known, see e.g. the recent work of Addario-Berry and Eslava [1], that the degree distribution decays like $2^{-\lambda}$, where $\lambda = k+1$. In contrast, preferential attachment models are famous for producing power law tails. In our case, the random weights produce a variety of tail behaviour that interpolates between these extremes. In the case of bounded weights, the tails correspond up to first order to the RRT. However, in the unbounded case when the weights have stretched exponential tails, which we call the Gumbel case, the degree distribution also has stretched exponential tails (although with a different exponent as the vertex-weight distribution). If the weights have power law tails, which we call the Fréchet case, then the degree distribution has the same tails as the weights.

The second statistics we consider is the asymptotic behaviour of the largest degree. Understanding the largest degree can tell us, for example, about the existence of hubs, i.e. vertices of very large degree that are known to play an important role in the connectivity structure of random graphs, see e.g. the book of Van der Hofstad for a great overview on random graphs and their connections to real-world networks [16]. By comparing to the i.i.d. case, we could expect that the tail of the degree distribution predicts the asymptotic behaviour of the largest degree. We confirm this conjecture on the level of the first order growth and show the following results for the three regimes discussed above: for bounded weights the system behaves similarly to a RRT and grows logarithmically, whereas for unbounded weights that are in the domain of attraction of a Gumbel distribution the maximal degree grows faster. Finally, in the case when the weights are in the domain of attraction of a Fréchet distribution, the leading asymptotics of the maximal degree is random and we identify the limit as a functional of a Poisson point process.

For Gumbel weights, in contrast to the Fréchet case, the first-order growth of the degrees is deterministic and by comparison to the case of the maximum of i.i.d. weights, it would be natural to conjecture that the second order is random. We confirm this observation for two special subcases of Gumbel weights. However, this result is only true when we consider a compact window in the region of indices that should correspond to the index that realises the maximum degree. Finally, we identify the true second order and, somewhat surprisingly, it is also deterministic. This behaviour comes from the fact that we have to consider a much larger optimal window than initially suspected.

Finally, we address the question regarding the location of the currently fittest vertex (i.e. that attains the maximum degree). For classical preferential attachment models it is known, see e.g. [16], that there is persistence: in other words there is a vertex that after some time becomes the most powerful (largest) vertex and then remains so forever. However, in real-world networks it seems natural to allow newly incoming vertices to become so powerful that they can compete with old vertices. It is known that for the WRG there is never persistence and we establish the asymptotics of the location of the maximum in the Gumbel and Fréchet case (and see the recent work of the first author [20] for the case of bounded weights).

Our results recover and extend results on the degree distribution of RRTs and WRTs as well as the maximum degree in RRTs. Degree distributions in RRTs have been studied in [12, 22, 24] and [25]; a very general class of weighted growing trees has been studied by Iyer in [18]. However, the results discussed so far only consider trees, so that unlike in our work DAGs (in both the weighted and the non-weighted case) are not included.

Another type of weighted recursive trees was originally introduced by Borovkov and Vatutin in [5, 6], where the vertex-weights have a specific product-form, and in a general form by Hiesmayr and Islak in [15] (general in the sense that the weights need not have the product form as in [5] and [6]). Recent work on weighted recursive trees includes the work of Mailier and Uribe Bravo [23], Sénizergues [28] and Pain and Sénizergues [26] where the profile and height of the tree are analysed.
as well as vertex degrees, together with [18], in which degree distributions of many weighted growing tree models are studied and the weighted recursive tree is a particular example.

Szymański [30] was the first to obtain results on the growth rate of the maximum degree in RRTs, which were later extended by Devroye and Lu [9], after which finer properties of high degrees were analysed by Goh and Schmutz [13] and Addario-Berry and Eslava [1]. Recently, Banerjee and Bhamidi [3] studied the occurrence of persistence in growing random networks and they include results describing the growth rate of the location of the maximum degree in RRTs. In WRTs, the behaviour of degrees and the maximum degree has received attention from Sénizergues in [28], where the vertex-weights satisfy a more general product-form compared to [5, 6].

A related dynamical model that also allows to produce degree distributions with a variety of tail behaviour is the preferential attachment model with a general attachment function analysed by Dereich and Mörters [7]. In their case, assuming that the probability to connect to a vertex of degree \( n \) is proportional to \( n^\alpha \), the model exhibits persistence if \( \alpha \in (1/2, 1] \) and no persistence for \( \alpha \in (0, 1/2) \). In the latter case, the authors also give precise asymptotics for the location of the maximum. This contrasts with our results, where even for the heavier tailed case we do not have persistence, even though if for \( \alpha \in (0, 1) \) their degree distributions exhibit stretched exponential decay.

Our methods are related to the analysis of the preferential attachment with additive fitness carried out by the authors in [21]. For these preferential attachment models, the attachment probabilities are proportional to the degree plus a random weight (fitness). In these models, we distinguish three different regimes: first of all a weak disorder regime, where the preferential attachment mechanism dominates and there is persistence. This is closely related to the work of Sénizergues [28], which in turn corresponds to a WRT where the partial sums of the weights is at most of order \( n^{\gamma} \) for \( \gamma \in (0, 1) \). Moreover, in [21] we identify a strong and extreme disorder regime where the influence of the random weights takes over, which appears when the distribution of the weights is sufficiently heavy-tailed. For WRGs there is no preferential attachment component for the vertex-weights to compete with so that the influence of the random weights is more immediate and already appears for less heavy-tailed weights.

Our results for the degree distribution follow by adjusting the proofs in [21], as at least on the level of degree distributions the WRG model is essentially a simpler model compared to the PAF models, but the asymptotic analysis is new. The results for the maximum degree in the case of bounded weights follow with similar techniques as developed by Devroye and Lu [9], which can be extended to WRGs. The main contribution of this paper is to understand the first and second order asymptotics of the maximal degree in the case when the weights are unbounded and satisfy suitable regularity assumptions. For unbounded weights, the system is driven by the competition between the benefit of being an old vertex and so having time to accumulate a high degree and the benefit of being a young vertex with a large weight. To understand the first-order growth rate (as well as the second order when considering a compact window), we show concentration of the degrees around the conditional means (when conditioning on the weights) and then in a second step analyse the conditional mean degree using extreme value theory in the case of random fluctuations (similarly as in [21]). However, as the weights have a more immediate impact, the results become more dependent on the exact distribution of weights chosen and thus require more intricate calculations. Finally, to obtain the true second-order asymptotics in the Weibull case, we can no longer rely on the elegant tools of convergence to Poisson processes from extreme value theory and instead have to carefully keep track of errors made in the corresponding approximations.

**Notation.** Throughout the paper we use the following notation: we let \( \mathbb{N} := \{1, 2, \ldots \} \) be the natural numbers, set \( \mathbb{N}_0 := \{0, 1, \ldots \} \) to include zero and let \( [t] := \{i \in \mathbb{N} : i \leq t \} \) for any \( t \geq 1 \). For \( x, y \in \mathbb{R} \), we let \( \lfloor x \rfloor := \inf \{ n \in \mathbb{Z} : n \geq x \} \) and \( \lfloor x \rfloor := \sup \{ n \in \mathbb{Z} : n \leq x \} \). Moreover, for sequences \( (a_n)_{n \in \mathbb{N}} \) and \( (b_n)_{n \in \mathbb{N}} \) we say that \( a_n = O(b_n) \), \( a_n \sim b_n \), \( a_n = O(b_n) \) if \( \lim_{n \to \infty} a_n/b_n = 0 \).
the random recursive tree (RRT) and the uniform directed acyclic graph (DAG) models in which vertices are assigned (random) weights and new vertices connect with existing vertices with a probability proportional to the vertex-weights.

We define the WRG model as follows:

**Definition 2.1 (Weighted Recursive Graph).** Let \((W_i)_{i \geq 1}\) be a sequence of i.i.d. copies of a non-negative random variable \(W\) such that \(P(W > 0) = 1\), let \(m \in \mathbb{N}\) and set

\[
S_n := \sum_{i=1}^{n} W_i.
\]

We construct the **Weighted Recursive Graph** as follows:

1) Initialise the graph with a single vertex 1, denoted as the root, and assign to the root a vertex-weight \(W_1\). Denote this graph by \(G_1\).

2) For \(n \geq 1\), introduce a new vertex \(n + 1\) and assign to it the vertex-weight \(W_n + 1\) and \(m\) half-edges. Conditionally on \(G_n\), independently connect each half-edge to some \(i \in [n]\) with probability \(W_i / S_n\). Denote the resulting graph by \(G_{n+1}\).

We will treat \(G_n\) as a directed graph, where edges are directed from new vertices towards old vertices.

**Remark 2.2.** (i) Note that the edge connection probabilities remain the same if we multiply each weight by the same constant. In particular, if convenient, we may without loss of generality assume for vertex-weight distributions with bounded support, i.e. \(x_0 := \sup\{x \in \mathbb{R} \mid P(W \leq x) < 1\} < \infty\), that \(x_0 = 1\). Alternatively, and we will do this in particular for distributions with unbounded support and finite mean, i.e. \(x_0 = \infty\) and \(E[W] < \infty\), we can assume that \(E[W] = 1\).

(ii) It is possible to extend the definition of the WRG such that the out-degree is random and the results presented in this paper still hold. Namely, we can allow that vertex \(n + 1\) connects to every vertex \(i \in [n]\) independently with probability \(W_i / S_n\). At the start of sections dedicated to proving the results we present below, we discuss why the results hold for the random out-degree model as well.

To formulate our results we need to assume that the tail of the distribution of the weights is sufficiently regular, allowing us to control their extreme value behaviour. To this end, we draw on classical results from extreme value theory. Consider a sequence \((W_i)_{i \in \mathbb{N}}\) of i.i.d. random variables with distribution function \(F\). Suppose there exist a distribution function \(G\) and sequences \((a_n)_{n \in \mathbb{N}}\) and \((b_n)_{n \in \mathbb{N}}, a_n > 0, b_n \in \mathbb{R}\), such that for any continuity point \(x \in \mathbb{R}\) of \(G\),

\[
\lim_{n \to \infty} F(a_n x + b_n)^n = G(x). \tag{2.1}
\]

Observe that (2.1) is equivalent to

\[
\frac{\max_{i \in [n]} W_i - b_n}{a_n} \to X, \tag{2.2}
\]

where \(X\) is a random variable with distribution function \(G\). The Fischer-Tipett-Gnedenko theorem, see e.g. [27, Proposition 0.3], says that then \(G\) belongs, up to translation and scaling, to one of the three families of distribution functions, parametrised by a parameter \(\alpha > 0\):
Here, $\alpha$ is known as the exponent of the distribution. If a sequence of i.i.d. random variables satisfies (2.1), we say that these random variables belong to (or their distribution function belongs to) the maximum domain of attraction (MDA) of one of the three cases.

Typical examples that belong to each of the three MDAs are:

(i) Weibull MDA: random variables with bounded support and polynomially decaying tails, e.g. beta random variables.

(ii) Gumbel MDA: random variables with either bounded or unbounded support and exponentially decaying tails, e.g. exponential or log-normal random variables.

(iii) Fréchet MDA: random variables with unbounded support and polynomially decaying tails, e.g. Cauchy random variables.

We refer to [27] for a more formal characterisation of the domains of attraction and more in-depth information about extreme value theory. These results motivate the following assumptions:

**Assumption 2.3 (Vertex-weight distributions).** The vertex-weights $W_i, (W_i)_{i \in \mathbb{N}}$ satisfy one of the following conditions:

**(Bounded)** The vertex-weights are almost surely bounded, i.e.

$$x_0 := \sup \{x \in \mathbb{R} \mid \mathbb{P}(W \leq x) < 1 \} < \infty.$$ 

Without loss of generality, we can assume that $x_0 = 1$.

Within this class, we can further identify vertex-weight distributions that belong to the Weibull MDA and Gumbel MDA.

**(Gumbel)** The vertex-weights follow a distribution that belongs to the Gumbel MDA such that $x_0 = \infty$. Without loss of generality, $\mathbb{E}[W] = 1$. This implies that there exist sequences $(a_n)_{n \in \mathbb{N}}$ and $(b_n)_{n \in \mathbb{N}}$ such that (2.1) (or, equivalently, (2.2)) is satisfied with $G$ as in case (ii).

Within this class, we further distinguish the following three sub-classes:

**(SV)** $b_n \sim \ell(\log n)$ where $\ell$ is an increasing function that is slowly-varying at infinity, i.e. $\lim_{x \to \infty} \ell(cx)/\ell(x) = 1$ for all $c > 0$.

**(RV)** There exist $a, c_1, \tau > 0$, and $b \in \mathbb{R}$ such that

$$\mathbb{P}(W \geq x) \sim ax^b e^{-\left(\frac{x}{c_1}\right)\tau} \quad \text{as } x \to \infty.$$ 

**(RaV)** There exist $a, c_1 > 0, b \in \mathbb{R}$, and $\tau > 1$ such that

$$\mathbb{P}(W \geq x) \sim a(\log x)^b e^{-\left(\log(x)/c_1\right)\tau} \quad \text{as } x \to \infty.$$ 

**(Fréchet)** The vertex-weights follow a distribution that belongs to the Fréchet MDA. Without loss of generality, $\mathbb{E}[W] = 1$ (given that $\mathbb{E}[W] < \infty$ is satisfied). This implies that there exists a non-negative function $\ell$ that is slowly-varying at infinity and some $\alpha > 1$, such that

$$\mathbb{P}(W \geq x) = \ell(x)x^{-(\alpha-1)}.$$ 

Moreover, if we let $u_n := \sup \{t \in \mathbb{R} : \mathbb{P}(W \geq t) \geq 1/n\}$, then (2.1) (or, equivalently, (2.2)) is satisfied with $b_n = 0, a_n = u_n$.

**Remark 2.4.** Note that [31] shows (with a slight error in the paper in that the log $\alpha$ term below is a log $\tau$ in [31]) that if the weight distribution satisfies the assumption (RV), then we can choose

$$a_n = c_2(\log n)^{1/\tau - 1}, b_n = c_1(\log n)^{1/\tau} + a_n((b/\tau) \log \log n + b \log c_1 + \log a),$$  

for the same constants as above and $c_2 := c_1/\tau$. Moreover, in the (RaV) sub-case, we can choose

$$a_n = c_2(\log n)^{1/\tau - 1} \exp(c_1(\log n)^{1/\tau} + c_2(\log n)^{1/\tau - 1}((b/\tau) \log \log n + b \log c_1 + \log a)), $$

$$b_n = \exp(c_1(\log n)^{1/\tau} + c_2(\log n)^{1/\tau - 1}((b/\tau) \log \log n + b \log c_1 + \log a)).$$
In particular, the three sub-cases in the (Gumbel) case, (SV), (RV), and (RaV), can be distinguished as $b_n = g(\log n)$, with $g$ a slowly-varying, regularly-varying and rapidly-varying function at infinity, respectively. Note that in all cases, $b_n$ itself is slowly varying at infinity. In the (RV) sub-case, we very often use the asymptotic equivalence for $b_n$, that is, $b_n \sim c_1 (\log n)^{1/\tau}$. Moreover, in the (RaV) sub-case, we can think of $b_n$ as $\exp((\log n)^{1/\tau} \ell(\log n))$ and $a_n$ as $c_2 (\log n)^{1/\tau} - 1 b_n$.

Furthermore, the (RV) sub-case contains (stretched and compressed) exponential distributions, e.g. the gamma distribution. The (RaV) sub-case contains log-compressed exponential distributions, e.g. the log-normal distribution.

Finally, despite the fact that the sequences $a_n$ and $b_n$ are indexed by integer values, we sometimes will, for ease of writing, abuse notation and index them by non-integer values such as $n^{\gamma}$ with $\gamma \in (0, 1)$. As the examples in (2.3) and (2.4) are continuous if we replace $n$ by $t \in (0, \infty)$, we can extend their definitions correspondingly.

We now present the results for the degree distribution and the maximum degree in the WRG model. In comparison to the preferential attachment with additive fitness (PAF) models as studied in [21], vertex-weights with a distribution with a ‘thin’ tail, i.e. distributions with exponentially decaying tails or bounded support, now can also exert their influence on the behaviour of the system.

Throughout, we write

$$Z_n(i) := \text{in-degree of vertex } i \text{ in } G_n.$$  

We prefer to work with the in-degree as it then is easier to (in principle) generalize our methods to graphs with random out-degree. Obviously, if the out-degree is fixed, we can recover the results for the degree from our results for $Z_n(i)$.

### 2.1. Degree distribution

The first result deals with the degree distribution of the WRG model. Let us first introduce the following measures and quantities:

$$\Gamma_n := \frac{1}{n} \sum_{i=1}^{n} Z_n(i) \delta_{W_i}, \quad \Gamma_n^{(k)} := \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{\{Z_n(i)=k\}} \delta_{W_i}, \quad p_n(k) := \Gamma_n^{(k)}([0, \infty)),$$

where $\delta$ is a Dirac measure, and which correspond to the empirical degree weight of a vertex sampled weighted by its in-degree, then the joint empirical vertex-weight and in-degree distribution and finally the empirical degree distribution. We can then formulate the following theorem:

**Theorem 2.5** (Degree distribution in WRGs). Consider the WRG model in Definition 2.1 and suppose that the vertex-weights have finite mean and denote their distribution by $\mu$. Then, almost surely, for any $k \in \mathbb{N}_0$, as $n \to \infty$,

$$\Gamma_n \to \Gamma, \quad \Gamma_n^{(k)} \to \Gamma^{(k)}, \quad \text{and} \quad p_n(k) \to p(k), \quad (2.5)$$

where the first two statements hold with respect to the weak$^*$ topology and the limits are given as

$$\Gamma(dx) := \frac{x^m}{E[W]} \mu(dx), \quad \Gamma^{(k)}(dx) = \frac{E[W]/m}{E[W]/m + x} \left( \frac{x}{E[W]/m + x} \right)^k \mu(dx), \quad (2.6)$$

and

$$p(k) = \int_0^\infty \frac{E[W]/m}{E[W]/m + x} \left( \frac{x}{E[W]/m + x} \right)^k \mu(dx). \quad (2.7)$$

Finally, let the vertex-weight distribution be a power law as in the (Fréchet) case of Assumption 2.3 with $\alpha \in (1, 2)$, such that there exists an $x_1 > 0$ with $\mu(x_1, \infty) = 1$, i.e. the vertex-weights are bounded away from zero almost surely. Let $U_n$ be a uniformly at random selected vertex in $G_n$, let $\varepsilon > 0$ and let $E_n := \{Z_n(U_n) = 0\}$. Then, for all $n$ sufficiently large,

$$P(E_n) \geq 1 - Cn^{-(1-(\alpha-1)/\alpha+\varepsilon)}, \quad (2.8)$$

for some constant $C > 0$. 


An important question regarding the degree distribution $p(k)$, as in (2.7), is its asymptotic behaviour as $k \to \infty$. As it turns out, the answer depends on the particular choice of the distribution of the random variable $W$. Before we present a theorem dedicated to the asymptotic behaviour of the limiting degree distribution $p(k)$, we first introduce the following general lemma, which will allow us to distinguish several different cases for bounded weights.

**Lemma 2.6.** Let $W$ be a non-negative random variable such that $x_0 := \sup\{x > 0 : \mathbb{P}(W \leq x) < 1\} < \infty$. Then, the distribution of $W$ belongs to the Weibull (resp. Gumbel) MDA if and only if $(x_0 - W)^{-1}$ is a non-negative random variable with a distribution with unbounded support that belongs to the Fréchet (resp. Gumbel) MDA.

We are now ready to present the results on the asymptotics of $p(k)$.

**Theorem 2.7 (Asymptotic behaviour of $p(k)$).** Consider the WRG with vertex-weights $(W_i)_{i \in \mathbb{N}}$, i.i.d. copies of a non-negative random variable $W$ such that $\mathbb{E}[W] < \infty$. We consider the different cases with respect to the vertex-weights as in Assumption 2.3.

1. **(Bounded)** Let $\theta_m := 1 + \mathbb{E}[W]/m$ and recall that $x_0 = \sup\{x > 0 : \mathbb{P}(W \leq x) < 1\} < \infty$. When $W$ belongs to the Weibull MDA with parameter $\alpha > 1$, for all $k > m/\mathbb{E}[W]$,

\[
L(k)k^{-(\alpha - 1)}\theta_m^{-k} \leq p(k) \leq \overline{L}(k)k^{-(\alpha - 1)}\theta_m^{-k},
\]

where $L, \overline{L}$ are slowly varying at infinity.

When $W$ belongs to the Gumbel MDA,

(i) If $(1 - W)^{-1}$ satisfies the (RV) sub-case with parameter $\tau > 0$, then for $\gamma := 1/(\tau + 1)$,

\[
p(k) = \exp\left(- (1 + o(1))\frac{\tau^\gamma}{1 - \gamma} \left(1 - \frac{\theta_m^{-1}k}{c_1}\right)^{1-\gamma}\right)\theta_m^{-k}.
\]

(ii) If $(1 - W)^{-1}$ satisfies the (RaV) sub-case with parameter $\tau > 1$,

\[
p(k) = \exp\left(- \left(\frac{\log(k)^\tau}{c_1}\right)(1 - \tau - 1)\log\frac{k}{\log k} + \frac{K_{\tau,c_1}\theta_m}{\log k}(1 + o(1))\right)\theta_m^{-k},
\]

where $K_{\tau,c_1,\theta_m} := \tau\log(\epsilon c_1(1 - \theta_m^{-1})/\tau)$.

Finally, when $W$ has an atom at $x_0$, i.e. $q_0 = \mathbb{P}(W = x_0) > 0$, then

\[
p(k) = q_0(1 - \theta_m^{-1})\theta_m^{-k}(1 + o(1)).
\]

2. **(Gumbel)** If $W$ satisfies the (RV) sub-case with parameter $\tau$, then for $\gamma := 1/(\tau + 1)$,

\[
p(k) = \exp\left(- \frac{\tau^\gamma}{1 - \gamma} \left(\frac{k}{c_1}\right)^{1-\gamma}(1 + o(1))\right).
\]

If $W$ satisfies the (RaV) sub-case with parameter $\tau > 1$,

\[
p(k) = k^{-1}\exp\left(- \left(\log(k/m)^\tau\left(1 - \tau - 1\right)\log\frac{k}{\log k} + \frac{K_{\tau,c_1}}{\log(k/m)}(1 + o(1))\right)\right),
\]

where $K_{\tau,c_1} := \tau\log(\epsilon c_1/\tau)$.

3. **(Fréchet)** When $\alpha > 2$,

\[
L(k)k^{-\alpha} \leq p(k) \leq \overline{L}(k)k^{-\alpha},
\]

where $L, \overline{L}$ are slowly varying at infinity.

**Remark 2.8** (Finer asymptotics when $W$ has an atom at $x_0$). In the case that $W$ has an atom at $x_0$, i.e. $q_0 = \mathbb{P}(W = x_0) > 0$, then the proof immediately gives a more precise version of (2.12) under additional assumptions. If there exists an $s \in (0, 1)$ such that $\mathbb{P}(W \in (s, 1)) = 0$,

\[
p(k) = q_0(1 - \theta_m^{-1})\theta_m^{-k}(1 + O(\exp(-(1 - \theta_m^{-1})(1 - s)k))).
\]

Otherwise, for any positive sequence $(s_k)_{k \in \mathbb{N}}$ such that $s_k \uparrow 1$, we have that

\[
p(k) = q_0(1 - \theta_m^{-1})\theta_m^{-k}(1 + O(\max\{\exp(-(1 - \theta_m^{-1})(1 - s_k)k)\mathbb{P}(W \in (s_k, 1))\})).
\]
2.2. Maximum degree. The asymptotic behaviour of the degree distribution $p(k)$ in Theorem 2.7 allows for a non-rigorous estimation of the size of the maximum degree in $\mathcal{G}_n$. As is the case for the degree distribution, the behaviour of the maximum degree in the WRG model is highly dependent on the underlying distribution of the vertex-weights as well, and on a heuristic level one would expect the size of the maximum degree, say $d_n$, to be such that $\sum_{k \geq d_n} p(k) \approx 1/n$. The following theorem makes this heuristic statement precise and states the first-order growth rate of the maximum degree for three different classes of vertex-weight distributions. In all classes, we find, up to the leading order in the asymptotic expression of $p(k)$, that $\sum_{k \geq d_n} p(k) \approx 1/n$ is satisfied when considering the asymptotic expressions in Theorem 2.7.

In most cases, we can also identify the order of the label or location of the vertex that attains the maximum degree, which tells us when the vertices with largest degree are introduced to the graph. Throughout, we set

$$I_n := \inf\{i \in [n] : Z_n(i) \geq Z_n(j) \text{ for all } j \in [n]\}.$$  \hfill (2.18)

2.2.1. Bounded case.

**Theorem 2.9** (Maximum degree in WRGs, (Bounded) case). Consider the WRG model as in Definition 2.1 and assume the vertex-weights satisfy the (Bounded) case. Let $\theta_m := 1 + \mathbb{E}[W]/m$. Then,

$$\frac{\max_{i \in [n]} Z_n(i)}{\log n} \overset{a.s.}{\longrightarrow} \frac{1}{\log \theta_m}. \hfill (2.19)$$

In [11], Eslava and the authors of this article obtain, under additional assumptions and only in the tree case (i.e. $m = 1$), higher-order asymptotic behaviour of the maximum degree and of near-maximum degree vertices.

A result we have been unable to prove, is the convergence of the location of the maximum degree in the WRG when the vertex-weights are almost surely bounded, which improves and extends the result proved in [3] for the random recursive tree.

**Conjecture 2.10** (Location of the maximum degree in WRGs with bounded weights). Consider the WRG model as in Definition 2.1 and assume the vertex-weights satisfy the (Bounded) case. Let $\theta_m := 1 + \mathbb{E}[W]/m$ and recall $I_n$ from (2.18). Then,

$$\frac{\log I_n}{\log n} \overset{a.s.}{\longrightarrow} 1 - \frac{\theta_m - 1}{\theta_m \log(\theta_m)}.$$\hfill (2.20)

Since the first appearance of this article, this result has been proved by the first author in [20, Theorem 2.3]. With more precise assumptions on the distribution of the vertex-weights, higher-order behaviour of the labels of high-degree vertices is obtained as well.

2.2.2. Fréchet case. Our next result considers the case when the weights satisfy the (Fréchet) assumption. In this case, it is classical that the first order of the maximum of $n$ i.i.d. weights is random. The next theorem states that this also applies to the maximum degree in this case. However, the normalizations and limits are different due to the non-trivial competition, where older vertices can achieve a higher degree because they have been in the system for longer, while younger vertices have the chance to have a big vertex-weight corresponding to a local maximum.

**Theorem 2.11** (Maximum degree in WRGs, (Fréchet) case). Consider the WRG model as in Definition 2.1 and assume the vertex-weights satisfy the (Fréchet) case. Recall $I_n$ from (2.18) and let $\Pi$ be a Poisson point process (PPP) on $(0,1) \times (0, \infty)$ with intensity measure $\nu(dt, dx) := dt \times (\alpha - 1)x^{-\alpha}dx$. Then, when $\alpha > 2$,

$$\left(\max_{i \in [n]} Z_n(i)/u_n, I_n/n\right) \overset{d}{\longrightarrow} \left( m \max_{(t,f) \in \Pi} f \log(1/t), I_\alpha \right), \hfill (2.19)$$

where $m \max_{(t,f) \in \Pi} f \log(1/t)$ and $I_\alpha$ are independent, with $I_\alpha \overset{d}{=} e^{-W_\alpha}$ and $W_\alpha$ a $\Gamma(\alpha, 1)$ random variable, and where $m \max_{(t,f) \in \Pi} f \log(1/t)$ has a Fréchet distribution with shape parameter $\alpha - 1$.
and scale parameter \( m\Gamma(\alpha)^{1/(\alpha-1)} \). Finally, when \( \alpha \in (1,2) \),

\[
\left( \max_{i \in [n]} Z_n(i)/n, I_n/n \right) \overset{d}{\to} (Z, I),
\]

for some random variable \( I \) with values in \((0,1)\) and where

\[
Z = m \max_{(i,j) \in \Pi} \int_{(0,1)} \left( \int_{(0,1) \times (0,\infty)} g\Pi(u) \, d\Pi(u, g) \right)^{-1} \, ds.
\]

**Remark 2.12.** (i) The result in (2.20) is equivalent to the behaviour of the preferential attachment models with infinite mean power-law fitness random variables, as presented in [21]. Here, the influence of the fitness (vertex-weights) overpowers the preferential attachment mechanism so that the preferential attachment graph behaves like a weighted recursive graph.

(ii) The result in (2.19) can actually be extended to hold joint for the \( K \) largest degrees and their locations as well, for any \( K \in \mathbb{N} \). The limits \((Z^{(K)}, I^ {(K)})\) of the \( K \)th largest degree and its location are independent, \( I^ {(K)} \overset{d}{=} e^{-W^ {(K)}} \), where the \((W^ {(K)})_{K \in \mathbb{N}}\) are i.i.d. \( \Gamma(\alpha,1) \) random variables, and

\[
\mathbb{P}(Z^{(K)} \leq x) = \sum_{i=0}^{K-1} \frac{1}{i!}(\Gamma(\alpha)(x/m)^{-(\alpha-1)})^i \exp(-\Gamma(\alpha)(x/m)^{-(\alpha-1)}).
\]

2.2.3. Gumbel case. In the (Gumbel) case, we expect by comparing to the maximum of i.i.d. weights that the first order of the maximal degree is deterministic, which is confirmed by our next result.

**Theorem 2.13** (Maximum degree in WRGs, (Gumbel) case). Consider the WRG model as in Definition 2.1 and assume the vertex-weights satisfy the (Gumbel) case. Recall \( I_n \) from (2.18). For sub-case (SV),

\[
\left( \max_{i \in [n]} \frac{Z_n(i)}{mb \log n}, \frac{\log I_n}{\log n} \right) \overset{p}{\to} (1,0).
\]

For sub-case (RV), let \( \gamma := 1/(\tau + 1) \). Then,

\[
\left( \max_{i \in [n]} \frac{Z_n(i)}{m(1-\gamma)b_n \log n}, \frac{\log I_n}{\log n} \right) \overset{a.s.}{\to} (1,\gamma).
\]

Finally, for sub-case (RaV), let \( t_n := \exp(-\tau \log n / \log(b_n)) \). Then,

\[
\left( \max_{i \in [n]} \frac{Z_n(i)}{mb^{t_n} \log(1/t_n)}, \frac{\log I_n}{\log n} \right) \overset{p}{\to} (1,1).
\]

**Remark 2.14.** (i) We conjecture that the convergence in (2.21) can be strengthened to almost sure convergence. This is readily checked for particular vertex-weight distributions that satisfy the (Gumbel)-(SV) sub-case, e.g. \( W := \log W' \), where \( W' \) satisfies the (Gumbel)-(RV) sub-case.

(ii) In (2.22) and (2.23) the rescaling of the maximum degree can be interpreted as \( m(1-\gamma)c_1^{-1/\tau}(\log n)^{1+1/\tau} \) and \( m^{-1}c_2^{-1}(\log n)^{1-1/\tau} \exp(c_1(\log n)^{1/\tau}) \), respectively, since the lower order terms of \( b_n \) as in (2.3) and (2.4) can be ignored when considering only the first-order behaviour of the maximum degree. As a result, it should be possible to weaken the assumptions on the tail-distribution in the (Gumbel)-(RV) and (Gumbel)-(RaV) sub-cases to \( \mathbb{P}(W \geq x) = \exp\left(-c_2(1+(c_1-x)/c_1)^\tau(1+o(1))\right) \) and \( \mathbb{P}(W \geq x) = \exp\left(-c_1(1+(c_1-x)/c_1)^\tau(1+o(1))\right) \), respectively, such that the results in (2.22) and (2.23) still hold.

For the maximum of i.i.d. random variables satisfying the (Gumbel) case, it is also classical that the second order term is random, as in (2.2). A natural conjecture would be that the same is true for this model. Our next result shows that if we consider the indices in a compact window around the maximal one (as identified in Theorem 2.13), then this is indeed true.
To formulate our results, we introduce the following notation: For $0 < s < t < \infty$, $\gamma \in (0,1)$ and a strictly positive function $f$, define
\[
C_n(\gamma, s, t, f) := \{ i \in [n] : sf(n)n^{\gamma} \leq i \leq tf(n)n^{\gamma} \},
\]
\[
I_n(\gamma, s, t, f) := \inf\{ i \in C_n(\gamma, s, t, f) : Z_n(i) \geq Z_n(j) \text{ for all } j \in C_n(\gamma, s, t, f) \}.
\] (2.24)

We abuse notation to also write $C_n(1, s, t, t_n)$ and $I_n(1, s, t, t_n)$ when we deal with vertices $i$ such that $st_n \leq i \leq t_n n$ for some sequence $(t_n)_{n \in \mathbb{N}}$. We then present the following theorem:

**Theorem 2.15** (Random second-order asymptotics in the (Gumbel) case). In the same setting as in Theorem 2.13, we further assume that the vertex-weights fall into the sub-case (RV). Let $\gamma := 1/(\tau + 1)$ and let $\ell$ be a strictly positive function such that $\lim_{n \to \infty} \log(\ell(n))^2/\log n = \zeta_0$ for some $\zeta_0 \in [0,\infty)$. Furthermore, let $\Pi$ be a Poisson point process (PPP) on $(0,\infty) \times \mathbb{R}$ with intensity measure $\nu(dt, dx) := dt \times e^{-x}dx$. Then, when $\tau \in (0,1)$,
\[
\left( \max_{i \in C_n(\gamma, s, t, \ell)} \frac{Z_n(i) - m(1 - \gamma)b_n\log n}{m(1 - \gamma)a_n\log n} \right)_{\ell(n)n^{\gamma}} \xrightarrow{d} \left( \max_{(v, w) \in \Pi} \frac{w - \log v - \zeta_0(\tau + 1)^2}{2\tau}, e^U \right),
\] (2.25)

where $U \sim \text{Unif}(\log s, \log t)$ and the maximum over the PPP follows a Gumbel distribution with location parameter $\log\log(t/s) - \zeta_0(\tau + 1)^2/2\tau$.

Finally, let us assume that the vertex-weights fall into the sub-class (RaV) and let $t_n := \exp(-\log n/\log(b_n))$. Then, for any $0 < s < t < \infty$ and with $\Pi$ and $U$ as above,
\[
\left( \max_{i \in C_n(1, s, t, t_n)} \frac{Z_n(i) - mb_n \log(1/t_n)}{ma_n \log(1/t_n)} \right)_{t_n n} \xrightarrow{d} \left( \max_{(v, w) \in \Pi} \frac{w - \log v}{e^U} \right),
\] (2.26)

where now the maximum follows a Gumbel distribution with location parameter $\log\log(t/s)$.

**Remark 2.16** (The vertex with largest degree for (Gumbel) weights). The restriction to $\tau \in (0,1)$ in (2.25) comes from the fact our result only looks at the fluctuations coming from the random weights and indeed the same statement is true for all $\tau > 0$ when looking at the conditional expected degrees (conditioned on the random weights), see Proposition 5.4 later on. By a central limit theorem-type argument we would expect that the fluctuations of the degree around its conditional mean are of the order square root of its variance (which is comparable to its mean and so of order $(\log n)^{(1/(\tau + 1))/2}$), therefore if $\tau > 1$ this term would be larger than the fluctuations coming from the random weights (which are of order $(\log n)^{1/\tau}$) and so we would expect a different scaling limit.

A standard Poisson process calculation (for more details see Section 3) shows that the limit random variables describing the second-order growth of the near-maximal degree in Theorem 2.15 become infinite if we let $s \downarrow 0$ and $t \to \infty$. This phenomenon indicates that we need to consider a much larger window of indices to capture the true second-order asymptotics of the maximal degree over the full set of indices. This fact also shows that the competition between the advantages of older vertices compared to vertices with high weight is very finely balanced. The following result captures the resulting effect on the second-order asymptotics, which surprisingly are no longer random.

**Theorem 2.17** (Precise second-order asymptotics in the (Gumbel) case). In the same setting as in Theorem 2.13, we first assume that the vertex-weights fall into the sub-case (RV) and let $\gamma := 1/(\tau + 1)$. For $\tau \in (0,1)$,
\[
\max_{i \in [n]} \frac{Z_n(i) - m(1 - \gamma)b_n\log n}{m(1 - \gamma)a_n\log n \log \log n} \xrightarrow{p} \frac{1}{2}.
\] (2.27)
Now assume that the vertex-weights fall into the sub-class (RaV) and let
\( t_n := \exp(-\tau \log n / \log(b_n)) \). If \( \tau \in (1, 3) \),
\[
\max_{i \in [n]} \frac{Z_n(i) - mb_{a,n} \log(1/t_n)}{ma_{t,n} \log(1/t_n) \log n} \overset{p}{\to} \frac{1}{2} \left( 1 - \frac{1}{\tau} \right),
\]
whilst for \( \tau > 3 \),
\[
\max_{i \in [n]} \frac{Z_n(i) - mb_{a,n} \log(1/t_n)}{ma_{t,n} \log(1/t_n)(\log n)^{1-3/\tau}} \overset{p}{\to} \frac{\tau(\tau - 1)^2}{2e^2}.
\]

**Remark 2.18.** Although the result in (2.25) only holds for \( \tau \in (0, 1) \), the result in (2.27) turns out to hold for \( \tau = 1 \) as well. This slight deviation is due to the fact that the additional \( \log \log n \) term allows us to prove concentration of the maximum degree around the maximum conditional mean degree, which cannot be done with the second-order rescaling in (2.25) when \( \tau = 1 \).

As mentioned above in Remark 2.16, the problem of capturing the second-order fluctuations in the (Gumbel)-(RV) case when \( \tau > 1 \) and for lighter tailed weights (including bounded weights) requires different techniques and is currently on-going research, see [11] and [20].

**Remark 2.19** (More general model formulation). As in [21], it is possible to prove some of the results for a more general class of models. More specifically, the results in Theorems 2.5 and 2.11 hold for a growing network that satisfies the following conditions as well: let \( \Delta Z_n(i) := Z_{n+1}(i) - Z_n(i) \). For all \( n \in \mathbb{N} \):

(A1) \( \mathbb{E}_W[\Delta Z_n(i)] = W_i/S_n \mathbb{1}_{\{i \in [n]\}} \).

(A2) For all \( k \in \mathbb{N} \), there exists a \( C_k > 0 \) such that
\[
\mathbb{E}_W \left[ \prod_{j=0}^{k-1} (\Delta Z_n(i) - j) \right] \leq C_k \mathbb{E}_W[\Delta Z_n(i)].
\]

(A3) \( \sup_{k \leq n} \mathbb{P}_W[\Delta Z_n(i) = 1] - \mathbb{E}_W[\Delta Z_n(i)] \overset{a.s.}{\to} N(0, 0). \)

(A4) Conditionally on \( (W_i)_{i \in \mathbb{N}} \), \( \{\Delta Z_n(i)\}_{i \in [n]} \) is negatively quadrant dependent in the sense that for any \( i \neq j \) and \( k, l \in \mathbb{Z}^+ \),
\[
\mathbb{P}_W(\Delta Z_n(i) \leq k, \Delta Z_n(j) \leq l) \leq \mathbb{P}_W(\Delta Z_n(i) \leq k) \mathbb{P}_W(\Delta Z_n(j) \leq l).
\]

If we further assume that \( \Delta Z_n(i) \in \{0, 1\} \) then all the results presented in this paper hold as well.

**Outline of the paper**

In Section 3 we provide a short overview and explain the intuitive idea of the results. We then prove Theorems 2.5 and 2.7 in Section 4. In Section 5, we state and prove several propositions regarding the maximum conditional mean degree. We then discuss under which scaling the maximum degree concentrates around the maximum conditional expected degree in Section 6. Finally, we use these results in Section 7 to prove the main results, Theorems 2.9, 2.11, 2.13, 2.15 and 2.17.

3. Overview of the proofs

First, since the proof of Theorem 2.5 heavily relies on the proof of Theorem 2.4 in [21], we refer to [21, Section 3] for an overview of its proof. The same holds for Theorem 2.9, which follows the same strategy as the proof of Theorem 2 in [9] but where we need to take extra care because of the random weights. Finally, the proof of Theorem 2.7 is mainly computational in nature and we therefore do not include an overview in this section.

Here, we provide an intuitive idea of the proof of Theorems 2.11 and 2.13 regarding first-order scaling limits of the maximum degree, as well as Theorems 2.15 and 2.17 regarding second-order scaling limits. In the first two theorems, the main idea consists of two ingredients: We first consider the asymptotics of the conditional expected degree \( \mathbb{E}_W[Z_n(i)] \) of a vertex \( i \in [n] \), where we condition on the weights \( (W_i)_{i \in [n]} \). Then in a second step, we show that the degrees concentrate around their conditional expected values.
More precisely for the concentration argument, we show that
\[ |\max_{i \in [n]} Z_n(i) - \max_{i \in [n]} E_W[Z_n(i)]|/g_n \xrightarrow{p} 0, \tag{3.1} \]
for some suitable sequence \((g_n)_{n \in \mathbb{N}}\) such that \(g_n\) diverges with \(n\). What sequence \(g_n\) is sufficient depends on the different vertex-weight distribution cases, as outlined in Assumption 2.3. For completeness, \(g_n = mb_{\log n} n g_n = m(1 - \gamma) b_{\log n} n g_n = mb_{\log n} \log(1/t_n)\), \(g_n = u_n\), and \(g_n = n\) for the \((\text{Gumbel})-(\text{SV})\), \((\text{Gumbel})-(\text{RV})\), \((\text{Gumbel})-(\text{RaV})\), sub-cases and the \((\text{Fréchet})\) case with \(\alpha > 2\) and \(\alpha \in \{1, 2\}\), respectively. \(\tag{3.1}\) follows by applying standard large deviation bounds to \(|Z_n(i) - E_W[Z_n(i)]|\) for all \(i \in [n]\), as in Proposition 6.1. We can also construct a concentration argument when \(g_n\) is equivalent to the second-order growth rate of the maximum as in Theorems 2.15 and 2.17, however in this case a more careful analysis of the different terms in the large deviation bounds is required.

The bulk of the argument for our results is that the conditional expected degree behaves as we claim in the main results. For the first-order asymptotics as in Theorem 2.13, we have
\[ \max_{i \in [n]} \frac{E_W[Z_n(i)]}{g_n} \xrightarrow{p} 1, \]
with \(g_n\) as described above for the \((\text{SV})\), \((\text{RV})\) and \((\text{RaV})\) sub-cases, whereas in 2.11 we have
\[
\frac{\max_{i \in [n]} E_W[Z_n(i)]}{u_n} \xrightarrow{d} m \max_{(t, f) \in \Pi} f \log(1/t), \\
\frac{\max_{i \in [n]} E_W[Z_n(i)]}{n} \xrightarrow{d} m \max_{(t, f) \in \Pi} f \int_0^1 \left( \int_{(0,1) \times (0,\infty)} g_{\{u \leq s\}} d\Pi(u, g) \right)^{-1} ds,
\]
depending on whether \(\alpha > 2\) or \(\alpha \in (0, 1)\). Together with \(\tag{3.1}\), the results in Theorems 2.11 and 2.13 follow. For the \((\text{Gumbel})-(\text{RV})\) sub-case (and probably the \((\text{Gumbel})-(\text{SV})\) sub-case, too), the result can be strengthened to almost sure convergence.

Let us delve a bit more into why the maximum conditional mean in-degree has the limits as claimed above. We stress that, as stated in Remark 2.2, \(E[W] = 1\) for the cases we discuss here. It is clear from the definition of the model that
\[ E_W[Z_n(i)] = m W_i \sum_{j=1}^{n-1} 1/S_j \approx m W_i \log(n/i), \]
for any \(i \in [n]\). Let us start with the \((\text{Gumbel})-(\text{RV})\) sub-case, where we recall that \(\gamma := 1/(1 + \tau)\). If we set
\[ \Pi_n := \sum_{i \geq 1} \delta_{(i/n, (W_i - b_{\gamma(n)})/a_{\gamma(n)})}, \]
where \(\delta\) is a Dirac measure, then classical extreme value theory tells us that (see e.g. [27]),
\[ \Pi_n \xrightarrow{d} \Pi, \tag{3.2} \]
where \(\Pi\) is a Poisson point process on \((0, \infty) \times \mathbb{R}\) with intensity measure \(\nu(dt, dx) := dt \times e^{-x}dx\). Then, if we consider \(i = t\ell(n)n^{\gamma}\) and \((W_i - b_{\ell(n)n^{\gamma}})/a_{\ell(n)n^{\gamma}} = f\) where \(\ell\) is a strictly positive function such that \(\log(\ell(n))^{2}/\log n\) converges, it follows that
\[ E_W[Z_n(i)] \approx m W_i \log(n/i) = m(b_{\ell(n)n^{\gamma}} + a_{\ell(n)n^{\gamma}} f) \log(1/(tn^{1-\gamma})n)) \]
\[ \approx mc_1^{-1/(1 + \tau)} (1 - \gamma) \log(n)^{1/(1 + \tau)} + mc_2^{-1/(1 + \tau)} (f(1 - \gamma) - \tau \gamma \log t) (\log n)^{1/\tau}. \tag{3.3} \]
when using that \(a_{\gamma} = c_2(\log n)^{1-1/\tau}\) and \(b_{\gamma} \sim c_1(\log n)^{1/\tau}\), using a Taylor approximation and leaving out all lower order terms. This yields the first-order behaviour of the maximum conditional mean in-degree as well as its location \(n^{\gamma(1 + o(1))}\). This is proved rigorously in Proposition 5.4.

For the \((\text{SV})\) sub-case, as in Proposition 5.2, a similar approach as in \(\tag{3.3}\) can be applied, though we set \(i = tn^{\beta}\), \((W_i - b_{\gamma})/a_{\gamma} = f\) for any \(\beta \in (0, 1)\). We divide the right-hand side of \(\tag{3.3}\) by
$b_n \log n$ and observe that $b_{n^\beta} = \ell((\log n)^\beta)) = \ell(\beta \log n)$, so that it follows that $b_{n^\beta}/b_n$ converges to 1 with $n$ for any fixed $\beta \in (0,1)$ since $\ell$ is slowly varying at infinity. Then, the constant in front of the leading term is decreasing in $\beta$, so that taking the limit $\beta \downarrow 0$ yields the required result.

Then, for the (RaV) sub-case, as in Proposition 5.7, we realise that the location of the maximum should grow faster than $n^{\gamma}$ for any $\gamma \in (0,1)$, as the tails of these distribution are heavier than those of any distribution in the (RV) sub-case. By a similar argument as for the (SV) sub-case and using that now $b_{n^\beta}/b_n$ converges to 0 with $n$, one might want to set $\beta = 1$, that is, the location of the maximum degree is of order $n$. However, this would imply that the growth rate of the maximum expected degree should be $b_n$. This is not the case, however, since for any $t \in (0,1)$, approximately,

$$\max_{i \in [n]} \mathbb{E}[Z_n(i)]/b_n \geq (\max_{i \in [n]} W_i/b_{tn}) \log(1/t)b_{tn}/b_n.$$

Since $b_{tn}/b_n$ converges to 1 for $t$ fixed ($b_n$ is slowly varying) and the maximum converges to 1 in probability, letting $t$ tend to 0 shows scaling by just $b_n$ is insufficient. To find the correct behaviour, we need to let $t$ tend to zero with $n$, i.e. $t = t_n$, such that $b_{tn}/b_n$ has a non-trivial limit (not 0 or 1). The sequence that satisfies this requirement is $t_n = \exp(-\tau \log n / \log(b_n))$. This suggests that the location of the maximum degree is $t_n n$ and that the maximum degree grows as $b_{tn} \log(1/t_n)$.

The second-order growth rate for the (RaV) sub-case, as in Theorem 2.15, is obtained in a similar way as in (3.3), where we now consider $i = st_n n$ and $(W_i - b_{tn})/a_{tn} = f$ for some $(s, f) \in (0, \infty) \times \mathbb{R}$. This yields

$$\mathbb{E}[Z_n(i)] \approx m W_i \log(n/i) = m(b_{tn} + a_{tn} f) \log(1/st_n) = m b_{tn} \log(1/t_n) + (ma_{tn} \log(1/t_n) f - m b_{tn} \log s) + ma_{tn} f \log(1/s).$$

Here, the first order again appears in the first term on the right-hand side, and the second order can be obtained by realising that $b_{tn}/(a_{tn} \log(1/t_n)) \to 1$ as $n$ tends to infinity. A similar approach using the weak convergence of $\Pi_n$ to $\Pi$ as in (3.2) allows us to obtain the required limits. For the results of the (RV) sub-case in Theorem 2.15, we take a more in-depth look at the approximation in (3.3). First, when subtracting the first term on the right-hand side and dividing by $m(1 - \gamma)a_n \log n$, we are left with exactly the functional which is used in the maximum over the Poisson point process in (2.25). When combining this with the weak convergence of $\Pi_n$ to $\Pi$ the desired result follows. To understand how the additional term in (2.25) arises, we include an extra lower order term in the approximation in (3.3). That is,

$$\mathbb{E}[Z_n(i)] \approx mc_1 \gamma^{1/\tau}(1 - \gamma)(\log n)^{1/(\gamma + 1)} + mc_2 \gamma^{1/\tau - 1}(f(1 - \gamma) - \tau \gamma \log t)(\log n)^{1/\tau}$$

$$- mc_1 \gamma^{1/\tau} \left(1 + \frac{\tau}{1 - \gamma} \right) \log(\log(n))^{1/(\tau - 1)} \log(\ell(n))^2.$$

Hence, the requirement that $\lim_{n \to \infty} \log(\ell(n))^2 / \log n = \zeta_0$ ensures that the last term on the right-hand side does not grow faster than $(\log n)^{1/\tau}$. Also, when divided by the second-order growth rate $m(1 - \gamma)a_n \log n$, the last term converges to $-(1 + \tau)^2 \zeta_0 / (2\tau)$, exactly the additional term found in (2.25).

Somewhat surprising is that for both the (RV) and (RaV) sub-cases, when we consider not a compact window around the optimal index but instead all $i \in [n]$, we find that the second-order correction as suggested above is insufficient, as can be observed in (2.27) and (2.28) in Theorem 2.17. The reason this behaviour is observed, informally, is that we can move away even further from what one would expect to be the optimal window, i.e. $\ell(n)^{\gamma}$ for $\ell$ that do not grow or decay ‘too quickly’ in the (RV) sub-case and $t_n n$ in the (RaV) sub-case, and find higher degrees. As we have observed above, when setting $s = 0, t = \infty$ in the limit in (2.25), which would mimic considering all $i \in [n]$ rather than the indices in a compact window around $n^\gamma$, we obtain $\sup_{(v, w) \in \Pi} w - \log v$ (when we would set $\zeta_0 = 0$). It is readily checked that integrating the intensity measure $\nu$ over $\mathbb{R}_+ \times \mathbb{R}$ yields an infinitely large rate. Hence, $\sup_{(v, w) \in \Pi} w - \log v = \infty$ almost surely, so that the second-order scaling $(1 - \gamma)a_n \log n$ is insufficient when considering all $i \in [n]$. 


A more insightful argument is the following: consider the PPP limit as in (2.25) (with $\zeta_0 = 0$) and (2.26). Its distribution depends only on the ratio $t/s$. Thus, for any integer $j \in \mathbb{N}$ such that $j = o(\sqrt{\log n})$,

$$
\max_{e^{t/n} \leq i \leq e^{s/n}} \frac{Z_n(i) - m(1 - \gamma)b_n \gamma \log n}{m(1 - \gamma)a_n \gamma \log n} \xrightarrow{d} A_j,
$$

where the $(A_j)_{j \in \mathbb{N}}$ are i.i.d. standard Gumbel random variables (where the location parameter equals 0). Their independence follows from the independence property of the PPP. Now, as the Gumbel distribution satisfies the (Gumbel)-(RV) sub-case with $\tau = 1, c_1 = 1, b = 0$, we can argue that, for any $\eta > 0$ and $x \in \mathbb{R}$,

$$
P\left( \max_{1 \leq j \leq (\log n)^{1/2 - \eta}} A_j \leq x(1/2 - \eta) \log \log n \right)
= P(\Lambda_1 \leq x(1/2 - \eta) \log \log n)^{(\log n)^{1/2 - \eta}}
= \exp(- (\log n)^{1/2 - \eta} \exp(-x(1/2 - \eta) \log \log n)),
$$

which has limit 1 (resp. 0) if $x > 1$ (resp. $x < 1$). Then, as we can choose $\eta$ arbitrarily close to 0, the result in (2.27) follows. Here it is essential that $j = o(\sqrt{\log n})$ to obtain the correct limit. Note that making the approximation $\approx$ in the above argument rigorous is the highly non-trivial part of the argument. The reason is that we cannot rely on the elegant theory of convergence to a Poisson point processes, but have to explicitly control the errors made in this approximation.

A similar reasoning can be applied for the (Gumbel)-(RaV) when $\tau \in (1, 3)$, where now $j = o((\log n)^{(1-1/\tau)/2})$ needs to be satisfied. When $\tau > 3$, more care needs to be taken of lower-order terms that appear in the double exponent, yielding a different scaling.

For Theorem 2.11, a similar approach can be used. We now set

$$
\Pi_n := \sum_{i=1}^{n} \delta(i/n, W_i/u_n),
$$

where again $\Pi_n \Rightarrow \Pi$, with $\Pi$ a Poisson point process on $(0, 1) \times (0, \infty)$ with intensity measure $\nu(dt, dx) := dt \times \alpha(x - 1)x^{-\alpha}dx$. Now considering $i = tn$, $W_i = f u_n$, yields

$$
E_W[Z_n(i)/u_n] \approx m W_i u_n \log(n/i) = mf \log(1/t),
$$

which is the functional in the maximum in (2.19). Again, combining this with the weak convergence of $\Pi_n$ yields the result. Finally, the heuristic idea for (2.20) is contained in [21, Section 3] as well, since the rescaled maximum degree in the preferential attachment model with additive fitness studied there has the same distributional limit when $\alpha \in (1, 2)$.

4. THE LIMITING DEGREE SEQUENCE OF WEIGHTED RECURSIVE GRAPHS

In this section we prove Theorems 2.5 and 2.7. For more in-depth details regarding this entire proof, we refer to the similar proof in [21, Theorem 2.4], on which this proof is based. We first state a result which is crucial for the proof of the former:

**Lemma 4.1 (Lemma 3.1, [8]).** Let $(X_n)_{n \geq 0}$ be a non-negative stochastic process. Suppose that

$$
X_{n+1} - X_n \leq \frac{1}{n+1} (A_n - B_n X_n) + (R_{n+1} - R_n)
$$

holds almost surely, where
• \((A_n)_{n \geq 0}\) and \((B_n)_{n \geq 0}\) are almost surely convergence stochastic processes with deterministic limits \(A, B > 0\), respectively.
• \((R_n)_{n \geq 0}\) is an almost surely convergent stochastic process.

Then, almost surely,

\[
\limsup_{n \to \infty} X_n \leq \frac{A}{B}
\]

If instead, a lower bound applies to \(X_{n+1} - X_n\), we can bound \(\liminf_{n \to \infty} X_n\) from below by \(A/B\) almost surely.

**Proof of Theorem 2.5.** We first prove (2.5)-(2.7), for which we can, without loss of generality, assume that \(\mathbb{E}[W] = 1\) as \(\mathbb{E}[W] < \infty\) is satisfied. It then follows that \(S_n/n \xrightarrow{a.s.} 1\). We let \(0 \leq f < f' < \infty\), \(\mathcal{F} = [0, \infty)\), and set \(I_n := \{i \in [n] : W_i \in (f, f']\}\) and \(X_n := \Gamma_n((f, f']) = \frac{1}{n} \sum_{i \in I_n} Z_n(i)\).

By expressing \(\mathbb{E}[X_{n+1} | \mathcal{G}_n]\) in terms of \(X_n\) and the vertex-weights, we can obtain the bounds

\[
X_{n+1} - X_n \geq \frac{1}{n+1} \left( -X_n + \frac{f}{n} \right) + (R_{n+1} - R_n),
\]

\[
X_{n+1} - X_n \leq \frac{1}{n+1} \left( -X_n + \frac{f'}{n} \right) + (R_{n+1} - R_n),
\]

where \(R_{n+1} - R_n := X_{n+1} - \mathbb{E}[X_{n+1} | \mathcal{G}_n]\). Using the law of large numbers and Lemma 4.1, this results in the upper and lower bound,

\[
\liminf_{n \to \infty} X_n \geq mf\mu((f, f']), \quad \limsup_{n \to \infty} X_n \leq mf'\mu((f, f']),
\]

almost surely, if we assume that \(R_n\) converges almost surely. We show this assumption holds at the end of the proof. We now take a countable subset \(\mathcal{F} \subset [0, \infty)\), such that \(\mathcal{F}\) is dense and for each \(f \in \mathcal{F}\), \(\mu(\{f\}) = 0\). It follows that there exists an almost sure event \(\Omega_0\) on which both bounds hold for any pair \(f, f' \in \mathcal{F}\) such that \(f < f'\). Then, take an arbitrary set open set \(U\) and approximate \(U\) from below by sequence of sets \((U_j)_{j \in \mathbb{N}}\), where each \(U_j\) is a finite union of intervals \((f, f']\), with \(f, f' \in \mathcal{F}\). Then, for any \(j \in \mathbb{N}\), a Riemann approximation yields

\[
\liminf_{n \to \infty} \Gamma_n(U) \geq \liminf_{n \to \infty} \Gamma_n(U_m) \geq \Gamma(U_m),
\]

on \(\Omega_0\).

The monotone convergence theorem thus implies that \(\liminf_{n \to \infty} \Gamma_n(U) \geq \Gamma(U)\) almost surely. A similar argument for any closed set \(C\) yields \(\limsup_{n \to \infty} \Gamma_n(C) \leq \Gamma(C)\). The Portmanteau lemma finally provides us with the almost surely convergence in the weak* topology.

In the remainder of the proof, we let \(X_n := \Gamma_n^{(k)}((f, f']) = \frac{1}{n} \sum_{i \in I_n} \mathbb{1}_{\{z_n(i) = k\}}\) and use a proof by induction. So, we assume that \(\Gamma_n^{(j)}\) converges almost surely to \(\Gamma^{(j)}\) in the weak* topology. By expressing \(\mathbb{E}[X_{n+1} | \mathcal{G}_n]\) in terms of \(X_n\) and the vertex-weights, we can obtain a lower bound

\[
X_{n+1} - X_n \geq \frac{1}{n+1} (A_n - B_n'X_n) + (R_{n+1}' - R_n'),
\]

where \(A_n, B_n'\) almost surely converge to

\[
A := m \int_{(f,f']} x \Gamma^{(k-1)}(dx), \quad B' := \frac{1}{1/m + f'},
\]

respectively, and where \(R_{n+1}' - R_n' := X_{n+1} - \mathbb{E}[X_{n+1} | \mathcal{G}_n]\) (we again show the convergence of \(R_n'\) for each \(k \in \mathbb{N}_0\) at the end of the proof). With a similar approach, an upper bound on the recursion \(X_{n+1} - X_n\) can be obtained with sequences \(A_n, B_n\) that converge to \(A\) and \(B\), respectively, with \(B = 1 + mf\). Now, applying Lemma 4.1 yields

\[
\liminf_{n \to \infty} X_n \geq \frac{A}{B'} = \frac{1}{1/m + f'} \int_{(f,f']} x \Gamma^{(k-1)}(dx),
\]

\[
\limsup_{n \to \infty} X_n \leq \frac{A}{B} = \frac{1}{1/m + f} \int_{(f,f']} x \Gamma^{(k-1)}(dx).
\]
The same argument as used for \( \Gamma_n \) then yields
\[
\Gamma^{(k)}(dx) = \left( \frac{x}{x + 1/m} \right)^k \Gamma^{(0)}(dx).
\]

With minor adjustments, it also follows that
\[
\Gamma^{(0)}(dx) = \frac{1/m}{x + 1/m} \mu(dx),
\]
from which (2.5), (2.6) and (2.7) follow.

It thus remains to prove the convergence of \( R_n \) and \( R'_n \). First,
\[
R_{n+1} - R_n = \frac{1}{n + 1} \sum_{i \in I_n} (\Delta Z_{n+1}(i) - \mathbb{E}[Z_{n+1}(i) \mid G_n])
= \frac{1}{n + 1} \sum_{i \in I_n} (\Delta Z_n(i) - \mathbb{E}[\Delta Z_n(i) \mid G_n]),
\]
where \( \Delta Z_n(i) := Z_{n+1}(i) - Z_n(i) \). Then, we can bound
\[
\mathbb{E}[(R_{n+1} - R_n)^2 \mid G_n] = \frac{1}{(n + 1)^2} \mathbb{E}\left[ \left( \sum_{i \in I_n} (\Delta Z_n(i) - \mathbb{E}[\Delta Z_n(i) \mid G_n]) \right)^2 \right] \leq \frac{1}{(n + 1)^2} \sum_{i \in I_n} \text{Var}(\Delta Z_n(i) \mid G_n).
\]

Here, the second step follows from the negative quadrant dependence of the random variables \( (\Delta Z_n(i))_{i \in [n]} \), in the sense that for any distinct \( i, j \in [n] \) and any \( k, \ell \in \mathbb{N}_0 \),
\[
\mathbb{P}(\Delta Z_n(i) > k, \Delta Z_n(j) > \ell \mid G_n) \leq \mathbb{P}(\Delta Z_n(i) > k \mid G_n) \mathbb{P}(\Delta Z_n(j) > \ell \mid G_n).
\]
As the \( \Delta Z_n(i) \) are the outcome of a multinomial experiment (conditionally on the vertex-weights, in particular conditionally on \( G_n \)) this property directly follows from [19, Section 3.1]. When we consider the model with random out-degree, we note that all the \( \Delta Z_n(i) \) are independent indicator random variables, so that the negative quadrant dependence also applies.

It thus remains to bound the conditional variance of \( \Delta Z_n(i) \) from above. As \( \Delta Z_n(i) \) is a sum of \( m \) i.i.d. indicator random variables, its variance is at most \( m \) times its mean, for each \( i \in [n] \). Since \( \sum_{i=1}^{n} \mathbb{E}[\Delta Z_n(i)] = m \), we obtain the upper bound \( m/(n+1))^2 \), which is summable almost surely. As this implies that the quadratic variation of the martingale \( R_{n+1} - R_n \) is bounded, it follows that \( R_n \) converges almost surely.

We now prove the almost sure convergence of \( R'_n \). For \( k \geq 1 \),
\[
R'_{n+1} - R'_n = \frac{1}{n + 1} \sum_{i \in I_n} \left( \mathbb{I}_{\{Z_{n+1}(i) = k\}} - \mathbb{P}(Z_{n+1}(i) = k \mid G_n) \right) = \Delta M_n^{(1)} - \Delta M_n^{(2)},
\]
where \( \Delta M_n^{(i)} \) is a martingale difference, i.e. \( \Delta M_n^{(i)} = M_n^{(i)} - M_n^{(i-1)} \), \( i \in \{1, 2\} \), and
\[
\Delta M_n^{(1)} = \frac{1}{n + 1} \left( \sum_{i \in I_n} \mathbb{I}_{\{Z_n(i) < k, Z_{n+1}(i) \geq k\}} - \mathbb{E} \left[ \sum_{i \in I_n} \mathbb{I}_{\{Z_n(i) < k, Z_{n+1}(i) \geq k\}} \mid G_n \right] \right),
\]
\[
\Delta M_n^{(2)} = \frac{1}{n + 1} \left( \sum_{i \in I_n} \mathbb{I}_{\{Z_n(i) \leq k, Z_{n+1}(i) > k\}} - \mathbb{E} \left[ \sum_{i \in I_n} \mathbb{I}_{\{Z_n(i) \leq k, Z_{n+1}(i) > k\}} \mid G_n \right] \right).
\]

(4.1)

Here, we use that
\[
\mathbb{I}_{\{Z_{n+1}(i) = k\}} = \mathbb{I}_{\{Z_{n+1}(i) = k, Z_n(i) \leq k\}} + \mathbb{I}_{\{Z_{n+1}(i) = k, Z_n(i) > k\}} - \mathbb{I}_{\{Z_{n+1}(i) = k, Z_n(i) \leq k\}} - \mathbb{I}_{\{Z_{n+1}(i) = k, Z_n(i) > k\}},
\]
\[
\mathbb{I}_{\{Z_{n+1}(i) = k\}} = \mathbb{I}_{\{Z_{n+1}(i) = k, Z_n(i) \leq k\}} + \mathbb{I}_{\{Z_{n+1}(i) = k, Z_n(i) > k\}} - \mathbb{I}_{\{Z_{n+1}(i) = k, Z_n(i) \leq k\}} - \mathbb{I}_{\{Z_{n+1}(i) = k, Z_n(i) > k\}}.
\]
We note that, as the indicators in $M_n^{(1)}$, $M_n^{(2)}$ only differ by one index $k$, it is sufficient to prove the summability of the conditional second moment of $\Delta M_n^{(2)}$ for all fixed $k \geq 1$. So, we write
\[
\mathbb{E}\left[(\Delta M_n^{(2)})^2 \mid G_n\right] = \frac{1}{(n+1)^2} \mathbb{E}\left[\left(\sum_{i \in I_n} (1 \{Z_{(i)}(z_{i+1}) > k\} - \mathbb{P}(Z_{(i)}(z_{i+1}) > k \mid G_n))\right)^2 \mid G_n\right].
\]
Using the negative quadrant dependence of the random variables $(\Delta Z_n(i))_{i \in [n]}$, we can bound this from above by,
\[
\frac{1}{(n+1)^2} \sum_{i \in I_n} \mathbb{E}\left[(1 \{Z_{(i)}(z_{i+1}) > k\} - \mathbb{P}(Z_{(i)}(z_{i+1}) > k \mid G_n))^2 \mid G_n\right] \leq \frac{1}{(n+1)^2} \sum_{i \in I_n} \mathbb{P}(\Delta Z_n(i) \geq 1 \mid G_n) \leq \frac{1}{(n+1)^2} \sum_{i = 1}^{n} \mathbb{P}[\Delta Z_n(i) \mid G_n] = \frac{m}{(n+1)^2},
\]
where we use Markov’s inequality in the penultimate step and use that the (expected) increments of all in-degrees is exactly $m$. Hence, the final statement is summable almost surely, which proves the almost sure convergence of $R_n'$. For $k = 0$, we can write $R_{n+1}' - R_n'$ as
\[
\Delta M_n^{(1)} + \Delta M_n^{(2)} + (1 \{W_{n+1}(f, f') \} - \mu((f, f'))/(n+1),
\]
where $\Delta M_n^{(1)} = 0$ and $\Delta M_n^{(2)}$ is as in (4.1) with $k = 0$. We already proved the summability of the second conditional moment of $M_n^{(2)}$, which follows for $k = 0$ as well, and the last term has a second conditional moment bounded by $\mu((f, f'))/(n+1)^2$, which is summable too. This proves the almost sure convergence of $R_n'$ for all $k \in \mathbb{N}_0$.

We conclude by proving (2.8) for $m = 1$ (the proof for $m > 1$ follows analogously). Let $\beta \in (0, (2 - \alpha)/(\alpha - 1) \wedge 1)$. We then obtain from a union bound that
\[
\mathbb{P}(E_n^c \cap \{W_{\alpha} \leq n^{\beta}\}) \leq \frac{1}{n} \sum_{j = 1}^{n-1} n^{\beta} \mathbb{E}\left[\frac{1}{S_j} \mathbb{I}_{\{W_k \leq n^{\beta}\}}\right] \leq C n^{\beta-1} \sum_{j = 1}^{n-1} j \mathbb{E}[1/M_j],
\]
where we bound $S_j$ from below by the maximum vertex-weight $M_j := \max_{i \in [j]} W_i$ and $C > 0$ is a constant. We can then bound the expected value of $1/M_j$ by
\[
\mathbb{E}[1/M_j] \leq \mathbb{P}\left(M_j \leq j^{1/(\alpha-1) - \epsilon}\right) / x_l + j^{-1/(\alpha-1)+\epsilon}.
\]
For $j$ large, say $j > j_0 \in \mathbb{N}$, we can bound the probability on the right-hand side from above by
\[
\mathbb{P}\left(M_j \leq j^{1/(\alpha-1) - \epsilon}\right) \leq \exp(-j(\alpha-1)\epsilon/2),
\]
which leads to the bound
\[
\mathbb{E}[1/M_j] \leq \mathbb{I}_{(j \leq j_0)} / x_l + \mathbb{I}_{(j > j_0)}(1 + 1/x_l) j^{-1/(\alpha-1)+\epsilon}.
\]
We then use this in (4.2) to obtain
\[
\mathbb{P}(E_n^c \cap \{W_{\alpha} \leq n^{\beta}\}) \leq \tilde{C} n^{\beta - ((2-\alpha)/(\alpha-1) \wedge 1)+\epsilon},
\]
for a constant $\tilde{C} > 0$. Combining this with $\mathbb{P}(W_{\alpha} \geq n^{\beta}) = \ell(n^{\beta}) n^{-\beta/(\alpha-1)} \leq n^{-\beta/(\alpha-1)+\epsilon}$ for $n$ sufficiently large, by [4, Proposition 1.3.6 (v)], yields
\[
\mathbb{P}(E_n) \geq \mathbb{P}(W_{\alpha} \leq n^{\beta}) - \mathbb{P}(E_n^c \cap \{W_{\alpha} \leq n^{\beta}\}) \geq 1 - n^{-\beta/(\alpha-1)+\epsilon} - \tilde{C} n^{\beta - ((2-\alpha)/(\alpha-1) \wedge 1)+\epsilon}.
\]
Taking $C = 1 + \tilde{C}$ and choosing the optimal value of $\beta$, namely $\beta = ((2 - \alpha)/(\alpha(\alpha-1))) \wedge (1/\alpha)$, yields the desired result and concludes the proof. \qed
Prior to proving Theorem 2.7, we prove Lemma 2.6 as stated in Section 2, and introduce some general bounds on \( p(k) \).

**Proof of Lemma 2.6.** Without loss of generality, we can set \( x_0 = 1 \). The claim relating the Weibull and Fréchet maximum domains of attractions follows directly from [27, Propositions 1.11 and 1.13] and the fact that \( \mathbb{P}(W \geq 1 - 1/x) = \mathbb{P}((1 - W)^{-1} \geq x) \).

By [27, Corollary 1.7], the random variable \( W \) belongs to the Gumbel MDA if and only if there exist a \( z_0 < 1 \) and measurable functions \( c, g, f \) satisfying \( \lim_{x \to 1} c(x) = c > 0 \) and \( \lim_{x \to 1} g(x) = 1 \) such that
\[
\mathbb{P}(W \geq x) = c(x) \exp \left( - \int_{z_0}^x \frac{g(t)}{f(t)} \, dt \right), \quad z_0 < x < 1,
\]
with \( f \), known as the auxiliary function, being absolutely continuous, \( f > 0 \) on \((z_0, 1)\) and \( \lim_{x \to 1} f'(x) = 0 \). We are required to find a \( \tilde{z}_0 < \tilde{z}_0 \) and measurable functions \( \tilde{c}, \tilde{g}, \tilde{f} \) with the same properties for the random variable \((1 - W)^{-1}\) to prove one direction.

First, we readily have that \( \tilde{z}_0 = \sup\{x > 0 : \mathbb{P}((1 - W)^{-1} \leq x) < 1\} = \infty \), so that \((1 - W)^{-1}\) has unbounded support. Then, take \( \tilde{z}_0 = (1 - z_0)^{-1} \) and note that \( \tilde{z}_0 < \infty \) as \( z_0 < 1 \). For any \( x > \tilde{z}_0 \),
\[
\mathbb{P}((1 - W)^{-1} \geq x) = \mathbb{P}(W \geq 1 - 1/x) = c(1 - 1/x) \exp \left( - \int_{z_0}^x \frac{g(1 - 1/u)}{f(1 - 1/u)} u^{-2} \, du \right),
\]
via a variable transformation \( u = (1 - t)^{-1} \). We thus set \( \tilde{c}(x) := c(1 - 1/x), \tilde{g}(x) := g(1 - 1/x), \) and \( \tilde{f}(x) := f(1 - 1/x)x^2 \). It follows that \( \tilde{f} \) is absolutely continuous and strictly positive on \((\tilde{z}_0, \infty)\).

Moreover,
\[
\lim_{x \to \infty} \tilde{c}(x) = \lim_{x \to \infty} c(1 - 1/x) = \lim_{u \uparrow 1} c(u) = \tilde{c}, \quad \lim_{x \to \infty} \tilde{g}(x) = \lim_{u \uparrow 1} g(u) = 1,
\]
and
\[
\tilde{f}'(x) = -f'(1 - 1/x) + 2xf(1 - 1/x) = -f'(1 - 1/x) + 2(1 - (1 - 1/x))^{-1}f(1 - 1/x).
\]
Hence, using the result from [27, Lemma 1.2] that \( \lim_{u \uparrow 1} (1 - u)^{-1} f(u) = 0 \), we find that
\[
\lim_{x \to \infty} \tilde{f}'(x) = -\lim_{u \uparrow 1} f'(u) + 2 \lim_{u \uparrow 1} (1 - u)^{-1} f(u) = 0,
\]
so that all the conditions of [27, Corollary 1.7] are satisfied for the tail distribution of \((1 - W)^{-1}\).

For the other direction, we use the other result of [27, Lemma 1.2], which states that \( \lim_{u \to \infty} u^{-1} f(u) = 0 \) when \( f \) is an auxiliary function for an unbounded distribution belonging to the Gumbel MDA. With similar steps as above, the required result then follows as well. \( \square \)

**Lemma 4.2.** For any weight distribution that belongs to the (Bounded) case and for any non-negative sequence \((s_k)_{k \in \mathbb{N}}\) such that \( s_k \uparrow 1 \), when \( k \) is sufficiently large,
\[
p(k) \leq \exp(- (1 - \theta_m^{-1})(1 - s_k)k)\theta_m^{-k} \left( \mathbb{P}(W \geq s_k) + (1 - \theta_m^{-1})\theta_m^{-k}\mathbb{P}(W \geq 1 - 1/t_k) \right), \quad (4.3)
\]

where \( t_k = (1 - s_k)^{-1} \), and where the lower bound only holds if \( \sqrt{k} = o(t_k) \) (otherwise the \( 1 + o(1) \) term is to be included in the exponent).

For any weight distribution that has unbounded support and for any non-negative sequence \((s_k)_{k \in \mathbb{N}}\) such that \( s_k \) diverges with \( k \) such that \( s_k \leq k/m \) for all \( k \in \mathbb{N} \) sufficiently large,
\[
p(k) \leq \frac{1}{s_k} \left( \exp \left( - \frac{k}{ms_k} + \frac{k}{(ms_k)^2} \right) + \mathbb{P}(W \geq s_k) \right), \quad (4.4)
\]
\[
p(k) \geq \left( 1 - \frac{1}{ms_k} \right)^k \int_{s_k}^{\infty} \frac{1}{1 + mx} \mu(dx).
\]
Proof. We first prove (4.3). We know from Theorem 2.5, with \( \mu \) the distribution of \( W \), that

\[
p(k) = \int_0^\infty \frac{x \mu(dx)}{\mathbb{E}[W]/m + x} \left( \frac{x}{\mathbb{E}[W]/m + x} \right)^k \mu(dx),
\]

for any choice of vertex-weights \( W \) such that \( \mathbb{E}[W] < \infty \). We recall that \( \mathbb{E}[W]/m = \theta_m - 1 \). It is straightforward to check that the integrand in (4.5) is unimodal and maximised at \( x = \mathbb{E}[W]/k/m \). Thus, for \( k > m/\mathbb{E}[W] \), the integrand is increasing and maximal at \( x = 1 \). This directly yields, for some non-negative sequence \( (s_k)_{k \in \mathbb{N}} \) such that \( s_k \uparrow 1 \),

\[
p(k) \leq \int_0^{s_k} \left( \frac{s_k}{\theta_m - 1 + s_k} \right)^k \mu(dx) + \int_{s_k}^{1} \frac{\theta_m - 1}{\theta_m} \theta_m^k \mu(dx)
\]

\[
\leq \left( \frac{\theta_m s_k}{\theta_m - 1 + s_k} \right)^k \theta_m^k + \frac{\theta_m - 1}{\theta_m} \theta_m^{-k} \mathbb{P}(W \geq s_k)
\]

\[
\leq \exp(-(1 - \theta_m^{-1})(1 - s_k)\theta_m^{-k} + (1 - \theta_m^{-1})\theta_m^{-k}\mathbb{P}(W \geq s_k)).
\]

For a lower bound, we again split the integral at \( s_k \), but only keep the second integral. This yields

\[
p(k) \geq \exp(-(1 - \theta_m^{-1})(1 - (\theta_m - 1)/(1 + s_k))\theta_m^{-k}\mathbb{P}(W \geq s_k)).
\]

We now bound the second term from below by setting \( s_k = 1 - 1/t_k \) and by writing

\[
\left(1 - \frac{(\theta_m - 1)/t_k}{\theta_m - 1/t_k}\right)^k = \exp(k \log \left(1 - \frac{(\theta_m - 1)/t_k}{\theta_m - 1/t_k}\right)) = \exp(-(1 - \theta_m^{-1})k/t_k(1 + o(1)),
\]

provided that \( \sqrt{k} = o(t_k) \) (otherwise include the \( (1 + o(1)) \) in the exponent) so that we arrive at

\[
p(k) \geq \exp(-(1 - \theta_m^{-1})k/t_k)\theta_m^{-k}\mathbb{P}(W \geq 1 - 1/t_k)(1 + o(1)).
\]

For the proof of (4.4), we have that \( x_0 = \infty \) and we can now assume, without loss of generality, that \( \mathbb{E}[W] = 1 \). Hence, the expression in (4.5) simplifies to

\[
p(k) = \int_0^\infty \frac{1}{1 + mx} \left( \frac{mx}{1 + mx} \right)^k \mu(dx)
\]

\[
= \int_0^{s_k} \frac{1}{1 + mx} \left( \frac{mx}{1 + mx} \right)^k \mu(dx) + \int_{s_k}^{\infty} \frac{1}{1 + mx} \left( \frac{mx}{1 + mx} \right)^k \mu(dx).
\]

For the first integral, we notice that the integrand is unimodal and maximised in \( x = k/m \). Since \( s_k \leq k/m \), we can bound the integral from above by substituting \( x = k/m \) in the integrand. By observing that \( (1 + mx)^{-1} \leq 1/x \leq 1/s_k \) for \( x \in (s_k, \infty) \) and that \( x \mapsto mx/(1 + mx) \) is increasing in \( x \) and bounded from above by one, we thus obtain

\[
p(k) \leq \frac{1}{s_k} \left( \frac{ms_k}{1 + ms_k} \right)^k + \mathbb{P}(W \geq s_k) \leq \frac{1}{s_k} \left( \exp \left( - \frac{k}{ms_k} + \frac{k}{(ms_k)^2} \right) + \mathbb{P}(W \geq s_k) \right).
\]

For a lower bound, we omit the integral over \((0, s_k)\) an instead note that \( mx/(1 + mx) \geq ms_k/(1 + ms_k) \) for \( x \geq s_k \). This yields

\[
p(k) \geq \left( \frac{ms_k}{1 + ms_k} \right)^k \int_{s_k}^{\infty} \frac{1}{1 + mx} \mu(dx) \geq \left(1 - \frac{1}{ms_k} \right)^k \int_{s_k}^{\infty} \frac{1}{1 + mx} \mu(dx),
\]

which completes the proof. \( \square \)

We now prove Theorem 2.7. To aid the reader, we split the proof into several parts, based on the different cases presented in Theorem 2.7.

**Proof of Theorem 2.7, (Bounded) case, Weibull MDA.** We prove (2.9). Since \( W \) belongs to the Weibull MDA (with \( x_0 = 1 \), \( (1 - W)^{-1} \) belongs to the Fréchet MDA by Lemma 2.6, so that

\[
\mathbb{P}(W \geq 1 - 1/x) = \mathbb{P}(1 - W^{-1} \geq x) = \ell(x)x^{-(\alpha - 1)},
\]

for some slowly-varying function \( \ell \) and \( \alpha > 1 \). Thus, with the upper bound in (4.3) we obtain

\[
p(k) \leq \left[ \exp \left( - (1 - \theta_m^{-1})k/t_k \right) + (1 - \theta_m^{-1})\ell(t_k) \exp(- (\alpha - 1) \log t_k) \right] \theta_m^{-k},
\]
where we recall that \( t_k = (1 - s_k)^{-1} \) and diverges with \( k \). We balance the two terms in the square brackets by setting \( t_k = (1 - \theta_m^{-1})k/((\alpha - 1) \log k) \). This yields

\[
p(k) \leq (k^{-(\alpha - 1)} + (1 - \theta_m^{-1})2^{-\alpha}(\alpha - 1)^{\alpha - 1} \log(k)^{\alpha - 1} \ell(t_k)k^{-(\alpha - 1)})\theta_m^{-k}
\]

where \( \mathcal{L}(k) := 1 + (1 - \theta_m^{-1})2^{-\alpha}(\alpha - 1)^{\alpha - 1} \log(k)^{\alpha - 1} \ell(t_k) \). As \( t_k \) is regularly varying and \( \ell \) is slowly varying, \( \ell(t_k) \) is slowly varying by [4, Proposition 1.5.7.(ii)].

For a lower bound we use the lower bound in (4.3) combined with (4.6) and set \( t_k = k \) to obtain

\[
p(k) \geq \mathcal{L}(k)k^{-(\alpha - 1)}\theta_m^{-k},
\]

where \( \mathcal{L}(k) := (1 - \theta_m^{-1})e^{-(1 - \theta_m^{-1})\ell(k)} \), which concludes the proof. \( \square \)

**Proof of Theorem 2.7. (Bounded)-(RV) sub-case, Gumbel MDA.** We use an improved version of the upper bound in (4.3) to prove (2.10). Recall that \( \gamma = 1/(\tau + 1) \). Then, we define sequences \( t_{k,j} := d_jc_1^{1-\gamma}((1 - \theta_m^{-1})k)^\gamma, j \in [J] \) for constants \( d_1 < d_2 < \ldots < d_J \) and some \( J \in \mathbb{N} \) that we will choose at the end. We also write \( f(x) := ((\theta_m - 1)/(\theta_m - 1 + x))(x/(\theta_m - 1 + x))^k \) for simplicity. Then, we bound

\[
p(k) \leq \int_0^{1-1/t_{k,1}} f(x)\mu(dx) + \sum_{j=1}^{J-1} \int_{1-1/t_{k,j}}^{1-1/t_{k,j+1}} f(x)\mu(dx) + \int_{1-1/t_{k,J}}^1 f(x)\mu(dx).
\]

As \( (1 - W)^{-1} \) satisfies the (RV) sub-case, it follows that

\[
\mathbb{P}(W \geq 1 - 1/t_{k,j}) = \mathbb{P}((1 - W)^{-1} \geq t_{k,j}) = (1 + o(1))at_{k,j}^b e^{-(t_{k,j}/c_1)^\gamma}
\]

\[
= (1 + o(1))at_{k,j}^b \exp \left( -d_j^r \left( \frac{(1 - \theta_m^{-1})k}{c_1} \right)^{1-\gamma} \right).
\]

Also using that \( f(x) \) is increasing on \([0,1]\) when \( k > 1/(\theta_m - 1) \) allows us to bound \( p(k) \) from above even further by

\[
f(1 - 1/t_{k,1}) + \sum_{j=1}^{J-1} f(1 - 1/t_{k,j+1})\mathbb{P}(W \geq 1 - 1/t_{k,j}) + f(1)\mathbb{P}(W \geq 1 - 1/t_{k,J})
\]

\[
\leq (\theta_m - 1)\theta_m^{(k+1)} \left( 1 - \frac{1}{t_{k,1}} \right)^k \left( 1 - \frac{1}{\theta_m t_{k,1}} \right)^{-(k+1)}
\]

\[
+ \sum_{j=1}^{J-1} \left( 1 - \frac{1}{t_{k,j+1}} \right)^k \left( 1 - \frac{1}{\theta_m t_{k,j+1}} \right)^{-(k+1)} at_{k,j}^b \exp \left( -d_j^r \left( \frac{(1 - \theta_m^{-1})k}{c_1} \right)^{1-\gamma} \right)
\]

\[
+ at_{k,j}^b \exp \left( -d_j^r \left( \frac{(1 - \theta_m^{-1})k}{c_1} \right)^{1-\gamma} \right) \right) (1 + o(1))
\]
\[
\begin{align*}
&\leq (1 - \theta_m^{-1})\theta_m^{-k} \left[ \exp \left( -\frac{1}{d_1} \left( \frac{(1 - \theta_m^{-1})k}{c_1} \right)^{1 - \gamma} \right) \\
&\quad + \sum_{j=1}^{J-1} a t_{j,k} \exp \left( -\left( d_{j+1}^{-1} + d_j^{-1} \right) \left( \frac{(1 - \theta_m^{-1})k}{c_1} \right)^{1 - \gamma} \right) \\
&\quad + a t_{k,J} \exp \left( -d_J^{-1} \left( \frac{(1 - \theta_m^{-1})k}{c_1} \right)^{1 - \gamma} \right) \right] (1 + o(1)).
\end{align*}
\]

Note that the function \( g(t) = t^{1 - \gamma} \) has a minimum at \( d^* = \tau^{-\gamma} \). Now, we choose \( d_1 < d^* \) such that \( 1/d_1 > g(d^*) = \tau^{-\gamma}/(1 - \gamma) \) and similarly \( d_\infty > g(d^*) \). Given any \( \varepsilon > 0 \), we can now choose \( J \) sufficiently large so that for all \( d, d' \in [d_1, d_\infty] \) with \( |d - d'| \leq (d_\infty - d_1)/J \), we have that \( |d^\gamma - (d')^\gamma| < \varepsilon \). Finally, we define \( d_j = d_1 + \frac{j}{J} (d_\infty - d_1) \) for \( j = 2, \ldots, J \). In particular, it follows that for any \( j = 1, \ldots, J - 1 \),

\[
d_{j+1}^{-1} + d_j^{-1} > d_{j+1}^{-1} + d_{j+1}^{-1} - \varepsilon \geq g(d^*) - \varepsilon = \tau^{-\gamma}/(1 - \gamma) - \varepsilon.
\]

Substituting this into the bound for \( p(k) \) and using that \( t_{k,j} = d_j^{-1} c_1^{-1}(1 - \theta_m)^{-1} \) uniformly in \( j \in [J] \) for some constant \( C > 0 \), we arrive at

\[
p(k) \leq (1 - \theta_m^{-1})\theta_m^{-k} \exp \left( -\left( \frac{\tau^{-\gamma} - \varepsilon}{1 - \gamma} \right) \left( \frac{(1 - \theta_m^{-1})k}{c_1} \right)^{1 - \gamma} \right) \left( 1 + \sum_{j=1}^{J} a C k^\gamma \right) \\
\leq \exp \left( -\left( \frac{\tau^{-\gamma}}{1 - \gamma} - 2\varepsilon \right) \left( \frac{(1 - \theta_m^{-1})k}{c_1} \right)^{1 - \gamma} \right) \theta_m^{-k},
\]

where the last inequality holds for \( k \) large enough.

For a lower bound, we use the lower bound in (4.3) with \( t_k = c_1^{-1}(1 - \theta_m^{-1})k/\tau \). We thus obtain

\[
p(k) \geq (1 - \theta_m^{-1})\tau^{-\gamma} c_1^{-1}(1 - \theta_m)^{-1} k^\gamma \exp \left( -\left( \frac{\tau^{-\gamma} + \tau^{-1}}{1 - \gamma} \right) \left( \frac{(1 - \theta_m^{-1})k}{c_1} \right)^{1 - \gamma} (1 + o(1)) \right) \theta_m^{-k}.
\]

As \( \sqrt{k} = o(t_k) \) is not guaranteed for all values of \( \tau > 0 \), we include the \( 1 + o(1) \) in the exponent, so that

\[
p(k) \geq \exp \left( -\frac{\tau^{-\gamma}}{1 - \gamma} \left( \frac{(1 - \theta_m^{-1})k}{c_1} \right)^{1 - \gamma} (1 + o(1)) \right) \theta_m^{-k},
\]

which together with (4.8) yields (2.10) and concludes the proof.

**Proof of Theorem 2.7.** (Bounded)-(RaV) sub-case, Gumbel MDA. We apply a similar approach as in the proof of (2.10) to prove (2.11). Again, we choose a sequence \( t_{k,1} < \cdots < t_{k,J} \) with \( J = J(k) \) to be determined later. We set \( t_{k,j} = (d_{j-j+1})^{-1}(1 - \theta_m^{-1})k/\log k^{-1/\gamma} \) for a sequence \( d_1 < d_2 < \cdots < d_J \) to be fixed later on, but such that \( d_1 \) is bounded in \( k \) and \( \log(d_J) = o(\log k) \). Then, by the same steps as in between (4.7) and (4.8), but now using that \( (1 - W)^{-1} \) satisfies the (RaV) sub-case, we obtain

\[
p(k) \leq (1 - \theta_m^{-1})\theta_m^{-k} \left[ \exp \left( -d_J(\log k)^{-1/\gamma} \right) + a(\log t_{k,J})^b \exp(-\log(t_{k,J})/c_1)) \right. \\
+ \left. \sum_{j=1}^{J-1} a(\log t_{k,j})^b \exp \left( -d_{j-j+1}(\log k)^{-1/\gamma} - (\log(t_{k,j})/c_1) \right) \right] (1 + o(1)).
\]

Now, we use that by a Taylor expansion

\[
(\log t_{k,j}/c_1)^{-1} \geq \left( \frac{\log k}{c_1} \right)^{-1} \left( 1 - \tau(1 - 1) \frac{\log k}{\log k} \right) - \frac{\tau}{c_1} \log \left( \frac{d_{j-j+1}}{1 - \theta_m} \right)(\log k)^{-1}.
\]
Hence, we obtain that there exists a constant $C > 0$ such that

\[
 p(k) \leq C\theta_m^{-k} (\log k)^{b/v_0} \left[ \exp \left( -d_J (\log k)^{\tau - 1} \right) + \exp \left( -\frac{\log k}{c_1} \tau (1 - \tau (\tau - 1) \frac{\log \log k}{\log k}) \right) \times \left\{ \sum_{j=1}^{J-1} \exp \left( -\left( d_{j+1} - \frac{\tau}{c_1} \log \left( \frac{d_{j+1}}{1 - \theta_m} \right) \right) (\log k)^{\tau - 1} \right) \right. \\
 \left. + \exp \left( \frac{\tau}{c_1} \log \left( \frac{d_1}{1 - \theta_m} \right) (\log k)^{\tau - 1} \right) \right\} \right].
\]

We will eventually choose $d_J$ such that $d_J \geq c_1^{-\tau} \log k$, so that we can neglect the first term. Secondly, we notice that the function $f(x) = x - \tau c_1^{-\tau} \log(x/(1 - \theta_m^{1}))$ is minimised at $x^* = \tau c_1^{-\tau}$, so we choose $d_1$ small enough such that $\tau c_1^{-\tau} \log(d_1) < f(x^*) = \tau c_1^{-\tau} \log(\exp(1-\theta_m^{1})/\tau)$. Therefore, we can neglect the first term and the term outside the sum and can concentrate on the sum itself and so need to estimate

\[
 \sum_{j=1}^{J-1} \exp \left( -\left( d_j - \frac{\tau}{c_1} \log \left( \frac{d_{j+1}}{1 - \theta_m} \right) \right) (\log k)^{\tau - 1} \right) \leq J' \exp \left( -(f(x^*) - \varepsilon)(\log k)^{\tau - 1} \right).
\]

Let $d_\infty$ be big enough such that $\tau c_1^{-\tau} \log(d/(1 - \theta_m^{1})) \leq d/2$ for all $d \geq d_\infty$ and also big enough such that $d_\infty \geq 2(f(x^*) + 1)$. Given $\varepsilon > 0$, let $J'$ be such that $J' \geq \varepsilon^{-1}(d_\infty - d_1)$ (note that $J'$ does not depend on $k$). Then define $d_j = d_1 + (j/J')(d_\infty - d_1)$ for $j = 1, \ldots, J'$. Moreover, choose $d_j = d_\infty + (j - J')$ for $j \geq J' + 1$. Finally, choose $J$ such that $d_{J-1} \leq (\log k)/(c_1) \tau \leq d_J$. We split the sum in (4.11) into summands smaller and bigger than $J'$ and first consider

\[
 \sum_{j=1}^{J'-1} \exp \left( -\left( d_j - \frac{\tau}{c_1} \log \left( \frac{d_{j+1}}{1 - \theta_m} \right) \right) (\log k)^{\tau - 1} \right) \leq \sum_{j=1}^{J'-1} \exp \left( -\left( d_{j+1} - \frac{\tau}{c_1} \log \left( \frac{d_{j+1}}{1 - \theta_m} \right) \right) (\log k)^{\tau - 1} \right) - \varepsilon \exp \left( (f(x^*) - \varepsilon)(\log k)^{\tau - 1} \right).
\]

Now, for the second sum we obtain by the assumptions on $d_j$,

\[
 \sum_{j=J'}^{J-1} \exp \left( -\left( d_j - \frac{\tau}{c_1} \log \left( \frac{d_{j+1}}{1 - \theta_m} \right) \right) (\log k)^{\tau - 1} \right) \leq \sum_{j=J'}^{J-1} \exp \left( -\left( d_j - d_{j+1}/2 \right)(\log k)^{\tau - 1} \right) \leq \sum_{j=J'}^{J-1} \exp \left( -\left( \frac{1}{2}(d_\infty + (j - J')) - \frac{1}{2} \right)(\log k)^{\tau - 1} \right) \leq \exp \left( -\frac{1}{2}(d_\infty - 1)(\log k)^{\tau - 1} \right) \sum_{j=0}^{\infty} \exp \left( -j/2(\log k)^{\tau - 1} \right).
\]

By assumption, we have that $(d_\infty - 1)/2 \geq f(x^*)$, so that combining the two last estimates with (4.10), we obtain that there exists a constant $C_1 > 0$ such that

\[
 p(k) \leq C_1\theta_m^{-k} (\log k)^{b/v_0} \exp \left( -\left( \frac{\log k}{c_1} \right) \left( 1 - \tau (\tau - 1) \frac{\log \log k}{\log k} \right) - (\log k)^{\tau - 1}(f(x^*) - \varepsilon) \right),
\]

which gives the required bound as we recall that $f(x^*) = \tau c_1^{-\tau} \log(\exp(1-\theta_m^{1})/\tau)$. 

For a lower bound, we set \( t_k = (1 - \theta_m^{-1}) k / (x^* (\log k)^{r-1}) \), where \( x^* = \tau c_1^r \) as before. Then, we use the lower bound in (4.3) to find

\[
p(k) \geq (1 - \theta_m^{-1}) a \log(t_k) b \exp(- (1 - \theta_m^{-1}) k / t_k - (\log(t_k) / c_1)^r \theta_m^{-k}(1 + o(1)))
\]

\[
\geq C_2 \log(k) b \exp \left( - \left( \frac{\log k}{c_1} \right)^r (1 - \tau(\tau - 1) \log \log k) \right)
\]

\[- (x^* - \tau_c^{-r} \log(x^*/(1 - \theta_m^{-1}))) (\log k)^{r-1}(1 + o(1)) \right) \theta_m^{-k},
\]

for some constant \( C_2 > 0 \), which proves the lower bound in (2.11) since we recall that \( f(x^*) = \tau c_1^r \log(ec_1^r(1 - \theta_m^{-1})/\tau) \) and which concludes the proof.

\[\square\]

**Proof of Theorem 2.7. (Bounded) case, Atom at one.** We aim to prove (2.16) and (2.17) and assume without loss of generality that \( x_0 = 1 \). As \( q_0 = \mathbb{P}(W = 1) > 0 \), we immediately obtain the lower bound

\[
p(k) \geq q_0 (1 - \theta_m^{-1}) \theta_m^{-k},
\]

for both cases. For an upper bound, let us first assume there exists an \( s \in (0, 1) \) such that \( \mathbb{P}(W \in (s, 1)) = 0 \). Then, the upper bound in (4.3) yields

\[
p(k) \leq \exp(- (1 - \theta_m^{-1})(1-s)k) \theta_m^{-k} + (1 - \theta_m^{-1}) \theta_m^{-k} \mu((s,1))
\]

\[= q_0 (1 - \theta_m^{-1}) \theta_m^{-k} (1 + \mathcal{O}(\exp(-(1 - \theta_m^{-1})(1-s)k))),
\]

which proves (2.16). To conclude the proof of (2.17), let \( (s_k)_{k \in \mathbb{N}} \) be any positive sequence such that \( s_k \uparrow 1 \). Then, \( \mu((s_k, 1)) \) vanishes as \( k \to \infty \) by the continuity of probability measures. As a result, again using the upper bound in (4.3),

\[
p(k) \leq \exp(- (1 - \theta_m^{-1})(1-s_k)k) \theta_m^{-k} + (1 - \theta_m^{-1}) \theta_m^{-k} \mu((s_k,1))
\]

\[= q_0 (1 - \theta_m^{-1}) \theta_m^{-k} (1 + \mathcal{O}(\exp(-(1 - \theta_m^{-1})(1-s_k)k) \vee \mu((s_k, 1))))
\]

as required, which concludes the proof.

\[\square\]

**Proof of Theorem 2.7. (Gumbel)-(RV) sub-case.** We prove (2.13), and use an improved upper bound compared to (4.4), similar to the proof of the (Gumbel)-(RV) sub-case in the (Bounded) setting. As in (4.7), writing \( f(x) = (mx)^k (1 + mx)^{-(k+1)} \) and taking sequences \( s_{k,j}, k, j \in \mathbb{N} \) such that \( s_{k,j} \leq s_{k,j+1} \) and \( s_{k,j} \leq k/m \) (so that \( f(s_{k,j}) \) is increasing in \( j \)) for all \( j \in \mathbb{N} \) and \( k \) large,

\[
p(k) \leq \int_0^{s_{k,j}} f(x) \mu(dx) + \sum_{j=1}^{J-1} \int_{s_{k,j}}^{s_{k,j+1}} f(x) \mu(dx) + \int_{s_{k,j}}^{\infty} f(x) \mu(dx)
\]

\[\leq f(s_{k,1}) j + \sum_{j=1}^{J-1} f(s_{k,j+1}) \mathbb{P}(W \geq s_{k,j}) + \mathbb{P}(W \geq s_{k,J})
\]

\[\leq \frac{1}{s_{k,1}} \exp \left( - \frac{k}{ms_{k,1}} + \frac{k}{(ms_{k,1})^2} \right)
\]

\[+ \sum_{j=1}^{J-1} \frac{1}{s_{k,j+1}} \exp \left( - \frac{k}{ms_{k,j+1}} + \frac{k}{(ms_{k,j+1})^2} \right) a s_{k,j}^b \exp \left( - (s_{k,j}/c_1)^r \right) (1 + o(1))
\]

\[+ a s_{k,j}^{b-1} \exp \left( - (s_{k,j}/c_1)^r \right) (1 + o(1)),
\]

where \( J \geq 2 \) is some large integer. We then set \( s_{k,j} = d_j c_1^{1-r}(k/m)^r \) for some constants \( d_1 < d_2 \ldots < d_J \) (so that \( s_{k,j} \leq s_{k,j+1} \) and \( s_{k,j} \leq k/m \) holds for all \( j \in \mathbb{N} \) and all \( k \) large) and note that this bound is similar to the one developed in the proof of the upper bound in (2.10), but with \( 1 - \theta_m^{-1} \) replaced by \( 1/m \), some additional lower order terms in the exponents and different
constants. We can thus use the same approach to conclude that for any fixed \( \varepsilon > 0 \), we can take \( J \) large enough such that we obtain the upper bound

\[
p(k) \leq \exp \left( - (1 - \varepsilon) \frac{\tau^\gamma}{1 - \gamma} \left( \frac{k}{cm} \right)^{1 - \gamma} + \frac{m^\gamma}{d_1 c_1^{1 - \gamma} k^\gamma} \right) + \frac{a c_1^{(b-1)(1-\gamma)} m^{-(b-1)\gamma} k^{(b-1)\gamma}}{d_1^{b-1} c_1^{(1-\gamma)(b-1)} m^{-(b-1)\gamma} k^{(b-1)\gamma}} \sum_{j=1}^{J-1} d_j d_{j+1}^{b-1} c_1^{(1-\gamma)(b-1)} m^{-(b-1)\gamma} k^{(b-1)\gamma} \right) \tag{4.14}
\]

\[
\leq \exp \left( - (1 - 2\varepsilon) \frac{\tau^\gamma}{1 - \gamma} \left( \frac{k}{cm} \right)^{1 - \gamma} \right).
\]

For a lower bound we set \( s_k = c_1^{1 - \gamma} (k/(\tau m))^{\gamma} \) and use the lower bound in (4.4) to obtain for any \( \varepsilon \in (0, \tau) \),

\[
p(k) \geq \left( 1 - (c_1 m)^{-(1-\gamma)(k/\tau)^{-\gamma}} \right)^k \int_{s_k}^{\infty} \frac{1}{1 + mx} \mu(dx) \geq \exp(- (c_1 m)^{-(1-\gamma)\gamma} k^{1-\gamma}(1 + o(1))) \frac{1}{m + 1} \int_{s_k}^{x_1} x^{-1} \mu(dx), \tag{4.15}
\]

We use that for any \( \varepsilon \in (0, \tau) \) and all \( k \) sufficiently large,

\[
(s_k + s_k^{1 - \tau + \varepsilon})^b = s_k^b (1 + o(1)) \quad \left( \frac{s_k + s_k^{1 - \tau + \varepsilon}}{c_1} \right)^r \leq (s_k/c_1)^r + 2 \tau s_k^\varepsilon / c_1^r,
\]

so that \( \mathbb{P}(W \geq s_k + s_k^{1 - \tau + \varepsilon}) = o(\mathbb{P}(W \geq s_k)). \) As a result we can bound the integral in (4.15) from below by

\[
\int_{s_k}^{s_k + s_k^{1 - \tau + \varepsilon}} x^{-1} \mu(dx) \geq \frac{1 + o(1)}{s_k} \mathbb{P}(W \geq s_k) = (a + o(1)) s_k^{b-1} e^{- (s_k/c_1)^r} = e^{- \gamma^{-1} (k/(c_1 m))^{1 - \gamma}(1 + o(1))}.
\]

Using this in (4.15), we arrive at

\[
p(k) \geq \frac{1}{m + 1} \exp \left( - (c_1 m)^{-(1-\gamma)\gamma} k^{1-\gamma}(1 + o(1)) - \tau^{\gamma-1} (k/(c_1 m))^{1 - \gamma}(1 + o(1)) \right)
\]

\[
= \exp \left( - \frac{\tau^{\gamma}}{1 - \gamma} (k/(c_1 m))^{1 - \gamma}(1 + o(1)) \right).
\]

Combined with (4.14) this proves (2.13) and concludes the proof. \( \square \)

**Proof of Theorem 2.7, (Gumbel)-(RaV) sub-case.** For the (RaV) sub-case, we use a similar approach as for the proof of the (RV) sub-case in the (Bounded) setting. For \( j = 1, \ldots, J \), we set \( s_{k,j} = d_j^{1/(j+1)}(k/m)(\log(k/m))^{-(\tau - 1)} \) for a sequence \( d_1 < d_2 < \ldots < d_J \) and \( J \) to be determined later on, such that \( d_1 \) is bounded in \( k \) and \( \log d_j = o(\log k) \). Additionally, we use that the weights
satisfy the \((\mathrm{RaV})\) sub-case and use \((4.13)\) to obtain
\[
p(k) \leq \left[ \frac{1}{s_{k,1}} \exp \left( - \frac{k}{m s_{k,1}} \right) + \sum_{j=1}^{J-1} \frac{1}{s_{k,j+1}} \exp \left( - \frac{k}{m s_{k,j+1}} \right) \right] \frac{a \log s_{k,j} \exp \left( - \frac{\log(s_{k,j})}{c_1} \right) \log \left( \frac{k}{m s_{k,j}} \right)^{-1}}{k} \exp \left( - d_j (\log(k/m))^{-1} \right) + o(1)
\]
\[
= \left[ d_j m \log(k) \exp \left( - d_j (\log(k/m))^{-1} \right) + \sum_{j=1}^{J-1} \frac{m \log(k)^{b+j-1}}{k} \exp \left( - d_j (\log(k/m))^{-1} \right) \right] (1 + o(1)).
\]

We find that determining the optimal value of the \(d_1, \ldots, d_J\) follows a similar approach as in the case when \((1 - W)^{-1}\) satisfies the \((\mathrm{RaV})\) sub-case in \((4.9)-(4.12)\) (but with \(k\) replaced with \(k/m\) in the exponent and \(1 - \theta_n^{-1}\) omitted). As a result, we obtain for any \(\varepsilon > 0\),
\[
p(k) \leq k^{-1} \exp \left( - \left( \frac{\log(k/m)}{c_1} \right)^\tau \left( 1 - \tau(\tau - 1) \frac{\log \log(k/m)}{\log(k/m)} + \frac{\tau \log(ec_1^2 / \tau - \varepsilon)}{\log(k/m)} \right) \right).
\]

For a lower bound on \(p(k)\) we set \(s_k = c_1^{-1} (k/m)^{1/(\log(k/m)) \tau^{-1}}\) -1. As \(s_k/\sqrt{k}\) diverges, it follows that we can improve the lower bound in \((4.4)\) to find for some small constant \(C > 0\),
\[
p(k) \geq C \exp \left( - (k/(ms_k)) \int_{s_k}^{\infty} \frac{1}{1 + ms_x} \mu(dx) \geq C_m \exp(-k/(ms_k)) \int_{s_k}^{2s_k} x^{-1} \mu(dx),
\]
for some constant \(C_m > 0\). Now, since \(\tau > 1\), when \(k\) is large,
\[
(\log(2s_k)/c_1)^\tau \leq (\log(s_k)/c_1)^\tau + 2\tau c_1^{-1} \log 2(\log(s_k)) \tau^{-1},
\]
so that \(\mathbb{P}(W \geq s_k) = o(\mathbb{P}(W \geq s_k))\). We can thus bound \((4.17)\) from below by
\[
\mathbb{P}(W \geq s_k) \geq C_2 s_k^{-1} \log(s_k) \exp(- (\log(s_k)/c_1)^\tau - k/(ms_k)),
\]
for some constant \(C_2 > 0\). Using the precise value of \(s_k\) and a Taylor expansion of \((\log(s_k))^\tau\) yields
\[
p(k) \geq C_2 k^{-1} \exp \left( - \left( \frac{\log k}{c_1} \right)^\tau \left( 1 - \tau(\tau - 1) \frac{\log \log k}{\log k} + \frac{\tau \log(ec_1^2 / \tau - \varepsilon)}{\log k} (1 + o(1)) \right) \right).
\]

Combined with \((4.16)\) this proves \((2.14)\) and concludes the proof.

**Proof of Theorem 2.7.** (Fréchet) case. We prove \((2.15)\). First, let us set \(s_k = k/(m(\alpha - 1 + \varepsilon) \log k)\) for some \(\varepsilon > 0\) (note \(s_k \leq k/m\)). Then, using the upper bound in \((4.4)\) we bound \(p(k)\) from above by
\[
p(k) \leq m(\alpha - 1 + \varepsilon) \log k \frac{\log k}{k} \left( k^{-(\alpha - 1 + \varepsilon)} (1 + o(1)) + \ell(s_k)(m(\alpha - 1 + \varepsilon) \log k)^{\alpha - 1} k^{-(\alpha - 1)} \right)
\]
\[
= o(k^{-\alpha}) + L(k)k^{-\alpha},
\]
where \(L(k) := (m(\alpha - 1 + \varepsilon) \log k)^\alpha \ell(k/(m(\alpha - 1 + \varepsilon) \log k))\) is slowly varying by \([4, \text{Proposition 1.5.7 (ii)}]\). The required upper bound is obtained by taking \(\ell(k) := (1 + \varepsilon) L(k)\).
To conclude the proof, we construct a lower bound for \( p(k) \). We set \( s_k = k/m \) and use the improved lower bound for \( p(k) \) as in the first line of (4.17) to obtain
\[
p(k) \geq \frac{C}{e} \int_{k/m}^{\infty} \frac{1}{1 + mx} \mu(dx) \geq \frac{C m}{e(1 + 2k)} \left( \mathbb{P}(W \geq k/m) - \mathbb{P}(W \geq 2k/m) \right)
= \frac{C m}{3e} k^{-1} \ell(k/m)(k/m)^{-(\alpha - 1)} \left( 1 - \frac{\ell(2k/m)}{\ell(k/m)} \right)^{2 - (\alpha - 1)}.
\]
As \( \ell \) is slowly-varying at infinity, it follows that the last term can be bounded from below by a constant, as the fraction converges to one, and that \( \ell(k/m) \geq \ell(k)/2 \), when \( k \) is large. As a result,
\[
p(k) \geq C_2 \ell(k)k^{-\alpha} =: \xi(k)k^{-\alpha},
\]
where \( C_2 > 0 \) is a suitable constant. \( \square \)

5. The maximum conditional mean degree in WRGs

It turns out that the analysis of the maximum degree of WRGs can be carried out via the maximum of the conditional mean degrees under certain assumptions on the vertex-weight distribution. To this end, we formulate several propositions to describe the behaviour of the maximum conditional mean degree when the vertex-weights satisfy the different conditions in Assumption 2.3. Let us first introduce an important quantity, namely the location of the maximum conditional mean degree,
\[
\tilde{I}_n := \inf \{ i \in [n] : \mathbb{E}_W[Z_n(i)] \geq \mathbb{E}_W[Z_n(j)] \text{ for all } j \in [n] \}.
\]
Furthermore, it is important to note that, as \( Z_n(i) \) is a sum of indicator random variables for any \( i \in [n] \), its conditional mean equals
\[
\mathbb{E}_W[Z_n(i)] = mW_i \sum_{j=1}^{n-1} \frac{1}{S_j},
\]
where we recall that \( S_j = \sum_{\ell=1}^{j} W_\ell \). This is also true when we work with the model with a random out-degree, as discussed in Remark 2.2(ii), so that all the results in the upcoming propositions also hold for this model by setting \( m = 1 \).

Another important result that we use throughout the proofs of the propositions is the following lemma. We note that the conditions in the lemma are satisfied for all cases in Assumption 2.3 such that \( \mathbb{E}[W] < \infty \). A similar result (under a different condition) can be found in [2, Theorem 1].

**Lemma 5.1.** Let \( W_1, W_2, \ldots \) be i.i.d. non-negative random variables such that \( W_i > 0 \) a.s. and \( \mathbb{E}[W^{1+\varepsilon}] < \infty \) for some \( \varepsilon > 0 \). Moreover, we assume that \( \mathbb{E}[W_1] = 1 \) and write \( S_n = \sum_{i=1}^{n} W_i \). Then, there exists an almost surely finite random variable \( Y \) such that
\[
\sum_{j=1}^{n-1} \frac{1}{S_j} - \log n \xrightarrow{a.s.} Y. \tag{5.1}
\]

**Proof.** We first write
\[
\sum_{j=1}^{n-1} \frac{1}{S_j} - \log n = \sum_{j=1}^{n-1} \frac{j - S_j}{jS_j} + \sum_{j=1}^{n-1} \frac{1}{j} - \log n =: \sum_{j=1}^{n-1} \frac{j - S_j}{jS_j} + E_n,
\]
where \( E_n \) is deterministic and converges to the Euler-Mascheroni constant. Therefore, it suffices to show that the first sum on the right-hand side is almost surely absolutely convergent.

By the strong law of large numbers and since \( \mathbb{E}[W_1] = 1 \), there exists a (random) \( J \) such that \( S_j > \frac{1}{2} j \) for all \( j \geq J \) almost surely. So, we can bound almost surely,
\[
\sum_{j=1}^{n-1} \frac{|j - S_j|}{jS_j} \leq 2 \sum_{j=1}^{J-1} \frac{|j - S_j|}{jS_j} + 2 \sum_{j=J}^{n-1} \frac{|j - S_j|}{j^2}.
\]
The first term is finite almost surely since each $W_i > 0$ a.s. We now claim that the second term has a finite mean. Namely,
\[
\mathbb{E} \left[ \frac{n-1}{\sum_{j=1}^{n} \left( j-S_j \right) j^2} \right] \leq \sum_{j=1}^{\infty} \frac{1}{j^2} \mathbb{E} \left[ (j - S_j)^{1+\varepsilon} \right]^{1/(1+\varepsilon)} \leq \sum_{j=1}^{\infty} c_\varepsilon \cdot j^{\frac{1}{1+\varepsilon}},
\]
which is summable, where $c_\varepsilon > 0$ is a constant and where we use a Zygmund-Marcinkiewicz bound, see [14, Corollary 8.2] in the last step. Therefore, the sum on the right-hand side in (5.2) is almost surely (absolutely) convergent, which completes the proof. □

In the upcoming subsections, we state and prove several propositions related to the maximum conditional mean degree in WRGs, based on the different conditions in Assumption 2.3. We note that it suffices to state the proofs of the results below for $m = 1$ only, as the expected degrees scale linearly with $m$.

5.1. Maximum conditional mean degree, (Gumbel)-(SV) sub-case.

**Proposition 5.2** (Max expected degree, (Gumbel)-(SV)). Consider the WRG model as in Definition 2.1 and suppose the vertex-weights satisfy the (Gumbel)-(SV) sub-case in Assumption 2.3. Then,
\[
\left( \frac{\max_{i \in [n]} \mathbb{E}[W_i Z_n(i)]}{mb_n \log n}, \frac{\log I_n}{\log n} \right) \overset{p}{\to} (1, 0).
\]

**Proof.** Let $\beta \in (0, 1)$. It follows that
\[
\max_{i \in [n]} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{b_n \log n} \geq \max_{i \in [n^{1-\beta}]} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{b_n \log n} = \max_{i \in [n^{1-\beta}]} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{b_{n^{1-\beta}} \log n} \frac{b_{n^{1-\beta}}}{b_n}.
\]
We then note that $b_{n^{1-\beta}}/b_n = \ell((1 - \beta) \log n) / \ell(\log n) \to 1$ as $n$ tends to infinity, since $\ell$ is slowly varying at infinity. Furthermore, the maximum on the right-hand side tends to 1 in probability and the fraction in the middle converges to $\beta$ almost surely by (5.1). Thus, with high probability,
\[
\max_{i \in [n]} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{b_n \log n} \geq \beta,
\]
where we note that we can choose $\beta$ arbitrarily close to 1. Similarly, we obtain an upper bound by setting the range of the sum from 1 to $n - 1$. Since $\max_{i \in [n]} W_i/b_n$ converges to one in probability, combining this lower bound with (5.1) yields that, with high probability
\[
\max_{i \in [n]} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{b_n \log n} \leq 1 + \eta,
\]
for any $\eta > 0$. Together with (5.4) this yields the first part of (5.3). Now, for the second part, let $\varepsilon > 0$, and let us write, for $\eta < \varepsilon$,
\[
E_n := \left\{ \max_{i \in [n]} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{b_n \log n} \geq 1 - \eta \right\},
\]
which holds with high probability by the above. Then,
\[
\mathbb{P} \left( \frac{\log I_n}{\log n} \geq \varepsilon \right) = \mathbb{P} \left( \frac{\log I_n}{\log n} \geq \varepsilon \right) \cap E_n + \mathbb{P}(E_n^c) \leq \mathbb{P} \left( \max_{i > n^{\varepsilon}} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{b_n \log n} \geq 1 - \eta \right) + \mathbb{P}(E_n^c).
\]
Clearly, the second probability on the right-hand side tends to zero with \( n \). What remains to show is that the same holds for the first probability. Via a simple upper bound, where we substitute \( j = \lfloor n^\tau \rfloor \) for \( j = i \) in the summation, we immediately obtain
\[
\mathbb{P}\left( \max_{i > n^\tau} W_i \sum_{j=\lfloor n^\tau \rfloor}^{n-1} \frac{1}{b_n \log n} 1 \geq 1 - \eta \right) \to 0,
\]
as the maximum over the fitness values scaled by \( b_n \) tends to one in probability, and the sum scaled by \( \log n \) converges to \( 1 - \varepsilon \) almost surely, so that the product of the two converges to \( 1 - \varepsilon < 1 - \eta \) in probability, and so the result follows.

5.2. Maximum conditional mean degree, (Gumbel)-(RV) sub-case. Before we turn our attention to the maximum conditional mean in-degree in the WRG model for the (Gumbel)-(RV) sub-case, we first inspect the behaviour of maxima of i.i.d. vertex-weights in this class in the following lemma.

**Lemma 5.3** (Almost sure convergence of rescaled maximum vertex-weight). Let \( (W_i)_{i \in \mathbb{N}} \) be i.i.d. random variables that satisfy the (Gumbel)-(RV) sub-case in Assumption 2.3. Then,
\[
\max_{i \in [n]} \frac{W_i}{b_n} \xrightarrow{a.s.} 1.
\]

**Proof.** A particular case, when \( c_1 = a = 1, b = 0, \tau \in (0,1] \) and the asymptotic equivalence is replaced with an equality, follows directly from [17][Lemma 4.1] when we set \( d = 1 \) in this lemma. The lemma provides an almost sure lower and upper bound for the maximum of \( n \) i.i.d. random variables with a distribution as described. The leading order term in these bounds is asymptotically equal to \( b_n \), from which the statement of the lemma follows.

We observe that Lemma 4.1 in [17] can be extended to hold for any \( \tau > 1 \) as well, in which case only lower order terms may need to be adjusted slightly, so that the leading order terms are still asymptotically equivalent to \( b_n \). Thus, it remains to show that for any \( \tau > 0 \), we can extend the case \( c_1 = a = 1, b = 0 \) to any \( c_1, a > 0, b \in \mathbb{R} \).

To that end, let \( (W_i)_{i \in \mathbb{N}} \) be i.i.d. copies of a random variable \( W \) with a tail distribution as in the (Gumbel)-(RV) sub-case. This implies that there exists a function \( \ell \) such that \( \ell(x) \to 1 \) as \( x \to \infty \), and
\[
\mathbb{P}(W \geq x) = \ell(x)ax^b e^{-(x/c_1)\tau}.
\]

Then, let \( (X_i)_{i \in \mathbb{N}} \) be i.i.d. copies of a random variable \( X \) with a tail distribution as in the (Gumbel)-(RV) sub-case, with \( \ell \equiv 1, a = c_1 = 1, b = 0 \), which are also independent of the \( W_i \). As follows from the above,
\[
\max_{i \in [n]} \frac{X_i}{b_n} \xrightarrow{a.s.} 1. \tag{5.5}
\]

Let us write \( b_n(X), b_n(W) \) to distinguish between the respective first-order growth-rate sequences of \( X \) and \( W \), respectively. Define the functions \( f, h : \mathbb{R} \to \mathbb{R} \) as \( f(x) := x(c_1^{-\tau} - (b \log x + \log a)/x^\tau)^{1/\tau} \) and \( h(x) := (f(x)^{-\tau} - \log(\ell(x)))^{1/\tau} \). Then, we can write
\[
\mathbb{P}(W \geq x) = \ell(x)ax^b \exp\left( - \left( \frac{x}{c_1} \right)^\tau \right) = \ell(x) \exp(-f(x)^{-\tau}) = \exp(-h(x)^{-\tau}) = \mathbb{P}(X \geq h(x)).
\]

Hence, \( W \equiv h^\ast(X) \), where \( h^\ast \) is the generalised inverse of \( h \), defined as \( h^\ast(x) := \inf\{y \in \mathbb{R} : h(y) \geq x\} \), \( x \in \mathbb{R} \). We can write \( h \) as
\[
h(x) = f(x) \left( 1 - \frac{\log(\ell(x))}{f(x)^{-\tau}} \right)^{1/\tau}
\]
\[
= x \left( c_1^{-\tau} - \frac{b \log x + \log a}{x^\tau} \right)^{1/\tau} \left( 1 - \frac{\log(\ell(x))}{(x/c_1)^{-\tau} - (b \log x + \log a)} \right)^{1/\tau}
\]
\[
=: xL(x).
\]
Note that $L(x) \to 1/c_1$ as $x$ tends to infinity, so that $h$ is regularly varying at infinity with exponent 1. \cite[Theorem 1.5.12]{[4]} then provides a slowly-varying function $\tilde{L}$ such that
\[
\lim_{x \to \infty} \frac{\tilde{L}(x)L(x\tilde{L}(x))}{x} = 1,
\]
which implies that $h^\ast(x) \sim \tilde{L}(x)x$ and that $\tilde{L}(x)$ converges to $c_1$. Since $h^\ast$ is increasing, we obtain
\[
\max_{i \in [n]} \frac{W_i}{b_n(W)} = \frac{h^\ast(\max_{i \in [n]} X_i)}{L(\max_{i \in [n]} X_i) \max_{i \in [n]} X_i} \xrightarrow{\text{a.s.}} 1,
\]
since the maximum over $X_i$ tends to infinity with $n$ almost surely, $b_n(X)/b_n(W) \sim 1/c_1$, by (5.5) and (5.6) and the continuous mapping theorem. \hfill \square

With this lemma at hand, we now investigate the maximum conditional mean in-degree of the WRG when the vertex-weights satisfy the (Gumbel)-(RV) sub-case. We state and prove three propositions which consider the maximum expected degree’s first order, the second order in a small window around the expected index that attains the maximum expected degree, and the entire second order, respectively.

**Proposition 5.4** (Max expected degree, first order, (Gumbel)-(RV)). Consider the WRG model as in Definition 2.1 and suppose the vertex-weights satisfy the (Gumbel)-(RV) sub-case in Assumption 2.3. Let $\gamma := 1/(\tau + 1)$. Then,
\[
\left( \max_{i \in [n]} \frac{E_W[Z_n(i)]}{m(1 - \gamma)b_n \log n} \frac{\log \tilde{I}_n}{\log n} \right) \xrightarrow{\text{a.s.}} (1, \gamma).
\]

**Proof.** We start by proving the first-order rate of the maximum. We can immediately construct the lower bound
\[
\max_{i \in [n]} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{(1 - \gamma)b_n \gamma \log n} \geq \max_{i \in [n^\gamma]} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{(1 - \gamma)b_n \gamma \log n},
\]
and the right-hand side converges almost surely to 1 by (5.1) and Lemma 5.3. For an upper bound, we first define the sequence $(\bar{\varepsilon}_k)_{k \in \mathbb{Z}_+}$ as
\[
\bar{\varepsilon}_k = \frac{\gamma}{2} \left( 1 - \left( \frac{1 - \gamma}{1 - (\gamma - \bar{\varepsilon}_{k-1})} \right)^\gamma \right) + \frac{1}{2} \bar{\varepsilon}_{k-1}, \quad k \geq 1, \quad \bar{\varepsilon}_0 = \gamma.
\]
This sequence is defined in such a way that it is decreasing and tends to zero with $k$, and that the maximum over indices $i$ such that $n^{\gamma - \varepsilon_{k-1}} \leq i \leq n^{\gamma - \varepsilon_k}$ is almost surely bounded away from 1: For any $k \geq 1$, we obtain the upper bound
\[
\max_{i \in [n^{\gamma - \varepsilon_k}]} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{(1 - \gamma)b_n \gamma \log n} \leq \max_{1 \leq j \leq k} \frac{W_i \sum_{j=n^{\gamma - \varepsilon_{j-1}}}^{n-1} 1/S_j b_n^{\gamma - \varepsilon_j}}{(1 - \gamma)\log n b_n^{\gamma - \varepsilon_j}},
\]
which, using the asymptotics of $b_n$, (5.1) and Lemma 5.3 converges almost surely to
\[
c_k := \max_{1 \leq j \leq k} \frac{1 - (\gamma - \bar{\varepsilon}_{j-1})}{1 - \gamma} \left( \frac{\gamma - \bar{\varepsilon}_j}{\gamma} \right)^{1/\tau},
\]
which is strictly smaller than one by the choice of the sequence $(\bar{\varepsilon}_k)_{k \geq 0}$. Now, by writing, for some $\eta > 0$ to be specified later,
\[
E_n := \left\{ \max_{i \in [n]} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{(1 - \gamma)b_n \gamma \log n} \geq 1 - \eta \right\},
\]
which holds almost surely for all \( n \) large by (5.8), we obtain, for any \( \varepsilon > 0 \),

\[
\left\{ \frac{\log \bar{I}_n}{\log n} < \gamma - \varepsilon \right\} \subseteq \left\{ \left\{ \frac{\log \bar{I}_n}{\log n} < \gamma - \varepsilon \right\} \cap E_n \right\} \cup E_n^c
\]

\[
\subseteq \left\{ \max_{i < n^{\gamma - \varepsilon}} \frac{W_i \sum_{j=1}^{n-1} 1/S_j}{(1 - \gamma)b_n \gamma \log n} \geq 1 - \eta \right\} \cup E_n^c.
\]

The second event in the union on the right-hand side holds for finitely many \( n \) only, almost surely. For the first event in the union, we use (5.10) for a fixed \( k \) large enough such that \( \varepsilon_k < \varepsilon \) to obtain

\[
\left\{ \max_{i < n^{\gamma - \varepsilon}} \frac{W_i \sum_{j=1}^{n-1} 1/S_j}{(1 - \gamma)b_n \gamma \log n} \geq 1 - \eta \right\} \subseteq \left\{ \max_{i < n^{\gamma - \varepsilon}} \frac{W_i \sum_{j=1}^{n-1} 1/S_j}{(1 - \gamma)b_n \gamma \log n} \geq 1 - \eta \right\}
\]

If we then choose \( \eta \) small enough such that

\[
c_k = \max_{1 \leq j \leq k} 2^{-1/\tau} \left( \frac{(1 - (\gamma - \varepsilon_{k-1}))\gamma(\gamma - \varepsilon_{k-1})}{(1 - \gamma)\gamma} + 1 \right)^{1/\tau}
\]

\[
= 2^{-1/\tau} \left( \frac{(1 - (\gamma - \varepsilon_{k-1}))\gamma(\gamma - \varepsilon_{k-1})}{(1 - \gamma)\gamma} + 1 \right)^{1/\tau} < 1 - \eta,
\]

which is possible due to the fact that the expression on the left of the second line is increasing to 1 in \( k \), we find that the event on the right-hand side of (5.12) holds for finitely many \( n \) only. Thus, almost surely, the event \( \{\log(\bar{I}_n)/\log n < \gamma - \varepsilon\} \) holds for finitely many \( n \) only, irrespective of the value of \( \varepsilon \). With a similar argument, and using a sequence \((\delta_k)_{k \in \mathbb{Z}_+}\), defined as

\[
\delta_k = \frac{1 - \gamma}{2} \left( 1 - \left( \frac{\gamma + \varepsilon_{k-1}}{\gamma} \right)^{-1/\tau} \right) + \frac{1}{2} \varepsilon_{k-1}, \quad k \geq 1, \quad \varepsilon_0 = 1 - \gamma,
\]

we find that the maximum is not obtained at \( n^{\gamma + \varepsilon} \leq i \leq n \) for any \( \varepsilon > 0 \) almost surely as well, which proves the second part of (5.7). This also allows for a tighter upper bound of the maximum. On the event that the maximum is obtained at an index \( i \) such that \( n^{\gamma - \varepsilon} \leq i \leq n^{\gamma + \varepsilon} \),

\[
\max_{i \in [n]} W_i \sum_{j=1}^{n-1} 1/S_j \leq \max_{n^{\gamma - \varepsilon} \leq i \leq n^{\gamma + \varepsilon}} W_i \sum_{j=1}^{n-1} 1/S_j \leq \max_{i \in [n^{\gamma + \varepsilon}]} W_i \sum_{j=1}^{n-1} 1/S_j \frac{b_n \gamma}{b_n}.
\]

which, again using the asymptotics of \( b_n \), (5.1) and Lemma 5.3 converges almost surely to \((1 + \varepsilon/(1 - \gamma))(1 + \varepsilon/\gamma)^{1/\tau} \). This upper bound decreases to 1 as \( \varepsilon \) tends to zero, so that the upper bound can be chosen arbitrarily close to 1 by choosing \( \varepsilon \) sufficiently small. Hence, the left-hand side exceeds \( 1 + \delta \), for any \( \delta > 0 \), only finitely many times. As the event on which this upper bound is constructed holds almost surely eventually for all \( n \), for any fixed \( \varepsilon > 0 \), the first part of (5.7) follows and which concludes the proof. \( \Box \)

The previous proposition shows that the size of the maximum conditional mean degree is roughly \( m(1 - \gamma)b_n \gamma \log n \) and attained at a vertex with label of the order \( n^{\gamma + o(1)} \). The next proposition studies the second-order growth rate of the maximum degree in a small window around \( n^\gamma \).

**Proposition 5.5** (Max expected degree, partial second order, (Gumbel)-(RV)). Consider the same conditions as Proposition 5.4. Moreover, recall the sets \( C_n \) from (2.24), let \( \ell \) be a strictly positive function such that \( \lim_{n \to \infty} \log(\ell(n)) \) is subexponential, and let \( \Pi \) be a Poisson point process on \((0, \infty) \times \mathbb{R} \) with intensity measure \( \nu(dt, dx) := dt \times e^{-x} \). Then, for any \( 0 < s < t < \infty \),

\[
\max_{i \in C_n(\gamma, s, t, \ell)} \frac{E_{W}[Z_n(i)] - m(1 - \gamma)b_n \gamma \log n}{m(1 - \gamma)a_n \gamma \log n} \xrightarrow{d} \max_{(w; v) \in \Pi} w - \log v - \frac{\zeta_0(\tau + 1)^2}{2\tau}.
\]
Proof. For ease of writing, we omit the arguments and write $C_n := C_n(\beta, s, t, \ell)$. We use results from extreme value theory regarding the convergence of particular point processes to obtain the results. Let us define the point process

$$\Pi_n := \sum_{i=1}^{n} \delta_{(i/n, (W_i - b_n)/a_n)}.$$ 

By [27], when the $W_i$ are i.i.d. random variables in the Gumbel maximum domain of attraction (which is the case for the (Gumbel)-(RV) sub-case), then the weak limit of $\Pi_n$ is $\Pi$, a PPP on $(0, \infty) \times (-\infty, \infty]$ with intensity measure $\nu(dt, dx) = dt \times e^{-x}dx$. Here, we understand the topology on $(-\infty, \infty]$ such that sets of the form $[a, \infty]$ for $a \in \mathbb{R}$ are compact and we are crucially using that the measure $e^{-x}dx$ is finite on these compact sets.

Rather than considering the time-scale $n$ and all $i \in [n]$, we consider the time-scale $\ell(n)n^\gamma$ and $i \in C_n$, and show that the rescaled conditional expected in-degrees can be written as a continuous functional of the point process $\Pi_{\ell(n)n^\gamma}$ with vanishing error terms. Thus, we write

$$W_i \sum_{j=1}^{n-1} 1/S_j - b_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n))$$

$$\times a_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n)) = W_i - b_{\ell(n)n^\gamma} \sum_{j=1}^{n-1} 1/S_j - \log \left( \frac{i}{\ell(n)n^\gamma} \right)$$

$$+ \frac{b_{\ell(n)n^\gamma}}{a_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n))} \left( \sum_{j=1}^{n-1} 1/S_j - \log \left( \frac{n}{i} \right) \right)$$

$$- \left( \frac{b_{\ell(n)n^\gamma}}{a_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n))} - 1 \right) \log(i/\ell(n)n^\gamma).$$

We then let, for $0 < s < t < \infty$, $f \in \mathbb{R}$,

$$\tilde{C}_n(f) := \{ i \in C_n : (W_i - b_{\ell(n)n^\gamma})/a_{\ell(n)n^\gamma} \geq f \}.$$

Then, for $C_n$ (as well as $\tilde{C}_n(f)$,

$$\max_{i \in C_n} \left| \frac{W_i \sum_{j=1}^{n-1} 1/S_j - b_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n))}{a_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n))} \right|$$

$$- \max_{i \in C_n} \left( \frac{(W_i - b_{\ell(n)n^\gamma}) \sum_{j=1}^{n-1} 1/S_j}{a_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n))} - \log \left( \frac{i}{\ell(n)n^\gamma} \right) \right)$$

$$\leq \frac{b_{\ell(n)n^\gamma}}{a_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n))} \max_{i \in C_n} \left| \sum_{j=1}^{n-1} 1/S_j - \log(n/i) \right|$$

$$+ \left| \frac{b_{\ell(n)n^\gamma}}{a_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n))} - 1 \right| \max_{i \in C_n} |\log(i/\ell(n)n^\gamma)|.$$ 

Since $\lim_{n \to \infty} \log(\ell(n))/\log n = 0$, it immediately follows that $b_{\ell(n)n^\gamma} \sim b_{n^\gamma}$, $a_{\ell(n)n^\gamma} \sim a_{n^\gamma}$, $\log(n^{1-\gamma}/\ell(n)) \sim (1 - \gamma) \log n$, so that the fraction on the third line and the first term on the fourth line tend to one and zero, respectively. It also follows from (5.1) that $\sum_{j=1}^{n-1} 1/S_j - \log(n/i)$ converges almost surely for any fixed $i \in \mathbb{N}$, so the maximum on the second line tends to zero almost surely, as the sequence in the absolute value is a Cauchy sequence almost surely (and all $i \in C_n$ tend to infinity with $n$). Finally, we can bound the maximum on the last line by $\max\{|\log \ell|, |\log s|\}$, so that the left-hand side converges to zero almost surely.

From the convergence of $\Pi_n \xrightarrow{d} \Pi$, it follows that

$$\left\{ i/(\ell(n)n^\gamma), \frac{W_i - b_{\ell(n)n^\gamma}}{a_{\ell(n)n^\gamma}} \right\}_{i \in C_n} \xrightarrow{d} (v, w)_{(v, w) \in \Pi},$$

$$v \in [s, t], w \geq f.$$
on the space of point measures equipped with the vague topology. It is straight-forward to extend this convergence (using that \([s,t] \times [f,\infty]\) is a compact set) to show that
\[
\left(\frac{i}{\ell(n)n^{\gamma}}, \frac{W_i - b_{\ell(n)n^{\gamma}}}{a_{\ell(n)n^{\gamma}}} \frac{\sum_{j=1}^{n-1} 1/S_j}{\log(n^{1-\gamma}/\ell(n))}\right) \overset{d}{\rightarrow} \left(\frac{v}{w}, 1\right)_{(v,w) \in \Pi},
\]
Hence, the continuous mapping theorem yields
\[
\max_{i \in C_n} \frac{W_i - b_{\ell(n)n^{\gamma}}}{a_{\ell(n)n^{\gamma}}} \frac{\sum_{j=1}^{n-1} 1/S_j}{\log(n^{1-\gamma}/\ell(n))} - \log\left(\frac{i}{\ell(n)n^{\gamma}}\right) \overset{d}{\rightarrow} \max_{(v,w) \in \Pi} \left(w - \log v\right),
\]
as element-wise multiplication and taking the maximum of a finite number of elements is a continuous operation (which uses that by \cite{27}, Proposition 3.13 vague convergence on a compact set is the same as pointwise convergence). Now, we intend to show that the same result holds when omitting the constraint on the size of the \(W_i\). Let \(\eta > 0\) be fixed, and for any closed \(D \subset \mathbb{R}\), let \(D_\eta := \{ x \in \mathbb{R} | \inf_{y \in D} |x-y| \leq \eta \}\) be its \(\eta\)-enlargement. We define the random variables and events
\[
X_{n,i} := \frac{W_i - b_{\ell(n)n^{\gamma}}}{a_{\ell(n)n^{\gamma}}} \frac{\sum_{j=1}^{n-1} 1/S_j}{\log(n^{1-\gamma}/\ell(n))} - \log\left(\frac{i}{\ell(n)n^{\gamma}}\right), \quad i \in [n],
\]
\[
E_\eta(\eta) := \max_{i \in C_n} X_{n,i} - \max_{i \in C_n} X_{n,i} < \eta, \quad A_\eta(\eta) := \{ \max_{i \in C_n} X_{n,i} \in D_\eta\},
\]
and note that \(D_0 = D\) by the definition of \(D_\eta\). Then,
\[
\mathbb{P}(A_\eta(0)) \leq \mathbb{P}(A_\eta(0) \cap E_\eta(\eta)) + \mathbb{P}(E_\eta(\eta)^c).
\]
Note that the first probability can be bounded from above by \(\mathbb{P}\left(\max_{i \in C_n(f)} X_{n,i} \in D_\eta\right)\) and from (5.15) we obtain that
\[
\limsup_{n \to \infty} \mathbb{P}\left(\max_{i \in C_n} X_{n,i} \in D_\eta\right) \leq \mathbb{P}\left(\max_{(v,w) \in \Pi} \left(w - \log v\right) \in D_\eta\right).
\]
To see that we can remove the restriction that \(w \geq f\), we note that
\[
\left| \max_{(v,w) \in \Pi} \left(w - \log v\right) - \max_{(v,w) \in \Pi} \left(w - \log v\right) \right| \leq \max \left\{ 0, \max_{(v,w) \in \Pi} \left(w - \log v\right) \right\}
\leq \max \left\{ 0, f - \log s \right\},
\]
which tends to zero almost surely when \(f \to -\infty\). Hence, using the above we arrive at
\[
\lim_{\eta \downarrow 0} \lim_{f \to -\infty} \limsup_{n \to \infty} \mathbb{P}\left(\max_{i \in C_n} X_{n,i} \in D_\eta\right) \leq \mathbb{P}\left(\max_{(v,w) \in \Pi} \left(w - \log v\right) \in D\right).
\]
The fact that we can take the limit \(\eta \downarrow 0\) follows, since the properties of the Poisson point process imply that the maximum does not hit the boundary of \(D\) almost surely.

What remains is to show that the second probability on the right-hand side of (5.16) tends to zero. We bound
\[
\max_{i \in C_n} \max_{i \in C_n(f)} \left| X_{n,i} - \max_{i \in C_n} X_{n,i}\right| \leq \max \left\{ 0, \max_{i \in C_n} X_{n,i}\right\}.
\]
As we intend to let \(f\) go to \(-\infty\), we can assume \(f < 0\). Then, as all the terms \((W_i - b_{\ell(n)n^{\gamma}})/a_{\ell(n)n^{\gamma}}\) are negative when \(i \in C_n\setminus C_n(f)\), we obtain the upper bound
\[
\max \left\{ 0, f \sum_{j=1}^{n-1} 1/S_j \log(n^{1-\gamma}/\ell(n)) - \log s \right\} \overset{a.s.}{\rightarrow} \max \left\{ 0, f - \log s \right\},
\]
as \(n\) tends to infinity. Then, as \(f\) tends to \(-\infty\), the right-hand side tends to zero. So, this term tends to zero almost surely as \(n \to \infty\) and then \(f \to -\infty\). This concludes that the left-hand
side of (5.18) converges to zero in probability, and therefore the second probability on the right-hand side of (5.16) converges to zero as \( n \to \infty \), then \( f \to -\infty \) for any \( \eta > 0 \). Combining this with (5.17), we obtain from the Portmanteau lemma

\[
\max_{i \in C_n(\gamma, s, t, \ell(n))} \frac{W_i - b_{\ell(n)n^\gamma}}{a_{\ell(n)n^\gamma}} \sum_{j=1}^{n-1} 1/S_j \to -\log(i/\ell(n)n^\gamma)) \quad \text{d} \quad \max_{(v, w) \in \Pi} w - \log v.
\]

Hence, together with (5.14) and Slutsky’s theorem, it follows that

\[
\max_{i \in C_n(\gamma, s, t, \ell(n))} \frac{W_i}{a_{\ell(n)n^\gamma}} \log(n^{1-\gamma}/\ell(n)) \to \max_{(v, w) \in \Pi} w - \log v,
\]

so that the same results hold for the re-scaled maximum conditional mean degree. What remains is to show that the same result is obtained when \( \ell(n)n^\gamma \) is replaced with \( n^\gamma \) in the first and second-order rescaling, from which (5.13) follows. To obtain this, we show that

\[
\lim_{n \to \infty} \frac{(1-\gamma)n^\gamma \log n}{a_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n))} = 1,
\]

\[
\lim_{n \to \infty} \frac{b_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n)) - (1-\gamma)b_n^\gamma \log n}{(1-\gamma)n^\gamma \log n} = -\frac{\zeta_0(\tau + 1)^2}{2\tau},
\]

after which the convergence to types theorem yields the required result [27, Proposition 0.2].

First, it immediately follows from Remark 2.4 that

\[
\frac{a_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n))}{(1-\gamma)n^\gamma \log n} = \left(1 + \frac{\log(\ell(n))}{\log n}\right)^{1/\tau - 1} \left(1 - \frac{\log(\ell(n))}{(1-\gamma)\log n}\right) \to 1,
\]

since we assume that \( \log(\ell(n))^2/\log n \to \zeta_0 \), so that the first condition in (5.19) is satisfied. Then,

\[
b_{\ell(n)n^\gamma} - b_n^\gamma = c_1(\gamma \log n)^{1/\tau} \left[\left(1 + \frac{\log(\ell(n))}{\log n}\right)^{1/\tau} - 1\right]
\]

\[
+ \frac{c_1}{\tau}(\gamma \log n)^{1/\tau - 1} \left[\left(1 + \frac{\log(\ell(n))}{\log n}\right)^{1/\tau - 1} - 1\right] \left(\frac{b}{\tau} \log(\gamma \log n) + b \log c_1 + \log a\right)
\]

\[
+ \frac{bc_1}{\tau^2}(\gamma \log n)^{1/\tau - 1} \left(1 + \frac{\log(\ell(n))}{\log n}\right)^{1/\tau - 1} \log \left(1 + \frac{\log(\ell(n))}{\log n}\right).
\]

Also,

\[
b_{\ell(n)n^\gamma} \log(\ell(n)) = c_1(\gamma \log n)^{1/\tau} \log(\ell(n)) \left(1 + \frac{\log(\ell(n))}{\log n}\right)^{1/\tau}
\]

\[
+ \frac{c_1}{\tau}(\gamma \log n)^{1/\tau - 1} \log(\ell(n)) \left(1 + \frac{\log(\ell(n))}{\log n}\right)^{1/\tau - 1}
\]

\[
\times \left[\frac{b}{\tau} \log(\gamma \log n) + b \log c_1 + \frac{b}{\tau} \log \left(1 + \frac{\log(\ell(n))}{\gamma \log n}\right) + \log a\right].
\]

Using Taylor expansions for the terms containing \( 1 + \log(\ell(n))/(\gamma \log n) \) in both these expressions and combining them, yields

\[
b_{\ell(n)n^\gamma} \log(n^{1-\gamma}/\ell(n)) - b_n^\gamma(1-\gamma) \log n
\]

\[
= (b_{\ell(n)n^\gamma} - b_n^\gamma)(1-\gamma) \log n - b_{\ell(n)n^\gamma} \log(\ell(n))
\]

\[
= -\frac{c_1(\tau + 1)}{2\tau}(\gamma \log n)^{1/\tau - 1} \log(\ell(n))^2 + \frac{c_1b}{\tau}(\gamma \log n)^{1/\tau - 1} \log(\ell(n))
\]

\[
- c_1\left(\frac{b}{\tau} \log(\gamma \log n) + b \log c_1 + \log a\right)(\gamma \log n)^{1/\tau - 1} \log(\ell(n)) + \epsilon_n,
\]
where $x_n$ consists of lower order terms such that $x_n = o((\log n)^{1/\tau-1}\log(\ell(n)))$. Thus, we obtain

\[
\frac{b_{\ell(n)} n \log(n^{1-\gamma}/\ell(n)) - (1-\gamma)b_{n,7} \log n}{(1-\gamma)a_{n,7} \log n}
\sim -\frac{(\tau + 1)\log(\ell(n))^2}{2\tau \log n} + \frac{b(\tau + 1)\log(\ell(n))}{\tau \log n}
\]

\[
-\frac{\tau + 1}{b} \frac{1}{\gamma} \log(\gamma \log n) + \frac{\log a}{b} \frac{\log(\ell(n))}{\log n}.
\]

Since $(\log(\ell(n)))^2 \log n$ converges to $\zeta_0 \in [0,\infty)$, it follows that the second condition in (5.19) is indeed satisfied, which completes the proof. \qed

Finally, the following proposition identifies the 'correct' second-order scaling of the maximum conditional mean degree when considering all vertices in the graph. Somewhat surprisingly, this scaling is different and, as opposed to Proposition 5.5, the limit is not random but deterministic.

**Proposition 5.6 (Max expected degree, second order, (Gumbel)-(RV)).** Under the same conditions as in Proposition 5.4,

\[
\max_{i \in [n]} \frac{\mathbb{E}_W[Z_n(i)] - m(1-\gamma)b_{n,7} \log n}{m(1-\gamma)a_{n,7} \log n \log \log n} 
\rightarrow \frac{1}{2}.
\]

(5.20)

**Proof.** It suffices to study $\max_{i \in [n]} W_i \log(n/i)$ rather than $\max_{i \in [n]} \mathbb{E}[Z_n(i)]$, since

\[
\left| \frac{\max_{i \in [n]} \mathbb{E}_W[Z_n(i)] - \max_{i \in [n]} W_i \log(n/i)}{a_n \log n \log \log n} \right| \leq \frac{\max_{i \in [n]} W_i}{a_n \log n \log \log n} \left| \frac{1}{n} \sum_{j \neq i} 1/S_j - \log(n/i) \right|
\]

\[
= \frac{1}{a_n \log n \log \log n} \max_{i \in [n]} W_i |Y_n - Y_i|,
\]

where $Y_n := \sum_{j=1}^{n-1} 1/S_j - \log n$. By (5.1), $Y_n$ converges almost surely to $Y$, which is almost surely finite as well. Hence, $\sup_{i \in [n]} Y_i$ is almost surely finite, too. Since $\max_{i \in [n]} W_i / b_n \overset{a.s.}{\to} 1$ by Lemma 5.3 and $a_n \log n \sim b_n / \tau$, this yields the upper bound

\[
\frac{\max_{i \in [n]} W_i |Y_n| + \sup_{i \in [n]} |Y_i|}{a_n \log n} \overset{a.s.}{\to} 0.
\]

It thus suffices to prove that

\[
\max_{i \in [n]} \frac{W_i \log(n/i) - (1-\gamma)b_{n,7} \log n}{(1-\gamma)a_{n,7} \log n \log \log n} 
\rightarrow \frac{1}{2}. \quad (5.22)
\]

Therefore, we set for $i \in [n]$.

\[
X_{n,i} := \frac{W_i \log(n/i) - (1-\gamma)b_{n,7} \log n}{(1-\gamma)a_{n,7} \log n \log \log n}.
\]

For an upper bound on the maximum of the $X_{n,i}$, we consider different ranges of indices $i$ separately. We will concentrate on the range $i \geq n^\tau$, the case $i \leq n^\tau$ follows by completely analogous arguments. For a lower bound on the maximum, we will choose a convenient range of indices.

Let $\varepsilon \in (0,1-\gamma)$. First of all, we notice that by the same argument as in the proof of the first line of (5.7), there exists a constant $C < 1$ (which is similar to the constant in (5.11)) such that almost surely

\[
\max_{n^\tau < i \leq n} W_i \log(n/i) \leq C(1-\gamma)b_{n,7} \log n.
\]

It then follows that the rescaled maximum diverges to $-\infty$ almost surely.
As the next step, we consider the range of $n^\gamma \leq i \leq e^{k_n} n^\gamma$, where $k_n = \sqrt{\log n \log \log n}$. This will turn out to give the main contribution to the maximum of the $X_{n,i}$. We now fix $x > 1/2$ and let $\delta > 0$. Then,

$$
\mathbb{P}
\left(
\max_{n^\gamma \leq i \leq e^{k_n} n^\gamma} \frac{W_i \log(n/i) - (1 - \gamma)b_{n^\gamma} \log n}{(1 - \gamma)\log n \log n} \leq x
\right)
= \prod_{i = n^\gamma}^{e^{k_n} n^\gamma} \mathbb{P}
\left(
W_i \leq \frac{1 - \gamma}{1 - \log i/\log n} (b_{n^\gamma} + a_{n^\gamma} x \log \log n)
\right)
\geq \exp\left(- (1 + \delta) \sum_{i = n^\gamma}^{e^{k_n} n^\gamma} \mathbb{P}
\left(
W \geq \frac{1 - \gamma}{1 - \log i/\log n} (b_{n^\gamma} + a_{n^\gamma} x \log \log n)
\right)
\right)
\geq \exp\left(- (1 + \delta) \sum_{j = 1}^{k_n} \sum_{i = e^{j-1} n^\gamma}^{e^{j} n^\gamma} \mathbb{P}
\left(
W \geq \frac{1 - \gamma}{1 - \log n/\log n} (b_{n^\gamma} + a_{n^\gamma} x \log \log n)
\right)
\right),
$$

(5.23)

where we use that $1 - y \geq e^{-(1+\delta)y}$ for all $y$ sufficiently small and that the tail probability is decreasing to zero, uniformly in $i$, in the last two steps. Since the probability is no longer dependent on $i$, we can also omit the inner sum and replace it by $[e^{k_n} \gamma] - [e^{j-1} n^\gamma] \leq (e-1)e^{j-1} n^\gamma$. Also using that $\mathbb{P}(W \geq y) \leq (1 + \delta) ay^b \text{exp}(-(y/c_1)\tau)$ for all $y$ sufficiently large, it follows that for any $x \in \mathbb{R}$ and $n$ sufficiently large we obtain the lower bound

$$
\exp\left(- (1 + \delta)^2 a (e - 1) \sum_{j = 1}^{k_n} e^{j-1} n^\gamma \left(\frac{1 - \gamma}{1 - \gamma - (j-1)/\log n} (b_{n^\gamma} + a_{n^\gamma} x \log \log n)\right)^b \right.
\times \exp\left(- \left(\frac{1}{c_1} \frac{1 - \gamma}{1 - \gamma - (j-1)/\log n} (b_{n^\gamma} + a_{n^\gamma} x \log \log n)\right)^\tau\right).
$$

(5.24)

We first bound the fraction $(1 - \gamma)/(1 - \gamma - (j-1)/\log n)$ from above by $1 + \delta$ if $b > 0$ and from below by $1$ if $b < 0$, which holds uniformly in $j$ for $n$ large, in the outer exponent. Then, when we combine all other terms that contain $j$, we find

$$
\exp\left(j - 1 - \left(\frac{1 - \gamma}{1 - \gamma - (j-1)/\log n}\right)^\tau \left(\frac{b_{n^\gamma} + a_{n^\gamma} x \log \log n}{c_1}\right)^\tau\right).
$$

(5.25)

Define $e_n := (1 - \gamma) \log n$. By a Taylor expansion we have that there exists a constant $C_\tau > 0$ such that uniformly for $|y| \leq e_n/2$,

$$
1 + \tau y \left(\frac{e_n}{e_n - y}\right)^2 \leq \left(\frac{e_n}{e_n - y}\right)^\tau \leq 1 + \tau y \left(\frac{e_n}{e_n - y}\right)^2.
$$

(5.26)

We will also need that again by a Taylor expansion and the explicit form of $a_n, b_n$ as stated in Remark 2.4, we have that

$$
\left(\frac{b_{n^\gamma} + a_{n^\gamma} x \log \log n}{c_1}\right)^\tau = \left(\frac{b_{n^\gamma}}{c_1}\right)^\tau \left(1 + \tau \frac{a_{n^\gamma} x \log \log n(1 + o(1))}{b_{n^\gamma}}\right)
= \left(\frac{b_{n^\gamma}}{c_1}\right)^\tau \left(1 + \tau \frac{a_{n^\gamma} x \log \log n(1 + o(1))}{b_{n^\gamma}}\right),
$$

and similarly since $\gamma = 1/(1 + \tau),$

$$
\left(\frac{b_{n^\gamma}}{c_1}\right)^\tau e_n = \frac{1}{(1 - \gamma) \log n} + \mathcal{O}\left(\frac{\log \log n}{\log n}\right) = \frac{1}{\tau} + \mathcal{O}\left(\frac{\log \log n}{\log n}\right).
$$
Combining all these estimates, we obtain the following upper bound on (5.25):

$$\exp\left((j - 1) - \left(\frac{(1 - \gamma) \log n}{(1 - \gamma) \log n - (j - 1)}\right)^{\tau} \left(\frac{b_{n,\gamma} + a_{n,\gamma} x \log \log n}{c_1}\right)^{\tau}\right)$$

$$\leq \exp\left((j - 1) \right.$$

$$\left.\left(- \left(1 + \frac{j - 1}{e_n} + \frac{(j - 1)}{2} \right) \left((b_{n,\gamma} / c_1)^{\tau} + x \log \log n(1 + o(1))\right)\right)\right)^{\tau}$$

$$= \exp\left(- (b_{n,\gamma} / c_1)^{\tau} - x(\log \log n)(1 + o(1))\right)$$

$$\leq \exp\left(- (b_{n,\gamma} / c_1)^{\tau} - x(\log \log n)(1 + o(1) + o(1))\right),$$

where we used in the last step that $j < k_n = o(\log / \log \log n)$ and the last term in the exponent is negative. Hence, combining this with (5.23) and (5.24), we obtain

$$\mathbb{P}\left(\max_{n^{\gamma} \leq i \leq e_n n^{\gamma}} W_i (\log(n/i) - (1 - \gamma) b_{n,\gamma} \log n / (1 - \gamma) a_{n,\gamma} \log n \log \log n) \leq x\right)$$

$$\geq \exp\left(- (1 + \delta)^{2 + b_0} a (e - 1) k_n \gamma (b_{n,\gamma})^b \exp\left(- (b_{n,\gamma} / c_1)^{\tau} - x(\log \log n)(1 + o(1))\right)\right)$$

$$= \exp\left(- (1 + \delta)^{2 + b_0} (e - 1) k_n \gamma (b_{n,\gamma})^b \exp\left(- (b_{n,\gamma} / c_1)^{\tau} - x(\log \log n)(1 + o(1))\right)\right),$$

where we used that $n \mathbb{P}(W > b_n) \sim an \log \gamma \gamma^{-1} \sim 1$ (see e.g. [27, Equation (1.1')] with $x = 0$).

Hence, by our choice of $k_n = \sqrt{\log n \log \log n}$ and $x > 1/2$, the latter expression converges to 0 and we have shown that for any $\eta > 0$, with high probability,

$$\max_{n^{\gamma} \leq i \leq e_n n^{\gamma}} X_{n,i} \leq \frac{1}{2} + \eta.$$

Next, we consider an upper bound on the maximum for the range $e_k n^{\gamma} \leq i \leq n^{\gamma + \varepsilon}$, where $\varepsilon \in (0, 1 - \gamma)$ and $k_n = \sqrt{\log n \log \log n}$ are as above. Again, we take $x \in \mathbb{R}$ and use the same idea as in the first step. This time, however, we need to be more careful in the intermediate step (5.27).

For $k_n \leq j < \varepsilon \log n$, we obtain an upper bound on the expression in (5.25)

$$\exp\left((j - 1) - \left(\frac{(1 - \gamma) \log n}{(1 - \gamma) \log n - (j - 1)}\right)^{\tau} \left(\frac{b_{n,\gamma} + a_{n,\gamma} x \log \log n}{c_1}\right)^{\tau}\right)$$

$$\leq \exp\left(- (b_{n,\gamma} / c_1)^{\tau} - x(\log \log n)(1 + o(1))\right)$$

$$\leq \exp\left(- (b_{n,\gamma} / c_1)^{\tau} - x(\log \log n)(1 + o(1)) + C_1 (j - 1) \frac{\log \log n}{\log n} - C_2 (j - 1)^2 \frac{1}{\log n}\right),$$

for suitable constants $C_1, C_2 > 0$. We now note that the right-hand side is decreasing in $j$ as long as $j > (C_1)/(2C_2) \log \log n$. However, $k_n \geq \log n$, so that we obtain the following upper bound on the previous display that holds uniformly for $k_n \leq j \leq \varepsilon \log n$,

$$\exp\left(- (b_{n,\gamma} / c_1)^{\tau} - x(\log \log n)(1 + o(1)) + C_1 k_n \frac{\log \log n}{\log n} - C_2 k_n^2 \frac{1}{\log n}\right).$$

Using this bound in the same way as before (following the analogous steps as in (5.23) and (5.24)) we obtain for any $x \in \mathbb{R}$,

$$\mathbb{P}\left(\max_{e_k n^{\gamma} \leq i \leq e^{\varepsilon} n^{\gamma + \varepsilon}} W_i (\log(n/i) - (1 - \gamma) b_{n,\gamma} \log n / (1 - \gamma) a_{n,\gamma} \log n \log \log n) \leq x\right)$$

$$\geq \exp\left(- (1 + \delta)^{2 + b_0} (e - 1) \varepsilon (\log n)^{1 - x(1 + o(1))} \exp\left(\frac{C_1 k_n \log \log n}{\log n} - C_2 k_n^2 \frac{1}{\log n}\right)\right).$$
Finally, since \( k_n = \sqrt{\log n \log \log n} \), the right-hand side converges to 1. Therefore, we have shown that for any \( x \in \mathbb{R} \), with high probability
\[
\max_{e^{k_n} \leq i \leq n^{1+\tau}} X_{n,i} \leq x.
\]
In a similar way to the upper bound, we can construct a lower bound on the maximum by restricting to the indices \( 1 \leq i \leq k_n' \), where \( k_n' = \sqrt{\log n / \log \log n} \). In this case, we consider \( x < 1/2 \) and use \( k_n' \) instead of \( k_n \) in the argument above. We omit the \((1 + \delta)\) term in (5.23), bound the probability from below using \((1 - \delta)\) rather than \((1 + \delta)\), use the upper bound in (5.26) and obtain thus
\[
\mathbb{P}\left( \max_{n^\gamma \leq i \leq e^{k_n'}} \frac{W_i \log(n/i) - (1 - \gamma) b_n \log n}{(1 - \gamma) a_n \log n \log \log n} \leq x \right) \\
\leq \exp\left( - (1 - \delta) 1 + b^n_0 (e - 1) k_n'(\log n)^{-\varepsilon(1+o(1))} \exp\left( - \frac{C_\tau}{2\tau(1 - \gamma)} (k_n')^2 \right) \right).
\]
The latter term converges to zero as \( x < 1/2 \) and therefore, we have shown that for any \( \eta > 0 \), with high probability
\[
\max_{i \in [n]} X_{n,i} \geq \max_{1 \leq i \leq e^{k_n'}} X_{n,i} \geq \frac{1}{2} - \eta.
\]
This completes the argument for all \( n^\gamma \leq i \leq n \). The argument for \( 1 \leq i \leq n^\gamma \) works completely analogously, so that we have shown (5.22), which completes the proof. \( \square \)

5.3. Maximum conditional mean degree, \((\text{Gumbel})-(\text{RaV})\) sub-case. In this section we state and prove two propositions that study the behaviour of the maximum conditional mean in-degree in WRGs, when the vertex-weights satisfy the \((\text{Gumbel})-(\text{RaV})\) sub-case of Assumption 2.3. The first provides two results: the first-order asymptotics of the maximum conditional mean in-degree and the label of the vertex that attains this maximum. Its second result shows the second-order scaling of the maximum conditional mean in-degree among all vertices in a small window around \( t_n n \), with a random limit. As is the case in Section 5.2, we see that this second-order scaling is in fact incorrect when we consider the full range of all vertices, as shown in the second proposition. Here, we also observe a phase transition at \( \tau = 3 \), where the second-order scaling changes.

**Proposition 5.7** (Max expected degree, first and second order, \((\text{Gumbel})-(\text{RaV})\)). Consider the WRG model as in Definition 2.1 and suppose the vertex-weights satisfy the \((\text{Gumbel})-(\text{RaV})\) sub-case in Assumption 2.3 and let \( t_n := \exp(-\tau \log n / \log(b_n)) \). Then,
\[
\left( \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] / mb_{t_n} \log(1/t_n), \log(t_n) / \log(n) \right) \overset{p}{\to} (1,1).
\]
Moreover, recall \( C_n \) from (2.24) and let \( \Pi \) be a Poisson point process on \((0, \infty) \times \mathbb{R}\) with intensity measure \( \nu(dt, dx) := dt \times e^{-x} dx \). Then, for any \( 0 < s < t < \infty \),
\[
\max_{i \in C_n(1,s,t,n)} \frac{\mathbb{E}_W[Z_n(i)] - mb_{t_n} \log(1/t_n)}{ma_{t_n} \log(1/t_n)} \overset{d}{\to} \max_{(e,w) \in \Pi} w - \log v,
\]

**Proof.** First, we show that, similar to (5.21),
\[
\left| \max_{i \in [n]} \frac{W_i \sum_{j=i}^{n-1} 1/S_j}{b_n} - \max_{i \in [n]} \frac{W_i \log(n/i)}{b_n} \right| \overset{p}{\to} 0,
\]

(5.30)
so that in what follows we can work with the rightmost expression in the absolute value rather than the leftmost. This directly follows from writing the absolute value as

\[
\left| \max_{i \in [n]} \frac{W_i}{b_n} \sum_{j=i}^{n-1} \frac{1/S_j}{b_n} - \max_{i \in [n]} \frac{W_i}{b_n} \log(n/i) \right| \leq \max_{i \in [n]} \frac{W_i}{b_n} \sum_{j=i}^{n-1} \frac{1/S_j}{b_n} - \log(n/i) \\
= \max_{i \in [n]} \frac{W_i}{b_n} |Y_n - Y_i|,
\]

where \( Y_n := \sum_{j=1}^{n-1} 1/S_j - \log n \), which converges almost surely by (5.1). We then split the maximum into two parts to obtain the upper bound, for any \( \gamma \in (0, 1) \),

\[
\max_{i \in [n]} \frac{W_i}{b_n} (|Y_n| + \sup_{j \geq 1} |Y_j|) b_{n^\gamma} + \max_{n^\gamma \leq i \leq n} \frac{W_i}{b_n} \max |Y_n - Y_i|.
\]

The first maximum converges to 1 in probability, the term in the brackets converges almost surely and the second fraction tends to zero, as we recall from Remark 2.4 that \( b_n = g(\log n) \) with \( g \) a rapidly-varying function at infinity. This implies, for any \( \gamma \in (0, 1) \), by the definition of a rapidly-varying function, that \( b_{n^\gamma}/b_n = g(\gamma \log n)/g(\log n) \) converges to zero with \( n \). Similarly, the second maximum converges to 1 in probability and the third maximum tends to zero almost surely, as \( Y_n \) is a Cauchy sequence almost surely. In total, the entire expression tends to zero in probability.

For the next part, we define

\[
\ell(x) := c_1 + c_2 x^{-1} \left( \frac{b}{\tau} \log x + b \log c_1 + \log a \right).
\]

Then, as we are working in the (Gumbel)-(RaV) sub-case in Assumption 2.3, we can write \( b_n = \exp((\log n)^{1/\tau} \ell(\log n)) \).

Using \( t_n \) we can show that for any fixed \( r \in \mathbb{R} \) or \( r = r(n) \) that does not grow ‘too quickly’ with \( n \), \( b_{t_n}/b_n \sim e^{-r} \). Namely, uniformly in \( r = r(n) \leq C \log \log(b_n) \) (for any constant \( C > 0 \)),

\[
\frac{b_{t_n}}{b_n} = \exp \left( (\log n)^{1/\tau} \left( \left( 1 + r \frac{\log t_n}{\log n} \right)^{1/\tau} \ell \left( \log n \left( 1 + r \frac{\log t_n}{\log n} \right) \right) - \log n \right) \right) \\
\sim \exp \left( (\log n)^{1/\tau} \left( \ell \left( \log n \left( 1 + r \frac{\log t_n}{\log n} \right) \right) - \ell(\log n) \right) + (1/\tau) r \log t_n (\log n)^{1/\tau - 1} \ell \left( \log n \left( 1 + r \frac{\log t_n}{\log n} \right) \right) \right),
\]

where we applied a Taylor approximation to \( (1 + r \log t_n/\log n)^{1/\tau} \), which holds uniformly in \( r \) as long as \( r = o(\log n/\log t_n) = o(\log b_n) \). It is elementary to show that for such \( r \), the first term in the exponent on the last line of (5.31) tends to zero. Thus, uniformly in \( r \leq C \log \log(b_n) \),

\[
\frac{b_{t_n}}{b_n} \sim \exp \left( -r \frac{\ell(\log n (1 + r \log t_n/\log n))}{\ell(\log n)} \right) \sim e^{-r},
\]

where the last step follows a similar argument to the one used to show that the first term on the right-hand side of (5.31) tends to zero.

We thus note that by (5.32) and (5.30) it suffices to show that

\[
\max_{i \in [n]} \frac{W_i}{b_n} \log(n/i) \frac{p}{\log(1/t_n)} \rightarrow 1/e,
\]

to prove (5.28). We start by providing a lower bound to the left-hand side of (5.33). For some fixed \( r > 0 \), we write

\[
\max_{i \in [n]} \frac{W_i}{b_n} \log(1/t_n) \geq \max_{i \in [t_n]} \frac{W_i}{b_n} \log(n/(t_n n)) \frac{b_{t_n}}{b_n} = \max_{i \in [t_n]} \frac{W_i}{b_n} \frac{b_{t_n}}{b_n}.
\]

By (5.32), it follows that this lower bound converges in probability to \( re^{-r} \). To maximise this expression, we choose \( r = 1 \) giving the value \( 1/e \) as claimed. For an upper bound, we split the
maximum into multiple parts which cover different ranges of indices $i$. First, for ease of writing, let us denote

$$X_{n,i} := \frac{W_i \log(n/i)}{b_n \log(1/t_n)}.$$  

Fix $\varepsilon > 0$, then set $N = [2 \log \log(b_n)/\varepsilon]$, and define

$$r_0 = e^{-1}, \quad r_i = r_0 + \varepsilon i \quad \text{for } i = 1, \ldots, N.$$  

Then,

$$\max_{i \in [n]} X_{n,i} \leq \max \left\{ \max_{i \in [N]} X_{n,i}, \max_{k = 1, \ldots, N} \max_{t_n^{*k} n < i \leq t_n^{*k-1} n} X_{n,i}, \max_{i \in N} X_{n,i} \right\}. \quad (5.34)$$  

We now bound each of these three parts separately. We start with the middle term and note that for $k \in \{1, \ldots, N\}$,

$$\max_{t_n^{*k} n < i \leq t_n^{*k-1} n} X_{n,i} = \max_{t_n^{*k} n < i \leq t_n^{*k-1} n} \frac{W_i \log(n/i)}{b_n \log(1/t_n)} \leq r_k \frac{b_n^{t_n^{*k-1} n}}{b_n} \max_{t_n^{*k} n < i \leq t_n^{*k-1} n} \frac{W_i}{b_n^{t_n^{*k-1} n}}.$$  

If we now define for $k = 0, \ldots, N$,

$$A_n(k) := \max_{t_n^{*k+1} n < i \leq t_n^{*k+1} n} \frac{W_i}{b_n^{t_n^{*k+1} n}},$$  

then, by (5.32), we have that

$$\max_{k = 1, \ldots, N} \max_{t_n^{*k} n < i \leq t_n^{*k-1} n} X_{n,i} \leq (1 + \varepsilon) \max_{k \in [N]} r_k e^{-r_k \varepsilon} A_n(k - 1)$$  

$$\leq (1 + \varepsilon) \sup_{x \geq 1/e} x e^{-x^2 + \varepsilon} \max_{k \in [N]} A_n(k - 1), \quad (5.35)$$

using as before that $x \mapsto x e^{-x}$ is maximised at $x = 1$. Similarly, we can bound the the last term in (5.34) as

$$\max_{i \in [n]} X_{n,i} \leq r_0 \max_{t_n^{*0} n < i \leq t_n^{*1} n} \frac{W_i}{b_n} = e^{-1} A_n,$$

where we recall that $r_0 = 1/e$ and we set $A_n := \max_{t_n^{*0} n < i \leq t_n^{*N} n} W_i/b_n$. Finally, for the first term in (5.34), we get that

$$\max_{i \in [N]} X_{n,i} \leq \frac{b_{t_n^{*N} n}}{b_n} \log n \max_{i \in [N]} \frac{W_i}{b_n^{t_n^{*N} n}} \leq 1 + \varepsilon \frac{\log(b_n)}{\tau} e^{-r_N \log(b_n)} \max_{i \in [N]} \frac{W_i}{b_n^{t_n^{*N} n}} = o_p(1), \quad (5.36)$$

where we use that $r_N \geq 2 \log \log(b_n)$ by definition.

Combining (5.34) with the estimates in (5.35)-(5.36), we obtain

$$\max_{i \in [n]} X_{n,i} \leq (1 + \varepsilon)e^{-1 + \varepsilon} \max \left\{ \max_{k \in [N]} A_n(k - 1), A_n \right\}. \quad (5.37)$$

Since $\varepsilon > 0$ is arbitrary, it suffices to show that the maximum on the right-hand side is bounded by $1 + \varepsilon$ with high probability. As the random variables follow a distribution as in the (Gumbel)-(RaV) case in Assumption 2.3, we can write using a union bound and $C > 0$ large,

$$\mathbb{P} \left( \max_{i \in [n]} \frac{W_i}{b_n} \geq 1 + \varepsilon \right) \leq Cn \log((1 + \varepsilon)b_n)^b \exp(-((1 + \varepsilon)b_n)/(c_1)^\tau) \leq Cn \log(b_n)^b \left( 1 + \frac{\log(1 + \varepsilon)}{\log(b_n)} \right)^b \exp \left( -\left( \log(b_n)/(c_1)^\tau \right) \left( 1 + \frac{\log(1 + \varepsilon)}{\log(b_n)} \right)^\tau \right).$$

We now use the expression of $b_n$ as in the (Gumbel)-(RaV) case in Assumption 2.3 to obtain the upper bound

$$C \log(b_n)^b \exp \left( \log n \left( 1 - \left( 1 + \frac{b/\tau}{\log n} + b \log c_1 + \log \tau \right) \frac{b}{\tau \log n} \right)^\tau \left( 1 + \frac{\log(1 + \varepsilon)}{\log(b_n)} \right)^\tau \right).$$
where $\tilde{C} > 0$ is a suitable constant. Using a Taylor approximation on the terms in the exponent and using the asymptotics of $\log(b_n)$, we find an upper bound

$$K_1 (\log n)^{b/\tau} \exp(-K_2 (\log n)^{1-1/\tau}),$$

(5.38)

for some constants $K_1, K_2 > 0$ and $n$ sufficiently large. Note that this expression tends to zero as $\tau > 1$. Now, we aim to apply this bound to the maximum in (5.37). First, a union bound yields

$$\mathbb{P} \left( \max_{k \in [N]} \left( \max_{i \in [k]} W_i \right) \geq 1 + \varepsilon \right) \leq \sum_{k=0}^{N-1} \mathbb{P} \left( \max_{i \in [k]} W_i \geq 1 + \varepsilon \right) + \mathbb{P} \left( \max_{i \in [n]} W_i \geq 1 + \varepsilon \right).$$

The last term tends to zero with $n$. For the sum we use (5.38) and note that this upper bound tends to zero slowest for $k = N - 1$, so that we obtain the upper bound

$$\sum_{k=0}^{N-1} \mathbb{P} \left( \max_{i \in [k]} W_i \geq 1 + \varepsilon \right) \leq NK_1 (\log(n^{N-1}n))^{b/\tau} \exp(-K_2 (\log(n^{N-1}n)^{1-1/\tau})$$

$$\leq K_3 \log(b_n) (\log n)^{b/\tau} \exp(-K_4 (\log n)^{1-1/\tau}),$$

for some constants $K_3, K_4$, since $\log(n) = \mathcal{O}(\log(b_n))$, which again tends to zero with $n$ as $\tau > 1$.

Finally, we prove the convergence of $\log(I_n)/\log n$. Let $\eta \in (0, 1)$. Then, the event

$$E_n := \left\{ \max_{i \in [n]} \frac{\mathbb{E}[W_i | Z_n(i)]}{b_{i,n} \log(1/t_n)} \geq \eta \right\}$$

holds with high probability by the above. Using this and (5.30) yields, for $\varepsilon > 0$,

$$\mathbb{P} \left( \frac{\log I_n}{\log n} < 1 - \varepsilon \right) \leq \mathbb{P} \left( \left\{ \frac{\log I_n}{\log n} < 1 - \varepsilon \right\} \cap E_n \right) + \mathbb{P}(E_n^c)$$

$$\leq \mathbb{P} \left( \max_{i \leq n^{1-\varepsilon}} \frac{W_i \log(n/i)}{b_{i,n} \log(1/t_n)} \geq \eta \right) + o(1).$$

The probability on the right-hand side can be bounded from above by

$$\mathbb{P} \left( \max_{i \leq n^{1-\varepsilon}} \frac{W_i}{b_{i,n}^{1-\varepsilon} \log(b_n)} \geq \tau \eta \right).$$

(5.39)

Now,

$$b_{n^{1-\varepsilon}} \log(b_n) \sim \exp \left( 1 + (\log n)^{1/\ell}(\log n) \left( (1 - \varepsilon)^{1/\ell} \frac{\ell((1 - \varepsilon) \log n)}{\ell(\log n)} - 1 \right) \right) \log(b_n),$$

which, since $\ell$ is a slowly-varying function at infinity and $(1 - \varepsilon)^{1/\ell} < 1$, tends to zero with $n$. As the maximum in (5.39) tends to 1 in probability, we obtain that the probability in (5.39) tends to zero with $n$.

To prove (5.29) we use a similar argument as in the proof of Proposition 5.4, as distributions satisfying the (Gumbel)-(RaV) sub-case also fall in the Gumbel MDA. Namely, we can write

$$\frac{W_i \sum_{j=i}^{n-1} 1/S_j - b_{i,n} \log(1/t_n)}{a_{i,n} \log(1/t_n)} = \frac{W_i - b_{i,n} \sum_{j=i}^{n-1} 1/S_j}{a_{i,n} \log(1/t_n)} - \log \left( \frac{i}{t_n} \right)$$

$$+ \frac{b_{i,n}}{a_{i,n} \log(1/t_n)} \left( \sum_{j=i}^{n-1} 1/S_j - \log(n/i) \right)$$

$$- \left( \frac{b_{i,n}}{a_{i,n} \log(1/t_n)} - 1 \right) \log \left( \frac{i}{t_n} \right),$$
so that
\[
\max_{i \in C_n} \frac{W_i \sum_{j=1}^{n-1} 1/S_j - b_{t_n} \log(1/t_n)}{a_{t_n} \log(1/t_n)} - \max_{i \in C_n} \frac{(W_i - b_{t_n} \sum_{j=1}^{n-1} 1/S_j)}{a_{t_n} \log(1/t_n)} - \log \frac{i}{t_n} \right)
\]
\[
\leq \frac{b_{t_n}}{a_{t_n} \log(1/t_n)} \max_{i \in C_n} \frac{\sum_{j=1}^{n-1} 1/S_j - \log(n/i)}{a_{t_n} \log(1/t_n)} + \frac{b_{t_n}}{a_{t_n} \log(1/t_n)} - 1 \max_{i \in C_n} \log \frac{i}{t_n},
\]
where we omit the arguments of \(C_n(1,s,t_n)\) for brevity. We now note that, in the (RaV) sub-case, \(a_n := c_2(\log n)^{1/\tau-1}b_n\), which yields
\[
\frac{b_{t_n}}{a_{t_n} \log(1/t_n)} = \left( c_2 \log(t_n)^{1/\tau-1} \log(1/t_n) \right)^{-1}
\]
\[
\sim \left( c_2 \log n)^{1/\tau-1} \tau \log n / \log(b_n) \right)^{-1} \sim \left( c_1 \ell(\log n) \right)^{-1},
\]
which converges to 1 as \(n\) tends to infinity. Here, we use that \(c_1 = c_2 \tau\), and that \(\log(b_n) = (\log n)^{1/\tau} \ell(\log n)\), with \(\lim_{x \to \infty} \ell(x) = c_1\). It follows, with a similar argument as in the proof of Proposition 5.4, that the right-hand side of (5.40) converges to zero almost surely. Now, the rest of the proof of (5.29) follows the exact same approach as the proof of Proposition 5.5. \(\Box\)

**Proposition 5.8** (Max expected degree, second order, (Gumbel)-(RaV)). Consider the same conditions as in Proposition 5.7. When \(\tau \in (1,3]\),
\[
\max_{i \in [n]} \mathbb{E}[W[Z_n(i)] - m b_{t_n} \log(1/t_n) / a_{t_n} \log(1/t_n) \log n] \not\to \frac{1}{2} \left( 1 - \frac{1}{\tau} \right),
\]
while for \(\tau > 3\),
\[
\max_{i \in [n]} \mathbb{E}[W[Z_n(i)] - m b_{t_n} \log(1/t_n) / a_{t_n} \log(1/t_n) \log n] \not\to \frac{\tau(\tau-1)^2}{2 c_1^3}.
\]

**Proof.** With a similar argument as in the proof of Proposition 5.7, it suffices to prove the result for \(\max_{i \in [n]} W_i \log(n/i)\) instead of \(\max_{i \in [n]} \mathbb{E}[W[Z_n(i)]]\). The general approach is similar to the proof of (5.20) in Proposition 5.4, though the details differ. We first consider the case \(\tau \in (1,3]\) and then tend to the case \(\tau > 3\). In both cases, we prove a lower and upper bound. Moreover, for the lower bound we need only consider indices \(e^{b_{t_n}} \leq i \leq t_n \) for a particular choice of \(k_n\).

Fix \(\tau \in (1,3]\), \(x \in \mathbb{R}\) and let \(k_n := \sqrt{\tau - 1} / c_1 \sqrt{\log n}^{1/\tau} \log \log n\). We bound
\[
\mathbb{P} \left( \max_{t_n \leq i \leq e^{k_n} t_n} W_i \log(n/i) - b_{t_n} \log(1/t_n) / a_{t_n} \log(1/t_n) \log n \leq x \right)
\]
\[
= \prod_{i=t_n}^{e^{k_n} t_n} \left( 1 - \mathbb{P} \left( W \geq \frac{\log(1/t_n)}{\log(n/i)} (b_{t_n} + a_{t_n} x \log \log n) \right) \right)
\]
\[
\leq \exp \left( - \sum_{i=t_n}^{e^{k_n} t_n} \mathbb{P} \left( W \geq \frac{\log(1/t_n)}{\log(n/i)} (b_{t_n} + a_{t_n} x \log \log n) \right) \right)
\]
(5.41)
\[
\leq \exp \left( - \sum_{j=1}^{k_n} \sum_{i=\lceil e^{-j+1} t_n \rceil}^{e^{j+1} t_n} \mathbb{P} \left( W \geq \frac{\log(1/t_n)}{\log(1/t_n)} - j (b_{t_n} + a_{t_n} x \log \log n) \right) \right).
\]

We then obtain an upper bound by bounding the probability from below. So, for \(\delta > 0\) small and \(n\) large, we arrive at the upper bound
\[
\exp \left( - (1 - \delta) a e^{-1} t_n \left( \log \left( \frac{\log(1/t_n)}{\log(1/t_n)} - j (b_{t_n} + a_{t_n} x \log \log n) \right) \right)^b \right)
\times \exp \left( - \left( \log \left( \frac{\log(1/t_n)}{\log(1/t_n)} - j (b_{t_n} + a_{t_n} x \log \log n) \right) / c_1 \right)^{\tau} \right).
\]
As \( \log(1/t_n)/(\log(1/t_n) - j) = 1 + o(1) \) uniformly in \( j \), we can write the inner exponent as

\[
- \left( \log \left( \frac{\log(1/t_n)}{\log(1/t_n) - j} \right) \right) / c_1 \left( b_{t_n n} + a_{t_n n} x \log \log n \right) \right) / c_1) \right)^\tau
\]

\[
= - \left( \log \left( 1 - \frac{j}{\log(1/t_n)} \right) / c_1 + \log(b_{t_n n} + a_{t_n n} x \log \log n) / c_1 \right)^\tau
\]

\[
= \left( \sum_{\ell=1}^{\infty} \frac{1}{\ell c_1} \left( \gamma \left( 1 - \frac{j}{\log(1/t_n)} \right) \right) + \log(t_n) \right)^{1/\tau} \tau + \frac{1}{\tau} \log(t_n)^{1/\tau - 1} \log \left( a(c_1 (log t_n)^{1/\tau} b) \right)
\]

\[
= \log(t_n) \left( 1 + \sum_{\ell=1}^{\infty} \frac{1}{\ell c_1} \left( \gamma \left( 1 - \frac{j}{\log(1/t_n)} \right) \right) \log(t_n)^{-1/\tau}
\]

\[
+ \frac{1}{\tau} \log(t_n)^{-1} \log \left( a(c_1 (log t_n)^{1/\tau} b) \right)
\]

\[
+ \sum_{\ell=1}^{\infty} \left( \gamma \left( 1 - \frac{j}{\log(1/t_n)} \right) \right) \log(t_n)^{-1/\tau} x \log \log n \right)^\tau
\]

\[
= - \log(t_n) \log \left( a(c_1 (log t_n)^{1/\tau} b) \right) - x \log \log n - \frac{\log(t_n)^{1-1/\tau} j}{c_2 \log(1/t_n)}
\]

\[
- \frac{\log(t_n)^{1-1/\tau} j^2}{2c_2 \log(1/t_n)^2 j^2} (1 + o(1)) + o(1).
\]

(5.43)

Now, for \( \ell \in \{1, 2\} \),

\[
\frac{1}{\ell c_2} \left( \gamma \left( 1 - \frac{j}{\log(1/t_n)} \right) \right) \log(t_n)^{-1/\tau}
\]

\[
= \frac{j^\ell}{\ell c_2} \gamma \left( \left( 1 + \frac{\log t_n}{\log n} \right)^{1-1/\tau} \right) \left( \frac{\log(b_n)}{c_1 (\log n)^{1/\tau}} \right)^\ell
\]

\[
= \frac{j^\ell}{\ell c_2} \gamma \left( \log n \right)^{-\ell} \left( \left( 1 - \frac{\tau - 1}{\log(b_n)} (1 + O((\log n)^{-1/\tau})) \right) \right)
\]

\[
\times \left( 1 + \frac{1}{\tau} (\log n)^{-1} \log \left( a(c_1 (log t_n)^{1/\tau} b) \right) \right)^\ell,
\]

where the last two terms are both \( (1 + O((\log n)^{-1/\tau})) \). So, the right-hand side of (5.43) equals

\[
- \log(t_n) \log \left( a(c_1 (log t_n)^{1/\tau} b) \right) - x \log \log n - \frac{j^2}{2} c_2 (\log n)^{-1/\tau - 1/\tau}
\]

\[
= j \left( 1 + \frac{1}{\tau} (\log n)^{-1} \log \left( a(c_1 (log t_n)^{1/\tau} b) \right) \right) \right) \right) \right) \right) \times \left( 1 + \frac{1}{\tau} (\log n)^{-1} \log \left( a(c_1 (log t_n)^{1/\tau} b) \right) \right)
\]

\[
\times \frac{1}{\ell c_2} \left( \gamma \left( 1 - \frac{j}{\log(1/t_n)} \right) \right) \log(t_n)^{-1/\tau}
\]

\[
- \log(t_n) \log \left( a(c_1 (log t_n)^{1/\tau} b) \right) - x \log \log n - \frac{j^2}{2} c_2 (\log n)^{-1/\tau - 1/\tau}
\]

\[
= j \left( 1 + \frac{1}{\tau} (\log n)^{-1} \log \left( a(c_1 (log t_n)^{1/\tau} b) \right) \right) \right) \right) \times \left( 1 + \frac{1}{\tau} (\log n)^{-1} \log \left( a(c_1 (log t_n)^{1/\tau} b) \right) \right)
\]

\[
= j \left( 1 + \frac{1}{\tau} (\log n)^{-1} \log \left( a(c_1 (log t_n)^{1/\tau} b) \right) \right) \right) \times \left( 1 + \frac{1}{\tau} (\log n)^{-1} \log \left( a(c_1 (log t_n)^{1/\tau} b) \right) \right)
\]

\[
\leq \exp \left( -(1 - \delta) (1 - 1/e) \sum_{j=1}^{k_n} (\log n)^{-x} (1 + o(1)) \exp \left( e_n j - d_n j^2 \right) \right),
\]

where

\[
e_n := \frac{\tau - 1}{\log(b_n)} - \frac{1}{\tau} (\log n)^{-1} \log \left( a(c_1 (log t_n)^{1/\tau} b) \right),
\]

\[
d_n := \frac{c_2}{2(\log n)^{1-1/\tau}}.
\]
The expression \( e_n j - d_n j^2 \) is increasing for \( j \leq e_n/(2d_n) = o(k_n) \), so we bound the sum from below by
\[
\sum_{j=1}^{k_n} e^{e_n j - d_n j^2} \geq \exp \left( \frac{e_n^2}{4d_n} \right) \int_0^{k_n} \exp \left( -d_n \left( y - \frac{e_n}{2d_n} \right)^2 \right) dy
\]
\[
= \exp \left( \frac{e_n^2}{4d_n} \right) \sigma n \sqrt{2\pi} \int_0^{k_n} \frac{1}{\sigma n \sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( y - \frac{\mu_n}{\sigma_n} \right)^2 \right) dy
\]
where \( \mu_n := e_n/(2d_n) \), \( \sigma_n := 1/\sqrt{2d_n} \), and \( X_n \sim N(\mu_n, \sigma_n^2) \) is a normal random variable. If we let \( Z \sim N(0,1) \) be a standard normal, we can write the last line as
\[
\exp \left( \frac{e_n^2}{4d_n} \right) \sigma_n \sqrt{2\pi} \left( Z \in \left( -\frac{\mu_n}{\sigma_n}, \frac{k_n - \mu_n}{\sigma_n} \right) \right).
\] (5.46)

It is clear that for \( \tau \leq 3 \),
\[
\frac{e_n^2}{4d_n} = \frac{\tau(\tau - 1)^2}{2c_1^2} (\log n)^{1-3/\tau}(1 + o(1)), \quad \frac{k_n - \mu_n}{\sigma_n} = \sqrt{(1-1/\tau) \log \log n},
\]
\[
\frac{\mu_n}{\sigma_n} = \sqrt{\frac{\tau(\tau - 1)^2}{c_1^2}} (\log n)^{(1-3/\tau)/2} (1 + o(1)).
\] (5.47)

It thus follows that, when \( \tau \in (1, 3] \), the probability as well as the exponential term in (5.46) converge to a constant. So, for some \( K > 0 \), we bound the expression in (5.46) from above by \( K(\log n)^{(1-1/\tau)/2} \). Using this in (5.45) finally yields the lower bound
\[
\exp \left( - (1 - \delta)(1 - 1/e)(\log n)^{(1-1/\tau)/2} - \tau(1 + o(1)) \right),
\]
which converges to zero for any \( x < (1 - 1/\tau)/2 \). We thus arrive at, with high probability,
\[
\max_{i \in [n]} \max_{t_n \leq i < e^{k_n} t_n} \frac{W_i \log(n/i) - b_{i,n} \log(1/t_n)}{a_t n \log(1/t_n) \log \log n} \geq \frac{1}{2} \left( 1 - \frac{1}{\tau} \right) + \eta,
\]
for any \( \eta > 0 \).

To prove a matching upper bound, we split the set \([n]\) into four parts: the indices \( 1 \leq i \leq e^{-k_n} t_n, e^{-k_n} t_n \leq i \leq t_n, t_n \leq i \leq e^{k_n} t_n \), and \( e^{k_n} t_n \leq i \leq n \). We prove an upper bound for all four ranges of indices, a union bound then concludes the proof. The proof for the first two ranges of indices is analogous to the proof for the latter two, so we focus on the latter two. Let us start with the range \( t_n \leq i \leq e^{k_n} t_n \). We can use the same approach as above, though with minor adaptations. First, using that \( 1 - y \geq \exp(-(1 + \delta)y) \) for \( y \) sufficiently small and \( \delta > 0 \) fixed, we obtain
\[
P \left( \max_{t_n \leq i \leq e^{k_n} t_n} \frac{W_i \log(n/i) - b_{i,n} \log(1/t_n)}{a_t n \log(1/t_n) \log \log n} \leq x \right)
\]
\[
\geq \exp \left( - (1 + \delta) \sum_{j=1}^{k_n} \sum_{i \in e^{j-1} t_n} e^{j t_n} \right) P \left( W \geq \frac{\log(1/t_n)}{\log(1/t_n) - (j - 1)} \left( b_{i,n} + a_t n x \log \log n \right) \right).
\]

We then bound the probability from above and use the same Taylor expansions to obtain a lower bound of the same form as (5.42). We bound the sum over \( j \) from above by
\[
\sum_{j=1}^{k_n} e^{e_n(j-1) - d_n(j-1)^2} \leq \exp \left( \frac{e_n^2}{4d_n} \right) \sigma_n \sqrt{2\pi} \left( X_n \in (0, k_n) \right),
\]
where \( d_n, e_n, \mu_n, \sigma_n \) and \( X_n \) are as above. With a similar argument, we obtain an upper bound
\[
\hat{K}(\log n)^{(1-1/\tau)/2},
\]
for some appropriate constant $\tilde{K} > 0$. We thus obtain
\[
P \left( \max_{t_n, n \leq k \leq t_n} \frac{W_i \log(n/i) - b_{t_n} \log(1/t_n)}{a_{t_n} \log(1/t_n) \log n} \leq x \right) \geq e^{-(1+\delta)^2(e-1)(\log n)^{(1-1/\tau)/2-\varepsilon)},
\]
which converges to one for any $x > (1-1/\tau)/2$.

To prove an upper bound for the range $e^{k_n} t_n n \leq i \leq n$, a slight adaptation is required. We write,
\[
P \left( \max_{e^{k_n} t_n n \leq i \leq n} \frac{W_i \log(n/i) - b_{t_n} \log(1/t_n)}{a_{t_n} \log(1/t_n) \log n} \leq x \right)
\geq \exp \left( - (1+\delta) \sum_{j=1}^{\log(1/t_n)/k_n} \sum_{i=e^{j-k_n} t_n n} \exp \left( (1+\delta) \cdot \frac{\log(1/t_n)(b_{t_n} + a_{t_n} x \log n)}{\log(1/t_n) - (j - 1 + k_n)} \right) \right),
\]
and bound the probability from above by
\[
(1+\delta) \exp \left( \left( \frac{\log(1/t_n)}{\log(1/t_n) - (j - 1 + k_n)} \cdot \frac{(b_{t_n} + a_{t_n} x \log n)}{/c_1} \right)^\tau \right).
\]
Since the fraction $\log(1/t_n)/(\log(1/t_n) - (j - 1 + k_n))$ is no longer $1 + o(1)$ uniformly in $j$, we treat this term somewhat differently. We write the exponent as
\[
-(\log(b_{t_n})/c_1)^\tau - x \log n(1 + o(1))
\]\[\]
\[
+ \frac{1}{c_2} \log(t_n n)^{1-1/\tau} \log \left( \frac{1 - \frac{j - 1 + k_n}{\log(1/t_n)}}{1 + O\left( \frac{\log n}{\log n} \right)} \right).
\]
Then using that as before $t_n n a (\log(b_{t_n})^b \exp \left( - (b_{t_n}/c_1)^\tau \right) \sim 1$, this yields a lower bound
\[
\exp \left( - (1+\delta)^2(e-1) \sum_{j=1}^{\log(1/t_n)/k_n} (\log n)^{-x(1+o(1))(1+o(1))} \right)
\times \exp \left( j - 1 + k_n + \frac{1}{c_2} \log(t_n n)^{1-1/\tau} \log \left( \frac{1 - \frac{j - 1 + k_n}{\log(1/t_n)}}{1 + O\left( \frac{\log n}{\log n} \right)} \right) \right) \right) \right).
\]

The mapping $x \mapsto x + f_n \log(1-x/g_n), x < g_n$, for some sequences $f_n, g_n$, is maximized at $x = g_n - f_n$. In this case, with $f_n := c_2^{-1} \log(t_n n)^{1-1/\tau}$ and $g_n = \log(1/t_n)$, it follows that $g_n - f_n = \tau(\tau - 1) c_2^{-1} (\log n)^{1-2/\tau}(1 + o(1))$. Since $(\log n)^{1-2/\tau} = o(k_n)$ when $\tau \in (1,3]$, as $(1 - 1/\tau)/2 \geq 1 - 2/\tau$ for $\tau \in (1,3]$, it follows that the inner exponent is largest when $j = 1$. This yields the lower bound
\[
\exp \left( - (1+\delta)^2(e-1) \log(1/t_n)(\log n)^{-x(1+o(1))(1+o(1))} \right)
\times \exp \left( \left( - K_1 \frac{k_n}{\tau \log n} \log n + \left( \frac{\tau - 1}{\log n} - \frac{1}{2} \frac{k_n^2}{\log(1/t_n)} \right) \right) \right) \right).
\]
for some small constant $K_1 > 0$. The first two terms in the inner exponent are negligible (compared to the last term) by the choice of $k_n$. The last term equals $-((1-1/\tau)/2 \log n(1 + o(1))$, so that we finally obtain the lower bound
\[
\exp \left( - K_2 (\log n)^{(1-1/\tau)/2-x(1+o(1))} \right),
\]
for some sufficiently large $K_2 > 0$. It thus follows that for any $x > (1-1/\tau)/2$ the lower bound converges to one. Together with the result for the range of indices $t_n n \leq i \leq e^{k_n} t_n n$ (and a similar result for $1 \leq i \leq t_n n$, with analogous proofs), the upper bound then follows, and finishes the proof for the case $\tau \in (1,3]$.

When $\tau > 3$, we set $k_n := (\tau(\tau - 1)/c_2^2) (\log n)^{1-2/\tau}$. For a lower bound on the maximum, we again consider the indices $t_n n \leq i \leq e^{k_n} t_n n$. The steps in (5.41)- (5.46) are still valid when replacing $\log n$ with $n^{1-3/\tau}$. The only minor differences are that $e_i/d_i \sim k_n$ rather than $o(k_n)$ and that the $o(1)$ term in (5.44) needs to be replaced by $O\left( \sqrt{\log n}(\log n)^{1-5/\tau} \right)$, though this
changes nothing for the rest of the argument. The second quantity in (5.47) does change, however. We now find that \((k_n - \mu_n)/\sigma_n = o(1)\). As a result, the probability in (5.46) still converges to a constant, but now the exponential term diverges. We thus obtain the lower bound
\[
\Pr \left( \max_{t_n, n \leq i \leq e^{k_n}t_n n} \frac{W_i}{a_{i, n}} \log(1/t_n) \leq x \right) \\
\leq \exp \left( - (1 - \delta)(1 - 1/e)(\log n)^{1-1/\tau}/(1 + o(1)) \right) \\
\times \exp \left( \left( \frac{\tau(\tau - 1)^2}{2c_1^3} + x \right)(\log n)^{1-3/\tau}(1 + o(1)) + O\left( \sqrt{\log \log n(\log n)^{1-5/\tau}} \right) \right),
\]
which converges to zero for any \(x > -\tau(\tau - 1)^2/(2c_1^3)\).

To prove an upper bound, we adjust the arguments for the \(\tau \in (1, 3)\) case. Again, we substitute \((\log n)^{1-3/\tau}\) for \(\log \log n\). The lower bound on the probability for indices \(t_n, n \leq i \leq e^{k_n}t_n n\) remains valid, which yields lower bound that converges to zero for any \(x < -\tau(\tau - 1)^2/(2c_1^3)\).

For the range \(e^{k_n}t_n n \leq i \leq n\), we find that the expression in (5.48) still holds (again when substituting \((\log n)^{1-3/\tau}\) for \(\log \log n\)). However, we improve on the accuracy of (5.48) by including more terms of the Taylor expansion. This yields, for an appropriate constant \(K_3 > 0\),
\[
\exp \left( - K_3 \sum_{j=1}^{\log(1/t_n) - k_n} \exp \left( j - 1 + k_n + \frac{1}{c_2 \log(t_n,n)} \log \left( 1 - \frac{j - 1 + k_n}{\log(1/t_n)} \right) \right) \right)
+ \frac{\tau(\tau - 1)^2}{2c_1^3}(\log(t_n,n))^{1-3/\tau}(1 + o(1)) + x(\log n)^{1-3/\tau}) \right).
\]
As is the case when \(\tau \in (1, 3]\), the inner exponent is largest when \(j = 1\), yielding the lower bound
\[
\exp \left( - K_3 \log(1/t_n) \exp \left( k_n + \frac{1}{c_2 \log(t_n,n)} \log \left( 1 - \frac{k_n}{\log(1/t_n)} \right) \right) \right)
+ x(\log n)^{1-3/\tau}) + O((\log n)^{1-4/\tau}) \right).
\]

Now, applying a Taylor expansion to the logarithmic term, we can write the inner exponent as
\[
k_n = \frac{\log(t_n,n)^{1-1/\tau}}{c_2 \log(1/t_n)} - \frac{\log(t_n,n)^{1-1/\tau}}{c_2 \log(1/t_n)^2} \cdot k_n^2 + x(\log n)^{1-3/\tau} + O((\log n)^{1-4/\tau})
= \frac{\tau(\tau - 1)^2}{2c_1^3}(\log n)^{1-3/\tau} + x(\log n)^{1-3/\tau} + O((\log n)^{1-4/\tau}).
\]

Concluding, we obtain the lower bound
\[
\exp \left( - K_3 \log(1/t_n) \exp \left( \frac{\tau(\tau - 1)^2}{2c_1^3}(\log n)^{1-3/\tau} + x(\log n)^{1-3/\tau} + O((\log n)^{1-4/\tau}) \right) \right),
\]
so that we obtain a limit of one when choosing any \(x < -\tau(\tau - 1)^2/(2c_1^3)\), which concludes the proof. \(\square\)

5.4. Maximum conditional mean degree, (Fréchet) case. In this final sub-section we study the maximum conditional mean degree when the vertex-weights satisfy the (Fréchet) case of Assumption 2.3.

**Proposition 5.9.** Consider the WRG model as in Definition 2.1 and suppose the vertex-weights satisfy the (Fréchet) case in Assumption 2.3. Let \(\Pi\) be a PPP on \((0, 1) \times (0, \infty)\) with intensity measure \(\nu(dt, dx) := dt \times (\alpha - 1)x^{-\alpha}dx\), \(x > 0\). When \(\alpha > 2\),
\[
\max_{i \in [n]} \mathbb{E}_W[Z_n(i)/u_n] \xrightarrow{d} m \max_{(t, f) \in \Pi} f(\log(1/t)),
\]
ard when \(\alpha \in (1, 2)\),
\[
\max_{i \in [n]} \mathbb{E}_W[Z_n(i)/n] \xrightarrow{d} m \max_{(t, f) \in \Pi} f \int_1^t \left( \int_{(0, 1) \times (0, \infty)} g 1_{u \leq s} d\Pi(u, g) \right)^{-1} ds.
\]
Proof. First, let $\alpha > 2$. We first claim that
\[
\max_{i \in [n]} \mathbb{E}_W[Z_n(i)/u_n] - m \max_{i \in [n]} \frac{W_i \log(n/i)}{u_n} \xrightarrow{p} 0. \tag{5.49}
\]
The claim’s proof follows a similar structure as that of (5.30). Let us define the point process
\[
\Pi_n := \sum_{i=1}^{n} \delta_{(i/n,W_i/u_n)}.
\]
By [27], when the $W_i$ are i.i.d. random variables in the Fréchet maximum domain of attraction with parameter $\alpha - 1$, then $\Pi$ is the weak limit of $\Pi_n$. Since $W_i \log(n/i)/u_n$ is a continuous mapping of $(i/n,W_i/u_n)$ and since taking the maximum is a continuous mapping too, it follows that
\[
\max_{i \in [n]} \frac{W_i \log(n/i)}{u_n} \xrightarrow{d} \max_{(t,f) \in \Pi} f \log(1/t),
\]
which, together with (5.49), yields the desired result. We now consider $\alpha \in (1,2)$. Note that
\[
\max_{i \in [n]} \mathbb{E}_W[Z_n(i)/n] = m \max_{i \in [n]} \frac{W_i}{n} \sum_{j=1}^{n-1} \frac{1}{S_j}.
\]
The distributional convergence of the maximum on the right-hand side to the desired limit is proved in [21, Proposition 5.1], which concludes the proof. \qed

6. CONCENTRATION OF THE MAXIMUM DEGREE

In this section we provide an important step to prove Theorems 2.11, 2.13, 2.15 and 2.17: we discuss the concentration of the maximum degree around the maximum conditional mean degree, the behaviour of which is discussed in the previous section. To this end, we present two propositions, that determine concentration under different scalings.

**Proposition 6.1** (Concentration of degrees, first-order scaling). Consider the WRG model as in Definition 2.1 and recall the vertex-weight conditions as in Assumption 2.3. When the vertex-weights satisfy the (Gumbel)-(SV) sub-case, for any $\eta > 0$,
\[
\lim_{n \to \infty} \mathbb{P} \left( \max_{i \in [n]} |Z_n(i) - \mathbb{E}_W[Z_n(i)]| \geq \eta b_n \log n \right) = 0. \tag{6.1}
\]

When the vertex-weights satisfy the (Gumbel)-(RV) sub-case,
\[
\max_{i \in [n]} |Z_n(i) - \mathbb{E}_W[Z_n(i)]|/b_n \log n \xrightarrow{p-a.s.} 0. \tag{6.2}
\]

Furthermore, when the vertex-weights satisfy the (Gumbel)-(RaV) sub-case, let $t_n := \exp(-\tau \log n/\log(b_n))$. Then, for any $\eta > 0$,
\[
\lim_{n \to \infty} \mathbb{P} \left( \max_{i \in [n]} |Z_n(i) - \mathbb{E}_W[Z_n(i)]| \geq \eta a_{t_n} \log(1/t_n) \right) = 0. \tag{6.3}
\]

Now suppose the vertex-weights satisfy the (Fréchet) case. When $\alpha > 2$, for any $\eta > 0$,
\[
\lim_{n \to \infty} \mathbb{P} \left( \max_{i \in [n]} |Z_n(i) - \mathbb{E}_W[Z_n(i)]| > \eta u_n \right) = 0. \tag{6.4}
\]

Similarly, when $\alpha \in (1,2)$, for any $\eta > 0$,
\[
\lim_{n \to \infty} \mathbb{P} \left( \max_{i \in [n]} |Z_n(i) - \mathbb{E}_W[Z_n(i)]| > \eta n \right) = 0. \tag{6.5}
\]

**Remark 6.2.** The results of Proposition 6.1 directly imply the concentration of the maximum degree due to the reversed triangle inequality for the supremum norm. That is, for any $I_n \subseteq [n],$
\[
\left| \max_{i \in I_n} Z_n(i) - \max_{i \in I_n} \mathbb{E}_W[Z_n(i)] \right| \leq \max_{i \in I_n} |Z_n(i) - \mathbb{E}_W[Z_n(i)]|. \]
Proof. We provide a proof for $m = 1$, as the proof for $m > 1$ follows analogously. We start by proving the results in which the degrees are scaled by the first-order growth rate and the convergence is in probability, as in (6.1), (6.3), (6.4) and (6.5). By using a large deviation bound for a sum of independent Bernoulli random variables, see e.g. [16, Theorem 2.21], we obtain

$$
P_W\left(\left|Z_n(i) - E_W[Z_n(i)]\right| \geq g_n\right) \leq 2\exp\left(-\frac{g_n^2}{2(E_W[Z_n(i)] + g_n)}\right),$$

(6.6)

for any non-negative sequence $(g_n)_{n \in \mathbb{N}}$. We start by considering (6.1), so that $g_n = \eta b_n \log n$. Hence, the fraction on the right-hand side is $g_n B_n$ for some random variable $B_n$ that converges in probability to some positive constant (see Propositions 5.2). Using a union bound then yields

$$
P_W\left(\max_{i \in [n]} |Z_n(i) - E_W[Z_n(i)]| \geq g_n\right) \leq \sum_{i=1}^{n} 2\exp(-g_n B_n) = 2\exp(\log n (1 - (g_n/\log n) B_n)),

(6.7)

As $g_n/\log n = \eta b_n$ diverges with $n$, it follows that this expression tends to zero in probability. For (6.3), we can also use (6.6) with $g_n = \eta a_{t, n} \log (1/t_n)$ and we can write

$$
\frac{g_n^2}{2 E_W[Z_n(i)] + g_n} = \frac{(\eta a_{t, n} \log (1/t_n))^2}{2a_{t, n} \log (1/t_n) E_W[Z_n(i)]/a_{t, n} \log (1/t_n) + \eta a_{t, n} / b_{t, n}} = \frac{\eta^2 a_{t, n}^2 \log (1/t_n)}{2 b_{t, n}} B_n,
$$

where $B_n$ converges in probability to a positive constant (see the proof of Proposition 5.7 and use the definition of $a_n$ and $b_n$ in Remark 2.4). Since $b_n/b_{t, n} \to 0$ (see the proof of Proposition 5.7) and by the definition of $a_n$ and $b_n$ in the (Gumbel)-(RAV) sub-case, it follows that the right-hand side is at least $C b_n (\log n)^{1-r-1}$ with high probability, for some small constant $C > 0$. Replacing $g_n$ with $C b_n (\log n)^{1-r-1}$, which grows faster than $\log n$, in (6.7) then yields the desired result. Finally, for (6.4) and (6.5), the same approach is valid with $g_n = u_n$ and $g_n = o_n$, respectively, though $B_n$ now converges in distribution to some random variable (see Proposition 5.9). Still, it follows that $1 - \eta^2 (g_n/\log n) B_n < 0$ with high probability, so that the right-hand side of (6.7) still converges to zero in probability. Then, in all the above cases, using the dominated convergence theorem yields (6.1), (6.3), (6.4) and (6.5).

We now turn to the almost sure result for the (Gumbel)-(RV) sub-case, as in (6.2). Similar to (6.7), we write for any $\eta > 0$,

$$
P_W\left(\max_{i \in [n]} |Z_n(i) - E_W[Z_n(i)]| \geq \eta g_n\right) \leq 2\exp\left(\log n - \frac{\eta^2 g_n^2}{2 E_W[Z_n(i)] + \eta g_n}\right),
$$

where $g_n = b_n \log n$. By Proposition 5.4, we can almost surely bound this from above by

$$
2\exp(\log n - \eta^2 C b_n \log n) \leq 2\exp\left(-\frac{1}{2} \eta^2 C b_n \log n\right),
$$

for some sufficiently small constant $C > 0$ and when $n$ is at least $N \in \mathbb{N}$, for some random $N$. Thus, we can conclude that this upper bound is almost surely summable in $n$, as $b_n$ tends to infinity with $n$. Since $\eta$ is arbitrary, the $P_W$-almost sure convergence to 0 is established. Then, since

$$
P\left(\forall \eta > 0 \exists N \in \mathbb{N} \forall n \geq N : \max_{i \in [n]} |Z_n(i) - E_W[Z_n(i)]| < \eta g_n\right)
= E\left[P_W\left(\forall \eta > 0 \exists N \in \mathbb{N} \forall n \geq N : \max_{i \in [n]} |Z_n(i) - E_W[Z_n(i)]| < \eta g_n\right)\right] = E[1] = 1,
Proposition 6.1 provides concentration of the in-degrees around the conditional mean in-degrees under the first-order scaling (with the exception of (6.3)) of the maximum conditional mean degree (see the propositions in Section 5). In the following proposition, we provide a stronger result for the (Gumbel)-(RV) sub-case. Here, with a more precise and detailed proof, we can also prove concentration under the second-order scaling.

**Proposition 6.3** (Concentration of degrees, second-order scaling). Consider the WRG model as in Definition 2.1 and recall the vertex-weight conditions as in Assumption 2.3. When the vertex-weights satisfy the (Gumbel)-(RV) sub-case, for any $\tau \in (0, 1]$ and $\eta > 0$,

$$
\lim_{n \to \infty} \mathbb{P} \left( \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] - \max_{i \in [n]} \mathbb{E}_{W}[Z_n(i)] \geq \eta a_n \log n \log \log n \right) = 0. \quad (6.8)
$$

Also, let $\ell$ be a strictly positive function such that $\lim_{n \to \infty} \log(\ell(n))/\log n = \zeta_0$ for some $\zeta_0 \in [0, \infty)$. Recall $C_n(\gamma, s, t, \ell)$ from (2.24). Then, for any $0 < s < t < \infty$, $\tau \in (0, 1)$ and $\eta > 0$,

$$
\lim_{n \to \infty} \mathbb{P} \left( \max_{i \in C_n(\gamma, s, t, \ell)} \mathbb{E}_W[Z_n(i)] - \max_{i \in C_n(\gamma, s, t, \ell)} \mathbb{E}_{W}[Z_n(i)] \geq \eta a_n \log n \right) = 0. \quad (6.9)
$$

**Proof.** We start by proving (6.8). We first aim to show that

$$
\mathbb{P}_W \left( \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] \geq \max_{i \in [n]} \mathbb{E}_{W}[Z_n(i)] + \eta a_n \log n \log \log n \right) \xrightarrow{p} 0. \quad (6.10)
$$

We provide a proof for the case that $\tau \in (0, 3/4)$, after which we develop a more involved proof for all $\tau \in (0, 1]$ which builds on the initial proof.

Let $\tau \in (0, 3/4)$. We use a union bound for (6.10) and split the sum into two sets, defined as

$$
C'_1 := \{i \in [n] : W_i < (1 - \sqrt{\varepsilon_n})b_i\}, \quad C'_2 := \{i \in [n] : W_i \geq (1 - \sqrt{\varepsilon_n})b_i\},
$$

where $\varepsilon_n = (\log n)^{-c}$, for some $c \in (0, 2)$ to be determined later on. The size of $C'_2$ can be controlled well enough, so that a precise union bound can be applied to this part. For the other set, we claim that with high probability,

$$
C'_1 \subseteq \{i \in [n] : \mathbb{E}_W[Z_n(i)] \leq (1 - \sqrt{\varepsilon_n}) \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] \} =: \tilde{C}'_n. \quad (6.11)
$$

The idea we apply later is that, on the event $\{C'_1 \subseteq \tilde{C}'_n\}$ (in the sense that we consider only $\omega \in \{C'_1 \subseteq \tilde{C}'_n\}$), for each $i \in C'_1$, we are able to manipulate terms in the probability in (6.10) to such an extent that we obtain an improved large deviation bound and can then show this part converges to zero in probability as well. However, we first focus on proving the the inclusion in (6.11) holds with high probability.

Take $i \in C'_1$. Then,

$$
\mathbb{E}_W[Z_n(i)] = W_i \sum_{j=1}^{n-1} \frac{1}{S_j} \leq (1 - \sqrt{\varepsilon_n})b_i \log(n/i) \left(1 + \frac{|Y_n - Y_i|}{\log(n/i)}\right),
$$

where $Y_n := \sum_{j=1}^{n-1} 1/S_j - \log n$. Furthermore, by Proposition 5.6, (5.20), with high probability

$$
\max_{i \in [n]} \mathbb{E}_W[Z_n(i)] \geq (1 - \gamma)b_n \log n \left(1 + \frac{1/2 - \eta \log \log n}{1 - \gamma} \right),
$$

for any fixed $\eta > 0$. If thus suffices to show that when $i \in C'_1$, then with high probability

$$
b_i \log(n/i) \left(1 + \frac{|Y_n - Y_i|}{\log(n/i)}\right) \leq (1 - \gamma)b_n \log n \left(1 + \frac{1/2 - \eta \log \log n}{1 - \gamma} \right), \quad (6.12)
$$

is satisfied for some $\eta > 0$. We show a stronger statement, namely that (6.12) holds with high probability for any $i \in [n]$. We recall from (5.1) that $Y_n$ converges almost surely. In particular,
we have that, with high probability, \( \max_{i \leq n} Y_i \leq (\log \log n)^{1/2} \) and \( \max_{\log \log n \leq i \leq n} |Y_i - Y_n| \) converges to 0 in probability. Note first that for \( i \leq (\log \log n) \),

\[
b_i \log(n/i) \left( 1 + \frac{|Y_n - Y_i|}{\log(n/i)} \right) \leq (1 - \gamma) b_n \gamma \log \left( \frac{1}{1 - \gamma} \right) \log \log \frac{n}{i},
\]

Next we consider \( \log \log n \leq i \leq n^{\gamma - \varepsilon} \) or \( i \geq n^{\gamma + \varepsilon} \) for some \( \varepsilon > 0 \). We get that with high probability

\[
b_i \log(n/i) \left( 1 + \frac{|Y_n - Y_i|}{\log(n/i)} \right) \leq C(1 - \gamma) b_n \gamma \log n,
\]

for some \( C \in (0, 1) \), as follows from the proof of Proposition 5.4 (5.11) to be more precise), so that (6.12) is satisfied. It remains to prove that (6.12) is satisfied with high probability when \( i = n^{\gamma} k_n \), where \( k_n \) is sub-polynomial, in the sense that \( |\log k_n| / \log n \to 0 \). First, as before, with high probability

\[
1 + \frac{|Y_n - Y_i|}{\log(n/i)} \leq 1 + \eta \frac{\log \log(n\gamma) \log n}{\log n},
\]

for any constant \( \eta > 0 \). Moreover, by Remark 2.4, for any \( \eta > 0 \),

\[
(1 - \gamma) b_n \gamma \log n \geq c_1(1 - \gamma) \log n \log(n\gamma)^{1/\tau} \left( 1 + \frac{(b/\tau - \eta) \log \log(n\gamma)}{1 - \gamma} \right),
\]

for all \( n \) large. Finally, for \( n \) large,

\[
b_i \log(n/i) = c_1(1 - \gamma) \log n \log(n\gamma)^{1/\tau} \left( 1 + \frac{(b/\tau) \log \log(n\gamma k_n) + b \log c_1 + \log \tau}{1 - \gamma} \right)
\]

\[
\times \left( 1 - \frac{\log k_n}{(1 - \gamma) \log n} \right) \left( 1 + \frac{\log k_n}{\gamma \log n} \right)^{1/\tau}
\]

\[
\leq c_1(1 - \gamma) \log n \log(n\gamma)^{1/\tau} \left( 1 + \frac{(b/\tau) \log \log(n\gamma^{\pm \eta})}{1 - \gamma} \right)
\]

\[
\leq c_1(1 - \gamma) \log n \log(n\gamma)^{1/\tau} \left( 1 + \frac{(b/\tau + \eta) \log \log(n\gamma)}{1 - \gamma} \right)
\]

as \( (1 - x/(1 - \gamma))(1 + x/\gamma)^{1/\tau} \leq 1 \) for \( x \in [0, 1 - \gamma] \) and where the \( \pm \) sign depends on the sign of \( b \). Combining all of the above, we find for \( n \) large and with high probability,

\[
b_i \log(n/i) \left( 1 + \frac{|Y_n - Y_i|}{\log(n/i)} \right)
\]

\[
\leq c_1(1 - \gamma) \log n \log(n\gamma)^{1/\tau} \left( 1 + \frac{(b/\tau + \eta) \log \log(n\gamma)}{1 - \gamma} \right) \left( 1 + \frac{\log \log(n\gamma)}{\log n} \right)
\]

\[
\leq c_1(1 - \gamma) \log n \log(n\gamma)^{1/\tau} \left( 1 + \frac{(b/\tau + \eta) \log \log(n\gamma)}{1 - \gamma} \right),
\]

and

\[
(1 - \gamma) b_n \gamma \log \left( \frac{1}{1 - \gamma} \right) \log \log \frac{n}{i} \geq c_1(1 - \gamma) \log n \log(n\gamma)^{1/\tau} \left( 1 + \frac{(b/\tau - \eta) \log \log(n\gamma)}{1 - \gamma} + \frac{1/2 - \eta}{1 - \gamma} \right)
\]

\[
\geq c_1(1 - \gamma) \log n \log(n\gamma)^{1/\tau} \left( 1 + \frac{(b/\tau - \eta) \log \log(n\gamma)}{1 - \gamma} + \frac{1/2 - \eta}{1 - \gamma} - \eta \right),
\]

so that (6.12) is established with high probability for all \( i \in [n - 1] \), in particular for all \( i \in C_n^1 \), when \( \eta \) is sufficiently small.

As a second step, we control the size of \( C_n^2 \). First, we fix an \( \eta > 0 \) and set \( I = \max\{I_1, I_2, I_3\} \), where \( I_1, I_2, I_3 \in \mathbb{N} \) are such that

\[
P(W \geq (1 - \sqrt{\varepsilon n}) b_i) \leq (1 + \eta) a((1 - \sqrt{\varepsilon n}) b_i)^b \exp(-(1 - \sqrt{\varepsilon n}) b_i / c_1) , \quad i \geq I_1,
\]

\[
P(W \geq b_i) \geq (1 - \eta) ab_i^b \exp(-b_i / c_1) , \quad i \geq I_2,
\]

\[
P(W \geq b_i) \leq (1 + \eta) / i , \quad i \geq I_3.
\]
We note that \( I \) is well-defined, as \( b_i \) is (eventually) increasing in \( i \) and diverges with \( i \) and as \( b_i \) is such that \( \lim_{i \to \infty} P(W \geq b_i) = 1 \). We then arrive at
\[
\mathbb{E}[C_n^2] = \sum_{i=1}^{n} P(W \geq (1 - \sqrt{\varepsilon_n})b_i) \\
\leq I + \sum_{i=1}^{n} (1 + \eta) a((1 - \sqrt{\varepsilon_n})b_i)^b \exp((-((1 - \sqrt{\varepsilon_n})b_i/c_1)^\gamma)).
\]

By writing \( (1 - \sqrt{\varepsilon_n})^\gamma = 1 - \tau \sqrt{\varepsilon_n}(1 + o(1)) \), and as we can bound \( (1 - \sqrt{\varepsilon_n})^b \) from above by some sufficiently large constant \( C \) which depends only on \( b \), we obtain
\[
\mathbb{E}[C_n^2] \leq I + (1 + \eta) C \sum_{i=1}^{n} ab_i^b \exp(-b_i/c_1)^\gamma \exp(\tau \sqrt{\varepsilon_n}(b_i/c_1)^\gamma) (1 + o(1)) \\
\leq I + (1 + \eta)^2 (1 - \eta)^{-1} C \exp(\tau \sqrt{\varepsilon_n}(b_i/c_1)^\gamma) (1 + o(1)) \sum_{i=1}^{n} i^{-1} \\
\leq I + (1 + \eta)^2 (1 - \eta)^{-1} C \exp(\tau \sqrt{\varepsilon_n} \log n (1 + o(1))) \log n \\
= I + (1 + \eta)^2 (1 - \eta)^{-1} C \exp(\tau \sqrt{\varepsilon_n} \log n (1 + o(1))).
\]

Since \( \sqrt{\varepsilon_n} \log n = (\log n)^{1-c/2} \) and \( c \in (0, 2) \), it follows by Markov’s inequality that for any \( C_3 > \tau \),
\[
|C_n^2| \exp(-C_3(\log n)^{1-c/2}) \xrightarrow{P} 0. \tag{6.13}
\]

We are now ready to prove (6.10). We use the above and (6.11) to obtain
\[
P_W \left( \max_{i \in [n]} Z_n(i) \geq \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] + \eta a_n \log n \log \log n \right) \\
\leq P_W \left( \left\{ \max_{i \in [n]} Z_n(i) \geq \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] + \eta a_n \log n \log \log n \right\} \cap \{ C_n^1 \subseteq \tilde{C}_n^1 \} \right) \\
+ P \left( \{ C_n^1 \not\subseteq \tilde{C}_n^1 \} \right) \\
\leq \sum_{i \in C_n^1} P_W \left( \{ Z_n(i) \geq \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] + \eta a_n \log n \log \log n \right\} \cap \{ C_n^1 \subseteq \tilde{C}_n^1 \} \right) \\
+ \sum_{i \in C_n^2} P_W \left( \{ Z_n(i) \geq \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] + \eta a_n \log n \log \log n \} \right) + P \left( \{ C_n^1 \not\subseteq \tilde{C}_n^1 \} \right).
\]

As established above, the third probability converges to zero with \( n \). For the first probability we use that on \( \{ C_n^1 \subseteq \tilde{C}_n^1 \} \), \( \mathbb{E}_W[Z_n(i)] \leq (1 - \sqrt{\varepsilon_n}) \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] \), and for the second probability we use that \( \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] \geq \mathbb{E}_W[Z_n(i)] \) for any \( i \in [n] \) to find the upper bound
\[
\sum_{i \in C_n^1} P_W \left( \{ Z_n(i) - \mathbb{E}_W[Z_n(i)] \geq \sqrt{\varepsilon_n} \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] + \eta a_n \log n \log \log n \} \right) \\
+ \sum_{i \in C_n^2} P_W \left( \{ Z_n(i) - \mathbb{E}_W[Z_n(i)] \geq \eta a_n \log n \log \log n \} \right) \tag{6.14}
\]

Now, applying a large deviation bound to (6.14) yields
\[
\sum_{i \in C_n^1} \exp \left( - \frac{(\sqrt{\varepsilon_n} \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] + \eta a_n \log n \log \log n)^2}{2(\mathbb{E}_W[Z_n(i)] + \sqrt{\varepsilon_n} \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] + \eta a_n \log n \log \log n)} \right) \\
+ \sum_{i \in C_n^2} \exp \left( - \frac{(\eta a_n \log n \log \log n)^2}{2(\mathbb{E}_W[Z_n(i)] + \eta a_n \log n \log \log n)} \right) \tag{6.15}
\]

\( + o(1) \).
In both exponents we bound the conditional mean in the denominator by the maximum conditional mean. This yields the upper bound
\[ n \exp(-\varepsilon_n b_n \log n A_n) + |C_n^2| \exp\left(-\frac{\eta a^2 \log n (\log \log n)^2}{2b_n}B_n \right), \]
where both \( A_n, B_n \) converge in probability to positive constants. We now set \( c < 1/\tau \) to ensure that \( \varepsilon_n b_n \) diverges, so that the first term converges to zero in probability. Thus, \( c < (1/\tau) \wedge 2 \) is required. We can write the second term as
\[ |C_n^2| \exp(-C_3(\log n)^1-c/2) \exp(C_3(\log n)^1-c/2 - (\log n)^{1/\tau-1}(\log \log n)^2\tilde{B}_n), \]
where \( \tilde{B}_n \) converges in probability to a positive constant. Now, by (6.13), the product of the first two terms converges to zero in probability and the last term converges to zero in probability when \( 1 - c/2 < 1/\tau - 1 \), or \( c > 4 - 2/\tau \). We thus find that (6.10) is established when we can find a \( c \in (0, 2) \) such that \( 4 - 2/\tau < c < 1/\tau \), which holds for all \( \tau \in (0, 3/4) \).

We now extend this approach so that the desired result in (6.10) can be achieved for all \( \tau \in (0, 1] \). To this end, we define the sequence \((p_k)_{k \in \mathbb{N}}\) as \( p_k := (3/4)p_{k-1} + 1/(4c\tau), k \geq 1 \), and \( p_0 = 1/2 \). We solve the recursion to obtain
\[ p_k = \frac{1}{c\tau} - \left(\frac{1}{c\tau} - \frac{1}{2}\right)\left(\frac{3}{4}\right)^k, \quad (6.16) \]
from which it immediately follows that \( p_k \) is increasing when \( c < (1/\tau) \wedge 2 \). Moreover, we can rewrite the recursion as \( p_k = p_{k-1}/2 + (p_{k-1}/2 + 1/(2c\tau))/2 \), so that
\[ p_k \in (p_{k-1}/2 + 1/(2c\tau), k \geq 1. \quad (6.17) \]
We also define, for some \( K \in \mathbb{N}_0 \) to be specified later, the sets
\[ C_n^1 := \{i \in [n] : W_i < (1 - \varepsilon_n^p) b_i\}, \]
\[ C_n^k := \{i \in [n] : W_i \in [(1 - \varepsilon_n^{p_{k-1}}) b_i, (1 - \varepsilon_n^p) b_i]\}, \quad k \in \{2, \ldots, K\}, \]
\[ \tilde{C}_n^k := \{i \in [n] : \mathbb{E}_W[Z_n(i)] \leq (1 - \varepsilon_n^p) \max_{i \in [n]} \mathbb{E}_W[Z_n(i)]\}, \quad k \in [K], \]
\[ C_n^{K+1} := \{i \in [n] : W_i \geq (1 - \varepsilon_n^{p_K}) b_i\}. \]
By the same argument as provided above, it follows that with high probability \( C_n^k \subseteq \tilde{C}_n^k \) for each \( k \in \mathbb{N} \). Similar to the approach for \( \tau \in (0, 3/4) \) we can then bound
\[
\begin{align*}
\mathbb{P}_W \left( \max_{i \in [n]} Z_n(i) \geq \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] + \eta a_n \log n \log \log n \right) & \leq \sum_{i \in C_n^1} \mathbb{P}_W \left( Z_n(i) - \mathbb{E}_W[Z_n(i)] \geq \varepsilon_n^p \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] + \eta a_n \log n \log \log n \right) \\
& + \sum_{k=2}^K \sum_{i \in C_n^k} \mathbb{P}_W \left( Z_n(i) - \mathbb{E}_W[Z_n(i)] \geq \varepsilon_n^p \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] + \eta a_n \log n \log \log n \right) \\
& + \sum_{i \in C_n^{K+1}} \mathbb{P}_W \left( Z_n(i) - \mathbb{E}_W[Z_n(i)] \geq \eta a_n \log n \log \log n \right) + \mathbb{P} \left( \bigcup_{k=1}^K \{C_n^k \not\subseteq \tilde{C}_n^k\} \right). \quad (6.18)
\end{align*}
\]
We do not include the sum over \( i \in C_n^1 \) in the double sum, as the upper bound we use is slightly different for these terms. The last term converges to zero by using a union bound, as established above and since \( K \) is fixed. As in the simplified proof for \( \tau \in (0, 3/4) \) where \( K = 1 \), we require \( cp_k < 1 \) for all \( k \in \{0, 1, \ldots, K\} \), so that \( \eta a_n \log n \log \log n \) is negligible compared to \( \varepsilon_n^p \max_{i \in [n]} \mathbb{E}_W[Z_n(i)] \). Since \( p_k \) is increasing, \( cp_K < 1 \) suffices. Using (6.16) yields that \( K \) cannot be too large, i.e. we need
\[
\left(\frac{3}{4}\right)^K > \frac{1}{c} \left(\frac{1}{\tau} - 1\right) \left(\frac{1}{c\tau} - \frac{1}{2}\right)^{-1}. \quad (6.19)
\]
Finally, for (ii) of this proof.

Since the ratio of the lower and upper bound is exactly 2, such a \(K\) exists.

We now again apply a large deviation bound as in (6.15). Furthermore, with an equivalent approach that led to (6.13), we find with high probability an upper bound for (6.18) of the form

\[
\begin{align*}
    n \exp(-\varepsilon_n^2 b_n \log n A_{0,n}) + \sum_{k=1}^{K} C \exp(C_k (\log n)^{1-c_{PK}} - \eta^2 \varepsilon_n^2 b_n \log n A_{k,n}) \\
    + C \exp \left( C_{K+1} (\log n)^{1-c_{PK}} - \eta^2 a_n^2 \log n (\log \log n)^2 \right) + o(1),
\end{align*}
\]

where \(C, C_1, \ldots, C_{K+1} > 0\) are suitable constants and the \(A_{k,n}\) are random variables which converge in probability to some strictly positive constants \(A_k, k \in \{0, 1, \ldots, K + 1\}\). In order for all these terms to converge to zero in probability, the following conditions need to be met:

\[
1/\tau - 2 \rho_0 c > 0, \quad 1 - c_{PK} < -2c_{PK} + 1/\tau + 1, \quad k \in [K], \quad 1 - c_{PK} \leq 1/\tau - 1. \tag{6.21}
\]

Since \(\rho_0 = 1/2\), it follows that \(c < (1/\tau) \wedge 2\) still needs to be satisfied. By the bounds on \(\rho_k\) in (6.17) the second condition is satisfied and the final condition holds when \(p_K \geq (2 - 1/\tau)/c\), or

\[
\left( \frac{3}{4} \right)^K \leq 2 \frac{1}{c} \left( \frac{c}{\tau} - 1 \right) \left( \frac{b_n}{c} - \frac{1}{2} \right)^{-1}.
\]

Together with (6.19) this yields

\[
\frac{1}{c} \left( \frac{c}{\tau} - 1 \right) \left( \frac{b_n}{c} - \frac{1}{2} \right)^{-1} \leq \left( \frac{3}{4} \right)^K \leq \frac{2}{c} \left( \frac{c}{\tau} - 1 \right) \left( \frac{b_n}{c} - \frac{1}{2} \right)^{-1}.
\]

Since the ratio of the lower and upper bound is exactly 2, such a \(K \in \mathbb{N}_0\) can always be found, as long as

\[
\frac{1}{c} \left( \frac{c}{\tau} - 1 \right) \left( \frac{b_n}{c} - \frac{1}{2} \right)^{-1} < 1,
\]

which is satisfied for any \(\tau \in (0, 1)\) when \(c < 2\). It thus follows that (6.10) holds for all \(\tau \in (0, 1)\).

When \(\tau = 1\), the condition \(p_K \geq (2 - 1/c)/c\) simplifies to \(p_K \geq 1/c\), which cannot hold together with the condition \(p_K < 1/c\) for any \(K \in \mathbb{N}\). However, when \(\tau = 1\), the limit of \(p_K\) is \(1/c\) (as \(K\) tends to infinity), so that we let \(K\) tend to infinity with \(n\). Therefore, we repeat the same arguments, but now take \(K = K(n) = \lceil 1/|\log(3/4)|(|\log \log n - \log \log \log \log n)| \rceil\). We then need to check the following things:

(i) The conditions on \(p_k\) and \(c\) are met.
(ii) The final probability in (6.18) converges to zero in probability with \(n\).
(iii) All terms in (6.20) individually converge to zero with \(n\), as well as when summing them all together.

The first two conditions in (6.21) still need to be satisfied, and this is the case when \(K\) grows with \(n\) as well. Furthermore, as \(\tau = 1\), \(p_k < 1/c\) is satisfied for all \(k \in \mathbb{N}\), establishing (i).

For (ii), we observe that by (6.12),

\[
P \left( \bigcup_{k=1}^{K} \left\{ C_n^k \notin \tilde{C}_n^k \right\} \right) \leq P \left( \bigcup_{i=1}^{n-1} \left\{ b_i \log(n/i) \left( 1 + \frac{|Y_n - Y_i|}{\log(n/i)} \right) > (1 - \gamma) b_n \log n \left( 1 + \frac{1/2 - \eta \log \log n}{\log n} \right) \right\} \right),
\]

for some small \(\eta > 0\), and the decay of this probability to zero has been established at the start of this proof.

Finally, for (iii), we check the convergence of the terms in (6.20). The first term clearly still converges to zero in probability. Then, for each term in the sum we note that the constants \(C_k\) can all be chosen such that \(C_k < \tau + \delta\) for all \(k \in [K + 1]\) and any \(\delta > 0\). Similarly, the random terms \(A_{k,n}\), which converge in probability to positive constants \(A_k\), can also be shown to
be bounded away from zero uniformly in $k$. This yields that we need only consider the rate of divergence of the remaining terms. We write,

$$
(\log n)^{1-cp_k-1} = (\log n)^{2-c(2/3)(3/4)^k} = \exp\left(\frac{2}{3}(2-c)\exp(k \log(3/4) + \log \log \log n)\right),
$$

$$
\varepsilon_n^{2p_k} b_n \log n \sim (\log n)^{2-c(3/4)^k} = \exp((2-c) \exp(k \log(3/4) + \log \log \log n)),
$$

where we recall that $\tau = 1$ and thus the expression of $p_k$ is simplified. We note that both terms diverge with $n$ for each $k \in [K]$ by the choice of $K$ and since $\log(3/4) > -1$. Moreover, the latter term is dominant for every $k \in [K]$, so that each term in the sum in (6.20) tends to zero in probability. An upper bound for the entire sum is established when setting $p_{k-1} = pK-1, p_k = pK$ and bounding (with high probability) $C_k < \tau + \delta$ and $A_{k,n} > \delta$, for some small $\delta > 0$ uniformly in $k$. We then obtain the upper bound

$$
C \exp \left( \log K - \eta^2 \delta (\log \log n)^{3(2-c)/4} (1 + o(1)) \right),
$$

which converges to zero as $\log K$ is negligible compared to the double logarithmic term. Now, for the final term in (6.20), we write as before,

$$
(\log n)^{1-cp_K} = \exp((1-c/2)\exp(K \log(3/4) + \log \log \log n))
$$

$$
\leq \exp((1-c/2) \log \log \log n), \quad \text{and}
$$

$$
(\log \log n)^2 = \exp(2 \log \log \log n),
$$

so that the latter term dominates the former, which yields the desired result.

What remains is to show that

$$
P_W \left( \max_{i \in [n]} Z_n(i) \leq \max_{i \in [n]} E_W[Z_n(i)] - \eta a_n \log n \log \log n \right) \to 0 \quad (6.22)
$$

holds for any $\tau \in (0, 1]$ and $\eta > 0$. We note that the event in the brackets occurs when

$$
Z_n(i) \leq \max_{i \in [n]} E_W[Z_n(i)] - \eta a_n \log n \log \log n \quad \forall i \in [n],
$$

so that we obtain an upper bound if the inequality holds for $i = \tilde{I}_n$ (recall that $\tilde{I}_n := \inf \{i \in [n] : E_W[Z_n(i)] \geq E_W[Z_n(j)] \text{ for all } j \in [n] \}$). Hence,

$$
P_W \left( \max_{i \in [n]} Z_n(i) \leq \max_{i \in [n]} E_W[Z_n(i)] - \eta a_n \log n \log \log n \right)
$$

$$
\leq P_W \left( Z_n(\tilde{I}_n) \leq \max_{i \in [n]} E_W[Z_n(i)] - \eta a_n \log n \log \log n \right).
$$

Since $\tilde{I}_n$ is determined by $W_1, \ldots, W_n$, it follows that $\max_{i \in [n]} E_W[Z_n(i)] = E_W[Z_n(\tilde{I}_n)]$. Thus,

$$
P_W \left( Z_n(\tilde{I}_n) \leq \max_{i \in [n]} E_W[Z_n(i)] - \eta a_n \log n \log \log n \right)
$$

$$
\leq P_W \left( \left| Z_n(\tilde{I}_n) - E_W[Z_n(\tilde{I}_n)] \right| \geq \eta a_n \log n \log \log n \right)
$$

$$
\leq \frac{\text{Var}(Z_n(\tilde{I}_n) \mid \{W_i\}_{i \in \mathbb{N}})}{(\eta a_n \log n \log \log n)^2}
$$

$$
\leq \frac{\max_{i \in [n]} E_W[Z_n(i)]}{b_n \log n \log \log n} \frac{b_n}{\eta^2 a_n^2 \log n (\log \log n)^2},
$$

which converges to zero almost surely, as the first fraction on the right-hand side converges to a positive constant almost surely and the second fraction converges to zero, since $\tau \in (0, 1]$. Therefore, (6.22) holds and combining this with (6.10) and the dominated convergence theorem concludes the proof of (6.8).

Finally, (6.9) can be proved in a similar way as (6.8), though the case $\tau = 1$ no longer holds due to the absence of the $\log \log n$ term. $\square$
7. Proof of the Main Theorems

We now prove the main results, Theorems 2.9, 2.11, 2.13, 2.15, and 2.17. We split the proof of Theorem 2.9 into three parts, to aid the reader. In all cases, the proof also holds for the model with a random out-degree as discussed in Remark 2.2(ii) by setting \( m = 1 \), as in this model the in-degree can still be written as a sum of indicators.

Before we prove Theorem 2.9, we state an adaptation of [9, Lemma 1]:

**Lemma 7.1.** Let \( A_{n,i} := \{ Z_n(i) \geq a_n \} \) for some sequence \( (a_n)_{n \in \mathbb{N}} \). Then,

\[
\mathbb{P}_W \left( \bigcup_{i=1}^{n} A_{n,i} \right) \leq \sum_{i=1}^{n} \mathbb{P}_W(A_{n,i}), \quad \mathbb{P}_W \left( \bigcup_{i=1}^{n} A_{n,i} \right) \geq \frac{\sum_{i=1}^{n} \mathbb{P}_W(A_{n,i})}{1 + \sum_{i=1}^{n} \mathbb{P}_W(A_{n,i})},
\]

and as a result,

\[
\mathbb{P}_W \left( \bigcup_{i=1}^{n} A_{n,i} \right) \xrightarrow{\mathbb{P}/a.s.} \begin{cases} 0, & \text{if } \sum_{i=1}^{n} \mathbb{P}_W(A_{n,i}) \xrightarrow{\mathbb{P}/a.s.} 0, \\ 1, & \text{if } \sum_{i=1}^{n} \mathbb{P}_W(A_{n,i}) \xrightarrow{\mathbb{P}/a.s.} \infty. \end{cases}
\]

**Proof.** The result directly follows by applying [9, Lemma 1] to the conditional probability measure \( \mathbb{P}_W \).

Before we prove Theorem 2.9, we obtain a weaker result in the following proposition which implies convergence in probability of the rescaled maximum degree. The main result follows by strengthening the estimates from the proof of the proposition and to combine them with a Borel-Cantelli argument to obtain almost surely convergence.

**Proposition 7.2.** Consider the WRG model as in Definition 2.1 and assume the vertex-weights satisfy the (Bounded) case of Assumption 2.3. Recall that \( \theta_m := 1 + \mathbb{E}[W]/m \). For any \( c > 1/\log \theta_m \),

\[
\lim_{n \to \infty} \mathbb{P} \left( \max_{i \in [n]} Z_n(i) \leq c \log n \right) = 1.
\]

Also, for any \( c < 1/\log \theta_m \),

\[
\lim_{n \to \infty} \mathbb{P} \left( \max_{i \in [n]} Z_n(i) \geq c \log n \right) = 1.
\]

We start by proving this propositions, as the final proof of Theorem 2.9 relies on several bounds developed in this proof. Which we split the proof into two parts, where we deal with the upper and lower bound separately. The proofs of the proposition and the final proof all rely on the proof of [9, Theorem 2], which we adapt to the setting of WRGs.

**Proof of Proposition 7.2, upper bound.** We set \( a_n := \log n \), with \( c > 1/\log \theta_m \) and let \( \varepsilon \in (0, \min\{m/\mathbb{E}[W] - c + \log(c\mathbb{E}[W]/m), c\mathbb{E}[W]/(m c^2), 1/2\}) \). Note that the first argument of the minimum equals zero when \( c = m/\mathbb{E}[W] \) and is positive otherwise. As \( \theta_m = 1 + \mathbb{E}[W]/m \) and \( c > 1/\log \theta_m > m/\mathbb{E}[W] \), this minimum is strictly positive. We aim to show that

\[
\sum_{i=1}^{n} \mathbb{P}_W(Z_n(i) \geq a_n) \xrightarrow{a.s.} 0,
\]

which implies via Lemma 7.1 and the dominated convergence theorem that

\[
\mathbb{P} \left( \max_{i \in [n]} Z_n(i) \geq a_n \right) \to 0.
\]

Using a Chernoff bound and the fact that \( Z_n(i) \) is a sum of independent indicator random variables, we have for any \( t > 0 \),

\[
\mathbb{P}_W(Z_n(i) \geq a_n) \leq e^{-ta_n} \prod_{j=i}^{n-1} \left( \frac{W_j}{S_j} e^t + \left(1 - \frac{W_j}{S_j}\right)^m \right) \leq e^{-ta_n + (c^t - 1)mW_i(H_n - H_i)},
\]
where $H_n := \sum_{j=1}^{n-1} 1/S_j$. This expression is minimised for $t = \log(a_n) - \log(mW_i(H_n - H_i))$, which yields the upper bound

$$\mathbb{P}_W (Z_n(i) \geq a_n) \leq e^{a_n(1-u_i + \log u_i)},$$  

(7.3)

with $u_i = mW_i(H_n - H_i)/a_n$. We note that the mapping $x \mapsto 1 - x + \log x$ is increasing for $x \in (0, 1)$. Moreover, by (5.1), $mH_n/a_n < 1$ holds almost surely for all sufficiently large $n$ by the choice of $c$. Then, as we can bound $W_i$ from above by $1$ almost surely and $(H_n - H_i)$ is decreasing in $i$, we find, almost surely, for $n$ large and uniformly in $i$,

$$\mathbb{P}_W (Z_n(i) \geq a_n) \leq \exp(a_n(1 - mH_n/a_n + \log(mH_n/a_n))$$

$$= \exp(c \log n(1 - m/(cE[W]) + \log(m/(cE[W])))(1 + o(1)))$$

$$= \exp(-\log n(m/E[W] - c + c \log(cE[W]/m))(1 + o(1))).$$

Thus,

$$\sum_{i<n^\varepsilon} \mathbb{P}_W (Z_n(i) \geq a_n) \leq \exp(-\log n(m/E[W] - c + c \log(cE[W]/m) - \varepsilon)(1 + o(1))),$$

(7.4)

which tends to zero almost surely as $\varepsilon < m/E[W] - c + c \log(cE[W]/m)$ for $n$ large.

As $H_n - H_{[n^\varepsilon]} = \varepsilon \log n(1 + o(1))$ almost surely for $n$ large,

$$\sum_{i \geq n^\varepsilon} \mathbb{P}_W (Z_n(i) \geq a_n) \leq n \exp(a_n(1 - m(H_n - H_{[n^\varepsilon]})/a_n + \log(m(H_n - H_{[n^\varepsilon]})/a_n)).$$

(7.5)

which also tends to zero almost surely since $|1 - \varepsilon|$ almost surely.

We use the same bound as in (7.3), which holds uniformly in $i \in [n]$ and we recall that $u_i = mW_i(H_n - H_i)/(c \log n)$. In fact, we bound (7.3) from above further by using that $u_i \leq m(H_n - H_i)/(c \log n) = u_i$ almost surely. Define $u : \mathbb{R} \to \mathbb{R}$ by $u(x) := m(1 - \log x/\log n)/(cE[W])$ and $\phi : \mathbb{R} \to \mathbb{R}$ by $\phi(x) := 1 - x + \log x$. Then, for $n^\varepsilon \leq i < n^{1+\varepsilon}$ such that $i = n^\beta + o(1)$ for some $\beta \in [\varepsilon, 1 - \varepsilon]$ (where the $o(1)$ is independent of $\beta$) and $x \in [i, i+1)$,

$$|\phi(\bar{u}_i) - \phi(u(x))| = |\bar{u}_i - u(x)| + |\log(\bar{u}_i/u(x))|$$

$$= \left| \frac{m}{cE[W]} \left( 1 - \frac{\log x}{\log n} - \frac{1}{c \log n} \sum_{j=i}^{n-1} \frac{1}{S_j} \right) \right| + \left| \log \left( \frac{E[W]}{\log n} \log x \sum_{j=i}^{n-1} \frac{1}{S_j} \right) \right|.$$  

(7.7)

By (5.1) and since $i$ diverges with $n$, $\sum_{j=i}^{n-1} 1/S_j - \log(n/i)/E[W] = o(1)$ almost surely as $n \to \infty$. Applying this to the right-hand side of (7.7) yields

$$|\phi(\bar{u}_i) - \phi(u(x))| \leq \left| \frac{m}{cE[W]} \left| \log x - \log i \right| \log n \right| + \left| \log \left( 1 + \frac{\log x - \log i + o(1)}{\log n - \log x} \right) \right|.$$  

Since $x \geq i \geq n^\varepsilon$ and $|x - i| \leq 1$, we thus obtain that, uniformly in $n^\varepsilon \leq i < n^{1+\varepsilon}$ and $x \in [i, i+1)$,

$$|\phi(\bar{u}_i) - \phi(u(x))| = o(1/(n^\varepsilon \log n))$$

almost surely as $n \to \infty$. Applying this to the left-hand side...
of (7.6) together with (7.3) (using \( \tilde{u}_i \) rather than \( u_i \)), we can bound the sum from above by
\[
\sum_{n^\ast \leq i < n^{1-\varepsilon}} \mathbb{P}_W(Z_n(i) \geq a_n) \leq \sum_{n^\ast \leq i < n^{1-\varepsilon}} e^{a_n \phi(\tilde{u}_i)}
\leq \sum_{n^\ast \leq i < n^{1-\varepsilon}} \int_{i}^{i+1} e^{a_n \phi(u(x)) + a_n [\phi(\tilde{u}_i) - \phi(u(x))]} \, dx
\leq (1 + o(1)) \int_{n^\ast}^{n^{1-\varepsilon} + 1} e^{a_n \phi(u(x))} \, dx.
\] (7.8)

Recall that \( \theta_m = 1 + \mathbb{E}[W]/m \) and set \( \tilde{\theta}_m := 1 + m/\mathbb{E}[W] \). Using the variable transformation \( w = \tilde{\theta}_m (\log n - \log x) \) and Stirling’s formula in the last line yields
\[
(1 + o(1)) \frac{n^{1+c-\varepsilon \log \theta_m}}{\theta_m (c \log n)^c \log n} \int_{x \tilde{\theta}_m \log n + o(1)}^{(1-c) \tilde{\theta}_m \log n} w^c \log n e^{-w} \, dw \leq \frac{2n^{1+c-\varepsilon \log \theta_m}}{\theta_m (c \log n)^c \log n} \Gamma(1 + c \log n)
\sim \frac{2n^{1-c \log \theta_m}}{\tilde{\theta}_m} \sqrt{2\pi c \log n},
\] which tends to zero by the choice of \( c \). Hence, combining the above with (7.4) and (7.5) yields (7.1) and hence (7.2).

**Proof of Proposition 7.2, lower bound.** We set \( a_n := \lfloor c \log n \rfloor, b_n := \lfloor \delta \log n \rfloor \), where we take \( c \in (0, 1/\log \theta_m) \) and \( \delta \in (0, 1/\log \theta_m - c) \). For \( i \in \mathbb{N} \) fixed, we couple \( Z_n(i) \) to a sequence of suitable random variables. Let \( (P_j)_{j \geq 2} \) be independent Poisson random variables with mean \( mW_i/S_{j-1}, j \geq 2 \). Then, we can couple \( Z_n(i) \) to the \( P_j \)'s to obtain
\[
Z_n(i) \geq \sum_{j=1}^{n} P_j \mathbb{1}_{\{P_j \leq 1\}} = \sum_{j=1}^{n} P_j - \sum_{j=1}^{n} P_j \mathbb{1}_{\{P_j > 1\}} =: W_n(i) - Y_n(i).
\]

By Lemma 7.1 and the inequality
\[
\mathbb{P}_W(Z_n(i) \geq a_n) \geq \mathbb{P}_W(W_n(i) \geq a_n + b_n) - \mathbb{P}_W(Y_n(i) \geq b_n),
\]
it follows that we are required to prove that, for some \( \varepsilon, \xi > 0 \) sufficiently small,
\[
\sum_{n^\ast \leq i < n^{1-\varepsilon}} \mathbb{P}_W(W_n(i) \geq a_n + b_n) \xrightarrow{p} \infty, \quad \sum_{n^\ast \leq i < n^{1-\varepsilon}} \mathbb{P}_W(Y_n(i) \geq b_n) \xrightarrow{p} 0,
\] (7.9)
as \( n \) tends to infinity, to obtain
\[
\mathbb{P}_W(\max_{i \in [n]} Z_n(i) \geq a_n) \xrightarrow{p} 1.
\]

Using the uniform integrability of the conditional probability measure then yields
\[
\lim_{n \to \infty} \mathbb{P}(\max_{i \in [n]} Z_n(i) \geq a_n) = 1,
\]
which yields the desired result. It thus remains to prove the two claims in (7.9).

We first prove the first claim of (7.9). Note that \( W_n(i) \) is a Poisson random variable with parameter \( mW_i \sum_{j=i}^{n-1} 1/S_j \). We note that by the strong law of large numbers, for some \( \eta \in (0, e^{1/(c+\delta)} - \theta_m) \),
\[
mW_i \sum_{j=i}^{n-1} 1/S_j \geq mW_i \sum_{j=i}^{n-1} 1/((j(E[W]) + \eta)) \geq (mW_i/(E[W]) + \eta) \log(n/i)
\] (7.10)
for all \( n^\ast \leq i \leq n \) almost surely when \( n \) is sufficiently large. We can thus, for \( n \) large, conclude that \( W_n(i) \) stochastically dominates \( X_n(i) \), where \( X_n(i) \) is a Poisson random variable with a parameter
equal to the right-hand side of (7.10). Then, also using that $W_i \leq 1$ almost surely, it follows that for $i \geq n^\varepsilon$,
\[
\mathbb{P}_W(W_n(i) \geq a_n + b_n) \geq \mathbb{P}_W(X_n(i) \geq a_n + b_n) \\
\geq \mathbb{P}_W(X_n(i) = a_n + b_n) \\
\geq \left( \frac{i}{n} \right)^{m/(E[W]+\eta)} W_i^{a_n+b_n} \frac{(m/(E[W] + \eta)) \log(n/i)^{a_n+b_n}}{(a_n + b_n)!}.
\]

We now sum over all $i \in [n]$ such that $n^\varepsilon \leq i \leq n^{1-\varepsilon}$, $W_i \geq e^{-\xi}$ for some sufficiently small $\varepsilon, \xi > 0$. By the lower bound on the vertex-weight, we obtain the further lower bound
\[
\sum_{n^\varepsilon \leq i \leq n^{1-\varepsilon}} \mathbb{P}_W(W_n(i) \geq a_n + b_n) \\
\geq \sum_{n^\varepsilon \leq i \leq n^{1-\varepsilon}} \mathbb{I}_{\{W_i \geq e^{-\xi}\}} e^{-\xi(a_n+b_n)} \left( \frac{i}{n} \right)^{m/(E[W]+\eta)} \frac{(m/(E[W] + \eta)) \log(n/i)^{a_n+b_n}}{(a_n + b_n)!} \tag{7.11}
= : T_n.
\]

We now claim that $T_n \to P \to \infty$. This follows from the fact that the mean of $T_n$ diverges, and that $T_n$ concentrates around the mean. We first show the former statement. Let $p = p(\xi) = \mathbb{P}(W \geq e^{-\xi})$. Note that, due to the fact that $x_0 = \sup\{x \in \mathbb{R} : \mathbb{P}(W \leq x) = 1\} = 1$, $p > 0$ for any $\xi > 0$. Hence,
\[
\mathbb{E}[T_n] = pe^{-\xi(a_n+b_n)} \left( \frac{m}{E[W] + \eta} \right)^{a_n+b_n} \frac{1}{(a_n + b_n)!} \sum_{n^\varepsilon \leq i \leq n^{1-\varepsilon}} \left( \frac{i}{n} \right)^{m/(E[W]+\eta)} \log(n/i)^{a_n+b_n}. \tag{7.12}
\]

Then, in a similar way as in (7.8), and applying a variable transformation $t = (1 + m/(E[W] + \eta)) \log(n/x)$,
\[
\sum_{n^\varepsilon \leq i \leq n^{1-\varepsilon}} \left( \frac{i}{n} \right)^{m/(E[W]+\eta)} \log(n/i)^{a_n+b_n} \\
= (1 + o(1)) \int_{n^\varepsilon}^{n^{1-\varepsilon}} \left( \frac{x}{n} \right)^{m/(E[W]+\eta)} \log(n/x)^{a_n+b_n} \, dx \\
= (1 + o(1)) \mathbb{E}[W] + \eta \left[ (1 + m/(E[W] + \eta)) \log n \right] \int_{\varepsilon(1 + m/(E[W] + \eta))}^{1-(1-\varepsilon)(1 + m/(E[W] + \eta))} e^{-\xi(a_n+b_n)} \, dt.
\]

We now identify the integral as the probability of the event \{ $Y_n \in (\varepsilon(1 + m/(E[W] + \eta)) \log n, (1 - \varepsilon)(1 + m/(E[W] + \eta)) \log n)$ \}, where $Y_n$ is a sum of $a_n + b_n + 1$ rate one exponential random variables. Since $a_n + b_n = (1 + o(1))(c + \delta) \log n$, it follows from the law of large numbers that this probability equals $1 - o(1)$ when $c + \delta \in (\varepsilon(1 + m/(E[W] + \eta)), (1 - \varepsilon)(1 + m/(E[W] + \eta)))$, which is the case for $\varepsilon, \eta$ sufficiently small. Thus, combining the above with (7.12), we arrive at
\[
\mathbb{E}[T_n] \sim pe^{-\xi(a_n+b_n)} \left( \frac{m}{E[W] + \eta} \right)^{a_n+b_n} \left( 1 + \frac{m}{E[W] + \eta} \right)^{-a_n+b_n+1} \tag{7.13}
= p \frac{\mathbb{E}[W] + \eta}{m\theta_m + \eta} \exp(\log n(1 - (1 + o(1))(c + \delta)(\log(\theta_m + \eta/m) + \xi))).
\]

By the choice of $c$ and $\delta$, the exponent is positive when $\eta$ and $\xi$ are sufficiently small. What remains is to show that $T_n$ concentrates around $\mathbb{E}[T_n]$. Using a Chebysheff bound yields for any $\zeta > 0$ fixed,
\[
\mathbb{P}(|T_n/\mathbb{E}[T_n] - 1| \geq \zeta) \leq \frac{\text{Var}(T_n)}{(\zeta \mathbb{E}[T_n])^2} \tag{7.14}
\]
so that the result follows if $\text{Var}(T_n) = o(\mathbb{E}[T_n]^2)$. Since $T_n$ is a sum of weighted, independent Bernoulli random variables, we readily have
\[
\text{Var}(T_n) = \left( \frac{m}{E[W] + \eta} \right)^{2(a_n+b_n)} p(1-p)e^{-2\xi(a_n+b_n)} \sum_{n^\varepsilon \leq i \leq n^{1-\varepsilon}} \left( \frac{i}{n} \right)^{2\xi(a_n+b_n)} \log \left( \frac{n}{i} \right)^{2(a_n+b_n)}.
\]
Again writing the sum as an integral over \( x \) instead of \( i \), and now using the variable transformation 
\[ t = (1 + 2m/(\mathbb{E}[W] + \eta)) \log(n/x), \]
we obtain that the sum equals
\[ (n + o(n))(2(a_n + b_n))! \left(1 + \frac{2m}{\mathbb{E}[W] + \eta}\right)^{-2(a_n + b_n) - 1} \int_{e^{(1-\varepsilon)(\log n - (2(a_n + b_n))!}}^{(1+\varepsilon)(\log n - (2(a_n + b_n))!)} e^{-t} \, dt. \]

We again interpret the integral as the probability of the event \( \{ \tilde{Y}_n \in (\varepsilon(1 + 2m/(\mathbb{E}[W] + \eta)) \log n, (1 - \varepsilon)(1 + 2m/(\mathbb{E}[W] + \eta)) \log n) \} \), where \( \tilde{Y}_n \) is a sum of \( 2(a_n + b_n) \) rate one exponential random variables. Again, for \( \eta \) and \( \varepsilon \) sufficiently small, this probability is \( 1 - o(1) \) by the law of large numbers. Thus, we obtain,
\[
\text{Var}(T_n) = (n + o(n)) \frac{p(1-p)(\mathbb{E}[W] + \eta)}{m(\theta_m + 1) + \eta} e^{-2\xi(a_n + b_n)} \frac{(2(a_n + b_n))!}{((a_n + b_n)!)^2} \left(1 + \theta_m + \frac{\eta}{m}\right)^{-2(a_n + b_n)}.
\]

Using Stirling’s approximation for the factorial terms then yields
\[
\text{Var}(T_n) \sim \frac{p(1-p)(\mathbb{E}[W] + \eta)}{m(\theta_m + 1) + \eta} \sqrt{\pi(a_n + b_n)} e^{\log n + 2(a_n + b_n)(\log 2 - \log(1 + \theta_m + \eta/m) - \xi)}.
\]

Combining this with (7.13), we find that
\[
\frac{\text{Var}(T_n)}{\mathbb{E}[T_n]} \leq \frac{K}{\sqrt{a_n + b_n}} \exp \left(\log n \left(-1 + 2(c + \delta)(1 + o(1)) \log \left(2\frac{\theta_m + \eta/m}{1 + \theta_m + \eta/m}\right)\right)\right),
\]
where \( K > 0 \) is a suitable constant. The exponential terms decays with \( n \) when
\[ c + \delta < \left(\log \left(4 \left(\frac{\theta_m + \eta/m}{1 + \theta_m + \eta/m}\right)^2\right)\right)^{-1}, \]
which is satisfied for any \( \theta_m \in (1, 2) \) when \( \eta \) is sufficiently small, since \( c + \delta < 1/\log \theta_m \) and
\[ \log \theta_m > \log \left(4 \left(\frac{\theta_m + \eta/m}{1 + \theta_m + \eta/m}\right)^2\right) \]
holds for any \( \theta_m \in (1, 2) \) when \( \eta \) is sufficiently small. Therefore, \( T_n/\mathbb{E}[T_n] \xrightarrow{p} 1 \), so that \( T_n \xrightarrow{p} \infty \). This then implies the first statement in (7.9).

We now prove the second statement of (7.9). For a Poisson random variable \( P \) with mean \( \lambda \), we find that
\[
\mathbb{E}[P \mathbb{1}_{\{P > 1\}}] = \mathbb{E}[P] - \mathbb{P}(P = 1) = \lambda(1 - e^{-\lambda}) \leq \lambda^2,
\]
and, for any \( t \in \mathbb{R} \), it follows from [9, Page 8] that
\[
\mathbb{E}[e^{t \mathbb{1}_{\{P > 1\}} - \mathbb{E}[\mathbb{1}_{\{P > 1\}}]}] \leq e^{\lambda^2 e^{2t}}.
\]

Now, since \( Y_n(i) = \sum_{j=i+1}^{n} P_j \mathbb{1}_{\{P_j > 1\}} \), where the \( P_j \)'s are independent Poisson random variables with mean \( mW_i/S_{j-1} \), using an upper bound inspired by (7.10) and using (7.16), we obtain that almost surely for all \( n \) large and \( i \geq n^\varepsilon \),
\[
\mathbb{E}_W[Y_n(i)] \leq \frac{m^2}{(\mathbb{E}[W] - \eta)^2} \sum_{j=i}^{n-1} 1/j^2 \leq \frac{m^2}{(\mathbb{E}[W] - \eta)^2(i-1)}.
\]

Then, for \( i \geq n^\varepsilon \) and \( n \) large enough so that \( b_n(i-1) \geq 4(m/(\mathbb{E}[W] - \eta))^2 \), we write for any \( t > 0 \) using (7.17),
\[
\mathbb{P}_W(Y_n(i) \geq b_n) \leq \mathbb{P}_W(Y_n(i) - \mathbb{E}_W[Y_n(i)] \geq b_n/2) \leq e^{-tb_n/2} \mathbb{E}_W[e^{(Y_n(i) - \mathbb{E}_W[Y_n(i)])}] \leq \exp(-tb_n/2 + (\mathbb{E}[W] - \eta)^2(i-1))).
\]
This upper bound is smallest for \( t = \log(b_n(i-1)(\mathbb{E}[W] - \eta)^2/(4m^2))/2 \), which yields the upper bound
\[
\exp \left(\frac{b_n}{4} \left(1 - \log \left(\frac{b_n(i-1)(\mathbb{E}[W] - \eta)^2}{4m^2}\right)\right)\right) = \left(\frac{4em^2}{b_n(\mathbb{E}[W] - \eta)^2(i-1)}\right)^{b_n/4} \leq n^{-eb_n/4},
\]
when $n$ is large enough such that $b_n \geq 8em^2/([\mathbb{E}[W] - \eta)^2$ and $n^\epsilon \leq 2(n^\epsilon - 1)$. It then follows that

$$\sum_{n^\epsilon \leq i \leq n^{1-\epsilon}} \mathbb{P}_W(Y_n(i) \geq b_n) \leq n^{1-\epsilon\delta \log n/4},$$

(7.18)

which tends to zero with $n$ almost surely. This yields the second claim in (7.9) and concludes the proof.

As stated at the start of this section, Proposition 7.2 implies that

$$\max_{i \in [n]} Z_n(i)/\log n \overset{p}{\rightarrow} 1/\log \theta_m.$$  

It thus remains to strengthen this to almost sure convergence to complete the proof of Theorem 2.9.

**Proof of Theorem 2.9.** Let $k_n := [\theta_m^n]$ and set $Z_n := \max_{i \in [n]} Z_n(i)$. Similar to [9], we use the bounds

$$\inf_{N \leq n} \frac{Z_{kn}}{(n+1) \log \theta_m} \leq \inf_{2^k \leq n} \frac{Z_n}{\log n} \leq \sup_{2^k \leq n} \frac{Z_n}{\log n} \leq \sup_{N \leq n} \frac{Z_{kn+1}}{n \log \theta_m}.$$  

(7.19)

It thus follows that to prove the almost sure convergence of the rescaled maximum degree $Z_{kn}/\log n$, it suffices to do so for the subsequence $Z_{kn}/\log k_n$, for which we can obtain stronger bounds due to the fact that $k_n$ grows exponentially in $n$. To prove the almost sure convergence of $Z_{kn}/\log n$ to $1/\log \theta_m$, it thus suffices to prove

$$\liminf_{n \rightarrow \infty} \frac{Z_{kn}}{(n+1) \log \theta_m} \geq \frac{1}{\log \theta_m}, \quad \limsup_{n \rightarrow \infty} \frac{Z_{kn+1}}{n \log \theta_m} \leq \frac{1}{\log \theta_m},$$

(7.20)

almost surely, which can be achieved with the bounds used to prove the convergence in probability in Proposition 7.2. Namely, for the upper bound, using (7.4), (7.5) and (7.8), we obtain for any $c > 1/\log \theta_m$, a sufficiently small $\xi > 0$ and some large constant $C > 0$,

$$\sum_{i=1}^{k_{n+1}} \mathbb{P}_W\left(Z_{kn+1}(i)/(n \log \theta_m) \geq c\right) \leq 2e^{-\xi n(1+o(1))} + (1+o(1))C\sqrt{n}e^{-\xi n},$$

which is summable, so it follows from the Borel-Cantelli lemma that the upper bound in (7.19) holds $\mathbb{P}_W$-almost surely. To extend this to $\mathbb{P}$-almost surely, we write

$$\mathbb{P}(Z_{kn}(i)/(n \log \theta_m) \geq c) \leq \mathbb{E}[\mathbb{P}_W(Z_{kn}(i)/(n \log \theta_m) \geq c) \mid C_{kn}(\eta)] + \mathbb{P}(C_{kn}^c(\eta),$$

(7.21)

where $C_{kn}(\eta) := \{S_j \in (i) \mathbb{E}[W] - \eta, \mathbb{E}[W] + \eta\}$ for all $j \geq n^\epsilon$ holds for all but finitely many $n$ almost surely. On the event $C_{kn}(\eta)$, we can obtain a deterministic and summable bound as demonstrated above. Moreover, since the vertex-weights are bounded, we can obtain exponentially decaying bounds for $\mathbb{P}(C_{kn}^c(\eta))$, so that it is summable as well. Hence, the Borel-Cantelli lemma yields the required result.

Similarly, for the lower bound in (7.19), we have for $c < 1/\log \theta_m$ by Lemma 7.1,

$$\mathbb{P}_W(Z_{kn}/((n+1) \log \theta_m) < c) \leq 1 - \frac{\sum_{i=1}^{k_{n+1}} \mathbb{P}_W(\mathbb{E}[Z_{kn}(i) \geq c(n+1) \log \theta_m])}{1 + \sum_{i=1}^{k_{n+1}} \mathbb{P}_W(\mathbb{E}[Z_{kn}(i) \geq c(n+1) \log \theta_m])} \frac{1}{1 + \sum_{i=1}^{k_{n+1}} \mathbb{P}_W(\mathbb{E}[Z_{kn}(i) \geq c(n+1) \log \theta_m])}.$$  

$$\sum_{i=1}^{k_{n+1}} \mathbb{P}_W(\mathbb{E}[Z_{kn}(i) \geq c(n+1) \log \theta_m]) \geq \sum_{k_n \leq i \leq k_{n+1} \log \theta_m} \mathbb{P}_W(W_{kn}(i) \geq (c+\delta)(n+1) \log \theta_m) \mathbb{P}_W(Y_{kn}(i) \geq \delta(n+1) \log \theta_m).$$

We again bound the sum from below by
First, by the bound in (7.18), we find that
\[ 1 - \sum_{k_n \leq i \leq k_n^{1-\varepsilon}} \mathbb{P}_W(Y_{k_n}(i) \geq \delta(n + 1) \log \theta_m) \geq 0, \]
a almost surely for all \( n \) large. Then, we bound the sum of tail probabilities of the \( W_{k_n}(i) \) from below by \( T_{k_n} \), where we recall the definition of \( T_n \) from (7.11). Combining (7.14) and (7.15), we find that \( T_{k_n} \geq \mathbb{E}[T_{k_n}]/2 \) almost surely for all \( n \) large. Together with (7.13) and (7.21), we thus obtain
\[
\mathbb{P}_W(Z_{k_n}/((n + 1) \log \theta_m) < c) \leq C e^{-n \log \theta_m(1 - (1 + o(1))(c + \delta)(\log(\theta_m + \eta/m)) + \xi)},
\]
for some constant \( C > 0 \), which is summable when \( \eta \) and \( \xi \) are sufficiently small, so that the lower bound holds for all but finitely many \( n \mathbb{P}_W \)-almost surely by the Borel-Cantelli lemma. A similar argument as in (7.20) allows us to extend this to \( \mathbb{P}_W \)-almost surely, which concludes the proof.

**Proof of Theorem 2.11.** The proof of the convergence of \( \max_{i \in [n]} Z_n(i)/u_n \) and \( \max_{i \in [n]} Z_n(i)/n \) as in (2.19) and (2.20), respectively, follows directly from Proposition 5.9 combined with (6.4) and (6.5) in Proposition 6.1. The distributional convergence of \( I_n/n \) to \( I \) and \( I \) as in (2.19) and (2.20), respectively, follows from the following argument. Recall the Poisson point process \( \Pi \) in the statement of the theorem with intensity measure \( \mu(dt, dx) := dt \times (\alpha - 1)x^{-\alpha}dx \) and define for \( 0 \leq a \leq b \leq 1 \),
\[ Q_r(a) := \max_{(t,f) \in \Pi : t \in (0,a)} f \log(1/t), \quad Q(a,b) := \max_{(t,f) \in \Pi : t \in (a,b)} f \log(1/t), \quad Q_r(b) := \max_{(t,f) \in \Pi : t \in (b,1)} f \log(1/t), \]
as well as the events
\[ M_r(a,b) := \{ \max_{an<i<bn} Z_n(i)/u_n > \left( \max_{1 \leq i \leq an} Z_n(i)/u_n \vee \max_{bn \leq i \leq n} Z_n(i)/u_n \right) \}, \]
\[ M(a,b) := \{ Q(a,b) > Q_r(a) \vee Q_r(b) \} \].

Then, from the start of the proof, we have that
\[ \mathbb{P}(I_\alpha \in (a,b)) = \lim_{n \to \infty} \mathbb{P}(I_n/n \in (a,b)) = \lim_{n \to \infty} \mathbb{P}(M_n(a,b)) = \mathbb{P}(M(a,b)) \].

A similar approach can be used to show the convergence when \( \alpha \in (1,2) \), as in (2.20). By the independence property of Poisson point process, it follows that the right-hand side equals \( g(a,b)/g(0,1) \), where \( g(a,b) := \int_a^b \log(1/x)^{a-1} dx \). Using the variable transformation \( w = \log(1/x) \),
\[ g(a,b) = \int_{\log(1/a)}^{\log(1/b)} w^{a-1} e^{-w} dw = \Gamma(a) \mathbb{P}(W_\alpha \in (\log(1/b), \log(1/a))) = \Gamma(a) \mathbb{P}(e^{-W_\alpha} \in (a,b)), \]
where \( W_\alpha \) is a \( \Gamma(\alpha,1) \) random variable. Thus,
\[ \mathbb{P}(I_\alpha \leq t) = \frac{g(0,t)}{g(0,1)} = \mathbb{P}(e^{-W_\alpha} \leq t), \]
and \( m \max_{(t,f) \in \Pi} f \log(1/t) \) follows a Fréchet distribution with shape parameter \( \alpha - 1 \) and scale parameter \( mg(0,1)^{1/(\alpha-1)} = m \Gamma(\alpha)^{1/(\alpha-1)} \). The joint convergence of \( I_n/n \) and \( \max_{i \in [n]} Z_n(i)/u_n \) follows from the fact that
\[ \mathbb{P}\left( I_n/n \in (a,b), \max_{i \in [n]} Z_n(i)/u_n \geq x \right) = \mathbb{P}\left( M_n(a,b) \cap \{ \max_{an<i<bn} Z_n(i)/u_n \geq x \} \right) \]
\[ \to \mathbb{P}(M(a,b) \cap \{ Q(a,b) \geq x \}) \]
\[ = \mathbb{P}(Q(a,b) > Q_r(a) \vee Q_r(b) \vee x). \]
Again using the independence property of Poisson point processes, one can show that this equals the probability that \( I_\alpha \in (a,b) \), times the probability that \( m \max_{(t,f) \in \Pi} f \log(1/t) \) is at least \( x \), which concludes the proof. □
Proof of Theorem 2.13. We only discuss the case \(m = 1\), as the proof for \(m > 1\) follows analogously. Most of the proof directly follows by combining Propositions 5.2, 5.4, and 5.7 with Proposition 6.1, (6.1), (6.2), and (6.3). The one statement that remains to be proved is that \(\log(I_n)/\log n\) converges, either in probability or almost surely, depending on the class of distributions the vertex-weight distribution is in, to some constant. Let us start with the (Gumbel)-(RV) sub-case, as in (2.22).

We recall the sequence \((\varepsilon_k)_{k \in \mathbb{N}}\) in (5.9) and note that \(\varepsilon_k\) is decreasing and tends to 0 with \(k\). Now, fix \(\varepsilon > 0\) and let \(k\) be large enough such that \(\varepsilon_k < \varepsilon\). We are required to show that

\[
\sum_{n=1}^{\infty} \mathbb{I}\{\log I_n/\log n \leq \gamma - \varepsilon\} < \infty, \text{ a.s.}
\]

First, we note that

\[
\left\{\begin{array}{l}
\log I_n 
\leq 
\log n
\leq 
(\gamma - \varepsilon)
\end{array}\right\} \subseteq \left\{\begin{array}{l}
\log I_n 
\leq 
\log n
\leq 
\varepsilon_k
\end{array}\right\}
\]

\[
\subseteq \left\{\begin{array}{l}
\max_{n^{-\gamma k} \leq i \leq n} \frac{Z_n(i)}{(1 - \gamma) b_n \gamma \log n} 
\leq 
\max_{i < n^{-\gamma k}} \frac{Z_n(i)}{(1 - \gamma) b_n \gamma \log n}
\right\}.
\]

Let us denote the event on the right-hand side by \(A_n\) and, for \(\eta > 0\), define the event

\[
C_n := \left\{\begin{array}{l}
\max_{i \in [n]} |Z_n(i) - \mathbb{E}_W[Z_n(i)]| 
\leq 
\eta (1 - \gamma) b_n \gamma \log n
\right\}.
\]

We then have that \(A_n \subseteq (A_n \cap C_n) \cup C_n^c\), so that

\[
\sum_{n=1}^{\infty} \mathbb{I}\{\log I_n/\log n \leq \gamma - \varepsilon\} \leq \sum_{n=1}^{\infty} \mathbb{I}A_n \leq \sum_{n=1}^{\infty} \mathbb{I}A_n \mathbb{I}C_n + \mathbb{I}C_n^c.
\]

We now use the concentration argument used to prove (6.2) in Proposition 6.1. It already follows from (6.2) that only finitely many of the \(\mathbb{I}C_n^c\) equal 1, so what remains is to show that, almost surely, only finitely many of the product of indicators equal 1 as well. On \(C_n\),

\[
A_n \cap C_n \subseteq \left\{\begin{array}{l}
\max_{n^{-\gamma < k} \leq i \leq n} \frac{\mathbb{E}_W[Z_n(i)]}{(1 - \gamma) b_n \gamma \log n} 
\leq 
\max_{i < n^{-\gamma < k}} \frac{\mathbb{E}_W[Z_n(i)]}{(1 - \gamma) b_n \gamma \log n} + \eta
\right\}.
\]

The limsup of the second maximum in the event on the right-hand side is almost surely at most \(c_k < 1\), where \(c_k\) is the quantity defined in (5.11). Then, we can directly bound the first maximum from below by

\[
\max_{n^{-\gamma \leq k} \leq i \leq n} \frac{\mathbb{E}_W[Z_n(i)]}{(1 - \gamma) b_n \gamma \log n} \geq \max_{n^{-\gamma \leq k} \leq i \leq n} \frac{\mathbb{E}_W[Z_n(i)]}{(1 - \gamma) b_n \gamma \log n} \geq \max_{n^{-\gamma \leq k} \leq i \leq n} \frac{W_i \sum_{j=1}^{n-1} 1/S_j}{b_n \gamma (1 - \gamma) \log n},
\]

and the lower bound converges almost surely to 1 by (5.1) and Lemma 5.3. Hence, if we take some \(\delta \in (0, 1 - c_k)\) and set \(\eta < \delta/3\), then almost surely there exists an \(N \in \mathbb{N}\) such that for all \(n \geq N\),

\[
\max_{i < n^{-\gamma \leq k}} \frac{\mathbb{E}_W[Z_n(i)]}{(1 - \gamma) b_n \gamma \log n} < c_k + \delta/3,
\]

\[
\max_{n^{-\gamma \leq k} \leq i \leq n} \frac{\mathbb{E}_W[Z_n(i)]}{(1 - \gamma) b_n \gamma \log n} > 1 - \delta/3.
\]

It follows that that the event

\[
\left\{\begin{array}{l}
\max_{n^{-\gamma \leq k} \leq i \leq n} \frac{\mathbb{E}_W[Z_n(i)]}{(1 - \gamma) b_n \gamma \log n} 
\leq 
\max_{i < n^{-\gamma \leq k}} \frac{\mathbb{E}_W[Z_n(i)]}{(1 - \gamma) b_n \gamma \log n} + \eta
\right\}
\]

almost surely does not hold for all \(n \geq N\). Thus, for any \(\varepsilon > 0\) and for all \(n\) large, \(\log I_n/\log n \geq \gamma - \varepsilon\) almost surely. With a similar approach, we can prove that \(\log I_n/\log n \leq \gamma + \varepsilon\), so that the almost sure convergence to \(\gamma\) is established.

For the (Gumbel)-(SV) and (Gumbel)-(RaV) sub-cases, we intend to prove the convergence of \(\log I_n/\log n\) to 0 and 1 in probability, respectively. We provide a proof for the former sub-case, and note that the proof for the latter sub-case follows in a similar way.
Let $\varepsilon > 0$. Then,
\[
P(\log I_n / \log n \geq \varepsilon) = P(I_n \geq n^{\varepsilon}) = P\left(\max_{n^{\varepsilon} \leq i \leq n} \frac{Z_n(i)}{b_n \log n} > \max_{1 \leq i < n^{\varepsilon}} \frac{Z_n(i)}{b_n \log n}\right).
\]
(7.22)

Again, we define the event, for $\eta \in (\varepsilon/3)$ small,
\[
C_n := \left\{ \max_{i \in [n]} |Z_n(i) - \mathbb{E}_W[Z_n(i)]| \leq \eta b_n \log n / 2 \right\},
\]

which holds with high probability due to (6.1). We can then further bound the right-hand side in (7.22) from above by
\[
P\left(\left\{ \max_{n^{\varepsilon} \leq i \leq n} \frac{Z_n(i)}{b_n \log n} > \max_{1 \leq i < n^{\varepsilon}} \frac{Z_n(i)}{b_n \log n}\right\} \cap C_n\right) + P(C_n^c)
\leq P\left(\max_{n^{\varepsilon} \leq i \leq n} \frac{\mathbb{E}_W[Z_n(i)]}{b_n \log n} > \max_{1 \leq i < n^{\varepsilon}} \frac{\mathbb{E}_W[Z_n(i)]}{b_n \log n} - \eta\right) + P(C_n^c).
\]
(7.23)

In a similar way as in the proof of Proposition 5.2, as well as in the proof above for the (Gumbel)-(RV) sub-case, we can bound the maximum of the conditional mean in-degrees on the left-hand side from above and the maximum on the right-hand side from below by random quantities that converge in probability to fixed constants. Namely, for $\varepsilon > 0$ and $\beta \in (0, \varepsilon/3)$,
\[
\max_{n^{\varepsilon} \leq i \leq n} \frac{\mathbb{E}_W[Z_n(i)]}{b_n \log n} \leq \max_{1 \leq i < n^{\varepsilon}} \frac{W_i \sum_{j=n^{\varepsilon}}^{n-1} 1/S_j}{b_n \log n} \xrightarrow{P} 1 - \varepsilon,
\]
\[
\max_{1 \leq i < n^{\varepsilon}} \frac{\mathbb{E}_W[Z_n(i)]}{b_n \log n} - \eta \geq \max_{i \in [n^{\varepsilon}]} \frac{W_i \sum_{j=n^{\varepsilon}}^{n-1} 1/S_j}{b_n \log n} - \eta \xrightarrow{P} 1 - \beta - \eta,
\]
so that, with high probability, the first quantity is at most $1 - 5\varepsilon/6$ and the second quantity is at least $1 - (\beta + \eta) - \varepsilon/6 > 1 - 5\varepsilon/6$ by the choice of $\beta$ and $\eta$. It thus follows that the first probability on the right-hand side of (7.23) tends to zero with $n$, and so does the second probability ($C_n$ holds with high probability), so that the claim follows.

To conclude, we prove Theorems 2.15 and 2.17:

Proof of Theorem 2.15. We only discuss the case $m = 1$, as the proof for $m > 1$ follows analogously. Let us first deal with the results for the (Gumbel)-(RV) sub-case. The distributional convergence of the rescaled maximum degree to the correct limit, as in (2.25), and the convergence result in (2.27), directly follow by combining Proposition 5.4 with Proposition 6.1, (6.8) and (6.9). The one thing that remains to be proved is: $I_n(\gamma, s, t, \ell)/(\ell(n)n^{\gamma})$ converges in distribution, jointly with the maximum degree of vertices $i \in C_n(\gamma, s, t, \ell)$, as in (2.25).

The distributional convergence of $I_n(\gamma, s, t, \ell)/(\ell(n)n^{\gamma})$, as well as its joint convergence with the maximum degree of vertices in $C_n(\gamma, s, t, \ell)$, follows from the same argument as in the proof Theorem 2.11, where now
\[
g(a, b) := \log(b/a).
\]
For the distribution of the distributional limit $I_\gamma$ of $I_n(\gamma, s, t, \ell)/(\ell(n)n^{\gamma})$, with $x \in (s, t)$,
\[
P(I_\gamma \in (s, x)) = \frac{g(s, x)}{g(s, t)} = \frac{\log(x/s)}{\log(t/s)} = \mathbb{P}(U \in (s, x)),
\]
where $U \sim \text{Unif}(\log s, \log t)$. Finally, for any $x \in \mathbb{R}$,
\[
P\left(\max_{(v, w) \in \Pi} w - \log v \leq x\right) = \exp\left(-\int_s^t \int_{x + \log v}^{\infty} e^{-w} \, dw \, dv\right) = \exp(-e^{-(x - \log\log(t/s))}),
\]
which proves that the distributional limits as described in (2.25) and (2.26) have the desired distributions.

Proof of Theorem 2.17. The proof directly follows by combining Proposition 5.6 with Proposition 6.3, (6.8), and Proposition 5.8 with Proposition 6.1, (6.3).
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